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MODULI STACKS OF E´TALE (ϕ,Γ)-MODULES AND THE
EXISTENCE OF CRYSTALLINE LIFTS
MATTHEW EMERTON AND TOBY GEE
In memory of Jean-Marc Fontaine.
Abstract. We construct stacks which algebraize Mazur’s formal deformation
rings of local Galois representations. More precisely, we construct Noetherian
formal algebraic stacks over Spf Zp which parameterize e´tale (ϕ,Γ)-modules;
the formal completions of these stacks at points in their special fibres recover
the universal deformation rings of local Galois representations. We use these
stacks to show that all mod p representations of the absolute Galois group of
a p-adic local field lift to characteristic zero, and indeed admit crystalline lifts.
We also discuss the relationship between the geometry of our stacks and the
Breuil–Me´zard conjecture.
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1. Introduction
In this paper we construct moduli stacks of e´tale (ϕ,Γ)-modules (of some fixed
rank, and with coefficients in p-adically complete rings), and establish some of their
The first author was supported in part by the NSF grants DMS-1303450 and DMS-1601871.
The second author was supported in part by a Leverhulme Prize, EPSRC grant EP/L025485/1,
Marie Curie Career Integration Grant 303605, ERC Starting Grant 306326, and a Royal Society
Wolfson Research Merit Award.
1
2 M. EMERTON AND T. GEE
basic properties. We also present some first applications of this construction to the
theory of Galois representations.
1.1. Motivation. Mazur’s theory of deformations of Galois representations [Maz89]
is modelled on the geometric study of infinitesimal neighbourhoods of points in
moduli spaces via formal deformation theory. However, in the context of Galois
representations, up till now there have been no corresponding “global” moduli
spaces, and it turns out that naive attempts to define such spaces, e.g. by consid-
ering representations ρ : GK → GLd(A), for K a p-adic field and A a p-adically
complete Zp-algebra, quickly run into difficulties; indeed the moduli stacks that we
consider below are surprisingly “large”, and exhibit some unexpected features (for
example, irreducible representations arising as limits of reducible representations).
Nevertheless, Kisin suggested in around 2004 that some kind of moduli spaces
of local Galois representations should exist; that is, there should be formal alge-
braic stacks over Zp whose closed points correspond to representations ρ : GK →
GLd(Fp), and the versal rings at the points of the stack should recover appropriate
Galois deformation rings. This expectation is borne out by the results of this pa-
per. (In fact, Kisin was motivated by calculations of crystalline deformation rings
for GL2(Qp) that had been carried out by Berger–Breuil using the p-adic local
Langlands correspondence, and suggested that the versal rings should give crys-
talline deformation rings. Thus his suggestion is realized by the stacks X
crys,λ
d of
Theorem 1.2.4 below.)
The relationship between the theory and constructions that we develop here,
and the usual formal deformation theory of Galois representations, is the same
as that between the theory of moduli spaces of algebraic varieties, and the formal
deformation theory of algebraic varieties: the latter gives valuable local information
about the former, but moduli spaces, when they can be constructed, capture global
aspects of the situation which are inaccessible by the purely infinitesimal tools of
formal deformation theory.
1.2. Our main theorems. Our goal in this paper is to construct, and establish
the basic properties of, moduli stacks of e´tale (ϕ,Γ)-modules. More precisely, if we
fix a finite extension K of Qp, and a non-negative integer d (the rank), then we let
Xd denote the category fibred in groupoids over Spf Zp whose groupoid of A-valued
points, for any p-adically complete Zp-algebra A, is equal to the groupoid of rank d
projective e´tale (ϕ,Γ)-modules with A-coefficients. (See Section 1.3 below for a
definition of these.) Our first main theorem is the following. (See Corollary 5.5.17
and Theorem 6.5.1.)
1.2.1. Theorem. The category fibred in groupoids Xd is a Noetherian formal al-
gebraic stack. Its underlying reduced substack Xd,red (which is an algebraic stack)
is of finite type over Fp, and is equidimensional of dimension [K : Qp]d(d − 1)/2.
The irreducible components of Xd,red admit a natural labelling by Serre weights.
We will elaborate on the labelling of components by Serre weights further be-
low. For now, we mention that, under the usual correspondence between e´tale
(ϕ,Γ)-modules and Galois representations, the groupoid of Fp-points of Xd, which
coincides with the groupoid of Fp-points of the underlying reduced substack Xd,red,
is naturally equivalent to the groupoid of continuous representations ρ : GK →
GLd(Fp). (More generally, if A is any finite Zp-algebra, then the groupoid Xd(A)
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is canonically equivalent to the groupoid of continuous representations GK →
GLd(A).) It is expected that our labelling of the irreducible components can be
refined (by adding further labels to some of the components) to give a geometric
description of the weight part of Serre’s conjecture, so that ρ corresponds to a point
in a component of Xd,red which is labeled by the Serre weight k if and only if ρ
admits k as a Serre weight; we discuss this expectation, and what is known about
it, in Section 1.7 below.
Again using the correspondence between e´tale (ϕ,Γ)-modules and Galois repre-
sentations, we see that the universal lifting ring of a representation ρ as above will
provide a versal ring to Xd at the corresponding Fp-valued point. Accordingly we
expect that the stacks Xd will have applications to the study of Galois represen-
tations and their deformations. As a first example of this, we prove the following
result on the existence of crystalline lifts; although the statement of this theorem
involves a fixed ρ, we do not know how to prove it without using the stacks Xd,
over which ρ varies.
1.2.2. Theorem (Theorem 6.4.4). If ρ : GK → GLd(Fp) is a continuous repre-
sentation, then ρ has a lift ρ◦ : GK → GLd(Zp) for which the associated p-adic
representation ρ : GK → GLd(Qp) is crystalline of regular Hodge–Tate weights.
We can furthermore ensure that ρ◦ is potentially diagonalizable.
(The notion of a potentially diagonalizable representation was introduced in [BLGGT14],
and is recalled as Definition 6.4.2 below.) In combination with potential automor-
phy theorems, this has the following application to the globalization of local Galois
representations.
1.2.3. Theorem (Corollary 6.4.7). Suppose that p ∤ 2d, and fix r¯ : GK → GLd(Fp).
Then there is an imaginary CM field F and an irreducible conjugate self dual auto-
morphic Galois representation ρ : GF → GLd(Fp) such that for every v|p, we have
Fv ∼= K and either ρ|GFv
∼= r¯ or ρ|GFvc
∼= r¯.
Another key result of the paper is the following theorem, describing moduli
stacks of e´tale (ϕ,Γ)-modules corresponding to crystalline and semistable Galois
representations.
1.2.4.Theorem (Theorem 4.8.12). If λ is a collection of labeled Hodge–Tate weights,
and if O denotes the ring of integers in a finite extension E of Qp containing the
Galois closure of K (which will serve as the ring of coefficients), then there is
a closed substack X
crys,λ
d of (Xd)O which is a p-adic formal algebraic stack and
is flat over O, and which is characterized as being the unique closed substack of
(Xd)O which is flat over O and whose groupoid of A-valued points, for any finite
flat O-algebra A, is equivalent (under the equivalence between e´tale (ϕ,Γ)-modules
and continuous GK -representations) to the groupoid of continuous representations
GK → GLd(A) which become crystalline after extension of scalars to A⊗O E, and
whose labeled Hodge–Tate weights are equal to λ.
Similarly, there is a closed substack X
ss,λ
d of (Xd)O which is a p-adic formal alge-
braic stack and is flat over O, and which is characterized as being the unique closed
substack of (Xd)O which is flat over O and whose groupoid of A-valued points, for
any finite flat O-algebra A, is equivalent to the groupoid of continuous representa-
tions GK → GLd(A) which become semistable after extension of scalars to A⊗OE,
and whose labeled Hodge–Tate weights are equal to λ.
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1.2.5. Remark. In fact, Theorem 4.8.12 also proves the analogous result for po-
tentially crystalline and potentially semistable representations of arbitrary inertial
type, but for simplicity of exposition we restrict ourselves to the crystalline and
semistable cases in this introduction.
A crucial distinction between the stacks Xd and their closed substacks X
crys,λ
d
and X
ss,λ
d is that while Xd is a formal algebraic stack lying over Spf Zp, it is not
actually a p-adic formal algebraic stack (in the sense of Definition A.7); see Propo-
sition 6.5.3. On the other hand, the stacks X
crys,λ
d and X
ss,λ
d are p-adic formal
algebraic stacks, which implies that their mod pa reductions are in fact algebraic
stacks. This gives in particular a strong interplay between the structure of the
mod p fibres of crystalline and semistable lifting rings and the geometry of the
underlying reduced substack Xd,red. This plays an important role in determining
the structure of this reduced substack, and also in the proof of Theorem 1.2.2. As
we explain in more detail in Section 1.7 below, it also allows us to reinterpret the
Breuil–Me´zard conjecture in terms of the interaction between the structure of the
mod p fibres of the stacks X
crys,λ
d and X
ss,λ
d , and the geometry of Xd,red.
1.3. (ϕ,Γ)-modules with coefficients. There is quite a lot of evidence, for ex-
ample from Colmez’s work on the p-adic local Langlands correspondence [Col10],
and work of Kedlaya–Liu [KL15], that rather than considering families of represen-
tations of GK , it is more natural to consider families of e´tale (ϕ,Γ)-modules.
The theory of (ϕ,Γ)-modules for Zp-representations was introduced in [Fon90].
There are various possible definitions that can be made, with perfect, imperfect or
overconvergent coefficient rings, and different choices of Γ; we discuss the various
variants that we use, and the relationships between them, at some length in the body
of the paper. For the purpose of this introduction we simply let AK =W (k)((T ))
∧,
where k is a finite extension of Fp (depending onK), and the hat denotes the p-adic
completion. This ring is endowed with a Frobenius ϕ and an action of a profinite
group Γ (an open subgroup of Z×p ) that commutes with ϕ; the formulae for ϕ and
for this action can be rather complicated for general K, although they admit a
simple description if K/Qp is abelian. (See Definition 2.1.12 and the surrounding
material.)
An e´tale (ϕ,Γ)-module is then, by definition, a finite AK-module endowed with
commuting semilinear actions of ϕ and Γ, with the property that the linearized
action of ϕ is an isomorphism. There is a natural equivalence of categories between
the category of e´tale (ϕ,Γ)-modules and the category of continuous representations
of GK on finite Zp-modules.
Let A be a p-adically complete Zp-algebra. We let AK,A := A ⊗̂Zp AK (where
the completed tensor product is for the topology on AK for which W (k)[[T ]] is
open and has the (p, T )-adic topology), and define an e´tale (ϕ,Γ)-module with A-
coefficients in exactly the same way as in the case A = Zp described above. In the
case that A is finite as a Zp-module there is again an equivalence of categories with
the category of continuous representations of GK on finite A-modules, but for more
general A no such equivalence exists. Our moduli stack Xd is defined to be the
stack over Spf Zp with the property that Xd(A) is the groupoid of projective e´tale
(ϕ,Γ)-modules of rank d with A-coefficients. (That this is indeed an e´tale stack,
indeed even an fpqc stack, follows from results of Drinfeld.) Using the machinery
of our earlier paper [EG19] we are able to show that Xd is an Ind-algebraic stack,
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but to prove Theorem 1.2.1 we need to go further and make a detailed study of
its special fibre and of the underlying reduced substack. This study is closely
motivated by ideas coming from Galois deformation theory and the weight part of
Serre’s conjecture, as we now explain.
1.4. Families of extensions. As we have already explained, over a general base A
there is no longer an equivalence between (ϕ,Γ)-modules and representations ofGK .
Perhaps surprisingly, from the point of view of applications of our stacks to the
study of p-adic Galois representations, this is a feature rather than a bug. For
example, an examination of the known results on the reductions modulo p of 2-
dimensional crystalline representations ofGQp (see for example [Ber11, Thm. 5.2.1])
suggests that any moduli space of mod p representations of GK should have the
feature that the representations are generically reducible, but can specialise to
irreducible representations. A literal moduli space of representations of a group
cannot behave in this way (essentially because Grassmannians are proper), but it
turns out that the underlying reduced substack Xd,red of Xd does have this property.
(See also Remark 7.2.18 for a further discussion of the relationship between our
stacks of (ϕ,Γ)-modules and stacks of representations of a Galois or Weil–Deligne
group.)
More precisely, the results of [Ber11, Thm. 5.2.1], together with the weight part of
Serre’s conjecture, suggest that each irreducible component of Xd,red should contain
a dense set of Fp-points which are successive extensions of characters GK → Fp,
with the extensions being as non-split as possible. This turns out to be the case.
The restrictions of these characters to the inertia subgroup IK are constant on
the irreducible components, and the discrete data of these characters, together
with some further information about peu- and tre`s ramifie´e extensions, determines
the components. This discrete data can be conveniently and naturally organised
in terms of “Serre weights” k, which are tuples of integers which biject with the
isomorphism classes of the irreducible Fp-representations of GLd(OK). The rela-
tionship between Serre weights and Galois representations is important in the p-adic
Langlands program, and in proving automorphy lifting theorems, and we discuss it
further in Section 1.7.
Having guessed that the Fp-points of Xd should be arranged in irreducible com-
ponents in this way, an inductive strategy to prove this suggests itself. It is easy to
see that irreducible representations of GK are “rigid”, in that there are up to twist
by unramified characters only finitely many in each dimension; furthermore, it is at
least intuitively clear that each such family of unramified twists of a d-dimensional
irreducible representation should give rise to a zero-dimensional substack of Xd
(there is a Gm of twists, but also a Gm of automorphisms). On the other hand,
given characters χ1, . . . , χd : GK → F
×
p , a Galois cohomology calculation suggests
that there should be a substack of Xd,red of dimension [K : Qp]d(d − 1)/2 given
by successive extensions of unramified twists of the χi. Accordingly, one could
hope to construct the stacks corresponding to the Serre weights k by inductively
constructing families of extensions of representations.
To confirm this expectation, we use the machinery originally developed by Herr [Her98,
Her01], who gave an explicit complex which is defined in terms of (ϕ,Γ)-modules
and computes Galois cohomology. This definition goes over unchanged to the case
with coefficients, and with some effort we are able to adapt Herr’s arguments to
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our setting, and to prove finiteness and base change properties (following Pot-
tharst [Pot13], we in fact find it helpful to think of the Herr complex of a (ϕ,Γ)-
module with A-coefficients as a perfect complex of A-modules). Using the Herr
complex, we can inductively construct irreducible closed substacks X
k
d,red of Xd,red
of dimension [K : Qp]d(d− 1)/2 whose generic Fp-points correspond to successive
extensions of characters as described above (the restrictions of these characters
to IK being determined by k). Furthermore, by a rather involved induction, we
can show that the union of the X
k
d,red, together possibly with a closed substack
of Xd,red of dimension strictly less than [K : Qp]d(d−1)/2, exhausts Xd,red. In par-
ticular, each X
k
d,red is an irreducible component of Xd,red, and any other irreducible
component is of strictly smaller dimension.
One way to show that the X
k
d,red exhaust the irreducible components of Xd,red
would be to show that every representation GK → GLd(Fp) occurs as an Fp-valued
point of some X
k
d,red. We expect this to be difficult to show directly; indeed, already
for d = 2 the paper [CEGS] shows that the closed points of X
k
d,red are governed by
the weight part of Serre’s conjecture, and the explicit description of this conjecture
is complicated (see e.g. [BDJ10, DDR16]). Furthermore it seems hard to explicitly
understand the way in which families of reducible (ϕ,Γ)-modules degenerate to
irreducible ones, or to reducible representations with different restrictions to IK
(phenomena which are implied by the weight part of Serre’s conjecture).
Instead, our approach is to show by a consideration of versal rings that Xd,red is
equidimensional of dimension [K : Qp]d(d − 1)/2; this suffices, since our inductive
construction showed that any other irreducible component is necessarily of dimen-
sion strictly less than [K : Qp]d(d − 1)/2. Our proof of this equidimensionality
relies on Theorems 1.2.2 and 1.2.4, as we explain in Remark 1.5.4 below.
1.5. Crystalline lifts. Theorem 1.2.2 solves a problem that has been considered
by various authors, in particular [Mul13, GHLS17]. It admits a well-known induc-
tive approach (which is taken in [Mul13, GHLS17]): one writes ρ as a successive
extension of irreducible representations, lifts each of these irreducible representa-
tions to a crystalline representation, and then attempts to lift the various extension
classes. The difficulty that arises in this approach (which has proved an obstacle to
obtaining general statements along the lines of Theorem 1.2.2 until now) is showing
that the mod p extension classes that appear in this description of ρ can actually be
lifted to crystalline extension classes in characteristic zero. The basic source of the
difficulty is that the local Galois H2 can be non-zero, and non-zero classes in H2
obstruct the lifting of extension classes (which can be interpreted as classes lying
in H1). (In fact, the difficulty is not so much in obtaining crystalline extension
classes, as in lifting to any classes in characteristic zero; indeed, as far as we are
aware, until now it was not known that an arbitrary ρ had any lift to characteristic
zero at all.)
Our proof of Theorem 1.2.2 relies on the inductive strategy described in the
preceding paragraph, but we are able to prove the following key result, which
controls the obstructions that can be presented by H2, and is a consequence of
Theorems 5.5.11 and 6.5.1 (see also Remark 1.5.4).
1.5.1.Proposition. The locus of points ρ ∈ Xd,red(Fp) at which dimH
2(GK , ρ) ≥ r
is Zariski closed in Xd,red(Fp), of codimension ≥ r.
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Let Rρ denote the universal lifting ring of ρ, with universal lifting ρ
univ. For each
regular tuple of labeled Hodge–Tate weights λ, we let R
crys,λ
ρ denote the quotient
of Rρ corresponding to crystalline lifts of ρ with Hodge–Tate weights λ (of course,
this quotient is zero unless ρ admits such a crystalline lift). Then H2(GK , ρ
univ) is
an Rρ -module, and Proposition 1.5.1 implies the following corollary.
1.5.2. Corollary. For any regular tuple of labeled Hodge–Tate weights λ the locus
of points x ∈ SpecR
crys,λ
ρ /p for which
dimκ(x)H
2(GK , ρ
univ)⊗Rρ
κ(x) ≥ r
has codimension ≥ r.
1.5.3. Remark. By Tate local duality,
dimκ(x)H
2(GK , ρ
univ)⊗Rρ
κ(x) = dimκ(x)HomGK
(
(ρuniv)∨, ǫ
)
⊗Rρ
κ(x)
(where ǫ denotes the mod p cyclotomic character, thought of as taking values in
κ(x)×). Thus the statement of Corollary 1.5.2 is related to the way in which
SpecR
crys,λ
ρ /p intersects the reducibility locus in SpecR

ρ .
Given Corollary 1.5.2, we prove Theorem 1.2.2 by working purely within the
context of formal lifting rings. However we don’t know how to prove the corollary
while staying within that context. Indeed, as Remark 1.5.3 indicates, this corollary
is related to the way in which the special fibre of a potentially crystalline defor-
mation ring intersects another natural locus in SpecRρ (namely, the reducibility
locus). Since the special fibre of a potentially crystalline lifting ring is not directly
defined in deformation-theoretic terms, such questions are notoriously difficult to
study directly. Our proof of the corollary proceeds differently, by replacing a com-
putation on the special fibre of the potentially crystalline deformation ring by a
computation on Xd,red; this latter space has a concrete description in terms of fam-
ilies of varying ρ, whose H2 we are able to compute, as a result of the inductive
construction of families of extensions described in Section 1.4.
In order to deduce Corollary 1.5.2 from Proposition 1.5.1, it is crucial that we
know that the natural morphism Spf Rcrys,λ/p→ Xd is effective, in the sense that
it arises from a morphism SpecRcrys,λ/p → Xd. More concretely, the universal
representation ρuniv gives an e´tale (ϕ,Γ)-module over each Artinian quotient of Rρ .
By passing to the limit over these quotients, we obtain a “formal e´tale (ϕ,Γ)-
module” over the completion of (k ⊗Zp R

ρ /p)((T )) with respect to the maximal
ideal m of Rρ . Since the special fibre of Xd is formal algebraic but not algebraic (see
Section 1.8 below), there is no corresponding (ϕ,Γ)-module with Rρ /p-coefficients,
as there are Laurent tails of unbounded degree (with the coefficients of T−n tending
to zero m-adically as n→∞).
The assertion that Spf Rcrys,λ/p → Xd is effective is equivalent to showing that
the base change of this formal e´tale (ϕ,Γ)-module to Rcrys,λ/p arises from a genuine
(ϕ,Γ)-module, i.e. with Laurent tails of bounded degree. We deduce this from
Theorem 1.2.4. Indeed, the ring SpecRcrys,λ/p is a versal ring for the special fibre
of the p-adic formal algebraic stack X
crys,λ
d , and (by the very definition of a p-adic
formal algebraic stack) this special fibre is an algebraic stack; and the versal rings
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1.5.4. Remark. As our citation of both Theorems 5.5.11 and 6.5.1 for the proof of
Proposition 1.5.1 may indicate, our proof of Proposition 1.5.1 is somewhat intricate.
Indeed, in Theorem 5.5.11, we show that Xd,red has dimension at most [K : Qp]d(d−
1)/2, and that the locus considered in Proposition 1.5.1 has dimension at most [K :
Qp]d(d−1)/2−r. This is in fact enough to deduce Corollary 1.5.2, as SpecR
crys,λ/p
is known to be equidimensional.
Given Corollary 1.5.2, we prove Theorem 1.2.2. In combination with the effective
versality of the crystalline deformation rings discussed above we are then able to
deduce the equidimensionality of Xd,red, and thus prove Proposition 1.5.1 as stated.
1.6. Crystalline and semistable moduli stacks. We now explain the proof of
Theorem 1.2.4; the proof is essentially identical in the crystalline and semistable
cases, so we concentrate on the crystalline case. To prove the theorem, it is neces-
sary to have a criterion for a (ϕ,Γ)-module to come from a crystalline Galois rep-
resentation. In the case that K/Qp is unramified, it is possible to give an explicit
criterion in terms of Wach modules [Wac96], but no such direct description is known
for generalK. Instead, following Kisin’s construction of the crystalline deformation
rings Rcrys,λρ in [Kis08], we use the theory of Breuil–Kisin modules. More precisely,
Kisin shows that crystalline representations of GK have finite height over the (non-
Galois) Kummer extension K∞/K obtained by adjoining a compatible system of
p-power roots of a uniformiser of K; here being of finite height means that the
corresponding e´tale ϕ-modules admit certain ϕ-stable lattices, called Breuil–Kisin
modules.
While not every representation of finite height over K∞ comes from a crystalline
representation, we are able to show in Appendix F (jointly written by T.G. and
Tong Liu) that a representation GK → GLd(Zp) is crystalline if and only if it is of
finite height for every choice of K∞, and if the corresponding Breuil–Kisin modules
satisfy certain natural compatibilities. (It seems likely that these compatibilities
are best expressed in terms of Bhatt–Scholze’s prismatic site, but we do not explore
that possibility in this paper.)
Given this description of the crystalline representations, we can prove the ex-
istence of the stacks X
crys,λ
d via the machinery developed in [EG19]. The proof
that X
crys,λ
d is a p-adic formal algebraic stack relies on an analogue of results of
Caruso–Liu [CL11] on extensions of the Galois action on Breuil–Kisin modules,
which roughly speaking says that the action of GK∞ determines the action of GK
up to a finite amount of ambiguity. More precisely, given a Breuil–Kisin module
over a Z/pa-algebra for some a ≥ 1, there is a finite subextension Ks/K of K∞/K
depending only on a, K and the height of the Breuil–Kisin module, such that there
is a canonical action of GKs on the corresponding Breuil–Kisin–Fargues module.
This canonical action is constructed by Frobenius amplification, and in the case
that the Breuil–Kisin module arises from the reduction modulo pa of a crystalline
representation of GK , the canonical action coincides with the restriction to GKs of
the GK-action on the Breuil–Kisin–Fargues module. (In [CL11] a version of this
canonical action is used to prove ramification bounds on the reductions modulo pa
of crystalline representations; in Section 7, we use analogous arguments in the set-
ting of (ϕ,Γ)-modules to related our stacks to stacks of Weil group representations
in the rank one case.)
There is one significant technical difficulty, which is that we need to define mor-
phisms of stacks that correspond to the restriction of Galois representations fromK
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to K∞. In order to do this we have to compare (ϕ,Γ)-modules with A-coefficients
(which are defined via the cyclotomic extension K(ζp∞)/K) to ϕ-modules with A-
coefficients defined via the extension K∞/K. We do not know of a direct way to
do this; we proceed by proving a correspondence between ϕ-modules over Laurent
series rings with ϕ-modules over the perfections of these Laurent series rings, and
proving the following descent result which may be of independent interest; in the
statement, C denotes the completion of an algebraic closure of Qp.
1.6.1. Theorem (Theorem 2.4.1). Let A be a finite type Z/pa-algebra, for some
a ≥ 1. Let F be a closed perfectoid subfield of C, with tilt F ♭, a closed perfectoid
subfield of C♭. Write W (F ♭)A :=W (F
♭) ⊗̂Zp A.
Then the inclusion W (F ♭)A → W (C
♭)A is a faithfully flat morphism of Noe-
therian rings, and the functor M 7→ W (C♭)A ⊗W (F ♭)A M induces an equivalence
between the category of finitely generated projective W (F ♭)A-modules and the cat-
egory of finitely generated projective W (C♭)A-modules endowed with a continuous
semi-linear GF -action.
The existence of the required morphism of stacks follows easily from two ap-
plications of Theorem 1.6.1, applied with F equal to respectively the completion
of K∞ and the completion of K(ζp∞). Furthermore, this construction gives an al-
ternative description of our stacks, as moduli spaces of W (C♭)A-modules endowed
with commuting semi-linear actions of GK and ϕ; it seems plausible that this de-
scription will be useful in future work, as it connects naturally to the theory of
Breuil–Kisin–Fargues modules (and indeed we use this connection in our construc-
tion of the potentially semistable moduli stacks). Note though that the description
in terms of (ϕ,Γ)-modules is important (at least in our approach) for establishing
the basic finiteness properties of our stacks.
1.7. The geometric Breuil–Me´zard conjecture and the weight part of
Serre’s conjecture. We will now briefly explain our results and conjectures re-
lating our stacks to the Breuil–Me´zard conjecture and the weight part of Serre’s
conjecture. Further explanation and motivation can be found throughout Section 8.
Some of these results were previewed in [GHS18, §6], and the earlier sections of
that paper (in particular the introduction) provide an overview of the weight part
of Serre’s conjecture and its connections to the Breuil–Me´zard conjecture that may
be helpful to the reader who is not already familiar with them. As in the rest of
this introduction, we ignore the possibility of inertial types, and we also restrict to
crystalline representations for the purpose of exposition. Everything in this section
extends to the more general setting of potentially semistable representations, and
indeed as we explain in Section 8.6 when discussing the papers [CEGS] and [GK14],
the additional information provided by non-trivial inertial types is very important.
Let ρ : GK → GLd(F) be a continuous representation (for some finite extension
F of Fp), and let R

ρ be the corresponding universal lifting ring. The correspond-
ing formal scheme Spf Rρ doesn’t carry a lot of evident geometry in and of itself;
for example, its underlying reduced subscheme is simply the closed point SpecF,
corresponding to ρ itself. On the other hand, Xd has a quite non-trivial underlying
reduced substack Xd,red, which parameterizes all the d-dimensional residual repre-
sentations of GK . It is natural to ask whether this underlying reduced substack
has any significance in formal deformation theory. More precisely, we could ask for
the meaning of the fibre product Spf Rρ ×Xd Xd,red.
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This fibre product is a reduced closed formal subscheme of Spf Rρ of dimension
d2 + [K : Qp]d(d − 1)/2. It arises (via completion at the closed point) from a
closed subscheme of SpecRρ (as does any closed formal subscheme of the Spf of a
complete Noetherian local ring), whose irreducible components, when thought of as
cycles on SpecRρ , are precisely the cycles that (conjecturally) appear in the geo-
metric Breuil–Me´zard conjecture of [EG14]. More precisely, we obtain the following
qualitative version of the geometric Breuil–Me´zard conjecture [EG14, Conj. 4.2.1].
1.7.1. Theorem (Theorem 8.1.3). If ρ : GK → GLd(F) is a continuous represen-
tation, then there are finitely many cycles of dimension d2 + [K : Qp]d(d− 1)/2 in
SpecRρ /p, such that for any regular tuple of labeled Hodge–Tate weights λ, each of
the special fibres SpecR
crys,λ
ρ /p is set-theoretically supported on the union of some
number of these cycles.
The cycles in the statement of the theorem are precisely those arising from the
fibre products Spf Rρ ×Xd X
k
d,red, where k runs over the Serre weights. While
Theorem 1.7.1 is a purely local statement, we do not know how to prove it without
using the stacks Xd.
The full geometric Breuil–Me´zard conjecture of [EG14] makes precise predictions
about the multiplicities of the cycles of the special fibres of SpecR
crys,λ
ρ /p; pass-
ing from cycles to Hilbert–Samuel multiplicities then recovers the original Breuil–
Me´zard conjecture [BM02] (or rather a natural generalisation of it to GLd), which
we refer to as the “numerical Breuil–Me´zard conjecture”. In particular, the multi-
plicities are expected to be computed in terms of quantities ncrysk (λ) that are defined
as follows: one associates an irreducible algebraic representation σcrys(λ) of GLd /K
to λ, defined to have highest weight (a certain shift of) λ. The semisimplification
of the reduction mod p of σcrys(λ) can be written as a direct sum of irreducible
representations of GLd(k), and n
crys
k (λ) is defined to be the multiplicity with which
the Serre weight k occurs.
In Section 8 we explain that as we run over all ρ, the geometric Breuil–Me´zard
conjecture is equivalent to the following analogous conjecture for the special fibres
of our crystalline and semistable stacks. Here by a “cycle” in Xd,red we mean a
formal Z-linear combination of its irreducible components X
k
d .
1.7.2. Conjecture (Conjecture 8.2.2). There are cycles Zk in Xd,red with the prop-
erty that for each regular tuple of labeled Hodge–Tate weights λ, the underlying cycle
of the special fibre of X
crys,λ
d is
∑
k n
crys
k (λ) · Zk.
In fact we expect that the cycles Zk are effective, i.e. that they are a linear com-
bination of the irreducible components X
k′
d with non-negative integer coefficients.
Since there are infinitely many possible λ, the cycles Zk, if they exist, are hugely
overdetermined by Conjecture 1.7.2.
As first explained in [Kis09a], the (numerical) Breuil–Me´zard conjecture has
important consequences for automorphy lifting theorems; indeed proving the con-
jecture is closely related to proving automorphy lifting theorems in situations with
arbitrarily high weight or ramification at the places dividing p. Conversely, fol-
lowing [Kis10], one can use automorphy lifting theorems to deduce cases of the
Breuil–Me´zard conjecture. Automorphy lifting theorems involve a fixed ρ, and in
fact we can deduce Conjecture 1.7.2 from the Breuil–Me´zard conjecture for a finite
set of suitably generic ρ.
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In particular, we are able to combine results in the literature to show that for GL2
the cycles Zk in Conjecture 1.7.2 must have a particularly simple form: we neces-
sarily have Zk = X
k
d,red unless k is a so-called “Steinberg” weight, in which case Zk
is the sum of X
k
d,red and one other irreducible component. (More precisely, what we
show following [CEGS, GK14] is that with these cycles Zk, Conjecture 1.7.2 holds
for all “potentially Barsotti–Tate” representations.)
The weight part of Serre’s conjecture predicts the weights in which particular
Galois representations contribute to the mod p cohomology of locally symmetric
spaces. Following [GK14], this conjecture is closely related to the Breuil–Me´zard
conjecture; indeed, if Conjecture 1.7.2 holds, then the set of Serre weights asso-
ciated to a representation ρ : GK → GLd(Fp) should be precisely the weights k
for which Zk is supported at ρ. In other words, if we refine our labelling of the
irreducible components of Xd,red by labelling each component by the union of the
weights k for which that component contributes to Zk, then we expect the set of
Serre weights for ρ to be the union of the sets of weights labelling the irreducible
components containing ρ. This expectation holds for GL2 by the main results
of [CEGS].
1.8. Further questions. There are many other questions one could ask about the
stacks Xd, which we hope to return to in future papers. For example, we show in
Proposition 6.5.3 that Xd is not a p-adic formal algebraic stack. Indeed, if it were
p-adic formal algebraic, then its special fibre would be an algebraic stack, whose
dimension would be equal to the dimension of its underlying reduced substack. In
turn, this would imply that the versal rings Rρ would have dimension equal to the
dimensions of the crystalline deformation rings R
crys,λ
ρ , and this is known not to
be true. In fact, it is a folklore conjecture that the lifting rings rings Rρ are local
complete intersections of dimension 1 + d2 + [K : Qp]d
2, which suggests that the
stacks Xd should be local complete intersections of dimension 1 + [K : Qp]d
2 (a
notion that we have won’t attempt to make precise for formal algebraic stacks at
the present moment).
We expect that the Xd will have a role to play in generalisations of the p-adic
local Langlands correspondence. For example, we expect that when K = Qp the
p-adic local Langlands correspondence for GL2(Qp) can be extended to give sheaves
of GL2(Qp)-representations on X2. More speculatively, it is possible that a p-adic
version of Fargues’ conjecture could involve Xd.
1.9. An outline of the paper. We end this introduction with a brief overview of
the contents of this paper. In Section 2 we recall various of the coefficient rings used
in the theories of (ϕ,Γ)-modules and Breuil–Kisin modules, and introduce versions
of these rings with coefficients in a p-adically complete Zp-algebra. We also prove
almost Galois descent results for projective modules, and deduce Theorem 1.6.1.
In Section 3 we recall the results of [EG19] on moduli stacks of ϕ-modules, and
use them to define our stacks Xd of e´tale (ϕ,Γ)-modules. With some effort, we
prove that Xd is an Ind-algebraic stack. Section 4 defines various moduli stacks of
Breuil–Kisin and Breuil–Kisin–Fargues modules, and uses them, together with the
machinery of [EG19], to construct our moduli stacks of potentially semistable and
potentially crystalline representations, and in particular to prove Theorem 1.2.4.
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Section 5 develops the theory of the Herr complex, proving in particular that it
is a perfect complex and is compatible with base change. We show how to use the
Herr complex to construct families of extensions of (ϕ,Γ)-modules, and we use these
families to define the irreducible substack X
k
d,red corresponding to a Serre weight k.
By induction on d we prove that Xd is a Noetherian formal algebraic stack, and
establish a version of Proposition 1.5.1 (although as discussed in Remark 1.5.4, we
do not prove Proposition 1.5.1 as stated at this point in the argument).
It may help the reader for us to point out that Sections 4 and 5 are essentially
independent of one another, and are of rather different flavours. Section 4 involves
an interleaving of stack-theoretic arguments with ideas from p-adic Hodge theory
and the theory of Breuil–Kisin modules, while in Section 5, once we complete our
analysis of the Herr complex, our perspective begins to shift: although at a technical
level we of course continue to work with (ϕ,Γ)-modules, we begin to think in
terms of Galois representations and Galois cohomology, and the more foundational
arguments of the preceding sections recede somewhat into the background.
In Section 6 we combine the results of Sections 4 and 5 with a geometric argument
on the local deformation ring to prove Theorem 1.2.2. Having done this, we are
then able to improve the results on Xd established in the earlier sections, and prove
Theorem 1.2.1. We also deduce Theorem 1.2.3.
Section 7 gives explicit descriptions of various of our moduli stacks in the case d = 1,
relating them to moduli stacks of Weil group representations. Section 8 explains
our geometric version of the Breuil–Me´zard conjecture, and proves some results
towards it, particularly in the case d = 2.
Finally the appendices for the most part establish various technical results used
in the body of the paper. We highlight in particular Appendix A, which sum-
marises the theory of formal algebraic stacks developed in [Eme], and Appendix F,
which combines the theory of Breuil–Kisin–Fargues modules with Tong Liu’s (ϕ, Ĝ)-
modules to give a new characterisation of integral lattices in potentially semistable
representations, of which we make crucial use in Section 4.
1.10. Acknowledgements. Wewould like to thank Robin Bartlett, Laurent Berger,
Bhargav Bhatt, Xavier Caruso, Pierre Colmez, Mark Kisin, Tong Liu and Peter
Scholze for helpful correspondence and conversations. We would particularly like
to thank Tong Liu for his contributions to Appendix F.
Our mathematical debt to the late Jean-Marc Fontaine will be obvious to the
reader. This paper benefited from several conversations with him over the last 8
years, and from the interest he showed in our results; in particular, his explanations
to us of the relationship between framing Galois representations and Fontaine–
Laffaille modules during his visit to Northwestern University in the spring of 2011
provided an important clue as to the correct definitions of our stacks.
1.11. Notation and conventions.
p-adic Hodge theory. Let K/Qp be a finite extension. If ρ is a de Rham representa-
tion of GK on aQp-vector spaceW , then we will write WD(ρ) for the corresponding
Weil–Deligne representation of WK (see e.g. [CDT99, App. B]), and if σ : K →֒ Qp
is a continuous embedding of fields then we will write HTσ(ρ) for the multiset of
Hodge–Tate numbers of ρ with respect to σ, which by definition contains i with
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multiplicity dimQp(W ⊗σ,K K̂(i))
GK . Thus for example if ε denotes the p-adic
cyclotomic character, then HTσ(ε) = {−1}.
By a d-tuple of labeled Hodge–Tate weights λ, we mean integers {λσ,i}σ:K →֒Qp,1≤i≤d
with λσ,i ≥ λσ,i+1 for all σ and all 1 ≤ i ≤ d− 1. We will also refer to λ as a Hodge
type. By an inertial type τ we mean a representation τ : IK → GLd(Qp) which
extends to a representation of WK with open kernel (so in particular, τ has finite
image).
Then we say that ρ has Hodge type λ (or labeled Hodge–Tate weights λ) if for
each σ : K →֒ Qp we have HTσ(ρ) = {λσ,i}1≤i≤d, and we say that ρ has inertial
type τ if WD(ρ)|IK
∼= τ .
Serre weights and Hodge–Tate weights. By a Serre weight k we mean a tuple of
integers {kσ,i}σ:k→֒Fp,1≤i≤d with the properties that
• p− 1 ≥ kσ,i − kσ,i+1 ≥ 0 for each 1 ≤ i ≤ d− 1, and
• p− 1 ≥ kσ,d ≥ 0, and not every kσ,d is equal to p− 1.
The set of Serre weights is in bijection with the set of irreducible Fp-representations
of GLd(k), via passage to highest weight vectors (see for example the appendix
to [Her09]).
Each embedding σ : K →֒ Qp induces an embedding σ : k →֒ Fp; if K/Qp is
ramified, then each σ corresponds to multiple embeddings σ. We say that λ is a lift
of k if for each embedding σ : k →֒ Fp, we can choose an embedding σ : K →֒ Qp
lifting σ, with the properties that:
• λσ,i = kσ,i + d− i, and
• if σ′ : K →֒ Qp is any other lift of σ, then kσ′,i = d− i.
Lifting rings. Let K/Qp be a finite extension, and let ρ : GK → GLd(Fp) be a
continuous representation. Then the image of ρ is contained in GLd(F) for any
sufficiently large finite extension F/Fp. Let O be the ring of integers in some finite
extension E/Qp, and suppose that the residue field of E is F. Fix an ordered basis
for the underlying F-vector space of ρ, and let R,Oρ be the universal lifting O-
algebra of ρ; by definition, this represents the functor given by lifts of ρ and lifts of
the chosen ordered basis. The precise choice of E is unimportant, in the sense that
if O′ is the ring of integers in a finite extension E′/E, then by [BLGGT14, Lem.
1.2.1] we have R,O
′
ρ = R
,O
ρ ⊗O O
′.
Fix some Hodge type λ and inertial type τ . If O is chosen large enough that
the inertial type τ is defined over E = O[1/p], and large enough that E con-
tains the images of all embeddings σ : K →֒ Qp, then we have the usual lifting
O-algebras R
crys,λ,τ,O
ρ and R
ss,λ,τ,O
ρ . By definition, these are the unique O-flat
quotients of R,Oρ with the property that if B is a finite flat E-algebra, then an O-
algebra homomorphismR,Oρ → B factors throughR
crys,λ,τ,O
ρ (resp. throughR
ss,λ,τ,O
ρ )
if and only if the corresponding representation of GK is potentially crystalline (resp.
potentially semistable) of Hodge type λ and inertial type τ . If τ is trivial, we will
sometimes omit it from the notation. By the main theorems of [Kis08], these rings
are (when they are nonzero) equidimensional of dimension
1 + d2 +
∑
σ
#{1 ≤ i < j ≤ d|λσ,i > λσ,j}.
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Note that this quantity is at most 1+ d2 + [K : Qp]d(d− 1)/2, with equality if and
only if λ is regular, in the sense that λσ,i > λσ,i+1 for all σ and all 1 ≤ i ≤ d − 1.
As above, we have R
crys,λ,τ,O′
ρ = R
crys,λ,τ,O
ρ ⊗O O
′, and similarly for R
ss,λ,τ,O′
ρ .
Algebra. Our conventions typically follow [Sta]. In particular, if M is an abelian
topological group with a linear topology, then as in [Sta, Tag 07E7] we say thatM is
complete if the natural morphismM → lim
−→i
M/Ui is an isomorphism, where {Ui}i∈I
is some (equivalently any) fundamental system of neighbourhoods of 0 consisting
of subgroups. Note that in some other references this would be referred to as
being complete and separated.
If R is a ring, we write D(R) for the (unbounded) derived category of R-modules.
We say that a complex P • is good if it is a bounded complex of finite projective
R-modules; then an object C• of D(R) is called a perfect complex if there is a
quasi-isomorphism P • → C• where P • is good. In fact, C• is perfect if and only
if it is isomorphic in D(R) to a good complex P •: if we have another complex D•
and quasi-isomorphisms P • → D•, C• → D•, then there is a quasi-isomorphism
P • → C• ([Sta, Tag 064E]).
Stacks. Our conventions on algebraic stacks and formal algebraic stacks are those
of [Sta] and [Eme]. We recall some terminology and results in Appendix A. Through-
out the paper, if A is a topological ring and C is a stack we write C(A) for C(Spf A);
if A has the discrete topology, this is equal to C(SpecA).
2. Rings and coefficients
In this section we study various rings which will be the coefficients of the ϕ-
modules and (ϕ,Γ)-modules which we will consider in the later sections. Through-
out this section, we fix a finite extension K of Qp, which we regard as a subfield of
some fixed algebraic closure Qp of Qp.
2.1. Rings.
2.1.1. Perfectoid fields and their tilts. As usual, we let C denote the completion of
the algebraic closure Qp of Qp. It is a perfectoid field, whose tilt C
♭ is a complete
non-archimedean valued perfect field of characteristic p. If F is a perfectoid closed
subfield of C, then its tilt F ♭ is a closed, and perfect, subfield of C♭.
We let OC denote the ring of integers in C. Its tilt O
♭
C is then the ring of integers
in C♭. Similarly, if OF denotes the ring of integers in F , then O
♭
F is the ring of
integers in F ♭.
SinceC♭, or more generally F ♭, is perfect, we may form their rings of Witt vectors
W (C♭) and W (F ♭). Similarly, we may form the rings of Witt vectors W (OC♭) and
W (O♭F ); following the standard convention, we typically denote the former by Ainf .
Each of these rings of Witt vectors is a p-adically complete ring, but we always
consider them as topological rings by endowing them with a finer topology, the so-
called weak topology, which admits the following description: If R is any of C♭, F ♭,
O♭C, or O
♭
F , endowed with its natural (valuation) topology, then there is a canonical
identification (of sets):
Wa(R)
∼
−→ R× · · · ×R (a factors),
and we endow Wa(R) with the product topology. We then endow W (R) :=
lim
←−a
Wa(R) with the inverse limit topology.
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This topology admits the following more concrete description (in the general case
of a perfectoid F ; setting F = C recovers that particular case): If x is any element
of O♭F of positive valuation, and if [x] denotes the Teichmu¨ller lift of x, then we
endow Wa(O
♭
F ) with the [x]-adic topology, so that W (O
♭
F ) is then endowed with
the (p, [x])-adic topology. The topology on Wa(F
♭) is then characterized by the
fact that Wa(O
♭
F ) is an open subring (and the topology on W (F
♭) is the inverse
limit topology).
Apart from the case of C itself, there are two main examples of perfectoid F
that will be of importance to us; see Example 2.1.7 for a justification of the claim
that these fields are indeed perfectoid.
2.1.2. Example (The cyclotomic case). We write K(ζp∞) to denote the extension
of K obtained by adjoining all p-power roots of unity. It is an infinite degree Galois
extension of K, whose Galois group is naturally identified with an open subgroup
of Z×p . We let Kcyc denote the unique subextension of K(ζp∞) whose Galois group
over K is isomorphic to Zp (so Kcyc is the “cyclotomic Zp-extension” of K). If we
let K̂cyc denote the closure of Kcyc in C, then K̂cyc is a perfectoid subfield of C.
2.1.3. Example (The Kummer case). If we choose a uniformizer π of K, as well as a
compatible system of p-power roots π1/p
n
of π (here, “compatible” has the obvious
meaning, namely that (π1/p
n+1
)p = π1/p
n
), then we define K∞ = K(π
1/p∞) :=⋃
nK(π
1/pn). If we let K̂∞ denote the closure of K∞ in C, then K̂∞ is again a
perfectoid subfield of C.
2.1.4. Remark. Let L be an algebraic extension of Qp, and let L̂ be the closure
of L in C. By Krasner’s lemma (see [GR04, Prop. 9.1.16] for full details), the
field L̂⊗L Qp is an algebraic closure of L̂, so that the absolute Galois groups of L
and L̂ are canonically identified. The action of GL on Qp extends to an action
on C, and by a theorem of Ax–Tate–Sen [Ax70], we have CGL = L̂. We will in
particular make use of these facts in the cases L = Kcyc and L = K∞.
2.1.5. Fields of norms. If L is an infinite strictly arithmetically profinite (strictly
APF) extension of K in Qp, then we may form the field of norms XK(L), as
in [FW79] and [Win83, §2]. This is a complete discretely valued field of charac-
teristic p, whose residue field is canonically identified with that of L. (We don’t
define the notion of strictly APF here, but simply refer to [Win83, Def. 1.2.1] for
the definition. We will only apply these notions to Examples 2.1.2 and 2.1.3, in
which case the end result of the field of norms construction can be spelt out quite
explicitly.) The following theorem is well known.
2.1.6. Theorem. Let L be an infinite strictly APF extension of K in Qp.
(1) The closure L̂ of L in C is perfectoid.
(2) There is a canonical embedding XK(L) →֒ (L̂)
♭, which identifies the target
with the completion of the perfect closure of the source.
Proof. To show that L̂ is perfectoid, it suffices to show that it is not discretely
valued, and that the absolute Frobenius on OL/pOL is surjective. This surjectiv-
ity follows from [Win83, Cor. 4.3.4]. It follows immediately from the description
in [Win83, §1.4] of APF extensions as towers of elementary extensions that L, and
thus L̂, is not discretely valued. The canonical embedding of (2) is constructed in
[Win83, §4.2], and its claimed property is also proved in [Win83, Cor. 4.3.4]. 
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2.1.7. Example. A theorem of Sen [Sen72] shows that if the Galois group of the
Galois closure of L over K is a p-adic Lie group, and the induced extension of
residue fields is finite, then L is a strictly APF extension of K. (Sen’s theorem
shows that the Galois closure of L is strictly APF over K; see [Win83, Ex. 1.2.2].
It then follows from [Win83, Prop. 1.2.3 (iii)] that L itself is strictly APF over K.)
As a consequence, we see that the theory of the field of norms, and in particular
Theorem 2.1.6, applies in the cases of Examples 2.1.2 and 2.1.3.
2.1.8. Thickening fields of norms. In the context of Theorem 2.1.6, given that one
may thicken (L̂)♭ to the flat Z/pa-algebra Wa
(
(L̂)♭
)
, it is natural to ask whether
XK(L) admits a similar such thickening, such that the embedding XK(L) →֒ (L̂)
♭
lifts to an embedding of the corresponding thickenings. One would furthermore like
such a lifted embedding to be compatible with various auxiliary structures, such as
the action of Frobenius on Wa
(
(L̂)♭
)
, or the action of the Galois group Gal(L/K),
in the case when L is Galois overK (i.e. one would like the image of this embedding
to be stable under these actions).
Since XK(L) is imperfect, there is no canonical thickening of XK(L) over Z/p
a,
and as far as we know, there is no simple or general answer to the question of
whether such thickenings and embeddings exist with desirable extra properties,
such as being Frobenius or Galois stable. However, in the cases of Examples 2.1.2
and 2.1.3, such thickenings and thickened embeddings can be constructed directly,
as we now recall.
2.1.9. The cyclotomic case. The extension K(ζp∞) of K is infinite and strictly
APF, as well as being Galois over K. If we write Γ˜K := Gal(K(ζp∞)/K), then
the cyclotomic character induces an embedding χ : Γ˜K →֒ Z
×
p . Consequently,
there is an isomorphism Γ˜K ∼= ΓK ×∆, where ΓK ∼= Zp and ∆ is finite. We have
Kcyc = (K(ζp∞))
∆. In the body of the paper, K will typically be fixed, and we will
write Γ for ΓK .
Suppose for a moment that K = Qp. If we choose a compatible system of p
nth
roots of 1, then these give rise in the usual way to an element ε ∈ (Q̂p(ζp∞))
♭. If we
identify the field of norms XQp(Qp(ζp∞)) with a subfield of (Q̂p(ζp∞))
♭ via the em-
beddingXQp(Qp(ζp∞)) →֒ (Q̂p(ζp∞))
♭, then ε−1 is a uniformizer ofXQp(Qp(ζp∞)).
As usual, let [ε] denote the Teichmu¨ller lift of ε to an element of W
(
O♭
̂Qp(ζp∞ )
).
There is then a continuous embedding
Zp[[T ]] →֒W (O
♭
̂Qp(ζp∞ )
)
(the source being endowed with its (p, T )-adic topology, and the target with its
weak topology), defined via T 7→ [ε]− 1. We denote the image of this embedding
by (A′Qp)
+. This embedding extends to an embedding
Ẑp((T )) →֒W
(
(Q̂p(ζp∞))
♭
)
(here the source is the p-adic completion of the Laurent series ring Zp((T ))), whose
image we denote by A′Qp .
We now return to the case of general K. We will compare this case with the
case of Qp. Since KQp(ζp∞) = K(ζp∞), the theory of the field of norms gives an
identification XK(K(ζp∞)) = XQp(K(ζp∞)) [Win83, Rem. 2.1.4], and shows that
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this field is a separable extension ofXQp(Qp(ζp∞)) [Win83, Thm. 3.1.2], if we regard
both as embedded in C♭ via the embeddings of Theorem 2.1.6. To ease notation,
from now on we write E′K = XK(K(ζp∞)), and EK := (E
′
K)
∆, so that E′K/EK is a
separable extension. We write (E′K)
+, E+K for the respective rings of integers. We
write ϕ for the (p-power) Frobenius on E′K , EK , (E
′
K)
+ and E+K .
We note now that B′Qp := A
′
Qp
[1/p] is a discretely valued field admitting p as
a uniformizer, with residue field E′Qp . There is then a unique finite unramified
extension of B′Qp contained in the field W (C
♭)[1/p] with residue field E′K . We
denote this extension by B′K ; it is again a discretely valued field, admitting p as
a uniformizer, and we let A′K denote its ring of integers; equivalently, we have
A′K = B
′
K ∩W (C
♭). We see that A′K is a discrete valuation ring, admitting p as a
uniformizer, and that A′K/pA
′
K = E
′
K . There is a natural lift of the Frobenius ϕ
from E′K to A
′
K .
The action of Γ˜K on E
′
K = XK(K(ζp∞)) induces an action of Γ˜K on A
′
K , and
we write AK := (A
′
K)
∆. This is the ring of integers in the discretely valued field
BK := AK [1/p] = (B
′
K)
∆, and has residue field equal to EK . The actions of Γ˜K
on A′K and of ΓK on AK commute with ϕ.
If we let T ′K denote a lift of a uniformizer of E
′
K , and let k
′
∞ denote the residue
field of K(ζp∞), then there is an isomorphism ̂W (k′∞)((T
′
K))
∼
−→ A′K . (Here the
source denotes the p-adic completion.) Similarly if k∞ denotes the residue field
of Kcyc, and TK is a lift of a uniformizer of EK , then here is an isomorphism
̂W (k∞)((TK))
∼
−→ AK .
For a general extensionK/Qp it is hard to give an explicit formula for the actions
of ϕ and Γ˜K on W (k
′
∞)((T
′
K))
∧, but in some of our arguments it is useful to reduce
to a special case where we can use explicit formulae. If K = K0 (that is, if K/Qp is
unramified) then we have such a description as follows: we have E′K0 = k((ε− 1)),
and A′K0 = W (k((ε − 1))), and we set T
′
K0
= [ε] − 1, with the square brackets
denoting the Teichmu¨ller lift.
The actions of ϕ and γ ∈ Γ˜K0 on T
′
K0
∈ A′K0 are given by the explicit formulae
(2.1.10) ϕ(T ′K0) = (1 + T
′
K0)
p − 1,
(2.1.11) γ(1 + T ′K0) = (1 + T
′
K0)
χ(γ),
where χ : Γ˜K0 → Z
×
p denotes the cyclotomic character. We set (A
′
K0
)+ =
W (k)[[T ′K0 ]], which is visibly (ϕ, Γ˜K0)-stable. We set TK0 = trA′K0/AK0
(TK0) and
A+K0 = W (k)[[TK0 ]]; then we have AK0 = W (k)((TK0))
∧, and A+K0 is (ϕ,ΓK0)-
stable (if p > 2 this is [Fon94, Prop. A.3.2.3], and if p = 2 the same statements
hold, as explained in [Her98, §1.1.2.1]). After possibly replacing TK0 by (TK0 − λ)
for some λ ∈ pW (k), by [Ber14, Prop. 4.2, 4.3] we can and do assume that
ϕ(TK0) ∈ TK0A
+
K0
, and that g(TK0) ∈ TK0A
+
K0
for all g ∈ ΓK0 .
2.1.12.Definition. We say that K is basic if it is contained in K0(ζp∞). (Although
it won’t play a role in what follows, we remark that this is equivalent to K being
abelian over Qp.)
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If K is basic then we have K(ζp∞) = K0(ζp∞), so that E
′
K = E
′
K0
, and we take
A′K = A
′
K0
, T ′K = T
′
K0
, (A′K)
+ = (A′K0)
+, and similarly for AK , with the actions
of Γ˜K and ΓK being the restrictions of the actions of Γ˜K0 and ΓK0 .
If K is not basic then as explained above, we may still choose some T ′K so
that A′K = W (k
′
∞)((T
′
K))
∧, and some TK so that AK = W (k∞)((TK))
∧. Having
done so, we set (A′K)
+ = W (k′∞)[[T
′
K ]], A
+
K = W (k∞)[[TK ]], where the topology
on W (k∞)[[T ]] is as usual the (p, T )-adic topology.
2.1.13. Remark. If K is not basic, it is not possible to choose TK so that A
+
K is
ϕ-stable and ΓK-stable (and similarly for (A
′
K)
+). In fact, it is not even possible
to choose TK so that A
+
K is ϕ-stable. Indeed, by [Ber14, Prop. 4.2, 4.3], if A
+
K is
ϕ-stable then it is also ΓK-stable. As explained in [Her98, §1.1.2.2], this implies
that K is basic.
2.1.14. The Kummer case. Set S = W (k)[[u]], with a ϕ-semi-linear endomor-
phism ϕ determined by ϕ(u) = up, and let OE be the p-adic completion of S[1/u].
The extension K∞ = K(π
1/p∞) of K is infinite and strictly APF (but not Ga-
lois). The choice of compatible system of p-power roots of π gives an element
π1/p
∞
∈ O♭
K̂∞
, and there is a continuous ϕ-equivariant embedding
S →֒W (O♭
K̂∞
)
sending u 7→ [π1/p
∞
]. This embedding extends to a continuous ϕ-equivariant em-
bedding
OE →֒ W ((K̂∞)
♭).
2.1.15. Graded and rigid analytic techniques. In Appendix B we prove a number
of results using rigid analysis and graded techniques, which we will apply in the
next section in order to prove some basic facts about our coefficient rings. In order
to apply these results to the various rings introduced above, we need to verify the
hypotheses introduced in B.11, which are as follows. There is an Artinian local ring
R, which in our present context we take to be the ring Z/pa. Then we work with
a Z/pa-algebra C+, and an element u ∈ C+, satisfying the following properties:
(A) u is a regular element (i.e. a non-zero divisor) of C+.
(B) C+/u is a flat (equivalently, free) Z/pa-algebra.
(C) C+/p is a rank one complete valuation ring, and the image of u in C+/p
(which is necessarily non-zero, by (1)) is of positive valuation (i.e. lies in
the maximal ideal of C+/p).
The following lemma gives the examples of this construction that we will use in the
next section.
2.1.16. Lemma. The following pairs (C+, u) satisfy axioms (A)–(C) above.
(1) C+ = Wa(O
♭
F ), where F is any perfectoid field, and u is any element
of Wa(O
♭
F ) whose image in O
♭
F is of positive valuation.
(2) C+ = A+K/p
a, u = TK .
(3) C+ =Wa(k)[[u]].
Proof. Axioms (A) and (C) are clear from the definitions in each case, so we need
only verify that C+/u is flat over Z/pa in each case. This is immediate in cases (2)
and (3), so we focus on case (1). Rather than checking (B) directly in this case,
we instead check that W (O♭F )/u is flat over Zp; base-changing to Z/p
a then gives
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us (B). For this, it suffices to observe that multiplication by u is injective on each
term of the short exact sequence
0→W (O♭F )
p·
−→W (O♭F ) −→ O
♭
F → 0 ;
the snake lemma then shows that multiplication by p is injective on W (O♭F )/u, as
required. 
We also note the following lemma.
2.1.17. Lemma. The actions of GK on Wa(C
♭); of GK∞ on OE/p
a; and of ΓK
on AK/p
a and A˜K/p
a, are continuous and bounded in the sense of Definition B.32.
Proof. It suffices to show that the action of GK on Wa(C
♭) is continuous and
bounded, as the other cases follow by restricting this action to the correspond-
ing subgroup and subring. By Remark B.33, we may assume that u = [v] for
some v ∈ O♭C with positive valuation; since the action of GK on O
♭
C preserves the
valuation, we then have GK ·u
MWa(C
♭) = uMWa(C
♭) for all M ∈ Z, so the action
is continuous and bounded. 
2.2. Coefficients. Our main concern throughout this paper will be families of
e´tale (ϕ,Γ)-modules; an auxiliary role will also be played by families of (various
flavours of) e´tale ϕ-modules. Such a family will be parameterized by an algebra of
coefficients, typically denoted by A. Since we will work throughout in the context
of formal algebraic stacks over Spf Zp (or closely related contexts), we will always
assume that our coefficient ring A is a p-adically complete Zp-algebra. Frequently,
we will work modulo some a fixed power pa of p, and thus assume that A is actually
a Z/pa-algebra (and sometimes we impose further conditions on A, such as that of
being Noetherian, or even of finite type over Z/pa).
It is often convenient to introduce an auxiliary base ring for our coefficients,
which we will take to be the ring of integers O in a finite extension E of Qp; in this
case, we will let ̟ denote a uniformizer of O, and A will be taken to be a p-adically
complete (or, equivalently, a ̟-adically complete) O-algebra, or, quite frequently,
an O/̟a-algebra (perhaps Noetherian, or even of finite type), for some power ̟a
of ̟.
For the moment, we put ourselves in the most general case; that is, we assume
that A is a p-adically complete Zp-algebra, and define versions of the various rings
considered in Subsection 2.1 “relative to A”.
Let F be a perfectoid closed subfield of C, and if a ≥ 1, let v denote an element
of the maximal ideal of Wa(O
♭
F ) whose image in O
♭
F is non-zero. We then set
Wa(O
♭
F )A =Wa(O
♭
F ) ⊗̂Zp A := lim←−
i
(
Wa(O
♭
F )⊗Zp A
)
/vi
(so that the indicated completion is the v-adic completion). Note that any two
choices of v induce the same topology on Wa(O
♭
F )⊗Zp A, so that Wa(O
♭
F ) ⊗̂Zp A is
well-defined independent of the choice of v. We then define
Wa(F
♭)A =Wa(F
♭) ⊗̂Zp A :=Wa(O
♭
F )A[1/v];
this ring is again well-defined independently of the choice of v.
There are natural reduction maps
Wa(O
♭
F ) ⊗̂Zp A→Wb(O
♭
F ) ⊗̂Zp A
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and
Wa(F
♭) ⊗̂Zp A→Wb(F
♭) ⊗̂Zp A,
if a ≥ b, so that we may define
W (O♭F )A =W (O
♭
F ) ⊗̂Zp A := lim←−
a
Wa(O
♭
F )A,
and similarly
W (F ♭)A =W (F
♭) ⊗̂Zp A := lim←−
a
Wa(F
♭)A.
For certain choices of F , we introduce alternative notation for the preceding
constructions. In the case when F is equal to C itself, we write
Ainf,A :=W (O
♭
C)A.
In the case when F is equal to K̂cyc, we write
A˜K,A :=W
(
(K̂cyc)
♭
)
A
.
In the case when F is equal to K̂∞, we write
O˜E,A :=W
(
(K̂∞)
♭
)
A
.
We next introduce various imperfect coefficient rings with A-coefficients: If TK
denotes a lift to AK of a uniformizer of EK , defining a subring A
+
K of AK as in
Subsection 2.1, then we write
A+K,A = A
+
K ⊗̂Zp A := lim←−
n
A+K/(p, TK)
n ⊗Zp A = lim←−
m
(lim
←−
n
A+K/(p
m, T nK)⊗Zp A),
and
AK,A = AK ⊗̂Zp A := lim←−
m
(lim
←−
n
A+K/(p
m, T nK)⊗Zp A[1/TK ]).
Similarly, if u denotes the usual element of S, whose reduction modulo p is a
uniformizer of XK(K∞), then we write
SA = S ⊗̂Zp A := lim←−
n
S/(p, u)n ⊗Zp A = lim←−
m
(lim
←−
n
S/(pm, un)⊗Zp A),
and
OE,A = OE ⊗̂Zp A := lim←−
m
(lim
←−
n
S+/(pm, un)⊗Zp A[1/u]).
2.2.1. A digression on flatness and completion. We record some results giving suf-
ficient conditions for flatness to be preserved after passage to certain inverse limits,
beginning with the following results from [FGK11].
2.2.2. Proposition. Let R be a ring which is x-adically complete for some x ∈ R,
and let S be an R-algebra which is also x-adically complete, and for which R[1/x]
and S[1/x] are both Noetherian. If for each k ≥ 1, the induced morphism R/xk →
S/xkS is (faithfully) flat, then the morphism R→ S is (faithfully) flat.
Proof. The flatness claim is a special case of the discussion at the beginning of [FGK11,
§5.2]. The faithful flatness claim is a special case of [FGK11, Prop. 5.2.1 (2)]. It
also follows from the flatness claim together with Lemma 2.2.9 below. 
2.2.3.Remark. Under the faithful flatness hypothesis of the preceding proposition, it
is proved in [FGK11, Prop. 5.2.1 (1)] that Noetherianness of R[1/x] is a consequence
of Noetherianness of S[1/x]. This is a kind of fpqc descent result for this property,
which however we won’t need in the present paper.
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We next present the following variation of a result of Bhatt–Morrow–Scholze [BMS19,
Rem. 4.31].
2.2.4. Proposition. Let R be a Noetherian ring which is x-adically complete, for
some element x ∈ R, let S be an x-adically complete R-algebra, and suppose that
S/xn is (faithfully) flat over R/xn for every n ≥ 1. Then S is (faithfully) flat
over R.
2.2.5. Remark. In [BMS19, Rem. 4.31], the authors prove the above proposition
in the particular case when R and S are flat Zp-algebras, and x equals p. In this
case they only need to assume that S/p is flat over R/p. (Since R and S are both
flat over Zp, it follows automatically that each S/p
n is flat over R/pn.) Their
proof makes use of the following key ingredients: that for a p-adically complete
ring, any pseudo-coherent complex is derived complete; that for a complex over a
p-torsion free ring, the derived p-adic completion may be computed “naively”; and
the Artin–Rees lemma for the p-adically complete and Noetherian ring R.
Our argument is identical to theirs, once we confirm that these ingredients re-
main available (with p-adic completions being replaced by x-adic completions).
The first statement holds quite generally [Sta, Tag 0A05], and of course Artin–
Rees holds for any Noetherian ring R. Thus the main point is to verify that we
may compute derived x-adic completions for the (generally non-Noetherian ring)
S “naively”. By [Sta, Tag 0923], this is possible provided that the x-power tor-
sion in S is bounded. So our task is to verify this boundedness (under our given
hypotheses).
We begin with the following general criterion for a ring to have bounded torsion.
2.2.6. Lemma. If x is an element of the ring R, then the following are equivalent:
(1) R[xm] = R[x∞]
(2) The morphism R[xi]→ R/xm is injective for some i ≥ 1.
(3) The morphism R[xi]→ R/xm is injective for every i ≥ 1.
Proof. This is straightforward. Indeed, if the morphism R[xi] → R/xm is injec-
tive for some i ≥ 1, then it is in particular injective if i = 1. If y ∈ R is such
that xm+ny = 0 for some n ≥ 1, then xm+n−1y is in the kernel of the morphism
R[x] → R/xm, so xm+n−1y = 0, and by an easy induction we have xmy = 0, as
required.
Conversely, if t is in the kernel of the morphism R[xi]→ R/xm for some i, then
we can write t = xmy, and we have xit = 0; so xm+iy = 0. If R[xm] = R[x∞], then
we have xmy = 0, so t = 0, as required. 
2.2.7. Lemma. If x is any element of the ring R, then for any i, n ≥ 1 we have
the exact sequence
R[xi]→ R/xn
xi
−→ R/xn+i → R/xi → 0.
Proof. This is immediately verified. 
2.2.8. Lemma. If x is an element of the ring R, and if R[xm] = R[x∞], then
0→ R[xi]→ R/xn
xi
−→ R/xn+i → R/xi → 0
is an exact sequence, for any n ≥ m and any i ≥ 1.
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Proof. This follows from Lemmas 2.2.6 and 2.2.7. 
Proof of Proposition 2.2.4. Since R is Noetherian, we see that R[xm] = R[x∞] for
some m ≥ 0. Thus, by Lemma 2.2.8, for each n ≥ m and each i ≥ 1, we obtain
an exact sequence
0→ R[xi]→ R/xn
xi
−→ R/xn+i → R/xi → 0
Tensoring with the flat R/xn+i-algebra S/xn+i, we obtain an exact sequence
0→ S ⊗R R[x
i]→ S/xn
xi
−→ S/xn+i → S/xi → 0
Passing to the inverse limit over n (and taking into account that all the transition
morphisms are surjective), we obtain an exact sequence of R/xn+i-modules
0→ S ⊗R R[x
i]→ S
xi
−→ S → S/xi → 0
In particular, we find that S ⊗R R[x
i]
∼
−→ S[xi], for every i, and so in particular
S[xm] = S[x∞], so that S has bounded x-power torsion.
We now follow the proof of [BMS19, Rem. 4.31]. By (for example) [Sta, Tag 00M5],
it is enough to show that if M is a finitely generated R-module, then M ⊗LR S has
cohomology concentrated in degree 0. Since R is Noetherian, [Sta, Tag 066E] shows
thatM is pseudo-coherent when regarded as a complex of R-modules in a single de-
gree, and soM⊗LRS is a pseudo-coherent complex of S-modules, by [Sta, Tag 0650].
Also, since R and S are x-adically complete, it then follows from [Sta, Tag 0A05]
that both M and M ⊗LR S are derived x-adically complete.
Since S has bounded x-power torsion, it follows from [Sta, Tag 0923] that we
may compute x-adic completions naively, i.e. via R lim(–⊗S S/x
n). Thus
M ⊗LR S
∼
−→ R lim(M ⊗LR S/x
n)
∼
−→ R lim
(
(M ⊗LR R/x
n)⊗LR/xn S/x
n
)
.
Artin–Rees allows us to replace the pro-system {M ⊗LRR/x
n} with the pro-system
{M/xn}, and so we find that in fact
M ⊗LR S
∼
−→ R lim(M/xn ⊗LR/xn S/x
n)
∼
−→ R lim(M ⊗R S/x
n)
∼
−→ limM ⊗R S/x
n,
the penultimate isomorphism holding since S/xn is flat over R/xn, and the final
isomorphism following from the fact that the transition morphisms in the pro-
system {M⊗RS/x
n} are surjective. Thus indeedM⊗LRS has cohomology supported
in a single degree, as required.
The claim about faithful flatness follows from the immediately following Lemma 2.2.9.

2.2.9. Lemma. If R → S is a flat morphism of rings, if I is an ideal in R for
which R is I-adically complete, and if the morphism R/I → S/I is faithfully flat,
then the morphism R→ S is faithfully flat.
Proof. Since R is I-adically complete, we see that I is contained in the Jacobson
radical of R. Thus MaxSpecR/I = MaxSpecR, and so our assumption that
R/I → S/I is faithfully flat shows that MaxSpecR is contained in the image of
SpecS/I ⊆ SpecS in SpecR. Since flat morphisms satisfy going down, we find
that in fact SpecS → SpecR is surjective, as claimed. 
We also note the following lemma.
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2.2.10. Lemma. If F →֒ F ′ is an inclusion of perfectoid fields in characteristic p,
then the induced morphism Wa(OF )→Wa(OF ′) is faithfully flat, for any a ≥ 1.
Proof. Since OF is a Be´zout ring, being flat over OF is the same as being torsion
free, and so the inclusion OF →֒ OF ′ is a flat morphism, and thus even faithfully
flat, being a local morphism of local rings. A standard grading argument, applying
Lemma B.8 to the p-adic filtrations on source and target, then shows that the
inclusion Wa(OF ) →֒ Wa(OF ′), is faithfully flat, for each a ≥ 1. 
We now return to our discussion of coefficient rings, and record that, at least if A
is a finite type Z/paZ-algebra, the various natural maps between these rings are in
fact (faithfully) flat injections. We also show that the various maps of coefficient
rings induced by a (faithfully) flat morphism of finite type Z/pa-algebras are again
(faithfully) flat.
2.2.11. Proposition. Suppose that A → B is a flat homomorphism of finite type
Z/paZ-algebras for some a ≥ 1. Then all the maps in the following diagram are
flat. Furthermore the vertical arrows are all injections, while the horizontal arrows
are all faithfully flat (and so in particular also injections). If A→ B is furthermore
faithfully flat, then the same is true of the diagonal arrows.
A+K,B
//

Ainf,B

SB

oo
A+K,A
//

<<①①①①①①①①
Ainf,A

99sssssssssss
SA

oo
<<②②②②②②②②②
AK,B // A˜K,B // W (C
♭)B O˜E,Boo OE,Boo
AK,A //
<<①①①①①①①①①
A˜K,A //
::✉✉✉✉✉✉✉✉✉
W (C♭)A
99ssssssssss
O˜E,Aoo
::✈✈✈✈✈✈✈✈✈
OE,Aoo
<<②②②②②②②②②
Proof. From left to right, the vertical maps are given by inverting the elements
T , v, and u respectively (where as above, v is any element of the maximal ideal
of Wa(O
♭
C), whose image in O
♭ is nonzero; in particular, we can take v equal to
either T or u). Since localizations are flat, to prove the proposition for these maps
it is enough to note that the sources of the vertical maps are respectively T -, v-,
and u-torsion free, by Lemma B.19.
We now turn to the horizontal maps, where we will make repeated use of Propo-
sition 2.2.2. It evidently suffices to treat the maps with A-coefficients. Since each
of AK,A, A˜K,S , W (C
♭))A, O˜E,A, and OE,A is Noetherian by Proposition B.36 (1),
it follows from Proposition 2.2.2 (and the flatness of the vertical maps) that we
need only show that the maps SA/u
i → (Wa(O
♭
K̂∞
) ⊗Zp A)/u
i → Ainf,A/u
i and
A+K,A/T
i → (Wa(O
♭
K̂cyc
)⊗Zp A)/T
i → Ainf,A/T
i are faithfully flat for each i ≥ 1.
For the faithful flatness of SA/u
i → (Wa(O
♭
K̂∞
)⊗Zp A)/u
i, it is enough to show
that S/pa → Wa(O
♭
K̂∞
) is faithfully flat. By a standard grading argument (see
Lemma B.8), it suffices in turn to prove that k[[u]] → O♭
K̂∞
is faithfully flat, so
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in turn it is enough to check that O♭
K̂∞
is u-torsion free, which is clear. To see
that (Wa(O
♭
K̂∞
) ⊗Zp A)/u
i → Ainf,A/u
i is faithfully flat, it suffices to note that
Wa(O
♭
K̂∞
) → Wa(O
♭
C) is faithfully flat, by Lemma 2.2.10. The faithful flatness of
the remaining horizontal maps is proved in exactly the same way.
Finally, the (faithful) flatness of the diagonal maps is now immediate from
another application of Proposition 2.2.2, together with the (faithful) flatness of
A→ B. 
Recall that if A◦ is a p-adically complete O-algebra, then A◦ is said to be topo-
logically of finite type over O if it can be written as a quotient of a restricted formal
power series ring in finitely many variables O〈〈X1, . . . , Xn〉〉; equivalently, if and
only if A◦ ⊗O k is a finite type k-algebra ([FK18, §0, Prop. 8.4.2]). In particular,
if A◦ is a O/̟a-algebra for some a ≥ 1, then A◦ is topologically of finite type
over O if and only if it is of finite type over O/̟a. Since O is finite over Zp, it
is equivalent for A to be topologically of finite type over O or over Zp, and so for
the moment we consider the maximally general case of a topologically finite type
Zp-algebra.
2.2.12. Remark. We don’t know if the analogue of Proposition 2.2.11 holds when
A and B are taken to be merely p-adically complete and topologically of finite
type over Zp, rather than of finite type over Z/p
a for some a ≥ 1. Each of the
various coefficient rings over A and B is (by definition) formed by first forming the
corresponding coefficient ring over each A/pa or B/pa, and then taking an inverse
limit. Since the formation of inverse limits is left exact, we see that the horizontal
and vertical arrows in the diagram are injective, but we don’t know in general that
the various arrows are flat (although we have no reason to doubt it). One can
however establish some partial results, using Proposition 2.2.4. We record here one
such result, which we will need later on.
2.2.13. Proposition. If A is a p-adically complete Zp-algebra which is topologically
of finite type, then the natural morphism SA → Ainf,A is faithfully flat.
Proof. This follows from Propositions 2.2.4 and 2.2.11, once we note that SA is
Noetherian when A is p-adically complete and topologically of finite type, since it
is defined as the p-adic completion of the Noetherian ring W (k)⊗Zp A[[u]]. 
We conclude this initial discussion of coefficient rings by explaining how the
action of ϕ on the various rings S, Ainf and so on extends to a continuous action
on the corresponding rings SA, Ainf,A, etc., and similarly for the various Galois
actions. For this, it is convenient for us to briefly digress, and to introduce the
following situation, which will also be useful for us in Section 3.
2.2.14. Situation. Fix a finite extension k/Fp and writeA
+ :=W (k)[[T ]]. WriteA
for the p-adic completion of A+[1/T ].
If A is a p-adically complete Zp-algebra, we write A
+
A := (W (k)⊗Zp A)[[T ]]; we
equipA+A with its (p, T )-adic topology, so that it is a topologicalA-algebra (where A
has the p-adic topology). Let AA be the p-adic completion of A
+
A[1/T ], which we
regard as a topological A-algebra by declaring A+A to be an open subalgebra. Note
that the formation of SA, OE,A, A
+
K,A and AK,A above are particular instances of
this construction.
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Let ϕ be a ring endomorphism of A which is congruent to the (p-power) Frobe-
nius endomorphism modulo p. We say that A+ is ϕ-stable if ϕ(A+) ⊆ A+.
By [EG19, Lem. 5.2.2 and 5.2.5], if A+ is ϕ-stable, then ϕ is faithfully flat, and
induces the usual Frobenius on W (k); the same arguments show that this is true
for ϕ on A, even if A+ is not ϕ-stable.
We have the following variant of [EG19, Lem. 5.2.3].
2.2.15. Lemma. Suppose that we are in Situation 2.2.14. Then for each integer a ≥
1 there is an integer C ≥ 0 such that for all n ≥ 1, we have ϕ(T n) ∈ T pn−CA+ +
paA. In particular, the action of ϕ on A is continuous.
Proof. For some h ≥ 0 we have ϕ(T ) ∈ T−hA+ + paA. Write ϕ(T ) = T p + pY , so
that ϕ(T n) = (T p + pY )n. If we expand using the binomial theorem, then every
term on the right hand side is either divisible by pa, or is a multiple of T p(n−r)Y r
for some 0 ≤ r ≤ a. It follows that we can take C = a(p+ h). 
2.2.16. Lemma. If A is a p-adically complete Zp-algebra, then in Situation 2.2.14,
the endomorphism ϕ of A extends uniquely to an A-linear continuous endomor-
phism of AA (which we continue to denote by ϕ). If A
+ is ϕ-stable, then A+A is
ϕ-stable for all A.
Proof. Since ϕ is Zp-linear by definition, and since the topologies on A
+
A and AA
are defined by passage to the limit modulo pa as a → ∞, we are immediately
reduced to the case that A is a Z/paZ-algebra. In this case the result is immediate
from Lemma 2.2.15 and Lemma B.31, bearing in mind Lemma 2.1.16. 
2.2.17. Lemma. Let A be a p-adically complete Zp-algebra.
(1) The endomorphism ϕ of S (resp. OE , AK , W (O
♭
F ), W (F
♭)) extends uniquely
to an A-linear continuous endomorphism of SA (resp. OE,A, AK,A, W (O
♭
F ),
W (F ♭)A), which we again denote by ϕ. If K is furthermore basic, then the
endomorphism ϕ of AK,A preserves A
+
K,A.
(2) The continuous GK-action onW (O
♭
C) andW (C
♭) (resp. the continuous GK∞-
action on O˜E , resp. the continuous ΓK-action on AK and A˜K) extends to a
continuous A-linear action of GK on W (O
♭
C)A and W (C
♭)A (resp. of GK∞
on O˜E,A, resp. of ΓK on AK,A and A˜K,A).
Proof. As in the proof of Lemma 2.2.16, we can immediately reduce to the case
that A is a Z/pa-algebra. Part (1) then follows from Lemma B.31 as in the
proof of Lemma 2.2.16, while part (2) follows from Lemma B.34, bearing in mind
Lemma 2.1.17. 
2.3. Almost Galois descent for profinite group actions. We will be interested
in descent results for profinite group actions, and in this subsection we establish
the key result that we will need. Our set-up is slightly elaborate, but accords with
the situations that will arise in practice. We begin with the case of finite group
actions.
Suppose that R is a ring, and that I is an ideal in R such that I2 = I. Assume
further that I ⊗R I is a flat R-module; by [GR03, Prop. 2.1.7], this holds if I is
a filtered union of principal ideals. In particular, these assumptions hold if R is a
valuation ring with a non-discrete rank one valuation, and I is the maximal ideal
of R.
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The full subcategory of the category of R-modules whose objects are the modules
annihilated by I is a Serre subcategory, and so we can form the quotient category
of almost R-modules.
Suppose that S is an R-algebra equipped with an action of a finite group G by
R-algebra automorphisms (i.e. the structural morphism R→ S is equivariant with
respect to the given G-action on S, and the trivial G-action on R).
2.3.1. Definition. We say that the morphism R → S makes S an almost Galois
extension of R, with Galois group G, if the natural G-equivariant and S-linear
morphism
S ⊗R S →
∏
g∈G
S
(here G acts on the source through its action on the second factor, and on the
target by permuting the factors, while S acts on the source through its action on
the first factor and on the target through its action on each factor) defined by
s1 ⊗ s2 7→
(
s1g(s2)
)
g∈G
is an almost isomorphism (i.e. induces an isomorphism in
the category of almost R-modules).
2.3.2. Remark. Suppose that R → R′ is a morphism, and define I ′ = IR′, so that
I ′2 = I ′, allowing us to also define the category of almost R′-modules. If R→ S is
almost Galois with Galois group G, then evidently R′ → S′ := R′ ⊗R S is almost
Galois with Galois group G.
Conversely, if R → R′ is faithfully flat, and R′ → S′ is almost Galois with
Galois group G, then so is R → S; indeed we may write R′ ⊗R (S ⊗R S) =
(R′ ⊗R S)⊗R′ (R
′ ⊗R S) = S
′ ⊗R′ S
′.
2.3.3. Lemma. Suppose that R→ S makes S an almost Galois extension of S with
Galois group G, and furthermore that R→ S is faithfully flat. Then the morphism
R→ SG is an almost isomorphism.
Proof. Since R→ S is faithfully flat, it suffices to verify that the induced morphism
S → (S ⊗R S)
G is an almost isomorphism. Remark 2.3.2 shows that S → S ⊗R S
is almost Galois with Galois group G, so that this follows from the fact that S →
(
∏
g∈G S)
G is evidently an isomorphism. 
2.3.4. Lemma. Suppose that R→ S makes S an almost Galois extension of S with
Galois group G, and furthermore that R→ S is faithfully flat. Then if M is an S-
module equipped with a semi-linear G-action, the induced morphism S⊗RM
G →M
is an almost isomorphism of S-modules.
Proof. The semi-linear G-action on M can be reinterpreted as an isomorphism
(
∏
g∈G
S)⊗S M ∼=M ⊗S (
∏
g∈G
S)
(where the tensor product on the left hand side is twisted by the G-action) of
S ⊗R S-modules, and hence as an almost isomorphism
S ⊗R M
almost
∼= M ⊗R S
of S⊗RS-modules. The claim of the lemma now follows from faithfully flat descent
in the almost category (for which see [GR03, §3.4.1]; it is in order to make this
citation that we have assumed that I ⊗R I is R-flat). 
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The following lemma explains our interest in almost Galois extensions.
2.3.5. Lemma. If F ⊆ F ′ is a finite Galois extension of perfectoid fields, with
Galois group G, then the corresponding inclusion of rings of integers OF ⊆ OF ′ re-
alizes OF ′ as an almost Galois extension of OF , with Galois group G (the “almost”
structure being understood with respect to the maximal ideal of OF ).
Proof. There are various more-or-less concrete ways to see this. For example,
[Sch12, Prop. 5.23] shows that the morphism OF → OF ′ is almost e´tale, which
by definition [Sch12, Def. 4.12] means that the surjection of OF ′ -algebras OF ′ ⊗OF
OF ′ → OF ′ may be “almost” split, so that OF ′ is almost a direct factor of the
source. Permuting such a splitting under the action of the Galois group G then
allows one to show that the morphism OF ′ ⊗OF OF ′ →
∏
g∈GOF ′ is an almost
isomorphism.
However, a more direct (but less explicit) way to prove the lemma is to use the
first equivalence of categories in [Sch12, Thm. 5.2], namely the equivalence between
the category of perfectoid F -algebras and the category of perfectoid almost algebras
overOF . Under this equivalence, the morphism OF ′⊗OF OF ′ →
∏
g∈GOF ′ is taken
to the morphism F ′ ⊗F F
′ →
∏
g∈G F
′. This latter morphism is an isomorphism,
since F ′ is Galois over F with Galois group G, and so we conclude that the former
morphism is an almost isomorphism, as required. 
In the case of perfectoid fields of characteristic p, we may extend the statement
of the preceding lemma to the context of truncated rings of Witt vectors.
2.3.6. Lemma. If F ⊆ F ′ is a finite Galois extension of perfectoid fields in char-
acteristic p, with Galois group G, then for each a ≥ 1, the inclusion Wa(OF ) →֒
Wa(OF ′) is almost Galois, with Galois group G (the “almost” structure being un-
derstood with respect to the maximal ideal of Wa(OF )).
Proof. For simplicity of notation, write R :=Wa(OF ) and S :=Wa(OF ′). Each of
R and S is flat over Z/pa, and S is also flat over R, by Lemma 2.2.10. Thus S⊗RS
is flat over S, hence over R, and hence over Z/pa as well.
To see that the natural morphism S ⊗R S →
∏
g∈G S is an almost isomorphism,
it suffices to check the analogous condition after passing to associated graded rings
for the p-adic filtration. Lemma B.8 allows us to rewrite this induced morphism on
associated graded rings in the form
Fp[T ]/(T
a)⊗Fp
(
(S/pS)⊗(R/pR) (S/pS)
)
→ Fp[T ]/(T
a)⊗Fp
∏
g∈G
(S/pS)
(here Fp[T ]/(T
a) appears as the associated graded ring to Z/pa with its p-adic
filtration), which may be identified with the base-change over Fp[T ]/(T
a) of the
natural morphism
(S/pS)⊗(R/pR) (S/pS)→
∏
g∈G
(S/pS)
This latter morphism is an indeed an almost isomorphism, by Lemma 2.3.5. 
We now pass to the profinite setting. We continue to suppose that we are given
the ring R endowed with an idempotent ideal I. We suppose additionally that v ∈ I
is a regular element of R (i.e. a non-zero divisor) and that R is v-adically complete.
We also suppose given a v-adically complete R-algebra S, equipped with an
action of a profinite group G as R-algebra automorphisms. We assume that this
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action is continuous, in the sense that the action map G × S → S is continuous
when S is endowed with its v-adic topology.
We further suppose that we may write S =
⋃̂
n Sn as the v-adic completion
of an increasing union of G-invariant v-adically complete R-subalgebras Sn, with
R = S0; that the G-action on Sn factors through a finite quotient Gn := G/Hn
of G, where Hn is a normal open subgroup of G; and that for each i ≥ 0 and each
m ≤ n, the morphism Sm/v
i → Sn/v
i is faithfully flat, and realizes Sn/v
i as an
almost Galois extension of Sm/v
i, having the subgroup Hm/Hn of Gn as Galois
group.
2.3.7. Lemma. For any value of m, the morphism Sm → S
Hm is an almost iso-
morphism, as is the induced morphism Sm/v
i → (S/vi)Hm for any i ≥ 0.
Proof. Our hypotheses, together with Lemma 2.3.3, imply that the morphism
Sm/v
i → (Sn/v
i)Hm/Hn
is an almost isomorphism for each n ≥ m and each i ≥ 0. Passing to the direct
limit over n gives the second claim, and then additionally passing to the inverse
limit over i gives the first claim. 
2.3.8. Corollary. The injection R[1/v] →֒ S[1/v]G is an isomorphism.
Proof. Note that S[1/v]G = (SG)[1/v], since v is G-invariant (being an element
of R) and localization is exact. The corollary thus follows from the m = 0 case
of Lemma 2.3.7, as inverting v converts the almost isomorphism into a genuine
isomorphism. 
2.3.9. Definition. We say that an S-module M is iso-projective of finite rank if it
is finitely generated and v-torsion free, and if S[1/v]⊗S M is a projective S[1/v]-
module.
2.3.10. Lemma. Any iso-projective S-module of finite rank is v-adically complete.
Proof. If M is iso-projective, then we may write M [1/v] = eF where F is a finite
free S[1/v]-module and e ∈ EndS[1/v]F is an idempotent. Write F = F0 ⊗S S[1/v],
where F0 is a finite free S-module. Then, since F0 is finitely generated, we find
that eF0 is contained in v
−aF0 for some sufficiently large value of a; the latter S-
module is v-adically separated, and thus so is the former. Since eF0 is furthermore
the image of the v-adically complete S-module F0, it is in fact v-adically complete.
Since eF0[1/v] = M [1/v], and both eF0 and M are finitely generated S-modules,
we find that vbeF0 ⊆ M ⊆ v
−beF0 for some sufficiently large value of b, and thus
M is also v-adically complete, as claimed. 
2.3.11. Theorem. If M is an iso-projective S-module of finite rank, equipped with
a semi-linear G-action that is continuous with respect to the v-adic topology on M ,
then the kernel and cokernel of the induced morphism S ⊗̂RM
G → M (the source
being the v-adically completed tensor product) are each annihilated by a power of v.
Proof. Write P := S[1/v]⊗S M, so that (by assumption) P is a finitely presented
projective module over S[1/v]. Since M is v-adically complete (by Lemma 2.3.10),
we have an isomorphism M
∼
−→ lim
←−n
M/vnM . This induces a corresponding iso-
morphism MG
∼
−→ lim
←−n
(M/vnM)G. (We should also note that the topology on
MG induced by the v-adic topology on M coincides with the v-adic topology on
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MG, as follows immediately from that fact that multiplication by v on M is injec-
tive (as M is iso-projective) and commutes with the G-action.) Thus, to prove the
theorem, it suffices to show that the kernel and cokernel of each of the morphisms
S ⊗R (M/v
nM)G →M/vnM
is annihilated by a power of v that is bounded independently of n.
Multiplication by v−n induces an isomorphism M/vnM
∼
−→ v−nM/M, and we
will actually prove the equivalent statement that each of the morphisms
(2.3.12) S ⊗R (v
−nM/M)G → v−nM/M
has kernel and cokernel annihilated by a power of v that is bounded independently
of n.
The reason for formulating our argument in terms of the quotients v−nM/M is
that these may be conveniently be regarded as submodules of the quotient P/M .
Our argument will proceed by constructing, for each n, a G-invariant S-submodule
Zn of P/M , such that v
−nM/M ⊆ Zn ⊆ v
−(n+c)M/M (where c is independent
of n), and such that each of the morphisms
(2.3.13) S ⊗R Z
G
n → Zn
has kernel and cokernel annihilated by a power of v that is bounded independently
of n. This implies the corresponding statement for the morphisms (2.3.12), and thus
establishes the theorem. The remainder of the argument is devoted to constructing
the submodules Zn, and proving the requisite properties of the morphisms (2.3.13).
Since P is a projective S[1/v]-module, we may choose a finite rank free module
F over S[1/v], and an idempotent e ∈ EndS[1/v](F ), such that P = eF. We choose
a free R-submodule F0 of F such that S[1/v] ⊗R F0
∼
−→ F. (More concretely, F0
is simply the R-span of some chosen S[1/v]-basis of F .) The endomorphism e may
not preserve the S-submodule S ⊗R F0 of F , but if we choose a sufficiently large,
then e′ := vae will preserve S ⊗R F0.
SinceM is finitely generated over S, we may and do assume that we have chosen
F0 in such a manner that M ⊆ v
a(S⊗R F0). (Simply replace F0 by v
−bF0 for some
sufficiently large value of b.) Then in fact M ⊆ e′(S ⊗R F0). Furthermore, since M
and e′(S⊗RF0) both span P as an S[1/v]-module, we find that v
ce′(S⊗RF0) ⊆M
for some sufficiently large value of c.
For any n ≥ 0 we have S/vn =
⋃
i≥0 Si/v
n. Thus e′ mod vn, which is an en-
domorphism of (S/vn) ⊗R F0, descends to an endomorphism of (Si/v
n) ⊗R F0 for
all sufficiently large i. Replacing (Si) by an appropriately chosen subsequence, we
may and do assume that in fact for each n, e′ descends to an endomorphism e′n of
(Sn/v
n)⊗R F0.
Since G acts continuously on P and preserves M , it acts continuously on P/M .
The topology on P/M is discrete, and thus any finite subset of P/M is fixed by
some open subgroup of G. In particular, we find that v−ne′F0/
(
v−ne′F0 ∩ M
)
(which we regard in the natural way as a submodule of P/M , and which we note
is finitely generated over R) is pointwise fixed by some open subgroup of G. Since
the Hn form a cofinal sequence of open subgroups of G, if we again replace Sn
and Hn by appropriately chosen subsequences, we may and do assume that in fact
v−ne′F0/
(
v−ne′F0 ∩M
)
is pointwise fixed by Hn.
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Since M ⊇ vce′(S⊗R F0), we see that v
−ne′F0/
(
v−ne′F0 ∩M
)
is annihilated by
vn+c, and thus that
G
(
v−ne′F0/
(
v−ne′F0 ∩M
))
⊆ v−(n+c)M/M ⊆ v−(n+c)e′(S ⊗R F0)/M.
Since G/Hn is finite, and since Hn fixes v
−ne′F0/
(
v−ne′F0 ∩M
)
pointwise, we see
that in fact
G
(
v−ne′F0/
(
v−ne′F0 ∩M
))
⊆ v−(n+c)e′(T ⊗R F0)/M,
for some finitely generated R-subalgebra T of S/vn+cS. Passing to a subsequence
one more time, we may assume that T is contained in Sn.
We let Yn, respectively Zn, denote the Sn-submodule, respectively S-submodule,
of P/M generated by the G-translates of v−ne′F0/
(
v−ne′F0 ∩M
)
. It remains to
prove the requisite properties of Zn. We begin by noting the inclusions
v−ne′(S ⊗R F0)/M ⊆ Zn ⊆ v
−(n+c)M/M ⊆ v−(n+c)e′(S ⊗R F0)/M,
which imply that
vcZn ⊆ v
−ne′(S ⊗R F0)/M ⊆ Zn,
and thus that
(2.3.14) vcZHnn ⊆ (v
−ne′(S ⊗R F0)/M)
Hn ⊆ ZHnn .
Lemma 2.3.7 shows that Sn/v
n → (S/vn)Hn is an almost isomorphism. Thus
(v−nSn/Sn) ⊗R F0 → (v
−nS/S ⊗R F0)
Hn is an almost isomorphism, if we declare
that Hn acts trivially on F0, and thus via its action on the first factor in the target
tensor product. Since (e′)2 = vae′, we find that the cokernel of the inclusion
e′
(
(v−nS ⊗R F0)/(S ⊗R F0)
)Hn
→֒
(
e′(v−nS ⊗R F0)/(S ⊗R F0)
)Hn
is annihilated by va, and thus that the natural morphism
e′(v−nSn ⊗R F0)/(Sn ⊗R F0)→
(
e′(v−nS ⊗R F0)/(S ⊗R F0)
)Hn
has its kernel annihilated by I, and its cokernel annihilated by vaI.
If we let Xn denote the image of e
′(v−nSn ⊗R F0) in
(
e′(v−nS ⊗R F0)/M
)Hn
,
then certainly
Xn ⊆ Yn ⊆ Z
Hn
n .
It follows from the conclusion of the preceding paragraph, along with the fact that
vce′(S0 ⊗R F0) ⊆M, that the cokernel of the inclusion
Xn →֒
(
e′(v−nS ⊗R F0)/M
)Hn
is annihilated by va+cI, while the chain of inclusions (2.3.14) shows that the cokernel
of the inclusion (
e′(v−nS ⊗R F0)/M
)Hn
⊆ ZHnn
is annihilated by vc. Thus the cokernel of the inclusion Xn ⊆ Z
Hn
n is annihilated
by va+2cI, and hence so is the cokernel of the inclusion Yn ⊆ Z
Hn
n . Passing to
Gn-invariants in the inclusion just mentioned, we find that there is an inclusion
Y Gnn ⊆ Z
G
n , whose cokernel is annihilated by v
a+2cI. Extending scalars to Sn, we
obtain a morphism
Sn ⊗R Y
Gn
n → Sn ⊗R Z
G
n
(which is in fact an embedding, since Sn/v
n+c is flat over R/vn+c, although we
don’t need this here), whose cokernel is annihilated by va+2cI. On the other hand,
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Lemma 2.3.4 implies that the natural morphism Sn ⊗R Y
Gn
n → Yn is an almost
isomorphism.
Putting all these results together, we find that the kernel and cokernel of the
natural morphism
Sn ⊗R Z
G
n → Z
Hn
n
are each annihilated by va+2cI. Indeed, the composite Sn⊗R Y
Gn
n → Sn⊗R Z
G
n →
ZHnn factors through the almost isomorphism Sn⊗RY
Gn
n → Yn, and we have shown
that the natural morphism Yn → Z
Hn
n is an injection whose cokernel is killed by
va+2cI, while the cokernel of Sn ⊗R Y
Gn
n → Sn ⊗R Z
G
n is also killed by v
a+2cI.
Since Yn ⊆ Z
Hn
n , and since Yn generates Zn over S by their very definitions, we
see that the natural map
(2.3.15) S ⊗Sn Z
Hn
n → Zn
is surjective. We bound the exponent of its kernel as follows: The inclusion Xn ⊆
ZHnn , whose cokernel we have shown above to be annihilated by v
a+2cI, induces an
inclusion
S ⊗Sn Xn ⊆ S ⊗Sn Z
Hn
n ,
whose cokernel is again annihilated by va+2cI, while the defining surjection
e′
(
(v−nSn/v
cSn)⊗R F0
)
→ Xn
induces a surjection
e′
(
(v−nS ⊗R F0)/(v
cS ⊗R F0)
)
→ S ⊗Sn Xn.
Now the natural morphism
(2.3.16) e′
(
(v−nS ⊗R F0)/(v
cS ⊗R F0)
)
→M [1/v]/M
has kernel annihilated by vc, and so we find that the kernel of (2.3.15) is annihilated
by va+3cI. (Indeed, if x is an element of the kernel of (2.3.15), then for any i ∈ I
we can lift va+2cix to an element of the kernel of (2.3.16).)
Putting together the results of the preceding two paragraphs, we find that the
cokernel of the natural morphism
S ⊗R Z
G
n → Zn
is annihilated by va+2cI, while its kernel is annihilated by v2a+5cI. Recalling that
v ∈ I, and noting that the powers of v just mentioned are independent of n, and
also that we have the inclusions v−nM/M ⊆ Zn ⊆ v
−(n+c)M/M, we see that the
proof of the theorem is completed. 
We will now deduce a descent result for projective modules over S[1/v]. For this,
we need to make some additional hypotheses, which we now describe.
2.3.17. Hypothesis.
(1) S/vS is countable.
(2) S[1/v] is Noetherian.
(3) The morphism R[1/v]→ S[1/v] is faithfully flat.
We write S[1/v] = lim
−→n
v−nS. If we identify v−nS with S via multiplication
by vn, then each of the transition maps becomes identified with the closed embed-
ding vS →֒ S. Thus if we equip S[1/v] with the inductive limit topology, then
S[1/v] becomes a topological ring, which is completely metrizable (since S is v-
adically complete) and in fact Polish (since S/vS is countable, so that S and thus
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S[1/v] is separable). Note also that vS is an open additive subgroup of S[1/v]
which is closed under multiplication, and consists of topologically nilpotent ele-
ments. Proposition C.6 then shows that finitely generated S[1/v]-modules have a
canonical topology, with respect to which all S[1/v]-homomorphisms are continu-
ous, with closed image.
We now establish the following descent result in this situation.
2.3.18. Theorem. If Hypothesis 2.3.17 holds, and if M is a finitely generated pro-
jective S[1/v]-module, equipped with a continuous semi-linear G-action (when en-
dowed with its canonical topology), then MG is a finitely generated and projective
R[1/v]-module, and the natural morphism
(2.3.19) S[1/v]⊗R[1/v] M
G →M
is an isomorphism.
Proof. Let M ′ denote any finitely generated S-submodule of M that generates M
over S[1/v]; then the S-spanM ′′ of GM ′ is finitely generated (note that sinceM ′ is
finitely generated, there is an open subgroup H of G such that HM ′ ⊆M ′, and H
has finite index in the profinite group G), so it is an iso-projective S-submodule of
M which is G-invariant. Applying Theorem 2.3.11 to M ′′, and noting that
MG = (M ′′[1/v])G = (M ′′)G[1/v]
(because localisation is exact), we find that the natural morphism (2.3.19) has dense
image. Since its target is finitely generated over S[1/v], its image is also finitely
generated (because S[1/v] is Noetherian, by assumption), and thus closed in its
target; combined with the density, we find that (2.3.19) is surjective.
Since S[1/v] ⊗R[1/v] M
G → M is surjective, while M is finitely generated over
S[1/v], we see that if N is any sufficiently large finitely generated R[1/v]-submodule
of MG, then S[1/v]⊗R[1/v] N → M is surjective. Choose a finitely generated free
R[1/v]-module F that surjects onto N , and let E denote the kernel of the induced
surjection
S[1/v]⊗R[1/v] F → S[1/v]⊗R[1/v] N →M,
so that we have a short exact sequence
0→ E → S[1/v]⊗R[1/v] F →M → 0.
Passing to G-invariants, and taking into account Corollary 2.3.8, we obtain a left
exact sequence
0→ EG → F →MG,
which (by the choice of F ) induces a short exact sequence
0→ EG → F → N → 0.
Tensoring back up with S[1/v] (which is flat over R[1/v] by assumption), we obtain
a morphism of short exact sequences
0 // S[1/v]⊗R[1/v] E
G //

S[1/v]⊗R[1/v] F //

S[1/v]⊗R[1/v] N //

0
0 // E // S[1/v]⊗R[1/v] F // M // 0
Evidently the middle vertical arrow is the identity, and thus the natural morphism
S[1/v] ⊗R[1/v] E
G → E is injective. Since E is finitely generated and projective
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(being the kernel of a surjection from a finitely generated free module to a projective
module), it follows from what we have already proved that this morphism is also
surjective.
Since the left hand two vertical arrows are isomorphisms, so is the third, so that
S[1/v] ⊗R[1/v] N → M is an isomorphism. This is true for any sufficiently large
choice of N , and thus we find (using the faithful flatness of S[1/v] over R[1/v],
which holds by assumption) that all these sufficiently large choices of N coincide,
implying that MG is finitely generated and that (2.3.19) is an isomorphism. The
faithful flatness of S[1/v] overR[1/v] then implies thatMG is projective overR[1/v]
[Sta, Tag 058S], as required. 
The following corollary provides a convenient reformulation of the preceding
theorem.
2.3.20. Corollary. If Hypothesis 2.3.17 holds, then the functor M 7→ S[1/v]⊗R[1/v]
M induces an equivalence between the category of finitely generated projective R[1/v]-
modules and the category of finitely generated projective S[1/v]-modules endowed
with a continuous semi-linear action of G. A quasi-inverse functor is given by
N 7→ NG.
Proof. Theorem 2.3.18 shows that if N is a finitely generated and projective S[1/v]-
module, endowed with a continuous semi-linear G-action, then the natural map
S[1/v]⊗R[1/v] N
G → N is an isomorphism. To complete the proof of the corollary,
then, it suffices to show that if M is a finitely generated and projective R[1/v]-
module, then the natural mapM → (S[1/v]⊗R[1/v]M)
G is an isomorphism. Writing
M as the direct summand of a finite rank free module, we reduce to the case whenM
is free, which (as was already observed in the proof of Theorem 2.3.18) is established
by Corollary 2.3.8. 
2.4. An application. Let F be a closed perfectoid subfield of C, with tilt F ♭,
a closed perfectoid subfield of C♭. Recall that, for any p-adically complete Zp-
algebra A, we defined W (O♭F )A and W (F
♭)A in Subsection 2.2.
2.4.1.Theorem. Let A be a finite type Z/pa-algebra, for some a ≥ 1. The inclusion
W (F ♭)A → W (C
♭)A is a faithfully flat morphism of Noetherian rings, and the
functor M 7→ W (C♭)A ⊗W (F ♭)A M induces an equivalence between the category of
finitely generated projective W (F ♭)A-modules and the category of finitely generated
projective W (C♭)A-modules endowed with a continuous semi-linear GF -action. A
quasi-inverse functor is given by N 7→ NGF .
The proof will be an application of the almost Galois descent results of Sub-
section 2.3. Thus we have to place ourselves in the framework of that subsection.
To this end, we note that C may be regarded as a completion F̂ of the algebraic
closure F of F . We then write F =
⋃
n≥1 Fn as the increasing union of a se-
quence of finite Galois extensions of F ; to match the notation of Subsection 2.3,
we also write F0 := F . We write Gn := Gal(Fn/F ), Hn := Gal(F/Fn), and
G := H0 = Gal(F/F ), so that G
∼
−→ lim
←−n
Gn and G/Hn
∼
−→ Gn. Note that each
of the finite Galois extensions Fn of F is again perfectoid.
Assume now that A is a finitely generated Z/pa-algebra. Then W (F ♭)A =
Wa(F
♭)A, and similarly W (C
♭)A = Wa(C
♭)A, so that from here on we may work
with rings of a-truncated Witt vectors, rather than with full rings of Witt vectors
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themselves. To accord with the notation of Subsection 2.3, we also denote these
rings by R and S respectively. Recall from Subsection 2.2 that v denotes a non-zero
element of the maximal ideal of Wa(O
♭
F ), and that by definition
R :=Wa(O
♭
F )A = lim←−
i
(
Wa(O
♭
F )⊗Z/pa A
)
/vi,
while
S :=Wa(O
♭
C)A = lim←−
i
(
Wa(O
♭
C)⊗Z/pa A
)
/vi;
so that both R and S are v-adically complete.
We let I denote the ideal in R generated by the maximal ideal of Wa(O
♭
F ), and
let v denote the image in I of the chosen element v of that maximal ideal (no
confusion should result from this duplication of notation). We further set
Sn :=Wa(O
♭
Fn)A = lim←−
i
(
Wa(O
♭
Fn)⊗Z/pa A
)
/vi
for each n ≥ 0 (so in particular S0 = R). By construction we have that S
coincides with the v-adic completion of lim
−→n
Sn. As we will see below, the transition
morphisms Sm → Sn are in fact faithfully flat, and thus injective, and so in fact
this direct limit is simply a union; thus S =
⋃̂
n Sn, as required for the set-up of
Subsection 2.3.
2.4.2. Proposition. For each i ≥ 0, and each m ≤ n, the morphism Sm/v
i →
Sn/v
i is faithfully flat, and realizes Sn/v
i as an almost Galois extension of Sm/v
i,
with Galois group Hm/Hn.
Proof. Lemma 2.2.10 shows that each of the inclusions Wa(O
♭
Fm
) →֒ Wa(O
♭
Fn
) is
faithfully flat, thus so is the morphism Wa(O
♭
Fm
) ⊗Z/pa A → Wa(O
♭
Fn
) ⊗Z/pa A,
and hence so are each of the morphisms
Sm/v
iSm =
(
Wa(O
♭
Fm)⊗Z/pa A)
)
/vi
(
Wa(O
♭
Fm)⊗Z/pa A)
)
→
(
Wa(O
♭
Fn)⊗Z/pa A)
)
/vi
(
Wa(O
♭
Fn)⊗Z/pa A)
)
= Sn/v
iSn.
An identical argument, taking into account Lemma 2.3.6 and Remark 2.3.2, shows
that Sm/v
iSm → Sn/v
iSn is almost Galois (with respect to the ideal in Sm gener-
ated by the maximal ideal of Wa(O
♭
Fm
), and hence also with respect to ISm, since
the latter ideal is contained in the former), with Galois group Hm/Hn. 
2.4.3. Proposition.
(1) Each Sm[1/v], as well as S[1/v], is Noetherian. (Setting m = 0 gives in
particular that R[1/v] is Noetherian.)
(2) Each of the morphisms Sm → Sn (for m ≤ n), as well as each morphism
Sm → S, is faithfully flat. In particular (setting m = 0 and then invert-
ing v) the morphism R[1/v]→ S[1/v] is faithfully flat.
Proof. The Noetherian claims of (1) follow from Proposition B.36 (1).
We already noted in Proposition 2.4.2 that the morphisms Sm/v
i → Sn/v
i are
faithfully flat, and an identical argument shows that each morphism Sm/v
i → S/vi
is faithfully flat. Taking into account that statement of (1), we find that the claims
of (2) follow from Proposition 2.2.2. 
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Proof of Theorem 2.4.1. Proposition 2.4.2 verifies that the running assumptions im-
posed at the beginning of Subsection 2.3 are satisfied. Proposition 2.4.3 verifies that
Hypothesis 2.3.17 is satisfied, and also establishes the Noetherian and faithful flat-
ness claims of Theorem 2.4.1. The remainder of the theorem then follows from
Corollary 2.3.20. 
2.5. E´tale ϕ-modules. In this subsection we briefly recall and generalize some
definitions and results from [EG19]. Let R be a Zp-algebra, equipped with a ring
endomorphism ϕ, which is congruent to the (p-power) Frobenius modulo p. If M
is an R-module, we write
ϕ∗M := R ⊗R,ϕM.
2.5.1. Definition. An e´tale ϕ-module over R is a finite R-module M , equipped
with a ϕ-semi-linear endomorphism ϕM : M → M , which has the property that
the induced R-linear morphism
ΦM : ϕ
∗M
1⊗ϕM
−→ M
is an isomorphism. A morphism of e´tale ϕ-modules is a morphism of the underlying
R-modules which commutes with the morphisms ΦM . We say that M is projective
(resp. free) if it is projective of constant rank (resp. free of constant rank) as an
R-module.
We will typically apply this definition with R taken to be one of the coeffi-
cient rings defined in Section 2.2. Of particular interest to us will be the cases
corresponding to imperfect fields of norms, as it is these cases which fit into the
framework of [EG19, §5], and we will use the results of that paper to prove the
basic algebraicity properties of our moduli stacks.
2.5.2.Definition. Let S be an R-algebra, and let ϕS be a ring endomorphism of S,
which is congruent to Frobenius modulo p, and is compatible with ϕ on R. Then
if M is an e´tale ϕ-module over R, the extension of scalars S ⊗R M is naturally an
e´tale ϕ-module over S, with ϕS⊗RM := ϕS ⊗ ϕM .
2.5.3. Multilinear algebra. We briefly recall the multilinear algebra of projective
e´tale ϕ-modules. Firstly, if P is a projective e´tale ϕ-module over R, then we give
its R-dual P∨ := HomR(P,R) the structure of an e´tale ϕ-module by defining the
isomorphism φ∗P∨ → P∨ to be the inverse of the transpose of ΦP . Secondly, if M
and N are projective e´tale ϕ-modules, then we endow M ⊗R N with the structure
of an e´tale ϕ-module by defining ϕM⊗N := ϕM ⊗ ϕN .
2.5.4. Lemma. If M, N are projective e´tale ϕ-modules over R then we have a
natural identification HomR,ϕ(M,N) = (M
∨ ⊗R N)
ϕ=1.
Proof. We have HomR(M,N) = M
∨ ⊗R N . Given f ∈ HomR(M,N), regarded as
an element of P :=M∨⊗RN , we have f ∈ P
ϕ=1 if and only if ΦP (1⊗ f) = f , and
by the definition of the ϕ-structure on P , this is equivalent to f intertwining ΦM
and ΦN , as required. 
2.6. Frobenius descent. Suppose that A is as in Situation 2.2.14, and that we
have a ϕ-equivariant embedding A →֒W (C♭). Let A be a finite type Z/pa-algebra
for some a ≥ 1. Assume that the induced map AA → W (C
♭)A is a faithfully flat
injection. Since ϕ is bijective on W (C♭), we have an increasing union
AA ⊂ ϕ
−1(AA) ⊂ ϕ
−2(AA) ⊂ · · · ⊂W (C
♭)A.
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We let A˜A be the closure of ∪n≥0ϕ
−n(AA) in W (C
♭)A, and we set A˜
+
A := A˜A ∩
Ainf,A. Note that ϕ extends to a bijection on A˜A, which induces a bijection on A˜
+
A.
2.6.1. Remark. We will apply the results of this section in the setting introduced
in Section 2.1, taking A = AK or A = S. In either case it follows from Proposi-
tion 2.2.11 that AA → W (C
♭)A is a faithfully flat injection, and it follows easily
from Theorem 2.1.6 that in the former case we have A˜A = A˜K,A, and in the latter
case we have A˜A = O˜E,A.
Given an e´tale ϕ-module M over AA, we may form its perfection M˜ := A˜A⊗AA
M , which is an e´tale ϕ-module over A˜A.
2.6.2. Descending morphisms.
2.6.3. Proposition. Let M,N be projective e´tale ϕ-modules. Then the natural map
HomAA,ϕ(M,N)→ HomA˜A,ϕ(M˜, N˜) is a bijection.
Proof. Write P := M∨ ⊗ N , so that P is a projective e´tale ϕ-module over AA.
Then by Lemma 2.5.4, we are reduced to checking that the natural morphism of
A-modules Pϕ=1 → P˜ϕ=1 is an isomorphism. It is certainly injective, so we need
only show that it is surjective.
Since the formation of ϕ-invariants is compatible with direct sums, it follows
from [EG19, Lem. 5.2.14] that it is enough to consider the case that P is in fact
free. By Lemma 2.2.15, we can choose a ϕ-stable free A+A-submodule P of P , which
generates P over AA (indeed, choose any basis of P , multiply by a sufficiently large
power of T , and let P be the submodule generated by this scaled basis). We write
P˜ := A˜+A ⊗A+A
P.
Consider an element x ∈ P˜ϕ=1. Choose an integer r ≥ 1 such that if s ≥ r
then ϕ(T sA˜+A) ⊆ T
s+1A˜+A (such an r exists by Lemma 2.2.15). We may write
x = x1 + x2 where x2 ∈ T
rP˜ and x1 ∈ ϕ
−n(AA)⊗AA P for some n ≥ 0. Choose n
to be minimal with this property. If n > 0, then since x = ϕ(x) = ϕ(x1) + ϕ(x2),
and ϕ(x2) ∈ T
rP˜, we see that we may replace x1 with ϕ(x1) ∈ ϕ
1−n(AA)⊗AA P ,
a contradiction.
Thus x1 ∈ P , and we have x1 − ϕ(x1) = ϕ(x2) − x2 ∈ T
rP˜ ∩ P . The sum
x′ := x1 +
∑∞
i=0 ϕ
i(ϕ(x1) − x1) converges to an element of T
rP˜, and the sum
therefore converges in P . By definition we have ϕ(x′) = x′. We have x − x1,
x′ − x1 ∈ T
rP˜, so x − x′ ∈ T rP˜; then x − x′ = ϕ(x − x′) ∈ T r+1P˜, and iterating
gives x = x′ ∈ P , as required. 
2.6.4. Descending objects. We will show that every projective e´tale ϕ-module over A˜A
arises as the perfection of an e´tale ϕ-module over AA. We first note the following
analogue of [EG19, Lem. 5.2.14] for e´tale ϕ-modules over A˜A.
2.6.5. Lemma. If M is a projective e´tale ϕ-module over A˜A, then M is a direct
summand of a free e´tale ϕ-module over A˜A.
Proof. This can be proved in an identical fashion to [EG19, Lem. 5.2.14]. 
2.6.6. Proposition. Let M be a projective e´tale ϕ-module over A˜A. Then there is
a projective e´tale ϕ-module M0 over AA and an isomorphism M
∼
−→ M˜0.
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Proof. Suppose firstly that M is free of some rank d as an A˜A-module. Let X
denote the matrix of ϕ with respect to a choice of basis e1, . . . , ed. As in the proof
of Proposition 2.6.6, after possibly scaling the ei by powers of T , we may assume
that X has entries in A˜+A. Since ΦM is an isomorphism, there is an integer h ≥ 0
and a matrix Z with entries in A˜+A such that ZX = T
hIdd.
If we change basis via a matrix Y ∈Md(A˜
+
A) ∩GLd(A˜A), the new matrix for ϕ
is ϕ(Y )XY −1. It suffices to show that we can choose Y so that this matrix has
entries in A+A (as we can then let M0 be the AA-span of this new basis).
Fix some H > ⌈(C + h+ 1)/(p− 1)⌉, where C is as in Lemma 2.2.15, and write
X = X ′ + X ′′ where X ′′ ∈ TH+hMd(A˜
+
A) and X
′ ∈ Md(ϕ
−n(A+A)) for some n.
Taking Y = X , we may replace X,X ′, X ′′ by ϕ(X), ϕ(X ′), ϕ(X ′′) respectively,
which has the effect of replacing n by (n − 1) (note that by Lemma 2.2.15, we
have ϕ(X ′′) ∈ TH+hMd(A˜
+
A)); iterating this procedure, we can assume that n = 0,
so X ′ ∈ Md(A
+
A). By Lemma 2.6.7 below, we can find Y such that ϕ(Y )XY
−1 =
X ′, completing the proof in the case that M is free.
We now return to the general case in whichM is only assumed finitely generated
projective, rather than free. By Lemma 2.6.5, we may writeM as a direct summand
of a free e´tale ϕ-module F over A˜A. By the case already proved, we may write
F
∼
−→ F˜0 for some free e´tale ϕ-module F0. By Proposition 2.6.3, the idempotent
in End(F ) corresponding toM comes from an idempotent in End(F0), and we may
take M0 to be the e´tale ϕ-module corresponding to this idempotent. 
The following lemma and its proof are based on [PR09, Prop. 2.2].
2.6.7.Lemma. Suppose that X ∈Md(A˜
+
A)∩GLd(A˜A) satisfies X
−1 ∈ T−hMd(A˜
+
A)
for some h ≥ 0. Suppose that X ′ ∈ Md(A˜
+
A) ∩ GLd(A˜A) is such that X
−1X ′ ∈
1 + T ⌈(C+h+1)/(p−1)⌉Md(A˜
+
A), where C is as in Lemma 2.2.15. Then there ex-
ists Y ∈Md(A˜
+
A) ∩GLd(A˜A) with X
′ = ϕ(Y )XY −1.
Proof. Define sequences Xi, hi by X0 = X , h0 = (X
′)−1X , and for each i ≥ 1,
Xi = ϕ(hi−1)Xi−1h
−1
i−1, hi = (X
′)−1Xi. Then if we set yi = hihi−1 · · ·h0, we have
X ′ = Xih
−1
i = ϕ(yi−1)Xy
−1
i−1 for each i. We claim that the yi tend to a limit Y as
i→∞; then we have X ′ = ϕ(Y )XY −1, as required.
To see that the yi tend to a limit, it is enough to show that hi → 1 as i → ∞.
To see this, suppose that hi ∈ 1 + T
sMd(A˜
+
A) for some s ≥ (C + h + 1)/(p − 1).
We have
X ′hi = Xi = ϕ(hi−1)Xi−1h
−1
i−1 = ϕ(hi−1)X
′,
so that hi+1 = (X
′)−1ϕ(hi)X
′. Using Lemma 2.2.15 and the assumption that
(X ′)−1 ∈ T−hMd(A˜
+
A), we see that hi+1 ∈ 1+T
ps−C−hMd(A˜
+
A). Since ps−C−h ≥
s+ 1, we are done. 
2.6.8. An equivalence of categories. We summarise the results of this section in the
following proposition.
2.6.9. Proposition. Let A be a finite type Z/pa-algebra for some a ≥ 1. Then the
functor M 7→ M˜ is an equivalence of categories from the category of projective e´tale
ϕ-modules over AA to the category of projective e´tale ϕ-modules over A˜A.
Proof. The functor is essentially surjective by Proposition 2.6.6, and fully faithful
by Proposition 2.6.3. 
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2.7. (ϕ,Γ)–modules. By definition, an e´tale (ϕ,ΓK)-module is a finitely generated
AK-module M , equipped with
• a ϕ-linear morphism ϕ :M →M with the property that the corresponding
morphism ΦM : ϕ
∗M →M is an isomorphism (i.e.M is given the structure
of an e´tale ϕ-module over AK), and
• a continuous semi-linear action of ΓK that commutes with ϕ.
There is an equivalence of categories between the category of continuous repre-
sentations of GK on finite Zp-algebras, and the category of e´tale (ϕ,ΓK)-modules,
which is given by functors D and T that are defined as follows: Let ÂurK denote
the p-adic completion of the ring of integers of the maximal unramified extension
of AK [1/p] in W (C
♭)[1/p]; this is preserved by the natural actions of ϕ and GK
on W (C♭)[1/p]. Then for a GK -representation V , we define
D(V ) := (ÂurK ⊗Zp V )
GKcyc ,
while for an e´tale (ϕ,ΓK)-module we define
T (M) := (ÂurK ⊗AK M)
ϕ=1.
The action of GKcyc (resp. ϕ) in the definition of D (resp. of T ) is the diagonal one
(with the GK-action on M being that inflated from the action of ΓK). There is a
completely analogous theory of (ϕ, Γ˜K)-modules, and taking ∆K-invariants gives
an equivalence of categories between (ϕ, Γ˜K)-modules and (ϕ,ΓK)-modules.
We also need a variant of the preceding theory which again follows from the re-
sults of [Fon90], using the Kummer extension K∞/K introduced in Example 2.1.3
and Section 2.1.14; the integral version of this theory was first studied by Breuil
and Kisin, see [Kis09b, §1]. Namely, there is an equivalence of categories be-
tween the category of continuous representations of GK∞ on finite Zp-algebras,
and the category of e´tale ϕ-modules (in the sense of Definition 2.7.2) over OE ,
which is given by functors D∞, T∞ that are defined as follows: Let OÊur denote
the p-adic completion of the ring of integers in the maximal unramified extension
of Frac(OE) in W (C
♭)[1/p]; this is preserved by the natural actions of ϕ and GK∞
on W (C♭)[1/p]. We define
D∞(V ) := (OÊur ⊗Zp V )
GK∞ ,
for a GK∞ -representation V , and define
T∞(M) := (OÊur ⊗AK M)
ϕ=1,
for an e´tale ϕ-module M .
2.7.1. Coefficients. We now introduce coefficients.
2.7.2. Definition. Let A be a p-adically complete Zp-algebra. A projective e´tale
(ϕ,ΓK)-module of rank d with A-coefficients is a projective e´tale ϕ-module M of
rank d over AK,A equipped with a semi-linear action of ΓK which is furthermore
continuous when M is endowed with its canonical topology (i.e. the topology of
Remark D.2).
If A is a finite type Z/pa-algebra, we can use Theorem 2.4.1 to give a useful
alternative description of e´tale (ϕ,ΓK)-modules with A-coefficients in terms of e´tale
ϕ-modules with coefficients in the ring W (C♭)A, as we now explain.
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2.7.3. Definition. Let A be a p-adically complete Zp-algebra. A (GK , ϕ)-module
with A-coefficients (resp. a (GKcyc , ϕ)-module with A-coefficients, resp. a (GK∞ , ϕ)-
module with A-coefficients) is by definition a finitely generatedW (C♭)A-module M
equipped with an isomorphism of W (C♭)A-modules
ϕM : ϕ
∗M
∼
−→M,
and a W (C♭)A-semi-linear action of GK (resp. GKcyc , resp. GK∞), which is con-
tinuous and commutes with ϕM . We say that M is projective if it is projective of
constant rank as a W (C♭)A-module.
If A is a finite type Z/pa-algebra, then there is a functor from the category
of finite projective e´tale (ϕ,ΓK)-modules with A-coefficients to the category of
finite projective (GK , ϕ)-modules with A-coefficients, which takes an e´tale (ϕ,ΓK)-
module M to W (C♭)A ⊗AK,A M , endowed with the extension of scalars of ϕ, and
the diagonal action of GK , with the action of GK on M being the action inflated
from ΓK .
Similarly, there is a functor from the category of finite projective e´tale ϕ-modules
over OE,A to the category of finite projective (GK∞ , ϕ)-modules with A-coefficients,
which takes an e´tale ϕ-moduleM toW (C♭)A⊗OE,AM , endowed with the extension
of scalars of ϕ, and the diagonal action of GK∞ , with the action of GK∞ onM being
the trivial action.
2.7.4. Proposition. Let A be a finite type Z/pa-algebra for some a ≥ 1.
(1) The functor M 7→ W (C♭)A⊗AK,AM is an equivalence between the category
of finite projective e´tale ϕ-modules over AK,A and the category of finite
projective (GKcyc , ϕ)-modules with A-coefficients.
It induces an equivalence of categories between the category of finite pro-
jective e´tale (ϕ,ΓK)-modules with A-coefficients and the category of finite
projective (GK , ϕ)-modules with A-coefficients.
Quasi-inverse functors are given by the composite of N 7→ NGKcyc and
a quasi-inverse to the functor of Proposition 2.6.9.
(2) The functor M 7→ W (C♭)A ⊗OE,A M is an equivalence of categories be-
tween the category of finite projective e´tale ϕ-modules over OE,A and the
category of finite projective (GK∞ , ϕ)-modules with A-coefficients. A quasi-
inverse functor is given by N 7→ NGK∞ and a quasi-inverse to the functor
of Proposition 2.6.9.
Proof. This is a formal consequence of Theorem 2.4.1 and Proposition 2.6.9. We
begin with (2). Firstly, by Proposition 2.6.9 (and Remark 2.6.1) the functor M 7→
M˜ = O˜E,A ⊗OE,A M is an equivalence of categories between the category of finite
projective e´tale ϕ-modules over OE,A and the category of finite projective e´tale
ϕ-modules over O˜E,A, so it is enough to show that M˜ 7→ W (C
♭)A ⊗O˜E,A M˜ is an
equivalence of categories. By Example 2.1.3 and Remark 2.1.4, K̂∞ is a perfectoid
field, and we have a canonical identification of Galois groups GK̂∞ = GK∞ . The
result then follows from the equivalence of categories given by Theorem 2.4.1, as
we can think of ϕ as being an isomorphism of O˜E,A-modules ϕ
∗M˜
∼
−→ M˜ .
The same argument shows in (1) that the functor M 7→ W (C♭)A ⊗AK,A M is
an equivalence of categories between the category of projective e´tale ϕ-modules
over AK,A, and the category of projective (GKcyc , ϕ)-modules with A-coefficients.
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Since ΓK = GK/GKcyc , this extends to the claimed equivalence of categories, noting
that by construction the continuity of the ΓK-action on M is equivalent to the
continuity of the GK-action on W (C
♭)A ⊗AK,A M . 
3. Moduli stacks of ϕ-modules and (ϕ,Γ)-modules
3.1. Moduli stacks of ϕ-modules. In this subsection we put ourselves in the
context of Situation 2.2.14; we also remind the reader that the notion of e´tale ϕ-
module is defined in Subsection 2.5. We furthermore fix a finite extension E/Qp
with ring of integers O and residue field F; all of our coefficient rings from now
on will be O-algebras. All of our constructions are compatible with replacing E
by a finite extension, and we will typically not comment on this, although see
Remark 3.1.2 below.
If we fix integers a, d ≥ 1, then we may follow [EG19, §5] and define an fpqc
stack in groupoids Rad over SpecO/̟
a as follows: For any O/̟a-algebra A, we
define Rad(A) to be the groupoid of e´tale ϕ-modules over AA which are projective
of rank d. If B → A is a morphism of O-algebras, and M is an object of Rad(A),
then the pull-back of M to Rad(B)) is defined to be the tensor product AB⊗AA M .
A key point is that this definition does not require A+A to be ϕ-stable, although
(as far as we know) this hypothesis is required to make any deductions about Rad
beyond the fact that is it an fpqc stack (which relies just on Drinfeld’s general
descent results, as described in [Dri06] and [EG19, §5.1]).
Since we are ultimately interested in questions of algebraicity or Ind-algebraicity,
from now on we regard Rad as an fppf stack over O/̟
a. By [Sta, Tag 04WV], we
may also regard the stack Rad as an fppf stack over O, and as a varies, we may
form the 2-colimit R := lim
−→a
Rad, which is again an fppf stack over O. In fact Rd
lies over Spf O := lim
−→a
SpecO/̟a, the formal spectrum of O with respect to the
̟-adic, or equivalently p-adic, topology.
We now fix a polynomial F ∈ W (k)[T ] which is congruent to a positive power
of T modulo p (for example, an Eisenstein polynomial).
3.1.1. Definition. Suppose that A+A is ϕ-stable. Let h be a non-negative integer,
and let A be a p-adically complete O-algebra. A ϕ-module of F -height at most h
over A+A is a pair (M, ϕM ) consisting of a finitely generated T -torsion free A
+
A-
module M, and a ϕ-semi-linear map ϕM : M → M, with the further properties
that if we write
ΦM := 1⊗ ϕM : ϕ
∗M→M,
then ΦM is injective, and the cokernel of ΦM is killed by F
h.
A ϕ-module of finite F -height over A+A is a ϕ-module of F -height at most h
for some h ≥ 0. A morphism of ϕ-modules is a morphism of the underlying A+A-
modules which commutes with the morphisms ΦM.
We say that a ϕ-module of finite F -height is projective of rank d if it is a finitely
generated projective A+A-module of constant rank d.
If we maintain the assumption that A+ is ϕ-stable, and if we fix integers a, d ≥ 1
and an integer h ≥ 0, then we may again follow [EG19, §5] to define an fpqc stack
in groupoids Cad,h over SpecO/̟
a defined as follows: For any O/̟a-algebra A, we
define Cad,h(A) to be the groupoid of ϕ-modules of F -height at most h over A
+
A
which are projective of rank d. If B → A is a morphism of Zp-algebras, and M is
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an object of Cad,h(A) then the pull-back of M to C
a
d,h(B) is defined to be the tensor
product A+B ⊗A+A
M.
Just as for the stack Rad, we may and do also regard the stack C
a
d,h as an fppf
stack over O, and we then, allowing a to vary, we define Cd,h := lim−→a
Cad,h, obtaining
an fppf stack over O which in fact lie over Spf O. There are canonical morphisms
Cad,h →R
a
d and Cd,h → Rd given by tensoring with AA over A
+
A.
3.1.2. Remark. If E′/E is a finite extension with ring of integers O′, then by defi-
nition we have (with obvious notation) Cd,h,O′ = Cd,h ×O O
′ (in the case that A+
is ϕ-stable, so that these stacks are defined) and Rd,O′ = Rd,O ×O O
′ (in general).
The following lemma provides a concrete interpretation of the A-valued points
of the stacks we have defined, when A is a ̟-adically complete O-algebra (rather
than just an algebra over some O/̟a).
3.1.3. Lemma. If A is a ̟-adically complete O-algebra, then there is a canonical
equivalence between the groupoid of morphisms Spf A → Rd and the groupoid of
rank d e´tale ϕ-modules over AA. If A
+
A is furthermore ϕ-stable, then there is
a canonical equivalence between the groupoid of morphisms Spf A → Cd,hand the
groupoid of ϕ-modules of rank d and F -height at most h over A+A.
Proof. This is immediate from Lemma D.5. 
We now apply the results of [EG19, §5] to deduce various results about the stacks
we have introduced. This requires the assumption that A+ is ϕ-stable.
3.1.4. Theorem. Suppose that A+ is ϕ-stable, and let a ≥ 1 be arbitrary.
(1) The stack Cad,h is an algebraic stack of finite presentation over SpecO/̟
a,
with affine diagonal.
(2) The morphism Cad,h →R
a
d is representable by algebraic spaces, proper, and
of finite presentation.
(3) The diagonal morphism ∆ : Rad → R
a
d ×O/̟a R
a
d is representable by alge-
braic spaces, affine, and of finite presentation.
(4) Rad is a limit preserving Ind-algebraic stack, whose diagonal is representable
by algebraic spaces, affine, and of finite presentation.
Proof. Part (1) is [EG19, Thm. 5.4.9 (1)], and parts (2), (3) and (4) are proved
in [EG19, Thm. 5.4.11], except for the claim that Rad is Ind-algebraic, which
is [EG19, Thm. 5.4.20]. 
3.1.5. Corollary. Suppose that A+ is ϕ-stable.
(1) Cd,h is a p-adic formal algebraic stack of finite presentation over Spf O,
with affine diagonal.
(2) R is a limit preserving Ind-algebraic stack, whose diagonal is representable
by algebraic spaces, affine, and of finite presentation.
(3) The morphism Cd,h → Rd is representable by algebraic spaces, proper, and
of finite presentation.
(4) The diagonal morphism ∆ : Rd →Rd×SpfORd is representable by algebraic
spaces, affine, and of finite presentation.
Proof. The first part is immediate from Theorem 3.1.4 (1) and Proposition A.10.
Everything else is immediate from Theorem 3.1.4. 
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3.2. Moduli stacks of (ϕ,Γ)-modules. In this subsection we begin the study of
our main objects of interest, namely the moduli stacks of e´tale (ϕ,Γ)-modules. As
in Section 2 we fix a finite extension K/Qp. As in Subsection 3.1, we also fix a
finite extension E of Qp with ring of integers O, which will serve as our ring of
coefficients. As always, k denotes the residue field of the ring of integers of K, and
F denotes the residue field of O.
3.2.1.Definition. We let XK,d denote the moduli stack of projective e´tale (ϕ,ΓK)-
modules of rank d. More precisely, if A is a p-adically complete O-algebra, then we
define XK,d(A) (i.e., the groupoid Spf A→ XK,d) to be the groupoid of projective
e´tale (ϕ,ΓK)-modules of rank d with A-coefficients, in the sense of Definition 2.7.2,
with morphisms given by isomorphisms. If A → B is a morphism of complete
O-algebras, and M is an object of XK,d(A), then the pull-back of M to XK,d(B) is
defined to be the tensor product AK,B ⊗AK,A M .
It follows from the results of [Dri06], and more specifically from [EG19, Thm.
5.1.16], that XK,d is an fpqc stack overO. As in Remark 3.1.2, the definition of XK,d
behaves naturally with respect to change of the coefficient ring O.
One of the main results of the present paper is that XK,d is a Noetherian formal
algebraic stack. However, the proof of this is quite involved, and will only be fully
achieved at the conclusion of Section 5. In this subsection and the two that follow
it, we establish the preliminary result that XK,d is an Ind-algebraic stack.
We begin by discussing the moduli stacks of e´tale ϕ-modules over AK,A, which
we will play an auxiliary role in our study of XK,d.
3.2.2. Definition. We let RK,d denote the moduli stack of rank d projective e´tale
ϕ-modules, defined as in Section 3.1, taking A to be AK .
If A+K is ϕ-stable, then Corollary 3.1.5 applies to RK,d; this is in particular the
case if K/Qp is basic in the sense of Definition 2.1.12. Our first task is to establish
the same results for general K, which we will do by reducing to the basic case.
3.2.3. Definition. If K/Qp is any finite extension, we set K
basic := K ∩K0(ζp∞).
Note that the natural restriction map Γ˜K → Γ˜Kbasic is an isomorphism, and
induces an isomorphism ΓK → ΓKbasic . By construction, AK is a free AKbasic -
module of rank [K : Kbasic] = [K(ζp∞) : K0(ζp∞)], and the inclusion AKbasic ⊂ AK
is ϕ-equivariant, so there is a natural morphism RK,d → RKbasic,d[K:Kbasic] given
by forgetting the AK,A-algebra structure on an e´tale ϕ-module.
3.2.4. Lemma. The morphism RK,d → RKbasic,d[K:Kbasic] is representable by alge-
braic spaces, affine, and of finite presentation.
Proof. We can prove the statement after pulling back via a morphism SpecA →
RKbasic,d[K:Kbasic], where A is an O/̟
a-algebra for some a ≥ 1. This morphism
corresponds to a projective e´tale ϕ-module over AKbasic,A of rank d[K : K
basic],
and we need to show that the functor on A-algebras taking B to the set of pro-
jective e´tale ϕ-modules over AK,B of rank d, whose underlying e´tale ϕ-module
over AKbasic,B coincides with MB, is representable by an affine scheme of finite
presentation over SpecA.
Note that since MB is projective and in particular flat over AKbasic,B, we have a
natural inclusion i :MB →֒ AK,B ⊗A
Kbasic,B
MB. The additional structure needed
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to make MB into a projective e´tale ϕ-module over AK,B is the data of a morphism
of e´tale ϕ-modules over AKbasic,B
f : AK,B ⊗A
Kbasic,B
MB →MB
satisfying the conditions that
(1) the compositeMB
i
→ AK,B⊗A
Kbasic,B
MB
f
→MB is the identity morphism,
and
(2) the kernel of f is AK,B-stable.
(We can then define the AK,B-module structure on MB via λ ·m := f(λ⊗m). The
first condition guarantees that this action is compatible with the existingAKbasic,B-
module structure on MB, and the second condition that (λ1λ2) ·m = λ1 · (λ2 ·m).)
By [EG19, Prop. 5.4.8], the data of a morphism of e´tale ϕ-modules f : AK,B⊗A
Kbasic,B
MB →MB is representable by an affine scheme of finite presentation over SpecA,
so it is enough to show that conditions (1) and (2) are closed conditions, given by
finitely many equations. To see this, we follow the proof of [EG19, Prop. 5.4.8].
Exactly as in that argument, we can reduce to the case that MB is free, and after
choosing bases, any f is determined by the coefficients of finitely many powers of T
in the Laurent series expansions of the entries of the matrix given by f . Condi-
tion (1) is then evidently given by finitely many equations in these coefficients.
To see that the same is true of condition (2), note that since MB is projective
and condition (1) implies in particular that f is surjective, we have a splitting
AK,B⊗A
Kbasic,B
MB =MB⊕ker(f). The projection onto ker(f) is given by (1−i◦f),
so the condition that ker(f) is AK,B-stable is the condition that for any λ in AK,B,
and any m ∈MB, we have
f(λ(m− i(f(m)))) = 0.
This is evidently a closed condition, and since AK,B and MB are both finitely
generated AKbasic,B-modules, it is determined by finitely many equations, as re-
quired. 
3.2.5. Corollary. The stack RK,d is a limit preserving Ind-algebraic stack, whose
diagonal is representable by algebraic spaces, affine, and of finite presentation.
Proof. This follows from Lemma 3.2.4, Corollary 3.1.5 (which establishes the claimed
properties for RKbasic,d[K:Kbasic]), and Corollary 3.2.8 below. 
The following series of results concerning morphisms of stacks culminates in
Corollary 3.2.8, which was used in the proof of Corollary 3.2.5.
3.2.6. Lemma. Let X → Y be a morphism of stacks over a base scheme S, which
is representable by algebraic spaces. As usual, let ∆f : X → X ×Y X denote
the diagonal of f . If f is of finite type and quasi-separated, then ∆f is of finite
presentation.
Proof. This can be checked after pulling back along an arbitrary morphism T →
Y, where T is a scheme, and hence reduced to the case of a morphism from an
algebraic space to a scheme. In this case, the claim of the lemma is proved in [Sta,
Tag 084P]. 
3.2.7. Lemma. Let f : X → Y be a morphism of stacks over a base scheme S
which is representable by algebraic spaces, has affine diagonal, and is of finite type.
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Suppose that the diagonal of Y is representable by algebraic spaces, affine, and of
finite presentation. Then the diagonal of X is also representable by algebraic spaces,
affine, and of finite presentation.
Proof. We may factor the diagonal of X as
X → X ×Y X → X ×S X .
Since the morphism X×YX → X×SX is pulled back from the diagonal Y → Y×SY,
it is enough to show that the relative diagonal ∆f : X → X ×Y X is representable
by algebraic spaces, affine, and of finite presentation.
Now ∆f is representable by algebraic spaces (since f is), and affine (by assump-
tion). Since affine morphisms are quasi-compact, we see that f is quasi-separated,
as well as being of finite type (by assumption); thus ∆f is of finite presentation (by
Lemma 3.2.6). 
3.2.8. Corollary. Let X → Y be a morphism of stacks which is representable by
algebraic spaces, affine, and of finite presentation. If Y is a limit preserving Ind-
algebraic stack, whose diagonal is representable by algebraic spaces, affine, and of
finite presentation, then the same is true of X .
Proof. The claimed limit preserving property of X follows, by [EG19, Lem. 2.3.20 (3)],
from that of Y and the fact that X → Y is of finite presentation, while the claimed
Ind-algebraic property of RK,d follows from that of Y and the fact that X → Y is
representable by algebraic spaces. Finally, the claimed properties of the diagonal of
X follow from those of Y by Lemma 3.2.7. (Note that by assumption the hypothe-
ses of Lemma 3.2.7 hold, since morphisms of finite presentation are in particular
of finite type, while affine morphisms are separated, and thus have their diagonals
being closed immersions, which in particular are again affine.) 
We now give a concrete description of RaK,d as an Ind-algebraic stack which will
be useful in Section 7. In order to state it, we introduce the notation CaKbasic,d[K:Kbasic],h
for the stack over SpecO/̟a classifying rank d projective ϕ-modules overA+
Kbasic,A
of T -height at most h; by Theorem 3.1.4, CaKbasic,d[K:Kbasic],h is an algebraic stack
of finite presentation over SpecO/̟a.
We begin with a lemma which is a variant of one of the steps appearing in the
proof of [EG19, Thm. 5.4.20].
3.2.9. Lemma. If T →RaK,d is a morphism whose source is a Noetherian scheme,
then there is a Noetherian scheme Z and a scheme-theoretically dominant and sur-
jective morphism Z → T such that the composite Z → T →RaK,d →R
a
Kbasic,d[K:Kbasic]
can be lifted to a morphism Z → CaKbasic,d[K:Kbasic],h for some sufficiently large value
of h.
Proof. Since T is Noetherian, is is quasi-compact, and so admits a scheme-theoretically
dominant surjection from a Noetherian affine scheme (e.g. the disjoint union of the
members of a finite cover of T by affine open subsets). Thus we are reduced to the
affine case.
Since T is affine, by [EG19, Prop. 5.4.7], we may find a scheme-theoretically
dominant surjection Z = SpecA → T such that the e´tale ϕ-module M over A
corresponding to the composite Z → T → RK,d is free (of rank d) over AK,A
(rather than merely projective). Thus M is also free (of rank d[K : Kbasic]) over
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AKbasic,A. We may then choose a ϕ-stable AKbasic,A-basis ofM . If we let M denote
the A+
Kbasic,A
-module spanned by this basis, then M is ϕ-invariant, and has some
height h. Thus M induces the desired morphism Z → CaKbasic,d[K:Kbasic],h. 
We now give the promised description of the Ind-algebraic stack structure onRK,d.
3.2.10. Lemma. Fix a ≥ 1, and for each h ≥ 0, let RaK,d,Kbasic,h denote the scheme-
theoretic image of the base-changed morphism
Cad[Kbasic:K],h ×RKbasic,d[K:Kbasic] RK,d →RK,d,
so that RaK,d,Kbasic,h is a closed algebraic substack of R
a
K,d. Then the canonical
morphism lim
−→h
RaK,d,Kbasic,h →R
a
K,d is an isomorphism.
Proof. We have to show that any morphism T → RaK,d whose source is a scheme
factors through the inductive limit. Since RaK,d is limit preserving, we may as-
sume that T is of finite type over O/̟a. Let Z → T be as in the statement of
Lemma 3.2.9. Then the composite
(3.2.11) Z → T →RaK,d
lifts to a morphism Z → Cad[Kbasic:K],h ×RKbasic,d[K:Kbasic] RK,d, and hence the mor-
phism (3.2.11) factors through RaK,d,Kbasic,h. Since Z → T is scheme-theoretically
dominant, the original morphism T →RaK,d also factors through R
a
K,d,Kbasic,h, and
hence through the inductive limit. Thus the lemma is proved. (We remark that this
argument is essentially identical to that used to prove [EG19, Thm. 5.4.20].) 
We now turn to studying ΓK-actions on our ϕ-modules. To ease notation,
write Γ = ΓK from now on. We choose a topological generator γ of Γ, and let
Γdisc := 〈γ〉; so Γdisc ∼= Z.
3.2.12. Remark. Since Γdisc is dense in Γ, while a projective e´tale ϕ-module M
is complete with respect to its canonical topology, in order to endow M with the
structure of an e´tale (ϕ,Γ)-module, it suffices to equip M with a continuous action
of Γdisc (where we equip Γdisc with the topology induced on it by Γ).
In order to study the properties of XK,d we will take advantage of Remark 3.2.12.
Accordingly, we now consider the moduli stack of projective e´tale ϕ-modules of
rank d equipped with a semi-linear action of Γdisc. We don’t introduce particular
notation for this stack, since the following proposition identifies it with a fixed point
stack RΓdiscK,d , which we now define.
There is a canonical action of Γdisc on Rd (that is, a canonical morphism
γ : Rd → Rd): if M is an object of Rd(A), then γ(M) is given by γ
∗M :=
AK,A ⊗γ,AK,A M . (Note that this is naturally a ϕ-module, because the action of γ
on AK,A commutes with ϕ.) Then we set
RΓdiscd := Rd ×
∆,Rd×Rd,Γγ
Rd,
where ∆ is the diagonal of Rd and Γγ is the graph of γ, so that Γγ(x) = (x,Γγ(x)).
3.2.13. Proposition. The moduli stack of projective e´tale ϕ-modules of rank d
equipped with a semi-linear action of Γdisc is isomorphic to the fixed point stack
RΓdiscd .
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Proof. Using the usual construction of the 2-fibre product, we see that RΓdiscd
consists of tuples (x, y, α, β), with x, y being objects of Rd, and α : x
∼
−→ y
and β : γ(x)
∼
−→ y being isomorphisms. This is equivalent to the category fi-
bred in groupoids given by pairs (x, ι) consisting of an object x of Rd and an
isomorphism ι : γ(x)
∼
−→ x. Thus an object of RΓdiscd (A) is a projective e´tale ϕ-
module of rank d with A-coefficientsM , together with an isomorphism of ϕ-modules
ι : γ∗M
∼
−→ M ; but this isomorphism is precisely the data of a semi-linear action
of Γdisc = 〈γ〉 on M , as required. 
Since Rd is an Ind-algebraic stack, so is R
Γdisc
d . More precisely, we have the
following lemma.
3.2.14. Lemma. RΓdiscd is a limit preserving Ind-algebraic stack, whose diagonal is
representable by algebraic spaces, affine, and of finite presentation.
Proof. The description of RΓdiscd as a fibre product shows that the forgetful mor-
phism RΓdiscd → Rd (given by forgetting the Γdisc-action) is representable by alge-
braic spaces, affine, and of finite presentation, since these properties hold for the
diagonal of Rd, by Corollary 3.2.5. The claim of the lemma is now seen to follow
via another application of Corollary 3.2.5, together with Corollary 3.2.8. 
Restricting the Γ-action on an e´tale (ϕ,Γ)-module to Γdisc (and taking into
account Proposition 3.2.13), we obtain a morphism XK,d → R
Γdisc
d , which by Re-
mark 3.2.12 is fully faithful. Thus XK,d may be regarded as a substack of R
Γdisc
d .
As already noted, the first step in proving that XK,d is a Noetherian formal
algebraic stack is to show that it is an Ind-algebraic stack. Although XK,d is a
substack of the Ind-algebraic stack RΓdiscd , it is not a closed substack, but should
rather be thought of as a certain formal neighbourhood of Xd,red in R
Γdisc
d (see
Remark 7.2.17), and so even this statement will require additional work to prove.
We begin with the following lemma, which allows us to reduce to the case that K
is basic.
3.2.15. Lemma. We have a 2-Cartesian diagram
XK,d //

XKbasic,d[K:Kbasic]

RΓdiscK,d
// RΓdisc
Kbasic,d[K:Kbasic]
where the horizontal arrows are the natural maps (forgetting the AK-module struc-
ture), and the vertical arrows are the monomorphisms given by restricting the Γ-
action to Γdisc.
Proof. Unwinding the definitions, we need to show that if A is an O/̟a-algebra
for some a ≥ 1, and M is an e´tale ϕ-module over AK,A with a semi-linear action
of Γdisc, then the action of Γdisc extends to a continuous action of Γ if and only if
the same is true of M regarded as a module AKbasic,A. Since AK,A is free of finite
rank over AKbasic,A, this is clear (for example, because it follows from Lemma D.7
that the set of lattices in M regarded as an AK,A-module is cofinal in the set of
lattices in M regarded as an AKbasic,A-module). 
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As a consequence of Lemmas 3.2.4 and 3.2.15, we can deduce some properties
of Xd from the corresponding properties of Rd.
3.2.16. Proposition.
(1) The morphism XK,d → XKbasic,d[K:Kbasic] is representable by algebraic spaces
and of finite presentation.
(2) The diagonal of XK,d is representable by algebraic spaces, affine, and of
finite presentation.
Proof. To make the proof easier to read, we write RK for RK,d and RKbasic
for RKbasic,d[K:Kbasic]. We factor the morphism R
Γdisc
K →R
Γdisc
Kbasic
as
RΓdiscK := RK ×
∆,RK×RK ,Γγ
RK →RK ×
∆,R
Kbasic
×R
Kbasic
,Γγ
RK
→RKbasic ×
∆,R
Kbasic
×R
Kbasic
,Γγ
RKbasic =: R
Γdisc
Kbasic
By Lemma 3.2.4, the morphism RK →RKbasic is representable by algebraic spaces,
affine, and of finite presentation. Thus so is the second arrow in the preceding
displayed expression. The first arrow is a base-change of a product of two copies of
the diagonal
RK →RK ×R
Kbasic
RK .
As in the proof of Lemma 3.2.7, we deduce from Lemma 3.2.4 that this diagonal is
representable by algebraic spaces, affine, and of finite presentation. Thus so is the
first arrow in the expression, and hence so is the morphism RΓdiscK →R
Γdisc
Kbasic
.
It follows from Lemma 3.2.15 that XK,d → XKbasic,d[K:Kbasic] is then also repre-
sentable by algebraic spaces, affine, and of finite presentation. The claimed proper-
ties of the diagonal of XK,d then follow from the corresponding properties of the di-
agonal of RΓdiscK,d proved in Lemma 3.2.14, together with the fact that XK,d →R
Γdisc
K,d
is a monomorphism. 
From now on we will typically drop K from the notation, simply writing Xd,
Rd and so on. We conclude this subsection by showing that Xd is limit preserving,
using the material on lattices and continuity developed in Appendix D.
3.2.17. Lemma. We have γ(T )−T ∈ pAK,A+T
2A+K,A. If K is basic then γ(T )−
T ∈ (p, T )TA+K,A.
Proof. Reduce modulo p, and write γ(T ) =
∑∞
i=n aiT
i, with ai ∈ k∞ and an 6= 0.
Since the action of γ is continuous for the T -adic topology, we see in particular that
for m > 0 sufficiently large, we have γ(T )m = γ(Tm) ∈ Tk∞[[T ]]. Since γ(T )
m =
amn T
nm + . . . , we see that n > 0. Since γp
s
→ 1 as s→∞, we see that n = 1 and
that ap
s
1 = 1 for all sufficiently large s, which implies that a1 = 1.
If K is basic then we have chosen T so that γ(T ) ∈ TA+K,A, so that γ(T )− T ∈
(p, T )TA+K,A by the above. 
If K is basic, it follows from Lemma 3.2.17 that (D.22) holds, so that by
Lemma D.23 we can use the material on T -quasi-linear morphisms developed in
Appendix D to study the action of γ.
3.2.18. Lemma. Xd is limit preserving.
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Proof. By Proposition 3.2.16 it suffices to prove this in the case that K is basic
(since a morphism which is of finite presentation is in particular limit preserving).
Since Xd →֒ R
Γdisc
d is fully faithful, and R
Γdisc
d is limit preserving by Corollary 3.1.5,
it suffices to prove that Xd is limit preserving on objects. Since R
Γdisc
d is limit
preserving on objects, we are reduced to showing that if T = lim
←−i
Ti is a limit
of affine schemes, and Ti0 → R
Γdisc
d is a morphism with the property that the
composite
T → Ti0 →R
Γdisc
d
factors through Xd, then for some i ≥ i0, the composite
Ti → Ti0 →R
Γdisc
d
factors through Xd. This follows from the equivalence of conditions (1) and (7) of
Lemma D.24, together with Lemma D.27. 
3.3. Weak Wach modules. In this section we introduce the notion of a weak
Wach module of height at most h and level at most s. These will play a purely
technical auxiliary role for us, and will be used only in order to show that Xd is an
Ind-algebraic stack.
We suppose throughout this section that K is basic.
3.3.1. Remark. By Lemma D.24, if A is an O/̟a-algebra for some a ≥ 1, and M
is a rank d projective ϕ-module M of T -height ≤ h over A, such that M[1/T ] is
equipped with a semi-linear action of Γdisc, then this action extends to a continuous
action of Γ if and only if for some s ≥ 0 we have (γp
s
− 1)(M) ⊆ TM.
3.3.2.Definition. Suppose that K is basic. A rank d projective weak Wach module
of T -height ≤ h with A-coefficients is a rank d projective ϕ-module M over A+K,A,
which is of T -height ≤ h, such that M[1/T ] is equipped with a semi-linear action
of Γ which is furthermore continuous when M[1/T ] is endowed with its canonical
topology (see Remark D.2).
If s ≥ 0, then we say that M has level ≤ s if (γp
s
−1)(M) ⊆ TM. Remark 3.3.1
shows that any projective weak Wach module is of level ≤ s for some s ≥ 0.
A special role in the classical theory of (ϕ,Γ)-modules is played by the weak
Wach modules of level 0. However, this will not be important for us.
3.3.3. Definition. We let Wd,h denote the moduli stack of rank d projective weak
Wach modules of T -height ≤ h. (That this is an fpqc stack follows as in Defini-
tion 3.2.1.) We let Wd,h,s denote the substack of rank d projective weak Wach
modules of T -height ≤ h and level ≤ s.
We recall from Subsection 3.1 that there is a p-adic formal algebraic stack Cd,h
classifying rank d projective ϕ-modules of T -height at most h. We consider the fibre
product RΓdiscd ×Rd Cd,h, where the map R
Γdisc
d → Rd is the canonical morphism
given by forgetting the Γdisc action. By Proposition 3.2.13, this is the moduli
stack of rank d projective ϕ-modules M of T -height at most h, equipped with a
semi-linear action of Γdisc on M[1/T ].
3.3.4. Lemma. RΓdiscd ×Rd Cd,h is a p-adic formal algebraic stack of finite presen-
tation over Spf O.
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Proof. The map RΓdiscd →Rd is representable by algebraic spaces and of finite pre-
sentation, being a base-change of the diagonal ofRd, which is representable by alge-
braic spaces and of finite presentation by Corollary 3.1.5. Again by Corollary 3.1.5,
Cd,h is a p-adic formal algebraic stack of finite presentation, and thus R
Γdisc
d ×Rd Cd,h
is a p-adic formal algebraic stack of finite presentation, as claimed. 
Restricting the Γ-action on a weak Wach module to Γdisc, we obtain a morphism
Wd,h → R
Γdisc
d ×Rd Cd,h, which, by the evident analogue for weak Wach modules
of Remark 3.2.12, is fully faithful. Thus Wd,h may be regarded as a substack
of RΓdiscd ×Rd Cd,h. The following proposition records the basic properties of the
stacks Wd,h and Wd,h,s.
3.3.5. Proposition.
(1) For s ≥ 1, the morphism
Wd,h,s // R
Γdisc
d ×Rd Cd,h
is a closed immersion of finite presentation. In particular, each of the stacks
Wd,h,s is a p-adic formal algebraic stack of finite presentation over Spf O.
(2) If s′ ≥ s, then the canonical monomorphism Wd,h,s →֒ Wd,h,s′ is a closed
immersion of finite presentation.
(3) The canonical morphism lim
−→s
Wd,h,s → Wd,h is an isomorphism. In par-
ticular, Wd,h is an Ind-algebraic stack.
Proof. SinceRΓdiscd ×RdCd,h classifies ϕ-modulesM that are projective of rank d and
of T -height ≤ h, which are endowed with a Γdisc-action on the underlying e´tale ϕ-
module, in order to prove (1), we must show that the condition that (γp
s
−1)(M) ⊆
TM is a closed condition, and is determined by finitely many equations. It suffices
to check this after pulling back via an arbitrary morphism SpecA→RΓdiscd ×RdCd,h,
where A is an O/̟a-algebra for some a ≥ 1.
We now argue as in the proof of [EG19, Lem. 5.4.10]. Write M = M[1/T ]. We
may think of the action of γp
s
onM[1/T ] as an element of HomAK,A,ϕ((γ
ps)∗M,M).
By [EG19, Prop. 5.4.8], this is represented by a finitely presented scheme over SpecA,
so we need only show that the condition that (γp
s
− 1)(M) ⊆ TM is a finitely pre-
sented closed condition.
Note firstly that for n sufficiently large, we have (γp
s
−1)(T nM) ⊆ TM. Indeed,
writing
γp
s
− 1 = ((γ − 1) + 1)p
s
− 1
and expanding via the binomial theorem, it suffices to show that for n sufficiently
large, we have (γ − 1)m(T nM) ⊆ TM for all 0 ≤ m ≤ ps; and this is immediate
from Lemma D.17.
We next choose a finitely generated projective A+K,A-module N such that F :=
M⊕N is free, and write N := N[1/T ], F := F[1/T ]. Extend the morphism γp
s
−1 :
M →M to the morphism f : F → F given by (γp
s
− 1, 0) : M ⊕N → M ⊕N , so
that the condition that (γp
s
−1)(M) ⊆ TM is equivalent to asking that f(F) ⊆ TF.
By our choice of n above, the morphism F → F/TF induced by f factors through
a morphism F/T nF → F/TF; since F is finitely generated, after enlarging n if
necessary, it factors through F/T nF→ T−nF/TF. The vanishing of this morphism
is obviously a closed condition; indeed it is given by the vanishing of finitely many
matrix entries, so is closed and of finite presentation, as required.
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Since RΓdiscd ×Rd Cd,h is a p-adic formal algebraic stack of finite presentation
over Spf O, it follows that so is each Wd,h,s. That Wd,h,s →֒ Wd,h,s′ is a closed
immersion of finite presentation follows immediately from a consideration of the
composite
Wd,h,s →֒ Wd,h,s′ →֒ R
Γdisc
d ×Rd Cd,h,
as we have just shown that both the composite and the second morphism are closed
immersions of finite presentation. Thus we have proved (1) and (2).
For (3), we need to show that every morphism SpecA → Wd,h, where A is an
O/̟a-algebra for some a ≥ 1, factors throughWd,h,s for s sufficiently large. As we
already noted in Definition 3.3.2, this follows from Remark 3.3.1. Since eachWd,h,s
is an Ind-algebraic stack, so is Wd,h. 
3.4. Xd is an Ind-algebraic stack. Continue to assume that K is basic. By
definition, we have a 2-Cartesian diagram
(3.4.1) Wd,h //

RΓdiscd ×Rd Cd,h

Xd // R
Γdisc
d
If h′ ≥ h then the closed immersion Cd,h →֒ Cd,h′ is compatible with the morphisms
from each of its source and target to Rd, and so we obtain a closed immersion
(3.4.2) Wd,h →֒ Wd,h′ .
By construction, the morphisms Wd,h → Xd are compatible, as h varies, with
the closed immersions (3.4.2). Thus we also obtain a morphism
(3.4.3) lim
−→
h
Wd,h → Xd.
Roughly speaking, we will prove that Xd is an Ind-algebraic stack by showing that
it is the “scheme-theoretic image” of the morphism lim
−→h
Wd,h → R
Γdisc
d induced
by (3.4.3). More precisely, choose s ≥ 0, and consider the composite
(3.4.4) Wd,h,s →Wd,h → Xd →R
Γdisc
d .
This admits the alternative factorization
Wd,h,s →Wd,h →R
Γdisc
d ×Rd Cd,h →R
Γdisc
d .
Proposition 3.3.5 shows that the composite of the first two arrows is a closed em-
bedding of finite presentation, while Corollary 3.1.5 shows that the third arrow is
representable by algebraic spaces, proper, and of finite presentation. Thus (3.4.4)
is representable by algebraic spaces, proper, and of finite presentation.
Fix an integer a ≥ 1, and write Wad,h,s := Wd,h,s ×SpfO SpecO/̟
a. Proposi-
tion 3.3.5 shows that Wd,h,s is a p-adic formal algebraic stack of finite presentation
over Spf O, and so Wad,h,s is an algebraic stack, and a closed substack of Wd,h,s.
3.4.5.Definition. We let X ad,h,s denote the scheme-theoretic image of the composite
(3.4.6) Wad,h,s →֒ Wd,h,s
(3.4.4)
−→ RΓdiscd ,
defined via the formalism of scheme-theoretic images for morphisms of Ind-algebraic
stacks developed in Appendix A.
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More concretely, since RΓdiscd is an Ind-algebraic stack, constructed as the 2-
colimit of a directed system of algebraic stacks whose transition morphisms are
closed immersions, the morphism (3.4.6), which is representable by algebraic spaces,
proper, and of finite presentation, factors through a closed algebraic substack Z of
RΓdiscd .We then define X
a
d,h,s to be the scheme-theoretic image ofW
a
d,h,s in Z. Note
that X ad,h,s is a closed algebraic substack of R
Γdisc
d , and is independent of the choice
of Z.
3.4.7.Remark. As already observed above, the morphism (3.4.6) factors through Xd.
However, since at this point we don’t know that Xd is Ind-algebraic, we can’t directly
define a scheme-theoretic image of Wad,h,s in Xd. It might be possible to do this
using the formalism of [EG19]; since (3.4.6) is proper, this scheme-theoretic image
would then coincide with X ad,h,s. We don’t do this here; but we do prove somewhat
more directly, in Lemma 3.4.9 below, that X ad,h,s is a substack of Xd.
As in Definition D.6, a lattice M in a projective e´tale ϕ-module M is a finitely
generated A+K,A-submodule of M whose AK,A-span is M . Note that M is not
assumed to be projective.
3.4.8. Lemma. Suppose thatM is a projective e´tale ϕ-module of rank d over a finite
type Artinian O/̟a-algebra A, and that M is endowed with an action of Γdisc, such
that the corresponding morphism SpecA→ RΓdiscd factors through X
a
d,h,s. Then M
contains a ϕ-invariant lattice M of T -height ≤ h, such that (γp
s
− 1)(M) ⊆ TM.
Proof. Since an Artinian ring is a direct product of Artinian local rings, it suffices
to treat the case that A is local. Let the residue field of A be F′, a finite extension
of F, and write O′ for the ring of integers in the compositum of E and W (F′)[1/p],
so that O′ has residue field F′. Let MF′ be the projective (equivalently, free) e´tale
ϕ-module of rank d over AK,F′ (endowed with an action of Γdisc) that corresponds
to the composite morphism SpecF′ → SpecA→RΓdiscd . Let CO′ be the category of
Artinian local O′/̟a-algebras for which the structure map induces an isomorphism
on residue fields. Fix a basis ofMF′ ; then by a lifting ofMF′ to an object Λ of CO′,
we mean a triple consisting of an e´tale ϕ-module MΛ which is free of rank d, a
choice of (ordered) AK,Λ-basis ofMΛ, and an isomorphism MΛ⊗ΛF
′ ∼=M of e´tale
ϕ-modules which takes the chosen basis of MΛ to the fixed basis of MF′ . Let D be
the functor CO′ → Sets taking Λ to the set of isomorphism classes of liftings ofMF′
to an e´tale ϕ-moduleMΛ with Λ-coefficients, endowed with an action of Γdisc lifting
that on MF′ .
The functor D is pro-representable by an object R of pro -CO′ , by the same
argument as in the proof of [EG19, Prop. 5.3.6]: namely, by Grothendieck’s repre-
sentability theorem, it suffices to prove the compatibility of D with fibre products
in CO′ , which is obvious. The universal liftingMR gives a morphism Spf R→R
Γdisc
d .
We let D′ denote the subfunctor of D consisting of those lifts for which there is
a lattice MΛ of F -height ≤ h and level ≤ s, with MΛ[1/T ] = M . (More precisely,
we require that T hMΛ ⊆ (1⊗ϕMΛ)(ϕ
∗MΛ) and (γ
ps−1)(MΛ) ⊆ TMΛ.) We claim
that the functor D′ is pro-representable by a quotient S of R. To see this, it is
again enough to show that D′ preserves fibre products, and in turn it is enough to
show that the property of an e´tale ϕ-module M with an action of Γdisc admitting
a ϕ-stable lattice M of T -height ≤ h, and such that (γp
s
− 1)(M) ⊆ TM, is stable
under taking direct sums and subquotients. This is obvious for direct sums, and
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the case of subquotients follows as in [EG19, Lem. 5.3.10] (which is the same result
without the conditions on Γdisc). More precisely, once checks that if we have a
short exact sequence 0 → M ′ → M → M ′′ → 0 of e´tale ϕ-modules with Λ-
coefficients and actions of Γdisc, and M is a lattice of the appropriate kind in M ,
then the kernel and image of the map M → M ′′ give the appropriate lattices M′,
M′′ in M ′, M ′′ respectively. (The properties that (γp
s
− 1)(M′) ⊆ TM′ and
(γp
s
− 1)(M′′) ⊆ TM′′ follow from a short diagram chase, using that the composite
M
(γp
s
−1)
→ M →M/TM vanishes by hypothesis.)
By the definition ofD′, the statement of the lemma is equivalent to the statement
that the tautological map R → A factors through S. Let X = Wd,h,s ×RΓdiscd
Spf R, a formal algebraic space, and let Spf T be the scheme-theoretic image of the
morphism X → Spf R. Since the morphism SpecA→RΓdiscd factors through X
a
d,h,s
by hypothesis, the morphism SpecA→ Spf R factors through Spf T , so it is enough
to show that Spf T is a closed formal subscheme of Spf R. By Lemma A.30, it in
turn suffices to show that if A′ is a finite type Artinian local R-algebra for which
R → A′ factors through a discrete quotient of R, and for which the morphism
Wd,h,s×RΓdiscd
SpecA′ → SpecA′ admits a section, then R→ A′ factors through S.
By replacing R with R⊗W (F′)κ(A
′) we can reduce to the case that A′ has residue
field F′ (cf. [EG19, Cor. 5.3.18]), so that R→ A′ factors through S if and only if the
e´tale ϕ-module corresponding to SpecA′ → RΓdiscd admits a ϕ-stable lattice MA′
of T -height ≤ h for which (γp
s
− 1)(MA′) ⊆ TMA′ . But a section to the morphism
Wd,h,s ×RΓdiscd
SpecA′ → SpecA′ gives us a morphism SpecA′ → Wd,h,s, and the
corresponding weak Wach module provides the required lattice. 
3.4.9. Lemma. Each X ad,h,s is a closed substack of Xd.
Proof. Since X ad,h,s is a closed substack of R
Γdisc
d , if it is a substack of Xd, it will in
fact be a closed substack. Thus it suffices to show that X ad,h,s is indeed a substack
of Xd. Since X
a
d,h,s is limit preserving, it is enough to check that if A is a finite type
O/̟a-algebra, then for any morphism SpecA → X ad,h,s, the composite morphism
SpecA → X ad,h,s → R
Γdisc
d factors through Xd. Equivalently, if M denotes the
e´tale ϕ-module over A, endowed with a Γdisc-action, associated to the given point
SpecA→RΓdiscd , then we must show that the Γdisc-action on M is continuous.
Let {Ai}i∈I be the directed system of Artinian quotients of A. Since A is of
finite type over O/̟a, and so Noetherian, the natural map A → B := lim
←−i
Ai is
injective. Lemma 3.4.8 shows that each base-changed module MAi admits a ϕ-
invariant lattice Mi of T -height ≤ h satisfying the condition (γ
ps − 1)(Mi) ⊆ TMi.
For each Ai, we let S(Ai) denote the set of such lattices. By [EG19, Lem. 5.3.14],
the inverse system {S(Ai)} satisfies the Mittag-Leffler property, so we find that
MB admits a lattice MB (which is ϕ-invariant, and of height ≤ h, although we
don’t need this) such that (γp
s
−1)(MB) ⊆ TMB. Intersecting MB with M , inside
MB, we obtain (by Lemma D.11) a lattice M ⊆M such that (γ
ps − 1)(M) ⊆ TM.
Lemma D.24 then shows that the Γdisc-action on M is continuous, as required. 
We now prove our first key structural result for Xd, in the case when K is basic.
3.4.10. Proposition. If K is basic, then the canonical morphism lim
−→
X ad,h,s → Xd
is an isomorphism. Thus Xd is an Ind-algebraic stack, and may in fact be written
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as the inductive limit of algebraic stacks of finite presentation, with the transition
maps being closed immersions.
Proof. Note firstly that if a′ ≥ a, h′ ≥ h and s′ ≥ s then the canonical mor-
phism X ad,h,s → X
a′
d,h′,s′ is a closed immersion by construction. By Lemma 3.4.9,
each X ad,h,s is a closed substack of Xd, so it remains to show that any morphism
T → Xd whose source is an affine scheme factors through some X
a
d,h,s, or equiva-
lently, that the closed immersion
(3.4.11) X ad,h,s ×Xd T → T
is an isomorphism, for some choice of h and s.
Since Xd is limit preserving, by Lemma 3.2.18, we can reduce to the case where
T = SpecA for a NoetherianO/̟a-algebraA. IfM denotes the e´tale (ϕ,Γ)-module
corresponding to the morphism SpecA→ Xd, then [EG19, Prop. 5.4.7] shows that
we may find a scheme-theoretically dominant morphism SpecB → SpecA such
that MB is free of rank d. If we show that the composite SpecB → SpecA → Xd
factors through X ad,h,s for some h and s, then we see that the morphism SpecB →
SpecA factors through the closed subscheme X ad,h,s ×Xd SpecA of SpecA. Since
SpecB → SpecA is scheme-theoretically dominant, this implies that (3.4.11) is
indeed an isomorphism, as required.
SinceMB is free, we may choose a ϕ-invariant free latticeM ⊆MB, of height ≤ h
for some sufficiently large value of h. Since the Γdisc-action onM , and hence onMB,
is continuous by assumption, Lemma D.24 then shows that (γp
s
−1)(M) ⊆ TM for
some sufficiently large value of s. Then M gives rise to a B-valued point of Wad,h,s,
whose image in RΓdiscd is equal to the e´tale ϕ-module MB. Thus the morphism
B → Xd corresponding to MB does indeed factor through X
a
d,h,s. 
Finally, we drop our assumption that K is basic.
3.4.12. Proposition. Let K be an arbitrary finite extension of Qp. Then Xd is an
Ind-algebraic stack, and may in fact be written as the inductive limit of algebraic
stacks of finite presentation over SpecO, with the transition maps being closed
immersions. Furthermore the diagonal of Xd is representable by algebraic spaces,
affine, and of finite presentation.
Proof. This is immediate from Propositions 3.2.16 and 3.4.10, together with Corol-
lary 3.2.8. 
3.5. Canonical actions and weak Wach modules. We now explain an alterna-
tive perspective on some of the above results, which gives more information about
the moduli stacks of weak Wach modules. The results of this section are only used
in Section 7, where we use them to establish a concrete description of Xd in the
case d = 1. For each s ≥ 0, we write Kcyc,s for the unique subfield of Kcyc which is
cyclic over K of degree ps. The following lemma can be proved in exactly the same
way as Lemma 4.3.3 below.
3.5.1.Lemma. Assume that K is basic. For any fixed a, h, there is a constant N(a, h)
such that if N ≥ N(a, h), there is a positive integer s(a, h,N) with the property that
for any finite type O/̟a-algebra A, any finite projective ϕ-module M over A+K,A
of T -height at most h, and any s ≥ s(a, h,N), there is a unique continuous action
of GKcyc,s on M
inf := Ainf,A ⊗A+K,A
M which commutes with ϕ and is semi-linear
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with respect to the natural action of GKcyc,s on Ainf,A, with the additional property
that for all g ∈ GKcyc,s we have (g − 1)(M) ⊂ T
NMinf .
We can reinterpret this result in the language of (ϕ,Γ)-modules as follows. It
is possible to prove this result purely in the world of (ϕ,Γ)-modules (by following
the proof of Lemma 4.3.3, interpreting the existence of a semilinear action of ΓKs
in terms of linear maps between twists of ϕ-modules, satisfying certain compatibil-
ities), but we have found it more straightforward to argue with Proposition 2.7.4.
3.5.2. Corollary. Assume that K is basic. For any fixed a, h, there is a con-
stant N(a, h) such that if N ≥ N(a, h), there is a positive integer s(a, h,N) with the
property that for any finite type O/̟a-algebra A, any finite projective ϕ-module M
over A+K,A of T -height at most h, and any s ≥ s(a, h,N), there is a unique semi-
linear action of 〈γp
s
〉 onM which commutes with ϕ, and with the additional property
that (γp
s
− 1)(M) ⊆ TNM.
Proof. By Lemma 3.5.1, there is a a unique continuous semi-linear action of GKcyc,s
on Minf := Ainf,A ⊗A+K,A
M which commutes with ϕ, with the additional property
that for all g ∈ GKcyc,s we have (g − 1)(M) ⊂ T
NMinf . Write M := AK,A ⊗A+K,A
M, M˜ := W (C♭)A ⊗Ainf,A M
inf . By Proposition 2.7.4, the GKcyc,s-action on M˜
endowsM with the structure of a projective (ϕ,ΓKcyc,s)-module with A-coefficients,
and M˜ with its GKcyc,s-action is recovered as M˜ =W (C
♭)A ⊗AK,A M .
Since ΓKs is topologically generated by γ
ps , and (g− 1)(M) ⊂ TNMinf , we have
(γp
s
−1)(M) ⊂ TNMinf . We also have (γp
s
−1)(M) ⊆M , and sinceM∩Minf = M
(as is easily checked, by reducing to the case that M is free, and then to the case
that it is free of rank one), we have (γp
s
− 1)(M) ⊂ TNM, as required. Finally, for
the uniqueness, note that if we have two such actions, then taking their difference
gives a nonzero ϕ-linear morphism (γp
s
)∗M → TNM, which is impossible for N
sufficiently large (see e.g. the first part of the proof of Lemma 4.3.2 below). 
We continue to assume thatK is basic. For any s ≥ 1, we write Γs,disc to denote
the subgroup of Γdisc generated by γ
ps . We write R
Γs,disc
d in obvious analogy to the
notation RΓdiscd introduced above. The result of Corollary 3.5.2 may be interpreted
as constructing a morphism
(3.5.3) Cad,h →R
Γs,disc
d
for sufficiently large values of s (depending on a and h), lying over the morphism
Cad,h →Rd. Of course there is also a morphismR
Γdisc
d →R
Γs,disc
d given by restricting
the action of Γdisc to Γs,disc.
Since the morphism R
Γs,disc
d → Rd given by forgetting the Γs,disc-action is repre-
sentable by algebraic spaces and separated (indeed, even affine — it is a base-change
of the morphism Rd → Rd ×O Rd giving the graph of the action of γ
ps , and this
latter morphism is representable by algebraic spaces and affine, since the diagonal
morphism of Rd is so), the diagonal morphism
R
Γs,disc
d → R
Γs,disc
d ×R
Γs,disc
d
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is a closed immersion. We may thus define a closed substack Zad,h,s ofR
Γdisc
d ×RdC
a
d,h
via the following 2-Cartesian diagram:
Zad,h,s
//

RΓdiscd ×Rd C
a
d,h

R
Γs,disc
d
// R
Γs,disc
d ×Rd R
Γs,disc
d
in which the lower horizontal arrow is the diagonal, and the right-hand vertical
arrow is the product of the restriction morphism and the morphism (3.5.3). In less
formal language, the stack Zad,h,s parameterizes projective rank d ϕ-modules M
over A+K,A of T -height at most h, for which M[1/T ] is endowed with a Γdisc-action
extending the canonical action of Γs,disc given by Corollary 3.5.2.
3.5.4. Proposition. Assume that K is basic. Then each Zad,h,s is contained (as a
closed algebraic substack) in Xd×Rd Cd,h, and the natural morphism lim−→a,s
Zad,h,s →
Xd ×Rd Cd,h is an isomorphism.
Proof. That Zad,h,s is a substack of Xd ×Rd Cd,h is immediate from Remark 3.3.1;
indeed, if M over A+K,A of T -height at most h, for which M[1/T ] is endowed with
a Γdisc-action extending the canonical action of Γs,disc given by Corollary 3.5.2,
then we have (γp
s
− 1)(M) ⊆ TNM ⊆ TM. Since Zad,h,s is a closed substack of
RΓdiscd ×Rd C
a
d,h, it is a closed substack of Xd ×Rd Cd,h.
To see that the natural morphism lim
−→a,s
Zad,h,s → Xd×Rd Cd,h is an isomorphism,
we need to show that it is surjective, and so we need to show that for any finite
type O/̟a-algebra A, and any projective ϕ-modules M over A+K,A of T -height
at most h, for which M[1/T ] is endowed with a continuous Γdisc-action, there is
some s ≥ 1 such that the restriction of this action to γs,disc agrees with the canonical
action of Γs,disc given by Corollary 3.5.2.
By Remark 3.3.1, there is some s′ ≥ 1 such that (γp
s′
− 1)(M) ⊆ TM. Let N =
N(a, h) be as in the statement of Lemma 3.5.1. By the equivalence of conditions
(3) and (4) of Lemma D.24, there is some s ≥ s′ such that (γp
s
− 1)(M) ⊆ TM, as
required. 
For arbitrary K (not necessarily basic) we can deduce the following description
of X ad as an Ind-algebraic stack, in the style of Lemma 3.2.10.
3.5.5. Lemma. Fix a ≥ 1. For each h, and each sufficiently large (depending
on a and h) value of s, X aK,d = lim−→h,s
X aK,d,Kbasic,h,s let X
a
K,d,Kbasic,h,s denote the
scheme-theoretic image of the base-changed morphism
Zad[Kbasic:K],h,s ×XKbasic,d[K:Kbasic] X
a
K,d → X
a
K,d,
so that X aK,d,Kbasic,h,s is a closed algebraic substack of XK,d. Then the natural
morphism lim
−→h,s
X aK,d,Kbasic,h,s → X
a
K,d is an isomorphism.
Proof. This is proved in the same way as Lemma 3.2.10, bearing in mind Proposi-
tion 3.5.4. 
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3.6. The connection with Galois representations. For a general p-adically
complete Zp-algebra A, a projective e´tale (ϕ,Γ)-module with A-coefficients need
not correspond to a family of GK-representations. It will be useful, though, to have
a version of such a correspondence in the case that A is complete local Noetherian
with finite residue field. In this case, following [Dee01] we let ÂK,A denote the
mA-adic completion of ÂK,A, and we define a formal e´tale (ϕ,Γ)-module with A-
coefficients to be an e´tale (ϕ,Γ)-module over ÂK,A in the obvious sense.
3.6.1. Remark. If A is a complete local Noetherian O-algebra, with finite residue
field, then the groupoid of formal e´tale (ϕ,Γ)-modules is equivalent to the groupoid
Xd(A) (which we remind the reader refers to the groupoid of morphisms Spf A →
Xd; here Spf A is taken with respect to the mA-adic topology on A). Indeed, by
definition, the latter groupoid may be identified with the 2-colimit lim
−→i
Xd(A/m
i
A),
which is easily seen to be equivalent to the groupoid of formal e´tale (ϕ,Γ)-modules,
via an application of [GD71, Prop. 0.7.2.10(ii)].
We let ÂurK,A denote Â
ur
K ⊗̂Zp A, where the completed tensor product is with
respect to the usual topology on ÂurK , and the mA-adic topology on A. The func-
tors TA, DA defined by
DA(V ) = (Â
ur
K,A ⊗A V )
GKcyc ,
TA(M) = (Â
ur
K,A ⊗AK,A M)
ϕ=1
then give equivalences of categories between the category of finite projective formal
e´tale (ϕ,Γ)-modules with A-coefficients, and the category of finite free A-modules
with a continuous action of GK . (In fact the results of [Dee01] do not require the
(ϕ,Γ)-modules to be projective, but we will only consider projective modules in
this paper.)
Continuing to assume that A is complete local Noetherian with finite residue
field, we let ÔE,A denote the mA-adic completion of OE,A, and we define ÔÊur,A :=
O
Êur
⊗̂Zp A, where the completed tensor product is with respect to the usual topol-
ogy on O
Êur
, and the mA-adic topology on A. Then the analogous statements
to those of the previous paragraph, relating representations of GK∞ on finite free
A-modules and e´tale ϕ-modules over ÔE,A
1 via the functors
D∞,A(V ) = (ÔÊur,A ⊗A V )
GK∞ ,
T∞,A(M) = (ÔÊur,A ⊗AK,A M)
ϕ=1,
can be proved in exactly the same way as in [Dee01] (by passage to the limit
over A/mnA).
We will also occasionally apply these statements in the case A = Fp or A = Zp
(in which case we do not need to make an mA-adic completion, as our coefficient
rings are already p-adically complete by definition). Their validity in these cases
follows from their validity in the case when A is either a finite extension of Fp,
or the ring of integers in a finite extension of Qp, and the fact that both Galois
representations and projective e´tale (ϕ,Γ)-modules over Fp and Zp arise as base
1One might refer to an e´tale ϕ-module over ÔE,A as a “formal e´tale ϕ-module over A”, but
since there are several different species of e´tale ϕ-modules under consideration throughout the
paper, we avoid using this potentially ambiguous terminology.
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changes from such finite contexts; for Galois representations, this is a well-known
consequence of the Baire category theorem and the compactness of GK and GK∞ ,
and for e´tale (ϕ,Γ)-modules, it is an immediate consequence of Lemma 3.2.18.
We can use the equivalence between Galois representations and (ϕ,Γ)-modules as
a tool to deduce facts about the finite type points of Xd. More precisely, if F/Fp is a
finite extension, then the groupoid of points x ∈ Xd(F) is canonically equivalent to
the groupoid of Galois representations ρ : GK → GLd(F). For this reason, we will
often denote such a point x simply by the corresponding Galois representation ρ.
Suppose now that F′/F is a finite extension, and that x : SpecF′ → Xd is a finite
type point, with corresponding Galois representation ρ : GK → GLd(F
′). Let O′ =
O ⊗W (F) W (F
′) be the ring of integers in the finite extension E′ =W (F′)E.
3.6.2. Proposition. There is a morphism Spf R,O
′
ρ → Xd which is versal at
the point x corresponding to ρ, an isomorphism Spf R,O
′
ρ ×Xd Spf R
,O′
ρ
∼
−→
ĜL
d,R,O
′
ρ ,Z(ρ)
, where ĜL
d,R,O
′
ρ ,Z(ρ)
denotes the completion of (GLd)R,O′ρ
along
the closed subgroup of (GLd)F′ given by the centraliser of ρ, and an isomorphism
Spf R,O
′
ρ ×(̂Xd)x
Spf R,O
′
ρ
∼
−→ ĜL
d,R,O
′,1
ρ
, where ĜL
d,R,O
′
ρ ,1
denotes the comple-
tion of (GLd)R,O′ρ
along the identity of (GLd)F′ .
Proof. The existence of the morphism follows from the theorem of Dee recalled
above, and the descriptions of the two fibre products are clear from its very def-
inition. To see that this morphism is versal, it suffices to show that if ρ : GK →
GLd(A) is a representation with A a finite Artinian O-algebra, and if ρB : GK →
GLd(B) is a second representation, with B a finite Artinian O-algebra admitting
a surjection onto A, such that the base change ρA of ρB to A is isomorphic to ρ
(more concretely, so that there exists M ∈ GLd(A) with ρ = MρAM
−1), then we
may find ρ′ : GK → GLd(B) which lifts ρ, and is isomorphic to ρB. But this is
clear: the natural morphism GLd(B) → GLd(A) is surjective, and so if M
′ is any
lift of M to an element of GLd(B), then we may set ρ
′ =M ′ρB(M
′)−1. 
3.6.3. Remark. In fact R,O
′
ρ is isomorphic to the universal lifting ring for (ϕ,Γ)-
modules lifting the (ϕ,Γ)-module corresponding to SpecF′ → Xd, an isomorphism
being given by fixing a choice of bases for the universal Galois lifting and universal
(ϕ,Γ)-lifting; but there is no canonical such isomorphism.
Because of the equivalence between (ϕ,Γ)-modules and Galois representations
with Zp-coefficients, and because of the traditional notation ρ for Galois representa-
tions, we will often denote a family of rank d projective e´tale (ϕ,Γ)-modules over T ,
i.e. a morphism T → Xd, by ρT , or some similar notation. We caution the reader
that this notation is chosen purely for its psychological suggestiveness; a family
of (ϕ,Γ)-modules over a general base T does not admit a literal interpretation in
terms of Galois representations.
3.6.4. Galois representations associated to (GK , ϕ)-modules. At times it will be
convenient to consider the Galois representations associated to (GK , ϕ)-modules.
Let A be a finite O/̟a-algebra for some a ≥ 1, and let M be a finite projective
(GK , ϕ)-module (resp. (GK∞ , ϕ)-module) with A-coefficients. Then we may apply
the equivalence of Proposition 2.7.4 to obtain an e´tale (ϕ,Γ)-module (resp. an
e´tale ϕ-module) from M ; applying the functor TA (resp. T∞,A) of Section 3.6 to
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this latter object yields a GK-representation (resp. GK∞ -representation) on a finite
free A-module, which we denote simply by TA(M) (resp. T∞,A(M)).
By passage to the limit over a, we can extend these functors to the case where A
is a finite O-algebra, and in particular to the case that A = O′ is the ring of integers
in a finite extension E′/E. As in Section 3.6, we can and do then further extend
these functors to the cases A = Zp and A = Fp.
While we have defined the functors TA(M) (resp. T∞,A(M)) via our equivalences
of categories, we note that both also admit a more direct description: namely
TA(M) =M
ϕ=1 (resp. T∞,A(M) =M
ϕ=1).
3.7. (GK , ϕ)-modules and restriction. Our goal in this subsection is to define
certain morphisms of stacks which are the analogues, for families of (ϕ,Γ)-modules,
of the restriction functors on Galois representations ρ 7→ ρ|GK∞ and ρ 7→ ρ|GL (for
any finite extension L of K).
3.7.1. Definition. We let RBK,d denote the moduli stack of rank d projective e´tale
ϕ-modules over OE,A; that is, the stack Rd constructed in Section 3.1 in the case
when AA = OE,A.
Recall that we also have the stack Xd of e´tale (ϕ,Γ)-modules of Definition 3.2.1.
We now construct a morphism Xd →RBK,d which corresponds to the restriction of
Galois representations from GK to GK∞ .
3.7.2. Proposition. There is a canonical morphism Xd → RBK,d. If A is a com-
plete local Noetherian O-algebra with finite residue field, or equals one of Fp or Zp,
then the morphism Xd(A)→RBK,d(A) is given by restriction of the corresponding
representation of GK to GK∞ .
Proof. If A is a finite type O/̟a-algebra, for some a ≥ 1, then we define a mor-
phism of groupoids Xd(A)→RBK,d(A) via the equivalences of categories of Propo-
sition 2.7.4; that is, given a finite projective e´tale (ϕ,Γ)-module with A-coefficients,
we form the corresponding finite projective e´tale (GK , ϕ)-module, which yields a
finite projective e´tale (GK∞ , ϕ)-module by restricting the GK -action to GK∞ , and
thus gives an e´tale ϕ-module over OE,A. Since both Xd and RBK,d are limit pre-
serving (by Corollary 3.1.5 and Lemma 3.2.18), it follows from [EG19, Lem. 2.5.4,
Lem. 2.5.5 (1)] that this construction determines a morphism Xd →RBK,d.
Suppose now that A is a complete local Noetherian O-algebra with finite residue
field. Recall that we have a functor TA from formal e´tale (ϕ,Γ)-modules with A-
coefficients to representations of GK with A-coefficients, and similarly a functor
T∞,A from e´tale ϕ-modules over ÔE,A to GK∞ -representations. Let M be a formal
e´tale (ϕ,Γ)-module corresponding to a morphism Spf A → Xd, and M∞ be the
e´tale ϕ-module over ÔE,A corresponding to the composite Spf A → Xd → RBK,d.
Note that we have a natural (ϕ,GK)-equivariant isomorphism
ÂurK,A ⊗A TA(M)
∼
−→ ÂurK,A ⊗AK,A M
(see for example [Dee01, Prop. 2.1.26]) and thus a natural (ϕ,GK)-equivariant
isomorphism
Ŵ (C♭)A ⊗A TA(M)
∼
−→ Ŵ (C♭)A ⊗AK,A M,
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where we write Ŵ (C♭)A for the mA-adic completion of W (C
♭)A. Similarly we have
a natural (ϕ,GK∞)-equivariant isomorphism
Ŵ (C♭)A ⊗A T∞,A(M∞)
∼
−→ Ŵ (C♭)A ⊗ÔE,A M∞.
It follows that we have a natural (ϕ,GK∞)-equivariant isomorphism
Ŵ (C♭)A ⊗A TA(M)
∼
−→ Ŵ (C♭)A ⊗A T∞,A(M∞).
We claim that taking ϕ-invariants induces an isomorphism TA(M)|GK∞
∼
−→ T∞,A(M∞).
To see this, note that since TA(M) and T∞,A(M∞) are free A-modules with a trivial
ϕ-action, we are reduced to showing that (Ŵ (C♭)A)
ϕ=1 = A, which is Lemma 3.7.3.
Finally, if A = Fp or Zp, then the result follows by taking direct limits. 
3.7.3. Lemma. Let A be a complete local Noetherian O-algebra with finite residue
field. Then (Ŵ (C♭)A)
ϕ=1 = A.
Proof. We begin by noting that there is an exact sequence
0→ Zp → W (C
♭)
1−ϕ
→ W (C♭)→ 0.
(To see that this sequence is exact, one easily reduces to showing that the sequence
0→ Fp → C
♭ 1−ϕ→ C♭ → 0
is exact, which follows from the fact that C♭ is separably closed.) Since W (C♭)
is Zp-flat, if B is any Zp-algebra we may tensor with B and obtain a short exact
sequence
0→ B →W (C♭)⊗Zp B
1−ϕ
→ W (C♭)⊗Zp B → 0.
Applying this with B = A/mnA and passing to the inverse limit over n, we have a
short exact sequence
0→ A→ Ŵ (C♭)A
1−ϕ
→ Ŵ (C♭)A → 0,
as required. 
3.7.4. Proposition. The diagonal morphism ∆ : Xd → Xd ×RBK,d Xd induced by
the morphism of Proposition 3.7.2 is a closed immersion.
Proof. The product Xd ×RBK Xd can be described explicitly as follows: its A-
valued points are pairs (M1,M2) of e´tale (ϕ,GK)-modules with a GK∞ -equivariant
isomorphism between them. The diagonal is defined by M 7→ (M,M), with the
isomorphism being the identity. To see that this defines a closed immersion, we
have to check that if we are given a pair (M1,M2) of (ϕ,GK)-modules with A-
coefficients, together with a GK∞ -equivariant isomorphism f : M1
∼
−→ M2, then
the locus where f becomes GK-equivariant is closed. That this is so follows from
Corollary B.27. (That corollary shows that, for each g ∈ GK , there is an ideal
Jg ⊆ A which cuts out the condition for the given isomorphism to commute with g.
The ideal J :=
⋂
g Jg then cuts out the condition for the given isomorphism to be
GK-equivariant.) 
We now construct the restriction maps corresponding to finite extensions of K.
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3.7.5.Lemma. Let L/K be a finite extension. There is a canonical morphism XK,d →
XL,d, which is representable by algebraic spaces, affine, and of finite presentation.
If A is a complete local Noetherian O-algebra with finite residue field, or equals one
of Fp or Zp, then the morphism XK,d(A) → XL,d(A) is given by restriction of the
corresponding representation of GK to GL.
Proof. As in the case of Proposition 3.7.2, the morphism is defined first in the case
of O-algebras that are of finite type over O/̟a for some a by applying the equiv-
alences of categories of Proposition 2.7.4: we send an e´tale (ϕ,GK)-module M to
an e´tale (ϕ,GL)-module ML via restricting the continuous GK-action to a contin-
uous GL-action. Since XK,d and XL,d are limit preserving (by Lemma 3.2.18), it
follows from [EG19, Lem. 2.5.4, Lem. 2.5.5 (1)] that this construction determines
a morphism XK,d → XL,d.
Before verifying the various claimed properties of this morphism, we confirm
that it has the claimed effect on associated Galois representations. To this end,
we note that if A is a complete local Noetherian O-algebra, then, as in the proof
of Proposition 3.7.2, it follows from the definition that we have a natural (ϕ,GL)-
equivariant isomorphism
Ŵ (C♭)A ⊗A TA(M)
∼
−→ Ŵ (C♭)A ⊗A TA(ML),
and by Lemma 3.7.3, taking ϕ-invariants induces an isomorphism TA(M)|GL
∼
−→
TA(ML). We deduce the same statement if A = Fp or A = Zp by taking direct
limits.
We now verify the claimed properties of the restriction morphism XK,d → XL,d.
Suppose firstly that L/K is Galois, and let {gi} be a set of (finitely many) coset
representatives for GL in GK . For each i, we may give g
∗
iM the structure of a
(ϕ,GL)-module by letting each h ∈ GL act as g
−1
i hgi acts on M ; then to extend
the action of GL to an action of GK is to give an isomorphism of (ϕ,GL)-modules
g∗iM → M for each index i, satisfying a slew of compatibilities. (Since GL is
open in GK , the continuity of the GK-action is automatic, given that the GL-
action that it is extending is continuous.) Since the Isom spaces for XL,d are
finite type affine group schemes, by Proposition 3.4.12, and the aforementioned
slew of compatibilities evidently give closed conditions, we see that XK,d → XL,d is
representable by algebraic spaces, and is in fact affine and of finite presentation, as
claimed.
Finally, let L/K be a general finite extension. Let M/K be the normal closure
of L/K, so that we have morphisms
XK,d → XL,d → XM,d.
By what we have already proved, both the second arrow and the composite of the
two arrows are representable by algebraic spaces and affine, and of finite presenta-
tion. An affine morphism is separated, and thus has affine and finite type diagonal.
One sees (e.g. by Lemma 3.2.6) that the diagonal of an affine morphism of finite
type (and so, in particular, the diagonal of an affine morphism of finite presenta-
tion) is furthermore of finite presentation. A standard graph argument, in which
we factor the first morphism as
XK,d →֒ XK,d ×XM,d XL,d → XL,d
(the first arrow in this factorization being the graph of the first morphism, which is
a base change of the diagonal XL,d → XL,d×XM,d XL,d, and the second arrow being
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the projection, which is a base change of the composite XK,d → XL,d → XM,d),
then shows that the first morphism is also representable by algebraic spaces and
affine, and of finite presentation. 
3.8. Tensor products and duality. IfM is a projective e´tale (ϕ,Γ)-module with
A-coefficients, we define the dual (ϕ,Γ)-module by
M∨ := HomAK,A(M,AK,A);
if A is a finite O-module, then there is a natural isomorphism T (M∨) ∼= T (M)∨.
Similarly, for each M , we let M(1) := M ⊗AK,A AK,A(1) denote the Tate twist,
where AK,A(1) denotes the free (ϕ,Γ)-module of rank 1 on which Γ acts via the
cyclotomic character and ϕ(v) = v for some generator v. (Note that if A = O then
T (AK,A(1)) = O(1), the usual Tate twist on the Galois side.) We also define the
Cartier dual M∗ := M∨(1), which again in the case that A is a finite O-algebra is
compatible with the usual notion for Galois modules. If T → Xd corresponds to a
family ρT , then we adopt the natural convention of writing ρT (1), ρ
∨
T and ρ
∗
T for
the corresponding families.
Given two projective e´tale (ϕ,Γ)-modules M1, M2 with A-coefficients of respec-
tive ranks d1, d2, we may form the tensor product (ϕ,Γ)-module M1 ⊗M2 (given
by the tensor product on underlying AK,A-modules, and the tensor product of the
actions of ϕ, Γ). If A is a finite O-module, then we have a natural isomorphism
T (M1 ⊗M2) ∼= T (M1)⊗ T (M2).
The tensor product induces a natural morphism
Xd1 ×O Xd2 → Xd1d2 ;
in particular, twisting by (the (ϕ,Γ)-module corresponding to) any characterGK →
O× gives an automorphism of each Xd. Given morphisms S → Xd1 , T → Xd2 , de-
noted by ρS and ρ
′
T , we write ρS⊠ρ
′
T for the family corresponding to the composite
S ×O T → Xd1 ×O Xd2 → Xd1d2 .
If S = T then we write ρT ⊗ ρ
′
T for the composite
T → T ×O T → Xd1 ×O Xd2 → Xd1d2 ,
where the first map is the diagonal embedding.
4. Crystalline and semistable moduli stacks
4.1. Notation. Recall from Section 2.1.14 that the embedding SA →֒ Ainf,A de-
pends on the choice of a uniformiser π of K, and of a compatible family π1/p
∞
of
p-power roots of unity in K. In this section we will want to consider all possible
choices of π and π1/p
∞
, and consequently we introduce some notation to do so. We
write π♭ ∈ O♭C for the element determined by π
1/p∞ . For each s ≥ 0 we write Kπ♭,s
for K(π1/p
s
), and Kπ♭,∞ for ∪sKπ♭,s. We write Sπ♭,A for the image of SA in Ainf,A
via the homomorphism determined by u 7→ [π♭], and OE,π♭,A for the image of OE,A
in W (C♭)A under the corresponding homomorphism. When π
♭ is fixed, we will
often write u for [π♭] when discussing Sπ♭,A. We write Eπ for the Eisenstein poly-
nomial corresponding to π. We also have a natural map θ : Ainf,A → OC,A (where
the target is defined to be the quotient of the source by the principal ideal generated
by the kernel of the usual map θ : Ainf → OC).
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4.1.1. Remark. In contrast to many papers in the literature (e.g. [BMS19, Liu12])
we do not twist the embedding S→ Ainf by ϕ. While such a twist is important in
applications involving comparisons to Fontaine’s period rings, it is more convenient
for us to use the embedding we have given here. Since ϕ is an automorphism
of Ainf , it is in any case straightforward to pass back and forth between these two
conventions.
4.2. Breuil–Kisin modules and Breuil–Kisin–Fargues modules.
4.2.1. Definition. Fix a choice of π♭. Let A be a p-adically complete O-algebra
which is topologically of finite type. We define a (projective) Breuil–Kisin module
(resp. a Breuil–Kisin–Farguesmodule) of height at most h with A-coefficients to be a
finitely generated projectiveSπ♭,A-module (resp.Ainf,A-module)M, equipped with
a ϕ-semi-linear morphism ϕ : M → M, with the property that the corresponding
morphism ΦM : ϕ
∗M → M is injective, with cokernel killed by Ehπ . If M is a
Breuil–Kisin module then Ainf,A ⊗S
π♭,A
M is a Breuil–Kisin–Fargues module.
4.2.2. Remark. Note that our definition of a Breuil–Kisin–Fargues module is less
general than the definition made in [BMS19], in that we require ϕ to take M to
itself; this corresponds to only considering Galois representations with non-negative
Hodge–Tate weights. This definition is convenient for us, as it allows us to make
direct reference to the literature on Breuil–Kisin modules. The restriction to non-
negative Hodge–Tate weights is harmless in our main results, as we can reduce
to this case by twisting by a large enough power of the cyclotomic character (the
interpretation of which on Breuil–Kisin–Fargues modules is explained in [BMS19,
Ex. 4.24]).
4.2.3. Definition. Let A be a p-adically complete O-algebra which is topologically
of finite type. A Breuil–Kisin–Fargues GK-module with A-coefficients is a Breuil–
Kisin–Fargues module with A-coefficients, equipped with a continuous semilinear
action of GK which commutes with ϕ.
Note that if Minf is a Breuil–Kisin–FarguesGK-module with A-coefficients, then
W (C♭)A⊗Ainf,AM
inf is naturally a (GK , ϕ)-module in the sense of Definition 2.7.3.
The following definition is motivated by Theorem F.11 and Corollary F.22.
4.2.4. Definition. Let A be a p-adically complete O-algebra which is topologi-
cally of finite type over O (and recall then that Ainf,A is faithfully flat over Sπ♭,A,
by Proposition 2.2.13). We say that a Breuil–Kisin–Fargues GK-module with A-
coefficients descends for π♭ or descends to Sπ♭,A if there is a Breuil–Kisin mod-
ule Mπ♭ with Mπ♭ ⊆ (M
inf)
GK
π♭,∞ and for which the natural map Ainf,A ⊗S
π♭,A
Mπ♭ →M
inf is an isomorphism.
We say that Minf admits all descents if it descends for every choice of π♭ (for
every choice of π), and if furthermore
(1) The W (k)⊗Zp A-submodule Mπ♭/[π
♭]Mπ♭ of W (k)A ⊗Ainf,A M
inf is inde-
pendent of the choice of π and π♭.
(2) The OK ⊗Zp A-submodule ϕ
∗Mπ♭/Eπ♭ϕ
∗Mπ♭ of OC,A ⊗Ainf,A,θ ϕ
∗Minf is
independent of the choice of π and π♭.
If Minf admits all descents, then we say that it is crystalline if for each π♭, and
each g ∈ GK , we have
(4.2.5) (g − 1)(Mπ♭) ⊆ ϕ
−1(µ)[π♭]Minf
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(where µ = [ε]−1 for some compatible choice of roots of unity ε = (1, ζp, ζp2 , . . . ) ∈
O♭C).
If L/K is a finite Galois extension, then we say that Minf admits all descents
over L if the corresponding Breuil–Kisin–FarguesGL-module (obtained by restrict-
ing the GK-action to GL) admits all descents.
4.2.6. Remark. There is considerable redundancy and rigidity in Definition 4.2.4.
Note in particular that if for some π♭ there exists a Sπ♭,A-moduleMπ♭ with M
inf =
Ainf,A ⊗S
π♭,A
Mπ♭ , then since Sπ♭,A → Ainf,A is faithfully flat, the Sπ♭,A-module
Mπ♭ is automatically finite projective (by [Sta, Tag 058S]).
We will find the following basic lemmas useful.
4.2.7. Lemma. Fix a choice of π. Suppose that Minf is a Breuil–Kisin–Fargues
GK-module with A coefficients, where A is a p-adically complete O-algebra which is
topologically of finite type over O. Then Minf descends for some choice of π♭ (for
our fixed π) if and only if it descends for all such choices.
Proof. If (π♭)′ is another choice of π♭, then (π♭)′/π♭ is given by a choice of primitive
pnth roots of unity. Accordingly we can choose an element g ∈ GK with g(π
♭) =
(π♭)′, so that S(π♭)′,A = g(Sπ♭,A). Then if Mπ is a descent to Sπ,A, g(Mπ) is a
descent to S(π♭)′,A. 
4.2.8. Lemma. Let A be a p-adically complete O-algebra which is topologically of
finite type over O. Suppose that Minf is a Breuil–Kisin–Fargues GK-module. Then
if Minf descends for π♭, the Breuil–Kisin module Mπ♭ is uniquely determined.
Proof. Assume to begin with that A is an O/̟a-algebra of finite type, for some
a ≥ 1. By Proposition 2.7.4, ϕ-module (W (C♭)A ⊗Ainf,A M
inf)
GK
π♭,∞ uniquely
descends to an e´tale ϕ-module M over OE,π♭,A. Thus if M1, M2 are two descents
of Minf to Sπ♭,A, then OE,π♭,A ⊗Sπ♭,A M1 and OE,π♭,A ⊗Sπ♭,A M2 coincide; they
are both equal to M .
This allows us to show that M1+M2 is also a descent of M
inf . For this, we have
to show that the natural map Ainf,A⊗S
π♭,A
(M1+M2)→M
inf is an isomorphism.
(Note that it will then follow automatically that M1+M2 is projective over Sπ♭,A,
by Remark 4.2.6.) That it is a surjection is clear, since it is already a surjection
when restricted to each summand. To see that it is an injection, we may check that
its composite with the injection Minf →֒W (C♭)A⊗Ainf,AM
inf is injective. But this
composite may be factored as the composite of the embedding
Ainf,A ⊗S
π♭,A
(M1 +M2) →֒ Ainf,A ⊗S
π♭,A
M
(obtained by tensoring the embedding M1 +M2 →֒ M with the extension Ainf,A
of Sπ♭,A, which is flat by Proposition 2.2.13), and the isomorphism
Ainf,A ⊗S
π♭,A
M ∼=
(
Ainf,A ⊗S
π♭,A
OE,π♭,A
)
⊗O
E,π♭,A
M
∼=W (C♭)A ⊗O
E,π♭,A
M ∼=W (C♭)A ⊗Ainf,A M
inf .
Since M1 +M2 is also a descent, we may replace M2 by M1 +M2, and therefore
assume that M1 ⊆M2. Since Ainf,A⊗S
π♭,A
(M2/M1) = 0, and as Sπ♭,A → Ainf,A
is faithfully flat (again by Proposition 2.2.13), we see thatM2/M1 = 0, as required.
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Suppose now that A is p-adically complete and topologically of finite type. Let
M1 and M2 be two descents of M
inf . Since SA → Ainf,A is faithfully flat (again by
Proposition 2.2.13), we find that M1/̟
a and M1/̟
a both embed into Minf/̟a,
for any a ≥ 1, and both provide descents for π♭ of Minf/̟a. Applying the
uniqueness result we’ve already proved (our coefficients now being A/̟a), we find
thatM1/̟
a andM2/̟
a coincide as submodules ofMinf/̟a. Passing to the inverse
limit over a, we find that M1 and M2 coincide as submodules of M
inf , proving the
desired uniqueness in general. 
4.3. Canonical extensions of GK∞-actions. In this section we will consider a
fixed choice of π♭, which we will accordingly drop from the notation. For each s ≥ 1,
writeKs = K(π
1/ps). We now use a variant of the arguments of [CL11], which show
that the trivial action of GK∞ on a Breuil–Kisin module with O/̟
a-coefficients
can be extended to some GKs . We begin with some preliminary lemmas, the first
of which is an analogue for Breuil–Kisin modules of [EG19, Lem. 5.2.14], and is
proved in a similar way.
4.3.1. Lemma. Let A be a p-adically complete O-algebra which is topologically of
finite type, and let M be a finite projective Breuil–Kisin module with A-coefficients
of height at most h. Then M is a direct summand of a finite free Breuil–Kisin
module over with A-coefficients of height at most h.
Proof. Since the map ΦM : ϕ
∗M → M is an injection with cokernel killed by Eh,
there is a map ΨM : M→ ϕ
∗M with ΨM ◦ΦM and ΦM ◦ΨM both being given by
multiplication by Eh. Let P be a finite projectiveSA-module such that F := M⊕P
is a finite free SA module. Set Q := P⊕M⊕P, a finite projective SA-module.
Note that M ⊕ Q ∼= F ⊕ F is a finite free SA-module, so it suffices to show
that Q can be endowed with the structure of a Breuil–Kisin module of height at
most h. Since F is free, we can choose an isomorphism ΦF : ϕ
∗F
∼
−→ F, and we
then define ΦQ : ϕ
∗Q→ Q as the composite
ϕ∗Q = ϕ∗P⊕ ϕ∗M⊕ ϕ∗P
∼
−→ ϕ∗M⊕ ϕ∗P⊕ ϕ∗P
= ϕ∗F⊕ ϕ∗M
ΦF
→ F⊕ ϕ∗P
∼
−→ P⊕M⊕ ϕ∗P
ΨM→ P⊕ ϕ∗M⊕ ϕ∗P
= P⊕ ϕ∗F
ΦF
→ P⊕ F = Q.
Every morphism in this composite other than ΨM is an isomorphism. Since ΨM ◦
ΦM = ΦM ◦ΨM = E
h, we see that ΨM is an injection with cokernel killed by E
h,
so the same is true of ΦQ, as required. 
The following lemma is proved by a standard Frobenius amplification argument,
which is in particular almost identical to the proof of [CEGS, Lem. 4.1.9].
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4.3.2. Lemma. Let Minf , Ninf be projective Breuil–Kisin–Fargues modules of height
at most h, where A is a finite type O/̟a-algebra. Suppose that N ≥ e(a+h)/(p−1).
Let
f : Minf → Ninf
be an Ainf,A-linear map, and suppose that for all m ∈ M
inf , (f ◦ ΦMinf − ΦNinf ◦
ϕ∗f)(m) ∈ upNNinf .
Then there is a unique Ainf,A-linear, ϕ-linear morphism f
′ : Minf → Ninf with
the property that for all m ∈ Minf , (f ′ − f)(m) ∈ uNNinf ; in fact, we have (f ′ −
f)(m) ∈ uN+1Ninf .
Proof. We firstly prove uniqueness. Suppose that f ′′ also satisfies the properties
that f ′ does, and write g = f ′ − f ′′, so that by assumption we have that im g ⊆
uNNinf and g ◦ ΦMinf = ΦNinf ◦ ϕ
∗g. We claim that this implies that im g ⊆
uN+1Ninf ; if this is the case, then by induction on N we have im g ⊆ uNNinf for
all N , and so g = 0 (note that since Ninf is a finite projective Ainf,A-module, N
inf
is u-adically complete and separated).
To prove the claim, note that since im g ⊆ uNNinf we have imϕ∗g ⊆ upNNinf .
By [EG19, Lem. 5.2.6] (and its proof), and the assumption that Minf has height
at most h, we have imΦMinf ⊇ u
e(a+h−1)Minf . Since g ◦ ΦMinf = ΦNinf ◦ ϕ
∗g, it
follows that
ue(a+h−1) im g ⊆ im g ◦ ΦMinf = imΦNinf ◦ ϕ
∗g ⊆ upNNinf
and since Ninf is u-torsion free, we have im g ⊆ upN−e(a+h−1)Ninf . Our assumption
on N implies that pN − e(a+ h− 1) ≥ N + 1, as required.
We now prove the existence of f ′. For any Ainf,A-linear map h : M
inf → Ninf
we set δ(h) := ΦNinf ◦ ϕ
∗h − h ◦ ΦMinf : ϕ
∗Minf → Ninf . We claim that for
any s : ϕ∗Minf → upNNinf , we can find t : Minf → uN+1Ninf with δ(t) = s. Given
this claim, the existence of f ′ is immediate, taking s = δ(f) and f ′ := f − t, so
that δ(f ′) = 0.
To prove the claim, we first prove the weaker claim that for any s as above we
can find h : Minf → uN+1Ninf with im(δ(h) − s) ⊆ up(N+1). Admitting this sec-
ond claim, we prove the first claim by successive approximation: we set t0 = h,
so that im(δ(t0) − s) ⊆ u
p(N+1). Applying the second claim again with N re-
placed by N + 1, and s replaced by s − δ(t0), we find h : M
inf → uN+2Ninf
with im(δ(h) − (s − δ(t0))) ⊆ u
p(N+2). Setting t1 = t0 + h, and proceeding induc-
tively, we obtain a Cauchy sequence converging (in the u-adically complete finite
Ainf,A-module HomAinf,A(M
inf ,Ninf)) to the required t.
Finally, we prove this second claim. If h : Minf → uN+1Ninf then imϕ∗h ⊆
up(N+1), so it suffices to show that we can find h such that h ◦ ΦMinf = −s; but
this is immediate, because the cokernel of ΦMinf is killed by u
e(a+h−1), and pN −
e(a+ h− 1) ≥ N + 1. 
The following lemma is proved by a reinterpretation of some of the arguments
of [CL11, §2].
4.3.3. Lemma. For any fixed a, h, and any N ≥ e(a+h)/(p−1), there is a positive
integer s(a, h,N) with the property that for any finite type O/̟a-algebra A, any
projective Breuil–Kisin module M of height at most h, and any s ≥ s(a, h,N), there
is a unique continuous action of GKs on M
inf := Ainf,A ⊗SA M which commutes
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with ϕ and is semi-linear with respect to the natural action of GKs on Ainf,A, with
the additional property that for all g ∈ GKs we have (g − 1)(M) ⊂ u
NMinf.
Proof. By definition, to give a semi-linear action of GKs on M
inf is to give for
each g ∈ GKs a morphism of Breuil–Kisin–Fargues modules
βg : g
∗Minf →Minf
with the property that for all g, h ∈ GKs , we have βgh = βh ◦ h
∗βg. Now, the
requirement that (g − 1)(M) ⊆ uNMinf implies that if we have two such mor-
phisms βg, β
′
g then (βg−β
′
g)(g
∗Minf) ⊆ uNMinf , so that β′g = βg by the uniqueness
assertion of Lemma 4.3.2.
We now use the existence part of Lemma 4.3.2 to construct the required action.
Since the homomorphism SA →֒ Ainf,A takes u to the Teichmu¨ller lift of (π
1/pn)n,
we can and do choose s(a, h,N) sufficiently large that for all s ≥ s(a, h,N) and g ∈
GKs , we have g(u) − u ∈ u
pNAinf,A; thus for all λ ∈ SA, we have g(λ) − λ ∈
upNAinf,A.
We claim that for each g ∈ GKs , we may define an Ainf,A-linear map
αg : g
∗Minf →Minf
with the following two properties:
• (αg ◦ Φg∗Minf − ΦMinf ◦ ϕ
∗αg)(ϕ
∗g∗Minf) ⊆ upNMinf .
• For each m ∈M, we have αg(1⊗m)−m ∈ u
NMinf .
It suffices to construct such maps in the case whenM is free; indeed, by Lemma 4.3.1,
we may write F = M ⊕P where F,P are respectively free and projective Breuil–
Kisin modules of height at most h, and given a morphism αg : g
∗Finf → Finf
satisfying our requirements (where we write Finf = Ainf,A ⊗SA F), we may obtain
the desired morphism αg : g
∗Minf → Minf by projection onto the corresponding
direct summands.
If then F is a free Breuil–Kisin module of height at most h, we choose a ba-
sis f1, . . . , fd for F, and then, for each g ∈ GKs , we define an Ainf,A-linear map
αg : g
∗Finf → Finf
(which depends on our choice of basis) by
αg(
∑
i
λi ⊗ fi) =
∑
i
λifi.
We now check that αg has the claimed properties. If ΦF(1 ⊗ fi) =
∑
j θi,jfj (so
that θi,j ∈ SA), then for any
∑
i λi ⊗ fi ∈ ϕ
∗g∗Finf , we compute that
(αg ◦ Φg∗Finf − ΦFinf ◦ ϕ
∗αg)(
∑
i
λi ⊗ fi) =
∑
i,j
λi(g(θi,j)− θi,j)fj ∈ u
pNFinf ,
while for any
∑
i λifi ∈ F (note then that each λi ∈ SA), we compute that
αg
(
1⊗(
∑
i
λifi)
)
−
∑
i
λifi = αg(
∑
i
g(λi)⊗gi)−
∑
i
λigi =
∑
i
(g(λi)−λi)gi ∈ u
NFinf ;
in both computations we have used the fact that, by our choice of s, if λ ∈ SA,
then g(λ)− λ ∈ upNFinf ⊆ uNFinf .
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Returning to the general case of a projective Breuil–Kisin module M of height
at most h, it follows from Lemma 4.3.2 that there is a unique morphism of Breuil–
Kisin–Fargues modules
βg : g
∗Minf →Minf
with im(βg − αg) ⊆ u
NAinf,A ⊗SA M. Since we have αgh = αh ◦ h
∗αg, it follows
from this uniqueness that βgh = βh ◦h
∗βg, so we have constructed an action of GKs
on Minf . It remains to check that (g − 1)(M) ⊆ uNMinf ; for this, note that, for
any m ∈M, we have
(g − 1)m = βg(1 ⊗m)−m = (βg − αg)(1 ⊗m) + αg(1⊗m)−m ∈ u
NMinf ;
here we have used the fact im(βg − αg) ⊆ u
NAinf,A ⊗SA M, together with the
second of the properties satisfied by the maps αg. 
4.4. Breuil–Kisin–FarguesGK-modules and canonical actions. We now show
that for Breuil–Kisin–FarguesGK -modules admitting descents for all π
♭, the actions
of the GK
π♭,s
⊆ GK are necessarily the canonical actions considered in Section 4.3.
4.4.1. Proposition. Let A be a finite type O/̟a-algebra, and let Minf be a Breuil–
Kisin–Fargues GK -module of height at most h with A-coefficients, which admits all
descents. Then for each choice of π♭, and each s ≥ s(a, h,N) as in Lemma 4.3.3, the
action of GK
π♭,s
agrees with the canonical action obtained from Mπ♭ in Lemma 4.3.3.
Proof. We note firstly that for each π♭ this holds for s ≫ 0 (possibly depending
on π♭). To see this, let m1, . . .mt be a set of generators for Mπ♭ as a Sπ♭,A-module.
By the continuity of the action of GK onM
inf , there is an open subgroup GL ⊆ GK
such that g ∈ GL implies (g − 1)mi ∈ [π
♭]NMinf for each i. Since this property
also holds for each g ∈ GK∞ , it holds for each element of the group generated
by GL and GK∞ , and in particular for some GKs . After possibly increasing s,
we may suppose that we have (g − 1)(Sπ♭,A) ⊆ [π
♭]NSπ♭,A for each g ∈ GKs . It
follows that (g − 1)(Mπ♭) ⊆ [π
♭]NMinf for all g ∈ GKs , so the action is canonical
by Lemma 4.3.3.
We claim that in fact we can choose s≫ 0 depending only on π, and not on π♭.
Indeed, this follows as in the proof of Lemma 4.2.7: any other choice of π♭ is of the
form g(π♭) for some g ∈ GK , and if (h − 1)(Mπ♭) ⊆ [π
♭]NMinf for all h ∈ GK
π♭,s
,
then since GK
g(π♭),s
= gGK
π♭,s
g−1 and (ghg−1 − 1)(g(Mπ♭)) ⊆ g([π
♭])NMinf , we
see that the corresponding condition holds for Mg(π♭) = g(Mπ♭).
Now fix some π and π1/p
s
, and write Kπ♭,s = K(π
1/ps). Assume that s ≥
s(a, h,N), that s is large enough that K does not contain a primitive ps+1st root
of unity, and that the action of each GK
π♭,s+1
is the canonical one. We claim
that the action of each GK
π♭
,s is also canonical. It is enough to show that the
various groups GK
π♭,s+1
(as π♭ varies over the various choices with our fixed choice
of π1/p
s
) generate GK
π♭
,s. Since each GK
π♭,s+1
is an index p subgroup of GK
π♭
,s,
and the extensions Kπ♭,s+1/Kπ♭,s are not all equal (because Kπ♭,s does not contain
a primitive ps+1st root of unity), the claim follows.
We have now shown that for all π, the action of GK
π♭
,s is canonical, provided
that s ≥ s(a, h,N) and K does not contain a primitive ps+1st root of unity. To
complete the proof, it is enough to show that if s ≥ s(a, h,N), K contains a
primitive ps+1st root of unity, and the action of each GK
π♭
,s+1 is canonical, then
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the action of each GK
π♭
,s is also canonical. In this case the extensions Kπ♭,s/K
and Kπ♭,s+1/K depend only on π, so we temporarily write them as Kπ,s, Kπ,s+1.
Let t ≥ 0 be the maximal integer such that 1+ π is a ptth power in Kπ,s. Then we
have Kπ(1+π)ps−t ,s = Kπ,s, so arguing as in the previous paragraph, it is enough
to show that Kπ(1+π)ps−t ,s+1 6= Kπ,s+1. By Kummer theory, this is equivalent to
showing that (1+π)1/p
t+1
is not a pth power in Kπ,s, which is true by the definition
of t. 
4.5. Stacks of semistable and crystalline Breuil–Kisin—Fargues modules.
We now define moduli stacks parameterizing the Breuil–Kisin–FarguesGK -modules
admitting all descents that were introduced in Definition 4.2.4.
4.5.1. Definition. For any h ≥ 0 we let Cad,ss,h denote the limit preserving category
of groupoids over SpecO/̟a determined by decreeing, for any finite type O/̟a-
algebraA, that Cad,ss,h(A) is the groupoid of Breuil–Kisin–FarguesGK-modules with
A-coefficients, which are of height at most h, and which admit all descents.
We let Cad,crys,h denote the limit preserving subcategory of groupoids of C
a
d,ss,h
consisting of those Breuil–Kisin–Fargues GK -modules M
inf which are furthermore
crystalline.
We let Cd,ss,h := lim−→a
Cad,ss,h, and let Cd,crys,h := lim−→a
Cad,crys,h.
4.5.2. Remark. This definition uniquely determines limit preserving categories fi-
bred in groupoids over O by [EG19, Lem. 2.5.4]. We will see shortly that the
inductive limits Cd,ss,h and Cd,crys,h are in fact p-adic formal algebraic stacks (The-
orem 4.5.18).
If A is a p-adically complete O-algebra, then as usual we write Cd,ss,h(A) (resp.
Cd,crys,h(A)) to denote the groupoid of morphisms from Spf A (defined using the
p-adic topology on A) to Cd,ss,h (resp. Cd,crys,h). More concretely, we have
Cd,ss,h(A) = lim−→
a
Cad,ss,h(A/̟
a),
and similarly for Cd,crys,h(A). We will typically apply this convention in the case
when A is furthermore topologically of finite type over O. In this case each of the
quotients A/̟a is of finite type over O/̟a (by the definition of topologically of
finite type), and so the objects of Cad,ss,h(A/̟
a) admit a concrete interpretation
as Breuil–Kisin–Fargues GK -modules over A. The objects of Cd,ss,h(A) and of
Cd,crys,h(A) then similarly admit a concrete interpretation.
4.5.3. Lemma. Let A be a p-adically complete O-algebra which is topologically of
finite type. Then Cd,ss,h(A) is the groupoid of Breuil–Kisin–Fargues GK-modules
with A-coefficients, which are of height at most h, and which admit all descents,
and Cd,crys,h(A) is the subgroupoid consisting of those Breuil–Kisin–Fargues GK -
modules Minf which are furthermore crystalline.
Proof. This follows from Lemma D.5. 
The following lemma is crucial: it shows that Breuil–Kisin–Fargues modules
which admit all descents give rise to (ϕ,Γ)-modules.
4.5.4. Lemma. There is a natural morphism Cd,ss,h → Xd, which on Spf A-points
(for p-adically complete O-algebras A that are topologically of finite type) is given
by extending scalars to W (C♭)A.
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Proof. As indicated in the statement of the lemma, this morphism is defined, for
finite type O/̟a-algebras, viaMinf 7→W (C♭)A⊗Ainf,AM
inf , with the target object
being regarded as an A-valued point of Xd via the equivalence of Proposition 2.7.4.
Since both Cd,ss,h and Xd are limit preserving (the former by its very construction,
and the latter by Lemma 3.2.18), it follows from [EG19, Lem. 2.5.4, Lem. 2.5.5 (1)]
that this construction determines a morphism Cd,ss,h → Xd. 
4.5.5. Remark. The proof of Lemma 4.5.4 illustrates a general principle (which was
also applied in the proofs of the results in Subsection 3.7), namely that to construct
a morphism between limit preserving stacks over SpecO/̟a, or over Spf O, it
suffices to define the intended morphism on finite type O/̟a-algebras (with a
either fixed or varying, depending on which case we are in).
Similarly, if P is any property of such a morphism that is preserved under base-
change, and that is tested by pulling back over A-valued points, then to test for the
property P , it suffices to consider such pull-backs in the case when A is of finite
type over O/̟a.
We will apply these principles consistently throughout the remainder of this
section.
For any h ≥ 0 and any choice of π♭, we write Cπ♭,d,h for the moduli stack of
rank d Breuil–Kisin modules for Sπ♭,A of height at most h, and Rπ♭,d for the
corresponding stack of e´tale ϕ-modules. By Proposition 3.7.2, we have a natural
morphism XK,d →Rπ♭,d; for each s ≥ 1, we can factor this as
XK,d → XK
π♭,s
,d →Rπ♭,d.
4.5.6.Proposition. For any fixed a, h, and any N and s(a, h,N) as in Lemma 4.3.3,
then for any s ≥ s(a, h,N) there is a canonical morphism Ca
π♭,d,h
→ X aK
π♭,s
,d ob-
tained from the canonical action of Lemma 4.3.3. This morphism fits into a com-
mutative triangle
Ca
π♭,d,h
zz✉✉
✉✉
✉✉
✉✉
✉

X aK
π♭,s
,d
// Ra
π♭,d
Proof. As discussed in Remark 4.5.5, it is enough to show that if A is a finite
type O/̟a-algebra, and M is a finite projective e´tale Breuil–Kisin module with A-
coefficients, then we can canonically extend the action of GK
π♭,∞
onW (C♭)A⊗S
π♭,A
M to an action of GK
π♭,s
, if s ≥ s(a, h,N). This is immediate from Lemma 4.3.3.

4.5.7. Lemma. The morphism Ca
π♭,d,h
→ X aK
π♭,s
,d of Proposition 4.5.6 is repre-
sentable by algebraic spaces, proper, and of finite presentation.
Proof. This follows by a standard graph argument. Namely, we write this morphism
as the composite
Caπ♭,d,h → C
a
π♭,d,h ×Ra
π♭,d
X aK
π♭,s
,d → X
a
K
π♭,s
,d.
The first arrow is proper and of finite presentation, because it is the base change
of the diagonal morphism Xd → Xd ×R
π♭,d
Xd, which is a closed immersion by
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Proposition 3.7.4. The second arrow is proper and of finite presentation because it
is the base change of the morphism Ca
π♭,d,h
→Ra
π♭,d
of Theorem 3.1.4. 
4.5.8. Definition. The morphisms of Lemma 3.7.5 and Proposition 4.5.6 allow us
to define a stack Ca
π♭,s,d,h
by the requirement that it fits into a 2-Cartesian diagram
(4.5.9) Ca
π♭,s,d,h
//

Ca
π♭,d,h

X aK,d
// X aK
π♭,s
,d
Since the lower horizontal arrow in this diagram is representable by algebraic spaces
and of finite presentation, by Lemma 3.7.5, and since Ca
π♭,d,h
is an algebraic stack
of finite presentation over O/̟a, by Theorem 3.1.4, we see that Ca
π♭,s,d,h
is also
an algebraic stack of finite presentation over O/̟a. Since the right hand vertical
arrow in this diagram is representable by algebraic spaces, proper, and of finite
presentation, by Lemma 4.5.7, so is the left hand vertical arrow.
4.5.10. Lemma. The diagonal of Ca
π♭,s,d,h
is affine and of finite presentation.
Proof. As we already noted, the morphism Ca
π♭,s,d,h
→ XK,d is representable by
algebraic spaces and proper (and so in particular is both separated and of finite
type); the claim of the lemma thus follows from Proposition 3.2.16, together with
Lemma 4.5.11 below. 
4.5.11. Lemma. Suppose that f : X → Y is a morphism of stacks over a base
scheme S which is representable by algebraic spaces, separated, and of finite type.
Suppose also that the diagonal ∆Y : Y → Y×SY is affine and of finite presentation.
Then the diagonal ∆X : X → X ×S X is affine and of finite presentation.
Proof. The diagonal morphism
X → X ×S X
may be factored as the composite of the relative diagonal
(4.5.12) X → X ×Y X
and the morphism
(4.5.13) X ×Y X → X ×S X ,
which is a base change of the diagonal morphism ∆Y . Our assumption on ∆Y ,
then, implies that the morphism eqrefeqn:second factor is affine and of finite pre-
sentation. Since X → Y is representable by algebraic spaces and separated, its
diagonal (4.5.12) is a closed immersion, and thus affine. Since it is furthermore of
finite type, the morphism (4.5.12) is also of finite presentation, by Lemma 3.2.6.
Thus ∆X is the composite of morphisms that are affine and of finite presentation,
and the lemma follows. 
4.5.14. Lemma. Let Z →֒ X be a closed immersion of stacks over a locally Noe-
therian base scheme S. If X is limit preserving, then this closed immersion is
necessarily of finite presentation.
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Proof. It is enough to show, for any morphism T → X whose source is an affine
S-scheme T , that the pulled back closed immersion T ×X Z → T is of finite presen-
tation. Since X is limit preserving, and thus the morphism T → X factors through
a morphism of S-schemes T → T ′, where T ′ is affine and of finite presentation
over S. Thus, replacing T by T ′, we may assume that T is of finite presentation
over S, and consequently Noetherian.
The base-changed morphism T ×X Z → T is thus a closed immersion into a
Noetherian scheme, and hence is of finite presentation. This proves the lemma. 
4.5.15. Proposition. For each π♭ and each s as in Proposition 4.5.6, there are
natural closed immersions Cad,crys,h → C
a
d,ss,h → C
a
π♭,s,d,h
. In particular, Cad,ss,h
and Cad,crys,h are algebraic stacks of finite presentation over O/̟
a, and have affine
diagonals.
Proof. We have already observed that Ca
π♭,s,d,h
is of finite presentation over O/̟a,
and has affine diagonal by Lemma 4.5.10. Once we construct the claimed closed
immersions, the claims of finite presentation will follow from Lemma 4.5.14; and
since closed immersions are in particular monomorphisms, the diagonals of Cd,ss,h
and Cd,crys,h are then obtained via base change from the diagonal of C
a
π♭,s,d,h
, and
are in particular affine. We thus focus on constructing these closed immersions.
Throughout the proof, we take into Remark 4.5.5, which allows us to restrict our
attention to the points of the various stacks in question that are defined over finite
type O/̟a-algebras.
Lemma 4.5.4 constructs a morphism Cad,ss,h → X
a
K,d, given by extending scalars
to W (C♭), and it follows from Lemma 4.2.8 that there is a natural morphism
Cad,ss,h → C
a
π♭,d,h
, defined via Minf 7→ Mπ♭ . The composite morphisms C
a
d,ss,h →
Ca
π♭,d,h
→ X aK
π♭,s
,d and C
a
d,ss,h → X
a
K,d → X
a
K
π♭,s
,d coincide by Proposition 4.4.1.
Thus these morphisms induce a morphism
(4.5.16) Cad,ss,h → C
a
π♭,s,d,h
To see that (4.5.16) is a monomorphism, it is enough to note that for any fi-
nite type O/̟a-algebra, and any Breuil–Kisin–Fargues module Minf over A which
admits all descents, corresponding to an A-valued point of Cad,ss,h, that M
inf =
Ainf,A ⊗S
π♭,A
Mπ♭ is determined by Mπ♭ , and the GK-action on M
inf is deter-
mined by the GK-action on W (C
♭)A ⊗Ainf,A M
inf .
We now show that (4.5.16) is a closed immersion. It is enough to do this after
pulling back to some finite type O/̟a-algebra A, where we need to show that the
conditions that Minf = Ainf,A ⊗S
π♭,A
Mπ♭ is GK-stable and admits all descents
are closed conditions. We begin with the first of these. It is enough to show that
for each g ∈ GK , the condition that g(M
inf) ⊂ Minf is closed. This condition is
equivalent to the vanishing of the composite morphism
g∗Minf →Minf [1/u]→Minf [1/u]/Minf,
and this is a closed condition by Lemma B.28.
Let Cad,GK denote the closed substack of C
a
π♭,s,d,h
for which Minf is GK-stable.
We next show that for each choice of uniformiser π′, and each (π′)♭, the condition
that Minf admits a descent to SA,(π′)♭ is a closed condition. To this end, note
that by Proposition 2.7.4, Minf [1/u] descends uniquely to S(π′)♭,A[1/u], so we have
72 M. EMERTON AND T. GEE
a morphism Cad,GK → R
a
(π′)♭,d
. Then the fibre product Cad,GK ×Ra(π′)♭,d
Ca
(π′)♭,d,h
is
the moduli space of pairs (M,M′) where M is as above, and M′ is a Breuil–Kisin
module for S(π′)♭,A of height at most h which satisfies
W (C♭)A ⊗S
(π′)♭,A
M′ =W (C♭)A ⊗S
π♭,A
M.
Consider the substack Ca
d,GK,(π′)♭
of this fibre product satisfying the condition that
(4.5.17) Ainf,A ⊗S
(π′)♭,A
M′ = Minf .
Note that this is exactly the condition that Minf admits a descent for (π′)♭, and
that M′ is this descent, so the projection Ca
d,GK,(π′)♭
→ Cad,GK is a monomor-
phism, and we need to show that it is a closed immersion. Since the projection
Cad,GK ×Ra(π′)♭,d
Ca
(π′)♭,d,h
→ Cad,GK is proper (being a base change of the proper
morphism Ca
(π′)♭,d,h
→ Ra
(π′)♭,d
), and since proper monomorphisms are closed im-
mersions, it is enough to show that Ca
d,GK,(π′)♭
is a closed substack of Cad,GK×Ra(π′)♭,d
Ca
(π′)♭,d,h
; that is, we must show that (4.5.17) is a closed condition. This again fol-
lows from Lemma B.28.
We now consider the closed substack of Ca
π♭,s,d,h
for which Minf is GK-stable and
admits a descent for each (π′)♭. We need to show that for each (π′)♭, the conditions
that
Mπ♭/[π
♭]Mπ♭ = M(π′)♭/[(π
′)♭]M(π′)♭
and
ϕ∗Mπ♭/Eπ♭ϕ
∗Mπ♭ = ϕ
∗M(π′)♭/E(π′)♭ϕ
∗M(π′)♭
are closed conditions.
The arguments in both cases are very similar (and in turn are similar to the
proof of Lemma B.28), so we only give the argument in the second case, leaving
the first to the reader. Each side is a projective OK ⊗Zp A-submodule of the
projective OC ⊗Zp A-module OC ⊗Ainf,A,θ ϕ
∗Minf , and indeed spans this module
after extension of scalars to OC. By symmetry, it is enough to show that for each
element m ∈ ϕ∗M(π′)♭/E(π′)♭ϕ
∗M(π′)♭ , the condition that m ∈ ϕ
∗Mπ♭/Eπ♭ϕ
∗Mπ♭
is closed.
Write P := ϕ∗Mπ♭/Eπ♭ϕ
∗Mπ♭ , and choose a finite projectiveOK⊗ZpA-moduleQ
such that F := P ⊕Q is free. We can think of m as an element of OC ⊗OK P and
thus as an element of OC ⊗OK F , and it is enough to check that the condition
that m ∈ F is closed. Choosing a basis for F , we reduce to the case that F is one-
dimensional, and thus to showing that the condition that an element of OC ⊗Zp A
lies in OK ⊗Zp A is closed. Since OC is a torsion-free and thus flat OK-module,
OC/̟
a is flat and thus free as a module for the Artinian ring OK/̟
a. Thus
OC ⊗Zp A is a free OK ⊗Zp A-module, and the result follows by choosing a basis.
Finally, it remains to show that the monomorphism Cad,crys,h → C
a
d,ss,h is a closed
immersion; that is, for each g ∈ GK and each π
♭ we need to show that the condition
that
(g − 1)(Mπ♭) ⊆ ϕ
−1(µ)[π♭]Minf
is a closed condition. It is enough to show that for eachm ∈Mπ♭ , the condition that
(g − 1)(m) ∈ ϕ−1(µ)[π♭]Minf is closed. Since ϕ−1(µ)[π♭]Minf is a finite projective
Ainf,A-module, this follows from Lemma B.29. 
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4.5.18.Theorem. Cd,ss,h is a p-adic formal algebraic stack of finite presentation, as
is its closed substack Cd,crys,h. In addition, both of these stacks have affine diagonal,
and each of the morphisms Cd,ss,h → Xd and Cd,crys,h → Xd is representable by
algebraic spaces, proper, and of finite presentation.
Proof. Since Cd,crys,h is a closed substack of Cd,ss,h, it suffices to prove the state-
ments of the lemma for Cd,ss,h. (Here we use the fact that a closed immersion is a
monomorphism to see that the diagonal of Cd,crys,h is obtained via base change from
the diagonal of Cd,ss,h, while we use Lemma 4.5.14 to transfer finite presentation
properties from Cd,ss,h to Cd,crys,h).
By Proposition A.10, to see that Cd,ss,h is a p-adic formal algebraic stack of finite
presentation, it is enough to show that each Cad,ss,h is an algebraic stack of finite
presentation over O/̟a, which was proved in Proposition 4.5.15. Since each Cad,ss,h
has affine diagonal, by the same proposition, we see as well that Cd,ss,h has affine
diagonal.
That Cd,ss,h → Xd is representable by algebraic spaces, proper, and of finite
presentation also follows from Proposition 4.5.15. Indeed, for each a the morphism
Cad,ss,h → Xd factors as C
a
d,ss,h → C
a
π♭,s,d,h
→ X ad , where the first morphism is a
closed immersion of finite type algebraic stacks, so it is enough to prove the same
properties for the morphism Ca
π♭,s,d,h
→ X ad ; as explained in Definition 4.5.8, this
follows from Lemma 4.5.7. 
4.5.19. Potentially crystalline and potentially semistable stacks. We now consider
the corresponding potentially semistable and potentially crystalline versions of these
moduli stacks of Breuil–Kisin–Fargues modules.
4.5.20. Definition. For a Galois extension L/K, define stacks C
L/K
d,ss,h and C
L/K
d,crys,h
as follows: for each a ≥ 1 we let C
L/K,a
d,ss,h denote the limit preserving category of
groupoids over SpecO/̟a determined by decreeing, for any finite type O/̟a-
algebra A, that C
L/K,a
d,ss,h (A) is the groupoid of Breuil–Kisin–Fargues GK -modules
with A-coefficients, which are of height at most h, and which admit all descents
over L.
We let C
L/K,a
d,crys,h denote the limit preserving subcategory of groupoids of C
a
d,ss,h
consisting of those Breuil–Kisin–Fargues GK -modules M
inf for which the action
of GL is crystalline.
We let C
L/K
d,ss,h := lim−→a
C
L/K,a
d,ss,h , and let C
L/K
d,crys,h := lim−→a
C
L/K,a
d,crys,h.
The following lemma is proved in exactly the same way as Lemma 4.5.3.
4.5.21. Lemma. Let A be a p-adically complete O-algebra which is topologically of
finite type over O. Then C
L/K
d,ss,h(A) is the groupoid of Breuil–Kisin–Fargues GK -
modules with A-coefficients, which are of height at most h, and which admit all
descents, and C
L/K
d,crys,h(A) is the subgroupoid of those Breuil–Kisin–Fargues GK -
modules Minf which are furthermore crystalline.
4.5.22. Proposition. For any Galois extension L/K, any d, and any h, C
L/K
d,ss,h is a
p-adic formal algebraic stack of finite presentation, and C
L/K
d,crys,h is a closed substack,
which is thus again a p-adic formal algebraic stack of finite presentation. Both
C
L/K
d,ss,h and C
L/K
d,crys,h have affine diagonal, and the natural morphisms C
L/K
d,ss,h → XK,d
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and C
L/K
d,crys,h → XK,d are representable by algebraic spaces, proper, and of finite
presentation.
Proof. We have a natural morphism C
L/K
d,ss,h → C
L/L
d,ss,h (given by restricting the action
of GK to GL; the target is of course just the stack denoted Cd,ss,h above, but for L
instead ofK), and a natural morphism C
L/K
d,ss,h → XK,d, and thus a natural morphism
(4.5.23) C
L/K
d,ss,h → C
L/L
d,ss,h ×XL,d XK,d
We claim that (4.5.23) is a closed immersion. Given this, the proposition fol-
lows. Indeed, by Theorem 4.5.18, C
L/L
d,ss,h is a p-adic formal algebraic stack of finite
presentation, and the morphism C
L/L
d,ss,h → XL,d is representable by algebraic spaces,
proper, and of finite presentation. Furthermore, XK,d → XL,d is representable by
algebraic spaces and of finite presentation by Lemma 3.7.5. That C
L/K
d,crys,h is a closed
substack of C
L/K
d,ss,h follows from Proposition 4.5.15. The claims on the diagonals are
proved by appeal to Lemma 4.5.11 (cf. the proof of Lemma 4.5.10).
It remains to prove the claim. It suffices to prove this after pulling pack via
a morphism SpecA → XL,d for some finite type O/̟
a-algebra A. Unwinding the
definitions, we have to show that if Minf is a Breuil–Kisin–FarguesGL-module with
A-coefficients, with a compatible action of GK on W (C
♭)A ⊗Ainf,A M
inf , then the
condition that Minf is GK-stable is a closed condition. It suffices to show that for
each g ∈ GK , the condition that g(M
inf) ⊆ Minf is a closed condition; as in the
proof of Proposition 4.5.15, this follows from Lemma B.28, applied to the composite
morphism
g∗Minf →Minf [1/u]→Minf [1/u]/Minf. 
We end this section with the following lemma, which will be used in the proof
of Proposition 4.8.10.
4.5.24.Lemma. Let R be a complete local Noetherian O-algebra with residue field F,
together with a morphism Spf R→ XK,d, and let Ĉ := C
L/K
d,ss,h×Xd Spf R. Then there
is a projective morphism of schemes C → SpecR whose mR-adic completion is iso-
morphic to Ĉ.
Proof. Note that since C
L/K
d,ss,h → Xd is is proper and representable by algebraic
spaces, we see that Ĉ is a formal algebraic space, and the morphism Ĉ → Spf R is
proper and representable by algebraic spaces. In particular, Ĉ is a proper mR-adic
formal algebraic space over Spf R.
To show that we can algebraize Ĉ, we will use an argument of Kisin, see [Kis09b,
Prop. 2.1.10], which proves a similar statement for moduli of Breuil–Kisin modules.
In order to use this, we show that we can realise C
L/K
d,ss,h as a closed substack of a
product of moduli stacks of Breuil–Kisin modules.
Let π, π′ be two choices of uniformisers of L, chosen such that π/π′ is not a
pth power, and choose compatible systems of p-power roots π♭, (π′)♭. Note that
the closure of the subgroup of GL generated by GL
π♭,∞
and GL
(π′)♭,∞
is just GL,
because its fixed field is contained in Lπ♭,∞ ∩ L(π′)♭,∞ = L, so that a continuous
action of GL is determined by its restrictions to GL
π♭,∞
and GL
(π′)♭,∞
.
Suppose firstly that L = K. We have a natural morphism
(4.5.25) Cd,ss,h → Cπ♭,d,h × C(π′)♭,d,h,
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which we claim is a monomorphism. To see this, it is enough to note that Minf =
Ainf,A ⊗S
π♭,A
Mπ♭ is determined by Mπ♭ , while the GK -action on M
inf is deter-
mined by the actions of GK
π♭,∞
and GK
(π′)♭,∞
, which are in turn determined by
the conditions that they act trivially on Mπ♭ and M(π′)♭ respectively.
We may factor(4.5.25) as the composite
Cd,ss,h → (Cπ♭,d,h × C(π′)♭,d,h)×(Rπ♭,d×R(π′)♭,d) Xd → Cπ♭,d,h × C(π′)♭,d,h.
Since the composite is a monomorphism, the first morphism is a monomorphism.
This first morphism is proper (by Corollary 3.1.5), so it is in fact a closed immersion.
Thus Ĉ is a closed algebraic subspace of
(Cπ♭,d,h ×Rπ♭,d Spf R)× (C(π′)♭,d,h ×R(π′)♭,d Spf R).
By the Grothendieck Existence theorem for algebraic spaces [Knu71, Thm. V.6.3]
(and the symmetry between π♭ and (π′)♭), we are therefore reduced to showing
that the morphism Cπ♭,d,h×Rπ♭,d Spf R→ Spf R can be algebraized to a projective
morphism. In the case h = 1, this is [Kis09b, Prop. 2.1.10] (bearing in mind
the main result of [BL95], as in the proof of [Kis09b, Prop. 2.1.7]), and the case of
general h can be proved in exactly the same way, as explained in the proof of [Kis10,
Prop. 1.3]; the key point is that Cπ♭,d,h ×Rπ♭,d Spf R inherits a natural very ample
(formal) line bundle from the affine Grassmannian.
We now consider the case of a general finite Galois extension L/K, where we
argue as in the proof of Proposition 3.7.5. Let {gi} be a set of coset representatives
for GL in GK . By definition, to give an object of C
L/K
d,ss,h(A) (for some A) is the
same as giving an object of C
L/L
d,ss,h(A), together with an extension of the action
of GL on the underlying Breuil–Kisin–Fargues module M
inf
A to an action of GK .
Now, for each i we can give g∗iM
inf
A the structure of a Breuil–Kisin–Fargues module
by letting h ∈ GL act as g
−1
i hgi acts on M
inf
A ; it follows from the definitions that
g∗iM
inf
A is also an object of C
L/L
d,ss,h(A). Then to give an extension of the action of GL
on MinfA to an action of GK is to give for each i an isomorphism g
∗
iM
inf
A →M
inf
A of
objects of C
L/L
d,ss,h(A), satisfying a slew of compatibilities.
These various compatibilities are closed conditions, so that if IL/L denotes the
inertia stack of C
L/L
d,ss,h, we see that there is a closed immersion
(4.5.26) C
L/K
d,ss,h →֒ I
L/L ×
C
L/L
d,ss,h
× · · · ×
C
L/L
d,ss,h
IL/L
(where the right-hand contains one copy of IL/L for each coset representative gi).
Now, we have
IL/L = C
L/L
d,ss,h ×CL/Ld,ss,h×C
L/L
d,ss,h
C
L/L
d,ss,h,
and since C
L/L
d,ss,h has affine diagonal by Theorem 4.5.18, I
L/L is affine over C
L/L
d,ss,h,
and therefore IL/L ×XL,d Spf R admits a natural ample formal line bundle, pulled
back from the natural very ample formal line bundle on C
L/L
d,ss,h ×XL,d Spf R, whose
existence we established above. It follows from (4.5.26) that C
L/K
d,ss,h ×XL,d Spf R
inherits a natural ample formal line bundle, and the result follows from another
application of [Knu71, Thm. V.6.3]. 
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4.6. Inertial types. In this section we examine how to extract the inertial type
of the Galois representation associated to a Breuil–Kisin–Fargues GK-module; in
Section 4.7 we study the same problem for Hodge–Tate weights, and in Section 4.8
we use these results to define our moduli stacks of potentially semistable and po-
tentially crystalline representations of fixed inertial and Hodge type.
In contrast to the rest of the paper, in this and the following sections we will need
to consider Kisin modules with coefficients with p inverted. To this end, we will
write A◦ and B◦ for p-adically complete flat O-algebras which are topologically
of finite type over O, and write A = A◦[1/p], B = B◦[1/p]. We hope that this
change of notation will not cause any confusion. We will freely use that if A◦ is
topologically of finite type over O, then A := A◦[1/p] is Noetherian and Jacobson
([FK18, §0, Prop. 9.3.2, 9.3.10]), and the residue fields of the maximal ideals of A
are finite extensions of K ([FK18, §0, Cor. 9.3.7]).
Let L/K be a finite Galois extension with inertia group IL/K , and suppose now
that E is large enough that it contains the images of all embeddings L →֒ Qp, that
all irreducible E-representations of IL/K are absolutely irreducible, and that every
irreducible Qp-representation of IL/K is defined over E. Write l for the residue
field of L, and write L0 =W (l)[1/p].
Let MA◦ be a Breuil–Kisin–Fargues GK-module with A
◦-coefficients which ad-
mits all descents over L, and write MA◦ := MA◦,π♭/[π
♭]MA◦,π♭ for the module
considered in Definition 4.2.4 (1) (for some choice of π♭, with π a uniformiser of L).
Then MA◦ has a natural W (l)⊗Zp A-semilinear action of Gal(L/K), which is de-
fined as follows: if g ∈ Gal(L/K), then g(MA◦,π♭) = MA◦,g(π♭) (see the proof of
Lemma 4.2.7), so the morphism g : MA◦,π♭ → g(MA◦,π♭) = MA◦,g(π♭) induces a
morphism
g : MA◦,π♭/[π
♭]MA◦,π♭ →MA◦,g(π♭)/[g(π
♭)]MA◦,g(π♭),
and the source and target are both canonically identified with MA◦ .
The action of Gal(L/K) on MA◦,π♭ induces a L0 ⊗Qp A-linear action of IL/K
on the projective L0 ⊗Qp A-module MA◦,g(π♭) ⊗A◦ A. Fix a choice of embedding
σ : L0 →֒ E, and let eσ ∈ L0 ⊗Qp E be the corresponding idempotent. Then
eσ(MA◦,g(π♭) ⊗A◦ A) is a projective A-module of rank d, with an A-linear action
of IL/K . (Indeed, since MA◦ is a finite projective SA-module of rank d, MA◦ is a
finite projectiveW (k)⊗ZpA
◦-module of rank d, andMA◦⊗A◦A is a finite projective
L0 ⊗Qp A-module of rank d. It follows that eσ(MA◦ ⊗A◦ A) is a finite projective
A-module of rank d.)
Note that up to canonical isomorphism, this module does not depend on the
choice of eσ: indeed the induced action of ϕ commutes with IL/K and induces iso-
morphisms between the eσ(MA◦,g(π♭)⊗A◦A) (with σ varying), because the cokernel
of ϕ is killed by Eπ♭ , which is a unit in our setting (in which [π
♭] = 0 and p is a
unit).
4.6.1. Definition. Let MinfA◦ be as above. Then we write
WD(MinfA◦) := eσ(MA◦,g(π♭) ⊗A◦ A),
a projective A-module of rank d with an A-linear action of IL/K .
4.6.2.Proposition. Let A◦ be a p-adically complete flat O-algebra which is topolog-
ically of finite type over O, and write A = A◦[1/p]. Let MinfA◦ and MA◦ be as above,
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and fix σ : L0 →֒ E. Then WD(M
inf
A◦) is a finite projective A-module of rank d
with an action of IK , whose formation is compatible with base changes A
◦ → B◦
of p-adically complete flat O-algebras which are topologically of finite type over O.
Proof. Writing u for [π♭], the compatibility of formation with base change reduces
to the observation that the natural map SA ⊗A B → SB induces an isomorphism
SB/uSB ∼= (SA/uSA)⊗A B. 
Let τ be a d-dimensional E-representation of IL/K .
4.6.3. Definition. In the setting of Proposition 4.6.2, we say that MinfA◦ has inertial
type τ if WD(MinfA◦) is isomorphic to the base change of τ to A.
4.6.4. Corollary. In the setting of Proposition 4.6.2, we can decompose SpecA as
the disjoint union of closed subschemes SpecAτ , where SpecAτ is the locus over
which MinfA◦ has inertial type τ . Furthermore, the formation of this decomposition is
compatible with base changes A◦ → B◦ of p-adically complete flat O-algebras which
are topologically of finite type over O.
Proof. By Proposition 4.6.2 (more precisely, by the compatibility with base change),
we can define SpecAτ to be the locus over whichMinfA◦ has inertial type τ . That SpecA
is actually the disjoint union of the SpecAτ follows easily from our assumptions
on E, and standard facts about the representation theory of finite groups in char-
acteristic zero. For lack of a convenient reference, we sketch a proof as follows.
Since E has characteristic zero, the representation P := ⊕rr is a projective
generator of the category of E[IL/K ]-modules, where r runs over a set of represen-
tatives for the isomorphism classes of irreducible E-representations of IL/K . Our
assumption that E is large enough that each r is absolutely irreducible furthermore
shows that EndIL/K (r) = E for each r, so that EndIL/K (P ) =
∏
r E.
Standard Morita theory then shows that the functor M 7→ HomIL/K (P,M) in-
duces an equivalence between the category of E[IL/K ]-modules and the category
of
∏
r E-modules. Of course, a
∏
r E-module is just given by a tuple (Nr)r of E-
vector spaces, and in this optic, the functor HomIL/K (P, –) can be written as M 7→(
HomIL/K (r,M)
)
r
, with a quasi-inverse functor being given by (Nr) 7→
⊕
r r⊗ENr.
It is easily seen (just using the fact that HomIL/K (P, –) induces an equivalence of
categories) that M is a finitely generated projective A-module, for some E-algebra
A, if and only if each HomIL/K (r,M) is a finitely generated projective A-module.
Writing the various τ in the form ⊕rr
nr , we are done. 
4.7. Hodge–Tate weights. Let A◦ be a p-adically complete flat O-algebra which
is topologically of finite type over O, and let MinfA◦ be a Breuil–Kisin–Fargues GK -
module of height at most h with A◦-coefficients, which admits all descents. We
now explain how to interpret the condition that MinfA◦ has a fixed Hodge type,
following [Kis08, Lem. 2.6.1, Cor. 2.6.2] (but bearing in mind the corrections to
these results explained in [Kis09a, A.4]). We would like to thank Mark Kisin for
a helpful conversation about these results, and for some suggestions regarding the
proof of Proposition 4.7.1.
Fix some choice of π♭, and write MA◦ for Mπ♭,A◦ , and u for [π
♭]. For each 0 ≤
i ≤ h we define Fili ϕ∗MA◦ = Φ
−1
MA◦
(E(u)iMA◦), and we set Fil
i ϕ∗MA◦ = ϕ
∗MA◦
for i < 0. The point of this definition is that it captures the Hodge filtration.
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Indeed, if A◦ is a finite flat O-algebra, and A = A◦[1/p], then we have a rep-
resentation of GK on a free A-module given by VA(M
inf
A◦) = TA◦(M
inf
A◦) ⊗A◦ A.
As explained in Section F.23 (or see the proof of [Kis08, Cor. 2.6.2]), there is a
natural identification of DdR(VA(M
inf
A◦)) with (ϕ
∗MA◦/E(u)ϕ
∗M) ⊗A◦ A, under
which FiliDdR(VA(M
inf
A◦)) is identified with (Fil
i ϕ∗MA◦/E(u) Fil
i−1 ϕ∗MA◦) ⊗A◦
A; in particular, this latter module is a finite projective OK ⊗Zp A-module. The
following proposition shows that the same conclusion holds for more general choices
of A◦; the proof uses the special case that A◦ is a finite flat O-algebra as an input.
4.7.1. Proposition. Let A◦ be a p-adically complete flat O-algebra which is topo-
logically of finite type over O, and write A = A◦[1/p]. Let MinfA◦ and MA◦ be as
above. For each 0 ≤ i ≤ h,
(Fili ϕ∗MA◦/E(u) Fil
i−1 ϕ∗MA◦)⊗A◦ A
is a finite projective K ⊗Qp A-module, whose formation is compatible with base
changes A◦ → B◦ of p-adically complete flat O-algebras which are topologically of
finite type over O.
Proof. For any morphism of O-algebras A◦ → B◦, we write MB◦ := SB◦ ⊗SA◦
MA◦ . We begin by showing (following the proof of [Kis08, Lem. 2.6.1]) that for any
p-adically complete O-algebra A◦ which is topologically of finite type over O, both
MA◦/ imΦMA◦ and ϕ
∗MA◦/Fil
h ϕ∗MA◦ are finite projective OK ⊗Zp A
◦-modules,
whose formation is compatible with arbitrary base changes A◦ → B◦ (with B◦ also
topologically of finite type).
Indeed, that MA◦/ imΦMA◦ is a finite projective OK ⊗Zp A
◦-module whose for-
mation is compatible with base change follows as in the proof of [Kis08, Lem. 2.6.1]
from the fact that ΦM remains injective after any base change (because E(u) re-
mains a non-zero-divisor after any base change), and the result for ϕ∗MA◦/Fil
h ϕ∗MA◦
follows from this and the short exact sequence
0→ ϕ∗MA◦/Fil
h ϕ∗MA◦ →MA◦/E(u)
hMA◦ →MA◦/ imΦMA◦ → 0.
We claim that for each 0 ≤ i ≤ h, (Filh ϕ∗MA◦/E(u)
i Filh−i ϕ∗MA◦)⊗A◦ A is a
finite projective K⊗Qp A-module whose formation is compatible with base change.
Admitting the claim, the proposition follows from the short exact sequence
0→ Fili ϕ∗MA◦/E(u) Fil
i−1 ϕ∗MA◦
E(u)h−i
→ Filh ϕ∗MA◦/E(u)
h−i+1 Fili−1 ϕ∗MA◦
→ Filh ϕ∗MA◦/E(u)
h−i Fili ϕ∗MA◦ → 0
(4.7.2)
(because after tensoring with A, the second and third terms are projective and
compatible with base change, so that the sequence splits, and the first term is also
projective and compatible with base change).
To prove the claim, we firstly consider for each 0 ≤ i ≤ h the finite OK ⊗Zp A
◦-
module
ϕ∗MA◦/(E(u)
iϕ∗MA◦ + Fil
h ϕ∗MA◦).
Since this is the cokernel of the morphism
E(u)iϕ∗MA◦ → ϕ
∗MA◦/Fil
h ϕ∗MA◦ ,
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we see that its formation is compatible with base change. We have a short exact
sequence
0→ Filh ϕ∗MA◦/E(u)
i Filh−i ϕ∗MA◦ → ϕ
∗MA◦/E(u)
iϕ∗MA◦
→ ϕ∗MA◦/(E(u)
iϕ∗MA◦ + Fil
h ϕ∗MA◦)→ 0,
(4.7.3)
in which the second and third terms are compatible with base change, and we
need to prove that after inverting p, the first term is projective and is of formation
compatible with base change. To this end, note firstly that as discussed above,
if A◦ is a finite flat O-algebra, then each (Fili ϕ∗MA◦/E(u) Fil
i−1 ϕ∗MA◦) ⊗A◦ A
is a finite projective K ⊗Qp A-module, and it follows from (4.7.2) and an easy
induction that the same is true of (Filh ϕ∗MA◦/E(u)
i Filh−i ϕ∗MA◦)⊗A◦ A.
To simplify notation, we write (4.7.3) as 0 → K(A◦) → M1 → M2 → 0, and
for any A◦-algebra C, we write K(C) for the kernel of the surjection M1 ⊗A◦ C →
M2⊗A◦C. In particular for B
◦ as in the statement of the proposition, and if as usual
we writeB := B◦[1/p], then we haveK(B) = (Filh ϕ∗MB◦/E(u)
i Filh−i ϕ∗MB◦)⊗B◦
B; so we need to show that K(A) is projective, and that K(B) = K(A)⊗A B.
Let m be a maximal ideal of A, so that A/mi is a finite E-algebra for each i.
Then since Âm is a flat A-algebra, and the formation of kernels commutes with
limits, we see that
K(A)⊗A◦ Âm = K(Âm) = lim←−
i
K(A/mi).
Since A/mi is a finite E-algebra, we see that K(A/mi) is a finite projective (K⊗Qp
A)/mi-module of rank bounded independently of i. It follows that K(A)⊗A◦ Âm is
a finite projective OK ⊗Zp Âm-module. Since Am is Noetherian, Âm is a faithfully
flat Am-algebra, so that K(A) ⊗A◦ Am is a finite projective OK ⊗Zp Am-module.
Since this holds for all m, we see that K(A) is a finite projective OK⊗ZpA-module,
as claimed.
It remains to show that we have K(B) = K(A) ⊗A B. We have a natural
surjective morphism of finite projective K ⊗Qp B-modules
(4.7.4) K(A)⊗A B → K(B),
which we need to show is an isomorphism. Note firstly that if B = A/m for some
maximal ideal m of A, then this follows from the previous paragraph. Now suppose
that B is general. Since the kernel of (4.7.4) is in particular a finite projective
B-module, is enough to prove that for any maximal ideal mB of B, (4.7.4) becomes
an isomorphism after tensoring with B/mB. Suppose that mB lies over a maximal
ideal m of A, so that B/mB is a finite field extension of A/m; we need to show that
the induced surjection
K(A/m)⊗A/m B/mB → K(B/mB)
is an isomorphism. Each side is determined by the de Rham filtration on the
correspondingGK-representation, which is compatible with the extension of scalars,
so we are done. 
In what follows, we will frequently work in the relative setting of an exten-
sion L/K. To this end, we let A◦ be a p-adically complete flat O-algebra, with
A := A◦[1/p], let L/K be a finite Galois extension, and let MinfA◦ be a Breuil–Kisin–
Fargues GK-module of rank d and height at most h with A
◦-coefficients, which
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admits all descents over L. Fix some choice of π♭ a uniformiser of L, write MA◦
for Mπ♭,A◦ , and u for [π
♭]. Applying Proposition 4.7.1, with L in place of K, we
obtain a projective L⊗QpA-module (ϕ
∗MA◦/E(u)ϕ
∗MA◦)⊗A◦A, which is filtered
by projective submodules. This filtered module has a natural action of Gal(L/K),
which is semi-linear with respect to the action of Gal(L/K) on L⊗QpA induced by
its action on the first factor. Since L/K is a Galois extension, the tensor product
L ⊗Qp A is an e´tale Gal(L/K)-extension of K ⊗Qp A, and so e´tale descent allows
us to descend (ϕ∗MA◦/E(u)ϕ
∗MA◦) ⊗A◦ A to a filtered module over K ⊗Qp A;
concretely, this descent is achieved by taking Gal(L/K)-invariants. This leads to
the following definition.
4.7.5. Definition. In the preceding situation, we write
DdR(M
inf
A◦) :=
(
(ϕ∗MA◦/E(u)ϕ
∗MA◦)⊗A◦ A
)Gal(L/K)
,
and more generally, for each i ≥ 0, we write
FiliDdR(M
inf
A◦) :=
(
(Fili ϕ∗MA◦/E(u) Fil
i−1 ϕ∗MA◦)⊗A◦ A
)Gal(L/K)
(and for i < 0, we write FiliDdR(M
inf
A◦) := DdR(M
inf
A◦)). The property of being
a finite rank projective module is preserved under e´tale descent, and so we find
that DdR(M
inf
A◦) is a rank d projective K ⊗Qp A-module, filtered by projective
submodules.
Since A is an E-algebra, we have the product decomposition K ⊗Qp A
∼
−→∏
σ:K →֒E A, and so, if we write eσ for the idempotent corresponding to the factor
labeled by σ in this decomposition, we find that
DdR(M
inf
A◦) =
∏
σ:K →֒E
eσDdR(M
inf
A◦),
where each eσDdR(M
inf
A◦) is a projective A-module of rank d. For each i, we write
Fili eσDdR(M
inf
A◦) = eσ Fil
iDdR(M
inf
A◦).
Each Fili eσDdR(M
inf
A◦) is again a projective A-module.
The base-change property proved in Proposition 4.7.1 shows that the various
quotients Fili eσDdR(M
inf
A◦)/Fil
i+1 eσDdR(M
inf
A◦) are again projective A-modules.
Phrased more geometrically, then, we see that each eσDdR(M
inf
A◦) gives rise to a
vector bundle over SpecA which is endowed with a filtration by subbundles. We
may thus decompose SpecA into a disjoint union of open and closed subschemes
over which the ranks of the various subbundles Fili eσDdR(M
inf
A◦) (or equivalently,
the ranks of the various constituents Fili eσDdR(M
inf
A◦)/Fil
i+1 eσDdR(M
inf
A◦) of the
associated graded bundle) are constant.
To encode this rank data, and the corresponding decomposition of SpecA, it is
traditional to use the terminology of Hodge types, which we now recall.
4.7.6. Definition. A Hodge type λ of rank d is by definition a set of tuples of
integers {λσ,i}σ:K →֒Qp,1≤i≤d with λσ,i ≥ λσ,i+1 for all σ and all 1 ≤ i ≤ d− 1.
If D := (Dσ)σ:K →֒E is a collection of rank d vector bundles over SpecA, labeled
(as indicated) by the embeddings σ : K →֒ E, then we say that D has Hodge type
λ if FiliDσ has constant rank equal to #{j | λσ|K,j ≥ i}.
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4.7.7. Corollary. In the preceding context, if λ is a Hodge type of rank d, then
we let SpecAλ denote the open and closed subset of SpecA over which the tuple(
eσDdR(M
inf
A◦)
)
of filtered vector bundles is of Hodge type λ. We have a correspond-
ing decomposition
(4.7.8) SpecA =
∐
λ
SpecAλ,
labeled by the set of Hodge types λ of rank d. This decomposition is compatible with
base changes A◦ → B◦ of p-adically complete flat O-algebras which are topologically
of finite type over O.
Proof. This follows from the preceding discussion. 
We can immediately combine corollaries 4.6.4 and 4.7.7, obtaining the following
result
4.7.9. Corollary. In the preceding situation, we have a decomposition
(4.7.10) SpecA =
∐
λ,τ
SpecAλ,τ ,
labeled by the set of Hodge types λ of rank d, and the set of inertial types τ of IL/K .
This decomposition is compatible with base changes A◦ → B◦ of p-adically complete
flat O-algebras which are topologically of finite type over O. The Breuil–Kisin–
Fargues GK-module M
inf
A◦ is of Hodge type λ and inertial type τ if and only if
Aλ,τ = A.
4.7.11. Remark. A priori, the tuple of filtered vector bundles
(
eσDdR(M
inf
A◦)
)
σ:K →֒E
on SpecA, and hence the decomposition (4.7.8) of SpecA, depends on the descent
Mπ♭,A◦ , and hence on the choice of π
♭. However, Theorem 4.7.12 implies in fact
that the decomposition (4.7.8) is independent of the choice of π♭; see Remark 4.7.13
for a more detailed explanation of this.
The following key theorem relates the constructions of this section, and the
previous one, to the p-adic Hodge theory of GK-representations. If B is a finite E-
algebra, then we say that a sub-O-algebra B◦ ⊆ B is an order of B if B◦[1/p] = B,
and B◦ is a finite O-algebra.
4.7.12. Theorem. Suppose that A◦ is a finite flat O-algebra, or that A◦ = Zp.
Let M be a (GK , ϕ)-module with A
◦-coefficients, and write VA(M) = TA◦(M)[1/p].
Let L/K be a finite Galois extension. Then VA(M)|GL is semistable with Hodge–
Tate weights in [0, h] if and only if there is an order (A◦)′ of A := A◦[1/p] that con-
tains A◦, and a Breuil–Kisin–Fargues GK-module M
inf
(A◦)′ with (A
◦)′-coefficients,
which is of height at most h, which admits all descents over L, and which satisfies
M(A◦)′ =W (C
♭)(A◦)′ ⊗Ainf,(A◦)′ M
inf
(A◦)′ .
Furthermore VA(M)|GL is crystalline if and only if M
inf
(A◦)′ is crystalline as a
Breuil–Kisin–Fargues GL-module with (A
◦)′ coefficients.
In either case, the inertial type of VA(M) is given by Definition 4.6.3, and the
Hodge type is determined by applying Definition 4.7.6 to the tuple
(
eσDdR(M
inf
(A◦)′)
)
σ:K →֒E
arising from Definition 4.7.5.
Proof. By an easy limit argument, the case that A◦ = Zp follows from the case
that A◦ is a finite flat O-algebra, which we assume is the case from now on. Then
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A is a product of Artinian local E-algebras; replacing A by one of these factors (and
A◦ by the image of A◦ in this factor) we may thus assume that A is local. Then
the residue field E′ of A is a finite extension of E, and A is naturally an E′-algebra.
Relabelling E′ as E if necessary, we can and do assume that E′ = E.
Suppose firstly that (A◦)′ and Minf(A◦)′ exist. Then if we simply forget the (A
◦)′-
coefficients and consider Minf(A◦)′ as a Breuil–Kisin–Fargues GK-module with Zp-
coefficients, the theorem follows from Corollaries F.22 and F.24. Conversely, sup-
pose that VA(M)|GL is semistable with Hodge–Tate weights in [0, h]. By Corol-
lary F.22 there is a unique Breuil–Kisin–FarguesGK-moduleM
inf with Zp-coefficients
which is of height at most h and admits all descents over L, and satisfies
M =W (C♭)⊗Ainf M
inf .
For each π♭ we have by definition a descent Mπ♭ of M
inf . Fix some choice of π♭,
write u for [π♭], and write S for Sπ♭ and M for Mπ♭ .
We now follow the proof of [Kis08, Prop. 1.6.4]. In particular, we work for the
most part with the Breuil–Kisin module M, rather than the Breuil–Kisin–Fargues
module Minf . It is possible that by using [BMS19, Prop. 4.13], we could make
our arguments with Minf itself, but since this does not seem likely to significantly
simplify the proof, and would make it harder for the reader to compare to the
arguments of [Kis08], we have not attempted to do this.
Note firstly thatM ⊂Minf ⊆M are stable under the action of A◦ onM . Indeed,
since A◦ is local, it is enough to check stability under the action of (A◦)×. In the
case of Minf it is immediate from the unicity of Minf that we have Minf = aMinf
for any a ∈ (A◦)×, and similarly for M it follows from Lemma 4.2.8.
In particular M is naturally a finite SA◦ -module. While M need not be a pro-
jective SA◦ -module, OE,A◦⊗SA◦ M is a projective OE,A◦ -module, because after the
faithfully flat base extension OE,A◦ →֒ W (C
♭)A◦ it is identified with M . It follows
from [Kis08, Lem. 1.6.1] that M[1/p] is a projective SA◦ [1/p]-module, necessarily
of rank d.
In fact, it will be useful to note that M[1/p] is actually free of rank d. To see
this, it suffices to prove it after base-changing to (SA◦)[1/p]red = (SA◦
red
)[1/p].
Now A◦red[1/p] is a finite extension E
′ of E, so that A◦red is an order in E
′, and in
particular is of finite index in OE′ . Thus we have isomorphisms
(SA◦
red
)[1/p] ∼= SOE′ [1/p]
∼=
∏
σ:W (k)→֒OE′
OE′ [[u]][1/p].
Since OE′ [[u]][1/p] is a PID (by the Weierstrass preparation theorem), any finitely
generated projective module over (SA◦
red
)[1/p] of constant rank is necessarily free.
Now letM′O denote the image ofM under the projectionM[1/u]→M[1/u]⊗AE
(the map A→ E being the projection fromA to its residue field), and letM′O ⊂MO
be the canonical inclusion (with finite cokernel) ofM′O into the corresponding finite
projective SO-module. (The existence of MO follows from the structure theory
of S-modules, see [BMS19, Prop. 4.3]. Concretely, we have MO = M
′
O[1/u] ∩
M′O[1/p].) The module MO is again a Breuil–Kisin module of height at most h.
Choose anO-basis forMO, and lift it to aSA◦ [1/p]-basis ofM[1/p]. Choose (A
◦)′
such that the matrix of ΦM[1/p] with respect to this basis have entries in (A
◦)′; in-
deed, we can choose (A◦)′ to be the A◦-subalgebra of A generated by these matrix
coefficients, which is a finitely generated subalgebra because the images of these
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coefficients modulo the (nilpotent) maximal ideal of A all lie in O. Let M(A◦)′ be
the S(A◦)′-submodule of M[1/p] spanned by this basis. Then M(A◦)′ is ϕ-stable by
construction, and satisfies W (C♭)(A◦)′ ⊗S(A◦)′ M(A◦)′ = OE ⊗S M.
We claim that M(A◦)′ is a Breuil–Kisin module of height at most h, i.e. that
the cokernel of ΦM(A◦)′ is killed by E(u)
h. This cokernel is as an S-module a
successive extension of copies of the cokernel of ΦMO (the injectivity of Φ implies
that the formation of the cokernel of Φ is exact), and is in particular p-torsion free
(by [Kis09b, Lem. 1.2.2 (2)]). After inverting p the cokernel is a base change of the
cokernel of ΦM, and is therefore killed by E(u)
h, as required.
We now set Minf(A◦)′ = Ainf,(A◦)′ ⊗S(A◦)′ M(A◦)′ , a Breuil–Kisin–Fargues GK -
module of height at most h with (A◦)′-coefficients which by construction satis-
fies M(A◦)′ = W (C
♭)(A◦)′ ⊗Ainf,(A◦)′ M
inf
(A◦)′ . It remains to prove that M(A◦)′ ad-
mits all descents over L. Applying Corollary F.22 again to M(A◦)′ regarded as a
(GK , ϕ)-module with Zp-coefficients, we see that there is a Breuil–Kisin–Fargues
GK-module (M
inf)′ of height at most h with Zp-coefficients which admits all de-
scents over L and satisfiesM(A◦)′ =W (C
♭)⊗Ainf (M
inf)′. Write (M)′ for the descent
of (Minf)′, for our particular choice of π♭; then by the uniqueness of Breuil–Kisin
modules with Zp-coefficients ([Kis06, Prop. 2.1.12]) we have (M)
′ = M(A◦)′ , so that
in fact (Minf)′ = Minf(A◦)′ . Thus M
inf
(A◦)′ admits all descents over L to Breuil–Kisin
modules with Zp-coefficients, and by another application of Lemma 4.2.8, these
Breuil–Kisin modules are (A◦)′-stable, and we are done. 
4.7.13. Remark. It follows from Theorem 4.7.12 that the decomposition (4.7.8) is
independent of the choice of π♭. Indeed, the condition that Fili eσDdR(M
inf
A◦) has
given constant rank can be checked after base changing to all A/m, for m a maximal
ideal of A, so it follows from Proposition 4.7.1 and Theorem 4.7.12 that the direct
factor Aλ of A is characterized as follows: for any A◦-algebra B◦ which is finite
and flat as an O-algebra, the canonical morphism A→ B◦[1/p] factors through Aλ
if and only if the GK -representation VB(M
inf
B◦) has Hodge type λ.
4.8. Moduli stacks of potentially semistable representations. We are now
in a position to define the main objects of interest in this section, which are the
closed substacks of Xd classifying representations which are potentially crystalline
or potentially semistable of fixed Hodge and inertial types.
In this section L/K will denote a finite Galois extension with inertia group IL/K ;
we will always assume (without specifically recalling this) that E is large enough
that all irreducible E-representations of IL/K are absolutely irreducible, and that
every irreducible Qp-representation of IL/K is defined over E. For any such L/K
we have the stacks C
L/K
d,ss,h and C
L/K
d,crys,h that we defined in Definition 4.5.20, and we
write C
L/K,fl
d,ss,h and C
L/K,fl
d,crys,h respectively for their flat parts (in the sense recalled in
Appendix A).
4.8.1. Definition. We say that a Hodge type λ is effective if λσ,i ≥ 0 for each σ
and i, and that λ is bounded by h if λσ,i ∈ [0, h] for each σ and i.
4.8.2. Proposition. Let L/K be a finite Galois extension. Then the stacks C
L/K,fl
d,ss,h
and C
L/K,fl
d,crys,h are scheme-theoretic unions of closed substacks C
L/K,fl,λ,τ
d,ss,h and C
L/K,fl,λ,τ
d,crys,h ,
where λ runs over all effective Hodge types that are bounded by h, and τ runs over all
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d-dimensional E-representations of IL/K . These latter closed substacks are uniquely
characterised by the following property: if A◦ is a finite flat O-algebra, then an A◦-
point of C
L/K,fl
d,ss,h (resp. C
L/K,fl
d,crys,h) is a point of C
L/K,fl,λ,τ
d,ss,h (resp. C
L/K,fl,λ,τ
d,crys,h ) if and
only if the corresponding Breuil–Kisin–Fargues module MinfA◦ has Hodge type λ in
the sense given by applying Definition 4.7.6 to the tuple
(
eσDdR(M
inf
A◦)
)
σ:K →֒E
aris-
ing from Definition 4.7.5, and inertial type τ in the sense of Definition 4.6.3; or,
more succinctly (and writing A := A◦[1/p], as usual), if and only if Aλ,τ = A.
Finally, each stack C
L/K,fl,λ,τ
d,ss,h or C
L/K,fl,λ,τ
d,crys,h is a p-adic formal algebraic stack
of finite presentation which is flat over Spf O and has an affine diagonal, and the
natural morphisms to Xd are representable by algebraic spaces, proper, and of finite
presentation.
Proof. We give the proof for C
L/K,fl
d,ss,h , the crystalline case being formally identical.
Since C
L/K,fl
d,ss,h is a flat p-adic formal algebraic stack of finite presentation over Spf O,
we can choose a smooth surjection
(4.8.3) Spf B◦ → C
L/K,fl
d,ss,h
where B◦ is topologically of finite type over O.
As usual, we write B := B◦[1/p]. By Corollary 4.7.9 we may write SpecB as a
disjoint union SpecB =
∐
λ,τ B
λ,τ , and so correspondingly factor B as a product
B =
∏
λ,τ B
λ,τ . If we let Bλ,τ,◦ denote the image of B◦ in Bλ,τ , then we obtain an
induced injection B◦ →֒
∏
λ,τ B
λ,τ,◦, which induces a scheme-theoretically domi-
nant morphism
(4.8.4)
∐
λ,τ
Spf Bλ,τ,◦ → Spf B◦.
Write R = Spf B◦×
C
L/K,fl
d,ss,h
Spf B◦, so that [Spf B◦/R]
∼
−→ C
L/K,fl
d,ss,h . Then we claim
that each Spf Bλ,τ,◦ is R-invariant. Granting this, if we write Rλ,τ for the restriction
of R to Spf Bλ,τ,◦, and then define C
L/K,fl,λ,τ
d,ss,h := [Spf B
λ,τ,◦/Rλ,τ ], it follows from
the discussion of closed substacks in Appendix A that C
L/K,fl,λ,τ
d,ss,h embeds as a closed
sub-formal algebraic stack of C
L/K,fl
d,ss,h . Furthermore, the induced morphism
(4.8.5)
∐
λ,τ
C
L/K,fl,λ,τ
d,ss,h → C
L/K,fl
d,ss,h
induces the morphism (4.8.4) after pull-back via the morphism (4.8.3), which is rep-
resentable by algebraic spaces, smooth, and surjective. Since this latter morphism
is scheme-theoretically dominant, so is (4.8.5).
We now verify that Spf Bλ,τ,◦ is R-invariant, i.e. that R0 := Spf B
λ,τ,◦ ×
C
L/K,fl
d,ss,h
Spf B◦ and R1 := Spf B
◦×
C
L/K,fl
d,ss,h
Spf Bλ,τ,◦ coincide as closed sub-formal algebraic
spaces of R = Spf B◦ ×
C
L/K,fl
d,ss,h
Spf B◦ (and thus that both coincide with Rλ,τ :=
Spf Bλ,τ,◦ ×
C
L/K,fl
d,ss,h
Spf Bλ,τ,◦).
Since Spf B◦ → C
L/K,fl
d,ss,h is representable by algebraic spaces and smooth, it is in
particular representable by algebraic spaces, flat, and locally of finite type, and thus
so are each of the projections R0 → Spf B
λ,τ,◦ and R1 → Spf B
λ,τ,◦. It follows from
Lemmas A.3 and A.4 that any affine formal algebraic space which is e´tale over either
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of R0 or R1 is of the form Spf A
◦, where A◦ is ̟-adically complete, topologically
of finite type, and flat over O. Thus, to show that R0 and R1 coincide as subspaces
of R, it suffices to show that if A◦ is any ̟-adically complete, topologically of
finite type, and flat O-algebra endowed with a morphism Spf A◦ → R, then this
morphism factors through R0 if and only if it factors through R1. Unwinding the
definitions of R, R0, and R1 as fibre products, this amounts to showing that if we
are given a pair of morphism Spf A◦ ⇒ Spf B◦ which induce the same morphism
to C
L/K,fl
d,ss,h , then one factors through Spf B
λ,τ,◦ if and only if the other does.
The pair of morphisms Spf A◦ ⇒ Spf B◦ correspond to a pair of morphisms
f0, f1 : B
◦ ⇒ A◦. The fact that these morphisms induce the same morphism
to C
L/K,fl
d,ss,h may be rephrased as saying that f
∗
0M
inf and f∗1M
inf are isomorphic
Breuil–Kisin modules over A◦. Now, applying the base change statements from
Propositions 4.6.2 and 4.7.1, we find that both f∗0WD(M
inf
B◦) and f
∗
1WD(M
inf
B◦) are
isomorphic, as IK -representations, to WD(M
inf
A◦), and that both f
∗
0DdR(M
inf
B◦) and
f∗1DdR(M
inf
B◦) are isomorphic, as filtered K ⊗Qp B-modules, to DdR(M
inf
A◦). Thus
either, and hence both, of f∗0WD(M
inf
B◦) and f
∗
1WD(M
inf
B◦) are of inertial type τ
if and only if WD(MinfA◦) is of inertial type τ , while either, and hence both, of
f∗0DdR(M
inf
B◦) and f
∗
1DdR(M
inf
B◦) are of Hodge type λ if and only if DdR(M
inf
A◦) is
of Hodge type λ. Consequently f0 factors through Spf B
λ,τ,◦ if and only f1 does.
This shows that Spf Bλ,τ,◦ is indeed R-invariant.
We now show that C
L/K,fl,λ,τ
d,ss,h := [Spf B
λ,τ,◦/Rλ,τ ] satisfies the required property,
i.e. that for any finite flat O-algebra A◦, a morphism Spf A◦ → C
L/K,fl
d,ss,h factors
through C
L/K,fl,λ,τ
d,ss,h if and only if A
λ,τ = A. By construction, such a factorization
occurs if and only if the induced morphism Spf A◦×
C
L/K,fl
d,ss,h
Spf B◦ → Spf B◦ factors
through Spf Bλ,τ,◦.
Since the surjection Spf B◦ → C
L/K,fl
d,ss,h is representable by algebraic spaces,
smooth, and surjective, the fibre product Spf A◦ ×
C
L/K,fl
d,ss,h
Spf B◦ is a formal al-
gebraic space, and the surjection Spf A◦ ×
C
L/K,fl
d,ss,h
Spf B◦ → Spf A◦ is representable
by algebraic spaces, smooth, and surjective. We may thus find an open cover of
Spf A◦ ×
C
L/K,fl
d,ss,h
Spf B◦ by affine formal algebraic spaces Spf C◦, with C◦ being a
faithfully flat ̟-adically complete A◦-algebra of topologically finite type. (We are
again applying Lemmas A.3 and A.4.) If we write C := C◦[1/p], then the base-
change property of Corollary 4.7.9 shows that the hypothesized factorization occurs
if and only if C = Cλ,τ , and also that Cλ,τ = Aλ,τ⊗AC, so that (since C is faithfully
flat over A) Cλ,τ = C if and only if Aλ,τ = A. In conclusion, we have shown that
Spf A◦ → C
L/K,fl
d,ss,h factors through C
L/K,fl,λ,τ
d,ss,h if and only if A
λ,τ = A, as required.
Finally, the uniqueness of C
L/K,fl,λ,τ
d,ss,h is immediate from Proposition 4.8.6 below;
the properties of being of finite presentation,of having affine diagonal, and of the
morphism C
L/K,fl,λ,τ
d,ss,h → Xd being representable by algebraic spaces, proper, and of
finite presentation, are immediate from Proposition 4.5.22 and Lemma 4.5.14. 
4.8.6. Proposition. Suppose that Y and Z are two Noetherian formal algebraic
stacks, both lying over Spf O and both flat over O, and both embedded as closed
substacks of a stack X over SpecO (in the usual sense that the inclusions of sub-
stacks Y,Z →֒ X are representable by algebraic spaces, and induce closed immer-
sions when pulled back over any scheme-valued point of X ). Suppose also that each
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of Yred and Zred are locally of finite type over F, and suppose further that, for any
finite flat O-algebra A◦, a morphism Spf A◦ → X factors through Y if and only if
it factors through Z. Then Y and Z coincide.
Proof. The O-flat part W := (Y ×X Z)fl of the 2-fibre product Y ×X Z embeds as
a closed substack of each of Y and Z, and it suffices to show that each of those
embeddings are isomorphisms. The stack W inherits all of the hypotheses shared
by Y and Z, including the fact that, for any finite flat O-algebra A◦, the A◦-
valued points of W coincide with the A◦-valued points of each of Y and Z. Thus,
replacing the pair Y, Z by the pairsW ,Y and W ,Z in turn, we may reduce to the
case when Y is actually a closed substack of Z.
Since Z is Noetherian, lies over Spf O, and is flat over O, we can find a smooth
surjection U → Z, whose source is a disjoint union of affine formal algebraic spaces
Spf C◦, where C◦ is a flat I-adically complete Noetherian O-algebra, for some ideal
I which contains ̟ and defines the topology on C◦.
The assumption on Zred further implies that C
◦/I is a finite type F-algebra.
Then Spf C◦ ×Z Y is a closed sub-formal algebraic space of Spf C
◦, and (since it
is also O-flat) it follows from Lemmas A.3 and A.4 that it is of the form Spf B◦,
where B◦ is an O-flat quotient of C◦, again endowed with the I-adic topology. Since
the property of being an isomorphism can be checked fppf locally on the target, we
may replace the closed embedding Y →֒ Z by Spf B◦ →֒ Spf C◦. In summary, we
have a surjection C◦ → B◦ of flat, I-adically complete O-algebras, with C◦/I (and
hence also B◦/I) being of finite type over F, and with the further property that any
morphism C◦ → A◦ of O-algebras in which A◦ is finite flat over O factors through
B◦; we then have to prove that this surjection is an isomorphism.
Write B = B◦[1/p], C = C◦[1/p]; since B◦ and C◦ are flat over O, it is enough
to check that the surjection C → B is also injective. Now, we can embed C into the
product of its localizations at all maximal ideals, and since C is Noetherian, it in
fact embeds into the product of the completions of these localizations. It therefore
embeds into the product of all of its local Artinian quotients A. We claim that
any such quotient is in fact obtained from a morphism C◦ → A◦, where A◦ is a
finite flat O-algebra; since any such morphism C◦ → A◦ factors through B◦ by
assumption, it follows that any such A is a quotient of B, so that the surjection
C → B is indeed injective.
It remains to prove the claim. LetA◦ be the image of the composite C◦ → C → A;
we need to show that A◦ is a finite O-algebra. This follows from Lemma 4.8.7 below.

The following lemma is no doubt standard, but we recall a proof for the sake of
completeness.
4.8.7. Lemma. If R → A is a morphism of O-algebras, with R being p-adically
complete and Noetherian (e.g. a complete local O-algebra with finite residue field),
and A being a finite-dimensional E-algebra, then the image of R in A is finite
over O.
Proof. Since R is Noetherian and p-adically complete, the Artin–Rees lemma shows
that the same is true of its image in A. Thus, by replacing R by its image in A
and A itself by the E-span of this image, we are reduced to checking the following
statement: if M is a p-adically complete and separated torsion free O-module, and
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if M [1/p] is finite-dimensional, then M is finite over O. There are many ways to
see this, of course; here is one.
Since V :=M [1/p] is finite dimensional, we may find a finite spanning set for this
vector space contained inM ; if L denotes its O-span, then L is a lattice in V . Since
L is compact with respect to its p-adic topology, the p-adic topology on M induces
the p-adic topology on L, and in particular L is closed in the p-adic topology onM .
Thus M/L is a p-adically separated submodule of V/L. Note that V/L consists
entirely of p-power torsion elements, and thus that the same is true of M/L.
This implies that
⋂
n p
n
(
(M/L)[pn+1]
)
⊆
⋂
n p
n(M/L) = 0. On the other hand,
pn
(
(M/L)[pn+1]
)
⊆ (M/L)[p] ⊆ (V/L)[p]
∼
−→ L/pL, and so {pn
(
(M/L)[pn+1]
)
is a decreasing sequence of finite sets, which thus eventually stabilizes. We con-
clude that pn
(
(M/L)[pn+1]
)
= 0 for some sufficiently large value of n; equivalently,
(M/L)[pn] = (M/L)[pn+1], and thus in fact (M/L)[pn] = (M/L)[p∞] =M/L. Con-
sequently L ⊆M ⊆ p−nL, showing that M itself is finite over O, as claimed. 
4.8.8. Definition. Let τ be an inertial type, and let λ be a Hodge type. To
begin with, assume in addition that λ is effective, and choose h ≥ 0 such that λ
is bounded by h, as well as a finite Galois extension L/K for which the kernel
of τ contains IL. We then define X
crys,λ,τ
d to be the scheme-theoretic image of
the morphism C
L/K,fl,λ,τ
d,crys,h → Xd, and X
ss,λ,τ
d to be the scheme-theoretic image of
the morphism C
L/K,fl,λ,τ
d,ss,h → Xd. (The characterization of these closed substacks
of Xd given in Theorem 4.8.12 will show that they are well-defined substacks of
Xd, independently of the auxiliary choices of h and L/K that were used in their
definition.)
In general (i.e. if λ is not effective), then we choose an integer h′ so that λ′σ,i :=
λσ,i + h
′ ≥ 0 for all σ and all i, and define X
ss,λ,τ
d to be the unique substack of Xd
with the property that a morphism ρ : SpecA→ Xd factors through X
ss,λ,τ
d if and
only if the morphism ρ ⊗ εh
′
: SpecA → Xd factors through X
ss,λ′,τ
d . (Here we
are using the notation of Section 3.8; more precisely, we are twisting by the e´tale
(ϕ,Γ)-module corresponding to εh
′
.) We define X
crys,λ,τ
d in the same way. The
point of this definition is that if A◦ is a finite flat O-algebra, then a representation
ρ : GK → GLd(A
◦[1/p]) is potentially semistable (resp. crystalline) of Hodge type λ
and inertial type τ if and only if ρ⊗ εh
′
is potentially semistable (resp. crystalline)
of Hodge type λ′ and inertial type τ ; again, Theorem 4.8.12 below shows that
these stacks are defined independently of the choices made in this definition, and
in particular independently of the choice of h′.
4.8.9. Remark. Rather than introducing the twist by εh
′
, it would perhaps be more
natural to work throughout with Breuil–Kisin and Breuil–Kisin–Fargues modules
which are not necessarily ϕ-stable, as in [BMS19]. However, it would still fre-
quently be useful to make the corresponding Tate twists (see for example the proof
of [BMS19, Lem. 4.26]), and in particular we would need to make such twists in
order to use the results of [PR09, EG19], so we do not see any advantage in doing
so.
The rest of this section is devoted to proving some fundamental properties of the
stacks X crys,λ,τd and X
ss,λ,τ
d . We begin with an analysis of versal rings. To this end,
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fix a point SpecF′ → Xd(F
′) for some finite extensionF′ of F, giving rise to a contin-
uous representation ρ : GK → GLd(F
′). Let O′ =W (F′)⊗W (F)O, the ring of inte-
gers in a finite extension E′ of E having residue field F′. Then the versal morphism
Spf R,O
′
ρ → Xd of Proposition 3.6.2 induces morphisms Spf R
crys,λ,τ,O′
ρ → Xd and
Spf R
ss,λ,τ,O′
ρ → Xd (where these deformation rings are as in Section 1.11).
4.8.10. Proposition. The morphisms Spf R
crys,λ,τ,O′
ρ → Xd and Spf R
ss,λ,τ,O′
ρ →
Xd factor through versal morphisms Spf R
crys,λ,τ,O′
ρ → X
crys,λ,τ
d and Spf R
ss,λ,τ,O′
ρ →
X
ss,λ,τ
d respectively.
Proof. By definition, we can and do assume that λ is effective. We give the proof
for Spf R
crys,λ,τ,O′
ρ , the argument in the semistable case being identical. We begin
by introducing the fibre product Ĉ := C
L/K,fl
d,crys,h ×Xd Spf R
,O′
ρ . Since C
L/K,fl
d,crys,h → Xd
is proper and representable by algebraic spaces, we see that Ĉ is a formal algebraic
space, and that the morphism
(4.8.11) Ĉ → Spf R,O
′
ρ
is proper and representable by algebraic spaces. The latter condition can be reex-
pressed by saying that (4.8.11) is an adic morphism; thus we see that Ĉ is a proper
m
R,O
′
ρ
-adic formal algebraic space over Spf R,O
′
ρ .
If we let Spf R denote the scheme-theoretic image of the morphism (4.8.11), then
by Propositions 3.4.12, 4.8.2 and Lemma A.28, the versal morphism Spf R,O
′
ρ →
Xd induces a versal morphism Spf R→ X
crys,λ,τ
d , and so the assertion of the propo-
sition may be rephrased as the claim that R and R
crys,λ,τ,O′
ρ coincide as quotients
of R,O
′
ρ .
Since C
L/K,fl
d,crys,h is flat over Spf O, it follows from Lemma A.29 that R is an O-flat
quotient of R,O
′
ρ . Since R
crys,λ,τ,O′
ρ is also an O-flat quotient of R
,O′
ρ , we are
reduced by Proposition 4.8.6 to showing that if A◦ is any finite flat O′-algebra,
then an O′-homomorphism R,O
′
ρ → A
◦ factors through R if and only if it factors
through R
crys,λ,τ,O′
ρ .
To this end, note that if the morphism factors through R
crys,λ,τ,O′
ρ , then by
Theorem 4.7.12 there is an order (A◦)′ ⊇ A◦ in A◦[1/p] such that the induced mor-
phism Spf(A◦)′ → Spf R,O
′
ρ lifts to Ĉ. Consequently the morphism Spf(A
◦)′ →
Spf R,O
′
ρ factors through Spf R, and since Spf(A
◦)′ → Spf A◦ is scheme-theoretically
dominant, the morphism Spf A◦ → Spf R,O
′
ρ also factors through Spf R.
It remains to prove the converse, namely that if Spf A◦ → Spf R,O
′
ρ factors
through Spf R, then it factors through R
crys,λ,τ,O′
ρ . If we write S := R ⊗R,O′ρ
R
crys,λ,τ,O′
ρ (a quotient of R), then equivalently, we wish to show that any morphism
Spf A◦ → Spf R in fact factors through Spf S.
To do this, we will apply Lemma A.30, not in the context of O′-algebras, but
rather in the context of E′-algebras. That is, we will invert p, and work with the
rings R[1/p] and S[1/p] (or rather on certain completions of these rings). We would
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also like to invert p on the object Ĉ, but since the latter is a formal algebraic space,
doing so directly would lead us into considerations of rigid analytic geometry that
we prefer to avoid. Thus, we begin by observing that by Lemma 4.5.24 (together
with [Knu71, Thm. V.6.3], to pass from C
L/K
d,ss,h to its closed substack C
L/K,fl
d,crys,h), Ĉ can
be promoted to a projective scheme over SpecR. That is, there is a projective mor-
phism of schemes C → SpecR,O
′
ρ , with scheme-theoretic image equal to SpecR,
whose m
R,O
′
ρ
-adic completion is isomorphic to Ĉ. Write C[1/p] := C ⊗O′ E
′.
Since scheme-theoretic dominance is preserved by flat base-change, the morphism
C[1/p]→ SpecR[1/p] is proper and scheme-theoretically dominant.
Returning to our argument, we want to show, for any finite flat O′-algebra A◦,
that a morphism R → A◦ necessarily factors through S, or, equivalently, that the
induced morphism R[1/p] → A := A◦[1/p] factors through S[1/p]. Since A is a
product of Artinian local E-algebras, we can check this assertion factor-by-factor;
replacing A by one of these factors (and A◦ by the image of A◦ in this factor) we
may thus assume that A is local. We then let R̂[1/p] denote the completion of R at
the kernel of its map to A, and we let Ŝ[1/p] denote the corresponding completion
of S[1/p]; by Artin–Rees, we also have that Ŝ[1/p] = R̂[1/p]⊗R[1/p] S[1/p], and so
the map R[1/p] → A factors through S[1/p] if and only if the induced morphism
R̂[1/p]→ A factors through Ŝ[1/p].
To show the desired factorization, we see from Lemma A.30 that it suffices to
show that if R̂[1/p] → B is a morphism to a finite Artinian E-algebra for which
CB → SpecB admits a section, then this morphism factors through Ŝ[1/p].
Write B◦ to denote the image of the composite R,O
′
ρ → R̂[1/p] → B; by
Lemma 4.8.7, we see that B◦ is an order in B. Let Z →֒ CB◦ denote the scheme-
theoretic closure of the section SpecB → CB in CB◦ . This is proper over SpecB
◦,
flat over O, and irreducible of dimension one. Thus Z is finite over SpecB◦, and
hence Z = Spec(B◦)′ for some order (B◦)′ in B containing B◦. Thinking of Z as a
section of C over (B◦)′, we find that the induced morphism Spf(B◦)′ → Xd lifts to a
morphism Spf(B◦)′ → C
L/K,fl,λ,τ
d,crys,h . Theorem 4.7.12 then implies that the morphism
R,O
′
ρ → B
◦ factors through R
crys,λ,τ,O′
ρ , and thus the morphism R̂[1/p]→ B does
indeed factor through Ŝ[1/p], as required. 
4.8.12. Theorem. Let τ be an inertial type, and let λ be a Hodge type. Then
the closed substacks X
crys,λ,τ
d and X
ss,λ,τ
d of Xd are p-adic formal algebraic stacks
which are of finite type and flat over SpfO, and are uniquely determined as O-flat
closed substacks of Xd by the following property: if A
◦ is a finite flat O-algebra, then
X ss,λ,τd (A
◦) (resp. X crys,λ,τd (A
◦)) is precisely the subgroupoid of Xd(A
◦) consisting of
GK-representations which are potentially semistable (resp. potentially crystalline)
of Hodge type λ and inertia type τ .
Proof. We can and do assume that λ is effective. By Propositions 3.4.12, 4.8.2
and A.21, X
crys,λ,τ
d and X
ss,λ,τ
d of Xd are p-adic formal algebraic stacks which are
of finite type and flat over Spf O.
We now verify the claimed description of the A◦-valued points of X ss,λ,τd (A
◦)
and X crys,λ,τd (A
◦), for finite flat O-algebras A◦. Since the argument is identical
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in either case, we give it in the semistable case. Any such algebra A◦ is a prod-
uct of finitely many finite flat local O-algebras, and so we immediately reduce to
verifying the claim in the case when A◦ is furthermore local. Since A◦ is then a
complete local finite flat O-algebra, the claimed description follows from Proposi-
tion 4.8.10. Indeed, the residue field F′ is a finite extension of F, and if as above we
set O′ =W (F′)⊗W (F) O, then the morphism Spf A
◦ → Xd factors through X
ss,λ,τ
d
if and only if it factors through the versal morphism Spf R
ss,λ,τ,O′
ρ → X
ss,λ,τ
d of
Proposition 4.8.10. In turn, this happens if and only if the corresponding GK -
representation is potentially semistable of Hodge type λ and inertial type τ , by the
defining property of R
ss,λ,τ,O′
ρ .
It remains to show the claimed uniqueness statement. We prove in Corol-
lary 5.5.17 below that Xd is a Noetherian formal algebraic stack, and in Theo-
rem 5.5.11 below that Xd,red is of finite presentation over F. The reader can easily
confirm that Section 5 contains no citation to the present section, and thus that
those results are independent of the present ones; in particular, it is safe to invoke
them here. These results imply that any closed substack Y of Xd is Noetherian (so
that it makes sense to speak of Y being flat over O), and that Yred is of finite type
over F . The claimed uniqueness then follows from Proposition 4.8.6. 
We will make use of the following corollary in Section 6.
4.8.13. Corollary. For any Hodge type λ, and for any a ≥ 1, the correspond-
ing morphism Spf R
crys,λ,O′
ρ /̟
a → X ad is effective, i.e. is induced by a morphism
SpecR
crys,λ,O′
ρ /̟
a → X ad .
Proof. By Proposition 4.8.10, the morphism Spf R
crys,λ,O′
ρ /̟
a → X ad factors through
a versal morphism Spf R
crys,λ,O′
ρ /̟
a → X crys,λd ×SpfO SpecO/̟
a. Since X crys,λd is
a p-adic formal algebraic stack, by Theorem 4.8.12, the base-change X crys,λd ×SpfO
SpecO/̟a is an algebraic stack, and so the result follows from [Sta, Tag 07X8]. 
Finally, we can compute the dimensions of our potentially crystalline and semistable
stacks. It is presumably possible to develop the dimension theory of p-adic formal
algebraic stacks in some generality, but we do not need to do so, as we can instead
work with the special fibres, which are algebraic stacks.
4.8.14. Theorem. The algebraic stacks X
crys,λ,τ
d ×SpfO SpecF and X
ss,λ,τ
d ×SpfO
SpecF are equidimensional of dimension∑
σ
#{1 ≤ i < j ≤ d|λσ,i > λσ,j}.
In particular, if λ is regular, then the algebraic stacks X
crys,λ,τ
d ×SpfO SpecF
and X
ss,λ,τ
d ×SpfO SpecF are equidimensional of dimension [K : Qp]d(d− 1)/2.
Proof. Once again, we give the argument in the crystalline case, the semistable
case being identical. Write dλ :=
∑
σ#{1 ≤ i < j ≤ d|λσ,i > λσ,j}. The algebraic
stack X
crys,λ,τ
d ×SpfO SpecF is of finite type over F, and we need to show that
it is equidimensional of dimension dλ. Let x : SpecF
′ → X
crys,λ,τ
d (F
′) be a finite
type point corresponding to a Galois representation ρ, with corresponding versal
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morphism Spf R
crys,λ,O′
ρ /̟→ X
crys,λ,τ
d . We have the fibre product
Spf R
crys,λ,O′
ρ /̟ × ̂(X crys,λ,τd )x
Spf R
crys,λ,O′
ρ /̟
∼
−→ ĜL
d,R
crys,λ,O′
ρ /̟,1
,
where ĜL
d,R
crys,λ,O′
ρ /̟,1
denotes the completion of (GLd)Rcrys,λ,O
′
ρ /̟
along the iden-
tity element in its special fibre. By [EG17, Lem. 2.40], it is therefore enough to
recall that since R
crys,λ,O′
ρ is equidimensional of dimension dλ + 1, R
crys,λ,O′
ρ /̟ is
equidimensional of dimension dλ (see [BM14, Lem. 2.1]). 
5. Families of extensions
5.1. The Herr complex. In this section we consider the Herr complex; our ap-
proach is informed by the papers [Her98, Her01, CC98, Liu08a, Pot13, KPX14],
and in particular we follow [Pot13, KPX14] in considering it as an object of the
derived category. Our main technical result is to show that it is a perfect complex,
which we will do by showing that it satisfies the following well-known criterion.
5.1.1. Lemma. Let A be a Noetherian commutative ring, and let C• be an object
of D(A). Then the following two conditions are equivalent:
(1) There is a quasi-isomorphism F • → C• where F • is a complex of flat A-
modules, concentrated in a finite number of degrees; and the cohomology
groups of C• are all finite A-modules.
(2) C• is perfect.
Proof. This follows from [Sta, Tag 0658], [Sta, Tag 0654] and [Sta, Tag 066E]. 
Let A be a p-adically complete O-algebra, and let M be an A-module with
commuting A-linear endomorphisms ϕ,Γ (in our main applications, M will be a
projective e´tale (ϕ,Γ)-module with A-coefficients, but it will be convenient in our
arguments to be able to consider more general possibilities, such as subquotients of
base changes of such modules). Then the Herr complex of M is by definition the
complex of A-modules C•(M) in degrees 0, 1, 2 given by
0 //M
(ϕ−1,γ−1)
// M ⊕M
(γ−1)⊕(1−ϕ)
// M // 0.
We have the following useful interpretation of the cohomology groups of the Herr
complex.
5.1.2. Lemma. Let M1, M2 be projective e´tale (ϕ,Γ)-modules with A-coefficients.
Then for i = 0, 1 there are natural isomorphisms
Hi
(
C•(M∨1 ⊗M2)
)
∼= ExtiAK,A,ϕ,Γ(M1,M2).
Proof. This is straightforward; in particular the case i = 0 is trivial. When i = 1,
any extension of M1 by M2 splits on the level of the underlying projective AK,A-
modules, and such a splitting is unique up to an element of HomAK,A(M1⊗M2) =
M∨1 ⊗M2. Given such an extension M , we obtain two elements f, g of M
∨
1 ⊗M2
by writing
ϕM =
(
ϕM2 ϕM2 ◦ f
0 ϕM1
)
, γM =
(
γM2 γM2 ◦ g
0 γM1
)
.
The condition that ϕM , γM commute shows that (f, g) determines a class in
H1
(
C•(M∨1 ⊗M2)
)
(this class is easily seen to be well-defined, by our above remark
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about the ambiguity in the choice of splitting). We leave the verification that this
gives the claimed bijection to the sufficiently enthusiastic reader. 
In order to show that the Herr complex is a perfect complex, we will need to
develop a little of the theory of the ψ-operator on (ϕ,Γ)-modules. We will only
need this in the case that A is an F-algebra, and we mostly work in this context
from now on. Note that for any K, if A is an F-algebra, then A+K,A is (ϕ,Γ)-stable,
and (A′K,A)
+ is (ϕ, Γ˜)-stable; indeed we have ϕ(T ) = T p and γ(T )− T ∈ T 2A+K,A
by Lemma 3.2.17, and the stability under the action of Γ˜ follows by an identical
argument to the proof of Lemma 3.2.17 (that is, it follows from the continuity of
the action of Γ˜).
We claim that for any K, 1, ε, . . . , εp−1 is a basis for E′K as a ϕ(E
′
K)-vector
space. To see this, note that since the extension E′K/ϕ(E
′
K) is inseparable of
degree p, while E′K/E
′
Qp
is a separable extension, it is enough to show the result
for E′Qp . In this case we have E
′
Qp
= Fp((ε−1)), so ϕ(E
′
Qp
) = Fp((ε
p−1)) and the
claim is clear. Then for any x ∈ E′K we can write x =
∑p−1
i=0 ε
iϕ(xi), and we define
ψ : E′K → E
′
K by ψ(x) = x0. By definition ψ is continuous, Fp-linear, commutes
with Γ˜, and satisfies ψ ◦ ϕ = id. Since ψ commutes with ∆, we have an induced
map ψ : EK → EK , which again is continuous, Fp-linear, commutes with Γ, and
satisfies ψ ◦ ϕ = id.
If A is an Fp-algebra, then since ψ is continuous we can extend scalars from Fp
to A and complete to obtain continuous A-linear maps ψ : A′K,A → A
′
K,A and
ψ : AK,A → AK,A. Again, these are continuous and commute with Γ˜ and Γ, and
satisfy ψ ◦ ϕ = id. We have
A′K,A = ⊕
p−1
i=0 ε
iϕ(A′K,A),
and if x ∈ A′K,A and we write x =
∑p−1
i=0 ε
iϕ(xi), then ψ(x) = x0.
5.1.3. Proposition. Let A be an F-algebra, and let M be a projective e´tale (ϕ,Γ)-
module with A-coefficients. Then there is a continuous and open A-linear surjec-
tion ψ :M →M such that ψ commutes with Γ, and we have
ψ(ϕ(a)m) = aψ(m),
ψ(aϕ(m)) = ψ(a)m
for any a ∈ AK,A, m ∈M .
Proof. We define ψ :M →M to be the composite
M
Φ−1M→ AK,A ⊗AK,A,ϕ M
ψ⊗1
→ AK,A ⊗AK,A M =M.
The relations ψ(ϕ(a)m) = aψ(m), ψ(aϕ(m)) = ψ(a)m are immediate from the
definitions. That ψ is continuous follows from the continuity of Φ−1M and the con-
tinuity of ψ on AK,A, while the surjectivity of ψ is immediate from the relation
ψ(ϕ(m)) = m. That ψ is open follows from Lemma 5.1.4 below. 
5.1.4.Lemma. Let A be an F-algebra, letM be a projective e´tale (ϕ,Γ)-module with
A-coefficients, and let M be a ϕ-stable lattice in M . Then there is an integer h ≥ 0
such that for any integer n, we have
ψ(T h+npM) ⊆ T nM ⊆ ψ(T npM).
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Proof. Choose h such that
T hM ⊆ ΦM (ϕ
∗M) ⊆M.
Now, since ψ ◦ ϕ = id, for any n we have
ψ(T npϕ(M)) = T nM.
This implies that
T nM = ψ(T npϕ(M)) ⊆ ψ(T npM).
In the other direction, we have
ψ(T hM) ⊆ ψ(ΦM (ϕ
∗M)) = M.
It follows that
ψ(T h+npM) = T nψ(T hM) ⊆ T nM,
as required. 
5.1.5. Lemma. Let A be a Noetherian F-algebra, and let M be a projective e´tale
(ϕ,Γ)-module with A-coefficients. Then M contains a (ϕ,Γ)-stable lattice.
Proof. By [EG19, Lem. 5.2.15], M contains a ϕ-stable lattice M. Let ΓM be the
A+K,A-submodule ofM generated by the elements γm with γ ∈ Γ,m ∈M. We claim
that ΓM is a lattice; note that since Γ and ϕ commute, ΓM is ϕ-stable, and it is Γ-
stable because A+K,A is Γ-stable. To see that it is a lattice, it is enough (since A
+
K,A
is Noetherian) to show that it is contained in a lattice (as it certainly spans M).
In particular, it is enough to show that ΓM ⊆ T−nM for some n ≥ 0. This follows
easily from the compactness of Γ; for example, if e1, . . . , em are generators of the
finitely generated A+K,A-module M, then we have a continuous map j : Γ → M
m,
γ 7→ (γe1, . . . , γed), and Γ = ∪nj
−1(T−nMm) is an open cover of Γ. Since this has
a finite subcover we are done. 
5.1.6. Lemma. Let A be an F-algebra. Then for any i ∈ Z we have γ(T i) ∈
T i(A+K,A)
×.
Proof. This follows from Lemma 3.2.17. Indeed, we can write γ(T ) = T + λ with
λ ∈ T 2A+K,A, so for any i ≥ 1, we have γ(T
i) = (T + λ)i, and γ(T i) − T i ∈
T i+1A+K,A, whence γ(T
i) ∈ T i(A+K,A)
×. Since γ(T i)γ(T−i) = 1, the result then
also holds for i ≤ 0. 
5.1.7. Corollary. Let A be a Noetherian F-algebra, and let M be a projective e´tale
(ϕ,Γ)-module with A-coefficients. Then M contains a lattice M′ such that for
all m ≥ 0, T−mM′ is (ψ,Γ)-stable.
Proof. By Lemma 5.1.5 there is a (ϕ,Γ)-stable lattice M, and by Lemma 5.1.4,
the lattice T−nM is ψ-stable for all n ≫ 0. It is also γ-stable for all n ≥ 0 by
Lemma 5.1.6, so we may take M′ = T−nM for any sufficiently large value of n. 
If M is an e´tale (ϕ,Γ)-module with A-coefficients, then we write
M ′ := A′K,A ⊗AK,A M,
an e´tale (ϕ, Γ˜)-module with A-coefficients.
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5.1.8. Lemma. Let A be an F-algebra, and let M be a projective e´tale (ψ,Γ)-
module with A-coefficients. Then we have a decomposition of ϕ(A′K,A)-modules
M ′ = ker(ψ)⊕ ϕ(M ′), and we may write ker(ψ) = ⊕p−1i=1 ε
iϕ(M ′).
Proof. For any m ∈ M ′ we can write m = (m − ϕ(ψ(m))) + ϕ(ψ(m)), and since
ψ(m − ϕ(ψ(m))) = 0, we have M ′ = ker(ψ) + ϕ(M ′). If m ∈ ker(ψ) ∩ ϕ(M ′), we
can write m = ϕ(m′); but then 0 = ψ(m) = m′, so m = 0, as required.
Since M ′ is e´tale, we have M ′ = AK,A′ϕ(M
′). Since A′K,A = ⊕
p−1
i=0 ε
iϕ(A′K,A),
we have M ′ = ⊕p−1i=0 ε
iϕ(A′K,A)ϕ(M
′) = ⊕p−1i=0 ε
iϕ(M ′). Now, for 1 ≤ i ≤ p − 1
we have ψ(εiϕ(M ′)) = ψ(εi)M ′ = 0, so ⊕p−1i=1 ε
iϕ(M ′) ⊆ ker(ψ). Since we have
⊕p−1i=1 ε
iϕ(M ′)⊕ϕ(M ′) = ker(ψ)⊕ϕ(M ′), it follows that this inclusion is an equality,
as required. 
The proof of the following result follows the approach of [CC98], although one
difference in our situation is that because we are working in characteristic p, we do
not need to reduce to the case that K/Qp is unramified.
5.1.9. Proposition. Let A be a Noetherian F-algebra. If M is a projective e´tale
(ϕ,Γ)-module with A-coefficients, then (1− γ) is bijective on ker(ψ).
Proof. We begin with some preliminaries on the action of γ on ε ∈ (A′K,A)
+. We
have γ(ε) = εχ(γ), and we write χ(γ) = 1 + pNu where N ≥ 1 and u ∈ Z×p .
Then for each n ≥ 1 we can write χ(γp
n−1
) = 1 + pn+N−1un with un ∈ Z
×
p , and
if 0 ≤ r ≤ n+N − 1 and i ∈ Z then we have
(5.1.10) γp
n−1
(εi) = εiϕr(εip
n+N−1−run).
Note that since un is a p-adic unit, (ε
un − 1)/(ε− 1) is a unit in (A′K,A)
+, and we
can write
(5.1.11) (γp
n−1
− 1)(ε− 1) = ε(εun − 1)p
n+N−1
∈ (ε− 1)p
n+N−1
((A′K,A)
+)×.
It follows that for any r ∈ Z, we have
(5.1.12) (γp
n−1
− 1)((ε− 1)r) ∈ (ε− 1)r+p
n+N−1−1(A′K,A)
+.
Indeed if r ≥ 0 then we may write
(γp
n−1
− 1)((ε− 1)r) = (γp
n−1
− 1)((ε− 1)) ·
r−1∑
j=0
(γp
n−1
(ε− 1)r−1−j) · (ε− 1)j ,
so (5.1.12) follows from (5.1.10) the fact that γp
n−1
(ε− 1) ∈ (ε− 1)(A′K,A)
+, which
in turn follows from (5.1.11). The case r ≤ 0 then follows from the result for −r
by writing
(γp
n−1
− 1)((ε− 1)r) = −
(γp
n−1
− 1)((ε− 1)−r)
(γpn−1(ε− 1)−r)(ε− 1)−r
,
and noting that (γp
n−1
(ε− 1))/(ε− 1) = (ε1+p
n+N−1un − 1)/(ε− 1) is a unit.
Since both ψ and γ commute with the action of ∆, in order to prove the propo-
sition it suffices to show that (1− γ) is bijective on the kernel of ψ :M ′ →M ′. By
Lemma 5.1.8, this kernel equals ker(ψ) = ⊕p−1i=1 ε
iϕ(M ′). It follows from (5.1.10)
that γ preserves εiϕ(M ′) for any integer i, so it is enough to prove that if (i, p) = 1
that (1 − γ) acts invertibly on εiϕ(M ′).
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In fact, we will prove the stronger statement that for each n ≥ 1, each 0 ≤ t ≤
N − 1, and each (i, p) = 1, the operator (1 − γp
n−1
) acts invertibly on εiϕn+t(M ′)
(note that (1 − γp
n−1
) acts on this space by (5.1.10)).
Writing
εiϕn+t−1(M ′) = εiϕn+t−1(⊕p−1j=0ε
jϕ(M ′)) = ⊕p−1j=0ε
i+pn+t−1jϕn+t(M ′),
we see that if t > 0 then the statement for some pair (n, t) (and all i) implies the
statement for (n, t−1). Writing (1−γp
n−1
) = (1−γp
n−2
)(1+γp
n−2
+· · ·+γp
n−2(p−1)),
and again using (5.1), we see also that the statement for (n, t) implies the statement
for (n−1, t). We can therefore assume that n is arbitrarily large and that t = N−1.
Let M be a (ψ,Γ)-stable lattice in M (which exists by Corollary 5.1.7), let M′ =
(A′K,A)
+ ⊗AK,A M, and choose n large enough that p
n+N−1 ≥ 3 and
(5.1.13) (γp
n−1
− 1)(M′) ⊆ (ε− 1)2M′.
It follows that
(5.1.14) (γp
n−1
− 1)((ε− 1)rM′) ⊆ (ε− 1)r+2M′
for all r ∈ Z, because if m ∈M′ then
(γp
n−1
− 1)((ε− 1)rm) = (γp
n−1
− 1)((ε− 1)r) · γp
n−1
(m) + (ε− 1)r(γp
n−1
− 1)(m),
so that (5.1.14) follows from (5.1.12) and (5.1.13), together with our assumption
that pn+N−1 ≥ 3.
By (5.1.10), we have
(γp
n−1
− 1)(εiϕn+N−1(x)) = εiϕn+N−1(εiunγp
n−1
(x) − x),
so it is enough to check that the map f :M ′ →M ′ given by
f(x) = εiunγp
n−1
(x)− x
is invertible.
Let α = εiun − 1, so that α/(ε − 1) is a unit in (A′K,A)
+. Then for any r ∈ Z
and x ∈ (ε− 1)rM′, it follows from (5.1.14) that(
1
α
f − 1
)
(x) =
εiun
α
(γp
n−1
− 1)(x) ∈ (ε− 1)r+1M′.
In particular the sum
g(x) :=
∞∑
j=0
(
1−
1
α
f
)j
(x)
converges. Since f, g are additive by definition, we have(
1−
1
α
f
)
◦ g(x) = g ◦
(
1−
1
α
f
)
(x) = g(x) − x,
so that the function g : M → M is a left and right inverse to 1αf . Thus f is
invertible, as required. 
Suppose that A is an F-algebra. Using the ψ operator, we can give an alternative
description of the Herr complex, which will be important in establishing that it is
a perfect complex. Let C•ψ(M) be the complex in degrees 0, 1, 2 given by
0 //M
(ψ−1,γ−1)
// M ⊕M
(γ−1)⊕(1−ψ)
// M // 0.
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We have a morphism of complexes C•(M)→ C•ψ(M) given by
(5.1.15) 0 // M
1

(ϕ−1,γ−1)
// M ⊕M
(−ψ,1)

(γ−1)⊕(1−ϕ)
// M
−ψ

// 0
0 // M
(ψ−1,γ−1)
// M ⊕M
(γ−1)⊕(1−ψ)
// M // 0
(That this is a morphism of complexes follows from the facts that ψ ◦ ϕ = id, and
that ψ commutes with γ.)
5.1.16. Proposition. Let A be a Noetherian F-algebra, and let M be a projective
e´tale (ϕ,Γ)-module with A-coefficients. Then the morphism of complexes C•(M)→
C•ψ(M) defined by (5.1.15) is a quasi-isomorphism.
Proof. The cokernel of (5.1.15) is the zero complex, while its kernel is the complex
0 // 0 // ker(ψ)
(γ−1)
// ker(ψ) // 0,
which is acyclic by Proposition 5.1.9. 
In fact, we require a slightly stronger statement than the quasi-isomorphism
of the preceding lemma. Namely, we need a statement that takes into account
topologies. We first recall some results from topology.
5.1.17. Lemma. If f : X → Y is a continuous open map of topological spaces, and
if Y ′ ⊆ Y is the inclusion of a subspace into Y (i.e. Y ′ is a subset of Y endowed
with the induced topology), then the base-changed map X ′ := f−1(Y ′)→ Y ′ is again
open, when X ′ is endowed with the topology induced by that of X.
Proof. Let U ′ be an open subset of X ′; then we may write U ′ = U ∩X ′, for some
open subset U of X . Thus
f(U ′) = f(U ∩X ′) = f
(
U ∩ f−1(Y ′)
)
= f(U) ∩ Y ′.
Since f is open, we conclude that f(U ′) is an open subset of Y ′, as required. 
We now have the following strengthening of Proposition 5.1.16, which takes into
account the topologies on the complexes.
5.1.18. Proposition. Let A be a countable Noetherian F-algebra and let M be a
projective e´tale (ϕ,Γ)-module with A-coefficients. Then the morphism of complexes
C•(M) → C•ψ(M) defined by (5.1.15) induces topological isomorphisms on each of
the associated cohomology modules.
Proof. Proposition 5.1.16 shows that (5.1.15) is a quasi-isomorphism. By definition,
the induced map on H0 is the identity map, and is therefore a homeomorphism.
Since ψ is continuous and open, we see that the maps Ci(M)→ Ciψ(M) are contin-
uous and open for each i; in particular, the isomorphism on H2 is induced from the
continuous open map −ψ : C2(M) → C2ψ(M), and is therefore a homeomorphism.
(Here and below we use the standard fact that a quotient morphism of topological
groups is necessarily open.)
The case of H1 requires a little more work. Since the maps C0(M) → C0ψ(M)
and H1
(
C•(M)
)
→ H1
(
C•ψ(M)
)
are isomorphisms, we see that the continuous
morphism C1(M) → C1ψ(M) induces a continuous isomorphism of the modules of
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cocycles Z1(M)→ Z1ψ(M), and it suffices to show that this map is open (since this
will imply that the induced bijection on H1 is both continuous and open, and thus
is an isomorphism of topological groups).
If we let Z˜1(M) denote the preimage of Z1ψ(M) in C
1(M), and if we let K ⊆
C1(M) =M ⊕M denote ker(ψ)⊕ 0, then we have inclusions Z1(M),K ⊆ Z˜1(M),
and hence a continuous morphism
(5.1.19) Z1(M)⊕K → Z˜1(M),
which is in fact a bijection. Each of Z1(M), K, and Z˜1(M) is closed subgroup of
C1(M) = M ⊕M . Lemma D.3 shows that this latter topological group is Polish,
and thus so is any of its closed subgroups. Corollary C.3 then shows that (5.1.19) is
in fact a homeomorphism, while Lemma 5.1.17 shows that the morphism Z˜1(M)→
Z1ψ(M) is open. Consequently, we find that the morphism Z
1(M) → Z1ψ(M) is
open, as required. 
5.1.20. Lemma. Let A be a Noetherian F-algebra, and let X be an A-module sub-
quotient of a finitely generated projective A[[T ]]-module, endowed with its natural
subquotient topology. If the topology on X is discrete, then X is finitely generated
as an A-module.
Proof. Write X = Y/Z, where Y is an A-submodule of a finitely generated projec-
tive A[[T ]]-module M. Since the topology on X is discrete, Z is open in Y , and
thus we can write Z = U ∩ Y , where U is an open neighbourhood of zero in M.
Then U contains T nM for some n ≫ 0, so that X is a subquotient of the finitely
generated A-module M/T nM, as required. 
5.1.21.Theorem. Let A be a Noetherian O/̟a-algebra such that A/̟ is countable,
and let M be a projective e´tale (ϕ,Γ)-module with A-coefficients.
(1) The Herr complex C•(M) is a perfect complex of A-modules, concentrated
in degrees [0, 2].
(2) If B is a finite type A-algebra, then there is a natural isomorphism in the
derived category
C•(M)⊗LA B
∼
−→ C•(M ⊗AK,A AK,B).
In particular, there is a natural isomorphism
H2(C•(M))⊗A B
∼
−→ H2(C•(M ⊗AK,A AK,B)).
Proof. Since A is Noetherian, AK,A is a flat A-algebra (being a localisation of
the power series ring A+K,A), so C
•(M) is a complex of flat A-modules. By [Sta,
Tag 07LU] (for part (1), taking R = O/̟a), and [Pil17, Prop. 2.2.2] (for part (2),
again taking R = O/̟a), it suffices to prove the result in the case that A is an
F-algebra, which we assume from now on. We begin with (1). By Lemma 5.1.1,
we need only check that the cohomology groups of C•(M) are finitely generated
A-modules. In order to do this, we will make two truncation arguments.
Firstly, by Lemma 5.1.5, we can choose a (ϕ,Γ)-stable lattice M ⊆ M . We
claim that for every n ≥ 1 the Herr complex C•(T nM) is acyclic; consequently, the
natural morphism of complexes C•(M)→ C•(M/T nM) is a quasi-isomorphism.
To see this, it suffices to show that (1 − ϕ) : T nM → T nM is an isomorphism;
indeed, the exactness of C•(T nM) is a formal consequence of this. We begin by
checking injectivity. If m ∈ T nM and (1 − ϕ)(m) = 0, then we have m = ϕ(m) ∈
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T pnM so that in particular we have m ∈ T n+1M. By induction, we see that
m ∈ T nM for all n, so that m = 0, as required.
We now prove surjectivity. If m ∈ T nM, then we have seen in the previous
paragraph that ϕ(m) ∈ T n+1M, ϕ2(m) ∈ T n+2M, and so on. Since M is T -
adically complete, we can set x =
∑
i≥0 ϕ
i(m) ∈ T nM; then (1 − ϕ)(x) = m, as
required.
We now turn to our other truncation argument. Let M′ be as in Lemma 5.1.7,
so that for each n′ ≤ 0, T n
′
M′ is a (ψ,Γ)-stable lattice in M . In particular, for
each n′ ≤ 0, C•ψ(T
n′M) is a subcomplex of C•ψ(M). We claim that if n
′ ≤ −2 then
C•ψ(M/T
n′M′) is acyclic, so that the natural morphism of complexes C•ψ(T
n′M′)→
C•ψ(M) is a quasi-isomorphism.
As above, it is enough to show that (1−ψ) is bijective onM/T n
′
M′. Note firstly
that if r ≤ n′ then ψ(T rM′) ⊆ T r+1M′. Indeed, for each integer r ≤ 0 we have
ψ(T rM′) ⊆ ψ(T p⌊r/p⌋M′) = T ⌊r/p⌋ψ(M′) ⊆ T ⌊r/p⌋M′,
and the claim follows since if r ≤ −2 then ⌊r/p⌋ ≥ r + 1.
We now show that (1− ψ) is injective. Suppose that m ∈M with (1− ψ)(m) ∈
T n
′
M′. Thenm ∈ T rM′ for some r ≪ 0. If r ≥ n′ then we are done, and if not then
since ψ(m) ∈ T r+1M′ and (1−ψ)(m) ∈ T n
′
M ⊆ T r+1M, we have m ∈ T r+1M. It
follows by induction that m ∈ T n
′
M′, as required.
For surjectivity, take m ∈M , and choose r ≪ 0 such that m ∈ T rM′. If r < n′
then ψ(m) ∈ T r+1M′, so by induction we see that there is some s ≥ 0 such that
ψs(m) ∈ T n
′
M′. If we set x =
∑s−1
i=0 ψ
i(m), then (1 − ψ)(x) = m − ψs(m) ∈
m+ T n
′
M, as required.
We now consider the quasi-isomorphisms
C•ψ(T
n′M′)→ C•ψ(M)← C
•(M)→ C•(M/T nM).
Proposition 5.1.18 shows that the middle quasi-isomorphism induces a topologi-
cal isomorphism on cohomology modules, and thus altogether we obtain morphisms
Hi
(
C•ψ(T
n′M′)
)
→ Hi
(
C•(M/T nM)
)
which are isomorphisms of A-modules, and continuous with respect to the natural
topologies on the source and target. Since the target is endowed with the discrete
topology, we find that the source is also endowed with the discrete topology. By
Lemma 5.1.20, it follows that these cohomology modules are indeed finitely gener-
ated over A, and hence so are the cohomology modules of C•(M), as required.
We now turn to (2), where we follow the proof of [KPX14, Thm. 4.4.3]. Since B
is a finite type A-algebra, we see that B is Noetherian, and B is countable, so that
in particular C•(M ⊗AK,A AK,B) is a perfect complex of B-modules by part (1).
Since C•(M) is a perfect complex of A-modules, C•(M)⊗LA B is a perfect complex
of B-modules, and the natural map AK,A ⊗A B → AK,B induces a morphism
(5.1.22) C•(M)⊗LA B → C
•(M ⊗AK,A AK,B).
If B is in fact finite as an A-module, then the natural map AK,A⊗AB → AK,B
is an isomorphism (indeed, we have A[[T ]] ⊗A B = B[[T ]], because A[[T ]] ⊗A B
is finitely generated over A[[T ]] and thus T -adically complete and separated by
the Artin–Rees lemma), so (5.1.22) is certainly an isomorphism in this case. In
the general case that B is only assumed to be a finite type A-algebra, if m is any
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maximal ideal of B, then B/m is finite as an A-module, so we conclude that (5.1.22)
is an isomorphism if we replace B by B/m.
It follows that we have a chain of quasi-isomorphisms
(C•(M)⊗LA B)⊗
L
B B/m
∼
−→ C•(M)⊗LA B/m
∼
−→ C•(M ⊗A B/m)
∼
−→ C•(M ⊗AK,A AK,B)⊗
L
B B/m,
where the final quasi-isomorphism comes from replacing A by B, B by B/m, andM
by M ⊗AK,AAK,B in (5.1.22) (this is a quasi-isomorphism by the discussion above,
since B/m is a finite B-module, and we have M ⊗AK,A AK,B ⊗B B/m =M ⊗AK,A
AK,B/m =M ⊗AK,A (AK,A ⊗A B/m) =M ⊗A B/m).
Thus (5.1.22) becomes a quasi-isomorphism after applying ⊗LBB/m, for any max-
imal ideal m of B. It follows from [KPX14, Lem. 4.1.5] that (5.1.22) is a quasi-
isomorphism, as required. Finally, the compatibility of the formation of H2 with
base change is an immediate consequence of this isomorphism in the derived cate-
gory, together with the vanishing of all of the higher degree cohomology groups. 
5.1.23.Corollary. Let A be a p-adically complete Noetherian O-algebra such that A/̟
is countable, and let M be a projective e´tale (ϕ,Γ)-module. Then the Herr complex
C•(M) is a perfect complex concentrated in degrees [0, 2].
Proof. This follows from [Sta, Tag 0CQG] and Theorem 5.1.21. 
We now explain the comparison between the Herr complex and Galois cohomol-
ogy, and the relationship to Tate local duality. These results are essentially due to
Herr and are proved in [Her98, Her01] but we follow [KPX14] and formulate them
as statements in the derived category.
Exactly as in [KPX14, Defn. 2.3.10], if M1, M2 are projective e´tale (ϕ,Γ)-
modules with A-coefficients, then there is a cup product
C•(M1)⊗A C
•(M2)→ C
•(M1 ⊗AK,A M2).
More precisely, the cup product arises from the following generalities. If we have
two complexes of A-modules C• and D•, then the tensor product C• ⊗ D• has
differential given by
d(x ⊗ y) = dx ⊗ y + (−1)ix⊗ y
if x ∈ Ci, y ∈ Dj . If f• : C• → C•, then we write Fib(f |C•) := Cone(f)[−1], which
by definition has Fib(f)i = Ci ⊕ Ci−1 and di((x, y)) = (di(x),−di−1(y)− f i(x)).
As a special case of [KPX14, Lem. 2.3.9], if f1 : C
•
1 → C
•
1 , f2 : C
•
2 → C
•
2 , then
we have a natural morphism
(5.1.24) Fib(1− f1|C
•
1 )⊗ Fib(1− f2|C
•
2 )→ Fib(1− f1 ⊗ f2|C
•
1 ⊗ C
•
2 )
Then by definition we have C•(M) = Fib
(
1 − γ|Fib(1 − ϕ|M)
)
, so that by
multiple applications of (5.1.24) we have morphisms
C•(M1)⊗A C
•(M2) = Fib
(
1− γ|Fib(1− ϕ|M1)
)
⊗A Fib
(
1− γ|Fib(1 − ϕ|M1)
)
→ Fib
(
1− γ|Fib(1− ϕ|M1)⊗A Fib(1− ϕ|M2)
)
→ Fib
(
1− γ|Fib(1− ϕ|M1 ⊗A M2)
)
։ Fib
(
1− γ|Fib(1− ϕ|M1 ⊗AK,A M2)
)
= C•(M1 ⊗M2)
whose composite defines the cup product.
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5.1.25. Lemma. If A is a finite O-algebra, then there is an isomorphism
H2(C•(AK,A(1))) ∼= A,
compatible with base change.
Proof. Since by Theorem 5.1.21 (2) the formation of H2(C•(M)) is compatible
with base change, the result follows from the case A = O, which is immediate from
Theorem 5.1.27 below (that is, from the natural isomorphismH2(GK ,O(1)) ∼= O).

We define the Tate duality pairing between the Herr complexes of M and of its
Cartier dualM∗ as the following composite of the cup product, truncation, and the
isomorphism of Lemma 5.1.25.
C•(M)× C•(M∗)→ C•(AK,A(1)))→ H
2(C•(AK,A(1)))[−2] ∼= A[−2].
5.1.26.Proposition. Let A be a finite type O/̟a-algebra, and let M be a projective
e´tale (ϕ,Γ)-module of rank d.
(1) The Tate duality pairing induces a quasi-isomorphism
C•(M)
∼
−→ RHomA(C
•(M∗), A))[−2].
(2) If A is a finite extension of F, then the Euler characteristic χA(C
•(M)) is
equal to −[K : Qp]d.
Proof. For part (1), by [KPX14, Lem. 4.1.5], it is enough to treat the case that A
is a field, in which case A is a finite extension of F. Then both parts follow
from Theorem 5.1.27 below (that is, from the corresponding statements for Galois
representations). 
Finally we recall the relationship between the Herr complex and Galois coho-
mology. As in [Pot13, §2] it is possible to upgrade the following theorem to an
isomorphism in the derived category, but as we do not need this we do not give
the details here. If A is a complete local Noetherian O-algebra with finite residue
field, and M is a formal projective e´tale (ϕ,Γ)-module with A-coefficients, then we
can define the Herr complex C•(M) exactly as for e´tale (ϕ,Γ)-modules, so that by
definition we have C•(M) = lim
←−n
C•(MA/mnA). By [Sta, Tag 0CQG], C
•(M) is a
perfect complex, concentrated in degrees [0, 2].
5.1.27. Theorem. If A is a complete local Noetherian O-algebra with finite residue
field, and V is a finitely generated projective A-module with a continuous action
of GK , then there are isomorphisms of A-modules
Hi(GK , V )
∼
−→ Hi(C•(DA(V )))
which are functorial in V and compatible with cup products and duality.
Proof. This is [Dee01, Prop. 3.1.1], which is deduced from the results of [Her01,
Her98] by passage to the limit. 
5.1.28.Remark. In accordance with our general convention of writing ρT for a family
T → Xd, we write H
2(GK , ρT ) for the pullback to T of the cohomology group
H2(C•(M)) on Xd. By Theorem 5.1.21, H
2(GK , ρT ) is a coherent sheaf, whose
formation is compatible with arbitrary finite type base-change, and so in particular
by Theorem 5.1.27 its specialisations at Fp-points coincide with the usual Galois
cohomology groups.
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5.1.29. Lemma. Let T be a scheme of finite type over O/̟a, and let ρT , ρ
′
T be
families of Galois representations over T . Then sections of H2(GK , ρT ⊗ (ρ
′
T )
∨(1))
are in natural bijection with homomorphisms ρT → ρ
′
T .
5.1.30. Remark. Here by a homomorphism ρT → ρ
′
T we mean a homomorphism of
the corresponding (ϕ,Γ)-modules.
Proof of Lemma 5.1.29. This follows from Proposition 5.1.26 and Lemma 5.1.2. 
5.1.31. Obstruction theory. We now show that the Herr complex provides Xd with
a nice obstruction theory in the sense recalled in Appendix A.
Let A be a p-adically complete O-algebra, and let x : SpecA → Xd be a mor-
phism, corresponding to a projective (ϕ,Γ)-module M . We wish to consider the
problem of deforming M to a square zero thickening of A. Specifically, if
0→ I → A′ → A→ 0
is a square zero extension, then we let Lift(x,A′) be the set of isomorphism classes
of projective (ϕ,Γ)-modules M ′ with A′-coefficients which have the property that
M ′ ⊗A′ A ∼=M .
For any such thickeningA′, we define a corresponding obstruction class as follows.
The underlying AK,A-module of M has a unique (up to isomorphism) lifting to a
projectiveAK,A′ -module M˜ , and we may lift ϕ, γ to semi-linear endomorphisms ϕ˜, γ˜
of M˜ . (Indeed, AK,A′ is a square zero thickening of AK,A, and a finite rank
projective module P over any ring R deforms uniquely through an square zero
extension R′ → R, as its deformations are controlled by
H1(SpecR, ker(R′ → R)⊗ EndR(M)),
which vanishes (as SpecR is affine). To see that ϕ, γ lift, think of them as AK,A-
linear maps ϕ∗M →M , γ∗M →M .)
However, there is no guarantee that we can find lifts ϕ˜, γ˜ which commute. To
measure the obstruction to the existence of such lifts, let adM = HomAK,A(M,M)
be the adjoint of M . This naturally has the structure of a (ϕ,Γ)-module; indeed,
we have a natural identification ϕ∗adM = HomAK,A(ϕ
∗M,ϕ∗M), and we define
ΦadM : ϕ
∗adM → adM by
(ΦadM (f))(x) = ΦM (f(Φ
−1
M (x))).
We define the action of Γ in the same way. Then we let ox(A
′) be the image in
H2(C•(adM))⊗A I = H
2(C•(adM ⊗A I)) of
ϕ˜γ˜ϕ˜−1γ˜−1 − 1 ∈ adM ⊗A I = C
2(adM ⊗A I).
5.1.32. Lemma. The cohomology class ox(A
′) is well-defined independently of the
choice of ϕ˜, γ˜, and vanishes if and only if Lift(x,A′) 6= 0.
Proof. The other liftings ϕ˜′, γ˜′ are obtained from our given lifting ϕ˜, γ˜ by setting
ϕ˜′ = (1 +X)ϕ˜, γ˜′ = (1− Y )γ˜, for some X,Y ∈ adM ⊗A I. A simple computation
shows that
ϕ˜′γ˜′(ϕ˜′)−1(γ˜′)−1 − ϕ˜γ˜ϕ˜−1γ˜−1 = (1 − γ)X + (1 − ϕ)Y,
which shows that the cohomology class ox(A
′) is well-defined, and that it vanishes
if and only if we can choose ϕ˜′, γ˜′ so that ϕ˜′γ˜′(ϕ˜′)−1(γ˜′)−1 = 1, which is in turn
equivalent to Lift(x,A′) 6= 0, as required. 
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If F is an A-module, we let A[F ] := A⊕F be the A-algebra with multiplication
given by
(a,m)(a′,m′) := (aa′, am′ + a′m).
This is a square zero thickening of A, and Lift(x,A[F ]) 6= 0, because we have the
trivial lifting given by M ⊗A A[F ].
5.1.33. Lemma. Suppose that F is a finitely generated A-module. Then there is a
natural isomorphism of A-modules Lift(x,A[F ])
∼
−→ H1(C•(adM)⊗LA F ).
Proof. We begin by constructing the isomorphism on the level of sets. Note that
C•(adM)⊗LF is computed by C•(adM⊗AF ). Liftings ofM to A[F ] are determined
by the corresponding liftings ϕ˜, γ˜ of ϕ, γ, and we obtain a class in H1(C•(adM ⊗A
F )) by taking the image of of
(ϕ˜ϕ−1 − 1, γ˜γ−1 − 1) ∈ adM ⊗A F ⊕ adM ⊗A F = C
1(adM ⊗A F ).
An elementary calculation shows that (ϕ˜ϕ−1 − 1, γ˜γ−1 − 1) is in the kernel of
C1(adM ⊗A F ) → C
2(adM ⊗A F ) if and only if ϕ˜γ˜ = γ˜ϕ˜, so it only remains
to check that the lifting given by ϕ˜, γ˜ is trivial if and only if the corresponding
cohomology class vanishes.
To see this, note that the endomorphisms of the trivial lifting are of the form
1+X , X ∈ adM⊗F . The corresponding ϕ˜, γ˜ are given by ϕ˜ = (1+X)ϕ(1+X)−1,
γ˜ = (1+X)γ(1+X)−1, which is equivalent to (ϕ˜ϕ−1−1, γ˜γ−1−1) = ((1−ϕ)X, (1−
γ)X), which by definition is equivalent to (ϕ˜ϕ−1−1, γ˜γ−1−1) being a coboundary,
as required.
To compare the A-module structures, recall that by definition the A-module
structure on Lift(x,A[F ]) is defined as follows (see [Sta, Tag 07Y9]). If r ∈ A, then
we have a homomorphism fr : A[F ] → A[F ] given by fr(a, f) = (a, rf), and given
a lifting M˜ ofM , we let rM˜ be the base change of M˜ via fr. Explicitly, this means
that we replace (ϕ˜− ϕ) and (γ˜ − γ) by r(ϕ˜ − ϕ) and r(γ˜ − γ).
Similarly, the addition map Lift(x,A[F ]) × Lift(x,A[F ]) → Lift(x,A[F ]) comes
from the obvious identification Lift(x,A[F ]) × Lift(x,A[F ]) = Lift(x,A[F × F ])
together with base change via the homomorphism A[F × F ] → A[F ] given by
(a, f1, f2) 7→ (a, f1+f2). With obvious notation, this amounts to setting ϕ˜1⊞ ϕ˜2 :=
ϕ˜1 + ϕ˜2 − ϕ, γ˜1 ⊞ γ˜2 := γ˜1 + γ˜2 − γ.
On the other hand, by definition the A-module structure on H1(C•(adM)⊗LF )
is given by the obvious A-module structure on the pairs (ϕ˜ϕ−1 − 1, γ˜γ−1 − 1).
This is obviously the same as the A-module structure that we have just explicated
on Lift(x,A[F ]). 
5.1.34. Proposition. Xd admits a nice obstruction theory in the sense of Defini-
tion A.32.
Proof. Since Xd is limit preserving by Lemma 3.2.18, it follows from Lemmas 5.1.32
and 5.1.33 that the Herr complex C•(adM) provides the required obstruction the-
ory. 
5.2. Residual gerbes and isotrivial families. In this subsection we briefly dis-
cuss the notion of isotrivial families of (ϕ,Γ)-modules over reduced F-schemes; i.e.
of families which are pointwise constant. The language of residual gerbes (see
Appendix E) provides a convenient framework for doing this.
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We also slightly modify our notational conventions. Namely, we allow F′ to
denote any algebraic extension of F; in particular, this means that F′ contains k,
the residue field of the ring of integers OK of K. (The reason for allowing this
slightly more general choice of coefficients is that we want to consider finite type
points of Xd, which will be defined over finite extensions of F; it is also sometimes
convenient to be able to work over Fp.)
We have seen that Xd is a quasi-separated Ind-algebraic stack, which by Propo-
sition 3.4.12 may be written as the inductive limit of algebraic stacks with closed
immersions (and so, in particular, monomorphisms) as transition morphisms. Thus
the discussion at the end of Appendix E applies, and in particular, for each point
x ∈ |Xd|, the residual gerbe Zx at x in Xd exists. Furthermore, if x is a finite type
point, then the canonical monomorphism Zx →֒ Xd is an immersion.
If we consider an F′-valued point x : SpecF′ → Xd (by abuse of notation we use
x to denote both this point, and its image x ∈ |Xd|, which is a finite type point
of Xd), then we may base-change the residual gerbe to Xd at x (which is a gerbe
over F) over F′ via the composite SpecF′
x
−→ Xd → SpecF; equivalently, we may
regard x as a point of the base-change (Xd)F′ , and then consider the residual gerbe
of (Xd)F′ at this point. This residual gerbe is then of the form [SpecF
′/G], for a
finite type affine group scheme G over F′. (By [Sta, Tag 06QG] the group G may
be described as the fibre product x×Xd x, and hence its claimed properties follow
from the fact that by Proposition 3.4.12, the diagonal of Xd is affine and of finite
type.) In fact, we have the following more precise result regarding G.
5.2.1. Lemma. If x is an F′-valued point of (Xd)F′ , then Aut(x) is an irreducible
smooth closed algebraic subgroup of GLd/F′ .
Proof. As already noted, it follows from Proposition 3.4.12 that Aut(x) is a finite
type affine group scheme over Fp. Let D denote the e´tale (ϕ,Γ)-module over F
′
corresponding to x, and let R := EndAK,Fp ,ϕ,Γ(D). Then, if ρ : GK → GLd(F
′) de-
notes the Galois representation corresponding to x, we see that also R = EndGK (ρ),
and hence that R is an F′-subalgebra of Md(F
′). Furthermore, if A is any finite
type F′-algebra, and if DA denotes the base-change of D over A, then the natural
morphism R⊗Fp A→ EndAK,Fp ,ϕ,Γ(DA) is an isomorphism by Theorem 5.1.21 (2)
and Lemma 5.1.2 (note that A is automatically flat over Fp). Thus
Aut(x)(A) := AutAK,A,ϕ,Γ(DA) = (R ⊗F′ A)
× = (R⊗F′ A)
⋂
GLd(A),
so that Aut(x), as a scheme over F′, is precisely the open subscheme R ∩ GLd,
where we think of R as an affine subspace of the affine space Md. In particular,
we see that Aut(x) is an open subscheme of an affine space, and thus smooth and
irreducible. 
Suppose that S is a reduced F′-scheme of finite type, and that S → Xd is a
morphism such that every closed point of S maps to some fixed point x ∈ |Xd|.
We can think of this morphism as classifying a family of Galois representations ρS
over S whose fibre at each closed point is isomorphic to the fixed representation
ρ : GK → GLd(F
′) classified by x. If G := AutGK (ρ), then Lemma E.5 shows that
the morphism S → X factors through the residual gerbe [SpecF′/G], and thus
corresponds to an e´tale locally trivial G-bundle E over S. (A priori, the G-bundle
E over S is fppf locally trivial. However, since G is smooth, by Lemma 5.2.1, we
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see that E is in fact smooth locally trivial. By taking an e´tale slice of a smooth
cover over which E trivializes, we see that E is in fact e´tale locally trivial.) We can
then describe the family ρS concretely as a twist by E of the constant family S×ρ,
i.e. ρS = E ×G ρ.
5.3. Twisting families. We now begin our study of the dimensions of certain
families of (ϕ,Γ)-representations, and the behaviours of these dimensions under
the operations of twisting by families of 1-dimensional representations, and forming
extensions of families.
We will need in particular to be able to twist families of representations by
unramified characters. Given an Fp-algebra A and an element a ∈ A
×, we have
a (ϕ,Γ)-module Ma whose underlying A-module is free of rank 1, generated by
some v ∈ Ma for which ϕ(v) = av and γ(v) = v. If A = F then the corresponding
representation of GK is the unramified character ura taking a geometric Frobenius
to a. The universal instance of this construction corresponds to a morphismGm →
X1, which induces a morphism which we denote urx : Gm → X1,red (where x denotes
the variable on Gm, so that Gm := SpecF[x, x
−1]).
Given any morphism T → Xd,red, with T a reduced finite type F-scheme, cor-
responding to a family ρT of GK-representations over T , we may consider the
family ρT ⊠ urx over T × Gm, as in Section 3.8. We refer to this operation on
(ϕ,Γ)-modules as unramified twisting.
5.3.1. Definition. We say that ρT is twistable if whenever ρt
∼= ρt′ ⊗ ura where
t, t′ ∈ T (Fp) and a ∈ F
×
p , then a = 1. We say that it is essentially twistable if for
each t ∈ T (Fp), a ∈ F
×
p , the set of a 6= 1 for which there exists t
′ ∈ T (Fp) with
ρt
∼= ρt′ ⊗ ura is finite.
5.3.2. Lemma. If the dimension of the scheme-theoretic image of T in Xd,red is e,
then the dimension of the scheme-theoretic image of T×Gm in Xd,red is at most e+
1. If T contains a dense open subscheme U such that ρU is essentially twistable,
then equality holds.
5.3.3. Remark. Since a twistable representation is essentially twistable, we see that
if T contains a dense open subscheme U such that ρU is twistable, then equality
holds in Lemma 5.3.2.
Proof of Lemma 5.3.2. We may assume that T is irreducible. Write f for the mor-
phism T → Xd,red and g for the morphism T ×Gm → Xd,red. By [Sta, Tag 0DS4],
we may, after possibly replacing T by a nonempty open subscheme, assume that
for each Fp-point t of T we have dimTf(t) = dim T − e.
Let v = (t, λ) be an Fp-point of T×Gm. Then (T×Gm)g(v) contains Tf(t)×{λ},
so that dim(T ×Gm)g(v) ≥ dimTf(t) = dimT − e = dim(T ×Gm)− (e+1), so the
first claim follows from another application of [Sta, Tag 0DS4].
For the last part, we may replace T by U , and then the hypothesis that ρT is
essentially twistable means that we can identify (T ×Gm)g(v) with a finite union
of fibres Tf(t′) (where the t
′ run over the finitely many possible isomorphisms ρt
∼=
ρt′⊗ura), so that equality holds in the above inequality, and the result again follows
from [Sta, Tag 0DS4]. 
Recall that for each embedding σ : k →֒ F, we have a corresponding fundamental
character ωσ : IK → F
×, which corresponds via local class field theory (normalised
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to take uniformisers to geometric Frobeneii) to the composite of σ and the natural
map O×K → k
×. It is easy to check that
∏
σ ω
e(K/Qp)
σ = ε|IK . If F
′ is an algebraic
extension of F, then we can and do identify the embeddings k →֒ F and k →֒ F′.
Let n = (nσ)σ:k→֒F be a tuple of integers 0 ≤ nσ ≤ p − 1. The characters ωσ
can all be extended to GK , and the restriction to IK of any character GK → F
×
p is
equal to
∏
σ ω
−nσ
σ for some n (which is unique unless the character is unramified).
We write ψn : GK → F
× for a fixed choice of an extension of
∏
σ ω
−nσ
σ to GK .
If nσ = 0 for all σ, or nσ = p − 1 for all σ, then we fix the choice ψn = 1. We
can and do suppose that if n, n′ are such that (ψnψ
−1
n′ )|IK = ε|IK , then in fact
ψnψ
−1
n′ = ε.
Somewhat abusively, we will also write ψn for the constant family of (ϕ,Γ)-
modules D(ψn) over any Fp-scheme T .
5.3.4. Remark. The irreducible representations α : GK → GLd(Fp) are easily clas-
sified; indeed, since the wild inertia subgroup must act trivially, they are tamely
ramified, so that the restriction of α to IK is diagonalizable. Considering the action
of Frobenius on tame inertia, it is then easy to see that α is induced from a charac-
ter of the unramified extension of K of degree d. It follows that each irreducible α
is absolutely irreducible.
As we have just seen, there are only finitely many such characters up to unrami-
fied twist, so that in particular there are only finitely many such α up to unramified
twist. It follows that there are up to unramified twist only finitely many irreducible
(ϕ,Γ)-modules over Fp of any fixed rank.
It is convenient to extend the notation ρT to algebraic stacks; to this end, if T
is a reduced algebraic stack of finite type over Fp, we denote by ρT a morphism
T → (Xd,red)Fp .
5.3.5. Definition. We say that a representation ρ : GK → GLd(Fp) is maximally
nonsplit of niveau 1 if it has a unique filtration by GK-stable Fp-subspaces such that
all of the graded pieces are one-dimensional representations of GK . We say that the
family ρT is maximally nonsplit of niveau 1 if ρt is maximally nonsplit of niveau 1
for all t ∈ T (Fp), and that ρT is generically maximally nonsplit of niveau 1 if there
is a dense open substack U of T such that ρU is maximally nonsplit of niveau 1.
In particular, we say that an algebraic substack T of (Xd,red)Fp is maximally
nonsplit of niveau 1 if ρt is maximally nonsplit of niveau 1 for all t ∈ T (Fp),
and that T is generically maximally nonsplit of niveau 1 if there is a dense open
substack U of T such that U is maximally nonsplit of niveau 1.
5.3.6. Remark. We will eventually see in Theorem 6.5.1 below that (Xd,red)Fp itself
is an algebraic stack of finite type over Fp, and is generically maximally nonsplit
of niveau 1.
We now prove a structure theorem for families which are generically maximally
nonsplit of niveau 1.
5.3.7. Proposition. If T is a reduced finite type algebraic stack over Fp, and ρT
is generically maximally nonsplit of niveau 1, then there exist:
• a dense open substack U of T ;
• tuples ni, 1 ≤ i ≤ d;
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• morphisms λi : U → Gm, 1 ≤ i ≤ d;
• morphisms xi : U → (Xi,red)Fp , 0 ≤ i ≤ d, corresponding to families of
i-dimensional representations ρi over U ;
such that xd is the restriction of ρT to U , and for each 0 ≤ i ≤ d−1, we have short
exact sequences of families over U
0→ ρi → ρi+1 → urλi+1 ⊗ ψni+1 → 0.
In particular, for each t ∈ U , we have
(5.3.8) ρt
∼=


urλ1(t) ⊗ ψn1 ∗ . . . ∗
0 urλ2(t) ⊗ ψn2 . . . ∗
...
. . .
...
0 . . . 0 urλd(t) ⊗ ψnd

 .
5.3.9. Remark. We cannot necessarily write (5.3.8) over all of T . For example,
there are families of two-dimensional representations of GK which are generically
maximally nonsplit of niveau one, but which also specialise to irreducible represen-
tations. (The existence of such families follows from Theorem 6.5.1 below.)
Proof of Proposition 5.3.7. We begin by assuming that T is a scheme, say T = T .
By definition, we can replace by T by a dense open subscheme, and thus assume
that that ρT is maximally nonsplit of niveau 1, i.e. that ρt is maximally nonsplit of
niveau 1 for each t ∈ T (Fp), and also assume that T is a disjoint union of finitely
many integral subschemes. Replacing T by each of these subschemes in turn, we
may assume that T itself is integral.
For each n, we may form the family
ρT ⊠ (ur
−1
x ⊗ ψ
−1
n )(1)
over T ×Fp Gm (where as above x denotes the variable on Gm, so that Gm :=
SpecFp[x, x
−1]), and then consider (in the notation of Remark 5.1.28)
Hn := H
2
(
GK , ρT ⊠ (ur
−1
x ⊗ ψ
−1
n )(1)
)
,
a coherent sheaf on T ×FGm.Since the formation of H
2(GK , –) is compatible with
arbitrary finite type base-change, we see from Tate local duality that for each
finite type point (t, x0) ∈ T ×F Gm, the corresponding fibre (Hn)(t,x0) admits the
description
(Hn)(t,x0)
∼= H2
(
GK , ρt ⊗ (ur
−1
x0 ⊗ ψ
−1
n )(1)
)
∼= HomGK (ρt, urx0 ⊗ ψn).
The assumption that ρt is maximally non-split ensures that for each choice of t,
this fibre is non-zero for exactly one choice of n and one choice of x0, and is then
precisely one-dimensional.
Thus, if Supp(Hn) →֒ T ×Fp Gm denotes the closed subscheme on which Hn is
supported, then the morphism
∐
n Supp(Hn)→ T given by the various projections
onto T induces a bijection on closed points.
Since a quasi-finite morphism becomes finite after restricting to a dense open
subset of the target [Sta, Tag 03I1], and since T is irreducible, we see that if we
replace T by a suitably chosen non-empty open subset, then we may assume that
Supp(Hn)→ T is finite and bijective on closed points for one choice of n, and that
Hn = 0 for all the other possible choices of n. We make such a replacement, and
now write ψnd rather than ψn and H rather than Hn.
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The morphism Supp(H) → T induces a morphism Supp(H)red → T , which
is then a bijection between reduced finite type Fp-schemes, and thus restricts to
an isomorphism over a dense open subset of the target. Thus, replacing T by
this open subset, we may assume that Supp(H)red → T is an isomorphism, and
thus identify Supp(H)red with T . Let λ : T → Gm denote the composite of this
identification with the projection Supp(H)red → Gm. Again using the fact that
the formation of H2 commutes with base-change, we find that the pull-back HT of
H to T ∼= Supp(H)red may be identified with
H2
(
ρT ⊠ (ur
−1
λ ⊗ ψ
−1
nd
)(1)
)
.
The computation already made of the fibres of H shows that the fibres of HT are
all one-dimensional. Since T is reduced, we conclude that HT is locally free of rank
one; replacing T by a non-empty open subset once more, we may in fact assume
that HT is free of rank one, and so choose a nowhere zero section of HT , which by
Lemma 5.1.29 we may and do regard as a surjection
ρT ։ urλ ⊗ ψnd .
The kernel of this surjection is a rank (d − 1) family of projective e´tale (ϕ,Γ)-
modules, so the result for T follows by induction on d.
We now return to the general case that T is an integral finite type algebraic
stack over Fp. Since Xd is Ind-algebraic by Proposition 3.4.12, we can form the
scheme-theoretic image T ′ of the morphism T → (Xd,red)Fp , which is again an
integral finite type algebraic stack over Fp. The family ρT ′ is again generically
maximally nonsplit of niveau 1 (since by the stacky version of Chevalley’s theorem
(see [Ryd11, App. D]), the image of T in T ′ is constructible, and so contains a
dense open subset of T ), and since the morphism T → T ′ is scheme-theoretically
dominant, any dense open substack of T ′ pulls back to a dense open substack of T .
It therefore suffices to prove the result for T ′. Replacing T by T ′, then, we can
and do assume that T is a closed substack of (Xd,red)Fp .
Let T → T be a smooth cover by a (necessarily reduced) and finite type Fp-
scheme (we can ensure that T is finite type over Fp, since T is so), and let ρT
be the induced family. We wish to deduce the result for T from the result for T ,
which we have already proved. We thus replace T by a dense open subscheme
(and correspondingly replace T by a dense open substack, namely the image of this
open subscheme of T ), so that the family ρT is maximally non-split, and so that
the morphisms λi : T → Gm and xi : T → (Xi,red)Fp exist. We will then show that
these morphisms factor through the smooth surjection T → T . This amounts to
showing that we can factor the morphism of groupoids
(5.3.10) T ×T T → T × T
through a morphism of groupoids T ×T T → T ×Gm T or T ×T T → T ×(Xi,red)Fp
T
respectively.
Since T is a substack of X , the natural morphism induces an isomorphism T ×T
T
∼
−→ T ×X T . Thus for any test scheme T
′, a T ′-valued point of T ×T T consists
of a pair of morphisms f0, f1 : T
′ ⇒ T , and an isomorphism of families
(5.3.11) f∗0 ρT
∼
−→ f∗1 ρT
(where f∗i ρT denotes the pull-back of ρT to T
′ via fi).
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In the first case, in which we consider one of the morphisms λi, we need to show
(employing the notation just introduced) that the morphism f0×f1 : T
′×T ′ → T×T
necessarily factors through T ×Gm T (this latter fibre product formed using the
morphisms λi). More concretely, this amounts to checking that λi ◦ f0 = λi ◦ f1.
Since the source of (5.3.10) is reduced and of finite type over Fp, it suffices to check
this for reduced test schemes T ′ of finite type over Fp, and thus to check that these
morphisms coincide at the Fp-valued points t
′ of T ′. This follows from the assumed
isomorphism (5.3.11), and the uniqueness of the filtration at each Fp-valued point
of the family.
In the second case, in which we consider one of the morphisms xi, the morphism
T ×(Xi,red)Fp
T → T × T is no longer a monomorphism, and so we have to actually
construct a morphism of groupoids T ×T T → T ×(Xi,red)Fp
T (rather than simply
verify a factorization). So, given f0, f1 : T
′ → T, and an isomorphism (5.3.11), we
have to construct a corresponding isomorphism
(5.3.12) f∗0 (ρT )i
∼
−→ f∗1 (ρT )i,
where (ρT )i denotes the family of i-dimensional subrepresentations of ρT corre-
sponding to the morphism xi. We will define the desired isomorphism (5.3.12) sim-
ply to be the restriction of the isomorphism (5.3.11). For this definition to make
sense, we have to show that (5.3.11) does in fact restrict to an isomorphism (5.3.12).
In fact, it suffices to check that (5.3.11) induces an embedding f∗0 (ρT )i →֒ f
∗
1 (ρT )i;
reversing the roles of f0 and f1 then allows us to promote this to an isomorphism.
Again, it suffices to check this on reduced test schemes T ′ of finite type over Fp,
and then it suffices to show that the composite
f∗0 (ρT )i →֒ f
∗
0 ρT
(5.3.11)
−→ f∗1 ρT → f
∗
1 ρT /f
∗
1 (ρT )i
vanishes. This can be checked on Fp-valued points, where it again follows from the
uniqueness of the filtrations that define the (ρT )i. 
5.4. Dimensions of families of extensions. Suppose that we have a morphism
T → (Xd,red)Fp , with T a reduced finite type Fp-scheme, corresponding to a family
ρT of GK-representations over T . Fix a representation α : GK → GLa(Fp).
5.4.1. Lemma. If Ext2GK (α, ρt) is of constant rank r for all t ∈ T (Fp), then
H2(GK , ρT ⊗ α
∨) is locally free of rank r as an OT -module.
Proof. Since the formation of H2 is compatible with arbitrary finite type base-
change (by Theorem 5.1.21 (2)), we see that H2(GK , ρT ⊗ α
∨) is a coherent sheaf
on T of constant fibre rank r. Since T is reduced, the lemma follows. 
By Theorem 5.1.21 we can and do choose a good complex (that is, a bounded
complex of finite rank locally free OT -modules)
C0T → C
1
T → C
2
T
computing H•(GK , ρT ⊗ α
∨). Suppose that we are in the context of the preceding
lemma, i.e. that Ext2GK (α, ρT ) is locally free of some rank r. It follows that the
truncated complex
C0T → Z
1
T
is again good (here Z1T := ker(C
1
T → C
2
T )). As in Remark 5.1.28, we write
H1(GK , ρT ⊗ α
∨)
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for the cohomology group of this complex in degree 1; its formation is compatible
with arbitrary finite type base-change, and its specialisations to finite type points
of T agree with the usual Galois cohomology.
In particular, if we choose another integer n, we may use the surjection Z1T →
H1(GK , ρT ⊗ α
∨) (together with Lemma 5.1.2) to construct a universal family of
extensions
(5.4.2) 0→ ρT → E → α
⊕n → 0
parameterized by the vector bundle V corresponding to the finite rank locally free
sheaf (Z1T )
⊕n, giving rise to a morphism
(5.4.3) V → (Xd+an,red)Fp .
(See [CEGS, §4.2] for a similar construction.)
Write Gα := AutGK (α), thought of as an affine algebraic group over Fp.
5.4.4. Proposition. Maintain the notation and assumptions above; so we assume
in particular that Ext2GK (α, ρt) is of constant rank r for all t ∈ T (Fp).
(1) If e denotes the dimension of the scheme-theoretic image of T in (Xd,red)Fp ,
then the dimension of the scheme-theoretic image, with respect to the mor-
phism (5.4.3), of V in (Xd+an,red)Fp is bounded above by
e+ n([K : Qp]ad+ r) − n
2 dimGα.
(2) Suppose that:
(a) n = 1;
(b) α is one-dimensional;
(c) ρT is generically maximally nonsplit of niveau 1;
(d) if K = Qp, then after replacing T by a dense open subset, so that
the tuples ni exist, and so that the morphisms λi and xi as in the
statement of Proposition 5.3.7 are defined on T , at least one of the
following conditions holds at each t ∈ T (Fp):
(i) urλd−1(t) ⊗ ψnd−1 6= α(1).
(ii) urλd(t) ⊗ ψnd = α.
(iii) urλd(t) ⊗ ψnd = α(1).
Then equality holds in the inequality of (1). Furthermore the family of ex-
tensions EV corresponding to V is generically maximally nonsplit of niveau 1.
(3) Suppose that we are in the setting of (2), and that after replacing T by a
dense open subset, the following conditions hold:
(a) For each t ∈ T (Fp) the representation ρt is maximally nonsplit, and
furthermore the unique quotient character of ρt (which exists by the
assumption that ρT is generically maximally nonsplit of niveau 1) is
equal to α(1).
(b) Furthermore, if we write
0→ r¯t → ρt → α(1)→ 0
for the corresponding filtration of ρt, and write γt for the unique quo-
tient character of ρt, then for each t ∈ T (Fp) either
(i) we have γt 6= α(1), or
(ii) the cyclotomic character ε is trivial, we have γt = α(1) = α, and
the extension of α by γt = α(1) induced by ρt is tre`s ramifie´e.
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Then after replacing V by a dense open subset, for all t ∈ V (Fp) the ex-
tension of α by α(1) induced by the extension of α by ρt is tre`s ramifie´e.
5.4.5. Remark. See Remark 5.4.9 below for a further discussion of condition (2d).
Proof of Proposition 5.4.4. Writing T as the union of its irreducible components,
we obtain a corresponding decomposition of V into the union of its irreducible
components, and we can prove the theorem one component at a time. Thus we
may assume that T (and hence V ) is irreducible.
Let f : T → (Xd,red)Fp be the given morphism, and let g : V → (Xd+an,red)Fp
denote the morphism (5.4.3). In order to relate the scheme-theoretic image of g to
the scheme-theoretic image of f , we will also consider (in a slightly indirect manner)
the scheme-theoretic image of the morphism V → (Xd,red)Fp × (Xd+an,red)Fp (the
first factor being the composite of f and the projection from V to T , and the
second factor being g). If (Xd,red)Fp were a scheme or an algebraic space, then the
dimension of this latter scheme-theoretic image would be greater than or equal to
the dimension of the former; but since (Xd,red)Fp is a stack, we have to be slightly
careful in comparing the dimensions of these two images.
Let v : SpecFp → V be an Fp-point, and let t denote the composite SpecFp →
V → T , so that t is an Fp-point of T . We also write f(t) for the composite f ◦ t,
and g(v) for the composite g ◦ v. We write Tf(t) for the fibre product T ×(Xd,red)Fp
SpecFp (with respect to the morphisms f : T → (Xd,red)Fp and f(t) : SpecFp →
(Xd,red)Fp), and write Vg(v) and V(f(t),g(v)) for the evident analogous fibre products.
We begin with (1). In order to prove the required bound on the dimension of
the scheme-theoretic image of g, it suffices (e.g. by [Sta, Tag 0DS4]) to show that
dimVg(v)
?
≥ dim V − e− n([K : Qp]ad+ r) + n
2 dimGα
for v lying in some non-empty open subset of V . As already alluded to above, what
we will actually be able to do is to estimate the dimension of the fibre V(f(t),g(v)),
and so our first job is to compare the dimension of this fibre with that of Vg(v).
Let ρf(t) denote the Galois representation corresponding to f(t), and let Gt :=
Aut(ρf(t)). Then the morphism t : SpecFp → (Xd,red)Fp induces a monomorphism
[SpecFp/Gt] →֒ (Xd,red)Fp ,
which in turn induces a monomorphism
[SpecFp/Gt]×(Xd,red)Fp
Vg(v) →֒ Vg(v).
Since SpecFp is a Gt-torsor over [SpecFp/Gt], we see that V(f(t),g(v)) is a Gt-torsor
over [SpecFp/Gt]×(Xd,red)Fp
Vg(v), and hence that
(5.4.6) dimV(f(t),g(v)) ≤ dimGt + dimVg(v).
Thus it suffices to prove the inequality
dimV(f(t),g(v))
?
≥ dim V − e− n([K : Qp]ad+ r) + n
2 dimGα + dimGt.
For t lying in some non-empty open subset of T , we have that e = dimT−dimTf(t),
and so, replacing T by this non-empty open subset and V by its preimage, we have
to show that
dimV(f(t),g(v))
?
≥ dimV −dimT+dimTf(t)−n([K : Qp]ad+r)+n
2 dimGα+dimGt
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for v lying in some non-empty open subset of V . In fact we will show that this
inequality holds for every Fp-point v of V .
The right hand side of our putative inequality can be rewritten as
nrkZ1T + dimTf(t) − n([K : Qp]ad+ r) + n
2 dimGα + dimGt,
while the local Euler characteristic formula shows that
H0(GK , ρf(t) ⊗ α
∨)−H1(GK , ρf(t) ⊗ α
∨) + r = −[K : Qp]ad.
Thus we may rewrite our desired inequality as
dim V(f(t),g(v))
?
≥ n
(
rkZ1T − dimH
1(GK , ρf(t) ⊗ α
∨)
)
+ n dimH0(GK , ρf(t) ⊗ α
∨) + dimTf(t) + n
2 dimGα + dimGt.
There is a canonical isomorphism V(f(t),g(v)) ∼= Tf(t) ×T Vg(v), and so, writing
S := (Tf(t))red, we find that dimV(f(t),g(v)) = dimS ×T Vg(v). If we let ρS denote
the pull-back of the family ρT over S, then the Galois representations attached to
all the closed points of S are isomorphic to ρf(t). The discussion of Subsection 5.2
shows we may find an e´tale cover S′ → S such that the pulled-back family ρS′ is
constant. We may replace S by S′ without changing the dimension we are trying
to estimate, and thus we may furthermore assume that ρS is the trivial family with
fibres ρt.
If we let C0S → Z
1
S denote the pull-back of the good complex C
0
T → Z
1
T to S, then
this complex is also the pull-back to S of the good complex C0t → Z
1
t corresponding
to the representation ρt. If we let W denote the vector space H
1(GK , ρt ⊗ α
∨)⊕n,
thought of as an affine space over Fp, then there is a projection S×T V → S×FpW ,
whose kernel is a (trivial) vector bundle which we denote by V ′.
The affine space W parameterizes a universal family of extensions 0 → ρt →
ρW → α
⊕n → 0, giving rise to a morphism h : W → (Xd+an,red)Fp , and the com-
posite morphism S×T V → V
g
−→ (Xd+an,red)Fp admits an alternative factorization
as
S ×T V → S ×Fp W →W
h
−→ (Xd+an,red)Fp .
Thus
S ×T Vg(v) = S ×T V ×W Wh(w)
(where w denotes the image of v in W under the projection), and hence
dimS ×T Vg(v) = rkV
′ + dimS + dimWh(w)
= n
(
rkZ1T − dimH
1(GK , ρf(t) ⊗ α
∨)
)
+ dimS + dimWh(w),
so that our desired inequality becomes equivalent to the inequality
(5.4.7) dimWh(w)
?
≥ n dimH0(GK , ρf(t) ⊗ α
∨) + n2 dimGα + dimGt.
There is an action of Gt ×AutGK (α
⊕n) on
W = H1(GK , ρf(t) ⊗ α
∨)⊕n ∼= Ext1GK (α
⊕n, ρt),
which lifts to an action on the family ρW . There is furthermore a (unipotent) action
of H0(GK , ρt ⊗ α
∨)⊕n on ρW (lying over the trivial action on W ). Altogether,
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we find that the morphism h factors through [W/
(
H0(GK , ρt ⊗ α
∨)⊕n ⋊ (Gt ×
AutGK (α
⊕n))
)
], implying that
dimWh(w) ≥ n dimH
0(GK , ρt ⊗ α
∨) + n2 dimGα + dimGt,
as required.
We now turn to (2), so that we assume that n = 1, that α is one-dimensional,
and that ρT is generically maximally nonsplit of niveau 1. By Proposition 5.3.7,
after possibly replacing T with an open subset, we can and do assume that ρT is
maximally nonsplit of niveau one, that we can write ρT as an extension of families
(5.4.8) 0→ r¯T → ρT → βT → 0
where the family βT arises from twisting a character β : GK → F
×
p via a morphism
T → Gm, and that if K = Qp, then (2d) holds for all finite type points t of T .
(Indeed, βT is the family corresponding to the character urλd ⊗ψnd in the notation
of Proposition 5.3.7.)
We want to show that EV is generically maximally nonsplit of niveau 1. Assume
that this is the case; we now show that we then have equality in the bound of
part (1). After replacing V with a non-empty open subset, we can and do suppose
that EV is maximally nonsplit of niveau 1, so that in particular, for every finite
type point v of V , the extension
0→ ρf(t) → Eg(v) → α→ 0
is maximally nonsplit. From the proof of part (1), we see that it is enough to show
that (after shrinking V as we have) equality holds in both (5.4.6) and (5.4.7).
We begin by considering (5.4.6). For equality to hold here, it is enough to check
that [SpecFp/Gt] ×(Xd,red)Fp
Vg(v) = Vg(v). For this, we need to show that the
representation Eg(v) has a unique d-dimensional subrepresentation, namely ρf(t);
but this is immediate from Eg(v) being maximally non-split of niveau 1. Similarly,
to show that equality holds in (5.4.7), it is enough to show that the morphism
[W/
(
H0(GK , ρt ⊗ α
∨)⋊ (Gt ×AutGK (α))
)
]→ Xd+a,red
is a monomorphism. To see this, note that it follows from the definition of “maxi-
mally nonsplit” that any automorphism of Eg(v) induces automorphisms of ρt and α,
so that we have
W ×Xd+a,red W = H
0(GK , ρt ⊗ α
∨)⋊ (Gt ×AutGK (α)),
and it is enough to show that the morphism [W/W ×Xd+a,red W ] → Xd+a,red is a
monomorphism; this follows from Lemma A.31.
It remains to prove that EV is generically maximally nonsplit of niveau 1. We
need to show that after possibly shrinking V , for each v ∈ V the image in Ext1GK (α, βf(t))
of the element of Ext1GK (α, ρf(t)) corresponding to Eg(v) is nonzero. To this end,
note that as in the proof of Proposition 5.3.7, after possibly shrinking T we may
assume that H2(GK , βT ⊗α
∨) is locally free of some constant rank. We can there-
fore repeat the construction that we carried out after Lemma 5.4.1, and find a good
complex
C0T (β)→ Z
1
T (β)
whose cohomology in degree 1, which we denote by H1T (β), is compatible with base
change and computes H1(GK , βt⊗α
∨) = Ext1GK (α, βt) at finite type points t of T .
MODULI STACKS OF E´TALE (ϕ,Γ)-MODULES 113
By [Sta, Tag 064E] we have a morphism of complexes
(C0T → Z
1
T )→ (C
0
T (β)→ Z
1
T (β)),
compatible with the natural maps on the cohomology groups induced by those for
the Herr complexes.
The kernel of Z1T → H
1
T (β) is a coherent sheaf, so after possibly shrinking the
reduced scheme T , we can suppose that it is a vector subbundle of Z1T . By definition,
we see that if we delete from V the corresponding subbundle then the required
condition holds. It therefore suffices to show that the fibre of this subbundle over
any t is not the whole fibre Vt. If this is not the case, then we would have an exact
sequence
0→ Ext1GK (α, βt)→ Ext
2
GK (α, r¯t)→ Ext
2
GK (α, ρt)→ Ext
2
GK (α, βt)→ 0;
equivalently, by Tate local duality we would have an exact sequence
0→ HomGK (βt, α(1))→ HomGK (ρt, α(1))→ HomGK (r¯t, α(1))→ Ext
1
GK (βt, α(1))→ 0.
Assume for the sake of contradiction that this is the case. Since ρt is maxi-
mally nonsplit, the map HomGK (βt, α(1)) → HomGK (ρt, α(1)) is an isomorphism;
so it suffices to show that we cannot have an isomorphism HomGK (r¯t, α(1)) →
Ext1GK (βt, α(1)).
Since r¯t is maximally nonsplit, HomGK (r¯t, α(1)) is at most 1-dimensional with
equality if and only if urλd−1(t) ⊗ ψnd−1 = α(1); while by the local Euler charac-
teristic formula, Ext1GK (βt, α(1)) has dimension at least [K : Qp], with equality
if and only if βt 6= α and βt 6= α(1). It follows that we must have K = Qp,
urλd−1(t) ⊗ ψnd−1 = α(1), βt 6= α and βt 6= α(1); but this case was excluded by
assumption (2d), and we have our a contradiction.
Finally, suppose that we are in the situation of (3). We wish to argue in the
same way as part (2), but rather than deleting the split locus, we need to delete
the peu ramifie´e locus; accordingly, it is enough to show that for each t, there is
some extension of α by ρf(t) with the property that the induced extension of α
by βt = α(1) is tre`s ramifie´e. We have an exact sequence
Ext1GK (α, ρt)→ Ext
1
GK (α, βt)→ Ext
2
GK (α, r¯t),
so we are done if Ext2GK (α, r¯t) = 0. Since r¯t is maximally nonsplit, this means that
we are done unless r¯t admits α(1) as its unique quotient character.
By hypothesis, this implies that ε is trivial, and we can assume that the extension
of βt = α(1) = α by α(1) = α induced by ρt is tre`s ramifie´e. Write ct for the
corresponding class in H1(GK , ε). As in Remark 5.4.9 below, it is enough to show
that there is a tre`s ramifie´e extension of α by α(1), corresponding to a class d ∈
H1(GK , ε) such that the cup product of ct and d vanishes. If this is not the case,
then ct must be an unramified class in H
1(GK , 1) = H
1(GK , ε); but the extension
of K cut out by ct considered as a class in H
1(GK , 1) is an extension given by
adjoining a pth root of a uniformizer, so is in particular a ramified extension, and
we are done. 
5.4.9. Remark. The curious looking condition Proposition 5.4.4 (2d) is not merely
an artefact of our arguments. Indeed, if we fix characters α, β : GQp → F
×
p , with
114 M. EMERTON AND T. GEE
β 6= α, β 6= α(1), and let
r¯ =
(
α(1) ∗
0 β
)
be a non-split extension, then any extension of α by r¯ induces the trivial extension
of α by β. To see this, note that if we fix an extension of α by β, then the condition
that we can form an extension of α by r¯ realising this extension of α by β is that the
cup product of the corresponding classes in H1(GQp , αβ
−1
(1)) and H1(GQp , βα
−1)
vanishes. But by Tate local duality, this cup product is a perfect pairing of 1-
dimensional vector spaces, so one of the two classes must vanish, as required.
5.5. Xd is a formal algebraic stack. We now use the theory of families of ex-
tensions to show that Xd is a formal algebraic stack. The key ingredient is Theo-
rem 5.5.11, which we prove by induction on d. We begin by setting up some useful
terminology, which is motivated by the generalisations of the weight part of Serre’s
conjecture formulated in [GHS18]. Recall that the notion of a Serre weight was
defined in Section 1.11. Since F is assumed to contain k, we can and do identify
embeddings k →֒ Fp and k →֒ F.
5.5.1. Definition. If k is a Serre weight, and ρ : GK → GLd(Fp) is maximally
nonsplit of niveau 1, then we say that ρ is of weight k if we can write
ρ ∼=


χ1 ∗ . . . ∗
0 χ2 . . . ∗
...
. . .
...
0 . . . 0 χd


where
• χi|IK = ε
1−i
∏
σ:k→֒F ω
−kσ,d+1−i
σ , and
• if (χi+1χ
−1
i )|IK = ε
−1, then kσ,d+1−i − kσ,d−i = p − 1 for all σ if and
only if χi+1χ
−1
i = ε
−1 and the element of Ext1GK (χi, χi+1) = H
1(GK , ε)
determined by ρ is tre`s ramifie´e (and otherwise kσ,d+1−i − kσ,d−i = 0 for
all σ).
Note that each maximally nonsplit representation of niveau one is of weight k
for a unique k. For each k, there exists a ρ which is maximally nonsplit of niveau 1
and weight k; the existence of such a ρ follows by an easy induction, and is in any
case an immediate consequence of Theorem 5.5.11 below.
5.5.2. Definition. We say that a weight k′ is a shift of a weight k if k′σ,d = kσ,d
for all σ, and if for each 1 ≤ i ≤ d− 1, we either have k′σ,i − k
′
σ,i+1 = kσ,i − kσ,i+1
for all σ, or we have k′σ,i − k
′
σ,i+1 = p− 1 and kσ,i − kσ,i+1 = 0 for all σ. (Note in
particular that any weight is a shift of itself.)
5.5.3. Definition. We say that a representation ρ : GK → GLd(O) or ρ : GK →
GLd(Zp) is crystalline, or crystalline of weight λ, if ρ[1/p] is crystalline, resp. crys-
talline of weight λ. We say that ρ is a crystalline lift of ρ : GK → GLd(F) (resp. of
ρ : GK → GLd(Fp)).
The motivation for Definitions 5.5.1 and 5.5.2 is the following lemma.
5.5.4. Lemma. If ρ is maximally nonsplit of niveau 1 and weight k, if k′ is a shift
of k, and λ is a lift of k′, then ρ has a crystalline lift of weight λ. Furthermore,
this lift can be chosen to be ordinary in the sense of Definition 6.4.1 below.
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Proof. Write ρ as in Definition 5.5.1, and assume (by replacing E by a finite un-
ramified extension if necessary) that both ρ and the filtration in Definition 5.5.1 are
defined over F. Note firstly that by [GHS18, Lem. 5.1.6] (which uses the opposite
conventions for the sign of the Hodge–Tate weights to those of this paper), together
with the observation made above that
∏
σ ω
e(K/Qp)
σ = ε|IK , we can find crystalline
characters ψi : GK → O
× such that ψi = χi and ψi has Hodge–Tate weights given
by λσ,d+1−i.
It is enough to prove that ρ has a crystalline lift which is a successive extension
of characters ψi of the form 

ψ′1 ∗ . . . ∗
0 ψ′2 . . . ∗
...
. . .
...
0 . . . 0 ψ′d

 ,
where each ψ′i is an unramified twist of ψi; note that any such representation is
by definition ordinary in the sense of Definition 6.4.1. We prove this by induction
on d, the case d = 1 being trivial. In the general case, write ρ as an extension
0→ r¯→ ρ→ χd → 0,
and suppose inductively that r¯ has a lift of the required form. Write r : GK →
GLd−1(O) for this lift; then we inductively seek a lift of ρ the form
(5.5.5) 0→ r→ ρ→ ψ′d → 0,
where ψ′d is an unramified twist of ψd. We insist also that
(5.5.6) ψ′d−1(ψ
′
d)
−1 6= ε;
note that this could only fail if k′σ,d = k
′
σ,d−1 for all σ, and in this case we are
only ruling out a single unramified twist. Then since ρ is maximally nonsplit, we
have HomGK (r, ψdε) = 0, and it follows as in the proof of Lemma 6.3.1 that ρ is
crystalline.
It is therefore enough to show that there is a lift of the form (5.5.5) satisfy-
ing (5.5.6). As in the proof of [GHLS17, Thm. 2.1.8], we have an exact sequence
(5.5.7) H1(GK ,HomO(ψ
′
d, r))→ H
1(GK ,HomO(χd, r¯))
δ
→ H2(GK ,HomO(ψ
′
d, r)),
so if c ∈ H1(GK ,HomO(χd, r¯)) is the class determined by ρ, it is enough to show
that we can choose the unramified twist ψ′d so that δ(c) = 0. Now,H
2(GK ,HomO(ψ
′
d, r))
is dual to H0(GK ,HomO(r, ψ
′
dε)⊗E/O), and since r¯ is maximally nonsplit, we see
that this group is equal to H0(GK ,HomO(ψ
′
d−1, ψ
′
dε) ⊗ E/O). In other words, to
show that δ(c) = 0 in (5.5.7), it is enough to show the corresponding statement
where r is replaced by ψ′d−1; so we need only show that we can choose ψ
′
d so that
the extension of χd by χd−1 lifts to a crystalline extension of ψ
′
d by ψ
′
d−1. This is an
immediate consequence of the weight part of Serre’s conjecture for GL2, as proved
in [GLS15]; see in particular [GLS15, Thm. 6.1.18] and the references therein (and
note that these results also hold for p = 2, by [Wan17]). 
Suppose that ρT is generically maximally nonsplit of niveau 1, where T is some
integral finite type Fp-stack. We say that ρT is generically of weight k if there is a
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dense open substack U of T such that every Fp-point of ρU is maximally nonsplit
of niveau 1, and is of weight k.
5.5.8. Lemma. If ρT is generically maximally nonsplit of niveau 1, then ρT is
generically of weight k for a unique Serre weight k.
Proof. Consider a dense open substack U ⊆ T , tuples ni and morphisms λi : U →
Gm as in Proposition 5.3.7. We inductively determine the kσ,i as follows. We
let kσ,d be the unique choice with p − 1 ≥ kσ,d ≥ 0 not all equal to p − 1 and
satisfying
ψn1 |IK =
∏
σ:k→֒Fp
ω
−kσ,d
σ .
Inductively, if kσ,i+1 has been determined, then we demand that kσ,i satisfies p−1 ≥
kσ,i − kσ,i+1 ≥ 0 and
(ψnd−iψ
−1
nd+1−i
)|IK = ε
∏
σ:k→֒Fp
ω
kσ,i−kσ,i+1
σ .
This determines kσ,i, except in the case that (ψnd−iψ
−1
nd+1−i
)|IK = ε. In this case,
we consider the character λd+1−iλ
−1
d−i : U → Gm. Since U is integral, this character
is either constant or has open image. After possibly shrinking U , we may therefore
assume that either λd+1−i(t) 6= λd−i(t) for all t ∈ U , in which case we set kσ,d+1−i−
kσ,d−i = 0 for all σ, or that the character is trivial.
If the character is trivial, we may consider the closed substack of U on which the
extension between χi+1 and χi is peu ramifie´e. Since U is integral, this is either
equal to U , or after shrinking U we can assume that it is empty. In the former
case which case we set kσ,d+1−i − kσ,d−i = 0 for all σ, and in the latter we take
kσ,d+1−i − kσ,d−i = p − 1 for all σ. It follows from the construction that every
Fp-point of ρU is maximally nonsplit of niveau 1 and weight k, as required. 
It will be convenient to use the following variant of the notation established
in Proposition 5.3.7. If ρT is generically maximally nonsplit of niveau one and
weight k, then we set νi := λd+1−i, and write ωk,i for the character ε
d−iψnd+1−i , so
that
ωk,i|IK =
∏
σ:k→֒Fp
ω
−kσ,i
σ ,
and (5.3.8) can be written as
(5.5.9) ρt
∼=


urνd(t) ⊗ ωk,d ∗ . . . ∗
0 urνd−1(t) ⊗ ε
−1ωk,d−1 . . . ∗
...
. . .
...
0 . . . 0 urν1(t) ⊗ ε
1−dωk,1

 .
We have the eigenvalue morphism ν : U → (Gm)
d given by (ν1, . . . , νd).
5.5.10. Definition. If k is a Serre weight, we let (Gm)
d
k denote the closed sub-
group scheme of (Gm)
d parameterizing tuples (x1, . . . , xd) for which xi = xi+1
whenever kσ,i − kσ,i+1 = p− 1 for all σ.
Note that (Gm)
d
k is closed under the simultaneous multiplication action of Gm
on (Gm)
d
k (i.e. the action a · (x1, . . . , xd) := (ax1, . . . , axd)).
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It follows from the definitions that the eigenvalue morphism ν is valued in (Gm)
d
k.
We have seen in Proposition 3.4.12 that Xd is an Ind-algebraic stack, which is
in fact the 2-colimit of algebraic stacks with respect to transition morphisms that
are closed immersions. We let Xd,red be the underlying reduced substack of Xd; it
is then a closed substack of Xd with the same structure: namely, it is the 2-colimit
of closed algebraic stacks (which can even be assumed to be reduced) with respect
to transition morphisms that are closed immersions.
5.5.11. Theorem.
(1) The Ind-algebraic stack Xd,red is an algebraic stack, of finite presentation
over F.
(2) We can write (Xd,red)Fp as a union of closed algebraic substacks of finite
presentation over Fp
(Xd,red)Fp = X
small
d,red,Fp
∪
⋃
k
X
k
d,red,Fp
,
where:
• X small
d,red,Fp
is empty if d = 1, and otherwise is non-empty of dimension
strictly less than [K : Qp]d(d− 1)/2.
• each X
k
d,red,Fp
is a closed irreducible substack of dimension [K : Qp]d(d−
1)/2, and is generically maximally nonsplit of niveau one and weight k.
The corresponding eigenvalue morphism is dominant (i.e. has dense
image in (Gm)
d
k).
(3) If we fix an irreducible representation α : GK → GLa(Fp) (for some a ≥ 1),
then the locus of ρ in Xd,red(Fp) for which dimHomGK (ρ, α) ≥ r (for any
r ≥ 1) is (either empty, or) of dimension at most
[K : Qp]d(d− 1)/2− ⌈r
(
(a2 + 1)r − a
)
/2⌉.
Furthermore, the locus of ρ in X small
d,red,Fp
(Fp) for which dimHomGK (ρ, α) ≥ r
is of dimension strictly less than this.
(4) If we fix an irreducible representation α : GK → GLa(Fp) (for some a ≥
1), then the locus of ρ in Xd,red(Fp) for which dimExt
2
GK (α, ρ) ≥ r is of
dimension at most
[K : Qp]d(d− 1)/2− r.
5.5.12. Remark. Note that in parts (3) and (4), the locus of points in question
corresponds to a closed substack of (Xd,red)Fp , by upper-semicontinuity of fibre
dimension.
5.5.13. Remark. Since the X
k
d,red,Fp
are irreducible, have dimension equal to that
of (Xd,red)Fp , and have pairwise disjoint open substacks (corresponding to maxi-
mally nonsplit representations of niveau 1 and weight k), they are in fact distinct
irreducible components of (Xd,red)Fp .
5.5.14. Remark. We can, and will, be much more precise about the structure of
Xd,red. Namely, in Section 6 we combine Theorem 5.5.11 with additional argu-
ments to show that Xd,red is equidimensional of dimension [K : Qp]d(d − 1)/2;
accordingly, the irreducible components of (Xd,red)Fp are precisely the X
k
d,red,Fp
,
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and in particular are in bijection with the Serre weights k. We also show that these
irreducible components are all defined over F.
5.5.15.Remark. Note that since the eigenvalue morphism has dense image, it follows
that X
k
d,red contains a dense open substack with the property that νi(t) 6= νi+1(t)
unless kσ,i − kσ,i+1 = p− 1 for all σ.
5.5.16. Remark. As will be evident from the proof, the upper bound of Theo-
rem 5.5.11 (3) is quite crude when [K : Qp] > 1, although it is reasonably sharp
in the case K = Qp. However, it suffices for our purposes, and indeed we will only
use the (even cruder) consequence Theorem 5.5.11 (4) in the rest of the paper.
Proof of Theorem 5.5.11. Recall that a closed immersion of reduced algebraic stacks
that are locally of finite type over Fp which is surjective on finite-type points is
necessarily an isomorphism. As recalled above, Xd,red is an inductive limit of such
stacks (indeed, by Lemma A.12, we have Xd,red = lim−→
X ad,h,s,red, where the X
a
d,h,s
are as in Section 3.4), and so if we produce closed algebraic substacks X small
d,red,Fp
and
X
k
d,red,Fp
of Xd, the union of whose Fp-points exhausts those of Xd,red, then Xd,red
will in fact be an algebraic stack which is the union of its closed substacks X small
d,red,Fp
and X
k
d,red,Fp
. Thus (1) is an immediate consequence of (2) (where the “union”
statement in (2) is now to be understood on the level of Fp-points).
Claim (4) follows from (3) (with α replaced by α⊗ ε) by Tate local duality and
the easily verified inequality
⌈r
(
(a2 + 1)r − a
)
/2⌉ ≥ r.
Thus it is enough to prove (2) and (3), which we do simultaneously by induction
on d.
As recalled in Remark 5.3.4, there are up to twist by unramified characters
only finitely many irreducible Fp-representations of GK of any fixed dimension.
Accordingly, we let {αi} be a finite set of irreducible continuous representations
αi : GK → GLdi(Fp), such that any irreducible continuous representation of GK
over Fp of dimension at most d arises as an unramified twist of exactly one of the αi.
We let the 1-dimensional representations in this set be the characters ψn defined in
Section 5.3.
Each αi corresponds to a finite type point of Xdi,red, whose associated residual
gerbe is a substack of Xdi,red of dimension −1: the morphism SpecFp → Xdi,red
corresponding to αi factors through a monomorphism [SpecFp/Gm] → Xdi,red.
It follows from Lemma 5.3.2 that for each αi there is an irreducible closed zero-
dimensional algebraic substack of Xdi,red of finite presentation over Fp whose Fp-
points are exactly the unramified twists of αi.
In particular, if d = 1, then we let X
k
1,red be the zero-dimensional stack con-
structed in the previous paragraph, whose Fp-points are the unramified twists of ψk;
this satisfies the required properties by definition, so (2) holds when d = 1. For (3),
note that if r > 0 then we must have a = 1, and then the locus where HomGK (ρ, α)
is non-zero (equivalently, 1-dimensional) is exactly the closed substack of dimen-
sion −1 corresponding to α, so the required bound holds.
We now begin the inductive proof of (2) and (3) for d > 1. In fact, it will
be helpful to simultaneously prove another statement (2’), which is as follows:
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for each k, there is a closed geometrically irreducible algebraic substack X
k,fixed
d,red,Fp
of (Xd,red)Fp of finite presentation over Fp and dimension [K : Qp]d(d − 1)/2 − 1,
which is generically maximally nonsplit of niveau 1 and weight k, and furthermore
has the property that the corresponding character ν1 is trivial. The discussion of
the previous paragraph also proves (2’) when d = 1. The point of hypothesis (2’)
is that we can use Proposition 5.4.4 (2) to construct X
k,fixed
d,red,Fp
by using (2) and (2’)
in dimension (d− 1), and then construct X
k
d,red,Fp
from it using Lemma 5.3.2.
We now prove the inductive step, so we assume that (2), (2’) and (3) hold
in dimension less than d. We begin by constructing the closed substacks X
k,fixed
d,red
and X
k
d,red,Fp
. Let kd−1 be the Serre weight in dimension (d−1) obtained by deleting
the first entry in k. We set α := ε1−dωk,1. If kσ,1−kσ,2 = p−1 for all σ then we say
that we are in the tre`s ramifie´e case, and we let T denote X
kd−1,fixed
d−1,red,Fp
; otherwise, we
let T denote X
kd−1
d−1,red,Fp
. In the latter case, it follows from our inductive hypothesis
(more precisely, from the assumption that (2) and (3) hold in dimension (d − 1)),
together with Tate local duality, that after replacing T with an open substack we
can and do assume that for eachFp-point t of T , we have Ext
2
GK (α, r¯t) = 0, where r¯t
is the (d − 1)-dimensional representation corresponding to t. If we are in the tre`s
ramifie´e case then it follows similarly that after replacing T with an open substack
we can and do assume that for each Fp-point t of T , Ext
2
GK (α, r¯t) is 1-dimensional.
In either case we can in addition assume that r¯t is maximally nonsplit of niveau
one and weight kd−1.
We let T be an irreducible scheme which smoothly covers T , and we let X
k,fixed
d,red,Fp
be the irreducible closed substack of (Xd,red)Fp constructed as the scheme-theoretic
image of V in the notation of Proposition 5.4.4. Part (2) of that proposition, to-
gether with the inductive hypothesis, implies that X
k,fixed
d,red,Fp
has the claimed dimen-
sion. (Note in particular that if K = Qp, then condition (2d) of Proposition 5.4.4
holds. Indeed, if we are in the tre`s ramifie´e case then condition (2d)(iii) holds,
and otherwise the inductive hypothesis that the image of the eigenvalue morphism
is dense in (Gm)
d−1
kd−1
implies that condition (2d)(i) holds after shrinking T .) We
then let X
k
d,red,Fp
be the substack obtained from X
k,fixed
d,red by twisting by unramified
characters, which has the claimed dimension by Lemma 5.3.2 (and the fact that by
Proposition 5.4.4 (2), there is a dense open substack of X
k,fixed
d,red whose Fp-points
correspond to representations which are of niveau 1 and are maximally nonsplit, so
in particular the corresponding family is twistable).
By construction, we see that the stacks X
k,fixed
d,red,Fp
and X
k
d,red,Fp
satisfy the prop-
erties required of them, except possibly that for showing in the tre`s ramifie´e case
that X
k,fixed
d,red,Fp
(and consequently X
k
d,red,Fp
) is generically maximally nonsplit of
niveau 1 and weight k. In this case we need to check the condition that the fi-
nal extension is not just nonsplit, but is (generically) tre`s ramifie´e. This follows
from Proposition 5.4.4 (3). Indeed by our inductive assumption that X
kd−1
d−1,red,Fp
is generically maximally nonsplit of niveau 1 and weight kd−1, and the image of
the eigenvalue morphism is dense, we see that we are in case (3)(b)(i) unless ε
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is trivial and furthermore we have kσ2 − kσ3 = p − 1 for all σ, in which case we
satisfy (3)(b)(ii).
To complete the proof of (2), we need only construct X small
d,red,Fp
. By Proposi-
tion 5.4.4, Tate local duality, upper semi-continuity of the fibre dimension, and the
inductive hypothesis, we see that for each 1 ≤ i ≤ d, each αi, and each s ≥ 0
there is a finitely presented closed algebraic substack Xs,αi,Fp of (Xd,red)Fp , whose
Fp-points contain all the representations of the form 0 → ρd−a → ρ → αi → 0 for
which dimFp Ext
2
GK (αi, ρd−a) = s, and whose dimension is at most
[K : Qp](d− a)(d− a− 1)/2− s((a
2 + 1)s− a)/2 + [K : Qp]a(d− a) + s− 1;
furthermore, the locus where ρd−a is an Fp-point of X
small
d−a,red,Fp
is of dimension
strictly less than this. These stacks are only nonzero for finitely many values of s.
For fixed a, we see that as a function of s, this bound is maximised by s = 0, as well
as by s = 1 when a = 1. It follows that as a function of a the bound is maximised
at a = 1 and s = 0 or 1, when it is equal to [K : Qp]d(d − 1)/2 − 1, and it is
otherwise strictly smaller.
By Lemma 5.3.2, it follows that the locus in (Xd,red)Fp of representations of
the form 0 → ρd−a → ρ → α
′ → 0, with α′ an unramified twist of αi for which
dimFp Ext
2
GK (α
′, ρd−a) = s, is of dimension at most [K : Qp]d(d − 1)/2, with
equality holding only if a = 1 and s = 0 or 1. Furthermore, the locus of those rep-
resentations for which ρd−a is an Fp-point of X
small
d−a,red,Fp
is of dimension strictly less
than [K : Qp]d(d−1)/2. Putting this together, we see that (2) holds in dimension d
if we take X small
d,red,Fp
to be the union of the twists by unramified characters of the
substacks Xs,αi for which dimαi > 1 or s > 1, together with the union of the twists
by unramified characters of the substacks of the Xs,αi,Fp for which dimαi = 1,
s = 0 or 1, and ρd−1 is an Fp-point of X
small
d−1,red,Fp
.
Finally we prove (3) in dimension d. In the case r = 0, there is nothing to prove.
If dimHomGK (ρ, α) ≥ r ≥ 1, then we may place ρ in a short exact sequence
0→ θ → ρ→ α⊕r → 0,
where θ is of dimension d − ra < d. We may apply part (2) so as to find that
Xd−ar,red,Fp has dimension at most [K : Qp](d− ar)(d − ar − 1)/2. Let Us be the
locally closed substack of Xd−ar,red,Fp over which dimH
2(GK , θ ⊗ α
∨) = s; by the
inductive hypothesis, this locus has dimension at most [K : Qp](d − ar)(d − ar −
1)/2− s
(
(a2 + 1)s− a
)
/2, and over this locus we may construct a universal family
of extensions
0→ θ → ρUs → α
⊕r → 0.
The locus of ρ we are interested in is contained in the scheme-theoretic image of
this family in (Xd,red)Fp , and Proposition 5.4.4 shows that this scheme-theoretic
image has dimension bounded above by
[K : Qp](d− ar)(d− ar− 1)/2− s((a
2 +1)s− a)/2+ r([K : Qp]a(d− ar) + s)− r
2
=[K : Qp]d(d− 1)/2− (r(a
2 + 1)r − a)/2− (r − s)2/2− (ar(ar − 1))/2
≤[K : Qp]d(d− 1)/2− (r(a
2 + 1)r − a)/2.
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Since this conclusion holds for each of the finitely many values of s (and since
the dimension is an integer, allowing us to take the floor of this upper bound), we
are done. 
5.5.17. Corollary. Xd is a Noetherian formal algebraic stack.
Proof. Theorem 5.5.11 shows that Xd,red is an algebraic stack that is of finite pre-
sentation over F (and hence quasi-compact and quasi-separated). Together with
Proposition 3.4.12, which shows that Xd is isomorphic to the inductive limit of a
sequence of finitely presented algebraic stacks with respect to transition morphisms
that are closed immersions, this implies that Xd is indeed a (locally countably in-
dexed) formal algebraic stack, by Proposition A.9, which is Ind-locally of finite type
overO, by Remark A.20. It then follows from Proposition 5.1.34 and Theorem A.33
that Xd is locally Noetherian, and hence Noetherian (as we have already seen that
it is quasi-compact and quasi-separated). 
6. Crystalline lifts and the finer structure of Xd,red
Up to this point, we have seen that Xd is a formal algebraic stack. In this section,
we will show that (Xd)red is equidimensional of dimension [K : Qp]d(d− 1)/2, and
enumerate its irreducible components. In the course of doing this, we will also prove
a result on the existence of crystalline lifts which is of independent interest.
6.1. The fibre dimension of H2 on crystalline deformation rings. Let ρ :
GK → GLd(F
′) be a continuous representation, for some finite extension F′ of F,
and let O′ be the ring of integers in a finite extension E′/E, with residue field F′.
Let λ be a Hodge type, and consider the lifting ring R := R
crys,λ,O′
ρ . Let M
denote the universal e´tale (ϕ,Γ)-module over R (note that there is a universal e´tale
(ϕ,Γ)-module over R, and not merely a universal formal e´tale (ϕ,Γ)-module, as a
consequence of Corollary 4.8.13). Let C•(M) denote the Herr complex associated
to M , as in Subsection 5.1; this is a perfect complex of R-modules, concentrated
in degrees [0, 2], as a consequence of [Sta, Tag 0CQG] and Theorem 5.1.21 (applied
to the quotients R/maR). Write H
2 := H2
(
C•(M)
)
. For each r ≥ 0, write
Xr := {x ∈ SpecR | dimκ(x) ⊗R H
2 ≥ r}.
The theorem on upper semi-continuity of fibre dimension for coherent sheaves shows
that Xr is a closed subscheme of SpecR.
6.1.1. Theorem. If H2 is ̟-power torsion, then Xr is of codimension ≥ r + 1 in
SpecR.
Proof. The assumption thatH2 is̟-power torsion implies thatH2 is (set-theoretically)
supported on the closed subscheme Spec(R/̟)red of SpecR. Write M to denote
the pull-back of M over (R/̟)red, write H
2
:= H2
(
C•(M)
)
, and define
Xr := {x ∈ Spec(R/̟)red | dimκ(x) ⊗(R/̟)red H
2
≥ r}.
Since H2 is compatible with base change, and is supported on Spec(R/̟)red,
while R is O-flat, it suffices to show that Xr is of codimension ≥ r in Spec(R/̟)red.
Since Spec(R/̟)red is equidimensional of dimension [K : Qp]d(d−1)/2+d
2, it suf-
fices in turn to show that Xd is of dimension at most ([K : Qp]d(d− 1)/2)+ d
2− r.
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By Proposition 3.6.2, we have a versal morphism Spf R,O
′
ρ → Xd. Consider
the fibre product Spf R,O
′
ρ ×Xd Xd,red. This is a closed formal algebraic subspace
of Spf R,O
′
ρ , and so by Lemma A.3 is of the form Spf S for some quotient S of
R,O
′
ρ . Its description as a fibre product shows that the morphism Spf S → Xd,red
is versal. Since Xd,red is an algebraic stack, this morphism is effective, i.e. arises
from a morphism
(6.1.2) SpecS → Xd,red
([Sta, Tag 0DR1]). Let x0 = SpecF
′, thought of as the closed point of SpecS,
and endowed with a morphism x0 → Xd,red corresponding to the representation ρ.
Since Spf S → Xd,red is versal, it follows from the Artin Approximation Theorem
that we may find a finite type F-scheme U , equipped with a point u0 with residue
field F′, such that the complete local ring of U at u0 is isomorphic to S, and such
that (6.1.2) may be promoted to a smooth morphism
(6.1.3) U → Xd,red,
in the sense that on u0(= SpecF
′), the morphism (6.1.3) induces the given mor-
phism x0(= SpecF
′)→ Xd,red, and on Spec ÔU,u0
∼= SpecS, the morphism (6.1.3)
induces the morphism (6.1.2). (See [Sta, Tag 0DR0].)
It follows from Proposition 3.6.2, by pulling back over Xd,red, that Spf S ×Xd,red
Spf S is isomorphic to ĜLd,S , a certain completion of (GLd)S , and thus that
Spf S ×Xd,red x0 is isomorphic to ĜLd,F′ , a certain completion of (GLd)F′ . This
latter fibre product may be identified with the completion of SpecS ×Xd,red x0
along its closed subspace x0×Xd,red x0, and so we deduce that the morphism (6.1.2)
has relative dimension d2 at the point x0 in its domain. Thus the morphism (6.1.3)
has relative dimension d2 at the point u0 in its domain. Since this latter mor-
phism is also smooth, its relative dimension is locally constant on its domain [Sta,
Tag 0DRQ], and thus (since S is a local ring, so that SpecS is connected), we see
that (6.1.2) in fact has relative dimension d2.
Let M˜ denote the universal e´tale (ϕ,Γ)-module over S, write H˜2 := H2
(
C•(M˜)
)
,
and write
Yr := {x ∈ SpecS | dimκ(x)⊗S H˜
2 ≥ r}.
We claim that Yr has dimension at most ([K : Qp]d(d− 1)/2) + d
2 − r. In order to
see this, we note that (Yr)Fp is the pullback to SpecS via the flat morphism (6.1.2)
of the locus considered in Theorem 5.5.11 (4) (with α the trivial representation),
which has dimension at most [K : Qp]d(d − 1)/2 − r. The required bound on the
dimension of Yr follows, for example, from [Sta, Tag 02RE].
The composite Spf R/̟ → Spf R,O
′
ρ → Xd is effective by Corollary 4.8.13,
i.e. arises from a morphism SpecR/̟ → Xd. Thus the composite Spf(R/̟)red →
Spf R/̟ → Xd arises from a morphism Spec(R/̟)red → Xd, and hence factors
through Xd,red. Consequently, we find that the surjectionR
,O′
ρ → (R/̟)red factors
through S. The closed immersion Spec(R/̟)red →֒ SpecS then induces a closed
immersion Xr →֒ Yr for each r ≥ 0. The upper bound on the dimension of Yr
computed in the preceding paragraph then provides the desired upper bond on the
dimension of Xr, completing the proof of the theorem. 
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6.2. Two geometric lemmas. In this subsection we establish two lemmas which
will be used in the proof of Theorem 6.3.2 below. We begin with the following
simple lemma.
6.2.1. Lemma. Suppose that 0 → F → G → H → 0 is a short exact sequence of
coherent sheaves on a reduced Noetherian scheme X, with F and G being locally free,
and H being torsion, in the sense that its support does not contain any irreducible
component of X. Then there is an effective Cartier divisor D which contains the
scheme-theoretic support of H, and whose set-theoretic support coincides with the
set-theoretic support of H, with the property that if f : T → X is any morphism
which meets D properly, in the sense that the pull-back f∗OX → f
∗OX(D) of the
canonical morphism OX → OX(D) is injective, then Lif
∗H = 0 if i > 0.
Proof. Replacing X by each of its finitely many connected components in turn, we
see that it is no loss of generality to assume that X is connected, and we do so; this
ensures that each locally free sheaf on X is of constant rank. If η is any generic
point of X , then Hη = 0 by assumption, and so Fη → Gη is an isomorphism. In
particular, F and G are of the same rank, say r, and the induced morphism
(6.2.2) ∧r F → ∧rG
is an injection of invertible sheaves. (Indeed, it follows from [Bou98, III, §7, Prop.
3] that a map of locally free sheaves of rank r is injective if and only if the map
on ∧r is injective.) If we let D denote the support of the cokernel of (6.2.2), then
D is an effective Cartier divisor, and twisting by ∧rF∨ identifies (6.2.2) with the
canonical section OX →֒ OX(D). The scheme-theoretic support of H is contained
in D, and the set-theoretic supports of H and of D coincide (this is a special case
of the general fact that the Fitting ideal is contained in the annihilator, and has
the same radical as it).
Now suppose that f : T → X meets D properly in the sense described in the
statement of the theorem. Then we see that
∧rf∗F → ∧rf∗G
is injective, and thus that f∗F → f∗G is also injective. Consequently
0→ f∗F → f∗G → f∗H → 0
is short exact, and so Lif
∗H = 0 for i > 0, as claimed. 
We now introduce some notation related to the second of the lemmas. To this
end, we let X be a Noetherian scheme, and suppose that we have a short exact
sequence of coherent sheaves
(6.2.3) 0→ F → G → H → 0,
such that
• G is locally free;
• H has the property that, for each d ≥ 0, the locus
Xd := {x ∈ X | dimκ(x)⊗OX H ≥ d}
is of codimension ≥ d+ 1 in X .
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If π : X˜ → X is a morphism of Noetherian schemes, then we write G˜ := π∗G and
H˜ := π∗H, and we let F˜ denote the image of the pulled-back morphism π∗F →
π∗G = G˜, so that we again have a short exact sequence
(6.2.4) 0→ F˜ → G˜ → H˜ → 0.
6.2.5. Remark. If E is a locally free coherent sheaf over a Noetherian scheme X , and
s : OX → E is a morphism, then we can think of E as being the sheaf of sections of
a vector bundle over X , and think of s as being a section of this vector bundle. We
can then speak of the zero locus of s; it is the closed subscheme of X which locally,
if we choose an isomorphism E ∼= OrX and write s = (a1, . . . , an), is cut out by the
ideal sheaf (a1, . . . , an); more globally, it is cut out by the ideal sheaf which is the
image of the composite
E∨ = OX ⊗OX E
∨ s⊗id−→ E ⊗OX E
∨ → OX ,
where the second arrow is the canonical pairing.
We note that s is nowhere-vanishing, i.e. the zero locus of s is empty, if and only
if the cokernel of s is again locally free (so that s gives rise to a morphism of vector
bundles, rather than merely of sheaves). We also note that if E has rank d, then
the Hauptidealsatz shows that the zero locus of a section of E has codimension at
most d around each of its points.
6.2.6. Lemma. Suppose that π : X˜ → X is chosen so that F˜ is locally free. Suppose
further that OX → F is a morphism with the property that the pulled-back morphism
OX˜ → F˜ is a nowhere-vanishing section. Then the composite OX → F → G is
nowhere-vanishing.
Proof. The statement may be checked by working locally at each of the points of X .
We have the stratification of X by the closed subsets Xd, and if x ∈ X , then we
set d(x) := dimκ(x) ⊗OX H, or equivalently, the maximal value of d for which
x ∈ Xd; we then prove the theorem by induction on d(x). In fact, we assume that
the statement is true after localizing at points x for which d(x) < d for all exact
sequences (6.2.3) which satisfy the hypotheses of the lemma, and prove it for our
given exact sequence after localizing at an x for which d(x) = d. (Note that the
inductive hypothesis is vacuous in the case d = 0.)
Replacing X by SpecOX,x, we may assume that G is free, say G = O
n
X . By
Nakayama’s lemma and our assumption that d(x) = d, we may choose a surjection
(6.2.7) OdX → H,
which we may then lift to a morphism OdX → G. If we let K denote the kernel
of (6.2.7), then we have a short exact sequence
0→ K → F ⊕OdX → G → 0,
which is further more split (since G is free and we are over an affine scheme), so
that we may write
F ⊕OdX
∼= K ⊕ G.
Pulling this back to X˜ yields an isomorphism
(6.2.8) F˜ ⊕ Od
X˜
∼= K˜ ⊕ G˜
(where K˜ denotes the maximal torsion free quotient of π∗K). In particular, K˜ is
locally free.
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Suppose, by way of obtaining a contradiction, that the composite OX → F → G
is not nowhere-vanishing; then we see its image lies in mxG. Since the pulled-
back morphism OX˜ → F˜ is nowhere-vanishing, so is the induced morphism OX˜ →
F˜⊕Od
X˜
. A consideration of (6.2.8) then shows that the induced morphism OX˜ → K˜,
which is pulled-back from the induced morphism OX → K, must be nowhere-
vanishing.
Thus, if we consider the exact sequence
0→ K → OdX → H→ 0,
it satisfies the same hypotheses as (6.2.3), and we are given a morphism OX → K
whose pull-back to X˜ is a nowhere-vanishing section of K˜. Applying the inductive
hypothesis to this situation, we find that the composite OX → O
d
X is a section
of a rank d locally free sheaf whose zero locus is contained in Xd (because if we
localise at a point not in Xd, then the section is nowhere vanishing by the inductive
hypothesis), and is therefore of codimension at least d + 1 by hypothesis. This
zero locus contains x (since this section factors through K, and H ∼= OdX/K has
fibre dimension exactly d at x, so the map OdX ⊗OX κ(x) → H ⊗OX κ(x) is an
isomorphism), and hence is non-empty. On the other hand, as we noted above,
the zero locus of a section of a rank d locally free sheaf, if it is non-empty, has
codimension at most d. This contradiction completes the proof of the lemma. 
6.3. Crystalline lifts. Given a d-tuple of labeled Hodge–Tate weights λ, and a d′-
tuple of labeled Hodge–Tate weights λ′, we say that λ′ is slightly less than λ (and
that λ is slightly greater than λ′) if for each σ : K →֒ Qp we have λσ,d ≥ λ
′
σ,1 + 1,
and the inequality is strict for at least one σ.
This is not standard terminology, but it will be convenient for us; it is motivated
by the following well-known result.
6.3.1. Lemma. Let 0 → ρ◦1 → ρ
◦ → ρ◦2 → 0 be an extension of Zp-valued repre-
sentations of GK , with ρ
◦
1 and ρ
◦
2 being crystalline of Hodge–Tate weights λ1, λ2
respectively. If λ1 is slightly less than λ2, then ρ
◦ is crystalline.
Proof. This follows easily from the formulae in [Nek93, Prop. 1.24]. Indeed, if we
let ρ1, ρ2 be theQp-representations corresponding to ρ
◦
1, ρ
◦
2, and we set V := ρ1⊗ρ
∨
2 ,
then we need to show that h1f (V ) = h
1(V ). Since the Hodge–Tate weights of V are
all negative, and for at least one embedding σ : K →֒ Qp the σ-labeled Hodge–Tate
weights are all less than −1, we have h1(V )− h1f (V ) = h
2(V ) = h0(V ∨(1)) = 0, as
required. 
We now prove our main theorems on crystalline lifts, beginning with following
result, which will allow us to construct such lifts by induction on the dimension.
We again slightly abuse terminology as in Definition 5.5.3.
6.3.2. Theorem. Suppose given a representation ρd : GK → GLd(Fp) that admits
a lift ρ◦d : GK → GLd(Zp) which is crystalline with labeled Hodge–Tate weights
λ. Let 0 → ρd → ρd+a → α → 0 be any extension of GK-representations over
Fp, with α : GK → GLa(Fp) irreducible, and let α
◦ : GK → GLa(Zp) be any
crystalline lifting of α with labeled Hodge–Tate weights λ′, which we assume to be
slightly greater than λ.
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Then we may find a lifting of the given extension to an extension
0→ θ◦d → θ
◦
d+a → α
◦ → 0
of GK-representations over Zp, where θ
◦
d : GK → GLd(Zp) again has the property
that the associated p-adic representation θd : GK → GLd(Qp) is crystalline with
labeled Hodge–Tate weights λ. Furthermore, θ◦d+a is crystalline, and we may choose
θ◦d to lie on the same irreducible component of SpecR
crys,λ
ρd
that ρ◦d does.
6.3.3.Remark. Arguing inductively, Theorem 6.3.2 allows us to construct crystalline
lifts of any given ρ. In particular it implies Theorem 1.2.2 from the introduction,
in the more refined form of Theorem 6.4.4 below.
Proof of Theorem 6.3.2. We write R := R
crys,λ
ρ , and we let X denote the compo-
nent of the crystalline lifting scheme SpecR
crys,λ
ρ on which ρ
◦
d lies. As recalled
in Section 1.11, X is reduced. Fix the lift α◦ of α. Over X we have a good
complex C• supported in degrees [0, 2] computing Ext•GK (α
◦, ρ◦) for the universal
deformation ρ◦; indeed, by Theorem 5.1.27, we can choose a good complex sup-
ported in degrees [0, 2] and quasi-isomorphic to the Herr complex for ρ◦ ⊗ (α◦)∨.
Our assumption on the Hodge–Tate weights implies that Ext2 is supported (set-
theoretically) on the special fibre X of X . Indeed, the formation of Ext2 is compat-
ible with base change, and at any closed point x of the generic fibre of R, we have
Ext•GK (α
◦, ρ◦x) = HomGK (ρ
◦
x, α
◦(1)) by Tate local duality, and this space vanishes
by the assumption that λ′ is slightly greater than λ.
As usual, we let B2 denote the image of C1 in C2; it is a subsheaf of the locally
free sheaf C2, and so is torsion free.2 By [Sta, Tag 0815], we may find a blow up
π : X˜ → X , whose centre lies (set-theoretically) in the special fibre of X , such that
the torsion-free quotient of π∗B2 becomes locally free (recall that Ext2 is supported
on the special fibre of X); in other words, if we let C˜• denote the pull-back by π of
C•, the corresponding OX˜ -module of 2-coboundaries B˜
2 (that is, the image of C˜1
in C˜2) is locally free.
The given extension ρd+a is classified by a class in Ext
1
GK (α, ρd), which is to say,
a class in H1 of the complex κ ⊗ C•. (Here we write κ to denote F thought of as
the residue field of R.) Lifting this class to an element of κ⊗ C1, and then to an
element of C1, we find ourselves in the following situation: we have a morphism
c : R → C1, whose image under the coboundary lies in mRC
2 (reflecting the fact
that we have a cochain which becomes a cocycle at the closed point).
Consider the composite b : R
c
−→ C1 → B2, which pulls back to a section
b˜ : OX˜ → B˜
2. It follows from Lemma 6.2.6 above (applied with F = B2, G = C2,
andH = Ext2), together with Theorem 6.1.1, that the lifted section must have non-
empty zero locus, which (being closed) must contain a point x˜ lying over the closed
point x ∈ X . The section c itself pulls back to a section c˜ : OX˜ → C˜
1, whose value at
the point x˜ lies in the fibre of Z˜1. In other words, the fibre of c˜ at x˜ is a one-cocycle
in the complex κ(x˜)⊗ [C˜0 → Z˜1], giving rise to a class e ∈ H1
(
κ(x˜)⊗ [C˜0 → Z˜1]
)
lifting the original class in Ext1GK (α, ρd) that classifies ρd+a.
2Since X is reduced, torsion free is a reasonable notion for a finitely generated module, equiv-
alent to the associated primes lying among the minimal primes.
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Since X˜ is flat over Zp (because X is), we may find a morphism f˜ : SpecZp →
X˜ passing through the point x˜ ∈ X˜(Fp) (in the sense that the closed point of
SpecZp maps to x˜). The morphism f˜ determines (and, by the valuative criterion
of properness, is determined by) a morphism f : SpecZp → X , lifting the closed
point x ∈ X , which in turn corresponds to a representation θ◦d : GK → GLd(Zp),
as in the statement of the theorem. Now H2(C˜•) is the cokernel of an inclusion of
locally free sheaves (the inclusion B˜2 →֒ C˜2), and it is torsion (because it is pulled
back from H2(C•), which is set-theoretically supported in the special fibre) and
so Lemma 6.2.1 above shows that there is an effective Cartier divisor D contained
(set-theoretically) in the special fibre of X˜ with the property that for any morphism
to X˜ that meets D properly, the higher derived pull-backs of H2(C˜•) under this
morphism vanish. Since the domain of f˜ is p-torsion free, it meets the special fibre
of X˜ properly, and in particular meets D properly; thus we infer that
Lif˜
∗H2(C˜•) = 0
for i > 0. From this vanishing we deduce that
Ext1GK (α
◦, θ◦d) = H
1(f∗C•) = H1(f˜∗C˜•) = f˜∗H1(C˜•)
= f˜∗H1
(
[C˜0 → Z˜1]) = H1
(
f˜∗[C˜0 → Z˜1]
)
.
(The first of these identifications is the general base-change property of the perfect
complex C•, the second follows from the fact that f = π ◦ f˜ , the third follows from
the vanishing of Lif˜
∗H2(C˜•) for i > 0 and the base-change spectral sequence
Ep,q2 := L−pf˜
∗Hq(C˜•) =⇒ Hp+q(f˜∗C˜•)
(see e.g. [Sta, Tag 0662]), the fourth holds by definition of H1, and the fifth follows
from right-exactness of f˜∗.)
Since f˜ identifies the closed point of Spf Zp with the point x˜, we may find a class
e ∈ H1
(
f˜∗[C˜0 → Z˜1]
)
lifting the class e, which is then identified with an element
of Ext1GK (α
◦, θ◦d). This element classifies an extension 0 → θ
◦
d → θ
◦
d+a → α
◦ → 0
which by construction lifts the given extension 0 → ρ◦d → ρ
◦
d+a → α
◦ → 0, and so
by Lemma 6.3.1 satisfies the conclusions of the theorem. 
6.4. Potentially diagonalizable crystalline lifts. We now use Theorem 6.3.2
to prove Theorem 1.2.2. There are at least two differences between the proof
of Theorem 1.2.2 and previous work on the problem (in particular the results
of [Mul13, GHLS17].) One is that, rather than working only with lifts which are
extensions of inductions of characters, we utilise extensions of more general poten-
tially diagonalizable representations. The other, more significant, difference is that
our argument exploits our control of the support of H2. In previous work, the only
tool used to deal with classes in H2 was twisting the various irreducible representa-
tions by unramified characters; at points where H2 has dimension greater than 1,
this seems to be insufficient.
In fact, we prove various refinements of this result, allowing us to produce poten-
tially diagonalizable lifts; such lifts are important for automorphy lifting theorems.
We can also control the Hodge–Tate weights of these potentially diagonalizable lifts;
for example, we can insist that the gaps between the weights are arbitrarily large,
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which is useful in applications to automorphy lifting. Alternatively, we can pro-
duce lifts whose Hodge–Tate weights lift some Serre weight, proving a conjecture
which is important for the formulation of general Serre weight conjectures (see the
discussion after [GHS18, Rem. 5.1.8]).
We begin by recalling some definitions and some basic lemmas about extensions
of crystalline representations. Let λ be a regular d-tuple of Hodge–Tate weights.
6.4.1. Definition. A crystalline representation of weight λ is ordinary if it has
a GK -invariant decreasing filtration whose associated graded pieces are all one-
dimensional, such that the σ-labeled Hodge–Tate weight of the ith graded piece
is λσ,i. In other words, we can write the representation in the form

χ1 ∗ . . . ∗
0 χ2 . . . ∗
...
. . .
...
0 . . . 0 χd


where χi is a crystalline character whose σ-labeled Hodge–Tate weight is λσ,d+1−i.
If ρ◦1, ρ
◦
2 : GK → GLd(Zp) are two crystalline representations, then we write
ρ◦1 ∼ ρ
◦
2, and say that ρ
◦
1 connects to ρ
◦
2, if and only if the following conditions hold:
ρ◦1 and ρ
◦
2 have the same labeled Hodge–Tate weights, have isomorphic reductions
modulo mZp , and determine points on the same irreducible component of the cor-
responding crystalline deformation rings. The following definition was originally
made in [BLGGT14, §1.4].
6.4.2. Definition. A representation ρ◦ : GK → GLd(Zp) is potentially diagonal-
izable if there is a finite extension K ′/K and crystalline characters χ1, . . . , χd :
GK′ → Z
×
p such that ρ
◦|GK′ ∼ χ1 ⊕ · · · ⊕ χd.
6.4.3. Lemma. Let 0 → ρ◦1 → ρ
◦ → ρ◦2 → 0 be an extension of Zp-valued repre-
sentations of GK . If ρ
◦ is crystalline, and ρ◦1 and ρ
◦
2 are potentially diagonalizable,
then ρ◦ is also potentially diagonalizable.
Proof. We may choose K ′/K such that ρ◦1|GK′ and ρ
◦
2|GK′ both connect to direct
sums of crystalline characters, and such that ρ|GK′ is trivial. It then follows from
points (5) and (7) of the list before [BLGGT14, Lem. 1.4.1] that ρ◦|GK′ connects
to the direct sum of the union of the sets of crystalline characters for ρ◦1|GK′ and
ρ◦2|GK′ , as required. 
Note that it follows in particular from Lemma 6.4.3 that ordinary representations
are potentially diagonalizable.
6.4.4. Theorem. Let K/Qp be a finite extension, and let ρ : GK → GLd(Fp) be a
continuous representation. Then ρ admits a lift to a crystalline representation ρ◦ :
GK → GLd(Zp) of some regular labeled Hodge–Tate weights λ. Furthermore:
(1) ρ◦ can be taken to be potentially diagonalizable.
(2) If every Jordan–Ho¨lder factor of ρ is one-dimensional, then ρ◦ can be taken
to be ordinary.
(3) ρ◦ can be taken to be potentially diagonalizable, and λ can be taken to be a
lift of a Serre weight.
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(4) ρ◦ can be taken to be potentially diagonalizable, and λ can be taken to have
arbitrarily spread-out Hodge–Tate weights: that is, for any C > 0, we can
choose ρ◦ such that for each σ : K →֒ Qp, we have λσ,i − λσ,i+1 ≥ C for
each 1 ≤ i ≤ n− 1.
Proof. We prove all of these results by induction on d, using Theorem 6.3.2. We
begin by proving (1), and then explain how to refine the proof to give each of
(2)-(4).
Suppose firstly that ρ is irreducible (this is the base case of the induction).
Then ρ is of the form IndGKGK′ ψ for some character ψ : GK
′ → F
×
p , where K
′/K
is unramified of degree d. We can choose (for example by [GHS18, Lem. 7.1.1]) a
crystalline lift ψ : GK′ → Z
×
p of ψ such that ρ
◦ := IndGKGK′ ψ has regular Hodge–Tate
weights. Then ρ◦ is crystalline (because K ′/K is unramified), and it is potentially
diagonalizable, because ρ◦|G′K is a direct sum of crystalline characters.
For the inductive step, we may therefore suppose that we can write ρ as an
extension 0→ ρ1 → ρ→ ρ2 → 0, with ρ2 irreducible, and we may assume that we
have regular potentially diagonalizable lifts ρ◦1, ρ
◦
2 of ρ1, ρ2 respectively. Twisting ρ
◦
1
by a crystalline character with sufficiently large Hodge–Tate weights and trivial
reduction modulo p (which exists by [GHS18, Lem. 7.1.1]), we may suppose that
the Hodge–Tate weights of ρ◦1 are slightly less than those of ρ
◦
2. By Theorem 6.3.2,
there is a lift θ◦1 of ρ1 with θ
◦
1 ∼ ρ
◦
1, and a lift ρ
◦ of ρ which is an extension
0→ θ◦1 → ρ
◦ → ρ◦2 → 0.
Since ρ◦1 is potentially diagonalizable, so is θ
◦
1 , and it follows from Lemmas 6.3.1
and 6.4.3 that ρ◦ is crystalline and potentially diagonalizable. This completes the
proof of (1).
We claim that if every Jordan–Ho¨lder factor of ρ is one-dimensional, then the
lift that we produced in proving (1) is actually automatically ordinary. Examining
the proof, we see that it is enough to show that if ρ◦1 is ordinary and θ
◦
1 ∼ ρ
◦
1 then
θ◦1 is also ordinary; this is immediate from [Ger18, Lem. 3.3.3(2)].
To show (3) and (4) we have to check that we can choose the Hodge–Tate weights
of the lifts of the irreducible pieces of ρ appropriately. This requires substantially
more effort in the case of (3), but that effort has already been made in the proof
of [GHS18, Thm. B.1.1] (which proves the case that ρ is semisimple). Indeed,
examining that proof, we see that it produces lifts satisfying all of the conditions
we need; we need only note that the “slightly less” condition is automatic, except
in the case that for each σ we have (in the notation of the proof of [GHS18, Thm.
B.1.1]) hσ + xσ = Hσ + 1, in which case we can take hσ + xσ = Hσ + p for each σ
instead.
Finally, to prove (4) it is enough to check the case that ρ is irreducible (because
we can choose the Hodge–Tate weights of the character that we twisted ρ◦1 by to
be arbitrarily large). For this, note that in our application of [GHS18, Lem. 7.1.1],
we can change any labeled Hodge–Tate by any multiple of (pd − 1), so we can
certainly arrange that the gaps between labeled Hodge–Tate weights are as large
as we please. 
6.4.5. Remark. To complete the proof of Theorem 1.2.2, it is enough to note that
by definition the lifts produced in Theorem 6.4.4 (3) have all their Hodge–Tate
weights in the interval [0, dp− 1].
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6.4.6. Remark. The proof of Theorem 6.4.4 (3) actually proves the slightly stronger
statement that there is a Serre weight such that if λ is any lift of that Serre weight,
then ρ admits a potentially diagonalizable crystalline lift of weight λ. (Note that in
the case that K/Qp is ramified, there may be many such choices of a lift of a given
Serre weight, because by definition, the choice of a lift of λ depends on a choice of
a lift of each embedding k →֒ Fp to an embedding K →֒ Qp. However, it is noted
in the first paragraph of the proof of [GHS18, Thm. B.1.1] that in the case that ρ
is semisimple, there is a crystalline lift of weight λ for any choice of lift λ, so the
same is true in our construction.)
As a consequence of Theorem 6.4.4, we can remove a hypothesis made in [EG14,
App. A], proving in particular the following result on the existence of globalizations
of local Galois representations.
6.4.7. Corollary. Suppose that p ∤ 2d. Let K/Qp be a finite extension, and let
r¯ : GK → GLn(Fp) be a continuous representation. Then there is an imaginary
CM field F and a continuous irreducible representation ρ : GF → GLn(Fp) such
that
• each place v|p of F satisfies Fv ∼= K,
• for each place v|p of F , either ρ|GFv
∼= r¯ or ρ|GFvc
∼= r¯, and
• ρ is automorphic, in the sense that it may be lifted to a representation
ρ : GF → GLn(Qp) coming from a regular algebraic conjugate self dual
cuspidal automorphic representation of GLn /F .
Proof. This is immediate from [EG14, Cor. A.7] (since [EG14, Conj. A.7] is a special
case of Theorem 6.4.4). 
6.5. The irreducible components of Xd,red. We now complete the analysis of
the irreducible components of Xd,red that we began in Section 5.5. Recall that
Theorem 5.5.11 shows that Xd,red is an algebraic stack of finite presentation over F,
and has dimension [K : Qp]d(d−1)/2. Furthermore, for each Serre weight k, there is
a corresponding irreducible component X
k
d,red,Fp
of (Xd,red)Fp , and the components
for different weights k are distinct (see Remark 5.5.13).
We are now finally in a position to prove the following result.
6.5.1.Theorem. Xd,red is equidimensional of dimension [K : Qp]d(d−1)/2, and the
irreducible components of (Xd,red)Fp are precisely the various closed substacks X
k
d,red,Fp
of Theorem 5.5.11; in particular, (Xd,red)Fp is maximally nonsplit of niveau 1. Fur-
thermore each X
k
d,red,Fp
can be defined over F, i.e. is the base change of an irre-
ducible component X
k
d,red of Xd,red.
Proof. By Theorem 5.5.11, it is enough to prove that each irreducible component
of (Xd,red)Fp is of dimension of at least [K : Qp]d(d− 1)/2. Indeed, this shows that
the irreducible components of (Xd,red)Fp are precisely the X
k
d,red,Fp
; to see that
these may all be defined over F, we need to show that the action of Gal(Fp/F)
on the irreducible components of (Xd,red)Fp is trivial. This follows immediately
by considering its action on the maximally nonsplit representations of niveau 1
(since the action of Gal(Fp/F) preserves the property of being maximally nonsplit
of niveau 1 and weight k).
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Given an irreducible component of (Xd,red)Fp , choose a non-empty open substack
U of Xd×W (F′)W (Fp) such that Ured is an open substack of this component, disjoint
from all the others (so in particular Ured is irreducible). It suffices (e.g. by [Sta,
Tag 0DRX]) to show that dim Ured ≥ [K : Qp]d(d− 1)/2.
Let x be a finite type point of Ured, corresponding to a Galois representation
ρ : GK → GLd(F
′) for some finite extension F′/F. By Theorem 6.4.4, after possibly
enlarging F′, we may find a finite extension E′/Qp with ring of integers O
′ and
residue field F′, and a tuple of regular labeled Hodge–Tate weights λ such that
the corresponding crystalline lifting ring Rλ,crys,O
′
ρ is non-zero. Furthermore, the
natural morphism SpecRλ,crys,O
′
ρ ⊗̂W (F′)W (Fp)/̟ → U ×W (Fp) Fp is effective, by
Corollary 4.8.13. If we let R,O
′
ρ denote the corresponding universal lifting ring
of ρ, then Proposition 3.6.2 yields a morphism Spf R,O
′
ρ → Xd that is versal
to x. This morphism factors through the open substack U (since x ∈ U), and is of
course (after base changing to W (Fp)) also versal to U at x. Writing R
,O′,Fp
ρ for
R,O
′
ρ ⊗̂W (F′)W (Fp), Proposition 3.6.2 provides an isomorphism
Spf R
,O′,Fp
ρ ×Ûx Spf R
,O′,Fp
ρ
∼
−→ Spf R
,O′,Fp
ρ × ̂(
Xd×W (F′)W (Fp)
)
x
Spf R
,O′,Fp
ρ
∼
−→ ĜL
d,R
,O′,Fp
ρ ,1
.
It follows from Lemma 6.5.2 below that dim Ured ≥ [K : Qp]d(d−1)/2, as required.

In order to state our next lemma, we first introduce some notation. Namely,
we let S be a Jacobson, universally catenary, locally Noetherian scheme, all of
whose local rings are G-rings, and with the further property that each irreducible
component of S is of finite dimension and equicodimensional. (This somewhat
technical list of assumptions is what is required for in order to apply certain of the
dimension theory results of [EG17].) We let X be a formal algebraic stack over S,
whose underlying reduced algebraic stack Xred is locally of finite type over S, and
irreducible. We suppose that x : Spec k → X is a morphism from a finite type OS-
field to X (or, equivalently, to Xred). Finally, we suppose that A is an object of CΛ
(see the discussion of versality in Appendix A for an explanation of this notation)
endowed with a morphism Spf A→ X that realizes it as a versal ring to X at x. By
definition, this means that the induced morphism Spf A→ X̂x is smooth in the sense
of [Sta, Tag 06HG]. Thus, if we form the fibre product R := Spf A×X̂x Spf A, then
R is a groupoid sheaf over Spf A, and by [Sta, Tag 06L1] there is an isomorphism
[Spf A/R]
∼
−→ X̂x.
6.5.2. Lemma. In the preceding situation, suppose that B is a quotient of A for
which the induced morphism Spf B → X is effective, and such that SpecB contains
an irreducible component of dimension ≥ d. Suppose further that R is Noetherianly
pro-representable (in the sense of [EG19, Defn. 2.2.19]; e.g. if the diagonal of X is
locally of finite type, this holds by [EG19, Lem. 2.7.2]), say R = Spf C, and that
dimC − dimA = e. Then dimx(Xred) ≥ d− e.
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Proof. Base-changing the closed immersion Xred →֒ X over the morphism Spf A→ X ,
we obtain a closed immersion Xred×X Spf A →֒ Spf A. Since Spf A is locally count-
ably indexed we see that Xred ×X Spf A = Spf D for some quotient D of A (by
Lemma A.3). The construction of Spf D as a fibre product shows that the mor-
phism SpfD → Xred realizes D as a versal ring to Xred at x.
Since SpecBred → SpecB is a closed immersion which induces an isomorphism
on underlying topological spaces, it it no loss of generality to replace B by Bred,
and therefore to suppose that B is reduced. The assumption that the morphism
Spf B → X is effective means (by definition) that this morphism is induced by a
morphism SpecB → X . Since B is reduced, this morphism factors as a morphism
SpecB → Xred. The surjection A → B thus factors through D, and so SpecD
contains an irreducible component of dimension ≥ d.
Since each projection SpfD ×(X̂red)x Spf D → Spf D is obtained as the base-
change via SpfD → Spf A of the corresponding projection Spf A×X̂xSpf A→ Spf A,
we find that these projections are formally smooth, of relative dimension e. (More
precisely, Spf D×
(X̂red)x
Spf D = Spf C ⊗AD, and dimC ⊗AD− dimD = dimC −
dimA = e.) Applying [EG17, Lem. 2.40], the lemma follows. (In the notation of
that result, we have A equal to our ring D, so dimA = dimD ≥ d, while B in that
result is equal to our present C ⊗A D, so that we have dimB = dimA+ e.) 
We end this section with the following result, showing that in contrast to its
substacks X
crys,λ,τ
d and X
ss,λ,τ
d , the formal algebraic stack Xd is not a p-adic formal
algebraic stack.
6.5.3. Proposition. Xd is not a p-adic formal algebraic stack.
Proof. Assume that Xd is a p-adic formal algebraic stack, so that its special fi-
bre X d := Xd×O F is an algebraic stack, which is furthermore of finite type over F
(since Xd is a Noetherian formal algebraic stack, by Corollary 5.5.17, and Xd,red is
of finite type over F, by Theorem 5.5.11). Since the underlying reduced substack
of X d is Xd,red, which is equidimensional of dimension [K : Qp]d(d − 1)/2, we see
that X d also has dimension [K : Qp]d(d− 1)/2.
Consider a finite type point x : SpecF′ → Xd,red, corresponding to a repre-
sentation ρ : GK → GLd(F
′). By Proposition 3.6.2 there is a corresponding versal
morphism Spf Rρ /̟ → X d, and applying [EG17, Lem. 2.40] as in the proof of The-
orem 4.8.14, we conclude that Rρ /̟ must have dimension d
2+[K : Qp]d(d−1)/2.
However, it is known that there are representations ρ for which Rρ /̟ is formally
smooth of dimension d2 + [K : Qp]d
2 (see for example [All19, Lem. 3.3.1]). Thus
we must have d2 = d(d− 1)/2, a contradiction. 
7. The rank one case
In this section we describe some of our key constructions explicitly in the case
where d = 1. More precisely, following the notation of Section 3, we give explicit
descriptions of the stacks R, RΓdisc , and X , all in the case when d = 1.
7.1. Preliminaries. While it may be possible to find an explicit description of
the stacks we are interested in directly from their definitions, this is not how we
proceed. Rather, we use the relationship between e´tale ϕ-modules (resp. e´tale
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(ϕ,Γ)-modules) and Galois representations to construct certain affine formal al-
gebraic spaces U , V , and W , along with morphisms U → R1, V → R
Γdisc
1 , and
W → X1, each satisfying the conditions of Lemma 7.1.7 below. An application of
this lemma then yields a description of each of R1, R
Γdisc
1 , and X1.
7.1.1. Definition. Let S be a locally Noetherian scheme, let X and Y be stacks
over S and let f : X → Y be a morphism. We say that f is versal at finite type
points if for each morphism x : Spec k → X , with k a finite type OS-field, the
morphism f is versal at x, in the sense of Definition A.24 below.
7.1.2. Remark. As the discussion of versality in Appendix A should make clear, this
definition is related to the various properties considered in [EG19, Def. 2.4.4] and the
surrounding discussion. As noted in [EG19, Rem. 2.4.6], it is somewhat complicated
to define the notion of versality at literal points of a stack, since the points of a
stack are (by definition) equivalence classes of morphisms from the spectrum of a
field to the stack, and it is not immediately clears in general whether or not the
versality condition would be independent of the choice of equivalence representative.
In the preceding definition we obviate this point, by directly requiring versality at
all (finite type) representatives of all (finite type) points.
7.1.3. Lemma. If X → Y is a morphism of stacks over a locally Noetherian base
S which is versal at finite type points, and if Z → Y is a morphism of stacks, then
the induced morphism X ×Y Z → Z is again versal at finite type points.
Proof. Let x˜ : Spec k → X˜ := X ×Y Z with Spec k of finite type over S; from the
definition of the 2-fibre product X˜ , we see that giving the morphism x˜ amounts
to giving the pair of morphisms x : Spec k → X and z : Spec k → Z (the result
of composing x˜ with each of the projections), as well as an isomorphism y
∼
−→ y′,
where y and y′ are the k-valued points of X obtained respectively by composing x
with the morphism X → Y and by composing z with the morphism Z → Y. It
is then a straightforward diagram chase, working from the various definitions, to
deduce the versal property of the morphism (̂X˜ )x˜ → Ẑz from the versal property
of the morphism X̂x → Ŷy . 
The following result is standard, but we indicate the proof for the sake of com-
pleteness.
7.1.4. Lemma. If f : X → Y is a morphism of algebraic stacks, each of finite type
over a locally Noetherian scheme S, then f is versal at finite type points if and only
if f is smooth.
Proof. The “if” direction follows from an application of the infinitesimal lifting
property of smooth morphisms; see e.g. the implication “(4) =⇒ (1)” of [EG19,
Lem. 2.4.7 (4)]. For the converse, choose a smooth surjective morphism U → X
with U a scheme (necessarily locally of finite type over S); then by the direction
already proved, this morphism is also versal at finite type points, and hence so is
the composite morphism U → X → Y. To show that f is smooth, it suffices to
show the same for this composite. It follows from the implication “(1) =⇒ (4)”
of [EG19, Lem. 2.4.7 (4)] that f is smooth in a neighbourhood of each finite type
point of U ; but since these points are dense in U , the desired result follows. (We
have cited [EG19] in this argument just for our own convenience; of course the
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present lemma is just a version of Grothendieck’s result relating smoothness and
formal smoothness.) 
We now strengthen the previous result to cover the case where X and Y are not
necessarily assumed to be algebraic, but merely the map between them is assumed
to be representable by algebraic stacks.
7.1.5. Lemma. If f : X → Y is a morphism of limit preserving stacks over a locally
Noetherian base S, and f is representable by algebraic stacks, then f is versal at
finite type points if and only if f is smooth.
Proof. If f is smooth, then by Lemma A.2 (2) it satisfies the infinitesimal lifting
property, which immediately implies that it is versal at finite type points. Con-
versely, suppose now that f is versal at finite type points. It follows from [EG19,
Cor. 2.1.8] that f is limit preserving on objects, and since it is also representable
by algebraic stacks, it is locally of finite presentation, by Lemma A.2 (1).
We now have to verify that for any test morphism Z → Y whose source is a
scheme, the induced morphism
(7.1.6) X ×Y Z → Z,
which is again locally of finite presentation, is in fact smooth. Of course it suffices
to do this for affine schemes, and then, since Y is limit preserving, for affine schemes
that are of finite type over S. Since f is representable by algebraic stacks, we find
that the source of (7.1.6) is an algebraic stack. Furthermore, since this morphism is
locally of finite presentation, its source is again locally of finite type over S. Finally,
Lemma 7.1.3 shows that (7.1.6) is versal at finite type points. The claimed result
then follows from Lemma 7.1.4. 
We may apply the previous lemma to obtain a criterion for representing a stack
as the quotient of a sheaf by a smooth groupoid.
7.1.7. Lemma. Suppose that Z is a stack over a locally Noetherian scheme S,
and that f : U → Z is a morphism from a sheaf to Z which is representable by
algebraic spaces3 and surjective. Suppose furthermore that both U and Z are limit
preserving, and that f is versal at finite type points. Then the morphism f is in
fact smooth, and, if we let R := U ×Z U , then the induced morphism [U/R] → Z
is an isomorphism.
Proof. It follows from Lemma 7.1.5 that the morphism f is smooth. Since smooth
morphisms are in particular flat, the second assertion of the lemma follows from
Lemma A.31. 
7.1.8. Remark. If we omit the assumption in Lemma 7.1.7 that the morphism U →
Z be representable by algebraic spaces, then the morphism [U/R] → Z need not
be an isomorphism.
An example illustrating this is given by taking Z to be a scheme Z, locally of
finite type over a locally Noetherian base scheme S, choosing a closed subscheme
Y of Z which is not also open, and defining U to be the formal scheme obtained as
the disjoint union U := (Z \Y )
∐
Ẑ, where Ẑ denotes the completion of Z along Y .
We let U → Z be the obvious morphism; this is then a surjective monomorphism,
3Since the source of the morphism is a sheaf, this is equivalent to being representable by
algebraic stacks.
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which is not an isomorphism, although it is versal at every finite type point, and
(since it is a monomorphism) we have that R := U×ZU coincides with the diagonal
copy of U inside U ×S U (so that [U/R] = U).
We will find the following lemmas useful in verifying the hypotheses of Lemma 7.1.7
in our application.
7.1.9. Lemma. Let f : X → Y and g : Y → Z be morphisms of stacks over a locally
Noetherian scheme S. Assume that f is representable by algebraic stacks and locally
of finite type, and that both g and the morphism Z → S are limit preserving on
objects. Then f is an isomorphism if and only if the induced morphism
(7.1.10) SpecA×Z X → SpecA×Z Y
is an isomorphism for every morphism SpecA → Z with A a locally of finite type
Artinian local OS-algebra.
Proof. The “only if” direction is evident, and so we focus on the “if” direction.
We first recall a basic fact about fibre products: if T → Y is any morphism from
a scheme to the stack Y, then the base-change T ×Y X may be described as an
iterated fibre product T ×(T×ZY) (T ×Z X ) (where we regard T as lying over Z via
the composite T → Y → Z, and as lying over T ×Z Y via the graph of the given
morphism T → Y).
In order to show that f is an isomorphism, we have to show that for any mor-
phism T → Y, the base-changed morphism T ×Y X → T is an isomorphism. By
the fact about fibre products just recalled (and remembering that the base-change
of an isomorphism is an isomorphism), it suffices to show that for any morphism
T → Y whose source is a scheme, the base-changed morphism
(7.1.11) T ×Z X → T ×Z Y
is an isomorphism. Since Z → S is limit preserving on objects, we may and do
assume that T is locally of finite type over S. We will then replace S by T , and
the morphism f by (7.1.11). Note that the projection T ×Z Y → T is again limit
preserving on objects (being a base-change of g, which has this property). We now
have to reinterpret our original hypothesis on A-valued points of Z (for locally of
finite type Artinian local OS-algebras A) in this new context.
If
(7.1.12) SpecA→ T ×Z Y
is a morphism with A being Artinian local, and with the induced morphism SpecA→
T being locally of finite type, then SpecA is also locally of finite type over S. The
fibre product of (7.1.11) with SpecA over T may then be identified with the mor-
phism (7.1.10), and is thus an isomorphism. Putting all this together, we see that
we have reduced to the case when Z = S.
What we have to show is that if T → Y is any morphism, then
(7.1.13) T ×Y X → T
is an isomorphism. Since Y → S is limit preserving, we may assume that T is
locally of finite type over S. Any finite type Artinian local T -algebra is then also
finite type over S, and so, replacing both Y and S by T (and again applying the
fibre product fact recalled above, with T replaced by SpecA) we find that we may
make another reduction, to the case when Y = S. The representability assumption
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on f then implies that X is an algebraic stack. In this case the lemma is standard,
but we recall a proof for completeness.
Our hypothesis that f induces an isomorphism on A-valued points implies that
the morphism f is versal at finite type points, and so by Lemma 7.1.4, it is smooth.
It also implies that f contains all finite type points in its image; since the image
of f is constructible, we see that f is in fact surjective. This same argument
implies that the diagonal morphism X → X ×S X is surjective, and thus that f is
universally injective. Since f is smooth, it is flat and locally of finite type. Since it
is also universally injective, it is an open immersion. Since it is surjective, it is an
isomorphism, as claimed. 
7.1.14. Lemma. Let Y be a stack over a locally Noetherian scheme S, let Z be a
closed substack of Y, and let f : X → Y be a morphism of stacks. Suppose that
both f and the morphism Y → S are limit preserving on objects; then f factors
through Z if and only if and only if for any finite local Artinian OS-algebra A,
and any morphism SpecA → Y over S, the morphism SpecA ×Y X → Y factors
through Z.
Proof. The “only if” direction is trivial. For the converse, consider the base-change
via f of the closed immersion Z →֒ Y; this is a closed immersion g : X ×Y Z →֒ X
of stacks over Y, which we must show is an isomorphism. The hypothesis implies
that for any morphism SpecA → Y whose source is a finite type local Artinian
OS-algebra, the pull-back of g
SpecA×Y (X ×Y Z)→ SpecA×Y X
is an isomorphism; it then follows from Lemma 7.1.9 that g is an isomorphism. 
The next lemma lets us compute fibre products over stacks in certain situations.
We recall that if Y is a stack (over some base scheme S), then the inertia stack
IY is the stack over S whose T -valued points (for any S-scheme T ) consist of pairs
(y, α), where y is a T -valued point of Y, and α is an automorphism of y. It is a
group object in the category of stacks lying over Y. We also remind the reader that
there is a canonical isomorphism
IY
∼
−→ Y ×∆Y ,Y×SY,∆Y Y,
where the subscripts ∆Y indicate that both copies of Y are regarded as lying over
the product Y ×S Y via the diagonal morphism ∆Y : Y → Y ×S Y, and where,
under this identification, the forgetful morphism IY → Y may be identified with
projection onto the first copy of Y.
7.1.15. Lemma. Let X → Y be a morphism from a sheaf to a stack (both over some
base-scheme S), and suppose that the natural morphism X×YX → X×SX factors
through the diagonal copy of X lying in the target (so that the groupoid X ×Y X is
in fact a group object in the category of sheaves over X). Then there is a canonical
isomorphism X ×Y X
∼
−→ X ×Y IY of group objects over X.
Proof. By assumption, we have a commutative diagram
X ×Y X

// X
∆X //
##●
●●
●●
●●
●●
X ×S X

Y
∆Y // Y ×S Y
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in which the outer rectangle is 2-Cartesian. Since X is a sheaf, the diagonal ∆X :
X → X×SX is a monomorphism, and so one immediately checks that the left-hand
trapezoid is also 2-Cartesian. Thus we obtain the required isomorphism
X ×Y X
∼
−→ X ×Y×SY Y
∼
−→ X ×Y (Y ×Y×SY Y)
∼
−→ X ×Y IY . 
7.2. Computations. We now give concrete descriptions of our various stacks in
the rank one case. Before doing this, we prove a result that describes the stack
structure on families of rank one objects. (It encodes the fact that the automor-
phisms of a rank one object are simply the scalars.)
7.2.1. Lemma. If Z denotes either of the stacks R1 or X1, then there is a canonical
isomorphism
(7.2.2) Z ×O Ĝm
∼
−→ IZ
of group objects over Z.
Proof. For definiteness we give the proof in the case of R1; the proof in the X1
case is identical. We begin by defining the morphism (7.2.2): if A is any ̟-adically
complete O-algebra, and M is an e´tale ϕ-module over AK,A, then (7.2.2) is defined
on A-valued points of the source lying over M by mapping an element a ∈ A× to
the automorphism of M given by multiplication by a.
Since R1 has affine diagonal which is of finite presentation, the morphism (7.2.2)
is a morphism between finite type group objects over R1, each of whose structure
morphisms is representable by algebraic spaces, indeed affine, and of finite presen-
tation. Furthermore, R1 itself is limit preserving over O. Thus to show that (7.2.2)
is an isomorphism, it suffices (by Lemma 7.1.9) to show that it induces an isomor-
phism on A-valued points forA an Artinian localO-algebra of finite type. Returning
to the notation of the preceding paragraph (but now assuming that A is Artinian
local), we have to show that any automorphism of M is given by multiplication by
an element of A×. Since M is of rank 1, we find that
HomAK,A,ϕ(M,M)
∼= (M∨ ⊗AK,A M)
ϕ=1 ∼= (AK,A)
ϕ=1 ∼= A
(the final isomorphism following from Lemma 3.7.3, since AK,A ⊆ W (C
♭)A by
Proposition 2.2.11). The lemma follows. 
7.2.3. Local Galois theory. We briefly recall the local Galois theory that is relevant
to our computation. If L/K is an algebraic extension, we write IabL for the image
of IL in G
ab
L (note that this is not the abelianisation of IL). We have short exact
sequences
(7.2.4) 1→ IK → GK → Frob
Ẑ
K → 1
and
(7.2.5) 1→ IKcyc → GKcyc → Frob
fẐ
K → 1,
where f := [k∞ : k].
These induce corresponding short exact sequences
(7.2.6) 1→ IabK → G
ab
K → Frob
Ẑ
K → 1
and
(7.2.7) 1→ IabKcyc → G
ab
Kcyc → Frob
fẐ
K → 1.
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If G is any of the various profinite Galois groups appearing in the preceding
discussion, we let O[[G]] denote the corresponding completed group ring over O.
This is a pro-Artinian ring, which gives rise to the affine formal algebraic space
Spf O[[G]]. We endow this space with the trivial action of Ĝm (the ̟-adic comple-
tion of Gm over O).
7.2.8. Galois lifting rings for characters. If F′/F is a finite extension, and ρ :
GKcyc → (F
′)× is a continuous character, then we can write O′ = O⊗W (F)W (F
′),
and consider the universal lifting O-algebra R,O
′
ρ . If x : Spf F
′ →R1 is the corre-
sponding finite type point, then we have a versal morphism Spf R,O
′
ρ →R1; indeed
it follows exactly as in the proof of Proposition 3.6.2 that we have an isomorphism
(7.2.9) Spf R,O
′
ρ ×R1 Spf R
,O′
ρ
∼
−→ (Ĝm)R,O′ρ
,
where (Ĝm)R,O′ρ
denotes the completion of (Gm)R,O′ρ
along (Gm)F′ .
We can now establish our explicit description of R1. We will find the following
definition useful.
7.2.10. Definition. Let A be a finite local Artinian O/̟a-algebra for some a ≥ 1,
and let M be a rank one e´tale ϕ-module over AK,A. As in Section 3.5, we may
regard M as a rank [K : Kbasic] e´tale ϕ-module M ′ over AKbasic,A, and we say
that M has (Kbasic, T )-height at most h if there is a ϕ-module M over A+
Kbasic,A
of
T -height at most h such that M ′ = M[1/T ].
7.2.11. Proposition. There is an isomorphism[(
Spf O[[IabKcyc ]]× Ĝm
)
/Ĝm
]
∼
−→ R1.
Proof. We begin by constructing a morphism
(7.2.12) Spf O[[IabKcyc ]]× Ĝm →R1.
For this, we choose a lift of σcyc ∈ GKcyc of Frob
f
K , splitting the short exact se-
quences (7.2.5) and (7.2.7). If A is any discrete Artinian quotient of O[[IabKcyc ]], then
we extend the continuous morphism O[[IabKcyc ]] → A to a continuous morphism
O[[GabKcyc ]] → A by mapping σcyc to 1 ∈ A. We may view this latter morphism
as a rank 1 representation of GKcyc with coefficients in A; it thus gives rise to a
rank one projective e´tale ϕ-module MA over AK,A, and therefore to a morphism
Spf O[[IabKcyc ]]→R1. We extend this to the morphism (7.2.12) by unramified twist-
ing; more precisely, we have an induced morphism Spf O[[IabKcyc ]]×Ĝm →R1×Ĝm,
and we compose with the morphism R1 × Ĝm → R1 given by taking the tensor
product with the universal unramified rank one e´tale ϕ-module.
By construction (and the usual explicit description of the universal Galois defor-
mation ring of a character), (7.2.12) is versal at finite type points. We claim that
the canonical morphism
(7.2.13)
(
Spf O[[IabKcyc ]]× Ĝm
)
×R1
(
Spf O[[IabKcyc ]]× Ĝm
)
→
(
Spf O[[IabKcyc ]]× Ĝm
)
×O
(
Spf O[[IabKcyc ]]× Ĝm
)
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factors through the diagonal copy of Spf O[[IabKcyc ]]× Ĝm in the target; given this,
it follows from Lemmas 7.1.15 and 7.2.1 that there is an isomorphism of groupoids(
Spf O[[IabKcyc ]]× Ĝm
)
× Ĝm
∼
−→
(
Spf O[[IabKcyc ]]× Ĝm
)
×R1
(
Spf O[[IabKcyc ]]× Ĝm
)
with Ĝm acting trivially on Spf O[[I
ab
Kcyc
]] × Ĝm. The proposition will then follow
from Lemma 7.1.7 provided we show that (7.2.12) is representable by algebraic
spaces (or, equivalently, by algebraic stacks).
It remains to verify the claimed factorization of (7.2.13), as well as the claimed
representability by algebraic stacks of (7.2.12). We establish each of these claims
in turn.
To show that (7.2.13) factors through the diagonal closed subscheme of its target,
it suffices, by Lemma 7.1.14, to show that if
SpecA→
(
Spf O[[IabKcyc ]]× Ĝm
)
×
(
SpfO[[IabKcyc ]]× Ĝm
)
is a morphism whose source is a finite type Artinian local O-algebra, then the pull
back of (7.2.13) to SpecA factors through the pull-back to SpecA of the diagonal
morphism
Spf O[[IabKcyc ]]× Ĝm →
(
Spf O[[IabKcyc ]]× Ĝm
)
×O
(
Spf O[[IabKcyc ]]× Ĝm
)
.
Since morphisms SpecA → Spf O[[IabKcyc ]] × Ĝm correspond to characters χ :
GabKcyc → A
×, this amounts to the fact that if χ, χ′ are two such characters, then
the locus in SpecA over which χ and χ′ become isomorphic coincides with the locus
over which they coincide.
We now turn to proving that (7.2.12) is representable by algebraic stacks. To
see this, it suffices to study the corresponding question modulo some power ̟a of
the uniformizer in O, so we work with the stack RaK,1 from now on.
We next recall some of the constructions we made in Section 3.2. We have
the subfield Kbasic ⊆ K of Definition 3.2.3, and the natural morphism RaK,1 →
RaKbasic,[K:Kbasic] given by the forgetful map which regards a rank one AK,A-module
as anAKbasic,A-module of rank d. By Lemma 3.2.10, we can writeR
a
K,d = lim−→h
RaK,d,Kbasic,h,
where the algebraic stack RaK,d,Kbasic,h is the scheme-theoretic image of the base-
changed morphism
Cad[Kbasic:K],h ×RKbasic,d[K:Kbasic] RK,d →RK,d,
where Cad[Kbasic:K],h is the algebraic stack of ϕ-modules over AKbasic,A of rank d[K :
Kbasic] and T -height at most h. Accordingly, it suffices to show that the base-change
Yah :=
(
Spf O[[IabKcyc ]]× Ĝm
)
×RK,1 R
a
K,d,Kbasic,h
is an algebraic stack.
By construction, Yah is a closed subsheaf of Spf(O/̟
a)[[IabKcyc ]]× (Gm)O/̟a . We
claim that it is in fact a closed subsheaf of Spec(O/̟a)[IabKcyc/U ]× (Gm)O/̟a , for
some open subgroup U of IabKcyc .
Since Yah and Spec(O/̟
a)[IabKcyc/U ] × (Gm)O/̟a are both closed subsheafs of
Spf(O/̟a)[[IabKcyc ]]× (Gm)O/̟a , it follows from Lemma 7.1.14 that it is enough to
show that if A is a finite local Artinian O/̟a-algebra, then given any morphism
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SpecA→ Yah , the composite SpecA→ Y
a
h → Spf(O/̟
a)[[IabKcyc ]]× (Gm)O/̟a fac-
tors through Spec(O/̟a)[IabKcyc/U ]× (Gm)O/̟a for the open subgroup U obtained
as the preimage of the group IK,a,h,N,s of Proposition 7.3.14 under the continuous
morphism IabKcyc → I
ab
Kcyc,s
. If A is in fact a field, then by [EG19, Lem. 3.2.14], the
e´tale ϕ-moduleMA corresponding to the morphism SpecA→RK,1 has (K
basic, T )-
height at most h in the sense of Definition 7.2.10, and the required factorisation is
immediate from Proposition 7.3.14.
Having established the result in the case that A is a finite type field, in order
to prove the general local Artinian case, it suffices to prove a factorisation on
the level of versal rings. More precisely, let F′/F be a finite extension, and let
x : SpecF′ → Yah be a finite type point of Y
a
h , corresponding to a representation
ρ : GKcyc → (F
′)×. As above, we write R,O
′
ρ for the corresponding universal lifting
O′-algebra. Write Spf Rah for the scheme-theoretic image of the morphism
Cad[Kbasic:K],h ×RKbasic,d[K:Kbasic] RK,d ×RK,d Spf R
,O′
ρ → Spf R
,O′
ρ .
By Lemma A.28, the induced morphism Spf Rah → R
a
K,d,Kbasic,h is a versal mor-
phism at x. Write R,O
′,U
ρ for the quotient of R
,O′
ρ corresponding to liftings which
are trivial on U ; then it suffices to show that Spf Rah is a closed formal subscheme
of Spf R,O
′,U
ρ .
We now employ Lemma A.30. Exactly as in the proof of Lemma 3.4.8, it
is enough (after possibly increasing F′) to show that if A is a finite type lo-
cal Artinian R,O
′
ρ -algebra with residue field F
′ for which the induced morphism
Cad[Kbasic:K],h×RKbasic,d[K:Kbasic] RK,d×RK,d SpecA→ SpecA admits a section, then
the morphism SpecA→ Spf R,O
′
ρ factors through Spf R
,O′,U
ρ . Since the existence
of the section implies (by definition) that the e´tale ϕ-module MA has (T,K
basic)-
height at most h, we are done by Proposition 7.3.14. 
Since IK ∩ GKcyc = IKcyc , we have an exact sequence 1 → IKcyc → GK →
FrobẐK ×Γ. We let H ⊆ Frob
Ẑ
K ×Γ denote the image of GK ; it is an open subgroup
of FrobẐK ×Γ. We write Hdisc := H ∩ (Frob
Z
K ×Γdisc); then Hdisc is dense in H ,
and is isomorphic to Z × Z. Write O[Hdisc] for the group ring of Hdisc over O,
and Ô[Hdisc] for its ̟-adic completion. Then SpecO[Hdisc] ∼= Gm ×O Gm, and
Spf Ô[Hdisc] ∼= Ĝm ×O Ĝm. Let I
′ denote the image of IKcyc in G
ab
K ; equivalently,
I ′ is the quotient of IabKcyc by the closure of its subgroup of commutators [I
ab
Kcyc
,Γ].
7.2.14. Proposition. There is an isomorphism[(
Spf O[[I ′]]× Spf Ô[Hdisc]
)
/Ĝm
]
∼
−→ RΓdisc1 .
Proof. We leave the construction of this isomorphism to the reader, by combining
the isomorphism of Proposition 7.2.11 with the definition of RΓdisc1 . 
7.2.15. Remark. Note that the case d = 1 is not representative of the general case
in so far as the structure of R, and so also of RΓdisc , is concerned. Namely, when
d = 1, the stacks R and RΓdisc are formal algebraic stacks. This will not be the case
when d > 1. (They will instead be Ind-algebraic stacks whose underlying reduced
substacks are Ind-algebraic but not algebraic.) The reason for this is that the 1-
dimensional mod p representations of GKcyc may be described as Frobenius twists
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of a finite number of characters when d = 1, so that in this case Rred is indeed an
algebraic stack, while the spaces Ext1GKcyc (χ, ψ) are infinite dimensional, for any
two mod p characters χ and ψ of GKcyc , so that already in the case d = 2, the stack
Rred is merely Ind-algebraic.
We now give an explicit description of the stack X1.
7.2.16. Proposition. There is an isomorphism[(
Spf
(
O[[IabK ]]
)
× Ĝm
)
/Ĝm
]
∼
−→ X1.
Proof. We prove this in the same way as Proposition 7.2.11; we leave the details
to the reader, indicating only the key differences. We can construct a morphism
Spf
(
O[[IabK ]]
)
× Ĝm → X1 in exactly the same way as in the proof of Propo-
sition 7.2.11 (by choosing a lift σK ∈ GK of FrobK , splitting the short exact
sequence (7.2.4)), and we need to prove that this morphism is representable by
algebraic spaces. This can be done by arguing exactly as in the proof of Propo-
sition 7.2.11, with the isomorphism X aK,1 = lim−→h,s
X aK,1,Kbasic,h,s of Lemma 3.5.5
replacing the replacing the isomorphism RaK,1 = lim−→h
RaK,1,Kbasic,h.
Bearing in mind the definition of X aK,1,Kbasic,h,s, we find that we have to show
that there is an open subgroup Ih,s,aK of I
ab
K such that if A is a finite local Artinian
O/̟a-algebra, and M is a rank one e´tale ϕ-module over AK,A with the property
that there is a rank [K : Kbasic] ϕ-module M over A+
Kbasic,A
, such that:
• M[1/T ] =M (where we are regardingM as an e´tale ϕ-module overAKbasic,A),
• M is of T -height at most h, and
• the action of ΓKbasic,disc on M[1/T ] extends the canonical action of Γs,disc
given by Corollary 3.5.2,
then the action of Ih,s,aK on VA(M) is trivial. This is immediate from Proposi-
tion 7.3.14. 
7.2.17. Remark. Note that Propositions 7.2.14 and 7.2.16 describe X as a certain
formal completion of RΓdisc (in the case d = 1). In particular, the monomorphism
X →֒ RΓdisc is not a closed immersion (in the case d = 1, and presumably not in the
general case either). This helps to explain why somewhat elaborate arguments were
required in Section 3 to deduce properties of X from the corresponding properties
of RΓdisc .
7.2.18. Remark. It follows easily from Proposition 7.2.16 that the stack X1 may
be described as a moduli stack of 1-dimensional continuous representations of the
Weil group WK ; indeed, we see that if A is a p-adically complete O-algebra, then
X1(Spf A) is the groupoid of continuous characters I
ab
K ×Z→ A
× (if we identify Ĝm
with the p-adically completed group ring of Z). Mapping the generator 1 ∈ Z to
σK (a lift of Frobenius, as in the proof of Proposition 7.2.16) yields an isomorphism
IabK × Z
∼
−→W abK .
This phenomenon doesn’t persist in the general case. Indeed, as noted in Sec-
tion 1.4, already in the case d = 2, there seems to be no description of X2 as the
moduli space of representations of a group that is compatible with the description
of its closed points in terms of representations of GK .
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One can attempt to adapt the proof of Proposition 7.2.16 to the case d > 1, by
constructing a morphism from the moduli stack of continuous d-dimensional Weil–
Deligne representations (suitably understood4) to the stack Xd. However, when
d > 1, this morphism of stacks will not be representable by algebraic spaces. The
precise point where the proof that we’ve given in the rank 1 case fails to generalise
is that the upper ramification groups are no longer open in the inertia group.
7.3. A ramification bound. We end this section by proving the bounds on the
ramification of a character valued in a fixed finite Artinian O-algebra that were
used in the proofs of Propositions 7.2.11 and 7.2.16. There are well-established
techniques for proving such a bound, going back to [Fon85]. We find it convenient
to follow the arguments of [CL11], and indeed we will follow some of their arguments
very closely. The main differences between our setting and that of [CL11] are that
we are working in the cyclotomic setting, rather than the Kummer setting; that
we are considering representations of GKcyc of finite height, rather than semistable
representations of GK ; and that to define a representation of finite height, we need
to pass betweenK andKbasic. None of these changes make a fundamental difference
to the argument.
In fact, while [CL11] go to some effort to work modulo an arbitrary power of p,
and to optimise the bounds that they obtain, we are content to give the simplest
proof that we can of the existence of a bound of the kind that we need. In particular,
we are able to reduce to the case of mod p representations, which simplifies much
of the discussion.
Recall that Kcyc/K is a Galois extension with Galois group ΓK ∼= Zp. For
each s ≥ 0, we write Kcyc,s for the unique subfield of Kcyc which is cyclic over K
of degree ps. We write e = e(K/K0).
Suppose that K is basic, and that M is a free ϕ-module over A+K/p
n of T -height
at most h for some n ≥ 1. Then M := AK ⊗A+K
M is an e´tale ϕ-module over AK ,
and we have a corresponding GKcyc-representation T (M) as in Section 3.6.
In order to compare directly to the arguments of [CL11], it is more convenient
to work with the dual GKcyc -representation, which by [Fon90, A.1.2.7, B.1.8.3] we
can compute as
V (M)∗ = V ∗(M) := HomA+K ,ϕ
(M,Wn(C
♭)).
We will now follow the arguments of [CL11, §4]; note that the ring denoted R
in [CL11] is O♭C. For the time being we will assume that we are in the following
situation.
7.3.1. Hypothesis. Assume that K is basic, and fix some h ≥ 1. Fix an integer b ≥
eh/(p− 1), and an integer s such that ps−n > b/e. Let M be a free ϕ-module over
A+K/p
n of T -height at most h.
Note in particular that under Hypothesis 7.3.1 we have ps ≥ ps−n+1 ≥ ph/(p−
1) > h.
4Since we are considering representations in rings that are p-power torsion, we cannot use
the usual formulation of the Weil–Deligne group. Rather, we choose a finitely generated dense
subgroup Z ⋉ Z[1/p] of the tame Galois group of GK (by choosing a lift of Frobenius and a lift
of a topological generator of tame inertia), and form the topological group WDK by taking its
preimage in GK (and equipping Z ⋉ Z[1/p] with its discrete topology).
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We write a>c
O♭
C
for the set of elements of O♭C of valuation greater than c, and
define a≥c
O♭
C
in the same way. We write [a>c
O♭
C
] for the ideal of Wn(O
♭
C) generated by
the elements [x] for x ∈ a>c
O♭
C
, and similarly [a≥c
O♭
C
]. For any c ∈ [0, eps), we write
V ∗
O♭
C
,c
(M) := HomA+K ,ϕ
(M,Wn(O
♭
C)/a
>c
O♭
C
).
For any c′ ≥ c we write
V ∗
O♭
C
,c′,c
(M) = Im (V ∗
O♭
C
,c′
(M)→ V ∗
O♭
C
,c
(M)),
where the morphism is induced by the natural map a>c
′
O♭
C
→ a>c
O♭
C
. Note in particular
that since ps > pnb/e ≥ pb/e, we can apply this definition with c = b, c′ = pb.
7.3.2. Lemma. Assume that we are in the setting of Hypothesis 7.3.1. Then we
have a natural identification V ∗(M) = HomA+K ,ϕ
(M,Wn(O
♭
C)). Furthermore, the
induced morphism V ∗(M)→ V ∗
O♭
C
,b
(M) is injective, with image V ∗
O♭
C
,pb,b
(M).
Proof. This follows exactly as in the proof of [CL11, Prop. 2.3.3]; in particular, it is
a simpler version of the proof of Lemma 7.3.9 below, and we leave the details to the
reader. (See also the proof of Lemma 4.3.2 for an almost identical argument.) 
Assume that we are in the setting of Hypothesis 7.3.1. By definition, we haveO♭C =
lim
←−ϕ
OK/p; accordingly, we have a morphism of k-algebras O
♭
C → k ⊗k,ϕs OK/p,
given by projection from lim
←−m
OK/p to the sth factor. By [CL11, Lem. 2.5.1], this
induces a GK -equivariant isomorphism of Wn(k)-algebras
(7.3.3) Wn(O
♭
C)/[a
>b
O♭
C
]
∼
−→Wn(k)⊗Wn(k),ϕs OK/[a
>b/ps
K
]
(where [a
>b/ps
K
] has the obvious definition).
7.3.4. Lemma. Assume that we are in the setting of Hypothesis 7.3.1. Then
the natural action of GKcyc,s on Wn(O
♭
C)/[a
>b
O♭
C
] and the isomorphism V ∗(M)
∼
−→
V ∗
O♭
C
,pb,b
(M) of Lemma 7.3.2 induce an extension of the action of GKcyc on V
∗(M)
to an action of GKcyc,s .
Proof. This follows immediately from the statement that the action of GKcyc,s
on Wn(O
♭
C)/[a
>b
O♭
C
]
∼
−→ Wn(k) ⊗Wn(k),ϕs OK/[a
>b/ps
K
] induces the trivial action
on the image of the element T . To see this, it is by definition enough to check
that GK(ζps+1 ) acts trivially on the image of ζps+1 , which is obvious. 
7.3.5. Remark. Alternatively, a version of Lemma 7.3.4 follows from Corollary 3.5.2;
we have chosen to give this more direct proof in order to facilitate the comparison
with [CL11].
Assume now that n = 1. Recall that we write k for the residue field of K,
so that we can and do regard M as a free A+K/p = k[[T ]]-module. Write Ts for
trK(ζps+1)/Kcyc,s(ζps+1 − 1) ∈ OKcyc,s , and note that we have a homomorphism
(7.3.6) A+K/p = k[[T ]]→ OKcyc,s/p
which sends T → Ts, and whose restriction to k is given by ϕ
−s.
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Let L be any algebraic extension ofKcyc,s insideK. We normalise the valuation v
on K so that v(K×) = Z, and continue to write v for the unique compatible
valuation on K (and on L), and for the induced valuation on O♭C = lim←−
OK/p.
Note that we have v(T hs ) = eh/p
s < e = v(p). For any c ≥ 0 we write a>cL for the
set of elements of L of valuation greater than c, and define a≥cL in the same way.
Choose an (ordered) A+K/p-basis e1, . . . , ed of M, and write ϕ(e1, . . . , ed) =
(e1, . . . , ed)A for some A ∈ Md(A
+
K/p). By our assumption that M has T -height
at most h, we can write AB = T hIdd for some B ∈ Md(A
+
K/p). We can and do
choose matrices A˜, B˜ ∈ Md(OKcyc,s) which respectively lift the images of A˜, B un-
der the homomorphism A+K/p → OKcyc,s/p defined above. Since the image of T
h
s
in OKcyc,s/p is nonzero, we see that after possibly multiplying B˜ by an invertible
matrix which is trivial mod p, we can and do assume that
(7.3.7) A˜B˜ = T hs Idd.
We set
V˜ ∗L (M) := {(x1, . . . , xd) ∈ O
d
L | (x
p
1, . . . , x
p
d) = (x1, . . . , xd)A˜}.
Note that since x 7→ xp is not a ring homomorphism on OL, this is just a set with
a GKcyc,s-action, rather than an OL-module.
For any c ∈ [0, eps), we write
V ∗L,c(M) := HomA+K/,ϕ
(M, (OL/p)/a
>c/ps
L ),
where theA+K-algebra structure on OL/p is that induced by the compositeA
+
k /p→
OKs/p→ OL/p. (The use of c/p
s rather than c in the definition of V ∗L,c comes from
the definition of the homomorphism (7.3.6); see also (7.3.3).) For any c′ ≥ c we
write
V ∗L,c′,c(M) = Im (V
∗
L,c′(M)→ V
∗
L,c(M)),
where the morphism is induced by the natural map a
>c′/ps
L → a
>c/ps
L . Note in
particular that by Lemma 7.3.4, the isomorphism (7.3.3) induces isomorphisms of
GKcyc,s-representations
(7.3.8) V ∗(M)
∼
−→ V ∗
O♭
C
,pb,b
(M)
∼
−→ V ∗
K,pb,b
(M).
The basis e1, . . . , ed of M gives an identification
V ∗L,c(M) = {(x1, . . . , xd) ∈ ((OL/p)/a
>c/ps
L )
d | (xp1, . . . , x
p
d) = (x1, . . . , xd)A}
(where A denotes the image of A in Md((OL/p)/a
>c/ps
L )), so that there is a natural
map V˜ ∗L (M)→ V
∗
L,c(M).
The following lemma is the analogue of [CL11, Lem. 4.1.4] in our setting, and
the proof is essentially identical (and in fact simpler, since we are only working
modulo p).
7.3.9.Lemma. Assume that we are in the setting of Hypothesis 7.3.1, and that n = 1.
Then the morphism V˜ ∗L (M)→ V
∗
L,b(M) is injective, and has image V
∗
L,pb,b(M).
Proof. We begin with injectivity. Suppose that we have two distinct tuples (x1, . . . , xd)
and (y1, . . . , yd) ∈ V˜
∗
L (M) whose images in V
∗
L,b(M) coincide; then if we write zi :=
yi − xi, we have v(zi) > b/p
s for each i. By (7.3.7), we have
((x1 + z1)
p − xp1, . . . , (xd + zd)
p − xpd)B˜ = (z1, . . . , zd)T
h
s .
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Writing (xi + zi)
p − xpi = z
p
i + pzi(x
p−1
i + . . . ), we see that if z := mini v(zi), then
we have eh/ps+ z ≥ min(z + e, pz). Since ps > h, this implies that eh/ps + z ≥ pz
and thus that eh/ps(p− 1) ≥ z, which contradicts our assumption that z > b/ps.
By definition, the morphism V˜ ∗L (M) → V
∗
L,b(M) factors through V
∗
L,pb,b(M).
Choose some (x1, . . . , xd) ∈ V
∗
L,pb(M). We will construct (x˜1, . . . , x˜d) ∈ V˜
∗
L (M)
with x˜i lifting the xi modulo a
>b/ps by successive approximation. Begin by choosing
arbitrary lifts xi of xi to OL.
We have T−hs a
>b/ps−1
L = a
>(pb−eh)/ps
L ⊆ a
>b/ps
L , so by our assumption that
(x1, . . . , xd) ∈ V
∗
L,pb(M), we have
T−hs (x
p
1, . . . , x
p
d)B˜ − (x1, . . . , xd) ∈ (T
−h
s a
>b/ps−1
L )
d ⊆ (a
>b/ps
L )
d,
so in fact we have
T−hs (x
p
1, . . . , x
p
d)B˜ − (x1, . . . , xd) ∈ (a
≥b′/ps
L )
d
for some b′ > b. We will construct Cauchy sequences (z
(j)
i ) ∈ a
≥b′/ps
L whose limits zi
are such that taking x˜i := xi + zi gives the required lift.
To this end, we set z
(0)
i = 0, and define
(z
(j+1)
1 , . . . , z
(j+1)
d ) := T
−h
s ((x1 + z
(j)
1 )
p, . . . , (xd + z
(j)
d )
p)B˜ − (x1, . . . , xd).
To see that z
(j+1)
i ∈ a
≥b′/ps
L , we write
(z
(j+1)
1 , . . . , z
(j+1)
d ) := T
−h
s ((x1+z
(j)
1 )
p−xp1, . . . , (xd+z
(j)
d )
p−xpd)B˜+(T
−h
s (x
p
1, . . . , x
p
d)B˜−(x1, . . . , xd)).
so we need only check that each (xi+z
(j)
i )
p−xpi ∈ T
h
s a
≥b′/ps
L . Since (xi+z
(j)
i )
p−xpi ∈
(pz
(j)
i , (z
(j)
i )
p), and z
(j)
i ∈ a
≥b′/ps
L , this holds.
It remains to show that each (z
(j)
i ) is Cauchy. Set ǫ = min(e−eh/p
s, ((p−1)b′−
eh)/ps), so that in particular ǫ > 0. It is enough to show that mini v(z
(j+1)
i −z
(j)
i ) ≥
mini v(z
(j+1)
i − z
(j)
i ) + ǫ. To this end, we have
(z
(j+1)
1 −z
(j)
1 , . . . , z
(j+1)
d −z
(j)
d ) = T
−h
s ((x1+z
(j)
1 )
p−(x1+z
(j−1)
1 )
p, . . . , (xd+z
(j)
d )
p−(xd+z
(j−1)
d )
p)B˜,
so that it is enough to show that for each i, we have (xi + z
(j)
i )
p − (xi + z
(j−1)
i )
p ∈
(z
(j)
i − z
(j−1)
i )T
h
s a
≥ǫ
L = (z
(j)
i − z
(j−1)
i )a
≥eh/ps+ǫ
L .
For each i, we write
(xi + z
(j)
i )
p − (xi + z
(j−1)
i )
p =
p∑
k=1
(
p
k
)
xp−k((z
(j)
i )
k − (z
(j−1)
i )
k),
so it is enough to note that for 1 ≤ k ≤ p− 1 we have v(
(
p
k
)
) = e ≥ eh/ps+ ǫ, while
for k = p, we write
(z
(j)
i )
p − (z
(j−1)
i )
p = (z
(j)
i − z
(j−1)
i )((z
(j)
i )
p−1 + · · ·+ (z
(j−1)
i )
p−1),
and note that since z
(j)
i , z
(j−1)
i ∈ a
≥b′/ps
L , the second term here is contained in
a
≥(p−1)b′/ps
L , and we have (p− 1)b
′/ps ≥ eh/ps + ǫ. 
The following corollary is the analogue of [CL11, Thm. 4.1.1] in our setting.
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7.3.10. Corollary. Assume that we are in the setting of Hypothesis 7.3.1, and
that n = 1, and let L be an algebraic extension of Kcyc,s inside K, so that GL
acts naturally on V ∗(M) by Lemma 7.3.4. Then the natural injection V ∗L,pb,b(M) ⊆
V ∗
K,pb,b
(M) is an isomorphism if and only if the action of GL on V
∗(M) to GKcyc,s
is trivial.
Proof. By Lemma 7.3.9 (applied both to L and to K), the inclusion V ∗L,pb,b(M) ⊆
V ∗
K,pb,b
(M) is an isomorphism if and only if the same is true of the inclusion
V˜ ∗L (M) ⊆ V˜
∗
K
(M). By definition, we have V˜ ∗L (M) = (V˜
∗
K
(M))GL , so this is true
if and only if GL acts trivially on V˜
∗
K
(M), i.e. if and only if GL acts trivially
on V ∗
K,pb,b
(M). By (7.3.8), this holds if and only if GL acts trivially on V
∗(M). 
7.3.11. Corollary. Assume that we are in the setting of Hypothesis 7.3.1, and
that n = 1, and let ρ be the representation of GKcyc,s given by Lemma 7.3.4. Let L
be an algebraic extension of Kcyc,s inside K. If there exists an OKcyc,s-algebra
homomorphism O
K
ker ρ → OL/m
>b/ps−1
L , then K
ker ρ
⊆ L.
Proof. Suppose that we have an OKcyc,s-algebra homomorphism η : OKker ρ →
OL/m
>b/ps−1 . We claim that the induced homomorphism O
K
ker ρ/m
>b/ps−1
K
ker ρ →
OL/m
>b/ps−1
L is injective. Admitting the claim, we have a composite of injections
V ∗
K
ker ρ
,pb,b
(M) ⊆ V ∗L,pb,b(M) ⊆ V
∗
K,pb,b
(M)
(the second inclusion being induced by the natural map OL → OK). By Corol-
lary 7.3.10 the source and target of this injection are isomorphic finite sets, so all
of these inclusions are isomorphisms. Applying Corollary 7.3.10 again, we conclude
that K
ker ρ
⊆ L, as required.
It remains to prove the claim. Let π be a uniformiser of O
K
ker ρ , with im-
age η(π) ∈ OL/m
>b/ps−1
L ; it is enough to show that the valuation of π is equal to the
valuation of η(π). To see this, let Eπ be the (Eisenstein) minimal polynomial of π
overOKcyc,s . Then η(π) is a root of η(Eπ), and the non-leading coefficients of η(Eπ)
all have valuation at least v(Ts) = e/p
s, with equality holding for the constant co-
efficient. Since e/ps ≤ eh/ps ≤ (p− 1)b/ps < pb/ps, it follows that v(η(π)) = v(η),
as required. 
Recall that for each finite extension L of Qp and each real number v, we have
the upper ramification subgroups GvL, as defined in [Ser79, Chapter IV]; these are
the groups denoted G
(v+1)
L in [Fon85] (see [Fon85, Rem. 1.2]). We can now prove
our first bound on the ramification of V (M), from which our subsequent bounds
will be deduced.
7.3.12. Corollary. Assume that we are in the setting of Hypothesis 7.3.1, and
that n = 1, and let ρ be the representation of GKcyc,s given by Lemma 7.3.4.
If v ≥ pb− 1 then ρ(GvKcyc,s) = {1}.
In particular, if v ≥ pb−1 then the action of GKcyc ∩G
v
Kcyc,s
on V (M) is trivial.
Proof. This is immediate from Corollary 7.3.11 and [Yos10, Thm. 1.1]. 
We now combine Corollary 7.3.12 with the canonical actions on (ϕ,Γ)-modules
that we considered in Section 3.5.
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7.3.13. Corollary. Assume that K is basic. Let A be a finite local Artinian k-
algebra, and let M be a projective ϕ-module over A+K,A of T -height at most h.
Suppose that N ≥ N(a, h) and s ≥ s(a, h,N) are as in Corollary 3.5.2, so that
in particular we obtain a GKcyc,s-representation VA(M[1/T ]) from the canonical
(ϕ,ΓKcyc,s)-structure on M[1/T ].
Then if N, s are sufficiently large (depending only on K, a and h), there is some v
depending only on K, a, h,N and s such that the action of GvKcyc,s on VA(M[1/T ])
is trivial.
Proof. This follows from Corollary 7.3.12, noting that by definition (for suitably
large N and s) the two canonical actions of GKcyc,s on V
∗(M[1/T ]) (one coming
from Corollary 3.5.2, and one from Lemma 7.3.4) coincide. 
We now return to the setting of a general K (i.e. we do not assume that K is
basic). Let A be a finite local Artinian O/̟a-algebra for some a ≥ 1, and let M
be a rank one e´tale ϕ-module over AK,A, which we assume to be of (K
basic, T )-
height at most h in the sense of Definition 7.2.10. Suppose that N ≥ N(a, h)
and s ≥ s(a, h,N) are as in Corollary 3.5.2 (with K replaced by Kbasic), so that
in particular M ′ obtains the structure of an e´tale (ϕ,ΓKbasiccyc,s)-module. Then the
rank [K : Kbasic] e´tale (ϕ,ΓKs)-module AK,A⊗AKbasic,AM
′ decomposes as a direct
sum of e´tale (ϕ,ΓKs))-modules, with the action of ΓKcyc,s permuting the summands.
One of these summands is our original module M itself, and so after increasing s
in a manner depending only on K, we can assume that M is preserved by the
ΓKcyc,s-action, so that M has the canonical structure of a (ϕ,ΓKcyc,s)-module.
7.3.14. Proposition. Suppose that we are in the preceding situation, so that M
is a rank 1 projective ϕ-module over AK,A of (K
basic, T )-height at most h. Fix a
sufficiently large N ≥ N(a, h) as in Corollary 3.5.2 (with K replaced by Kbasic),
and suppose that s ≥ s(a, h,N) is chosen large enough that M has the canonical
structure of a (ϕ,ΓKcyc,s)-module, in the sense explained immediately above.
Then there is some v depending only on K, a, h,N and s such that the action
of GvKcyc,s on VA(M) is trivial. In particular, there is an open subgroup I
K,a,h,N,s
of IabKcyc,s depending only on K, a, h,N and s such that the action of I
K,a,h,N,s on
VA(M) is trivial.
Proof. We begin by recalling the relationship between upper ramification groups
and the filtration of the unit group. Let L be a finite extension of Qp. Recall that
the Artin map identifies O×L with I
ab
L . Furthermore, for each integer v ≥ 1 the
Artin map identifies the subgroup 1 + (mL)
v of O×L with the image of G
v
L in G
ab
L
(see [Ser79, Chapter XV, §2, Thm. 2]). In particular, for each v the image of GvL
in IabL is open (and in particular has finite index).
Set Mi := ̟
i−1M/̟iM , 1 ≤ i ≤ a. Let M ′ (resp. M ′i) denote M (resp.
Mi) regarded as an e´tale ϕ-module over AKbasic,A/̟. By Corollary 7.3.13, if v is
sufficiently large (depending only on K,h,N and s), then the action of GvKbasiccyc,s
on
each VA/̟(M
′
i) is trivial, so that the action of G
v
Kbasiccyc,s
∩GKcyc,s on each VA/̟(Mi) is
trivial. It follows from the definitions that we haveGvKbasiccyc,s
∩GKcyc,s = G
ψ
Kcyc,s/Kbasiccyc,s
(v)
Kcyc,s
,
where ψKcyc,s/Kbasiccyc,s is as in [Ser79, Chapter IV]), so if we take any w ≥ ψKcyc,s/Kbasiccyc,s(v),
then GwKcyc,s acts trivially on each VA/̟(Mi).
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Since M has rank one, the action of GKcyc,s on VA(M) is abelian. Since G
w
Kcyc,s
acts trivially on each VA/̟(Mi), there is some m depending only on a such that
for any g ∈ GwKcyc,s , the action of g
pm on V (M) is trivial. Since the pm-th power of
an open subgroup of O×Kcyc,s is open, it follows from the compatibility of the upper
ramification numbering with the filtration on O×Kcyc,s that if we increase w by a
quantity depending only on K,w and a, we can assume that GwKcyc,s acts trivially
on VA(M). Since the image of G
w
Kcyc,s
in IabKcyc,s is open, the intersection of this
image with IabKcyc,s gives us the required open subgroup I
K,a,h,N,s. 
8. A geometric Breuil–Me´zard conjecture
Throughout this section we fix a sufficiently large coefficient field E with ring of
integers O and residue field F, and we largely omit it from our notation. In this
section we explain a (for the most part conjectural) relationship between the geome-
try of our potentially semistable and crystalline moduli stacks X
crys,λ,τ
d and X
ss,λ,τ
d ,
and the representation theory of GLn(k).
The starting point for this proposed relationship is the Breuil–Me´zard conjec-
ture [BM02], which is a conjectural formula for the Hilbert–Samuel multiplicities
of the special fibres of the lifting rings R
crys,λ,τ
ρ and R
ss,λ,τ
ρ , and which has im-
portant applications to proving modularity lifting theorems via the Taylor–Wiles
method [Kis09a]. The conjecture was geometrized in [BM14] and [EG14], by re-
fining the conjectural formula for the Hilbert–Samuel multiplicity to a conjectural
formula for the underlying cycle of the special fibres of the lifting rings R
crys,λ,τ
ρ
and R
ss,λ,τ
ρ , considered as (equidimensional) subschemes of the special fibre of the
universal lifting ring Rρ . We refer to this generalization as the “refined Breuil–
Me´zard conjecture”, and to the original conjecture (or rather, its generalizations
to GLn) as the “numerical Breuil–Me´zard conjecture”.
Our aim in this section is to “globalize” the conjectures of [EG14] by formulating
versions of them for the stacks X
crys,λ,τ
d and X
crys,λ,τ
d ; the conjectures of [EG14]
can be recovered from these conjectures by passing to versal rings at finite type
points. (We caution the reader that there is another kind of “globalization” that
could be considered, namely realizing local Galois representations as the restrictions
to decomposition groups of global representations, as used in the proofs of some
of the results of [EG14] and [GK14].) This generalization, which we will call the
“geometric Breuil–Me´zard conjecture”, seems to us to be the natural setting in
which to consider the Breuil–Me´zard conjecture, and we will use our description of
the irreducible components of Xd,red to deduce new results about the refined and
numerical Breuil–Me´zard conjectures.
8.1. The qualitative geometric Breuil–Me´zard conjecture. If λ is a regular
Hodge type, and τ is any inertial type, then by Theorems 4.8.12 and 4.8.14, the
stacks X
crys,λ,τ
d and X
ss,λ,τ
d are finite type p-adic formal algebraic stacks over O,
which are O-flat and equidimensional of dimension 1+[K : Qp]d(d−1)/2. It follows
that their special fibres X
crys,λ,τ
d and X
ss,λ,τ
d are algebraic stacks over F which are
equidimensional of dimension [K : Qp]d(d − 1)/2. Since X
crys,λ,τ
d and X
ss,λ,τ
d are
closed substacks of Xd, X
crys,λ,τ
d and X
ss,λ,τ
d are closed substacks of the special
fibre X d, and their irreducible components (with the induced reduced substack
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structure) are therefore closed substacks of the algebraic stack X d,red (see [Sta,
Tag 0DR4] for the theory of irreducible components of algebraic stacks and their
multiplicities). Since X d,red is equidimensional of dimension [K : Qp]d(d− 1)/2 by
Theorem 6.5.1, it follows that the irreducible components of X
crys,λ,τ
d and X
ss,λ,τ
d
are irreducible components of X d,red, and are therefore of the form X
k
d,red for some
Serre weight k (again by Theorem 6.5.1).
For each k, we write µk(X
crys,λ,τ
d ) and µk(X
ss,λ,τ
d ) for the multiplicity of X
k
d,red as
a component ofX
crys,λ,τ
d and X
ss,λ,τ
d . We write Zcrys,λ,τ = Z(X
crys,λ,τ
d ) and Zss,λ,τ =
Z(X
ss,λ,τ
d ) for the corresponding cycles, i.e. for the formal sums
(8.1.1) Zcrys,λ,τ =
∑
k
µk(X
crys,λ,τ
d ) · X
k
d,
(8.1.2) Zss,λ,τ =
∑
k
µk(X
ss,λ,τ
d ) · X
k
d,
which we regard as elements of the finitely generated free abelian group Z[Xd,red]
whose generators are the irreducible components X
k
d.
Fix some representation ρ : GK → GLd(F), corresponding to a point x :
SpecF→ Xd. (More generally, we could consider representations valued in GLd(F
′)
for some finite extension F′/F, but in keeping with our attempt to keep the notation
in this section as uncluttered as possibly by omitting O, it is convenient to suppose
that F has been chosen sufficiently large.) For each regular Hodge type λ and in-
ertial type τ , we have effective versal morphisms SpecR
crys,λ,τ
ρ /̟ → X
crys,λ,τ
and
SpecR
ss,λ,τ
ρ /̟ → X
ss,λ,τ
(see Corollary 4.8.13). For each k we set
Ck(ρ) := Spf R

ρ ×Xd X
k
d ,
which we regard as a cycle of dimension d2 + [K : Qp]d(d − 1)/2 in SpecRρ/̟
(note that since X
k
d is algebraic, it has effective versal rings, so we really get a
subscheme of SpecRρ/̟, rather than of Spf Rρ/̟). The following theorem gives
a qualitative version of the refined Breuil–Me´zard conjecture [EG14, Conj. 4.2.1].
While its statement is purely local, we do not know how to prove it without making
use of the stack Xd.
8.1.3. Theorem. Let ρ : GK → GLd(F) be a continuous representation. Then
there are finitely many cycles of dimension d2 + [K : Qp]d(d− 1)/2 in SpecR

ρ /̟
such that for any regular Hodge type λ and any inertial type τ , each of the special
fibres SpecR
crys,λ,τ
ρ /̟ and SpecR
ss,λ,τ
ρ /̟ is set-theoretically supported on some
union of these cycles.
Proof. We have SpecR
crys,λ,τ
ρ /̟ = Spf R

ρ ×Xd X
crys,λ,τ
and SpecR
ss,λ,τ
ρ /̟ =
Spf Rρ ×XdX
crys,λ,τ
. It follows from (8.1.1) and (8.1.2), together with the definition
of Ck(ρ), that we may write the underlying cycles as
(8.1.4) Z(SpecR
crys,λ,τ
ρ /̟) =
∑
k
µk(X
crys,λ,τ
d ) · Ck(ρ),
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(8.1.5) Z(SpecR
ss,λ,τ
ρ /̟) =
∑
k
µk(X
ss,λ,τ
d ) · Ck(ρ).
(Note that by [Sta, Tag 0DRD], the multiplicities to not change when passing to
versal rings.) The theorem follows immediately (taking our finite set of cycles to
be the Ck(ρ)). 
We can regard this theorem as isolating the “refined” part of [EG14, Conj.
4.2.1]; that is, we have taken the original numerical Breuil–Me´zard conjecture,
formulated a geometric refinement of it, and then removed the numerical part of the
conjecture. The numerical part of the conjecture (in the optic of this paper) consists
of relating the multiplicities µk(X
crys,λ,τ
d ) and µk(X
ss,λ,τ
d ) to the representation
theory of GLn(k), as we recall in the next section.
8.2. Semistable and crystalline inertial types. We now briefly recall the “in-
ertial local Langlands correspondence” for GLd. Let recp denote the local Lang-
lands correspondence forQp-representations of GLd(K), normalized as in [CEG
+16,
§1.8]; this is a bijection between the isomorphism classes of irreducible smooth Qp-
representations of GLd(K) and the isomorphism classes of d-dimensional semisim-
ple Weil–Deligne Qp-representations of the Weil group WK . We have the following
result, which is essentially due to Schneider–Zink [SZ99].
8.2.1. Theorem. Let τ : IK → GLd(Qp) be an inertial type. Then there are finite-
dimensional smooth irreducible Qp-representations σ
crys(τ) and σss(τ) of GLd(OK)
with the properties that if π is an irreducible smooth Qp-representation of GLd(K),
then the Qp-vector space HomGLd(OK)(σ
crys(τ), π) (resp. HomGLd(OK)(σ
ss(τ), π))
has dimension at most 1, and is nonzero precisely if recp(π)|IF
∼= τ , and N = 0
on recp(τ) (resp. if recp(π)|IF
∼= τ , and π is generic).
Proof. See [CEG+16, Thm. 3.7] for σcrys(τ), and [Sho18, Thm. 3.7] together with [Pyv18,
Thm. 2.1, Lem. 2.2] for σss(τ). 
Note that we do not claim that the representations σcrys(τ) and σss(τ) are unique;
the possible non-uniqueness of these representations is of no importance for us.
For each regular Hodge type λ we let W (λ) be the corresponding representation
of GLd(OK), defined as follows: For each σ : K →֒ Qp, we write ξσ,i = λσ,i−(d−i),
so that ξσ,1 ≥ · · · ≥ ξσ,d. We view each ξσ := (ξσ,1, . . . , ξσ,d) as a dominant weight of
the algebraic group GLd (with respect to the upper triangular Borel subgroup), and
we writeMξσ for the algebraic OK-representation of GLd(OK) of highest weight ξσ.
Then we define Lλ := ⊗σMξσ ⊗OK ,σ O.
For each τ we let σcrys,◦(τ), σss,◦(τ) denote choices of GLd(OK)-stable O-lattices
in σcrys(τ), σss(τ) respectively (the precise choices being unimportant). Then we
write σcrys(λ, τ), (resp. σss(λ, τ)) for the semisimplification of the F-representation
of GLd(k) given by Lλ⊗Oσ
crys,◦(τ)⊗OF (resp. Lλ⊗Oσ
ss,◦(τ)⊗OF). For each Serre
weight k, we write Fk for the corresponding irreducible F-representation of GLd(k)
(see for example the appendix to [Her09]). Then there are unique integers ncrysk (λ, τ)
and nssk (λ, τ) such that
σcrys(λ, τ) ∼= ⊕kF
⊕nssk (λ,τ)
k ,
σss(λ, τ) ∼= ⊕kF
⊕nssk (λ,τ)
k .
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Then our geometric Breuil–Me´zard conjecture is as follows.
8.2.2. Conjecture. There are cycles Zk with the property that for each regular
Hodge type λ and each inertial type τ , we have Zcrys,λ,τ =
∑
k n
crys
k (λ, τ) · Zk,
Zss,λ,τ =
∑
k n
ss
k (λ, τ) · Zk.
For some motivation for the conjecture (coming from the Taylor–Wiles patching
method), see for example [EG14, Thm. 5.5.2]. Some evidence for the conjecture
is given in the following sections. We expect that the cycles Zk are effective, i.e.
are a linear combination of the X
k′
d with non-negative (integer) coefficients. Note
that the finitely many cycles Zk are completely determined by the infinitely many
equations in Conjecture 8.2.2 (see [EG14, Lem. 4.1.1, Rem. 4.1.7(1)]).
Note that while the original motivation for Conjecture 8.2.2 was to under-
stand potentially semistable deformation rings in terms of the representation theory
of GLd, it can also be thought of as giving a geometric interpretation of the multi-
plicities ncrysk (λ, τ).
8.3. The relationship between the numerical, refined and geometric Breuil–
Me´zard conjectures. We now explain the relationship between Conjecture 8.2.2
and the conjectures of [EG14]. Suppose firstly that Conjecture 8.2.2 holds, and fix
some ρ : GK → GLd(F) corresponding to x : SpecF→ Xd. For each k, we set
Zk(ρ) := Spf R

ρ ×Xd Zk,
which by definition is a [K : Qp]d(d − 1)/2-dimensional cycle in SpecR

ρ /̟.
(Equivalently, we can define Zk(ρ) to be the image of Zk under the natural map
from Z[Xd,red] to the group Z[K:Qp]d(d−1)/2(SpecR

ρ /̟) of [K : Qp]d(d − 1)/2-
dimensional cycles in SpecRρ /̟ which is defined as follows: We let R
alg
ρ be
the quotient of Rρ /̟ which is a versal ring to Xd,red at x, so that by [Sta,
Tag 0DRB,Tag 0DRD] we have a multiplicity-preserving surjection from the set of
irreducible components of SpecRalgρ to the set of irreducible components of Xd,red
containing x; we then send any irreducible component of Xd,red not containing x
to zero, and send each irreducible component containing x to the sum of the corre-
sponding irreducible components of SpecRalgρ in its preimage.)
Exactly as in the proof of Theorem 8.1.3, it follows that for each regular type λ
and inertial type τ , we have
(8.3.1) Z(SpecR
crys,λ,τ
ρ /̟) =
∑
k
ncrysk (λ, τ) · Zk(ρ),
(8.3.2) Z(SpecR
ss,λ,τ
ρ /̟) =
∑
k
nssk (λ, τ) · Zk(ρ).
The first of these statements is [EG14, Conj. 4.2.1] (with the cycles Ca there being
our cycles Zk(ρ)), and the second is the corresponding statement for potentially
semistable lifting rings.
We now relate this conjecture to the numerical version of the Breuil–Me´zard
conjecture. We have a homomorphism Z[K:Qp]d(d−1)/2(SpecR

ρ /̟) → Z defined
by sending each cycle to its Hilbert–Samuel multiplicity in the sense of [EG14,
§2.1]. Let µk(ρ) denote the Hilbert–Samuel multiplicity of the cycle Zk(ρ), and
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write e(SpecR
crys,λ,τ
ρ /̟), e(SpecR
ss,λ,τ
ρ /̟) for the Hilbert–Samuel multiplicities
of the indicated rings. Then it follows from (8.3.1) and (8.3.2) that we have
(8.3.3) e(SpecR
crys,λ,τ
ρ /̟) =
∑
k
ncrysk (λ, τ)µk(ρ),
(8.3.4) e(SpecR
ss,λ,τ
ρ /̟) =
∑
k
nssk (λ, τ)µk(ρ).
Then (8.3.3) is [EG14, Conj. 4.1.6], and (8.3.4) is the corresponding semistable
version.
Suppose now that for each ρ : GK → GLd(F), all regular Hodge types λ and
all inertial types τ we have (8.3.3) and (8.3.4) for some integers µk(ρ), but do
not assume Conjecture 8.2.2 (so in particular we do not presuppose any geometric
interpretation for the integers µk(ρ)).
For each k we choose a point xk : SpecF → X d,red which is contained in X
k
and not in any X
k′
for k′ 6= k. We furthermore demand that xk is a smooth point
of X d,red. (Since X d,red is reduced and of finite type over F, there is a dense set
of points of X
k
satisfying these conditions.) Write ρk : GK → GLd(F) for the
representation corresponding to Xk, and set
(8.3.5) Zk :=
∑
k′
µk(ρk′) · X
k′
.
Then for each regular Hodge type λ and inertial type τ , it follows from (8.3.3) that∑
k
ncrysk (λ, τ) · Zk =
∑
k
e(R
crys,λ,τ
ρk
/̟) · X
k
=
∑
k
µk(X
crys,λ,τ
d ) · X
k
= Zcrys,λ,τ ,
where we used that xk is a smooth point of X d,red and is only contained in X
k
to conclude that µk(X
crys,λ,τ
d ) = e(R
crys,λ,τ
ρk
/̟). Similarly we have Zss,λ,τ =∑
k n
ss
k (λ, τ) · Zk, and we conclude that up to possibly working with cycles with
rational (rather than integral) multiplicities, the geometric Breuil–Me´zard conjec-
ture (Conjecture 8.2.2) is equivalent to the numerical conjecture.
8.3.6. Remark. The argument that we just made shows that the geometric conjec-
ture follows from knowing the numerical conjecture for sufficiently generic ρ (in-
deed, it is enough to check it for a single sufficiently generic ρ for each irreducible
component of Xd,red), while in turn the geometric conjecture implies the numerical
conjecture for all ρ. This reduction was in fact one of our original motivations for
constructing the stacks Xd.
8.4. The weight part of Serre’s conjecture. We now briefly explain the rela-
tionship between Conjecture 8.2.2 and the weight part of Serre’s conjecture. For
more details, see [GHS18] (particularly Section 6).
We expect that the cycles Zk will be effective, in the sense that they are com-
binations of the X
k
d with non-negative coefficients. This expectation is borne out
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in all known examples (see the following sections), and in any case would be a
consequence of standard conjectures about the Taylor–Wiles method. Indeed, the
local cycles Zk(ρ) of Section 8.3 are conjecturally the supports of certain “patched
modules”, and in particular are effective; see [EG14, Thm. 5.5.2]. The effectivity
of the Zk(ρ) would immediately imply the effectivity of the Zk.
The “weight part of Serre’s conjecture” is perhaps more of a conjectural con-
jecture than an actual conjecture: it should assign to each ρ : GK → GLd(F) a
setW (ρ) of Serre weights, with the property that if ρ is the local factor of a suitable
global representation (for example, an irreducible representation coming from an
automorphic form on a unitary group), then k ∈W (ρ) if and only if k is a weight for
the global representation (for example, in the sense that the global representation
corresponds to some mod p cohomology class for a coefficient system corresponding
to k).
Many conjectural definitions of the sets W (ρ) have been proposed. Follow-
ing [GK14], one definition is to assume the Breuil–Me´zard conjecture, for example
in the form (8.3.1), and define W (ρ) to be the set of k for which µk(ρ) > 0. While
this is less explicit than other definitions, it has the merit that it would follow from
standard conjectures about modularity lifting theorems that it gives the correct set
of weights; see [GHS18, §3, 4].
Assume Conjecture 8.2.2, and assume that the cycles Zk are effective. As ex-
plained in Section 8.3, it follows that the numerical Breuil–Me´zard holds for ev-
ery ρ, with µk(ρ) being the Hilbert–Samuel multiplicity of the cycle Zk(ρ), which
(since Zk(ρ) is effective) is positive if and only if Zk(ρ) is nonzero, i.e. if and only
if Zk is supported at ρ. Thus we can rephrase the Breuil–Me´zard version of the
weight part of Serre’s conjecture as saying that W (ρ) is the set of k such that Zk
is supported at ρ.
Alternatively, we can rephrase this conjecture in the following way: to each
irreducible component of Xd,red, we assign the set of weights k with the property
that Zk is supported on this component. ThenW (ρ) is simply the union of the sets
of weights for the irreducible components of Xd,red which contain ρ. As we explain in
Section 8.6, if d = 2 then this description agrees with the other definitions of W (ρ)
in the literature, and therefore gives a geometrization of the weight part of Serre’s
conjecture.
8.5. GL2(Qp). The numerical Breuil–Me´zard conjecture for GL2(Qp) is largely
known, thanks in large part to Kisin’s paper [Kis09a] (which gave a proof in many
cases by a mixture of local and global techniques), and Pasˇku¯nas’ paper [Pasˇ15]
which reproved these results by purely local means (the p-adic local Langlands cor-
respondence), relaxed the hypotheses on ρ, and also proved the refined version of the
correspondence. In combination with the papers [HT15, San14, Tun18], for p ≥ 3
the conjecture is completely known, and it is expected that these methods will also
be able to complete the remaining cases with p = 2 (see the introduction to [Tun18])
Consequently, by the discussion of Section 8.3, Conjecture 8.2.2 holds for GL2(Qp)
for any p ≥ 3. It follows easily from the explicit description of µk(ρ) in the papers
cited above (or alternatively from the description for GL2(K) in Section 8.6 below)
that Zk = X
k
2 unless k = (a + p − 1, a) for some a, in which case Z(a+p−1,a) =
X
(a+p−1,a)
2 + X
(a,a)
2 .
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8.6. GL2(K): potentially Barsotti–Tate types. In this section we assume that p > 2,
and explain some consequences of the results of [GK14] (which proved the numerical
Breuil–Me´zard conjecture for 2-dimensional potentially Barsotti–Tate representa-
tions) and [CEGS] (which studied moduli stacks of rank 2 Breuil–Kisin modules
with tame descent data). We will take advantage of Remark 8.3.6.
We begin with the following slight extension of one of the main results of [GK14].
Let BT denote the minimal regular Hodge type, i.e. we have BTσ,1 = 1, BTσ,2 = 0
for all σ : K →֒ Qp.
8.6.1. Theorem. Let K/Qp be a finite extension with p > 2, and let ρ : GK →
GL2(Qp) be arbitrary. Then the numerical Breuil–Me´zard conjecture holds for po-
tentially crystalline and potentially semistable lifts of ρ of Hodge type BT and ar-
bitrary inertial type τ .
More precisely, there are unique non-negative integers µk(ρ) such that (8.3.3)
and (8.3.4) both hold for λ = BT and τ arbitrary.
Proof. If we remove the potentially semistable case and consider only potentially
crystalline representations, the theorem is [GK14, Thm. A], which is proved as [GK14,
Cor. 4.5.6]. We now briefly explain how to modify the proofs in [GK14] to prove
the more general result; as writing out a full argument would be a lengthy exercise,
and the arguments are completely unrelated to those of this paper, we only explain
the key points. Examining the proof of [GK14, Cor. 4.5.6], we see that we just
need to verify that the assertion of the first sentence of the proof of [GK14, Thm.
4.5.5] holds in this setting, i.e. that the equivalent conditions of [GK14, Lem. 4.3.9]
hold. Exactly as in the proof of [GK14, Cor. 4.4.3], it is enough to show that every
irreducible component of a product of local deformation rings is witnessed by an
automorphic representation.
By the usual Khare–Wintenberger argument, it suffices to prove this after making
a solvable base change, and in particular we can suppose that all of the residual
Galois representations are trivial, and the inertial types are all trivial. Now, any
non-crystalline semistable representation of Hodge type BT is necessarily ordinary
(indeed, it follows from a direct computation of the possible weakly admissible
representations that all such representations are unramified twists of an extension
of the inverse of the cyclotomic character by the trivial character), and by a result of
Kisin (see [Sno18, Prop. 4.3.1]), as p > 2 and ρ is trivial, the ordinary deformation
ring in question is a domain. It therefore suffices to show that in the situation of
the proof of [GK14, Cor. 4.4.3], given any particular finite set S of places of F+1
lying over p, we can arrange to have a congruence between a given automorphic
representation π′ of weight 0 and a representation π′′, having the property that π′′
is unramified at the places lying over a place in S, and is an unramified twist of the
Steinberg representation at the places dividing p and not lying over a place in S.
The existence of such a representation if S is the empty set follows from the
construction of the representation r used in [GK14]; more precisely, it follows
from [Sno09, Prop. 8.2.1], which is applied in the proof of [GK14, Thm. A.2] (with
the type function in the sense of [Sno09] being C at all places above p). Thus,
to establish the general case, it suffices to establish the existence of suitable “level
lowering” congruences. This is easily done by switching to a group which is ramified
at the places of p outside of S (see e.g. [Kis09b, Lem. 3.5.3] for a similar argument
for places away from p). 
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We say that a Serre weight k for GL2 is “Steinberg” if for each σ we have
kσ,1 − kσ,2 = p− 1. If k is Steinberg then we define k˜ by k˜σ,1 = k˜σ,2 = kσ,2.
8.6.2. Theorem. Continue to assume that d = 2 and p > 2. Then Conjecture 8.2.2
holds for λ = BT and τ arbitrary, with the cycles Zk being as follows: if k is not
Steinberg, then Zk = X
k
2 , while if k is Steinberg, Zk = X
k
2 + X
k˜
2 .
Proof. By Theorem 8.6.1 and the discussion of section 8.3, we need only show that
the cycles Zk in the statement of the theorem are those determined by (8.3.5).
Suppose firstly that k is not Steinberg. Then by [CEGS, Thm. 5.2.2 (2)], X
k
2 has
a dense set of finite type points with the property that their only non-Steinberg
Serre weight is k. It follows from this and [CEGS, Thm. 5.2.2 (3)] that if neither k
nor k′ is Steinberg, then µk(ρk′) = δk,k′ .
By construction, if k′ is Steinberg, then ρk′ is a twist of a tre`s ramifie´e extension
of the trivial character by the mod p cyclotomic character. By [CEGS, Lem. C.4],
this implies that µk(ρk′) = 0 unless k = k
′. The cycles Zk are therefore as claimed
if k is non-Steinberg.
It remains to determine the values of µk(ρk′) in the case that k is Steinberg. By
twisting, we can and do assume that kσ,2 = 0 for all σ. Considering Theorem 8.6.1
in the case of liftings of Hodge type BT, we see that µk(ρk′) 6= 0 if and only if ρk′
admits a semistable lift of Hodge type BT. If this lift is in fact crystalline, then ρk′
has k˜ as a Serre weight, so by another application of [CEGS, Thm. 5.2.2 (2)], we
see that either k′ = k˜ or k′ = k. In the former case, ρk′ is (by Remark 5.5.15) an
unramified twist of an extension of inverse of the mod p cyclotomic character by a
non-trivial unramified character, so it does not admit a semistable non-crystalline
lift of Hodge type BT (as all such lifts are unramified twists of an extension of the
inverse of the cyclotomic character by the trivial character); so we have µk(ρk˜) =
µk˜(ρk˜) = 1.
Finally, we are left with the task of showing that µk(ρk) = 1 in the case that k
is Steinberg. Recall that by twisting, we are assuming that kσ,2 = 0 for all σ. Then
by construction ρk is an unramified twist of a tre`s ramifie´e extension of the inverse
of the mod p cyclotomic character by the trivial character. Being tre`s ramifie´e,
it does not admit a crystalline lift of Hodge type BT, so all of its semistable lifts
of Hodge type BT are given by unramified twists of an extension of the inverse
of the cyclotomic character by the trivial character. Conversely, any lift of this
form is automatically semistable of Hodge type BT, so it suffices to show that the
corresponding ordinary lifting ring is formally smooth. This follows from a standard
Galois cohomology calculation that we leave to the reader. 
The following lemma makes precise which Galois representations occur on Stein-
berg components. Note that the twist in the statement of the lemma is determined
by the values of kσ,2.
8.6.3. Lemma. If k is Steinberg, then the Fp-points of X
k
2 are twists of an extension
of the inverse of the mod p cyclotomic character by the trivial character.
Proof. Twisting, we may assume that kσ,2 = 0 for all σ. Let ρ : GK → GL2(F)
correspond to a closed point of X
k
2 . We claim that ρ is an unramified twist of an
extension of ε by 1. To see this, let R
BT,St
ρ denote the Zp-flat quotient of R
BT,ss
ρ
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determined by the irreducible components of the generic fibre which are not com-
ponents of R
BT,crys
ρ .
It follows from Theorem 8.6.2 that the cycle of SpecR
BT,St
ρ /̟ is nonzero, so
that in particular ρ must admit a semistable non-crystalline lift of Hodge type BT.
As in the proof of Theorem 8.6.1, any such representation is an unramified twist of
an extension of ε−1 by the trivial character, so we are done. (We could presumably
also phrase this argument on the level of the crystalline and semistable moduli
stacks, but have chosen to present it in the more familiar setting of deformation
rings.) 
8.6.4. Remark. The paper [CEGS] constructs and studies moduli stacks of two-
dimensional representations of GK
π♭,∞
(for a fixed choice of π♭) which are tamely
potentially of height at most 1. Since restriction from Barsotti–Tate representations
of GK to representations of GK
π♭,∞
of height at most 1 is an equivalence (by the
results of [Kis09b]), these stacks can be interpreted as stacks of GK -representations
(and indeed are interpreted as such in [CEGS]). It is presumably straightforward
(using that all the stacks under consideration are of finite type, and are Zp-flat and
reduced, in order to reduce to a comparison of points over finite extensions of Zp)
to identify them with the stacks considered in this paper (for λ = BT and τ a
tame inertial type). (We were able to apply the results of [CEGS] in the proof of
Theorem 8.6.2 because we only needed to use them on the level of versal rings, which
are given by universal Galois lifting rings for both our stacks and those of [CEGS].)
It may well be the case that the stacks of Kisin modules considered in [CEGS] can
be identified with certain of the moduli stacks of Breuil–Kisin–Fargues modules
that we defined in Section 4.5. Since we do not need to know this, we leave it as
an exercise for the interested reader.
8.6.5. A lower bound. The patching arguments of [GK14] easily imply a general
inequality, as we now record.
8.6.6. Proposition. Assume that p > 2. Let d = 2, and let the Zk be as in the
statement of Theorem 8.6.2. Then for each regular Hodge type λ and each inertial
type τ , we have Zcrys,λ,τ ≥
∑
k n
crys
k (λ, τ) · Zk, and Zss,λ,τ ≥
∑
k n
ss
k (λ, τ) · Zk.
8.6.7.Remark. The meaning of the inequalities in the statement of Proposition 8.6.6
is the obvious one: each side is a linear combination of irreducible components, and
the assertion is that for each irreducible component, the multiplicity on the left
hand side is at least the multiplicity on the right hand side.
Proof of Proposition 8.6.6. As in Section 8.3, it is enough to show that for each ρ,
we have
e(SpecR
crys,λ,τ
ρ /̟) ≥
∑
k
ncrysk (λ, τ)µk(ρ),
e(SpecR
ss,λ,τ
ρ /̟) ≥
∑
k
nssk (λ, τ)µk(ρ),
where the µk(ρ) are the uniquely determined integers from [GK14]. (In fact, it is
enough to show these inequalities when ρ = ρk for some k, but assuming this does
not simplify our arguments.) Since [GK14] considers only potentially crystalline
representations, we only give the proof for R
crys,λ,τ
ρ ; the proof in the potentially
semistable case is essentially identical, and we leave it to the reader.
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We now examine the proof of [GK14, Thm. 4.5.5], setting r¯ there to be our ρ.
As in this section, we write k rather than σ for Serre weights. If we ignore the
assumption that every potentially crystalline lift of Hodge type λ and inertial type τ
is potentially diagonalizable, then we do not know that the equivalent conditions
of [GK14, Lem. 4.3.9] hold, but examining the proof of [GK14, Lem. 4.3.9], we do
know that the statement of part (4) of loc. cit. can be replaced with an inequality
(with equality holding if and only if M∞ is a faithful R∞-module).
Returning to the proof of [GK14, Thm. 4.5.5], we note that the definition of µk(ρ)
is such that the quantity µ′σgl(r¯) is simply the product of the corresponding µk(ρ).
In particular, if we take λv = λ and τv = τ for each v, then (bearing in mind
the discussion of the previous paragraph), the main displayed equality becomes an
inequality
e(SpecR
crys,λ,τ
ρ /̟)
N ≥

∑
k
ncrysk (λ, τ)µk(ρ)


N
,
where there are N places of F+ lying over p. Since each side is non-negative, the
result follows. 
8.6.8. Remark. The argument used to prove Proposition 8.6.6 is well known to
the experts, and goes back to [Kis09a, Lem. 2.2.11]. Despite the relatively formal
nature of the argument, it does not seem to be easy to prove an analogous statement
for GLd with d > 2; the difficulty is in the step where we used [GK14, Thm. 4.5.5]
to replace a global multiplicity with a product of local multiplicities. Without this
argument (which crucially relies on the modularity lifting theorems of [Kis09b]) one
only obtains inequalities involving cycles in products of copies of Xd.
8.7. Brief remarks on GLd, d > 2. We expect the situation for GLd, d > 2,
to be considerably more complicated than that for GL2. Experience to date sug-
gests that the weight part of Serre’s conjecture in high dimension is consistently
more complicated than is anticipated, and so it seems unwise to engage in much
speculation. In particular, unpublished calculations by the authors of [LLHLM18]
show that even for generic weights k, we should not expect the cycles Zk to have
as simple a form as those for GL2.
In the light of Lemma 5.5.4, it seems reasonable to expect X
k
d to contribute
to Zk, and it also seems reasonable to expect contributions from the “shifted”
weights, as in Definition 5.5.2 (see also [GHS18, §7.4]). The comparative weakness
of the automorphy lifting theorems available to us in dimension greater than 2 pre-
vents us from saying much more than this, although we refer the reader to [GHS18,
§§3,4,6] for a discussion of the conjectural general relationship between the numer-
ical Breuil–Me´zard conjecture, the weight part of Serre’s conjecture, automorphy
lifting theorems, and the stacks Xd.
Appendix A. Formal algebraic stacks
The theory of formal algebraic stacks is developed in [Eme]. In this appendix we
briefly summarise the parts of this theory that are used in the body of the paper, and
also introduce some additional terminology and establish some additional results
which we will require.
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Algebraic stacks. We follow the terminology of [Sta]; in particular, we write “al-
gebraic stack” rather than “Artin stack”. More precisely, an algebraic stack is a
stack in groupoids in the fppf topology, whose diagonal is representable by alge-
braic spaces, which admits a smooth surjection from a scheme. See [Sta, Tag 026N]
for a discussion of how this definition relates to others in the literature. If S is a
scheme, then by “a stack over S” we mean a stack fibred in groupoids over the big
fppf site of S.
We say that a morphism X → Y of stacks over S is representable by algebraic
stacks if for any morphism of stacks Z → Y whose source is an algebraic stack,
the fibre product X ×Y Z is again an algebraic stack. (In the Stacks Project, the
terminology algebraic is used instead [Sta, Tag 06CF].) Note that a morphism from
a sheaf to a stack is representable by algebraic stacks if and only if it is representable
by algebraic spaces (this is easily verified, or see e.g. [Eme, Lem. 3.5]).
Following [Sta, Tag 03YK, Tag 04XB], we can define properties of morphisms
representable by algebraic stacks in the following way.
A.1. Definition. If P is a property of morphisms of algebraic stacks which is fppf
local on the target, and preserved by arbitrary base-change, then we say that a
morphism f : X → Y of stacks which is representable by algebraic stacks has
property P if and only if for every algebraic stack Z and morphism Z → Y, the
base-changed morphism of algebraic stacks Z ×Y X → Z has property P .
When applying Definition A.1, it suffices to consider the case when Z is actually
a scheme, or even an affine scheme.
Some properties P to which we can apply Definition A.1 are being locally of
finite type, locally of finite presentation, and smooth. The following lemma provides
alternative descriptions of the latter two properties.
A.2. Lemma. Let f : X → Y be a morphism of stacks which is representable by
algebraic stacks.
(1) The morphism f is locally of finite presentation if and only if it is limit
preserving on objects, in the sense of [Sta, Tag 06CT].
(2) The morphism f is smooth if and only if it is locally of finite presentation
and formally smooth, in the sense that it satisfies the usual infinitesimal
lifting property: for every affine Y-scheme T , and every closed subscheme
T0 →֒ T defined by a nilpotent ideal sheaf, the functor HomY(T,X ) →
HomY(T0,X ) is essentially surjective.
Proof. We first recall that a morphism of algebraic stacks is locally of finite presen-
tation if and only if it is limit preserving on objects [EG19, Lem. 2.3.16].
Suppose now that f is locally of finite presentation, that T is an affine scheme,
written as a projective limit of affine schemes T
∼
−→ lim
←−
Ti, and suppose given a
commutative diagram
T //

Ti

X // Y
for some value of i. We must show that we can factor the left-hand vertical arrow
through Ti′ , for some i
′ ≥ i, so that the evident resulting diagram again commutes.
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The original diagram induces a morphism T → Ti×Y X , and obtaining a factoriza-
tion of the desired type amounts to obtaining a factorization of this latter morphism
through some Ti′ . In other words, we must show that the morphism T → Ti ×Y X
is limit preserving on objects. But this is a morphism of algebraic stacks which is
locally of finite presentation, and so it is indeed limit preserving on objects.
Conversely, suppose that f is limit preserving on objects. We must show that for
any morphism T → Y, the base-changed morphism T ×Y X → T is locally of finite
presentation. However, this base-change is again limit preserving on objects [Sta,
Tag 06CV], and since it is a morphism of algebraic stacks, it is indeed locally of
finite presentation.
We now turn to (2). By Definition A.1 and [Ryd11, Cor. B.9] (that is, by the
result at hand in the case that Y is itself an algebraic stack), it is enough to show
that f satisfies the infinitesimal lifting property if and only if the base changed
morphism Z×Y X → Z satisfies the infinitesimal lifting property for all morphisms
Z → Y whose source is a scheme.
Assume first that f satisfies the infinitesimal lifting property, and let T0 → T be a
nilpotent closed immersion whose target is an affine Z-scheme. Given a morphism
T0 → Z ×Y X , the infinitesimal lifting property lets us lift the composite T0 →
Z ×Y X → X to a morphism T → X , and since we also have a morphism T → Z,
we obtain the required morphism T → Z ×Y X .
Conversely, assumed that the base changed morphism Z ×Y X → Z satisfies the
infinitesimal lifting property for all Z → Y, and let T0 → T be as in the statement
of the proposition. Taking Z = T , we can lift the induced morphism T0 → T ×Y X
to a morphism T → T ×Y X , and the composite of this morphism with the second
projection gives us the required lifting. 
Formal algebraic spaces. Following [Sta, Tag 0AHW], an affine formal algebraic
space over a base scheme S is a sheaf X on the fppf site of S which admits a
description as an Ind-scheme X
∼
−→ lim
−→i
Xi, where the Xi are affine schemes and
the transition morphisms are thickenings (in the sense of [Sta, Tag 04EX]). Here we
allow the indexing set in the inductive limit to be arbitrary; if it can be chosen to be
the natural numbers, then we say that X is countably indexed. A countably indexed
affine formal algebraic space can be written in the form X ∼= lim−→n
SpecA/In, where
A is a complete topological ring equipped with a decreasing sequence {In}n of
open ideals which are weak ideals of definition, i.e. consist of topologically nilpotent
elements ([Sta, Tag 0AMV]), and which form a fundamental basis of 0 in A (see
the discussion of [Sta, Tag 0AIH]). We then write X := Spf A (following [Sta,
Tag 0AIF]).
A formal algebraic space over S is a sheaf X on the fppf site of S which receives
a morphism
∐
Ui → X which is representable by schemes, e´tale, and surjective,
and whose source is a disjoint union of affine formal algebraic spaces Ui. We say
that X is locally countably indexed if the Ui can be chosen to be countably indexed.
A particular example of a countably indexed affine formal algebraic space is an
adic affine formal algebraic space. By definition, this is of the form Spf A, where A
is adic: that is, A is a topological ring which is complete (and separated, by our
convention throughout this paper), and which admits an ideal of definition (that
is, an ideal I whose powers form a basis of open neighbourhoods of zero). We say
that A (or Spf A) is adic* if I can be taken to be finitely generated.
We will find the following lemmas useful.
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A.3. Lemma. Let X be an affine formal algebraic space over S, which is either
countably indexed (e.g. an adic or adic* affine formal algebraic space), and hence of
the form Spf A for some weakly admissible topological ring A, by [Sta, Tag 0AIK],
or else is of the form Spf A, for a pro-Artinian ring A. Then if Y → X is a closed
immersion of formal algebraic spaces over S, we have that Y is of the form Spf B
for some quotient B of A by a closed ideal, endowed with its quotient topology.
Proof. In the countably indexed case, this is immediate from [Sta, Tag 0AIK,Tag 0ANQ,Tag 0APT].
If A is pro-Artinian, say A = lim
←−
Ai with the Ai Artinian, then SpecA×SpfA Y is
a closed subscheme of SpecAi for each index i, and hence is of the form SpecBi
for some quotient Bi of B. Thus
Y
∼
−→ lim
−→
i
SpecAi ×Spf A Y
∼
−→ lim
−→
SpecBi
∼
−→ Spf B,
where B = lim
←−i
Bi. The general theory of pro-Artinian rings shows that B is a quo-
tient of A, since each Bi is a quotient of the corresponding Ai [EG19, Rem. 2.2.7].

A.4. Lemma. ([Eme, Lem. 8.18]) A morphism of Noetherian affine formal algebraic
spaces Spf B → Spf A which is representable by algebraic spaces is (faithfully) flat
if and only if the corresponding morphism A→ B is (faithfully) flat.
Ind-algebraic and formal algebraic stacks.
A.5. Definition. ([Eme, Defn. 4.2]) An Ind-algebraic stack over a scheme S is a
stack X over S which can be written as X ∼= lim−→i∈I
Xi, where we are taking the
2-colimit in the 2-category of stacks of a 2-directed system {Xi}i∈I of algebraic
stacks over S.
By [Eme, Rem. 4.9], if X → Y is representable by algebraic spaces, and Y is an
Ind-algebraic stack, then X is also an Ind-algebraic stack.
A.6. Definition. ([Eme, Defn. 5.3]) A formal algebraic stack over S is a stack X
which admits a morphism U → X which is representable by algebraic spaces,
smooth, and surjective, and whose source is a formal algebraic space. If the source
can be chosen to be locally countably indexed, then we say that X is locally count-
ably indexed.
A.7. Definition. ([Eme, Defn. 7.6]) A p-adic formal algebraic stack is a formal
algebraic stack X over SpecZp which admits a morphism X → Spf Zp which is
representable by algebraic stacks; so in particular, we may write X as an Ind-
algebraic stack by writing X ∼= lim−→n
X ×Spf Zp SpecZ/p
nZ.
The relationship between formal algebraic stacks and Ind-algebraic stacks is dis-
cussed in detail in [Eme, §6]. In one direction, we have the following lemma.
A.8. Lemma. ([Eme, Lem. 6.2]) If X is a quasi-compact and quasi-separated formal
algebraic stack, then X ∼= lim−→i
Xi for a 2-directed system {Xi}i∈I of quasi-compact
and quasi-separated algebraic stacks in which the transition morphisms are thick-
enings.
A partial converse to Lemma A.8 is proved as [Eme, Lem. 6.3]. In particular,
we have the following useful criteria for being a formal algebraic stack.
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A.9. Proposition. ([Eme, Cor. 6.6]) Suppose that X is an Ind-algebraic stack that
can be written as the 2-colimit X
∼
−→ lim
−→
Xn of a directed sequence (Xn)n≥1 in which
the Xn are algebraic stacks, and the transition morphisms are closed immersions.
If Xred is a quasi-compact algebraic stack, then X is a locally countably indexed
formal algebraic stack.
A.10. Proposition. Suppose that {Xn}n≥1 is an inductive system of algebraic
stacks over SpecZp, such that each Xn in fact lies over SpecZ/p
nZ, and each
of the induced morphisms Xn → Xn+1 ×SpecZ/pn+1Z Z/p
nZ is an isomorphism.
Then the Ind-algebraic stack X := lim
−→n
Xn is a p-adic formal algebraic stack.
Proof. This is a special case of [Eme, Lem. 6.3, Ex. 7.8]. 
Underlying reduced substacks. If X/S is any stack, then we let (Xred)
′ be the full
subcategory of X whose set of objects consists of those T → X for which T is a
reduced S-scheme.
A.11. Definition. ([Eme, Lem. 3.27]) The underlying reduced substack Xred of X
is the intersection of all of the substacks of X which contain (Xred)
′.
A.12. Lemma. ([Eme, Lem. 4.16]) If X is an Ind-algebraic stack, and we write
lim
−→i
Xi
∼
−→ X , for some 2-directed system {Xi}i∈I of algebraic stacks, then the
induced morphism lim
−→i
(Xi)red → Xred is an isomorphism, and so in particular Xred
is again an Ind-algebraic stack.
As the following lemma records, in the case that X is a formal algebraic stack,
then Xred is algebraic, and (just as in the case of formal schemes, or formal algebraic
spaces), X is a thickening of Xred.
A.13. Lemma. ([Eme, Lem. 5.26]) If X is is a formal algebraic stack over S, then
Xred is a closed and reduced algebraic substack of X , and the inclusion Xred →֒ X
is a thickening (in the sense that its base-change over any algebraic space induces
a thickening of algebraic spaces). Furthermore, any morphism Y → X with Y a
reduced algebraic stack factors through Xred.
Finiteness properties. Let X be a formal algebraic stack X . We say that X is
quasi-compact if the algebraic stack Xred is quasi-compact. We say that X is quasi-
separated if the diagonal morphism of X (which is automatically representable by
algebraic spaces) is quasi-compact and quasi-separated.
We say that X is locally Noetherian if and only if it admits a morphism U → X
which is representable by algebraic spaces, smooth, and surjective, whose source is
a locally Noetherian formal algebraic space. Finally, we say that X is Noetherian
if it is locally Noetherian, and it is quasi-compact and quasi-separated.
Scheme-theoretic images. The notion of the scheme-theoretic image of a (quasi-
compact) morphism of algebraic stacks is developed in [Sta, Tag 0CMH]; equivalent
alternative presentations are given in [EG19, §3.1] and in [Eme, Ex. 9.9]. In [Eme,
§6] this is extended to a definition of the scheme-theoretic image between formal
algebraic stacks that are quasi-compact and quasi-separated. In fact, the defini-
tion there uses Lemma A.8 to write the formal stacks in question as Ind-algebraic
stacks with transition morphisms being closed immersions, and this is the level of
generality that is appropriate to us here.
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A robust theory of scheme-theoretic images requires a quasi-compactness as-
sumption on the morphism whose scheme-theoretic image is being formed, and we
begin by introducing the notion of quasi-compactness which seems appropriate to
our context.
A.14. Definition. Let X be an Ind-algebraic stack which can be written as a 2-
colimit of quasi-compact algebraic stacks for which the transition morphisms are
closed immersions, say X ∼= lim−→
Xλ. We say that a morphism of stacks X → Y is
Ind-representable by algebraic stacks if each of the induced morphisms
(A.15) Xλ → Y
is representable by algebraic stacks. We say that such a morphism is furthermore
Ind-quasi-compact if each of the morphisms Xλ → Y (representable by algebraic
stacks by assumption) is quasi-compact.
Using the fact that any two descriptions of X as an Ind-algebraic stack as above
(i.e. as the 2-colimit of quasi-compact algebraic stacks with respect to transition
morphisms that are closed immersions) are mutually cofinal, one sees that the
property of a morphism being Ind-representable by algebraic stacks (resp. Ind-
representable by algebraic stacks and Ind-quasi-compact) is independent of the
choice of such a description of X .
Suppose now, in the context of the Definition A.14, that Y is also an Ind-algebraic
stack, which admits a description as the 2-colimit of algebraic stacks with respect to
transition morphisms that are closed immersions, say Y ∼= lim−→
Yµ. Then the induced
morphism (A.15) factors through Yµ for some µ (since the Xλ are quasi-compact
and the transition morphisms between the Yµ are monomorphisms). Since any
morphism of algebraic stacks is representable by algebraic stacks, and since closed
immersions are representable by algebraic stacks, we find that (A.15) is necessarily
representable by algebraic stacks, and thus the morphism X → Y is necessarily
Ind-representable by algebraic stacks. Furthermore, the morphism (A.15) is quasi-
compact if and only if the induced morphism Xλ → Yµ is quasi-compact for some
(or equivalently any) allowable choice of µ. For example, if the Yµ are all quasi-
separated, then these induced morphisms are necessarily quasi-compact (via the
usual graph argument, since each Xλ is quasi-compact), and so in this case any
morphism X → Y is necessarily Ind-quasi-compact.
Suppose now that the morphism X → Y is Ind-quasi-compact, or equivalently
(as we have just explained), that the various induced morphisms Xλ → Yµ are quasi-
compact. Then each of these induced morphisms has a scheme-theoretic image Zλ.
One easily checks that Yλ, thought of as a closed substack of Y, is independent of
the particular choice of the index µ used in its definition. Evidently Zλ is a closed
substack of Zλ′ if λ ≤ λ
′. In particular, we may form the 2-colimit lim
−→
Zλ, which
is an Ind-algebraic stack. There is a natural morphism lim
−→
Zλ → Y.
A.16. Definition. In the preceding context, we define the scheme-theoretic image
of the Ind-quasi-compact morphism X → Y to be Z := lim
−→
Zλ.
It is easily verified that the scheme-theoretic image, so defined, is independent of
the chosen descriptions of X and Y. There is a canonical monomorphism Z →֒ Y.
(We don’t claim that this monomorphism is necessarily a closed immersion in this
level of generality.)
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A very special case of this definition is the case that X → Y is representable by
algebraic spaces and quasi-compact, and Y = Spf A for a pro-Artinian ring A. In
this case the definition of the scheme-theoretic image coincides with [EG19, Defn.
3.2.15] (i.e. the scheme-theoretic image can be computed via the scheme-theoretic
images of the pull-backs of X to the discrete Artinian quotients of A). In this
particular case the scheme-theoretic image is a closed formal subspace of Y, i.e. of
the form Spf B for some topological quotient B of A.
A.17.Definition. Let X and Y be Ind-algebraic stacks which satisfy the hypotheses
introduced above, i.e. which may each be written as the 2-colimit with respect to
closed immersions of algebraic stacks, which are furthermore quasi-compact in the
case of X . Then we say that an Ind-quasi-compact morphism X → Y is scheme-
theoretically dominant if the induced map Z → Y is an isomorphism, where Z is
the scheme-theoretic image of X → Y.
A.18. Remark. If X is a quasi-compact and quasi-separated formal algebraic stack,
then Lemma A.8 shows that X ∼= lim−→
Xλ with the Xλ being quasi-compact and
quasi-separated algebraic stacks, and the morphisms being thickenings, and so in
particular closed immersions. The preceding discussion thus applies to morphisms
X → Y of quasi-compact formal algebraic stacks, and shows that such morphisms
are necessarily Ind-representable by algebraic stacks and Ind-quasi-compact. In
particular, Definition A.17 applies to such morphisms, and in this case recovers the
definition of scheme-theoretic dominance given in [Eme, Def. 6.13].
A closely related context in which the preceding definition applies if the fol-
lowing: if A is an adic* topological ring, with finitely generated ideal of defini-
tion I, and X ,Y → Spf A are morphisms of quasi-compact formal algebraic stacks
that are representable by algebraic stacks, then we may write X ∼= lim−→n
Xn and
Y ∼= lim−→n
Yn, where Xn := X ×SpfA SpecA/I
n and Yn := Y ×Spf A SpecA/I
n
are quasi-compact algebraic stacks. A morphism X → Y of stacks over Spf A is
necessarily representable by algebraic stacks [Eme, Lem. 7.10], and so is Ind-quasi-
compact if and only if it quasi-compact in the usual sense. We may then define
its scheme-theoretic image, following Definition A.16, or speak of such a morphism
being scheme-theoretically dominant.
We now show (in Proposition A.21) that under certain hypotheses the scheme-
theoretic image of a p-adic formal algebraic stack is also a p-adic formal algebraic
stack. The deduction of this result from those of [Eme] will involve the following
definition.
A.19. Definition. ([Eme, Defn. 8.26, Rem. 8.39]) We say that a formal algebraic
stack X over a scheme S is Ind-locally of finite type over S if there exists an iso-
morphism X
∼
−→ lim
−→
Xi, where each Xi is an algebraic stack locally of finite type
over S, and the transition morphisms are thickenings.
A.20. Remark. If X is a quasi-compact and quasi-separated formal algebraic stack,
then in order to verify that X is Ind-locally of finite type, it suffices to exhibit
an isomorphism X
∼
−→ lim
−→
Xi, where each Xi is an algebraic stack locally of finite
type over S, and the transition morphisms are closed immersions (not necessarily
thickenings) [Eme, Lem. 8.29].
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A.21. Proposition. Suppose that we have a commutative diagram
X //
""❊
❊❊
❊❊
❊❊
❊❊
Y

Spf Zp
in which the diagonal arrow makes X into a p-adic formal algebraic stack of finite
presentation, and where Y is an Ind-algebraic stack which can be written as the
inductive limit of algebraic stacks, each of finite presentation over SpecZ/pa for
some a ≥ 1, with the transition maps being closed immersions.
Suppose also that the horizontal morphism X → Y (which, by the usual graph ar-
gument, is seen to be representable by algebraic stacks) is proper. Then the scheme-
theoretic image Z of this morphism is a p-adic formal algebraic stack of finite type.
If X is flat over Spf Zp, then so is Z.
Proof. We deduce this from [Eme, Prop. 10.5]. Note firstly that X is quasi-compact
and quasi-separated, since it is of finite presentation over Spf Zp. Examining the hy-
potheses of [Eme, Prop. 10.5], we need to show that Z is formal algebraic, that it is
quasi-compact and quasi-separated, that it is Ind-locally of finite type over SpecZp,
and that the induced morphism X → Z (which will be representable by algebraic
spaces, by the usual graph argument) is proper.
By hypothesis, we can write Y ∼= lim−→µ
Yµ, where each Yµ is an algebraic stack lo-
cally of finite type (or equivalently, locally of finite presentation) over some SpecZp,
and the transition maps are closed immersions. Since Y is quasi-compact and quasi-
separated, the same is true of its closed substacks Yµ, and so in fact each of these
algebraic stacks is of finite presentation over SpecZp. If we write X ∼= lim−→a
Xa,
where Xa := SpecZ/p
a ⊗Spf Zp X , then by assumption each Xa is an algebraic
stack. By definition, then, we have that
(A.21) Z := lim
−→
a
Za,
where Za is the scheme-theoretic image of Xa → Yµ, for µ sufficiently large. It
follows from Lemma A.22 below that each of the closed immersions Za →֒ Za+1
is a finite order thickening. We conclude from [Eme, Lem. 6.3] that Z is in fact a
formal algebraic stack.
Since Yµ is of finite presentation over SpecZp, its closed substack Za is of finite
presentation over Z/pa, and in particular quasi-compact and quasi-separated; it
follows that Z is quasi-compact and quasi-separated. The description (A.21) of Z
furthermore exhibits Z as being Ind-locally of finite type over SpecZp.
It remains to show that X → Z is proper. If T → Z is any morphism whose
source is a scheme, then since Z → Y is a monomorphism, we find that there
is an isomorphism T ×Z X → T ×Y X . Since by assumption the target of this
isomorphism is an algebraic stack, proper over T , the same is true of the source.
The claim regarding flatness follows from Lemma A.23 below. 
We used the following lemmas in the proof of the previous proposition.
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A.22. Lemma. Consider a commutative diagram of morphisms of algebraic stacks
X //

Z

X ′ // Z ′
with Z ′ being quasi-compact, in which the left-hand vertical arrow is an nth order
thickening for some n ≥ 1, the right-hand vertical arrow is a closed immersion, and
the lower horizontal arrow is quasi-compact, surjective, and scheme-theoretically
dominant. Then the right-hand vertical arrow is then also an nth order thickening.
Proof. Since X → X ′ and X ′ → Z ′ are surjective, by assumption, the same is
true of their composite X → Z ′, and hence of the closed immersion Z → Z ′;
thus this closed immersion is a thickening. To see that it is of order n, we first
note that since Z ′ is quasi-compact, we find a smooth surjection U ′ → Z ′ whose
source is an affine scheme; since the property of a thickening being of finite order
may be checked fppf locally, and since the properly of being quasi-compact and
scheme-theoretically dominant is also preserved by flat base-change, after pulling
back our diagram over U ′, we may assume that Z ′ = U ′ is an affine scheme, and
that Z = U is a closed subscheme. Let I be the ideal sheaf on U ′ cutting out U ,
and let a be a section of I. If a′ denotes the pullback of a to X ′, then a′|X = 0, and
so (a′)n = 0, by assumption. Since X ′ → U ′ is scheme-theoretically dominant, we
find that an = 0. Thus U →֒ U ′ is indeed an nth order thickening. 
A.23. Lemma. If X → Y is a quasi-compact scheme-theoretically dominant mor-
phism of p-adic formal algebraic stacks which are locally of finite type, and if X is
flat over Zp, then the same is true of Y.
Proof. Let V → Y be a morphism which is representable by algebraic spaces and
smooth, whose source is an affine formal algebraic space; so V = Spf B for some
p-adically complete Zp-algebra B that is topologically of finite type. It suffices to
show that B is flat over Zp. Since V → Y is in particular flat (being smooth), the
base-change X ×Y V → V is again scheme-theoretically dominant. Since it is also
quasi-compact, and since V is formally affine, we may find a formal algebraic space
U = Spf A endowed with a morphism U → X which is representable by algebraic
spaces, smooth, and surjective; and thus also scheme-theoretically dominant. Thus
we may replace our original situation with the composite morphism Spf A→ Spf B.
But in this context, scheme-theoretic dominance amounts to the morphism A→ B
being injective; thus A is Zp-flat if B is. 
Versality and versal rings. Wewill sometimes find it useful to study scheme-theoretic
images in terms of versal rings, and so we will recall some notation and results
from [EG19, §2.2] related to this topic.
If Λ is a Noetherian ring, equipped with a finite ring map Λ → k whose tar-
get is a field, then we let CΛ denote the category whose objects are Artinian lo-
cal Λ-algebras A equipped with an isomorphism of Λ-algebras A/mA
∼
−→ k. We
let pro -CΛ be the corresponding category of formal pro-objects, which (via passage
to projective limits) we identify with the category of topological pro-(discrete Ar-
tinian) local Λ-algebras A equipped with a Λ-algebra isomorphism A/mA
∼
−→ k.
By [EG19, Rem. 2.27], any morphism A→ B in pro -CΛ has closed image, and in-
duces a topological quotient map from its source to its image, so that in particular
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A→ B is surjective if and only if it is induced by a compatible system of surjective
morphisms in CΛ.
Fix a locally Noetherian base scheme S, and let k be a finite type OS-field,
i.e. k is a field equipped with a morphism Spec k → S of finite type. Choose,
as we may, an affine open subset SpecΛ ⊆ S for which Spec k → S factors as
Spec k → SpecΛ → S, with Λ → k being finite. (In what follows we fix such a
choice of Λ, although the notions that we define in terms of it are independent of
this choice.)
If F is a category fibred in groupoids over S, and if x : Spec k → F is a morphism,
then we define a category F̂x, cofibred in groupoids over CΛ, as follows: For any
object A of CΛ, the objects of F̂x(A) consist of morphisms y : SpecA→ F , together
with an isomorphism α : x
∼
−→ y compatible with the given identification of A/m
with k; here y denotes the induced morphism SpecA/m→ F . The set of morphisms
between two objects (y, α) and (y′, α′) of F̂x(A) consists of the subset of morphisms
β : y → y′ in F(A) for which α′ ◦ β = α; here β denotes the morphism y → y′
induced by β. If A→ B is a morphism in CΛ, then the corresponding pushforward
F̂x(A)→ F̂x(B) is defined by pulling back morphisms to F along the corresponding
morphism of schemes SpecB → SpecA. The category fibred in groupoids F̂x is a
deformation category in the sense of [Sta, Tag 06J9].
If F is a category fibred in groupoids over the locally Noetherian scheme S, and
if x : Spec k → F is a k-valued point of F , for some finite type OS-field, then the
notion of a versal ring to F at x is defined in [EG19, Def. 2.2.9]. Rather than
recalling that definition here, we will give a definition of versality in a greater level
of generality that is convenient for us. We will then explain how the notion of versal
ring is obtained as a particular case.
A.24. Definition. Let f : F → G be a morphism of categories fibred in groupoids
over the locally Noetherian scheme S, let k be a finite type OS-field, let x : Spec k →
F be a k-valued point of F , and let y : Spec k → G be a k-valued point of G equipped
with an isomorphism of k-valued points α : f ◦ x
∼
−→ y. The morphism f induces
in an evident way a morphism f̂x : F̂x → Ĝy of categories cofibred in groupoids.
We say that f is versal at x if the the morphism f̂x is smooth in the sense of [Sta,
Tag 06HG]; that is, given a commutative diagram
SpecB //

SpecA

zzt
t
t
t
t
F̂x
f̂x // Ĝx
in which the upper arrow is the closed immersion corresponding to a surjection
A → B in CΛ, we can fill in the dotted arrow (with a morphism coming from
a morphism in pro -CΛ) so that the diagram remains commutative. (Clearly this
notion is independent of the particular choice of y and α; more precisely it holds
for any such choice if it holds for one such choice, such as y = f ◦ x and y = id.)
A.25. Example. Let S be a locally Noetherian scheme, let k be a finite type OS-
field k, and let A be an object of pro -CΛ; recall in particular then that A comes
equipped with a chosen isomorphism SpecA/m
∼
−→ k. We let x′ : Spec k
∼
−→
SpecA/m →֒ Spf A denote the induced k-valued point of Spf A.
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Now let F be a category fibred in groupoids over S, let x : Spec k → F be a
k-valued point of F , and suppose that f : Spf A→ F is a morphism, for which we
can find an isomorphism f ◦ x′
∼
−→ x of k-valued points of X . Then the morphism
f is versal at the point x′ if and only if A is a versal ring to the k-valued point x
of X in the sense of [EG19, Def. 2.2.9]
A.26. Example. Let S be a locally Noetherian scheme, let U be a locally finite type
S-scheme, and let f : U → F be a morphism to a category fibred in groupoids
over S. If u ∈ U is a finite type point, giving rise to a morphism Specκ(u) → U ,
then f is versal at this κ(u)-valued point of U if and only if f is versal at the point
u in the sense of [EG19, Def. 2.4.4 (1)]; cf. [EG19, Rem. 2.4.5].
A.27. Remark. If X is an algebraic stack which is locally of finite presentation
over a locally Noetherian scheme S, then it admits (effective, Noetherian) versal
rings at all finite type points [Sta, Tag 0DR1]. If X is an Ind-locally finite type
algebraic space over S, then it admits (canonical) versal rings at all finite type
points, by [EG19, Lem. 4.2.14]. We don’t prove a general statement about the
existence of versal rings for Ind-algebraic stacks, since in all the cases we consider
in the body of the paper we are able to construct them “explicitly” (for example,
in terms of Galois lifting rings, or lifting rings for e´tale ϕ-modules).
The following lemma and its proof are essentially [EG19, Lem. 3.2.16], but since
the setup there is different, we give the details here. Before stating the lemma, we
introduce the set-up. Let S be a locally Noetherian scheme. We suppose given a
morphism X → Y of stacks over S which is representable by algebraic stacks and
proper, and that Y is an Ind-algebraic stack which may be written as the 2-colimit
of algebraic stacks which are of finite presentation over S (and so in particular
quasi-compact and quasi-separated) with respect to transition morphisms that are
closed immersions, say Y ∼= lim−→
Yλ. Then Xλ := X ×Y Yλ is an algebraic stack, and
the projection Xλ → Yλ is proper, so that Xλ is finite type over S (and in particular
quasi-compact, and also quasi-separated, although we won’t use this latter fact).
Furthermore, we have an induced isomorphism X ∼= lim−→λ
Xλ, and so X → Y is a
morphism of Ind-algebraic stacks whose scheme-theoretic image Z may be defined.
Of course, in this context, since the Ind-structures on X and Y are compatible,
if we let Zλ denote the scheme-theoretic image of Xλ in Yλ, then this coincides
with the scheme-theoretic image of Xλ in Yλ′ for any λ
′ ≥ λ, and we may write
Z ∼= lim−→λ
Zλ. Note that Zλ is also of finite presentation over S, by Lemma 4.5.14.
A.28. Lemma. Suppose that we are in the preceding situation, so that X → Y
is a morphism of stacks over a locally Noetherian base S which is representable
by algebraic stacks and proper, where Y is an Ind-algebraic stack which may be
written as the 2-colimit of algebraic stacks which are of finite presentation over S,
with respect to transition morphisms that are closed immersions, and we write Z
for the scheme-theoretic image of X → Y.
Suppose that x : Spec k → Z is a finite type point, and that Spf Ax → Y is a
versal morphism for the composite x : Spec k → Z →֒ Y. Let Spf Bx be the scheme-
theoretic image of XSpf Ax → Spf Ax. Then the morphism Spf Bx → Y factors
through a versal morphism Spf Bx → Z.
Proof. By definition, we may write Ax = lim←−
Ai, Bx = lim←−
Bi, where the Ai are
objects of CΛ, and SpecBi is the scheme-theoretic image of XAi → SpecAi. As
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explained immediately above, we write X ∼= lim−→
Xλ, Y ∼= lim−→
Yλ, and Z ∼= lim−→
Zλ,
where the transition morphisms are thickenings of algebraic stacks, and Zλ is the
scheme-theoretic image of the morphism Xλ → Yλ; in particular, the morphism
Xλ → Zλ is proper and scheme-theoretically dominant.
If follows that for each i, the composite SpecBi → SpecAi → Y factors throughZ.
Indeed, for λ sufficiently large the morphism (Xλ)Bi → SpecBi is scheme-theoretically
surjective, and the morphism (Xλ)Bi → Y factors through Zλ, so the morphism
SpecBi → Y also factors through Zλ.
We now show that a morphism SpecA → Spf Ax, with A an object of CΛ,
factors through Spf Bx if and only if the composite SpecA → Spf Ax → Y factors
through Z. In one direction, if SpecA→ Y factors through Spf Bx, then it factors
through SpecBi for some i, and hence through Z, as we saw above.
Conversely, if the composite SpecA → Spf Ax → Y factors through Z, then we
claim that there exists factorisation SpecA → SpecB → Y, where B is an object
of CΛ, the morphism SpecA → SpecB is a closed immersion, and XB → SpecB
is scheme-theoretically dominant. To see this, note firstly that the composite
SpecA → Y factors through Zλ for some λ. Since Zλ is an algebraic stack which
is locally of finite presentation over a locally Noetherian base, it admits effective
Noetherian versal rings by Remark A.27, so that SpecA → Zλ factors through
a versal morphism SpecCx → Zλ at the finite type point of Zλ induced by x.
By [EG19, Lem. 1.6.3], we can find a factorisation SpecA → SpecRx → SpecCx,
where Rx is complete local Noetherian, SpecRx → SpecCx is faithfully flat, and
SpecA → SpecRx is a closed immersion. Since SpecRx → SpecCx is faithfully
flat, and SpecCx → Zλ is flat by [Sta, Tag 0DR2], we see that the base changed
morphism (Xλ)Rx → SpecRx is scheme-theoretically dominant. By [EG19, Lem.
3.2.4] (applied to the proper morphism of algebraic stacks Xλ → Zλ), Rx ad-
mits a cofinal collection of Artinian quotients Ri for which (Xλ)Ri → SpecRi is
scheme-theoretically dominant. The closed immersion SpecA → SpecRx factors
through SpecRi for some Ri, so we may take B = Ri.
Now, by the versality of Spf Ax → Y, we may lift the morphism SpecB → Y
to a morphism SpecB → Spf Ax, which furthermore we may factor as SpecB →
SpecAi → Spf Ax, for some value of i. Since XB → SpecB is scheme-theoretically
dominant, the morphism SpecB → SpecAi then factors through SpecBi, and thus
through Spf Bx, as required.
It follows in particular that the composite Spf Bx → Spf Ax → Y factors through
a morphism Spf Bx → Z. It remains to check that this morphism is versal. This is
formal. Suppose we are given a commutative diagram
SpecA0 //

Spf Bx //

Spf Ax

SpecA // Z // Y
where the left hand vertical arrow is a closed immersion, and A0, A are objects
of CΛ. By the versality of Spf Ax → Y, we may lift the composite SpecA → Y
to a morphism SpecA → Spf Ax. Since the composite SpecA → Spf Ax → Y
factors through Z, the morphism SpecA→ Spf Ax then factors through Spf Bx, as
required. 
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The following lemma records a useful property of versal rings in the Noetherian
context.
A.29. Lemma. Let X is a locally Noetherian formal algebraic stack, let R be a
complete Noetherian local ring with residue field k, and let f : Spf R → X be a
morphism for which the induced morphism x : Spec k → Xred is a finite type point,
and which is versal to X at x. Then the morphism f is flat, in the sense of [Eme,
Def. 8.42].
Proof. Since X is locally Noetherian, by assumption, we may find a morphism
Spf A→ X whose source is a Noetherian affine formal algebraic space, which is rep-
resentable by algebraic spaces and smooth, and whose image contains the point x.
By definition, we have to show that the base-changed morphism Spf A×X Spf R→
Spf A is flat.
The fibre product Spf A ×X Spf R is a formal algebraic space (which is lo-
cally Noetherian, since Spf R is so [Sta, Tag 0AQ7]), and so admits a morphism∐
Spf Bi → Spf A×X Spf R whose source is the disjoint union of Noetherian affine
formal algebraic spaces, and which is representable by algebraic spaces, e´tale, and
surjective. Again, it suffices to show that each of the morphisms Spf Bi → Spf A
is flat, which by definition is equivalent to each of the induced morphisms A→ Bi
being flat. If we let I denote an ideal of definition of the topology on A, then
it suffices to show that each morphism A/In → Bi/I
n is flat (see e.g. the proof
of [Eme, Lem. 8.18]).
For this, it suffices in turn to show, for each maximal ideal n of Bi that the
induced morphism A/In → (Bi/I
n)ˆ is flat (where (–)ˆ denotes n-adic completion;
note that if m denotes the maximal ideal of R, then the topology on Bi is the m-
adic topology, so that any maximal ideal n of Bi contains m, and also contains IB).
Now the induced morphism Spf B̂i → Spf A is versal to the induced morphism
SpecBi/n → Spf A (as one sees by chasing through the constructions, beginning
from the versality of Spf R → X , and taking into account the infinitesimal lifting
property for e´tale morphisms), and thus the induced morphism Spf(Bi/I
n)ˆ →
SpecA/In is also versal (to the induced morphism SpecBi/n→ SpecA/I
n). Thus
this morphism is flat, e.g. by [Sta, Tag 0DR2], and the lemma is proved. 
We will frequently find the following lemma useful.
A.30. Lemma. Let R→ S be a continuous surjection of objects in pro -CΛ, and let
X → Spf R be a finite type morphism of formal algebraic spaces.
Make the following assumption: if A is any finite-type Artinian local R-algebra
for which the canonical morphism R→ A factors through a discrete quotient of R,
and for which the canonical morphism XA → SpecA admits a section, then the
canonical morphism R→ A furthermore factors through S.
Then the scheme-theoretic image of X → Spf R is a closed formal subscheme
of Spf S.
Proof. Writing Spf T for the scheme-theoretic image of X → Spf R, we need to
show that the surjection R→ T factors through S. By definition, we can write T as
an inverse limit of discrete Artinian quotients B for which the canonical morphism
XB → SpecB is scheme-theoretically dominant. It follows from [EG19, Lem. 5.4.15]
that for any such B, the surjection R → A factors through S; so the surjection
R→ T factors through S, as required. 
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Immersed substacks. The following lemma is often useful for studying morphisms
from a stack in terms of morphisms from a cover of the stack.
A.31. Lemma. [Eme, Lem. 3.18, 3.19] Suppose that X is a stack over a base
scheme S, and that U → X is a morphism over S which is representable by al-
gebraic spaces and whose source is a sheaf. Write R := U ×X U .
(1) Suppose that the projections R := U ×X U ⇒ U (which are again rep-
resentable by algebraic spaces, being the base-change of morphisms which
are so representable) are flat and locally of finite presentation. Then the
morphism U → X induces a monomorphism [U/R]→ X .
(2) Suppose that U → X is flat, surjective, and locally of finite presentation.
Then the morphism U → X induces an isomorphism [U/R]
∼
−→ X .
In particular, if X is a formal algebraic stack (over some base scheme S), then
by definition there exists a morphism U → X which is representable by algebraic
spaces, smooth, and surjective, and whose source U is a formal algebraic space. In
this case R := U ×X U is a formal algebraic space which is endowed in a natural
way with the structure of a groupoid in formal algebraic spaces over U , and (since
smooth morphisms are in particular flat), by Lemma A.31 there is an isomorphism
of stacks [U/R]
∼
−→ X .
Suppose now that Z →֒ X is an immersion. The induced morphism W :=
U×XZ →֒ U is then an immersion of formal algebraic spaces, andW is R-invariant,
in (an evident generalization of) the sense of [Sta, Tag 044F]. Conversely, if W
is an R-invariant locally closed formal algebraic subspace of U , and if we write
RW := R ×U W = W ×U R for the restriction of R to W , then the induced
morphism [W/RW ] → [U/R]
∼
−→ X is an immersion. (In the context of algebraic
stacks, this is [Sta, Tag 04YN].)
Flat parts. Let O be the ring of integers in a finite extension of Qp, and let X →
Spf O be a p-adic formal algebraic stack which is locally of finite type over Spf O.
Then by [Eme, Ex. 9.11], there is a closed substack Xfl of X , the flat part of X ,
which is the maximal substack of X which flat over Spf O.
More precisely, Xfl → Spf O is flat, and if Y → X is a morphism of locally
Noetherian formal algebraic stacks for which the composite Y → Spf O is flat, then
Y → X factors through Xfl.
Obstruction theory. Let X be a limit preserving Ind-algebraic stack over a locally
Noetherian scheme S. If x : SpecA → X is a morphism for which the composite
morphism SpecA → S factors through an affine open subset of S, then in [Sta,
Tag 07Y9] there is defined a functor Tx from the category of A-modules to itself,
whose formation is also functorial in the pair (x,A) [Sta, Tag 07YA], and such that
for any finitely generated A-module M , there is a natural identification of Tx(M)
with the set of lifts of x to morphisms x′ : SpecA[M ] → X (where A[M ] denotes
the square zero extension of A byM). (These definitions apply to X by [Eme, Lem.
4.22].)
We make the following definition, which is a special case of [Eme, Defn. 11.6]; that
definition incorporates an auxiliary module in its definition for technical reasons,
but in our applications this module is zero, so we have suppressed it here. We
have also incorporated [Eme, Rem. 11.9], which allows us to restrict to the case of
finitely generated A-modules M .
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A.32.Definition. We say that X admits a nice obstruction theory if, for each finite
type S-algebra A which lies over an affine open subscheme of S, equipped with a
morphism x : SpecA → X , there exists a complex of A-modules K•(x,A) such that
the following conditions are satisfied:
(1) The complex K•(x,A) is bounded above and has finitely generated cohomol-
ogy modules (or, equivalently, is isomorphic in the derived category to a
bounded above complex of finitely generated A-modules).
(2) The formation of K•(x,A) is compatible (in the derived category) with pull-
back. More precisely, if f : SpecB → SpecA, inducing the morphism
y : SpecB → SpecA → X , then there is a natural isomorphism in the
derived category f∗K•(x,A)
∼
−→ K•(y,B).
(3) For any pair (x,A) as above, and for any finitely generated A-module M ,
we have an isomorphism Tx(M)
∼
−→ H1(K•(x,A)⊗
LM) whose formation is
functorial in M and in the pair (x,A).
(4) For any pair (x,A) as above, and for any finitely generated A-module M ,
the cohomology module H2(K•(x,A)⊗
LM) serves as an obstruction module.
In particular, for any square zero extension
0→ I → A′ → A→ 0
for which A′ is of finite type over S (or, equivalently, for which I is a finite A-
module), we have a functorial obstruction element ox(A
′) ∈ H2(K•(x,A)⊗
L I),
which vanishes if and only if x can be lifted to SpecA′.
The following result generalises the familiar fact that a pro-representing object
for a formal deformation ring whose tangent space is finite dimensional is necessarily
a complete Noetherian local ring.
A.33. Theorem. ([Eme, Thm. 11.13]) If X is a locally countably indexed and Ind-
locally of finite type formal algebraic stack over a locally Noetherian scheme S, and
if X admits a nice obstruction theory, then X is locally Noetherian.
(When comparing this result with the statement of [Eme, Thm. 11.13], the reader
should bear in mind that an Ind-locally of finite type formal algebraic stack over S
is in particular the 2-colimit of algebraic stacks that are locally of finite type (or
equivalently, locally of finite presentation) over S, and hence is limit preserving.
Also, [Eme, Lem. 8.38] ensures that an Ind-locally of finite type formal algebraic
stack over S is also locally of Ind-locally finite type — which is the condition that
appears in [Eme, Thm. 11.13].)
Appendix B. Graded modules and rigid analysis
B.1. Associated graded algebras and modules. Let R be an Artinian local
ring, with maximal ideal I and residue field k.
B.2. Definition. If M is an R-module, then we let Gr•M denote the graded k-
vector space associated to the I-adic filtration on M (so GriM := IiM/Ii+1M).
The formation of Gr•M is functorial in M . If M and N are two R-modules,
then there is a natural surjection (of graded k-vector spaces)
(B.3) Gr•M ⊗k Gr
•N → Gr•(M ⊗R N).
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In particular, it follows that if A is an R-algebra, then Gr•A is naturally a graded
k-algebra, and if M is an A-module, then Gr•M is naturally a Gr•A-module.
We recall the following basic lemmas.
B.4. Lemma. If A is an R-algebra, then A is Noetherian if and only if Gr•A is
Noetherian.
Proof. This is easy and standard; see e.g. [ST03, Prop. 1.1] for a statement of the
“if” direction of this result (which is the less obvious of the two directions) in a
significantly more general setting. 
B.5. Lemma. If A is an R-algebra and if M is an A-module, then the natural
morphism Gr•A ⊗Gr0A Gr
0M → Gr•M is surjective. Furthermore, M is non-zero
if and only if Gr0M is non-zero, if and only if Gr•M is non-zero.
Proof. The first claim is immediate. This implies in turn that if Gr0M is zero then
Gr•M is zero (the converse being evident), and thus that M is zero (since Gr•M
is the associated graded of M with respect to a finite length filtration beginning at
M and ending at 0). (Essentially equivalently, one can observe directly that since
I is nilpotent, if M/IM = 0 then M = 0.) 
B.6. Lemma. If A is an R-algebra and M is an A-module, then M is finitely
generated over A if and only if Gr0M is finitely generated over Gr0A, if and only
if Gr•M is finitely generated over Gr•A.
Proof. Clearly if M is finitely generated over A, then Gr0M := M/IM is finitely
generated over A/I; the converse assertion follows from Nakayama’s lemma with
respect to the nilpotent ideal I. If Gr0M is finitely generated over Gr0A, then
Lemma B.5 shows that Gr•M is finitely generated over Gr•A; the converse assertion
follows from the fact that (again by Lemma B.5) Gr0M may be obtained as the
quotient of Gr•M by the ideal Gr•>0A of Gr•A. 
B.7. Lemma. Let f :M → N be a morphism of A-modules. Then f is an isomor-
phism if and only if the induced morphism Gr•f : Gr•M → Gr•N is an isomor-
phism.
Proof. If f is an isomorphism then certainly Gr•f is an isomorphism. Conversely,
if Gr•f is an isomorphism, then in particularM/IM → N/IN is surjective, so f is
surjective by Nakayama’s lemma with respect to the nilpotent ideal I. In addition,
for each i the morphism IiM/Ii+1M → IiN/Ii+1N is injective, so by an easy
induction on i we see that any element of ker f is contained in IiM for all i, and is
thus zero, as required. 
B.8. Lemma. If A is an R-algebra, then an A-module M is (faithfully) flat over
A if and only if Gr•M is (faithfully) flat over Gr•A. Furthermore, if any of these
conditions holds, then the natural morphism Gr•A ⊗Gr0A Gr
0M → Gr•M is an
isomorphism.
Proof. This is [EG19, Lem. 5.3.39]. 
B.9. Lemma. If A is an R-algebra, and if M and N are A-modules, then the
natural surjection (B.3) induces a natural surjection
Gr•M ⊗Gr•A Gr
•N → Gr•(M ⊗A N).
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Proof. The natural surjection M ⊗RN →M ⊗AN induces a surjection Gr
•(M ⊗R
N)→ Gr•(M ⊗A N). It is immediate that its composite with the surjection (B.3)
factors through Gr•M ⊗Gr•A Gr
•N. 
B.10. Lemma. If A is an R-algebra, and if M and N are A-modules with either
M or N flat over A, then the surjection of Lemma B.9 is a natural isomorphism
Gr•M ⊗Gr•A Gr
•N
∼
−→ Gr•(M ⊗A N).
Proof. Suppose (without loss of generality) that N is A-flat. Taking into account
Lemma B.8, we see that we have to show that natural morphism Gr•M ⊗Gr0A
Gr0N → Gr•(M ⊗A N) is an isomorphism, i.e. that for each i ≥ 0, the natural
morphism
IiM/Ii+1M ⊗A/I N/I → I
i(M ⊗N)/Ii+1(M ⊗N)
is an isomorphism. This follows easily by tensoring N over A with the various short
exact sequences
0→ InM → ImM → ImM/InM → 0,
taking into account the flatness of N over A. 
B.11. A general setting. We fix an Artinian local ring R with maximal ideal I
and residue field k, as well an R-algebra C+, and an element u ∈ C+, satisfying
the following properties:
(A) u is a regular element (i.e. a non-zero divisor) of C+.
(B) C+/u is a flat R-algebra.
(C) C+/I is a rank one complete valuation ring, and the image of u in C+/I
(which is necessarily non-zero, by (1)) is of positive valuation (i.e. lies in
the maximal ideal of C+/I).
B.12. Remark. In the preceding context, if v ∈ C+ has non-zero image in C+/I,
then vn divides um in C+, for some m,n > 0. (Indeed, since C+/I is a rank
one valuation ring in which the image of u has positive valuation, we may write
ua = vw+x, for some a > 0, some w ∈ C+, and some x ∈ IC+. Raising both sides
of this equation to a sufficiently large power, remembering that I is nilpotent, gives
the claim.)
In particular, if v ∈ C+ is another element satisfying conditions (A), (B), and
(C) above, then the powers of u and of v are mutually cofinal with respect to
divisibility (i.e. the u-adic and v-adic topologies on C+ coincide), and consequently
C+[1/u] = C+[1/v].
B.13. Remark. Recall that since R is an Artinian local ring, an R-module is flat
if and only if it is free, [Sta, Tag 051G]. (We will use this fact in the proof of
Lemma B.25 below. For a proof, note first that if M is any R-module, then any
basis of M/IM lifts to a generating set of M . If M is furthermore flat, then lifting
a basis of M/IM , we obtain a surjection F → M whose source is free, with the
additional property that, if N denotes its kernel, then N/IN = 0. Thus N = 0,
and so F
∼
−→M , as required.)
We begin by establishing some simple consequences of our assumptions on C+
and u.
B.14. Lemma. (1) For each n ≥ 1, the quotient C+/un is flat over R.
(2) C+ itself is flat over R.
(3) The ring C+ is u-adically complete.
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Proof. Claim (1) follows by an evident induction from assumptions (A) and (B)
together with a consideration of the short exact sequences
0→ C+/un
u·
−→ C+/un+1 → C+/u→ 0.
Now choose an increasing filtration (Im) of R by ideals so that I0 = 0, and such
that each quotient Im+1/Im is of length one (i.e. is isomorphic to k). Taking into
account (1), the short exact sequences
0→ Im → Im+1 → Im+1/Im(∼= k = R/I)→ 0
give rise to short exact sequences
0→ Im ⊗R (C
+/un)→ Im+1 ⊗R (C
+/un)→ C+/(I, un)→ 0.
Suppose that for some m we know that the natural morphism
Im ⊗R C
+ → lim
←−
n
Im ⊗R (C
+/un)
is an isomorphism. Then passing to the inverse limit over n, and taking into account
both assumption (C) and the fact that the transition maps Im ⊗R (C
+/un+1) →
Im⊗R (C
+/un) are surjective, so that the relevant lim
←−
1 vanishes, we obtain a short
exact sequence
0→ Im ⊗R C
+ → lim
←−
n
Im+1 ⊗R (C
+/un)→ C+/I → 0.
The five lemma shows that the natural morphism to this sequence from the exact
sequence
Im ⊗R C
+ → Im+1 ⊗R C
+ → C+/I → 0
is then an isomorphism. Proceeding by induction (the casem = 0 being trivial), we
find (once we reach the top of our filtration, so that Im = R) that C
+ is u-adically
complete, and we also find that each of the morphisms
Im ⊗R C
+ → C+
is injective. Since any ideal J of R can be placed in such a filtration (Im), we find
that C+ is flat over R. Thus (2) and (3) are proved. 
We write C := C+[1/u]. Since C is a localisation of C+, which is R-flat by
Lemma B.14 (2), it is flat over R. Note also that Gr0C ∼= (C+/I)[1/u] is a field
that is complete with respect to a non-archimedean absolute value. In particular,
we can do rigid geometry over Gr0C; this is a key point, which we will exploit
below.
B.15. Definition. If M is an R-module, then we write M ⊗̂R C
+ to denote the
u-adic completion of the tensor product M ⊗R C
+. We also write M ⊗̂R C :=
(M ⊗̂R C
+)[1/u].
B.16. Remark. Remark B.12 shows that the formation of M ⊗̂R C
+ and M ⊗̂R C
is independent of the choice of u satisfying (A), (B), and (C) above.
B.17. Remark. In applications, we will apply this construction primarily in the
case when M = A is an R-algebra, in which case A ⊗̂R C
+ and A ⊗̂R C are again
R-algebras.
B.18. Example. If we take C+ := R[[u]] (for an indeterminate u), then A ⊗̂R C
+ =
A[[u]], and A ⊗̂R C = A((u)).
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We next state and prove some additional properties of u-adic completions that
we will need.
B.19. Lemma. If M is an R-module, then multiplication by u is injective on
M ⊗̂A C
+. Consequently (indeed, equivalently), the natural map M ⊗̂R C
+ →
M ⊗̂R C is injective.
Furthermore, for each m ≥ 0, the natural map M ⊗̂R C
+ → M ⊗R (C
+/um) is
surjective, and induces an isomorphism
(M ⊗̂R C
+)/um(M ⊗̂R C
+)
∼
−→M ⊗R (C
+/um).
Proof. Note that the claim of the second paragraph is a general property of com-
pletion with respect to finitely generated ideals (see e.g. the statement and proof of
[Sta, Tag 05GG]). We will also deduce it as a byproduct of the proof of the claims
in the first paragraph, to which we now turn.
Given the definition of M ⊗̂R C as the localization M ⊗̂R C
+[1/v], the second
claim of the first paragraph is clearly equivalent to the first. As for this first claim,
we note that for each m,n ≥ 1, Lemma B.14 (1) shows that the terms in the short
exact sequence
0→ C+/un
um·
−→ C+/un+m → C+/um → 0
are flat R-modules. Thus, tensoring this short exact sequence withM over R yields
a short exact sequence
0→M ⊗R (C
+/un)→M ⊗R (C
+/un+1)→M ⊗R (C
+/u)→ 0.
Passing to the inverse limit over n, we obtain the exact sequence
0→M ⊗̂R C
+ u
m·
−→M ⊗̂R C
+ →M ⊗R C
+/umC+
from which the claims of the first paragraph follow. If we use the surjectivity of
the transition maps in the inverse limit to infer that the relevant lim
−→
1 vanishes,
then we see that this sequence is even exact on the right, so that we also obtain a
confirmation of the claim of the second paragraph. 
B.20. Lemma. (1) The functors M 7→M ⊗̂R C
+ and M 7→M ⊗̂C are exact.
(2) If A is an R-algebra, if J is a finitely generated ideal in A, and if M is an
A-module, then the natural map
J(M ⊗̂R C
+)→ JM ⊗̂R C
+
is an isomorphism, and consequently there is a short exact sequence
0→ J(M ⊗̂R C
+)→M ⊗̂R C
+ → (M/JM) ⊗̂R C
+ → 0.
(3) If J1 and J2 are ideals in an R-algebra A, with J1 ⊇ J2, and if M is an
A-module, then there is a natural isomorphism
J1(M ⊗̂R C
+)/J2(M ⊗̂R C
+)
∼
−→ (J1M/J2M) ⊗̂R C
+.
Proof. If 0 → M1 → M2 → M3 → 0 is a short exact sequence of R-modules, then
Lemma B.14 shows that
0→M1 ⊗R (C
+/un)→M2 ⊗R (C
+/un)→M3 ⊗R (C
+/un)→ 0
is exact for each n. If we pass to the inverse limit over n, and note that the transition
morphisms are evidently surjective, so that the relevant lim
←−
1 vanishes, we obtain a
short exact sequence
0→M1 ⊗̂R C
+ →M2 ⊗R C
+ →M3 ⊗R C
+ → 0,
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proving the first exactness claim of (1). The second exactness claim follows from
the first, together with the fact that the localization C := C+[1/u] is flat over C,
and that there is an isomorphism M ⊗̂R C
∼
−→ (M ⊗̂R C
+)⊗C+ C.
In order to prove (2), we apply (1) to the short exact sequence 0→ JM →M →
M/JM → 0, obtaining a short exact sequence
(B.21) 0→ (JM) ⊗̂R C
+ →M ⊗̂R C
+ → (M/JM) ⊗̂R C
+ → 0.
Thus we may (and do) regard (JM) ⊗̂R C
+ as a submodule of M ⊗̂R C
+. There is
a consequent inclusion
(B.22) J(M ⊗̂R C
+) ⊆ (JM) ⊗̂R C
+,
whose image is u-adically dense in the target. Since J is a finitely generated ideal,
we see that J(M ⊗̂R C
+) is furthermore u-adically complete, and thus that (B.22)
is actually an equality, establishing the first claim of (2).
Replacing (JM) ⊗̂R C
+ by J(M ⊗̂R C
+) in the short exact sequence (B.21)
yields the short exact sequence whose existence is asserted in the second claim
of (2).
Claim (3) follows directly from (2), and the exactness result of (1). 
The following lemma will allow us to use grading techniques to study u-adic
completions.
B.23. Lemma. If M is an R-module, then there are natural isomorphisms
(1) Gr•M ⊗k Gr
0(C+/un)
∼
−→ Gr•
(
M ⊗R (C
+/un)
)
(for any n ≥ 1),
(2) Gr•(M ⊗̂R C
+)
∼
−→ Gr•M ⊗̂k Gr
0C+, and
(3) Gr•(M ⊗̂R C)
∼
−→ Gr•M ⊗̂kGr
0C.
Proof. Lemma B.14 (1) shows that C+/un is flat over R, and (1) follows from this,
together with Lemmas B.8 and B.10.
Since C+/un is flat overR, we see that the natural map (Gr0C+)/un → Gr0(C+/un)
is an isomorphism, and combining this with the natural isomorphism of (1), we ob-
tain a natural isomorphism
Gr•M ⊗k (Gr
0C+)/un
∼
−→ Gr•
(
M ⊗R (C
+/un)
)
.
Taking this into account, we find that to prove (2), it suffices to show that the
natural morphism
Gr•(M ⊗̂R C
+) = Gr•
(
lim
←−
n
M ⊗R (C
+/un)
)
→ lim
←−
n
Gr•
(
M ⊗R (C
+/un)
)
is an isomorphism. This follows directly from Lemma B.20 (3) (taking the inclusion
J2 ⊆ J1 to be the various inclusion I
i+1 ⊆ Ii in turn).
The R-algebra C may be described as the direct limit C
∼
−→ lim
−→n
u−nC+ (the
transition maps being the obvious inclusions). Since the formation of direct limits
is compatible with tensor products, we find that
Gr0C
∼
−→ lim
−→
n
Gr0u−nC+.
The isomorphism of (3) is thus obtained from the isomorphisms
Gr•(M ⊗̂R u
−nC+)
∼
−→ Gr•M ⊗̂k Gr
0u−nC+
of (2) by passing to the direct limit over n. 
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B.24. Loci of vanishing and of equivariance. We maintain the notation of
Subsection B.11, and prove some slightly technical results about the “locus of
vanishing” and “locus of equivariance” of morphisms between finitely generated
projective A ⊗̂R C-modules.
B.25. Lemma. Let A be an R-algebra, and let M be a finitely generated projective
module over A ⊗̂R C. If m ∈ M , then the “locus of vanishing” of m is a Zariski
closed subset of SpecA. More precisely, there is an ideal J of A such that for any
morphism φ : A→ B of R-algebras, the image of m in MB := (B ⊗̂R C)⊗A ⊗̂R CM
vanishes if and only if J is contained in the kernel of φ.
Proof. Since M is finitely generated projective over A ⊗̂R C, we may find another
finitely generated projective A ⊗̂R C-module N such that M ⊕ N is free of finite
rank over A ⊗̂R C. Replacing m ∈ M by m ⊕ 0 ∈ M ⊕ N , we reduce to the case
when M is free of finite rank, say M = A ⊗̂R C
⊕r. Writing m = (x1, . . . , xr) with
xi ∈ A ⊗̂R C, we see that it suffices to construct a corresponding ideal Ji for each
xi; the ideal J :=
⋂
i Ji will then satisfy the claim of the lemma. Thus we reduce
to the proving the lemma in the case of an element x ∈ A ⊗̂R C = A ⊗̂R C
+[1/u].
Recall from Lemma B.19 that A ⊗̂R C
+ is a subring of A ⊗̂R C. Thus, since u is a
unit in A⊗RC, we may replace x by u
nx for some sufficiently large value of n, and
thus assume that x ∈ A ⊗̂R C
+.
Note that tensoring the inclusion A ⊗̂R C
+ →֒ A ⊗̂R C with B ⊗̂R C
+ over
A ⊗̂R C
+ induces the inclusion
B ⊗̂R C
+ →֒ B ⊗̂R C = B ⊗̂R C
+[1/u] = (B ⊗̂R C
+)⊗A ⊗̂R C+ A ⊗̂R C.
Thus it suffices to construct an ideal J in A such that the image of x in B ⊗̂R C
+
vanishes if and only if the morphism φ : A → B factors through A/J . Let xn
denote the image of x in A⊗R (C
+/un), so that
x = (xn) ∈ A ⊗̂R C
+ = lim
←−
n
A⊗R (C
+/un).
If we let yn denote the image of xn in B ⊗R (C
+/un), then the image y of x in
B ⊗̂R C is equal to
(yn) ∈ B ⊗̂R C
+ = lim
←−
n
B ⊗R (C
+/un).
Thus it suffices to construct an ideal Jn in A such that yn vanishes if and only if
the morphism A→ B factors through A/Jn; indeed, we may then take J :=
⋂
n Jn.
Lemma B.14 shows that C+/un is flat over R, and thus free over R. (See
Remark B.13.) If we choose an isomorphism C+/un ∼= R⊕S , then we may write
xn = (xn,s) ∈ A
⊕S . If we let Jn,s denote the ideal in A generated by xn,s, then
Jn :=
⋂
s∈S Jn,s is the required ideal. 
B.26. Corollary. Let A be an R-algebra, and let M and N be finitely generated
projective modules over A ⊗̂R C. If f : M → N is an A ⊗̂R C-module homomor-
phism, then the “locus of vanishing” of f is a Zariski closed subset of SpecA. More
precisely, there is an ideal J of A such that for any morphism φ : A → B of
R-algebras, the base-change
fB :MB := (B ⊗̂R C)⊗A ⊗̂R C M → NB := (B ⊗̂R C)⊗A ⊗̂R C N
vanishes if and only if J is contained in the kernel of φ.
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Proof. We may regard f ∈ HomA ⊗̂R C(M,N) as an element of the module
M∨ ⊗A ⊗̂R C N.
The corollary then follows from Lemma B.25 applied to f so regarded. 
B.27.Corollary. Let σ be a ring automorphism of C, let A be an R-algebra, and let
M and N be finitely generated projective modules over A ⊗̂R C each endowed with
a σ-semi-linear automorphism, denoted σM and σN respectively. If f : M → N
is an A ⊗̂R C-module homomorphism, then the “locus of σ-equivariance” of f is a
Zariski closed subset of SpecA. More precisely, there is an ideal J of A such that
for any morphism φ : A→ B of R-algebras, the base-change
fB :MB := (B ⊗̂R C)⊗A ⊗̂R C M → NB := (B ⊗̂R C)⊗A ⊗̂R C N
satisfies fB ◦ σM = σN ◦ fB if and only if J is contained in the kernel of φ.
Proof. This follows from Corollary B.26, applied to the morphism f − σN ◦ f ◦
σ−1M . 
We also have the following variants on these results for A ⊗̂R C
+-modules.
B.28. Lemma. Let A be an R-algebra, and let M and N be finitely generated
projective modules over A ⊗̂R C
+. Let f : M → N [1/u] be an A ⊗̂R C
+-module ho-
momorphism. Then the locus where f(M) ⊆ N is a Zariski closed subset of SpecA.
More precisely, there is an ideal J of A such that for any morphism φ : A→ B of
R-algebras, the base-change
fB : MB := (B ⊗̂R C)⊗A ⊗̂R C M → NB[1/u] := (B ⊗̂R C)⊗A ⊗̂R C N [1/u]
satisfies fB(MB) ⊆ NB if and only if J is contained in the kernel of φ.
Proof. We argue as in the proof of Lemma B.25. Since M,N are finitely gen-
erated projective over A ⊗̂R C
+, we may find finitely generated projective mod-
ules P,Q over A ⊗̂R C
+ such that M ⊕ P and N ⊕ Q are free. Replacing M
by M ⊕ P , N by N ⊕ Q, and f by (f, 0), we reduce to the case that M , N
are both finite free A ⊗̂R C
+-modules. After choosing bases we may suppose
that M = (A ⊗̂R C
+)⊕r, N = (A ⊗̂R C
+)⊕s, and considering the matrix repre-
senting f , we reduce to the showing that for any element x ∈ A ⊗̂R C, there is an
ideal J of A such that (φ ⊗ 1)(x) ∈ B ⊗̂R C
+ if and only if J is contained in the
kernel of φ. This is a special case of Lemma B.29 below. 
B.29. Lemma. Let A be an R-algebra, and let M be a finitely generated projective
A ⊗̂R C
+-module. Let x be an element of M [1/u]. Then the locus where x ∈ M is
a Zariski closed subset of SpecA. More precisely, there is an ideal J of A such that
for any morphism φ : A→ B of R-algebras, the image of x in MB[1/u] lies in MB
if and only if J is contained in the kernel of φ.
Proof. We begin by arguing as in the proof of Lemma B.28. Since M is finitely
generated projective over A ⊗̂R C
+, we may find a finitely generated projective
module P,Q over A ⊗̂R C
+ such that M ⊕P is free. Replacing M by M ⊕P and x
by (x, 0), we reduce to the case that M is a finite free A ⊗̂R C
+-module. After
choosing a basis we may suppose that M = (A ⊗̂R C
+)⊕r, so that we can reduce
to the case that M = A ⊗̂R C
+.
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Choose n sufficiently large so that unx ∈ A ⊗̂R C
+. Then (φ⊗ 1)(x) ∈ B ⊗̂R C
+
if and only if the image of (φ⊗ 1)(x) in
u−n(B ⊗̂R C
+)/(B ⊗̂R C
+) = B ⊗R (u
−nC+)/C+)
vanishes. As in the proof of Lemma B.25, u−nC+/C+ is a free R-module, so we can
and do choose an isomorphism u−nC+/C+ ∼= R⊕S . Then if we write x = (xs) ∈
A⊕S ∼= A⊗R (u
−nC+/C+), we can take J to be the ideal generated by the xs. 
B.30. Extending actions. We continue to remain in the context of Subsection B.11.
We will show that various sorts of actions on C+ or C can be extended to the com-
pleted tensor products A ⊗̂R C
+ and A ⊗̂R C.
Throughout our discussion, we endow C+ with the u-adic topology, while we
endow C with the unique topology which makes it a topological group, and in
which C+ is an open subgroup. More generally, if A is any R-algebra, we again
endow A ⊗̂R C
+ with the u-adic topology, while we endow A ⊗̂R C with the unique
topology which makes it a topological group, and in which A ⊗̂R C
+ (endowed with
its u-adic topology) is an open subgroup.
B.31. Lemma. Suppose that C+ (resp. C) is equipped with a continuous R-linear
endomorphism ϕ. Then there is a unique extension of ϕ to a continuous A-linear
endomorphism of A ⊗̂R C
+ (resp. A ⊗̂R C).
Proof. Lemma B.19 shows that u-adic topology on A ⊗̂R C
+ coincides with its
inverse limit topology, if we recall that A ⊗̂R C
+ := lim
←−n
A ⊗R (C
+/un), and we
endow each of the objects appearing in the inverse limit with its discrete topology.
Given this, it is immediate that a u-adically continuous R-linear endomorphism
ϕ of C+ extends uniquely to a u-adically continuous A-linear endomorphism of
A ⊗̂R C
+.
The case when ϕ is a continuous R-linear endomorphism of C is only slightly
more involved. Namely, to say that ϕ : C → C is continuous is to say that, for
somem ≥ 0, we have an inclusion ϕ(umC+) ⊆ C+, and that the induced morphism
ϕ : umC+ → C+ is continuous, when each of the source and the target are endowed
with their u-adic topologies. Again taking into account Lemma B.19, we then obtain
a unique A-linear and continuous morphism
A ⊗̂R C =
(
lim
←−
A⊗R (u
mC+/um+n)
)
[1/u]
−→
(
lim
←−
A⊗R (C
+/un)
)
[1/u] = A ⊗̂R C,
as required. 
If G is a topological group acting continuously on C+ (i.e. acting in such a way
that the action map G×C+ → C+ is continuous), then for any g ∈ G andm ≥ 0, we
may find n ≥ 0, and an open neighbourhood U of g, such that U ×unC+ ⊆ umC+.
(This just expresses the continuity of the action map at the point (g, 0) ∈ G×C+.) If
G is furthermore compact, then G is covered by finitely many such open sets U , and
thus for any given choice of m, we may in fact find n such that G · unC+ ⊆ umC+.
An identical remark applies in the case of a compact topological group acting on C.
We will need to introduce an additional condition on G-actions on C, which is
related to, but doesn’t seem to follow from, the previous considerations.
B.32. Definition. If G is a group, we say that a G-action on C is bounded if, for
any M ≥ 0, there exists N ≥ 0 such that G · u−MC+ ⊆ u−NC+.
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B.33. Remark. It follows from Remark B.12 that the notion of a group action being
bounded is independent of the choice of u ∈ C+ satisfying conditions (A), (B),
and (C) of Subsection B.11.
We then have the following lemma.
B.34.Lemma. Suppose that G is a compact topological group, and that C+ (resp. C)
is equipped with a continuous (resp. continuous and bounded) R-linear G-action.
Then there is a unique extension of this action to a continuous A-linear action of
G on A ⊗̂R C
+ (resp. A ⊗̂R C).
Proof. The proof of this lemma is very similar to that of Lemma B.31. Indeed,
applying that lemma (and taking into account its uniqueness statement) we obtain
the desired action of G. It remains to confirm that this action is again continuous.
Consider first the case of a G-action on C+. For each m ≥ 0, we saw above that
G · unC+ ⊆ umC+ if n is sufficiently large, so that we obtain a well-defined map
G×A ⊗̂R C
+ = G× lim
←−n
A⊗RC
+/un → A⊗RC
+/um which is continuous (since it
is just obtained from the continuous G-action on C+ by tensoring with A). Passing
to the projective limit in m then yields the desired continuity.
In the case of a G-action on C, we argue similarly: namely, the assumptions of
continuity and boundedness of the G-action yield continuous morphisms
G× u−MC+/unC+ → u−NC+/umC+;
Passing to the projective limit in n, then in m, and then to the inductive limit in N ,
and then in M , we deduce the desired continuity of the G-action on A ⊗̂R C. 
B.35. A rigid analytic perspective. We keep ourselves in the setting of Sub-
section B.11. We are interested in studying finitely generated projective modules
over A ⊗̂R C, especially their descent properties. In the present general context,
we don’t know whether an analogue of Drinfeld’s descent result for Tate modules
(see [Dri06, Thm. 3.3, 3.11] and [EG19, Thm. 5.1.18]) holds for arbitraryR-algebras
A. However, we will see that such a descent result is valid in the more restricted
setting of finite type R-algebras. In the case of finite type k-algebras, we will prove
this using results from rigid analysis. For finite type R-algebras that are not nec-
essarily annihilated by I, we will use grading techniques to reduce to the case of
k-algebras.
If A is a finite type k-algebra, then Spf(A ⊗̂k Gr
0C+) (where the Spf is taken
with respect to the u-adic topology on A ⊗̂k Gr
0C+) is a formal scheme of finite
type over Spf Gr0C+, whose rigid analytic generic fibre MaxSpec(A ⊗̂k Gr
0C) is
an affinoid rigid analytic space over the complete non-archimedean field Gr0C.
As an application of this rigid analytic point-of-view (together with graded tech-
niques), we first establish the following proposition.
B.36. Proposition. (1) If A is a finite type R-algebra, then A ⊗̂R C is Noetherian.
(2) If A → B is a (faithfully) flat morphism of finite type R-algebras, then
the induced morphisms A ⊗̂R C
+ → B ⊗̂R C
+ and A ⊗̂R C → B ⊗̂R C are again
(faithfully) flat.
Proof. In the case when A is in fact a k-algebra, it follows from the preceding dis-
cussion that A ⊗̂R C is an affinoid algebra over Gr
0C, and is therefore Noetherian
by [BGR84, Thm. 1, §5.2.6]. In the general case, Lemma B.23 (3) gives an isomor-
phism Gr•(A ⊗̂R C)
∼
−→ Gr•A ⊗̂k Gr
0C. Since Gr•A is a finite type k-algebra, it
MODULI STACKS OF E´TALE (ϕ,Γ)-MODULES 181
follows from the case already proved that the target of this isomorphism is Noe-
therian, and thus so is its source. Thus A ⊗̂R C is itself Noetherian, by Lemma B.4.
We explain how our rigid analytic perspective proves a part of (2). If we sup-
pose first that A → B is a flat morphism of k-algebras, then so is the morphism
A⊗RC → B⊗RC. Now the preceding discussion shows that MaxSpec(A ⊗̂R C)→
MaxSpec(A⊗R C) and Max Spec(B ⊗̂R C)→ MaxSpec(B⊗RC) are open immer-
sions of rigid analytic spaces over Gr0C, so that the induced morphism of affinoid
spaces Max Spec(A ⊗̂R C) → MaxSpec(B ⊗̂R C) is also flat. This proves (the k-
algebra case of) the second flatness claim of (2). If A → B is a flat morphism of
R-algebras that are not necessarily k-algebras, then we deduce from Lemma B.8
that Gr•A→ Gr•B is flat, and thus, from what we’ve already shown, that
Gr•A ⊗̂k Gr
0C → Gr•B ⊗̂kGr
0C
is flat. Lemma B.23 (3) then shows that the morphism Gr•(A ⊗̂R C)→ Gr
•(B ⊗̂R C)
is flat, and one more application of Lemma B.8 completes the proof of the second
flatness claim of (2).
It is not as clear to us how one can deduce the second faithful flatness claim
of (2) by this style of argument. In order to prove this result, as well as to obtain
the first set of claims of (2), we appeal to the results of [FGK11]. Indeed, it is clear
that the second set of claims in (2) follows immediately from the first, and it the
first set of claims that we will now prove.
We first note that if the morphism A → B is flat (resp. faithfully flat), then
so are each of the morphisms A ⊗R C
+/unA → B ⊗+R C/u
n. In the terminology
of [FGK11, §5.2], the morphism A ⊗̂R C
+ → B ⊗̂R C
+ is adically flat (resp. adically
faithfully flat); here we regard the source and target as being endowed with their
u-adic topologies. The discussion at the beginning of [FGK11, §5.2] (see also Propo-
sition 2.2.2 in the main body of the paper) then shows that A ⊗̂R C
+ → B ⊗̂R C
+
is flat. In the adically faithfully flat case, we deduce in addition from [FGK11,
Prop. 5.2.1 (2)] (see also Proposition 2.2.2) that A ⊗̂R C
+ → B ⊗̂R C
+ is faith-
fully flat; note that A ⊗̂R C
+ and B ⊗̂R C
+ are Noetherian outside u by (1) of the
present proposition. 
B.37. Descent for A ⊗̂R C-modules. We now establish the descent result alluded
to above; it is analogous to [EG19, Thm. 5.1.18 (1)] but is restricted to the context
of finite type R-algebras. We use grading techniques to reduce to the case of finite
type k-algebras, where we can then apply known results from rigid analysis.
B.38. Theorem. Let A → B a faithfully flat morphism of finite type R-algebras.
Then the functor M 7→ M ⊗A ⊗̂R C (B ⊗̂R C) induces an equivalence of categories
between the category of finite type A ⊗̂R C-modules and the category of finite type
B ⊗̂R C-modules equipped with descent data.
B.39. Remark. Recall (for example from [BLR90, §6.1]) that if S → S′ is a ring
homomorphism, then a descent datum for an S′-module M ′ is an isomorphism
of S′⊗S S
′-modules S′⊗SM
′ ∼−→M ′⊗S S
′, satisfying a certain cocycle condition.
Given a descent datum, we have a pair of morphisms of S-modulesM ′ →M ′⊗SS
′,
namely the obvious morphism and the composite of the obvious morphism M ′ →
S′ ⊗S M
′ with the descent datum isomorphism. We let K denote the S-module
given by the kernel of the difference of these two maps. We refer to the functor
M ′ 7→ K, from the category of S′-modules with descent data to the category of
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S-modules, as the kernel functor. (If S → S′ is faithfully flat, then the theory of
faithfully flat descent shows that M ′ is the extension of scalars from S to S′ of K.)
Proof. We first treat the case when A and B are k-algebras. In this case, the cate-
gory of finite type A ⊗̂R C-modules (resp. finite type B ⊗̂R C-modules) is equivalent
to the category of coherent sheaves on the affinoid space MaxSpecA ⊗̂R C (resp.
MaxSpecB ⊗̂R C) over the field Gr
0C, and the statement follows from faithfully
flat descent for rigid analytic coherent sheaves [BG98, Thm. 3.1].
We reduce the general case of R-algebras to the case of k-algebras via the usual
graded arguments. To ease notation, we let F : C → D denote the base-change
functor M 7→ M ⊗A ⊗̂R C (B ⊗̂R C) from the category C of finite type A ⊗̂R C-
modules to the category D of finite type B ⊗̂R C-modules equipped with descent
data, and let G : D → C denote the kernel functor. There are evident natural
transformations
(B.40) G ◦ F → idC and F ◦G→ idD,
which we claim are natural isomorphisms (so that G provides a quasi-inverse to F ,
proving in particular that F induces an equivalence of categories).
We let C denote the category of finite type Gr0(A ⊗̂R C)-modules, and let D
denote the category of finite type Gr0(B ⊗̂R C)-modules equipped with descent data
to Gr0(A ⊗̂R C). We let F : C → D denote the base-change functor – ⊗Gr0(A ⊗̂R C)
Gr0(B ⊗̂R C), and let G : D → C denote the kernel functor. The case of k-algebras
that we have already treated shows that there are natural isomorphisms
(B.41) G ◦ F
∼
−→ idC and F ◦G
∼
−→ idD.
We think of passage to the associated graded Gr• as inducing functors C → C and
also D → D. It follows from Lemmas B.8 and B.10, together with Proposition B.36,
that there is a natural isomorphism
Gr• ◦ F
∼
−→ F ◦Gr•;
there is also an evident natural isomorphism
Gr• ◦G
∼
−→ G ◦Gr•;
furthermore, these natural isomorphisms are compatible with the natural transfor-
mations (B.40) and (B.41). Since the natural transformations (B.41) are isomor-
phisms, the same is true of the natural transformations (B.40), by Lemma B.7.
This completes the proof that F is an equivalence. 
Appendix C. Topological groups and modules
We recall some more-or-less well-known facts regarding topological groups and
modules, for which we haven’t found a convenient reference. We found the note
[Kay96] to be a useful reference for the basic facts regarding Polish topological
groups.
Recall the following definition.
C.1. Definition. A topological space is called Polish if it is separable (i.e. contains
a countable dense subset) and completely metrizable. A topological group is called
Polish if its underlying topological space is Polish. Similarly, a topological ring is
called Polish if its underlying topological space is Polish.
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Our interest in Polish groups is due to the following lemma and corollary; see
also [Sta, Tag 0CQW] for a more algebraic proof of a closely related result.
C.2. Lemma. If φ : G → H is a continuous homomorphism between two Polish
topological groups, then the following are equivalent:
(1) φ is open.
(2) φ(G) is not meagre in H.
Proof. If (1) holds, then φ(G) is a non-empty open subset of the Polish, and hence
Baire, space H , and so is not meagre. Thus (1) implies (2). For the converse, see
e.g. [Kay96, Thm. 18]. 
C.3.Corollary. A continuous surjective homomorphism of Polish topological groups
is necessarily open.
Proof. A completely metrizable space is Baire, and hence is not a meagre subset of
itself. The corollary thus follows from the implication “(2) =⇒ (1)” of Lemma C.2.

Any metrizable space is first countable (i.e. each point contains a countable
neighbourhood basis). Recall that, conversely, if G is a topological group, then G is
first countable if and only if the identity element 1 admits a countable neighbour-
hood basis, and in this case, if (the underlying topological space of) G is Hausdorff
then is in fact metrizable (this is the Birkhoff–Kakutani theorem), and even admits
a (left or right) translation invariant metric. In particular, (the underlying topo-
logical space of) a Hausdorff topological group is separable and metrizable if and
only if it is second countable (i.e. admits a countable basis for its topology).
Recall also that a topological group G admits a canonical uniform structure, so
that it makes sense to speak of G being complete. For the sake of completeness,
we note that the underlying topological space of G is Polish if and only if G is
complete.
C.4. Lemma. If G is a Polish topological group, then G is complete.
Proof. Since G is metrizable, it is Hausdorff, and so we may consider the canonical
embedding of topological groups G →֒ Ĝ of G into its completion. Since G is
separable and dense in Ĝ, we see that Ĝ is separable. Also, Ĝ is a complete metric
space (it may be identified with the metric space completion of G with respect to
any invariant metric inducing the topology on G). Thus Ĝ is Polish. Any Polish
subset of a Polish space is Gδ (i.e. a countable intersection of open sets), and so in
particular G is Gδ inside Ĝ. Since Ĝ is Polish, and thus Baire, we find that G is
not meagre in Ĝ. It follows from Lemma C.2 that the inclusion G →֒ Ĝ is open,
and thus that G is an open subgroup of its completion Ĝ. Since an open subgroup
of a topological group is also closed, we find that G closed, as well as dense, in Ĝ,
and thus that G = Ĝ, which is to say, G is complete, as claimed. 
C.5. Remark. It follows from Lemma C.4 and the discussion preceding it that a
topological group is Polish if and only if it is complete and second countable.
We next recall a result about Noetherian and Polish topological rings, which
is inspired by a result of Grauert and Remmert in the theory of classical Banach
algebras [GR71, App. to §I.5]. (See [BGR84, Prop. 3, §3.7.3] for the analogous
result in the context of non-archimedean Banach algebras.)
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C.6. Proposition. Let A be a Polish (or, equivalently, a (Hausdorff ) complete and
second countable) topological ring which is Noetherian (as an abstract ring), and
which contains an open additive subgroup that is closed under multiplication, and
consists of topologically nilpotent elements. Then any finitely generated A-module
M has a unique completely metrizable topology with respect to which it becomes a
topological A-module. Furthermore, M is complete with respect to this topology,
any submodule of M is closed, and any morphism of finitely generated A-modules
is automatically continuous, has closed image, and induces an open mapping from
its domain onto its image.
Proof. To begin with, suppose that M is a finitely generated A-module which is
furthermore endowed with a completely metrizable topology which makes it a topo-
logical A-module. We claim first thatM is in fact complete, and that any surjection
of A-modules An → M (for some n ≥ 1) is continuous and open. It then follows
thatM is endowed with the quotient topology via this map, and thus the completely
metrizable topology on M is uniquely determined (if it exists).
To see the claim, note that since M is a finitely generated A-module, we may
choose a surjective homomorphism of A-modules An → M for some n ≥ 1. Fur-
thermore, since M is a topological A-module, any such surjection is continuous.
Since A is separable as a topological space by assumption, we see that M is as well.
(The image of any countable dense subset of An is a countable dense subset ofM .)
Thus M is Polish, as is An, and it follows from Lemma C.4 that M is complete (as
a topological module), while it follows from Corollary C.3 that the given surjection
An →M is open, as claimed.
We next claim that any A-submodule of M is closed. To see this, let N be a
submodule ofM , and letN denote its closure. Since A is Noetherian by assumption,
so is its finitely generated module M , and thus N is finitely generated, say by the
elements x1, . . . , xn. Applying the results proved above for M to its closed (and
hence completely metrizable topological) submodule N , we find that the surjection
An → N given by (a1, . . . , an) 7→
∑n
i=1 aixi is an open mapping. Consequently,
if we let I be an open additive subgroup of A which satisfies I2 ⊆ I, and which
consists of topologically nilpotent elements (such an I exists by assumption), then
Ix1 + · · · + Ixn is an open subset of N . Since N is dense in N , we conclude that
N + Ix1 + · · ·+ Ixn = N, and consequently we may write
xi =
n∑
i=1
aijxj + yi
for each 1 ≤ i ≤ n, for some yi ∈ N and aij ∈ I. Rearranging, we find that

1− a11 −a12 · · · −a1n
−a21 1− a22 · · · −a2n
...
...
. . .
...
−an1 −a2n · · · 1− ann




x1
x2
...
xn

 =


y1
y2
...
yn


The determinant of the matrix


1− a11 −a12 · · · −a1n
−a21 1− a22 · · · −a2n
...
...
. . .
...
−an1 −a2n · · · 1− ann

 lies in 1 + I,
and thus is a unit (since A is complete and I consists of topologically nilpotent
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elements). Thus we find that x1, . . . , xn lies in the A-span of y1, . . . , yn, so that in
fact N ⊆ N . Thus N is indeed closed, as claimed.
Applying the preceding result to An, we find that any A-submodule of An is
closed, and hence that any finitely generated A-module M is isomorphic to a quo-
tient An/N , where N is a closed submodule of An. The quotient topology on An/N
makes it into a complete and metrizable topological A-module, and thus M does
indeed admit a complete and metrizable topological A-module structure. We have
already seen that this topology is unique, and that any A-submodule ofM is closed.
Finally, we see that homomorphisms between finitely generated A-modules are nec-
essarily continuous and that their images (being A-submodules of their targets) are
necessarily closed, and a final application of Corollary C.3 shows that they induce
open mappings onto their images. 
Appendix D. Tate modules and continuity
D.1. Continuity conditions. In this appendix we study continuity conditions
for group actions on modules over Laurent series rings. We fix a finite extension
E/Qp with ring of integers O, uniformiser ̟, and residue field F, and we also
fix a finite extension k/Fp. If A is a p-adically complete O-algebra, we write
A+A := (W (k)⊗Zp A)[[T ]], and we let AA be the p-adic completion of A
+
A[1/T ].
D.2. Remark. Any finitely generated projective AA-module M has a natural topol-
ogy. Indeed, we may write M as a direct summand of AnA for some n ≥ 1. We
then endow this latter module with its product topology, and endow M with the
subspace topology. More intrinsically, since A is p-adically complete (by assump-
tion), we may write M = lim
←−a
M/paM . Each of the quotients M/paM is then a
projective (A/paA)((T ))-module, and so has natural topology, making it a Tate
A/paA-module in the sense of [Dri06]. The topology on M is then the projec-
tive limit of these Tate-module topologies. We note that multiplication by T is
topologically nilpotent on M .
Similarly, any Zariski locally finite free A+A-module M has a natural topology.
We may describe this topology in an analogous manner to the case considered in the
preceding paragraph. Namely, such a module is a finitely generated and projective
A+A-module, and thus is a direct summand of (A
+
A)
n for some n ≥ 0. If we endow
this latter module with its product topology then the natural topology on M is
its corresponding subspace topology. In this case, though, this topology admits a
more intrinsic and succinct description: it is the (p, T )-adic topology on M.
We remind the reader that a topological group G is said to be Polish if its
underlying topological space is Polish, i.e. is separable and completely metrizable.
As explained in Remark C.5, this is equivalent to G being complete (as a topological
group) and second countable (as a topological space).
D.3. Lemma. If A is a p-adically complete O-algebra for which A/p is countable,
then AA is Polish, and consequently any finitely generated projective AA-module is
Polish, when endowed with its canonical topology.
Proof. We will use the fact that a countable product of Polish spaces is Polish, as
is a closed subspace of a Polish space. It follows from these facts, and from the
description of the natural topology on a finitely generated projective AA-module
given in Remark D.2, that the canonical topology on any such module is Polish,
provided that that AA itself is Polish.
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We may write AA = lim←−a
AA/paA, so that AA is a closed subset of the (count-
able) product of the various spaces AA/paA. It suffices, then, to show that each of
these spaces is Polish; in other words, we reduce to the case when A is a countable
Z/pa-algebra for some a ≥ 1.
Since A is countable, so is each of the quotients A+A/T
n. Choose a subset
Xn ⊆ A
+
A which maps bijectively onto A
+
A/T
n, and write X :=
⋃
m,n T
−mXn.
Then X is a countable dense subset of AA, and thus AA is separable.
The topology on A+A is the T -adic topology, and thus is metrizable (as is any
I-adic topology on a ring). Since A+A is T -adically complete, it is in fact completely
metrizable. The same is then evidently true for
AA := A
+
A[1/T ] =
⋃
m
T−mA+A. 
D.4. Remark. Clearly TA+A is an open subgroup of AA that is closed under multi-
plication and consists of topologically nilpotent elements. Thus if A/p is countable,
then AA satisfies the conditions of Proposition C.6, and thus the canonical topol-
ogy on finitely generated projective AA-modules constructed in Remark D.2 is
a particular case of the canonical topology constructed on any finitely generated
AA-module in Proposition C.6.
We now present some additional facts related to the preceding concepts which
will be needed in the sequel.
D.5. Lemma. A finitely generated A+A-module is projective of rank d if and only if
for each a ≥ 1, the quotient M/paM is projective of rank d as an A+A/paA-module.
Similarly, a finitely generated AA-module M is projective of rank d if and only if
for each a ≥ 1, the quotient M/paM is projective of rank d as an AA/paA-module.
Proof. This is immediate from [GD71, Prop. 0.7.2.10(ii)], applied to the p-adically
complete rings A+A and AA. 
D.6. Definition. If M is a finite generated AA-module, then a lattice in M is a
finitely generated A+A-submodule M ⊆M whose AA-span is M .
Note that any finitely generated AA-module contains a lattice. (If f : A
r
A →M
is a surjection from a finitely generated free AA-module onto the finitely generated
AA-module M , then the image of the restriction of f to (A
+
A)
r is a lattice in M .)
We record some additional lemmas and a remark which apply in the case when
A is an O/̟a-algebra for some a ≥ 1.
D.7. Lemma. Let A be an O/̟a-module for some a ≥ 1, and let M be a finitely
generated AA-module.
(1) If M and N are two lattices contained in a finitely generated AA-moduleM ,
then there exists n ≥ 0 such that T nM ⊆ N ⊆ T−nM.
(2) If in addition either A is Noetherian or M is projective, then any lattice in
M is T -adically complete.
(3) If A is Noetherian, if M is a lattice in M , and if N is an A+A-submodule
of M such that T nM ⊆ N ⊆ T−nM for some n ≥ 0, then N is a lattice
in M .
Proof. To prove (1), it suffices to prove one of the inclusions; the reverse inclusion
may then be obtained (possibly after increasing n) by switching the roles of M
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and N. Since AA = A
+
A[1/T ], we find that N ⊆ M[1/T ] =
⋃∞
n=0 T
−nM. Since
N is finitely generated as an A+A-module, we obtain that N ⊆ T
−nM for some
sufficiently large value of n, as required.
To prove (2), we note that if A is Noetherian, than A+A is also Noetherian, and
thus any finitely generated A+A-module is T -adically complete, since A
+
A itself is. If
M is projective, then we write M as a direct summand of a finitely generated free
AA-module, so that M may then be embedded into a finitely generated free A
+
A-
module. Thus M is T -adically separated, and hence the kernel of any surjection
(A+A)
r →M is T -adically closed. Since (A+A)
r is T -adically complete, we conclude
that the same is true of M.
Suppose now that A is Noetherian, and that we are in the situation of (3). The
inclusion T nM ⊆ N shows that M = M[1/T ] ⊆ N[1/T ], so that N generates M as
an AA-module. We must show that N is furthermore finitely generated over A
+
A.
For this, we first note that, since M is T -adically complete (by (2)), the inclusion
T nM ⊆ N ⊆ T−nM shows that N is also T -adically complete. It also shows
that N/TN is a subquotient of the finitely generated A-module T−nM/T n+1M,
and thus is a finitely generated A-module (as A is Noetherian). Since N is T -
adically complete, an application of the topological Nakayama lemma shows that N
is finitely generated over A+A, as required. 
D.8. Remark. By [EG19, Thm. 5.1.14] (a theorem of Drinfeld), if A is an O/̟a-
algebra for some a ≥ 1, then we may think of a finitely generated projective AA-
module as a Tate A-module M together with a topologically nilpotent automor-
phism T . In this optic a lattice in our sense is precisely a lattice in the Tate
module M which is also an A+A-submodule (by definition, a lattice L ⊆ M is an
open submodule with the property that for every open submodule U ⊆ L, the
A-module L/U is finitely generated), as the following lemma shows.
D.9. Lemma. If A is an O/̟a-algebra for some a ≥ 1, and if M is an A+A-
submodule of a finitely generated projective AA-module M , then the following con-
ditions on M are equivalent:
(1) M is a lattice in M (in the sense of Definition D.6)
(2) M is open in M , and for every A+A-submodule U of M which is open in M ,
the quotient M/U is finitely generated over A.
(3) M is open inM , and for every A-submodule U of M which is open inM , the
quotient M/U is finitely generated over A (i.e. M is a lattice in M , when
M is thought of as a Tate module over A in the sense of Remark D.8).
Proof. Suppose thatM is a lattice inM , in the sense of Definition D.6. If we choose
a surjection (A+A)
r → M for some n ≥ 0, then the induced surjection ArA → M is
a continuous and open map, and so M is open in M , since (A+A)
r is open in ArA.
Furthermore, since the submodules T n(A+A)
r (n ≥ 0) form a neighbourhood basis
of 0 in (A+A)
r, we see that their images T nM form a neighbourhood basis of 0 in M.
Thus if U is any open A-submodule of M, then M/U is a quotient of M/T nM for
some n ≥ 0, and thus is finitely generated over A. Thus (1) implies (3).
Clearly (3) implies (2), and so we suppose that (2) holds. Let N be an A+A-
submodule of M that is a lattice in the sense of Definition D.6, so that M =
188 M. EMERTON AND T. GEE
N[1/T ] =
⋃
n≥0 T
−nN. Then M =
⋃
n≥0M ∩ T
−nN, and thus
M/(M ∩N) =
⋃
n≥0
(M ∩ T−nN)/(M ∩N).
But M/(M ∩N) is finitely generated over A by assumption, and thus
M/M ∩N = (M ∩ T−nN)/(M ∩N),
for some sufficiently large value of n, implying that M ⊆ T−nN. In particular M is
T -adically complete, being open (and hence closed) in the lattice T−nN, which is
T -adically complete by Lemma D.7 (2). Since T is an automorphism of M , we find
that TM is an open submodule of M, so that M/TM is finitely generated over A.
As M is T -adically complete, the topological Nakayama lemma implies that M is
finitely generated over A+A.
Since T is topologically nilpotent andN is finitely generated overA+A, we also find
that T nN ⊆M for some sufficiently large value of n. Thus M[1/T ] = N[1/T ] =M.
This completes the proof that M is a lattice in M in the sense of Definition D.6,
showing that (2) implies (1). 
D.10. Remark. It follows from Lemmas D.7 and D.9 that if A is a O/̟a-algebra,
and M is a finitely generated projective AA-module, then the lattices in M form a
neighbourhood basis of the origin in M .
We also note the following technical lemma.
D.11. Lemma. If A ⊆ B is an inclusion of O/̟a-algebras for some a ≥ 1, with
A Noetherian, if M is a projective AA-module M with extension of scalars MB :=
AB⊗AAM to B, and if MB is a lattice in MB, then M :=M∩MB (the intersection
takes place in MB) is a lattice in M , having the additional property that M ∩
T nMB = T
nM for any integer n.
Proof. Choose a projective complement to M , i.e. a finitely generated projective
AA-module N such that M ⊕ N is free over AA, and let NB be a lattice in NB.
Then it suffices to prove the lemma with M replaced by M ⊕ N and with MB
replaced by MB ⊕ NB; thus we may and do suppose that M is free over AA.
Choose a lattice M′ in M which is free over A+A, and note that M
′
B := A
+
BM
′ is a
lattice in MB, and that M ∩ T
nM′B = T
nM′ for any integer n.
Lemma D.7 (1) shows that T nM′B ⊆ MB ⊆ T
−nM′B for some sufficiently large
value of n. Intersecting with M , we find that T nM′ ⊆ M ⊆ T−nM′, so that M is
a lattice in M , by Lemma D.7 (3). Finally, by the definition of M, we find that
M ∩ T nMB = T
nM for any integer n. 
D.12. Lemma. Let G be a topological group acting on a Tate module M , and
assume that G admits a neighbourhood basis of the identity consisting of open sub-
groups. Then the following are equivalent:
(1) The action G×M →M is continuous.
(2) (a) For each m ∈ M , the map G → M , g 7→ gm is continuous at the
identity of G,
(b) for each g ∈ G, the map M →M , m 7→ gm is continuous, and
(c) for any lattice L in M , there is an open subgroup H of G that pre-
serves L.
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Furthermore, if these equivalent conditions hold, then the following stronger form
of condition (2)(a) holds:
(2)(a’) For each m ∈ M , the map G → M , g 7→ gm is equicontinuous at the
identity of G.
D.13. Remark. The assumption in Lemma D.12 that G admits a neighbourhood
basis of open subgroups holds in particular if G is a profinite group, or if G is a
subgroup of a profinite group with the subspace topology. In particular, it holds
for the groups Zp and for Z ⊂ Zp.
Proof of Lemma D.12. Suppose first that (1) holds; then clearly conditions (2)(a)
and (2)(b) hold. Let L be a lattice in M . Since the action morphism G×M →M
is continuous, we may find an open subgroup H of G and an open submodule U
of M , such that HU ⊆ L. Replacing G by H , we may thus suppose that GU ⊆ L.
Now consider the morphism G × L/U → M/L induced by the action morphism.
Since L is a lattice, the A-module L/U is finitely generated. Let {mi} be a finite
generating set. Since M/L is discrete, for each generator mi, there is an open
subgroup Hi of G such that Himi is constant, and thus equal to zero, modulo L. If
we write H :=
⋂
iHi, then H is an open subgroup of G such Hmi ⊆ L for every i.
Consequently, HL ⊆ L, verifying that (2)(c) holds as well.
Suppose conversely that (2) holds. We first note that we may strengthen (2)(a)
as follows: if m ∈ M , then the orbit map g 7→ gm is a continuous map G → M .
Indeed, if g0 ∈ G, then we may write this map as the composite of the continuous
automorphism g 7→ gg−10 of G and the orbit map g 7→ gg0m. The latter orbit map is
continuous at the identity of G, by (2)(a), and so the orbit map of m is continuous
at g0.
We now wish to prove that the action map G × M → M is continuous. Let
(g,m) ∈ G×M. Any neighbourhood of the image gm ∈ M contains a neighbour-
hood of the form gm + L, where L is a lattice in M . Given a lattice L, then, we
must find a neighbourhood of (g,m) whose image lies in gm+ L.
Since g is a continuous automorphism of M , by (2)(a), we may find a lattice
L′ such that gL′ ⊆ L. By (2)(c), we may find an open subgroup H ′ ⊆ G that
preserves L′. Then H ′ acts on M/L′, and since this quotient is discrete, and since
the orbit maps for the action are continuous (by what we proved above), it follows
that the action of H ′ on M/L′ is smooth, and so we may find an open subgroup H
ofH ′ that fixes the image ofm inM/L′. Then we find that (gH)(m+L′) ⊆ gm+L,
and since gH × (m + L′) is an open neighbourhood of (g,m) ∈ G ×M , we have
proved the required continuity.
Finally, suppose that conditions (1) and (2) hold; we must show that the conti-
nuity condition of (2)(a) can be upgraded to the equicontinuity condition of (2)(a’).
To do this, we need to show that for any two lattices L,L′ ⊆ M , there is an open
subgroup H of G such that for each m ∈ L, we have Hm ⊆ m+ L′.
Replacing L′ by L∩L′, we can assume that L′ ⊆ L. By (2)(c), we can choose H
such that HL′ ⊆ L′ and HL ⊆ L, so that we have an induced continuous map
H×(L/L′)→ L/L′. Since L/L′ is a finitely generated A-module, after replacing H
by an open subgroup we can assume that H acts trivially on L/L′, as required. 
D.14. Lemma. Let G be a Hausdorff topological group, which admits a neighbour-
hood basis of the identity consisting of open subgroups, and suppose furthermore that
190 M. EMERTON AND T. GEE
for any open subgroup H of G, the quotient G/H is finite; equivalently, suppose that
the completion Ĝ of G is profinite.
If M is a Tate module, endowed with a continuous action G×M →M , then the
action G×M →M extends to a continuous action Ĝ×M →M .
Proof. We have to show that the continuous actionG×M →M extends (necessarily
uniquely, since G is dense in Ĝ) to a continuous map Ĝ×M →M . (The fact that
this map will induce a Ĝ-action onM follows from the corresponding fact forG, and
the density of G in Ĝ.) Since M is the union of its lattices, it suffices to show that
the induced map G× L → M extends to a continuous map Ĝ × L → M , for each
lattice L ⊆ M . For this, it suffices to show that the map G×L→M is uniformly
continuous, for each lattice L. That is, for any lattice L′ ⊆ M , we have to find an
open subgroup H ⊆ G and a sublattice L′′ ⊆ L such that gHm+HL′′ ⊆ gm+ L′
for all g ∈ G and all m ∈ L.
By Lemma D.12, the conditions (2)(a)-(c) of that lemma hold. We begin by
showing that we may find a sublattice L′′ of L such GL′′ ⊆ L′. For this, we first
note that, by (2)(c), we may find an open subgroup H ⊆ G such that HL′ = L′.
If let {gi} denote a (finite!) set of coset representatives for H\G, then since each
gi induces a continuous automorphism of M , we may find a lattice Li such that
giLi ⊆ L
′. Taking into account Remark D.10, we may then find a lattice L′′ ⊆
L′ ∩
⋂
i Li, and by construction GL
′′ ⊆ L′.
Condition (2)(a) allows us to choose an open subgroup H ⊆ G such that Hm ⊆
m+ L′′ for all m ∈ L. We then find that
gHm+HL′′ ⊆ gm+GL′′ ⊆ gm+ L′
for all g ∈ G, as required. 
D.15. Definition. If M is a finite projective AA-module, then a T -quasi-linear
endomorphism of M is a morphism f : M → M which is W (k) ⊗Zp A-linear, and
which furthermore satisfies the following (T -quasi-linearity) condition: there exist
power series a(T ) ∈ (A+A)
× and b(T ) ∈ (p, T )A+A such that
f(Tm) = a(T )Tf(m) + b(T )Tm
for every m ∈M .
D.16. Lemma. If f is T -quasi-linear, then for all n ∈ Z, we may write
f(T nm) = a(T )nT nf(m) + bn(T )T
nm
for all m ∈M , where a(T ) ∈ (A+A)
× and bn(T ) ∈ (p, T )A
+
A.
Proof. Note that the case n = 0 is trivial (taking b0(T ) = 0), while if the claim
holds for some n ≥ 1, then we may write
f(T−nm) = a(T )−nT−nf(m)− a(T )−nbn(T )T
−nm.
It therefore suffices to prove the result for n ≥ 1. This may be proved by induction
on n, the case n = 1 being the definition of T -quasi-linearity. Indeed, if the claim
holds for n, then we have
f(T n+1m) = f(T n(Tm)) = a(T )nT nf(Tm) + bn(T )T
n(Tm)
= a(T )nT n(a(T )Tf(m) + b(T )Tm) + bn(T )T
n+1m
= a(T )n+1T n+1f(m) + (bn(T ) + b(T )a(T )
n)T n+1m,
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as required. 
D.17. Lemma. Let A be an O/̟a-algebra for some a ≥ 1, and let M be a finite
projective AA-module. Let f be a T -quasi-linear endomorphism of M , and let M be
a lattice in M . Then there is an integer m ≥ 0 such that for each s ∈ Z and n ≥ 1
we have fn(T sM) ⊆ T s−mnM.
Proof. Choose a finite set {mi} of generators for M as an A
+
A-module. Choose m
sufficiently large that we have Tmf(mi) ∈M for each i. Then by Lemma D.16 and
the W (k) ⊗Zp A-linearity of f , we see that for each s ∈ Z we have f(T
s+mM) ⊆
T sM, which gives the result in the case n = 1. The general case follows by induction
on n. 
As noted in Remark D.2, any finite projective AA-module M has a natural
topology, so it makes sense to speak of an endomorphism of M being continuous,
or topologically nilpotent.
D.18. Lemma. If A is an O/̟a-algebra for some a ≥ 1, andM is a finite projective
AA-module, then any T -quasi-linear endomorphism of M is necessarily continuous.
Proof. This is immediate from Lemma D.17. 
D.19. Lemma. If A is an O/̟a-algebra for some a ≥ 1, andM is a finite projective
AA-module, and if f is a T -quasi-linear endomorphism of M , then the following
are equivalent:
(1) f is topologically nilpotent.
(2) There exists a lattice M in M and some n ≥ 1 such that fn(M) ⊆ TM.
(3) There exists a lattice M in M such that for any m ≥ 1, there exists n0 such
that for any s ∈ Z and any n ≥ n0, we have f
n(T sM) ⊆ T s+mM.
(4) For any lattice M in M and any m ≥ 1, there exists n0 such that for
any s ∈ Z and any n ≥ n0, we have f
n(T sM) ⊆ T s+mM.
Proof. By Lemma D.7 (1), we see that (3) =⇒ (4) =⇒ (1) =⇒ (2), so we only
need to that (2) =⇒ (3). To this end, note that if N is an A+A-submodule of M
with the property that
N ⊆ T an−1fn−1(M) + T an−2fn−2(M) + · · ·+ T a0M
for integers a0, . . . , an−1, then it follows from Lemma D.16 and our assumption that
fn(M) ⊆ TM that
f(N) ⊆ T bn−1fn−1(M) + T bn−2fn−2(M) + · · ·+ T b0M
where b0 = min(a0 + 1, an−1 + 1), and bi = min(bi + 1, bi−1) if i > 0. It follows
by an easy induction on N that for all N ≥ n, if we write N = (q + 1)n + r with
0 ≤ r < n, then we have
fN (T sM) ⊆ T cn−1fn−1(M) + T cn−2fn−2(M) + · · ·+ T c0M
where
(cn−1, . . . , c0) = (q + s, q + s, . . . , q + s) + (r, r + 1, . . . , n− 1, 1, 2, . . . , r).
It therefore suffices to show that for t sufficiently large, we have f i(M) ⊆ T−tM
for 0 ≤ i ≤ n− 1; this follows from Lemma D.17. 
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D.20. Lemma. Suppose that A is an O/̟a-algebra for some a ≥ 1. If M is a
finite projective AA-module, and if f is a T -quasi-linear endomorphism of M , then
the following are equivalent:
(1) f is topologically nilpotent.
(2) The action of f on M ⊗O/̟a F is topologically nilpotent.
Proof. Obviously (1) =⇒ (2). We prove the converse by induction on a. Suppose
that f is topologically nilpotent modulo ̟a. By Lemma D.19, this implies that
there is a lattice M in M and an integer n ≥ 1 such that for all s ∈ Z, we have
fn(T sM) ⊆ T s+1M+̟a−1M. It follows from Lemma D.17 that for some integer l,
we have
(D.21) fn(T sM) ⊆ T s+1M+̟a−1T s+lM
for all s ∈ Z.
Then we have
f2n(T sM) ⊆ fn(T s+1M) +̟a−1fn(T s+lM),
and employing (D.21) with s replaced by s+1 and by s+l, and using that (̟a−1)2 =
0, we obtain
f2n(T sM) ⊆ T s+2M+̟a−1T s+l+1 ⊆ T s+1M+̟a−1T s+l+1.
Thus at the expense of replacing n by 2n, we can replace l by l + 1; so by in-
duction on l, we see that we can enlarge n and assume that l ≥ 1. Then (D.21)
becomes fn(T sM) ⊆ T s+1M, so in particular we have fn(M) ⊆ TM, and f is
topologically nilpotent by Lemma D.19. 
The following lemma provides the key example of T -quasi-linear endomorphisms,
and explains our interest in the concept. Suppose that AA is endowed with a con-
tinuous action of Zp which preserves A
+
A, and let γ denote a topological generator
of Zp. Suppose further that:
(D.22) γ(T )− T ∈ (p, T )TA+A.
D.23. Lemma. If AA is endowed with an action of Zp satisfying (D.22), and if M
is a finite projective AA-module which is endowed with a semi-linear action of Zp,
then f := γ − 1 is a T -quasi-linear endomorphism of M .
Proof. We have f(Tm) = γ(T )f(m)+(γ(T )−T )m, so it follows from (D.22) that f
is T -quasi-linear. 
D.24. Lemma. Suppose that A is an O/̟a-algebra for some a ≥ 1, and that AA
is endowed with an action of Zp satisfying (D.22). Let M be a finite projective
AA-module, equipped with a semi-linear action of 〈γ〉 ⊂ Zp. Then the following are
equivalent:
(1) The action of 〈γ〉 extends to a continuous action of Zp.
(2) The action of 〈γ〉 on M ⊗O/̟a F extends to a continuous action of Zp.
(3) For any lattice M ⊆ M , and any n ≥ 1, there exists s ≥ 0 such that
(γp
s
− 1)i(M) ⊆ (p, T )nM for all i ≥ 1.
(4) For any lattice M ⊆M , there exists s ≥ 0 such that (γp
s
− 1)(M) ⊆ TM.
(5) For some lattice M ⊆M and some s ≥ 0, we have (γp
s
−1)(M) ⊆ (p, T )M.
(6) The action of γ − 1 on M ⊗O/̟a F is topologically nilpotent.
(7) The action of γ − 1 on M is topologically nilpotent.
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Proof. Noting that if n ≥ a then (p, T )n ⊆ (T ), we see that (3) =⇒ (4), and by
Lemmas D.19 and D.20 we have (4) =⇒ (5) =⇒ (6) =⇒ (7).
We next show that (7) =⇒ (3). Suppose that (7) holds. Noting that for each s ≥
0 we have (γ − 1)p
s
≡ (γp
s
− 1) (mod ̟), it follows from Lemma D.20 that the
action of (γp
s
− 1) on M is topologically nilpotent for each s ≥ 0. We now argue
by induction on a, noting that for a = 1, the implication (7) =⇒ (3) is immediate
from Lemma D.19. We may therefore assume that
(γp
s
− 1)i(M) ⊆ (p, T )nM+̟a−1M
for all i ≥ 1. It follows in particular that p(γp
s
− 1)i(M) ⊆ (p, T )nM for all i ≥ 1,
so that for any t ≥ 0 and any i ≥ 1, we have
((γp
s+t
− 1)i − (γp
s
− 1)ip
t
)(M) ⊆ (p, T )nM.
(To see this, write (γp
s+t
− 1) = ((γp
s
− 1) + 1)p
t
and use the binomial theorem.)
It therefore suffices to show that there is some t ≥ 1 for which (γp
s
− 1)ip
t
(M) ⊆
(p, T )nM for all i ≥ 1; but we have already seen that (γp
s
− 1) acts topologically
nilpotently on M , so by Lemma D.19 we can even arrange that (γp
s
− 1)ip
t
(M) ⊆
T nM for all i ≥ 1.
We have shown the equivalence of conditions (3)–(7). Suppose now that (1)
holds. Then Lemma D.12 shows that, for each latticeM ⊆M , we have γp
s
(M) ⊂M
for all sufficiently large s ≥ 0, and that furthermore, for each m ∈ M, there is
some t(m) such that if t ≥ t(m), then γp
t
(m) ∈ m+ (p, T )M. Letting m1, . . . ,mn
be generators for M as an A+A-module, we see that if s is sufficiently large, then
(γp
s
− 1)(mi) ∈ (p, T )M for each i. Then if λi ∈ A
+
A, we have
(γp
s
− 1)(
∑
i
λimi) =
∑
i
γp
s
(λi)(γ
ps − 1)(mi) +
∑
i
(γp
s
− 1)(λi)mi.
It follows from (D.22) that (γp
s
−1)(λi) ∈ (p, T )A
+
A; hence (γ
ps−1)(M) ⊂ (p, T )M,
and so (5) holds.
Suppose now that the equivalent conditions (3)–(7) hold. We will show that (1)
holds by checking the conditions of Lemmas D.12 and D.14, taking the group G
there to be 〈γ〉 ∼= Z endowed with its p-adic topology (so that Ĝ ∼= Zp).
Firstly, we claim that any g ∈ 〈γ〉 acts continuously on M . This is in fact
a general property of semilinear automorphisms: indeed, by Lemma D.7 (1), it is
enough to show that ifM ⊆M is a lattice, then there is a lattice N with g(N) ⊂M.
Letm1, . . . ,mn be generators of M as an A
+
A-module, and let N be the A
+
A-module
generated by g−1(m1), . . . , g
−1(mn); it follows easily from the semi-linearity of the
action of g on M that g(N) ⊂M, as required.
Now let M ⊆ M be some lattice, fix a choice of n ≥ 1, and then choose s as
in (3). We claim that the subgroup H = 〈γp
s
〉 of 〈γ〉 preserves M. To see this, it
suffices to prove the stronger claim that (γrp
s
− 1)(M) ⊂ (p, T )nM for all r ∈ Z.
Note firstly that since (γp
s
− 1)(M) ⊂ (p, T )nM ⊂ M, we have γp
s
(M) ⊂ M,
so that γrp
s
(M) ⊆ M for all r ≥ 1. Then if r ≥ 1 we may write (γrp
s
− 1) =
(γp
s
− 1)(1+ γp
s
+ · · ·+ γ(r−1)p
s
), and since (1+ γp
s
+ · · ·+ γ(r−1)p
s
)(M) ⊂M, we
have (γrp
s
−1)(M) ⊆ (γp
s
−1)(M) ⊂ (p, T )nM, as required. Writing (γ−rp
s
−1) =
−(γrp
s
− 1)(γ−p
s
)r, we see that to prove the claim for r ≤ 0, it is enough to show
that γ−p
s
(M) ⊂M. For this, note that since (γp
s
− 1)(M) ⊆ (p, T )nM ⊆ (p, T )M,
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for any m ∈M we may write
γ−p
s
(m) = (1 − (1− γp
s
))−1(m) = m+ (1− γp
s
)(m) + (1 − γp
s
)2(m) + · · · ∈M,
as required.
To complete the verification of the conditions of Lemma D.12 (2), we need to
show that for any latticeM ⊆ M , the orbit maps 〈γ〉 →M , for the variousm ∈M,
are (equi)continuous at the identity of 〈γ〉. It is enough to show that for each n ≥ 1,
we can find s sufficiently large such that H = 〈γp
s
〉 satisfies Hm ⊆ m+ (p, T )nM,
for each m ∈ M, or equivalently, that (h − 1)(M) ⊆ (p, T )nM, for all h ∈ H . We
accomplish this by choosing s as in (3), and arguing as in the previous paragraph.
Finally, applying the equivalence of (1) and (6) with M replaced byM⊗O/̟aF,
we see that (2) and (6) are equivalent, as required. 
The following lemmas will allow us to reduce the problem of investigating the
topological nilpotency of a T -quasi-linear endomorphism from the projective case
to the free case.
D.25. Lemma. If M1 and M2 are Tate modules over a ring A, endowed with con-
tinuous endomorphisms f1 and f2 respectively, then f1 and f2 are both topologically
nilpotent if and only if the direct sum f := f1 ⊕ f2 is a topologically nilpotent
endomorphism.
Proof. This is immediate from the definitions. 
D.26. Lemma. IfM is a finite projective AA-module endowed with a T -quasi-linear
endomorphism f , then we may find a finite projective AA-module N , endowed with
a T -quasi-linear endomorphism g which is furthermore topologically nilpotent, such
that M ⊕N is a free AA-module.
Proof. By definition, there is a AA-module N such that M ⊕ N is free. We may
then take g to be the zero endomorphism of N ; this is evidently both T -quasi-linear
and topologically nilpotent. 
If A is an O/̟a-algebra for some a ≥ 1, and M is a finite projective AA-
module, equipped with a T -quasi-linear endomorphism f , and if A→ B is a mor-
phism of O/̟a-algebras, then we have a base-changedW (k)⊗ZpB-linear endomor-
phism of B ⊗A M . This base-changed endomorphism is T -adically continuous (by
Lemma D.17) and it therefore induces an endomorphism fB of the base-changed
projectiveAB-moduleMB (which by definition is the completion of B⊗AM for the
T -adic topology). The endomorphism fB is evidently also T -quasi-linear. (Note
that since f is not necessarily A[[T ]]-linear, we do not define fB by viewing MB
as B[[T ]]⊗A[[T ]] M .) If f is furthermore topologically nilpotent, then so is fB (for
example, by Lemma D.19).
D.27. Lemma. Let {Ai}i∈I be a directed system of O/̟
a-algebras, with A =
lim
−→i∈I
Ai, and suppose that I admits a least element i0. Let M be a finite pro-
jective AAi0 -module, let f be a T -quasi-linear endomorphism of M , and suppose
that the base-changed endomorphism fA is topologically nilpotent. Then for some
i ∈ I, the base-changed endomorphism fAi is topologically nilpotent.
Proof. By Lemma D.26, we may choose a finite projectiveAAi0 -moduleN , endowed
with a topologically nilpotent T -quasi-linear endomorphism g, such that M ⊕ N
is free. By Lemma D.25, the base-changed endomorphism fA ⊕ gA = (f ⊕ g)A of
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MA⊕NA is topologically nilpotent, and it suffices to show that fAi⊕gAi = (f⊕g)Ai
is topologically nilpotent for some i ∈ I. Thus we may reduce to the case when M
is free, in which case we may also choose a free lattice M contained in M . Taking
into account Lemma D.19, and replacing f by fn for some n ≥ 1, we may assume
that fA(MA) ⊆ TMA, and we must deduce that
(D.28) fAi(MAi) ⊆ TMAi
for some i ∈ I. Lemma D.17 shows that f(T rM) ⊆ TM for some r ≥ 0, and
that f(M) ⊆ T−sM for some s ≥ 0. Thus f induces a morphism M/T rM →
T−sM/TM of finite rank free Ai0 -modules, which, by assumption, vanishes after
base-change to A. Thus this morphism in fact vanishes after base-change to some
Ai, and consequently (D.28) does indeed hold for this choice of Ai. 
Appendix E. Points, residual gerbes, and isotrivial families
Recall that if X is an algebraic stack, then the underlying set |X | of points of X
is defined as the set of equivalence classes of morphisms SpecK → X , with K being
a field; two such morphisms are regarded as equivalent if they may be dominated
by a common morphism SpecL→ X .
If X is a scheme (regarded as an algebraic stack), then the set of underlying
points |X | is naturally identified with the underlying set of points of X in the usual
sense, and the equivalence class of morphisms representing a given point x ∈ |X |
has a canonical representative, namely the morphism Spec k(x)→ X , where k(x) is
the residue field of x. More abstractly, this morphism is a monomorphism, and this
property characterizes it uniquely, up to unique isomorphism, among the morphisms
in the equivalence class corresponding to x.
If X is an algebraic space, then it is not the case that every equivalence class in
|X | admits a representative which is a monomorphism (see e.g. [Sta, Tag 02Z7]).
However, under mild assumptions on X , the points of |X | do admit such repre-
sentatives (which are then unique up to unique isomorphism); this in particular is
the case if X is quasi-separated. See e.g. the discussion at the beginning of [Sta,
Tag 03I7].
If X is genuinely an algebraic stack, then it is not reasonable to expect the equiv-
alence classes in |X | to admit monomorphism representatives in general (even if X is
quasi-separated), since points of X typically admit non-trivial stabilizers. The aim
of the theory of residual gerbes is to provide a replacement for such representatives.
We recall the relevant definition [Sta, Tag 06MU]):
E.1. Definition. Let X be an algebraic stack. We say that the residual gerbe at
a point x ∈ |X | exists if we may find a monomorphism Zx →֒ X such that Zx is
reduced and locally Noetherian and |Zx| is a singleton, and for which the image of
|Zx| in |X | is equal to x. If such a monomorphism exists, then Zx is unique up to
unique isomorphism, and we refer to it as the residual gerbe at x.
In the case that X is an algebraic space, the residual gerbe Zx exists at every
point x ∈ |X | [Sta, Tag 06QZ], and is itself an algebraic space, called the residual
space of X at x [Sta, Tag 06R0]. However, as already noted, in this case, if X
is furthermore quasi-separated, then the residual space at a point is simply the
spectrum of a field.
If X is an algebraic stack with quasi-compact diagonal (e.g. if X is quasi-
separated), then the residual gerbe exists at every point of |X | [Sta, Tag 06RD]).
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If X is a scheme, then a finite type point of X is a point x ∈ X that is locally
closed. Equivalently, these are the points for which the morphism Spec k(x) →
X is a finite type morphism, and may be characterized more abstractly as those
equivalence classes of morphisms SpecK → X which admit a representative which
is locally of finite type. This latter notion makes sense for an arbitrary algebraic
stack, and allows us to define the notion of a finite type point of an algebraic stack
(see e.g. [EG19, 1.5.3]).
We then have the following results, which provide analogues of the topological
characterization of the finite type points of a scheme as being those points that are
locally closed.
E.2. Lemma. Suppose that X is an algebraic space, and that x ∈ |X | is a finite
type point with the property that for any e´tale morphism U → X whose source is
an affine scheme, the fibre over x is finite. Then, if Zx denotes the residual space
at x in X, the canonical monomorphism Zx →֒ X is an immersion.
Proof. Consider the construction of Zx given in [Sta, Tag 06QZ]: we choose a sur-
jective e´tale morphism U → X , form the union
U ′ =
∐
u∈U lying over x
Spec k(u),
and then realize Zx →֒ X as a descent of the monomorphism U
′ →֒ U . In making
this construction, we may replace U by any open subscheme containing x in its
image, and thus we may assume that U is affine. By assumption, there are then only
finitely many points u in U lying over x, these points are all finite type points of U ,
and furthermore, none of these points are specializations of any of the others [Sta,
Tag 03IM]. Thus U ′ →֒ U is in fact an immersion, and thus the same is true of
Zx →֒ X. 
E.3. Lemma. If X is an algebraic stack whose diagonal is quasi-compact, if x ∈ |X |
is a finite type point, and if Zx is the residual gerbe of X at x, then the canonical
monomorphism Zx →֒ X is in fact an immersion.
Proof. We prove this by examining the construction of Zx carried out in the proof
of [Sta, Tag 06RD]. The first step of the proof is to replace X by the closure of x
in |X |, regarded as a closed substack of X with its induced reduced structure. The
assumption that X has quasi-compact diagonal implies that the morphism IX → X
is quasi-compact, and thus that we may find a dense open substack U of X over
which this morphism is flat and locally of finite presentation. Since x is dense in
|X |, we find that x ∈ |U|, and so replacing X by U , we may assume that IX → X
is flat and locally of finite presentation. By [Sta, Tag 06QJ], this implies that X is
a gerbe over some algebraic space X . If we let Zx denote the residual space at (the
image in |X | of) x in |X |, then Zx is obtained as the base-change of Zx over the
morphism X → X .
Note that, in the various reduction steps undertaken in the preceding argument,
we replaced X by an open substack of a closed substack; it thus suffices to verify
that Zx → X is an immersion after making these reductions. Note that since
immersions are monomorphisms, the diagonal of the stack obtained after these
reductions are made is the base-change of the diagonal of the original stack X , and
thus continues to be quasi-compact. Consequently, we may assume that we are in
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the case where X is a gerbe over X . Since Zx →֒ X is then obtained as the base-
change of Zx →֒ X, it suffices to show that this latter morphism is an immersion.
For this, if we take into account Lemma E.2, it suffices to show that X can be
chosen to be quasi-separated (as every e´tale morphism from an affine scheme to
a quasi-separated algebraic space has finite fibres over every point of |X |; see the
discussion at the beginning of [Sta, Tag 03I7]).
If we examine the proof of [Sta, Tag 06QJ], we see that X is constructed as
follows: We choose a smooth surjective morphism U → X whose source is a scheme,
and write R = U ×X U, so that X = [U/R]. We then factor the morphism R →
U ×SpecZ U through a morphism R
′ → U ×SpecZ U , where R
′ → U ×SpecZ U is a
flat and locally of finite presentation equivalence relation, and set X = U/R′. We
note one additional aspect of the situation, namely that the morphism R → R′ is
surjective. The assumption that X has quasi-compact diagonal then implies that
R → U ×SpecZ U is quasi-compact, and since R surjects onto R
′, we find that
R′ → U ×SpecZ U is again quasi-compact. Thus X = U/R
′ is quasi-separated, as
required. 
E.4. Example. We note that quasi-separatedness (or some such hypothesis) is nec-
essary for the truth of Lemma E.3. To illustrate this, let G be an algebraic group
of positive dimension over an algebraically closed field k, and let X := G/G(k).
Then X contains a unique finite type point x — namely, the equivalence class of
the monomorphism Spec k = G(k)/G(k) →֒ G/G(k) — and this monomorphism
realizes Spec k as the residual space Zx. This monomorphism is not an immersion,
since its pull-back to G induces the monomorphism G(k) →֒ G, which is not an
immersion.
Traditionally, in the theory of moduli problems, a family of some objects pa-
rameterized by a base scheme T is called isotrivial if the isomorphism class of the
members of the family is constant over T . From the view-point of morphisms to a
moduli stack X , this corresponds to the image of T in |X | being a singleton, say x.
We would like to conclude that the morphism T → X factors through the residual
gerbe Zx. In practice, we often verify the “constancy” of the morphism T → X
only at finite type points. The following result gives sufficient conditions, under
such a constancy hypothesis on the finite type points, for a morphism to factor
through the residual gerbe.
E.5. Lemma. Let X be an algebraic stack, and let x ∈ |X | be a point for which
the residual gerbe Zx exists, and for which the canonical monomorphism Zx →֒ X
is an immersion. If f : T → X is a morphism whose domain is a reduced scheme,
and for which all the finite type points of T map to the given point x, then f factors
through Zx.
Proof. Consider the fibre product T ×X Zx. By assumption, the projection from
this fibre product to T is an immersion whose image contains every finite type point
of T . A locally closed subset of T that contains every finite type point is necessarily
equal to T , and thus, since T is reduced, this immersion is in fact an isomorphism.
Consequently the morphism f factors through Zx, as claimed. 
We end this discussion by explaining how the preceding discussion generalizes to
certain Ind-algebraic stacks. Let {Xi}i∈I be a 2-directed system of algebraic stacks,
and assume that the transition morphisms are monomorphisms. Let X := lim
−→i
Xi
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be the Ind-algebraic stack obtained as the 2-direct limit of the Xi. We may define
the underlying set of points |X | as equivalence classes of morphisms from spectra
of fields in the usual way, and since any such morphism factors through some Xi,
we find that |X | = lim
−→i
|Xi|.
Now suppose that X has quasi-compact diagonal, or, equivalently (since the
transition morphisms are monomorphisms) that each Xi has quasi-compact diag-
onal. If x ∈ |X |, then x ∈ |Xi| for some i, and the residual gerbe Zx at x in Xi
exists. The composite monomorphism Zx →֒ Xi →֒ Xi′ realizes Zx as the residual
gerbe at x in Xi′ , for any i
′ ≥ i, and so we may regard Zx as being the residual
gerbe at x in X . Lemmas E.3 and E.5 immediately extend to the context of such
Ind-algebraic stacks X .
Appendix F. Breuil–Kisin–Fargues modules and potentially
semistable representations (by Toby Gee and Tong Liu)
In this appendix we briefly discuss the relationship between Breuil–Kisin–Fargues
modules with semilinear Galois actions, and potentially semistable Galois represen-
tations. As explained in Remark F.12 below, we do not expect our results to be
optimal, but they suffice for our applications in the body of the paper. The re-
sults of this appendix were originally inspired by [Car13]; the recent paper [Gao19]
corrects a mistake in [Car13] and independently proves related (and in some cases
stronger) versions of some of our results, by different methods. We do not make any
use of the arguments of either [Car13, Gao19], but instead combine [Liu18] with a
result of Fargues ([BMS19, Thm. 4.28]).
There is a natural ring homomorphism θ : Ainf → OC which for any x ∈ O
♭
C
satisfies θ([x]) = x♯. The kernel of θ is a principal ideal (ξ); one possible choice
of ξ is µ/ϕ−1(µ), where µ = [ε] − 1 (for some compatible choice of roots of unity
ε = (1, ζp, ζp2 , . . . ) ∈ O
♭
C). Recall that B
+
dR is the ker(θ)-completion of Ainf [
1
p ] and
t := log[ε] ∈ B+dR is a generator of ker(θ).
As usual, we let K be a finite extension of Qp with residue field k. Recall that
for each choice of uniformiser π of K, and each choice π♭ ∈ O♭C of p-power roots
of π, we write Sπ♭ for S = W (k)[[u]], regarded as a subring of Ainf via u 7→ [π
♭].
Write Eπ(u) for the Eisenstein polynomial for π, and Eπ♭ for its image in Ainf ;
then Eπ♭ ∈ (ξ), because θ(Eπ♭) = Eπ(π) = 0. Indeed (Eπ♭) = (ξ) (this follows for
example from the criterion given in [BMS19, Rem. 3.11] and the definition of an
Eisenstein polynomial).
In contrast to the body of the paper, we do not use coefficients in most of this
appendix (we briefly consider O-coefficients at the end). Accordingly, we have the
following definitions.
F.1.Definition. An e´tale (GK , ϕ)-module is a finite freeW (C
♭)-moduleM equipped
with a ϕ-semilinear map ϕ : M →M which induces an isomorphism ϕ∗M
∼
−→M ,
together with a continuous semilinear action of GK which commutes with ϕ.
There is an equivalence of categories between the category of e´tale (GK , ϕ)-
modules M of rank d and the category of free Zp-modules T of rank d which are
equipped with a continuous action of GK . The Galois representation corresponding
toM is given by T (M) =Mϕ=1. (This is immediate from Proposition 2.7.4 and the
results of Section 3.6, but it is also easy to prove directly, sinceC♭ is an algebraically
closed field of characteristic p.) We write V (M) := T (M)⊗Zp Qp.
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F.2. Definition. Fix a choice of π♭. We define a Breuil–Kisin module of height at
most h to be a finite free Sπ♭-module M equipped with a ϕ-semi-linear morphism
ϕ : M→M, with the property that the corresponding morphism ΦM : ϕ
∗M→M
is injective, with cokernel killed by Eh
π♭
.
F.3. Definition. A Breuil–Kisin–Fargues module of height at most h is a finite free
Ainf -module M
inf equipped with a ϕ-semi-linear morphism ϕ : Minf →Minf , with
the property that the corresponding morphism ΦMinf : ϕ
∗Minf →Minf is injective,
with cokernel killed by ξh.
F.4. Remark. If M is a Breuil–Kisin module we write Minf for the Breuil–Kisin–
Fargues moduleAinf⊗S
π♭
M (this is indeed a Breuil–Kisin–Farguesmodule, because
Sπ♭ → Ainf is faithfully flat, and (Eπ♭) = (ξ)). As noted in Remark 4.1.1, we are
not twisting the embedding S→ Ainf by ϕ, and accordingly, in Definition F.3, we
demand that the cokernel of ϕ is killed by a power of ξ, rather than a power of ϕ(ξ)
as in [BMS19].
Leaving this difference aside, our definition of a Breuil–Kisin–Fargues module is
also less general than that of [BMS19], in that we require ϕ to take M to itself; this
corresponds to only considering Galois representations with non-negative Hodge–
Tate weights. This definition is convenient for us, as it allows us to make direct
reference to the literature on Breuil–Kisin modules. The restriction to non-negative
Hodge–Tate weights is harmless in our main results, as we can reduce to this case
by twisting by a large enough power of the cyclotomic character (the interpretation
of which on Breuil–Kisin–Fargues modules is explained in [BMS19, Ex. 4.24]). (We
are also only considering free Breuil–Kisin–Fargues modules, rather than the more
general possibilities considered in [BMS19].)
F.5. Definition. A Breuil–Kisin–Fargues GK -module of height at most h is a
Breuil–Kisin–Fargues module of height at most h which is equipped with a semi-
linear GK -action which commutes with ϕ.
F.6.Remark. Note that ifMinf is a Breuil–Kisin–FarguesGK -module, thenW (C
♭)⊗Ainf
Minf is naturally an e´tale (GK , ϕ)-module in the sense of Definition F.1.
Recall that for each choice of π♭ and each s ≥ 0 we write Kπ♭,s for K(π
1/ps),
and Kπ♭,∞ for ∪sKπ♭,s.
F.7. Definition. Let Minf be a Breuil–Kisin–Fargues GK-module of height at
most h with a semilinear GK-action. Then we say that M
inf admits all descents if
the following conditions hold.
(1) For every choice of π and π♭, there is a Breuil–Kisin module Mπ♭ of height
at most h with Mπ♭ ⊂ (M
inf)
GK
π♭,∞ for which the induced morphism
Ainf ⊗S
π♭
Mπ♭ →M
inf is an isomorphism.
(2) The W (k)-submodule Mπ♭/[π
♭]Mπ♭ of W (k) ⊗Ainf M
inf is independent of
the choice of π and π♭.
(3) The OK-submodule ϕ
∗Mπ♭/Eπ♭ϕ
∗Mπ♭ ofOC⊗θ,Ainfϕ
∗Minf is independent
of the choice of π and π♭.
F.8. Remark. In fact condition (2) in Definition F.7 is redundant; see Remark F.19
below. However, we include the condition as it will be useful when considering
versions of the theory with coefficients and descent data.
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F.9. Definition. Let Minf be a Breuil–Kisin–Fargues GK-module which admits all
descents. We say that Minf is furthermore crystalline if for each choice of π and π♭,
and each g ∈ GK , we have
(F.10) (g − 1)(Mπ♭) ⊂ ϕ
−1(µ)[π♭]Minf .
Definitions F.7 and F.9 are motivated by the following result, whose proof occu-
pies most of the rest of this appendix.
F.11. Theorem. Let M be a (GK , ϕ)-module. Then V (M) is semistable with
Hodge–Tate weights in [0, h] if and only if there is a (necessarily unique) Breuil–
Kisin–Fargues GK-module M
inf which is of height at most h, which admits all
descents, and which satisfies M =W (C♭)⊗Ainf M
inf .
Furthermore, V (M) is crystalline if and only if Minf is crystalline.
F.12. Remark. As already noted in Remark F.8, condition (2) of Definition F.7
is redundant, and it is plausible that condition (3) is redundant as well (i.e. that
both condition condition (2) and condition (3) in Definition F.7 are consequences
of condition (1)); but this does not seem to be obvious. Note though that it is not
sufficient to demand the existence of a descent for a single choice of π, as there are
representations of finite height which are potentially semistable but not semistable
(see for example [Liu10, Ex. 4.2.1]).
We begin with some preliminary results. The following proposition and its proof
are due to Heng Du, and we thank him for allowing us to include them here.
F.13. Proposition. Let Minf be a Breuil–Kisin–Fargues GK-module with the prop-
erty that C⊗θ,Ainf ϕ
∗Minf has a GK-stable basis. Let M =W (C
♭)⊗Ainf M
inf ; then
the GK-representation V (M) is de Rham.
F.14. Remark. Using the equivalence of categories of [BMS19, Thm. 4.28] (a the-
orem of Fargues), one can easily check that Proposition F.13 admits a converse:
namely that if M is a (GK , ϕ)-module with the property that T (M) is a Zp-lattice
in a de Rham representation of GK with non-negative Hodge–Tate weights, then
there is a Breuil–Kisin–Fargues module Minf with the properties in the statement
of Proposition F.13.
Proof of Proposition F.13. By [BMS19, Thm. 4.28] (and our assumption that ϕ(Minf) ⊆
Minf), we have injections
B+dR ⊗Ainf ϕ
∗Minf →֒ B+dR ⊗Ainf M
inf →֒ BdR ⊗Zp T (M).
To show that V (M) is de Rham, we need to show that the BdR-vector space BdR⊗Zp
T (M) has a basis consisting of GK -fixed vectors, so it suffices to show that the B
+
dR-
lattice B+dR⊗Ainf ϕ
∗Minf has a basis consisting of GK -fixed vectors. Since B
+
dR is a
complete discrete valuation ring with maximal ideal (ξ), it is enough to show that
there are compatible bases of B+dR/(ξ
n) ⊗Ainf ϕ
∗Minf for all n ≥ 1, consisting of
GK-fixed vectors.
In the case n = 1, since B+dR/(ξ
n) = C, we have such a basis by hypothesis.
Suppose that {e
(n)
i }i=1,...,d is a basis of GK -fixed vectors for B
+
dR/(ξ
n)⊗Ainf ϕ
∗Minf ,
and let {e˜
(n+1)
i }i=1,...,d be any basis of B
+
dR/(ξ
n+1) ⊗Ainf ϕ
∗Minf lifting {e
(n)
i }.
Recall that t = log[ε] ∈ B+dR is a generator of (ξ), and for each g ∈ GK , write
g · (e˜
(n+1)
1 , . . . , e˜
(n+1)
d ) = (e˜
(n+1)
1 , . . . , e˜
(n+1)
d )(1d + t
nB(n+1)g )
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where we can view B
(n+1)
g as an element of Md(B
+
dR/(ξ)) =Md(C).
A simple calculation shows that g 7→ B
(n+1)
g is a continuous 1-cocycle valued in
Md(C(n)). Since n ≥ 1, the corresponding cohomology group H
1(GK ,Md(C(n)))
vanishes, because H1(GK ,C(n)) = 0 by a theorem of Tate–Sen. There is therefore
some A ∈Md(C) such that for all g we have
B(n+1)g = χ
n(g)g(A)−A,
where χ is the p-adic cyclotomic character. Then
(e
(n+1)
1 , . . . , e
(n+1)
d ) = (e˜
(n+1)
1 , . . . , e˜
(n+1)
d )(1d − t
nA)
is the required basis of B+dR/(ξ
n+1) ⊗Ainf ϕ
∗Minf consisting of GK-fixed vectors
lifting {e
(n)
i }. 
F.15. Lemma. There is no proper closed subgroup of GK containing all of the
subgroups GK
π♭,∞
.
Proof. Let s be the greatest integer with the property that K contains a primi-
tive psth root of unity; equivalently, it is the greatest integer with the property
that Kπ♭,s/K is Galois over K. Then Kπ♭,s depends only on π, so write Kπ,s =
Kπ♭,s.
The subgroups GK
π♭,∞
for any fixed choice of π generate GKπ,s . It therefore
suffices to show that as π varies, the groups GKπ,s generate GK . If s = 0, there is
nothing to prove. Otherwise, since the extensions Kπ,s/K are cyclic of degree p
s,
we see that if the groups GKπ,s generate a proper subgroup of GK , then the exten-
sions Kπ,1/K would have to all agree. By Kummer theory, this implies that the
ratio of any two uniformisers of K is a pth power, which is nonsense (for example,
consider the uniformisers π and π + π2). 
Proof of Theorem F.11. We begin with the semistable case. If V (M) is semistable
then the existence ofMinf is a straightforward consequence of the results of [Liu18].
In particular, the existence of a unique Minf satisfying condition (1) of Defini-
tion F.7 follows from [Liu18, Thm. 2.2.1].
The proofs that conditions (2) and (3) hold are implicit in the proof of [Liu18,
Prop. 4.2.1], as we now explain. Write Mπ♭ = Mπ♭/[π
♭]Mπ♭ . Since W (k) ⊗W (k)
Mπ♭ =W (k)⊗Ainf M
inf is independent of π♭, it suffices to show that the K0-vector
space Dπ♭ := Mπ♭ [
1
p ] is independent of π
♭. Let Sπ♭ be the p-adic completion of
Sπ♭ [
Ei
π♭
i! , i ≥ 1]. By [Bre97, Prop. 6.2.1.1] and [Liu12, §2], Dπ♭ admits a section
sπ♭ : Dπ♭ → Sπ♭ [
1
p ]⊗ϕ,Sπ♭ Mπ♭ so that Sπ♭ [
1
p ]⊗K0 sπ♭(Dπ♭) = Sπ♭ [
1
p ]⊗ϕ,Sπ♭ M
♭
π.
In particular, we may regard sπ♭(Dπ♭) as a submodule of B
+
cris ⊗ϕ,Sπ♭ Mπ♭ ⊂
B+cris ⊗Zp T (M).
Write u = log([π♭]) ∈ B+st = B
+
cris[u]. Note that the set B
+
st does not depend
on the choice of π♭, because, if ̟♭ is another choice and we write u′ = log([̟♭]),
then B+cris[u
′] = B+cris[u]. Indeed, we have log([̟
♭]) = log([π♭]) + λ with λ =
log([̟
♭
π♭
]) ∈ B+cris. In particular, Dst(T (M)) := (B
+
st ⊗Zp T (M))
GK is independent
of π♭. Furthermore, [Liu12, Prop. 2.6] shows that we have a commutative diagram
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(where iπ♭ is a K0-linear isomorphism)
Dst(T (M))
i
π♭≀



// B+st ⊗K0 Dst(T (M))
mod u

// B+st ⊗Zp T (M)
mod u

sπ♭(Dπ♭)


// B+cris ⊗ϕ,Sπ♭ Mπ♭
// B+cris ⊗Zp T (M)
To show (2), it therefore suffices to show that the image of the composite
Dst(T (M))→ B
+
st ⊗K0 Dst(T (M))
mod u // B+cris ⊗ϕ,Sπ♭ Mπ♭ →W (k¯)[1/p]⊗ϕ,Ainf M
inf
is independent of π♭. Here the last map is induced by ν : B+cris → W (k)[
1
p ] which
extends the natural projection Ainf → W (k). To see this, it suffices to show that
the composite B+st
mod u// B+cris
ν // W (k)[ 1p ] is independent of π
♭. This follows
from the fact that λ = log([̟
♭
π♭
]) is in ker(ν) (see the proof of [Liu12, Lem. 2.10]).
To prove (3), it again suffices to prove the statement after inverting p. For any
subring A ⊂ B+dR, set F
1A = A ∩ ξB+dR. It is easy to see that F
1Sπ♭ = Eπ♭Sπ♭
and Sπ♭/F
1Sπ♭ = OK (note that Eπ♭Sπ♭ ⊆ F
1Sπ♭ is strict). Now we again use
the isomorphism Sπ♭ [
1
p ] ⊗K0 sπ♭(Dπ♭) = Sπ♭ [
1
p ] ⊗ϕ,Sπ♭ Mπ♭ . By reducing modulo
F 1Sπ♭ on the both sides and using this equality, we conclude that
K ⊗K0 Dπ♭ = K ⊗K0 (sπ♭(Dπ♭) mod [π
♭]) = ϕ∗Mπ♭/Eπ♭ϕ
∗Mπ♭ [
1
p
].
On the other hand, by tensoring Ainf via Sπ♭ to the isomorphism Sπ♭ [
1
p ] ⊗K0
sπ♭(Dπ♭) = Sπ♭ [
1
p ] ⊗ϕ,Sπ♭ Mπ♭ , we obtain the isomorphism B
+
cris ⊗K0 sπ♭(Dπ♭) =
B+cris⊗Ainf ϕ
∗Minf . Modulo F 1B+cris on both sides, a similar argument to the above
shows that C⊗K0 Dπ♭ = (ϕ
∗Minf/ξϕ∗Minf)[ 1p ] = C⊗W (k) ϕ
∗Minf , where we write
ϕ∗Minf =W (k)⊗Ainf ϕ
∗Minf . In summary we see that
(ϕ∗Mπ♭/Eπ♭ϕ
∗Mπ♭)[
1
p
] = K ⊗K0 Dπ♭ ⊆ C⊗W (k¯) ϕ
∗Minf = (ϕ∗Minf/ξϕ∗Minf)[
1
p
].
Since we have shown that Dπ♭ ⊆ ϕ
∗Minf is independent of π♭, it follows that
ϕ∗Mπ♭/Eπ♭ϕ
∗Mπ♭ is independent of π
♭, as required.
Suppose conversely that we are given Minf as in Definition F.7. Write M for the
W (k)-module of Definition F.7 (2), andM
′
for the OK-module of Definition F.7 (3)
Since for each π♭ the action of GK
π♭,∞
on Mπ♭ is trivial by assumption, it follows
from Lemma F.15 that GK acts trivially on M and M
′
.
Since C ⊗Ainf ,θ ϕ
∗Minf = C ⊗OK ϕ
∗M′, we see that the hypotheses of Propo-
sition F.13 are satisfied, so that V (M) is de Rham, and consequently potentially
semistable. To show that V (M) is semistable, we may replace K with an (infinite)
unramified extension and assume that K is a complete discretely valued field with
residue field k = k. In particular, we now have M =W (k)⊗Ainf M
inf , and we claim
thatM[ 1p ] with its GK -action is isomorphic to Dpst(V (M)). If the claim holds, then
since GK acts trivially on M, GK acts trivially on Dpst(V (M)), so that V (M) is
semistable, as required.
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We now prove the claim. Let L/K be a finite Galois extension so that V (M)|GL
is semi-stable, and let ML be the Breuil–Kisin module attached to T (M)|GL for
some choice of π♭L. By [Liu12, (2.12)], Ainf⊗Sπ♭
L
ϕ∗ML injects into Ainf⊗Zp T (M).
Furthermore, by [Liu12, Lem. 2.9], ϕ∗MinfL := Ainf ⊗Sπ♭
L
ϕ∗ML is stable under the
GK-action on Ainf ⊗Zp T (M), and by [Liu12, Cor. 2.12], W (k) ⊗Sπ♭
L
ϕ∗ML =
W (k)⊗Ainf ϕ
∗MinfL (recall that k = k) together with its GK-action is isomorphic to
a W (k)-lattice inside Dst,L(T (M)) = (B
+
st ⊗Zp T (M))
GL . In summary, W (k)⊗Ainf
ϕ∗MinfL is isomorphic to Dst,L(T (M)) as GK-modules.
It remains to show that ϕ∗MinfL = ϕ
∗Minf . By [BMS19, Thm. 4.28], it suffices to
show that B+dR⊗Ainf ϕ
∗MinfL = B
+
dR⊗Ainf ϕ
∗Minf . By the proof of Proposition F.13,
we see that
(F.16) B+dR ⊗Ainf ϕ
∗Minf = B+dR ⊗K DdR(T (M)).
Since T (M) is semi-stable over L, it is well-known that
(F.17) B+st ⊗Sπ♭
L
ϕ∗ML = B
+
st ⊗W (kL) Dst(T (M)|GL).
(This can be easily seen from the proof of [Kis06, Cor.1.3.15], or see [Liu12, §2] for
a more detailed discussion; the key point, in terms of the diagram above, is that
[Liu12, §2] shows that Dst(T (M)) = K0[u]⊗K0 sπ♭(Dπ♭).)
From (F.17) we obtain
(F.18) B+dR ⊗Sπ♭
L
ϕ∗ML = B
+
dR ⊗L DdR(T (M)|GL).
Comparing (F.16) and (F.18) we have B+dR ⊗Ainf ϕ
∗MinfL = B
+
dR ⊗Ainf ϕ
∗Minf , as
required.
Finally, we turn to the crystalline case. Given the above, the result is a conse-
quence of [Oze18, Thm. 3.8], as we now explain. In our case, f(u) in [Oze18] is
equal to up, so the assumptions of [Oze18, Thm. 3.8] are automatically satisfied (as
noted at the beginning of [Oze18, §3.2]). More precisely, fix some π♭, and let K̂ be
the Galois closure of Kπ♭ . There is a subring R̂ ⊆ Ainf (constructed in [Oze18])
such that Sπ♭ ⊂ R̂ and GK acts on R̂ though Ĝ := Gal(K/K̂). When T (M) is
crystalline, [Oze18, Thm. 3.8] shows that T (M) admits a (ϕ, Ĝ)-module, which by
definition consists of the following data:
• The Breuil-Kisin module Mπ♭ attached to T (M)|Gπ♭,∞ .
• A Ĝ-action on M̂ := R̂ ⊗S
π♭
ϕ∗Mπ♭ which commutes with the action of ϕ
and satisfies (F.10).
• (Ainf ⊗R̂ M̂)
ϕ=1 = T (M) as GK-modules.
(In fact [Oze18] uses contravariant functors, which can be easily translated to the
covariant functors used here.) This proves that if T (M) is crystalline then Minf
satisfies (F.10). Conversely, if Minf satisfies (F.10) for one fixed π♭, then [Oze18,
Lem. 3.15] shows that sπ(Dπ♭) ⊂ (B
+
cris⊗Sπ♭ϕ
∗Mπ♭)
GK . Hence T (M) is crystalline,
as required. 
F.19. Remark. Note that condition (2) in Definition F.7 is redundant for proving
Theorem F.11. In fact, if we remove (2) from Definition F.7 then the necessity part
of Theorem F.11 of course still holds. For the sufficiency, note that in the above
proof, we extended K so that the residue field is k¯; so we only use that GK (the
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inertia subgroup in this situation) acts trivially on M :=W (k¯)⊗Ainf M
inf , and we
do not need that Mπ♭/[π
♭]Mπ♭ ⊆M is independent of π
♭.
However, it is not immediately clear that the analogous condition is redundant in
the version of the theory with coefficients that we consider in the body of the paper
(see Definition 4.2.4), and this condition is used in defining our moduli stacks of
potentially semistable representations of given inertial type, so we include it here.
F.20. Potentially semistable representations. It will be convenient for us to
have a slight refinement of these results, allowing us to discuss potentially semistable
(and potentially crystalline) representations. To this end, fix a finite Galois exten-
sion L/K.
F.21. Definition. Let Minf be a Breuil–Kisin–Fargues GK-module of height at
most h. Then we say that Minf admits all descents over L if the corresponding
Breuil–Kisin–Fargues GL-module (obtained by restricting the GK -action on M
inf
to GL) admits all descents (in the sense of Definition F.7).
F.22. Corollary. Let M be a (GK , ϕ)-module. Then V (M)|GL is semistable with
Hodge–Tate weights in [0, h] if and only if there is a (necessarily unique) Breuil–
Kisin–Fargues GK-module M
inf which is of height at most h, which admits all
descents over L, and which satisfiesM =W (C♭)⊗AinfM. Furthermore T (M)|GL is
crystalline if and only if Minf is crystalline as a Breuil–Kisin–Fargues GL-module.
Proof. The sufficiency of the condition is immediate from Theorem F.11. For the
necessity, by Theorem F.11 there is a Breuil–Kisin–Fargues GL-module M
inf
L which
admits all descents and satisfies M = W (C♭) ⊗Ainf ML, so we need only show
that MinfL is GK -stable. This follows from [Liu12, Lem. 2.9], or one can argue as
follows: note that the proof of Theorem F.11 shows that the Breuil–Kisin–Fargues
module MinfL := Ainf ⊗Sπ♭
L
ML corresponds via [BMS19, Thm. 4.28] to the pair
(T (M),B+dR ⊗L DdR(T (M)|GL)). This pair has a GK -action, because V (M) is de
Rham, hence MinfL is GK-stable by [BMS19, Thm. 4.28]. 
F.23. Hodge and inertial types. We finally recall how to interpret Hodge–Tate
weights and inertial types in terms of Breuil–Kisin modules. Fix a finite extension
E/Qp with ring of integers O, which is sufficiently large that E contains the image
of every embedding σ : K →֒ Qp. The definitions above admit obvious extensions to
the case of Breuil–Kisin–Fargues modules with O-coefficients (see Definition 4.2.4),
and since O is a finite free Zp-module, the proofs of Theorem F.11 and Corol-
lary F.22 go over unchanged in this setting.
Suppose that Minf is as in the statement of Corollary F.22; so it is a Breuil–
Kisin–Fargues GK -module of height at most h, which admits all descents over L.
Write l for the residue field of L, writeM for theW (l)-moduleMπ♭/[π
♭]Mπ♭ of Def-
inition F.7 (2), and M
′
for the OL-module ϕ
∗Mπ♭/Eπ♭ϕ
∗Mπ♭ of Definition F.7 (2).
These modules are independent of the choice of π (which now denotes a uniformiser
of L) and of π♭, by definition.
The semilinear GK-action on M
inf induces semilinear actions on M and on M
′
,
and as noted in the proof of Theorem F.11, the action of GL on both modules
is trivial. Furthermore, by [Liu12, Cor. 2.12], the inertial type Dpst(V (M))|IK is
given by M[1/p] with its action of IL/K . More precisely, [Liu12, §2.3] shows that
W (k) ⊗Ainf ϕ
∗Minf is isomorphic to Dpst(T (M)) ≃ W (k) ⊗W (l) Dst(T (M)|GL) as
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W (k)[GK ]-modules. Furthermore, this isomorphism is compatible with the isomor-
phism (from the proof of Theorem F.11) ιπ♭ : M[
1
p ] = Dπ♭ ≃ sπ♭(Dπ♭) Dst(T (M)|GL)
i
π♭
∼
oo .
Hence M[ 1p ] ⊂ W (k)[1/p] ⊗Ainf ϕ
∗Minf is endowed with an action of IL/K and is
isomorphic to Dpst(V (M).
We now turn to the Hodge–Tate weights. We have a filtration on the L ⊗Qp
E-module DL = M′[1/p], which is defined as follows. For each π
♭ we write
ΦM
π♭
: ϕ∗Mπ♭ → Mπ♭ and fπ : ϕ
∗Mπ♭ [
1
p ] ։ DL. For each i ≥ 0 we define
Fili ϕ∗Mπ♭ = Φ
−1
M
π♭
(Ei
π♭
Mπ♭) and Fil
iDL = fπ(Fil
i ϕ∗Mπ♭). Considering the iso-
morphism ιπ♭ : Dst(V (M)|GL) ≃ Dπ♭ , we obtain an isomorphismDdR(V (M)|GL) ≃
L⊗W (l)[ 1p ] Dst(V (M)|GL) ≃ DL. By [Liu08b, Cor. 3.2.3, Thm. 3.4.1], this isomor-
phism respects the filtrations on each side. In particular, FiliDL is independent of
the choice of π♭.
By Hilbert 90, DL and its filtration descend to a filtration on a K ⊗Qp E-
module DK ≃ DdR(V (M)). Then for each σ : K →֒ E, and each i ∈ [0, h], the
multiplicity of i in the multiset HTσ(V (M)) is the dimension of the i-th graded
piece of eσDK , where eσ ∈ (K ⊗Qp E) is the idempotent corresponding to σ.
We summarise the preceding discussion in the following corollary.
F.24. Corollary. In the setting of Corollary F.22, the inertial type and Hodge
type of V (M) are determined as follows: the inertial type Dpst(V (M))|IK is given
by M[1/p] with its action of IL/K , while the Hodge type of V (M) is given by jumps
in the filtration on DK described above.
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