Advances in neural information processing systems 12: Proceedings of the 1999 conference Edited by Sara A. Solla, Todd K. Leen and Klaus-Robert Müller. The MIT Press, Cambridge, MA. (2000). 1080 pages. $65.00 by unknown
BOOK REPORTS 539 
Advances in Neural Information Processinq Systems 12: Proceedinqs of the 1999 Conference. Edited by Sara A. 
Solla, Todd K. Leen and Klaus-Robert Miiller. The MIT Press, Cambridge, MA. (2000). 1080 pages. $65.00. 
Contents: 
Preface. NIPS committees. Reviewers. Part I. Cognitive science. Recognizing evoked potentials in a virtual 
environment (Jessica D. Bayliss and Dana H. Ballard). A neurodynamical pproach to visual attention (Gus- 
tavo Deco and Josef Zihl). Effects of spatial and temporal contiguity on the acquisition of spatial information 
(Thea B. Ghiselli-Crippa nd Paul W. Munro). Acquisition in autoshaping (Sham Kalmde and Peter Dayan). 
Robust recognition of noisy and superimposed patterns via selective attention (Soo-Young Lee and Michael C. 
Mozer). Perceptual organization based on temporal dyanmics (Xiuwen Liu and DeLiang L. Wang). Information 
factorization i  connectionist models of perception (Javier R. Movellan and James L. McClelland). Graded gram- 
maticality in prediction fractal machines (Shan Parfitt, Peter Tifio and Georg Dorffner). Rules and similarity in 
concept learning (Joshua B. Tenenbaum). Evolving learnable languages (Bradley Tonkes, Alan Blair and Janet 
Wiles). Learning statistically neutral tasks without expert guidance (Ton Weijters, Antal van den Bosch and Eric 
Postma). A generative model for attractor dynamics (Richard S. Zemel and Michael C. Mozer). 
Part II. Neuroscience. Recurrent cortical competition: Strengthen or weaken? (P~ter Adorj£n, Lars Schwabe, 
Christian Piepenbrock and Klaus Obermayer). Effective learning requires neuronal remodeling of Hebbian synapses 
(Gal Chechik, Isaac Meilijson and Eytan Ruppin). Wiring optimization in the brain (Dmitri B. Chklovskii and 
Charles F. Stevens). Optimal sizes of dendritic and axonal arbors (Dmitri B. Chklovskii). Neural representation 
of multi-dimensional stimuli (Christian W. Eurich, Stefan D. Wilke and Helmut Schwegler). Spiking Boltzmann 
machines (Geoffrey E. Hinton and Andrew D. Brown). Distributed synchrony of spiking neurons in a Hebbian 
cell assembly (David Horn, Nir Levy, Isaac Meilijson and Eytan Ruppin). Can VI mechanisms account for figure- 
ground and medial axis effects? (Zhaoping Li). Channel noise in excitable neural membranes (Amit Manwani, 
Peter N. Steinmetz and Christof Koch). LTD facilitates learning in a noisy environment (Paul W. Munro and Ger- 
ardina Hernandez). Memory capacity of linear vs. nonlinear models of dendritic integration (Panayiota Poirazi and 
Bartlett W. Mel). Predictive sequence learning in recurrent neocortical circuits (Rajesh P.N. Rao and Terrence J. 
Sejnowski). A recurrent model of the interaction between prefrontal and inferotemporal cortex in delay tasks 
(Alfonso Renart, Nestor Parga and Edmund T. Rolls). Information capacity and robustness of stochastic neuron 
models (Elad Schneidman, Idan Segev and Naffali Tishby). An MEG study of response latency and variability 
in the human visual system during a visual-motor integration task (Akaysha C. Tang, Barak A. Pearhnutter, 
Tim A. Hely, Michael Zibulevsky and Michael P. Weisend). Population decoding based on an unfaithful model 
(Si Wu, Hiroyuki Nakahara, Noboru Murata and Shun-ichi Amari). Spike-based learning rules and stabilization 
of persistent neural activity (Xiaohui Xie and H. Sebastian Seung). 
Part III. Theory. A variational Bayesian framework for graphical models (Hagai Attias). Model selection in 
clustering by uniform convergence bounds (Joachim M. Buhmann and Marcus Held). Uniqueness of the SVM 
solution (Christopher J.C. Barges and David J. Crisp). Model selection for support vector machines (Olivier 
Chapelle and Vladimir N. Vapnik). Dynamics of supervised learning with restricted training sets and noisy teach- 
ers (A.C.C. Coolen and C.W.H. Mace). A geometric interpretation of u-SVM classifiers (David J. Crisp and 
Christopher J.C. Burges). Efficient approaches to Gaussian process classification (Lehel C,~satd, Ernest Fokou~, 
Manfred Opper, Bernhard Schottky and Ole Winther). Potential boosters? (Nigel Duffy and David Helmbold). 
Bayesian averaging is well-temperated (Lars Kai Hansen). Regular and irregular Gallager-type rror-correcting 
codes (Yoshiyuki Kabashima, Tatsuto Murayama, David Saad and Renato Vicente). Mixture density estimation 
(Jonathan Q. Li and Andrew R. Barron). Statistical dynamics of batch learning (Song Li and K.Y. Michael Wong). 
Neural computation with winner-take-all as the only nonlinear operation (Wolfgang Maass). Boosting with multi- 
way branching in decision trees (Yishay Mansour and David McAllester). Inference for the generalization error 
(Claude Nadeau and Yoshua Bengio). Resonance in a stochastic neuron model with delayed interaction (Toru 
Ohira, Yuzuru Sato and Jack D. Cowan). Understanding stepwise generalization of support vector machines: A 
toy model (Sebastian Risau-Gusman and Mirta B. Gordon). Lower bounds on the complexity of approximating 
continuous functions by sigmoidal neural networks (Michael Schmitt). Noisy neural networks and generaliza- 
tion (Hava T. Siegelmann, Alexander Roitershtein and Asa Ben-Hut). The entropy regularization information 
criterion (Alexander J. Smola, John Shawe-Taylor, Bernhard SchSlkopf and Robert C. Williamson). Probabilis- 
tic methods for support vector machines (Peter Sollich). Algebraic analysis for non-regular learning machines 
(Sumio Watanabe). Semiparametric approach to multichannel blind deconvolution of nonminimum phase systems 
(L.-Q. Zhang, Shun-ichi Amari and A. Cichocki). Some theoretical results concerning the convergence of compo- 
sitions of regularized linear functions (Tong Zhang). 
Part IV. Algorithms and architecture. Robust full Bayesian methods for neural networks (Christophe Andrieu, 
Jo~o F.G. de Freitas and Arnaud Doucet). Independent factor analysis with temporally structured sources (Hagai 
Attias). Gaussian fields for approximate inference in layered sigmoid belief networks (David Barber and Peter 
Sollich). Modeling high-dimensional discrete data with multi-layer neural networks (Yoshua Bengio and Samy 
Bengio). Robust neural network regression for offiine and online learning (Thomas Briegel and Volker Tresp). Re- 
construction of sequential data with probabilistic models and continuity constraints (Miguel/~. Carreira-Perpifi£n). 
Transductive inference for estimating values of functions (Olivier Chapelle, Vladimir N. Vapnik and Jason Weston). 
The nonnegative Boltzmann machine (Oliver B. Downs, David J.C. MacKay and Daniel D. Lee). Differentiating 
functions of the Jacobian with respect o the weights (Gary William Flake and Barak A. Pearlmutter). Local 
probability propagation for factor analysis (Brendan J. Prey). Variational inference for Bayesian mixtures of fac- 
tor analysers (Zoubin Ghahramani and Matthew J. Beal). Bayesian transduction (Thore Graepel, Ralf Herbrich 
540 BOOK REPORTS 
and Klaus Obermayer). Learning to parse images (Geoffrey E. Hinton, Zoubin Ghahramani and Yee Whye Teh). 
Maximum entropy discrimination (Tommi Jaakkola, Marina Meila and Tony Jebara). Topographic transforma- 
tion as a discrete latent variable (Nebojsa Jojic and Brandan J. Frey). An improved ecomposition algorithm for 
regression support vector machines (Pavel Laskov). Algorithms for independent components analysis and higher 
order statistics (Daniel D. Lee, Uri Rokni and Haim Sompolinsky). The relaxed online maximum margin algo- 
rithm (Yi Li and Philip M. Long). Bayesian network induction via local neighborhoods (Mimitris Margaritis and 
Sebastian Thrun). Boosting algorithms as gradient descent (Llew Mason, Jonathan Baxter, Peter Bartlett and 
Marcus Frean). A multi-class linear learning algorithm related to Winnow (Chris Mesterharm). Invariant feature 
extraction and classification in kernel spaces (Sebastian Mika, Gunnar R~itsch, Jason Weston, Bernhard SchSlkopf, 
Alexander J. Smola and Klaus-Robert Miiller). Approximate inference algorithms for two-layer Bayesian networks 
(Andrew Y. Ng and Michael I. Jordan). Optimal kernel shapes for local linear regression (Dirk Ormoneit and 
Trevor Hastie). Large margin DAGs for multiclass classification (John C. Platt, Nello Cristianini and John Shawe- 
Taylor). The infinite Gaussian mixture model (Carl Edward Rasmussen). u-arc: Ensemble learning in the presence 
of outliers (Gunnar R~tsch, Bernhard SchSlkopf, Alexander J. Smola, Klaus-Robert Mfiller, Takashi Onoda and 
Sebastian Mika). Nonlinear discriminant analysis using kernel functions (Volker Roth and Volker Steinhage). 
An analysis of turbo decoding with Gaussian densities (Paat Rusmevichientong and Benjamin Van Roy). Sup- 
port vector method for novelty detection (Bernhard SchSlkopf, Robert C. Williamson, Alexander J. Smola, John 
Shawe-Taylor and John C. Platt). Better generative models for sequential data problems: Bidirectional recurrent 
mixture density networks (Mike Schuster). Greedy importance sampling (Dale Schuurmans). Bayesian model 
selection for support vector machines, Gaussian processes and other kernel classifiers (Matthias Seeger). Lever- 
aged vector machines (Yoram Singer). Agglomerative information bottleneck (Noam Slonim and Naftali Tishby). 
Training data selection for optimal generalization i  trigonometric polynomial networks (Masashi Sugiyama nd 
Hidemitsu Ogawa). Predictive approaches for choosing hyperparameters in Gaussian processes (S. Sundararajan 
and S. Sathiya Keerthi). On input selection with reversible jump Markov chain Monte Carlo sampling (Peter 
Skyacek). Building predictive models from fractal representations of symbolic sequences (Peter Tifio and Georg 
Dorffner). The relevance vector machine (Michael E. Tipping). Support vector method for multivariate density es- 
timation (Vladimir N. Vapnik and Sayan Mukherjee). Dual estimation and the unscented transformation (Eric A. 
Wan, Rudolph van der Merwe and Alex T. Nelson). Correctness ofbelief propagation i Gaussian graphical models 
of arbitrary topology (Yair Weiss and William T. Freeman). A MCMC approach to hierarchical mixture mod- 
elling (Christopher K.I. Williams). Data visualization and feature selection: New algorithms for nongaussian data 
(Howard Hua Yang and John Moody). Manifold stochastic dynamics for Bayesian learning (Mark Zlochin and 
Yoram Baram). 
Part V. Implementation. The parallel problems erver: An interactive tool for large scale machine learning 
(Charles Lee Isbell, Jr. and Parry Husbands). An oculo-motor system with multi-chip neuromorphic analog VLSI 
control (Oliver Landolt and St@ve Gyger). A winner-take-all circuit with controllable soft max property (Shih- 
Chii Liu). A neuromorphic VLSI system for modeling the neural control of axial locomotion (Girish N. Patel, 
Edgar A. Brown and Stephen P. DeWeerth). Bifurcation analysis of a silicon neuron (Girish N. Patel, Cennady S. 
Cymbalyuk, Ronald L. Calabrese and Stephen P. DeWeerth). An analog VLSI model of periodicity extraction 
(Andr6 van Schaik). 
Part VI. Speech, handwriting and signal processing. An oscillatory correlation framework for computational 
auditory scene analysis (Guy J. Brown and DeLiang L. Wang). Bayesian modelling of fMRI time series (Pe- 
dro A.d.F.R. Hcjen-Sorensen, Lars Kai Hansen and Carl Edward Rasmussen). Neural system model of human 
sound localization (Craig T. Jin and Simon Carlile). Spectral cues in human sound localization (Craig T. Jin, 
Anna Corderoy, Simon Carlile and Andr~ van Schaik). Broadband irection-of-arrival estimation based on second 
order statistics (Justinian Rosca, Joseph 6 Ruanaidh, Alexander Jourjine and Scott Rickard). Constrained hid- 
den Markov models (Sam Rowels). Online independent component analysis with local learning rate adaptation 
(Nicol N. Schraudolph and Xavier Giannakopoulos). Speech modelling using subspace and EM techniques (Gavin 
Smith, Jo£o F.G. de Freitas, Tony Robinson and Mahesan Niranjan). Search for information bearing components 
in speech (Howard Hua Yang and Hynek Hermansky). 
Part VII. Visual processing. Audio vision: Using audio-visual synchrony to locate sounds (John Hershey and 
Javier R. Movellan). Bayesian reconstruction f 3D human motion from single-camera video (Nicholas R. Howe, 
Michael E. Leventon and William T. Freeman). Emergence of topography and complex cell properties from 
natural images using extensions of ICA (Aapo Hyv~irinen and Patrik Hoyer). An information-theoretic framework 
for understanding saccadic eye movements (Tai Sing Lee and Stella X. Yu). Learning sparse codes with a mixture- 
of-Gaussians prior (Bruno A. Olshausen and K. Jarrod Millman). Hierarchical image probability (HIP) models 
(Clay D. Spence and Lucas Parra). Scale mixtures of Gaussians and the statistics of natural images (Martin J. 
Wainwright and Eero P. Simoncelli). A SNoW-based face detector (Ming-Hsuan Yang, Dan Roth and Narendra 
Ahuja). Managing uncertainty in cue combination (Zhiyong Yang and Richard S. ZemeI). 
Part VIII. Applications. Robust learning of chaotic attractors (Rembrandt Bakker, Jaap C. Schouten, Marc- 
Olivier Coppens, Floris Takens, C. Lee Giles and Cot M. van den Bleek). Image representations for facial expression 
coding (Marian Stewart Bartlett, Gianluca Donato, Javier R. Movellan, Joseph C. Hager, Paul Ekman and Ter- 
rence J. Sejnowski). Low power wireless communication via reinforcement learning (Timothy X. Brown). Learning 
informative statistics: A nonparametric approach (John W. Fisher III, Alexander T. Ihler and Paul A. Viola). 
Kirchoff law Markov fields for analog circuit design (Richard M. Golden). Learning the similarity of documents: 
An information-geometric approach to document retrieval and categorization (Thomas Hofmann). Constructing 
BOOK REPORTS 541 
heterogeneous committees using input feature grouping: Application to economic forecasting (Yuansong Liao and 
John Moody). From coexpression to coregulation: An approach to inferring transcriptional regulation among 
gene classes from large-scale xpression data (Eric Mjolsness, Tobias Mann, Rebecca Castafio and Barbara Wold). 
Churn reduction in the wireless industry (Michael C. Mozer, Richard Wolniewicz, David B. Grimes, Eric Johnson 
and Howard Kaushansky). Unmixing hyperspectral data (Lucas Parra, Clay D. Spence, Paul Sajda, Andreas 
Ziehe and Klaus-Robert Miiller). Application of blind separation of sources to optical recording of brain activity 
(Holger Sch6ner, Martin Stetter, Ingo SchieI31, John E.W. Mayhew, Jennifer Lund, Niall IVlcLoughlin and Klaus 
Obermayer). Reinforcement learning for spoken dialogue systems (Satinder Singh, Michael Kearns, Diane Lit- 
man and IVIarilyn Walker). Image recognition in context: Applications to microscopic urinalysis (Xubo B. Song, 
Joseph Sill, Yaser Abu-Mostafa and Harvey Kasdan). Generalized model selection for unsupervised learning in 
high dimensions (Shivakumar Vaithyanathan and Byron Dom). Learning from user feedback in image retrieval 
systems (Nuno Vasconcelos and Andrew Lippman). 
Part IX. Control, navigation and planning. An environment model for nonstationary reinforcement learning 
(Samuel P.M. Choi, Dit-Yan Yeung and Nevin L. Zhang). State abstraction in MAXQ hierarchical reinforcement 
learning (Thomas G. Dietterich). Approximate planning in large POMDPs via reusable trajectories (Michael 
Kearns, Yishay Mansour and Andrew Y. Ng). Actor-critic algorithms (Vijay R. Konda and John N. Tsitsiklis). 
Bayesian map learning in dynamic environments (Kevin P. Murphy). Policy search via density estimation (An- 
drew Y. Ng, Ronald Parr and Daphne Koller). Neural network based model predictive control (Stephen Pich6, 
J im Keeler, Greg Martin, Gene Boe, Doug Johnson and Mark Gerules). Reinforcement learning using approxi- 
mate belief states (AndrOs Rodrfguez, Ronald Parr and Daphne Koller). Coastal navigation with mobile robots 
(Nicholas Roy and Sebastian Thrun). Learning factored representations for partially observable Markov deci- 
sion processes (Brian Sallans). Policy gradient methods for reinforcement learning with function approximation 
(Richard S. Sutton, David McAllester, Satinder Singh and Yishay Mansour). Monte Carlo POMDPs (Sebastian 
Thrun). Index of authors. Keyword index. 
Java Proqr~mminq: From the Beqinninq. By K. N. King. W. W. Norton, New York. (2000). 788 pages. $52.50. 
Contents: 
Preface. 1. Getting started. 2. Writing Java programs. 3. Classes and objects. 4. Basic control structures. 5. Ar- 
rays. 6. Graphics. 7. Class variables and methods. 8. More control structures. 9. Primitive types. 10. Writing 
classes. 11. Subclasses. 12. The abstract window toolkit. 13. Data structures. 14. Files. Appendix A. Set- 
ting up Java. Appendix B. Java language summary. Appendix C. Java API summary. Appendix D. Applets. 
Appendix E. The jpb  package. Bibliography. Index. 
Desiqninq and Proqramminq CICS Applications. By John Horswill and Members of the CICS Development. Team 
at IBM Hurstey. O'Reilly, Sebastapol, CA. (2000). 398 pages. $44.95 (CD-ROM included). 
Contents: 
Preface. I. Introduction to CICS. 1. Introduction. 2. Designing business applications. 3. Introducing the sample 
application. II. The COBOL business logic component. 4. Designing the business logic. 5. Programming the 
COBOL business logic. III. The CICS Java component. 6. Designing the CICS Java component. 7. Programming 
the CICS Java component. IV. The web component. 8. Designing the web component. 9. Programming the web 
component. V. The 3270 interface. 10. Designing the presentation logic. 11. Programming the 3270 presentation 
logic component. 12. Designing the Visual Basic component. VI. The Visual Basic component. 13. Programming 
the Visual Basic program. VII. CICS and MQSeries. 14. Designing an application to use the MQSeries-CICS 
bridge. 15. Programming the MQSeries-CICS bridge. VIII. Debugging. 16. Debugging in CICS. IX. Appendices. 
A. Configuring your CICS for OS/390 environment. B. List of CD-ROM files. Glossary. Suggestions for further 
reading. Index. 
Visual Basic Shell Proqramminq. By J. P. Hamilton. O'Reilly, Sebastapol, CA. (2000). 373 pages. $29.95. 
Contents: 
Preface. I. Introduction to the shell and the basics of COM. 1. Introduction. 2. COM basics. 3. Shell extensions. 
II. Shell extensions. 4. Context menu handlers. 5. Icon handlers. 6. Property sheet handlers. 7. Drop handlers. 
8. Data handlers. 9. Copy hook handlers. 10. InfoTip handler. III, Namespace xtensions. 11. Namespace xten- 
sions. IV. Browser extensions. 12. Browser extensions. 13. Band objects. 14. Docking windows. V. Appendixes. 
A. VBShell library listing. B. Pointers. Index. 
Computer-Aided Reasoninq: ACL2 Case Studies. Edited by Matt Kaufmann, Panagiotis Manolios and J Strother 
Moore. Kluwer Academic, Boston. (2000). 337 pages. $140.00, NLG 355.00, GBP 98.00. 
Contents: 
Preface. 1. Introduction. I. Preliminaries. 2. Overview. 3. Summaries of the case studies. 4. ACL2 essentials. 
II. Case studies. 5. An exercise in graph theory (J Strother Moore). 6. Modular proof: The flmdmental theorem 
of calculus (Matt Kaufmann). 7. Mu-calculus model-checking (Panagiotis Manolios). 8. High-speed, analyzable 
simulators (David Greve, Matthew Wilding and David Hardin). 9. Verification of a simple pipelined machine 
model (Jun Sawada). 10. The DE language (Warren A. Hunt, Jr.). 11. Using macros to mimic VHDL (Dominique 
Borrione, Philippe Georgelin and Vanderlei Rodrigues). 12. Symbolic trajectory evaluation (Damir A. Jamsek). 
