Abstract. The Hardy space on the unit ball in C n provides examples of a quasi-free, finite rank Hilbert module which contains a pure submodule isometrically isomorphic to the module itself. For n = 1 the submodule has finite codimension. In this note we show that this phenomenon can only occur for modules over domains in C and for finitely-connected domains only for Hardy-like spaces, the bundle shifts. Moreover, we show for essentially reductive modules that even when the codimension is infinite, the module is subnormal and again, on nice domains such as the unit ball, must be Hardy-like.
Introduction
One approach to multivariate operator theory is via the study of a Hilbert space which are modules over some natural algebra. Examples of such an algebra are A(Ω), which can be defined for any bounded domains Ω in C n as the completion, with respect to the supremum norm over Ω, of the functions holomorphic on a neighborhood of the closure of Ω. One way to obtain such Hilbert modules is as the closure of A(Ω) in One consequence of the celebrated theorem of Beurling [6] is that all non-zero submodules of H 2 (D), where D is the unit disk in C, are unitarily equivalent to H 2 (D).
For submodules of H 2 (D n ) over A(D n ), n > 1, some are unitarily equivalent to H 2 (D n ) and some are not. For the Hardy module H 2 (∂B n ) over the ball algebra A(B n ), for the unit ball B n in C n , the existence of inner functions on B n [2] established the existence of proper submodules of H 2 (∂B n ) that are unitarily equivalent to H 2 (B n ). For the Bergman modules over the polydisk or the ball, one can show (cf. [7, 24, 25] ) that no proper submodule is unitarily equivalent to the Bergman module itself.
In this note we consider the question of which Hilbert modules have proper submodules unitarily equivalent to the original. If U is an isometric module map on the Hilbert module M, then UM is a submodule of M unitarily equivalent to M. Conversely, all such unitarily equivalent submodules have such a representation. Now U is unitary iff UM = M. If U is a nonconstant unitary module map on M, although its existence yields some implications about the nature of M, this is not the phenomenon we examine in this note. Here, we consider the case in which
for reasons which are apparent, we will call a pure unitarily equivalent submodule. We are concerned with the question of when such submodules exist. More precisely, what
can one say about the algebra or the module in such a case. We prove three sets of results with some corollaries.
First, we show if dim M ⊖ UM < ∞, then n = 1. Moreover, for a finite rank k, quasi-free Hilbert module M over A(D), the existence of a pure unitarily equivalent submodule of finite codimension implies that M is unitarily equivalent to H 2 E (D) with dim E = k. If Ω is finitely connected with nice boundary, then the same result holds with bundle shifts (cf. [1] ) replacing the Hardy space. Second, we show that an essentially reductive, quasi-free Hilbert module M over A(Ω) for which there exists a pure unitarily equivalent submodule must be subnormal and for Ω = B n , is unitarily equivalent to H 2 E (B n ) with dim E < ∞. All of the results lend support to the conjecture that isometrically isomorphic submodules of finite codimension for which the original module is essentially reductive can occur only forŠilov modules [15] . Finally, for a class of measures µ on the closure of Ω, we show that two submodules of L 2 a (µ) are isometrically isomorphic iff they are equal generalizing results of Richter [25] , Putinar [24] , and Guo-Hu-Xu [21] .
An ancillary goal of this note is the development of techniques for the study of multivariate operator theory and we draw on methods from algebra and operator theory.
All the Hilbert spaces in this note are separable and are over the complex field C.
For a Hilbert space H, we denote the Banach space of all bounded linear operators by
L(H).
We begin by recalling the definition of quasi-free Hilbert module over A(Ω) which was introduced in ( [13] , [12] ) and is related to earlier ideas of Curto-Salinas [9] . The Hilbert space M is said to be a contractive Hilbert module over A(Ω) if M is a unital module over A(Ω) with module map A(Ω) × M → M such that
A Hilbert space R is said to be a quasi-free Hilbert module of rank m over A(Ω), 1 ≤ m ≤ ∞, if it is obtained as the completion of the algebraic tensor product A(Ω)⊗ℓ 2 m relative to an inner product such that:
m is bounded for z z z in Ω and locally uniformly bounded on Ω; One can show that ω ω ω → R/I ω ω ω · R can be made into a rank m Hermitian holomorphic vector bundle over Ω if R is semi-Fredholm at ω ω ω in Ω, dim R/I ω ω ω · R is constant m and R is quasi-free, 1 ≤ m < ∞. Actually, all we need here is that the bundle obtained is real-analytic which is established in ( [9] , Theorem 2.2). Proof. First, recall that the projection-valued function P ω ω ω is real-analytic (cf. [9] ), where P ω ω ω is the projection onto the closed submodule I ω ω ω · R of R.
and thus f is in
Iω ω ω ·R forω ω ω = ω ω ω. Thus (I −Pω ω ω )f = 0 for ω ω ω =ω ω ω which implies since I −P ω ω ω is real-analytic that (I − P ω ω ω )f = 0 or f is in I ω ω ω · R also. However,
Iω ω ω · R = (0) which completes the proof.
Note the above proof does not require that C[z z z] is dense in A(Ω).
Finite Codimension Case
Many of the questions concerning pure unitarily equivalent submodules can be reduced to questions about Toeplitz operators as follows.
We begin with a well-known lemma.
Proof. Observe that the set {e
E (T) and for each e −iN t f in that dense set, we have
where ǫ > 0 is the lower bound for T ϕ .
Let us now consider how Toeplitz operators (cf. [17] ) enter the picture. Let M be a
Hilbert module over A(Ω) with U an isometric module map which satisfies We summarize this construction as follows: Proposition 1. Let M be a Hilbert module over A(Ω) for which there exists an isometric module map U satisfying
If we are to reach conclusions about Ω, then we must find a closer connection between the Hilbert module R and Ω. One possibility is to assume something about the Hilbert-
, [16] , [18] ). Recall that h ω ω ω 0 R is a polynomial in one variable for which h
·R for all k ≥ N R for some positive integer N R . Here we are assuming that R is semi-Fredholm at ω ω ω 0 .
Consider rank k quasi-free Hilbert modules R and R over A(Ω) with 1 ≤ k < ∞.
Following Lemma 1 of [12] , construct the rank k quasi-free Hilbert module ∆, which is the graph of a closed densely defined module map from R to R obtained as the closure of the set {ϕf i ⊕ ϕg i : ϕ ∈ A(Ω)}, where {f i } and {g i } are generators for R and R, respectively. Then the module map X : ∆ → R defined by f i ⊕ g i → f i is bounded, one-to-one and has dense range.
If we consider the adjoint X * : R → ∆, then for fixed ω ω ω 0 in Ω, X
Since the rank of ∆ is also k, this map is an isomorphism. Let {γ i (ω ω ω)} be anti-holomorphic functions from a neighborhood Ω 0 of ω ω ω 0 to R such that {γ i (ω ω ω)} spans
using the same argument as in Section 4 in [9] and Section 4 in [14] . Similarly, since
for all ω ω ω in Ω. Interchanging the roles of R and R we have established the following result.
Lemma 3. If R and R are semi-Fredholm, having the same finite rank, quasi-free
In particular, one can calculate the Hilbert-Samuel polynomial by considering only the Bergman module over A(Ω) since h
To accomplish that we can reduce to the case of a ball as follows.
Let Ω be a bounded domain in C n and B ε (ω ω ω 0 ) be a ball with radius ε centered at ω ω ω 0 , whose closure is contained in Ω. An easy argument shows that the map X :
is bounded (actually compact), one-to-one and has dense range. Moreover, one can repeat the above argument for ω ω ω
. The proof is completed by considering the Hilbert-Samuel polynomials at ω ω ω 0 of the Bergman module for the ball B ε (ω ω ω 0 ) for some ε > 0 which is centered at ω ω ω 0 . This calculation reduces to that of the module
and we obtain:
If R is a quasi-free Hilbert module over A(Ω) for Ω ⊂ C n which is semi-Fredholm for ω ω ω in a neighborhood of ω ω ω 0 in Ω with constant codimension, then h ω 0 R has degree n.
On the other hand, if there exists a pure isometrically isomorphic submodule of finite codimension, the Hilbert-Samuel polynomial is linear. M has degree at most one.
Proof. As before, the existence of N in M yields a module isomorphism of M with and hence is a finite Blaschke product. Using Cramer's Rule one can show that
[22], Theorem 11) which implies that
Continuing, we have
Therefore, we have
Proceeding by induction, we obtain for each positive integer k that
If D is the dimension of H 2 /(det Θ)H 2 , then we have
Hence, the degree of h ω ω ω 0 M is at most one.
Observe that M is not required to be quasi-free in this proposition. This proof extends one given by Fang in ( [20] , Proposition 29). In particular, he shows that a necessary condition that one can represent a commuting n-tuple of isometries using inner functions on H 2 E (D), with dim E < ∞, is that the Hilbert-Samuel polynomial for the corresponding Hilbert module over C[z z z] is linear. One might predict a generalization of this result to show that the analogous criteria holds for inner functions in
dim E < ∞, with the degree of the corresponding Hilbert-Samuel polynomial being less than or equal to k. However, there is a gap in using the preceding argument since the Beurling-Lax-Halmos Theorem is false for
We combine Proposition 2 and 3 to obtain our first main result. 
where σ(ϕ(e it )) denotes the spectrum of the matrix ϕ(e it ).
Then either σ(ϕ(e it )) ⊂ T a.e or there exists a w 0 in D such that m(E w 0 k ) > 0 for all k ∈ N. In the latter case, we can find a sequence of functions
Thus we obtain that
for all k in N, which contradicts the fact that L ϕ − w 0 I is bounded below. Hence, σ(ϕ(e it )) ⊂ T, a.e. and hence ϕ(e it ) is unitary a.e. Therefore, T ϕ is a pure isometry and the Hilbert module
If one attempts to extend the above proof to the case in which dim M/UM is infinite, one must confront the fact that there exist non-unitary contraction operators with spectrum containe in ∂D. However, it seems possible that the result is still valid in this case.
This result can't be extended to the case in which U is not pure. For example, for
, one could take U = M z ⊕ I. The above proof can be extended to the case of a finitely-connected domain Ω with a nice boundary, that is, Ω for which ∂Ω is the finite union of simple closed curves.
First, we must recall the notion of the bundle shift H Proof. If we proceed as in the proof of the previous theorem, then the operators ϕ(e it ) on E for e it in ∂Ω have clos Ω as a spectral set and the analogous argument shows that the eigenvalues of ϕ(e it ) lie in ∂Ω. As a consequence ϕ(e it ) is normal. Hence multiplication L ϕ by ϕ on L 2 E (∂Ω) yields a normal operator with spectrum contained in ∂Ω. Therefore, M z on the module M determined by T ϕ on H 2 E is a subnormal operator with its normal spectrum contained in ∂Ω. Hence, it is unitarily equivalent to a bundle shift ([1], Theorem 11) . The fact that the multiplicity of the unitary representation is finite follows from the fact that M has finite rank and hence so does the normal extension of M.
If H 2 α (Ω) is the module determined by a bundle shift and ω 0 is a point in Ω, then the submodule of H 2 α (Ω) consisting of sections which vanish at ω 0 is also a bundle shift. However, it need not be isometrically isomorphic to H 2 α (Ω). But, the point ω 0 can always be chosen so that it is. Thus the hypotheses of the theorem can be satisfied.
As was pointed out in the introduction, the Hardy spaces on finitely-connected domains are examples ofŠilov modules. Recall that aŠilov module over a function algebra A is a subnormal module for which the corresponding reductive or normal module containing it is actually over C(∂A), where ∂A denotes theŠilov boundary of A. It seems an interesting question as to whether these are the only finite rank, quasi-free Hilbert module containing a pure isometrically isomorphic submodule of finite codimension.
Essentially Reductive Case
Now let us consider what we can say when the submodule UR has infinite codimension in R. Let Ω be a domain in C n and R be a quasi-free Hilbert module over A(Ω). Then the Hilbert space tensor product R ⊗ H 2 (D) is a quasi-free Hilbert module over A(Ω × D) which clearly contains the pure isometrically isomorphic submodule
. Hence, we can say little without some additional hypothesis for Ω or R or both. One possibility would be to assume that Ω has no corners or is not a product.
We will not pursue that direction here. Rather we make the additional assumption that R is essentially reductive. (It is an extremely interesting question as to whether essential reductivity is related to a lack of corners or not being a product.) The first result we obtain, seems at first, to be a little remarkable.
Recall that a Hilbert module M is said to be essentially reductive [15] if the operators
Theorem 4. Let R be an essentially reductive Hilbert module over A(Ω) and U be an isometric module map U on R such that
is, there exists a reductive Hilbert module N over A(Ω) with R as a submodule.
Proof. As before, there exists an isometric isomorphism Ψ from R onto H 
and let N be a positive integer. We observe that
Using ( * ) and ( * * ) we obtain
, T ϕ j ] is compact and the sequence {e iN t f } converges weakly to 0, we have
Finally, the set of vectors
, L ϕ j ] = 0 which completes the proof.
The following result is complementary to Theorem 2.
Theorem 5. Let M be an essentially reductive, finite rank, quasi-free Hilbert module over A(D). Let U be a module isometry such that ∩
for some Hilbert space F with dimF = rank of M.
Proof. As before there is an isometrical isomorphism, Ψ :
Proposition 3, ϕ(e it ) is normal for e it in T a.e. Further, since M z is essentially normal and M z − ω is Fredholm for ω in D, it follows that M z is an essential unitary. Finally, this implies T * ϕ T ϕ − I = T ϕ * ϕ−I is compact and hence ϕ * (e it )ϕ(e it ) = I a.e. or ϕ is an inner function which completes the proof.
The only place in this proof in which the hypothesis that M is finite rank is needed is to conclude that M z − ω is Fredholm for ω in D. Thus it seems possible that the result would be true without that assumption.
If we consider the same question for B n instead of D, the result we obtain is that the Hilbert module is defined by a row isometry, which, of course, is not unique. In particular, one possibility is H 2 E (B n ) but there are many others. For example, take L 2 a (µ) for any measure µ on ∂B n for which L 2 a (µ) = L 2 (µ).
We give an application of these ideas for the n-shift space H 2 n on the ball B n . In ( [21] , see that the cyclic submodules generated by z and z 2 , respectively, are isometrically isomorphic but distinct. A quick examination suggests the problem is that µ assigns positive measure to the intersection of a zero variety and D. It turns out that if we exclude that possibility and L 2 (ν) is not aŠilov module, then distinct submodules can't be isometrically isomorphic. The proof takes several steps.
Lemma 4. Let ν be a probability measure on clos Ω and f and g vectors in L we have |h(ω ω ω)| ≡ 1 on Ω\X. (Here we are using the fact that Ω\X is connected.) Thus there is a constant e iθ such that f = e iθ g on Ω.
Since this holds for every f in M 1 , by considering f 1 , f 2 and f 1 + f 2 , we see that V f = e iθ f for all f in M 1 and hence M 1 = M 2 .
This result contains the results of Richter [25] , Putinar [24] , and Guo-Hu-Xu [21] mentioned earlier since area measure on D or volume measure on Ω satisfies the hypotheses of the theorem. However, so do the measures for the weighted Bergman spaces on D or weighted volume measure on any domain Ω. If R is a subnormal Hilbert module over A(Ω) of finite multiplicity greater than one, then the conclusion of the previous results doesn't follow. One possible substitute result would be the existence of a unitary module map on the normal module which extends it which takes one module to the other. That is not quite right but perhaps something like that is. We leave the formulation of such a result as an open problem.
