Abstract. REGINN is an algorithm of inexact Newton type for the regularization of nonlinear illposed problems Inverse Problems 15 (1999), pp. 309-327]. In the present article convergence is shown under weak smoothness assumptions (source conditions). Moreover, convergence rates are established. Some computational illustrations support the theoretical results.
1. Introduction. In 15] we proposed and analyzed an iteration of inexact Newton type (called REGINN) denotes the domain of de nition of F and y is a perturbation of the exact but unknown data y = F(x y ) satisfying ky ? y k Y : (1. 2) The non-negative noise level is assumed to be known.
We have been able to verify (under reasonable assumptions) that REGINN (1.5)
y Fachbereich Mathematik, Geb. 38, Universit at des Saarlandes, 66041 Saarbr ucken, Germany, email: andreas@num.uni-sb.de This paper is structured as follows. In the next section we formulate REGINN and recall those of its properties from 15] which we will need. In Section 3 we show that REGINN is well de ned under (1.4) and terminates with an approximation to x y .
Then the regularization property (1.5) will be veri ed (Section 4). Finally, we present numerical experiments for a parameter identi cation model problem. Here we observe an intrinsic di erence between the in nite dimensional problem and its discretization.
2. Formulation of REGINN and known results. Basically, REGINN is a Newton iteration applied to (1.1). The current approximation x n to x y is updated by adding a correction step s n : x n+1 = x n + s n . In the ideal case we would add the exact Newton step s e n = x y ? x n which solves F 0 (x n ) s e n = y ? F(x n ) ? E(x y ; x n ) =: b n (2 We restrict ourselves to linear regularization schemes fg r g r2IN 0 , g 0 := 0, satisfying the assumptions (2.4) below with p r (t) := 1 ? t g r (t). There exist positive constants C g , C p , and such that 1. The choice g r (t) = 1=(t + 1=r) leads to the Tikhonov-Phillips regularization where g r (A n A n ) = (A n A n + r ?1 I) ?1 and C g = C p = = 1. Here, 2. The truncated singular value decomposition is characterized by g r (t) = 1=t, for t 1=r and g r (t) = 0, otherwise. Hence, C g = C p = = 1. 3. If g r (t) = P r?1 j=0 (1 ? t) j and kA n k 1 then we have the Landweber regularization which is an iterative regularization technique where C g = = 1 and C p = exp(?1). 4. Other iterative regularization schemes are given by the -methods ( > 0) due to Brakhage 2] , see also Hanke 7] . For scaled A n , that is, kA n k 1, the function g r has the representation g r (t) = with an initial guess x 0 2 D(F).
In each iteration step we determine i n such that the relative (linear) residual is smaller than a given tolerance n 2 ]0; 1]: kA n s n;in ? b " n k Y < n kb " n k Y kA n s n;r ? b " n k Y ; r = 1; : : : ; i n ? 1:
The iteration (2.5) will be stopped by a discrepancy principle. We choose an R > 0 and accept that iterate x N as an approximation to x y that ful lls Mainly we are interested in using iterative regularizations in the repeat-loop of REGINN. Therefore we assume that F 0 is scaled such that kF 0 (v)k 1 for all v 2 D(F):
In our analysis of REGINN we will heavily rely on the local property (2.9) for the nonlinear function F. Let For notational convenience we introduce the ratio
Under the hypotheses of Lemma 2.2, i k , see (2.6), is well de ned and k > 1. In the sequel we will bound i k .
For i k 2 we have
where s e k = x y ? x k and A k = F 0 (x k ), see 15, Section 4].
To bound the right hand side of (3.2) we will make frequent use of the interpolation
for 0 < r q; (3.3) see, e.g., 5, 14] . By jTj we will denote (T T) 1=2 .
Since s e k = s e 0 ?
P k?1 j=0 s j;i j we obtain
Assuming the source condition (1.4) there is a w 2 X such that s e 0 = x y ? x 0 = jAj w (3.5) where A = F 0 (x y ). For the following chain of inequalities we use (3.5), (2.9), (3.3), (2.4), and the abbreviation Q k := Q(x y ; x k ):
where e C Q is an upper bound of Q: kQ(v; z)k e C Q for all v; z 2 B (x y ).
where we used (3.3) and (2.4) again. Next we estimate kv k k Y . In the rst step we use (3.3), then (2.9) and (2.4): We are now in a position to bound i k . for k = 0; : : : ; n.
Proof. First, we consider the case i k 2. From (3.2) and (3.8) we obtain (i k ? 1) (1+ )=2 C W W(k)=( k ? 1)="(x k ; ). Since i k 2 (i k ? 1) the inequality (3.10) is established.
In the case of i k = 1 the trivial estimate k "(x k ; ) = k kb " k k Y kb " k k Y kA k s e k k Y + "(x k ; ) together with (2.8) and similar arguments as above readily imply (3.10).
It remains to verify (3.11) . By (3.10), (3.1), and (2.12) we have that, for 0 j n,
In view of (3.9) the latter estimate gives
for k = 0; : : : ; n, which, in turn, implies (3.11) by an inductive argument.
Under reasonable technical assumptions all Newton iterates stay in B (x y ) and REGINN terminates with an approximation x N( ) to x y . Here, btc 2 Z Z for t 2 l R denotes the greatest integer: btc t < btc + 1.
Proof. We will prove which implies (3.14) inductively.
If d n R the iteration will be stopped by (2.7) with N( ) = n. Otherwise, d n > R and we show that the interval determining n is not empty. The bound on ! implies that the denominator of the lower bound of R is positive. The lower bound on R guarantees that (! + (1 + !) =d n ) < (! + (1 + !)=R) < ? (1 + ) !.
According to Lemma 2.2, i n and thus the Newton step s n;in are well de ned. We supply a norm estimate of s n;in = g in (A n A n ) A n b " n . The left and middle relations in (2.4) as well as standard arguments, see, e.g., 5, 14] , lead to the norm bound kg in (A n A n ) A n k p 2 C g i =2 n . Thus, by (3.10) and (3.11),
The lower bound on the k 's yields k > 1, k = 0; : : : ; n, cf. (3.1), that is, n . Moreover, d n ="(x n ; ) 1=( !). Taking (3.14) into account we obtain ks n;in k X C S kwk 1=(1+ ) Our next result shows that the reduction rate d k+1 =d k for the nonlinear residuals approximates the tolerance k as the iteration progresses. Proof. In view of (3.15) it su ces to verify that d k+1 =d k k + C D k=(1+ ) .
The estimate d k+1 < (C Q ks k;i k k X + k ) d k was shown in the proof of Corollary 4.7
in 15]. Now, the assertion follows from (3.16).
4. Convergence analysis. In this section we will verify the regularization property of algorithm REGINN, that is, the convergence of x N( ) to x y under the hypotheses We are now well prepared for our convergence result. For the last inequality we used (3.11) with k = n = N( ) and N( ) . Since N( ) log (R =d 0 ) + 1, see (3.13), we obtain that N( ) log (R =d 0 ) = (R =d 0 ) log .
Further, log = ? log 1= which veri es (4.5). Finally, 1 < 1= , see (3.12) , is equivalent to 0 log 1= < .
In the noise free situation under the assumptions of Theorem 3.2 the Newton sequence fx k g k2IN 0 is well de ned and in nite. The convergence result (4.6) follows immediately from (4.4) and (3.14).
Computational illustrations. Some numerical experiments shall illustrate
the mode of action of REGINN. We will realize an essential di erence between the in nite dimensional setting and the nite dimensional computations.
We like to reconstruct c in the 2D-elliptic problem For our computations we discretize (5.1) by nite di erences w.r.t. the grid points (x i ; y j ) = (ih; jh) 2 , 0 i; j n + 1, where n 2 IN and h = 1=(n + 1) is the discretization step size. A lexicographical ordering of the grid points yields the n 2 n 2 -linear system ? A + diag(c) u = f where A approximates ? and diag(c) = diag(c 1 ; : : : ; c n 2 ) is the diagonal matrix with entries c`( i;j) = c(x i ; y j ). By`: f1; : : : ; ng 2 ! f1; : : : ; n 2 g we denote the lexicographical ordering. The details of nite di erences can be found, e.g., in Hackbusch 6] .
In the discrete situation we wish to recover c from u. The 
