We present a model to determine the perceptually significant elements in animated 3D scenes using a motion-saliency method. Our model clusters vertices with similar motion-related behaviors. To find these similarities, for each frame of an animated mesh sequence, vertices' motion properties are analyzed and clustered using a Gestalt approach. Each cluster is analyzed as a single unit and representative vertices of each cluster are used to extract the motion-saliency values of each group. We evaluate our method by performing an eye-tracker-based user study in which we analyze observers' reactions to vertices with high and low saliencies. The experiment results verify that our proposed model correctly detects the regions of interest in each frame of an animated mesh.
Introduction
The human visual system (HVS) frequently shifts focal attention to the subsets of a scene, that is, to salient feature points. The visual acuity and the details transferred from the real world to the HVS change with these shifts. Fixation movements are the most important movements of the eye; the fixation mechanism allows us to direct the eyes towards objects of interest. While this process is automatically employed by the HVS, saliency detection mechanisms are not yet fully understood. For 3D graphics, automatic detection of salient features may provide significant advances in various problems, including selective rendering, view-point selection, retargeting, symmetry detection, segmentation, and 3D model compression.
Many view-independent saliency detection models have been proposed for 3D scenes in the graphics literature. In these methods, geometric features such as mean curvature differences at different scales and average variations between two polygons are considered, but temporal variations of the geometry are not well integrated. Regarding this drawback, we use HVS mechanisms supported by motion-related psychophysical experiments to develop a metric calculating the saliency of 3D objects based on their motion. Current research shows that while motion by itself does not attract attention, its attributes, such as initiation, may make it more salient. This paper presents a saliency model based on the effect of motion states on the attractiveness level of a visual stimulus.
The main contribution of this paper is a new approach to determine perceptually significant elements in animated 3D scenes using a motion-saliency model. Our proposed approach is based on clustering vertices with similar behaviors. To cluster vertices in each frame of a deforming mesh sequence are analyzed according to their motion properties. Vertices with similar motion behaviors are perceptually grouped with a Gestalt approach, thus each cluster is analyzed as a single unit. Representative vertices for each cluster are therefore used to extract the motion-saliency values of their clusters. To evaluate our model, we performed a user study to analyze observers' reactions to objects with high and low saliency values. The results of the experiment verify that the proposed metric correctly identifies the mesh regions with high motion saliency.
The paper is organized as follows: In Section 2, we present a review of previous studies in computer graphics utilizing the motion perception principles and the psychological principles that inform our method. Section 3 presents our 3D cluster-based motion-saliency estimation method. Section 4 presents the user study and its results. Section 5 presents a discussion and Section 6 concludes.
Related work

Concepts in visual attention and saliency
The visual attention mechanism can be divided into two components: bottom-up and top-down attention.
Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/cag Bottom-up attention: The bottom-up component of visual attention is driven merely by the properties of the visual scene, regardless of the viewer's intention. Viewer-independent factors (irrespective of personal tasks, experiences, etc.) direct the visual attention and are part of the bottom-up component.
Saliency, a bottom-up property, is mainly related to the differences of an object's various visual properties and its surroundings. The neurons employed in the visual system respond to image differences between a small central region and a larger surrounding region [1] , in a process called the center-surround mechanism. Through this mechanism, the differences between a property and its surroundings stimulate the visual system. If an object is notably different from its surroundings, it becomes salient. This difference can be in terms of one or more properties of the object, such as hue, luminance, orientation or motion. A highly salient object pops out from the image and immediately attracts attention. This process is unconscious and operates faster than top-down, or task-oriented attention. The speed of bottomup attention is usually between 25 to 50 ms per item, while taskoriented top-down attention takes more than 200 ms [1] .
Top-down attention: What are we looking for greatly affects our visual perception. When we look for a specific type of object or for a specific property we may perceive many details that we may not perceive in a casual glance. On the other hand, biasing perception towards a specific target can make other objects less perceivable [2] .
After objects have been selected from the scene in a bottom-up fashion, goal-oriented top-down attention determines what is perceived. This phase of attention includes constraining the recognized scene based on scene understanding and object recognition [1] . When a scene is constrained by the visual system, the region that gets the most attention is promoted, which is known as the winner-take-all principle [1] .
With a search task to browse a scene, the HVS is optimally tuned according to the search goal, such that the features of the target become easily recognizable [3] . Interestingly, our visual system is not adjusted to the exact features of a search target, but adjusted to differentiate these features in the optimal way. For example, if our goal is to find a slightly right slanting object among objects oriented in an upwards direction, our sensitivity is tuned to that exaggerated feature in the target object to simplify differentiation. Similarly, when our attention is tuned to a search goal, we may not notice objects unrelated to our task even if they are easily visible; this phenomenon is called inattentional blindness [4] .
Inhibition of return: Another principle of visual attention is called inhibition of return, first described in 1984 by Posner and Cohen [5] , and which allows our visual system to perceive an entire scene rather than focusing only on the visually most attractive region. According to this principle, when a region is attended to once, our perception of that region is inhibited after the first 0.3 s and object recognition in that location decreases over approximately 0.9 s. As a result, our attention moves to a new region, enabling a search of different and novel regions on the visual periphery.
Motion perception: A difference of position in our visual field results in a sense of motion; this process requires a temporal analysis of the contents in our visual field. When two different images fall into our retina sequentially, our visual system must identify whether those images represent the same object in different positions or whether they are different objects. If the HVS determines that it is the former case, it has established that the object is moving. The HVS can easily perceive objects as smoothly moving, but the mechanism that detects motion is not that simple. Working out spatial relations is easier than solving temporal relations [6] .
A proposed model to explain motion detection in the HVS is Reichardt's motion detector [7] . This device is based on small units responsible for detecting motions in specified directions. These units compare two retinal image points, and if the same signal appears in these two points with a small delay, the units detect motion in their specific direction [6] . Along with color, depth, and illumination, center-surround organization is also applied to motion processing in the HVS. The neurons processing motion have a double-opponent organization for direction selectivity [8] , meaning that motion-detecting modules can inhibit their surroundings; motion must be differentiable compared to its surroundings to be detected.
In the spatial domain, the HVS tends to group stimuli by considering their similarities and proximity as introduced in the Gestalt principles. It is shown that the HVS also searches for similarities in the temporal domain and can group stimuli by considering their parallel motions [9] . According to this process, a group of moving dots with the same direction and speed could be perceived as a moving surface.
Visual motion may be referred to as salient because it has temporal frequency. On the other hand, recent studies in cognitive science and neuroscience have shown that motion by itself does not attract attention. However, phases of motion (e.g., motion onset, motion offset, continuous motion) have different degrees of influence on attention. Hence, each phase of motion should be analyzed independently. Abrams and Christ [10] experimented with different states of motion to observe the most salient one. They indicated that the onset of motion captures attention significantly compared to other states. Immediately after motion onset, the response to stimulus slows from the effect of the inhibition of return, and the attentional sensitivity to that stimulus is lost. Singletons, having a different motion than others within stimuli, capture attention in a bottom-up, stimulus-driven way. If there is a search target, only feature singletons attract attention. However, abrupt visual onsets capture attention even if they are not a target [11] . Hillstrom and Yantis [12] also showed that the appearance of new objects captures attention significantly compared to other motion cues and that motion offset and continuous motion do not capture the same level of attention.
Computational models of visual attention and saliency
Itti et al. [13, 1] describe one of the earliest methods to compute the saliency of 2D images. To calculate the saliency of a region, they compute the Gaussian-weighted means of intensity, orientation, and color opponency properties in narrow and wide scales; the differences between these scales provide information on how a region is compared to its surroundings.
Lee et al. [14] introduced the concept of mesh saliency in 3D graphical models. In their work, the saliencies of mesh vertices are computed based on the mesh geometry. Their proposed mesh saliency metric is based on the center-surround operator on Gaussian-weighted mean curvatures. They use the computed saliency values to drive the simplification of 3D meshes, implementing Garland and Heckbert's Qslim method [15] for simplifying objects based on quadric error metrics.
The mesh saliency metric was improved by Liu et al. [16] , who discuss two main disadvantages of Lee et al.'s work [14] . One disadvantage is that the Gaussian-weighted difference of fine and coarse scales can result in the same saliency values for two opposite and symmetric vertices because of the absolute difference in the equation. The other one is that combining saliency maps at different scales makes it difficult to control the number of critical points. Therefore, instead of the Gaussian filter, Liu et al. use a bilateral filter and define the saliency of a vertex as the Gaussian-weighted average of the scalar function difference between the neighboring vertices and the vertex itself. Kim et al. [17] presented a user study that compares the performance of the previous mesh saliency methods by considering fixation locations for 3D rendered images and proposed a normalized saliency measure.
Leifman et al. [18] proposed a saliency-based viewpoint selection method that accounts for the distance to the foci of attention. Another saliency metric and measure for the degree of visibility is proposed by Feixas et al. [19] , who use the Jensen-Shannon (JS) divergence of probability distributions by evaluating the average variation of JS divergence between two polygons, yielding similar results to Lee et al. [14] . A saliency map for selective rendering that uses colors, intensity, motion, depth, edges, and habituation (which refers to saliency reduction over time as the object stays on the screen) is developed using Graphics Processing Unit (GPU) [20] . That saliency map is based on the model suggested by Itti and Koch [21] . Recently, Chen et al. [22] investigated Schelling points on 3D surfaces, which were obtained from viewers as salient features and used for predicting other shapes by analyzing the prior user data.
Overview
Saliency calculations for 3D mesh models are generally performed for each vertex of a model [14, 23] , which can be quite expensive because models generally have a large number of vertices. Furthermore, when we look at a 3D mesh, we do not recognize each vertex as a separate part of an object; we rather group similar vertices perceptually and regard each group as a single unit, which enables a common analysis of vertices that move together.
Our proposed approach is based on clustering vertices that exhibit similar behaviors. Fig. 1 illustrates an overview of the proposed method. Each frame of a vertex-animated mesh sequence is analyzed to cluster the vertices according to their motion properties. Because vertices with similar motion behaviors are perceptually grouped with a Gestalt approach, each cluster is analyzed as a single unit after the clustering process. Thus, representative vertices for each cluster are used to extract the motion saliencies of their clusters. Since the number of items to be analyzed reduces significantly (from the total number of vertices to the number of clusters) via the clustering process, the saliency calculation can be performed in real time.
Motion saliency model
By considering the psychological literature given in Section 2, and through analyzing psychophysical experiments [24] , we describe a model to compare the attention values of objects in terms of motion. While we know that motion by itself does not attract attention, its attributes, such as initiation, may do so. The proposed model is based on the effect that motion states have on the attractiveness level of a visual stimulus.
First, we consider motion attributes to discriminate between different states of an object's motion. Six states (explained in Table 1 ) form the essence of a motion cycle (Fig. 2) .
In a 3D scene, the motion-saliency model calculates instant saliency values moment by moment. The motion state for each object is detected and the corresponding saliency values are calculated as time dependent variables, as shown in Table 2 . An initial saliency value is assigned to each motion state, considering the dominancy of the states among each other; these values decay over time. When a state change occurs, the attention to this region remains for approximately 0.3 s and disappears in 0.9 s, according to the inhibition-of-return mechanism, as explained in Section 2. Thus, when a state change is identified, its effect is calculated for the following frames according to the formulas in Table 2 . When a new state change occurs before the effect of the previous motion state vanishes, an object is affected by two motion states at the same time. In such cases, the maximum saliency value is selected as the final saliency value. Fig. 1 . Overview of the cluster-based saliency calculation. 
Individual attention values for changing motion states. (From [24] , ©2011 Springer, reprinted with permission. For each motion state an initial saliency value is assigned considering its dominancy among the others. The dominancy of states in terms of saliency is obtained from motion-related psychophysical experiments. k is determined as a motion-saliency unit, discretized for computer space. Refer to Arpa et al. [24] for more details.).
Motion-based clustering
In this clustering technique, our aim is to group vertices of similar motions into the same cluster. Thus, the generated clusters should contain vertices that have very close motions throughout the animation. Additionally, we need to form clusters in which all vertices are connected. For this purpose, we utilize the velocities of vertices and their connectivity information. The clustering procedure is summarized in Algorithm 1:
Since vertices in a group have similar velocities throughout the animation, we assume that vertices with high relative velocities to their neighbors reside in the boundaries between clusters. We call the difference between the velocity of a vertex v and the Gaussianweighted mean velocity in its surrounding region as the differential velocity of vertex v (denoted by dvðvÞ ! ), and calculate it as follows:
where velðvÞ ! is the velocity of v and Gðvel; s; vÞ ! is the Gaussianweighted mean velocity of the surround s of v. For s, we use 0.036 of the size of the mesh's bounding box as the radius of the surrounding region, similar to Lee et al. [14] . We calculate the differential velocity calculations on a vector basis instead of considering scalar values so that we can differentiate velocities in different directions. Fig. 3 illustrates differential velocities on a 3D model. As shown, differential velocities are higher (shown in yellow) in the boundary regions those separate the concrete regions, which move together.
Extracting boundary vertices: After calculating the differential velocities of vertices, we select vertices with higher differential velocities to be the boundary vertices. The set of boundary vertices (BV) is composed of the vertices having higher differential velocities than a threshold:
where V is the set of all vertices in the mesh and t bound is the lower threshold for the absolute differential velocities of boundary vertices. The vertices in BV will be used to form clusters; thus, having more boundaries results in more clusters. Selecting a high t bound value results in fewer boundary vertices and fewer clusters. Having fewer clusters is worse than having redundant clusters because the former results in incorrect saliency calculations; the latter is safe but results in computational overhead. Therefore, after experimenting with different threshold values, we selected a low value for t bound : 0.001 percent of the maximum absolute differential velocity among all vertices of the mesh. Furthermore, most animated meshes have a skeletal structure with rigid body parts (e.g., foot and head); while vertices belonging to a rigid part have almost identical motion properties and very low differential velocities, vertices connecting these rigid portions usually have much higher differential velocities, making boundary extraction much easier. For such meshes, selecting a different t bound makes little difference: t bound value of 0.01 and 0.0001 resulted in the same final clusterings for a hand model [25] . Forming temporal clusters: In each frame of the animation, boundary vertices are used to form clusters, and the generated clusters are merged with the clusters from the previous frame. In this way, clusters are accumulated throughout the animation and each motion in any frame forms a cluster in the final clustering. The pseudocode to form the clusters in a single frame is shown in Algorithm 2: Algorithm 2. Generating temporal clusters at each frame.
initialize NonClusteredVertices with all vertices except boundaries initialize currentCluster with 1 while NonClusteredVertices is not empty do initialize TraceList vertex v ¼first element in NonClusteredVertices assign v to currentCluster remove v from NonClusteredVertices add v to TraceList while TraceList is not Empty do for all neighbors n of v do if n is not boundary then assign n to currentCluster add n to TraceList remove n from NonClusteredVertices end if end for remove v from TraceList v¼ first element of TraceList end while increment currentCluster end while Fig. 4 presents samples of temporal clusters throughout an animation. As shown, the boundary vertices are not assigned to any cluster in this phase because they will be assigned to the closest clusters to them in the cluster refinement phase. Cluster refinement: After temporal clusters are set for all frames, the clusters are refined to form the final clustering. In this phase, each vertex is assigned to the cluster with the most similar motion behavior to that vertex throughout the animation. The distance of a vertex v to a cluster C is calculated by summing up the squared differences between the velocity of v and the mean velocity of vertices belonging to C in each frame. This distance calculation is performed as follows:
where F is the number of frames throughout the animation and velðv; f Þ ! is the velocity of vertex v in frame f. Algorithm 3 is performed to finalize the clustering process. Several clustering results are presented in Fig. 5 .
The HVS groups similar motion behaviors, and therefore, each part of an animated mesh with a different motion characteristic forms a perceptible unit. This requires having more clusters for a model with a larger number of distinguishable motion behaviors. As indicated in Fig. 5 , the number of clusters for the presented 3D models changes between 12 and 46. Our model generates more clusters for an animated mesh with a larger number of distinct motion properties, which is a desired outcome.
Saliency calculation for clusters
Identifying cluster heads. In this process, each cluster is handled as an object. For each cluster, we first select a representative vertex, called a cluster head. Then, the motions of the cluster heads are analyzed throughout the animation to calculate the saliency of their clusters.
All the vertices in a cluster have similar motion properties, which is the reason why they are in the same cluster; however, it is best to select a cluster head whose motion properties resemble the entire cluster as much as possible. Therefore, we select as the cluster head as the vertex with the smallest distance from the cluster centroid, according to the distances given in Eq (3). By cluster centroid, we mean an imaginary vertex having the average velocity of all vertices in a cluster in each frame of the animation. Such a selection strategy computationally minimizes the squared error between the cluster head and the overall group. Since the number of cluster heads is much less than the number of vertices, calculating saliency on them could be done in real time.
Calculating saliency: We use the motion-saliency model from [24] to assign a saliency value for each cluster, as described in Section 3.1. Once the motion state of a cluster is detected, its saliency value is calculated as a time-dependent variable. We define six motion states (see Table 2 ), each of which triggers a different perceptual response.
The motion state of a cluster head is extracted using its velocity relative to the whole object. Motion caused by the movement of the entire object should be avoided in saliency calculations for clusters; thus, we subtract the average velocity of all clusters from the velocities of the cluster heads to obtain their relative velocities, as follows:
where V is the set of all vertices and f is a frame of the animation sequence.
The relative velocities of the cluster heads and two threshold values, t onset and t change , are used to extract the motion states, calculated with the following conditions:
The HVS is not good at recognizing speed change [26] , which is why we use a different threshold for motion change in our algorithm. In general, we set t change as 2nt onset and t onset , as follows:
where 0.151 is the drift velocity of the eye, which can be traced like a static situation [27] , d user is the distance from the user (or the camera) to the model, and k wtoc is a constant to convert the result from world space to computer space. t onset is the approximated 3D velocity in model space, which corresponds to a retinal velocity of 0.151/s. Each state is related to a saliency value, which is identical to the corresponding value shown in Table 2 . Saliency values are assigned to vertices according to this table based on their motion states. Furthermore, according to our observations, a strong motion onset (starting with a higher velocity) attracts more attention, so we weight the saliencies according to the relative velocities of the cluster heads when a motion onset or motion change occurs. Eq. (6) shows this operation:
where rv max is the highest relative velocity at the moment and s base is the saliency value given to continuously moving vertices. After the saliency values for cluster heads have been calculated, they are spread to all vertices in their clusters. Fig. 6 shows the calculated saliencies for several 3D models. In our implementation, after the clustering phase (which could be done as a preprocess), the average saliency calculation time for a frame of the presented models was 0.81 ms on a 2.6 GHz Intel Core i7 processor. This corresponds to only 4.05% of the allocated time to render a frame of an animation, which runs at 50 frames per second, and enables calculating saliencies on the fly, without considerably decreasing the rendering performance.
For saliency calculations, we use velocities in 3D space instead of 2D velocities projected to the screen space because the HVS can extract absolute 3D velocity from 2D retinal images [6] . However, because the proposed saliency calculation method can work in real-time, the retinal velocities of the cluster heads could also be calculated and used for saliency calculations. This approach would not significantly affect the saliency calculation time because it only requires projecting a cluster's 3D velocity to the retinal image space by a simple matrix multiplication, which is already performed for each vertex of a model at each frame. Fig. 6 . Calculated saliencies for 3D models. Yellow regions show more salient parts of the models while blue depicts low saliency. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
Experiments
Experiment design
We performed an eye-tracker-based evaluation of our system. Ten graduate students with an average age of 24.6 with normal or corrected-to-normal vision participated in this study voluntarily. All subjects viewed stimuli shown on a 22 in LCD display from a distance of 70 cm and their gaze positions were recorded via an SMI RED eye tracker.
It is known that human attention is significantly affected by tasks and prior knowledge; Yarbus [2] clearly showed how human gaze is directed according to a task. We tried to avoid the task effect on gaze positions by telling the subjects to observe the scenes freely. Also well known is that the heads of natural objects attract significant attention, which is another important factor that could bias the results [28] . McDonnell et al. [29] showed that in a crowd model, head variety alone is sufficient to give the impression of agent variation. Thus, our user experiments did not include animated meshes with strong head features. Although one of the scenes (Fig. 7right) has a visible face, it covers a small area of the visual field and the presence of multiple objects decreases the dominant effect of the face on saliency distribution.
3D Meshes used
The stimuli used in the experiment were short videos of three animated 3D meshes (Fig. 7) obtained from the Utah 3D Animation Repository [25] : Hand, Toasters, and Fairy. The models have around 16 000, 11 000, and 170 000 triangular faces, respectively. More information can be found at http://www.sci.utah.edu/ $wald/animrep/.
Analysis method
To analyze the saliency values of gaze points we rendered the 3D meshes according to their values such that the brightest part is the most salient. In this way, we obtained 2D saliency images and measured the Kullback-Leibler (KL) divergence between the saliency values of human fixation points and the saliency values of 500 randomly selected fixation points.
Kullback-Leibler divergence is a non-symmetric indicator of how a probability distribution differs from another probability distribution and is widely used in image-based saliency analysis research [30] [31] [32] . In our case, calculated saliency values of human gaze points form the discrete distribution P h , and calculated saliency values of random points form the discrete distribution P r . A higher KL divergence of P h from P r points to a greater distinction from randomness and indicates a better saliency estimation. The KL divergence between P h and P r is calculated as follows:
Some of the stimuli we used in the experiment contain a plain background, which does not attract any attention. Having random fixations on the background could result in misleadingly high KL divergence values. So we omitted such points.
In our analysis, because of the high acuity around the gaze point and the inaccuracy of the eye tracker, we took into consideration approximately 1.51 of visual field around the designated fixation point, which is equivalent to blurring the saliency images, and makes the results closer to the random case.
Eye movements consist of two main categories of events, which occur sequentially. Fixations occur when observing a specific region in the visual field, and are for perceiving the visual information. The focus of attention then quickly switches to another point via a very rapid saccadic eye movement, which is then followed by another fixation. One can use either fixations or saccades in the analysis. We tried both for one of our stimuli and they gave similar results. We prefer using fixation points in our analysis, however, because fixations cover a longer period and provide more data to analyze.
Results
We compared the proposed method to three other studies: Lee et al. [14] , Bulbul et al. [23] , and Walther and Koch [33] . Lee et al.'s mesh saliency [14] approach is a curvature-based saliency estimation for static 3D meshes and Bulbul et al.'s method [23] additionally takes vertex motion properties into account in a centersurround fashion. Walther and Koch's [33] well-known saliency approach works on 2D images rather than 3D models. Fig. 8 shows the generated saliency maps and gaze points for a frame of shown animations. Since the 3D methods work directly on the models and do not assign any saliency value to the background (contrary to the 2D method), we omitted the backgrounds in our analysis for a fairer comparison. Fig. 9 shows the results of our user study. For all cases, our model well predicts salient regions and has a high KL divergence value. In one of the cases, the KL divergence of Bulbul et al.'s animated saliency model performs similar to our proposed model. Predictably, for the animated meshes used in the experiment, the saliency computation models considering motion properties are better at saliency estimation than the static case. The proposed model is also superior to Bulbul et al.'s model in general. Another interesting case is the comparison of the 2D and 3D saliency approaches. The image-based saliency approach performs close to random for the Hand and Toasters scene. However, for the more realistic Fairy scene, it performs similar to the static mesh saliency approach regarding KL divergence. 
Discussion
Despite the undeniable dominancy of task-based top-down attention, object features also affect human gaze directions in a bottom-up fashion. Lee et al.'s mesh saliency approach [14] is one of the keystone studies regarding the saliency calculation of 3D mesh models. The current study proposes a spatial saliency estimation according to the curvature properties of mesh models and finds that in addition to the significance of 3D models' spatial features, their temporal features are also very significant in attracting attention.
In [23] , Bulbul et al. estimate motion-based saliency of 3D animated meshes similar to Lee et al. [14] . In that study, the difference of mean velocity between a small and a large neighborhood is used to determine the motion-based saliency. Since all vertices forming part of the 3D mesh move together and have the same motion attributes, such an approach promotes joints, i.e., where the mesh model bends, and down-weighs the saliencies of the centers of the parts. Thus, we propose a solution that regards all vertices belonging to a perceptually meaningful part of a 3D mesh (e.g., a hand) as a single unit. We form the perceptually meaningful parts with a Gestalt approach, considering that the HVS perceives objects as patterns organized by similar attributes, such as motion. This clustering approach works better for animated models composed of rigid parts and for natural objects with a skeletal structure than for abstract shapes such as clothes; the latter do not have parts with perceptually distinguishable motion behaviors.
After the clustering phase, we use a saliency estimation method based on objects' motion states to determine the visual attractiveness of each cluster. Overall, the results confirm that in terms of motion, the proposed solution detects salient regions better than the compared models do. If the same saliency model were applied to each vertex of an animated mesh without clustering, the calculated saliencies would not be much different, considering that vertices in the same cluster share a similar motion behavior. However, clustering the vertices provides a huge performance advantage for the proposed method; considering the notably large numbers of vertices in a 3D mesh model, calculating the neighborhoods of each vertex to find its saliency takes a long time. In the proposed model, the number of units to work on decreases from thousands (the number of vertices) to tens (the number of clusters) after the motion-based clustering phase. This also makes it possible to compute motion saliency in real time. A viewpointdependent real-time saliency computation framework could be a promising future work direction.
How to combine different channels of saliencies (e.g., motionbased, appearance-based, or geometry-based) into a single saliency measure is an important problem. Itti and Koch's normalization operator [21] , which promotes unique features and suppresses more-frequent features, is a powerful method for combining different saliency scales and channels, and is employed by Bulbul et al. [23] . However, this method requires finding local maxima that are applicable to 2D images and vertex-based saliency calculations performed on manifold mesh models, but it is not directly applicable to multiple models or vertex clusters. A detailed analysis of the effect of various feature channels on saliency and how to combine these channels for 3D mesh models could form another future work area.
A possible approach to estimating saliency of 3D models could be to use 2D saliency metrics directly on the rendered objects. In our comparison of 3D saliency estimation methods to Walther and Koch's well-known 2D saliency method [33] , we found that for a single model (which does not cover the whole image) background becomes a problem for image-based saliency calculation. However, for a synthetic and fairly realistic-looking scene with textured objects, our user study shows that an image-based saliency metric could work. Working directly on the final scene after all illumination calculations have been completed is an advantage of imagebased methods; however, these methods are not generalizable to all viewpoints and differences in scene structure. Two-dimensional and 3D saliency calculation methods could be compared in more detail in a future study, and it may be possible to come up with a hybrid solution that combines the advantages of both.
Conclusion
In this study, we proposed a motion-based saliency approach for 3D animated mesh models. This model considers a 3D model as a combination of separate objects and finds the saliency of each object. To partition the vertices of a 3D mesh model, we also proposed a motion-based clustering method that forms perceptually meaningful groups of vertices.
We performed a formal experiment to evaluate the proposed approach. We compared our model to several existing methods and, in general, our model had higher KL divergence values than the compared models, which verifies its successful results. 
