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Abstract
Distance-regular graphs have many beautiful combinatorial prop-
erties. Distance-transitive graphs have very strong symmetries, and
they are distance-regular, i.e., distance-transitivity implies distance-
regularity. In this paper, we give similar results, i.e., for special s and
graphs with other restrictions we show that s-distance-transitivity im-
plies distance-regularity.
Keywords: s-Distance-transitive graphs; Distance-regular graphs; Com-
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1 Introduction
In this paper, all graphs are finite, simple, connected and undirected. An
ordered pair of adjacent vertices is called an arc. Let Γ be a graph. We use
V Γ, EΓ, AΓ and Aut(Γ) to denote the vertex-set, the edge-set, the arc-set
and the full automorphism group of Γ, respectively. The distance between
two vertices u and v of Γ, denoted by ∂Γ(u, v), is the length of a shortest
path connecting u and v in Γ. The diameter of Γ, denoted by diam(Γ),
is the maximum distance occurring over all pairs of vertices. Fix a vertex
v ∈ V Γ. For 0 6 i 6 diam(Γ), we use Γi(u) to denote the set of vertex u
with ∂Γ(u, v) = i. For convenience, we usually use Γ(v) to denote Γ1(v). The
degree of v, denoted by degΓ(v) or simply deg(v), is the number of vertices
adjacent to v in Γ, i.e. degΓ(v) = |Γ(v)|. The graph Γ is called regular with
valency k (or k-regular) if the degree of each vertex of Γ is k. The girth of Γ
is the length of a shortest cycle of Γ.
Let G 6 Aut(Γ). The graph Γ is called G-vertex-transitive (G-arc-
transitive, respectively), if G is transitive on the vertex-set V Γ (the arc-set
AΓ, respectively). Let s > 1. An s-arc of Γ is an (s + 1)-tuple of vertices
of Γ in which every two consecutive vertices are adjacent and every three
consecutive vertices are pairwise distinct. The graph Γ is called (G, s)-arc-
transitive if it is G-vertex-transitive and G is also transitive on s-arcs of Γ.
The graph Γ is called (G, s)-distance-transitive, if for each 1 6 i 6 s, the
group G is transitive on the orderer pairs of form (u, v) with ∂Γ(u, v) = i. A
(G, s)-distance-transitive graph is called G-distance-transitive (or distance-
transitive, respectively), if s = diam(Γ) (and G = Aut(Γ), respectively). By
definitions, s-arc-transitivity implies s-distance-transitivity.
The graph Γ is called distance-regular if it is k-regular with diameter d
and there exists natural numbers b0 = k, bi (1 6 i 6 d − 1), c1 = 1 and
cj (2 6 j 6 d) such that for each pair (u, v) of vertices with ∂Γ(u, v) = h
we have |Γh−1(u) ∩ Γ(v)| = ch (1 6 h 6 d) and |Γh+1(u) ∩ Γ(v)| = bh (0 6
h 6 d− 1). The array ι(Γ) = {k, b1, . . . , bd−1; 1, c2, . . . , cd} is the intersection
array of Γ. Let a0 = 0 and ad = k−cd. For 1 6 h 6 d−1, let ah = k−ch−bh.
Then the intersection array of Γ can also be written as
ι(Γ) =


∗ c1 = 1 c2 · · · cd−1 cd
a0 = 0 a1 a2 · · · ad−1 ad
b0 = k b1 b2 · · · bd−1 ∗

 .
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By definitions, distance-transitivity implies distance-regularity. Distance-
transitive graphs of small valencies were classified. Distance-transitive graphs
of valency three were classified by Biggs and Smith [2], distance-transitive
graphs of valency four were classified by Smith [13, 14, 15], etc. [5, Sec-
tion 7.5]. These graphs are distance-regular. Similarly, distance-regular
graphs of small valencies were classified. For example, cubic distance-regular
graphs were classified by Biggs, Boshier and Shawe-Taylor [1], tetravalent
distance-regular graphs were classified by Brouwer and Koolen [7].
We consider for which s not greater than the diameter of the graph we
also have the property that s-distance-transitivity implies distance-regularity.
The symmetry of s-distance-transitive graphs with s equal to the diameter
minus one is very close to distance-transitive graphs. In this paper, we get
the following main result.
Theorem 1 (Main Theorem) Let Γ be a k-regular graph with diameter
d > 2 and girth g where k > 3. Let s = d− 1, and let G 6 Aut(Γ) such that
Γ is (G, s)-distance-transitive.
1. Let k = 3. Then Γ is distance-regular. Furthermore, let d > 3, if Γ is
not G-distance-transitive, then g 6 2d− 1.
2. Let k = 4 and d > 3. If g > 2d, then Γ is distance-regular. Further-
more, if Γ is not G-distance-transitive, then g 6 2d− 1.
To prove the main theorem, we investigate the adjacency relations be-
tween Γs(α) and an orbit ∆ in Γs+1(α) for a graph Γ with large girth g > 2s+2
where α ∈ V Γ and s > 1. In Section 3, we show that these adjacency re-
lations correspond to designs. In Section 4, we give some special adjacency
relations. In Section 5, we show the main theorem holds for cubic graphs. In
Section 6, we show that the main theorem holds for tetravalent graphs.
By our main theorem, one may consider the relation between the girth
and the diameter of such s-distance-transitive graphs. The following question
comes out.
Question 2 Let k > 3 and let Γ be a k-regular graph with diameter d > 3
and girth g. Let s = d− 1 and let G 6 Aut(Γ) such that Γ is (G, s)-distance-
transitive but not G-distance-transitive. Does the inequality g 6 2d−1 hold?
Our main theorem answers Question 2 for cubic and tetravalent graphs.
The case of valency k > 5 of Question 2 is still open.
3
2 Local girth and intersection numbers
Let Γ be a graph and let α ∈ V Γ. The α-girth of Γ denoted by λα(Γ), is the
length of the shortest cycle containing α in Γ. The local girth of Γ at α is
defined to be λ(Γ, α) = min{λα(Γ), λβ(Γ) + 1 | β ∈ Γ1(α)}. The following
lemma is straightforward.
Lemma 3 Let Γ be a graph with valency k > 3. Let α ∈ V Γ and suppose
the α-girth λα(Γ) > 2s + 2 where 1 6 s < εΓ(α). Then for any 1 6 i 6 s
and for any β ∈ Γi(α), we have
1. there is a unique shortest path of length i connecting α and β,
2. the intersection number ci(Γ, α) = |Γ1(β) ∩ Γi−1(α)| = 1,
3. the intersection number ai(Γ, α) = |Γ1(β) ∩ Γi(α)| = 0,
4. the intersection number bi(Γ, α) = |Γ1(β) ∩ Γi+1(α)| = k − 1, and
5. the s-partial intersection array of Γ at α is
ι(Γ, α, s) =


∗ c1(Γ, α) c2(Γ, α) · · · cs(Γ, α)
a0(Γ, α) = 0 a1(Γ, α) a2(Γ, α) · · · as(Γ, α)
b0(Γ, α) = k b1(Γ, α) b2(Γ, α) · · · bs(Γ, α)


=


∗ 1 1 · · · 1
0 0 0 · · · 0
k k − 1 k − 1 · · · k − 1

 .
Figure 1: The intersection number κ(Γ, G; ∆,Ω) from ∆ to Ω.
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Lemma 4 Let Γ be a graph and let G 6 Aut(Γ). Let Ω and ∆ be two subsets
of V Γ such that G is transitive on ∆ and every element of G fixes Ω setwise.
Let δ ∈ ∆. Then the intersection number
κ(Γ, G; ∆,Ω) = |Γ1(δ) ∩ Ω|
is independent of the choice of δ. If there have edges between ∆ and Ω, then
κ(Γ, G; ∆,Ω) > 1.
Proof. Take any α ∈ ∆. Then there exists g ∈ G such that α = δg.
We have (Γ1(δ) ∩ Ω)
g ⊆ Γg1(δ) ∩ Ω
g = Γ1(δ
g) ∩ Ω = Γ1(α) ∩ Ω. By the
same argument, we have (Γ1(α) ∩ Ω)
g−1 ⊆ Γ1(δ) ∩ Ω and so Γ1(α) ∩ Ω =
(Γ1(α) ∩ Ω)
g−1g ⊆ (Γ1(δ) ∩ Ω)
g. Then (Γ1(δ) ∩ Ω)
g = Γ1(α) ∩ Ω. Hence
g induces a one-to-one map from Γ1(δ) ∩ Ω to Γ1(α) ∩ Ω, which implies
|Γ1(δ)∩Ω| = |Γ1(α)∩Ω|. This means the intersection number |Γ1(δ)∩Ω| is
independent of the choice of δ. 
Let G be a group acting on a set Ω. We use Orb(G; Ω) to denote the set
of G-orbits in Ω. The following corollary is a direct consequence of Lemma 3
and Lemma 4.
Figure 2: The intersection number between Γs(α) and ∆.
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Corollary 5 Let Γ be a graph with valency k > 3 and let G 6 Aut(Γ). Let
α ∈ V Γ and suppose the α-girth λα(Γ) > 2s + 2 where s > 1. Suppose Gα
is transitive on Γs(α). Let ∆ be a Gα-orbit in Γs+1(α). Let β ∈ Γs(α) and
δ ∈ ∆. Then
1. Gα is transitive on Γi(α) for 1 6 i 6 s,
2. b′s(Γ, Gα,∆) = |Γ1(β) ∩∆| > 1 is independent of the choice of β,
3. c′s(Γ, Gα,∆) = |Γ1(δ) ∩ Γs(α)| > 1 is independent of the choice of δ,
and
4. bs(Γ, α) =
∑
∆∈Orb(Gα;Γs+1(α))
b′s(Γ, Gα; ∆) = k − 1.
Note that,
c′s(Γ, Gα,∆) = κ(Γ, Gα,∆,Γs(α)),
b′s(Γ, Gα,∆) = κ(Γ, Gα,Γs(α),∆)
in the above corollary. If the graph in Corollary 5 is vertex-transitive, then
the intersection numbers are independent of the vertex α and they have the
following properties.
Lemma 6 Let Γ be a (G, s)-distance-transitive graph with valency k > 3
where G 6 Aut(Γ). Let 1 6 i 6 s. Then the intersection numbers
ci(Γ) = ci(Γ, α) = κ(Γ, Gα; Γi(α),Γi−1(α)),
ai(Γ) = ai(Γ, α) = κ(Γ, Gα; Γi(α),Γi(α)),
bi(Γ) = bi(Γ, α) = κ(Γ, Gα; Γi(α),Γi+1(α)),
c′s(Γ) = c
′
s(Γ, α) = min{c
′
s(Γ, Gα,∆) | ∆ ∈ Orb(Gα; Γs+1(α))}
are independent of α. Furthermore, they have the following relations
1 = c1(Γ) 6 c2(Γ) 6 c3(Γ) 6 · · · 6 cs(Γ) 6 c
′
s(Γ),
k = b0(Γ) > b1(Γ) > b2(Γ) > · · · > bs(Γ).
Proof. Since Γ is G-vertex-transitive, it is obvious that the intersection
numbers are independent of α.
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Now we give the proof of the relations of ci(Γ)’s. Take a vertex α ∈ V Γ
and an arbitrary Gα-orbit ∆ in Γs+1(α). We first show that cs(Γ, α) 6
c′s(Γ, Gα,∆). Take a vertex δ ∈ ∆. The distance ∂Γ(α, δ) = s + 1. Let
β ∈ Γ(α) such that β lies on a shortest path connecting α and δ. Then
∂Γ(β, δ) = s. Assume w ∈ Γs−1(β) ∩ Γ(δ). Then ∂Γ(α,w) = s, i.e. w ∈
Γs(α) ∩ Γ(δ). This implies Γs−1(β) ∩ Γ(δ) ⊆ Γs(α) ∩ Γ(δ). Hence cs(Γ, β) =
|Γs−1(β) ∩ Γ(δ)| 6 |Γs(α) ∩ Γ(δ)| = c
′
s(Γ, Gα,∆). Since ∆ is arbitrary, we
thus have cs(Γ) = cs(Γ, β) 6 c
′
s(Γ, α) = c
′
s(Γ). The proof of ci(Γ) 6 ci+1(Γ),
where 1 6 i 6 s− 1, are similar as above.
Now we give the proof of bi(Γ) > bi+1(Γ) where 1 6 i 6 s − 1. Take
a vertex α ∈ V Γ and a vertex δ ∈ Γi+1(α). Let β ∈ Γ(α) such that β
lies on a shortest path connecting α and δ. Then ∂Γ(β, δ) = i. Assume
w ∈ Γi+2(α) ∩ Γ(δ). Then ∂Γ(β, w) = i + 1, i.e. w ∈ Γi+1(β) ∩ Γ(δ). This
implies Γi+2(α)∩Γ(δ) ⊆ Γi+1(β)∩Γ(δ). Hence bi+1(Γ, α) = |Γi+2(α)∩Γ(δ)| 6
|Γi+1(β) ∩ Γ(δ)| = bi(Γ, β), i.e. bi+1(Γ) 6 bi(Γ). 
3 Local actions and designs
We recall the definition and properties of designs [16]. Let t, c, k be integers
satisfying 1 6 t 6 c 6 k, and let λ be a positive integer. Let X be a finite
set with cardinality |X| = k. Let B be a subset of {S ⊆ X | |S| = c}. The
pair (X,B) is called a t-(k, c, λ) design if for any t-subset T of X , the size
|{B ∈ B | T ⊆ B}| = λ is independent of T . Elements in B are called blocks.
If (X,B) is a t-(k, c, λ) design (t-design for short), then it becomes a j-design
for each 1 6 j 6 t, since |{B ∈ B | I ⊆ B}| = λj is independent of the choice
of the j-subset I of X . Note that λj = λ
(
k−j
t−j
)/(
c−j
t−j
)
for each 0 6 j 6 t,
λ = λt, the number of blocks is b = |B| = λ0 = λ
(
k
t
)/(
c
t
)
and each element
x ∈ X occurs in λ1 = λ
(
k−1
t−1
)/(
c−1
t−1
)
blocks.
Hypothesis 7 Let Γ be a graph with valency k > 3 and let G 6 Aut(Γ). Let
α ∈ V Γ and suppose the local girth λ(Γ, α) > 2s + 2 where s > 1. Suppose
Gα is transitive on Γs(α). Let ∆ be a Gα-orbit in Γs+1(α). Suppose the
local action of Gα on Γ1(α) is t-homogeneous for some 1 6 t 6 c
′
s where
c′s = c
′
s(Γ, Gα,∆) 6 k.
From now on, in this section we suppose Hypothesis 7 holds. By Lemma 3,
for 1 6 i 6 s, the intersection numbers
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(ci(Γ, α), ai(Γ, α), bi(Γ, α)) = (1, 0, k − 1),
there is no edge between vertices in Γi(α) and
ki = |Γi(α)| = k(k − 1)
i−1.
Let Γ1(α) = {β1, β2, . . . , βk}. For each 1 6 j 6 k, let
Bj = Γs(α) ∩ Γs−1(βj),
Cj =
⋃
γ∈Bj
Γ1(γ) ∩ Γs+1(α) = Γs+1(α) ∩ Γs(βj).
Then
|Bj | = (k − 1)
s−1
and |Cj| 6 bs(Γ, α)|Bj| = (k − 1)|Bj|. Since λβj(Γ) + 1 > λ(Γ, α) > 2s + 2,
we have λβj(Γ) > 2s+ 1, and so
|Cj| = (k − 1)|Bj| = (k − 1)
s.
The sets B1, B2, . . . , Bk form a partition of Γs(α). Let
X = {1, 2, . . . , k}. (1)
Let g ∈ Gα such that g maps βj ∈ Γ1(α) to βh ∈ Γ1(α). Then C
g
j =(
Γs+1(α) ∩ Γs(βj)
)g
⊆ Γgs+1(α) ∩ Γ
g
s(βj) = Γs+1(α) ∩ Γs(β
g
j ) = Γs+1(α) ∩
Γs(βh) = Ch, that is C
g
j ⊆ Ch. By the same argument, we have C
g−1
h ⊆ Cj ,
and so Ch = C
g−1g
h ⊆ C
g
j . Hence we have C
g
j = Ch. This means the
vertex stabilizer Gα is transitive on the set {Cj | j ∈ X}. Similarly, since
Gα is t-homogeneous on Γ1(α), we have that Gα is transitive on the set{ ⋂
j∈A
Cj
∣∣∣∣∣ A ⊆ X with |A| = a
}
where 1 6 a 6 t.
The intersection numbers between Γs(α) and ∆ are b
′
s and c
′
s where b
′
s =
b′s(Γ, Gα,∆) > 1 and 1 6 c
′
s = c
′
s(Γ, Gα,∆) 6 k. For 1 6 j 6 k, let
∆j =
⋃
γ∈Bj
∆ ∩ Γ1(γ) = ∆ ∩ Γs(βj) = ∆ ∩ Cj ,
∆′j = ∆ \∆j .
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The third equation in the line of ∆j holds as ∆ ∩ Γs(βj) =
(
∆ ∩ Γs+1(α)
)
∩
Γs(βj) = ∆ ∩
(
Γs+1(α) ∩ Γs(βj)
)
= ∆ ∩ Cj. Then |∆j | 6 b
′
s|Bj|. Since
λβj(Γ) > 2s+ 1, we have that for each δ ∈ ∆ the size
|Γ1(δ) ∩ Bj | 6 1, (2)
and (
∆ ∩ Γ1(γ1)
)
∩
(
∆ ∩ Γ1(γ2)
)
= ∅
for γ1, γ2 ∈ Bj with γ1 6= γ2. By the definition of b
′
s, for each γ ∈ Bj the size
|∆ ∩ Γ1(γ)| = b
′
s. (3)
Then ∆j is the disjoint union of all the set ∆ ∩ Γ1(γ) for γ ∈ Bj and
|∆j | = b
′
s|Bj| = b
′
s(k − 1)
s−1 > 1
By the discussion of the last paragraph, we have that the vertex stabilizer
Gα is transitive on the set {∆j | j ∈ X}.
Let S ⊆ X with |S| 6 c′s. Define
β(S) =
⋂
j∈S
Γs(βj),
∆(S) =
⋂
j∈S
∆j = ∆ ∩
( ⋂
j∈S
Γs(βj)
)
= ∆ ∩ β(S),
Bj(S) =
⋃
δ∈∆(S)
Bj ∩ Γ1(δ).
Sometimes, when we want to specify ∆, we use Bj(S)∆ to denote Bj(S).
Then
∆(S) = {δ ∈ ∆ | for each j ∈ S, Γ1(δ) ∩ Bj 6= ∅}
= {δ ∈ ∆ | for each j ∈ S, |Γ1(δ) ∩ Bj| = 1}
= {δ ∈ ∆ | for each j ∈ S, ∂Γ(δ, βj) = s}.
Let S and T be two subsets of X with S ⊆ T . Then ∆(S) ⊇ ∆(T ) and
∆(S) ⊆ ∆j for any j ∈ S.
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Let S ⊆ X with |S| = c′s. Suppose ∆(S) 6= ∅, and let x ∈ ∆(S). Then
|Γ1(x) ∩ Bj | =
{
1, if j ∈ S;
0, if j ∈ X \ S.
(4)
Let
S(x) = {j ∈ X | Γ1(x) ∩Bj 6= ∅}
= {j ∈ X | |Γ1(x) ∩ Bj | = 1}
= {j ∈ X | ∂Γ(x, βj) = s}.
Then S = S(x). Let j ∈ S. Then for each γ ∈ Bj(S), we have
1 6 |Γ1(γ) ∩∆(S)| 6 b
′
s. (5)
Let 1 6 u 6 c′s and let
B(u) = {S ⊆ X | |S| = u and ∆(S) 6= ∅}. (6)
Then B(1) = {{j} | j ∈ X} since ∆j 6= ∅ for each j ∈ X , and
∆ =
⋃
S∈B(u)
∆(S). (7)
The set B(c′s) has the following properties.
Lemma 8 Let S, T ∈ B(c′s) = {S ⊆ X | |S| = c
′
s and ∆(S) 6= ∅}.
1. If S 6= T , then
∆(S) ∩∆(T ) = ∅. (8)
2. Let x ∈ ∆(S) and y ∈ ∆(T ), and let g ∈ Gα such that y = x
g. Then
∆g(S) = ∆(T ), and g induces a bijection from S to T .
Proof. Suppose S 6= T and ∆(S) ∩ ∆(T ) 6= ∅. Let x ∈ ∆(S) ∩ ∆(T ).
Then |Γ1(x) ∩ Bj| = 1 for each j ∈ S ∪ T . So c
′
s = |Γ1(x) ∩ Γs(α)| =∣∣∣∣∣ ⋃j∈S∪T Γ1(x) ∩ Bj
∣∣∣∣∣ = ∑j∈S∪T |Γ1(x) ∩Bj | = |S ∪ T | > |S| = |T | = c′s. This is a
contradiction.
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Let x ∈ ∆(S) and y ∈ ∆(T ). Since Gα is transitive on ∆, there exists an
element g ∈ Gα such that y = x
g. Let g be such an automorphism. Then g
maps (α, x)-paths of length s+1 to (α, y)-paths of length s+1. Then g maps
Lx = Γ1(x) ∩ Γs(α) to Ly = Γ1(y) ∩ Γs(α). Since g is an automorphism, the
restriction g|Lx of g on Lx is injective. The numbers |Lx| = |Ly| = c
′
s. So g|Lx
is a one to one correspondence from Lx to Ly. Suppose Lx = {x1, x2, . . . , xc}
where c = c′s. Then Ly = L
g
x = {yd = x
g
d | d = 1, 2, . . . , c}. Suppose for
1 6 d 6 c, the vertex xd ∈ Bjd for some jd ∈ X . Then S = {j1, j2, . . . , jc}.
For 1 6 d 6 c, the vertex yd = x
g
d ∈ B
g
jd
. There exists exactly one (α, x)-
path Pd of length s+ 1 such that xd lies on Pd, and there exists exactly one
(α, y)-path Qd of length s + 1 such that yd lies on Qd. Then βjd lies on Pd
and g maps Pd to Qd. Let βhd ∈ Γ1(α) lie on Qd for some hd ∈ X . Then
βhd = β
g
jd
and yd ∈ Bhd. Hence T = {h1, h2, . . . , hc}. The element g maps
Γs(α) ∩ Γs−1(βjd) = Bjd to Γs(α) ∩ Γs−1(βhd) = Bhd. Since |Bjd| = |Bhd|,
we have Bgjd = Bhd . For any z ∈ ∆(S), let Γ1(z) ∩ Γs(α) = {z1, z2 . . . , zc}
and zd ∈ Bjd for each 1 6 d 6 c. Then z
g
d ∈ B
g
jd
= Bhd. Since z
g ∈ ∆ and
Γ1(z
g) ∩ Γs(α) = {z
g
1 , z
g
2 . . . , z
g
c}, we have z
g ∈ ∆(T ). Thus ∆g(S) ⊆ ∆(T ).
By the same argument as above, we have ∆g
−1
(T ) ⊆ ∆(S). Since g is an
automorphism, ∆(T ) = ∆g
−1g(T ) ⊆ ∆g(S). Hence ∆g(S) = ∆(T ). 
Let S, T ∈ B(c′s). As a consequence of Lemma 8, we have |∆(S)| =
|∆(T )|. This means that the size
e = |∆(S)| (9)
is independent of the choice of S ∈ B(c′s). Let
P(u) = {∆(S) | S ∈ B(u)}. (10)
Then P(c′s) is a partition of ∆ by Lemma 8 and Equation (7), and so
|B(c′s)|e = |∆|. Lemma 8 also implies that Gα is transitive on P(c
′
s). For
1 6 v 6 k, let
B(u, v) = {S ∈ B(u) | v ∈ S}
= {S ⊆ X | v ∈ S, |S| = u,∆(S) 6= ∅}. (11)
Then
∆j =
⋃
S∈B(u,j)
∆(S), (12)
Bj =
⋃
S∈B(u,j)
Bj(S). (13)
11
Let
P(u, v) = {∆(S) | S ∈ B(u, v)} (14)
BP(u)v = {Bv(S) | S ∈ B(u, v)}. (15)
Then P(c′s, j) = {∆(S) | S ∈ B(c
′
s, j)} is a partition of ∆j by Lemma 8 and
Equation (12), and so |B(c′s, j)|e = |∆j |.
Corollary 9 Let j ∈ X. Then the set P(c′s) is a partition of ∆, and the set
P(c′s, j) is a partition of ∆j. We have the following equations
|B(c′s)|e = |∆| =
b′s
c′s
k(k − 1)s−1, (16)
|B(c′s, j)|e = |∆j| = b
′
s(k − 1)
s−1. (17)
Let
S ∈ B(c′s, j) = {S ∈ B(c
′
s) | j ∈ S}
= {S ⊆ X | j ∈ S, |S| = c′s,∆(S) 6= ∅}.
Then 1 6 |Γ1(γ) ∩ ∆(S)| 6 b
′
s for each γ ∈ Bj(S). We now consider the
general case. Let j ∈ X and let γ ∈ Bj . Let
Bγj = {S ∈ B(c
′
s, j) | Γ1(γ) ∩∆(S) 6= ∅},
∆γj = {Γ1(γ) ∩∆(S) | S ∈ B
γ
j }.
Then ∆γj is a partition of Γ1(γ) ∩∆j = Γ1(γ) ∩∆ (see Figure 3) and
b′s =
∑
S∈Bγj
|Γ1(γ) ∩∆(S)|. (18)
Lemma 10 Let γ ∈ Bj and ε ∈ Bh, and let g ∈ Gα such that ε = γ
g. Then
g induces a bijection from ∆γj to ∆
ε
h, and g induces a bijection from B
γ
j to
Bεh.
Proof. This automorphism g also maps βj to βh, and so ∆
g
j = ∆h. Then
(Γ1(γ) ∩∆j)
g ⊆ Γg1(γ) ∩∆
g
j = Γ1(γ
g) ∩∆h
= Γ1(ε) ∩∆h = (Γ1(ε) ∩∆h)
g−1g ⊆ (Γ1(γ) ∩∆j)
g.
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This means (Γ1(γ) ∩ ∆j)
g = Γ1(ε) ∩ ∆h. By the same argument as above,
for each S ∈ Bγj , we have (Γ1(γ) ∩∆(S))
g = Γg1(γ) ∩∆
g(S) = Γ1(ε) ∩∆(T )
where T ∈ Bεh and ∆
g(S) = ∆(T ). We know
Γ1(γ) ∩∆j =
⋃
S∈Bγj
Γ1(γ) ∩∆(S),
Γ1(ε) ∩∆h =
⋃
T∈Bε
h
Γ1(ε) ∩∆(T ).
Hence (Γ1(γ)∩∆j)
g =
⋃
S∈Bγj
(Γ1(γ)∩∆(S))
g =
⋃
T∈Bε
h
Γ1(ε)∩∆(T ) = Γ1(ε)∩∆h.
This completes the proof. 
Let γ ∈ Γs(α). Then γ ∈ Bj for some j ∈ X . By Lemma 10, the multiset[
|Γ1(γ) ∩∆(S)|
∣∣∣ S ∈ Bγj ] is independent of the choice of γ and j. Define
Ps+1(α,∆) =
[
|Γ1(γ) ∩∆(S)|
∣∣∣ S ∈ Bγj ] . (19)
By Equation (18), we know Ps+1(α,∆) corresponds to a partition of the
integer b′s. If b
′
s = 1, then Ps+1(α,∆) = [1]. If b
′
s = 2, then Ps+1(α,∆) = [2]
or [1, 1]. If for any S ∈ Bγj , we have |Γ1(γ) ∩ ∆(S)| = b, then we have
b′s = mb and Ps+1(α,∆) = [b, b . . . , b] where m = |B
γ
j |. We will consider the
adjacency relations between Γs(α) and ∆ of these special cases of Ps+1(α,∆)
in Section 4.
Lemma 11 Let T and T ′ be t-subsets of X. Then there exists g ∈ Gα such
that ∆(T )g = ∆(T ′).
Proof. Suppose T = {j1, j2, . . . , jt} and T
′ = {j′1, j
′
2, . . . , j
′
t}. Since the
local action of Gα on Γ1(α) is t-homogeneous, there exists an element g ∈ Gα
such that {βj | j ∈ T}
g = {βj | j ∈ T
′}. Without loss of generality, we may
assume βgjh = βj′h for 1 6 h 6 t. So ∆
g = ∆ and Γs(βjh)
g = Γs(β
g
jh
) = Γs(βj′
h
)
for 1 6 h 6 t. By definition, we have ∆(T )g =
(
∆ ∩
( ⋂
16h6t
Γs(βjh)
))g
⊆
∆g ∩
( ⋂
16h6t
Γs(βjh)
g
)
= ∆ ∩
( ⋂
16h6t
Γs(βj′
h
)
)
= ∆(T ′), that is ∆(T )g ⊆
∆(T ′). By the same argument, we have ∆(T ′)g
−1
⊆ ∆(T ). Since g is an
automorphism, ∆(T ′) = ∆(T ′)g
−1g ⊆ ∆(T )g. Hence ∆(T )g = ∆(T ′). 
13
Figure 3: The distribution of Γ1(γ) in ∆j where γ ∈ Bj, m = |B
γ
j | and
Bγj = {S1, S2, . . . , Sm}.
By Lemma 11, we have |∆(T )| = |∆(T ′)| for any t-subsets T and T ′ of
X . This means that the size
δt = |∆(T )| (20)
is independent of the choice of T . Note that c′s > t. Take x ∈ ∆. Let
S = S(x). Then |S| = c′s and x ∈ ∆(S) 6= ∅. Let T ⊆ S with |T | = t.
Then ∆(S) ⊆ ∆(T ) 6= ∅. By Lemma 11, for any t-subset T ′ of X we have
|∆(T ′)| = |∆(T )| 6= 0 and so ∆(T ′) 6= ∅. Hence δt 6= 0 and
B(t) = {T ⊆ X | |T | = t and ∆(T ) 6= ∅}
= {T ⊆ X | |T | = t}.
Let 1 6 j 6 t. Since t-homogeneous implies j-homogeneous, by the same
argument as above, we have B(j) = {T ⊆ X | |T | = j}.
Here we use the convention that
(
r
0
)
= 1 for any r > 0.
Lemma 12 Let δt be as in Equation 20. Then
δt = |∆|
(
c′s
t
)/(
k
t
)
= b′s(k − 1)
s−1
(
c′s − 1
t− 1
)/(
k − 1
t− 1
)
. (21)
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Proof. Let
Yt =
{
(δ,∆(T )) | δ ∈ ∆, T ∈ B(t), and δ ∈ ∆(T )
}
.
We will count the size of Yt in two ways. For each T ∈ B(t), the set ∆(T )
has δt elements. So
#Yt = δt|B(t)| = δt
(
k
t
)
.
For any δ ∈ ∆, the set S(δ) = {j ∈ X | ∂Γ(δ, βj) = s} has c
′
s elements.
Let S = S(δ). So δ ∈ ∆(S) and there are
(
c′s
t
)
elements T ∈ B(t) such that
T ⊆ S which implies ∆(S) ⊆ ∆(T ). Hence #Yt = |∆|
(
c′s
t
)
. By counting
edges between Γs(α) and ∆, we have
|∆|c′s = |Γs(α)|b
′
s = ksb
′
s = b
′
sk(k − 1)
s−1. (22)
So
#Yt = |∆|
(
c′s
t
)
= b′sk(k − 1)
s−1
(
c′s
t
)
/c′s.
Thus δt
(
k
t
)
= #Yt = b
′
sk(k−1)
s−1
(
c′s
t
)
/c′s. So δt = b
′
sk(k−1)
s−1
(
c′s
t
)/(
c′s
(
k
t
))
=
b′s(k − 1)
s−1
(
c′s−1
t−1
)/(
k−1
t−1
)
. 
Let T ⊆ X with |T | 6 u and let
B(u;T ) =
⋂
j∈T
B(u, j) = {S ∈ B(u) | T ⊆ S}, (23)
P(u;T ) =
⋂
j∈T
P(u, j) = {∆(S) | S ∈ B(u;T )}
= {∆(S) | T ⊆ S ∈ B(u)}. (24)
For any S ∈ B(u;T ), we know ∆(S) ⊆ ∆(T ). Then
∆(T ) =
⋃
S∈B(u;T )
∆(S). (25)
Hence the set P(c′s;T ) forms a partition of ∆(T ) by Lemma 8.
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Theorem 13 Let T be a t-subset of X. Then the size λt = |B(c
′
s;T )| is
independent of the choice of T . As a consequence, (X,B(c′s)) is a t-(k, c
′
s, λt)
design where
λte = δt = b
′
s(k − 1)
s−1
(
c′s − 1
t− 1
)/(
k − 1
t− 1
)
. (26)
In particular, if t = c′s, then B(c
′
s) consists of all c
′
s-subsets of X, λc′s = 1,
and (X,B(c′s)) is a c
′
s-(k, c
′
s, 1) design.
Proof. Since P(c′s;T ) forms a partition of ∆(T ), we have δt = |∆(T )| =∣∣∣∣∣ ⋃S∈B(c′s;T )∆(S)
∣∣∣∣∣ = ∑S∈B(c′s;T ) |∆(S)| = |B(c′s;T )|e. So the size λt = |B(c′s;T )| is
independent of the choice of T and λte = δt = b
′
s(k − 1)
s−1
(
c′s−1
t−1
)/(
k−1
t−1
)
by
Lemma 12. Thus (X,B(c′s)) is a t-(k, c
′
s, λt) design.
Suppose t = c′s. Then B(c
′
s) = B(t) = {S ⊆ X | |S| = t}. We use
the equations of #Yt in the proof of Lemma 12 and Equation 16. We have
δt|B(t)| = #Yt = |∆|
(
c′s
t
)
= |∆| = |B(c′s)|e, and so δt = e. Hence λt = 1. 
In Theorem 13, we say that the t-(k, c′s, λt) design D = (X,B(c
′
s)) is
relative to the Gα-orbit ∆, or we write D(∆) = (X,B(c
′
s)) to specify the
Gα-orbit ∆. The following is a direct consequence of Theorem 13.
Corollary 14 If t = 1, then (X,B(c′s)) is a 1-(k, c
′
s, λ1) design where
λ1e = δ1 = |∆j| = b
′
s(k − 1)
s−1. (27)
Table 1 and Table 2 give all 1-designs (X,B(c′s)), where |X| = 3 or 4,
according to different structures of the graph Γ.
(X,B(c′s)) |B(c
′
s)| B(c
′
s) remark
1-(3, 1, 1) design 3 {{1}, {2}, {3}} \
1-(3, 2, 2) design 3 {{1, 2}, {1, 3}, {2, 3}} 2-(3, 2, 1) design
1-(3, 3, 1) design 1 {{1, 2, 3}} 3-(3, 3, 1) design
Table 1: 1-(3, c′s, λ1) design (X,B(c
′
s)) where c
′
s ∈ X = {1, 2, 3}
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(X,B(c′s)) |B(c
′
s)| B(c
′
s) remark
1-(4, 1, 1) design 4 {{1}, {2}, {3}, {4}} \
1-(4, 2, 1) design 2
{{1, 2}, {3, 4}},
{{1, 3}, {2, 4}}
or
{{1, 4}, {2, 3}}
\
1-(4, 2, 2) design 4
{{1, 2}, {2, 3}, {3, 4}, {4, 1}},
{{1, 2}, {2, 4}, {4, 3}, {3, 1}}
or
{{1, 3}, {3, 2}, {2, 4}, {4, 1}}
\
1-(4, 2, 3) design 6
{{1, 2}, {1, 3}, {1, 4},
{2, 3}, {2, 4}, {3, 4}}
2-(4, 2, 1)
design
1-(4, 3, 3) design 4
{{1, 2, 3}, {1, 2, 4},
{1, 3, 4}, {2, 3, 4}}
3-(4, 3, 1)
design
1-(4, 4, 1) design 1 {{1, 2, 3, 4}}
4-(4, 4, 1)
design
Table 2: 1-(4, c′s, λ1) design (X,B(c
′
s)) where c
′
s ∈ X = {1, 2, 3, 4}
4 Adjacency relations
In this section, we use notations and assumptions as in Section 3. Here,
we consider several special cases of Ps+1(α,∆) and give the corresponding
adjacency relations.
4.1 Ps+1(α,∆) = [b
′
s]
First, when b′s = 1, we get the structural information between Γs(α) and ∆
in the following lemma.
Lemma 15 We suppose b′s = 1. Let j ∈ X and S ∈ B(c
′
s, j). Then
1. the edges between Bj and ∆j is a matching,
2. the edges between Bj(S) and ∆(S) is a matching,
3. B
P(c′s)
j forms a partition of Bj, and
4. P(c′s, j) is a partition of ∆j.
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Proof. We suppose b′s = 1. Let j ∈ X and S ∈ B(c
′
s, j). Then |∆j| =
b′s|Bj| = |Bj|. For each δ ∈ ∆j we have |Γ1(δ) ∩ Bj | = 1 by Equation (4).
For each γ ∈ Bj we have |Γ1(γ) ∩ ∆j| = b
′
s = 1. So the edges between Bj
and ∆j is a matching.
Let δ1, δ2 ∈ ∆j with δ1 6= δ2. We will show that(
Bj ∩ Γ1(δ1)
)
∩
(
Bj ∩ Γ1(δ2)
)
= ∅. (28)
Let A =
(
Bj∩Γ1(δ1)
)
∩
(
Bj∩Γ1(δ2)
)
. Suppose A 6= ∅ and take γ ∈ A ⊆ Bj .
Then {δ1, δ2} ⊆ Γ1(γ) ∩ ∆j . We have 2 6 |Γ1(γ) ∩ ∆j| = b
′
s = 1. This is
a contradiction. So we get A = ∅. Hence Bj(S) =
⋃
δ∈∆(S)
Bj ∩ Γ1(δ) is the
disjoint union of Bj ∩ Γ1(δ) over all δ ∈ ∆(S). For each δ ∈ ∆(S), we have
∅ 6= Bj ∩Γ1(δ) = Bj(S)∩Γ1(δ) and |Bj(S)∩Γ1(δ)| = 1 by Equation (2). For
each γ ∈ Bj(S) ⊆ Bj, we have 0 6= |∆(S)∩Γ1(γ)| 6 |∆j∩Γ1(γ)| = b
′
s = 1, i.e.
|∆(S)∩ Γ1(γ)| = 1. Thus the edges between Bj(S) and ∆(S) is a matching.
Take S, T ∈ B(c′s, j) with T 6= S. Then ∆(S) ∪ ∆(T ) ⊆ ∆j . So by
Equation (28), we have
Bj(S) ∩ Bj(T ) = ∅. (29)
By Equations (13) and (29), we have that B
P(c′s)
j forms a partition of Bj . 
The adjacency relations between Bj(S)’s and ∆(S)’s when b
′
s = 1 for
valency k = 3 and k = 4 are shown in Figure 4 and Figure 5. In these
figures, we use S ∈ B(c′s) to denote the set ∆(S) in ∆ and the corresponding
set Bj(S) in Bj , and we use an edge to denote the matching between ∆(S)
and Bj(S).
Similarly, for the general case of Ps+1(α,∆) = [b
′
s] where b
′
s > 1, we have
the following lemma.
Lemma 16 Suppose Ps+1(α,∆) = [b
′
s]. Let j ∈ X and let S, T ∈ B(c
′
s, j)
with S 6= T . Then Bj(S) ∩ Bj(T ) = ∅. Hence
1. the edges between Bj and ∆j is a disjoint union of K1,b′s’s,
2. the edges between Bj(S) and ∆(S) is a disjoint union of K1,b′s’s,
3. B
P(c′s)
j forms a partition of Bj, and
4. P(c′s, j) is a partition of ∆j.
18
(a) c′
s
= 1 (b) c′
s
= 2
(c) c′
s
= 3
Figure 4: Adjacency relations when b′s = 1 and k = 3
Proof. Suppose Bj(S)∩Bj(T ) 6= ∅ and let γ ∈ Bj(S)∩Bj(T ) ⊆ Bj. Then
Γ1(γ) ∩ ∆(S) 6= ∅ and Γ1(γ) ∩ ∆(T ) 6= ∅. This means |Γ1(γ) ∩ ∆(S)| < b
′
s.
This contradicts ms+1(α,∆) = [b
′
s]. 
4.2 Ps+1(α,∆) = [b, b, . . . , b] where b
′
s = mb
Let b′s = mb where m > 1 and b > 1, and suppose
Ps+1(α,∆) = [p1, p2, . . . , pm] where p1 = p2 = · · · = pm = b.
Let j ∈ X and let γ ∈ Bj . Then |B
γ
j | = m. Let S ∈ B
γ
j ⊆ B(c
′
s, j).
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(a) c′
s
= 1 (b) c′
s
= 2 and λ1 = 1 (c) c
′
s
= 2 and λ1 = 3
(d) c′
s
= 3 (e) c′
s
= 4
Figure 5: Adjacency relations when b′s = 1 and k = 4
Then |Γ1(γ) ∩ ∆(S)| = b and γ ∈ Bj(S). Hence γ ∈
⋂
S∈Bγj
Bj(S) 6= ∅. Let
S1, S2, . . . , Sm ∈ B(c
′
s, j) be pairwise distinct. Define
Bj(S1, S2, . . . , Sm) =
m⋂
r=1
Bj(Sr),
∆j(S1, S2, . . . , Sm) =
⋃
γ∈Bj(S1,S2,...,Sm)
Γ1(γ) ∩∆j ⊆ ∆j
and
Bm(c
′
s, j) =
{
{S1, S2, . . . , Sm} | Bj(S1, S2, . . . , Sm) 6= ∅ where
S1, S2, . . . , Sm ∈ B(c
′
s, j) are pairwise distinct
}
.
So Bj(S1, S2, . . . , Sm) ⊆ Bj(Sr) ⊆ Bj where 1 6 r 6 m, and
|Bm(c
′
s, j)| 6
(
|B(c′s,j)|
m
)
.
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Suppose Bγj = {S1, S2, . . . , Sm}, then by definition γ ∈ Bj(S1, S2, . . . , Sm) 6=
∅. So we have Bγj ∈ Bm(c
′
s, j). For any T˜ = {T1, T2, . . . , Tm} ∈ Bm(c
′
s, j), we
have Bj(T˜ ) = Bj(T1, T2, . . . , Tm) 6= ∅. Take γ ∈ Bj(T˜ ). Then for 1 6 r 6 m,
we have γ ∈ Bj(Tr) i.e. Γ1(γ)∩∆(Tr) 6= ∅, and so |Γ1(γ)∩∆(Tr)| = b. Thus
Bγj = {T1, T2, . . . , Tm}. Thus we have
Bm(c
′
s, j) = {B
γ
j | γ ∈ Bj}.
If {S1, S2, . . . , Sm} and {T1, T2, . . . , Tm} are distinct in Bm(c
′
s, j), then
Bj(S1, S2, . . . , Sm) ∩ Bj(T1, T2 . . . , Tm) = ∅.
If S ∈ B(c′s, j), then
Bj(S) =
⋃
{S,T1,...,Tm−1}∈Bm(c′s,j)
Bj(S, T1, . . . , Tm−1) (30)
and
Bj =
⋃
{S1,S2,...,Sm}∈Bm(c′s,j)
Bj(S1, S2, . . . , Sm).
Let S ∈ B(c′s, j) and
BS(c
′
s, j) =
{
{S, T1, T2, . . . , Tm−1} ∈ Bm(c
′
s, j)
}
.
Thus
Bj(S)
m,P(c′s) =
{
Bj(S, T1, T2, . . . , Tm−1) | {S, T1, T2, . . . , Tm−1} ∈ BS(c
′
s, j)
}
forms a partition of Bj(S) and
B
m,P(c′s)
j =
{
Bj(S1, S2, . . . , Sm) | {S1, S2, . . . , Sm} ∈ Bm(c
′
s, j)
}
forms a partition of Bj . Let {S, T1, T2, . . . , Tm−1} ∈ Bm(c
′
s, j), we define
∆S(S, T1, T2, . . . , Tm−1) =
⋃
γ∈Bj(S,T1,T2,...,Tm−1)
Γ1(γ) ∩∆(S) ⊆ ∆(S).
Then ∆S(S, T1, T2, . . . , Tm−1) ⊆ ∆j(S, T1, T2, . . . , Tm−1) ⊆ ∆j,
∆j(S1, S2, . . . , Sm) =
m⋃
r=1
∆Sr(S1, S2, . . . , Sm),
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∆(S) =
⋃
{S,T1,...,Tm−1}∈Bm(c′s,j)
∆S(S, T1, . . . , Tm−1)
and
∆j =
⋃
{S1,S2,...,Sm}∈Bm(c′s,j)
∆j(S1, S2, . . . , Sm).
Thus
PS(c
′
s, j) =
{
∆S(S, T1, T2, . . . , Tm−1) | {S, T1, T2, . . . , Tm−1} ∈ BS(c
′
s, j)
}
forms a partition of ∆(S) and
Pm(c
′
s, j) =
{
∆j(S1, S2, . . . , Sm) | {S1, S2, . . . , Sm} ∈ Bm(c
′
s, j)
}
forms a partition of ∆j .
Lemma 17 Let b′s = mb where m > 1 and b > 1, and suppose Ps+1(α,∆) =
[p1, p2, . . . , pm] where p1 = p2 = · · · = pm = b. Let j ∈ X and let S ∈ B(c
′
s, j).
1. The edges between Bj and ∆j is a disjoint union of K1,b′s’s.
2. Let {S1, S2, . . . , Sm} ∈ Bm(c
′
s, j). Then the edges between
Bj(S1, S2, . . . , Sm) and ∆j(S1, S2, . . . , Sm) is a disjoint union of K1,b′s’s.
3. Let {S, T1, T2, . . . , Tm−1} ∈ Bm(c
′
s, j). Then the edges between
Bj(S, T1, T2, . . . , Tm−1) and ∆S(S, T1, T2, . . . , Tm−1) is a disjoint union
of K1,b’s.
4. Bj(S)
m,P(c′s) is a partition of Bj(S) and B
m,P(c′s)
j is a partition of Bj.
5. PS(c
′
s, j) is a partition of ∆(S) and Pm(c
′
s, j) is a partition of ∆j.
By Lemma 10, the stabilizer Gαβj induces a transitive group on Bm(c
′
s, j),
and so Gαβj induces a transitive group on B
m,P(c′s)
j . Then
fj(m) = |Bj(S1, S2, . . . , Sm)| (31)
is independent of {S1, S2, . . . , Sm} ∈ Bm(c
′
s, j). Let S ∈ B(c
′
s, j). We define
BSm(c
′
s, j) =
{
{S, T1, T2, . . . , Tm−1} ∈ Bm(c
′
s, j)
}
.
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Figure 6: The adjacency relations and intersection numbers between
Bj(S1, S2, . . . , Sm) and ∆j(S1, S2, . . . , Sm).
Recall that
B(c′s, j) = {S ∈ B(c
′
s) | j ∈ S},
P(c′s, j) = {∆(S) | S ∈ B(c
′
s, j)},
B
P(c′s)
j = {Bj(S) | S ∈ B(c
′
s, j)}.
By Lemma 8, the stabilizer Gαβj induces a transitive group on P(c
′
s, j), and
so Gαβj induces a transitive group on B
P(c′s)
j . Then
fj = |Bj(S)| (32)
is independent of S ∈ B(c′s, j).
Lemma 18 Let j ∈ X and µ = |B(c′s, j)|. Then λ = |B
S
m(c
′
s, j)| is indepen-
dent of S ∈ B(c′s, j), and so (B(c
′
s, j),Bm(c
′
s, j)) is a 1− (µ,m, λ) design.
Proof. By Equation (30), we know that fj = |Bj(S)| = |B
S
m(c
′
s, j)|fj(m).
So |BSm(c
′
s, j)| is independent of S. 
Now we give an example of Lemma 17 and Lemma 18. Let k = 4,
X = {1, 2, 3, 4}, c′s = 2, B(c
′
s) = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}},
m = 2, b = 1 and Ps+1(α,∆) = [1, 1]. We first consider the adjacency
relations between B1 and ∆1. Then B(c
′
s, 1) = {{1, 2}, {1, 3}, {1, 4}}. For
S = {j, h} ∈ B(c′s), we use jh or hj to denote the set S, i.e.
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jh = hj = {j, h}.
Then B(c′s, 1) = {21, 31, 41}. By Table 1, there is only one 1-(3, 2, x) design
on three points. Hence
Bm(c
′
s, 1) =
{
{21, 31}, {21, 41}, {31, 41}
}
.
Note that
B1(21) = B1(21, 31) ∪ B1(21, 41),
B1(31) = B1(21, 31) ∪ B1(31, 41),
B1(41) = B1(21, 41) ∪ B1(31, 41);
and
∆(21) = ∆21(21, 31) ∪∆21(21, 41) = ∆(12) = ∆12(12, 32) ∪∆12(12, 42),
∆(31) = ∆31(21, 31) ∪∆31(31, 41) = ∆(13) = ∆13(13, 23) ∪∆13(13, 43),
∆(41) = ∆41(21, 41) ∪∆41(31, 41) = ∆(14) = ∆14(14, 24) ∪∆14(14, 34).
The sets B1(21, 31), B1(21, 41) and B1(31, 41) form a partition of B1, and the
sets ∆21(21, 31), ∆21(21, 41), ∆31(21, 31), ∆31(31, 41), ∆41(21, 41), ∆41(31, 41)
form a partition of ∆1 = ∆(21) ∪∆(31) ∪∆(41). Let S, T ∈ B(c
′
s, 1). Since
b = 1, the edges between B1(S, T ) and ∆S(S, T ) is a matching. So we get the
adjacency relations between B1 and ∆1 (see Figure 7(a)). The adjacency re-
lations between Bj and ∆j for 2 6 j 6 4 are similarly got (see Figure 7). The
edges in Figure 7 represents the matching between Bj(S, T ) and ∆S(S, T )
for S, T ∈ B(c′s, j) and 1 6 j 6 4.
Since Gαβj induces a transitive group on B
P(c′s)
j , there exists an integer
τ > 1 such that the induced action of Gαβj on B
P(c′s)
j is τ -homogeneous. If
τ > m, then Bm(c
′
s, j) consists of all m-subsets of B(c
′
s, j). In the following,
we may assume τ < m. Let θ > 1 such that τ + θ = m. Let S1, S2, . . . , Sτ ∈
B(c′s, j) be pairwise distinct. We define
BS1,S2,...,Sτm (c
′
s, j) =
{
{S1, S2, . . . , Sτ , T1, T2, . . . , Tθ} ∈ Bm(c
′
s, j)
}
,
Bj(S1, S2, . . . , Sτ ) =
τ⋂
r=1
Bj(Sr).
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(a) j = 1 (b) j = 2
(c) j = 3 (d) j = 4
Figure 7: The adjacency relations between Bj and ∆j for 1 6 j 6 4.
Then
Bj(S1, S2, . . . , Sτ ) =
⋂
{S1,S2,...,Sm}∈B
S1,S2,...,Sτ
m (c′s,j)
Bj(S1, S2, . . . , Sm) (33)
and
fj(τ) = |Bj(S1, S2, . . . , Sτ )| (34)
is independent of S1, S2, . . . , Sτ .
Lemma 19 Let j ∈ X and µ = |B(c′s, j)|. Let S1, S2, . . . , Sτ ∈ B(c
′
s, j) be
pairwise distinct. Then the size λτ = |B
S1,S2,...,Sτ
m (c
′
s, j)| is independent of
S1, S2, . . . , Sτ , and so (B(c
′
s, j),Bm(c
′
s, j)) is a τ − (µ,m, λτ) design.
Proof. By Equation (33), we know that
fj(τ) = |Bj(S)| = |B
S1,S2,...,Sτ
m (c
′
s, j)|fj(m).
So |BS1,S2,...,Sτm (c
′
s, j)| is independent of S1, S2, . . . , Sτ . 
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5 Cubic s-Distance-transitive graphs
Lemma 20 Let Γ be a cubic graph with diameter d > 2. Let s = d− 1 and
G 6 Aut(Γ). If Γ is (G, s)-distance-transitive, then Γ is distance-regular.
Proof. Suppose Γ is (G, s)-distance-transitive. There are two cases we
need to consider. If Γ is G-distance-transitive, then Γ is distance-regular.
Now we assume that Γ is not G-distance-transitive. Take any vertex α ∈
V (Γ). Then the vertex stabilizer Gα is transitive on Γi(α) for 1 6 i 6 s but
not on Γd(α). By Corollary 5, there has exactly two Gα-orbits ∆1 and ∆2 in
Γd(α) and bs(Γ, α) = 2. By Lemma 6, we have (ci(Γ, α), ai(Γ, α), bi(Γ, α)) =
(1, 0, 2) for 1 6 i 6 s. This implies that Γ is (G, s)-arc-transitive and the
girth of Γ is at least 2d. Let δi = |∆i|, b
′
i = bs(Γ, Gα,∆i), c
′
i = c
′
s(Γ, Gα,∆i),
and ai,j = κ(Γ, Gα; ∆i,∆j) for 1 6 i, j 6 2. In the following, we will show
c′1 = c
′
2 which implies that Γ is distance-regular. We prove this by contrary.
From now on, we suppose c′1 6= c
′
2. Without loss of generality, we may
assume c′1 < c
′
2. We first show that the diameter d > 3. We need consider
three cases (c′1, c
′
2) = (1, 2), (1, 3) or (2, 3). We first suppose c
′
i = 2 for some
1 6 i 6 2. Then δi = kd−1/2 = |Γd−1(α)|/2 = 3 · 2
d−3. Since δi is an integer,
we have d > 3. Now let (c′1, c
′
2) = (1, 3). Note that ks = |Γs(α)| = 3 · 2
d−2.
Then δ1 = ks = 3 · 2
d−2, δ2 = ks/3 = 2
d−2 and 3a1,2 = a2,1. By valency
restriction, we have a2,2 = 0 and a1,2 = a2,1 = 0. So a1,1 = 2. If d = 2, then
δ1 = 3 and the induced subgraph on ∆1 is a triangle. This contradicts the
girth of Γ is at least 4. So d > 3.
Now Γ is (G, 2)-arc transitive, and so Gα is 2-transitive on Γ1(α) which
implies Gα is 2-homogeneous on Γ1(α). By Theorem 13, for 1 6 i 6 2,
there is a 2-(3, c′i, xi) design D(∆i) relative to the Gα-orbit ∆i. There are
exactly two 2-designs on 3 points (see Table 1). Hence (c′1, c
′
2) = (2, 3). Then
δ1 = ks/2 = 3 · 2
d−3, δ2 = ks/3 = 2
d−2, 3a1,2 = 2a2,1. By valency restriction,
we have a2,2 = 0, a1,2 = a2,1 = 0. So a1,1 = 1. We use notations as in
Section 3, and we suggest the reader to draw a picture as in Figure 4. Take
β = β3. Then ∆2 = (∆2)3 ⊆ Γs(β), (∆1)3 = ∆1({1, 3})∪∆1({2, 3}) ⊆ Γs(β),
and the sets B1, B2 and (∆1)
′
3 = ∆1({1, 2}) form a partition of Γd(β). Then
for any vertex in (∆1)
′
3, it has exactly two neighbors in B1 ∪ B2. Thus any
vertex in (∆1)
′
3 has degree at least two in the induced subgraph on Γd(β).
While the induced subgraph on Γd(α) contains no vertex of degree greater
than one. A contradiction. 
Cubic distance-regular graphs were classified in [1], and these graphs are
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either distance-transitive [2] or the Tutte’s 12-cage which is not vertex tran-
sitive. So a vertex-transitive and distance-regular graph with valency three
must be distance-transitive.
Corollary 21 Let Γ be a cubic graph with diameter d > 2. Let s = d−1 and
G 6 Aut(Γ). If Γ is (G, s)-distance-transitive, then Γ is distance-transitive.
Magma codes of cubic distance-transitive graphs can be found on Marston
Conder’s homepage [8]. Let Γ be a cubic distance-transitive graph with
diameter d > 2 such that there is an automorphism group G 6 Aut(Γ)
satisfying Γ is (G, s)-distance-transitive but not G-distance-transitive where
s = d − 1. By Magma [4], we can check that the only possible of such a
cubic distance-transitive graph is Γ = K3,3 with automorphism group G =
C3 ≀ C2 < Aut(Γ) = S3 ≀ C2. Here Cn is a cyclic group of order n, Sn is the
symmetric group on n letters and the symbol ≀ means the wreath product.
By the proof of Lemma 20 and this discussion, we have the following result.
Theorem 22 Let Γ be a cubic graph with diameter d > 3 and girth g. Let
s = d−1 and let G 6 Aut(Γ) such that Γ is (G, s)-distance-transitive but not
G-distance-transitive. Then g 6 2d− 1.
Proof. Suppose g > 2d. By the proof of Lemma 20, the graph Γ is
distance-regular and so distance-transitive. The only possible graph is K3,3
with diameter d = 2 < 3. This is a contradiction. 
6 Tetravalent s-Distance-transitive graphs
with large girth
Lemma 23 Let Γ be a tetravalent graph with diameter d > 3 and girth
g > 2d. Let s = d − 1 and let G 6 Aut(Γ) such that Γ is (G, s)-distance-
transitive. Then Γ is distance-regular.
Proof. If Γ is G-distance-transitive, then Γ is distance-regular. Suppose
Γ is not G-distance-transitive. Take any vertex α ∈ V (Γ). Then the vertex
stabilizer Gα is transitive on Γi(α) for 1 6 i 6 s but not on Γd(α). Let
∆1, ∆2, . . ., ∆n be all the Gα-orbits in Γd(α). By Corollary 5, we have
bs(Γ, α) = 3 and 2 6 n 6 3. Since g > 2d = 2s + 2, by Lemma 3, we
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have (ci(Γ, α), ai(Γ, α), bi(Γ, α)) = (1, 0, 3) for 1 6 i 6 s. This implies that
Γ is (G, s)-arc-transitive, and so Γ is (G, 2)-arc-transitive since s > 2. Hence
Gα is 2-transitive on Γ(α) which implies Gα is 2-homogeneous on Γ(α). By
Theorem 13, for 1 6 i 6 n, there is a 2-(4, c′i, xi) design D(∆i) relative to
the Gα-orbit ∆i. There are exactly three 2-designs on 4 points (see Table 2):
the 2-(4, 2, 1) design, the 3-(4, 3, 1) design and the 4-(4, 4, 1) design. Then
2 6 c′i 6 4 for 1 6 i 6 n. Let δi = |∆i|, b
′
i = b
′
s(Γ, Gα,∆i), c
′
i = c
′
s(Γ, Gα,∆i),
and ai,j = κ(Γ, Gα; ∆i,∆j) for 1 6 i, j 6 n.
Let κs = |Γs(α)| = 4 · 3
d−2 and let 1 6 i, j 6 n with i 6= j. Then by
counting edges between Γs(α) and ∆i we have κsb
′
i = δic
′
i, and by counting
edges between ∆i and ∆j we have δiai,j = δjaj,i.
In the following, we will show c′1 = c
′
2 = · · · = c
′
n which implies that Γ
is distance-regular. We prove this by contrary. From now on, we suppose
|{c′1, c
′
2, . . . , c
′
n}| > 1. We use notations as in Section 3 and Section 4, and we
suggest the reader to draw pictures as in Figure 5.
Take β = β1. Note that Γd(α) = ∆1 ∪ ∆2 ∪ ∆3. So for any vertex
x ∈ Γd(α), the number of neighbors of x in Γd(α) is at most two, i.e. the
induced degree deg[Γd(α)](x) 6 2. So the induced degree on [Γd(β)] is also
6 2. Suppose for some 1 6 i 6 3, the intersection number c′i = 3. Then
B2 ∪ B3 ∪B4 ∪ (∆i)
′
1 ⊆ Γd(β) where (∆i)
′
1 = ∆i \ (∆i)1 = ∆i({2, 3, 4}). Let
y ∈ (∆i)
′
1. Then for 2 6 j 6 4, the vertex y has one neighbour in Bj . Thus
deg[Γd(β)](y) > 3, a contradiction. Hence c
′
i ∈ {2, 4} for 1 6 i 6 n.
Case 1 The case n = 3.
Suppose n = 3. Then b′1 = b
′
2 = b
′
3 = 1 (see Figure 8). Without loss
of generality, we may assume c′1 6 c
′
2 6 c
′
3. We only need to consider the
following two cases (c′1, c
′
2, c
′
3) = (2, 4, 4) or (2, 2, 4).
Let (c′1, c
′
2, c
′
3) = (2, 4, 4). Then a3,1 = a2,1 = a1,2 = a1,3 = a2,3 = a3,2 =
a2,2 = a3,3 = 0 and a1,1 = 2. For any vertex u ∈ V Γ, let
∂uΓ(2) = {x ∈ Γd(u) | deg[Γd(u)](x) = 2}.
Since Γ is vertex-transitive, the size ∂Γ(2) = |∂
u
Γ(2)| is independent of u. We
know ∂αΓ (2) = ∆1. Now
Γd(β) = B2 ∪ B3 ∪B4 ∪ (∆1)
′
1,
(∆1)
′
1 = ∆1 \ (∆1)1 = ∆1({2, 3}) ∪∆1({2, 4}) ∪∆1({3, 4}),
(∆1)1 = ∆1({1, 2}) ∪∆1({1, 3}) ∪∆1({1, 4}).
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Figure 8: Three Gα-orbits ∆1, ∆2 and ∆3 in Γd(α).
Then ∂βΓ(2) = (∆1)
′
1 $ ∆1, which implies ∂Γ(2) = |∂
β
Γ(2)| < |∂
α
Γ(2)| = ∂Γ(2).
This is a contradiction.
Let (c′1, c
′
2, c
′
3) = (2, 2, 4). Then
|V Γ| = 11 · 3d−2 − 1.
This case is left in Case 3.
Case 2 The case n = 2.
Suppose n = 2. Then {b′1, b
′
2} = {1, 2}. Without loss of generality, we
may assume b′1 = 1 and b
′
2 = 2 (see Figure 9). We only need to consider the
following two cases (c′1, c
′
2) = (2, 4) or (4, 2).
Let (c′1, c
′
2) = (2, 4). Then a2,2 = a2,1 = a1,2 = 0 and a1,1 = 2. For any
vertex x ∈ Γd(α), the induced degree deg[Γd(α)](x) = 0 or 2. So the induced
degree on [Γd(β)] is also 0 or 2. Now
Γd(β) = B2 ∪B3 ∪ B4 ∪ (∆1)
′
1,
(∆1)
′
1 = ∆1 \ (∆1)1 = ∆1({2, 3}) ∪∆1({2, 4}) ∪∆1({3, 4}).
Let S ∈ {{2, 3}, {2, 4}, {3, 4}} and let j ∈ S with 2 6 j 6 4. Take a vertex
y ∈ Bj(S)∆1. Then y has only one neighbor in Γd(β) (more precisely, the
neighbor is in ∆1(S)). So deg[Γd(β)](y) = 1, a contradiction.
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Figure 9: Two Gα-orbits ∆1 and ∆2 in Γd(α).
Let (c′1, c
′
2) = (4, 2). Then
|V Γ| = 11 · 3d−2 − 1.
This case is left in Case 3.
Case 3 The case |V Γ| = 11 · 3d−2 − 1.
d 3 4 5 8
|V Γ| 32 98 296 8018
Table 3: The diameter d and the order of the graph Γ
The graph Γ is (G, s)-arc-transitive with order |V Γ| = 11 · 3d−2 − 1. By
Lemma 2.6 in [10], we have s ∈ {2, 3, 4, 7}. The diameter d and the order
of Γ are in Table 3. By the list of 2-arc-transitive tetravalent graphs with at
most 512 vertices [11], the graph Γ with order in {32, 98, 296} doesn’t exist.
So we have |V Γ| = 8018 = 2 ·19 ·211. By the list of arc-transitive tetravalent
graphs of order 2pq [6], no such graphs exist. 
In the proof of Lemma 23, the case (c′1, c
′
2) = (4, 2) in Case 2 has two sub-
cases: Pd(α,∆2) = [1, 1] or [2]. The subcase Pd(α,∆2) = [1, 1] can be dealt
with in the following paragraph by the adjacency relations in Subsection 4.2.
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Suppose (c′1, c
′
2) = (4, 2) and Pd(α,∆2) = [1, 1]. Then a1,1 = a1,2 = a2,1 =
0 and a2,2 = 2. For any vertex x ∈ Γd(α), the induced degree deg[Γd(α)](x) = 0
or 2. So the induced degree on [Γd(β)] is also 0 or 2. The adjacency relations
between Γs(α) and ∆2 are in Figure 7. Hence
Γd(β) = B2 ∪B3 ∪ B4 ∪ (∆2)
′
1,
(∆2)
′
1 = ∆2 \ (∆2)1 = ∆2({2, 3}) ∪∆2({2, 4}) ∪∆2({3, 4}).
We use notations as in the discussion before Figure 7. Let {j,D,E} =
{2, 3, 4}. Let y ∈ Bj(Dj, Ej). Then y has two neighbors in Γd(β) with
one in ∆Dj (Dj, Ej) and the other in ∆Ej (Dj, Ej). So the induced degree
deg[Γd(β)](y) = 2. Let z ∈ Bj(1j, Dj). Then z has only one neighbor in
Γd(β) (more precisely, the neighbor is in ∆Dj (1j, Dj). Let w ∈ Bj(1j, Ej).
Then w has only one neighbor in Γd(β) (more precisely, the neighbor is in
∆Ej(1j , Ej)). So the induced degree is deg[Γd(β)](z) = deg[Γd(β)](w) = 1. This
is a contradiction.
Tetravalent distance-regular graphs were classified in [7], and these graphs
are either distance-transitive [13, 14, 15] or the incidence graph of generalized
quadrangle GQ(3, 3) and the flag graph of generalized hexagon GH(2, 2)
which are not vertex transitive. So a vertex-transitive and distance-regular
graph with valency four must be distance-transitive.
Corollary 24 Let Γ be a tetravalent graph with diameter d > 3 and girth
g > 2d. Let s = d − 1 and let G 6 Aut(Γ) such that Γ is (G, s)-distance-
transitive. Then Γ is distance-transitive.
Theorem 25 Let Γ be a tetravalent graph with diameter d > 3 and girth g.
Let s = d−1 and let G 6 Aut(Γ) such that Γ is (G, s)-distance-transitive but
not G-distance-transitive. Then g 6 2d− 1.
Proof. We prove this by contrary. Suppose g > 2d. By Lemma 23, the
graph Γ is distance-regular with intersection array
ι(Γ) =


∗ 1 1 · · · 1 cd
0 0 0 · · · 0 ad
4 3 3 · · · 3 ∗

 .
By the classification of distance-regular graphs of valency four [7], the order
of Γ is in {26, 35, 728}. Magma code of tetravalent 2-arc-transitive graph of
order 26 or 35 can be found on Primozˇ Potocˇnik’s homepage [12].
31
The graph of order 728 is denoted by Γ728. The graph Γ728 is 7-arc-
transitive, and it is the incidence graph of the known generalized hexagon
GH(3, 3) with full automorphism group G2(3).2 and stabilizer of order 11664.
The almost simple group G2(3).2 with socle G2(3) is in the database of almost
simple groups of Magma. The group G2(3).2 has only one conjugate class of
subgroups of order 11664. The graph Γ728 is isomorphic to the orbital graph
with arc-transitive group G2(3).2 and an orbit of length four under the action
of the stabilizer, and so it can be constructed by Magma.
By Magma [4], we can check that the graph Γ of order in {26, 35, 728}
doesn’t possess an automorphism group G 6 Aut(Γ) such that Γ is (G, s)-
distance-transitive but not G-distance-transitive. 
The following is another proof of Theorem 25.
Proof. We prove this by contrary. Suppose g > 2d. By Lemma 23, the
graph Γ is (G, s)-arc-transitive, and it is distance-regular with intersection
array
ι(Γ) =


∗ 1 1 · · · 1 cd
0 0 0 · · · 0 ad
4 3 3 · · · 3 ∗

 .
Then
|V Γ| =
d∑
i=0
|Γi(α)|
= 1 + 4 + 4 · 3 + · · ·+ 4 · 3d−2 +
3
cd
· 4 · 3d−2
=
(
6 +
12
cd
)
· 3d−2 − 1
=


18 · 3d−2 − 1, if cd = 1;
12 · 3d−2 − 1, if cd = 2;
10 · 3d−2 − 1, if cd = 3;
9 · 3d−2 − 1, if cd = 4.
Since Γ is not G-distance-transitive, it is not (G, d)-arc-transitive. So Γ
is (G, s)-transitive. By Lemma 2.6 in [10], we have s ∈ {2, 3, 4, 7} and d =
s+1 ∈ {3, 4, 5, 8}. The possible order of Γ are in Table 4. By the classification
of tetravalent distance-regular graphs [7], the order |V Γ| 6 728. Then by
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Table 4, we have d 6= 8, i.e. d ∈ {3, 4, 5}. Note that Γ is 2-arc-transitive. By
the list of 2-arc-transitive tetravalent graphs with at most 512 vertices [11,
Table 3 on pages 1334-1335], the (G, s)-transitive graph Γ with d ∈ {3, 4, 5}
and order in Table 4 doesn’t exist. 
|V Γ| d = 3 d = 4 d = 5 d = 8
cd = 1 53 161 485 13121
cd = 2 35 107 323 8747
cd = 3 29 89 269 7289
cd = 4 26 80 242 6560
Table 4: The possible order of the graph Γ with girth g > 2d.
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