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Розглянуто методику підвищення ефективності об’єднання даних у випадку гауссовських щільностей з 
метою оптимізації статистично розподіленого виявлення та роботу зосередженого процесора, який 
забезпечує швидше прийняття рішення об’єднуючи рішення окремих приймачів. 
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Постановка проблеми 
Специфіка роботи повітряного транспорту 
потребує постійного вдосконалення всіх його 
систем. Це необхідно для гарантування його без-
печного та ефективного функціонування. 
Безпека та ефективність авіації є головною 
рушійною силою її розвитку. Найактуальнішим 
завданням на сьогодні є гарантування безпеки 
польотів та авіаційної безпеки (недопущення ак-
тів протизаконного втручання в діяльність ци-
вільної авіації). 
Ефективність і безпека польотів залежить від 
інформаційного забезпечення системи управлін-
ня повітряним рухом. 
Система управління повітряним рухом є склад-
ною ієрархічною та багаторівневою системою, в 
якій взаємодіють засоби збирання та оброблення 
інформації, обчислювальні засоби, системи відоб-
раження інформації, засоби зв’язку, а також її 
персонал. Ефективність і досконалість системи 
визначається її надійністю, точністю та повно-
тою отриманих даних, а також правильністю 
прийняття рішення [1]. 
Правильність прийняття рішення в першу 
чергу залежить від надійності систем зв’язку, 
повноти та точності отриманої інформації. 
Різнобічний, активний і надійний інформа-
ційний обмін між повітряним судном та центром 
управління повітряним рухом дає змогу швидко 
формувати та оперативно ухвалювати найбільш 
раціональні рішення про подальше виконання 
польоту з урахуванням обстановки в повітрі та 
на землі.  
Стратегічно важливою умовою досягнення 
високого рівня безпеки польотів в умовах безпе-
рервного зростання авіаційного трафіку є безпе-
рервний надійний зв’язок та правдивість отри-
маних даних наземними центрами управління 
повітряним рухом на всіх етапах польоту повіт-
ряного судна [3; 4]. 
Під забезпеченням авіаційної безпеки мається 
на увазі комплекс заходів, а також людські та 
матеріальні ресурси, призначені для захисту аві-
ації від актів незаконного втручання в її діяль-
ність. 
Актом незаконного втручання в діяльність 
авіації є протиправні дії, пов’язані з посяганням 
на діяльність авіації і авіаційних об’єктів, унас-
лідок яких можуть статися нещасні випадки з 
людьми, майнові збитки, захоплення чи викра-
дення повітряного судна, або такі, що можуть 
створити ситуацію для таких наслідків [1; 2]. 
Аналіз досліджень і публікацій 
Проведений аналіз свідчить про те, що най-
більш повно проблеми безпеки польотів та авіа-
ційної безпеки висвітлені в збірниках Міжнарод-
ної організації цивільної авіації ІСАО. 
Питанням аналізу та забезпечення безпеки 
інформаційних потоків систем аеронавігації при-
ділено ряд робіт вітчизняних та зарубіжних ав-
торів.  
Стан безпеки польотів — одна з найакту-
альніших тем, які висвітлюються ЗМІ. 
Також, слід зазначити, що предметом сучас-
ного інтересу розробників розподілених систем є 
мультистатичні системи, які працюють з вели-
кою кількістю розділених приймачів, контролю-
ючих загальний об’єм.  
Такі системи вважаються більш надійними та 
захищеними до електронного впливу ніж монос-
татичні системи. Ці властивості обумовлені роз-
діленим резервуванням. Підвищені характерис-
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тики мультистатичних систем витікають з прос-
торового рознесення схеми системи. 
Методика оптимізації статистично  
розподіленого виявлення 
Досліджується клас мультистатичних розпо-
ділених систем, названих системами розподіле-
ного виявлення, які хоча і використовують кон-
цепцію рознесення, проектуються так, щоб оп-
тимальним чином об’єднувати рішення, які над-
ходять від приймачів, швидше, ніж відповідні 
статистики, як в загально прийнятій конструкції. 
Незважаючи на втрату експлуатаційних якостей, 
які можуть бути результатом такої структуриза-
ції, важлива практична перевага полягає в необ-
хідності ліній передачі даних з малою шириною 
смуги між приймачами і центральним блоком 
об’єднання або процесором.  
У статті наведено оптимальне розв’язання за-
дачі перевірки статистичних гіпотез. 
В основі розподіленого виявлення синтез за-
кладає так, що стратегія оптимального рішення 
будь-якого приймача повинна враховувати умо-
ви робочої обстановки і характеристики всіх ін-
ших приймачів, а також структуру зосереджено-
го процесора. Характеристики повної системи 
через периферійну вірогідність помилкової три-
воги і помилки виходять через характерні для 
певного класу виведені вирази. 
Розглянемо дворівневу задачу виявлення. 
Приймачі перетворюють ехосигнали розподі-
леної системи kr  з тим, щоб створити набір пер-
шої стадії рішень ka , 1,k n . На другій стадії 
зосереджений процесор об’єднує ці рішення в 
остаточне рішення 0a  стосовно наявності чи від-
сутності цілі за принципом: 
ja 1, якщо прийнято рішення про наявність 
цілі, тобто обрано гіпотезу 1;H  
0,ja   якщо прийнято рішення про відсут-
ність цілі, тобто обрано гіпотезу 0 ,H  для 0,j n  
(див. рисунок). 
 
 
 
 
 
 
 
 
 
 
 
Розподілене виявлення з використанням  
периферійних приймачів 
Припускається, що як у випадку 1H , так і у 
випадку 0H  сигнали корельовані.  
Отже, припустимо: 
( )i  — у випадку 1H  випадковий вектор 
1( ,..., )
T
nr r r  має відому щільність імовірності 
1 1( ,..., )nx x , причому ця щільність симетрична 
відносно своїх аргументів 1,..., nx x ; 
( )ii  — у випадку 0H  випадковий вектор r  
має відому щільність 0 1( ,..., )nx x , причому ця 
щільність симетрична відносно своїх аргументів 
1,..., nx x . 
Симетричність щільностей означає, що пери-
ферійні приймачі рівноправні в такому сенсі:  
сигнали 1,..., nr r  мають однакові розподіли зі 
щільністю 
1
1 1 2 2( ) ( , ,..., ) ...
n
n n
R
x x x x dx dx

    
у випадку 1H  (наявність цілі);  
також і у випадку 0H  (відсутність цілі) вони 
мають однакові розподіли зі щільністю  
1
0 0 2 2( ) ( , ,..., ) ...
n
n n
R
x x x x dx dx

   . 
Тут і надалі R  означає множину всіх дійсних 
чисел. 
Намагатимося мінімізувати ймовірність про-
маху 0mP  зосередженого процесора за умови 
0 0fP   , накладеної на загальну ймовірність 
помилкової тривоги. Тобто потрібно мінімізува-
ти величину F , яка визначається виразом: 
0 0 0( )m fF P P   ,                 (1) 
де   — невизначений множник, 0  . 
Позначимо через A  довільний набір рішень 
1( ,..., )na a . Маємо при 0;1i   
0 0( | ) ( | ) ( | )i i
A
P a H p a A p A H .          (2) 
Тут ( )p   позначає відповідну умовну ймовір-
ність. Для ймовірності помилок зосередженого 
процесора І та ІІ роду маємо: 
0 0 1( 0 | )mP p a H  ,                   (3) 
0 0 0( 1| )fP p a H  .                  (4) 
Підставляючи вирази (2—4) в (1), отримуємо 
0 1 0( 0 | )[ ( | ) ( | )]
A
F p a A p A H p A H     
0(1 )  .                              (5) 
Розглянемо принцип роботи зосередженого 
процесора у випадку гауссівських щільностей. 
Нехай 0( )x  відповідає розподілу 0(0, )N S . 
Тут 0S  — кореляційна матриця, 
Основне  
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nr  
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 
   
, 
де 00 1   — коефіцієнт кореляції. 
При 0 0   сигнали kr  (у випадку 0H ) неза-
лежні. 
Нехай 1( )x  відповідає розподілу 1( 1, ),N m S  
де m R , 
1 1 1
1 1 12
1 1
1 1 1
1 1 1
1
1
1
1
S
   
 
    
   
 
   
, 
де 10 1   — коефіцієнт кореляції. 
При 1 0   сигнали kr  (у випадку 1H ) неза-
лежні. 
Оберемо такі припущення. 
( )iii . Матриця 1 0S S  додатно визначена. 
Фізично це означає, що енергія сигналу у ви-
падку 1H  більша, ніж його енергія у випадку 0H  
(зокрема, дисперсія kr  у випадку 0H  менша, ніж 
у випадку 1H ). 
Нехай центральний процесор слідує логіці 
«І».  
Розглянемо область при 0  . Маємо 
0 1   , 0 1ln ln ln     ,               (6) 
11
02
( , )
0
0
1
( )
( 2 ) det
S x x
n
x e
S

 

, 
11
12
( ( 1), 1)
1
1
1
( )
( 2 ) det
S x m x m
n
x e
S
  
 

. 
Якщо виконано ( )iii , то матриця 1 10 1A S S
    
додатно визначена [5]. 
Нерівність (6) рівносильна такій: 
   1 10 1, ( 1), 1 2lnS x x S x m x m       
1
1
0
det
ln
det
S
C a
S
  , 
1 2 1
1 1 1( , ) 2 ( ,1) ( 1,1)Ax x m S x m S C
    .      (7) 
Нерівність (7) задає зовнішність багатовимір-
ного еліпсоїда. 
Розглянемо рівність, яка задає межу еліпсоїда: 
2( , ) 2( , ) 0Ax x x f C   ; 
2 1
2 1 1( 1,1)C m S C
  ; 11 1f mS
 ; 
3( ( ), )c cA x x x x C   .                   (8) 
Тут 12 2 , ,c c cAx f Ax f x A f
    — центр 
еліпсоїда; 
1
3 2 2( , ) ( , )c cC C Ax x C A f f
    . 
Якщо 3 0C   (це відбувається при достатньо 
малих 0  ), то еліпсоїд вироджується або в 
центр cx , або в порожню множину. Тоді 
( )
1*I R
   
Нехай 3 0C  . Тоді 1cx   (унаслідок симетрії 
еліпсоїда), 
1*( ) ( , ] [ , )I d d       . 
Тут гіперкуб [ , ]nd d   — найменший  
гіперкуб, описаний навколо еліпсоїда (8). 
Наведемо спосіб обчислення d . Унаслідок 
симетрії еліпсоїда маємо 
a b b b
b a b b
A
b b a b
b b b a
 ; 0, | |a a b  . 
Розглянемо центрований еліпсоїд 
3
, 1
;
n
ij i j
i j
a z z C

  
2
3
1
.
n
i i j
i j
a z b z z C

    
Вважаємо i iz dE , 
1
1
iE

 

, 1,i n  і це від-
повідає вершинам гіперкуба. Оскільки гіперкуб 
описаний, маємо 
2 2
3( ) ;i j
i j
a nd bd E E C

   
2 3 3
2
, 1 1
;
( ) (( ) )
n n
i j i
i j
C C
d
an b E E n an b E n

 
    
 
1
2 3
min
2
,..., 1
.
max [ ( ) ]
n
n
i
E E
C
d
an b E bn

 
 
Якщо 0b  , то  
2 3
min 2
,
( )
C
d
an b n n

 
  
3
min
( ( 1))
C
d d
n a b n
 
 
. 
Якщо 0b  , то 
3
2
min
3
,   ÿêù î   ï àðí å;
( )
,   ÿêù î   í åï àðí å.
( )
C
n
a b n
d
Ñ
n
a b n b

 
 

  
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При парному n  максимум буде при 
1
0
n
iE   
(половина доданків1, половина доданків (–1)); 
при непарному n  максимум буде при 
1
1
n
iE    
1
2
n 


 одиниць і «мінус одиниць» 
1
2
n  


. Відпо-
відно, при 0b   
3
min
3
,   ÿêù î   ï àðí å;
( )
,   ÿêù î   í åï àðí å.
( )
C
n
a b n
d d
C
n
a b n b



  

  
 
Нехай центральний процесор слідує логіці 
«АБО».  
Це внутрішність еліпсоїда (8): 
3( ( ), )c cA x x x x C   . 
Якщо 3 0ÑN  , то 0*I є порожньою множи-
ною, 1*I R . 
Якщо ж 3 0C  , то 0* [ , ]
nI d d    — най-
більший гіперкуб, вписаний в еліпсоїд. 
Відповідно  
1
2 3
max 2
,..., 1
min
n
n
i
E E
C
d
an b E bn

  
   
   

. 
Якщо 0b  , то 
2 3
max 2
,
( )
C
d
an b n n

 
 
3
max
( ( 1))
C
d d
n a b n
 
 
. 
Якщо ж 0b  , то 
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Значення maxd d  знаходиться здобуванням 
кореня. 
Тоді  
0*( ) [ , ]I d d    ; 
1*( ) ( , ) ( , ).I d d        
Висновки 
Зосереджений процесор можна розглядати як 
пристрій, що формує зважену суму розподілених 
рішень і що порівнює її з пороговим значенням. 
Оптимальна стратегія об’єднання залежить 
від вірогідності помилки а, отже, від порогів  
виявлення приймачів. 
Оптимальний поріг виявлення для перевірки 
відносно правдоподібності будь-якого приймача 
залежить від характеристик всіх інших прийма-
чів, від значення та істотно від вибору стратегії 
об’єднання зосередженого процесора. 
Підвищення безпеки та ефективності роботи 
системи управління повітряним рухом потребує 
реалізації широкого спектру заходів та впрова-
дження комплексу організаційно-технічних за-
ходів.  
Запропоновано методику, яка дає змогу 
розв’язувати задачу оптимального прийняття 
рішення про наявність або відсутність цілі.  
Мета цієї методики полягає в тому, щоб зро-
бити політ більш захищеним та безпечним, зме-
ншити затримки, накопичення, екологічний 
вплив та негативну роль чинника екіпажу, а та-
кож недопущення актів протизаконного втру-
чання в діяльність цивільної авіації. 
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