Discrete and free two-generated subgroups of ${\rm SL_2}$ over
  non-archimedean local fields by Conder, Matthew J.
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DISCRETE AND FREE TWO-GENERATED SUBGROUPS OF SL2 OVER
NON-ARCHIMEDEAN LOCAL FIELDS
MATTHEW CONDER
ABSTRACT. We present a practical algorithm which, given a non-archimedean local field
K and any two elements A,B ∈ SL2(K), determines after finitely many steps whether
or not the subgroup 〈A,B〉 ≤ SL2(K) is discrete and free of rank two. The algorithm
can also be applied to two-generated subgroups of the isometry group of any locally finite
simplicial tree.
1. INTRODUCTION
The problem of deciding whether or not two elements of SL2(R) generate a free group
of rank two has been widely studied in the literature. For instance, the subgroups generated
by matrices of the form
[
1 α
0 1
]
,
[
1 0
α 1
]
are known to be free of rank two whenever
|α| ≥ 2; this is an easy consequence of the Ping Pong Lemma, applied to the action of
SL2(R) on the hyperbolic plane H
2 via Mo¨bius transformations. On the other hand, there
are many rational values of α in the interval (−2, 2) for which the subgroup generated by
the above matrices is not free, and it is an open question to decide whether or not this holds
for every such rational α; see, amongst other papers, [2] and [12].
A key observation in [14] is that arguments involving the Ping Pong Lemma can show
that some two-generated subgroups of SL2(R)which are free are also discrete, with respect
to the topology inherited from R4. This helped lead to the discovery of necessary and suf-
ficient conditions, depending on matrix trace, for a two-generated subgroup of SL2(R) (or,
equivalently, of PSL2(R)) to be discrete and free of rank two; see [16] or [17]. More-
over, given any two elements A,B ∈ SL2(R), Nielsen transformations can be performed
in a ‘trace minimising’ manner to determine whether or not these conditions are satisfied
for the subgroup 〈A,B〉 ≤ SL2(R). This observation forms the basis of a practical algo-
rithm introduced in [8], which determines after finitely many steps whether or not a given
two-generated subgroup of SL2(R) (or PSL2(R)) is discrete and free.
Discrete and free two-generated subgroups of SL2 over other fields, particularly other
locally compact fields, are not as well studied. There has been some work done in the
case of SL2(C) (for instance, see [3]) but the action of this group on hyperbolic space H
3
is much more complicated to study. Over a non-archimedean local field K , however, the
group SL2 acts by isometries and without inversions on the corresponding Bruhat-Tits tree,
and such actions on simplicial trees are very well understood. Given two elements A,B ∈
SL2(K), we will show that Nielsen transformations can be performed in a ‘translation
length minimising’manner until either the subgroup 〈A,B〉 ≤ SL2(K) is shown to contain
an elliptic element (which is either of finite order or generates an indiscrete infinite cyclic
subgroup), or hyperbolic generators of 〈A,B〉 are foundwhich satisfy the hypotheses of the
Ping Pong Lemma. This helped us form the basis of a practical algorithm (Algorithm 4.1)
which determines after finitely many steps whether or not a given two-generated subgroup
of SL2(K) (or, equivalently, of PSL2(K)) is discrete and free.
In Section 2, we provide some background information on non-archimedean local fields
and the group SL2(K) defined over such a field K . We describe the Bruhat-Tits tree
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associated to such groups and some general theory of groups acting on simplicial trees by
isometries and without inversions.
Section 3 details the key results leading to Algorithm 4.1; in particular, we show that
a discrete and free subgroup of SL2(K) cannot contain any elliptic elements, and present
a form of the Ping Pong Lemma that gives conditions for a pair of hyperbolic elements
to generate a discrete and free subgroup. We also give some important translation length
formulae, one of which corrects a formula given by Paulin in [15, Proposition 1.6].
In Section 4 we present Algorithm 4.1, and prove that it terminates after finitely many
steps. We give some examples, and show that the same method can be applied to determine
whether or not two-generated subgroups of the isometry group of a locally finite simplicial
tree are free and discrete, with respect to the topology of pointwise convergence (which, in
this setting, is equivalent to the compact-open topology).
2. BACKGROUND
A local field is a field which is locally compact with respect to the topology induced
by some non-trivial absolute value. Such a field K is said to be non-archimedean if the
corresponding absolute value | − | is non-archimedean, meaning it satisfies the ultrametric
inequality
|a+ b| ≤ max{|a|, |b|},
for all a, b ∈ K . We note that equality holds when |a| 6= |b|.
Any local field that does not satisfy the ultrametric inequality is said to be archimedean,
and is isomorphic to either R or C with the same topology as that induced by the standard
absolute values; see [4, Chapter 3, Theorem 1.1]. Non-archimedean local fields are a little
different, and have an equivalent characterisation in terms of valuations.
A valuation on a field K is a group homomorphism v : K× → R such that, when
extended by defining v(0) =∞, the ultrametric inequality holds for all x, y ∈ K:
v(x+ y) ≥ min{v(x), v(y)}.
We say that v is discrete if v(K×) ∼= Z. Given any valuation v on a field K , the ring
of integers O = {x ∈ K : v(x) ≥ 0} is a principal ideal domain with unique maximal
ideal P = {x ∈ K : v(x) > 0}. The quotient k = O/P is called the residue field of
K . Furthermore, setting |x|v = c
−v(x) for some c ∈ (1,∞) defines a non-archimedean
absolute value on K . A field K , equipped with discrete valuation v, that is complete
with respect to | − |v and has finite residue field k is a non-archimedean local field. The
converse also holds, giving two equivalent definitions of a non-archimedean local field; see
[4, Chapter 4] for further details.
For a non-archimedean local fieldK , the maximal ideal P is generated by a uniformiser
pi ∈ O such that v(pi) = 1, and hence the residue field k is of the formO/piO. For a fixed
finite set S of representatives of k, every a ∈ K× can be uniquely expressed a sum
a =
∞∑
i=N
aipi
i,
with each ai ∈ S, and for some integer N such that aN 6= 0; see [4, Chapter 4]. It
follows that non-archimedean local fields satisfy the Bolzano-Weierstrass property, that is,
every bounded sequence (in terms of the corresponding absolute value) has a convergent
subsequence.
A common example of a non-archimedean local field is the p-adic numbers, defined
using the p-adic valuation vp on Q. Namely, if p is a prime and x ∈ Q is of the form
pr a
b
with p ∤ a, b, then vp(x) = r. The corresponding absolute value is usually defined
by |x|p = p
−r, and the p-adic numbers Qp are the completion of Q with respect to | − |p.
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Every non-archimedean local field is isomorphic to a finite extension of either Qp or the
field of formal Laurent series Fp((t)) for some prime p; see [4, Chapters 7 and 8].
Given a non-archimedean local field K with associated valuation v, there is a locally
finite simplicial tree Tv, called the Bruhat-Tits tree, upon which the group SL2(K) acts.
The vertices of Tv are equivalence classes of free O-modules of rank two (called lattices),
where lattices L and L′ are equivalent if L = xL′ for some x ∈ K×. Furthermore, given a
lattice L, each equivalence class of lattices has a unique representative L0 ⊆ L for which
L/L0 is isomorphic (as an O-module) to O/pi
nO, for some n ∈ Z≥0. This gives rise to
the edge structure of Tv, by having edges between the vertices represented by L and L0 if
and only if n = 1; for further details, see [18, Chapter II].
There is a natural action ofGL2(K) on the set of lattices, and this gives rise to a faithful
action of PGL2(K) on Tv by isometries. Moreover, the subgroups SL2(K) and PSL2(K)
act on Tv without inversions, that is, no element swaps adjacent vertices; see [13, Corollary
II.3.14]. Isometries of a simplicial tree T acting without inversions can be classified based
on their translation length: given such an isometry g, this is the integer
l(g) = min
x∈V (T )
d(x, gx),
where V (T ) denotes the vertex set of T . Note that l(g) = l(g−1) and l(hgh−1) = l(g) for
all such isometries g, h of T . Moreover, if l(g) = 0, then g fixes a vertex of T and g is said
to be elliptic. If l(g) > 0 then g is said to be hyperbolic.
Proposition 2.1. Suppose that g is a hyperbolic isometry of a simplicial tree T . Then
{p ∈ V (T ) : d(p, gp) = l(g)} is the vertex set of a straight path in T (called the axis of
g) on which g acts by translations of length l(g). Moreover, if a vertex q ∈ V (T ) is at
distance k from the axis of g, then d(q, gq) = l(g) + 2k.
Proof. See [18, Chapter I, Proposition 24]. 
Corollary 2.2. An edge p− q in T is contained in the axis of a hyperbolic element g if and
only if d(p, gp) = d(q, gq).
Elements of SL2(K) can be classified as either elliptic or hyperbolic via their action on
the Bruhat-Tits tree Tv, and this depends only on the trace:
Proposition 2.3. If A ∈ SL2(K), then l(A) = −2min{0, v(tr(A))}.
Proof. See [13, Proposition II.3.15]. 
3. DISCRETE AND FREE SUBGROUPS
In this section we fix a non-archimedean local field K with valuation v, and present
key results which underpin our algorithm that determines whether or not a given two-
generated subgroup of SL2(K) is discrete and free of rank two. As with the algorithm
for two-generated subgroups of SL2(R) in [8], we use Nielsen transformations on pairs of
generating elements, but in this case we aim to minimise translation lengths until either an
elliptic element or a suitable pair of hyperbolic elements is encountered (a similar ‘reduc-
tion’ process is used in Section 4 of [7] in the context of free groups of rank two acting on
R-trees). We also show that a group containing an elliptic element cannot be both discrete
and free, and prove some translation length formulae which allow us to check when a pair
of hyperbolic elements generate a discrete and free group of rank two.
First recall that a Nielsen transformation takes a n-tuple of elements (g1, . . . , gn) of a
group and performs some finite sequence of the following operations:
• Swap gi and gj (for i 6= j);
• Replace gi by g
−1
i ;
• Replace gi by g
−1
j gi (for i 6= j).
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This preserves generation of the subgroup generated by g1, . . . , gn.
Recall also that a topological group is a group equipped with a topology such that
the inversion and multiplication maps are continuous. A topological group is said to be
discrete if the corresponding topology is discrete. Since multiplication by any element
is a homeomorphism, such a group is discrete if and only if the set {1} is open. Hence
any metrisable topological group (in particular, SL2(K) - via the subspace topology and
metric it inherits fromK4) is discrete if and only if any sequence of elements in the group
converging to the identity is eventually constant.
Proposition 3.1. Let A ∈ SL2(K). Then the subgroup 〈A〉 ≤ SL2(K) is discrete if and
only if either A has finite order or v(tr(A)) < 0.
Proof. Set A =
[
a b
c d
]
and t = tr(A). If A has finite order then it generates a discrete
group, so suppose that v(t) < 0, that is, |t|v > 1. Using the ultrametric inequality, we
may also assume that |a|v > 1. Let an denote the top left entry of the matrix A
n. By the
Cayley-Hamilton Theorem we have An = tAn−1 −An−2 so, if |an−1t|v > |an−2|v , then
the ultrametric inequality implies
|ant|v > |an−1t− an−2|v = |an−1t|v > |an−1|v.
Since |a1t|v > 1 = |a0|v , this inductively proves that |ant|v > |an−1|v and hence that
|an+1|v = |ant|v for all n ∈ N. Thus |an|v tends to∞ as n does, so 〈A〉 is discrete.
On the other hand, suppose A has infinite order and v(t) ≥ 0, that is, |t|v ≤ 1. Let
an, bn, cn and dn denote the corresponding entries of the matrix A
n. Note that if both
|an−1|v and |an−2|v are bounded above, then so is |an|v by the ultrametric inequality and
the Cayley-Hamilton Theorem. It follows by induction that |an|v is bounded above for all
n ∈ N. Similarly, |bn|v, |cn|v and |dn|v are bounded above for all n ∈ N. The Bolzano-
Weierstrass property then implies that 〈A〉 is not discrete. 
Corollary 3.2. If G ≤ SL2(K) is discrete and free then l(g) > 0 for all g ∈ G.
Proof. Suppose that g ∈ G is elliptic. Then either g has finite order, wherebyG is not free,
or otherwise Proposition 2.3 implies that v(tr(A)) ≥ 0. But then G cannot be discrete by
Proposition 3.1. 
We will frequently make use of the following version of the Ping Pong Lemma. As
stated, it applies only to metrisable topological groups acting continuously on a topological
space; this makes it more specialised than other statements of the lemma, but it enables us
to determine when such a group is not only free, but discrete as well.
Recall that a topological groupG acts continuously on a topological spaceX if the map
G × X → X is continuous with respect to the product topology. Note that the action of
SL2(K) on the Bruhat-Tits tree Tv is defined by polynomials and is hence continuous.
Lemma 3.3 (The Ping Pong Lemma). LetG be a metrisable topological group acting con-
tinuously on a topological space X and let g, h ∈ G\{1}. Suppose that U+, U−, V+, V−
are non-empty closed pairwise disjoint subsets ofX which do not cover X and satisfy
g(X\U−) ⊆ U+; g
−1(X\U+) ⊆ U−;
h(X\V−) ⊆ V+; h
−1(X\V+) ⊆ V−.
Then the subgroupH = 〈g, h〉 ≤ G is discrete and free of rank two.
Proof. Freeness follows from Klein’s Combination Theorem: using the notation of [11,
Proposition 12.2]), the non-empty disjoint sets Ω1 = U+ ∪ U− and Ω2 = V+ ∪ V− satisfy
gn(Ω1) ⊆ Ω2 and h
n(Ω2) ⊆ Ω1 for all 0 6= n ∈ Z. So suppose that H is not discrete.
Then one can find a sequence (hn)n∈N of non-identity elements of H which converges
to 1 ∈ H . Choose some x ∈ D = X\(U+ ∪ U− ∪ V+ ∪ V−) 6= ∅ and note that
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hn(x) ∈ X\D for each n ∈ N by hypothesis. Since G acts continuously on X , this gives
a sequence (hn(x))n∈N of elements of X\D which converges to x ∈ D. But X\D is
closed, so this is impossible. ThusH is discrete and free of rank two. 
g h
U+
U−
V+
V−
FIGURE 1. The Ping Pong Lemma
Using a different variant of the Ping Pong Lemma, Lemma 2.6 of [6] shows that two
hyperbolic isometries of a R-tree generate a free group of rank two when their axis overlap
is sufficiently small. Lemma 3.2 of [19] generalises this to Λ-trees (where distances take
values in some totally ordered abelian group Λ, not necessarily R or Z). Here we use
our version of the Ping Pong Lemma to prove a similar, but stronger, result for certain
hyperbolic isometries of a simplicial tree:
Proposition 3.4. Let G be a metrisable topological group acting continuously, by isome-
tries and without inversions on a simplicial tree T . Suppose that A,B ∈ G are hyper-
bolic, and their axes are disjoint or intersect along a path of length 0 ≤ ∆(A,B) <
min{l(A), l(B)}. Then the subgroup 〈A,B〉 ≤ G is discrete and free of rank two.
Proof. In each case we find disjoint subtrees U−, U+, V− and V+ (illustrated in Figure 2)
which do not cover T and satisfy A(T \U−) ⊆ U+, A
−1(T \U+) ⊆ U−, B(T \V−) ⊆ V+
and B−1(T \V+) ⊆ V− (these conditions can be checked using Proposition 2.1). The
result then follows from the Ping Pong Lemma.
First of all, if the axes of A and B are disjoint, then there is a unique path of minimal
distance from a vertex p on the axis of A to a vertex q on the axis of B; removal of
these vertices splits each axis into two segments. Define U+ to be the maximal subtree
of T containing the segment of the axis of A following p, with respect to the direction
of translation, but not p itself. Define U− to be the maximal subtree of T containing the
segment of the axis ofA preceding p, but not p itself. Similarly define V+ (respectively V−)
as the maximal subtree containing the segment of the axis of B that follows (respectively
precedes) q, but not q itself; see the left-hand diagram in Figure 2.
On the other hand, if the axes ofA andB intersect along a common subpathD of length
∆(A,B) < min{l(A), l(B)} (where if ∆(A,B) = 0, then D is a single vertex), then
removal of the subpath D divides each axis into two segments. Define U+ (respectively
U−) to be the maximal subtree of T which contains the segment of the axis ofA following
(respectively preceding) D with respect to the direction of translation, but not D itself.
Similarly define V+ (respectively V−) to be the maximal subtree containing the segment
of the axis of B following (respectively preceding)D, but not D itself; see the right-hand
diagram in Figure 2. 
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p
Axis(A)
q
Axis(B)
U+ V−
U− V+
Axis(A) D Axis(B)
U+ V+
U− V−
FIGURE 2. Applying the Ping Pong Lemma on trees
Given two hyperbolic isometries A and B of a simplicial tree, determining how their
axes interact relies on the following proposition. As stated below, this proposition can also
be applied (with essentially the same proof) to hyperbolic isometries of R-trees, omitting
the hypothesis that AB and A−1B act without inversions. In this context, it is similar to
[15, Proposition 1.6], however we provide a correction to case (2)(ii) - we prove that there
is an extra possibility (depicted in Figure 6, and given by case (2)(iii) in our version of the
proposition) which does not agree with the stated equalities.
Proposition 3.5. Let A and B be hyperbolic isometries of a simplicial tree, such that AB
and A−1B act without inversions. Then precisely one of the following holds:
(1) The axes of A and B do not intersect and
l(A) + l(B) < l(AB) = l(A−1B).
(2) The axes of A and B intersect along a (possibly infinite) path of length∆(A,B),
l(A) + l(B) = max{l(AB), l(A−1B)},
and either:
(i) ∆(A,B) < min{l(A), l(B)} and |l(A)− l(B)| < min{l(AB), l(A−1B)};
or
(ii) ∆(A,B) > min{l(A), l(B)} and |l(A)− l(B)| = min{l(AB), l(A−1B)};
or
(iii) ∆(A,B) = min{l(A), l(B)} and |l(A)− l(B)| ≥ min{l(AB), l(A−1B)}.
Proof. For each case we follow the same general method: using the figures below, we find
edges x− x′ and y − y′ of the tree for which
d(B−1x,Ax) = n = d(B−1x′, Ax′), and
d(B−1y,A−1y) = m = d(B−1y′, A−1y′),
for somem,n ∈ Z. It then follows from Corollary 2.2 that the edgeB−1x−B−1x′ lies on
the axis ofAB and the edgeB−1y−B−1y′ lies on the axis ofA−1B. By Proposition 2.1,
this shows that l(AB) = n and l(A−1B) = m.
For case (1), suppose the axes of A and B do not intersect. Then there are unique
vertices p (on the axis ofA) and q (on the axis ofB) which realise the minimum distance k
between the axes. Let q′ be the vertex on the axis of B which immediately follows q, with
respect to the direction of translation; see Figure 3. Then
d(B−1q, Aq) = l(A) + l(B) + 2k = d(B−1q′, Aq′), and
d(B−1q, A−1q) = l(A) + l(B) + 2k = d(B−1q′, A−1q′),
giving l(AB) = l(A−1B) = l(A) + l(B) + 2k, hence the stated inequality.
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p
Axis(A)
Axis(A)
B−1q
B−1q′
q
Axis(B)
Axis(B)
k
q′
Ap
AqAq
′
k
A−1p
A−1qA−1q′
k
FIGURE 3. The axes of A and B do not intersect
For case (2), suppose that the axes ofA andB intersect along a path of length∆(A,B).
Without loss of generality we may suppose that the orientation of these axes agree, and
that l(A) ≤ l(B). If this path is infinite, then choose any edge x − x′ on the path that
subdivides it into two infinite segments. Considering the image of this edge under A, A−1
and B−1, it is easy to see that l(AB) = l(A) + l(B) and l(A−1B) = l(B)− l(A), which
agrees with subcase (2)(ii). Henceforth we assume that ∆(A,B) is finite, and define p
and q respectively be the initial and terminal vertices (with respect to the direction of axis
translation) of the common subpath between the axes, noting that we have p = q in the
case ∆(A,B) = 0.
In subcase (2)(i), we suppose that∆(A,B) < l(A) and define p′ to be the vertex on the
axis of A immediately preceding p, and q′ to be the vertex on the axis of A immediately
following q; see the left and right-hand diagrams of Figure 4 respectively.
B−1p
B−1p′
Axis(A)
Axis(A)
∆(A,B) < l(A)
Axis(B)
Axis(B)
pp′
qAp′
Ap
A−1q′
A−1q
B−1q
B−1q′
Axis(A)
Axis(A)
∆(A,B) < l(A)
Axis(B)
Axis(B)
p
q′ q
FIGURE 4. The axes of A and B have ‘small’ overlap∆(A,B) < min{l(A), l(B)}
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Then subcase (2)(i) is proved, since
d(B−1p,Ap) = l(A) + l(B) = d(B−1p′, Ap′), and
d(B−1q, A−1q) = l(A) + l(B)− 2∆(A,B) = d(B−1q′, A−1q′),
giving l(AB) = l(A) + l(B) and l(A−1B) = l(A) + l(B)− 2∆(A,B) > l(B)− l(A).
For subcase (2)(ii) suppose that ∆(A,B) > l(A). Again define p′ to be the vertex on
the axis of A immediately preceding p. This gives a diagram similar to the left-hand one
of Figure 4, but with the edge Ap′ − Ap lying (in the same orientation) in the common
subpath between the axes. As before, it follows that l(AB) = l(A) + l(B), because
d(B−1p,Ap) = l(A) + l(B) = d(B−1p′, Ap′).
To compute l(A−1B), first note that if l(A) = l(B) then A−1B fixes p, and therefore
l(A−1B) = 0 = l(B) − l(A). If l(A) 6= l(B) then define q′′ to be the vertex immedi-
ately following q on the axis of B; see the left-hand diagram of Figure 5 for the case that
∆(A,B) ≥ l(B) and the right-hand diagram for the case that ∆(A,B) < l(B). Both
diagrams show
d(B−1q, A−1q) = l(B)− l(A) = d(B−1q′′, A−1q′′),
which implies that l(A−1B) = l(B)− l(A). This proves subcase (2)(ii).
∆(A,B) ≥ l(B)
Axis(A)
Axis(A)
Axis(B)
Axis(B)
q′′q
p
B−1q
B−1q′′
A−1q
A−1q′′
B−1q′′
B−1q
A−1q′′
A−1q
Axis(A)
Axis(A)
∆(A,B) < l(B)
Axis(B)
Axis(B)
p
q′′q
FIGURE 5. The axes of A and B have ‘large’ overlap∆(A,B) > min{l(A), l(B)}
In subcase (2)(iii), we suppose that ∆(A,B) = l(A). Defining p′ to be the vertex
on the axis of A immediately preceding p gives a diagram similar to the left-hand one
of Figure 4, but with Ap = q, and Ap′ being the vertex immediately preceding q in the
common subpath between the axes. It follows that l(AB) = l(A) + l(B), as in subcases
(2)(i) and (ii). To compute l(A−1B), we again define q′′ to be the vertex immediately
following q on the axis of B. If A−1q′′ does not lie on the axis of B, then we are in the
same situation as depicted in the right-hand diagram of Figure 5 (but with p = A−1q) and
so l(A−1B) = l(B)− l(A), as in subcase (2)(ii).
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However, there is the possibility that A−1q′′ could lie on the axis of B, and this case
was not considered in the proof of [15, Proposition 1.6]. In this situation, consider the
vertex q˜ on the axis of B, at distance ⌈ l(B)−l(A)2 ⌉ from q in the direction of translation.
Note that either there is some edge r′ − r in the path between q and q˜ such that A−1r′ lies
on the axis of B, but A−1r does not, or the path from A−1q to A−1q˜ lies entirely on the
axis of B; see the left and right-hand diagrams of Figure 6 respectively.
A−1r
A−1r′
B−1q˜
B−1r
B−1r′
Axis(A)
Axis(A)
∆(A,B) = l(A)
Axis(B)
Axis(B)
A−1q = p
r′
r
q˜
q
q′′
A−1q′′
A−1q˜
B−1q′′
B−1q
B−1q˜?
Axis(A)
Axis(A)
∆(A,B) = l(A)
Axis(B)
Axis(B)
A−1q = p
q˜
q
FIGURE 6. Extra cases that can occur when the axes of A and B have
overlap∆(A,B) = min{l(A), l(B)}
In the former case, the left-hand diagram of Figure 6 shows that
d(B−1r, A−1r) = l(B)− l(A)− 2d(q, r′) = d(B−1r′, A−1r′),
and hence l(A−1B) = l(B) − l(A) − 2d(q, r′) ≤ l(B) − l(A). In the latter case, by
choice of q˜, we find thatB−1q˜ is eitherA−1q˜ or the vertex immediately following it on the
axis of B; see the right-hand diagram of Figure 6. But then A−1B either fixes the vertex
A−1q˜ = B−1q˜ or inverts the edge A−1q˜ − B−1q˜. Since this element was assumed to act
without inversions, it follows that l(A−1B) = 0 ≤ l(B)− l(A), proving subcase (2)(iii)
and hence the Proposition. 
We note that the missing case from [15, Proposition 1.6] was discovered when consid-
ering various examples in SL2(Q7). Namely, given the matrices
X =
[
73 0
0 173
]
, Y =
[
2
77 7
3
1
73 7
7
]
,
setting A = XY and B = X3Y 3 yields hyperbolic elements with respective translation
lengths of 8 and 32. Moreover, the axes of A−1 and B overlap with opposite directions
of translation. However l(A−1B) = 16, and this is inconsistent with the formula given
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in case (2)(ii) of [15, Proposition 1.6]; this value is neither l(B) − l(A) nor of the form
l(A) + l(B) − 2∆(A,B) for some ∆(A,B) < 8. This proposition has been referred to
later in [15] and some other papers (for instance, see [9] and [10]), however, our correction
does not appear to affect the results which depend on these translation length formulae.
Corollary 3.6. LetG be a metrisable topological group acting continuously, by isometries
and without inversions on a simplicial tree. IfA,B ∈ G are hyperbolic and |l(A)−l(B)| <
min{l(AB), l(A−1B)}, then 〈A,B〉 ≤ G is discrete and free of rank two.
Proof. First note that in case (1) of Proposition 3.5, we have min{l(AB), l(A−1B)} =
l(A) + l(B), which is clearly larger than |l(A)− l(B)|. So the condition |l(A)− l(B)| <
min{l(AB), l(A−1B)} is equivalent to being in either case (1) or (2)(i) of Proposition 3.5,
both of which satisfy the hypotheses of Proposition 3.4 and the Ping Pong Lemma. 
We conclude this section by noting that determining whether a finitely generated sub-
group of SL2(K) is discrete and free is equivalent to the same problem for the correspond-
ing subgroup in PSL2(K) (which inherits the quotient topology from SL2(K)).
Proposition 3.7. Let K be a local field and suppose G ≤ SL2(K) is n-generated. Then
G is discrete and free of rank n if and only if the corresponding subgroup G ≤ PSL2(K)
(its image under the quotient map) is discrete and free of rank n.
Proof. It is easy to check that G is discrete if and only if G is. So consider the restriction
of the quotient map pi : SL2(K)→ PSL2(K) to the epimorphism piG : G→ G. Note that
pi(g) = 1 if and only if g = ±I2. So if G is free of rank n then piG is 1-to-1. Thus G ∼= G
and so G must also be free of rank n.
Similarly, if G is free of rank n then, by the universal property of free groups, there
exists a unique homomorphism G → G sending the generators of G back to their corre-
sponding elements inG. This is an inverse to piG, showing thatG ∼= G and soGmust also
be free of rank n. 
4. THE ALGORITHM
In this section we present our algorithm, which determines after finitely many steps
whether or not a two-generated subgroup of SL2(K) is discrete and free of rank two.
The key idea is to use Proposition 2.3 to compute translation lengths on the Bruhat-Tits
tree, and perform Nielsen transformations on the generators until these produce either an
elliptic element, or two hyperbolic elements satisfying the hypotheses of Corollary 3.6. By
Proposition 3.7, the algorithm can also be applied to two-generated subgroups ofPSL2(K)
by taking representatives in SL2(K).
Algorithm 4.1. Let K be a non-archimedean local field. Given two elements A,B ∈
SL2(K), we proceed as follows. If G = 〈A,B〉 ≤ SL2(K) is discrete and free of rank
two then the algorithm will return true and output a generating pair forG which satisfy the
hypotheses of the Ping Pong Lemma; otherwise it will return false.
(1) Set X = A, Y = B. If l(X) = 0 or l(Y ) = 0 then return false.
(2) If l(X) > l(Y ) then swap X and Y .
(3) Computem = min{l(XY ), l(X−1Y )}.
(4) Ifm = 0 then return false.
(5) Ifm ≤ l(Y )− l(X) then replace Y by an element from {XY,X−1Y } which has
translation lengthm and return to (2).
(6) Otherwise return true and the generating pair (X,Y ).
Theorem 4.2. Algorithm 4.1 terminates after finitely many steps and produces the correct
output.
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Proof. If at any point the algorithm encounters an elliptic element then G is not discrete
and free by Corollary 3.2. So suppose that the algorithm only ever encounters hyperbolic
elements. Then it must reach step (5). If m > l(Y ) − l(X) then, by Corollary 3.6, G
is discrete and free and the elements X and Y satisfy the hypotheses of the Ping Pong
Lemma. Otherwise the algorithm performs a Nielsen transformation, and outputs a new
pair of generators for G on which to run the algorithm.
If this sequence of Nielsen transformations never terminates, then there is an infinite
sequence (xn, yn) = (l(Xn), l(Yn)) of integral translation length pairs which satisfies
0 < xn ≤ yn for all n ∈ N and is decreasing in each component; such a sequence must
converge. Moreover, for each pair (Xn, Yn) of generators, we are in case (2)(ii) or (2)(iii)
of Proposition 3.5. Following the proof of these cases, at each stage (xn, yn) is replaced by
either (yn−xn−kn, xn) or (xn, yn−xn−kn) for some 0 ≤ kn < yn−xn. In particular,
this implies that xn+1 + yn+1 = yn − kn for all n ∈ N. Rearranging and taking limits, it
follows that lim
n→∞
xn = − lim
n→∞
kn ≤ 0, a contradiction since each xn is a positive integer.
Hence this algorithm must eventually terminate, proving the theorem. 
In terms of implementing this algorithm in a computational package such as MAGMA,
the software needs to be able to perform matrix multiplication overK , and compute traces
and valuations. Since each non-zero element of K can be expressed uniquely in the form
∞∑
i=N
aipi
i for some integer N with aN 6= 0 and some uniformiser pi, computing valuations
and performing both addition and multiplication overK is straightforward. But there is a
clear obstacle in the computational storage space needed for elements ofK with an infinite
expression of the above form. This can theoretically be overcome by storing elements of
K in terms of the data {pi; aN , aN+1, . . . , aM} up to some appropriate finiteM .
Indeed, given matrices
A =
[
a b
c d
]
, B =
[
e f
g h
]
,
one iteration of Algorithm 4.1 requires firstly computing l(A) = −2min{0, v(a + d)}
and l(B) = −2min{0, v(e + h)}. Since any non-negative valuation gives a translation
length of 0, calculating these accurately requires storing the entries of A and B only up
to the coefficient of pi0 (that is, M = 0 will suffice). On the other hand, assuming that
0 < l(A) ≤ l(B), the first iteration of Algorithm 4.1 will also require computing l(AB) =
−2min{0, v(ae + bg + cf + dh)} and l(A−1B) = −2min{0, v(de − bg − cf + ah)}.
Storing the entries of A and B up to the coefficient of pi−min{0,v(a),v(b),...,v(h)} is suffi-
cient to compute these valuations accurately. It follows inductively that storing the pii-
coefficients of entries of A and B up toM = −rmin{0, v(a), v(b), . . . , v(h)} is enough
to correctly apply r iterations of Algorithm 4.1. Thus, given any two elements of SL2(K),
choosing large enough M (compared with −min{0, v(a), v(b), . . . , v(h)}) should allow
the algorithm to run correctly; if, however, at any point the number of iterations exceeds
M
−min{0,v(a),v(b),...,v(h)} , then a higher boundM will need to be chosen and the algorithm
restarted.
The examples we discuss below avoid this issue entirely for the case whereK = Qp for
some prime p. By restricting our interest to pairs of matrices in SL2(Q), we can perform
matrix multiplication and compute traces in the usual sense, and then consider p-adic valu-
ations separately. In this particular case, it is interesting to view the subgroups generated as
subgroups of both SL2(Qp) and SL2(R), and compare the properties of each. For instance,
it is a well known consequence of the Ping Pong Lemma that the matrices
A =
[
1 2
0 1
]
, B =
[
1 0
2 1
]
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generate a discrete and free subgroup of SL2(R), whereas the matrices
A =
[
1 1
0 1
]
, B =
[
1 0
1 1
]
do not. However, neither of these pairs of matrices generate a discrete and free subgroup
of SL2(Qp) for any prime p since a matrix of the form
[
1 α
0 1
]
or
[
1 0
α 1
]
over a
non-archimedean local field is elliptic.
One iteration of Algorithm 4.1 also shows that, for any prime p, the matrices
A =
[
p p− 1
−1
p
1
p2
]
, B =
[ 2
p4
p3
1
p3
p4
]
generate a subgroup of SL2(Qp) which is discrete and free of rank two. Using the same
matrices as input for the algorithm in [8] shows that they do not generate a free and discrete
subgroup of SL2(R) (this follows since tr(AB) =
p+1
p3
< 2, so AB is conjugate to a
rotation matrix). On the other hand, for any prime p 6= 2, the matrices
A =
[
p p− 1
−1
p
1
p2
]
, B =
[ 2
p3
p4
1
p4
p3
]
generate subgroups of both SL2(Qp) and SL2(R) which are discrete and free of rank two;
this follows from Corollary 3.6 and [8, Theorem 4.4 (b)(iv)] respectively.
Each of these examples requires only one iteration of Algorithm 4.1, but this is certainly
not always the case. Indeed, given a prime p 6= 2 and positive integer r, the matrices
A =
[
p3 0
0 1
p3
]
, B =
[ 2
p3r+1
p3
1
p3
p3r+1
]
generate a discrete and free subgroup of SL2(Qp), and this requires r + 2 iterations of
Algorithm 4.1.
Finally, we note that underlying concepts of Algorithm 4.1 can also be applied to two-
generator subgroups of the isometry group of any locally finite simplicial tree, assuming
that a method of computing translation lengths exists. By subdividing each edge of the tree
at its midpoint, if necessary, every element of such an isometry group can be assumed to
act without inversions.
Given any proper metric spaceX (for instance, a locally finite simplicial tree) the isom-
etry group Isom(X) naturally inherits the structure of a metrisable topological group from
the product topology on the space XX of all continuous maps X → X ; see [5, Lemmas
5.B.3 and 5.B.5]. This topology is often known as the topology of pointwise convergence,
in the sense that a sequence (fi) in Isom(X) converges to f ∈ Isom(X) if and only if the
sequence (fi(x)) converges to f(x) for each x ∈ X . Note that, for a non-archimedean lo-
cal fieldK , the groupPSL2(K) (as a subgroup of the isometry group of the corresponding
Bruhat-Tits tree) inherits the topology of pointwise convergence, and this coincides with
the standard topology on PSL2(K) used in this paper.
In the setting of isometry groups, the topology of pointwise convergence is equivalent to
the well-known compact-open topology; see [5, Lemmas 5.B.1 and 5.B.2]. The pointwise
convergence property of these equivalent topologies leads to an analogue of Corollary 3.2
for isometries of a locally finite simplicial tree:
Proposition 4.3. Let T be a locally finite simplicial tree and suppose thatG ≤ Isom(T ) is
discrete (with respect to the topology of pointwise convergence) and free. ThenG contains
no elliptic elements.
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Proof. SupposeG contains some elliptic element g, which fixes some vertex p of T . There
are only finitely many vertices adjacent to p and g acts to permute these. This implies
there is some integer n1 for which g
n1 fixes p and all adjacent vertices. One continues
inductively to obtain a sequence (gni) of elements of Isom(T ), where gni fixes p and all
vertices a distance at most i from p. But then (gni(x)) converges to x for each vertex x of
T , so (gni) converges to the identity. Thus either g has finite order orG is not discrete. 
For any proper metric space X , the natural map Isom(X) × X → X is continuous;
see [5, Lemma 5.B.4 (2)]. This implies that, when equipped with the topology of point-
wise convergence, the isometry group of a locally finite simplicial tree also satisfies the
hypotheses of Corollary 3.6. Thus we have the following generalisation of Algorithm 4.1:
Algorithm 4.4. Given two elements A and B in the isometry group of a locally finite
simplicial tree T , and a method of computing translation lengths, we proceed through
steps (1)−(6) of Algorithm 4.1. IfG = 〈A,B〉 ≤ Isom(T ) is discrete (with respect to the
topology of pointwise convergence) and free of rank two, then the algorithm will return
true and output a generating pair for G which satisfies the hypotheses of the Ping Pong
Lemma; otherwise it will return false.
Theorem 4.5. Algorithm 4.4 terminates after finitely many steps and produces the correct
output.
Proof. The only difference from the proof of Theorem 4.2 is that if the algorithm encoun-
ters an elliptic element then G cannot be both discrete and free by Proposition 4.3, instead
of Corollary 3.2. 
Algorithm 4.4 can be applied, for instance, to certain amalgamated free products. Sup-
pose that Γ = H ∗C K is the amalgamated free product of groups H and K over some
subgroup C which is finite index in both H and K . It is well-known that, given fixed
transversals TH and TK of right coset representatives of C in H andK respectively, each
element g ∈ Γ has a unique normal form
g = cx1 . . . xn,
for some integer n ≥ 0, where c ∈ C and for each i ≥ 1, either xi ∈ TH and xi+1 ∈ TK or
vice versa. Moreover, Γ acts faithfully, by isometries, and without inversions, on a locally
finite tree T with vertices given by cosets of the form gH or gK and edges given by cosets
gC, for g ∈ Γ; see [18, Chapter I, Section 4].
Consider the shortest normal form cx1 . . . xn0 of all conjugates of g in Γ; such a form
is cyclically reduced in the sense that either n0 = 0, 1 or x1 and xn0 lie in different
transversals. If n0 is 0 or 1, then g is conjugate into either A or B and hence l(g) = 0.
On the other hand, if n0 > 1 then l(g) = n0, which is an even integer; this follows from
[1, Lemma 2.25] and [15, Proposition 1.7]. Thus, given such a group Γ and a method of
computing a cyclically reduced normal form of each element (such algorithms exist since
the transversals TH and TK are finite), Algorithm 4.4 can be applied to determine whether
or not any two-generated subgroup of Γ is discrete and free.
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