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RESUMEN
En este trabajo, el algoritmo Simulated annealing (SA) es empleado para solucio-
nar el problema inverso de detección de daño en vigas usando información modal 
contaminada con ruido. La formulación de la función objetivo para el procedimiento 
de optimización, basado en el SA, está fundamentada en el método de  la  fuerza 
residual modificada.  El desempeño del SA empleado en este estudio superó el de 
un algoritmo genético (AG) en dos funciones de prueba reportadas en la literatura 
internacional. El procedimiento de evaluación de integridad aquí propuesto se con-
firmó y validó numéricamente empleando la teoría de vigas de Euler-Bernoulli y un 
Modelo de Elementos Finitos (MEF) de vigas en voladizo  y apoyadas libremente. 
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Simulated annealing.
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DAMAGE DETECTION  
USING THE MODIFIED RESIDUAL FORCE VECTOR  
AND THE SIMULATED ANNEALING ALGORITHM (SA)
ABSTRACT
In this research, the Simulated Annealing Algorithm (SA) is employed to solve 
damage detection problems  in beam type  structures using noisy polluted modal 
data. The formulation of the objective function for the SA optimization procedure is 
based on the modified residual force method. The SA used in this research performs 
better than the Genetic Algorithm (GA) in two difficult benchmark functions. The 
proposed structural damage-identification scheme is confirmed and assessed using 
a Finite Element Model (FEM) of cantilever and   a free-free Euler-Bernoulli beam 
model. 
Key words: Damage identification, modified residual force, simulated annealing 
algorithm.
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Detección daño estructural empleando el vector de fuerza residual modificado y el algoritmo (SA)
INTRODUCCIÓN
De forma general, la detección de daños en la 
infraestructura civil consiste en inferir, a través de 
medidas de la respuesta dinámica del sistema es-
tructural, la posición y severidad del daño presente 
en puentes o edificios a medida que la estructura se 
deteriora. Durante los últimos 35 años la investiga-
ción en esta área se ha concentrado en el desarrollo 
de nuevas técnicas no destructivas para evaluar la 
integridad estructural [1, 2]. Tales métodos hacen 
parte de lo que se conoce como monitoreo de la 
salud estructural [3].
En  este  trabajo,  la  detección  de  daño  se 
define  como un  problema  de  optimización,  en 
el  cual  se  debe  especificar  una  función objetivo 
(a  ser minimizada  / maximizada)  en  términos 
de parámetros  relacionados  con  las  propiedades 
físicas de la estructura. Sabiendo que el mínimo 
de dicha  función se obtiene cuando es evaluada 
con  los  parámetros  verdaderos  y  empleando  el 
procedimiento SA para estimar esos parámetros, 
es posible evaluar el estado del sistema, es decir, 
determinar  si el daño ocurrió, dónde y con qué 
severidad  (nivel  3  de  detección  según Rytter) 
[4].  En este contexto, vale la pena aclarar que el 
uso de  los métodos  clásicos de  la  programación 
no  lineal  para  solucionar  problemas  inversos 
fuertemente no  lineales y con múltiples   puntos 
óptimos como el tratado en este trabajo, tienen el 
gran  inconveniente de  ser  susceptibles  a  quedar 
atrapadas en puntos óptimos locales [5].  Además 
de la anterior limitación, las técnicas clásicas son 
altamente sensibles a la presencia de ruidos en los 
datos experimentales [6]. Esto se debe al hecho de 
que los gradientes usados dependen explícitamente 
de  los  vectores  modales  medidos  y/o  de  su 
expansión (cuando se emplean datos modales en 
la función objetivo); de esta forma, cualquier error 
en las mediciones o en el modelo corromperá la 
calidad de los gradientes y comprometerá la calidad 
de la solución. 
Es  un  hecho  conocido  que  los  algoritmos 
heurísticos  necesitan un mayor número de  eva-
luaciones  de  la  función objetivo  para  encontrar 
una  solución óptima o  cuasi  óptima  cuando  se 
comparan con técnicas basadas en gradientes. Sin 
embargo,  las desventajas de los métodos clásicos 
mencionadas anteriormente hacen que estas técni-
cas no puedan ser usadas para atacar el problema 
de detección de daños vía respuesta dinámica de 
la estructura. Por otro lado, el empleo de métodos 
heurísticos para abordar el problema de identifica-
ción de daños se presenta como opción promisoria 
debido a que no requieren ni de continuidad en la 
definición del problema de optimización ni de la 
estimación de un punto inicial para garantizar su 
convergencia (en el problema de identificación de 
daños, la definición de un punto de partida para 
comenzar la búsqueda es casi imposible debido a 
la gran cantidad de opciones existentes). Adicio-
nalmente, están diseñados para buscar soluciones 
globales o cuasi globales [7, 8].
El empleo de datos modales para detección de 
daños está estrechamente ligado al análisis modal 
experimental que se convirtió, a partir de los años 
70 en una herramienta muy popular debido a su 
amplio  espectro  de  aplicaciones,  que  van  desde 
problemas de  acústica hasta  la  identificación de 
daños. En este sentido, diversos autores han usado 
el concepto de la fuerza residual para valorar el daño 
empleando redes neuronales y algoritmos genéticos 
[9, 10] y es en este contexto que el presente artículo 
está inscrito. 
1	 MÉTODO DE LA FUERZA 
RESIDUAL MODIFICADA: 
DEFINICIÓN DEL PROBLEMA  
DE OPTIMIZACIÓN
La expresión clásica para el vector de fuerza 
residual 
ir  para el i-ésimo modo de vibración de 
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un  sistema con múltiples  grados de  libertad  [11] 
puede expresarse como:
2[ ]{ } [ ]{ ]
m m mi i i i
r K Mϕ ω ϕ= −    (1)
donde  [ ]K   y  [ ]M   son  las matrices  base  de 
rigidez y de masa del modelo de elementos finitos 
del sistema estructural, { }
mi
ϕ  y  2
mi
ω  son la i-ésima 
forma modal  del  sistema  y  la  i-ésima  frecuencia 
natural determinadas experimentalmente. En esta 
ecuación, se asume que las frecuencias naturales 
y  las  formas modales  continúan  satisfaciendo  la 
ecuación de valor propio. La ecuación (1) ha em-
pleado para detección de daños, bajo la hipótesis 
de que el vector 
ir  puede ser construido a partir 
de los valores exactos de vectores propios y valores 
propios del sistema. En la práctica, el hecho de que 
los parámetros modales no pueden ser determina-
dos con completa precisión debido a la inevitable 
presencia tanto de errores experimentales como de 
de errores de modelización de las matices [ ]K  y [ ]M  
hace que el vector 
ir  pierda información sobre la 
presencia del daño. Para evitar este problema (la 
interpretación directa del vector de fuerza residual) 
se propone la siguiente función objetivo, que debe 
ser minimizada para poder identificar y cuantificar 
el daño:
mod
2
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=
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j
r M kδ δ δ δ ω ϕ ϕ δ
=
= − + ∑  
es  el  i-ésimo  vector  de  fuerza modal  residual 
modificado,  [ ]jk  es matriz de rigidez del  j-ésimo 
elemento finito de la estructura, m  representa el 
número de modos medidos, n  es el número total 
de elementos finitos del modelo, 
mi
ω  representa la 
i-ésima frecuencia natural experimental, { }
mi
ϕ  es la 
i-esima forma modal experimental del sistema, [ ]M  
es la matriz de masa del modelo y 
jδ  es el j-ésimo 
parámetro escalar de daño que indica la posición 
y  severidad del mismo. Los  valores  de 
jδ   están 
contenidos en el intervalo [0,1]. Un valor  0jδ =  
o menor que 1 indica pérdida total o parcial de 
la rigidez del respectivo elemento y, por lo tanto, 
revela si la estructura está o no afectada. Un valor 
1jδ =  indica que el sistema se encuentra sin daño.
Para este estudio, se creó un conjunto artificial 
de datos modales experimentales para la ecuación 
(2) mediante la adición de ruido aleatorio a los da-
tos obtenidos de forma numérica. De esta forma, 
se definieron γ  y β  como los ruidos, en términos 
de  porcentaje,  introducidos  en  las  frecuencias 
naturales  y  las  formas modales  numéricas,  res-
pectivamente. El i-ésimo conjunto de parámetros 
modales  “experimentales”  fue  generado  de  la 
siguiente forma:
( 1,1)
100
num
m num
i
i i
ranω γ
ω ω
−
= +   (3)
( 1,1)
{ } { } { }
100m num numi i i
ran β
ϕ ϕ ϕ
−
= +   (4)
donde 
numi
ω   y  { }
numi
ϕ   son  los  parámetros 
modales numéricos y  ( 1,1)ran −  es una función 
que  genera números  aleatorios  cuyos  valores  se 
encuentran en el intervalo [ 1,1].−
2	 EL ALGORITMO 
SIMULATED ANNEALING
El SA se basa en la analogía entre el proceso 
físico de enfriamiento lento de sólidos y la solución 
de problemas de optimización de gran escala con 
variables continuas y discretas [12-15]. El SA fue 
propuesto por Kirkpatrick, Gelatti  y Vecchi  [13] 
y ha sido empleado en el campo de la física y  la 
cristalografía,  para  ajustar modelos  atómicos  de 
proteínas usando datos experimentales e informa-
ciones químicas [16]. Una de las primeras aplica-
ciones del SA para determinar el posicionamiento 
óptimo de  sensores  y  actuadores  en  estructuras 
espaciales fue realizada por Salama et al., [17] y su 
aplicación es relativamente reciente en la disciplina 
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de optimización estructural, donde el objetivo es 
obtener estructuras con pesos, formas, resistencia 
óptimos y/o controlar los parámetros de vibración 
de estos sistemas [18, 19]. 
El  algoritmo SA es  esencialmente un proce-
dimiento de búsqueda iterativa aleatoria que per-
mite movimientos de subida (o de descenso) bajo 
el control de un criterio estocástico. Este criterio 
es esencial para evitar  los óptimos locales. En el 
corazón del método se encuentra el bien conocido 
algoritmo de Metropolis et al., [20], que puede ser 
empleado para  resolver  problemas  con  variables 
continuas.  El  procedimiento  de  optimización 
mediante  el  SA utilizado  en  este  trabajo  puede 
resumirse en los siguientes pasos:
(1)	 Definir una función objetivo F (ver ecuación 
(2)) sobre un espacio n dimensional de variables 
continuas:
  1 2
( ) ( , ,..., )iF X F x x x=   (5)
  donde  ,ix ∈ ℜ 1... .i n= El problema puede 
definirse  ahora  como  hallar  el  optX   que 
satisfaga
 
{ }( ) min ( ) / noptF X F X X= ∈ ℜ   (6)
En la ecuación (6) el estado del sistema esta 
descrito por el vector de configuración actual ( )X .
(2)  Proponer  un mecanismo  generador  de 
cambios  aleatorios  en  la  configuración  actual. 
Este mecanismo  es  una  forma  de  transformar 
X  en un nuevo vector de configuración X . El 
procedimiento  para  generar  estas  transiciones 
puede ser descrito de la siguiente forma: se hace la 
evaluación de la función en el punto inicial 
jX  y 
su valor 
iF  es guardado. Seguidamente, un nuevo 
punto, jX   es  seleccionado mediante  la  variación 
aleatoria  del  elemento  i  de  vector X
j 
,  como  se 
muestra en la ecuación (7):
  i i i
x x λ η= + ⋅   (7)
donde  λ   es  un  número  aleatorio  en  el 
intervalo  (-1,1), hi  representa  un  elemento  del 
vector h [15], que es el paso para X
j
 y x
i
  , ix  son 
elementos  de X
j
  y  jX   respectivamente. De  esta 
forma, el valor  jF  de la función es calculado. Si 
jF  < Fj,  jX  es aceptado y  jX  se iguala a  jX  y el 
algoritmo realiza un movimiento de descenso. Si 
jF  > Fj, la probabilidad que  jX  sea aceptado es 
dada por el criterio de Metropolis [20] que puede 
expresarse como:
 
F
T
r jP X e
 ∆  −     =  
   (8)
donde  ( )( )F F X F X∆ = −   y   T   es  el 
parámetro de temperatura, análogo a la temperatura 
en el proceso físico de atemperamiento (annealing). 
En la práctica, el valor 
rP  se compara con  ,P  que 
es un número aleatorio que pertenece al intervalo 
(0,1). Si  ,rP P>  el nuevo punto es aceptado y  jX  
es igualado a  jX  y, de esta manera, el algoritmo 
realiza  un movimiento  de  ascenso.  En  caso 
contrario,  jX  es rechazado.
Como  se  sabe,  el  SA  comienza  en  una 
temperatura  “alta” 
0,T  y,  a  partir  de  ahí,  una 
secuencia  de  puntos 
jX   es  generada hasta  que 
se alcanza el “equilibrio”; esto significa que se ha 
obtenido una secuencia de puntos 
jX  cuyo valor 
promedio de F  alcanza un valor estable a medida 
que  j  aumenta (a temperatura constante). El mejor 
punto (mínimo) obtenido se guarda como  .optX
(3) En este punto, el parámetro de control T  
debe ser disminuido de acuerdo con una regla de 
decremento previamente establecida. Al anterior 
procedimiento  se  le  conoce  como programa de 
enfriamiento [21, 22], y tiene la siguiente forma:
 
1
1
j jT Th+
=   (9)
donde h  es una constante real ( 1).h >  Con 
el valor reducido de  ,T  una nueva secuencia de 
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puntos  se  genera,  comenzando desde X
opt
,  hasta 
que el “equilibrio” se logra nuevamente (ver paso 
2)  y  el  proceso  continúa  (paso  3)  hasta  que  el 
procedimiento  finaliza  (el  criterio  de  parada  es 
satisfecho,  ver  paso  4).  Es  importante  resaltar 
que, para finalizar el programa de enfriamiento, 
el algoritmo necesita haber realizado un número 
predeterminado  de  iteraciones  a  la  misma 
temperatura. Corana  et  al.,  [15]  recomiendan 
escoger el valor máximo entre 100 y  ,N  donde N  
es el número de variables del problema estudiado. 
El  valor  de  la  temperatura  inicial  depende 
de  la  función  que  va  a  ser  optimizada  y  de  la 
definición del  tipo de  vecindad  empleada  en  el 
algoritmo. Un  criterio  usado  para  definir  este 
parámetro es la tasa de aceptación, definida como 
el número  inicial  de  evaluaciones de  la  función 
objetivo  aceptadas  (movimientos  de  descenso/
ascenso)  sobre  el  número  total  de  evaluaciones 
realizadas  (número  total de movimientos). En  la 
práctica, un valor de temperatura inicial debe ser 
tal que el valor de la tasa de aceptación quede entre 
0.5 y 0.9. Si el valor de tasa es mayor que 0.9, un 
porcentaje  significativo de  evaluaciones  se  gasta 
en un estado “fundido”, desperdiciando esfuerzo 
computacional en una búsqueda equivalente a una 
exploración aleatoria. Si  la  tasa de aceptación es 
menor que 0.5, la probabilidad de que el algoritmo 
quede preso en un óptimo local aumenta. De lo 
expuesto anteriormente, queda claro que grandes 
diferencias en los valores de la función objetivo y/o 
bajas temperaturas disminuyen la probabilidad de 
un movimiento de ascenso. 
(4) El algoritmo se detiene en un valor pequeño 
de T para el cual no se puede esperar una mejora en 
el valor de F. En este trabajo, el criterio de parada 
se definió mediante un valor de tolerancia de la 
siguiente forma: si la diferencia entre valores finales 
de la función objetivo de las p últimas temperaturas 
y el valor actual de la función es menor que el valor 
de la tolerancia (tolerancia usada igual a 1E-6), el 
algoritmo termina.
3		 EVALUACIÓN 
DEL DESEMPEÑO DEL SA: 
FUNCIONES DE PRUEBA 
El potencial  y  las  limitaciones del algoritmo 
para detección de daño basado en el SA  fueron 
evaluados mediante  su  aplicación  en  funciones 
de  prueba  que han  aparecido  recientemente  en 
la  literatura  especializada. La  efectividad del SA 
(versión  propuesta  en Corana  et  al.,)  [15]  fue 
evaluada mediante comparación con un algoritmo 
genético  estándar desarrollado por Goldberg D. 
E [23].
Teniendo en cuenta que el algoritmo estudiado 
en  este  trabajo  es  de  naturaleza  estocástica,  se 
decidió definir los siguientes criterios para evaluar 
su desempeño. La desviación estándar y la distancia 
entre la media y el valor óptimo analítico de las 
funciones  estudiadas  fueron usados  para medir 
la precisión y  la  estabilidad de  los métodos. Un 
método de optimización heurístico es estable si su 
desviación estándar es baja. El método es preciso 
si, además de cumplir con la condición anterior, 
la  distancia  entre  la media  de m   corridas  y  el 
valor óptimo analítico (cuando éste es conocido) 
es pequeña. Como el problema de detección de 
daño no es un problema que deba solucionarse en 
tiempo real, el tiempo de procesamiento no está 
indicado en los ejemplos presentados; sin embargo, 
vale la pena mencionar que en todos los casos este 
tiempo no excedió nunca cien segundos (máquina 
con procesador Intel® Core™ 2 Duo de 2GHz con 
2GB de memoria RAM).
El primer ensayo fue realizado en la función 
de  Brown  (B20D)  en  veinte  dimensiones 
(con  mínimo  global  en  (0,…,0)  y  valor  de  la 
función  objetivo  en  ese  punto  igual  a  cero)  y 
el  segundo  en  la  función  de  Venter  (VS)  en 
dos  dimensiones  (función  con  una  cantidad 
considerable de mínimos locales, con su mínimo 
global  localizado  en  (0,0)  y  valor  de  la  función 
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igual mil). Los intervalos de búsqueda definidos 
para la función B20D y VS fueron [-1000, 1000] 
y  [-50, 10],  respectivamente. Estas dos  funciones 
constituyen  pruebas  difíciles  para  cualquier 
procedimiento de optimización. 
El  algoritmo  SA  fue  iniciado  como  con 
temperatura  inicial  T
0
 =  0,5  para  la  función 
B20D y de 50 para la función VS, con constante 
h  =  2  y  tolerancia  de  1E-6  para  las  dos 
funciones.  Los  cuatro  últimos  valores  de  la 
función  fueron  monitoreados  y  usados  para 
terminar  la  ejecución  del  algoritmo,  como  se 
recomienda  en  [21].  Finalmente,  el  número 
máximo de  iteraciones permitidas  fue de cuatro 
millones.  Para  el  algoritmo  genético  empleado, 
los  parámetros  básicos  usados  se  describen  a 
continuación.  Se  seleccionó  una  población  de 
500  individuos,  distribuidos  de  forma  aleatoria 
en  el  espacio  de  búsqueda.  Con  el  objetivo  de 
realizar  una  comparación  justa  entre  el  SA  y  el 
AG, el número máximo de iteraciones permitidas 
para  el AG  también  fue  de  cuatro millones.  La 
probabilidad  de  mutación  Pm   fue  definida 
como  0,01  y  la  probabilidad  de  cruce  Pc  fue 
de  0,5.  El  mecanismo  de  selección  utilizado 
fue  el  de  la  ruleta.  Adicionalmente,  en  el  AG 
utilizado  se  implementó  el  proceso  conocido 
como  elitismo,  en  el  cual,  el  mejor  individuo 
de  una  generación  se  pasa  a  la  siguiente  sin 
modificación.  El  elitismo  procura  mejorar  la 
velocidad  de  búsqueda  del  algoritmo.  Cada 
corrida  del  algoritmo  se  realizó  mil  veces  y  el 
mejor  valor  de  la  función  ( ),MF   el  peor  valor 
de  la  función  ( ),PF   el  promedio  de  los  valores 
de  la  función  ( ),MEF   la  desviación  estándar 
de  los  valores  de  la  función  ( ),DF   el  mejor 
número  de  llamadas  de  la  función  ( ),MC   el 
peor número de llamadas de la función ( ),PC  el 
promedio del número de llamadas de la función 
( ),MEC   la  desviación  estándar  del  número  de 
llamadas de  la función  ( ),DC   la confianza  ( )C  
y  tiempo medio de   cálculo  ( )tm   son reportados 
en  las  tablas  1  y  2. 
Tabla 1. Comparación entre el SA y el AG en la 
función de Brown.
Estadística SA AG
MF 0.0 0.0
PF 0.0 1.4
MEF 0.0 0.05
DF 6,43E-8 0.43E-2
MC 2.76E6 1.96E6
PC 2.97E6 2.45E6
MEC 2.88E6 2.12E6
DC 3.27E4 5.4E5
Tm (s) 96 124
C 100,0% 89,00%
( )
( )
( )( )
2
1 2119 1
2 2
1
1
( )
i
i
x
x
i i i
i
f x x x
+ + +
+
=
= +∑
Fuente: elaboración propia
Tabla 2. Comparación entre el SA y el AG en la 
función de Venter.
Estadística SA AG
MF 1000.00 1000.00
PF 1000.00 1000.13
MEF 1000.00 1000.01
DF 8.99E-11 0.00012
MC 4.04E5 5.68E5
PC 4.84E5 6.73E5
MEC 4.49E5 5.94E5
DC 4.25E4 7.71E4
tm (s) 36 41
C 100.0% 92.0%
2 2 2 2 2 2
1 2 1 1 1 2 2 2( , ) 100 cos( ) 100 cos( / 30) 100 cos( ) 100 cos( / 30) 1400f x x x x x x x x= − − + − − +
2 2 2 2 2 2
1 2 1 1 1 2 2 2( , ) 100 cos( ) 100 cos( / 30) 100 cos( ) 100 cos( / 30) 1400f x x x x x x x x= − − + − − +
Fuente: elaboración propia
Vale la pena resaltar que el valor de C se refie-
re al número de veces, de un total de mil, que el 
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algoritmo encontró un valor óptimo de la función 
objetivo dentro de una precisión de 1E-4 del valor 
analítico. Como se puede ver en las tablas 1 y 2, 
el desempeño del AG fue inferior al del SA en la 
dos funciones de prueba (se debe recordar, que en 
un escenario real de daño, no se sabe con antici-
pación su localización y, por lo tanto, el algoritmo 
que presente mayor C  tendrá obvia ventaja). En 
este  contexto,  en  el  trabajo presentado por Rao 
et. al. [10], no se realiza un análisis estadístico del 
comportamiento del AG empleado, por lo tanto, 
no se puede concluir sobre su confiabilidad y esta-
bilidad en el problema de detección de daño. Por 
otro lado, como se demuestra de forma clara en el 
estudio presentado por Guo y Li [24] es difícil para 
el AG básico solucionar el problema de identifica-
ción de daños (en vigas) empleando datos modales. 
Finalmente, debido a las razones expuestas arriba, 
y a que el SA no se ha empleado con funciones 
basadas en datos modales (en este caso, el vector 
de fuerza residual), se decidió continuar trabajando 
con el SA en los problemas de detección de daño 
presentados en la próxima sección. 
4		 DETECCIÓN DE DAÑO USANDO 
EL SA:  EJEMPLOS NUMÉRICOS
Teniendo en cuenta los resultados y comenta-
rios de la sección anterior, se procedió a emplear 
el  SA  en  casos de detección de daño  simulados 
numéricamente. Los casos considerados aquí son 
una viga en voladizo y una viga en condición libre 
modeladas con la teoría de Euler – Bernuolli. Cada 
una de  las  vigas  fue  discretizada  empleando 12 
elementos finitos unidimensionales, conteniendo 
cada uno 24 y 26 grados de  libertad,  respectiva-
mente. Las vigas se muestran en la figura 1 y sus 
propiedades son: área de sección transversal 4E-4 
m2, densidad 7800 kg/m3, longitud 0.8 m, módu-
lo  de  elasticidad 200 GPa, momento de  inercia 
2.38E-8 m4. Para cada viga dos situaciones fueron 
estudiadas: (1) las vigas no sufrieron ningún daño y 
los parámetros modales fueron contaminados con 
ruido, como se indica en las tablas 3 y 5. (2) El daño 
fue introducido parcialmente en los elementos 4 y 8 
con una severidad de 20% y 15%, respectivamente 
(reducción de rigidez) con ruido de 5% en las fre-
cuencias naturales y de 7% en las formas modales 
y empleando 4, 5 y 8 modos en la identificación, 
como se puede ver en las tablas 4 y 6. Para cada 
caso, el punto inicial del SA fue escogido de forma 
aleatoria y se realizaron 10 corridas del algoritmo.
En los ejemplos presentados, se asume que los 
grados de libertad rotacionales no fueron medidos 
experimentalmente. En esta situación, el modelo 
numérico fue condensado empleando el método 
de Kidder  [25]  para  obtener  la  función objetivo 
(ver ecuación 2). De esta forma, el vector de fuerza 
residual original pierde su significado inicial pero 
aún permite, como se verá adelante, la detección de 
daño. Los resultados de los ejemplos se presentan 
en las tablas 3, 4, 5 y 6. Los parámetros básicos 
para  el  SA  fueron  los  siguientes:  temperatura 
inicial 
0 50,T =  constante para  el  programa de 
enfriamiento h = 2, tolerancia  1 -6,Eε =  con el 
criterio  de  terminación  indicado  anteriormente 
(funciones de prueba). En las tablas 3, 4, 5 y 6 se 
informa el resultado de la mejor corrida, así como 
los datos estadísticos pertinentes.
1 2 3 4 5 6 7 8 9 10 11 12
Viga en voladizo
1 2 3 4 5 6 7 8 9 10 11 12
Viga libre
Figura 1. Vigas para detección de daño
Fuente: elaboración propia
1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 9 10 11 12
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Tabla 3. Resultados del procedimiento 
de detección de daño viga en voladizo
Número del
elemento
Caso sin daño 
Ruido: 5% en las frecuencias naturales  
y 7% en las formas modales
Teórico
Detección (d i )
8 modos 4 modos
1 1.0 1.0000  0.9900
2 1.0 1.0000 0.9943
3 1.0 0.9993 0.9886
4 1.0 0.9987 0.9860
5 1.0 0.9932 0.9877
6 1.0 1.0000 0.9785
7 1.0 0.9899 0.9813
8 1.0 0.9982 0.9777
9 1.0 0.9997 0.9480
10 1.0 1.0000 0.9768
11 1.0 0.9981 0.9443
12 1.0 0.9917 0.9716
Fuente: elaboración propia
Tabla 4. Resultados del procedimiento 
de detección viga en voladizo
Número 
del 
elemento
Caso de daño (2): 20% de reducción de rigidez en 
el elemento 4 y 15% de reducción en el elemento 
8. Ruido: 5% en las frecuencias naturales  
y 7% en las formas modales
Teórico
Detección 
(δ
i
) 
8modos
Detección 
(δ
i
) 
5modos
Detección 
(δ
i
) 
4modos
1 1.0 0.9975 0.9883 0.9978
2 1.0 1.0000 0.9949 0.9966
3 1.0 0.9967 0.9943 0.9982
4 0.8 0.7982 0.7857 0.7971
5 1.0 0.9991 0.9997 0.9850
6 1.0 0.9962 0.9802 0.9845
7 1.0 1.0000 0.9932 0.9947
8 0.85 0.8503 0.8471 0.8260
9 1.0 0.9963 0.9827 0.9919
10 1.0 0.9988 0.9996 0.9790
11 1.0 0.9964 0.9892 0.9862
12 1.0 0.9957 0.9989 0.9571
Fuente: elaboración propia
Tabla 5. Resultados del procedimiento 
de detección de daño viga libre
Número del 
elemento
Caso sin daño
 ruido: 5% en frecuencia natural  
y 7% en la forma modal
Teórico
Detección ( )iδ
8 modos 4 modos
1 1.0 1.0000 0.9651
2 1.0 1.0000 0.9846
3 1.0 0.9917 0.9780
4 1.0 1.0000 0.9949
5 1.0 0.9945 0.9768
6 1.0 0.9987 0.9924
7 1.0 1.0000 0.9677
8 1.0 0.9993 0.9829
9 1.0 0.9985 0.9745
10 1.0 0.9990 0.9669
11 1.0 0.9938 0.9834
12 1.0 0.9992 0.9489
Fuente: elaboración propia
Tabla 6. Resultados del procedimiento 
de detección de daño viga libre
Número 
del 
elemento
Caso de daño (2): 20% de reducción en rigidez en 
el elemento 4 y 15% de reducción en el elemento 
8. Ruido: 5% en las frecuencias naturales  
y 7% en las formas modales
Teórico
Detección 
( )iδ  
8modos
Detección 
( )iδ  
5modos
Detección 
( )iδ  
4modos
1 1.0 0.9976 0.9674 0.9911
2 1.0 1.0000 0.9994 0.9987
3 1.0 0.9990 0.9618 0.9946
4 0.8 0.8019 0.8015 0.8000
5 1.0 0.9991 0.9907 0.9997
6 1.0 1.0000 0.9945 0.9989
7 1.0 0.9862 0.9974 0.9977
8 0.85 0.8741 0.8436 0.8489
9 1.0 0.9677 0.9916 0.9980
10 1.0 0.9988 0.9948 0.9949
11 1.0 1.0000 0.9960 0.9978
12 1.0 0.9981 0.9923 0.9915
Fuente: elaboración propia
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El número total de evaluaciones de la función 
objetivo hasta que el criterio de parada terminó la 
búsqueda fue el siguiente (para la mejor corrida): 
6001 en el caso (1) y 9601 en el caso (2) para  la 
viga en voladizo, 8401 en el caso (1) y 10081 en 
el  caso  (2) para  la  viga  libre. En ningún caso el 
número de llamadas a la función objetivo excedió 
a 16000. Por otro lado, las desviaciones estándar 
de  los  valores  de  la  función  objetivo  fueron 
siempre menores  a  1E-6,  lo  que  indica  que  el 
procedimiento es estable.
En  los  casos  contaminados  con  ruido, mos-
trados en las tablas 4 y 6, se puede apreciar que la 
mejor  identificación del daño  se obtuvo cuando 
fueron empleados ocho modos y que una detec-
ción aceptable fue lograda empleando solo cuatro 
modos. Cuando el número de modos usados fue 
tres, el procedimiento de detección aquí propuesto 
realizó una identificación errónea del daño. En los 
casos sin daño, el esquema de detección funciono 
bien con solo cuatro modos. El SA, como fue im-
plementado en este trabajo, mostró una velocidad 
de  convergencia  satisfactoria  y  parece  indicado 
para  la  labor de detección de daños  empleando 
modelos.
5	CONCLUSIONES
El procedimiento de detección de daño basado 
en el SA presentado aquí permite la identificación 
apropiada de los elementos afectados en las vigas 
estudiadas  cuando  la mínima  degradación  de 
rigidez del elemento es 15%. La detección arrojó 
buenos resultados con los escenarios de daño con-
taminados con ruido y empleando solo los cuatro 
primeros modos de vibración (ver tablas 3 a 6). La 
baja estabilidad y precisión del AG empleado en 
este trabajo lo hacen inapropiado para la tarea de 
detección de daño. Por otro lado, el buen compor-
tamiento de SA en las pruebas realizadas lo hace un 
fuerte candidato para futuras aplicaciones prácticas 
de detección de daño en estructuras.
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