A new continuous regularized Gauss-Newton-type method with simultaneous updates of the operator [F * (x(t))F (x(t)) + ε(t)I] −1 for solving nonlinear ill-posed equations in a Hilbert space is proposed. A convergence theorem is proved. An attractive and novel feature of the proposed method is the absence of the assumptions about the location of the spectrum of the operator F (x). The absence of such assumptions is made possible by a source-type condition.
Introduction
Consider a nonlinear operator equation ( 
1.1)
F (x) = 0, F : H → H, in a real Hilbert space H. We suppose here that equation (1.1) is solvable, not necessarily uniquely, and the operator F is twice Fréchet differentiable without such structural assumptions as monotonicity, invertibility of F etc. We use the following notations throughout this paper:x is a solution to (1.1), A := F (x),Â := F (x), T := A * A,T :=Â * Â ,T := AA * , T ε := T + εI, where I is the identity operator,T ε and A ε are defined similarly, L(H) is the set of linear bounded operators on H. Note that operators A and T in the proof of Theorem 3.1, in section 3, depend on time since x = x(t) in this proof, and ε = ε(t) also is a function of t, while the operatorsÂ and T do not depend on time.
In the theory of ill-posed problems various discrete and continuous methods based on a regularization are known. A principal point in the numerical implementation of regularized Newton's and Gauss-Newton's procedures is the inversion of the operators A ε := F (x) + εI and T ε := F * (x)F (x) + εI respectively [2] , [3] , [5] . Such an inversion for many operators is a nontrivial task and it decreases the accuracy of computations.
For well-posed equations (i.e., in the case when the Fréchet derivative operator A is boundedly invertible in a ball, which contains one of the solutions) several approaches are taken in order to reduce the cost associated with the storage and inversion of A in Newton's scheme (or T in Gauss-Newton's scheme). Iterative techniques for linear systems, like 'conjugate gradient', can be applied to compute an approximation to the Newton step s n := x n+1 − x n , yielding an inexact, or truncated, Newton's method. Such a method does not explicitly require the operator F (x). Instead, it requires only applications of F (x) to certain elements. See [6] , [11] or ( [9] , p.136).
Another approach is to replace the exact Fréchet derivative by an approximation obtained from current and previous values of F (x). In this case, only F (x n+1 ) and F (x n ) are required. This generates the secant method ( [7] , p.201). A popular secant method is the BFGS method, which was discovered independently by Broyden, Fletcher, Goldfarb, and Shanno in 1970. Given an approximation J n to F (x n ), to implement the BFGS method, one first computes
One then gets an approximation to F (x n+1 ):
If J n is symmetric positive definite and y T n s n > 0, then J n+1 will also be symmetric positive definite. In the finite dimensional well-posed case, under standard assumptions, the BFGS method converges superlinearly.
The BFGS method has a limited memory variant ( [9] , p.224), which requires no explicit matrix storage for the approximate derivative. It is based on the recursion for the inverse
In [1] the following continuous Newton-type algorithm for solving nonlinear well-posed operator equations is investigateḋ
A theorem establishing convergence with the exponential rate is proved for the above procedure. In many important applications the Fréchet derivative operator is not boundedly invertible: this is an ill-posed case. In order to deal with it, we propose a novel continuous algorithm with simultaneous updates of the operator T −1 ε(t) and prove a convergence theorem. The paper is organized as follows. In section 2 we introduce the algorithm and also state two Lemmas. In section 3 the main convergence result is established. An attractive feature of this result (formulas (2.3)-(2.4) in section 2) is the absence of the assumptions about the location of the spectrum of the operator A. For example, in [4] the operator A was assumed nonnegative, which is a strong assumption about location of its spectrum. One may generalize the methods and results of [4] to the case of the operators for which A ≥ 0, which still imposes a restriction on the location of the spectrum of A. The absence of such assumptions in our paper is made possible by condition 5) of Theorem 3.1 in section 3.
The Initial Value Problem and Some Auxiliary Results
Consider continuously regularized Gauss-Newton's procedure for solving equation (1.1):
where ε(t) > 0, x 0 ∈ H, and I is an identity operator. The reader may consult [2] and [3] for a convergence analysis of (2.1). Problem (2.1) is equivalent to the following system:
Solving equation (2.2) by continuous simple iteration scheme, one arrives at the following Cauchy problem for a pair x(t) and B(t):
The following lemma about the inversion of a nonlinear differential inequality was first stated and proved in [3] :
then a nonnegative solution to the following inequality
satisfies the estimate:
.
A stronger version of this lemma is given in [4] . Now, we formulate the second lemma, which is an operator-theoretical version of the well-known Gronwall inequality:
where W (t), G(t), and V (t) are linear bounded operators on a real Hilbert space H. If there exists ε(t) > 0 such that
Proof. Take any h ∈ H. Since H is a real Hilbert space one has:
Divide this inequality by the nonnegative v and get a linear first-order differential inequality from which one can derive the desired inequality (2.10). Lemma 2.3 is proved.
The Convergence Theorem
Theorem 3.1. Let H be a real Hilbert space, F : H → H. Assume that: 1) 0 < ε(t) ∈ C 1 [0, +∞) converges to zero monotonically and
where b > 0 is a sufficiently small constant.
2) Problem (1.1) is solvable, not necessarily uniquely, andx is its solution.
3) In a closed ball U (x, Rε(0)) := x : x ∈ H, ||x −x|| ≤ Rε(0) F is twice Fréchet differentiable, , c := 1 + ||B(0)||ε(0). 4) The following inequality is satisfied:
bc + ||Λ(0)|| < 1.
5)
For some point x 0 , ||x 0 −x|| < Rε(0), the source-type condition holds
where c 2 :
, and it is assumed that ε(t) is chosen so that
Then the solution (x(t), B(t)) to problem (2.3)-(2.4) exists for all t ∈ [0, +∞) and (3.5) ||x(t) −x|| < Rε(t).
Remark 3.2 There are many ε(t) satisfying condition 1) of Theorem 3.1 and inequality (3.4). For example, one may take ε(t) = a 0 (a 1 + t) −a , where a 0 and a 1 are positive constants and a ∈ (0, 1]. If a 0 is sufficently large then (3.1) holds, if a is sufficiently small, then (3.4) holds. Remark 3.3 Assumption (3.3) is not algorithmically verifiable. Practitioners may try different x 0 and choose the one for which the algorithm works better, that is, convergence is more rapid and the algorithm is more stable.
If the selfadjoint operatorT is compact and the null space N (T ) = {0}, then the range R(T ) is dense in H, so in any neighborhood ofx there are points x 0 for which (3.3) holds. On the other hand, becauseT is compact, the set R(T ) is not closed. Thus, in the same neighborhood there are also points x 0 for which (3.3) fails to hold. In general, in order to get a convergence theorem in an ill-posed case one needs some additional assumptions on the Fréchet derivative of the operator F , for example condition (3.3), or some other condition of this type ( see e.g., [8] , condition (2.11)). ||x(t) −x|| < Rε(t) ∀t ∈ [0, τ ) and ||x(τ ) −x|| = Rε(τ ).
Step 1. In this step we derive some estimates for ||B(t)|| and ||Λ(t)||, where Λ(t) := I − B(t)T ε (t). We assume below that t ∈ [0, τ ]. Applying Lemma 2.2 with
and using the inequality ε(s) ε(t) ≥ 1 for t ≥ s, one gets
, c := ||B(0)||ε(0) + 1.
Since Λ(t) := I − B(t)T ε , ε = ε(t), using (2.4) one gets:
Use Lemma 2.2 with V (t) := Λ(t), W (t) := T ε , and G(t) := T −T −εB(t), the estimate ||T −T || ≤ 2N 1 N 2 ||x −x|| ≤ 2N 1 N 2 Rε(t) for any t ∈ [0, τ ), assumptions (3.1), (3.2) and condition 3) of Theorem 3.1, and get:
Step 2. In this step we derive the differential inequality for v(t) := ||z(t)|| := ||x(t) −x|| (see (3.9) below). Using (3.3), and the formula F (x) − F (x) =Âz + K, where K := F (x) − F (x) −Âz, z := x −x, one gets:
Multiply this equation by z, recall that H is a real Hilbert space, and use the following estimates:
The first three of these estimates are obvious, and the fourth, together with the value of the constant c 2 := 1 + k + c, follows from the estimate for Λ(t) which is proved at the end of Step 1. Using the notation c 1 := 3cN1N2 2
, one gets:
We have proved in Step 1 that ||Λ(t)|| ≤ k < 1. Because v ≥ 0, one gets the following differential inequality:
From this inequality by Lemma 2.1 we derive in step 3 an estimate v < Rε(t) for all t ≥ 0.
Step 3. In this step we choose µ(t) → ∞ as t → ∞, such that assumptions (2.5) of Lemma 2.1 are satisfied for inequality (3.9) , so that the conclusion ||x(t) −x|| < and β := c 2 ||w||ε(t). Because of (3.4), one checks three conditions (2.5) easily:
, λv(0) < ε(0).
Using inequality (3.3) and taking λ = λ . Thus, Lemma 2.1 yields: v(t) < ε(t) λ = Rε(t) for all t > 0 for which v(t) is defined, which contradicts (3.7). This and the local existence and uniqueness result for the solution to (2.3)-(2.4) already imply that x(t) is defined for all t ≥ 0 and that the estimate ||x(t) −x|| < Rε(t) holds for all t ≥ 0. A more detailed explanation of this is given below.
Step 4. Let us prove that there exists a unique solution to (2.3)-(2.4) on [0, +∞). Problem (2.3)-(2.4) is equivalent to the simultaneous Volterra integral equations: . We have already proved that if, for some positive number T , the solution (x(t), B(t)) to problem (2.3)-(2.4) exists on [0, T ], then x(t) and B(t) are norm-bounded on [0, T ], and x(t) is uniformly bounded by a constant c 3 := Rε(0) + ||x|| independent of T . The integrands in (3.11) and (3.12) are Lipschitz-continuous with respect to x(t) and linear with respect to B(t). This, the uniform boundedness of x(t), and the strict positivity of ε(t) on any interval [0, T ] imply existence and uniqueness of the global solution to system (3.11)-(3.12). Indeed, if x(t) exists on [0, T ], then B(t) exists on this interval since Volterra integral equation 3.12 is linear with respect to B. If one assumes that x(t) exists on a finite interval [0, T m ) and does not exist for t > T m , then the solution cannot exist at t = T m , because the interval of its existence is an open set due to the local existence and uniqueness theorem. The assumption that T m < ∞ leads to a contradiction: since, as we have proved, ||x(t)|| < c 3 for t < T m , the Lipschitz constant for the operator of the system (3.11)-(3.12) is a number depending on c 3 , T m , and the constants N 1 , N 2 and ε(T m ). These constants define the length h of the local interval of existence of the solution to (3.11)-(3.12). If one chooses the initial point of time t 0 so that T m − t 0 < h 2 , then the local existence and uniqueness theorem guarantees existence of the solution to (3.11)-(3.12) on the interval (T m − t 0 , T m − t 0 + h), which contains point T m . This contradiction proves that T m = ∞ and concludes the argument in Step 4.
