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Abstract
Let S = K [x1, . . . , xn] be a standard graded polynomial ring over a field K . In this paper, we show that the lex-plus-powers
ideal has the largest graded Betti numbers among all Borel-plus-powers monomial ideals with the same Hilbert function. In addition
in the case of characteristic 0, by using this result, we prove the lex-plus-powers conjecture for graded ideals containing x p1 , . . . , x
p
n ,
where p is a prime number.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let S = K [x1, . . . , xn] be a polynomial ring over a field K with each deg xi = 1. In this paper, we study the
graded Betti numbers of Borel-plus-powers ideals introduced by Mermin, Peeva and Stillman [11], and prove the
lex-plus-powers conjecture for these ideals.
A monomial ideal I of S is said to be strongly stable if ux j ∈ I implies uxi ∈ I for all 1 ≤ i < j ≤ n. Also a
monomial ideal I of S is said to be lexsegment if, for all monomials u ∈ I and v >lex u with deg v = deg u, it follows
that v ∈ I , where <lex is the degree lexicographic order induced by x1 > · · · > xn . Let a = (a1, a2, . . . , an) be a
sequence of integers or ∞ satisfying 2 ≤ a1 ≤ a2 ≤ · · · ≤ an . A monomial ideal I of S is said to be a-Borel-plus-
powers (respectively a-lex-plus-powers), if there exists a strongly stable (respectively lexsegment) ideal J of S such
that I = J + (xa11 , . . . , xann ), where x∞i = 0. For a finitely generated graded S-module M , let βi j (M) be the graded
Betti numbers of M .
Let I be a graded ideal of S containing xa11 , . . . , x
an
n . The Clements–Lindstro¨m Theorem [2] states that there exists
the unique a-lex-plus-powers ideal with the same Hilbert function as that of I . In [11], Mermin, Peeva and Stillman
conjectured that the a-lex-plus-powers ideal has the largest graded Betti numbers among all a-Borel-plus-powers
ideals with the same Hilbert function, and proved it in the case when a1 = · · · = an = 2. In this paper, we prove this
conjecture, that is to say, we show
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Theorem 1.1. Let I be an a-Borel-plus-powers ideal of S and L the a-lex-plus-powers ideal with the same Hilbert
function as that of I . Then βi j (I ) ≤ βi j (L) for all i and j .
The above theorem is a special case of the lex-plus-powers conjecture (see [4,5]), which states that the a-lex-
plus-powers ideal has the largest graded Betti numbers among all graded ideals containing a regular sequence
of homogeneous elements of degrees a1, · · · , an with the same Hilbert function. By using the special case when
a1 = · · · = an = 2 of Theorem 1.1, Mermin, Peeva and Stillman [11, Theorem 1.1] proved the lex-plus-
powers conjecture for graded ideals containing x21 , . . . , x
2
n in characteristic 0. By using their method together with
Theorem 1.1, we prove the lex-plus-powers conjecture for graded ideals containing x p1 , . . . , x
p
n in characteristic 0,
where p is a prime number (Theorem 3.4).
We also study the graded Betti numbers of monomial ideals containing the squares of the variables. If a1 = · · · =
an = 2, a-Borel-plus-powers (respectively a-lex-plus-powers) ideals are called Borel-plus-squares (respectively lex-
plus-squares) ideals. First we show that the graded Betti numbers of a Borel-plus-squares ideal I are equal to those
of the lex-plus-squares ideal with the same Hilbert function as that of I if and only if I is the lex-plus-squares ideal.
Second, we extend [11, Theorem 1.1] in arbitrary characteristic, that is, we show that the lex-plus-squares ideal L has
the largest graded Betti numbers among all graded ideals containing x21 , . . . , x
2
n in arbitrary characteristic. To prove
this fact, we show that the graded Betti numbers of I∆ + (x21 , . . . , x2n) increase by combinatorial shifting (see [9,
Section 8]), where I∆ is the Stanley–Reisner ideal of a simplicial complex ∆.
This paper is organized as follows: In Section 2, we describe the graded Betti numbers of Borel-plus-powers
ideals. In Section 3, the proof of Theorem 1.1 is given. In Section 4, we study the graded Betti numbers of monomial
ideals containing x21 , . . . , x
2
n . In Section 5, we show that the graded Betti numbers of an a-Borel-plus-powers ideal
I are obtained from those of the a-lex-plus-powers ideal with the same Hilbert function as that of I by consecutive
cancellations, and give an affirmative answer to [11, Problem 1.3].
2. Betti numbers of Borel-plus-powers ideals
Let S = K [x1, . . . , xn] be a polynomial ring over a field K with each deg xi = 1. Let a = (a1, a2, . . . , an) be a
sequence of integers or∞ satisfying 2 ≤ ak for k = 1, 2, . . . , n. Set a¯ = (a1 − 1, a2 − 1, . . . , an − 1).
A monomial u = xb11 xb22 · · · xbnn ∈ S is called an a-monomial if bk ≤ ak − 1 for k = 1, 2, . . . , n. Let V be a set
of a-monomials of S. We say that V is strongly a-stable if, for any a-monomial ux j ∈ V , one has uxi ∈ V for all
i ∈ {k : k < j and uxk is an a-monomial of S}. Also, V is said to be a-lexsegment if, for all a-monomials u ∈ V and
v >lex u with deg v = deg u, it follows that v ∈ V . A monomial ideal generated by a-monomials is called an a-ideal.
An a-ideal I is said to be strongly a-stable (respectively a-lexsegment) if the set of all a-monomials in I is strongly
a-stable (respectively a-lexsegment).
In the rest of this section, we assume a1 ≤ · · · ≤ an , and write P = (xa11 , . . . , xann ) and N = max{k : ak 6= ∞},
where N = 0 if a1 = · · · = an = ∞. For a subset σ ⊂ [n] = {1, 2, . . . , n}, let xaσ =
∏
i∈σ x
ai
i and x
a¯
σ =
∏
i∈σ x
ai−1
i .
Also we write |σ a| = deg xaσ and |σ a¯| = deg x a¯σ .
For any a-monomial u = xb1i1 · · · x
bt
it
with i1 > · · · > it and with bk > 0 for k = 1, 2 . . . , t , let
κa(u) =
{
min{k : bk 6= aik − 1}, if u 6= x a¯{i1,...,it },
t + 1, if u = x a¯{i1,...,it },
and let
Aap(u) =
κa(u)∑
j=1
(
i j − 1
p − j
)
for p = 0, 1, 2, . . . ,
where it+1 = 0 and where
(−1
p
)
= 0 for all p. Remark that the ordering of i1, i2, . . . , it is not the usual ordering of
the variables. (Usually we write a monomial in the form u = x1x2x24 , but we consider the ordering of the variables in
the form x24 x2x1 for the definition of κ
a(u) and Aap(u).) This ordering of the variables will be used several times in
this paper. For any a-ideal I of S, writeMa(I ) for the set of all a-monomials in I . The aim of this section is to prove
the next proposition.
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Proposition 2.1. Let I be a strongly a-stable ideal of S. Then
βpp+s(S/(I + P)) =
∑
u∈Ma(I )
deg u=s+1
Aap(u)−
∑
u∈Ma(I )
deg u=s
{(
n
p
)
− Aap+1(u)
}
+ βpp+s(S/P)
for all p ≥ 0 and s ≥ 0.
To prove the above statement, we first recall the relation between the graded Betti numbers of an a-ideal I of S and
those of I + P given in [11, Theorem 6.1]. For a finite set V we write |V | for its cardinality.
Theorem 2.2 (Mermin–Peeva–Stillman). Let I be an a-ideal of S and let Fσ = S/(I : x a¯σ ) for each σ ⊂ [N ]. We
have the long exact sequence
0 −→
⊕
σ⊂[N ]
|σ |=N
Fσ ϕN−→ · · · −→
⊕
σ⊂[N ]
|σ |=1
Fσ ϕ1−→
⊕
σ⊂[N ]
|σ |=0
Fσ = S/I −→ S/(I + P) −→ 0 (1)
with maps ϕi the Koszul maps for the sequence x
a1
1 , . . . , x
aN
N . Moreover, S/(I + P) is minimally resolved by the
iterated mapping cones from (1).
The above theorem immediately implies the next corollary.
Corollary 2.3. Let I be an a-ideal of S. Then
βpp+s(S/(I + P)) =
N∑
i=0
{ ∑
σ⊂[N ], |σ |=i
βp−i,p+s−|σ a|(S/(I : x a¯σ ))
}
for all p and s.
Next, we recall how we can obtain the graded Betti numbers of strongly a-stable ideals. For any nonunit a-
monomial u of S, we write max u = max{ j : x j divides u} and
ma(u) = |{ j ∈ [n] : j < max u and ux j is an a-monomial}|.
Also, we set max 1 = −1 and ma(1) = −1. The following result was shown in [7, Corollary 2.3].
Theorem 2.4 (Gasharov–Hibi–Peeva). Let I be a strongly a-stable ideal of S and G(I ) the set of minimal monomial
generators of I . Then
βpp+s(S/I ) =
∑
u∈G(I ),deg u=s+1
(
ma(u)
p − 1
)
for p > 0 and s ≥ 0.
We will prove Proposition 2.1 by using Theorems 2.2 and 2.4. For each σ ⊂ [n] with [n] \ σ = { j1, . . . , jt }, let
S[σ ] = K [x j1 , . . . , x jt ]. Let σ ⊂ [N ]. If I is an a-ideal of S, then it is easy to see that (I : x a¯σ ) is generated by
a-monomials in S[σ ]. Set I [σ ] = (I : x a¯σ ) ∩ S[σ ]. Then
βi j (S/(I : x a¯σ )) = βi j (S[σ ]/I [σ ]) for all i and j . (2)
Here βi j (S/(I : x a¯σ )) are the graded Betti numbers over S and βi j (S[σ ]/I [σ ]) are the graded Betti numbers over
S[σ ]. Also, since S[σ ]/I [σ ] = 0 if and only if x a¯σ ∈ I and since β0s(S[σ ]/I [σ ]) =
(
0
s
)
if S[σ ]/I [σ ] 6= 0, according
to Corollary 2.3,
βpp+s(S/(I + P)) =
p−1∑
i=0
{ ∑
σ⊂[N ], |σ |=i
βp−i,(p−i)+(s−|σ a¯|)(S[σ ]/I [σ ])
}
+
 ∑
σ⊂[N ]
δp,|σ |δs,|σ a¯| −
∑
σ⊂[N ], x a¯σ∈I
δp,|σ |δs,|σ a¯|
 (3)
for p ≥ 0 and s ≥ 0, where δa,b =
(
0
a−b
)
for all integers a and b.
1324 S. Murai / Journal of Pure and Applied Algebra 212 (2008) 1321–1336
Suppose that I is strongly a-stable. For σ ⊂ [N ] with [n] \ σ = { j1, . . . , jt }, where j1 < · · · < jt , write
aσ = (a j1 , · · · , a jt ). Then I [σ ] is a strongly aσ -stable ideal of S[σ ]. Thus we can compute the graded Betti numbers
of I [σ ] by using Theorem 2.4. For each σ ⊂ [N ] and for each nonunit a-monomial u ∈ S[σ ], we let
ma(u; σ) = |{ j ∈ [n] \ σ : j < max u, ux j is an a-monomial}|
and let ma(1; σ) = −1. Then from Theorem 2.4
βpp+s(S[σ ]/I [σ ]) =
∑
u∈G(I [σ ]),deg u=s+1
(
ma(u; σ)
p − 1
)
for p > 0 and s ≥ 0.
LetMa(I [σ ]) be the set of all a-monomials belonging to I [σ ]. For each σ ⊂ [N ] and for each integer s ≥ 0, set
NI (σ ; s) = {u ∈Ma(I [σ ]) : deg(ux a¯σ ) = s}
and
SI (σ ; s) = {x ju ∈Ma(I [σ ]) : u ∈Ma(I [σ ]), deg(x jux a¯σ ) = s and j ∈ [n] \ σ }.
Clearly {u ∈ G(I [σ ]) : deg(ux a¯σ ) = s} = NI (σ ; s) \ SI (σ ; s). Hence we have
βpp+s(S[σ ]/I [σ ]) =
∑
u∈NI (σ ;s+1+|σ a¯|)
(
ma(u; σ)
p − 1
)
−
∑
u∈SI (σ ;s+1+|σ a¯|)
(
ma(u; σ)
p − 1
)
for p > 0 and s ≥ 0. Then the above equation and (3) give
βpp+s(S/(I + P))−
 ∑
σ⊂[N ]
δp,|σ |δs,|σ a¯| −
∑
σ⊂[N ], x a¯σ∈I
δp,|σ |δs,|σ a¯|

=
∑
σ⊂[N ]
 ∑
u∈NI (σ ;s+1)
(
ma(u; σ)
p − |σ | − 1
)
−
∑
u∈SI (σ ;s+1)
(
ma(u; σ)
p − |σ | − 1
) (4)
for all p ≥ 0 and s ≥ 0. (Note that the second line of (4) vanishes if |σ | ≥ p.)
Next, we study the structure of NI (σ ; s) and that of SI (σ ; s). For each σ ⊂ [N ], let eσ be a symbol. For an
a-monomial u ∈ S, let
Φ(u) = {(u/x a¯σ )eσ : σ ⊂ [N ]and x a¯σ divides u}
and
Ψ(u) = {(vx j )eσ : veσ ∈ Φ(u), j ≥ max v and ux j is an a-monomial}.
Lemma 2.5. Let I be a strongly a-stable ideal of S, and let s ≥ 0 be an integer. Then⋃
σ⊂[N ]
{ueσ : u ∈ NI (σ ; s)} =
⋃˙
u∈Ma(I ),deg u=s
Φ(u) (5)
and ⋃
σ⊂[N ]
{ueσ : u ∈ SI (σ ; s)} =
⋃˙
u∈Ma(I ),deg u=s−1
Ψ(u), (6)
where
⋃˙
denotes a disjoint union.
Proof. In both (5) and (6), the left-hand side contains the right-hand side since u ∈ Ma(I [σ ]) if and only if
ux a¯σ ∈ Ma(I ). On the other hand, the right-hand side is a disjoint union since veσ ∈ Φ(u) implies vx a¯σ = u and
veσ ∈ Ψ(u) implies (v/xmax v)x a¯σ = u. In each of the cases (5) and (6), we will show that the right-hand side contains
the left-hand side.
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Let v ∈ NI (σ ; s). Then v ∈ S[σ ], deg(vx a¯σ ) = s and vx a¯σ ∈Ma(I ). Hence veσ ∈ Φ(vx a¯σ ) and deg(vx a¯σ ) = s as
desired.
Let v ∈ SI (σ ; s). Then vx a¯σ is an a-monomial of degree s in I and there exists an integer j such that
v/x j ∈ I [σ ]. Since I [σ ] is strongly aσ -stable, we may assume j = max v. Then (v/xmax v)x a¯σ ∈ Ma(I ) and
(v/xmax v)eσ ∈ Φ((v/xmax v)x a¯σ ). Hence we have veσ ∈ Ψ((v/xmax v)x a¯σ ) and deg((v/xmax v)x a¯σ ) = s − 1 as
desired. 
Now, by using Lemma 2.5 and (4), for any strongly a-stable ideal I of S, one has
βpp+s(S/(I + P)) =
∑
u∈Ma(I )
deg u=s+1
 ∑
veσ∈Φ(u)
(
ma(v; σ)
p − |σ | − 1
)− ∑
u∈Ma(I )
deg u=s
 ∑
veσ∈Ψ (u)
(
ma(v; σ)
p − |σ | − 1
)
−
∑
σ⊂[N ], x a¯σ∈I,deg x a¯σ=s
δp,|σ | +
∑
σ⊂[N ]
δp,|σ |δs,|σ a¯|
for all p ≥ 0 and s ≥ 0. A routine computation implies∑σ⊂[N ] δp,|σ |δs,|σ a¯| = βpp+s(S/P). Then Proposition 2.1
follows from Lemma 2.6 stated below.
Lemma 2.6. Let u = xb1i1 · · · x
bt
it
be an a-monomial with i1 > · · · > it and with bk > 0 for k = 1, 2, . . . , t . Then, for
all p ≥ 0, one has∑
veσ∈Φ(u)
(
ma(v; σ)
p − |σ | − 1
)
= Aap(u) (7)
and
∑
veσ∈Ψ (u)
(
ma(v; σ)
p − |σ | − 1
)
=

(
n
p
)
− Aap+1(u)−
(
0
p − t
)
, if u = x a¯{i1,...,it },(
n
p
)
− Aap+1(u), otherwise.
(8)
Before proving Lemma 2.6, we write a few fundamental facts on binomial coefficients, which will appear many
times in the proof. The next statement easily follows from the well-known relation
(
a+1
b
)
= ( ab )+( ab−1) of binomial
coefficients.
Lemma 2.7. Let a, `, s ∈ Z≥0, and let b ∈ Z. Suppose s ≤ a.
(a)
(
a+`
b
)
= ( ab )+∑`k=1 ( a+k−1b−1 );
(b)
( a
b
) = ( a−sb−s )+∑sk=1 ( a−kb−(k−1)).
Proof of Lemma 2.6. Let it+1 = 0, ε = κa(u) and ε′ = min{ε, t}. We write
Φ j (u) = {veσ ∈ Φ(u) : max v = i j } for j = 1, 2, . . . , ε′,
and write Φt+1(u) = {e{i1,...,it }}, if ε = t + 1. Note that Φ(u) =
⋃ε
j=1 Φ j (u). Let
τ = {ik : bk = aik − 1}
and
τ j = {ik : bk = aik − 1 and ik < i j } for j = 1, 2, . . . , t .
Then we have σ ⊂ τ for any veσ ∈ Φ(u) since ak ≥ 2 for k = 1, 2, . . . , n. Thus, for any veσ ∈ Φ j (u)with 1 ≤ j ≤ t ,
we have
ma(v; σ) = |{1, 2, . . . , i j − 1} \ τ j |. (9)
For a subset F ⊂ [n], we write
(
F
p
)
=
( |F |
p
)
.
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First, we prove (7). Since we assume i1 > · · · > it , it is clear that veσ ∈ Φ j (u) if and only if {i1, . . . , i j−1} ⊂ σ
and i j 6∈ σ . From this fact, it is inferred that
Φ j (u) = {(u/x a¯σ ′∪{i1,...,i j−1})eσ ′∪{i1,...,i j−1} : σ ′ ⊂ τ j }
for j = 1, 2, . . . , ε′. Thus according to (9), if 1 ≤ j ≤ ε′, then∑
veσ∈Φ j (u)
(
ma(v; σ)
p − |σ | − 1
)
=
∑
σ ′⊂τ j
( {1, . . . , i j − 1} \ τ j
p − (|σ ′| + j − 1)− 1
)
=
|τ j |∑
q=0
(
τ j
q
)( {1, . . . , i j − 1} \ τ j
p − j − q
)
=
(
τ j ∪ ({1, . . . , i j − 1} \ τ j )
p − j
)
=
(
i j − 1
p − j
)
(10)
for all p. Since ma(1; σ) = −1 and it+1 = 0, the left-hand side of (7) is equal to
ε∑
j=1
 ∑
veσ∈Φ j (u)
(
ma(v; σ)
p − |σ | − 1
) = ε∑
j=1
(
i j − 1
p − j
)
= Aap(u)
for all p, as required.
Second we consider (8). For j = 1, 2, . . . , t + 1, let
η j = {k ∈ [n] : k ≥ i j and uxk is an a-monomial} = {k ∈ [n] : k ≥ i j and k 6∈ τ }
and ` j = |η j |. For each veσ ∈ Φ j (u), we write
Θ(veσ ) = {(vxk)eσ : k ∈ η j }.
Then Ψ(u) = ⋃veσ∈Φ(u)Θ(veσ ). For the proof of (8), we will prove two Eqs. (11) and (12) stated in Steps 1 and 2
below.
Step 1: We claim that if 1 ≤ j ≤ ε′ then, for all p ≥ 0, one has
∑
veσ∈Φ j (u)
 ∑
weσ∈Θ(veσ )
(
ma(w; σ)
p − |σ | − 1
)+
(
i j − 1
p + 1− j
)
=
( |{1, . . . , i j − 1} ∪ η j |
p + 1− j
)
. (11)
Fix an integer 1 ≤ j ≤ ε′. Let η j = {m1, . . . ,m` j } with m1 < · · · < m` j . Thus
Θ(veσ ) = {(vxmk )eσ : k = 1, 2, . . . , ` j }
for any veσ ∈ Φ j (u). Let veσ ∈ Φ j (u). Since σ ⊂ τ , we have
ma(vxmk ; σ) = |{k′ : k′ < mk, k′ 6∈ τ }| = |({1, . . . , i j − 1} \ τ j ) ∪ {m1, . . . ,mk−1}|
for k = 1, . . . , ` j . Thus, in the same way as in (10), we have∑
veσ∈Φ j (u)
 ∑
weσ∈Θ(veσ )
(
ma(w; σ)
p − |σ | − 1
) = ∑
veσ∈Φ j (u)

` j∑
k=1
(
({1, . . . , i j − 1} \ τ j ) ∪ {m1, . . . ,mk−1}
p − |σ | − 1
)
=
|τ j |∑
q=0
(
τ j
q
)
` j∑
k=1
(
({1, . . . , i j − 1} \ τ j ) ∪ {m1, . . . ,mk−1}
p − j − q
)
=
` j∑
k=1

|τ j |∑
q=0
(
τ j
q
)(
({1, . . . , i j − 1} \ τ j ) ∪ {m1, . . . ,mk−1}
p − j − q
)
=
` j∑
k=1
( {1, . . . , i j − 1} ∪ {m1, . . . ,mk−1}
p − j
)
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for all p. Then Lemma 2.7 (a) states that the left-hand side of (11) is equal to
` j∑
k=1
( {1, . . . , i j − 1} ∪ {m1, . . . ,mk−1}
p − j
)+
(
i j − 1
p + 1− j
)
=
( |{1, . . . , i j − 1} ∪ {m1, . . . ,m` j−1}| + 1
p + 1− j
)
=
( |{1, . . . , i j − 1} ∪ η j |
p + 1− j
)
for all p, as desired.
Step 2: We claim that if ε = t + 1 then, for all p ≥ 0, one has
∑
veσ∈Φε(u)
 ∑
weσ∈Θ(veσ )
(
ma(w; σ)
p − |σ | − 1
)+
(
0
p − t
)
=
(
n − t
p − t
)
. (12)
Since ε = t + 1, we have u = x a¯{i1,...,it } and Φε(u) = {e{i1,...,it }}. It is clear that
Θ(e{i1,...,it }) = {xke{i1,...,it } : k ∈ [n] \ {i1, . . . , it }}.
Thus we have∑
veσ∈Φε(u)
 ∑
weσ∈Θ(veσ )
(
ma(w; σ)
p − |σ | − 1
) = n−t∑
k=1
(
k − 1
p − t − 1
)
for all p ≥ 0.
Then (12) follows since
∑n−t
k=1
(
k−1
p−t−1
)
+
(
0
p−t
)
=
(
n−t
p−t
)
by Lemma 2.7(a).
Now we will prove (8). Recall that i j ∈ τ for j < ε and iε 6∈ τ . Then, by the definition of η j , we have
|{1, . . . , i j − 1} ∪ η j | = |[n] \ {k ∈ τ : k ≥ i j }| =
{
n − j, if 1 ≤ j < ε,
n − j + 1, if j = ε. (13)
Suppose ε ≤ t . Then u 6= x a¯{i1,...,it }. Also from (11) and (13)
ε∑
j=1
 ∑
veσ∈Φ j (u)
 ∑
weσ∈Θ(veσ )
(
ma(w; σ)
p − |σ | − 1
)
+ ε∑
j=1
(
i j − 1
p + 1− j
)
=
ε−1∑
j=1
(
n − j
p + 1− j
)
+
(
n − ε + 1
p + 1− ε
)
=
(
n
p
)
(14)
for all p (we use Lemma 2.7 (b) for the last equality). Since
Ψ(u) =
⋃
veσ∈Φ(u)
Θ(veσ ) =
ε⋃
j=1
 ⋃
veσ∈Φ j (u)
Θ(veσ )

and since Aap+1(u) =
∑ε
j=1
(
i j−1
p+1− j
)
, (14) is equivalent to the desired equality (8).
Next, suppose ε = t + 1. Then u = x a¯{i1,...,it } and Aap+1(u) =
∑t
j=1
(
i j−1
p+1− j
)
. Also (11)–(13) give
ε∑
j=1
 ∑
veσ∈Φ j (u)
 ∑
weσΘ(veσ )
(
ma(w; σ)
p − |σ | − 1
)
+ Aap+1(u)+ ( 0p − t
)
=
t∑
j=1
(
n − j
p + 1− j
)
+
(
n − t
p − t
)
=
(
n
p
)
for all p. This is equivalent to the desired equality (8). 
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Example 2.8. Let a1 = a2 = 3, a3 = 4 and I = (x21 x2, x1x22 , x21 x23) ⊂ K [x1, x2, x3]. Then I is strongly a-stable.
The set of a-monomials of degree 3 in I is
{x21 x2, x1x22}
and that of degree 4 is
{x21 x22 , x21 x2x3, x1x22 x3, x21 x23}.
Also
Aap(x
2
1 x2) =
(
1
p − 1
)
, Aap(x1x
2
2) =
(
1
p − 1
)
+
(
0
p − 2
)
,
Aap(x
2
1 x
2
2) =
(
1
p − 1
)
+
(
0
p − 2
)
+
( −1
p − 3
)
and Aap(x
2
1 x2x3) = Aap(x21 x23) = Aap(x1x22 x3) =
(
2
p − 1
)
.
Let S = K [x1, x2, x3] and R = S/(I + (x31 , x32 , x43)). Proposition 2.1 gives that
βpp+3(R) = 3
(
2
p − 1
)
+
(
1
p − 1
)
+
(
0
p − 2
)
+
( −1
p − 3
)
−
{
2
(
3
p
)
− 2
(
1
p
)
−
(
0
p − 1
)}
+ βpp+3(S/(x31 , x32 , x43)).
Thus β0,3(R) = 0, β1,4(R) = 2, β2,5(R) = 2 and β3,6(R) = 1.
3. Comparison of Borel-plus-powers ideals and lex-plus-powers ideals
In this section, we will prove Theorem 1.1. Let a = (a1, . . . , an) be a sequence of integers or∞ satisfying 2 ≤ ak
for k = 1, 2, . . . , n. Let <rev be the degree reverse lexicographic order induced by x1 > · · · > xn . We use the
following fact proved in [6, Theorem 2.1]. (We do not assume a1 ≤ · · · ≤ an in Theorem 3.1 and Corollary 3.2.)
Theorem 3.1 (Gasharov). Let s ≥ 0 be an integer. Let B ⊂ K [x1, . . . , xn] be a strongly a-stable set of a-monomials
of degree d, and let L ⊂ K [x1, . . . , xn] be the a-lexsegment set of a-monomials of degree d with |L| = |B|. Then
|B ∩ K [x1, . . . , xn−1]| ≥ |L ∩ K [x1, . . . , xn−1]|.
The above theorem implies the next fact.
Corollary 3.2. With the same notation as in Theorem 3.1, let B = {u1, . . . , ut } and L = {v1, . . . , vt }, where
ui >rev ui+1 and vi >rev vi+1 for i = 1, 2, . . . , t − 1. Then
uk ≥rev vk for k = 1, 2, . . . , t.
Proof. We use induction on n and d . If n = 1 or d = 0, then the statement is obvious. Suppose n > 1 and d > 0. Set
B ′ = B ∩ K [x1, . . . , xn−1], L ′ = L ∩ K [x1, . . . , xn−1],
B ′′ = {u : uxn ∈ B} and L ′′ = {v : vxn ∈ L}.
Theorem 3.1 states that |B ′| ≥ |L ′|. Let |L ′| = ` and |B ′| − |L ′| = s. Then uk ∈ B ′ and vk ∈ L ′ for k ≤ `. Since B ′
is strongly (a1, . . . , an−1)-stable and L ′ is (a1, . . . , an−1)-lexsegment, the induction hypothesis gives the result that
uk ≥rev vk for k = 1, 2, . . . , `. (15)
Also, since xn divides vk for k > ` and uk ∈ K [x1, . . . , xn−1] for k ≤ `+ s, we have
uk ≥rev vk for k = `+ 1, `+, 2, . . . , `+ s. (16)
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Let B ′′ = {u′1, . . . , u′t−`−s} with u′1>rev · · ·>rev u′t−`−s . Then u`+s+k = u′kxn for k = 1, 2, . . . , t − ` − s.
Let L ′′′ = {v′1, . . . , v′t−`−s} ⊂ L ′′ be the set of the largest t − ` − s monomials w.r.t. <lex in L ′′, where
v′1>rev · · ·>rev v′t−`−s . Since {vxn : v ∈ L ′′′} ⊂ L and since {v`+s+1, . . . , vt } is the set of the smallest t − ` − s
monomials w.r.t. <rev in L , we have v′kxn ≥rev v`+s+k for k = 1, 2, . . . , t − `− s.
Suppose an > 2. Let a′ = (a1, . . . , an−1, an − 1). Then B ′′ is a strongly a′-stable set of a′-monomials of degree
d − 1 and L ′′′ is the a′-lexsegment set of a′-monomials of degree d − 1 with |L ′′′| = |B ′′|. Thus the induction
hypothesis states that
u`+s+k = u′kxn ≥rev v′kxn ≥rev v`+s+k for k = 1, 2, . . . , t − `− s. (17)
Then the statement follows from (15)–(17).
On the other hand, if an = 2, then B ′′ ⊂ K [x1, . . . , xn−1] is strongly (a1, . . . , an−1)-stable and L ′′′ ⊂
K [x1, . . . , xn−1] is (a1, . . . , an−1)-lexsegment. Thus the induction hypothesis implies (17) again, and therefore the
statement follows. 
We also require the following fact.
Lemma 3.3. Let u and v be a-monomials of S with deg u = deg v and with u>rev v. Then Aap(u) ≤ Aap(v) for all
p ≥ 0.
Proof. Let u = xb1i1 · · · x
bs
is
with i1 > · · · > is and with bk > 0 for k = 1, 2, . . . , s, and let v = xc1j1 · · · x
ct
jt
with
j1 > · · · > jt and with ck > 0 for k = 1, 2, . . . , t . Since u>rev v and since we assume i1 > · · · > is and
j1 > · · · > jt , there exists an integer 1 ≤ ` ≤ t such that (i) j` > i` and xbkik = x
ck
jk
for all k < ` or (ii) j` = i`,
b` < c` and x
bk
ik
= xckjk for all k < `.
Case 1: If bk 6= aik − 1 for some 1 ≤ k ≤ ` − 1, then κa(u) = κa(v) ≤ ` − 1. Thus Aap(u) =
∑κa(u)
k=1
(
ik−1
p−k
)
=∑κa(v)
k=1
(
jk−1
p−k
)
= Aap(v) for all p.
Case 2: Next, suppose bk = aik − 1 for all k = 1, 2, . . . , ` − 1 and j` = i`. Then b` < c` ≤ ai` − 1. Thus
κa(v) ≥ κa(u) = `. Since ik = jk for all k ≤ `, we have Aap(u) =
∑`
k=1
(
ik−1
p−k
)
=∑`k=1 ( jk−1p−k ) ≤ Aap(v) for all p,
as desired.
Case 3: Finally, suppose bk = aik − 1 for all k = 1, 2, . . . , ` − 1 and j` > i`. Then j` ≥ s − ` + 2 and
ik ≤ j` − (k − `+ 1) for k = `, . . . , s. Thus
Aap(v) ≥
`−1∑
k=1
(
jk − 1
p − k
)
+
(
j` − 1
p − `
)
=
`−1∑
k=1
(
ik − 1
p − k
)
+
s∑
k=`
(
j` − 1− (k − `+ 1)
p − k
)
+
(
j` − 2− s + `
p − s − 1
)
≥ Aap(u)
for all p, as desired (we use Lemma 2.7 (b) for the second line). 
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. Let P = (xa11 , . . . , xann ). By the assumption, there exist the strongly a-stable ideal I ′ and the
a-lexsegment ideal L ′ such that I = I ′+ P and L = L ′+ P . Since I = I ′+ P and L = L ′+ P have the same Hilbert
function, we have |{u ∈Ma(I ′) : deg u = s}| = |{u ∈Ma(L ′) : deg u = s}| for all s ≥ 0. Thus, by Proposition 2.1,
what we must prove is∑
u∈Ma(I ′),deg u=s
Aap(u) ≤
∑
u∈Ma(L ′),deg u=s
Aap(u) for all p ≥ 0 and s ≥ 0. (18)
Fix an integer s ≥ 0. Let {u ∈Ma(I ′) : deg u = s} = {u1, . . . , ut } and let {u ∈Ma(L ′) : deg u = s} = {v1, . . . , vt }.
By Corollary 3.2, we may assume that uk ≥rev vk for k = 1, 2, . . . , t . Then (18) follows from Lemma 3.3. 
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Theorem 1.1 implies the following special cases of the lex-plus-powers conjecture.
Theorem 3.4. Let p be a prime number and a1 = · · · = an = p. Suppose char(K ) = 0 or char(K ) = p. Let I ⊂ S
be a graded ideal containing x p1 , x
p
2 , . . . , x
p
n and L the a-lex-plus-powers ideal with the same Hilbert function as that
of I . The graded Betti numbers of L are larger than or equal to those of I .
Proof. We sketch the proof since it is essentially the same as the proof of [11, Theorem 5.1]. First, we may assume that
I is a monomial ideal since the initial ideal of I (w.r.t. any term order) contains x p1 , . . . , x
p
n . Second, we may assume
char(K ) = p since the graded Betti numbers of any a-lex-plus-powers ideal do not depend on the characteristic of the
base field and since the graded Betti numbers of any monomial ideal J of K [x1, . . . , xn] over a field K of characteristic
p are larger than or equal to those of the monomial ideal J ′ of K ′[x1, . . . , xn] over a field K ′ of characteristic 0 with
G(J ′) = G(J ). Then the generic initial ideal of I (w.r.t. any term order) contains x p1 , . . . , x pn , and therefore is a-
Borel-plus-powers by [3, Theorem 15.23]. Thus the statement follows from Theorem 1.1. 
4. Monomial ideals containing the squares of the variables
If a1 = · · · = an = 2, a-Borel-plus-powers (respectively a-lex-plus-powers) ideals are called Borel-plus-squares
(respectively lex-plus-squares) ideals. In this section, we will study the graded Betti numbers of monomial ideals
containing x21 , . . . , x
2
n . First we will show that the graded Betti numbers of a Borel-plus-squares ideal I are equal to
those of the lex-plus-squares ideal L with the same Hilbert function as that of I if and only if I = L . Second, we will
extend the result of Mermin–Peeva–Stillman [11, Theorem 1.1] in arbitrary characteristic, that is to say, we will show
that the lex-plus-squares ideal has the largest graded Betti numbers among all graded ideals containing x21 , x
2
2 , . . . , x
2
n
with the same Hilbert function in arbitrary characteristic.
Throughout this section, we write Q = (x21 , . . . , x2n). If a1 = · · · = an = 2, then a-ideals are squarefree monomial
ideals. Also strongly a-stable (respectively a-lexsegment) ideals are said to be squarefree strongly stable (respectively
squarefree lexsegment) if a1 = · · · = an = 2.
Let∆ be a simplicial complex on [n]. Thus∆ is a family of subsets of [n] satisfying that if F ∈ ∆ and G ⊂ F then
G ∈ ∆ (we do not assume {i} ∈ ∆ for all i ∈ [n]). For a subset F = {i1, . . . , ik} ⊂ [n], we write xF = xi1 · · · xik ,
where xF = 1 if F = ∅. The Stanley–Reisner ideal I∆ of ∆ is the ideal of S generated by all squarefree monomials
xF ∈ S with F 6∈ ∆. A simplicial complex ∆ is said to be shifted if F ∈ ∆ and i ∈ F imply (F \ {i}) ∪ { j} ∈ ∆ for
all i < j ≤ n. Thus ∆ is shifted if and only if I∆ is squarefree strongly stable.
For any squarefree monomial xF = xi1xi2 · · · xit with i1 > · · · > it , let
A∗p(xF ) =
t∑
j=1
(
i j − 1
p − j
)
for p = 0, 1, . . . .
The next statement is a special case of Proposition 2.1.
Proposition 4.1. Let ∆ be a shifted simplicial complex on [n]. Then
βpp+s(S/(I∆ + Q)) =
∑
xF∈I∆,
deg xF=s+1
A∗p(xF )−
∑
xF∈I∆,
deg xF=s
{(
n
p
)
− A∗p+1(xF )
}
+ βpp+s(S/Q)
for all p ≥ 0 and s ≥ 0.
For any simplicial complex ∆ on [n], let ∆lex be the simplicial complex on [n] whose Stanley–Reisner ideal I∆lex
is the squarefree lexsegment ideal with the same Hilbert function as that of I∆. Then I∆lex + Q is the lex-plus-squares
ideal with the same Hilbert function as that of I∆ + Q. In Theorem 3.4 we proved βi j (I∆ + Q) ≤ βi j (I∆lex + Q) for
all i and j . It would be natural to ask which simplicial complex ∆ satisfies βi j (I∆ + Q) = βi j (I∆lex + Q) for all i
and j . We consider this problem for shifted complexes.
Lemma 4.2. Let xF and xG be squarefree monomials of S with deg xF = deg xG and with xF >rev xG . Then there
exists an integer p > 0 such that A∗p(xF ) < A∗p(xG).
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Proof. Let xF = xi1 · · · xit and xG = x j1 · · · x jt , where i1 > · · · > it and j1 > · · · > jt . Since xF >rev xG there exists
an integer 1 ≤ ` ≤ t such that i` < j` and ik = jk for all k < `. Note that j` ≥ t − `+ 2 and ik ≤ j` − (k − `+ 1)
for k = `, `+ 1, . . . , t . Then, by Lemma 2.7 (b), we have
A∗p(xG) ≥
`−1∑
k=1
(
jk − 1
p − k
)
+
(
j` − 1
p − `
)
=
`−1∑
k=1
(
ik − 1
p − k
)
+
t∑
k=`
(
j` − 1− (k − `+ 1)
p − k
)
+
(
j` − 2− t + `
p − t − 1
)
≥ A∗p(xF )+
(
j` − 2− t + `
p − t − 1
)
.
Thus if p = t + 1, then A∗p(xG) > A∗p(xF ) since
(
j`−2−t+`
p−t−1
)
> 0. 
Theorem 4.3. Let ∆ be a shifted simplicial complex on [n]. Then the graded Betti numbers of I∆ + Q are equal to
those of I∆lex + Q if and only if ∆ = ∆lex.
Proof. It suffices to show that if I∆ 6= I∆lex , then βi j (S/(I∆ + Q)) < βi j (S/(I∆lex + Q)) for some i and j . Suppose
that there exists a squarefree monomial xF of degree s satisfying xF ∈ I∆ and xF 6∈ I∆lex . Let B = {xF1 , . . . , xFt }
be the set of squarefree monomials of degree s in I∆, and let L = {xG1 , . . . , xGt } be the set of squarefree
monomials of degree s in I∆lex . Then by Corollary 3.2 we may assume that xFk ≥rev xGk for all k = 1, 2, . . . , t .
Also by the assumption there exists an integer 1 ≤ ` ≤ t such that xF` >rev xG` . Then Lemma 4.2 states that
A∗p(xF`) < A∗p(xG`) for some p > 0, and therefore
∑
xF∈I∆,deg xF=s A
∗
p(xF ) <
∑
xG∈I∆lex ,deg xG=s A
∗
p(xG) by
Lemma 3.3. Then Proposition 4.1 and (18) imply βp,p+s−1(S/(I∆ + Q)) < βp,p+s−1(S/(I∆lex + Q)). 
Remark 4.4. Theorem 4.3 does not hold for all a-Borel-plus-powers ideals. Indeed, if a1 = · · · = an = ∞, then
a-Borel-plus-powers ideals are strongly stable ideals and a-lex-plus-powers ideals are lexsegment ideals. It is known
that the graded Betti numbers of a graded ideal I are equal to those of the lexsegment ideal L with the same Hilbert
function as that of I if and only if I is Gotzmann, that is, β1(S/I ) = β1(S/L) (see [10]), and there are many
Gotzmann strongly stable ideals. On the other hand, we are not sure that there exists a simplicial complex ∆ which is
not isomorphic to ∆lex such that the graded Betti numbers of I∆ + Q are equal to those of I∆lex + Q.
Next, we will show that the lex-plus-squares ideal has the largest graded Betti numbers among all graded
ideals containing x21 , x
2
2 , . . . , x
2
n in arbitrary characteristic. To prove this fact, we require combinatorial shifting and
Hochster’s formula.
4.1. Combinatorial shifting
Let ∆ be a simplicial complex on [n]. For integers 1 ≤ i < j ≤ n, let Shifti j (∆) = {C∆i j (F) : F ∈ ∆} be the
family of subsets of [n] defined by
C∆i j (F) =
{
(F \ {i}) ∪ { j}, if i ∈ F, j 6∈ F and (F \ {i}) ∪ { j} 6∈ ∆,
F, otherwise.
This Shifti j (∆) is indeed a simplicial complex. It is not hard to see that there exist a sequence of pairs of integers
(i1, j1), (i2, j2), . . . , (i p, jp), where ik < jk for all k, such that
Shifti p jp (· · · (Shifti2 j2(Shifti1 j1(∆))) · · ·)
is shifted (see e.g., [9, Section 8]). Such a shifted complex is called a combinatorial shifted complex of ∆, and will
be denoted by ∆c. The operation ∆ → ∆c is called combinatorial shifting. The following fact was proved in [12,
Lemma 3.3].
Lemma 4.5. Let ∆ be a simplicial complex on [n] and let 1 ≤ i < j ≤ n. Then
βpq(S/I∆) ≤ βpq(S/IShifti j (∆)) for all p and q.
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4.2. Hochster’s formula
For a simplicial complex ∆ on [n], let
0 −→ Cn−1(∆) ∂n−1−→ · · · −→ C1(∆) ∂1−→ C0(∆) ∂0−→ C−1(∆) −→ 0
be the augmented oriented chain complex of ∆ over K . Thus each Ck−1(∆) is the K -vector space with basis
{eF : F ∈ ∆ and |F | = k} and each ∂k : Ck(∆) → Ck−1(∆) is the K -linear map induced by
∂k(e{i0,i1,...,ik }) =
k∑
j=0
(−1) je{i0,...,i j−1,i j+1,...,ik },
where i0 < i1 < · · · < ik . The k-th reduced homology group H˜k(∆; K ) of ∆ over K is the k-th homology group of
the augmented oriented chain complex of ∆ over K .
Graded Betti numbers of Stanley–Reisner ideals can be computed from reduced homology groups by using
Hochster’s formula [1, Theorem 5.5.1]. For a subset W ⊂ [n], let ∆W = {F ⊂ W : F ∈ ∆}.
Theorem 4.6 (Hochster). Let ∆ be a simplicial complex on [n]. Then
βpp+q(S/I∆) =
∑
W⊂[n], |W |=p+q
dim
K
H˜q−1(∆W ; K ) for all p and q.
We will prove
Theorem 4.7. Let ∆ be a simplicial complex on [n] and let Γ = Shifti j (∆), where 1 ≤ i < j ≤ n. Then we have
βpq(I∆ + Q) ≤ βpq(IΓ + Q) for all p and q.
In particular, the graded Betti numbers of I∆c + Q are larger than or equal to those of I∆ + Q.
Theorems 1.1 and 4.7 immediately imply the next corollary.
Corollary 4.8. Let K be an arbitrary field. Let I be a graded ideal of S containing x21 , . . . , x
2
n , and let L be the
lex-plus-squares ideal with the same Hilbert function as that of I . The graded Betti numbers of L are larger than or
equal to those of I .
Proof. In the same way as in the proof of Theorem 3.4, we may assume that I is a monomial ideal. Then there exists
the simplicial complex ∆ on [n] such that I = I∆ + Q. By the definition of Shifti j , the number of elements F in ∆
with |F | = k is equal to that in Shifti j (∆) for all integers k ≥ 0 and for all 1 ≤ i < j ≤ n. This fact shows that
I∆ + Q and I∆c + Q have the same Hilbert function. Since I∆c + Q is a Borel-plus-squares ideal, Theorems 1.1 and
4.7 give
βpq(I∆ + Q) ≤ βpq(I∆c + Q) ≤ βpq(L)
for all p and q . 
To prove Theorem 4.7, we require the following notion. Let ∆ be a simplicial complex on [n] and I = I∆. The
link of σ ⊂ [n] in ∆ is the simplicial complex
lk∆(σ ) = {F ⊂ [n] \ σ : F ∪ σ ∈ ∆}.
We regard lk∆(σ ) as a simplicial complex on [n] \ σ and regard Ilk∆(σ ) as an ideal of S[σ ]. Then it is easy to see that
the ideal I [σ ] = (I : xσ ) ∩ S[σ ] defined in Section 2 is the ideal Ilk∆(σ ). Thus by Corollary 2.3 and (2) we have
Lemma 4.9. Let∆ and Γ be simplicial complexes on [n]. If ∑|σ |=k βpq(S[σ ]/Ilk∆(σ )) ≤∑|σ |=k βpq(S[σ ]/IlkΓ (σ ))
for all p, q and k, where σ ⊂ [n], then one has
βpq(I∆ + Q) ≤ βpq(IΓ + Q) for all p and q.
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In the rest of this section we will prove Theorem 4.7 by using the technique developed in [12]. Let∆ be a simplicial
complex on [n] and Γ = Shifti j (∆), where 1 ≤ i < j ≤ n. The next properties easily follow from the definition of
Shifti j .
Lemma 4.10. Let σ ⊂ [n] \ {i, j}.
(i) σ ∪ { j} ∈ Γ if and only if σ ∪ {i} ∈ ∆ or σ ∪ { j} ∈ ∆;
(ii) σ ∪ {i} ∈ Γ if and only if σ ∪ {i} ∈ ∆ and σ ∪ { j} ∈ ∆;
(iii) For any F ∈ lk∆(σ ), one has σ ∪ C lk∆(σ )i j (F) = C∆i j (σ ∪ F).
By virtue of Lemma 4.9, to prove Theorem 4.7, it is enough to show∑
σ⊂[n], |σ |=k
βpq(S[σ ]/Ilk∆(σ )) ≤
∑
σ⊂[n],|σ |=k
βpq(S[σ ]/IlkΓ (σ )) for all p, q and k. (19)
We remark the following simple facts.
Lemma 4.11. Let σ ⊂ [n].
(i) If {i, j} ⊂ σ , then lk∆(σ ) = lkΓ (σ );
(ii) If {i, j} ∩ σ = ∅, then Shifti j (lk∆(σ )) = lkΓ (σ ).
Proof. Statement (i) is clear since, for any F ⊂ [n] \ {i, j}, one has F ∪ {i, j} ∈ ∆ if and only if F ∪ {i, j} ∈ Γ . On
the other hand, statement (ii) follows from Lemma 4.10(iii). 
Now, Lemmas 4.5 and 4.11 state that, to prove (19), it suffices to show∑
σ⊂[n]\{i, j}, |σ |=k−1
βpq(S[σ ]/Ilk∆(σ∪{i}))+ βpq(S[σ ]/Ilk∆(σ∪{ j}))
≤
∑
σ⊂[n]\{i, j}, |σ |=k−1
βpq(S[σ ]/IlkΓ (σ∪{i}))+ βpq(S[σ ]/IlkΓ (σ∪{ j})) (20)
for all p, q and k. On the other hand, according to Hochster’s formula, for any σ ⊂ [n] \ {i, j}, we have
βpp+q(S[σ ]/Ilk∆(σ∪{i})) =
∑
W⊂[n]\(σ∪{i, j})
|W |=p+q
dim
K
H˜q−1((lk∆(σ ∪ {i}))W ; K )
+
∑
W⊂[n]\(σ∪{i, j})
|W |=p+q−1
dim
K
H˜q−1((lk∆(σ ∪ {i}))W∪{ j}; K ) (21)
for all p and q , and have similar equations for Ilk∆(σ∪{ j}), IlkΓ (σ∪{i}) and IlkΓ (σ∪{ j}).
Let σ ⊂ [n] \ {i, j} and W ⊂ [n] \ (σ ∪ {i, j}). Set
∆1 = lk∆(σ ∪ {i})W , Γ1 = lkΓ (σ ∪ {i})W ,
∆2 = lk∆(σ ∪ { j})W , Γ2 = lkΓ (σ ∪ { j})W ,
∆3 = lk∆(σ ∪ {i})W∪{ j}, Γ3 = lkΓ (σ ∪ {i})W∪{ j},
∆4 = lk∆(σ ∪ { j})W∪{i} and Γ4 = lkΓ (σ ∪ { j})W∪{i}.
Then (21) states that, to prove (20), it is enough to prove
dim
K
H˜k(∆1; K )+ dim
K
H˜k(∆2; K ) ≤ dim
K
H˜k(Γ1; K )+ dim
K
H˜k(Γ2; K ) (22)
and
dim
K
H˜k(∆3; K )+ dim
K
H˜k(∆4; K ) ≤ dim
K
H˜k(Γ3; K )+ dim
K
H˜k(Γ4; K ) (23)
for all k.
Case 1: First, we will prove (22). The next fact easily follows.
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Lemma 4.12. ∆1 ∩∆2 = Γ1 and ∆1 ∪∆2 = Γ2.
Proof. By Lemma 4.10 (ii), we have
F ∈ ∆1 ∩∆2 ⇔ F ⊂ W, F ∪ σ ∪ {i} ∈ ∆ and F ∪ σ ∪ { j} ∈ ∆
⇔ F ⊂ W and F ∪ σ ∪ {i} ∈ Γ
⇔ F ∈ lkΓ (σ ∪ {i})W = Γ1.
Thus ∆1 ∩∆2 = Γ1. On the other hand, ∆1 ∪∆2 = Γ2 follows from Lemma 4.10 (i) in the same way. 
By using the Mayer–Vietoris exact sequence of ∆1 and ∆2 (see [14, p. 21]), we obtain the exact sequence
0 → ker δk −→ H˜k(∆1 ∩∆2; K ) δk−→ H˜k(∆1; K )
⊕
H˜k(∆2; K )
−→ H˜k(∆1 ∪∆2; K ) −→ ker δk−1 → 0. (24)
The above exact sequence together with Lemma 4.12 gives
dim
K
H˜k(∆1; K )+ dim
K
H˜k(∆2; K ) ≤ dim
K
H˜k(Γ1; K )+ dim
K
H˜k(Γ2; K )
for all k, as desired.
Case 2: Next, we will prove (23). Set Σ = lk∆(σ ∪ {i, j})W . Lemma 4.11 (i) gives Σ = lkΓ (σ ∪ {i, j})W . Then
we have
Lemma 4.13.
∆3 = ∆1 ∪ {F ∪ { j} : F ∈ Σ }, Γ3 = Γ1 ∪ {F ∪ { j} : F ∈ Σ },
∆4 = ∆2 ∪ {F ∪ {i} : F ∈ Σ } and Γ4 = Γ2 ∪ {F ∪ {i} : F ∈ Σ }.
Proof. We will prove ∆3 = ∆1 ∪ {F ∪ { j} : F ∈ Σ }. (Other cases can be proved in the same way.) It is clear that
∆3 ⊃ ∆1 ∪ {F ∪ { j} : F ∈ Σ }. Let F ∈ ∆3. If F ⊂ W , then F ∈ ∆1 is clear. Suppose F 6⊂ W . Then j ∈ F .
Moreover F ∈ ∆3 implies σ ∪ {i} ∪ F ∈ ∆. Then F \ { j} ∈ lk∆(σ ∪ {i, j})W = Σ as desired. 
Then Lemmas 4.12 and 4.13 state that∆3 ∩∆4 = Γ3 ∩ Γ4 and∆3 ∪∆4 = Γ3 ∪ Γ4. Set A = ∆3 ∩∆4 = Γ3 ∩ Γ4
and B = ∆3 ∪∆4 = Γ3 ∪ Γ4. By using the same exact sequences as in (24), we have
dim
K
H˜k(∆3; K )+ dim
K
H˜k(∆4; K ) = dim
K
H˜k(A; K )+ dim
K
H˜k(B; K )− {dim
K
ker δk + dim
K
ker δk−1} (25)
and
dim
K
H˜k(Γ3; K )+ dim
K
H˜k(Γ4; K ) = dim
K
H˜k(A; K )+ dim
K
H˜k(B; K )− {dim
K
ker δ′k + dimK ker δ
′
k−1}, (26)
where δk : H˜k(∆3 ∩ ∆4; K ) → H˜k(∆3; K )⊕ H˜k(∆4; K ) is the map which appears in the Mayer–Vietoris exact
sequence of∆3 and∆4 and δ′k : H˜k(Γ3∩Γ4; K ) → H˜k(Γ3; K )
⊕
H˜k(Γ4; K ) is that of Γ3 and Γ4. Then Lemma 4.14,
stated below, implies the desired inequality (23).
Lemma 4.14. ker δk ⊃ ker δ′k for all k.
Proof. We may assume that j = i + 1 by a proper permutation of [n]. Suppose [a] ∈ ker δ′k where a ∈ Ck(Γ3 ∩ Γ4).
Then δ′k([a]) = ([a], [a]) ∈ H˜k(Γ3; K )
⊕
H˜k(Γ4; K ) vanishes. Hence there exists u ∈ Ck+1(Γ3) such that
∂k+1(u) = a. By Lemma 4.13, u can be written in the form
u =
∑
F∈Γ1, |F |=k+2
αFeF +
∑
G∈Σ , |G|=k+1
αGeG∪{ j},
where each αF ∈ K . Since Lemmas 4.12 and 4.13 state that Γ3 ⊂ ∆3, we have u ∈ Ck+1(∆3) and [a] = [∂k+1(u)] ∈
H˜k(∆3; K ) vanishes.
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On the other hand, Lemmas 4.12 and 4.13 also state that Γ1 ∪ {F ∪ {i} : F ∈ Σ } ⊂ ∆4. Hence
v =
∑
F∈Γ1, |F |=k+2
αFeF +
∑
G∈Σ , |G|=k+1
αGeG∪{i}
is an element of Ck+1(∆4). Since we assume j = i + 1, it follows that ∂k+1(v) = a. Thus [a] ∈ H˜k(∆4; K ) vanishes.
Hence δk([a]) = ([a], [a]) ∈ H˜k(∆3; K )⊕ H˜k(∆4; K ) vanishes as required. 
Remark 4.15. Although we proved
∑
|σ |=k βpq(I∆ : xσ ) ≤
∑
|σ |=k βpq(I∆c : xσ ) for all p, q and k in this section,
it is not always true that
∑
|σ |=k βpq(I∆ : xσ ) ≤
∑
|σ |=k βpq(I∆lex : xσ ). See [11, Example 3.10].
5. Consecutive cancellations in Betti numbers
Let {bi j } and {b′i j }, where i, j ∈ Z, are sequences of integers. We say that {b′i j } is obtained from {bi j } by a
consecutive p, q-cancellation if {b′i j } is obtained from {bi j } by replacing bpq by bpq − 1 and by replacing bp−1,q
by bp−1,q − 1. Also, we say that {b′i j } is obtained form {bi j } by consecutive cancellations if there exists a sequence
{b′i j } = {b(0)i j }, {b(1)i j }, . . . , {b(`)i j } = {bi j } such that, for each k = 1, 2, . . . , `, {b(k−1)i j } is obtained from {b(k)i j } by a
consecutive pk, qk-cancellation for some (pk, qk) ∈ Z2.
Let I and J be graded ideals of S. Then it is not hard to see that the graded Betti numbers of S/I are obtained from
those of S/J by consecutive cancellations if and only if there exist integers ci j ≥ 0 such that
βi j (S/I ) = βi j (S/J )− ci j − ci+1, j for all i and j .
The above equation shows that a consecutive i, j-cancellation occurs ci j times to obtain the graded Betti numbers of
S/I from those of S/J . The integer ci j will be called the i, j-th cancellation number of I and J . We refer the reader
to [8, Example 1.35] and [13] for further details on consecutive cancellations for graded Betti numbers.
It is known that the graded Betti numbers of any graded ideal I are obtained from those of its initial ideal by
consecutive cancellations (see [8, Corollary 1.21] or [13]). Moreover, Peeva [13] proved that the graded Betti numbers
of I are obtained from those of the lexsegment ideal with the same Hilbert function as that of I by consecutive
cancellations. Proposition 2.1 and (18) imply the following fact.
Theorem 5.1. Let 2 ≤ a1 ≤ · · · ≤ an ≤ ∞. The graded Betti numbers of any a-Borel-plus-powers ideal I are
obtained from those of the a-lex-plus-powers ideal L having the same Hilbert function as that of I by consecutive
cancellations.
Indeed, it is easy to see that the i, i + j-th cancellation number of I and L is∑
u∈Ma(L ′),deg u= j+1
Aai (u)−
∑
u∈Ma(I ′),deg u= j+1
Aai (u) ≥ 0.
Here I ′ and L ′ are a-ideals satisfying I = I ′ + (xa11 , . . . , xann ) and L = L ′ + (xa11 , . . . , xann ).
In [11, Problem 1.3], it was asked whether the graded Betti numbers of a graded ideal I containing x21 , . . . , x
2
n
are obtained from those of the lex-plus-squares ideal with the same Hilbert function as that of I by consecutive
cancellations. The following refinement of Theorem 3.4 gives an affirmative answer to this problem.
Theorem 5.2. With the same notation as in Theorem 3.4, the graded Betti numbers of I are obtained from those of L
by consecutive cancellations.
Proof. Since the graded Betti numbers of any graded ideal J are obtained from those of its initial ideal by consecutive
cancellations, Theorem 5.1 and the proof of Theorem 3.4 state that what we must prove is that, for any monomial
ideal I of K [x1, . . . , xn] over a field K of characteristic 0, the graded Betti numbers of I are obtained from those
of the monomial ideal I ′ of K ′[x1, . . . , xn] over a field K ′ of characteristic p with G(I ′) = G(I ) by consecutive
cancellations.
Since the graded Betti numbers of any monomial ideal are equal to those of some squarefree monomial ideal
(see [1, Lemma 4.2.16]), we may assume that I is a squarefree monomial ideal. Hence there exists a simplicial
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complex Γ such that I = IΓ . Then, by using Hochster’s formula, it is enough to show that the K -dimensions of the
reduced homology groups H˜k(∆; K ) and the K ′-dimensions of H˜k(∆; K ′) differ by consecutive cancellations for any
simplicial complex ∆, i.e., there exist integers ck ≥ 0, where k = 0, 1, . . . , such that
dim
K
H˜k(∆; K ) = dim
K ′
H˜k(∆; K ′)− ck − ck+1 for all k. (27)
We will prove the above equation. The dimension of the kernel of ∂k : Ck(∆) → Ck−1(∆) over the field K ′ is larger
than or equal to that of ∂k : Ck(∆) → Ck−1(∆) over the field K for each k = 0, 1, . . . , since ∂k is identified with
a matrix whose coefficients are 0 or ±1 and since the rank of a matrix is equal to the maximal size of its nonzero
minors. Let ck be this difference. Since
dim
K
H˜k(∆; K ) = dim
K
ker ∂k − {|{F ∈ ∆ : |F | = k + 2}| − dim
K
ker ∂k+1},
the desired Eq. (27) follows. 
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