This paper describes our joint submission to the IberSPEECH-RTVE Speech to Text Transcription Challenge 2018, which calls for automatic speech transcription systems to be evaluated in realistic TV shows. With the aim of building and evaluating systems, RTVE licensed around 569 hours of different TV programs, which were processed, re-aligned and revised in order to discard segments with imperfect transcriptions. This task reduced the corpus to 136 hours that we considered as nearly perfectly aligned audios and that we employed as in-domain data to train acoustic models.
Introduction
The IberSPEECH-RTVE 2018 Speech to Text Transcription Challenge calls for Automatic Speech Recognition (ASR) systems that are robust against realistic TV shows. It is a notable trend that aims to approach ASR technology to different applications such as automatic subtitling or metadata generation in the broadcast domain. Although most of this work is still performed manually or through semiautomatic methods (e.g. re-speaking), the current state of the art in speech recognition suggests that this technology could start to be exploitable autonomously without any post-edition task, mainly on contents with optimal audio quality and clean speech conditions.
The use of Deep Learning algorithms in speech processing have made it possible to introduce this technology in such a complex scenario through the use of systems based on Deep Neural Networks (DNNs) or more recent architectures based on the End-To-End (E2E) principle.
Historically, ASR systems have made use of Hidden Markov Models (HMMs) to capture the time variability of the signal and Gaussian Mixture Models (GMMs) to model the HMM state probability distributions. However, numerous works have shown that DNNs in combination with HMMs can outperform traditional GMM-HMM systems at acoustic modeling on a variety of datasets [1] . More recently, new attempts have been focused on building E2E ASR architectures [2] , which directly map the input speech signal to grapheme/character sequences and jointly train the acoustic, pronunciation and language models as a whole unit [3, 4, 5, 6] . Nowadays, two main approaches predominate to train E2E ASR models. On the one hand, the Connectionist Temporal Classification (CTC) is probably the most widely used criterion for systems based on characters [2, 7, 8] , sub-words [9] or words [10] . It employs Markov assumptions and dynamic programming to efficiently solve sequential problems [2, 3, 7] . On the other hand, attention-based methods employ an attention mechanism to perform alignment between acoustic frames and characters [4, 5, 6] . Unlike CTC, it does not require several conditional independence assumptions to obtain the label sequence probabilities, allowing extremely non-sequential alignments. Additionally, a number of enhancement techniques have been employed to overcome the performance of these systems, such as Data Augmentation [11] , Transfer Learning [12] , Dropout [13] or Curriculum Learning [14] , among others.
Our systems were constructed following both DNN-HMM and E2E architectures basis, given that depending on the available training data, one approach performed more robustly than the other on the development set. A total of 6 systems were presented to the evaluation challenge, three systems per condition (closed and open). Regarding the closed condition, in which only the data released by RTVE could be used to train and evaluate systems, two systems based on the DNN-HMM and one E2E system were presented. In contrast, the results obtained from two E2E based systems and one DNN-HMM system were submitted for the open condition. In all systems, the raw recognized output was punctuated, capitalized and normalized automatically using Recurrent Neural Models (RNNs), recasing techniques and rule-based heuristics respectively.
Corpus processing
Depending on the training condition, different datasets were used to train and evaluate the ASR systems.
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RTVE2018 dataset
The RTVE2018 dataset was released by RTVE and comprises a collection of TV shows drawn from diverse genres and broadcast by the public Spanish National Television (RTVE) from 2015 to 2018. The real number of hours provided in the original dataset as training and development sets is presented in Table 1 . The main problem of this dataset was that a great amount of audios had imperfect transcriptions and, therefore, they could not be used as such for training and evaluation purposes. With the aim of recovering only the correctly aligned segments, a highly costly process was carried out, where an alignment and re-alignment techniques were performed first and a manual revision and automatic recognition task afterwards. The alignment and re-alignment processes consist of two steps. In the first step, we tried to align the original audios with their corresponding transcriptions using 4 different beam values (10; 100; 1,000 and 10,000). For the case of the train partition, a total of 101 hours and 47 minutes were only aligned after this initial step. Thus, 360 hours and 22 minutes were definitely discarded to be used in any training process. A second step of realignment was then performed over this new subset of 101 hours and 47 minutes, using beam and retry-beam values of 1 and 2 respectively, obtaining a total of 86 hours and 29 minutes of audio segments that were considered as nearly correctly aligned. The alignments processes were performed using a feed-forward DNN-HMM acoustic model trained with the Kaldi toolkit [15] and estimated over contents from the broadcast domain. Finally, a small partition of the nearly correctly aligned hours were revised manually, whilst the remaining were recognized using a different recognition architecture as employed for the alignments. In this case, the recognition was performed using an E2E based recognition system trained with the same contents from the broadcast domain. Only the recognition outputs that fit exactly to the reference were tagged as perfect segments. The same cleaning methodology was also applied on the dev1 and dev2 partitions.
The total number of hours discarded after the first step, and the hours tagged as nearly perfect and completely perfect are summarized in Table 2 . These hours correspond to audio segments that lasted more than one second, since the shorter ones were also discarded. As it can be seen in Table 2 , a high number of hours were discarded from the original RTVE2018 dataset. In the end, a total of 136 hours and 11 minutes were considered as nearly perfect audios, whilst only 90 hours and 9 minutes can be thought to be perfectly aligned including the train, dev1 and dev2 realigned partitions. These both subsets were finally used to build and tune the acoustic models (AM). The development set for the tuning of the systems was extracted from the completely perfect subset, as it is shown in Table 3 . In terms of text data, a total of 3.5 million sentences and 61 million words were compiled. This data was used to estimate the language models (LM) and the punctuation and capitalization modules.
Open dataset
The open dataset was used to build the ASR systems for the open condition. In addition to the perfectly re-aligned subset from the RTVE2018 dataset, 4 different corpora were prepared for training. The SAVAS corpus [16] is composed of broadcast news contents from the Basque Country's public broadcast corporation EiTB (Euskal Irrati Telebista), and includes annotated and transcribed audios in both clear (studio) and noisy (outside) conditions. The Youtube RTVE Series corpus includes Spanish broadcast contents of RTVE shows and series gathered from the Youtube platform. The audio contents were downloaded along with the automatic transcriptions provided by the platform. These audios and their corresponding automatic transcriptions were then split and re-aligned following the same methodology as it was explained in Section 2.1. Finally, the Albayzin [17] and Multext [18] corpora were also included. The development set corresponded to the in-domain new dev partition shown in Table 3 . The total amount of hours available for the open condition are summarized in Table 4 . Regarding text data, data selection techniques were applied on general news data gathered from digital newspapers and using the LM created with the in-domain RTVE2018 text data as a reference. A total of 3.5 million sentences and 71 million words were selected with a maximum perplexity threshold value of 120. Hence, summing the in-domain and new texts data, a total of 132 million words were employed to estimate the LM, and punctuation and capitalization modules for the open condition.
Main architectures
Two main architectures were employed to build the systems for both closed and open conditions.
LSTM-HMM based systems
These systems include a bidirectional LSTM-HMM acoustic model and n-gram language models for decoding and rescoring porpuses. The AMs and final graphs were estimated using the Kaldi toolkit. The AM corresponded to a hybrid LSTM-HMM implementation, where bidirectional LSTMs were trained to provide posterior probability estimates for the HMM states. This model was constructed with a sequence of 3 LSTM layers, using 640 memory units in the cell and 1024 fully connected hidden layer outputs. The number of steps used in the estimation of the LSTM state before prediction of the first label was fixed to 40 in both contexts. Furthermore, modified Kneser-Ney smoothed 3-gram and 9-gram models were used for decoding and re-scoring of the lattices respectively. Both LMs were estimated using the KenLM toolkit [19] .
E2E based systems
The E2E systems were developed following the Deep Speech 2 architecture [2] . The core of the system is basically an RNN model, in which speech spectrograms are ingested and text transcriptions are provided as output.
Initially, a sequence of 2 layers of 2D convolutional neural networks (CNN) are employed as spectral feature extractor from spectrograms. A 2D batch normalization function is then applied to the output of both layers, in addition to a hard tanh function as an activation function. The E2E systems were set up using 5 layers of bidirectional Gated Recurrent Units (GRU) [20] layers as RNN networks. Each hidden layer is composed of 800 hidden units. After the bidirectional recurrent layers, a fully connected layer is applied as the last layer of the whole model. The output corresponds to a softmax function which computes a probability distribution over the characters. During the training process, the CTC loss function is computed to measure the error of the predictions, whilst the gradient is estimated using backpropagation through time algorithm with the aim of updating the network parameters. The optimizer is the Stochastic Gradient Descent (SGD).
In addition, an external LM was integrated for decoding with the aim of rescoring the initial lattices. To this end, modified Kneser-Ney smoothed 5-grams models were estimated using the KenLM toolkit.
Systems descriptions
A total of 6 systems based on the above described architectures were submitted to the challenge, three systems per condition.
Closed condition

Primary system
The primary system submitted to the closed condition was called 'Vicomtech-PRHLT p-K1 closed' and it is a bidirectional LSTM-HMM based system combined with a 3-gram LM for decoding and a 9-gram LM for re-scoring lattices. The AM was trained for 10 epochs, with an initial and final learning rate of 0.0006 and 0.00006 respectively, using a mini-batch size of 100 and 20,000 samples per iteration. The AM was trained with the nearly perfectly aligned partition (see Table 3 ), which was 3-fold augmented through the speed based augmentation technique. Each audio was transformed randomly depending on a modification parameter ranged between 0.9 and 1.1 values. A total of 396 hours and 33 minutes were therefore used for training. The LMs were estimated with the in-domain texts compiled from the RTVE2018 dataset.
Contrastive systems
The first constrastive system was called 'Vicomtech-PRHLT c1-K2 closed' and it was set up using the same configuration of the primary system, but the AM was estimated using the 3-fold augmented acoustic data of the perfectly aligned partition (see Table 3 ). A total of 258 hours and 27 minutes were employed for training.
The same data was used to build the the second contrastive system, tagged as 'Vicomtech-PRHLT c2-E1 closed'. It was an E2E recognition system which follows the architecture described above, and it was evolved for 30 epochs. The LM was a 5-gram with an alpha value of 1.5 and a beam-width of 1000 during decoding.
Open condition
Primary system
The primary system of the open condition was called 'Vicomtech-PRHLT p-E1 open' and it was based on the E2E architecture described in Section 3.2. This system was an evolution of an already existing E2E model, which was built using the 3-fold augmented SAVAS, Albayzin, and Multext corpora for 28 epochs. This model reached a WER of 7.2% on a 4 hours test set of the SAVAS corpus.
For this challenge, it was evolved for 2 new epochs using the same corpora in addition to the 3-fold augmented nearly perfectly aligned corpus obtained from the RTVE2018 dataset (see Table 3 ). A total of 897 hours were used for training. The LM was a 5-gram trained with the text data from the open dataset, with an alpha value of 0.8 and a beam-width of 1000 during decoding.
Contrastive systems
The first constrastive system was called 'Vicomtech-PRHLT c1-E2 open' and as the primary system, it was based on the previously explained E2E architecture. This system was also an evolution of the already existing E2E model, but in this case, it was evolved for one epoch using the 3-fold augmented SAVAS, Albayzin, Multext, nearly perfectly aligned partition and Youtube RTVE corpora. The duration of the total amount of training audios was 1488 hours. The LM was a 5-gram trained with the text data from the open dataset, with an alpha value of 0.8 and a beam-width of 1000 during decoding.
The second contrastive system was composed by a bidirectional LSTM-HMM acoustic model combined with a 3-gram LM for decoding and a 9-gram LM for re-scoring lattices. The AM was evolved for 10 epochs, with an initial and final learning rate of 0.0006 and 0.00006 respectively, using a mini-batch size of 100 and 20,000 samples per iteration, and it was trained with the same data as the primary system of the open condition. The LMs were estimated with the text data from the open dataset.
Results
The results obtained over the development set shown in Table 3 are presented in the following Table 5 . The development set is composed by audio segments from all the TV shows included in the original RTVE2018 dataset and lasts a total of 4 hours. 
Processing time and resources
The decodings of the 6 recognition systems were performed on an Intel Xeon CPU E5-2683v4 2.10 GHz 4xGPU server with 256GB DDR4 2400MHz RAM memory. Each GPU corresponds to an NVIDIA Geforce GTX 1080 Ti 11GB graphics acceleration card. The following Table 6 presents the processing time and computational resources needed by each submitted system for the decoding of the released test set of almost 40 hours of audios. It should be noted that the LSTM-HMM based systems were decoded using CPU cores, whilst the E2E systems took advantage of the GPU cards. 
Conclusions
In this paper, the ASR systems submitted to the IberSPEECH-RTVE Speech to Text Transcription Challenge 2018 have been presented. In the beginning, one of the most costly task was the processing of the released RTVE2018 dataset, since a high number of transcriptions were imperfect or do not fit exactly to the related spoken audio. Furthermore, the type of contents posed a notable difficulty to the task, given that the TV shows included most of the main challenges for any speech recognition engine, including spontaneous speech, accents, noise backgrounds, and/or overlapped speakers, among others. Thus, the cleaning process of the dataset became a crucial task to exploit the data correctly.
Looking at the results obtained on the internally generated development test and presented in Table 5 , it can be clearly deduced that LSTM-HMM based systems performed better when fewer training data were available. In fact, the primary system in the closed condition achieved an error of 4 percentage points lower than the E2E based second contrastive system. In this condition, it is also remarkable how the primary system, trained with nearly correctly aligned audios, achieved better results than the first contrastive LSTM-HMM based system, which was built with perfectly aligned contents, even if the primary system included more training data. It suggests that in this case, exploiting more data although they were not aligned exactly, helped systems to perform better.
In the open condition, the E2E based systems achieved better results than the LSTM-HMM based one. It could be expected since more training data were available to train models. Even if the first contrastive system obtained a slightly better performance than the primary one, a qualitative evaluation of the results gave as the intuition that the primary system was more robust against spontaneous speech. In this sense, the alpha value (0.8), which defines the weight of the LM against the AM, of the E2E systems were lower than the alpha value (1.5) employed in the E2E system of the closed condition, given that the AM performed better and the global system obtained higher precision, especially with spontaneous speech.
Finally, it should be remarked that all the error rates achieved in this work are lower or at least are in the range of the reference WER values given in the evaluation plan. These WER values were obtained by commercial ASR systems over one TV show in the dataset, and ranged between 22% and 27% of word error rate.
