I. Introduction
In this report a survey of the research to date in microprogramminimization is presented. We discuss the works of Glushkov, Casaglia, et. al The author's views are summarized in the conclusion but the survey presents more than sufficient detail for the reader to draw his own.
II. The Glushkov Approach
Glushkov views a digital system as a composition of two automata, called respectively, the operational and control automata.
(These are also called "operation part" (OP) and "control part" (CP) in the literature [2] .)
The OP is generally a finite Moore automaton.
All the combinatorial and sequential networks needed to perform the logical and arithmetic functions of the computer can be included in the OP.
The output signals of the OP are the strings of values of logical conditions Xl, x2, ..., x m formed during certain elementary operations. Each logical condition x i is associated with a subset U i of the set of states of the OP. x i = i if and only if the current state belongs to U i. Thus the output depends only on the current state and not on the signal of the input.
Let the set of output signals be {Yi}. The input signals al, a2, ..., a n of the OP are identified with certain transformations of the set of states of this automaton.
Thus each input signal contains the co~mnands for executing the elementary operations (micro operations).
The CP which works together with the OP is a finite Moore or Mealy automaton.
The input signals to the CP coincide with the output signals of the OP and the output signals of the CP with the input signals of the OP [see Fig. i ]. The number of states of the CP will usually be relatively small.
Let the CP be a Mealy automaton.
The problem then is to reduce the number of states of this automaton.
For a completely specified finite state automaton the first step would be to try and minimize the number of states by partitioning them into equivalence classes.
(For details the reader is referred to [9] ).
Since the minimal partition is unique, there is a unique minimal solution. The CP may be incompletely specified to start off with because for some combinations of states and inputs the output values may not be critical and are left unspecified.
The following point is more important:
i.e. the CP and OP are acting in conJunction.
Thus, even if it is possible to select any state of the OP as the initial state, it is not, generally speaking, possible for all a priori conceivable sequences of input signals to arrive at the input of the CP. Because of this it may be possible to convert the original completely specified minimal machine to an incompletely specified one. The incompletely specified machine can then be minimized by known techniques [9] . We will illustrate Glushkov's technique [7] by means of an example.
Let the outputs of the OP be {Yl, Y2 } and inputs {al, a2}. Let the OP be described by the table in figure 2. The CP thus has inputs {Yl, Y2 } and outputs {al, a2}. Let it be described by the table in figure 3 . Assume also that initially the CP is in state i and the only input that can arrive is Yi"
The OP is first examined.
The output signals of the OP, i.e. Yl and Y2 are identified with the sets of states marked by these signals. Therefore Yl = {Pl, P3 } and Y2 = {P2, P4 }" Let Sal denote the state entered when the current input~is aj and current state is S. Let Yl ai denote the union of all sets Yk which contain states of the form Saj where S £ Yi" Thus Ylal = Y2, Y2 a] = Y2, Yla2 = (Yl, Y2) and Y2a2 = Yi" For any set of output signals M = {yi ~, ..., Yik } let M a. denote the sees Yl] a4, --', YikJaj • Define M union of all (Yi, aj) to be Yi a~ if~YieM and ~ otherwise. The product MN where N Is any set of pairs (yl,aj) is defined as the union of the products Mq for all qcN.
The CP is now examined.
For any pair (bs,br) of this automaton define Bsr to be the set of all pairs (yi,aj) such that the effect of the input Yi is to make the CP pass from b s to b r and output aj. Thus, Bll = (Y2,al), Bi2 = (Yl,al), Bi3 = 0, B21 = 0, B2 2 = (Yl,al), B23 = (Y2, a2)~ B31 = (Y2,a2), B32 = 0, B33 = (Yl, a2).
Define Mk = 0 for all k # i and M[ to be the set of signals that can reach the CP initially.
Thus M~ = Yi" Define next, the following recurrence relations: 
We thus conclude that in state i, Y2 can never arrive at the input of the CP and in state 2, Yl cannot arrive. The corresponding entries can now be deleted from the table in figure 3 to yield an incompletely specified CP.
States I and 2 are now consistent and can be combined to yield a single state. Figure 4 represents the final reduced CP.
Comments on the Glushkov Approach
The example was presented to indicate the effort involved in using this approach to minimize the control part. The machine considered was very simplistic and even then the procedure to obtain the minimal CP was quite laborious. In a practical environment one does not deal with machines with 2 or 3 states. Using the automata theory approach of Glushkov would be out of the question for any modern digital system where the machines have billions of states.
It must also be pointed out that even if an incompletely specified CP is obtained, a reduced machine need not be minimal. Lower and upper bounds on the number of states in the reduced machine can easily be found and compatibility graphs and merger graphs/tables can be used to obtain a systematic procedure [9] . However, there is no simple precise way to obtain a minimal machine from an incompletely specified one and a certain amount of "~rial and error" is unavoidable.
Nevertheless, Glushkov's approach is significant theoretically.
Glushkov is concerned with developing the potential of the theory of infinite automata and applying it in the design of logical structures of electronic digital machines [5, 6] . The reason is that the theory of finite automata can be used efficiently only in the synthesis of very small systems. Therefore, minimization and optimization can only be done on a very local basis and global optimization of large, modern digital computers is not possible.
Glushkov is not implying that the theory of infinite automata is incomplete. The problem lies in the way the automata are defined. Neither the Turing machine nor the machine with a push down store represent the manner in which a real computer operates. Glushkov defines an infinite, multiregister automaton which is computationally complete and also reflects the specific features of the problems a computer designer i~ faced with. Using this enlarged concept he models a digital computer as a CP, OP pair. This, however, only permits the kind of minimization already discussed. Further minimization can be achieved by changing the set of microoperations (possibly using more complex microoperations~ by changing the sequence of execution, etc. For this he develops a special algebraic apparatus and a special language for the representation of microprograms.
The goal is "to modify the way in which a whole series of practical problems of synthesis and optimization of logical structures of machines are stated and to apply formal algebraic methods to their solution".
III. The Ad Hoc or Engineering Approach
Here we present some of the minimization techniques proposed by Casaglia et. al. [2] , Mishchenko [i0,Ii], Flynn and Rosin [4] . The control part can be defined by means of a microprogram which is a sequence of microinstructions.
As pointed out in [2] , this mlcroprogram can be written in one of two languages which we will discuss here.
Let 01, 02, ..., On be the list of all possible elementary operations of the OP of a system. These are called simple micro operations. A complex micro operation aj is a set of 0i's such that all the 0i's can be e~ecuted simultaneously.
Thus the a1's are the possible outputs of the CP. Recall that the inputs Yi to the CP are logical conditions {~i, "'', Xm} formed as a result of the execution of certain micro operations in the OP ( figure 1 ). An unconditional microinstruction is an expression:
where lhl is the label of the micro instruction being considered, k is the label of the next microinstruction. Thus aj defines the complex microinstruction to be executed by the OP and k the trans- (2) (XJ, a conditional expression, stands for an expression such as (Xl, x2, x7 = 001, ii0) which indicates that a subset of the signals x i must equal a specified binary combination.
The pair • k is called a phrase and the expression (Xr) a~ a ,i a conditional phrase. A phrase structured (ps) language is defined as one where every microinstruction is formed by a one phrase microinstruction (i) or by a set of conditional phrases where (a) all the conditional expressions and phrases are different and (b) one and only one of the logical conditions is satisfied. A microinstruction structured (ms) language is directly derived from a ps language with the additional conditon:
"all phrases in any microinstruction differ only in the transfers". A microinstruction in an ms language can thus be written as: lhl a I (Xl) kl; (X2) k2; ...; (Xp) kp.
Assume that there are two microprograms one written in the ps language and the other in the ms. These microprograms can be viewed as definitions of the control part and from each definition a particular CP can be realized. Figures 5 and 6 show the CP's corresponding to the ps and ms languages respectively.
Let us now discuss the possible ways of reducing the CP's. I) If in the ms microinstructions the maximum number of alternate transfers is reduced, this will reduce the size of the ROM word in figure 6.
2) If the alternate transfers of every ms microinstruction are all constrained to be coded by addresses that are relative to a "base address" and this address is stored in the ROM memory, then the ROM word length can be considerably reduced.
3) Given an ms microprogram let there be a set of microinstruetions such that (a) all microinstructions in the set differ only in the component a. The p memory cells corresponding to this instruction can be reduced to I, i.e., ~ a | ~ ~ and a combinatorial network can be used to generate the desired output, as in 3. 
Finally, we would like to mention the very general scheme of "residual control" in dynamic microprogramming proposed by Flynn and Rosin [4] . The basic idea is as follows: much information specified in the microinstruction is static. The status remains unchanged during the execution of a number of microinstructions.
If the static information and specifications are filtered out of the microinstruction and placed in "set up" registers, the combination of a particular field of microinstruction with its corresponding set up register would completely define the control for resource.
In some of the techniques proposed by Casaglia, et. al. the ROM is reduced at the cost of introducing special combinatorial networks. Thus there is a loss of flexibility and a change in the ROM necessitates a change in the special circuitry. In the residual control method, the loss of flexibility is minimal.
Comments on the Engineering Approach:
Compared to the "Glushkov Approach" the engineering approach has obvious practical advantages. The techniques suggested in this section naturally do not guarantee a minimal CP. However, complete minimization of an automaton as found in the Glushkov approach is not necessarily realizable with minimal apparatus cost. Since the techniques are ad hoc in nature, it is difficult to judge their effectiveness.
The important point is that some reduction is possible with a minimum amount of effort. The techniques presented in this section are more down to earth and appear to be more what a CP designer would be interested in.
The SGhwartz Approach~ Schwartz [12] is concerned with minimizing the bit dimension of ROM's employed in the control part of a microprogranm~ed digital computer and attempts to provide an algorithm to do so. The ROM is an array of storage elements consisting of W words of B bits each. Each word specifies one or more elementary operations of the control part which can be executed in parallel. The sequencing of ROM words is not of concern.
It is therefore assumed that the words do not contain address fields and all B bits are used for specifying subcommands. Figure 7 gives an example of ROM specification.
There are several ways of coding the B bits to reduce size.
One important consideration, flexibility, should be kept in mind:
the control microprogram should be easily modifiable.
There are two extreme possibilities for encoding the ROM: I) Each bit of W is used to encode one subcommand. The number of distinct subcommands will usually be very large compared to the actual number of subcommands in any word.
Thus this method is extremely inefficient with regard to the bit dimension B. The advantage is maximum flexibility.
Since no combinational circuit is required at the output of the ROM, the contents of the ROM can be arbitrarily changed.
2) The ROM words are minimally encoded, i.e. B = [log W u] where W u is the number of unique words in the ROM, Wu ~ W.
In this case all advantages of microprogranm~ing are lost.
The ROM is used only to sequence words in the microprograms since the ROM word address is already an enmoding of the corresponding word.
A large combinatorial network would be required at the output of the ROM.
If this is to remain unchanged with changes in the microprogram, then any such change would have to result in a word already in the system.
Schwartz takes a midway position.
The bit dimension is partitioned into groups.
Each group represents a number of subeommands, no two of which occur together in the same word.
The essential feature however is that each group represents only one subcommand in any given word.
The problem now is to minimize B. Schwartz realizes this but is unable to solve the problem. He gives instead an algorithm that partitions the subcommands into a minimal number of groups. The basic procedure is as follows:
Find the word Wj with the largest number of subconmaands Sj. Thu § B must be partitioned into at least Sj groups. The remaining words are taken one at a time and the subcommands contained in each are assigned to groups.
The following constraints have to be met at each stage: all subcommands in the same word must be placed in different groups.
When words are encountered with previously assigned subcommands, it must be ascertained that no two of them have been assigned to the same group. Any new subconnnand in such words must be assigned to groups not in prior use in the word. The algorithm is basically one of exhaustive evaluation.
However, there is no guarantee that a solution of Sj groups exists.
If the solution for Sj groups does not exist, the entire procedure is repeated for Sj + 1 groups.
As Grasselli and Montanari [8] point out, a minimum group solution does not imply a minimum B solution.
The minimum group solution of Schwartz for the ROM in figure 7 is {a}, {b,g}, {c,j,k}, {d,i}, {e,h}, {f}. Number of groups = 6, B = i0 (Each group also contains the subcommand NO OP). The solution suggested by Grasselli and Montanari is:
{a}, {b}, {c}, {d,g,j}, {e}, {f,i,k}, {h}. Number of groups = 7, B = 9.
Noting the inability of Schwartz to give an algorithm for minimizing B, the problem was reformulated by Grasselli and Montanari in the framework of switching theory. The main minimization problem was reduced to a set covering problem of the prime implicant type.
The ROM words are considered to be a set of subcommands: 2) C i is maximal and #C i # 2 k (k = 1,2 .... )
The minimal cover is obtained by solving a covering table of the prime implicant type. The table has a column corresponding to every subcommand S. and a row corresponding to every prime class. The cost of row i is the cost of the corresponding class C i. The aim is to select rows so that the total cost is minimized and each column is covered.
In [i] a well known technique of integer programming is presented to solve this problem.
The algorithm takes advantage of some special features of the cover table and its usefulness is discussed in the comments.
Das, et. al. [3] start with the same basic formulation as Grasselli and Montanari.
However, they start directly with the maximal compatibility classes, MCC's whose number is usually small. The basic procedure is as follows:
Given a set of microcommands {Si, $2, ..., S k} and a set of MCC's {Cml , Cmp , ..., Cm n} obtained from the set of microcommands7 a tableis constructed by writing Sl, $2, ..., S k in a row and by entering Cmj below S i if S i e Cmj. This table is called a  CM cover table. The MCC's corresponding to figure 7 are: C I = {a,g,k}, C 2 = {b,g,k}, C 3 = {c,j,k}, C 4 = {d,g,J}, C 5 = {d,i}, C 6 = {e,g,j,k}, C 7 = {e,h}, C 8 = {e,l,k}, C 9 = {f,g,j,k}, Ci0 = {f,i,k}.
The CM cover table is solved and one obtains the following irredundant solutions:
These solutions are irredundant because if any class is dropped from any solution we no longer have a feasible solution (i.e., at least one microcommand will not be covered).
The following procedure is now carried out for each irredundant solution lj. A table (solution CM  table) is constructed similar to the CM cover table where we restrict ourselves only to classes belonging to I.. The table corresponding to the solution CiC2C3C4~7Ci0 is given in figure 8 . This table tells us, for example, that a can be covered only by C 1 or a subclass of C 1 containing a. Also, microcommands g, j, k can be covered by more than one MCC.
To find the different covers a reduced table is constructed ( figure 9 ). This cover table is solved and irredundant solutions CIC3, CIC4, C2C3, C2C4, C3C4, and C4Ci0 are found.
For each of these solutions the following procedures are adopted:
Suppose we decide to cover g, J, k by C3 and C 4. Then, retaining g, j, k in C 3 and C 4 and deleting their appearance from all other MCC's, the following solutions are obtained:
(Remember that the overall irredundant solution is CIC2C3C4 C7CI0") {a}, {b}, {c,j,k}, {e,h}, {d,g}, {f,i} {a}, {b}, {c,k}, {e,h}, {d,g,j}, {f,i}.
After going through all the iterations, the minimal solution is obtained.
The essential approach here is to solve a number of small cover tables rather than on big one. However, it is not apparent that the overall effort required to determine the minimal solution is considerably reduced.
Comments on Schwartz Approach:
The aim here was to minimize the bit dimension of the ROM. The problem was formulated in the framework of switching theory, i.e. a set covering problem of the prime-implicant type had to be solved. The drawback in this approach is that the cover table for the problem will usually have a very large number of rows (with a relatively small number of columns to be covered).
A minimal solution to such a covering table is difficult to obtain.
The integer programming method and that of Das,et. al. would require a tremendous amount of effort.
A combination of the two may be better. The "engineering" aspect of the solution cannot be be ignored.
Co~mnercially, ROM's are available usually in 8 bit configurations.
Thus, if one starts out with 15 subcommands a 16 bit memory can be used for the ROM using one bit for each subcommand and here we have maximum flexibility. If after a tremendous amount of effort, one can reduce the bit dimension required to 9, the exercise in minimizing would be completely useless.
A 16 bit memory would still have to be used.
The integer programming algorithm given in [i] has something to offer.
A linear program is solved at each stage.
The first linear program solVed will give a bit dimension which is the absolute minimum possible (Bmi n ). This may indicate in some cases whether an exercise in reduction is at all justified. Also, one iteration through the algorithm usually gives a near minimal integer solution. The cost of this solution can be Compared with Bmi n and further reduction may not be necessary or desirable.
(It must be remembered that there is a tradeoff involved between control memory size and flexibility.
Depending on the application it may not be desirable to trade away too much of the latter for the former).
Thus, it is worthwhile to reduce the bit dimension in some cases.
However, the practical aspects should be kept in mind and the emphasis should be on a "good" solution rather than on an "optimal" one.
Conclusions:
In this paper we have surveyed most of the important work to date on minimizing the control part of a microprogrammed digital computer.
The Glushkov approach does not seem feasible in any practical environment.
Attempting to minimize the bit dimension of a ROM with minimal effort may be useful in many cases as already discussed.
To reduce the overall control part, the engineering approach seems to be the best one.
In what follows, we will briefly indicate the direction that research on optimization strategies should take in the future.
With the cost of R/W store fast approaching the cost of read only store, microprogrammed computers in the future will probably use ROM's only for protecting very small, critical sections of control memory.
Out of the techniques presented earlier in this paper, the residual control method is the only one that is applicable in the context of R/W store.
If the bulk of control memory is made out of R/W store, the problem of optimlzatlon/mlnimization has to be approached from a different perspective.
Some points worth mentioning are:
i) In some organizations, since data can be moved between control memory and registers, the question of number of registers required has to be studied.
2) With R/W store, all the microroutines need not reside in control store all the time. Evaluations should be made to determine how many routines should reside permanently and how many should be brought in on a dynamic basis.
Naturally, a cost/ performance tradeoff is involved.
3) For emulation oriented, dynamically micro-programmable computers, where a number of different machines are to be emulated, it makes no sense to minimize the control store for one particular emulation. A more global approach is called for. Overall efficiency should be the primary aim (size of control store would largely depend on dollars available). Analyses should be conducted to determine which operations should be primitive microoperations and which should be interpreted by the primitive ones in order to "optimize" global performance. A complexity limit should be placed on the primitive microoperations.
The selection of these primitives will depend on the resources available in the host machine, the structure of the emulated machine and the amount of parallelism desired. JhJ (~) el. , t; ~2) a 2,e; (X3) a 3, p Figure 5 Register Moore CP executing ms microlnetruction Ih[ a 1 (Xl) t, ~2) P, ~3 ) s Figure 6 This work was supported by the U. S. Atomic Energy Commission under contract AT (ii-i 3288)
