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Abstract
If X is a graph with adjacency matrix A, then we define H (t ) to be
the operator exp(i t A). We say that we have perfect state transfer in X
from the vertex u to the vertex v at time τ if the uv-entry of |H (τ)u,v | = 1.
State transfer has been applied to key distribution in commercial cryp-
tosystems, and it seems likely that other applications will be found. We
offer a survey of some of the work on perfect state transfer and related
questions. The emphasis is almost entirely on themathematics.
1 Perfect State Transfer
Let X be a graph on n vertices with with adjacency matrix A and let H(t ) de-
note the matrix-valued function exp(i At ). If u and v are distinct vertices in X ,
we say perfect state transfer from u to v occurs if there is a time τ such that
|H(τ)u,v | = 1. (We will occasionally use “pst” as an abbreviation for “perfect
state transfer”.) We say that X is periodic relative to a vertex u if there is a time
τ such that |H(τ)u,u | = 1, and we say X itself is periodic if there is a time τ such
that |H(τ)u,u | = 1 for all vertices u.
We can use the complete graph K2 as an illustration. Here
A =
(
0 1
1 0
)
,
so An equals I if n is even and equals A if n is odd. Consequently
H(t )= cos(t )I + i sin(t )A =
(
cos(t ) i sin(t )
i sin(t ) cos(t )
)
1
and hence
H(π/2)=
(
0 i
i 0
)
.
This shows that we have perfect state transfer from u to v at time π/2. We also
see that X is periodic with period π (because H(π) = −I ). Of course at t = π/2
we also have perfect state transfer from v to u; we will see that this is not an
accident.
We note two properties of H(t ):
(a) Since A is symmetric, H(t ) is symmetric.
(b) Since exp(i t A)= exp(−i t A), we find that H(t ) is unitary.
1.1 Lemma. If we have perfect state transfer on X from u to v at time τ, then we
have perfect state transfer from v to u at the same time, and X is periodic at u
and v with period dividing 2τ.
Proof. If u ∈V (X ), let |u〉 denote the vector that is one on u and zero elsewhere.
(So |u〉 is the characteristic vector of u, viewed as a subset of V (X ).) If we have
pst from u to v at time τ then there is a complex number γ of norm 1 such that
H(τ)|u〉 = γ|v〉.
But this says that H(τ)u,v = γ and, since H(τ) is symmetric, we have H(τ)v,u = γ
and therefore there is pst from v to u at time τ.
Now we see that
H(τ)2|u〉 = γ2|u〉, H(τ)2|v〉 = γ2|v〉
and since H(τ)2 =H(2τ), we’ve proved our second claim.
If |H(t )u,v | = 1 then since H(t ) is unitary, the uv-entry of H(t ) is the only
non-zero entry in theu-columnand the only non-zero entry in the v row. Hence
if we have perfect state transfer from 1 to 2 at time τ, then H(τ) has the form
H(τ)=
(
T 0
0 H1
)
where H1 is unitary and
T = γ
(
0 1
1 0
)
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with |γ| = 1.
The theory of perfect state transfer startswith the papers Bose [11] andChri-
standl et al [18]; we will refer to the latter frequently.
We note that our matrix H(t ) determines what is known as a continuous
quantumwalk, for background on this we refer the reader to [31, 32]. Physicists
use exp(−i t A) where we have used exp(i t A); this makes absolutely no differ-
ence to the theory, which is what we care about here. For recent surveys on
state transfer see Kendon and Tamon [33], Stevanovic´ [38] and Kay [29].
2 Spectral Decomposition
The main tool we use is spectral decomposition of symmetric matrices. Sup-
pose A is symmetric with distinct eigenvalues
θ1, . . . ,θm
and let Er denote orthogonal projection on the eigenspace belonging to θr .
Then
E2r = Er = E†r
and if f is a complex-valued function defined on the eigenvalues of A,
f (A)=
m∑
r=1
f (θr )Er .
Taking f to be the exponential matrix we obtain the basic identity
H(t )=
m∑
r=1
exp(iθr t )Er .
One important consequence of this is that, for each t , the matrix H(t ) is a poly-
nomial in A. Thus it commutes with A and, more generally, with any matrix
that commutes with A. Further
H(t )|u〉 =
m∑
r=1
exp(iθr t )Er |u〉
where the non-zero vectors Er |u〉 are eigenvectors for A (and H). The set of
eigenvalues θr such that Er |u〉 6= 0 is the eigenvalue support of the vector |u〉.
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2.1 Lemma. Let E1, . . . ,Em be the idempotents in the spectral decomposition of
A(X ) and let θ1, . . . ,θm be the corresponding eigenvalues. Then there is perfect
state transfer from u to v at time τ if and only if there is a constant γ such that
Er |u〉 = γexp(−iτθr )Er |v〉 (r = 1, . . . ,m)
Proof. We have
H(τ)|u〉 = γ|v〉.
if and only if, for all r ,
γEr |v〉 = ErH(τ)|u〉.
Since
ErH(τ)=H(τ)Er = exp(iθrτ)Er
the lemma follows.
2.2 Corollary. If there is perfect state transfer from u to v , then Er |u〉 = ±Er |v〉,
and accordingly u and v have the same eigenvalue support.
Proof. If we have state transfer from u to v , then Er |u〉 = βEr |v〉 where |β| = 1.
As Er |u〉 and Er |v〉 are both real, β=±1.
For later use we note some properties of the eigenvalue support of a vertex,
but to prove these we will need to provide an expression for the idempotents
Er . If θ1, . . . ,θm are the distinct eigenvalues of A, define the polynomial pk(t ) by
pk(t )=
∏
r 6=k
t −θr
θk −θr
.
Then it is not hard to verify that Er = pr (A).
2.3 Lemma. Suppose u ∈ V (X ) and S is its eigenvalue support. If θ ∈ S then all
algebraic conjugates of θ are in S. If X is bipartite and θ ∈ S then −θ ∈ S. The
spectral radius of the connected component of X that contains u belongs to S.
Proof. If X is not connected, then the elements of S are eigenvalues of the con-
nected component of X that contains u, and the associated eigenvectors are
zero on vertices not in this component. So we may assume X is connected. If
θr and θs are algebraic conjugates then Er = pr (A) and Es = ps(A) are algebraic
conjugates and so Er |u〉 6= 0 if and only if Es |u〉 6= 0. The eigenvalue belonging to
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the spectral radius of a connected graph is simple and the corresponding eigen-
vector has no entry zero. It follows that no entry of the associated idempotent
is zero, which implies the third claim.
Suppose X is bipartite on n vertices. Let D be the n ×n diagonal matrix
such that Dv,v = 1 if v is at even distance from u, and Dv,v = −1 otherwise. If
DAD =−A and if Az = θz then ADz =−θDz.
3 Period
If we have perfect state transfer from u to v in X at time τ, then X is periodic
at u with period 2τ. Our next result shows thatminimum time at which perfect
state transfer involving u occurs is determined by the minimumperiod at u.
Some preliminaries. Assume X is connected and let T denote the set of
times τ such that H(τ)eu is a scalar multiple of eu . Then T is an additive sub-
group of R. Since for small t ,
H(t )≈ I + i t A
and since Aeu 6= 0, it follows that T is a discrete subgroup ofR. Hence it is cyclic,
generated by the minimum period of X at u. If we have perfect state transfer
from u to v at time τ then X is periodic at u with period 2τ, and hence τ≥σ/2.
3.1 Lemma. Suppose X is a connected graph and X is periodic at u with mini-
mumperiodσ. Then if there is perfect state transfer from u to v , there is perfect
state transfer from u to v at time σ/2.
Proof. Suppose we have uv-pst with minimum time τ. Then X is periodic at u,
with minimumperiod σ (say).
If σ < τ, then H(τ−σ)eu = γev for some γ and so τ is not minimal. Hence
τ<σ. Since X is periodic at τ with period 2τ, we see that σ≤ 2τ. If σ< 2τ then
u is periodic with period dividing 2τ−σ and so σ≤ 2τ−σ, which implies that
σ≤ τ. We conclude that σ= 2τ.
Thus if theminimumperiod of X at u isσ and there is perfect state transfer
from u to v , then there is perfect state transfer from u to v at timeσ/2 (and not
at any shorter time).
We have the following corollary, due to Kay [30, Section IIID]:
3.2 Corollary. If we have perfect state transfer in X from u to v and also from u
to w , then v =w .
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It is actually possible to derive a lower bound on the minimum period in
terms of the eigenvalues of X .
3.3 Lemma. If X is a graph with eigenvalues θ1, . . . ,θm and transition matrix
H(t ). If x is a non-zero vector, then theminimum time τ such that xTH(τ)x = 0
is at least π
θ1−θm .
Proof. Assume ‖x‖ = 1. We want
0= xTH(t )x =
∑
e i tθs xTEsx,
where the sum is over the eigenvalues θs such that Er x 6== 0, i.e., over the eigen-
value support of x. Since
1= xT x =
∑
xTEsx,
the right side is a convex combination of complex numbers of norm 1. When
t = 0 these numbers are all equal to 1, and as t increases they spread out on
the unit circle of radius. If they are contained in an arc of length less than π,
their convex hull cannot contain 0, and for small(ish) values of t , they lie in
the interval bounded by tθ1 and tθm . So for xTHX (t )x to be zero, we need
t (θ1−θm)≥π, and thus we have the constraint
t ≥ π
θ1−θm
.
If u ∈V (X ) and x = |u〉, then this bound is tight for P2 but not for P3.
3.4 Lemma. If X is a graph with eigenvalues θ1, . . . ,θm , the minimum period of
X at a vertex is at least 2π
θ1−θm .
Proof. We want
γ=
∑
r
e iθr t (Er )u,u ,
where ‖γ‖= 1, and for this to hold there must be integersmr,s such that
t (θr −θs)= 2mr,sπ.
This yields the stated bound.
In the previous lemma, θ1 is the spectral radius of A(X ). However θm can
be replaced by the least eigenvalue in the eigenvalue support. If the entries of x
are non-negative, these comments apply to Lemma 3.3 too. For more bounds
along the lines of the last two lemmas, go to [30, Section IIIC].
6
4 More Examples
Our theory is developing nicely, but as yet we have just one example of perfect
state transfer. We describe a second, also from Christandl et al. [18].
4.1 Lemma. There is perfect state transfer between the end vertices of the path
on three vertices at time π/
p
2.
Proof. The eigenvalues of P3 are
p
2, 0,−
p
2 with respective eigenvectors
1
2

 1p2
1

 , 1p
2

 10
−1

 , 1
2

 1−p2
1

 .
If we denote these vectors by z1, z2, z3 respectively, then
Er = zr zTr .
Then
H(t )= exp(i t
p
2)E1+E2+exp(−i t
p
2)E3
and consequently
H(π/
p
2)=−E1+E2−E3 =

 0 0 −10 −1 0
−1 0 0

 .
If X and Y are graphs then their Cartesian product X Y is defined as fol-
lows. Its vertex set is V (X )×V (Y ), and (x1, y1) is adjacent to (x2, y2) if either
(a) x1 = x2 and y1 is adjacent to y2, or
(b) x1 is adjacent to x2 and y1 = y2.
Thus the Cartesian product of the paths Pm and Pn is the m×n grid. We
use Xd to denote the d-th Cartesian power of X—the Cartesian product of d
copies of X . The d-th Cartesian power of P2 is the d-cubeQd .
The theory of the Cartesian product is very well developed, for details for
[28]. We could have defined the Cartesian product using adjacency matrices:
A(X Y )= A(X )⊗ I + I ⊗ A(Y ).
This expresses A(X  Y ) as the sum of two commuting matrices, and hence
allows one to prove the following (due once again to Christandl et al.).
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4.2 Lemma. For any graphs X and Y we have
HA(XY )(t )=HA(X )(t )⊗HA(Y )(t ).
This lemma is particularly important in physical terms, because it implies
that a physical system modelled by X Y is a composite of the systems mod-
elled by X and Y . It also means that we now have infinitely many examples
where perfect state transfer occurs. The vertices of the d-th Cartesian power
of X are the d-tuples in V (X )d , and if u and v are two such d-tuples, then the
distance between them is
d∑
r=1
distX (ur ,vr ).
4.3 Theorem. If we have perfect state transfer from u to v in X at time τ, then at
time τ we have perfect state transfer in the d-th Cartesian power of X between
the d-tuples
(u, . . . ,u), (v, . . . ,v).
Since we have perfect state transfer on P2 and P3, wemight naturally expect
that perfect state transfer is possible on all paths. We will see that this is false.
5 Periodicity
We have seen that the existence of perfect state transfer implies periodicity.
Studying periodicity is an effective stepping stone to the study of state trans-
fer, and so we take this step.
The first thing to note is that
∑
Er = I
and so X itself will be periodic if there is a time τ and a scalar γwith |γ| = 1 such
that
e iτθr = γ, r = 1, . . . ,m.
Certainly taking τ to be zero works. What is much more interesting is that if
the eigenvalues of X are integers then τ = 2π works: if the eigenvalues of X
are integers then X is periodic with period dividing 2π. The path P2 = K2 is an
example.
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With only a littlemore thought we see that if there there is a number δ such
that θr /δ ∈Q for all r , then X is periodic with period dividing 2π/δ. The basic
question is to what extent this rationality condition is necessary.
The ratio condition is a necessary condition for a graph to be periodic at
a vertex. The version we offer here is stated as Theorem 2.2 in [23]; it is an
extension of result from Saxena, Severini and Shparlinski [37], which in turn
extends an idea used in Christandl et al. [18].
5.1 Theorem. Let X be a graph and let u be a vertex in X at which X is periodic.
If θk , θℓ, θr , θs are eigenvalues in the support of |u〉 and θr 6= θs , then
θk −θℓ
θr −θs
∈Q.
Using this one can prove that a graph is periodic if and only if the ratio of
any two eigenvalues is rational, and this leads to the following result from [23]
5.2 Theorem. A graph X is periodic if and only if either:
(a) The eigenvalues of X are integers, or
(b) The eigenvalues of X are rational multiples of
p
∆, for some square-free
integer∆.
If the second alternative holds, X is bipartite.
If X is regular then its spectral radius is an integer and so (b) cannot hold.
Thus a regular graph is periodic if and only if its eigenvalues are integers.
Since our actual concern is perfect state transfer, not periodicity, it will only
be useful if there are interesting cases where perfect state transfer implies pe-
riodicity (and just periodicity at a vertex). We take this up in the next section.
Note that there are graphs with perfect state transfer that are not periodic. Ste-
vanovic´ observes that the bipartite complements of an even number of copies
of P3 provide a family of examples, and another class is presented in Angeles-
Canul et al. [4]. (A bipartite graph Y is a bipartite complement of a bipartite
graph X with bipartition (A,B) if the edge set E (Y ) is the complement of E (X )
in the edge set of the complete bipartite graph with bipartition (A,B).)
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6 Vertex-Transitive Graphs
An automorphism of the graph X is a permutation α of V (X ) such that the
vertices uα and vα are adjacent if and only if u and v are. Any permutation
can be represented by a permutationmatrix, and a permutationmatrix P is an
automorphism of X if and only if it commutes with A(X ). The set of all auto-
morphisms of X forms its automorphism group Aut(X ). Our graph X is vertex
transitive if Aut(X ) is transitive as a permutation group, that is, for each pair of
vertices u and v there is an automorphismα such that uα = v .
Cayley graphs form an important class of vertex-transitive graphs. To con-
struct a Cayley graph for a groupG we first choose a subset C of G . The vertex
set of the Cayley graph X (G ,C ) is G , and elements g and h of G are adjacent if
hg−1 ∈C . We callC the connection set, and we do not assume thatC generates
G (so X might not be connected). To avoid loops and multiple edges we do as-
sume that 1 ∉C and theC is inverse-closed; if g ∈C then g−1 ∈C . If a ∈G then
the map that send g to ga is an automorphism ofG . In factG acts regularly on
V (X ) by right multiplication, and so any Cayley graph is vertex transitive.
There are two classes of Cayley graphs which are important to us. If G is
the cyclic group Zn , then a Cayley graph forG is a circulant. IfG is the elemen-
tary abelian 2-group Zd2 , then X is a so-called cubelike graph. The cycle on n
vertices is a circulant with connection set {1,−1}, and the d-cube is a cubelike
graph. Note that ifG is abelian we are using+ as our group operation.
For vertex-transitive graph, the existence of perfect state transfer has very
strong consequences, as shown by the following result. (This is a consequence
of [23, Theorem 4.1].)
6.1 Theorem. Suppose X is a connected vertex-transitive graph with vertices u
and v , and perfect state transfer from u to v occurs at time τ. Then H(τ) is a
scalarmultiple of a permutationmatrixwith order two and no fixed points, and
it lies in the centre of the automorphism group of X .
An immediate consequence is that if perfect state transfer takes place on a
vertex-transitive graph X , then |V (X )| is even.
We can weaken the assumption that X is vertex transitive in this theorem
it is enough that A(X ) should belong to a homogeneous coherent algebra. A
coherent algebra is a vector space of matrices that is closed under both the
usualmatrixmultiplication and under Schurmultiplicationand contains I and
J . Such an algebra has a unique basis of 01-matrices and it is homogeneous
10
if I is an element of this basis (rather than a sum of elements). The adjacency
matrix of a vertex-transitive graph belongs to a homogeneous coherent algebra,
and so does the adjacency matrix of a distance-regular graph. For details see
[23, Theorem 4.1].
For vertex-transitive graphs we can specify the true period: if the eigenval-
ues are integers and 2e is the largest power of 2 that divides the greatest com-
mon divisor of the eigenvalues then the period is π/2d−1.
7 Cayley Graphs of Abelian Groups
In investigations of state transfer,Cayley graphs of abelian groups provide a use-
ful test bed, because it is easy to compute their eigenvalues and eigenvectors.
Another advantage of this class is that we can decide which vertices might
be involved in state transfer. Each finite group G gives rise to two regular per-
mutation groups: the group of permutations given by rightmultiplicationonG
and the group of permutations given by leftmultiplication. If n = |G |, these give
two regular subgroups of the symmetric group Sym(n) and each element in one
group commutes with each element in the other. The intersection of these two
groups consists of the elements in the center of G . (So if G is abelian, the two
groups are equal.) If T denotes the permutationmatrix arising in Theorem 6.1,
then we have the following extension of this theorem:
7.1 Lemma. If X is a Cayley graph for a groupG andperfect state transfer occurs
at time τ, then T lies in the center ofG .
EvenwhenG is abelian this is useful, because it tells us that T is an element
ofG . So if we have perfect state transfer on a Cayley graph for an abelian group
G , then it maps the vertex g to g + c for some element of order two in Z (G). If
G is the cyclic group of order n = 2ν, then perfect state transfer must send 0 to
ν (and a to a+ν). If G is cyclic then this element of order two is unique (it if it
exists).
7.1 Cubelike Graphs
A cubelike graph is a Cayley graph for Zd2 . The adjacency matrix of a cubelike
graph canwritten as sumof commutingpermutationmatricesP such thatP2 =
I and tr(P )= 0. If
A = P1+·· ·+Pd
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then
H(t )= exp(i t (P1+·· ·+Pd ))=
d∏
r=1
exp(i tPr ).
But if P2 = I then
exp(i tP )= cos(t )I + i sin(t )P
and therefore
H(t )=
d∏
r=1
(cos(t )I + i sin(t )Pr ).
Consequently H(π)= (−1)d I and
H(π/2)= id
d∏
r=1
Pr .
Using these ideas we arrive at the following result from [9]
7.2 Lemma. Suppose C ⊆ Zd2 \0 and X = X (Zd2 ,C ). Then X is periodic with pe-
riod dividing π. Its period is equal to π if and only the sum σ of the elements of
C is not zero, and in this case we have perfect state transfer from 0 to σ at time
π/2.
The connection set of a cubelike graph on 2d vertices with valency m can
be presented as a d ×m matrix over Z2 with distinct columns; the columns of
the matrix are the connection set. If M is such a matrix then its row space is a
binary code. A binary code is even if the Hamming weight of any code word is
even and it is easy to show that the code is even if and only ifM1= 0, that, is, the
columns ofM sum to zero. Hence we have perfect state transfer on a cubelike
graph at π/2 if and only if its code is not even.
We may have perfect state transfer when the code is even. A binary code
is doubly even if all code words have weight divisible by four. The code is self-
orthogonal if MMT = 0 and again it is not hard to show that a self-orthogonal
code is doubly even if and only if the weight of each row ofM is doubly even. In
[17] it is proved that if the code of a cubelike graph is self-orthogonal and even,
but not doubly even, then we have perfect state transfer at time π/4.
7.2 Circulants
A circulant is a Cayley graph for the cyclic group Zn . As we saw above there is
no perfect state transfer if n is odd and, if n = 2ν then any state transfer must
be from a to a+ν.
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However we have got ahead of ourselves—a circulant is periodic if and only
its eigenvalues are integers. So we need to determine when this holds. Com-
puting the eigenvalues of a circulant is easy because we know its eigenvectors.
Choose a primitive n-th root of unity in C, say ζ, and an integer s. Then the
function that maps x in Zn to ζsx is an eigenvector. If the connection set is C ,
then the eigenvalue is ∑
x∈C
ζsx .
What is more surprising is that it is easy to characterize the connection
sets C such that X (C ) has only integer eigenvalues. Define two elements of
an abelian group G to be equivalent if they generate the same subgroup of G .
Bridges and Mena [13] showed that the eigenvalues of X (G ,C ) are integers if
and only ifC is a union of equivalence classes. For cyclic groups, two elements
are equivalent if and only if they have the same order.
In [7, 6, 8, 36] Bašic´, Petkovic´ and (in one case) Stevanovic´ have investigated
perfect state transfer on circulants. Among their many results, they proved that
if n is squarefree or is congruent to 2modulo 4, there is no perfect state transfer.
More recently Bašic´ [5] has completely characterized the circulants on which
perfect state transfer occurs.
A bicirculant is a graph on 2n vertices admitting an automorphismof order
n with two orbits of length n. (So the Petersen graph is one example.) Any cir-
culant of even order is a bicirculant but in general a bicirculant graph need not
be vertex transitive. If X is a bicirculant relative to an automorphism g , then
the subgraphs induced by the orbits of g are circulants. Angeles-Canul et al. [4]
define a circulant join to be a bicirculant where the two induced circulants are
isomorphic, and give a condition for such a graph to admit perfect state trans-
fer.
8 Equitable Partitions
A partitionπ of the vertices of a graph X is equitable if, for each ordered pair of
cellsCi and C j from π, all vertices inCi have the same number of neighbors in
C j . (So the subgraph of X induced by a cell is a regular graph, and the subgraph
formed by the vertices of two cells and the edges which join them is bipartite
and semiregular, that is, all vertices in the same color class have the same va-
lency.) We note that the orbits of any group of automorphisms of X form an
equitable partition. The discrete partition, with each cell a singleton, is always
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equitable; the trivial partition with exactly one cell is equitable if an only if X
is regular. For the basics concerning equitable partitions see for example [24,
Section 9.3]. In particular the join of two equitable partitions is equitable, and
consequently given any partition of X , there is a unique coarsest refinement of
it—the join of all equitable partitions which refine it. (Note: here “join” refers
to join in the lattices of partitions.)
If π is a partition of V (X ), its characteristic matrix is the 01-matrix whose
columns are the characteristic vectors of the cells of π, viewed as subsets of
V (X ). If we scale the columns of the characteristic matrix so they are unit vec-
tors, we obtain the normalized characteristicmatrix of π. If P andQ are respec-
tively the characteristic and normalized characteristic matrix of π, then P and
Q have the same column space andQTQ = I . ThematrixQQT is block diagonal,
and its diagonal blocks are all of the form
1
r
Jr
where Jr is the all-onesmatrix of order r ×r , and the size of the i-th block is the
size of the i-th cell of π. The vertex u forms a singleton cell of π if and only if
Qeu = eu .
We use |π| to denote the number of cells of π.
8.1 Lemma. Suppose π is a partition of the vertices of the graph X , and thatQ
is its normalized characteristicmatrix. Then the following are equivalent:
(a) π is equitable.
(b) The column space ofQ is A-invariant.
(c) There is a matrix B of order |π|× |π| such that AQ =QB .
(d) A andQQT commute.
If u ∈ V (G), we use ∆u to denote the partition of the vertices by distance
from u. The following result is proved in [26].
8.2 Theorem. A graph X is distance-regular if it is regular and for each vertex u
in X , the distance partition∆u is equitable.
(If X is not regular but all distance partitions are equitable, then it is a distance-
biregular graph. For details see [26].)
Ge at al [19] provide an application of the theory of equitable partitions un-
related to what we consider here.
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9 Stabilizers
If u ∈ V (X ), then Aut(X )u denotes the group of automorphisms of X that fix u.
Our next result says that if perfect state transfer from u to v occurs, then any
automorphism of X that fixes u must fix v (and vice versa).
9.1 Lemma. Suppose perfect state transfer from u to v occurs on X at time τ. If
MA = AM andM |u〉 = |u〉 thenM |v〉 = |v〉.
Proof. SinceM must commute with Er ,
MEr |u〉 = ErM |u〉 = Er |u〉.
By Lemma 2.1 it follows thatMEr |v〉 = Er |v〉, and thereforeM |v〉 = |v〉.
9.2 Corollary. If X admits perfect state transfer from u to v , then Aut(X )u =
Aut(X )v .
By way of example, suppose X is a Cayley graph for an abelian groupG . The
map that sends g in G to g−1 is an automorphism of G and also an automor-
phism of X . The fixed points of this automorphism are the elements of G with
order one or two. So if perfect state transfer from 1 to a second vertex a oc-
curs, then a has order two. Consequently perfect state transfer cannot occur
on a Cayley graph for an abelian group of odd order. (Another proof of this is
presented as Corollary 4.2 in [23].)
If there is perfect state transfer from u to v , then it follows from the previous
corollary that the orbit partitions of Aut(X )u and Aut(X )v are equal. Since eq-
uitable partitions can be viewed as a generalization of orbit partitions, it is not
entirely unreasonable to view the following result as an extension of this fact.
9.3 Corollary. Let u and v be vertices in X and letπu andπv denote the coarsest
equitable partition of X in which {u} (respectively {v}) is a cell of size one. If
there is perfect state transfer from u to v , then∆u =∆v .
Proof. Let Q be the normalized characteristic matrix of the partition πu , let
R =QQT and assume H(t ) = exp(i At ). Then H(t ) is a polynomial in A and so
RH(t )=H(t )R . If we have perfect state transfer from u to v at time τ, then
H(τ)eu = γev
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and accordingly
γRev =RH(τ)eu =H(τ)Reu =H(τ)eu = γev .
So Rev = ev and this implies that {v} is a cell of πu . By symmetry, {u} is a cell in
πv and it follows that πu =πv
By way of example, consider a distance-regular graph X with diameter d . If
u ∈ V (X ), then ∆u is the distance partition with respect to u with exactly d +1
cells, where the i-th cell is the set of vertices at distance i from u. We conclude
that if perfect state transfer occurs on X , then for each vertex u there is exactly
one vertex vertex at distance d from it. In particular perfect state transfer does
not occur on strongly regular graphs. (This also follows from someobservations
in [23, Section 4].)
9.4 Lemma. Suppose C and D are cells of an equitable partition π of X and
that we have perfect state transfer from u in C to v in D at time τ. If y is the
characteristic vector of the cell of π that contains u, then H(τ)y is the scalar
multiple of the characteristic vector of the cell that contains v . Further these
two cells have the same size.
Proof. LetQ be the normalized characteristicmatrix of the partition. Then
HQ|u〉 =QH |u〉 = γQ|v〉.
If w ∈ V (X ) then Q|w〉 is the normalized characteristic vector of the cell con-
taining w and so our first claim holds. Since H is unitary, z and Hz have the
same length.
10 Finiteness
From [23] we know that if a graph is periodic, then the squares of its eigenval-
ues are integers and, if the graph is not bipartite, the eigenvalues themselves
are integers. A variant of this fact was derived in [21], it implies that that if per-
fect state transfer occurs on X , then the spectral radius of X is an integer or a
quadratic irrational.
10.1 Theorem. Suppose X is a connected graphwith at least three verticeswhere
perfect state transfer from u to v occurs at time τ. Let δ be the dimension of the
A-invariant subspace generated by eu . Then δ≥ 3 and either all eigenvalues in
the eigenvalue support of u are integers, or they are all of the form 12(a+br
p
∆)
where ∆ is a square-free integer and a and br are integers.
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10.2 Corollary. There are only finitely many connected graphs with maximum
valency at most k where perfect state transfer occurs.
Proof. Suppose X is a connected graph where perfect state transfer from u to v
occurs at time τ and let S be the eigenvalue support of u. If the eigenvalues in
S are integers then |S| ≤ 2k+1, and if they are not integers then |S| < (2k+1)
p
2.
So the dimension of the A-invariant subspace of RV (X ) generated by |u〉 is at
most ⌈(2k +1)
p
2⌉, and this is also a bound on the maximum distance from u
of a vertex in X . If s ≥ 1, the number of vertices at distance s from u is at most
k(k−1)s−1, and the result follows.
10.3 Corollary. Suppose X is a bipartite graphwith spectral radius θ1. If perfect
state transfer takes place on X , then θ21 ∈Z.
Proof. Suppose X is bipartite are we have perfect state transfer from u to v . Let
S be the eigenvalue support of u. By Theorem 10.1 there is a squarefree integer
∆ and integers a and br such that each eigenvalue in S has the form
1
2
(a+br
p
∆).
We assume by way of contradiction that a 6= 0. The spectral radius θ1 is then
(a + br
p
∆)/2 and from Lemma 2.3 we see that θ1 and −θ1 belong to S. This
implies that a = 0.
11 Cospectral Vertices
We use φ(X ,x) to denote the characteristic polynomial of A(X ). Vertices u and
v in the graph X are cospectral if
φ(X \u, t )=φ(X \v, t ).
Of course two vertices that lie in the same orbit of Aut(X ) are cospectral, but
there aremany examples of cospectral pairs of verticeswhere this does not hold.
A graph is walk regular if any two of its vertices are cospectral. Any strongly
regular graph is walk regular.
We note the following identities:
φ(X \u, t )
φ(X , t )
= ((t I − A)−1)u,u =
∑
r
(t −θr )−1(Er )u,u .
17
(Here the first inequality is a consequence of Cramer’s rule and the second is
spectral decomposition.) Since
(Er )u,u = ‖Er |u〉‖2
we see that u and v are cospectral if and only the projections Er |u〉 and Er |v〉
have the same length for each r . So Lemma 2.1 yields immediately:
11.1 Lemma. If X admits perfect state transfer from u to v , then Eru = ±Er v
for all r , and u and v are cospectral.
We note that if the eigenvalues of A are simple and
‖Er |u〉‖2 = ‖Er |v〉‖2
then necessarily Er |u〉 =±Er |v〉.
Let A be the adjacency matrix of the graph X on n vertices and suppose S
is a subset of V (X ) with characteristic vector |S〉. The walk matrix of S is the
matrix with columns
|S〉,A|S〉, . . . ,An−1|S〉.
We say that the pair (X ,S) is controllable if this walk matrix is invertible. If
u ∈V (X ) then the walk matrix of u is just the walk matrix relative to the subset
{u} of V (X ). From our discussion at the start of the proof of Theorem 10.1, we
have that the rank of the walk matrix relative to u is equal to the size of the
eigenvalue support ofu. Thus if (X ,u) is controllable, the eigenvalues of Amust
be distinct.
11.2 Lemma. Let u and v be vertices of X with respectivewalkmatricesWu and
Wv . Then u and v are cospectral if and only ifW Tu Wu =W Tv Wv .
One consequence of this is that if u and v are cospectral and (X ,u) is con-
trollable, then so is (X ,v). We also have the following (from [25]):
11.3 Corollary. If u is a vertex in X with walkmatrixWu , then rk(Wu) is equal to
the number of poles of the rational function φ(X \u,x)/φ(X ,x). Hence (X ,u) is
controllable if and only if φ(X \u,x) and φ(X ,x) are coprime.
Proof. By the spectral decomposition,
((xI − A)−1)u,u =
∑
r
1
x−θr
(Er )u,u .
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The characteristic polynomial of the path Pn satisfies the recurrence
φ(Pn+1,x)= xφ(Pn ,x)−φ(Pn−1,x)
and using this it easy to show that either end-vertex of a path is controllable.
On the other hand, if X has an eigenvalue of multiplicity greater than one then
no vertex in X is controllable. The following result comes from [21].
11.4 Theorem. Let X be a connected graph on at least four vertices. If we have
perfect state transfer between distinct vertices u and v in X , then neither u nor
v is controllable.
For information on controllability, go to [20].
12 Transfer without Exponentials
If u and v are controllable and cospectral we cannot get perfect state trans-
fer between them. Our next result shows that if these conditions hold, there
is nonetheless a symmetric orthogonal matrixQ which commutes with A and
maps |u〉 to |v〉.
12.1 Lemma. Let u and v be vertices in X with respectivewalkmatricesWu and
Wv . If u and v are controllable and Q :=WvW −1u then Q is a polynomial in A.
FurtherQ is orthogonal if and only if u and v are cospectral.
Proof. Let Cφ denote the companionmatrix of the characteristic polynomial of
A. Then
AWu =WuCφ
for any vertex u in X . Hence if u and v are controllable,
W −1u AWu =W −1v AWv
and from this we get that
AWvW
−1
u =WvW −1u A.
Since X has a controllable vertex its eigenvalues are all simple, and so any ma-
trix that commutes with A is a polynomial in A. This proves the first claim.
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FromLemma11.2, the verticesu and v are cospectral if and only ifW Tu Wu =
W Tv Wv , which is equivalent to
Q−T =W −Tv W Tu =WvW −1u =Q.
This lemma places us in an interesting position. If u and v are cospectral
and controllable, there is an orthogonal matrixQ that commutes with A such
thatQ|u〉 = |v〉 but, by the result of the previous section,Q cannot be equal to a
scalar multiple of H(t ) for any t .
13 Pretty Good State Transfer
We say we have pretty good state transfer from u to v if there is a sequence {tk }
of real numbers and a scalar γ such that
lim
k→∞
H(tk)|u〉 = γ|v〉.
As an example consider P4 with eigenvalues
θ1 =
1
2
(
p
5+1), θ2 =
1
2
(
p
5−1), θ3 =
1
2
(−
p
5+1), θ4 =
1
2
(−
p
5−1).
Then by straightforward computation
E1−E2+E3−E4 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 ;
denote the right side by T . (We could prove that T = ∑r (−1)r−1Er by verify-
ing that if zr is an eigenvector with eigenvalue θr , then Tzr = (−1)r−1zr .) Now
choose integers a and b so that
a
b
≈ 1+
p
5
2
.
Then bθ1 ≈ a and
bθ2 = b(θ1−1)≈ a−b, bθ3 ≈ b−a, bθ4 ≈−a.
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For example take a = 987 and b = 610 and set τ = 610π/2. Then the values of
τθr are (approximately)
987π/2, 377π/2, −377π/2, −987π/2
and these are congruent modulo 2π to
3π/2, π/2, 3π/2, π/2.
Hence
H(305π)≈−iT.
(The approximation is accurate to five decimal places.)
In general we have to choose a and b so that a ∼= 3 and b ∼= 2 modulo 4. If fn
is the n-th Fibonacci number with f0 = f1 = 1 thenmodulo 4
f4m+2 ∼= 2, f4m+3 ∼= 3
and the ratios fn+1/ fn are the standard continued fraction approximation to
(
p
5+ 1)/2. We conclude that we have pretty good state transfer between the
end-vertices of P4. We leave the reader the exercise of verifying that there is
also pretty good state transfer between the end-vertices of P5 (for which the
eigenvalues are 0, ±1, ±
p
3). In the next section we see that we do not have
perfect state transfer on Pn when n ≥ 4. Also, to get a good approximation to
perfect state transfer on P5 the numerical evidence is that t must be very large.
This suggests that pretty good state transfer will not be a satisfactory substitute
for perfect state transfer in practice.
Dave Morris has noted the following in a private communication.
13.1 Lemma. If we have pretty good state transfer from u to v , then Er |u〉 =
±Er |v〉 for each r .
Proof. By assumption there is a sequence {tk } of real numbers such that
lim
k→∞
H(tk)|u〉 = γ|v〉.
Since the unit circle is compact there is a subsequence {tℓ} and a complex num-
ber ζ such that exp(i tℓ)→ ζ. Now
ζEr |u〉 = lim
ℓ→∞
exp(i tℓθr )Er |u〉 = lim
ℓ→∞
ErH(tℓ)|u〉 = γEr |v〉.
Since Er |u〉 and Er |v〉 are real vectors, the lemma follows.
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14 Paths
In [18] Christandl et al. proved that perfect state transfer between the end-vertices
of a path on n vertices did not occur if n ≥ 4. It is possible to extend their argu-
ments to show that P2 and P3 are the only paths where perfect state transfer
occurs at all. Our approach has benefited from discussions with Dragan Ste-
vanovic´.
To begin we note some simple properties of paths. First, the characteristic
polynomialsφ(Pn ,x) satisfy the recurrence
φ(Pn+1,x)= xφ(Pn ,x)−φ(Pn−1,x).
One consequence of this is φ(Pn+1,x) and φ(Pn ,x) are coprime. Since interlac-
ing implies that any multiple eigenvalue of Pn+1 must be an eigenvalue of Pn ,
we also see that the eigenvalues of a path are simple.
Given theΦ(Pn ,x) andφ(Pn−1,x) are coprime, it follows from Theorem 11.4
that we do not have perfect state transfer between end-vertices in Pn when n ≥
4. Using the identity
φ(Pm+n ,x)=φ(Pm ,x)φ(Pn ,x)−φ(Pm−1,x)φ(Pn−1,x)
(which can be derived easily by induction from our recurrence above), it is not
hard to show thatφ(Pn ,x) andφ(Pm ,x) have a non-trivial common factor if and
only ifm+1 divides n+1. This rules out many more possible cases of perfect
state transfer.
If n is odd then the stabilizer in Aut(Pn) of the middle vertex of Pn has or-
der two, while the stabilizer of any other vertex is trivial. So the middle vertex
cannot be involved in perfect state transfer.
But nothing we have mentioned will rule out perfect state transfer between
(say) vertices 3 and 6 in P8. We address this problem now.
Let ζn(x) denote the vector


1
φ(P1,x)
...
φ(Pn−1,x)

 .
If the eigenvalues of Pn are
θ1 ≥ ·· · ≥ θn
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then ζn(θr ) is an eigenvector for Pn with eigenvalue θr . This is easy to verify
using the recurrence, and using this we can also see that two consecutive en-
tries of ζr cannot be zero. Nor can the last entry be zero. We say there is a sign
change at r in the sequence (φ(Pr ,x))n−1r=0 if
φ(Pr−1(x))φ(Pr (x))< 0
or if φ(Pr (x))= 0 and
φ(Pr−1(x))φ(Pr+1(x))< 0.
From the recurrence we see that if φ(Pr (x)) = 0 then there is a sign change at r .
It follows from Sturm’s theorem that there are exactlym−1 sign changes in the
sequence (φ(Pn ,θm))n−1r=0 .
Let T be the permutation matrix representing the non-identity automor-
phism of Pn . Since the eigenvalues of the path are simple, if z is an eigenvector
for A = A(Pn), then Tz is also an eigenvector and consequently Tz =±z. Since
the bottom entry of ζn(θ2) must be negative, we have
T ζn(θ2)=−ζn(θ2).
We conclude that either no entry of ζn(θ2) is zero, or n is odd and the middle
entry is zero. Hence ifm is not the middle vertex then neither E1|m〉 nor E2|m〉
is zero. IfD is then×n diagonalmatrixwithDr,r = (−1)r and z is an eigenvector
of the path with eigenvalue θ, then Dz is an eigenvector with eigenvalue −θ.
Hence En−1|m〉 and En|m〉 are not zero. By Theorem 5.1 we have that
θ2
θ1
= θn−θn−1
θ1−θn
∈Q.
The eigenvalues of Pn are the numbers
2cos
( rπ
n+1
)
, r = 1, . . . ,n
and it follows that
θ2 = θ21−2.
Our rationality condition now implies that θ1 must be, at worst, a quadratic
irrational. But by Corollary 10.3 we have that θ21 is an integer, and therefore θ2
must also be an integer. Since θ2 < 2 and θ1 > 0 we have
θ2 ∈ {−1,0,1}.
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If θ2 = −1 then θ1 = 1 and X = K2. If θ2 = 0, then θ1 =
p
2 and X = P3. If θ2 = 1
then θ1 =
p
3 and according to the ratio condition
θ1−θ2
θ1+θ2
=
p
3−1p
3+1
= 2−
p
3
should be rational.
Depending on one’s mood, it is either instructive or depressing to see how
much effort is needed to deal with perfect state transfer on paths.
15 Joins
If X and Y are graphs let X + Y denote their join, which we get by taking a
copy of X and a copy of Y and joining each vertex in X to each vertex in Y .
Angeles-Canul et al. [4, 3] and the Ge et al. [19] providemany interesting results
on perfect state transfer in joins, including cases with weighted edges. Here we
will focus simply on the joins of two regular graphs.
Assume X is k-regular on m vertices and Y is ℓ-regular on n vertices. Set
A = A(X ) and B = A(Y ). If Z := X +Y then
A(Z )=
(
A J
JT B
)
.
If Az = θz and 1T z = 0, then
A(Z )
(
z
0
)
= θ
(
z
0
)
.
Similarly, if Bz = θz then
A(Z )
(
0
z
)
= θ
(
0
z
)
.
We see that n+m−2 of the eigenvalues of X +Y are eigenvalues of X and eigen-
values of Y . The remaining two eigenvalues are associated with eigenvectors
that are constant on V (X ) and V (Y ). Assume that A and B have respective
spectral decompositions:
A =
∑
r
θrEr , B =
∑
s
νsFs
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where E1 and F1 are multiples of J . Then we have a decomposition
A(Z )=µ1N1+µ2N2+
∑
r>1
θr Eˆr +
∑
s>1
Fˆr ,
where a lot of explanation is needed. Here
Eˆr =
(
Er 0
0 0
)
, Fˆs =
(
0 0
0 Fs
)
while since rk(N1)= rk(N2)= 1 they are respectively of the form
(
aJm,m
p
abJm,np
abJn,m bJn,n
)
,
(
c Jm,m
p
cd Jm,np
cd Jn,m d Jn,n
)
with a, b, c, d to be determined, along with the eigenvalues µ1 and µ2.
To determineµ1 andµ2, we note that the partitionofV (X+Y ) with two cells
V (X ) and V (Y ) is equitable, with quotient
(
k n
m ℓ
)
.
Hence µ1 and µ2 are the zeros of the characteristic polynomial of this matrix
x2− (k+ℓ)x+kℓ−mn,
that is they are equal to
1
2
(k+ℓ±
√
(k−ℓ)2+4mn).
Now let u and v be distinct vertices in X . We determine conditions for per-
fect state transfer from u to v in X +Y . Since (Fˆs)u,v = 0 and (Eˆr )= (Er )u,v ,
(HX+Y (t ))u,v = exp(iµ1t ) (N1)u,v +exp(iµ2t ) (N2)u,v +
∑
r>1
exp(iθr t ) (Er )u,v
= a exp(iµ1t )+c exp(iµ2t )+
∑
r>1
exp(iθr t ) (Er )u,v .
On the other hand
HX (t )u,v =
1
m
exp(ikt )+
∑
r>1
exp(iθr t ) (Er )u,v .
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and thus if we have perfect state transfer from u to v in X at time τ, we will have
perfect state transfer between the same vertices in X +Y at time τ if
1
m
exp(ikτ)= a exp(iµ1τ)+c exp(iµ2τ). (15.1)
As
I =N1+N2+
∑
r>1
Eˆr +
∑
s>1
Fˆs
we see that a+ c = 1/m. Since exp(ikt ), exp(iµ1τ) and exp(iµ2τ) are roots of
unity, we see that (15.1) can hold if and only if
exp(ikτ)= exp(iµ1τ)= exp(iµ2τ).
For this we need both (k −mu1)τ and (k −µ2)τ to be integer multiples of 2π,
and hence that
k−µ1
k−µ2
∈Q.
This can only happen if (k−ℓ)2+4mn is a perfect square.
In our treatment here we have followed Angeles-Canul et al [4]. Using these
ideas they prove the following results.
15.1 Lemma. SupposeY is a k-regular graph onn vertices. Then there is perfect
state transfer in K2+Y between the vertices of K2 if
(a) ∆=
p
k2+8n is an integer.
(b) n is even and 4|k.
(c) The largest power of two that divides k is not equal to the largest power that
divides ∆.
15.2 Lemma. SupposeY is a k-regular graph onn vertices. Then there is perfect
state transfer in K2+Y between the vertices of K2 if
(a) ∆=
√
(k−1)2+8n is an integer.
(b) Both k−1 and n are divisible by 8.
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The join of X and Y is the complement of the disjoint union of X and Y .
Hence for regular graphs we can derive results about joins from information
about complements.
15.3 Lemma. Suppose X is regular graph on n vertices with perfect state trans-
fer from u to v at τ. If τ is an integermultiple of 2π/n, then there is perfect state
transfer from u to v at time τ in X .
Proof. Since X is regular, A and J − I commute and so
HX (t )= exp(i t (J − I ))HX (−t ).
Using the spectral decomposition of J − I we find that
exp(i t (J − I ))= exp(i (n−1)t ) 1
n
J +exp(−i t )(I − 1
n
J )
and this is a multiple of I if exp(int ) = 1, that is, if t is an integer multiple of
2π/n.
Using this lemma, it is immediate that we have perfect state transfer on nK2
(when n ≥ 2) and nC4.
16 The Direct Product
If X and Y are graphs then their direct product X ×Y is the graph with adja-
cency matrix
A(X )⊗ A(Y ).
16.1 Lemma. Suppose X and Y are graphs with respective adjacency matrices
A and B and suppose A has spectral decomposition
A =
∑
r
θrEr .
Then
HX×Y (t )=
∑
r
Er ⊗HY (θr t ).
Proof. First,
A⊗B =
∑
r
θrEr ⊗B
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and since the matrices Er ⊗B commute,
HX×Y (t )=
∏
r
exp(iθrEr ⊗B).
If E2 = E then
exp(E ⊗M)= I +
∑
k≥1
1
k !
E ⊗Mk = (I −E )⊗ I +E ⊗exp(M)
and accordingly
HX×Y (t )=
∏
r
(
(I −Er )⊗ I +Er ⊗HY (θr t )
)
.
Since ErEs = 0 if r 6= s and
∏
r (I −Er )= 0, the lemma follows.
16.2 Lemma. Suppose that HY (τ)|u〉 = γ|v〉 where γ = exp(iϕ) and HY (2τ) =
γ2I . If the eigenvalues θ1, . . . ,θm of X are odd integers, then
HX×Y (τ)=HX (ϕ)⊗γ−1HY (τ).
Proof. Assume that HY (t )=
∑
r exp(i tθr )Er . If θr is an odd integer then
HY (θrτ)=HY (2τ)(θr−1)/2HY (τ)= γθrγ−1HY (τ)
and accordingly
HX×Y (t )=
(∑
r
γθr Er
)
⊗γ−1HY (τ).
If γ= exp(iϕ) it follows that
HX×Y (t )=
(∑
r
exp(iϕθr )Er
)
⊗γ−1HY (τ)=HX (ϕ)⊗γ−1HY (τ)
as required.
A closely related result appears as Proposition 2 in Ge et al. [19]. We present
two examples provided there.
If the eigenvalues of X are odd integers then HX (0) = I and HX (π) = −I .
The eigenvalues of the d-cube are the integers d −2r for r = 0, . . . ,d , and it has
perfect state transfer at π/2, with γ= id . Hence if X is a graph with odd integer
eigenvalues, then we have perfect state transfer on the product X ×Qd when
d is even. For a second example, if Rd denotes the d-th Cartesian power of P3
thenRd has perfect state transfer at timeπ/
p
2with γ= (−1)d . Therefore X×Rd
has perfect state transfer at π/
p
2.
Ge et al. [19] also give results for the lexicographic product.
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17 Mixing
Questions about perfect state transfer might be viewed as asking at what times
t does the transition matrix satisfy certain restrictions on its entries. There are
a number of interesting questions of this form.
17.1 Perfect Mixing
For the first, we can ask if there is a time t such that all entries of H(t ) have the
same absolute value. We say a unitary matrix is flat if all its entries have the
same absolute value and we say that perfect mixing occurs at time t is H(t ) is
flat. We have
HK2(π/4)=
1p
2
(
1 i
i 1
)
which is flat. Since
HQd (t )=HK2(t )⊗d
we have perfect mixing at time π/4 on the d-cube. Also
HK4(t )= exp(3i t )
1
4
J +exp(−i t )
(
I − 1
4
J
)
= exp(−i t )
(
exp(4i t )
1
4
J + I − 1
4
J
)
and thus HK4(π/4) is flat. Consequently any Cartesian product of copies of K2
and K4 is perfect mixing at time π/4.
The graphs K2 and K4 are the first twomembers of a series of graphs: folded
cubes. The folded (d +1)-cube is the graph we get from the d-cube by joining
each vertex to the unique vertex at distance d from itself. It can also be viewed
as the quotient of the (d + 1)-cube over the equitable partition formed by the
pairs of vertices at distance d +1, which is the origin of the term ‘folding’. The
first interesting example is the folded 5-cube, often known as theClebsch graph.
In [10] Best et al. prove (in our terms) that when d is odd, the folded d-cube has
perfect mixing.
Ahmadi et al. [2] prove thatK3 is perfectmixing and in [14] Carlson et al. show
thatC5 is not. Konno [34, Section 10.3] shows thatC6 is not perfect mixing. We
can prove a little more. Ifm is odd,
C2m ∼=K2×Cm .
Then by Lemma 16.1
HK2×X (t )=
1
2
(
1 1
1 1
)
⊗HX (t )+
1
2
(
1 −1
−1 1
)
⊗HX (−t ).
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If HK2×X (t ) is flat and
a := (HX (t ))u,v , b := (HX (−t ))u,v .
then |a+b| = |a−b| and this can hold if and only if b= ia. HenceH(−t )= iHX (t )
and
HK2×X (t )=
1
2
(
1+ i 1− i
1− i 1+ i
)
⊗HX (t ).
Hence K2× X is uniform mixing if and only if HX (2t ) = −i I and X is uniform
mixing at t . As K3 is perfect mixing when t = 4π/9, it follows that C6 is not
perfect mixing. SinceC5 is not perfect mixing, neither isC10.
If perfect mixing occurs at time τ, then H(τ) is a flat unitary matrix. Such
matrices form an important class of so-called type-II matrices. For further in-
formation see [16].
17.2 Average Uniform Mixing
For all t , each row of the Schur product
H(t )◦H(−t )
is a probability density; it is equal to∑
r,s
exp(i t (θr −θs))Er ◦Es =
∑
r
Er ◦Er +2
∑
r<s
cos(t (θr −θs))Er ◦Es
and its average value over time is ∑
r
Er ◦Er .
17.1 Lemma. If the n×nmatrices F1, . . . ,Fk are positive semidefinite and
∑
r Fr
is a multiple of J , then Fr is a multiple of J for each r .
Proof. If F is positive semidefinite z = |u〉− |v〉, then
0≤ zTFz = Fu,u +Fv,v −2Fu,v
and if equality holds
Fu,u = Fv,v = Fu,v .
Now
zT
(∑
r
Fr
)
z =
∑
r
(
(Fr )u,u + (Fr )v,v −2(Fr )u,v
)
Since Fr is positive semidefinite each summand above is non-negative. If
∑
r Fr
is a multiple of J then the left side is zero, and so each summand on the right is
zero.
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The continuous quantum walk on X is average uniform mixing if the aver-
age value of H(t )◦H(−t ) is a multiple of J . Our next result is new.
17.2 Lemma. If |V (X )| ≥ 3 then the continuous quantumwalk on X is not aver-
age uniformmixing.
Proof. If X is not connected, it cannot be average uniformmixing,sowe assume
that X is connected. If the continuous walk on X is average uniform mixing,
then ∑
r
Er ◦Er
is a multiple of J . Since Er is positive semidefinite, Er ◦Er is positive semidefi-
nite for each r and therefore the previous lemma implies that Er ◦Er is a multi-
ple of J .
Since θ1 is the spectral radius of A, then entries of E1 are non-negative and
as E1 ◦E1 is a multiple of J , it follows that E1 is a multiple of J . Hence we may
assume X is k-regular. If n = |V (X )| then E1 = 1n J . If r 6= 1 then Er is flat and
since E1Er = 0 we see that n is even and exactly half the entries in any row or
column of Er are negative. This implies that each eigenvalue of X is an integer,
with the same parity as the valency k. If |(Er )u,v | = e , then
e = (Er )u,u = (E2r )u,u = ne2
and thus e = 1/n. Therefore tr(Er )= 1, which tells us that each eigenvalue of X
is simple. Since all diagonal entries of Er must be positive, they are all equal and
by [27, Theorem 4.1] it follows that X is walk-regular. From [27, Theorem 4.8]
we know that the only connected walk-regular graphwith simple integer eigen-
values is K2.
Adamczak et al. [1] prove the above theorem for Cayley graphs of abelian
groups. Our proof follows theirs closely.
We do not seem to know very much about the average value of H(t ). The
following indicates that there may be some surprises.
17.3 Theorem. Suppose E1, . . . ,En are the idempotents for the path Pn and let
T be the permutationmatrix such that T |u〉 = |n+1−u〉 for u = 1, . . . ,n. Then
n∑
r=1
Er ◦Er =
1
2n+2(2J + I +T ).
For a proof and further information, see [22].
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18 Weighted Adjacency Matrices
Suppose |V (X )| = n. We say a symmetricmatrixM is aweighted adjacencyma-
trix for X ifMu,v = 0 for each pair of distinct nonadjacent vertices u and v . So
ifM is a weighted adjacency matrix for X , it is a weighted adjacency matrix for
any graph Y such that X is a subgraph of Y . If the off-diagonal entries of M
are 0 or ±1 and the diagonal entries are zero, we will callM a signed adjacency
matrix. Much of the theory of perfect state transfer extends to weighted adja-
cency matrices with very little effort, since spectral decomposition still applies.
If π is an equitable partition of X then, as we saw, perfect state transfer on X
implies perfect state transfer on the quotient X /π; the adjacency matrix of this
is weighted and thus we see that information about state transfer on weighted
graphsmay have a bearing on the unweighted case. See Ge et al. [19, Section 5]
for an illustration. Since the d-cube is distance regular, the distance partition
relative to any vertex is equitable and the corresponding quotient is a weighted
path. As shown by Christandl et al. [18] it follows that for each d there is a
weighting of the edges of a path of length d that admits perfect state transfer
between the end-vertices. If ∆ denotes the diagonal matrix of valencies of X ,
then it seems reasonable to consider the Laplacian ∆− A and perhaps the un-
signed Laplacian∆+A. Bose et al. consider perfect state transfer relative to the
Laplacian in [12]. (Whether the adjacency matrix or the Laplacian is used by a
physicist depends on the type of spin interaction postulated.)
To decide which weightings are natural we need to know the physical situ-
ation being modelled, and currently this is largely a matter of speculation. We
note that the fundamental papers [18, 37] focus on the unweighted case.
19 Some Physics
The states of a quantum system are the 1-dimensional subspaces of a complex
vector space—equivalently the points of a complex projective space. There are
two ways we may avoid admitting that projective geometry is involved.
The first way is to regard vectors non-zero x and y as equivalent if they span
the same subspace; thuswe represent a projective point by an equivalence class
of complex vectors. This is the traditional approach in introductions to quan-
tum physics. Here a reversible change of state is modelled by the application of
a unitary operator: if our state is x then the new state is the subspace spanned
byUx, whereU is unitary. It is traditional to use unit vectors to represent states
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(which reduces the size of our equivalence classes), and so then we might say
that the new state y is equal to γUx. Here γ is a complex number of norm 1;
physicists call it a phase factor.
The second way is to represent the 1-dimensional space spanned by the
nonzero vector x using the projection
1
x∗x
xx∗.
If y = ax (and a 6= 0) then
1
y∗y
y y∗ = 1
x∗x
xx∗
If |x| = 1 andU is unitary then |Ux| = 1, and the projection on y is
Uxx∗U∗.
So our phase factors are gone. The map that sends xx∗ toUxx∗U∗ is a linear
map on the space of Hermitian matrices. A quantum state corresponds to a
Hermitianmatrix with rank 1 and trace 1. Our unitary operatorU is now
U ⊗U∗.
(Physicists refer to linear maps on spaces of operators as superoperators.)
Note that a positive semidefinite Hermitian matrix can be written as a sum
of matrices of the form xx∗ and, if its trace is 1, it can be written as a convex
combination or Hermitian matrices with rank and trace 1. Physicists refer to
the latter as pure states and to a positive semidefinite matrix with trace 1 as a
density matrix.
We turn to our continuous quantumwalks, where our operators are the op-
erators H(t ). In the density matrix approach these become
H(t )⊗H(t )∗ =H(t )⊗H(−t ).
If H(t )= exp(i t A), then
H(t )⊗H(−t )= exp(i t (A⊗ I − I ⊗ A)).
If H(t )|u〉 = γ|v〉 then H(−t )|v〉 = γ−1|u〉 and so
H(t )⊗H(−t ) |u〉⊗ |v〉 = |v〉⊗ |u〉.
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We also have
H(t )⊗H(−t ) |u〉⊗ |u〉 = |v〉⊗ |v〉.
This shows that questions about perfect state transfer on graphs can be trans-
lated to questions about “phase-free” perfect state transfer on signed graphs,
because we can view A⊗ I − I ⊗A as the adjacencymatrix of a signed version of
the Cartesian square X X .
There is a very interesting recent paper by Pemberton-Ross and Kay [35] us-
ing signed adjacency matrices to obtain perfect state transfer between vertices
at distance n in graphs with cn edges (for some constant c).
20 Questions
We list some questions which seem interesting. Unless explicitly stated other-
wise, we consider only unweighted graphs.
(1) Is there a graph where we have perfect state transfer from u to v , but there
is no automorphism of X which swaps u and v?
(2) Let Pn(a) be the path of length n with loops of weight a on each end-vertex.
Is it true that for each n there is a weight a such that we have perfect state
transfer between the end-vertices? Casaccino et al. state in [15] that they
have numerical evidence that the answer is yes.
(3) Is there some useful theory about the case where H(t )u,u = 0 for some time
t and some vertex u? Or at least when H(t )◦ I = 0?
(4) There are cubelike graphs with perfect state transfer at times π/2 and cube-
like graphswith perfect state transfer at timesπ/4. Are there cubelike graphs
with perfect state transfer at time τ, where τ is arbitrarily small?
(5) Are there any trees, K2 and P3 aside, on which perfect state transfer occurs?
[I do not see this as being useful, but it might be fun.]
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