In this paper, we consider an entropy criterion to estimate the number of clusters arising from a mixture model. This criterion is derived from a relation linking the likelihood and the classification likelihood of a mixture. Its performance is investigated through Monte Carlo experiments, and it shows favorable resuEs compared to other classical criteria.
Introduction
The choice of a "correct" number of clusters in cluster analysis is a difficult problem. To be addressed satisfactorily, this question must be
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Authors' Addresses: Gilles Celeux, INRIA Rhrne-Alpes, Montbonnot-Saint Martin 38330, France; Gilda Soromenho, LEAD, Lisbon University, Alameda de Universidade, 1600 Lisboa, Portugal. considered in a precise framework. Basing cluster analysis on a probabilistic model offers a fruitful line of approach (see Bock 1985 Bock , 1989 . Many authors have considered the problem of choosing the number of clusters, in a partitioning setting, within the context of multivariate mixture models (see Bock 1985; Celeux 1986; Bozdogan 1993; Banfield and Raftery 1993; McLachlan and Basford 1988; Windham and Cutler 1992; Bryant 1993, among others) . These authors addressed the problem of assessing the number of components in a mixture. Some other authors have considered the problem of estimating the number of components in a mixture of distributions (see Wolfe 1970; Titterington, Smith, and Makov 1985; Aitkin and Rubin 1985; McLachlan 1987 , among others) without specific reference to cluster analysis. Estimating the number of components is a difficult problem for which several approaches are in competition. The traditional likelihood ratio test can not be used since the classical regularity conditions which ensure a X z distribution for the likelihood ratio statistic do not hold under any null hypothesis (see Aitkin and Rubin 1985, for a thorough discussion of this problem). For Gaussian mixtures, Wolfe (1971) used a scaled X 2 distribution as a reference. But numerical experiments indicate that Wolfe's test has fairly low power, especially when the mixture components have different variance matrices (see, for instance, McLachlan 1987). The most efficient significance test is probably the procedure proposed by McLachlan (1987) , which makes use of a parametric bootstrap to approximate the p-values of the generalized likelihood ratio (GLR) test (see Soromenho 1994) . Another approach discussed below in this paper is to consider general techniques for model choice based on information criteria or on the Bayes factor (see, for instance Banfield and Raftery 1993, or Bozdogan 1993) .
When partitioning the data is the main concern, it is implicitly assumed that each cluster can be approximately regarded as a sample from one of the mixture components. For instance, when a Gaussian mixture is considered in a cluster analysis context, the means of the mixture components are supposed to differ significantly. Certainly, Gaussian mixture models with equal means and unequal variances have been used to model outliers (see Aitkin and Tunnicliffe Wilson 1980) and could be used to model, for example, machines of unequal precision. But in our opinion, those models are highly specific and are not really appropriate for standard cluster analysis. When the means are equal, it is reasonable to think that there is only one component from the cluster analysis point of view even when the variance matrices of the mixture components are different. Then a point is worth noting. Except for Windham and Cutler (1992) , the aforementioned authors propose criteria based on penalized log likelihood statistics, which select parsimonious mixture models even when concerned with cluster analysis. But those criteria do not directly measure the ability of the mixture to provide a clustering structure for which
