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Abstract
In this paper, we consider multi-quality multicast beamforming of a video stream from a multi-
antenna base station (BS) to multiple single-antenna users receiving different qualities of the same
video stream, via scalable video coding (SVC). Leveraging the layered structure of SVC and exploiting
superposition coding (SC) as well as successive interference cancelation (SIC), we propose a layer-based
multi-quality multicast beamforming scheme. To reduce the complexity, we also propose a quality-based
multi-quality multicast beamforming scheme, which further utilizes the layered structure of SVC and
quality information of all users. Under each scheme, for given quality requirements of all users, we
formulate the corresponding optimal beamforming design as a non-convex power minimization problem,
and obtain a globally optimal solution for a class of special cases as well as a locally optimal solution for
the general case. Then, we show that the minimum total transmission power of the quality-based power
minimization problem is the same as that of the layer-based power minimization problem, although the
former incurs a lower computational complexity. Next, we consider the optimal joint layer selection
and quality-based multi-quality multicast beamforming design to maximize the total utility representing
the satisfaction with the received video quality for all users under a given maximum transmission
power budget, which is NP-hard in general. By exploiting the optimal solution of the quality-based
power minimization problem, we develop a greedy algorithm to obtain a near optimal solution. Finally,
numerical results show that the proposed solutions achieve better performance than existing solutions.
Index Terms
Scalable video coding, multi-quality multicast, beamforming, superposition coding, successive in-
terference cancelation, optimization.
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2I. INTRODUCTION
Due to the rapidly increasing demands for wireless multimedia applications and the associated
energy consumptions, providing higher quality transmissions of videos over wireless environ-
ments at low energy costs becomes an everlasting endeavor for multimedia service providers
[1]–[3]. To address this issue, wireless multicast is considered as a viable solution for delivering
video streams to multiple users simultaneously by effectively utilizing the broadcast nature of
the wireless medium. Wireless multicast has been extensively studied in the scenario where
a base station (BS) is equipped with a single antenna [4]. In practice, deploying multiple
antennas at a BS can significantly improve the performance of wireless multicast systems
via designing efficient beamformers. In [5] and [6], the authors consider multicasting a single
message from a multi-antenna BS to a group of single-antenna users, and study the optimal
multicast beamforming design to minimize the total transmission power. The design problem
is NP-hard in general. In [5], using semidefinite relaxation (SDR) and Gaussian randomization,
an approximate solution is obtained. In [6], by analyzing structural properties of the problem,
a closed-form globally optimal solution is obtained for the two-user case. As extensions of [5]
and [6], the authors in [7] and [8] investigate the multi-group multicast case, where multiple
independent messages are multicasted simultaneously. Specifically, in [7], a suboptimal solution
is obtained following a similar approach as in [5]. In [8], an alternative optimization algorithm
is proposed to obtain a near optimal solution. Note that due to user heterogeneity, the multicast
schemes proposed in [5]–[8] usually incur prohibitively high power costs to guarantee that the
user with the worst channel condition in each group can decode the message successfully.
To deal with the problem in video multicast caused by user heterogeneity [5]–[8], scalable
video coding (SVC) has attracted more and more attentions in recent years [9]. Specifically,
SVC encodes a video stream into one base layer and multiple enhancement layers. The base
layer carries the essential information and provides a minimum quality of the video, and the
enhancement layers represent the same video with gradually increasing quality [9]. The decoding
of a higher enhancement layer is based on the base layer and all its lower enhancement layers.
By multicasting an SVC-based video, users with higher channel quality can decode more layers
to retrieve the video with a higher quality and users with worse channel quality can decode
fewer layers to retrieve the video with a lower quality.
SVC-based video multicast has application in several scenarios such as emergency video
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3multicasting in vehicular ad hoc networks (VANETs), new generation remote teaching and
sports event multicasting [10], where users may have different received video qualities due
to the nonuniform cellular usage costs, display resolutions of devices and channel conditions.
References [11]–[17] consider SVC-based video multicast and study the optimal layer selection
(i.e., select the number of layers targeted for each user which determines the user’s received
video quality) and resource allocation (e.g., modulation and coding scheme (MCS) selection
[12]–[16], time and frequency resource allocation [15], [17], and power allocation [16]). They
focus on the maximization of the total system utility representing the satisfaction with the
received video quality for all users under the total time [11]–[16], frequency [15] and power
[16] constraints. Due to the discrete nature of the MCS selection, the optimization problems in
[11]–[16] are NP-hard. In [12] and [13], optimal algorithms (with non-polynomial complexity)
are developed using dynamic programming. In [16], the authors propose an optimal algorithm to
solve a simplified problem using dynamic programming. In [11]–[15], greedy algorithms [11],
[15] and heuristic algorithms [14], [17] are developed to obtain suboptimal solutions. Note that
[11]–[17] all consider single-antenna BSs and the obtained solutions cannot be directly applied
to SVC-based video multicast with multi-antenna BSs.
Recently, the notion of multi-antenna communications in wireless SVC video delivery systems
has been pursued. In [18]–[20], the authors consider multi-antenna BSs and study the corre-
sponding SVC-based video multicast schemes. In particular, [18] and [19] study the total utility
maximization problem by optimizing the power allocation under a given maximum transmission
power budget. Note that, although adopting multiple antennas at the BS, [18] and [19] do not
consider adaptive beamforming designs for SVC-based video multicast, and hence cannot fully
unleash the spatial degrees of freedom in multicasting offered by multiple antennas. [20] is the
first work on the optimal beamforming design for SVC-based video multicast. In particular, [20]
employs superposition coding (SC) and successive interference cancellation (SIC) to improve
the performance of SVC-based video multicast.1 However, [20] restricts its study to a special
case with two required video qualities targeting for only two users (a near user and a far
user). In addition, the proposed suboptimal algorithm in [20], which alternatively optimizes the
two beamforming vectors, cannot guarantee the globally minimum transmission power. More
1SC allows a transmitter to simultaneously send independent messages to multiple receivers. SIC is a decoding technique
which decodes multiple signals sequentially by subtracting interference due to the decoded signals before decoding other signals.
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4importantly, the proposed beamforming design in [20] is not applicable to a general multi-
quality multicast scenario with multiple users requiring the same video at different quality levels.
Therefore, further studies are required to design general multi-quality multicast beamforming for
SVC-based video multicast.
In this paper, we consider multi-quality multicast beamforming for SVC-based video multicast
from a multi-antenna BS to multiple single-antenna users. Our main contributions are summarized
below.
• First, leveraging the layered structure of SVC and exploiting SC as well as SIC, we propose a
layer-based multi-quality multicast beamforming scheme to guarantee certain video qualities
for all users. When there are multiple consecutive layers which target for the same set of
users, we further propose a quality-based multi-quality multicast beamforming scheme,
aiming to reduce the complexity.
• Then, under each scheme, for given quality requirements of all users, we consider the
corresponding optimal multi-quality multicast beamforming design to minimize the total
transmission power. For each optimization problem, which is non-convex and NP-hard in
general, we obtain a globally optimal solution for a class of special cases using SDR and
the rank reduction method, and a locally optimal solution for the general case using SDR
and the penalty method. We also show that the quality-based optimal solution achieves
lower total transmission power than the layer-based optimal solution for some special cases
and the same total transmission power as that of the layer-based optimal solution for other
cases. In addition, the quality-based optimal solution incurs a much lower computational
complexity than the layer-based optimal solution.
• Next, we consider the optimal joint layer selection and quality-based multi-quality multicast
beamforming design to maximize the total utility representing the satisfaction with the re-
ceived video quality for all users under a given maximum transmission power budget, which
is NP-hard in general. By exploiting the solution of the quality-based power minimization
problem and carefully utilizing SDR, we develop a greedy algorithm to obtain a near optimal
solution.
• Finally, numerical results show that the proposed solutions provide substantial power saving
and total utility improvement compared to existing solutions.
Notation: Matrices and vectors are denoted by boldfaced uppercase and lowercase characters,
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5respectively. For a Hermitian matrix A, λmax(A) denotes its maximal eigenvalue and A  0
means that A is positive semidefinite. (·)T and (·)H denote the transpose operator and the
complex conjugate transpose operator, respectively. tr(·) and rank(·) denote the trace and the
rank of an input matrix, respectively. card(·) denotes the cardinality of a set. E[·] denotes the
statistical expectation. CN (a,R) represents the distribution of circularly-symmetric complex
Gaussian random vectors with mean vector a and covariance matrix R. IN denotes the N ×N
identity matrix. CN×M denotes the space of N × M matrices with complex entries and HN
represents the set of all N ×N complex Hermitian matrices. < indicates element-wise ≥.
II. SYSTEM MODEL
As illustrated in Fig. 1, we consider downlink transmissions from a single base station (BS)
to U(≥ 1) users. Suppose the locations of all users do not change in the considered timeframe.
Denote U := {1, 2, · · · , U} as the set of user indices. The BS is equipped with N transmit
antennas and each user is a single-antenna device. We consider a discrete time system, and
assume block fading, i.e., the channel state does not change within one time slot, but changes
independently over different time slots. Let hu ∈ CN×1 denote the N ×1 complex-valued vector
that models the channel from the BS to user u ∈ U at a particular slot. We assume that channel
state information is available at the BS.
All users in the system would like to subscribe a video simultaneously from the BS. Due to
their restricted conditions (such as the cellular usage costs, display resolutions of devices, and
channel conditions), users may require the same video at different quality levels. Thus, the BS
multicasts the video, encoded into L layers using SVC, to all the U users. For convenience,
let L := {1, . . . , L}. According to the encoding mechanism of SVC, the successful decoding
of layer l + 1 requires the successful decoding of layer l and correct receiving of layer l + 1,
for all l ∈ {1, . . . , L − 1}, and the base layer does not rely on the other layers. The received
video quality can be improved when more layers are successfully decoded. In particular, L layers
correspond to L quality levels, and layers 1, 2, . . . , l yield quality l, for all l ∈ L.
We consider multiple groups of users. Later, in Section IV, we would like to design optimal
multi-quality multicast beamforming to minimize the total transmission power under given quality
requirements of all U users. We divide the U users into G (requirement-based) groups according
to the quality requirements of all U users. That is, users in the same group have the same quality
requirement. In Section V, we would like to optimally assign quality levels to all U users to
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Fig. 1. The system model of SVC-based video multicast with G = 3, U1 = 2, U2 = 1, U3 = 3, rLB,1 = 5,
rLB,2 = 4, and rLB,3 = 2.
maximize the total utility of the system under a given maximum transmission power budget.
To reduce the computational complexity, we divide the U users into G (distance-based) groups
according to their distances to the BS. That is, users in the same group have similar distances
to the BS and the same received video quality. Let G := {1, 2, · · · , G} denote the set of group
indices. Note that as a special case, there can be exactly one user in each group. Let Ug ⊆ U
denote the set of Ug := card(Ug) users in group g ∈ G. Note that Ug ∩ Ug′ = ∅ for all g′, g ∈ G,
g′ 6= g, and ∪g∈GUg = U . For convenience, let U := (U1, . . . , UG).
III. LAYER-BASED AND QUALITY-BASED MULTI-QUALITY MULTICAST BEAMFORMING
SCHEMES
In this section, we propose a layer-based multi-quality multicast beamforming scheme and
a quality-based multi-quality multicast beamforming scheme. The two schemes adopt multicast
beamforming with SC to transmit the SVC-based video from the BS to all the users, and adopt
SIC at each user to facilitate the decoding of its desired layers.
A. Layer-based Multi-quality Multicast Beamforming Scheme
In this part, we propose a layer-based multicast beamforming scheme. First, we introduce
some notations. Let rLB,g ∈ L denote the required video quality for the users in group g ∈ G. In
other words, the users in group g ∈ G need to decode all the layers in ΥLB,g := {1, . . . , rLB,g}
successfully, in order to enjoy the received video at quality rLB,g. For convenience, let rLB :=
(rLB,1, . . . , rLB,G). Let LLB,max := max{rLB,1, . . . , rLB,G} denote the total number of layers needed
to be transmitted, and let ΥLB,max := {1, . . . , LLB,max} denote the set of the layers needed to be
transmitted.
August 1, 2018 DRAFT
7We consider layer-based multi-quality multicast beamforming with SC at the BS to transmit all
the layers in ΥLB,max. Let sLB,l represent the signal of layer l ∈ ΥLB,max. Let wLB,l ∈ CN×1 denote
the N×1 beamforming vector for signal sLB,l. Using layer-based SC, the signal transmitted from
the BS to all the users is given by
∑LLB,max
l=1 wLB,lsLB,l, and the received signal at user u is given
by
yLB,u = h
H
u

LLB,max∑
l=1
wLB,lsLB,l

 + nu, u ∈ U , (1)
where nu ∼ CN (0, σ2u) represents the noise at user u ∈ U . Assume E[|sLB,l|
2] = 1 for all
l ∈ ΥLB,max and {sLB,l}
LLB,max
l=1 are mutually uncorrelated. Then, the transmitted power of sLB,l is
‖wLB,l‖
2
and the total transmission power is
∑LLB,max
l=1 ‖wLB,l‖
2
. In general, ‖wLB,l‖
2 > ‖wLB,l+1‖
2
for all l ∈ {1, . . . , LLB,max − 1}, as priority is given to lower layers.
We consider layer-based SIC at each user u ∈ Ug to decode its desired layers in ΥLB,g,
where g ∈ G. Using SIC, the decoding and cancellation order is always from the stronger
received signals to the weaker received signals. Thus, the decoding and cancellation order at
user u ∈ Ug is sLB,1, . . . , sLB,rLB,g . Let ζLB,u,l denote the signal-to-interference-plus-noise ratio
(SINR) to decode layer l at user u (after removing all the lower layers in {1, . . . , l − 1} using
SIC when l ∈ {2, . . . , rLB,g}), for all u ∈ Ug, l ∈ ΥLB,g and g ∈ G. Thus, we have
2
ζLB,u,l =
|hHu wLB,l|
2
LLB,max∑
k=l+1
|hHu wLB,k|
2 + σ2u
, u ∈ Ug, l ∈ ΥLB,g, g ∈ G. (2)
For all u ∈ Ug, l ∈ ΥLB,g and g ∈ G, to successfully decode sLB,l at user u, we require
ζLB,u,l ≥ ΓLB,l, where ΓLB,l := 2RLB,l − 1 denotes the corresponding SINR threshold for decoding
layer l and RLB,l denotes the transmission rate of signal sLB,l.
B. Quality-based Multi-quality Multicast Beamforming Scheme
In this part, we propose a quality-based multi-quality multicast beamforming scheme. In the
example shown in Fig. 1, there are multiple consecutive layers which target for the same user
groups. In particular, any user receiving layer 1 also receives layer 2, and any user receiving
layer 3 also receives layer 4. Thus, combining layers 1, 2 and layers 3, 4 may potentially reduce
the complexity without sacrificing performance in multi-quality multicast. This motivates us to
2Note that
LLB,max∑
k=LLB,max+1
|hHu wLB,k|
2 = 0 for notation consistency.
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Fig. 2. The relationship between the layers and the super-layers for the example in Fig. 1. G = 3, rLB,1 = 5,
rLB,2 = 4, and rLB,3 = 2.
combine multiple layers into a super-layer based on the quality information of all users, as shown
in Fig. 2.
To this end, we construct super-layers from LLB,max layers in ΥLB,max based on quality infor-
mation of all the G groups, as illustrated in Fig. 2. For ease of illustration, define rLB,G+1 := 0
and ΥLB,G+1 := ∅. Let rLB,(1) ≥ rLB,(2) ≥ · · · ≥ rLB,(G+1) be the arrangement of rLB,g in
nondecreasing order. Let ΥLB,(g) := {1, . . . , rLB,(g)}, for all g ∈ G. Obtain the following dif-
ference sets: ΥLB,(G) − ΥLB,(G+1), . . . ,ΥLB,(1) − ΥLB,(2). Let ∆Υl denote the l-th non-empty
difference set in these difference sets. The l-th super-layer consists all the layers in ∆Υl. Let
ΥQB,max := {1, . . . , LQB,max} denote the set of all super-layers needed to be transmitted from the
BS to all the users in the system, where LQB,max denotes the total number of super-layers needed
to be transmitted. Let ΥQB,g and rQB,g := card(ΥQB,g) denote the set of super-layers and the
number of super-layers requested by the users in group g ∈ G, respectively.
Based on the super-layer structure, we propose a quality-based multi-quality multicast beam-
forming scheme which resembles the proposed layer-based one in Section III-A. Let wQB,l ∈
CN×1 denote the N×1 beamforming vector for the signal of super-layer l, where l ∈ ΥQB,max. The
total transmission power is
∑LQB,max
l=l ‖wQB,l‖
2
, and ‖wQB,l‖
2 > ‖wQB,l+1‖
2
in general. Similarly,
the quality-based multi-quality multicast scheme adopts SC at the BS and SIC at each user. Let
ζQB,u,l denote the SINR to decode the signal of super-layer l at user u, for all u ∈ Ug, l ∈ ΥQB,g
and g ∈ G. Thus, we have3
ζQB,u,l =
|hHu wQB,l|
2
LQB,max∑
k=l+1
|hHu wQB,k|
2 + σ2u
, u ∈ Ug, l ∈ ΥQB,g, g ∈ G. (3)
For all u ∈ Ug, l ∈ ΥQB,g and g ∈ G, to successfully decode the signal of super-layer l at
user u, we require ζQB,u,l ≥ ΓQB,l, where ΓQB,l := 2
RQB,l − 1 denotes the corresponding SINR
3Note that
LQB,max∑
k=LQB,max+1
|hHu wQB,k|
2 = 0 for notation consistency.
August 1, 2018 DRAFT
9threshold for super-layer l and RQB,l :=
∑
j∈∆Υl
RLB,j denotes the transmission rate of the signal
of super-layer l.
IV. TOTAL TRANSMISSION POWER MINIMIZATION
In this section, we consider the power-efficient multi-quality multicast beamforming design in
one time slot, the duration of which is about 1− 5 milliseconds in practical systems, e.g., LTE,
under given quality requirements of all users rLB. Under each scheme proposed in Section III, we
formulate the corresponding optimal beamforming design as a non-convex power minimization
problem, and obtain a globally optimal solution for a class of special cases as well as a locally op-
timal solution for the general case. Then, we compare the layer-based and quality-based optimal
solutions in terms of the total transmission power and computational complexity. As rLB is given,
in this section, without loss of generality (w.l.o.g.), we assume rLB,1 > rLB,2 > · · · > rLB,G. Thus,
we have LLB,max = rLB,1 ≥ G. Besides, according to the construction method of super-layers,
we have rQB,g = G+ 1− g for all g ∈ G, and LQB,max = rQB,1 = G.
A. Problem Formulation
For given quality requirements of all users rLB, we would like to design the optimal layer-based
(quality-based) beamformer to minimize the total transmission power for the layer-based (quality-
based) multi-quality multicast beamforming scheme under the successful decoding constraints.
As the two schemes share similar expressions for the total transmission power and SINRs, we
have the following unified formulation.
Problem 1 (Power Minimization): For all i ∈ {LB,QB},
P ⋆i , min
{wi,l∈CN×1}
Li,max
l=1
Li,max∑
l=1
‖wi,l‖
2
(4)
s.t.
|hHu wi,l|
2
Li,max∑
k=l+1
|hHu wi,k|
2 + σ2u
≥ Γi,l, u ∈ Ug, l ∈ Υi,g, g ∈ G, (5)
where P ⋆i denotes the optimal value of the above optimization problem.
Note that Problem 1 with i = LB indicates the power minimization problem for the layer-
based multi-quality multicast beamforming scheme, and Problem 1 with i = QB represents the
power minimization problem for the quality-based multi-quality multicast beamforming scheme.
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Remark 1 (Illustration of Problem 1 for Layer-based Scheme): Problem 1 for the layer-based
scheme is a generalization of the traditional multicast beamforming problem [5] (i.e., multicasting
a common message to multiple users) and the recently studied two-quality multicast beamforming
problem [20] (i.e., multicasting a video with two qualities to two users). In particular, Problem 1
for the layer-based scheme with G = 1 and LLB,max = 1 is identical to the traditional one in
[5], and Problem 1 for the layer-based scheme with G = 2, U1 = 1, U2 = 1 and LLB,max = 2
is the same as the one in [20]. Note that the methods in [5], [20] cannot be applied to the case
considered in this paper directly.
B. Optimal Solution
To solve Problem 1, we first analyze its structure. Considering any i ∈ {LB,QB}, Problem 1
is a quadratically constrained quadratic programming (QCQP) problem. The objective function
is convex while the constraints are non-convex. Problem 1 is NP-hard in general [5]. To obtain a
globally optimal solution, an exhaustive search method is required, which incurs a prohibitively
high computational complexity. This motivates the pursuit of approximate solutions of Problem 1,
which have low complexity and promising performance. Towards this end, we first introduce
an auxiliary optimization matrix Xi,l := wi,lw
H
i,l ∈ H
N , for all l ∈ Υi,max. Note that Xi,l =
wi,lw
H
i,l ∈ H
N for some wi,l ∈ CN if and only if Xi,l  0 and rank(Xi,l) = 1 [5]. Defining
Cu := huh
H
u for all u ∈ U , Problem 1 can be equivalently reformulated as follows.
Problem 2 (Equivalent Problem of Problem 1): For all i ∈ {LB,QB},
P ⋆i = min
{Xi,l∈HN}
Li,max
l=1
Li,max∑
l=1
tr(Xi,l) (6)
s.t. tr(CuXi,l) ≥ Γi,l

Li,max∑
k=l+1
tr(CuXi,k) + σ
2
u

 , u ∈ Ug, l ∈ Υi,g, g ∈ G, (7)
Xi,l  0, l ∈ Υi,max, (8)
rank(Xi,l) = 1, l ∈ Υi,max. (9)
In Problem 2, the objective function and the constraints in (7) and (8) are affine with respect
to Xi,l, while the rank-one constraints in (9) are non-convex. Thus, Problem 2 is non-convex. By
dropping the rank-one constraints in (9), we can obtain the following SDR [21] of Problem 1.
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TABLE I. The class of special cases of problem 1 for the layer-based scheme.
G U rLB
2
U1 = 1, U2 = 1
rLB,1 ∈ {2, . . . , L}, rLB,2 = 1
rLB,1 ∈ {3, . . . , L}, rLB,2 = 2
U1 = 1, U2 = 2 rLB,1 ∈ {2, . . . , L}, rLB,2 = 1
1
U1 = 1 rLB,1 ∈ L
U1 = 2 rLB,1 ∈ {1, 2}
U1 = 3 rLB,1 = 1
TABLE II. The class of special cases of problem 1 for the quality-based scheme.
G U rLB
2
U1 = 1, U2 = 1 rLB,1 = ι
′, rLB,2 = ι, where ι
′ > ι, and ι′, ι ∈ L
U1 = 1, U2 = 2 rLB,1 = ι
′, rLB,2 = ι, where ι
′ > ι, and ι′, ι ∈ L
1 U1 ∈ {1, 2, 3} rLB,1 ∈ L
Problem 3 (SDR of Problem 1): For all i ∈ {LB,QB},
P ⋆i,SDR , min
{Xi,l∈HN}
Li,max
l=1
Li,max∑
l=1
tr(Xi,l) (10)
s.t. (7), (8),
where P ⋆i,SDR denotes the optimal value of the above optimization problem.
Problem 3 is a standard semidefinite programming (SDP) problem which is convex and can be
efficiently solved by modern SDP solvers. It is obvious that P ⋆i,SDR ≤ P
⋆
i for all i ∈ {LB,QB}.
Thus, we refer to P ⋆LB,SDR and P
⋆
QB,SDR as the layer-based SDR lower bound and the quality-
based SDR lower bound, respectively. If Problem 3 has a rank-one optimal solution, i.e., Xi,l =
wi,lw
H
i,l ∈ H
N for some wi,l ∈ CN×1, for all l ∈ Υi,max, then {wi,l}
Li,max
l=1 is also an optimal
solution of Problem 1, implying P ⋆i,SDR = P
⋆
i .
Next, we obtain a globally optimal solution of Problem 1 for a class of special cases as well
as a locally optimal solution for the general case.
1) Special Case: First, for all i ∈ {LB,QB}, we study the tightness of the adopted SDR.
Consider the class of special cases of Problem 1, in which the system parameters (G,U, rLB)
satisfy:
G∑
g=1
Ugri,g ≤ Li,max + 2, (11)
where
∑G
g=1 Ugri,g represents the total number of constraints of Problem 3. In particular, the class
of special cases of Problem 1 with i = LB is denoted by SLB,opt := {(G,U, rLB)| (11) is satisfied for i =
LB} and is illustrated in Table I. Note that [20] considers the case of G = 2, U1 = U2 =
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1, rLB,1 = 2 and rLB,2 = 1, which belongs to SLB,opt, and proposes an iterative algorithm to
obtain a locally optimal solution (which cannot guarantee the globally minimum transmission
power), by optimizing wLB,1 and wLB,2 alternatively. In addition, the class of special cases of
Problem 1 with i = QB is denoted by SQB,opt := {(G,U, rLB)| (11) is satisfied for i = QB} and
is illustrated in Table II. As one rQB := (rQB,1, . . . , rQB,2) corresponds to multiple rLB, we have
SQB,opt ⊇ SLB,opt, which can be easily seen by comparing Table I and Table II.
Next, for all i ∈ {LB,QB}, we propose an algorithm to obtain a globally optimal solution of
Problem 1 for the class of special cases in Si,opt, by constructing a rank-one optimal solution of
Problem 3 using SDP and the rank reduction method in [22]. First, using the arguments in [22],
we show that for the considered class of special cases in Si,opt, Problem 3 has a rank-one optimal
solution, which is also optimal to Problem 1, i.e., P ⋆i,SDR = P
⋆
i . By [22], we know that there
exists an optimal solution {X⋆i,l}
Li,max
l=1 of Problem 3 satisfying
∑Li,max
l=1 rank
2(X⋆i,l) ≤
∑G
g=1 Ugri,g.
Thus, by (11), we have
Li,max∑
l=1
rank2(X⋆i,l) ≤ Li,max + 2. (12)
Since the rank of a matrix is an integer and (7) forces that zero matrices cannot be a feasible
solution for ζi,u,l > 0, (12) is equivalent to rank(X
⋆
i,l) = 1, for all l ∈ Υi,max. Therefore, we can
show that Problem 3 has a rank-one optimal solution for the class of special cases in Si,opt. Next,
we find a rank-one optimal solution of Problem 3 for this class of special cases. Specifically, we
first obtain an optimal solution (with arbitrary ranks) of Problem 3 using SDP. Then, we apply
the rank reduction method proposed in [22] to obtain a rank-one optimal solution of Problem 3
by gradually reducing the rank of the optimal solution obtained in the first step. Algorithm 1
summarizes the procedures to obtain an optimal solution {w⋆i,l}
Li,max
l=1 of Problem 1.
Finally, we demonstrate the optimality of Algorithm 1 using numerical results. In the simu-
lation, we consider a setup similar to that in [20]. For i = LB, from Fig. 3 (a), we observe that
the performance of Algorithm 1 and the layer-based SDR lower bound of Problem 3 obtained
using SDP are identical, verifying the optimality of Algorithm 1. In addition, the minimum
transmission power achieved by Algorithm 1 is always less than or equal to that obtained using
the alternative optimization method in [20]. The performance gain of the proposed Algorithm 1
over the alternative optimization method increases, as the number of antennas at the BS decreases.
For i = QB, from Fig. 3 (b), we can observe that the performance of Algorithm 1 and the optimal
value of Problem 3 obtained using SDP are always the same.
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Algorithm 1 Globally Optimal Solution of Problem 1 for Special Cases
1: Find an optimal solution {Xi,l}
Li,max
l=1 (with arbitrary ranks)
of Problem 3;
2: Evaluate γl = rank(X
⋆
i,l), for all l ∈ Υi,max, and set
γ =
Li,max∑
l=1
γ2l ;
3: while γ > Li,max + 2 do
4: For all l ∈ Υi,max, decompose X
⋆
i,l = VlV
H
l ;
5: Find a nonzero solution {∆l}
Li,max
l=1 of the system of
linear equations:
tr(VHl CuVl∆l) − Γl
Li,max∑
k=l+1
tr(VHk CuVk∆k) = 0,
u ∈ Ug, l ∈ Υi,g, g ∈ G,
where ∆l is a γl × γl Hermitian matrix for all l =
1, . . . , Li,max;
6: Evaluate the eigenvalues δl1, . . . , δlγl of ∆l for all
l = 1, . . . , Li,max;
7: Determine l0 and k0 such that
|δl0k0 | = max{|δlk| : 1 ≤ k ≤ γl, l ∈ Υi,max};
8: Compute X⋆i,l = Vl(Iγl − (1/δl0k0)∆l)V
H
l , for all
l = 1, . . . , Li,max;
9: Evaluate γl = rank(X
⋆
i,l), for all l ∈ Υi,max, and set
γ =
Li,max∑
l=1
γ2l ;
10: end while
11: Decompose X⋆i,l = w
⋆
i,l(w
⋆
i,l)
H , for all l = 1, . . . , Li,max.
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Fig. 3. Total transmission power versus the number of antennas at the BS. Assume that the users in the same group
have the same distance to BS. We denote du as the relative distance between the BS and user u for all u ∈ U
(provided that the distance between the BS and the users in group 1 is normalized) and denote η as the path loss
exponent. G = 2, U1 = U2 = 1, RLB,1 = RLB,2 = 2, σ
2
1
= σ2
2
= 1, h1 ∼ CN (0,
1
d
η
1
IN ), h2 ∼ CN (0,
1
d
η
2
IN ),
η = 2, d1 = 1 and d2 = 2 [20]. The total transmission power presented in this paper is obtained by averaging over
1000 randomly chosen global channel states.
2) General Case: For all i ∈ {LB,QB}, for the general case (not in Si,opt), a rank-one optimal
solution of Problem 3 cannot always be obtained by Algorithm 1, as (12) does not always hold.
In this case, we apply the penalty method proposed in [23] to obtain a locally optimal solution
of Problem 1. In particular, as in [23], we first transform the rank-one constraints in (9) to the
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following equivalent reverse convex constraint [23]:
Li,max∑
l=1
(tr(Xi,l)− λmax(Xi,l)) ≤ 0. (13)
As a result, we can consider an equivalent optimization problem for Problem 2 which minimizes
the objective function in (6) under the constraints in (7), (8) and (13). Note that this new
optimization problem is also non-convex due to the reverse convex constraint in (13). As in
[23], we augment the objective function by introducing a concave penalty function utilizing
the left hand side of (13). Then, the resulting transformed problem is handled by using an
iterative convex-concave method. Algorithm 2 summarizes the procedures to produce a rank-one
locally optimal solution {X†i,l}
Li,max
l=1 of Problem 3, which corresponds to an optimal solution of
Problem 1 [23].
Algorithm 2 Locally Optimal Solution of Problem 1 for the General Case
1: Initial Step: Initialize penalty factor µ and obtain an
optimal solution, {X
(0)
i,l }
Li,max
l=1 to Problem 3 using SDP.
Set κ := 0.
2: Step κ: Find an optimal solution {X
(κ+1)
i,l }
Li,max
l=1 to
minimize
∑Li,max
l=1 (tr(Xl) + µ(tr(Xi,l) − λmax(Xi,l) −
tr(x
(κ)
i,l x
(κ)H
i,l ,Xi,l−X
(κ)
i,l ))) subject to (7) and (8), where
xi,l is the unit-norm eigenvector of Xi,l corresponding to
λmax(Xi,l).
3: if tr(X
(κ+1)
i,l ) ≈ λmax(X
(κ+1)
i,l ) and tr(X
(κ+1)
i,l ) ≈ tr(X
(κ)
i,l )
for all l ∈ Υi,max then
4: Set X
†
i,l
:= Xi,l for all l ∈ Υi,max. Terminate and
output {X†i,l}
Li,max
l=1 .
5: else if X
(κ+1)
i,l ≈ X
(κ)
i,l for all l ∈ Υi,max then
6: Reset µ := 2µ and return to Initial Step.
7: else
8: Reset κ := κ + 1, X
(κ)
i,l
:= X
(κ+1)
i,l for all l ∈ Υi,max
and return to Step κ.
9: end if
C. Comparison of Layer-based and Quality-based Optimal Solutions
In this part, we compare the layer-based and quality-based optimal solutions in terms of the
total transmission power and computational complexity, for the same system parameters. Note
that when LLB,max = G (i.e., rLB,1 = G, rLB,2 = G− 1, . . . , rLB,G = 1), Problem 1 with i = LB
and Problem 1 with i = QB share exactly the same formulation, and hence the same optimal
value and computational complexity. Thus, in the following comparison, we focus on the case
where LLB,max > G.
1) Total Transmission Power Analysis: To analyze the relationship between the minimum
total transmission powers of Problem 1 with i = LB and i = QB, we first explore optimality
properties of Problem 1.
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Lemma 1: There exists an optimal solution of Problem 1 with i = LB, denoted by {w⋆LB,l}
rLB,1
l=1 ,
satisfying:
w
⋆
LB,l∥∥w⋆LB,l∥∥ =
w
⋆
LB,l′∥∥w⋆LB,l′∥∥ , l, l′ ∈ ∆Υg, g ∈ G, (14)∥∥w⋆LB,l∥∥2
‖w⋆LB,rLB,g‖
2
≥
ΓLB,l2
∑rLB,g
j=l+1RLB,j
ΓLB,rLB,g
, l ∈ ∆Υg \ {rLB,g}, g ∈ G, (15)
where ∆Υg = {rLB,g+1 + 1, . . . , rLB,g}.
Proof 1: See Appendix A.
Recall that ∆Υg represents the set of all the layers in super-layer g. Thus, the property in
(14) indicates that all layers in each super-layer have the same normalized optimal beamforming
vector. The property in (15) indicates that in each super-layer, the ratio between the optimal
power of any layer which is not the highest layer and that of the highest layer has to be above
a threshold. By Lemma 1, we have the following result.
Theorem 1: The optimal values of Problem 1 with i = LB and i = QB are the same, i.e.,
P ⋆LB = P
⋆
QB.
Proof 2: See Appendix B.
Recall that SLB,opt ⊆ SQB,opt. For the cases in SLB,opt, the obtained quality-based globally
optimal solution (using Algorithm 1) achieves the same total transmission power as the obtained
layer-based globally optimal solution (using Algorithm 1). For the cases in SQB,opt \ SLB,opt, we
can still obtain a globally optimal solution of Problem 1 for the quality-based scheme using
Algorithm 1, but may only obtain a locally optimal solution of Problem 1 for the layer-based
scheme using Algorithm 2, i.e., the obtained quality-based optimal solution achieves a lower total
transmission power than the obtained layer-based optimal solution for the cases in SQB,opt\SLB,opt.
Except for the class of special cases in SQB,opt, we cannot guarantee the minimum total
transmission power of either formulation. To obtain more insights from the studied problems,
we also compare the optimal values of Problem 3 with i = LB and i = QB, i.e., lower bounds
on the optimal values of Problem 1 with i = LB and i = QB, which can be obtained using
SDP. By carefully exploring structures of the optimal solutions of Problem 3 with i = LB and
i = QB, we have the following result.
Theorem 2: The optimal values of Problem 3 with i = LB and i = QB are the same, i.e.,
P ⋆LB,SDR = P
⋆
QB,SDR.
Proof 3: See Appendix C.
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Fig. 4. Comparison in total transmission power and total running time. G = 3, U1 = 3, U2 = 3, U3 = 3, RLB,l = 2,
σ2u = 1, hu ∼ CN (0,
1
d
η
u
IN ), du = 2g − 1 and η = 2 .
Fig. 4 (a) verifies Theorem 1 and Theorem 2 as well as the above discussion.
2) Computational Complexity: In solving Problem 1 with i = LB and i = QB, we consider
their SDR problems, i.e., Problem 3 with i = LB and i = QB, respectively. The computational
complexities for solving Problem 3 with i = LB and i = QB depend on the numbers of variables,
LLB,maxN
2 and GN2, respectively. Thus, in general, when LLB,max > G, the computational
complexity for solving Problem 1 with i = LB is higher than that for solving Problem 1
with i = QB. The computational complexity difference increases with LLB,max−G and with N .
Fig. 4 (b) and Fig. 4 (c) verify the above discussion.
V. TOTAL UTILITY MAXIMIZATION
In this section, we consider the total utility maximization in a longer time duration (more
than 0.5 seconds) over which multiple groups of pictures (GOPs) are delivered, under a given
maximum transmission power budget of the system. We first formulate the optimal joint layer
selection and quality-based multi-quality multicast beamforming design problem to maximize
the total utility of the system under a given maximum transmission power budget. Then, we
propose a greedy algorithm to obtain a near optimal solution.
A. Problem Formulation
Let f(l) denote an arbitrary utility function of a user who decodes layers 1, . . . , l, where l ∈
{1, . . . , L}. Here, f is assumed to be nonnegative and nondecreasing. Thus, f(rLB,g) represents
the utility of a user in group g ∈ G. Then, the total utility function of the system is given by
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F (rLB) :=
∑G
g=1 Ugf(rLB,g), where layer selection rLB ∈ R := {1, . . . , L}
G. Note that videos are
encoded in the unit of GOPs in practice. The transmission of one GOP (of duration 0.5−1 second)
lasts more than 100 time slots (each of 1−5milliseconds). To guarantee the user experience, video
quality should not change as frequently as channels and needs to remain constant for a duration
of one or multiple GOPs. In addition, recall that the optimal quality-based multi-quality multicast
beamforming design achieves the same minimum total transmission power as the optimal layer-
based multi-quality multicast beamforming design, with lower computational complexity. Thus,
we consider a reasonably long time duration, and would like to study the optimal (constant)
joint layer selection and quality-based multi-quality multicast beamforming design to maximize
the total utility under a given maximum transmission power budget, considering all channel
conditions. To reduce the computational complexity, we divide the U users in U into multiple
groups according to their distances to the BS, and consider a single received video quality for
all users in one group. With slight abuse of notation, let G and G denote the total number of
(distance-based) groups in the system and the set of group indices, respectively, and let Ug ⊆ U
denote the set of Ug users in group g ∈ G. Note that Ug′ ∩ Ug = ∅ for all g′, g ∈ G, g′ 6= g and
∪g∈GUg = U .
Let H := (hu)u∈Ug,g∈G ∈ H denote the global channel state of all users in the system, where
H represents the space of global channel states. To emphasize its dependence on layer selection
rLB and global channel state H, we express the beamforming vector wQB,l as a function of rLB
and H, i.e., wQB,l(rLB,H). Thus, similar to the SINR constraints in (5) of Problem 1 for the
quality-based scheme, we have the following SINR constraints (for all rLB ∈ R and H ∈ H):
|hHu (H)wQB,l(rLB,H)|
2
LQB,max(rLB)∑
k=l+1
|hHu (H)wQB,k(rLB,H)|
2 + σ2u
≥ ΓQB,l, u ∈ Ug, l ∈ ΥQB,g(rLB), g ∈ G, rLB ∈ R,H ∈ H,
(16)
where LQB,max(rLB) := max{rQB,1, . . . , rQB,G} denotes the total number of the layers needed to
be transmitted from the BS to the users in the system, and ΥQB,g(rLB) := {1, . . . , rQB,g} denotes
the set of layers received by the users in group g ∈ G. Let P¯ denote the maximum transmission
power budget of the system. The total transmission power of the system should satisfy the
following power constraint (for all rLB ∈ R and H ∈ H):
LQB,max(rLB)∑
l=1
‖wQB,l(rLB,H)‖
2 ≤ P¯ , rLB ∈ R,H ∈ H. (17)
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We now formulate the total utility maximization problem as follows.
Problem 4 (Total Utility Maximization):
max
rLB∈R,{wQB,l(rLB,H)}
LQB,max(rLB)
l=1
G∑
g=1
Ugf(rLB,g) (18)
s.t. (16), (17).
To solve Problem 4, for any given rLB ∈ R, we need to find a feasible quality-based multicast
beamforming design satisfying (16) and (17), which is related to Problem 1 for the quality-based
scheme and is NP-hard. Based on this connection, we transform Problem 4 to an equivalent
problem, which can be solved by utilizing the solution of Problem 1 for the quality-based
scheme. First, we rewrite the optimal value of Problem 1 with i = QB for given rLB and H
as P ⋆QB(rLB,H). Note that rLB ∈ R is feasible if and only if the minimum total transmission
power under the worst channel condition satisfies max
H∈H
P ⋆QB(rLB,H) ≤ P¯ . Therefore, based on
Problem 1 for the quality-based scheme, Problem 4 can be equivalently transformed to the
following problem.
Problem 5 (Equivalent Total Utility Maximization):
max
rLB∈R,{wQB,l(rLB,H)}
LQB,max(rLB)
l=1
G∑
g=1
Ugf(rLB,g) (19)
s.t. P ⋆QB,max(rLB) ≤ P¯ , rLB ∈ R, (20)
where P ⋆QB,max(rLB) := max
H∈H
P ⋆QB(rLB,H), and P
⋆
QB(rLB,H) is given by Problem 1 with i = QB.
Problem 5 is still NP-hard. There are LG possible choices for rLB ∈ R. For all rLB ∈ R and
H ∈ H, we rewrite the SDR lower bound on P ⋆QB(rLB,H) and the locally optimal solution of
Problem 1 for the quality-based scheme as P ⋆QB,SDR(rLB,H) and P
†
QB(rLB,H), respectively. We
can use exhaustive search, as summarized in Algorithm 3 for completeness, to solve Problem 5.
Note that when G = 1 and U1 = U2 = 1, for any rLB ∈ R, (G,U, rLB) satisfies (11), i.e.,
(G,U, rLB) corresponds to a special case of Problem 1 for the quality-based scheme, in which
P ⋆QB,SDR(rLB,H) = P
⋆
QB(rLB,H), as shown in Section IV-B1. Therefore, if G = 1 and U1 =
U2 = 1, Algorithm 3 yields a globally optimal solution of Problem 5; Otherwise, Algorithm 3
provides a near optimal solution of Problem 5.
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Algorithm 3 Exhaustive Search
1: Sort rLB ∈ R by F (rLB) from highest to smallest, i.e.,
F (rLB,(1)) ≥ F (rLB,(2)) ≥ · · · ≥ F (rLB,(LG));
2: Set x = 1;
3: while x ≤ LG and rLB,(x) ∈ R do
4: if G == 1, U1 == U2 == 1 then
5: For all H ∈ H, obtain P ⋆QB,SDR(rLB,(x),H) by
solving Problem 3 with i = QB using SDP, set
P ⋆QB(rLB,(x),H) = P
⋆
QB,SDR(rLB,(x),H), and com-
pute PQB,max(rLB,(x)) = max
H∈H
P ⋆QB,SDR(rLB,(x),H).
6: else
7: For all H ∈ H, obtain P †QB(rLB,(x),H) by
solving Problem 1 with i = QB using Al-
gorithm 2, and compute PQB,max(rLB,(x)) =
max
H∈H
P †QB,SDR(rLB,(x),H)
8: end if
9: if PQB,max(rLB,(x)) ≤ P¯ then
10: Set rex = rLB,(x);
11: Break;
12: else
13: Set x = x+ 1;
14: end if
15: end while
16: For all H ∈ H, obtain {w⋆QB,l(rex,H)}
LQB,max(rLB)
l=1 by
solving Problem 3 with i = QB with rex using Algo-
rithm 1.
B. Greedy Algorithm
To reduce the computational complexity in solving Problem 5, we introduce the following
lemma.
Lemma 2: Let P ⋆QB,SDR,max(rLB) := max
H∈H
P ⋆QB,SDR(rLB,H). If rLB,1 < rLB,2, then P
⋆
QB,SDR,max(rLB,1)
≥ P ⋆QB,SDR,max(rLB,2).
Proof 4: See Appendix D.
Based on Lemma 2 and SDR, we develop a greedy algorithm to obtain a near optimal
solution of Problem 5, as summarized in Algorithm 4. For convenience, let ∆Pg(rLB) :=
P ⋆QB,SDR,max(rLB)−P
⋆
QB,SDR,max((rLB,1, . . . , rg−1, rg− 1, rg+1, . . . , rG)) and ∆Fg(rLB) := F (rLB)−
F ((rLB,1, . . . , rLB,g−1, rLB,g − 1, rLB,g+1, . . . , rLB,G)) denote the power reduction and the util-
ity reduction by changing rLB,g to rLB,g − 1 and keeping rLB,g′ unchanged for all g′ 6= g
and g, g′ ∈ G, respectively. Similarly, let P †QB,max(rLB) := max
H∈H
P †QB(rLB,H). In Steps 3 − 11,
when P ⋆QB,SDR,max(rLB) > P¯ , i.e., rLB is infeasible, we remove the highest layer of group
gmin = argmin
g∈{g∈G|rLB,g≥2}
∆Fg(rLB)
∆Pg(rLB)
iteratively. Recall that the computational complexity for computing
P ⋆QB,SDR,max(rLB) is much lower than that for computing P
†
QB,max(rLB) and P
⋆
QB,SDR,max(rLB) ≤
P ⋆QB,max(rLB) ≤ P
†
QB,max(rLB). Thus, to reduce the computational complexity for determining
whether rLB is infeasible, in Steps 4 and 5, we compute P
⋆
QB,SDR,max(rLB) and compare it with P¯ .
In Steps 12− 20, when P †QB,max(rLB) > P¯ , similarly, we remove the highest layer of group gmin
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TABLE III. Parameter setting of the video [15].
Layer l Utility f(l) (PSNRl) Data rate RLB,l (bps/Hz)
1 28.1496 0.7447
2 30.6066 0.9358
3 37.2694 2.9765
4 37.6534 3.3320
5 39.2136 7.1040
iteratively. Note that r′LB obtained by removing the highest layer of group gmin from rLB satisfies
rLB < r
′
LB. By Lemma 2, we know that P
⋆
QB,SDR,max(rLB) ≥ P
⋆
QB,SDR,max(r
′
LB). Thus, after Step
11, any rLB satisfies P
⋆
QB,SDR,max(rLB) ≤ P¯ . Therefore, in Steps 13 and 14, we directly compute
P †QB,max(rLB) instead of P
⋆
QB,SDR,max(rLB), and compare it with P¯ to determine whether rLB is
infeasible.
Algorithm 4 Greedy Algorithm
1: Set rLB,g = L, for all g ∈ G;
2: Set flag = 1;
3: while flag == 1 do
4: For all H ∈ H, obtain P ⋆QB,SDR(rLB,H) by solving
Problem 3 with i = QB using SDP, and compute
P ⋆QB,SDR,max(rLB);
5: if P ⋆QB,SDR,max(rLB) > P¯ then
6: Compute ∆Fg(rLB) and ∆Pg(rLB) for all g ∈ {g ∈
G|rg ≥ 2};
7: Set gmin = argmin
g∈{g∈G|rLB,g≥2}
∆Fg(rLB)
∆Pg(rLB)
and rLB,gmin =
rLB,gmin − 1;
8: else
9: Set flag = 0;
10: end if
11: end while
12: while flag == 0 do
13: For all H ∈ H, obtain P †QB(rLB,H) by solving Prob-
lem 1 with i = QB using Algorithm 2, and compute
P †QB,max(rLB);
14: if P †QB,max(rLB) > P¯ then
15: Compute ∆Fg(rLB) and ∆Pg(rLB) for all g ∈ {g ∈
G|rLB,g ≥ 2};
16: Set gmin = argmin
g∈{g∈G|rLB,g≥2}
∆Fg(rLB)
∆Pg(rLB)
and rLB,gmin =
rLB,gmin − 1;
17: else
18: Break;
19: end if
20: end while
21: Set rgreedy = rLB;
22: For all H ∈ H, obtain {w†QB,l(rgreedy,H)}
LQB,max(rLB)
l=1
by solving Problem 1 with i = QB and rgreedy using
Algorithm 2.
Now, for the case of G = 4 and Ug = 5 for all g ∈ G, we compare the performance of
Algorithm 3 and Algorithm 4 using numerical results. From Fig. 5 (a), we observe that the total
utility achieved by Algorithm 4 is quite close to that achieved by Algorithm 3. From Fig. 5 (b),
we observe that the total running time of Algorithm 3 decreases with the maximum transmission
power budget, and is always longer than that of Algorithm 4.
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Fig. 5. Comparison in total utility and total running time. G = 4, Ug = 5, σ
2
u = 1, hu ∼ CN (0,
1
d
η
u
I), du = 2g− 1
and η = 2. The parameters related to the video can be found in Table III.
VI. SIMULATION RESULTS
In this section, we compare the proposed solutions in Sections IV-B and V-B with some
baselines using numerical results. In the simulation, we use JSVM as the SVC encoder and
MEPG video sequence Kendo as the video source [15]. The video is encoded into five layers
with the resulted Peak Signal-to-Noise Ratio (PSNR) for each quality level and data rate for
each layer given by Table III. Let PSNRl denote the PSNR value for quality level l, which is
determined by the SVC-encoded video and the ground truth (original video) [15]. We choose
f(l) = PSNRl.
A. Multi-quality Multicast Beamforming Design
In this section, we compare the proposed layer-based and quality-based optimal solutions of
Problem 1 with i = LB and i = QB (both obtained using Algorithm 2) with their corresponding
SDR lower bounds and two baselines. The first baseline treats the video streams of different
qualities for different groups as independent messages and applies the existing solution for
multi-group multicast in [7]. This baseline is referred to as multi-group multicast (MGM). The
second baseline treats the users requiring the same layer as a multi-antenna super-user, adopts
the normalized beamformer for each layer according to maximum ratio transmission (MRT) for
the channel power gain matrix of the super-user, and minimizes the total transmission power by
optimizing the power of each beamformer. This baseline is referred to as layer-based MRT.
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Fig. 6. Total transmission power versus different system parameters. N = 12, rLB,1 = 5, Ug = 4, σ
2
u = 1,
hu ∼ CN (0,
1
d
η
u
I), du = 2g − 1 and η = 2. In (b) and (c), when G > 3 or N < 10, the multi-group multicast
baseline is always infeasible, indicating that it has a strictly smaller feasibility region than the two proposed optimal
solutions.
Fig. 6 illustrates the total transmission power versus different system parameters. From Fig. 6,
we can observe that the two proposed optimal solutions of Problem 1 perform similarly and
achieve close-to-optimal total transmission power (as the achieved total transmission powers are
close to the corresponding SDR lower bounds). Besides, the two proposed optimal solutions
significantly outperform the two baselines. Their performance gains over the MGM baseline
come from the fact that the proposed multi-quality multicast beamforming schemes utilize SVC.
Their performance gains over the layer-based MRT baseline are due to the fact that the proposed
schemes provide a higher flexibility in steering the beamformer to reduce the power consumption
under the quality requirements.
B. Total Utility Maximization
In this part, we compare the proposed joint layer selection and quality-based multi-quality
multicast beamforming design with two baselines, which correspond to the greedy solutions
of the total utility maximization problems, under the MGM baseline and the layer-based MRT
baseline considered in Section VI-A, respectively. The two baselines are referred to as MGM-
based layer selection and MRT-based layer selection, respectively. Fig. 7 illustrates the total
utility versus different system parameters. From Fig. 7, we can observe that the proposed solution
obtained by Algorithm 4 significantly outperforms the two baselines. This is due to the fact that
the proposed quality-based multi-quality multicast beamforming scheme utilizes SVC, and fully
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Fig. 7. Total utility versus different system parameters. G = 3, σ2u = 1. Ug are the same, where g ∈ G. H contains
1000 global channel states randomly chosen according to hu ∼ CN (0,
1
d
η
u
I), du = 2g− 1 and η = 2. When P¯ and
N are small and U¯ is large, the two baselines are always infeasible.
exploits the spatial degrees of freedom in multicasting offered by multiple antennas. It is worth
noting that in Fig 7 (c), the total utility achieved by Algorithm 4 is proportional to the number
of users in each group (i.e., the greedy solution does not change with the number of users in
each group), as the total transmission power achieved by the proposed quality-based optimal
solution increases slowly with the number of users in each group.
VII. CONCLUSION
In this paper, we first proposed two beamforming schemes for layer-based multi-quality mul-
ticast and quality-based multi-quality multicast. For each scheme, we formulated the minimum
power multi-quality multicast beamforming problem under given quality requirements of all
users, and obtained a globally optimal solution in a class of special cases as well as a locally
optimal solution for the general case. Then, we showed that the proposed quality-based optimal
solution achieves lower total transmission power than the proposed layer-based optimal solution
in some cases and the same total transmission power in other cases. However, the quality-based
optimal solution incurs a much lower computational complexity than the layer-based optimal
solution. Next, we considered the optimal joint layer selection and quality-based multi-quality
multicast beamforming design to maximize the total utility under a given maximum transmission
power budget. We developed a greedy algorithm to obtain a near optimal solution. Finally,
numerical results unveiled the power savings and total utility gains enabled by the proposed
solutions over existing solutions.
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APPENDIX A: PROOF OF LEMMA 1
By (5), we have
‖wLB,l‖
2 ≥
ΓLB,l
(
rLB,1∑
k=l+1
|hHu wLB,k|
2 + σ2u
)
|hHu
wLB,l
‖wLB,l‖
|2
, l ∈ ΥLB,g, u ∈ Ug, g ∈ G. (21)
Thus, for any optimal solution {w⋆LB,l}
rLB,1
l=1 , we have∥∥w⋆LB,l∥∥2 = ΓLB,lΨl ({w⋆LB,k}rLB,1k=l+1) , l ∈ ΥLB,max, (22)
where
(Pl)


Ψl
(
{w⋆LB,k}
rLB,1
k=l+1
)
:= min
w¯∈CN×1
max
u∈
⋃
g∈{g|l∈ΥLB,g}
Ug


rLB,1∑
k=l+1
|hHu w
⋆
LB,k|
2 + σ2u
|hHu w¯|
2


s.t. ‖w¯‖ = 1, |hHu w¯| = 0, u ∈
⋃
g∈{g|l /∈ΥLB,g}
Ug.
(23)
Thus, the normalized vector of w⋆LB,l denoted by w¯
⋆
LB,l :=
w
⋆
LB,l
‖w⋆LB,l‖
is an optimal solution of (Pl),
where l ∈ ΥLB,max.
Now, according to the increasing order of g, we obtain {w⋆LB,l}
rLB,g
l=rLB,g+1+1
in rLB,g − rLB,g+1
steps for each g ∈ G. In the first step, we obtain w⋆LB,rLB,g =
∥∥∥w⋆LB,rLB,g∥∥∥ w¯⋆LB,rLB,g . Specifically,
we obtain
∥∥∥w⋆LB,rLB,g
∥∥∥ by (22) and obtain w¯⋆LB,rLB,g by solving (PrLB,g). In the kth step, where
k ∈ {2, . . . , rLB,g−rLB,g+1}, we obtainw⋆LB,l =
∥∥w⋆LB,l∥∥ w¯⋆LB,l, where l = rLB,g−k+1. Specifically,
we obtain
∥∥w⋆LB,l∥∥ by (22) and choose w¯⋆LB,l = w¯⋆LB,l+1. First, we show that w¯⋆LB,l+1 is a feasible
solution of (Pl). Since w¯
⋆
LB,l+1 is an optimal solution of (Pl+1), it satisfies
|hHu w¯
⋆
LB,l+1| = 0, u ∈
⋃
g∈{g|l+1/∈ΥLB,g}
Ug. (24)
By noting that l ∈ ΥLB,g −ΥLB,g+1 and l + 1 ∈ ΥLB,g −ΥLB,g+1, we have {g|l+ 1 /∈ ΥLB,g} =
{g|l /∈ ΥLB,g}. Thus, w¯⋆LB,l+1 also satisfies
|hHu w¯
⋆
LB,l+1| = 0, u ∈
⋃
g∈{g|l /∈ΥLB,g}
Ug. (25)
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Therefore, the normalized vector w¯⋆LB,l+1 is a feasible solution of (Pl). Next, we can show that
w¯
⋆
LB,l+1 is also an optimal solution of (Pl), by contradiction [24]. Finally, we show that the
obtained optimal solution {w⋆LB,l}
rLB,1
l=1 of Problem 1 satisfies the two properties in (14) and (15).
By the construction of {w⋆LB,l}
rLB,1
l=1 , we can see that (14) holds. In addition, by (5), we have
|hHu w
⋆
LB,l|
2 ≥ ΓLB,l
(
rLB,1∑
k=l+1
|hHu w
⋆
LB,k|
2 + σ2u
)
, u ∈
⋃
g∈{g|l∈ΥLB,g}
Ug, l ∈ ΥLB,max. (26)
From (22) and (26), for all l ∈ {rLB,g+1 + 1, . . . , rLB,g − 1}, g ∈ G, we have∥∥w⋆LB,l∥∥2 ≥ΓLB,l2∑rLB,gj=l+1RLB,jΨrLB,g ({w⋆LB,k}rLB,1k=rLB,g) . (27)
Thus, by (22) and (27), we can show that (15) holds.
Therefore, we complete the proof of Lemma 1.
APPENDIX B: PROOF OF THEOREM 1
First, we show P ⋆QB ≤ P
⋆
LB. By Lemma 1, we know that there exists an optimal solution
of Problem 1 for the layer-based scheme {w⋆LB,l}
rLB,1
l=1 which satisfies (14) and (15). Based on
{w⋆LB,l}
rLB,1
l=1 , we construct a feasible solution of Problem 1 with i = QB which achieves the same
total transmission power P ⋆LB as {w
⋆
LB,l}
rLB,1
l=1 . Define
w
†
QB,l := w
⋆
LB,rLB,G+1−l
(∑rLB,G+1−l
j=rLB,G+2−l+1
∥∥w⋆LB,j∥∥2
‖w⋆LB,rLB,G+1−l‖
2
) 1
2
, l ∈ ΥQB,max. (28)
Thus, we have
|hHu w
†
QB,l|
2 = |hHu w
⋆
LB,rLB,G+1−l
|2
∑rLB,G+1−l
j=rLB,G+2−l+1
∥∥w⋆LB,j∥∥2
‖w⋆LB,rLB,G+1−l‖
2
(a)
≥ |hHu w
⋆
LB,rLB,G+1−l
|2
ΓQB,l
ΓLB,rLB,G+1−l
(b)
≥ ΓQB,l

 rLB,1∑
k=rLB,G+1−l+1
|hHu w
⋆
LB,k|
2 + σ2u

 = ΓQB,l

 G∑
j=l+1
rLB,G+1−j∑
k=rLB,G+2−j+1
|hHu w¯
⋆
LB,k|
2
∥∥w⋆LB,k∥∥2 + σ2u


(c)
= ΓQB,l

 G∑
j=l+1
rLB,G+1−j∑
k=rLB,G+2−j+1
|hHu w¯
⋆
LB,rLB,G+1−j
|2
∥∥w⋆LB,k∥∥2 + σ2u


= ΓQB,l
(
G∑
k=l+1
|hHu w
†
QB,k|
2 + σ2u
)
, u ∈ Ug, l ∈ ΥQB,g, g ∈ G, (29)
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where (a) is due to (15), (b) is due to (5), and (c) is due to (14). By comparing (29) with (5),
we can conclude that {w†QB,l}
G
l=1 is a feasible solution of Problem 1 with i = QB. In addition,
by (28), we have
G∑
l=1
‖w†QB,l‖
2 =
G∑
l=1
∥∥∥w⋆LB,rLB,G+1−l
∥∥∥2
∑rLB,G+1−l
j=rLB,G+2−l+1
∥∥w⋆LB,j∥∥2
‖w⋆LB,rLB,G+1−l‖
2
=
rLB,1∑
l=1
∥∥w⋆LB,l∥∥2 = P ⋆LB. (30)
Thus, we know that the feasible solution {w†QB,l}
G
l=1 achieves total transmission power P
⋆
LB.
Therefore, the optimal value P ⋆QB of Problem 1 with i = QB satisfies P
⋆
QB ≤ P
⋆
LB.
Next, we show P ⋆LB ≤ P
⋆
QB. Based on an optimal solution of Problem 1 with i = QB denoted
by {w⋆QB,l}
G
l=1, we construct a feasible solution of Problem 1 which achieves the same total
transmission power P ⋆QB as {w
⋆
QB,l}
G
l=1. Define
w
†
LB,l := w
⋆
QB,rQB,g
(
ΓLB,l2
∑rLB,g
j=l+1RLB,j
ΓQB,rQB,g
) 1
2
, l ∈ {rLB,g+1 + 1, . . . , rLB,g}, g ∈ G. (31)
Thus, we have
|hHu w
†
LB,l|
2 = |hHu w
⋆
QB,rQB,g
|2
ΓLB,l2
∑rLB,g
j=l+1RLB,j
ΓQB,rQB,g
= ΓLB,l

 rLB,g∑
n=l+1
|hHu w
⋆
QB,rQB,g
|22
∑rLB,g
j=n+1 RLB,jΓLB,n
ΓQB,rQB,g
+
|hHu w
⋆
QB,rQB,g
|2
ΓQB,rQB,g


= ΓLB,l
(
rLB,g∑
n=l+1
|hHu w
†
LB,n|
2 +
|hHu w
⋆
QB,rQB,g
|2
ΓQB,rQB,g
)
(d)
≥ ΓLB,l

 rLB,g∑
n=l+1
|hHu w
†
LB,n|
2 +
G∑
n=rQB,g+1
|hHu w
⋆
QB,n|
2 + σ2u


= ΓLB,l

 rLB,g∑
n=l+1
|hHu w
†
LB,n|
2 +
G∑
n=rQB,g+1
rG−n+1∑
j=rG−n+2+1
|hHu w
†
LB,j|
2 + σ2u


= ΓLB,l
(
rLB,1∑
n=l+1
|hHu w
†
LB,n|
2 + σ2u
)
, u ∈ Ug,∈ {rLB,g+1 + 1, . . . , rLB,g}, g ∈ G, (32)
where (d) is due to (5). By comparing (32) with (5), we can conclude that {w†LB,l}
rLB,1
l=1 is a
feasible solution of Problem 1. In addition, by (31), we have
rLB,1∑
l=1
‖w†LB,l‖
2 =
G∑
g=1

‖w⋆QB,rQB,g‖2
rLB,g∑
l=rLB,g+1+1
ΓLB,l2
∑rLB,g
j=l+1RLB,j
ΓQB,rQB,g

 = G∑
l=1
‖w⋆QB,l‖
2 = P ⋆QB. (33)
Thus, we know that the feasible solution {w†LB,l}
rLB,1
l=1 achieves total transmission power P
⋆
QB.
Therefore, the optimal value P ⋆LB of Problem 1 satisfies P
⋆
LB ≤ P
⋆
QB. Since P
⋆
QB ≤ P
⋆
LB and
P ⋆LB ≤ P
⋆
QB, we have P
⋆
LB = P
⋆
QB. Therefore, we complete the proof of Theorem 1.
August 1, 2018 DRAFT
27
APPENDIX C: PROOF OF THEOREM 2
First, we show P ⋆QB,SDR ≤ P
⋆
LB,SDR. Based on an optimal solution of Problem 3 with i = LB
denoted as {X⋆l }
rLB,1
l=1 , we construct a feasible solution of Problem 3 with i = QB which achieves
objective value P ⋆LB,SDR. Define
X
†
QB,l :=
rLB,G+1−l∑
j=rLB,G+2−l+1
X
⋆
LB,j, l ∈ ΓQB,max. (34)
Thus, we have
tr(CuX
†
QB,l) =
rLB,G+1−l∑
j=rLB,G+2−l+1
tr(CuX
⋆
LB,j)
(a)
≥
rLB,G+1−l∑
j=rLB,G+2−l+1
ΓLB,j
(
rLB,1∑
k=j+1
tr(CuX
⋆
LB,k) + σ
2
u
)
(b)
≥
rLB,G+1−l∑
j=rLB,G+2−l+1
ΓLB,j2
∑rLB,G+1−l
n=j+1 RLB,n

 rLB,1∑
k=rLB,G+1−l+1
tr(CuX
⋆
LB,k) + σ
2
u


= ΓQB,l
(
G∑
k=l+1
tr(CuX
†
QB,k) + σ
2
u
)
, u ∈ Ug, l ∈ ΓQB,g, g ∈ G, (35)
where (a) and (b) are due to (7). By comparing (35) with (7), we can conclude that {X†QB,l}
G
l=1
is a feasible solution of Problem 3 with i = QB. In addition, by (34), we have
G∑
l=1
tr(X†QB,l) =
G∑
l=1
rLB,G+1−l∑
j=rLB,G+2−l+1
tr(X⋆LB,j) =
rLB,1∑
l=1
tr(X⋆LB,l) = P
⋆
LB. (36)
Thus, we know that the feasible solution {X†QB,l}
G
l=1 achieves objective value P
⋆
LB,SDR. Therefore,
the optimal value P ⋆QB,SDR of Problem 3 with i = QB satisfies P
⋆
QB,SDR ≤ P
⋆
LB.
Next, we show P ⋆LB,SDR ≤ P
⋆
QB,SDR. Based on an optimal solution of Problem 3 with i = QB
denoted by {X⋆QB,l}
G
l=1, we construct a feasible solution of Problem 3 which achieves objective
value P ⋆QB,SDR. Define
X
†
LB,l := X
⋆
QB,rQB,g
ΓLB,l2
∑rLB,g
j=l+1RLB,j
ΓQB,rQB,g
, l ∈ {rLB,g+1 + 1, . . . , rLB,g}, g ∈ G. (37)
Thus, we have
tr(CuX
†
LB,l)
(c)
= tr(CuX
⋆
QB,rQB,g
)
ΓLB,rQB,g2
∑rLB,g
j=l+1RLB,j
ΓQB,l
= ΓLB,l
(
rLB,g∑
n=l+1
tr(CuX
†
LB,n) +
tr(CuX
⋆
QB,rQB,g
)
ΓQB,rQB,g
)
(d)
≥ ΓLB,l

 rLB,g∑
n=l+1
tr(CuX
†
LB,n) +
G∑
n=rQB,g+1
tr(CuX
⋆
QB,n) + σ
2
u


(e)
= ΓLB,l
(
rLB,1∑
n=l+1
tr(CuX
†
LB,n) + σ
2
u
)
, u ∈ Ug, l ∈ {rLB,g+1 + 1, . . . , rLB,g}, g ∈ G, (38)
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where (c) is due to (37), (d) is due to (7) and (e) is due to (37). By comparing (38) with (7),
we can conclude that {X†LB,l}
rLB,1
l=1 is a feasible solution of Problem 3. In addition, by (37), we
have
rLB,1∑
l=1
tr(X†LB,l) =
G∑
g=1

tr(X⋆QB,l)
rLB,g∑
l=rLB,g+1+1
ΓLB,l2
∑rLB,g
j=l+1RLB,j
ΓQB,rQB,g

 = G∑
l=1
tr(X⋆QB,l) = P
⋆
QB,SDR. (39)
Thus, we know that the feasible solution {X†LB,l}
rLB,1
l=1 achieves objective value P
⋆
QB,SDR. Therefore,
the optimal value P ⋆LB,SDR of Problem 3 satisfies P
⋆
LB,SDR ≤ P
⋆
QB,SDR. Since P
⋆
QB,SDR ≤ P
⋆
LB,SDR and
P ⋆LB,SDR ≤ P
⋆
QB,SDR, we have P
⋆
LB,SDR = P
⋆
QB,SDR. Therefore, we complete the proof of Theorem 2.
APPENDIX D: PROOF OF LEMMA 2
We rewrite the optimal value of Problem 3 with i = LB for given rLB andH as P
⋆
LB,SDR(rLB,H).
Let P ⋆LB,SDR,max(rLB) := max
H∈H
P ⋆LB,SDR(rLB,H). By Theorem 2, we know that P
⋆
LB,SDR(rLB,H) =
P ⋆QB,SDR(rLB,H). Thus, P
⋆
LB,SDR,max(rLB) = P
⋆
QB,SDR,max(rLB). To prove Lemma 2, it remains to
show that if rLB,1 < rLB,2, then P
⋆
LB,SDR,max(rLB,1) ≥ P
⋆
LB,SDR,max(rLB,2). In the following, we
consider Problem 3 with i = LB. W.l.o.g., we consider rLB,2,g⋆ = rLB,1,g⋆−1, and rLB,2,g = rLB,1,g
for all g ∈ {g|g 6= g⋆, g ∈ G}, where rLB,i,g denotes the g-th element of rLB,i for i ∈ {1, 2}.
Then, we have LLB,max(rLB,2) ≤ LLB,max(rLB,1), where LLB,max(rLB) := max{rLB,1, . . . , rLB,g}.
We consider the following two cases. Case (i): LLB,max(rLB,2) = LLB,max(rLB,1). In this case, the
objective functions of Problem 3 with (rLB,1,H) and that of Problem 3 with (rLB,2,H) are the
same. Besides, the constraint set of Problem 3 with (rLB,1,H) contains that of Problem 3 with
(rLB,2,H). Thus, we have P
⋆
LB,SDR(rLB,2,H) ≤ P
⋆
LB,SDR(rLB,1,H) for all H ∈ H. Then, we have
P ⋆LB,SDR,max(rLB,2) ≤ P
⋆
LB,SDR,max(rLB,1). Case (ii): LLB,max(rLB,2) < LLB,max(rLB,1). In this case, we
focus on the SINR constraint for decoding layer LLB,max(rLB,1) successfully in (7) of Problem 3
with (rLB,1,H). By relaxing ΓLB,LLB,max(rLB,1) to zero, the obtained relaxed problem is equivalent to
Problem 3 with (rLB,2,H). Thus, we have P
⋆
LB,SDR(rLB,2,H) ≤ P
⋆
LB,SDR(rLB,1,H) for all H ∈ H.
Then, we have P ⋆LB,SDR,max(rLB,1) ≥ P
⋆
LB,SDR,max(rLB,2). Therefore, we complete the proof.
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