Abstract-It is known that conventional nulling-and-canceling (NC) detection for multiple-input/multiple-output (MIMO) systems cannot exploit all of the available diversity, and, thus, its performance is significantly inferior to that of maximum likelihood (ML) detection. Conventional NC employs the layerwise postequalization signal-to-noise ratios (SNRs) as reliability measures for layer sorting. These SNRs are average quantities that do not depend on the received vector. In this paper, we propose the novel dynamic nulling-and-canceling (DNC) technique that uses approximate a posteriori probabilities as measures of layer reliability. The DNC technique is a minimum mean-square error (MMSE) nulling scheme combined with an improved "dynamic" layer sorting rule that exploits the information contained in the current received vector. We calculate the error probability of DNC for a simple special case and show that it is upper bounded by the error probability of conventional NC. Simulation results are presented for spatial multiplexing systems and for systems using linear dispersion codes. It is demonstrated that the DNC technique can yield near-ML performance for a wide range of system sizes and channel SNRs at a fraction of the computational complexity of the sphere-decoding algorithm for ML detection.
I. INTRODUCTION

F
OR digital communications over wireless fading channels, multiple-input/multiple-output (MIMO) systems offer the potential of large data rates and high reliability. The reliability advantage of MIMO systems is due to the inherently available diversity (e.g., [3] ), which, however, cannot be exploited equally well by the various existing detection schemes. Maximum-likelihood (ML) detection exploits all of the available diversity but tends to have high computational complexity. This is also the case for the sphere-decoding algorithm [4] for ML detection. On the other hand, suboptimum detection schemes like equalization-based techniques (e.g., [5] ) and nulling-and-canceling (NC) or decision-feedback techniques [5] - [7] are much less complex but their performance is significantly inferior to that of ML detection. Thus, there is a strong demand for computationally efficient suboptimum detection techniques that exploit a large part of the available diversity and whose performance can hence come close to that of ML detection.
A. Nulling-and-Canceling With "Dynamic" Layer Sorting
An attractive suboptimum detection technique is NC with layer sorting using the layerwise postequalization signal-to-noise ratios (PSNRs) as a reliability criterion [8] . The performance of this technique is much better than that of equalization techniques or of NC without layer sorting, although it is still far inferior to that of ML detection. It is interesting to observe that the PSNRs are just average quantities that do not depend on the received vector-more specifically, they depend on the channel realization and on the mean noise power, but neither on the transmitted data vector nor on the noise realization.
In this paper, we propose an improved NC technique [1] that we term dynamic nulling-and-canceling (DNC) because it explicitly takes into account the current received vector. The basic idea of the DNC scheme is to use the a posteriori probability (APP) of each layer as a measure of layer reliability. To keep the complexity low, we use an approximate APP that is constructed by means of a Gaussian approximation for the residual postequalization interference. This approach is inspired and motivated by [9] , where an iteratively updated Gaussian approximation for the postequalization interference was used in the context of multiuser detection. As we will show, the Gaussian approximation approach results in a minimum mean-square error (MMSE) equalization based nulling technique with a simple layer-sorting rule that is "dynamic" in that it depends on the current received vector, in contrast to the "static" (average) layer sorting employed by conventional NC. We will demonstrate that this technique can yield near-ML performance for a wide range of system sizes and channel signal-to-noise ratios (SNRs).
Dynamic layer sorting is more complex than conventional layer sorting because the layers are sorted anew for each received vector and not just for an entire data block during which the channel is constant. To keep the extra complexity small, we use an efficient recursive technique for matrix inversion that was proposed for NC in [10] . The computational complexity of the resulting efficient DNC implementation is only a fraction of that required by the sphere-decoding algorithm for ML detection.
B. Paper Structure
In the remainder of this section, we describe the system model and briefly review existing MIMO detection techniques with 1053-587X/$20.00 © 2006 IEEE emphasis on NC-based data detection. In Section II, we formulate the basic principle of the novel DNC technique. The two stages of DNC-data detection and layer sorting-are then developed in Section III and Section IV, respectively. In Section V, a statement of the overall DNC algorithm is provided, an efficient method for recursive matrix inversion is discussed, and the algorithm's computational complexity is analyzed. The error performance of DNC is studied for a simple special case in Section VI. Finally, in Section VII we assess the symbol-error-rate performance and computational complexity of DNC through numerical simulations carried out for spatial multiplexing systems and for systems using linear dispersion codes.
C. System Model
We assume a linear MIMO model where the transmitted data vector of size and the received vector of size are related according to (1) Here, the matrix denotes the system matrix and denotes the noise vector. The data vector components ( indexes the layer) are drawn from a complex symbol alphabet and are assumed zero-mean and independent with unit variance. The noise components are assumed independent and circularly symmetric complex Gaussian with variance . The system matrix is supposed to be perfectly known at the receiver.
Several different space-time transmission schemes can be written in the form of the linear MIMO model (1) . For a spatial multiplexing system such as V-BLAST [5] , [6] , the th data symbol is directly transmitted on the th transmit antenna; and represent the number of transmit antennas and the number of receive antennas, respectively; and the system matrix is the MIMO channel matrix (i.e., the elements of are the fading coefficients from a transmit antenna to a receive antenna). Other space-time transmission schemes that can be described by the model (1) include linear dispersion codes [11] , where (1) is obtained through linear coding of the data streams over space and consecutive channel uses, and unitary differential space-time modulation using the Cayley transform [12] , where (1) correponds to the "linearized" system model that is obtained without explicit estimation of the MIMO channel coefficients.
D. Review of Detection Techniques for MIMO Systems
The major detection techniques for MIMO systems are linear equalization followed by quantization (e.g., [5] ), NC (also known as decision-feedback) [5] - [7] , and ML detection [4] , [13] . The first two techniques are suboptimum but significantly less complex than ML detection. As a relevant background and for reference in subsequent sections, we will briefly review these three detection techniques.
1) Linear Equalization Based Detection:
In linear equalization based detection, an estimate of the transmitted data vector is calculated as where is an equalizer matrix. The detected data vector is then obtained by layerwise quantization according to the symbol alphabet , i.e., (2) In general, layerwise quantization is suboptimum because it ignores the correlations of the noise components introduced by the multiplication of by .
The zero-forcing (ZF) equalizer is given by the pseudo-inverse [14] of , i.e.,
. (For the last expression, we assumed that and that has full rank.) Thus, the result of ZF equalization-before quantization-is (3) which is the transmitted data vector corrupted by correlated noise with covariance matrix
The MMSE equalizer is given by , which minimizes the mean-square error (MSE) [15] . Thus, the result of MMSE equalization is (4) 2) NC: NC uses a serial decision-feedback approach to detect the layers one after another (e.g., [5] - [7] ). At the first decoding step, ZF or MMSE equalization based detection is applied to a certain layer , yielding . Then, the interference corresponding to is subtracted from , i.e., where denotes the th column of the system matrix . If the decision was correct, i.e., , we obtain the reduced system model (5) Here, the reduced system matrix of size is the system matrix with the th column removed, and the reduced data vector of size is the data vector with the th component removed. At the second decoding step, we perform a re-indexing of the remaining layers, i.e.,
, and we detect a specific layer with . This detection is based on the reduced system model in (5), i.e., , where denotes the ZF or MMSE equalizer corresponding to . Subsequently, the interference corresponding to is subtracted from . This detection-subtraction procedure is repeated until all layers are detected. The performance of NC depends crucially on the order of the layers . To minimize error propagation effects and to optimally support the processing of unreliable layers by means of the additional degrees of diversity that become available in the reduced system models, more reliable layers should be detected first. Therefore, the layers are commonly ordered (sorted) using the layerwise ZF or MMSE PSNRs as measures of layer reliability [5] , [8] . NC with layer sorting significantly outperforms NC without layer sorting, although it is still far inferior to ML detection (see Section VII).
3) ML Detection: ML vector detection is optimum in the sense of minimum vector error probability when all data vectors are equally likely. For our system model (1) and our assumptions in Section I-C, the ML detector is given by Here, denotes the set of all data vectors . We note that , where is the symbol alphabet, and thus . Hence, the computational complexity of ML detection grows exponentially with . As shown in [16] , the same is true for the average complexity of the sphere-decoding algorithm [4] for ML detection, although for sufficiently large SNR the average complexity of sphere-decoding behaves polynomially in as long as is not too large [17] .
II. FUNDAMENTALS OF DNC
We now describe the basic principle of the novel DNC technique, namely, the construction of the approximate APP and its use for symbol detection and "dynamic" layer sorting. We will consider just the first decoding step, where we detect a layer in favor of a symbol with high reliability. Layer is then used to perform the interference cancelation as in conventional NC (see Section I-D). The subsequent detection and interference-cancelation steps are analogous, however with a reduced number of active layers. A complete statement of the DNC algorithm will be provided in Section V.
A. MAP Approach to Detection and Layer Sorting
For the th layer, , the optimum decision on the data symbol is given by the maximum a posteriori (MAP) rule that maximizes the APP 1 [13] :
The resulting maximum APP characterizes the reliability of the symbol decision . Our approach to layer sorting now is to first calculate the optimum symbol for each layer and then choose the layer for which the reliability of this optimum symbol decision (APP for ) is maximum, i.e.,
Decoding layer in favor of has maximum reliability at this stage, and we subsequently use this result for interference cancelation.
The complexity of calculating the APP required in (6) is exponential in . A significant reduction of 1 The APP can equivalently be conditioned on the result of ZF equalization y = H r (see (3)) rather than on the received vector r since ZF equalization without quantization does not imply any loss of information. complexity can be obtained by an approximation. We first observe that by Bayes' rule, the APP can be rewritten in terms of the conditional probability density function (pdf) as (8) where it has been assumed that all data symbols are transmitted equally likely, i.e., for all . We have (9) where denotes the set of all for which . Because according to (3) is a Gaussian pdf, it follows from (9) that is a Gaussian mixture pdf. Under the condition that , we can reformulate in (3) as (10) where denotes the th -dimensional unit vector. This shows that for , is equal (up to a shift by ) to the postequalization interference for the th layer, .
B. Gaussian Approximation
We now use a Gaussian approximation for the postequalization interference to obtain a computationally efficient approximation to (8) . More specifically, we approximate the Gaussian mixture pdf by the Gaussian pdf 2 (11) Here, the mean and the covariance are chosen consistent with the true pdf , i.e., and . From (10), we obtain (12) The Gaussian pdf is now completely determined, and the APP in (8) is approximated by Using this Gaussian approximation, the maximization in (6) that yielded the optimum symbol for the th layer is replaced by (13) Furthermore, the maximization in (7) that yielded the optimum layer is replaced by 3 (14) In what follows, these new definitions for and will be used rather than the original definitions (6) and (7).
Equations (13) and (14) define, respectively, the data-detection stage and layer-sorting stage of DNC. Next, we will develop the calculations corresponding to these two stages.
III. DATA-DETECTION STAGE
Using the Gaussian approximation (11), (12), we can write the approximate MAP decision (13) as (15) The matrix inversion lemma [14] applied to yields (16) with (17) and with denoting the th diagonal element of . The matrix is termed Wiener estimator in [18] ; it converts ZF equalization (3) into MMSE equalization (4) [18] , i.e., Using this result and (16), we obtain (18) and (19) 3 Whereas the denominator in (8),
does not depend on the layer index k, the denominator in (14), f (y jd = a) = jAjf (y ), depends on k.
Thus, the maximization in (15) simplifies to (20) The eigenvalues of satisfy . Because can be written as a quadratic form induced by and this quadratic form is bounded by the minimum and maximum eigenvalues of , we obtain the following two (equivalent) inequalities:
Assuming that for (which holds if has full rank), we can rewrite (20) as (21) with the "unbiased distance" (22) The minimization in (21) is known as unbiased MMSE detection [19] ; it will hereafter be denoted as (23) The terms "unbiased distance" and "unbiased MMSE detection" reflect the fact that, in contrast to the MMSE estimate , the scaled MMSE estimate is conditionally unbiased given , i.e., or equivalently [19] . In general, the error probability of unbiased MMSE detection (23) is slightly smaller than that of conventional MMSE detection. (Recall that for conventional MMSE detection, each component of the MMSE-equalized received vector is quantized according to (2).) Unbiased and conventional MMSE detection are however fully equivalent for constant-modulus signaling, i.e., when is equal for all symbols . Thus, our development in this section has shown that the data-detection stage of DNC-that is, approximate MAP detection using the Gaussian approximation for the postequalization interference-is equivalent to unbiased MMSE detection, which is computationally simple.
IV. LAYER-SORTING STAGE
We now develop the calculations corresponding to the layersorting stage. This stage is the determination of the most reliabe layer according to (14) , with according to (23) .
A. Dynamic Layer Sorting
With (11) and (12) , the maximization in (14) becomes Using (18) and (19) , this can be shown to be equivalent to where denotes the set of all symbols that are not equal to and
Taking the logarithm of the expression to be minimized and applying the max-log approximation (e.g., [20] ), we obtain
This simplifying approximation will be used in the following, and accordingly is considered to be redefined by the last expression. We can reformulate this expression in terms of the unbiased distance in (22) : (24) with the instantaneous reliability factor (IRF)
To obtain an illuminating reformulation of this result, we consider the MMSE postequalization SNR (MMSE PSNR) of the th layer (e.g., [21] ) (26) where is the minimum MSE of the th layer [15] , [22] , i.e., Here, the 's and 's denote, respectively, the eigenvalues and eigenvectors of . can be related to as follows. We first note that . From (17), we then have Inserting this into (26), we obtain in terms of Thus, (24) can be written in terms of as (27) For constant-modulus (in particular, PSK) symbol alphabets, (27) can be shown to simplify as (28)
B. Discussion
The quantity maximized in (27) , , is the proposed reliability measure of the detected symbol of the th layer. This quantity consists of two factors:
• The first factor is the MMSE PSNR, which expresses the average reliability of the th layer. This factor depends on the channel realization and on the noise variance , but neither on the transmitted data vector nor on the noise realization .
• The second factor is the IRF in (25) , which can be rewritten as
The IRF is seen to compare the smallest unbiased distance, , with the second smallest unbiased distance, . Thus, it expresses the instantaneous reliability of the th layer decision . It depends on and via (cf. (22)). With conventional NC, the layers are sorted simply according to maximum or, equivalently (see (26) ), according to minimum . That is, instead of (27) one has
The new DNC layer-sorting rule (27) additionally takes into account the IRF . Whereas and merely measure Fig. 1 . Situation where the IRF can lead to a significant performance improvement of DNC over NC. the average reliability of equalization, the IRF measures the instantaneous reliability of the subsequent detection (quantization) process. To appreciate the beneficial influence of the IRF, consider the situation shown in Fig. 1 for a 4-QAM symbol alphabet. We assume that is large but, for a specific received vector , happens to be close to a boundary of the symbol decision regions. This means that layer is very unreliable because the unbiased distance for the detected symbol (cf. (22)) is close to the unbiased distance for some other symbol , i.e., . It follows that the IRF is small, and hence DNC correctly treats this layer as unreliable. In contrast, because of the large , conventional NC would erroneously treat this layer as reliable.
In Fig. 2 , the IRF is depicted as a function of for some symbol alphabets. It is seen that the IRF is a piecewise linear function of . Furthermore, as discussed above, the IRF is small if is close to a boundary of the symbol decision regions; it is zero on these boundaries.
V. THE DNC ALGORITHM
In the previous two sections, we developed the calculations of the DNC algorithm for the first decoding step. We now present a formal statement of the complete DNC algorithm, discuss its efficient implementation using a recursive matrix inversion technique, and analyze its computational complexity.
A. Statement of the DNC Algorithm
The calculations to be performed at the th decoding step of DNC, where , are summarized below (cf. our review of conventional NC in Section I-D 
B. Recursive Calculation of
The computational complexity of DNC is dominated by the calculation of the matrices , in (29), which has to be performed anew for each received vector . With conventional NC, on the other hand, layer sorting just depends on the system matrix , and hence the matrices have to be calculated only once for an entire block of data vectors during which can be assumed to stay constant. For example, in the case of a spatial multiplexing system and a block-fading channel model, (the MIMO channel matrix) does not change during a block of consecutive channel uses. In such cases, DNC is more complex than NC.
Fortunately, the complexity of computing the matrices for a given received vector can be significantly reduced by means of a recursive algorithm that was proposed for NC in [10] (see also [23] ). Indeed, can be calculated from as (30) where through , and , and are parts of as shown
The recursion (30) is initialized by . Whereas depends only on and , the subsequently calculated matrices for depend on the received vector via .
C. Computational Complexity
The computational complexity of the DNC algorithm can be split into the following two components:
• The "preparation complexity" corresponds to all operations that are performed once for an entire data block during which the system matrix stays constant.
• The "vector complexity" corresponds to all operations that are performed once for each received vector . For reasonable blocklengths, especially in the case of spatial multiplexing systems, tends to dominate the overall complexity.
We will now determine estimates of and , assuming for simplicity. The block complexity is caused by the computation of the matrix , and thus . The vector complexity is composed as follows.
• The complexity of calculating the matrices of size , is when a direct calculation is used and when the recursive algorithm of Section V-B is used.
• We have to perform equalization, detection, and layersorting steps for system models of size , ; the complexity of these operations is .
• Finally, the interference cancelation steps have a complexity of .
Thus, the overall computational complexity of DNC using the efficient recursive calculation of the matrices is per received vector.
With DNC, is much more significant relative to than with NC. Fortunately, the recursive calculation of the matrices yields a strong reduction of . The resulting overall complexity of DNC is just a fraction of the complexity of the sphere-decoding algorithm for ML detection (see Section VII-C). We note that the recursive calculation of the 's yields larger benefits for DNC than for NC, since for NC only is reduced. A numerical comparison of computational complexity will be presented in Section VII-C.
VI. ERROR PERFORMANCE OF DNC
In Section IV-B, we argued that dynamic layer sorting based on the IRF should lead to a performance advantage of DNC over NC. We will now demonstrate this performance advantage by studying the error performance of the first layer-decoding step of DNC. The first layer-decoding step is important because it has a decisive impact on the overall error performance of NC schemes.
A. Symbol Error Probability of a Two-Layer BPSK System
For mathematical tractability, we consider the simple special case of two layers using BPSK modulation. The two components of are assumed statistically independent and Gaussian. (Our numerical simulations in Section VII-A will demonstrate that the results obtained under these simplifying assumptions are consistent with the performance observed when the assumptions are not satisfied.) The system matrix is considered fixed.
For BPSK modulation, dynamic layer sorting (28) simplifies as (31) where denotes the result of conventional MMSE detection, i.e.,
It follows that (33)
To calculate the symbol error probability for the th layer, we note that (34) where is statistically independent of . Under the Gaussian approximation for the postequalization interference, is Gaussian with zero mean and variance . Thus, the error probability of MMSE detection for the th layer is given by [24] (35) where denotes the -function. This result is valid for both NC and DNC. For NC, it motivates layer sorting according to the maximum PSNR, since the decoding process for the first layer should be most reliable. Thus, the error probability of the first layer-decoding step of conventional NC is given by (36) where denotes the maximum PSNR.
For DNC, calculation of the error probability cannot be based on (35) because of the dynamic layer sorting employed. It is shown in the Appendix that for two statistically independent active layers and under the Gaussian assumption, the error probability of the first layer-decoding step of DNC is given by (37)
B. Discussion
Comparing (36) and (37), we see that the error probability of NC is determined by the maximum of the two PSNRs whereas the error probability of DNC is determined by the sum of the two PSNRs. We can draw the following conclusions.
• Since , the error probability of DNC is upper bounded by the error probability of NC:
• In the limiting cases and , the two error probabilities become equal, i.e.,
. Hence, the error performance of DNC is similar to that of NC if one of the PSNRs is very dominant. In fact, in that case DNC effectively decodes in favor of the layer with maximum PSNR, and thus it becomes equivalent to NC.
• The performance advantage of dynamic layer sorting is most significant for equal PSNRs, i.e., when . Here, and , corresponding to a 3-dB SNR advantage of DNC over NC. In fact, for equal PSNRs, NC randomly selects some layer and thus does not exploit the possibility of layer sorting. DNC exploits this degree of freedom, and thus achieves better performance. The simulation results in Section VII-A suggest that these conclusions are approximately true also when the simplifying assumptions under which they were derived are not satisfied.
In [25] it has been shown that for an increasing size of the system matrix, all MMSE PSNRs associated with an iid system matrix converge to the same deterministic value. In the case of spatial multiplexing systems (where the system matrix equals the channel matrix), we can thus expect that the performance advantage of DNC over NC is stronger for a larger number of transmit and receive antennas. For a small system, on the other hand, the variations in the PSNRs will be large, and thus there may be channel realizations for which the performance advantage of DNC is only marginal (see Section VII-A).
Finally, we expect strong average performance advantages of DNC over NC if for each realization of the system matrix the PSNRs are grouped into subsets of equal PSNRs. In such a case, NC merely performs a sorting between these subsets; within each subset a layer is randomly selected. This again corresponds to an effective loss of degrees of freedom in performing the layer sorting. Examples are the equivalent real-valued representation of spatial multiplexing systems using QAM signaling and systems using certain linear dispersion codes (see Sections VII-A and VII-B).
VII. SIMULATION RESULTS
We will now present simulation results to assess the symbol error rate (SER) performance and computational complexity of the proposed DNC technique. In our simulations, we used MIMO channels with iid Gaussian matrix entries of unit variance. The numbers of transmit and receive antennas will be denoted by and , respectively. The channel SNR is defined as (recall that ).
A. SER Performance of Spatial Multiplexing Systems
For a spatial multiplexing system such as V-BLAST, the system matrix is the MIMO channel matrix and the size of the system model is given by the numbers of transmit and receive antennas, i.e., and .
1) SER Performance of First Layer-Decoding
Step: We first corroborate our theoretical error probability results of Section VI for a larger system that does not comply with the simplifying assumptions made in Section VI. We consider a spatial multiplexing system with transmit and receive antennas, 4-QAM symbol alphabet, and a channel SNR of 15 dB. In Fig. 3(a) , we show the simulated SER of the first layer-decoding step for DNC and for conventional MMSE-based NC with layer sorting according to maximum PSNR. The SER is plotted versus the ratio of the largest PSNR to the second largest PSNR (this ratio is denoted as ). It can be seen that the performance advantage of DNC over NC is largest when the two largest PSNRs are nearly equal, i.e., for . In that case, DNC achieves an SER reduction by a factor of about 20. On the other hand, the SER reduction becomes quite small when one of the PSNRs is dominant (e.g., for the SER is reduced by just a factor of about 2). This behavior is consistent with our theoretical results in Section VI.
The impact of this behavior on the average SER performance of the first layer-decoding step of course depends on the pdf of the PSNR ratio . In Fig. 3(b) , we show an estimated pdf that has been computed in the course of the simulation described above. It can be seen that small values of are most likely. Thus we can expect that for the first layer-decoding step, the average SER of DNC is significantly smaller than the average SER of NC. This is important as the first layer-decoding step has a decisive impact on the overall SER performance.
2) Overall SER Performance: We studied the overall SER of DNC and NC for both the complex system model (1) and the corresponding real system model (e.g., [26] ). The resulting complex and real schemes will be denoted as (D)NC-C and (D)NC-R, respectively. As a performance reference, we also simulated the ML detector. The real detection schemes detect and separately. Such a separate detection is always possible for QAM symbol alphabets-for example, a complex system with 4-QAM symbol alphabet can be reformulated as a real system of double size with BPSK symbol alphabet. For (D)NC schemes, other than for ML detection and linear equalization based detection, the complex and real implementations generally exhibit different SER performance. This is because in the real implementation, the layer sorting can be done independently for the real part and the imaginary part (see [26] for the case of conventional NC).
For a spatial multiplexing system of size and with 4-QAM symbols, Fig. 4(a) shows the SER-versus-SNR performance of the DNC-C and DNC-R detectors and of the various standard detectors (NC-C, NC-R, and ML). Fig. 4 (b) shows the SER versus at an SNR of 15 dB. The following conclusions can be drawn from these results.
• DNC-R achieves near-ML performance over a wide range of SNRs [see Fig. 4 (a)] and over a wide range of system sizes [see Fig. 4(b) ].
• DNC-R performs significantly better than DNC-C. To understand this behavior, consider the case where, e.g., the real part of a given layer is reliable but the imaginary part is very unreliable (such a situation has been shown in Fig. 1 ). Because DNC-R performs reliability estimation and layer sorting separately for the real part and the imaginary part, it is able to correctly adapt to this situation. In contrast, DNC-C does not distinguish between the reliabilities of the real part and the imaginary part, and thus the layer sorting is the same for both parts.
• NC-R performs only slightly better than NC-C. This can be understood as follows. For NC-R, at the first decoding step, the estimated reliabilities (PSNRs) are the same for the real and imaginary parts of a given layer. Thus, the layer sorting at the first decoding step cannot be done differently for the real and imaginary parts. However, interference cancelation is performed separately, which may result in different layer orders for the real and imaginary parts in subsequent detection and interference cancelation steps. In contrast, with NC-C the real and imaginary parts are always canceled jointly. This explains the slight performance advantage of NC-R over NC-C (see [26] for more details).
• DNC-R performs substantially better than NC-R and NC-C. This is because DNC-R employs dynamic layer sorting which, moreover, is carried out separately for the real and imaginary parts.
• DNC-C outperforms NC-R and NC-C for .
• The performance advantage of DNC over NC is greater for larger system sizes. As explained in Section VI, for increasing system size the PSNRs of the various layers become more similar, and thus NC is increasingly unable to perform an appropriate layer sorting.
B. SER Performance of Systems Using Linear Dispersion Codes
Next, we consider a MIMO system using a linear dispersion (LD) code [11] . Here, the size of the system matrix (equivalent channel matrix)
in (1) is by , where is a blocklength and denotes the number of data symbols transmitted during consecutive channel uses. The system model (1) is real. We used the LD code in [11, equation (31)] with , , and 4-QAM symbols (here referred to as LDC1), and the LD code discussed in [11, p. 1818] with , , , , and 16-QAM symbols (here referred to as LDC2). The size of the equivalent channel matrices associated with LDC1 and LDC2 is 18 18 and 64 64, respectively. Fig. 5(a) and (b) shows the SER-versus-SNR performance of DNC, NC, and ML detection using LDC1 and LDC2, respectively. The following conclusions can be drawn from these results.
• DNC can achieve near-ML performance. At an SER of , the SNR loss of DNC compared to ML detection is just about 0.8 dB for LDC1 and 1.5 dB for LDC2.
• DNC performs substantially better than conventional NC. This can be explained by the structure of the equivalent channel matrix . Indeed, at the first decoding step, the PSNRs of all layers are exactly equal for LDC1 and very similar for LDC2 (99% of all realizations of have ).
C. Computational Complexity
Next, we complement the complexity analysis of Section V-C by presenting empirical estimates of the computational complexity of DNC, NC, and ML detection. For spatial multiplexing systems with equal numbers of transmit and receive antennas and 4-QAM symbols, Table I shows kflop estimates that were measured using MATLAB V5.3 (the corresponding SER performance was shown in Fig. 4) . Even though these kflop estimates are implementation-dependent, they may be more practically meaningful than the complexity order results presented in Section V-C. We again distinguish between the preparation complexity (Table I(a)) and the vector complexity (Table I(b) ). Both DNC and NC-real and complex versions-were implemented using the efficient recursive matrix inversion algorithm discussed in Section V-B. For the ML detector, a straightforward implementation of the sphere-decoding (SD) algorithm [4] , [16] , [17] was used. The complexity of SD strongly depends on the SNR and on the specific channel realization; it may exceed the average complexity of SD by a large amount. Therefore, in addition to the average SD complexity, Table I(b) shows the maximum SD complexity observed during 10 000 simulation runs at an SNR of 10 dB. The following conclusions can be drawn from Table I. • The vector complexity of DNC-R is just a fraction of both the average and maximum of SD (even though DNC-R achieves near-ML performance). Note that in many applications is the dominant complexity component.
• For DNC, is about twice as large as for NC.
• The computational complexity of the real implementations (DNC-R, NC-R) is slightly larger than that of the complex counterparts (DNC-C, NC-C). This is due to the double system size, even though some savings are made possible by the real calculations.
• is slightly smaller for DNC than for NC, because with DNC a part of is transferred to . • In contrast to SD, the complexity of DNC and NC is predetermined; it does not depend on the specific channel or noise realization.
VIII. CONCLUSION
The proposed DNC technique for MIMO detection is based on the principle that at each decoding step, the symbol and layer with maximum approximate APP are detected and canceled. The approximate APP is constructed via a Gaussian approximation for the postequalization interference. This results in an MMSE nulling technique and a "dynamic" layer-sorting rule that is superior to conventional layer sorting based on the PSNRs because it exploits the information contained in the current received vector.
The performance advantages of DNC over conventional NC were demonstrated both analytically and numerically. Specifically, we showed that the largest performance gains are obtained when the postequalization SNRs of all layers are similar. Whereas in this case NC cannot perform a meaningful layer sorting (it effectively selects some layer at random), DNC exploits the information provided by the instantaneous-reliability factor for layer sorting and thus achieves better performance. This advantage of DNC is particularly pronounced in the case of large MIMO spatial multiplexing systems and in the case of MIMO systems using certain linear dispersion codes. The additional computations required by dynamic layer sorting are strongly reduced by a recursive computation of the MMSE equalizer matrix. Our simulation results showed that DNC can yield near-ML performance for a wide range of system sizes and channel SNRs at a fraction of the computational complexity of the sphere-decoding algorithm for ML detection. APPENDIX CALCULATION OF IN (37) We derive the expression for the error probability of the first layer-decoding step of DNC for the case of two active layers using BPSK modulation ( ). Let as in (31). Because of symmetry, is equal to the conditional error probability given any specific choice of transmitted symbols and , e.g.,
We recall from (33) and(32) that the layer-sorting and symboldetection rules are respectively given by An error in the first layer-decoding step occurs either if DNC decodes in favor of layer 1 ( ) and makes a detection error ( or equivalently ), or if DNC decodes in favor of layer 2 ( ) and makes a detection error ( or equivalently ). Thus, the conditional error event given that is It can be shown that this is equivalent to the event . Hence, (39) becomes Using (34) and assuming that and are statistically independent and Gaussian, we obtain further (see equation at the bottom of the previous page), where we used . Finally, by applying the identity (e.g., [27] ) we obtain , which is (37).
