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1. INTRODUCTION 
Let 7t be a positive integer, let X be the field of real or complex numbers, 
and let f be a continuous function from [0, CO) x %” into .P such that 
f(t, 19) = 6 for all t in [0, co). In this paper we use Lyapunov-like methods 
to study the behavior of solutions to the differential equation 
u’(t) = f(4 u(t)>. (DE) 
Most of the techniques used here are essentially the same as those used by the 
author in [5]. However, by employing certain modifications of the ideas 
developed in [5], we are able to obtain more complete information on the 
behavior of the solutions to (DE). For example, we are able to characterize 
(in terms of separation of solutions) those linear differential equations which 
admit an exponential dichotomy. This then allows one to prove several 
results concerning the perturbation of linear equations which admit an 
exponential dichotomy. However, the main advantage that this approach 
enjoys is that it can be applied directly to nonlinear equations (and, hence, 
we do not need to assume that (DE) can be “linearized”). 
The basic notations and definitions are introduced in Section 2. Also, 
some convenient criteria for the separation of solutions to (DE) are developed 
in this section. The results concerning the behavior of solutions to (DE) are 
developed in Section 3, and these results are specialized to the linear case in 
Section 4. 
Throughout this paper we have attempted to keep the notations and 
underlying assumptions compatible with those in [5]. However, mainly for 
convenience, there are some discrepancies. Here we assume that f(t, a) is 
defined on Xn as opposed to on D, where D is an open neighborhood of 0 
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in JP. Also, we consider the time dependence to be in the interval [0, co) 
as opposed to the interval (-co, co). In addition, some simplifications are 
made on the continuity of our Lyapunov functions and “projection” transfor- 
mations. 
2. PRELIMINARIES 
Throughout this paper X is either the field 88 of real numbers or the 
field @ of complex numbers, n is a positive integer, and ~$9 is the vector space 
over Z of all finite X-valued sequences (&)T with addition and scalar 
multiplication defined in the usual manner. Also, fl denotes the zero element 
of ~9 and 1 . 1 denotes a norm on the vector space X”. Letf be a continuous 
function from [0, co) x Xn into SP such thatf(t, 0) = 8 for all t in [0, co) 
and consider the differential equation 
u’(t) = f(4 u(t)). (DE) 
The class of all noncontinuable solutions to (DE) is denoted by ‘3, and for 
each u in ‘3, J(u) denotes the subinterval of [0, 00) in which u is defined. 
DEFINITION 1. Denote by Y the class of all functions V from 
[0, co) x ~7% into [0, co) which satisfy the following two conditions: 
(i) the function (t, X) + V[t, X] is continuous on [0, co) x .P; and 
(ii) there is a continuous function L from [O, 00) into [I, co) such that 
1 X 1 < V[t, x] < L(t) 1 x 1 for all (t, x) in [0, co) X ZP. 
DEFINITION 2. Denote by B the class of all pairs (Pr , Ps) where, for 
each t in [0, co), PI(t) and Pa(t) are functions from X0 into ,zP which satisfy 
each of the following: 
(i) the functions (t, X) -+ Pi(t)% are continuous on [0, co) X JP for 
i = 1,2; 
(ii) 1 x I < 1 Pr(t)x + Ps(t)x 1 for all (t, X) in [0, co) X 3P; 
(iii) for a = 1,2, there is a continuous function it& from [0, co) into 
[l, co) such that 1 Pi(t)x I < M,(t) I x I for all (t, X) in [0, co) x 3P; and 
(iv) for i = 1, 2 and t E [0, co), the set N,(t) = {x: P$(t)x = 0} has the 
property that there is a continuous function vi,* from [0, 00) into N,(t) such 
that vi,JO) = 0 and lim,,, 1 v&)I = co. 
As in [SJ, the solutions to (DE) are said to be separated by 
(V, PI , Pz) E V x B if whenever u E 3 and t E J(u), the inequality 
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V[t, Z’r(t) u(t)] > V[t, P,(t) u(t)] implies that s -+ V[s, PI(s) U(S)] is non- 
increasing in a neighborhood of t, and the inequality V[t, Ps(t) u(t)] > 
V[t, PI(t) u(t)] implies that s --t V[s, J’s(s) U(S)] is nondecreasing in a neigh- 
borhood of t. One immediate consequence of this definition is the fact that 
if v[t, PI(t) u(t)] < v[t, J’dt) 401, then F, PI(s) WI < Us, p&) W 
for all s E J(U) n [t, co), and if V[t, P2(t) u(t)] < V[t, PI(t) u(t)], then 
us, P,(s) +)I < us, PI(S) u(s)1 for all s E J(U) n [0, t], With this obser- 
vation as our motivation, we make the following definition. 
DEFINITION 3. Suppose that I’ E Y”, (P1 , Pa) E 9”, 7 E [0, co), and p and 77 
are positive numbers such that p < 7. 
(i) The solutions to (DE) are said to be (p, q)-separated (+) on 
[T, co) if for each u E ‘9 and t E J(U) n [T, oo), the inequality V[t, PI(t) u(t)] < 
pV[t, P2(t) u(t)] implies that V[s, PI(s) u(s)] < ?V[s, Pa(s) u(s)] for all 
s E J(u) n [t, m>. 
(ii) The solutions to (DE) are said to be (p, T)-separated (-) on [T, co) 
if for each u E 9 and t E J(u) n [T, co), the inequality V[t, P2(t) u(t)] < 
pV[t, PI(t) u(t)] implies that V[s, Pa(s) u(s)] < TV[S, P,(s) u(s)] for all 
s E J(u) n b, tl. 
In the case that the solutions to (DE) are (p, q)-separated (+) and (p, T)- 
separated (-) on [T, co), we say that they are (p, r])-separated on [T, co). 
Note that if the solutions to (DE) are separated by (V, Pr , Pa), then they 
are (1, 1)-separated (but not conversely). We now establish some simple 
(but convenient) criteria to determine when the solutions to (DE) are 
separated. If p is a real-valued function on an interval J, then 
and 
U(t) = liy+pp (I@ + 4 - P(tW. 
Now let y be a continuous function from [0, co) into [0, co) and for each 
i = 1,2, let CQ be a continuous function from [0, co) into R. Suppose further 
that for each u in 9 and t in j(u) n [T, oo), 





PROPOSITION 1. Suppose that (2.1) and (2.2) hold, the zero solution to (DE) 
is unique, and there are positive numbers p and 7 such that p < 77 and 
W~lrl) < s” h(s) + 44 - (2 + 77 + p-9 rW1 ds (2.3) 
for all r, t E [T, co) with: < t. Then the solutions to (DE) are (p, v)-separated 
on CT, a). 
Proof. Let u be a nontrivial member of 9 and set p,(t) = V[t, Pi(t) u(t)] 
for t E J(U) and i = 1, 2. Suppose that there is an rO 3 7 such that 
p,(r,,) < pp2(r,,). If p&r& = 0 then p,(r,) = 0, and it follows that u(r,,) = B 
(see (ii) of Definition 2). Since the zero solution is unique, it follows that 
p,(r,) > 0 and since p < 7, there is a 6 > 0 such that PI(s) < @a(s) for all 
s E [r,, , r,, + 61. The claim is that p,(s) < +a(s) for all s E J(u) n [r,, , co). 
Supposing this is not the case implies that there are numbers r and t in 
[r, , co) n J(u) such that r -=c t, f+(r) = pp,(r>, p&) = v%(t), and PP&) < 
pi(s) < up, for all s E [r, t]. By (2.1) ifs E (r, t), 
D+Pl(s) G (-4) + Y(S)) PI(S) + y(s) P-‘Pl(d 
= [-44 + (1 + p-7 YWI P,(s); 
and by (2.2), 
D-P,(s) 2 (4s) - y(s)) Pz(s) - Y(s) 77p2(s) 
= M4 - (1 + 77) r(s)1 P*(s)* 
Solving these differential inequalities we have that 
77 -l = P&> PI(t)-’ 
3 pz(r>pl(r>-’ exp (J’ [011(s) + 44 - (2 + 77 + p-l) Y(S) ds). 
T 
Since ps(r) PI(r)-1 = p-l, we have that the above inequality is a contradiction 
to (2.3). This contradiction establishes the fact that the solutions to (DE) are 
(p, +separated (+) on [r, co). The fact that they are also (p, q)-separated (-) 
on [T, co) is established similarly, and we omit the proof. 
As a special case of Proposition 1, we have the following criteria. 
PROPOSITION 2. Suppose that (2.1) and (2.2) hoId, the zero solution to (DE) 
is una$ue, and there are positive numbers /J and 6 such that 
and 
%(t> + aAt) 3 B for t Z 7 
i 
t+1 
y(s) ds < 6 for t > T. t 
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Suppose further that there are positive numLws p and r) such that p < q, 
q2 + q + p-l) d B, and 6(2 + 7 + p-l) < -ln(p/T). Then the solutions to 
(DE) are (p, q)-separated on [T, co). 
Proof. Let Y < t and let m be the positive integer such that 
y+(m-- 1) < t < Y + m. Then 
s : i%(s) + 4s) - (2 + 7 + P-Y ~(41 ds 
2 B(t - y) - (2 + q + p-9 jr’+* Y(S) ds 
>, B(t - t.) - (2 + q + p-l>@ - y + 1)s 
= [18 - (2 + q + p-yj(t - r) - (2 + 7 + p-y 
> MPh)* 
Thus, Proposition 2 is a special case of Proposition 1. 
Now we consider a further separability criteria by using nonlinear com- 
parison equations similar to (2.1) and (2.2). Let YI and Ys be continuous 
functions from [0, co) into [0, co) such that Yi(0) = 0 and Vi,(r) > 0 if 
Y > 0. Suppose further that if u is in 9 then 
and 
D+m PlW ml G (-4t> + IN) Iv,( m PI@) m) (2.4) 
+ r(t) Yl( w, pzw u(t)l) 
D-W, Pdt) 441 2 (4) - Y(t)) YZVP, P&) W) 
- Y(t) Y2( WY PlW WI) 
for all t E J(u) n [T, co). 
(2.5) 
PROPOSITION 3. Suppose that (2.4) and (2.5) hold and that the zero solution 
to (DE) is unique. 
(i) If there is an 71 > 0 such that 
-4) Yl(Y) + At)lYdy) + lf11bP~ll < 0 
and 
44 Y&) - rW[‘Yz(y) + Ydv)l > 0 
for all t > T and Y > 0, then the solutions to (DE) ate (7, y&separated (+) 
on [T, a). 
(ii) If thee is an 17 > 0 such that 
-49 Y&l + r(OlY&) + ~Ih~>l < 0 
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and 
4) ul,(y) - r(tWdy) + ~&?-‘~)I > 0 
for all t > 7 and Y > 0, then the solutions to (DE) are (7, r])-separated (-) 
on [T, a)). 
Proof. Let u be a nontrivial member of 9 and definep$(t) = ?‘[t, Pi(t) u(t)] 
for t E J(u) and i = 1,2. Assume that the conditions in (i) hold and that 
p,(t) = qp&t) for some t E j(u) n [T, oo). Using continuity, there is a 8 > 0 
such that ifs E [t, t + 61 then 
o+Pl(d G [--011(s) + Y(S)1 ~lu,(PlW + Y(S) ~lv,(P&N 
% E-44 + r(t)1 yl(Pl(t)) + Y(t) Yl(P&>) 
= -4) IU,(PlW + r(WdP&N + ~dTIPIw)l 
<o 
and 
D-P&) B M) - A41 YdP&N - Y(s) YdP&N 
6% b!z@) - r(t)1 Yz(pz(t)) - y(t) ‘u,(PlW 
= 4) Y,(pz(t)) - r(WdP&N + ~&?P&>ll 
> 0. 
Hence, for 6 > 0 sufficiently small, p, is decreasing and p, is increasing in 
[t, t + 61, and it is immediate that p,(s) < rip,(s) for all s E [t, t + 81. The 
fact that the solutions to (DE) are (7, v)-separated (+) on [T, co) now follows 
easily and (i) is established. The proof of (ii) is analogous to that of (i) and is 
omitted. 
Remark 1. Suppose that p and v are positive numbers and Y,(Y) = YU 
and Y,(Y) = YV for all Y 3 0. Then the conditions in part (i) of 
Proposition 3 are equivalent to requiring that -q(t) + r(t)(l + 7-u) < 0 
and %(t) - y(t)(l + r]~) > 0 for all t > T; and the conditions in 
part (ii) are equivalent to requiring that -al(t) + y(t)(l + 7“) < 0 and 
%(t) - y(t)(l + T-“) > 0 for all t 3 7. 
3. NONLINEAR EQUATIONS 
In this section we show how the ideas developed in Section 2 can be applied 
directly to the study of the behavior of solutions to (DE). In these consider- 
ations of a pair of scalar differential equations is needed for comparison, and 
we introduce the notation here. For i = 1, 2, let xd be a continuous function 
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from [0, 00) x [0, 00) into R such that xi(t, 0) = 0 for all t > 0 and such 
that the solutions to the differential equation y’(t) = xi(t, y(t)) are unique. 
We use the following notations and assumptions: 
(Cl) For each i = 1,2 and 7, Y  > 0, &(e; T, Y) denotes the non- 
continuable solution to y’(t) = ,ya(t, y(t)) such that Y(T) = Y; 
(C2) The domain of &(*; T, r) contains [T, co) and the domain of 
$s(.; 7, Y) contains [0, T] for each 7, Y  3 0; and 
(C3) If 7 > 0 and yl, r2 > 0, then 
whenever &( *; 7, r2) is defined on [T ,  co). 
It is also convenient to record the following two lemmas. 
LEMMA 1. I~T  > 0, Y  > s > 0, and i = 1, 2, thea 4i(t; T ,  Y) >, $i(t; T ,  S) 
for all t in the domain of &(-; 7, Y). 
LEMMA 2. Suppose that T  > 0, T > T ,  andp is a continuousfinctionfiom 
[T ,  T] into [0, 00). 
(9 If o+P(t) G X&Y p(t)) f OY each t in (T, T), then P(t) < &(t; T ,  P(T)) 
for all t in [T ,  T]. 
(ii) If U(t) b x2(4 At>) f OY each t in (T, T), then &(t; T,$(T)) < 
p(t) < &(t; T p(T)) fm d t in [T7 Tl- 
Lemma 1 is immediate from the uniqueness of solutions, and Lemma 2 
follows from Lakshmikantham and Leela [3, Theorem 1.4.1, p. 151. 
Throughout this section it is assumed that V E V and (Z’, , Pa) E B. Also, 
the function L is as in Definition 1 and the notations Mi , vi,t and N,(t) are as 
in Definition 2. We also use the following conditions: 
(C4) There is a number h > 0 such that if u E 9, t E J(U) n [T ,  co), and 
V, p&> u(t)] ,< hJ% pi(t) WI, then 
D+w, P1(t) @)I < X1(4 w pi(t) 4t)l); 
and 
(C5) There is a number X > 0 such that if u E Q, t E J(u) n [T ,  co), and 
W, Pi(t) @)I < hV[t, p&J W, then 
THEOREM 1. Suppose that the zero solution to (DE) is unique, conditions 
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(Cl)-(CS) are fulfilled, and there are positive numbers p and 7 such that p < 7, 
p-l < A, r] < A, and the solutions to (DE) are (p, q)-separated (+) on [T, co). 
If u is a nontrivial member of 9 such that 7 E J(u), then exaxtly one of the 
following must occur: 
(i) J(u) 3 [7, co), V[t, pz(t) u(t)] < ,+V[t, PI(t) u(t)] fo1 all t > T, and 
I @)I G (1 + P-7 b&i $3 w J4(s) I u(s)l) 
whenevert>s>r. 
(ii) There is a T,, E J(u) r\ [T, a~) such that 
V, pdt) @)I < TJ% P&I +)I for all t E J(u) n ho , 00)~ 
and 
I u(t)l G (1 + r))$w; 54) J%(s) I 44l> 
whenever t, s E J(u) with r,, < t < s. 
Proof. Let pi(t) = V[t,&(t) u(t)] f or all t E J(u) and i = 1,2. Suppose 
first that pa(t) < p-lpi(t) for all t E J(u) n [T, cc). It follows from (C4) that 
D’PlO) G x1(4 p(t)) f or all t E J(u) n [T, cc). Using (i) of Lemma 2, the fact 
that p,(s) <L(s) X(s) I ~(4 I, and L emma 1, it follows that if t, s E J(u) n [T, co) 
with s < t, then 
I u(t)l < I PI@) u(t) + Pz@) 4 G I PI(t) w + I P&> 4)l 
G PlH + PSW G (1 + f-7 PI(t) 
G (1 + P-9 MC -% P&N 
d (1 + P-Y dl(C s, w J&(4 I UWI). 
Thus, u remains bounded on bounded subsets of J(u) n [T, 03); so 
J(u) 3 [T, co) and ah ernative (i) holds. Conversely, suppose that there is a 
T,, E J(u) such that ps(~,,) > p-lpr(rs). S ince the solutions to (DE) are (p, q)- 
separated (+) on [T, co), it follows directly that pi(t) < Tp2(t) for all 
t E J(u) n [TO t co). Using (C5), we see that D-p,(t) > x&t, p2(t)) for all 
t E J(u) n h , co), and, hence, if t, s E J(u) n [rs , CO) with t < s, then 
I uWl ,< P&) + P&) G (1 + d Ps(t) 
G (1 + 7) Mt; SP ,(s)) 
< (1 + 7) A(t; $9 w w4 I 44). 
Hence, alternative (ii) must hold. Note that alternatives (i) and (ii) cannot 
hold simultaneously. For if this were the case, D+pl(t) < xl(t, pi(t)) and 
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D-p,(t) 3 x&, pdO> for all t 2 TV, and it would then follow from (C3) that 
k? P&) P&F’ 3 v-2 MC To ? PdToN MC To 9 Pl(TO)F’ = ah 
which is impossible since ps(t) < p-lpi(t) for all t > 7. . This completes the 
proof of Theorem 1. 
Note that if v1,7 is as in (iv) of Definition 2 and u is a member of 9 such that 
U(T) = v&r) for some r > 0, then Pi(T) u(T) = 0 and u satisfies alternative 
(ii) of Theorem 1 with To = 7. Thus, we see that there are “many” solutions 
to (DE) which satisfy alternative (ii) of Theorem 1. The following theorem 
gives criteria which ensures that there are “many” solutions to (DE) which 
satisfy alternative (i) of Theorem 1. 
THEOREM 2. In addition to the suppositions of Theorem 1, suppose that each 
solution to (DE) is unique and that the solutions to (DE) are (p, T)-separated (-) 
on [T ,  co). Then for each r > 0 there is a member u of 3 such that 1 u(T)1 = Y  
and u satis$es alternative (i) of Theorem 1. 
Proof. The proof of this theorem follows closely the proof of Theorem 1 
in [5]. Let Y  > 0, let t > 7, and let ~s,~ be as in (iv) of Definition 2. For each 
p > 0 let u, be the member of 9 such that z+(t) = ~.&3) and define 
p&s) = V[s, P,(s) us(s)] for all s E J(us) and i = 1, 2. Then P2(t) z+(t) = 19, 
P%&) d pPU3(t)9 and, hence, p&s) < rip,,,(s) for all s E J(llg) n [T ,  t] (since 
the solutions are (p, T)-separated (-) on [T ,  00)). Thus, 
~+Pl.Bw G X&P Pi*,(S)) fOi' all SE J(UB) n [T ,  t]. 
In particular, if us is defined on [T ,  t], then p&s) < &(s; 7, P&T)) and since 
I %(S>l G PLB(S) + P2&) G (1 + 4 PI,&, 
we have that 
1 us(s>l < (1 + ‘I> +I@; 7, L(T) MI(T) 1 %(T)l) for s E [T, t]. (3-l) 
Since the solutions to (DE) are unique, for sufficiently small /3 > 0 the 
solution us is defined on [T ,  t] and, so long as u, is defined on [T ,  t], the 
function B -+ t+(T) is continuous (see, e.g., Coppel [1, p. 171). Also 
lim B+O+ us(T) = 8. Consequently, assuming that there is no p > 0 such that 
1 U,(T)\ = Y  implies that u, is defined on [T, t] and I us(T)1 < r for all /3 > 0. 
However, by (3.1), 
1 %,t(@I = 1 f%(t)\ < (1 + ‘I> b&i 7, L(T) Ml(+) 
for all p > 0. This is impossible since lima,, 1 Y,&?)] = co. It now follows 
that for each t > 7 there is a member ut of 3 such that J(ut) 1 [T ,  t], 
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) ut(r)j = Y, and V[s, Pa(s) z+(s)] < vY[s, PI(s) u(s)] for all s E [T, t]. By 
compactness, there is a sequence (tk)F in [T, cc) and an x in Xn with / x 1 = r 
such that lim,,, t, = 0~) and lim k..,m Us, = X. If u is the member of 9 
such that u(r) = X, then u is defined on [r, co) and lim,,, ut,(t) = u(t) 
for each t 3 r. (Note that if t 3 r and tk 3 t for all k > k, , then 
1 Us,] < (1 + 7) &(s; T, L(r) Mr(~)r) for 7 < s < t and k 3 k, . Hence, 
{u,~: k > k,} is equicontinuous and uniformly bounded on [T, t], and it 
follows easily that t E J(u) and lim,,, z+(t) = u(t).) Since V[t, P2(t) q(t)] < 
qV[t, Pi(t) z+(t)] whenever t < t, , we have that 
v, P&) WI d 77vt9 pa> w for t > 7. 
Suppose, for contraction, that u satisfies alternative (ii) of Theorem I, and let 
p,(t) = V[t, Pi(t) u(t)] for all t > ~a . Then D-p,(t) > xz(t, p2(t)) and, by 
(34, o+pl(t) d xl@, pi(t)> for all t b 7. . As in the last part of the proof of 
Theorem 1, we see that this implies that lim,,,p,(t)p,(t)-l = cc, which is 
impossible by (3.2). Thus, u must satisfy alternative (i) of Theorem 1 and the 
proof of Theorem 2 is complete. 
Our next theorem indicates how these techniques may be employed to 
obtain information on the asymptotic behavior of solutions to (DE). 
THEOREM 3. In addition to the suppositions of Theorem 1, suppose that (T,J~ 
is a sequence in [T ,  CO) and (pk)T and (qk)F are increasing sequences of positive 
numbers such that 
(a) lim,,, Tk = CO and plc < vkfoT k = 1, 2, 3 ,...; 
(b) the solutions to (DE) are (pk , Ilk)-separated (+) on [TV , 00); and 
(c) ;fu E 8, t (2 J(u) n h , a), and W, J’dt) 401 < Q’[t, J’&) 4t)l, 
thJ?n ~-W, P&) WI 3 X20, w> p&) W). 
I f  u is a nontrivial member of Q which satisfes alternative (i) of Theorem 1, then 
“T+ZUP vrt, fyt) zl(t)] vrt, q(t) u(t)]-1 < k+c pal. (3.3) 
In particular, if lim,,, plc = co, then 
ast+co. 
Proof. Letp,(t) = V[t, Pi(t) u(t)] for t > 7 and i = 1,2, and suppose for 
contradiction that (3.3) does not hold. Then lim suptern &(t) pi(t)-’ > p;’ for 
some k > I ; so there is an s E [Tk , 00) such that p,(s) > p&(s). Thus, 
pl(s) < pkpS(s) and we have from (b) that p,(t) < q&(t) for all t > s. By 
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(c), D-p,(t) > xs(t, p,(t)) for all t > s, and since u satisfies alternative (i) of 
Theorem 1, W&) < xl@, MN f or all t > s. It now follows from (C3) that 
liy+tup &(t)A(t)-l > liT+%up h(C s, P&N h(t; s, PI(~)-’ = a. 
However, this is impossible since p,(t) < p-r~r(t) for all t >, T. This contra- 
diction proves the assertion of Theorem 3. 
Now, to indicate a situation in which these techniques apply, we go 
through the details of the following simple example. 
EXAMPLE 1. Suppose that ,LL and v are odd, positive integers and consider 
the system 
u1v> = -U1W + f&7 UlW, u2w 
u2’W = u2(f>” +.f2t4 Ul(f>l u2PN 
(3.4) 
in R2, where fi is a continuous from [0, co) x R2 into R and there is a 
continuous function y from [0, co) into [0, co) such that 
and 
Ifl(C & ? E2)l < rW(l 51 I” + I 62 19 
for all (t, 5, , E,) E [0, co) x R2. Assume also that there is a number /3 < 1 
such that 2r(t) < ,kI for all t > 0. Define Pr(t)(& , 5,) = (& , 0), Ps(t)(& , t2) = 
(0, E2), and V, (El , &,)I = I&, E2)l, where I(& , t2)l = m=(l &I, I t2 I) 
for all t > 0 and ([r , [a) E IF?. Then V E Y and (PI , P2) E 9. Now let 
II = (ur , u2) be a solution to (3.4). Then V[t, PI(t) u(t)] = ) u,(s)1 is right 
differentiable and 
(d+/4 I Ul(f)l = jg (I w + ~%‘(Ol - I %(W~ 
G sy+ (I u1w - 4w I - I %(w~ + I fl(f, U,(f), ~&))I 
< - I wl” + rW(l %W + I %(w). 
Also, V[t, P2(t) u(t)] = ( u,(t)1 is left differentiable and 
Wl4 I WI = jig (I =2(t) + bY4l - I ~,(qM 
2 I U2W” - r(f>(l wl” + I ~P(qI”). 
Consequently, 
D+m p1w WI G t-1 + y(t)) w, pxw 4w + y(t) v, p2(4 w”, 
D-W> P2Q) 441 2 (1 - y(f)) w, P&) U(f)? - y(f) V[f, PI(f) u(t)] 
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for all t 3 0. It now follows from Proposition 3 (see, in particular, Remark 1) 
that the solutions to (3.4) are (1, I)-separated on [0, co). Also, if 
xI(t, Y) = (-1 + /3) YU and xs(t, r) = (1 - j3) yy, then the suppositions of 
Theorem 1 are fulfilled with h = 1, and if we assume further thatf, and fi are 
locally Lipschitz continuous, then the suppositions of Theorem 2 are also 
fulfilled. Assume still further that lim t+m y(t) = 0, and let k be a positive 
integer. Let II = (u, , us) be a solution to (3.4), and define p,(t) = [ ui(t)[ for 
i = 1,2 and t E J(U). Then ifpI < /q,(t) we have that 
D-P&> B (1 - lw) PSW - y(t) m 
3 (1 - Y(t) - b(t)) P&Y. 
Hence, if t, 3 0 is such that y(t)(l + kY) < /3 for all t > t, , then, 
D-P&) a Xi& A(t)> 
Note also that for t >, t, , 
for t > t, . 
and 
--I + r(t)(l + k-u) < 0 
1 - r(t)(1 + k”) > 0. 
Hence, by Proposition 3 (see also Remark I), the solutions to (3.4) are 
(K, K)-separated (+) on [Q , CO). Thus the suppositions of Theorem 3 are 
fulfilled with ft = Q = K, and we have that if u = (211 , us) is a solution to 
(3.4) which satisfies alternative (i) of Theorem 1, then 
Remark 2. The details and conclusions of the above example can be 
carried out in exactly the same manner if we assume that p and v are any 
numbers in [I, co), and consider the system 
h’(t) = -w-MtN I WP +Mt, W, Wh 
us’(t) = sdW) I WI’ +h& ul(t>, Wh 
(3.4)’ 
where sgn(l) = 1 if 5 > 0 and sgn(l) = -1 if 5 < 0. 
Let us also point out that Example 1 may be “generalized” to higher order 
equations. Suppose that n > 2, n, and n2 are positive integers, and identify II@ 
with R”1 x (WY For i = 1, 2, let gi be a continuous function from 
[0, to) x W* into IF@ such that g,(t, 0) = B for all t > 0, and consider the 
system 
(3.5) 
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in IW x IV% Also, for i = 1,2, let Vi be a continuous function from 
[0, co) x I%“{ into [0, co) such that 
I * I < viC4 4 6 G(t) I x I for all (t, X) E [0, a) X lW. 
Now suppose that there are numbers p and v in [l, 00) such that if w = (4 , zl.J 
is a solution to (3.5) on J(w), then 
and 
for all t E J(w), where q and % are continuous functions from [0, co) into 
(0, co). For i = 1, 2 letfi be a continuous function from [0, 00) x !lW x lW 
into W such that 
Ifi(4%Y)l ~Yr(NxI”+IYI”) 
and 
If& %Y>l G rW(l x I” + I Y I”) 
Consider the system 
for all (t, X, y) E [0, co) X IV X iR% 
for all (t, x, y) E [0, c0) X W1 X Rna. 
%W = lh(t, W) + fd4 w, us(t)), 
%w = g&9 u&N + f& u&)9 us(t)) 
(3.6) 
in IW x I@. If we define V[t, X, y] = Vl[t, x] + VJt, y], Pl(t)(x, y) = (x, 13) 
and P,(t)(x, y) = (0, y) for all (t, x, y) in [0, 00) x lW x I@, then YE 71r 
and (Pi , Ps) E 8. Also, if u = (u i , us) is a solution to (3.6) on J(u) and 
Pi(t) = m ~&h(t), W)l for t E J(U), i= 1,2, 
then pi(t) = Vi[t, q(t)] and it follows that 
~+Pl(t) G (-l(t) + h(t) YW P&)” + w Y(t) P&>“, 
~-P,(t) 2 (4) - -h(t) r(t)> P&Y - W) y(t) P&Y* 
Thus the behavior of the solutions to (3.6) can be analyzed in a manner 
similar to those to (3.4). 
Remark 3. In the case that TV = v = 1, the “smallness” of the function y 
in the above examples and discussions can be relaxed somewhat by using 
Proposition 1 as opposed to Proposition 3 in obtaining the separability 
criteria. 
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4. LINEAR EQUATIONS 
In this section we apply our techniques to linear differential equations. 
Throughout this section we assume that n > 2. Let 2(Xa) denote the 
algebra over X of all linear functions from Xn into X” and define the norm 
II *II on =WW by II B II = max{l Bx 1: I x I < l} for each B in Xn. Also, 
let I denote the identity and 0 the zero of 9(X”). Let A be a continuous 
function from [0, co) into 9(Xn) and consider the linear differential equation 
u’(t) = A(t) u(t). &DE) 
Denote by U the unique continuously differentiable function from [0, co) 
into 9(X”) which satisfies U(0) = I and U’(t) = A(t) U(t) for all t > 0. 
Recall that if u is a solution to (LDE), then u(t) = U(t) U(T)-l U(T) for all t, 
7 > 0. 
A member Qr of Y(P) is said to be a projection if Qr . Qr = Qr . If 
Q2 = I - Ql , then Q2 is also a projection and Qr . Qa = Qa . Qr = 0. A 
pair (Qr , Qa) of projections is said to be supplementary on 9(3/n) if 
Qr*Qs=OandQ,+Qs=I. 
Now suppose that (Qr , QJ is a pair of supplementary projections on 
2’(X~), Kr and K, are numbers in [l, co), and CU, and c+ are numbers in 
(0, a). The solutions to (LDE) are said to admit an exponential dichotomy 
for the pair (Qr , Qs) if each of the following is valid: 
I/ U(t) Ql U(T)-l 11 ,< &e-+) for all t 3 7 3 0; (=‘I) 
and 
I/ U(t) Qa U(+ II ,< Kfias(t-T) for all 7 > t 3 0. (ED4 
Throughout this section we consider exponential dichotomies only in the 
cases when both Qr and Qs are nonzero. 
Let n, and ns be positive integers such that n, + ns = 7t. Denote by 
S(n, , na) the class of all members (Pr , Ps) in 9’ such that, for each t E [0, co), 
(pl(t), Ps(t)) is a pair of supplementary projections on &%P) with the rank 
of PI(t) equal n, and the rank of P2(t) = n, . Note that if PI and Pz are 
continuous functions from [0, co) into 5?(%“) such that, for each t > 0, 
(PI(t), P2(t)) are supplementary projections with the rank of PI(t) equal n, and 
the rank of P,(t) equal n2, then (PI , P,) E~(Tz~, n&--let M,(t) = II Pt(t)[l 
and let v~,~(Y) = YX,,~ , where x~,~ is any nonzero member of the null space 
of Pi(t). 
THEOREM 4. Suppose that 0 < p < r], V E Y, (PI , PJ E B(n, , n,), and 
the solutzims to (LDE) are (p, T)-separated on [0, a). 
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(i) There is an %-dimensional subspace X, of 9 such that 
w, pa) U(t)Kl < 7)ut, P1(t> Wx] for d (t, x) E [O, co) x -q ; 
and 
(ii) there is an n,-dimensional subspace X, of 39 such that 
ut, Pdt) w4 < rim p&) w>4 for all (t, x) E [0, a~) X X2 . 
Proof. The proof of this theorem is essentially the same as the proof of 
Theorem 5 in [5], and we outline it here. For each s > 0 let (xi(s): j = l,..., nJ 
be an orthonormal basis for the range of U(s)-l P,(s) U(s) and, by compactness 
let (s& be a sequence in [0, 00) such that lim k+W sk = 00 and lim,,, xi(sk) = x, 
for each j. The set {x,: j = l,..., n,) is also orthonormal (and hence linearly 
independent), so let X1 be the linear span of (xi: j = l,..., n3. It now follows 
from the fact that the solutions are (p, q)-separated (-) that (i) is valid. 
(Note that if x E X, then x = limk,, zk , where zk is in the range of 
U(s,)-l P,(s,) U(sJ. Now note that P2(slc) U(sJ zlc = 8, and, hence, 
.V[t, P2(t) U(t) ZJ < TV[t, PI(t) U(t) ZJ for all t E [0, sk]). If we let X, be 
the range of P,(O), then P,(O)x = 0 for all x in Xs and since the solutions are 
(P, +separated (+h we see that (ii) is valid. 
THEOREM 5. Suppose that 0 < p < 7, V E V, (PI , Pz) E A@‘(% , nJ, and 
the solutions to (LDE) are (p, ?I)-separated on [0, co). Suppose further that there 
are continuous functions & and ,!$ from [0, 00) into R such that 
(a) D+V[t, PI(t) U(t)x] < --/J(t) V[t, PI(t) U(t)x] whenevw 
(t, x) E [O, co) x A?” and w P&) W>d < 7 w, PI@) w4 ; 
(b) Zl-V[t, Pa(t) U(t)%] 3 flz(t) V[t, P2(t) U(t)x] whenever 
(t, x) E [O, co) x X” and w> PlW WA < 77m p2w Wd; 
and 
(4 lim,,, Ji [13,(s) + B&)1 ds = + 00. 
Then therk is a pair (Q1 , QJ of supplementary projections on 9(x*) such that 
the rank of QI is n, , the rank of Q2 is n2 , and 
(9 II u(t) QlW II 
< (1 + G(t) II plk) II * II WQluW II exp (-f MS) h) 
for all t > 7 > 0. 
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(ii> II u(t) Qz WY II 
G (1 + 4W It PEN II * II W QdJW II exp (j7’ A(4 ds) 
for all 7 > t > 0. 
Proof. Let X1 and Xs be as in parts (i) and (ii), respectively, in Theorem 4, 
and suppose that x E X1 n Xs . It follows from suppositions (a) and (b) that 
the function 
t -+ WY pi(t) w4 exp (jot A(s) A) 
is nonincreasing on [0, co), and the function 
t + W, p&> Wbl exp (-lo’ A(4 ds) 
is nonincreasing on [0, co). By supposition (c) and the fact that 
w, pa) VW ,< rim pi(t) w4 for all t > 0 
we must have that V[O, Ps(O)x] = V[O, P,(O)x] = 0. Hence x = B and 
X1 n X, = {e}. This implies the existence of supplementary projections 
(Qr , Qa) such that the range of Qi is Xi and the rank of Qi is ni for i = 1,2. 
If x E S?” and T  3 0, then QIU(~)-l x E X1 and it follows from (i) of 
Theorem 4 and supposition (a) that 
v[t, &(t) U(t) 81 u(Tpl < % &(T) u(T) Q1 u(T)-id exP ( -lTt #%) ds) 
for all t > 7. Hence, by (i) of Theorem 4, 
1 u(t)Q~U(+l x 1 < 1 pdt) u(t) !&U(T)-’ x 1 + 1 P,(t) u(t) !ii?~ub)-~ X 1 
< vi4 PI(t) u(t) Q1 u(d-ld + v[t, f’s(t) u(t) Q~uu(T)-1 xl 
< (1 + T) v[t, f’dt> u(t) !i?~u(+~ d, 
and we have that 
1 u(t) &u(T>-lx 1 < (1 + 7) v1[T> p~(T> U(T) QI~(T)-~~ exP (-1,’ B(s) ds) 
(4.1) 
for all t >, 7 3 0 and all x E Sn. In a similar manner it can be shown that 
I u(t) Q2u(T)+ I < (1 -I- 3) V[T, Pz(T) U(T) QdJ(~Y~l exP (1,’ &(s) A) 
(4.2) 
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for all 7 >/ t > 0 and all x E S”. The conclusion (i) and (ii) follow easily 
from (4.1) and (4.2) since V[T, JJ] < L(T) ( y 1 for all y E .P, and the proof 
of Theorem 5 is complete. 
We now prove our main result for linear equations which gives sufficient 
conditions (in terms of separation of solutions) for (LDE) to admit an 
exponential dichotomy. 
THEOREM 6. In addition to the suppositions of Theorem 5, suppose that 
q < 1, that V[t, .] is a norm on LX” for each t >, 0, and that there are positive 
numbers N1 , N, and N3 such that II Pl(t)ll < N1 , (I P2(t)ll < N2 andl(t) < N3 
for all t > 0. I f  Q1 and Q2 are as in Theorem 5, then 
(9 II U(t) QIUW1 II 
G (1 + 7>u - 712F1 N2Wl + 7N2) exP ($ M4 ds) 
for all t > T  > 0, and 
(4 II U(t) Q2UW1 II 
G (1 + 7)U - 712F1 N2W2 + 74) exP (f B2W A) 
for all 7 >, t >, 0. 




rt &(s) ds < -%(t - T) + N4 for all t >, T  2 0 
s 7t fi2(s) a!s 9 a2(t - T) + N4 
fm all 7 2 t 2 0, 
then (LDE) admits an exponential dichotomy for the pair (Q1 , Q2). 
Proof. Let x E .P and r E [0, 00). With the notations in the proofs of 
Theorems 4 and 5 we have that QIU(~)-l x E X, and Q2U(7)-l x E X2 . Using 
parts (i) and (ii) of Theorem 4, the fact that V[T, *] is a norm, and the fact that 
U(T)Q~U(~)-~ + U(T)Q,U(T)-~ = I, we have that 
UT, PI(T) U(T) Ql WY xl 
= V[T, P1(+ - PI(~) U(T) Q2U(,)-1 x] 
< VET, P&l + UT, Pdd WI QaU(V ~1 
< UT, PA+1 + rlV[~, P2(7) U(T) Q2UW ~1 
< UT, Pd+l + rlT/‘b> P2(+1 + TUT, P2(7) U(7) Ql W-l 4 
< v[T, Pl(+] + 7 V[T, p2(+] + y2 V[T, PI(T) u(T) 81 WF1 Xl. 
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Consequently, 
Substituting this estimate into (4.1) establishes part (i). In an analogous 
manner it follows that 
and part (ii) follows from (4.2). Each of the assertions of Theorem 6 are now 
seen to be true and the proof is complete. 
Rematk 4. In Theorem 6, we may remove the assumption that V[t, .] is 
a norm on X” if we require that $Vs < 1 as opposed to TJ < 1. To see that 
this holds, use the estimates 
Remark 5. The main distinction between Theorem 6 and the results of 
[5, Section 41 and Massera and Schtier [7; 8, Chapter 91 is that we do not 
make any boundedness assumptions on A. For other results on the growth of 
solutions to (LDE) when the norm V[t, .J is time-independent, see Lazer [4] 
and Martin [6]. 
Now suppose that (Qr , Qs) are supplementary projections on up with 
the rank of Qr equal n, and the rank of Qa equal n2 , and suppose that (EDl) 
and (ED2) hold for the pair (Qr , Qs). F or each t > 0 let Pi(t) = U(t) Ql U(t)-‘, 
P2(t) = U(t) Q2U(t)-l, and V[t, x] = V,[t, x] + V,[t, x] where 
and 
vl[t, x] = sup{e”l” 1 U(t + a)Q,U(t)-‘x I; u 3 u} 
V2[t, x] = sup(e”” ] U(t - u)Q2U(t)-lx 1; t > u > 01. 
PROPOSITION 4. With the suppositions and notations of the above paragraph, 
we have that V E 7cr and (PI , P2) E B(n, , n2). Furthermore V[t, -1 is a norm on 
LX? for each t > 0, and each of the folkwing is valid: 
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(i) D+V[t, Pi(t) U(t)4 < --sUt, pi(t) W4 
for all (t, x) E [0, c3) X .P; 
(ii) D-W, p&j U(t)xl > %W, P&J W)d 
for all (t, x) E [0, c0) X Xn; 
(iii) V[t, Pi(t)x] = V,[t, P,(t)x] = Vi[t, X] 
for all (t, x) E [0, 00) X Xn and i = 1,2; 
(iv) vi[t, ~1 < Kt I x I and v[t, ~1 < (G + KJ I x I 
for all (t, x) E [0, ~0) x X* and i = 1,2; and 
(v) 11 Pi(t)11 < Ki for all t E [0, a)) and i = 1, 2. 
The proof of this proposition is essentially the same as that of Theorem 5 
in [5], and we omit it. 
Note that if V and (Pr , Pa) satisfy th e conclusions of Proposition 4, then, 
by parts (i) and (ii), the solutions to (LDE) are (p, q)-separated on [0, do) 
for any 0 < p < 7, and hence the solutions to (LDE) admit an exponential 
dichotomy by Theorem 5. Thus, by using the concept of separation of 
solutions, one can completely characterize those linear differential equations 
which admit an exponential dichotomy. In [5, Theorem 51, a characterization 
of linear equations which admit a generalized exponential dichotomy is given 
(see [5, Definition 41). 
Now we show how these techniques can be applied to the linear pertur- 
bation of equations which admit an exponential dichotomy. Let B be a 
continuous function from [0, co) into 9(.%9) and consider the linear 
differential equation 
w’(t) = A(t) w(t) + B(t) w(t). P-E) 
Also, let Wdenote the unique differentiable function from [0, 00) into 9(X”) 
such that W(0) = I and W’(t) = A(t) W’(t) + B(t) W(t) for all t > 0. 
THEOREM 7. Suppose that (Q1 , QJ is a pair of supplementary projections on 
.Y(.?P) such that the ranh of Ql equals n, , the rank of Q2 equals n2 , and (EDl) 
and (ED2) are satis$ed for the pair (Q1 , Q2). Suppose further that 8 is a positive 
number such that 
6 < min{2(ar, + 0#3,2 ln(2)/13} 
and that the function B in (PDE) satisfies 
I 
i+1 Ki IIB(s)llds<S forall t>O and i=l,2. t 
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Then, ;f W is as before, there is a pair (Q1’, Qz’) of supplementay projections on 
3(X”) and numbers K,’ and K,’ such that 
(i) the rank of Qi’ is ni for i = 1,2; 
(4 II W(t) Q1’W(+ II B Kl’ exp (--or& - 4 + 3&2-l f II B(s) II ds) 
for all t 2 r 2 0; and 
(iii) 11 W(t)Q22’W(T)-1 /I < K,’ exp 
( 
a.Jt - T) - 3Ks2-1 J,* II B(s) II h) 
for all 7 2 t > 0. 
Furthermore, one can choose 
and 
&’ = 2(K, + K,)(K, + 2-S) 
K,’ = 2(K, + K,)(K, + 2-lKl). 
Remark 6. The roughness of exponential dichotomies has been estab- 
lished previously by Schaffer [9] in general Banach spaces and in a more 
elementary manner by Coppel [2] for finite dimensional spaces. Our proof is 
also elementary and has the advantage of providing not only the existence of 
the numbers 6, K,’ and K2’ in Theorem 7, but also simple estimates for these 
numbers. Note further that since Qi and Qi’ have the same rank, there is an 
invertible member S of 64(%~) such that SQiS-1 = Qi for i = 1,2. 
Hence if Z(t) = W(t)S for t >, 0, then 2 is a fundamental solution to (PDE) 
and Z(t) QiZ(~)-l = W(t) Qc’W(~)-1 for all t, T > 0 and i = 1,2. 
Proof of Theorem 7. Let V E V and (PI , Pz) E 9’(nl , n,) be as constructed 
in Proposition 4, and let (t, X) E [0, co) x Zn. Since V[t, .] is a norm, we 
have that 
1 VP, y] - VP, 41 d V[t, y - 4 < (Kl + Ks) I y - 3 I, 
and it follows that 
= lnno”,“p h-l{ V[t + h, Pl(t + h)( W(t)x + h W’(t)x)l 
- vrtt PlW WMl 
< liyryp h-‘(V[t + h, Pl(t + h)(W(t)r + hA(t) W(t)x)] 
- v, PlW w>4> + w, PI(t) w W(t)4 
< -qV[t, P1(t) W(t)4 + vp, PI(t) B(t) W(t)4 
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Furthermore, by parts (iii) and (iv) of Proposition 4, 
Consequently, 
D+w? PlW W)4 G (-aI + n(9) UC p1w ww 
+ n(t) w pzw w+4 (4.3) 
where n(t) = Kl II Wll f or all t > 0. In a similar manner it follows that 
D-W P&) wo4 2 6% - ?I&)) w, p&) W)4 
- Ido m p&l we4 (4.4) 
where rr(t) = K, 11 B(t)]] for all t 3 0. If we set p = a, q = 4, /I = a~ + a8, 
and y = max@r , “/2), then it follows directly from (4.3), (4.4) and 
Proposition 2 that the solutions to (PDE) are (4, &)-separated on [0, co). 
Furthermore, if V[t, Pa(t) W(t)x] < 2-lV[t, PI(t) W(t)x] then 
by (4.3), and if V[t, PI(t) W(t)x] < 2-lV[t, Pz(t) W(t)x] then 
by (4.4). If pi(t) = oli - 3ri(t)/2 for all t > 0 and i = 1, 2, then 
jot [PI(S) + B&)1 ds = h + 4t - 3 [jot Y&I ds + jot ~44 ds] /2 
>, (011 + %)t - 3EV + 1) + qt + I)]/2 
= (a1 + a2 - 36)t - 36. 
Since 6 < 2(01, + q)/13 < (01~ + 01,)/3, we conclude that 
and, hence, each of the assertions of this theorem follows from Theorem 6. 
This completes the proof of Theorem 7. 
Remurk 7. One may use the techniques applied in Theorem 7 along with 
the results in Section 2 to obtain information concerning the perturbations of 
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(LDE) with “small” nonlinear perturbations, see [5, Proposition 61. Note also 
that some information on the asymptotic behavior of solutions to (PDE) can 
be obtained from Theorem 3 if we assume that lim,,, jy 11 B(s)11 ds = 0. 
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