This paper presents a computer model of cortical broadcast and competition based on spiking neurons and inspired by the hypothesis of a global neuronal workspace underlying conscious information processing in the human brain. In the model, the hypothesised workspace is realised by a collection of recurrently inter-connected regions capable of sustaining and disseminating a reverberating spatial pattern of activation. At the same time, the workspace remains susceptible to new patterns arriving from outlying cortical populations. Competition among these cortical populations for influence on the workspace is effected by a combination of mutual inhibition and top-down amplification.
Introduction
Global workspace theory has been highly influential among both philosophers and scientists interested in understanding consciousness (Baars, 1988; .
But the theory is commonly expressed in somewhat abstract terms, and it remains an open question how the architecture underlying the theory might be mapped onto the brain. According to one proposal, long-range cortico-cortical pathways realise a "global neuronal workspace" which enables a set of spatially distributed neural circuits to enter into a coherent, self-sustaining state during conscious episodes (Dehaene, et al., 1998; Dehaene & Naccache, 2001) .
One way to render such a hypothesis more concrete is to build and evaluate biologically realistic computer models of the neural circuitry that might realise the mechanisms proposed. Accordingly, models of various aspects of the hypothesised global neuronal workspace have been constructed by Dehaene and his colleagues (Dehaene, et al., 1998; Dehaene, et al., 2003; Dehaene & Changeux, 2005) . Continuing in this vein, the present paper describes a computer simulation of the hypothesised global neuronal workspace that incorporates mechanisms for both competitive access and broadcast, and in which a succession of distinct workspace states is exhibited.
In what follows, it will be assumed that cortical columns (or "modules") are a basic unit of neural processing (Mountcastle, 1997) . According to known neuroanatomy, a portion of the neurons that comprise any given cortical column will connect it to distant cortical sites via the cerebellar white matter. These connections are likely to include direct cortico-cortical projections through bundles of association fibres, such as the arcuate fasciculus and the occipitofrontal fasciculi (Wakana, et al., 2004) , as well as indirect cortico-thalamocortical pathways mediated by what Sherman & Guillery (2002) call higher-order thalamic relays. The model presented here rests on the hypothesis that within certain cortical columns, called workspace nodes, a subset of such neurons exists that facilitates the flow of information to and from a global neuronal workspace, while the workspace itself is nothing more than the total set of such nodes plus the long-range pathways interconnecting them.
There is good evidence that cortical wiring, with its dense local connections and sparser long-range projections, enjoys the properties of a "small world" network (Sporns & Zwi, 2004) . In theory, such an arrangement permits any given cortical column to exert an influence over any other given column via a shortest path comprising only a handful of intermediate connections. According to the present proposal, workspace nodes can be thought of as so-called "hub nodes" in a large-scale, small-world cortical network, since their role is to link numerous local clusters of neurons to distant neural clusters via long-range connections into other hub nodes.
The present model comprises five workspace nodes and three further cortical columns including several populations of inhibitory and excitatory neurons.
Reverberating patterns of activation are maintained in the workspace over several tens of milliseconds thanks to a balance of recurrent excitatory and inhibitory pathways between workspace nodes (Amit & Brunel, 1997; Wang, 2001) .
Competition for access to the workspace is governed by a combination of mutual lateral inhibition and top-down amplification, in a simplified version of the circuit used in (Dehaene, et al., 2003) and (Dehaene & Changeux, 2005) . Individual neurons are simulated using Izhikevich's "simple model" of a spiking neuron, which facilitates the efficient simulation of heterogeneous neural populations with biologically realistic behaviours (Izhikevich, 2003; 2007) .
The paper is organised as follows. The next section supplies a short overview of global workspace theory, in which a number of guiding principles for the operation of the hypothesised global neuronal workspace are set out. The computer simulation is then presented, in terms of both its high-level architecture and the low-level neuron model deployed. The results of experiments with the simulation are then reported, with the behaviour of a single trial described in detail, and the outcome of a series of 36 trials summarised.
A Short Overview of Global Workspace Theory
Global workspace theory posits an empirical distinction between conscious and non-conscious neural information processing based on the hypothesis that the brain instantiates the architectural blueprint sketched in Fig. 1 (Baars, 1988; . The architecture comprises a set of parallel specialist processes which compete for access to a global workspace. The process (or coalition of processes) that wins access gets to deposit a message in the global workspace, causing the message to be broadcast back to the entire cohort of parallel specialists. As Fig. 1 shows, the global workspace exhibits a serial procession of states. Yet the transition from one state to the next is the result of selecting from and combining many parallel computations. As such, it has the potential to marshal the brain's massively parallel resources and orchestrate a unified, coherent response to the ongoing situation for an organism (Shanahan & Baars, 2005) .
In the context of the global workspace architecture it is possible to posit the following distinction. Information processing carried out locally by the parallel specialists is non-conscious, and only information that is broadcast to the entire cohort is consciously processed. The validity of this distinction can be empirically tested using the experimental paradigm of contrastive analysis, wherein closely matched conscious and non-conscious conditions are compared (Baars, 1988) , something made possible thanks to phenomena such as visual masking (Dehaene, et al., 2001) . Recent evidence acquired in this way is largely favourable to the global workspace idea, and the broad terms of the theory have attracted widespread approval (Baars, 2002 ).
However, our current level of understanding leaves many theoretical and empirical questions open. Not least among these is the question of exactly how the brain might instantiate the global workspace architecture. On a naïve reading, the above characterisation of the global workspace suggests a functionally and anatomically distinct entity, something akin to the Cartesian theatre discredited by Dennett -a "place in the brain where everything comes together and consciousness happens" (Dennett, 1991) . But the most plausible way to map the architecture-level description onto actual brain mechanisms is to consider the workspace as a brain-scale "communications infrastructure" realised through a network of interconnected nodes distributed throughout the central nervous system. Thanks to this communications infrastructure, the activity in a single, localised cortical population can exercise a widespread, systematic influence on the activity of multiple distant cortical regions.
The global neuronal workspace proposed by Dehaene and Naccache (2001) conforms to this prescription (Fig. 2) . They identify five classes of neural circuit that should, according to theoretical considerations, participate in a conscious state, namely high-level perceptual and motor systems, evaluative and attentional mechanisms, and long-term memory. They hypothesise the existence of "workspace neurons" linking these circuits together via long-range corticocortical fibres, and point to evidence from monkey studies of suitable pathways interconnecting many of the brain regions most closely associated with these functions, including the dorsolateral prefrontal, premotor, and anterior cingulate cortices, as well as various sub-cortical structures.
The hypothesis that this is a plausible anatomical substrate for the global workspace architecture gains support if a biologically realistic computer The Global neuronal workspace and its simulation (adapted from Dehaene, et al., 2006) . The scope of Dehaene's model is competitive access to the workspace, and it does not include the workspace in full. The present simulation incorporates a simplified form of competition, but it also models the dynamics of broadcast.
simulation can be built that exhibits the sort of information flow the architecture requires. Two such simulations have been built by Dehaene and his colleagues. In the simulation of (Dehaene, et al., 1998) , the workspace is modelled as a pool of neurons whose state is influenced by several outlying cortical processes, and which in turn has either an inhibitory or excitatory effect on those processes, realising a form of cortical selection. The focus of the more recent work reported in (Dehaene, et al., 2003) and (Dehaene & Changeux, 2005 ) is a computer model of competitive access to the global workspace. In this model, the flow of information is mostly into the workspace, and the only influence of the workspace areas on outlying cortical populations is top-down amplification. The present paper can be thought of as complementing the work of Dehaene, et al. Its contribution is to supply an explicit model of the mechanism and dynamics of broadcast, something which is not present in their simulation, and to demonstrate a two-way flow of spatial patterns both into and out of the modelled workspace.
The relationship between Dehaene, et al.'s more recent simulation and the one reported here is illustrated by the two bubbles in Fig. 2 .
To fulfil the cognitive function accorded to it by the high-level theory, the following four principles governing the operation of the hypothesised global neuronal workspace are proposed (Dehaene & Naccache, 2001 ).
• The workspace sustains patterns of activation over several tens of milliseconds.
• The workspace disseminates (broadcasts) patterns of activation throughout cortex, preserving the information inherent in their spatiotemporal structure.
• The workspace is sensitive to new patterns of activation, and when it is overtaken by them only a trace remains of any previous pattern.
• Cortical populations win the right to influence the pattern of activation in the workspace through competitive interaction.
The challenge now is to devise a detailed model of the global neuronal workspace which is compatible with the current state of neuroscientific
knowledge, and to demonstrate that a computer simulation of the model can be built whose behaviour conforms to these four principles.
The Computer Model
An overall schematic for the model is given in Fig. 3 . The global workspace itself consists of five nodes (W1 to W5), each of which comprises a population of 256 excitatory and 64 inhibitory neurons. The workspace nodes are interconnected in such a way that activity in one node quickly spreads into the others, effecting a form of broadcast. The recurrent interconnections among the workspace areas promote reverberation, which has been used successfully to model various aspects of working memory (Compte, et al., 2000; Deco & Rolls, 2003; Constantinides & Wang, 2004) . The model also includes three further cortical columns (C1 to C3) capable of influencing the pattern of activation in the workspace, while the state of the workspace in turn influences the patterns of activation in those columns.
Two of the columns (C2 and C3) compete for access to the same workspace node (W2).
A more complete computer model of the global neuronal workspace would consist of hundreds of workspace nodes and many hundreds of cortical columns.
But to run such a model is at present computationally infeasible unless the columns and nodes are themselves idealised as a trivially small number of neurons. In the present simulation, each cortical column is modelled as a map of Now let's consider the structure of the cortical columns which are not part of the workspace (C1 to C3). In addition to its input and output layers (C in and C out ), both of which comprise 256 neurons, each such cortical column includes a pool of 320 non-specific excitatory neurons (C + ) and a pool of 192 non-specific inhibitory neurons (C -). All four sub-areas are recurrently connected to the entire column, with C in , C out , and C + making excitatory connections and C -making inhibitory connections. Additionally, to implement the sort of competitive cortical dynamics that has been used by different authors to model a variety of phenomena (Wang, 2002; Rolls & Deco, 2002; Dehaene, et al., 2003; Dehaene & Changeux, 2005; Deco & Rolls, 2005) , the entire column receives a lateral inhibitory input from its competing neighbour (C3). In the opposite direction, the column stimulates a further pool of 204 inhibitory neurons (L2) which in turn connects to C3. With respect to lateral inhibition, column C3 is a mirror image of C2, while column C1, having no competitors for access to W1, lacks the circuitry for lateral inhibition.
Structure and Connectivity
Access areas and lateral inhibitory pools are anatomically and functionally included in cortical columns. In Fig. 4 , for example, the neurons in C2 are assumed to send out only intra-columnar efferents. A2 and L2 are considered part of the same column as C2, but comprise neurons that project short-range corticocortical efferents to nearby columns, in this case C3 and W2.
A critical property of the model is the highly focal nature of the majority of excitatory paths, and in particular of the connections between workspace nodes 
The Neuron Model
Individual neurons were simulated using Izhikevich's "simple model" of spiking behaviour (Izhikevich, 2003; 2007 
where v is the neuron's membrane potential, I is its input current, and u is a variable that regulates the recovery time of the neuron after spiking. Eqn. (3) describes the way the neuron is reset after spiking, which is assumed to occur when its membrane potential reaches 30mV.
The values of the four parameters a, b, c, and d were lifted from (Izhikevich, 2003) . Consider a time t and a neuron i, and let Φ be the set of all neurons j that fired at time t-δ where δ is the conductance delay from neuron j to i. Then the input current I for neuron i at time t is given by:
where I b is the base current, S i,j is the synaptic weight of the connection from neuron j to i, and F is a scaling factor whose value depends on the type of population to which i and j respectively belong (eg: workspace area, lateral inhibitory pool, etc). The scaling factors and conductance delays for the model's various pathways are set out in Table 1 . Scaling factors for topographically mapped pathways (eg: to, from, and among workspace areas) are significantly higher than those to and from inhibitory areas and those for recurrent connections within cortical columns to compensate for the correspondingly smaller number of connections per neuron for those pathways.
Initial Training
The three cortical columns C1, C2, and C3 were subject to an initial period of training while disconnected from the rest of the model, using a variant of spiketiming dependent plasticity (STDP) (Abbott & Nelson, 2000; Song, et al., 2000) .
STDP is a Hebbian learning rule for spiking neurons that increases the strength of synaptic connections where there is a strong correlation between the timing of STDP update rule used in the present experiments are relegated to the Appendix, since our only concern here is with its results.
Each column learned to associate the presentation of a certain pattern to its input layer with the later presentation (after 40ms) of a different pattern to its output layer (Gerstner, et al., 1993; Rao & Sejnowski, 2000; Nowotny, et al., 2003; Izhikevich, 2006) . Each input and output layer was divided into four separate populations (neuron numbers 1-64, 65-128, 129-192, and 193-256 respectively). The presentation of each input and output pattern involved the excitation, by means of four 10mA pulses at 5ms intervals, of 60% of the neurons in one of those four populations. After training, if a previously seen pattern was presented to a column's input layer, it would respond with the associated pattern in its output layer without requiring further input, after a delay of approximately 40ms (Fig. 6) . The input stimuli used to show this consisted of 10ms bursts of random 8mA pulses delivered to the relevant subset of neurons, where the probability of such a neuron receiving a pulse in any given 1ms time step was 0.2.
The learned repertoire of associations is the smallest possible -just one per column -that will allow the model to exhibit the desired behaviour, namely a succession of distinct global workspace states. Note that columns C2 and C3 have competing associations for the same input pattern. Key to parameters F αβ = scaling factor applied to connections from area type α to area type β δ αβ is the conductance delay for connections from area α to β W = workspace area I = workspace inhibitory pool C = cortical column L = lateral inhibitory pool A = workspace access area 
Experimental Results
In each of the experiments described here, an initial stimulus was delivered after 20ms directly to workspace area W1. This took the form of a single set of strong pulses (25mA) to 60% of the sub-population of neurons numbered from 1 to 64. Fig. 7 shows the evolution of areas W1 and W2 during one representative type of trial, while Fig. 8 shows the corresponding evolution of the three cortical columns 
A Single Trial in Detail
The initial stimulus delivered to W1 at 20ms is transmitted to W2 and W4, thanks to the cortico-cortical connections shown in workspace in advance of the new pattern, and by 140ms it has disappeared altogether.
Both C2 and C3 have associations with strong activation in neurons 65-128 (Fig. 8) , so a period of competition ensues, owing to their mutually inhibiting relationship. Though closely matched, and in receipt of near identical input patterns, small statistical differences in the training of columns and C2 and C3 result in an outright winner, namely C2. A strong early response by a subset of neurons in C2's output layer (and by one neuron in particular) is sufficient to excite the inhibitory pool connected to C2 (L2 in Fig. 4) , which inhibits C3 and blocks its activity for approximately 50ms, an effect that is reinforced by the topdown amplification of the activity in C2's output layer from area A2. As a consequence, C2 gains exclusive access to the workspace. As Fig. 7 
Variation Across Trials
A series of 36 trials like the one above was conducted, comprising three trials for each of 12 different training runs. In each training run, the input-output pairs were the same as for the example depicted in In each trial, the workspace exhibited a succession of well demarcated, stable states, which can be thought of as a series of distinct epochs lasting some 50-60ms. During the first epoch of each trial, the workspace was dominated by the initial stimulus (activity in neurons 1-64), and during the second epoch it was characterised by activity in neurons 65-128, thanks to the influence of C1. But the character of the third epoch depended on the outcome of the competition between C2 and C3, yielding several qualitatively different types of behaviour. These are summarised in Tables 2 and 3 . It should be noted that, thanks to the character of the initial training, each cortical column excites a unique subset of workspace neurons (Fig. 6 ). Therefore we can clearly identify which cortical column was the cause of any given firing in a workspace area. silence its rival completely, permitting it no influence on the workspace at all during the period in question (Fig. 9) .
Discussion
The model described contains three already well-established types of circuit -for 
An Internal Sensorimotor Loop
In (Shanahan, 2006) , a cognitive architecture is proposed in which a global workspace is combined with an internally closed sensorimotor loop. The proposal is in support of the hypothesis that organisms whose brains are endowed with such a loop are capable of rehearsing the consequences of potential actions prior to actually carrying them out (Cotterill, 1998; Hesslow, 2002) . The paper presents a computer implementation of the architecture that performs a simple form of cognitively mediated action selection. However, the implementation presented in (Shanahan, 2006) , though useful as a proof-of-concept, lacks neurological plausibility, both at the level of the neuron model used and in its employment of a single attractor network to model the global workspace.
The present simulation can be regarded as a neurologically more plausible sequel to the work reported in the earlier paper, and the circuitry described here has the potential to fulfil the same function as the "core circuit" described there.
Specifically, if cortical columns learn to associate a landmark sensorimotor state with one or more of the landmark sensorimotor states that might be expected to follow it, the procession of workspace contents can rehearse a trajectory through the organism's sensorimotor space. As a result of this rehearsal, both desirable and undesirable outcomes can be anticipated, and the organism's mechanism for action selection influenced accordingly.
However, to effect a proper search of sensorimotor space, and therefore to carry out planning, the workspace must be capable of revisiting the same sensorimotor state more than once in order to explore alternative outcomes. It has been shown by Tani (1996) that, though lacking anything analogous to the stack in a conventional computer with a von Neumann architecture, a neurally-based system can in principle search a space of combinatorial structures by exploiting chaotic dynamics. Trials 7 and 8 (Fig. 9 ) therefore demonstrate a potentially important property of the present model, namely a sufficient degree of sensitivity to small differences in initial conditions for qualitatively indistinguishable states of the workspace to have non-unique successors.
Shortcomings and Limitations
Needless to say, the model has many shortcomings and limitations that point to the need for further research. For example, the majority of activity in cortical columns C1 to C3 is in the input and output areas, and closely mirrors the activity in the global workspace. The cortical columns, as modelled, are very simple, and there is little in the way of intermediate activity between their inputs and outputsjust a low level of firing in the pools of non-specific neurons (labelled C + and C -in Fig. 4) . A richer model, devised to illustrate a wider range of phenomena, would perform more complex cortical computations, and it is easy to imagine expanding each of C1 to C3 to include several hierarchical stages, all of which would, according to global workspace theory, carry out non-conscious information processing. Another drawback of the present simulation is the extent to which a prior structure has been imposed on the workspace (Fig. 3) . It would be satisfying if a future, more sophisticated model could demonstrate that the kind of long-range connectivity between remote cortical populations required to realise a global workspace can arise through self-organisation along the lines described in (Izhikevich, et al., 2004) . A further shortcoming is that the only form of competition in the present model is between nearby cortical columns, and it makes no provision for a competition among spatially separated columns with no direct, short-range inhibitory pathways connecting them (such as C1 and C2). A more global mechanism for cortical selection is required for this. One candidate is the type of basal ganglia loop through cortex hypothesised by Redgrave and his colleagues to be implicated in action selection (Redgrave, et al., 1999) . Although their modelling work to date has been confined to motor-cortical selection (Prescott, et al., 2006) , the anatomical structures and pathways they have emulated seem to be replicated for much of the cortical sheet (Alexander, et al., 1986; Middleton & Strick, 2002; Postuma & Dagher, 2006) . So it seems plausible that they fulfil a similar selectional role throughout, a possibility that has been explored by computational modellers in the context of working memory (Frank, et al., 2001; O'Reilly & Frank, 2006) . The incorporation of a similar gating mechanism for workspace access would enhance the present model.
Appendix: The STDP Learning Rule
The Hebbian learning rule used for the initial training of the three cortical columns C1 to C3 was a form of spike timing dependent plasticity (STDP). After each 1ms time step, the STDP update rule was applied to every neuron in each column. The update rule works as follows. Consider a neuron i that fires at time t 1 . We are interested in spikes that arrive at i within a window of ω milliseconds either side of t 1 . Suppose that a spike from some neuron j arrives at neuron i at time t 2 such that -ω ≤ τ ≤ ω, where τ = t 2 -t 1 . Then the synaptic weight S of the connection from neuron j to neuron i is adjusted by an amount ΔS, given by the following equation. 
Note that τ depends on the arrival time of an incoming spike rather than the firing time of the neuron that delivered it. When, as in the present simulation, there are variable conductance delays, this is clearly the more realistic option, although it is computationally more burdensome since it requires the simulation to maintain more data for each firing. Moreover, as Izhikevich (2006) shows, the interplay of STDP with variable conductance delays (properly treated) can enhance a network's ability to learn spatiotemporal patterns.
For the reported experiments ω = 10ms and S max = 2, giving the characteristic illustrated in Fig. 10 . Each column was subjected to two 200ms periods of training in order to learn a single pairing. In each period, the first pattern was presented to the column's input layer as four sets of 10mA pulses, delivered at 20ms, 25ms, 30ms and 35ms. This was followed by the presentation to the output layer of the second, associated pattern in the form of four sets of 10mA pulses delivered at 80ms, 85ms, 90ms, and 95ms. The result of this training for the chosen patterns and their associations is depicted in Fig. 6 . 
