The LivingKnowledge project aimed to enhance the current state of the art in search, retrieval and knowledge management on the web by advancing the use of sentiment and opinion analysis within multimedia applications. To achieve this aim, a diverse set of novel and complementary analysis techniques have been integrated into a single, but extensible software platform on which such applications can be built. The platform combines state-of-the-art techniques for extracting facts, opinions and sentiment from multimedia documents, and unlike earlier platforms, it exploits both visual and textual techniques to support multimedia information retrieval. Foreseeing the usefulness of this software in the wider community, the platform has been made generally available as an open-source project. This paper describes the platform design, gives an overview of the analysis algorithms integrated into the system and describes two applications that utilise the system for multimedia information retrieval.
Abstract
The LivingKnowledge project aimed to enhance the current state of the art in search, retrieval and knowledge management on the web by advancing the use of sentiment and opinion analysis within multimedia applications. To achieve this aim, a diverse set of novel and complementary analysis techniques have been integrated into a single, but extensible software platform on which such applications can be built. The platform combines state-of-the-art techniques for extracting facts, opinions and sentiment from multimedia documents, and unlike earlier platforms, it exploits both visual and textual techniques to support multimedia information retrieval. Foreseeing the usefulness of this software in the wider community, the platform has been made generally available as an open-source project. This paper describes the platform design, gives an overview of the analysis algorithms integrated into the system and describes two applications that utilise the system for multimedia information retrieval.
Introduction
Most documents on the web are now inherently multimedia. Improving the retrieval of multimedia documents in terms of precision in response to more demanding queries requires improvements in knowledge extraction and indexing from multimedia data. This is a particularly challenging task as any articulations of knowledge are strongly influenced by the diversity of those articulating the knowledge. Expressed facts and opinions are sometimes influenced by biases that may correlate with the claimant's position on some axis of diversity such as the political spectrum or the spectrum of A. Moschitti email: moschitti@disi.unitn.it religious belief. Being aware of these biases is important for understanding the context in which knowledge is presented. As an example, in the presentation of news, some newspapers and broadcasters take a particular political or religious position and this can influence not only the way news is presented in text, but also the way visual material is used in support of the news item. There have been high profile cases in recent years of image manipulation being used to support a particular view in a news story. The LivingKnowledge project aimed to provide support for advanced multimedia retrieval tasks by developing a diverse, complementary set of novel and stateof-the-art media analysis techniques (to, for example, detect and identify entities both in text and visual documents). Many of these modules are the result of research work in the project and this paper includes brief descriptions of key components. The multimedia analysis modules are combined with a search engine and API to facilitate a versatile and extensible software platform, the Diversity Engine 1 , for application development and multimedia information retrieval. The platform has been released as open-source software and can be downloaded from SourceForge.
The system is designed such that any self-contained, executable media analyser can be integrated as long as its output conforms to a fairly non-prescriptive information interchange format. The system provides the means for running the analysers over a large-scale Hadoop-based cluster providing horizontal scalability. It also provides an evaluation framework for both accuracy evaluation and regression testing of modules. On top of the analysis stage, the system uses Apache Solr 2 to provide search and retrieval capabilities over the extracted information and on which more substantial applications can be built.
This paper introduces the new platform and describes the main features of the architecture. It only summarises the available analysers for text, images and other multimedia data, giving pointers to the more detailed papers on these components where evaluations may be found. The paper concludes by showing how the platform is being used in two applications: the Time Explorer which extends the functionality of a web search engine and the Media Content Analyser where the system is applied to the analysis and retrieval of multimedia documents in support of social scientists identifying political trends and opinions in news media.
Diversity engine platform
Very few complete systems exist that provide a platform for text and multimedia analysis, indexing and retrieval. The GATE system [16] provides a pluggable architecture with a large number of text analysis filters and the Apache UIMA system is a complex framework designed for analysis tasks with limited APIs. We designed the DiversityEngine platform to process large numbers of web documents using analysers implemented using a diverse range of techniques and programming languages. An important aspect of the system is that it is open and easy to extend. The system was built in a collaborative research environment and it was important that it provided fast prototyping and testing using a wide array of implementation styles. Analysers are implemented as selfcontained modules and provide multimedia (text, visual or overall document) analysis. The modules may output annotations at varying levels of complexity ranging from lowlevel feature-based information (such as parts-of-speech tags for text or visual features for images) or higher-level (more semantic) information such as opinion polarity for text or face detections for images.
The core platform of the DiversityEngine is implemented in Java so it is platform independent. It provides the marshalling of data to and from the analyser modules as well as providing other useful methods that are made available to analyser modules that are implemented in Java. An overview of the architecture is seen in Fig. 1 .
The web data to be analysed is provided to the system as WARC (Web Archive) files and the DiversityEngine core also provides extraction of the data from these files. The order in which analysers are executed on the data is determined by a simple configuration file provided by the user. Annotators are executed independently and serially as determined by the platform's configuration. When executing an annotator, the platform provides the annotator with the name of a directory in which it will find an XML representation of each web object and important images from the web document. These directories may also contain the output files from other modules which have already been executed. If the module utilises the Java APIs provided by the platform, the parsing of the XML files is automatically handled. The modules write their output files into the same directory using a simple XML format which is mostly untyped to maximise flexibility [25] . An example of this XML format is shown in Fig. 2 . The software defines two discrete annotation pipelines: a document annotation pipeline and an image annotation pipeline. Each pipeline is configured by a configuration file which defines a set of annotation modules that will be run serially. The annotators in the image pipeline will receive different inputs to the annotators executed as part of the document pipeline. Having a distinct pipeline for image analysis eases the implementation of the image analysers by removing the need for the extraction of images from the document structure, as this is handled by the platform. Images can, of course, be analysed in the main document pipeline where the context in which they are presented will also be available. Each annotation may contain individual elements or entities, which are also referenceable through standard XML identifiers. The format also allows for references to be made to these elements in other annotation files to allow for linking. The explicit links between annotation files provides a dependency hierarchy of annotations. For example, text documents can be tokenised into words, the words can be assigned with word forms such as nouns and verbs, and the words can be aggregated into sentences. The hierarchy is implied: higherlevel annotations (sentences) are based on lower-level annotations (words) . This annotation hierarchy is always rooted in either the initial text extraction that the platform extracts from the web document or the original document source (e.g. HTML). Extracting text from the original document is carried out by the core so that all analysers that require the text will receive the same text input and there will be no disparity between different extraction routines. For HTML documents, the text is extracted using a method of heuristic voting to determine the most likely element that may contain the main text for the article. Once extracted, this text is stored in an annotation file to which most of the text analysis annotations will refer. Annotations may reference specific parts of this initial text annotation by using character offsets from the beginning of the initial extracted text. Character offsets are not transferable back to the original source, so we have also created an analysis chain which allows text annotation offsets to be taken back into the original HTML file, which allows in-place manipulation of the original source. We use this for injecting RDFa content into the original article.
Similar hierarchies are built from image annotators where the image annotations are rooted in the actual image file. The annotation format does not specifically provide the means to refer to parts of an image (mainly because there are many ways to achieve this and we try to be non-prescriptive), but the annotation format is flexible enough to allow this to be included.
The looseness of the XML format has both advantages and disadvantages. Clearly, the flexibility means that the language, of any particular annotation, which may end up quite verbose, may be incomprehensible to some modules. It may also allow the divergence of two languages to describe the same ideas. However, the flexibility means that there is scope for any annotations to be represented, so there are no maintenance or longevity issues with the system. Also, the simplicity of the wrapper means that it is very easy to parse and write annotations for developers who are implementing their annotators in languages without strong XML libraries.
This hierarchy of annotations is somewhat implicit and does not necessarily provide the whole picture of what resources were used to create the annotation. So, the DiversityEngine provides an implementation of the Open Provenance Model [35] for annotating the annotations with provenance information, thereby giving a concrete and explicit representation of the hierarchy. This information is automatically created for the Java analysers as they will use the core APIs to access annotations and resources. The graph for each annotation contains links that specify which other annotations (from other modules) or which resources (images or text) were used to create it. The provenance graph is appended to any annotations that are written by the annotator and can be recalled later for perusal or analysis. A complete provenance graph can be generated for an annotation by merging the individual graphs of the ancestors in the annotation tree.
Large-scale analysis
While the DiversityEngine can run on a single machine for small collections, this is not desirable for large collections due to the time it takes to process such information. In general, the processing bottlenecks are the document and image analysis pipelines where some of the annotators can take up to 1 s per document 3 . However, because the processing of documents is independent, it is straightforward to parallelise the processing pipelines. We have successfully used the DiversityEngine on Hadoop 4 , a popular open-source map-reduce framework and the support for doing this is built directly into the platform.
The DiversityEngine includes several tools to enable and assist running jobs on Hadoop. As the DiversityEngine API presents directories of documents to processors rather than individual documents, any start-up time required by an analysis tool is incurred only once per directory. However, when processing in a cluster, the goal is to spread the load as evenly as possible between machines which is easier when jobs are smaller, so the choice of how to split the collection into sub-collections for processing becomes important. When using WARC files for collections, this can be accomplished by keeping the WARC files to a consistent size just under the HDFS block size. For other collection formats, it is first necessary to create a zipped collection: a set of zipped 3 The Diversty Engine documentation contains speed estimates for each analysis tool. 4 http://hadoop.apache.org.
files each containing an equal number of input documents in the required XML format.
The DiversityEngine provides a special mapper which allows processing of any WARC or zipped collection on the Hadoop cluster. A subset of the DiversityEngine analysis tools has been used to process the 1.8 million documents of the New York Times collection (from the HCIR 2010 challenge 5 ) [44] as well as many other collections of comparable size [5] . In the case of the New York Times collection, the zipped collection of 1,000 documents each corresponded to 1,800 map jobs to be processed by Hadoop. Although indexing performance was not a primary concern in the platform implementation, the number of documents that can be processed within a time period scales horizontally with the number of available machines.
Evaluation framework
The DiversityEngine is designed as a testbed for research into multimedia document analysis and an important aspect is the evaluation of techniques. To aid in this process, the DiversityEngine contains an evaluation framework that provides the means to easily evaluate the quality of a particular annotator. For this, a gold annotation (a perfect annotation) has to be provided to the framework. The evaluation process then executes the annotator pipeline and compares the generated annotations to the gold annotations. This comparison allows for computation of various standard, retrieval quality measures such as precision, recall and F-measure. Annotations are compared entity by entity and the process allows for any kind of entity comparison and quality measure.
While the evaluation framework is designed to measure annotation quality, it is not designed to measure the runtime performance of annotators or the performance of applications that build on top of the DiversityEngine (such as search applications). The DiversityEngine provides execution times of analysers, but this is not part of the evaluation framework.
Evaluation jobs are configured, as with all the DiversityEngine's jobs, using an XML configuration script. The script provides information about the location of the gold annotations, the location of the output annotations and which annotations to compare and how to compare them. The evaluation framework provides a set of evaluators and entity comparators which can be specified in the configuration, or users may write their own to provide comparisons between more unusual entities.
A default evaluator counts matches between gold annotations and generated annotations and produces a report of true positives, false positives and false negatives from which it is able to provide precision, recall and F1 measures. This output is provided as an XML document which gives information about the experiment run, the counts for each of the documents encountered and the totals which include the precision and recall.
While evaluating the correctness of the topmost annotation in an annotation hierarchy, it would first be prudent to ensure that the annotations on which the higher-level annotation has been based were also all evaluated as correct. The evaluation framework provides an evaluator (the Valid Parent Evaluator) which deems an annotation as correct only if all annotations at lower levels in the tree are also correct.
Both the default annotation and the valid parent annotator rely on external means to determine whether two annotations are equal. The framework provides a means for implementing custom entity matching algorithms. However, it also provides four basic algorithms which offer a range of equality measures to meet most needs.
To compare XML payloads, the framework uses XML comparators. The default comparator simply compares all nodes in the tree and ensures a complete tree match. A second comparator provides a means for comparing the tree while ignoring attribute names and values; some analysers, such as the face analysers, output the training model used to find faces in an attribute which has no bearing on how correct the face annotation is.
To run an evaluation, two datasets are required: the evaluation dataset and the golden dataset. Both datasets contain annotations of a single document corpus. The golden annotation dataset must contain correct data annotations. These can either be created by running the DiversityEngine over the document corpus and correcting the annotator mistakes manually, by conversion of some other format into the DiversityEngine's XML interchange format, or completely manually. The datasets must contain all the annotations that are required to make the annotation tree complete, but does not need to include the original documents.
Extracting facts and opinions
The fundamental basis of any research into opinion analysis, bias and diversity in multimedia documents is a robust set of fact and opinion extraction routines for the text. The DiversityEngine provides state-of-the-art modules that can be used for entity and syntax extraction as well as opinion and sentiment extraction in text. Images are naturally more ambiguous when it comes to opinions and sentiments and are considerably harder to mine for entities. However, the DiversityEngine contains advanced visual analysis modules for supporting the extraction of facts and opinions from multimedia documents. Both sets of analysers are described briefly in the sections below.
Extraction of facts and opinions from text
The first step in mining opinions from text is to identify statements and the syntactic relationship between them. To do this the DiversityEngine provides a number of new and preexisting text analysis modules. The OpenNLP tool 6 splits the raw text into sentences and tokens and assigns a part-ofspeech (POS) tag to each token. Named entities and coarsegrained word sense tags are extracted using the SuperSense tagger [13] , while grammatical and shallow semantic structures [37] are extracted by the LTH-SRL tool [28] . A module based on the TARSQI Toolkit 7 has been developed for annotating temporal expressions in the document with annotations in the TimeML format 8 .
We have applied the LTH-SRL parser to extract these structures [24, 28] . In addition to the predicates and arguments, the tool outputs grammatical relations such as subject and object. The tool was built using the PropBank [37] and NomBank [33] databases and achieved the top score in an international evaluation of predicate-argument extraction systems [47] . Figure 3 shows an example of the structure output by the LTH-SRL tool: the sentence HRW denounced the defenceless situation of these prisoners has been annotated with grammatical relations (above the text) and predicateargument links (below the text). The predicate denounced, which is an instance of the PropBank frame denounce.01, has two semantic arguments: the Speaker (A0) and the Subject (A1, or Theme), which are realized on the grammatical level as a subject and a direct object, respectively. Similarly, situation has the NomBank frame situation.01 and an Experiencer semantic argument (A0).
The DiversityEngine also has access to the AIDA service [53] which, given some text, extracts and disambiguates entities and links them to open-linked data resources such as YAGO, Freebase or DPpedia. The module in the DiversityEngine provides the disambiguated tokens and links them with some information about the entities.
Automatic systems for the analysis of opinions expressed in text on the web have been studied extensively during recent years [38] . Initially, this was formulated as a coarse-grained task-locating documents or passages expressing opinionand was usually tackled using methods derived from standard retrieval or text categorisation techniques. However, in recent years there has been a shift towards a more complex task: not only finding the piece of text expressing the opinion, but also who holds the opinion and to what is it addressed; is it positive or negative (polarity) and what is its intensity? These more complex problem formulations require us to move away from Opinion extraction from text in the DiversityEngine consists of two parts: a very fast coarse-grained opinion extractor that finds text pieces (such as sentences) containing some expression of opinion and a fine-grained system that extracts detailed structural information about the opinions to support complex queries such as "give me all documents where Miliband expresses a negative opinion about Cameron".
To make it possible to analyse large quantities of text, the DiversityEngine's opinion analysis first applies a very fast classifier to quickly extract sentences containing some expression of opinion. As with earlier work on coarse-grained opinion analysis, opinionated sentences are classified to the category of subjective or objective using a binary classifier. This classifier is very fast and processes roughly 1,400 sentences per second. While the coarse-grained opinion classifier allows the detection of opinionated sentences in text, many applications require more detailed information about the opinion, such as identifying the entity holding the opinion and determining its polarity and intensity. This extraction process is carried out by the fine-grained opinion analysis module [26, 27] which we implemented as a sequence of statistical systems trained on the MPQA dataset [51] .
The module consists of several distinct stages. To extract opinion expressions, a standard sequence labeller is used for subjective expression markup similar to the approach in [8] . Once opinion expressions have been extracted, the module assigns features to every expression: the opinion holder, the polarity and the intensity. The problem of extracting opinion holders for a given opinion expression is in many ways similar to argument detection in predicate-argument structure analysis [11, 42] . We therefore approached this problem using methods inspired by predicate-argument analysis, and trained support vector classifiers [7] that were applied to the noun phrases in the same sentence as the opinion expression.
Polarity and intensity features are assigned to every expression. The polarity feature takes the values positive, neutral and negative, and the intensity feature low, medium and high. We trained linear support vector machines to carry out these classifications. The problem of polarity classification has been studied in detail by Wilson et al. [52] who used a set of carefully devised linguistic features. The DiversityEngine's classifiers are simpler and based on fairly shallow features: words, POS tags and subjectivity clues extracted from a window around the expression under consideration. Further details of the opinion extraction and evaluation can be found in [26, 27] .
Extraction of supporting information from images
Images are included in web documents for a variety of reasons. Typically, they are used to emphasise a particular aspect of text. For example in a news report of a demonstration, the anger of the demonstrators may be emphasised by including an appropriate image, or the pleasure of the recipient of an Oscar emphasised by a closeup of the beaming winner. Some analysis of images in documents can provide additional evidence for opinions extracted from the text and in some cases may provide evidence, not obvious from the text, of attempts to unfairly influence the response of the reader [6, 55] . A wellknown example was the augmenting of a war zone image to make the smoke and fire more intense than appearing in the original.
The latest techniques for photo-montage creation means that, to the eye, it can be impossible to determine if a photograph is a true representation of what really happened. Discovering the semantic information within an image derived from a photo-montage may highlight how the exploitation of a particular image in a communication process aims to polarize opinions and may provide evidence that a biased view is being projected.
The DiversityEngine includes some modules which implement state-of-the-art forensic image analysis [40] . In particular, there are modules for determining important aspects of image history including the type of device used for producing the digital content and whether the image has suffered any tampering and, if so, what kind and in what parts.
One of the modules is used for detecting tampering of faces within images; for example, replacing one face with another or altering the expression on the depicted person's face. A face detector is applied to the image to locate the faces; then three different tampering detection techniques are used to analyse the extracted regions. The module uses various methods for detecting manipulation: detection of a digital composite by exploiting JPEG compression artefacts to detect cropped and re-compressed images which result in misaligned JPEG blocks [32] ; detecting photo-montages by exploiting double quantisation effects within the discrete cosine transform (DCT) coefficients [30] ; and detection of forgeries by finding DCT coefficients that were previously compressed with higher quantisations ("JPEG Ghosts").
Image forgery can be achieved in a number of ways and different kinds of forgeries leave different traces within the image. To determine the authenticity of a particular image (as opposed to the precise manipulation), an image forgery detection module has been developed which fuses the output from a number of tools to provide a single "authenticity score" for the image. The image (or region of the image) is analysed using state-of-the-art image forensics tools based on JPEG compression artifacts: two novel algorithms developed for the DiversityEngine, which check for grid misalignments [4] and for copy paste forgeries [3] as well as an implementation of an existing algorithm [18] . Fusing the results of these detection algorithms is non-trivial and a formalization has been developed [19] based on Dempster-Shafer's Theory of Evidence (DST) [45] . This module's performance is encouraging: for a fixed false alarm probability of 5 %, the module yields a probability of detection of 95 % on a synthetic dataset which drops to 70 % on a more challenging real-world dataset.
The forensic modules described so far implement the current state of the art in image forensic analysis which is solely based on the analysis of single images. The DiversityEngine contains a novel image dependencies module, which attempts to determine the dependencies between images in a group based on both their visual and forensic links [41] . As well as having a role in the understanding of the opinion-forming process, this analysis also lends itself to determining copyright infringement in the reuse of imagery. The module supposes that an image B depends on an image A if B is a modified version of A and that the modifications are either geometric (scaling, rotation, cropping), colour manipulation (colour transfer, brightness and contrast correction) or JPEG compression. It is also assumed that after any processing step the manipulated image is always JPEG compressed. The module estimates the modification parameters between two images' visual content to calculate a similarity score. Then a correlation score is calculated using the image processing noise extracted using a wavelet-based de-noise algorithm. From all pairwise comparisons within the image group, a dependency graph is built where edges exist between vertices representing images if the correlation score is above a threshold. The dependency graph is pruned using a set of rules (an ontology): for example, if one image depends on another then vice-versa is not possible, or that an image can have an arbitrary number of children but only one father (i.e. no photo-montages are allowed). The extraction of high-level (semantic) information from images is markedly more complex than similar extraction from text since the information within images is significantly less explicit. This means that such extraction is somewhat less robust, except in some constrained cases. Extraction of sentiment from images is further complicated by the subjectivity of visual cues.
However, when used together, text and images can introduce some predictability and therefore strengthen the information extraction obtainable from the text alone. It is for these reasons and the particular value of forensic analysis that the DiversityEngine provides image analysis modules for supporting the extraction of facts and opinions from text.
The following modules mainly focus on the annotation of images with useful tags, that is, tags representing image content or sentiment. Some modules provide basic building blocks from which more advanced image analysis modules can be built. Many of the image feature extraction techniques in the modules use OpenIMAJ [22] as the underlying library for image analysis. Some of the modules perform basic binary image classification such as the Man-made/Natural classification module which is based on an edge-direction coherence vector image feature [48] . More advanced indexing and analysis can be performed using an advanced bag of visual words approach; an implementation of a Differenceof-Gaussian SIFT [31] key-point detector is included in the DiversityEngine which efficiently finds and describes interest points within the image [23] . These interest points can be indexed and matched using ImageTerrier [21] module to allow efficient retrieval of similar images to a query. If the index images are tagged and the query is not, the DiversityEngine can perform automatic annotation using a nearestneighbours technique; for example, a module can automatically geo-tag untagged images based on visual similarity to matching (geo-tagged) landmarks [21] .
The DiversityEngine includes a module which finds a score of image similarity between every image in a corpus. The module extracts SIFT features from all the images, indexes them using ImageTerrier then queries the index with each image in turn to find the most similar images in the corpus. Thresholding the resultant set allows the detection of image reuse in the corpus. Finding where an image has been reused provides a means for detecting trends in particular diversity metrics that can be extracted either from the images themselves or from the articles where the image has been reused. For example, images can be plotted against time to find when particular images were important within the corpus which, in turn, exposes an implied narrative for an image. It is also possible to plot the images against some other axis of diversity. Figure 4 shows image reuse plotted against an opinion value which is essentially the average subjectivity of the subjective expressions within the associated articles. It shows how, in our corpus, some images tend to be used for negatively polarised articles, whereas others are used in There is also a module for annotating images based on the dominant set clustering (DSC) algorithm [39] . This algorithm recursively finds dominant sets in the training data similarity graph to automatically generate a set of clusters against which new images can be compared. The DSC method has the advantage that the number of clusters does not need to be set a priori. The module in the DiversityEngine uses the MPEG-7 visual descriptors [46] to compute image similarity and associates the clusters with the tags from the images within. A new image is annotated by associating it with the tags of the first clusters to which it best matches. A decision algorithm based on the computation of the mean square error (MSE) is used, where for each cluster a feature vector that represents all the images in that cluster is derived (e.g. the average of all the feature vectors). The tags of the three clusters with the smallest MSE are used for the annotation. Each tag is the common tag of the images belonging to each cluster. In tests, this module returns an average accuracy of 73 % considering the lowest MSE tag. The accuracy increases up to 80 % when the second cluster is considered (so as at least one of the first two tags is correct), and up to 84 % when the third cluster is considered as well (so, at least one of the first three tags is correct). The accuracy depends on the considered database and could be improved when the annotation tool is jointly used with additional techniques based on text analysis and/or domain information.
As well as treating images as whole scenes, the DiversityEngine includes modules that attempt to extract important subsections of the image. There are two modules for extracting faces from images. The first [43] projects an image into hue space and uses a segment of the hue dimension to define skin-like colours. It then discards connected components of the image based on size, texture and shape until only faceshaped, skin-toned areas remain. The second uses the ubiquitous Haar-cascade implementation of Viola and Jones [49] to find faces in the image. Both face detection modules provide bounding boxes for the detected facial region.
More generally, the DiversityEngine includes a module for detecting the visually salient regions within an image, that is, regions which are likely to contain the important objects of an image. Finding salient regions is a current research topic and the module in the DiversityEngine uses a novel integration of visual saliency and segmentation algorithms which attempts to provide more useful salient region maps than the current state of the art [36] . The module takes a number of cues from the image to determine saliency, including the ranked sparse primary colours from the CIELab space as suggested by [17] , the segmentation of the image using EDISON [12] , global colours, local colours and local luminance contrast. The segment features are then classified using a trained naïve Bayes classifier which gives the probability of each segment being salient. Experimental tests demonstrate that the saliency maps generated by the tool successfully highlight the main region of objects of interest. Figure 5 shows some sample images and their saliency maps. In the maps, the lighter the regions, the more salient they are. Further details are available in [36] .
Document layout
One of the shortcomings of using text or image analysis alone is that the links between visual content and text content are not exploited. It is easy to manually pick out all the images or text from a webpage, but without any information about the whereabouts of these elements, it is hard to make assertions about relationships between them. The DiversityEngine provides two different tools for the extraction of document layout information. The first is used as part of the core DiversityEngine platform. The Readability4J library 9 was developed as part of the DiversityEngine project to determine the important article text within a web page, effectively removing the page template, navigation and other spurious artefacts. It uses various voting heuristics to score HTML DOM (Document Object Model) elements within a web page structure based on density of text and class and identifier names and propagates these through the DOM tree. In most cases this process identifies the main text content of the article. The library is then able to use this information to extract the headline, author, publication date, article sub-headings, images associated with the article (as opposed to decoration or spurious images) and links from the article text. The library also provides a few additional functionalities that makes it possible, with some other modules within the DiversityEngine, to track back to the absolute character within the HTML code, the annotations made with the DiversityEngine's modules.
The second tool providing complementary annotations is a module which extracts information about a specific rendered HTML layout. Due to the stylisation rules applied during the rendering of HTML, the distance between any two elements within the HTML DOM tree is not necessarily correlated to the distance when rendered to the screen. To expose this information, the HTML Layout Extractor module renders a web page into a fixed size off-screen buffer and measures the size and location of all the rendered elements. This information is then written to an annotation file which can be used to determine absolute rendered distances between elements. It is important that the measured page is rendered at a specific and fixed size, as it is often the case that web pages scale to fit the render viewport which would make comparison between pages impossible. 9 Now available as OpenSource through the OpenIMAJ project at http://openimaj.org/.
Search engine and API
For indexing and searching, the DiversityEngine uses Apache Solr [2] , a popular open-source search engine. Because Solr has a well-established plug-in framework, it provides the DiversityEngine with a means for enhancing the search results as well as allowing users to easily build upon the DiversityEngine search API.
As most of the analysis tools work by enriching documents with metadata, we can map this metadata to the fields of a Solr document to provide search over the analysis results. For example, a named-entity recogniser will identify the person entities in a document and these can be mapped to a Solr field called person. Using the Solr API, this additional field allows for more expressive queries than a simple keyword query: a query can be formulated to retrieve documents that contain a particular person or, using the Solr faceting functionality, to request the person entities most frequently occurring in documents that match a given query.
The key step in configuring this within the DiversityEngine platform is indicating how the analysis results map to the Solr fields in a document. This is controlled by a Solr conversion XML file which maps an annotation entity type to a Solr field. The conversion file allows for specification of direct annotation indexing (also through XPath selection) as well as using filter classes for Solr field generation. For example, the 'facts' analyser uses the YAGO ontology to extract named entities from the article text. It outputs XML similar to that shown in Listing 1. The annotation maps entities (it provides YAGO-entities) to character positions in the text and then gives further information (it provides facts) about the entities in another annotation. Those entities can be converted into Solr fields using a simple conversion file. Listing 2 shows a snippet of this file. The two lines map two different Solr fields. The first is a basic copy field which uses the extracted entity name as the field value; the second takes the name of those entities which are associated with a specific WordNet category (countries) as the field value.
By default, there is a one-to-one mapping between a DiversityEngine document and a Solr document. However, in some cases, particularly when indexing opinions, it can be advantageous to index at a more granular level, such as at the sentence level. For example, it is possible that many documents will contain both positive and negative statements and while it is possible to aggregate this information and assign an overall polarity score for a document, it may be more advantageous to index at a sentence level where there will be less ambiguity. Then it will be possible to search for sentences that match a particular keyword query that also contain positive or negative expressions. As with named entities, it is also possible to aggregate the number of positive and negative expressions contained in documents that match a given query, possibly indicating the overall polarity for a particular keyword query.
Listing 1 YAGO fact extractor annotation
<? xml version = " 1.0 " encoding = " UTF -8 " ? > <lk -annotation > < annotation scope = " ...00000. arc .15521713. lktext . xml " provides = " yago -entities " > <e id = " 1 " start = " #649 " end = " #668 " > Federal_Constitutional_Court_of_ Germany </ e > <e id = " 2 " start = " #151 " end = " #158 " > Slovakia </ e > <e id = " 3 " start = " #638 " end = " #647 " > The_German </ e > ... </ annotation > < annotation provides = " facts " > ... <e id = " 26 " on = " #2 " > < entity -information > < id > Slovakia </ id > < indices > < index start = " #151 " end = " #158 " / > </ indices > < facts > < hasPopulationDensity > 111#/ km^2 </ hasPopulationDensity > ... < type > wordnet_country_108544813 </ type > < type > wordnet_district_108552138 </ type > .... </ facts > </ entity -information > </ e > </ annotation > </ lk -annotation > Listing 2 Basic Solr conversion definition < field solr = " yago " annotation = " yago -entities " value = " \$ text " / > < field solr = " yago -country " annotation = " facts " value = " xpath: / entity -information [ facts / type / text () = '
The DiversityEngine provides extensions to Solr that allow for efficiently computing how documents matching a particular query change over time. This functionality was used extensively in the Yahoo Time Explorer application (see Sect. 5.2) to generate timelines. These timelines show both how the frequency of documents discussing a particular topic varies over time and also how the entities contained in those document change over time.
Search result diversification
Result diversification aims at minimising the risk of dissatisfaction by balancing the relevance and the novelty of the search results. Diversification of search results on unstructured documents is a well-studied problem (see e.g. [9, 14, 20, 50] ), but the annotated data offered by the DiversityEngine provides another interesting target for diversification. The key challenge here is to give a diverse set of results: an overview of the major plausible interpretations of a keyword query in terms of the document content and metadata. This effectively reduces the search space towards the intended search results. It could also provide a better understanding of the search space giving the opportunity to explore other parts of the space. As part of the DiversityEngine's extensible search framework, various diversification algorithms can be seamlessly auditioned. Indeed, the DiversityEngine provides a general API to customise search result diversification. A state-of-theart incremental diversification algorithm [34] is included that enables efficient processing of streaming search results over large-scale data.
To calculate the novelty of a document, typical diversification algorithms compute the distance between all of the search results using some distance metric and the API of the DiversityEngine enables customisation of this similarity function. Typically, the distance among unstructured documents is computed based on the whole document content, using e.g. cosine similarity [9] or document fragments [20] . To leverage the named entity annotations provided by the DiversityEngine, we have defined an entity-based similarity function.
Entity-based similarity metrics enable efficient diversification of search results based on their annotations because the features that are compared are smaller than those used for unstructured document comparisons. The similarity between one search result and another is computed as an overlap of the named entities (e.g. people and/or locations) associated with the results. The entity-based similarity between two annotated documents, d i and d j , is defined as the Jaccard coefficient between the two sets of entities, E d i and E d j , associated with these documents as shown in Eq. 1.
The DiversityEngine enables a standardised evaluation of search result diversification through its evaluation framework. The input to the evaluation procedure is a set of queries and their corresponding ground truths. The evaluation program executes the queries and performs search result diversification using the algorithms and distance functions specified by the application. The output of the evaluation is a matrix containing the scores for each query and an evaluation measure in the standardised format as specified by TREC. The DiversityEngine integrates several state-of-the-art measures of diversification quality as offered by the TREC 2010 Web Track 10 . The supported evaluation measures include: expected reciprocal rank (ERR) [10] , alpha-DCG and alpha-nDCG [14] , novelty-and rank-biased precision (NRBP) [15] , intent aware mean average precision (MAP-IA) [1] and subtopic recall [54] .
Applications of the software
As part of the LivingKnowledge project, the DiversityEngine was used to produce two very distinct applications requiring the use of document mining: the Media Content Analysis application and the Time Explorer.
Media content analysis
SORA is a social research and consulting company based in Vienna whose main product is their expertise in the analysis of news and broadcast media content to generate statistics and trends. Much of their work involves the hand annotation of media articles by employees known as coders. The coders read selected articles and fill in a coding sheet by hand for each article. The coding sheet captures the information for statisticians to produce the analysis required by the customer.
This could be, for example an analysis of positive and negative references to a political party in a particular period in the press. It is clear that such a manual process takes considerable effort and hence time and money. Natural language processing tools, like the DiversityEngine, can automatically do some of the work for the coders saving time and money. To enable this, the DiversityEngine platform was used as a basis for a web-based application that implements a coding sheet and uses DiversityEngine tools for extracting some of the coding sheet results automatically.
To ensure that the application was flexible and extensible, the codebook (the definition of the fields of the coding sheet) was created using a straightforward XML schema which was used for delivering the various parts of the application. A new module was implemented as a DiversityEngine analyser which aggregates the results from many of the DiversityEngine analysis tools and creates a coding sheet with some of the fields automatically populated.
When a user logs in to the web-based coding interface (shown in Fig. 6 ) and begins to code a new article, the fields that were automatically generated are entered automatically to populate the coding sheet where appropriate. and the Fig. 6 The Media Content Analyser application, built using the DiversityEngine. The left side shows the article being coded and the automatically highlighted entities extracted. The right side shows part of the coding sheet and some of the automatically extracted subjective sentences which are used to fill the coding sheet web-application provides the coder with a quick way to accept or reject the results of the DiversityEngine's analysis. Examples of the types of information that the DiversityEngine can automatically provide include extraction of people's names and faces from the text and images, extraction of locations and events (time-based entities) from the text, indications of whether images have been manipulated and automatic extraction of claims (subjective sentences where entities assert opinions). The DiversityEngine also provides other less challenging, but useful analyses such as extraction of the article date and headline, an indication as to whether the page contains advertisements and the number of words in the article (previously estimated manually by SORA's coders). User trials in the company demonstrated a substantial speedup in the time to complete the coding sheets without losing accuracy and level of detail.
Time Explorer
The Time Explorer [5] 11 is a web application developed by Yahoo! research that aims to make the diversity of a corpus an asset in search and retrieval applications. The goal is to provide tools that allow the exploration of web articles from many points of view and crucially to reveal how the knowledge within them evolves over time. The application is built entirely on top of the DiversityEngine. Ultimately, the aim is to include many aspects of diversity, although initially the application focuses only on the time dimension.
The Time Explorer uses analysis tools available in the DiversityEngine to extract from each document the persons, locations and organisations as well as all the time expressions that can be resolved to a specific day, month or year. Time expressions are extracted from both explicit references (as in "September 2010") and relative references as in "next month". In addition, simple heuristics are used to assign a subset of the entities as keywords for the document. From these features, two indexes are created: one for each document in the collection and one for each sentence in the collection. For the sentence-level index, a content date is computed as one or more of the event dates found in the document or, if there are no event dates, the publication date is used. For example, given the following hypothetical document with publication date May 1st 1999, two sentences will be found:
George Bush was elected governor of Texas in 1994. George Bush will run for President of the United States next year.
George Bush will be extracted as a person mentioned in both sentences. Texas will be extracted as a location mentioned in the first sentence and United States will be extracted as a location mentioned in the second sentence. 1994 will be 11 http://fbmya01.barcelonamedia.org:8080/future/.
extracted as a time expression in the first sentence and next year will be extracted as a time expression in the second sentence and resolved to 2000. The content date for the first sentence will be May 1st, 1999, while the content date of the second sentence will be 2000.
The resulting indexes allow for a wide range of queries including, for example:
-returning the documents that contain specific phrases and/or entities, and chronological counts thereof, -returning a list of people most related to a specific entity (place, person, organisation, etc.), -returning documents that contain specific phrases and/or entities that were published during a particular period of time; and -returning documents that mention events from a specific time (not necessarily related to the published date).
These queries and combinations of them are very powerful, so much so that it is unlikely that a user will be able to express the queries in a meaningful way. Therefore, defining an intuitive user interface is extremely important. The focus of this application is to aid the understanding of how topics evolve over time and so, unsurprisingly, the core of the user interface is a timeline. Though there are many timelines available, including Google Trends, Google Timeline and many derived from the Simile Timeline widget [29] , the Time Explorer attempts to improve on these implementations by combining many of the best features of each. Figure  7 displays the timeline produced for the query "Yugoslavia". The timeline data is split between two bands. The bottom band is the trend graph and displays how the frequency of documents containing the term Yugoslavia changes over the considered time period (Fig. 7 shows the whole 20 years covered by the New York Times Annotated Collection [44] which the application demo uses), while the top band, the topic timeline, displays the titles of the top-ranked articles. The user can click on the title of articles to get a document summary and they can also jump directly to the article. Both timeline bands are interactive and can be scrolled to change the considered time period. For large corpora, there is a tradeoff between response time and coverage on the timeline. So more documents can be retrieved for a particular time period by triggering a search by simply clicking in the highlighted region for the considered time period.
In addition to discovering the articles, an entity filter panel displays the entities most associated with the query. In this case, entities are people and locations extracted by DiversityEngine tools and those that were originally annotated in the corpus. Selecting an entity will submit a query for all documents that mention (or do not mention) that entity. It also provides links to see a definition of the entity if one can be found in Wikipedia. An additional feature of the entity filter is to provide a trend line for the entity on the trend graph. This displays the entity's mentions in the timeline to allow comparison and see correlations between the entity mentions and the query results. Figure 8 shows this feature for two entities (President Clinton and General Wesley Clark) drawn in red and green on the trend graph.
The entity list and the entity co-reference graph widget are both modified in real time as the query is refined or the timeline period is changed. This allows the user to easily see how the important entities change over time for a given query. For example, for the query Yugoslavia many sports figures were associated with the term before the Yugoslavian conflict in 1990, but from then on the names of world leaders become much more highly correlated.
So far, the examples presented for the Time Explorer have been using the published date of the article; however, it is also possible to use the content date for plotting events on the timeline. This has the advantage that events can be plotted into the future making it possible to see predictions in article texts. Using the content date, it is also possible to look for articles making predictions about a specific date that were made in the past.
The Time Explorer has many other features on top of those briefly described here and initial feedback from trials has been very favourable. Lists of both the most important keywords associated with the document and the most important dates are available. These serve both to better summarise the document and to provide an additional mechanism for refining the search. In addition, clicking on the source gives details about the source of the article. In the New York Times collection, this is obviously limited to the New York Times articles, but the Time Explorer has been extended to include daily updated news feeds from other media outlets such as The Washington Post, The Guardian, The BBC and also blogs. The Time Explorer also includes tag clouds and maps for exploring important terms and locations in query results.
Conclusion
In this paper we have described the open-source DiversityEngine platform and testbed with which multimedia analysis and retrieval can be performed. An overview of the range of novel analysis modules delivered with the platform has been presented together with references to the more detailed papers on the underlying algorithms and their evaluation. Performance of the search and retrieval engine depends on the specific platform used for the deployment of Solr. The platform also allows the multimedia feature analysis and indexing to be scaled horizontally using Hadoop. The engine makes the integration of analysis modules as simple and transparent as possible, while providing flexible and extensible higher-level APIs on which applications can be built. It is available for experimentation, as it comes with some state-of-the-art text and image analysis algorithms including article metadata extraction, syntactic text extraction, opinion extraction from text, forensic analysis of images and image similarity. All are included either as open-source or as binary modules in the DiversityEngine.
We have described two applications of the platform that show how it can be used to forward the current state of the art in media analysis, search and retrieval. The Time Explorer has been released as a demo in Yahoo!'s sandbox and the Media Content Analyser is being taken up by SORA as part of its workflow; both applications demonstrate that the DiversityEngine is a versatile, state-of-the-art platform for fact, opinion and diversity analysis for multimedia retrieval with the additional advantage of being open source.
