Abstract. We present new procedures for inferring the structure of a finite-state automaton (FSA) from its input\ output behavior, using access to the automaton to perform experiments.
Abstract. We present new procedures for inferring the structure of a finite-state automaton (FSA) from its input\ output behavior, using access to the automaton to perform experiments.
Our procedures use a new representation for finite automata, based on the notion of equivalence between tesfs. We call the number of such equivalence classes the diLersL@of the automaton; the diversity may be as small as the logarithm of the number of states of the automaton. For the special class of pennatatton aatornata, we describe an inference procedure that runs in time polynomial in the diversity and log(l/6), where 8 is a given upper bound on the probability that our procedure returns an incorrect result. (Since our procedure uses randomization to perform experiments, there is a certain controllable chance that it will return an erroneous result.) We also discuss techniques for handling more general automata.
We present evidence for the practical efficiency of our approach. For example, our procedure is able to infer the structure of an automaton based on Rubik's Cube (which has approximately 10 lY states) in about 2 minutes on a DEC MicroVax.
This automaton is many orders of magnitude larger than possible with previous techniques, which would require time proportional at least to the number of global states. (Note that in this example, only a small fraction (10-14, of the global states were even visited.)
Finally, we present a new procedure for inferring automata of a special type in which the global state is composed of a vector of binary local state variables, all of which are observable (or risible)
to the experimenter. Our inference procedure runs provably in time polynomial in the size of this vector (which happens to be the diversity of the automaton), even though the global state space may be exponentially larger. The procedure plans and executes experiments on the unknown automaton: we show that the number of input symbols given to the automaton during this process is (to within a constant factor) the best possible. 
Prel'ious Work
For a fascinating discussion of the problem of inferring an environment from experience, the reader is encouraged to read Drescher [1986; 1987] whose approach is based on the principles of Piaget. Kohavi [1978] gives a fine introduction to the theory of finite-state automata, as do Hartmanis and Stearns [1966] . The problem of inferring a finite-state automaton from its input/output behavior has a long history. Pitt [1989] provides an excellent survey of this history. Here are some of the highlights. Gold [1967] presented a number of recursion theoretic results concerning several language classes, including the regular languages. Gold considered the problem of identifying a language "in the limit," and showed that the feasibility of this problem for regular languages depends on the manner in which examples of the language are presented to the learner. In the same paper, Gold described the problem of "black box" identification, closely related to the particular problem that we are here addressing. In this situation, the learner is able to experiment with an unknown black box. At each step, the learner supplies the black box with an input symbol and the black box in turn outputs an output symbol calculated as a function of the input symbols provided to it so far. Gold shows that if the black box is a finite automaton, then it can be identified in the limit. Note however that Gold's results do not address the time complexity of any of these problems. In a later paper, Gold [1972] examined more closely the problem of inferring a black box finite automaton.
Here, Gold assumed that the experimenter has available to it a mean of resetting the automaton to some initial state. Gold [1978] proved that finding an automaton of n states or less agreeing with a given sample of input\ output pairs is NP-complete.
Pitt and Warmuth [1993] showed that merely finding an approximate solution is infeasible if P + NP. however, we find Moore automata more natural.) A finite-state automaton~is a 6-tuple (Q, B, P, qo, a, y) where -Q is a finite nonempty set of states.
-B is a finite nonempty set of input symbols, also called basic actions.
-P is a finite nonempty set of predicate symbols, also called sensations.
-qO, a member of Q, is the initial state. We assume henceforth that we are dealing with a particular finite-state automaton % = (Q, B, P, q,], 8, -y), which we call the environment of the learning procedure.
We say that E is a pewnutation eru'ironment if for each b c B. the function 8(., b) is a permutation of Q. We let A = B* denote the set of all sequences of zero or more basic actions in the environment %; A is the set of actions possible in the environment %, including the null action A If q is a state in Q, and a = blbz ""-b,, is an action in A, we let qa = qblbz "o" b,, denote the state resulting from applying action a to state q: 
TESTS.
A test is an element of AP, that is, an action followed by a predicate.
We let T denote the set of tests AP. We say that a test t = ap succeeds at state q if qt = q( ap) = qap = (qa)p is true. Otherwise, we say that t fails at q. The letzgth It/of a test t is the number of basic actions and predicates it contains.
We say that~is reduced if every pair of states can be distinguished by executing some test:
We assume henceforth that % is reduced. (Q, B, {p}, qO, 6, y) , and let %' = (Q'j B, {p'}, q~, 8', y') be defined as follows:
In this construction, Q is just the vertex set of %'s update graph so that
Furthermore, by the definition of 8', we see that the transition graph of~' is exactly this update graph with all of the edges reversed in direction. we have:
Thus, q~aRp' = y(q&aR, p') = -y([ap], p') = qOap. The language L(%) accepted by automaton % is the set of actions a = A which move % from its starting state to an "accepting" state in which the environment's only predicate is true. That is, L(%) = {a q ,4 Iqu ap = true}. In this environment, the robot is able to read the leftmost bit of an n-bit register, such as the 10-bit register depicted in Figure 1 . Its actions allow it to rotate the register left or right (with wraparound) or to flip the bit it sees.
Clearly, this automaton consists of 2" global states, but its diversity is only 2n
since there is one test for each bit, and one for the complement of each bit. We note that the register world is a permutation automaton. The update graph of this environment for n = 3 is depicted in Figure 2 . The name " 1" in the figure refers to the predicate that returns true if the leftmost bit is a 1, and "L,"
and "R," and "F" refer to the actions that rotate left and right, and which flip the leftmost bit. In the current state, the register contains either test is to return the value of the bit one step to the right. Thus, the two tests will always return the same value despite the fact that the tests' effect on the global state may be quite different (one test flips a bit, the other does not).
3.8.2
The n X n G-id World. Consider a robot on an n X n square grid (with "wraparound," so that is is topologically a torus), (see Figure  3 ). The robot is on one of the squares and is facing in one of the four possible However, the ditersity of this environment is only 0( n z). The state of this environment is completely characterized by knowing the color of each square (using a robot-relative coordinate system). It is not hard to devise a set of 0( n?) tests whose results give all the desired information.
(For example, the square behind the robot is red if and only if the test "turn-
is true.) Given this information, it is easy to see how to predict the state of the environment after a given sequence of actions. In fact, it becomes clear that this is the "natural" representation of this environment, and that the intuitive representation and simulation procedure one would use for this environment are captured almost exactly by the diversity-based representation and simulation procedure given in the previous section.
We note that because of the "paint" operations, this environment is not a permutation environment.
Our Inference Procedure
The inference procedure tries to construct a perfect model of its environment by meeting the two requirements of the simulation theorem (Theorem 3 
A modified inference algorithm for permutation environments.
PROOF. Suppose to the contraty that b't -blt for some i, j, 1 s i < j < n. Then by (6), t E b~-'t contradicting the hypothesis since 1< j -i < n but
Essentially, the preceding theorem shows that the modified algorithm of Figure  5 is "just as good" as that of Figure  4 in the sense that both will correctly infer the update graph in roughly the same number of calls to the equivalence testing subroutine. This random walk defines a finite Markov chain with transition matrix (7) where I is the n X n identity matrix. Note that b is doubly stochastic, meaning that it is nonnegative (i.e., all its elements are nonnegative), and the sum of the elements in any row or column is equal to 1.
Let p, denote the row vector whose ith component is the probability of the Markov chain being in state i (i.e., at vertex i) at time t.Then we have the recurrence:
Pt+l 'Pf B.
The initial vector pO has a 1 in the position of the starting vertex, and O in all other positions. Let m=~l-t(l,l,..., 1). We will see that rr is the stationa~distribution for our Markov chain. Thus, as we take more and more steps in our random walk, the probability vector p, converges to m; we lose track of where we began and are more or less equally likely to be at any vertex.
In the next theorem, we prove a strong upper bound on the rate at which the Markov chain converges to its stationary distribution.
THEOREM 9. Let A be the adjacency matrix of a strongly connected directed graph G on n L'ertices that is regular of degree d. Let B, pf and n-be as aboLJe. Then, for t >0, Since the u, are eigenvectors, (xH, x) =~~,C~.
1=1
Since both p, and T are probability distributions, the sum of the elements of either is equal to 1, which implies that (p,,~11 ) = (n-, Ul) = n-1iz. Therefore c1 = (x, u,) = (pt, ['l) -(7, L11) = o. After t = dnz in(n) steps, we have a chance of at least l/2n of being at any giuen LIertex.
We will later apply this corollary to a graph whose size is polynomial in the diversity D.
4.4.4 Point-Symmetric Graphs. Next, we turn to a discussion of point-symmetric graphs, and prove a lemma needed in proving Theorem 10 below.
We say that a graph G is point-symmetric if for all pairs of vertices t, w in G, there exists an automorphism on G that maps L' to w. A bipartite graph G is bipartite point-synzmetric if for all pairs of vertices t, w on the same side of the graph, there exists an automorphism on G that maps L' to w, It is easy to see that all vertices have the same degree in a point-symmetric graph, and likewise for all vertices on the same side of a bipartite point-symmetric graph.
The proof of the following lemma is due in large part to Satish Rae. This lemma, at least for the nonbipartite case, has also been proved in other places, such as in Loviisz [1979] .
LEMMA 3. Let G = (V, E) be an undirected, connected point-symmetric or bipartite point-symmetric graph with degree at least d at eLery Lerte.x. Let m be the minimum number of edges that must be rentoL~ed to separate G into tvt'o nonempty pieces. Then m > d.
PROOF.
For arbitrary subsets S, T of vertices, let D( S, T) be the number of edges connecting points in S to points in T, and let C(S) be the number of edges cut in separating S from the rest of the graph:
D(S, T) = I{{s, t} q EIS q S>t~T}l.
C(S) =D(S, V-S).
Then m = min{C(S)10 + S g V}.
Suppose, contrary to the theorem's statement, that m < d, and let S be the smallest nonempty subset of V for which C(S) = nz.
Since C(S) >0, S contains some bounda~point j, that is, a vertex j connected to some vertex outside of S. We claim S contains an interior point i as well, that is, a vertex not on the boundary. If this were not the case, then all k = IS I vertices in S are boundary points so that k s m. The number of edges between pairs of vertices in S is at least
(1 k This is a contradiction since it is clearly impossible for more than~edges to connect k points. In the case that G is only bipartite point-symmetric, we claim that we can assume without loss of generality that i and j are on the same side of the graph. For suppose, to the contrary. that all of the k, vertices of S on one side of the graph are interior, and all of the kz vertices of S on the other side are boundaty points. Then, k2 s m, and so the number of interior edges is at most k] kz < k} m < kl d, a contradiction since the kl vertices on the first side are interior.
Therefore, in either case, we may conclude that there is an automorphism u on G mapping i to j. Let S' be the image of S under m. Then, IS I == IS' I and C(S') = C(S) = m. Also, since j's neighbors are the image of i's neighbors under m, and since i is an interior point of S, it follows that j is an interior point of S'. Therefore, since j is a boundary point of S but an interior point of S', it cannot be the case that S = S'.
Let I= SnS', X= S-l, X'=S'-l,and Z= V-(Su S')( Figure  6 ). Since j = 1, 1 is not empty. The sets X and X' are also nonempty since S and S' are unequal sets of the same size. Therefore, O < 1X1 < IS I and so C(X) > m by our choice of S. Similarly, C(X') > m.
We have:
(Note that D(X, 1) = D( Z, X) since G is undirected.)
Thus, we have the following contradiction: Let s and t be two inequil)alent tests of a permutation environment E of diuersi~D. We take a random walk in E of length 2 IB IDd in (D) beginning at an arbitrary start state. At each step, with equal probability, we either do nothing, or we execute a uniformly and randomly chosen basic action from B.
Then, the probability that the values ofs and t differ at the state where we complete this walk is at least l/2D. Thus, we can regard the reverse of the random walk a as an equally random ). Since, we are taking a random walk of just the form and length described in the hypothesis of Corollary 1 for a graph such as P with at most Dz vertices, and both indegree and outdegree equal to IB I at each vertex, we see that our (reversed) random walk has a roughly equal chance of finishing at any of the vertices of P; that is, the probability we finish at any given vertex is at least 1/2171. in P for which qs' # qt'. We therefore would like to show that at least IVP l/D = IEc I/I) of the edges of C connect X to its complement.
This will be the case if we can find at least d such edges.
Since s # t,there is at least one such edge. Let C' be the subcomponent of C connected to this edge. The graph C' is still (bipartite) point-symmetric. Therefore, simply regarding the edges of C' as undirected, and applying Lemma 3 to it, we see that at least d edges are cut in separating X from its complement in C, as desired. This completes the theorem. Thus, the probability of failing to do so after n trials is at most (1 -l/2D)n < exp( -rL/2D). This error probability is bounded by a parameter~if we choose n > 2D ln(l/~).
As -Run test s to determine qs.
-If qs # qt,then s # t.
-Repeat until confident that s -t.
As before, this is a one-sided test: A report that s~t is certainly correct, but a report that s = t may be erroneous.
The test must be rerun a number of times before concluding that s = t.To make the trials as independent as possible, we may:
-take a "random walk in %" between each trial, by executing some randomly chosen sequence of actions.
-repeatedly execute an action ab instead of just a in each trial, where b is an arbitrarily chosen action in A. Figure  7 ). The robot is allowed to see only three of the fifty-four tiles: a corner tile, an edge tile, and a center tile, all on the front face. Each of these three senses can indicate any one of six colors. The robot may rotate the front face, and may turn the whole cube about the x and y axes. ( The planet is very small-it takes only four steps to go all the way around it.
The basic actions available are "
Step Forward," "Step Backward," and "Turn Around" (see Figure 8) . In the state shown, the Little prince has no sensations but he will see the volcano if he takes a step forward, and will see the rose if he takes a step backward (or turns around and takes a step forward). In the final example, micro-world, the robot can fiddle with the controls of a car radio (see Figure  9) and can detect what kind of music is being played. The most complicated environment (Rubik's Cube) took less than two minutes of CPU time to master-we consider this very encouraging.
Rubik's Cube, the Little Prince, and the 32-bit Register Worlds were explored with an implementation (version "P") that exploits the special properties of permutation environments, but that only compares one pair of tests at a time. All worlds were explored as well by version "M", which tries to compare many tests against many other tests in a single experiment. The run times given We let A = B* denote the set of all sequences of zero or more basic actions in the environment %'; A is the set of actions possible in the environment %, Finally, we assume that % is strongly connected: It is possible to get from any state in Q to any other. (Otherwise, it maybe impossible to infer % completely, since % will get stuck in one of its several strongly connected components.)
EXAMPLE.
To make things concrete, consider the simple-assignment automaton % illustrated in Figure 10 . Here, % has IZ binary state variables {xl, ..., x,,}, where n is even. We think of the values of these variables as being drawn from the set {Red, Green} (or {R, G} in the figure).
We imagine the n variables as being divided into n/2 "columns," where xzl_, and Xz, are in the same column, for i = 1,..., n/2.
There are four input symbols, or "basic actions": p, q, r,s. On any input, the variables in the ith column are updated in some way from the variables in the i -1st column. (We assume that the variables in the first column never change values-xl is always Red and Xz is always Green. ) Since each of Xz,. 1 and X21 can be assigned one of xz,_j or .xzl_~in two ways, there are a total of four distinct ways in which the variables in column i can depend upon those in column i -1. Each input symbol is associated with one of these possibilities, but in a manner that is arbitrary and caries from column to column. Figure  10 illustrates the effect of action p, and a typical state of the automaton; the other three actions could be illustrated with similar diagrams. It is important to note that two of the four possibilities are guaranteed to give a column a monotone coloration, independent of whether the column to the left has a monotone or a mixed coloration.
This automaton has a number of states which is exponential in n-it is easy to see that every column except the first can independently be made all Red or all Green. And there are many other states where columns other than the first have a mixed coloration.
However, it is easy to see that in order for a column to receive a mixed Let m = ab, a e A, b 6 B be the shortest plausible experiment. Let j, k be members of C(i, m) for which x, # x~. Then there exist r,s~C(i, b) for which j = C(r, a) and k = C'(S, a). Since m is the shortest plausible experiment, and because Ial < Iu 1, all the variables in C( r, a) must have the same value. In particular, Xafp,~J = XJ, and likewlse, X8(7,., = x~. Therefore X8{,, ,[) # X5(S.a)> so that u is useful. Ajler no more than I B In usejid experiments are petformed, each candidate set will be a singleton set.
PROOF. An easy induction shows that, between each experiment, for fixed b = B, two candidate sets C(i, b) and C( j, b ) must either be disjoint or identical.
(Two such sets will be identical if and only if x, = x, in every global state seen so far. When a state is first observed for which x, # XJ, the common set C(i, b) = C( j, b) is split into two disjoint nonempty blocks, one of which becomes the new C(i, b) and one of which becomes the new C( j, b).) Thus, each set C(i, b) is a block of a partition S~of a subset of V into pairwise-dis- We can find the shortest plausible experiment by searching the space of unordered pairs of variables {j, k}, both in some set C'(i, o), until we find one for which~, # x~. More precisely, we do a breadth-first search of the forest of trees in which the root of each search tree is a pair {i, i}, and the b-children of each node {j, k} are the pairs {j', k'} for which j' q C'(j, b), k' q C(k, b). When a pair {j, k} is found for which x~+ XL, we return the experiment that is the path from the node {j, k} to the root of its tree,
Since we search a forest of O(nz) vertices, each vertex of degree 0( lBln2), this experiment planning subroutine runs in time 0( IB Ind ), Furthermore, the length of the experiment returned is bounded by the size of the search space, nz. Thus, the entire inference algorithm will run in time 0(11? 2n5), having executed IB In 3 basic actions. We now improve these bounds with a more efficient subroutine ( Figure  12) that maintains equivalence classes of variables using a "weighted union and collapsing find" data structure (see Tarjan  [ 1975] or Cormen et al. [1990] SLtppose j, k = C( i, v). Then the subroutine of Figure 12 (if not intenwpted to return an answer) will merge j and k into the same equivalence class before the search depth exceeds Iv 1.
Input: V, B, and access to the environment t = ( t', B. 6, qo). By induction on I~1. If Iul = 1, then j, k = C(i, b) for some b = B, and j and k are merged into the same equivalence class during the initialization phase when the search depth is exactly one. Let h > 1 and suppose that the theorem's statement holds when I u I < h.
Given j, k e C(i, u), where I u I = h, we wish to show that j and k are merged before the search depth exceeds h.
Let u = ba, b c B, a q A and let r, s be such that r, s c c(i, a) and j G C'(r, b), k = C(s, b ({l'm,l'm+, =s}! %,).
When ({rx, rl +~}, m,) is dequeued, the members of the candidate sets C(rZ, b) and C(rX+~, b) are merged into one equivalence class, so that, transitively, the sets C( r, b) and C(s, b) are merged into one. In particular, j and k's equivalence classes are merged.
Since each ICX, I < h, this happens before the search depth exceeds h.
The jirst plausible experiment discollered by the subroutine (i.e., the one returned) will also be the shortest plausible experiment. If there exists a plausible experiment, then the subroutine will discoler it. That is, a return of FAIL by the procedure will be correct.
Clearly, the running time of the procedure is bounded by the number of UNION-FIND operations.
Since we begin with n equivalence classes, no more than n UNIONS can be performed. Therefore, n bounds the total number of enqueuings, and so the search depth as well. Based on this fact and the fact that Sh is a partition of at most n elements, we see that 0( IBin) FIND operations are performed, yielding a running time for the subroutine of 0( IBln " a(l Bin)), where a is an extremely slow growing functional inverse of Ackerman's function (see Tarjan [1975] ). Finally, the length of the experiment constructed cannot exceed the maximum search depth of n. Thus, we have:
Our inference algorithm con-ect(~infers the environment $7 in time 0( IB I'n% ( IB In)), hauing executed no more than IB In2 basic actions. There exists a constant e >0 such that, for all n >4, m >3, there exists a simple-assignment automaton~for which IB I = nl and IV I = n, and which cannot be inferred by any algorithm which executes fewer than e~B~n2 basic actions. Initially, only xl is true. It is easy to veri~that xl is always true, x. is always false, and no more than one variable at a time (other than xl) can be true. If 1 < i < n, the variable xl will be true if and only if the action sequence al az """ a,_ 1 was just executed. 
Consider

Conclusions and Open Problems
We have presented a new representation for finite-state systems (environments), and proposed a new procedure for inferring a finite state environment from its input/output behavior.
In the case of permutation environments, our procedure can infer the structure of the environment in expected time polynomial in the diversity of the environment, and log(l /8 ), where 8 is an arbitrary positive upper bound given on the probability that our procedure will return an incorrect result. For general environments our procedure appears to work well in practice, although we do not have a proof to this effect.
When the environment has lots of "structure," the diversity will typically be many orders or magnitude smaller than the number of global states of the environment; in these cases, our procedure can offer many orders of magnitude improvement in running time over previous methods. Finally, we have shown how to infer any visible simple-assignment automaton in time polynomial in the number of variables and basic actions in that automaton, and have shown that our procedure is optimal to within a constant factor in terms of the number of basic actions executed. that the "step ahead" action has no effect if the robot is facing and up against the boundary). -dependence on global state variables or control variables (e.g., an "on-off" switch in the Car Radio World).
