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Abstract
In summer 2010, an enormous high pressure system evolved over the European-Russian sector. It
blocked the zonal flow for two months and created favorable conditions for two disastrous high impact
weather events. The Russian population was afflicted with anomalously high surface temperatures and
forest fires which led to a massive air pollution. Pakistan was inundated by deluge of water from strat-
iform rainfall and heavy precipitation events. The mentioned responsible high pressure system belongs
to a group of large-scale flow patterns which are known as atmospheric blockings. They are persistent,
self-sustaining, and quasi-stationary. They decelerate the large-scale basic flow and split the jet stream
into two branches. Their genesis and lysis, as well as their neighboring troughs upstream and down-
stream (being the block’s flanks) are characterized by low predictability. Because of their relation to
high impact weather, there is a special need in improving blocking predictability and the understanding
of the relevant physical processes.
In previous studies, blocking was investigated in detail, including the case in summer 2010. There
were studies about forecast variability, about dynamics, impacts, or from a climatological point of view.
However, these aspects were mostly investigated separately. In addition, several questions are still unan-
swered, for example addressing a commonly accepted definition, blocking maintenance as well as the
onset/decay of blockings, also in respect of whose predictability.
In this study, two forecast ranges are considered and are compared against each other to show charac-
teristics and benefits from both approaches for blocking prediction. For the medium range (with lead
times of 10 days), a set of scenarios for the synoptic evolution during the onset, mature stage, and decay
of the block are extracted from THORPEX Interactive Grand Global Ensemble multi-model ensemble
forecasts. These scenarios represent the key features of the forecast variability of the block and of the
resulting surface impacts. Two heat indices and a fire index are computed to highlight the forecast vari-
ability in societal impacts. The study is a proof of concept, showing how information about surface
impacts can be derived from available operational ensemble forecasts in an effective manner, and point-
ing to possible difficulties in this approach. Comparing the forecast for the heat wave’s impact on large
spatial domains, and on a near-grid point scale, identifies challenges forecasters may face when predict-
ing the development of a heat wave. Moreover, with the help of a correlation method, the dynamical
processes are identified which were responsible for the forecast variability of the block during all three
stages of the life-cycle. For the subseasonal range (with lead times of 45 days), development scenarios
from Subseasonal-to-Seasonal multi-model ensemble reforecasts are extracted and compared. Only the
onset and the decay phase of the block are considered for the investigation of blocking predictability in
the subseasonal range.
Although the block’s onset was highly predictable, the increase in temperature and the extension of the
heat-affected area differed between the scenarios. During the mature stage of the block, the variability
of its western flank had a considerable influence on the precipitation and surface heat distribution. Since
the blocking remained after the analyzed decay in two of three scenarios, the predictability of the decay
was low in this forecast. The heat wave ended independently from the block’s decay, as the surface
temperature and the impact indices decreased in all scenarios. In scenarios without the decay of the
block, the block was shifted so that the surface temperature anomaly and the geopotential height anomaly
were not in phase anymore. In scenarios with the decay of the block, the upper-level controlling anomaly
was missing to sustain the heat wave. For all phases of the block, its forecast variability was related to
the performance of diabatic forcing over the North Atlantic. There were also other relevant dynamical
processes (like the interaction with transient eddies) whose importance differed for the three phases of
the block’s life-cycle.
For the subseasonal range, the onset of the block was predictable. However, it was difficult to predict
the exact date and position. The variability of the forecasts, which contained the decay phase of the
block, was not related to the block’s decay itself, although there were remarkable differences in the
representation of the shape and position of the blocking pattern. In all scenarios, the lysis of the block
was forecast too early.
Kurzfassung
Im Sommer 2010 entwickelte sich über Europa und Russland ein gigantisches Hochdrucksystem. Es
blockierte die zonale Strömung für zwei Monate und schuf günstige Bedingungen für zwei katastrophale
Wettereignisse mit hohem Schadenspotential. Die russische Bevölkerung war von anormal hohen Ober-
flächentemperaturen und Waldbränden, welche zu einer massiven Luftverschmutzung führten, betrof-
fen. Pakistan wurde von Wassermassen aus stratiformen Regenfällen und Starkniederschlägen über-
schwemmt. Das genannte verantwortliche Hochdrucksystem gehört zu der Gruppe der großskaligen
Strömungsmuster, die als atmosphärische Blocks bekannt sind. Sie sind persistent, selbsterhaltend und
quasi-stationär. Sie bremsen die großräumige Strömung aus und spalten den Strahlstrom in zwei Äste
auf. Ihre Bildung und Auflösung sowie ihre benachbarten Tröge stromauf und -ab (welche die Flanken
des Blocks sind) sind durch geringe Vorhersagbarkeit gekennzeichnet. Wegen ihrer Verbindung zu
Wettereignissen mit hohem Schadenspotential gibt es einen besonderen Bedarf daran, die Vorhersag-
barkeit von blockierenden Wetterlagen und das Verständnis der relevanten physikalischen Prozesse zu
verbessern.
In vorangegangenen Studien wurden Blocks, wie auch der Fall im Sommer 2010, tiefgehend untersucht.
Es gab Studien über Vorhersagevariabilität, über Dynamik, Einfluss oder aus einer klimatologischen Per-
spektive. Jedoch wurden diese Aspekte in den meisten Fällen getrennt voneinander untersucht. Außer-
dem gibt es viele unbeantwortete Fragen über eine allgemein gültige Definition, die Aufrechterhaltung
und den Beginn/Zerfall von Blocks, auch in Zusammenhang mit deren Vorhersagbarkeit.
In dieser Studie werden zwei Vorhersagezeiträume betrachtet und verglichen, um zu zeigen, welche
Vorteile beide Betrachtungen für die Vorhersage von Blocks bringen. Für die Mittelfrist (mit einer
Vorhersagelänge von 10 Tagen) werden Szenarien von „THORPEX Interactive Grand Global Ensemble“-
Multimodell-Ensemblevorhersagen extrahiert, welche die synoptische Entwicklung während der Entste-
hungsphase, des Reifestadiums und des Zerfalls des Blocks zeigen. Diese Szenarien repräsentieren
die Hauptmerkmale der Vorhersagevariabilität des Blocks und der sich ergebenen Einflüsse auf die
Oberfläche. Zwei Hitzeindizes und ein Feuerindex werden berechnet, um die Vorhersagevariabilität
in Auswirkungen, die von gesellschaftlichem Interesse sind, hervorzuheben. Die Studie ist ein Mach-
barkeitsnachweis, in dem gezeigt wird, wie Informationen über bodennahe Wetterbedingungen von ver-
fügbaren operationellen Ensemblevorhersagen effektiv gewonnen werden können. Dabei wird auch auf
mögliche Schwierigkeiten bei diesem Vorgehen hingewiesen. Der Vergleich von Vorhersagen des Ein-
flusses der Hitzewelle für große Gebiete und Gebiete nahe der Gitterpunktskala zeigt Herausforderun-
gen auf, mit denen Meteorologen bei der Vorhersagen von Hitzewellen konfrontiert werden. Des Weit-
eren werden in dieser Arbeit mit Hilfe einer Korrelationsmethode dynamische Prozesse identifiziert, die
für die Vorhersagevariabilität des Blocks während der drei Entwicklungsphasen verantwortlich waren.
Für den sub-saisonalen Vorhersagezeitraum (mit einer Vorhersagelänge von 45 Tagen) werden Entwick-
lungsszenarien von „Subseasonal-to-Seasonal“-Multimodell-Ensemblevorhersagen extrahiert und ver-
glichen. Es werden nur die Entstehungsphase und Zerfallsphase des Blocks betrachtet.
Obwohl die Bildung des Block durch hohe Vorhersagbarkeit gekennzeichnet war, waren der Temper-
aturanstieg und die Ausdehnung des Gebiets, welches von der Hitze betroffen war, in den Szenarien
unterschiedlich. Während des Reifestadiums des Blocks hatte die Variabilität seiner Westflanke einen
beachtlichen Einfluss auf die Niederschlags- und Hitzeverteilung. Da der Block in zwei von drei Szenar-
ien nach dem analysierten Zerfall bestehen blieb, war die Vorhersagbarkeit des Zerfalls in dieser Vorher-
sage gering. Die Hitzewelle endete unabhängig von dem Zerfall des Blocks, da die Oberflächentemper-
aturen und die Werte der Indizes, welche die Hitzewirkung beschreiben, in allen Szenarien zurückging.
In Szenarien ohne den Zerfall des Blocks verlagerte sich der Block, sodass die Oberflächentemperature-
nanomalie und die Anomalie in der geopotentiellen Höhe nicht mehr in Phase waren. In Szenarien mit
Zerfall des Blocks fehlte die kontrollierende Höhenanomalie, um die Hitzewelle aufrechtzuerhalten. Die
Vorhersagevariabilität hing für alle Phasen des Blocks von der Darstellung des diabatischen Antriebs
über dem Nordatlantik ab. Es gab auch andere relevante dynamische Prozesse (wie die Wechselwirkung
mit transienten Wirbeln), die für die drei Phasen des Blocks unterschiedlich wichtig waren.
Für den sub-saisonalen Vorhersagezeitraum war die Entstehung des Blocks vorhersagbar, jedoch mit
Schwierigkeiten in der Vorhersage des exakten Datums und der exakten Position. Die Variabilität der
Vorhersagen, welche den Zerfall des Blocks beinhalteten, war nicht auf den Zerfall des Block selbst
zurückzuführen, auch wenn es beachtliche Unterschiede in der Darstellung der Form und Position des
Blocks gab. In allen Szenarien wurden die Auflösung des Blocks zu früh vorhergesagt.
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1. Introduction
The major heat wave in Europe in summer 2003 claimed 50.000 fatalities (Black et al., 2004; Fink et al.,
2004). The flooding in Great Britain in winter 2013/2014 caused economic losses of US$1.5 billion,
more than 100.000 houses and flats were without electricity (Slingo et al., 2014; Thorne, 2014). The cold
spell in Europe in winter 2010/2011 caused economic losses of US$6.1 billion (Cattiaux et al., 2010). All
these disasters due to high impact weather had one thing in common: They were caused by atmospheric
blocking. Blocking is a large-scale flow pattern that decelerates mid-latitude eddies, as well as the back-
ground flow, and forces them to follow a more meridional direction (e.g. Rex, 1950; Arakawa, 1952;
Sumner, 1954). Atmospheric blocking is persistent and self-sustaining (e.g. Egger, 1978; Liu, 1994).
Moreover, blocking is associated with low predictability during its onset and decay. That is because the
onset of a blocking anticyclone is associated with a transition from a zonal to a meridional flow pattern
(vice versa for the decay), which is challenging for numerical weather prediction (Tibaldi and Molteni,
1990; Frederiksen et al., 2004). Predictability is also low along the troughs upstream and downstream
of blocking ridges (e.g. Tibaldi and Molteni, 1990; Matsueda, 2009). These troughs (hereafter, referred
to as flanks) have a special role as they are the transition zones from the quasi-stationary persistent core
of the block to the environmental flow. Because of its linkage to high impact weather events, there is
a special interest in the predictability of blocking, in the physical processes which are relevant for the
blocking evolution and in those which limit forecast quality.
An impressive example of atmospheric blocking was the spatially extended high pressure system over
Russia in summer 2010 that blocked the zonal flow from mid-June to mid-August (Trenberth and Fasullo,
2012). Favorable large-scale sea surface temperatures and local soil moisture conditions supported the
formation of the block (Hong et al., 2011; Lau and Kim, 2012; Schneidereit et al., 2012; Trenberth and
Fasullo, 2012). Two high impact weather events were associated with this blocking system: a heat wave
in Russia and floods in Pakistan. In Russia, 55.000 people died from the consequences of the heat wave.
It was the worst drought since 1972 and caused an economic loss of about US$15 billion (Barriopedro
et al., 2011; Grumm, 2011). In Pakistan, 20 million people were affected by the flooding, with 3000
fatalities (Hong et al., 2011). The predictability of the flooding event in Pakistan and the associated fore-
cast variability of the upper-level controlling trough (being the eastern flank of the block) are not part of
this study as these are discussed in Webster et al. (2011). Matsueda (2011) investigated the predictability
of this blocking. Overall, the blocking was associated with high predictability, but drops in predictability
occurred in the period from the end of July to mid-August. During this period, the forecasts of the block’s
1
1. Introduction
western flank were described as critical, especially at the end of July. His studies further revealed that the
reduced predictability of the blocking high’s decay influenced the reliability of forecasts for temperature
extremes at the surface. The 2010 Russian heat wave block has not yet been investigated in the extended
range.
Up to now, predictability, surface impacts and dynamics of certain weather systems like blocking were
mostly investigated separately. The present work combines these issues. The 2010 Russian heat wave
block is investigated concerning forecast variability, impact on surface conditions and relevant dynamical
processes in the medium and in the subseasonal range. For the medium range, we show how differences
in the representation of the blocking ridge may impact forecasts of surface conditions, like 2 m tempera-
ture and humidity. We further examine the dynamical mechanisms and features which were linked to the
block’s forecast uncertainty. The following research questions are addressed. Does low predictability of
the blocking transfer to a low predictability of the associated high impact weather? What are the main
development scenarios of the block in the forecast? Can the scenarios be linked to specific impacts or
a lack thereof? Which are the dynamical features and processes which were responsible for the fore-
cast variability of the block? For the subseasonal range, a time frame for which forecasts have only
become available recently, we investigate how the blocking system is represented in a new set of ensem-
ble forecasts. Furthermore, we seek to identify a potential limit of predictability for blocking on these
time scales. In addition, we want to find out if the same methods can be used for investigating forecast
variability in the medium range and the subseasonal range.
For the medium range, we focus on the three major developmental stages of the block’s life-cycle: the
onset phase, the mature stage, and the decay phase. We cluster medium-range multi-model ensemble
forecast members at the time of high variability (defined here as a large spread between the forecast
members within the ensemble) of the block. We investigate the impact of this variability on the intensity
of the heat wave and in the precipitation distribution over Europe, where heavy rain events were reported
(e.g. in Austria on 2 August 2010). In addition, we investigate the relevant dynamical processes which
were responsible for the forecast uncertainty with the help of a correlation analysis. For the subseasonal
range, we confine ourselves to the onset and the decay phase of the block. This investigation should
rather give a first impression of blocking predictability for lead times over 15 days. We cluster 45-day
forecasts, but did not further study the impact and the dynamics of the block as we did for the medium
range.
This thesis is structured as follows. In the second chapter, background information is given on pre-
dictability, ensemble forecasting, and medium-range and subseasonal forecasts. Then, atmospheric
blocking is discussed, regarding its definition, identification, climatology, relevant dynamical mecha-
nisms, its linkage to high impact weather and finally, its predictability. Afterwards, some information
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about heat waves and especially the 2010 Russian heat wave is presented. The third chapter introduces
the data and methods which were used for the investigations of the medium range and presents the results
with respect to predictability, impact and dynamics of the block. The fourth chapter describes the investi-
gations of the subseasonal range, considering the data, methods and results regarding forecast variability.
A comparison and discussion of both approaches in presented in Chapter 5. The conclusions and an
outlook are given in the last chapter.1
1Chapter 3 has been published in Quandt et al. (2017) (except section 3.3.5 as well as the subsections “Dynamical Processes
Responsible for the Forecast Variability” in section 3.4). c©American Meteorological Society. Used with permission.
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We investigated the forecast variability of the 2010 Russian heat wave block. Forecast variability is in-
troduced in terms of predictability and ensemble forecasting. In addition, the different forecast ranges
are described which were considered in this study. Then, different aspects of atmospheric blocking are
discussed to show the relevance of blockings for weather and weather prediction. In a last section, we
focus on heat waves, to bridge the gap between blocking and high impact weather.
2.1. Predictability
Much progress has been made since the first ideas on numerical weather prediction of Bjerknes in 1904
(e.g. Lynch, 2008). Nowadays, weather services and prediction centers over the whole globe use super-
computers to calculate weather forecasts which are based on different forecast models. There are a lot
of reasons (e.g. parametrization), why perfect weather forecasts do not exist. The subject that deals with
the ability to make weather predictions and to understand predictable as well as unpredictable processes
is called predictability. In the following, we present the origin and a definition of predictability and
discuss the medium and the subseasonal range, which are considered in this study. In the last subsec-
tion, some aspects of ensemble forecasting are presented, since we used ensembles for our investigations.
2.1.1. Definition and Origin
The atmosphere is a nonlinear, dynamical system, in which many spatial and temporal scales interact
(see e.g. Leutbecher and Palmer, 2008). The atmosphere is a chaotic system. A famous metaphor for
chaos theory is the butterfly effect (Lorenz, 1963; Palmer, 2000). This concept is often visualized by the
statement “the stroke of the wing of a butterfly may cause a tornado at the other end of the world“. In less
flowery words this means that even slight disturbances in the atmospheric state can have an enormous
impact on the atmospheric system itself. Regarding predictability, this means that the inability to capture
the whole effect of these disturbances may lead to enormous errors after a finite forecast length (Kalnay,
2003). An error on small scales is transferred from one scale to the next larger scale, until the largest
scale is reached (Lorenz, 1969, 1963; Palmer, 2000). These disturbances are associated with initial con-
dition and model errors, as well as with instabilities of the flow itself (Lorenz, 1963; Kalnay, 2003).
Initial conditions differ from the true state of the atmosphere, as a consequence of insufficient observa-
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tions of the physical variables that characterize the weather and errors in populating the observations into
the model (Lorenz, 1965; Stensrud et al., 1999). Lorenz (1982) described the development of small er-
rors in the initial conditions for a perfect model (meaning that initial condition errors are the only source
of errors) with the following equation:
dε
dt
= aε(1− ε) [2.1]
where ε is the root mean square average forecast and a is the growth rate. Thus, small errors grow
exponentially with a, until a finite amplitude is reached, at which the growth rate is lowered (Kalnay,
2003). The equation has the following solution:
ε(t) =
ε0eat
1+ ε0(eat −1) [2.2]
with ε0 as initial disturbance. In addition to the initial error, there are also model errors due to inac-
curate boundary conditions, poorly represented external surface forcing, numerical approximations, or
parametrization of physical processes like convection (Warner, 2010). Errors can also be divided into
systematic and stochastic errors (Hamill et al., 2000). The former are reproducible if the model is run
many times over similar cases. This is also known as model bias. The latter are not reproducible, like
the initial condition error. However, the initial error and the model error cannot really be regarded sepa-
rately, since the model uncertainty is partly responsible for the initial condition uncertainty (Leutbecher
and Palmer, 2008).
As a consequence of those errors and the chaotic nature of the atmosphere, weather has a limited pre-
dictability. The limit of predictability can be defined as the lead time, at which the observed state is
as different to the forecast state as to the climatological state (DelSole, 2004; Warner, 2010). Thus, a
system is unpredictable if the forecast distribution is equal to the climatological one. However, this is
only true for lead times shorter than those of the climatological range. Another definition of the limit
of predictability takes two forecasts into account, since it asks how long it takes until two forecasts with
only slightly different initial conditions behave like randomly chosen atmospheric states (Warner, 2010).
Lorenz postulated that there is a theoretical limit of predictability even for a perfect model without initial
condition errors (Lorenz, 1963, 1965, 1969). Since the atmosphere is not a deterministic system, he
concluded that the future state is not uniquely determined by the past and present state (Lorenz, 1965).
He further mentioned that the finite predictability is linked to non-periodic oscillations, while periodic
oscillations have an infinite predictable range (Lorenz, 1969). In a study of Lorenz from 1982, he con-
cluded that the theoretical limit of predictability (referring to a perfect model and perfectly known initial
conditions) is 14 days, while the practical limit is reduced to 10 days. A limit of predictability means
that the forecast errors are so large that the ability for weather prediction is lost (Kalnay, 2003).
Predictability depends on the predicted variables, the model resolution and the scale (Hamill et al., 2000).
For example, the geopotential is generally more predictable than cloud cover. And a higher resolution
can increase predictability. Regarding the different scales, on the near grid scale, errors grow faster than
on the synoptic scale (Lorenz, 1969; Murphy, 1988; Leutbecher and Palmer, 2008). Since the weather
6
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Tab. 2.1.: Temporal and spatial scales of atmospheric motions (following Kraus, 2004). The macroscale is some-
times divided into the planetary and synoptic scale.
Scale Temporal Scale Spatial Scale Example
Macroscale days or longer > 2000 km planetary waves
Mesoscale minutes to days 2-2000 km thunderstorms
Microscale seconds to minutes < 2 km tornadoes
systems of different scales can be assigned to different wavenumbers, it is fair to say that predictability
is a function of wavenumber.
To increase predictability and hence decreasing forecast uncertainty, the atmospheric model must be
improved (Zhu, 2005). For example, the correct representation of solar forcing and the corresponding
correct transition to sensible heat can increase predictability (Warner, 2010).
2.1.2. Medium Range to Subseasonal Range
In weather prediction, forecasts of different ranges exist, since weather phenomena appear on different
temporal and spatial scales (Table 2.1, Kraus, 2004). The shortest range is called nowcasting (from min-
utes to several hours). This is followed by the short range, in which the weather of the next 3 days is
predicted, the medium range (from 3 to 10 days), the extended range (from 10 to 30 days), and the long
range (from 30 days up to two years). In the following, more details are provided about the medium
range and the subseasonal range (also known as extended range).
A 10-day range considers the development of individual baroclinic disturbances and their associated
weather (Palmer, 2000). Thus, the medium-range forecasts deal with weather phenomena like fronts,
clouds or precipitation. Due to improvements in data assimilation, the model and the observing sys-
tems, the medium-range forecast skill has significantly increased in the last decades (Simmons and
Hollingsworth, 2002; Rodwell and Doblas-Reyes, 2006). For example in the year 2000, a 7-day forecast
was as good as a 5-day forecast in 1980 (Simmons and Hollingsworth, 2002).
The subseasonal to seasonal range has been described as a “desert of predictability“ (Vitart et al., 2016).
It ranges between the medium range and the climatological range. The subseasonal range contains quite
difficult lead times, since the memory of the initial conditions is already lost and the impact of the ocean
is not strongly pronounced. In the seasonal range, the interaction between the ocean and the atmosphere
plays an important role, since they are close to a coupled equilibrium (Palmer, 2000). The subseasonal
range captures systems or oscillations whose duration is longer than the medium range. Examples are
heat waves, atmospheric blocking events or a persistent zonal flow pattern (Vitart et al., 2014). With
increasing lead time, the forecast skill decreases. However, Vitart et al. (2014) showed that for monthly
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Fig. 2.1.: Example of an ensemble forecast of 500 hPa geopotential height isolines (5600 gpm). Each color is an
individual member of the ensemble forecast. The spread between the isolines indicates forecast variabil-
ity.
real-time ensemble forecasts of the 2 m temperature, even after 30 days, the skill is low, but still higher
than climatology. Thus, systems in a 30-day range are not unpredictable. One reason for this level of
predictability are important improvements in some parametrization schemes (e.g. for radiation or convec-
tion) between 2006 and 2008 (Vitart et al., 2014). Other examples of potential sources for predictability
are the Madden-Julian Oscillation (MJO), the El Niño-Southern Oscillation (ENSO), soil moisture, snow
cover, sea ice, teleconnections as well as interactions between the troposphere and the stratosphere.
2.1.3. Ensemble Forecasting
As discussed in section 2.1.1, there is a limit of predictability due to model errors and initial condition
errors. The latter type of errors forms the basis for ensemble forecasting, in which variable initial condi-
tions (being basically the probability density function of the initial state) are considered. In addition to
the initial errors, ensemble forecasting addresses also the stochastic model errors. An ensemble forecast
contains not only one forecast, but a number of individual forecasts (Figure 2.1). The idea is to encom-
pass the true state of the atmosphere, since the set of initial conditions can be seen as an estimate for
the probability density function of the true initial state (Stensrud et al., 1999). In Europe and the United
States, ensemble forecasts have been used operationally since 1992 (Hamill et al., 2000).
There are three main goals of ensemble forecasting. The first one is the improvement of the forecast by
ensemble averaging. The idea is that in the ensemble mean (being an unweighted mean of all ensem-
ble members) only the predictable flow components remain, since the unpredictable parts are smoothed
out (Kalnay, 2003; Leutbecher and Palmer, 2008). However, important features, like those which are
connected to high impact weather, could vanish due to averaging. The second goal is to estimate the
probability of future weather events (Stensrud et al., 1999; Kalnay, 2003). The third goal is to have an
indicator for the reliability of a forecast. The forecast uncertainty can be estimated by the ensemble
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spread (Murphy, 1988; Stensrud et al., 1999; Kalnay, 2003; Zhu, 2005).
The common ways to generate ensemble forecasts are listed below (Palmer, 2000; Kalnay, 2003; Leut-
becher and Palmer, 2008; Warner, 2010):
1. The initial conditions are perturbed and added to the control forecast (being the best estimate of
the true initial state of the atmosphere). This perturbation is done randomly or depending on the
dynamics of the underlying flow.
2. Deterministic forecasts from different models are combined to one multi-model ensemble.
3. A model is run multiple times with different parametrization schemes.
4. The representation of physical processes in a model are perturbed in a stochastic manner (to sim-
ulate model errors).
Two examples of the first method (with perturbations depending on the dynamical background flow) are
bred vectors and singular vectors (Kalnay, 2003; Magnusson et al., 2008; Warner, 2010; Diaconescu
and Laprise, 2012). The former method, which is also known as breeding, is used by NCEP. The initial
perturbations are set randomly and then, the perturbed as well as the control initial conditions are inte-
grated. The difference between the control forecast and the perturbed forecast is calculated at fixed time
intervals. The difference has to be scaled down to have the same amplitude as the the initial perturbation.
Thereafter, the difference is added to the new model state. Singular vectors are an orthogonal set of
perturbations with the largest linear growth for a given time period and relative to a specified metric. To
create an ensemble, linear combinations of them are added to the control analysis. The ECMWF used
a combination of singular vectors and the ensemble transform Kalman filter. The latter is also used by
UKMO, which additionally uses the so-called stochastic kinetic energy backscatter scheme (Bowler and
Mylne, 2009).
Two key questions arise when using the output of ensemble forecasts: How can ensemble forecasts be
interpreted? What is a good or bad ensemble forecast? In a first approximation, a small ensemble spread
indicates higher predictability and a large spread lower predictability, since a large spread is associated
with an ensemble mean which does not show a realistic scenario. Actually, there are more things to con-
sider, to score the quality of an ensemble forecast. This is illustrated in figure 2.2, from Kalnay (2003).
The spread of the ensemble has to be large enough to capture the true state of the atmosphere and to
capture the ”natural“ variability of the chaotic atmosphere. If the spread between the ensemble members
is small, but the true atmospheric state lies outside the ensemble forecast, then it is a bad ensemble fore-
cast. Thus, there are three demands on ensemble forecasts. The ensemble spread should be small if the
predictability is high, but large enough so that the true state of the atmosphere lies within the ensemble
and large enough that the actual predictability of the situation is reflected.
The skill of ensemble forecasts can be validated quantitatively with different methods (Hamill et al.,
2000). The Brier skill score is one of several probabilistic skill measures. Other methods for ensemble
9
2. Background
Fig. 2.2.: (left) Schematic of the components of a typical ensemble: (1) the control forecast (labeled C) which
starts from the analysis (denoted by a cross), which is the best estimate of the true initial state of the
atmosphere; (2) two perturbed ensemble forecasts (labeled P+ and P-) with initial perturbations added
and subtracted from the control; (3) the ensemble average denoted A; and (4) the “true” evolution of the
atmosphere labeled T. This is a ”good“ ensemble since the ”truth“ appears as a plausible member of the
ensemble. Note that because of nonlinear saturation, the error of the ensemble member initially further
away from the truth (in this case P+) tends to grow more slowly than the error of the member initially
closer to the truth. This results in a nonlinear filtering of the errors: the average of the ensemble members
tends to be closer to the truth than the control forecast. (right) Schematic of a “bad” ensemble in which
the forecast errors are dominated by system errors (such as model deficiencies). In this case, the ensemble
is not useful for forecasting, but it helps to identify the fact that forecast errors are probably due to the
presence of systematic errors, rather than to the chaotic growth of errors in the initial conditions. Figure
and caption are taken from Kalnay (2003). c©Eugenia Kalnay 2003, published by Cambridge University
Press.
validation are reliability diagrams, rank histograms or the Relative Operating Characteristic (known as
ROC).
The costs for running ensemble forecasts are high. To reduce these costs, ensemble forecasts are gen-
erally conducted with a lower resolution than the deterministic forecast. For global EPS, the spatial
resolution varies from 18 to 70 km. However, the optimal usage of computer resources remains a prob-
lem, since the ensemble size should be large enough to provide reliable probability forecasts for extreme
but rare events, and since the model should be sufficiently complex to simulate high impact weather
events (Palmer, 2000).
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2.2. Atmospheric Blocking
Atmospheric blocks are large-scale persistent systems, which lead to a transition from a zonal to a merid-
ional flow pattern, and are challenging for weather prediction. Since blocking may create favorable
conditions for high impact weather events, improvements in understanding the dynamical processes and
improvements in blocking prediction are desired. In the following, details about blocking are given. In
the first subsection, we give a definition for blocks and describe their characteristics. Then, some iden-
tification methods are presented. In the third subsection, diverse climatologies of blockings are shown.
This is followed by a detailed discussions of the relevant dynamics. Then, the predictability of blocks is
discussed. In the last subsection, we present the link to high impact weather.
2.2.1. Definition and Characteristics
There is no commonly accepted definition of atmospheric blocking. Several theories and approaches
exist on how to define such a system. It was firstly described in 1950 by Rex as a jet splitting high
pressure system. Some criteria were determined for the definition of a block (Rex, 1950; Arakawa,
1952):
1. The jet stream has to be split.
2. Both jet branches have to transport considerable amounts of mass.
3. The double-jet system has to be wider than 45◦ of longitude.
4. The system has to be persistent.
Due to the jet splitting, the flow turns from zonal to meridional (Arakawa, 1952; White and Clark, 1975),
and incoming eddies have to follow this new path. Alongside this more synoptic description of a block,
there are also definitions which belong to wave theory. Charney and DeVore (1979) described blockings
as waves with large amplitude and near linear resonance, which interact with topography and asymmet-
ric thermal forcing. Another wave theory arises from Egger (1978). There, blocking is described as the
result of the nonlinear interaction of a forced wave and a free slowly propagating wave. In a potential
vorticity (PV) perspective, blocking is a negative anomaly (Hoskins and Sardeshmukh, 1987; Crum and
Stevens, 1988), whereas the higher tropopause over the block results from warm air advection from the
south (for more details, see section 2.2.4). There are several other theories (for example the modon
theory, in which blocks are described as isolated local disturbances (McWilliams, 1980)), which are not
considered in this work.
Blocking systems can be characterized as follows. Their intensity and their spatial extension are corre-
lated (Croci-Maspoli et al., 2007a). With wave lengths between 6000 and 7000 km (White and Clark,
1975), the spatial extension of a block varies form 0.4 to 1.3 x 106 km2. The duration of a blocking
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Fig. 2.3.: Scheme of the three common blocking types. From left to right: Omega block, high over low, amplified
ridge.
system varies from days to months. The length of time how long a block has to exist to be referred to
as block is, however, not consistent in the literature. In some studies, stationary high pressure anomalies
are called blocks already after 5 days (e.g. Arakawa, 1952), whereas in other studies, the temporal limit
is set to 10 days (e.g. Egger, 1978). Although, blocks are quasi-stationary, they do move. On average, a
block moves northeastward, then westward and finally, northwestward. In individual cases, the block’s
movement depends on its genesis region and the season (Croci-Maspoli et al., 2007a).
Blocks appear in different configurations; there are three common types (Fig. 2.3). The first type is called
an omega block, whereby a large high pressure system is flanked by low pressure systems upstream and
downstream. The second common type is characterized by an anticyclone which is located to the north
of a cyclone. This dipole was first described by Rex (1950), therefore it is also known as a Rex block.
Another name for this configuration is high over low pattern. The third blocking type is a strongly am-
plified ridge. This configuration does not have a specific name.
The life-cycle of a blocking system can be divided into three phases (Croci-Maspoli et al., 2007a): the
onset phase, the mature stage and the decay phase. During the onset phase, the block grows and in-
tensifies rapidly. After a few days, its intensity decreases a little and remains at this level. During the
mature stage, the block reaches its peak intensity. Fluctuations in intensity without changes in spatial
extension are possible. The decay of a block is a short-lived process, in which the block’s intensity
decreases. Shortly living blocks (under 10 days) do not have an extended mature stage (Croci-Maspoli
et al., 2007a). They decay directly after reaching their peak intensity.
2.2.2. Identification
There is no uniquely accepted blocking identification method, rather, several different blocking indices
exist. Some indices detect the anticyclonic flow anomaly, while others search for the reversal of the mean
flow (Table 2.2, Barnes et al., 2012). There are also blocking indices, which combine both aspects.
In 1990, Tibaldi and Molteni presented a 1D blocking index, which detects overturning structures in the
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Tab. 2.2.: Overview over common blocking indices.
Source Dimension Variable Identification of
Tibaldi and Molteni (1990) 1D or 2D 500 hPa geopotential height overturning
Scaife et al. (2010) 2D 500 hPa zonal wind overturning
Pelly and Hoskins (2003b) 1D or 2D 2 PVU potential temperature overturning
Schwierz et al. (2004) 3D vertically integrated PV anomaly
500 hPa geopotential height (see also section 3.3.3). This index was an upgrade of an index which was
developed by Lejenäs and Økland (1983). An advantage of the index of Tibaldi and Molteni (1990)
is that a widely available variable is used to investigate atmospheric blocking. In the following years,
different versions of this index were developed. For example, Masato et al. (2013) used a 2D version,
which allows the meridional extension of the block to be investigated. Another modification of the index
of Tibaldi and Molteni (1990) is that of Scaife et al. (2010). They used the zonal wind at 500 hPa, instead
of the geopotential height.
The blocking index of Pelly and Hoskins (2003b) uses the potential temperature at 2 PVU (standing for
2 PV units) as a field on which blocking should be identified (see also section 3.3.3). As in the method
of Tibaldi and Molteni (1990), the overturning of contours (here potential temperature at 2 PVU) is used
as indicator for blocking. The index is 1D, as it is calculated along the so-called central blocking latitude
(CBL). The CBL describes the latitude at which the 300 hPa transient kinetic energy is maximum. In a
2D version, the index can be also used as RWB detection (Woollings et al., 2008).
In the approach of Schwierz et al. (2004), blocking is identified as a persistent negative PV anomaly or
feature of low PV. To calculate the PV anomaly, a climatological mean of the vertically integrated (from
500 hPa to 150 hPa) PV is subtracted from the vertically integrated instantaneous PV. Additionally, a
tracking algorithm is used to identify the temporal coherence of a PV anomaly. The advantages of this
index are that it considers the 3D state of the atmosphere and that it provides additional information on
the blocking system (e.g. its amplitude).
The idea of Barnes et al. (2012) was to use the common blocking indices (among others, the index of
Tibaldi and Molteni (1990)) and to determine additional criteria. They define an instantaneously blocked
latitude and look if it is by the side of other instantaneously blocked latitudes. If that is the case, one large
block is defined. The algorithm also considers the movement of the block. Thus it proves for a certain
longitude if the existing block has moved or if a new system has evolved. Barnes et al. (2012) found that
with these additional criteria, blocking climatologies with similar characteristics can be produced with
the different blocking indices.
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2.2.3. Climatology
The existing blocking climatologies show differences. These differences have various explanations. One
aspect is the lack of consensus on which blocking index should be used. A second is whether additional
criteria (for example for the duration of the block) are considered. Moreover, there are climatologies
which refer only to a specific region or season and others that include the whole northern hemisphere for
all seasons.
The climatology of Croci-Maspoli et al. (2007a) for the northern hemisphere is based on ERA-40 reanal-
ysis data from 1957 to 2002. With the help of the blocking index of Schwierz et al. (2004), they found
two peak blocking frequencies over the North Atlantic and over the North Pacific, in agreement with
other studies. However, in contrast to other studies, they found a third maximum over Asia. Blockings
evolve preferentially over the ocean basins as well as between 40◦N and 50◦N, but there is no conspicu-
ous place where blocks decay, however, they tend to decay at high latitudes (Croci-Maspoli et al., 2007a).
Further findings of Croci-Maspoli et al. (2007a) are that blocks are stronger in winter than in summer
and that summer blocks are less frequent, in comparison to blocks which occur in the other seasons.
As described in section 2.2.2, Barnes et al. (2012) presented a methodology for the comparison of block-
ing climatologies. They applied their method for a period from 1958 to 2000 and used ERA-40 reanalysis
data. They found that Atlantic blocks evolve over the whole year with a peak blocking frequency be-
tween mid winter and summer. Another result was that there are fewer blocks over the Pacific compared
to the Atlantic ocean. However, when only considering the summer season, more blocking events are
observed over the Pacific basin. In autumn, the lowest blocking frequency is found. They also found that
peak blocking frequencies are located at 135◦W, as well as over the European-Atlantic sector.
Tyrlis and Hoskins (2015) also used the ERA-40 dataset, but identified blocks with the index of Pelly and
Hoskins (2003b). They mentioned two regions where blocks are most prevalent. The first one spans from
the eastern Atlantic to central Asia, also including Europe. The second region is in the central eastern
North Pacific. The peak in frequency is in Scandinavia with 24 % of blocked days. In comparison, in the
North Pacific, only 7 % of the days are blocked.
D’Andrea et al. (1998) made simulations of northern hemisphere blocking using 15 different general cir-
culation models. They identified blocking with the index of Tibaldi and Molteni (1990). For the period
from 1979 to 1988, they investigated and compared the Euro-Atlantic and the Pacific blocking sector.
Euro-Atlantic blocks as well as Pacific blocks occur most frequently in spring, whereas Pacific blocks
have another peak in the wintertime. Although they attained similar results compared to studies based
on reanalysis data, they also found that all 15 atmospheric general circulation models underestimate the
blocking frequency.
In times of global warming and Arctic amplification, the question arises if there is also a climatological
trend for atmospheric blocks. Will the zonal flow be more or less blocked in the future? Croci-Maspoli
et al. (2007a) did not find a common trend for blocking frequency for the whole northern hemisphere.
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Other studies refer only to a smaller area. Buehler et al. (2011) used the blocking index of Tibaldi and
Molteni (1990) for their investigations and found that there is a statistically significant decrease in the
number of North Atlantic winter blocks over the ERA-40 period (from 1975 to 2000). Mori et al. (2014)
investigated the frequency of Eurasian blocks in reanalysis, as well as with the help of simulations. They
found that blocking over Eurasia will be more frequent in the future due to sea-ice decline. They con-
cluded that this will favor advection of cold air to Eurasia and hence severe winters.
To sum it up, on the annual average, blocking occurs most frequently over the North Atlantic and over the
North Pacific. Other studies also showed a peak blocking frequency in Scandinavia. These differences
between the climatologies are attributed to the use of different blocking indices. Regarding the seasons,
blocks are less frequent in summer. Moreover, recent studies could identify a common future blocking
trend for specific regions, but not for the whole northern hemisphere.
2.2.4. Dynamics
In this subsection, the dynamics which are relevant for atmospheric blockings are presented. First, we in-
troduce PV thinking as basis for following considerations. Then, Rossby wave breaking is shown to be a
key process for blocking. Rossby wave breaking is linked to different life-cycles of surface weather sys-
tems, whose impact on blocks is discussed in the transient eddy feedback section. Additionally, blocking
is also influenced by diabatic forcing, which is discussed thereafter. At the end, the impacts of orography
and precursor blocks are shown to present a complete picture of blocking dynamics. With the exception
of orography, all dynamical processes presented in the following are considered in our investigations of
the 2010 Russian heat wave block in the medium-range forecasts.
PV Thinking
Along with quasi-geostrophic theory and energetics, PV thinking represents another view to describe and
understand atmospheric dynamics. The isentropic potential vorticity was introduced by Ertel (1942). It
is defined as follows:
PV =
1
ρ
~η ·∇θ [2.3]
where ρ is the density, ~η is the absolute vorticity and θ the potential temperature. PV thinking has the
following advantages (Hoskins et al., 1985):
1. Without diabatic forcing or friction, the PV of an air parcel is conserved.
2. The PV combines the wind and the mass field. Thus, it is a dynamical as well as a thermodynamical
quantity.
15
2. Background
Fig. 2.4.: Schematic cross section of potential temperature (dashed lines) and Ertel potential vorticity (solid lines).
The shading indicates regions where 1 < |PV| < 2 PVU, which roughly delineate the midlatitude
tropopause. Figure and caption adopted form James (1995). c©Cambridge University Press 1994.
3. The PV distribution controls many large-scale dynamical processes (for example the propagation
of Rossby waves).
4. The invertibility principle: The knowledge of the PV distribution, boundary conditions, a reference
state, and an appropriate balance condition are sufficient to determine the wind and the mass field.
High values of PV are found in the stratosphere, because of high stability (∇θ is large). The tropospheric
air typically has lower PV, since it is less stable (∇θ is small). On an isentropic surface, high PV air is
found in the north, low PV air in the south, since the troposphere is higher at the equator (Figure 2.4).
In the troposphere, high PV values occur within cyclonic eddies, while an anticyclonic system is char-
acterized by high PV air. As already mentioned in section 2.1.1, blocking anticyclones are characterized
by low PV. Hence, the onset and maintenance of a block is triggered by the advection of low PV air. A
description of blocks in a PV perspective can be found in the study of Crum and Stevens (1988).
Rossby Wave Breaking
Rossby wave breaking is a key process for atmospheric blocking (Masato et al., 2012). Many other stud-
ies address the interaction between the North Atlantic Oscillation (NAO), jet displacement, Rossby wave
breaking (RWB) and blocking (e.g. Riviere and Orlanski, 2007; Strong and Magnusdottir, 2008). The
NAO and the RWB mechanism are introduced below. Additionally, the interaction between these flow
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Fig. 2.5.: Idealized pictures of asymmetric RWB events in a horizontal plane indicated by potential vorticity (black
lines): cyclonically sheared waves breaking predominantly in poleward (P1) or equatorward (LC2) direc-
tion, and anticyclonically sheared waves breaking predominantly in poleward (P2) or equatorward (LC1)
direction; black arrows: westerly jet with horizontal shear; dashed lines: geopotential of a basic flow; and
white arrows: meridional eddy fluxes down the gradient of the westerly jet. Figure and caption adopted
form Gabriel and Peters (2008). c©Copyright 2008, Meteorological Society of Japan.
features is discussed.
If a Rossby wave breaks, this leads to the decay of the wave and hinders its further eastward propagation.
RWB is characterized by an irreversible PV contour overturning (McIntyre and Palmer, 1983). Rossby
waves can break in different directions (cyclonic or anticyclonic). The direction depends on the shear
of the flow (Thorncroft et al., 1993; Gabriel and Peters, 2008; Weijenborg et al., 2012). Additionally,
the breaking is partitioned depending on whether dominant breaking happens to a trough (equatorward
RWB) or a ridge (poleward RWB). Four types of RWB have been defined (Figure 2.5, Thorncroft et al.,
1993; Gabriel and Peters, 2008): LC1 (equatorward and anticyclonic), LC2 (equatorward and cyclonic),
P1 (poleward and cyclonic), and P2 (poleward and anticyclonic). LC1 and P2 are favored by diffluent
flow conditions, while LC2 and P1 preferentially occur in a confluent flow. In the following, we only
differentiate between cyclonic (CWB) and anticyclonic wave breaking (AWB).
On subseasonal time scales, RWB is linked to the phase of the NAO. The NAO is defined as a subsea-
sonal oscillation which describes the distribution of low and high pressure over the North Atlantic. The
positive phase of the NAO is defined as a low over high pattern (Benedict et al., 2004). Thus, a cold low
pressure system is located to the north of a warm high pressure system. Moreover, the jet is shifted to the
north (Riviere and Orlanski, 2007). In the negative NAO phase, there is a high over low pattern, hence,
an anticyclone is located north of a cyclone (Benedict et al., 2004). Here, the jet is displaced southward
(Riviere and Orlanski, 2007). The phase of the NAO can be inverted by the appearance of cyclones at
the US East Coast (Riviere and Orlanski, 2007). As the RWB direction is dependent on the shear and the
NAO is connected to a meridional jet displacement, the RWB direction depends on the NAO phase. The
positive NAO phase is correlated to AWB (shifting the jet northward) over the North Atlantic and the
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negative phase to CWB (shifting the jet southward) (Benedict et al., 2004; Riviere and Orlanski, 2007;
Croci-Maspoli et al., 2007b; Woollings et al., 2008). Additionally, Strong and Magnusdottir (2008)
found that the connection between the NAO and the RWB direction depends on the latitude at which the
RWB event occurs. The relation mentioned above is valid for 50◦N, while it is the other way round for
regions farther south (20◦N) or north (70◦N). Atmospheric blocking and the NAO are connected due to
their linkage to RWB, but additionally, in two other ways. First, the negative NAO phase (high over low)
can already be interpreted as blocking pattern. Second, if the NAO is in its negative phase, the blocking
frequency is higher than during its positive phase (Benedict et al., 2004; Croci-Maspoli et al., 2007b;
Woollings et al., 2008).
Transient Eddy Feedback
Transient eddies (TE) are fast-moving and short-lived synoptic-scale cyclones and anticyclones. They
can be illustrated as the difference between the instantaneous value and a long-time mean of a certain
flow variable (for example geopotential height; Chen and Juang, 1992). TE are continually produced
within the storm track and influence the transport of momentum, moisture and heat (e.g. Luo et al.,
2001). Their effect on the vorticity field can be seen in the approximate time-mean vorticity equation for
the upper troposphere (Lau, 1979):
~v ·∇η−η∇ ·~v−∇ ·~v′η ′ ≈ 0 [2.4]
where~v is the horizontal wind and η the vertical component of the absolute vorticity. The overbar indi-
cates a time-mean, the prime the deviation from the mean. The first term is the advection term, which
describes the spatial vorticity transport. The second term is the divergence term, showing the influence
of upper level convergence and divergence of the wind on the vorticity field. The third one is the eddy
term, presenting the divergence of the eddy vorticity flux. During a blocking event, the TE are forced to
flow along the split jet and interact with the blocking system. In the following, this process is discussed
in detail.
The study of Berggren et al. (1949) first introduced the transient eddy feedback on blocks. Figure 2.6
illustrates how a trough propagates toward a blocking ridge and is absorbed. Figure 2.6 a shows a flow
configuration dominated by two ridges, with the western ridge being less amplified. Then in Figure 2.6 b,
the eastern ridge is turning over, while the trough between the two ridges deepens. In Figure 2.6 c, a cut-
off cyclone remained and the ridges merged. In Figure 2.6 d to f, the series of events is repeated. Again,
a ridge propagates from the west into the block and the trough in between the ridges becomes a cut-off.
One of the most famous studies of the TE feedback on blocking activity was done by Shutts (1983),
although there were even earlier studies (e.g. Berggren et al., 1949; Mahlman, 1979). Shutts conducted
numerical experiments with barotropic models to investigate the feedback of eddies on blocks. He formu-
lated the eddy straining hypothesis, which considers an energy transfer as well as the (potential) vorticity
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Fig. 2.6.: Idealized sketches of the development of unstable waves at the 500 mb level, in association with the
establishment of a blocking anticyclone in high latitudes. Cold air in blue, warm air in red. Solid lines
are stream lines and dashed lines the frontal boundaries. Figure and caption adopted form Berggren et al.
(1949).
budget. The energy transfer is based on the idea that the split jet around a block represents a deformation
field. In such a deformation field, the incoming small-scale eddies are split and compressed, leading
to an energy transfer to the blocking flow (Figure 2.7). Furthermore, there is a transfer of momentum
(corresponding to a net energy transfer) from the eddies to the block that is connected with a tilting of the
TEs as they propagate along the jet branches (Kuo, 1953). Initially circular eddies in the northern branch
have a north-west/south-east tilt, while in the southern jet branch, the eddies have a north-east/south-west
tilt. The second part of the eddy straining theory deals with the PV budget. The blocking anticyclone is
regarded as area of low PV air. The transfer of vorticity by TEs leads to an anticyclonic forcing to the
north and a cyclonic forcing to the south of a region upstream of the blocking system, so that the mean
vorticity budget is balanced.
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Fig. 2.7.: Schematic picture of the production and subsequent deformation of eddies propagating into a split jet
stream together with their associated vorticity forcing pattern. The arrows symbolize the curvature vor-
ticity. Figure and first sentence of the caption adopted from Shutts (1983). c©Quarterly Journal of Royal
Meteorological Society. Adapted with permission from John Wiley & Sons, Inc.
The eddy forcing is clearly represented in the paper of Mullen (1987), where the transient eddy fluxes D
are described by the following sum:
D = Dheat +Dvort [2.5]
with:
Dheat = f
∂
∂ p
(
∇ ·~V ′θ ′
S˜
)
[2.6]
Dvort =−∇ ·~V ′ζ ′ [2.7]
where p is the pressure, θ the potential temperature, S˜ the hemisphere mean of − ∂ θ¯∂ p and ζ the relative
vorticity. Dheat represents local changes of the divergence of the eddy potential temperature flux with
pressure. Dvort is the divergence of the eddy vorticity flux.
The eddy straining mechanism is barotropic, while baroclinicity is necessary for the evolution of TE
(Shutts, 1983; Mullen, 1987). Trenberth (1986) investigated the barotropic as well as the baroclinic TE
activity with the help of the Eliassen-Palm flux. He found that both the barotropic and the baroclinic
component are of importance for flow dynamics. The barotropic component decelerates the west drift.
The baroclinic component, which dominates the subtropical jet branch, reduces the meridional tempera-
ture gradient (influencing the thermal wind).
A recent study of Yamazaki and Itoh (2013) presented a new perspective on the transient eddy feedback
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Fig. 2.8.: Conceptual diagrams illustrating the SAM. (left) For a V-type block, when synoptic eddies propagating
along a waveguide approach a blocking anticyclone, synoptic anticyclones (H) are selectively absorbed
by the blocking anticyclone, while synoptic cyclones (L) are repelled and drift downstream. (right) for
a dipole-type block. Figure and caption adopted from Yamazaki and Itoh (2013). c©American Meteoro-
logical Society. Used with permission.
in a barotropic flow, named the selective absorption mechanism (SAM). The SAM can be described as
follows (Figure 2.8). Anticyclonic TE of low PV air are absorbed by the block, since they have the same
polarity. The upstream trough (corresponding to the block’s western flank) is maintained by cyclonic
eddies. They require vorticity conservation on the f plane. Hence, the vortex-vortex interactions can be
described by the equation below:
∂ζ
∂ t
=−J(ψB,ζB)− J(ψT E ,ζ T E)− J(ψB,ζ T E)− J(ψT E ,ζB) [2.8]
where ζ is the relative vorticity, ψ the stream function and J the Jacobian operator. B represents the
blocking vortex and TE the vortex of the transient eddy. The first two terms on the right-hand side rep-
resent the self-advection effects and can be neglected (since they are zero for circular vortices). The
vorticity advection of TE by winds of the block is represented in the third term. The forth term shows
the advection of the vorticity of the block by the flow of the TE, which leads to a drift of the TE toward
the block. The approach of Yamazaki and Itoh (2013) differs from the classical idea of the TE feedback
mechanism, since the polarity, the vortex-vortex interaction and the absorption are crucial criteria for the
SAM. However, there were already earlier studies, which considered aspects of the SAM theory. Naka-
mura and Wallace (1993) pointed out that the effect of anticyclonic TEs on blocks is higher than that of
the cyclonic TEs, corresponding to the polarity of the TEs. Moreover, they and also many other studies
(e.g. Berggren et al., 1949) mentioned the idea that the TEs are absorbed by the block.
Numerical studies of Chen and Juang (1992) showed that if the TEs, which potentially interact with the
block, are included in the initial conditions, the predictability of the block can be increased. The TE
feedback mechanism seems to be favorable for the block, however, not crucially required (e.g. Chen and
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Juang, 1992).
Diabatic Processes
Both the adiabatic advection of PV as well as the diabatic PV modifications are important for blocking
activity (Pfahl et al., 2015). To introduce diabatic processes, first, we have a look at the time-averaged
thermodynamic energy equation (Hoskins and Sardeshmukh, 1987):
cp
[
~v ·∇T +
(
p
p0
)
ω
∂θ
∂ p
+∇ ·~v′T ′+
(
p
p0
)
k
∂
∂ p
ω ′θ ′
]
= H [2.9]
where cp is the specific heat capacity, ~v the horizontal wind vector, T the temperature, p the pressure
(p0 = 1000 hPa), k = Rcp (with R as gas constant), ω the vertical velocity, θ the potential temperature,
and H the diabatic heating. The bar refers to a time-average, while the prime stands for the deviation
from the time-average. The first and the second term on the left-hand side reflect the steady terms, while
the others represent the transient terms. The first and the third term show the horizontal temperature
advection, while the second and the fourth term show the vertical advection. Thus, the 3D temperature
advection is equal to the mean diabatic heating. Sinking air parcels warm adiabatically, rising air parcels
cool adiabatically. Independently of the vertical motion of the air parcel, cooling and warming can also
occur due to diabatic processes. They arise from the influence of radiation and condensation. If we have
a look at the equation for temporal changes in the PV field, we note that there are PV changes due to
diabatic processes (Ertel, 1942):
dPV
dt
=
1
ρ
(
~η ·∇θ˙ +∇×~F ·∇θ
)
[2.10]
where ~η is the absolute vorticity, θ˙ represents diabatic heating and ~F friction. Thus, a maximum of di-
abatic heating (due to latent heat release) leads to a positive PV anomaly below and a negative anomaly
above the maximum. Such PV modifications are for example realized in Warm Conveyor Belts (WCB).
WCBs origin from the warm sector of cyclones and are of particular importance for meridional energy
transport (Eckhardt et al., 2004). They are defined as moisture trajectories with an ascent of 600 hPa
within two days (Madonna et al., 2014). The requirements for WCBs are low-level moisture, baro-
clinicity, and upper-level forcing of ascent (Madonna et al., 2014). Along WCB trajectories, moisture
decreases due to precipitation. The release of latent heat (due to condensation) leads to an increase of the
potential temperature with height. Along the trajectories, PV first increases, than decreases, since due to
diabatic heating, there is a PV production at lower levels and a destruction near the tropopause (Madonna
et al., 2014; Pfahl et al., 2015). This leads to a positive impact of WCBs on ridge amplification at the
upper troposphere and thus, on blocking activity (Madonna et al., 2014).
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Surface Feedback
Kikuchi (1971) made numerical experiments in which he investigated the influence of mountains and
the land-sea distribution on blocking activity. He compared four numerical runs (with/without land-sea
distribution and with/without mountains). He found that blocks occur even without an effect of moun-
tains or the land-sea distribution. However, the propagation and duration of the block seem to depend on
orography and surface conditions. Furthermore, this dependence is relevant for different areas. Between
30◦E and 150◦E, as well as between 30◦W and 150◦W, thermal forcing due to the land-sea distribution
as well as orography influence blocking activity. For the remaining longitudes, only the dynamical effect
of mountains is of relevance.
Other studies, in which the dependence of atmospheric blocking on orography is investigated, showed
similar results (e.g. Egger, 1978).
Precursor Blocks
Sometimes, there is a precursor block, meaning that a development of a block is preceded by another
block. The first block decelerates the background flow and supports the development of a block further
downstream. A weak background flow is favorable for the development of a block, as it allows the wave
to become stationary (Luo et al., 2001). In the literature, no general requirements about the duration or
intensity of precursor blocks are mentioned. A precursor block is - as mentioned - favorable, but not
essential (Luo et al., 2001).
2.2.5. Link to High Impact Weather
Long-lasting atmospheric blocks may cause high impact weather events. High surface pressure within
the block may favor the development of cold spells in winter (e.g. Hoskins and Sardeshmukh, 1987) and
heat waves in summer (e.g. Green, 1977; Black et al., 2004). The high surface pressure can lead to clear
sky conditions. In winter, this leads to surface cooling, due to an increase in out-going longwave radia-
tion during the night (Sillmann et al., 2011). Moreover, for Europe, blockings support the northeasterly
inflow of cold and dry air masses (Sillmann et al., 2011). One example is winter 2010, during which
anomalously cold temperatures evolved in Northern Europe. This temperature anomaly was caused by
an extreme persistence of the negative phase of the NAO (Cattiaux et al., 2010), which can be interpreted
as high over low block. In summer, the increase in incoming shortwave radiation during daytime due to
less cloudiness (caused by the blocking anticyclone) is of relevance, as it favors surface heating. Heat
waves are discussed in detail in section 2.3.
In addition to heat waves and cold spells, blocking may also be linked to flooding. Two circumstances
can lead to large amounts of precipitation. The first one is that a system is of high intensity, for example
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convective systems (like thunderstorms) or winter storms. A block can influence the flow pattern in such
a way that arriving stormy cyclones are led along a certain path. Hence, a sequence of cyclones may
affect the same areas. As consequence, flooding events can occur. One impressive example was the
flooding events in Europe in June 2013. Two blocks over the Atlantic and Scandinavia disturbed the
westerly flow and over Europe, three short-lived cyclones, which were triggered by Rossby wave break-
ing, led to severe weather (Grams et al., 2014). The second possibility for large amounts of precipitation
is that a low pressure system is slowly moving or even stationary so that it continuously rains out over a
specific region. Such low pressure systems can be found on the flanks of an omega block. Commonly,
favorable conditions for floods are triggered by an interaction of different processes, where blocking
could be one of the relevant ones, since there is a massive moisture transport via the elongated upstream
and downstream troughs. For example the record-breaking floods in Pakistan in summer 2010, which
were placed downstream of a blocking ridge, resulted from monsoon surges, extratropical disturbances,
and topography (Hong et al., 2011; Houze Jr et al., 2011; Lau and Kim, 2012; Martius et al., 2013).
2.2.6. Predictability
Tibaldi and Molteni (1990) investigated predictability of blocking events in operational ECMWF fore-
casts for all winters from 1980-81 to 1986-87. One of their results was that only 1/4 of observed blocks
are captured by the 10-day forecasts. The predictability of blocks with regards to their genesis, dura-
tion and decay is low. The duration is generally underestimated. However, they also found that the
predictability is increased if the block is already part of the initial conditions. A comparison between
Euro-Atlantic blocks and Pacific blocks showed that Euro-Atlantic blocks are predicted too far east,
whereas their Pacific counterparts are predicted too far west. As reasons for the low predictability of
atmospheric blocking, Tibaldi and Molteni (1990) mentioned that the models have problems with the
transition from a zonal to a meridional flow pattern, as the transition is too slow in the model. Moreover,
it is difficult for atmospheric models to handle the large amplitudes of the blocking ridge and the jet
splitting correctly, as they tend to reduce the splitting.
In a later study from 2003 by Pelly and Hoskins, ECMWF ensembles for a whole year (summer 2000
to summer 2001) were investigated. They found that the onset is less predictable than the decay, since
the onset happens more rapidly. Pelly and Hoskins (2003a) concluded from their investigations that en-
semble forecasts are useful for blocking prediction in the short as well as in the medium range, since the
forecasts from the EPS are at all lead times more skillful than the deterministic control forecast.
Frederiksen et al. (2004) made ensemble experiments with two atmospheric models and found that the
error is larger during the onset or decay phase of a block than during its mature stage. Additionally, the
ensemble spread as well as the error grow fast in the blocked region. They concluded that the predictabil-
ity of weather systems in the Northern hemisphere is generally reduced due to baroclinic transient eddies
in the storm track and blocking.
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Studies of Matsueda (2009), which were based on ensemble forecasts from 9 EPS, show that the pre-
dictability of blocking becomes lower with increasing lead time. He also investigated the predictability
in connection to the different regions of occurrence. In the medium range, the prediction of frequencies
for Pacific and Euro-Atlantic blocks are quite good. In contrast, the prediction of Greenland and Ural
blocks is more difficult. Regarding only the onset phase, the predictability for Pacific blocks is higher
than for Euro-Atlantic blocks.
In conclusion, since blocking is associated with a transition from zonal to meridional flow conditions,
its prediction is challenging for numerical models. Overall, its predictability depends on the season, the
region of occurrence and its life-cycle phase.
2.3. Heat Waves
In the following, heat waves are discussed in more detail. As mentioned in 2.2.5, blocking systems can
cause such high impact weather events. In this study, the focus is laid on the Russian heat wave in sum-
mer 2010. Hence, previous studies which investigated this event are represented in the last subsection.
2.3.1. Definition and Identification
Heat waves can basically be described as long-lasting periods of unusually high atmosphere-related heat
stress which has a highly negative impact on human comfort (Robinson, 2001). As well as maximum
temperature, the drop of temperature at night times is also relevant to classify heat waves (Robinson,
2001). However, the World Meteorological Organization (WMO) has not clearly defined the term heat
wave, yet (Robinson, 2001). In fact, the operational definition differs from country to country, since
the temperature sensation of the population depends on the prevailing climate (Gasparrini et al., 2015).
The range is from regions characterized by cold temperature (like Canada or Sweden) to areas which are
dominated by subtropical or tropical conditions (like Thailand). There are also large countries that do
not have a homogenous climate (like China or Russia).
As quantification for heat, different thresholds of certain weather variables are used, like air temperature,
relative humidity and wind speed (Davis et al., 2006). Two heat indices are introduced in section 3.2.4.
2.3.2. Conditions and Development
The pattern of occurrence of heat waves in the European-Mediterranean sector can be divided into six
classes (Stefanon et al., 2012): the Russian, the Western Europe, the Eastern Europe, the Iberian, the
North Sea, and the Scandinavian cluster. All these heat wave patterns have in common that they are
triggered by a persistent anticyclonic anomaly, like a block, which has to be in phase with a temperature
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anomaly (Stefanon et al., 2012). The pre-conditioning by hydrological conditions can provide favorable
conditions for the evolution of heat waves, but is not a criterion which has to be necessarily fulfilled
(Stefanon et al., 2012).
A high pressure leads to enhanced subsidence which causes adiabatic atmospheric warming. This is only
one part of the increase in temperature. Temperature also increases due to advection of warm air and due
to diabatic warming. The advection of warm air can be driven by the wave pattern if the upstream trough
of the blocking anticyclone reaches far to the south. Thus, subtropical air can be advected northwards.
For the discussion of diabatic processes, we introduce the relevant components with the help of the
energy balance (Kraus, 2008):
Q−B−H−E = 0 [2.11]
Q is the radiation balance, B the surface heat flux, H the sensible heat flux and E the latent heat flux. The
radiation balance is defined as follows (Kraus, 2008):
Q = (K ↓ −K ↑)− (L ↓ −L ↑) [2.12]
K↓ is the global radiation and K↑ the reflected shortwave radiation. L↓ is the counterradiation and L↑ the
emitted longwave radiation. During a heat wave, the controlling high pressure system leads to reduced
cloudiness due to increased subsidence. This results in increased downward solar radiation enhancing
surface warming (resulting in an enhanced sensible heat flux) and reducing soil moisture. The reduc-
tion in soil moisture is equivalent to a reduction in evaporation latent heat flux from land to atmosphere.
Moreover, less longwave radiation is emitted and less shortwave radiation is reflected without clouds.
Persistent clear sky conditions allow more downward solar radiation, leading to more warming and sur-
face drying, causing even more reduction in clouds. Thus, heat waves have a self-sustaining character,
as long as the anticyclonic pattern is dominant.
The end of a heat wave is influenced by the upper level wave pattern. If the blocking decays and low
pressure systems become the dominant factor or if a cold front moves to the heat affected area, the heat
wave loses its intensity. The heat wave can also end if the blocking anticyclone still exists, but moves.
Then, the anticyclonic and the temperature anomaly might be out of phase.
2.3.3. Impact on Society and Economy
The human body is naturally protected against high temperatures, as long as its thermoregulatory system
is within its control range, meaning that heat production of the body is balanced by heat loss (Koppe et al.,
2004). Two of the most important mechanisms to regulate body temperature are sweating and skin blood
flow. Both are essential for thermal regulation during heat stress (Koppe et al., 2004). During heat waves,
the risk of heat-related illnesses (like skin eruptions, fatigue, cramps, syncope, exhaustion and stroke)
increases. In the worst case scenario, extreme body temperatures can damage cellular structures and the
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thermoregulatory system, leading to an increased risk of mortality (Koppe et al., 2004). Susceptibility
to heat-related illnesses are dependent on several factors: age, acclimatization, hydration, fitness, body
weight, sleep deprivation, or ingested drug affecting the temperature regulation system (Koppe et al.,
2004). What does an increased risk of mortality mean in numbers? In a study of Gasparrini et al. (2015),
the mortality risk attributable to high and low ambient temperature was investigated for a period from
1985 to 2002, including data from 13 countries. They found that 0.42 % of total mortality was caused
by extreme hot temperatures, but even 7 % by extreme coldness. Thus, the effect of extreme coldness
is linked to a higher mortality than extreme heat. However, heat waves are one of the deadliest natural
phenomenon (e.g. Robine et al., 2008).
Heat waves can cause droughts. Thus, the economic impact, which is discussed below, refers to heat
waves and droughts. Summer droughts have a negative influence on water quality and quantity; this is
of major interest since water is vital for life. During droughts, the amount of water is reduced and the
water quality is for example impaired by heavy metals or major irons (Zwolsman and Van Bokhoven,
2007). This hydrological aspect has in turn an impact on agriculture, since the lack of water can lead to
crop failure (Masih et al., 2014). And agriculture is additionally threatened by wildfires, for which the
dry conditions are favorable (Haines, 1988; Athanasopoulou et al., 2014). Those fires destroy forests,
cultivated fields or even inhabited areas. Another factor is the emission of gases and aerosols, leading
to massive air pollution, which has an impact on human health again, as well as on boundary layer
dynamics and radiation (Athanasopoulou et al., 2014; Péré et al., 2014). All together, heat waves are
extreme events which can cause a massive economic loss (e.g. Kunkel et al., 1999).
2.3.4. Russian Heat Wave 2010
The Russian heat wave in summer 2010 was caused by an enormous high pressure system which blocked
the zonal flow for more than two months from mid-June to mid-August (Figure 2.9, Trenberth and Fa-
sullo, 2012). The unusually high surface temperatures and low relative humidity favored wildfires which
led to a massive air pollution (Grumm, 2011; Witte et al., 2011). In Russia, 55.000 people died from
the consequences of the heat wave. It was the worst drought since 1972 and caused an economic loss
about US$15 billion (Barriopedro et al., 2011; Grumm, 2011). Additionally, the heat wave was linked
to record-breaking floods in Pakistan, caused by three heavy precipitation events followed by a period
of moderate stratiform rainfall (Lau and Kim, 2012). The extreme rainfalls resulted from a combined
effect of monsoon surges, extratropical disturbances, and topography (Hong et al., 2011; Houze Jr et al.,
2011; Martius et al., 2013). As a consequence, 20 million people were affected by the flooding, with
3000 fatalities (Hong et al., 2011).
The responsible blocking system was favored by different atmospheric and surface conditions. Already
in spring 2010, a rapid transition to La Niña conditions was observed. La Niña was providing extra en-
ergy and moisture transport from the ocean and created a more diffluent flow over the Atlantic-European
sector (Hong et al., 2011; Schneidereit et al., 2012; Trenberth and Fasullo, 2012). Schneidereit et al.
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Fig. 2.9.: Time line providing an overview of the atmospheric blocking event over the European-Russian sector, the
heat wave in Russia (Barriopedro et al., 2011), and the extreme precipitation events in Pakistan (Lau and
Kim, 2012) in summer 2010 (modified from Quandt et al., 2017). c©American Meteorological Society.
Used with permission.
(2012) also found that the NAO was in its negative phase and fluctuated in intensity. This influenced the
synoptic-scale eddies over the Atlantic which then propagated to the block downstream. Another rele-
vant feature in summer 2010 was a Rossby wave train extending into Europe. It affected the conditions
over the Mediterranean and the amplification of the blocking high (Schneidereit et al., 2012; Trenberth
and Fasullo, 2012). In addition, during the blocking event, there was a positive feedback between the
atmospheric wave pattern and the dry soil with moisture content below normal (Lau and Kim, 2012).
The 2010 Russian heat wave led to record-breaking seasonal temperatures over approximately 50 % of
Europe (Barriopedro et al., 2011). Wildfires were also exceptional regarding their intensity and their
number (Witte et al., 2011). These phenomena lead to the question whether this heat wave was con-
nected to the anthropogenic climate change. Rahmstorf and Coumou (2011) estimated a probability of
80 % that the 2010 heat record has its origin in climate warming. However, Dole et al. (2011) ranked
the intensity of the Russian heat wave within the boundaries of natural variability. These controversial
results are discussed in greater detail by Otto et al. (2012).
In this study, we will investigate the evolution of the 2010 Russian heat wave in respect of the forecast
variability of the blocking system in the medium range.
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3.1. Introduction
In this chapter, the focus lies on the forecast variability of the Euro-Russian 2010 summer block in
medium-range forecasts. We focus on the three major developmental stages of the block’s life cycle: the
onset phase, the mature stage, and the decay phase. Medium-range forecasts are suitable for phenomena
like blockings and heat waves, since these may be long-lasting. Furthermore, the medium-range devel-
opment is important for emergency managers and their planning.
Therefore, we will show how differences in the representation of the blocking ridge may impact sur-
face conditions and how these differences arise. Moreover, we will show how to get information about
surface impacts from available operational ensemble forecasts. We address the following research ques-
tions. Does low predictability of the blocking transfer to a low predictability of the associated high
impact weather? What are the main development scenarios of the block in the forecast? Can the sce-
narios be linked to specific impacts or a lack thereof? What are the relevant dynamical processes which
were responsible for the forecast variability?
Data from the THORPEX Interactive Grand Global Ensemble (TIGGE) multi-model ensemble predic-
tion system (EPS) were used (Swinbank et al., 2016). Considering the first and second empirical orthog-
onal function (EOF), we clustered the ensemble forecast members at the time of high variability (defined
here as a large spread between the forecast members within the ensemble) of the block (method adapted
form Harr et al., 2008; Keller et al., 2011) and investigated the impact of this variability on the intensity
of the heat wave and in the precipitation distribution over Europe, where heavy rain events were reported
(e.g. in Austria on 2 August 2010). We further quantify the contributions of the ensemble prediction
systems (EPSs), used in this study, to the different development scenarios (corresponding to clusters that
resulted from the clustering methodology). For the investigation of the relevant dynamical features that
caused the forecast uncertainty, we used a correlation method known as ensemble sensitivity analysis
(ESA; Torn and Hakim, 2008; Keller, 2017). An illustration of the data and methods is given in Fig-
ure 4.1.
The structure of this chapter is as follows. The data and the methods are presented in section 3.2 and 3.3,
followed by the results for the onset phase, the mature stage and the decay phase of the block, starting
with the variability patterns, going on with the surface impact and closing with the responsible dynamics.
The summary and conclusions are given in the last section.
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Several passages are cited from Quandt et al. (2017), wherein all results, except those of the ESA, were
already published ( c©American Meteorological Society).
Fig. 3.1.: A schematic overview of data and methods used for the investigations of the predictability of the Russian
summer block in 2010 in the medium forecast range.
3.2. Data
We used data from the THORPEX Interactive Grand Global Ensemble (TIGGE) multi-model ensemble
prediction system (EPS). The TIGGE project was initiated in 2005 and has the overall goal to accel-
erate improvements in high impact weather forecasting in the medium range (Bougeault et al., 2010;
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Swinbank et al., 2016). To reach that goal, the following objectives were formulated (Bougeault et al.,
2010): enhancement of collaborations on ensemble prediction (international as well as between predic-
tion centers and universities), development of new methods to combine ensembles, correction of model
bias, and improvement in understanding the contribution of observations, initial and model uncertainties
to predictability. In the last decade, studies showed that TIGGE is suitable to investigate predictability
and dynamical processes, and to develop new products to support forecasts and warnings for high impact
weather (Swinbank et al., 2016). What is of high relevance for this study is that especially in the case
of heat waves, the 2 m temperature forecast benefits from the multi-model approach (Bougeault et al.,
2010). However, the performance of the multi-model ensemble depends on the integrated individual
ensembles. The performance is only better with the multi-model ensemble if each ensemble is equally
skillful (Park et al., 2008).
Because one of our blocking identification techniques requires potential temperature on the dynamical
tropopause (2 PVU surface) as input variable, only three of the ten EPS in TIGGE could be considered:
the European Centre for Medium-Range Weather Forecasts (ECMWF, 51 members), the National Cen-
ters for Environmental Prediction (NCEP, 21 members) and the United Kingdom Meteorological Office
(UKMO, 24 members). With this selection, each TIGGE forecast contained 96 members. The members
were retrieved in 12 hour forecast steps at an interpolated grid of 1◦ x 1◦.
The initial conditions of the three control forecasts at the same spatial resolution as the forecasts were
used as analysis data. As these differed only slightly, an unweighted mean of the control runs was used
as the “analyzed” scenario, which is referred to as “analysis mean”. Since the minimum and maximum
temperature variables of the model are defined over the last six hours, we used short-term forecasts of
6 hours for these variables as pseudo-analysis. For total precipitation, first guess daily analysis data
based on SYNOP messages from the Global Precipitation Climatology Centre (GPCC), provided by the
Deutscher Wetterdienst (DWD), were used as reference (Schamm et al., 2013).
3.3. Methods
3.3.1. Selection of Forecasts
We focused on three different phases of the blocking life-cycle: the onset phase, the mature stage, and
the decay period.
To select the forecasts best suited to investigate the onset and decay phases of the blocking, we first
determined the onset and the decay of the block. We applied the blocking index of Tibaldi and Molteni
(1990) to the analysis data, and identified 20 June as onset date and 17 August as the date of decay
(Fig. 3.2). Regarding the decay phase, no blocking was identified in this index between 12 and 14 Au-
gust. This non-continuous blocking signal reflected the limits of blocking identification. The index failed
to identify the block since the block’s structure was not favorable for that index (meaning that there were
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no overturning features), although the ridge was still amplified (not shown, but visible in the 500 hPa
geopotential height field). In the light of these results, we chose forecasts initialized prior to 20 June for
the onset phase, and prior to 17 August for the decay phase. Matsueda (2011) mentioned high forecast
variability of the block’s western flank at the end of July. Hence, for the mature stage, we chose forecasts
with initialization times in mid-July. This selection still provided us with a large amount of data, making
a further sub-selection necessary. We confined ourselves to one highly variable ensemble forecast for
each phase, for which we discussed different main development scenarios of the block in detail.
These forecasts were selected based on ensemble spread maxima in the 500 hPa geopotential field, asso-
ciated with the block, as revealed in Hovmoeller diagrams averaged between 40◦N and 80◦N. Selecting
the forecasts based on ensemble spread only works for ensemble forecasts in which some members pre-
dict blocking. It is not suitable for forecasts in which all members fail to predict the blocking (Matsueda,
2011). In addition, we did the EOF and clustering analysis for more than one forecast for each life-cycle
phase of the block. For each phase, we chose the forecast with the most different development scenarios.
The forecast uncertainty associated with the blocking high, identified by the blocking index of Tibaldi
and Molteni (1990), could be seen clearly in the chosen ensemble forecasts (between 0◦ and 120◦E,
Fig. 3.2). For the onset phase, a maximum in 500 hPa geopotential height ensemble spread was located
between 0◦ and 40◦E, coinciding with the position of the blocking system. Over the western Atlantic,
the ensemble spread was small, indicating only a slight forecast variability upstream of the block around
100◦W. During the mature stage, the 500 hPa geopotential height ensemble spread at 20◦E and 100◦E
grew continuously until the end of the forecast time, when values of around 75 gpm were reached. Near
the center of the blocking system at 60◦E, the ensemble spread was at its minimum pointing to a general
high predictability of the block itself. The increased forecast variability corresponded to the flanks of the
block, being the troughs upstream and downstream of the blocking ridge, and was investigated for the
mature stage of the block. Prior to the decay of the block, the ensemble spread was high in the vicinity
of the block, compared to areas farther downstream (around 140◦E) and upstream (around 80◦W). In all
three ensemble forecasts, forecast uncertainty increased over the Pacific (180◦). Investigating this aspect
of the forecast is not in the scope of this work.
3.3.2. Selection of Main Development Scenarios
Since every forecast contained 96 members, investigating the development in every single member is
not expedient. However, if we use an average over all members, we miss important details. Hence, an
empirical orthogonal function (EOF) analysis and fuzzy clustering methodology was employed to group
members based on characteristic structural features. In this study, we applied the EOF analysis and fuzzy
C-Means clustering method (Harr et al., 2008) to the 500 hPa geopotential height.
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Fig. 3.2.: Hovmoeller diagrams for ensemble spread of 500 hPa geopotential height (in gpm) in the TIGGE EPS
10-day forecasts, averaged between 40◦N and 80◦N, and positive values of the southern geopotential
height gradient (GHGS, in gpm(◦latitude)−1) of the blocking index of Tibaldi and Molteni (1990) from
the analysis mean as black dotted field. Dark red line marks the clustering time and the gray line the
investigation time for each forecast. The forecasts are initialized at 1200 UTC 14 June 2010 (top), at
1200 UTC 26 July 2010 (middle), and at 1200 UTC 10 August 2010 (bottom). Figure and caption
adopted from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
33
3. Medium-Range Forecasts
Empirical Orthogonal Functions
The following derivation of and information about empirical orthogonal functions (EOF) originate from
Wilks (2011). The EOF analysis is a multivariate statistical method which is also known as principle
component analysis (PCA). The goal of an EOF analysis is to reduce a large dataset without losing
information or reducing variability. Therefore, redundant information has to be filtered out in some way.
If the variables of a data vector~x with the dimension K×1 are correlated, there is redundant information.
Hence, a new vector, whose elements are uncorrelated, is created. First, an anomaly vector~x′ of the initial
data vector is defined as the deviation from the mean. Then, the eigenvectors of the variance-covariance
matrix of~x′ are determined. With these eigenvectors, a reduced data vector ~u with the dimension M×1
(where M K) can be defined. The elements of~u are named principle components (PC). The mth PC of
~u can be calculated as follows:
um = (~em)
T~x′ =
K
∑
k=1
ekmx′k [3.1]
where m ranges from 1 to M. ~em is the eigenvector of um ·~x′. The first eigenvector~e1 points in the direction
with the largest variability and has the highest eigenvalue. In line with this, the second eigenvector points
in the direction of the second largest variability and is orthogonal to ~e1. Now, the data is regarded in a
new phase space, spanned by the eigenvectors. Thus, for~u we found:
~u = [E]T~x′ [3.2]
where [E] is the eigenvector matrix. Therefore, the anomaly vector is found to be:
~x′ = [E]~u [3.3]
With the following elements:
x′k =
M
∑
m=1
ekmum [3.4]
where k ranges from 1 to K. A detailed description of how EOFs are calculated, can be found in Björnsson
and Venegas (1997). The derivation above is applicable to a single data vector. In this study, the method
was used for a data array.
For the method, it is necessary to determine the time at which the EOF should be calculated (hereafter,
referred to as clustering time) as well as the calculation area. Our choice of parameters considered the
following criteria (Table 3.1):
- Clustering Time: At this time, the ensemble spread associated with the block should noticeable.
Thus, we were looking for the strongest variability. This differs from other studies (Anwender
et al., 2008; Keller et al., 2011), in which lead times showing the strongest increase in variability
were used as clustering times. Hovmoeller plots (Fig. 3.2) and/or spaghetti plots showing the
isolines of e.g. a characteristic 500 hPa geopotential height value of all ensemble members (not
shown) helped to identify a suitable clustering time. We checked if a shift of the clustering time
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to +/- 12 hours had an impact on the cluster solutions. We found that the cluster membership
was quite similar for 12 hourly varying clustering times, as quantified by calculating the similarly
index of Rand (1971) (not shown). With increasing differences between the clustering times (more
than 12 hours), the distribution of members between the clusters differed increasingly, resulting in
small values of the Rand index.
- Calculation Area: After choosing the clustering time, it is also necessary to determine the area
for which the EOFs should be calculated. The calculation area should cover the important flow
features, revealed at clustering time. We determined the area using plots of the ensemble mean
500 hPa geopotential height field (not shown).
Since we were interested in medium-range predictability, late clustering times are reasonable. The clus-
tering times are not equal to the investigation times (Table 3.1), clustering times are linked to high
variability of the block itself, while the investigation times are associated with high variability in impact
relevant surface variables. For the three phases of the block, different lead times turned out to be suitable
as investigation times.
Fuzzy Clustering
With the clustering procedure, ensemble members with similar PC (from the EOF analysis) can be
grouped. This means that members which have a similar contribution to the variability (correspond-
ing to members with similar development scenarios) are put in one cluster. The method is described in
Harr et al. (2008) and Keller et al. (2011).
After the number of clusters were set (for example from 2 to 10), the clustering is conducted as follows.
1. Cluster centers are placed random in the PC1-PC2 phase space.
2. The ensemble members (defined as data points in the PC1-PC2 phase space) are assigned to the
nearest cluster center. Assigned members exceed a distinct threshold1. If the distance to two or
more cluster centers is about the same for a given member (then the mentioned threshold is not
exceeded), it is not assigned to a cluster.
3. The cluster centers are re-calculated by minimizing the distance between each center and each
member.
4. The ensemble members are re-assigned to the new cluster centers.
This is an iterative process that stops if the ensemble members are not re-assigned anymore, but stay in
a certain cluster. Then the cluster centers remain at the same position in the PC1-PC2 phase space.
1A membership-matrix is defined that contains the weights of how strong the members are assigned to the clusters. The
threshold is calculated as difference between the strongest weight and the standard deviation of the weights.
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In addition to the clustering time and the calculation area (which have to be already set for the EOF
analysis), the number of clusters has to be determined (Table 3.1):
- Number of Clusters: To find the best cluster solution, we ran the clustering procedure for 2 to 10
clusters. With an additional stability criteria (Keller et al., 2011), the number of cluster solutions
was limited. This criteria helped to identify solutions for which the clustering did not depend on
the initial choice of seed points. For each number of clusters the algorithm was run 100 times,
each time with varying and randomly chosen seed points. The solution was declared as stable
only if the cluster centers were identical in all 100 cluster runs. The final cluster solution was
chosen from those stable solutions so that they showed distinct synoptic developments, but still
contained a reasonable amount of members, meaning that e.g. one cluster should not contain only
two members.
We use the term main development scenario for the forecast scenario represented by one cluster. One
commonly used way to illustrate the evolution within the individual clusters is to use the cluster mean.
However, the cluster mean is a smoothed version of the individual ensemble members that make up the
cluster. Thus, important features (e.g. small-scale features, or shortwave troughs and ridges) can be
averaged out (being especially a problem at the end of the forecast when forecast variability is high). An
alternative is to chose an individual ensemble forecast that can be considered to represent the cluster as
a whole. The members with the smallest Euclidean distance to their cluster center in the phase space,
spanned by the first and second PC, are called representative members and were used to compare main
development scenarios. Our results were sensitive to the choice of representative members since they
were representative for the clustering time. With increasing lead time, the spread between the forecast
members becomes larger, also within one cluster. However, after clustering time the differences between
members of different clusters are still stronger than differences among members of the same cluster.
3.3.3. Blocking Identification
For the selected main development scenarios, we identified blocking with two blocking indices, which
were already introduced in section 2.2.2. The first index is one-dimensional and identifies blocking as
overturning of the geopotential height field at 500 hPa (Tibaldi and Molteni, 1990). For each longitude,
a southern, as well as a northern gradient of the geopotential height is computed as follows:
GHGS =
Z(Φ0)−Z(ΦS)
Φ0−ΦS [3.5]
GHGN =
Z(ΦN)−Z(Φ0)
ΦN−Φ0 [3.6]
where Z is the geopotential height in gpm andΦ is the latitude withΦN = 80◦N+∆, Φ0 = 60◦N+∆, and
ΦS = 40◦N+∆ (∆ = -5◦, 0◦ or 5◦). A blocking system is identified at a certain longitude if the southern
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Tab. 3.1.: Clustering parameters for the three phases of the 2010 summer block over Russia that were investigated.
Adopted from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
Clustering Parameters Onset Mature Stage Decay
Initialization 1200 UTC 06/14/10 1200 UTC 07/26/10 1200 UTC 08/10/10
Clustering time 0000 UTC 06/22/10 1200 UTC 07/31/10 1200 UTC 08/16/10
Investigation time 1200 UTC 06/23/10 1200 UTC 08/02/10 1200 UTC 08/18/10
EOF area 40◦W-120◦E/40-90◦N 40◦W-120◦E/40-90◦N 40◦W-120◦E/40-90◦N
No. of clusters 4 3 3
No. of mem. per cluster 22, 18, 20, 20 19, 24, 33 14, 34, 28
(no cluster: 16) (no cluster: 20) (no cluster: 20)
gradient is positive and the northern gradient is less than -10 m (◦latitude)−1.
The second index identifies Rossby wave breaking (RWB) in the potential temperature field at 2 PVU as
indicator for atmospheric blocking (Pelly and Hoskins, 2003b). In its original version, this index is also
one-dimensional. Here, we computed a two dimensional version of the index following Woollings et al.
(2008). The index is defined as:
B = θN−θS [3.7]
where θN and θS are northern and southern box averages (5◦ latitude x 15◦ longitude) of the potential
temperature (in K) at the 2 PVU surface. Blocking is identified for positive values of B (corresponding
to θN > θS).
Since both methods have advantages and disadvantages (see section 2.2.2), we employed two indices to
increase the probability of correctly identifying blocking. We considered blocking to be present, if the
blocking criterion of at least one method was met.
3.3.4. Definition of Impacts
Heat indices and temperature thresholds
To investigate the impact of the heat wave, we used two heat indices and common temperature thresh-
olds. It is reasonable to take more than one heat index into account, because the dependence of human
comfort on temperature and humidity differs from region to region (Robinson, 2001; Koppe et al., 2004;
Gasparrini et al., 2015). These indices represent heat stress in a simplified way, but are better suited
to capture the effect of heat on humans than the 2 m temperature, because they also consider moisture
(being important for regarding humid heat).
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The first index is the heat index (HI) used operationally by the U.S. National Centers for Environmental
Prediction (NCEP)2. It is defined as follows:
HI = c1+(c2T )+(c3RH)− (c4T ·RH)− (c5T 2)−
(c6RH2)+(c7T 2RH)+(c8T ·RH2)− (c9T 2RH2)
[3.8]
where T is the temperature at 2 m in ◦F and RH the surface relative humidity in %. The equation of the
HI used here and the c-values3 are an approximation to a heat stress model of Steadman (1979). The
critical thresholds of the heat index can be found in Table 3.2.
The second index called Humidex is discussed in Masterton and Richardson (1979) and is operationally
used by Environment Canada (EC)4. The Humidex is defined as:
Humidex = ϑ +
5
9
(e−10) [3.9]
where ϑ is the temperature in ◦C at 2 m and e the vapor pressure in hPa. The Humidex can be under-
stood as air temperature plus a value that considers the impact of moisture. The four warning levels are
described in Table 3.3.
For the Humidex, temperature has a stronger impact than humidity. Thus, in general, Humidex decreases
as latitude increases, following the annual mean surface temperature.5 For the HI, temperature and hu-
midity contribute similarly. Nevertheless, for example above 50◦N, a portion of high HI values are only
artifacts of high humidity, since temperature does not reach values over 20◦C. Consequently, it is neces-
sary to filter the HI (taking account of the temperature range). As both indices are dependent on latitude
and as Russia is located at approximately the same latitudes as Canada, the Canadian Humidex seemed
to be more suitable to investigate a heat wave in Russia. In this study, we compared the heat intensity
represented in one forecast scenario to those represented by another forecast scenario, thus, it is more a
relative consideration. For investigations which aim to more absolute results, it could be necessary to
adapt the danger thresholds. For the Mediterranean region for example, the danger thresholds of the Hu-
midex could be scaled up, since the population has a higher physical tolerance against hot temperatures.
In addition to these heat indices, we also looked at the temporal evolution of the spatially averaged max-
imum (minimum) temperature in the daytime (at nighttime). We discussed the extreme temperatures
using the following thresholds: extremely hot day (ϑmax ≥ 35◦C), hot day (ϑmax ≥ 30◦C), summer day
(ϑmax ≥ 25◦C) and tropical night (ϑmin ≥ 20◦C). We considered these temperature thresholds, since they
are commonly used and to show the evolution of “dry” heat (since moisture is not considered).
We averaged the 2 m temperature, as well as the heat indices over the region with the strongest heat wave
intensity centered over Moscow (35◦E-55◦E and 50◦N-60◦N, see also Figs. 3.7 and 3.23; Dole et al.,
2http://www.wpc.ncep.noaa.gov/html/heatindex_equation.shtml
3c1 = 42.379, c2 = 2.04901523, c3 = 10.14333127, c4 = 0.22475541, c5 = 6.83783e(−3), c6 = 5.481717e(−2), c7 =
1.22874e(−3), c8 = 8.5282e(−4) and c9 = 1.99e(−6)
4http://ec.gc.ca/meteo-weather/default.asp?lang=En&n=6C5D4990-1#humidex
5http://ec.gc.ca/meteo-weather/default.asp?lang=Enß&n=6C5D4990-1#humidex
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Tab. 3.2.: Ranges of the NCEP heat index and the associated warning levels (adopted from:
http://www.srh.noaa.gov/ama/?n=heatindex).
Heat index Degree of Danger
27-32 Caution: Fatigue possible with prolonged exposure and/or physical activity.
33-41 Extreme Caution: Sunstroke muscle cramps, and/or heat exhaustion possible with
prolonged exposure and/or physical activity.
41-54 Danger: Sunstroke, muscle cramps, and/or heat exhaustion likely. Heatstroke possi-
ble with prolonged exposure and/or physical activity.
>54 Extreme Danger: Heat stroke likely
Tab. 3.3.: Ranges of Humidex and the associated warning levels (adopted from: http://ec.
gc.ca/meteo-weather/default.asp?lang=En&n=6C5D4990-1#humidex).
Humidex Degree of Comfort
20-29 No discomfort
30-39 Some discomfort
40-45 Great discomfort; avoid exertion
>45 Dangerous; possible heat stroke
2011). As 11,92 million people live in Moscow, we also focused on the coordinates of this city, namely
55,75◦N and 37,62◦E, and averaged the indices over just the four surrounding grid points.
Wildfire potential
Widespread wildfires were one of the most devastating impacts of the Russian heat wave in 2010 (Witte
et al., 2011) and are hence of interest in this study. For our studies, we used the lower atmosphere severity
index (LASI) for wildlife fires of Haines (1988):
LASI = (ϑp1−ϑp2)+(ϑp2− τp2) [3.10]
where ϑ is the temperature and τ the dew point, both in ◦C. p1 and p2 are pressure levels in the lower
troposphere, with p1 at a lower height than p2. The first term describes the stability of the atmosphere,
whereas the second part of the index is the moisture term. The resulting values of both terms are assigned
to factor values between 1 and 3. These factor values are then added. This sum is the effective LASI
with a range between 2 and 6. There are three configurations of LASI that are adjusted to the different
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Tab. 3.4.: Ranges of the LASI and the associated danger classes adapted from Haines (1988).
LASI Danger class
2 or 3 very low
4 low
5 moderate
6 high
elevation levels (low, mid and high) of the United States. Following Witte et al. (2011), we confined
the computation of the LASI to a region where active fires were observed (from 37◦E to 49◦E and from
51◦N to 57◦N). The geographical height of this region varies from 130 to 200 m above sea level, requir-
ing the use of the low-elevation index. The stability is calculated between 950 hPa and 850 hPa and the
moisture term is defined for 850 hPa (corresponding to p2). As the required input variables from TIGGE
are not available at 950 hPa, we used the variables at 925 hPa (corresponding to p1). This results in an
overestimation of the stability term, leading to an overestimation of the LASI itself (Potter et al., 2008).
The LASI is separated into four danger classes (Table 3.4), indicating the probability for wildfires.
LASI does not consider surface conditions like soil moisture, however, it represents atmospheric con-
ditions which influence fire behavior as well (Brotak, 1991). Thus, it can be interpreted as an indicator
whether the vertical lapse rate and the amount of moisture in the air are favorable for the fire evolution
(Brotak, 1991). Although LASI was developed for predicting the fire risk in the United States, it was also
employed successfully outside the United States, e.g. in Korea (Choi et al., 2006) or Australia (McCaw
et al., 2007).
3.3.5. Ensemble Sensitivity Analysis
Basic Idea
The ensemble sensitivity analysis (ESA) is a tool that is used in this thesis to obtain insight into the phys-
ical and dynamical mechanisms that play a role in blocking and in the associated forecast uncertainty.
It was developed to quantify how initial conditions influence the forecast at later lead times (Torn and
Hakim, 2008; Torn, 2010b; Zheng et al., 2013). Thus, the idea is that small deviations of a state variable
from the ensemble mean at time t are correlated to deviations of a forecast metric from the ensemble
mean at time t+∆t (being defined as metric time). It is defined as (Torn and Hakim, 2008):
sens =
∂J
∂X
·σx = cov(J,X)var(X,X) ·σx [3.11]
where X is an independent state variable, J the forecast metric and σx the standard deviation of the state
variable. Due to the normalization with σx, changes in the forecast metric between the ensemble mem-
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bers go with 1 σx changes in the state variable between the ensemble members (Keller, 2017). This is
beneficial, since the sensitivities of different state variables can then be compared. Advantages of the
ESA are that it can be calculated easily and that the forecast metric can be chosen flexibly (Chang et al.,
2013). A disadvantage, being more a limitation of the method, is that it cannot be used to investigate
nonlinear relationships, since linear error growth is assumed (Keller, 2017). For this study, it is also of
relevance that the method is suitable for medium-range forecasts. Although a medium-range forecast is
clearly nonlinear, so that ESA is formally not valid to investigate the evolution, previous studies have
demonstrated that the method can be used because also linear sensitivities have an impact on the nonlin-
ear evolution of certain weather systems (Chang et al., 2013).
In this study, we used ESA to identify the dynamical processes which led to the forecast variability at
clustering time. Thus, our clustering times were chosen as metric times. For an individual ensemble
member, X is here a 2D array of a forecast variable (for example PV at 320 K) and J a single value
(for example the peak in the geopotential height at 500 hPa). In 12 hourly time steps, we calculated
sensitivities until 6 days before metric time, corresponding to results of Chang et al. (2013). In the case
of the mature stage of the block, we only went back to 4 days, since earlier times are affected by the
“memory of initial conditions” (Torn and Hakim, 2008), meaning that the variability is mainly caused
by the disturbances in initial conditions. Moreover, following Torn and Hakim (2008) and Keller (2017),
only sensitivities on a 95 % level of significance are considered.
Metrics
A forecast metric describes the object (for example a certain flow feature), with regard to which the
sensitivities are calculated. Therefore, the metric should capture the variability of this object within the
ensemble forecast. In the following, the forecast metrics for the three different phases of the block (cor-
responding to three ensemble forecasts) are presented. In addition to those shown here, we also tested
several other metrics. We only present the metrics which turned out to be most suitable in terms of sig-
nificance and clarity of the resulting ESA signals.
To represent the blocking system during its onset phase, we chose the peak value in the 500 hPa geopo-
tential height field as forecast metric. We used the geopotential height maximum within the box which
can be seen in Figure 3.3 (top). The idea behind this approach was that the maximum geopotential height
value reflects the amplitude of the blocking ridge. Thus, with a trough or a less amplified ridge, we ex-
pect low values and with a strongly amplified ridge corresponding to a blocking ridge, we expect high
values.
During the mature stage of the block, the variability of its western flank is of interest. We chose a dif-
ference of two spatial averages of two neighboring boxes as forecast metric. The idea was to create a
metric which reflects the position and/or the tilt of the trough upstream of the blocking ridge. In the
middle panel of Figure 3.3, it is shown that the boxes captured the variability of the troughs at 0◦ in the
500 hPa geopotential height field. The variability within the boxes can be seen in the spread between the
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Fig. 3.3.: (top) 5600 gpm isolines of all ensemble members at 1200 UTC 22 June 2010 for the forecast initialized at
1200 UTC 14 June 2010. Dark red box marks the area for which the peak value of 500 hPa geopotential
height was determined. (Middle) 5600 gpm isolines of all ensemble members at 1200 UTC 31 July 2010
for the forecast initialized at 1200 UTC 26 July 2010. Dark red boxes mark the areas over which the
500 hPa geopotential height was averaged. (Bottom) 5600 gpm isolines of all ensemble members at
1200 UTC 16 August 2010 for the forecast initialized at 1200 UTC 10 August 2010. Dark red box marks
the area over which the 500 hPa geopotential height was averaged.
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5600 gpm isolines of all ensemble members. The spatial mean of box B is subtracted from the spatial
mean of box A. Thus, if the geopotential height is lower in box A than in box B, the index is negative. It
is positive if the geopotential height is higher in box A than in box B. Therefore, positive values of the
index reflect an eastward shifted trough without tilt or LC2 (cyclonic wave breaking), while negative val-
ues reflect a westward shifted trough without tilt or LC1 (anticyclonic wave breaking). The position and
the tilt of the trough influence the precipitation distribution over Europe (as will be discussed in section
3.4.2). For the forecast used for the investigation of the mature stage of the block, we found that 41 %
of the ensemble members exhibited a positive index value, with 25 % showing a LC2 and 16 % showing
a trough shifted to the east. 39 % of the ensemble members exhibited a negative index value, with 16 %
showing a LC1 and 23 % showing a trough shifted to the west. The remaining ensemble members (20 %)
had index values close to zero, corresponding to a trough without a noticeable tilt centered at 0◦ (in the
middle of the boxes A and B).
To represent the blocking system during its decay phase, we chose the spatial mean in the 500 hPa geopo-
tential height field as forecast metric. In Figure 3.3 (bottom), the box, for which the spatial mean was
calculated, is shown. Due to movements of the block during its life-cycle, this metric box has a different
location as that one for the onset phase. High values corresponded to a larger geopotential height, reflect-
ing that the block was still there. Low values mirrored low geopotential height which can be interpreted
as a flow configuration without an amplified blocking ridge.
Variables
The metrics are correlated to different state variables. To investigate the impact of weather systems and
the feedback of waves on the block as well as jet splitting and displacement, we used the following
variables and quantities:
- Mean sea level pressure (MSLP)
- Transient eddies (TE)
- Geopotential height at 500 hPa
- PV at 320 K
- Potential temperature at 2 PVU
- Horizontal wind speed at 200 hPa
All but the transient eddies are variables which are available in the TIGGE dataset. We calculated tran-
sient eddies as the deviation of the instantaneous 500 hPa geopotential height field in the forecast from
the monthly mean (as calculated from ERA-Interim data). For the investigation of diabatic processes we
used the following variables and quantities:
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Tab. 3.5.: Assistance for interpretation of ESA signals for the onset and the decay phase of the block.
variable/quantities positive ESA signal negative ESA signal
Geopotential height at
500 hPa, MSLP, potential
temperature at 2 PVU, TE
within ridge/high, favorable for
block; within trough/low, unfa-
vorable for block
within ridge/high, unfavorable
for block; within trough/low, fa-
vorable for block
PV at 320 K within ridge, unfavorable for
block; within trough, favorable
for block
within ridge, favorable for
block; within trough, unfavor-
able for block
AR, precipitation, hor-
izontal wind speed at
200 hPa
increase favorable for block; de-
crease unfavorable for block
increase unfavorable for block;
decrease favorable for block
Tab. 3.6.: Assistance for interpretation of ESA signals for the mature stage of the block. An increase in the metric
corresponds to cyclonic wave breaking (CWB) or an eastward shift of the trough. A decrease in the
metric corresponds to anticyclonic wave breaking (AWB) or a westward shift of the trough.
variable/quantities increase in the metric decrease in the metric
Geopotential height at
500 hPa, MSLP, potential
temperature at 2 PVU, TE
positive sensitivity within
ridge/high; negative sensitivity
within trough/low
positive sensitivity within
trough/low; negative sensitivity
within ridge/high
PV at 320 K positive sensitivity within
trough/low; negative sensitivity
within ridge/high
positive sensitivity within
ridge/high; negative sensitivity
within trough/low
AR, precipitation, hor-
izontal wind speed at
200 hPa
positive sensitivity where vari-
able increases; negative sensitiv-
ity where variable decreases
positive sensitivity where vari-
able decreases; negative sensi-
tivity where variable increases
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- 12 hourly accumulated precipitation.
- Atmospheric rivers (AR).
Atmospheric rivers are mesoscale filaments of high water vapor transport in the troposphere (Neiman
et al., 2008; Lavers et al., 2012). On average, they are over 2000 km long and less than 1000 km wide
(Neiman et al., 2008), can persist for 18 hours or longer (Lavers et al., 2012), form in the warm sector
of low pressure systems and play an important role in the global water cycle (Neiman et al., 2008; Ralph
and Dettinger, 2011). As they make landfall (especially at mountains), the moist air is forced to ascend
so that water vapor condenses, causing large amounts of precipitation and maybe even flooding events
(Ralph and Dettinger, 2011; Lavers et al., 2012; Lavers and Villarini, 2013). For detection, AR can be
calculated as vertically integrated water vapor transport (IVT; Lavers et al., 2012; Lavers and Villarini,
2013):
IV T =
√√√√√1
g
300∫
1000
qud p
2+
1
g
300∫
1000
qvd p
2 [3.12]
where g is the acceleration due to gravity, q the specific humidity in kg kg−1, u and v the zonal and merid-
ional wind components in m s−1. We used ARs for the investigation of diabatic forcing as alternative for
WCBs, since there are not enough vertical levels in the TIGGE dataset for calculating WCB trajectories
(Eckhardt et al., 2004). ARs and WCBs are different phenomena, but are strongly connected, since ARs
can be seen as moisture reservoirs for WCBs (Sodemann and Stohl, 2013).
Tables 3.5 and 3.6 provide a guide on how to interpret the positive and negative ESA signals for the
metrics and variables used in this study.
3.4. Results
Three phases of the block’s life-cycle are considered: the onset phase of the block, the mature stage,
and the decay phase. For each phase, the forecast variability (in terms of the EOF patterns and the
differences between the development scenarios), the surface impact (addressing the heat wave evolution
and precipitation), as well as the dynamical processes which caused the forecast variability are discussed.
3.4.1. Forecast Variability during the Onset Phase of the Block
Selection and Characteristics of Forecast Scenarios
The spatial EOF patterns indicate those flow features that show largest variability in the 500 hPa geopo-
tential height among the EPS members at +180 forecast hours. The strongest variability was represented
by EOF 1 with 24.5 %. Positive values (corresponding to higher geopotential height, and therefore to
ridges) and negative values (corresponding to lower geopotential height, and therefore to troughs) could
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Fig. 3.4.: (left) Ensemble mean of the 500 hPa geopotential height (shaded, in gpm) and distribution of (top) EOF
1 and (bottom) EOF 2 (contours, in gpm) for blocking onset forecast at +180 hours (0000 UTC 22 June
2010). (right) The first and second principle component (PC) for the four-cluster solution based on EOFs
from TIGGE ensemble members (forecast initialized 1200 UTC 14 June 2010) at +180 hours (0000 UTC
22 June 2010). Symbols show the EPS membership (rhombus for ECMWF, triangle for NCEP, and cross
for UKMO) and colors the cluster membership. Cluster centers are defined by the circled cross. The
analysis members are additionally circled in dark red. Figures and caption adopted from Quandt et al.
(2017). c©American Meteorological Society. Used with permission.
be found along the block that was located around 60◦E (Figure 3.4, left, top). Negative values of EOF 1
were located in the upstream (round 20◦E) and downstream troughs (around 80◦E) of the blocking ridge.
Positive values of EOF 1 were found in the peak of the blocking ridge and at latitudes higher than 70◦N.
This distribution resembled an amplitude pattern (Anwender et al., 2008). A positively contributing
member showed the blocking ridge to be more amplified and the upstream and downstream troughs to be
deeper in their geopotential height, compared to the ensemble mean. Moreover, the blocking ridge was
narrower in its zonal expansion, whereas the neighboring troughs had a large zonal extent. A forecast
member with a negative contribution to EOF 1 was characterized by a less amplified blocking ridge and
the upstream and downstream troughs had a less zonal extend. Additionally, an area of low geopotential
height was found around 80◦N.
The second strongest variability that was represented by EOF 2 amounted to 11.8 % (Figure 3.4, left,
bottom). It resembled a shift pattern following Anwender et al. (2008). There was a dipole with a posi-
tive signal of EOF 2 to the west and a negative signal to the east of the ridge axis at 60◦E. In a forecast
member with positive contribution to EOF 2, the blocking ridge was shifted to the west. In addition, a
massive cut-off low was located at 40◦E/45◦N. A negatively contributing member forecast the blocking
ridge farther east. The wave structure between 40◦W and 120◦E showed a double ridge pattern with a
trough around 30◦E and two small cut-off systems at 20◦W and 70◦E.
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Four clusters turned out to be most suitable, since this solution was stable and the scenarios of the clusters
showed clear differences (Table 3.1). All four clusters contained approximately 20 ensemble members,
indicating their equal probability of occurrence in this ensemble forecast (Figure 3.4, right). In the PC
phase space the three analysis members were located between cluster 1 and 2. The forecast members
from the three different EPS contributed to the four clusters as follows: The ECMWF and the NCEP EPS
were present in all four main scenarios, while UKMO missed one of the development scenarios and had
most of its members in cluster 4. Thus, the full range of development scenarios could not be captured by
the UKMO ensemble, which was dominated by the scenario of cluster 4. This shows the added value of
the TIGGE ensemble, as more scenarios were captured than with the UKMO ensemble alone.
Main Development Scenarios for the Onset
At 1200 UTC 23 June (+216 hours forecast), the blocking system (between 20◦E and 80◦E) had formed
in three of the four scenarios (Fig. 3.5). The index of Tibaldi and Molteni (1990) identified the block
in scenario 2 and 3, the index of Pelly and Hoskins (2003b) in scenario 1 and 2. The position of the
blocking ridge in scenario 1 and 2 was quite similar, but its shape was different. The trough upstream of
the block was narrower in scenario 2, while the downstream trough was positioned farther west (at 80◦E).
The trough downstream was positioned farther east (at 110◦E) in scenario 1. Northwest of the blocking
system at around 80◦N, higher potential temperature on the 2 PVU surface was present in scenario 2,
indicating a stronger blocking. In scenario 3, the blocking system merged with an upstream ridge. As
a result, the blocking complex was zonally more extended compared to the blocks in scenario 1 and 2.
Another difference were two merging cut-off systems between 0◦ and 40◦E at 40◦N. In the no-blocking
scenario 4, the ridges and troughs over the Atlantic-European sector were less amplified, leading to more
zonal flow conditions. Around 70◦N, an area of low pressure stretched from 20◦W to 80◦E. Scenario 1
and 2 coincided best with the analysis mean, despite differences in the area of low pressure north of the
block (between 70◦N and 80◦N) and in the pressure field just below the blocking ridge.
Forecast Variability of impact-related Parameters
We will now focus on the influence of the blocking system on surface variables. At 1200 UTC 23 June
(+216 hours forecast), the surface temperatures over Moscow became uncomfortable in the analysis
(Fig. 3.6). In scenario 1, hot temperatures could be found in the region east of Moscow and HI as well
as Humidex indicated no warning for Moscow itself. This was different in scenario 2, where the 2 m
temperatures were higher near Moscow and the first warning level of the two heat indices was reached.
Scenario 3 showed the city in a border area with higher temperatures to the south. In scenario 4, the
extreme heat was confined to the south of 50◦N.
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Fig. 3.5.: (left) 500 hPa geopotential height (shaded, in gpm) and mean sea level pressure (contours, in hPa), (right)
potential temperature at 2 PVU (shaded, in K) and 300 hPa zonal wind (contours, in m s−1) at +216 hours
(1200 UTC 23 June 2010) for the four forecast main scenarios and the analysis mean for blocking onset.
BL marks the blocking system. P2 marks the position of poleward anticyclonic RWB (Gabriel and Peters,
2008). Figure and caption adopted from Quandt et al. (2017). c©American Meteorological Society. Used
with permission.
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Fig. 3.6.: (left) 2 m temperature, (middle) HI and (right) Humidex (all in ◦C) at +216 hours (1200 UTC 23 June
2010) for the four main forecast scenarios and the analysis mean for blocking onset. The green box marks
the region for which we calculated the averaged temperatures (for Fig. 3.7). Figure and caption adopted
from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
49
3. Medium-Range Forecasts
In three of four scenarios, the blocking ridge was forecast, however details varied significantly. Accord-
ingly, the surface temperature distribution differed in all main development scenarios, leading to varying
heat intensities for different areas (Fig. 3.6). Interestingly, the scenarios that captured the upper-level
flow best exhibited remarkable differences in their representation of the surface temperature compared
to the analysis mean. Before, we found for the wave pattern that scenario 1 and 2 coincided best with
the analysis mean. However, scenario 1 and 2 overestimated the temperature, especially for the area
southeast of Moscow.
The spatially averaged temperatures (showing us the temporal evolution of the heat wave) increased with
time from 19 June onward in all scenarios except scenario 4 (Fig. 3.7). This increase coincided with
blocking onset. In scenario 2, the increase was most prominent, and the threshold for a hot day was
reached. The maximum temperatures of scenario 1 and 3, as well as of the short-term forecast (corre-
sponding to the analysis mean) only reached the threshold for a summer day. Thus, the temperatures in
scenario 2 were overestimated. Moreover, in scenario 1 to 3, the threshold for a summer day was reached
at least one day too early compared to the short-term forecast. In scenario 4, the non-block scenario,
temperature decreased until 21 June. At nighttime, the minimum temperatures did not reach the thresh-
old for a tropical night, either in the analysis or the forecast scenarios. The impact of this temperature
evolution could be further investigated by means of the heat indices. The second warning level of the
Humidex, representing some discomfort, was reached in scenario 2 on 21 June. However, this was an
overestimate compared to the analysis mean, which reached this level on June 24. The HI of scenario
2 was overestimated, also approaching the threshold for extreme caution. Scenario 2 and 3 reached the
caution level already around 21 June. In scenario 1, this level was reached one day later, in agreement
with the analysis mean.
The spatially averaged LASI (averaging area: 37-49◦E and 51-57◦N), indicating fire potential, was in
line with the findings above: In scenario 2 and 3, the LASI increased in time (Fig. 3.7). The strongest
increase could be found around blocking onset, leading to values just under 5, indicating a moderate
potential for fire. This increase could be observed in scenario 1 also, but in accordance with temperature
there was a decrease after 21 June. In scenario 1 to 3, the threshold for low fire potential was reached one
day too early compared to the analysis mean. The LASI for scenario 4 indicated a very low potential for
large fires. On 23 June, the LASI in all forecast scenarios was below the analysis mean. For scenario 2
to 4 and for the analysis mean, the LASI increased with blocking onset. However, not in scenario 1. One
possible explanation considers the differences in the representation of the western flank of the blocking
system (Fig. 3.5): The trough at 30◦E was deeper in scenario 1, compared to the troughs in scenarios 2
and 3 as well as in the analysis mean. This was relevant, since parts of the block’s western flank were
inside the averaging area for the LASI.
For Moscow, temperature increased in all scenarios (Fig. 3.8), but the threshold for a summer day (25◦C)
was not reached in scenario 1 and 4. In scenario 2 and 3, 25◦C were reached one day too early compared
to the short-term forecast. After 20 June, the date of the block’s onset, the HI increased continuously
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Fig. 3.7.: Time series (left, top) of 2 m minimum temperature at nighttime (long dashed) and 2 m maximum tem-
perature in the daytime (solid), (right, top) of HI and (left, bottom) of Humidex in the daytime averaged
over an area from 35-55◦E and from 50-60◦N as well as (right, bottom) of LASI averaged over an area
from 37-49◦E and from 51-57◦N. Colors mark the different scenarios for blocking onset. Horizontal lines
show impact relevant thresholds (for the temperature extremes: TN20 stands for tropical night, TX25 for
summer day, TX30 for hot day, TX35 for extremely hot day). Figure and caption adopted from Quandt
et al. (2017). c©American Meteorological Society. Used with permission.
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Fig. 3.8.: Time series (left, top) of 2 m minimum temperature at nighttime (long dashed) and 2 m maximum tem-
perature in the daytime (solid), (right, top) of HI and (bottom) of Humidex in the daytime for Moscow.
Colors mark the different scenarios for blocking onset. Horizontal lines show impact relevant thresholds
(for the temperature extremes: TN20 stands for tropical night, TX25 for summer day, TX30 for hot day,
TX35 for extremely hot day). Please note that for HI and Humidex, the range of the ordinate of Fig. 3.7
is different. Figure and caption adopted from Quandt et al. (2017). c©American Meteorological Society.
Used with permission.
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in the analysis. Scenario 2 agreed best with the analysis mean, although the caution level was reached
two days too early. In scenario 4, this increase was too fast, so that even the extreme caution level was
reached, followed by a large decrease. The HI values in scenario 3 remained under the caution level.
For the Humidex, also scenario 2 fit best to the analysis mean. The threshold for some discomfort was
reached two days before it was reached in the analysis mean. Using a spatial average over a larger area
(as described above, Fig. 3.7), the shape of the Humidex curves were quite similar. For Moscow, the heat
indices and the temperatures were lower, compared to the spatial mean, since there, high temperatures of
surrounding areas were also considered. Moreover, the spread between the scenarios and the amplitude
of the fluctuations were larger in the grid point investigation, indicating a challenge for accurate predic-
tions on surface conditions over Moscow.
In summary, in the analysis the onset of the heat wave could be identified with the mentioned heat indices
and temperature thresholds. In the scenarios with blocking (scenario 1 to 3), the heat wave evolution was
also visible, however, different in its amplification between the scenarios. In the scenario without block-
ing (scenario 4), there was no temperature increase which could be related to the evolution of a heat wave.
Dynamical Processes Responsible for the Forecast Variability
To investigate the dynamical processes that may have led to the forecast variability, discussed previously,
we used an ensemble sensitivity analysis. The method is formally valid for linear evolutions, but the con-
sistency between sensitivities and the synoptic patterns over a six day period confirms its applicability for
analyzing the nonlinear evolution, as discussed by Chang et al. (2013). Below, the temporal evolution of
the sensitivities in the 500 hPa geopotential field is presented. Then, special features (jet displacement,
diabatic feedback) are shown. The times which are shown correspond to the metric time (being equal to
the clustering time), which was 0000 UTC 22 June 2010.
The metric (corresponding to a peak in the 500 hPa geopotential height) was positively correlated to a
ridge in the geopotential height field at 40◦E at -12 hours (Figure 3.9). This mirrored the suitability of the
metric to represent the block. The ridge signal formed already at -60 hours and intensified continuously.
A negative sensitivity was located in the upstream trough of the blocking ridge (between 0◦ and 30◦E).
It developed at -96 hours. The positive and negative sensitivity formed a dipole, reflecting the pattern of
a ridge-trough couplet. Downstream and upstream, there were additional positive sensitivities, showing
a correlation of the metric (corresponding to the block) to ridges at 50◦W and 90◦E. The former was
located at high latitudes (from 70◦N into the polar region) and intensified between -96 and -60 hours, but
then rapidly lost intensity. The latter was visible for the whole period with a peak intensity at -72 hours.
Overall, the sensitivity patterns showed that the block’s amplitude was correlated to the amplification
of a trough upstream near 20◦E (being part of the blocking system) as well as to the amplification of
upstream (30◦W) and downstream (90◦E) ridges. These ridges might be interpreted as precursor blocks
(section 2.2.4), which decelerated the flow, favored the meridional transport of low PV air and hence
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Fig. 3.9.: Statistically significant sensitivity (shading in gpm) of peak in 500 hPa geopotential height (metric repre-
senting block’s amplitude during the onset phase) at 0000 UTC 22 June 2010 (being the metric time) to
the 500 hPa geopotential height at (from top to bottom, left column) -12, -24, -36, -48, (right column) -60,
-72, -84, and -96 hours before metric time, plus corresponding ensemble mean of 500 hPa geopotential
height (contours in gpm).
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created conditions which helped the ridge at 40◦E to become stationary and develop into a block. We
verified their blocking character with the help of Hovmoeller plots of the blocking index of Tibaldi and
Molteni (1990) (not shown). The described sensitivity patterns could also be found in other fields, for
example the surface pressure (not shown), corroborating the conclusions drawn from the investigation
of the 500 hPa geopotential height sensitivities. The coherency in time and space of the evolution if the
sensitivity fields with the synoptic-scale development of the blocking system over a four day period con-
firms that the ESA can be used to investigate the relevant dynamical processes that caused the forecast
variability of the block.
In the following, we will focus on important times to further discuss relevant processes. A series of
positive and negative sensitivities in the 200 hPa horizontal wind speed extended from 90◦W/80◦N to
60◦E/20◦N (Figure 3.10). The positive sensitivities indicated that an increase in the upper-level wind
speed was favorable for the blocking, while the negative sensitivities showed that a decrease was favor-
able. The positive signals between 90◦W and 20◦E around 80◦N together with the negative signal at
20◦W/60◦N were connected to the upstream precursor block that was discussed before in the 500 hPa
geopotential height field (Figure 3.9), meaning that the amplification of this precursor block (support-
ing the amplification of the Russian heat wave block) was connected to a poleward displacement of the
jet. The sensitivity pattern to the east of 0◦ were connected directly to the main block. A large posi-
tive sensitivity, being in between negative signals at 20◦E/60◦N and 40◦E/50◦N, originated at 0◦/40◦N
and meandered to 60◦E/70◦N. Two smaller positive sensitivities were at 30◦E/40◦N and 50◦E/40◦N. The
pathway of the positive sensitivities showed two branches of high wind speed, a southern and a north-
ern one, which split at 30◦E/40◦N. This pattern of sensitivities can be interpreted as jet splitting that is
known to be apparent during blocking episodes (e.g. Rex, 1950). The series of increasing and decreasing
wind speeds also reflected the strengthening of the gradient northwest and southeast of the wind maxima
between 0◦ and 60◦E (corresponding to the large meandering positive sensitivity). The strengthening of
the gradient strengthened the upstream trough (seen in Fig. 3.9 at 20◦W as negative sensitivity) and the
blocking ridge itself.
Diabatic forcing was also of relevance for the development of the block. At -96 hours, positive sensitiv-
ities for atmospheric rivers were found along the US East Coast and towards Greenland (Figure 3.11).
This AR elongated along the western side of a subtropical anticyclone (seen in the 500 hPa geopotential
height ensemble mean in Fig.3.9). The negative AR sensitivities could be interpreted as positions of the
AR being unfavorable for the blocking evolution over Europe. Hence, the positive and negative AR sen-
sitivities had to be considered in common, reflecting how the AR could be shifted to be unfavorable or
favorable for the block. In addition to a description of a favorable or an unfavorable position of the AR,
positive sensitivities also reflected an intensified moist air transport, while negative sensitivities showed
where drier conditions were favorable for the blocking evolution. Thus, these sensitivities addressed
the position and the intensity of ARs. In vicinity of the positive AR sensitivities, also precipitation ar-
eas with positive correlation to the block could be found. The negative precipitation sensitivities in the
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Fig. 3.10.: Statistically significant sensitivity (shading in gpm) of peak in 500 hPa geopotential height (metric
representing block’s amplitude during the onset phase) at 0000 UTC 22 June 2010 (being the metric
time) to the 200 hPa horizontal wind speed at -48 hours before metric time, plus corresponding ensemble
mean of 200 hPa horizontal wind speed (contours in ms−1) .
Fig. 3.11.: Statistically significant sensitivity (shading in gpm) of peak in 500 hPa geopotential height (metric
representing block’s amplitude during the onset phase) at 0000 UTC 22 June 2010 (being the metric
time) to (top, left) the vertically integrated water vapor transport (corresponding to AR) and to (top,
right) the 12 hourly accumulated precipitation at -96 hours as well as to (bottom) the PV at 320 K at
-84 hours before metric time. Corresponding ensemble means in contours (for AR in kg m−1 s−1, for
precipitation in mm and for PV in PVU).
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surrounding areas, which had a more scattered appearance showed areas where less precipitation (drier
conditions) could be favorable for the block. 12 hours later, a negative sensitivity became apparent in the
PV field, showing that a decrease in PV within the upper-level ridge is favorable for the blocking. These
aspects can be brought together. The ARs transported water vapor. Near the coast (either east of the US
or Greenland), they were forced to ascend. The water vapor condensed and fell out as rain (see mean
precipitation in Fig.3.11). Due to diabatic heating, a negative PV anomaly was produced at upper levels
and transported with the upper-level flow, which might have contributed to the amplified ridge at 30◦W.
The influence of orographically induced cloud-diabatic processes at the south-eastern coast of Greenland
on North Atlantic blocks was already found and investigated by Schwierz (2001).
Something similar could be found at -60 hours over Central Europe (Figure 3.12). Along 30◦E, a positive
sensitivity to an AR was visible. The ensemble mean of the AR was weak here as smoothing effect from
averaging. In this area, also a positive correlation between precipitation and the block could be found.
Again, it was indicated that the AR provided water vapor, which ascended and fell out as rain, resulting
in a PV reduction above. Since at upper levels, positive and negative PV anomalies were already there
before -60 hours, we hypothesize that the negative PV anomaly was not created, but strengthened by di-
abatic forcing from the ARs. Both the positive and negative PV anomaly were predominantly adiabatic
due to a zonal shift in the wave pattern (Figure 3.12, bottom). In Figure 3.12 (top, right), additional
precipitation sensitivities could be found at 60◦N. In the ensemble mean, no precipitation areas were
visible, since they were smoothed out by averaging. In certain ensemble members, precipitation areas
were located close to, or even at the same place as the precipitation sensitivities (not shown). The positive
sensitivity (reflecting a larger amount of precipitation to be favorable for the block) was connected to low
surface pressure and an upper level trough (being the block’s western flank), and the negative sensitivity
(reflecting less precipitation to be favorable for the block) was related to high surface pressure and an
upper level ridge (being the block itself). Thus, these precipitation sensitivities reflected the blocking
wave pattern (see Fig.3.9). The precipitation over Scandinavia (corresponding to the positive sensitivity
at 60◦N), which could be enhanced additionally by orography, could also lead to a reduction of upper-
level PV at that location. This negative PV anomaly could have been advected within the next 12 hours
downstream, having a direct impact on the amplification of the block.
In summary, the results of the ESA suggested that the onset of the block was supported by the appearance
of two precursor blocks, downstream as well as upstream. They created favorable flow conditions for
the block over Russia. Moreover, the block was supported by diabatic processes creating negative PV
anomalies at the upper troposphere. One of them was an indirect trigger, since it supported the North
Atlantic precursor block.
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Fig. 3.12.: Statistically significant sensitivity (shading in gpm) of peak in 500 hPa geopotential height (metric
representing block’s amplitude during the onset phase) at 0000 UTC 22 June 2010 (being the metric
time) to (top, left) the vertically integrated water vapor transport (corresponding to AR) and to (top,
right) the 12 hourly accumulated precipitation at -60 hours as well as to (bottom) the PV at 320 K at
-48 hours before metric time. Corresponding ensemble means in contours (for AR in kg m−1 s−1, for
precipitation in mm and for PV in PVU).
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3.4.2. Forecast Variability during the Mature Stage of the Block
Selection and Characteristics of Forecast Scenarios
The forecast variability was investigated with the help of the first two EOFs at 1200 UTC 31 July 2010.
EOF 1 represented 21.4 % of the total variability (Figure 3.13, left, top). Highest values of EOF 1
were distributed north of the block between 70◦N and 90◦N, capturing variability in the amplitude of the
blocking ridge (around 50◦E). There was also a negative signal at 100◦E. Furthermore, EOF 1 showed
a meridional dipole with negative values in the north and positive values in the south within the trough
around 10◦E. This signal could be interpreted as variability in the amplitude of the trough upstream of
the blocking ridge, forming the block’s western flank. A member with positive contribution to EOF 1
forecast the blocking ridge to be more amplified than the ensemble mean. In this member, the western
flank of the block was tilted to the south-west, and the blocking ridge itself also showed an overturning
structure at 20◦E/70◦N. A member with a negative contribution to EOF 1 forecast the blocking ridge to
be less amplified and the trough around 0◦ less tilted. Moreover, in a negatively contributing member,
there was a shortwave trough around 30◦E.
The second strongest variability (20.2 %), represented by EOF 2, appeared as strong dipole with negative
values to the west of the block and positive values to the east (Figure 3.13, left, bottom). This pattern
mirrored the variability in the zonal position and tilt of the ridge. A member contributing positively to
EOF 2 forecast the blocking ridge with a north-east tilt. In a member contributing negatively to EOF 2,
the blocking ridge was tilted to the north-west. Additionally, in such a member, there was a cut-off low
at 20◦E.
Here, the 3 clusters-solution was most suitable (Table 3.1). Every EPS contained all of the three sce-
narios (Figure 3.13, right). Members of the ECMWF ensemble were mostly part of cluster 3, thus, the
corresponding scenario was in a sense dominant in this ensemble. The UKMO ensemble had the equiv-
alent number of members in cluster 2 and 3, whereas only one member was part of cluster 1. Thus, the
scenario of cluster 1 was not very probable considering the UKMO EPS only. Members of the NCEP
ensemble were mostly part of cluster 1, meaning that the scenario of cluster 1 was dominating the NCEP
ensemble forecast. Thus, the use of TIGGE gave a different probability for the clusters than the indi-
vidual EPS did. The analysis members were closest to the center of cluster 3. Given the number of
members, this scenario was the most probable one in this ensemble forecast.
Main Development Scenarios for the Mature Stage
At 1200 UTC 2 August (+168 hours forecast), the amplitude of the blocking ridge was forecast similarly
in all scenarios (Fig. 3.14), indicating a high predictability of the block itself during mid-July and early
August. However, the block’s western flank (0◦-20◦E) differed strongly between the scenarios. In sce-
nario 1, the trough was tilted to the southeast and was less elongated to the south, compared to scenario 2
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and 3. In scenario 2, the trough axis had no remarkable tilt, but its zonal extension was largest. A cut-off
of the trough occurred in scenario 3. Here, the trough axis was tilted to the southwest. Moreover, the
western flank was positioned farther west in comparison to scenario 1 and 2, leading to a more zonally
extended blocking complex. Thus, the variability of the block’s western flank was clearly visible in this
forecast at the mature stage of the block. The differences in the representation of the surface pressure
below the western side of the blocking ridge (around 30◦E) were also noticeable. The pressure values
varied by 10 hPa.
Fig. 3.13.: (left) Ensemble mean of the 500 hPa geopotential height (shaded, in gpm) and distribution of (top)
EOF 1 and (bottom) EOF 2 (contours, in gpm) for mature stage forecast at +120 hours (at 1200 UTC
31 July 2010). The first and second principle component (PC) for the three-cluster solution based on
EOFs from TIGGE ensemble members (forecast initialized 1200 UTC 26 July 2010) at +120 hours
(1200 UTC 31 July 2010). Symbols show the EPS membership (rhombus for ECMWF, triangle for
NCEP, and cross for UKMO) and colors the cluster membership. Cluster centers are defined by the
circled cross. The analysis members are additionally circled in dark red. Figures and caption adopted
from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
Forecast Variability of impact-related Parameters
For the mature stage, we investigated the impact of the variability of the blocking anticyclone on the
heat intensity, and of the block’s western flank on precipitation. We compared the forecast precipitation
with the first guess daily analysis data from the GPCC (section 3.2). The reports on high impact weather
events were taken from the European Severe Weather Database (ESWD; Dotzek et al., 2009).
At 1200 UTC 2 August 2010, temperatures over Russia varied between the scenarios (Fig. 3.15). In the
analysis, Moscow and especially southern regions had temperatures over 30◦C. There, the HI and the
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Fig. 3.14.: (left) 500 hPa geopotential height (shaded, in gpm) and mean sea level pressure (contours, in hPa),
(right) potential temperature at 2 PVU (shaded, in K) and 300 hPa zonal wind (contours, in m s−1) at
+168 hours (1200 UTC 2 August 2010) for the three forecast main scenarios and the analysis mean for
the mature stage of the block. BL marks the blocking system. Figure and caption adopted from Quandt
et al. (2017). c©American Meteorological Society. Used with permission.
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Humidex reached their second warning levels (corresponding to extreme caution and some discomfort).
In scenario 1, temperatures exceeded 30◦C in Moscow and the surrounding area. For Moscow itself, the
HI indicated caution. The Humidex level some discomfort was reached in the area surrounding Moscow.
In scenario 2, temperatures over 35◦C and HI values indicating extreme caution extended farther north
and affected a larger area. In scenario 3, Moscow did not experience extreme temperatures, only south-
eastern areas were affected. By comparing all three scenarios, it could be seen that the western side of
the heat affected area (in terms of 2 m temperature, HI and Humidex distribution) had a higher variability
than the eastern one. We hypothesize that this was directly linked to the variability of the western flank
of the blocking complex. A comparison revealed that the heat distribution in scenario 1 was closest to
the analysis, whereas it was overestimated in scenario 2 and underestimated in scenario 3.
Substantial differences in the precipitation field over Europe can be seen in Fig. 3.16. In the analysis,
one precipitation area spread from 0◦/45◦N to 20◦E/55◦N and another one was located over Scandinavia.
This agrees with the reports of ten heavy rain events and four large hail events in Europe on 2 August
2010 (ESWD). Most of these events occurred in Austria. In scenario 1, it rained in areas around the
Gulf of Venice and from 20◦E/50◦N to 35◦E/65◦N. In both precipitation areas, amounts over 30 mm
were reached. In scenario 2, it rained in Austria, Croatia, Slovenia and Hungary. Another difference to
scenario 1 was the precipitation center over Scandinavia. In scenario 3, strongest precipitation was found
in Germany, France and Scandinavia. Here, a larger area was affected by rain amounts over 30 mm, in
comparison to scenario 1 and 2. Another precipitation center could be found over Great Britain. The
position of the western flank of the block was closely linked to the precipitation distribution, since in all
scenarios, the rain bands were located ahead of the western trough of the block and the smaller precipi-
tation centers underneath the trough. Compared to the first guess daily analysis, the precipitation amount
was overestimated and the position of the rain band was displaced in all forecast scenarios.
Dynamical Processes Responsible for the Forecast Variability
In the following, we investigate the results from ESA, to evaluate which dynamical processes were re-
sponsible for the variability of the block’s western flank during the mature stage. After showing a time
series of the 500 hPa geopotential height sensitivities, special features are presented. The time lags refer
to the metric time (1200 UTC 31 July 2010).
At -12 hours, around 0◦, a dipole of negative and positive sensitivities was visible within a trough (Fig-
ure 3.17). This pattern reflected the metric. An increase in the metric was correlated to a stronger trough
farther east (corresponding to an increase in the geopotential height between 0◦ and 30◦W and a decrease
between 0◦ and 20◦E). A decrease in the metric was correlated to a stronger trough farther west (cor-
responding to a decrease in the geopotential height between 0◦ and 30◦W and an increase between 0◦
and 20◦E). The dipole was visible for the whole investigation period (from -72 to -12 hours), whereas
it followed a clockwise rotation. Thus, at the beginning (-72 hours) the negative sensitivity was north
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Fig. 3.15.: (left) 2 m temperature, (middle) HI and (right) Humidex (all in ◦C) at +168 hours (1200 UTC 2 August
2010) for the four main forecast scenarios and the analysis mean for the mature stage of the block.
Figure and caption adopted from Quandt et al. (2017). c©American Meteorological Society. Used with
permission.
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Fig. 3.16.: Accumulated surface total precipitation (shaded, in mm) and the daily mean of the 500 hPa geopotential
height (red contours, in gpm) for 2 August for the three main scenarios for the mature stage of the block.
At the bottom on the right-hand side, the daily mean of the 500 hPa geopotential height of the analysis
mean and the total precipitation from the GPCC first guess daily analysis, also for 2 August. Figure and
caption adopted from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
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of the positive one (around 30◦W), and in the end (-12 hours), the negative one was placed westward of
the positive one (around 0◦). The positive part of the north-south oriented dipole at -72 hours was ahead
of a trough (at 50◦W) and the negative part was at the apex of a ridge (at 30◦W). The metric increased
if the trough weakened and/or the ridge was strengthened, and the metric decreased if the trough was
strengthened and/or the ridge was weakened. In the investigated time period, the pattern was related to
an amplification of the ridge-trough couplet (around 40◦W) at -72 hours, while it was related to a zonal
shift of the trough (around 0◦) at -12 hours. Besides these sensitivities, additional positive sensitivities
could be found in upstream and downstream regions. Upstream (at 70◦W), the positive sensitivity was
within a trough, meaning that an increase in the geopotential height (weakening the trough) led to an
increase in the metric (related to CWB or an eastward shift of the block’s western flank), while a de-
crease in the geopotential height (strengthening the trough) led to a decrease in the metric (related to
AWB or a westward shift of the block’s western flank). This positive sensitivity signal developed already
at -72 hours and propagated eastward. This context is discussed in more detail below. First, the second
downstream signal is analyzed. A north-south oriented dipole with positive values in the north and neg-
ative values in the south was located within the blocking ridge. The positive sensitivity was smaller and
weaker than the negative one. This pattern was first visible at -24 hours. It shows that the variability of
the block’s amplitude was related to the variability of its western flank. The positive sensitivity within
the blocking ridge was related to an increase in the metric that corresponded to a western flank farther
east or cyclonic breaking. Indeed, the negative sensitivity was also within the block, but mainly at the
position of shortwave ridges (being visible as dents in the geopotential height isolines at 30◦E/60◦N and
70◦E/60◦N) along the blocking ridge. There, the negative sensitivities led to an decrease in the metric
(showing the tendency for anticyclonic breaking or a westward shift of the trough upstream). A stronger
block had a western flank farther east or breaking cyclonically, while a weaker block was correlated to a
western flank farther west or breaking anticyclonically. The presence of shortwave ridges were favorable
for a western flank farther west or breaking anticyclonically. Thus, the sensitivity pattern around 50◦E
represented the correlation of the block’s western flank to the shape and the amplitude of the block. In
respect of the amplitude, we hypothesize that this correlation was linked to PV advection. The cycloni-
cally breaking trough favored the transport of low PV air from lower latitudes directly to the amplified
blocking ridge, leading to a further amplification.
The effect of diabatic forcing can be seen in Figure 3.18. A strong positive and negative sensitivity were
located at 40◦W between 50◦N and 70◦N in vicinity of an AR along the US East Coast. A stronger AR
towards Greenland increased the metric, while a stronger zonally oriented AR (at 50◦N) decreased the
metric. The positive sensitivity of the AR coincided with a positive precipitation anomaly, meaning that
stronger precipitation at the southern coast of Greenland resulted in an increase of the metric, while less
precipitation decreased the metric. Bringing these aspects together, an AR which favored the meridional
transport of water vapor was forced to ascend as it reached Greenland. As consequence, precipitation
fell out at the coast. This effect was also found to be relevant for the onset phase of the block (section
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Fig. 3.17.: Statistically significant sensitivity (shading in gpm) of difference of means of two neighboring boxes
in 500 hPa geopotential height (metric representing shape and position of block’s western flank during
the mature stage) at 1200 UTC 31 July 2010 (being the metric time) to the 500 hPa geopotential height
at (from top to bottom, left column) -12, -24, -36, (right column) -48, -60, and -72 hours before metric
time, plus corresponding ensemble mean of 500 hPa geopotential height (contours in gpm).
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3.4.1; Schwierz, 2001). The enhanced low-level moisture transport led to a faster destabilization of the
atmosphere, since relatively moister air moved below relatively drier air. This stratification allowed air
parcels to ascend, leading to a pressure decrease at the surface (supporting a cyclonic development in the
low levels). Thus, more CWB than AWB events are triggered (Riviere and Orlanski, 2007).
Now we go back to the positive sensitivity at 70◦W (Figure 3.17). It was also clearly visible in the TE
sensitivity pattern, illustrated in Figure 3.19. The positive sensitivity within the negative TE reflected that
a stronger negative TE decreases the metric. Thus, this TE was favorable for the anticyclonic breaking
of the block’s western flank and unfavorable for cyclonic breaking. Storms (belonging to the transient
weather systems) are able to influence the direction of wave breaking, since they can trigger a meridional
jet displacement (Riviere and Orlanski, 2007). However, we did not find a sensitivity in the 200 hPa hor-
izontal wind speed, pointing to jet displacement, which could be linked to the TE (not shown). Hence,
the TE had to influence the block in a different way. Before, we investigated the diabatic processes
(Figure 3.18), where we found the appearance of an AR being favorable for CWB of the block’s western
flank, due to moisture transport. It is possible that the TE (favoring AWB) was fed by moisture from the
AR. Consequently, less moisture was available for the further poleward transport, being unfavorable for
CWB, since a further destabilization at lower levels in northern areas could not be supported.
In summary, the variability of the block’s western flank was influenced to the variability of the block’s
amplitude. CWB favored advection of low PV air into the ridge, leading to a further intensification of
the block itself. Moreover, also diabatic forcing was relevant for the direction of breaking of the block’s
western flank. An AR transported moisture poleward and favored CWB. TE activity at the US East Coast
could interrupt the moisture transport, as it diverted water vapor from the AR. In this way, the TE favored
the anticyclonical breaking of the block’s western flank.
3.4.3. Forecast Variability during the Decay Phase of the Block
Selection and Characteristics of Forecast Scenarios
The distributions of the first two EOFs reflected the forecast variability of the flow features at +144 fore-
cast hours. The strongest variability, represented by EOF 1 with 25.6 % of the total variability, could
be found as dipole along the blocking ridge (Figure 3.13, left, top). Another weaker positive signal of
EOF 1 was visible between 40◦W and 10◦E and between 40◦N and 65◦N. Thus, EOF 1 described the
variability of the amplitude of the shortwave ridges (at 0◦ and at 70◦E) within the longwave blocking
ridge (between 20◦W and 80◦E) and also a meridional shift of the low at 60◦E/80◦N. In a member with
a positive contribution to EOF 1, the block was shifted to the east. Its axis was tilted to north-east. The
cut-off low over Central Europe was located farther south compared to the ensemble mean. A member
with a negative contribution to EOF 1 forecast the block farther west with a ridge axis tilted to north-
west. Here, the cut-off system was placed farther north-west.
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Fig. 3.18.: Statistically significant sensitivity (shading in gpm) of difference of means of two neighboring boxes
in 500 hPa geopotential height (metric representing shape and position of block’s western flank during
the mature stage) at 1200 UTC 31 July 2010 (being the metric time) to (left) the vertically integrated
water vapor transport (corresponding to AR) and to (right) the 12 hourly accumulated precipitation at
-36 hours. Corresponding ensemble means in contours (for AR in kg m−1 s−1, and for precipitation in
mm.).
Fig. 3.19.: Statistically significant sensitivity (shading in gpm) of difference of means of two neighboring boxes
in 500 hPa geopotential height (metric representing shape and position of block’s western flank during
the mature stage) at 1200 UTC 31 July 2010 (being the metric time) to TE at -36 hours before metric
time, plus corresponding ensemble mean of TE (contours in gpm), where dotted lines show negative
and continuous lines positive values.
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Fig. 3.20.: (left) Ensemble mean of the 500 hPa geopotential height (shaded, in gpm) and distribution of (top)
EOF 1 and (bottom) EOF 2 (contours, in gpm) for blocking decay forecast at +144 hours (1200 UTC
16 August 2010). (right) The first and second principle component (PC) for the three-cluster solution
based on EOFs from TIGGE ensemble members (forecast initialized 1200 UTC 10 August 2010) at
+144 hours (1200 UTC 16 August 2010). Symbols show the EPS membership (rhombus for ECMWF,
triangle for NCEP, and cross for UKMO) and colors the cluster membership. Cluster centers are defined
by the circled cross. The analysis members are additionally circled in dark red. Figures and caption
adopted from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
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The second strongest variability (with 16.8 %) was found as pattern with a change from negative to
positive and again to negative values along the ridge (Figure 3.13, left, bottom), with the two shortwave
ridges being captured by the negative EOFs and the dent in between by positive EOF. Moreover, EOF 2
also represented the variability of an area of low geopotential height northeast of the blocking system.
In a member with a positive contribution to EOF 2, no remarkable shortwave troughs passed the block-
ing ridge. The block appeared as long wave with an enormous zonal extension from 40◦W to 90◦E. A
member which contributed negatively to EOF 2 forecast the block with a dent at 40◦E which divided the
ridge in two ridges of smaller wavelengths.
The clustering procedure resulted in the 3 clusters-solution (Table 3.1). The members from the three
individual EPS were distributed between the clusters as follows (Figure 3.13, right). The ECMWF and
the NCEP EPS contributed to all three clusters. In contrast, none of the UKMO members was found in
cluster 1. Hence, the UKMO ensemble did not capture the same range of development scenarios as the
ECMWF or the NCEP ensemble. The three analysis members were located close to the center of cluster
2, which meant that at clustering time, the 500 hPa geopotential height scenario of cluster 2 closely re-
sembled the analysis. Based on this forecast the occurrence of the scenario represented in clusters 2 and
3 were more probable than the scenario of cluster 1, since most of the members were assigned to cluster
2 and 3.
Main Development Scenarios for the Decay
At 1200 UTC 18 August (+192 hours forecast), the decay of the block was forecast only in scenario 1,
while blocking was still identified in scenario 2 and 3. In scenario 1, a deep trough was located between
20◦E and 100◦E (Fig. 3.21). At 500 hPa, this trough created zonal flow conditions at 60◦N between
0◦ and 60◦E. In scenario 3, the blocking ridge broke cyclonically (between 20◦W and 40◦E). This was
different in scenario 2, in which a cut-off system was apparent at 20◦E/50◦N. In the analysis mean, the
low at 60◦E was much smaller than in the forecast scenarios. Scenario 1 was most similar to the analysis
mean, however, the ensemble members overestimated the extension of the low and the amplitude of the
ridge upstream.
Forecast Variability of impact-related Parameters
At 1200 UTC 18 August (+192 hours forecast), the blocking was still identified in scenarios 2 and 3. The
surface temperature evolution, as well as the evolution of HI and Humidex were closest to the analysis
in scenario 2, despite the fact that in scenario 2, the block was still present while it has already decayed
in the analysis (Fig. 3.22). Scenario 1, which had forecast the decay correctly, underestimated the tem-
perature values and thus the heat intensity around Moscow. Hence, for the decay phase, the forecast of
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Fig. 3.21.: (left) 500 hPa geopotential height (shaded, in gpm) and mean sea level pressure (contours, in hPa),
(right) potential temperature at 2 PVU (shaded, in K) and 300 hPa zonal wind (contours, in m s−1) at
+192 hours (1200 UTC 18 August 2010) for the three forecast main scenarios and the analysis mean
for blocking decay. BL marks the blocking system. P1 marks the position of poleward cyclonic RWB
(Gabriel and Peters, 2008). Figure and caption adopted from Quandt et al. (2017). c©American Meteo-
rological Society. Used with permission.
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the heat intensity did not depend on blocking prediction.
This was also visible in the temporal evolution of the minimum and maximum temperature, and of the
heat indices and the LASI (Fig. 3.23): In all scenarios, the temperatures, the heat indices, and the LASI
decreased with time, independent of whether the decay was forecast or the block remained. On 11 Au-
gust, the maximum temperature of the short-term forecast corresponded to an extremely hot day. Ten
days later, the maximum temperature dropped below 25◦C. Scenario 1 and 2 captured this trend. In sce-
nario 3, the drop in temperature after 16 August was stronger. The drop in temperature below the hot day
level occurred later in scenario 1 and 3 than in scenario 2. Scenario 2 agreed with the short-term forecast.
In all scenarios, the minimum temperature dropped below the threshold for a tropical night after 14 Au-
gust, in the short-term forecast already after 12 August. After 19 August, HI and Humidex decreased
strongly in all scenarios. In scenario 1, the HI fell below the extreme caution level too early, compared
to the analysis mean, whereas scenario 2 and 3 forecast this decrease too late. For the Humidex, the drop
below the some discomfort level was forecast too late in all scenarios, whereas scenario 2 was closest to
the analysis. According to LASI, the risk for large fires decreased in all scenarios from a moderate to low
level. However, the drop below the low fire potential level occurred two days earlier than in the analysis
mean. At the end of the forecast time, the LASI in the analysis mean was significantly lower than in the
forecast scenarios.
For Moscow, the heat relevant variables decreased over time (Fig. 3.24). Until 15 August, the trend in
the maximum temperature was similar in the short-term forecast and the scenarios, except for scenario
2, in which temperature was underestimated. The drop in temperature under 25◦C occurred more than
two days too early in scenario 3. In scenario 2, the temperatures were higher than 25◦C for the whole
period; in scenario 1, they were higher than 25◦C at least most of the time. The period, during which
tropical nights were detected, was 3 days longer in scenario 2 and 3, and even 6 days longer in scenario
1, compared to the short-term forecast. HI decreased steadily in the analysis mean. The drop below
the caution level occurred up to two days earlier than in the analysis, expect for scenario 3, which fell
below extreme caution one day after the observed decrease in HI. A similar evolution was found for the
Humidex (Fig. 3.24).
All scenarios predicted the end of the heat wave, although the blocking system still existed in scenario 2
and 3. Heat waves have a spatial dependence. Thus, a shift of the controlling upper-level wave pattern
leads to the end or to an interruption of the heat wave (Stefanon et al., 2012). Interruption means here
that a heat wave possibly redevelops, as long as the surface and upper-level weather systems are again
favorable. In our scenarios, the blocking system was either dissolved or shifted to the west. Both cases
led to the end of the heat wave in the region around Moscow.
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Fig. 3.22.: (left) 2 m temperature, (middle) HI and (right) Humidex (all in ◦C) at +192 hours (1200 UTC 18 August
2010) for the four main forecast scenarios and the analysis mean for blocking decay. The green box
marks the region for which we calculated the averaged temperatures (for Fig. 3.23). Figure and caption
adopted from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
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Fig. 3.23.: Time series (left, top) of 2 m minimum temperature at nighttime (long dashed) and 2 m maximum tem-
perature in the daytime (solid), (right, top) of HI and (left, bottom) of Humidex in the daytime averaged
over an area from 35-55◦E and from 50-60◦N as well as (right, bottom) of LASI averaged over an area
from 37-49◦E and from 51-57◦N. Colors mark the different scenarios for blocking decay. Horizontal
lines show impact relevant thresholds (for the temperature extremes: TN20 stands for tropical night,
TX25 for summer day, TX30 for hot day, TX35 for extremely hot day). Figure and caption adopted
from Quandt et al. (2017). c©American Meteorological Society. Used with permission.
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Fig. 3.24.: Time series (left, top) of 2 m minimum temperature at nighttime (long dashed) and 2 m maximum
temperature in the daytime (solid), (right, top) of HI and (bottom) of Humidex in the daytime for
Moscow. Colors mark the different scenarios for blocking decay. Horizontal lines show impact relevant
thresholds (for the temperature extremes: TN20 stands for tropical night, TX25 for summer day, TX30
for hot day, TX35 for extremely hot day). Figure and caption adopted from Quandt et al. (2017).
c©American Meteorological Society. Used with permission.
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Dynamical Processes Responsible for the Forecast Variability
As for the onset phase and the mature stage of the block, we also used ESA to investigate the dynamics
responsible for the variability during the decay phase of the block. In the following, the sensitivities for
the geopotential height at 500 hPa are shown as a time series. Additional effects of ARs and TEs are also
shown at specific times. The times refer to the metric time, being 1200 UTC 16 August 2010.
A positive sensitivity developed around 0◦/60◦N, coinciding with the blocking ridge (Figure 3.25). It
intensified with time and grew in the zonal as well as in the meridional direction. This signal represented
the metric used here, which increased with increasing geopotential height and decreased with decreasing
geopotential height. Upstream (between 60◦N and 80◦N), there was a negative sensitivity which evolved
at -48 hours. This negative sensitivity coincided with an upper level low, and together with the positive
sensitivity formed a dipole within the block. Additional sensitivities were visible downstream and south
of the block. These mirrored the effect of TEs on the maintenance of the block, since TEs release mo-
mentum and energy to the block (e.g. Shutts, 1983). The sensitivities for TEs at -24 hours can be also
seen in Figure 3.26. The block itself appeared here as a positive anomaly around 0◦/ 60◦N. This could be
misleading, since blockings are by definition not transient, but stationary. The reason why the block was
visible in the TE signatures is that the background flow for August 2010 was only partly dominated by
the Russian heat wave block (as it disappeared after mid-August). Hence, the block appeared in the TE
field as positive anomaly. There was a positive TE at 60◦W/40◦N (coinciding with a positive sensitivity)
and a negative TE at 40◦W/60◦N (coinciding with a negative sensitivity) which were both favorable for
the block, as they led to an increase in the metric. A negative sensitivity at 40◦W/40◦N was within an
elongated part of the positive block anomaly. This negative TE sensitivity could be explained in two
ways. One possibility was that the elongated part of the block was unfavorable for the main part of the
block, as it might have prevented other TEs propagating along the southern jet branch and thus disturbed
their release of energy and momentum to the block. Another possibility could be that this elongated
part of the positive TE anomaly caused the zonal displacement of an Atlantic AR (Figure 3.27, left), as
discussed in the next paragraph in more detail. In a RWB perspective, the negative TE at 0◦ could be
seen as a remnant cut-off low, as often observed in huge blocking systems (Berggren et al., 1949). This
negative TE was beneficial for the block as it coincided with a negative TE sensitivity and thus increased
the metric. These cut-off systems in the middle of the block benefit the amplification or maintenance of
the block, as they trigger the poleward advection of low PV air along their eastern flank. The TE sensi-
tivity pattern showed that positive (corresponding to anticyclonic) as well as negative (corresponding to
cyclonic) TEs had an impact on the block. Thus, we did not find that anticyclonic TEs were preferred
for the feedback on the block, which is in contrast to the study of Yamazaki and Itoh (2013).
As for the onset phase and the mature stage of the block, we found an effect of ARs on the block.
This, however, was now farther east of Greenland (Figure 3.27). In the ensemble mean, an Atlantic
AR was visible, whereas the negative and positive sensitivities showed where the air had to be moister
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Fig. 3.25.: Statistically significant sensitivity (shading in gpm) of box mean in 500 hPa geopotential height (metric
representing block’s amplitude during the decay phase) at 1200 UTC 16 August 2010 (being the metric
time) to the 500 hPa geopotential height at (from top to bottom, left column) -12, -24, -36, -48, (right
column) -60, -72, -84, and -96 hours before metric time, plus corresponding ensemble mean of 500 hPa
geopotential height (contours in gpm).
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(corresponding to positive sensitivities) and where the air had to be drier (corresponding to negative sen-
sitivities) to be beneficial for the block (corresponding to an increase in the metric). Enhancing the AR
to the east of Greenland and shifting the northern portion away from Greenland and towards the north of
the British Isles would have a negative impact on the block, as indicated by the negative AR sensitivities.
The Atlantic AR transported moisture to the north and was forced to ascend as it reached Iceland. It
also made landfall at the eastern coast of Greenland. The resulting cloud formation and precipitation
(whose correlation to the block could be seen in the positive sensitivity at 30◦W/70◦N) led to the release
of latent heat which favored the destruction of PV at upper levels and thus supported the maintenance of
the blocking system. The negative precipitation sensitivity around 15◦W/60◦N showed that a southeast
shift of the aforementioned precipitation was unfavorable for the block (corresponding to a decrease in
the metric).
In summary, the forecast of the decay of the block depended on the performance of the TE feedback, the
diabatic forcing over the Atlantic and of the dominance of the high latitude low pressure system down-
stream.
Fig. 3.26.: Statistically significant sensitivity (shading in gpm) of box mean in 500 hPa geopotential height (metric
representing block’s amplitude during the decay phase) at 1200 UTC 16 August 2010 (being the metric
time) to TE at -24 hours before metric time, plus corresponding ensemble mean of TE (contours in
gpm), where dotted lines show negative and continuous lines positive values.
3.5. Summary and Conclusions
In this chapter, we investigated the forecast variability of the blocking anticyclone that caused the 2010
Russian heat wave and its impact on surface conditions in the medium forecast range. For three periods
in the blocking’s life-cycle we extracted main forecast scenarios from a given TIGGE forecast and com-
pared their development. Moreover, we investigated the dynamics that caused the forecast variability of
the block.
The onset of a blocking system is associated with the transition from a zonal to a meridional flow pattern.
In our case, the onset was forecast in three of four scenarios for the analyzed onset time. This indicates
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Fig. 3.27.: Statistically significant sensitivity (shading in gpm) of box mean in 500 hPa geopotential height (metric
representing block’s amplitude during the decay phase) at 1200 UTC 16 August 2010 (being the metric
time) to (left) the vertically integrated water vapor transport (corresponding to AR) and to (right) the 12
hourly accumulated precipitation at -24 hours. Corresponding ensemble means in contours (for AR in
kg m−1 s−1, and for precipitation in mm.).
high predictability, in agreement with previous literature (Matsueda, 2011). However, the variability in
the representation of the blocking anticyclone was still large enough to generate significant differences
in surface conditions. Therefore, the extension of the heat affected area and the heat intensity varied be-
tween the development scenarios, in which the blocking system showed differences in its position, shape
and amplitude. After blocking onset, the heat wave developed, resulting in an increase in temperature,
heat intensity and wildfire potential. This could be quantified using two heat indices (HI and Humidex)
and a fire potential index (LASI). From a dynamical viewpoint, the forecast variability of the block could
be traced back to the forecast variability of a downstream as well as an upstream precursor block and of
an AR over the Atlantic. The precursor blocks helped this Russian heat wave block to evolve by creating
favorable flow conditions, such as the meridional transport of low PV air (Luo et al., 2001). The Atlantic
AR led to precipitation at the southern coast of Greenland, leading to upper-level PV destruction due to
latent heat release (Schwierz, 2001). The resulting negative upper-level PV anomaly contributed to the
precursor block downstream.
Matsueda (2011) indicated that the predictability of the western flank of the Russian heat wave block
was lower than the predictability of the eastern flank. This may be connected with the dynamics occur-
ring in the vicinity of the western flank, which is often affected by synoptic-scale disturbances arriving
from the west, whereas the eastern flank could be seen as the part of the system which is protected by
the amplified ridge upstream from incoming disturbances. In our three forecast scenarios for the mature
stage, the tilt and the amplitude of the western flank differed significantly, corroborating the findings of
Matsueda (2011). We hypothesize that these differences had a strong impact on the intense precipitation
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over Europe, since the precipitation fell mainly just ahead of the trough axis. In comparison to the first
guess daily analysis, the precipitation areas in the ensemble members were in the wrong position and
the amount of precipitation was overestimated. The poor precipitation forecast is a result of the forecast
variability of the block’s western flank. Webster et al. (2011) investigated the predictability of precipita-
tion under the block’s eastern flank in 15-day ECMWF ensemble forecasts. They found that the heavy
rainfall in Pakistan in summer 2010 had a high predictability. With respect to our results, we assume
that this may be connected to the smaller forecast variability of the block’s eastern flank compared to
its western flank. Moreover, we showed that the forecast variability of the western flank also influenced
the surface heat distribution farther east, as the western side of the heat affected area below the block
was more variable among the EPS members than the eastern side. The forecast variability of the western
flank of the block was linked to the forecast variability of the block’s amplitude, whereas CWB favored
the block’s amplification. Furthermore, the forecast variability of the western flank was also caused by
the forecast variability of an Atlantic AR and the corresponding modification of the upper-level PV dis-
tribution.
The decay of a blocking system corresponds to the transition from meridional to zonal flow conditions.
In the analyzed forecast, the decay of the blocking system over Russia in summer 2010 was only cap-
tured in one of three forecast scenarios. Thus, the flow was still meridional in two scenarios. However,
the end of the heat wave was manifested by temperature drops in all scenarios, regardless of whether the
blocking still existed. Without blocking, the upper level conditions are not suitable anymore to support
the existence of the heat wave. In our case, the heat wave ended in the scenario with blocking because the
blocking system was shifted, meaning that the anticyclonic anomaly and the temperature anomaly were
not in phase anymore (Stefanon et al., 2012). The block’s forecast variability during the decay phase was
linked to the forecast variability of the TE feedback (meaning the release of momentum and energy from
the TEs to the block as described by Shutts (1983)) and to diabatic forcing over the Atlantic (resulting in
PV destruction at upper levels). The impact of TEs on the predictability of extratropical seasonal-mean
predictability was discussed in the study of Kang et al. (2011). They found that better TE statistics in
models can increase predictability in extratropics on a seasonal scale. In the study of Chen and Juang
(1992) general circulation model experiments were carried out to investigate TE activity on blocks in the
medium forecast range. They showed that the predictability of blocks depended on the forecast quality
of TEs. If the TEs were represented well in the forecast or part of the initial conditions, the prediction
of blocks was improved. These studies reinforce our result that the forecast variability of TEs influenced
the forecast variability of the 2010 summer block.
In our case, the predictability of the block’s decay was lower than that of the block’s onset. During the
mature stage, the block was forecast in all development scenarios. There was, however, a remarkable
uncertainty in the representation of the block’s western flank. These results agree with the study of Mat-
sueda (2011), in which TIGGE ensemble forecasts were investigated also, however, including the EPS
from the Japan Meteorological Agency and from the Canadian Meteorological Center. We hypothesize
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that the forecast variability of the heat wave (as well as the precipitation over Europe during the mature
stage) resulted from the forecast variability of the blocking system. We could show that slight differences
in the representation of the block already had a strong influence on surface variables. Since we used 10-
day forecasts, we assume in our case that other variables like soil moisture (being more important on
longer time scales) were less responsible for the forecast uncertainty of the heat wave.
Heat intensity was investigated in terms of heat indices, which consider 2 m temperatures and surface
moisture as well (being favorable as indicator for humid heat). For our case, the beginning and end of the
heat wave could be identified with both heat indices. Thus, it seems to be a promising tool to use these
indices with TIGGE data for heat warnings. The particular dates when a specific warning threshold was
reached differed between forecast scenarios by up to six days. Such differences are highly relevant for
the population that is affected by heat, since long-lasting heat periods can stress the metabolic system.
Furthermore, our comparison for the onset and the decay phase of the block between a grid point fore-
cast for Moscow and a forecast for a spatial mean (averaging area: 35◦E-55◦E and 50◦N-60◦N) showed
that, as would be expected, the spread between the scenarios and the amplitude of the fluctuations (in
e.g. maximum temperature) within one scenario were larger in the grid point forecast. In addition to the
smoothing effect in averaged variables, this indicates the spatial limitations in forecast quality, and the
challenge in issuing grid point-based warnings. For improving the forecasts near the grid point scale, a
higher horizontal resolution may be beneficial (Hamill et al., 2000).
The ESA was suitable for the investigation of the dynamics which caused the forecast variability of the
blocking system at the clustering times. Therefore, we could identify the relevant dynamical features
for each phase of the block. However, the investigation with the ESA is limited by some factors. First,
only linear relations can be investigated. However, previous studies showed that linear sensitivities have
an impact on non-linear evolutions for periods within the medium range (Chang et al., 2013). Another
point is the choice of a suitable forecast metric that can be a challenging task. In our case, the different
metrics worked well. For the onset and the decay phase of the block, we used a metric which should
reflect the block’s amplitude (a peak value for the onset and a spatial mean for the decay). For the mature
stage of the block, we created a wave breaking index, showing cyclonic or anticyclonic breaking of the
block’s western flank. However, the sensitivities were stronger with the metrics for the onset phase and
the mature stage of the block. For the decay phase, we used a spatial mean as metric, with which we got
weaker results, indicating that a spatial mean is not the best choice for a forecast metric. However, this
is only an assumption, because the sensitivities for the decay phase of the 2010 heat wave block could
be less intense in general. The study of Chang et al. (2013) also considered different forecast metrics.
They investigated Pacific extratropical cyclones in medium-range forecasts and found that the leading
PCs were more suitable as forecast metric than cyclone parameters. Additionally, ESA signals can be
unclear and can have a more random appearance without linkage to synoptic patterns, making the in-
terpretation difficult. A good indicator for reasonable ESA signals are consistency in time, consistency
between different fields (for example between MSLP and geopotential), and that they are linked to syn-
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optic features. Since this was the case in our study, we have confidence in our results from the ESA.
Therefore, the ESA approach is not only suitable to investigate the impact of initial condition errors on
the forecast (e.g. Torn and Hakim, 2008), but also to investigate dynamical processes (already shown in
earlier studies). For example, Keller (2017) did sensitivity studies to investigate the amplification of the
downstream wave guide during extratropical transition. Our study is the first that used the ESA approach
to investigate forecast variability of atmospheric blocking.
Keller et al. (2011) investigated the forecast variability of synoptic patterns associated with extratropical
transition in TIGGE and tried to specify the role of the ECMWF EPS within TIGGE. They found that
TIGGE offered a broader range of possible scenarios in particular if ECMWF members were included
in the multi-model ensemble. Regarding our investigations of the atmospheric blocking event, for the
three investigation periods of the block, the ECMWF as well as the NCEP EPS contained members in all
development scenarios. Since the ECMWF as well as the NCEP EPS captured the full range of develop-
ment scenarios, the ECMWF did not have some kind of special status by providing additional scenarios
as in the ET study of Keller et al. (2011). For the onset and the decay phase of the block, the UKMO
ensemble missed one development scenario, respectively.
In conclusion, our results indicate that the low predictability of the 2010 summer block transferred to a
low predictability of surface conditions relevant for human comfort. The forecast variability of the block
during the onset phase was linked to the evolution of up- and downstream precursor blocks. During the
mature stage, the shape and position of the block’s western flank was related to the block’s amplitude.
During the decay phase, the TE feedback was of high relevance for the blocking system. Diabatic pro-
cesses seemed to be important during the whole life-cycle of the block, by creating or at least supporting
upper-level negative PV anomalies.
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4.1. Introduction
In this chapter, we turn away from the medium forecast range and take ourselves to the “desert of pre-
dictability” (Vitart et al., 2016), meaning the subseasonal to seasonal forecast range. As before, the
forecast variability of the blocking system over Russia in summer 2010 is investigated. Here, we address
the following research questions. How is the blocking system represented in ensemble forecasts on the
subseasonal range? Is there a limit of predictability? And which results arise from clustering with a
reduced number of members and with such long forecast lead times?
The investigations were restricted to the onset and the decay phase of the block. Thus, we did not con-
sider the mature stage of the block. We limited our analysis in this way, since our aim was to assess
whether the block evolved and decayed or not at these long forecast ranges. The details discussed for the
mature stage in the previous chapter are less meaningful for forecast lead times over 15 days, for which
the ensemble spread is clearly larger than for lead times of 10 days and below.
The Subseasonal-to-Seasonal (S2S) project provides data for this forecast range. One of the S2S re-
search priorities is to focus on some specific extreme event case studies as it is done in this study. We
used ensemble forecasts from ECMWF, NCEP and UKMO as multi-model ensemble with lead times
of 45 days. To investigate the forecast variability of the block in the subseasonal range and to address
the third research question, we used the same methods as for the medium range. Thus, the variability
patterns are discussed in terms of EOF 1 and EOF 2. With the fuzzy clustering, we extract the main
development scenarios for each forecast. For these scenarios, blocking was examined with the help of
the index of Tibaldi and Molteni (1990). Figure 4.1 offers a schematic overview of the used data and
methods.
This chapter is structured as follows. First, the data is presented. After that the methods are introduced.
The results of the investigations of the predictability for the onset and the decay phase of the block are
then shown and discussed. The chapter is concluded with a section containing summary and conclusions.
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Fig. 4.1.: A schematic overview of data and methods used for the investigations of the predictability of the Russian
summer block in 2010 in the subseasonal forecast range.
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4.2. Data
In this section, the background information about S2S is taken from the S2S homepage 1 and the ECMWF
homepage 2, unless specified differently.
To investigate the predictability of the 2010 Russian heat wave block in the subseasonal forecast range,
we used the reforecasts from the Subseasonal to Seasonal Prediction (S2S) Project Database. S2S is an
extended version of the TIGGE dataset, as the S2S products are available for lead times of 30 days and
more (Vitart et al., 2014). The aims of the S2S Project are to build a bridge between weather and climate
and to improve our understanding of predictability in the subseasonal to seasonal forecast range (Vitart
et al., 2014). The idea of the S2S was first developed in 2009. Finally, in 2013, S2S was brought into
being. Since 2015, ensemble forecasts have been calculated for the extended forecast range by the 11
contributing EPS. As for TIGGE, the S2S offers the opportunity to combine the ensemble forecast form
the different EPS to do research with a multi-model ensemble.
Since the calculations started after 2010, real-time forecasts were not produced for this year. However,
reforecasts, which are also known as hindcasts, are available. Hindcasts are defined as retrospective
weather forecasts which are generated with a fixed numerical model (Hamill et al., 2006). They are used
for studying predictability, for diagnosing model bias, or for statistically correcting weather forecasts
(Hamill et al., 2006). There are two ways to generate hindcasts. The first method is called fixed, which
means that the hindcasts for a specific period are calculated all at once with a certain model version. The
second method is called on the fly. There, the hindcasts are calculated gradually at the same time as the
real-time forecasts. When and how often per week the calculations are made, depends on the prediction
center.
To remain consistent with the analysis of the medium forecast range, we chose the same three EPS,
namely ECMWF, NCEP and UKMO. At NCEP, the hindcasts are calculated with a fixed model version
from 1 March 2011, whereas ECMWF and UKMO are calculating the data on the fly. Whether the gen-
eration of hindcasts is fixed or on the fly does not make any difference for this case study, but would have
an impact if studying a longer period in which model changes for ECMWF and UKMO can influence the
dataset. The reforecasts are interpolated to a common grid of 1.5◦ x 1.5◦. In addition, we used 24 h fore-
cast intervals. The number of ensemble members is reduced in the reforecasts compared to the real-time
forecasts. ECMWF provides 11 members, NCEP 4 members, and UKMO 3 members. Consequently,
our multi-model ensemble forecasts consisted of only 18 members. Table 4.1 gives an overview over the
features of the reforecasts corresponding to the EPS.
In contrast to the medium forecast range, we confined ourselves here to only one variable. We decided to
use the geopotential height at 500 hPa for three reasons. First, it is available in the chosen EPS. Second, it
is suitable to investigate atmospheric blocking. Third, it is sufficient to get an impression of the forecast
1http://s2sprediction.net/
2http://www.ecmwf.int/en/research/projects/s2s
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Tab. 4.1.: Characteristics of S2S reforecasts from ECMWF, NCEP and UKMO.
EPS System ensemble size reforecast frequency grid
ECMWF on the fly 11 Mon and Thu 1.5x1.5
NCEP fixed 4 daily 1.5x1.5
UKMO on the fly 3 1st, 9th, 17th, 25th of each month 1.5x1.5
variability of the heat wave, since the predictability of such an extreme event depends on the prediction
of the anticyclonic flow pattern (Vitart et al., 2014).
4.3. Methods
4.3.1. Selection of Forecasts
The number of suitable forecasts was limited for different reasons. Since we wanted to investigate the
predictability in the subseasonal range, the initialization of the forecasts had to be 10 days or more before
the onset and the decay of the block, respectively. In addition, as the hindcasts are calculated differently
by the EPS (fixed or on the fly), only a few initialization dates could be found which were available from
all three EPS. Considering these points, we found three suitable forecasts for the block’s onset (Table 4.2)
and the decay (Table 4.3), respectively.
4.3.2. Selection of Main Development Scenarios
To extract the main development scenarios from the ensemble forecasts, we used the EOF and clustering
methodology which was introduced in the medium-range part of this work. Therefor, we had to determine
several clustering parameters:
- Clustering variable: Since we reduced our investigations for the subseasonal range to considera-
tions of the 500 hPa geopotential height, we used this fields as clustering variable.
- Clustering time: For the medium range, we had tried to capture the full bandwidth of scenarios,
so that we had used the time of the largest ensemble spread as clustering time. Here we wanted
to know, whether the blocking event could be predicted at these extended time scales at all. This
was why we focused on the actual occurrence of the event. Thus, for the onset phase, we used the
analyzed onset date, namely 20 June 2010, as clustering time for all three forecasts. For the decay
phase, the analyzed decay date of the block, namely 17 August 2010, was used.
86
4.3. Methods
Tab. 4.2.: Clustering parameters for the three forecasts for the onset phase of the block.
Initialization 0000 UTC 25 May 2010 0000 UTC 1 Jun 2010 0000 UTC 9 Jun 2010
Clustering time 0000 UTC 20 Jun 2010 0000 UTC 20 Jun 2010 0000 UTC 20 Jun 2010
+ 26 days + 19 days + 11 days
EOF area 40-80◦N, 40◦W-120◦E 40-80◦N, 40◦W-120◦E 40-80◦N, 40◦W-120◦E
No. of clusters 3 3 3
No. of members 6, 6, 4 (no cluster: 2) 6, 5, 6 (no cluster: 1) 2, 8, 5 (no cluster: 3)
per cluster
Tab. 4.3.: Clustering parameters for the three forecasts for the decay phase of the block.
Initialization 0000 UTC 9 Jul 2010 0000 UTC 25 Jul 2010 0000 UTC 1 Aug 2010
Clustering time 0000 UTC 17 Aug 2010 0000 UTC 17 Aug 2010 0000 UTC 17 Aug 2010
+ 39 days + 23 days + 16 days
EOF area 40-80◦N, 40◦W-120◦E 40-80◦N, 40◦W-120◦E 40-80◦N, 40◦W-120◦E
No. of clusters 3 3 3
No. of members 6, 5, 5 (no cluster: 2) 7, 6, 4 (no cluster: 1) 4, 6, 4 (no cluster: 4)
per cluster
- Calculation Area: For the calculation of the EOFs we used a similar area to that chosen for the
medium-range investigations. However, the northern extension of the area was reduced to 80◦N,
because there was a lack of data close to the pole in the UKMO ensemble forecasts. Consequently,
the calculation area extended from 40◦N to 80◦N and from 40◦W to 120◦E.
- Number of clusters: As for the medium range, we considered the stability criteria. In contrast to
the medium range, we chose the same number of clusters for all six forecasts, namely the 3-cluster
solution. The 3-cluster solution was stable for all forecasts. This consistency was helpful since we
wanted to compare three forecasts for each life-cycle phase (for the medium range, we had only
one forecast per phase).
An overview of the clustering parameters is given in Tables 4.2 and 4.3. As for the medium-range
investigations, we defined the members closest to the cluster centers as representative for the different
development scenarios.
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4.3.3. Blocking Identification
For the identification of the block, we used the index of Tibaldi and Molteni (1990) which was already
introduced in section 3.3.3. We confined ourselves to this index, since we only used the 500 hPa geopo-
tential height for our investigations of forecast variability of the blocking system in the subseasonal range.
4.4. Results
This section deals with the results for the onset and the decay phase of the block. In the six forecasts,
the date of the onset or decay was at different lead times. For the onset phase, the initialization times
were 11 to 26 days before the analyzed onset date (20 June). For the decay phase, the forecasts were
initialized 16 to 39 days before the analyzed decay (17 August).
The results are presented for each forecast in following order. First, the forecast variability is discussed
in terms of EOF 1 and 2. After a description of the EOFs, the distribution of the members to the clusters
is discussed. Then, the main development scenarios are presented. Afterwards, we compare the cluster
composites to the corresponding representative members, to analyze how representative the chosen fore-
cast members are. You have to keep in mind that the anomalies in the 500 hPa geopotential height field
of the composites are always smaller than those of the representative members, because of the smooth-
ing effect from the averaging. This becomes more and more dominant towards the end of the forecast.
Finally, the main development scenarios are described. For this we only consider the flow structure of
the representative members.
4.4.1. Forecast Variability during the Onset Phase of the Block
The first forecast was initialized on 25 May 2010, i.e., 26 days before the observed onset of the block.
The ensemble spread was already large over the Atlantic before onset, with peak values of 120 gpm
on 13 June (Fig. 4.2, top, left). Compared to the blocked longitude, the variability was increased in up-
stream and downstream regions. The second forecast was initialized on 1 June 2010, thus, 19 days before
blocking onset. A strong signal of the averaged standard deviation over the Atlantic-European sector was
visible quite before the block evolved (Fig. 4.2, top, right). Afterwards, the ensemble spread decreased
over this sector, except for regions around 0◦. The third forecast was initialized on 9 June, 11 days before
onset, being at the longer end of the medium range. In this forecast, there was a large ensemble spread
directly before the onset between 0◦ and 40◦E (Fig. 4.2, bottom). At the blocked longitude, the ensemble
spread was small between 21 June and 3 July, then it increased, since a signal in the 500 hPa geopotential
height standard deviation (of 100 gpm) had entered from the west. This signal of high variability evolved
at 80◦W at the end of June.
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Fig. 4.2.: Hovmoeller diagrams for standard deviation of 500 hPa geopotential height (in gpm) in the S2S EPS
45-day forecasts, averaged between 40◦N and 80◦N. The white horizontal lines mark the clustering times
and the gray vertical lines the blocked longitude. The forecasts are initialized at 0000 UTC 25 May 2010
(top, left), at 0000 UTC 1 June 2010 (top, right), and at 0000 UTC 9 June 2010 (bottom).
Characteristics of the Forecast initialized on 25 May 2010
EOF 1 and 2 represented over 34 % of the total variability, with EOF 1 capturing 28.8 %. A negative
signal of EOF 1 spanned from 10◦W to 80◦E with peaks west and east of the blocked longitude (Fig. 4.3,
left, top). Positive values of EOF 1 were visible around 100◦E and along the 75th latitude. Positively
contributing members had a stronger ridge at 80◦E with a cut-off at 60◦E and a deeper trough at 20◦E.
Negatively contributing members showed a double-ridge structure at 60◦E and 20◦E, with the latter more
amplified. EOF 2 reflected 16.0 % of the variability and had a dominant negative signal at 40◦E/70◦N,
which was adjacent to positive values of EOF 2 around 100◦E (Fig. 4.3, left, bottom). A member that
had a positive contribution to EOF 2 showed a less amplified ridge at 40◦E, which could be interpreted
as case without blocking. A member with negative contribution was related to a more amplified ridge,
being representative for a case with blocking.
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Fig. 4.3.: Left: Ensemble mean of the 500 hPa geopotential height (shaded, in gpm) and distribution of (top) EOF 1
and (bottom) EOF 2 (contours, in gpm) at +26 days (0000 UTC 20 June 2010) for the forecast initialized
at 0000 UTC 25 May 2010. Right: The first and second principle component (PC) for the 3-cluster
solution based on EOFs from S2S ensemble members (forecast initialized 0000 UTC 25 May 2010) at
+26 days (0000 UTC 20 June 2010). Symbols show the EPS membership (rhombus for ECMWF, triangle
for NCEP, and cross for UKMO) and colors the cluster membership. Cluster centers are defined by the
circled cross.
The 3-cluster solution of the forecast initialized on 25 May 2010 had the following characteristics. 16
of the 18 members were involved in the clustering (Fig. 4.3, right). Cluster 1 and cluster 2 had each 6
members, and cluster 3 consisted of 4 members. Cluster 1 had a negative contribution to EOF 1, whereas
it was more or less neutral to EOF 2. Members of cluster 2 contributed positively to EOF 1. In cluster
3, members had a negative contribution to EOF 2. Additionally, the spread between the members within
cluster 3 was larger, compared to those in cluster 1 and 2.
The differences between the cluster composites and the representative members varied from cluster to
cluster. The flow structure shown by the composite of cluster 1 was similar to that of the corresponding
representative member, except with regards to the amplitude of the ridge at 20◦E, which was larger in
the composite (Fig. 4.4, top). The discrepancy between the representative member and the composite
of cluster 2 was much larger (Fig. 4.4, middle). The ridges at 30◦W and 60◦E were more amplified in
the representative member. Consequently, cluster 2 had members, which showed less amplified ridges or
even troughs there. Despite these differences it was still clear that the representative member belonged
to this cluster. For cluster 3, the composite and the representative member were quite similar.
Considering the representative members, the scenarios could be described as follows. Scenario 1 did not
show a blocking ridge at 40◦E on 20 June 2010 (Fig. 4.4, top). This could be validated with the index of
Tibaldi and Molteni (1990), which did not reach the thresholds for blocking (not shown). The ridges over
Europe between 0◦ and 90◦E were even less amplified compared to the ridges upstream and downstream.
In scenario 2, there was an amplified ridge over the eastern European-Russian sector (Fig. 4.4, middle).
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Fig. 4.4.: 500 hPa geopotential height (in gpm) for the three representative members (shading) as well as the
corresponding cluster composites (contour) at +26 days (0000 UTC 20 June 2010) from the forecast
initialized at 0000 UTC 25 May 2010.
This ridge had a blocking effect, which could be proven with the blocking index (not shown). After
20 June, the amplitude of the ridge first decreased, but subsequently the ridge merged with an upstream
ridge (not shown). The resulting system kept its blocking character. A blocking ridge was also visible in
scenario 3 (Fig. 4.4, bottom). Here, the block was located too far to the west, at around 0◦. In addition,
it decayed already after four days (not shown).
In summary, scenario 1 was a case without blocking. In scenario 2, there was a block, which was first
located too far east. And scenario 3 also showed an amplified ridge with blocking character, however,
this one did not become persistent and was located too far west.
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Fig. 4.5.: As in Fig. 4.3, but at +19 days (0000 UTC 20 June 2010) for the forecast initialized at 0000 UTC 1 June
2010.
Characteristics of the Forecast initialized on 1 June 2010
36.5 % of the total variability could be explained with EOF 1 and 2. 30.3 % of the variability was cap-
tured by EOF 1. There was a strong positive signal which dominated northern areas between 60◦N and
80◦N (Fig. 4.5, left, top). At 60◦E, the positive signal reached farther south. Negative values of EOF 1
could be found around 50◦N at 10◦W, 30◦E and 100◦E. A member with a positive contribution to EOF 1
had an amplified ridge at 60◦E and a member with a negative contribution had less amplified ridges of
shorter wavelengths at 30◦E and 100◦E. Thus, EOF 1 could be interpreted as an amplitude pattern (An-
wender et al., 2008). EOF 2, which captured 16.2 % of the variability, showed a pattern with zonally
orientated alternating positive and negative values (Fig. 4.5, left, bottom). It was a mixture of shift and
amplitude pattern (Anwender et al., 2008). A positively contributing member had ridges at 20◦W and
70◦E, whereas the former was more amplified. A member with negative contribution to EOF 2 had ridges
at 30◦E and 100◦E.
The clusters had a different number of members. Cluster 1 and 3 had each 6 members (Fig. 4.5, right).
Cluster 2 had 5 members. One member could not be classified with one of the clusters. Cluster 1 had
a positive contribution to EOF 2, cluster 2 to EOF 1. Members of cluster 3 contributed negatively to
EOF 2. Moreover, the spread between the members was smallest within cluster 1.
The representative members for the clusters agreed quite well with the cluster composites at clustering
time (Fig. 4.6). However, the evolution in the forecast members was not consistent within cluster 3, so
that there were members with and without blocking (not shown). Nevertheless, in the following, we will
describe the development in all clusters with the help of their representative members, since it turned out
to be a proven way to describe the main development scenarios (in the medium-range and in the other
subseasonal forecasts).
Scenario 1 had an amplified ridge at 80◦E at clustering time (Fig. 4.6, top). This ridge underwent anticy-
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Fig. 4.6.: As in Fig. 4.4, but at +19 days (0000 UTC 20 June 2010) for the forecast initialized at 0000 UTC 1 June
2010.
clonic breaking within the next days (not shown). After another breaking event, the flow became more
zonal over Europe. Consequently, no blocking event was identified by the blocking index (not shown).
There was also no block in scenario 2 (Fig. 4.6, middle). A ridge over the Atlantic basin at 30◦W was
just amplifying. However, this system did not attain a blocking character either. In scenario 3, a ridge at
100◦E, which had developed 2 days earlier, could be identified as block. It lasted for 5 days, thus, it was
only a short-lived system and not comparable with the block that caused the Russian heat wave. In all
scenarios, there was only a less amplified ridge at 40◦E, where the Russian heat wave block was located
in observations.
In conclusion, scenario 1 as well as 2 did not contain a block. In scenario 3, there was a short blocking
event, which was shifted to the east in comparison to observations, where 40◦E was identified as blocked
longitude.
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Fig. 4.7.: As in Fig. 4.3, but at +11 days (0000 UTC 20 June 2010) for the forecast initialized at 0000 UTC 9 June
2010.
Characteristics of the Forecast initialized on 9 June 2010
EOF 1 captured 26.3 % of the variability. It had one large-scale positive anomaly extending from 20◦W
to 80◦E as well as three negative anomalies between 50◦N and 60◦N at 30◦W, 30◦E, and 90◦E (Fig. 4.7,
left, top). Positively contributing members showed a strong ridge between 0◦ and 60◦E with a cut-off
low at 40◦E/50◦N. Negatively contributing members showed a trough-ridge structure with smaller am-
plitudes. EOF 2, which represented 15.9 % of the variability, was distributed as follows. There was
a positive-negative-positive signal extending from 5◦W/45◦N to 45◦E/75◦N (Fig. 4.7, left, bottom). A
member with a positive contribution had an amplified ridge at 40◦E and a trough at 20◦E with a short-
wave ridge at 0◦. A member with negative contribution showed a ridge at 20◦E and a cut-off low at
0◦/45◦N.
Cluster 1 had 2 members with a negative contribution to EOF 2 (Fig. 4.7, right). The spread between
these two members was quite large. Most of the members were part of cluster 2. These members con-
tributed negatively to EOF 1. 5 members, having a positive contribution to EOF 1, belonged to cluster 3.
3 members remained, which could not be clearly assigned to one of the clusters.
The wave structures shown in the representative members were very similar to those in the cluster com-
posites (Fig. 4.8). The only notable deviation was in scenario 2. Here, a ridge positioned at 30◦W in the
composite was seen centered on 60◦W in the representative member (Fig. 4.8, middle).
In scenario 1, a block developed on 20 June at 40◦E (Fig. 4.8, top), in agreement with observations and
analysis. However, the predicted block of scenario 1 decayed after 8 days. At this time, the ridge without
blocking character was still at the same position, but less intense (not shown). A block formed at 40◦E
in scenario 2 also (Fig. 4.8, middle). This block was sustained by upstream wave breaking events; how-
ever, it decayed after a few days (not shown). At clustering time, there was also a ridge at the analyzed
blocking longitude in scenario 3 (Fig. 4.8, bottom). This ridge did not block the flow. Four days later,
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Fig. 4.8.: As in Fig. 4.4, but at +11 days (0000 UTC 20 June 2010) for the forecast initialized at 0000 UTC 9 June
2010.
the flow over Europe was more zonal (not shown).
In summary, in scenario 1 and 2, a blocking ridge developed. The position and the date for onset were
in good agreement with the analysis. However, in both scenarios, the block decayed after a few days.
Scenario 3 did not show a blocking system.
Discussion
All three forecasts exhibited a large ensemble spread upstream of the blocked longitude before the ob-
served onset date of 20 June (Fig. 4.2). In all ensemble forecasts, there were members which were able
to predict the block’s onset. Differences were seen, however, in position, amplitude, the precise onset
date and the duration of the block. These differences are discussed below.
In the forecast initialized on 25 May, 26 days before the observed onset time, a block was identified in
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two of three scenarios (Fig. 4.4). In the two blocking scenarios, the position was predicted too far west or
east. Furthermore, the block remained in only one of these two blocking scenarios. In the other blocking
scenario, the block decayed after four days.
The second forecast, which was initialized 19 days before onset on 1 June, there was only one blocking
scenario (Fig. 4.6, scenario 3). In two scenarios, no block evolved. And in the blocking scenario, the
block decayed after five days. Moreover, the position of the block was 60◦ farther east than in the analy-
sis.
The third forecast was initialized 11 days before onset on 9 June. In all scenarios, an amplified ridge
developed at 40◦E (Fig. 4.8). It had a blocking character in two out of three scenarios (scenarios 1 and
2). Even if the position and the precise onset date were predicted very well in the blocking scenarios,
they failed to predict the observed duration, since the block decayed after a few days in the forecast.
Comparing the three forecasts, we found that an initialization time closer to the clustering time, did not
lead to an overall improvement of the forecast quality. The block’s position was captured better in the
forecast with shorter lead times. However, the prediction of the correct duration of the block was still a
problem for shorter lead times. The duration was even better predicted in the blocking scenario of the
earliest forecasts. Thus, regarding the forecasts initialized at later times, there was only an improvement
in the prediction of the precise onset date and the position.
To evaluate the methods used here, the EOF analysis as well as the clustering led to reasonable results.
The EOF showed patterns (e.g. the shift pattern) which were already known from investigations in the
medium range. With the clustering, we could find different development scenarios for each forecast.
However, the spread within some clusters was quite large, which is attributed to the long lead times in
the subseasonal range and also to the small number of members that were clustered. Nevertheless, since
the results are physically consistent and consistent with the medium range, we conclude that the EOF
and clustering methodology was useful for our investigations of the onset phase of the block in the sub-
seasonal range. A larger ensemble size could increase the reliability of the results.
4.4.2. Forecast Variability during the Decay Phase of the Block
The first forecast was initialized on 9 July, 39 days before the analyzed decay of the blocking system.
For this forecast, the ensemble spread was largest over the Pacific in late July and early August (Fig. 4.9,
top, left). Around the blocked longitude, the ensemble spread increased at the end of July. In the second
forecast with an initialization on 25 July (23 days before the decay) there was again a large ensemble
spread over the Pacific (Fig. 4.9, top, right). In addition, the ensemble spread also increased over the
Atlantic after 13 August. After the analyzed block’s decay, the ensemble spread was quite large between
80◦W and 80◦E. The third forecast, initialized on 1 August (16 days before decay), showed a similar
distribution to the second forecast (Fig. 4.9, bottom), with enhanced ensemble spread over the Pacific,
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Fig. 4.9.: As in Fig. 4.2, but for the forecasts initialized at 0000 UTC 9 July 2010 (top, left), at 0000 UTC 25 July
2010 (top, right), and at 0000 UTC 1 August 2010 (bottom).
and after 21 August, also between 80◦W and 80◦E.
Characteristics of the Forecast initialized on 9 July 2010
EOF 1 and EOF 2 represented nearly 36 % of the total variability. EOF 1 captured 20.4 % and was
distributed as follows. Positive values of EOF 1 dominated northern areas above 65◦N (Fig. 4.10, left,
top). Farther south, negative signals could be found at 20◦E and 80◦E, and a weaker positive signal
at 40◦E. A member with a positive contribution to EOF 1 showed a ridge at 40◦E. In a member with
negative contribution, the flow was more zonal. Thus, EOF 1 revealed an amplitude pattern (Anwender
et al., 2008). EOF 2 (capturing 15.5 %) had a dipole around 0◦ (Fig. 4.10, left, bottom). Additionally,
there was a negative signal at 100◦E. Positively contributing members had a ridge-trough couplet around
0◦ and a trough at 100◦E. The ridges and troughs were transposed for negatively contributing members.
The dipole signal is characteristic for a shift pattern (Anwender et al., 2008).
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Fig. 4.10.: As in Fig. 4.2, but at +39 days (0000 UTC 17 August 2010) for the forecast initialized at 0000 UTC
9 July 2010.
Cluster 1 consisted of 6 ensemble members, which had a negative contribution to EOF 1 and were on
average neutral to EOF 2 (Fig. 4.10, right). Cluster 2 and 3 had each 5 members. Members within cluster
2 had a positive contribution to EOF 2 and almost all had a positive contribution to EOF 1. Except for
one member, the members of cluster 2 were close to the cluster center. Members which belonged to
cluster 3 had a negative contribution to EOF 2 and a positive one to EOF 1.
The flow structure in the composite of cluster 1 was less amplified and more zonal compared to the
representative member, which showed an overturning ridge at 30◦E (Fig. 4.11, top). For cluster 2, the
representative member and the composite showed a similar flow pattern, except for a ridge at 100◦E,
which was only visible in the cluster composite (Fig. 4.11, middle). In cluster 3, the wave pattern around
60◦N was similar in the composite and the representative member (Fig. 4.11, bottom). At higher lat-
itudes, there were more differences concerning the amplitude and position of the troughs and ridges.
Even if details differed, the similarity between the composite and the representative member was still
large enough to use the latter for the analysis of the synoptic development in cluster 3.
In scenario 1, there was no blocking ridge anymore on 17 August (Fig. 4.11, top). The decay of the
block was forecast already on 18 July (not shown). There was also no block in scenario 2 (Fig. 4.11,
middle). Around 20 July, there was a first weakening of the block, then it was again sustained by an
amplified ridge propagating from the west. However, the system decayed in early August (not shown).
The amplified ridge at 100◦E in scenario 3 had nothing to do with the Russian heat wave block (Fig. 4.11,
bottom). The block had already decayed on 3 August (not shown).
In summary, in all scenarios the decay of the blocking system was predicted. However, the block’s decay
always occurred too early. In scenario 1, the temporal discrepancy was about one month. In scenario 2
and 3, the block’s decay was two weeks too early.
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Fig. 4.11.: As in Fig. 4.3, but at +39 days (0000 UTC 17 August 2010) for the forecast initialized at 0000 UTC
9 July 2010.
Characteristics of the Forecast initialized on 25 July 2010
Nearly 43 % of the total variability was captured by EOF 1 and 2. 26.6 % alone was captured by EOF 1.
EOF 1 had a dipole at 30◦W with negative values to the south and positive values to the north (Fig. 4.12,
left, top). Another negative signal extended from 0◦/45◦N to 120◦E/80◦N. In addition, a strong positive
signal could be found between 50◦E and 110◦E around the 50th latitudes. This distribution corresponds
to a mixture of amplitude and shift pattern (Anwender et al., 2008). Thus, in positively contributing
members, a ridge over Europe was shifted to the east and flattened, and in negatively contributing mem-
bers, it was shifted to the west and enhanced. EOF 2 captured 16.3 % of the variability and was again
a mixture of amplitude and shift pattern (Anwender et al., 2008) (Fig. 4.12, left, bottom). At higher
latitudes, positive values of EOF 2 were visible. Between 10◦W and 40◦W, this positive signal extended
to lower latitudes. Negative values could be found over Europe around 55◦N between 10◦W and 120◦E.
A member with positive contribution to EOF 2 showed high 500 hPa geopotential height at high latitudes
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Fig. 4.12.: As in Fig. 4.2, but at +23 days (0000 UTC 17 August 2010) for the forecast initialized at 0000 UTC
25 July 2010.
and an amplified ridge between 10◦W and 40◦W. A member with negative contribution, had two weak
ridges at 20◦E and 60◦E and a deep trough between 10◦W and 40◦W. High latitudes were dominated by
low values of the geopotential height.
7 members belonged to cluster 1 (Fig. 4.12, right). They contributed positively to EOF 2, and almost
all members exhibited a negative contribution to EOF 1. Cluster 2 had 6 members which had a positive
contribution to EOF 1 and were more or less neutral to EOF 2. Cluster 3 consisted of 4 members con-
tributing negatively to EOF 1 (except one member) and EOF 2. Only one member could not be assigned
to a certain cluster.
The wave pattern in the cluster composites was similar to the corresponding representative members
(Fig. 4.13). This means, that the clusters were represented well by the chosen forecast members.
The troughs and ridges in scenario 1 were less amplified (Fig. 4.13, top). The system which blocked the
40th longitude decayed already at the end of July (not shown). In scenario 2, there was a blocking dipole
with a southern cyclonic cut-off and northern high geopotential over the Atlantic (Fig. 4.13, middle).
Over Europe the flow was zonal and dominated by low 500 hPa geopotential height at high latitudes.
The blocking system over the Russian-European sector decayed after 1 August (not shown). In scenario
3, two less amplified ridges were visible at 20◦E and 80◦E (Fig. 4.13, bottom). The block related to the
Russian heat wave lost its intensity already on 1 August (not shown).
In conclusion, there were remarkable differences between the scenarios. However, the Russian heat wave
block decayed in all scenarios in early August, that is more than two weeks earlier than observed in the
analysis.
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Fig. 4.13.: As in Fig. 4.3, but at +23 days (0000 UTC 17 August 2010) for the forecast initialized at 0000 UTC
25 July 2010.
Characteristics of the Forecast initialized on 1 August 2010
EOF 1 and EOF 2 captured 42 % of the total forecast variability. EOF 1 alone reflected 27.9 % of the
variability and was characterized by a dipole along a ridge at 40◦E, which corresponded to our blocking
event (Fig. 4.14, left, top). As EOF 1 can be interpreted as a shift pattern (Anwender et al., 2008), a pos-
itively (negatively) contributing member showed the ridge farther west (east). EOF 2 captured 14.1 % of
the variability. A strong negative signal was located at 40◦E/60◦N (Fig. 4.14, left, bottom). This signal
was surrounded by positive values of EOF 2. The distribution of EOF 2 reflected an amplitude pattern
(Anwender et al., 2008). At 40◦E, a member with positive contribution to EOF 2 had a trough, whereas
a member with negative contribution showed a ridge there.
Cluster 1 had 4 members, which had a negative contribution to EOF 1 and a positive one to EOF 2
(Fig. 4.14, right). Cluster 2 consisted of 6 members. They had a negative contribution to EOF 2. Except
one member, they were neutral to EOF 1. Cluster 3 had 4 members, which had a positive contribution to
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Fig. 4.14.: As in Fig. 4.2, but at +16 days (0000 UTC 17 August 2010) for the forecast initialized at 0000 UTC
1 August 2010.
EOF 2. These members contributed also positively to EOF 1, however, differently in amount. From the
18 members, 4 members could not be assigned to any cluster.
The representative members of cluster 1 and 2 showed flow patterns which were similar to the corre-
sponding cluster composites (Fig. 4.15). The wave pattern of cluster 3 looked different in the composite
and the representative member at 50◦E and farther east. There was a slight shift of a trough which was
farther east in the composite.
In scenario 1, there was a ridge at 70◦E without blocking character (Fig. 4.15, top). The Russian heat
wave block decayed on 10 August (not shown). In scenario 2, the ridge at 40◦E was the residual of the
blocking system (Fig. 4.15, middle). At clustering time, the ridge had already lost its blocking character-
istics. With the index of Tibaldi and Molteni (1990) the decay of the block was found to be on 10 August
(not shown). In scenario 3, the high geopotential at 30◦E/70◦N remained after poleward wave breaking
of the blocking system (Fig. 4.15, bottom). The decay of the block occurred already on 10 August.
In summary, there was agreement in all scenarios that the blocking system decayed on 10 August, one
week before it decayed in the analysis.
Discussion
Two of the three forecasts (initialization times were 25 July and 1 August) showed a large ensemble
spread at the blocked longitude (40◦E) as well as in upstream regions after the analyzed decay (17 Au-
gust). The other forecast (initialization time was 9 July) did not have a remarkable ensemble spread in
vicinity of 40◦E.
For all scenarios of all forecasts we found that the block decayed. However, the precise date for the decay
varied from forecast to forecast. In the first forecast, initialized on 9 July, the decay of the block was two
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Fig. 4.15.: As in Fig. 4.3, but at +16 days (0000 UTC 17 August 2010) for the forecast initialized at 0000 UTC
1 August 2010.
weeks too early in two scenarios. In the remaining scenario, the block decayed already one month before
the analyzed decay date. In the second forecast, initialized on 25 July, the block decayed 2 weeks too
early. And in the third forecast, initialized on 1 August, the temporal discrepancy between the predicted
and the analyzed decay was about one week in all development scenarios.
In all forecasts, it seemed to be certain that the block will decay. Thus, the major variability at clustering
time was not related to the uncertainty as to whether the block will decay or not, but rather to uncer-
tainties in its position and its shape (especially of its flanks). Thus, the block was shown differently in
the forecast scenarios. However, its decay occurred regardless of these differences. In the two forecasts
whose initialization times were closer to the analyzed decay date there were no differences between the
scenarios regarding the decay time. In the forecast whose initialization time was in early July the scenar-
ios did not show a consistent result for the decay of the blocking system. The precise date of the block’s
decay was captured better for later initialization times. However, there was still a discrepancy of one
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week for the forecast initialized on 1 August.
As before for the forecasts which contained the onset of the blocking system, the EOF and clustering
methodology produced reasonable results. The EOFs showed patterns consistent with the results of our
medium-range analysis and the clustering provided distinct development scenarios.
4.5. Summary and Conclusions
In this chapter, we investigated the forecast variability of the 2010 Euro-Russian summer block in the
subseasonal range. For the onset phase and for the decay phase of the block we compared the main devel-
opment scenarios extracted from three S2S reforecasts for each phase with lead times of up to 45 days.
The main scenarios were found using the EOF/clustering methodology, as for the medium range.
For the onset phase, we found that the forecast of the position of the block and its onset date were
improved for initialization times closer to the analyzed onset. But the duration of the block was un-
derestimated in most cases. Nevertheless, the evolution of a persistent blocking pattern was predicted
over the European-Russian sector in some scenarios taken from forecasts initialized weeks before the
analyzed onset. For the forecasts with which we investigated the decay phase of the block we found that
their variability was not related to the decay of the blocking system. The blocking system decayed in all
scenarios of all forecasts. However, the closer the initialization time was to the analyzed decay time, the
better the precise date for the decay was captured.
With respect to the impact on the surface, an underestimated blocking duration leads to an underesti-
mate of the 2 m temperature (Vitart et al., 2014). Since the blocking system was related to a mega heat
wave, the results show that the heat wave duration was not captured by most of the scenarios from the
45-day reforecasts. This means that the predictability of the heat wave as well as the predictability of
the blocking anticyclone itself were - as expected and already known from the medium range - limited in
the subseasonal forecast range. However, it is promising that there were indeed forecast members which
predicted the onset of the block more or less correctly, even for these long lead times.
A further aim of our study was to find out if the EOF/clustering methodology can be used with a reduced
number of members and with such long lead times. We found that the EOF analysis showed variability
patterns which were already familiar from investigations in the medium range, namely the amplitude and
the shift pattern (Anwender et al., 2008). The clustering offered development scenarios, which showed
large differences. Thus, the diversity of scenarios could be reflected with the clustering. One problem
of the method was the spread within some clusters, which was a consequence of the long lead times that
were used as clustering times. Since the ensemble spread increases over time, it also increases within the
clusters with growing lead times. Regarding the number of members, which was here 18, it was reduced
compared to our investigations of the medium range, where we had 96 ensemble members. Since the
EOF/clustering routine led to reasonable results, we conclude that the method is suitable for ensemble
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(re)forecasts in the subseasonal range. However, more members would give more confidence in the ex-
tracted development scenarios.
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5. Comparison between both Approaches
We investigated the forecast variability of the 2010 Russian heat wave block in the medium, as well as in
the subseasonal range. Since we applied the EOF and clustering analysis to both forecast ranges, we will
compare the two approaches. With respect to future studies, we give an outlook on how surface impacts
and dynamical features could be investigated in subseasonal forecasts.
For the medium range, we used TIGGE ensemble forecasts consisting of 96 members from three EPS
(ECMWF, NCEP, and UKMO, Table 5.1). For the subseasonal range, S2S ensemble reforecasts were
used with an ensemble size of only 18 members (Table 5.1). We used reforecasts, since S2S ensemble
forecasts having an extended ensemble size are not available for 2010. The S2S reforecasts were taken
from the same three EPS as those for the medium range. The different ensemble size is of relevance,
since it has an impact on ensemble prediction (Buizza and Palmer, 1998). Depending on the verifica-
tion method and the types of weather events, an increase of ensemble size can lead to improvements
in the EPS performance (Buizza and Palmer, 1998). Consequently, an improved forecast quality of the
medium-range forecasts comparing to the subseasonal forecasts could be partly the result of different
ensemble sizes. The ensemble size is also of relevance for the validity of the EOF/cluster analysis. More
members give more confidence in the results from this analysis.
To investigate the ensemble spread and to extract the main development scenarios from the ensemble,
we used an EOF and clustering procedure for both datasets. The first and second EOF showed sim-
ilar patterns for both forecast ranges, linked to the amplitude and/or shift (Anwender et al., 2008) of
the blocking anticyclone or the accompanying troughs. With the clustering methodology, we grouped
ensemble members with similar flow configurations, also for both forecast ranges. The resulting rep-
resentative members of the clusters showed different synoptic situations, revealing that the clustering
method worked well to identify the main development scenarios in the ensemble forecasts. For the on-
set phase for the block, there were scenarios with and without blocking in both ranges. However, for
the decay phase of the block in the subseasonal reforecasts used here we found that the major forecast
variability was not related to the decay of block itself. The block’s extension, amplitude and decay date
were indeed different in the scenarios of the subseasonal reforecasts. There was, however, agreement
between the ensemble members that the decay would happen in some way. Due to longer lead times, the
ensemble spread at clustering time was larger for the subseasonal range, also within the clusters.
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Tab. 5.1.: Contrasting juxtaposition of used medium-range and subseasonal forecasts, plus used methods for both
forecast ranges.
medium range subseasonal range
dataset TIGGE S2S
forecast type forecasts hindcasts
forecast length 10 days 45 days
time intervals 12 hours 1 day
ensemble size 96 members 18 members
methods EOF, clustering, ESA, impact indices EOF, clustering
Considering blockings in the subseasonal forecast range has the advantage that one forecast could con-
tain the whole life-cycle of a block. Medium-range forecasts with lead times of 10 days are only able to
predict parts of a block’s life-cycle. For short-living blocks with lifetimes around 10 days, the medium
range is sufficient. Even if the subseasonal consideration promises that the block’s evolution might be
fully captured, the problem remains that the onset and the decay phases of the block are challenging for
weather prediction models, since they are connected to a change of the flow regime (Tibaldi and Molteni,
1990; Frederiksen et al., 2004). The onset is linked to a change from zonal to meridional flow conditions,
while this is reversed during the decay phase of the block (e.g. Arakawa, 1952). If the genesis or lysis
of the block is already part of the initial conditions, predictability is typically increased. Regarding only
this argument, the extension of the forecast range from the medium range to the subseasonal range does
not have an added value. Another point is that some long-living blocks even outlast the subseasonal time
scale. We used reforecasts of 45 days, however, the Russian heat wave block lasted nearly 2 months.
Thus, the subseasonal reforecasts used here were not long enough to capture the whole life-cycle of the
block.
There are, however, other points which make it clear that both ranges can improve our understanding
about atmospheric blocking and its predictability. The reason for this is that the two forecast ranges
benefit from and are determined by different dynamical interactions. The medium range deals with syn-
optic systems such as extratropical cyclones (Palmer, 2000). The predictability of the subseasonal range
is determined by large-scale interseasonal oscillations, like the NAO or the Madden-Julian Oscillation
(Vitart et al., 2016). Atmospheric blocks are an example for the interactions of time and spatial scales.
For example, a negative NAO phase provides favorable flow conditions for the evolution of a block
(Benedict et al., 2004; Croci-Maspoli et al., 2007b; Woollings et al., 2008). But additional features at a
smaller spatial and time scale than the NAO, like diabatic forcing or TE feedback, are necessary for the
maintenance of the block. Relevant dynamical features in the medium range were part of this study. One
of our results was that Atlantic ARs, which were forced to ascent at the southern coast of Greenland,
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provided water for precipitation that led via latent heat release to an upper-level PV anomaly. For the
onset phase, this PV anomaly supported an Atlantic precursor block, which changed the flow in such a
way that it was favorable for the onset of the Russian heat wave block. Our results were in accordance
with previous work (e.g. Shutts, 1983; Schwierz, 2001). Thus, the medium as well as the subseasonal
range are important to understand atmospheric blocking and its predictability as a whole.
The need for subseasonal predictions of atmospheric blocking exists also, since blocks might be linked
to high impact weather events, such as heat waves, cold spells or flooding (e.g. Green, 1977; Hoskins
and Sardeshmukh, 1987; Hong et al., 2011). These events can lead to a large amount of fatalities and
to enormous economic losses. For the general public, the government, and especially for emergency
managers, it is beneficial and sometimes even lifesaving to know as early as possible if a high impact
weather event will happen or not. Thus, a skillful subseasonal forecast of a blocking could help to take
precautions early enough to prevent catastrophic conditions or at least to minimize losses. The impact of
medium-range blocking variability on the surface conditions was also part of this study. With common
heat indices, temperature threshold, and an index for fire potential, we could identify the beginning of
the heat wave in connection to the block’s onset. In scenarios with blocking, the surface temperatures,
heat intensity and fire potential increased. Without blocking, this increase could not be observed. For
the decay phase of the block, the heat and fire indices, as well as the temperature thresholds showed the
end of the heat wave. There was a forecast scenario in which the block did not decay. Even here the
heat wave ended, since the geopotential height anomaly was not in phase with the temperature anomaly
anymore, corresponding to a shift of the blocking system.
Most of the studies in which the predictability of atmospheric blocking is investigated used medium-
range forecasts or hindcasts. Hamill and Kiladis (2014) used an extensive time series (from 1985 to
2012) of medium-range ensemble reforecasts from NCEP to investigate the skill of northern hemisphere
winter blocks. They found that the blocking frequency, as well as the blocking skill vary more or less
strongly from year to year. Another key result was that the blocking frequency is underestimated for the
Euro-Atlantic sector. Moreover, they found that the onset and decay are characterized by low predictabil-
ity, in accordance with earlier studies (e.g. Tibaldi and Molteni, 1990). The study of Hamill and Kiladis
(2014) is quite different to our study, since they regarded a time series of medium-range forecasts, in-
cluding a great many blocking events. For lead times longer than a week, Bengtsson (1981) found that
improvements in data, parametrization and numerical resolution increase the predictability of block-
ing systems. Other examples of medium-range predictability studies were those of Pelly and Hoskins
(2003a), as well as Matsueda (2009, 2011). Since the S2S dataset has only been established recently, only
few studies are available. The S2S dataset was introduced in Brunet et al. (2010) and Vitart et al. (2014,
2016). Vitart et al. (2014) discussed the monthly heat wave prediction in terms of surface feedbacks and
large-scale flow conditions. They showed that the skill of monthly forecasts for heat waves is increased
if the soil moisture and the upper-level controlling anticyclone are predicted correctly. Thus, it is most
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favorable if the block and the soil moisture pattern are included in the initial conditions. An earlier
study of Ratcliffe and Murray (1970) showed the potential of monthly forecasts of large-scale circula-
tion patterns by considering sea surface temperature (SST) anomalies, since they found that persistent
cold SSTs south of Newfoundland can create favorable conditions for blockings over Europe. Hence,
blocking predictability was investigated in the medium as well as in the subseasonal range before. By
including both forecast ranges, we presented a new perspective on blocking predictability with this study.
Without a focus on atmospheric blocking, other studies considered more than one forecast range. Palmer
(1988) investigated the predictability and stability of the Pacific/North American (PNA) mode in the
medium as well as in the extended range. The PNA describes mid-tropospheric geopotential height
anomalies and is related to ENSO. For both forecast ranges, he found that the predictive skill depends on
fluctuations in the PNA mode. A study of Branstator et al. (1993) also considered the medium and the
extended range. They identified predictable and less predictable large-scale flow elements in the extrat-
ropics with help of an EOF analysis. Ferranti et al. (1990) discussed the fact that tropical-extratropical
interactions have a remarkable effect on medium-range as well as extended range predictions. Conse-
quently, the consideration of both the medium and the subseasonal (or extended) forecast range, within
one study was did before, however, without focusing on atmospheric blocking as we did in this study.
In summary, the medium and the subseasonal range are beneficial for investigating the predictability of
atmospheric blocking. Since both ranges benefit from different dynamical flow features, both are relevant
to understand the evolution of a block as a whole, and are relevant for forecasting purposes. Predictability
of blocks was investigated in other studies before (e.g. Pelly and Hoskins, 2003a). In this study, we pro-
vide a new perspective on blocking predictability since we compared different forecast ranges directly,
and in addition investigated surface impacts and dynamical features of atmospheric blocking.
In future studies, the additional investigations which were only made for the medium range, could be
done also for the subseasonal range. The investigation of surface impact can be done with the same
indices (for example Humidex), since the input variables are available in the S2S dataset. The ESA was
firstly used for investigations in the short forecast range, for example in Torn (2010a). Studies of Chang
et al. (2013) showed that it is also suitable for the medium range, corresponding with our study. One
could ask if the ESA approach can be also used for subseasonal predictions? Since a time range of 6 days
yields consistent results, it is worth considering whether the ESA can help to understand the forecast un-
certainties in the subseasonal range, in which large-scale patterns like the NAO also play a role. The most
critical issue with ESA for longer ranges is the linearity assumption, which is even less likely to hold at
the extended range than in the medium range. In addition, in some of the subseasonal reforecasts, which
were discussed in this study, the blocking evolution was represented similarly in all ensemble members.
Since a sufficient ensemble spread (regarding the object of study) is required for an ESA, it would not
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have worked with those reforecasts. In addition, an ensemble of only 18 members could be too small to
get significant results. For further studies, instead of calculating sensitivities for S2S ensembles, it could
be examined if the dynamical processes, which we found to be relevant in the medium range, also could
be at least partly responsible for the forecast variability in the subseasonal range.
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6. Conclusions and Outlook
Atmospheric blocking is an important topic of research, since its predictability is low and it is often
linked to high impact weather events. In this study, we addressed blocking predictability by comparing
different development scenarios and by investigating surface impacts and relevant dynamical processes.
We focused on the Russian heat wave block in summer 2010, since it is a prime example for long-lasting
atmospheric blockings and their ability to trigger high impact weather events.
The forecast variability of the summer block over the European-Russian sector in 2010 was investigated
in the medium and in the subseasonal forecast range. For the medium range, 10-day TIGGE ensemble
forecasts were used. For the subseasonal range, 45-day reforecasts from the S2S database were analyzed.
The investigations of the ensemble variability and the extraction of the main development scenarios was
done with the help of an EOF analysis and clustering approach. For the medium range, the impact on
surface conditions and the responsible dynamical processes and features were investigated also. The
surface impacts were discussed in terms of common heat indices, an index for fire risk, and precipitation.
The study of dynamics was done with an ensemble sensitivity analysis.
For the medium forecast range, the following conclusions can be made:
- Our investigations for this 2010 blocking event showed that the predictability of the block’s decay
was lower than that of the block’s onset. During the mature stage, the block was forecast in all
development scenarios. However, there was a remarkable uncertainty in the representation of the
block’s western flank.
- The heat and fire risk indices (for example Humidex) computed from surface variables were suit-
able to investigate the evolution of the heat wave in the ensemble forecasts. The onset (decay) of
the heat wave was connected to an increase (decrease) in the impact indices.
- The low predictability of the blocking system transferred to a low predictability of surface vari-
ables (2 m temperature and precipitation). Thus, there were remarkable differences in the surface
variables between the forecast scenarios.
- In the grid point forecasts, the forecast uncertainty was higher than in the forecasts of the spatial
means of the heat indices. This shows the challenge for weather prediction near the grid point
scale.
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- The ESA approach turned out to be suitable to investigate dynamical processes in medium-range
TIGGE forecasts, since the sensitivities were consistent for different variables (for example, geopo-
tential height at 500 hPa, MSLP, and PV at 320 K)
- Different dynamical features dominated the development during the several phases of the block.
For the onset of the Russian heat wave block, the evolution of precursor blocks was favorable.
During the mature stage and the decay phase of the block, the transient eddy feedback became
relevant. In all phases, diabatic forcing over the North Atlantic was important. At upper levels, a
negative PV anomaly (corresponding to the blocking system) was created or at least supported by
diabatic heating.
For the subseasonal range, we concluded the following:
- It was possible to predict the onset of the blocking system. However, it was difficult to predict the
exact date, the right position and duration of the block.
- For shorter lead times, the predictability of the block’s onset increased, since the position and the
date were captured better.
- The forecast scenarios agreed that the block will decay. However, there were differences in the
representation of the block, especially of its flanks. The forecast variability was also determined
by other flow features in areas upstream and downstream of the block (such as an Atlantic ridge).
- The EOF and clustering methodology is suitable for investigations in the subseasonal range, since
the EOF patterns were similar as for the medium-range forecasts, and the extracted scenarios
showed different developments.
In the light of the current predictable range, it could make sense to combine both approaches. Medium-
range as well as subseasonal forecasts are necessary to improve our understanding of the relevant dynam-
ical processes which influence blocking genesis, maintenance and lysis. In both ranges, the predictability
is low during the onset and the decay phase of the block. If a blocking system is already captured in the
initial conditions, the subseasonal range provides a better opportunity to show the whole life-cycle of the
system. However, for short-lived blocks, the medium range can be long enough.
We presented a complete picture of the predictability of the 2010 Russian heat wave block in the medium
forecast range in terms of the forecast variability of the blocking system itself, the impact of the block’s
variability on surface variables, and the dynamics that caused the variability. Since this is a case study,
our findings are not necessarily applicable to all other blocking events. Some of the results could indicate
aspects which are generally valid for blocks. Further studies could build on our results of the forecast
variability in the subseasonal range, since there are still open questions regarding the surface impacts of
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the forecast variability and the responsible dynamics.
The subseasonal forecast range is an underexplored area, since the S2S dataset is new. Our investi-
gations of the forecast variability of the 2010 Russian heat wave block scratches only the surface of
blocking predictability in the subseasonal range. Therefore, further studies could address the dynamical
processes which caused the forecast variability of the block or the impact on predictability of surface
variables. Moreover, independent of the forecast range, the concept which was presented in this study
for the 2010 Russian heat wave block could be used for investigations of other blocking events. This is
not just limited to case studies. Indeed, a statistical analysis of many blocking events could help to find
more generally valid coherences between forecast variability, surface impacts, and dynamics of blocking
systems.
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A. List of Symbols
a growth rate
B surface heat flux
cp specific heat capacity
D transient eddy flux
e vapor pressure
~e eigenvector
E latent heat flux
[E] eigenvector matrix
η vertical component of absolute vorticity
~F friction
g gravity acceleration
H sensible heat flux
K ↓ global radiation
K ↑ reflected shortwave radiation
L ↓ counterradiation
L ↑ emitted longwave radiation
ω vertical velocity in pressure coordinates
p pressure
Φ latitude
Ψ stream function
PV potential vorticity
q relative humidity
Q radiation balance
R gas constant
RH specific humidity
ρ density
σ standard deviation
t time
T temperature
τ dew point
θ potential temperature
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u zonal wind component
~u data vector
v meridional wind component
~v wind vector
ε root mean square average forecast
ϑ temperature
~x′ anomaly vector
Z geopotential height
ζ relative vorticity
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B. List of Abbreviations
AR Atmospheric River
AWB Anticyclonic Wave Breaking
CBL Central Blocking Latitude
CWB Cyclonic Wave Breaking
DWD Deutscher Wetterdienst
EC Environment Canada
ECMWF European Centre for Medium-Range Weather Forecasts
EOF Empirical Orthogonal Function
EPS Ensemble Prediction System
ERA ECMWF Re-Analysis
ESA Ensemble Sensitivity Analysis
ESWD European Severe Weather Database
GPCC Global Precipitation Climatology Centre
HI Heat Index
LASI Lower Atmospheric Stability Index
LC1 Anticyclonic equatorward RWB
LC2 Cyclonic equatorward RWB
MSLP Mean Sea Level Pressure
NAO North Atlantic Oscillation
NCEP National Centers for Environmental Prediction
P1 Cyclonic poleward RWB
P2 Anticyclonic poleward RWB
PC Principle Component
PCA Principle Component Analysis
PNA Pacific/North American
PV Potential Vorticity
PVU Potential Vorticity Unit
ROC Relative Operating Characteristic
RWB Rossby Wave Breaking
S2S Subseasonal to Seasonal
SAM Selective Absorption Mechanism
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SST Sea Surface Temperature
TE Transient Eddy
TIGGE THORPEX Interactive Grand Global Ensemble
UKMO Met Office
UTC Coordinated Universal Time
WCB Warm Conveyor Belt
WMO World Meteorological Organization
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