Bayesian semi-parametric inference is considered for a log-linear model. This model consists of a parametric component for the regression coe cients and a nonparametric component for the unknown error distribution. Bayesian analysis is studied for the case of a parametric prior on the regression coe cients and a mixture-of-Dirichlet-processes prior on the unknown error distribution. A Markov chain Monte Carlo (MCMC) method is developed to compute the features of the posterior distribution. A model selection method for obtaining a more parsimonious set of predictors is studied. The method adds indicator variables to the regression equation. The set of indicator variables represents all the possible subsets to be considered. A MCMC method is developed to search stochastically for the best subset. These procedures are applied to two examples, one with censored data.
Introduction
In survival analysis, covariates often provide essential information. In this paper we pursue a semiparametric approach for an accelerated failure time model. Let T = (T 1 ; : : : ; T n ) be the survival times of n subjects. In the accelerated failure time model, the covariates act multiplicatively on the survival time. We assume for each i, log T i = ?x i + W i ; (1:1) where x i = (x i1 ; : : : ; x ip ) is a known vector of covariates for the ith subject and is an unknown column vector of p regression coe cients. The error terms W i are usually assumed to be independent and identically distributed from a parametric family, for example, the normal, logistic, gamma, Weibull, or the extreme value distribution. Classical analysis of this model can be found in Kalb eisch & Prentice (1980) . The parametric assumption, however, may be too restrictive in applications. Often, it is hard to justify a speci c parametric family for the error distribution. Therefore, we take a nonparametric approach to the distribution, denoted by G, of the error terms. This makes the model in (1.1) the usual semiparametric model. The parameter that explains the relationship between the log survival times and the covariates is our primary object of inference. The unspeci ed function G can be treated as an in nite-dimensional nuisance parameter. As Oakes (1988) points out: \A practical motivation for consideration of semi-parametric models is to avoid restrictive assumptions about secondary aspects of a problem while preserving a tight formulation for the features of primary concern." Large sample theory for semiparametric inference is given in Bickel et al. (1993) . Lin and Geyer (1992) develop computational methods using simulated annealing for rank regression procedures often used in semiparametric inference. This paper o ers a Bayesian perspective for the semiparametric model. The method allows us to incorporate our prior belief about the regression coe cients as well as the unknown error distribution. The prior can come from past experience, control studies, or subjective judgement. Let denote the prior for . It can be quite arbitrary, for example, a multivariate normal, a truncated multivariate normal, or an improper at prior. We allow the possibility of at priors in the absence of having a prior description or in an attempt to avoid being \subjective". A prior on the family of unknown distributions G can be constructed as in the nonparametric Bayesian literature. We model our uncertainty about G by a stochastic process. The support of this process prior is a large family of distributions. This is a robust approach against misspeci cation of the error distribution, consequently of the distribution for the survival time T. Christensen and Johnson (1988) model V i = exp(W i ); i = 1; : : : ; n; as a sample from an unknown distribution G chosen from a Dirichlet process (Ferguson 1974) indexed by M and G 0 , in symbols, G 2 D(MG 0 ). The Dirichlet process has the advantage that the choices of the parameters M and G 0 have an easy interpretation, where G 0 represents our prior belief about the mean of the distribution of V i (also denoted by V ) and M indicates the the prior sample size or the degree of concentration of the distribution of V around G 0 . The larger the M is, the more concentrated the G is around G 0 . The computation of the posterior distribution was, however, considered intractable by Christensen and Johnson (1988) and Johnson and Christensen (1989) .
Instead of Dirichlet, we consider a mixture of Dirichlet processes (MDP) as in Antoniak (1974) for the distribution of V . The MDP models a family of random densities. It smooths the Dirichlet process with a continuous known kernel with unknown mixing weights where prior belief can be incorporated. The MDP provides a more exible model than a Dirichlet. Moreover, the smoothing in the MDP eliminates the di culty encountered by Christensen and Johnson of having to consider the Bayes estimates in many di erent subcases according to the compatibility of the data to the prior of . We consider two hierarchical models. The rst model, called MDPV, generalizes the Dirichlet process in Christensenand Johnson to the MDP for the distribution of V = exp(W).
The second model, called MDPW, perhaps more direct, assumes MDP for the distribution of W. In MDPV, we assume the random variables V i (exp(W i )); i = 1; : : : ; n; are independent and identically distributed given G with the following density:
(1:2)
Moreover, the unknown G is chosen by a Dirichlet process prior with known parameters M and G 0 . Lo (1984) discusses various choices of the kernel density k(v i j i ) that include histogram models, a uniform density over (0; i ), (Brunner and Lo, 1989) , an exponential density with parameter i , and a normal density with mean i and standard deviation i .
In the last case, we use i to denote the two dimensional vector ( i ; i ). In the no-sample problem, the Bayes estimate of f(vjG) is R k(vj )G 0 (d ), denoted by f(vjG 0 ). Therefore, we choose G 0 so f(vjG 0 ) represents our prior belief about the mean of the class of the MDP densities. Primarily, we choose the kernel to be a scale parameter family and G 0 with support on R + because v i > 0. We also allow the possibility of the kernel to be the location and scale family with mean i and scale i . Then A directed graph of this model can be obtained from Graph 1 where v i is replaced by w i , for i = 1; : : : ; n.
For both models, we assume the densities of the error term or its exponential transfor-mation are unknown and are modeled by the family of MDP. Essentially, we model the link function in the generalized linear model as a random smooth function with monotonicity, i.e., chosen from the MDP. Newton and Czado (1992) model the random link function in binary regression with the Dirichlet processes prior. Mallick and Gelfand (1994) model the random link function with mixture of beta densities.
Having de ned our model for independent and identically distributed observations t = (t 1 ; : : : ; t n ) given the unknown parameters and the unknown function G (a component of the random link function), we desire to obtain the posterior distribution of and G given the data. We propose using the Markov chain Monte Carlo (MCMC) procedure to simulate variates from the posterior distribution. To apply the MCMC algorithm, we need to know the conditional distribution of G given and t and the conditional distribution of given G and t. Theoretically, we desire to sample G and iteratively between the two conditional distributions. Doss (1994) discusses a method for generating G that is based on the Sethuraman and Tiwari (1982) representation. Doss also provides an approximation to G that truncates the in nite sum representation to a nite sum. However, it remains a di cult problem to decide how many terms in the nite sum is su ciently large. Instead of constructing G that is in nite dimensional, we consider the posterior measure with G integrated out. All the posterior inference on G can be obtained from this posterior measure.
It is a mixture of Dirichlet processes and can be summarized with a transitional measure (a Dirichlet distribution) and an n dimensional mixing distribution (cf. Antoniak (1974) , Lo (1984) and Kuo (1986) ). Therefore, instead of sampling G given and t, we sample the n dimensional variates = ( 1 ; : : : ; n ) from the mixing distribution as in Escobar (1994) . This simpli es the problem from potentially in nite dimensional to n dimensional. Our algorithm can be considered as a collapsed Gibbs sampler discussed in Liu (1994) . Given and t, we can sample from the conditional density f( j ; t) using the the Metropolis algorithm In addition to completely observed event times t i , we consider censored observations, including right, left, or interval censored. Let t 0 denote the data set which includes n completely observed failure times and m censored failure times. The posterior evaluation is obtained by data augmentation, where latent variables are generated from the censored distribution. The MCMC algorithm consists of generating the latent variables denoted by z (m dimensional) given , and t 0 , and generate , given t 0 ; z; iteratively. The former is done using the predictive distribution of z and the rejection method. The latter has already been discussed because (t 0 ; z) can be considered as the complete data set without missing or censored values. We can also address the issues of variable selection where a more parsimonious model using a subset of x may be desired. The usual method of evaluating Bayes factors or pseudoBayes factors can be computational prohibitive when p is large. Therefore, we develop a stochastic search procedure that searches for the most probable subset of predictors. We need to modify the search procedures in Kuo and Mallick (1994) where usual regression models (W has normal distribution) and generalized linear models are considered. The basic idea is that we expand the regression equation (1.1) to an equation that includes all the 2 p models using indicator variables. The stochastic search procedure will automatically search for the most probable model. Let j be a parameter that takes on two values 0 or 1.
When j = 1, it represents that the j th predictor is included in model building; when j = 0, otherwise. The expanded regression equation can be written as log T i = W i + X j ?x ij j j :
(1:5) Let = ( 1 ; : : : ; p ). We select the subset with the highest posterior probability Pr( jt) that can be easily evaluated using a MCMC algorithm. As demonstrated in Kuo and Mallick (1994) , the MCMC algorithm searches for the most probable con guration very e ciently. Although the literature on Dirichlet processes and on MDP is extensive (cf. Ferguson, Phadia, and Tiwari (1992)), there are only a few papers on nonparametric Bayesian analysis with covariates. Kalb eisch (1978) proposes gamma processes for the Cox (1972) proportional hazard model. Burridge (1981) extends the Kalb eisch work by examining grouped data and arbitrary independent increment process priors. Christensen and Johnson (1988) and Johnson and Christensen (1989) Mukhopadhyay and Gelfand (1995) extend the generalized linear models to Dirichlet process mixed generalized linear models to add exibility in modeling.
Section 2 develops the Gibbs sampling algorithm. Section 3 studies prediction of the survival curve. Section 4 discusses the stochastic search procedure for variable selection. Two numerical examples, one with censored failure times, are given in Section 5.
Gibbs Sampling 2.1 Completely Observed Data
In this subsection, we consider the data where we observe the survival times exactly. Because the Escobar (1994) algorithm is easier to understand than the MacEachern algorithm (1994), we rst derive the MCMC algorithm using the idea of Escobar (1994). Then we give an improved algorithm using the idea of MacEachern (1994). West, M uller, and Escobar (1994), MacEachern and M uller (1994) also provide discussions on the improved algorithm.
For the MDPV model, we have t 1 ; : : : ; t n are independent and identically distributed with density (1.3) . The prior on G is the Dirichlet process with parameter M and G 0 , and the prior density for denoted by can be quite arbitrary. Moreover, G and are independent in the prior speci cation. In our numerical example, we assume the prior is improper with ( ) = 1 for ?1 < j < 1 and all j. Then, the likelihood function of G and given t is
Let j denote a measure with point mass concentrated at j . It follows from Antoniak (1974) and Lo (1984) 
Moreover, the conditional density of given ; t is
Therefore, we summarize the MCMC algorithm as follows:
1. Generate according to dH( j ; t). This is done by starting with i = 1, selecting i from (2.2) sequentially for i = 1; : : : ; n. Let b i ( ) = P j6 =i k(t i exp(x i )j j ). Then with probability a i ( )=(a i ( )+b i ( )), generate i from the density that is proportional to k(t i exp(x i )j )MG 0 (d ); with probability b i ( )=(a i ( ) + b i ( )), generate i from the set f j : j 6 = ig using probabilities proportional to k(t i exp(x i )j j ).
2. Generate given ; t from (2.3) by the Metropolis algorithm. This can be done sequentially for l , l = 1; : : : ; p; from the density f( l j (?l) ; ; t), where (?l) = ( 1 ; : : : ; l?1 ; l+1 ; : : : ; p ).
3. Cycle through steps 1 and 2 until convergence. Moreover, we can also construct multiple chains by replicating the iterations using independent random starting values.
A more e cient algorithm can be obtained by means of the idea of MacEachern (1994), where updating 's is done in clusters. Let 
Censored Data
Censored data occurs frequently in the analysis of failure time data. We use right censored data for illustration. The same principle applies to the left or interval censored data. In addition to n survival times described previously, we observe m right censored survival times denoted by (t n+1 ; : : : ; t n+m ). That is, we know the survival time for the ith subject is bigger than t i , for i = n + 1; : : : ; n + m. We use t 0 = (t 1 ; : : : ; t n ; t + n+1 ; : : : ; t + n+m ) to denote the data set. In the derivation of the MCMC algorithm, we use data augmentation, where we generate the latent variable z = (z n+1 ; : : : ; z n+m ) by the rejection method from the truncated density of f(T n+1 ; : : : ; T n+m j ; ; t 0 ), where T i > t i for i = n + 1; : : : ; n + m, and is a n + m dimensional row vector. Then the complete data set is t = (t 1 ; : : : ; t n ; z n+1 ; : : : ; z n+m ). We apply the previous algorithm with size n + m to generate = ( 1 ; : : : ; n+m ) given ; t and to generate given ; t.
Let us summarize the Gibbs algorithm:
0. Generate the complete data set t = (t 1 ; : : : ; t n ; z n+1 ; : : : ; z n+m ) given ; and and t 0 . This is done by xing the rst n components to be the completely observed failure times and generating the latent variable z = (z n+1 ; : : : ; z n+m ) given ; ; t 0 . For each i = n+1; : : : ; n+m, generate z i given ; ; t 0 . 1. Given t = (t 1 ; : : : ; t n ; z n+1 ; : : : ; z n+m ), generated in step 0 and , apply step 1 of the previous subsection with size n + m for i = 1; : : : ; n + m to generate of size n + m. 
Prediction of the Survival Curve
Suppose we wish to predict the survival curve for a new subject with covariate x 0 , a p 1 dimensional vector. We propose two methods, one by sampling variates from the predictive density. The other uses the functional form of the kernel for evaluation. Let us consider the MDPV model with completely observed data.
Method 1: After step 2 in the MCMC algorithm, we add step 2 0 : generate 0 from G 0 with probability M=(M + n), and uniformly from the set 1 ; : : : ; n with probability n=(M + n). Then generate v 0 given 0 from the kernel k(vj 0 ). Let t 0 = v 0 exp(?x 0 ). Then the survival curve is constructed from the samples of t 0 generated in the MCMC algorithm.
Method 2: For this method, we only illustrate it with the normal kernel with mean and standard deviation . The same idea applies to other kernels. The parameter in the previous discussion is actually a two dimensional vector ( ; ) for this example. The survival function for the new subject with covariate x 0 is
where denotes the standard normal cumulative distribution function. The second equality in (3.1) is obtained by changing the order of integration and evaluate the inner integral. Let Then we can obtain a nal estimate of the survival function evaluated at s by averaging b S (r;q) (s) according to the Gelman-Rubin (1992) method. We can also check the convergence of the Gibbs sample by the Gelman-Rubin method. To plot the survival curve, we evaluate the survival curve at grids s 1 ; : : : ; s k for k su ciently large. Now let us consider the MDPW model. For method 1, the fully sampling-based approach, in the step 2 0 , we change v 0 to w 0 and let t 0 = exp(w 0 ? x 0 ). For method 2, we change .
For the censored data problem, we need to change n to n + m for both methods.
Subset Selection
In this section, we develop a stochastically search procedure that selects the best subset of predictors. Variable selection is an important issue because we would like to explain the relationship between t and x as simply as possible and we desire to identify important predictors for t. Consequently, we may improve the accuracy in prediction and reduce the cost in collecting future data.
Considered the expanded regression equation that was discussed brie y in the introduction log T i = W i + X j ?x ij j j ;
where j is a parameter that takes on two values 1 or 0, indicating whether or not the j th predictor is included in the model. Note that the expanded equation (4.1) includes all the 2 p possible submodels. Let = ( 1 ; : : : ; p ). We select the subset with the highest posterior probability Pr( jt) that can be easily evaluated using the following MCMC algorithm. The highest posterior probability model is considered to be the best model, because it is the Bayes solution to a 0-1 loss function with 0 loss for the correct model and 1 otherwise.
Other criteria for choosing the best model such as minimizing mean squared errors can easily be incorporated by extending our MCMC algorithm. In the prior speci cation of , and G, we assume they are independent. The parameter j = 1 with probability p j (known) and 0 with probability 1 ? p j ; moreover, j , j = 1; : : : ; p are independent. The prior for and G are unchanged from the previous sections. Other choices of priors including the normal distribution for , depending on , can also be considered as in Kuo and Mallick (1994) .
In describing the MCMC algorithm, we need to specify the conditional densities f( j ; ; t), 
Numerical Examples
To illustrate the modeling in previous sections we study a data set in Feigl and Zelen (1965) . Aitkin et al. (1989) also list the data (p. 35) and present an analysis of it using generalized linear models. The data are concerned with 33 patients su ering from leukemia. For each patient, the white blood cell count in thousands at the time of diagnosis and the time (in weeks) to death from initial diagnosis were recorded, together with the test result on the AG-factor at the time of diagnosis (positive or negative). So there are two covariates, the white blood cell count and the factor AG-group with two levels. The response variable is survival time in weeks.
We model V by the MDPV model. For the kernel density our choice is Normal( ; 2 ).
Here we should note that we can't take high values as then for lower values of t the kernel can give some mass towards negative values of t, so the survival probability at the point 0 may not be 1. After some experiments we found = :1 is a good choice. We take the base line distribution G 0 as exponential with parameter 1 for and degenerate with point mass at :1 for . We vary the values of prior precision M from low (.05) to high (5000) to show the sensitivity of the analysis to di erent precision parameters.
We ran all the sampling based methods described in sections 2 and 3 to obtain the posterior estimates of the parameters. Here we have three parameters: the intercept 0 , the coe cient for the white blood cell count 1 , and the coe cient for the AG-group 2 . Table 1 lists the Bayes estimates for di erent prior precisions approximated by the MCMC method using 10,000 iterations and 5 replications.
We computed the survival curves for the two groups, AG-positive and AG-negative, using method 2 in section 3, because for the normal kernel we can derive almost the exact expression with a univariate numerical integration. We drew the predictive survival curves in Figure 1 for new patients with upper, median, and lower quantiles of white blood cell counts for the two groups. That is, for the AG-factor positive group the white cell count is xed at 5.4, 10.50, 35; and for the negative group it is 4.4, 9.0, 31. From the plot it's clear the survival probability decreases for higher white blood cell counts and it drops more sharply for the AG-negative patients than the positive ones. Also interesting to note is that for the AG-negative group the survival probabilities are near to each other for the two higher WBC counts but signi cantly di erent for the lowest one, which signi es the e ect of WBC counts on the AG-negative group. As M increases, the survival curves are becoming smoother and approach an exponential curve as expected.
We also apply our method in Section 2.2 to a data set with censored observations. This data set with censored observations is modi ed from the previous data set by uniformly sampling a survival time U i from 0 to t i , then replacing the t i with U i as the censored observation for i = 1; : : : ; 3, and i = 18; 19. That is we modify 5 observations; rst 3 observations are from the AG-positive group and the other two observations are from the AG-negative group. The censored observations are given in the last column of Table 3 .
The Bayes estimates of are shown in Table 2 for each of the two data sets, one is the original one, the other is the modi ed one with censored data. For this table, we run the Gibbs samplers with the precision parameter M unknown. Like Escobar and West (1995), we put a gamma prior for M, that is for , > 0 , M gamma( , ). We take = = 1.
The Gibbs samplers in previous sections can be extended straightforwardly for this case.
The drawing of M is done as explained in Escobar and West. The MCMC algorithm was rst run in order to ascertain at which point suitable convergence was obtained and then a further chain was run in order to obtain 3000 samples for inference.
Additionally, for the censored data, we give the Bayes estimates, on a log scale, for the true survival times for those ve patients for which we sampled censoring times. These are given in Table 3 .
Predictive Figure   1 . The gures suggest the similar patterns as the ones in Figure 1 with M known. The survival curves with negative AG factor drop faster than the ones with positive AG factor. Moreover, the survival curves with the censored data set drop slower than the ones with the original data set.
Final Comments
We have described a Bayesian approach to a semiparametric model where we assume the covariates act multiplicatively on the survival time. Instead of the log linear relationship studied here, we can consider other transformations of t used in the generalized linear models.
Our methodology can be modi ed straightforwardly to incorporate these known relationships between the survival time and covariates. Moreover, we can extend our Gibbs sampler with minor modi cation to treat the additive model, where the known relationship can be given in componentwise, for example, y i = P k j=1 f j (x ij j ) + w i ; where ff j g are a set of known functions. 
