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Adiabatic manipulation of the quantum state is an essential tool in modern
quantum information processing. Here we demonstrate the speed-up of the
adiabatic population transfer in a three-level superconducting transmon cir-
cuit by suppressing the spurious non-adiabatic excitations with an additional
two-photon microwave pulse. We apply this superadiabatic method to the
stimulated Raman adiabatic passage, realizing fast and robust population trans-
fer from the ground state to the second excited state of the quantum circuit.
1 Introduction
The ability to accurately manipulate the state of quantum systems is one of the prerequisites for
high-fidelity quantum information processing (1). The adiabatic control of quantum states is
based on slowly modifiying the energy eigenstates of gapped systems; if the condition for adia-
batic following is satisfied, the system remains in its instantaneous eigenstate at any moment in
time. Techniques that are generically referred to as shortcuts to adiabaticity (2) aim at achieving
faster operation times through a guided evolution of the system towards the desired final state,
bypassing the restriction of the adiabatic theorem.
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For adiabatic quantum computing (3), quantum-annealing (4, 5), and holonomic quantum
computing (6–8), shortcuts to adiabaticity would be one important route to quantum advantage
(9). These processes could provide a route toward quantum engines with increased efficiency
(10) and toward a better understanding of thermodynamical limits (11–13). Furthermore, in
multilevel quantum information processing (14) shortcuts to adiabaticity can be employed for
robust gates (15) and efficient initial state preparation.
Superadiabatic protocols (also called transitionless driving) (16–19) are a type of short-
cuts to adiabaticity based on counterdiabatic driving – designed such that they suppress non-
adiabatic excitations; in consequence, the system follows the instantaneous Hamiltonian eigen-
state at any time during evolution. These protocols are universal, and the robustness against
errors is inherited from the corresponding adiabatic process. However, a major difficulty in
implementing them stems from the fact that the superadiabatic control drive employs complex
couplings with externally-controlled and stable Peierls phases (20). This is a key reason why
the experimental implementation been restricted so far only to simple configurations, involving
either two levels (21, 22) or two control fields (23–25).
Here we demonstrate a superadiabatic protocol in the microwave regime using circuit quan-
tum electrodynamics as the experimental platform (26). This is an important task in quantum
control, where efficient and fast state preparation is needed as an initial step for many algo-
rithms (27, 28). Our experiment employs a superconducting transmon circuit (29), where the
first three states are addressed by microwave fields with the goal of populating the second ex-
cited state, while starting from the ground state and without populating the first excited state.
We use three microwave pulses, of which two realize the stimulated Raman adiabatic passage
(STIRAP) (30–32). The third one produces the counterdiabatic drive, which forces the system
to follow its instantaneous eigenstate even though the adiabatic condition is violated. This type
of driving, called loop configuration (33), results in an externally-controlled gauge-invariant
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phase and implements the superadiabatic STIRAP (saSTIRAP) protocol (34, 35).
For a three-level system in the ladder configuration, the resonant STIRAP Hamiltonian can
be written as
H0(t) =
h¯
2
[
Ω01(t)e
iφ01|0〉〈1|+ Ω12(t)eiφ12|1〉〈2|+ h.c.
]
, (1)
where Ω01(t) and Ω12(t) describe the Rabi coupling of the microwave drive pulses to the trans-
mon in the frame rotating with the drive frequencies. The drives have a Gaussian shape (32)
Ω01(t) = Ω01 exp
[−t2/(2σ2)] ,
Ω12(t) = Ω12 exp
[−(t− ts)2/(2σ2)] , (2)
where ts is the lag between the two pulses. In the experiment we employ two intermediate
frequency microwave tones with externally-controlled phases φ01 and φ12, which are digitally
mixed with the pulse envelopes Ω01(t) and Ω12(t) using an arbitrary waveform generator (see
Supplementary Materials for details). The pulses are further mixed in an analog IQ-mixer with
a local oscillator tone ωLO/(2pi) = 6.92 GHz to produce two signals that resonantly drive the
0–1 and 1–2 transitions of the three-level system at frequencies ω01/(2pi) = 6.99 GHz and
ω12/(2pi) = 6.62 GHz, see Fig. 1.
In the STIRAP protocol, the system follows adiabatically the dark state, defined as |D(t)〉 =
cos Θ(t)eiφ12|0〉 − sin Θ(t)e−iφ01|2〉, where Θ(t) = tan−1[Ω01(t)/Ω12(t)] changes slowly from
0 to pi/2. This implies that the pulse driving the 1–2 transition is counter-intuitively applied
before the 0–1 pulse, enabling the population to be transferred directly to the second excited
state without exciting the intermediate state |1〉 at any time in-between. However, if the change
in the amplitudes of the control signals is too abrupt, the adiabaticity is no longer fulfilled,
resulting in a reduced transferred population and therefore limiting the fidelity of the process.
The spurious excitations of STIRAP can be cancelled using the superadiabatic method (16–
19). The idea is to design a new control Hamiltonian which evolves the system through the
adiabatic states given by the STIRAP Hamiltonian in Eq. (1), even when the adiabatic condition
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Figure 1: Schematic of the experiment. a) Loop driving for saSTIRAP: a counterdiabatic drive
with effective Rabi frequency Ω02 (dashed blue arrow) acts alongside the STIRAP sequence
consisting of pulses Ω01 and Ω12, which are on-resonance with the transitions 0 - 1 and 1 - 2
respectively. The two-photon process realizing the counterdiabatic correction is implemented
by an off-resonant pulse (with detuning by ∆ with respect to the 0 - 1 transition) which couples
with strengths Ω2ph and
√
2Ω2ph into the corresponding transitions. b) saSTIRAP pulses (green,
blue, red colours)in time-domain (schematic), as used in the experiment. After the protocol, a
longer measurement pulse (black colour) is applied to the resonator. c) Schematic (including the
IQ mixers used for driving and measurement) and optical image of the transmon. d) Three-site
plaquette representation with complex Peierls couplings, resulting in a gauge-invariant phase
Φ = φ01 + φ12 + φ20.
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is not fully satisfied (16). The form of the counterdiabatic Hamiltonian can be found by reverse
Hamiltonian engineering (19,34,35) (see Supplementary Materials for the derivation), requiring
the addition of a third control pulse given by
Hcd(t) =
h¯
2
[
Ω02(t)e
−iφ20|0〉〈2|+ h.c.] , (3)
with Rabi coupling
Ω02(t) = 2Θ˙(t), (4)
and a phase φ20 which must satisfy the relation φ01 + φ12 + φ20 = −pi/2 (36). For the STIRAP
pulse amplitudes given in Eq. (2) and assuming Ω01 = Ω12 the shape of the counterdiabatic
pulse can be evaluated as (35)
Ω02(t) = − ts
σ2
1
cosh
[− ts
σ2
(t− ts/2)
] . (5)
To create the microwave pulse implementing the counterdiabatic Hamiltonian we use an
additional microwave tone with frequency ω2ph = (ω01 +ω12)/2 and phase φ2ph, which couples
into the 0–1 and 1–2 transitions with respective Rabi couplings Ω2ph and
√
2Ω2ph. The fre-
quency ω2ph is chosen such that the two-photon resonance condition is satified. The factor
√
2
is a consequence of the almost harmonic energy level structure of the transmon circuit, which
results in a higher dipole coupling for higher transitions (29). The low anharmonicity also leads
to selection rules that prevent us from using a direct 0–2 drive to implement the counterdiabatic
Hamiltonian. The chosen drive frequency results in detunings ±∆ from both the 0–1 and 1–2
transitions, ∆ = ω01 − ω2ph = (ω01 − ω12)/2. The two-photon driving generates an effective
Rabi coupling Ω02(t) =
√
2Ω22ph/(2∆) and phase φ20 = −2φ2ph − pi, which can be obtained
from perturbation theory (15, 37). In addition, two-photon driving creates small ac-Stark shifts
to all the energy levels, which appear as dynamic detunings of the drive frequencies from the
transitions. We compensate for this effect by slightly tuning the phases of all the drive pulses
during the evolution (see Methods for details).
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Figure 2: Comparison between STIRAP and saSTIRAP. Time evolution of the populations
p0, p1, and p2 during STIRAP (diamonds) and saSTIRAP (circles). The solid lines show the
correspoding simulation, which includes decoherence. A simulation for the ideal case without
decoherence is presented with dashed lines. The experiment was performed with the parameters
Ω01 = Ω12 = 25.5 MHz, ts/σ = −1.5, and σ = 20 ns.
2 Results
2.1 Efficient transfer of population
To demonstrate that the superadiabatic protocol corrects for the non-adiabatic losses even when
the adiabaticity condition for STIRAP is not satisfied, we experimentally compare the two meth-
ods in Fig. 2. Here the peak STIRAP amplitudes Ω01 and Ω12 were chosen as Ω01/(2pi) =
Ω12/(2pi) = 25.5 MHz, the separation of the two STIRAP pulses is ts/σ = −1.5, and the
widths of the Gaussian pulse shapes are σ = 20 ns. During STIRAP there is a significant pop-
ulation in state |1〉 due to the violation of the adiabatic condition, which results in transitions
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Figure 3: Correction of the nonadiabatic losses with the saSTIRAP protocol. a) The STI-
RAP process for various pulse widths σ and normalized pulse separation |ts|/σ. We show here
the population p2 in the state |2〉 at amplitudes Ω01/(2pi) = Ω12/(2pi) = 25.5 MHz. b) The
saSTIRAP process for thes same parameters. The plots on the left are experimental data, while
those on the right represent the results of simulation. Population p2 for the corresponding sa-
STIRAP process. The time t0.9tr (from 20 ns to 130 ns) needed to achieve a population population
p2 = 0.9 is shown with black lines.
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between the instantaneous eigenstates of the system. Consequently, the population p2 is only
0.8 after the pulses. In the saSTIRAP experiment there is almost no population in state |1〉 and
p2 reaches 0.96, which is very close to the ideal performance, demonstrating the power of the
superadiabatic method. The result is supported by the numerical simulation, shown with solid
lines (see Methods for details). The dashed lines show a simulation with the same parameters
but without decoherence, resulting in p2 = 0.9997 and confirming that most of the remaining
losses in the saSTIRAP experiment are caused by the energy relaxation of the qutrit (with rates
Γ01 = 0.6 MHz and Γ12 = 0.83 MHz, obtained by independent measurements).
In Fig. 3 we show the performance of the superadiabatic protocol for a wide range of
STIRAP parameters. We explore STIRAP and saSTIRAP in the parameter space (ts, σ) by
changing the width σ and the normalized time-separation |ts|/σ, as shown in Fig. 3a). The
optimal pulse separation for STIRAP is ts/σ = −1.5 (31). In the upper part of the plot the
STIRAP fidelity is low because the separation of the pulses is too large, whereas for small σ
the adiabatic condition is not satisfied. STIRAP also fails for too small pulse separations; some
high fidelity population transfer seen around ts = 0 in the experiment is not due to STIRAP
but is driven by the holonomic gate studied in (8, 38). The experiment can be compared to a
numerical simulation, which replicates the results accurately (right panel in the figure). The
advantage of the saSTIRAP protocol over STIRAP is clearly demonstrated in Fig. 3b), which
shows high population transfer for all parameters used.
Next, we characterize the protocol by calculating the speed of transfer and comparing it to
the quantum speed limit. The total time of the transfer is conventionally defined as the time
lapse beween starting with 0.99 population in the ground state and achieving finally 0.9 in the
second excited state (35). This corresponds to initial and final mixing angles of Θi = 0.03 pi
and Θf = 0.4 pi, respectively. For calculating the quantum speed limit we use the Bhattacharyya
bound (39) for the subspace spanned by |0〉 and |2〉 under the maximal experimentally accessible
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two-photon Rabi drive Ωmax02 /(2pi) = 48 MHz. We take the initial and the final states with the
same populations as above, which results in T 0.9QSL = 2 arccos |〈D(θi)|D(θf)〉|/Ωmax02 ≈ 7.7 ns.
The quantum speed limit can be compared to the transfer times for the saSTIRAP protocol
which are shown by the overlayed solid lines in Fig. 3b). The transfer times are the fastest
(TsaSTIRAP ≈ 2.0TQSL) in the upper left corner of the panels corresponding to σ = 10 ns and
|ts/σ| = 3. However, as we approach that point, the STIRAP fidelity is also reduced and in
consequence the population transfer occurs predominantly due to the counterdiabatic driving.
Thus, the population transfer will start to be increasingly sensitive to the amplitudes of the
pulses. In order to improve the robustness, the strength of the STIRAP part must be increased
by reducing ts/σ, or by increasing σ, which leads to a reduction of transfer speed. The trade-off
is important for the potential applications of the superadiabatic method and will be analyzed
later in greater detail.
2.2 Gauge-invariant phase
Loop driving with complex couplings between each pair of states results in a nontrivial syn-
thetic gauge structure on the triangular plaquette formed by the three states, previously studied
theoretically in (36,40); related schemes have been proposed for cold atom lattices in (41). See
Fig. 1d) for a simple illustration.
In Fig. 4 we demonstrate experimentally that in a three-level transmon the gauge-invariant
phase Φ = φ01 + φ12 + φ20 fully determines the dynamics, once the pulse amplitudes are fixed.
We show the population transferred onto the state |2〉, when one of the phases φ01, φ12, or φ2ph
is kept constant and the other two change. The measurement is taken at t = 20 ns after the 0 – 1
drive pulse reaches its maximum. The two-photon pulse is realized such that Eq. (4) is satisfied.
The experiment demonstrates that the population p2 depends only on φ01 + φ12 + φ20 = Φ and
not on each phase separately (36). This allows us to choose the gauge φ01 = φ12 = 0 and use
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Figure 4: Control of the system dynamics with the gauge-invariant phase. The 3D plot
shows lines of constant population p2 in the orthogonal planes (φ12, φ2ph) (with φ01 constant),
(φ01, φ2ph) (with φ12 constant) and (φ12, φ01) (with φ2ph constant). Similarly to lattice gauge
theories, the phase Φ is a gauge-invariant quantity. In this geometrical representation, the rela-
tion φ01 + φ12 − 2φ2ph − pi = Φ can be visualized as tilted planes that slice the axes. Note also
that the periodicity along the φ2ph axis is twice that of the periodicity along the axes φ01 and
φ12. The experimental parameters used were Ω01/(2pi) = Ω12/(2pi) = 25.5 MHz, ts = −30 ns,
and σ = 20 ns.
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Figure 5: Robustness of saSTIRAP against variations in the counterdiabatic pulse param-
eters. Dependence of p2 on the area of the counterdiabatic pulse and on the gauge-invariant
phase. The left panel shows the experimental data while the right panel shows the correspond-
ing simulation. The experimental parameters were ts = −30 ns, σ = 20 ns, and A = 4.2pi.
Pure STIRAP is achieved at A02 = 0. The areas where saSTIRAP is robust against changes in
parameters A02 and φ2ph is shown as blue dashed-line ellipses.
φ20 = Φ = −2φ2ph − pi as the externally controlled gauge-invariant phase.
In this gauge the full Hamiltonian of the system reads
H(t) =
h¯
2
[Ω01(t)|0〉〈1|+ Ω12(t)|1〉〈2|
+Ω02(t)e
−iΦ|0〉〈2|+ h.c.] , (6)
thus simplifying the problem significantly (see also the Supplementary Materials).
2.3 Robustness properties
A major advantage of STIRAP is its robustness against errors in the amplitudes of the drive
fields. The crucial question is whether this robustness extends to the amplitude of the coun-
terdiabatic field, as for the practical applications an error-resilient saSTIRAP would provide a
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similar improvement over the non-adiabatic methods. First we define the area of the counter-
diabatic pulse
A02 =
∫ ∞
−∞
dtΩ02(t), (7)
and the STIRAP pulse area as
A =
∫ ∞
−∞
dt
√
Ω201(t) + Ω
2
12(t), (8)
which is the measure of adiabaticity of STIRAP according to the global adiabatic condition
A  pi/2 (31). In Fig. 5 we present the population of state |2〉, p2 at various values of the
area and the phase of the counterdiabatic pulse. We note that inside the regions outlined with
blue dashed-line ellipses the pulse areas A02 are close to pi, as expected from Eq. (5), and
the population p2 is high. For the parameters (A02, φ2ph) inside these ellipses, p2 is a rather
slow-varying function of A02, indicating that saSTIRAP is indeed robust against errors in the
area of the counterdiabatic pulse. Outside these ellipses the transfer is not robust with respect
to changes in A02. In the right panel we present the numerical simulation, which matches
the pattern seen in the experiment quite well. From the simulation we can also see that the
maximum transfer occurs around an optimal phase which is very close to the ideal φ2ph =
−pi/4 + npi. In the experiment, a small shift exists in the phases due to the phase imbalance
of the IQ-mixer (see Fig. 1c)) used to combine the driving pulses (more details available in the
Supplementary Materials).
We can compare saSTIRAP with the direct non-adiabatic process by plotting (see Fig. 6)
the population of the second excited state as a function of A and A02. The phase φ2ph is
chosen such that the maximum population in state |2〉 is obtained for every value of the STIRAP
area A. When only the counteradiabatic pulse is present (A = 0) the transfer occurs only in
a narrow range of A02 values around pi. When the area of the STIRAP pulses is increased
(at approximately A ≈ 2pi), the range of values of A02 where the transfer occurs enlarges
12
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Figure 6: Comparison between saSTIRAP and nonadiabatic population transfer. Depen-
dence of the transferred population p2 on the STIRAP pulse area A as defined in Eq. (8), and
on the two-photon pulse area A02 from Eq. (7). To illustrate the agreement with theory, we
also show the iso-population lines (from 0.1 to 0.8 in steps of 0.1 and from 0.8 to 1.0 in steps
of 0.01) obtained from the simulations. In this experiment, the maximum Rabi couplings of
the STIRAP process were Ω01/(2pi) = Ω12/(2pi) = 40 MHz. Similarly, the two-photon pulse
amplitude was varied from zero to Ω2ph/(2pi) = 77 MHz. The horizontal axis with A = 0
corresponds to two-photon Rabi driving wheras the vertical axis with A02 = 0 corresponds to
standard STIRAP. In the experiment the STIRAP pulse separation was ts = −30 ns and the
pulse width was σ = 20 ns.
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significantly. This demonstrates the advantage that the superadiabatic method offers: it has
better fidelity than the adiabatic protocol and it is more robust against the variation of A02 than
a raw pi pulse. Theoretically, the fidelity of STIRAP approaches unity only in the limit of infinite
pulse area (the adiabatic condition is fully satisfied), whereas ideal saSTIRAP has unit fidelity
for all the values of the STIRAP pulse area.
Fig. 6 also demonstrates that, even though the maximal effective two-photon coupling is
smaller than the direct 0–1 and 1–2 couplings, it does not severely restrict the speed of the
method, because the optimal two-photon pulse area A02 = pi is usually significantly smaller
than the STIRAP areaA required to provide the demanded robustness. This is also an advantage
over rapid adiabatic passage (42, 43), where a much stronger two-photon pulse on the 0–2
transition would be needed.
3 Methods
3.1 Three-level quantum tomography
The state of the qutrit is obtained by three-level quantum tomography, where the diagonal ele-
ments of the density matrix are calculated from the measured IQ trajectories (44) of the cavity.
After suitable averaging to reduce the noise, we obtain
rmeas(τ) =
∑
i=0,1,2
piri(τ), (9)
written here as a linear combination of calibration traces ri(τ) corresponding to states |0〉, |1〉
and |2〉 with weight factors p0, p1, and p2, which give the occupation probability of each state.
Here τ is the time from the beginning of the measurement pulse. Using the least squares fit-
ting method, we can find the most likely occupation probabilities for the three-level system.
Relaxation inevitably influences the calibration traces and must be compensated. We do this
correction by modifying the calibration to include some contribution from the lower states,
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described by errors ζij with i < j. The measured trajectory rj is then given by
rj(τ) =
(
1−
∑
i<j
ζij
)
r˜j(τ) +
∑
i<j
ζij r˜i(τ), (10)
with r˜i(τ) describing the unknown ideal responses of state |i〉. From the above equation the
ideal responses can be solved iteratively, yielding
r˜0(τ) = r0(τ),
r˜1(τ) =
r1(τ)− ζ01r˜0(τ)
1− ζ01 ,
r˜2(τ) =
r2(τ)− ζ02r˜0(τ)− ζ12r˜1(τ)
1− ζ02 − ζ12 .
(11)
We use ζ01 = 0.01, ζ12 = 0.01, and ζ02 = 0.02, which are obtained by comparing a reference
Rabi experiment to a corresponding simulation with known energy relaxation rates.
3.2 Dynamical phase correction
The off-resonant two-photon driving produces parasitic ac-Stark shifts of the energy levels,
which we compensate for by using dynamically adjusted phases. Following (15), the ac-
Stark shifts can be calculated from the second order perturbation theory as E˜n(t) = En +
〈n|V (t)|n〉 + ∑k 6=n 〈k|V (t)|n〉En−Ek , where V (t) consists of the off-diagonal elements of the two-
photon drive Hamiltonian V = h¯Ω2ph(t)
(|0〉〈1|eiφ2ph +√2|1〉〈2|eiφ2ph + h.c) /2 in the frame
rotating with the drive. The energiesEn are the detunings of the drive from the 0–1 and 1–2 tran-
sitions,E0 = 0,E1 = h¯∆, andE2 = 0. The resulting ac-Stark shifts n,k = E˜k−E˜n−(Ek−En)
are 01(t) = h¯|Ω2ph|2/∆, 12 = −5h¯|Ω2ph|2/(4∆) and 0,2 = −h¯|Ω2ph|2/(4∆). In order to com-
pensate for the shifts in the energy levels, we dynamically modify the phases of all the three
drives as φnk(t) → φnk +
∫ t
−∞ dt nk(t)/h¯. As a result, the frequencies of the drives match the
ac-Stark shifted qutrit transition frequencies at all instants of time.
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3.3 Numerical simulations
The system is modelled with the Hamiltonian
Hsim(t) = H0 + h¯Ω2ph(t)/2
(
|0〉〈1|ei(φ2ph(t)−∆t) +
√
2|1〉〈2|e(iφ2ph(t)+∆t) + h.c
)
(12)
in the frame rotating with the STIRAP drives. Here H0 is the STIRAP Hamiltonian given
in Eq. (1) and the evolution of the system is solved from the Lindblad master equation ρ˙(t) =
−i[Hsim(t), ρ(t)]/h¯+
∑
i=0,1 Γi,i+1
(|i〉〈i+ 1|ρ(t)|i+ 1〉〈i| − 1
2
(|i〉〈i|ρ(t) + ρ(t)|i〉〈i|)), where
ρ(t) is the density matrix of the system and Γi,i+1 are the energy relaxation rates (obtained by
independent qubit characterization measurements).
4 Conclusions
We have demonstrated a speed up of population transfer in STIRAP by introducing an additional
counterdiabatic two-photon control pulse that corrects for non-adiabaticity. We have shown that
the population transfer is determined by the pulse amplitudes and by a gauge-invariant phase.
We have characterized the robustness properties of this superadiabatic process with respect
to the counterdiabatic Hamiltonian, and we have evaluated the corresponding trade-off with
respect to the speed of the process.
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Supplementary Materials
Experimental setup and sample
A transmon is an artificial atom with energy levels h¯ωj , yielding transition frequencies ωj,j+1 =
ωj+1−ωj , and can be modelled as an anharmonic oscillator. With standard notations in the field
of superconducting devices, we denote by EJ the Josephson energy of the transmon and by EC
the total charge energy (including the shunt capacitor). The anharmonicity is h¯ω12 − h¯ω01 ≈
−EC in the asymptotic limit EJ  EC. To manipulate the state of the transmon we apply
microwave drive signals either to the gate or to the coupled transmission line cavity. If the
frequency of the drive matches the transition frequency between two states of the system, the
system goes through Rabi oscillations, resulting in transfer of population between the two states.
The experimental setup including the schematic of the electronics used in this work is pre-
sented in Fig. 7. The experiment was performed in a dilution refrigerator with base temperature
below ∼ 20 mK. The sample consists of a transmon coupled to a λ/4 - coplanar waveguide
(CPW) resonator, and it is made of an aluminum film with 90 nm thickness, deposited on the
surface of a silicon chip. The Josephson junctions of the transmon are realized by the shadow
deposition technique, and have roughly an area of 220 × 260 nm2. The transition frequencies
of the transmon can be tuned by varying the magnetic flux threading the SQUID loop of the
device, which is done by changing the current flowing through a nearby line, see Fig. 7. The
microwave pulses to control the transmon state are sent to the gate line, which is capacitively
coupled to the transmon. The charging energy of the transmon EC ' h · 370 MHz and its
maximum Josephson energy EJΣ = EJ,1 +EJ,2 ' 17.94 GHz (with nearly identical Josephson
junctions) were determined by spectroscopy measurements. The resonant frequency of the res-
onator, when the transmon is far detuned from it, was fr ' 5.126 GHz with the loaded quality
factor Q ' 3400. The vacuum Rabi coupling strength between the transmon and the resonator
21
Computer
DAC
PNA-Lamp
LO
LO
RF
RF
2.9-8.7GHz
23dB
+61dB
m3
3.9-9.8GHz
+38dB
20 dB
m1
m2
10dB
20dB
10dB
20dB
20mK
cold plate
0.8K
5dB
6dB
5dB
6dB
+42dB 4K
10dB 10dB
50K
RT
DC-7.2GHz
DC-500Hz
transmon sample
N5230C
Tektronix Anritsu Agilent
50Ω
20dB
CPW resonator
RFG
MG3692C
AWG
5014B
WG
33500B
I
Q
S1
2
I
Q
LO
RF
I
Q
15 dB
15 dB
Figure 7: Electronics, cryogenics, and sample schematic. The sample consists of a transmon
device coupled to λ/4 coplanar waveguide resonator. It is placed at the mixing chamber of a
dilution refrigerator and controlled by room-temperature electronics.
g ' 41 MHz was determined from the avoided crossing observed when the resonator and the
transmon frequencies are close to each other.
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Due to the coupling between the transmon and the coplanar waveguide (CPW) resonator,
the state of the former is encoded into the resonant frequency of the latter, so the state of the
transmon can be deduced by sending a microwave probe pulse to the resonator and measuring
the reflected signal. A homodyne detection scheme was used to achieve this. The continuous
microwave at frequency fp = 5.126 GHz, provided by a vector network analyzer (PNA-L
N5230C) is split into two parts: the first of them is shaped into a probe rectangular pulse with
the use of an IQ-mixer (IQ-0307LXP, m1 in Fig. 7), while the second part serves as a LO signal
for the detection part of the scheme. The reflected signal was demodulated with the same type
of IQ-mixer (denoted by m2) and recorded with a high speed ADC (Acquiris U1082a).
An Agilent 33500B waveform generator was employed to provide a DC voltage to the flux
bias line used to generate the magnetic flux piercing the transmon SQUID loop. To reduce
the flux noise this voltage was filtered with a passive low pass RC-filter placed at the 4K-
flange of the cryostat, with cut-off frequency of ∼ 500 Hz. A key element in the setup was
the mixer denoted by m3 (see Fig. 7), which was used to generate the microwave gate pulses
for state manipulation. To do this, two channels from a Tektronix 5014B arbitrary waveform
generator (AWG) were used to input modulated IF waves, and a microwave signal generator
(Anritsu MG3692C) provided the local oscillator (LO) signal. The IF waves were programmed
in the waveform generator: their frequency was such that, after mixing, they would match the
frequencies of the corresponding transmon transitions. The LO leakeage in this mixer was
compensated by additional dc bias voltages applied to the ports, and reduced down to the level
of the background noise. As a result of frequency mixing, in addition to the desired signal at the
frequency LO− IF, a mirror image appears at the frequency LO+ IF, which, if left uncorrected,
could produce spurious excitations to higher levels. We employed standard single-sideband
(SSB) calibration by adding the same IF waveform as that applied to the I port into the Q port
of the IQ-mixer, but with the phase shifted by pi/2. The output signal from the mixer was filtered
23
and then amplified in order to be able to achieve Rabi oscillations with short duration pulses.
We obtained the dependence of the transition frequencies on flux by performing two-tone
spectroscopy measurements. The two-photon transition is also visible in spectroscopy at high
excitation power. The parameters of the pi pulses for all three transitions (0 – 1, 0 – 2, and 1 – 2)
were obtained from standard Rabi experiments. To find the relaxation rate Γ01 = 0.6 MHz we
first excited the transmon with a pi pulse to the state |1〉 and then traced its decay to the ground
state. Similarly, Γ21 = 0.83 MHz by populating |2〉 with a two-photon pi pulse, then comparing
the observed relaxation with numerical simulations. The pure dephasing rates of the 01 and
12 transitions were determined from the Ramsey experiment to be Γ01φ ≈ Γ12φ ≈ 0.09 MHz.
Consequently, for this particular sample the relaxation rates provide the dominant decoherence
mechanism.
Figure 8: Pulse sequence for saSTIRAP. The qutrit is controlled by three microwave pulses
applied to the transitions 0−1, 1−2, and 0−2. The pulses are created by an arbitrary waveform
generator, leading to the corresponding Rabi couplings Ω01, Ω12, and Ω02.
Using this arrangement, we were able to generate the three overlapping gate pulses needed
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for the experiment. The two STIRAP pulses were resonant with the 0 - 1 and 1- 2 transitions of
the transmon, at frequencies ω01 and ω12. The third pulse was used to drive the two-photon 0 -
2 transition and had the frequency ω02 = (ω01 + ω12)/2. Thus, by programming the following
wavefunctions
A01(t) = A01 exp
(
− t
2
2σ2
)
× sin(IF01t+ φ01), (13)
A12(t) = A12 exp
[
−(t− ts)
2
2σ2
]
× sin(IF12t+ φ12), and (14)
A2ph(t) = A2ph
1√
cosh
[
ts(t−ts/2)
σ2
] × sin(IF02t+ φ2ph) (15)
into the Tektronix arbitrary waveform generator, we were able to drive the transmon with tones
at ω01, ω12, ω02, and with the pulse envelopes required by the saSTIRAP protocol. Here the
coefficients A01, A12, and A2ph are the amplitudes of the IF pulses in volts.
The LO frequency (common to all three pulses) was LO = 2pi×6.92 GHz. The LO frequency
was chosen to be sufficiently far away from all the transition frequencies to reduce even more
the probability of spurious excitations. From this, we obtained the desired pulses by applying
amplitude modulated waveforms to the I and Q ports of the IQ-mixer m3 with the following IF
modulation frequencies:
IF01 = LO− ω01, IF12 = LO− ω12, IF02 = LO− ω02. (16)
The first two pulses are Gaussian shaped with standard deviation σ, and they produce the
Ω01 and Ω12 drives (blue and red in Fig. 8) when coupled into the corresponding transitions
of the transmon. The third pulse Ω02 (green in Fig. 8) has a special shape: its maximum lays
in-between the Ω01 and Ω12 pulses, and it has a phase shift φ2ph with respect to the Gaussian
pulses. The Ω01 and Ω12 pulses were truncated at ±3σ from their maxima. To ensure overlap
with the STIRAP pulses irrespective to the time delay ts, the truncation of the two-photon pulse
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is performed in such a way that it is zero only when both of the pulses Ω01 or Ω12 are zero (see
Fig. 8).
The voltages Ai,j were converted to Rabi rates Ωi,j using a calibration experiment, where
the pulse amplitude is increased until a full pi-pulse is created. The experiment is repeated for
the 0–1, 1–2 and 0–2 transitions.
An important observation is that once the phase difference between the two-photon pulse
and the sum of the STIRAP phases is fixed at some reference time t[ref], it will remain the same
at any further moment in time. Suppose that the phase of the counterdiabatic two-photon pulse
is φ[ref]2ph , while those of the STIRAP pulses are φ
[ref]
01 and φ
[ref]
12 at a time t
[ref]; then at a later time
t the two-photon phase has advanced to 2ω02(t− t[ref]) + 2φ[ref]2ph , while the total STIRAP phase
to ω01(t − t[ref])) + φ[ref]01 + ω12(t − t[ref]) + φ[ref]12 . The difference between these two quantities
is therefore time-independent, since 2ω02 = ω01 + ω12.
The two photon driving creates small ac Stark shifts in the energy levels of the qutrit. To
compensate for these, a dynamical phase correction was introduced to the drive envelopes by
adding an additional phase factor φ˜ij(t), as described in Methods. The corrected pulse shapes
are
A˜01(t) = A01 exp
(
− t
2
2σ2
)
× sin[IF01t+ φ01 + φ˜01(t)], (17)
A˜12(t) = A12 exp
[
−(t− ts)
2
2σ2
]
× sin[IF12t+ φ12 + φ˜12(t)], and (18)
A˜2ph(t) = A2ph
1√
cosh
[
ts(t−ts/2)
σ2
] × sin[IF02t+ φ2ph + φ˜02(t)/2], (19)
where φ˜ij =
∫ t
−∞ dtij(t)/h¯ as given in the main text. Note that the phase correction coefficient
φ˜02(t) is divided by 2 due to the two-photon driving.
As always in experiments, the devices used for control and measurement are imperfect, and
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as a result deviations from the ideal case occur. Due to the finite bandwidth of the Tektronix
waveform generator, the IF signals are only approximately given by the expressions Eq. 17
- 19. Next along the control line, the single sideband cancellation procedure for the mixer
m3 introduces also a phase shift φ in the resulting tone at the RF output. This phase shift is
frequency-dependent and therefore it will be different for each of the three IF waveforms. The
end result is that the gauge-invariant Φ will acquire a constant phase error φ01 + φ

12 − 2φ2ph.
This shows up as a phase shift in Fig. 5 in the main text. Next, as the signal reaches the
sample, the bonding wires have a finite inductance, resulting in mismatching to the 50 Ohms
line impedance and therefore in slight deformations of the pulses as seen by the transmom.
Reverse engineering of the counteradiabatic drive
For completeness we give here a systematic derivation of the method used to find the counter-
diabatic drive Hamiltonian Hcd. For reference, see e.g. (19, 35). Given a Hamiltonian
H0(t) =
∑
n
λn(t)|n(t)〉〈n(t)|, (20)
where |n(t)〉 are the eigenvectors and λn(t) are the eigenvalues, the exact solution of the
Schro¨dinger equation ih¯∂t|ψ(t)〉 = H0(t)|ψ(t)〉 can be obtained by expanding the wavefunction
into the instantaneous eigenstates |n(t)〉,
|ψ(t)〉 =
∑
n
cne
iζn(t)|n(t)〉. (21)
Using this expansion, as well as the identity
〈n|∂tm〉 = 〈n|(∂tH0)|m〉
λm − λn , (22)
obtained from taking the time derivative of H0|m〉 = λm|m〉, we get
c˙n + iζ˙ncn + cn〈n|∂tn〉+ i
h¯
λncn +
∑
m6=n
cm
〈n|(∂tH0)|m〉
λm − λn e
i(ζm−ζn) = 0. (23)
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The adiabatic theorem (45) allows us to neglect the last term of the left hand side. Therefore in
this approximation the system remains (up to a phase) in the state |n(t)〉 if it started in |n(0)〉
and there are no transitions on states m 6= n during the evolution. Therefore, without loss of
generality, we can take cn = 1, and obtain the equation for the phase
ζ˙n(t) = −1
h¯
λn(t) + i〈n(t)|∂tn(t)〉, (24)
which can be integrated immediately to find ζ(t) at any time t. Note that ζ(t) comprises a dy-
namical component− ∫ t
0
dτλn(τ)/h¯ as well as a geometric (Berry) phase part i
∫ t
0
dτ〈n(τ)|∂τn(τ)〉.
Thus, in the adiabatic approximation the state of the system at any time t, starting in an eigen-
state |n(0)〉 is
|ψ(t)〉ad = eiζn(t)|n(t)〉, (25)
with the phase given by the solution of (24).
Now, we would like to design a total HamiltonianH(t) such that the evolution of the system
under its action follows exactly the approximate adiabatic solution (25). The unitary evolution
operator which would take the system along |ψ(t)〉ad is
U(t) =
∑
n
eiζn(t)|n(t)〉〈n(0)|. (26)
This can be implemented by reverse-engineering the evolution – that is, given the unitary (26)
we would like to find a Hamiltonian H(t) such that
ih¯U˙(t) = H(t)U(t). (27)
The formal solution for H(t), from the equation above, is
H(t) = ih¯U˙(t)U †(t). (28)
Using now Eqs. (24) and (26) we find that
H(t) = H0(t) +Hcd(t). (29)
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and now we are able to identify the counteradiabatic drive Hamiltonian as
Hcd(t) = ih¯
∑
n
[|∂tn(t)〉〈n(t)| − 〈n(t)|∂tn(t)〉|n(t)〉〈n(t)|] . (30)
In the adiabatic basis, the drive Hamiltonian has only off-diagonal elements (〈n(t)|Hd(t)|n(t)〉 =
0) which can be expressed using (22) as
〈m(t)|Hcd(t)|n(t)〉|n6=m = ih¯〈m(t)|(∂tH0)|n(t)〉
λn(t)− λm(t) . (31)
We now apply this general result to the three-level system, with energy eigenstates |0〉, |1〉,
and |2〉, driven resonantly by the two fields with frequencies ω01 and ω12, which couple into
the transitions |0〉 → |1〉 and |1〉 → |2〉 with Rabi frequencies Ω01(t) (pump) respectively
Ω12(t) (Stokes). In the rotating wave approximation with respect to the two tones, the effective
three-level Hamiltonian takes the form (8, 32, 46, 47)
H0(t) =
h¯
2
 0 Ω01(t) 0Ω01(t) 0 Ω12(t)
0 Ω12(t) 0
 . (32)
For simplicity we have taken here the Rabi couplings Ω01(t) and Ω12(t) to be real. Using the
standard parametrization of the relative strengths of the pump and Stokes frequencies by an
angle Θ,
tan Θ(t) =
Ω01(t)
Ω12(t)
, (33)
we can express the eigenvectors of this Hamiltonian as
|n+(t)〉 = 1√
2
sin Θ(t)|0〉+ 1√
2
|1〉+ 1√
2
cos Θ(t)|2〉,
|n−(t)〉 = 1√
2
sin Θ(t)|0〉 − 1√
2
|1〉+ 1√
2
cos Θ(t)|2〉,
|n0(t)〉 = cos Θ(t)|0〉 − sin Θ(t)|2〉,
(34)
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and corresponding eigenvalues
λ+(t) =
h¯
2
√
Ω201(t) + Ω
2
12(t),
λ−(t) = − h¯
2
√
Ω201(t) + Ω
2
12(t),
λ0(t) = 0.
(35)
The last eigenvector is a dark state.
Now, to identify the driving Hamiltonian, we plug in the expression for eigenvectors (34)
in (30). After some algebraic calculations and noticing that the terms 〈n(t)|∂tn(t)〉 are all zero,
we obtain a remarkably simple result,
Hcd(t) =
h¯
2
 0 0 Ω02(t)eipi/20 0 0
Ω02(t)e
−ipi/2 0 0
 , (36)
where Ω02(t) = 2Θ˙(t). Integrating the absolute value of Ωcd(t) between an initial time tin and
a final time tfin we get the pulse area condition∫ tfin
tin
|Ωcd(t′)|dt′ = 2Θ(tfin)− 2Θ(tin). (37)
Thus, if the drive Hamiltonian is intended to correct a full STIRAP, for which Θ(tin) = 0 and
Θ(tfin) = pi/2, a total area of pi is needed for the counterdrive pulse. Note also that the quantum
control implemented by (36) – or in general by (30) – implements a standard linear evolution
and it is also state-independent.
In the experiment the pump and Stokes pulses of the STIRAP protocol are Gaussians of
equal width σ delayed with respect to each other by a separation time ts,
Ω01(t) = Ω01 exp
[
− t
2
2σ2
]
, (38)
Ω12(t) = Ω12 exp
[
−(t− ts)
2
2σ2
]
, (39)
where time is measured from the maximum of the 0 − 1 pulse. In this convention, STIRAP is
realized at negative times ts, while the intuitive sequence corresponds to positive ts.
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From (33) we obtain
Θ˙(t) =
Ω˙01(t)Ω12(t)− Ω01(t)Ω˙12(t)
Ω201(t) + Ω
2
12(t)
. (40)
In the case Ω01 = Ω12 we get
Θ˙(t) = − ts
2σ2
sin [2Θ(t)] , (41)
or
Θ˙ = − ts
2σ2
1
cosh
[
ts
σ2
(
t− ts
2
)] . (42)
Furthermore, in this simple all-resonant configuration it is straigthforward to derive the local
adiabaticity condition for the STIRAP pulses (valid for any pulse shape), which reads
|Θ˙(t)| 
√
Ω201(t) + Ω
2
12(t). (43)
Retaining the nonadiabatic terms in (23), with the solution (24) and the substitution c±(t) =
c˜±(t) exp
[
− 1
h¯
∫ t
0
dt′λ±(t′)
]
(thus separating the trivial dynamical evolution from the adiabatic
one), we obtain
c˙0(t) = −Θ˙(t)√
2
c˜+(t)− Θ˙(t)√
2
c˜−(t),
˙˜c+(t) = − i
2
√
Ω201(t) + Ω
2
12(t)c˜+(t)−
Θ˙(t)√
2
c0(t),
˙˜c−(t) =
i
2
√
Ω201(t) + Ω
2
12(t)c˜+(t)−
Θ˙(t)√
2
c0(t).
(44)
Thus the condition (43) ensures that there are no transitions between the instantaneous adiabatic
states during the evolution.
Synthetic Peierls couplings on the triangular plaquette
The loop driving configuration used in the experiment produces a nontrivial gauge structure, as
shown in the schematic of Fig. 1 d) in the main text. In this picture, the internal states of the
transmon can be regarded as sites in a synthetic dimension (41).
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To explore this concept in detail, we adapt some of the results obtained earlier in (36) to our
setup. Consider what happens under local U(1) transformations with phases χ0, χ1, and χ2 on
each of the three states. The unitary that achieves this is
U = e−iχ0|0〉〈0|+ e−iχ1 |1〉〈1|+ e−iχ2|2〉〈2|, (45)
leading to a transformed Hamiltonian H ′ = UHU † and
H ′ =
h¯
2
Ω01e
iφ′01|0〉〈1|+ h¯
2
Ω12e
iφ′12|1〉〈2|+ h¯
2
Ω02e
iφ′02|0〉〈2|+ h.c.. (46)
The equations for the phases χ0, χ1, and χ2 are −1 1 00 −1 1
1 0 −1
 χ0χ1
χ2
 =
 φ′01 − φ01φ′12 − φ12
φ′20 − φ20
 . (47)
Here, to put in evidence the circularity under the permutation of indices 0, 1, and 2, we have
replaced φ02 = −φ20, and φ′02 = −φ′20. A first observation is that the 3 × 3 matrix appearing
in the equation above is singular. Given a choice of desired phases φ′01, φ
′
12, and φ
′
20, because
the matrix is not invertible, we are not guaranteed that we can find the local gauge phases χ0,
χ1, and χ2 such that the form H ′ is obtained. Indeed, by adding up the three equations from the
matrix form (47) we obtain the constraint that the sum of the phases φij (in the circular order
for the indices i, j) before and after the transformation must be the same
Φ = φ′01 + φ
′
12 + φ
′
20 = φ01 + φ12 + φ20. (48)
This constraint implies that we cannot eliminate all three phases simultaneously, and it results
from the existence, in the loop driving configuration, of three nonzero Rabi frequencies Ω01,
Ω12, and Ω02. If any one of these Rabi frequencies would be zero, the phase elimination could
be done. Suppose for example that Ω02 = 0. In this case we can obtain the Hamiltonian (46)
with all the elements real, by choosing for example χ0 = 0, χ1 = −φ01, and χ2 = −φ01 − φ12.
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However, if Ω02 6= 0, then the same choice of gauges leads to φ′01 = φ′12 = 0 and φ20 = Φ.
From an experimental point of view the existence of this constraint provides us with a useful
“knob” for controlling the system, through adjustments of the phase Φ. By arranging χ0, χ1, χ2
such that φ′01 = φ
′
12 = 0 we get a convenient final form for the Hamiltonian
H =
h¯
2
|0〉〈1|+ h¯
2
Ω12|1〉〈2|+ h¯
2
Ω02e
−iΦ|0〉〈2|+ h.c.. (49)
In this gauge, the STIRAP part is H0 = (h¯/2)Ω01|0〉〈1| + (h¯/2)Ω12|1〉〈2| + h.c., while the
counterdiabatic part needed for saSTIRAP is realized at Φ = −pi/2 and it takes the familiar
form Hcd = i(h¯/2)Ω02(t)|0〉〈2| + h.c. (35). Seen as an Aharonov-Bohm effect, this situation
corresponds to constructive interference on the state |2〉 between the direct two-photon drive
and the STIRAP process.
Finally, one notices that (47), which defines the change in the gauge, is the discrete-space
analogous of the well-known relation ~A′ = ~A + ∇χ, which describes a change of gauge for
the vector magnetic field, written for a lattice with 3 positions corresponding to the “localized”
states |0〉, |1〉, and |2〉. The differences χ1 − χ0, χ2 − χ1, and χ0 − χ2 which appear in (47)
are the discrete version of the continuous space derivative ∇χ. The sum of the phases Φ is the
discrete version of the line integral
∮
~Ad~l, which is the magnetic flux penetrating the plaquette
formed by the three sites.
To make this more precise, let us define a lattice gauge Hamiltonian model: a spinless
particle that can jump between three sites, 0,1, and 2. In the second order quantization, the
states with one particle at the site 0, 1, or 2 can be written respectively as |1, 0, 0〉, |0, 1, 0〉, and
|0, 0, 1〉. Formally, we can identify these states with the standard qutrit basis |0〉, |1〉, |2〉,
|1, 0, 0〉 ≡ |0〉, |0, 1, 0〉 ≡ |1〉, |0, 0, 1〉 ≡ |2〉. (50)
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Then the Hamiltonian takes the form
H =
h¯
2
∑
<j,k>
Ωjke
iφjkc†jck, (51)
with the convention φjk = −φkj . As usual in lattice field theory, the complex factors
Ujk = U
∗
kj = e
iφjk ∈ U(1), (52)
are referred to as link variables (Peierls phases). Then the Aharonov-Bohm phase accumulated
due to transport across the plaquette (loop) is
eiΦ =
∏
4
Ujk = U01U12U20 = e
i(φ01+φ12+φ20), (53)
where the product is taken in circular order. Now, we can introduce a gauge potential A in the
standard way, such that the integral of this quantity between two points j and k equals the phase
φjk,
φjk =
1
h¯
∫ k
j
Adl. (54)
Thus, we consider that the gauge field A is defined along the links that connect the sites. If
this gauge field is produced by a standard magnetic field piercing the plaquette, then A = qA,
where q is the charge, and 1
h¯
∫ k
j
Adl is referred to as magnetic phase factor.
Then, we define a gauge transformationA→ A′ = A+∇χ. This changes the link variables
as
Ujk → U ′jk = e
i
h¯
(χk−χj)Ujk, (55)
resulting for the entire loop in
eiΦ
′
=
∏
4
U ′jk = e
∑
4
i
h¯
(χk−χj)
∏
4
Ujk =
∏
4
Ujk = e
iΦ. (56)
Here the indices are summed in circular order. Thus, Φ is gauge invariant, and via Stoke’s
theorem
∮
Adl =
∫ ∫
Bds. If the gauge field is the magnetic vector potential, A = qA, then
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B = ∇× A is the magnetic field and
Φ = 2pi
q
h
∫ ∫
Bds (57)
is 2pi times the magnetic flux expressed in units of flux quanta h/q.
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