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Because of the recent rapid growth of population, in particular, aged people, 
shortage of nurses becomes increasing serious, especially for surgeries. Robots could 
help minimize the threats of the shortage problem and support surgeons. Therefore, 
research about mobile robots in medical fields, especially in the surgical field is an 
important issue recently. The robotic scrub nurse (RSN) is expected to become an 
alternative of human nurses. This thesis aims at contributing to the actualization of the 
RSN that can autonomously judge the current step of the surgery and prepare the 
surgical instruments needed for the next step. 
Works related to the above-mentioned RSN are categorized into (1) command type 
RSN and (2) non-command type RSN, as follows.  
(1) Command type RSNs use voice or gesture to control the hardware of the RSNs. 
The first surgical assistant robot could assist tumor operation according to surgeon's 
voice commands. A gesture-based RSN that can recognize five gestures presented by 
the surgeon and give the requested instrument to the surgeon was developed. Quite 
many methods categorized into the command type RSNs can be seen, but these methods 
impose extra loads (giving commands to RSN's) on the surgeons and/or discontinue the 
smooth surgical flow. 
(2) Non-command type RSNs analyze human activities or other information than 
human activities to support surgeons. Human body activity is often analyzed. A system 
that uses reflective tape to locate the location of the surgeon’s and nurse's bodies for the 
analysis was developed. Based on this system, the RSN that can estimate the surgeon's 
action based on the surgeon's located pose was studied. Some systems used 
wearing-sensors to record the locations of both surgeons and surgical instruments. Many 
works in the non-command type RSNs mainly dealt with recognizing surgeons’ body 
actions; however, wearing-sensors/markers might disturb the smooth surgical workflow. 
In addition, surgeons’ body actions do not always reflect surgical situations accurately. 
Furthermore, some of the existing methods are only suitable for special surgeries. 
 
During surgeries, surgeons basically do not move their body, but use only their 
hands. Therefore, hand actions could give more accurate information than surgeons’ 
body actions. However, there is no work on hand action recognition in surgical areas.  
To solve the above-mentioned problems of the conventional works related to the 
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RSN, this thesis proposes a computer vision based method that could recognize surgical 
steps based on surgeons' hand actions. However, surgical hand action recognition is 
possible only after the action ends. In case of surgeries, the RSN should be able to 
recognize the action as early as possible, in other words, before the action ends. To 
satisfy this requirement, this thesis proposes a method that can early-recognize the 
surgical hand action. 
 
The proposed recognition method consists of two procedures: training and test 
procedures, where the proposed method basically utilizes information obtained from the 
beginning to end of each action.  
The training procedure extracts actions from sample continuous videos manually. 
First, color information and foreground information are used for detecting the hand area 
from each sample action video. Then, feature descriptors are selected from the detected 
hand area randomly. An improved SBoWS (Spliced Bag-of-Words of Sections) feature 
are computed and used for training the neural network.  
The test procedure shifts a sliding window over the test video sequence. The hand 
area detection and feature computation, which are similar to those in the training 
procedure, are performed for the frames in the sliding window. Finally, the computed 
features are inputted to the trained neural network for the classification, and the output 
from the neural network is the recognition result.  
Experiments using manually extracted actions clarify that the proposed method 
achieves the recognition rate higher than 98%. For continuous video sequences, the 
proposed method achieves the recognition rate higher than 91%, which outperforms the 
conventional approaches. 
 
The proposed early-recognition method utilizes subactions, which are unique 
segments of the action. The proposed algorithm consists of two modules: start points 
detection and action early-recognition.  
For the start point detection, the first several frames of the subaction are detected 
by using one-class SVMs (Support Vector Machines) as the "quasi-start point". Action 
early-recognition algorithm starts from the detected quasi-start point. A dynamic 
marching method is applied for computing the similarity between the test video 
sequence and subaction model at each time instance, where the subaction model is 
constructed by calculating the average feature of the training data. If the probability that 
the test video sequence matches the subaction model is higher than the threshold, the 
subaction is early recognized. Final result of action early recognition results is obtained 
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by analyzing the subaction early-recognition results obtained from the detected multiple 
quasi-start points.  
The experimental results show that the recall rate of the proposed method almost 
exceeds 90% at the point at which the progress of the action is 70% of the duration of 
the entire action. These results imply that the proposed method could give enough time 
to the RSN for preparing the surgical instruments needed for the next step. 
 
The contents of each chapter of this thesis are as follows. 
 
Chapter 1 is the introduction of this thesis. The background, related work, purpose 
and approach of this thesis are described. 
 
Chapter 2 details the related works, which are overviewed in Chapter 1, and 
discusses their advantages and disadvantages in case that the related works are applied 
to the RSN. 
 
Chapter 3 explains the basic knowledge of suture surgery and difficulties in this 
research. 
 
Chapter 4 explains the proposed method for surgical hand action recognition based 
on the SBoWS feature and BP neural network. Experimental results show that the 
validity of this proposed method. This proposed method is presented in two reviewed 
international conferences and published as the author's first journal. 
 
Chapter 5 explains the proposed method for early-recognition of surgical hand 
actions. Experimental results confirm the validity of the proposed method. This method 
is presented in a reviewed international conference and published as the author's second 
journal. 
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Chapter 1  Introduction 
1.1  Background 
Because of the rapid population growth, nurse shortage is a serious problem [1]. 
About 52 million older people are estimated in the United States of America by 2020 
and 17% of them have a moderate/severe disability [2]. Japan also expects 25% of its 
population to be over age 65 by 2020 [3]. In developing countries, China, which has the 
largest population: approximately 33% of the total population (438 million) of the world, 
is expected to be over age 60 by 2050 [4]. There are not enough nurses for the enormous 
aged population, and the shortage problem becomes increasingly serious. 
The shortage of nursing practice is also a serious problem. Nurses should use the 
most up-to-date technology to deliver quality care for patients; however, nursing 
practice is not enough and out-of-date especially scrub nurses [5]. 
The shortage problem of nurses gives serious influence on surgeries: for example, 
not only increase in the waiting time of patients, but also the long-time working of 
nurses, which might result in the mistake and risk. The development of robots could 
help minimize the threats of the shortage problem and provide the improved support 
with surgeons and patients [6]. Ellis et. al. [7] predicted that by 2030 mobile robots will 
operate autonomously and be able to achieve the better performance than human nurses. 
More specifically, they could have more excellent skills [8], understand other members 
in the surgical team more correctly [9] [10] and work for longer time [8]. 
Therefore, research about mobile robot in medical fields, especially in the surgical 
field is an important issue recently. The mobile robot which could support surgeons 
during the surgery instead of human nurses is called Robotic Scrub Nurse (RSN).  
The author interviewed 14 medical doctors who work for general surgeries, 
obstetrics, neurosurgeries and plastic surgeries about RSN [11] [12]. As a result, the 
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following results are obtained. 
 It is difficult to listen to surgeons' commands during the real surgeries 
because of the interference from surgeons' surgical mask and various noises 
from medical machines. Sometimes they need to repeat their commands; 
thereby, the surgical time is wasted. 
 Some surgeons (in this interview 5 surgeons, 36%) use gestures to 
communicate with nurses. However, because of the complexity of surgeries, 
there are plenty of gestures need to be designed and remembered. Using 
gesture means that surgeons need to do extra work during the surgeries. 
 Surgeons do not like to wear extra sensors or other markers which are 
used for locating their position or recording their activities. These 
wearing-sensors and markers might disturb their smooth workflows.  
 Skilled human nurses could observe surgeons' location, pose and hand action 
etc. to consider what the surgeons want for the next surgical step. That means, 
sometimes nurses do not need surgeons' commands and could determine the 
surgical phases based on surgeons' appearances such as location, pose and 
hand action etc.. 
 Most of the surgeons (10 surgeons, 71%) believe that, predicting their next 
actions during the surgeries is possible. 
Based on the above interview, it turns out that the following four items are 
required for RSN. 
1. RSN should analyze the surgical information and make the decision by 
themselves. During surgeries, just by glancing at operation fields and 
surgeons' activities, skilled human nurses can understand the situation and 
decide the next action they should do, by themselves. Surgeons wish RSN 
could do the same things. 
2. RSN should not require surgeons to wear sensors during the surgery. 
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Wearing sensors could disturb the surgeons' work. In that sense, the video 
camera could be more appropriate, because it is a non-contact type sensor for 
surgeons. 
3. Observing surgeons' activities could help RSN to analyze the surgical 
progress: namely, RSN should recognize surgeons' activities accurately. 
Even with a small mistake, patient's life might be imperiled. 
4. RSN had better recognize surgeons' activities as soon as possible. Since 
time is valuable in a real surgery, RSN should recognize the surgeons' current 
action before its end and prepare the surgical tool needed for the next action so 
as to be able to pass it to the surgeon upon request. 
Figure 1.1 shows a prospective system image of RSN. The hardware of RSN is 
similar to other robots, and the control module connects the hardware and analysis 
module. The analysis module is the core of RSN. Similar to human nurses, RSN's need 
to collect surgical information for analysis first.  Since the environment in the 
operating room (OR) is very complicated, plenty of information needs to be obtained. 
For example, (1) human (e.g. surgeons, nurses, patient and other staffs) location, (2) 
human pose and action, (3) location and shape of objects (e.g. surgical instruments, 
medical machines, operating tables, etc.), (4) environmental information (e.g. 
illumination, temperature, etc.), (5) surgical situation (e.g. heartbeat, blood pressure, 
wound situation, etc.). RSN analyzes the collected necessary information and control 
the hardware for working [13] [14] [15] [16] [17] [18] [19]. 
However, since the analysis module is the most important part of RSN and it is 
different from other mobile robots, some of the related work only focuses on 
information collection and analysis (red dotted rectangle in Figure 1.1). They were 
committed to the automated analysis method for surgical situation and surgeons' 
appearances [20] [21] [22] [23] [24] [25].  
This thesis deals with the analysis module and sensors. Overview and details of the 
analysis module and sensors are mentioned in Section 1.2 and Chapter 2, respectively. 




Figure 1.1  RSN system 
1.2  Related Work 
The rapid growth of computer science during these ten years has caused rapid 
technological developments in surgical areas such as medical robots, augmented reality 
systems, medical image processing technologies and workflow analyses. Among these, 
medical robots, which are integrations of computer science and robot technologies, 
receive the widespread attention. One of the most famous medical robots is the “da 
Vinci® Surgical System” (in the following, “da Vinci”) [26]. “Da Vinci” enables the 
surgeons to conduct surgeries in a tele-operation manner: in other words, “da Vinci” can 
mimic what the surgeons do. However, “da Vinci” cannot work autonomously: i.e. 
without the surgeons’ operations, “da Vinci” cannot automatically decide what to do by 
judging the surgical situations. 
Table 1.1 lists conventional works related to RSN's. The RSN, which is an 
important branch of medical robots, should be able to support the surgeons during 
surgeries like human nurses. Some surgical application works did not explicitly mention 
about relationship between their proposed technologies and RSN, but could be applied 
to RSN; therefore, Table 1.1 includes such surgical applications. 
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Table 1.1 Related work 
Application 
Information 









Voice [13] [14] Not applicable 
Very many, but weak 
relation to computer 
vision 
Body Not applicable 
·Wearing-marker 
based 
[27] [17] [18] [19] 
·RGB-D 
information based: 
[23] [24] [25] 
◆Recognition: 
·Space-time based 
[28] [29] [30] [31] [32] 
·Sequential based 
[33] [34] [35] 
◆Early-recognition: 
[36] [37] [38] [39] [40] 
[41] 
Hand [15] [16] 




[42] [43] [44] [45] 
·Sequential based 
[46] [47] 




Other (than human) 
Information 
Not applicable [20] [21] 
Weak relation to surgical 
application 
Combination of 
Human Activity and 
Other Information 
Not applicable [22] [50] [51] [52] 
 
As shown in Table 1.1, in terms of interactions between robots and humans 
(surgeons), RSN related works and surgical applications are categorized into command 
type and non-command type. The command type RSN's or surgical systems recognize 
voice or gesture commands presented by the surgeons so as to execute what are 
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commanded. The non-command type RSN's or surgical systems analyze the surgeons’ 
surgical actions, or other information such as the location of instrument, or both of them, 
so as to determine what to do next. Since human activity analyses could be related to 
RSN, the right column of Table 1.1 lists conventional human activity analysis works 
that are not directly applied to RSN, but could be related to RSN.  
Note that in Table 1.1, “Not applicable” indicates that such a work does not exist 
inherently. For example, in case of “command type” and “body”, it is unreasonable if 
during surgeries, other than surgical actions, the surgeons generate body movements 
corresponding to the commands; actually, any paper on such a topic cannot be seen. 
1.2.1 Command type RSN 
Commands to be given to RSN's by the surgeon include voice and gesture.   
 Voice command 
To give commands to the RSN's, uttering voice is easy for surgeons. Speech 
recognition technologies are applied for the uttered voice. In 2005, the first surgical 
assistant robot using voice command has assisted a tumor operation at the New York 
Presbvterian Hospital [13]. E. Carpintero et. al. also proposed a voice-based RSN to 
assist surgery five years later [14]. 
However, speech recognition based voice command methods [13] [14] are not 
robust under noisy environments such as OR due to machine noise, disturbances by the 
surgeons' masks, etc. 
 Hand based command 
Hand gesture recognition has been considered to be more convenient and reliable 
than voice [53]. Jacob et. al. [15] developed a real-time robotic scrub nurse called 
Gestonurse, which is controlled by defined hand gestures presented by the surgeons. To 
improve the performance, the same team developed also a multimodal system that 
integrates speech/gesture with hand [16]. 
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Hand-based RSN method [15] [16] requires the surgeon to do extra work, which 
results in the fact that surgeons consider such an RSN is not practical, as mentioned in 
Sec. 1.1. In addition, presenting hand gestures to RSN could discontinue the surgery, 
which results in the delay of the surgery. 
1.2.2 Non-command RSN 
To estimate surgical progress and support the surgeons, non-command RSN's 
analyze the surgeons’ activity, other (than the surgeons’ activity) information, or both of 
them. 
 Human activity information 
Miyawaki et al. use cameras and markers worn by the surgeon for letting the RSN 
record the temporal positions of the surgeons' body and predict the surgeon’s next action 
[27] [17] [18] [19]. However, wearing the markers is not practical during the real 
surgery, because the markers might disturb the smooth surgical workflow. 
Padoy et. al. proposed a workflow monitoring system that captures human 
activities by using multiple cameras for open surgeries [23]. Lea et. al. proposed an ICU 
(Intensive Care Unit) situation checking system [24] that analyzes human activities in 
the ICU. Kadkhodamohammadi et. al. estimated upper body poses of surgeons in the 
OR [25] by using Kinect. These methods [23] [24] [25] only focused on human body 
activities, but human body activities might not always represent enough details of 
specific surgical situations. For surgeries, surgeons basically do not move their body but 
only use their hands. Therefore, hand actions give more accurate information than 
surgeons’ body actions. However, there is no related work in surgical area. 
 Other (than human activity) information 
As mentioned in Section 1.1, during the surgery, besides human activity, other 
information such as surgical instruments, environment and surgical situation could be 
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observed. Navab et al. use several kinds of information such as irrigation weight and 
intra-abdominal pressure to analyze surgical workflow [20] [21]. However, Navab et 
al.’s methods could be applied only for special surgeries. 
 Combination 
Bardram et. al. proposed a surgical phase recognition system that uses the locations 
of the surgeon and surgical instruments [22]. However, this system needs to use plenty 
of wearing-sensors, which might disturb smooth surgical operations. 
 
1.2.3 Related Work Applied for Other Areas 
As indicated in the right column of Table 1.1, this section introduces related works 
about human activity, which were not directly applied for RSN's, but could be useful for 
RSN's. 
 Human activity analysis 
One of the most popular topics on human activity analysis could be human body 
action recognition, which includes space-time based approaches [28] [29] [30] [31] [32] 
and sequential-based approaches [33] [34] [35]. Nejat et al. applied body human upper 
body gesture recognition for human robot interaction [6]. However, generating upper 
body gestures during surgeries is not reasonable for the surgeons; therefore, this system 
maybe is not suitable for RSN. 
To recognize sign language or control computer by gesture, these approaches are 
also applied for hand action recognition: hand action recognition based on space-time 
[42] [43] [44] [45] and sequence [46] [47]. Recently, 3D hand model representation 
based on Kinect is also used for hand tracking and action recognition [48] [49]. 
Action recognition requires information from the entire actions. In other words, an 
action could be recognized only when it ends. These ten years, action early-recognition 
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becomes a challenge problem: i.e. an action is recognized before it ends. Table 1.1 lists 
works on early-recognition of actions [36] [37] [38] [39] [40] [41]. Note that no work 
on early-recognition of hand actions can be seen. 
 Human-object interaction activities 
Similar to Bardram et. al.'s research [22], which is mentioned before, using human 
and object (surgical instrument) information as well as their relationship could help the 
analysis of human activities. There are research works on analyzing human-object 
interaction activities in different areas: for example, instrument playing [50], sports [51], 
and daily life [52]. However, if objects were occluded, it is difficult for analyzing 
human-object interaction activities. 
1.2.4 Summary 
This sub-section summarizes the related work as follows.   
Quite many methods categorized into the command type RSN's can be seen, but 
these methods impose extra loads (giving commands to RSN's) on the surgeons, or 
discontinue the surgical flow. Many works in the non-command type RSN's mainly 
dealt with recognizing surgeons’ body actions, but surgeons’ body actions do not always 
reflect surgical situations accurately. Some works recognize other information than 
surgeons’ actions such as objects and environments, or integrate surgeons’ actions and 
the other information, but existing research used wearing sensors, which results in 
disturbing the smooth surgery. Some of them are only suitable for special surgeries. 
Recent works in the other applications (Table 1.1) than RSN's or surgical 
applications deal with not only recognition, but also early-recognition of human bodies. 
As indicated in Table 1.1, no work on hand action recognition based non-command 
type can be seen. During surgeries, the surgeons’ hands basically exist in or in the 
proximity of the fields of the operations. Therefore, it can be said that surgeons’ hand 
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actions give more accurate information than surgeons’ body actions. If a camera based 
method for estimating the surgical steps (progress) based on surgical hand actions (one 
surgical step corresponds to one surgical hand action), the method does not require 
surgeons to wear any sensor, or does not interrupt the surgeries by forcing the surgeons 
to give commands to the RSN's. 
1.3  Purpose of the Thesis 
Towards the actualization of an RSN that can autonomously judge the current step 
of the surgery and prepare the surgical instruments needed for the next step, as 
discussed in Section 1.2, this thesis proposes a computer vision based method that could 
estimate surgical steps based on surgeons' hand actions: more specifically, recognition 
[11] [54] [55] and early-recognition of surgical hand actions [12] [56]. 
Surgeries consist of very complicated processes, and each surgery has its own 
workflow. The existing research works focus on different surgeries, such as tumor 
surgery [13], thoracoscopic surgery [16], endoscopic and laparoscopic surgery [17] [18] 
[19] [20] [27], open surgery [22], etc.. Building a general method for all of the surgeries 
is almost. Suture is an indispensable part for almost all of the surgeries and also an 
independent surgery process for injuries. Therefore, this thesis deals with suture 
surgery. As detailed in Chapter 3, suture surgery consists of six steps. In each step, the 
surgeon use surgical instruments. Four out of the six steps can be discriminated by 
identifying the surgical instruments, because the four steps use different instruments.  
However, the other two steps use the same instruments, which are different from the 
four steps’ instruments. This thesis treats the two steps, which can be discriminated by 
surgical hand actions, but cannot be discriminated even if the instruments used in the 
two steps are identified. 
The purpose of this thesis is described as follows. 
(1) This thesis proposes a computer vision based method that can estimate the 
above-mentioned two steps of suture surgery based on recognizing surgical hand actions.  
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The validity of the proposed algorithm overviewed in Section 1.4 and detailed in 
Chapter 4 is experimentally explored. 
(2) The proposed algorithm mentioned in (1) can recognize a surgical hand action only 
after the action ends. In case of surgeries, RSN's should be able to estimate surgical 
progress as soon as possible; in other words, early-recognition of surgical hand actions 
before the ends of the actions is desired. This thesis proposes a computer vision based 
method for early-recognition of surgical hand actions. The effectiveness of the proposed 
algorithm overviewed in Section 1.4 and Chapter 5 is experimentally studied. 
1.4  Proposed Approach 
The proposed approaches that tackle the two issues (1) and (2) described in Section 
1.3 are outlined as follows. 
(1) Surgical hand action recognition method [11] [54] [55] 
The proposed method consists of the following two procedures: training and test 
procedures, where the proposed method basically utilizes information obtained from the 
beginning to end of each action. 
 Training procedure 
Training procedure extracts actions from sample continuous videos manually. First, 
color information and foreground information are used for detecting the hand area from 
each sample action video. Then, feature descriptors are selected from the detected hand 
area randomly. An improved SBoWS (Spliced Bag-of-Words of Sections) feature are 
computed and used for training the neural network. 
 Test procedure 
A sliding window is shifted over the test video sequence. Hand area detection and 
feature computation, which are similar to those in the training procedure, are performed 
for the frames in the sliding window. Finally, the computed features are input into the 
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trained neural network for classification, and the output from the neural network is the 
recognition result. 
(2) Surgical hand action early-recognition method [12][56] 
The proposed early-recognition of a surgical hand action utilizes subactions, which 
are unique segments of the action. The proposed algorithm consists of the following two 
modules. 
 Start points detection 
The first several frames of the subaction are detected by using one-class SVMs 
(Support Vector Machines) as "quasi-start point". 
 Action early-recognition 
Action early-recognition algorithm starts from the detected quasi-start point. A 
dynamic marching method is applied for computing the similarity between the test 
video sequence and subaction model at each time instance, where the subaction model is 
constructed by calculating the average feature of training data. If the probability is 
higher than the threshold, the subaction is early recognized. Actions' early recognition 
results are obtained by analyzing the results of subactions. 
1.5  Organization of the Thesis 
The Organization of this thesis as well as the relationship between the chapters is 
shown in Figure 1.2. 
As mentioned is Section 1.2 and Chapter 2, existing works about RSN have some 
defects. For example, voice command based RSN's are not robust under noisy 
environments such as OR; gesture-based RSN's impose extra loads on the surgeons; 
body action based RSN's do not represent surgical details; wearing sensors might 
disturb the smooth surgery. 
To solve these problems, this thesis exploits video analysis of surgical hand actions. 
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Chapter 4 proposes a video based hand action recognition method. However, the 
proposed method only could recognize actions after they end. Chapter proposes a hand 
action early-recognition method, which could recognize actions before they end. The 
recognition and early-recognition are performed for suture surgery explained in Chapter 
3. 
 
Figure 1.2  Organization of the thesis 
Each chapter is detailed as follows. 
Chapter 1 is the introduction of this thesis. The background, related work, purpose 
and approach of this thesis are described. 
Chapter 2 details the related works, which are overviewed in Chapter 1, and 
discusses their advantages and disadvantages in case that the related works are applied 
to the RSN. 
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Chapter 3 explains the basic knowledge of suture surgery and difficulties in this 
research. 
Chapter 4 explains the proposed method for surgical hand action recognition based 
on the SBoWS feature and BP neural network. Experimental results show that the 
validity of this proposed method. This proposed method is presented in two reviewed 
international conferences [54] [55] and published as the author's first journal [11]. 
Chapter 5 explains the proposed method for early-recognition of surgical hand 
actions. Experimental results confirm the validity of the proposed method. This method 
is presented in a reviewed international conference [56] and published as the author's 
second journal [12]. 
Chapter 6 concludes this thesis and states future work. 
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Chapter 2  Related Work 
Section 1.2 overviews related works as shown in Table 1.1. This chapter details the 
related works in Table 1.1 and discusses their advantages and disadvantages. 
2.1  RSN 
2.1.1 Command-based RSN 
 Verbal communication type 
The robot called Penelope is the first RSN as far as the author knows [13]. 
Machine vision and artificial intelligence are two important features of Penelope. It 
acted as an independent nurse, arranged instruments and gave them to the surgeon. 
Voice recognition software enables the surgeon to request Penelope to pass the 
necessary instrument to the surgeon. When the surgeon lays the instrument down, 
Penelope can pick up and return it to its proper position by analyzing the images 
acquired by the digital camera. Penelope's first successful experiment lasted 31 minutes. 
The RSN delivered 16 instruments and returned 13 instruments with no significant 
errors. It took 12.4 second between the surgeons' request and the robot response on 
average. 
Penelope was believed that it would benefit surgeons, scrub nurses and patients 
[57]. More specifically, because of the costs cutting, nurses have to rotate through 
different ORs, and surgeons have to work with people whom the surgeons are not 
familiar with. In contrast, Penelope could remember surgeons' habits and preference; 
therefore, they could support surgeons better. For nurses, Penelope could share their 
work: especially easy tasks, so that the nurses could focus on difficult tasks and increase 
the work efficiency. For patients, human error due to overwork or communication 
mistake during the surgery could be reduced; thereby, the patients could undergo 
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surgeries which are efficient and safe. 
However, Penelope has weak points also. Currently, the robot could recognize only 
instruments, but could not recognize sponges and needles. Penelope’s motion is slower 
than human nurses. 
Five years later, Carpintero et. al. developed another verbal-based RSN to assist 
surgeries [14]. A voice recognition module is used to recognize the surgeons' requests 
for the instruments, and a computer vision based pattern recognition module is used to 
locate the instrument on a storage tray. Carpintero et. al. achieved the following three 
items: their RSN could interact with other staffs in the OR, the instruments could be 
located and recognized by the pattern recognition technology, and the instruments could 
be passed to the surgeons accurately. 20 commands could be recognized by the RSN, 
and the recognition accuracy rate is 93.5%. Seven different instruments are recognized, 
and the recognition accuracy rate is 98.1%. This system also has some problems: e.g. 
the number of kinds of instruments to be recognized is not enough for different 
surgeries, and the system could not pass the instruments automatically. 
 Non-verbal communication type 
Gestonurse, which is a real-time computer vision based robotic scrub nurse 
controlled by gesture commands, was developed by Jacob et al. [15]. After segmenting 
the surgeon’s hand and locating the fingertip, the hand gesture presented by the surgeon 
could be recognized, and then the commanded surgical instruments could be picked up 
by the Gestonurse. The system is robust against variations in scale and rotation. Five 
instruments could be picked up according to the five hand gestures, respectively, and the 
recognition rate is 95%. Gestonurse's speed is also very fast: slower than human nurses 
only by 0.83 seconds.  
Based on the above research, Jacob et al. (the same team) developed a 
speech/gesture multimodal RSN [16], as opposed to unimodal gestures used by 
Gestonurse, for improving the algorithms and accuracies by using depth information to 
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obtain hand masks. This RSN achieves 97% recognition rate, and the response of the 
multimodal system is faster than the unimodal system of the Gestonurse. However, 
Jacob et al.’s two RSNs require the surgeons to remember many gesture commands and 
to do extra work. 
As mentioned in Section 1.2, until surgeons give commands to the command-based 
RSNs, the RSNs are just waiting. Giving the commands discontinue the surgeries, 
which results in waste of time. 
2.1.2 Non-command RSN 
Non-command RSN collects many different kinds of information for surgical 
analysis. As shown in Table 1.1, this thesis categorizes the Non-command RSN into 
three types based on the necessary information of RSN: human activity information, 
other (than human activity) information and their combination. 
 Human activity information 
In 2005, the concept of RSNs based on the analysis of intraoperative actions 
between the surgeon and scrub nurse in thoracoscopic surgeries was proposed by 
Miyawaki et al. [27]. Miyawaki et al. use the reflective tape to locate the coordinates of 
the surgeon and the nurse's right wrist, elbow and shoulder in the world coordinate 
system. The result shows that surgeons keep their positions facing the patient and only 
use their arms and hands to receive and return the surgical instruments. Based on the 
result, the entire surgical procedure including the surgeon’s actions and statuses is 
modeled. 
In 2007, an RSN with hardware for endoscopic and laparoscopic surgery was 
proposed by Miyawaki et al. [17]. Each action of the surgeon is divided into two parts: 
"working" and "exchanging". During the “working”, because surgeon uses an 
instrument to do some kind of surgical procedure, RSN does not need to do anything. 
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During the "exchange", which includes the five key actions: "extraction", "returning", 
"waiting", "get" and "insertion", the RSN must help the surgeon to exchange the 
instrument correctly and timely; according to [17], the two actions: "extraction" and 
"insertion" are to be recognized. For this action recognition, the surgeon to whom the 
reflective markers are attached to his wrist, elbow, shoulder and chest was shot by two 
cameras. The surgeon’s actions could be detected and distinguished by using the feature 
based on each marker's 3D coordinates. The problem of this system is that the response 
time of this RSN is longer than human nurses.  
In 2008, Miyawaki et al. proposed an action prediction system [18]. Since the 
features for "extraction" and "returning" are very similar, their system only predicts the 
five actions excluding extraction by using 3D coordinates. Levenberg-Marquardt (LM) 
algorithm was used for training the prediction model.  
In 2010, Miyawaki et al. used volume bounding box decomposition to recognize 
the above-mentioned six actions during the laparoscope surgery [19]. The results show 
that the bounding box decomposition technique is suitable for their research. 
All of the above-mentioned works by Miyawaki et al. [27] [17] [18] [19] used the 
reflective tape to record the coordinates of human body’s significant points. However, 
as mentioned in Section 1.2, using extra markers in the real surgery might disturb the 
surgeon’s smooth surgical operations. Non-contact type methods are required for the 
real surgery. 
In 2009, a workflow monitoring system which could capture human activities for 
open surgeries by using multiple cameras is proposed by Padoy et. al. [23]. The 
reconstructed volume is split into multiple cells, and the histogram of 3D motion 
orientations is computed for the feature extraction. Workflow-HMMs are proposed for 
the surgery’s phase recognition. Both off-line and on-line results have shown that the 
performance of this method is better than other approaches. 
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Kinect, which could record RGB-D data in a simper manner than multi camera 
systems, is another choice for capturing human activities. Lea et al. proposed a Kinect 
based human activity recognition system used in ICUs [24]. This system consists of four 
modules: data recording, people segmentation and tracking, feature extraction and 
classification. The features are divided into position-based and orientation-based 
features. SVM and extremely randomized trees are used for the classification. 
In 2015, Kadkhodamohammadi et al. also used RGB-D Images to estimate the 
upper body pose of a human in the operating room [25]. The flexible mixtures of parts 
(FMP) approach are used for the pose estimation. By using both color Image 
Histograms of Oriented Gradients (I-HOG) and Histogram of Depth Differences (HDD) 
for the feature extraction, the best performance was achieved. However, this system 
only estimated the human pose; therefore, Kadkhodamohammadi et al. plan to use the 
estimated poses for surgical situation analyses in the future. 
The above-mentioned related works [23] [24] [25] have shown that cameras and 
Kinects could capture the situation in the OR and do not disturb the surgery as opposed 
to sensor-based contact type systems. However, human body activities do not always 
represent details of the surgical progress. Thus, it is difficult for these approaches to 
recognize surgical steps from the results of recognizing human body activities.   
 Other information 
Navab et al. used 18 binary signals of OR to recognize surgical phases during a 
laparoscopic surgery [20]. Two of the 18 signals are related to the view of the 
endoscopic camera, and the other 16 signals represent what instruments are used. 
Hidden Markov Model (HMM) method is used to recognize the surgical phases on-line.  
In 2015, Navab et al. used 15 signals captured from rapidly-deployable sensors to 
recognize surgical phases in laparoscopic gallbladder removals [21]. Four of the signals 
are continuous such as the pressure of abdominal cavity, and the other signals are binary 
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signals about lighting state, instrument-usage and the mode of high-frequency generator. 
Three methods are applied for classification: Support Vector Machines (SVM), 
Conditional Random Field (CRF) and HMM. 
As mentioned before, these two existing works [20] [21] could be applied only for 
laparoscopic surgeries. 
 Combination 
Human activity information and other information could be combined for 
surgical situation analyses. A surgical phase recognition system by using embedded 
and body-worn sensors is proposed in 2011 [22], where three kinds of sensor systems 
are used. The first one is a real time location tracking system, which could detect the 
location of people who wear a tag. The second one tracks the tagged instruments on 
the table. The third sensor could detect which instruments the surgeon is holding in 
the hand. This system achieved the high accuracy. However, this system used plenty 
of wearing-sensors during the surgery, which means that this system disturbs the 
smooth surgery and is not practical. 
 Summary of RSNs 
Section 2.1 introduces details of related work about RSN. The problems of the 
existing methods are summarized in Table 2.1. As can be seen in Table 2.1, all the 
existing methods listed in this table are not suitable for achieving surgical environments 
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Table 2.1  Works related to RSN 





Not robust under noisy 
environments 





F. Miyawaki [27] 
K. Yoshimitsu [17] 
S. Nomm [18] [19] 
N. Padoy [20] 
C. Lea [24] 
A. Kadkhodamohammadi [25] 
·Wearing-marker 
· Do not represent 
details of the surgical 
progress 
Others 
N. Padoy [23] 
R. Dipietro [21] 
Only suitable for 
special surgery 
Combination J. Bardram [22] Wearing-sensors 
 
2.2  Human Activity Analysis Applied for Other Areas 
As mentioned before, human action analysis is a very important technology for 
RSN. Methods for analyzing human activities have been applied to many areas other 
than the RSN, but some of these methods can be directly applied to the RSN. This 
section summarizes such human activity analysis methods as well as human-object 
interaction analyses. 
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2.2.1 Human Action Analysis 
2.2.1.1 Human Action Recognition 
 Body action recognition 
As shown in Table 2.2, Human (body) action recognition could be categorized into 
two types: space-time based approaches and sequential-based approaches [58]. 
[Space-time based approaches] 
Features used by space-time approaches for action recognition include three kinds 
of features: space-time volumes, space-time trajectories, and space-time local features 
as follows.  
Space-time volumes: 
The input video, which consists of a temporal sequence of 2D-spatial images, 
could be represented as a 3D spatial-temporal volume that contains all information of 
the action. For example, Hu et. al. proposed a method for action recognition in the 
complex environment [28]. This method could detect multiple candidates of the 
temporal locations of the human in action in both spatial and temporal domains, and 
recognizes whether the action of interest happens. Two kinds of features, appearance 
feature and motion feature are used. Motion History Image (MHI) feature is used as the 
motion feature to capture the direction and intensity of the moving body parts, and 
foreground image (FI) and HOG is used as the appearance features to capture the spatial 
shape of human bodies during actions. As a result of experiments conducted using CMU 
action dataset that includes five action categories: jumping, one-hand waving, pick-up, 
pushing elevator buttons, and two-hand waving, 100% accuracy was achieved.  
Ziaeefard et. al. proposed a hierarchical action recognition system by using 
normalized-polar histogram [29]. The algorithm is divided into two levels. In the first 
level, course classification is used for dissimilar actions by using the whole bins of the 
histogram. In the second level, the similar actions are classified again by using only the 
specified bins of the histogram. 
Space-time trajectories: 
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Joint points of the human body are tracked for trajectories matching. Wand et. al. 
proposed a dense trajectories based approach, which utilizes dense optical flows, to 
recognize human motions [30]. This approach achieves better performance which is 
more robust against fast irregular motions than state-of-the-art algorithms. 
Space-time local features: 
Space-time local features are also used for action recognition. A video sequence 
which has three dimensions (two space dimensions and one time dimension) looks like 
a cube. Therefore, action recognition from video sequence is similar to 3D object 
recognition. 3-dimensional (3D) SIFT descriptor is applied for 3D imageries or videos. 
Scovanner et. al. used the 3D SIFT descriptor for human action recognition and used a 
bag of words approach to represent videos [31]. This method achieves better 
performances than existing approaches.   
Holte et al. also proposed a 3D information based approach which combines 
optical flow fields and enhanced 3D motion vector fields for action recognition [32]. A 
multi-view camera system is used. The performance of the two descriptors: 3D Motion 
Context (3D-MC) and Harmonic Motion Context (HMC) are evaluated. This method 
achieves an accuracy range of 76%-100%. 
[Sequential-based approaches] 
Sequential-based approaches consist of exemplar-based approaches and state 
model-based approaches. 
Exemplar-based approaches: 
For exemplar-based approaches, human actions are represented as a sequence of 
action observations. In 2009, a prototype trees based action recognition method is 
proposed [33]. In the training procedure, an action prototype tree is learned, and a 
lookup table of prototype-to-prototype distances is computed. In the testing procedure, 
the actor is tracked, and the actions are recognized using dynamic prototype sequence 
matching. This method achieved good performances in challenging situations such as 
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moving camera or dynamic background. 
State model-based approaches: 
State model-based approaches represent each action as a set of hidden states. 
Hidden Markov Model (HMM) is widely applied for state model based approaches 
from 1990'. For example, Yamato et. al. proposed a human action recognition method 
based on HMM in 1992 [34]. One set of time-sequential images is transformed into a 
feature vector sequence. During the recognition, the HMM which best matches the 
observed sequence is chosen as the recognition result. 
Recently, Yu et al. used a compact semantic posture representation for action 
recognition [35]. This method consists of two steps. First, variable star skeleton (VSS) 
representation is used for finding human extremities from the contours. Second, HMM 
is used for action recognition. Excellent classification accuracy was achieved for fence 
climbing data set. 
Table 2.2  Works related to human body action recognition 




Y. Hu [28] 
Detect multiple candidates in 
spatial and temporal space. 
M. Ziaeefard [29] 




H. Wang [30] 
Use dense trajectories to 
describe human motions. 
Space-time local 
features 
P. Scovanner [31] 
3D SIFT descriptor and bag of 
words approach are used for 
action recognition. 
M. Holte [32] 
Combine optical flow and 
enhanced 3D motion vector 
fields for action recognition. 
Sequential 
Exemplar-based Z. Lin [33] 
An action prototype tree is used 
for action recognition. 
State model-based 
J. Yamato [34] 
Choose the HMM which best 
matches observed sequence. 
E. Yu [35] 
VSS and HMM based human 
action recognition. 
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Table 2.2 lists the above-mentioned related works on human body action 
recognition and their short descriptions. Most of the works listed in Table 2.2 can 
classify quite complicated human body actions. However, it could be difficult to 
recognize surgical steps only by classifying the surgeon’s body actions, because the 
surgeon’s body actions do not differ in different surgical steps significantly. Rather than 
surgeons’ body actions, the hand actions could directly reflect the difference in surgical 
steps. 
 Hand action recognition 
Similar to body action recognition methods, hand action recognition methods can 
also be divided into space-time approach and sequential approach, where 3D hand 
model is applied for tracking the hand and recognizing the hand action in recent years. 
[Space-time approaches] 
Hand trajectories are usually used for hand action recognition. Shao et. al. [42] 
describes the concept of articulated trajectories and independent trajectories based on 
distance and orientation changes in each related trajectory and how to represent hand 
actions. Chai et. al. [43] uses Kinect to track hands based on both color and depth 
information and classify the hand trajectories to recognize hand actions. Trajectory 
feature is suitable for sign language; however, it is not useful for surgical hand actions, 
because during surgeries, surgeons' hands do not have large distance changes, and the 
surgical hand action is more flexible and changeable than the sign language hand 
gesture. 
Histogram of spatio-temporal gradients of image intensity is used for hand action 
recognition [44]. As far as the author knows, this is the earliest research that applied 
HOG (Histogram of Gradient) descriptor [59] for hand action recognition. Based on the 
space-time local feature, bag-of-words (BoW) approach that calculates the frequency of 
space-time local feature descriptors for recognition is proposed [45]. Compared with the 
methods which only use space-time local feature such as the one by Freeman et. al. [44], 
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BoW-based approach achieved better robustness. Space-time local feature descriptors 
and bag-of-words approaches are detailed in Chapter 4. 
[Sequential-based approaches] 
Similar to Lin’s method [33], exemplar-based approach is also applied for hand 
gesture recognition [46]. A visual representation for hand actions based on the motion 
divergence fields is proposed, and 10 hand gestures such as “move right”, “move left”, 
“rotate up”, and “rotate down” can be recognized very quickly. However, 
exemplar-based approaches need plenty of training data. In addition, it might be easy 
for this method to recognize significantly different gestures, but difficult to recognize 
surgical hand actions. 
HMM approaches also could be applied for hand action recognition [47]. A 
state-based spotting algorithm is used to split continuous video sequences, and hand 
shape, size, velocity, position, etc. are used as the features to be extracted. Finally, an 
HMM method is trained for each gesture. This method could effectively recognize 
defined gestures such as drawing an Arabic number or alphabet in 3D space. However, 
it cannot recognize complex surgical hand actions. 
In recent years, 3D hand model based approach is applied for hand tracking. A 
research team from FORTH (Foundation for Research and Technology-Hellas) proposed 
a method that generates a 3D hand model by using Kinect for representing actual hand 
appearances [48]. Similarly, another research team from Microsoft proposed a real-time 
hand tracker which could track a hand and estimate the complicated hand poses only by 
using a single depth camera [49]. However, occlusion problem is so serious for surgical 
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Table 2.3  Several work related to hand action recognition 
Type Author Description Problem 
Space-time 
Z. Shao [42] 
Use distance and 
orientation changes in each 
related trajectory 
Only suitable for 
hand gesture 
X. Chai [43] Use Kinect to track hand 
W. Freeman [44] Use HOG feature [45] is better more 
robust than [44] 
M. Abid [45] Use BoW feature 
Sequential 
X. Shen [46] 
A visual representation for 
hand actions based on the 
motion divergence fields 
·Need plenty of 
training data [46] 
·Not suitable for 
complex actions 
[47] Z. Yang [47] A HMM-based method 
3D model 





The related hand action recognition works explained in this section are listed in 
Table 2.3. It can be found that most of the existing algorithms can recognize easily 
distinguishable hand gesture effectively; however it is difficult to apply these works for 
recognizing complex surgical hand action recognition directly. Bag-of-words approach 
might be suitable for surgical hand action recognition. Details are explained in Chapter 
4. 
2.2.1.2 Human Action Early-recognition 
As mentioned in Section 1.2, action recognition needs information from the entire 
action: in other words, actions can be recognized after they end. Therefore, when the 
recognition speed is required, the approach should be able to recognize the action before 
it ends. Such a recognition method is called “early-recognition” [40]. Related works 
about early-recognition of actions are listed in Section 2.2.1.2. Note that as far as the 
author knows, there is no work on early-recognition of hand actions; therefore, Table 
2.4 lists early-recognition methods for actions other than hand actions. 
Early-recognition needs to recognize the current action as soon as possible: after it 
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starts, but before it ends. Early-recognition can be applied to many purposes such as 
security, monitoring, and Human-Computer Interaction (HCI). In addition, as Chapter 5 
describes, the RSN should prepare the surgical instruments needed for the next action 
(surgical step) quickly; for this, early-recognition is needed.  
The earliest research about early-recognition, which the author knows, is 
probabilistic reliable-inference framework presented by Davis et al. in 2006 [36]. First, 
a subsequence (multiple frames) of the action is inputted; if it is unreliable, then more 
frames are inputted for removing the confusion. The main advantage of this approach is 
that the classification is done only when the input is reliable enough. As the actions to 
be early-recognized, stand, walk and run are used for the experiments, and the 
recognition rate is 86%-95%. 
Schindler et al. raised a question "how many frames does human action recognition 
require?" in 2008 [37]. They consider that human action recognition needs only a very 
short (10 frames) subsequence (they call it "snippets"). Form feature and motion feature 
of the snippets are both applied for feature extraction and one-vs.-all SVMs are applied 
for the classification. 
The problems of the methods by Davis et al. [36] and Schindler et al. [37] are 
similar: their methods focus only on the basic actions (run, walk, jump, wave, etc.). 
However, most of the human actions are more complicated like surgical hand actions, 
but it is difficult for these methods to early-recognize complicated actions. 
Masood et al. proposed a method which could reduce observational latency of 
action recognition [38] [39]. They collect the skeletons of the human body from the first 
frame, a frame between the first and current frames, and the current frame of the action, 
to classify the action before it ends. However, skeleton extraction from the whole body 
is easier than hands. Therefore, this method is difficult to be applied for surgical hand 
action recognition. 
A novel approach of human activity prediction was proposed by Ryoo in 2011 [40]. 
The activities are represented as an integral histogram of spatio-temporal features 
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named dynamic bag-of-words, which describe how features change over time. The 
experimental results show that this approach achieves good performances for 
early-recognition of ongoing actions. However, Ryoo’s method [40] cannot detect 
ongoing actions from continuous videos, and they have not treated surgical hand 
actions. 
Hoai et. al. proposed an early event detectors [41] in 2014, which could early 
recognize emotions, gestures and actions from continuous videos. However, there are 
two possible problems when this method is applied to early recognition of surgical 
actions. This method assumes that variations in each action are small during the 
duration from the beginning of that action to the point at which the early recognition 
result is obtained. In contrast, surgical actions do not have fixed patterns because of 
surgeons' personal habits (detailed in Section 3.3). Action with such variations is 
difficult to be early recognized by Hoai et al.'s method. In addition, this method needs to 
collect both positive and negative data for the training procedure. In case of surgical 
video sequences which include complexities and wide variety, negative data is difficult 
for collection (detailed in Section 3.3). 
Table 2.4  Works related to action early-recognition 
Author Description Problem 
J. Davis [36] Probabilistic reliable-inference framework. 
Focus only on  basic 
actions 
K. Schindler [37] 
Only extract form and motion feature from 
a very short subsequence. 
S. Masood [38] Use skeleton feature from first, in-between 
and current frames. 
· Hand's skeleton 
extraction is difficult 
C. Ellis [39] 
M. Ryoo [40] 
Propose dynamic bag-of-words feature to 
represent how feature change over time. 
· Could not detect 
ongoing action from 
continuous videos 
M. Hoai [41] 
Propose an early event detectors which 
could early recognize actions from 
continuous video 
·Small Variations in 
action 
·Need negative data 
 
Table 2.4 summarizes the related works about early-recognition of actions. 
Apparently, Ryoo’s method [40] looks suitable for the RSN, but as mentioned above, 
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Ryoo’s method still has problems; thus, the method cannot be applied for surgical hand 
actions. Details are explained in Chapter 5. 
2.2.2 Human-object Interaction Activity Analysis 
Human action recognition and object recognition are both general problems of 
computer vision, combining them and using their relationship should help the computer 
to analyze human activities. Yao et al. researched human-object interaction activities for 
a long time. They detect the human body and related object from the image, analyze 
their position relationship, and finally recognize the human activities synthetically. 
Their proposed methods are applied for instrument playing [50], sports [51] and daily 
life [52], etc.  
This kind of approaches could solve the occlusion problem of the human body and 
improve the accuracy of recognition. However, when surgical instruments are held by 
the surgeon’s hand, the instruments are so small that the instruments could be wrapped 
by the surgeon’s hand. Therefore, under such a situation, it is very difficult to solve the 
occlusion problem by Yao et al.’s method (Section 3.2). 
2.3  Summary 
Chapter 2 details the related works listed in Table 1.1 and discusses their 
advantages and disadvantages. Based on Table 1.1, it turns out that there is no work on 
hand action recognition method that can be applied to surgical step recognition. Table 
2.1 shows the problems of the existing RSN systems. Based on Table 2.2 and Table 2.3, 
it can be said that most of the existing hand action recognition approaches only could 
recognize easily-distinguishable hand gestures. Table 2.2 and Table 2.3 suggest that 
space-time local feature based on BoW approach might be promising for surgical hand 
action recognition, but the performance of BoW needs to be improved. Table 2.4 shows 
that Ryoo’s method [40] might be most promising among the existing early-recognition 
methods for achieving early-recognition of surgical hand actions, but there are still 
defects to be improved. 
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Chapter 3  Suture Surgery 
3.1  Taxonomy of Suture Surgery 
There is the following comment on surgeries: “Surgery is a technology consisting 
of a physical intervention on tissues” [60]. Because of the nurse shortage problem, the 
robotic surgery has become an actively researched topic in medical robotic research 
areas. Surgery is a very complicated procedure composed of timing, purpose, type of 
procedure, body part, degree of invasiveness of surgical procedures, equipment etc. 
Multiple persons (surgeons, nurses and patient), many kinds of surgical instruments and 
medical machines interact with each other.  This implies that the surgical environment 
is difficult for computers to analyze; in other words, at present, it is still very difficult 
for computers to analyze difficult, complicated surgeries. Therefore, this thesis focuses 
on one of the most basic surgery - suture surgery. 
Suture surgery is a simple surgery, but suture surgery has variants as follows: 
simple interrupting suture, running suture, mattress suture, buried suture, etc. [61], 
where simple interrupting suture and running suture are called “over and over suture”. 
Simple interrupting suture, which is the most popular technique of suture, uses one 
thread for each stitch without connecting the adjacent stitches; thus, multiple (the same 
number as the stitches) threads are used. By suturing and tying each knot individually, 
even if parts of the stitches fail, the wound could still be stitched [62]. Running suture, 
which is similar to simple interrupting suture, uses one thread. Therefore, running suture 
is faster than interrupting suture. However, if one suture fails, it might be possible that 
the sutured wound will open again [63]. Mattress suture, which is suitable for the skin 
under high tension, includes vertical mattress suture and horizontal mattress suture, 
which are used for deep and shallow locations, respectively [63]. Stitches of buried 
suture are placed within the tissues and concealed by the skin [61].  
This thesis deals with “over and over suture” (simple interrupting suture and 
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running suture), whose details are explained in Section 3.2.  
Note that the word "suture" has two meanings: "Suture surgery" means the whole 
procedure of the surgery which this thesis focuses on; "suture" action means one action 
that belongs to the suture surgery procedure. 
3.2  Process of Suture Surgery 
Suture surgery consists of the following three stages: preparation, stitch, and 
post-treatment. The preparation stage consists of three steps (hand actions): disinfection, 
anesthesia and washing. The suture stage contains two actions: suture and tying. During 
the post-treatment, the surgeon washes the wound again and packs it (Figure 3.1). 
 
Figure 3.1  Process of over and over suture surgery 
Among them, suture stage (red rectangle in Figure 3.1) is the most important stage 
of the whole surgery. According to the order of suture and tying action, as mentioned 
earlier, over and over suture surgery is categorized into the two types: simple 
interrupting suture (Figure 3.2 (a)) and running suture (Figure 3.2 (b)), where in Figure 
3.2 "SU" and "TY" stand for suture and tying, respectively. As mentioned before, 
stitches of simple interrupting suture are not connected; however, running suture uses 
only one thread. 
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Figure 3.2  Simple interrupting suture and running suture  
(SU: suture step, TY: tying step) (Rearranged from Fig. 2 of author's journal [11]) 
Figure 3.1 also shows several surgical tools which should be used during the whole 
surgery. The details of surgical tools are shown in Table 3.1. 
Table 3.1  Description of surgical instruments 
Photo Instrument Description Step (Action) 
 Cotton-tips The end of a stick is wrapped 
around small cotton. 
Disinfection 
 Syringe There are three parts of a 
syringe: a plunger, a tube and a 
needle which is fitted the open 
end of the tube. 
Anesthesia 
 Pipette Transport liquid by creating a 
vacuum space and releasing it. 
Washing 
 Cotton-balls Usually picked up by forceps to 
clean the skin. 
 Forceps Using thumb and index finger to 
held it for holding skin or 









needle and thread 
Needle-holder consists of jaws, 




 Tapes Affixed on the sutured wound 
for packing the wound. 
Packing the 
wound 
 Scissors Cut the thread or tapes Tying and 
packing 
As mentioned before, conventional methods for human activity analysis often use 
pattern recognition technologies for recognizing instruments to support human activity 
recognition [22] [50] [51] [52]. Similarly, to classify different actions in the suture 
surgery, recognizing surgical instruments could be one idea. Since the shape of each 
surgical instrument is different from each other, this approach might be useful. However, 
there are two problems. One of them is that the instruments is held in the surgeon’s 
hands and is occluded by the hands. Figure 3.3 shows the screenshots of video 
sequences acquired by a camera that observes the operating field. It could be found that 
some instruments are occluded; thereby, it is difficult to recognize instruments 
accurately. Another problem is the “suture” and “tying” actions (steps) use the same 
surgical tool: Forceps, needle-holders and threads. Therefore, we cannot distinguish 
those two actions by detecting the tool; differences between the two actions appear only 
in the surgeon’s hand actions. Thus, we need to recognize the hand actions using 
information obtained from the video sequence, as shown in Figure 3.3. 
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Figure 3.3  Actions of suture surgery 
In these six actions, suture and tying are the most important and complicated; also 
they could not be distinguished by instruments. Therefore, this thesis focuses on suture 
and tying actions. The specific procedures of the suture and tying actions are illustrated 
in Figure 3.4 using cross sections of the wound to be sutured [61]. For suture, the needle 
operated by the surgeon lets the suture thread get into the tissue on one side of the 
wound, get through the wound and get out of the other side; for tying, the thread’s both 
ends, which extend from the skin surface, are tied so that the wound is stitched. Details 
are described in Chapter 5. 
 
Figure 3.4  The specific procedures of suture and tying 
(Rearranged from Fig. 2 of author's journal [11]) 
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3.3  Difficulties in Suture Surgery 
As mentioned before, this thesis recognizes surgeons' hand actions to analyze 
surgical situations and support surgeons. However, it is not an easy task. Recognizing 
hand actions during suture surgeries is difficult in terms of the following three points.  
First, although suture surgeries are conducted according to the 
pre-determined procedure, each hand action does not have obvious start/end 
points. This makes it very difficult to spot each hand action from the video sequence. 
Figure 3.5 shows a continuous video that includes one "suture" action, which starts from 
26
th
 frame. Because the change in the hand movement is not obvious, it is difficult to 
identify which frame is the real start of the action. 
 
Figure 3.5  The start of "suture" action 
Second, hand actions in surgeries do not necessarily have fixed action patterns. 
These are caused by the fact that different surgeons have their own habits, and hand 
actions are affected by uncertainties such as emergencies and unexpected changes in 
surgical situations. Differences in hand actions’ speed could cause non-fixed action 
patterns.  As examples of different hand action patterns other than patterns with 
different speeds, different patterns of "tying" action are shown in Figure 3.6. The 
thread's end which extends from the skin surface is turned around the needle once in 
Figure 3.6 (a) and twice in (b); the thread is pulled by the left hand first in Figure 3.6 (b) 
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and by the right hand first in (c). These differences make the recognition problem 
difficult. 
 
Figure 3.6  Different patterns of "tying" action 
Third, the collection of negative data is difficult. In video sequences for 
surgeries, many other actions than the two actions (suture and tying) to be recognized 
are included and could affect the recognition task as negative actions. Most of the 
existing research works that deal with negative data randomly extracted video segments 
from their training video sequences as negative data for training. Accordingly, variations 
in their negative data are limited; therefore, in case of surgical video this is a serious 
problem. 
This thesis proposes surgical hand action recognition and early-recognition, both of 
which solve the above-mentioned difficulties. 
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Chapter 4  Recognition of Surgical Hand 
Action 
4.1  Introduction 
As mentioned in Chapter 1, the hand action is an important feature for surgical 
situation analysis, because the hand action could represent more details about the 
surgical process than the body action. There are several problems of existing hand 
action recognition approaches, as discussed in Section 2.2.1.1. Trajectory feature [42] 
[43] and state-based approach [46] are suitable for simple hand gesture recognition; 
however, it is difficult for these approaches to recognize complex hand actions which do 
not have large distance changes such as surgical hand action. Exemplar-based approach 
[47] needs plenty of training data. It could work well for daily actions, but not for 
special actions such as surgical hand action. 3D hand models [48] [49] are applied for 
hand tracking and action recognition; however existing approaches could not deal with 
serious occlusion problems very well. Space-time local features combined with 
bag-of-words approach [45] could be a good choice for surgical hand recognition. 
However, how to choose the appropriate feature descriptor is very important, but 
difficult for surgical hand action recognition. 
As described in Chapter 3, hand actions do not have obvious start/end points. 
Therefore, to deal with this issue, this chapter exploits a sliding window scheme, which 
shifts a sliding window over (test) video sequences to be recognized, where a sliding 
window consists of multiple frames. At each position of the sliding window, features 
that could cope with the above-mentioned absence of each category’s fixed action 
patterns are computed. Based on the computed features, the sliding window’s positions 
that could correspond to the actions are located, and the located actions are recognized 
[55] [54] [11]. 
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The flowchart of the proposed method for recognizing surgical hand actions is 
shown in Figure 4.1. Section 4.2 introduces inputting video sequences, Section 4.3 and 
4.4 describe details of the proposed method. 
 
Figure 4.1  Flowchart of surgical hand action recognition method  
(Rearranged from Fig. 3 of author's journal [11] ) 
As shown in Figure 4.1, the proposed algorithm basically consists of the training 
procedure (solid arrows in Figure 4.1) and test procedure (dotted arrows). A trained BP 
(BackPropagation) neural network and a word list are obtained by the training 
procedure and are used for the test (recognition). 
For the training procedure (Section 4.3), training video sequences for each action 
are collected in advance. First, the hand areas are detected in each frame of the training 
video sequence, and interest points are randomly selected from the hand area in the 
frames of the video sequence. Then, 3D-SIFT descriptors are computed for the selected 
interest points in each section of all the test video sequences, where each video 
 52 Chapter 4  Recognition of Surgical Hand Action 
 
 
sequence is partitioned into sections (defined in Section 4.3.2), each of which consists 
of multiple consecutive frames. Clustering is performed for those descriptors obtained 
from all of the training videos so that the word list in which the obtained cluster centers 
are stored as words, is built. To train the classifier (as detailed in Section 4.3.3), after the 
sub-histogram in each section in each training video is obtained by counting the number 
of the descriptors for each word, the spliced bag-of-words of sections (SBoWS) feature 
is obtained as the spliced histogram that is built by splicing the sub-histograms 
according to the temporal order. The SBoWS feature is used for training the classifier. 
In the test procedure (Section 4.4), at each position of the sliding window, the 
SBoWS feature is computed, and the classification result of that position is obtained by 
inputting the feature to the classifier. Then, the classification results at all the positions 
of the sliding window are judged so that the final recognition result is obtained. 
In Section 4.5, the experimental results are discussed, and Section 4.6 gives a short 
conclusion of surgical hand action recognition method. 
Table 4.1 lists all of the parameters used in Chapter 4 together with their 
definitions. 
Table 4.1  Parameter's list (Chapter 4) 
B All of the background pixels b Bins of sub-histogram 
C Classification result Dc Color/brightness difference value 
Ls Length of SIFT descriptor G Gradient 
g Gradient magnitude Hue Hue 
Hist Sub-histogram of subaction HIST Splicing histogram of action 
I Value of pixel K Number of words 
n1 Number of interest points n2 Number of training data 
p Repeat time of hierarchical cluster Re Residual 
Sat Saturation Ns Number of sections 
sH Sub-histogram of SIFT descriptor Dis Pre-determined Euclidean distance 
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Val Lightness   
  Constant   Solid angle 
  Angle between x and y axis   Angle between t axis and x-y plane 
 
4.2  Inputting Video Sequence 
4.2.1 Training Video Sequence 
As described in Section 4.1, training video sequences need to be collected. Using 
the video camera that observes different suture surgeries, multiple video sequences are 
recorded. As mentioned in Chapter 3, this thesis focuses on two main actions of suture 
surgery, "suture" and "tying". From the recorded video sequences, sequences that 
correspond to either “suture” or “tying” are manually extracted and then stored into the 
database, from which the extracted sequences are inputted into the training procedure. 
4.2.2 Sliding Window for Test Procedure 
As described in Section 4.1, a sliding window that slides around spatial [64] or 
temporal [65] space could extract the spatial or temporal segment inside of the window 
for processing. In this chapter, the sliding window is shifted over the continuous video 
sequence which contains the action "suture" and "tying" in one section, where “section” 
consists of multiple consecutive frames (details in Section 4.3.2.4). 
For example, as shown in Figure 4.2, in which ① to ⑤ indicate section numbers, 
sections ② to ④ is a real suture (or tying) action. Suppose that the sliding window 
(dotted rectangle in Figure 4.2) consists of three sections and is shifted by one section. 
At location (b), the sliding window corresponds to the real suture (or tying) action. 
However, the locations (a) and (c) correspond to only parts of the suture (or tying) 
action: i.e., section ① in (a) and section ⑤ in (c) do not correspond to either suture or 





Figure 4.2  A sliding window whose size is three sections  
(Dotted rectangle: sliding window, ①②…: section number )  
(Cited from Fig. 4 of author's journal [11]) 
Other parts than suture or tying in video sequences are called “negative actions” in 
the following. Negative actions are classified into three types. Figure 4.3 illustrates 
these three types, where dotted rectangles represent the position of the sliding window. 
In Figure 4.3, the segments extracted by the sliding window correspond to the three 
types of negative actions. In case of the first type shown in Figure 4.3 (a), the negative 
action does not correspond to suture or tying action at all. In case of the second type 
shown in Figure 4.3 (b), the negative action contains a part of suture or tying action, and 
the remainder corresponds to other action; note that Figure 4.2 (a) and (c) correspond to 
this case. In case of the third type shown in Figure 4.3 (c), the negative action contains a 
part of suture or tying action, and the remainder corresponds to tying or suture. 
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Figure 4.3  Three types of negative actions  
(Dotted rectangle: sliding window)  
(Rearranged from Fig. 5 of author's journal [11]) 
As mentioned before, this chapter uses BP neural network for classification, 
therefore only positive data need to be collected for the training procedure. 
4.3  Training Procedure 
The complicated environment of ORs might affect the accuracy of hand action 
recognition; therefore, the hand area should be detected before feature computation. 
There are many approaches about hand area detection based on color, shape or 
foreground information.  
Skin color is often used for hand detection such as Paulraj et. al.'s method [66]. 
This kind of method is the simplest way for hand detection, but is always affected by 
illumination changes or shadows. Kim et. al. developed a real-time method that 
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quantizes pixel values of the background into codebooks to distinguish the foreground 
from the background [67]. The developed method is robust under illumination changes 
or motions in the backgrounds. This kind of method could detect the moving objects 
from the background; however, it is difficult to recognize specific objects (e.g. hand) 
from other foreground objects (e.g. surgical instruments).  
Finger detection is another way to detect the hand area because of fingers' unique 
shape [68]. It is very effective for open-hand such as simple hand gestures. However, if 
the hand holds something or clench fist, fingers are occluded, which results in 
difficulties in the detection. Actually, in this thesis, since surgeons' hands always hold 
surgical instruments, the fingers could not be detected accurately. 
 
In this thesis, we only use RGB information and combine color and foreground 
information for the hand area detection. 
4.3.1.1 Method 
From the recorded training video sequences, the areas that correspond to the hands 
need to be detected for the subsequence processes. To avoid being influenced by 
environmental background and surroundings, this thesis detects the hand area by using 
hand color [69] and foreground information [70] by the proposed method shown in 
Figure 4.4. An example of the hand area detection is shown in Figure 4.5. 
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Figure 4.4  Flowchart of the hand area detection 
 
Figure 4.5  Example of the hand area detection  
(Rearranged from Fig. 6 of author's journal [11]) 
(1) Color information 
For the hand color detection, we specify a certain subspace in HSV space so as to 
detect pixels whose colors are similar to those of the hands [69]. Six parameters are 
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used to determine the boundaries of the subspace as follows: 
                                         (4.1) 
                                          (4.2) 
                       (4.3) 
where     ,     ,      denote the hue, saturation and value (lightness) of the pixel i, 
  ,   ,   ,   ,   ,    denote the lowest and highest values of the hue, saturation and 
value of the hand subspace.  
In this chapter, the hand without gloves is detected; therefore the color similar to 
the skin color needs to be detected. The following equation is applied because of the hue 
component is circular. 
                                  (4.4) 
Note that since surgeons normally wear differently-colored gloves during surgeries, 
the colors of the hands could be the colors of the gloves. If a pixel’s color components 
in HSV space are included in the specified subspace, then this pixel is judged to belong 
to the hand areas. 
As a result of detecting the hand area, a color-based mask (denoted as maskcolor), 
whose pixel values are 1 for the detected hand area and 0 for the other areas is obtained.  
Furthermore, it is difficult to distinguish the object whose color is similar to the hand. 
More specifically, in this thesis, the color of patients' skin is similar to surgeons' hand. 
Using only color information could not remove the patients' skin color area by the 
color-based mask. 
(2) Foreground Information 
Only the surgeon’s hands and surgical tools move during the surgery, while other 
objects such as the patient do not move; therefore, this thesis can assume that the 
moving hands and other still objects could correspond to the foregrounds and 
background, respectively. The background images are taken before the surgery [70]. 
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A pixel is considered to be part of the background if the distance between that 
pixel’s value and any of its background is within a pre-determined Euclidean distance 
Dis (Eq. (4.5)). 
                  
                             (4.5) 
where B denotes all of the background pixels, Ib and Ic denote the values of the 
background pixel and current pixel, respectively. 
In addition, interferences caused by changes in illumination conditions and 
shadows are computed by using a color/brightness difference value Dc which is 
calculated by using Eq. (4.6). 
                          
  
  
                     (4.6) 
where Igb is the value of background pixel, Bb and Bc denote the brightness of the 
background pixel and current pixel, respectively.   is a constant. If Dc<0.5, the current 
pixel is considered as a pixel affected by illumination changes and is discarded. 
Threshold Dis and constant   are determined by Kelly et. al.'s research. [70]. 
After removing the background pixels, the remaining pixels are considered as 
pixels in the foreground. Using foreground information could detect the moving object 
from the image and obtain a foreground mask (denoted as maskforeground) whose pixel 
value is 1 or 0 for the foreground or background, respectively. However, it is difficult to 
distinguish surgeons' hands and surgical instruments only by the foreground information. 
Therefore, both color and foreground information are applied for the hand area 
detection. After color mask and foreground mask are obtained, the hand area is detected 
by using Eq. (4.7). 
                                                         (4.7) 
where   denotes logical conjunction. 
(3) Noise Removing 
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Since noise influences on the result of the hand area detection, after the color and 
foreground information based hand detection, the noise needs to be removed from the 
obtained hand area. Three steps: eroding, sorting in region area, choosing the largest 
two areas are applied for the noise removal. 
4.3.1 Computing SBoWS feature 
4.3.2.1 Basic Strategy 
In general, a video sequence forms a spatio-temporal (3D) volume. Therefore, we 
should use 3D features to describe motions in video sequences. Different from previous 
methods that use only simple features such as gradient magnitude, 3D-SIFT [31] utilizes 
both space and time information and is more robust against various noise and changes 
in the orientation than HOG (histogram of orientation) [59]. P. Scovanner et. al. [31] 
uses 3D-SIFT descriptors to build a word list and computed the frequency histogram of 
3D-SIFT descriptors for each action as the features to recognize human actions (e.g. 
running, walking, jumping etc.). A good result is achieved. However, the original 
feature computation algorithm by using 3D-SIFT descriptors has some defect for 
recognizing actions. One defect is that the original algorithm loses information on 
temporal order of frames.  
 
Figure 4.6  Different video sequence with same SIFT-descriptors  
(Dotted rectangle: sliding window, small square: 3D-SIFT descriptor)  
(Cited from Fig. 7 of author's journal [11]) 
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For example, if an action includes two parts: ‘a’ and ‘b’, then the video sequences 
‘ab’ and ‘ba’ give the same 3D-SIFT descriptors (Figure 4.6 (a)). This kind of temporal 
reverse tends to occur quite frequently in case of repetitive hand actions (suture and 
tying): e.g. there are two suture actions continuously in a video sequence (Figure 4.6 
(b)). The part of video in the dotted rectangle should be recognized as negative action 
(Figure 4.3 (c)), but this part could be recognized as suture action by using the original 
feature computation algorithm. 
To solve the temporal reverse problem as well as the above-mentioned absence of 
fixed patterns in each category, this chapter proposes an improved feature called 
SBoWS (Spliced Bag-of-Words Sections) feature. Section is defined as a sub-sequence 
of the action, where one sub-sequence consists of multiple frames (Figure 4.7). In this 
thesis, an action is divided into sections equally. 
 
Figure 4.7  Relationships between frame, section, sliding window and action 
(Dotted rectangle: sliding window) 
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As shown in Figure 4.7, both of a training video sequence and the sliding window 
used for the test procedure are partitioned into s sections according to the temporal order 
in the training and test procedures, where s is equal to or larger than two. The number of 
subactions for training data and test video are same. As shown in Figure 4.8, SBoWS 
feature computation consists of the two steps: (i) building the word list detailed in 
Section 4.3.2.3 and (ii) computing the splicing histogram by splicing the sub-histogram 
obtained in each section using the word list as explained in Section 4.3.2.4. 
 
Figure 4.8  Flowchart of feature computation 
4.3.2.2 3D-SIFT Descriptor 
There are many local descriptors (e.g. HOG (Histogram of oriented gradient) [59], 
SIFT (Scale-invariant feature transform) [71], SURF (Speeded up robust features) [72], 
Research on Recognition and Early-recognition  
of Suture Surgery's Steps Based on Video Image Analyses of Surgeons' Hand Actions     63 
 
 
ORB (Oriented FAST and rotated BRIEF) [73] etc.). Among them, SIFT achieves the 
best performance in terms of scaling and rotational invariance; however the 
computational speed is slower than the other descriptors. Considering that the RSN is 
required high accuracy, this thesis chooses an improved SIFT descriptor: 3D-SIFT 
descriptor [31] for feature extraction. 
3D-SIFT is proposed by Scovanner et. al. [31] for 3D image data (e.g. MRI data) 
and video, and achieves better performance than traditional SIFT descriptors. Similar to 
the traditional SIFT descriptor, the gradient magnitude and orientations of video data are 
calculated as follows: 
                                                            (4.8) 
                                                            (4.9) 
                                                           (4.10) 
                           
    
    
 
                      (4.11) 
                              
  
  
                              (4.12) 
                             
  
   
    
 
                         (4.13) 
where x and y are the coordinates of space, and t is time, I(x, y, t) is the value of pixel (x, 
y, t). 
Since every angle in the 3D coordinate system could be represented by a single 
unique pair      , each pixel also could be represented by these two values, where θ 
is the angle from x axis in x-y plane and φ is the angle from t axis. Therefore, a 2D 
histogram for the 3D neighborhood of an interest point in video data could be created by 
dividing   and   into equally sized bins (     ) [74]. The orientation histogram of 
the interest point (x, y, t)         is calculated as: 
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where (x', y', t') is the pixel which is added to the histogram        , and   is the solid 
angle which could be calculated as: 
                                   
    
 
    
 
                        (4.15) 
3D-SIFT descriptor is obtained by calculating        . For each 3D neighborhood 
surrounding the interest point, there is a        . The final descriptor is a vectorization 
of all of        in the neighborhood. Suppose that the size of 3D neighborhood 
surrounding the interest point is 2×2×2, and the size of         is 4×8, then the 
length of 3D-SIFT descriptor (denoted as Ls) is 256. 
After 3D-SIFT descriptors computation, the descriptors are clustered into a 
bag-of-words (BoW) feature. 
  4.3.2.3 Word list 
Bag-of-words (BoW) is a general approach that represents an object as the 
histogram (bag) of its words [75]. The earliest research about bag-of-words, as far as the 
author knows, is published in 1954 [76]. For computer vision, bag-of-words method is 
often applied for human action analysis [77] [78] [79] [80]. In this section, a word list of 
bag-of-words method is built. 
This thesis supposes that there are n1 training videos, each of which is partitioned 
into Ns sections. This thesis selects n2 interest points in each section randomly and 
compute 3D descriptor at each interest point so as to obtain n1×Ns×n2 3D-SIFT 
descriptors. 
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Figure 4.9  Hierarchical K-means  
(Rearranged from Fig. 8 of author's journal [11]) 
Let d be the length of the 3D descriptor. As shown in Figure 4.9, after K initial 
points are given at random in a Ls-dimensional space, K-means algorithm clusters the 
n1×Ns×n2 3D-SIFT descriptors into K clusters so that the centroid of each cluster is 
obtained. Since the clustering result is highly affected by the result of the random 
selection of the initial points, this process is repeated p times so that pK cluster 
centroids are obtained. To avoid the instability of K-means, after Hierarchical K-means 
[77], an improved K-means algorithm, is applied, K-means is applied for clustering the 
pK centroids (Figure 4.9): more specifically, hierarchical clustering is applied to the pK 
centroids so that the centroids of K clusters are obtained; then, using the K obtained 
cluster centroids as the initial points, K-means algorithm is performed for the n1×Ns×
n2 3D-SIFT descriptors, so that the centroids of K clusters are obtained. Those K cluster 
centroids are stored as the K words in the word list. 
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4.3.2.4 Spliced Bag-of-Words Section (SBoWS) Feature 
As shown in Figure 4.10, in the section i (=1,2,…, Ns) of a training video, the 
numbers     of the 3D descriptors included in the cluster for the word k (=1,2, …, K) 
in the word list obtained in Section 4.3.2.3, so that the sub-histogram       
                is obtained in the section i. We splice the s sub-histograms obtained 
in the s sections into one splicing histogram                             according 
to the temporal order of the s sections. This splicing histogram HIST, which has sK bins, 
is called SBoWS feature in this thesis. As mentioned before, “section” scheme could 
preserve temporal order information to some extent. By collecting different sample 
video sequences, the SBoWS feature could be able to deal with the absence of fixed 
patterns in each category. 
 
Figure 4.10  SBoWS feature computation  
(Rearranged from Fig. 9 of author's journal [11]) 
4.3.2 Training Classifiers 
There are many methods for classification such as support vector machine (SVM) 
[82], nearest neighbor rule (NNR) [83] and backpropagation neural network (BP) [84]. 
Their descriptions are shown as following. 
 SVM [82] non-linearly maps the input data into high-dimensional space and 
linearly separates data for classification. SVM is good for small dataset and 
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high-dimensions problem. However, it is sensitive for data losing. 
  NNR [83] finds the class of closest training data of the feature space by using 
instance-based learning. This approach is simple and effective and suitable for 
large training dataset. However, its computational cost is very high, and it is 
too sensitive for unbalance data. 
 BP [84] is a computation method that modeling human brain with an 
optimization method such as gradient descent. High accuracy and strong 
robustness are advantages of BP and the shortage is the learning procedure of 
BP could not be observed. 
The SBoWS feature spans an NsK dimensional feature space. Namely, SBoWS 
feature could be used as a feature vector for classification algorithms such as SVM [82] 
and NNR [83]. As a result of the experimental results presented in Section 4.5, SVM 
and NNR do not give good recognition performances. Therefore, this chapter uses BP 
neural network [84] for classification. 
The input to the BP neural network is the SBoWS feature; therefore, the neural 
network’s dimensionality NsK, which is same as that of the splicing histogram HIST. In 
other words, each node of the input layer of the neural network corresponds to each 
word in the word list in each section; thus, the frequency of each word in each section is 
inputted to the corresponding node. The output layer has one node that outputs a value 
ranging between 0 and 1: 0 for suture action and 1 for tying action. There are two 
hidden layers: 20 nodes for first hidden layer and 40 nodes for second hidden layer 
(Figure 4.11). 
 
Figure 4.11  Structure of BP neural network 
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To train the neural network, back-propagation is performed using the stored 
features explained in Section 4.3.2.4 obtained from the training video sequences 
explained in Section 4.2.1. 
4.4  Test Procedure 
4.4.1 Classification 
As described in Section 4.2.2, the sliding window is shifted over a video sequence 
to be recognized. As shown in Figure 4.1, the frames included in the sliding window at 
each position are inputted into the hand detection module explained in Section 4.3.1 so 
that the hand area in each frame is extracted. Then, the SBoWS feature detailed in 
Section 4.3.2 is computed in the extracted hand area: more specifically, at each location 
in Figure 4.2 of the sliding window, the SBoWS feature is computed.   
The computed SBoWS feature is inputted to the input layer of the neural network 
trained in Section 4.3.3. Then, a value of C (classification result) between 0 (suture) and 
1 (tying) at that location of the sliding window is outputted from the neural network. If 
the outputted value of C is closer to 0, the classification result is suture; otherwise, tying. 
Here, the difference between the outputted value and the classified result (either 0 or 1) 
is also computed as the residual R, which is defined and used in Section 4.4.2. 
4.4.2 Judgment 
Since the classification results from the sliding window at the different locations 
that share that section are not always consistent, we need to judge which classification 
result is correct in each section. If the number of sections in the sliding window is s, the 
sliding window’s s consecutive locations share one section in the video sequence. For 
example, Figure 4.2 shows that the three consecutive locations (a), (b) and (c) of the 
sliding window with Ns = 3 share section ③; similarly, each of the other sections in the 
video sequence is shared by the sliding window’s three locations. Different 
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classification results could be obtained from the sliding window at the locations (a) 
through (c). This means that the three classification results of section ③ could be 
different from each other. Thus, we need to judge which classification result among the 
three results is correct. 
To determine the final recognition result of each section, the judgment that utilizes 
the residual Re, which is defined below, is performed for the sliding window’s different 
locations that share that section. As described in Section 4.4.1, since Re is the distance 
between C and the classification result (0 or 1), Re is defined as follows.  
       
            
             
                          (4.16) 
where the upper and lower equations correspond to the cases in which the classification 
results are suture (0) and tying (1), respectively. 
The judgment exploits the Ns classification results and the Ns residual Re values, 
both of which are obtained at the Ns locations of the sliding window. If all of the NsRe 
values are larger than a pre-determined threshold value, that section is judged to be 
negative action; otherwise, the classification result of the location whose Re is smallest 
among the locations whose Re is smaller than the threshold is adopted as the final 
classification result. 
For example, in Figure 4.2, as mentioned above, Ns = 3, and section ③ is shared 
by the sliding window at the three locations (a) to (c). Suppose that the section ②~④ 
correspond to the target action (e.g. suture or tying) to be recognized, and that section 
① and section ⑤ correspond to negative actions; consider the case in which the 
classification results of section ③ are to be judged. Suppose that the C values for the 
locations (a), (b) and (c) are 0.4, 0.1 and 0.7, respectively, and that the threshold value is 
0.35. According to Eq. (4.16), the values of Re at the locations (a), (b) and (c) are 0.4, 
0.1 and 0.3, respectively. The values of Re at the locations (b) and (c) are smaller than 
the threshold value 0.35, while (a) is larger. The value of Re for (b) is smaller than (c), 
and value of C in (b) is closer to 0 (suture) than 1(tying); therefore, section ③ is 
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judged as suture finally (Figure 4.12). 
 
Figure 4.12  An example for judgment 
 (Dotted rectangle: sliding window, ①②...: section number) 
4.5  Experiments 
4.5.1 Experimental Data 
For building the training dataset and conducting recognition tests, simulative 
surgical videos that contain suture actions and tying actions are collected. The resolution 
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of each frame is 320×240 pixels, and the length of actions range from 200 to 600 frames 
(30 frames per second). Hand areas in each action are detected, and hand actions are 
recognized by using section or not. When sections are used for recognition, actions are 
divided into three sections or six sections (Ns = 3 or 6). For comparing the performance, 
whole actions without section division, which correspond to one section (Ns = 1), are 
also recognized. In the hand areas in each section, 50 interest points are selected 
randomly. The length Ls of the 3D-SIFT descriptor is 640. 
To show the validity of the proposed method, experiments for recognizing (1) 
single actions (either suture or tying) manually extracted from surgery video sequences 
and (2) “non-extracted” (raw) continuous surgical video sequences that contain one or 
more suture and tying actions as well as negative actions are conducted. Each of the 
recognition tests for (1) and (2) is conducted for (a) one person and (b) multiple persons. 
More details are described in the following. 
(1) Manually extracted action (Section 4.5.3) 
(a) One person 
From one person’s collected video sequences, 53 suture actions and 53 tying 
actions are manually extracted. According to some specified ratios (see Section 4.5.3), 
parts of the 106 actions are used for the learning, and the remainder is used for the 
recognition tests. 
(b) Multiple persons 
From nine persons’ videos, 89 suture actions and 89 tying actions are manually 
extracted. According to leave-one-out strategy, eight persons’ actions are used for the 
learning, and the other one person’s actions are used for the recognition tests. 
(2) Non-extracted video sequence (Section 4.5.4) 
(a) One person 
For learning, the 53 actions among the 106 actions in (1) (a), are used. Recognition 
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tests are performed for 10 “simple interrupting sutures” (Figure 3.2 (a)) videos and 10 
“running sutures” (Figure 3.2 (b)) videos, which are different from the video sequences 
from which the 106 actions in (1) (a) are extracted. 
(b) Multiple persons 
For the learning, the training data in (2) (a) are used. For the recognition tests, four 
videos of each of the nine persons are used. 
The following experiments were conducted by implementing the necessary 
programs and data on Dell M4110 (RAM 4GB). 
4.5.2 Preliminary Experiments 
A very important parameter of the proposed method is the number of words K. For 
determining the best value of K, this thesis recognized the extracted actions for different 
K and obtained a "K-recognition rate" curve where the number of section is 1 as shown 
in Figure 4.13. As shown in Figure 4.13, the horizontal axis is the number of K, and the 
vertical axis is the recognition rate. A good recognition result is obtained when the value 
of K is between 20 and 50. In this chapter, K = 20 and K = 50 are used for extracted 
actions and non-extracted video, respectively. 
 
Figure 4.13  K-recognition rate curve  
(Horizontal axis: number of words, vertical axis: recognition rate) 






















size of training-set is 84
size of training-set is 78
size of training-set is 70
size of training-set is 52
average
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4.5.3 Extracted Action Experiments 
Results of different algorithms for recognizing manually extracted actions of the 
one person (Section 4.5.1) are shown in the Table 4.2, where NNR, SVM and BP denote 
Nearest Neighbor Rule, Supporter Vector Machine and this thesis’ proposed method 
based on the SBoWS feature and BP neural network, respectively. In case of this thesis’ 
proposed method, the sliding window is not shifted, because the video to be recognized 
contains only one action; therefore, the judgment (Section 4.4.2) is not performed. As 
described in Section 4.5.1 (1) (a), according to the four ratios: 4:1. 3:1, 2:1 and 1:1, the 
106 actions are divided into training data and test data. The numbers of sections are set 
to Ns = 1, 3 and 6. 
Table 4.2  Recognition rates for extracted actions  
(Cited from Table 1 of author's journal [11]) 
Algorithm 
Training : Test 
4:1 3:1 2:1 1:1 Average 
*
 
1 section + SVM [36] 81.82% 82.14% 75.00% 57.41% 70.50% 
1 section [36] + NNR [36]
 
100% 96.43% 97.22% 85.19% 92.86% 
1 Section + BP [36] 100% 96.43% 94.44% 88.89% 93.57% 
3 sections + SVM 83.33% 80.56% 78.57% 68.18% 81.43% 
3 sections + NNR 100% 100% 100% 98.15% 99.29% 
3 sections + BP [11] 98.15% 100% 100% 100% 99.29% 
6 sections + SVM 85.19% 88.89% 82.14% 77.27% 88.57% 
6 sections + NNR 100% 96.43% 100% 100% 99.29% 
6 sections + BP [11] 100% 100% 100% 100% 100% 
* Average = Total correct number / Total test number×100% 
 
From Table 4.2, it turns out that the proposed algorithm achieves the best 
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recognition rates for all of the three Ns values. With Ns = 6, the recognition rate of the 
proposed method is the highest. Concerning the ratios, no tendency can be seen for 
SVM, NNR and the proposed method; in particular, in case of the proposed method, all 
the ratios give 100%. 
Recognition tests of our proposed method for multiple persons’ manually extracted 
actions are conducted for 89 suture actions and 89 tying actions, as described in Section 
4.5.1 (1) (b), according to leave-one-out strategy. The average recognition rate for the 
nine persons with Ns = 6 is 98.88%. The recognition rates range between 95% and 100% 
for the nine persons. It can be said that the proposed method is robust also for different 
persons. 
4.5.4 Continuous Video Experiments 
In case of the non-extracted video sequence, a criterion for checking whether each 
action is correctly located and recognized is needed. Due to continuities of human 
actions, if recognized actions are located in correct temporal orders, the criterion should 
allow for temporal errors to some extent. Figure 4.14 shows examples of correct and 
wrong results. In case of “correct result”, the real and located two actions are temporally 
overlapped despite small temporal shifts, and the recognition results are correct; 
therefore, this result should be judged correct. There are five kinds of wrong results: (1) 
lost suture action, (2) lost tying action, (3) reversed order of suture and tying, (4) 
false-positive result of tying, and (5) false-positive result of suture. 
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Figure 4.14  Examples of correct and wrong results  
(Cited from Fig. 10 of author's journal [11]) 
Recognition results for non-extracted video sequences for one person are shown in 
Table 4.3 using the training and test data explained in Section 4.5.1 (2) (a).  
Table 4.3  Recognition rates for video sequence (one person)  
(Cited from Table 2 of author's journal [11]) 
Algorithm 
Significant Actions 
Suture Tying Average 
*
 
1 section + NNR + No judgment [31]
 
60% 100% 80% 
1 section + BP + No judgment [31] 80% 80% 80% 
6 sections + NNR+ No judgment 80% 90% 85% 
6 sections + BP + No judgment 90% 90% 90% 
6 sections + NNR + Judgment 92.5% 90% 91.25% 
6 sections + BP + Judgment [11] 95% 90% 92.5% 
* Average = Total correct number / Total test number × 100% 




As shown in Table 4.3, the proposed method achieves 92.5% for the average 
recognition rate. This rate is higher than the existing algorithm [31] without using 
section and also higher than using NNR. Table 4.3 also indicates that the judgment in 
Section 4.4.2 works well and that Ns = 6 gives better results. 
Recognition tests are conducted for non-extracted video sequences of the nine 
persons. The training and test data are explained in Section 4.5.1 (2) (b), and the results 
are shown in Table 4.4. The average recognition rate of the proposed algorithm with Ns 
= 6 and judgment is 91.7%. The average recognition rate is lower than that for the one 
person, but we can say that the recognition rate for the nine persons is high. 
Table 4.4  Recognition rates for video sequence (nine persons)  
(Cited from Table 3 of author's journal [11]) 
Algorithm 
Significant Actions 
Suture Tying Average 
*
 
1 section + NNR + No judgment [31]
 
68.52% 87.04% 77.78% 
1 section + BP + No judgment [31] 66.67% 87.04% 76.85% 
6 sections + NNR + No judgment 79.63% 85.19% 82.41% 
6 sections + BP + No judgment 83.33% 83.33% 83.33% 
6 sections + NNR + Judgment 90.74% 88.89% 89.81% 
6 sections + BP + Judgment [11] 94.44% 88.89% 91.67% 
* Average = Total correct number / Total test number × 100% 
 
According to test for statistical significance, p-value for the existing method [31] 
by using BP neural network (2nd row in Table 4.4) and the proposed method (6th row in 
Table 4.4) is 0.0364: i.e. statistical significant at an alpha level of 0.05. 
Two examples are shown in Figure 4.15 and Figure 4.16. Figure 4.15 shows a 
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"tying" action which are recognized by the proposed method, but cannot be recognized 
by the conventional method [31]. The reason is that during this action, there is a short 
part which is not "tying" and very similar to "suture" action. The conventional method 
calculates the histogram for the whole action, but the proposed method calculated the 
sub-histograms for each section of the action. 
 
Figure 4.15  Example 1 
Figure 4.16 shows a failure case. It could be found that the proposed method 
 78 Chapter 4  Recognition of Surgical Hand Action 
 
 
cannot recognize the action which is highly different from regular (average) actions. 
 
Figure 4.16  Example 2 
However, the proposed method cannot recognize actions in real time. For one 
section which includes 50 interest points, it needs about 38 seconds for computation. 
Even if parallel computation [85] is applied for increasing the speed, 16 seconds is 
necessary. How to improve the computation speed is one of the author's future works. 
4.6  Conclusions 
This chapter has proposed an algorithm for recognizing surgeons’ hand actions for 
suture surgery from surgical video sequences based on the SBoWS feature and BP 
neural network.  
Training procedure of the proposed algorithm builds a word list by clustering 
3D-SIFT descriptors at randomly selected points in all the training video sequences. 
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Then, the SBoWS feature of each training video is obtained by splicing each section’s 
sub-histogram that stores frequencies of the words, and is used to train the neural 
network.  
In the test procedure, the sliding window is shifted by section over a test video, and 
the SBoWS feature is computed at each of the sliding window’s positions (sections in 
the test video). The computed SBoWS features are inputted into the neural network so 
that the classification result at each section is obtained. Each section’s final 
classification result is obtained by judging consistencies of the classification results 
obtained at the sliding window’s positions that share that section. 
Recognition tests are conducted for actions manually extracted from surgical video 
sequences and for continuous surgical video sequences, where the two experiments are 
performed for data of one person and multiple persons. Experimental results are 
summarized as follows. 
(1) Manually extracted actions 
Recognition experiments for SVM, NNR and the proposed method for different 
section numbers are conducted for one person’s data. It turns out that the proposed 
method with six sections achieves 100% recognition rate. For nine persons’ data, the 
method achieves 98.9% recognition rate. 
(2) Continuous video sequences 
Recognition experiments for NNR and the proposed method are conducted for one 
person’s data. The proposed method achieves 92.5%, which is quite higher than NNR. 
The proposed method achieves 91.7% recognition rate for nine persons’ data. 
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Chapter 5  Early-recognition of Surgical 
Hand Action 
5.1  Introduction 
As mentioned in Section 1.1, the RSN had better recognize surgeons' hand action 
as early as possible. Early-recognition approaches, which only use the information of 
part of the whole action, recognize the action before the action ends. The differences 
between recognition and early-recognition approaches are shown in Table 5.1. 
Recognition approaches recognize the whole action accurately after it ends; therefore, 
the feature of the whole action is necessary. On the other hand, early-recognition 
approaches recognize the action before it ends; therefore, this kind of approaches need 
to analyze features of each frame. 
Table 5.1  Difference between recognition and early-recognition approaches 
 Recognition Early-recognition 
Purpose Recognize the whole action 
accurately 
Recognize the action as soon as 
possible 
Feature The feature of whole action The feature of each frame 
Time After the end of action Before the end of action 
 
In recent years, there are several existing research works for early-recognition, as 
mentioned in Section 1.2 and Section 2.2.1.2; however they are not suitable for the 
purpose of this thesis. The defects of the related works about early-recognition are 
shown in Section 1.2.3; thereby, here a short review is given. Davis et. al.'s method [36] 
and Schindler et. al.'s method [37] only treated basic simple actions; it is difficult to 
treat complicated actions such as surgical hand actions.  Masood et. al.'s method [38] 
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and Ellis et. al.'s method [39] used skeleton information from the whole body for early 
recognition, but it is difficult to extract detailed skeletons from the hand. Ryoo's method 
[40] cannot achieve early recognition of actions in continuous videos. Hoai et al.'s 
method [41] needs to collect both positive and negative data for the training procedure. 
It is difficult for negative data collection in surgeries, because the surgical video 
sequence includes complexities and wide variety. Furthermore, Hoai et al.’s method 
assumes that variations in each action are small during the duration from the beginning 
of that action to the point at which the early recognition result is obtained. Actions with 
quite large variations (as mentioned in Section 3.3) are difficult for Hoai et al.’s method. 
To deal with all of the requirements of the RSN and solve the above-mentioned 
problems, this thesis proposes an early-recognition method based on a new concept: 
"subaction". This thesis defines the “subaction” as a partial segment unique to that 
action: e.g. a subaction of action A does not appear in action B. Using subaction could 
improve robustness of the proposed method for early-recognition of surgical hand 
actions with large variations. Details of the proposed method are explained in Section 
5.2. 
The proposed method is shown by the block diagram in Figure 5.1. As shown in 
Figure 5.1, first, the hand area is extracted from the test video that uses the same 
algorithm with the hand action recognition method mentioned in Section 4.3.1. Then, 
the algorithm performs the two main modules: start point detection and early 
recognition. 




Figure 5.1  Flowchart of surgical hand action early recognition method 
(Rearranged from Fig. 4 of author's journal [12]) 
For start point detection (Section 5.3), a cascade histogram feature is obtained from 
the smallest distance function between the start part of each subactions' model (average 
of training data) and the test video within the sliding window. Then, candidate start 
points of subactions are detected by inputting the histogram feature within the sliding 
window at each location into the trained one-class SVM classifiers for subactions. 
Quasi-start points are obtained by screening the candidates.  
For action early recognition (Section 5.4), based on a dynamic matching result 
between the subaction model corresponding to the obtained quasi-start point and the test 
video sequence that starts from the quasi-start point, the probability that the test video 
corresponds to that subaction is computed at each time instance. If that probability 
exceeds the threshold, that subaction is recognized. By analyzing the results of the early 
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recognition of subactions, early recognition results of actions are obtained. 
One-class SVM classifier is applied for detecting start points because one-class 
SVM needs only positive training data which contain start points. For the 
early-recognition step, a training model is built using only positive data. This procedure 
does not need negative data, either. The first problem of Hoai et al.'s method might be 
solved. 
Subaction-based approach is used for solving the second problem of Hoai et al.’s 
method. Instead of detecting actions’ start points, the proposed method detects 
subactions’ (quasi-)start points so that if at least one subaction’s (quasi-)start point is 
detected, the action to which the subaction belongs can be early recognized, where 
“quasi-” is detailed in Section 5.3.  
The experimental result is shown in Section 5.5, and the conclusion is shown in 
Section 5.6. Table 5.2 lists all of the parameters in Chapter 5 with their definitions. 
Table 5.2  Parameter's list (Chapter 5) 
A* Probability Ath Threshold of probability 
Lt Final frame of test video D Difference between model and 
video 
d Frame ID of subaction model dend Length of subaction model 
F Feature vector f Optimum likelihood between 
subaction model and Q-video 
H,h Histogram k Action's ID 
LM Maximum duration between the first 
and second subactions 
L1 Maximum length of the training 
action data 
L2 Half of L1 M Number of training data 
m Training data's ID O Q-video 
R Subaction model S Smallest distance function 
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SW Number of frames s Subaction's ID 
T Feature vector from video segment t Time index 
u Unit time of Q-video uend Maximum length of Q-video 
W Similarity between subaction model 
and Q-video 
  Standard deviation for normal 
distribution 
 
5.2  Action and Subaction 
Depending on the complexity, human activities could be divided into multiple 
levels. In human life, people have many activities: surgeons’ surgeries are examples. It 
is very easy for humans to distinguish different activities; however, for robots it is a 
difficult task, because computers could not recognize high-level nonfigurative activities 
which composed of multiple simple actions [86] [87]. In general, most existing 
algorithms recognize high-level activities based on action recognition. For example, it is 
difficult to recognize activity "operating a surgery", but it is easy for computers to 
recognize actions such as "cutting the skin", "suturing the wound" or "tying a knot", 
which are parts of "surgery" activities. 
Then，how can such a simple action be recognized? As mentioned in Section 1.2, 
many kinds of features are applied for action recognition during the surgery [20] [21] 
[22] [23] [24] [25]. Section 3.2 describes the details of action "suture" and "tying" as 
follows: 
 Suture: the needle operated by the surgeon lets the suture thread get into the 
tissue on one side of the wound, get through the wound and get out of the 
other side. 
 Tying: the thread’s both ends, which extend from the skin surface, are tied so 
that the wound is stitched. 
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It can be said that, an action consists of multiple components which are unique to 
that action. In other words, the action can be divided into multiple partial segments 
unique to that action. These segments appear only in that action and not in other actions. 
For example, the segment in which the needle gets into the tissue is a unique to suture, 
and the segment in which the knot is tied is unique to tying.  
Because of the above-mentioned uniqueness, if the unique segments are recognized, 
the actions that they belong to also could be recognized. For example, if the segment 
"tying the knot" is recognized, it means the action "tying" is recognized. Likewise, the 
results of recognizing unique segments could be used for early-recognition of actions, 
without recognizing the whole actions.  
Furthermore, the relationship between unique segments which belong to same 
action also could be used for action recognition. Even if the recognition result of one 
segment is not accurate, the action to which to which the segment belongs still might be 
able to be recognized with a high probability by using the relationship between those 
segments. 
This chapter defines the above-mentioned unique segment as "subaction" which is 
a partial segment unique to that action: in other words, the segment appears only in 
that action, not in the other actions. Different from the "section" (Chapter 4), an action 
is divided into multiple subactions. 
 
Figure 5.2  Subactions of suture and tying  
(Cited from Fig. 2 of author's journal [12]) 
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As shown in Figure 5.2, suture and tying could be divided into two subactions, 
which are explained in Table 5.3, respectively. Action "suture" and "tying" are divided 
into two subactions respectively and their descriptions are shown in Table 5.3. Let us 
denote k and s as the identification (ID) number of an action (k = 1: suture, k=2: tying) 
and the ID number of a subaction (s=1 or 2); using these notations, a subaction can be 
specified as Subaction(k,s) as shown in Table 5.3. 
Table 5.3  Descriptions of actions and subactions 
ID/Action Description Subaction Description 
1. Suture 
Using forceps and 
needle-holder to suture the 
wound. 
(1,1) 
The needle operated by the 
surgeon lets suture thread 
get into the tissue on o.ne 
side of the wound. 
(1,2) 
The needle gets through the 
wound and get out of the 
other side. 
2. Tying Tying a knot. 
(2,1) 
Wrap the suture thread 
around the needle-holder 
twice. 
(2,2) 
Pull the thread tight and 
tying a knot. 
 
As mentioned before, Subaction(1,1) and Subaction(1,2) are unique to the action 
“suture” (k=1); therefore, they do not appear in other action. Similarly, Subaciton(2,1) 
and Subaction(2,2) are unique to “tying”(k=2). If at least one subaction is observed, 
then it can be judged that the action to which that subaction belongs occurs. Therefore, 
even if Subaction(k,1), which is the first (earlier) subaction of Action k, cannot be early 
recognized, the proposed method still can early recognize k if (k, 2), the second 
subaction of k, is early recognized. In other words, by performing early-recognition of 
subactions, actions could be early-recognized in a more reliable manner than directly 
early-recognize actions. 
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Figure 5.3  Temporal relationship between activities, actions and subactions in 
suture surgery  
(Rearranged from Fig. 3 of author's journal [12]) 
Figure 5.3 illustrates temporal relationship between activities, actions and 
subactions in single interrupting suture (upper in Figure 5.3) and running suture (lower 
in Figure 5.3). As can be seen in Figure 5.3, suture surgery is a human activity which is 
conducted by performing each action in the following order: disinfection→anesthesia→
washing→suture and tying→packing. Among those actions, the order of suture and 
tying differs, depending on types of suture surgeries. As mentioned in Section 3.1, in 
single interrupting suture, the set in which after suture is performed, tying is performed 
is repeated. For running suture, only a piece of thread is used; therefore, in continuous 
suture, between the two tyings at both ends, multiple sutures are repeated. If the type of 
suture surgery is decided, the order of suture and tying is also fixed. The RSN could 
early recognize the current action and predict the next action that surgeons will take. 
Each suture and tying include the above-mentioned two subactions, respectively. 
Furthermore, in each of action k, the order of subactions could not be reversed. 
5.3  Detecting Subactions' Quasi-start Points 
The flowchart of the start point detection is shown in Figure 5.4.  Start point 
detection consists of two modules: candidate-start point detection (Section 5.3.1) and 
quasi-start point obtaining (Section 5.3.2). Candidate-start point detection has training 
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procedure for building one-class SVM classifiers and detection procedure to detect 
candidate-start point of subactions by using the trained one-class SVM classifiers. The 
quasi-start points are obtained by screening the detected candidate-start points.  
 
Figure 5.4  Flowchart of subactions' quasi-start points detection  
(Rearranged from Fig. 5 of author's journal [12]) 
5.3.1 Subactions' Candidate-start Points Detection 
As mentioned in Section 2.3, subactions normally do not possess obvious start 
points. To deal with this issue, this thesis utilizes a learning based approach. As shown 
in Figure 5.4, the training procedure computes the feature of each training video’s start 
part, which includes the start point of the subaction, and builds one-class SVM 
classifiers used for detecting the start point by the detection procedure. This chapter 
uses one-class SVM classifier, because it needs only positive data, and does not need 
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negative data [88], where the positive data includes the start points of subactions, and 
the negative data does not include any start point. Actually, since there are very many 
kinds of video sequences that do not include any start point, the negative data has so 
wide variations that it is very difficult to collect a reasonable set of the negative data. 
Therefore, this chapter uses one-class SVM classifier, not normal SVM classifier [82], 
which needs both positive and negative data. As shown in Figure 5.4, the detection 
procedure shifts a sliding window over a test continuous video and computes the 
features at each location. Candidate start points are detected by using the trained 
one-class SVM classifiers. 
5.3.1.1 Training Procedure 
Let SW be the number of frames. The first SW frames of the subaction are defined 
as the "start part" of the subaction. In this thesis, the frame rate is 30 frame per second; 
since the lengths of most training actions range between 6 seconds and 20 seconds 
(average is 10 seconds), the start part of the subaction is defined as the first one second 
(30 frames) of the subaction: therefore, SW=30 frames. The start parts of the subactions 
are collected as the training data by extracting the start part of each collected training 
video sequence manually. 
As described in Section 5.2, since each of the two actions has the two subactions, 
training data for the four subactions are needed. For the start part of each training data, a 
bag-of-words feature based on 3D-SIFT descriptor [31] is applied, so that the feature 
vector   of each training data is obtained. Then, the model of Subaction(k,s) is 
computed by: 
           
 
    
   
       
                           (5.1) 
where      and   
   
 denote the number of the training data for Subaction(k,s) and the 
feature of the m
th
 training data in Subaction(k,s), respectively. 
Normally, feature differences between each training data and the model are used 
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for training one-class SVM classifiers, but simple feature vector difference does not 
work well, because the duration of the subaction in each training data is not constant. 
Therefore, to solve the above-mentioned problem, this thesis uses a cascade histogram 
of the smallest distance function between model and training/test data for start point 
detection [89].  
More specifically, the feature difference is computed by Eqs. (5.2) to (5.3). First, 
the difference between the model and a training data is computed by: 
  
                   
           
 
             , 
                                                           (5.2) 
        
           is the   feature obtained from the         to the     frame of 
the m
th
 training data in Subaction(k,s). The smallest distance between the m
th
 training 
data in Subaction(k,s) and the model of Subaction(k,s) is computed by the smallest 
distance function   
       for each t as follows. 
          
             
                             (5.3) 
where the value of r is changed as shown in Eq. (5.3). Then, to suppress the variation of 
  
      , the cascade histogram   
           which is obtained from   
       for the time 
interval [t1, t2] is computed by the recursive manner indicated by Eqs. (5.4) to (5.8). The 
recursion is initialized as follows. 
          
                  
              
                            (5.4) 
             
                         
         
                (5.5) 
             
                         
         
                (5.6) 
In Eq. (5.4), where the function “count (variable | condition)” outputs the number 
of satisfying the “condition” for the value range of the “variable”. After the initialization, 
the recursive computation is performed as follows. 
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            (5.7) 
where                                                             (5.8) 
In Eq. (5.7), note that   
           recursively replaces   
        
     
 
  and 
  
    
     
 
     in the right side by replacing t2 and t1 of   
           by 
     
 
, 
respectively; if necessary, another recursions are similarly performed. In this thesis, Eq. 
(5.7) recurred three times. 
As mentioned earlier, the cascade histogram obtained from a training data of a 
subaction are used to train the classifier for that subaction.  
In general, normal SVM classifier needs both positive and negative data as 
mentioned before. It is easy to collect positive data, but not always easy to collect 
negative data for training procedure. Most of the related research works randomly 
extracted video segments from their training video sequence as negative data. 
Accordingly, variations in their negative data are limited. Therefore, in case of surgical 
video sequences, which include complexities and wide variety, their random extraction 
strategy for negative data is not useful. It might be very difficult to collect enough 
negative data of surgical actions' start points. If the negative data is not enough, the 
performance of classifier might be affected. 
Compared with normal SVM classifier, one-class SVM [88] only needs positive 
data for training (Figure 5.5). This advantage could simplify data collection and 
improve the performance of start point detection as shown in our preliminary 
experiments (Section 5.5.2). 




Figure 5.5  Difference between normal SVM and one-class SVM 
Each subaction’s one-class SVM classifier is trained so that the output from that 
SVM is 1 if the input is the start part of that subaction, otherwise the output is -1. The 
relationship between training data and one-class SVM classifiers in comparison with 
normal SVM classifiers are shown in Figure 5.6. It could be found that one-class SVM 
only needs positive training data, which is far less than the normal SVM. 
 
Figure 5.6  Relationship between training data and classifiers 
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5.3.1.2 Detection Procedure  
As shown in Figure 5.7, a sliding window with the fixed length SW, which is same 
as that of the start part of the subaction, is shifted over the test video sequence by one 
frame and extracts the video segment within the sliding window at each location. In 
Figure 5.7, ①, ②, etc. denote the frame numbers, and the value "1" or "-1" is the 
output from one-class SVM for each frame.  
 
Figure 5.7  Detection procedure and candidate-start points screening  
(Double dotted rectangle: sliding window, ①②...: frame number, '1' and 
'-1':output of one-class SVM, circle: quasi-start point) 
(Cited from Fig. 6 of author's journal [12]) 
In the following, the extracted video segment within the sliding window is called 
the “SW-video”. Suppose that the sliding window is located from the    
   (  
         ; Lt: the final frame of the test video) frame to the           
   
frame of the test video (e.g. in Figure 5.7, SW = 5; thereby, the location (1) of the 
sliding window corresponds to frame ⑳ to ㉔). In the detection procedure, the feature 
computation is similar to that of the training procedure explained in Section 5.3.1.1.  
Suppose that          is the   feature obtained from the         to the     
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frame of the SW-video. Then, similar to the training procedure, the difference between 
the model of Subaction (k, s) and the SW-video is computed by  
                           
 
                          (5.9) 
The smallest distance between the model of Subaction (k, s) and the SW-video is 
computed by 
                     
                                   (5.10) 
Then, the initialization of computing the cascade histogram is as follows. 
                             
             
                            (5.11) 
               
                        
                      (5.12) 
               
                        
                      (5.13) 
              
        
     
 
         
     
 
            
             
          (5.14) 
The cascade histogram feature     of the sliding window is inputted into each of 
the one-class SVM classifiers. In the following, a one-class SVM classifier for 
Subaction(k,s) is denoted as Classifier(k,s), where k and s are specified such as 
Classifier(1,2) and Classifier(2,1). If one or more classifiers output 1, the    
   frame 
is detected as (a) candidate start point(s), and each detected candidate start point is 
stored with its specific (k, s). For example, in Figure 5.7, if Classifier(1,1) and 
Classifier(1,2) output 1 at the location (2) and location (1') respectively, frame ㉑ and 
frame ㉚ is detected as a candidate start point with (1,1) and (1,2) respectively. 
5.3.2 Obtaining Quasi-Start Points by Screening 
Candidate-start Points 
Detection results of candidate start points are classified into the following two 
types (Figure 5.7) and are processed as follows. 
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 Type 1 (yellow rectangle in Figure 5.7): Multiple candidate start points (the 
output from a classifier is 1) that are close to each other (the distance between 
two adjacent points is smaller than SW frames) in the time axis are detected 
and grouped. The candidate start points in one group are considered to 
correspond to one quasi-start point, because they represent the same start part 
of one subaction. The earliest point in each group is detected as the quasi-start 
point (circled “1” in Figure 5.7). 
 Type 2 (purple rectangle in Figure 5.7): One candidate start point is isolated; 
more specifically, there is only one candidate start point in SW frames. This 
detection result is considered as an invalid point, because the sliding window 
at adjacent locations should have similar features. Such an isolated point is 
removed. 
5.4  Early-recognition of Actions 
5.4.1 Basic Strategy 
The early-recognition of actions starts from the quasi-start points of subactions, not 
actions, because failures in detecting actions’ quasi-start points cause to fail in early 
recognition of those actions [56]. For solving this problem, this thesis exploits the 
property mentioned in Sections 5.2: one action consists of multiple subactions. Namely, 
if at least one subaction’s quasi-start point is detected, then the action to which the 
subaction(s) belong(s) is considered to occur. For example, even if the first subaction’s 
quasi-start point is not detected, if the second subaction’s quasi-start point is detected, 
the action to which the two subactions belong can be early recognized. 
The flowchart of the early recognition of actions is shown in Figure 5.8. In the 
following and Figure 5.8, the test video sequence that starts from the quasi-start point is 
called the “Q-video”. 




Figure 5.8  Flowchart of action early recognition  
(Rearranged from Fig. 7 of author's journal [12]) 
As shown in Figure 5.8, the Q-video and its       , which are obtained by Section 
5.3’s process, are inputted to this module. At unit time u, which is 30 frames in this 
thesis and starts from u = 1, the probability that the Q-video corresponds to 
Subaction        is computed; in the following, this probability is called 
“SA-probability”. Using the computed SA-probability, the probability that the Q-video 
corresponds to action    is computed; in the following, this probability is called 
“A-probability”.  
If the computed A-probability is larger than the threshold Ath,    is outputted as the 
early-recognition result; otherwise, at the next unit time (u = u+1), the above-mentioned 
processes are repeated till uend, which is the final unit time of the Q-video. If the 
A-probability does not exceed the threshold till uend (in other words, if 
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Subaction       is not early recognized), and if     has one more subaction to be early 
recognized, the Q-video that starts from the quasi-start point of that subaction is 
processed similarly. The details are shown as follows. 
5.4.2 Algorithm for Action Early Recognition 
5.4.2.1 Feature Computation and Training Procedure 
Bag-of-words feature by using 3D-SIFT descriptor [31] is used for the early 
recognition. Let    be the histogram of 3D-SIFT descriptors obtained from the initial 
time (time 1) to time t, and let        be                , where         is the time 
interval between t1 and t2. The source (e.g. video sequence) from which the histogram is 
computed is specified by                          where src is the identifier of the 
source. The subaction training data (video sequences) whose start parts are used for the 
training procedure for detecting subactions’ candidate start points (Section 5.3.1.1) are 
used for obtaining each subaction’s model (the feature histogram) as follows. 
       
     
 
    
      
    
    
   ,                            (5.15) 
where      denotes the model of Subaction (k, s),   
   
 denotes the m
th
 training data of 
Subaction(k,s), and dend is the (constant) number of frames of each of the subaction 
training data. Note that the subaction’s model is a set of dend feature histograms, which 
are computed by Eq. (5.15). An example of differences in the histograms at different 
frames is shown in Figure 5.9. 




Figure 5.9  An example of histograms change with frames 
As shown in Figure 5.9, the histograms reflect temporal change in the action. 
Therefore, using the different histograms obtained from different time instances could 
represent the trend of the action and makes early recognition possible before the action 
ends.  
5.4.2.2 Early-recognition Procedure 
As shown in Figure 5.8, first, the unit time u is initialized to u = 1. Then, the 
following processes that include the computations of the SA- and A-probabilities and 
comparison of the A-probability with the pre-determined threshold (from Eq. (5.16) to 
Eq. (5.20)) are performed for the Q-video with its       . As detailed below, if Eq. (5.20) 
is not satisfied, by incrementing u by 1, those processes are repeated. 
The similarity [40] between the subaction model at frame d and the Q-video at unit 
time u is computed as follows. 
                        





            
      
 σ
 
           (5.16) 





time in the Q-video;     
     is the histogram obtained from the 1st to dth frame of the 
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model of Subaction(k,s); σis the standard deviation for the normal distribution. 
Dynamic matching [40] is performed by using             
      to find the 
subaction model’s segment (time interval)          that matches the Q-video best at 
u as follows: 
               Δ  
          Δ                 Δ     
        (5.17) 
where           is the optimum likelihood between the subaction model at d and 
Q-video at u, and            . As shown in Eq. (5.17), the maximum value of 
                        Δ   
      between the 1st frame to dth frame is searched 
for each u, and the found maximum value is given to          . 
Using the           obtained by the dynamic matching, the SA-probability      
  
that the Q-video corresponds to Subcaction       is calculated by 
                     
  
   
                  
       
                        
      
                  (5.18) 
where P(u|d) is the conditional probability that if the frame of the model of the 
subaction is d, the length of Q-video's is u, and is assumed to obey Gaussian distribution 
(details in Section 5.5.2) whose mean and variance are the average and variance of the 
lengths of the training data.     
       is the joint probability that the subaction is (k,s), 
and its frame is d. 
If one frame of the Q-video is detected as the quasi-start points of multiple (k, s), 
then the (kmax, smax) that gives the largest SA-probability is chosen as           
 . 
Using the obtained SA-probability, the A-probability that the Q-video corresponds 
to action k is computed by 
                      
            
                          (5.19) 
In Eq. (5.19), if s= 1 or 2 (i.e., one subaction’s SA-probability has been computed), 
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the A-probability   
  of k and the SA-probability     
  of (k, s) are same. The case of s 
= 1 and 2 (i.e. the two subactions’ SA-probabilities have been computed) is explained 
below. 
Then, the following inequality is evaluated. 
                              
                               (5.20) 
where Ath is the threshold which is determined experimentally (Section 5.5.2). If the 
A-probability of    satisfies Eq. (5.20) (is larger than Ath), action     to which 
Subaction       belongs is early recognized. Suppose that Subaction(    ) is started at t1 
frame and Subaction(    2) is started at t2 frame, there are three cases of action early 
recognition, as shown in Figure 5.10. 
 
Figure 5.10  Subaction-based early recognition for action  
(Horizontal axis: frame, vertical axis: SA- and A- probability)  
(Cited from Fig. 8 of author's journal [12]) 
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 Case I.  =1, at u = u1, the A-probability   
  exceeds the threshold    , and 
action k is early recognized. In this case, s=2 does not need to be searched for. 
Instead, the quasi-start point of the next action is searched for from t1+ L1 
frame, where L1 is the maximum length of the training action data described 
in Section 5.3.1.1.  
 Case II.     and this subaction is the first early-recognized one, s=1’s 
quasi-start point is not detected, and at u2 in the Q-video starting from the 
quasi-start point of    ,   
  exceeds    . The quasi-start point of the next 
action is searched for from t2+ L2 frame, where L2 is the half of the maximum 
length of the training action data. 
 Case III. If Eq. (5.20) is not satisfied (  
  is smaller than    ), after u is 
incremented by 1, the processes starting from Eq. (5.16) are repeated. If the 
incremented u exceeds uend, the A-probability of the first subaction does not 
exceed    . Since there might be time interval between the first and second 
subactions, the quasi-start point of s=2 is searched for during the time interval 
                , which LM is the maximum duration between the first 
and second subactions. If the quasi-start point is found, then that Q-video, its 
(k, 2) and u = 1 are inputted to the processes starting from Eq. (5.16); 
otherwise, the process for the Q-video is terminated. In case of Case III, the 
SA-probabilities of s =1 and 2 are used for computing the A-probability 
according to Eq. (5.19). As shown in Figure 5.10, the SA-probabilities of s=1 
do not exceed Ath; therefore, s=2 needs to be searched for. In Eq. (5.19) the 
SA-probability at uend is used as     
 ,     
  is the SA-probability of 
Subaction(k,2). At u3,     
  is quite small; however,   
 , which is computed by 
using Eq. (5.19), is above the threshold Ath, and k is early recognized at u3. 
Otherwise the next action is searched for. 
If the above-mentioned processes reach the end of the test video sequence, the 
processes are terminated. 
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5.5  Experiments 
5.5.1 Experimental Data 
Experimental data were collected using nine subjects. The resolution of each frame 
is 320×240 pixels; the frame rate is 30 frames per second, and the length of most actions 
range between 200 and 600 frames. As mentioned in Section 4.3.1, all of the hand areas 
are extracted accurately. 
According to leave-one-out method, eight subjects’ data are used for training, and 
the remainder is for test. The length of training data is normalized to dend. Since some 
parameters need to be determined before the experiments, Section 5.5.2 conducts the 
preliminary experiments. 
5.5.2 Preliminary Experiments 
In this chapter, many parameters are used for the feature and probability 
computation. Among of them, the threshold of the probability (Ath (Eq. (5.20)) ) and 
length of actions (LM, L1, L2, dend, uend (Section 5.4.2.2)) are the most important 
parameters whose values greatly influence on the performance of the proposed method. 
The Gaussian distribution that fits to the length distribution of training data need to be 
found, so that the distribution of the test data is estimated. Based on the Gaussian 
distribution, the values of LM, L1, L2, dend, uend, etc. could be determined. The value of 
Ath is determined by experiments that change the threshold values. 
On the other hand, a comparative experiment for normal SVM and one-class SVM 
is also presented in this section. 
 Length of actions (LM, L1, L2, dend, uend, etc.) 
Training data are used to determine parameters' values. Figure 5.11 shows the 
original length distribution of training data. 
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Figure 5.11  Original length distribution of all training data  
(Horizontal axis: frame, vertical axis: number of training data) 
As shown in Figure 5.11, the length distribution is fitted by Gaussian distribution 
[90] whose average length ( ) of training data is 331 frames, and standard deviation ( ) 
is 150. Because of 95% data in the region [               ], it could be assumed 
that most of the actions ranges between 37 frames and 626 frames. Furthermore, the 
distance between the first subaction and second subaction is shorter than 120 frames. 
Because of action suture and tying consists of two subactions respectively, 
according to above data, the values of parameters are determined, as shown in Table 5.4. 
Table 5.4  Parameter values  
(Cited from Table 1 of author's journal [12]) 
SW 30 frame uend 10 unit time dend 300 frame 
L1 600 frame L2 300 frame LM 120 frame 
 
 Threshold of probability (Ath) 
Figure 5.12 shows an example of the SA-probability (    
 ) values of Subaction (2, 
1) for different progressive rates. Suppose that progressive rate = u/uT , where u is the 
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duration from the start of the (sub)action till the present, and uT is the entire duration of 
the (sub)action.  
 
Figure 5.12  Probability curve of one subaction  
(k: action ID, s: subaction ID) 
(Cited from Fig. 9 of author's journal [12]) 
At the progressive rate =0.1, all of the SA-probabilities     
 ,    
       
          
 are 
approximately 25%, while at 0.5,     
 is 68.4%, which is much higher than the other, 
incorrect subactions. However, value of Ath greatly influences on the recognition rate. 
For example in Figure 5.12, if Ath = 60%, then at the progressive rate = 0.5, the 
probability is higher than Ath and the action could be early recognized; if Ath = 70%, at 
0.5 the probability is lower than Ath and the action could not be early recognized. On the 
other hand, if Ath is too low, creditability of the proposed method might be lost. 
Therefore, this thesis evaluates the performance of the proposed early recognition using 
the following three evaluation values: recall (Eq. (5.21)), precision (Eq. (5.22)) and F1 
values (Eq. (5.23)). 
                    
              
                              
                    (5.21) 
                       
              
                              
                 (5.22) 
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                              (5.23) 
where true positive means that the actual actions are detected correctly, false negative 
means that the actual actions are not detected, false positive means the detected actions 
are not actual. 
Ath is determined by early recognizing randomly selected data and change the 
value of Ath to compare the above-mentioned three evaluation values. Figure 5.13 shows 
the results when the progressive rate is 0.7. 
 
Figure 5.13  Relationships between Ath and evaluation values (progressive rate 
=0.7)  
(Horizontal axis: threshold value, vertical axis: recall, precision and F1 value) 
As shown in Figure 5.13, as the threshold value of probability (Ath) increases, the 
recall value decreases, and the precision value increases. If Ath = 75%, the value of 
recall is 91.3% and precision is 92.3%, F1 achieves the maximum value 91.8%. 
Therefore, Ath = 75% is used in this thesis. 
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5.5.3 Start Part Detection Experiments 
Table 5.5 lists the rates for detecting quasi-start points of subactions and actions. 
Without using subactions [56], the average detection rate for actions' start point is 
93.5%. However, the proposed method achieves 98.9% for the average rate for 
detecting at least one subaction’s quasi-start point in each action. Also, this rate is 
higher than the average rate (91.8%) of detecting each subaction’s quasi-start point. Due 
to the high detection rate by the proposed method, it can be expected that the accuracy 
of the early recognition of actions can be high. 
Table 5.5  Rates for detecting quasi-start points (%)  
(Rearranged from Table 2 of author's journal [12]) 
Method Action Suture Tying 
Average 
Subaction 
Subaction ID (4,1) (4,2) (5,1) (5,2) 
Detection rate 95.7 76.1 97.8 100 91.8 
Detected at least one 
quasi-start point 
97.8 100 98.9 
Non-subaction Detection rate 95.7 91.3 93.5 
 
5.5.4 Action Early-recognition Experiments 
Table 5.6 lists the recall (Eq. (5.21)) rates of early recognition for the two actions: 
“suture” and “tying” as well as their average. Each of these three items include the 
recall rates by the proposed method [12], non-subaction method by using one-class 
SVM classifiers [56] and Ryoo's method [40] by using normal SVM classifiers [82]. 
Ryoo does not deal with early recognition of surgical hand actions, but this thesis 
implemented their method so that the recall rates are obtained. 
At the progressive rate = 0.7 or higher, the proposed method achieves the best 
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recall rates for “suture”, “tying” and “average” among the three methods: at the 
progressive rate=0.7, 89.1% for “suture”, 93.5% for “tying” and 91.3% for the average. 
According to test for statistical significance, p-value for the existing method [40] and 
the proposed method [12] is 0.0465 at progressive rate = 0.7: i.e. statistical significant at 
an alpha level of 0.05. 
Table 5.6  Recall rage comparison (%)  
(Cited from Table 3 of author's journal [12]) 
Progressive rate 0.3 0.5 0.7 0.9 1.0 
Suture 
Proposed [91] 60.9 67.4 89.1 95.7 95.7 
Non-subaction [51] 60.9 71.7 87.0 93.5 93.5 
Ryoo [45] 52.2 69.6 84.8 89.1 89.1 
Tying 
Proposed [91] 63.0 78.3 93.5 100.0 100.0 
Non-subaction [51] 65.2 76.1 80.4 87.0 87.0 
Ryoo [45] 47.8 60.9 69.6 71.7 78.3 
Averag
e 
Proposed [91] 62.0 72.8 91.3 97.8 97.8 
Non-subaction [51] 63.1 73.9 83.7 90.2 90.2 
Ryoo [45] 50.0 65.2 77.2 80.4 83.7 
 
Three examples are shown in Figure 5.14 to Figure 5.16. Figure 5.14 shows a 
"suture" action. The proposed method can early recognize this action, but the existing 
method [40] cannot. The reason is that subaction 1 of this action is significantly 
different from regular (average) actions, but subaction is very similar to regular actions. 
The existing method does not use the subaction for early recognition; therefore, since 
the start point of the action is not accurately detected, the early recognition fails. On the 
other hand, for the proposed method, even if the subaction 1 cannot be recognized, 
subaction 2 still can be early-recognized; then the action also could be recognized. 




Figure 5.14  Example 1 
Figure 5.15 shows a "tying" action. It could be found that in the subaction 1, the 
right hand is occluded by the left hand, and the probabilities of both the proposed 
method and existing method [40] are decreased. Because of this occlusion problem, the 
existing method cannot early recognize this action. However, even if the proposed 
method cannot recognize subaction 1, subaction 2 still can be early recognized. Finally, 
the action can be early recognized based on the action's probability which is calculated 
by using the probabilities of subaction 1 and subaction 2. 
Figure 5.16 shows a failure example. Similar to the failure example of the 
proposed recognition method (Chapter 4), subaction 1 and subaction 2 of this action are 
quite different from regular actions. Therefore, the proposed method cannot early 
recognize this action. 
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Figure 5.15  Example 2 
 
Figure 5.16  Example 3 
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As mentioned before, the average length of one action is about 10 seconds.  This 
indicates that at the point at which the proposed method early recognizes, the proposed 
method has sufficient time for preparing the next action. For example, if early 
recognition is done when 70% of the action is finished, 3 seconds are left; in general, 3 
seconds are enough for finding the correct surgical instruments for the next action and 
passing them to the surgeon. 
5.6  Conclusions 
This Chapter has proposed a method for early-recognition of suture surgical hand 
actions from continuous video sequences.  
Quasi-start points are obtained by screening the candidate start-points, which are 
obtained by inputting the cascade histogram feature of the test video within the sliding 
window into the trained one-class SVM for each subaction.  
The probability that the test video that starts from the quasi-start point of the 
subaction corresponds to that subaction is computed at each time instance. If the 
probability exceeds the threshold, the test video is early recognized as that subaction. 
By analyzing the subactions’ early-recognition results, the actions are early recognized.   
Experimental results are summarized as follows. 
(1) Start point detection. The proposed method achieves 98.9% for the average 
rate for detecting at least one subaction’s quasi-start point in each action. This rate is 
higher than the average rate (91.8%) of detecting each subaction’s quasi-start point as 
well as the average rate (93.5%) of detecting each action’s start point. The accuracy of 
detecting quasi-start points by the proposed method outperforms the other methods. 
(2) Action early recognition. The recall rate of the proposed method’s early 
recognition of actions almost exceeds 90% at the progressive rate = 0.7. This rate is 
better than other methods.   
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Chapter 6  Conclusions and Future Work 
6.1  Conclusions 
During surgeries, RSN's are expected to prepare the surgical instruments needed 
for the next surgical step to the surgeon by monitoring the field of the operation, without 
imposing extra burdens on the surgeon by letting the surgeon wear sensors, or letting the 
surgeon present hand gestures that correspond to commands to the RSN's. To achieve 
RSN's computer vision based technology that can automatically recognize the progress 
of surgical operations, this thesis has proposed a method that can recognize the suture 
surgery’s two steps (“suture” and “tying”) by analyzing a video sequence that captures 
the surgeon’s surgical hand actions, where the two steps cannot be discriminated simply 
by identifying the surgical instruments, because the two steps use the same instruments.  
Since time is very valuable in case of surgeries, RSN's should be able to prepare the 
medical instruments needed for the next step as early as possible. That is, the RSN's 
should be able to recognize the surgeon’s surgical hand actions before the actions end: 
in other words, the RSN's should be able to early-recognize the hand actions. 
The algorithms for the recognition and early-recognition methods proposed by 
Chapter 4 and Chapter 5 of this thesis respectively are described in the following.  
Experimental results that demonstrate the validity of the two methods are also 
summarized in the following. 
 Recognition of surgical hand actions 
The training procedure detects the hand area using color and foreground 
information in each frame of sample videos that contain one surgical hand action. Then, 
an improved SBoWS feature based on 3D-SIFT descriptor is computed in the detected 
hand area. The computed features are used for training the neural network. The test 
procedure shifts a sliding window is over the test video sequence. The hand area 
detection and feature computation are performed for the frames in the sliding window. 
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Finally, the computed features are input into the trained neural network for classification. 
The neural network outputs the recognition result. 
Experiments using manually extracted actions clarify that the proposed method 
achieves the recognition rate higher than 98%. For continuous video sequences, the 
proposed method achieves the recognition rate higher than 91%, which outperforms the 
conventional approaches. 
 Early-recognition of surgical hand actions 
Since information on the entire action cannot be used in case of early-recognition, 
subactions, which are temporal segments unique to each action, are to be 
early-recognized. The early recognition method proposed by this thesis consists of two 
modules: start point detection and action early recognition. The start point detection 
detects quasi-start points, which could correspond to real start points, of each subaction 
from the continuous video.  The probability that corresponds to the subaction of each 
video sequence that starts from the detected quasi-start point is calculated. At the point 
at which the probability exceeds the threshold, the subaction of the surgical hand action 
is judged be early recognized (before the action ends). 
The experimental results show that the recall rate of the proposed method almost 
exceeds 90% at the point at which the progress of the action is 70%. That means the 
proposed method has enough time for preparing surgical instruments for the next step. 
  
However, several issues are still remaining as follows. 
(1) Computation speed. Since the two proposed methods use the feature based on 
3D-SIFT descriptor, which requires much computation time, the speed of the methods is 
slow. 
(2) Better performance. The proposed methods both achieved the good recall 
rates; however, there still might be space for improvements. 
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(3) Other information. The proposed methods only use surgeons' hand action 
information. However, there still might be several information such as patient situation, 
surgical instruments, etc. 
(4) More complicated surgeries. Suture surgery is the most basic and simplest 
surgery. There still might be many more complicated surgeries that will be studied. 
According to the above four remained issues, Section 6.2 discusses this thesis’ 
future work. 
6.2  Future Work 
There is a long way to realize the RSN which could analyze and take actions 
automatically in real surgeries. As the first step, this thesis focuses on the most basic 
surgery suture surgery and recognizes surgical hand actions by only using video 
information for surgical instruments preparation. The proposed method also could be 
applied for surgical video analysis and computer teaching system etc. However, as 
described in Section 6.1, still several issues remaining.  
(1) Computation speed. 
In this thesis, 3D-SIFT descriptor is applied for feature computation. As we 
mentioned in Section 4.3.2.2, 3D-SIFT is a typical space-time local feature and has 
stronger robustness than 2D features [31]. However, low computation speed is one of its 
defects. For surgeries, RSN's need to recognize surgical actions in real time, therefore 
the 3D-SIFT descriptor computation needs to be speeded up.  
Parallel computation [85] might be one choice for accelerating as we mentioned in 
Section 4.5. GPU implementation [90], which is faster than CPU computation, is also a 
reasonable way. 
(2) Better performance. 
Surgery is related to human life; therefore, how to prove the accuracy and safety of 
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RSN's is the most important problem. The performance of the proposed methods needs 
to be improved. 
For the hand area detection, the proposed method could detect the whole hand area 
accurately. However, the details of hands (e.g. fingers, joints etc.) could not be located. 
Actually, using Kinect, which is also a non-contact type driver just similar to cameras, 
might be a good choice for detecting fingers and joints [48] [49]. If the fingers and 
joints of hands could be detected accurately, the pose of the hand and the trajectory of 
the finger also could be applied for feature extraction. However, as mentioned in 
Section 1.2, existing 3D hand model approaches [48] [49] could not solve the serious 
occlusion problem very well. How to detect more details of hands under serious 
occlusion is an important task for surgical hand action recognition. 
(3) Other information. 
Surgeons' hand action is used for judging progress of surgery in this thesis. 
However, besides hand action several information might be used for RSN's as this thesis 
mentions in Section 1.2. Surgical instrument, environment of OR, surgical situation, 
surgery contains so much complicated information. How to analyze all of the necessary 
information and their relationship is an important issue for RSN's. 
(4) More complicated surgeries. 
This thesis focuses on suture surgery, because suture is the most basic and simplest 
surgery. However, for practical application, the technology gap is still very large. The 
existing research works focus on different surgeries, such as tumor surgery [13], 
thoracoscopic surgery [27], endoscopic and laparoscopic surgery [17] [18] [19] [20] 
[21], open surgery [23], etc.. It seems that to develop a universal system for all kinds of 
surgeries is very difficult. Particular systems for different surgeries need to be 
developed respectively. 
At present, RNS's only simulate human nurses' activities and try to complete the 
mission like human nurses. However, as mentioned in Chapter 1, 15 years later, RSNs 
might outperform human nurses [7]. 
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Based on the big data processing, RSNs could analyze surgical information faster 
and more accurately. They could understand other members in the surgical team more 
correctly and take activities without human's commands even if they face the sudden 
accident. By updating experiences at any time, RSNs could learn new technology faster 
than human nurses. Furthermore, RSNs do not need time for rest. They could work 
throughout the surgical period and alleviate human's burden. 
 
In summary, along with the development of AI (Artificial Intelligence) technology, 
robot application becomes a notable topic in each field. RSN is a kind of medical robot 
and has expectant prospects of development。Considering the complexity and specificity, 
RSN's might not replace human nurses completely in a short time. However, it should 
be the research direction of future surgery. 
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