Abstract. We study the behavior of moduli of smoothness of splines s of order r with equally spaced knots fx i g, x i+1 ? x i = h. The main results are
1. Introduction and Main Results. Throughout this paper we denote by k k p the usual L p or`p norm, 1 p 1. Any norm is taken over the whole interval/range in consideration, and if there is any chance of confusion, it will be indicated in the notation, such as ksk p; a; b?mt] . Let t be the forward di erence operator de ned by t (f; x) := f(x + t) ? f(x), and let k t be de ned by Every spline s of order r on a; b] with interior knots fx i g n i=1 can be written as
Since our intent is to use s as an approximation of some function de ned on a; b], we restrict the B-spline sequence on the right-hand side of (1.3) to this interval, although it is de ned everywhere and supported on x 1?r ; x n+r?1 ]. We say two functions and are equivalent and write (1.4) if and only if C 1 C 2 ; where C 1 and C 2 are positive constants independent of the variables of and , and are called equivalence constants. One of the advantages of using B-splines is shown in the following theorem by C. de Boor (see 1] and 9] for p = 1 and 2] for 1 p < 1).
The theorem holds true on any interval, either nite or in nite. We only give the version on a nite interval a; b], the other versions can be obtained by modifying it in an obvious way. We now give our main results as two theorems whose proofs will be given in the next section. The rst theorem shows the quantities ! m (s; h) p ; h! m?1 (s 0 ; h) p ; : : :, are all equivalent, which generalizes Theorem A and, together with our second theorem, justi es the name mth discrete modulus of smoothness for j j j m cj j j p . ; t p t h j j j r cj j j p ; 0 j r ? 1;
and again they are all equivalent. Moreover, the equivalence constants in either case depend only on max(r; m).
Remarks.
(1) As Professor Ronald A. DeVore pointed out to the authors, a special case of (1.9) is known in one direction, that is, (1.10) ! r (s; t) p C t h j j j r cj j j p :
Refer to Theorems 6.44 and 6.49 of 9] for an inequality in general setting (but in a di erent form).
(2) The equivalence in (1.8) and (1.9) also holds for all t > h and comparable with h, see the end of the proof of Theorem 2. When t is large, however, ! will grow more slowly than the right-hand side which is a power of t, and there will be no equivalence any more. For example, s := N n?1;2 is supported on b ? h; b] where it increases linearly from 0 to 1. It is trivial to check !(s; 1) 1 = 1 and the right-hand side of (1.8) is now n=(b ? a) which depends on n. We should point out that (1.10), or more generally, (1.9) with replaced by , holds for any 0 t b ? a, (again see the proof).
(3) From (1.9) and (1.10), it is obvious that h ? j j j r cj j j p is equivalent to the seminorm of s in the generalized Lipschitz space Lip ( ; L p ).
As an application of our results, we point out that Theorem 2 implies the Bernstein type inequalities. From this and the direct theorem (Jackson inequality), one can readily obtain the following characterization of the approximation space for dyadic splines by a general approach (rf. Chapter 6 of 2]). For a direct proof, see 2] (univariate case) and 3] (multivariate case). 1] proved that for any f 2 C 0; 1] changing its sign a nite number of times, there exists a quadratic spline s n with n ? 1 equally spaced knots which is copositive with f and satis es kf ? s n k 1 C 0 ! 2 (f; 1=n) 1 . By the corollary, one sees immediately from this that !(s 0 n ; 1=n) 1 CC 0 n! 2 (f; 1=n) 1 and ks 00 n k 1 CC 0 n 2 ! 2 (f; 1=n) 1 , the former of which is needed in proving the polynomial counterpart of this result (`transplanting'). In fact, in order to do this they used the special case of Theorem 1 mentioned above. ; 1=n) p ; and (1.12) now follows from Theorem 1 immediately.
As another application we assert that the result on convex spline approximation in 4] is the best in the sense that one can not replace the upper error bound ! 3 (f; 1=n) by ! 4 (f; 1=n): Theorem 4. There is no constant C independent of n such that for any convex function f 2 C 0; 1] there exist convex splines s n of order r with n ? 1 equally spaced knots satisfying (1.13) kf ? s n k 1 C! 4 (f; 1=n) 1 ; n = 1; 2; : : :: Proof. We denote k k := k k 1 . Suppose, toward a contradiction, there is a C such that for any convex function f 2 C 0; 1] there exist splines s n of order r with n ? 1 equally spaced knots satisfying (1.13). Therefore r 4 and s n 2 W approach is the same as that in [4] [5] , but used in a negative direction toward a contradiction. This is what we mean by`transplantation'. In a forthcoming paper 6], we will use this approach again to show that the best 1 order of copositive spline and polynomial approximation is ! 3 (f; 1=n) 1 . It is the power of Theorem 1 that enables us to raise the order from ! 2 (a result in 5]) to ! 3 with a shorter proof.
Remark. The conclusion of Theorem 4 holds true for any spline sequence fs n g C 2 0; 1] such that ! 2 (s 00 n ; 1=n) 1 is majorized by n 2 ! 4 (f; 1=n) 1 . In fact, it holds for any sequence of functions fg n g C where the fact that P is a polynomial of degree < r has been used in the second step and (1.2) used in the last. We denote the B-splines in ( 
