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Let P be a probability distribution on Rd (equipped with an Euclidean norm | · |). Let r > 0 and
let (αn)n≥1 be an (asymptotically) L
r(P )-optimal sequence of n-quantizers. We investigate the
asymptotic behavior of the maximal radius sequence induced by the sequence (αn)n≥1 defined for
every n≥ 1 by ρ(αn) = max{|a|, a ∈ αn}. When card(supp(P )) is infinite, the maximal radius
sequence goes to sup{|x|, x ∈ supp(P )} as n goes to infinity. We then give the exact rate of
convergence for two classes of distributions with unbounded support: distributions with hyper-
exponential tails and distributions with polynomial tails. In the one-dimensional setting, a sharp
rate and constant are provided for distributions with hyper-exponential tails.
Keywords: distribution tail; function with regular variation; maximal radius of a quantizer;
optimal quantization; Zador theorem
1. Introduction
The aim of this paper (which is a part of the second author’s Ph.D. thesis [19]) is to
provide some precise upper and lower bounds for the radius of a sequence of quantizers
of an Rd-valued random vector. Our motivation is that it is a first attempt toward the
elucidation of the geometric structure of an optimal quantizer in higher dimension.
Quantization has become an important field of information theory since the early
1940’s. Nowadays, it plays an important role in digital signal processing (DSP), the basis
of many areas of technology, from mobile phones to modems and multimedia PCs. In
DSP, vector quantization is the process of approximating a continuous range of values or
a very large set of discrete values by a relatively small set of discrete values. A common
use of quantization is the conversion of a continuous signal into a digital signal. This is
performed in analog-to-digital converters with a given quantization level.
Recently, optimal vector quantization has become a promising tool in numerical prob-
ability: it is an efficient method to produce grids optimally fitted to the distribution of
a random vector X . This leads to some cubature formulas that may approximate either
expectations (see [14]) or, more significantly, conditional expectations (see [17]). This
This is an electronic reprint of the original article published by the ISI/BS in Bernoulli,
2012, Vol. 18, No. 1, 360–389. This reprint differs from the original in pagination and
typographic detail.
1350-7265 c© 2012 ISI/BS
2 G. Page`s and A. Sagna
ability to approximate conditional expectations is the key property called upon in the
quantization-based numerical schemes used to solve some problems arising in finance,
including optimal stopping problems (pricing and hedging American-style options, see
[1, 2]), the pricing of swing options (see [3, 4]), stochastic control problems (see [7, 16])
for portfolio management and nonlinear filtering (see [15, 18]). Other applications, like
some new schemes for the discretization of Zakai and McKean–Vlasov equations, have
also been investigated (see [10]).
At this stage, we need to recall some basic facts on optimal quantization. At this level
of generality, we just assume that Rd is endowed with a norm | · |, possibly not Euclidean.
Let X ∈ Lr(Ω,A,P) be an Rd-valued random vector with distribution P = PX . The
Lr(P )-optimal quantization problem at level n for X consists in finding the best approx-
imation of X by q(X) for the Lr(P)-norm, where q is a Borel function taking at most n
values. This leads to the following minimization problem:
inf{‖X − q(X)‖r, q :R
d Borel−→ Rd, card(q(Rd))≤ n},
where card(α) stands for the cardinality of α. The solution, en,r(X), of the previous prob-
lem is called the Lr-optimal mean quantization error induced byX (at level n). Note that,
in fact, en,r(X) only depends on the distribution of X so that we will occasionally use
the notation en,r(P ). However, for every Borel function q :R
d→ α, α⊂Rd, card(α)≤ n,
we have
|X − q(X)| ≥ d(X,α) := min
a∈α
|X − a| P-a.s.
Consider α⊂Rd with card(α)≤ n (called an n-quantizer). Let (Ca(α))a∈α be a Voronoi
partition of Rd (with respect to the norm | · |), that is, a Borel partition of Rd satisfying
for every a ∈ α,
Ca(α)⊂
{
x ∈Rd: |x− a|=min
b∈α
|x− b|
}
and let X̂α =
∑
a∈α a1{X∈Ca(α)}. Then X̂
α is a projection on α following the nearest
neighbor rule and satisfying |X − X̂α|= d(X,α) so that one also has
en,r(X) = inf
α⊂Rd
card(α)≤n
(∫
Rd
d(x,α)rP (dx)
)1/r
(1.1)
= inf{(E|X − X̂α|r)1/r, α⊂Rd, card(α)≤ n}.
For every n≥ 1, the infimum in (1.1) holds as a (finite) minimum attained by (at least)
one so-called Lr(P )-optimal n-quantizer α⋆ (see, e.g., [14], Proposition 11 or [11], The-
orem 4.1), also called, especially when dealing with numerical applications, the optimal
n-grid. A sequence of n-quantizers (αn)n≥1 is L
r(P )-optimal if, for every n ≥ 1, αn is
Lr(P )-optimal. A sequence (αn)n≥1 is asymptotically L
r(P )-optimal if∫
Rd
d(x,αn)
rP (dx) = ern,r(X) + o(e
r
n,r(X)) as n→∞
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(f(x) = o(g(x)), as x→∞, if f(x) = ǫ(x)g(x) with limx→∞ ǫ(x) = 0 for two R-valued
functions f and g). Moreover, the Lr(P )-optimal mean quantization error en,r(X) de-
creases to 0 as n goes to infinity. As soon as X has a finite r′-moment for some r′ > r,
its rate of convergence to 0 is ruled by the so-called Zador theorem.
Theorem 1.1 (Zador theorem, see [6, 11, 21]). Let X ∈ Lr
′
(P) for an r′ > 0, with
distribution P = fλd + Ps (where Ps denotes the singular part of P with respect to λd).
Then,
∀r ∈ (0, r′) lim
n
nr/d(en,r(P ))
r =Qr(P ), (1.2)
where
Qr(P ) = Jr,d
(∫
Rd
fd/(d+r)dλd
)(d+r)/d
= Jr,d‖f‖d/(d+r) ∈ [0,+∞), (1.3)
with
Jr,d = inf
n≥1
nr/dern,r(U([0,1]
d)) ∈ (0,+∞)
and U([0,1]d) stands for the uniform distribution on [0,1]d.
Note that E|X |r
′
< +∞ implies ‖f‖d/(d+r) < +∞ and that Jr,d depends upon the
norm | · | on Rd.
Let us come back to our topic of interest, that is, the asymptotic behavior of the radii
of a sequence (αn)n≥1 of L
r-optimal quantizers. The maximal radius (or simply radius)
ρ(α) of a quantizer α⊂Rd is defined by
ρ(α) =max{|a|, a∈ α}.
In a one-dimensional setting (d= 1), one can define the one-sided (right) radius of α by
removing absolute values in the above definition. The one-sided left radius is defined as
the opposite of the right radius of −α viewed as a quantizer of −X .
From now on, | · | will denote an Euclidean norm on Rd, except where explicitly stated
otherwise. Except in ambiguous cases, we will denote (ρn)n≥1 for the sequence (ρ(αn))n≥1
of radii of (αn)n≥1.
We will first show that, if the support of P , denoted supp(P ), is unbounded, then
limn→+∞ ρn =+∞ (when d= 1, the sequence of one-sided right radii goes to infinity as
soon as sup supp(P ) = +∞). The key inequalities to get the upper and lower estimates
of the maximal radius sequence are provided in Theorems 3.2 and 4.2. In these theorems,
we point out the close connection between the asymptotics of ρn and the generalized
survival function of X defined on R+ := [0,+∞) by F¯r(ξ) = E(|X |r1{|X|>ξ}). The regular
variation index will play an important role since we elucidate the asymptotic behaviour
of ρn (or logρn) from the asymptotic behavior of the function − log F¯r as a regularly
varying function. We present below two typical results obtained for important families of
(essentially radial) distributions: a sharp rate for logρn for distributions with polynomial
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tails and an exact rate for ρn for distributions with hyper-exponential tails (also made
sharp when d= 1 and r ≥ 1).
Theorem 1.2. Let P = fλd.
(a) Polynomial tail. If there exists K > 0, β ∈ R, c > r + d and a real number A > 0
such that
∀x ∈Rd |x| ≥A =⇒ f(x) =K
(log|x|)β
|x|c
,
then
lim
n
logρn
logn
=
1
c− r− d
r+ d
d
.
(b) Hyper-exponential tail. If there exists K > 0, κ, ϑ > 0, c ∈ R and a real number
A> 0 such that
∀x ∈Rd |x| ≥A =⇒ f(x) =K|x|ce−ϑ|x|
κ
,
then
ϑ−1/κ
(
1 +
r
d
)1/κ
≤ lim inf
n
ρn
(logn)1/κ
≤ lim sup
n
ρn
(logn)1/κ
≤ 2ϑ−1/κ
(
1+
r
d
)1/κ
.
Furthermore, if d= 1 and r ≥ 1,
lim
n
ρn
(logn)1/κ
= ϑ−1/κ(1 + r)1/κ.
(c) If f has a one-sided polynomial or hyper-exponential tail, say on R+, then the
maximal radius sequence satisfies the above asymptotic bounds.
Remarks.
• Note that the Euclidean norm appearing in the statement of the above theorem
needs to be the one used to define the radius and the distance between the random vector
and the quantizer. If X has a N (0, Id) distribution, this norm is the canonical one. As
concerns the N (0,Σ) distribution, the “reference” Euclidean norm is | · |Σ−1 induced by
the inverse Σ−1 (|x|2Σ−1 := x
′Σ−1x for a (column) vector x ∈Rd with x′ standing for the
transpose of x). To derive asymptotic bounds from such results for the radius measured
in the canonical Euclidean norm one needs to use the strong equivalence of the norms,
namely 1λΣ,max | · | ≤ | · |Σ−1 ≤
1
λΣ,min
| · |, where λΣ,max and λΣ,min are the maximum and
the minimum eigenvalues of Σ, respectively.
• Note that as concerns asymptotic lower estimates, we propose in Section 4.2 an
alternative approach based on random quantization.
The paper is organized as follows. We first give, as a preliminary result, the limit of the
maximal radius for distributions supported by a set of infinite cardinality. Section 2 is
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devoted to the upper estimate of the maximal radius based on the asymptotic estimates
of survival functions of X . Section 3 is devoted to the lower limit where our results are
obtained by two different methods – one still based on survival functions and one based
on mean random quantization. In both cases, we strongly rely on recent results obtained
in [12] about the Ls-behaviour of Lr-optimal quantizers when r < s < r+ d.
Notation (additional). For every r ≥ 0, we define Lr+(P) =
⋃
ε>0L
r+ε(P) and the
generalized r-survival function F¯r(ξ) = E(|X |
r1{|X|>ξ}) of a random vector X ∈ L
r(P).
Note that F¯r is defined on R+ and takes values in [0,E|X |r]. F¯0 is the regular survival
function denoted F¯ .
Let A⊂Rd. A will stand for its closure, ∂A for its boundary, Conv(A) for its convex
hull,
◦
A for its interior and Ac for its complement. [x] will denote the integer part of
an x ∈ R. B(x, r), r > 0, will denote the open ball with center x ∈ Rd and radius r ≥ 0
and d(x,A) the distance of x to the set A⊂Rd. For x, y ∈Rd, (x|y) will denote the inner
product of x and y with respect to the specified Euclidean norm and for two real-valued
functions f and g, f(x) = O(g(x)) as x→∞ if there is a positive real constant C such
that |f(x)| ≤C|g(x)|, for all large enough x.
2. A first preliminary result
As a first necessary step we elucidate the connections between the asymptotics of the
maximal radius sequence and the “supremum” of the support of the distribution P .
Proposition 2.1. (a) Let | · | be an arbitrary norm on Rd and X ∈ Lr(P). Let (αn)n≥1
be a sequence of n-quantizers such that
∫
Rd
d(x,αn)
rP (dx)→ 0 as n→+∞. Then,
lim inf
n
ρn ≥ sup{|x|, x ∈ supp(P )}. (2.1)
(b) Suppose that | · | is an Euclidean norm on Rd. If card(supp(P )) = +∞, then for
any Lr(P )-optimal sequence of n-quantizers (αn)n≥1
lim
n
ρn = sup
n≥1
ρn = sup{|x|, x ∈ supp(P )}. (2.2)
Proof. (a) Let x ∈ supp(P ) and let ε > 0. For every n≥ 1,
‖d(X,αn)‖r ≥ ‖d(X,B(0, ρn))‖r (since αn ⊂B(0, ρn))
≥ ‖d(X,B(0, ρn))1{X∈B(x,ε)}‖r
≥ d(B(x, ε),B(0, ρn))P(X ∈B(x, ε))
1/r
.
Consequently, d(B(x,2ε),B(0, ρn)) = 0 for large enough n since ‖d(X,αn)‖r→ 0 so that
|x| − 2ε≤ ρn, which eventually implies lim infn ρn ≥ |x|.
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(b) We will show first that if α is an Lr-optimal quantizer at level n and if
card(supp(P ))≥ n, then
α⊂Conv(supp(P )) and ρn ≤ sup{|x|, x ∈ supp(P )}. (2.3)
Note first that if α is Lr-optimal at level n, then card(α) = n since card(supp(P )) ≥ n
(see [14], Proposition 11 or [11], Theorem 4.1). Now, suppose that there exists a ∈ α ∩
(Conv(supp(P )))c and set
α′ = (α\{a})∪ {Π(a)},
where Π denotes the projection on the non-empty closed convex set Conv(supp(P )). The
projection is 1-Lipschitz (see, e.g., [13], Chapter III, page 116) and X is P-a.s. supp(P )-
valued, hence
d(X,a)≥ d(Π(X),Π(a))
P-a.s.
= d(X,Π(a)). (2.4)
It follows that
d(X,α)≥ d(X,α′) P-a.s.
Since α is Lr(P )-optimal at level n and card(α′)≤ card(α) = n,
E(d(X,α′)r) = E(d(X,α)r)
so that the following two statements hold:
• d(X,α′) = d(X,α) P-a.s.
• Π(a) /∈ α\{a} since α′ is Lr(P )-optimal (which implies that card(α′) = n).
On the other hand, it follows from equation (2.4) that
(a−Π(a)|X −Π(a))≤ 0 P-a.s.
Consequently
|X − a|2 − |X −Π(a)|2 = 2(Π(a)− a|X −Π(a)) + |a−Π(a)|2
≥ |a−Π(a)|2 > 0 P-a.s.
since a /∈Conv(supp(P )). As a consequence
d(X,α′)< d(X,α) P-a.s. on {X ∈
◦
CΠ(a)(α
′)},
where
◦
CΠ(a)(α
′) = {ξ ∈Rd, d(ξ,Π(a))< d(ξ,α\{a})} since the norm is Euclidean.
This implies that P(X ∈
◦
CΠ(a)(α
′)) = 0; if so, α′ \ {Π(a)} = α \ {a} would clearly be
optimal at level n (since d(X,α) = d(X,α \ {a}) a.s.) with a cardinality equal to n− 1,
which is impossible since en,r(X) decreases (strictly) to 0 (see again [11, 14]). Hence
α⊂Conv(supp(P )).
Maximal radius of quantizers 7
Now, let us prove that ρn ≤ sup{|x|, x ∈ supp(P )}. Note first that this assertion is
obvious if supp(P ) is unbounded. Otherwise, if supp(P ) is bounded, then it is com-
pact and so is Conv(supp(P )). Let x0 ∈Conv(supp(P )) be such that |x0|= sup{|x|, x ∈
Conv(supp(P ))}. Thus
x0 = λ0ξ1 + (1− λ0)ξ2, ξ1, ξ2 ∈ supp(P )
and λ 7→ |λξ1+(1−λ)ξ2| is convex so that it attains its maximum at λ= 0 or λ= 1. Con-
sequently x0 ∈ supp(P ). Hence ρn ≤ sup{|x|, x ∈ supp(P )}, which, combined with (2.1),
yields the conclusion. 
Remark. Note that (b) follows from the fact that if α is an Lr-optimal quantizer at
level n, then
α⊂Conv(supp(P )) (2.5)
as soon as card(supp(P ))≥ n. But this result holds true only for Euclidean norms on Rd.
For an arbitrary norm, this assertion may fail. A counterexample is given with the l∞-
norm in [11], page 25.
Before dealing with the general case we give two examples of distributions (exponential
and Pareto) for which the sharp convergence rate of the maximal radius sequence can be
easily derived from semi-closed forms established in [9] for their Lr-optimal quantizers.
⊲ Exponential distribution. Let r > 0 and let P be an exponential distribution with
parameter λ> 0. Then
ρn =
r+1
λ
logn+
Cr
λ
+O
(
1
n
)
, (2.6)
where Cr is a real constant depending only on r.
⊲ Pareto distribution. Let r > 0 and let P be a Pareto distribution with index γ > r.
Then,
ρn =Krn
(r+1)/(γ−r)
(
1 +O
(
1
n
))
, (2.7)
where Kr is a positive real constant depending only on r.
A short proof of these results is given in the Appendix. These rates will be useful to
validate the asymptotic rates obtained by other approaches.
3. Asymptotic upper bounds for the radius
We investigate in this section the upper rate of convergence of (ρn) to infinity. We next
give some definitions and some hypotheses that will be useful later on.
Let (αn)n≥1 be an L
r(P )-optimal sequence of quantizers at level n. For every n≥ 1,
we denote by M(αn) the set of points in αn for which the maximal norm is reached,
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namely,
M(αn) =
{
a ∈ αn such that |a|=max
b∈αn
|b|
}
.
We will need the following (light) assumption on the distribution P :
(H)≡ ∃x0 ∈R
d,∃ε0 > 0,∃r0 > 0 such that P (dx)≥ ε01B(x0,r0)(x)λd(dx),
which means that P is locally lower bounded as a measure by the Lebesgue measure on
a ball. This assumption holds as soon as P has a density f , bounded away from 0 on
a non-empty open set.
In order to get a sharp estimate for ρn for one-dimensional distributions with hyper-
exponential tails, we will need the following more technical assumption (for r ∈ [1,+∞)):
(Gr) ≡ P = f · λ1, where f > 0 is non-increasing to 0 on [A,+∞), non-decreasing
from 0 on (−∞,−A] for some real constant A≥ 0 and
lim
|y|→+∞
∫ +∞
1
(u− 1)r−1
f(uy)
f(y)
du= 0. (3.1)
Such an assumption is clearly satisfied by distributions with hyper-exponential tails, that
is, of the form f(x) =K|x|ce−ϑ|x|
κ
, |x|>A> 0, ϑ,κ > 0, c ∈R. Indeed, such a density f
is non-increasing outside a compact interval and we have∫ +∞
1
(u− 1)r−1
f(uy)
f(y)
du= y−c
∫ +∞
1
(u− 1)r−1uce−ϑy
κ(uκ−1) du
y→+∞
−→ 0
by the Lebesgue convergence theorem. A one-sided version of condition (Gr) can be
stated by restricting f on [A,+∞) or (−∞,−A] for some A≥ 0.
3.1. Main results on asymptotic upper bounds
The main result of this section, stated below, makes the connection between the asymp-
totic behaviour of ρn and that of its survival function (through some asymptotic “semi-
inverse” of − log F¯r or − log F¯r(e)), where F¯r(ξ) = E(|X |r1{|X|>ξ}) denotes the general-
ized survival function.
First we need to briefly recall some background on inverse function and regular varia-
tions.
It is clear that the function F¯r is non-increasing and goes to 0 as ξ→+∞ (provided
E|X |r < +∞). Consequently, ξ 7→ − log F¯r(ξ) is monotone non-decreasing and goes to
+∞ as ξ goes to +∞.
It is well known that if a function f defined on (0,+∞) is non-decreasing to +∞, its
generalized inverse function f← defined for every y > 0 by
f←(y) = inf{ξ > 0, f(ξ)≥ y} (3.2)
is non-decreasing to +∞. If, furthermore (see [5], Theorem 1.5.12.), f is regularly varying
(at +∞) with index 1/δ, δ > 0 (i.e., for every t > 0, f(tξ)f(ξ) → t
1/δ as ξ→+∞), then there
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exists a function ψ, regularly varying with index δ and satisfying
lim
ξ→+∞
ψ(f(ξ))
ξ
= lim
y→+∞
f(ψ(y))
y
= 1. (3.3)
Such a function ψ is called an asymptotic inverse of f . It is neither necessarily increasing
nor continuous. Moreover, ψ is unique up to asymptotic equivalence at +∞ and f← is one
version of ψ. (By asymptotic equivalence (at +∞), we mean f ∼ g if limx→+∞
f(x)
g(x) = 1.)
We show in the theorem below how to derive from the regularly varying property of
a function ψr with upper bounds (− log F¯r)← or (− log F¯r(e))← an asymptotic upper
estimate for ρn or log(ρn).
Theorem 3.1. Let r > 0 and let X ∈ Lr(P) with distribution P having an unbounded
support and satisfying (H). Let (αn)n≥1 be an L
r(P )-optimal sequence of n-quantizers.
(a) If ψr is a non-decreasing function, regularly varying with index δ and
lim
ξ→+∞
ψr(− log F¯r(eξ))
ξ
≥ 1, (3.4)
then
lim sup
n
logρn
ψr(logn)
≤
(
1 +
r
d
)δ
. (3.5)
If − log F¯r(e
) has regular variation of index 1/δ then (3.5) holds with ψr = (− log F¯r(e
))←.
(b) If ψr is a non-decreasing function, regularly varying with index δ and
lim
ξ→+∞
ψr(− log F¯r(ξ))
ξ
≥ 1, (3.6)
then
lim sup
n
ρn
ψr(logn)
≤ cr,d
(
1 +
r
d
)δ
, (3.7)
where cr,d = 1 if d = 1, r ≥ 1 and (Gr) holds and cr,d = 2 otherwise. In particular, if
− log F¯r has regular variation with index 1/δ, then (3.7) holds with ψr = (− log F¯r)←.
Further comments on the choice of ψr. As we will show further on, claim (a) is devoted
to distributions with polynomial tails whereas claim (b) will be applied to distributions
with hyper-exponential tails. Note that for distributions with exponential tails, the func-
tion ψr in (b) can be chosen independently of r (see the proof of Corollary 3.1). Also note
that if − log F¯r (resp., − log F¯r(e)) is measurable, locally bounded and regularly varying
with index 1/δ, δ > 0, then its generalized inverse function φr (resp., Φr) is measurable
increasing to +∞, regularly varying with index δ and φr(− log F¯r(x)) = x+ o(x) (resp.,
Φr(− log F¯r(ex)) = x+ o(x)). Consequently, inequality (3.7) (resp., (3.5)) holds with φr
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(resp., Φr) in place of ψr. However, φr (resp., Φr) is, in general, not easy to compute and
the examples below show that it is often easier to directly exhibit a function ψr satisfying
the announced hypotheses without inducing any asymptotic loss of accuracy.
The above theorem is a consequence of the following more abstract result, which con-
nects ρn and the generalized functions F¯r .
Theorem 3.2. Let r > 0 and let X ∈ Lr(P) with a distribution P having an unbounded
support and satisfying (H). Let (αn)n≥1 be an L
r(P )-optimal sequence of n-quantizers.
Then,
lim
ε↓0
lim inf
n
(
n1+r/dF¯r
(
ρn
cr,d + ε
))
≥Cr,d ∈ (0,∞), (3.8)
where cr,d is defined in Theorem 3.1.
We will temporarily admit this result to prove Theorem 3.1.
Proof of Theorem 3.1. (a) It follows from (3.8) that, for every ε > 0, there is a positive
real constant Cr,d,ε such that n
−(d+r)/dCr,d,ε ≤ F¯r(
ρn
cr,d+ε
). Therefore, one has
r+ d
d
logn− log(Cr,d,ε)≥− log F¯r
(
ρn
cr,d + ε
)
.
Combining the fact that ψr is non-decreasing with assumption (3.4) yields
ψr
(
r+ d
d
logn− log(Cr,d,ε)
)
≥ ψr
(
− log F¯r
(
ρn
cr,d + ε
))
≥ logρn − log(cr,d + ε) + o(logρn).
Moreover, dividing by ψr(logn) (which is positive for large enough n) yields
logρn
ψr(logn)
≤
(
1−
log(cr,d + ε)
logρn
+
o(logρn)
logρn
)−1
ψr(((r + d)/d) logn− log(Cr,d,ε))
ψr(logn)
.
Owing to the regularly varying hypothesis on ψr and the fact that limn ρn =+∞ (which
follows from Proposition 2.1), we have
limsup
n
logρn
ψr(logn)
≤
(
1 +
r
d
)δ
.
(b) As previously, one derives from (3.6) and from the non-decreasing hypothesis on ψr
that
ψr
(
r+ d
d
logn− log(Cr,d,ε)
)
≥ ψr
(
− log F¯r
(
ρn
cr,d + ε
))
≥
ρn
cr,d + ε
+ o(ρn).
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It follows that
ρn
ψr(logn)
≤ (cr,d + ε)
(
1+
o(ρn)
ρn
)−1
ψr(((r + d)/d) logn− log(Cr,d,ε))
ψr(logn)
.
The regularly varying hypothesis on ψr and the fact that limn ρn =+∞ yields
∀ε > 0 limsup
n
ρn
ψr(logn)
≤ (cr,d + ε)
(
r+ d
d
)δ
.
The result follows by letting ε→ 0. 
Now we pass to the proof of Theorem 3.2, which is based on the following two lemmas.
Lemma 3.1. Let r > 0 and let X ∈ Lr(P) with a distribution P on Rd having an un-
bounded support. Let (αn)n≥1 be a sequence of n-quantizers, such that Ed(X,αn)
r → 0.
Then,
∀ε > 0,∃nε such that ∀n≥ nε,∀a∈M(αn),∀y ∈Ca(αn) |y| ≥
ρn
cr,d + ε
, (3.9)
where cr,d is defined in Theorem 3.1.
Proof. Step 1. Let r > 0 and let d≥ 1. Since Ed(X,αn)r→ 0 as n→+∞, the following
asymptotic density property of (αn) in the support of P holds:
∀ε > 0,∀x ∈ supp(P ),∃nε,x ∈N,∀n≥ nε,x B(x, ε) ∩αn 6=∅. (3.10)
Otherwise, there exists x ∈ supp(P ), ε > 0 and a subsequence (αnk)k≥1 so that ∀k ≥ 1,
B(x, ε)∩ αnk =∅. Then, for every k ≥ 1,
‖d(X,αnk)‖r ≥ ‖d(X,αnk)1X∈B(x,ε/2)‖r ≥
ε
2
P (B(x, ε/2))
1/r
> 0,
which contradicts the fact that ‖d(X,αn)‖r→ 0 as n→+∞.
Assume first that 0∈ supp(P ). Let ε > 0 and a ∈M(αn). There exists an N1 ∈N such
that B(0, ε)∩ αn 6=∅ for every n≥N1. Now ρn→+∞ implies the existence of N
′
1 ∈N,
N ′1 ≥N1 such that B(0, ε)∩ (αn\M(αn)) 6=∅ for n≥N
′
1.
Let n≥N ′1 and let b ∈B(0, ε)∩ (αn\M(αn)). For every y ∈Ca(αn), we have |y− b|
2 ≥
|y− a|2, so that
2(y|a− b)≥ |a|2 − |b|2 = ρ2n − |b|
2 ≥ 0.
Now, if |y||a− b| ≥ (y|a− b), then,
|y||a− b| ≥
(ρn + |b|)(ρn − |b|)
2
.
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Moreover, 0< |a− b| ≤ |a|+ |b|= ρn + |b|. One finally gets
|y| ≥
ρn − |b|
2
≥
ρn − ε
2
.
Since ρn→ +∞, then |y| ≥
ρn
2+ε as soon as n≥max(N
′
1,N2), with N2 such that ρN2 ≥
2+ ε.
If 0 /∈ supp(P ), we show likewise that |y| ≥ ρn−|x0|−ε2 , where x0 ∈ supp(P ) is fixed.
This implies the announced result since ρn→+∞.
Step 2. Suppose that d = 1, r ≥ 1 and (Gr) holds. First, we use the well-known fact
(see, e.g., [11], Lemma 4.10 or [14], Proposition 9) that the Lr-distortion function
α= (α1, . . . , αn) 7−→D
X
n,r(α) =E
(
min
i=1,...,n
|X −αi|
r
)
is differentiable at any codebook α ∈ (Rd)n having pairwise distinct components and that
∇DXn,r(α) = r
(∫
Ci(α)
(αi − u)|u− αi|
r−2f(u) du
)
1≤i≤n
. (3.11)
An optimal Lr-quantizer α= {α1, . . . , αn} at level n for P = fλ1 has full size n so that
∇DXn,r(α) = 0. (3.12)
Note that for any (ordered) quantizer αn = {x
(n)
1 , . . . , x
(n)
n }, x
(n)
1 < · · ·< x
(n)
n at level n,
its Voronoi partition is given by
C1(αn) = (−∞, x
(n)
1/2], Cn(αn) = (x
(n)
n−1/2,+∞),
Ci(αn) = (x
(n)
i−1/2, x
(n)
i+1/2], i= 2, . . . , n− 1,
with x
(n)
i±1/2 =
x
(n)
i +x
(n)
i±1
2 . We will focus on the one-sided setting by considering
ρn = ρ
+
n := max{x,x ∈ α}.
All results on ρ−n := max{−x,x ∈ α} follow by considering −X instead of X . Finally, one
will conclude by noting that the bi-sided radius is given by ρn =max(ρ
+
n , ρ
−
n ).
Let αn = {x
(n)
1 , . . . , x
(n)
n } with x
(n)
1 < · · ·< x
(n)
n and suppose that (up to a subsequence)
x
(n)
n−1
x
(n)
n
→ ρ < 1.
Let ε > 0 such that ρ + ε < 1. We have for large enough n,
x
(n)
n−1
x
(n)
n
< ρ + ε < 1 or,
equivalently,
x
(n)
n−1 + x
(n)
n
2
< x(n)n
1 + ρ+ ε
2
. (3.13)
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Let ρ′ be such that 0< ρ′ < 1−(ρ+ε)2 , that is,
1+ρ+ε
2 < 1− ρ
′ < 1. It follows from (3.13)
that ∫ x(n)n
(x
(n)
n−1+x
(n)
n )/2
(
1−
u
x
(n)
n
)r−1
f(u) du ≥
∫ x(n)n (1−ρ′)
x
(n)
n (1+ρ+ε)/2
(
1−
u
x
(n)
n
)r−1
f(u) du
≥ (ρ′)r−1
∫ x(n)n (1−ρ′)
x
(n)
n (1+ρ+ε)/2
f(u) du (3.14)
≥ ρ′′x(n)n f(cn)
with ρ′′ = (ρ′)r−1(12 − ρ
′ − ρ+ε2 ) > 0 and cn ∈ (x
(n)
n (1 + ρ + ε)/2, x
(n)
n (1 − ρ′)). On the
other hand, since we have
1
x
(n)
n f(x
(n)
n )
∫ +∞
x
(n)
n
(
u
x
(n)
n
− 1
)r−1
f(u) du=
∫ +∞
1
(u− 1)r−1
f(ux
(n)
n )
f(x
(n)
n )
du,
it follows from assumption (Gr) that
lim
n
1
x
(n)
n f(x
(n)
n )
∫ +∞
x
(n)
n
(
u
x
(n)
n
− 1
)r−1
f(u) du= 0.
Consequently, for large enough n,
1
x
(n)
n f(x
(n)
n )
∫ +∞
x
(n)
n
(
u
x
(n)
n
− 1
)r−1
f(u) du< ρ′′
so that using (3.14) and the fact that f is non-increasing in [A,+∞) and A< cn < x
(n)
n
for large enough n, one gets∫ +∞
x
(n)
n
(
u
x
(n)
n
− 1
)r−1
f(u) du < ρ′′x(n)n f(x
(n)
n )
≤ ρ′′x(n)n f(cn)≤
∫ x(n)n
(x
(n)
n−1+x
(n)
n )/2
(
1−
u
x
(n)
n
)r−1
f(u) du.
This leads to a contradiction since the Lr-stationary equation (3.12) implies in particular∫ x(n)n
(x
(n)
n−1+x
(n)
n )/2
(
1−
u
x
(n)
n
)r−1
f(u) du=
∫ +∞
x
(n)
n
(
u
x
(n)
n
− 1
)r−1
f(u) du.
We therefore have shown that limn
x(n)n
x
(n)
n−1
= 1. It follows that
∀ε > 0,∃nε such that ∀n≥ nε x
(n)
n < (1 + ε)x
(n)
n−1.
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Thus, one completes the proof by noting that
∀y ∈Ca(αn), a ∈M(αn) ρn = x
(n)
n < (1 + ε)x
(n)
n−1 < (1 + ε)y. 
Lemma 3.2. Let r > 0 and let X ∈ Lr(P) with distribution P satisfying (H). Let (αn)n≥1
be a sequence of Lr-optimal n-quantizers of the distribution P . Then for large enough n,
ern,r(X)− e
r
n+1,r(X)≥Cr,dn
−(r+d)/d, (3.15)
with
Cr,d =
r
2(r+d)(d+ r)
(
d
d+ r
)d/r
ε0
1 + ε0
Qd+r(U(B¯(x0, r0/2))), (3.16)
where U(B¯(x0,
r0
2 )) stands for the uniform distribution on the closed ball B¯(x0,
r0
2 ), the
constants ε0, x0, r0 come from assumption (H) and Qd+r is defined by (1.3) in Zador’s
theorem.
Proof. Step 1. Let y ∈ Rd. We temporarily set δn = d(y,αn) and may assume δn > 0.
Following the lines of the proof of Theorem 2 in [12], we have for every x ∈ B(y, δn/2)
and a ∈ αn,
|x− a| ≥ |y− a| − |x− a| ≥ δn/2
and hence
d(x,αn)≥ δn/2≥ |x− y|, x ∈B(y, δn/2).
It follows, by setting βn = αn ∪ {y}, that d(x,αn) ≥ d(x,βn) and d(x,βn) = |x− y|, x ∈
B(y, δn/2). Consequently for every b ∈ (0,1/2),
ern,r(X)− e
r
n+1,r(X) ≥
∫
B(y,δnb)
(d(x,αn)
r − d(x,βn)
r)P (dx)
=
∫
B(y,δnb)
(d(x,αn)
r − |x− y|r)P (dx)
≥
∫
B(y,δnb)
((δn/2)
r − (δnb)
r)P (dx)
= (2−r − br)δrnP (B(y, δnb)).
Step 2. This step is the core of our proof. Let x0 and r0 be as in (H). For every
y ∈ B¯(x0,
r0
2 ),
ern,r(X)− e
r
n+1,r(X) ≥ (2
−r − br)δrnP
(
B
(
y,min
(
bδn,
r0
2
)))
≥ (2−r − br)δrnε0min
(
(bδn)
d,
(
r0
2
)d)
.
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We know from [8] that, as soon as d(x,αn)→ 0 as n→∞ in Lr(P ), the convergence will
hold uniformly on compact sets as well. In particular, we have
sup
y∈B¯(x0,r0/2)
d(y,αn)→ 0
so that there exists N(x0, r0) ∈N such that for every n≥N(x0, r0),
sup
y∈B¯(x0,r0/2)
d(y,αn)≤
r0
2
.
Consequently
ern,r(X)− e
r
n+1,r(X)≥ (2
−r − br)bdd(y,αn)
d+rε01{y∈B¯(x0,r0/2)}.
It follows that
ern,r(X)− e
r
n+1,r(X)≥ (2
−r − br)ε0b
d
∫
B¯(x0,r0/2)
d(y,αn)
d+r λd(dy)
λd(B¯(x0, r0/2))
≥ (2−r − br)bdε0λd(B¯(x0, r0/2))e
r+d
n,r+d(U(B¯(x0, r0/2))),
where we used in the last inequality the fact that αn is suboptimal for the uniform
distribution over B¯(x0,
r0
2 ). As a consequence,
ern,r(X)− e
r
n+1,r(X)≥ (2
−r − br)bdε0e
r+d
n,r+d(U(B¯(x0, r0/2))).
Finally, one completes the proof by noting that, for large enough n≥N(x0, r0),
ern,r(X)− e
r
n+1,r(X)≥ sup
b∈(0,1/2)
((2−r − br)bd)
ε0
1 + ε0
Qd+r(U(B¯(x0, r0/2)))n
−(d+r)/d.

Now we are in position to complete the proof of Theorem 3.2.
Proof of Theorem 3.2. Let a ∈M(αn) and ε > 0. We have,
ern−1,r(X) = E|X − X̂
αn−1 |r ≤ E|X − X̂αn\{a}|
r
since αn−1 is L
r-optimal at level n− 1. Hence
E|X − X̂αn\{a}|
r
= E(|X − X̂αn |r1{X∈Cca(αn)}) +E
(
min
b∈αn\{a}
|X − b|r1{X∈Ca(αn)}
)
≤ ern,r(X) +E
(
min
b∈αn\{a}
(|X |+ |b|)r1{X∈Ca(αn)}
)
.
It follows from Lemma 3.1 that, for every ε > 0, there exists nε ∈N such that for every
n≥ nε, |X |>
ρn
cr,d+ε
, on the event {X ∈Ca(αn)}. Consequently, for all b ∈ αn\{a}, |b| ≤
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|a|= ρn < (cr,d + ε)|X |. Hence,
ern−1,r(X)− e
r
n,r(X)≤ (cr,d + 1+ ε)
r
E(|X |r1{|X|>ρn/(cr,d+ε)}).
Lemma 3.2 yields for large enough n (since (n− 1)−(r+d)/d ∼ n−(r+d)/d as n→+∞),
(1 + ε)−1Cr,dn
−(r+d)/d ≤ (cr,d + 1+ ε)
r
E(|X |r1{|X|>ρn/(cr,d+ε)})
so that for every ε > 0,
lim inf
n
(
n(r+d)/dF¯r
(
ρn
cr,d + ε
))
≥
Cr,d
(cr,d + 1+ ε)r(1 + ε)
.
Letting ε→ 0 yields the statement (3.8). 
3.2. Applications to distributions with polynomial and
hyper-exponential tails
We next give an explicit asymptotic upper bound for the convergence rate of the maximal
radius sequence by making the function ψr explicit. These bounds are derived in terms
of the rate of decay of the generalized survival function F¯r .
Proposition 3.1. Let r > 0 and let X ∈ Lr+(P) with distribution P having an un-
bounded support and satisfying (H). Suppose that (αn)n≥1 is an L
r-optimal sequence of
n-quantizers for X.
(a) Polynomial tail. Set
ζ⋆ = sup
{
ζ > 0, lim sup
ξ→+∞
ξζ−rF¯r(ξ)<+∞
}
= sup{ζ > r,E|X |ζ <+∞}. (3.17)
Then ζ⋆ ∈ (r,+∞] and
lim sup
n
logρn
logn
≤
1
ζ⋆ − r
r+ d
d
. (3.18)
(b) Hyper-exponential tail. Assume there exists κ > 0 such that e|X|
κ
∈ L0+(P). Set
θ⋆ = sup
{
θ > 0, lim sup
ξ→+∞
eθξ
κ
F¯r(ξ)<+∞
}
= sup{θ > 0,Eeθ|X|
κ
<+∞}. (3.19)
Then θ⋆ ∈ (0,+∞] and
lim sup
n
ρn
(logn)1/κ
≤ cr,d
(
r+ d
dθ⋆
)1/κ
. (3.20)
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Remark 3.1. If X ∈
⋂
r>0L
r(P), then ζ⋆ =+∞ and, consequently, limn→+∞
logρn
logn = 0.
This confirms that this asymptotics is not the significant one for distributions with hyper-
exponential tails.
Proof of Proposition 3.1. The equalities in (3.19) and (3.17) are elementary.
(a) Let ζ ∈ (r, ζ⋆). We have
E(|X |r1{|X|>ξ}) = E(|X |
r1{1<ξ−ζ+r|X|ζ−r})
≤ ξ−ζ+rE|X |ζ .
Then − log F¯r(ξ) ≥ (ζ − r) log ξ + C, C ∈ R, so that by setting ψr(ξ) =
ξ
ζ−r , it follows
from Theorem 3.1(a) that
limsup
n
logρn
logn
≤
1
ζ − r
r+ d
d
.
Letting ζ go to ζ⋆ yields the assertion (3.18).
(b) Let θ ∈ (0, θ⋆). We have
E(|X |r1{|X|>ξ}) = E(|X |
r1{eθ|X|κ>eθξκ})≤ e
−θξκ
E(|X |reθ|X|
κ
).
Now, the right-hand side of this last inequality is finite because if θ′ ∈ (θ, θ⋆), there
exists a positive constant Cθ,θ′ such that, for every ξ ∈Rd, |ξ|reθ|ξ|
κ
≤ 1+Cθ,θ′eθ
′|ξ|κ . As
a consequence,
− log F¯r(ξ)≥ θξ
κ +Cθ,X , Cθ,X ∈R.
Let ψθ(y) = (
y
θ )
1/κ. As a function of y, ψθ is continuous increasing to +∞, regularly
varying with index δ = 1κ and we have
ψθ(− log F¯r(ξ))≥
(
ξκ +
CX
θ
)1/κ
= ξ +o(ξ) as ξ→+∞.
It follows from Theorem 3.1(b) that, for every θ ∈ (0, θ⋆),
limsup
n
ρn
(logn)1/κ
≤ cr,d
(
d+ r
dθ
)1/κ
.
Letting θ→ θ⋆ completes the proof.

We now give more explicit results for two wide classes of density functions in Rd:
the distributions with polynomial tails and hyper-exponential tails which, among others,
include the Pareto, Gaussian, Weibull, gamma and double-sided gamma distributions,
respectively.
Corollary 3.1. (a) If the density f of X satisfies
lim sup
|x|→+∞
|x|cf(x)<+∞ for some c > r+ d, (3.21)
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then X ∈Lr+(P) and
ζ⋆ ≥ c− d and lim sup
n
logρn
logn
≤
1
c− d− r
r+ d
d
. (3.22)
(b) If the density of X satisfies
lim sup
|x|→+∞
logf(x)
|x|κ
=−ϑ< 0 for some κ > 0, (3.23)
then X ∈Lr+(P) and
θ⋆ ≥ ϑ and lim sup
n
ρn
(logn)1/κ
≤
cr,d
ϑ1/κ
(
1 +
r
d
)1/κ
. (3.24)
Proof. (a) Let A, B > 0 such that for every x with |x| ≥B, f(x)≤ A|x|c . Then, as soon
as ξ ≥B,
F¯r(ξ) =E(|X |
r1{|X|≥ξ})≤A
∫
{|x|≥ξ}
|x|r
dx
|x|c
=AdVd det(S)
ξr+d−c
r+ d− c
,
where Vd denotes the hyper-volume of the unit Euclidean ball of R
d and |x|2 =t xSx. As
a consequence, for any ζ < c− d and any ξ ≥B,
ξζ−rF r(ξ)≤AdVd det(S)
ξr+d−c
r+ d− c
so that limξ→∞ξ
ζ−rF¯r(ξ) = 0, that is, ζ
⋆ ≥ c− d by Proposition 3.1(a).
(b) It follows from the assumption that, for every η ∈ (0, ϑ/3), there exists B > 0 such
that, for every x with |x| ≥B, f(x)≤ e−(ϑ−η)|x|
κ
. Hence, as soon as ξ ≥B,
F¯r(ξ) = E(|X |
r1{|X|≥ξ})
≤
∫
{|x|≥ξ}
|x|re−(ϑ−η)|x|
κ
dx
= dVd det(S)
∫
{u≥ξ}
ur+d−1e−(ϑ−η)u
κ
du
so that
e(ϑ−3η)ξ
κ
F¯r(ξ)≤ dVd det(S)e
−ηξκ
∫
{u≥B}
ur+d−1e−ηu
κ
du.
Consequently, θ⋆ ≥ ϑ− 3η and letting η go to 0 shows that θ⋆ ≥ ϑ, which completes the
proof. 
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4. Lower estimate and asymptotic rates
In this section we study the asymptotic lower estimate of the maximal radius sequence
(ρn)n≥1 induced by an L
r-optimal sequence of n-quantizers. First we introduce the family
of the (r, s)-distributions, which will play a crucial role to obtain the sharp lower estimate
of the maximal radius sequence.
Let r > 0 and let s > r. Since the Lr-norm is increasing, it is clear that, for ev-
ery s ≤ r, any Lr-optimal sequence of quantizers (αn)n≥1 is Ls-rate optimal, that is,
limsupn n
1/d‖X − X̂αn‖s <+∞.
But if s > r (and X ∈ Ls(P)), this asymptotic rate optimality usually fails. This is
always the case when s > r+ d and X has a probability distribution f satisfying λd(f >
0) = +∞, as pointed out in [12], Corollaries 3 and 4. It is established in [20] that some
linear transformation of the Lr-optimal quantizers (αn) makes it possible to overcome the
critical exponent r+ d; that is, one can always construct an Ls-rate-optimal sequence of
quantizers up to an affine transformation of the Lr-optimal sequence of quantizers (αn).
However, there are many (usual) distributions for which Ls-rate optimality does hold
for every s ∈ [r, r+ d). This leads to the following definition.
Definition 4.1. Let r > 0 and ν ∈ (0, d). A random vector X ∈Lr+(P) has an (r, r+ν)-
distribution if any Lr-optimal sequence (αn)n≥1 is L
r+ν-rate optimal, that is,
lim sup
n
n1/d‖X − X̂αn‖r+ν <+∞.
Note that if X has an (r, r+ ν)-distribution, then X ∈Lr+ν(P). A necessary condition
for a distribution P with density f to have an (r, r+ ν)-distribution is (see [12]):∫
Rd
f(x)−(r+ν)/(d+r)P (dx)<+∞. (4.1)
For ν ∈ (0, d), criterions that imply that X has an (r, r + ν)-distribution have been
provided in [12]. We mention two of them below.
Proposition 4.1 (Radial tail). Let r > 0 and let X ∈Lr+(P) with distribution P = fλd
having an unbounded support that is the intersection of finitely many half-spaces.
(a) Suppose f has a radial tail, that is, there exists a norm N(·) on Rd and R0 ∈R+
such that
f = h(N(·)) on BN(·)(0,R0)
c, where h : [R0,+∞)→R+ is a decreasing function. (4.2)
Let ν ∈ (0, d). If ∫
Rd
f(ρx)−(r+ν)/(r+d)P (dx)<+∞ for some ρ > 1, (4.3)
then X has an (r, r+ ν)-distribution.
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(b) Assume d= 1. If supp(P )⊂ [A0,+∞) for some A ∈R, f|(R0,+∞) is decreasing for
R0 ≥ A0 and, if, furthermore, assumption (4.3) holds for some ρ > 1, then X has an
(r, r+ ν)-distribution.
The following proposition works for distributions with non-radial tails.
Proposition 4.2. Let r > 0 and let X ∈ Lr+(P) with distribution P = fλd having a con-
vex (unbounded) support. Assume that f satisfies the following local decay control assump-
tion: There exist real numbers ε≥ 0, η ∈ (0,1), M , K > 0 such that
∀x, y ∈ supp(P ), |x| ≥M, |y− x| ≤ η|x| =⇒ f(y)≥Kf(x)1+ε. (4.4)
Let ν ∈ (0, d). If ∫
Rd
f(x)−(r+ν)(1+ε)/(r+d)P (dx)<+∞, (4.5)
then X has an (r, r+ ν)-distribution.
It follows from Proposition 4.1 that the Gaussian, Weibull and gamma distributions
are all (r, r + ν)-distributions for every ν ∈ (0, d). The Pareto distribution with index
γ > r has an (r, r+ ν)-distribution if and only if ν ∈ (0, γ−rγ+1 ).
More generally, if a distribution P = fλd is supported by a convex subset C of R
d such
that
f(x) = e−g(x)
κ
, g :C→R+, Lipschitz continuous, κ > 0,
or
f(x) =
1
g(x)c
, g :C→R+, Lipschitz continuous, g ≥ ε0 on B(0,M)
c, c > d,
then P satisfies the local decay control criterion (4.4) of Proposition 4.2 for arbitrarily
small positive ε and ε= 0, respectively.
Now, suppose that X has an (r, r+ ν)-distribution for some ν ∈ (0, d) and set
ν⋆X := sup{ν > 0 s.t. X has an (r, r+ ν)-distribution} ∈ [0, d].
Note that X ∈Lr+ν(P) for every ν ∈ (0, ν⋆X) and that
{ν > 0 s.t. X has an (r, r+ ν)-distribution}= (0, ν⋆X) or (0, ν
⋆
X ].
When {ν > 0 s.t. X has an (r, r+ ν)-distribution}=∅, we set
ν⋆X = 0
+ with the convention [0,0+) = {0}.
This convention is consistent with the Zador theorem satisfied by X ∈ Lr+(P). Note
that ν⋆X may be lower than d, as is the case for the Pareto distribution.
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We present below two different approaches to derive the asymptotic lower bound. The
first one is based on tail estimates and involves the generalized survival functions F¯r like
for the upper estimate. The second one is based on a new connection with mean random
quantization.
4.1. Distribution tail approach
4.1.1. General results on asymptotic lower bounds
The main result of this section is the theorem below, which connects the asymptotic
lower estimate for ρn with the regularly varying property of “the” asymptotic inverse of
− log F¯r (or one of its lower bound).
Theorem 4.1. Let r > 0 and let X ∈ Lr+(P) be an Rd-valued random variable with
distribution P having an unbounded support. Let (αn)n≥1 be an L
r(P )-optimal sequence
of n-quantizers.
(a) Let ν ∈ [0, ν⋆X). If there is a non-decreasing function ψr,ν going to +∞ as x→+∞,
regularly varying with index δ and satisfying
lim sup
ξ→+∞
ψr,ν(− log F¯r+ν(eξ))
ξ
≤ 1, (4.6)
then
lim inf
n
logρn
ψr,ν(logn)
≥
(
r+ ν
d
)δ
. (4.7)
In particular, if − log F¯r+ν(ex) has regular variation with index 1/δ, then (4.7) holds with
ψr,ν(x) = (− log F¯r+ν(ex))←.
(b) If ψ is a non-decreasing function going to +∞ as x→+∞, regularly varying with
index δ and satisfying
lim sup
ξ→+∞
ψ(− log F¯ (ξ))
ξ
≤ 1, (4.8)
then
lim inf
n
ρn
ψ(logn)
≥
(
r+ ν⋆X
d
)δ
. (4.9)
If − log F¯ has regular variation of index 1/δ, then (4.9) holds with ψ = (− log F¯ )←.
Similar to the upper limit, one may note that for distribution with exponential tails,
the function ψ does not depend on r and ν even if in assumption (4.8) we take the
generalized survival function F¯r+ν instead of the regular survival function F¯ . However,
for distributions with polynomial tails like the Pareto distribution, the function ψr,ν
in (4.6) may depend on r and consideration of the standard survival function F¯ in place
of F¯r+ν would lead to a less accurate lower bound.
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As for the upper limit, this result essentially relies on a more abstract result that
connects ρn and the (generalized) survival functions F¯r .
Theorem 4.2. Let r > 0 and let X ∈ Lr+(P) be an Rd-valued random variable with
distribution P . Let (αn)n≥1 be an L
r(P )-optimal sequence of n-quantizers. For every
ν ∈ [0, ν⋆X), the following statements hold:
(a) limsup
n
sup
c>0
(cr+νn(r+ν)/dF¯ (ρn + c))<+∞. (4.10)
(b) limsup
n
sup
u>1
((1− 1/u)r+νn(r+ν)/dF¯r+ν(uρn))<+∞. (4.11)
We temporarily admit this theorem to prove Theorem 4.1.
Proof of Theorem 4.1. Let us focus on (b) (claim (a) is proved in a similar manner
by considering F¯r+ν instead of F¯ , for ν ∈ [0, ν⋆X)). Let ν ∈ [0, ν
⋆
X). It follows from (4.10)
that for large enough n,
− log F¯ (ρn + c)≥− log(Cν,c) +
r+ ν
d
logn,
where Cν,c is a positive real constant depending on the indexing parameters. We derive
from the fact that ψ is non-decreasing and goes to +∞ and from assumption (4.8) that
ρn
ψ(logn)
≥
(
1 +
c
ρn
+
o(ρn)
ρn
)−1
ψ((r+ ν)/d logn− log(Cν,c))
ψ(logn)
.
Since ψ is regularly varying with index δ we have
∀ν ∈ [0, ν⋆X) lim inf
n
ρn
ψ(logn)
≥
(
r+ ν
d
)δ
.
When ν⋆
X
> 0, letting ν→ ν⋆X yields the announced result. 
Proof of Theorem 4.2. (a) Let n≥ 1, let c > 0 and let ν ∈ [0, ν⋆X). Then
E|X − X̂αn |r+ν ≥ E
(
min
a∈αn
|X − a|r+ν1{|X|>ρn+c}
)
.
In the event {|X |> ρn + c}, we have |X |> ρn + c > ρn ≥ |a| for every a ∈ αn. Then
n(r+ν)/dE|X − X̂αn |r+ν ≥ n(r+ν)/dE
(
min
a∈αn
|X − a|r+ν1{|X|>ρn+c}
)
≥ n(r+ν)/dE
(
min
a∈αn
(|X | − |a|)r+ν1{|X|>ρn+c}
)
(4.12)
≥ n(r+ν)/dE((|X | − ρn)
r+ν1{|X|>ρn+c})
≥ cr+νn(r+ν)/dP(|X |> ρn + c).
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Taking the supremum over c > 0 and using that X has an (r, r + ν)-distribution, we
complete the proof.
(b) is proved like (a). Inequality (4.12) has the following counterpart: For every u> 1,
E|X − X̂αn |r+ν ≥ E((|X | − ρn)
r+ν1{|X|>uρn})≥ E(|X |
r+ν(1− 1/u)r+ν1{|X|>uρn}).
Inequality (4.11) follows from
n(r+ν)/dE|X − X̂αn |r+ν ≥ sup
u>1
[(1− 1/u)r+νn(r+ν)/dE(|X |r+ν1{|X|>uρn})]. 
4.1.2. Application to distributions with polynomial or hyper-exponential tails
The next proposition is the counterpart of Proposition 3.1 devoted to the asymptotic
lower bound.
Proposition 4.3. Let r > 0 and let X ∈ Lr+(P) be an Rd-valued random variable having
an unbounded support.
(a) Polynomial tail. Set
ζ⋆ = inf
{
ζ > 0,∀ν ∈ [0, ν⋆X), lim inf
ξ→+∞
ξζ−r−νF¯r+ν(ξ)> 0
}
∈ [r+ ν⋆X ,+∞]. (4.13)
Then
lim inf
n
logρn
logn
≥
1
ζ⋆ − r− ν⋆X
r+ ν⋆X
d
. (4.14)
(b) Hyper-exponential tail. Set
θ⋆ = inf
{
θ > 0, lim inf
ξ→+∞
eθξ
κ
P(|X |> ξ)> 0
}
∈ [0,+∞]. (4.15)
Then, θ⋆ ≤ θ⋆ and
lim inf
n
ρn
(logn)1/κ
≥
(
r+ ν⋆X
dθ⋆
)1/κ
. (4.16)
Proof. (a) Let ζ ∈ (0, ζ⋆). For every ν ∈ (0, ν⋆X), there exists a positive real constant Cν
such that F¯r+ν(ξ) ≥ Cνξ−ζ+r+ν for large enough ξ. Setting ψr,ν(y) =
y
ζ−r−ν yields
ψr,ν(− log F¯r+ν(ξ))≤ log ξ + o(log ξ). It follows from Theorem 4.1(a) that
lim inf
n
logρn
logn
≥
1
ζ − r− ν
r+ ν
d
.
Letting ν and ζ go to ν⋆X and ζ⋆ yields the announced result.
(b) Let θ ∈ (θ⋆,+∞). Then, there exists a positive real constant C such that F¯ (ξ)≥
Ce−θξ
κ
for large enough x. Therefore − log F¯ (ξ)≤ θξκ(1− ξ−κ log(C)) so that, by setting
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ψθ(y) = (y/θ)
1/κ, we have
ψθ(− log F¯ (ξ))≤ ξ + o(ξ).
It follows from Theorem 4.1(b) that
lim inf
n
ρn
(logn)1/κ
≥
(
r+ ν⋆X
θd
)1/κ
.
Letting θ go to θ⋆ completes the proof. Finally, the inequality between θ⋆ and θ
⋆ is an
easy consequence of the fact that F¯r(ξ)≥ ξrF¯ (ξ). 
Now we give explicit bounds and rates for several families of distribution tails (which
include most usual distributions). To do so, we combine asymptotic upper bound results
from Section 3.2 with asymptotic lower bound results obtained in this section. The results
below are fully explicit in that we make no a priori assumptions on ν⋆
X
.
Corollary 4.1. Let r > 0 and let X ∈ Lr+(P) be an Rd-valued random variable, with
probability density f , having an unbounded convex support.
(a) Polynomial tail. If there exists c′ ≥ c > r+ d such that
0< lim inf
|x|→+∞
|x|c
′
f(x) and lim sup
|x|→+∞
|x|cf(x)<+∞,
then f satisfies (4.4),
d
(
1−
d+ r
c′
)
− (r + d)
(
1−
c
c′
)
≤ ν⋆X ≤ d
(
1−
d+ r
c′
)
,
(4.17)
c− d≤ ζ⋆, ζ⋆ ≤ c
′ − d
and
1
c′ − r− d
(
1 +
r
d
)
≤ lim inf
n
logρn
logn
≤ lim sup
n
logρn
logn
≤
1
c− r− d
(
1 +
r
d
)
.
Finally, if c= c′, then
ν⋆X = d
(
1−
d+ r
c′
)
, ζ⋆ = ζ
⋆ = c− d and lim
n
logρn
logn
=
1
c− r− d
(
1+
r
d
)
. (4.18)
(b) Hyper-exponential tail. If there exists κ > 0 such that
lim
|x|→+∞
log f(x)
|x|κ
=−ϑ ∈ (−∞,0), (4.19)
then
ν⋆X = d and θ⋆ = θ
⋆ = ϑ
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so that
1
ϑ1/κ
(
1+
r
d
)1/κ
≤ lim inf
n
ρn
(logn)1/κ
≤ lim sup
n
ρn
(logn)1/κ
≤
2
ϑ1/κ
(
1 +
r
d
)1/κ
. (4.20)
When d= 1, r ≥ 1, then the following sharp rate holds
lim
n
ρn
(logn)1/κ
=
(
r+ 1
ϑ
)1/κ
. (4.21)
Remark. When d= 1, a one-sided result follows by considering “x→ +∞” instead of
“|x| →∞”.
Proof of Corollary 4.1. (a) First we need to check that f satisfies the control crite-
rion (4.4) from Proposition 4.2: Let A, A′ and B be such that A′|x|−c
′
≤ f(x)≤A|x|−c
for every x ∈ Rd, |x| ≥ B. Then, if η ∈ (0,1), one checks that the criterion is satisfied
with M = B1−η , K =
A′
Ac′/c
(1 + η)−c
′
and ε= c
′−c
c ≥ 0.
Using that A′|x|−c
′
≤ f(x) and that f is a probability density (so that fa is locally
integrable if a ∈ (0,1]) yields by checking (4.1) the upper bound for ν⋆
X
. Checking now
the integral criterion (4.5) yields the lower bound.
The lower bound for ζ⋆ is established in Corollary 3.1. The upper-bound is obtained by
similar computations that show that, if ζ > c′ − d, then for ξ large enough, ξζ−rF¯r(ξ)≥
AdVdξ
ζ−(c′−d) for some real constant A > 0. This shows that ζ⋆ ≤ c′ − d. The bounds
for ζ⋆ are obtained by similar computations.
As concerns the lower bound for the radius, one concludes by plugging all these esti-
mates into (4.14). Combining this with Corollary 3.1(a) completes this part of the proof.
(b) First we need to check that f satisfies the control criterion (4.4). We know from
assumption (4.19) that for every η¯ ∈ (0, ϑ), there exists Bη¯ > 0 such that e−(ϑ+η¯)|x|
κ
≤
f(x)≤ e(−ϑ+η¯)|x|
κ
, as soon as |x| ≥Bη¯ . Then, one shows that the criterion is satisfied with
M =
Bη¯
1−η , K = 1, ε=
ϑ+η¯
ϑ−η¯ (1 + η)
κ − 1. Then, one checks that ν⋆
X
≥ d− (r + d) ε1+ε since∫
{|x|≥B} exp(−µ|x|
κ) dx <+∞ for every B, µ> 0. Letting η and η¯→ 0 yields ν⋆
X
= d.
To compute θ⋆, one first notes that, as soon as ξ ≥Bη¯,
P(|X |> ξ) ≥ dVd
∫
{u>ξ}
e−(ϑ+η¯)u
κ
ud−1 du
= O(e−(ϑ+η¯)ξ
κ
ξd−κ),
where the equality follows by a standard argument based on an integration by parts and
a comparison theorem for integrals. As a consequence θ⋆ ≤ ϑ+ η¯, which finally implies
θ⋆ ≤ ϑ. Combining this with Corollary 3.1(b) and Proposition 4.3(b) yields θ⋆ = θ⋆ = ϑ. 
Proof of Theorem 1.2. Claim (a) follows from the former Corollary 4.1(a) once it is
noted that for every ε ∈ (0, c), lim inf |x|→∞ |x|
c+εf(x)> 0 and limsup|x|→∞ |x|
c−εf(x)<
+∞. Claim (b) directly follows from (b) in the above corollary. 
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4.2. An alternative approach based on random quantization
Random quantization is another tool to compute the lower estimate of the maximal radius
sequence of a random vector X with distribution P . It makes a connection between ρn
and the maximum of an i.i.d. sequence of random variables with distribution P .
Theorem 4.3. Let r > 0 and let X ∈ Lr+(P) be a random variable taking values in Rd
with an absolutely continuous distribution P . Assume (αn)n≥1 is a sequence of L
r(P )-
optimal n-quantizers. Let (Xk)k≥1 be an i.i.d. sequence of R
d-valued copies of X. For
every ν ∈ [0, ν⋆X) such that r + ν ≥ 1, there exists a real constant Cr,ν ∈ (0,∞) such
that
lim inf
n
(
ρn −E
(
max
k≤[n(r+ν)/d]
|Xk|
))
≥−Cr,ν . (4.22)
Proof. Let ν ∈ [0, ν⋆X) and set X̂
αn
k =
∑
a∈αn
a1{Xk∈Ca(αn)}. We have, for integerm≥ 1,
ρn ≥max
k≤m
|X̂αnk |
≥
m∑
k=1
max
l≤m
|X̂αnl |1{|Xk|>max{|Xi|,i∈{1,...,m},i6=k}}
≥
m∑
k=1
|X̂αnk |1{|Xk|>maxi6=k |Xi|}
≥
m∑
k=1
(|Xk| − |Xk − X̂
αn
k |)1{|Xk|>maxi6=k|Xi|}.
Taking the expectation of both sides of the previous inequality yields
ρn ≥ Emax
k≤m
|Xk| −
m∑
k=1
E(|Xk − X̂
αn
k |1{|Xk|>maxi6=k|Xi|}).
Furthermore, ∀k ≥ 1, |Xk − X̂
αn
k |1{|Xk|>maxi6=k |Xi|} and |X1 − X̂
αn
1 |1{|X1|>maxi6=1 |Xi|}
have the same distribution. Hence,
ρn ≥ Emax
k≤m
|Xk| −mE(|X1 − X̂
αn
1 |1{|X1|>maxi6=1|Xi|})
≥ Emax
k≤m
|Xk| −m‖X1− X̂
αn
1 ‖r+ν
(
P
(
|X1|>max
i6=1
|Xi|
))1−1/(r+ν)
owing to the Ho¨lder inequality. Since the events {|Xk|>maxi6=k|Xi|}, k = 1, . . . ,m, are
pairwise disjoint with the same probability, we have P(|X1|>maxi6=1|Xi|)≤
1
m . Finally,
ρn ≥ Emax
k≤m
|Xk| −m
1/(r+ν)‖X − X̂αn‖r+ν.
Maximal radius of quantizers 27
It follows, by setting m= [n(r+ν)/d], that
lim inf
n
(
ρn −E
(
max
k≤[n(r+ν)/d]
|Xk|
))
≥− lim sup
n
n1/d‖X − X̂αn‖r+ν.
The upper limit on the right-hand side is finite since X has an (r, r+ ν)-distribution. 
Example 4.1 (Exponential distribution). Let r > 0 and let X be an exponentially
distributed random variable with parameter λ > 0. If (αn)n≥1 is an L
r-optimal sequence
of n-quantizers for X, then Theorem 4.3 implies
lim inf
n
ρn
logn
≥
r+1
λ
, (4.23)
which corresponds to the sharp rates given by (2.6) and (4.18), respectively.
Indeed, let ν ∈ (0, ν⋆X) and let (Xi)i=1,...,[nr+ν ], be an i.i.d. exponentially distributed
sequence of random variables with parameter λ. We have for every u≥ 0,
P
(
max
i≤[nr+ν ]
Xi ≥ u
)
= 1− P(X ≤ u)[n
r+ν ] = 1−F (u)[n
r+ν ],
where F is the distribution function of X (we will denote by f its density function). Then
E
(
max
i≤[nr+ν ]
Xi
)
=
∫ +∞
0
P
(
max
i≤[nr+ν ]
Xi ≥ u
)
du=
∫ +∞
0
(1− (1− e−λu)[n
r+ν ]) du
=
∫ +∞
0
(1 + F (u) + · · ·+ F (u)[n
r+ν ]−1)
f(u)
λ
du
=
1
λ
(
1 +
1
2
+ · · ·+
1
[nr+ν ]
)
≥
1
λ
log(1 + [nr+ν ])≥
r+ ν
λ
logn.
Consequently, it follows from the super-additivity of the liminf that for every ν ∈ (0,1),
lim inf
n
ρn
logn
≥ lim inf
n
ρn −E(maxi≤[nr+ν ]Xi)
logn
+ lim inf
n
E(maxi≤[nr+ν ]Xi)
logn
≥
r+ ν
λ
.
The result follows by letting ν go to ν⋆X = 1.
In fact, one may easily extend this example to a more general framework, although,
overall, the connection made in Theorem 4.3 seems less straightforward in terms of deriv-
ing explicit asymptotic lower bounds than the former approach based on more geometric
arguments.
Example 4.2 (Radial distribution with exponential tails). Let X be an Rd-valued
random vector with an unbounded support having an absolutely continuous distribution
with a radial probability density f(x) = g(|x|S) with respect to an Euclidean norm | · |S
so that F¯ (ξ) =Kd,S
∫ +∞
ξ
ud−1g(u) du, ξ > 0, with Kd,S = dVd(det(S))
−1/2 > 0. Assume
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that F¯ (ξ)≥ cf(ξ) for ξ ≥A> 0 for some real constant c > 0. Then
lim inf
n
ρn
logn
≥ c(r+ ν⋆
X
).
Example 4.3 (Pareto distribution). Let X be a random variable having a Pareto
distribution with index γ > 0. If (αn)n≥1 is an asymptotically L
r-optimal sequence of
n-quantizers for X , r ∈ (0, γ), then Theorem 4.3 yields
lim inf
n
logρn
logn
≥
r+1
γ +1
,
which is not the sharp rate given by (2.7).
Notice that if γ > r, then X ∈ Lr+η(P) for η ∈ (0, γ− r). Now, to prove this result, let
ν ∈ (0, ν⋆X) and let (Xi)i≥1 be an i.i.d. sequence of Pareto-distributed random variables
(with index γ). We have
∀m≥ 1,∀u≥ 1 P
(
max
i≤m
Xi ≤ u
)
= (1− u−γ)m.
Then, the density function of max1≤i≤mXi is mγu
−(γ+1)(1− u−γ)m−1. Hence,
E
(
max
1≤i≤m
Xi
)
=mγ
∫ +∞
1
x−γ(1− x−γ)m−1 dx=mB
(
1−
1
γ
,m
)
=
Γ(1− 1/γ)Γ(m+ 1)
Γ(m+ 1− 1/γ)
∼ Γ
(
1−
1
γ
)
m1/γ as m→+∞,
where we used Stirling’s formula for the last statement (B(·, ·) denotes the beta function
of the first kind). We finally set m= [nr+ν] to get
E
(
max
1≤i≤[nr+ν ]
Xi
)
∼ Γ
(
1−
1
γ
)
n(r+ν)/γ .
It follows from (4.22) that for every ε ∈ (0,1), ρn− (1−ε)Γ(1−
1
γ )n
(r+ν)/γ ≥−(Cr,ν+ε).
Dividing both sides of the inequality by n(r+ν)/γ and taking the logarithm yields
logρn −
r+ ν
γ
logn≥ log
(
(1− ε)Γ
(
1−
1
γ
)
− (ε+Cr,ν)n
−(r+ν)/γ
)
.
Consequently lim infn→+∞
logρn
logn ≥
r+ν
γ for every ν ∈ (0, ν
⋆
X). One concludes by letting ν
go to ν⋆X =
γ−r
γ+1 .
Comment. Let φ be the inverse (if any) function of − log F¯ . Notice that in both examples
above we have
lim
n
E(max
k≤[nr+ν
⋆
X ]
|Xk|)
φ((r+ ν⋆X) logn)
= 1, (4.24)
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which, for distributions with hyper-exponential tails, leads to the asymptotic lower
bound (4.9) for the sequence (ρn)n≥1. As concerns Pareto distribution, using the approx-
imation (4.24) to compute the asymptotic lower estimate of the maximal radius sequence
induces the loss of the “−r” term in the exact asymptotics. To recover this remaining
term we have simply to consider the inverse function of − log F¯r+ν⋆X (as done in the pre-
vious section) instead of − log F¯ , and the random quantization approach clearly does not
allow us to do so.
4.2.1. A conjecture about the sharp rate
The previous results related to distributions with hyper-exponential tails strongly suggest
the following conjecture: Suppose X is a distribution with hyper-exponential tail in the
sense of statement (4.19). Then, for every r > 0 and d≥ 1,
lim
n
ρn
(logn)1/κ
=
(
r+ d
dθ⋆
)1/κ
.
This conjecture is proved for d = 1 and r ≥ 1. To be satisfied for higher dimensions we
need to prove that the geometric statement (3.9) of Lemma 3.1 holds true with cr,d = 1
for every r > 0, d≥ 1.
Appendix
⊲ Exponential distribution. ρn =
r+1
λ logn +
Cr
λ + O(
1
n ), we use the following result
(see [9]): If X is exponentially distributed with parameter λ > 0, then, for any n≥ 1, the
Lr-optimal quantizer αn = (αn,1, . . . , αn,n) is unique and given by
αn,k =
1
λ
(
an
2
+
n−1∑
i=n+1−k
ai
)
, 1≤ k ≤ n, (A.1)
where (ak)k≥1 is an R+-valued sequence recursively defined by the following implicit
equation: a0 := +∞, φr(−ak+1) := φr(ak), k ≥ 0, with φr(x) :=
∫ x/2
0 |u|
r−1 sign(u)e−u du
(convention: 00 = 1). Furthermore, the sequence (ak)k≥1 decreases to zero and for every
k ≥ 1, ak =
r+1
k (1 +
cr
k +O(
1
k2 )) for some positive real constant cr . Then it follows that
λρn =
an
2 +
∑n−1
i=1 ai so that
λρn =
an
2
+ (r+ 1)
n−1∑
i=1
1
i
+ cr
n−1∑
i=1
1
i2
+
n−1∑
i=1
O(1/i3) = (r+ 1) logn+Cr +O
(
1
n
)
.
⊲ Pareto distribution. The proof is similar after noting that ρn =
1
1+an
∏n−1
i=1 (1 + ai),
where (an)n≥1 is an R+-valued sequence, decreasing to zero and satisfying, for every
n≥ 1, an =
r+1
(γ−r)n(1+ cr/n+O(1/n
2)) for some real constant cr. Hence, if i0 := max{i |
30 G. Page`s and A. Sagna
|ai| ≥ 1},
log(ρn) =− log(1 + an) +Ci0 +
n−1∑
i=i0+1
(
ai −
a2i
2
+O(a3i )
)
=
r+1
γ − r
logn+Cr +O
(
1
n
)
,
where we used that
∑∞
i=1 a
2
i <∞ and
∑∞
i=1O(a
3
i )<∞.
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