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Kapitel 1
Einleitung
1.1 Einfu¨hrung
Die Technik hat sich in den letzen 60 Jahren vor allem durch die Erfindung des Transistors im Jahre
1947 durch Bardeen, Brattain und Shockley [BB48] rasant entwickelt. Der Transistor ermo¨glichte
die Entwicklung von leistungsfa¨higen Computern und diese die Entwicklung von immer kleineren
Transistoren.
Durch die immer leistungsfa¨higeren Computer sind auch in vielen anderen Bereichen von Wis-
senschaft und Technik große Fortschritte erzielt worden. Nicht nur die Elektrotechnik, der Ma-
schinenbau und die Informatik haben riesige Schritte nach vorne gemacht, sondern auch in der
Medizin und speziell in der Neurophysiologie haben sich immer neue Mo¨glichkeiten ero¨ffnet. So
sind heutzutage durch invasive (Einzelelektrodenableitungen) und nichtinvasive Methoden (z.B.
Computer Tomographie, CT) immer tiefere Einblicke in die Informationsverarbeitung des Gehirns
mo¨glich. Nach und nach ko¨nnen immer mehr Bereiche des Gehirns bestimmten Aufgaben zuge-
ordnet werden. Gleichzeitig scheint man aber noch weit davon entfernt zu sein zu verstehen, wie
aus der Verschaltung von einigen Milliarden Nervenzellen bewusste Wahrnehmung entstehen kann
[Rot96, Koc04].
Die moderne Technik bietet aber nicht nur die Mo¨glichkeit Hirnfunktionen zu messen oder
sie auf Computern zu simulieren. Durch die Fortschritte in der Mikrosystemtechnik und Mikro-
elektronik hin zu einer immer ho¨heren Systemintegration und das fortschreitende Versta¨ndnis
der Funktionsweise von der Informationsverarbeitung in biologischen Nervensystemen ist es heu-
te mo¨glich, ausgefallene oder gesto¨rte sensomotorische Funktionen des zentralen Nervensystems
mit Neuroimplantaten zu ersetzen. Ein Beispiel dafu¨r ist das heute schon kommerziell erha¨ltliche
Cochlear-Implantat. An der Entwicklung einer ku¨nstlichen Sehprothese zur Ru¨ckgewinnung des
visuellen Sinns bei blinden Menschen, die in ihrer Komplexita¨t Gro¨ßenordnungen u¨ber der des
Cochlear-Implantats liegt, wird heute weltweit intensivst geforscht. Dabei stellt eine ku¨nstliche
Sehprothese u.a. die Mikrosystemtechnik, die Informatik, die Mikroelektrotechnik, die Ophthal-
mologie und die Materialwissenschaft vor a¨ußerst anspruchsvolle Aufgaben. Seit dem Beginn
der Sehprothesen-Forschung anfang der 90er Jahre wurden schon große Fortschritte erzielt. So
gibt es weltweit mittlerweile etwa 15 verschiedene Forschergruppen, die sich mit der Entwick-
lung von ku¨nstlichen Sehprothesen bescha¨ftigen. Dabei gibt es verschiedene Ansa¨tze der elektri-
schen Stimulation von Teilen des Sehsystems mit dem Ziel, visuelle Wahrnehmungen zu erzeu-
gen. Einen U¨berblick u¨ber diese Forschungsta¨tigkeiten und den aktuellen Stand findet man in
[May01, MMW+02, Zre02, WLH05, FPR+05, LHC+06, Wic06].
In der vorliegenden Arbeit wird hauptsa¨chlich der epiretinale Ansatz behandelt, der bei Pati-
enten mit bestimmten degenerativen Netzhauterkrankungen, wie Retinitis Pigmentosa (RP) oder
Makula Degeneration (MD) [DB95], angewendet werden kann. Es zeigt sich, dass bei RP-Patienten
hauptsa¨chlich die a¨ußeren Teile der Retina von dem Degenerationsprozess betroffen sind und große
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Teile der inneren Netzhaut intakt bleiben [SBH+92, SHJ+97]. Bei altersbedingter Makula Dege-
neration wurde ebenfalls festgestellt, dass die Ganglienzellschicht der Retina gro¨ßtenteils erhalten
bleibt [MC01a].
Mit der Implantation eines Retina Implantats (RI) in das Auge, bietet sich somit die
Mo¨glichkeit den degenerierten Teil der Retina zu u¨berbru¨cken und retinale Ganglienzellen, die den
Degenerationsprozess u¨berlebt haben, zu stimulieren. Dabei wird die intraretinale Informations-
verarbeitung durch einen Neurocomputer, den Retina Encoder (RE), der ein Modul des Retina
Implantats darstellt, funktionell ersetzt.
Mittlerweile belegen eine Reihe von Forschungsergebnissen, dass bei Patienten mit degene-
rativen Netzhauterkrankungen eine lokale, epiretinale, elektrische Stimulation der Netzhaut mit
Mikroelektroden zu lokalen, retinotopen Sehwahrnehmungen (wie z.B. kleinen bunten Punkten)
fu¨hrt. Diese als ’Phosphene’ bezeichneten visuellen Wahrnehmungen sind jedoch unspezifisch und
gestaltlos [HPJ+94, HJD+96, RFB+05, RWL+03]. Dies kann auf die unspezifische Stimulation
einzelner Ganglienzellen oder -zellhaufen zuru¨ckzufu¨hren sein. Die Experimente widerlegen die
Erwartungshaltung, dass eine epiretinale Stimulation in Form einer geometrischen Figur ein eben-
solches Perzept auslo¨st. Es ist evident, dass nur eine retinale Stimulation, die zellspezifisch ist
und gleichzeitig genu¨gend Zellen einbezieht, mit einer gro¨ßeren Wahrscheinlichkeit zu einer vi-
suellen Gestaltwahrnehmung fu¨hrt und fu¨r den Blinden damit von ho¨herem Nutzen ist. Durch
die Einbeziehung einer ausreichenden Anzahl von Zellen besteht beispielsweise die Mo¨glichkeit,
dass entstehende Mehrdeutigkeiten in der retinalen Informationsverarbeitung durch Konvergenz
in ho¨heren visuellen Zentren des visuellen Kortexes wieder erfolgreich aufgelo¨st werden ko¨nnen
[ENB05].
Der in den letzten 10 Jahren an der Universita¨t Bonn entwickelte lernfa¨hige Retina Encoder
[Eck97, Eck98, Eck98] als Teil des Retina Implantats beru¨cksichtigt diese U¨berlegungen. Ziel ist
es, die defekte, intraretinale Informationsverarbeitung durch ein externes, technisches System zu
ersetzen und das Ergebnis der Berechnung erst am Ausgang der Retina wieder in das Sehsystem
einzuspeisen. Dazu simuliert der RE die Informationsverarbeitung der retinalen Neuronenschichten
mittels einer digitalen Filterbank aus individuell einstellbaren raum-zeitlichen- (spatio-temporalen,
ST) Filtern. Diese Eigenschaft bietet die Mo¨glichkeit, in einem Lernverfahren mit dem Blinden den
Retina Encoder individuell einzustellen. Dies ist aus mehreren Gru¨nden notwendig: Zum einen ist
bei der Implantation nicht ersichtlich, welche spezifischen Ganglienzellen durch welche Elektroden
kontaktiert werden. Des Weiteren kann man nicht davon ausgehen, dass die Stimulationsschwellen
bei verschiedenen Zellen identisch sind. Gru¨nde dafu¨r sind, dass die Kontaktqualita¨t zwischen
Elektroden und Zellen nicht reproduzierbar hergestellt werden ko¨nnen und dass Zellen individuelle
Schwellenwerte haben ko¨nnen [WKR+04].
Der Raum der spatio-temporalen Filterparameter, in dem man einen optimalen Parametersatz
suchen mo¨chte, wird abha¨ngig von der Anzahl und der Architektur der ST-Filter sehr schnell
hochdimensional. Ein lernfa¨higer Retina Encoder mit einem zugeho¨rigen wahrnehmungsbasierten
Lernverfahren bietet die Mo¨glichkeit, personenspezifisch optimale Stimulationsparametersa¨tze in
diesen ST-Filter-Parameterra¨umen zu finden.
Um wahrnehmungsbasierte Lernverfahren fu¨r die Parametereinstellung des Retina Encoders
zu entwickeln, zu testen und zu optimieren, wird in Ermangelung an Patienten mit chronisch
implantierten Retina Implant Systemen eine computerbasierte Lernsimulation beno¨tigt, die die
Retina Encoder Ausgangsdaten in einen Raum abbildet, in dem eine normalsichtige Versuchsper-
son (oder auch ein Computer mit einer mathematischen Bewertungsroutine) eine Bewertung der
A¨hnlichkeit des erhaltenen Signals / Bildes mit dem urspru¨nglichen Reiz durchfu¨hren kann. In
diesem Fall u¨bernimmt ein computerbasiertes Inverter Modul (IM) die Rolle des menschlichen
Zentralen Sehsystems (ZVS) insofern, als dass es eine inverse Abbildung zur spatio-temporalen
Filterung des Retina Encoders liefern soll. Bei der Entwicklung des Inverter Moduls wird dabei
von einem Konzept des menschlichen Visuellen Systems ausgegangen, bei dem die retinale In-
formationsverarbeitung und die visuelle Wahrnehmung zwei aufeinander folgende und zueinander
inverse Abbildungen darstellen.
1.2. GLIEDERUNG DER ARBEIT 3
Bei den Forschungsarbeiten zum Retina Encoder in dieser Arbeit wird vorausgesetzt, dass alle
anderen technischen und chirurgischen Probleme wie beispielsweise die der Herstellung und der
sicheren Implantation eines Retina Implantats gelo¨st sind. Ebenfalls wird ein stabiler Betrieb des
chronisch implantierten RI-Systems vorrausgesetzt.
1.2 Gliederung der Arbeit
In Kapitel 2 folgt zuna¨chst eine ausfu¨hrliche Erla¨uterung der Problemstellung und deren wis-
senschaftliche Einordnung. Dabei wird eine kurze Beschreibung des lernfa¨higen Retina Implant
Systems und zugeho¨riger, dialogbasierter Lernverfahren zu ST-Filter Parametereinstellung gege-
ben. Außerdem folgt die Beschreibung einer Sichtweise, bei der das menschliche Sehsystems als
Sequenz zweier zueinander inverser mathematischer Abbildungen angesehen wird.
In Kapitel 3 wird auf die Grundlagen mathematischer Abbildungen sowie deren Inversion ein-
gegangen. Es wird dabei speziell auf die Eigenschaften temporaler Filter, spatialer Filter und
spatio-temporaler Filter, wie sie bei der retinalen Informationsverarbeitung vorkommen, einge-
gangen. Es findet außerdem ein Vergleich mit anderen Wissenschaftsdisziplinen statt, in denen
a¨hnliche Filteroperationen bzw. Signalabtastung mit anschließender Rekonstruktionsproblematik
auftreten. Insbesondere wird auf Inversionsprobleme der visuellen Wahrnehmung eingegangen.
Weiterhin wird die Sichtweise der retinalen Informationsverarbeitung aus Sicht des Abtasttheo-
rems eingefu¨hrt und ein Zusammenhang mit derWavelet-Theorie bzw. Frame-Theorie hergestellt.
Anschließend werden die theoretischen Grundlagen zur Inversion mathematischer Abbildungen
behandelt. Hier liegt ein besonderer Augenmerk auf der Inversion von Abbildungen durch lineare
Filteroperationen. Die in diesem Zusammenhang auftretenden Inversen Probleme und im Spe-
ziellen die sogenannten schlecht gestellten Probleme werden ausfu¨hrlich behandelt. Es folgt eine
Beschreibung von Verfahren zur Lo¨sung schlecht gestellter Probleme, wie Regularisierungstechni-
ken sowie zugeho¨rige numerische Lo¨sungsverfahren.
Kapitel 4 behandelt den Aufbau und die Funktionsweise des menschlichen Sehsystems. Dabei
wird ausfu¨hrlich auf die physiologischen Eigenschaften sowie die Informationsverarbeitung der ver-
schiedenen Ebenen des menschlichen Visuellen Systems eingegangen. Es werden unterschiedliche
Theorien der visuellen Wahrnehmungen ero¨rtert und der Einfluss von Fixations-Augenbewegungen
auf die visuelle Wahrnehmung erla¨utert.
Kapitel 5 beschreibt die im Rahmen dieser Arbeit entwickelte Softwareumgebung RE* zur
Untersuchung der Inversionseigenschaften spatio-temporaler Filter in Zusammenhang mit einem
Retina Encoder Lernsystem fu¨r normalsichtige Versuchspersonen. Es wird die Anpassung und
Implementation von Filter Modul, Inverter Modul und Dialog Modul des RE*-Systems unter
Beru¨cksichtigung des zugrundeliegenden Wahrnehmungsmodells beschrieben. Dabei wird die Ent-
wicklung und der Test der verschiedener Inversionsmethoden genau erla¨utert. Es folgt eine Be-
schreibung der Entwicklung wahrnehmungsbasierter Lernverfahren auf der Basis von Evoluti-
ona¨ren Algorithmen und anschließend die eines Lernsystems, dass ein ortsspezifisches Feedback
zur Unterstu¨tzung des Lernfortschritts bietet.
Des Weiteren werden Testergebnisse des Einsatzes der Dialog-Verfahren mit zwei verschiedenen
Invertersystemen dargestellt, die durch Versuche mit automatischer Antwortbewertung und unter
Einsatz normalsichtiger Versuchspersonen generiert wurden.
In Kapitel 6 werden sowohl Schlussfolgerungen aus den Ergebnissen gezogen und deren Aus-
wirkungen auf Retina Encoder Lernsysteme diskutiert, als auch grundlegende Konsequenzen fu¨r
den erfolgreichen Einsatz von ku¨nstlichen Sehprothesen behandelt. Das Kapitel schließt mit einem
kurzen Ausblick.
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Kapitel 2
Problemstellung
Um in einer Umgebung zielorientiert handeln zu ko¨nnen, sind der Mensch oder auch andere Le-
bewesen in der Lage, distale Reize 1 mittels geeigneter biologischer Sensoren (Rezeptoren) auf-
zunehmen (S1, S2 und S3 in Abbildung 2.1). Die sensorischen Kana¨le ko¨nnen beispielweise von
visueller, auditorischer, chemischer oder auch taktiler Art sein. Die Rezeptorsignale werden als neu-
ronale Signale kodiert und die Information gelangt u¨ber das Zentrale Nervensystem (ZNS) in den
Wahrnehmungsbereich. Die Wahrnehmung ist dabei als ein interner Hirnzustand des einzelnen Le-
bewesens anzusehen, der von außen grundsa¨tzlich unzuga¨nglich ist. Gemessen werden ko¨nnen nur
die neuronalen Korrelate der Wahrnehmung [CK03, Cha00, Koc04, NT04] In der Wahrnehmung
des Individuums wird aus Zusammenfu¨hrung der Messergebnisse der einzelnen sensorischen Syste-
me eine interne Repra¨sentation der a¨ußeren Welt erzeugt [Hem02, Piz01]. Diese kann natu¨rlich nur
Abbildung 2.1: Die Abbildung zeigt das Iglu-Modell der Wahrnehmung eines Lebenwesens und verdeut-
licht, dass Objekte der physikalischen Welt nicht direkt wahrgenommen werden ko¨nnen.
Es ist nur mo¨glich die messbaren Auswirkungen der Objekte auf die Umwelt mittels
geeigneter sensorischer Kana¨le (S1,S2,S3) aufzunehmen. Diese neuronale Information
wird an das Zentrale Nervensystem (ZNS) weitergeleitet, wo anschließend ein Wahr-
nehmungsprozess einsetzt. Das Lebewesen kann mit der Umwelt interagieren, indem es
anhand seiner Wahrnehmung Aktionen plant und die mittels der motorischen Kana¨le
(M1,M2,M3) ausfu¨hrt. Diese Aktionen ko¨nnen beispielsweise akustischer oder visueller
Art sein.
solche Sinneseindru¨cke beinhalten, die dem sensorischen System des Lebewesens zuga¨nglich sind.
Diese sensorischen Systeme ko¨nnen von Lebewesen zu Lebewesen unterschiedlich sein. So sind
beispielsweise Flederma¨use im Gegensatz zum Menschen sensitiv fu¨r Ultraschall [MS03]. Insekten,
1Der Begriff ’distaler Reiz’ (oder auch distaler Stimulus) wurde von Gustav Theodor Fechner eingefu¨hrt und
charakterisiert in der Psychologie ein Objekt, von welchem eine mit physikalischen Mitteln messbare Wirkung
(Strahlung, Kraft, Wa¨rme, Geruch, etc.) ausgeht. Diese kann mit den Sinnesorganen aufgenommen und in die
Wahrnehmung gelangen. Im Gegensatz zum distalen Reiz ist der ’proximale Reiz’ von Beobachter abha¨ngig. Dieser
beschreibt die von distalen Reiz verursachte Vera¨nderung an den Rezeptoren der Sinnesorgane (Kausalita¨t).
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Amphibien, Reptilien und Fische sind in der Regel Tetrachromaten und somit teilweise sensitiv fu¨r
einen gewissen UV-Bereich des elektromagnetischen Spektrums [BC01]. Die interne Wahrnehmung
einer Reizqualita¨t muss auch keinen nachvollziehbaren Bezug zu physikalischen Eigenschaften des
Reizes haben. So sind Farben eine ’Erfindung’ des Hirns und haben nur eine evolutiona¨r bedingte
Entsprechung im Wellenla¨ngenbereich von 400− 750 nm. Des Weiteren kann man auch nicht da-
von ausgehen, dass die vom Gehirn zur Verfu¨gung gestellte Wahrnehmung objektiv ist. Sie wird
immer durch Aufmerksamkeit, perso¨nliche Erfahrungen und auch genetisch festgelegte Filter (z.B.
Ra¨uber und Beute Schemata) gepra¨gt.
Neben der Sensorik steht dem Lebewesen meist auch ein aktuatorisches System zur Verfu¨gung,
mit dem es aktiv in den Zustand der physikalischen Außenwelt eingreifen kann. Dazu werden aus
internen Hirnzusta¨nden motorische Handlungsanweisungen erzeugt, die u¨ber das ZNS als neurona-
ler Code an bestimmte motorische Kana¨le (M1, M2, M3 in Abbildung 2.1) weitergeleitet werden.
Diese aktuatorischen Kana¨le ko¨nnen z.B. Sprache, Mimik oder manuelle Ta¨tigkeiten sein.
Die menschliche Interaktion mit der Umwelt basiert auf der Erfahrung, dass Objekte der phy-
sikalischen Außenwelt mit Hilfe unserer Sinnessysteme korrespondierende Perzeptionen in unserer
Wahrnehmung auslo¨sen.
Im Folgenden soll ein stark vereinfachtes Modell des visuellen Systems des Menschen unter
Beru¨cksichtigung der obigen Perspektive genauer analysiert werden.
2.1 Modell des visuellen Systems
Bei dem in dieser Arbeit verwendeten Modell der visuellen Wahrnehmung (s. [EBN04c, ENB05])
besteht das menschliche Sehsystem aus verschiedenen hintereinandergeschalteten (mathemati-
schen) Abbildungen, die im Folgenden als F1 und F2 bezeichnet werden.
2.1.1 Abbildung F1
Die erste Abbildung F1 findet von der physikalischen Welt in die sogenannte Neuronale Doma¨ne
statt (Abbildung 2.2). Diese Abbildung wird durch die fu¨nfschichtige Retina geleistet und kann
na¨herungsweise als linear angesehen werden [ECRSTW83, BK97]. Sie ist als Filterung durch ein
Ensemble von spatio-temporalen Filtern darstellbar [EHB99, KB01]. Die einzelnen ST-Filter haben
dabei die rezeptiven Feld-Eigenschaften retinaler Ganglienzellen [WR89, DP92]. Als Rezeptives
Feld einer retinalen Ganglienzelle wird dabei der Teil des monokularen Sichtbereichs definiert,
der bei Stimulation mit Lichtreizen eine A¨nderung der Impulsrate dieser Ganglienzelle hervorruft
[Har38].
Der Eingangsreiz als Element der physikalischen Doma¨ne, ist hier speziell als ein zwei-
dimensionales, rein ra¨umliches (spatiales) optisches Muster (statisches Bild) dargestellt. Allgemein
kann es sich aber um ein raum-zeitliches (spatio-temporales) Muster, d.h. sich zeitlich vera¨nderndes
Bild, handeln. Zur weiteren Vereinfachung des Modells und Beschra¨nkung auf die durch die Reti-
na verursachte Informationsverarbeitung werden die durch die optischen Systemeigenschaften des
Auges induzierten Bildmodifikationen nicht betrachtet.2
Die beiden in der Primatenretina u¨berwiegend vorkommenden Ganglienzelltypen sind Parvo-
und Magno-Zellen (P-Zellen und M-Zellen). Diese beiden Zelltypen unterscheiden sich stark in
ihren rezeptiven Feldeigenschaften, insbesondere in ihrer Antwort auf sich zeitlich vera¨ndernde
Reize und in der Gro¨ße ihrer rezeptiven Felder [BK99]. Des Weiteren u¨berlappen sich die rezeptiven
2Diese werden durch ein der Retina vorgeschaltetes optisches System verursacht, das eine Projektion eines drei-
dimensionalen, physikalischen Objektes auf eine spha¨rische Fla¨che bewirkt. Dieses optische System besteht aus
einer Kombination von Lochblende (Iris), Hornhaut, Augenlinse und Glasko¨rper bzw. den dazwischenliegenden
brechenden Fla¨chen. Die durch dieses optische System geleistete Abbildung ist bzgl. ihrer Qualita¨t beschra¨nkt, da
hier schon diverse Abbildungsfehler, wie z. B. spha¨rische Abberation und chromatische Abberation auftreten. Des
Weiteren wird das Auflo¨sungsvermo¨gen des Auges durch die Beugung des einfallenden Lichts an der Pupille be-
schra¨nkt. Durch die Beugung wird beispielsweise ein einzelner Objektpunkt auf ein Beugungsscheibchen mit einem
Durchmesser von etwa 20µm abgebildet (Wellenla¨nge: 500nm , Brennweite der Linse: 24mm und Pupillendurch-
messer: 2mm). Es findet somit bereits an dieser Stelle des visuellen Systems eine zweidimensionale Tiefpassfilterung
statt [Hau94].
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Abbildung 2.2: Dargestellt ist ein Modell des Sehvorgangs beim Menschen als Sequenz zweier Abbildun-
gen: die Retina als Ensemble von ST-Filtern fu¨hrt eine Abbildung F1 eines optischen
Stimulus P1 (als Teil der physikalischen Doma¨ne) in die Neuronale Doma¨ne durch. Das
Ergebnis ist ein paralleler, neuronaler Datenstrom am Ausgang der Retina. Die farbig
gepunkteten Parallelogramme sollen diesen neuronalen Aktivita¨tsfluß aus Aktionspo-
tentialen entlang des Sehnervs zu verschiedenen Zeitpunkten darstellen. Das Zentrale
Sehsystem fu¨hrt anschließend eine Abbildung F2 aus der Neuronalen Doma¨ne in die
Wahrnehmungsdoma¨ne durch und erzeugt dabei aus dem neuronalen Datenstrom ein
Perzept P2 (nach [ENB05]).
Felder benachbarter Ganglienzellen (s. Unterabschnitt 4.2.4). In Abbildung 2.3 ist schematisch
die Informationsverarbeitung eines einzelnen ST-Filters mit seinem zugeordneten rezeptiven Feld
dargestellt.
Der spatio-temporale Eingangslichtreiz wird durch das Filter auf einen rein temporalen Aus-
gangsdatenstrom abgebildet, der hier einerseits als Sequenz von Aktionspotenzialen und anderer-
seits als momentane Impulsrate IR dargestellt ist. Aus systemtheoretischer Sicht betrachtet stellt
die einzelne Ganglienzelle somit ein Multiple-In/Single-Out System (MISO) dar. Ein wichtiger
Aspekt dabei ist, dass die Abbildung durch einen einzelnen ST-Filter grundsa¨tzlich nicht um-
kehrbar (invertierbar) ist, da verschiedene optische Reizmuster zu den selben Filterergebnissen
fu¨hren (s. Unterabschnitt 4.2.7). Das Resultat der Abbildung des optischen Reizes durch die Retina
mit einem Ensemble solcher spatio-temporaler Filter ist somit ein paralleler Datenstrom von asyn-
chronen elektrischen Impulsen (spike trains) entlang des Sehnervs hin zum Zentralen Sehsystem3.
Auf die Grundlagen des menschlichen Sehsystems wird in den Grundlagen (Kapitel 4)
ausfu¨hrlich eingegangen.
2.1.2 Abbildung F2
Die zweite Abbildung F2 findet nun aus der Neuronalen Doma¨ne in die Wahrnehmungsdoma¨ne
statt. Die Wahrnehmung ist im Gegensatz zur physikalischen Welt und zur Neuronalen Doma¨ne
von außen nicht zuga¨nglich, d.h. dass die Perzeption, die eine einzelne Person bei einem bestimmten
optischen Reiz hat, nicht mit objektiven Messverfahren bestimmt werden kann. Neueste bildgeben-
de Messverfahren der Neurologie wie z.B. die funktionelle Magnetresonanztomographie (fMRT)
und die Positronenemissionstomographie (PET) ko¨nnen zwar Aktivita¨ten in einzelnen Hirnregio-
3Man ko¨nnte auch als erste Abbildung die Abtastung und Transduktion eines kontinuierlichen Bildes durch ein
Array nichtu¨berlappender Photorezeptoren in ein Array neuronaler Signale (neural image) ansehen (s. [TA95]). Bei
der hier vorgestellten Betrachtungsweise ist diese Abbildungsfunktion ein Teil von F1.
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Abbildung 2.3: Informationverarbeitung einer retinalen Ganglienzelle. Ein spatio-temporaler Lichtreiz
dient als Input. Die Ganglienzelle verarbeitet den Teil des Reizes der in den Bereich
ihres Rezeptiven Feldes fa¨llt. Das Ergebnis der Verarbeitung ist eine Sequenz von Akti-
onspotenzialen, die entlang des Axons laufen. Aufgetragen ist zusa¨tzlich die Ganglien-
zellaktivita¨t als momentane Impulsrate.
nen immer besser ra¨umlich und zeitlich auflo¨sen, jedoch gibt es keine Mo¨glichkeit die gesamte
Wahrnehmung eines Menschen auf diese Art objektiv zu messen.
Als Ort, an dem die Abbildung F2 durchgefu¨hrt wird, ko¨nnen Teile des Zentralen Sehsystems
mit seinen verschiedenen Kortizes angesehen werden. Dies geschieht wahrscheinlich in Verbindung
mit anderen Hirnregionen, die wichtig fu¨r die Ausbildung von Aufmerksamkeit und Bewusstsein
sind, wie beispielsweise dem Thalamus [Koc04]. Anhand von Abbildung 2.4 la¨sst sich die Kom-
plexita¨t der visuellen Verarbeitung erahnen. Es wurden im Laufe der Jahre eine Reihe von ver-
schiedenen visuellen Kortizes gefunden. Diese sind fu¨r die Verarbeitung der unterschiedlichen Rei-
zqualita¨ten wie Form, Farbe, Orientierung und Bewegung zusta¨ndig. Allerdings bestehen zwischen
den Kortizes teilweise massive Ru¨ckkopplungen, was ein genaues Reverse Engineering der Infor-
mationsverarbeitung im Visuellen System deutlich erschwert. Weiterhin bestehen Verbindungen
zu verschiedenen Geda¨chtnissystemen. Es ist bis heute unklar, an welchem Punkt und auf welche
Weise bei der visuellen Informationsverarbeitung die Wahrnehmung einsetzt. Das Versta¨ndnis der
Funktionsweise des Gehirns bei der Verarbeitung von visuellen Reizen ist Gegenstand aktueller
Forschungen in Psychophysik, Psychologie, Neurophysiologie und Philosophie. Auf einige Modelle
der visuellen Wahrnehmung wird in Abschnitt 4.4 ausfu¨hrlich eingegangen.
Die vom Gehirn erzeugte visuelle Wahrnehmung stellt eine interne Repra¨sentation der visuellen
Reizmuster dar, d.h. es gibt eindeutige Entsprechungen a¨ußerer Reizmuster zu internen Wahrneh-
mungszusta¨nden (Qualia). So erzeugt zum Beispiel eine runde Fla¨che, die elektromagnetische
Strahlung mit einer Wellenla¨nge von 630nm emittiert, die Wahrnehmung eines roten Kreises. Es
ist einsichtig, dass die formale Umkehrung (Inversion) der retinalen spatio-temporalen Filterung
durch den Visuellen Kortex (F2 sei invers zu F1) der Wahrnehmung ein ’identisches’ Abbild der
wahren Welt zur Verfu¨gung stellen wu¨rde. Voraussetzung dafu¨r ist, dass bei der ST-Filterung durch
die Retina kein Informationsverlust auftritt. Diese Annahme hat zur Konsequenz, dass das retinale
Eingangsbild in all seinen Details aus dem Ganglienzellausgangsdatenstrom rekonstruiert werden
kann. Dies bedeutet weiterhin, dass das menschliche Sehsystem im Gegensatz zu einem reinen
Mustererkennungssystem das vollsta¨ndige Eingangsbild fu¨r weitere nachgeschaltete Operationen
zur Verfu¨gung stehen hat.
Allerdings darf man im menschlichen Kortex keine 1:1 Repra¨sentation des Musters der retina-
len Reizung erwarten, sondern eine a¨quivalente Repra¨sentation, die auch auf mehrere Kortizes
aufgeteilt sein kann. Ein mathematisches Analogon wa¨re z.B. fu¨r den ersten Fall eine Fourier-
Transformation, mit der ein Signal aus dem Zeitbereich eineindeutig in den Frequenzbereich
transformiert und anschließend wieder verlustfrei zuru¨cktransformiert werden kann. Ein Bei-
spiel fu¨r die zweite Sichtweise ist eine Wavelet-Transformation, bei der ein Signal auf mehreren
Skalen abgetastet wird. Die einzelnen Ergebnisse der Wavelet-Abtastung sind nutzlos. Nur aus
dem vollsta¨ndigen Satz der Wavelet-Transformatierten kann das urspru¨ngliche Signal wieder per-
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Abbildung 2.4: Aufbau des zentralen Sehsystems nach Felleman und Van Essen [FVE91].
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fekt rekonstruiert werden (s. [SN97]). Die einzelnen Abtastoperatoren der Wavelet-Transformation
haben dabei teilweise den Charakter von orientierungssensitiven Kantendetektoren.
Nach einer anderen Hypothese [ENB05] fungiert das Zentrale Sehsystem als eine Art Zugang
(Gateway) zur Wahrnehmungsdoma¨ne. Nur wenn der von der Netzhaut ankommende neuronale
Datenstrom genu¨gend verwertbare Information entha¨lt, belohnt uns das ZVS mit einer Wahrneh-
mung. Aus diesem Grund kann man nicht erwarten, dass man bei fehlenden Eingangskana¨len
(z.B. durch ausgefallene oder nicht-stimulierte Ganglienzellen) nur einen Teil der Realita¨t oder
diese nur mit Lo¨chern oder verrauscht bzw. unscharf wahrnehmen kann. Vielmehr kann es mo¨glich
sein, dass es ab einem bestimmten Maß an Informationsdefizit zu einem vo¨lligen Ausbleiben des
Wahrnehmungsereignisses kommt.
2.1.3 Verwandtschaft mit anderen wissenschaftlichen Disziplinen
Neben der recht abstrakten unspezifischen Sichtweise des Sehvorgangs als Sequenz zweier mathe-
matischer Abbildungen, kann man eine gewisse A¨hnlichkeit der Informationsverarbeitung auch bei
anderen wissenschaftlichen Feldern entdecken.
Ein Ausgangspunkt dafu¨r ist zum Beispiel das Verha¨ltnis zwischen Ganglienzellen und Photo-
rezeptoren, welches etwa 1:100 betra¨gt4. Wenn am Ausgang der Ganglienzellschicht die gesamte
Information u¨ber den an den Photorezeptoren anliegenden Reiz vorliegen soll, muss man davon
ausgehen, dass die Retina eine Kompression oder Kodierung des spatio-temporalen Inputsignals
durchfu¨hrt. Nach welchen Prinzipien diese Kodierung durchgefu¨hrt wird und ob die Kodierung
A¨hnlichkeit zu den in der heutigen Technik verwendeten Codecs wie z.B. MPEG-4 [Sal04] auf-
weist, ist noch nicht abschließend gekla¨rt. Einige Sehforscher wie beispielsweise Barlow [Bar01]
gehen davon aus, dass die Retina eine Redundanzreduktion des spatio-temporalen Eingangssi-
gnals durchfu¨hrt, die die Korrelation zwischen den einzelnen Ganglienzell-Ausgangszeitfunktionen
minimiert. Eine andere, damit verwandte Strategie ist die des Sparse Codings, die auf eine ener-
gieeffiziente Kodierung zielt [OF97]. Aus Sicht der Kodierungstheorie leistet die Abbildung F1 die
Kodierung und das zentrale Sehsystem fu¨hrt anschließend mittels F2 die zugeho¨rige Dekodierung
durch.
Eine weitere Sichtweise bietet die Kryptographie: Bei jedem Menschen verla¨uft die Entwick-
lung des Sehsystems unterschiedlich, da die Entwicklung u.a. von genetischen Faktoren und von
der visuellen Erfahrung abha¨ngt [Wie82]. Dies bedeutet nicht, dass große morphologische und
funktionelle Unterschiede vorhanden sind. Jedoch ist jede Retina und jedes Zentrale Sehsystem
insofern einzigartig, als dass nur die Retina und das Zentrale Sehsystem, die eine gemeinsame
Entwicklungsphase hatten, zusammen in der Lage sind, eine Sehwahrnehmung hervorzurufen, die
einem pra¨sentierten Stimulus entspricht. Die Retina hat also eine gewisse A¨hnlichkeit zu einer
Verschlu¨sselungseinheit und das zentrale Sehsystem zu der zugeho¨rigen Entschlu¨sselungseinheit
[BNE03, BEN03].
2.2 Retina Implantat
Ein Retina Implantat System zur epiretinalen Netzhaut-Stimulation besteht aus zwei Bestand-
teilen: einem Externen und einem Implantierten (s. Abbildung 2.5). Der externe Teil umfasst
neben einer CCD Kamera fu¨r die Bildaufnahme einen lernfa¨higen Retina Encoder. Dieser ersetzt
die ausgefallene intraretinale Informationsverarbeitung, indem er eine spatio-temporale Filterung
der Bildeingangsdaten sowie die Kodierung in ganglienzellaxontypische Pulsfolgen durchfu¨hrt.
Zusa¨tzlich existiert im externen Modul des Retina Implantat Systems eine Sendeeinheit fu¨r die
drahtlose Signal- und Energieu¨bertragung an das ins Auge implantierte Modul. Im Auge nimmt
eine Empfangseinheit Energie und Stimulationssignale auf und u¨bertra¨gt die empfangenen Daten
an den Retina-Stimulator. Dieser steuert die Stimulationselektroden an, welche die Ganglienzellen
kontaktieren. Der Retina Stimulator besteht aus einer Schar von Elektroden (100-1000) sowie einer
4Wobei allerdings die Zahl der mit einer Ganglienzelle verknu¨pften Photorezeptoren stark von der Exzentrizita¨t
abha¨ngt.
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Abbildung 2.5: Retina Implantat Gesamtsystem (EPI-RET, nach [EHB99])
zugeho¨rigen Stimulationselektronik, die anhand der vom externen Modul empfangende Stimulati-
onsparameter (wie z.B. Elektrodennummer, Stimulationsstromsta¨rke, Pulsla¨nge und Pulssequenz)
biphasische Strompulse generiert.
Die Stimulationselektroden sind im Projekt EPI-RET epiretinal [Eck98], d.h. auf der Netz-
haut platziert. Andere Forschergruppen setzen alternativ zur epiretinalen Netzhautstimulation auf
subretinale Netzhautimplantate [CP98, ZSW+99] oder auf eine Stimulation des Sehnervs mittels
Cuff-Elektroden [VWDG+03]. Einige wenige Ansa¨tze versuchen eine Sehwahrnehmung durch die
direkte elektrische Stimulation des Visuellen Kortex zu erreichen [FPR+05].
2.2.1 Retina Encoder
Basierend auf den neurobiologischen Erkenntnissen u¨ber Struktur und Funktion der retinalen
Ganglienzellen ko¨nnen diese durch technische ST-Filter funktionell ersetzt werden. Die kontinu-
ierliche spatiale Filterung durch retinale Ganglienzellen kann dabei durch diskrete konzentrische
Gauss-Differenzenfilter (Difference of Gaussians - DoG) realisiert werden.
Die temporale Filterung kann durch den Einsatz von diskreten zeitlichen Filtern, wie Finite
Impulse Response (FIR) oder Infinite Impulse Response (IIR) Filtern erreicht werden, die in
der digitalen Signalverarbeitung weit verbreitet sind. Der Retina Encoder besteht schließlich aus
einem Array von ST-Filtern mit u¨berlappenden rezeptiven Feldern und ersetzt die intraretinale
Informationsverarbeitung. Fu¨r jede der kontaktierten Ganglienzellen beno¨tigt man einen ST-Filter,
was zu einer Zahl von 100-1000 individuell einstellbaren ST-Filtern im Retina Encoder System
fu¨hrt. Der spatio-temporale Arbeitsbereich der einzelnen ST-Filter muss dabei so gewa¨hlt sein,
dass es mo¨glich ist, die Informationsverarbeitung von P- und M-Zellen der Primatenretina zu
simulieren [EHB99].
In einem Retina Implant System bildet der Retina Encoder einen Teil der externen Kompo-
nenten und kann z.B. mit Hilfe eines Digitalen Signal Prozessors (DSP) realisiert werden [Hu¨n00],
mit dem ein echtzeitfa¨higer RE-Betrieb mo¨glich ist.
2.2.2 Modell des visuellen Systems mit Retina Encoder
Im Fall der funktionellen Ersetzung der biologischen Retina durch einen Retina Encoder leistet
dieser die erste Abbildung F1RE (Abbildung 2.6). RE fu¨hrt eine spatio-temporale Filterung eines
durch die externe Kamera aufgenommenen Stimulus durch. Anschließend wird das Ergebnis der
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Abbildung 2.6: Modell der visuellen Wahrnehmung bei Einsatz eines Retina Implantats (nach [ENB05])
ST-Filterung durch die epiretinal fixierten Elektroden wieder in das biologische Informationsver-
arbeitungssystem eingespeist, indem retinale Ganglienzellen elektrisch stimuliert werden.
Der RE Ausgangsdatenstrom ist Teil der Neuronalen Doma¨ne. Das Elektroden-Array kann
hierbei als ein Umsetzer zwischen den beiden Bereichen der Neuronalen Doma¨ne angesehen werden.
Dort wechselt die neuronalkodierte Information vom technischen auf das biologische System. Die
Abbildung F2, die das zentrale Sehsystem leistet, a¨ndert sich durch das Einsetzen eines Retina
Implantats nicht, wie in Abbildung 2.2 bereits beschrieben.
Im Gegensatz zur durch die Retina geleisteten Abbildung F1 ist die durch den Retina Encoder
geleistete Abbildung F1RE urspru¨nglich nicht die zu F2 passende. Dies bedeutet, dass F2◦F1RE
nicht auf die Identita¨t fu¨hrt, so dass in der Perzeption des Implantattra¨gers nicht die zur Stimu-
lation geho¨rende Wahrnehmung eintritt. Dafu¨r gibt es verschiedene Gru¨nde:
1. Das erste Problem erwa¨chst aus der Tatsache, dass nicht alle Eingangskana¨le des Zentra-
len Sehsystems kontaktiert werden ko¨nnen. Die momentane Technik bietet noch nicht die
Mo¨glichkeiten jede retinale Ganglienzelle (1 Mio. Stu¨ck) funktionell zu ersetzen und eine
zugeho¨rige Stimulationselektrode zur Verfu¨gung zu stellen.
Aus technischer Sicht tritt besonders die Schwierigkeit in den Vordergrund, dass fu¨r ei-
ne zell-spezifische Stimulation die Elektrodengro¨ße verkleinert werden muss, dies aber zu
ungewu¨nscht hohen Impedanzen und Stimulationsstro¨men fu¨hrt. Durch fortschreitende Ent-
wicklung auf dem Gebiet der Nanotechnologie kann jedoch diese Einschra¨nkung in einiger
Zeit erfolgreich gelo¨st worden sein. Besonders attraktive Ansa¨tze sind hier die retinale Stimu-
lation durch Abgabe von Neurotransmittern durch Nanosysteme. Ein weiterer Ansatz ist hier
die Multizellstimulation durch zellspezifische Stimulationsprofile [Hor02, ENB04, NEB04].
Aus Sicht der beiden Abbildungen F1 und F2 bedeutet dies, dass viele Kana¨le des Inversi-
onssystems nicht kontaktiert sind. Es stellt sich die Frage, ob dennoch eine Rekonstruktion,
wenn auch mit verminderter Qualita¨t, zu erreichen ist, oder ob die Rekonstruktion vo¨llig
fehlschla¨gt. Die Zahl der Elektroden, die mindestens no¨tig ist, ist ebenfalls unbekannt.
Weiterhin stellt sich die Frage, ob es mo¨glich ist durch intelligente Stimulationsstrategien,
trotz einer Einschra¨nkung bzgl. der Elektrodenzahl, eine Stimulation derart durchzufu¨hren,
dass das zentrale Sehsystem in der Lage ist, aus dem gesendeten Datenstrom erfolgreich eine
Perzeption zu erzeugen.
2. Die retinotope Kontaktierung der Retina stellt eine weitere Herausforderung dar. Bei der
Implantation des Retina-Stimulators ist die Kontaktierung der einzelnen Elektroden zu den
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Ganglienzellen zuna¨chst rein zufa¨llig, d.h. eine retinotope Zuordnung der rezeptiven Felder
des Retina Encoders zu den zugeho¨rigen Ganglienzellen ist nicht von vorneherein gegeben
und muss in Interaktion zwischen Implantattra¨ger und Retina Implantat erfolgen. Es kann
durchaus vorkommen, dass anstatt des Zellsomas einer gewu¨nschten Ganglienzelle vorbeilau-
fende Axone weiter entfernt liegender Ganglienzellen stimuliert werden, so dass die Retino-
topie gesto¨rt wird. Lo¨sungsansa¨tze sind hier die Retinotopie durch ein geeignetes wahrneh-
mungsbasiertes Dialogsystem zu lernen [Wal98] oder die Verwendung Zellko¨rperspezifischer
Stimulationsprofile [Hor02].
3. Die rezeptiven Felder der retinalen Ganglienzellen haben eine große Bandbreite in ihren
spatio-temporalen Filtereigenschaften. Dies erfordert einerseits, dass der Parameterraum der
technischen ST-Filter so dimensioniert sein muss, dass sa¨mtliche in der Retina vorkommen-
den rezeptiven Feldeigenschaften emuliert werden ko¨nnen. Andererseits muss ein Verfahren
gefunden werden, dass die Filterparameter eines ST-Filters so einstellt, dass sie den spatio-
temporalen Filtereigenschaften der kontaktierten Ganglienzelle vor Beginn der Krankheit
entsprechen. Die Komplexita¨t dieser Aufgabe nimmt jedoch mit der Dimension des ST-
Filter-Parameterraums und der Zahl der zu kontaktierenden Ganglienzellen sehr schnell zu.
Fu¨r nachfolgende Teile des Sehsystems wa¨ren bei einer korrekten Ersetzung der biologischen
Retina durch ein solch ’ideales’ Retina Implantat in erster Na¨herung keine Unterschiede feststell-
bar. Die korrekte Parameterwahl des Retina Encoders wu¨rde zu einer Abbildung F1RE fu¨hren,
die der urspru¨nglichen von der gesunden Retina geleisteten Abbildung F1 entspricht und somit
mit der Abbildung F2 zu der korrekten Wahrnehmung fu¨hrt.
Andere Ansa¨tze fu¨r die Entwicklung von ku¨nstlichen Sehprothesen gehen von einer hohen Plas-
tizita¨t des visuellen Kortexes aus. In der Prothese findet nur eine marginale Vorverarbeitung der
Kameradaten durch eine festgelegte Filterstruktur (F1′) statt, die nicht der urspru¨nglichen durch
die Retina geleisteten Abbildung F1 entspricht und deren Ergebnisse anschließend als Stimulati-
onssignale dienen sollen. In diesem Fall soll nicht Abbildung F1′ in einem interaktiven Lernprozess
gea¨ndert werden. Man erwartet in diesem Fall, dass sich die vom ZVS geleistete Abbildung F2
nach einiger Zeit der Benutzung der Sehprothese zu einer Abbildung F2′ a¨ndert, die die korrekte
inverse Abbildung zu F1′ darstellt.
Hier stellt sich die zentrale Frage, ob das menschliche visuelle System nach vielen Jahren
Blindheit oder nach abgeschlossener Entwicklungsphase des visuellen Systems noch eine derarti-
ge Flexibilita¨t aufweist. So gibt es Hinweise darauf, dass der Visuelle Kortex nur in einer sehr
fru¨hen postnatalen Phase dazu in der Lage ist, sich so auszubilden, dass es anschließend zu einer
visuellen Wahrnehmung kommen kann. Eine Sto¨rung dieses Prozesses in diesem kritischen Stadi-
um fu¨hrt zu einer Fehlentwicklung (u.U. zur Blindheit), die in der nachfolgenden Zeit nicht mehr
behoben werden kann [Wie82]. Dies zeigte sich auch bei Menschen, die beispielsweise aufgrund
einer angeborenen Linsentru¨bung viele Jahre blind waren. Nach einer Korrektur der Linse kam
es bei diesen jedoch nicht zu einer visuellen Wahrnehmung, obwohl der Rest des Sehsystems kei-
nerlei Schaden aufzuweisen schien [MRA+05]. Bei Blinden wird aufgrund des fehlenden visuellen
Informationseingangs der visuelle Kortex fu¨r die Verarbeitung auditorischer oder taktiler Reize
rekrutiert [MRA+05].
Ein weiterer wichtiger Punkt ist, dass auch in den unteren visuellen Verarbeitungsschichten eine
Umgestaltung der Nervenverbindung aufgrund von fehlender Aktivita¨t zu finden ist. So kommt es
einige Zeit nach Beginn der Photorezeptordegeneration zu einer Vera¨nderung der intraretinalen
Verschaltung [JWF+03]5.
5Es ist sehr fraglich, ob diese zu spa¨teren Zeitpunkten durch wiedereinsetzende neuronale Aktivita¨t (durch
regenerierte Photorezeptoren oder elektrische Stimulation verursacht) ru¨ckga¨ngig gemacht werden kann. Aufgrund
dieser letzten Tatsache ist es wahrscheinlich zwingend notwendig, Retina Implantate so fru¨h wie mo¨glich einzusetzen.
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2.2.3 Retina Encoder Trainingsumgebung
Eine im Vergleich zum Lernen der Retinotopie deutlich gro¨ßere Herausforderung liegt darin, die
korrekten Parametereinstellungen fu¨r die spatio-temporalen Filter des Retina Encoders zu finden6.
Hierfu¨r wird ein wahrnehmungsbasiertes Lernverfahren benutzt [EHB99]. Der Implantattra¨ger ist
dabei ein Teil einer Optimierungsschleife. Geeignete Trainingsverfahren mu¨ssen dieser Tatsache
Rechnung tragen und die psychologischen Verhaltensweisen der Probanden beru¨cksichtigen. Be-
sonders hervorzuheben sind hier, dass Optimierungsverfahren kurze Bewertungszeiten beno¨tigen,
da Aufmerksamkeit und Motivation der Implantattra¨ger mit der Trainingsdauer abnehmen. Wei-
terhin ist es von Vorteil die Bewertung eines Parametersatzes u¨ber einen motorischen Kanal (z.B.
Joystick, Maus, Kopfbewegungen [ESB07]) an das Lernsystem zu u¨bermitteln. Wa¨hrend der letzen
Jahre wurden verschiedene Trainingsverfahren untersucht [EBH97, BBE98b]. Bei diesen Studien
wurden Hinweise dafu¨r gefunden, dass sich evolutiona¨re Algorithmen fu¨r wahrnehmungsbasierte
Optimierungsverfahren gut eignen [BEH99, Bec99, BEN03]. Als Individuen dienen hier einzelne
RE-Parametersa¨tze (Genotypen). Der Proband bewertet die durch die einzelnen Parametersa¨tze
erzeugten Wahrnehmungen (Pha¨notypen) bezu¨glich der Gu¨te ihrer U¨bereinstimmung mit einem
u¨ber einen anderen Sinneskanal (z.B. auditorisch) u¨bermittelten Sollmuster P1. Dabei wa¨hlt er ei-
ne gewisse Zahl von besten Individuen aus der Gesamtpopulation aus. Bei der Zahl der Individuen
ist darauf zu achten, dass das Kurzzeitgeda¨chtnis des Implantattra¨gers hinsichtlich der Kapazita¨t
zur Speicherung der erzeugten Wahrnehmungen begrenzt ist. Eine Populationsgro¨ße von etwa
sechs Individuen und eine Selektion der drei subjektiv besten Individuen aus dieser Population
(3-aus-6-Verfahren) hat sich in der Vergangenheit als guter Kompromiss zwischen einer fu¨r
Versuchspersonen (VP) angenehmen Zahl zu merkender Wahrnehmungen und einer mo¨glichst ho-
hen Zahl von Individuen fu¨r einen gut konvergierenden evolutiona¨ren Algorithmus herausgestellt.
Abbildung 2.7 zeigt ein Schema dieses Verfahrens.
Aufgrund der Tatsache, dass bisher keine Patienten mit implantierten lernfa¨higen Retina Im-
plantaten fu¨r Untersuchungen zur Verfu¨gung stehen, mu¨ssen fu¨r die Entwicklung von Retina
Encoder Trainingsverfahren alternative Methoden generiert werden, die an Stelle von Blinden
normalsichtige Versuchspersonen in der Trainingsschleife einsetzen. Dabei muss darauf geachtet
werden, dass dieser Umweg eine mo¨glichst große Na¨he zum realen Verfahren hat, so dass eine
Verallgemeinerung der entwickelten Lernverfahren fu¨r den Einsatz bei Blinden mo¨glich wird.
2.2.4 Inverter Modul
Zu diesem Zweck wurde in vergangenen Arbeiten [Wal98, BBE98a] die Idee eines Inverter Mo-
duls (IM) hervorgebracht, welches die Aufgabe hat, Teile des menschlichen Zentralen Sehsystems
zu simulieren (siehe Abbildung 2.9). Das Inverter Modul zusammen mit einer normalsichtigen
Versuchsperson ersetzt die Wahrnehmung eines Implantattra¨gers und stellt auf diese Weise die
Abbildung F2 dar. Somit ist die Entwicklung und der Test wahrnehmungsbasierter Retina Enco-
der Trainingsverfahren ohne den tatsa¨chlichen Einsatz von Blinden mit implantierten RI-Systemen
durchfu¨hrbar.
Dabei erhebt das Inverter Modul keineswegs den Anspruch die vollsta¨ndige visuelle Informa-
tionsverarbeitung eines Menschen nachzubilden. Nach heutigem Forschungsstand existiert keine
vollsta¨ndige Theorie der visuellen Wahrnehmung angefangen von der retinalen Informationsver-
arbeitung bis hin zu den ho¨chsten Zentren des menschlichen zentralen Sehsystems, sondern man
hat bisher einige grundlegende Prinzipien gefunden. Beispielsweise ist bekannt, dass die visuelle
Informationsverarbeitung mittels von hierarchisch angeordneten Kortizes durchgefu¨hrt wird, die
aber auch u¨ber massive Ru¨ckkopplungen zu vorhergehenden Schichten verfu¨gen. Weiterhin bleibt
innerhalb dieser Kortizes bis hin zu sehr hohen Ebenen die Retinotopie erhalten. Die rezeptiven
Felder von Neuronen dieser Kortizes werden mit Zunahme der Hierarchie immer spezialisierter
(Feature Detektoren) und nehmen in ihrer Gro¨ße zu.
6Aus Sicht der Kodierungstheorie ist es die Aufgabe den zum fest vorgegebenen Dekodierer (das Zentralen
Sehsystem) den richtigen Kodierer zu finden. Aus Sicht der Kryptographie ist der Entschlu¨sselungsalgorithmus fest
vorgegeben, jedoch ist der Schlu¨ssel (die korrekte ST-Filter Einstellung von RE) unbekannt [BNE03, BEN03].
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Abbildung 2.7: Retina Encoder System mit wahrnehmungsbasiertem RE Training durch einen Blinden
Aufgrund der fehlenden Kenntnis u¨ber die Entstehung visueller Wahrnehmung wird fu¨r das In-
verter Modul ein ”Blackbox”-Ansatz gewa¨hlt, der nur zum Ziel hat, aus dem empfangenen Retina
Encoder Ausgangsdatenstrom (t1, t2, .., tn) ein Muster P2 zu erzeugen, das mit dem urspru¨nglichen
Eingangsmuster P1 mo¨glichst perfekt u¨bereinstimmt. Das vom Inverter Modul erzeugte Muster
P2 wird anschließend in der gleichen Skalierung und Auflo¨sung wie das Eingangsbild auf einem
Bildschirm ausgegeben. Durch den Einsatz des Inverter Moduls zusammen mit dem Bewertungs-
vorgang durch eine normalsichtige Versuchsperson simuliert man die Bewertung der Wahrnehmung
durch einen Blinden im RE-Trainingsprozess. Ein grundlegender Unterschied zum RE-Training mit
blinden VPn ist, dass hier sowohl P1 als auch P2 als Bildschirminhalte darstellbar, d.h. Teile der
physikalischen Doma¨ne sind. Damit sind sie grundsa¨tzlich auch fu¨r deterministische Bewertungs-
routinen zuga¨nglich.
Bevor mit diesem System ein Encoder-Training durchgefu¨hrt werden kann, mu¨ssen zuna¨chst
zwei Bedingungen sichergestellt werden:
• Es muss am Retina Encoder ein ST-Filter-Parametersatz RE ref eingestellt werden, von dem
bekannt ist, dass dieser zu einer invertierbaren spatio-temporalen Abbildung F1ref fu¨hrt.
7
• Das Inverter Modul muss derart trainiert werden, dass die Abbildung F2ref, die nun durch
IM geleistet wird, so angepasst wird, dass sie die inverse Abbildung zu F1ref darstellt:
F2ref =F1
−1
ref
7Dabei sollte dieser Parametersatz eine gewisse Bandbreite in seinen Filterparametern aufweisen. Beispielsweise
kann man biologisch motivierte ST-Filtern-Klassen definieren und danach eine Anzahl von rezeptiven Felder, die
diesen Klassen zugeordnet sind, auf der Eingangsfla¨che des RE anordnen. Die Invertierbarkeit ist im physiologischen
Fall natu¨rlich auf die spatio-temporalen Frequenzbereiche beschra¨nkt, in denen die retinalen Ganglienzellen sensitiv
sind.
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Abbildung 2.8: Fehlerkurve fu¨r den Inverter-Lernvorgang mit einem Evolutiona¨ren Algorithmus
Durch Erfu¨llung dieser beiden Bedingungen wird ein Zustand hergestellt, der in gewisser Wei-
se dem Zusammenspiel zwischen Retina und zentralem visuellen System mit zueinander nahezu
inversen Abbildungen F1ref und F2≈F2ref =F1−1ref in normalsichtigen Personen entspricht. Die
Verkettung der beiden Abbildungen F1 und F2ref ergibt somit na¨herungsweise die Identita¨t Id:
F2 ◦ F1ref=Id (2.1)
Es ist zu beachten, dass von vorneherein nicht klar ist, ob die vom Invertermodul gelernte
Abbildung F2 stetig ist, damit ein wahrnehmungsbasiertes Training u¨berhaupt mo¨glich wird. Sei
RE ref beispielsweise ein RE-Zustand und RE

ref ein eng benachbarter Zustand. IM ref sei das
zu RE ref geho¨rige Inverter Modul. Wenn man annimmt, dass keine Stetigkeit gegeben ist, so
resultieren bei festem IM ref aus der Inversion der leicht unterschiedlichen Filterergebnisse von
RE ref und RE

ref zwei Inversionsergebnisse, die sich sehr stark unterscheiden ko¨nnen.
2.2.5 Training des Invertermoduls
Das Invertermodul wurde in vorhergehenden Arbeiten [Wal98, BBE98a] durch verschiedene
Ansa¨tze mit Neuronalen Netzen realisiert. In der Arbeit von Becker [Bec99] wurde dazu ein Neu-
ronales Netz mit einer speziellen Topologie verwendet. Fu¨r das Training des Netzes wurden von
einem Mustergenerator verschiedene Sequenzen von Bildern eines bewegten Stimulus (z.B. ein wei-
ßer Ring vor schwarzem Hintergrund) erzeugt, die dem RE-Eingangsbereich pra¨sentiert wurden
und gleichzeitig als Teacher-Werte fu¨r das Lernverfahren verwendet wurden. Die zugeho¨rigen RE-
Ausgangsdatensequenzen wurden als Input fu¨r das Neuronale Netz verwendet. Um das Training
zu vereinfachen, wurde Vorwissen in das Netz eingebaut. Dazu wurde auf eine die Retinotopie er-
haltende Informationsverarbeitung geachtet, d.h. Inputneurone bekamen nur Eingaben von ihnen
entsprechenden RE-Ausga¨ngen und deren Nachbarn bis zu einem einstellbaren Grad der Nach-
barschaft. Die Wahl einer solchen Netztopologie ist im Hinblick auf die neuronale Informations-
verarbeitung im menschlichen zentralen Sehsystem durchaus plausibel, da dort an vielen Stellen
die Retinotopie erhalten bleibt. Als weitere Vereinfachung wurde Vorwissen u¨ber die Klassenzu-
geho¨rigkeit der ST-Filter verwendet.
Als Lernverfahren wurde auf einen evolutiona¨ren Algorithmus zuru¨ckgegriffen. Als ein Geno-
typ ist hier ein Satz von Gewichten des Neuronalen Netzes anzusehen. Die Fitness eines solchen
Individuums berechnete sich aus der U¨bereinstimmung der mit diesem Gewichtssatz generierten
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Abbildung 2.9: Retina-Encoder-System mit wahrnehmungsbasiertem RE-Training durch eine normal-
sichtige Versuchsperson. Im Vergleich zu Abbildung 2.7 ist hier das zentrales Sehsystem
und die visuelle Wahrnehmung des Blinden durch das Inverter Modul und Wahrnehmung
einer normalsichtigen Versuchsperson ersetzt.
Inverter-Output-Sequenz und der zugeho¨rigen Stimulussequenz. Eine typische Lernkurve eines
Invertermoduls ist in Abbildung 2.8 dargestellt. Der trainierte Inverter hat die Fa¨higkeit zu Ge-
neralisieren, d.h. bei Eingabe eines RE-Filter-Ergebnisses zu einem bisher unbekannten Stimulus
rekonstruierte der Inverter diesen zufriedenstellend. Ein wichtiger Aspekt ist, dass bei diesem An-
satz eine untere Schranke in der Qualita¨t der rekonstruierten Bilder (gelernte und ungelernte)
existiert. Diese Schranke stellte fu¨r das Training des Retina Encoders von vorneherein eine Hu¨rde
dar. Ziel der Arbeit ist die Entwicklung eines Inverter Moduls, das eine perfekte Rekonstruktion
des Stimulus ermo¨glicht, dabei aber keine neuen Hindernisse mit sich bringt.
2.2.6 Training des Retina Encoder Moduls
War nun der geforderte Systemzustand durch Erfu¨llung der beiden obigen Bedingungen herge-
stellt, so konnte ein zufa¨lliger ST-Filter-Parametersatz REbel am RE-Modul eingestellt werden,
um die Situation zu simulieren, die vorliegt, wenn eine Mikrokontaktfolie eines neuen Retina Im-
plantats einem Blinden implantiert wird8. Der Retina-Chirurg kann nur eine grobe Positionierung
der Kontaktfolie in der Na¨he der Fovea vornehmen und diese dort fixieren. Eine exakte Zuordnung
einzelner Elektroden mit den jeweils zugeho¨rigen ST-Filter-Konfigurationen zu spezifischen Gan-
glienzellen ist nicht mo¨glich. Durch die Verstellung des RE-Parametervektors von RE ref hin zu
REbel stellt die Konkatenation der beiden Abbildungen F1 und F2 nicht mehr la¨nger die Identita¨t
dar.
8Zusa¨tzlich zur Verstellung der RE-Filterparameter ko¨nnte auch die Zuordnung der Retina-Encoder-
Ausgangskana¨le zu den Invertermodul Eingangskana¨len vera¨ndert werden, was einer Aufhebung der Topologie
zwischen Elektrodenarray und Ganglienzellanordnung entsprechen wu¨rde.
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Abbildung 2.10: Lernkurve des Retina-Encoder-Trainings mit normalsichtiger Versuchsperson
Die normalsichtige VP hatte nun die Aufgabe, den richtigen RE-Parametersatz RE ref wieder-
zufinden. Hierzu verglich sie die ihr vom Lernsystem vorgeschlagenen RE-Parametersa¨tze. Dies
geschah folgendermaßen (Abbildung 2.9):
Der einen Teil des Dialogsystems bildende Evolutiona¨re Algorithmus (EA) generierte anfangs
sechs verschiedene, zufa¨llige RE-Parametersa¨tze RE i. Die Parametersa¨tze wurden in das RE-
Modul geladen, wenn die VP die entsprechende Wahl (durch Klicken mit der Maus auf eines
der sechs Auswahlfelder) traf. Der Retina Encoder verarbeitete einen anliegenden Stimulus dem
gewa¨hlten Filtersatz entsprechend und u¨bermittelte anschließend sein Ergebnis an das Inverter
Modul (IM ref). Dieses erzeugte ein Muster P2. Nach Betrachtung und Vergleich der IM Outputs
P2i zu allen vom Dialog Modul generierten RE-Parametersa¨tzen mit dem urspru¨nglichen Stimulus
P1, hatte die VP die Aufgabe, die drei subjektiv am besten u¨bereinstimmenden Ausgangsmuster
bzw. deren erzeugende Parametersa¨tze zu selektieren. Aus diesen selektierten Sa¨tzen generierte
der EA des Dialog Moduls durch Rekombination und Mutation sechs neue RE-Parametervektor-
Vorschla¨ge. Im na¨chsten Iterationsschritt musste die Versuchsperson wieder ihre Wahl aus den
neuen Vorschla¨gen treffen. Nach ca. 60 Iteration (was ungefa¨hr einem zeitlich Aufwand von 60-90
Minuten entsprach) erreichte die Versuchsperson meist eine zufriedenstellende Qualita¨t des Mus-
ters P2. Somit wurde ein RE-Parametervektor REneuref gefunden, der eine Encoder Abbildungen
F1neu bestimmte, die nahe genug an der urspru¨nglichen Retina Abbildung F1 lag und mit der fes-
ten Inverterfunktion wieder nahezu die Identita¨t ergab. Inwieweit der gefundene Parametervektor
REneuref mit dem urspru¨nglichen RE ref u¨bereinstimmte, war anhand des IM-Outputs nicht ersicht-
lich. Das prima¨re Ziel war eine mo¨glichst optimale U¨bereinstimmung des Inverter Ausgangs P2
mit dem Stimulus P1. Ob diese durch verschiedene RE-Parameterkonfigurationen erreicht werden
konnte, war nicht von zentraler Bedeutung.
In Abbildung 2.10 ist eine typische Lernkurve eines Retina Encoders bei Training durch eine
normalsichtige Versuchsperson dargestellt. Das bei diesem Training verwendete Inverter Modul
entspricht dem im vorherigen Abschnitt Beschriebenen. Die Gu¨te des RE-Parametersatzes ist
aufgrund der Beschra¨nkung der Inverterqualita¨t ebenfalls limitiert.
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2.3 Ziele der Arbeit
Hauptziel dieser Arbeit ist es, die Inversionsfa¨higkeit spatio-temporaler Filteroperationen zu unter-
suchen. Im Speziellen wird hierbei auf die ST-Filterung eingegangen, die durch einen lernfa¨higen
Retina Encoder geleistet wird. Im Vordergrund steht dabei die Frage, unter welchen Umsta¨nden
eine mo¨glichst perfekte Inversion durchgefu¨hrt werden kann. Ob die vollsta¨ndige Umkehrung der
spatio-temporalen Abbildung u¨berhaupt mo¨glich ist, ha¨ngt sowohl von der Wahl der Filterpara-
meter als auch von der Anzahl der Abtastpunkte des Eingangsbildes ab. Bei ungu¨nstiger Wahl der
ST-Filter-Eigenschaften ist zu erwarten, dass es bei der Filterung zu einem Informationsverlust
kommt.
Fu¨r die Entwicklung eines die Anforderungen erfu¨llenden Invertermoduls wurde zuna¨chst eine
mathematische Analyse der spatio-temporalen Abbildung des Retina Encoders durchgefu¨hrt. Um
die entwickelten Verfahren zu verwirklichen, wurde eine neue Retina Encoder (RE*) Software
implementiert, die ein adaptives Filter Modul zur spatio-temporalen Filterung sowie verschiedene
zugeho¨rige Inverter Module entha¨lt. Mit diesen Systemen wurden anschließend verschiedene Fra-
gestellungen zur Inversion untersucht und analysiert. Darunter fallen Untersuchungen bzgl. der ,
welche ST-Filter-Konfigurationen invertierbar sind und wie diese erzeugt bzw. gefunden werden
ko¨nnen.
Des Weiteren wird die Frage behandelt, ob in den Fa¨llen, in denen aufgrund eines Informati-
onsverlustes keine einfache Inversion durchfu¨hrbar ist, durch die Verwendung von a-priori Wissen
dieses Ziel dennoch na¨herungsweise erreicht werden kann. Die Verfahren, die hier zum Einsatz kom-
men und miteinander verglichen werden, sind ein spezieller Entscheidungsbaum (Decision Tree)
sowie ein Matrixformalismus mit verschiedenen Regularisierungsverfahren. Zur Unterstu¨tzung der
Inversionsalgorithmen wird zusa¨tzlich ein physiologisch motivierter Prozess implementiert, der
Zusatzwissen durch den Einsatz von ku¨nstlich erzeugten Augenbewegungen einbringt.
Ein zentraler Punkt ist die Untersuchung der Stabilita¨t und Qualita¨t der Inversion gegenu¨ber
Sto¨rungen, wie sie zum Beispiel beim Retina-Encoder-Training durch A¨nderung der ST-Filter
Parameter auftreten. Ist die vom Inverter gelieferte Inversion der spatio-temporalen Filterung von
schlechter Qualita¨t oder von numerischer Instabilita¨t gepra¨gt, so hat dies starke Auswirkungen
auf den Trainingsverlauf. Unter Umsta¨nden ist ein erfolgreiches Training u¨berhaupt nicht mo¨glich.
Um die Mo¨glichkeiten einer perfekten mathematischen Inversion von Filteroperationen zu un-
tersuchen, muss man sich in den Bereich der angewandten Mathematik begeben. Die Filterung
eines Signals durch einen ST-Filter stellt im mathematischen Sinn eine dreidimensionale Faltungs-
operation (Convolution) dar. Die Umkehrung der Faltung (Deconvolution) ist im Allgemeinen ein
schlecht-gestelltes Problem. Diese sind im wissenschaftlichen Umfeld der angewandten Mathema-
tik, die sich mit sogenannten Inversen Problemen bescha¨ftigt, wohlbekannt. Zur Entwicklung eines
Inverter Moduls, das eine mo¨glichst perfekte Rekonstruktion des Eingangsmusters erlaubt, wird
auf die Behandlung von a¨hnlich gelagerten inversen Filteroperationen in benachbarten wissen-
schaftlichen Disziplinen eingegangen. Neben der Perspektive der Inversen Probleme werden auch
kurz andere Sichtweisen diskutiert.
Durch Kenntnis der Randbedingungen, die eine mo¨glichst perfekte Invertierung dieser spatio-
temporalen Filterung ermo¨glichen, ist man in der Lage angepasste RE-Trainingsumgebungen fu¨r
normalsichtige Versuchspersonen zu entwerfen. Dabei ist es unter Umsta¨nden notwendig, das Trai-
ningverfahren an die Eigenschaften des Invertersystems anzupassen. Ein Ziel der Arbeit ist es, eine
mo¨glichst perfekte Inversion bzw. Rekonstruktion zu erhalten, die sich zusa¨tzlich numerisch gut-
artig verha¨lt, so dass der Einfluss des Invertermoduls auf das Trainingsverfahren minimal ist. Um
dies mit dem entwickelten Retina-Encoder-System zu testen, wurde eine Trainingsumgebung ent-
wickelt sowie verschiedene wahrnehmungsbasierte Trainingsverfahren implementiert und auf ihre
prinzipielle Eignung hin mittels Funktionstests mit normalsichtigen Versuchspersonen untersucht.
Das Auffinden der urspru¨nglichen RE-Filterkonfiguration kann auch als Systemidentifikation an-
gesehen werden, wenn man die Problemstellung aus der Perspektive Inverser Probleme betrachtet.
Aus den Ergebnissen dieser Entwicklung des Inverter Moduls und der RE-Lernverfahren werden
schließlich Folgerungen gezogen, welche Beru¨cksichtungen bei der Entwicklung von zuku¨nftigen
Retina Implant Systemen gemacht werden sollten.
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Eine zentrale Frage ist die nach der Zahl der no¨tigen Stimulationskana¨le, die ein Retina Im-
plant System haben sollte, um eine brauchbare visuelle Wahrnehmung beim Implantattra¨ger her-
vorzurufen. Diese Frage spielt nicht nur fu¨r die Retina Encoder Lernsimulation eine wichtige Rolle.
Epiretinale Sehprothesen haben momentan nur ca. 100 Stimulationskontakte, da die heutige Tech-
nik noch nicht in der Lage ist, ein Retina-Implant mit einer so grossen Anzahl an Elektroden zu
entwickeln, dass zumindest ein Großteil der fovealen Ganglienzellen kontaktiert werden kann. Es
ist fraglich, ob das menschliche Zentrale Sehsystem einen derart reduzierten Informationskanal
sinnvoll nutzen kann und ob man durch spezielle Stimulationsverfahren diesen Nachteil zumindest
teilweise aufheben kann.
Eine andere Fragestellung ergibt sich bei der Betrachtung des Auges als aktivem, sensori-
schen System. Im Gegensatz zum (menschlichen) auditorischen System gibt es beim Auge senso-
motorische Ru¨ckkopplungen, die eine Reihe von Augenbewegungsmustern und Akkommodation
ermo¨glichen. Psychophysiker sind seit vielen Jahren der Auffassung, dass aktive Augenbewegungen
essentiell fu¨r den Wahrnehmungsprozess sind. Experimente zeigen, dass die visuelle Wahrnehmung
verschwindet, wenn der Lichtreiz auf der Retina stabilisiert wird [RR52, DG52, MCMTD06]. Soge-
nannte entopische Bilder9 zeigen dabei ein besonders schnelles Verschwinden [CP96]. Neben diesen
Miniature Eye Movements during Fixation spielen auch andere Augenbewegungstypen wie Sakka-
den und Augenfolgebewegungen eine wichtige Rolle im Wahrnehmungsprozess. Retina Implantate
mu¨ssen zuku¨nftig dieser sensomotorischen Ru¨ckkopplung Rechnung tragen und ggf. ku¨nstliche
Augenbewegungen erzeugen ko¨nnen.
Bei der Entwicklung der Inversionsverfahren wurden Ansa¨tze, die auf Neuronalen Netzen basie-
ren, nicht beru¨cksichtigt, da diese bereits zuvor bei Walther [Wal98] und Becker [Bec99] ausfu¨hrlich
untersucht wurden.
In der vorliegenden Arbeit wurden hauptsa¨chlich neue Sichtweisen und Konzepte fu¨r die Ent-
wicklung von lernfa¨higen Retina-Encoder-Systemen mit wahrnehmungsbasierten Trainingsverfah-
ren erarbeitet, die fu¨r die Entwicklung der na¨chsten Retina-Implant-Generation von großer Wich-
tigkeit sind. Die Arbeit zielt weder auf eine mo¨glichst exakte, echtzeitfa¨hige Nachbildung biolo-
gischer Systeme, noch auf eine vollsta¨ndige psycho-physikalische Messung der Leistungsfa¨higkeit
der wahrnehmungsbezogenen Trainingsverfahren ab.
9Bilder mit einer Struktur, die beispielsweise der Vera¨stelung der retinalen Gefa¨ße entsprechen, werden als
entopische Bilder bezeichnet.
Kapitel 3
Mathematische Grundlagen
3.1 Inversion von Abbildungen
Zuna¨chst soll ausgehend von den mathematischen Grundlagen erarbeitet werden, in welchen ma-
thematischen Kontext die Inversion von durch spatio-temporalen Filtern geleisteten Abbildungen
eingeordnet werden ko¨nnen. Ein Hauptaugenmerk wird dabei auf die Perspektive der Inversen
Probleme und ihrer Lo¨sungsverfahren gelegt. Hilfreich ist dabei ein Vergleich mit benachbarten
wissenschaftlichen Forschungsgebieten, in denen a¨hnliche Inversionsaufgaben behandelt werden.
Anschließend werden verschiedene Mo¨glichkeiten der Inversion fu¨r die speziellen ST-Filter des
Retina Encoders diskutiert und verschiede Ansa¨tze fu¨r die Entwicklung eines Inverter Moduls
betrachtet. In Zusammenhang wird auch kurz auf Rekonstruktionsprobleme der visuellen Wahr-
nehmung eingegangen.
3.1.1 Abbildungen in der Mathematik
In der Mathematik ist der Begriff der Abbildung (mapping) von zentraler Bedeutung. Strukturer-
haltende Abbildungsvorschriften werden Homomorphismen genannt und in einem Teilgebiet der
Mathematik, der universellen Algebra, behandelt. Ein Homomorphismus verknu¨pft Objekte einer
ersten Struktur mit entsprechenden Objekten einer zweiten Struktur. Als Strukturen kommen z.B.
Mengen, Gruppen, Vektorra¨ume und (differenzierbare) Mannigfaltigkeiten in Betracht1. Die Gra-
fik Abbildung 3.1 zeigt eine Abbildung A, welche die Objekte eines Urbildraums X mit denen eines
Bildraums Y verknu¨pft. Homomorphe Abbildungen werden als injektiv bezeichnet, wenn je zwei
Elemente f1, f2 aus X auf verschiedene Elemente g1, g2 aus Y abgebildet werden [Fis05]. Werden
1Im Folgenden werden als Strukturen meist Vektorra¨ume betrachtet.
Abbildung 3.1: Darstellung einer Abbildung A von einer Struktur X auf eine Struktur Y : A : X → Y :
A(f) = g mit f ∈ X und g ∈ Y
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(a) Kern der Abbildung A (b) Bildbereich der Abbildung A
Abbildung 3.2: In Abbildung a) ist der Kern der Abbildung A dargestellt. AlsKern(A) ist die Menge der
Vektoren aus X definiert, die auf den Nullvektor von Y abgebildet werden: Kern(A) =
{f ∈ X|A(f) = 0}. In Teil b) ist die Bildmenge der Abbildung A skizziert. Bild(A)
ist die Teilmenge von Y , deren Elemente Urbilder in der Menge X besitzen: Bild(A) =
{g ∈ Y |A(f) = g, f ∈ X}
zwei verschiedene Elemente auf dasselbe Objekt abgebildet, so ist die Abbildung nicht mehr in-
jektiv. Eine Abbildungs heißt surjektiv, wenn zu jedem Element g aus Y ein f aus X existiert,
fu¨r das g = A(f) gilt. Eine Abbildung, die injektiv und surjektiv zugleich ist, wird bijektiv oder
auch Bijektion genannt. Die abstrakten Ra¨ume X und Y ko¨nnen von endlicher oder unendlicher
Dimension sein.
Ein Homomorphismus A : X → Y heißt [Ja¨n05, Fis05]:
• Monomorphismus, wenn A injektiv ist
• Epimorphismus, wenn A surjektiv ist
• Isomorphismus, wenn A bijektiv ist und die Umkehrfunktion A−1 ebenfalls ein Homomor-
phismus ist
• Endomorphismus auf X, wenn A : X → X
• Automorphismus auf X, wenn A : X → X ein Isomorphismus ist
• Homo¨omorphismus, wenn A bijektiv, stetig und die Umkehrabbildung A−1 ebenfalls stetig
ist
Als Kern von A wird diejenige Teilmenge von X betrachtet, die von der Abbildung A auf das
Nullelement von Y abgebildet wird (Abbildung 3.2 a)):
A(f) = 0 =⇒ f ∈ Kern(A) (3.1)
Entha¨lt der Kern von A andere Elemente neben dem Nullvektor, so ist die Abbildung nicht mehr
injektiv. Elemente, die zum Kern der Abbildung geho¨ren, ko¨nnen nicht rekonstruiert werden (siehe
Abbildung 3.15). Als Bild von A wird diejenige Teilmenge von Y bezeichnet, deren Elemente ein
Urbild in Y haben (Abbildung 3.2 b)).
g = A(f) =⇒ g ∈ Bild(A) (3.2)
Haben alle Elemente von Y ein Urbild in X, so ist die Abbildung surjektiv.
Wenn es sich bei der Abbildung A : X → Y um einen Homo¨omorphismus handelt, so ist die
Inversion einfach durchzufu¨hren, da es sich um eine bijektive Abbildung handelt, bei der sowohl die
Abbildung als auch die Inverse stetig sind und somit Ungenauigkeiten in g bei der Inversion keine
negativen Auswirkungen haben (s. Abbildung 3.3 a)). Fu¨r die Inversion einer Abbildung scheint die
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(a) Stetige Abbildung (b) Schlecht gestelltes Problem mit unstetiger inverser
Abbildung
Abbildung 3.3: Bild a) zeigt den Idealfall einer bijektiven, stetigen Abbildung von X nach Y, deren
Inverse ebenfalls stetig ist (Homo¨omorphismus). b) zeigt die negativen Auswirkungen
einer unstetigen Inversen Abbildung, wenn die Ausgangsdaten gesto¨rt vorliegen. Die-
se Ausgangslage ist bei schlecht-gestellten Inversen Problemen in den meisten Fa¨llen
vorhanden.
Injektivita¨t zuna¨chst von ho¨herer Wichtigkeit zu sein. Die Injektivita¨t erlaubt es, jedem Element
von Y eindeutig ein Element von X zuzuordnen. Ein einfaches Beispiel fu¨r eine nichtinjektive
Funktion sei A(f) = f2 Aus g = 4 kann nicht eindeutig auf f = 2 oder f = −2 geschlossen
werden. Hier wu¨rde die Verwendung von Zusatzinformation u¨ber einschra¨nkende Eigenschaften
des Urbildraums helfen, eine eindeutige Lo¨sung zu finden (z.B. f > 0).
Sei nun eine injektive, aber nicht surjektive Funktion f gegeben. Wenn es von Interesse ist, die
Abbildungsvorschrift g = A(f) mit f ∈ X und g ∈ Y zu invertieren, dann ist die Ausgangslage
meist so, dass g und A−1(g) geben sind. Vom rein mathematischen Standpunkt aus ist in diesem
Fall g ∈ Bild(A). Eine Beschra¨nkung auf den Bildraum von A findet also automatisch statt, wenn
die Urbildwerte f zu gegebenem g gesucht sind. Ein Problem, zu dem es bei realen Anwendungen in
der Regel kommt, ist das Auftreten von Messfehlern in g. Anstatt des wahren Wertes g misst man
nur den bespielsweise durch additives Rauschen vera¨nderten Wert gε = g+ ε. Der Messwert gε ist
aber nicht notwendigerweise ein Element von Bild(A). Falls die inverse Funktion A−1 nicht stetig
ist, fu¨hrt dies zu keinem oder zu falschen Ergebissen fu¨r das gesuchte Urbild f (s. Abbildung 3.3
b)). Wenn es bei der Inversion von Abbildungen zu solchen Effekten kommt, spricht man von
schlecht-gestellten (ill-posed problems) oder schlecht-konditionierten Problemen (ill-conditioned
problems). Diese sind von zentralem Interesse im Gebiet der Inversen Probleme, das ein Teilgebiet
der angewandten Mathematik darstellt. Inverse Probleme, wie z.B. die Inversion von Abbildungen
mit Faltungsoperatoren mit temporalen, spatialen und auch spatio-temporalen Kernen sind meist
von der schlecht-gestellten Art. Im Folgenden sollen die Eigenschaften Inverser Probleme diskutiert
werden. Dabei finden die der schlecht-gestellten Sorte besondere Beachtung. Anschließend werden
einige Ansa¨tze zu ihrer Lo¨sung dargestellt.
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3.1.2 Schlecht gestellte Probleme
Nach Hadamard sind gut gestellte Probleme durch folgende Eigenschaften gekennzeichnet (die hier
zitierte deutsche U¨bersetzung stammt aus [Lou01, Rie03]):
Definition 1 Sei A : X → Y eine Abbildung zwischen den topologischen Ra¨umen X und
Y . Das Problem (A,X, Y ) heißt gut gestellt (well-posed), wenn folgende Eigenschaften
erfu¨llt sind:
1. Die Gleichung Af = g hat fu¨r jedes g ∈ Y eine Lo¨sung.
2. Die Lo¨sung ist eindeutig bestimmt.
3. Die inverse Abbildung A−1 : Y → X ist stetig, d.h. die Lo¨sung f ha¨ngt stetig von
den Daten g ab (kleine Sto¨rungen in g bewirken kleine Sto¨rungen in f).
Wenn nur eine dieser drei Bedingungen nicht erfu¨llt ist, wird das Probleme als schlecht
gestellt (ill-posed) bezeichnet.
Die Punkte 1. und 2. verlangen die Existenz und die Eindeutigkeit einer Lo¨sung, oder kurz
gesagt, A muss eine Bijektion sein. Die Annahme, dass eine Lo¨sung realer physikalischer Probleme
immer existieren muss, ist zwar korrekt. Das Problem, das jedoch auftreten kann, ist das bereits
angesprochene Auftreten von Messfehlern. Zu dem gemessenen Wert gε existiert kein Urbild in
X. Ist dies der Fall, so ist das Problem schlecht gestellt. Wenn die Abbildung A nicht injektiv ist,
existiert u. U. mehr als eine Lo¨sung. Mo¨glicherweise ko¨nnen durch A¨nderungen am Modell (z.B.
Beschra¨nkung auf positives Vorzeichen) Lo¨sungen ausgeschlossen werden, um eine Gutgestelltheit
des Problems zu erreichen.
Am wichtigsten ist jedoch Punkt 3, der die Stabilita¨t der Lo¨sung fordert. Die Stabilita¨t der
Lo¨sung ist dann gegeben, wenn die inverse Abbildung A−1 stetig ist. Sind alle drei Punkte erfu¨llt,
so handelt es sich um einen Homo¨omorphismus zwischen den Ra¨umen X und Y .
Hadamard ging zu dem Zeitpunkt, als er diese Definition aufstellte, davon aus, dass phy-
sikalische Systeme immer auf gut gestellte Probleme fu¨hren. Seiner Auffassung nach waren fu¨r
die Schlechtgestelltheit eines Problems immer falsche oder unvollsta¨ndige Modelle die Ursache.
Es zeigte sich jedoch, dass mathematische Modelle, die physikalische Vorga¨nge beschreiben, fast
immer schlecht gestellte inverse Probleme nach sich ziehen. Der Grund dafu¨r war nicht in der
Unzula¨nglichkeit oder Fehlerhaftigkeit der mathematischen Modelle zu suchen, sondern erwuchs
meist aus Punkt 3 der obigen Definition. Viele physikalische Prozesse werden durch lineare In-
tegralgleichungen der ersten Art beschrieben (s. Unterabschnitt 3.5.1). Diese stellen eine Form
kompakter Operatoren mit einem nicht endlichdimensionalen Bild dar 2. Die verallgemeinerten
Inversen solcher Operatoren sind unbeschra¨nkt und somit unstetig. Sie fu¨hren folglich auf schlecht
gestellte Probleme. Der kritische Charakter entsteht in der Kombination dieses Umstands mit der
Tatsache, dass physikalische Prozesse immer mit natu¨rlichen Fehlern behaftet sind. Neben diesen
nicht vermeidbaren Messfehlern treten Rundungsfehler auf, die aufgrund der endlichen Zahlendar-
stellung im Rechner entstehen ko¨nnen.
Kleinste Messfehler ko¨nnen in Verbindung mit den unstetigen Inversen zu erheblichen Rekon-
struktionsfehlern fu¨hren [Rie03]. Die dritte Bedingung in Definition 1 wird stark von den Topologi-
en auf X und Y beeinflusst. Die Stetigkeit des Operators A−1 kann theoretisch durch Verfeinerung
der Topologie auf Y erzwungen werden [Lou01]. Jedoch ist diese meist durch a¨ußere Umsta¨nde in
relativ festen Grenzen vorgegeben.
Um schlecht-gestellte Probleme mathematisch handhaben zu ko¨nnen, wurden im Laufe der
Jahre verschiedene Methoden etabliert, die zu stabilen Na¨herungslo¨sungen fu¨hren. Diese sind die
2Kompakte Operatoren stellen eine natu¨rliche Verallgemeinerung linearer, endlichdimensionaler Operatoren
(Matrizen) auf unendlichdimensionalen Ra¨ume dar [Rie03]. Kompakte Operatoren sind meist Integraloperatoren
die gla¨ttend wirken und beschra¨nkt sind.
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Abbildung 3.4: System A mit Eingangsfunktion f(t) und Ausgangsfunktion g(t).
sogenannten Regularisierungsverfahren, die u.a. von Phillips und Tikhonov entwickelt wurden
[Phi62, Tik63].
Bevor im Konkreten auf die mathematischen Eigenschaften von schlecht gestellten Problemen
anhand von Operatorengleichungen und auf mo¨gliche Regularisierungsverfahren eingegangen wird,
soll ein kurzer Blick auf das Auftreten Inverser Probleme in Natur-und Ingenieurwissenschaften
geworfen werden. Dabei sollen im Speziellen solche behandelt werden, die im Visuellen System
und bei der Entwicklung von Retina Implantaten eine zentrale Rolle spielen.
3.2 Inverse Probleme
3.2.1 Problemstellung
In Wissenschaft und Technik werden Abbildungen meist als ein System angesehen, das ein Ein-
gangssignal f(t) auf ein Ausgangssignal g(t) abbildet (Abbildung 3.4). Die Menge der mo¨glichen
Eingangssignale sei X. Y sei der Zielraum der Abbildungsoperation. Das Eingangssignal und Aus-
gangssignal ko¨nnen beispielsweise einfache kontinuierliche Spannungszeitfunktionen sein, wie es
der Fall bei einer Tiefpassfilterung in der Elektrotechnik wa¨re. Mo¨glich sind auch mehrdimensio-
nale Eingangsfunktionen. Die Abbildung eines Objektes durch eine Linse wa¨re ein Beispiel fu¨r
den zweidimensionalen Fall. Ein dreidimensionales Beispiel wa¨re die Schallausbreitung in einem
Raum. Das System kann interne Parameter besitzen, die sich unter Umsta¨nden auch mit der
Zeit a¨ndern ko¨nnen. Ein Beispiel hierfu¨r ist die Verzerrung astronomischer Aufnahmen, die durch
Dichteschwankungen der Atmospha¨re verursacht werden.
In vielen Fa¨llen ist entweder das Eingangssignal, die Systemeigenschaften oder das System-
ausgangssignal unbekannt und soll bestimmt werden. Diese Tatsache kann zur Klassifikation der
Problemstellungen herangezogen werden:
Sind die Eingangszeitfunktion und das System bekannt und soll die Systemantwort bestimmt
werden, spricht man von einem Vorwa¨rtsproblem. Diese Berechnung kann beispielsweise das Lo¨sen
von Integral- oder Differentialgleichungen beinhalten und ist dementsprechend aufwendig. Bei
linearen, verschiebungsinvarianten Systemen ist z.B. die Berechnung des Ausgangssignal durch
Berechnung der Faltung (Convolution) zwischen Eingangssignal und der Impulsantwort des Sys-
tems durchfu¨hrbar. Ist das System nichtlinear, kann die Ausgangsfunktion auch in den meisten
Fa¨llen berechnet werden, da die bekannte Systemfunktion schließlich durch die Abha¨ngigkeiten
zwischen Eingangs- und Ausgangssignal definiert ist. In den meisten Fa¨llen sind hier numerische
Na¨herungsverfahren heranzuziehen.
Bei einer weiteren Klasse interessiert nur die grobe Systemperformance, d.h. fu¨r vorgegebene
Eingangswertbereiche soll die Systemantwort gewisse Kriterien aufweisen, wie z.B. ein bestimmtes
Zeitverhalten und die Einhaltung eines vorgegebenen Amplitudenbereichs. In diesem Fall spricht
man von Systemdesign. Diese Klasse wird ebenfalls zu den Vorwa¨rtsproblemen geza¨hlt. Ein Beispiel
hierfu¨r ist das Design von Filtern, die z.B. ein gewisses Tiefpassverhalten haben sollen.
Von Systemidentifikation spricht man, wenn Eingangswerte bzw. zugeho¨rige, gewu¨nschte Sys-
temantworten vorgegeben bzw. gemessen worden sind und die Systemfunktion bestimmt werden
soll, die dieses Antwortverhalten erzeugt. Dies ist speziell bei nichtlinearen Systemen nicht trivial
[Rei02].
Bei der vierten zu unterscheidenden Klasse handelt es sich um die Umkehrung der Faltung,
die Entfaltung (Deconvolution). Da es keinen speziellen Namen fu¨r die Inversion von nichtlinearen
Systemen gibt, soll der Begriff Entfaltung der U¨bersichtlichkeit halber auch fu¨r diese Art von
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Problemen stehen. Bei der Entfaltung ist das System und die Systemantwort bekannt und es
soll der zugeho¨rige Systemeingang bestimmt werden. Wenn eine bijektive Abbildung vorliegt,
unterscheidet sich das inverse Problem nicht vom Vorwa¨rtsproblem. Problematisch wird es, wenn
die Messdaten fehlerbehaftet sind (d. h. gε /∈ Bild(A)) und die Umkehrabbildung unstetig ist.
Die beiden letzten Fa¨lle werden zu den Inversen Problemen geza¨hlt. In Tabelle 3.1 sind die
verschiedenen Problemstellungen noch einmal aufgefu¨hrt:
Vorwa¨rtsprobleme Inverse Probleme
Faltung System Design System Ident. Entfaltung
Eingangssignal bekannt bekannt bekannt unbekannt
System bekannt unbekannt unbekannt bekannt
Ausgangssignal unbekannt bekannt bekannt bekannt
Tabelle 3.1: Einordnung von Problemstellungen in der Systemtheorie (nach [SF05])
Aus mathematischer Sicht scheint die Zuordnung von Vorwa¨rtsproblem und Inversem Pro-
blem rein willku¨rlich zu sein. Beispielsweise ist das Berechnen des Ausgabewerts y = f(x) bei
gegebenem Eingabewert x fu¨r eine umkehrbare Funktion, wie z.B. f(x) = 2x − 5, von gleicher
Schwierigkeit, wie das Berechnen der Umkehrabbildung f−1(y) = y+52 . In diesem Fall ist nicht
klar, welches das Vorwa¨rtsproblem und welches das Ru¨ckwa¨rtsproblem darstellt. Bei physikali-
schen Problemen ist die Zuordnung meist leichter zu treffen. Hier kann man zwischen Ursache
und Wirkung unterscheiden:
Bei Vorwa¨rtsproblemen ist die Ursache gegeben und es wird die zugeho¨rige Wirkung gesucht.
Diese kann z.B. mit Hilfe eines mathematischen Modells berechnet werden. Ein Beispiel hierfu¨r
ist die Berechnung eines elektrischen Feldes E(r) oder elektrischen Potentials Φ(r) bei gegebener
Ladungsverteilung ρ(r) in einem Raum. Das zugeho¨rige Inverse Problem ist die Bestimmung der
Ladungsverteilung aus einem gegebenen Potentialverlauf. Hier kommt es aber zwangsla¨ufig zu
den bereits beschrieben Messungenauigkeiten. Bei der Systemidentifikation wa¨ren in diesem Fall
sowohl die Position der Ladungen vorgegeben als auch der Potentialverlauf gemessen. Das Ziel
wa¨re dann, aus diesen beiden die Verteilung der das elektrische Feld vera¨ndernden Massen zu
bestimmen.
Bei den Signalen, die mit Methoden aus dem Bereich der Inversen Probleme behandelt werden
mu¨ssen, kann es sich um verschiedenste Arten mit unterschiedlichsten Dimensionen handeln (s.
Tabelle 3.2)
3.2.2 Inverse Probleme in Wissenschaft und Ingenieurwissenschaft
Beispiele fu¨r das Vorkommen Inverser Probleme unterschiedlichster Arten im wissenschaftlichen
und technischen Umfeld sind neben der bereits erwa¨hnten Elektrostatik die Tomographie, Optik,
Seismographie, Akustik und andere Bereiche, auf die hier kurz eingegangen werden soll.
Rohstoffexploration durch Echoortung
Bei dieser Anwendung werden Schallwellen von einer Quelle emittiert (oft ein starker Puls (Delta-
Peak), z.B. durch eine Explosion) und das reflektierte Signal detektiert. Um beispielsweise un-
terirdische O¨lvorkommen zu orten, werden in der Geologie kleine Sprengladungen an der Erd-
oberfla¨che zur Explosion gebracht und die von unterirdischen Objekten mit verschiedenen Dichten
reflektierten Schallwellen durch ein oberirdisch angebrachtes Mikrofonarray (Geophone) detektiert
(s. Abbildung 3.5). Durch die Anwendung geeigneter mathematischer Modelle kann aus den ver-
schiedenen Echos auf die Dichteverteilung im Erdinneren geschlossen und somit evtl. vorliegende
O¨lvorkommen entdeckt werden. Das Verfahren der Rohstoffexploration durch Echoortung wu¨rde
in die Klasse der Systemidentifikation fallen, da man das Eingangssignal und das detektierte Signal
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Eindimensionale Signale (zeitlich oder o¨rtlich, jeweils 1D)
Akustik: akustische Signale, Sonar, Echoortung bei Flederma¨usen
Chemie: Temperaturverlauf, Konzentrationsverlauf
Medizin: Elektrokardiogramm (EKG)
Zweidimensionale Signale (2D-o¨rtlich)
Informatik, Optik: Bildverarbeitung
Geographie: Oberfla¨chentemperatur der Erde
Dreidimensionale Signale (3D-o¨rtlich oder 2D-o¨rtlich +1D-zeitlich)
Medizin: Computertomographie, EEG, Ultraschalltomographie
Fluidmechanik: Stro¨mungsprofil um einen Flu¨gel
Physik: Elektrostatische Randwertprobleme
Informatik: Videoverarbeitung
Vierdimensionale Signale (3D-o¨rtlich +1D-zeitlich)
Radartechnik: Pulsradar
Medizin: fMRT
Physik: elektromagnetische oder akustische Streuprobleme
Tabelle 3.2: Beispiele fu¨r Signale von unterschiedlicher Art und aus verschiedenen wissenschaftlichen
Disziplinen, geordnet nach der Dimension der Signale (nach [SF05]). Die aufgelisteten Me-
thoden sind von aktiver oder passiver Art.
zur Verfu¨gung hat, jedoch nicht die Dichteverteilung im Erdinneren, die somit ein unbekanntes
System bildet. Als eng verwandte Verfahren kann man die Echoortung von einigen Fledermausar-
ten [MS03] oder die Orientierung und Beutelokalisation mittels elektrischer Felder einiger Arten
elektrischer Fische [Cap04] ansehen.
Computertomographie
Die Computertomographie (CT) ist neben anderen das Standardbeispiel eines Inversen Problems.
Die CT ist ein nicht-invasives bildgebendes Verfahren und hat die Medizin seit ihrer Einfu¨hrung
zum Ende des 20. Jahrhunderts (A. M. Cormack und G. Hounsfield, Nobelpreis 1979) revolu-
tioniert. Aktuelle Verfahren sind die Ro¨ntgen-Computer-Tomographie, die Positronen-Emissions-
Tomographie (PET) und die Magnetische-Resonanz-Tomographie (MRT). Die Idee basiert auf
einem mathematischen Verfahren, das der o¨sterreichische Mathematiker Johann Radon im Jahr
1917 entwickelt hat. Bei der CT werden fu¨r verschiedene Winkel θ die eindimensionalen Inten-
sita¨tsverteilungen ρ(t, θ) einer durch eine zweidimensionale Dichteverteilung abgeschwa¨chten, par-
allel einfallenden Ro¨ntgenstrahlung gemessen. Die zweidimensionale Dichteverteilung ist durch
die Schnittebene eines dreidimensionalen Objektes gegeben. Aus der Messung der eindimensio-
nalen Projektionen kann mittels der inversen 2D-Radontransformation dessen zweidimensionale
und damit auch die dreidimensionale Dichteverteilung rekonstruiert werden. Ohne na¨her auf die
Herleitung einzugehen, gelangt man zu folgender Integralgleichung (s. z.B. [Rie03]):
Rf(s, ϕ) = g(s, ϕ) (3.3)
Dabei stellt R einen linearen Integraloperator, g(s, ϕ) die gemessenen Daten und f(s, ϕ) die ge-
suchte Dichteverteilung dar. Eine ausfu¨hrliche Darstellung findet sich zum Beispiel bei Natterer
[Nat99].
Inverse Streuprobleme
Inverse Streuprobleme treten oft bei physikalischen oder medizinischen Anwendungen auf. Beispie-
le fu¨r diese Art von Inversen Problemen sind die Ultraschall-Tomographie oder das Zeitumkehrfil-
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Abbildung 3.5: Prinzip der Echoortung in der Geophysik (nach [SF05])
ter in der Akustik [TTF00]. Bei der Ultraschalltomographie hat man eine einfallende Schallwelle
uein(x, t), die sich im Raum gema¨ß der Wellengleichung ausbreitet:
1
c2(x)
∂2u(x, t)
∂t2
= ∆u(x, t) (3.4)
Dabei stellt u(x, t) den orts- und zeitabha¨ngigen Schalldruck dar und ist dabei die Addition von
einfallender Welle und gestreuter Welle:
u(x, t) = uein(x, t) + ustreu(x, t) (3.5)
c(x) bezeichnet die vom Brechungsindex n(x) abha¨ngende Schallgeschwindigkeit und ∆ den
Laplace-Operator
∆ =
3∑
i=1
∂2
∂x2i
(3.6)
Ein Detektor misst das gestreute Schallfeld an verschiedenen Positionen (s. Abbildung 3.7). Die
Streuung (Wirkung) ist abha¨ngig von der Materieverteilung (Ursache) innerhalb des Ko¨rpers, da
sich aufgrund von Dichteunterschieden die Schallwelle mit unterschiedlichen Geschwindigkeiten
ausbreitet (Brechungsindex n(x) ist ortsabha¨ngig). Auch hier gelangt man nach einer Linearisie-
rung (Born-Rytov-Approximation) auf eine lineare Integralgleichung fu¨r die (zeitliche) Fourier-
transformierte des gestreuten Schallfeldes (s. [Rie03]) :
ûstreu(x, r) = k2
∫
G
−1
4pi
exp(ik ‖x− y‖2)
‖x− y‖2
exp(−ikr · y)f(y)dy
Hierbei ist r ein Einheitsvektor in Einstrahlrichtung, k die Wellenzahl und f(x) die gesuchte
Funktion, die mit der Verteilung des Brechungsindex innerhalb des Ko¨rpers G zusammenha¨ngt.
Gemessen wird die gestreute Welle fu¨r verschiedene Einstrahlrichtungen ustreu(x, r).
Entfaltungsprobleme (Dekonvolutionsprobleme)
Entfaltungsprobleme sind weit verbreitete Inverse Probleme, da Faltungsoperatoren die einfachsten
linearen Integraloperatoren darstellen. Auf sie soll im Folgenden explizit eingegangen werden, da
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Abbildung 3.6: Prinzip der Parallelstrahl Tomographie (nach [Mil03])
es sich bei der ST-Filterung durch die Retina bzw. den Retina Encoder um eine der dreidimensio-
nalen Faltung sehr verwandte Operation handelt. Faltungsoperationen treten in unterschiedlicher
Dimensionalita¨t auf. Allgemein formuliert la¨sst sich die kontinuierliche N -dimensionale Faltungs-
operation durch eine Integralgleichung darstellen:
g(x) =
∫
h(x− x′)f(x′)dNx′ x ∈ RN (3.7)
Dabei ist h(x) der Faltungskern. Die Faltung stellt bezu¨glich der Einordnung in Problemtypen ein
Vorwa¨rtsproblem dar.
Als Beispiel, um die Problematik der Schlechtgestelltheit der Entfaltung zu verdeutlichen, soll
hier eine Faltungsoperation mit einem zweidimensionalen, diskreten Filterkern dienen. Diese Art
von Faltungsoperationen kommt in der digitalen Bildverarbeitung sehr ha¨ufig vor. Die mathemati-
schen Zusammenha¨nge werden im Anschluss an diesen Abschnitt erla¨utert (Unterabschnitt 3.5.1).
Das gegebene Eingangsbild fij wird zuna¨chst mit dem Filterkern hij gefaltet (s. Abbildung 3.8).
Dabei ist der Filterkern hijein Tiefpass und gegeben durch:
hij =
1
9
 1 1 11 1 1
1 1 1
 (3.8)
Das entstehende Filterergebnis g wird im Fall a) nicht vera¨ndert. Im Fall b) wird der Pixelwert
nur an der Stelle [y, x] = [10, 100] vom Graustufenwert 201 auf 0 abgea¨ndert, was den Einfluss von
Rauschen simulieren soll. Das entstehende Bild sei in diesem Fall g˜ . Diese beiden Bilder stellen aus
Sicht der Inversen Probleme die Wirkungen dar. Die Ursache in beiden Fa¨llen ist das Ausgangsbild,
welches nun in beiden Fa¨llen durch eine Entfaltung rekonstruiert werden soll. Diese wird hier
mittels Division im Fourierraum durchgefu¨hrt. Man erkennt, dass im ersten Fall das urspru¨ngliche
Bild wieder perfekt rekonstruiert werden konnte3. Im Fall b) ist die einfache Anwendung des
Rekonstruktionsoperators fehlgeschlagen, was auf die hohe Kondition (s. Unterabschnitt 3.7.1) der
hier vorgenommen Entfaltungsoperation zuru¨ckzufu¨hren ist. Entfaltungsoperationen sind meist
schlecht-gestellte bzw. schlecht-konditionierte Probleme.
Im Vorgriff auf die spa¨ter noch zu behandelnde Problematik der Einstellung des Retina En-
coders wird an dieser Stelle eine diesbezu¨gliche Parallele gezogen. Die in diesem Beispiel vor-
3D. h. durch die Tiefpassfilterung sind keinerlei Informationen des Ausgangsbildes verloren gegangen.
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Abbildung 3.7: Prinzipieller Aufbau fu¨r eine Ultraschall-Tomographie-Aufnahme. Die einfallende Ultra-
schallwelle wird an einem Ko¨rper mit einer unbekannten Dichteverteilung gestreut. Die
gestreute Welle wird durch Detektoren aufgenommen. (nach [Rie03])
kommende spatiale Filterung entspricht, bis auf das Fehlen der temporalen Komponente und der
vorhandenden Translationsinvarianz, der spatio-temporalen Filterung eines Eingangsbildes durch
einen Retina Encoder. Das Inverter Modul findet seine Entsprechung im Entfaltungsoperator. In-
sofern ist das Problem der Inversion scheinbar durch eine Erweiterung des spatialen auf einen
spatio-temporalen Entfaltungsoperator lo¨sbar. Dies ist allerdings nur der Fall, wenn man expli-
zit ausschließen kann, dass Rauschen auftritt. Die Durchfu¨hrung des dialogbasierten Lernens ist
jedoch mit einem Rauschprozess gleichzusetzen, wie ein kurzes Gedankenexperiment anhand des
vorliegenden zweidimensionalen Beispiels zeigt:
Sei in dem obigen Beispiel der Dekonvolutionsoperator festgehalten, was einem zu einer spezi-
fischen spatialen Filterung gefundenen perfekten Inverter Modul entspricht. Die Aba¨nderung des
Ergebnisses der Filterung auf das Ausgangsbild an einer einzelnen Position fu¨hrt zu einer Situa-
tion, wie sie in Fall b) in Abbildung 3.8 dargestellt ist. Die Anwendung des Entfaltungsoperators
misslingt, unabha¨ngig davon, ob die A¨nderung des Filterergebnisses an dieser speziellen Stelle
durch eine A¨nderung des Filteroperators (was bei dem Retina Encoder Training der Normalfall
ist) oder durch Rauschen verursacht wurde. Fu¨r die Versuchsperson ist dieser Umstand sehr un-
befriedigend, da beispielsweise ein bis auf an einen Filterparameter perfekt eingestellter Retina
Encoder zu einem Inverterausgangsbild fu¨hrt, dessen schlechte Qualita¨t keine Ru¨ckschlu¨sse auf
die fast perfekte RE-Einstellung zula¨sst. Die Folgerung, die sich daraus ergibt, ist, dass mit ei-
nem solchen Inversionsoperator kein Training stattfinden kann, bei dem sich verbessernde Retina
Encoder Zusta¨nde zu iterativ sich verbessernden Inverter-Ausgangsbildern fu¨hren.
Die Rekonstruktion oder Restauration von verrauschten und/oder verzerrten Bilddaten ist ein
zentrales Problem in der digitalen Bildverarbeitung4. Seit Einzug des Computers in die Bildver-
arbeitung wurden viele an spezielle Rausch- und Verzerrungsarten angepasste Restaurationsalgo-
rithmen entwickelt [AH77] [Kat91]. Diese lassen sich grob in drei Klassen einteilen:
• direkte Regularisierungsverfahren (z.B. Tikhonov Regularisierung, TSVD)
4Der Begriff Bildverarbeitung soll dabei nicht nur zweidimensionale, sondern auch dreidimensionale Problem-
stellungen umfassen.
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Abbildung 3.8: Beispiel einer diskreten, zweidimensionalen Faltung, sowie deren Umkehrung fu¨r die
Fa¨lle mit und ohne Rauschen.
• iterative Regularisierungsverfahren (z.B. Landweber Iteration, Conjugate Gradient De-
scent)
• statistische Restaurationsmethoden (z.B. Wiener Filter)
Im weiteren Verlauf der Arbeit werden einige Ansa¨tze der digitalen Bildverarbeitung dahin-
gehend untersucht, ob sie fu¨r die Inversion spatio-temporaler Abbildungen geeignet sind. Dies
muss aber mit speziellem Hinblick auf gutartiges Verhalten bei wahrnehmungsbasiertem Retina-
Encoder-Training geschehen. Im Unterschied zu der Retina-Encoder-Lernproblematik ist das Ziel
der Bildrekonstruktionsverfahren einzig die Lo¨sung des Problems:
g = Af + η (3.9)
Dabei stellt g den Messwert dar, A den Faltungsoperator und η einen additiven Rauschanteil.
Ziel ist die mo¨glichst exakte Bestimmung von f . Im Gegensatz dazu ist dies beim Retina-Encoder-
Lernprozess nur ein Zwischenschritt zur Generierung des Inverter-Modul-Ausgangsbildes fu¨r das
Encoder-Training mit normalsichtigen Versuchspersonen.
Blind Deconvolution
Im Gegensatz zu den reinen Entfaltungsproblemen ist bei Blind Deconvolution Problems neben
dem gesuchten Ursprungsvektor f auch der Faltungsoperator A unbekannt, da er sich zum Beispiel
zeitlich vera¨ndert (z.B. A¨nderung des U¨bertragungsverhaltens eines, Kanals mit der Zeit). Eine
U¨bersicht u¨ber verschiedene Lo¨sungsmethoden des Blind Deconvolution Problems findet man bei
Haykin [Hay96].
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3.3 Inverse Probleme bei biologischen Systemen
Biologische Systeme und insbesondere Lebewesen haben das Bestreben einer zielgerichteten In-
teraktion mit der Umwelt. Die physikalische Außenwelt muss dazu zuna¨chst durch eine geeignete
Sensorik gemessen werden. Die gemessen Werte sind z.B. Zeitfunktionen des Luftdrucks, die mit
dem Ohr aufgenommen werden ko¨nnen. Visuelle Reize als Zeitfunktionen elektromagnetischer Wel-
len werden mit den Augen detektiert. Diese Eingangsreize f(t) werden in allen Fa¨llen von einem
sensorischen System A aufgenommen und in zugeho¨rige neuronale Ausgangszeitfunktionen g(t)
umgewandelt. Das Gehirn hat anschließend die Aufgabe die Fu¨lle der verschiedenen neuronalen
Signale (auch verschiedener Sinnessysteme gemeinsam) in geeigneter Weise zu verarbeiteten und
eine der physikalischen Außenwelt entsprechende Wahrnehmung zu konstruieren. Aufgrund der
guten U¨bereinstimmung von Wahrnehmung und Realita¨t kann das Lebewesen Aktionen planen
und durchfu¨hren. Im Folgenden soll besonders der visuelle Kanal unter dem Gesichtspunkt der
Inversen Probleme betrachtet werden.
3.3.1 Inverse Probleme bei Visueller Wahrnehmung
Viele Hirnforscher und Philosophen gehen davon aus, dass im Gehirn eine Repra¨sentation der
physikalischen Außenwelt erzeugt wird [Hat03], d.h. es besteht ein Isomorphismus (Def. s. Unter-
abschnitt 3.1.1) zwischen bestimmten Hirnzusta¨nden und physikalischen Objekten in der Außen-
welt5. Die Rekonstruktion der Außenwelt im Gehirn mit den von den beiden Retinae gelieferten
neuronalen Datenstro¨men ist jedoch bei genauerer Betrachtung ein Inverses Problem. Die Inversen
Probleme beim visuellen System treten in verschiedenen Ebenen der Abstraktion auf, von denen
im Folgenden einige betrachtet werden sollen.
Die spatio-temporale Filterung von Lichtreizmustern durch die Retina eines Auges ist nach der
optischen Abbildung durch die Augenlinse die erste Stufe der visuellen Informationsverarbeitung.
Die Berechnung der spatio-temporalen Filterung durch die biologische Retina oder einen Retina
Encoder ist ein Vorwa¨rtsproblem vom Faltungstyp (Tabelle 3.1). Wie in der Einleitung bereits
erla¨utert, bildet diese Abbildung (F1) einen visuellen Stimulus aus der physikalischen Doma¨ne
in die Neuronale Doma¨ne ab. Auf die Einzelheiten der retinalen ST-Filterung wird in Unterab-
schnitt 4.2.4 genauer eingegangen. Die Umkehrung der retinalen ST-Filterung ist ein Inverses
Problem auf einer sehr tiefen Ebene. Wie in Unterabschnitt 4.2.7 noch erla¨utert wird, ist die Ur-
sache die Invarianz der Antworten retinaler Ganglienzellen auf bestimmte Reizformen. Die formale
Umkehrung der retinalen ST-Filterung wa¨re eine Abbildung von der Neuronalen Doma¨ne zuru¨ck
in die physikalische Doma¨ne. Diese Operation ist vom Entfaltungstyp. Allerdings konstruiert das
Zentrale Sehsystem aus den vielen Impulsratenzeitfunktionen, die auf den einzelnen Ganglienzell-
axonen einer gesunden Retina oder den Ausga¨ngen eines RE in Richtung des Visuellen Kortexes
laufen nur eine dem physikalischen Stimulus P1 entsprechende visuelle Wahrnehmung P2. Die
Operation F2 bildet also von der Neuronalen Doma¨ne in die Wahrnehmungsdoma¨ne ab. Da die
Informationsverarbeitung des Zentralen Sehsystems sowie die Entstehung von Wahrnehmung bis-
her noch ungelo¨st ist, ist es unklar, ob die Erzeugung der Wahrnehmung als eine Art Entfaltung
angesehen werden kann.
Ein sehr a¨hnliches Inverses Problem im Bereich des Sehsystems ist das sogenannte Aperturpro-
blem [Bra01], das in Abbildung 3.9 a) dargestellt ist. Betrachtet man eine bewegte Kante durch
eine O¨ffnung, so scheint sich die Kante immer senkrecht zu ihrem Verlauf zu bewegen, auch wenn
dies objektiv nicht der Fall ist. Eine Rekonstruktion der wahren Bewegungsrichtung ist ohne Zu-
satzinformationen nicht mo¨glich. Diese kann zum Beispiel dadurch gegeben sein, dass man das
Ende der Kante beobachtet, da dieses eine eindeutige Bewegungsrichtung offenbart [BN04]. Das
Aperturproblem besteht besonders fu¨r bewegungssensitive rezeptive Felder des V1, da diese immer
nur einen lokalen Ausschnitt des gesamten visuellen Stimulus abtasten.
5Natu¨rlich gibt es nicht fu¨r jeden Hirnzustand auch ein entsprechendes physikalisches Objekt. Beispiele dafu¨r
sind Hirnzusta¨nde fu¨r Gefu¨hle, wie Wut oder Langeweile. Weiterhin ist es auch mo¨glich, dass einem physikalischen
Objekt mehrere a¨quivalente Hirnzusta¨nde entsprechen.
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(a) Aperturproblem (b) Hermann-Gitter
Abbildung 3.9: In a) ist das Aperturproblem dargestellt. Dieses entsteht, wenn man die Bewegungs-
richtung einer Kante durch Betrachtung durch eine Blende bestimmen mo¨chte. b) zeigt
das Hermann-Gitter. Hier kommt es bei der Betrachtung aller weißen Kreuzungen zu
Wahrnehmungsfehlern, jedoch nicht an der Fixierten.
Als ein Inverses Problem der visuellen Wahrnehmung auf einer ho¨heren Ebene kann man
die Aufgabe ansehen, aus zwei einzelnen 2-D Bildern, die von der 3-dimensionalen Umwelt auf
beide Retinae projiziert und dort registriert werden, eine 3-D Repra¨sentation der Umgebung zu
rekonstruieren [Piz01].
Der zentrale Punkt bei diesen Beispielen ist, dass die Information, die im visuellen System u¨ber
den Stimulus zur Verfu¨gung steht, nicht wieder eindeutig auf die Quellen in der physikalischen Welt
abgebildet werden kann. Es wird oft als das ”inverse optics problem” bezeichnet [OR92]. Dies ist
bei nahezu allen sensorischen Systemen der Fall.
Biologische Systeme ko¨nnen bei dieser Rekonstruktionsaufgabe auf Nebenbedingungen (cons-
traints) bzw. a priori Informationen zuru¨ckgreifen, die bei der Rekonstruktion hilfreich sind.
Ho¨herentwickelte Lebewesen haben dazu im Laufe der Evolution auf empirischer Basis Rekon-
struktionsverfahren entwickelt, die fu¨r sie bei natu¨rlich vorkommenden Bildern (die zusa¨tzlich
durch einen natu¨rlichen Rauschanteil gesto¨rt sein ko¨nnen) in den meisten Fa¨llen gut funktionie-
ren. Die dahintersteckende Idee ist, dass von der Wahrnehmung eine statistische Betrachtung aller
zur Verfu¨gung stehenden neuronalen Reizantworten durchgefu¨hrt wird (bayesische Inferenz) und
der Perzept mit der ho¨chsten Wahrscheinlichkeit den Weg in die Wahrnehmung findet [Pur01].
Durch zufa¨llig entdeckte oder speziell entwickelte optische Ta¨uschungen kann man die Grenzen
unseres visuellen Sinns bei der Rekonstruktion aufdecken.
In Abbildung 3.9 b) ist als ein Beispiel das sogenannte Hermann-Gitter dargestellt. Bei dessen
Betrachtung kommt es in der Wahrnehmung zu einer fehlerhaften Rekonstruktion: die weißen
Kreuzungen (mit Ausnahme der fixierten Kreuzung) erscheinen dunkler als sie in Wirklichkeit sind.
Die Ursache dieser Ta¨uschung liegt wahrscheinlich schon am Beginn der visuellen Verarbeitung,
na¨mlich bei der On-Center-Off-Periphery-Struktur der rezeptiven Felder der Retina [Her70].
Bei dem Kanizsa6 Dreieck kommt es durch die spezielle Anordnung von Linien und Kreis-
segmenten zu der Wahrnehmung eines weißen Dreiecks, obwohl dieses nicht vorhanden ist
(Abbildung 3.10 a)). Der Grund fu¨r diese Illusion liegt wahrscheinlich in ho¨heren Zentren der
visuellen Verarbeitung, die fu¨r Kantenverarbeitung zusta¨ndig sind [Kan79].
Bei einer weiteren Klasse von visuellen Ta¨uschungen, den multistabilen Wahrneh-
mungspha¨nomenen (Kippbilder), pendelt die Wahrnehmung zwischen zwei oder mehreren ver-
6Gaetano Kanizsa (1913-1993), ital. Psychologe, gilt als einer der wichtigsten Repra¨sentaten der Gestalttheorie
in Italien.
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(a) Kanizsa Dreieck (b) Necker Wu¨rfel
Abbildung 3.10: Kanizsa Dreieck und Necker Wu¨rfel
schiedenen Zusta¨nden [LWML02]. Der Necker-Wu¨rfel (Abbildung 3.10 b)) ist ein einfaches Beispiel
eines solchen Kippbildes bei dem rivalisierende Interpretationen um die Vorherrschaft konkurrieren
und abwechselnd in die Wahrnehmung springen.
Mit Hilfe solcher optischen Ta¨uschungen und anderer in der Physiologie und Psychologie ent-
wickelten Techniken wurden und werden die visuellen Fa¨higkeiten speziell von Primaten unter-
sucht. Das Gehirn versucht die bei dem Rekonstruktionsprozess auftretenden Mehrdeutigkeiten
durch verschiedene Techniken und Strategien aufzulo¨sen. Ein wichtiger Punkt ist der Kontext
eines Objektes. Wu¨rde der Neckerwu¨rfel auf einem Untergrund stehen oder benachbarte geome-
trische Figuren besitzen, die eine eindeutige Interpretation besitzen, so hat dies Auswirkungen
auf die bevorzugte Perzeption des Neckerwu¨rfels [SS07]. Es ist eine allgemeine Strategie biologi-
scher Systeme, u. a. Kontextinformation bei der Auflo¨sung des Inversen Problems der visuellen
Wahrnehmung zu benutzen.
Allgemein treten sowohl bei biologischen als auch bei technischen Systemen schlecht gestell-
te Inverse Probleme im Sinne von Hadamard in der fru¨hen Verarbeitung visueller Informati-
on auf (Early vision) [PT84]. Ein Beispiel eines solchen Inversen Problems ist, wie auch beim
Neckerwu¨rfel, die Rekonstruktion der dreidimensionalen Struktur eines Objektes aus zwei zweidi-
mensionalen Projektionen (structure from stereo). Weitere Probleme im Bereich Early Vision sind
[BPT88]:
• Struktur aus Bewegung (structure from motion)
• Struktur aus Textur (structure from texture)
• Form aus Schattierung (shape from shading)
• Kantendetektion (edge detection)
• Visuelle Interpolation (visual interpolation)
• Berechnung des Optischen Flusses (computation of optical flow)
In der technischen Bildverarbeitung sind viele dieser aus der Biologie inspirierten Verfahren
mittlerweile etabliert. In der vorliegenden Arbeit wird nur die monokulare visuelle Verarbeitung
betrachtet. Dies bedeutet, dass nur die Rekonstruktion der zweidimensionalen Projektion eines
mo¨glichen dreidimensionalen Objektes angestrebt ist.
Das Gehirn hat im Laufe der Evolution eine derartige Vorstrukturierung entwickelt, so dass es
in fru¨hkindlichen Entwicklungsstadien aus den ersten Seherfahrungen lernen kann, aus den beiden
retinalen Informationsstro¨men eine zufriedenstellende Rekonstruktion der dreidimensionalen Welt
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zu generieren. Diese Rekonstruktionsaufgabe ist angesichts vieler sto¨render Einflu¨sse außerordent-
lich. Selbst kleine Abbildungsfehler, wie beispielsweise die chromatische Abberation, die durch die
Augenlinse entstehen, sind in der Wahrnehmung ”herausgerechnet” (s. [Mac03], S. 554). Allerdings
ist die Leistungsfa¨higkeit des Gehirns bei der Lo¨sung dieser Inversen Probleme begrenzt, wie die
Tatsache belegt, dass manche Menschen irgendwann eine Brille beno¨tigen. Das Gehirn ist auch
in der Lage eine kontinuierliche spatiale und temporale Wahrnehmung der Umwelt zu konstruie-
ren. Diese ist nicht a priori durch die sensorische Aufnahme gegeben. So ist die wahrgenommene
Umwelt stabil, obwohl das Bild auf der Retina durch Augenbewegungen immer in Bewegung ist.
Bei Sakkaden beispielsweise wird die Perzeption wa¨hrend des Sprungs unterdru¨ckt (Saccadic sup-
pression) [VRWM78, RMGB01]. Selbst kurze Unterbrechungen des Stimulus durch Lidschla¨ge
werden sinnvoll erga¨nzt [VRM80]. Bei Kinofilmen werden ebenfalls einzelne zeitliche Bilder nicht
diskret wahrgenommen, sondern als kontinuierlicher Film [FP81a]. Analoges gilt im spatialen Fall
fu¨r die Rasterung des retinalen Bildes durch das Photorezeptormosaik. Diese wird ebenso vom
Gehirn wieder herausgerechnet und ein lu¨ckenloses Bild wahrgenommen. Das zentrale visuelle
System ist sogar in der Lage ein derartiges Auflo¨sungsvermo¨gen zu erreichen, dass Bilddetails,
die um ein Vielfaches kleiner als der Durchmesser der Photorezeptoren (0.5′ (Winkelminuten))
sind, noch wahrgenommen werden ko¨nnen. So ko¨nnen Versuchspersonen einen minimalen Ver-
satz von 8′′ − 10′′ (Bogensekunden) zweier Linien verla¨sslich erkennen [Wes79]. Man spricht hier
von Hyperacuity. Interessanterweise ist dieser Versatz sogar deutlich kleiner als der Durchmes-
ser des Beugungsscheibchens α = 1.22λd ≈ 1′ (bei einer Wellenla¨nge von λ = 587nm und einem
Pupillendurchmesser von d = 2.5mm).
Das Gehirn leistet diese Rekonstruktionsaufgaben unter dem Einfluss von Rauschprozessen:
Beispielweise gehorcht die Absorption von Photonen durch Rhodopsinmoleku¨le der Photorezepto-
ren der Poisson-Statistik. Des Weiteren treten thermische Rauschprozesse an Synapsen oder auch
bei der spontanen Rhodopsinumkonfiguration in den Photorezeptoren auf [Gei84].
Welche Inversen Probleme im Zusammenhang mit dem Retina Implantat auftreten, soll im
Folgenden erla¨utert werden.
3.4 Inverse Probleme beim Retina Implantat
3.4.1 Inversion der retinalen ST-Filterung
Na¨herungsweise kann die spatio-temporale Informationsverarbeitung des Eingangsreizes durch ei-
ne Ganglienzellen durch eine lineare Faltungsoperation dargestellt werden (s. 84, Gleichung 4.3).
Dabei ist zu beachten, dass die ST-Filterung durch den RE nicht ortsinvariant ist. Diese lineare ma-
thematische Operation kann schließlich durch ein technisches System, den Retina Encoder, durch-
gefu¨hrt werden. Dazu muss der kontinuierliche Integraloperator zuvor noch diskretisiert werden (s.
[Hu¨n00]). Der sich ergebende diskrete Operator bildet einen visuellen Stimulus der physikalischen
Doma¨ne in die Neuronale Doma¨ne ab.
Das fu¨r die Entwicklung von wahrnehmungsbasierten Lernverfahren no¨tige Inverter Modul hat
die Aufgabe, aus dem RE-Ausgangsdatenstrom wieder den Eingangsstimulus zu rekonstruieren.
Sowohl Stimulus P1 als auch Inverterausgangsbild P2 sind in diesem Fall Teile der physikalischen
Doma¨ne. Die Umkehrung der Filterung, d.h. die Berechnung des Filtereingangs aus dem Filterer-
gebnis geho¨rt in diesem Fall eindeutig zur Problemgruppe der Entfaltungen (Tabelle 3.1) und ist
damit ein Inverses Problem.
Systemidentifikation der Retina-Encoder-Systemfunktion
Im Rahmen des wahrnehmungsbasierten Lernvorgangs des Retina Encoders durch eine blinde oder
eine normalsichtige Versuchsperson findet sich ein weiteres Inverses Problem. Aus systemtheore-
tischer Sicht entspricht der Einstellvorgang der ST-Filterparameter einer Systemidentifikation, da
die urspru¨ngliche Retinafunktionalita¨t wieder hergestellt werden muss [BHE97]. Die Systemiden-
tifikation ist nach Tabelle 3.1 den Inversen Problemen zuzuordnen.
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3.4.2 Betrachtung des Abtasttheorems bei RE
Eine andere Perspektive des Inversionsproblems ergibt sich bei der Betrachtung der Rekonstruk-
tion des visuellen Stimulus aus dem Ausgangsdatenstrom der Retina oder von RE unter dem
Gesichtspunkt des Abtasttheorems. Die spatio-temporalen Filter stellen lokale Abtastoperatoren
dar. Nach Whittaker [Whi35] und Shannon [Sha49] ist ein eindimensionales, kontinuierliches, band-
beschra¨nktes Signal aus seinen diskreten Abtastwerten nur dann eindeutig rekonstruierbar, wenn
die Abtastfrequenz ω0 =
2pi
T (T = Abtastintervall) mindestens doppelt so groß ist wie die ma-
ximal im Signal vorkommende Frequenz ωS . Sind ho¨here Frequenzen im Signal vertreten als
ω0
2 ,
so kommt es zu Aliasing-Effekten. Es stellt sich die Frage, was passiert, wenn einzelne Abtast-
punkte wegfallen oder verfa¨lscht sind. Dies ist beispielsweise im visuellen System der Fall, wenn
Photorezeptoren oder retinale Ganglienzellen ausfallen [AJT95].
Im Fall des Retina-Implant-Systems tritt ein solches Problem auf, wenn man die Frage nach der
kleinsten Zahl von spatio-temporalen Filtern stellt, die notwendig sind um eine invertierbare Ab-
bildung zu ermo¨glichen. Dies ist besonders beim Lernvorgang der Retina-Encoder-Filterparameter
von Interesse, da der Selektionsprozess eine Korrelation zwischen der Korrektheit der Filterpara-
meter von RE und der Qualita¨t der Perzeption bzw. des Inverterbildes beno¨tigt.
Das Abtasttheorem Abbildung 3.11 gilt in seiner urspru¨nglichen Form nur fu¨r eine Abtas-
tung (Analyse) mit einem Kamm von Deltafunktionen. Die perfekte Rekonstruktion (Synthese)
des kontinuierlichen bandbeschra¨nkten Signals f(t) ergibt sich mittels eines vollsta¨ndigen (und
orthonormalen) Systems von sinc-Funktionen. Im eindimensionalen Fall erha¨lt man [OWSHN96]:
Analyse: fk = f(kT ) , ω0 =
2pi
T (3.10)
Synthese: f(t) =
+∞∑
k=−∞
fksinc
(
t
T − k
)
,wenn gilt: ω0 > 2ωs (3.11)
Im mehrdimensionalen Fall erha¨lt man einen entsprechenden Zusammenhang (s. [DM84]). Die
Analyse und Synthese von Funktionen ist von zentraler Bedeutung in der Fourier-Analyse. In der
neueren Wavelet-Theorie [Mal99a] [Dau92] wird die Zerlegung und Rekonstruktion von Signalen
mit Hilfe von Waveletfunktionen durchgefu¨hrt. Die Waveletfunktionen sind im Gegensatz zu Sinus
bzw.- Kosinusfunktionen der Fourieranalyse nur lokal wesentlich von Null verschieden. Es wurden
in den 80er Jahren Wavelet-Familien fu¨r die Bearbeitung mehrdimensionaler Signale entwickelt,
die eine perfekte Rekonstruktion ermo¨glichen [KV92]. Wavelets bieten vo¨llig neue Ansa¨tze in
der technischen Signalverarbeitung und scheinen auch in der Biologischen eine wichtige Rolle zu
spielen.
Bei Untersuchungen am Visuellen Kortex der Katze entdeckten Hubel und Wiesel [HW62] eine
Zellklasse, die Einfachen Zellen (Simple Cells), deren Antwortverhalten von Frequenz und Orientie-
rung der visuellen Reize abhing. Viele physiologische Experimente am Prima¨ren Visuellen Kortex
(V1) zeigten [PR83] [DGOF99], dass das U¨bertragungsverhalten dieser Zellen durch lineare Filter
beschrieben werden kann. Nachfolgend wurde versucht, mathematische Modelle zu entwickeln, die
mit den gemessenen Daten u¨bereinstimmten. Erste Ansa¨tze beschrieben das RF-Verhalten der
Simple Cells durch Gaborfunktionen [KMB82], Differenzen von Differenzen von Gaussfunktionen
[HP87] und Ableitungen von Gaussfunktionen [KD90].
Gabor-Funktionen [Gab46] sind beispielweise durch folgende mathematische Definition gege-
ben:
g(x, y) = exp
[
−
(
x2
2σ2x
+
y2
2σ2y
)]
cos(2pifx+ θ) (3.12)
Durch Gleichung 3.12 ist ein vertikal orientiertes RF mit den RF-Breiten σx und σy definiert (s.
Abbildung 3.12 ). Eine zweidimensionale Gauss-Funktion wird durch eine Kosinusfunktion mit der
Frequenz f und der Phase θ moduliert. Anders orientierte RFs lassen sich durch eine geeignete
Rotation der Koordinaten erzeugen. Die Transformation, die durch das zentrale Sehsystem zwi-
schen dem visuellen Input und dessen Repra¨sentation in den Simple Cells des V1 geleistet wird,
ist demnach eine Gabortransformation.
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Abbildung 3.11: Erla¨uterung des eindimensionalen Abstasttherorems. Die Abtastung (Analyse) wird im
Zeitbereich durch eine Multiplikation der Zeitfunktion mit einem Delta-Kamm durch-
gefu¨hrt. Die Rekonstruktion (Synthese) erfolgt durch Filterung mit einem idealen Tief-
pass.
Daugman [Dau80], Field [Fie99] und andere verallgemeinerten die Idee der Gaborfunktio-
nen, indem sie die Gabor-RF-Funktionen als Waveletfunktionen (Gabor-Wavelets) auffassten. Die
Transformation, die hier Teile des V1 leisten, entspricht somit einer Wavelettransformation.
Interessanterweise erreicht man ein a¨hnliches Ergebnis, wenn man in einem Lernvorgang eine
zweidimensionale Basis eines Satzes natu¨rlicher Bilder sich entwickeln la¨sst und dabei eine redun-
danzreduzierende Informationsverarbeitung des visuellen Systems (Sparse Coding) voraussetzt
[O+96, OF97]. Die Darstellung eines zweidimensionalen visuellen Reizes I(x, y) durch Basisfunk-
tionen φi(x, y) des V1 ergibt sich dabei zu:
I(x, y) =
∑
i
aiφi(x, y) (3.13)
Die ai stellen dabei die jeweilige Gewichtung der Basisfunktionen dar. Fu¨r die Berechnung der ai
existiert kein analytisches Verfahren. Sie ko¨nnen zum Beispiel durch Gradientenabstiegsverfahren
bestimmt werden.
Ein wichtiger Punkt dabei ist, dass diese Basisfunktionen φi(x, y) nicht zwangsla¨ufig ortho-
normal und vollsta¨ndig sind. Olshausen und Field setzten bei ihren Simulationen u¨berkomplette
Basen ein. Dies bedeutet, dass diese Repra¨sentation eines Signalvektors in der Waveletbasis kei-
ne eins zu eins Relation zur Anzahl der Werte des Signalvektors (oder zu der Zahl der Pixel in
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Abbildung 3.12: Gaborfunktion
einem Bild) darstellt. Weiterhin ko¨nnen die einzelnen Waveletbasisfunktionen in Zeit/Raum und
Frequenz beschra¨nkt sein7.
Diese wavelet-artigen Basen sind von zentraler Bedeutung in der von Duffin und Schaeffer
entwickelten Frame-Theorie [DS52], die eine Erweiterung hin zu nicht-orthogonalen Basen darstellt
und sich z.B. fu¨r die Behandlung des Abtasttheorems bei Abstastung bandbeschra¨nkter Signale
mit ungleichma¨ßigen Absta¨nden eignet.
3.4.3 Frame-Theorie
Die Frame-Theorie bescha¨ftigt sich mit der Analyse der Vollsta¨ndigkeit, Stabilita¨t und Redundanz
diskreter, linearer Signaldarstellungen. Das diskrete Signal f wird dabei als Vektor eines Hilbert-
raums H aufgefasst. Der Frame besteht aus einer Familie von Vektoren {φn}n∈Γ. Das Indexset
Γ kann dabei endlich oder unendlich sein. Die Berechnung der Zerlegung des Signals bzgl. des
Frames ergibt sich durch das innere Produkt 〈, 〉 des Hilbertraums:
{fn}n∈Γ = {〈f, φn〉}n∈Γ (3.14)
Ob eine Familie von Vektoren einen Frame bildet, wird durch folgende Definition festgelegt
[Mal99a]:
Definition 2 Die Sequenz {φn}n∈Γ ist ein Frame des Hilbertraums H, wenn zwei Kon-
stanten A > 0 und B > 0 existieren, so dass fu¨r jedes f ∈H gilt:
A ‖f‖ ≤
∑
n∈Γ
|〈f, φn〉| ≤ B ‖f‖ (3.15)
Wenn gilt A = B, so wird ein Frame als dicht (tight) bezeichnet.
Ein Frame stellt genau dann eine Orthonormalbasis dar, wenn A = B = 1 gilt. Die Zahl der
Framekomponenten kann gro¨ßer als die Dimension des Hilbertraums H sein. In diesem Fall ist die
Darstellung von f durch die Komponenten fn redundant. In diesem Fall gilt A > 1 und A kann
7Dies ist bei der Fourierdarstellung nicht gegeben. Einzelne Sinusfunktionen sind zwar im Frequenzraum band-
beschra¨nkt (nur eine einzelne Frequenz), dafu¨r unendlich ausgedehnt im Zeitbreich. Bei der Deltafunktion, die eine
einfache Zerlegung im Zeitbereich ermo¨glicht, ist es umgekehrt. Diese ist im Zeitbereich beschra¨nkt, nicht aber im
Frequenzbereich.
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als minimaler Redundanzfaktor angesehen werden. Von zentraler Bedeutung ist die Rekonstruk-
tion des urspru¨nglichen Vektors f aus seinen Frame-Komponenten {fn}n∈Γ. Dem Frame wird ein
Frame-Operator U zugeordnet:
Uf [n] = 〈f, φn〉 ,∀ n ∈ Γ (3.16)
Die Rekonstruktion von f kann durch Inversion des Frame-Operators U erzielt werden. Da U
nicht quadratisch sein muss, wird statt der Inversen die Moore-Penrose Pseudoinverse U+ =
(UTU)−1UT herangezogen.
g = Uf (3.17)
f˜ = U+g =
(
U+U
)
f
Dies entspricht der Rekonstruktion des urspru¨nglichen Signals mittels einem zum urspru¨nglichen
Frame {φn}n∈Γ dualen Frame {φ˜n}n∈Γ:
f˜ =
∑
n∈Γ
〈f, φn〉 φ˜n (3.18)
Dessen Elemente ergeben sich durch:
φ˜n =
(
UTU
)−1
φn (3.19)
Bei der Rekonstruktion handelt es sich um ein Inverses Problem. Wenn der Frame abgeschnitten
wird (truncated frame), d.h. wenn nicht alle Samplingwerte fu¨r die Rekonstruktion zur Verfu¨gung
stehen, kann das Inverse Problem auch schlecht gestellt sein [Str00].
3.4.4 Frames im Visuellen System
Durch die Simple Cells des V1 wird somit na¨herungsweise ein Frame aus Gabor-Wavelets darge-
stellt [Mal99a]. Die Gabor-Wavelets sind dabei gegeben durch:
φk (x1, x2) = e [i2pik(x1 cosαk + x2 sinαk)] mit g (x1, x2) = exp
[
−
(
x21
2σ21
+
x22
2σ22
)]
(3.20)
Die unterschiedlich orientierten Funktionen φk (x1, x2) (1 ≤ k ≤ K) dienen als Mutterwavelets
zur Erzeugung jeweils eigener Familien mittels einer Skalierung:
φk2j (x1, x2) =
1
2j
φk
(x1
2j
,
x2
2j
)
(3.21)
Die zugeho¨rige zweidimensionale Fouriertransformierte der so erzeugten Wavelets ergeben sich zu:
φ̂k2j (ω1, ω2) =
√
2ĝ
(
2jω1 − 2pik cosαk, 2jω2 − 2pik sinαk
)
(3.22)
Die so erzeugten Fouriertransformierten stellen eine Kachelung des zweidimensionalen Frequenz-
raumes mit Gaussfunktionen dar (s. Abbildung 3.13). Es ist naheliegend, dass auch die Difference
of Gaussians (DoG)-Filter der retinalen Ganglienzellen eine Repra¨sentation des visuellen Ein-
gangsreizes ermo¨glichen mu¨ssen. Diese Differenz zweier Gaussfunktionen wird oft als eine gute
Na¨herung fu¨r die zweite Ableitung der Gauss-Funktion gewa¨hlt. Nach [Mal99a] kann aus den
zweiten Ableitungen der Gauss-Funktion (Mexican hat function) ein Frame konstruiert werden.
Die normalisierte zweite Ableitung der Gauss-Funktion ist gegeben durch:
ψ(t) =
2√
3
pi−1/4
(
t2 − 1) e− t22 (3.23)
ψ(t) dient hier als Mutterwavelet. Die Wavelet-Komponenten des Frames werden durch Skalierung
und Verschiebung des Mutter-Wavelets gewonnen:
ψj,n(t) =
1√
aj
ψ
(
t− nuoaj
aj
)
, j, n ∈ Z (3.24)
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Abbildung 3.13: Kachelung der zweidimensionalen Ortsfrequenzebene mit Gaussfunktionen, die jeweils
in zusammengeho¨renden Paaren (grau hervorgehoben) Bandpassfilter darstellen. Ein
einzelner Orientierungskanal zeichnet sich dadurch aus, dass er kaum mit anderen
Kana¨len u¨berlappt und eine radiale Breite von etwa einer Oktave und eine Winkel-
breite von ca. 30 Grad besitzt. (modifiziert nach [Mal99a])
Dabei ist a der Skalierungsfaktor und uo die Zeitverschiebung. Es ist zu beachten, dass die so
definierte Wavelet-Familie nicht fu¨r alle gewa¨hlten a und uo einen Frame bildet.
Im Falle von bewegungsrichtungssensitiver RFs kortikaler Neurone ergibt sich eine zur zwei-
dimensionalen Betrachtung analoge dreidimensionale Erweiterung, wobei neben den beiden Orts-
frequenzdimensionen eine zeitliche Frequenzdimension auftritt. Dies fu¨hrt zu einer ’Fu¨llung’ des
dreidimensionalen Frequenzraums mit spatio-temporalen Bandpassfiltern (Ellipsoide).
Die Frame-Theorie bietet also eine alternative Sichtweise fu¨r die Abbildung F1 des visuellen
Inputs durch die ST-Filter der Retina. Inwiefern die Inversion dieser Abbildung auf ein schlecht-
gestelltes Problem fu¨hrt, liegt an der Beschaffenheit des Frameoperators U . Die mo¨gliche Schlech-
gestelltheit der Abbildung F1 durch ein Ensemble von ST-Filtern ist also nicht nur auf die Mehr-
deutigkeiten einzelner ST-Filterantworten zuru¨ckzufu¨hren, sondern auch auf die Verteilung und
Zahl der ST-Filter, die als lokale Abtastoperatoren fungieren.
3.5 Lineare Operatorengleichungen
Die Umkehrung der spatio-temporalen Filterung stellt nach dem vorigen Abschnitt ein Inverses
Problem vom Typ der Entfaltungen dar. Faltungsoperationen lassen sich als lineare Integralglei-
chungen auffassen. In diesem Abschnitt werden Integraloperatoren zuna¨chst an kontinuierlichen,
spa¨ter auch diskreten Systemen untersucht. Es genu¨gt zuna¨chst, sich dabei auf lineare Operatoren
zu beschra¨nken.
Sei ein kontinuierlicher Abbildungsoperator A zwischen zwei Hilbert-Ra¨umen X und Y gege-
ben:
A : X → Y
g = A(f) = Af (3.25)
Der so definierte Operator kann auch nichtlinear sein. Erst die Linearita¨tsbedingung (siehe An-
hang) garantiert die Linearita¨t. Die Abbildung A stellt das Vorwa¨rtsproblem dar. Bei diesem ist
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der Wert f gegeben und der Wert g gesucht. Bei dem zugeho¨rigen Inversen Problem ist das Re-
sultat g (Bild) der Abbildung A gegeben und das Urbild f des Abbildungsprozesses gesucht. Die
einfachsten kontinuierlichen, linearen Operatoren sind durch Integralgleichungen gegeben. Einige
diesbezu¨gliche Beispiele sollen hier kurz dargestellt werden.
3.5.1 Integralgleichungen
Viele mathematische Modelle physikalischer Prozesse fu¨hren auf Integralgleichungen. Die einfachs-
te lineare Integralgleichung ist die Fredholm’sche Integralgleichung 1.Art. Diese ist wie folgt defi-
niert:
Definition 3 Die Fredholm’sche Integralgleichung 1.Art ist gegeben durch:
g(t) =
b∫
a
h(t, τ)f(τ)dτ ,t ∈ [a, b] (3.26)
Dabei wird h(t, τ) als Kern der Integralgleichung bezeichnet.
Ist die obere Integrationsgrenze nicht konstant, sondern von t abha¨ngig, so erha¨lt man eine
Volterra’sche Integralgleichung der 1. Art:
Definition 4 Die Volterra’sche Integralgleichung 1.Art ist gegeben durch:
g(t) =
t∫
a
h(t, τ)f(τ)dτ ,t ∈ [a, b] (3.27)
Dabei wird h(t, τ) als Kern der Integralgleichung bezeichnet.
Wenn man die Variable t mit der Zeit identifiziert, so erkennt man, dass die Volterra’sche In-
tegralgleichung einen kausalen Zusammenhang zwischen g(t) und f(t) vermittelt, da g(t) nur von
Werten in der Vergangenheit (vor t) abha¨ngt. Die Fredholm’sche und Volterra’sche Integralglei-
chungen 1. Art stellen kompakte Operatoren dar. Es kann gezeigt werden [Rie03], dass kompakte
Operatoren mit unendlich-dimensionalen Bildra¨umen (d.h. dim(Bild(A) =∞ ) immer zu schlecht
gestellten Problemen fu¨hren.
Wenn die Funktion f(t) nicht nur unter dem Integral, sondern auch außerhalb auftritt, so
erha¨lt man zwei neue Typen von Integralgleichungen.
Definition 5 Die Fredholm’sche Integralgleichung 2.Art ist gegeben durch:
g(t) = f(t) + c
b∫
a
h(t, τ)f(τ)dτ ,t ∈ [a, b], c = const. ∈ R (3.28)
Definition 6 Die Volterra’sche Integralgleichung 2.Art ist gegeben durch:
g(t) = f(t) + c
t∫
a
h(t, τ)f(τ)dτ ,t ∈ [a, b], c = const. ∈ R (3.29)
Man kann nachweisen, dass die Lo¨sungen dieser Integralgleichungen zu gut gestellten Proble-
men fu¨hren [Rie03].
Von zentraler Bedeutung fu¨r die Inversion der spatio-temporalen Filterung ist jedoch der Fal-
tungsoperator, auf den hier nun speziell eingegangen wird
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Abbildung 3.14: Tiefpass 1. Ordung mit Eckfrequenz ωg
Die Faltung (Convolution) ist ein linearer, ortsinvarianter Integraloperator und ein Spezialfall
der Fredholm’schen Integralgleichung 1. Art. Sie ist definiert durch:.
A := X → Y (3.30)
g(t) =
∞∫
−∞
h(t− τ)f(τ)dτ = (h ∗ f)(t) (3.31)
Der Faltungsoperator A mit dem Kern h ist somit definiert als8:
(Af)(t) =
∫
h(t− τ)f(τ)dτ = g(t) (3.32)
Die Filterkernfunktion h(t, τ) ist im Gegensatz zum allgemeinen Fall bei der Fredholm’schen In-
tegralgleichung 1.Art nur von der Differenz ihrer beiden Variablen abha¨ngig:
Definition 7 Eine Kernfunktion h(t, τ) heißt verschiebungsinvariant, wenn gilt:
h(t, τ) = h(t− τ) (3.33)
Im Fall zeitlicher Filterkernfunktionen spricht man dann von Zeitinvarianz; im Falle ra¨umlicher
Filterkernfunktionen von Ortinvarianz 9.
Eine einfache, eindimensionale Faltungsoperation ist beispielsweise durch die Tiefpassfilterung
(1. Ordnung) eines zeitlichen Eingangssignals f(t) gegeben. Das gefilterte Signal sei g(t). Der Tief-
pass kann durch seine Impulsantwort h(t) = 1ωg e
−tωg oder die entsprechende U¨bertragungsfunktion
ĥ(ω) = F {h} (ω) = ĝ(ω)
f̂(ω)
(3.34)
charakterisiert werden10. ĥ(ω) stellt die Fouriertransformierte von h(t) dar (s. Abbildung 3.14 ).
Dies hat die Ursache, dass die Faltung im Fourierraum als Multiplikation der Fouriertransfor-
mierten dargestellt werden kann:
g(t) = (h ∗ f)(t) c s ĝ(ω) = (ĥ · f̂)(ω) (3.35)
Der Faltungsoperator la¨sst sich mit Hilfe der Inversen Fouriertransformation auch in folgender
Form darstellen:
8Im Folgenden seinen die Integrationsgrenzen immer -∞ und +∞, sofern keine anderweitigen Grenzen genannt
sind.
9Im weiteren Verlauf werden lineare, zeitinvariante Systeme auch als LTI (linear time invariant) Systeme be-
zeichnet
10Je nach wissenschaftlicher Einordnung wird h(t) z.B. als Filterkern, Faltungskern oder Impulsantwort bezeich-
net.
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(Af)(t) =
1
2pi
∫
ĥ(ω)f̂(ω)eiωtdω (3.36)
=
1
2pi
∫
ĥ(ω)
(∫
f(t′)eiωt
′
dt′
)
eiωtdω (3.37)
Diese Darstellung wird als Spektraldarstellung des Faltungsoperators bezeichnet. Dabei
kann ĥ(ω) als Eigenwert und eiωt als Eigenfunktion zur Frequenz ω des Faltungsoperators A
angesehen werden.
Das Vorwa¨rtsproblem der Faltung ist bei gegebenem f(t) und g(t) durch Auswertung des
Faltungsintegrals auf direktem Weg oder durch Umweg u¨ber den Fourierraum zu lo¨sen. Die Be-
rechnung des Integrals kann dabei analytisch oder numerisch erfolgen und ist in der Regel ohne
gro¨ßere Schwierigkeiten durchfu¨hrbar. Das zugeho¨rige Inverse Problem der Faltung ist dadurch
definiert, dass bei gegebenem g(t) und h(t) das Urbild f(t) zu bestimmen ist. Der formale ana-
lytische Weg kann im Fourierraum durch Division von ĝ(ω) durch die Fouriertransformierte des
Faltungskerns ĥ(ω) erfolgen:
f̂(ω) =
ĝ(ω)
ĥ(ω)
(3.38)
Mit Hilfe der Ru¨cktransformation aus dem Fourierraum kann der inverse Faltungsoperator A−1
formal dargestellt werden als:
(A−1g)(t) = f(t) = F−1
{
f̂
}
(t) = F−1
{
ĝ
ĥ
}
(t)
=
1
2pi
∞∫
−∞
ĝ(ω)
ĥ(ω)
eiωtdω (3.39)
Der Operator A−1 ist jedoch nicht beschra¨nkt und in gewissen Fa¨llen nicht existent. Das Integral
divergiert, wenn Frequenzen ω existieren, bei denen die Fouriertransformatierte des Faltungskerns
ĥ(ω) Null wird. Schließt man dies aus, so besagt das Riemann-Lebesgue-Lemma, dass der Grenz-
wert der hochfrequenten Komponenten von h(t) Null ist. Dies fu¨hrt bei der Umkehrung der Faltung
dazu, dass hochfrequente Anteile von g(t) besonders versta¨rkt werden, was zur Unbeschra¨nktheit
des inversen Faltungsoperators fu¨hren kann.
Satz 8 (Riemann-Lebesgue-Lemma)
Sei f(t) eine absolut integrable und stu¨ckweise stetige Funktion, so gilt:
lim
ω→±∞
f̂(ω) = lim
ω→±∞
∞∫
−∞
f(t)e−iωtdt = 0 (3.40)
Im idealen (mathematischen) Fall greift das Riemann-Lebesgue-Lemma natu¨rlich auch bei g(t),
sofern g(t) eine absolut integrable und stu¨ckweise stetige Funktion darstellt. Somit existiert das
obige Integral (Gleichung 3.39) nur fu¨r solche Funktion ĝ(ω), fu¨r die ebenfalls gilt:ĝ(ω) → 0 fu¨r
ω → ±∞. Der inverse Faltungsoperator bleibt in diesem Fall beschra¨nkt.
3.5.2 Inversion mit additivem Rauschen
Im durchaus allta¨glicheren (physikalischen) Fall aber, ist sogar nur ein verrauschtes Bild g˜(t)
gegeben:
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g˜(t) =
∫
h(t− t′)f(t′)dt′ + η(t) (3.41)
= g(t) + η(t)
Dabei ist η(t) ein additives Rauschen, das durch den Messvorgang oder rechnerverursachte Run-
dungsfehler entstanden ist. Meist wird angenommen, dass η(t) einer Gauss’schen Normalverteilung
folgt. Es ergibt sich formal fu¨r das rekonstruierte f˜(t):
f˜(t) = (A−1g˜)(t) =
1
2pi
∫
ĝ(ω) + η̂(ω)
ĥ(ω)
eiωtdω (3.42)
=
1
2pi
∫
ĝ(ω)
ĥ(ω)
eiωtdω︸ ︷︷ ︸
beschra¨nkt
+
1
2pi
∫
η̂(ω)
ĥ(ω)
eiωtdω︸ ︷︷ ︸
unbeschra¨nkt
Der erste Summand des Ergebnisses ist beschra¨nkt und entspricht dem bisherigen Rekonstruk-
tionsterm. Der zweite Summand jedoch kann unbeschra¨nkt sein, da man im Allgemeinen nicht
davon ausgehen kann, dass auch die hochfrequenten Anteile des Rauschens fu¨r ω → ∞ schnell
genug gegen Null gehen (Bsp. Weißes Rauschen). Dies kann dazu fu¨hren, dass η̂(ω)
ĥ(ω)
nicht absolut
integrabel ist. In jedem Fall werden hochfrequente Rauschanteile durch die Entfaltung zumindest
sehr versta¨rkt, da wegen des Riemann-Lebesgue Lemmas ĥ(ω) fu¨r ω → ±∞ gegen 0 geht. Kleine
Abweichungen in g˜(t) fu¨hren somit zu großen A¨nderungen in f˜(t). Durch diesen Umstand sind
alle Entfaltungsprobleme mit Rauschen schlecht gestellte Probleme. Die formale Lo¨sung der Ent-
faltung (Gleichung 3.39) hat in der Realita¨t ho¨chstens theoretische Bedeutung, da dort immer
Rauschen auftritt.
3.5.3 Zwei-und mehrdimensionale Faltungsoperatoren
Die Erweiterung auf zwei- und mehrdimensionale Faltungsprobleme ist leicht durchfu¨hrbar. Im
zweidimensionalen Fall, so wie er bei optischen Anwendungen auftritt, ergibt sich:
g˜(x, y) =
∫∫
h(x− x′, y − y′)f(x′, y′)dx′dy′ (3.43)
In diesem Fall wird h(x − x′, y − y′) als Punktspreizfunktion (Point-Spread-Function (PSF) )
bezeichnet. Im Fall mit additivem Rauschen ergibt sich:
g˜(x, y) =
∫∫
h(x− x′, y − y′)f(x′, y′)dx′dy′ + η(x, y) (3.44)
In dem besonderen Fall einer separierbaren Kernel- und Urbildfunktion11 kann der Operator als
Produkt zweier Integraloperatoren geschrieben werden.
g˜(x, y) =
∫∫
h(x− x′, y − y′)f(x′, y′)dx′dy′ (3.45)
=
∫∫
hx(x− x′)hy(y − y′)fx(x′)fy(y′)dx′dy′
=
[∫
hx(x− x′)fx(x′)dx′
]
·
[∫
hy(y − y′)fy(y′)dy′
]
= gx(x) · gy(y)
11Eine Funtion f(x, y) ist separierbar, wenn gilt: f(x, y) = f1(x)f2(y).
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Die Entfaltung im Zweidimensionalen erfolgt vollkommen analog:
g(x, y) =
∫∫
h(x− x′, y − y′)f(x′, y′)dx′dy′ c s ĝ(u, v) = ĥ(u, v) · f̂(u, v) (3.46)
=⇒ f̂(u, v) = ĝ(u, v)
ĥ(u, v)
(3.47)
Die Verallgemeinerung des Faltungsoperators auf N Dimensionen erfolgt analog:
(Af)(x) =
∫
h(x− x′)f(x′)dx′ (3.48)
Dabei sind g, f , und h Funktionen einer N -dimensionalen Variablen x. Der Inverse Operator la¨sst
sich formal definieren als:
(A−1g)(x) =
1
(2pi)
N
∫
ĝ(ω)
ĥ(ω)
eiω·xdω (3.49)
3.5.4 Faltung mit spatio-temporalen Filterkernen
Eine spatio-temporale Filterung (Fall N = 3) kann als Faltung einer Orts-Zeit-Funktion f(x, y, t)
mit einem spatio-temporalen Filterkern h(x− x′, y − y′, t− t′) dargestellt werden:
g(x, y, t) =
∫∫
h(x− x′, y − y′, t− t′)f(x′, y′, t′)dx′dy′dt′ (3.50)
Der Entfaltungsoperator fu¨r den idealen, d.h. rauschfreien, Fall kann analog zum eindimensionalen
Fall definiert werden:
f(x, y, t) = F−1{f̂(u, v, ω)} (3.51)
= F−1
{
ĝ(u, v, ω)
ĥ(u, v, ω)
}
3.5.5 Kern und Bild von Faltungsoperatoren
Wie bereits erwa¨hnt existiert der inverse Faltungsoperator A−1 nicht, wenn die Fouriertransfor-
mierte der Faltungskernfunktion h(t) Bereiche hat, an denen sie Null ist. Dies ist der Fall, wenn
h(t) bandbeschra¨nkt ist. In diesem Fall existieren Urbildfunktionen f 6= 0, fu¨r die gilt:
Af =
∫
h(t− t′)f(t′)dt′ = 0 (3.52)
Dies kann durch eine Funktion f erreicht werden, deren Fouriertransformierte f̂(ω) gerade dort un-
gleich Null ist, wo ĥ(ω) Null ist, und die dort Null ist, wo ĥ(ω) ungleich Null ist (s. Abbildung 3.15).
Alle Funktionen, fu¨r die Af = 0 gilt, bilden den Kern des OperatorsKern(A), der auch der ”Raum
der unsichtbaren Objekte unter dem Operator A” heißt.
Des Weiteren gilt, dass aus der Bandbeschra¨nktheit von A folgt, dass die Funktionen Af = g ∈
Bild(A) ebenfalls bandbeschra¨nkt sind. Fu¨r f ∈ Kern(A) ergibt sich f̂(ω)· ĝ(ω) = 0. Es folgt, dass
Objekte, die in den Kern des Operators fallen, nicht rekonstruiert werden ko¨nnen. Wenn neben
der Null noch andere Objekte, z.B. Af1 = 0, im Kern von A liegen, ist die Eindeutigkeit (Punkt
2) in Definition 1) nicht mehr gegeben, da dann gilt:
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Abbildung 3.15: Bandbeschra¨nker Faltungskern h(t) mit Urbildfunktion f(t), die Element des zu-
geho¨rigen Faltungsoperators A ist (nach [BB98]).
Af2 = g (3.53)
Und ebenfalls fu¨r ein f3 = f2 + f1:
Af3 = A(f2 + f1) = Af2︸︷︷︸
=g
+ Af1︸︷︷︸
=0
= g (3.54)
Somit existieren zwei Urbilder f2 und f3 fu¨r ein gegebenes Bild g.
3.5.6 Die verallgemeinerte Inverse
Im Folgenden seien f ∈ X , g ∈ Y sowie X,Y Hilbertra¨ume mit Innenprodukt und Norm (siehe
Anhang Abschnitt A.2). A sei ein beschra¨nkter linearer Operator zwischen X und Y . Gesucht ist
eine Lo¨sung der Gleichung Af = g. Falls aber g /∈ Bild(A), da beispielsweise Messfehler vorliegen,
sucht man die Lo¨sung f+ ∈ X, deren Bild Af+ den geringsten Abstand zu g hat (Quasilo¨sung)
und gleichzeitig die kleinste Norm besitzt, im Fall das mehrere Elemente von Y die Quasilo¨sung
erfu¨llen: ∥∥Af+ − g∥∥ ≤ ‖Au− g‖ ∀u ∈ X (3.55)
und ∥∥f+∥∥ = min (3.56)
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Um schlecht gestellte Probleme auf diese Art approximativ lo¨sen zu ko¨nnen, wird ein verallgemei-
nerter Inversionsoperator eingefu¨hrt, der die Mo¨glichkeit bietet f+ direkt zu berechnen. Dies ist
die Moore-Penrose-Inverse oder verallgemeinerte Inverse A+ 12. Die Berechnung der verallgemei-
nerten Inversen kann als Minimierungsproblem des Fehlerfunktionals
J(f) = ‖Af − g‖Y = min (3.57)
angesehen werden. Es la¨sst sich zeigen [Rie03], dass diese Forderungen auf eine eindeutige Lo¨sung
f+ ∈ X fu¨hren, fu¨r die gilt:
f+ = A+g (3.58)
Die verallgemeinerte Inverse hat folgende Eigenschaften [Rei02]:
1. A+ ist linear.
2. ‖A+‖ ist dann und genau dann beschra¨nkt, wenn Bild(A) abgeschlossen ist.
3. Es gilt: Bild(A+) = Kern(A+)⊥.
4. Der Definitionsbereich D(A+) ⊂ Y fu¨r A+ ist gegeben durch D(A+) = Bild(A)⊕Bild(A)⊥.
5. Zu jedem y ∈ D(A+) ist A+y die eindeutige Quasilo¨sung von Ax = y.
6. Fu¨r kompakte Operatoren la¨sst sich die verallgemeinerte Inverse mit Hilfe der Sin-
gula¨rwertzerlegung angeben.
7. Die verallgemeinerte Inverse A+ ist in der Regel unstetig.
Der letzte Punkt erfordert eine Stabilisierung der mo¨glichen Lo¨sungen. Da y in der Regel mit
Messfehlern behaftet ist, gilt im unendlichdimensionalen Fall im Allgemeinen nicht y ∈ D(A+).
Da die verallgemeinerte Inverse nur immer das Urbild mit der kleinsten Norm erzeugt, ist
es nicht mo¨glich Urbilder f zu rekonstruieren, die sich aus diesem Element f1 ∈ Bild(A+) und
einem Element f2 ∈ Kern(A) zusammensetzen. Nach Eigenschaft 3 gilt Bild(A+) = Kern(A+)⊥,
woraus folgt:
f = f1 + f2 | · (f1 + f2)
⇐⇒ ‖f‖2 = ‖f1‖2 + 2‖f1 · f2‖︸ ︷︷ ︸
0
2
+ ‖f2‖2
⇐⇒ ‖f‖2 = ‖f1‖2 + ‖f2‖2
=⇒ ‖f‖2 > ‖f1‖2
(3.59)
Demnach ist f1 immer kleiner als f und Urbilder mit Kernanteilen werden nie richtig rekonstruiert.
Nach Einfu¨hren der Generalisierten Inversen ergibt sich nun die Mo¨glichkeit eine Aussage u¨ber
das Auftreten von schlecht gestellten Inversen Problemen zu geben:
Definition 9 Charakterisierung schlecht gestellter Probleme (nach Nashed [Nas87])
Af = g mit A ∈ L(X,Y ) ist schlecht gestellt
⇔ Bild(A) ist nicht abgeschlossen in Y
⇔ A+ ist unstetig
Dabei bezeichnet L(X,Y ) den Raum der stetigen, linearen Abbildungen zwischen den nor-
mierten Ra¨umen X und Y mit der Norm ‖A‖ = sup‖f‖X=1 ‖Af‖Y .
Bevor auf weitere Eigenschaften, sowie die Berechnung der Verallgemeinerten Inversen der
Faltungsoperation eingegangen wird, soll zuna¨chst die diskrete Formulierung schlecht gestellter
inverser Probleme eingefu¨hrt werden.
12Die Moore-Penrose Inverse wird auch Pseudoinverse, Verallgemeinerte Inverse oder Generalisierte Inverse ge-
nannt.
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3.6 Diskrete Inverse Probleme
Die durch den Retina Encoder geleistete spatio-temporale Filterung wird mittels diskreter Filter
berechnet (s. Unterabschnitt 4.7.1). Deshalb ist es notwendig, zuna¨chst eine Diskretisierung der
Faltungsoperation vorzunehmen. Im diskreten Fall findet man viele Analogien zum kontinuierlichen
Fall 13. Zuna¨chst soll der eindimensionale Fall betrachtet werden. Es zeigt sich, dass im Diskreten
die Faltungsoperation durch eine Vektor-Matrixmultiplikation dargestellt werden kann. Damit
besteht die Mo¨glichkeit die inverse Matrix zu berechnen, um mit dieser anschließend eine Inversion
der Faltungsoperation durchzufu¨hren.
3.6.1 Diskrete eindimensionale Faltung
Der (kontinuierliche) Integraloperator A aus Gleichung 3.25 wird im Diskreten zu einer Matrix A
der Dimension M ×N, der Operand f sowie das Resultat g werden zu Vektoren mit den Dimen-
sionen N bzw. M 14. Somit wird aus dem Faltungsintegral eine Matrix-Vektor Multiplikation:
g = A f (3.60)
bzw. in Komponentenschreibweise:
gm =
N∑
n=1
Amn fn ,m = 1...M (3.61)
Die Vektoren f und g sind dabei folgendermaßen aufgebaut:
f =

f1
f2
...
...
fN
 g =

g1
g2
...
...
gM
 (3.62)
Der Filterkern h der Faltung ist gegeben durch:
h =
[
h1 h2 hK
]
(3.63)
Fu¨r diesen Filterkern ergibt sich die Matrix A mit folgender Struktur:
A =

A1,1 A1,1 A1,3 · · · A1,N
A2,1 A2,2 A2,3 · · · · · ·
A3,1 A3,2 A3,3 · · · · · ·
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
AM,1 · · · · · · · · · AM,N
 =

h1 0 0 · · · 0
h2 h1 0 · · · 0
h3 h2 h1 · · · 0
· · · · · · · · · · · · · · ·
· · · · · · 0 hK hK−1
0 0 0 0 hK
 (3.64)
In Komponentenschreibweise ergibt sich:
gm =
N∑
n=1
hm−n fn , hm−n = 0 fu¨r m− n < 0; m = 1...M (3.65)
13Als grundlegende Frage stellt sich, welche Abtastintervalle bzw. welche Auflo¨sung fu¨r die Diskretisierung gewa¨hlt
werden sollte. Fu¨r die allgemeine Betrachtung sei diese zuna¨chst offen. Im speziellen Anwendungsfall wird sie durch
einen Kompromiss zwischen Notwendigkeit und Machbarkeit festgelegt
14Vektoren werden im weiteren Verlauf fett dargestellt, um sie von skalaren Werten unterscheiden zu ko¨nnen. f
wird im weiteren Verlauf auch Ursprungsvektor und g Datenvektor genannt
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Die Zahl der Spalten von A entspricht der Dimension N des Eingangsvektors f . Die Anzahl der
Zeilen ist M = N +K − 1 und entspricht der Dimension des Ergebnisvektors g. Generell ko¨nnen
bei diskreten, inversen Problemen Matrizen auftreten, die beliebige Anzahlen von Spalten und
Zeilen haben. Bei unterbestimmten linearen Systemen ist M < N.
Als Beispiel, um die besondere Struktur der Faltungs-Matrizen zu verdeutlichen, soll eine
Faltung eines Vektors f der Dimension N = 4 mit dem Filterkern h = [h3, h2, h1] (K = 3) dienen,
die zu folgender Matrix A fu¨hrt:
A =

h1 0 0 0
h2 h1 0 0
h3 h2 h1 0
0 h3 h2 h1
0 0 h3 h2
0 0 0 h3
 (3.66)
Durch Multiplikation mit einem Eingangsvektor fT = (f1, f2, f3, f4) ergibt sich als Ergebnis der
Faltung:
g =

h1f1
h1f2 + h2f1
h1f3 + h2f2 + h3f1
h1f4 + h2f3 + h3f2
h2f4 + h3f3
h3f4
 (3.67)
Wenn man fu¨r f den Einheitspuls einsetzt (fT = (1, 0, 0, 0)), so erha¨lt man fu¨r g die Impulsantwort
des Systems.
g =

h1
h2
h3
0
0
0
 (3.68)
Wenn die Matrix eine temporale Filterung darstellen soll, so mu¨ssen oberhalb der Hauptdiagonalen
alle Eintra¨ge Null sein, da das System ansonsten ein nicht-kausales Verhalten zeigt. Fu¨r nicht-
zeitliche Systeme entfa¨llt diese Einschra¨nkung. Wenn man im Fall M > N den Vektor f durch
Erweiterung mit Nullen (zero-padding) auf die Dimension M bringt, kann man die Matrix A auf
die Gro¨ße M ×M erweitern. Dadurch a¨ndert sich am Datenvektor g nichts. Die Matrixgleichung
und insbesondere die quadratische Matrix A haben nun die folgende Struktur:

g1
g2
...
...
...
gM

=

h1 0 0 · · · · · · · · · 0
h2 h1 0
...
... h2 h1
. . .
...
hK
. . .
. . .
. . .
. . .
...
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
0 · · · 0 hK · · · h2 h1


f1
f2
...
fN
fN+1 = 0
...
fM = 0

(3.69)
Matrizen dieser Struktur werden Toeplitzmatrizen genannt15. Eine Toeplitzmatrix ist gegeben,
wenn ihre Elemente auf Diagonalen und Nebendiagonalen konstant sind, d.h. der Wert eines
Matrixelements nur von der Differenz zwischen Spalten-und Zeilenindex abha¨ngt:
15Otto Toeplitz (1881-1940) , deutscher Mathematiker. Lehrte an der Universita¨t Bonn von 1928-1935
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Definition 10 Eine Matrix A ist eine Toeplitzmatrix, wenn fu¨r ihre Elemente gilt:
Aik = Alm wenn gilt i− k = l −m (3.70)
Mit Hilfe der Toeplitzmatrix la¨sst sich somit z.B. eine temporale Filteroperation durch ein
Finite Impulse Response (FIR) Filter als Vektor-Matrix Multiplikation darstellen. Dabei ist zu
beachten, dass der Eingangsvektor nur endlich viele Zeitschritte umfassen darf, da ansonsten die
Matrix unendlich-dimensional werden wu¨rde. Toeplitzmatrizen ko¨nnen durch periodische Erwei-
terung in zyklische Matrizen umgewandelt werden. Diese haben den Vorteil, dass sie durch Mul-
tiplikation mit den zur Dimension N geho¨renden Matrizen der DFT sehr einfach diagonalisiert
werden ko¨nnen. Die Faltungsoperation und die (ungesto¨rte) Entfaltung lassen sich in diesem Fall
sehr elegant im Fourierraum lo¨sen (s. [AH77]).
Mehrdimensionale diskrete, lineare Abbildungen, so wie sie in der digitalen Bildverarbeitung
oder im Fall der spatio-temporalen Filterung auftreten, sollen im na¨chsten Abschnitt kurz behan-
delt werden.
3.6.2 Mehrdimensionale, diskrete, lineare Abbildungen
Betrachtet man zuna¨chst den zweidimensionalen, diskreten Fall, so treten hier keine großen Un-
terschiede zum eindimensionalen Fall auf. Die diskrete Faltungsoperation eines zweidimensionalen
Eingangsobjektes fn1,n2 mit dem zweidimensionalen Operator hn1,n2 der Gro¨ße K1 ×K2 ist ge-
geben durch:
gk,l =
N1∑
n1=1
N2∑
n2=1
hk1−n1,k2−n2 fn1,n2 mit k1 = 1...N1, k2 = 1...N2 (3.71)
und mit hk1−n1,k2−n2 = 0, wenn |k1− n1| > K1 oder |k2− n2| > K2
Durch die Umordnung von fn1,n2 kann die Faltung, wie im eindimensionalen Fall, als Matrix-
Vektor-Multiplikation dargestellt werden:
g = A f (3.72)
Zuna¨chst muss man den zweidimensionalen Eingangsdatensatz fn,m (Matrix mit den Dimensionen
N1, N2) als eindimensionalen Spaltenvektor anordnen. Dafu¨r gibt es mehrere Mo¨glichkeiten. Am
einfachsten ist es, die lexikographische Anordnung zu wa¨hlen [Mil03]. Dabei werden alle Spalten
der 2D-Matrix fn,m sequenziell untereinander geschrieben:
fn1,n2 =

f1,1 f1,2 · · · f1,N2
f2,1
. . .
...
...
fN1,1 · · · fN1,N2

︸ ︷︷ ︸
N2 Spalten

N1 Zeilen (3.73)
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Umordnung
=⇒ fn1,n2 = fn =

f1,1
f2,1
...
fN1,1
f1,2
f2,2
...
fN1,N2

=

f1
f2
...
...
...
...
...
fN

n = 1, ..., N1 ·N2 (3.74)
Fu¨r den Ergebnisvektor g wird die Umordnung analog durchgefu¨hrt. Die Struktur der Filtermatrix
A soll an einem Beispiel mit den Bilddimensionen N1 = 4, N2 = 4 und einen einfachen 3 × 3 -
Faltungskern
hn1,n2 =
 h11 h12 h13h21 h22 h23
h31 h32 h33
 (3.75)
deutlich gemacht werden. Die Faltung mit einem nicht-separierbaren, raum-invarianten Kern fu¨hrt
zu einer zweidimensionalen 16× 16 Faltungsmatrix mit Block-Toeplitz-Struktur (BT) [AH77]:
A =

h22 h32 0 0 h23 h33 0 0 0 0 0 0 0 0 0 0
h12 h22 h32 0 h13 h23 h33 0 0 0 0 0 0 0 0 0
0 h12 h22 h32 0 h13 h23 h33 0 0 0 0 0 0 0 0
0 0 h12 h22 0 0 h13 h23 0 0 0 0 0 0 0 0
h21 h31 0 0 h22 h32 0 0 h23 h33 0 0 0 0 0 0
h11 h21 h31 0 h12 h22 h32 0 h13 h23 h33 0 0 0 0 0
0 h11 h21 h31 0 h12 h22 h32 0 h13 h23 h33 0 0 0 0
0 0 h11 h21 0 0 h12 h22 0 0 h13 h23 0 0 0 0
0 0 0 0 h21 h31 0 0 h22 h32 0 0 h23 h33 0 0
0 0 0 0 h11 h21 h31 0 h12 h22 h32 0 h13 h23 h33 0
0 0 0 0 0 h11 h21 h31 0 h12 h22 h32 0 h13 h23 h33
0 0 0 0 0 0 h11 h21 0 0 h12 h22 0 0 h13 h23
0 0 0 0 0 0 0 0 h21 h31 0 0 h22 h32 0 0
0 0 0 0 0 0 0 0 h11 h21 h31 0 h12 h22 h32 0
0 0 0 0 0 0 0 0 0 h11 h21 h31 0 h12 h22 h32
0 0 0 0 0 0 0 0 0 0 h11 h21 0 0 h12 h22

=

H0 H1 H2 H3
H−1 H0 H1 H2
H−2 H−1 H0 H1
H−3 H−2 H−1 H0
 Block-Toeplitz-Struktur (BT) (3.76)
Bei der BT-Form sind die einzelnen 4×4 Matrizen Hi selber Toeplitzmatrizen und nach Toeplitz-
Vorschrift zu einer 16×16 Matrix angeordnet. Die Zahl der freien Parameter dieser BT-Matrix ist
9 und entspricht dem Freiheitsgrad des Faltungskerns hn1,n2. Toeplitzmatrizen sind meist schwach
besetzt (sparse). Fu¨r den Fall, das der Kern separierbar ist, ergibt sich die Matrix A zu:
A = A1 ⊗A2 (3.77)
A = B ⊗ C stellt das Kronecker-Produkt zweier N ×N Matrizen dar.
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A =

b11C b12C · · · b1NC
b21C
. . .
...
...
. . .
...
bN1C · · · · · · bNNC
 (3.78)
Dabei sind A1 und A2 Toeplitzmatrizen, die jeweils eine eindimensionale Faltungsoperation
durchfu¨hren.
Der Vorteil der Darstellung als Filtermatrix ist offensichtlich. Durch Multiplikation einer Zei-
le der Matrix mit dem Eingangsvektor, der ja das ganze Bild repra¨sentiert, wird das Filterer-
gebnis fu¨r das an einer bestimmten Position n1, n2 sitzende Filter Fn1,n2 berechnet. Eine nicht
verschiebungsinvariante Filterung la¨sst sich also durch Vera¨nderung der in einer Zeile stehenden
ST-Filterparameter vornehmen. Das Lo¨schen einer Zeile entspricht dem Entfernen eines spezifi-
schen Filterergebnisses. Somit la¨sst sich eine Abtastung des gefilterten Bildes durch periodisches
Entfernen von Zeilen erreichen.
3.6.3 Spatio-temporale Filterung
Die ST-Filterung ist formal eine Filterung mit dreidimensionalem Kern der Dimension K1,K2, L.
Bei der Konstruktion der zugeho¨rigen Matrix ist auf die Kausalita¨t zu achten. Die Vorgehensweise
ist ansonsten vo¨llig analog zu der Konstruktion der zweidimensionalen Filtermatrix. Zuna¨chst
wird der spatio-temporale Inputvektor durch lexikographische Umordnung in Spaltenvektorform
gebracht. Die spatialen Dimensionen seien N1, N2, die temporale T . Bei der Umordnung werden
zuna¨chst die zweidimensionalen Frames der einzelnen Zeitpunkte t in Spaltenvektoren angeordnet
und anschließend die Frames in zeitlich zunehmender Folge untereinander geschrieben:
f =

f1
f2
...
fT
 mit ft =

f1t
f2t
...
fMNt
 t = 1...T (3.79)
Fu¨r dem Ergebnisvektor g der Filterung gilt die entsprechende Anordnung. Die zugeho¨rige
spatio-temporale Filtermatrix weist eine Block-Toeplitz-Block-Toeplitz Struktur (BTBT) auf. Die-
se wu¨rde auch im Fall eines separierbaren ST-Filterkerns durch eine doppelte Anwendung des
Kronecker-Produktes A = A1 ⊗A2 ⊗A3 resultieren. Da die sich ergebende Matrix selbst fu¨r ein-
fache niederdimensionale (sinnvolle) Beispiele den Rahmen sprengen wu¨rde, soll nur kurz sich die
ergebende BTBT-Struktur an einer 64×64 Matrix A (M = 4, N = 4, T = 4) verdeutlicht werden.
A =

G0 G1 G2 G3
G−1 G0 G1 G2
G−2 G−1 G0 G1
G−3 G−2 G−1 G0
 (BTBT)
mit Gi =

Hi0 Hi1 Hi2 Hi3
Hi−1 Hi0 Hi1 Hi2
Hi−2 Hi−1 Hi0 Hi1
Hi−3 Hi−2 Hi−1 Hi0
 (BT) (3.80)
mit Hij =

hij0 hij1 hij2 hij3
hij−1 hij0 hij1 hij2
hij−2 hij−1 hij0 hij1
hij−3 hij−2 hij−1 hij0
 (T)
Mit dieser Vorarbeit la¨sst sich die spatio-temporale Filterung ebenfalls als eine Matrixgleichung
darstellen:
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g = A f (3.81)
Da die ST-Filterung im Allgemeinen keine orts- bzw. zeitinvariante Abbildungsoperation darstellt,
wird im Anwendungsfall auf das Zero-Padding des Vektors f und somit auf die Quadratur der
Filtermatrix A verzichtet. Es liegt in diesem Fall keine reine Toeplitzform vor. In die Matrixdi-
mension geht dann, wie im eindimensionalen Fall, die Dimension des Filterkerns ein. Es gilt fu¨r
die Dimension des Datenvektors g:
M = (N1 −K1 − 1)(N2 −K2 − 1)(T − L− 1) (3.82)
Die Dimension der sich ergebenden Matrix ist also
M ×N = (N1 −K1 − 1)(N2 −K2 − 1)(T − L− 1)×N1N2L (3.83)
und wa¨chst damit schnell mit zunehmender Gro¨ße des Eingangsvektors und des Filterkerns. Die
Gro¨ße spielt fu¨r das Vorwa¨rtsproblem, also die Filterung, keine entscheidende Rolle, da die Matrix-
operation parallelisiert werden ko¨nnte [GL96]. Die Inversion der Filterung durch Multiplikation
einer existierenden inversen Matrix ist ebenfalls unproblematisch, wenn man von einer mo¨glichen
Schlechtgestelltheit des Problems absieht. Problematisch ist die Berechnung der Inversen. Die
Inversion muss aber nur einmal durchgefu¨hrt werden, um fu¨r eine bestimmte Retina-Encoder-ST-
Filterparametereinstellung die Inverse Filterung zu erhalten. Die berechnete Inverse kann anschlie-
ßend in einer Datei abgespeichert werden.
Die Multiplikation einer Zeile der Filter-Matrix mit dem Eingangsvektor entspricht der ST-
Filterung des gesamten spatio-temporalen Reizes durch ein ST-Filter an einer bestimmten Position
und zu einem bestimmten Zeitpunkt.
3.7 Inversion diskreter, linearer Abbildungen
Der Matrixformalismus zur Inversion diskreter, linearer Abbildungen ist rein formal unabha¨ngig
von der Dimension des Problems. Um zur Lo¨sung der Umkehrung einer Faltungsoperation zu
gelangen, bieten sich zwei Wege an:
1. Bereits erwa¨hnt wurde die Mo¨glichkeit, den Faltungsoperator A und den Datenvektor g
mittels DFT in den Fourierraum zu transformieren. Dort fu¨hrt man die Inversion durch
Multiplikation mit der Inversen des Operators Â−1 mit ĝ durch. Die Inversion von Â ist
einfach, wenn A zyklisch ist. In diesem Fall ist Â nach der DFT diagonal. Anschließend
fu¨hrt man die inverse DFT durch. Um eine Toeplitzmatrix und die zugeho¨rige zyklische
Matrix fu¨r einen Operator aufzustellen, muss der Operator verschiebungsinvariant sein. Dies
ist bei der Faltung der Fall. Bei der ST-Filterung durch den Retina Encoder ist allerdings
die Verschiebungsinvarianz im Allgemeinen nicht mehr gegeben, da an den verschiedenen
Positionen des Retina-Encoder-Aufnahmebereichs unterschiedliche ST-Filter-Klassen sitzen
ko¨nnen.
2. Die Entfaltungsoperation kann durch eine Multiplikation mit der generalisierten inversen
Matrix A+ durchgefu¨hrt werden. Damit handelt es sich formal um ein lineares Ausgleichs-
problem. Dieser Rechenweg verlangt weder Verschiebungsinvarianz des Operators, noch, dass
die Operatormatrix A quadratisch und somit fu¨r die Umkehrung der ST-Filterung geeignet
ist.
Der in Punkt 2 beschriebene Weg soll hauptsa¨chlich betrachtet werden. Rein formal wu¨rde sich
die Umkehrung von Gleichung 3.81 ergeben zu:
f = A−1 g (3.84)
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Da A im Allgemeinen nicht von quadratischer Form ist bzw. auch nicht den vollen Rang hat,
existiert die Inverse A−1 nicht. An dieser Stelle greift man auf die diskrete Variante der Moore-
Penrose Inversen A+ zuru¨ck. Die Moore-Penrose Inverse lo¨st das diskrete Minimierungsproblem:
‖Af − g‖ = min und ‖f‖ = min (3.85)
oder alternativ:
f+ = argmin
f
‖Af − g‖ (3.86)
Wenn die Euklidische Norm ‖·‖2 gewa¨hlt wird, entspricht die Vorgehensweise der Methode der
kleinsten Quadrate.
FallsM > N gilt, d.h. man hat mehr Messwerte als der Ursprungsvektor unbekannte Elemente
hat, was bei der diskreten Faltung der Fall ist, spricht man von einem u¨berbestimmten Problem.
Unterbestimmtheit liegt vor, wenn gilt: M < N . In beiden Fa¨llen ist A nicht von quadratischer
Form und damit existiert die Inverse Matrix A−1 nicht.
Fu¨r lineare Abbildungen kann Anhand des Zeilen- bzw. Spaltenranges die Surjektivita¨t bzw.
Injektivita¨t festgestellt werden. Es gilt:
1. Die durch die Matrix A ∈ RM×N vermittelte lineare Abbildung ist injektiv, wenn A den
vollen Spaltenrang hat: rank(A) = N
2. Die durch die Matrix A ∈ RM×N vermittelte lineare Abbildung ist surjektiv, wenn A den
vollen Zeilenrang hat: rank(A) =M
Die Generalisierte Inverse A+ wird eindeutig durch die vier Moore-Penrose-Bedingungen cha-
rakterisiert 16:
1. (A+A)T = A+A
2. (AA+)T = AA+
3. A+AA+ = A+
4. AA+A = A
(3.87)
Es kann gezeigt werden [GL96], dass sich die Moore-Penrose Pseudoinverse A+ mittels Sin-
gula¨rwertzerlegung (Singular Value Decomposition, SVD) der Matrix A berechnen la¨sst.
Sei A ∈ RM×N , dann ist die SVD von A gegeben durch:
A = U Σ V T
= U
(
Σr 0
0 0
)
V T
=
r∑
i=1
σiuiv
T
i
(3.88)
Die unterste Darstellung in Gleichung 3.88 wird Spektralzerlegung von A genannt. Die Matrix
Σr ∈ Rr×r ist quadratisch mit den Singula¨rwerten σi ∈ R, i = 1...r auf der Hauptdiagonalen. Die
Anzahl r der Singula¨rwerte, die ungleich Null sind, entspricht dem Rang von A (r = rank(A)).
Die Singula¨rwerte σi ∈ R, i = r + 1...p mit p = min(M,N) sind Null.
16Alternativ la¨sst sich die Moore-Penrose Pseudoinverse definierten als: A+ = lim
δ→∞
(
ATA+ δI
)
AT , wobei I
die Einheitsmatrix darstellt.
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Σij =
{
σiδij fu¨r 1 ≤ i ≤ r
0 sonst
i = 1 · · ·M ; j = 1 · · ·N 17
⇒ Σ =

σ1 0 · · · 0
0
. . .
... σr
...
0
0 · · · 0

︸ ︷︷ ︸
N Spalten

M Zeilen r = rank(A) (3.89)
Die Singula¨rwerte seien der Gro¨ße nach geordnet: σ1 ≥ σ2 ≥ ... ≥ σr > σr+1 = ... = σp = 0. Die
Matrizen U und V sind orthogonal18 und es gilt:
U =
(
u1 u2 · · · uM
) ∈ RM×M (3.90)
V =
(
v1 v2 · · · uN
) ∈ RN×N
Fu¨r die Spaltenvektoren ui ∈ RM×1und vi ∈ RN×1 gilt uTi uj = δij bzw. vTi vj = δij , d.h. sie
bilden ein Orthonormalsystem des RM bzw. RN .
Es la¨sst sich zeigen [GL96], dass sich mit Hilfe der SVD die Moore-Penrose-Inverse A+ leicht
berechnen la¨sst durch:
A+ = V Σ+ UT
= V
(
Σ−1r 0
0 0
)
UT
=
r∑
i=1
1
σi
viu
T
i
(3.91)
Die Pseudoinverse Σ+ der Diagonal-Matrix Σ ist somit gegeben durch:
Σ+ji =
{
σ−1i δji fu¨r 1 ≤ i ≤ r
0 sonst
i = 1 · · ·M ; j = 1 · · ·N
⇒ Σ+ =

1/σ1 0 · · · 0
0
. . .
... 1/σr
...
0 · · · 0 0

︸ ︷︷ ︸
M Spalten

N Zeilen (3.92)
Fu¨r den Fall, dass gilt r = rank(A) = N , kann die Moore-Penrose Pseudoinverse berechnet werden
durch:
A+ = (ATA)−1AT (3.93)
Im Idealfall ist A quadratisch und vollen Rangs. Dann geht A+ in die normale Inverse A−1 u¨ber.
17Dabei ist das Kronecker Delta definiert durch: δij =
{
1 i = j
0 sonst
18Bei einer orthogonalen Matrix gilt: AT = A−1
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Mit Hilfe der Generalisierten Inversen erha¨lt man den gesuchten Vektor f+ mit minimalen,
quadratischen Abstand zum wahren Vektor f .
f+ = A+g = V Σ+ UTg
=
r∑
i=1
σ−1i u
T
i gvi
(3.94)
Da die Singula¨rwerte extrem nahe an Null kommen ko¨nnen (Nullfolge), ist der Kehrwert in diesen
Fa¨llen extrem groß und versta¨rkt kleine Abweichungen von g sehr stark.
Der Aufwand um die SVD durchzufu¨hren ist erheblich. Eine deutliche Vereinfachung ergibt
sich, wenn der spatio-temporale Faltungsoperator separabel ist und zum Beispiel in unabha¨ngige
spatiale und temporale Anteile zerlegt werden kann. In diesem Fall kann die Filtermatrix als
Kronecker-Produkt zweier Filtermatrizen AS bzw. AT dargestellt werden, die dann die spatiale
bzw. temporale Abbildung darstellen:
A = AS ⊗AT (3.95)
Die SVD Zerlegung kann fu¨r jede der einzelnen Matrizen durchgefu¨hrt werden:
A = AS ⊗AT
= (US ΣS V
T
S )⊗ (UT ΣT V TT )
= (US ⊗ UT )(ΣS ⊗ ΣT )(VS ⊗ VT )T
= U ΣV T
(3.96)
Die Kosten der SVD-Berechnung (FLOPS) fu¨r eine N×N Matrix sind von der Gro¨ßenordnung
O(N3) [GL96]. Wenn der ST-Filteroperator separabel ist, ist die Berechnung der SVD u¨ber das
Kroneckerprodukt deutlich effizienter.
3.7.1 Klassifikation von inversen Problemen
Mit Hilfe der SVD hat man die Mo¨glichkeit die Schlechtgestelltheit eines Problems quantitativ zu
erfassen. Eine Abscha¨tzung, mit der der Einfluss kleiner A¨nderungen δg = gε−g des Filterer-
gebnisses g auf die Abweichung δf = fε − f vom wahren Inversen f beschrieben werden kann, ist
durch folgende Formel gegeben [DH02]:
‖fε − f‖ ≤ κabs(A) ‖gε−g‖ mit g = Af (3.97)
κabs(A) heißt absolute Kondition eines Problems. Ein Problem heißt schlecht gestellt, wenn keine
solche Zahl existiert (formal κabs(A) =∞). Analog la¨sst sich die relative Kondition eines Problems
κrel(A) definieren.
‖δf‖
‖f‖ ≤ κrel(A)
‖δg‖
‖g‖ (3.98)
Es la¨sst sich zeigen [DH02], dass fu¨r die Abbildung A, die relative Kondition κrel(A) durch die
Kondition κ(A) der Matrix A abgescha¨tzt werden kann. Fu¨r quadratische Matrizen ergibt sich:
κrel(A) ≤ κ(A) = ‖A‖
∥∥A−1∥∥ (3.99)
Eine Erweiterung auf rechteckige Matrizen erha¨lt man mit der folgenden Vorschrift:
κ(A) =
max
‖x‖=1
‖Ax‖
min
‖x‖=1
‖Ax‖ (3.100)
Wa¨hlt man die Spektralnorm ‖·‖2 (siehe Anhang Abschnitt A.2), so ergibt sich die Kondition
einer Matrix A als Quotient des maximalen und des minimalen Singula¨rwerts der SVD-Zerlegung
von A :
κ2(A) =
σmax
σmin
(3.101)
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Die Kondition einer Matrix ist ein Maß dafu¨r, wie stark sich Sto¨rungen bei Anwendung der Matrix
im Ergebnis fortpflanzen ko¨nnen. Matrizen mit großer Kondition fu¨hren zu schlecht-konditionierten
Problemen. Hat die Matrix eine kleine Kondition, so wird das Problem als gut konditioniert be-
zeichnet. Ist die Matrix A singula¨r (d.h. rank(A) < min(M,N)), so ist die Kondition κ2(A) =∞
und das Problem schlecht gestellt. Je kleiner der Abstand einer Matrix zu einer singula¨ren Matrix
ist, desto gro¨ßer ist ihre Kondition. Ist eine Matrix fast singula¨r, so bewirkt die große Kondition
schlechte Inversionseigenschaften.
3.8 Regularisierungsverfahren
Da bei schlechtgestellten Operatorengleichungen die inverse Abbildung A+ unstetig ist, fu¨hrt die-
ser direkte Weg zu Artefakten in der Lo¨sung, falls die Daten fehlerbehaftet sind und nicht mehr
im Definitionsbereich D(A+) der Generalisierten Inversen liegen. Regularisierungsverfahren bieten
einen Ausweg aus dieser schwierigen Situation, indem sie die Lo¨sung stabilisieren. Dazu approxi-
mieren sie den Operator A+ durch eine Familie stetiger Operatoren, deren Definitionsmenge Y
ist. Man kann die Glattheit einer Lo¨sung z.B. durch a priori Kriterien (Vorwissen) erzwingen und
so eine derartige beschra¨nkte und stetige Inverse erhalten.
Nach Louis [Lou01] ist eine Regularisierung als eine Abbildung Sλ : Y → X mit dem Regu-
larisierungsparameter λ definiert, die punktweise auf dem Definitionsbereich D(A+) von A+ fu¨r
λ→ 0 gegen A+ konvergiert:
lim
λ→0
Sλg = A
+g fu¨r g ∈D(A+) (3.102)
Falls die Daten gε gesto¨rt sind, gilt19:
‖gε−g‖≤ε , ε > 0 (3.103)
Dabei ist im Allgemeinen zu erwarten, dass die gesto¨rten Daten nicht mehr im Bild von A lie-
gen (gε /∈ Bild(A)) und die Generalisierte Inverse A+ aufgrund ihrer Unstetigkeit somit nicht
fu¨r die Inversion brauchbar ist. Der Regularisierungsoperator Sλ hat fu¨r bestimmte λ(ε,g
ε) die
Eigenschaft, bei abnehmender Fehlergro¨ße ε auch fu¨r gε /∈ Bild(A) gegen A+g zu konvergieren:
lim
ε→0
∥∥Sλgε −A+g∥∥ = 0 fu¨r g ∈D(A+),gε ∈ Y (3.104)
Es besteht dabei die Mo¨glichkeit, auf lineare oder nicht-lineare Regularisierungsoperatoren
zuru¨ckzugreifen. Ha¨ngt der Regularisierungsparameter nur von ε ab (λ = λ(ε)), so handelt es
sich um eine a priori Parameterwahl, andernfalls um eine a posteriori Parameterwahl. Der gesam-
te Rekonstruktionsfehler Eges einer linearen Regularisierung ergibt sich zu [Rie03]:
Eges =
∥∥A+g−Sλgε∥∥ ≤ ∥∥A+g−Sλg∥∥︸ ︷︷ ︸
Approximationsfehler
+ ‖Sλ(gε − g)‖︸ ︷︷ ︸
Datenfehler
(3.105)
Eges ergibt sich aus der Abweichung zwischen dem wahren Wert f =A
+g und dem mit dem
Regularisierungsoperator multiplizierten fehlerbehafteten Messwert g = g + . Er la¨sst sich als
Summe eines Approximationsfehlers (EApprox) und eines Datenfehlers (EDaten) auffassen.
EApprox wa¨chst vomWert Null (bei λ = 0) u¨ber alle Grenzen fu¨r λ→∞. Der Datenfehler hingegen
zeigt das umgekehrte Verhalten. Falls das Rauschen ε = (gε − g) nicht in D(A+) liegt, geht
‖Sλε‖ → ∞ fu¨r λ→ 0. Der Rekonstruktionsfehler divergiert somit fu¨r λ→ 0 als auch fu¨r λ→∞.
Er la¨sst sich im fehlerbehafteten Fall durch Wahl des optimalen Rekonstruktionsparameters λopt
nur minimieren, aber nie zu Null machen (Abbildung 3.16). Dieses Verhalten zeigen alle schlecht
gestellten Probleme.
Um schlecht konditionierte Probleme lo¨sen zu ko¨nnen, wurden verschiedende Regularisierungs-
verfahren entwickelt, von denen hier einige betrachtet werden sollen20.
19ε wird auch als Datenrauschen bezeichnet.
20Die Regularisierungsverfahren sind grundsa¨tzlich auch fu¨r den Einsatz bei unendlichdimensionalen Inversen
Problemen in Hilbertra¨umen geeignet. In diesem Fall ist die transponierte Matrix AT durch den adjungierten
Operator A∗ zu ersetzen.
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Abbildung 3.16: Dargestellt ist der Gesamtfehler einer Rekonstruktionsaufgabe, der sich als Summe aus
Datenfehler und Approximationsfehler ergibt. Diese zeigen gegensa¨tzliches Verhalten
bezu¨glich des Regularisierungsparameters λ. Bei schlecht gestellten Problemen mit ver-
rauschten Daten ist es somit nicht mo¨glich, den Gesamtfehler auf Null zu reduzieren.
Stattdessen sucht man den optimalen Regularisierungsparameter λopt, bei dem der
Gesamtfehler ein Minimum aufweist.
3.8.1 Iterative Regularisierungsverfahren
Iterative Methoden generieren eine Folge von Na¨herungslo¨sungen fi. Liegen die Daten ungesto¨rt
vor, d.h. im Definitionsbereich D(A+), so konvergiert die Folge der fi gegen die Least-Squares
Lo¨sung f+. Bei gesto¨rten Daten ist eine Semikonvergenz zu beobachten, bei der der Fehler zuna¨chst
sinkt und anschließend wieder steigt. Die Zahl der Iterationsschritte I u¨bernimmt in diesem Fall die
Eigenschaft eines Regularisierungsparameters λ. Der Iterationsvorgang muss im Fehlerminimum
der Regularisierung abgebrochen werden (Iopt).
Die am weitesten verbreiteten iterativen Verfahren sind das Conjugate-Gradient (CG)-
Verfahren, das vorkonditionierte Conjugate-Gradient (PCG)-Verfahren und die Landweber Ite-
ration. Ein weiteres Verfahren ist die Van Cittert Deconvolution [BB98]. Diese Verfahren haben
gemeinsam, dass die inverse Matrix nie explizit berechnet wird. Die Strukturierung der Iterations-
verfahren zur Lo¨sung inverser Probleme soll anhand einer kurzen Betrachtung deutlich gemacht
werden.
Conjugate-Gradient Verfahren
Die Methode des konjugierten Gradienten ist wegen ihrer einfachen Form eines der meist be-
nutzen Verfahren um große Gleichungssysteme zu lo¨sen. Trotz dieser Einfachheit ist es in der
Lage, anspruchsvolle Aufgaben zu bewa¨ltigen. Vom theoretischen Standpunkt betrachtet ist das
CG-Verfahren ein Abko¨mmling des Abstiegsverfahrens entlang des steilsten Gradienten (steepest
descent).
Sei die zu invertierende Abbildung gegeben durch (Gleichung 3.25):
g = A f (3.106)
Dabei seien A : X → Y ein linearer und stetiger Operator, f ∈ X das gesuchte Urbild und g
∈ Y der gegebene Messwert. Das CG-Verfahren ist in diesem Fall gegeben durch (nach [Rie03]):
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r0 = g −Af0
p1 = d0 = A
T r0
i = 1
while (di−1 6= 0) do
qi = Api
αi =
‖di−1‖
2
‖qi‖
2
fi = fi−1 + αipi
ri = ri−1 − αiqi
di = A
T ri
βi =
‖di‖
2
‖di−1‖
2
pi+1 = di + βipi
i = i+ 1
end
(CG-Algorithmus) (3.107)
Man bricht ab, wenn der Gradient di−1 = 0 ist. Das CG-Verfahren geho¨rt zu den
Krylow-Unterraum-Methoden. Bei vorkonditionierten Conjugate-Gradient-Verfahren (Precondi-
tioned Conjugate Gradient, PCG) versucht man die Konvergenzgeschwindigkeit des CG-Verfahrens
fu¨r schlecht-konditionierte Matrizen A zu verbessern. Dazu geht man von einem verwandten Glei-
chungssystem aus:
g = A C−1Cf
g =
(
AC−1
)
(Cf) = A′f ′ (3.108)
Dabei ist C so zu wa¨hlen, dass Cf = g leicht zu lo¨sen ist. Das CG-Verfahren ist anschließend
mit den neuen Variablen g,A′, f ′ durchzufu¨hren. Nach Ende der Iteration erha¨lt man f durch
f = C−1f ′.
Landweber Iteration
Die Landweber Iteration ist ein weiteres iteratives Verfahren und im Gegensatz zum CG-Verfahren
linear fu¨r den Fall, dass gilt: 0 < ω < 2
‖A‖2
. Ausgangspunkt ist die Aufstellung der Fixpunktglei-
chung:
f = f + ωAT (g −A f) (3.109)
ω stellt dabei einen Da¨mpfungsparameter dar. Aus der Fixpunktgleichung la¨sst sich die
Landweber-Iteration herleiten zu [Rie03]:
fi+1 = fi + ωA
T (g −A fi)
⇐⇒ fi+1 = (I − ωATA)fi + ωATg (3.110)
Das Landweber-Verfahren konvergiert gegen unterschiedliche Grenzwerte abha¨ngig davon, ob g
innerhalb oder außerhalb des Definitionsbereichs D(A+) der Generalisierten Inversen liegt:
lim
i→∞
fi =
{
A+g+PKern(A)f0 : g ∈ D(A+)
∞ : g /∈ D(A+)
Dabei bezeichnet f0 den Startwert der Iteration und PKern(A) den Projektionsoperator auf den
Kern von A. Wenn g /∈ D(A+) gilt, dann kann eine Semikonvergenz beobachtet werden, bei der
der Rekonstruktionsfehler zuna¨chst sinkt und spa¨ter wieder ansteigt. Bei der Landweber Iteration
u¨bernimmt also die Iterationzahl die Rolle des Regularisierungsparameters. Der optimale Regula-
risierungsparameter liegt im Minimum des Fehlerverlaufs vor.
Man erkennt, dass sowohl bei dem CG-Verfahren als auch bei der Landweber-Iteration der ur-
spru¨ngliche Abbildungsoperator A in die Berechnung der Lo¨sungsfolge fi eingeht. Zur Berechnung
der Inversen mu¨ssen also unter Umsta¨nden viele Vektor-Matrix-Multiplikationen durchgefu¨hrt
werden, was fu¨r einen echtzeitfa¨higen Lernvorgang zu zeitlichen Problemen fu¨hren kann.
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3.8.2 Direkte Inversionsverfahren
Direkte Inversionsverfahren haben den Vorteil, dass schon vor RE-Trainingsbeginn die zum Ab-
bildungsoperator A zugeho¨rige (Pseudo-) Inverse A+ berechnet und auch abgespeichert werden
kann. Zur Berechnung des invertierten Wertes ist nur eine Multiplikation erforderlich. Dafu¨r
ist die Berechnung der Inversen in der Regel sehr aufwa¨ndig. Der Rechenaufwand fu¨r eine
vollsta¨ndige SVD-Zerlegung21 einer Matrix A ∈ Rm×n (m > n) ist von der Gro¨ßenordnung
O(n,m) = 4m2n+8mn2+9n3 (Golub-Reinsch Algorithmus [GL96]). Die Berechnung der Genera-
lisierten Inversen im Vorfeld entspricht dem Training des Neuronalen Netzes des Inverter-Moduls
(s. Unterabschnitt 2.2.5).
Abgeschnittene Singula¨rwert-Zerlegung
Eine sehr einfache direkte Regularisierungsmethode ist die abgeschnittene Singula¨rwertzerlegung
(Truncated Singular Value Decomposition, TSVD). Bei diesem Verfahren vernachla¨ssigt man Sin-
gula¨rwerte σi (Gleichung 3.94), die kleiner als eine festgelegte Grenze λ sind. Diese kleinen Sin-
gula¨rwerte sind wegen ihres Vorkommens im Nenner fu¨r die starke Versta¨rkung von Rauschen
verantwortlich. Die TSVD ergibt sich somit zu:
Sλg =
k∑
i=1
uTi g
σi
vi , da σk > λ > σk+1 (TSVD) (3.111)
Der Wert λ spielt im diesen Fall die Rolle des Regularisierungsparameters. Das Verfahren kann
verallgemeinert werden, indem man den Beitrag der Komponenten σi < λ da¨mpft, anstatt ihn
vo¨llig zu vernachla¨ssigen [Lou01]:
Skg =
r∑
i=1
Fλ(σi,g)
uTi g
σi
vi (3.112)
Fλ wird als regularisierendes Filter bezeichnet. Ha¨ngt Fλ nicht von g ab, so wird das Regularisie-
rungsverfahren als linear, andernfalls als nichtlinear bezeichnet.
Phillips-Tikhonov-Regularisierung
Zu Beginn der sechziger Jahre des 20. Jahrhundert haben Tikhonov und Phillips unabha¨ngig von-
einander ein Verfahren zur Lo¨sung Fredholm’scher Integralgleichungen der ersten Art entwickelt
[Tik63] [Phi62]. Die Bedingung der kleinsten Quadrate (Gleichung 3.85) verlangt nur, dass das
Fehlerfunktional (Gleichung 3.57) J(f) = ‖Af − g‖ minimiert wird. Mo¨chte man zusa¨tzlich errei-
chen, dass die Lo¨sung sich mo¨glichst ’glatt’ verha¨lt, so muss man dies als Zusatzbedingung an das
Minimierungsproblem stellen. Dies kann man z.B. erreichen, indem man starke Variationen der
Lo¨sung bestraft. Das zu minimierende Fehlerfunktional resultiert als Summe aus dem alten Feh-
lerfunktional und dem mit dem Quadrat des Regularisierungsparameters gewichteten Strafterm
Ω(f):
Jλ(f) = ‖Af − g‖2 + λ2Ω(f) (3.113)
Dabei ergibt sich Ω(f) meist aus einem Differentialoperator der auf f angewendet wird:
Ω(f) = ‖Df‖2 (3.114)
Mit Hilfe des Regularisierungsparameters λ la¨sst sich hier die Gewichtung zwischen der Sta¨rke der
Da¨mpfung und der Genauigkeit der Lo¨sung einstellen.
Tikhonov wa¨hlte fu¨r D den Identita¨tsoperator D = I, so dass sich der Strafterm ergibt zu:
Ω(f) = ‖Df‖2 = ‖If‖2 = ‖f‖2 (3.115)
21In diesem Zusammenhang soll ’vollsta¨ndig’ bedeuten, dass nicht nur einzelne Matrizen, sondern V , Σ und U
berechnet werden.
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Bei dieser Wahl wird somit der Betrag, d.h. im endlichdimensionalen Fall die La¨nge des Vektors
f , bestraft. Phillips wa¨hlte die Norm der zweiten Ableitung, was zu einer Bestrafung einer allzu
großen Variabilita¨t innerhalb der Lo¨sung fu¨hrt und diese somit gla¨ttet.
Ω(f) = ‖D2f‖2 mit [D2f ](x) = d
2
dx2
f(x) (3.116)
Diese kann im diskreten, eindimensionalen Fall durch eine Matrix D2 approximiert werden:
D2 =

1 −2 1 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 · · · 0 1 −2 1
 (3.117)
U¨blich ist auch die Verwendung der ersten Ableitung der Lo¨sung als Strafterm:
Ω(f) = ‖D1f‖2 mit [D1f ](x) = d
dx
f(x) (3.118)
Dies fu¨hrt im diskreten, eindimensionalen Fall auf die Matrixapproximation:
D1 =

1 −1 0 · · · 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1 −1
 (3.119)
Die beiden Matrizen sind Spezialfa¨lle der oben diskutierten Toeplitzmatrizen. Fu¨r eine Bildung
eines Strafterms fu¨r die spatio-temporalen Ergebnisvektoren der Inversion muss eine Erweiterung
der eindimensionalen D-Matrizen auf den dreidimensionalen Fall erfolgen.
Aus der Forderung der Minimierung des Fehlerfunktionals im Fall D = I ergibt sich:
Jλ(f) = ‖Af − g‖2 + λ2 ‖f‖2 != min
⇒ Jλ(f) = (Af − g)T (Af − g)+λ2fT f != min
⇒ ∇fJλ(f) = 0
⇒ 0 = 2ATAf−2ATg+2λ2f
⇒ f = (ATA− λ2I)−1ATg
⇒ f = Sλg
(3.120)
Fu¨r λ = 0 geht der Regularisierungsoperator Sλ in die normale Moore-Penrose-Pseudoinverse u¨ber.
Die Phillips-Tikhonov-Regularisierung kann in manchen Fa¨llen als SVD mit regularisierendem
Filter geschrieben werden (Gleichung 3.112). Im Fall D = I erha¨lt man fu¨r das Filter [Lou01]:
Fλ(σi) =
σ2i
σ2i + λ
2
Es besteht die Mo¨glichkeit, auf eine a¨hnliche Art und Weise a priori Information einfließen zu
lassen. Man kann die Abweichung von einem im Voraus bekannten Erwartungswert f bestrafen.
Es resultiert in diesem Fall [Hol02]:
f =f + (ATA− λ2I)−1AT (g−Af) (3.121)
Hier la¨sst sich der regularisierte Operator nicht vollsta¨ndig als eigensta¨ndige Matrix darstellen,
sondern nur formal. Die Einfu¨hrung zweier a priori Zielwertvorgaben, um beispielsweise die beiden
Grauwertstufen f1 = 0 und f2 = 255 eines reinen SW-Ergebnisbildes der Inversion als Vorwissen
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in den Regularisierungsoperator einzubauen, fu¨hrt auf dasselbe Ergebnis, wie der Fall mit einem
einzigen Wert von f1+f22 = f = 127.5.
Im Fall der diskreten Ableitungsmatrizen D1 bzw. D2 ergibt sich:
f = (ATA− λ2DTi Di)−1ATg i = 1, 2
f = SDi,λg
(3.122)
In diesem Fall la¨sst sich der regularisierte Inverse Operator SDi,λ in einem Schritt auf den Daten-
vektor g anwenden. Es besteht die Mo¨glichkeit unterschiedliche Straffunktionale Ωi(f) mit jeweils
eigenen Regularisierungsparametern λi zu verbinden [ZGB05]:
Jλ(f) = ‖Af − g‖2 +
∑
i
λ2iΩi(f) (3.123)
Die hier vorgestellten Regularisierungsverfahren sind zuna¨chst nur fu¨r lineare Inverse Probleme
geeignet. Erweiterungen auf nichtlineare Inverse Probleme findet man beispielsweise bei Rieder
[Rie03]. Die Vorgehensweise ist im nichtlinearen Fall sehr problemabha¨ngig. Meist wird eine Li-
nearisierung des Problems durchgefu¨hrt.
Parametrisiertes Wiener Filter
Die Wiener Filter Methode ist eines der verbreitetsten Bildrestaurierungsverfahren, die auf statis-
tischen Methoden aufbauen [AH77]. Wa¨hlt man als Strafterm Ω(f) =
∥∥∥Φ−1/2f Φ1/2n f∥∥∥2, so ergibt
sich als regularisierendes Filter das parametrisierte Wiener Filter Wλ:
f = (ATA− λΦ−1f Φn)−1ATg
f = Wλg
Φf bzw. Φn stellen die Kovarianzmatrizen von Bildsignal bzw. Rauschen dar. Diese sind a pos-
teriori berechenbar. Fu¨r die Anwendung im Rahmen der RE-Umgebung ist das Verfahren nicht
geeignet, da die Sto¨rungen des Bildes g nicht auf additive Rauschprozesse, sondern auf A¨nderung
der Filterparameter zuru¨ckgehen.
3.8.3 Wahl des Regularisierungsparameters
Mit Hilfe des Regularisierungsparameters λ kann der Einfluss des Regularisierungsverfahrens auf
die Lo¨sung gesteuert werden. Bei einem zu kleinen Wert u¨berwiegt der Einfluss der verrauschten
Daten. Wird er zu groß gewa¨hlt, so wird die Lo¨sung zu ”glatt” (Abbildung 3.16). Die Wahl
des optimalen Regularisierungsparameters ist somit von zentraler Bedeutung. Prinzipiell gibt es
mehrere Verfahren, die einen optimalen Regularisierungsparameter liefern. Zwei generelle Ansa¨tze
ko¨nnen dabei unterschieden werden:
• Der Datenfehler der Messung ‖gε−g‖= ‖δg‖ ist bekannt. In diesem Fall kann beispielswei-
se das Morozov’sche Diskrepanzprinzip [Mor68] fu¨r die Bestimmung des Regularisierungs-
parameters herangezogen werden. Dieses geht davon aus, dass man bei der Rekonstruk-
tion der Daten keine gro¨ßere Genauigkeit erzielen kann, als der Datenfehler es erlaubt:
‖Af − g‖= ‖δg‖. Der exakte Datenfehler ist unbekannt und wird durch die Standardab-
weichung der Messfehler σ abgescha¨tzt. Der Regularisierungsparameter wird anschließend
so gewa¨hlt, dass gilt: ‖Afλ − g‖ = σ
• Im zweiten Fall ist der Messfehler der Daten unbekannt. Ein mo¨gliches Verfahren zur Be-
stimmung des optimalen Regularisierungsparameters ist hier die L-Kurven Methode, die von
Hansen entwickelt wurde [HO93].
Ziel der Inversion der spatio-temporalen Filterung ist die Erzeugung eines Inverter Moduls
mit einer festen (inversen) Abbildung, so dass ein Test von Retina Encoder Trainingsverfahren
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mo¨glich wird. Im Gegensatz zu den typischen Anwendungsbereichen der Regularisierungsverfah-
ren (Geophysik) treten hier zwei zentrale Unterschiede auf. Zum Einen ist kein expliziter, durch
eine Messung verursachter Rauschprozess gegeben. Der Datenfehler kommt durch falsche Filterpa-
rameter des Retina Encoders zustande. Zum Anderen steht bei der Bestimmung des Regularisie-
rungsparameters der Inverter-Modul-Abbildung der korrekte Stimulus zur Verfu¨gung, so dass der
Rekonstruktionsfehler direkt bestimmt werden kann. Den optimalen Regularisierungsparameter
kann man also durch Betrachtung des Minimums des Rekonstruktionsfehlers in Abha¨ngigkeit von
λ bestimmen.
3.9 Andere Inversionsverfahren
3.9.1 Inversion mit Vorwissen
Die vorherigen Abschnitte zeigen, dass die Inversion der spatio-temporalen Filterung auf
die Lo¨sung eines unter Umsta¨nden schlecht konditionierten linearen Gleichungssystems
zuru¨ckzufu¨hren ist. Die Regularisierungsverfahren versuchen die Lo¨sung zu stabilisieren, wenn
die Daten nur ungenau vorliegen. Dazu werden gewisse Annahmen u¨ber die Eigenschaften der
Lo¨sung gemacht (z.B. Glattheit).
Wenn bekannt ist, dass die Eingangsmuster aus einem sehr stark eingeschra¨nkten Raum stam-
men (z.B. reine schwarz-weiße Muster), so kann man diese Information in das Gleichungssystem
(Gleichung 3.94) einbauen. Die mo¨glichen SW-Hexagonwerte des Stimulus seien mit fi = ±1,
i = 1...N kodiert. Man erha¨lt somit neben den N Gleichungen f = A+g zusa¨tzliche N Gleichun-
gen der Form:
(fi)
2
= 1 , i = 1...N (3.124)
Dadurch wird das Gleichungssystem nichtlinear, was den Einsatz nichtlinearer Regularisierungs-
verfahren erfordert.
Eine andere Mo¨glichkeit ist die Anwendung des Verfahrens von Chre´tien und Corset [CC02]
fu¨r die Rekonstruktion bina¨rer Signale mittels Eigenwert-Optimierung22.
3.9.2 Neuronale Netze
Der Vollsta¨ndigkeit halber soll hier ein kurzer U¨berblick u¨ber den Einsatz Neuronaler Netze im
Bereich der Inversen Probleme und im Speziellen beim Training eines lernfa¨higen Retina Encoders
gegeben werden.
Im Laufe der Jahre wurden wiederholt auch verschiedene Neuronale Netztypen23 im Bereich
der Inversen Probleme erfolgreich eingesetzt. Sclabassi et al. [SSS01] verwendeten Neuronale Netze
fu¨r die intracraniale Quellenlokalisation bei EEG-Aufnahmen. Roth et al. [RT94] setzten Neuronale
Netze zur Inversion seismischer Daten ein. Wang et al. [WUK99] nutzten RBF-Netze zur Lo¨sung
des Inversen Streuproblems. Auch in der Bildverarbeitung existieren einige Beispiele, bei denen
Neuronale Netze fu¨r die Bildrekonstruktion/ -restauration eingesetzt wurden. Sun [Sun00] setzte
beispielweise Hopfield-Netze fu¨r Bildrekonstruktionsaufgaben ein. Weitere Ansa¨tze sind bei Zhou
et al. [ZCVJ88] und Tansley et al. [TOM96] zu finden.
In den genannten Fa¨llen finden die Neuronale Netze Anwendung als universelle Funktions-
approximatoren. Im Vergleich mit anderen Inversionsverfahren haben die Neuronalen Netze ei-
nige Vor- und Nachteile. Als Vorteil kann die schnelle Berechnung des Ergebnisses angesehen
werden, wenn ein fertig trainiertes Neuronales Netz vorliegt. Ein weiterer Vorteil ist die intrin-
sische Beschra¨nktheit des Netzergebnisses, wenn man z.B. sigmoide Aktivierungsfunktionen ver-
wendet. Sieht man von nicht-differenzierbaren Aktivierungsfunktionen ab, so ist die Netzausgabe
22Eine Beschra¨nkung der Stimuluswerte auf ganze (fi ∈ Z, i = 1...N) oder natu¨rliche Zahlen (fi ∈ N, i = 1...N)
fu¨hrt im Falle ebenfalls ganzzahliger Koeffizienten auf ein lineares diophantisches Gleichungssystem. Dieses kann
beispielsweise durch den Erweiterten Euklidischen Algorithmus gelo¨st werden. Im Rahmen dieser Arbeit wurde
dieses Verfahren nicht betrachtet, da es die Wahl der ST-Filterparameter und Stimuluswert zu stark beschra¨nkt.
23Gute Einfu¨hrungen in das Gebiet der Neuronalen Netze findet man bei Zell [Zel94] und Haykin [Hay98].
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Abbildung 3.17: Retina Encoder Lernumgebung mit einem Neuronalen Netz als Inverter Modul.
Abbildung 3.18: Eingangsdaten des Neuronalen Netzes im Inverter Modul (nach [BBE98a])
auch stetig von der Netzeingabe abha¨ngig. Ein Neuronales Netz wirkt somit regularisierend (s.a.
[GJP95, Hay98]).
Als Nachteil der Neuronalen Netze ist der Umstand anzusehen, dass Wissen u¨ber die Filter-
Abbildung schwierig einzubinden ist. Weiterhin ist die Suche der richtigen Netzwerktopologie sowie
eines geeigneten Lernverfahrens nicht trivial.
Einsatz Neuronaler Netze fu¨r die ST-Filter Inversion
Wie bereits in der Einleitung dargestellt, basierten die ersten Inversionsansa¨tze der ST-Filterung
durch den Retina Encoder ebenfalls auf Neuronalen Netzen. Als Inverter Modul (s. Abbildung 3.17)
kamen hier verschiedene Neuronale Netztypen zum Einsatz [Wal98, BBE98a]. Als Eingang fu¨r
das Neuronale Netz dienten die RE-Ausgangsdaten u¨ber einige Frames (s. Abbildung 3.18). Diese
mussten dafu¨r zwischengespeichert werden. Das Training der Neuronalen Netze erfolgte u¨berwacht
mittels Backpropagation-of-Error bzw. Evolutiona¨rer Algorithmen. Als Trainingsdaten dienten
eine Stimulus-Sequenz und der zugeho¨rige Retina Encoder Ausgangsdatenstrom (s.a. Unterab-
schnitt 2.2.5).
Kapitel 4
Visuelles System
Das Sehsystem ist der wichtigste sensorische Wahrnehmungskanal des Menschen. Dem visuellen
System zugeordnete Bereiche machen einen Großteil des Gehirns aus. Ohne den Sehsinn wu¨rden
wir große Schwierigkeit haben, uns in unserer Umwelt zurechtzufinden, und wird ko¨nnten uns
nur unsicher bewegen. Die Komplexita¨t der dahinterstehenden Informationsverarbeitung ist uns
meist nicht bewusst. So muss das visuelle System Objekte unterschiedlichster Art (z.B. Gesich-
ter) unabha¨ngig von Beleuchtung, Entfernung, Position, Bewegungszustand und dreidimensionaler
Orientierung erkennen ko¨nnen. Erst bei z.B. krankheitsbedingten Defekten des Sehsystems wird
uns die Komplexita¨t der dahinterstehenden Informationsverarbeitung bewusst.
Der nachfolgende U¨berblick u¨ber die wichtigesten Aspekte der visuellen Informationsverarbei-
tung dient dazu, ein genaueres Bild zu den beiden in der Einleitung erwa¨hnten Abbildungen F1
und F2 zu geben. Als Schnittstelle zwischen den beiden Abbildungen ist der Ausgang der Retina
zu sehen.
4.1 Aufbau des Auges
In Abbildung 4.1 ist ein Querschnitt des menschlichen Auges dargestellt. Das Auge ist das erste
Element des menschlichen Sehsystems. Es dient dazu, die von a¨ußeren Objekten reflektierte oder
erzeugte elektromagnetische Strahlung im sichtbaren Wellenla¨ngenbereich (ca. 400-750 nm) auf-
zunehmen und in bioelektrische Signale umzuwandeln. Aus Perspektive der Optik bildet das Auge
einen dioptischen Apparat mit einem zusammengesetzten Linsensystem. Das von einem Objekt
einfallende Licht wird durch Kornea, Linse und andere Elemente so gebrochen, dass ein reelles
Bild des Objektes auf der Retina entsteht. Die Brechkraft der Linse ist dabei durch Kontraktion
der mit ihr u¨ber die Zonulafasern verbundene Ziliarmuskulatur vera¨nderbar. So ist es mo¨glich,
Objekte, die sich in verschiedenen Entfernungen vor dem Auge befinden, zu fokussieren. Die opti-
sche Abbildung hat die Eigenschaft, dass das Bild auf der Retina im Vergleich zum urspru¨nglichen
Bild um 180◦gedreht ist. Die sechs a¨ußeren Augenmuskeln sorgen dafu¨r, dass es mo¨glich ist, ein
Objektbild, das sich nicht im Bereichs des scha¨rfsten Sehens (Fovea) befindet, dorthin zu verschie-
ben (fovealisieren). Durch Vera¨nderung der Irisblende, deren O¨ffnung die Pupille darstellt, kann
die in das Auge einfallende Lichtmenge reguliert werden.
4.2 Aufbau der menschlichen Retina
Die Retina (Abbildung 4.2), die den hinteren Teil des Augapfels von innen auskleidet, ist durch
die Membrana limitans interna (M.l.i.) vom Glasko¨rper getrennt. Die Retina besteht aus drei
Schichten von Nervenzellko¨rpern, den sogenannten Ko¨rnerschichten. Zwischen diesen liegen zwei
Schichten von Axonen und Dendriten, die a¨ußere plexiforme und die innere plexiforme Schicht,
in denen sich die synaptischen Verbindungen zwischen den Nervenzellschichten befinden. Die erste
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Abbildung 4.1: Das menschliche Auge im Querschnitt (nach [ST95])
Nervenzellko¨rperschicht, die a¨ußere Ko¨rnerschicht, wird durch die lichtempfindlichen Photorezep-
toren gebildet. Diese sind mit ihren Außensegmenten, d.h. ihrem photosensitiven Teil, mit dem
Pigmentepithel verbunden. Das Pigmentepithel absorbiert mit seinem schwarzen Pigmentfarbstoff
Melanin von den Photorezeptoren nicht aufgenommenes, u¨berschu¨ssiges Licht und verhindert so,
dass sto¨rende Reflexionen innerhalb des Auges auftreten. Außerdem ist das Pigmentepithel fu¨r
den Regenerationsprozess der Photorezeptoren verantwortlich. Im Besondern ist es fu¨r den Abbau
abgeschnu¨rter Photorezeptoraußensegmente zusta¨ndig. Hinter dem Pigmentepithel befindet sich
die Chorioidea mit dem Gefa¨ßsystem und die Sclera, die eine recht robuste mechanische Hu¨lle des
Auges bildet.
Die zweite Nervenzellko¨rperschicht, die innere Ko¨rnerschicht, besteht aus Horizontalzellen, Bi-
polarzellen und amakrinen Zellen. Im Anschluss an die innere Ko¨rnerschicht kommt die dritte und
letzte Nervenzellschicht, die aus Ganglienzellen besteht. In das Auge fallendes Licht muss zuna¨chst
alle Zellschichten durchqueren, bevor es auf die Photorezeptoren trifft, die die lichtsensitive Zell-
schicht der Netzhaut bilden. Diese absorbieren elektromagnetischen Strahlung des sichtbaren Wel-
lenla¨ngenbereichs und erzeugen entsprechend ein kontinuierliches elektrisches Membranpotential
(Transduktion). Diese Signale werden an die Neuronen der zweiten Schicht weitergegeben, dort
verarbeitet und an die Ganglienzellen weitergeleitet, die die letzte Verarbeitungsstufe innerhalb
der Retina bilden und deren Axone das Auge schließlich als Sehnerv verlassen.
Innerhalb der Retina konnten bis zu 55 verschiedene Zelltypen gefunden werden [Mas01]. Von
diesen sollen im Folgenden die wichtigsten Klassen erla¨utert werden.
4.2.1 Photorezeptoren
Es gibt in der menschlichen Netzhaut zwei Arten von Photorezeptoren: Sta¨bchen und Zapfen. Die
Zahl der Sta¨bchen betra¨gt ca. 120 Mio. [ST95]. Ihr Absorptionsmaximum fu¨r elektromagnetische
Strahlung liegt bei etwa λ = 500 nm. Die Sta¨bchen sind wesentlich lichtempfindlicher als die
Zapfen und sind damit besser geeignet fu¨r das Sehen in der Da¨mmerung und bei Nacht (skotopi-
sches Sehen). Da sie nur fu¨r eine Wellenla¨nge sensitiv sind, ist mit ihnen keine Farbwahrnehmung
mo¨glich, sondern nur monochromatisches Sehen.
Die erste Stufe der Farbverarbeitung in der menschlichen Retina basiert auf der Absorpti-
on von Licht durch drei Zapfentypen in der Retina und ist seit dem 19. Jahrhundert bekannt
[You02, Hel52]. Die etwa 6 Mio. Zapfen werden aufgrund ihrer Empfindlichkeit fu¨r verschiedene
Wellenla¨ngen in drei Gruppen eingeteilt: S-Typ (Blaurezeptor), M-Typ (Gru¨nrezeptor) und L-Typ
(Rotrezeptor). Sie sind fu¨r das Sehen am Tage verantwortlich (photopisches Sehen). Die unter-
schiedliche Farbempfindlichkeit ist auf unterschiedliche Absorptionseigenschaften des Rhodopsins
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Abbildung 4.2: Aufbau der menschlichen Retina mit Reizantworten der verschieden Zelltypen (nach
[ST95])
in den Außensegmenten der Zapfen zuru¨ckzufu¨hren. Der Blaurezeptor hat sein Absorptionsma-
ximum bei ca. λ = 420 nm, der Gru¨nrezeptor bei ca. λ = 534 nm und der Rotrezeptor bei ca.
λ = 564 nm. Die gro¨ßte Dichte der Zapfen (ca. 4 Mio.) befindet sich in einem etwa 5◦großen
Bereich in der Na¨he der Fovea. Die Dichte der Zapfen nimmt mit dem Abstand zur Fovea ab. Die
Verteilung der Sta¨bchen unterscheidet sich davon stark. Im Bereich der Fovea befinden sich keine
Sta¨bchen. Ihre Dichte ist hingegen in der Peripherie am gro¨ßten (siehe Abbildung 4.3).
Die Anordnung der Zapfen im Bereich der Fovea ist hexagonal und entspricht damit der dich-
testen zweidimensionalen Packung. Allerdings ist die Verteilung nicht gleichma¨ßig bzgl. der Anzahl
der verschiedenen Zapfentypen (siehe Abbildung 4.4). Der fu¨r kurzwelliges Licht empfindliche S-
Typ ist stark unterrepra¨sentiert. Die Durchmesser der Zapfen betragen ca. 1− 4 µm . Im fovealen
Bereich ist der Zapfendurchmesser mit durchschnittlich 2 µm am geringsten [ST95]. Dies entspricht
etwa 0.4 Winkelminuten.
4.2.2 Neuronen der inneren Ko¨rnerschicht
Der Signalfluss von der Photorezeptorschicht hin zur Ganglienzellschicht la¨uft u¨ber die mittlere
Zellko¨rperschicht. Es ko¨nnen dabei ein direkter Signalfluss und ein lateraler Signalfluss unterschie-
den werden. Der direkte Signalfluss geht von den Photorezeptoren u¨ber die Bipolarzellen direkt zu
den Ganglienzellen. Der laterale Signalfluss hingegen la¨uft von den Photorezeptoren zuerst u¨ber
Interneurone wie Horizontalzellen oder amakrine Zellen zu den Bipolarzellen bzw. Ganglienzellen.
Eine Bipolarzelle bildet deshalb u¨berwiegend vertikale Verbindungen, beispielsweise von wenigen
Photorezeptoren zu einer Ganglienzelle. Die Horizontalzellen hingegen haben hauptsa¨chlich latera-
le Verbindungen zu vielen Photorezeptoren und auch zu benachbarten Horizontalzellen. Amakrine
Zellen haben, a¨hnlich zu den Horizontalzellen, u¨berwiegend laterale Verknu¨pfungen. U¨ber diese
lateralen Verbindungen sind in diesem Fall die Ganglienzellen untereinander verbunden [ST95].
4.2.3 Ganglienzellen
Die etwa eine Million Ganglienzellen der Retina bilden die dritte Nervenzellschicht der Retina.
Ihre Dichte nimmt a¨hnlich der der Zapfenrezeptoren von der Fovea hin zur Peripherie ab. Im
Durchschnitt betra¨gt die Zahl der Photorezeptoren, die auf eine Ganglienzelle kommen, etwa 300.
In der Fovea, die nur einen Bereich von etwa 1mm Durchmesser einnimmt, ist dieses Verha¨ltnis
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Abbildung 4.3: Dichte von Sta¨bchen, Zapfen und Ganglien-Zellen in der menschlichen Retina als ei-
ne Funktion der Exzentrizita¨t entlang des horizontalen Meridians (nach [CA90] und
[CSKH90])
jedoch ungefa¨hr 1:1. Die Sta¨bchen konvergieren dabei sta¨rker als die Zapfen. Durchschnittlich
erha¨lt eine retinale Ganglienzelle Signale von 120 Sta¨bchen, aber nur von sechs Zapfen.
Die Axone der Ganglienzellen, die zusammen den Sehnerv (Nervus opticus, N.O.) bilden, trans-
portieren schließlich das Ergebnis der retinalen Verarbeitung des einfallenden optischen Reizes
weiter an das Zentrale Sehsystem. Der Sehnerv verla¨sst an der Papille (Blinder Fleck) gemeinsam
mit den fu¨r die Versorgung zusta¨ndigen Blutgefa¨ße das Auge. Die retinale Informationsverarbei-
tung ist von den Photorezeptoren bis hin zu den Ganglienzellen durchweg elektrotonisch, d.h.
dass die Zellen auf Reize mit Schwankungen ihres Membranpotenzials reagieren und entsprechend
Neurotransmitter freisetzen. Erst die Ganglienzellen kodieren visuelle Reize mittels asynchroner
Folgen von Aktionspotenzialen (siehe auch Abbildung 4.2 rechts).
Die Ganglienzellen der Retina kommen in verschiedenen Ausfu¨hrungen vor. Diese Ganglienzell-
typen ko¨nnen anhand ihrer Morphologie, ihrem Antwortverhalten auf Lichtreize als auch hinsicht-
lich der unterschiedlichen Zielbereiche ihrer Axone im seitlichen Knieho¨cker im Thalamus (CGL)
differenziert werden. So unterscheidet man aufgrund der Morphologie hauptsa¨chlich zwei Klassen
von Ganglienzellen: kleine P-Zellen (von parvus fu¨r klein) und große M-Zellen (von magnus fu¨r
groß)1. Die M-Zellen zeichnen sich durch ein großes Zellsoma sowie große Dendritenfelder aus.
Sie haben große rezeptive Felder. P-Zellen hingegen haben kleinere Zellko¨rper und weniger große
Dendritenfelder, was zu kleineren RFs fu¨hrt2.
Weiterhin existiert ein Unterschied hinsichtlich des Antwortverhaltens der beiden Zelltypen
auf spatio-temporale Lichtreize, auf den im na¨chsten Abschnitt eingegangen wird. Ausfu¨hrliche
Beschreibungen zu Anatomie und Funktion der Netzhaut und ihrer Zellen finden sich beispielsweise
bei [KSJ00].
4.2.4 Rezeptive Felder retinaler Ganglienzellen
Die ersten Untersuchungen an retinalen rezeptiven Feldern gehen auf Hartline [Har38] zuru¨ck, der
bei der Untersuchung von einzelnen Zellfasern des optischen Nerves bei Fro¨schen feststellte, dass
die Beleuchtung von nur kleinen, lokalen Bereichen der Netzhaut Einfluss auf die Zellantworten
hatte. Er definierte daraufhin den Begriff des rezeptiven Feldes (RF) einer Ganglienzelle als den Teil
1Manche Autoren verwenden auch die Bezeichnungen Midget Cells fu¨r P-Zellen und Parasol Cells fu¨r M-Zellen.
2Die Gro¨ße der Dendritenfelder bzw. der RF ist dabei abha¨ngig von der Exzentrizita¨t.
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Abbildung 4.4: Mosaik der Zapfenrezeptoren im Bereich der Fovea. Zu erkennen ist die sehr dichte he-
xagonale Struktur. Die dort kaum vorhandenen S-Zapfen sind blau eingefa¨rbt [AKP87].
der Retinafla¨che, der bei Reizung zu einer Antwort auf der entsprechenden Nervenzellfaser fu¨hrt.
Das Konzept rezeptiver Felder ist nicht nur auf die Ganglienzellen der Retina beschra¨nkt. So exis-
tieren in vielen Kortexregionen des visuellen Systems Zellen, die rezeptive Felder besitzen. Diese
beziehen sich auf die Retinae beider Augen und ko¨nnen eine hohe Sensitivita¨t fu¨r besondere Reiz-
modalita¨ten, wie z.B. Farbe, Bewegungsrichtung und Ausrichtung haben. Ein nicht-konzentrischer
Aufbau der RFs ist ebenfalls mo¨glich.
Der Begriff des rezeptiven Feldes wird auch bei anderen Sinneskana¨len benutzt, wie z.B. bei
der taktilen Wahrnehmung. Dort wird der Teil der Hautoberfla¨che, der bei Reizung zur Akti-
vita¨tsa¨nderung eines nachgeschalteten Neurons (z.B. im somatosensorischen Kortex) fu¨hrt, als
rezeptives Feld dieser Zelle bezeichnet.
4.2.5 Spatiale Eigenschaften Rezeptiver Felder
Im Laufe der Zeit wurde der Begriff des rezeptiven Feldes dahingehend erweitert, dass als re-
zeptives Feld der Bereich der Retina betrachtet wird, der bei Beleuchtung eine A¨nderung der
Ganglienzellaktivita¨t verursacht. Kuffler stellte bei Untersuchungen an Katzenretinae fest, dass
das RF einer Ganglienzelle in zwei Bereiche unterteilt werden kann. Die selektive Reizung dieser
Bereiche kann zur Hemmung oder zur Erregung der entsprechenden Nervenzelle fu¨hren [Kuf53].
Er fand weiterhin heraus, dass die in der Netzhaut vorkommenden RF meist antagonistisch auf-
gebaut sind und eine konzentrische Struktur haben. Hubel und Wiesel fanden schließlich auch in
der Primatenretina Ganglienzellen mit antagonistischen, konzentrischen Rezeptiven Feldern.
Bei einem Rezeptiven Feld einer retinalen Ganglienzelle unterscheidet man einen inneren, run-
den Bereich, der als Zentrum (Center) bezeichnet wird und einen ringfo¨rmig um das Zentrum
liegenden Bereich, der Peripherie (Periphery) genannt wird. Der funktionelle Unterschied zwi-
schen Zentrum und Peripherie kann darin bestehen, das eine Reizung des RF-Zentrums zu einer
Erho¨hung und eine Reizung der Peripherie zu einer Abnahme der Ganglienzellaktivita¨t fu¨hren
kann (siehe Abbildung 4.5). Man spricht in diesem Fall von einem On-Zentrum-Typ. Fu¨hrt im
Gegensatz dazu eine Reizung des Zentrums zu einer Inhibition und eine Reizung der Peripherie
zu einer Exzitation des Neurons, so handelt es sich um eine Off-Zentrum-Ganglienzelle.
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Abbildung 4.5: Dargestellt ist ein rezeptives Feld einer On-Zentrum-Ganglienzelle sowie ihr zeitliches
Antwortverhalten fu¨r verschiedene Kombinationen von Zentrums- und Peripheriereizen
(nach [ST95])
Abbildung 4.6: Darstellung eines Schnittes durch die zweidimensionale spatiale Gewichtungsfunktion,
die sich als Difference-of-Gaussians darstellt. Der Zentrumsbereich hat eine kleinere
Breite als der Peripheriebereich. Dafu¨r hat das Zentrum einen gro¨ßeren Maximalwert.
Das Gesamtprofil hat den Verlauf einer Mexican-Hat Funktion.
Bei Untersuchungen an retinalen Ganglienzellen von Katzen fand man heraus, dass u¨ber
Zentrums- und Peripheriebereich getrennt integriert wird und das sich die beiden Gewichtungs-
funktionen durch zweidimensionale Gauss-Funktionen beschreiben lassen [Rod65, RS65]:
h(x) = AZ exp
(
(x− x0)2
2σ2Z
)
−AP exp
(
(x− x0)2
2σ2P
)
,x ∈ R2 (4.1)
Die so definierte Gewichtsfunktion h(x) ha¨ngt von mehreren Parametern ab. AZ und AP sind
die Amplituden fu¨r das Zentrum und die Peripherie. Außerdem ha¨ngt die Gewichtsfunktion von
den Breiten der Gauss-Funktionen σZ und σP und dem zweidimensionalen Vektor zum Aufpunkt
x0 ab. Der Verlauf der einzelnen Funktionen als auch der Verlauf der Summe der beiden, ist
in Abbildung 4.6 skizziert. Untersuchungen von Enroth-Cugell et. al. [ECRSTW83] an Katzen-
Retinae zeigten, dass die spatiale Summation u¨ber den RF-Bereich als linear angesehen werden
kann.
Nicht alle retinalen Ganglienzellen besitzen eine antagonistische Center-Surround -Struktur.
Es existieren wenn auch im Vergleich wenige Ganglienzellen, deren Aktivita¨t von der Gesamtbe-
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leuchtung des RFs abha¨ngt. Diese Zellen sind z.B. wichtig fu¨r die Steuerung des Pupillenreflexes
[KSJ00].
Der Durchmesser der RFs nimmt in der Retina von der Fovea hin zur peripheren Retina zu.
Die Gro¨ße des RF-Zentrums betra¨gt in der Fovea wenige Winkelminuten und in der Peripherie
etwa 3◦−5◦ [KSJ00]. Nach Oyster [Oys99] haben die kleinsten Dendritenfelder von P-Zellen in der
zentralen Fovea einen Durchmesser von etwa 5µm. Der RF-Durchmesser der dortigen M-Zellen ist
hingegen etwa 35mal gro¨ßer. Betrachtet man eine foveale Sampling-Einheit, die aus 35 Photorezep-
toren3 besteht, so sind diese mit 70 P-Zellen und 2 M-Zellen verbunden. Von den 70 P-Zellen sind
35 P-On-Zellen und 35 P-Off-Zellen. Die beiden M-Zellen sind vom M-On und M-Off Typ. Aus
dem Durchmesser des Dendritenfeldes der hexagonalen Packung der Photorezeptoren und dem
Photorezeptordurchmesser kann man schließen, dass in der zentralen Fovea je ein Photorezeptor
mit dem RF-Zentrum von P-Zellen verbunden ist und durchschnittlich 6 mit der Peripherie. Das
in dieser Arbeit verwendete RF Modell (Abbildung 4.7) spiegelt diese physiologische Tatsache
wider. In Realita¨t ist die Regularita¨t nicht gegeben. Die Dendritenfelder der Ganglienzellen pflas-
tern den monokularen Sichtbereich mit unterschiedlich geformten und sich leicht u¨berlappenden
Fla¨chenstu¨cken und bilden somit eine irregula¨re, nicht-periodische Parkettierung (Tiling) [Oys99].
Abbildung 4.7: RF-Modell einer fovealen P-On-Zelle, deren Zentrum nur mit einem Photorezeptor und
deren Peripherie mit sechs Photorezeptoren verbunden ist (nach [Oys99])
Die retinale Verschaltung ist dadurch gekennzeichnet, dass einerseits eine Ganglienzelle von
unterschiedlichen Photorezeptoren Signale erha¨lt und andererseits ein Photorezeptor seine Infor-
mation an verschiedene Ganglienzellen weiterleitet. Die Gro¨ße der RFs ist außerdem abha¨ngig von
der mittleren Beleuchtungssta¨rke. Bei retinalen Ganglienzellen kommt es zu einer Zunahme der
funktionellen RF-Gro¨ße, wenn die Helligkeit abnimmt. Dies hat eine Abnahme des ra¨umlichen
Auflo¨sungsvermo¨gens bei Dunkelheit zur Folge.
Das Verha¨ltnis der RF-Radien der retinalen Ganglienzellen eines Typs zueinander ist etwas
kleiner als 100, wenn man die ganze Retina betrachtet. Vergleicht man die RF-Radien bei einer
festen Exzentrizita¨t, so ist der Faktor nur etwa 2. In Abbildung 4.8 ist die Abha¨ngigkeit des
Dendritenbaumdurchmessers von der Exzentrizita¨t fu¨r P-Ganglienzellen im Menschen dargestellt.
Der damit zusammenha¨ngende Abstand der RF-Zentren und der U¨berlapp der Rezeptiven Felder
ist ebenfalls stark abha¨ngig von der Exzentrizita¨t und dem Ganglienzell-Typ.
Die sich aus der RF-Verteilung der P- und M-Zellen ergebenden spatialen Filtereigenschaften
der Retina sind in Abbildung 4.9 links dargestellt. Man erkennt, dass die Kontrastempfindlichkeit
fu¨r beide Systeme Tiefpassverhalten zeigt. Allerdings hat das P-System aufgrund seiner kleineren
Rezeptiven Felder ein deutlich besseres Auflo¨sungsvermo¨gen.
Die P-Zellen sind farbsensitiv. Sie kommen in verschiedenen farb-antagonistischen
Ausfu¨hrungen vor. Zum einen gibt es Zell-Typen, die ein rot-sensitives Zentrum und ein gru¨n-
sensitiven Peripherie-Bereich haben. Die Zellen kommen auch mit umgekehrter Farbsensitivita¨t
vor (Zentrum gru¨n-sensitiv, Peripherie rot-sensitiv). Weiterhin gibt es einen Blau-Gelb Zelltyp in
beiden Ausfu¨hrungen. Die M-Zellen zeigen keine Sensitivita¨t fu¨r Farbe.
322-25 L-Typ (rot), 10-13 M-Typ (gru¨n)
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Abbildung 4.8: Abha¨ngigkeit des Dentritenbaumdurchmessers retinaler P-Ganglienzellen von der Ex-
zentrizita¨t beim Menschen (vera¨ndert nach [Dac93]).
4.2.6 Temporale Eigenschaften Rezeptiver Felder
Die in der menschlichen Retina vorkommenden Arten von rezeptiven Feldtypen und damit auch
die zugeho¨rigen Ganglienzellarten differenziert man nicht nur hinsichtlich des On-Zentrum- bzw.
Off-Zentrum-Verhaltens sowie der Gro¨ße des rezeptiven Feldes und der Farbsensitivita¨t, sondern
auch hinsichtlich des zeitlichen Antwortverhaltens auf visuelle Reize.
So weist das Antwortverhalten von P-Zellen oft ein tonisches Verhalten bei Belichtung des RF-
Zentrums auf. Im Gegensatz dazu antworten die M-Zellen bei Erregung des RF-Zentrums mit einer
kurzen, phasischen Antwort. Das Zeitverhalten der Informationsverarbeitung von Zentrum und
Peripherie kann bei P-Zellen na¨herungsweise als linear angesehen werden. Die zugeho¨rigen Impuls-
antworten sind a¨hnlich, wenn auch die Antwort der Peripherie um einige Millisekunden verzo¨gert
ist [BK97, KB01]. M-Zellen hingegen lassen sich nur bei wenig variierenden Kontrasten durch ein
lineares Modell beschreiben. Sie zeigen ein kontrastabha¨ngiges Antwortverhalten (Contrast gain
control) [BK99]. Benardete und Kaplan modellierten die temporale U¨bertragungsfunktion K(ω)
fu¨r P- und M-Zellen durch eine Serienschaltung von Hochpass- und Tiefpassfiltern sowie einem
Totzeitglied:
K(ω) = A e−iωD
(
1− HS
1 + iωτS
)(
1
1 + iωτL
)NL
(4.2)
Das Modell wird durch sechs Parameter charakterisiert: ein Delay D, die Gesamtversta¨rkung
A, die Sta¨rke der Hochpassstufe HS , die Zeitkonstante der Hochpassstufe τS , die Zeitkonstante der
Tiefpassstufe τL und die Ordnung der Tiefpassstufe NL [BK99]. Der Vergleich mit Messergebnissen
zeigte, dass das Modell bei einer geeigneten Parameterwahl in der Lage war, die temporalen
Filtereigenschaften von P-Zellen und M-Zellen zu beschreiben. Im Fall der M-Zellen durfte jedoch
der Kontrast des Stimulus nicht zu stark variieren.
Ein kurze Zusammenfassung der Unterschiede der beiden Zell-Klassen ist in Tabelle 4.1 auf-
gefu¨hrt.
Man kann feststellen, dass die P-Zellen fu¨r hochaufgelo¨stes Farbsehen zusta¨ndig sind und die
M-Zellen fu¨r die Detektion von Bewegung und farbunabha¨ngigen Kontrasten. Aufgrund der Unter-
suchungen hinsichtlich der spatialen und temporalen RF-Eigenschaften kann das Systemverhalten
der P- und M-Zellen na¨herungsweise als linear angesehen werden.
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Abbildung 4.9: Spatiale und temporale Filter-Eigenschaften retinaler P- und M-Zellen (vera¨ndert nach
[KSJ00])
M-Zellen P-Zellen
Anteil ca. 10% ca. 80%
Farbsensitiv nein ja
Kontrastempfindlichkeit hoch gering
ra¨umliche Auflo¨sung gering hoch
zeitliche Auflo¨sung hoch (60Hz) niedrig (30 Hz)
Tabelle 4.1: Eigenschaften der P-Zellen und M-Zellen (nach [KSJ00] )
4.2.7 Nichteindeutigkeit der RF-Filter-Antwort
Aufgrund der Konstruktion der retinalen rezeptiven Felder ist aus der Antwort einer Ganglienzelle
der verursachende Lichtreiz nicht immer eindeutig bestimmbar. Reizt man, wie in Abbildung 4.10,
Fall a) dargestellt, bei einer M-Off Zelle ein Gebiet der Peripherie mit einem Lichtreiz, so ist die
Antwort der Zelle darauf dieselbe, als wenn man den Lichtreiz auf ein anderes, gleich großes Gebiet
der RF-Umgebung anwendet (Fall b)).
Bei P-Zellen findet man ebenfalls eine Mehrdeutigkeit: hier kann aus der Antwort, die ein sich
mittig u¨ber das rezeptive Feld bewegender Lichtreiz auslo¨st, nicht auf dessen Richtung geschlossen
werden (Fa¨lle c) und d)).
Es gibt jedoch Situationen, bei denen eineindeutig aus der Zellantwort auf den Reiz bzw. auf
Teile von diesem geschlossen werden kann (Abbildung 4.11). Diese eindeutigen Fa¨lle liegen vor,
wenn der Reiz das Zentrum (Fall a) oder die Peripherie (Fall b) oder auch Beides (Fall c) u¨berdeckt.
Zusa¨tzlich gibt es noch den Trivialfall, dass kein Reiz vorliegt (Fall d). Hier offenbart sich ein
zentraler Punkt: die spatio-temporale Filterung eines Reizes durch eine retinale Ganglienzelle ist
i.A. nicht umkehrbar. Durch Hinzunahme von Filterergebnissen, die benachbarte Ganglienzellen
zu dem vorliegenden ra¨umlich-zeitlichen Reizereignis liefern, kann es jedoch mo¨glich sein, den
urspru¨nglichen Reiz zu rekonstruieren. Dies bedeutet, dass obwohl einzelne Ganglienzellen eine
nicht umkehrbare ST-Filterung erzeugen, eine angeordnete Gruppe (Array) von Ganglienzellen
sehr wohl eine umkehrbare ST-Filterung darstellen kann.
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Abbildung 4.10: Im linken Teil der Abbildung ist das Antwortverhalten (Impulsrate) einer retinalen
M-Off-Ganglienzelle dargestellt. Ein runder Lichtreiz (gelb) wird an zwei verschiede-
nen Positionen ( a) und b) ) in der Peripherie des Rezeptiven Feldes positioniert und
fu¨r ca. 250 ms eingeschaltet und danach ausgeschaltet. Die Zelle zeigt ein phasisches
Antwortverhalten, das aber unabha¨ngig vom Reizort innerhalb der Peripherie ist. Im
rechten Bild ist das Antwortverhalten einer retinalen P-On-Zelle auf einen bewegten
Reiz dargestellt. Dieser bewegt sich zuna¨chst durch die Peripherie, danach durch das
Zentrum und anschließend wieder durch die Peripherie. Die sich ergebende Impulsra-
tenzeitfunktion ist dabei unabha¨ngig von der Bewegungsrichtung des Reizes (Fa¨lle c)
und d) ) durch das RF. (nach [ENB05] )
Abbildung 4.11: Dargestellt sind vier verschiedene Stimulustypen, die aus Kenntnis der Impulsrate ei-
ner retinalen Ganglienzelle eine eineindeutige Schlußfolgerung auf die Belegung des
zugeho¨rigen Rezeptiven Feldes zulassen. Im Fall a) belegt der Reiz (gelbe Fla¨che)
vollsta¨ndig das Zentrum. Im Fall b) ist die Peripherie vollsta¨ndig beleuchtet. Im Fall
c) ist das ganze RF durch den Reiz belegt und im Fall d) sind Zentrum und Peripherie
unbelegt.
Je spezialisierter die rezeptiven Felder werden, wie zum Beispiel die der einfachen oder komple-
xen Zellen im Prima¨ren Visuellen Kortex, umso mehr nimmt die Mehrdeutigkeit der Zellantwort
ab. Mit der Spezialisierung nimmt jedoch die Gro¨ße der RFs zu.
4.3 Ho¨here visuelle Informationsverarbeitung
4.3.1 Corpus Geniculatum Laterale (CGL)
Nach dem Verlassen der Retina laufen die Ganglienzell-Axone zuna¨chst zum Chiasma opticum,
wo sich die optischen Nerven der beiden Augen treffen und die Informationsverarbeitung fu¨r das
linke und rechte Gesichtsfeld getrennt wird. Aus dieser Trennung der Nervenfasern resultieren der
linke und der rechte Tractus opticus. Von dort aus projiziert der gro¨ßte Teil der Nervenfasern
zu dem auf dieser Seite liegenden seitlichen Knieho¨cker (CGL), der im Thalamus liegt [KSJ00].
Kleinere Teile ziehen zu den Colliculus superior (CS) im Mesencephalon, zum Hypothalamus und
in die Area Praecentralis im Hirnstamm (s. Abbildung 4.12). Ein Teil der Verbindung zwischen
Retina und der Area Praecentralis dient zur Regelung des Pupillendurchmessers (Pupillenreflex).
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Abbildung 4.12: Schema der Sehbahn ausgehend von den Retinae beider Augen hinzu den subkortikalen
und kortikalen Projektionsorten. Die Verarbeitungswege der beiden Gesichtsha¨lften
sind farbig hervorgehoben (nach [ST95]).
Andere dort endende retinale Verbindungen dienen, ebenso wie die Verknu¨pfungen zum Colliculus
superior, zur Steuerung von Augenbewegungen.
Der Haupteil der Sehnervenfasern verteilt sich in die sechs Schichten eines CGLs. Diese werden
von ventral nach dorsal von 1 bis 6 nummeriert. Die Schichten 1, 4 und 6 werden dabei vom
kontralateralen und die Schichten 2, 3, und 5 vom ipsilateralen Auge innerviert. Jeder der beiden
CGL erha¨lt auf diese Art nur Informationen vom kontralateralen Gesichtsfeld. Die Schichten sind
retinotop angelegt und zusa¨tzlich so, dass einander entsprechende Regionen des Gesichtsfeldes
u¨bereinander angeordnet sind. Es gibt vier parvozellula¨re Schichten in denen Axone von retinalen
P-Zellen enden (Schichten 3-6), sowie zwei magnozellula¨re Schichten (Schichten 1 und 2), die das
Projektionsziel fu¨r M-Zellen sind. Die Trennung hinsichtlich der Augen als auch in Bezug auf das
P- und M-System bleibt auch bei der Projektion des CGLs auf nachfolgende Kortexareale erhalten.
Als Hauptaufgabe des CGLs wird angesehen, dass hier eine Modulation der visuellen Daten
durch nicht-visuelle Signale stattfindet [KSJ00]. Die Neurone des CGLs haben in etwa dieselben
rezeptiven Felder wie die zugeho¨rigen retinalen Ganglienzellen [Koc04]. Die Axone am Ausgang
des CGL bu¨ndeln sich zur sogenannten Sehstrahlung (Radiatio optica) und projizieren anschlie-
ßend in die Area 17 des Prima¨ren Visuellen Kortex (V1). Das CGL liefert den Hauptteil der
Eingangssignale. Es existiert auch eine massive Ru¨ckkopplung vom V1 in das CGL, deren Sinn
bis heute noch nicht vollkommen gekla¨rt ist [Koc04].
4.3.2 Prima¨rer Visueller Kortex (V1)
Aufbau
Der Prima¨re Visuelle Kortex (V1) ist etwa 2 mm dick und besteht aus sechs Schichten (Schich-
ten 1-6). Jede der beiden Hemispha¨ren erha¨lt ausschließlich Informationen vom kontralateralen
Gesichtsfeld. Die Zielbereiche fu¨r die vom CGL kommenden parvo- und magnozellula¨ren Bahnen
liegen in Schicht 4, die weiter in die Unterschichten 4A, 4B, 4Cα und 4Cβ unterteilt werden kann
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Abbildung 4.13: Schema des Prima¨ren Visuellen Kortex (V1) mit Zielbereichen fu¨r die vom CGL kom-
menden Eingangsfasern sowie kortikalen und subkortikalen Projektionszielen (modifi-
ziert nach [KSJ00])
(s. Abbildung 4.13). Vom CGL kommende P-Fasern terminieren in den Schichten 4A und 4Cβ.
M-Axone enden in den Schichten 4B und 4Cβ.
Im V1 findet eine Verarbeitung des visuellen Reizes nach Farbe, Kontrast, Konturen und
Bewegung statt. Die Informationsverarbeitung des V1 ist dazu in sogenannten Hyperkolumnen
organisiert. Eine Hyperkolumne besteht dabei aus einem vollsta¨ndigen Set an orientierungssen-
sitiven Neuronen. Diese bilden senkecht zur Kortexschichtung liegende Orientierungssa¨ulen. Des
Weiteren kann eine Hyperkolumne in zwei Augendominanzsa¨ulen unterteilt werden. Neurone in
diesen Bereichen erhalten Signale jeweils nur von einem Auge. Innerhalb einer Hyperkolumne fin-
den sich weiterhin Blobs, die fu¨r die Farbverarbeitung zusta¨ndig sind. Die Hyperkolumnen sind
nebeneinander angeordnet und stellen die elementaren Verarbeitungsmodule des V1 dar. Eine
Hyperkolumne belegt etwa eine Fla¨che von 1mm2. Innerhalb dieser Region findet die binokulare
Informationsverarbeitung einer diskreten Gesichtsfeldregion statt; die Informationsverarbeitung
im V1 ist somit ebenfalls retinotop organisiert. Allerdings ist die Abbildung nichtlinear bzgl. der
Fla¨chenzuordnung. Der zur Fovea geho¨rende V1-Bereich ist deutlich gro¨ßer als einer, der einem
peripheren Netzhautbereich gleicher Gro¨ße zugeordnet ist.
Neurone des V1 und zugeho¨rige rezeptive Felder
Hubel und Wiesel haben die Antworten von V1-Neuronen auf visuelle Reize untersucht [HW59]4.
Es stellte sich u.a. heraus, dass die rezeptiven Felder dieser Einfachen Zellen (Simple Cells) ge-
nannten V1-Neurone im Gegensatz zu den der retinalen Ganglienzellen nicht besonders stark auf
kreisfo¨rmige Lichtreize reagieren, sondern besonders sensitiv fu¨r verschieden orientierte, linienar-
tige Reize waren. Diese rezeptiven Felder lassen sich durch geschickte Verschaltung nebeneinander
liegender konzentrischer RFs erzeugen (Abbildung 4.14). Durch weitere Verschaltung dieser Ein-
fachen Zellen ergeben sich Komplexe Zellen, die ebenfalls sensitiv auf bestimmte Stimulusorien-
tierungen sind, bei denen aber die Stimulusposition beliebig sein kann. Die dritte Zellklasse, die
Hubel und Wiesel im V1 fanden, sind die Hyperkomplexen Zellen, die sich aus der Verschaltung
von Komplexen Zellen ergeben.
4Sie erhielten fu¨r diese Untersuchungen 1981 den Nobelpreis.
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Abbildung 4.14: Erzeugung eines orientierungssensitiven RFs einer Simple Cell durch geeignete Ver-
schaltung von Neuronen mit nebeneinander lokalisierten, konzentrischen rezeptiven
Feldern (modifiziert nach [KSJ00]).
4.3.3 Extrastria¨re Areale des Zentralen Sehsystems
Der Prima¨re Visuelle Kortex hat sowohl subkortikale als auch kortikale Projektionsziele. Die Bah-
nen zu ho¨heren Kortizes kann in zwei Pfade unterteilt werden: den ventralen Pfad und den dorsalen
Pfad (s. Abbildung 4.15). Der Informationsfluss der ventralen Bahn la¨uft zum Temporallappen.
Der ventrale Pfad entspringt zum gro¨ßten Teil dem Parvo-System und la¨uft u¨ber die Kortexa-
reale V2, V4 zum Inferior Temporal Cortex (ITC). Im ventralen Pfad geschieht die Analyse des
visuellen Stimulus bzgl. Form und Farbe (’Was’-Kanal, ’What-Channel ’), was fu¨r die Objekterken-
nung bzw. Objektrepra¨sentation von Bedeutung ist [UM+82]. Der ventrale Pfad steht außerdem
in Verbindung mit dem visuellen Langzeitgeda¨chtnis.
Das M-Systems bildet die Grundlage fu¨r den dorsalen Pfad. Dieser la¨uft u¨ber verschiedene
Kortizes, wie V2, V3 und die Area MT (auch V5 genannt), hin zum Parietallappen. Das dorsale
System analysiert die visuelle Information hinsichtlich Objektlokalisiation (auch Tiefeninformati-
on) und Objektbewegung (’Where-Channel ’). Diese sind z.B. wichtig fu¨r die Planung von Augen-
und Greifbewegungen.
Das System ist allerdings keineswegs streng hierarchisch aufgebaut. Vor allem nach V1 ist
die neuronale Verschaltung recht diffus. Es gibt zahlreiche Querverbindungen zwischen den bei-
den Pfaden, Verbindungen zu anderen Kortexbereichen sowie Ru¨ckkopplungen zu vorhergehenden
Arealen (siehe auch Abbildung 2.4).
Allgemein la¨sst sich festhalten, dass innerhalb der visuellen Kortizes unterschiedliche Qua-
lita¨ten des visuellen Reizes wie Kontrast, Form, Farbe, Textur, Ort, lokale Bewegungszusta¨nde
(optical flow) und Tiefeninformation analysiert werden. Diese kortikalen Karten (Maps) besitzen
immer gro¨ßere dafu¨r aber immer spezifischere Rezeptive Felder. Die Retinotopie nimmt dabei mit
zunehmender Verarbeitungsstufe ab.
4.4 Visuelle Wahrnehmung
4.4.1 Neuronale Karten und neuronale Kodierungstheorien
Inwieweit und auf welche Art und Weise im Gehirn neuronale Repra¨sentationen der Welt existie-
ren ist unter Hirnforschern, Psychologen und Philosophen bis heute ein sehr umstrittenes Thema.
Einige Forscher halten einen vollsta¨ndigen Nachbau der a¨ußeren Welt in internen Speichern des
Gehirns fu¨r wenig plausibel [Noe¨06], da u.a. der mathematische Rechenaufwand groß sei. Speicher-
platzprobleme wu¨rden ebenfalls auftreten, wenn man davon ausgeht, dass es durch eine Kaskade
von Mustererkennern eine vollsta¨ndige Konvergenz des Eingangsreizes auf eine Art Großmutter-
neuron oder Gnostic Cells gibt [Gro02], da dies fu¨r alle in der Welt bekannten Gegensta¨nde gelten
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Abbildung 4.15: ’Wo’ und ’Was’-Pfade der visuellen Verarbeitung (modifiziert nach [KSJ00]).
wu¨rde5. Mit anderen neuronalen Kodierungsmodellen, wie z.B. des Population Codings oder des
Sparse Codings [OF97], wa¨re dieser Speicherplatzmangel allerdings umgangen.
Auch die Geschwindigkeit, mit der die Versuchspersonen ihre wahrnehmungsbasierten Aufga-
ben erledigen, spricht mo¨glicherweise gegen eine vorherige Berechnung einer internen Darstellung
[Ede06]. Des Weiteren halten sie die interne Repra¨sentation fu¨r u¨berflu¨ssig, da die Welt selber den
besten Speicherort darstellt [OR92]. Diesen Autoren zufolge zeige die Erfahrung, dass Dinge in der
Welt nicht einfach verschwinden ko¨nnen. So reiche es aus, eine grobe Positionierung der Objekte
einer Szene zu kennen, um mit einer gezielten Augenbewegung diese erneut detailliert abtasten zu
ko¨nnen. Der visuelle Sinn entspreche somit in gewisser Hinsicht dem Taktilen, da bei diesem erst
durch aktives Tasten Objekte in ihrer Ga¨nze wahrgenommen werden ko¨nnen
Andere Forscher wie Barlow [Bar79], Marr [Mar82], Edelman [Ede02] und Koch [Koc04] hal-
ten es aufgrund der Untersuchungen zu den Eigenschaften der visuellen Kortizes fu¨r durchaus
plausibel, dass es im Gehirn verschiedene parallele Repra¨sentationen der Außenwelt gibt, die ver-
schiedene Aspekte darstellen. Diese Art der Informationsverarbeitung findet sich auch bei anderen
Sinnessystemen. So gibt es im Gehirn eine Karte des taktilen Sinns (Somatosensoric map), die eine
1:1 Abbildung der Hautoberfla¨che (wenn auch verzerrt) darstellt. A¨hnliche Karten gibt es auch
im Falle des Ho¨rsinns, bei der die mittels der Cochlea in ihre Frequenzen zerlegten akustischen
Signale abgebildet werden [Hem02].
Ein Problem, dass bei dieser Sichtweise auftritt und bis heute ungelo¨st ist, ist die Frage, wie
die multimodalen neuronalen Aktivita¨ten, die ein Objekt in den teils voneinander weit entfern-
ten verschiedenen Kortizes hervorruft, zu einem einheitlichen Perzept des Objektes in der be-
wussten Wahrnehmung verknu¨pft werden ko¨nnen (Binding problem) [Mal99b, Tre99]. Nach einer
Theorie von Singer bewirkt eine Synchronisation der an einer Stimulusanalyse beteiligten Neuro-
nenverba¨nde die Integration der verschiedenen Stimulusqualita¨ten zu einem einheitlichen Perzept
[Sin01].
5Interessanterweise gab es Hinweise auf derartige Grossmutterneurone. Kreiman [KFK02] entdeckte bei einem
Patienten ein Amygdalaneuron, dass sensitiv auf Fotos und Zeichnungen von Bill Clinton reagierte, unabha¨ngig
davon in welcher Ansicht dieser gezeigt wurde. Bei Bilder von anderen Personen blieb die Zelle stumm.
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Andere Ansa¨tze, bei denen ein Homunculus6 diese internen Karten wie einen Bildschirm be-
trachtet und somit Wahrnehmung erzeugt, verschieben das Problem nur. So fu¨hrt die Frage, wie
im ’Hirn’ eines solchen Homunculus Wahrnehmung entsteht, auf einen infiniten Regress.
4.4.2 Visuelles Geda¨chtnis
In den Theorien der Visuellen Wahrnehmung spielen die visuellen Geda¨chtnissysteme eine wichtige
Rolle. Bei der Betrachtung einer Szene mit den Augen wird in der Wahrnehmung ein inneres Bild
aufgebaut. Die Inhalte dieses inneren Bildes bleiben nach Ende der Pra¨sentation des visuellen
Stimulus unterschiedlich lang gespeichert. Das visuelle Geda¨chtnis setzt sich nach Palmer [Pal99]
aus drei einzelnen Geda¨chtnissystemen mit unterschiedlichen Merkmalen zusammen, die je nach
Situation eingesetzt werden:
• das Ikonische Geda¨chtnis - Dieses kann fu¨r eine sehr kurze Zeitspanne (meist weniger als
1 Sekunde) relativ große Datenmengen speichern. Nach dieser Zeit verblasst die gespeicherte
visuelle Information sehr schnell oder wird durch neue, nachfolgende Information ersetzt.
• das visuelle Kurzzeitgeda¨chtnis (Visual short-time memory, VSTM) - Dieses kann vi-
suelle Information fu¨r mehrere Sekunden speichern.
• das Langzeitgeda¨chtnis - Hier kann die Information teilweise auch noch Jahre spa¨ter
zuga¨nglich sein. Das Langzeitgeda¨chtnis ist u.a. fu¨r die Kategorisierung wahrgenommener
Objekt zusta¨ndig, da es in der Lage ist interne visuelle Repra¨sentationen fu¨r gespeicherte
Objekte zu liefern.
Damit man sich in einer Umgebung orientieren kann, ist es nicht notwendig, dass sa¨mtliche ein-
treffende visuelle Information im Gehirn im visuellen Kurzzeitgeda¨chtnis oder Langzeitgeda¨chtnis
abgespeichert wird. Die Umwelt kann hier selber als Speicher fu¨r die visuelle Information dienen (s.
auch [OR92]), da auf sie bei Bedarf jederzeit zuru¨ckgegriffen werden kann. Mit Hilfe des Kurzzeit-
geda¨chtnisses kann man die Zeitspanne zwischen zwei solchen Zugriffen u¨berbru¨cken. Wenn man
zum ersten Mal eine unbekannte Szene sieht, so hat man den Eindruck, dass man sie in sehr kurzer
Zeit vollsta¨ndig registriert hat. Dies ist allerdings nicht vo¨llig richtig. Mit Hilfe der Augenbewegun-
gen, die beispielsweise anhand einer Saliency Map [IKN+98] generiert worden sein ko¨nnten, fixiert
man die auffa¨lligsten Strukturen der Szene und fu¨hrt dort eine Objekterkennung aus. Das visuelle
Langzeitgeda¨chtnis ermo¨glicht uns aus dieser relativ geringen Datenmenge eine vollsta¨ndige Szene
zu konstruieren. Zwischenra¨ume werden anhand von Annahmen mit gespeicherten Informationen
aufgefu¨llt. Diese Art der Konstruktion der visuellen Wahrnehmung kann zu Fehlern fu¨hren. So
ko¨nnen beispielsweise langsame Vera¨nderungen in der Szene oder Vera¨nderungen wa¨hrend einer
Sakkade oder anderer kurzer Unterbrechungen (change blindness) gar nicht oder nur mit Mu¨he
in mehreren Versuchen wahrgenommen werden [Gri96, Ren00]. Ein anderer sehr beeindruckender
Effekt ist die sogenannte inattentional blindness [SC99]. Hier fu¨hrt die feste Ausrichtung des Auf-
merksamskeitsfokus auf gewisse Gegensta¨nde einer Szene dazu, dass andere (teils unerwartete)
Gegensta¨nde oft u¨berhaupt nicht wahrgenommen werden.
Das rekonstruierte Bild der Wahrnehmung ist also keine 1:1 U¨bersetzung der retinalen Er-
regung durch den distalen Reiz, sondern ein komplexes Spiel zwischen verschiedenen visuellen
Geda¨chtnissystemen, Augenbewegungen, der Aufmerksamkeit und Annahmen u¨ber die Umwelt.
Es stellt sich die Frage, welche Rolle ein Retina Implant System in der Interaktion mit diesen
komplexen Mechanismen spielen kann.
6Ein Homunculus ist eine im Mittelalter geschaffene Bezeichnung fu¨r einen kleinen Menschen. Dieser spielt in
der klassischen Wahrnehmungsphilosophie eine zentrale Rolle. Der Homunculus wird oft als Bindeglied zwischen
der reinen Repra¨sentation der Umwelt durch neuronale Karten und deren Integration innerhalb eines Wahrneh-
mungsprozesses gebraucht. Eine kritische Betrachtung findet man bei Dennett [Den91].
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4.5 Augenbewegungen wa¨hrend der Fixationsphase
Um die Umwelt bestmo¨glich wahrnehmen zu ko¨nnen, muss das Visuelle System das gewu¨nschte
Objekt fovealisieren und fokussieren, da das Auflo¨sungsvermo¨gen des Auges in der Fovea am
Gro¨ßten ist. Fu¨r diese Aufgabe stehen verschiedenste Augenbewegungsmodi zur Verfu¨gung, wie
Sakkaden, Augenfolgebewegungen und Vergenzbewegungen [Car77].
Eine Fovealisierung geschieht u¨berwiegend unbewusst durch das Augenbewegungssystem. Das
Zentrale Sehsystem ist dabei beispielsweise in der Lage den retinalen Signalstrom hin zur Wahr-
nehmung innerhalb von Sakkaden zu unterdru¨cken (saccadic suppression, [Mat74]), so dass keine
Verschmierungseffekte in der Wahrnehmung auftreten, zu denen es beispielsweise bei Filmaufnah-
men in einer entsprechenden Situation kommen wu¨rde.
Von Interesse sind im Rahmen dieser Arbeit jedoch verschiedene Augenbewegungen, die
wa¨hrend einer Fixationsphase auftreten. Aus diesem Grund werden diese auch Fixationsaugen-
bewegungen (Fixational Eye Movements) genannt7. Sie unterscheiden sich gegenu¨ber anderen
Augenbewegungen durch ihr Auftreten innerhalb einer Fixationsphase als auch durch ihre dyna-
mischen Eigenschaften. Die Fixationsaugenbewegungen sind ebenfalls unbewusst.
Hinsichtlich ihrer Eigenschaften ko¨nnen drei Miniature Eye Movement-Typen unterschieden
werden (nach [MCMH04]):
• Tremor: Dieser ist eine hochfrequente (ca. 90Hz), aber recht unperiodische Bewegung der
Augen. Die Amplitude ist sehr klein und liegt in der Gro¨ßenordnung des Photorezeptordurch-
messers (10′′ − 40′′). Aufgrund dieser beiden Eigenschaften ist der Tremor recht schwierig
vom Messrauschen zu trennen. Des Weiteren liegt seine Frequenz oberhalb der Flimmer-
fusionsfrequenz (50-60 Hz), so dass nicht klar ist, inwieweit Auswirkungen auf die visuelle
Informationsverarbeitung gegeben sind. Man geht davon aus, dass der Tremor unabha¨ngig
in beiden Augen ist, was allerdings zu Ungenauigkeiten beim Stereosehen fu¨hren wu¨rde.
• Drift: Driftbewegungen sind sehr langsam (max. 30′s−1), haben Amplituden im Bereich
von 10-20 Photorezeptordurchmessern und treten immer zusammen mit dem Tremor in Pha-
sen zwischen Mikrosakkaden auf. Es gibt einerseits Hinweise darauf, dass Driftbewegungen
versuchen, das Fixationstarget stabil auf der Fovea zu halten, wenn keine Mikrosakkaden
auftreten oder diese teilweise unterdru¨ckt werden. Andere Untersuchungen gehen davon aus,
dass Drift und Tremor als okulomotorisches Rauschen angesehen werden sollte, was durch
stochastisches Feuern der die Augenmuskeln innervierenden Neurone zu erkla¨ren ist.
• Mikrosakkaden: Diese treten mit einer Ha¨ufigkeit von 1 − 4 Hz auf. Die Mikrosakkaden
treten monokular und binokular auf, haben Amplituden von einem Dutzend bis zu 100 Pho-
torezeptordurchmessern und eine Dauer von bis zu 25 ms. Hinsichtlich ihres Zwecks herrscht
keine u¨bereinstimmende Meinung. Einige halten sie fu¨r notwendig, um eine Adaptation der
Photorezeptoren zu verhindern. Andere sehen ihren Grund in der Korrektur des Drifts.
In Abbildung 4.16 ist eine kurze Fixationsphase mit den drei Augenbewegungstypen dargestellt.
Aus der Abbildung kann man einen groben Eindruck von den zugeho¨rigen Amplituden im Vergleich
zu der Photorezeptorgro¨ße bekommen.
Verschiedene Experimente zeigen, dass die Fixational Eye Movements eine wichtige Rolle im
Wahrnehmungsprozess spielen. So ist seit langer Zeit bekannt, dass eine Stabilisierung des retinalen
Bildes innerhalb von wenigen Sekunden bis hin zu einer Minute zu einer verschwindenden Wahr-
nehmung fu¨hrt [DG52] [MCMTD06]. Bei entopischen Bildern ist ein besonders schnelles Fading
(80 ms) zu beobachten [CP96]. Die meisten Versuche zur Untersuchung von Fixationsaugenbewe-
gungen und deren Einflu¨sse auf die Wahrnehmung beno¨tigen einen recht hohen experimentellen
Aufwand. In Abbildung 4.17 sind zwei Grafiken dargestellt, die mit einem vergleichsweise geringen
Aufwand einen kleinen Einblick in die Natur der Miniature Eye Movements erlauben.
Bisher gibt es keine befriedigende Erkla¨rung, durch welche Mechanismen innerhalb der vi-
suellen Verarbeitung der Verlust der Wahrnehmung auftritt. Untersuchungen ergaben, dass die
7Eine andere Bezeichnung ist Miniature Eye Movements during fixation.
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Abbildung 4.16: Fixationsaugenbewegungen, die das auf die Retina projizierte Bild u¨ber die Photore-
zeptoren verschieben. Die gebogenen Bereiche kennzeichnen Driftbewegungen. Diese
sind von einem hochfrequenten Tremor mit sehr kleiner Amplitude u¨berlagert. Spora-
disch treten in die Mitte gerichtete Mikrosakkaden auf (schwarze Pfeile), die versuchen
das visuelle Zielobjekt wieder ins Zentrum der Fovea zu verschieben (aus [Pri61]).
Mikrosakkaden am ehesten ein Fading verhindern. Offensichtlich ist, dass durch Mikrosakkaden
ein statisches Bild in einen bewegten Stimulus verwandelt wird. Indem man mit einem RF einen
Stimulusbereich u¨berstreicht, kodiert man in gewisser Weise die spatialen Vera¨nderungen in zeit-
liche Variation des Stimulus [AA01]. Dies fu¨hrt zu einer Vergro¨ßerung der neuronalen Aktivita¨t
der zum RF geho¨renden Zelle und fu¨hrt gleichzeitig dazu, dass eine Dekorrelation der Ausgangs-
zeitfunktionen benachbarter Ganglienzellen erreicht wird [Ruc06].
Da eine Mikrosakkade eine gleichfo¨rmige Bewegung vieler benachbarter Rezeptiver Felder
auslo¨st, ergibt sich außerdem eine Synchronisation der neuronalen Aktivita¨t der Zellen. Es wird
vermutet, dass diese Synchronisation bei der Modulation ho¨herer kortikaler Funktionen eine Rolle
spielt [SKG01, LL98] Mithilfe der Miniature Eye Movements la¨sst sich beispielsweise eine Ver-
besserung der visuellen Auflo¨sung erreichen [HW04, RIPS07]. Nach Greschner bewirken die Fi-
xationsaugenbewegungen eine Erho¨hung der Information, die zum Zentralen Sehsystem gelangt.
Umgekehrt bewirkt eine Stabilisierung des Bildes, dass dem ZVS nicht genu¨gend Information zur
Verfu¨gung steht, um eine visuelle Wahrnehmung zu erzeugen [GBRA02]. MacKay [Mac03] speku-
liert, dass das Zentrale Sehsystem mittels der Miniature Eye Movements Information erzeugt, um
durch chromatische Abberation verursachte Bildfehler zu korrigieren.
Hinsichtlich des Tremors wurde fu¨r biologische Systeme ebenfalls eine Verbesserung der vi-
suellen Auflo¨sung vermutet, welche durch den Effekt der Stochastischen Resonanz erkla¨rbar ist
[HKFW02]. Bei technischen Anwendungen im Bereich der Bildverarbeitung gibt es ebenfalls be-
reits Anwendungen, die Zitterbewegungen des Sensors ausnutzen, um eine bessere Kantendetektion
zu erreichen [HMBJ03].
U¨ber das Zustandekommen der Fixationsaugenbewegungen gibt es noch keine vollsta¨ndige
Klarheit. Da die Perzeption stabil ist, kann davon ausgegangen werden, dass das Zentrale Seh-
system die Auswirkungen der Fixationsaugenbewegungen ’herausrechnet’. Ob dies mittels einer
Efferenzkopie seitens des Augenbewegungssystems geschieht, wie es bei anderen Augenbewegungs-
modi der Fall ist [Bri95], ist noch offen. Murakami und Cavanagh haben vorgeschlagen, dass das
Zentrale Sehsystem den zur Korrektur notwendigen, momentanen Bewegungsvektor selber aus den
ankommenden visuellen Daten bestimmt. Sie haben dazu eine bemerkenswerte visuelle Ta¨uschung
entwickelt, die zeigt wie ’zittrig’ unsere Wahrnehmung der Welt wird, wenn diese Kompensation
ausgeschaltet wird [MC98, MC01b].
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(a) (b)
Abbildung 4.17: a) zeigt eine Abwandlung des Hermanngitters, mit der ein Nachbild (After Image) auf
der Retina erzeugt wird. Dazu fixiert man einige Sekunden den roten Punkt in der
Mitte. Danach fixiert man den gelben Punkt, wobei man sieht, wie das Nachbild der
Gitterlinien sich zitternd herumbewegt (nach [Ver61]). In b) ist ein visueller Stimulus
zur Demonstration eines von Troxler 1804 gefundenden Effekts dargestellt [Tro04].
Wenn man einige Zeit das zentrale Kreuz fixiert, so verschwindet der a¨ußere Ring
zeitweilig. Er springt wieder in die Wahrnehmung, wenn es zu einer Sakkade kommt.
Die einfachste Erkla¨rung fu¨r den Effekt besagt, dass der Ring die periphere Retina
reizt, dort aber die rezeptiven Felder so groß sind, dass die Fixationsaugenbewegungen
keine A¨nderung der ST-Filterergebnisse verursachen und dieser Teil des Gesichtsfeldes
somit aus der Wahrnehmung verschwindet.
Abbildung 4.18 zeigt ein Schema des in der Einleitung eingefu¨hrten Wahrnehmungsmodells mit
einem Ru¨ckkopplungsmechanismus, der mittels der Miniature Eye Movements eine Verschiebung
des retinalen Bildes bewirkt, wodurch zusa¨tzliche retinale Ausgangsdaten erzeugt werden.
4.6 Konsequenzen fu¨r das Abbildungsmodell
Es zeigt sich, dass die ersten Stufen der visuellen Verarbeitung, insbesondere die der Retina, recht
gut verstanden sind. Auch wenn das Prinzip der retinalen Kodierung noch weitgehend unklar ist.
Die damit zusammenha¨ngende Abbildung F1 des Visuellen System Modells la¨sst sich somit in
guter Na¨herung durch ein lineares ST-Filtermodell darstellen.
Die ersten Schritte der kortikalen Informationsverarbeitung (V1) sind bisher ebenfalls recht
gut bekannt. Es fehlt bisher allerdings ein vollsta¨ndiges Modell, wie aus den einzelnen kortikalen
Repra¨sentationen eine dem Stimulus entsprechende Wahrnehmung entsteht.
In der vorliegenden Arbeit wird in Ermangelung eines befriedigenden Modells der visuellen
Wahrnehmung davon ausgegangen, dass im Wahrnehmungsraum eine 1:1 Repra¨sentation des vi-
suellen Eingangsstimulus existiert.
Es findet bei dem hier verwendeten Modell der visuellen Wahrnehmung somit keine Muster-
erkennung, keine (Re-)Konstruktion aus Einzelfeatures, keine emotionale Fa¨rbung und keine Auf-
merksamskeitsfokussierung statt, wie es z.B. in der Theorie der indirekten Wahrnehmung (indirect
perception) gefordert wird. Vielmehr entspricht das hier verwendete Modell der visuellen Wahr-
nehmung in gewisser Weise der Abbildung eines Bildes durch ein zweistufiges optisches System. Es
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Abbildung 4.18: Modell der visuellen Wahrnehmung mit Miniature Eye Movements. Nach ST-Filterung
(F1) des Stimulus P1 durch die Retina wird der neuronale Datenstrom vom Zentra-
len Sehsystem in die Wahrnehmung abgebildet und das Perzept P2 erzeugt. Dabei
wird der Wahrnehmungsprozess unterstu¨tzt, indem das Zentrale Sehsystem motori-
sche Kommandos fu¨r Miniature Eye Movements an die Augenmuskulatur sendet. Die-
se bewirken schließlich eine Verschiebung des Bildes auf der Retina, was wiederum
zusa¨tzliche retinale Filterausgaben erzeugt (nach [EBN06]).
handelt sich um ein indirektes Wahrnehmungsmodell, da eine interne Repra¨sentation konstruiert
wird. Im Gegensatz dazu existiert das Wahrnehmungsmodell der direct perception, dessen Verfech-
ter einen direkten Zugang zur Welt fordern, der ohne interne Repra¨sentation und Rekonstruktionen
auskommt8.
Im Falle des Retina-Encoder-Trainings mit einer normalsichtigen Versuchsperson ist diese somit
in einer a¨hnlichen Situation wie ein Homunculus, da sie die Repra¨sentation des distalen Stimulus
in einem ku¨nstlichen Wahrnehmungsraum betrachtet9. Allerdings wird von ihr keine Erkennung
des Stimulus auf dem internen Monitor verlangt, sondern lediglich eine qualitative Aussage zum
Grade der U¨bereinstimmung zwischen diesem und dem urspru¨nglichen Eingangsreiz, der z.B. auf
einem anderen Schirm im ku¨nstlichen Wahrnehmungsraum dargeboten wird.
Die Anforderung an die Abbildung F2 durch das Inverter Modul ist, dass diese in der La-
ge ist, den urspru¨nglichen Stimulus aus dem Abbildungsergebnis von F1 zu rekonstruieren. An
dieser Stelle soll bei der Entwicklung des Inverter Moduls auf die postulierte Strategie des ZVS
zuru¨ckgegriffen werden ko¨nnen, das Miniature Eye Movements generiert, um den Wahrnehmungs-
prozess zu unterstu¨tzen. Das Inverter Modul soll die Mo¨glichkeit besitzen simulierte Fixationsau-
genbewegungen anzufordern, um Zusatzinformationen zu generieren, die ihm bei der Rekonstruk-
tion helfen. Der Hauptansatzpunkt dabei ist die Auflo¨sung der Mehrdeutigkeit der Ganglienzel-
lantworten hinsichtlich der Reizbelegung ihrer RFs. Eine genauere Darstellung dieses Inversions-
ansatzes findet in Abschnitt 5.4 statt.
Im Rahmen dieser Arbeit werden verschiedene Mo¨glichkeiten untersucht, auf welche Art und
Weise solche simulierten Miniature Eye Movements generiert werden ko¨nnen und die gewonnene
Zusatzinformation in den Inversionsprozess einbezogen werden kann.
8Die Theorie der indirekten Wahrnehmung geht auf Helmholtz zuru¨ck und wird auch als Konstruktivismus
bezeichnet. Die Theorie der direkten Wahrnehmung (direct perception) wurde von Gibson eingefu¨hrt (ecological
approach) [Gib79]. Vergleiche der beiden Erkla¨rungsansa¨tze finden sich in [FP81b] und [Nor03].
9Der ku¨nstliche Wahrnehmungsraum fa¨llt in diesem Falle mit der physikalischen Außenwelt zusammen. Er ist
von dem wirklichen Wahrnehmungsraum der Versuchsperson zu unterscheiden.
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Abbildung 4.19: Darstellung der ST-Filter-internen Informationsverarbeitung
4.7 Digitale ST-Filter
4.7.1 Struktur der ST-Filter fu¨r einen Retina Encoder
Um die neuronale Informationsverarbeitung der Retina zu simulieren, existiert die Mo¨glichkeit, die
Informationsverarbeitung aller retinalen Zellen zu modellieren. Dies ist vom Rechenaufwand fu¨r ein
Echtzeitsystem jedoch unrealistisch. Ein gangbarerer Weg ist, die Rezeptiven Feldeigenschaften der
retinalen Ganglienzellen nachzubauen, welche u¨berwiegend durch P- und M-Zellen gegeben sind.
Die Informationsverarbeitung der Retina la¨sst sich auf die Weise als Ensemble von einstellbaren
ST-Filtern simulieren.
Die spatialen und temporalen Filtereigenschaften fu¨r beide Zellklassen lassen sich durch ein
parametrisiertes ST-Filter darstellen. Aufgrund des unterschiedlichen Zeitverhaltens des exzita-
torischen und des inhibitorischen Pfades [KB01] ist es sinnvoll, die spatiale Filterung zuna¨chst
getrennt fu¨r beide Pfade durchzufu¨hren. Der sich so ergebende spatio-temporale Filter ist damit
nicht separabel, sondern als Summe zweier separierbarer ST-Filterungen darstellbar. Die spatia-
le Filterung wird dazu zuna¨chst getrennt fu¨r den exzitatorischen (e) und den inhibitorischen (i)
Bereich des RFs vorgenommen. Diese beiden spatialen Filterergebnisse werden anschließend zwei
unterschiedlichen temporalen Filterungen unterzogen, wie es den physiologischen Gegebenheiten
entspricht. Anschließend findet eine Zusammenfu¨hrung der beiden Pfade statt. Das ST-Filter
wandelt ein spatio-temporales Eingabepattern in eine momentane Impulsrate IR(t) um. Die sich
ergebende Vorschrift fu¨r die Filterung eines raum-zeitlichen Stimulus S(x, t) durch ein ST-Filter
an der Position x0 hat das folgende Aussehen (s.a. [Hu¨n00]):
IR(x0, t) =
∫
ke(t− t′)fe(x0, t)dt−
∫
ki(t− t′)fi(x0, t)dt (4.3)
= ke(t) ∗ fe(x0, t)− ki(t) ∗ fi(x0, t)
mit
fe/i(x0, t) =
∫∫
S(x, t)he/i(x− x0)d2x (4.4)
Dabei stellt he/i(x) den spatialen, Gauss’schen Filterkern (Gleichung 4.1) fu¨r den exzitatori-
schen bzw. inhibitorischen RF-Bereich dar. ke/i(t) stellt die jeweiligen temporalen Filterkerne dar
(ke/i(t) c s Ke/i(ω) gema¨ß 4.2). Abbildung 4.19 zeigt die Struktur eines solchen zweipfadigen
ST-Filters.
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4.7.2 Entwurf von FIR- und IIR-Filtern
Fu¨r die Berechnung der temporalen Filterung in den beiden Pfaden des Retina-Encoder-Systems
stehen grundsa¨tzlich zwei unterschiedliche digitale Filterklassen zur Verfu¨gung: Finite (Duration)
Impulse Response (FIR) und Infinite (Duration) Impulse Reponse (IIR) Filter.
Fu¨r temporale Filterung in einem Retina Encoder werden an die Realisierung der temporalen
Filterstufe mehrere Anforderungen gestellt, die teilweise gegensa¨tzlich sind. So mo¨chte man einer-
seits eine große Bandbreite temporaler Filtereigenschaften retinaler Ganglienzellen abdecken, was
teilweise hohe Filterordnungen erfordert. Andererseits soll eine Lo¨sung echtzeitfa¨hig sein und mit
wenigen unabha¨ngigen Filterparametern eingestellt werden ko¨nnen [Hu¨n00].
IIR-Filter
Infinite Impuls Response Filter haben ihren Namen aufgrund der Eigenschaft, eine unendlich lange
Stoßantwort zu generieren. Das Filter ist rekursiv und die allgemeine Berechnungsvorschrift ist
gegeben durch [Hes93]:
y(n) =
K∑
k=0
akx(n− k) +
K∑
k=1
bky(n− k) (4.5)
Abbildung 4.20 zeigt die Struktur eines IIR-Filters mit den wichtigsten Berechnungselementen.
Abbildung 4.20: Dargestellt ist die Struktur eines IIR-Filters mit den wichtigsten Elementen. Es kom-
men Delayglieder (Boxen mit z−1) vor, die das anliegende Signal fu¨r einen Zeitschritt
verzo¨gern. Weiterhin kommen Summationsglieder (Kreise mit +) und Multiplikations-
glieder (Kreise mit Gewichtungsfaktor) vor.
Die z-Transformierte der Berechnungsvorschrift ergibt sich zu:
Y (z) = H(Z)X(z) =
K∑
k=0
akz
−1
1−
K∑
k=1
bkz−1
X(z) (4.6)
Der Vorteil der IIR-Filter ist einerseits, dass man mit Filtern geringer Ordnung lange und
relativ exakte Stoßantworten produzieren kann und dass Filterparameter weitestgehend entkop-
pelt sind. Weiterhin geht man beim Design digitaler Filter meist von einem kontinuierlichen
Entwurf aus und transformiert diesen beispielspielweise mit der Impuls Invarianz Methode oder
der Bilinear-Transformation ins Diskrete [Mil89]. Die Bilinear-Transformation ist recht einfach,
da hier direkt aus der Laplace-Transformierten der Impulsantwort des kontinuierlichen Filters
F (s) = L{h(t)} gewonnen werden kann. Dazu muss die folgende Ersetzung vorgenommen werden:
s =
2
T
1− z−1
1 + z−1
(Bilinear-Transformation) (4.7)
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Dabei ist T das Abtastintervall. Der temporale Filteranteil des Retina Encoders wurde bei
Hu¨nermann auf diese Art entworfen [Hu¨n00].
Die IIR-Filter haben jedoch auch gewisse Nachteile: Zum einen ist die Stabilita¨t der IIR-Filter
nicht immer gegeben und zum anderen la¨sst sich eine IIR-Filterung nicht als Matrizenoperation
mit endlichdimensionalen Matrizen darstellen. Aus diesem Grund wurde in dieser Arbeit fu¨r die
temporale Filterung auf die FIR-Filter zuru¨ckgegriffen.
4.7.3 FIR-Filter
Im Gegensatz zu IIR-Filtern ist die La¨nge der Impulsantwort bei FIR-Filtern beschra¨nkt und
stimmt mit der Ordnung des Filters u¨berein. Die Berechnungsvorschrift fu¨r einen FIR-Filter der
Ordnung K ist gegeben durch:
y(n) =
K∑
k=0
akx(n− k) (4.8)
Die z-Transformierte der Berechnungsvorschrift ergibt sich zu:
Y (z) = H(Z)X(z) =
K∑
k=0
akz
−1X(z) (4.9)
Das FIR-Filter ist nicht-rekursiv und stabil. Sollte das Filter nicht kausal sein, so kann es
durch eine Zeitverzo¨gerung immer kausal gemacht werden. Die Gewichtungsfaktoren ai der einzel-
nen Verzo¨gerungsstufen (s. Abbildung 4.21) entsprechen den Werten der Impulsantwort des Filters
zu den entsprechenden Zeitpunkten. Nachteile der FIR-Filter sind die meist hohen Ordnungen und
Abbildung 4.21: Struktur eines FIR-Filters. Im Gegensatz zum IIR-Filtern besitzen FIR-Filter keine
Ru¨ckkopplungen und sind stabil.
die damit verbundenen hohen Rechenanforderungen. Hier hat man allerdings die Mo¨glichkeit, die
Berechnung der Faltung im Fourierraum durchzufu¨hren, was mittels der Fast Fourier Transforma-
tion (FFT) ab einer gewissen Filterordnung zeitliche Vorteile bringt.
Der Entwurf von FIR-Filtern ist ebenfalls schwieriger. Hier existieren mehrere Verfahren, die
im Zeit- oder Frequenzbereich beheimatet sind:
Am einfachsten realisierbar ist die Fenstermethode, bei der zuna¨chst ein IIR-Filter anhand
eines kontinuierlichen Systems entworfen wird. Anschließend berechnet man die Impulsantwort
des IIR-Filters und bricht diese bei der gewollten Filterordnung ab, was einer Faltung mit einem
Rechteckfenster entspricht. Die einzelnen Werte der Impulsantwort bilden die Wichtungsfaktoren
des FIR-Filters. Neben diesem Rechteckfenster ko¨nnen auch andere Fenster wie das Dreieckfenster,
das Hanning-Fenster, das Hamming-Fenster oder das Blackman-Fenster eingesetzt werden.
Eine weitere Entwurfmethode ist das Toleranzschema-Verfahren. Bei diesem Verfahren entwirft
man das Filter derart, dass dessen Amplitudenspektrum einem vorgegebenden Verlauf innerhalb
gewisser Toleranzgrenzen folgt [Hes93].
Kapitel 5
Entwicklung des Retina Encoder
Systems RE*
Zur Untersuchung verschiedener Methoden zur Inversion von durch ST-Filtern geleisteten Ab-
bildungen, die im Inverter Modul eingesetzt werden sollen, wurde eine neue Retina-Encoder-
Testumgebung mit dem Namen RE* entwickelt. Fu¨r die Softwareentwicklung wurde C++ einge-
setzt. Die GUI-Erstellung erfolgte mit Hilfe des QT3.2.3-Frameworks der Firma Trolltech [Tro].
Als Entwicklungsumgebung kam Microsoft Visual Studio 6 [Mic] zum Einsatz.
Abbildung 5.1 zeigt die Programmstruktur. Die Hauptaufgabe bestand in der Entwicklung der
drei zentralen Komponenten der RE*-Umgebung:
1. Entwicklung eines lernfa¨higen Retina Encoders RE*: Den Retina Encoder stellt das
Filter Modul (FM1) dar, welches ein definiertes Eingabefeld fu¨r spatio-temporale Reize be-
sitzt. Dieses Feld wird mit einzeln einstellbaren ST-Filtern des Retina Encoders abgetastet.
Die resultierende Zeitfunktion der Filterung steht am Ausgang des Moduls fu¨r nachfolgen-
de Verarbeitungsmodule zur Verfu¨gung. Sie wird außerdem in einem zugeho¨rigen Fenster
fu¨r Analyse und Fehlersuche dargestellt. Das Filter Modul besteht aus den Programmtei-
len Hexfilter, welche die ST-Filterung durchfu¨hrt und dem Hex Filter Display zur Anzeige
des Filterergebnisses. Weitere Bestandteile sind der Filter Manager, der zur Verwaltung
der ST-Filter Typen dient und der Filter Konfigurator, welcher die Benutzerschnittstelle
zur Filtertyperstellung darstellt. Weiterhin existiert ein Tiling Manager zur Verwaltung der
Filter Anordnungen und die zugeho¨rige GUI (Filter Tiling Konfigurator) zur Filter Tiling
Erstellung. Zur Reizgenerierung wurde zusa¨tzlich ein Mustergenerator (Pattern Generator)
entwickelt, der die Mo¨glichkeit bieten musste, verschiedene vorbereitete spatio-temporale
Reizmuster zu laden oder neue zu generieren. Die Reizmuster (P1) wurden durch das Input
Hex Display dargestellt.
2. Entwicklung eines Inverter Moduls (IM): Das Inverter Modul besteht aus verschie-
denen Strukturen, die die Mo¨glichkeiten bieten, verschiedene Inversionsmethoden auf die
von RE* bereitgestellten Daten der ST-Filterung anzuwenden. Die Entgegennahme der
ankommenden Filter Modul Ausgangsdaten sowie die Verwaltung der Inversionsmethoden
u¨bernimmt das Modul Inversion Manager. Die Darstellung des Inversionsergebnisses (P2)
geschieht mit Hilfe des Moduls Invert Hex Display und kann von normalsichtigen Versuchs-
personen (VP) visuell aufgenommen werden. IM bekommt zusa¨tzlich die Mo¨glichkeit, durch
Ru¨ckkopplung mit FM Einfluss auf den Filtervorgang ausu¨ben zu ko¨nnen, indem es kleine
Verschiebungen des Eingangsbildes anfordern kann. Die Entwicklung des Inverter Moduls ist
der zentrale Punkt der Arbeit.
1Im Folgenden bezeichnet RE* das Retina-Encoder-Gesamtsystem. Das Filter Modul, das im eigentlichen Sinne
die ST-Filterung durchfu¨hrt, wird mit FM bezeichnet.
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Abbildung 5.1: Dargestellt ist die RE*-Programmarchitektur. Diese besteht hauptsa¨chlich aus den drei
Komponenten Filter Modul, Inverter Modul und Dialog Modul. Diese zerfallen teilweise
weiter in Untermodule. Außerdem exisitiert eine Untergliederung in grafische Benutzer-
schnittstellen (GUIs, blaue Ka¨sten) und Algorithmen (orange Ka¨sten).
3. Dialog Modul (DM) fu¨r wahrnehmungsbasiertes RE*-Training: Das Dialog Mo-
dul bietet die Mo¨glichkeit, ein wahrnehmungsbasiertes Training zur Einstellung der FM-
Parameter mit normalsichtigen Versuchspersonen durchzufu¨hren. DM besteht aus einem
Evolutiona¨re Algorithmen Modul, welches verschiedene Lernverfahren bereitsstellt.
In DM wird einerseits auf das in der Einleitung beschriebene 3-aus-6-Verfahren
zuru¨ckgegriffen. Der dahinterliegende Evolutiona¨re Algorithmus musste jedoch dazu an das
neue Retina-Encoder-System angepasst werden. Des Weiteren wurden andere Lernverfah-
ren entwickelt, bei denen die Versuchsperson o¨rtliches Feedback (Position Sensitive Tuning,
PST) geben kann. Fu¨r Testzwecke wurden zusa¨tzlich mathematische Bewertungsroutinen im-
plementiert. Die Lerndialog Benutzer-Schnittstelle wird von dem Modul Evolutions-Dialog
bzw. PST-Dialog bereitgestellt.
Im Folgenden soll die Entwicklung der drei Komponenten sowie zugeho¨rige experimentelle
Funktionstests im Detail beschrieben werden.
5.1 Entwicklung des RE* Filter Moduls
5.1.1 FM-Eingabefeld
Die Basiskomponente des Filter Moduls ist eine frei skalierbare, hexagonale Datenstruktur, die als
Eingabefeld (Hexagon Display Input) fu¨r spatio-temporale Reize dient. Die hexagonale Struktur
spiegelt die Verteilung der Photorezeptoren in der Retina wider. Ein Hexagon des Eingabefeldes
entspricht somit einem Photorezeptor. Die Breiten des Zentrums σC und der Peripherie σP Re-
zeptiver Felder sind auf Vielfache der Gitterkonstanten des hexagonalen Rasters festgelegt. Da
die meisten Bildformate kartesische Koordinaten verwenden, mu¨ssen pra¨sentierte Stimuli auf ein
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Abbildung 5.2: Eingabefeld von RE*
hexagonales Gitter umgerechnet werden. Abbildung 5.2 zeigt den ersten von acht Frames2 ei-
nes geladenen spatio-temporalen Stimulus in einer Auflo¨sung von 16× 16 Hexagonen. Neben der
hexagonalen Auflo¨sung kann auch die Anzahl der Frames beliebig skaliert werden. Der Schieber
an der oberen Kante des Fensters erlaubt, verschiedene Frames des Stimulus zu betrachten. Die
Zahl der Hexagone ist in x- und y- Richtung auf den gleichen Wert festgelegt, der im Folgen-
den mit N bezeichnet werden soll. Um kleine Verru¨ckungen des Bildes erlauben zu ko¨nnen, ohne
undefinierte Hexagone in den Sichtbereich zu schieben, wurde ein nicht sichtbarer vorgebbarer
Randbereich (Offset) an allen vier Kanten des Fensters implementiert. Fu¨r Filterberechnungen
existieren drei Farbeinstellungen: schwarz-weiß (SW), 8 Bit Graustufen und 24 Bit RGB. Der
Stimulus in Abbildung 5.2 ist vom SW-Typ. Auf Wunsch lassen sich die Verteilung der ST-Filter
u¨ber den Eingabe-Bereich als auch die Topologie einzelner ST-Filter-Typen visualisieren. Jede
Hexagonposition kann dabei als Stu¨tzstelle zur Platzierung eines ST-Filters dienen.
5.1.2 Filter-Konfigurator
Die Konstruktion verschiedener Arten von ST-Filtern kann im Filter-Konfigurator vorgenommen
werden, der ein Bestandteil des RE*-Filter-Moduls ist. Dieser bietet die Mo¨glichkeit, die Gestalt
des On- und Off-Bereichs der ST-Filter zu definieren. Außerdem ko¨nnen spatiale Gewichte fu¨r
einzelne Hexagone des Zentrum- und des Peripherie-Bereiches eingestellt werden. Weitere Para-
meter sind einstellbarer, additiver Offset und Skalierungsfaktor. Der maximale RF-Bereich betra¨gt
11× 11 Hexagone. Das zentrale Hexagon an der Position (5, 5) dient als Ausgabe-Position des Fil-
terergebnisses.
2Als Frame wird die rein spatiale Auspra¨gung eines Reizes zu einem bestimmten festen Zeitpunkt bezeichnet.
Die Anzahl der Zeitschritte eines spatio-temporalen Reizes entspricht der Zahl der Frames.
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Abbildung 5.3: RE* ST-Filter-Konfigurator
Fu¨r Zentrum und Peripherie ko¨nnen jeweils unabha¨ngige Filterparametersa¨tze fu¨r die tempo-
ralen FIR-Filter gewa¨hlt werden. Die maximale Filterordnung der beiden temporalen FIR-Filter
ist nicht explizit beschra¨nkt und soll im Weiteren mit K bezeichnet werden. Die generierten Filter-
typen ko¨nnen fu¨r die weitere Verwendung benannt und in einem Filter-Pool abgespeichert werden.
In Abbildung 5.3 ist der Aufbau des Filter-Konfigurator-Fensters dargestellt.
5.1.3 Spatio-temporale Filteroperation
Die interne Informationsverarbeitung eines einzelnen ST-Filters ist in Abbildung 5.4 dargestellt.
Der Teil des Eingangsstimulus, der in den Bereich des Rezeptiven FeldesRFi fa¨llt, wird zuna¨chst im
Zentrum- als auch im Peripherie-Pfad spatial gewichtet und aufsummiert. Die spatialen Gewichte
der jeweils zum Zentrum (C) bzw. zur Peripherie (P) geho¨renden Hexagone sind jeweils identisch.
Auf einen Gauss-fo¨rmigen Verlauf der spatialen Gewichtungsfunktion wird zuna¨chst verzichtet.
Die Zeitreihen der spatialen Filterresultate der beiden Pfade werden anschließend separat durch
FIR-Filter zeitlich gefiltert. Darauf folgt die Summation der beiden Pfade. Dabei wird beispielwei-
se bei einem On-Zentrum-Off-Peripherie-Filter das Peripherie- vom Zentrumsergebnis subtrahiert.
Die Subtraktion erfolgt durch Wahl eines negativen Vorzeichens bei den spatialen Gewichten des
Off-Bereichs. Eine Gewichtung dieser Summation ist durch Wahl anderer spatialer oder tempo-
raler Filtergewichte implizit einstellbar. Es folgt eine Skalierung des Signals und anschließend die
Addition eines Offsets, der die Ruheimpulsrate retinaler Ganglienzellen widerspiegeln soll. Das
Ergebnis entspricht der momentanen Impulsrate einer retinalen Ganglienzelle mit den entspre-
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Abbildung 5.4: ST-Filter-interne Informationsverarbeitung am Beispiel eines C1P6–P-On-Filters.
chenden spatio-temporalen Filtereigenschaften3. Der Filterparametersatz eines zu konstruierenden
ST-Filters STi ist somit gegeben durch:
1. die Topologie des rezeptiven Feldes (11× 11 Feld Topi mit den Eintra¨gen +1, 0,−1),
2. die beiden spatialen Gewichte des On- und des Offbereichs gCi bzw. g
P
i ,
3. die jeweils K + 1 temporalen Gewichte der temporalen FIR Filter im Zentrum- (aCi =
[aCi0, a
C
i1, ..., a
C
iK ]) und Peripheriepfad (a
P
i = [a
P
i0, a
P
i1, ..., a
P
iK ]),
4. den Skalierungsfaktor scalei und
5. den Offset offset i.
Um die Wahlmo¨glichkeit der RF-Topologie in der spa¨teren FM-Realisierung mo¨glichst groß
zu halten, wird diese durch eine 11 × 11 große Topologiematrix kodiert. Ein positiver Eintrag
Topi(x, y) steht fu¨r eine Zugeho¨rigkeit des Kernel-Hexagons an der Stelle x, y zum Zentrum des
RFs. Ein negativer Wert bedeutet die Zugeho¨rigkeit zur Peripherie und der Wert 0 sagt aus,
dass das Hexagon nicht zum Filterkern geho¨rt. Das dem Zentrum zugeordnete spatiale Gewicht
ist gCi ; das zum Peripherie-Bereich geho¨rige ist g
P
i . Die Unterscheidung bzgl. On-Bereich bzw.
Off-Bereich wird durch positive bzw. negative Wahl der spatialen Gewichte erreicht. Um eine
On-Zentrum-Off-Peripherie-Ganglienzelle zu simulieren, bei der das Zentrum eine 12 mal gro¨ßere
Gewichtung als der Peripheriebereich hat, muss das Gewicht gCi = 12, das Gewicht g
P
i = −1 und
die entsprechenden Koordinaten in der Topologiematrix auf +1 fu¨r Zentrumshexagone bzw. −1
fu¨r Peripheriehexagone gesetzt werden.
In Abbildung 5.3 ist das Beispiel einer solchen On-Off-Ganglienzelle dargestellt. Der Zen-
trumsbereich umfasst nur ein Hexagon, der auch als Bezugspunkt des Filterausgangs dient. Die
Peripherie umfasst die sechs benachbarten Hexagone.
Fu¨r die Zentrums- und Peripherie-Resultate der spatialen Filterung eines beliebigen ST-Filters
i gilt somit fu¨r eine diskrete Filterung (x(n) := x(tn) = x(nT ) mit T =Abtastintervall):
3Mit dieser Art der spatio-temporalen Filterung ist nur der lineare Arbeitsbereich einer retinalen Ganglienzelle
beschrieben. Um die nichtlinearen Eigenschaften, wie die nichtnegative Impulsrate und Sa¨ttigungseffekte, mitbe-
schreiben zu ko¨nnen, muss dem Offset noch eine statische Nichtlinearita¨t folgen (siehe [CHM97]). Um eine biologi-
sche Ganglienzelle exakt zu beschreiben, fehlt noch die Umwandlung der berechneten Impulsrate in eine asynchrone
Impulsfolge (s. [Hu¨n00]) mit stochastischen Anteilen. Diese Umwandlung wird in der endgu¨ltigen Ausfu¨hrung einer
Sehprothese beru¨cksichtigt, soll hier aber nicht betrachtet werden.
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resCi (n) = res
C
i (tn) =
∑
x,y∈GC
i
gCi In(x, y, tn) (5.1)
resPi (n) = res
P
i (tn) = −
∑
x,y∈GP
i
gPi In(x, y, tn)
Dabei umfassen die Gebiete GCi bzw. G
P
i diejenigen Hexagone des Eingangsstimulus In(x, y, tn),
die zum Zentrums- bzw. Peripherie-Bereich des Rezeptiven Feldes geho¨ren. Die Gebiete werden an-
hand der zugeho¨rigen Topologiematrix bestimmt. Es folgt die temporale Filterung. Die Parameter
der beiden temporalen Filter sind die Multiplikationsfaktoren, mit denen die zu den Zeitpunkten
tn bis tn−K geho¨renden spatialen Filterresultate gewichtet werden:
resi(n) =
K∑
k=0
aCik res
C
i (n− k) +
K∑
k=0
aPik res
P
i (n− k) (5.2)
Nach Beru¨cksichtigung des Skalierungsfaktors und des Offsets ergibt sich fu¨r das endgu¨ltige Re-
sultat eines ST-Filters des Typs STi :
Outi(n) = scalei · resi(n) + offset i (5.3)
Bei der Modellierung der retinalen spatio-temporalen Filterung durch technische Filter wurden
einige Vereinfachungen eingefu¨hrt: Zum einen gehen bei der Berechnung der Peripherieantwort kei-
ne Hexagonbelegungen von Zentrumsfeldern ein. Zum anderen werden alle Photorezeptorbeitra¨ge
von Zentrum bzw. Peripherie jeweils mit dem gleichen Gewichtungsfaktor beru¨cksichtigt und keine
Gewichtung gema¨ß eines Gauss-Profils vorgenommen. Weiterhin findet nur eine Berechnung von
Graustufen statt.
5.1.4 RF-Topologien
Mit Hilfe des Filter-Konfigurators lassen sich antagonistische RF-Topologien verschiedenster Kom-
plexita¨t erzeugen. Dabei ko¨nnen ST-Filter verschiedener Klassen durchaus die selbe rezeptive Feld-
struktur haben, dafu¨r aber ein unterschiedliches temporales Filterverhalten. In Abbildung 5.5 sind
einige Beispiele fu¨r RF-Topologien dargestellt. Die roten Hexagone sollen hier fu¨r den On-Bereich
und die Blauen fu¨r den Off-Bereich des rezeptiven Feldes stehen. Zu den dargestellten Topologien
existieren grundsa¨tzlich auch immer die negierten Formen, bei der On- und Off-Bereich vertauscht
ist. Es bietet sich an, das zentrale Hexagon als Referenzpunkt fu¨r die Platzierung auf der Sti-
mulusfla¨che zu definieren. Dies ist allerdings nicht bei allen aufgefu¨hrten RF-Topologien mo¨glich,
da sich bei einigen kein Hexagon im zentralen Symmetriepunkt befindet (z.B. T3, T9, T13). Bei
diesen kann man ein mo¨glichst zentral sitzendes Hexagon als Filterausgang definieren. Die Liste
ist keineswegs vollsta¨ndig. Es gibt fu¨r die Verteilung von n Zentrums- und m Peripheriehexagonen
auf einem 11× 11 Raster
N =
(
121
n
)(
121− n
m
)
Mo¨glichkeiten. Die große Mehrheit dieser Topologien besitzt nichtzusammenha¨ngende Rezepti-
ve Felder. Einige Topologien sind invariant bzgl. einer Drehung um Vielfache von 60◦ um den
Mittelpunkt (z.B. T24, T43, T46, T47, T55 -T63) und besitzen somit die gro¨ßtmo¨gliche Rota-
tionsinvarianz auf dem Hexagonraster. Rezeptive Felder retinaler Ganglienzellen (im Gegensatz
zu rezeptiven Feldern ho¨herer Areale der visuellen Informationsverarbeitung) sind u¨berwiegend
kreisfo¨rmig, konzentrisch, haben jeweils zusammenha¨ngende On- bzw. Off-Bereiche und weisen
eine hohe Rotationssymmetrie auf [KSJ00]. Daher ist es sinnvoll, aus RF-Topologien, die am ehe-
sten diesen Eigenschaften entsprechen, geeignete ST-Filterklassen zu konstruieren. Somit sind die
Topologien T24, T55, T56, T58 - T60 und mit Einschra¨nkungen T25, T26, T37 und T38 die beste
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Abbildung 5.5: Zusammenstellung verschiedener RF-Topologien mit meist antagonistischer Struktur.
Wahl zur Konstruktion der ST-Filterklassen. Dazu kommen zusa¨tzlich die zugeho¨rigen Klassen
mit vertauschten On- und Off-Bereichen. Fu¨r eine Darstellung der spatio-temporalen Filterklas-
sen in ho¨heren Stufen des zentralen Sehsystems ha¨tte die Wahl der Filtertopologien eine Andere
sein mu¨ssen. Es ist bekannt, dass im V1 Gabor- oder Waveletartige Strukturen zu finden sind.
Die Wahl der Topologien ha¨tte somit richtungsabha¨ngige Anordnungen wie z.B. T32 und T33
beinhalten mu¨ssen (s. Unterabschnitt 3.4.2).
5.1.5 Konstruktion der ST-Filter Klassen
Um den Raum der spatio-temporalen Filterparameter retinaler Ganglienzellen grob mit unter-
schiedlichen ST-Filter Prototypen abzudecken, mu¨ssen neben der spatialen Komponente auch
verschiedene temporale Filtereigenschaften simuliert werden. Ein ST-Filter-Typ wird deshalb au-
ßer durch die RF-Topologie und das On-Off-Verhalten auch durch das temporale Filterverhalten
definiert.
Bei einer Beschra¨nkung der FIR-Filter-Ordnung auf K = 3, stellen die beiden nachfolgenden
FIR-Filterkerne hP und hM Zeitfilter dar, um das temporale Antwortverhalten retinaler P-Zellen
bzw. M-Zellen zu simulieren (s. Abbildung 5.6).
hP =
[
0.45 0.43 −0.23 −0.15 ] (5.4)
hM =
[
0.32 −0.32 −0.32 0.32 ]
Das durch den Kern hP definierte FIR-Filter hat Tiefpass-Charakter mit einem kleinen transienten
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(a) (b)
Abbildung 5.6: Amplitudenspektrum und Sprungantworten fu¨r die FIR Filterkerne hP und hM
Anteil, der ein leichtes U¨berschwingen der Sprungantwort bewirkt. Er zeigt also na¨herungsweise
das tonische Antwortverhalten retinaler P-Ganglienzellen. Der Filterkern hM hat Bandpass-
Charakter. Bei einem statischen Stimulus ist dessen Antwort Null. Auf Reiza¨nderungen antwortet
er jedoch und zeigt na¨herungsweise das phasische Antwortverhalten von M-Zellen.
Die Beschra¨nkung der FIR-Filterordnung hat die Ursache darin, dass die grundsa¨tzlichen In-
versionsmo¨glichkeiten der ST-Filter zuna¨chst fu¨r niedrige Filterordnungen untersucht werden sol-
len. Eine hohe temporale Filterordnung fu¨hrt zu einer essenziellen Zunahme der Dimension der
Filtermatrizen. Fu¨r die Inversion mittels Entscheidungsbaum ist die Filterordnung nicht ausschlag-
gebend. Andererseits darf die Ordnung auch nicht zu gering gewa¨hlt werden, da sonst die verschie-
denen temporalen Filtereigenschaften retinaler Ganglienzellen nicht nachgebildet werden ko¨nnen.
Im Folgenden wird ein gro¨ßerer Wert auf die mathematische Handhabbarkeit als auf die wirk-
lichkeitsnahe biologische Modellierung gelegt und so eine niedrige Filterordnung gewa¨hlt. Mit der
Filterordnung K = 3 ergibt sich fu¨r die temporale Filterung die Vorschrift:
resi(n) =
3∑
k=0
aCik res
C
i (n− k) +
3∑
k=0
aPik res
P
i (n− k) (5.5)
Die La¨nge TK einer Impulsantwort h(n) bei der Filterordnung K = 3 sind vier Zeitschritte.
h(n) =
3∑
k=0
akδ(n− k) = a0δ(n) + a1δ(n− 1) + a1δ(n− 2) + a3δ(n− 3) (5.6)
Aus diesen beiden temporalen Filterkernen und den oben definierten RF-Topologien ko¨nnen nun
verschiedene ST-Filter-Prototypen erzeugt werden. Die Benennung der Filter wird folgendermaßen
vorgenommen: Cn Pm P/M On/OFF.
Dabei steht
- C fu¨r Zentrum und n fu¨r die Anzahl der zugeho¨rigen Hexagone,
- P fu¨r Peripherie und m fu¨r die Anzahl der zugeho¨rigen Hexagone,
- P fu¨r Parvus bzw.M fu¨r Magnus und somit fu¨r die Klassifikation nach temporaler Filterung,
- On bzw. Off fu¨r die Zugeho¨rigkeit des Zentrums zum jeweiligen RF-Bereich.
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Abbildung 5.7: ST-Filter-Pool
In Abbildung 5.7 ist der aus vier RF-Topologien und den beiden temporalen Filtern gebilde-
te Filterpool mit der zugeho¨rigen Benennung dargestellt. Das etwas sta¨rkere schwarz umrandete
Hexagon steht fu¨r den Referenzpunkt des Filters. Eine mo¨gliche spatiale Gewichtung ist jeweils
stellvertretend in ein Hexagon des Zentrums und eines der Peripherie eingetragen. Die Filterbe-
zeichnung C1P6 P-On steht demnach fu¨r eine Topologie mit einem Zentrums- und sechs Peri-
pheriehexagonen, wobei das Zentrum On-Charakter und die Peripherie Off-Charakter hat. Des
Weiteren zeigt das Filter na¨herungsweise das zeitliche Antwortverhalten retinaler P-Zellen.
Um eine gro¨ßere Variabilita¨t der temporalen Filterantworten zu erhalten, wurden nicht al-
le ST-Filtertypen mit den beiden temporalen Filterkernen hP und hM (Gleichung 5.4) erzeugt.
Stattdessen wurden die temporalen Gewichte so gewa¨hlt, dass eine gute Unterscheidbarkeit der
Filterantworten gewa¨hrleistet war. Dies hatte im Rahmen der hier durchgefu¨hrten Untersuchun-
gen Priorita¨t gegenu¨ber einer mo¨glichst exakten Kopie des physiologischen Verhaltens (s. a. Un-
terabschnitt 5.4.2). Die fu¨r die Filterklassen verwendeten temporalen Gewichte sind im Anhang
aufgefu¨hrt (s. Anhang B).
5.1.6 Anordnung der ST-Filter (Filter Tiling)
Die Positionierung der so erzeugten ST-Filter auf dem Hexagonraster ist als na¨chstes durch-
zufu¨hren. Als Position fu¨r ein ST-Filter kommt im Grunde jedes Hexagon des Eingabebereichs
in Frage. In Abbildung 5.8 (links) ist ein Ausschnitt einer zufa¨lligen Filteranordnung dargestellt.
Ob eine Kombination aus einem Filterpool und einer definierten Filteranordnung ein invertierba-
res ST-Filterarray ergibt, ist nicht direkt ersichtlich. Bei einer zufa¨lligen Anordnung kann man
z.B. nicht davon ausgehen, dass alle Hexagone durch Rezeptive Felder u¨berdeckt sind. Existieren
Hexagone, die nicht durch Rezeptive Felder u¨berdeckt sind, ist eine Rekonstruktion des Eingangs-
reizes nicht mo¨glich. Ziel ist es, eine solche Kombinationen aus ST-Filter Typen und Anordnungen
zu finden, die die retinale Physiologie hinreichend gut widerspiegeln (s. Unterabschnitt 4.2.4) und
die gleichzeitig invertierbar sind.
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Abbildung 5.8: Dargestellt sind ein Ausschnitt eines zufa¨lligen Tilings (links). Rechts ist das Basic-Tiling
mit den Filterklassen F1, F2 und F3 veranschaulicht.
Es werden verschiedene Filteranordnungen auf Invertierbarkeit untersucht. Als eine Mo¨glichkeit
wird die Anordnung betrachtet, bei der zwischen benachbarten ST-Filter-Stu¨tzstellen jeweils ein
unbesetztes Hexagonfeld liegt (Basic-Tiling). Dieses ist in Abbildung 5.8 (rechts) mit drei Filter-
klassen F1, F2 und F3 dargestellt, die alle dieselbe Topologie besitzen4. Bei dieser Wahl ist jedes
Hexagon, auf dem sich ein Filter befindet, durch genau ein RF abgedeckt. Alle anderen Hexagone
werden von genau zwei RFs u¨berlappt. Die zahlenma¨ßige Verteilung von 23 P-Zellen und
1
3 M-
Zellen, sowie RF-Gro¨ße, U¨berlappung und gegenseitiger Abstand stehen in guter U¨bereinstimmung
mit Daten der Primatenretina (s. [ENB05]). Eine weitere Mo¨glichkeit besteht darin, an jeder He-
xagonposition ein Filter zu positionieren. Ist dies fu¨r alle Positionen das gleiche Filter (z.B. F1),
so erha¨lt man ein homogenes F1-Tiling (s. Abbildung 5.9 links). Eine derart dichte Positionie-
rung unterschiedlicher Filtertypen ist ebenfalls mo¨glich. Hier ist zuna¨chst auf eine große Na¨he zur
Retinaphysiologie verzichtet worden. Diese Art der Filteranordnungen sind jedoch interessant fu¨r
grundlegende Untersuchungen hinsichtlich der Invertierbarkeit von ST-Filteranordnungen mit der
Matrix-Methode. Hier wird jedes Hexagon durch RFs von sieben ST-Filtern u¨berlappt.
Eine weitere mo¨gliche Anordnung, die im Folgenden Verwendung finden wird, basiert ebenfalls
auf dem homogenen F1-Tiling. Bei diesem homoF1-mod4 -Tiling (s. Abbildung 5.9, rechts)
wurden allerdings einige Filterstu¨tzstellen entfernt, wodurch die Kondition der zugeho¨rigen Ab-
bildung im Vergleich zum homogenen F1-Tiling vergro¨ßert wird.
Der Sichtbereich, dem 16×16 Hexagone zu Grunde liegen, betra¨gt etwa 8 Bogenminuten, wenn
man von einem Photorezeptordurchmesser von 0.5 Bogenminuten in der Fovea ausgeht. Mo¨chte
man den ganzen Bereich der Fovea (Durchmesser ca. 1mm) mittels eines FM-Moduls simulieren, so
wu¨rde dies einer Hexagongittergro¨ße von etwa 500×500 entsprechen. Diese Anzahl wu¨rde bei einer
1:1-Verschaltung mit der Ganglienzellschicht auf 25 000 zu simulierende ST-Filter hinauslaufen.
5.1.7 Resultat der ST-Filterung
Das Ergebnis einer ST-Filterung des SW-Stimulus aus Abbildung 5.2 ist in Abbildung 5.10 darge-
stellt. Die eingesetzte ST-Filterstruktur wurde aus dem Basic-Tiling mit den Filtertypen F1, F2,
und F3 gebildet. Daraus resultieren bei einer Auflo¨sung von 16× 16 Hexagonen 64 ST-Filter. Nur
an den Stu¨tzstellen sind die Resultate der Filterung vorhanden. Die resultierende Impulsrate des
ST-Filterausgangs ist dort jeweils als Grauwert dargestellt. Dabei war zu beru¨cksichtigen, dass
4Im Folgenden wird die Filterbelegung des Basic-Tiling auch mit [Fx,Fy,Fz] bezeichnet, wobei, Fx,Fy und Fz
beliebige ST-Filterklassen sein ko¨nnen.
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Abbildung 5.9: Dargestellt sind ein Ausschnitt eines homogenen Tilings mit dem Filtertyp F1 (links).
Ein homogenes Tiling besitzt an jeder Hexagonposition eine Filterstu¨tzstelle des selben
Typs. Rechts ist das homogene F1-Tiling dargstellt, wobei in diesem Fall allerdings
an den Hexagonfeld-Positionen mit der Eigenschaft (x+y)mod4=0 die Filterstu¨tzstelle
entfernt wurde. Dieses Tiling wird im Folgenden mit homo F1-mod4 bezeichnet.
der Grauwertebereich nur 256 Werte umfasst und so Filterresultate kleiner Null als schwarz und
gro¨ßer 255 als weiß dargestellt wurden.
An den Positionen mit blauen Hexagonen und weißen Kreuzen befinden sich keine ST-Filter.
Somit existiert dort kein Filterresultat. Die Vera¨nderung der Impulsrate mit der Zeit kann durch
Betrachtung der verschiedenen Frames des Filterergebnisses untersucht werden. Die Anzahl der
Frames der Filterantwort TF ist durch die Zahl der Frames TS des Stimulus und durch die
Filterordnung K gegeben. Es gilt:
TF = TS +K (5.7)
Die Grauwerte an den Filterpositionen kennzeichnen die momentane Impulsrate des dortigen ST-
Filters. Das Ergebnis der ST-Filterung wird anschließend an das Inverter Modul weitergereicht.
5.2 Entwicklung des Inverter Moduls
Die Aufgabe des Inverter Moduls (IM) ist es, aus dem parallelen Datenstrom der ST-Filterung
durch den Retina Encoder den urspru¨nglichen Stimulus P1 zu rekonstruieren. Dies bedeutet,
dass IM die spatio-temporale Abbildung invertieren muss. Anschließend gibt IM das Inversions-
ergebnis P2 auf einem Bildschirm aus, wo es von einer normalsichtigen Versuchsperson bzgl. der
U¨bereinstimmung mit dem Stimulus P1 bewertet werden kann. Alternativ lassen sich automa-
tische Lerntests durchfu¨hren, indem durch ein psycho-physikalisch motiviertes, mathematisches
Fehlermaß die Qualita¨t der U¨bereinstimmung zwischen Stimulus und IM-Output berechnet wird
und aufgrund dessen das automatische Lernsystem seine Entscheidungen trifft.
Die Vorgehensweise zur Erzeugung und der Einsatz des Inverter Moduls bei RE* im Zusam-
menspiel mit Filtermodul und Dialogsystem la¨sst sich folgendermaßen untergliedern:
1. Wahl einer ST-Filter-Einstellung fu¨r das Filter Modul, die invertierbar sein muss (Referenz-
Abbildung F1ref).
5
2. Generierung eines zugeho¨rigen Inverter Moduls (zugeho¨rige Referenz-Abbildung F2ref), z.B.
durch Berechnung oder Training, so dass gilt: F2ref◦F1ref=Id
5Um besonders Nahe an der physiologsichen Realita¨t zu sein, wa¨re es notwendig, eine FM-Einstellung zu wa¨hlen,
die der ST-Filterung der biologischen Retina entspricht.
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Abbildung 5.10: Ausgabefenster des Filter Moduls mit erstem Frame des Filterresultats fu¨r den
pi−Stimulus.
3. Verstellung des Filterparametersatzes des Inverter Moduls F16=F1ref. Die Abbildung F2ref
wird dabei festgehalten.
4. Versuch der Wiederherstellung der Referenz-Abbildung F1ref mit Hilfe des Dialogsystems
durch Vergleich von Eingangsstimulus P1 mit dem IM-Output P2=F2ref(F1(P1)).
Diese Vorgehensweise ist grundlegend fu¨r alle Inversionsverfahren.
5.2.1 Erzeugung von ku¨nstlichen Miniature Eye Movements
An dieser Stelle werden die in Abschnitt 4.5 behandeltenMiniature Eyemovements during Fixation
als eine notwendige Funktionalita¨t des Inverter Moduls eingefu¨hrt. Da es sich um eine technische
Simulation eines biologischen Prozesses handelt, sollen sie im weiteren Verlauf als Simulated Mi-
niature Eyemovements (SME) bezeichnet werden. Das Inverter Modul hat in diesem Fall, a¨hnlich
wie das Zentrale Sehsystem beim Menschen, die Mo¨glichkeit, u¨ber eine Ru¨ckkopplung hin zum
Filter Modul bei Bedarf SMEs anzufordern (s. Abbildung 5.11). FM verschiebt daraufhin das Sti-
mulationsmuster gegenu¨ber dem fixen Filterarray um einen definierten Vektor v. Dabei sind sechs
grundlegende Richtungen mo¨glich, die durch die Buchstaben A, B, C, D, E, F kodiert werden. Die
Verschiebungsla¨nge kann prinzipiell beliebig viele Hexagonla¨ngen betragen (s. Abbildung 5.12 a)).
Der Verschiebungsvektor kann aus verschiedenen Einzelverschiebungen zusammengesetzt werden,
z.B. v = 2A3B.
Es ist dabei jedoch zu bedenken, dass an den Ra¨ndern des Stimulationsfeldes die Hexagone aus
dem bisherigen Sichtbereich herauswandern und auf der gegenu¨berliegenden Seite neue Hexagone
hereinwandern. Um diese neuen Hexagone handhaben zu ko¨nnen, wurde bei der Implementierung
des Filtermoduls der Offset-Bereich konstruiert. Die Gro¨ße des Offset-Bereichs ist jeweils an die
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Abbildung 5.11: Inverter Modul mit Ru¨ckkopplung zum Mustereingang, um Simulierte Miniature Eye-
movements (SME) aufzurufen.
verwendeten Augenbewegungsvektoren anzupassen. Bei einer Verru¨ckung um ein Hexagondurch-
messer in eine beliebigen Richtung reicht ein Offset von zwei Hexagonen aus.
Bisher blieb offen, wie die unbekannten Hexagone des Offsets gesetzt sind. Hier gibt es prin-
zipiell mehrere Mo¨glichkeiten. Im einfachsten Fall werden die Offset Hexagone alle auf schwarz
gesetzt (d. h. es existiert ein schwarzer Rahmen von zwei Hexagonen Breite um das urspru¨ngliche
Bild).
Prinzipiell konnte der SME-Verschiebungsvektor v zufa¨llig hinsichtlich seiner Zusammenset-
zung erzeugt werden. Es bestand aber auch die Mo¨glichkeit eine feste Sequenz von SME-Vektoren
vi mit i = 1...n vor Beginn der Inversion zu definieren (s. Abbildung 5.12 b)). Hinsichtlich der
Verschiebungsstrecke der SME wurde immer nur ein Hexagondurchmesser verwendet, da auf die-
se Weise immer benachbarte Bereiche durch dasselbe RF verarbeitet wurden. Aufgrund dieser
Eigenschaft entsprechen die verwendeten SMEs am ehesten dem Tremortyp.
5.3 ST-Filter Inversion mit der Matrix-Methode
Die Entwicklung dieses Inverter Modells basiert auf den mathematischen Grundlagen, die in Ab-
schnitt 3.6 dargestellt wurden. Der Inversionsansatz geht ausschließlich von einer linearen Filter-
Theorie der retinalen Signalverarbeitung aus. Nichtlineare Effekte, die z.B. durch minimale und
maximale Feuerraten der retinalen Ganglienzellen zustande kommen, werden vernachla¨ssigt. Wei-
terhin wird im linearen Modell kein additiver Offset verwendet.
Fu¨r die Umsetzung der Matrizenalgorithmen und insbesondere der SVD-Zerlegung wurde auf
Routinen der Numerical Recipes in C++ zuru¨ckgegriffen [PTVF03]. Die zu Beginn des Abschnitts
erwa¨hnten Schritte fu¨r den RE*-Betrieb haben bei Anwendung des Matrix-Formalismus die fol-
genden Auspra¨gungen:
• Erzeugung der Filtermatrix A aus Filter-Tiling sowie den Parametern der ST-Filtertypen
(Dimension: m× n, mit m = [N ·N · (TS +K)] und n = [N ·N · TS ])
• Vergleich der Filtermatrix mit vorgegebenen gespeicherten Filtermatrizen. Wenn hier eine
U¨bereinstimmung vorliegt, kann die zugeho¨rige inverse Matrix geladen werden. Dadurch
wird die zeitaufwendige Matrixinversion umgangen. Dieser Schritt ist nicht bei allen Regu-
larisierungsmethoden mo¨glich. Falls keine U¨bereinstimmung mit einer abgespeicherten Fil-
termatrix vorliegt, wird die generalisierte Inverse Matrix A+ mittels einer SVD-Zerlegung
berechnet.
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(a) (b)
Abbildung 5.12: a) Darstellung der sechs grundlegenden Verschiebungsrichtungen A, B, C, D, E
und F, die simulierten Miniature Eye Movements zur Verfu¨gung stehen. Der SME-
Verschiebungsvektor v ergibt sich aus der Addition von Richtung und Strecke von
Einzelverschiebungen. b) zeigt eine mo¨gliche Sequenz von sechs SME Verschiebungen:
v1 = A, v2 = F, ... Die SME-Sequenz bewirkt, dass der Fixationspunkt in etwa er-
halten bleibt. Zusa¨tzlich garantiert diese Sequenz, dass ein Hexagonfeld-Offset von 2
Hexagonen Breite bei der ST-Filterung ausreichend ist.
• Generierung des n-dimensionalen Eingangsvektors pin aus dem spatio-temporalen Reizmus-
ter P1
• Erzeugung von einer oder mehreren Filtermatrizen gema¨ß den Vorgaben des Dialogsystems.
Fu¨r den Fall, dass hier beispielsweise das 3-aus-6-Verfahren angewendet wird, generiert der
Evolutiona¨re Algorithmus sechs ST-Filterparametersa¨tze, aus denen in diesem Schritt die
sechs zugeho¨rigen Filtermatrizen Ai erzeugt werden. Anschließend findet die Berechnung
der Filterergebnisse fu¨r die sechs Fa¨lle statt: outiRE = Aipin.
• Umrechnung und Ausgabe des Filterergebnisses auf dem Schirm (Filteroutput-Display). Die-
se Operation entspricht der Anwendung der ersten Abbildung (F1) im hier verwendeten
Modell der visuellen Wahrnehmung (s. Abbildung 2.2).
• Berechnung des rekonstruierten Inputs durch jeweilige Multiplikation der sechs Vektoren mit
der Pseudoinversen pirekonstr = A
+outiRE , was zu den verschiedenen Inverterausgaben fu¨hrt.
Diese Abbildung entspricht der zweiten Abbildung (F2ref).
• Umrechnung und Ausgabe des rekonstruierten Inputs P2i im Hexagonraster des Inverter
Modul-Displays.
Im Falle der Anwendung eines Regularisierungsverfahrens mu¨ssen die Schritte evtl. abgewan-
delt werden, da sich der Regularisierungsoperator nicht immer geschlossen darstellen la¨sst.
An Rechenaufwand ergeben sich somit je Filterparametervorschlag zwei Matrix-Vektor-
Multiplikationen, was selbst bei großen Matrizen gute Laufzeiteigenschaften hat.
In Abha¨ngigkeit von der Hexagongittergro¨ße N × N , der Framezahl TS sowie der festen Fil-
terordnung K = 3 ergeben sich verschiedene Matrixdimensionen (s. Tabelle 5.1)
Im Folgenden werden einige Untersuchungen des Matrixformalismus dargestellt, die mit einer
festen Framezahl TS = 4 und variablen Hexagongittergro¨ßen (8× 8, 16× 16, 32× 32) durchgefu¨hrt
wurden. Dabei wurden verschiedene Filter-Tilings betrachtet. Um die Simulationen in angemesse-
ner Zeit durchfu¨hren zu ko¨nnen, wurde darauf geachtet, dass die Matrixdimension unter 5120×2048
blieb, da ansonsten die numerischen Berechnungen viel Zeit in Anspruch nehmen wu¨rden.
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N ×N / TS 2 3 4 5 6
4× 4 80× 32 96× 48 112× 64 128× 80 144× 96
8× 8 328×128 384× 192 448× 256 512× 320 576× 384
16× 16 1280×512 1536× 768 1792× 1024 2048× 1280 2304× 1536
32× 32 5120×2048 6144× 3072 7168× 4096 8192× 5120 9216× 6144
64× 64 20480×8192 24576× 12288 28672× 16384 32768× 20480 36864× 24576
Tabelle 5.1: Abha¨ngigkeit der Matrixdimension von Hexagongittergro¨ße, Framezahl und Filterordnung.
Im Gegensatz zu den mathematischen Grundlagen werden hier nur Filteroperationen zu-
gelassen, wenn die Stu¨tzstelle im Hexagonfeld liegt. Dadurch ist die Matrixdimension un-
abha¨ngig von der Gro¨ße des RFs. Weiterhin besteht die Mo¨glichkeit, leere Zeilen, die durch
fehlende Stu¨tzstellen entstehen, aus der Matrix zu entfernen.
Die Abbildung des Filtermoduls ist sehr variabel. Es ko¨nnen sowohl Filter-Tiling als auch die
RF-Topologie der Filtertypen und die spatialen und temporalen Gewichte vera¨ndert werden. Im
Rahmen dieser Arbeit ist keine vollsta¨ndige Analyse aller mo¨glichen ST-Filter Konstellationen
mo¨glich. Zur Untersuchung einzelner Gesichtspunkte wird im weiteren Verlauf meist auf den Fil-
tertyp F1 zuru¨ckgegriffen. Dieser fu¨hrt bei einem homogenen Tiling auf eine gut konditionierte
Abbildungsmatrix. Schlecht konditionierte Matrizen werden im Folgenden meist durch (struktu-
riertes) Entfernen von Filterstu¨tzstellen erzeugt. Alternativ zum homogenen F1 Tiling wird auch
ein alternierendes F1, F5 Tiling eingesetzt, wobei der F5 Filtertyp ein gro¨ßeres Rezeptives Feld
besitzt (s. Abbildung 5.7).
5.3.1 Struktur einer Filtermatrix
Bevor na¨her auf die Abbildungseigenschaften der Filtermatrizen eingegangen wird, soll zuna¨chst
die grundsa¨tzliche Struktur der Filtermatrizen deutlich gemacht werden. Diese sind sehr schwach
besetzt (sparse). Abbildung 5.13 zeigt die Filtermatrix AaltF1F5 der Dimension 1792 × 1024 fu¨r
eine ST-Filterung eines Stimulus mit einer Auflo¨sung von 16×16 Hexagonen, TS = 4 und einer
Filterordnung K = 3. Die Filteranordnung ist gegeben durch eine alternierende Positionierung der
Filtertypen F1 und F5 (s. Abbildung 5.7)6. Dies bedeutet, dass alle Filterpositionen besetzt sind.
Es existieren somit 256 ST-Filter.
Um die Filtermatrixeintra¨ge ungleich Null besser erkennen zu ko¨nnen, wurden diese weiß ge-
setzt. Die Eintra¨ge, die gleich Null sind, wurden entsprechend schwarz gefa¨rbt.
Man erkennt deutlich, dass sich die Eintra¨ge auf mehrere Parallelen zur Hauptdiagonalen be-
schra¨nken. Nur 47 264 der 1 835 008 Eintra¨ge sind ungleich Null. Die Matrix hat den vollen Spalten-
rang und die Kondition der Matrix ist 20.37. Das zugeho¨rige Gleichungssystem ist u¨berbestimmt,
da die Zahl der Zeilen mit 1792 gro¨ßer als die der Spalten ist (1024). Anhand dieser Filterma-
trix soll im Folgenden die Rekonstruktion des Eingabemusters aus dem Filterergebnis untersucht
werden.
5.3.2 Auswirkung der Matrixkondition auf die Rekonstruktion
Der Idealfall, bei dem das Filterergebnis unvera¨ndert fu¨r den Inversionsprozess zur Verfu¨gung
steht, tritt in der Realita¨t im Grunde nie ein. Ob die Rekonstruktion bei vera¨ndertem Filterresul-
tat ein vernu¨nftiges Ergebnis liefert, ha¨ngt entscheidend von der Kondition der Abbildung ab. Die
ST-Filtermatrix AaltF1F5 hat beispielsweise eine relativ geringe Kondition von 20.71. Aus diesem
Grund haben verrauschte Eingabedaten bzw. lokale Fehlzuordnungen der Filtertypen keine kata-
strophalen Auswirkungen. In Abbildung 5.14 a) ist der erste Frame des Inversionsergebnisses fu¨r
6F1 besitzt hier die C1P6 Topologie. Dabei ist die Zentrumsgewichtung +12 und die der Peripherie -1. Die
temporalen Gewichte fu¨r den Zentrumspfad sind: [0.45, 0.43, -0.23, -0.15] und fu¨r die Peripherie [0.4, 0.3, -0.3, -0.1].
Der Filtertyp F5 hat die Topologie C1P18. Die Zentrumsgewichtung ist +30, die der Peripherie -1. Die temporalen
Gewichtssa¨tze fu¨r Zentrum bzw. Peripherie sind: [1,1,0.5,0.1] bzw. [1,-1,-1,0.5]. Die beiden Offsets sind Null und die
Skalierungen jeweils 1.
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Abbildung 5.13: Filtermatrix einer FM-Konstellation bei der die Filtertypen F1 und F5 alternierend
angeordnet sind. Die Filtermatrix hat die Dimension 1792× 1024 in der allerdings nur
47264 Eintra¨ge ungleich Null sind.
den Fall dargestellt, bei dem zuna¨chst die generalisierte Inverse A+altF1F5 berechnet wurde (d.h. die
zweite Abbildung F2ref des Inverter Moduls war festgelegt). Anschließend wurde A
+
altF1F5 auf ein
Filterergebnis angewendet, dass durch eine an einer Filterposition (rote Markierung) vera¨nderte
Matrix AaltF1F5 erzeugt wurde. Dies bedeutet, dass die Abbildung F1 des Filter Moduls leicht
verstellt wurde und nicht mehr F1ref darstellt. Als Eingangsreiz diente ein SW-Schachbrettmuster.
Man erkennt, dass das Ergebnis der Inversion nur eine lokale Sto¨rung aufweist, die in der
Umgebung des falsch zugeordneten Filters liegt.
Um die Auswirkungen einer hohen Kondition untersuchen zu ko¨nnen, musste zuna¨chst eine Fil-
termatrix mit hoher Kondition erzeugt werden. Hier stehen mehrere Mo¨glichkeiten zur Verfu¨gung:
1. Einsatz von Filterkernen mit hoher Gla¨ttungswirkung
2. Reduktion der Stu¨tzstellen der ST-Filteroperation. Die Reduktion der Stu¨tzstellen kann
dabei auf zufa¨llige Weise oder durch ein regelma¨ßiges Raster erfolgen. Durch die Wegnahme
der Stu¨tzstellen reduziert sich der Rang der Matrix.
Im Folgenden soll die Kondition der Abbildung auf die zweite Art und Weise vera¨ndert werden,
da u.a. im Rahmen des Retina-Implantat-Projektes die Zahl der Stu¨tzstellen (Stimulationselek-
troden) deutlich unter der der Ganglienzellen liegt. Wenn man nun die Zahl der Filter-Stu¨tzstellen
reduziert, so ist eine perfekte Inversion der ST-Filterung fu¨r alle Eingabemuster noch mo¨glich, so
lange die Filtermatrix den vollen reduzierten Spaltenrang besitzt (Injektivita¨t der Abbildung) und
das Filterresultat nicht gesto¨rt ist. Fu¨r leicht reduzierte Spaltenra¨nge ist eine perfekte Inversion in
den meisten Fa¨llen auch mo¨glich, da der Eingangsvektor noch in dem Vektorraum liegt, der von
den Spaltenvektoren aufgespannt wird.
In Abbildung 5.14 b) ist die Situation fu¨r die Inversion einer ST-Filterung des Schachbrett-
Stimulus dargestellt, bei der die ST-Filterung aus a) durch zufa¨lliges Entfernen von 92 Fil-
terstu¨tzstellen vera¨ndert wurde. Der Rang der sich ergebenden Matrix ist 1024. Die Berechnung
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Abbildung 5.14: Dargestellt ist in a) der erste Frame des Inversionsergebnisses. Dieser wurde durch Mul-
tiplikation des Filterergebnisses mit der Pseudoinversen der Filtermatrix AaltF1F5 be-
rechnet. Das Filterergebnis ist zuvor durch Anwendung eines an einer Hexagonposition
vera¨nderten Filteroperators erzeugt worden. Die blauen Makierungen in den Hexago-
nen weisen auf dort korrekt positionierte Filter hin. Die Position des falschen Filters ist
durch einen roten Punkt markiert. In b) wurde die alternierende Verteilung der Filter-
typen F1 und F5 durch zufa¨lliges Entfernen von 92 Filterpositionierungen vera¨ndert.
Anschließend wurde die Inversion mit der zugeho¨rigen pseudoinversen Matrix berech-
net. Die blauen Punkte kennzeichnen wieder die Stu¨tzstellen mit richtig zugeordneten
Filtertypen, der rote Punkt eine einzige falsch zugeordnete Filterbelegung (F2 statt
F5). An den Hexagonpositionen ohne Punkt wurde eine Stu¨tzstelle entfernt.
der Kondition aus den Singula¨rwerten ergibt 6.44×105. Die Matrix hat also den vollen Spaltenrang
und eine perfekte Inversion der durch die Matrix erzeugten ST-Filterungen ist damit mo¨glich.
Wegen der großen Kondition hat die A¨nderung eines einzelnen Filters der Abbildung nicht,
wie im vorhergehenden, gut konditionierten Fall a), nur lokale Auswirkungen, sondern globale
Vera¨nderungen des Inversionsergebnisses zur Folge. Wie im Folgenden noch gezeigt wird, ist in
diesem Fall kein erfolgreiches wahrnehmungsbasiertes RE-Training mo¨glich, da es keinen signifi-
kanten Unterschied zwischen einer guten Filterzuordnung (z.B. nur eine Position falsch besetzt)
und einer schlechten Zuordnung (z.B. viele Positionen falsch besetzt) gibt. Fu¨r noch schlechter
konditionierte Filtermatrizen nimmt dieser Rekonstruktionsfehler weiter zu.
5.3.3 Zusammenhang zwischen Dichte der Stu¨tzstellen und Kondition
Der Zusammenhang zwischen der Reduktion der Filterstu¨tzstellen und dem damit verbundenen
Rang der Matrix sowie der Kondition der linearen Abbildung wurde als Na¨chstes untersucht. In
Abbildung 5.15 a) ist die Abha¨ngigkeit von Rang und Kondition von der Zahl der Stu¨tzstellen
bei einem 16×16 Hexagon-Array dargestellt. Dazu wurden in einem gleichma¨ßig mit Filtertyp F1
belegten Eingabefeld zufa¨llig Filterpositionen entfernt.
Man erkennt, dass der Rang der Filtermatrix bis etwa 75 Leerstellen bei 1024 verbleibt und
ab da anna¨hernd abnimmt7. Die Kondition der Filtermatrix beginnt bei etwa 5 (keine fehlen-
7Dies ist versta¨ndlich, wenn man zu Grunde legt, dass die Zahl der Matrixzeilen ungleich Null sich berechnet
durchm = [(N ·N−L)·(TS+K)], wobei L die Zahl der leeren Stu¨tzstellen ist. Fu¨rN = 16, L = 75, TS = 4 undK = 3
ergibt sich fu¨r die Zeilenzahl m = 1267. Die zufa¨llige Wahl garantiert nicht die Unabha¨nigkeit der u¨berbleibenden
Spaltenvektoren der Filtermatrix. Wenn man die Leerstellen derart geschickt wa¨hlt, dass die u¨berbleibenden Spalten
linear unabha¨ngig sind, ist theoretisch eine Reduktion um etwa 110 Stu¨tzstellen mo¨glich
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Abbildung 5.15: a) zeigt die Abha¨ngigkeit des Rangs und der Kondition der Filtermatrix von der Zahl
der leeren Filterpositionen. Das verwendete Hexagongitter hatte eine Auflo¨sung von
16×16. Das Filter-Tiling bestand aus einer homogenen Belegung mit dem Filtertyp
F1. Die Positionen der leeren Filterstu¨tzstellen wurde zufa¨llig bestimmt. Die Unterbre-
chungen im Verlauf der Konditionskurve sind auf singula¨re Matrizen zuru¨ckzufu¨hren.
b) zeigt den Verlauf des Rekonstruktionsfehlers bei zufa¨lligen Eingangsmustern. Man
erkennt, dass der Rekonstruktionsfehler solange sehr klein ist, wie die Filtermatrix vol-
len Rang hat. Wird der Rang weiter reduziert, so springt Rekonstruktionsfehler sofort
auf sehr große Werte.
de Stu¨tzstelle) und steigt anschließend, in logarithmischer Skalierung, linear bis etwa 106 bei
75 Leerstellen an. Ab dort a¨ndert sich das Verhalten stark. Durch das zufa¨llige Entfernen von
Filterstu¨tzstellen entstehen oft singula¨re oder sehr schlecht konditionierte Matrizen, sofern die
numerische Simulation in diesem Bereich verla¨ssliche Ergebnisse liefert, da ab Konditionswerten
von 1012 die endliche Zahlendarstellung im Rechner zu Ungenauigkeiten fu¨hrt (s. [PTVF03]).
In Abbildung 5.15 b) ist der Euklidische Abstand zwischen Eingangs- und Rekonstruktionsvek-
tor dargestellt, der als Maß fu¨r den Rekonstruktionsfehler dienen soll. Dieser ist vernachla¨ssigbar
bis zu etwa 60 leeren Stu¨tzstellen. Ab dort steigt der Rekonstruktionsfehler sprunghaft auf u¨ber
104 an.
Von besonderem Interesse ist das Abbildungsverhalten von ST-Filtermatrizen, die gerade noch
den vollen Rang besitzen oder auf leicht unterbestimmte Gleichungssysteme fu¨hren, so dass eine
perfekte Inversion (fast) aller Stimuli mo¨glich ist. Dies hat den folgenden Grund: eine Abtastung
mit weniger Stu¨tzstellen als nach dem Abtasttheorem notwendig fu¨hrt zu Rekonstruktionsfehlern.
Andererseits ist die Abtastung eines bandbeschra¨nkten Signals mit einer ho¨heren Abtastrate als
das Nyquist-Shannon-Theorem verlangt verschwenderisch. Eine Filterung mit einer derart redu-
zierten Zahl von Stu¨tzstellen, so dass die sich ergebende Filtermatrix noch den vollen Spaltenrang
hat, ist hinsichtlich der reinen Inversionsfa¨higkeit ausreichend.
Eine Untersuchung verschiedener Basic-Tilings hinsichtlich der Kondition hatte zum Ergebnis,
dass diese eine zu stark reduzierte Zahl von Filterstu¨tzstellen hatten und die zugeho¨rigen Filter-
matrizen nahezu singula¨r waren 8. Basic-Tilings wurden aus diesem Grund nicht im Rahmen des
Matrix-Formalismus untersucht.
8Die Kondition des Basic-Tilings (F1,F2,F3) bei einer Hexagonfeldauflo¨sung von 16×16 betra¨gt 5.56× 1052.Der
Wert ha¨ngt jedoch jedoch von der Maschinengenauigkeit und dem eingesetzten Berechnungsalgorithmus ab. Unbe-
stritten ist, dass die Matrix sehr schlecht konditioniert und fast singula¨r ist.
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5.3.4 Zusammenhang zwischen ST-Filtertyp und Kondition
Neben der Reduktion der Stu¨tzstellen kann die Kondition der spatio-temporalen Filterung auch
durch Variation der Filtereigenschaften vera¨ndert werden. Diese spielen bei den Betrachtungen im
Rahmen dieser Arbeit nicht die zentrale Rolle, da diese durch die physiologischen Eigenschaften der
retinalen Ganglienzellen festgelegt sind und so im Grunde keine Wahlfreiheit besteht, wenn man im
Bereich des physiologisch Plausiblen bleiben mo¨chte. Um eine ungefa¨hre Vorstellung der Einflu¨sse
der Filterparameter zu bekommen, wurde ein Vergleich zwischen einigen unterschiedlichen ST-
Filter-Konfigurationen durchgefu¨hrt.
Variation der RF-Topologie
Zuna¨chst wurde nur die RF-Topologie vera¨ndert. Alle Hexagone des RFs wurden mit +1 gewichtet.
Es wurde keine temporale Filterung vorgenommen. ST-Filter eines Typs wurden homogen u¨ber
das Eingabefeld verteilt. Die temporale Filterung wird zuna¨chst vernachla¨ssigt, d.h. die FIR-
Parametersa¨tze fu¨r Zentrum und Peripherie sind hZ = [1, 0, 0, 0] bzw. hP = [1, 0, 0, 0]. Die sich
ergebenden Filtermatrixkonditionen sind in Tabelle 5.2 dargestellt.
RF-Topologie Topologiename Kondition
Aufl. 12×12 Aufl. 16×16 Aufl. 20×20 Aufl. 24×24
C2 15.80 20.92 26.03 31.13
C3 7.46× 103 1.22× 105 1.98× 106 3.19× 107
C6 3.51× 107 3.91× 1012 4.76× 1016 1.01× 1017
C7 1.80× 103 358.8 820.64 1.39× 103
C10 3.93× 103 6.25× 104 4.09× 104 2.72× 105
C19 230.59 10679 1.06× 104 3.30× 104
C37 7.86× 104 34278 1817.9 5.69× 103
C61 3.61× 104 13730 27122 4.64× 104
Tabelle 5.2: Abha¨ngigkeit der Matrixkondition von der RF-Topologie bei verschiedenen Hexagongit-
terauflo¨sungen. Es wird nur eine reine spatiale Filterung mit einer homogenen Verteilung
der jeweiligen Filter betrachtet. Die einzelnen Hexagone des RFs wurden jeweils mit +1
gewichtet.
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Abbildung 5.16: Die Abbildung a) zeigt die Kondition der Filtermatrix bei homogener Filterung mit
einer C1P6 Filtertopologie und variiertem Zentrumsgewicht auf einem 16×16 Hexa-
gonraster. Die Gewichte der Peripherie sind jeweils +1. Die Abha¨ngigkeit ist fu¨r zwei
Fa¨lle dargestellt: Peripherie ohne Verzo¨gerung und Peripherie mit Verzo¨gerung. Die
Abbildung b) zeigt die entsprechenden Untersuchungen fu¨r eine C1P18 Topologie.
Man erkennt, dass dreieckige RF-Topologien meist auf hohe Konditionen fu¨hren. Weiterhin
verha¨lt es sich vermutlich so, dass kleine, hexagonale RFs in der Regel zu kleineren Konditi-
onszahlen fu¨hren. Diese Regel ist beispielweise bei der Hexagonauflo¨sungen 16×16 und 20×20
weitestgehend erfu¨llt. Abweichungen davon ko¨nnten auf Randeffekte zuru¨ckzufu¨hren sein. An den
Ra¨ndern des Hexagonfeldes tritt eine Beschneidung der RF auf. Diese wird so vorgenommen, dass
der das Hexagonfeld u¨berlappende Teil keine Beru¨cksichtigung in der Filtermatrix erha¨lt. Diese
Beschneidung ko¨nnte vermieden werden, wenn man Hexagonwerte außerhalb des Feldes definiert
wu¨rde, so dass eine Filterung dort mo¨glich wa¨re (z.B. zyklische Erweiterung, Zero-Padding). Dies
fu¨hrte jedoch einerseits zu einer starken Zunahme der Matrixdimension und andererseits wa¨re die
Einfu¨hrung so definierter Hexagonfeldra¨nder aus physiologischer Sicht unplausibel.
Weiterhin wurde der Einfluss der spatialen Gewichte (Zentrums- und Peripheriegewicht) unter-
sucht. Dazu wurde exemplarisch bei zwei festen Topologien (C1P6 und C1P18) bei konstantem Pe-
ripheriegewicht das Zentrumsgewicht innerhalb eines gewissen Bereichs variiert und die zugeho¨rige
Kondition der sich jeweils ergebenden Filtermatrix berechnet. Gleichzeitig wurde der Einfluss einer
temporalen Verzo¨gerung untersucht, indem der temporale FIR-Filterkern der Peripherie hp einem
Delay von einem Zeitschritt entspricht.
Die Ergebnisse sind in Abbildung 5.16 dargestellt. Man erkennt, dass bei beiden Topologien
im Falle der nicht-verzo¨gerten Peripherie die Kondition in einem eingeschra¨nkten Bereich des Zen-
trumsgewichts zu großen Werten tendiert. Wenn betragsma¨ßig große Zentrumsgewichte gewa¨hlt
werden, ergeben sich in beiden Fa¨llen die kleinsten Konditionen. Wenn die Peripherie verzo¨gert
wird, so ergeben sich deutlich besser konditionierte Filtermatrizen. Nur bei wegfallendem Zentrum
(Gewichtswert Null) ergibt sich die gleich hohe Kondition wie im unverzo¨gerten Fall.
Von Interesse war ebenfalls der Einfluss der temporalen Filterung. Der Einfluss verschiedener
temporaler FIR-Parametersa¨tze wurde anhand der C7 RF-Topologie untersucht. Um die Auswir-
kungen der Hexagonfeldra¨nder auf die Matrixkondition ein wenig abscha¨tzen zu ko¨nnen, wurden
verschiedene Auflo¨sungen betrachtet (s. Tabelle 5.3).
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RF-Top. FIR-Parameter Kondition
Aufl. 12×12 Aufl. 16×16 Aufl. 20×20
hZ = [1 0 0 0] 1.80× 103 358.8 820.64
hZ = [1 1 0 0] 5.55× 103 1.10× 103 2.53× 103
hZ = [1 1 1 0] 6.31× 103 1.25× 103 2.87× 103
hZ = [1 1 1 1] 7.85× 103 1.56× 103 3.57× 103
hZ = [1 −1 0 0] 5.55× 103 1.10× 103 2.53× 103
hZ = [−1 2 −1 0] 1.05× 104 2.09× 103 4.78× 103
hZ = [0.45 0.43 −0.23 −0.15] 4.51× 103 8.98× 102 2.05× 103
hZ = [0.32 −0.32 −0.32 0.32] 5.27× 103 1.05× 103 2.40× 103
Tabelle 5.3: Abha¨ngigkeit der Matrixkondition von FIR-Filter-Parametern bei verschiedenen Hexagon-
gitterauflo¨sungen und fester RF-Topologie. Es wird der Einfluss verschiedener temporaler
Gewichtungen bei einer festen RF-Topologie mit einer homogenen Verteilung der jeweiligen
Filter betrachtet. Die einzelnen Hexagone des RFs wurden jeweils mit +1 gewichtet. Die
sich ergebenden Konditionszahlen liegen u¨berwiegend im Bereich um 103.
Die geringste Kondition ergibt sich bei allen Auflo¨sungen im Fall ohne temporale Filterung
( hZ = [1 0 0 0] ). Gla¨ttende als auch differenzierende temporale Filter fu¨hren hier in allen
Fa¨llen zu Konditionen im Bereich von etwa 103.
Die Kondition der Filtermatrizen la¨sst sich durch Variation der Topologien sowie durch Va-
riation der spatio-temporalen Filterparameter deutlich beeinflussen. Im Vergleich ist jedoch die
Konditionsvergro¨ßerung, die durch das Entfernen von Filterstellen entsteht, deutlich sta¨rker.
5.3.5 Stabilita¨t der Inversion gegenu¨ber Vera¨nderung der Filterung
Fu¨r die erfolgreiche Anwendung eines wahrnehmungsbasierten Trainingsverfahren ist es notwen-
dig, dass eine positive Korrelation zwischen einer guten Filterparametereinstellung von FM und
einem guten Inverterausgangsbild P2 besteht. Diese Voraussetzung ist bei schlecht konditionier-
ten Filtermatrizen nicht mehr gegeben. In Abbildung 5.17 sind zwei unterschiedlich konditionierte
Fa¨lle dargestellt, in denen die Inversionsabbildung festgehalten wurde und die ST-Filterung durch
eine Abbildung geleistet wurde, bei der zufa¨llig nacheinander Filterpositionen entfernt worden
sind. Die Situation war somit a¨hnlich zu der des Encoder Trainings, wobei hier nur von einer
perfekten Inversion ausgegangen wurde und nach und nach korrekt zugeordnete ST-Filter entfernt
wurden. Die Zahl der RE ST-Filterkana¨le verringerte sich somit, allerdings blieb die Zahl der
ST-Empfangskana¨le des IM konstant.
Man erkennt, dass eine schlechte Kondition der Filtermatrix (5.7× 104) zu einem sehr starken
Ansteigen des Rekonstruktionsfehlers fu¨hrt, wenn auf einzelnen Sampling-Kana¨len des Inverter
Moduls das zugeho¨rige Filterresultat fehlt. Wird auf diesen Kana¨len ein falsches Filterresultat
u¨bermittelt oder ein Rauschen, so nimmt der Rekonstruktionsfehler noch weiter zu. Ist die Fil-
termatrix gut konditioniert, so sind die Auswirkungen deutlich moderater. Hier steigt der Rekon-
struktionsfehler in beiden Fa¨llen linear an.
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Abbildung 5.17: Aufgetragen ist der Verlauf des Euklidischen Fehlers ErrorEukl = ‖pin − prekonstr‖2
gegen die Zahl der nicht bzw. falsch besetzten Filterstu¨tzstellen. Dabei wurde prekonstr
erzeugt durch: prekonstr = A
+pRE out = A
+Atpin. In a) wurde zuna¨chst von einem
16×16 homogenen F1-Tiling ausgegangen und die Abbildung F1 durch Entfernen bzw.
Ersetzen (Filtertyp F1 wird durch F5 ersetzt) von Filterpositionen vera¨ndert. Im Fall b)
wurden dieselben Untersuchungen fu¨r eine schlechter konditionierte Abbildung durch-
gefu¨hrt (16×16 F1-mod4-F0). Das F1-mod4-F0-Tiling besteht aus einer homogenen
F1-Verteilung, wobei an Positionen (x+y)mod4=0 die Filter-Stu¨tzstelle entfernt wur-
de.
5.3.6 RE-Training bei schlechter Kondition
An dieser Stelle soll ein kleiner Vorgriff auf das wahrnehmungsbasierte Dialogverfahren stattfinden,
das an spa¨terer Stelle noch ausfu¨hrlicher beschrieben wird (s. Abschnitt 5.6). Hier sollen exem-
plarisch die Auswirkungen unterschiedlich konditionierter spatio-temporaler Abbildungen auf den
Lernerfolg in einem wahrnehmungsbasierten Training dargestellt werden.
Zu diesem Zweck wurden mehrere Trainingsla¨ufe des evolutiona¨ren 3-aus-6-Verfahrens mit ei-
ner mathematischen Antwortbewertung bei unterschiedlich konditionierten Filtermatrizen durch-
gefu¨hrt. Die Filtermatrizen wurden anhand eines 16×16 Hexagonfeldes mit alternierenden (F1,F5)-
Filterbelegungen generiert. Anschließend wurden zufa¨llig 0, 25, 50, 75 und 100 Filterstu¨tzstellen
entfernt und die zugeho¨rigen Generalisierten Inversen mittels SVD-Zerlegung berechnet. Es folgte
das Verstellen der ersten Abbildung F1 und der Versuch, in einem automatischen Lerntest mit
dem 3-aus-6 Verfahren die richtige Filterkonfiguration fu¨r F1 wiederzufinden. Die sich ergebenden
Lernkurven fu¨r den Rekonstruktionsfehler und den Fehler sind in Abbildung 5.18 dargestellt.
Man erkennt, dass nur im gut konditionierten Fall ohne fehlende Filterstu¨tzstellen (Kondition
= 5.83) ein einigermaßen erfolgreiches Training durchgefu¨hrt werden konnte. In den schlechter kon-
ditionierten Fa¨llen war dies nicht mo¨glich. Wie man erkennt, ist das Lernverfahren sehr sensitiv
gegenu¨ber einer Vera¨nderung von Filterstu¨tzstellen und damit auch gegenu¨ber der Kondition der
Abbildung. Die Lernverfahren wurden nach 4000 Iterationen abgebrochen. Der Lernalgorithmus
erreichte nach dieser Zeit eine U¨bereinstimmung der Filterzuordnung von etwa 44% (112 von 256
Filtern korrekt). Die Zahl der Iterationen liegt schon deutlich u¨ber der Grenze von 200, die fu¨r
Lernverfahren mit VPs noch als angemessen angesehen werden kann9. Der Inversionsalgorithmus
eignet sich also nicht fu¨r das 3-aus-6-Lernverfahren mit einer normalsichtigen VP. Eine Reduktion
9Wenn man eine Betrachtungsdauer von 3s pro Vorschlag des Lernalgorithmus ansetzt, ergeben sich bei sechs
Vorschla¨gen etwa 20s. 180 Iteration ergeben dann eine Trainingsdauer von etwa 1h.
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Abbildung 5.18: In a) ist der Verlauf des Rekonstruktionsfehlers fu¨r verschiedene Filterarray-
Konfigurationen dargestellt. Das zugrundeliegende Tiling besteht aus den alternierend
angeordneten Filtern F1 und F5. In diesem wurden 25, 50, 75 und 100 Filterstu¨tzstellen
entfernt und anschließend die jeweils zugeho¨rige Generalisierte Inverse berechnet. Dar-
aufhin wurde, ausgehend von einem verstellten FM, in einem evolutiona¨ren Dialogver-
fahren versucht, die korrekte Filterbelegung wiederzufinden. Die zugeho¨rige mathema-
tische Antwortbewertung des automatischen Lernverfahren benutzte als Fitnessbewer-
tung den euklidischen Abstand zwischen Eingangsvektor und Rekonstruktionsvektor:
ErrorEukl =
∥∥pin − pirekonstr∥∥2. Dabei wurden alle Frames des Stimulus beru¨cksichtigt.
Als Stimulus diente dabei ein SW-Zufallsrauschen. Um statistische Effekte ausgleichen
zu ko¨nnen, wurde jeweils ein Mittel aus fu¨nf Trainingsla¨ufen verwendet.
der Filterstu¨tzstellen fu¨hrt bei gleichbleibender Hexagongittergro¨ße zu einer Zunahme der Kon-
dition, was ebenfalls den Trainingserfolg beeintra¨chtigt. Allerdings erscheint eine Reduktion der
Gittergro¨ße nicht als angemessen, da dies fu¨r eine angemessene Darstellung visueller Stimuli eine
zu starke Einschra¨nkung hinsichtlich der Auflo¨sung mit sich bringt.
5.3.7 Einsatz von Regularisierungsverfahren zur Stabilisierung des
Lernvorgangs
Als mo¨glicher Ausweg bietet sich, an den Einsatz von Regularisierungsmethoden zu testen (s.
Abschnitt 3.8), um den Inversionsprozess bei gesto¨rten Daten zu stabilisieren. Die zugeho¨rigen
Simulationsresultate sollen im Folgenden fu¨r einige Regularisierungsverfahren dargestellt werden.
Fu¨r einige Regularisierungen musste allerdings zuna¨chst der optimale Regularisierungsparameter
λ bestimmt werden. Nach der Parameterbestimmung konnte ein automatischer Lerntest des EA-
Dialogverfahrens erfolgen, um die Eignung des Verfahrens fu¨r den Einsatz bei Normalsichtigen zu
untersuchen. Der eingesetzte Evolutiona¨re Algorithmus ist das 3-aus-6 Verfahren mit einer Pa-
rametrisierung, die sich in Abschnitt 5.6 als geeignet herausgestellt hat. Eine Optimierung der
EA-Parameter hinsichtlich der Lerngeschwindigkeit wurde nicht durchgefu¨hrt. Desweiteren wurde
dieselbe EA-Parametrisierung fu¨r alle Regularisierungsverfahren eingesetzt. Dies ist eine Verein-
fachung, da wahrscheinlich unterschiedliche optimale EA-Parametersa¨tze fu¨r die verschiedenen
Regularisierungsverfahren existieren.
Als schlecht-konditionierte Test-Abbildung wurde u¨berwiegend jene eingesetzt, die durch das
16×16 homo F1 mod4 Tiling erzeugt wird (s.a. Abbildung 5.17). Diese besitzt 192 Filterstellen
und eine große, jedoch nicht zu hohe Kondition von 5.77×104. Eine Abha¨ngigkeit der Performan-
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Abbildung 5.19: Die Abbildung zeigt den Verlauf des Rekonstruktionsfehlers (‖pin − prekonstr‖2) in
Abha¨ngigkeit vom Regularisierungsparameter λ. Als Regularisierungsverfahren wurde
die Truncated SVD gewa¨hlt. Die Filter-Modul-Einstellung bestand aus einem 16×16
Hexagonarray mit dem F1-mod4-F0-Tiling. Als Stimulus wurde ein SW-Zufallspattern
gewa¨hlt. Dem Filterresultat wurde additives Gauss’sches Rauschen mit dem Mittel-
wert 0 und der Varianz 1 bzw. 5 hinzugefu¨gt. Es wurde je λ−Wert eine Mittelung u¨ber
100 Simulationen durchgefu¨hrt. Es ergibt sich ein minimaler Rekonstruktionsfehler bei
etwa λ = 0.01.
ce des Regularisierungsverfahrens von der jeweiligen ST-Filterung ist ebenfalls wahrscheinlich. Im
Rahmen der Arbeit kann keine allgemeine Untersuchung der Regularisierung unterschiedlich kon-
ditionierter ST-Abbildungen durchgefu¨hrt werden. Im Folgenden soll die durch das 16×16 homo
F1 mod4 Tiling erzeugte Abbildung exemplarisch fu¨r schlecht konditionierte Abbildungen stehen.
Ein wichtiger Aspekt, der bei allen Regularisierungsverfahren beru¨cksichtigt werden muss, ist,
dass beim Einsatz des Regularisierungsverfahrens im Lerndialog mit einer normalsichtigen Ver-
suchsperson die Berechnung des rekonstruierten Stimulus P2 nicht lange dauern darf. Der rekon-
struierte Stimulus muss der Versuchsperson nach einem Wechsel der Filterparameter mo¨glichst
schnell (<5 Sekunden) zur Verfu¨gung stehen.
5.3.8 Regularisierungsverfahren: Truncated SVD
Zuna¨chst soll die abgeschnittene Singula¨rwertzerlegung Gleichung 3.111 auf ihre Eignung als Re-
gularisierungsverfahren hin untersucht werden. Der Regularisierungsparameter ist in diesem Fall
durch den Grenzwert gegeben, bis zu welchem die Singula¨rwerte der SVD-Zerlegung fu¨r die Er-
stellung der Generalisierten Inversen beru¨cksichtigt werden. Fu¨r die Bestimmung wurde ein Pa-
rametersweep fu¨r λ durchgefu¨hrt und die zugeho¨rigen Rekonstruktionsfehler von Zufallsbildern
bei Vorhandensein eines kleinen additiven, normalverteilten Rauschanteils bestimmt. Es wurden
dabei zwei unterschiedliche Rauschsta¨rken untersucht (Abbildung 5.19). Der Rauschanteil wurde
eingefu¨hrt, um eine Abweichung des zu invertierenden Filterresultats vom korrekten Filterresultat
zu erreichen. Alternativ wa¨re eine Vera¨nderung durch A¨nderung der ST-Filterkonfiguration der
Abbildung F1 mo¨glich gewesen.
Nach Bestimmung des optimalen Regularisierungsparameters von λ = 0.01 fu¨r die verwen-
dete ST-Filterkonfiguration, konnte das evolutiona¨re Trainingsverfahren zur Encoder Einstellung
angewendet werden. Es wurde das automatisches Lernverfahren (3-aus-6 EA) getestet, das eine
Fitnesszuweisung auf Grundlage des Euklidischen Abstandes zwischen Eingangsbild P1 und Inver-
terergebnis P2 verwendet. Im Vergleich mit einem unregularisierten Verfahren war eine deutliche
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Abbildung 5.20: a) zeigt den Vergleich zweier evolutiona¨rer Trainingsla¨ufe zur Filter Modul Einstellung
mit automatischer Antwortbewertung. Es wurde als Stimulus ein konstantes Muster
(weiß) verwendet. Im einen Fall ist wurde keine Regularisierung vorgenommen, im an-
deren Fall wurde eine Regularisierung mittels abgeschnittener Singula¨rwertzerlegung
(TSVD) durchgefu¨hrt. Der Regularisierungsparameter war gegeben durch λ = 0.01. Es
ergibt sich eine sichbare Verbesserung des Lernverfahrens. Allerdings liegt der Rekon-
struktionsfehler beim Abbruch nach 4000 Iterationen noch deutlich u¨ber dem Mini-
malwert von etwa 900, der bei dem verwendeten λ im besten Fall zu erwarten war. In
b) sind die zugeho¨rige Verla¨ufe der Filterfehler gezeigt. Im regularisierten Fall erkennt
man eine deutliche Verbesserung der Filterzuordnung (nur 130 von 192 Filterpositio-
nen nach 4000 Iterationen falsch). Allerdings ist die beno¨tigte Zahl von Generationen
deutlich zu hoch fu¨r einen Einsatz bei normalsichtigen Versuchspersonen.
Verbesserung des Trainingsverlaufs zu erkennen (Abbildung 5.20), was aber fu¨r einen Einsatz bei
normalsichtigen Versuchspersonen noch nicht ausreichend ist, da nach 4000 Iterationsschritten nur
eine ungenu¨gende Reduktion des Filterfehlers festzustellen ist.
5.3.9 Regularisierungsverfahren: Tikhonov
Die Regularisierung nach Tikhonov wurde fu¨r zwei verschiedene Strafterme untersucht:
1. Ω(f) = ‖Df‖2 = ‖If‖2 = ‖f‖2 (s. Gleichung 3.115)
2. Ω(f) = ‖D2f‖2 (s. Gleichung 3.116)
Diese beiden Strafterme haben den Vorteil, dass der Regularisierungsoperator schon im Vorfeld der
Inversion berechnet werden kann und so nur eine einzige Matrix-Vektor Multiplikation wa¨hrend
der Invertierung durchgefu¨hrt werden muss.
1. Strafterm Ω(f) = ‖f‖2 :
Zuna¨chst erfolgte die Bestimmung des optimalen Regularisierungsparameters. Dies geschah analog
zu der TSVD-Regularisierung. Als Filter-Tiling wurde ebenfalls das 16×16 homo F1mod4 Tiling
verwendet. Der optimale Regularisierungsparameter konnte zu λ = 10−7 bestimmt werden (s.
Abbildung 5.21 a)). Eine Rekonstruktion des Stimulus war bei korrekter Filterzuordnung mo¨glich.
Unter Verwendung dieses Parameters wurde anschließend das RE-Training mit automatischer
Antwortbewertung durchgefu¨hrt.Wie man in Abbildung 5.21 c) und d) erkennt, brachte der Einsatz
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Abbildung 5.21: Die Abbildung a) zeigt den Verlauf des Rekonstruktionsfehlers (‖pin − prekonstr‖2) in
Abha¨ngigkeit vom Regularisierungsparameter λ. Als Regularisierungsverfahren wurde
die Tikhonov-Regularisierung mit dem Strafterm Ω(f) = ‖f‖2 gewa¨hlt. Die Filter-
Modul-Einstellung bestand aus einem 16×16 Hexagonarray mit dem homo F1-mod4-
Tiling. Als Stimulus wurde ein SW-Zufallspattern gewa¨hlt. Dem Filterresultat wurde
additives Gauss’sches Rauschen mit dem Mittelwert 0 und der Varianz 1 bzw. 5 hin-
zugefu¨gt. Es wurde je λ−Wert eine Mittelung u¨ber 100 Simulationen durchgefu¨hrt. Es
ergibt sich ein minimaler Rekonstruktionsfehler bei etwa λ = 10−7. In der Abbildung
b) sind die Ergebnisse derselben Untersuchung mit dem Strafterm Ω(f) = ‖D2f‖
2 dar-
gestellt. Hier lag der optimale Regularisierungsparameter etwa bei λ = 0.01 In c) ist
der Verlauf des Rekonstruktionsfehlers der beiden Regularisierungsverfahren im evolu-
tiona¨ren RE-Training mit automatischer Antwortbewertung dargestellt. Zum Vergleich
ist zusa¨tzlich der Verlauf des unregularisierten Trainings (SVD) abgebildet. Es wurde
als Stimulus ein konstantes Muster (weiß) verwendet. Als Regularisierungsparameter
wurden dabei die zuvor Bestimmten verwendet. Abbildung d) zeigt den Verlauf des
Filterfehlers fu¨r die drei Fa¨lle. Nur im Fall der Tikhonov-Regularisierung mit dem
Strafterm Ω(f) = ‖D2f‖
2 ist ein deutlicher Lernerfolg zu erkennen. Nach 4000 Itera-
tionen sind noch etwa 130 von 192 Filterpositionen falsch besetzt.
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dieses Regularisierungsverfahrens keinerlei Verbesserung im Vergleich mit einer unregularisierten
Inversionsmethode (normale SVD).
2. Strafterm Ω(f) = ‖D2f‖2 :
Als diskreter Differentialoperator D2 wurde eine homogene ST-Filterverteilung eines speziellen
isotropen ST-Filterkerns eingesetzt. Die C7 Topologie und die zugeho¨rige Gewichtung des spatia-
len Anteils ist in Abbildung 5.22 dargestellt. Es handelte sich um den diskreten Laplace-Operator
(spatiale Ableitung zweiter Ordnung) auf einem hexagonalen Gitter. Operatoren, die auf der ers-
ten spatialen Ableitung basierten, wurden nicht eingesetzt, da diese zu Anisotropieeffekten gefu¨hrt
ha¨tten. Der Filterkern des temporalen Operatoranteils ergab sich durch die zweite zeitliche Ab-
leitung: hZ = [−1 2 −1 0] . Die Bestimmung des optimalen Regularisierungsparameters
ergab einen Wert von etwa λ = 0.01 (s. Abbildung 5.21 b)). Die Rekonstruktion eines einzelnen
Stimulus beno¨tigt im Falle des 16×16 homo F1 Tilings auf einem AMD 64 X2 3800+ Prozessor-
system (2x 2GHz) etwa 80 ms. Die erstmalige Berechnung der regularisierenden Inversen beno¨tigt
allerdings etwa 300 s (bei einer Hexagonauflo¨sung von 20×20 etwa 750 s).
Der RE-Trainingsverlauf zeigte mit dem Strafterm ‖D2f‖2 das beste Ergebnis. Der Rekon-
struktionsfehler (Abbildung 5.21 c)) lag erheblich unter dem der beiden anderen Verfahren. Der
Filterfehler war nach 4000 Iteration ebenfalls deutlich kleiner (Abbildung 5.21 d)). Fu¨r einen
Einsatz dieses Tikhonov-Regularisierungsverfahrens beim RE-Training mit normalsichtigen Ver-
suchspersonen reicht diese Verbesserung jedoch nicht aus.
5.3.10 Landweber-Verfahren
Die Anwendung iterativer Regularisierungsverfahren unterscheidet sich grundlegend von den bis-
her verwendeten Inversionsverfahren, da die Inversion der ST-Filterung iterativ durchgefu¨hrt wird
und keine zuvor berechnete Matrix zum Einsatz kommt. Je nach beno¨tigter Iterationstiefe hat
dies u.U. viele Rechenoperationen fu¨r eine Inversion zur Folge und verursacht so eine deutliche
Verlangsamung des RE-Trainingsverlaufs, was beim Einsatz normalsichtiger Versuchspersonen un-
erwu¨nscht ist. Der rekonstruierte Stimulus berechnet sich nach Gleichung 3.109 durch:
f = f + ωAT (g −A f) (5.8)
Dabei ist zu beachten, dass es sich bei der Matrix A in Gleichung 5.8 um die korrekte ST-
Filtermatrix handelt und nicht um die, die sich wa¨hrend des Lernvorgangs vera¨ndert. Deren
Einfluss ist bereits in die Berechnung g von eingegangen.
Zuna¨chst wurde das reine Konvergenzverhalten des Landweber-Verfahrens im Fall einer gut
konditionierten und im Fall einer schlecht konditionierten Filtermatrix betrachtet. Dabei wurden in
der Hinabbildung F1 unterschiedlich viele ST-Filter falsch gesetzt. Man erkennt (s. Abbildung 5.23
a) und b) ), dass nur im Fall der gut konditionierten Abbildung und korrekter Filterzuordnung
(0 Filter falsch) eine perfekte Rekonstruktion des Stimulus mo¨glich ist. Eine Vergro¨ßerung der
Filterfehler fu¨hrt zu einem steigenden Rekonstruktionsfehler. Im Fall der schlecht konditionierten
Matrix kommt es zusa¨tzlich zur Divergenz, so dass der Iterationsprozess abgebrochen werden muss.
Der Abbruch erfolgt im Folgenden, wenn der Rekonstruktionsfehler ansteigt.
Abbildung 5.22: Topologie und Gewichtung des spatialen Anteils des diskreten Differentialoperators D2.
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Abbildung 5.23: a) zeigt die Konvergenzeigenschaften des Landweberverfahrens fu¨r eine gut konditio-
nierte Abbildung (16×26 homo F1) bei verschiedenen Anzahlen von falsch zugeordne-
ten ST-Filtern in der RE-Abbildung F1. Man erkennt, dass eine Zunahme der falsch
zugeordneten Filterpositionen negative Auswirkungen auf den resultierenden Rekon-
struktionsfehler hat. In b) sind die Ergebnisse derselben Untersuchung fu¨r eine schlech-
ter konditionierte Abbildung (16×16 homo F1 mod 4 ) dargestellt. Hier fu¨hren falsch
zugeordneten Filter zur Divergenz. Die Iteration muss somit abgebrochen werden. Da
der Stimulus bekannt ist, kann man die Iteration abbrechen, wenn es zu einem Anstieg
des Rekonstruktionsfehlers kommt. In c) ist der Verlauf des Rekonstruktionsfehlers
des Landweberverfahrens im evolutiona¨ren RE-Training mit automatischer Antwort-
bewertung dargestellt. Zum Vergleich ist zusa¨tzlich der Verlauf des unregularisierten
Trainings (mit SVD) abgebildet. Es wurde als Stimulus ein konstantes Muster (weiß)
verwendet. Die Filter-Modul-Einstellung bestand aus einem 16×16 Hexagonarray mit
dem homo F1-mod4-Tiling. Der Abbruch der Iteration erfolgte jeweils bei Anstieg des
Rekonstruktionsfehlers. In d) sind die zugeho¨rigen Filterfehlerverla¨ufe dargestellt. Man
erkennt, dass das Landweber-Verfahren zu einem leicht abnehmenden Filterfehler fu¨hrt
(ca. 150 von 192 Filterzuordnungen nach 1000 Iterationen falsch).
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In Abbildung 5.23 c) und d) ist das Ergebnis des Einsatzes des Landweber-Verfahrens im RE-
Training (3-aus-6 EA) mit automatischer Selektion dargestellt. Man erkennt, dass das Landweber-
Verfahren im Vergleich mit einem unregularisierten Rekonstruktionsverfahren (SVD) zu einer
leichten Verbesserung fu¨hrt. Fu¨r einen Einsatz im RE-Training mit normalsichtigen VPs ist es
jedoch nicht geeignet. Ein weiterer Nachteil ist die Rechenzeit. Eine Rekonstruktion des Beispiels
aus Abbildung 5.23 b) mit 1000 Iterationen beno¨tigt beispielsweise auf einem AMD 64 X2 3800+
Prozessorsystem (2x 2GHz) etwa 14s. Der EA beno¨tigte somit mindestens 6×14 s=84 s reine
Rechenzeit fu¨r eine Generation.
5.3.11 CG-Verfahren
Als weiteres iteratives Regularisierungsverfahren wurde das Verfahren des konjugierten Gradien-
ten (CG-Verfahren) untersucht. Zuna¨chst wurden analog zum Landweber-Verfahren die Konver-
genzeigenschaften des CG-Verfahrens fu¨r unterschiedlich konditionierte Abbildungen bei unter-
schiedlichen Filterfehlzuordnungen untersucht. Es ergab sich ein a¨hnliches Verhalten wie bei der
Landweber-Iteration (s. Abbildung 5.24 a) und b) ). Der Abbruch des Verfahrens erfolgte, wenn
der Betrag des Gradienten ‖d‖ < 10−7 oder wenn 1000 Iteration erfolgt waren. Nur im gut kon-
ditionierten Fall ohne Filterfehler war eine perfekte Rekonstruktion des Stimulus mo¨glich. Das
Vorhandensein von Filterfehlern im gut konditionierten Fall fu¨hrte zu Rekonstruktionsfehlern. Im
schlecht konditionierten Fall konvergierte das Verfahren nur, wenn keine Filterfehlstelle vorlag.
Dies bedeutet, dass bei Existenz von Filterfehlern in diesem Fall das CG-Verfahren abgebrochen
werden muss.
Die Berechnungsvorschrift (Gleichung 3.107) erfordert einige Rechenoperation mehr als das
Landweber-Verfahren. Dies sind jedoch u¨berwiegend Vektoradditionen. Die Berechnungszeit fu¨r
1000 CG-Iterationen betrug beim 16x16 homo F1 -Tiling auf derselben Hardware etwa 15s. Dies
ist fu¨r den Einsatz im RE-Training mit normalsichtigen VPs zu viel.
Die Untersuchung des RE-Trainings mit dem CG-Verfahren ergab eine leichte Verbesserung
der Filterzuordnung (s. Abbildung 5.24 c) und d) ) als die unregularisierte Methode. Die Re-
duktion des Fehlers ist jedoch deutlich geringer als bei der Tikhonov-Regularisierung mit dem
diskreten Differentialoperator D2. Aufgrund der nichtausreichenden Reduktion des Filterfehlers
und der Inversionszeit wurde das CG-Verfahren als ungeeignet fu¨r den Einsatz mit normalsichti-
gen Versuchspersonen eingestuft.
Das vorkonditionierte CG-Verfahren Gleichung 3.108 wurde nicht untersucht, da bei diesem
zusa¨tzliche Matrizenoperationen durchzufu¨hren sind, die die Inversionszeit weiter ansteigen lassen
wu¨rden.
5.3.12 Einsatz von ku¨nstlichen Augenbewegungen zur Konditionsver-
besserung
Der von der Biologie inspirierten Unterstu¨tzung der visuellen Wahrnehmung durch Miniature Eye
Movements folgend, wurde versucht, mit ku¨nstlichen Miniature Eye Movements zusa¨tzliche In-
formation zu generieren und diese dem Inverter Modul zur Verfu¨gung zu stellen. Es ist das Ziel,
im Fall einer schlecht-konditionierten Filterabbildung durch die Zusatzinformation die Kondition
zu verbessern, so dass ein wahrnehmungsbasiertes Training mo¨glich wird. Im Rahmen des Matri-
zenformalismus kann dies geschehen, indem man eine Verschiebungsmatrix Sv generiert und mit
dieser einen verschobenen spatio-temporalen Stimulus erzeugt.
p′in = Svpin (5.9)
Die Verschiebungsmatrix kann dabei in Abha¨ngigkeit vom jeweiligen Augenbewegungsvektor v er-
zeugt werden. Die Erzeugung kann selbst mit Hilfe des Filter-Konfigurators geschehen. Dazu muss
dort ein Filtertyp Fv verwendet werden, der eine RF-Topologie besitzt, die nur aus einem Hexagon
(z.B. dem Zentrum zugeordnet) besteht. Dieses Hexagon muss in Verschiebungsrichtung und um
die Anzahl der gewu¨nschten Verschiebungsschritte in Relation zum zentralen Hexagon platziert
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Abbildung 5.24: a) zeigt die Konvergenzeigenschaften des CG-verfahrens fu¨r eine gut konditionierte
Abbildung (16×26 homo F1) bei verschiedenen Anzahlen von falsch zugeordneten ST-
Filtern in der RE-Abbildung F1. Man erkennt, dass eine Zunahme der falsch zuge-
ordneten Filterpositionen zu Rekonstruktionsfehlern fu¨hrt. In b) sind die Ergebnisse
derselben Untersuchung fu¨r eine schlechter konditionierte Abbildung (16×16 homo F1
mod 4 ) dargestellt. Hier fu¨hren falsch zugeordneten Filter zur Divergenz. Die Itera-
tion muss wie beim Landweber-Verfahren abgebrochen werden. In c) ist der Verlauf
des Rekonstruktionsfehlers des CG-Verfahrens im evolutiona¨ren RE-Training mit auto-
matischer Antwortbewertung dargestellt. Zum Vergleich ist zusa¨tzlich der Verlauf des
unregularisierten Trainings (mit SVD) abgebildet. Es wurde als Stimulus ein konstan-
tes Muster (weiß) verwendet. Die Filter-Modul-Einstellung bestand aus einem 16×16
Hexagonarray mit dem homo F1-mod4-Tiling. Der Abbruch der Iteration erfolgte je-
weils nach je 500 Iterationen. In d) sind die zugeho¨rigen Filterfehlerverla¨ufe dargestellt.
Man erkennt, dass das CG-Verfahren zu einem leicht Reduktion des Filterfehlers fu¨hrt
(ebenfalls etwa 150 von 192 ST-Filtern nach 1000 Iterationen falsch).
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sein. Der zeitliche Filterbeitrag ist die Identita¨t. Die Filtermatrix Sv, die eine Verschiebung des
Eingangsstimulus bewirkt, basiert auf einer homogenen Verteilung von Fv.
Der resultierende Stimulus wird anschließend analog zu dem unverschobenen Stimulus der
spatio-temporalen Filterung durch die Filtermatrix A unterworfen. Die beiden Gleichungen lauten:
outRE = Apin (unverschoben)
out′RE = Ap
′
in = ASvpin (verschoben)
(5.10)
Durch eine geschickte Umordnung ko¨nnen die beiden Gleichungen durch eine Einzige mit einer
gro¨ßeren Filtermatrix B dargestellt werden:(
outRE
out′RE
)
=
(
A
ASv
)
pin
out′′RE = Bpin
(5.11)
Fu¨r die Berechnung der Inversion muss nun die Generalisierte Inverse B+ der Filtermatrix B
berechnet werden. Der Filterausgangsvektor out′′RE besteht aus zwei Teilen, dem Filterergebnis
der unverschobenen und dem des verschobenen Stimulus. Prinzipiell la¨sst sich auf diese Art und
Weise Information von weiteren ST-Filterungen von durch SME erzeugten Stimuluszusta¨nden
einfu¨gen.
Der Einsatz dieses Verfahrens ist fu¨r das wahrnehmungsbasierte RE-Training insofern von
Nachteil, als dass bei jeder Generation einer neuen Filtermatrix durch den evolutiona¨ren Algo-
rithmus eine Matrizenmultiplikation erforderlich ist. Der dazu no¨tige Zeitaufwand verlangsamt
das Trainingsverfahren deutlich. Die Umgehung dieser Multiplikation ist grundsa¨tzlich machbar,
indem man den verschobenen Teil ASv der Filtermatrix B auf andere Weise erzeugt, z.B. durch
eine gro¨ßere Zahl an Filtertypen.
Die unter Beru¨cksichtigung der SME-Zusatzinformation generierte Filtermatrix B hat meist
eine deutlich bessere Kondition, dafu¨r verdoppelt sich die Zeilendimension. Das Prinzip wurde
anhand einer Filterkonfiguration getestet, die aus einem 12×12 Hexagonraster bestand, wobei
als Filter-Tiling ein homogenes F1-Tiling mit 9 entfernten Stu¨tzstellen verwendet wurde10. Die
Kondition der zugeho¨rigen Filtermatrix betrug cond(A) = 7.41 × 103. Die Kondition der zusam-
mengesetzen Filtermatrix B betrug cond(B) = 4.03 × 101. Die Kondition konnte also durch die
Verwendung der durch SME erzeugten Zusatzinformation um einen Faktor von etwa 200 verbessert
werden.
Durch den Einbau des zusa¨tzlichen Filterergebnisses la¨sst sich die Kondition der Abbildung
ernorm verringern. In einem evolutiona¨ren Training (3-aus-6 EA) mit automatischer Antwortbe-
wertung wurde anschließend ein Vergleich der Invertierungsverfahren ohne und mit SME durch-
gefu¨hrt. Die Ergebnisse sind in Abbildung 5.25 a) und b) dargestellt.
Man sieht, dass im Fall der hohen Kondition kein Trainingsfortschritt zu erkennen ist. Im
Falle der Unterstu¨tzung durch eine Augenbewegung (v = A) ist ein deutlicher Trainingsfortschritt
auszumachen. Der Einsatz dieses Inversionsverfahrens fu¨r ein wahrnehmungsbasiertes Training mit
normalsichtigen VP ist die Konvergenzgeschwindigkeit leider nicht ausreichend.
10Die entfernten Stu¨tzstellen hatten jeweils einen Abstand von 4 Hexagonen in x- und y-Richtung des Rasters.
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Abbildung 5.25: a) zeigt den Vergleich der Rekonstruktionsfehlerverla¨ufe; b) zeigt die Verla¨ufe der je-
weiligen Filterfehler. Im Gegensatz zu den vorherigen Untersuchungen wurde hier ein
12×12 homo F1 mod4 Tiling eingesetzt, damit die Dimension der Matrix B nicht zu
groß wurde. Da Man erkennt deutlich, dass der Einbau von durch SME erzeugten
Zusatzinformationen zur Stabilisierung der Inversion beitra¨gt und damit ein besseres
Training der Filterzuordnung ermo¨glicht wird (ca. 85 von 135 ST-Filtern nach 500
Iterationen noch falsch)
5.4 ST-Filter-Inversion mit Entscheidungsba¨umen
5.4.1 Motivation
In diesem Abschnitt soll die Entwicklung eines neuen Inverter-Modul-Typs beschrieben werden,
der bessere lokale Inversionseigenschaften besitzt und somit robuster gegen Sto¨rungen ist als die
Matrixmethode. Dadurch kann man auch bei ST-Abbildungen, die aufgrund weniger Stu¨tzstellen
eine hohe Kondition haben, gute Inversionseigenschaften erreichen. Dabei kann die Beschra¨nkung
auf reine schwarz-weiß Stimuluswerte als Vorwissen eingebaut werden.
Der Inversionsansatz entspringt der folgenden Idee (s. auch [ENB05]): Um eine Inversion der
ST-Filterung zu erhalten, muss der Inverter die Mehrdeutigkeiten der ST-Filterantworten auflo¨sen
ko¨nnen (Unterabschnitt 4.2.7 ). Um dies zu ermo¨glichen, setzt man zwei Annahmen voraus, die
plausibel im Rahmen der Erkenntnisse u¨ber die neuronale Informationsverarbeitung des Zentralen
Sehsystems sind:
1. Jede Ganglienzelle hat eine bestimmte Anzahl von spezifischen Impulsmustern, die sie an
nachgeordnete Teile des Sehsystems u¨bermittelt. Diese Impulsmuster entsprechen bestimm-
ten visuellen Reizen. Diese Impulsmuster ko¨nnen bei Reizung mit dem gleichen Stimulus
fu¨r eine große Zahl verschiedener Stimuli a¨ußerst exakt reproduziert werden, wie Untersu-
chungen von Berry und Meister an Retinae von Kaninchen und Tiger-Salamander ergaben
[BWM97]. Das Zentrale Sehsystem hat in seiner Entwicklungszeit eine gewisse Erwartungs-
haltung bzgl. der ankommenden Impulsmuster (Melodien11) entfaltet, die es auf bestimmten
Eingangskana¨len von retinalen Ganglienzellen erha¨lt. Diese Erwartungshaltung sei als fest
und nicht vera¨nderbar angenommen [Wie82]. Das Zentrale Sehsystem ”erkennt” bei den von
einer Ganglienzelle ankommenden Signalen nur diejenigen, die aus dem Signalpool dieser
11Als Melodie oder auch Filtermelodie wird im Folgenden die zeitliche Antwort eines ST-Filters auf einen spatio-
temporalen Eingangsreiz bezeichnet. Aus der Sicht der Neurophysiologie entspricht dies dem Zeitverlauf der mo-
mentanen Impulsrate (s. auch [ENB05]).
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Zelle stammen. Nur diese werden fu¨r den spa¨teren Wahrnehmungsprozess benutzt. Unbe-
kannte Melodiearten, die von einer Ganglienzelle zu kommen scheinen, werden vom Zentralen
Sehsystem als fehlerhaft angesehen und verworfen. Auf diese Art entsteht eine gewisser Ga-
teway-Charakter des ZVS.
2. Verschiedene visuelle Reize fu¨hren aufgrund der Symmetrie in der RF-Struktur bei der
ST-Filterung zu denselben Zeitverla¨ufen am Ausgang einer Ganglienzelle (Mehrdeutigkeit).
Es ist sehr wahrscheinlich, dass das zentrale Sehsystem versucht, diese Mehrdeutigkeit
durch Kombination der Information von verschiedenen Ganglienzellen zu begegnen. Da-
bei ist es sinnvoll, besonderes Augenmerk auf die Zusammenfu¨hrung von Information zu
legen, die von Ganglienzellen mit u¨berlappenden Rezeptiven Feldern stammen. Zahlreiche
diesbezu¨gliche Untersuchungen [Mas83a, Mas83b, Mas89, AS81] belegen, dass die Zellak-
tivita¨ten benachbarter Ganglienzellen eine hohe Korrelation haben. Des Weiteren benutzt
das Zentrale Sehsystem eine retinotope Informationsverarbeitung in vielen visuellen Korti-
zes [VEAF92, EGW97, FMA+87, TSSDV82], welche die Mo¨glichkeit bietet, Information aus
benachbarten Filterbereichen optimal zu verarbeiten.
Der erste Aspekt kann durch einen Lernvorgang des Inverter Moduls erreicht werden, bei dem
mo¨glichst alle Reiz/ST-Filterantwort Zuordnungen fu¨r sa¨mtliche im Filter-Modul vorkommenden
ST-Filter in einem Initialisierungsvorgang gelernt werden. Die Speicherung kann beispielsweise
mittels einer Lookup-Table geschehen. Im Betrieb vergleicht der Inverter alle auf einem Kanal
ankommenden Filterantworten mit denen des bekannten Antwortsatzes. Ist eine U¨bereinstimmung
vorhanden, so kann der Inverter die RF-Belegung des mit dem Kanal verbundenen ST–Filters
zuordnen. Diese Zuordnung kann nur im Rahmen der Invarianz der ST-Filter durchgefu¨hrt werden.
Unbekannte Filterausgangssequenzen, die auf einem bestimmten Kanal empfangen werden, werden
ignoriert. Diese Situation tritt beispielsweise wa¨hrend des Lernvorgangs des Filter-Moduls auf.
Die Erkennung der Filterantworten kann fehlertolerant gestaltet werden, so dass ein Zeitreihen-
vergleich (zum Beispiel mittels Dynamic time warping, [MR81]) zwischen der ankommenden und
allen auf dem Kanal erlaubten Antwortsequenzen durchgefu¨hrt wird und die a¨hnlichste Sequenz
gewa¨hlt wird. Eine weitere Mo¨glichkeit besteht darin, wa¨hrend des Filtervorgangs die resultieren-
de Filterantwort eindeutig zu benennen und dem Inverter diese Bezeichnung mitzuteilen. Diese
umgeht den Vergleich und erleichtert es, die Inversionsschritte nachzuvollziehen. Bei dieser Art der
Filterung stellt die Ordnung des FIR-Filters keine Einschra¨nkung dar, da der genaue Verlauf der
Zeitreihe keine Rolle spielt, sondern nur deren Eindeutigkeit bzgl. der RF-Belegungsinformation.
Die in Punkt 2 beschriebene Auflo¨sung der Mehrdeutigkeit soll anhand eines C1P6-P-On ST-
Filters fu¨r SW-Stimuli diskutiert werden. Dabei wird weiterhin vorrausgesetzt, dass der visuelle
Reiz nur im ersten Frame angelegt wird (siehe Unterabschnitt 5.4.4). Die Werte des Stimulus sei-
en hier 0 fu¨r schwarz und 1 fu¨r weiß. Die La¨nge einer Filterantwort entspricht somit der La¨nge
der Impulsantwort des temporalen Filters. Der Filtertyp F1 wird dabei aus der C1P6 Topologie
erstellt, wobei dem Zentrum die Gewichtung +12 und den einzelnen Hexagonen der Peripherie
die Gewichtung −1 zugeordnet werden soll. Der Skalierungsfaktor sei 7 und der Offset 20. Die zu-
geho¨rigen temporalen FIR-Filter fu¨r Zentrums- und Peripherie-Pfad seien gleich gewa¨hlt12 und de-
finiert durch den temporalen Filterkern dritter Ordnung hP−On, was zu einer Impulsantwortla¨nge
TF = 4 fu¨hrt.
Da das rezeptive Feld der C1P6-Topologie aus sieben Hexagonen besteht und jedes zwei Reiz-
zusta¨nde besitzen kann (SW-Reiz), ist die Anzahl der verschiedenen Reizzusta¨nde gegeben durch:
ZC1P6 = 2
7 = 128 (5.12)
Viele von diesen verschiedenen Reizen fu¨hren allerdings zur selben Antwort des ST-Filters, da das
RF invariantes Antwortverhalten bzgl. des Orts der Reizung in der Peripherie zeigt. Die Zahl der
unterscheidbaren Filterantworten ist ẐC1P6 = 14, da fu¨r die Berechnung des Filterergebnisses nur
die Gesamtzahl der beleuchteten Hexagone der Peripherie entscheidend ist. In Abbildung 5.26 sind
12Die gleiche Wahl der temporalen Filterkerne fu¨r die beiden Pfade soll deutlich machen, dass diese schon aus-
reicht, um die Reizantworten bei verschiedenen Belegungen des RFs unterscheiden zu ko¨nnen.
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Abbildung 5.26: Darstellung aller 14 durch einen C1P6-P-On ST-Filter unterscheidbaren Reizmuster
und dessen jeweilige Antwort auf die verschiedenen Stimulusformen.
diese 14 Fa¨lle und die zugeho¨rigen temporalen Filterantworten dargestellt. Allgemein ergibt sich
fu¨r die Zahl der mo¨glichen Reizzusta¨nde fu¨r ein rezeptives Feld mit m zum Zentrum und n zur
Peripherie geho¨renden Hexagonen:
ZCnPm = 2
m+n (5.13)
Anhand der temporalen Antwort des ST-Filters ko¨nnen davon unterschieden werden:
ẐCnPm = (m+ 1)(n+ 1) (5.14)
Die Anzahl der mo¨glichen Reizmuster steigt demnach exponentiell; die Zahl der unterscheidba-
ren Filterantworten nur linear mit der Zahl der zum Zentrum oder zur Peripherie geho¨renden
Hexagone. Wenn nicht alle Gewichtswerte des Zentrums- oder der Peripheriehexagone des Filters
denselben Wert besitzen, weil zum Beispiel eine Filterung mit einer Gauss-fo¨rmigen Gewichtungs-
funktion erwu¨nscht ist, so steigt die Zahl der mo¨glichen Filterresultate.
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5.4.2 Eigenschaften der Filtermelodien
Die 14 Filtermelodien, die bei der ST-Filterung mit dem C1P6 Filtertyp resultieren, ko¨nnen nach
der Belegung der Zentrums- und Peripheriehexagone unterschieden und benannt werden. So deutet
die Melodiebezeichnung C1P6-P-On-C1P4 auf das Filterresultat eines Filters mit der Topologie
C1P6 und des Typ P-On hin, bei dem das Zentrum vollsta¨ndig (C1) und 4 Hexagone der Peri-
pherie (P4) stimuliert wurden13. Die Vorgehensweise la¨sst sich analog auf ST-Filter mit anderen
Topologien, anderen On-Off Bereichen und anderem Zeitverhalten u¨bertragen.
Fu¨r die Implementation einer Filterbank, die aus einem Satz von ST-Filtern besteht, die alle zu
eindeutigen Filterantworten fu¨hren, muss bei der Auswahl der spatialen und temporalen Gewichte
der Filter auf mehrere Punkte geachtet werden:
1. Bei der Stimulation eines ST-Filters muss aus dem Filterresultat jeweils eineindeutig auf
die Gesamtzahl der belegten Zentrums- bzw. Peripherie Hexagone zu schließen sein. Die
zum Zentrum des Filters Fi geho¨renden Hexagone besitzen jeweils den Gewichtungsfaktor
gCi und die zur Peripherie geho¨renden Hexagone den Faktor g
P
i . Die Parametervektoren
des Zentrums- und der Peripherie des FIR-Filters seien aCi = [a
C
i0, a
C
i1, ..., a
C
iK ] bzw. a
P
i =
[aPi0, a
P
i1, ..., a
P
iK ]. Es kann gezeigt werden [Pau07], dass die Unterscheidung immer mo¨glich
ist, wenn die beiden Vektoren aCi und a
P
i der zeitlichen Filterparameter linear unabha¨ngig
sind. Das heißt, die Forderung an die temporalen Filterparameter ist: aCi 6= αaPi ,∀α ∈ R.
2. Die Melodien verschiedener Filtertypen mu¨ssen sich jeweils voneinander unterscheiden. Die-
se Unterscheidung ist immer mo¨glich, wenn fu¨r je zwei unterschiedliche Filtertypen Fi,
Fj folgender Zusammenhang erfu¨llt ist: αia
C
i + βia
P
i 6= αjaCj + βjaPj . Die Parameter
αi, βi, αj , βj ergeben sich dabei aus der spatialen Gewichtung gi und der Zahl Z der stimu-
lierten Hexagone im zugeho¨rigen Bereich, wie z.B. βi = g
P
i Z
P im Fall der Peripherie. Diese
Bedingung ist im Allgemeinen recht einfach zu erfu¨llen, da zwei linear unabha¨ngige Vekto-
ren einen zweidimensionalen Unterraum des (K+1)- dimensionalen Raums aufspannen. Die
mo¨glichen Melodien bilden dabei ein Punktraster in diesem Raum. Zwei dieser Unterra¨ume
schneiden sich zwar immer, jedoch mu¨ssen die Punkte des Rasters dabei nicht aufeinander
fallen (s. Abbildung 5.27). Hinsichtlich des Stimulus Null tritt hier eine Schwierigkeit auf,
auf die im Folgenden nocheinmal im Detail eingegangen wird.
Grundsa¨tzlich ist die Erzeugung unterschiedlicher Filterresultate also recht einfach mo¨glich.
Wenn die Wahl der ST-Filterparameter auf diese Art und Weise im Vorfeld durchgefu¨hrt wurde,
kann das Inverter Modul anschließend folgendes leisten:
1. Es ist eine eineindeutige Identifikation der Melodie-erzeugenden Filterklasse mo¨glich.
2. Aus einer Filterantwort ist jeweils immer die Gesamtbelegung des Zentrums bzw. der Peri-
pherie eineindeutig erkennbar.
3. Die korrekte o¨rtliche Zuordnung von stimulierten und nicht-stimulierten Hexagonen ist je-
doch im Allgemeinen nicht mo¨glich (Invarianz), sondern nur bei bestimmten RF-Belegungen
ist eine eineindeutige Zuordnung zwischen Melodie und Belegung mo¨glich.
Der Filterparameter Offset spielt eine wichtige Rolle. Wenn der Offset bei dem in
Abbildung 5.26 dargestellten Filtertyp Null gesetzt wu¨rde, fu¨hrte dies zu zweierlei Problemen:
- Es treten physiologisch unplausible negative Impulsraten auf. Dies kann behoben werden,
indem ein positiver Offset mindestens vom Betrag des negativsten Werts des Filterresultats
addiert wird.
13Im Folgenden wird die fu¨hrende Filterbezeichnung wie z. B. C1P6 weggelassen, wenn die Filtertopologie aus
dem Zusammenhang eindeutig hervorgeht.
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Abbildung 5.27: Die Abbildung zeigt die auf zwei zweidimensionalen Rastern angeordneten mo¨glichen
Melodien fu¨r zwei unterschiedliche ST-Filterkonfigurationen (ST1=rot, ST2=blau). In
diesem Fall sind die FIR-Parameter-Vektoren der beiden temporalen Pfade eines ST-
Filters nur dreidimensional und innerhalb einer Filterklasse linear unabha¨ngig. Jeder
der Punkte stellt eine mo¨gliche Filtermelodie dar. Der Gitterabstand ergibt sich aus
der spatialen Gewichtung und die Gitter-Koordinate aus der Zahl der belegten Hexa-
gone in Peripherie oder Zentrum. Selbst in drei Dimensionen ist es recht einfach, die
Filterparameter so zu wa¨hlen, dass sich keine zwei Gitterpunkte u¨berlagern.
- Die Filterantwort auf den ”Null”-Stimulus ist Null. Dies wu¨rde fu¨r alle Antworten von ST-
Filtern mit Offset Null zutreffen. Diese Melodien ko¨nnten somit nicht mehr unterschieden
werden. Der Ausweg ist, paarweise unterschiedliche Offsets fu¨r alle Filter der Filterbank zu
definieren.
Im Vergleich zum Inversionsansatz mit dem Matrizenformalismus besteht hier die Mo¨glichkeit,
auf eine explizite Zuordnung von Filterparametern zu den einzelnen Klassen verzichten zu ko¨nnen.
Dazu muss allerdings bei der ST-Filterung die sich ergebende Melodiebenennung an das Inverter-
Modul weitergemeldet werden.
5.4.3 Wahl des Filter-Tilings
Im Gegensatz zur Matrixmethode konnten hier Filter-Tilings eingesetzt werden, die deutlich weni-
ger Stu¨tzstellen als Hexagone aufwiesen. Die Wahl der Filteranordnung unterlag jedoch ansonsten
den bekannten Einschra¨nkungen, die notwendig waren, um eine Lo¨sung des Inversionsproblems zu
finden. Ein akzeptables Tiling sollte folgende Kriterien erfu¨llen:
1. Das Tiling ist nichttrivial14.
2. Das Tiling hat eine regelma¨ßige oder periodische Struktur.
14Trivial wa¨re beispielsweise eine homogene F1 Verteilung.
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3. Das Tiling u¨berdeckt alle Hexagone durch mindestens ein RF.
Die oben bereits eingefu¨hrten Basic-Tilings mit verschiedenen Filterbelegungen erfu¨llten diese
Anforderungen. Allerdings musste vor dem Einsatz eines Tilings dieses zuna¨chst auf seine Inver-
tierbarkeit hin untersucht werden.
5.4.4 Zerlegung einer beliebigen Filterantwort in eine U¨berlagerung
verschobener und gewichteter Impulsantworten
Die Vereinfachung, sich bei der Analyse auf die ST-Filterantworten des ersten Stimulusframes
zu beschra¨nken, ist fu¨r diesen Inversionsansatz von zentraler Bedeutung. Sie bedeutet aber kei-
ne allgemeine Einschra¨nkung. Dies hat folgenden Grund: Die Antwort eines FIR-Zeitfilters auf
ein Signal kann in sich u¨berlagernde und um jeweils einen Zeitschritt verzo¨gerte und gewichtete
Impulsantworten zerlegt werden (Linearita¨t und Verschiebungsinvarianz der Faltung). Der Ge-
wichtungsfaktor entspricht dem zum aktuellen Zeitpunkt geho¨renden Signalwert. Es gilt:
g(n) = h(n) ∗ f(n) =
∞∑
k=0
f(k)h(n− k) =
∞∑
k=0
f(k)
(
∞∑
l=0
alδ(n− k − l)
)
(5.15)
= f(0)a0δ(n) + f(0)a1δ(n− 1) + f(0)a2δ(n− 2) + ...
+ f(1)a0δ(n− 1) + f(1)a2δ(n− 2) + ...
+ f(2)a2δ(n− 2) + ...
...
Der zeitlich erste Term der kompletten Antwort auf ein zeitliches Signal der La¨nge N ist f0a0δ(n).
Dieser ist aber identisch mit dem ersten Term der Systemantwort auf den ersten Zeitschritt des
gleichen Signals f ′(n) = f(0)δ(n), wie folgende kurze Rechnung zeigt:
g′(n) = h(n) ∗ f ′(n) =
∞∑
k=0
akf
′(n− k) =
∞∑
k=0
akf(0)δ(n− k) (5.16)
= f(0)
∞∑
k=0
akδ(n− k) = f(0)h(n)
= f(0)a0δ(n) + f(0)a1δ(n− 1) + f(0)a2δ(n− 2) + ...
Die bisher betrachteten Filtermelodien entsprechen der Systemantwort g′(n). Durch die Kenntnis
der mo¨glichen Filtermelodien und dem Wissen des ersten Werts f(0)a0δ(n) von g
′(n) kann der
Inverteralgorithmus auf die restlichen Glieder der Filterantwort schließen. Daraufhin kann man die
Systemantwort auf den ersten Wert f(0) von der Antwort auf f(n) abziehen. Es ergibt sich wieder
eine Zeitreihe aus derem ersten Wert f(1)a0δ(n−1) man eindeutig auf eine Filtermelodie schließen
kann, die anschließend vom Rest subtrahiert wird. Dies kann iterativ fortgefu¨hrt werden. Aus jeder
der einzelnen zeitlich versetzten Melodien kann der Inversionsalgorithmus so den zugeho¨rigen
Frame des Eingangsstimulus rekonstruieren.
Aufgrund der Mo¨glichkeit die kompletten Filterantwort in einzelne, gewichtete Impulsantwor-
ten zu zerlegen, sollen im Folgenden immer nur Stimuli betrachtet werden, die einen Zeitschritt
lang sind.
5.4.5 Inversionsschritte mit Entscheidungsbaum
Viele der Antworten des C1P6-P-On Filtertyps aus Abbildung 5.26 lassen keine eindeutigen
Ru¨ckschlu¨sse auf die Stimulusbelegung des zugeho¨rigen RF-Bereichs zu. Bei genauerer Betrach-
tung der Filtermelodien kommt man zu der Schlussfolgerung, dass nur bei vier Filterantworten
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eineindeutige Ru¨ckschlu¨sse bzgl. der vollsta¨ndigen RF-Belegung mo¨glich sind (Full-Codes). Dies
sind die Melodien:
C1P6-P-On
C1P0-P-On
C0P6-P-On
C0P0-P-On
Beispielsweise wu¨rde die Melodie C0P6-P-On bedeuten, dass das Zentrum des zugeho¨rigen RFs
nicht, die Peripherie dafu¨r vollsta¨ndig von einem Stimulus gereizt wurde. Bei den restlichen Melodi-
en ist immer ein Ru¨ckschluss auf die Belegung des Zentrum mo¨glich, da dieses bei dem C1P6-Filter
nur u¨ber ein Hexagon verfu¨gt. Diese sind somit eindeutig bzgl. der Zentrumsbelegung (Center-
Code). Die Melodie C0P4-P-On la¨sst keinen eindeutigen Ru¨ckschluss auf die Peripherie zu. Je-
doch kann das Zentrum eindeutig als ”nicht stimuliert” zugeordnet werden. So lassen die sieben
Melodien der ersten Spalte den eindeutigen Schluss zu: ”Zentrum nicht belegt”. Fu¨r die sieben
Melodien der zweiten Spalte lautet der Schluss: ”Zentrum belegt”. Bei RF-Topologien mit mehr als
einem Hexagon im Zentrum ist diese einfache Vorgehensweise nicht mehr mo¨glich. Eine Melodie,
die mehrdeutig bzgl. des Zentrums und eindeutig bzgl. der Peripherie ist (Periphery-Code15),
kommt bei der C1P6-Topologie nicht vor, kann aber bei anderen Filter-Topologien existieren.
Prinzipiell ist aber die Unterteilung bzgl. eindeutiger und mehrdeutiger Filtermelodien bei allen
mo¨glichen RF-Topologien machbar.
Das Inversionsverfahren kann sich also diese ganz oder teilweise eindeutigen Zeitverla¨ufe zu
Nutze machen. Wie bereits dargelegt, soll der Empfangsbereich fu¨r die Signale im Inverter Modul
nur auf Signale der zugeho¨rigen Ganglienzelle reagieren. Des Weiteren hat der Empfangskanal des
IM durch den Initialisierungsprozess Kenntnis u¨ber sa¨mtliche Melodien, die dieses ST-Filter zu
senden in der Lage ist.
Diese Analyse der Melodien auf volle oder teilweise Eindeutigkeit bilden den Anfang eines
Entscheidungsbaumes (Decision Tree) zur Auflo¨sung des Inversionsproblems. Die einzelnen
Schritte sollen nun erla¨utert werden:
1. Suche nach eineindeutigen bzw. teilweise eindeutigen Melodien und Eintrag der aufgelo¨sten
Hexagone in einem dem Inverter-Modul zugeordneten Hexagonfeld.
2. Vergleich der nichteindeutigen ST-Filterantworten mit der aufgrund des ersten Schritts ein-
getragenen RF-Belegung. Dies fu¨hrt in einigen Fa¨llen zu einem neuen Informationsstand
bzgl. der RF-Belegung. Neue Erkenntnisse u¨ber die RF Belegung sind mo¨glich, wenn die
Zahl der als ”belegt” aufgelo¨sten Hexagone der nach der Filtermelodie zu erwartenden Zahl
entspricht. In diesem Fall muss der Rest der Hexagone ”unbelegt” sein. Fu¨r den umgekehr-
ten Fall, dass die Zahl der als ”unbelegt” aufgelo¨sten Hexagone der Filtermelodie schon
entspricht, gilt die analoge Schlussfolgerung.
3. Gehe zu Schritt 2, bis eine Abbruchbedingung erfu¨llt ist (alle Hexagone aufgelo¨st oder ma-
ximale Iterationszahl erreicht).
Die Schritte sollen nun kurz anhand von Abbildung 5.28 na¨her erla¨utert werden. Die zugrunde-
liegende ST-Filterung baut auf dem Basic-Tiling mit den drei ST-Filterklassen (F1,F2,F3) auf. Es
sei vorausgesetzt, dass fu¨r die drei Filterklassen solche temporale Filterparameter gewa¨hlt worden
sind, die eindeutige Filterantworten erlauben. Dies bedeutet, dass jede der drei Filterklassen 14
verschiedene Melodien erzeugt. Zuna¨chst sind alle Hexagone als unbekannt (rot mit ’?’) gekenn-
zeichnet. Der Schritt a) der Abbildung zeigt die Situation nach Auswertung der Center-Codes
fu¨r einen kleinen Bereich der Inverterfla¨che. In Schritt b) wurden die Melodien auf eindeutige
15Ein Auswertung bzgl. der Full-Codes ist nicht notwendig, da diese bei Betrachtung der Center-und Periphery-
Codes automatisch eingeschlossen sind.
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Abbildung 5.28: Darstellung der Inversionsschritte
Codes bzgl. Peripherie hin untersucht und die entsprechenden Hexagone im RF-Bereich der je-
weiligen Filter als schwarz (fu¨r keinen Stimulus) und weiß (fu¨r Stimulus) gekennzeichnet16. In
Schritt c) werden die nun bekannten Hexagone mit den Filtermelodien der ST-Filter mit noch
nicht vollsta¨ndig aufgelo¨stem RF-Bereich untersucht. Nur die Melodie des Filters F3 an der Posi-
tion (1,6) kann zur weiteren Auflo¨sung beitragen. In seiner Peripherie ist nur ein Hexagon (1,5) als
’nicht stimuliert’ aufgelo¨st. Laut dem Filterresultat C1P5 sind 5 Hexagone der Peripherie stimu-
liert worden. Das nicht-stimulierte Hexagon ist aus dem Schritt zuvor jetzt bekannt. Daraus folgt,
dass die restlichen fu¨nf Peripherie-Hexagone als ’stimuliert’ aufgelo¨st werden ko¨nnen. Die nun ent-
standene neue Situation muss wieder auf solche Fa¨lle untersucht werden, bei denen aus bekannten
Hexagonzusta¨nden des RFs eines Filters und dessen Melodie Ru¨ckschlu¨sse auf den Zustand bisher
unbekannter Hexagone gezogen werden ko¨nnen. In Schritt d) ko¨nnen die Peripherien der ST-Filter
an den Positionen (1,8) und (3,7) vollsta¨ndig aufgelo¨st werden. Dieser Entscheidungsbaum kann
weiterlaufen bis entweder alle Hexagone bekannt sind oder der Entscheidungsprozess steckenbleibt,
wie dies im Beispiel der Fall ist. Aus den bisher bekannten Hexagonen und den Filtermelodien der
drei letzten Filter ko¨nnen keine neuen Erkenntnisse u¨ber die verbleibenden unbekannten Hexagone
gewonnen werden. An dieser Stelle gibt es zwei Mo¨glichkeiten den Auflo¨sungsprozess fortzufu¨hren:
- Man trifft Annahmen u¨ber unaufgelo¨ste Hexagone und testet diese auf Widerspru¨che.
- Man erzeugt eine ku¨nstliche Augenbewegung, bei der sich das Muster vor dem Filterarray
um beispielsweise ein Hexagon verschiebt.
5.4.6 Lo¨sungsansatz: Testen von Annahmen auf Widerspru¨che
Der Weg, die unbekannten Hexagone durch das Treffen von Annahmen und das Testen dieser
auf Widerspru¨che aufzulo¨sen, wie es beispielsweise beim Backtracking-Verfahren angewandt wird
[Sed83], erweist sich als nicht gangbar, da er zu falschen Ergebnissen fu¨hren kann. Dies soll an
einem kleinen Beispiel deutlich gemacht werden. Abbildung 5.29 soll einen Bereich des Inverter
Hexagonfeldes zeigen, nachdem der Auflo¨sungsvorgang, so wie im vorhergehenden Beispiel, ins
Stocken gekommen ist. Das verbleibende Problem la¨sst sich durch zwei verschiedene Hexagonkon-
figurationen lo¨sen, die beide nicht zu einem Widerspruch fu¨hren. Einerseits ko¨nnten die beiden mit
’?1’ gekennzeichneten Felder ’true’ und die beiden mit ’?2’ markierten ’false’ sein. Andererseits
16Im weiteren Verlauf werden statt schwarz und weiß auch die Bezeichnunen ’stimuliert’ bzw. ’nicht stimuliert’
sowie ’true’ bzw. ’false’ verwendet.
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ist der umgekehrte Fall ebenfalls mo¨glich. Da der Stimulus eindeutig ist, muss eine der beiden
Lo¨sungen falsch sein.
Anhand dieses einfachen Beispiels erkennt man, dass der Weg Annahmen zu treffen, zu falschen
Ergebnisse fu¨hren kann und daher nicht gangbar ist.
Abbildung 5.29: Nichtentscheidbarer Endzustand des Entscheidungsbaumes
5.4.7 Lo¨sungsansatz: Simulated Miniature Eye Movements (SME)
Ein SME wird vom Inverter Modul aufgerufen, wenn es im Entscheidungsbaum steckenbleibt
(s. Abbildung 5.11). Durch die zusa¨tzliche ST-Filterung des verschobenen Stimulus kann eine
Reduktion des Informationsdefizits im Falle der Decision-Tree-Methode erreicht werden.
Sei die ST-Filterung durch ein Basic-Tiling beliebiger Gro¨ße mit der Filterbelegung (F1, F2,
F3) definiert. Fu¨r den Fall, dass um die Stimuluseingangsfla¨che ein Offset mit bekannten Hexagon-
zusta¨nden (z.B. alle schwarz) existiert und eine Verru¨ckung um eine Hexagonla¨nge in beliebiger
Richtung vorliegt, kann bewiesen werden, dass mit Hilfe eindeutiger Zentrums- bzw. Peripherieme-
lodien und einem darauffolgendem Entscheidungsbaum das urspru¨ngliche Reizmuster rekonstru-
iert werden kann. Der Rekonstruktionsprozess, der bei der Beweisfu¨hrung eingesetzt wird, fa¨ngt
an einer Ecke des Inverterfensters mit der Rekonstruktion an und geht dann sukzessive zuna¨chst
die Hexagongonreihe am Rand durch. Dabei benutzt er gleichzeitig die Filterantworten des ur-
spru¨nglichen Stimulus als auch die des Verschobenen. Nach der Rekonstruktion der ersten Reihe
stellt diese einen neuen Rand dar, so dass dieser Zustand im Grunde dem des Ausgangszustands
entspricht (vollsta¨ndiger Beweis s. [Pau07]).
Nachteilig an dieser Rekonstruktion ist die direkte und damit unphysiologische Benutzung der
beiden Filterantworten, sowie die Unflexibilita¨t fu¨r andere Filter-Tilings und -Typen. Von Vorteil
ist die definierte Laufzeit von der Gro¨ßenordnung O(N2) (bei einem Hexagongitter der Gro¨ße
N ×N).
Aufgrund dieser Einschra¨nkungen wurde ein Algorithmus entwickelt, der sowohl flexibel
bezu¨glich anderer Filter-Typen und -Tilings eingesetzt werden kann, als auch SMEs je nach Bedarf
aufruft. Dies bedeutet, dass es vorkommen kann, dass bei einfachen Stimuli, bei denen viele eindeu-
tige Filterantworten erzeugt wurden, die Rekonstruktion u. U. keine ku¨nstliche Augenbewegung
beno¨tigt. Andererseits kann es sein, dass bei komplexeren Filterstrukturen eine einzige Augenbe-
wegung nicht zur Rekonstruktion ausreicht. In diesem Fall ruft das Inverter Modul immer neue
Augenbewegungen auf, bis die Rekonstruktion vollsta¨ndig ist oder eine Abbruchbedingung greift.
Wichtig ist, dass die Filterantworten des urspru¨nglichen und die des (durch das SME) verscho-
benen Stimulus getrennt werden ko¨nnen. Dies wird am einfachsten dadurch erreicht, indem beim
Aufruf eines neuen SMEs darauf geachtet wird, dass eine so große Zeitdifferenz verstrichen sein
muss, dass die Filterantwort des vorhergehenden Stimulus abgeklungen ist. Dies ist bei FIR-Filtern
grundsa¨tzlich mo¨glich. Prinzipiell gilt aber auch hier die vorangegangene U¨berlegung (s. Unter-
abschnitt 5.4.4 ), dass auch bei einer U¨berlagerung der beiden Melodien eine Trennung mo¨glich
ist. Der verschobene Stimulus kann grundsa¨tzlich auch als unverschobener Stimulus einer anderen
Reizsequenz angesehen werden. Der Unterschied zwischen den beiden Situationen fu¨r den Inverter
ergibt sich durch die zusa¨tzliche Kenntnis des Aufrufs eines SMEs.
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Abbildung 5.30: Flussdiagramm zum Ablauf des Rekonstruktionsprozesses mit Einbindung von SMEs
In Abbildung 5.30 ist der Ablauf des Rekonstruktionsprozesses dargestellt. In diesem Fall
wird nur eine zusa¨tzliche, fest vorgegebene (bzgl. Richtung und Amplitude) Augenbewegung auf-
gerufen. Eine Abbruchbedingung fu¨r den Fall, dass der Algorithmus nicht terminiert, ist nicht
explizit angegeben. Diese Rekonstruktionsmethode hat den Vorteil, dass die einzelnen Entschei-
dungsba¨ume fu¨r die verschiedenen verschobenen Stimuli prinzipiell parallel ablaufen ko¨nnen. Dem
jeweils parallel laufenden Entscheidungsbaum sind jeweils Updates bzgl. neu aufgelo¨ster Hexagone
mitzuteilen. Aufgrund dessen ist es mo¨glich, auch mehr als zwei Augenbewegungen auszuwerten.
In Abbildung 5.31 sind einige Schritte des Inversionsvorgangs mit SMEs bis zur perfekten Inversion
anhand des Pi-Stimulus dargestellt.
Die Laufzeit des Algorithmus ist nur nach unten abscha¨tzbar. Wu¨rde keine Augenbewegung auf-
gerufen und wu¨rde in einem Schleifendurchlauf nur jeweils ein Hexagon aufgelo¨st werden ko¨nnen,
so wa¨re die Zahl der Schleifendurchla¨ufe von der Gro¨ßenordnung O(N2), daN2 Hexagone aufgelo¨st
werden mu¨ssen. Allerdings ist die Laufzeit eines Schleifendurchlaufs abha¨ngig von der Zahl der ST-
Filter und deren Art. Da diese beiden Parameter abha¨ngig von der jeweiligen FM-Konfiguration
sind, kann hier kein fester Laufzeitwert zugeordnet werden.
Nachteilig ist, dass der Algorithmus keine eindeutige Aussage u¨ber die Invertierbarkeit ei-
ner gewa¨hlten ST-Filterkonfiguration liefert. Aufgrund dessen wurde ein statistischer Test entwi-
ckelt, mit dem Aussagen u¨ber die Inversionsfa¨higkeit einer bestimmten Filterkonfiguration mo¨glich
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sind. Mathematisch korrekt wa¨re ein vollsta¨ndiger Test aller mo¨glichen Reizkonfigurationen. Bei
u¨blichen Hexagongittergro¨ßen von 16 × 16 entspricht dies einer unrealistischen Anzahl von 2256
Tests. Stattdessen wurden neue Filterkonfigurationen getestet, indem die Inversion von 1000 SW-
Zufallsmustern versucht wurde. Diese Art zufa¨lliger Muster garantiert viele uneindeutige Center-
und Periphery-Codes und damit eine komplexe Inversion.
Die Sequenz der Augenbewegungsvektoren wird bei der Initialisierung festgelegt. Stan-
dardma¨ßig wird der erste Vektor vA = A gesetzt. Grundsa¨tzlich besteht eine Symmetrie bzgl.
der sechs Richtungen auf dem Hexagonraster, so dass die willku¨rliche Wahl einer ausgezeichne-
ten Richtung keinen Einfluss auf den Inversionsalgorithmus hat. Allerdings wird diese Symmetrie
dadurch gebrochen, dass eine feste Hexagonausrichtung fu¨r den Schleifendurchlauf bei der Inver-
sion gewa¨hlt wird, so dass leichte Laufzeitunterschiede des Inversionsalgorithmus fu¨r verschiedene
Augenbewegungsvektoren zu erwarten sind.
Es zeigte sich, dass die Inversion einfacher Muster teilweise keine Augenbewegung beno¨tigt. Dies
ist leicht ersichtlich. Ein Stimulus, der den ganzen Sichtbereich weiß u¨berdeckt, fu¨hrt bei allen ST-
Filtern zu eineindeutigen Zentrums- und Peripherie-Codes. Der Inversionsprozess beno¨tigt somit
keinen nachfolgenden Entscheidungsbaum.
Alle Stimuli, die die Rezeptiven Felder des Filter Moduls so reizen, dass nur eindeutige Zentrum-
und Peripherie-Codes erzeugt werden, beno¨tigen keinen Entscheidungsbaum und keine Augenbe-
wegung.
Grundsa¨tzlich verbessert sich die Inversionsfa¨higkeit des Inverter Moduls durch die Mo¨glichkeit,
simulierte Miniature Eye Movements aufzurufen und so Zusatzinformationen u¨ber das Eingangs-
muster zu erlangen. Durch die Mo¨glichkeit, mehrere SMEs nacheinander aufzurufen, kann das
Inverter Modul viel Zusatzinformation sammeln und kann auf diese Weise auch komplexeste Fil-
terkonfigurationen invertieren.
Auf die Bedingung, dass jedes Hexagon durch mindestens ein rezeptives Feld abgedeckt sein
muss, kann verzichtet werden. Durch Verschiebung des Eingangsmusters ko¨nnen diese bisher un-
abgetasteten Bereiche in die RF-Zone eines ST-Filters gelangen. Wenn man diese Ausdu¨nnung der
Filteru¨berdeckung des Eingangsbereichs weiter fortfu¨hrt, gelangt man zu einer Konfiguration, bei
der nur noch ein rezeptives Feld vorhanden ist. Zur Abtastung des Stimulusbereichs muss dieses
dann auf einem Scanpfad das Bild u¨berwandern (Abbildung 5.32). Die Erzeugung des Scanpfads
muss gezielt gesteuert werden, damit eine Rekonstruktion des Stimulus mo¨glich ist. Im Vergleich
ist der Aufruf eines SMEs bei den hier zu untersuchenden Filterkonfigurationen relativ willku¨rlich,
da die RFs viel dichter liegen. Somit existiert fast immer ein RF, das auf eine bisher unaufgelo¨ste
Stelle so verschoben wird, dass neue Information generiert wird, die den Auflo¨sungsprozess fort-
schreiten la¨sst.
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Abbildung 5.31: Inversionsverlauf mit pi-Stimulus
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Abbildung 5.32: zeigt einen FM-Eingabebereich mit einem statischen pi-Stimulus, der nur von einem
ST-Filter abgetastet wird. Dazu muss dieses Filter auf einem Scanpfad gefu¨hrt wer-
den, der eine Invertierbarkeit der Operation gewa¨hrleist. Dieser muss z.B. so verlaufen,
dass alle Hexagone des Bereichs mindestens einmal u¨berdeckt werden (siehe auch Pa-
tentanmeldungen [EBN04d] [EBN04b]).
5.5 Ergebnisse der Invertertests
Im Folgenden soll der Decision Tree Inversionsalgorithmus auf Abha¨ngigkeit von verschiedenen
Parametern getestet werden. Untersucht wird im Einzelnen die Abha¨ngigkeit der Iterationen des
Inverterprozesses von:
• den eingesetzten Filtertypen (im Basic-Tiling)
• der Gro¨ße des Hexagongitters
• der Komplexita¨t der Eingangsbilder
• Stabilita¨t der Inversion gegenu¨ber Sto¨rungen
Dabei ist die Stabilita¨t der Lo¨sung bzgl. einer Vera¨nderung der Filter mit Blick auf das RE-
Training von besonderem Interesse. Fu¨r die Untersuchungen werden nur Filterkonstellationen ein-
gesetzt, die sich als invertierbar unter Verwendung des SME vA erwiesen haben.
5.5.1 Abha¨ngigkeit von der Filterauswahl
Zuna¨chst soll die Abha¨ngigkeit der beno¨tigten Iterationen des Inversionsalgorithmus von den ein-
gesetzten Filtertypen getestet werden. Als Iteration werden folgende Schritte angesehen:
1. Suche nach vollsta¨ndigen Zentrumsmelodien
2. Suche nach vollsta¨ndigen Peripheriemelodien
3. Jeweils ein Durchlauf der Schleife ”Suche nach neuen Hexagonen”→ ”neue Hexagone gefun-
den?” → ”Suche nach neuen Hexagonen”(Abbildung 5.30)
Die Dauer eines Iterationsschritts ist dabei nicht zeitlich gleichbleibend, da der Durchlauf der
Schleife deutlich komplexere Berechnungen beinhaltet, als die relativ einfache Untersuchung auf
eineindeutige Zentrums- bzw. Peripheriemelodien. Des Weiteren ha¨ngt ein Iterationsschritt von
der Zahl der Hexagone des aktuellen Gitters ab.
Zur Untersuchung werden verschiedene ST-Filterkombinationen auf dem Basic-Tiling ange-
ordnet. Bei den ST-Filtern, die zusammen auf dem Hexagon-Array sitzen, handelt es sich um
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Abbildung 5.33: a) zeigt die Abha¨ngigkeit der Inversionsiterationen von den eingesetzten Filterty-
pen und bei einer Hexagonauflo¨sung von 16×16 (auf Basic-Tiling). In b) ist die
Abha¨ngigkeit der Iteration bei konstanten Filtertypen F1F2F3 (Basic-Tiling) und va-
riablen Hexagonauflo¨sungen dargestellt.
die Filterklassen (F1, F2, F3), (F5, F6, F7), (F9, F10, F11), (F17, F18, F19). Diese Filter un-
terscheiden sich nicht in ihrer Symmetrie. Unterschiedlich sind die Radien des Zentrums und der
Peripherie. Hinsichtlich der Unterscheidung nach On-Off-Topologie und temporalen Eigenschaften
sind jeweils ein P-On, ein P-Off und ein M-Typ vertreten.
Zur Untersuchung wurden jeweils 100 zufa¨llig erzeugte SW-Muster als Stimulus verwendet
und der Mittelwert der beno¨tigten Inversionsschritte gebildet. Die zufa¨lligen Eingangsmuster ga-
rantieren, dass bei der Filterung selten eineindeutige Zentrums- oder Peripherie-Codes entstehen.
Die Hexagongittergro¨ße betrug 16 × 16. Der Offsetbereich wurde als bekannt vorausgesetzt. Die
benutzten Filterkonfigurationen sind unter Zuhilfenahme einer Augenbewegung invertierbar. Das
eingesetzte SME war ’A’ (ein Schritt nach rechts oben). Es ergibt sich die in Abbildung 5.33 a)
gezeigte Abha¨ngigkeit. Man erkennt, dass die Inversionsdauer mit der RF-Gro¨ße zunimmt.
5.5.2 Abha¨ngigkeit von der Hexagongitterauflo¨sung
Bei der Untersuchung der Abha¨ngigkeit der Iterationen von der Gro¨ße des Hexagonfeldes bei
konstanter Filterkonfiguration (Basic-Tiling mit (F1,F2,F3)) ergibt sich ein erwartetes Verhal-
ten (Abbildung 5.33 b)): Je gro¨ßer die Zahl der Hexagone wird, desto mehr Iterationen werden
beno¨tigt. Fu¨r die Untersuchung wurden Auflo¨sungen von 8 × 8 bis 64 × 64 Hexagone eingesetzt.
Die Zahl der Hexagone nimmt also quadratisch mit der Kantenla¨nge zu. Die beno¨tige Zahl der
Iterationen bis zur vollsta¨ndigen Auflo¨sung wa¨chst dabei um jeweils ca. 10 Iterationen. Dabei ist
zu beachten, dass die Zahl der mathematischen Operationen je Iteration ebenfalls ansteigt.
Interessant ist die Ausbildung von Stufen bei zunehmender Hexagonanzahl. An den Stufen
wechselt der Inversionsalgorithmus zwischen Berechnungen auf dem unverschobenen und dem
durch die SME verschobenen Filterergebnis. In Abbildung 5.34 a) sind diese Stufen anhand eines
einzelnen Inverterlaufs besser zu erkennen. Man sieht, dass bei etwa 10 Iterationen der Inversi-
onsprozess auf dem Filterergebnis des unverschobenen Eingangsbildes steckenbleibt und daraufhin
ein SME aufgerufen wird.
In Abbildung 5.34 b) ist die Ha¨ufigkeitsverteilung der Iterationszahlen bis zur vollsta¨ndigen
Auflo¨sung des Inverterbildes fu¨r zwei Filterkonfigurationen (Basic-Tiling mit (F1,F2,F3) und
Basic-Tiling mit (F17,F18,F19)) dargestellt. Die Auflo¨sung betrug 16 × 16 Hexagone. Es wur-
den 1000 La¨ufe mit je einem zufa¨lligen SW-Stimulus durchgefu¨hrt.
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Abbildung 5.34: In a) erkennt man, dass im Verlauf des Auflo¨sungsprozesses Spru¨nge in der Zahl der
nichtaufgelo¨sten Hexagone auftreten. Dies wurde hier am Beispiel eines Basic-Tilings
(F1, F2, F3) auf einem 64 × 64 Hexagonraster mit Zufallsmuster durchgefu¨hrt. In b)
ist die Ha¨ufigkeitsverteilung der no¨tigen Inversionsschritte bis zur vo¨lligen Auflo¨sung
bei Zufallsmustern dargestellt.
5.5.3 Abha¨ngigkeit von der Musterkomplexita¨t
Von Interesse ist auch, wie das Inversionsverhalten von der Komplexita¨t eines Eingangsmusters
abha¨ngt. Ein Muster wird umso komplexer angesehen, je mehr es in kleinen Bereichen variiert. Ein
vollsta¨ndig weißes Reizmuster hat demnach die geringste Komplexita¨t. Ein zufa¨lliges SW-Muster
wird hingegen als sehr komplex angesehen. Streifen- oder Schachbrettmuster sind im Zwischenbe-
reich anzusiedeln. Mit steigender Ortsfrequenz nimmt dabei die Komplexita¨t zu17. Muster, die auf
kleinen Distanzen stark variieren, haben zur Folge, dass nur wenige rezeptive Felder vollsta¨ndig
durch allein schwarze oder allein weiße Hexagone belegt sind und so u¨berwiegend nichteindeuti-
ge Filtermelodien generiert werden. Damit ist zu erwarten, dass der Inversionsprozess komplexer
Muster mehr Iterationen fu¨r die Auflo¨sung beno¨tigt. In Abbildung 5.35 sind die Ergebnisse der
Inversionsprozesse fu¨r Muster verschiedener Komplexita¨t dargestellt. Dabei wurde ein 32 × 32
Hexagonraster mit einem (F1, F2, F3)-Basic-Tiling eingesetzt.
5.5.4 Stabilita¨t des Inversionsprozesses gegenu¨ber Sto¨rungen
Von besonderem Interesse fu¨r das Training des Filter-Moduls ist die Stabilita¨t des Inverters ge-
genu¨ber Vera¨nderungen des Filterergebnisses. Diese treten insbesondere dann auf, wenn durch die
Versuchsperson im Lerndialog die ST-Filter des FM vera¨ndert werden. Vera¨nderungen des Input-
musters fu¨hren immer nur zu bekannten Melodienformen auf den Empfangskana¨len des Inverter
Moduls. Dies ist bei A¨nderung der Filterparameter nicht mehr der Fall. Dies tritt ein, wenn ein
ST-Filter an einer falschen Stelle positioniert ist, so dass das Inverter Modul auf dem zugeho¨rigen
Kanal keine bekannten Signalformen (bezogen nur auf diesen Kanal) empfa¨ngt. Somit tra¨gt dieses
ST-Filter keinerlei Information zum Inversionsprozess bei.
Wie man bei dem Matrixformalismus zur Inversion (Abschnitt 5.3) erfahren musste, kann
eine kleine A¨nderung des Filterergebnisses zu dramatischen A¨nderungen des Inversionsprozesses
fu¨hren. Aus diesem Grund wurde untersucht, inwiefern der Inverter mit Entscheidungsbaum eben-
falls dieses Verhalten zeigt. Dazu wurde zuna¨chst von einer perfekten Kanal-Zuordnung zwischen
17Der hier benutzte Komplexita¨tsbegriff ist eher von einer qualitativen Art und soll deutlich von den in der
Theoretischen Informatik verwendeten Komplexita¨tsmaßen unterschieden werden.
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Abbildung 5.35: In a) ist der Verlauf des Inversionsprozesses fu¨r Eingangsmuster verschiedener Komple-
xita¨t bei fester Filterkonfiguration (Basic-Tiling, F1, F2, F3) und einer Auflo¨sung von
16×16 Hexagonen dargestellt. In b) ist die Stabilita¨t des Inversionsprozesses gegenu¨ber
Sto¨rungen der RE-Filterkonfiguration dargestellt. Dazu wurden jeweils 100 Inversionen
von SW-Zufallsmustern mit einer abnehmenden Zahl von korrekt zugeordneten ST-
Filtertypen (64 bis 0) durchgefu¨hrt. Es wurden die Basic-Tiling-Filterkonstellationen
(F1, F2, F3), (F5, F6, F7) und (F9, F10, F11) untersucht.
Filter Modul und Inverter Modul ausgegangen. Anschließend wurden nacheinander einige Kanalzu-
ordnungen absichtlich verfa¨lscht, indem im Filtermodul richtige ST-Filter-Positionierungen gegen
Falsche ausgetauscht wurden. Die Inversionsqualita¨t (wieviele der Hexagone korrekt aufgelo¨st sind)
wurde fu¨r verschieden starke Vera¨nderungen der Filterzuordnung u¨berpru¨ft.
Die Inversionsstabilita¨t hing neben der Zahl der inkorrekten Filter auch von dem angelegten
Muster ab. So zeigten sich bei Mustern geringerer Komplexita¨t geringere Auswirkungen der Fil-
terfehlzuordnungen auf den Inversionsprozess als bei SW-Zufallsmustern. Weiterhin wurden die
Unterschiede in der Inversionsstabilita¨t hinsichtlich verschiedener Filtertypen im FM untersucht.
In Abbildung 5.35 b) ist das Ergebnis der Untersuchung fu¨r eine Hexagongittergro¨ße von 16× 16
dargestellt. Man erkennt, dass das Basic-Tiling mit den Filtertypen (F1, F2, F3) am empfind-
lichsten auf Filterfehlzuordnungen reagiert. Im weiteren Verlauf zeigt das Tiling aber einen fast
linearen Zusammenhang zwischen falschen Filterzuordnungen und unaufgelo¨sten Hexagonen. Im
Falle der anderen untersuchten FM-Realisationen wurde eine sta¨rkere Nichtlinearita¨t festgestellt.
5.6 Entwicklung wahrnehmungsbasierter Dialogverfahren
fu¨r RE*
Nach der Entwicklung geeigneter Invertermodule hinsichtlich der Inversionsfa¨higkeit und Stabi-
lita¨t, ko¨nnen diese jeweils in eine Trainingsumgebung zum Testen wahrnehmungsbasierter Lernver-
fahren eingebracht werden. Durch den Einsatz des Inverter Moduls ist eine mo¨glichst realita¨tsnahe
Validierung der wahrnehmungsbasierten Lernverfahren mit normalsichtigen Versuchspersonen
mo¨glich. Der Ablauf des Lerndialogs entspricht prinzipiell dem bereits in Abbildung 2.9 (Seite
17) dargestellten Verfahren. Grundlegender Unterschied besteht allerdings in der Pra¨sentation der
Stimulationsmuster. Diese werden im Fall des RE*-Systems frameweise dargeboten und die zum
jeweiligen Frame geho¨renden ST-Filterantworten einzeln invertiert. Die Trainingsumgebung er-
laubt es weiterhin, mathematische Antwortbewertungen durchzufu¨hren, so dass die Performance
verschiedener Parametersa¨tze des Evolutiona¨ren Algorithmus ohne den Einsatz von Versuchsper-
sonen getestet werden kann.
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Abbildung 5.36: Vergleich der Kodierungen der Individuen des EA bei RE# und RE*.
Das grundlegende Lernprinzip, das auf einer adaptiven Encoder-Struktur und einem feedback-
generierenden, wahrnehmungsbasierten Lernvorgang beruht, la¨sst sich nicht nur im Umfeld eines
Retina Implantats einsetzen, sondern allgemein auf die Optimierung sensorischer Neuroimplantate
u¨bertragen [E+94].
5.6.1 Einsatz Evolutiona¨rer Algorithmen fu¨r RE*
Aufbauend auf den guten Erfahrungen mit evolutiona¨ren RE-Trainingsverfahren [Bec99] wur-
de dieses Prinzip fu¨r die vorliegende Retina-Encoder-Architektur angepasst. Ein grundlegender
Unterschied ist zuna¨chst, dass in der vorhergehenden Retina-Encoder-Umgebung RE# 18 die zu-
geho¨rigen ST-Filter in vier unterschiedliche Klassen aufgeteilt wurden. Diese Klassen entspra-
chen den vier hauptsa¨chlich in der Primatenretina vorkommenden Ganglienzelltypen P-On-Off,
P-Off-On, M-On-Off und M-Off-On (siehe auch Unterabschnitt 4.2.4). Diese Zuordnung der ST-
Filter-Positionen zu den Ganglienzellklassen musste in einem dem wahrnehmungsbasierten Dialog
vorrausgehenden Trainingsprozess mit dem Blinden gefunden werden. Im Fall des Trainings mit In-
verter Modul und normalsichtiger VP wurde diese Zuordnung als Vorwissen in das Neuronale Netz
des Inverters eingebaut. Im Evolutionsdialog wurden anschließend die spatialen und temporalen
Filterparameter der vier ST-Filterklassen gelernt. Diese waren fu¨r jede der vier Ganglienzelltypen
sieben Parameter. Der jeweils physiologisch sinnvolle Bereich der einzelnen Parameter wurde u¨ber
eine Dreiecksfunktion in den Bereich [-1,1] abgebildet, so dass jedes Gen a¨quivalent behandelt
werden konnte (s. [Bec99]).
Bei dem RE*-System wird vor Trainingsbeginn ein Filterpool generiert, mit dem eine mo¨glichst
große Bandbreite der spatio-temporalen Eigenschaften retinaler Ganglienzellen abgedeckt wird.
Jede dieser Filterklassen kann im Laufe des evolutiona¨ren Prozesses die verschiedenen Filter-
Positionen im FM besetzen. Ein Genotyp ist somit eine Sequenz von M-Filtertypen, wobei die
Position eines Filters auf dem Genom die Position auf dem Filterarray kodiert. (Abbildung 5.36,
rechts). Dabei werden nur Stu¨tzstellen des Filter-Tilings als zula¨ssige Positionen zugelassen. Es
besteht allerdings auch die Mo¨glichkeit, sa¨mtliche Hexagonpositionen als Filterstu¨tzstellen zu er-
lauben.
Es offenbart sich ein grundlegender Unterschied in den Individuen der RE# und der RE*
Populationen. Die einzelnen Gene eines RE#-Genoms bestehen aus reellwertigen Zahlen, so dass
hier Evolutiona¨re Strategien (ES) als spezielle Form Evolutiona¨rer Algorithmen (EA) eingesetzt
werden konnten. Das Genom eines RE*-Individuums hingegen besteht aus Integer-Zahlen, wobei
die einzelnen Integerwerte den ST-Filterklassen entsprechen. Dies fu¨hrt dazu, dass Genetische
Algorithmen (GA) mit problemangepassten Mutations- und Rekombinationsoperatoren eingesetzt
werden mu¨ssen.
18Zur besseren Unterscheidbarkeit wird das alte Retina Encoder System im folgenden mit RE# und das neue
mit RE* bezeichnet.
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Abbildung 5.37: Schematische Darstellung des Zyklus eines Evolutiona¨ren Algorithmus mit Initiali-
sierung, Fitnesszuweisung, Selektion, Rekombination und Mutation (vera¨ndert nach
[Wei02]).
Fu¨r mehr Details zu Evolutiona¨ren Algorithmen sei auf die Monographien von Pohlheim
[Poh99] und Weicker [Wei02] verwiesen. Einzelheiten u¨ber die von Becker im Rahmen des wahr-
nehmungsbasierten RE#-Trainings eingesetzten Evolutiona¨ren Strategien findet man bei Ba¨ck und
Schwefel [BS93].
5.6.2 Ablauf des Genetischen Algorithmus (GA)
Genetische Algorithmen haben bzgl. ihres grundsa¨tzlichen Ablaufs große U¨bereinstimmung mit
anderen evolutiona¨ren Verfahren, wie beispielsweise den bereits erwa¨hnten Evolutiona¨ren Strate-
gien. Nach dem Initialisierungsvorgang der Population und einer ersten Fitnesszuweisung werden
sequentiell eine Selektions-, Rekombinations- und Mutationsoperation durchgefu¨hrt. Zu unter-
scheiden ist die Umwelt- und die Paarungsselektion. Bei der Umweltselektion wird die Gruppe der
mo¨glichen Eltern fu¨r die na¨chste Kind-Generation ausgewa¨hlt. Bei der Paarungsselektion werden
anschließend fu¨r jedes zu erzeugende Kind die Eltern aus der Elterngruppe bestimmt.
Danach erfolgt eine erneute Fitnesszuweisung der neu in die Population aufgenommenen
Kind-Individuen. Eine Abbruchbedingung u¨berpru¨ft, ob beispielsweise die maximale Iterations-
zahl erreicht wurde oder ein vorgegebener Fehlerwert unterschritten wurde. Ist dies nicht der
Fall, beginnt der Zyklus von Selektion, Rekombination, Mutation und Fitnesszuweisung erneut (s.
Abbildung 5.37).
Im Folgenden soll die Anpassung der einzelnen evolutiona¨ren Operatoren an das wahrneh-
mungsbasierte Lernproblem bei RE* detailliert behandelt werden. Außerdem soll auf die Fitness-
berechnungen und das Selektionsverfahren fu¨r die mathematische Antwortbewertung eingegangen
werden.
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Abbildung 5.38: Rekombinationsoperatoren: One-Point-Crossover, Two-Point Crossover und Uniform
Crossover
Rekombination
Fu¨r die Rekombination selektierter Individuen bieten sich bei diskreten Werten grundsa¨tzlich
verschiedene Mo¨glichkeiten. Die diskreten Genwerte ko¨nnen hier als Kategorienbezeichnungen an-
gesehen werden19. Einen Abstand |n−m| zwischen zwei Kategorien n und m zu betrachten hat
wenig Sinn, sofern diese vo¨llig unabha¨ngig voneinander sind. Dies ist hier der Fall, da jeder Kanal
des Inverter Moduls nur fu¨r Melodien eines Filtertyps sensitiv ist. Aus diesem Grund sind inter-
media¨re Rekombinationsverfahren nicht geeignet. Des Weiteren wu¨rde die Mittelwertbildung von
geraden und ungeraden Genwerten zu einem halbzahligen Ergebnis fu¨hren, das allerdings nicht
mehr innerhalb der Integerzahlen liegt. Als geeignete Rekombinationsverfahren bieten sich sol-
che an, die bei der Behandlung bina¨rer Variablen eingesetzt werden. Es handelt sich dabei um
Multi-Point-Crossover -Verfahren.
Beim Single-Point-Crossover wird zufa¨llig eine Position auf dem Genom zweier selektierter
Individuen festgelegt, an der die beiden Stra¨nge jeweils aufgebrochen werden und anschließend
mit dem entsprechenden Reststrang des anderen Individuums wieder verkettet werden. Dieses
Verfahren kann auch auf mehrere Rekombinationstellen (N-Point-Crossover) erweitert werden.
Bei diesem Verfahren werden aus zwei Eltern durch Rekombination zwei Kind-Individuen erzeugt.
Es ist auch mo¨glich, mehr als zwei Eltern fu¨r die Rekombination einzusetzen.
Ein weiteres Rekombinationsverfahren ist das Uniform-Crossover -Verfahren. Bei diesem wird
an jeder Position des Kind-Genoms zufa¨llig entschieden (gleichverteilt), welches Elternteil fu¨r die
momentane Genom-Position als Vorlage ausgewa¨hlt wird. Auch hier besteht die Mo¨glichkeit mehr
als zwei Eltern einzubeziehen. Sollen die Verha¨ltnisse der einzelnen Filterklassen innerhalb eines
Genoms konstant bleiben, so sind Rekombinationsverfahren aus dem Bereich der Permutations-
probleme (wie z. B. beim Travelling Salesman Problem [Poh99]) einzusetzen.
Im Rahmen des implementierten GA wurde jeweils nur ein Kind der beiden bei einer Rekom-
bination entstehenden Individuen in die neue Population u¨bernommen.
19Integer-Repra¨sentationen ko¨nnen kardinale oder ordinale Eigenschaften haben. Bei ordinalen Repra¨sentationen
sind beispielweise die Werte 3 und 4 a¨hnlicher als die Werte 3 und 80. Bei kardinalen Repra¨sentationen ist dies
nicht der Fall (s. [ES03] )
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Abbildung 5.39: Dargestellt ist ein Individuum der Population, auf das der Mutationsoperator ”Random
Resetting” angewendet wurde. Der Random-Resetting-Operator durchla¨uft alle Gene
des Individuums und mutiert jedes mit einer festgelegten Wahrscheinlichkeit (pMut).
In dem hier dargestellten Fall ist nur der Filtertyp an der Position 2 des Genstrangs
von der Mutation betroffen.
Mutation
Im Anschluss an die Rekombination werden die Kindindividuen einer Mutationsoperation unterzo-
gen. Bei der Mutation von Genomen mit diskreten Werten bieten sich ebenfalls die Verfahren fu¨r
bina¨rwertige Gensequenzen aus dem Bereich der Genetischen Algorithmen an. Hier ist zu beach-
ten, dass durch die Mutation keine Werte außerhalb der mo¨glichen Filterklassen erzeugt werden
du¨rfen.
Weiterhin kann beru¨cksichtigt werden, ob die Verha¨ltnisse der in einem Genom vorkommenden
Filtertypen durch den Mutationsoperator vera¨ndert werden sollen oder nicht. Im zweiten Fall
du¨rfen nur Mutationsoperatoren eingesetzt werden, die lediglich eine Umordnung innerhalb eines
Genoms bewirken.
Der einfachste Mutationsoperator (Random-Resetting) ist dadurch gegeben, dass man das Ge-
nom von Anfang bis Ende durchla¨uft und an jeder Position mit einer vorgegebenen Wahrschein-
lichkeit p eine Mutation durchfu¨hrt (Abbildung 5.39). Dabei wird jeweils ein neuer Wert aus dem
Satz der zugelassenen Integerwerte (d. h. der mo¨glichen Filterklassen) gewa¨hlt.
Ein weiterer Operator ergibt sich aus der Mo¨glichkeit, zufa¨llig N Positionen auf dem Genom
zu bestimmen und an diesen Positionen eine Mutation durchzufu¨hren (N-Point Mutation), bei
sich die Filtertypen an den gewa¨hlten Positionen mit 100%iger Wahrscheinlichkeit a¨ndern. Bei
Verwendung des Random-Resetting-Operators treten im Mittel NMut = NGene ·pMutationen auf.
Dabei sei NGene die Zahl der einzelnen Gene im Genom und p die Mutationswahrscheinlichkeit.
Im Unterschied dazu treten bei der N-Point-Mutation in jedem Fall N Mutationen auf.
Fitnesszuweisung und Selektion
Ziel der Entwicklung von wahrnehmungsbasierten Lerndialog-Verfahren ist der Einsatz bei Blin-
den mit Retina-Implantat-System. Fu¨r die Erprobung der EA-Verfahren mit dem Inverter Modul
und normalsichtiger Versuchsperson muss der Ablauf des Selektionsprozesses dem Ablauf beim
Blinden so gut wie mo¨glich entsprechen. Implantattra¨ger als auch normalsichtige VP nehmen
eine Fitnesszuweisung der vom Lerndialogsystem generierten NPop RE*-Parametersa¨tze (Indivi-
duen) vor. Dazu vergleichen sie die durch die verschiedenen RE*-Parametereinstellungen erzeugten
Wahrnehmungen (Pattern P2) hinsichtlich ihrer U¨bereinstimmung mit dem Stimulus (Pattern P1)
bzw. mit dessen Beschreibung (s. Abbildung 2.7 bzw. Abbildung 2.9). Die VP selektiert daraufhin
die µ RE*-Konfigurationen, die fu¨r sie zu den a¨hnlichsten Wahrnehmungen fu¨hren20. Fu¨r diese
Umweltselektion wird auch eine mathematische Bewertungsroutine eingesetzt. Es handelt sich um
eine (duplikatfreie) deterministische Selektion [Wei02], da die besten Individuen der Population
fu¨r die Fortpflanzung gewa¨hlt werden (Elitist Selection).
Als Stimulationsmuster wurden nur statische SW-Bilder verwendet. Diese bestanden meist aus
einfachen geometrischen Figuren, die ein Blinder sich leicht vorstellen oder ertasten kann und die
somit geeignet sind, einfach kommuniziert zu werden. Fu¨r den automatischen Lerntest existierte
zusa¨tzlich die Mo¨glichkeit, schwarz–weiße Zufallsbilder zu erzeugen. Beim Dialogverfahren mit
20Im Rahmen der Evolutiona¨ren Algorithmen wird mit µ die Zahl der Eltern und mit λ die der Kinder bezeichnet.
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normalsichtigen VP besteht die Mo¨glichkeit, das Sollmuster P1 auf einem Monitor zu pra¨sentieren
anstatt es verbal zu beschreiben. Hinsichtlich der Darstellung des IM-Outputs P2 ergibt sich die
Frage, auf welche Art nichtaufgelo¨ste Hexagone dargestellt werden sollten. Hier besteht einerseits
die Mo¨glichkeit, diese wie bisher rot zu markieren. Alternativ kann man sie auch durch zufa¨llig
gewa¨hlte SW-Werte belegen.
Bei der implementierten GA-Version ist die Populationsgro¨ße gegeben durchNPop = µ+ λ = 6.
Die Zahl der wa¨hrend der Umweltselektion selektierten Individuen, die die Eltern der nachfolgen-
den Generation darstellen, ist µ = 3. Die Selektion ist u¨berlappend, da Individuen verschiedener
Generation zur Wahl stehen [Wei02].
Aus den drei selektierten Eltern werden anschließend durch Rekombination λ = 3 Kindindi-
viduen erzeugt. Die dazu no¨tige Paarungsselektion wa¨hlt aus den drei mo¨glichen Individuen der
Elternpopulation zufa¨llig zwei Elternteile aus. Die neu erzeugten Kindindividuen bilden zusammen
mit den µ Eltern die Nachfolgepopulation. Bei dem (µ + λ) -Verfahren stehen die Eltern immer
auch in den Nachfolgegenerationen zur Selektion zur Verfu¨gung21. Dies fu¨hrt meist zu schlechter
konvergierenden Lernvorga¨ngen als bei (µ, λ)-Verfahren, bei dem die Eltern nach der Erzeugung
der Kinder verworfen werden [BHS91].
Fu¨r den Einsatz bei Blinden und normalsichtigen VP ist die Mitnahme der Eltern im Evoluti-
onsprozess fu¨r die Motivation wa¨hrend des Lernvorgangs jedoch wichtig, da diese eine monotonen
Verlauf der Lernkurve garantieren [Bec99]. Beim (µ, λ) -Verfahren ist die Monotonie nicht gegeben,
da nachfolgende Kindindividuen durchaus schlechtere Fitnesswerte besitzen ko¨nnen.
Fu¨r einen automatischen Test der EA muss vor der Selektion eine mathematische Fitnesszuwei-
sung durch den Computer durchgefu¨hrt werden. Dies kann durch Vergleich des Eingangsmusters
P1 und des Inverterergebnisses P2 mittels geeigneter Abstandsmaße erfolgen. Ein einfaches Maß
ist die Zahl der unaufgelo¨sten Hexagone. Dieses Qualita¨tsmaß setzt die Annahme voraus,
dass auch eine blinde Versuchperson nichtaufgelo¨ste von aufgelo¨sten Bereichen in ihrer Wahrneh-
mung unterscheiden kann. Als Individuen mit einer hohen Fitness werden solche angesehen, die
eine mo¨glichst hohe U¨bereinstimmung mit dem Eingangsmuster und damit ein kleines Abstands-
maß besitzen. Aus diesem Grund werden den Individuen der Population die jeweiligen negativen
Abstandsmaße als Fitnesswerte zugeordnet. Es ergibt sich somit als Fitnesszuweisung fu¨r die ein-
zelnen Individuen i:
fitnessunbHexi = −
N∑
m=1
N∑
n=1
ubimn i = 1..6 (5.17)
Dabei ist ubinm ein Bool’scher Wert, der angibt, ob beim Inverteroutput zum RE-Filter-
Individuum i das Hexagon an der Position m,n aufgelo¨st werden konnte (ubinm = 0) oder noch
unbekannt (ubinm = 1) ist. Der beste Fitnesswert ist somit Null (vollsta¨ndig aufgelo¨st) und der
schlechteste Fitnesswert ergibt sich zu −(N ×N), wobei N ×N die Hexagonauflo¨sung darstellt.
Die temporale Dimension wird bei der Fitnessberechnung nicht beru¨cksichtigt, da fu¨r die Qualita¨t
des Inversionsergebnisses nur jeweils der erste Frame einer Sequenz entscheidend ist.
Ein weiteres Abstandsmaß, das die Schwierigkeit der unaufgelo¨sten Hexagone vermeidet, ist der
euklidische Abstand, der sich bereits in fru¨heren Arbeiten als ein geeignetes Maß herausgestellt hat
([AJ93] [Bec99]). Um den Euklidischen Abstand einsetzen zu ko¨nnen, mu¨ssen die nichtaufgelo¨sten
Hexagone mit einem Wert belegt werden. Dazu werden diese zufa¨llig auf schwarz oder weiß gesetzt.
Da es bei dem eingesetzten Selektionsverfahren rein auf die Reihenfolge der Fitnesswerte an-
kommt, ist es unerheblich, ob der Fitnesswert proportional zum Euklidischen Abstand oder zu
dessen Quadrat gewa¨hlt wird. Es ergibt sich somit:
fitnessEukli = −
N∑
m=1
N∑
n=1
(
P1mn − P2 imn
)2
i = 1..6 (5.18)
21Im Rahmen dieser Arbeit wird die (µ, λ) Notation, die im Bereich der Evolutiona¨ren Strategien gebra¨uchlich
ist, auch fu¨r die Beschreibung der hier verwendeten GA-Varianten benutzt.
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P1mn bezeichnet dabei die Grauwerte der einzelnen Hexagone des ersten Frames des Eingangs-
bildes und P2 imn die Grauwerte der einzelnen Hexagone des ersten Frames der zu den jeweiligen
Filterindividuen i geho¨renden Inverterresultate. Im Falle reiner SW-Bilder mit den Farbwerten 0
und 1 ergibt sich derselbe Bereich der mo¨glichen Fitnesswerte wie im Falle der von den unauf-
gelo¨sten Hexagonen abha¨ngenden Fitnessfunktion 22. Es ist zu erwarten, dass der Lernvorgang mit
gekennzeichneten unaufgelo¨sten Hexagonen deutliche Vorteile fu¨r eine normalsichtige VP bietet.
Bei der anschließenden Selektion werden die drei Individuen mit den maximalen Fitnesswerten
selektiert (Elitist Selection). Diese Art der Selektion ist nicht optimal. Die Rangbasierte Selektion
oder das Universal Stochastic Sampling werden aufgrund besserer Performance meist bevorzugt
[Poh99]. Die Ursache dafu¨r ist, dass Individuen mit den ho¨chsten Fitnesswerten sich meist ge-
netisch sehr a¨hnlich sind und somit die Diversita¨t der Population abnimmt [SW05]. Die Elitist
Selection wird gewa¨hlt, da das evolutiona¨re Training mit mathematischer Antwortbewertung sich
hinsichtlich der Selektion nicht von der von blinden oder normalsichtigen Versuchspersonen unter-
scheiden soll. Es wird nicht angenommen, dass die VP einer gro¨ßeren Diversita¨t willen freiwillig
schlechtere Individuen mitselektiert23.
Einschra¨nkung des Genpools
Die Dimension des Suchraums betra¨gt ZM . Dabei ist M die Zahl der Filter-Stu¨tzstellen auf dem
Hexagonraster und Z die Zahl der ST-Filtertypen. Bei einer Gro¨ße des Hexagonfeldes von 16× 16
Hexagonen ergeben sich M = 8× 8 = 64 Filterpositionen. Dies fu¨hrt selbst bei einer kleinen Zahl
von ST-Filtertypen (Z = 20) zu einer sehr großen Dimension des Suchraums (MZ = 1.8× 1083).
Es besteht die Mo¨glichkeit, diese Dimension zu reduzieren, indem man die Eindeutigkeit der
ST-Filterantworten ausnutzt. Das kann in einem kleinen Dialogverfahren vor dem eigentlich evo-
lutiona¨ren Lerndialog geschehen. Das Vorgehen ist dabei folgendermaßen:
Als Stimulus wird eine homogene weiße oder schwarze Fla¨che gewa¨hlt. Anschließend setzt man
auf allen Filterpositionen dieselben Filtertypen ein. Durch die Homogenita¨t des Stimulus werden
nur eineindeutige Filtermelodien generiert. Das Inverter Modul wird diese aber nur zu schwarzen
oder weißen Hexagonen auflo¨sen ko¨nnen, wenn der Filtertyp im gelernten RE*-Filtersatz vorge-
kommen ist. Durch sukzessives Testen aller ST-Filtertypen ko¨nnen diejenigen Filterklassen ermit-
telt werden, die im Referenz-FM beteiligt sind. Nur diese mu¨ssen im Genpool des anschließenden
evolutiona¨ren Trainings beru¨cksichtigt werden.
5.7 Ergebnisse von EA mit mathematischer Antwortbewer-
tung
Bevor exemplarische Tests mit normalsichtigen Versuchspersonen durchgefu¨hrt werden, soll
zuna¨chst das Verhalten des EA bezu¨glich verschiedener Parameterkonstellationen untersucht wer-
den. Lernvorga¨nge, die mit wenigen Iterationen eine gute U¨bereinstimmung des vorgegebenen
Stimulus P1 mit dem Inverter Ausgang P2 erzielen, sind fu¨r den Einsatz bei Normalsichtigen
und auch spa¨ter bei Implantattra¨gern geeignet. Die Zahl von Lerniterationen, die als geeignet
angesehen werden kann, ha¨ngt von der Dauer der einzelnen Iteration ab. Die gesamte Lernzeit
soll nach Mo¨glichkeit 60-90 Minuten nicht u¨berschreiten, da Aufmerksamkeit und Motivation der
Versuchspersonen mit der Zeit abnehmen [Bec99] [Wil07].
Im Folgenden sollen die Ergebnisse verschiedener Experimente mit mathematischer Antwort-
bewertung dargestellt werden. Um die verschiedenen Parameterkonstellationen untereinander ver-
22Im Fall reiner SW-Muster mit den Farbwerten 0 und 1 entspricht der Fehler der Hamming-Distanz (Definition
s. [Sch03]). Als ein weiteres Maß bietet sich die Kreuzkorrelation an, die bei Borbe [Bor07] untersucht wird.
23Um trotzdem eine ho¨here Diversita¨t zu gewa¨hrleisten, ko¨nnte man nach der Selektion durch die Versuchsperson
eines der nichtselektierten Individuen nehmen (zufa¨llig) und dieses zu den bereits gewa¨hlten Elternindividuen
hinzufu¨gen.
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gleichen zu ko¨nnen, ist bei fast allen Experimenten ein Referenzparametersatz vorhanden, der sich
folgendermaßen definiert:
Hexagonauflo¨sung: 16 × 16
Filter-Tiling: Basic-Tiling
Filtertypen auf Tiling: F1,F2,F3
Filtertypen in Genpool: F1,F2,F3
Crossover-Typ: Uniform Crossover
Mutationsoperator: Random Resetting
Mutationsrate: pMut = 5%
Eingangsmuster SW-Zufallsmuster
Ein wichtiger Punkt bei der Durchfu¨hrung der Versuche ist die Unterscheidung zwischen der
Qualita¨t einzelner invertierter Muster und der Korrektheit der RE-Filterkonstellation. So kann
aus einem guten Inversionsergebnis einzelner Eingangsbilder nicht auf die Inversionsqualita¨t bei
anderen Eingangsbildern geschlossen werden. Aus diesem Grund wurden immer zwei Messreihen
aufgenommen, die sowohl den Verlauf der Hexagonfehler als auch den Verlauf des Filterfehlers
dokumentieren. Der Fehlerwert bei einer bestimmten Iteration entspricht jeweils dem des Indivi-
duums, das zu dem Zeitpunkt die gro¨ßte Fitness in der Population besitzt.
5.7.1 Einfluss der Mutation
Der erste Parameter des Evolutiona¨ren Algorithmus, dessen Einfluss auf das Lernverhalten unter-
sucht wurde, ist die Mutation. Dazu wurden verschiedene Wahrscheinlichkeitswerte des Random
Resetting-Mutationsoperators miteinander verglichen. Der Vergleich beruht auf der Inversion von
SW-Zufallsbildern fu¨r eine Hexagonfeldgro¨ße von 16×16. Der Rekombinationsoperator ist in allen
Fa¨llen Uniform Crossover. Die verwendete Filterverteilung war das Basic-Tiling mit den Filterty-
pen F1, F2, F3. Nur diese stehen als mo¨gliche Resultate der Mutation zur Auswahl (Filterpool).
Das fu¨hrt zu einer Filterzahl von 64 Filtern im Sichtbereich24.
Als mo¨gliche Mutationswahrscheinlichkeiten pMut wurden 0%, 2%, 5%, 10%, 20% und 50% mit-
einander verglichen. Die automatische Antwortbewertung wa¨hlte jeweils die drei Inverterresultate
mit den kleinsten Hexagonfehlern aus den sechs Mo¨glichen aus. Fu¨r jeden neuen 3-aus-6-Durchlauf
wurde ein neues SW-Zufallsbild generiert. Fu¨r die maximale Zahl der Durchla¨ufe (Iterationen)
wurde 500 gewa¨hlt. Da es sich bei EA um ein stochastisches Suchverfahren handelt, wurde jeweils
der Mittelwert von fu¨nf Durchla¨ufen je Experiment bestimmt.
Abbildung 5.40 a) zeigt den Verlauf des Hexagonfehlers fu¨r verschiedene Werte der Muta-
tionsrate. In Abbildung 5.40 b) ist der Verlauf des Filterfehlers dargestellt. Der Hexagonfehler ist
die Zahl der unaufgelo¨sten Hexagone. Da vor Beginn des RE*-Lernverfahrens die Invertierbar-
keit der verwendeten Filterkonfiguration untersucht wurde25, ist der Fehler allein auf eine falsche
Filterzuordnung zuru¨ckzufu¨hren. Dieser Filterfehler steht fu¨r die Zahl der falsch zugeordneten Fil-
terklassen. Der maximale Filterfehler ist bei der gegebenden RE*-Konstellation 64, der maximale
Hexagonfehler 16 × 16 = 256. Da bei der zufa¨lligen Initialisierung der Filterklassen etwa 1/3 der
Filter richtig zugeordnet wurden, betra¨gt der Startwert der Filterfehlerkurve nicht 64, sonden nur
etwa 40.
Als beste Mutationswahrscheinlichkeiten erweisen sich fu¨r diese RE*-Konstellation 2% und
5%. Diese erreichen einen minimalen Filterfehler von durchschnittlich 7 nach 500 Iterationen. Der
Hexagonfehler ist in beiden Fa¨llen kleiner 10. Die beiden Kurven zeigen eine hohe A¨hnlichkeit
zueinander und der Endzustand scheint bereits nach etwa 300 Iterationen erreicht worden zu sein.
Die anderen Mutationsraten schneiden im Vergleich dazu deutlich schlechter ab. Die schlechteste
Performance zeigen 0% (reine Rekombination) und 50% Mutationswahrscheinlichkeit. Es ist zu
erwarten, dass die nicht untersuchten Mutationsraten im Bereich 2%-4% ein a¨hnliches Verhalten
zeigen.
24Die Filter und Hexagone im Offsetbereich des Eingangsfeldes wurden nicht beru¨cksichtigt.
25Wie bereits oben erwa¨hnt ist ein Rand mit einer Breite von zwei Hexagonen mit bekannten Werten (z.B.
schwarz) fu¨r eine perfekte Inversion dieser RE*-Konstellation vorauszusetzen.
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Abbildung 5.40: Verlauf des Hexagon- und Filterfehlers wa¨hrend eines automatischen EA-Trainings bei
Variation der Mutationsrate.
5.7.2 Einfluss der Rekombination
Neben dem Einfluss der Mutationsrate auf den RE*-Lernvorgang wurden auch die Auswirkungen
verschiedener Crossover-Varianten untersucht. Hier fand der Vergleich zwischen 0-Point- (keine
Rekombination), 1-Point-, 12-Point- und Uniform-Crossover statt. Es wurde dieselbe Vorgehens-
weise verwendet wie bereits bei der Untersuchung der Mutationsparameter. Als feste Mutationsrate
wurde hier pMut = 5% gewa¨hlt, da diese mit die besten Konvergenzeigenschaften zeigte. Wie in
Abbildung 5.41 a) zu erkennen ist, zeigen die verschiedenen Crossover-Varianten ein sehr a¨hnliches
Verhalten bei der Entwicklung des Hexagonfehlers. Anfangs scheint die reine Mutation als auch
das Uniform-Crossover eine bessere Konvergenz zu zeigen, was aber nicht unbedingt signifikant
ist. Ab etwa 300 Iterationen a¨ndert sich die Zahl der nichtaufgelo¨sten Hexagone kaum noch und
bleibt bei etwa 10.
Der Vergleich der Entwicklung der Filterfehler (Abbildung 5.41 b)) offenbart ebenfalls keine
signifikanten Unterschiede der einzelnen Verfahren. Im Endzustand ist der Filterfehler im Bereich
von 7 falsch zugeordneten Filtern. Der Einfluss der Rekombination ist fu¨r diese RE*-Konstellation
von untergeordneter Rolle. Fu¨r weitere Untersuchungen wird das Uniform-Crossover verwendet.
5.7.3 Einfluss des Fehlermaßes (Hexagonfehler vs. Euklidischer Ab-
stand)
Eine Fragestellung ergibt sich aus dem Bewertungsmaß, das der mathematischen Antwortbewer-
tung zugrunde liegt. Die Untersuchung bzgl. des Fitnessmaßes soll eine quantitative Abscha¨tzung
ermo¨glichen, inwieweit die beiden Bewertungsmaße zu unterschiedlichen Konvergenzverhalten
fu¨hren. Zu diesem Zweck wurden, wie in den beiden vorhergehenden Versuchen, SW-Zufallsmuster
als Inputpatterns generiert. Die RE-Konstellation war wiederum durch 16×16 Hexagone mit dem
(F1,F2,F3)-Basic-Filter-Tiling gegeben. Die Mutationsrate lag bei 5% und es wurde ein Uniform-
Crossover eingesetzt. Der sich ergebende Verlauf des Hexagonsfehlers als Mittelwert von je 5
Messungen ist in Abbildung 5.42 a) dargestellt. Der Fehlerverlauf des Euklidischen Abstands
beginnt bei einem geringeren Fehlerwert als die Kurve der unaufgelo¨sten Hexagone, da es bei
der zufa¨lligen SW-Belegung der unaufgelo¨sten Felder teilweise zu richtigen Zuordnungen kommt
(durchschnittlich in der Ha¨lfte der Fa¨lle). Beide Kurven konvergieren anschließend gegen einen
Hexagonfehler von kleiner 10 nach etwa 500 EA-Iterationen. Dabei ist der Fehler des EA mit
dem Euklidischen Abstandsmaß etwas schlechter. Die Ursache dafu¨r erkennt man im Verlauf des
Filterfehlers (Abbildung 5.42 b)). Hier ist die Konvergenz des Verfahrens mit dem Hexagonfehler
142 KAPITEL 5. ENTWICKLUNG DES RETINA ENCODER SYSTEMS RE*
(a) (b)
Abbildung 5.41: Verlauf des Hexagon-und Filterfehlers wa¨hrend eines automatischen EA-Trainings bei
A¨nderung des Rekombinationsoperators.
als Abstandsmaß deutlich besser. Es erreicht nach 500 Schritten einen minimalen Filterfehler von
etwa 7, wobei das andere Verfahren bei etwa 10 falschen Filterzuordnungen endet.
Abschließend la¨sst sich sagen, dass der Hexagonfehler ein deutlich unrealistischeres Maß als der
euklidische Abstand im Sinne der visuellen Wahrnehmung darstellt. Allerdings ist er das Exakteste
unter den zuga¨nglichen Maßen. Die Zahl der korrekten Filter wa¨re ein besseres Maß, jedoch ist
diese nicht zuga¨nglich, da nur die wahrnehmungsbasierten Auswirkungen fu¨r die Versuchsperson
erfahrbar sind.
5.7.4 Abha¨ngigkeit von Musterauswahl
Von besonderem Interesse ist der Einfluss der Inputmuster auf den Trainingsverlauf. Fu¨r die
mathematische Antwortbewertung ist es unerheblich, ob sie zwei SW-Zufallsmuster vergleicht oder
zwei Bilder mit erkennbar strukturiertem Inhalt (z.B. Schachbrettmuster). Diese Aussage ist fu¨r
normalsichtige Versuchspersonen nicht mehr zutreffend. Der Vergleich zweier Zufallsbilder ist fu¨r
Versuchspersonen a¨ußerst schwierig. Im Gegensatz dazu ist der Vergleich klar strukturierter Bilder
einfach.
Hier entsteht ein Dilemma, wie man schon aus den Ergebnissen der mathematischen Ant-
wortbewertung erkennen kann. Bei der Untersuchung wurden verschiedene Muster mit steigender
Strukturierung (Komplexita¨t) als Eingabe verwendet. Als einfachstes Muster diente eine horizon-
tale Halbierung der Eingabefla¨che in einen schwarzen und einen weißen Bereich (halbhorizontal).
Die weiteren Muster waren schachbretta¨hnlich (Schachbrett0, Schachbrett1, Schachbrett2), wobei
die Ka¨stchengro¨ße und damit auch die Zahl der Ka¨stchen variierte. Zum Vergleich wurde das
SW-Zufallsmuster herangezogen.
Der Vergleich des Hexagonfehlerverlaufs (Abbildung 5.43 a) ) fu¨r die verschiedenen Muster-
typen zeigt, dass die Konvergenz des Fehlers gegen Null umso schneller erfolgt, je einfacher die
Struktur des Musters ist. Die Ursache dafu¨r ist, dass bei großen, zusammenha¨ngenden, einfar-
bigen Fla¨chen viele rezeptive Felder homogen gereizt werden und somit eineindeutig auflo¨sbare
Zentrums- und Peripherie-Melodien erzeugen. Je mehr Kanten zwischen schwarzen und weißen
Bereichen auftreten, umso weniger eineindeutige Filtermelodien werden erzeugt.
Durch die U¨berlappung der RFs benachbarter ST-Filter kommt es dabei manchmal zu der
Situation, dass durch das Auftreten eindeutiger Melodien bei zwei zufa¨llig richtig besetzten Filter-
pla¨tzen ein relativ großer Hexagonfeldbereich aufgelo¨st wird. Dieser kann so groß sein, dass Hexa-
gone im RF eines falsch besetzten Filters trotzdem aufgelo¨st werden. Ist dies der Fall, so gibt es
keine Mo¨glichkeit, diese Filterfehlbesetzung mit dem angelegten Muster zu korrigieren, da es kei-
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Abbildung 5.42: a) zeigt die Abha¨ngigkeit des Hexagonfehlerverlaufs fu¨r zwei verschiedene Bewertungs-
maße: im ersten Fall ist die Fitness der einzelnen Individuen nur von der Zahl der
unaufgelo¨sten Hexagone abha¨ngig. Im zweiten Fall werden die unaufgelo¨sten Felder
zufa¨llig schwarz oder weiß belegt und der Euklidische Abstand zwischen Eingangsbild
und Inverterergebnis als Grundlage fu¨r die Berechnung der Fitnessfunktion gewa¨hlt.
In b) ist der zugeho¨rige Verlauf des Filterfehlers fu¨r die beiden Fa¨lle dargestellt.
nen erkennbaren Unterschied der Inverterausgangsbilder von zwei RE-Konfigurationen gibt, wenn
bei der einen ein solcher u¨berdeckter Filter falsch und bei der anderen richtig besetzt ist.
Im Lichte dieser Problembeschreibung versteht man den Verlauf der zugeho¨rigen Filterfehler-
kurven, die in Abbildung 5.43 b) dargestellt sind. Die einfach strukturierten Eingangsmuster lassen
eine schnelle Konvergenz zu, bewirken aber eine Stagnation des Filterfehlers auf hohem Niveau. Je
komplexer die Kantenverteilung (spatiale Frequenz) ist, umso besser ist das Konvergenzverhalten
des Filterfehlers.
Da im Anfangsbereich die Konvergenz des Hexagonfehlers fu¨r einfache Muster deutlich besser
als fu¨r Komplexe ist und der Verlauf des Filterfehlers aber gleichzeitig etwa identisch ist, bietet
sich fu¨r normalsichtige Versuchspersonen die Mo¨glichkeit an, im Laufe des Trainings die Ortsfre-
quenz der Trainingsbilder zu steigern. Der ideale Zeitpunkt zum Wechsel des Stimulus ist dabei
dort gegeben, wo sich die Filterfehlerkurven zu den verschiedenen Stimuli schneiden. Beispiels-
weise fa¨llt die rosa Kurve in Abbildung 5.43 b) (Schachbrett2) anfangs deutlich schneller als die
Filterfehlerkurve fu¨r Zufallsmuster (schwarze Kurve). Ab etwa 180 evolutiona¨ren Schritten zeigt
die Filterfehlerkurve der Zufallsmuster eine bessere Konvergenz gegen Null. Es ist somit nicht
sinnvoll, mit anderen Trainingsmustern als mit Zufallspatterns jenseits dieser Iterationszahl zu
trainieren.
5.7.5 Abha¨ngigkeit von Hexagongittergro¨ße
Bisher wurde der Lernprozess nur fu¨r die Hexagongittergro¨ße von 16× 16 Feldern betrachtet. Da
die Zahl der mo¨glichen Filterkonstellationen exponentiell mit der Zahl der Stu¨tzstellen wa¨chst, ist
zu erwarten, dass die beno¨tigten Lerniterationen fu¨r große Hexagon-Arrays deutlich zunimmt. Zur
Untersuchung wurden die Trainingsla¨ufe fu¨r vier verschiedene Hexagonarraygro¨ßen verglichen. Die
Parametereinstellungen des EA entsprechen dabei den bereits oben verwendeten. Die Ergebnisse
sind in Abbildung 5.44 dargestellt. Man erkennt, dass die relativ ermutigenden Ergebnisse im Falle
einer 16×16 Hexagongittergro¨ße nicht einfach auf gro¨ßere Arrays u¨bertragen werden ko¨nnen. Der
Lernvorgang, so zeigen die Ergebnisse, konvergiert nicht nur schlechter, sondern es ist auch ein
deutlich ho¨herer Endfehler zu erwarten.
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Abbildung 5.43: a) zeigt die Abha¨ngigkeit des Hexagonfehlerverlaufs fu¨r unterschiedliche Eingangsbil-
der fu¨r ein festes 16×16 Hexagonraster mit dem (F1,F2,F3)-Basic Tiling. Man erkennt,
dass der Hexagonfehler bei wenig komplexen Mustern am schnellsten gegen Null konver-
giert. Schachbrettmuster2 und das SW-Zufallsmuster zeigen eine etwa gleich schlechte
Konvergenz. In b) sind die zugeho¨rigen Filterfehlerverla¨ufe dargestellt. Hier laufen an-
fangs alle Kurven etwa gleich. Ab etwa 120 Iterationen reduziert sich der Filterfehler
nur noch bei Schachbrettmuster2 und beim SW-Zufallsmuster.
5.7.6 Gro¨ße des Filterpools
Ein weiterer, den Lernprozess stark beeinflussender Faktor ist die Gro¨ße des Filterpools. Bei den
bisherigen Untersuchungen wurde die Zahl der mo¨glichen Filtertypen immer auf die im Filterar-
ray tatsa¨chlich Vorkommenden beschra¨nkt. Des Weiteren waren dies immer drei derselben RF-
Topologie.
In Abbildung 5.45 sind die Simulationsergebnisse fu¨r verschiedene Filterpoolgro¨ßen (3, 6, 9,
12, 18 Filtertypen) dargestellt. Ausgangslage war das 16×16 Basic-Tiling (F1, F2, F3) sowie dem
u¨blichen EA-Parametersatz. Das A¨hnlichkeitsmaß war der Hexagonfehler. Es wurde eine Mittel-
wertbildung u¨ber fu¨nf Messungen durchgefu¨hrt. Es zeigte sich, dass der Verlauf der Hexagonfeh-
lerkurven (Abbildung 5.45 a)) im Falle gro¨ßerer Filterpools bei ho¨heren Werten startet. Dies ist
darauf zuru¨ckzufu¨hren, dass bei der Initialisierung umso mehr richtige Filterzuordnungen vorkom-
men, je kleiner der Filterpool ist. Die Konvergenz ist fu¨r kleinere Filterpoolgro¨ßen deutlich besser
als fu¨r Große. Allerdings la¨sst der Kurvenverlauf hier im Gegensatz zu Abbildung 5.44 vermuten,
dass eine gro¨ßere Iterationszahl zu einem besseren Resultat fu¨hren wu¨rde, da die Kurven fu¨r die
Filterpoolgro¨ßen 9, 12 und 18 sich zum Zeitpunkt des Abbruchs noch im absteigenden Bereich
befanden. Die Verla¨ufe des Hexagonfehlers in den fu¨nf Fa¨llen spiegeln sich in den Verla¨ufen der
jeweiligen Filterfehler recht gut wieder (Abbildung 5.45 b)). Auch hier scheint der Konvergenz-
prozess nur im Falle der Filterpoolgro¨ße 3 abgeschlossen zu sein.
5.8 Ergebnisse des EA-Dialogs mit normalsichtigen VP
Die Durchfu¨hrung der RE*-Lernvorga¨nge unter Benutzung der mathematischen Antwortbewer-
tung ermo¨glicht es, nun einen EA-Parametersatz zu wa¨hlen, der sehr gute Konvergenzeigenschaften
besitzt, und die Wahl einer in ihrer Komplexita¨t gro¨ßer werdenden Sequenz von Eingabemustern.
Dies ist notwendig, um die Trainingszeit zuna¨chst mit normalsichtigen Versuchspersonen zu mi-
nimieren. Dabei ist zu beru¨cksichtigen, dass man keinerlei Einfluss auf die Hexagongittergro¨ße
und die Zahl der Filtertypen hat. Fu¨r grundlegende Tests mit Normalsichtigen wurde das 16× 16
Basic-Tiling mit den Filtern F1, F2, F3 verwendet. Um unter etwas realistischeren Konditionen
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Abbildung 5.44: a) zeigt die Abha¨ngigkeit des Hexagonfehlerverlaufs fu¨r vier verschiedene Hexagonfeld-
gittergro¨ßen. Die Parameter des EA entsprechen denen in den vorherigen Versuchen.
Das Bewertungsmaß ist der Hexagonfehler. Im Unterschied zu den bisherigen Versu-
chen wurde die Iterationszahl auf 1000 Generationen gesetzt. Aufgrund der langen
Dauer der Inversionsprozesse in den Fa¨llen 32×32 und 64×64 wurde auf eine mehrma-
lige Messung und eine anschließende Mittelwertbildung verzichtet. Man erkennt, dass
in den Fa¨llen 8×8 und 16×16 der Hexagonfehler bis nahe Null abfa¨llt. In den beiden
anderen Fa¨llen stoppt der Lernprozess bei relativ hohen Hexagonfehlern. In b) ist der
zugeho¨rige Verlauf des Filterfehlers fu¨r die vier Fa¨lle dargestellt. Auch hier erkennt
man, dass in den Fa¨llen 8×8 und 16×16 der Filterfehler nach etwa 200 Iterationen
etwa auf unter 10% abgefallen ist. In den beiden anderen Fa¨llen stagniert er auf hohem
Niveau.
das Training durchzufu¨hren, wurden 10 ST-Filtertypen im Filterpool zur Verfu¨gung gestellt. In
Abbildung 5.46 sind exemplarisch zwei typische Lernkurven dargestellt. In einem Fall (Abbildung
a)) wurde wa¨hrend der ganzen Trainingsdauer (150 Iterationen, etwa 50 min) als Eingangsstimulus
eine horizontal geteilte schwarz-weiße Fla¨che verwendet. Im Fall b) war es ein Schachbrettmuster.
Man erkennt die aus den automatischen Trainingsla¨ufen bekannten Pha¨nomene. Im Falle des ein-
fachen Musters sinkt der Hexagonfehler bis auf unter 60. Der Filterfehler sinkt bis etwa 32. Im
Fall des etwas komplexeren Musters (Schachbrett1) erreicht der Hexagonfehler gerade 100, wo er
stagniert. Der Filterfehler erreicht etwa den Wert 38.
In beiden Fa¨llen war der Filterfehler u¨ber 30, was bei einer Gesamtfilterzahl von 64 deutlich
zu hoch ist. In allen mit normalsichtigen Versuchspersonen durchgefu¨hrten Tests wurden a¨hnlich
unbefriedigende Ergebnisse erzielt. Prinzipiell existieren mehrere Mo¨glichkeiten, den Filterfehler
zu verkleinern:
• gro¨ßere Zahl von Individuen in der Population
• gro¨ßere Iterationszahl
• gezielte Mutationen
Eine Verbesserung der Konvergenz ergibt sich beispielsweise durch eine Erho¨hung des Selek-
tionsdrucks. Dieser wird umso gro¨ßer, je kleiner das Verha¨ltnis λµ wird [Wei02]. Dies fu¨hrt, genauso
wie der zweite Punkt, zwangsla¨ufig zu einer ho¨heren Belastung fu¨r die VP. Fu¨r automatische Ver-
fahren wa¨ren die ersten beiden Punkte durchaus einsetzbar. Es bietet sich somit an, ein Verfahren
zu entwickeln, welches es ermo¨glicht, gezielte Mutationen in den FM-Genomen durchfu¨hren zu
ko¨nnen. Ein Verfahren, das diese Mutationen erlaubt, soll im folgenden Kapitel erla¨utert werden.
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Abbildung 5.45: a) zeigt die Abha¨ngigkeit des Hexagonfehlerverlaufs fu¨r fu¨nf verschiedene Filterpool-
gro¨ßen (F1-F3, F1-F6, F1-F9, F1-F12, F1-F18). Die Parameter des EA entsprechen
ansonsten denen aud den vorherigen Versuchen. Das Bewertungsmaß ist der Hexagon-
fehler. Man erkennt in allen Fa¨llen eine recht gute Konvergenz des Hexagonfehlers.
In b) ist der zugeho¨rige Verlauf des Filterfehlers fu¨r die fu¨nf Fa¨lle dargestellt. Auch
hier erkennt man eine recht gute Reduktion des Filterfehlers in allen Fa¨llen. Auch hier
wurde eine Mittelwertbildung u¨ber je fu¨nf La¨ufe durchgefu¨hrt.
5.9 Position Sensitive Tuning (PST)
Bei komplexeren RE*-Problemstellungen werden die Trainingszeiten zu lang oder das Lernver-
fahren konvergiert nicht erfolgreich. Ein Grund dafu¨r ist in der Mutation zu sehen. Eine zentrale
Schwierigkeit ist, dass es gegen Ende eines Trainingsvorgangs immer unwahrscheinlicher wird,
falsch zugeordnete Filtertypen durch Mutationen zu korrigieren. Seien von M Filterpositionen
M − 1 richtig besetzt. Die Zahl der Filtertypen sei Z. Der Mutationsoperator sei derart, dass
zufa¨llig genau eine Filterposition gewa¨hlt und dort zufa¨llig eines der Z mo¨glichen Filter gesetzt
wird. Die Wahrscheinlichkeit fu¨r die richtige Mutation betra¨gt in diesem Fall:
pcorrect =
1
MZ
Die Wahrscheinlichkeit fu¨r eine falsche Mutation betra¨gt hingegen26:
pfalse = 1− 1
ZF
Ein weiterer wichtiger Punkt ergibt sich, wenn man die vorhergehenden Experimente na¨her be-
trachtet. Wie in Abbildung 5.43 zu erkennen ist, ko¨nnen manche Eingangsmuster trotz einer großen
Anzahl falsch zugeordneter Filtertypen recht gut invertiert werden. Dies kommt daher, dass richtig
zugeordnete Filter existieren, deren rezeptive Felder den Bereich der falsch zugeordneten Filter mit
u¨berdecken und die dortigen Hexagone auflo¨sen. Ein Individuum kann somit eine recht schlechte
U¨bereinstimmung der Filter haben, trotzdem aber ein so perfekt aufgelo¨stes Inversionsergebnis
vorweisen wie ein anderes Individuum, das an den Fehlstellen die korrekten Filtertypen besitzt.
Im Selektionsschritt des EA kann somit ein schlechteres Individuum gewa¨hlt werden, ohne dass
dies auffa¨llt. Diese ungewollten Individuen entstehen leicht durch Mutationen an Filterpositionen,
die schon korrekt besetzt waren.
26Unter falschen Mutationen sind solche zu verstehen, die zu keiner Vera¨nderung oder einer Verschlechterung
fu¨hren.
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Abbildung 5.46: a) zeigt das Resultat eines typischen RE*-Lernvorgangs mit dem Standard 3-aus-6-
Verfahren einer normalsichtigen Versuchsperson. Dargestellt sind Hexagon- und Fil-
terfehler fu¨r das Training mit einem festen Stimulus (Halbhorizontal). In b) ist der
entsprechende Trainingsvorgang fu¨r den Stimulus Schachbrett1 dokumentiert.
Abbildung 5.47: Position Sensitive Tuning: Dargestellt ist das nicht vollsta¨ndig aufgelo¨ste Inverterergeb-
nis des pi-Stimulus. Das PST-Verfahren bewirkt nur Mutationen an den Positionen der
innerhalb des gelben Kreises liegenden Filter. In diesem Fall fu¨hrt eine der Mutationen
zu einer Verbesserung des Inversionsergebnisses.
Es wa¨re somit in beiden Fa¨llen von Vorteil, wenn die Versuchsperson gezielt Mutationen nur an
solchen Stellen des Filterarrays hervorrufen ko¨nnte, die eine hohe Fehlbesetzungswahrscheinlichkeit
besitzen. Diese Idee wurde realisiert indem der Position Sensitive Tuning (PST)-Algorithmus
als zusa¨tzliches Trainingsverfahren implementiert wurde [BEN05, EBN05]. Beim normalen EA-
Dialogverfahren kann die Versuchspersonen nur zwei Inverterausgangsbilder bzgl. ihrer globalen
Qualita¨t beurteilen. Eine Aussage wie
”
Pattern 1 entspricht dem Vorgabemuster im linken unteren
Bereich sehr gut. Pattern 2 eher rechts oben” kann nicht in das evolutiona¨re Verfahren einfließen.
Beim PST-Dialogverfahren kann die normalsichtige Versuchsperson Bereiche auf dem Inverter-
bild wa¨hlen, die ihrer Meinung nach noch keine gute U¨bereinstimmung mit dem Eingangsmuster
haben. Der PST-Algorithmus berechnet aus der gewa¨hlten Position auf dem Hexagonraster und
einem vorgebbaren Radius die zugeho¨rigen Abschnitte auf dem Genom, auf denen anschließend
eine Mutation durchgefu¨hrt wird (s. Abbildung 5.47)27. Alle anderen Genompositionen bleiben
bei dieser Mutation unvera¨ndert (s. Abbildung 5.48).
27Wenn der Mutationsradius so klein ist, dass nur ein einzelner ST-Filter mutiert wird, besteht auch die
Mo¨glichkeit, statt einer Mutation eine sequezielle Pra¨sentation aller mo¨glichen Filterbelegungen durchzufu¨hren.
148 KAPITEL 5. ENTWICKLUNG DES RETINA ENCODER SYSTEMS RE*
Abbildung 5.48: Darstellung der PST-Mutation aus Genom-Sicht: Die grau gefa¨rbten Genomabschnitte
liegen außerhalb des Mutationsradius und sind nicht vera¨nderbar. Die innerhalb des Ra-
dius liegenden Filtertypen sind farbig markiert und werden mutiert. Es ist zu beachten,
dass die Nachbarschaft der Filter auf dem Hexagonfeld nicht zu einer Nachbarschaft
auf dem Genom fu¨hren muss.
Als besonders einfach hat sich dieses Verfahren in Kombination mit einem (1,1)-EA heraus-
gestellt. Dies hat in etwa den gleichen Selektionsdruck wie die (3,3)-Variante. Die VP vergleicht
das Ergebnis der PST-Mutation (als Kind-Individuum) direkt mit dem vorhergehenden Ergeb-
nis (als Elter-Individuum) und selektiert aus beiden das subjektiv Bessere. Dieses wird dann das
Ausgangsindividuum fu¨r die na¨chste Generation.
In der RE*-Implementation kann die VP die Auswahl der Mutations-Position mit Hilfe der
Computermaus durchfu¨hren. Die Selektion zwischen den beiden Individuen des PST-Algorithmus
wird mit Hilfe des Mausrades durchgefu¨hrt.
Im Vergleich zum Standard EA-Verfahren unterscheidet sich das PST darin, dass keine Rekom-
bination existiert. Dies ist kein unbedingter Nachteil, da die Mutationen deutlich zielgerichteter
sind und somit die Konvergenzgeschwindigkeit gro¨ßer ist. Des Weiteren sind die einzelnen PST-
Iterationen deutlich schneller von der VP durchfu¨hrbar, da die Selektion aus zwei Individuen
einfacher ist als die Wahl von drei aus sechs Mo¨glichen.
Der PST-Algorithmus la¨sst sich mit dem urspru¨nglichen 3-aus-6-Verfahren kombinieren.
Dazu kann jede der sechs Mo¨glichkeiten eine gewisse Zahl von PST-Iterationen durchlaufen
(Abbildung 5.49). Die Versuchsperson wa¨hlt anschließend aus den so vormutierten Individuen
die drei Besten, wie beim reinen EA. Im weiteren EA-Verlauf wird dann auch auf den Muta-
tionsoperator verzichtet. Der Vorteil dieser Vorgehensweise ist, dass die genetische Vielfalt der
Individuen in der recht kleinen Population vergro¨ßert wird.
Das PST-Verfahren la¨sst sich prinzipiell mit allen Inverter-Modul-Varianten koppeln. Fu¨r den
Einsatz des Verfahrens ist es nicht notwendig, dass wie in Abbildung 5.47 unaufgelo¨ste Hexagone
durch den Inverter dargestellt werden. Diese ko¨nnen durchaus auch zufa¨llig belegt sein.
5.9.1 Ergebnisse des PST-Verfahrens
Um die Tauglichkeit des Position Sensitive Tunings mit normalsichtigen Versuchspersonen zu tes-
ten, wurden mehrere Versuchsreihen mit unterschiedlich gesetzten Schwerpunkten durchgefu¨hrt.
Zum einen wurden die Konvergenzeigenschaften des PST-Verfahrens bzgl. verschiedener Eingabe-
stimuli bestimmt. Zum anderen wurde die Konvergenz bei festem Stimulus aber unterschiedlichen
Filterkonstellationen untersucht. In beiden Fa¨llen wurde ein 16 × 16 Hexagonfeld benutzt. Un-
bekannte Hexagone wurden markiert. Der PST-Radius betrug ein Hexagon und der Filterpool
umfasste 10 ST-Filterklassen (F1-F10). Es wurde ein reines PST-Verfahren angewendet ((1,1)-
EA).
Im Falle des PST-Trainings mit verschiedenen Eingangsreizformen ergab sich das in
Abbildung 5.50 a) und b) dargestellte Verhalten fu¨r den Verlauf des Hexagonfehlers bzw. Filter-
fehlers. Beim PST-Verfahren ist der Selektionsprozess deutlich schneller als beim herko¨mmlichen
3-aus-6-Verfahren. Die Trainingsdauer entspricht trotz der deutlich gro¨ßeren Iterationszahl in etwa
der des EA-Verfahrens.
Anhand der Trainingskurven erkennt man, dass in allen Fa¨llen ein Hexagonfehler von Null er-
reicht wurde. Die zugeho¨rige Zahl an PST-Iterationen war dabei abha¨ngig vom dargebotenen Sti-
mulus. Je komplexer der Stimulus war, umso ho¨her war die Zahl der notwendigen PST-Iterationen.
Wie man im Vergleich der beiden Diagramme erkennt, bedeutet auch beim PST-Verfahren ein
Hexagonfehler von Null nicht zwangsla¨ufig einen Filterfehler von Null. Im Falle des horizontalen
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Abbildung 5.49: RE*-Trainingsumgebung mit Position-Sensitive-Tuning-Modul
Streifenmusters betra¨gt der Filterfehler trotz perfekter Inversion noch ca. 17, im Fall des Musters
”Schachbrett0” noch 10 und beim Muster ”Schachbrett2” nur 3. Um einen kleinen Filterfehler zu
garantieren, ist man somit gezwungen, komplexe Trainingsmuster einzusetzen. Weiterhin erkennt
man, dass die Konvergenz hin zu wenigen Filterfehlern bei einfachen Mustern ho¨her zu sein scheint.
Dies bedeutet fu¨r das Trainingsverfahren mit einer normalsichtigen Versuchsperson, dass man mit
einfachen Stimuli beginnen und die Komplexita¨t der Muster im Laufe des Lernvorgangs steigern
sollte. So wu¨rde es sich anbieten, auf ein komplexeres Muster zu wechseln, wenn das momentane
Muster perfekt invertiert werden kann. Im Falle der in Abbildung 5.50 dargestellten Lernkurven
wu¨rde dies bedeuten, dass man nach 350 PST-Iterationen vom Muster ”horizontale Streifen” zu
dem Muster ”Schachbrett0” wechselt.
In Abbildung 5.51 a) und b) sind PST-Lernkurven fu¨r ein festes Muster und unterschiedliche
ST-Filter-Konfigurationen dargestellt. Verwendet wurden drei verschiedene 16×16 Filterkonfigu-
rationen: (F1,F2,F3), (F9,F9,F9), (rand F1-F10)28. Deren Inversionsfa¨higkeit wurde zuvor unter
Verwendung eines SMEs mit dem in Unterabschnitt 5.5.1 dargestellten Verfahren u¨berpru¨ft. Als
Stimulus wurde nur ”Schachbrett2” verwendet. In allen drei Fa¨llen konnte eine perfekte Inversi-
on des Eingangsmusters erreicht werden. Die Trainingszeiten waren jedoch fu¨r die komplexeren
Filterkonfigurationen deutlich ho¨her. Die jeweils erzielten Filterfehler waren im Fall der Tilings
(F1,F2,F3) und (F9,F9,F9) etwa bei 5%. Beim zufa¨lligen Tiling (rand F1-F10) lag der Filterfehler
bei 25%. Dieser Wert ko¨nnte durch Variation des Eingangsmusters weiter verbessert werden.
28(rand F1-F10) bezeichnet eine zufa¨llige Verteilung der Filter F1-F10 auf dem Basic-Tiling.
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(a) (b)
Abbildung 5.50: In a) sind die Verla¨ufe des Hexagonfehlers fu¨r das Training mit einer normalsichti-
gen VP bei einer festen ST-Filterkonfiguration (Basic-Tiling F1F2F3) und verschie-
denen Stimuli dargestellt. Als Muster wurden ein horizontales Streifenmuster sowie
zwei Schachbrettmuster mit unterschiedlichen Auflo¨sungen verwendet. In b) sind die
entsprechenden Filterfehlerkurven gezeigt.
(a) (b)
Abbildung 5.51: In a) sind die Verla¨ufe des Hexagonfehlers fu¨r das Training mit einer normalsichtigen
VP bei einem festen Stimulus (Schachbrett2) und verschiedenen Tiling-Konfigurationen
dargestellt. Im ersten Fall wurde das Basic-Tiling mit den Filtertypen (F1,F2,F3), im
zweiten Fall mit den Filtertypen (F9,F9,F9) und im dritten Fall mit einer zufa¨lligen
Filterkonfiguration (rand F1-F10) verwendet. In b) sind die entsprechenden Filterfeh-
lerkurven gezeigt.
Kapitel 6
Diskussion
Die Entwicklung von Sehprothesen stellt eine große Herausforderung fu¨r verschiedenste Disziplinen
der heutigen Wissenschaft und Technik dar. Neben den vielen noch ungelo¨sten Problemen hinsicht-
lich Biokompatibilita¨t, Mikrominiaturisierung, Implantationstechnik und Elektrodenentwicklung
sind viele Fragen hinsichtlich einer angemessenen Informationsverarbeitung fu¨r eine erfolgverspre-
chende Stimulation der Retina offen. Momentane straigth-forward Stimulationsansa¨tze erzielen
nicht die gewu¨nschten Wahrnehmungsergebnisse bei den Implantattra¨gern, sondern fu¨hren, wenn
u¨berhaupt, nur zu einer unbefriedigenden Phosphene Vision.
Im Rahmen dieser Arbeit wurden verschiedene Aspekte der Konzeption und des Aufbaus eines
lernfa¨higen Retina-Implantat-Systems herausgearbeitet, die bei bisherigen Systemen nicht oder nur
unvollsta¨ndig Beachtung fanden. Sie ko¨nnen, wenn sie bei der Entwicklung zuku¨nftiger Retina-
Implantat-Systeme beru¨cksichtigt werden, zu einer Verbesserung der visuellen Wahrnehmung bei
den Retina-Implantat-Tra¨gern fu¨hren.
Die Herausforderung bestand darin, ausgehend von einer unkonventionellen Sichtweise der
visuellen Informationsverarbeitung als eine Sequenz zweier Abbildungen, ein neuartiges Retina-
Encoder-Simulations- und -Lernsystem RE* zu entwickeln, das die Mo¨glichkeit bietet, die ver-
schiedenen systemtheoretischen und physiologischen Aspekte dieser beiden Abbildungen zu unter-
suchen. Ein Ziel war es, ein Inverter Modul zu entwickeln, mit dem eine perfekte Inversion einer
durch ein Filter Modul geleisteten spatio-temporalen Abbildung mo¨glich ist. Der Fehler zwischen
Eingangsstimulus P1 und Inverterresultat P2 sollte auf diese Art und Weise vollsta¨ndig auf man-
gelnde U¨bereinstimmung zwischen dem gesuchten RE-Filterparametersatz RE ref und dem aktuell
eingestellten Parametersatz RE zuru¨ckzufu¨hren sein. Eine Beschra¨nkung durch eine nicht-perfekte
Inversion, wie sie bei fru¨heren Inverter-Modul-Versionen unter Verwendung Neuronaler Netze auf-
trat, sollte so verhindert werden. Durch ein Inverter-Modul, das eine perfekte Inversion erlaubt,
sollte schließlich eine Verbesserung der wahrnehmungsbasierten Lernverfahren ermo¨glicht werden.
Entwickelt wurden zwei verschiedene Inverter Module, die aus dem RE*-Ausgangsdatenstrom
den Stimulus P1 bei korrekter Filterzuordnung im Filter Modul perfekt rekonstruieren konnten
Abbildung 6.1.
Ziel der Arbeit war es ebenfalls durch die Entwicklung des Inverter Moduls und eines zu-
geho¨rigen Dialog Systems Folgerungen machen zu ko¨nnen, die einerseits fu¨r intelligente, die Physio-
logie des Sehsystems und die Theorien der visuellen Wahrnehmung einbeziehende Stimulationsme-
thoden relevant sind und andererseits fu¨r die Verbesserung der bisherigen wahrnehmungsbasierten
Lernverfahren. Im Rahmen der Dissertation wurden dazu folgende Punkte erarbeitet:
• Modellerstellung der Visuellen Informationsverarbeitung als Sequenz zweier zueinander in-
verser Abbildungen.
• Entwicklung eines Konzepts zur mathematischen Behandlung der spatio-temporalen Filte-
rung sowie deren Umkehrung durch Vergleich mit anderen Gebieten aus der Angewandten
Mathematik mit a¨hnlichen Aufgabenstellungen. Im Speziellen wurde dabei auf schlecht-
gestellte Inverse Probleme und deren Lo¨sungsverfahren eingegangen.
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Abbildung 6.1: Schema der Informationsverarbeitung beim RE*-System mit den zwei Inverter Modul
Ansa¨tzen.
• Entwicklung eines weiteren Konzepts zur Inversion der retinalen Filterung, wobei in diesem
Fall der Schwerpunkt auf physiologische Erkenntnisse hinsichtlich der Informationsverarbei-
tung des Zentralen Sehsystems, Miniature Eye Movements sowie Invarianzeigenschaften der
Rezeptiven Felder retinaler Ganglienzellen gelegt wurde.
• Konzeptentwicklung eines auf evolutiona¨ren Algorithmen beruhenden, wahrnehmungsbasier-
ten Dialogverfahrens fu¨r das Training des adaptiven Filter Moduls.
• Entwicklung einer Software-Simulationsumgebung RE*, in welcher die entwickelten Konzep-
te realisiert wurden.
• Durchfu¨hrung von Tests hinsichtlich der einzelnen Inverter Konzepte mit verschiedenen
Filter- und Stimulus-Konfigurationen.
• Durchfu¨hrung automatischer Lerntests zur Ermittlung geeigneter Parameter des Lernver-
fahrens sowie anschließende, exemplarische Tests des Lernsystems durch normalsichtige Ver-
suchspersonen.
6.1 Filter Modul
Zuna¨chst wurde eine unkonventionelle Sichtweise fu¨r die Betrachtung der visuellen Informations-
verarbeitung eingefu¨hrt. Die Hypothese besteht darin, dass das visuelle System des Menschen
aus zwei aufeinanderfolgenden Abbildungen (F1 und F2) besteht, die zueinander invers sind. Die
erste Abbildung F1 wird durch die intraretinale Verarbeitung geleistet und stellt eine Transfor-
mation aus der physikalischen Welt in die Neuronale Doma¨ne dar. F2 wurde als Abbildung aus
der Neuronalen Doma¨ne in die Wahrnehmungsdoma¨ne aufgefasst.
Ausgehend von neuro-physiologischen Erkenntnissen zur Informationsverarbeitung retinaler
Ganglienzellen wurde ein adaptives Filter-Modul als Teil eines neuen Retina-Encoder-Systems
(RE*) entwickelt und implementiert. Um eine Darstellung der retinalen Informationsverarbeitung
als Ensemble von spatio-temporaler Filtern zu ermo¨glichen, wurde eine Linearisierung des System-
verhaltens retinaler Ganglienzellen durchgefu¨hrt. Durch die Mo¨glichkeit der Wahl der spatialen
und temporalen Parameter innerhalb eines sehr großen Spektrums konnten die Eigenschaften re-
tinaler P- und M-Ganglienzellen erfolgreich modelliert werden.
Die Berechnung der ST-Filterung kann u¨ber zwei unterschiedliche Wege vorgenommen wer-
den: Zum einen wird das Filterresultat durch Berechnung des Faltungsergebnisses jedes einzelnen
Filters bestimmt. Zum anderen kann dieses durch Erzeugung einer ST-Filtermatrix und deren
anschließender Multiplikation mit dem spatio-temporalen Reizvektor geschehen.
Visuelle Eingangsreize ko¨nnen mit Hilfe eines Mustergenerators erzeugt oder eingeladen wer-
den. Das Ergebnis der Filterung entspricht der momentanen Impulsrate, welche als Grauwert in
einem Display des Filter Moduls dargestellt wird. Wahlweise kann durch eine statische Nichtlinea-
rita¨t die momentane Impulsrate beschra¨nkt und so Nichtnegativita¨t und Sa¨ttigung beru¨cksichtigt
werden. Eine nachfolgende Kodierung in asynchrone Pulsfolgen findet nicht statt.
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Im Vergleich zu fru¨heren Retina-Encoder-Versionen [Bec99, Hu¨n00] besitzt das Filter Modul
des RE*-Systems die Mo¨glichkeit, eine große Zahl von ST-Filter-Typen vorzudefinieren und diese
anschließend auf einem Hexagonfeld variabler Gro¨ße zu platzieren. Dabei ist es mo¨glich, an jede
Hexagon-Position einen individuellen ST-Filter zu setzen. Zusa¨tzlich konnten mit Hilfe eines Filter-
Tiling-Managers verschiedene Filterverteilungen generiert und verwaltet werden.
Die von Becker in der Patsim-Umgebung eingesetze RE-Version besaß bespielsweise 256 Gan-
glienzellen, die in vier ST-Filterklassen unterteilt werden konnten. Diese Filterklassen entsprachen
den vier hauptsa¨chlich in der Retina vorkommenden Ganglienzelltypen P-On, P-Off, M-On und M-
Off. Jede der Filterklassen besaß sieben Parameter, u¨ber die die spatio-temporalen Eigenschaften
der ST-Filter eingestellt werden konnten. Die Positionierung der Rezeptiven Felder und Festlegung
der Klassenzugeho¨rigkeit der 256 Ganglienzellen im Eingabefeld musste in einem vorhergehenden
interaktiven Messverfahren mit dem Blinden durchgefu¨hrt werden.
Der implementierte Filter-Konfigurator bietet auch die Mo¨glichkeit, unregelma¨ßige RF-
Topologien zu generieren und einzusetzen. Durch das Zusammenspiel von Filter-Tiling-Manager
und Filter-Konfigurator erha¨lt man eine Toolbox zur Erzeugung unregelma¨ßiger Abtastoperatoren
fu¨r den spatio-temporalen Eingangsreiz.
Ein weiterer Unterschied zu den vorhergehenden Versionen ist, dass die temporale Filterung
durch FIR-Filter geleistet wird. Dies war einerseits notwendig, um eine Beschreibung der spatio-
temporalen Filterung durch Matrizen zu ermo¨glichen. Andererseits ist durch die Wahl eines FIR-
anstatt eines IIR-Filters die Stabilita¨t der temporalen Filterung fu¨r alle Parameterkonstellationen
gewa¨hrleistet.
In der hier dargestellten Implementierung wurde der Echtzeitfa¨higkeit des Systems nicht die
ho¨chste Priorita¨t eingera¨umt. Stattdessen ist nur eine frameweise Betrachtung des Stimulus, der
Filterresultate und des Inversionsergebnisses vorgesehen. Dies basierte auf der Notwendigkeit, dass
fu¨r die Entwicklung neuartiger Inversionsalgorithmen die Analyse endlicher ST-Filterantworten
von zentraler Bedeutung war.
Fu¨r zuku¨nftige Verbesserungen des Filter Moduls sind folgende Punkte zu beru¨cksichtigen:
• die Ermo¨glichung eines Echtzeitbetriebs. Fu¨r diesen Fall muss der Mustergenerator ebenfalls
angepasst werden.
• Implementation eines wahrnehmungsbasierten Dialog-Moduls, mit dem eine retinotope Po-
sitionierung der RF-Bereiche der einzelnen ST-Filter im Sichtbereich vorgenommen werden
kann (Elektrodentest, s. [Wal98]).
• Erho¨hung der FIR-Filterordnung fu¨r eine bessere Modellierung der temporalen Filtereigen-
schaften retinaler Ganglienzellen. Die Einstellung der Filterparameter sollte außerdem u¨ber
die kontinuierlichen Filterparameter (Grenzfrequenzen) mo¨glich sein. Die ho¨here Filterord-
nung hat hinsichtlich der Matrix-Methode zur Konsequenz, dass deutlich gro¨ßere Dimen-
sionen auftreten. Um diese noch handhaben zu ko¨nnen, besteht die Mo¨glichkeit, spezielle
Routinen fu¨r du¨nn besetzte Matrizen zu verwenden, wie sie zum Beispiel das LAPACK++
-Package von Pozo bietet [Poz96].
• Durchfu¨hrung von Untersuchungen, welche Auswirkungen die Beru¨cksichtigung der
Gauss’schen Gewichtung bei der spatialen Filterung hat.
• Genauere physiologische Untersuchungen, wieviele, hinsichtlich ihrer RF-Topologien und ih-
rer spatio-temporalen Filtereigenschaften, klar trennbare retinale Ganglienzellklassen zu rea-
lisieren sind. Dies ha¨ngt u.a. von der retinalen Platzierung des Implantats ab.
• Beru¨cksichtigung der Farbverarbeitung
6.2 Inverter Modul
Das Inverter Modul hat die Aufgabe, aus einem parallelen neuronalen Ausgangsdatenstrom des
Filter Moduls wieder das urspru¨ngliche Reizmuster zu rekonstruieren. Dies ist ein Sonderfall des
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allgemeinen Problems der Dekodierung der neuronalen Sprache. In diesem Umfeld gab es bis-
her unterschiedliche Ansa¨tze. Warland et al. [WRM97] benutzten ein Neuronales Netz, um aus
Spike-Trains einer Population retinaler Ganglienzellen des Tigersalamanders den aktuellen Sti-
muluswert zu rekonstruieren. Das verwendete Multi-Layer-Perzeptron (MLP) wurde dabei mit
Hilfe des Backpropagation-of-Error-Verfahrens trainiert. Jedoch fand hier keine Rekonstruktion
eines komplexen spatio-temporalen Stimulusmusters statt, sondern nur die der eindimensionalen
Helligkeits-Zeitfunktion (zufa¨lliger Flickerreiz) einer großfla¨chigen Stimulusfla¨che.
Ferra´ndez et al. [FBQ+00] analysierten Ausgangszeitfunktionen eines Ensembles von etwa 70
Ganglienzellen einer isolierten Schildkro¨tenretina mit Hilfe der Shannon’schen Informationstheorie.
Es fand allerdings auch hier keine Rekonstruktion des spatio-temporalen Stimulus statt.
Im Rahmen der Entwicklung lernfa¨higer Retina Encoder an der Universita¨t Bonn untersuch-
ten Walther [Wal98] und Becker [Bec99] die Rekonstruktion des spatio-temporalen Eingangsreizes
aus dem Ensemble der ST-Filter-Ausgangszeitfunktionen eines Retina Encoders mit verschiedenen
Neuronalen Netztopologien und unterschiedlichen, u¨berwachten Lernverfahren. Die Rekonstruk-
tionen waren hier teilweise erfolgreich. Allerdings konnte nie eine perfekte Rekonstruktion des
Eingangsstimulus erreicht werden.
6.2.1 Matrix-Methode
Im Rahmen dieser Arbeit wurden andere, nicht auf Neuronalen Netzen aufbauende Inversions-
verfahren untersucht, die eine perfekte Rekonstruktion des Eingangsmusters erlaubten. Ausgangs-
punkt der Inversion war hier, wie auch bei den Ansa¨tzen von Walther und Becker, die momentane
Impulsrate als Resultat der ST-Filterung.
Es wurden zuna¨chst mathematische Verfahren aus benachbarten Forschungsbereichen, wie bei-
spielsweise der Geophysik oder der Computer-Tomographie, mit a¨hnlichen Problemstellungen ana-
lysiert. Die Inversion der spatio-temporalen Filterung eines visuellen Stimulus durch einen Retina
Encoder konnte im Rahmen dieser Betrachtung in den Bereich der linearen Inversen Probleme
eingeordnet werden. Dazu war es notwendig, dass mit Hilfe des Retina Encoders der lineare
Arbeitsbereich der retinalen Ganglienzellen simuliert werden konnte. Anschließend wurde eine
Matrix-Methode entwickelt, mit der die ST-Filteroperation des Retina Encoders dargestellt wer-
den konnte und in deren Kontext einerseits quantitative Aussagen zur Invertierbarkeit der ST-
Filterung durch RE gemacht werden konnten und andererseits die Moore-Penrose-Pseudoinverse
als zugeho¨rige Umkehrabbildung berechnet werden konnte.
Weiterhin wurde die Matrix-Methode als quantitatives Maß fu¨r die Schlechtgestelltheit bzw.
schlechte Konditionierung der ST-Filterung eingefu¨hrt. Mit Hilfe der Kondition konnte bereits im
Vorfeld eines Trainings des Filter Moduls erkannt werden, welchen Einfluss Sto¨rungen (z.B. durch
Vera¨nderung der ST-Filterparameter) auf den Inversionsprozess haben und somit auf den Verlauf
des Trainingsvorgangs.
Die Sichtweise, die Rekonstruktion visueller Wahrnehmungsinhalte aus den von den Augen ge-
lieferten sensorischen Daten als schlecht-gestelltes Inverses Problem anzusehen, fu¨r dessen Lo¨sung
Regularisierungsverfahren beno¨tigt werden, wurde bereits von Poggio und Torre [PT84] ein-
gefu¨hrt. Allerdings rekonstruierten diese nicht den visuellen Stimulus aus einem Ensemble von
ST-Filterantworten.
Mit Hilfe der Matrix-Methode konnte erfolgreich die perfekte Inversion der ST-Filterung ver-
schiedener Filter-Modul-Konfigurationen durchgefu¨hrt werden. Der Stimulus P1 unterlag dabei
keinerlei Einschra¨nkungen hinsichtlich seiner Auflo¨sung, Struktur und Grauwerten. Der Vorteil
der Matrix-Methode ist, dass die Berechnung der Inversen (zeitunkritisch) vor dem Trainings-
vorgang durchgefu¨hrt werden kann und wa¨hrend des Trainings nur eine einzige Matrix-Vektor
Multiplikation pro EA-Vorschlag durchgefu¨hrt werden muss.
Die Rekonstruktion des Eingangsstimulus misslang, wenn:
• die sich ergebende ST-Filtermatrix singula¨r war
• die Kondition der ST-Filtermatrix groß war und gleichzeitig eine Sto¨rung des Filterresultats
vorlag
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So zeigte sich, dass bereits die A¨nderung eines einzigen ST-Filters bei einer schlecht konditio-
nierten Filtermatrix zu gravierenden Rekonstruktionsfehlern fu¨hrt.
Weiterhin wurde festgestellt, dass die Kondition der Filtermatrix sowohl starke Abha¨ngigkeiten
von der Filtertopologie und Filtergewichten als auch von der Anzahl der Filterstu¨tzstellen zeigt.
Ebenfalls konnte gezeigt werden, dass homogene Verteilungen von ST-Filtern mit antagonistischen
RF-Topologien und einem Delay der inhibitorischen temporalen Filterung zu vergleichsweise gut
konditionierten Filtermatrizen fu¨hren.
Automatische Lerntests mit Matrix-Methode
Unter Verwendung der Matrix-Methode wurden anschließend automatische Lerntests der Fil-
terzuordnung des Filter Moduls mit dem 3-aus-6-EA-Verfahren durchgefu¨hrt. Dazu wurde die
Lernkurve einer gut-konditionierten FM-Konfiguration mit den Verla¨ufen schlecht-konditionierter
ST-Filtermatrizen verglichen, wobei diese durch Entfernen einer unterschiedlichen Anzahl von
Stu¨tzstellen aus der urspru¨nglichen FM-Konfiguration erstellt wurden. Der Vergleich zeigte, dass
die Entfernung weniger Stu¨tzstellen schon das erfolgreiche Lernen der Filterzuordnung unmo¨glich
macht.
Um den Retina-Encoder-Lernvorgang bei schlecht-konditionierten Filtermatrizen zu
ermo¨glichen, wurden verschiedene Regularisierungsverfahren, die beispielsweise in der Geophysik
Anwendung finden, auf die Retina-Encoder-Problematik angepasst und implementiert. Die Eig-
nung der verschiedenen Regularisierungsverfahren wurde exemplarisch an schlecht konditionierten
ST-Filtermatrizen, die durch Entfernen von Stu¨tzstellen erzeugt wurden, untersucht. Dazu wurden
unter Verwendung der verschiedenen Regularisierungsmethoden evolutiona¨re Trainingsla¨ufe mit
mathematischer Antwortbewertung durchgefu¨hrt und miteinander verglichen.
Truncated SVD - Beim Einsatz der abgeschnittenen Singula¨rwertzerlegung konnte eine Verbes-
serung des Trainingsverlaufs gegenu¨ber der unregularisierten Methode beobachtet werden. Nach-
teilig an dem Verfahren ist jedoch, dass fu¨r jede ST-Filterkonfiguration zuna¨chst der optimale Re-
gularisierungsparameter bestimmt werden muss. Von Vorteil ist, dass die regularisierende Matrix
jeweils vor dem Training berechnet werden kann, was wa¨hrend des Trainings zu einem schnellen
Inversionsverlauf fu¨hrt.
Tikhonov Regularisierung - Die Tikhonov-Regularisierung wurde erfolgreich implementiert.
Fu¨r zwei Strafterme wurde das Verhalten der Tikhonov-Regularisierung im RE-Training mit auto-
matischer Antwortbewertung untersucht. Der Strafterm Ω(f) = ‖D2f‖2 zeigte dabei ein deutlich
besseres Verhalten im Lernvorgang als der Strafterm Ω(f) = ‖f‖2. Fu¨r einen Einsatz des Ver-
fahrens im RE-Training mit normalsichtigen Versuchspersonen war die Trainingsgeschwindigkeit
jedoch zu klein.
Landweber-Verfahren - Das Landweber-Verfahren konnte ebenfalls erfolgreich implementiert
werden. Ein Nachteil fu¨r den Einsatz mit Normalsichtigen ist dabei die lange Berechnungsdauer
(etwa 14 s) der Inversen bei einer Auflo¨sung von 16×16 Hexagonen. Im schlecht-konditionierten
Fall brachte das Verfahren eine leichte Verbesserung des Trainingsverlaufs im Vergleich zum un-
regularisierten Ansatz (normale SVD). Ein Problem ist dabei die Bestimmung des optimalen
Abbruchzeitpunkts der Iteration, da das Verfahren bei schlecht konditionierten Abbildungen und
falschen Filterzuordnungen divergiert. Ein Abbruch bei Anstieg des Filterfehlers durchzufu¨hren
ist nur bei bekanntem Stimulus mo¨glich. Eine realistischeres Verfahren wa¨re der Einsatz des Mo-
rozov’sche Diskrepanzprinzips oder des L-Kurven Verfahrens. Dies wurde nicht untersucht, da
das Landweber-Verfahren im Trainingseinsatz zu langsam war und deutlich schlechter als andere
Regularisierungsverfahren abschnitt.
CG-Verfahren - Das CG-Verfahren zeigte in etwa dasselbe Verhalten im RE-Training mit auto-
matischer Antwortbewertung wie das Landweber-Verfahren. Auch hier ist die Rekonstruktionszeit
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fu¨r einen Einsatz bei normalsichtigen Versuchspersonen zu hoch. Schwierig ist auch die Bestim-
mung des optimalen Abbruchzeitpunktes der Iteration, da das Verfahren ebenfalls fu¨r schlecht
konditionierte Abbildung und der Existenz von Filterfehlern divergiert. Hier gelten die gleichen
U¨berlegungen wie beim Landweber-Verfahren. Das vorkonditionierte CG-Verfahren wurde nicht
untersucht, da dies eine weitere Zunahme der Rekonstruktionszeit bedeutet ha¨tte.
Konditionsverbesserung durch SME Einsatz - Die Verwendung von Zusatzinformation,
die durch den Einsatz ku¨nstlicher Augenbewegungen generiert wurde, konnte den Lernvorgang
erfolgreich stabilisieren. Die Kondition der Filtermatrix konnte um den Faktor 200 erniedrigt
werden. Im Unterschied zum unregularisierten Verfahren erkennt man eine deutliche Verbesserung
der Filteru¨bereinstimmung.
Das Verfahren ist prinzipiell auch auf mehr als zwei SME erweiterbar. Der Einbau der Zusatz-
information bewirkt eine Reduktion der Filtermatrixkondition. Um allerdings ein stabiles Evolu-
tiona¨res Trainingsverfahren durchfu¨hren zu ko¨nnen, muss die Reduktion aber derart groß sein,
dass die Kondition auf einen niedrigen Wert (<100) reduziert wird. Dies ist eine recht große
Einschra¨nkung des Problemraums in dem das Verfahren Vorteile bringt.
Fazit der Matrix-Methode
Die Matrix-Methode bietet die Mo¨glichkeit, eine perfekte Inversion eines Filterresultats bei be-
kannter FM-Konfiguration durchzufu¨hren. Weiterhin lassen sich direkt aus der Betrachtung der
Filtermatrix Ru¨ckschlu¨sse u¨ber Nullra¨ume und die Kondition der Abbildung ableiten. Fu¨r die
Inversion gesto¨rter Filterausgangswerte versagt die reine Matrix-Methode, wenn die Kondition
schon vergleichsweise kleine Werte von 1000 aufweist.
Es konnte erfolgreich gezeigt werden, dass verschiedene Regularisierungsverfahren die Inversion
unter Sto¨rungen stabilisieren ko¨nnen und so zu einer Verbesserung des evolutiona¨ren Lernvorgangs
beitragen ko¨nnen. Die Stabilisierung muss allerdings bei manchen Verfahren, wie z.B. bei der
TSVD dadurch erkauft werden, dass eine perfekte Inversion im ungesto¨rten Fall nicht mehr gegeben
ist. Dieser Restfehler ist somit dem Restfehler a¨hnlich, der beim Einsatz neuronaler Netze fu¨r die
Inversion auftritt.
Die minimalen Filterfehler, die mit den verschiedenen Regularisierungsverfahren im GA-
Einsatz mit automatischer Antwortbewertung erreicht werden konnten, lagen nach 500 Generatio-
nen noch sehr hoch, so dass ein Einsatz bei normalsichtigen Versuchspersonen als nicht sinnvoll
erachtet wurde. Hier wa¨ren weitere Untersuchungen no¨tig, ob beispielsweise das PST-Verfahren
weitere Fortschritte bringen wu¨rde.
Eine Vereinfachung des Lernvorgangs durch Reduktion des Suchraums ist nicht ohne Weite-
res mo¨glich. Denn eine Verkleinerung der Filterzahl bei konstant gehaltener Hexagongittergro¨ße
fu¨hrt zu einer starken Zunahme der Kondition. Eine Verkleinerung der Filterzahl bei gleichzeiti-
ger Verkleinerung des Hexagongitters ist nicht erwu¨nscht, da sonst der Stimulusaufnahmebereich
(Sichtbereich) abnimmt. Hinsichtlich des Einsatzes bei großen Hexagon-Arrays eignet sich die
Matrix-Methode nur bedingt, da sie zu extrem großen Filtermatrizen fu¨hrt. Die Beru¨cksichtigung
nichtlinearer Effekte bei der ST-Filterung (statische Nichtlinearita¨t) ist im Rahmen der Matrix-
Methode nicht einfach umsetzbar.
Im Vergleich mit einem Neuronalen-Netz-(NN)-basierten Inversionsverfahren von Walther
[Wal98] und Becker [Bec99] bietet die Matrix-Methode die Mo¨glichkeit der perfekten Inversion
der ST-Filterung.
Ein weiterer Unterschied ist, dass sie ein rein analytisches Verfahren, die Matrizenarithmetik,
verwendet. Ob das Zentrale Sehsystem derart mechanistisch arbeitet ist unwahrscheinlich. Aller-
dings gibt es Forschungsergebnisse, die belegen, dass beispielsweise die neuronale Informationsver-
arbeitung im Rahmen des Vestibulo-Ocularen-Reflexes durch Matrizen- bzw. Tensoroperationen
dargestellt werden kann [Rob82, Pel85].
Des Weiteren wird kein Lernen beno¨tigt. Der Lernphase entspricht die Berechnung der Pseu-
doinversen. Die Matrix-Methode ist ein globales Inversionsverfahren, dass die retinotope Informa-
tionsverarbeitung in großen Teilen des visuellen Systems unberu¨cksichtigt la¨sst. Der NN-Inverter
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von Becker nutzt diesen Umstand hingegen aus und beru¨cksichtigt fu¨r die Inversion eines Bereichs
nur die Filterresulate der Umgebung, wodurch er eher lokale Inversionseigenschaften besitzt.
6.2.2 Entscheidungsbaum-Methode
Im Gegensatz zur Matrix-Methode setzt die Entscheidungsbaum-Methode Erkenntnisse u¨ber die
Informationsverarbeitung im Sehsystem fu¨r die Inversion der ST-Filterung ein. Zur Initialisierung
ist eine Lernphase notwendig, in der jeder Eingangskanal des Inverter Moduls die Melodieviel-
falt des mit diesem Kanal verbundenen ST-Filters und die zugeho¨rigen RF-Belegungen lernt.
Den Ausgangspunkt fu¨r das Verfahren bildet die Erkenntnis, dass die Inversion des gesamten
Filterergebnisses durch lokale Betrachtungen der einzelnen Filtermelodien erfolgen kann. Dazu
werden diese auf Ein- und Mehrdeutigkeiten hin untersucht und daraus Schlu¨sse hinsichtlich der
RF-Belegung der einzelnen ST-Filter gezogen. In einem iterativ arbeitenden Entscheidungsbaum
fu¨hrt die Auswertung der Filtermelodien zur kompletten Inversion.
Es konnte gezeigt werden, dass das Verfahren fu¨r verschiedene Basic-Tiling-Konfigurationen,
Hexagongittergro¨ßen und unterschiedliche Muster eine perfekte Inversion der ST-Filterung liefert.
Die Entscheidungsbaum-Methode hat mehrere Einschra¨nkungen:
• Sie arbeitet nur mit schwarz-weißen Mustern.
• Fu¨r Kenntlichmachung nichtaufgelo¨ster Hexagone existiert keine wahrnehmungspsycholo-
gisch sinnvolle Methode.
• Es ist von vorne herein nicht ersichtlich, ob ein Filter-Tiling invertierbar ist.
• Da SMEs aufgerufen werden ko¨nnen, ist die Laufzeit des Verfahrens abha¨ngig von Filter-
Tiling und Eingabemuster.
• Fu¨r die Invertierbarkeit des Basic-Tilings (F1,F2,F3) wird beispielsweise ein Rand mit be-
kannten Hexagonen um das Eingabefeld beno¨tigt, was physiologisch unrealistisch ist.
• Die Entscheidungsbaumregeln mu¨ssen vorgegeben werden.
Die Vorteile der Entscheidungsbaum-Methode sind:
• Der Inversionsprozess beno¨tigt nur die Unterscheidbarkeit der ST-Filterantworten, was be-
deutet, dass auch große FIR-Filterordnungen oder nicht-lineare Filteroperationen zula¨ssig
sind.
• Es ist eine parallele Berechnung mo¨glich.
• Sie beno¨tigt im Vergleich zur Matrix-Methode deutlich weniger Filterstu¨tzstellen und zeigt
eine ho¨here Stabilita¨t beim Entfernen von Filterstu¨tzstellen.
• Es besteht eine einfache Mo¨glichkeit, Simulated Miniature Eye Movements aufzurufen und
die generierte Information in den Auflo¨sungsprozess einzubauen.
Es ist zu vermuten, dass durch die Mo¨glichkeit ohne Beschra¨nkung SMEs aufzurufen, die Inver-
sion jeder ST-Filterung mo¨glich ist und außerdem auch auf den Rand mit bekannten Hexagonen
verzichtet werden kann.
Diese Vermutung wa¨re in zuku¨nftigen Entwicklungen zu u¨berpru¨fen. Weiterhin wa¨re zu unter-
suchen, inwieweit mehr Graustufen im Verfahren beru¨cksichtigt werden ko¨nnen. Die Hinzunahme
zusa¨tzlicher Graustufen erho¨ht die Zahl der von einem ST-Filter generierbaren Melodien enorm
(z.B. ZCnPm = 3
m+n bei 3 Graustufen).
Weitere offene Entwicklungspunkte sind der Einbau der Entscheidungsbaum-Methode sowie der
Simulated-Miniature-Eye-Movement-Funktionalita¨t in ein echtzeitfa¨higes Retina-Encoder-System.
Zu untersuchen wa¨re auch, inwiefern es mo¨glich ist, die Entscheidungsregeln des Decision Trees als
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auch die auf einem Kanal mo¨glichen Filtermelodie z.B. mit Hilfe von Neuronalen Netzen vollsta¨ndig
lernen zu lassen. In der Arbeit von Sachs [Sac07] wurden erste Schritte eines Inverters auf Basis
Neuronaler Netze gemacht. Diese bekamen als Eingangswerte nicht die temporalen Ausgangsdaten
des FM, sondern kodierte Melodienummern einer Zahl von ST-Filtern einer Inverterfliese. Dies
reduzierte die Zahl der notwendigen Eingangsneurone. Eine weitere Vereinfachung konnte dadurch
erzielt werden, dass nur eine feste Zahl orientierter Stimuli als Reize zur Verfu¨gung standen, so
dass das Netz recht erfolgreich die Inversion fu¨r einige feste Filter-Tilings durchfu¨hren konnte.
Die Zahl der no¨tigen Inversionsschritte bei der Entscheidungsbaum-Methode waren gering,
wenn die Muster geringe Komplexita¨t aufwiesen. Der Grund dafu¨r lag im Vorhandensein vieler
eineindeutiger Full-Codes, die eine direkte Auflo¨sung der RF-Belegung ermo¨glichten. In diesen
Fa¨llen war es meistens nicht no¨tig Simulated Miniature Eye Movements aufzurufen, um einen ins
Stocken geratenen Auflo¨sungsprozess zu unterstu¨tzen.
Fazit Entscheidungsbaum-Methode
Die Entscheidungsbaum-Methode ermo¨glicht die perfekte Inversion der spatio-temporalen Filte-
rung fu¨r zuvor auf Inversionsfa¨higkeit getestete FM-Konfigurationen. Sie geht dabei von physio-
logisch plausiblen Vorraussetzungen aus. Sie erweist sich im Vergleich mit der Matrix-Methode
als deutlich stabiler gegen Sto¨rungen. Mit der Entscheidungsbaum-Methode war es mo¨glich sehr
schlecht konditionierte ST-Abbildungen (wie z.B. die durch das Basic-Tiling F1F2F3 erzeugte Ab-
bildung) zu invertieren. Weiterhin konnte dieser Inversionsprozess auch beim automatischen RE-
Lernen erfolgreich eingesetzt werden. Aus diesem Grunde konnte ein Inverter Modul auf Grundlage
der Entscheidungsbaum-Methode fu¨r Tests des wahrnehmungsbasierten Dialogverfahrens mit nor-
malsichtigen Versuchspersonen eingesetzt werden.
Ein offener Punkt dabei ist, wie unaufgelo¨ste Hexagone dargestellt werden sollten. Die Frage-
stellung
”
Was sehen Blinde?” ist eng damit verknu¨pft. David Hubel beschreibt in seiner Monogra-
phie Eye, Brain, and Vision [Hub88] den Verlust von Gesichtsfeldbereichen wa¨hrend seiner hin
und wieder auftretenden Migra¨neattacken,
”
dass man nicht weiße, graue oder schwarze Fla¨chen
sieht, sondern dass man einfach nichts sieht”. Man kann Skotome im Gesichtfeld, wie z.B. den
Blinden Fleck, nicht wahrnehmen, es sei denn, man fu¨hrt einen diesbezu¨glichen Test aus. Das
Zentrale Sehsystem hat die Fa¨higkeit, fehlende Gesichtsfeldbereiche sinnvoll zu erga¨nzen. Auf den
Inversionsprozess mit Entscheidungsbaum u¨bertragen wu¨rde dies bedeuten, dass der Wert unbe-
kannter Hexagone evtl. durch Mittelwertbildung der Umgebung bestimmt werden ko¨nnte.
6.2.3 Simulated Miniature Eye Movements
Ausgehend von physiologischen Erkenntnissen u¨ber Miniaturaugenbewegungen wa¨hrend der Fi-
xationsphase wurde in der RE*-Umgebung erfolgreich ein Mechanismus implementiert, der es
ermo¨glicht, ku¨nstliche Miniature Eye Movements zu generieren, die eine Relativbewegung zwi-
schen Stimulus und Filterarray verursachen. Auf diese Weise war es mo¨glich, zusa¨tzliche ST-
Filterausgangsinformation zu erzeugen, welche die verschiedenen Invertersysteme in ihrer Inversi-
onsaufgabe unterstu¨tzen konnte. Die Mo¨glichkeit der Erzeugung und Ausnutzung von SMEs ist
im Vergleich zu fru¨heren Retina-Encoder-Entwicklungen eine Neuerung.
Im Rahmen der Arbeit wurde nur mit fest vorgegebenen Augenbewegungsvektoren gearbeitet.
Diese konnten vor Beginn des Inverterbetriebs festgelegt werden. Dem Inversionsprozess wurde au-
ßerdem, a¨hnlich einer Efferenzkopie, der Zeitpunkt und die Art des SMEs mitgeteilt. Fu¨r weitere
Entwicklungen ko¨nnte man beispielsweise zufa¨llige Augenbewegungen erzeugen und die Detektion
von Zeitpunkt, Richtung und Amplitude dem Inverter u¨berlassen, analog der von Murakami vor-
geschlagen Theorie [MC01b]. Algorithmen zur Erkennung derartiger Zitterbewegungen existieren
und werden bereits in Massenprodukten (Stabilisierung von Kamerabildern) eingesetzt (s. z.B.
[ED00]).
Eine weitere Mo¨glichkeit wa¨re es Stimulus-spezifische Augenbewegungen zu erzeugen, die
beispielsweise hinsichtlich der schnellen Inversion eines Filterergebnisses optimiert sind. Diese
Stimulus-spezifische SME-Erzeugung wa¨re nicht nur im Rahmen des RE*-Systems, sondern auch
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fu¨r zuku¨nftige Retina Implantate wichtig. In der Technik existieren bereits Systeme, bei denen
Miniaturbewegungen der Kamera zur Auflo¨sungsverbesserung eingesetzt werden (s. [HMBJ03]).
6.3 RE*-Lerndialog
Das im Rahmen des RE*-Systems eingesetzte Lerndialog-Verfahren setzt im Unterschied zu
fru¨heren Verfahren keine Evolutiona¨ren Strategien ein, sondern Genetische Algorithmen. Dies
hat den Grund darin, dass bei RE* die Zuordnung vordefinierter Filterklassen zu den gegebenen
Filterstu¨tzstellen gelernt werden muss, was im Prinzip ein kombinatorisches Problem ist. Das Ge-
nom der einzelnen Individuen der Population besteht aus den Nummern der Filterklassen der M
ST-Filterstu¨tzstellen. Geht man von Z = 10 Filterklassen und einem 16×16 Hexagonraster mit
Basic-Tiling aus (M = 64 Stu¨tzstellen), so ergibt sich die Dimension des Suchraums zu ZM = 1064.
Im Gegensatz dazu waren beim RE#-System vier Filterklassen sowie deren spatiale Zuordnung
vorgegeben [Bec99]. Ein RE#-Genom bestand aus den 28 spatio-temporalen Filterparametern der
4 Ganglienzellklassen. Bei 28 Filterparametern und 40 Abstufungen pro Parameter ergibt sich die
Dimension des Suchraums im RE#-Fall zu 4028 ≈ 1045, was deutlich kleiner ist.
Das 3-aus-6 Lernverfahren konnte fu¨r das RE*-System erfolgreich implementiert werden. Au-
ßerdem wurden zwei mathematische Bewertungsmaße erstellt, die ein automatisches RE*-Training
ermo¨glichten. Mit Hilfe der mathematischen Antwortbewertung wurden verschiedene Filterszena-
rien und Parametersa¨tze des Genetischen Algorithmus untersucht.
Es stellte sich heraus, dass der Rekombinationsoperator wenig Einfluss auf die Konvergenz-
geschwindigkeit hatte. Weiterhin hat eine geringe Mutationsrate (2%-5%) die besten Ergebnisse
erzielt. Außerdem ergab sich, dass das Lernverfahren auch bei großen Hexagongittern und großen
Filterpools eingesetzt werden kann. Eine Untersuchung mit verschiedenen Eingangsmustern ergab,
dass einfache Muster im Training schnell zu guten Ergebnissen hinsichtlich des Hexagonfehlers
fu¨hrten. Allerdings verblieb der Filterfehler nach kurzer Zeit auf hohem Niveau. Anders war es
hingegen bei komplexeren Mustern. Hier war ein deutlich besserer Lernfortschritt erkennbar.
Hinsichtlich des Einsatzes in einem wahrnehmungsbasierten Training mit einer normalsichtigen
Versuchsperson konnte das Lernverfahren allerdings nicht u¨berzeugen, da die Lerngeschwindigkeit
zu gering war. Hier bestand die U¨berlegung, den psycho-physikalischen Vergleich von Eingangs-
muster P1 und Inverterresultat P2 durch ein verbessertes automatisches Verfahren durchfu¨hren zu
lassen. Zu diesem Zweck muss beispielweise ein Neuronales Netz (Fitness-Orakel) die Bewertungs-
maßsta¨be der Versuchsperson einige Zeit lang lernen. Anschließend kann es die Versuchsperson in
der Trainingsschleife ersetzen, so dass hier eine Entlastung der VP vorgenommen werden ko¨nnte1.
Auf diese Weise ließen sich auch schlechter konvergierende Verfahren durch Erho¨hung der Iterati-
onszahl erfolgreich anwenden. Allerdings ko¨nnte dieses Verfahren zuna¨chst nur fu¨r normalsichtige
Versuchspersonen entwickelt werden, da keine Patienten mit Implantat zur Verfu¨gung stehen.
Außerdem ist eine einfache U¨bertragung des Ansatzes nicht mo¨glich2.
Aus diesem Grund wurde ein anderes Verfahren entwickelt, welches ermo¨glichte, Mutationen
an vorgegebenen Stellen gezielt vornehmen zu ko¨nnen und so eine Beschleunigung des Encoder-
Trainings erlaubte.
6.3.1 Position Sensitive Tuning
Das PST-Verfahren bietet die Mo¨glichkeit, dass die normalsichtige Versuchsperson ortsspezifische
Fehler im Inversionsergebnis fu¨r lokale Genom-Mutationen verwenden kann. Bei dieser Art der
1Dieses Verfahren konnte von Wilks erfolgreich bei der Entwicklung eines Verfahrens zur Optimierung eines
wahrnehmungsbasierten Lernalgorithmus fu¨r ein taktiles Kommunikationssystem eingesetzt werden [Wil07].
2Fu¨r eine normalsichtige VP wu¨rde das Inverter Modul mit einer anschließenden mathematischen Antwortbewer-
tung in etwa diesem Fitnessorakel entsprechen. Fu¨r einen Implantattra¨ger ist allerdings das Invertermoduls nicht
notwendig. Damit unterscheiden sich die beiden Szenarien grundlegend: Die Eingaben fu¨r ein Fitness-Orakel im Fall
eines Implantattra¨gers wa¨re durch den RE-Ausgangsdatenstrom gegeben. Bei einer normalsichtigen Versuchsperson
kann dies ebenfalls der Fall sein. Jedoch wird hier unbedingt ein Inverter Modul beno¨tigt, so dass die Bewertung
des Fitnessorakels von der RE-Einstellung als auch von den Eigenschaften des Inverter Moduls abha¨ngen wu¨rden.
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Mutation werden alle nicht im Mutationsradius liegenden Filterzuordnungen unvera¨ndert gelassen.
Fu¨r den Einsatz des Verfahrens ist es nicht notwendig, dass wie in Abbildung 5.47 unaufgelo¨ste
Hexagone durch den Inverter dargestellt werden. Diese ko¨nnen durchaus auch zufa¨llig belegt sein.
Das Verfahren wurde mit mehreren normalsichtigen Versuchspersonen erfolgreich getestet und
konnte den Lernprozess deutlich beschleunigen. In den verschiedenen Szenarien, die untersucht
wurden, konnte in allen Fa¨llen eine perfekte Rekonstruktion des Stimulus in angemessener Zeit
erreicht werden. Der Filterfehler konnte ebenfalls deutlich reduziert werden. Er lag in zwei Fa¨llen
sogar im niedrigen Prozentbereich. Weiterhin ergab sich, dass fu¨r ein erfolgreiches PST-Verfahren
komplexe Stimulusmuster eingesetzt werden mu¨ssen.
Das Verfahren la¨sst sich prinzipiell mit allen Inverter-Modul-Varianten und auch mit dem
Genetischen Algorithmus koppeln. Es ist auch mo¨glich, den auf der Matrix-Methode basierenden
Inverter zusammen mit dem PST-Verfahren zu verwenden. Dabei tritt das Problem auf, dass bei
der Matrix-Methode Stimulus und Inverter-Resultat alle Frames verglichen werden sollten. Dies
ist jedoch bei RE* ein recht umsta¨ndliches Verfahren. Ein Echtzeitsystem wu¨rde hier von Vorteil
sein.
Das PST-Verfahren stellt im Vergleich zu vorherigen Retina-Encoder-Trainingsumgebungen
eine Neuerung dar. Diese boten bisher nicht die fu¨r PST no¨tige Voraussetzung, dass die Filterpa-
rameter an jeder Filterposition unabha¨ngig von allen anderen gea¨ndert werden konnten.
In der momentanen Implementation stellt die VP den Mutationsradius nach ihrem Belieben ein.
Eine Mo¨glichkeit, das PST-Verfahren zu verbessern, besta¨nde darin, die zu mutierenden ST-Filter
nicht mittels des Radius zu bestimmen, sondern indem untersucht wird, ob der Feedbackpunkt in
ihrem RF-Bereich liegt.
Das Position Sensitive Tuning kann nur mit Hilfe eines ortsspezifischen Feedback-Signals der
Versuchsperson durchgefu¨hrt werden. Im Falle der normalsichtigen VP kann dieses Signal mit
der Maus gegeben werden. Mauszeiger und Inverterbild sind gleichzeitig auf einem Bildschirm
sichtbar. Die U¨bertragung des Verfahrens auf ein Retina-Encoder-Trainingssystem mit blinden
Implantattra¨gern ist in diesem Fall nicht ohne Weiteres machbar. Im Folgenden sollen kurz zwei
Mo¨glichkeiten diskutiert werden, die ein lokales Feedback und so eine gerichtete Mutation erlauben.
Einsatzmo¨glichkeiten des PST-Verfahrens bei Blinden
Die erste Mo¨glichkeit, eine Ru¨ckmeldung bzgl. der ortsspezifischen Inverterbildqualita¨t zu geben,
ist, dafu¨r ein Touchpad oder ein anderes geeignetes haptisches System zu verwenden. Dafu¨r muss
die Fla¨che des Touchpads dem mo¨glichen Sichtbereich entsprechen und der Blinde sich der topo-
logischen Zuordnung zwischen seinem Wahrnehmungsraum und der Touchpadfla¨che bewusst sein.
Falls nur eine grobe Positionierung im Sichtbereich gewu¨nscht ist, genu¨gen Angaben wie ”rechts
oben”, ”links Mitte”, usw..
Fu¨r eine genauere Positionierung ist es unter Umsta¨nden no¨tig, den Feedbackpunkt visuell
wahrnehmen zu ko¨nnen. Dies kann dadurch realisiert werden, dass mit der der Feedbackpositi-
on am na¨chsten gelegenen Elektrode ein Ganglienzell-unspezifischer Reiz appliziert wird. Durch
einen solchen Reiz ko¨nnen die temporalen Eigenschaften der retinalen Ganglienzellen ausgeblen-
det werden, so dass nur der Ort des Reizes wahrgenommen werden kann. Eine sinnvolle Wahl ist
beispielsweise ein visueller Reiz mit einer temporalen Frequenz im Bereich von 5 − 10 Hz. Nach
physiologischen Untersuchungen [LPSK94] von retinalen Ganglienzellen ist in diesem Bereich mit
Reizantworten von allen Zelltypen zu rechnen (s. auch [Wal98]).
Im Rahmen des RE*-Melodienformalismus wa¨re eine Entsprechung darin zu sehen, dass man an
der spezifischen ST-Filter-Position sequentiell mit allen Melodien stimuliert, wobei beispielsweise
das Zentrum als belegt und die Peripherie als unbelegt (C1P0) zu kodieren ist. Da diese Melodien
von allen Filtertypen stammen, muss die vom visuellen System erwartete Melodie eingeschlossen
gewesen sein. Aufgrund der Eindeutigkeit sollte sie somit auch in einen Perzept umgesetzt werden
ko¨nnen.
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6.3.2 Fazit
Es konnte erfolgreich gezeigt werden, dass die im Rahmen des RE*-Systems entwickelten wahrneh-
mungsbasierten Dialogverfahren im Einsatz mit normalsichtigen Versuchspersonen zur Einstellung
der ST-Filterparameter des adaptiven Retina Encoders geeignet sind. In zuku¨nftigen Entwicklun-
gen wa¨re zu untersuchen, inwieweit das PST-Verfahren in einem echtzeitfa¨higen Retina-Encoder-
System eingesetzt werden ko¨nnte.
Ein anderer Schritt wa¨re ein Verzicht auf vordefinierte Filterklassen. Dazu mu¨ssten alle ST-
Filter durch einen Satz aus Filter-Parametern (z.B. 7 Parameter pro ST-Filter, mit je 40 mo¨glichen
Werten) beschrieben werden. Dies wu¨rde auf der einen Seite zwar den Suchraum deutlich ver-
gro¨ßern. Allerdings wu¨rde das PST-Verfahren auf der anderen Seite ebenfalls zu einem lokalen
Training eingesetzt werden ko¨nnen, so dass evtl. eine erfolgreiche Konvergenz mo¨glich ist. Fu¨r die-
se A¨nderung der Filterparametrisierung mu¨sste auch das auf dem Entscheidungsbaum basierende
Inverter Modul entsprechend angepasst werden.
Die durchgefu¨hrten Tests mit Versuchspersonen sind eher als exemplarisch anzusehen und die-
nen als Hinweis auf die Ergebnisse, die von zuku¨nftigen und nach psycho-physikalischen Standards
durchgefu¨hrten Untersuchungen zu erwarten wa¨ren.
6.4 Ausblick
6.4.1 Konsequenzen fu¨r die Entwicklung zuku¨nftiger Retina-Implantat-
Systeme
Aus den Ergebnissen der Entwicklung des RE*-Systems und der exemplarischen Tests der wahr-
nehmungsbasierten Dialogverfahren mit normalsichtigen Versuchspersonen lassen sich Schlussfol-
gerungen fu¨r die Entwicklung zuku¨nftiger Retina Implantatsysteme ziehen.
Das menschliche Zentrale Sehsystem ist in seiner Komplexita¨t noch u¨berwiegend unverstanden.
Dies ist fu¨r die Entwicklung von Sehprothesen eine große Hu¨rde. Viele Forschungsergebnisse deuten
darauf hin, dass das Sehsystem nach abgeschlossener Entwicklungsphase keine hohe Flexibilita¨t
mehr aufweist. Fu¨r ein Retina Implantat ist es daher notwendig, so flexibel und adaptiv wie
mo¨glich zu sein.
Im Rahmen der in dieser Arbeit durchgefu¨hrten U¨berlegungen zur Inversion mit einem Ent-
scheidungsbaum erwartet das Sehsystem auf seinen Eingangskana¨len die Reiztypen, die in seiner
gemeinsamen Entwicklungsphase mit der Netzhaut festgelegt wurden. Im Falle des Einsatzes epi-
retinaler Sehprothesen ist es von grundlegender Wichtigkeit, dem Gehirn durch Stimulation der
Ganglienzellen einen neuronalen Datenstrom zu liefern, der drei Voraussetzungen erfu¨llt:
• Ganglienzellen mu¨ssen zellspezifisch stimuliert werden, d.h. es du¨rfen nur Stimulationsmuster
verwendet werden, die im Signalpool dieser Zelle vorkommen
• die gewu¨nschte visuelle Perzeption muss eindeutig aus dem u¨bermittelten Signal rekonstru-
ierbar sein, d.h. es mu¨ssen genu¨gend Ganglienzellen in die Stimulation einbezogen werden
• es du¨rfen keine Widerspru¨che in den u¨ber die einzelnen Kana¨le u¨bermittelten Informationen
vorliegen
Es zeigte sich, dass der Auflo¨sungsprozess im Entscheidungsbaumalgorithmus besonders schnell
war, wenn Full-Codes vorlagen. Aus diesem Grund ko¨nnte es eine, das Sehsystem unterstu¨tzende
Stimulationsart sein, wenn man versucht, u¨berwiegend Full-Codes zur Stimulation zu verwenden.
Eine weitere Konsequenz des Entscheidungsbaummodells ist, dass dieser unbekannte Melodie-
typen eines Kanals ignoriert und nicht fu¨r den Inversionsprozess verwendet. Aus dieser Sichtweise
wurde die Idee einer Multi-Ganglienzell-Stimulation entwickelt [NEB04, ENB04]. Dabei stimu-
liert eine großfla¨chige Elektrode nacheinander die Ganglienzellen ihrer Umgebung sequentiell mit
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fu¨r unterschiedliche Zellen spezifischen Impulsfolgen. Das Sehsystem ignoriert anschließend die
falschen Signale auf den Ganglienzellenkana¨len.
Ein weiterer wichtiger Punkt fu¨r zuku¨nftige Retina-Implantat-Entwicklungen ist die Notwen-
digkeit der Erzeugung von ku¨nstlichen Miniature Eye Movements, die das Sehsystem bei der
Erzeugung von Wahrnehmung unterstu¨tzen. Retina-Implantat-Systeme sollten diesen Umstand
nutzen.
Es kann auch notwendig sein, andere Augenbewegungstypen mit einzubeziehen. Dies kann
einerseits dadurch geschehen, dass man die Kamera beispielsweise in die Augenlinse einbaut
und andererseits dadurch, dass ein Augenbewegungsmesssystem integriert wird, wie es verein-
zelt schon durchgefu¨hrt wird [PVHB05]. So kann es auch no¨tig sein, bei bewegten Objekten
eine Figur-Hintergrund-Trennung durch das Retina Implantat durchfu¨hren zu lassen und dem
Implantat-Tra¨ger auf Wunsch das stabilisierte Objekt oder den Hintergrund zu pra¨sentieren
[BEN06, EBN04a]. Der Grund dafu¨r ist, dass dem Zentralen Sehsystem durch ein Implantat mit
wenigen Elektroden evtl. nicht genu¨gend Information vorliegt, um diese Aufgabe allein durchfu¨hren
zu ko¨nnen, wie es bei normalsichtigen Personen der Fall ist.
Im Hinblick auf die Ergebnisse des wahrnehmungsbasierten Dialogverfahrens ist zu vermerken,
dass es nicht sinnvoll ist, ein Retina-Encoder-Training nur mit Muster niedriger Ortsfrequenzen
durchzufu¨hren, da diese mit Hilfe weniger Ganglienzellen rekonstruiert werden ko¨nnen. Falsch
eingestellte ST-Filterparametersa¨tze bleiben auf diese Art unvera¨ndert. Sinnvoller ist es, mit ein-
fachen Mustern zu beginnen und die Komplexita¨t der Stimuli im Laufe des Trainings zu erho¨hen.
Anhang A
Mathematische Zusammenha¨nge
A.1 Lineare Abbildungen
Eine Abbildung zwischen zwei Vektorra¨umen f : V →W heißt linear, wenn gilt:
f(x1 + x2) = f(x1) + f(x2) fu¨r bel. x1, x2 ∈ V (A.1)
und
f(λx) = λf(x) fu¨r x ∈ V und λ ∈ R
Dieses Prinzip la¨sst sich analog auf Operatoren eines Hilbertraums verallgemeinern.
Seien f(x, y) und g(x, y) beliebige Elemente eines Hilberraumes H. Ein Hilbertraumoperator
K̂ heißt linear, wenn gilt:
K̂(αf, βg) = αK(f) + βK(g) α, β ∈ R
A.2 Matrixnormen
Eine Norm auf RM×N ist eine Abbildung ‖.‖ :RM×N → R, die folgenden Bedingungen genu¨gt:
1. ‖A‖ ≥ 0 fu¨r A∈RM×N und es gilt ‖A‖ = 0 ⇔ A= 0 (Definitheit)
2. ‖A+B‖ ≤ ‖A‖+ ‖B‖ fu¨r A,B∈RM×N (Dreiecksungleichung)
3. ‖αA‖ = |α| · ‖A‖ fu¨r A∈RM×N und α ∈R (Homogenita¨t)
Matrixnormen ko¨nnen durch Vektornormen induziert werden. Sei ‖.‖p eine Vektornorm mit
‖.‖p : RN → R mit
‖x‖p =
(
N∑
n=1
|xn|p
) 1
p
fu¨r x ∈RN
Dabei fu¨hren einige Werte fu¨r p auf bekannte Vektornormen (nach [Mey00]):
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p = 1 : ‖x‖1 =
N∑
n=1
|xn| (Betragssummennorm)
p = 2 : ‖x‖2 =
N∑
n=1
|xn|2 (Euklidische Norm)
p =∞ : ‖x‖∞ = max1≤n≤N |xn| (Maximumsnorm)
Jede der p-Vektornormen ‖.‖p erzeugt eine Matrixnorm (induzierte Matrixnorm). Sei A
∈RM×N eine Matrix, die folgende lineare Abbildung vermittelt: A : X → Y mit X = RN und
Y = RM . Die induzierte p-Matrixnorm ist dann gegeben durch:
‖A‖p = sup
x∈X/{0}
‖Ax‖Y,p
‖x‖X,p
= sup
‖x‖X,p=1
‖Ax‖Y,p
Fu¨r p=1 ergibt sich die Spaltensummennorm:
‖A‖1 = maxn
M∑
m=1
|Anm|
Fu¨r p=2 ergibt sich die bekannte Spektralnorm:
‖A‖2 = sup
‖x‖
2
=1
‖Ax‖2
Diese la¨sst sich berechnen mit Hilfe der Eigenwertzerlegung von ATA. Es gilt:
‖A‖2 =
√
λmax
wobei λmax der betragsma¨ßig gro¨ßte Eigenwert des Produkts A
TA ist.
Fu¨r p=∞ ergibt sich die Zeilensummennorm:
‖A‖∞ = maxm
N∑
n=1
|Anm|
Eine nicht durch eine Vektornorm induzierte Matrixnorm ist beispielsweise die Frobeniusnorm:
‖A‖F =
√√√√ M,N∑
m,n=1
|Anm|2 =
√
spur(ATA)
Anhang B
Auflistung der temporalen
Filterkoeffizienten
Filter-Nr. aC0 a
C
1 a
C
2 a
C
3 a
P
0 a
P
1 a
P
2 a
P
3
F1 0.45 0.43 -0.23 -0.15 0.4 0.3 -0.3 -0.1
F2 0.45 0.43 -0.8 -1.8 1.0 2.0 -0.5 -0.5
F3 0.32 -0.32 -0.32 0.32 0.32 -0.32 -0.32 0.32
F4 0.2 -0.2 -0.2 -0.6 0.0 0.3 0.6 0.9
F5 1.0 1.0 0.5 0.1 1.0 -1.0 -1.0 0.5
F6 0.0 0.4 0.4 -0.4 1.0 0.33 0.33 0.33
F7 0.45 0.43 -0.23 -0.15 0.4 0.3 -0.3 -0.1
F8 2.0 1.0 0.0 1.0 1.0 0.0 -2.0 -2.0
F9 1.0 2.0 -2.0 -1.0 1.0 0.0 0.5 0.5
F10 -2.0 -1.0 -0.5 -0.5 -1.0 -0.1 -0.1 -0.4
F11 2.0 1.0 0.0 1.1 1.0 0.1 0.2 0.3
F12 2.0 2.0 1.0 -1.0 1.0 0.1 -0.1 -0.1
F13 0.5 -0.3 -0.3 0.1 0.0 0.4 -0.2 -0.1
F14 0.7 -0.6 0.5 -0.4 0.1 0.2 0.2 0.1
F15 0.2 0.4 -0.4 0.2 1.0 1.2 1.2 0.0
F16 1.0 1.0 0.5 0.5 0.5 0.6 0.7 -0.5
F17 0.25 0.5 0.75 1.0 0.2 0.2 0.4 -0.2
F18 0.4 0.8 -0.4 -0.2 -1.0 0.5 -0.25 1.5
F19 0.2 0.1 -0.1 -0.2 1.0 1.0 -0.5 -0.25
F20 0.3 0.3 0.3 1.0 1.0 0.5 -0.5 0.5
Fu¨r die Zuordnung der Filter-Nummern zur Filter-Topologie siehe Abbildung 5.7.
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Symbolverzeichnis
δ(x) Dirac’sche Delta-Distribution
δij Kronecker-Delta
η(t) Rauschen
fˆ , gˆ Fourier-Transformierte
ZˆF1 Zahl der unterscheidbaren Reizantworten des Filters F1
κ(A), cond(A) Kondition der Matrix A
λ Regularisierungsparameter
R Menge der reellen Zahlen
Z Menge der ganzen Zahlen
D(A) Definitionsbereich von A
F{f(t)} Fouriertransformation von f(t)
F−1{fˆ(ω)} Fourierru¨cktransformation von fˆ(ω)
µ, λ Zahl der Eltern bzw. Kinder bei EA
ω Kreisfrequenz bzw. Parameter beim Landweber-Verfahren
Φf ,Φn Kovarianzmatrizen
σi Singula¨rwerte
A⊗B Kroneckerprodukt der Matrizen A und B
A Abbildungsmatrix
A+ pseuodoinverse Abbildungsmatrix
AT transponierte Abbildungsmatrix
A−1 inverse Abbildungsmatrix
aCik temporale Gewichtung des Zentrums bei Filter i zum Zeitpunkt k
aPik temporale Gewichtung der Peripherie bei Filter i zum Zeitpunkt k
D1,D2 diskrete Differentialoperatoren
f(t), g(t) kontinuierliche (Zeit-)Funktionen
gCi spatiale Gewichtung des Zentrums bei Filter i
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gPi spatiale Gewichtung der Peripherie bei Filter i
h(x, y) kontinuierlicher Filterkern
hi,j diskreter Filterkern
I Einheitsmatrix
J(f),Ω(f) Funktionale
K FIR-Filterordnung
M,N,K, n,m Dimensionszahlen
P1 spatio-temporaler Stimulus
P2 rekonstruierter Stimulus - Ausgang Inverter Modul
rank(A) Rang der Matrix A
Sv Verschiebungsmatrix bei SME Einsatz
sinc(x) Sinus cardinalis sin(x)x
T Abtastintervall
t Zeit
TS Zahl der Stimulusframes
U,ΣV Matrizen der Singula¨rwertzerlegung
X,Y Mengen
ZFi Zahl mo¨glicher Reizzusta¨nde des ST-Filters Fi
F1 Abbildung durch Retina oder Retina Encoder
F2 Abbildung durch Zentrales Sehsystem
f Vektor des Stimulus
g Vektor des Filterresultats
outRE Resultatsvektor der RE-Abbildung
pin Eingangsvektor der RE-Abbildung
v SME-Verschiebungsvektor
A,B, ..., F SME-Verschiebungsrichtungen
F1,F2,... ST-Filternummern
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Zusammenfassung
Fu¨r die Entwicklung wahrnehmungsbasierter Dialogverfahren fu¨r das Training lernfa¨higer Reti-
na Encoder (RE) wird ein Inverter Modul beno¨tigt, welches die spatio-temporale Abbildung, die
durch den RE geleistet wird, umkehrt. In der vorliegenden Arbeit wird, ausgehend von einem spe-
ziellen Modell der visuellen Informationsverarbeitung beim Menschen, der Sehvorgang als Sequenz
zweier Abbildungen betrachtet, die auf zueinander invers sein mu¨ssen. Mit der mathematischen
Beschreibung dieser spatio-temporalen Filterung war es mo¨glich, zwei unterschiedliche Inversi-
onsverfahren, die Matrix-Methode und die Entscheidungsbaum-Methode, zu entwickeln, die einen
Eingangsreiz perfekt aus dem RE-Filterergebnis rekonstruieren ko¨nnen. Die Matrix-Methode wur-
de durch U¨bertragung geeigneter Inversionsverfahren aus anderen Wissenschaftsdisziplinen auf die
Retina Encoder Problemstellung realisiert. Die Entwicklung der Entscheidungsbaum-Methode ba-
sierte auf Erkenntnissen und Annahmen u¨ber die visuelle Informationsverarbeitung im Zentralen
Sehsystem des Menschen sowie auf ku¨nstlich generierten Augenbewegung. Es stellte sich dabei
heraus, dass die Invertierung der ST-Filterung typischerweise auf ein schlecht gestelltes Problem
(ill-posed problem) bzw. schlecht konditioniertes Problem (ill-conditioned problem) fu¨hrt. Aus die-
sem Grund musste die Matrix Methode durch Regularisierungsverfahren erweitert werden. Die
Eignung der Inversionsverfahren fu¨r das wahrnehmungsbasierte RE-Training mit normalsichtigen
Versuchspersonen wurde in Dialogverfahren unter Einsatz evolutiona¨rer Algorithmen mit auto-
matischer Selektion untersucht. Es stellte sich heraus, dass die Entscheidungsbaum-Methode der
Matrix-Methode im Falle schlecht konditionierter RE-Abbildungen bei der Rekonstruktion reiner
schwarz-weißer Reizmuster u¨berlegen ist. Der Einsatz der Entscheidungsbaum-Methode im Inverter
Modul zusammen mit einem ebenfalls neu entwickelten Lerndialogverfahren mit ortspezifischem
Feedback (Position Sensitive Tuning) ermo¨glichte normalsichtigen Versuchspersonen ein schnelles
und erfolgreiches RE-Training.
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