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Abstract
In this paper we consider a polynomial collocation method for the numerical solution
of Cauchy singular integral equations with xed singularities over the interval, where
the xed singularities are supposed to be of Mellin convolution type. For the stability
and convergence of this method in weighted L
2
spaces, we derive necessary and
sucient conditions.
1 Introduction
Discretization schemes based on polynomial approximation are the most popular methods
for the numerical solution of Cauchy singular integral equations (cf: e.g: [1, 2, 3, 8, 12,
11, 10, 15, 19] and [31, Chapter 9]). The reason is the well-known invariance property
for polynomial spaces with respect to the integral operator if the last is multiplied by a
correctly chosen weight function. Thus polynomial methods are spectral methods and
exhibit optimal convergence properties.
On the other hand, the construction of the optimal weight functions, of the orthogonal
polynomials, and of the corresponding collocation nodes is not so simple if the coecients
of the integral operators are not constant. Therefore, it is natural to use Chebyshev nodes
even if the intrinsic weight function of the operator is dierent from the Chebyshev weight.
Moreover, if additional xed singularities occur, the invariance property holds only for
the Cauchy singular part and not for the whole operator. Consequently, the usual ap-
proximation arguments do not apply, and, there is no motivation to choose complicated
weights. Furthermore, iterative methods with integral equations, the coecient functions
of which change in every step of iteration, suggest to chose xed collocation nodes inde-
pendently of the coecient functions (cf. [16]). Even in this case, in comparison to spline
methods or trigonometric approaches, numerical experiments for several equations (cf:
[29, 28, 34]) promise better approximation results for the polynomial collocation though
the asymptotic orders of convergence are the same.
Polynomial methods have been considered for special integral equations e.g: in [24, 27,
28, 34]. These methods at least together with slight modications are expected to con-
verge for all invertible operators. Similarly, for properly chosen weight functions and
the corresponding nodes, the invertibility of the Cauchy singular integral operator is the
only condition needed to ensure the stability of the polynomial collocation. However, if
the collocation nodes are chosen independently of the intrinsic weights, then there arise
additional stability conditions expressed in form of the invertibility of related operators
(cf: the special cases treated in [20, 18, 17]). Banach algebra techniques including local
principles are the main tools to prove such results.
In the present paper we consider a Cauchy singular integral equation with additional xed
singularities and we propose a simple polynomial collocation method based on Chebyshev
1
nodes of the second kind. We describe the integral equation in Sect: 2. The collocation
method and the main result on the stability is formulated in Sect: 3. To prove the main
result, in Sect. 4 we recall an abstract result on a general approximation method from
[17]. This is based on the Banach algebra techniques due to Roch and Silbermann (cf. [33]
and [31, Sect. 10.3110.41]). In Sect: 5 we conclude the stability proof. Since a lot of
results from [17] are employed, we recommend the reader to consult [17] before he turns
to Sects. 4 and 5.
Finally, having solved the stability and convergence problems for singular integral equa-
tions with xed singularities, the next essential task is to design algorithms for the as-
sembling of the matrix of the corresponding collocation equations and for the ecient
solution of the arising linear systems of equations. These issues will be stressed in future
work.
2 The Integral Equation
We consider the following Cauchy singular integral equation with xed singularities of
Mellin convolution type.
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(x; y)u(y) dy = f(x);  1 < x < 1:
In this equation the coecient functions a; b are chosen from the space PC[ 1; 1] of all
piecewise continuous complex valued functions dened over [ 1; 1]. For deniteness, we
suppose that the functions of PC[ 1; 1] are continuous at the end points of the interval
and at all but a nite number of interior points and that the function values are equal
to the limits from the right at all interior points. The real valued weight function (x)
is taken to be of Jacobi type (x) := v

 
;
+
(x) := (1   x)

 
(1 + x)

+
;  1 < 

< 1.
By 
 
; 
+
2 C
1
[ 1; 1] we denote cut-o functions, i.e: smooth non-negative functions
such that 
 
(x) = 1 for  1  x   0:5, that 
 
(x) = 0 for 0  x  1, and that

+
(x) = 
 
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 
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+
are continuous functions over the half
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+
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<1; k = 0; 1; 2; : : : : (2.2)
The kernel function k
0
: [ 1; 1] [ 1; 1]  ! C is supposed to be continuous, the right-
hand side f is taken from the weighted Lebesgue space L
2

, and u 2 L
2

is the unknown
function. The inner product in the Hilbert space L
2

is given by
hu; vi

:=
Z
1
 1
u(y)v(y)(y) dy; (y) := v

 
;
+
(y) = (1  y)

+
(1 + y)

 
; (2.3)
 1 < 

< 1:
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Note that the class of equations (2.1) includes Cauchy singular integral equations (cf:
e.g: [30, 14, 26]), boundary integral equations (cf: e.g: [4, 5]), and equations with xed
singularities (cf: e.g: [9]).
We shortly write Au = f for Equation (2.1) where A := aI+b
 1
SI+
 
K
 
+
+
K
+
+
K
0
. In other words, aI is the operator of multiplication by a, the letter S stands for
the Cauchy singular integral operator with kernel 1=(i) 1=(y   x), the symbols K

for
the Mellin convolution operators with kernels k

([1 x]=[1 y])=[1 y], and K
0
for the
compact integral operator with kernel k
0
(x; t). We shall consider the equation Au = f in
the weighted space L
2

. For our operator A to be bounded in L
2

we require (cf: (2.2))
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Moreover, for technical reasons (cf: the treatment of the discretized Mellin operators) we
additionally require
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From [9, 23, 13] (cf: also [14] for the special case K
 
= 0 = K
+
), we infer the Fredholm
property of the operator A on the left-hand side of Equation (2.1).
Theorem 2.1 Suppose the conditions (2.4) and (2.5) are satised. Then we get
i) The operator A is a bounded operator in L
2

.
ii) The operator A is Fredholm if and only if
 For any x in ( 1; 1) and for x
0
=  1; 1, there holds a(x  0) + b(x  0) 6= 0
and a(x 0)   b(x 0) 6= 0 as well as a(x
0
) + b(x
0
) 6= 0 and a(x
0
)  b(x
0
) 6= 0.
 For any x in ( 1; 1) such that a or b has a jump at x and for any  with
0    1, there holds

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
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
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]

+
^
k

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iii) If A is Fredholm, then its index is equal to minus the winding number of the closed
continuous curve   :=  
 
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1
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0
1
[  
2
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0
2
[ : : : [  
N
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0
N
[  
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+
with
the orientation given by the subsequent parametrizations. Here N is the number of
discontinuity points x
i
; i = 1; : : : ; N ; of the coecient functions a and b chosen
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0
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1
< : : : < x
N
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i
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
:
The curves  

, connecting the point 1 with one of the end points of  
1
and  
N+1
,
respectively, are given by the formula
8
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:
Clearly, if operator A is Fredholm with index zero and if Equation (2.1) has only the
trivial solution for the homogeneous right-hand side f  0, then A is invertible and
Equation (2.1) is uniquely solvable for any right-hand side f 2 L
2

. The triviality of the
solution to the homogeneous equation (triviality of the null space of A) is usually known
in applications. In the case of a pure Cauchy singular operator A, i.e: if K
 
= 0; K
+
=
0; K
0
= 0; 

= 0, the triviality of the null space is known and we get
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:
Obviously, the last expression of the symbol quotient depending on  describes a circular
arc connecting the point [a(1) + b(1)]=[a(1)  b(1)] with 1 such that the straight
line segment between [a(1) + b(1)]=[a(1)  b(1)] and 1 is seen from the arc points
under an angle of size 2(1=2 + 

=2). Thus the invertibility result of Gohberg and
Krupnik is covered by the general theorem.
Example 2.1 Assume, for simplicity,   1. Often (cf: [13]) the solution u of Equation
(2.1) exhibits a singular behaviour at the end points 1 of the interval and, thus, is
dicult to approximate. In this case a change of variable x = (); t = ( ) (cf: the
transformation technique in [31], Chapter 11 and the references given in there) with a
smooth parametrization  : [ 1; 1]  ! [ 1; 1] leads to
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If a certain number of derivatives of  vanishes at  = 1, then ~u is much smoother
than u at 1. Similarly to the old kernel, the new kernel function is again a kernel
with xed singularities of Mellin convolution type at 1. Since the mapping u 7! ~u
is a unitary operator in L
2
[ 1; 1], the solvability properties in L
2
[ 1; 1] do not change.
To improve the singular behaviour of the solution at 1, one can choose e.g. ( ) :=
2
1 m
(1  )
m
 1; m > 1. For an improvement at both end points, the parametrization
can be chosen to be the sigmoidal transform ( ) := 1  2(1   )
m
=[(1 +  )
m
+ (1   )
m
].
A more sophisticated transformation can be found in [21]. Note that this transformation
technique is useful also to enlarge the strip of analyticity and to enforce condition (2.6).
Example 2.2 Suppose the kernel function k
2
(x; y) = p(1+x; 1+ y)=q(1+x; 1+y) is the
quotient of two homogeneous polynomials p and q such that the degree of p is the degree
of q minus one and such that q(1 + x; 1 + y) does not vanish over [ 1; 1] [ 1; 1]. Then
k
2
is of the Mellin convolution type k
2
(x; y) = k
 
([1 + x]=[1 + y])=[1 + y] where k
 
(z) :=
p(z; 1)=q(z; 1). Using the decomposition of rational functions into partial fractions, we
can split this kernel into the sum of elementary kernels. In particular, to the Mellin
convolution kernel
k
2
(x; y) =
1
i
(1 + x)
k
(1 + y)
j k
[(1 + y)e
i!
  (1 + x)]
j+1
dened for the parameters 0 < ! < 2; j; k 2 N; 0  k  j ; there corresponds the Mellin
symbol function
^
k
 
(z) =  i( 1)
j
e
 i(j+1)!

z + k   1
j

e
i(! )(z+k)
sin(z + k)
:
Similarly, kernels of the form k
3
(x; y) = p(1   x; 1   y)=q(1   x; 1   y) can be treated
as kernels with xed singularity at 1. See also the treatment of such operators and their
applications in [4, 5, 9].
5
3 A Collocation Method with Polynomial Trial Func-
tions
We consider a new Jacobi weight function # := v
#
 
;#
+
setting #

:= 1=4   

=2, and,
for n 2 N, we introduce the trial space #P
n
as the space of complex valued polynomials
of degree less than n multiplied by the weight #. The collocation points are chosen to
be the Chebyshev nodes of the second kind, i.e: they are dened by the formula x
'
kn
:=
cos(k=(n + 1)); k = 1; 2; : : : ; n. Now the collocation method seeks an approximation
u
n
2 #P
n
for the exact solution of Au = f by solving
(Au
n
) (x
'
kn
) = f (x
'
kn
) ; k = 1; 2; : : : ; n: (3.1)
This system can be written as an operator equation A
n
u
n
:= M
n
f , where A
n
:=M
n
Aj
#P
n
and where M
n
denotes the interpolation dened by M
n
f 2 #P
n
and M
n
f(x
'
kn
) = f(x
'
kn
),
k = 1; : : : ; n. Introducing the Chebyshev polynomial of the second kind U
n
(x) :=
p
2= sin((n+ 1) arccos(x))= sin(arccos(x)) and choosing the Lagrange basis
~
`
'
kn
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#(x)
#(x
'
kn
)
U
n
(x)
(x  x
'
kn
)U
0
n
(x
'
kn
)
; (3.2)
the interpolation projection M
n
is dened by M
n
f :=
P
n
1
f(x
'
kn
)
~
`
'
kn
.
Now the collocation is convergent if u
n
tends to u for any right-hand side f . However,
since we even do not haveM
n
f  ! f for any f 2 L
2

, we change the notion of convergence.
We say the collocation method is convergent if, for any f 2 L
2

and for any f
n
2 #P
n
with f
n
 ! f , the solutions u
n
of A
n
u
n
= f
n
exist uniquely at least for suciently
large n and if these solutions tend to the exact solution u of Au = f in the norm of
L
2

. In particular, we can choose f
n
:= L
n
f where L
n
is the orthogonal projection of
L
2

onto #P
n
. Next, we endow the trial space #P
n
with the norm induced from the
space L
2

. We call the collocation method stable if the approximate operators A
n
are
invertible at least for n suciently large and if the norms kA
n
k and k[A
n
]
 1
k are bounded
uniformly with respect to n. Note that this notion is equivalent to the boundedness of
the condition numbers of the matrices of A
n
with respect to the scaled basis f
~
`
'
kn
=!
kn
g
with !
kn
:=
p
=(n+ 1)
p
'(x
'
kn
)(x
'
kn
), ' := v
1=2;1=2
. Hence, stability is important for
the solution of the linear system of equations corresponding to (3.1). On the other hand,
if the approximate operators A
n
P
n
tend strongly to A 2 L(L
2

), then it is well known (cf:
e.g: [31], Chapter 1) that the stability is equivalent to the convergence of the collocation
method.
To formulate our main result, we need some technical notation. We dene % = #
 1
' =
p
', i.e: % := v
%
 
;%
+
with %

:=  #

+ 1=2 = 

=2 + 1=4. Furthermore, we introduce
operators A

which will turn out to be limits of the discretized operators A
n
. We dene
the operators A

:= B

+C

acting in the space `
2
of square summable innite sequences
by
B
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
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:
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
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1
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follows. For 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
and 

and for 

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
  %

, we set
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
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=
;
ds :
The general term C

is composed of C


by the rule
C

:= b(1)C


+ (3.6)
Z
z: <z=0
1
2

^
k


1
2
+


2
 
1
2
+ z

 
^
k


1
2
+


2
+
1
2
+ z

C


=2+z
dz:
Note that the operators A

are limit operators of the collocation operator A
n
since, for
the matrix (a
n
j;k
)
n
j;k=1
of A
n
with respect to the Lagrange basis f
~
`
'
kn
g, we have the limit
relations lim
n !1
a
n
(j+1);(k+1)
= a
+
j;k
:= b
+
j;k
+ c
+
j;k
and lim
n !1
a
n
n j;n k
= a
 
j;k
:= b
 
j;k
+ c
 
j;k
(cf: the existence of the strong limits W
!
fA
n
g; ! = 3; 4 in Lemma 4.1), where A

=
((j + 1)
1=2 

a

j;k
(k + 1)
 1=2+

)
1
j;k=0
2 L(`
2
) and where c

j;k
is dened from c


j;k
as C

from C


(cf. (3.6)). Finally, we note that the curves of the Gohberg-Krupnik symbol
(cf. Theorem 5.1) describing the Fredholm properties of the operators A

are given by
~
 

:=  

[  


;
 


:=
8
>
<
>
:
a(1) b(1)( i) cot

[z   %

]

a(1)  b(1)
: z =
1
2
+


2
  i;  2 R
9
>
=
>
;
: (3.7)
Theorem 3.1 Suppose the conditions (2.4), (2.6), and (2.7) are satised. Then the
collocation method is convergent and stable if and only if
i) The operator A 2 L(L
2

) is invertible (cf: Theorem 2.1).
ii) The closed continuous curves
~
 

do not contain the zero point and their winding
numbers with respect to zero vanish.
7
iii) The null spaces of the operators A

2 L(`
2
) are trivial.
The rest of this paper is devoted to the proof of this main theorem. We introduce the
Banach algebra setting necessary for the proof in Sect. 4, and, applying the algebra
technique, we complete the proof in Sect. 5. Note that the condition ii) is equivalent to
the Fredholm property with index zero for the operators A

. Hence, conditions ii) and
iii) together are equivalent to the invertibility of the operators A

. Consequently, the
collocation is stable if and only if the operators A and A

are invertible. This appears to
be a natural condition since all these operators can be approximated using the operator
sequence A
n
.
In principle the conditions i)-ii) are easy to verify if the Mellin symbols
^
k

are known. To
check condition iii), however, seems to be hopeless for the general case. Therefore, it is
good to know that condition iii) is not essential in the sense that the case of condition
ii) fullled but condition iii) violated is very rare and exceptional:
Remark 3.1 Fix k

, b(1), , and . Consider the set  of all complex numbers z =
a(1) such that condition ii) holds. The set of points in  such that condition iii) is
violated is nite. Note that this fact is a simple consequence of the general theory of
analytic families of Fredholm operators.
Remark 3.2 If the exceptional case should occur, then the numerical method should be
modied slightly. One way to do this is the so called i

modication introduced in [6] and
used also e.g: in [21, 31]. For a stability proof of such a modied method, we refer to [31],
Sects: 11.30 and 12.46.
Remark 3.3 Dene the real numbers 

by


:= =

1
2
log
a(1) b(1)
a(1) b(1)

=
1
2
arg
a(1) b(1)
a(1) b(1)
2 ( 0:25; 0:75] :
In the particular case of singular integral operators A = aI+ b
 1
SI+K
0
the condition
ii) in Theorem 3.1 is equivalent to the inequalities j

  (

=2   

)j < 1=2 (cf. [17,
Theorem 1.1]).
Remark 3.4 In the particular case of singular integral operators A = aI + b
 1
SI and
of (x) = (x)
1=2
'(x)
1=2
the condition iii) is satised whenever condition ii) holds (cf. [17]
and the original proofs in [20, 18]).
Remark 3.5 There exist compact operators K

2 L(`
2
) such that the limit operators A

take the form
A

=

a(1)Æ
j;k

1
j;k=0
 b(1)
 
1
i
2(k + 1)
~
Æ
j;k
(j + 1)
2
  (k + 1)
2
!
1
j;k=0
+

k


(j + 1)
2
(k + 1)
2

1
k + 1

1
j;k=0
(3.8)
b(1)

1
i

(k + 1)
2

 2%

(j + 1)
2

 2%

  1

2(k + 1)(1  Æ
j;k
)
(j + 1)
2
  (k + 1)
2

1
j;k=0
+K

:
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This follows from the Gohberg-Krupnik symbol of A

which will be determined in the proof
of Lemma 5.1. In fact, following [31, Sections 11.26 and 11.27] it can easily be shown
that the right-hand side of (3.8) has the same symbol.
4 A Banach Algebra Setting for the Stability Analysis
In this section we introduce the Banach algebra of approximate operators together with
some auxiliary notation. We formulate the theorem of Roch and Silbermann on the
stability of operator sequences in this algebra. To apply this theorem we recall some facts
on collocation methods for singular integral operators and the local principle of Allan and
Douglas.
4.1 The Algebra of Approximate Operators Dened by Limit Op-
erators
For the denition of the algebra, we need some further spaces and operator sequences
dened with the help of special basis functions. By U
n
, n = 0; 1; 2; : : :, we denote the
normalized Chebyshev polynomials
U
n
(cos s) :=
r
2

sin(n+ 1)s
sin s
; n = 0; 1; 2; : : : ;
of the second kind. These U
n
are the orthogonal polynomials with respect to the Cheby-
shev weight of second kind '(x), and the points x
'
jn
are the zeros of U
n
. We set
eu
n
(x) := #(x)U
n
(x) ; n = 0; 1; 2; : : : ;
with # :=
p

 1
' = v
1
4
 

 
2
;
1
4
 

+
2
. Then the solution of (3.1) can be represented by
u
n
(x) =
n 1
X
k=0

kn
eu
k
(x);
and, with respect to the orthonormal system feu
n
g
1
n=0
in L
2

, the orthogonal projection
L
n
takes the form
L
n
u =
n 1
X
k=0
hu; eu
k
i

eu
k
:
The projection M
n
is the weighted interpolation operator M
n
:= #L
'
n
#
 1
I, where L
'
n
denotes the classical polynomial Lagrange interpolation operator with respect to the nodes
x
'
jn
, j = 1; : : : ; n . By `
2
we denote the Hilbert space of all square summable sequences
 := f
k
g
1
k=0
of complex numbers equipped with the inner product h; i
`
2
:=
P
1
k=0

k

k
.
Finally, we retain the denition of the discrete weights
!
kn
:=
r

n+ 1
'(x
'
kn
)(x
'
kn
) =
r

n+ 1
v
1
4
+

 
2
;
1
4
+

+
2
(x
'
kn
) :
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Now we dene four limit operators. We introduce the index set T := f1; 2; 3; 4g, and,
for ! 2 T , we dene projections L
(!)
n
on the Hilbert spaces X
!
and operators E
(!)
n
:
imL
n
 ! imL
(!)
n
. In particular, we dene the spaces X
!
, the projections L
(!)
n
, and the
operators E
(!)
n
by X
1
:= X
2
:= L
2

, X
3
:= X
4
:= `
2
, L
(1)
n
:= L
(2)
n
:= L
n
, L
(3)
n
:= L
(4)
n
:= P
n
,
E
(1)
n
:= L
n
, E
(2)
n
:=W
n
, E
(3)
n
:= V
n
, E
(4)
n
:=
e
V
n
, where
W
n
u :=
n 1
X
k=0
hu; eu
n 1 k
i

eu
k
;
P
n
f
0
; 
1
; 
2
; : : :g := f
0
; : : : ; 
n 1
; 0; 0; : : :g ; (4.1)
V
n
u := f!
1n
u(x
'
1n
); : : : ; !
nn
u(x
'
nn
); 0; 0; : : :g ;
e
V
n
u := f!
nn
u(x
'
nn
); : : : ; !
1n
u(x
'
1n
); 0; 0; : : :g :
For an arbitrary sequence fB
n
g withB
n
2 L(imL
n
), the limits in L(X
!
) are dened as the
strong limits W
!
fB
n
g := lim
n!1
E
(!)
n
B
n
(E
(!)
n
)
 1
L
(!)
n
. In particular, for the collocation
sequence fA
n
g, these four limit operators W
!
fA
n
g for ! 2 T exist (cf. the subsequent
Lemma 4.1).
Next we dene the algebra of operator sequences - the basis of our further considerations.
ByF we denote the set of all sequences fB
n
g = fB
n
g
1
n=1
of linear operators B
n
: imL
n
 !
imL
n
, for which there exist operators W
!
fB
n
g 2 L(X
!
) such that, for all ! 2 T ,
E
(!)
n
B
n
(E
(!)
n
)
 1
L
(!)
n
 !W
!
fB
n
g;

E
(!)
n
B
n
(E
(!)
n
)
 1
L
(!)
n


 !W
!
fB
n
g

holds in the sense of strong convergence for n!1 . If we dene

1
fB
n
g+ 
2
fC
n
g := f
1
B
n
+ 
2
C
n
g ; fB
n
gfC
n
g := fB
n
C
n
g ; fB
n
g

:= fB

n
g ;
and
kfB
n
gk
F
:= sup
n
kB
n
L
n
k
L(L
2

)
: n = 1; 2; : : :
o
;
then it is not hard to see that F is a C

-algebra with the unit element fL
n
g . We introduce
the set J of all sequences of the form
4
X
!=1

(E
(!)
n
)
 1
L
(!)
n
T
!
E
(!)
n
	
+ fC
n
g ;
where T
!
2 K(X
!
) and where kC
n
L
n
k
L(L
2

)
 ! 0. Due to [17, Cor. 2.2], J is a subset
of F : The following theorem of Roch and Silbermann is crucial for our stability and
convergence analysis.
Theorem 4.1 ([31],Theorem 10.33 and [17],Theorem 2.3) The set J forms a two-
sided closed ideal of F . A sequence fB
n
g 2 F is stable if and only if the operators
W
!
fB
n
g 2 L(X
!
); ! 2 T , are invertible and if the coset fB
n
g+J is invertible in F=J .
Now, for the singular integral operator A 2 L(L
2

) (cf: (2.1)), we show that the sequence
fA
n
:=M
n
AL
n
g belongs to the algebra F , and we compute W
!
fA
n
g. For multiplication
operators, singular integral operators 
 1
SI with a real valued weight , and for compact
10
integral operators, this fact is well known (cf. [17, Lemmata 3.8  3.10]). If the weight 
is dened with general complex 

such that
j2<

  

j < 1; <

 


2
6=  
1
4
; (4.2)
then we get fA
n
g 2 F as well. In other words, it is not hard to derive
Lemma 4.1 Suppose a; b 2 PC and  = v

 
;
+
; % = v
%
 
;%
+
with (4.2) and %

:=
1=4 + 

=2. For the analyticity strips fz 2 C : 

< <z < 

g of the Mellin symbols
^
k

of the Mellin kernel functions k

, suppose (2.6). Furthermore, consider the collocation
approximation A
n
= M
n
AL
n
for A = aI + b
 1
SI + 
 
K
 
+ 
+
K
+
+K
0
and suppose
that A

is dened as for the Theorem 3.1. Then fA
n
g 2 F and
W
1
fA
n
g = A; W
2
fA
n
g =
~
A := aI   b%
 1
S%I; (4.3)
W
3
fA
n
g = A
+
; W
4
fA
n
g = A
 
: (4.4)
Proof: i) The special case of A with real valued  and with no xed singularities,
i.e. K
 
= K
+
= 0, has been treated already in [17, Lemmata 3.8  3.10].
ii) Moreover, the corresponding results remain valid if we replace the real exponents 

of the weight function  by complex numbers provided that (4.2) holds. Indeed, we set
B := 
 1
SI   %
 1
S%I and B
n
:= M
n
BL
n
and prove the uniform boundedness and the
strong convergences of B
n
as follows.
First we recall from [17, Equations (3.24), (3.25)] the representation
E
(3)
n
B
n
(E
(3)
n
)
 1
=

!
(j+1)n
!
(k+1)n

B
e
`
'
(k+1)n

(x
'
(j+1)n
)

n 1
j;k=0
(4.5)
= B
n
+D
n
A
n
D
 1
n
 A
n
 D
n
A
n
W
n
V
n
D
 1
n
+V
n
A
n
W
n
with
B
n
:=

B
e
`
'
(j+1)n

(x
'
(j+1)n
)Æ
k;j

n 1
j;k=0
; A
n
:=
 
'(x
'
(k+1)n
)
i(n + 1)
1  Æ
j;k
x
'
(k+1)n
  x
'
(j+1)n
!
n 1
j;k=0
;
W
n
:=

( 1)
j+1
p
2
Æ
k;j

n 1
j;k=0
; V
n
:=

d
n
j+1
Æ
k;j

n 1
j;k=0
; D
n
:=
 
(x
'
(j+1)n
)
(x
'
(j+1)n
)
Æ
k;j
!
n 1
j;k=0
;
where the diagonal elements in A
n
are equal to zero by denition. For the other entries
a
j;k
of A
n
, we conclude
(4.6)
a
j;k
=
8
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
:
1
i
2k
j
2
  k
2
+O

k
n
2

if j; k 
3n
4
1
i
2(n+ 1   k)
(n+ 1   j)
2
  (n+ 1   k)
2
+O

(n+ 1   k)
n
2

if j; k 
n
4
O

(n+ 1  k)
n
2

if j 
3n
4
; k 
n
4
O

k
n
2

if j 
n
4
; k 
3n
4
:
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Indeed, if j; k  3n=4, then we introduce the smooth function  by cos(x) = (x
2
) and
conclude sin(x) =  
0
(x
2
)2x as well as
a
j;k
=
1
i(n + 1)
sin
 

k
n+1

cos
 

k
n+1

  cos
 

j
n+1

=
2
 

k
n+1

i(n + 1)

8
<
:
1
 

j
n+1

2
 
 

k
n+1

2
+
2
4

0



k
n+1

2





j
n+1

2

  



k
n+1

2

 
1
 

j
n+1

2
 
 

k
n+1

2
3
5
9
=
;
=
2
 

k
n+1

i(n+ 1)
(
1
 

j
n+1

2
 
 

k
n+1

2
+

0



k
n+1

2
h
 

j
n+1

2
 
 

k
n+1

2
i
 
h




j
n+1

2

  



k
n+1

2
i
h




j
n+1

2

  



k
n+1

2
i h
 

j
n+1

2
 
 

k
n+1

2
i
9
=
;
=
1
i
2k
j
2
  k
2
+O

k
n
2

:
The other bounds in (4.6) follow analogously or are even easier. Now, from the represen-
tation in [17, Equation (7.3)] we obtain that the matrix (j
2
[2k(1  Æ
j;k
)]=[j
2
  k
2
]k
 2
)
j;k
is bounded in the space `
2
for < = 

  

and < = 0. This fact, Estimate (4.6),
and simple Frobenius norm estimates prove that the matrices A
n
and D
n
A
n
D
 1
n
are uni-
formly bounded. On the other hand, the decay estimates [17, Equations (3.31), (3.32) ]
for the diagonal entries of B
n
and V
n
remain valid for the case of complex exponents 

.
Consequently, due to (4.5), we obtain that the matrix B
n
is uniformly bounded.
Using the uniform boundedness, the limit relations (4.4) and the corresponding limits for
the adjoint sequences follow analogously to the real case treated in [17, Proof of Lemma
3.10, points iv) and v)]. To prove the rst relation of (4.3), we remark that it is sucient
to show M
n
BL
n
f  ! Bf for an arbitrary but xed polynomial f such that f vanishes at
the end points 1. For n larger than the degree of f , however, we get M
n
BL
n
f = M
n
Bf ,
and Bf takes the form (x)
 1
[S(f)](x) %(x)
 1
[S(%f)](x). Due to well-known mapping
properties of the Cauchy singular operator we get the continuity of S(f) and S(%f), and
M
n
Bf  ! Bf follows (cf. [20, Lemma 3.1]).
To show the limit (M
n
BL
n
)

L
n
f  ! B

f , we only have to consider smooth functions f
vanishing in neighbourhoods of the end points 1. Thus we may introduce a smooth
cut-o function ; 0    1 vanishing in some neighbourhoods of 1 and such
that f = f . Due to the uniform boundedness it remains to prove (M
n
BL
n
)

M
n
f =
(M
n
BL
n
)

M
n
L
n
M
n
f  ! B

f . Using (M
n
L
n
)

= M
n
L
n
(cf. [17, Lemma 3.8]), we
have to derive the convergence (M
n
BL
n
)

(M
n
L
n
)

M
n
f = (M
n
L
n
M
n
BL
n
)

M
n
f  !
B

f . This is equivalent to showing (M
n
BL
n
)

M
n
f  ! B

f . Since B maps L
2

com-
pactly into C[ 1; 1], we conclude k(M
n
  L
n
)BL
n
k  ! 0, and it remains to show that
(L
n
BL
n
)

M
n
f  ! (B)

f = B

f . This, however, is obvious from the strong conver-
gence of L

n
= L
n
to I and from the smoothness of f .
The limit relation W
n
(M
n
BL
n
)

W
n
L
n
f  ! 0 follows analogously. Indeed, using the
commutativity of W
n
and M
n
L
n
(cf. [17, Equations (2.2) and (3.5)]), it is sucient
to derive W
n
(M
n
BL
n
)

W
n
L
n
f  ! 0 or W
n
(L
n
BL
n
)

W
n
L
n
f = W
n
(B)

W
n
f  ! 0.
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SinceW
n
= W
n
L
n
tends weakly to zero (cf. [17, Lemma 2.1]) and since B : L
2

 ! L
2

is
compact, the sequence W
n
(B)

W
n
converges strongly to zero (cf. [31, Section 1.1, (f)]),
and the relation W
n
(M
n
BL
n
)

W
n
L
n
f  ! 0 is proved.
Next we turn to the proof of W
n
M
n
BL
n
W
n
L
n
f  ! 0. Surely, there is an "
b
> 0 such
that the support of  is contained in [ 1 + "
b
; 1   "
b
]. We choose "
a
< "
b
and consider
a second cut-o function ~ such that the support of 1   ~ is contained in the union
[ 1; 1+ "
a
][ [1  "
a
; 1]. Then, for any prescribed " > 0, there is an "
a
small in compar-
ison to "
b
such that kM
n
(1  ~)L
n
M
n
BL
n
M
n
L
n
k  ". Indeed, this is a consequence of
the estimate (4.6), of simple Frobenius norm estimates, and of the corresponding estimate
with M
n
BL
n
replaced by the matrix (1=(i) 2k=(j
2
  k
2
))
n
j;k=1
. This last estimate follows
from [17, Lemma 4.1, i)] and from the fact that (1=(i) 2k=(j
2
 k
2
))
1
j;k=1
is in the algebra
alg T (PC) of operators in L(`
2
) generated by the Toeplitz matrices with piecewise contin-
uous symbols (cf. [17, Lemma 7.1, ii)] and use the representation analogous to [17, Equa-
tion (7.3)]). Now, in view of the estimate kM
n
(1  ~)L
n
M
n
BL
n
M
n
L
n
k  ", we only have
to show W
n
M
n
eL
n
M
n
BL
n
W
n
L
n
f = W
n
M
n
~BW
n
L
n
f  ! 0 or W
n
L
n
eBL
n
W
n
L
n
f =
W
n
eBW
n
f  ! 0, and we are in the same situation as above.
iii) Now we turn to the Mellin operators. For similarity reasons, we restrict our consid-
eration to K
 
. Due to the assumption (2.2) and (2.6), we get
k
 
(s) =
1
2i
Z
<z=1=2+
 
=2
s
 z
^
k
 
(z) dz;
k
 
(s)s
1=2
=
1
2i
Z
<z=1=2+
 
=2
s
 (z1=2)
^
k
 
(z) dz
=
1
2i
Z
<z=1=2+
 
=2
s
 z
^
k
 
(z  1=2) dz;
k
 
(s)

s
 1=2
  s
1=2

=
1
2i
Z
<z=1=2+
 
=2
s
 z
n
^
k
 
(z   1=2)  
^
k
 
(z + 1=2)
o
dz; (4.7)
k
 
(s) =
Z
<z=1=2+
 
=2

1
i
s
 z+1=2
1  s

1
2
n
^
k
 
(z   1=2)  
^
k
 
(z + 1=2)
o
dz;
(4.8)
k
 

x
t

1
t
=
Z
<z=1=2+
 
=2
2
6
4
1
i
x
 z+1=2
t
 z+1=2
t  x
3
7
5
1
2
n
^
k
 
(z   1=2)  
^
k
 
(z + 1=2)
o
dz:
Whereas the rst Mellin transform integral in the last sequence of formulas holds in the L
2
sense (compare the denition of the Fourier transform for L
2
functions), the last integrand
behaves like O(jzj
 2
) for jzj  ! 1, i.e. the last integrand is absolutely summable. Note
that (4.7) for s = 1 implies
0 =
1
2i
Z
<z=1=2+
 
=2
n
^
k
 
(z   1=2)  
^
k
 
(z + 1=2)
o
dz: (4.9)
From (4.8) and (4.9) we obtain
k
 

1 + x
1 + t

1
1 + t
=
Z
<z=1=2+
 
=2
1
2

^
k
 

z  
1
2

 
^
k
 

z +
1
2


13
1
i
(1 + x)
1=2 z
(1 + t)
z 1=2
t  x
 
1
i
%(x)
 1
%(t)
t  x

dz;
K
 
=
Z
<z=0
1
2

^
k
 

1
2
+

 
2
+ z  
1
2

 
^
k
 

1
2
+

 
2
+ z +
1
2


h
[Æ
z
 
]
 1
SÆ
z
 
  %
 1
S%
i
dz; (4.10)
Æ
z
 
(x) := (1 + x)

 
=2+z
(1  x)
0
:
This representation of K
 
is an integral in the sense of Bochner of an absolutely integrable
and continuous function, and K
 
is the limit of nite Riemann sums with respect to
the operator norm. If we discretize the last integral representation of the operator by
polynomial collocation, then we get
M
n
K
 
L
n
=
Z
<z=0
1
2

^
k
 

1
2
+

 
2
+ z  
1
2

 
^
k
 

1
2
+

 
2
+ z +
1
2


h
M
n
[Æ
z
 
]
 1
SÆ
z
 
L
n
 M
n
%
 1
S%L
n
i
dz: (4.11)
Applying the results and formulae from part ii) of the present proof to the integrand, we
arrive at the limits introduced before Theorem 3.1. Note that here part ii) is applied with
the choice
00

 
00
= 
 
=2 + z and
00

+
00
= 0. However, if 
+
= 1=2, then the corresponding
assumption (2.7) is violated. In this case we choose a small " > 0, set
00

+
00
= ", and start
from a representation for (1  x)
 "
K
 
(1  t)
"
. The dierence of (1  x)
 "
K
 
(1  t)
"
and
K
 
is a compact integral operator with a suciently smooth kernel.
Finally, we introduce a new class of sequences belonging to F . We consider the C

algebra
L(`
2
) of continuous operators in `
2
. By alg T (PC) we denote the closed subalgebra
generated by the Toeplitz matrices (g^
k j
)
1
k;j=0
with piecewise continuous symbols g(t) :=
P
l2Z
g^
l
t
l
dened on
T := ft 2 C : jtj = 1g
and continuous onTnf1g. For R 2 alg T (PC), we use the projections P
n
from (4.1) and
dene the nite sections R
n
:= P
n
Rj
imP
n
2 L(imP
n
). Furthermore, using the notation
from the beginning of this section, we form the operators
R
!
n
:= (E
(!)
n
)
 1
R
n
E
(!)
n
; ! 2 f3; 4g ; (4.12)
mapping imL
n
into imL
n
. We infer from [17, Lemma 4.1, ii)]
Lemma 4.2 For any R 2 alg T (PC), the sequences fR
!
n
g
1
n=0
; ! 2 f3; 4g ; belong to F .
4.2 The Local Principle of Allan and Douglas
For a local analysis, the algebra F is still too large. By A we denote the smallest C

-
subalgebra of F generated by all sequences of the ideal J , by all sequences fR
!
n
g with
! 2 f3; 4g and R 2 alg T (PC), and by all sequences of the form
fM
n
(aI + b
 1
SI)L
n
g ; a; b 2 PC ;
14
where  := v

 
;
+
satises (2.4) and (2.7). Note that the operator sequences fM
n
K

L
n
g
are automatically in A due to the representation (4.11) for K
 
and the corresponding
representation for K
+
. While proving Theorem 3.1, we have to show the invertibility
of the coset, corresponding to the collocation sequence, in the quotient algebra F=J (cf:
Theorem 4.1). This will be done by showing the invertibility in the quotient algebra A=J .
If fA
n
g 2 F , then we write fA
n
g
o
for the coset fA
n
g+ J of F=J .
The starting point for the local principle is a large subalgebra of the centre of A. We
borrow from [17, Lemma 5.1]
Lemma 4.3 The cosets fM
n
fL
n
g
o
, where f 2 C[ 1; 1], belong to the center of A=J .
Using this, we introduce the central subalgebra C := ffM
n
fL
n
g
o
: f 2 C[ 1; 1]g. This
algebra is -isomorphic to C[ 1; 1] via the isomorphism fM
n
fL
n
g
o
7! f , and, con-
sequently, the maximal ideal space of C is equal to fI

:  2 [ 1; 1]g with the ideals
I

:= ffM
n
fL
n
g
o
: f 2 C[ 1; 1]; f( ) = 0g : By J

we denote the smallest closed ideal
of A=J which contains I

, i.e.
(4.13)
J

:=
clos
A=J
(
m
X
j=1

A
j
n
M
n
f
j
L
n
	
o
:

A
j
n
	
2 A; f
j
2 C[ 1; 1]; f
j
( ) = 0; m = 1; 2; : : :
)
:
The local principle of Allan and Douglas claims
Theorem 4.2 ([7] and [31], Theorem 1.21) The ideal J

is a proper ideal in A=J
for all  2 [ 1; 1]. Suppose fA
n
g
o
is an arbitrary element of A=J . Then fA
n
g
o
is
invertible if and only if fA
n
g
o
+ J

is invertible in (A=J )=J

for all  2 [ 1; 1].
5 The Proof of the Main Theorem
To prove Theorem 3.1 we apply Theorem 4.1 with fB
n
g = fA
n
g. Due to this theorem
and Lemma 4.1 the collocation is stable if and only if the operators A,
~
A, and A

are
invertible and if the coset fA
n
g+J is invertible in F=J . These conditions will be veried
in the next two subsections.
5.1 The Invertibility of the Limit Operators
The invertibility of A corresponds to condition i) in Theorem 3.1. Moreover, the conditions
ii) and iii) are equivalent to the invertibility of the operators A

. Indeed, iii) means that
the null spaces of the operators are trivial, and we shall show next that ii) is equivalent
to the Fredholm property and to a vanishing index. To this end we need the following
symbol calculus of Gohberg and Krupnik.
Theorem 5.1 ([22] and [32] or Lemma 11.4 of [31]) There is a continuous mapping
Symb from alg T (PC) to a set of functions dened over T [0; 1]. For each R 2
alg T (PC), the corresponding function Symb
R
(t; ) will be called the symbol of R. This
symbol satises:
15
1) For any t 6= 1, the value Symb
R
(t; ) is independent of , and the function
t 7!Symb
R
(t; 0) is continuous on ft 2 T : =t  0g and on ft 2 T : =t  0g with
the limits
Symb
R
(1 + 0; 0) := lim
t !+1; =t>0
Symb
R
(t; 0) = Symb
R
(1; 1) ;
Symb
R
(1   0; 0) := lim
t !+1; =t<0
Symb
R
(t; 0) = Symb
R
(1; 0);
Symb
R
( 1 + 0; 0) := lim
t ! 1; =t<0
Symb
R
(t; 0) = Symb
R
( 1; 1);
Symb
R
( 1  0; 0) := lim
t ! 1; =t>0
Symb
R
(t; 0) = Symb
R
( 1; 0):
Moreover, the function  7! Symb
R
(1; ) is continuous on [0; 1].
2) For any R 2 alg T (PC), the operator R is Fredholm if and only if the symbol
Symb
R
does not vanish over T [0; 1].
3) For any Fredholm operator R 2 alg T (PC), the index of R is the negative winding
number of the closed curve
  :=
n
Symb
R
(e
is
; 0) : 0 < s < 
o
[
n
Symb
R
( 1; s) : 0  s  1
o
(5.1)
[
n
Symb
R
( e
is
; 0) : 0 < s < 
o
[
n
Symb
R
(1; s) : 0  s  1
o
with respect to the point 0, where the direction of the curve   is determined by the
parametrizations in (5.1).
Lemma 5.1 The operators A

belong to the algebra alg T (PC) and the values of their
Gohberg-Krupnik symbol are the points of the curves
~
 

multiplied by [a(1)  b(1)]. In
particular, the operators A

are Fredholm operators with index 0 if and only if condition
ii) of Theorem 3.1 is fullled.
Proof: The special case of the present lemma, where the K

vanish, is treated in [17,
Lemma 7.2, ii) and Equation (8.1)]. In particular, for the special operator A

 
;
+
:=

 1
S and the corresponding limit A

 
;
+
 
:=W
4
fM
n
A

 
;
+
L
n
g, it was shown that
Symb
A

 
;
+
 
(t; ) =
8
>
>
>
>
<
>
>
>
>
:
+1 if t 2 T; =t > 0
 1 if t 2 T; =t < 0
i cot



1
2
+

 
2
  
 
+
i
4
log


1 

if t = 1
 i cot



1
4
+
i
4
log


1 

if t =  1:
On the other hand, settingA
M
:=K
 
and denoting the corresponding limitW
4
fM
n
K
 
L
n
g
by A
M
 
, we pass to the limits in Equation (4.11) to get
A
M
 
=
Z
<z=0
1
2

^
k
 

1
2
+

 
2
+ z  
1
2

 
^
k
 

1
2
+

 
2
+ z +
1
2


h
A

 
=2+z;0
 
 A
%
 
;%
+
 
i
dz 2 alg T (PC); (5.2)
Symb
A
M
 
=
Z
<z=0
1
2

^
k
 

1
2
+

 
2
+ z  
1
2

 
^
k
 

1
2
+

 
2
+ z +
1
2


h
Symb
A

 
=2+z;0
 
  Symb
A
%
 
;%
+
 
i
dz:
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Now we take into account the analyticity assumption (2.2), (2.6) on
^
k
 
and apply the
residue theorem and (4.9).
Symb
A
M
 
(t; )
=
8
>
>
<
>
>
:
0 if t 2 Tn f1g
R
<z=0
n
^
k
 
 
1
2
+

 
2
+ z  
1
2

 
^
k
 
 
1
2
+

 
2
+ z +
1
2

o
if t = 1;

i
2
cot



1
2
  z +
i
4
log


1 

dz
Symb
A
M
 
(1; )
=
Z
<z=0
^
k
 

1
2
+

 
2
+ z  
1
2

i
2
cot



1
2
  z +
i
4
log


1   

dz
 
Z
<z=1
^
k
 

1
2
+

 
2
+ z  
1
2

i
2
cot



1
2
  z +
i
4
log


1  

dz
=
^
k
 

1
2
+

 
2
+
i
4
log


1  


:
Dividing this symbol by [a( 1)  b( 1)] and taking into account the representation R=
fi=(4) log[=(1 )] : 0 <  < 1g, we get exactly the term
^
k
 
(z)=[a( 1)  b( 1)] in the
denition of  
 
and
~
 
 
in the Theorems 2.1 and 3.1. This means that the assertion of
the lemma holds true even if a non-zero term K
 
is included. The analogous conclusion
for K
 
replaced by K
+
completes the proof.
The operator
~
A = W
2
fA
n
g is a Cauchy singular integral operator for which either the
kernel space or the cokernel is trivial. Hence,
~
A is invertible if and only if it is Fredholm
with index zero. According to Theorem 2.1 this is equivalent to the vanishing winding
number of the curve  

:=  

 
[  
1
[  
0
1
[  
2
[  
0
2
[ : : : [  
N
[  
0
N
[  
N+1
[  

+
(cf. the
curve   in Theorem 2.1 and (3.7)). Due to condition ii) in Theorem 3.1 the last winding
number is equal to that of   :=  
 
[  
1
[  
0
1
[  
2
[  
0
2
[ : : : [  
N
[  
0
N
[  
N+1
[  
+
.
This, however, vanishes due to Theorem 2.1 applied to operator A and due to condition
i) in Theorem 3.1. In other words, the conditions i) and ii) in Theorem 3.1 imply the
invertibility of
~
A = W
2
fA
n
g.
5.2 The Invertibility of fA
n
g +J in F=J
Since F=J is a C

-algebra, it is equivalent to prove the invertibility of fA
n
g
o
:= fA
n
g+J
in A=J . For this, we utilize the local principle of Theorem 4.2. If  1 <  < 1 and if the
Mellin operators K

are zero, then we infer from [17, Lemma 6.2] that the invertibility
of W
1
fA
n
g implies the invertibility of fA
n
g
o
+J

in (A=J )=J

. As a consequence of the
next Lemma fA
n
g
o
+ J

is invertible in (A=J )=J

even for the case of non-zero K

.
Lemma 5.2 The cosets fM
n
K

L
n
g
o
are contained in J

for  1 <  < 1.
Proof: Take a smooth function  such that  vanishes in some neighbourhoods around 1
and that ( ) = 1. From the denition of the ideal J

we conclude fM
n
L
n
 L
n
g
o
2 J

.
Hence, it remains to prove fM
n
K

M
n
L
n
g 2 J . However, the kernel of K

restricted
17
to the support of  is totally smooth and [L
n
 M
n
]K tends to zero in the operator
norm. It remains to prove fL
n
K

M
n
L
n
g 2 J which is obvious from the denition of
J , from the ideal property of J (cf. Theorem 4.1), and from the compactness of K

.
In order to prove the local invertibility at  = 1, we follow the technique of [17, Section
7]. First we restrict our consideration to the case  = 1 and obtain the missing local
invertibility from
Lemma 5.3 i) Suppose that R 2 alg T (PC) is invertible and consider the sequence R
3
n
dened in (4.12). Then the coset f[R
 1
]
3
n
g
o
+J
1
is the inverse of fR
3
n
g
o
+J
1
in (A=J )=J
1
.
ii) Suppose (2.4) - (2.7). Consider A
n
= M
n
[aI + b
 1
SI +
+
K
+
+
 
K
 
+K
0
]L
n
and R :=W
3
fA
n
g which is in alg T (PC) due to Lemma 5.1. Then the cosets fR
3
n
g
o
+J
1
and fA
n
g
o
+ J
1
coincide. In particular, fA
n
g
o
+ J
1
is invertible if R is invertible.
Proof: The rst assertion is taken from Lemma 7.2 in [17]. For the caseK

= 0, even the
second assertion has been stated in Lemma 7.2 in [17]. It remains to show the coincidence
of fR
3
n
g
o
+ J
1
and fA
n
g
o
+ J
1
for the special case A = K

. Since the kernel of K
 
restricted to a small neighbourhood of 1 is smooth, the case A = K
 
can be treated as in
Lemma 5.2. We may suppose A = K
+
. However, we infer from the proof of [17, Lemma
7.2, ii)] that f[A
+
]
3
n
  A
n
g
o
2 J
1
for A = 
 1
SI with  satisfying (4.2). This together
with (cf. the analogous formulae (4.11) and (5.2))
M
n
K
+
L
n
=
Z
<z=0
1
2

^
k
+

1
2
+

 
2
+ z  
1
2

 
^
k
+

1
2
+

 
2
+ z +
1
2


h
M
n
[Æ
z
+
]
 1
SÆ
z
+
L
n
 M
n
%
 1
S%L
n
i
dz;
Æ
z
+
(x) := (1 + x)
0
(1  x)

+
=2+z
;
W
3
fM
n
K
+
L
n
g =
Z
<z=0
1
2

^
k
+

1
2
+

+
2
+ z  
1
2

 
^
k
+

1
2
+

+
2
+ z +
1
2


h
W
3

M
n
[Æ
z
+
]
 1
SÆ
z
+
L
n
	
 W
3

M
n
%
 1
S%L
n
	
i
dz
proves f[A
+
]
3
n
 A
n
g
o
2 J
1
for A = K
+
.
Next we turn to  =  1. Proceeding analogously to the previous lemma, we observe that
the local invertibility at  =  1 is a consequence of the invertibility of W
4
fA
n
g = A
 
.
The proof of Theorem 3.1 is completed.
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