[1] We have remotely mapped optical scattering and absorption in glacial ice at the South Pole for wavelengths between 313 and 560 nm and depths between 1100 and 2350 m. We used pulsed and continuous light sources embedded with the AMANDA neutrino telescope, an array of more than six hundred photomultiplier tubes buried deep in the ice. At depths greater than 1300 m, both the scattering coefficient and absorptivity follow vertical variations in concentration of dust impurities, which are seen in ice cores from other Antarctic sites and which track climatological changes. The scattering coefficient varies by a factor of seven, and absorptivity (for wavelengths less than $450 nm) varies by a factor of three in the depth range between 1300 and 2300 m, where four dust peaks due to stadials in the late Pleistocene have been identified. In our absorption data, we also identify a broad peak due to the Last Glacial Maximum around 1300 m. In the scattering data, this peak is partially masked by scattering on residual air bubbles, whose contribution dominates the scattering coefficient in shallower ice but vanishes at 1 Deutsches Elektronen-Synchrotron, Zeuthen, Germany. $1350 m where all bubbles have converted to nonscattering air hydrates. The wavelength dependence of scattering by dust is described by a power law with exponent À0.90 ± 0.03, independent of depth. The wavelength dependence of absorptivity in the studied wavelength range is described by the sum of two components: a power law due to absorption by dust, with exponent À1.08 ± 0.01 and a normalization proportional to dust concentration that varies with depth; and a rising exponential due to intrinsic ice absorption which dominates at wavelengths greater than $500 nm.
Introduction
[2] In the natural sciences, it is not uncommon that advances in one field are pertinent to understanding processes in other, seemingly unrelated, fields. The optical properties of glacial ice are of relevance to scientific endeavors beyond the most obviously related fields of optics and glaciology. For wavelengths between $200 and $400 nm, glacial ice is the most transparent solid known [Askebjer et al., 1995 [Askebjer et al., , 1997a Price, 2006] . The optical attenuation of naturally occurring ice, particularly for solar radiation, is used in modeling of the radiative energy balance of the Earth's surface. It also plays an important role in efforts, fueled by the discovery of stratospheric ozone depletion, to estimate the levels of damaging UV radiation that reach biological organisms, such as marine biota in and under sea ice [Trodahl and Buckley, 1990; Perovich, 2001] . Similarly, but with opposite implications, attempts are made within the Snowball Earth hypothesis [Hoffman et al., 1998 ] to estimate the amount of photosynthetically active radiation (PAR) that could have penetrated the frozen surface of the tropical oceans, part of an Earth-blanketing ice cover posited to have existed at least twice during the neoProterozoic period $700 million years ago, to sustain biological life under the ice through photosynthesis [Warren et al., 2002] . In natural glacial ice, variations with depth in concentrations of insoluble dust particles and ash as read out by optical methods track climate changes [Bay et al., 2004] .
[3] Light propagation in deep ice at the South Pole is also relevant to the field of neutrino astrophysics. Knowledge of the optical properties of the ice is essential for operation of the AMANDA (Antarctic Muon and Neutrino Detector Array) [Andrés et al., 2001] and IceCube [Ahrens et al., 2004a] neutrino telescopes. These arrays of photomultiplier tubes are embedded deep in the glacial ice to identify highenergy neutrinos via the detection of Cherenkov light generated by secondary particles produced in neutrinonucleon interactions near the detector. To measure the trajectories and energies of these interaction products (predominantly muons and electromagnetic cascades from electrons) from the detected Cherenkov photons, one needs to understand and take into account the effects of scattering and absorption of light at wavelengths in the visible and near ultraviolet.
[4] To carry out optical measurements deep in the glacial ice at the South Pole, we developed remote optical techniques that are complementary to standard glaciological methods such as ice coring. Light from pulsed and steady light sources buried in the ice was recorded with the AMANDA sensors and used to extract scattering and absorption parameters. Our measurements based on pulsed in situ light sources are unique in that they enable us to distinguish between scattering and absorption, even though the two are correlated in the data. Before our work, optical oceanographers and glaciologists often used transmissometers that recorded loss of light from a collimated beam. They generally used the term attenuation, without distinguishing loss by scattering from loss by absorption, which in some compilations led to overestimates of absorptivity. Optical measurements on laboratory-grown pure ice suffered from the same inherent difficulties in separating absorption from scattering in beam attenuation measurements, compounded by uncertainties related to having a block of ice a few meters long to measure absorption lengths many times larger.
[5] Measurements of optical properties of South Pole ice have been previously reported for depths between 800 and 1000 m. An AMANDA precursor detector at these relatively shallow depths was used to measure scattering and absorption in ice with high concentrations of air bubbles that resulted in very short scattering lengths [Askebjer et al., 1997a [Askebjer et al., , 1997b . As pressure increases with depth, air bubbles compress and eventually become unstable against a transition from the gas phase to the solid air-hydrate clathrate phase [Miller, 1969] . Because the rate of transformation is slow, bubbles and air hydrate crystals coexist over a depth range of several hundred meters [Price, 1995] . The phase boundary depends on both temperature and pressure. Fortuitously, the refractive indices of air hydrate and of normal ice are almost identical [Uchida et al., 1995] , as a consequence of which light passes through an air hydrate crystal with almost no scattering. The AMANDA scattering results led to predictions [Price and Bergström, 1997b] , later confirmed [Price et al., 2000] , that all bubbles have transformed into the solid phase at $1500 m, and that at greater depths the optical properties in the visible region depend almost solely on the concentration of dust in the ice. Using data collected with an AMANDA array at 1500 to 2000 m in the early calibration stages, a number of properties of South Pole ice have been published: a first estimate of age versus depth [Price et al., 2000] based on a comparison with data from Antarctic ice cores collected at Vostok [Petit et al., 1999] and Dome Fuji [Watanabe et al., 1999] stations; the temperature profile down to 2350 m [Price et al., 2002] from which the ice temperature at bedrock was estimated to be À9°C; and a weak temperature dependence of absorptivity at 532 nm which is in agreement with measurements on a range of transparent solids over many orders of magnitude in wavelength. In the present paper we present comprehensive results on scattering and absorption for wavelengths from the near ultraviolet through the visible and for depths down to 2350 m. The same principles apply to the optical properties of glacial ice in Greenland and at other Antarctic locations.
Theoretical Considerations
[6] The optical sensors in AMANDA are sensitive to light with wavelengths between 300 and 600 nm, enabling us to study optical properties of Antarctic ice in that wavelength interval. The short-wavelength limit is set by the transmission properties of the glass pressure spheres housing the photomultiplier tubes. The limit at long wavelengths is set by the decline in photocathode quantum efficiency.
Scattering
[7] Light scattering in deep ice is described by scattering on microscopic scattering centers, such as submillimetersized air bubbles and micron-sized dust grains [Price and Bergström, 1997b] . The general case for scattering of electromagnetic radiation off small particles was first rigorously treated by Gustav Mie by application of classical electromagnetic theory starting with Maxwell's equations [Mie, 1908] . A ''particle'' here is a closed region, for example a small mass of material, with a refractive index that differs from the refractive index of its surroundings. For simplicity, Mie scattering assumes spherical particles, and for our application we can safely ignore interference effects since the average distance between scattering particles is large compared to the wavelength. We typically record light that has been scattered several times. A general property of photon multiple scattering [Kirk, 1999] is that the average cosine of the light field after n scattering events, hcos qi n , can be expressed in terms of the average cosine of the angle q for a single scatter, the anisotropy hcos qi, by the relation hcos qi n = hcos qi n . The interpretation of the anisotropy is straightforward: if hcos qi > 0, scattering is preferentially forward; if hcos qi = 0, scattering is forward-backward symmetric. Isotropic scattering is a special case of forward-backward symmetry. The geometric scattering length, l s , also referred to as the scattering mean free path, is the average distance between scatters. Given that the scattering angle follows a scattering function p(q) and the average scattering angle is expressed in hcos qi, we can define an effective scattering length l e by adopting the definition of the transport mean free path, which is the length scale over which randomization occurs, in the limit of many scatters, when scattering is not isotropic. For isotropic scatters, l e = l s , but for strongly forward peaked anisotropic scatters, as is the case here, l e is significantly greater than l s . We estimate l e by a statistical argument common in radiative transfer theory [e.g., Chandrasekhar, 1950] . Consider a beam of light propagating in a scattering medium without absorption. On average, the light is scattered at successive steps of length l s , and the average angle between two steps is hcos qi. After each step i the effective light transport advances another l s hcos qi i along the initial direction. By summing the projections of all n steps in a long path onto the direction of the first step, we arrive at the total effective length of light transport:
which for large n becomes
Hence when light propagates through a turbid medium the center of the photon cloud moves along the incident direction at a decreasing pace until it comes to a halt at one l e from the point of injection. The effective scattering length is thus for anisotropic scattering what the geometric scattering length is for isotropic scattering. With the AMANDA array, we operate in a regime of multiple scattering (but not yet diffusion) and this precludes us from measuring l s and hcos qi independently. Technically, then, the introduction of the effective scattering length is more a practical way of reducing the number of independent variables (from two, l s and hcos qi, to one, l e ). It is often more convenient to discuss scattering in terms of the reciprocal of l e , the effective scattering coefficient
[8] We made detailed numerical calculations based on Mie theory [Bohren and Huffman, 1983] to estimate the effects of scattering off randomly distributed micron-sized particles on the propagation of light through dusty ice. As input to these calculations, we used a dust model described by four components (we followed the treatment by He and Price [1998] ). The main component was insoluble mineral grains, contributing strongly to both scattering and absorption. Sea salt crystals were the most strongly scattering component, but they contributed very little to absorption. Liquid acid drops (mainly sulfuric acid) also had negligible absorption. Soot was highly absorbing but it was the least scattering dust component. In our calculations, individual components were described by the following characteristics: mean (modal radius r) and width (geometric standard deviation) of the lognormal distribution of particle sizes; depth-dependent density and mass concentration; and complex refractive index. We used the estimated South Pole values derived by He and Price [1998] from Antarctic ice core measurements, except for the mass concentrations which we updated with estimates based on more recent ice core data from Vostok [Petit et al., 1999] and Dome Fuji [Watanabe et al., 1999] . Adopting the procedure by He and Price [1998] , the core mass concentrations were scaled with the ratios of concentrations in surface snow samples of comparable ages from the different sites, assuming these ratios are valid at all depths corresponding to the same time periods, and were then translated to the South Pole with the age versus depth curve from Price et al. [2000] . We also modified the summing over components and weighted the contribution from each of the four dust components with its scattering coefficient instead of its concentration. The lognormal size distributions had means ranging from $12 nm for soot to $400 nm for sea salt, and geometric standard deviations around 2. The calculations showed that for light between 300 and 600 nm scattering off dust has a wavelength dependence that can be described by a power law
with an exponent a close to 1 which depends strongly on grain size and thus on dust composition. For comparison, in the case of Rayleigh scattering (l ) r) the wavelength dependence is l À4 (and scattering is forward-backward symmetric), while geometric scattering (l ( r) is independent of wavelength (provided absorption is so weak that r ( absorption length). Below we present measurements of a made in ice at depths greater than 1500 m, and we discuss results from a search for a possible dependence of a on depth.
[9] Figure 1 shows the wavelength dependence of hcos qi from our Mie scattering calculations. For a four-component sample with the estimated South Pole component mixture the average hcos qi was 0.94, with only a weak dependence on wavelength. We used 0.94 as a canonical value in our measurements of optical parameters and investigated the sensitivity of our results to the value of hcos qi as part of the study of systematics (see discussion in section 6). For scattering off air bubbles, which exist in the shallower glacial ice with sizes down to a few tens of micrometers [Barkov and Lipenkov, 1984; Lipenkov, 2000] , the value of hcos qi is close to 0.75 [Askebjer et al., 1995] .
[10] The Mie scattering calculations were also used to study the scattering probability density function p(q) (called the phase function in radiative transfer theory). For a single particle size, the scattering angle distribution exhibited wavelength-dependent spectral structure, and for some sizes had a considerable back-scattering component. However, summing over realistic lognormal size distributions smoothed the distribution (Figure 2 ). Since in our case scattering was strongly forward peaked with hcos qi close to 1, we chose as scattering function the Henyey-Greenstein approximation [Henyey and Greenstein, 1941] , first introduced to describe the observed diffuse intensity pattern of stellar radiation caused by forward peaked scattering off interstellar dust clouds:
For our purposes, the advantages of this function were that it was characterized by only one parameter, the average cosine of the scattering angle q, and that it was easily integrated and inverted for use in our Monte Carlo simulations of photon propagation which we used to measure the optical properties of ice with data from pulsed light sources. In Figure 2 , the normalized HenyeyGreenstein function, expressed both as p(cos q) and as p(q) = p(cos q)sin q, is compared with the scattering angle distribution from our modeling of dust with hcos qi = 0.94. In our experimental setup, distances between emitter-receiver pairs were greater than a few scattering lengths, which prevented us from measuring the scattering function in situ. Figure 1 . Wavelength dependence of hcos qi, where q is the scattering angle, from Mie scattering calculations for a realistic mixture of four dust components: mineral grains, sea salt, acids, and soot. We used a canonical value of 0.94 for our photon propagation simulations, representing an average over relevant wavelengths. Figure 2 . Scattering probability density function. Mie scattering calculations for dust yield a strongly forward peaked scattering angle distribution which can be approximated with the single-parameter Henyey-Greenstein (HG) function. The scattering function for hcos qi = 0.75 is valid for bubbles in ice [Price and Bergström, 1997b] .
Absorption
[11] The absorptive strength of a medium is often described by the absorption length l a , the distance at which the survival probability drops to 1/e, or its reciprocal, the absorption coefficient (or absorptivity)
which is related to the imaginary (absorptive) part of the index of refraction n by
where l is the wavelength of the light. Price and Bergström [1997b] introduced an empirical model to describe the wavelength dependence of absorptivity of ice in the far ultraviolet through infrared (IR). In their three-component model, absorptivity is parameterized as
where the second term is due to insoluble dust particles in the ice, and the two exponentials characterize light absorption by the ice itself and are independent of dust content. The first term describes an ''Urbach tail'' [Urbach, 1953] , a steep exponential decrease in absorptivity that occurs at wavelengths slightly longer than that corresponding to an electronic band-gap energy which depends weakly on temperature. A fit to measurements of ice absorption in the far-ultraviolet (180-186 nm) by Minton [1971] yielded A U = 8.7 Â 10 39 m À1 and B U = 0.48 nm
À1
, placing the Urbach tail for ice just shortward of 200 nm. The third term is an approximation of the exponential rise in the red and infrared due to molecular absorption by pure ice. Absorptivity in this regime exhibits spectral structure due to different modes of H 2 0 molecular stretching, bending and vibration. For South Pole ice, the IR exponential dominates for wavelengths longer than $500 nm. In the intermediate range, between $200 and $500 nm, pure ice is believed to be extremely transparent and absorption is dominated by impurities in the form of insoluble dust. Modeling of absorption caused by dust with Mie theory [He and Price, 1998] showed that the wavelength dependence can be described by a power law whose exponent depends only weakly on dust grain size and thus composition (since the four components have different size distributions), so in our analysis we assumed that k is independent of depth. For a given composition and size distribution, C dust is proportional to dust concentration, which varies with depth and carries information about climate.
[12] In measurements made in South Pole ice at depths between 800 and 1000 m [Askebjer et al., 1997a] , absorptivity was found to be much lower than expected from measurements on laboratory-grown ice and lake ice. Absorption lengths in the violet, where absorptivity is a minimum, were found to exceed 200 m. There are two reasons for the discrepancy between laboratory and in situ measurements. In the 300 -500 nm interval, absorption is dominated by impurities, and glacial ice at the South Pole is far cleaner than lake ice [Sauberer, 1950] and probably also chemically purer than the laboratory ice (freshly grown from purified water) used for measurements of optical properties [Grenfell and Perovich, 1981; Perovich and Govoni, 1991] . In addition, previous investigators had measured attenuation of a collimated beam, in a geometry where more light was lost by scattering than by absorption. Price and Bergström [1997a] have argued that, since the laboratory ice measurements in this wavelength range fit a l À4 line about two orders of magnitude higher than what is expected for Rayleigh scattering in pure ice, the laboratory data were dominated by Rayleigh scattering on crystalline defects in the form of chemical impurities concentrated as discontinuous strings of nanoscale beads in decorated dislocations.
[13] Depths between 800 and 1000 m correspond to ages in the onset of the Holocene, a geological time period spanning the last 11,000 years, which is characterized by a mild global climate and low dust concentrations in the atmosphere. Near the bottom of the 800-1000 m interval, the absorptivity increased with dust concentration signaling the approach to the Last Glacial Maximum, a time $23,000 years ago corresponding to a depth of $1300 m in South Pole ice. The combination of low dust concentrations in the Holocene ice and the fact that the shortest wavelength used in the early measurements at 800 -1000 m was 410 nm [Askebjer et al., 1997a ] prevented a precise measurement of the expected power law wavelength dependence for dust absorption, since the third term in equation (8) , derived from Mie modeling of dust, was therefore assumed. In the present analysis we included data at shorter wavelengths, recorded in deeper and therefore older and dustier ice, and we measured the power law exponent k with high precision and investigated its depth dependence.
Experimental Setup and Data
[14] The AMANDA neutrino telescope comprises 677 optical modules (OM) arranged on 19 vertical strings (Figure 3 ), embedded deep in the glacial ice at the South Pole. During construction, the strings were lowered into 60 cm-wide hot-water-drilled holes and fixed permanently into place as the water refroze. Each OM consists of one photomultiplier tube (PMT) mounted in a 30 cm outer diameter glass pressure sphere. After using first-generation spheres with a cutoff in transmittance (<5%) close to 340 nm for the first 4 (inner) strings, second-generation spheres with better transmission properties in the UV ($65% at 340 nm) were used for the subsequent 15 strings. The bulk of the array spans depths between 1500 and 2000 m, with three strings extending 350 m above and below this range, mainly for calibration purposes. South Pole bedrock is at a depth of 2820 m. PMT pulses were transmitted to the data acquisition system located at the surface by optical fibers and by electrical cables (also used to supply power). The PMTs were operated at high gain (typically 10 9 ) to make it possible to distinguish single-photoelectron pulses from dark noise after attenuation over 2 km-long cables. For each pulse, its leading edge time, pulse width, and peak amplitude were recorded. The resolution for individual photon hit times was 5 ns.
[15] The relative position of every optical module in the array, and of every calibration light source, was known to within less than 1 m after geometry calibration with two independent methods. The first method did not rely on any in situ optical data: a string's position in the horizontal plane (on the surface) was measured with a survey of the borehole location; the vertical positions of the optical modules on a string were determined by first measuring the depth of the string with a pressure sensor deployed with the string in the water-filled hole, and then applying the known OM spacings along the string; and data from sensors in the drill head provided a profile of the hole in terms of deviations from the vertical, which were then applied to the horizontal positions of individual OMs. In the second method the relative positions of the strings (horizontal distances and relative depths) were verified, or corrected, with pulsed YAG laser data (described below) from at least five locations on every string, by fitting the propagation time of unscattered photons recorded at several receivers on all neighboring strings. Modeling of glacial flow based on the South Pole ice temperature profile [Price et al., 2002] suggests that the top 2000 m of the glacier moves as a rigid volume, below which the flow rate steadily decreases with depth so that the deepest OMs, at $2350 m, possibly lag behind by up to 1 m per year. However, all data below 2000 m used in this analysis were recorded within one year of the installation of the three deep strings (see Figure 3 ) so the geometry could safely be considered static throughout the duration of the measurements.
Pulsed Light Sources
[16] A number of pulsed light sources at different wavelengths were included on the optical module strings for detector calibration purposes. In this analysis, data from the following four source types were used (their main characteristics are listed in Table 1 ):
[17] 1. A frequency-doubled Nd:YAG laser emitting 4 nswide light pulses at 532 nm was located in the counting house on the ice surface. The light was fed through optical fibers down to diffuser balls at known locations on every string throughout the detector array, and emitted in an isotropic intensity pattern. The laser was coupled to one fiber at a time. Dispersion in the multimode fibers introduced pulse broadening that depended on fiber length, resulting in an average pulse width of 15 ns at the time of injection into the ice. On the inner ten strings, the diffuser balls were located outside the glass spheres of the optical modules; on the outer strings, the diffuser balls were inside the spheres. The laser was operated at repetition rates of 50-100 Hz, depending on the ability of the data acquisition system to process given photon fluxes.
[18] 2. Two nitrogen lasers, emitting 337 nm light, were deployed on separate strings near the center of the detector. Figure 3 . Schematic view of the AMANDA neutrino telescope buried deep in glacial ice at the South Pole. The optical properties presented in this paper were measured using in situ light sources embedded in the array below 1150 m depth. Measurements in shallower ice, using the AMANDA-A detector, have been reported previously by Askebjer et al. [1995 Askebjer et al. [ , 1997a Askebjer et al. [ , 1997b . The width depended on the length of the optical fiber; 15 ns was the average for a 2 km fiber. The first number is the FWHM of the leading edge; t is the time constant of the exponential tail. The blue flashers fired at 1 kHz, but the data acquisition rate was artificially reduced. The range of the monochromator was 200 -800 nm; the effective range for data recorded with the AMANDA OMs was limited to 340 -560 nm by the glass transmittance and the PMT quantum efficiency.
f This is an order-of-magnitude estimate for 460 nm; the output increased approximately tenfold from 340 to 560 nm.
The lasers were mounted in first-generation glass pressure spheres, which absorbed roughly 97% of the photons at this wavelength. Both laser modules had two filters mounted on the outside of their sphere: a UV filter to reject any fluorescence generated by the laser light passing through the glass, and a diffusive filter causing an upward peaked intensity pattern roughly proportional to the cosine of the angle from vertical. The lasers fired at 6.8 Hz and 20 Hz, respectively, with a pulse width of 3 ns FWHM. Each source was equipped with a variable attenuator, controlled from the surface, which provided up to seven decades of attenuation. At the brightest setting, each pulse from one of the 200 mJ lasers injected approximately 2 Â 10 12 photons into the ice. Because of laser aging, the pulse energy decreases by an estimated 30% every two years.
[19] 3. Eight optical modules were equipped with blue ''flashers,'' each containing six LEDs at 470 nm (30 nm FWHM) mounted on a circular board inside the upper hemisphere of the OM's glass sphere. The blue flasher modules were deployed at different depths on two of the three longer detector strings with instrumented cable lengths of 1200 m (see Figure 3 ). Each surface-mount LED (Nichia NSCB100A) had an intensity pattern roughly proportional to cos q, and was mounted with its symmetry axis pointing vertically up. Each 6-LED flasher emitted pulses of up to 10 9 photons, with a 6 ns (FWHM) risetime and an exponential tail with a time constant t = 18 ns. The blue flashers fired at 1 kHz, but the data acquisition rate was artificially reduced to $100 Hz with a 10 ms veto after each trigger to reduce the effects of deadtime caused by the processing of the very large photon fluxes.
[20] 4. Similar flashers, emitting UV light from GaN LEDs (Nichia NSHU550A) peaking at 370 nm (12 nm FWHM), were part of 41 optical modules on one of the strings located on the perimeter of the 19-string array [Ackermann et al., 2006] . The UV flashers used the same electronics board as the blue flashers, with six LEDs regularly spaced around the perimeter, pointing outward and up at a 45°angle from the horizontal, giving a broad angular pattern and pulses with the same time profile as the blue flashers. Both pulse rate and amplitude were controlled from the surface. At the highest amplitude setting, each UV flasher generated pulses that injected 3 Â 10 9 photons into the ice, after the glass had absorbed $15% of the light.
[21] During recording of data generated by any of the pulsed sources, readout of the optical module array was triggered by the emitted pulses to avoid diluting the data sample with events not caused by the sources (mostly due to muons, created in cosmic ray interactions in the atmosphere, which were sufficiently energetic to reach detector depths) and to get accurate pulse start times for photon propagation time measurements. For the YAG laser, pulses from a photodiode sampling a small fraction of the laser output at the surface were used for triggering. For the nitrogen lasers and the LED flashers, large pulses seen in the closest optical module (usually 10-20 m away), and therefore with very sharp risetimes, were used for triggering. Photon arrival times, recorded for all optical modules in the array, were calibrated to compensate for cable delays and amplitudedependent delays in the data acquisition electronics. For every recorded arrival time, the similarly calibrated pulse start time was subtracted together with the prompt propagation time d/c ice (corresponding to unscattered travel over a distance d) to yield photon delay time distributions.
[22] If a receiver recorded more than one photon in an event, only the earliest time was retained. This procedure was justified by two features of the experimental setup that resulted in a more accurate arrival time determination for the first photon than for later photons. First, pulse broadening in the cables sometimes caused overlapping electrical pulses, which made it difficult to resolve the later pulses and determine their leading edges. Second, for every receiver only the largest pulse amplitude was recorded in multiphoton events, and since this amplitude in a majority of cases was associated with the first pulse, the time calibration was more accurate for the first photon.
[23] Examples of photon delay time distributions are shown in Figure 4 for data from pulsed sources at three wavelengths. For each wavelength, the two distributions shown in Figure 4 were recorded at the same distance, horizontally from the source, but with the emitter-receiver pairs located at two depths where the ice has different 
Steady Light Sources
[24] To measure the optical properties of the ice over a wider wavelength range than was accessible with the pulsed sources, two very bright steady light sources were also deployed with the optical module strings:
[25] 1. The Ultra-Violet Module (UVM) contained a 20 W Xenon arc lamp whose light was reflected and focused on a 313 ± 5 nm filter and passed through a diffusion filter. The light source was housed in a custom-made aluminum cylinder with a 3.8 cm UV transmitting acrylic window on one end cap to ensure high ($50%) transmittance of the light into the ice. The UVM was deployed at $1850 m and oriented with the window facing up so that the peak intensity was along the vertical axis. The light source was powered by AC from the surface, activating a special igniter circuit in the module, and the light intensity was controlled with a variable autotransformer. The output from the UVM at its brightest setting was estimated to be on the order of 5 Â 10 11 photons per second.
[26] 2. The Rainbow Module (RM) was a steady light source whose output wavelength could be varied between 340 and 560 nm, with a resolution of 20 nm FWHM. Its light source was a halogen lamp, mounted in an aluminum reflector for higher light yield in the UV. Direct and reflected light from the lamp was focused by a series of lenses and beamed through a grating monochromator controlled from the surface. The characteristics of the monochromator were chosen to optimize throughput, by using larger slits, at the expense of resolution. The RM light source assembly was housed in a second-generation glass sphere with high transmittance above 340 nm ($65% increasing to $90% longward of 400 nm). The RM was deployed on a string at 60 m radius from the central string, at a depth of $1850 m, and with the symmetry axis of the light intensity pattern oriented upward. From the data, we estimated that the RM emitted on the order of 10 11 photons per second at 460 nm.
[27] Like the pulsed nitrogen lasers, the two steady sources were run with high voltage supplied from the surface. This generated high levels of electromagnetic noise which contaminated data from OMs on the same string as the source beyond usefulness, so that only data on neighboring strings could be used for this analysis. Data generated by the steady sources were recorded with an array of counters attached to the main data acquisition system on the surface, with one counter for each optical module. Each counter recorded the number of hits above threshold in 0.5 s periods, where a hit was either an electrical pulse from the PMT in the OM or a noise pulse generated in the electronics or through cross talk in the cable, and the count rate was then averaged over 10 s intervals. Figure 5 shows recorded rates, N, for two receivers at different distances from the source, both for UVM data at varying brightness settings and for RM data at varying wavelengths. The settings were kept constant for periods of between 4 and 6 min, seen in Figure 5 as distinct steps of near-constant rate marked with the relative brightness (for the UVM) or wavelength (for the RM). To measure the background (dark noise) rates, data were also recorded for a few minutes before and after the source was turned on in each run. The rates were then Figure 5 . Recorded count rates in runs with the two steady light sources, the 313 nm UV Module and the variable-wavelength Rainbow Module, for two typical receivers at different distances. Each data point shows the average count rate over 10 s. For the UVM data, the intensity was varied in 4 min intervals, with an additional 2 min at maximum brightness. For the RM data, the wavelength was varied between 340 and 560 nm in steps of 20 nm, with the source turned off for 1 min between every 6 min period at a fixed wavelength. Anomalous points in the transitions were ignored in the analysis. The periods marked ''bgr'' were recorded with the source disabled.
averaged for each period, after subtracting the background rate in the run, B, yielding mean rates, hNi, with standard deviations, s N . During some periods, the rate fluctuations were dominated by instabilities in the light source (for example, in the first period with 0.4 relative UVM brightness in Figure 5 ). Steady source data were therefore retained for further analysis only for periods in which
, discarding less than 4% of the data because of source instabilities.
Analysis Techniques

Measuring Optical Properties With Pulsed Light Sources
[28] Light propagation to a receiver at a distance d ) l e , sufficiently far from a source for the photons to scatter many times, is described by a random walk with absorption [Askebjer et al., 1997a] . If absorption is considerably weaker than scattering, it can be added to the statistical random walk treatment as a survival probability which decreases exponentially with path length. The arrival times t of photons emitted from an isotropic source at t = 0 are then, in this diffusive regime, distributed according to the Green's function
where D = c ice l e /3 is the diffusion constant, c ice = c/n g is the velocity of light in ice, and n g is the group velocity refractive index, which depends on the wavelength of the light . If l a is comparable to l e , a large fraction of the photon flux will be absorbed before it becomes fully diffusive and the arrival times cannot be described by equation (9). We performed simulations of photon propagation in a turbid and absorbing medium which showed that the above random walk description is valid for distances greater than approximately 20l e (Figure 6 ), provided l a is substantially greater than l e . At closer distances, the formula gave a poor description of arrival times (Figure 7 ), particularly for early photons which had only suffered a few scatters, shifting the leading edge to noncausally early times (see example in Figure 9 ). The scattering anisotropy caused the effective scattering length obtained from the analytical fits to be systematically underestimated by $2%, independent of hcos qi in the range 0.60 -0.99.
[29] In the precursor detector located at depths between 800 and 1000 m, scattering was dominated by submillimeter-sized residual air bubbles which are not absorbing. In data from pulsed in situ light sources, emitter-receiver distances were tens of meters and the effective scattering length was less than one meter [Askebjer et al., 1995] , making the recorded light diffusive. In addition, absorption lengths were on average two orders of magnitude greater than the effective scattering length. Under these circumstances, the optical properties could be extracted analytically from photon arrival time distributions with the random walk expression above. In the deeper AMANDA detector, bubbles have effectively disappeared by converting to nonscattering air hydrate crystals. At these depths, scattering by dust dominates, significantly increasing the effective scattering length in comparison with the bubbly ice, and Figure 6 . When absorption is considerably weaker than scattering, the optical parameters obtained from a fit of the Green's function for a random walk with absorption, equation (9), to simulated photon arrival time distributions converge with the true values at distances greater than $20l e (for l e , independent of l a ) and $15l e (for l a ). Scattering anisotropy causes the scattering length to be slightly underestimated in the fit. Green's function for a random walk with absorption fitted to simulated photon arrival time distributions recorded at different distances from an isotropic source. The tail of the distribution, which is dominated by absorption, is described at shorter distances than the leading edge and the peak, which are dominated by scattering. absorption lengths are shorter because of higher concentrations of dust. Although some receivers in the deeper detector are sufficiently far from the emitters for the light to be diffusive, most distances are too short for photon arrival times to be described analytically with the random walk function. Instead, we measured the optical properties by using a Monte Carlo simulation to model the propagation of photons through ice with given optical parameters, and then adjusted these parameters until photon timing distributions from our simulations agreed with the in situ data.
[30] In the Monte Carlo, photons were generated at the origin at time t = 0 with a given distribution of initial directions (for example, isotropic) and were then propagated through a medium with homogeneous scattering and absorption parameters, l e MC and l a MC . Each photon was scattered after consecutive steps l i , randomly drawn from an exp(Àl/l s ) probability distribution, by an angle randomly drawn from a Henyey-Greenstein function with hcos qi = 0.94. To sample the photon flux at intervals small enough to justify a linear interpolation between sampling points, the space around the virtual light source was interspersed with concentric spheres, centered on the point of generation and spaced 10 m apart (Figure 8 ), serving as detection surfaces. Since neither the OM acceptance nor (necessarily) the light source was isotropic, the resulting angular dependence was accounted for by dividing each spherical shell into eighteen 10°bins in the zenith angle Q (we used a right-handed Cartesian coordinate system collinear with the AMANDA coordinate system, in which z is pointing vertically up, and whose origin is 1730 m below the surface of the glacier, close to the geometric center of the array). For each of the resulting bins (or bands) a distribution of arrival times was constructed by recording the photon travel time at every shell crossing within the band. For a shell crossing occurring at time t, the probability to be recorded by a virtual OM (i.e., to generate a ''hit'') was
where OM is the overall detection efficiency for a spherical OM with radius R OM ,n g is the photon direction at the time of recording, andn OM = (0,0,1) is the OM direction (defined as the normal to the PMT photocathode surface, always facing straight down). Each band spanning zenith angles from Q 1 to Q 2 on a shell with radius d was described by its area A band = 2pd 2 jcos Q 1 À cos Q 2 j and normal vectorn band at the point where the photon intersected the shell. The angular acceptance of the optical modules was accounted for by the expression in square brackets, which was derived from a simple model that approximated the real efficiency: the upper hemisphere was assumed to be opaque and the lower hemisphere completely transparent. The relative acceptance was then 100% for photons from straight below, 0% for photons from straight above, and, for zenith angles in between, proportional to the fraction of projected area that was transparent from that angle. Absorption was taken into account by assigning a weight to each hit on the basis of the photon's path length, l = tc ice , instead of eliminating it from the simulation at an age drawn from the corresponding exp(Àl/l a ) survival probability distribution. With this importance sampling technique, the tails of the time distributions, corresponding to old photons, accumulated statistics faster.
[31] Simulated time distributions f (t,d i ,Q j ) were generated in a lattice of spatial points, defined by their distance d i and zenith angle Q j relative to the emitter, by summing the probabilities for all hits within a time bin with width Dt (typically 10 ns),
with a statistical error f (t)/ ffiffiffiffi N p on the contents of that bin. Before a hit was added to the appropriate histogram, its recorded time was randomly smeared by a Gaussian with s = 5 ns to simulate uncertainties in the time calibration. From the resulting histograms, delay time distributions could be calculated at any distance from an emitter by interpolation between the two closest shells.
[32] Every delay time distribution from in situ data was compared with a simulated (MC) distribution at the corresponding distance and angle relative to the emitter by computing the chi-square of the comparison,
where i ran over the contiguous set of nonempty bins that included the peak of the data distribution. By definition, the simulated distributions described the timing of single photons. Since for multiphoton data events we only used the time of the earliest photon, such distributions were Figure 8 . Principles for the photon propagation Monte Carlo simulation used to fit timing data from pulsed light sources. The propagation time of photons (g) generated at the origin were recorded at every crossing of a spherical shell. Each shell was divided into eighteen bins in zenith angle. The angular acceptance of the optical modules was taken into account by weighting the arrival times according to the photon incidence angle.
artificially biased toward earlier times. To ensure that the data distributions could be compared directly with the simulated distributions, only data from receivers with an average number of photoelectrons hN pe i less than 0.2 were retained, meaning that they contained at least 90% singlephotoelectron events. For the remaining fraction of multiphotoelectron events, the simulated distributions were reweighted to reflect the associated shift toward earlier times. For a Poissonian probability distribution with mean m,
it follows that
where 1 À P(0) is the occupancy of the receiver. To estimate hN pe i for a data distribution, we determined the occupancy from
where N fired was the number of times the source had fired (taken as the number of events in the run triggered as described above) and N data was the number of times the OM under consideration had recorded at least one hit (i.e., the number of events in the data distribution, since only the first hit was used). For each photon multiplicity N pe from 1 to 10, N pe delay times were randomly drawn from the singlephotoelectron histogram and only the shortest of these was entered into a saturated histogram, until P(N pe )N data /(1 À P(0)) entries had been added for that multiplicity. This correction worked well if the occupancy was less than $20%, but gradually degraded with increasing hN pe i as the OM response was no longer purely Poissonian. . Close to the minimum, the shape of the grid was described by an elliptic paraboloid,
where
characterized by six parameters: l e and l a are the best fit scattering and absorption lengths, s e and s a are their respective one-standard-deviation errors, r is the correlation between the parameters, and c min 2 is the c 2 at the minimum. Figure 9 shows a c 2 grid for a 532 nm delay time distribution at 84 m from the emitter and the error ellipse from a paraboloid fit near the minimum.
[34] Systematic uncertainties in the determination of the pulse start time were taken into account by introducing a time offset parameter t 0 that was allowed to vary freely in the fits. Hence each fit was sensitive only to the shape of the distribution, a function of distance, which was known to within less than one meter, and of scattering and absorption, but not to the absolute time or the normalization. The distribution of all fitted time offsets t 0 had a mean of 4 ns and a 10 ns standard deviation, verifying the validity of the pulse start time estimation. A random walk Green's function with the same optical parameters (dashed curve) poorly describes the delay times at this distance.
[35] Although scattering effects dominated the shapes of the leading edge and the peak in the time distributions and absorption largely determined the slope in the tail, the two parameters could not be cleanly separated, particularly since l e and l a were of the same order. In the timing fits this was manifested by a strong statistical correlation between the fitted scattering and absorption parameters. For the full data set, the distribution of fitted correlation coefficients r had a mean of 0.83, with only small variations between the data samples at different wavelengths, and a root-mean-square of 0.09.
[36] The measured optical parameters were sorted in 10 m depth bins, where the depth for each data point was the average depth of the emitter and the receiver. Only emitter-receiver pairs spaced less than 60 m apart vertically were used to ensure that the data predominantly probed thin horizontal slices of ice. Other selection criteria, such as high overall fit quality (i.e., a reduced c 2 close to one), low fraction of multiphotoelectron events in the sample, and small relative statistical errors on the fitted parameters (indicating a successful fit), resulted in an average spacing of 15 m. In each depth bin, the optical parameters were averaged over all b e (or a) in the bin, weighting each data point with its statistical error from the paraboloid fit. Averaging was performed on the coefficients rather than the lengths, since the former had Gaussian distributions in the bins. Figure 10 shows the resulting depth profile for scattering at 532 nm. Variations with depth in the optical properties could be resolved to within less than $10 m with this technique. The large variations in the scattering coefficient at depths greater than 1500 m are correlated with varying dust concentration and are discussed below.
Measuring Optical Properties With Steady Light Sources
[37] The optical ice properties were measured with data generated by the steady light sources through a fluence analysis, by measuring how the time-integrated photon fluxes recorded by the optical modules depended on their distances from the emitter. This technique was independent of simulations of photon propagation and thus did not require assumptions about the scattering function or hcos qi. Since both the data and the method were independent of those used with the pulsed technique, the fluence analysis provided complementary measurements and could be used for consistency checks and to study systematics.
[38] Although the Green's function for a random walk with absorption could not be used to fit photon timing data analytically, the formula is useful in being able to describe how the photon density varies with distance. For a steady light source, we integrate equation (9) over time, and find [Askebjer et al., 1997a] that in the fully diffusive regime the photon fluence, in our experimental circumstances measured by the recorded OM count rate N, depends on distance d through
where we have introduced the propagation length
to describe the combined effect of scattering and absorption over large distances. The propagation length differs from the commonly used attenuation length defined for beam attenuation experiments as l att = 1/(a + b) where b = 1/l s . The latter describes the probability that a photon is removed from a beam by either scattering or absorption, whereas the propagation length is a useful parameter for diffusive photon transport from a point source. As before, we also define its reciprocal, the propagation coefficient
For two receivers, A and B, at distances d A and d B > d A from an emitter, it follows from equation (18) that we can determine the average c p for the ice between the two receivers from
which means that the propagation coefficient can be measured locally through the decrease in count rate with distance, and does not depend on the properties of the ice between the emitter and the closest receiver (A). Equations (18) and (21) are valid closer to the emitter ($5l e away) than the random walk Green's function (which only fits time distributions at least $20l e away). Even if absorption were sufficiently weak to allow us to record pulsed data with high statistics at distances great enough to use equation (9) to fit time distributions, the thin cylindrical shape of the array implies that the only receivers sufficiently far away are at least 350 m above (or below) the emitter. This means that the data would probe ice with strongly varying properties and the resulting optical parameters would be averages over that ice. The fluence analysis of steady data provides a way to probe the ice vertically without averaging over dust layers.
[39] Figure 11 shows photon count rates ln(N) as function of depth and ln(Nd) as function of distance for a 400 nm run with the Rainbow Module, located at a depth of $1850 m. Data recorded on three strings at different horizontal distances from the source are compared. For the closest string, some of the counters saturated. Because of the strongly upward peaked intensity pattern, the count rates were highest 20 -30 m above the RM, even 110 m away horizontally, and started to decrease for receivers that were closer in depth and below the source. As can be seen in Figure 11 (bottom), for the same distance from the source, receivers on different strings probed different layers of ice, which is seen as a difference in slope (and thus propagation coefficient c p ) for receivers on different strings but at the same distance.
[40] For every pair of receivers with a relatively small difference in their distances to the emitter (Dd < 40 m), and which were both located in ice with similar optical properties (Dz < 20 m, with hDzi % 10 m for the final data sample), the propagation coefficient c p was determined with equation (21). To ensure that the recorded light was diffusive, receivers less than 80 m from the source were excluded, as well as receiver pairs that gave unphysical values c p < 0 due to differences in detection efficiency between receivers. The steady source data were recorded with the 10-string array (AMANDA-B10 in Figure 3 ) which constitutes the inner core of the full 19-string array. The four innermost strings have 20 OMs each, at depths between 1550 and 1950 m, and are arranged in a cylindrical topology with one string at the center and three at a 30 m radius. The two upward pointing steady sources are located at the lower ends of two of the six strings that lie on a 60 m radius from the center of the array, and whose receivers are at depths between 1500 and 1850 m. Because of the thin cylindrical geometry of the array, the diffusive requirement was fulfilled only for receivers well above the source, and the fluence analysis was therefore restricted to depths less than $1780 m.
[41] The overall efficiency ratio between first-and second-generation glass spheres, integrated over the effective wavelength spectrum, was 0.86, with a strong wavelength dependence in the near UV. In the fluence analysis, rates for the optical modules on the four inner strings were therefore rescaled with the wavelength-dependent transmittance ratio between the two glass types.
[42] After analysis of the full data set, and averaging c p in 10 m depth bins, the depth dependence of the propagation coefficient ( Figure 12 ) exhibited strong variations due to varying dust concentration (compare Figure 10) , and the wavelength dependence closely followed the expected twocomponent shape in the transition between a power law due to dust absorption and an exponential rise in the red due to intrinsic ice absorption (compare equation (8)). For receivers on strings close to the emitter some of the data used in the analysis were not fully in the diffusive regime, and this introduced small systematic uncertainties that resulted in fluctuations from the smooth two-component shape in the wavelength dependence (e.g., see the points for 1765 m in Figure 12 (bottom)).
Results
Scattering
[43] We measured scattering as a function of depth with data from pulsed sources at four wavelengths. The depth dependence of the effective scattering coefficient is shown in Figure 13 . Included in Figure 13 are measurements made at depths between 800 and 1000 m [Askebjer et al., 1997b] . Because at these depths scattering is dominated by air bubbles trapped in the ice and therefore does not depend on wavelength, the data points between 800 and 1000 m are averages over measurements between 410 and 610 nm. The scattering coefficient falls off monotonically with depth down to $1400 m. This is consistent with the prediction that bubbles compress and eventually convert to nonscattering air hydrate crystals. At depths greater than 1400 m, we identify a structure of four distinct peaks (labeled A, B, C, D), which have previously [Price et al., 2000] been correlated to peaks in dust concentration due to stadials during the last glacial period in the late Pleistocene which have been measured in ice cores. Peak D corresponds to an age of $65,000 years. On the basis of peak matching with ice core data, we expect a strong dust peak due to the Last Glacial Maximum at a depth of approximately 1300 m. However, in this region our scattering data may still be dominated by bubbles and the LGM peak is either hidden under the bubble scattering or smoothly transitions to it in the data. From our scattering data alone we cannot determine to what extent the increased dust concentration at the LGM contributes to scattering from bubbles.
[44] In the most densely instrumented depth range, between $1530 and 2000 m, we measured scattering for at least two (and up to four) wavelengths and could therefore fit the wavelength dependence. A power law, b e (l) / l Àa , was fitted in all depth bins simultaneously (Figure 14) , yielding a = 0.90 ± 0.03, where the error includes a 5% systematic uncertainty that was added in quadrature to the statistical error of each data point (see section 6 for a discussion of systematic uncertainties). The c 2 for the fit was 120.8 for 129 degrees of freedom (130 data points and one fitted parameter), corresponding to a 68% probability.
[45] To investigate a possible depth dependence of a due to varying dust composition, we performed separate power law fits in individual depth bins. The results are shown in Figure 15 (top). Figure 15 (bottom) compares ratios of fitted scattering coefficients b e for all wavelength combinations with the ratios from the global power law fit. The depth dependence of the fitted power law exponent is flat in the region between 1780 and 1860 m where we had data at all four wavelengths. Outside this range, the fluctuations in a closely follow the ratio between b e (370) and b e (532), with some features also seen in the b e (470)/b e (532) data. However, the structure was not reproduced in the b e (370)/ b e (470) ratio. We used the dust structure seen in the scattering data ( Figure 13 ) as a template for dust-induced variations with depth, and fitted it to the depth dependence of a through linear scaling. A fit of the template to the entire 1500-2000 m range yielded a profile that was consistent with a constant a (see nearly flat curve with light gray onestandard-deviation error band in Figure 15 ). When the same 500-m template was fitted only to the data between 1650 and 1800 m, where a seemed to follow the dust structure, the resulting curve poorly described the data outside the range included in the fit. We concluded that the fluctuations in a were caused by statistical fluctuations in the measured scattering coefficients and minor unresolved systematics in measurements of b e (532). The standard deviation in the distribution of fitted a constants was consistent with this conclusion and hence with the fact that a depth dependence in the wavelength dependence of scattering was beyond the sensitivity of our measurements.
Absorption
[46] Absorptivity measured with pulsed data (Figure 16 ) is much stronger at 532 nm than at the shorter wavelengths, in agreement with the three-component model. A broad peak due to the LGM is visible around 1300 m, mainly at Figure 12 . Propagation coefficient c p extracted from fluence fits to steady source data for selected (top) wavelengths and (bottom) depths. The depth dependence exhibited the same dust-correlated variations as the pulsed data (Figure 10) , with a dust peak at $1740 m and the onset of a shallower peak. In agreement with the three-component model of absorptivity, equation (8), the wavelength dependence had a minimum where a falling power law due to absorption by dust was comparable to a rising exponential due to intrinsic ice absorption. 532 nm but also in the 470 nm data. The smaller dust peaks (A, B, C) are seen at the shorter wavelengths, and the 470 nm data are also consistent with the larger peak D, but this dust structure is largely suppressed in the 532 nm data because of the relative strength of intrinsic molecular absorption by the ice at this wavelength. The LGM is visible in absorption despite the bubbles, since bubbles do not absorb, only scatter light. Since the ice component dominates for the longest wavelength, we can see a weak slope of a(532) with depth that goes beyond the small variations due to dust. Woschnagg and Price [2001] found that this is due to a temperature dependence of the molecular absorption which amounts to an increase in a(532) of 1% per degree K. For the shorter wavelengths, ice absorption is negligible compared with dust absorption and the temperature effect is not detectable.
[47] In addition to the direct measurements of absorption with pulsed data, absorptivity was also extracted from a combination of steady and pulsed data. An inversion of equation (20),
suggested a way to calculate the absorption coefficient by combining the scattering coefficient (Figure 13 ) with the propagation coefficient (Figure 12 ). At each wavelength where we had measured the propagation coefficient c p , the depth profile of b e was calculated from pulsed data by averaging over the (up to) four available wavelengths after translating to the appropriate wavelength with the measured l À0.9 power law. The absorption coefficient at this wavelength was then calculated with equation (22). This procedure resulted in depth profiles of a(l) at 13 wavelengths between 313 nm (from UVM data) and 560 nm (from RM data). For each depth bin, the available measurements of absorptivity (the direct measurements at up to four wavelengths from pulsed data and the inferred measurements from steady data) were then combined. A two-component model of absorption (disregarding the Urbach component which is negligible at wavelengths greater than 300 nm) of the form
was fitted simultaneously to all depth bins z i which contained at least five data points, keeping A IR , l 0 , and k the same for all bins and allowing only the dust concentration parameter C dust to vary with depth. In this global fit, the ice exponential in the infrared was corrected for the 1%/K temperature dependence that Woschnagg and Price [2001] measured at 532 nm and that was assumed to Figure 13 . Depth dependence of the effective scattering coefficient measured with pulsed sources at four wavelengths. Data at 337, 370, and 470 nm are rescaled for clarity according to the axes to the right. The four peaks labeled A through D correspond to stadials in the last glacial period. A broad dust peak due to the Last Glacial Maximum, expected at $1300 m, is masked by bubble scattering. The points between 800 and 1000 m, where scattering is dominated by bubbles and does not depend on wavelength, are weighted means of previously published measurements at 410 -610 nm [Askebjer et al., 1997b] .
be valid over the entire wavelength range. This correction was normalized to zero at a depth of 1730 m, the location of the array center. At 1600 m the ice is 2.4 K colder than at 1730 m, and at 1900 m it is 3.4 K warmer [Price et al., 2002] .
[48] Figure 17 illustrates the two-component fits in 20 depth bins between 1600 and 1800 m, showing both steady and pulsed data together with the fitted model and its two components. The errors shown (and used for the fit) are a combination of the statistical errors and a 5% systematic uncertainty on every data point (see section 6 for a discussion of systematics). Between 1800 and 1900 m, only pulsed measurements were available. In this range we kept k fixed at the value from the fits at 1600 -1800 m, and fitted only the dust concentration parameter to pulsed data. The c 2 of the combined fit in all 30 depth bins between 1600 and 1900 m was 247.3 for 239 degrees of freedom, corresponding to a 34% probability, confirming that the two-component model described the data well, within the estimated uncertainties. The agreement between the pulsed data points and the steady data points in Figure 17 is further evidence that the results are valid within the quoted errors. The exponent of the power law wavelength dependence for dust absorption was k = 1.08 ± 0.01. Fitting the exponential due to intrinsic absorption by ice exclusively with absorption data from this analysis yielded A IR = (6954 ± 973) m À1 and l 0 = (6618 ± 71) nm. For comparison, a previous fit of this component to laboratory ice data from Grenfell and Perovich [1981] (shown in Figure 19 ) yielded the parameters A IR = 8100 m À1 and l 0 = 6700 nm [Askebjer et al., 1997a] , in excellent agreement with our results based on in situ ice data. The fit to the laboratory data was limited to the spectral range 600-800 nm to avoid the data at the less absorbing wavelengths which contained a large scattering component.
[49] The depth dependence of the fitted dust concentration parameter C dust (Figure 18 ) tracks the profile caused by dust layers seen in pulsed scattering data and in absorption A template for depth-dependent variations following the dust structure seen in scattering data ( Figure 13 ) was used to evaluate the correlation of a with dust concentration.
for wavelengths shorter than $500 nm where dust dominates over ice. The scattering profile at 400 nm was calculated by averaging the measured depth profiles at four wavelengths (Figure 13 ), interpolated to 400 nm via the power law wavelength dependence. Within our experimental uncertainties, the correlation between C dust and b e (400) is linear in the range covered by our measurements (see fit in Figure 18 (bottom)), supporting the premise of the threecomponent model that absorptivity caused by dust (which is stronger than intrinsic ice absorption for wavelengths between $200 and $500 nm) is proportional to dust concentration and has a power law wavelength dependence.
[50] We investigated the depth dependence of k by attempting a two-component fit to the same absorption data (Figure 17) , while fixing the infrared exponential with the values obtained from the fit that assumed a constant k (discussed above) and allowing both C dust and k to vary with depth. However, in many of the depth bins the data did not extend low enough in wavelength (<400 nm), and did not have sufficiently small errors, to give stable fits of both k and C dust , given that they are highly correlated. We concluded that, within the sensitivity of our absorption measurements, there was no evidence of a depth dependence for k. This was supported by our Mie calculations of absorptivity due to dust (and those by He and Price [1998] ), which showed only a weak dependence of k on dust grain size.
[51] In Figure 19 , we compare our measurements of absorptivity in South Pole ice at three depths greater than 1500 m with measurements between 800 and 1000 m [Askebjer et al., 1997a] , and with measurements of absorptivity on laboratory-grown ice, as reviewed by Warren [1984] . In South Pole ice, depths greater than 1500 m correspond to ages in the late Pleistocene and depths between 800 and 1000 m correspond to the onset of the relatively warmer Holocene time period after the Last Glacial Maximum. During the Holocene, dust concentrations in the atmosphere were significantly lower than during earlier periods. The dust flux ratio between the LGM and the Holocene measured in an ice core from Dome C (East Antarctica) is $26 [Delmonte et al., 2002] . The laboratory measurements in the range 400-1400 nm are by Grenfell and Perovich [1981] , and those between 250 and 400 nm are by Perovich and Govoni [1991] . At longer wavelengths, ice absorptivity displays spectral structure corresponding to modes of molecular stretching and bending. The rising exponential from our fit to glacial ice data closely tracks the exponential increase in the laboratory data longward of 600 nm, approximating the average in this range. The measurements at the Urbach tail in the far UV were made by Minton [1971] .
Systematic Uncertainties
[52] We considered a number of potential systematic error sources that could have affected our measurements of optical parameters, and investigated their impact on our Figure 16 . Depth dependence of absorptivity measured with pulsed sources at four wavelengths. At 532 nm the ice component dominates and is superimposed on smaller variations due to dust. The dashed line outlines a 1%/K increase in ice absorptivity with temperature. The broad peak at $1300 m is due to the LGM. At the shorter wavelengths, the dust peaks A, B, and C are clearly seen, and at 470 nm the data are consistent with the relatively stronger peak D and with clearer ice below this peak. The points between 800 and 1000 m are from measurements with an AMANDA precursor detector [Askebjer et al., 1997b] . results. Our estimates of systematic errors are summarized in Table 2 .
Systematics in Timing Measurements
[53] For the simulation-based fits to photon timing data, the effects of systematics were estimated by varying our modeling of associated physical processes and detector characteristics in the photon propagation simulation within ranges that reflected the uncertainty in our knowledge.
[54] The mean scattering angle was varied in the simulations to allow for uncertainties in our modeling of dust. We varied hcos qi in steps of 0.1 between 0.4 and 0.99, extreme values bracketing (but well outside) a realistic range, and generated full samples of simulated time distributions for each value of hcos qi. The entire 370 nm data set, which covered most of the studied depth range and was sensitive to both scattering and absorption by dust, was then reanalyzed with each hcos qi sample in turn (the effect would be similar for the other data samples). We found a weak dependence of the fitted values of l e and l a on the choice of hcos qi: both parameters decreased linearly by $2.5% for each increase of 0.1 in hcos qi.
[55] The importance of the emitted spatial light distributions was investigated by repeating all fits to pulsed data with three different emission pattern descriptions in the Monte Carlo simulation: isotropic, vertically peaked cos q, and 45°tilted cos q. The actual emission pattern was well known for the YAG laser and the nitrogen lasers, with some distortions due to the glass spheres expected for the emission patterns from the LED sources. The differences be- Figure 17 . Wavelength dependence of absorption. The solid curves show the two-component model fitted simultaneously to pulsed data (open circles) and steady data (solid circles) in twenty 10 m depth bins. The dotted curves show the two components: a sharply rising exponential, identical for all bins, due to intrinsic ice absorption, and a slowly falling power law that describes absorption due to dust. The power law exponent k is the same in all bins, but the normalization C dust depends on depth (see Figure 18 ). The error bars include a 5% systematic uncertainty. Errors on data points from steady data decrease with increasing depth, as statistics improve when receivers are closer to the emitters located at $1850 m. tween the three simulated source shapes overestimated the uncertainties due to distortions by the glass. Even so, the effect on the fitted parameters was only 1 -2% for l e and <1% for l a .
[56] The optical properties of the refrozen columns of ice around the strings ($30 cm in radius) differ from those of the bulk ice, mainly owing to a higher concentration of air bubbles trapped in the ice near the modules which have not had time to convert to nonscattering air hydrate crystals, and to a lesser degree because of impurities introduced during drilling. This mainly affects the angular acceptance of the optical modules by making it slightly more isotropic, scattering downward traveling photons into, and upward traveling photons away from, the PMT photocathode plane. We repeated all fits to pulsed data with simulated samples generated with different models of angular OM efficiency, based on calibration measurements in the laboratory and in situ, and found that the results were quite insensitive to a wide range of realistic OM acceptance models. Using our simplified acceptance model, the uncertainty in the measured coefficients was estimated to be 1-2%.
[57] Uncertainties related to basic detector calibrations (array geometry and photon hit timing) affected the timing fits by convoluting Gaussian errors with the delay time distributions. The relative positions of optical modules and light sources were known to less than 1 m, which translated to an uncertainty in timing of less than 5 ns. The timing calibration yielded an uncertainty in individual relative hit times of 5 ns, the same order as the uncertainty in the array geometry. The impact of these uncertainties on the fitted optical properties was investigated by randomly smearing hit times in the simulated time distributions by 5 and 10 ns. The effect was found to be small: less than 1% for both scattering and absorption. An additional uncertainty lies in the timing of the start of the pulse, which was first estimated from pulses in the OM nearest to the source and then fitted as an offset. However, the effect on the measured parameters was negligible.
[58] In the analysis of pulsed data, the sources were assumed to be monochromatic and no wavelength dependence was applied to the simulation. Only the LED flasher sources had a considerable spread in their wavelength spectrum (Table 1) , which was relatively symmetric around a well-defined mean. Since both scattering coefficient ( Figure 14) and absorptivity ( Figure 17 ) vary smoothly with wavelength, the spectral spread translated to a spread in the distribution of fitted optical parameters in each depth bin, creating a larger variance, but not significantly affecting the averages or their errors. By folding in the LED wavelength spectra with the measured wavelength dependences, we estimated the overall effect on the fitted parameters at 370 and 470 nm to be less than 1%. The effect on the power law exponent a for scattering and on the parameters of the twocomponent description of absorptivity were considerably smaller than the statistical errors.
[59] In the Monte Carlo simulation, the temporal distribution of photons emitted in the light pulses from a specific source was modeled closely to the measured curve, which for all pulsed sources was estimated to be accurate to within a few nanoseconds. Varying the pulse width by this uncertainty affected the measured parameters less than an uncertainty of the same magnitude in the photon timing, since at short distances only the first of several photons was used Figure 19 . Wavelength dependence of absorption from ultraviolet to infrared, for deep South Pole ice and for laboratory-grown ice (from a compilation by Warren [1984] ). Results from the present work are shown for three depths. South Pole data between 800 and 1000 m are from Askebjer et al. [1997a] . and at larger distances statistical uncertainties in scattering dominated.
[60] The velocity of light is determined by the group velocity refractive index of ice, n g , which decreases monotonically with increasing wavelength, from 1.38 at 337 nm to 1.33 at 532 nm . We used the known wavelength dependence in our simulations and generated time distributions for sources at given wavelengths with the corresponding refractive indices. The uncertainties in n g were small, and the uncertainties in the fitted parameters were negligible.
[61] The sensitivity to the binning of the time distributions was studied by repeating all fits with the data binned in 2, 5, and 20 ns-wide bins in addition to the nominal 10 ns binning. No systematic effects were found and the fit results for the four bin sizes agreed within the statistical uncertainties.
[62] A potential systematic error comes from integrating over varying ice properties by sampling photons that have traveled through several ice layers, even when emitter and receiver were in the same horizontal layer. However, a comparison with results from fluence analyses which measured optical properties more locally (see section 6.3 for a discussion) showed that no significant smoothing of depthdependent variations had occurred in our pulsed measurements, within the $10 m depth resolution.
[63] On the basis of these investigations into potential error sources, we assigned a 5% overall systematic error to the optical parameters (averaged in 10 m depth bins) from fits to pulsed data.
Systematics in Fluence Measurements
[64] Most of the main systematic error sources in the timing measurements did not affect the fluence analysis of steady source data, since the latter did not depend on a detailed simulation of photon propagation and detection. Systematics in measurements of the propagation coefficient c p were therefore smaller than systematics in measurements of b e and a with pulsed data, and for absorptivity measured with a combination of both data sets the systematics were dominated by the 5% systematic uncertainty in b e .
[65] The wavelength spectra of the steady sources were symmetric around the nominal wavelengths and had widths comparable to those of the pulsed LED sources. From the smooth wavelength dependences of absorption and scattering, the systematic uncertainty in c p was estimated to be less than 1%. We also varied the wavelengths for the absorptivity points from steady data in the global two-component fit (Figure 17 ) by one standard deviation (5 nm for the UVM and 10 nm for the RM). The effect on the fitted parameters k and C dust was smaller than their statistical uncertainties.
[66] A systematic shift of 1 m in the relative positions of emitters and receivers translates to a shift of less than 1% in individual measured c p , since most distances used in the analysis were greater than 100 m. Since uncertainties in the geometry calibration were distributed symmetrically around the mean, these errors made the variance in each depth bin correspondingly larger, but affected the average and its error only marginally.
[67] The fluence analysis was not sensitive to an uncertainty in the absolute OM detection efficiency, , since a global normalization factor cancels out in calculations of the propagation coefficient with equation (21). Variations in the relative efficiencies between optical modules, A 6 ¼ B , correlate directly with the relative error in c p ,
given that hc p i % 0.04 and hDdi % 20 m. However, since such variations were distributed around a mean, the systematic effect on our results was negligible. Within each 10 m depth bin, the variance of the distribution of fitted parameters was sensitive to relative detection efficiencies, but the average and its error were not significantly affected.
[68] The effect of the steady source light emission patterns on the fluence analysis was investigated with Monte Carlo simulations and found to be negligible at the distances used in the analysis.
[69] The overall systematic uncertainty in the fitted propagation coefficients, averaged in 10 m depth bins, was estimated to be a few percent. For the wavelength-dependent absorptivity measurements, made with a combination of pulsed data and steady data, we assigned a slightly larger systematic uncertainty of 5%, stemming from the pulsed measurements of scattering coefficient.
Consistency Checks
[70] By combining methods and results of the two independent techniques (simulation-based fits to photon timing data from pulsed light sources and fluence fits to steady source data) we could estimate the overall systematic uncertainties of both methods. For this purpose, we analyzed the pulsed source data with the same fluence method that was applied to the steady source data, by using receiver count rates instead of timing information. For each event (i.e., each light pulse from the source) the number of recorded pulses (hits) was calculated for every receiver. The time-to-digital converters in the data acquisition electronics could record up to eight hits in each triggered event. For receivers with eight recorded hits in any event in a run, data were discarded from the analysis of the run since the fraction of unrecorded photons was not known. This counting procedure resulted in total count rates for all receivers that were not saturated in the run. These data were then used for the same fluence analysis as the steady data and propagation coefficients c p were calculated with equation (21). As a consistency check, we also estimated the count rates from the mean number of photoelectrons, hN pe i, recorded by each receiver. The two counting methods gave the same results within the statistical uncertainty. Figure 20 shows a comparison between the propagation coefficients obtained with fluence analyses of flasher data at 370 and 470 nm and the corresponding c p = ffiffiffiffiffiffiffiffiffi 3ab e p , where a and b e were determined with timing fits to the same data. Furthermore, since the wavelengths of these two sources fell in the range covered by the Rainbow Module, we could also compare the propagation coefficient extracted from steady source data at the same wavelength. For a comparison with 370 nm data and 470 nm data, the average c p for 360 and 380 nm, and for 460 and 480 nm, respectively, are included in Figure 20 . The results from the three analyses on two sets of data largely agree within the statistical errors plus a systematic uncertainty of 5%, with some slightly larger disagreements due to unresolved systematics. The overall agreement lends confidence to both methods and sets an upper bound on systematic uncertainties in agreement with our estimates in this section.
[71] There were three important differences between the fits to time-of-flight information from pulsed data and fluence fits to steady data which made them complementary and which we used for cross checks. First, with the timing data we could distinguish between scattering (b e ) and absorption (a); from the steady data we could only extract the product as expressed in the propagation coefficient (c p ). Second, the timing fits were based on Monte Carlo simulations, which required knowledge and assumptions about detector and medium characteristics and about the mechanics of photon propagation, and which were sensitive to uncertainties related to calibrations. The fluence fits were model-independent and only required data to be collected in the diffusive regime. The third difference was that the timing fits probed all ice between emitter and receiver and hence data had to be recorded within relatively homogenous regions of ice. Timing fits thus did not work well for light propagation through regions with varying optical properties, where the resulting depth profile tended to suffer some smearing through averaging over depths. In contrast, steady source data probed local ice by comparing light fluxes at nearby pairs of receivers. Hence pulsed data probed the ice horizontally and steady data probed vertically.
Discussion
[72] We now have a detailed understanding of what causes absorption and scattering in glacial ice at the South Pole. Measurements presented in this paper map the full wavelength dependence of scattering and absorption in South Pole ice for visible light to the ultraviolet. The power law dependences for both scattering and absorption by dust predicted by Mie theory calculations were confirmed, and the power law indices for the particular dust composition were determined for both cases. The exponent for scattering is À0.90 ± 0.03, and the exponent for absorption is À1.08 ± 0.01, where the errors include a 5% systematic uncertainty on individual data points used to fit the power laws. The optical transparency of pure ice free of impurities for UV to visible wavelengths is still an open question. Solid state theory does not offer guidance as to absorptivity of dust-free ice, but it must be very low.
[73] The depth-dependent optical properties of ice at the South Pole are crucial for operation of the IceCube neutrino observatory [Ahrens et al., 2004a] , for the AMANDA detector embedded in IceCube, and for analysis of optical signatures of neutrinos from potential astrophysical sources. A detailed description of scattering and absorption is needed to accurately simulate Cherenkov photon propagation through ice and to predict photon arrival times and amplitudes recorded by the photomultiplier tubes in the arrays. Such simulations form the basis for detector simulations and for reconstruction of event topologies induced by secondary charged leptons created in neutrino interactions near the detector [Ahrens et al., 2004b] . The accuracy to which trajectories and energies of neutrinos can be determined depends on how realistically light propagation is modeled. The l À2 wavelength spectrum of Cherenkov light, when convolved with the glass transmission characteristics and the PMT quantum efficiency, results in an optical module sensitivity maximum near 400 nm, where, incidentally, the ice is most transparent.
[74] At depths between 1100 and 1500 m, our measurements of optical properties are predominantly at 532 nm, with a few data points at 470 nm. Scattering data at shallow depths are dominated by scattering off air bubbles, which overshadows any underlying dust structure (Figure 13 ) such as the large increase in dust concentration due to the Last Glacial Maximum. At the longer wavelength, absorptivity is dominated by intrinsic ice absorption, which masks most of the dust structure, thus revealing a weak depth dependence due to temperature variations. However, LGM dust concentrations are sufficiently high to cause a broad peak in absorptivity to emerge around 1300 m (Figure 16 ), a peak also visible in the 470 nm data. Nevertheless, the absorption data for depths less than $1500 m are too sparse to allow us to fully track dust absorptivity up to 1100 m.
[75] In Figure 21 , we compare our measurements of scattering and absorption with dust concentrations measured in Antarctic ice cores. The optical parameters measured with pulsed data at different wavelengths were interpolated to 400 nm, using the fitted power laws, and averaged. For scattering, data at all four available wavelengths were used, but for absorption the 532 nm data were excluded since they were only weakly sensitive to dust. The smoothed curve in Figure 21 (left) is derived from a 50-m running average of dust mass concentrations measured in ice cores from Vostok [Petit et al., 1999] and Dome Fuji [Watanabe et al., 1999] . Both stations are $10 3 km from the South Pole on ice with different age versus depth relationships. A South Pole depth chronology, previously determined through peak matching of ice core dust data with peaks A through D seen in preliminary AMANDA data [Price et al., 2000] , was used to extrapolate the core dust concentrations to South Pole depths. Between 1500 and 2000 m, the agreement along the depth scale is therefore by design. Mass concentrations were raised to the power 2/3 (explained at the end of this section), and the resulting profile was scaled linearly to fit our scattering measurements between 1600 and 1900 m. On the basis of a comparison of the dust profile at depths less than 1500 m with our scattering data, we estimated the topology of the decrease in bubble scattering. We first interpolated the scattering coefficient between the measurements presented in this work and measurements in shallower ice by Askebjer et al. [1997a] , and then subtracted the contribution from dust scattering assumed to follow the dust profile. The resulting contribution to scattering by bubbles (the dashed line in Figure 21 ) becomes vanishingly small at $1350 m.
[76] We used the dust profile in Figure 21 (left) as an estimate of b e (400) due to dust, and applied the fitted correlation between b e (400) and C dust ( Figure 18 ) along with equation (23) to estimate absorptivity at 400 nm. The resulting depth dependence of a(400) is shown in Figure 21 (right) together with our measurements. The shaded band indicates the one-standard-deviation uncertainty due to statistical errors in the parameters used in the calculation. Absorption data at depths between 800 and 1000 m by Askebjer et al. [1997b] are in agreement with our extrapolated estimate, and track the decrease in dust concentration after the Last Glacial Maximum. In the regions with highest dust concentration, peak D and at the LGM, the dust extrapolation underestimates absorptivity (at peak D, scattering is also underestimated). This could be partly explained by the low depth resolution in the ice core data, and, to a lesser extent, our averaging procedure which suppressed large variations over depth scales smaller than 50 m.
[77] In scaling dust mass concentrations from Vostok and Dome Fuji ice cores to our measurements of scattering and absorption, the power 2/3 converts from volume to scattering cross section in the limiting case of constant particle number density. Using a power closer to 1, corresponding to the limiting case of constant particle sizes, causes the extrapolation to overestimate absorptivity at the data points between 800 and 1000 m by up to 50%, whereas between 1100 and 2600 m it yields the same results (within 10%) as when scaling with the power 2/3. Since the purpose of the comparison with ice core dust concentration (Figure 21 ) was to interpolate between our data points, we chose the scaling which gave the better empirical fit to our absorption data. In reality, particle size does increase with dust mass concentration [Ruth et al., 2003] , so the true scaling is likely a power between 2/3 and 1.
Conclusion
[78] On the basis of the measurements presented in this paper, we developed a model with six parameters to describe the optical properties of South Pole ice throughout the wavelength range 300-600 nm and for depths in the interval 800-2700 m. In this model, we use the depth dependences at 400 nm of the effective scattering coefficient, b e (400), and the dust absorptivity, a dust (400) = C dust Á (400) Àk , as starting points. Values of b e (400) and a dust (400) for every 10 m in depth are listed in Table 3 . The dust profiles in Figure 21 were used for extrapolation to depths where we did not have data, except for b e (400) at depths less than 1350 m where we used an interpolation between data from the shallow and the deep AMANDA detectors (see dotted line in Figure 21 (left)). Two parameters (see values in Figure 18 ), determined with the linear fit to the Figure 21 . Correlation of dust concentration with (left) scattering and (right) absorption at 400 nm. The dust profile in Figure 21 (left) is derived from a 50-m running average of dust mass concentration measured in ice cores from Vostok [Petit et al., 1999] and Dome Fuji [Watanabe et al., 1999] and translated to South Pole depths. It has been linearly scaled to match the data points between 1600 and 1900 m. The dashed line is an estimate of the contribution to scattering by bubbles. The shaded band in Figure 21 (right) contains the one-standard-deviation estimate of absorptivity calculated by applying the linear correlation in Figure 18 to the dust contribution to scattering in Figure 21 (left). correlation between C dust and the contribution from dust to b e (400), were used to derive the dust profile for absorption (Figure 21 , right) from the dust profile for scattering (Figure 21 , left). The third parameter in our model, a, is used to calculate scattering at any wavelength from b e (400) via a power law:
The remaining three parameters (k, A IR , and l 0 ) are used to calculate absorptivity from a dust (400) through the twocomponent model:
Maps of effective scattering coefficient and absorptivity, generated from our model and summarizing our knowledge of optical properties of South Pole ice, are shown in Figure 22 for depths between 1100 and 2300 m.
[79] Our measurements of depth dependences of the optical properties had a resolution of on the order of ten meters, and our methods probed up to two hundred meters of ice between emitter and receiver. The techniques used in this work could not resolve individual dust layers much thinner than ten meters, such as highly absorbing layers of ash deposited by volcanic eruptions. Such thin ash layers may affect the performance of AMANDA and IceCube as neutrino telescopes. Building on the remote sensing techniques presented here, a dust logger [Miočinović et al., 2001; Bay et al., 2001 ] was developed and used in both Antarctic and Greenland boreholes, where it was able to resolve centimeter-thick layers of volcanic ash. Analysis of data from a dust logger operated in the first hot-water-drilled IceCube hole confirmed that ash layers are also present in South Pole ice and can be detected with the logger technique [Bramall et al., 2005] . However, the South Pole ash layers are weaker and less numerous than those detected at Siple Dome (West Antarctica) [Bay et al., 2004] , which is partly explained by the higher altitude of the South Pole and greater distance from Antarctic volcanoes. Highly absorbing ash layers will affect light propagation, mainly by localized depletion of photons traveling at an acute angle relative to a layer, which modifies the angular dependence of the photon yield. Scattering in thin ash layers should be similar to scattering by dust and the effect on timing should be small. Furthermore, unambiguous identification of ash layers in the depth profiles at boreholes up to one kilometer apart in the IceCube array would make it possible to measure deviations of optical properties from the horizontal. In the present analysis, we assumed that the dust structure is horizontal over the length scale probed and within the sensitivity of the measurements. However, isochronal maps made with deeply penetrating radar at the South Pole [Blankenship and the Instrument Definition Team for a Europa Radar Sounder, 2001] show that dust layers can tilt by up to 50 m over a square kilometer. Given the strong fluctuations in optical properties over such a depth scale, tilting dust layers would strongly affect IceCube performance and must be fully mapped. This could be achieved by using dust loggers in several widely spaced boreholes along the perimeter of the array and matching up features in Figure 22 . Maps of optical scattering and absorption for deep South Pole ice. The depth dependence between 1100 and 2300 m and the wavelength dependence between 300 and 600 nm (left) for the effective scattering coefficient and (right) for absorptivity are shown as shaded surfaces, with the bubble contribution to scattering and the pure ice contribution to absorption superimposed as (partially obscured) steeply sloping surfaces. The dashed lines at 2300 m show the wavelength dependences: a power law due to dust for scattering and a sum of two components (a power law due to dust and an exponential due to ice) for absorption. The dashed line for scattering at 1100 m shows how scattering on bubbles is independent of wavelength. The slope in the solid line for absorptivity at 600 nm is caused by the temperature dependence of intrinsic ice absorption. the dust profiles. For the IceCube array, whose strings reach down to 2450 m, the optical properties have to be mapped down to at least 2600 m for the simulation of neutrinoinduced events. Using 405 nm LED flashers installed in every IceCube optical module, scattering and absorption can be measured with the techniques presented here for depths between 2100 m (below which AMANDA data become sparse) and 2450 m. Below this depth, a dust logger can be used to measure dust concentration with subcentimeter resolution and the optical properties can then be extrapolated on the basis of this profile. The payoff of an improved knowledge and three-dimensional spatial mapping of optical properties of deep South Pole ice will be a higher accuracy in tracking of neutrinos with ultrahigh energies back to distant astrophysical sources.
