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DISCRIMINATION DE COURBES PAR REGRESSION INVERSE
FONCTIONNELLE
LOUIS FERRE´ ET NATHALIE VILLA
Re´sume´. Les me´thodes de re´gression inverse telles que la SIR (Li,1991) ont e´te´
de´veloppe´es dans le domaine de la re´gression multivarie´e pour e´viter le ce´le`bre
fle´au de la dimension. Elles ont e´te´ re´cemment e´tendues aux donne´es fonction-
nelles. Plusieurs approches ont e´te´ propose´es et nous pre´sentons ici un article
de synthe`se et de comparaison en abordant le cas ou` la variable re´ponse est un
vecteur d’indicatrice d’appartenance a` des classes. Nous montrons qu’alors la
re´gression inverse conduit a` une me´thode de discrimination dont la pertinence
est e´tablie sur des donne´es re´elles et simule´es.
Mots clefs : Discrimination, Donne´es Fonctionnelles, Regression Inverse,
Re´gression non parame´trique.
1. Introduction
L’analyse discriminante est une me´thode e´prouve´e qui a e´te´ largement e´tudie´e
et e´tendue a` diffe´rents contextes depuis sa de´couverte par Fisher. Les domaines
d’application varie´s dans lesquels les proble`mes de discrimination se rencontrent ex-
pliquent sans doute son succe`s. Elle se de´finit comme une me´thode de classification
supervise´e qui consiste a` classer des individus sur la base de variables explicatives
et d’un e´chantillon d’apprentissage pour lequel a` la fois ces variables et l’affectation
aux classes sont connues.
Notons X la variable explicative, J le nombre de classes, C la variable identifiant
les classes et µj = E(X |C = j) pour j = 1, ..., J . Le proble`me essentiel est celui de
l’affectation des individus aux classes. Sche´matiquement, l’affectation peut s’ope´rer
soit en utilisant des arguments ge´ome´triques, soit des arguments probabilistes. Dans
le premier cas, affecter x a` la classe j signifie que la distance de x au centre de
gravite´ de la classe j est minimale, i.e., d2(x, µj) est minimale en j pour une certaine
distance d, habituellement la me´trique de Mahalanobis. Cette re`gle peut s’appliquer
directement aux donne´es ou bien apre`s re´duction de la dimension par Analyse
Factorielle Discriminante. Dans le deuxie`me cas, il s’agit de maximiser la probabilite´
P (C = j|x) parmi toutes les valeurs de j. Au niveau statistique, tout le travail
consiste a` estimer cette probabilite´. D’un point de vue parame´trique, la formule de
Bayes fournit une re´ponse pour des mode`les gaussiens et il est bien connu que cette
re`gle d’affection est alors une version pe´nalise´e de la re`gle ge´ome´trique. Mais on
peut e´galement estimer cette probabilite´ conditionnelle de fac¸on non-parame´trique,
voir e.g. Hand (1982). Cela bien suˆr lorsque le re´gresseur est multivarie´. Mais que
se passe-t-il si le re´gresseur est fonctionnel ?
Comme la plupart des me´thodes multivarie´es (voir, e.g., Dauxois et Pousse (1976)
ou plus re´cemment Ramsay and Silverman (1997)), l’analyse discriminante a e´te´
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e´tendue au cas fonctionnel, moyennant cependant quelques adaptations. En parti-
culier, si on conside`re le proble`me de l’affectation probabiliste, James and Hastie
(2001) conside´rent le proble`me sous des hypothe`ses de normalite´ alors que Ferraty
et Vieu (2003) aborde le proble`me sous l’angle de la re´gression non parame´trique.
Nous proposons ici une me´thode sans hypothe`se de loi. Elle est base´e sur l’esti-
mation du vecteur des probabilite´s P = (P (C = j|X))j=1,...,J a` partir d’un mode`le
semi-parame´trique. Si on note Y le vecteur ale´atoire de Rj tel que Y = (Y1, ..., YJ)
avec Yj = I[C=j] ou` I est la fonction indicatrice de [C = j] et X une variable
ale´atoire fonctionnelle, on obtient tre`s simplement que :
(1) P = E(Y |X).
On pose alors le mode`le suivant :
(2) P = f(< β1, X >, ..., < βd, X >)
ou` f est une fonction de Rd dans RJ , les β sont d fonctions de´finies sur le meˆme
ensemble que X . En fait, X est un processus stochastique continuX(t) de´fini sur un
intervalle I de R. On supposera que les fonctions X sont de carre´ inte´grable et on
conside´rera le produit scalaire sur L2I , ce qui signifie que< βk, X >=
∫
I X(t)βk(t)dt.
Ce mode`le est un mode`le de re´duction de dimension ; c’est une fac¸on d’e´crire que
Y de´pend de X uniquement au travers de sa projection sur un sous-espace d di-
mensionnel de L2I , engendre´ par les d vecteurs line´airement inde´pendants, β1, ..., βd.
C’est, en ce sens, un espace ”exhaustif” qui porte le nom d’espace EDR (pour Ef-
fective Dimension Reduction) dans la litte´rature sur la re´gression inverse (Li, 1991)
ou central dans Cook et Yin(2001). S’agissant de donne´es fonctionnelles, cet es-
pace EDR va notamment permettre d’exhiber une base ”optimale” au sens de la
re´gression sur laquelle seront projete´es les donne´es avant de proce´der a` une autre
analyse. L’estimation de P va de´pendre de la fac¸on dont est estime´ cet espace. Dans
la Section 2, nous verrons que si X admet un ope´rateur de covariance, la solution
de´rive directement des re´sultats de Dauxois et al. (2001) et que l’estimation de
l’espace repose alors sur la de´composition spectrale de l’ope´rateur Γ−1X ΓE(X|Y ), ou`
ΓZ de´signe l’ope´rateur de covariance d’une variable fonctionnelle Z.
Pour un e´chantillon i.i.d. de taille n du couple (Y,X), (Yi, Xi)i=1,...,n, on de´duit
aise´ment des estimateurs convergents de ΓX and ΓE(X|Y ). Malheureusement, le
premier ope´rateur n’est pas borne´ de sorte que son estimateur empirique est mal
conditionne´. Cette situation est bien connue en statistique fonctionnelle et plusieurs
solutions ont e´te´ propose´es pour contourner ce proble`me. Pour l’essentiel, il s’agit
de me´thodes de re´gularisation ou de filtrage. Dans le premier cas, on s’applique a`
charger la diagonale de l’estimateur de l’ope´rateur de covariance. Par exemple, la
Ridge-regression (Wold,1975) est une me´thode ancienne qui a e´te´ applique´s a` l’anal-
yse discriminate par Di Pillo (1979) et Friedman (1989). Une alternative consiste a`
utiliser un crite`re pe´nalise´ comme dans l’analyse discriminante ”fle´xible”, Hastie et
al. (1994), ou dans l’analyse discriminante pe´nalise´e, Hastie et al. (1995). Notons
au passage que ces deux approches reposent sur la me´thode d’” optimal scoring”.
On peut citer e´galement les travaux de Leurgans, Moyeed and Silverman (1993)
sur l’analyse des canoniques pe´nalise´e en raison des liens e´troits entre l’analyse
canonique et l’analyse discriminante.
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Dans James and Hastie (2001), une me´thode de filtrage est utilise´e. Elle con-
siste a` projeter les donne´es sur une base pre´alablement choisie, par exemple, une
base d’ondelette, de polynoˆmes orthogonaux, de polynoˆmes trigonome´triques ou de
splines. L’avantage de cette approche est qu’elle autorise le traitement d’observa-
tions faites a` des instants diffe´rents. L’inconve´nient est que le choix des e´le´ments
de la base n’est pas toujours aise´.
Concernant la re´gression inverse fonctionnelle, plusieurs solutions ont e´te´ en-
visage´es. Ainsi, Ferre´ and Yao (2003) utilisent une me´thode de filtrage en projetant
les donne´es sur une base forme´e des premie`res fonctions propres de l’ope´rateur de
covariance de X. Elle reprend l’ide´e de´veloppe´e par Bosq (1991) pour des mode`les
AR1. Ferre´ et Villa (2004) utilisent une me´thode de re´gularisation. Enfin, pour
e´viter l’inversion, Ferre´ et Yao (2004) de´duisent l’espace EDR des vecteurs propres
de l’ope´rateur Γ+E(X|Y )ΓX . Apre`s avoir rappelle´ en Section 2 ce qu’est la re´gression
inverse fonctionnelle, nous pre´senterons succinctement en Section 3 ces diffe´rentes
me´thodes en montrant comment elles s’inscrivent dans le cadre de l’analyse dis-
criminante.
La Section 4 est elle consacre´e a` la re´gle d’affectation utilise´e et nous terminons
par la Section 5 ou` les me´thodes seront mises en oeuvre et compare´es sur des
donne´es re´elles ou simule´es.
2. La regression inverse
Soit X une variable ale´atoire a` valeur dans l’espace des fonctions de carre´
inte´grable L2I , ou` I est un intervalle de R et Y une variable ale´atoire a` valeur
dans RJ .
La re´gression inverse fonctionnelle s’appuie sur le mode`le suivant :
(3) Y = f(< β1, X >, ..., < βd, X >) + ǫ ,
ou` β1, ..., βd sont des vecteurs de L
2
I line´airement inde´pendants, f est une fonction,
inconnue, de Rd dans RJ et ǫ est une variable ale´atoire dans RJ non-corre´le´e avec
X . D’un coˆte´, ce mode`le (3) est un cas particulier du mode`le semi-parametrique
pour variables hilbertiennes pre´sente´ dans Dauxois et al. (2001) dont nous allons
exploiter les proprie´te´s. D’un autre coˆte´, il admet comme cas particulier la situation
ou` Y est un vecteur ale´atoire de Rj tel que Y = (Y (1), ..., Y (J)) avec Y (j) = I[C=j],
ou` I est la fonction indicatrice de [C = j], et il sera donc un mode`le pertinent pour
l’analyse discriminante.
Si notre approche ne repose sur aucune hypothe`se de loi, il est cependant ne´cesssaires
de supposer que :
Hypothe`se H-1 pour tout b ∈ L2I , si on pose B
′ = (< β1, X >, ..., < βK , X >),
alors E(< b,X > |B) est line´aire en B ;
Hypothe`se H-2 E(‖ X ‖4) <∞).
L’hypothe`se H-1 est a` la fois un cas particulier de l’hypothe`se H-1 de Dauxois
et al. (2001) et la version fonctionnelle de l’hypothe`se 1.6 of Li (1991). Notons
qu’elle est ve´rifie´e notamment si X est une variable fonctionnelle gaussienne ou
plus ge´ne´ralement elliptique.
L’hypothe`se H-2 assure l’existence de l’espe´rance de X , E(X), note´e µ par la
suite et de son ope´rateur de covariance note´ ΓX . Cela permet e´galement de de´finir
µj = E(X |C = j) pour tout j = 1, ..., J et ΓE(X|Y ), l’ope´rateur de covariance de
E(X |Y ). Par ailleurs, on supposera tout au long de l’article que :
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Hypothe`se H-3 ΓX est de´finie positive.




X , on pose bk =
Γ
−1/2
X ηk. Pour garantir, l’existence des vecteurs bk ainsi de´finis, nous supposerons
que (voir Ferre´ et Yao, 2004) :
Hypothe`se H-4 Si X =
∑∞










<∞ ou` δi = E(ξi).
En utilisant les re´sultats de Dauxois et al.(2001), on ve´rifie aise´ment que :
The´ore`me 2.1. Sous les hypothe`ses H-1, H-2, H-3, H-4, sp{b1, ..., bd} est inclus
dans l’espace EDR.
On en de´duit alors que l’estimation de l’espace EDR s’obtient a` partir de celle
de sp{b1, ..., bd}. L’analogie avec la SIR et en particulier avec la SIR fonctionnelle
est e´vidente mais deux points me´ritent d’eˆtre pre´cise´s. Tout d’abord, l’estimation
de ΓE(X|Y ) ne ne´cessite pas de tranchage et s’obtient directement par la matrice de
covariance inter-groupe. Ensuite, la variable Y est ici multivarie´e alors qu’en SIR
ou FSIR, elle est ge´ne´ralement univarie´e (voir cependant, pour la SIR Hsing(1999)
et Li et al.(2003)).
Si nous conside´rons ici le cas fonctionnel, notre approche s’applique e´galement
au cas multivarie´. L’utilisation des me´thodes de re´duction de dimension a e´te´
re´cemment conside´re´e en analyse discriminante multivarie´e. En effet, Cook et Yin(2001)
conside`rent un mode`le comparable au mode`le (3), mais dans lequel P est remplace´
par la coordonne´e maximale de P , revenant ainsi a` un mode`le univarie´. Ils utilisent
ensuite la me´thode SIR ou SAVE (Cook, 1991) pour estimer ce sous-espace. De
meˆme, Hernandez et Velilla (2001) estiment l’espace central qui maximise la re`gle
de Bayes. Leur technique repose sur la maximisation d’un crite`re base´ sur l’entropie
et conduit a` une proce´dure beaucoup plus lourde que la me´thode pre´sente´e ici dans
le cas multivarie´ et elle n’a pas, a` ce jour, d’e´quivalent dans le cas fonctionnel.
Les estimateurs des vecteurs de base de la me´thode par re´duction de dimension
sont identiques aux fonctions discriminantes de l’analyse discriminante line´aire.
Meˆme si, a priori, ces deux proble`mes ne sont pas a` la base semblables, la relation
entre l’analyse discriminante line´aire et la re´gression inverse provient du fait que
chacune d’elle se rame`ne, pour la premie`re direction, au proble`me de maximisation
du crite`re de Rayleigh :
(4) max
< ΓE(X|Y )b, b >
< ΓXb, b >
,
les autres directions e´tant solutions de proble`mes identiques sous contraintes d’orthog-
onalite´. Ceci est vrai dans le cas fonctionnel ou multivarie´.
3. Estimation des parame`tres
A partir d’un e´chantillon i.i.d. de taille n, (Xi, Yi), pour i = 1, ..., n, les estima-
teurs de l’espace central se de´duisent des estimateurs suivants. On estime ΓE(X|Y )






(µˆj − X¯)⊗ (µˆj − X¯),
















i=1(Xi − X¯) ⊗ (Xi − X¯)), ou` X¯ est la moyenne empirique
de X . Cependant, sous l’hypothe`se H-2, ΓX est un ope´rateur de Hilbert-Schmidt
est n’est donc pas inversible dans L2I . De plus, si l’on retreint ΓX a` son image,
l’ope´rateur ainsi obtenu est inversible, mais son inverse n’est pas borne´. Ainsi, la
matrice ΓnX sera mal-conditionne´e et il convient d’utiliser des strate´gies pour con-
tourner ce proble`me. Nous pre´sentons ci-dessous plusieurs solutions propose´ees dans
le cadre de la re´gression inverse.
3.1. Une solution de filtrage. Nous pre´sentons ici l’approche de Ferre´ et Yao (2003) :
la ”Fonctional Sliced Inverse regression”, FSIR. Elle consiste a` projeter les donne´es
dans une base des vecteurs propres de l’ope´rateur ΓX . Cela conduit a` un choix ”ob-
jectif” de la base de projection alors que l’utilisation de bases orthogonales comme
celle de Fourier, de fonctions splines, d’ondelettes, ne permettent pas des choix tou-
jours pertinents des e´le´ments de la base. Soit (kn)n∈N une suite non convergente
d’entiers. Pour tout n, on note Πkn le projecteur propre associe´ aux kn plus grande
valeurs propres de ΓnX . L’estimation de l’espace EDR s’obtient par de´composition






+)1/2 ou` la nota-
tion ”+” est utilise´e pour repre´senter l’inverse ge´ne´ralise´ d’une matrice. La con-
sistance de l’estimateur de l’espace EDR a e´te´ e´tudie´e dans Ferre´ and Yao (2003)
lorsque Y est une variable ale´atoire re´elle. La convergence de ΓnE(X|Y ) vers ΓE(X|Y )
permet d’e´tendre directement ce re´sultat au cas ou` Y est un vecteur d’indica-
trice. Ces re´sultats reposent sur des hypothe`ses sur les valeurs propres de ΓX .
Grossie`rement, celles-ci ne doivent pas tendre vers 0 trop rapidement. Pre´cisons
que ces hypothe`ses sont ve´rifie´es, en particulier, si X est un mouvement brownien.
La mise en oeuvre de cette me´thode ne´cessite de se´lectionner une valeur convenable
pour kn.
3.2. Une solution base´e sur un inverse ge´ne´ralise´ de ΓnE(X|Y ). Cette solution
repose sur le fait que sous le mode`le (3), ΓE(X|Y ) est un ope´rateur de rang fini. Ainsi,
(ΓX)
−1/2ΓE(X|Y )(ΓX)
−1/2 est lui-meˆme de rang fini et l’espace propre engendre´ par
ses valeurs propres non-nulles est identique a` celui celui de son inverse ge´ne´ralise´.
Le proble`me qui se pose ici est que cela ne´cessite la connaissance a priori de la
dimension d de l’espace EDR. Si on note (ΓnE(X|Y ))
+d l’inverse ge´ne´ralise de ΓnE(X|Y )
tronque´ aux d plus grandes valeurs propres, l’espace EDR est estime´ a` partir de la




Cette me´thode a e´te´ propose´e par Ferre´ et Yao (2004) dans le cadre de la
re´gression inverse lorsque Y est une variable ale´atoire re´elle et les auteurs e´tablissent
la consistance de l’estimateur de l’espace EDR sous des hypothe`ses assez faibles.
Ces re´sultats s’entendent la` encore a` notre contexte. L’ avantage principal de cette
approche est qu’elle est particulie`rement simple a` mettre en oeuvre. Cependant, elle
ne´cessite l’estimation de d pour calculer (ΓnE(X|Y ))
+d. Si dans Ferre´ et Yao (2004),
un crite`re lie´ a` l’estimation de (ΓnE(X|Y )) est propose´, nous estimons ici d a` partir
d’un crite`re prenant en compte l’ensemble de la proce´dure. Nous de´velopperons ce
point dans les applications.
3.3. Une approche par re´gularistion. Les me´thodes de re´gularisation sont tre`s
communes pour le traitement des donne´es fonctionnelles. Elles sont pre´sente´es
comme plus efficaces que les me´thodes de filtrage. L’ide´e principale est de pe´naliser
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l’ope´rateur de covariance en introduisant des contraintes de re´gularite´ sur les fonc-
tions estime´es par modification du crite`re optimise´ lors de l’estimation.




la deuxie`me, b2, celle de max
<ΓE(X|Y )b,b>
<ΓXb,b>
, sous la contrainte < ΓXb1, b >= 0, etc...
Pour prendre en compte les contraintes de re´gularite´, nous introduisons un
parame`tre de lissage λ et nous conside´rons la proce´dure suivante :









b,b>+λ<D2b,D2b> , sous la contrainte
< ΓnXb, bˆ1 > +λ < D
2b,D2bˆ1 >= 0 ;
– les autres vecteurs s’obtiennent par optimisation du crite`re sous des contraintes
semblables.
La solution a` ce proble`me est donne´e par (bˆ1, ..., bˆd), vecteurs propres associe´s
aux d plus grandes valeurs propres de la matrice (ΓnX +λD
4)−1ΓnE(X|Y ) et ve´rifiant
< (ΓnX + λD
4)bˆi, bˆj >= δij . La matrice D
4 est un estimateur de l’ope´rateur de
diffe´rentiation d’ordre 4 et est calcule´e a` partir d’un base de fonctions splines.
La consistance de ces estimateurs a e´te´ de´montre´e dans Ferre´ et Villa (2004)
pour une variable re´elle, mais elle reste e´galement valable dans le cadre e´tudie´ ici.
4. Re´gle de classification
Dans le mode`le (2), f est une fonction de lien de´finie de Rd dans RJ . Elle s’ e´crit
f = (f1, ..., fJ) ou`, pour chaque u dans R
d et chaque j, fj(u) = P (C = j|U = u),
avec U est la projection de X sur l’espace EDR et f(x) = E(Y |X = x). Une fois
l’espace EDR estime´, le proble`me de l’estimation de f se rame`ne a` un proble`me de
re´gression multivarie´e et l’estimation des probabilite´s d’appartenance aux groupes
sachant X va s’obtenir par re´gression non parame´trique.
Toute me´thode non parame´trique peut eˆtre, bien suˆr, utilise´e, mais nous em-















ou` K est un noyau ve´rifiant
∫
K(v)dv = 1 et h est la feneˆtre.
En fait, ce crite`re est une version non parame´trique de la re`gle de Bayes applique´e

















nh est l’estimateur de la densite´ conjointe de (< b1, X >
, ..., < bd, X >) . Ainsi, la re`gle de classification conduit a` maximiser en j un
estimateur non parame´trique de P (Y (j)|(< b1, X >, ..., < bd, X >)) dans l’esprit de
ceux pre´sente´s dans Devroye et al. (1996).
L’utilisation d’estimateurs a` noyau peut s’ave´rer, dans le cas de groupes trop
nombreux, inefficace en raison du ”fle´au de la dimension”. Si tel est le cas, il est
possible de remplacer ces estimateurs a` noyau par des re´seaux de neurones, insen-
sibles a` ce proble`me, et dont la pertinence de leur association avec les me´thodes
de re´gression inverse est de´montre´e dans Ferre´ et Villa (2004). Cependant dans
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la pratique, le nombre de groupes est ge´ne´ralement raisonnablement faible ce qui
explique le choix effectue´ ici.
5. Applications
5.1. Me´thode. Cette partie est consacre´e a` la mise en oeuvre des me´thodes ci-
dessus et a` leur comparaison avec des me´thodes concurrentes. Que les donne´es
soient re´elles ou simule´es, le mode ope´ratoire pre´sente´ ci-apre`s leur sera commun.
Pour obtenir les estimateurs en pratique, nous proposons de diviser l’e´chantillon
en trois et de proce´der de la fac¸on suivante :
– tout d’abord estimer l’espace EDR sur le premier e´chantillon, dit e´chantillon
d’apprentissage ;
– puis, de´terminer la feneˆtre et les parame`tres des diffe´rents mode`les par vali-
dation croise´e sur un e´chantillon de controˆle ;
– enfin de de´terminer le pourcentage de mal classe´s sur un e´chantillon test.
Cette fac¸on de proce´der pre´sente les avantages suivants : tout d’abord, les deux
premie`res e´tapes s’effectuant sur des e´chantillons inde´pendants, il est possible d’u-
tiliser les re´sultats de convergence des estimateurs a` noyau pour obtenir la con-
vergence de l’estimateur de f. Ensuite, il est possible de conside´rer la dimension
d comme un parame`tre du mode`le pour l’approche 2 et de re´ite´rer la proce´dure
avec diffe´rentes valeurs de d pour retenir celle qui minimise le taux de mal classe´s.
Dans le cadre de notre e´tude, nous avons, tout d’abord et comme de´crit ci-dessus,
de´termine´ par validation croise´e les parame`tres de chaque mode`le puis, nous con-
side´rons cinquante segmentations de l’e´chantillon en deux parties obtenues de fac¸on
ale´atoire : le premier e´chantillon permet la mise en oeuvre des diffe´rentes me´thodes
compare´es pour les parame`tres optimaux et le second e´chantillon e´value la per-
formance moyenne et la variabilite´ de chacune de ces me´thodes. Notons que les
parame`tres optimaux ont e´te´ calle´s avant les re´partitions ale´atoires de l’e´chantillon
pour e´viter des explosions de temps de calcul lie´s au volume important des donne´es.
Nous de´signerons par SIR-Np la me´thode par projection, SIR-N celle par inverse
ge´ne´ralise´ et SIR-Nr celle par re´gularisation. Nous les comparerons avec RPDA
(Ridge Penalized Discriminant Analysis) de Hastie et al. (1995) et avec la me´thode
a` noyaux de Ferraty et Vieu (2003) de´signe´e ici par NPCD-PCA.
5.2. Donne´es simule´es : les ”waveform data”. Nous conside´rons ici un jeu de
donne´es simule´es qui est une sorte d’e´talon pour la comparaison des me´thodes de
discrimination fonctionnelle. La base de donnne´es est compose´e de 3000 courbes
discre´tise´es en 21 points (t = 1, 2, . . . , 21) qui sont issues de 3 familles diffe´rentes
(1000 courbes par classes) :
(1) t→ uh1(t) + (1− u)h2(t) + ǫ(t) ;
(2) t→ uh1(t) + (1− u)h3(t) + ǫ(t) ;
(3) t→ uh2(t) + (1− u)h3(t) + ǫ(t)
ou` u est une variable ale´atoire de loi uniforme sur [0; 1], ǫ(t) est une variable ale´atoire
de loi normale centre´e re´duite et
h1(t) = max(6− |t− 11|, 0), h2(t) = h1(t− 4) et h3(t) = h1(t+ 4) .
Des repre´sentations de ces courbes sont donne´es en Figure 1.
La base de donne´es a e´te´ partage´e en deux de manie`re ale´atoire : un e´chantillon de
1500 individus (500 par classe) constituait la base d’apprentissage et un e´chantillon
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Fig. 1 – Un e´chantillon de 50 courbes par classe
de 1500 individus (500 par classe) la base de test.
Les valeurs optimales pour chacunes des me´thodes employe´es sont donne´es dans
le Tableau 1.
Parame`tre 1 Parame`tre 2 Parame`tre 3
SIR-Nr λ = 1 d = 2 h = 0,75
(re´gularisation de ΓX) (dimension SIR) (feneˆtre du noyau)
SIR-Np kn = 2 d = 2 h = 3
(dimension ACP) (dimension SIR) (feneˆtre du noyau)
SIR2-N d = 2 h = 3
(dimension SIR) (feneˆtre du noyau)
RPDA λ = 2 d = 2
(re´gularisation de ΓX) (dimension AFD)
NPCD-PCA kN = 16 h = 6
(dimension ACP) (feneˆtre du noyau)
Tab. 1 – Valeurs optimales
Les fonctions qui engendrent de l’espace EDR et l’espace dicriminant dans la
RPDA sont donne´es Figure 2. Ces fonctions propres sont tre`s proches en ce qui
concerne SIR2-N et SIR-Np et toutes deux sont assez voisines de celles de la RKDA.
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On peut observer aussi que seule SIR-Nr conduit a` des fonctions lisses ce qui est
cohe´rent avec cette me´thode.





























Fig. 2 – Vecteurs de l’espace EDR
La projection du nuage de points sur ces espaces est donne´e en Figure 3. Il est
difficile de distinguer une diffe´rence entre les diffe´rents graphiques laissant ainsi
pre´sager de performances comparables dans les affectations. C’est en effet ce que
l’on observe a` la Figure 4 qui donne les boˆıtes a` moustaches des taux d’erreurs
de classements construites a` partir des cinquantes simulations. On peut constater
que la me´thode RPDA est celle qui donne les plus mauvais re´sultats alors que les
meilleurs sont obtenus par SIR2-N. La relative me´diocrite´ des re´sultats de SIR-Nr
s’explique sans doute par la difficulte´ d’interpoler convenablement les 21 points de
discre´tisation sur une base spline. Le Tableau 2 donne les caracte´ristiques du taux
de mal classe´s. On peut y remarquer que les me´thodes reposant sur la re´gression
inverse fonctionnelle fournissent globalement des re´sultats qui les situent parmi les
me´thodes les plus performantes si on les compare avec ceux d’e´tudes similaires
(Hernandez et Velilla (2001) indiquent que leur me´thode RKDA a un taux d’erreur
de 16,2 % et que le meilleur taux est obtenu pour un re´seau de neurones avec 15,1
%).
Moyennes Me´dianes Ecart type 1◦ quartile Minimum
SIR-Nr 16,62 % 16,67 % 0,63 % 16,33 % 15,33 %
SIR-Np 16,15 % 16,33 % 0,77 % 15,73 % 14,20 %
SIR2-N 15,92 % 15,93 % 0,55 % 15,60 % 14,73 %
RPDA 18,38 % 18,40 % 0,68 % 18,00 % 17,07 %
NPCD-PCA 16,37 % 16,40 % 0,66 % 15,93 % 14,87 %
Tab. 2 – Caracte´ristiques des taux de mal classe´s
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RPDA − Axe 1 x Axe 2












SIR2−N − Axe 1 x Axe 2








SIR−Np − Axe 1 x Axe 2








SIR−Nr − Axe 1 x Axe 2
Fig. 3 – Projection des donne´es sur l’espace EDR
Fig. 4 – Comparaison des taux d’erreur pour 50 e´chantillons
5.3. Reconnaissance de phone`mes. La base de donne´es est compose´e de 4509
log-pe´riodogrammes (discre´tise´s en 256 points) qui correspondent aux enregistrements
de 5 phone`mes diffe´rents dont des repre´sentations sont donne´es en Figure 5. Les
phone`mes enregistre´s sont [sh] (872 log-pe´riodogrammes), [iy] (1163 log-pe´rio-dogrammes),
DISCRIMINATION DE COURBES PAR REGRESSION INVERSE FONCTIONNELLE 11














































Fig. 5 – Un e´chantillon de 10 log-pe´riodogrammes par classe
[dcl] (757 log-pe´riodogrammes), [aa] (695 log-pe´riodogrammes) et [ao] (1022 log-
pe´riodogrammes). La base de donne´es a e´te´ partage´e en deux de manie`re ale´atoire :
un e´chantillon de 1735 individus (347 par classe) constituait la base d’apprentissage
et un e´chantillon de 1735 individus (347 par classe) la base de test sur laquelle e´tait
calcule´e l’erreur correspondant a` chaque me´thode.
Les vecteurs engendrant l’espace EDR sont repre´sente´s Figure 6. Les solutions
les moins lisses sont fournies par la me´thode SIR-Nr (en raison d’une faible valeur
du parame`tre optimal de re´gularisation) alors que les plus lisses sont obtenues par
RPDA et SIR2-N. Les solutions fournies par les diverses me´thodes teste´es sont tre`s
proches les unes des autres.
Les Figures 7, 8, 9 et 10, permettent de visualiser la projection des donne´es sur
l’espace EDR fournie, respectivement, par les me´thodes SIR-Nr, SIR-Np, SIR2-N
et RPDA. Elles font apparaˆıtre une bonne se´parabilite´ line´aire des donne´es pro-
jete´es, laissant penser que le simple mode`le RPDA fournira des taux d’erreur tre`s
satisfaisants. Concernant les me´thodes SIR2-N et RPDA, les axes 1 et 2 permettent
de se´parer les phone`mes [sh] (en haut a` droite), [ly] (au centre), [dcl] (en bas) et
les phone`mes en ”a”, [aa] et [ao] qui eux sont confondus (a` gauche). A l’inverse,
SIR-Nr et SIR-Np, ne permettent pas de se´parer [ly] et [dcl] sur l’axe 2 : en deux
dimensions, SIR2-N et RPDA sont les plus discriminantes. Si l’axe 3 donne des
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Fig. 6 – Vecteurs de l’espace EDR pour les phone`mes.
re´sultats comparables d’une me´thode a` l’autre, en se´parant bien [ly] et [dcl], l’axe 4
est le seul qui permet de discriminer les phone`mes [aa] et [ao]. La discrimination y
est meilleure pour SIR-Nr et SIR-Np que pour RPDA et SIR-N, ce qui explique que,
globalement, les premie`res ont des performances supe´rieures aux secondes comme
l’indiquent le Tableau 3 et la Figure 11.
Moyennes Me´dianes Ecart type 1◦ quartile Minimum
SIR-Nr 8,24 % 8,30 % 0,44 % 7,95 % 7,32 %
SIR-Np 8,45 % 8,44 % 0,51 % 8,01 % 7,32 %
SIR2-N 9,33 % 9,48 % 0,47 % 8,99 % 8,36 %
RPDA 9,04 % 9,05 % 0,52 % 8,65 % 7,84 %
NPCD-PCA 9,89 % 9,83 % 0,60 % 9,39 % 8,47 %
Tab. 3 – Caracte´ristiques des taux de mal classe´s pour les phone`mes.
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SIR−Nr − Axe 1 x Axe 2









SIR−Nr − Axe 2 x Axe 3










SIR−Nr − Axe 3 x Axe 4
Fig. 7 – Projection des donne´es (SIR-Nr)












SIR−Np − Axe 1 x Axe 2








SIR−Np − Axe 2 x Axe 3









SIR−Np − Axe 3 x Axe 4
Fig. 8 – Projection des donne´es (SIR-Np)
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SIR2−N − Axe 1 x Axe 2









SIR2−N − Axe 2 x Axe 3









SIR2−N − Axe 3 x Axe 4
Fig. 9 – Projection des donne´es (SIR2-N)












RPDA − Axe 1 x Axe 2












RPDA − Axe 2 x Axe 3











RPDA − Axe 3 x Axe 4
Fig. 10 – Projection des donne´es (RPDA)
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Fig. 11 – Comparaison des taux d’erreur pour 50 e´chantillons
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