Abstract. Most real world problems especially circuit layout and VLSI design are too complex for any single processing technique to solve in isolation. Stochastic, adaptive and local search approaches have strengths and weaknesses and should be viewed not as competing models but as complimentary ones. This paper describes the application of a combined Tabu Search 1] and Genetic Algorithm heuristic to guide an e cient interchange algorithm to explore and exploit the solution space of a hypergraph partitioning problem. Results obtained indicate, that the generated solutions and running time of this hybrid are superior to results obtained from a combined eigenvector and node interchange method 11].
Introduction
In the combinatorial sense, the layout problem is a constrained optimization problem. We are given a description of a circuit (usually called a netlist) which is a description of switching elements and their connecting wires. We seek an assignment of geometric coordinates of the circuit components that satis es the requirements of the fabrication technology (su cient spacing between wires, restricted number of wiring layers, and so on), and that minimizes certain cost criteria. Practically all versions of the layout problem as a whole are intractable; that is, they are NP-hard. Thus, we have to resort to heuristic methods to attempt to solve such problems. One of these methods is to break up the problem into subproblems (circuit partitioning, component placement and wire routing).
1.1. Circuit Partitioning. Circuit partitioning is the task of dividing a circuit into smaller parts. It is an important aspect of layout for several reasons. Partitioning can be used directly to divide a circuit into portions that are implemented on separate physical components, such as printed circuit boards or chips. Here, the objective is to partition the circuit into parts, such that the sizes of the components are within prescribed ranges and the complexity of connections between the components is minimized.
A natural way of formalizing the notion of wiring complexity is to attribute to each net in the circuit some connection cost, and to sum the connection costs of all nets connecting di erent components. A second use of circuit partitioning (that is even more important), is to divide up a circuit hierarchically into parts with divide-and-conquer algorithms for placement, oorplanning, and other layout problems. Here cost measures to be minimized during partitioning may vary, but mainly they are similar to the connection cost measures for general partitioning problems. 1.1.1. Linear Integer Program Formulation. A standard mathematical model in VLSI layout associates a graph G = (V; E) with the circuit netlist, where vertices in V represent modules, and edges in E represent signal nets. The netlist is more generally represented by a hypergraph H = (V; E 0 ), where hyperedges in E 0 are the subsets of V contained by each net (since nets often have more than two pins). In this formulation, we attempt to partition a circuit with n m modules and n n nets into n b blocks containing approximately nm nb modules each, such that the number of uncut nets in the n b blocks is maximized. De ne:
x ik = 1 if module i is placed in block k 0 otherwise y jk = 1 if net j is placed in block k 0 otherwise So the linear integer programming (LIP) model of the netlist partitioning problem is given by:
Maximizing the uncut nets in each block; x ik 2 f0; 1g; 1 i n m ; 1 k n b y jk 2 f0; 1g; 1 j n n ; 1 k n b
The net placement constraints determine if a net (wire) j is placed entirely in block k or if it is not. In problem (LIP) we maximize the number of uncut nets in the n b blocks. This is equivalent to the netlist partitioning problem where we minimize the number of wires connecting the n b blocks. x ik = 1 if node i is in block k 0 if node i is not in block k If nodes i and j are both in block k, then x ik x jk = 1. This does not necessarily mean that if x ik x jk = 1, nodes i and j are connected. Let A represent the connection matrix (i.e., A is the adjacency matrix of G). The weight of the edge joining node i to node j is a ij . If nodes i and j are not connected, then a ij = 0. The problem is to partition the graph into n b blocks, such that, the sum of the weights on the interconnection between the n b blocks is minimized. In other words, the goal is to maximize the edges inside each block. The objective function is thus x ik 2 f0; 1g; 1 i n m ; 1 k n b
Circuit
Barnes 3] developed a polynomial time heuristic for approximating the above 0-1 quadratic transportation problem. The heuristic is based on approximating the netlist or hypergraph by a weighted graph G, that tightly underestimates the number of cut nets in any netlist partition. The numerical optimization technique used by Barnes transforms the graph partitioning problem into a linear programming transportation problem. This technique produces one solution and does not require multiple runs. Barnes's algorithm rst nds the n b largest eigenvalues of the connection matrix A of the graph and their corresponding orthonormal eigenvectors u 1 ; u 2 ; : : : ; u nb . Let u ik be the ith component of the eigenvector corresponding to the jth largest eigenvalue of the adjacency matrix of G. Barnes 3] shows that the solution of the following linear transportation problem gives an approximate solution to the graph partitioning problem: 1.3. Outline of the paper. The main goal of this paper is to explore the e ectiveness of two new search methods (Tabu Search and Genetic Algorithms) on the partitioning of hypergraphs, and compare them with previous attempts in terms of the running time and quality of solution. Another important goal is to show the advantage of combining these distinct models of computation. Using these hybridization techniques one can avoid many of the weaknesses inherent in each methodology, while capitalizing on their individual strengths. Section 2 introduces Tabu Search and Genetic Algorithms as combinatorial optimization techniques. Section 3 describes the main hybrid algorithm to be used for solving the hypergraph partitioning problem. The main work done in this paper is presented in section 4, where the results compare previous attempts (i.e., interchange methods, Simulated Annealing and Eigenvector approaches) with the combined Tabu Search Genetic Algorithm approach. Finally, conclusions and future work are presented in section 5.
Advanced Search Techniques
Solving a combinatorial optimization problem amounts to nding the \best" or \optimal" solution among a nite or countably in nite number of possible solutions. Considerable e ort has been devoted to constructing and investigating methods for solving to optimality or proximity combinatorial optimization problems. Integer, linear and non-linear programming, as well as dynamic programming have seen major breakthroughs in recent years. Over the years it has been shown that many theoretical and practical combinatorial optimization problems belong to the class of NP-hard problems. A direct consequence of the property of NP-hardness is that, optimal solutions cannot be obtained in reasonable amounts of computation time.
In constructing appropriate algorithms, one might choose between two options. Either one goes for optimality at the risk of very large, possibly impracticable amounts of computation time, or one chooses to quickly obtain suboptimal solutions.
The key in dealing with such a problem is to go a step beyond the direct application of exact solutions schemes or heuristics, and make recourse to a special procedure (or framework), which monitors and directs the use of these methods. Recently, two approaches have emerged for handling complex decision problems: Genetic Algorithms and Tabu Search. These methods need not be viewed competitively, as we shall see, and they comprise the emergence of promise for conquering the combinatorial explosion in a variety of decision-making arenas including VLSI design.
2.1. Tabu Search. Tabu Search is a general heuristic procedure for global optimization. Based on simple ideas it has been extremely e cient in getting almost optimal solutions for many types of di cult combinatorial optimization problems ranging from graph It is the feature of allowability whereby some moves are not allowed \they are forbidden or tabu" which distinguishes Tabu Search from other descent methods. Allowability is managed by a mechanism that involves historical information about moves made as the routine progresses; moves accepted for an arbitrarily de ned number of previous iterations are deemed unallowable or tabu, because to allow one of them may trap the routine into cycling through moves already taken. Tabu Move. There are di erent attributes that can be used in creating the short term memory of tabu lists for the circuit partitioning problem. One possibility is to identify attributes of a move based on the module value to be swapped from one block to another. Another way of identifying attributes of a move is to introduce additional information, referring not only to the modules to be moved but to positions (blocks) occupied by these modules. The recorded move attributes are used in Tabu Search to impose the constraints, called tabu restrictions, that prevent moves from being chosen. Examples of tabu restrictions we employ are as follows:
Restrictions based on module movements (TC1).
Restrictions based on module and source block (position of module) (TC2).
Restrictions based on module and destination block (TC3). A combination of the above restrictions is implemented using (TC4).
TC1 is considered to be the most rigid, since once a module moves from one block to another it is not moved until it is released from the tabu list. In the second form, the restriction applies to movement of the module and its source block X, but is free to move to other blocks. The fourth restriction is considered to be the most lenient. Tabu List. Tabu list management concerns updating the tabu list, i.e., deciding on how many and which moves have to be set tabu within any iteration of the search. The size of the tabu list can noticeably a ect the nal results; a long list may give a lower overall minimum cost, but is usually obtained in a long time. Further, a shorter list may trap the routine in a cyclic search pattern. Our empirical results show that tabu list sizes that provide good results, often grow with the size of the problem. An appropriate list size depends on the strength of the tabu restrictions employed. The sizes of the tabu lists will be discussed in Section 2.1.4. 2.1.2. Aspiration. To increase the exibility of the algorithm, while preserving the basic features that allow the algorithm to escape local optima, and avoid cyclic behavior, aspiration is used to temporarily release a solution from its tabu status. The actual aspiration rule is that, if the cost associated with a tabu solution is less than the aspiration value associated with the cost of the current solution, then the tabu status of the tabu solution is temporarily ignored. That is, although the tabu solution is not removed from the tabu list, its tabu status is overridden, and a move to the tabu solution may be made. 2.1.4. Tabu Search Implementation. The Tabu Search routine described so far can be formulated as shown in Figure 2 . The algorithm requires an initial feasible solution (partition) for which an associated cost cut may be calculated. Also required is a size for the list of tabu solutions, (tabu list size) and a maximum number of moves, (max num iter) after which the routine terminates.
Tabu List Size. Our tabu list management techniques are based on static and dynamic approaches. In the static approach, the size of the tabu lists remains xed for the entire search period. Single or multiple attributes are set tabu as soon as their complements have been part of a selected move. The attributes stay tabu for a distinct time, i.e. number of iterations. The e ciency of the algorithm depends on the choice of the tabu status duration (the size of the underlying tabu list). The size of the tabu list is chosen to be a function of the number of nodes within the circuit to be partitioned. Our experimentation with the Tabu Search algorithm indicates that choosing a tabu list size = nodes (where ranges from 0.1 to 0.2) gives very good results in most cases. The static approach, though successful for some circuits, seems to be a rather limited one. The dynamic implementation allows the size of the tabu list to oscillate between two ranges. The rst range is determined when cycling occurs (tabu lists are too short). The second range is determined when deterioration in solution quality occurs, which is caused by forbidding too many moves (tabu lists are too large). Best sizes lie in an intermediate range between these extremes. Stopping Criteria. The stopping conditions used in our implementation are based on the following: (i) The search will terminate when \num iter" is greater than the maximum number of iterations allowed \max num iter". (ii) The search will terminate, if no improvement on the best solution found so far can be made, for a given number \max num iter" of consecutive iterations. The maximum number of iterations after which the routine terminates, depends on whether the routine starts from a random starting point or a good initial starting point. Experiments performed show the following: For random starting points, the algorithm requires more iterations to converge to good nal solutions, so the maximum number of allowable iterations is set to \max num iter = 100 nodes", whereas for good starting points \max num iter = 20 nodes". The nal report gives the solution with the overall best partition and best cut after the speci ed maximum number of moves.
In the next sections we show that the algorithm's performance is improved if good initial solutions (partitions) were obtained using either the numerical eigenvector approach or Genetic Algorithms.
2.2. Genetic Algorithms. Genetic Algorithms (GA's) are a class of optimization algorithms that seek improved performance by sampling areas of the parameter space that have a high probability for leading to good solutions 21]. The algorithms are called Genetic because the manipulation of possible solutions resembles the mechanics of natural selection. Introduced by Holland 13] in 1975, these algorithms are based on the notion of propagating new solutions from parent solutions, employing mechanisms modeled after those currently believed to apply in genetics. The best o spring of the parent solutions are retained for a next generation of mating, thereby proceeding in an evolutionary fashion that encourages the survival of the ttest. 2.2.1. Characteristics of Genetic Search. Genetic Algorithms have recently received much attention as a robust stochastic searching algorithm for various optimization problems, ranging from multiprocessor scheduling 14], set partitioning problems 15] to quadratic assignment problems 4]. As an optimization technique, Genetic Algorithms simultaneously examine and manipulate a set of possible solutions. Each candidate solution is represented by a string of symbols called a chromosome. The set of solutions P j , is referred to as the population of the j th generation. The population evolves for a prespeci ed total number of generations under the application of evolutionary rules called Genetic Operators.
There are many characteristics of Genetic Algorithms which qualify them to be a robust based search procedure. The rst feature of Genetic Algorithms is that they are characterized to climb many peaks in parallel. Thus, probability of nding a false peak is reduced over methods that go point to point in the decision space. Secondly, the operators make use of a coding of the parameter space rather than the parameters themselves. Only objective function information is used, this results in a simpler implementation. Finally, although the approach has a stochastic avor, it makes use of all the information that has been obtained during the search, and permits the structured exchange of that information.
Main components of Genetic
Search. There are essentially four basic components necessary for the successful implementation of a Genetic Algorithm. At the outset, there must be a code or scheme that allows for a bit string representation of possible solutions to the problem. Next, a suitable function must be devised that allows for a ranking or tness assessment of any solution. The third component, contains transformation functions that create new individuals from existing solutions in a population. Finally, a means to select parents for mating, and deletion techniques to create new generations is required. Representation Module. In the original GA's of Holland, each solution may be represented as a string of bits, where the interpretation of the meaning of the string is problem speci c. As seen in Figure 3a , one way to represent the partitioning problem is to use group-number encoding where the j-th integer i j 2 f1; : : : ; kg indicates the group number assigned to object j. This representation scheme creates a possibility of applying standard operators 16]. However an o spring may contain less than k groups; moreover, an o spring of two parents, both representing feasible solutions may be infeasible, since the constraint of having equal number of modules in each partition is not met. In this case special repair algorithms \that modify chromosomes to become feasible", or penalty functions \that penalize infeasible solutions" are used to eliminate the problem. One of our implementations uses this representation scheme, although it is simple to use, it requires high computation time for repairing solutions. The second representation scheme is shown in Figure 3b . This representation scheme is more suitable for the circuit partition problem. Here, the solution of the partitioning problem is encoded as n + k ? 1 strings of distinct integer numbers. Integers from the range f1; ::; ng represent the objects, and integers from the range fn + 1; : : : ; n + k ? 1g represent separators; this is a permutation with separators encoding. This representation scheme leads to 100% feasible solutions 16], thus reducing the computation time of the algorithm. Evaluation Module. Genetic Algorithms work by assigning a value to each string in the population according to a problem-speci c tness function. It is worth noting that nowhere except in the evaluation function is there any information (in the Genetic Algorithm) about the problem to be solved. For the circuit partitioning problem, the evaluation function measures the worth (number of cuts) on any chromosome (partition) of the circuit to be solved. Reproduction Module. This module is perhaps the most signi cant component in the Genetic Algorithm. Operators in the reproduction module, mimic the biological evolution process, by using unary (mutation type) and higher order (crossover type) transformation to create new individuals. Mutation as shown in Figure 4a is simply the introduction of a random element, that creates new individuals by a small change in a single individual. When bit mutation is applied to a bit string, it sweeps down the list of bits, replacing each by a randomly selected bit, if a probability test is passed. On the other hand, crossover recombines the genetic material in two parent chromosomes to make two children. It is the structured yet random way that information from a pair of strings is combined to form an o spring. Crossover begins by randomly choosing a cut point K where 1 K L, and L is the string length. The parent strings are both bisected so that the leftmost partition contains K string elements, and the rightmost partition contains L ? K elements.
The child string is formed by copying the rightmost partition from parent1 and then the leftmost partition from parent2. Figure 4b shows an example of applying the standard crossover operator (sometimes called one-point crossover) to the group number encoding scheme. Increasing the number of crossover points is known to be multi-point crossover.
The mutation and crossover operators as described above, apply for the rst representation scheme \group number encoding". These operators are modi ed for the \permutation with separator encoding" scheme. A mutation in this case, would swap two objects (separators excluded). The crossover operator considered is the partially matched crossover (PMX) 16]. As shown in Figure 4c , PMX builds an o spring by choosing a sub-partition of a solution from one parent, and preserving the position of as many modules as possible from the other parent. A sub-partition of the solution is selected by choosing two random cut points, which serve as boundaries for swapping operations. Figure 4c illustrates this process in detail. Generally, the results of the Genetic Algorithms based on permutation with separators encoding are better than those based on group-number encoding 16]. Section 4 con rms these results. Population Module. This module contains techniques for population initialization, generation replacement, and parent selection techniques. The initialization techniques generally used are random initialization. The algorithm will create its starting population by lling it with randomly generated bit strings.
Strings are selected for mating based on their tness, those with greater tness are awarded more o spring than those with lesser tness. Parent selection techniques that are used, vary from stochastic to deterministic methods. The probability that a string i is selected for mating is p i , \the ratio of the tness of string i to the sum of all string tness values", p i = fitnessi P j fitnessj . The ratio of individual tness to the tness sum denotes a ranking of that string in the population. The Roulette Wheel Selection method is conceptually the simplest stochastic selection technique we used. The ratio p i is used to construct a weighted roulette wheel, with each string occupying an area on the wheel in proportion to this ratio. The wheel is then employed to determine the string that participates in the reproduction. A random number generator is invoked to determine the location of the spin on the roulette wheel. In Deterministic Selection methods, reproduction trials (selection) are allocated according to the rank of the individual strings in the population rather than by individual tness relative to the population average.
Generation replacement techniques are used to select a member of the old population and replace it with the new o spring. Quality of solutions obtained depend on the replacement scheme used. Some of the replacement schemes we used are based on: (i) deleting the old population and replacing it with new o springs, (ii) replacing the most inferior members in a population by new o springs. Variations to the second scheme use an incremental replacement approach, where at each step the new chromosome replaces one randomly selected from those which currently have a below-average tness. Quality of solutions improve using the second replacement scheme. The reason is that this replacement scheme maintains a large diversity in the population. 2.2.3. The Genetic Algorithm. Figure 5 shows a simple Genetic Algorithm. The algorithm begins with an encoding and initialization phase during which each string in the population is assigned a uniformly distributed random point in the solution space. Each iteration of the genetic algorithm begins by evaluating the tness of the current generation of strings. A new generation of o spring is created by applying crossover and mutation to pairs of parents who have been selected based on their tness. The algorithm terminates after some xed number of iterations. Parameters a ecting the performance of Genetic Search. Running a Genetic Algorithm entails setting a number of parameter values. Finding settings that work well on one's problem is not a trivial task; if poor settings are used, a Genetic Algorithm's performance can be severely impacted. Central to these components are questions pertaining to appropriate representation schemes, lengths of chromosome strings, optimal population sizes, and frequency with which the transformation functions are invoked. Choosing the population size for a Genetic Algorithm is a fundamental decision faced by all GA users. On the one hand, if too small a population size is selected, the Genetic Algorithm will converge too quickly. On the other hand, a population with too many members results in long waiting times for significant improvement, especially when evaluation of individuals within a population must be performed wholly or partially in serial. Our experience with GAs for the circuit partitioning problem suggest using population sizes between 50-200. These population sizes were su cient in obtaining good initial starting points for the Tabu Search algorithm to obtain excellent solutions in reasonable amounts of time. Our experimental data con rms that mutation rates above 0.04 are generally harmful with respect to on-line performance. The absence of mutation is also associated with poorer performance, which suggests that mutation performs an important service in refreshing lost values. Good on-line performance is associated with high crossover rate (90 ? 98%) combined with low mutation rate (0:01 ? 0:06%). Our empirical study, strongly supports using multi-point crossover over the one-point crossover technique discussed previously (for group number encoding scheme). A 3-point and 4-point crossover works best for our circuit partitioning problem.
Hybrid Algorithm
There is currently considerable confusion as to exactly what a hybrid system is. Much of the problem lies in the di erent interpretation of functionality and architecture of these systems. As shown in Figure 6 , we can classify hybrid systems in the following manner 10]:
Intercommunicating hybrids are independent, self contained, processing modules that exchange information, and perform separate functions to generate solutions. Communication and synchronization is usually performed by the aid of a controller. When a problem can be subdivided into distinct processing tasks, then these di erent independent modules can be used to solve the parts of the problem that they are best at.
Function Replacing hybrids address the functional composition of a single optimization technique. In this hybrid class, a principal function of the given technique is replaced by another optimization processing technique. The motivation of replacing these principal functions is to increase execution speed and enhance reliability.
Polymorphic hybrids are systems that use a single processing technique to achieve the functionality of di erent processing techniques. In this paper we will use the rst hybrid model (intercommunicating hybrids) as seen in Figure 6. 3.1. Stages of Search. Figure 7a shows the 3 principal stages in our search strategy. The main task, is divided into three di erent phases, initial starting points, local search and exploration of the solution space. In this paper, we are only concerned with the rst two phases. Since we are excluding the third phase, the complexity of designing the controller is minimal (minimum interaction between modules). The initial solutions are obtained either randomly or in a more systematic way, using Numerical eigenvector based approaches or Genetic Algorithms. The numerical eigenvector approach presented in Section 1 has a worst case time complexity of O(n 3 ) for multiblock partitions, and time complexity of O(n logn) time for the two block case. Since the benchmarks used in physical design are quite large, this approach is not suitable to obtain initial starting points. Nevertheless, we can still bene t from the eigenvector approach, by obtaining lower bounds which could be used to evaluate the performance of the search procedure used.
3.2. Search Strategy. A common means of attempting to improve the performance of heuristic methods is to restart the solution process from di erent solutions. These solutions are either generated randomly or by a set of favored starting heuristics. The generation of new starting solutions is a key area to be explored by a more systematic diversi cation strategy. Our hybrid model is based on using the Genetic Algorithm as a preprocessor to perform the initial search, before turning the search process over to a system (i.e. Tabu Search) that can employ domain knowledge to guide the local search. The Genetic Algorithm here is used (instead of the numerical eigenvector approach) to obtain many initial starting points. The Tabu Search algorithm is then used to concentrate the search e ort in the most promising regions. Another reason of using the Genetic Algorithm approach, is that it could be used in future implementations, for further exploration and diversi cation of the solution space.
Initial Starting Points. As seen in Figure 7b , the search strategy utilizes the Genetic Algorithm to identify the high performance regions of the search space. The search controller sets the population and generation size of the Genetic Algorithm to values of 100 and 50 respectively. A low mutation rate of 0.04 and high crossover rate of 0.96 are also set, to achieve good initial starting points. Depending on the representation scheme, if group number encoding is used, either a repair algorithm or a penalty function (that penalizes infeasible solution) approach is used to amend infeasible chromosomes.
Local Search. Once the starting points have been obtained, Tabu Search is invoked to perform nely-tuned local search. For each initial solution generated, the controller terminates the search when no improvement in solution quality has been detected. The parameters that control the performance of the Tabu Search algorithm are controlled in a similar fashion to those of the Genetic Algorithm. The most important are, the aspiration criteria used (to backtrack to previous solutions), the lengths of the tabu lists and the attributes to be used for the tabu restrictions. The controller would usually employ the (TC1) attribute for small partitions (two blocks), as the number of partitions increase (to four or six blocks), the controller would utilize less restrictive attributes (TC2 or TC3). Improvements to Search Strategy. The search controller's performance can be improved if the following changes can take place. Quality of solutions obtained by the Genetic Algorithm can be improved by utilizing a weak local search strategy. This local optimization strategy could be employed to improve the structure of chromosomes. This in place, will speedup the convergence of the algorithm. Further improvements to the local search strategy could be carried out if, the tabu lists are activated only when the algorithm hits the rst local minima. To achieve that without cycling to previous solutions, the interchange method using a certain number of passes is used 6]. Once local minima is reached the tabu lists are activated and the Tabu Search algorithm resumes exploration for better solutions through the short term memory. Benchmarks Used. Some of the benchmarks used to evaluate the performance of the hybrid algorithm are presented in Table 1 . Chip1 circuit is taken from the work of Fidduccia & Matheyses 6]. Primary1, Primary2 and BIO are taken from the MCNC gate array and standard cell test suite benchmarks 17]. As seen in the table these netlists(hypergraphs) vary in size from 300 to 6000 nodes and 300 to 5000 nets. The quality of a netlist partition can be determined by nding lower bounds on the number of edges cut in a k-partition. Table 2 shows the lower bounds obtained on the number of cut nets for the di erent benchmarks using the Donath-Ho man bounds technique 5].
Initial Solutions. Tables 3, 4 , 5 and 6 present quality of partitions obtained for 2,4 and 6 blocks for di erent circuits using the eigenvector approach and Genetic Algorithm respectively. The CPU time for the partition cuts (obtained by the eigenvector approach) include the time for forming the graph adjacency matrix, nding the eigenvalues and eigenvectors and solving the linear transportation problem. The quality of solutions obtained by the Genetic Algorithm are very competitive with those obtained by the eigenvector approach as we see in Table 4 . In this table, results are based on the group-number encoding method described in Section 2. Table 5 presents solutions (partitions) based on the same representation method, with modi cation to the evaluation function used and the reproduction scheme used. The evaluation function has been changed so that it would only update the value of the chromosome instead of completely evaluating the solution. The selection method used in the second implementation Table 5 is a deterministic method rather than the stochastic method based on roulette wheel parent selection 9]. Table 6 presents solutions (partitions) based on the second representation method (permutation with separators). Since all solutions that evolve using this representation scheme are feasible, the computation time has decreased with respect to the rst computational Genetic Algorithm representation method. The quality of solutions using this representation scheme also improved by at least 5% with respect to the rst representation method.
Comparison of Pure Heuristics. Tables 7, 8 The quality of solutions obtained by the Tabu Search method seems to be the best compared with those obtained by the iterative improvement method (using 30 random starting points), and Simulated Annealing. Moreover the Tabu Search execution time is faster then the Simulated Annealing approach by a factor of 10. The quality of partitions obtained by the Tabu Search method are better than those obtained by the iterative method by 20% and yields partitions that are 10% better than those obtained by Simulated Annealing. Figure 9 shows the convergence of the iterative improvement method, Simulated Annealing, Tabu Search and Genetic Algorithm. The ability of any scheme to go to a \good" solution quickly is very important. As we can see from Figure 9 , the iterative improvement method depends on the initial partition used, and accordingly some local optimum is obtained as we increase the number of runs. The convergence for Tabu Search with a tabu list of length 16 is given. The curve illustrates e ectively the overall improvement in cost value with time.
Comparison of Hybrid Heuristics. Tables 10, 11 Tables 10  through 12. Comparing Tables 10, 11 and 12 based on hybrid algorithms with  Tables 7, 8 and 9 we conclude, that the eigenvector node interchange approach yields good netlist partitions. These partitions are comparable or better than the best netlist partitions obtained by using node interchange heuristics alone (using many random initial netlist partitions). The computation time involved using the combined eigenvector node-interchange approach is much smaller. Also, The application of the Tabu Search heuristic (that guides the interchange algorithm) reduces the number of cut nets drastically. The initial partitions used in this case (generated by the numerical eigenvector model) enable the Tabu Search algorithm to converge to superior results, in much less time, compared to results obtained from random starting points. Finally, results based on the combined Genetic Algorithm, Tabu Search heuristic are better than those obtained from the combined eigenvector Tabu Search hybrid in quality and computation time.
MCNC Test Cases
Circuit Nets Nodes Node Degree Net Size 
Conclusion and Future Work
In this paper, we have introduced the use of the Tabu Search method to guide the Sanchis 18] Multi-way interchange algorithm and improve the initial starting partitions generated by a Genetic Algorithm. The combination of Tabu Search and Genetic Algorithm as seen in the last section gives rise to a powerful hybrid heuristic. Good initial partitions obtained by the Genetic Algorithm method allows the iterative improvement method under the guidance of Tabu Search to enhance the quality of solutions in a reasonable amount of time. Future work involves using the Genetic Algorithm to e ectively explore the solution space and diversify the search of the circuit partitioning problem. Extensions to more challenging problems such as circuit placement and using large benchmarks is one of our goals for this hybrid method.
