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ABSTRACT

Deep learning has shown success in several applications involving pattern recognition, expert systems, and scientific discovery. However, existing methods struggle with industrial applications,
which are often challenged by non-ideal datasets. In many cases, the datasets are small, poorly
labeled, noisy, or have unbalanced class distribution or any combination of such problems. In
this Master’s research, we propose a generative adversarial network (GAN) strategy that is able to
circumvent limitations imposed by tiny datasets. As a case study, we use the extrapolation of corrosion in automobiles and feed our deep learning framework with only a few dozen images instead
of the thousands to million images commonly found in many computer vision problems. In order
to handle such a reduced dataset, we use one GAN for the rust level and one for the rust texture.
The rust level GAN is conditional on random samples from the dataset and uses an additive random
noise in the latent space to add variability to the generated rust level maps. The rust texture GAN
adds shades of brown to the outputs of the rust level GAN. Loss functions are carefully designed to
produce a robust training scheme for both GANs. In addition, given the significantly reduced size
of our dataset, it is unfeasible to break down the data into training, validation, and test sets. We
overcome this limitation by using the discrepancy between the generated and target distributions of
the rust level and texture intensities as a way to monitor the convergence of training. The resulting
models can ingest an image with a car having no corrosion and generate an image of this car with
parts exhibiting varying degrees of corrosion (from mild to moderate to severe).
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CHAPTER 1: INTRODUCTION

Background and Motivation

Recent studies estimate that the global cost of corrosion can reach 2.5 trillion US dollars (around
3.4% of global gross domestic product), while the national costs of corrosion generally represent
approximately 1–5% of the gross national product [3, 4, 5]. The impact of corrosion is particularly
harmful in the automotive industry, where it can lead to overly designed parts to allow for corrosion, substantial reduction in safety and an increase in production and maintenance costs. Factors
that induce corrosion in vehicles include, but are not limited to, extreme temperatures, high levels
of humidity (through exposure to rain, snow, and coastal areas), accumulation of dirt, mud, and
debris, presence of wet condensates, and appreciable concentrations of chloride ions and de-icing
salts. Modeling vehicle corrosion and its spread is a daunting task due to the following limitations:

• From a first principle perspective: lack of high-fidelity models (based on principles found in
physics and chemistry) robust to the significant variations in corrosion-inducing factors.
• From a machine learning perspective: lack of well-curated and large datasets, no clear consensus on the classification (labeling) of corrosion levels, variation of how corrosion affects
different vehicle components, etc.

In this research, we propose using the learning and inference capabilities of generative adversarial
networks (GAN) [6, 7, 8] to aid in extrapolation of corrosion in automobile images. As discussed
by Goodfellow et al. [6], generative adversarial networks consist of a two-player adversarial game
with two main components: a discriminator and a generator. The discriminator network learns to
determine whether a sample is from the model distribution or the data distribution. The generative
1

network creates an artificial sample and tries to fool the discriminator. Recent studies show that
generative adversarial network architectures achieve impressive results, especially in image-toimage translations applications [2, 9, 10], and are the primary motivation for this work.
We present two strategies for the extrapolation of corrosion in new automobile images through
time:

1. A vehicle-wide approach where the discriminator part of the deep learning model learns how
to identify different levels of corrosion (none, mild, moderate, and severe) present in images
containing cars, while the generator subnetwork learns how to transfigure images of cars
from one class into another, displayed in Fig. 1.1.
2. A specific vehicle body parts method, which is demonstrated in this work by extrapolating
corrosion in the car’s fender using two GANs, one for the rust level (using the alpha image
channel) and one for the rust texture (using the RGB channels). As illustrated in the left
panel of Fig. 1.2, in order to extrapolate mild, moderate, and severe corrosion levels, the rust
level GAN (RL-GAN) feeds from random draws of the original dataset and uses a random
noise in the latent space to increase the variability in prediction. The rust texture GAN (RTGAN) uses inputs from the RL-GAN and adds texture in terms of shades of brown. After
training, the two generative adversarial networks can transfigure images of an automobile
(used or new) and predict how the same would look at different corrosion levels.

The right panel of Fig. 1.2 illustrates a possible application of the proposed method; where the
GANs are used to visualize future corrosion damage in otherwise pristine vehicle parts. For example, our framework could be used in conjunction with an augmented reality educational tool
used to train technicians to perform of maintenance operations. In fact, a recent study [11] already
discusses the benefits of using augmented reality in this context.
2

Figure 1.1: First use case where the proposed model learns how to transform the entire vehicle into
three different levels of corrosion.

Figure 1.2: Second use case where the proposed framework learns how to transform a specific
vehicle body part into different levels of corrosion.

Finally, one of the main challenges of this work is the issue of building machine learning-based
models using very small datasets. In fact, we used datasets of only 235 and 24 original images to
obtain our vehicle-wide and localized corrosion results, respectively. To put it in perspective, the
MNIST database contains 60,000 training images and 10,000 testing images [12, 13]. Building
a dataset comparable in size to MNIST could be very expensive. For example, in a hypothetical
scenario that acquiring and labeling one image costs $5.00 (including everything from taking the
picture to the several post-processing steps to actually making it available to the large scientific
community), an MNIST-like dataset could cost around $300K. The cost could escalate quickly in
certain applications involving specialized labor and downtime costs, such as aviation and power
3

generation. Therefore, extending machine learning to industrial applications, where datasets are
inherently expensive, calls for specialized architectures and approaches for training and prediction.

Scope and Organization of this Research

The research, conducted in the context of a Master thesis, has the following main objectives:

• Extrapolating different levels of vehicle-wide corrosion in new cars;
• Applying corrosion maps on specific vehicle body parts;
• Addressing the issue of building machine learning based models using very small datasets.

The organization of this work is as follows. Chapter 2 gives an overview of deep learning methods, more specifically, deep neural networks, how generative adversarial networks work, image-toimage translation architectures, and the use of GANs to address unbalanced and/or small dataset
issues. Chapter 3 discusses the proposed image-to-image translation model for applying corrosion
on entire automobiles, presenting details of the dataset creation, explaining the framework architecture, the model’s loss function, and the training process, and providing some insights about the
capabilities and limitations of the presented method. Chapter 4 offers an in-depth analysis of the
presented framework for corrosion extrapolation in specific vehicle body parts. It details the rust
map extraction and the dataset creation process, the RL- and RT-GANs architectures, and their
loss functions and training procedures. Furthermore, it presents and discusses the results obtained
with this method. Finally, Chapter 5 highlights the present research work’s major conclusions and
portrays the future work scope on this topic.

4

CHAPTER 2: LITERATURE REVIEW

An Overview of Deep Learning

Deep learning has been the mainstream topic in machine learning lately [14, 15, 16]. Instead
of having to hand-design features, as it has been done with traditional machine learning design,
deep learning permits the data format to be closer to its raw format, meaning that most of the
process of feature extraction and abstraction becomes part of the model itself, as shown in Fig 2.1a.
Furthermore, the massive adoption of such techniques becomes evident when we look at the giant
tech leaders companies nowadays, which mainly have been developing and open-sourcing deep
learning frameworks throughout the recent years, as Fig. 2.1b illustrates.

(a) Machine learning vs. deep learning design.

(b) Deep learning frameworks.

Figure 2.1: Deep learning frameworks overview.

5

(a) Deep neural network schema.

(b) Classifier conceptual schema.

Figure 2.2: Deep neural networks architecture.

Deep neural networks are composed of numerous nested layers, as shown in Fig 2.2a. The standard
expectation is that a deep neural network takes raw data and outputs the desired result. Figure 2.2b
illustrates a conceptual visualization of a classification deep neural network. Taking a diverse
dataset as training data, once the neural network is trained, we can feed it a sample input, and the
expectation is that the first layers can extract the most conceptual representation of the data. As the
data gets more profound in the neural network, the abstraction levels become more complex until
the very last layer, which tells the classification result itself.
Moreover, we can classify several subtypes of networks as deep learning techniques, such as convolutional neural networks (CNNs), recurrent neural networks (RNNs), and generative adversarial

6

networks (GANs), among others. This last one stands as the main topic of this research. Unfortunately, the extraordinary capability of encapsulating the feature extraction as part of the model
comes with a high-cost associate. Most deep learning models depend on high amounts of data,
which can be challenging for several application domains. This challenge is also faced in our
study.

Generative Adversarial Networks

Generative adversarial networks (GANs) were introduced by Goodfellow et al. [6] and consist of
two main components: a discriminator and a generator. In this first proposed approach, also called
unconditional GAN and illustrated by Fig. 2.3, the generator network takes a random input and tries
to generate a sample similar to a real one. In contrast, the discriminator network aims to distinguish
the generated instances from the instances coming from the original dataset. One can say that both
play a two-player adversarial game where the generator aims to fool the discriminator, and the
discriminator tries to improve in the recognition task. This process produces a discriminator and a
generator loss that are both backpropagated through the network on training time. The generator
minimizes the probability of artificial images, while the discriminator maximizes the probabilities
for authentic images [6, 7, 8]. GANs have become a hot research topic lately, and several studies
show that such models accomplish exceptional outcomes, especially in image-to-image translation
applications [17, 18, 1, 2, 19, 20, 21].
Mirza & Osindero [17] introduced the concept of conditional GANs where prior information conditions the learning of the model. This idea is central to many state-of-the-art techniques, particularly for image-to-image translation. Radford et al. [18] showed that generative adversarial networks with convolutional neural networks (CNN) can be effectively used in unsupervised learning.
They proposed a series of architectural constraints (such as replacing pooling layers with strided
7

Figure 2.3: Unconditional generative adversarial network schema.

and fractional strided convolutions, using “batchnorm”, etc.) and demonstrated their efficacy in a
series of commonly used benchmark datasets with comparison against other GANs of their day.

Image-to-image Translation Architectures

Image-to-image translation, another important aspect of our method, is the task of transforming an
image from one domain to another. The central premise of image-to-image networks is the capability to capture the shared and distinctive features of each domain, allowing the transfiguration of
the different features while keeping the common aspects of different domains. Isola et al. [1] presented the “pix2pix” framework, where conditional GANs serve as a general-purpose solution to
image-to-image translation problems. The “pix2pix” model handles paired images, which means
that the output is known for every input. Figure 2.4 shows some sample “pix2pix” applications.
As a paired image-to-image translation solution, the success and impressive results achieved by
“pix2pix” depend on extensive sets of aligned image pairs.
Zhu et al. [2] proposed a method capable of handling unpaired image-to-image translation prob8

Figure 2.4: Examples of different image-to-image translation problems that “pix2pix” can solve,
adapted from [1].

lems called cycle-consistent generative adversarial network (CycleGAN). As the name suggests,
the output is unknown in unpaired image-to-image translation tasks, making the problem more
challenging. This difficulty is overcome by introducing a cycle consistency loss that captures the
premise that if one takes an image and translates it from one domain to the other and back again,
one should arrive at the original image. Figure 2.5 illustrates this technique. The generator G
takes an input x from the X domain and generates an instance Y ′ in the Y domain. After that, the
generator F takes Y ′ as the input and generates its representation x′ back to the X domain. The
difference between the original x sample and the generated x′ is computed as the cycle-consistency
loss. Likewise, these steps are applied to the samples in the Y domain. Accordingly, CycleGAN
uses transitivity to regularize structured data, allowing for translation of an image from a source
domain to a target domain in the absence of paired examples. This study adapts the CycleGAN
approach for generating three levels of vehicle body corrosion (mild, moderate, and severe). The
main differences are that while CycleGAN operates in two image domains, we proposed a scenario with multiple domains and used a highly unbalanced and noisy dataset. In this work, we also
propose a framework applied to the car fender only; therefore, the resulting models can learn the
particularities of this region.

9

Figure 2.5: Cycle-consistency loss, adapted from [2].

Generative Adversarial Networks for Small and Unbalanced Datasets

In many real-world applications, one will find a number of challenges that can need to be solved
in order to make GANs viable such as diversity of generated (a.k.a synthesized) images and unbalanced and/or small datasets. In order to improve the mapping from one domain to another, Babu
and Dubey [19] proposed a new cyclic-synthesized loss function. They tested their approach using
four benchmark image-to-image transformation datasets (comparing it against other state-of-the
art methods using multiple evaluation metrics). They found that the resulting GAN trained with
their method successfully limits redundant transformations and showed the best results amongst
the compared methods. Douzas and Bacao [20] addressed the problem of unbalanced datasets
in classification using GANs. Authors performed an extensive empirical study using 71 publicly
available datasets, 3 evaluation metrics and 5 classifiers. They concluded that conditional GANs
outperform other popular methods such as random oversampling and few variations of the synthetic minority oversampling technique [22]. Finally, Shaham et al. [21] addressed the problem

10

of learning generative models using extremely small datasets. Actually, their work is focused on
image generation learned from a single training image. This is useful in tasks such as texture synthesis, harmonization, animation, etc. In this contribution, we addressed the issue of diversity of
generated images as well as the small size of the training data. We address these issues by using
conditional GANs, adding a random noise in the latent space of the generator, carefully designing
the loss function, in addition to monitoring convergence of output distribution.

Corrosion in Computer Graphics

In Computer Graphics, engineers and scientists can either modify object geometries directly or
compose numerous textures manually to obtain realistic rendering results. However, these techniques may not always conform to aging processes resulting from materials composition, such as
corrosion, due to the high amount of physicochemical parameters that can induce these phenomena [23]. Merillou et al. [24] proposed a phenomenological model addressing the simulation and
rendering corrosion of metals, using an approach based on experimental data, which affects color,
reflectance, and geometry. Similarly, Jain et al. [25] presented a physio-chemically based stochastic model for weathering three-dimensional objects by demonstrating their internal damage and
their coherent external effect. They discretize the solid of interest and apply weathering transformations based on environmental and material factors and local geometry, which simulate pitting
corrosion. Next, the voxels are mapped back to the surface for rendering. Later, they extended
their idea by fusing their proposed simulation and photo-texturing for corrosion rendering [26].
Recently, Jain et al. [27] presented a framework for simulation and rendering of user-guided corrosion. They predict both the structural and aesthetic state of the object of interest, and user-provided
discrete characteristics can affect the corrosion process. Our proposed method uses the capabilities
of GANs to capture the corrosion features and translate them into a realistic texture.

11

CHAPTER 3: VEHICLE-WIDE CORROSION WITH GENERATIVE
ADVERSARIAL NETWORKS

This chapter aims to use the learning and generation capabilities of generative adversarial networks
to aid in the daunting predicting vehicle corrosion task. As discussed before, the significant variations in corrosion-inducing factors across the markets in which the vehicles are sold coupled with
variations in vehicle usage make this task extremely challenging.
Proposed by Goodfellow et al. [6], generative adversarial networks consist of a two-player adversarial game with two main components: a generator and a discriminator. The generative network
creates an artificial sample and tries to fool the discriminator. The discriminator network determines whether a sample is coming from the model or the data distribution. GANs achieved
remarkable results in image-to-image translation applications in recent years [1, 2, 9, 10]. Zhu
et al. [2] proposed a method called cycle-consistent generative adversarial network (CycleGAN),
which uses transitivity as a way to regularize structured data, allowing for translation of an image
from a source domain to a target domain in the absence of paired examples by introducing a cycle
consistency loss.
Here, we proposed a CycleGAN approach for generating three levels of entire vehicle body corrosion (mild, moderate, and severe). The principal differences between this approach and CycleGAN
are that while CycleGAN focuses on two pair images, translating from one domain to another, we
proposed a scenario with multiple domains and used a highly unbalanced and noisy dataset. The
discriminator network learns how to identify different levels of corrosion (none, mild, moderate,
and severe) present in images containing cars, while the generator learns how to transfigure images of cars from one class into another. After training, the GAN model can ingest the image of an
automobile (used or new) and predict how the same would look at different corrosion levels.
12

Proposed Image-to-Image Approach for Applying Corrosion Maps on Entire Vehicle Images

Rusty Cars Dataset

We started by creating a dataset to solve the problem presented in the paper. This new dataset was
created from scratch using pictures retrieved by Google Images searches and complimented with
samples presented on the Kaggle Carvana Image Masking Challenge [28] dataset. Details of the
datasets, training methods, ablation studies, and results can be found throughout this section.
We did not find a readily available and pre-labeled dataset to solve the proposed problem. Therefore, we created a dataset based of images freely available . Initially, we have created a web scraper
script that queries Google Images with a given term and saves a determined number of results. Our
base dataset was composed of the matches of the “car rust” and “rusty car” queries. As expected,
the search retrieved a couple of noisy data, which we manually remove from the dataset. Finally,
we classified the images in three corrosion levels categories: mild, moderate, and severe, as shown
in Figure 3.1.
Our dataset was also lacking cars with no corrosion in it. We then used the Kaggle Carvana
Image Masking Challenge [28] dataset, which contains a large number of car images. Each car has
precisely 16 images, each one taken at different viewpoints as shown in Figure 3.2. This dataset
also includes a cutout mask for each of the provided pictures. In addition to this, we also performed
data augmentation, cropping the images resulting in a partial view of the left, center, and right part
of the car, as shown in Figure 3.3.
Although we have a massive amount of images picturing cars with no corrosion provided by the
Carvana dataset, the number of rusty car images with a reasonable quality is deficient. Our final
dataset is composed of 65 mild, 97 moderate, and 73 severe samples. As the goal of this project
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Figure 3.1: Examples of images in our Rusty Cars dataset. The first row shows examples of cars
with mild corrosion levels, we can observe samples of moderate corroded vehicles on the second
row, and the last row shows instances of cars with a severe corrosion level.

is not to remove corrosion from cars, we have opted to repeat the rusty images during the training
process. Therefore, we added 300 random Carvana pictures to our dataset. The size of all images
in our datasets is 256 × 256.
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Figure 3.2: Examples of images and masks in the Kaggle Carvana Image Masking Challenge
dataset.

Multi-Domain Cycle-Consistent Generative Adversarial Network

The overall model architecture is illustrated in Figure 3.4. The main goal of the proposed model
is to learn the mapping functions between four different domains A, B, C and, D (representing
the respective corrosion levels classes: none, mild, moderate, and severe), as also illustrated in
Figure 3.5. Given the purpose of this specific application, we only illustrate the transformation of
car images without corrosion (A) to some corrosion level (B, C, D). Following the idea of the
cycle consistency [2], for each mapping from A to other domain (e.g., A → B), we have a return
mapping to A (e.g., B → A). This gives a total of 6 mappings (A → B, A → C, A → D, B → A,
C → A, D → A), each being modeled by a generative network (blue boxes in Figure 3.4). We
utilize the architecture from CycleGAN [2] for our generator models, which have accomplished
notable results in unpaired image-to-image translation problems. Each of them is composed of 2
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Figure 3.3: Examples of images in the extended Carvana dataset, with multiple car models and
diverse point of views and different crops.

stride-2 convolutions, 9 residual blocks [29], and 2 stride- 12 convolutions.
Moreover, we have 4 adversarial discriminators (DA , DB , DC , DD ) where each one aims to distinguish between images from the original domain and the translated images (orange boxes in Figure
3.4). For instance, DB distinguishes images between the domain B and the generated images from
A → B. Each of our discriminators is constituted of one stride-2 convolutional layer, followed by
3 blocks of one stride-2 convolution and instance normalization and a final stride-2 convolution.
Additionally, we built a segmentation network to eliminate the background of the input images, so
16

Figure 3.4: Full network architecture. At first, the mask is applied to the input without corrosion.
For all the other rusty classes, the segmentation model predicts the masks, passing each of them to
the mask optimizer, and then the optimized mask is applied to the rusty images. Following, each
sample is passed to the corresponding generator (blue boxes), which produces its corresponding
representation on the other domains. Finally, we have 4 adversarial discriminators (orange boxes)
where each one aims to distinguish between images from the original domain and the translated
images.

our generative networks can focus the learning only on the car as detailed in Subsection 3.
The overall loss is compound by two main terms. There are adversarial losses for matching the
distribution of generated images to the data distribution in the target domain. Additionally, there
are cycle consistency losses to prevent the learned mappings from contradicting each other.
The adversarial losses are applied for each mapping as:

minG maxD LGAN (G, DT ∗ , O∗ , T ∗ ) = Et∼P data(t) [logDT ∗ (t)] + Eo∼P data(o) [log(1 − DT ∗ (G(o))],
(3.1)
where G aims at minimizing the objective against an adversary D that tries maximizing it; O∗ and
T ∗ as origin and target domain (A, B, C, orD); G is the mapping O∗ → T ∗ ; F is the come back
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Figure 3.5: Cycle-consistency loss illustration.

mapping T ∗ → O∗ ; and finally, o ∼ P data(o) and t ∼ P data(t) are the data distribution for origin
o ∈ O∗ and target t ∈ T ∗ considering the training samples oi N
i=1 for each domain.
To ensure that the learned mappings are cycle-consistent, we use the cycle consistency loss as:

Lcyc (G, F ) = Eo∼P data(o) [F (G(o)) − o] + Et∼P data(t) [G(F (t)) − t],

(3.2)

where the forward cycle consistency is enforced given that, for each image oi from domain O∗ , the
image translation cycle should be able to bring o back to the original image (i.e., oi → G(oi ) →
F (G(oi )) ≈ oi ). Similarly, should also satisfy the backward cycle consistency (i.e., ti → F (ti ) →
G(F (ti )) ≈ ti ).
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The final loss is a balanced combination:
minG,F maxDO∗ ,DT ∗ L(G, F, DO∗ , DT ∗ ) = LGAN (G, DT ∗ , O∗ , T ∗ )

(3.3)

+ LGAN (F, DO∗ , T ∗ , O∗ ) + λ ∗ Lcyc (G, F ),
where λ controls the relative importance of the two objectives.

Supporting Segmentation Model

As we demonstrate later on Section 3, the preliminary results of the proposed model show that the
backgrounds of the Rusty Cars dataset had an evident effect on the model outputs. In order to overcome this undesirable effect, we proposed the addition of a segmentation model to try to eliminate
the background and focus the learning only on the car. We implement the segmentation model in
a U-Net architecture [30] with the MobileNetV2 [31] as the backbone. While the MobileNetV2
works as the encoder part of our U-Net, we employed 5 transposed convolutional 2D layers as our
decoder, using the MobileNetV2 blocks #1, #3, #6, #13, and #16 outputs as skipped connections
to reconstruct the image mask.
As illustrated in Figure 3.6, the generated mask is still very noisy. We further improved the segmentation results by adding a mask optimization algorithm with an adaptive threshold technique [32].
At first, we look for all background regions with an area of less than 10% of the total area and
transform them into the foreground. This process guarantees that there are no holes left on our
foreground prediction. After that, we employ the same algorithm scanning for foreground regions with an area of less than 10% of the total, switching them to the background. Applying this
method, we end up removing the noisy foreground predictions. We have chosen the threshold of
10% considering the nature of our dataset, which is composed of car pictures.
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Figure 3.6: Segmentation Model and optimization to generate masks for the Rusty Cars dataset.

Training of Neural Networks

We first trained our segmentation model (even before we train our generative adversarial network). We trained the model using the original Carvana dataset across 50 epochs, using Adam
optimizer [33] with a 0.001 starting learning rate reducing on the plateau by a factor of 5% and
sparse categorical cross-entropy loss. Figure 3.7 shows the loss and the accuracy progression during the epochs. It is noticeable that the segmentation model is overfitting, implying that some
changes need to be done either on the architecture or the training strategy to overcome this issue.
After that, we pre-process our data to save time during the training of the generative adversarial
network. First of all, we generate the masked images for our samples without corrosion. Following,
we predict the masks for all the other rusty classes, passing each of them to our mask optimizer.
Finally, the rusty masked images are created.
The proposed network was trained for 200 epochs with a batch size of only one sample. Therefore,
for each step of each epoch, a sample of each of the domains is taken as input, and their corresponding representation on the other domains are generated (A → B, A → C, A → D, B → A,
C → A, D → A). Next, the generator and discriminator losses are calculated, as discussed in
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(a) Loss vs. Epochs

(b) Accuracy vs. Epochs

Figure 3.7: Segmentation model training plots.

Section 3. Their values through the steps are shown in Figures 3.8, 3.9, and 3.10 The λ parameter
described on Equation 3.3 was fixed to 10.

Results and Discussion

We tested our solution without the segmentation model to analyze its importance to the results.
As shown in Figure 3.14a, when we removed the segmentation model from our architecture, our
network focused on learning the background changes instead of the car features.
Our next experiment was regarding the influence of the mask optimizer on the outcomes. After
removing it from our schema, the results were generated with some holes due to the poor quality
of our predicted masks. Figure 3.14b shows that our model learned to reproduce the effects of a
poorly generated mask applied to the original image.
We evaluated our model using our extended Carvana dataset (Figure 3.3) described here. For
21

(a) A → B

(b) A → C

(c) A → D

(d) B → A

(e) C → A

(f) D → A

Figure 3.8: Generator loss vs. steps
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(b) A → C → A

(a) A → B → A

(c) A → D → A

(d) B → A → B

(e) C → A → C

(f) D → A → D

Figure 3.9: Generator cycle consistency loss vs. steps
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(a) DA

(b) DB

(c) DC

(d) DD

Figure 3.10: Discriminator loss vs. steps

each of the samples without corrosion that we randomly selected, we generated its corresponding
representation on each of the other domains (mild, moderate, and severe).
Overall, our proposed network could learn the characteristics presented in different levels of corrosion, as illustrated in Figures 3.11, 3.12, and 3.13. It is possible to observe that the rust starts
on the car fenders and the lower part of the doors for mild levels, then it continues to spread over
the doors and the hood in moderate levels, and finally to the whole car in severe conditions. Our
model could handle images showing the whole car and also partial view scenarios, where only a
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Figure 3.11: Example of results when input images exhibit the entire car. First row shows the
input images. Second, third and fourth rows show the generated images for each respective class
of corrosion level (mild, moderate and severe).

small part of the car is visible.
After analyzing the results presented in the previous section, we can establish that the implementation of the image-to-image generative adversarial network with cycle consistency with multiple
classes, and therefore, multiple domains, is possible. While the results here exhibited thus far not
perfect recreations, they validate the concept. We believe that results would get dramatically better
with potentially less problematic set of images of rusty cars.
The model was able to transfigure the input images (with no corrosion) to the different corrosion
levels classes, even considering the large variability in point of view, scale, and incomplete images.
Unfortunately, many examples manifested inconsistency in the colors of the transformed cars,
especially in the severe class. We believe that it might be a direct artifact of the low number
of samples in the rusty car dataset. This subset has just a few color variations; and in the most
severe case, the brown “rusty” color predominant. For instance, the bright blue color of the second
25

Figure 3.12: Example of results when input images exhibit closer big section of the car. First
row shows the input images. Second, third and fourth rows show the generated images for each
respective class of corrosion level (mild, moderate and severe).

Figure 3.13: Example of results when input images just exhibit a small part of the car. First
row shows the input images. Second, third and fourth rows show the generated images for each
respective class of corrosion level (mild, moderate and severe).
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column example in Figure 3.11 is transformed into more common colors in all classes.
Sometimes, during the training of the model, the quality of the transformation outputs started
to degrade after several epochs. This might be directly related to the intrinsic multi-objective
loss function. As presented in the Equation 3.3, the factor λ can be used to control the relative
importance of the objectives, and it was kept fixed during the whole training. We believe that a
scheduling adjustment of this factor could help the model training stability.
Additionally, when training without removing the background from the images, as demonstrated
in Figure 3.14, the performance of the model noticeable decreases. Consequently, it becomes
clear for us that the segmentation model played a crucial role in achieving the presented results.
We understand that the quality of the results could substantially be improved by having better
cutout masks for the rusty cars dataset. This could be achieved by improving the labeled dataset
(including pictures purposefully taken to highlight rusty cars, manually annotating segmentation
masks, or improving the segmentation model and mask optimization used). After examining the
training history and outputs of the segmentation model shown here, we believe that, potentially,
the model could be improved by adjusting the architecture (using more layers of MobileNetV2 or
replacing it with a more complex backbone).
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(a)

(b)

Figure 3.14: Ablation results: (a) Network without segmentation model focuses on the background. (b) The model learned to reproduce the holes due to a badly generated mask.
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CHAPTER 4: DETAILED CORROSION WITH SPECIALIZED
GENERATIVE ADVERSARIAL NETWORKS

Besides the lack of high-fidelity models (based on principles found in physics and chemistry) that
are robust to the considerable variations in corrosion-inducing factors, the lack of well curated and
large datasets, no clear consensus on the classification (labeling) of corrosion levels, variation of
how corrosion affects different vehicle components also exacerbate the challenges found in the
modeling vehicle corrosion and its spread task. In this chapter, we addressed the issue of diversity
of generated images as well as the small size of the training data.
Conditioning the learning of generative adversarial networks with preliminary information was
introduced by Mirza et al. [17] and is central to many state-of-the-art methods, especially for
image-to-image translation. Isola et al. [1] proposed the “pix2pix” framework, which comprises
conditional adversarial networks as a general-purpose solution to image-to-image translation problems. The success and outstanding results achieved by “pix2pix” come at the cost of extensive sets
of aligned image pairs.
In order to handle the challenges associated with small datasets, we developed two GANs, one for
the rust level (using the alpha image channel) and one for the rust texture (using the RGB channels).
We demonstrate the framework by extrapolating corrosion in the fender of the car. Concentrating in
a specific region was essential to improve the realism and overcome the limitation of a significantly
reduced dataset. The rust level GAN (RL-GAN) feeds from random draws of the original dataset
and uses a random noise in the latent space to increase the variability in prediction. The rust
texture GAN (RT-GAN) uses inputs from the RL-GAN and adds texture in terms of shades of
brown. Therefore, we address the dataset size and diversity issues by using conditional GANs,
adding a random noise in the latent space of the generator, carefully designing the loss function, in
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Figure 4.1: Examples of images in the “Rusty Fender” dataset.

addition to monitoring convergence of output distribution.

Proposed GAN-based Approach for Applying Corrosion Maps on Specific Vehicle Body Parts

Rusty Fender Dataset and Rust Map Extraction

As we previously mentioned, one of the major challenges in this work is the lack of readily available, and well curated, datasets. In order to overcome this limitation, we (a) focused on localized
corrosion on car fenders, and (b) used a web scraper to collect images. This web scraper script
queried Google Images with the following “rusted car fender” phrase and saves 300 images out of
the search results (we only used images without any commercial usage licenses). This approach
allowed us to down select 24 images (minimal quality for our application) to form what we called
the “Rusty Fender” dataset. While the dataset is small, it shows rich variety of vehicle colors,
lighting conditions, camera angles, and more importantly, overall rust progression, as illustrated in
in Fig. 4.1.
With the collected rusty fender images in place, we proceed to extract the rust level and texture
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maps from each image. We modified the approach presented by Iizuka et al. in [34] to select
these rust maps with reduced manual intervention. The original approach builds a patch-based
synthesis of weathering degrees in images (such as plaster peeling in building facades, or moss
growing in stone sculptures). The main advantage of the approach is the robustness in terms of
image conditions as well as the ability to work on one individual image at a time (as opposed to
having to create a machine learning model just for this task). As illustrated in Fig. 4.2a, in our
version of the algorithm:

Step.1: Given input image, we specify the most rusted pixel along the fender and the least rusted
pixel in any place on the car body.
Step.2: The rust intensity is calculated using radial basis functions on top of the LAB channels,
and the x and y pixel coordinates, respectively.
Step.3: The rust level and texture for the fender are isolated based on the estimated inner radius,
which is computed after three points along the fender radius are manually selected, and
the fading of the rust intensity along the radial direction.
Step.4: The rust level and texture maps are finally obtained by mapping the rust texture and levels
out of the fender into a normalized rectangular region.

The overall process is very simple and robust and requires manual selection of only five points
(three along the fender and two on the car body). Results were very robust to the selection of
points, as long as points are selected consistently. Preferably, but not necessarily, the three points
along the fender should be on rust region and the two points outside have to be of about the same
color and light condition (few additional rusted pixels are collected outside the fender perimeter
line before we assemble the radial basis function interpolator). Figure 4.2b shows the rust level
and texture maps obtained for other four sample images from the “Rusty Fender” dataset.
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(a) Generating rust level and texture maps.

(b) Samples of rust level and texture maps.

Figure 4.2: Creating rust level and texture maps out of the “Rusty Fender” dataset.

Once we have rust level and texture maps, we can apply them into any other fender image by (i)
identifying the car fender throughout its curvature; and (ii) replacing the pixels along the arc that
overlay with the rust level and texture maps. The process makes the maps to conform with the
different fender geometries. Figure 4.3 illustrates the results obtained when rust level and texture
maps are extracted from an actual image from the “Rusty Fender” dataset and then applied into
non-corroded fenders of different cars. While results are realistic in nature, factors such as vehicle
color and light exposure can play a role in the overall realism. Later in this paper, this same
process will be used for maps that come from our GANs. Therefore, Fig. 4.3 help us setting the
right expectation for what the multiple GANs will generate, as they are expected to be able to
create images of similar realism.
Extracting the maps from all the images of the rusted fender dataset produced a dataset containing
24 pairs of rust level and texture maps. We apply vertical flipping to all pair of maps (doubling the
original number). This is the only data augmentation procedure that we applied before training our
GANs. We do not recommend other procedures such as adding noise, which negatively influences
the intensity distribution of the maps, or horizontal flipping, as it would effectively flip how the
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Figure 4.3: Rust level and texture map application from a sample “Rusty Fender” datasetimage
into four other cars.

rust spreads outwards from the edge of the fender towards the car body (making it non-realistic).

Multiple Generative Adversarial Networks

The rust level and texture are modeled by two conditional GANs such that:

• Rust level GAN (Fig. 4.4a): We use a conditional GAN for the rust level (RL-GAN) formed
by a generator (G1 ) and a discriminator (D1 ). The generator architecture is adapted from [1]
and is composed of an encoder-decoder network with skip connections between mirrored
layers in the encoder and decoder stacks. For the encoder, each block is of the form stride-2
2D convolutions-BatchNorm-ReLu, and for the decoder, each block is of the form stride-2
2D transposed convolutions-BatchNorm-ReLu. The first convolutional layer has 64 filters.
The filter of the subsequent layers doubles its size after each convolution. The discriminator
architecture is adapted from [1] and [35] and is composed of 5 stride-2 2D convolutional
layers starting with a filter of size 32 and doubling its size after the convolutions, followed
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by 3 fully-connected layers of 512, 256, and 128 units. In order to improve the generator’s
accuracy, we (a) add a random noise to the latent feature space; and (b) feed its encoder with
random samples from the original dataset in each epoch (in this study, we use 4 samples
based on tests). These two proposed architecture features force the generator to learn the
inherent spacial intensity distributions of the level map (i.e., location and intensity). Furthermore, the conditional input and noise in the latent space are intentionally added to the
network design in order to overcome the issue of having a small dataset. The discriminator
D1 is optimized to minimize the classification errors and it is expected to output 1 while
evaluating a real sample and 0 while evaluating a generated sample. The generator G1 is
trained to maximize the probability that the discriminator D1 will misclassify the generated
maps.
• Rust texture GAN (Fig. 4.4b): The rust texture GAN (RT-GAN) is also a conditional GAN,
formed by a generator (G2 ) and a discriminator (D2 ). The generator architecture is essentially the same that was adopted for the RL-GAN (except that no noise in introduced in the
latent space). The discriminator architecture is also adapted from [1] and is composed of 4
stride-2 2D convolutional layers with filter sizes of 32, 64, 128, and 1, respectively. Each
of those layers is activated by ReLu. The output rust level map of the RL-GAN works as
the input for the RT-GAN. In practical terms, the RT-GAN is tasked with adding texture to
a pre-existing rust level map. Therefore, the loss functions become the most crucial component of this network. Besides the classic discriminator loss (which drives the discriminator
to correctly classify rust texture maps as real or generated), we propose a generator loss that
has three components. One of the components is design to capture the difference between
texture maps generated for pre-existing rust level maps. The other two components capture
the ability that the generator has to fool the discriminator into misclassifying rust textures
generated out of actual and generated maps; i.e. G2 (Y1 ) and G2 (Y1′ ), respectively.
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(a) Rust level GAN (RL-GAN) architecture

(b) Rust texture GAN (RT-GAN) architecture

Figure 4.4: Generative adversarial neural network architectures for rust level and texture maps.
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This way, we define the loss for the generator G1 as:
LG1 = E [log(D1 (Y1′ )] ,

(4.1)

where Y1′ = G1 (s1 , n1 ) is the rust level map generated by G1 when taking a random sample of
images s1 and random noise n1 as inputs; D1 (.) is the probability of being an actual level map
assigned by the discriminator D1 ; and E[.] is the expected value operator applied in the data batch
used in one epoch.
The loss for the discriminator D1 is:
LD1 = E [log(D1 (Y1 )] + E [log(1 − D1 (Y1′ )] ,

(4.2)

where Y1 is a sample drawn from the original rust map dataset.
As we previously mentioned, the design of the loss function for the generator of the RT-GAN involves three components (two supervised loss components and one unsupervised loss component):

LG2 = E [∆(Y2 , G2 (Y1 ))] + E [log(D2 (G2 (Y1 ))] + E [log(D2 (G2 (Y1′ ))] ,

(4.3)

where ∆(Y2 , G2 (Y1 )) = 100 × E [∥Y2 − G2 (Y1 )∥] measures the disagreement between the generated texture map for a known rust level map, G2 (Y1 ), and its actual texture, Y2 ; Y1 is the rust level
map correspondent to the rust texture map Y2 ; Y1′ is a rust level map generated by the RL-GAN;
and D2 (.) is the probability of being an actual texture map assigned by the discriminator D2 .
The loss for the discriminator D2 is:

LD2 = E [log(D2 (Y2 )] + E [log(1 − D2 (G2 (Y1 ))] ,
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(4.4)

where Y1 and Y2 are samples drawn from the original rust map dataset.
We first trained the RL-GAN; which once optimized will produce the inputs needed for the training
of the RT-GAN. During training of either GAN, in any given epoch, we first perform one pass of
the backpropagation algorithm through the discriminator and update its trainable parameters. After
that, we pass the backpropagation through the generator and update its trainable parameters before
moving to the next epoch.
One of the most important contributions of this work is the design of a GAN scheme that is robust
to small datasets. Under such condition, scientists and engineers can not afford splitting the data
between training, validation, and testing (as it is commonly the case in deep learning). Therefore,
we propose assessing the overall accuracy of both GANs by monitoring the distribution of pixel
intensity. In practice, we quantify the degree of similarity between the generated and target distributions using metrics such as the Kolmogorov-Smirnov distance (maximum absolute distance
between two cumulative distribution functions), Kullback-Leibler divergence (relative entropy or
dissimilarity between two distributions), Jensen-Shannon divergence (total divergence to the average), and the Bhattacharyya coefficient (amount of overlap between two statistical samples),
among others.
Finally, architecture details such as the choice of number of convolutional layers, number of neurons used in the classification head, and activation functions, among others, is outside the scope of
this paper. In fact, depending on computational resources available, we encourage the interested
reader to pursue neural architecture search [36, 37, 38] for further network optimization.
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Replication of Results

Simulations were conducted using a Linux server configured with 64 Intel(R) Xeon(R) CPUs E52683 v4 at 2.10GHz, 132GB of RAM, and 2 16GB NVIDIA Tesla P100 GPUs running Ubuntu
16.04. Our implementation is all done in TensorFlow1 using the Python application programming
interface (version 2.3.1).

Results and Discussion

We trained each of our networks for 5,000 epochs. The rust level generator (G1 ) has 16, 661, 761
parameters, while the rust level discriminator (D1 ) has 3, 830, 017 parameters. The rust level GAN
takes approximately 7 minutes to finish training. On the other hand, the rust texture generator
(G2 ) has 16, 662, 787 parameters, while the rust level discriminator (D2 ) has 94, 401 parameters.
The rust texture GAN training takes approximately 15 minutes to finish. Inference time for both
RL-GAN and RT-GAN simultaneously is on the order of one second.
Given the complexity of rust level and texture maps, the main goal while training the multiple
GANs is to have them being able to generate the intensity distributions of level and texture maps
similar to what is found in the “Rusty Fender” dataset. Figure 4.5 shows the histograms of the
rust level and texture intensities over the epochs during training of both the rust level and texture
networks. KL divergences and KS distances are shown at the top of the histograms; while realizations out of the network are illustrated at the the bottom. For both networks, we notice that rust
intensity starts with sharp distributions centered at zero. In effect, this accentuates the gradients of
the loss functions with respect to the trainable parameters of generator and discriminator networks.
With only 500 epochs, the distributions are centered around -1 (which coincides with the target
1
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distribution). From that point onward, the training of the networks focuses on the spread of the
intensities. The increased agreement between the predicted and target distributions is quantified
by both KL divergences and KS distances throughout the training. In terms of realizations out
of the network predictions, we notice that for the RL-GAN, the initially fully gray-covered maps
only start to resemble the target maps by epoch 2,500, with substantial improvement in sharpness
of contours until epoch 5,000. On the other hand, the RT-GAN shows reasonable convergence
at epoch 2,500 (with small refinement until epoch 5,000). The benefits of the proposed multiple
GANs becomes evident as the predicted images reassemble the training set even when the training
is performed using a very limited and non-ideal dataset.
Once the multiple GANs are trained, predictions out of both RT and RL networks can be applied
at the fender of different cars. Figure 4.6 illustrates such set of predictions. On the left of the figure
we can see the example of original images with non-corroded fenders. This set exhibit different
colors, light/shade conditions, as well as particular features in each car. For example, while the first
image at the top comes with a bent area between the fender and the fuel cap; the second image from
the top shows a dark-color car with dirty wheels; the third image has some dirt on the ground; and
the last image shows a white car (white and black cars highlight defects in paint). When different
realizations of the rust level and texture maps are applied to these images, we can see that the
degree of realism is mostly high. As expected, in each new image, we observe that different
regions along the fender blend better with the generated map than others. With few exceptions, it
is hard to identify that the rust is artificially introduced (excluding the bias in perception due to the
fact that we do see the images on the extreme left).
Next, we test the multiple GANs in a highly challenging case. Figure 4.7 illustrates how our
approach is capable of producing realistic extrapolation of corrosion even when parts of the car
are already corroded (including regions along the fender). In fact, the original image already has
severely corroded spots near the fender and underneath the passenger door. Nevertheless, all five
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(a) Rust level network

(b) Rust texture network

Figure 4.5: Convergence of intensity distributions for the rust level (RL) and rust texture (RT)
networks in training.

realizations shown are equally realistic and the predictions made by the GANs blend very well with
the original image. The blending is noticeably smooth in the corners of the fender with pre-existing
corrosion (top left, bottom left and bottom right corners).
Finally, we also illustrate how the proposed multiple GANs can be used to visualize progression
of corrosion. Without loss of generality, Fig. 4.8 shows the spread of rust by applying an arbitrary
exponential decay over time to the rust maps. The sequence of images satisfactorily resemble
how corrosive damage would progress (visually). In the future, this result could be combined with
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Figure 4.6: Applying rust level and texture maps generated with the multiple GANs into noncorroded fenders.

principle-based cumulative damage models in order increase the physical fidelity level of the image
sequence.
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Figure 4.7: Applying different realizations of rust level and texture maps generated with the multiple GANs into an actually corroded fender.

Figure 4.8: Emulating the progression of corrosion with the proposed method.

42

CHAPTER 5: SUMMARY AND CLOSING REMARKS

Lessons Learned

In this MSc research, GANs-based approaches were proposed for rust extrapolation in two different
case studies: the entire vehicle and in specific automobiles parts (focusing on the fenders). We
addressed the following obstacles for each use case:

• Vehicle-wide corrosion:
– Non-ideal datasets: images of cars without signs of corrosion were easily obtained
(Carvana dataset) and had examples of different car models, points of view, colors, etc.
The only drawback was the low variability in light conditions (as these images were
all in relatively high white light exposure). However, high-quality images of cars with
different corrosion levels were extremely difficult to obtain. The dataset collected here
was biased towards old car models (which do not reflect the Carvana dataset), with
busy backgrounds and poor paint color variability. These problems are on top of the
subjective corrosion level classification of the cars presented in these images.
– Multi-domain cycle-consistent GAN: we extended the CycleGAN capabilities to multiple classes, transforming images between multiple domains. Our application used
our models to transfigure images of cars presenting no signs of corrosion to cars with
different corrosion levels (from none to either mild, moderate, or severe).
• Specific vehicle body parts corrosion:
– Non-ideal datasets: we created the “Rusty Fender” datasetas no pre-existing wellcurated dataset was available. After collecting freely available images, we segmented
43

the regions of interest with an automated process to extract rust level and texture maps.
– GANs for semi-supervised learning: we proposed a solution based on two GANs (one
for the rust level and one for the rust texture). The rust level GAN overcomes the
limitation of limited data by using randomly samples of the data as conditional inputs
for the generator. Random noise is added in the latent space to enhance diversity of
predictions. The generator output feeds both the generator and the discriminator loss
functions. The rust texture GAN overcomes the data limitation by using the output
of the rust level GAN paired with a random sample from the dataset as input. The
predictions for both maps are used in the supervised and unsupervised generator losses,
while the prediction and actual texture maps are used in the discriminator loss.
– Alternative to testing and validation sets: in our application, given the very reduced
size of the dataset, it is virtually impossible to split the data into training, test, and
validation sets. While we use the available data in the stochastic gradient descent, we
proposed monitoring the distributions of rust level and texture intensities, as a way to
evaluate the prediction capabilities of the GANs.

Under the presented circumstances, the model for vehicle-wide corrosion extrapolation was still
able to overcome the limitations of a poor dataset and could transform the car images into different
levels of corrosion. Our experiments also demonstrated that concentrating in a specific region was
essential for improving realism and overcoming the limitation of a very reduced dataset. Furthermore, our results suggest that GANs can be used in applications in which datasets are small and
non-ideal, and that semi-supervised learning can greatly help address the limitations imposed on
conventional deep learning. This capability has positive implications for industrial applications
that often are plagued with datasets that are either small, poorly labeled, noisy, or have unbalanced
class distribution (or even a combination of such problems).
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Future Research

While here we used the extrapolation of corrosion in automobile and automobile parts (e.g., the
fenders) as a case study, as future research, we believe the following could be addressed:

• Extend approach to other applications: we believe the methodology can be extended to other
applications such as visual inspection of industrial equipment with a limited field of view.
In this case, the GANs can be trained to extrapolate the image outside the field of view and
help schedule full inspection and maintenance routines.
• Extrapolation beyond fenders: we also would like to extend the pipeline of models and
incorporate other deep networks for spatial fusion, similarly to what is discussed in [39, 40].
• Model architecture: further customization of GANs including number of layers, number
of neurons, activations functions, and choice of optimizers could be studied in the future.
Subject to application complexity, one could pursue the optimization of the data-driven architecture alternatives with technologies such as neural architecture search [36, 37, 38].
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