This paper presents an analysis of the thermodynamics of a model glass former. We have performed equilibrium sampling of a popular binary Lennard-Jones model, employing parallel tempering Monte Carlo to cover the crystalline, amorphous, and liquid regions of configuration space. Disconnectivity graphs are used to visualize the potential energy landscape in the vicinity of a crystalline geometry and in an amorphous region of configuration space. The crystalline global minimum is separated from the bulk of the minima by a large potential energy gap, leading to broken ergodicity in conventional simulations. Our sampling reveals crystalline global minima that are lower in potential energy than some of the previous candidates. We present equilibrium thermodynamic properties based on parallel tempering simulations, including heat capacities and free energy profiles, which depend explicitly on the crystal structure. We also report equilibrium melting temperatures.
I. INTRODUCTION
The thermodynamic properties of supercooled liquids and glasses depend upon the underlying potential energy surface. If a liquid is supercooled below the melting temperature of the crystal, T m , but does not crystallize, it can become trapped in the metastable state of a noncrystalline solid, or glass.
1- 4 The observable properties of a glass, such as viscosity, are essentially those of a solid at the corresponding temperature, but the atomic or molecular structure resembles a liquid, with a lack of long-range order. It is still unknown if the glass "transition" is a true phase transition, but it has been experimentally observed that upon passing through a glass transition temperature T g , thermodynamic properties such as the heat capacity can exhibit pronounced features. 1, 5 However, the value of T g depends on the experimental cooling rate, indicating that the observed transition is nonequilibrium and can be viewed as trapping in the amorphous state. Faster cooling rates are then associated with glasses that have a higher potential energy because they have not had time to relax as far down the energy landscape. 5, 6 A rich phenomenology and a plethora of anomalous properties are associated with the glassy state. For some supercooled liquids, transport properties and relaxation times vary more rapidly with temperature than would be predicted by the Arrhenius law ͑e −⌬G/k B T ͒. The effective activation free energy ⌬G increases as the temperature approaches T g . 6 An Arrhenius plot of viscosity is often used to classify supercooled liquids 4 into "strong," where the viscosity exhibits Arrhenius temperature dependence, and "fragile," where ⌬G apparently increases at lower temperature. For fragile liquids the glass transition is usually accompanied by a larger heat capacity peak than for strong systems. 7 Along with T m and T g , another characteristic temperature for a glass is T K , the Kauzmann temperature, which is associated with an "entropy crisis" prediction. T K is defined as the nonzero temperature at which the extrapolated entropy of the supercooled liquid could become negative, due to the fact that liquids generally have higher heat capacities than crystals. 8 Upon approaching T g , both transport and dielectric properties of the liquid may display anomalous behavior, such as decoupling of translational and rotational diffusion coefficients 9 and the appearance of additional peaks in dielectric loss spectra. 10 At very low temperature some systems exhibit a further heat capacity feature, which has been attributed to excess low-frequency vibrational modes and two-level systems. 11, 12 Following Goldstein 13 and Gibbs, 14 the potential energy landscape formalism has frequently been used to describe the glass transition and properties of supercooled liquids and glasses. 15 A supercooled liquid is believed to be trapped in a metastable state where it explores a large number of disordered local minima, from which the crystalline region is kinetically inaccessible on the observation time scale. 6, 16, 17 The properties of the corresponding glass can then be described in terms of the local organization of the potential energy surface ͑PES͒, the relative stability of the local minima, and the transition states that connect them. For example, it has been suggested that strong and fragile liquids have distinctly different topologies in the low-lying region of the PES, with fragile systems characterized by competing potential energy "funnels," while strong systems might appear "uniformly rough." 18 The features in dielectric loss spectra have been attributed to two different types of motion on the PES: intercon-versions between local minima separated by low barriers and transitions that involve larger barriers. 18 The rapid decrease of the entropy underlying the entropy crisis phenomenon has been connected with the decrease in the number of configurations that are explored by the system during cooling. 19 The separation of time scales, another feature in the dynamics of supercooled liquids, can be interpreted as the separation of molecular motion into vibrations within potential minima and transitions between neighboring local minima. 13 The thermodynamic description of the glassy state in terms of the properties of the potential energy landscape is based on the "inherent structure" ͑IS͒ formalism of Stillinger and Weber. 18, [20] [21] [22] [23] This approach corresponds to the superposition method widely used for analyzing the thermodynamics of clusters. 6 The PES that defines the configurational space of the glass is represented as the set of basins of attraction of local minima, each of which is the set of instantaneous configurations associated with a given local minimum by a steepest-descent pathway. The canonical partition function ͑in the NVT ensemble, where V is the volume͒ is then written as a sum over all the inherent structures:
where V IS is the potential energy of the corresponding inherent structure, ⍀ IS is the potential energy density of local minima, and ͗F IS ͘ is the average free energy of basins with the same V IS . The landscape is characterized by the number of local minima, their potential energies, and their volumes in configuration space. At a given temperature ⍀ IS ͑V IS ͒ makes an entropic contribution to the total free energy, namely, the inherent structure entropy: S IS ϵ k B ln ⍀ IS ͑V IS ͒. S IS must be clearly distinguished from the full configurational entropy, which includes the vibrational contributions from each minimum. If necessary the summation can be restricted to a certain region of configuration space using the potential energy or a structural order parameter, and configurational and vibrational contributions can be separated. The above formalism also underlies the Adam-Gibbs theory of the glass transition, 24 which connects kinetics and thermodynamics by relating the relaxation time of the supercooled liquid to the configurational entropy.
A popular approximation to ⍀ IS ͑V IS ͒ arising from the random energy model 25, 26 is a Gaussian distribution:
where ⍀ IS ͑V IS + ⌬V IS ͒ is the density of local minima, or landscape depth distribution, in the potential energy range V IS + ⌬V IS , exp͑␣N͒ is the number of basins estimated from the number of atoms N, and ⍀ is the parameter for the width of the distribution. Although this approximation breaks down in the low energy tail, 27 ,28 a set of Gaussians representing ground-state and excited-state populations has frequently been used in models of glasses and liquids. [29] [30] [31] [32] [33] [34] [35] The present contribution in part aims to demonstrate that the density of local minima obtained from an equilibrium sample of the PES can be used to provide a quantitative description of the distribution of inherent structures.
Numerous simulation studies of glasses have focused on sampling the density of inherent structures in the amorphous state. [36] [37] [38] [39] The present work employs parallel tempering 40, 41 /histogram reweighting [42] [43] [44] [45] [46] to probe the potential energy landscape for the binary Lennard-Jones model glass former. The basin-sampling approach 47 is also used to investigate ⍀ IS ͑V IS ͒ directly. Our principal aim is to understand how inclusion of the crystal structure influences the equilibrium thermodynamics of the system and to calculate T m . The paper is organized as follows. In Sec. II we briefly describe the model potential and its implementation, review the simulation methods, and introduce the order parameters that are used to define the Landau free energy surfaces. Section III focuses on results of the equilibrium simulation of the density of both local minima and instantaneous configurations and describes thermodynamic properties of model glass formers such as heat capacities and free energy profiles.
II. METHODS

A. Model potential
Binary mixtures serve as a popular model in simulations of structural glasses. Due to the presence of two atomic species, crystallization is generally slower than the molecular dynamics time scale. 6, 48 Binary Lennard-Jones ͑BLJ͒ systems are some of the most commonly treated models, 15, 19, [37] [38] [39] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] and Andersen has recently compared the results obtained with different binary glass formers. 59 The Lennard-Jones potential is written as 60 
V͑r͒
= 4⑀ ͚ iϽj ͫͩ r ij ͪ 12 − ͩ r ij ͪ 6 ͬ ,
͑3͒
where the values of and ⑀ depend upon i and j. We have used an 80% ͑A͒-20% ͑B͒ mixture with periodic boundary conditions, parameters AA = 1.0, AB = 0.8, BB = 0.88, ⑀ AA = 1.0, ⑀ AB = 1.5, ⑀ BB = 0.5, and a cutoff R sc of 1.842. 54, 61 For BLJ 256 the dependence of the results on the choice of the cutoff was checked by performing additional simulations with R sc = 2.987 ͑see below͒. We have investigated the effects of both supercell size and density on the thermodynamics. For BLJ 60 17, 62 To illustrate the effects of density for the BLJ 60 256 , R sc of 1.793͒. Previous work has shown that over this density range, the system becomes more fragile in character. 58, [63] [64] [65] To ensure that the potential ͓Eq. ͑3͔͒ and its derivatives are continuous at the cutoff, the Stoddard-Ford shifting technique 66 was used:
The above modification of the potential leads to an increase of the equilibrium pair separation and a decrease of the pair well depth, so the reported values of the potential energy depend upon the value of the cutoff. Since the potential energy is extensive, it is sometimes convenient to report the energy of local minima per atom. The total potential energy of the supercell may also be used. Throughout the present report the unit of energy is ⑀ AA , the unit of length is AA , and the reduced temperature is defined as k B T / ⑀ AA , etc. Until quite recently, the crystal structures supported by the BLJ potential were unknown, and some authors believed they did not exist. However, the "basin-hopping" global optimization technique located crystalline structures for both BLJ 60 and BLJ 256 that are much lower in energy than the lowest-lying amorphous configurations. 61, 67, 68 The lowest structure located to date is a phase-separated combination of a pure face-centered-cubic A phase and an AB phase based on the CsCl lattice. 69 It is the large free energy barrier to crystallization that produces a low nucleation probability, thus trapping the system in the amorphous region of configuration space. The crystalline global minimum is therefore disconnected from the amorphous configuration space on the molecular dynamics time scale.
The potential energy landscape in the vicinity of a crystalline geometry has been visualized before using disconnectivity graphs. 6, 61 This construction requires a database of local minima and the transition states that mediate rearrangement pathways between them. 6, [70] [71] [72] [73] In the present work transition states were obtained using hybrid eigenvector following 74 ,75 for single-ended searches and the doubly nudged 76 elastic band 77 approach for double-ended searches. A disconnectivity graph is produced by grouping the local minima into disjoint sets, or "superbasins," 70 at a regular series of potential energy thresholds V ␣ . The minima within a superbasin can interconvert without exceeding V ␣ , but pathways between superbasins have at least one transition state lying above this threshold. The superbasins present for a given V ␣ are represented by points at height V ␣ on the vertical axis; the horizontal axis is usually arbitrary. Superbasins at different values of V ␣ are connected if they contain common minima, and lines terminate at the energy of each local minimum. The key organizing principle is that local minima or superbasins merge together at energy V ␣ if a path exists between them where all the minima and transition states have potential energies below V ␣ .
A disconnectivity graph for one particular crystalline region of BLJ 320 is reproduced in Fig. 1 . 61 It provides a striking comparison with the new graph obtained in the present work for an amorphous region of configuration space in BLJ 60 at number density of 1.3 ͑Fig. 2͒. This graph corresponds to a stationary point database obtained over a locally ergodic time interval. 78 A detailed analysis of disconnectivity graphs for varying number density will be presented elsewhere. Here we note that the appearance of the graphs obtained for BLJ 60 is qualitatively the same for number densities covering a range of fragilities. All of these have a highly frustrated appearance, with numerous potential energy funnels separated by relatively high barriers, as in Fig. 2 . There is no qualitative difference between the graphs obtained for densities corresponding to strong and fragile systems. Understanding the relation between fragility and the underlying PES will therefore require analysis beyond the stationary points visited in single locally ergodic trajectories. This observation again points to the likely role of the number of available connections corresponding to diffusive rearrangements in determining whether a system exhibits Arrhenius or super-Arrhenius diffusion. 63 We hope to resolve this issue in future work.
B. Simulation details
Parallel tempering Monte Carlo 40, 41 ͑MC͒ was used to study the thermodynamics of melting in BLJ glass forming Selected regions of the supercell are illustrated for a crystal and two lowlying minima that have one or two B atoms ͑red͒ displaced to alternative interstitial sites.
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Properties of a model glass former J. Chem. Phys. 127, 044508 ͑2007͒ systems, including the contribution of the crystal structures. For each system, the parallel tempering calculations consisted of several runs with 32 replicas covering temperature ranges depending on the system and the density. A first estimate of the melting temperature was carried out using a geometric progression in temperature in the ranges of 0.4-1.2 for BLJ 60 and BLJ 256 at density 1.2 and 0.8-1.4 for BLJ 320 at the same density. These preliminary simulations consisted of 10 7 MC sweeps, following 10 6 equilibration sweeps, for each replica. After the first estimates for the melting points were obtained, the two temperature ranges were reduced to 0.4-1.0 and 0.9-1.1, respectively, with 20 temperatures from the 32 replicas following a geometric progression. The remaining 12 replicas were allocated at intermediate temperatures, in order to increase the overlap between distributions close to the melting peak. Four successive series of 10 7 +10
6 MC sweeps per replica were then performed for each system, the final configurations at each simulation providing the starting conditions for the next simulation. For the BLJ 60 and BLJ 256 systems at densities 1.1 and 1.3, the same procedure was applied, the final temperature ranges being 0.3-1 for BLJ 60 , 0.25-0.65 for BLJ 256 at density 1.1 and 0.5-1.5 for BLJ 60 , 0.7-1.5 for BLJ 256 at density 1.3, respectively. In the parallel tempering simulations, an exchange between the configurations of random neighboring replicas was attempted with 10% probability after each MC sweep. All these simulations also incorporated an "identity swapping" trial move, 79 attempted with 10% probability, while standard atomic displacements were attempted with 90% probability. Such moves, which attempt to swap one random A atom with one random B atom, enhance sampling and accelerate convergence of the simulation close to the melting point.
C. The multiple histogram approach
Parallel tempering ͑PT͒ produces canonical probability distributions P͑E , T͒ ϰ⍀͑E͒e −E/k B T at the set of temperatures simulated. To resolve thermodynamic properties in more detail, we have used a multiple histogram method [42] [43] [44] [45] [46] to generate interpolated distributions over a much larger number of temperature points. The procedure adapted from Ref. 45 is summarized below.
The canonical probability distribution is P͑E , T͒ = ⍀͑E͒e −E/k B T / Z͑T͒, where ⍀͑E͒ and Z͑T͒ are the microcanonical total energy density of states and the canonical partition function, respectively. For each temperature in a parallel tempering simulation, we accumulate
where N͑E , T͒ is the number of encounters of energy E at that temperature and N tot ͑T͒ is the total size of the sample for the replica in question. These expressions for P͑E , T͒ in logarithmic form can be combined into
This equality is then discretized into the required number N E of energy bins E i with width ⌬E: 
͑7͒
where i ͓1,N E ͔ and j ͓1,N T ͔, so that Eq. ͑7͒ is a system of N E ϫ N T linear equations, where N T is the number of temperatures sampled. Let W ij =ln N͑E i , T j ͒ + E i / k B T j , which contains the data from the simulation. Then Eq. ͑7͒ can be rewritten as
A least-squares fitting procedure is then used to minimize
to find the unknown ln ⍀͑E i ͒ and ln Z͑T j ͒. Once the best fit values for ⍀͑E i ͒ are known, we can calculate Z͑T͒ for additional temperatures using
Hence we have plotted heat capacity curves based upon 500 temperature points using the PT data from 32 replicas. We emphasize that the multiple histogram method does not rely on any physical assumption about the inherent structures or their distribution and that anharmonicity is fully accounted for. The convergence of the calculated microcanonical density of states is ultimately dictated by the quality and ergodicity of the sampling. We also note that the multiple histogram approach can be combined with molecular dynamics simulations, 46 as well as the Monte Carlo framework adopted in the present work.
D. Landau free energy surfaces
The weights calculated from the equilibrium density of states simulation can be used to construct Landau free energy profiles to illustrate structural phase transitions in both clusters and bulk matter. The Landau free energy in terms of an order parameter Q is defined as 6 
A͑Q,T͒
= − k B T lnͩ ͵ e −E/k B T ␦͓QЈ − Q͔dqdpͪ .
͑10͒
Multiple minima on the Landau free energy curve indicate the presence of multiple stable phases for the corresponding values of the order parameter and temperature. In the case of two minima, the equilibrium phase transition occurs when A͑Q , T͒ is an approximately symmetric double well. As the temperature continues to rise, the well corresponding to the low temperature phase becomes shallower and disappears, marking the limit of metastability. 80 The canonical probability distribution for the order parameter,
can be used to rewrite Eq. ͑10͒ as
In practice, the probability P͑Q , T͒ can be calculated at the replica temperatures from the parallel tempering simulations, but the results can be noisy away from regions that are sampled directly. The weighted histogram analysis method, 81 which extends the multiple histogram procedure described in the previous section, processes the series of two-dimensional histograms P͑E , Q , T͒ into the microcanonical joint density of states ⍀͑E , Q͒. After Laplace transformation, the density of states is further transformed into the canonical probabilities at arbitrary temperatures, and hence into Landau free energies that are continuously defined in the entire range of Q.
E. Structural order parameters
To distinguish between the crystalline and the liquid phases, or between solids of different symmetries, we have employed collective bond-orientational order parameters that have been developed to study crystallization in clusters and other finite systems. 80, [82] [83] [84] To define the order parameters, "bonds" are considered only between atoms that are less than a certain cutoff distance R qc apart. For N b bonds that satisfy the above condition, the order parameter Q ᐉ is constructed from sums of spherical harmonics Y ᐉ,m :
. ͑13͒
Due to symmetry, the first nonzero values of Q ᐉ occur for ᐉ = 4 in systems with cubic symmetry and for ᐉ = 6 in systems with icosahedral symmetry. 83 The values of Q 4 and Q 6 for ideal lattices are summarized in Table I . Although Q 6 does not really distinguish different types of crystal lattices, it is considered a general measure of "crystallinity" and it has often been used in Monte Carlo simulations to bias the sampling towards nucleation. 80, 85 We have used both Q 4 and Q 6 to monitor parallel tempering simulations and for construction of Landau free energy curves, with the cutoff R qc = 1.391.
III. RESULTS
A. New crystalline global minima for the BLJ solids
Quenched instantaneous configurations from low temperature replicas and basin-hopping global optimization 86 have yielded new crystal structures for each system size, which are lower in energy than previous lowest energy minima that exclude phase separation. 61 Figure 3 illustrates the structures oriented in the most helpful projection with four supercells shown for BLJ 60 to highlight the symmetry of this structure. For BLJ 256 there are a number of minima that are very close in potential energy, due to the fact that the 60 and BLJ 256 We have employed the basin-sampling approach 47 to investigate the potential energy density of local minima directly. Figure 4 shows the probability distribution for encountering individual bins over the course of equilibrium sampling for BLJ 60 and BLJ 256 . Figure 4 also includes the corresponding probabilities for Lennard-Jones ͑LJ͒ clusters of comparable size, i.e., LJ 55 and LJ 75 . Comparing the profiles for BLJ 60 and LJ 55 , it is clear why attempts to include the BLJ 60 crystal structure in a globally ergodic simulation pose considerable difficulties for sampling algorithms. The potential energy range corresponding to the liquid and amorphous solid for BLJ 60 is comparable to the entire range sampled for LJ 55 . However, the crystalline global minimum for BLJ 60 is separated from the bulk of the minima by a further energy gap of about 15⑀ AA . This feature almost doubles the energy range that needs to be sampled, which is problematic for flat-histogram approaches.
In addition to the present parallel tempering and basinsampling calculations, we simulated the BLJ 60 system, including the crystal structure, using the Wang-Landau approach to calculate either the one-dimensional density of states ⍀͑E͒, or the two-dimensional joint density ⍀͑E , Q 6 ͒ via the recently introduced Wang-Landau annealing scheme. 88 We were unable to obtain reasonably converged results for ⍀, even with the two-dimensional method, due to the difficulty of going back to the crystal structure from the amorphous state. These results are not surprising, considering that up to now, flat-histogram calculations on BLJ glass forming systems have been restricted to the amorphous and liquid parts of configurational space, 37, 38 and no crystallization has been reported. There are also a relatively small number of intervening crystal structures with defects, which would make umbrella sampling or other overlapping window approaches problematic. For BLJ 256 and BLJ 320 these problems are even more severe. As seen from Fig. 4 , aside from the tails, the potential energy distribution of inherent structures in BLJ is roughly Gaussian, in agreement with previous simulation studies of glassy systems 30, 32, 38, 62, 89 and expectations. 17, 58 This property is not unique to glasses and has been observed for the potential energy density distributions of local minima and transition states in clusters. 85 Such Gaussian distributions are expected if the central limit theorem is applicable. 62, 85, 90 The probability distribution p j ͑V͒ϵ⍀ IS ͑V IS ͑j͒͒ / ⌺ j ⍀ IS ͑V IS ͑j͒͒ calculated from basin sampling is an equilibrium density of minima, independent of temperature, like the PES itself. The distributions considered in previous Gaussian models of configuration space 35 have a temperature-dependent width to account for basin energies sampled canonically.
Along with the inherent structure entropy, the vibrational densities of states and associated basin hypervolumes determine the glassy kinetics and thermodynamics. [91] [92] [93] [94] [95] We have analyzed the dependence of the vibrational frequencies and hypervolumes of the basins of attraction on the potential energy of the local minima, averaged over inherent structures in the same potential energy bin. The basins of attraction of the crystalline minima are much smaller than for minima corresponding to the amorphous and liquid states. Similar behavior is observed for the vibrational frequencies, which increase as the potential energy of the minima decreases, 58, 68 signifying that the glassy state is associated with higherfrequency vibrations at constant volume. A similar correlation between basin volumes and normal mode vibrational frequencies exists for Lennard-Jones clusters. 96, 97 Massen and Doye 98 recently reported a power law decrease for the basin hypervolume versus ͑minus͒ the potential energy of the local minima in the BLJ 256 glass forming system, among others. The smaller volumes found here for the crystalline structures may provide a further indication of why BLJ rarely crystallizes in molecular dynamics simulations.
C. The melting temperature T m for BLJ 60 , BLJ 256 , and BLJ 320 The present section concerns parallel tempering simulations of the melting transition in BLJ 60 , BLJ 256 , and BLJ 320 , including different densities for the two smaller sizes. The convergence of parallel tempering was previously found to depend significantly on the starting configurations when applied to problems with broken ergodicity, such as LJ 38 . 99 In particular, achieving convergence is significantly more difficult if simulations are started from the second-lowest minimum of LJ 38 , which is entropically more favorable than the global minimum. 71 Based on these considerations, in our simulations, all MC runs for replicas at different temperatures were started from the crystal. We have also found that using fewer than about 30 replicas to cover the range of temperatures between 0.5 and 1.2 fails to produce an ergodic sampling due to insufficient overlap between the configurations of neighboring replicas.
In Fig. 5͑a͒ we illustrate the heat capacity curves of BLJ 256 obtained after each series of 10 7 +10 6 MC sweeps. These curves ͑II, III, and IV͒ were calculated at number density of 1.2, with cutoff R sc = 2.987. In the same graph, the final heat capacity obtained for the same system, at the same density, but with cutoff R sc = 1.842, has been superimposed ͑curve I͒. The convergence of the parallel tempering Monte Carlo simulation is clearly associated with a shift in position of the melting peak, from a temperature of 0.77 down to about 0.73 for the third and apparently converged result ͑curve III͒. An additional simulation performed starting with the final configuration of the last series shown in Fig. 5͑a͒ yields a heat capacity curve that is barely distinguishable from the previous series. While this coincidence is a necessary condition for convergence, the true convergence may require even more sampling, and the present heat capacity peak could overestimate the actual melting point. Hence the value of T m = 0.73 should be considered as an upper bound. For comparison, the melting temperature obtained with the cutoff R sc = 1.842 is about 0.72. Hence, at least for the BLJ 256 system and for larger sizes, the choice of the cutoff value does not affect the melting temperature very much. However, some qualitative differences take place below the melting point, as emphasized on Fig. 5͑b͒ where we plot the derivative ‫ץ‬C v / ‫ץ‬T, obtained from the fluctuations of the potential energy and its first three powers: FIG. 5 . ͑a͒ Convergence of the heat capacity C v for BLJ 256 as calculated from parallel tempering ͑number density of 1.2͒: curve I is for a simulation with cutoff distance R sc = 1.842, while curves II, III, and IV are for simulations with R sc = 2.987. ͑b͒ Temperature derivative ‫ץ‬C v / ‫ץ‬T for BLJ 256 at number density of 1.2, with cutoffs R sc = 1.842 ͑solid line͒ and R sc = 2.987 ͑dashed line͒.
The temperature derivative of the heat capacity exhibits smooth behavior in the case of R sc = 2.987, but a noticeable bump for R sc = 1.842, which corresponds to a small shoulder in the heat capacity itself, barely visible in Fig. 5͑a͒ . A more complete interpretation of this phenomenon is achieved below by looking at the equilibrium distributions of order parameters and Landau free energies. To monitor the presence of both crystalline and amorphous phases in the sample, the structural order parameters Q 4 and Q 6 were calculated for all the instantaneous configurations encountered during the run. Figure 6 shows the temperature dependence of the average value of Q 6 for all three cell sizes, and Fig. 7 shows distribution profiles for selected characteristic temperatures. The results for Q 4 are very similar and are omitted for brevity. At low temperatures the average has values closer to those of the crystal lattices ͑Table I͒, then rapidly decreases upon approaching the melting transition temperature ͑see below͒, and reaches values corresponding to the liquid in higher temperature runs. These effects are much more pronounced for BLJ 256 than for BLJ 60 . However, it is difficult to assign a particular symmetry to any of the phases except the liquid, because the BLJ 256 crystal is only approximately based on fcc packing due to the presence of two different types of atom. Nevertheless, the probability distributions for Q 6 at different temperatures in Fig. 7 indicate that at low temperatures BLJ 256 possesses a roughly fcc crystalline structure, but prior to melting samples predominantly defective crystal structures. Using a two-dimensional distribution, involving potential energy as an additional order parameter, may be more illuminating for describing structural changes in the melting region. It can also be seen from there are defective crystals with −1220Ͻ V Ͻ −1200 and more disordered liquidlike isomers with V Ͼ −1200, with these values corresponding to R sc = 1.842. As the cutoff radius is increased to R sc = 2.987, the crystalline and disordered isomers again fall into three classes with energy ranges of −2042Ͻ V Ͻ −2041 for the global minimum and low-lying minima, −2020Ͻ V Ͻ −2015 for defective crystals, and disordered and liquidlike isomers with V Ͼ −2000. Looking at the heat capacities for this system ͓Fig. 8͑b͔͒, a small but noticeable shoulder is seen on the low temperature side at density 1.1, but the shoulder on the curve at density 1.2, identified from ‫ץ‬C v / ‫ץ‬T in Fig. 5͑b͒ , is not clear due to the height of the peaks. These premelting shoulders show that the double free energy minimum could be related to a solidsolid-like phase transition, in which the higher energy defective crystalline structures become favored by entropy. This interpretation is supported by a Landau free energy analysis discussed below.
Except for the smallest system, the peaks in the probability distributions at low and high values of Q 6 do not overlap. The nonoverlapping peaks provide additional support for the convergence of our parallel tempering Monte Carlo simulations. Conventional methods based on single random walkers, including flat-histogram schemes, as well as molecular dynamics methods, are unable to produce such weakly connected energy distributions due to the rarity of crossing events. Because some energy bins are never visited during the simulation, it is not possible to estimate the Landau free energy over the entire range of Q 6 directly by taking the logarithm of the canonical probabilities obtained from the replicas. A weighted histogram analysis is required to cover the intermediate barrier region and to piece together the free energy wells. The Landau free energies calculated for BLJ 256 at temperatures corresponding to the distributions in Fig. 7 are shown in Fig. 9 . At the melting temperature T 2 ϵ T m the trimodal distribution of Q 6 produces three nearly equal minima in the Landau free energy curve. This observation supports our suggestion of a solid-solid transition involving defective crystal structures characterized by smaller values of Q 6 , and manifested by a shoulder in the heat capacity or a bump in its temperature derivative near T Ӎ 0.65. In the case of R sc = 2.987, the absence of any premelting shoulder indicates that the defective crystals have a lower entropy than for R sc = 1.842.
Figures 8 and 10 present the equilibrium heat capacity curves for BLJ 60 , BLJ 256 , and BLJ 320 calculated from the parallel tempering sample of instantaneous configurations that include crystalline, glassy, and liquid regions of configuration space. Several number densities were considered for 
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BLJ 60 and BLJ 256 ͑Fig. 8͒, while Fig. 10 emphasizes the extent of finite size effects on the melting process by representing the reduced quantity C v / N. As expected, the melting temperature increases with the system size as well as with the degree of fragility ͑number density͒. The predicted melting temperatures T m are 0.66 for BLJ 60 , 0.72 for BLJ 256 , and 0.99 for BLJ 320 . We are not aware of any previous melting temperature calculations for BLJ that include the contribution of the crystal. However, our values can be compared with the glass transition temperature T g using the empirical relation 5 T g ϳ 2T m / 3. Using mode-coupling theory and a differently truncated potential, Kob and Andersen 54, 55 calculated the mode-coupling theory critical temperature T MCT for BLJ 1000 and found a value of 0.435. Our T m estimates from PT would give comparable values for T g .
IV. CONCLUSIONS
The objective of the present contribution was mainly to analyze the influence of the potential and free energy surfaces on the thermodynamics of a model glass former. We have performed equilibrium sampling of the binary LennardJones system, employing the parallel tempering method to cover the crystalline, amorphous, and liquid regions of configuration space. Equilibrium melting temperatures are reported and connections with other characteristic temperatures of the glassy state have been suggested.
As expected, the caloric curves presented in this work exhibit significant differences from the results obtained in previous work that did not consider the crystal. 38, 100 In global equilibrium the presence of a first-order-like melting peak and the high stability of the crystal structure below the melting point mean that supercooling and glass formation do not occur. It would be interesting to compare the predictions of parallel tempering for different binary compounds, where extensive flat-histogram simulations of the amorphous state have already been reported. 38 The potential energy density of local minima calculated in the present work by basin sampling reveals a large potential energy gap between the crystal structures and the disordered isomers, which makes it difficult to sample both regions of configuration space in equilibrium. Such problems are intimately related to the difficulty in crystallizing from the amorphous state, and additional Wang-Landau simulations, some driven by the order parameter Q 6 , were unable to enhance crystallization significantly. The problem is mainly to keep track of the crystalline isomers ͑which are essentially lost in single-trajectory approaches such as Wang-Landau͒ once the amorphous state is reached. A recursive approach, in which more and more defects are created from the crystal, could probably help in constructing the density across the gap.
Knowledge of the melting point for the BLJ system now enables us to determine when the system should be classified as supercooled. Simulations on short time scales that do not sample the crystalline region of phase space can be considered locally ergodic, in that well-defined averages exist on a relevant time scale. Crystalline configurations have essentially no impact on such results, since they are not encountered. However, understanding how the configuration space corresponding to crystalline and supercooled liquid structures becomes dynamically disconnected is an important step in revealing how supercooling occurs. While properties of the supercooled and glassy states are logically disconnected from the crystal, the avoidance of crystallization depends directly upon the organization of crystalline and liquid configurations and the global potential energy surface.
