INTRODUCTION
Low frequency electromagnetic (EM) modeling in conducting media has become especially important in the last ten years during which there has been a rapid development of the controlled source electromagnetic (CSEM) method. The method was originally developed for use in academic research in deep water (>500m) to study the conductivity of the Earth's crust (Cox, 1981) . It employs a continuous periodic signal containing a few discrete frequencies emitted by a horizontal current dipole source towed about 50m above the seafloor, and receiver nodes on the seafloor which measure two orthogonal horizontal electric field components and three orthogonal magnetic field components (Sinha et al., 1990) . Commercialization of this system for the detection of hydrocarbon reserves in deep water was first described by Eidesmo et al. (2002) and Ellingsrud et al. (2002) . The technique has now become an accepted tool in the de-risking of expensive deep water exploration wells with more than 50 deep water wells drilled based on the results of CSEM data (Hesthammer et al., 2010) .
An alternative approach is to use a transient source signal with a broad frequency bandwidth (Edwards & Chave, 1986) . This method also employs a horizontal electric dipole source and an array of in-line electric field receivers and has been applied in the investigation of shallow methane gas (Schwalenberg et al. 2005) . The transient approach has also been commercialized (Ziolkowski et al., 2008) and applied successfully in detecting hydrocarbons in shallow water (Ziolkowski et al., 2010) , within a fully towed system (Anderson & Mattsson, 2010) , and on land (Wright et al., 2002; Ziolkowski et al., 2007) .
Unlike the seismic method, there is no ray-theory for EM, and interpretation of the data is totally dependent on modeling. Flexible 3D three-component full-bandwidth modeling is therefore important in CSEM for survey design and especially for inversion of the data. Mittet (2010) provides an excellent overview of finite-difference time-domain approaches to the problem of modeling EM data and analyzes the trade-off between speed and accuracy before proposing his own improved finite-difference approach. All finite-difference schemes, however, have accuracy limited by the approximations of the spatial and temporal derivatives. Druskin and Knizhnerman (1994) developed an explicit three-dimensional solver for the diffusion of electromagnetic fields in arbitrarily heterogeneous conductive media, based on a global Krylov subspace (Lanczos) approximation of the solution in the time and frequency domains. Carcione (2006) introduced a Chebyshev algorithm which we use in this paper. Carcione (2006) remarked, 'Both the Krylov and Chebyshev algorithms . . . are highly efficient explicit algorithms. The advantage of the Chebyshev method over the Krylov approach is that it does not use inner products. This feature makes the Chebyshev algorithm highly attractive in parallel computing.'
We solve for the 3D three-component electric field (E-field) directly using an explicit time evolution called the rapid expansion method (REM), proposed by Tal-Ezer (1986 , 1989 , combined with a pseudo-spectral evaluation for the spatial derivatives (Fornberg, 1987; Fornberg, 1988) . Our method is based on the approach proposed by Carcione (2006) , who solved the 2D problem for a magnetic source. Pestana and Stoffa (2010) have applied REM to the time evolution of the 3D acoustic wave equation. Unlike finite-difference methods, this method is accurate to the Nyquist frequency in time and the Nyquist wavenumber in a homogeneous wholespace. Further, the method is unconditionally stable. We incorporate the analytic solution for an impulsive electric dipole source in a full space as our initial condition to begin the time evolution of the 3D three-component E-field.
The REM expands the exponential of the spatial operator using Chebyshev polynomials which are then integrated with weights derived from a modified Bessel function. Displays of the Chebyshev polynomials exhibit a wave-like character that shows where the energy is propagating. After the integration of the polynomials with the modified Bessel function weights the diffuse character of the energy becomes obvious.
We first present the derivation of the algorithm, closely following the notation of Carcione (2006) . Then we compute the result for a dipole buried in a whole space and compare it with the analytical solution to demonstrate the accuracy of the method. Finally, we show a 3D example where the wave-like character of the Chebyshev polynomials is demonstrated and removal of the effects of the direct wave (and, where necessary, the airwave) from the E-field data is proposed.
THE METHOD
We discuss the modeling of three-component 3D CSEM data using an approach based on Carcione (2006) . This involves the calculation of Chebyshev polynomials as a way to obtain an accurate but intermediate representation of the electromagnetic wave field in space. We closely follow the development and notation of Carcione (2006) , but we extend Carcione's two dimensional ) ( z x, analysis for dipole magnetic sources to three dimensions ) , , (  z  y  x for an electric dipole source.
Theory
The electric field vector ) , , , ( t z y x E satisfies the diffusion equation
in which 7 10 4  π = μ = μ 0 H/m is the magnetic permeability, σ (S/m) is the electrical conductivity, which is the reciprocal of the resistivity, and J is the current source. Equation 1 is of the form
where w is the wavefield (and could be the electric or the magnetic field), s is the source term, and, for the 3D case,
After discretization the solution of equation 2, satisfying the initial condition 0 = w w ) 0 ( , is formally given by (Carcione 2006, equation 18) as
where N is the number of gridpoints, 0 N w is the initial field and () N t s represents a spatial distribution of time-dependent sources. For a single impulsive source at 0 = t we may use the wavefield at + = t 0 , just after the impulse, as an initial field condition. Using the Chebyshev expansion of exp( ) x , in the absence of sources, the discrete solution (Carcione 2006 
where 7  
I is the identity matrix of dimension 3 and b is the absolute value of the eigenvalue of matrix N G having the largest negative real part (See Carcione, 2006 for a more detailed discussion).
Here
is computed using the recurrence relation for Chebyshev polynomials (Abramowitz and Stegun, 1972 and Carcione 2006 ). To simplify the notation we let Qk
Hence,
and
The maximum wavenumber components are the Nyquist wavenumbers, which for grid 
where min σ is the lowest value of conductivity in the model and b has units of s -1 . As Tal-Ezer (1989, equation 4.13) shows, the polynomial order should be (√ ). Carcione (2006) found that
is sufficient to obtain stability and accuracy, with β in the range 5 to 6. Table 1 shows a schematic of the program flow of the parallel implementation.
Implementation
In general, the computational complexity can be determined by the time of the 3D FFT employed. Three forward FFTs are required, one for each component, so that the pseudospectral wave number operators can be applied. Three inverse 3D FFTs are then performed to return to the space domain. Since all other compute times are small compared with the FFT, the timing can be estimated as the time required to complete six 3D FFTs for the size of the problem. If a parallel implementation like that described here is used, the timing is reduced to two 3D FFTs plus the time required to exchange the three components' wave fields.
For the spatial derivatives we chose the pseudo-spectral method without grid staggering.
This works well for many problems, but for some cases more accurate alternatives can be used without changing the main subject of this paper , which is the use of the rapid expansion method for the time evolution. Fornberg (1986) , Canuto et al. (1987) and Carcione (1999 Carcione ( , 2001 Carcione ( , 2006 discuss the use of staggered grids with the pseudo-spectral method and of course the finite difference method can also be employed (Mittet, 2010) , with and without staggered grids, to compute the required spatial derivatives. Any of these methods can be employed without affecting the parallel implementation scheme outlined here, or the use of the rapid expansion method for the time marching. The final accuracy of the simulation will depend on the spatial variability of the model, the numerical scheme selected for the estimation of the spatial derivatives and the explicit time marching employed. 
EXAMPLES

Analytic impulsive dipole source response test
We first report on the pseudo-spectral rapid expansion 3-D EM forward modeling by comparing results of the modeling with the analytic solution for a full-space. No filtering is applied in time or space. The dipole source generates a field everywhere in the model after a small finite time and this serves as the initial condition. The dipole source can be placed anywhere in the model, but we have found that it is important not to put the center of the Ey or below. For this full-space model an initial dipole field was calculated at a time 0 0.00125 t  s, and the field was then propagated. The resulting field was then compared with the analytic response for all three components of the electric field for one receiver along a line above the source and then for the x E field with decreasing distance from the source. We generated the impulse response of the 1 ohm-m full space for times that are consistent with our spatial sampling. First, the initial field of an impulsive dipole source was generated at a can be derived in a number of ways and is, for example, the time derivative of the step function response derived by Ward and Hohmann (1987) 
These formulae were used to calculate the initial field at 0 t = t at all grid points in the model. The initial field was then propagated using the Chebyshev polynomial recursive pseudospectral program. Only the number of iterations in the recursion, which is determined by the maximum response time, remains to be determined. Carcione derived a formula (Carcione, 2006, equation 37) , for the number of Chebyshev terms required for the 2D problem that included a factor  that should be between 5 and 6. We have found that 6 is sufficient. Figure 5 shows the relative error at x = 500 m to be less than 0.1 % for most times, the maximum error being less than 1 % for a few milliseconds at around 10 ms. At x = 900 m the error is less than 0.01 % for all times to 200 ms. For comparison purposes we did not use any numerical boundary conditions. The use of perfectly matched layers (PML) (Berenger, 1994; Chen, Chew and Oristaglio, 1997) should improve the results shown here near the edge of the cube and is appropriate for more general modeling applications. Using a better boundary condition should eliminate the small errors that are observed near the boundaries of the computational cube.
1D Example
Next we compare the reflectivity method (Slob et al., 2010) using the program EMmod described in Hunziker et al. (2015) to the pseudo-spectral REM method. The model is defined on a 400 x 400 x 400 computational grid with a sampling interval of 10 m in each direction.
The first 220 samples in depth (2200 m (2) the second, at k = 400, shows this reflection going up towards the receiving array;
(3) the third, at k = 600, shows it continuing towards the surface; (4) the fourth, at k = 800, shows the reflection from the second interface. Note the polarity differences between the x and z components. character of the polynomials in the snapshots shown and the recorded response at the receivers.
We collected the samples of the Chebyshev polynomial for each k at the receivers and display them in Figure 7 for positive offsets of 0 to 2000 m. Note the vertical axis is polynomial number k. We can see the direct wave, reflections from the two interfaces, and what appears to be a refraction. Since this is a 1D model, the negative source-receiver offset data are identical with the positive offset data for the x component. We have shown that the Chebyshev algorithm generates a series of discrete fields that satisfy the discrete wave equation in which a discrete time-like variable has a sampling interval p  with dimensions of square-root of time and propagation velocity 1/  with dimensions of length divided by square-root of time. Our work is clearly related to the work of Lee et al. (1989) , who presented a continuous integral representation to relate the electromagnetic diffusion response to a fictitious wave field that satisfies the wave equation with the same dimensions for the time-like variable and velocity, respectively.
3D Example
We next illustrate the pseudo-spectral REM computational method for a 3D model. The model is defined on the same 400 x 400 x 400 computational grid with a sampling interval of 10 m in each direction.
The basic model was the same as our 1D case: the first 220 samples in depth (2200 m The source and receiver geometry were the same as for the 1D example; that is, the source was an injected analytic x E dipole at 0.5 ms located almost at the center of the grid (200, 200, 200), but at (2005m, 2005m, 2005m) instead. The receivers were located for all x and y grid points in depth at grid point 210 or 2100m.
Based on this geometry there should be a direct wave and reflections from the first and second interfaces. But the results of the 3D geometry should show a more complicated set of arrivals, including diffractions and offsets in the arrival times and offsets due to the fault block. plot so the display is relative true amplitude. The data shown had a high cut at 95% of Nyquist and a three-trace mix was used to enhance the signal level at the far offsets and late times. A high gain was used with clipping so that even the much weaker late and far offset arrivals can be seen. The Chebyshev polynomials which were used in the integration are shown below the E fields. You can see that lateral changes in the intensity of the E fields can be related to the character of the arrivals in the polynomials. We note that the 1D Ex (Figure 11a) is not quite symmetric because the source was at 2005 m in x and y. Even though the Chebyshev polynomials show significant differences between the 3D and 1D cases as expected, the final resulting Ex field does not show the same level of detail. This we attribute to the strong influence of the early arrivals, the direct wave and, most likely, the reflection from the first layer, and how these large amplitudes are distributed during the integration with the modified Bessel function to produce the diffusion response.
In Figure 11 , we evaluated the Ex field on the equivalent (or same) temporal grid as the polynomials. The early high amplitude arrivals in the recorded E fields are generally not of interest and can be categorized as coherent noise that, if removed, should reveal the underlying 20 arrivals of interest. We can simply replace the model with a homogeneous half space with the parameters of the first layer and run the 3D simulation to get the impulse responses at the receivers. These can then be removed to reveal the arrivals of interest. In our synthetic case, this was easily accomplished by simple subtraction of the computed impulse response from the data. In Figure 11 (c and f) we simply subtracted the impulse response which, for our deep water example, is the direct wave, to reveal the E fields associated with the sub seafloor structure of interest. For real data this can be cast as a well-constrained inverse problem, since the source and receiver geometry are known and their response calibrated. Also, the resistivity of the observation layer should be known approximately. In fact, this approach can be used to include the air wave for shallow water acquisition and even the response of the sea floor can be included, as its geometry is known and the only unknown is the resistivity just beneath the sea floor.
So we are suggesting that the initial processing should be to remove the effects of the direct wave, air wave and possibly the first reflector as a small inverse problem before further interpreting the data. (Very likely, the same strategy will have to be applied for each subsequent reflecting interface.)
In Figure 11 (d, e and f) the Chebyshev polynomials Qx show significant differences for the three cases. First, significant changes are seen between the 1D (d) and 3D (e) cases. Second, we see in Figure 11 (f) that the direct wave has been removed to reveal only the events of interest. It is clear from this example that it would be preferable to interpret the Chebyshev polynomials rather than the E data directly, as the primary events are easily recognized and resolved in time and space.
DISCUSSION
Other researchers have noted that a wave-like response can be developed for this diffusion problem, which promises to aid the modelling and interpretation of transient EM data. The work of de Hoop (1996) , using the time-Laplace representation, relates any time-domain electromagnetic diffusion field to an electromagnetic wavefield in a 'corresponding' configuration in which the electrical conductivity in the diffusive case is a positive scalar factor times the electrical permittivity in the wave-propagation case. Mittet (2010) Vertical scale is polynomial number. component. This operator as well as the FFT's are also computed within each program unit in parallel using OMP. After the G operator is applied, the inverse 3D FFT is performed, the spatial operator is applied, and the REM recursion is then used to get the next Chebyshev polynomial.
