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Abstract
Despite the growing popularity of metric learning approaches, very little work has
attempted to perform a fair comparison of these techniques for speaker verification. We
try to fill this gap and compare several metric learning loss functions in a systematic
manner on the VoxCeleb dataset. The first family of loss functions is derived from the
cross entropy loss (usually used for supervised classification) and includes the congen-
erous cosine loss, the additive angular margin loss, and the center loss. The second
family of loss functions focuses on the similarity between training samples and includes
the contrastive loss and the triplet loss. We show that the additive angular margin loss
function outperforms all other loss functions in the study, while learning more robust
representations. Based on a combination of SincNet trainable features and the x-vector
architecture, the network used in this paper brings us a step closer to a really-end-to-
end speaker verification system, when combined with the additive angular margin loss,
while still being competitive with the x-vector baseline. In the spirit of reproducible re-
search, we also release open source Python code for reproducing our results, and share
pretrained PyTorch models on torch.hub that can be used either directly or after
fine-tuning.
1 Introduction
Given an utterance x and a claimed identity a, speaker verification aims at deciding whether
to accept or reject the identity claim. It is a supervised binary classification task usually
addressed by comparing the test utterance x to the enrollment utterance xa pronounced by
the speaker a whose identity is claimed. Speaker identification is the task of determining
which speaker (from a predefined set of speakers a ∈ S) has uttered the sequence x. It is a
supervised multiclass classification task addressed by looking for the enrollment utterance
xa the most similar to the test utterance x. After a preliminary speech segmentation step,
speaker diarization aims at grouping speech turns according to the identity of the speaker.
Whether we address speaker verification (this paper), speaker identification, or speaker
diarization, the objective is to find a pair (f, d) of representation function f and comparison
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function d with the following ideal property. Given an utterance xa pronounced by a given
speaker, any utterance xp pronounced by the same speaker should be closer to xa than any
speech sequence xn uttered by a different one:
d(f(xa), f(xp)) < d(f(xa), f(xn))
State-of-the-art for speaker verification (like the x-vector approach [24]) is no exception
to the rule. Their representation function f(x) = n(h(x)) is the composition of a handcrafted
feature extraction step h (e.g. filter banks or MFCCs) and a neural network n trained for
closed-set speaker recognition on a large collection of utterances from a large number of
speakers. Its comparison function d is the composition of a trained Linear Discriminant
Analysis (LDA) transform l, trained Probabilistic LDA (PLDA) scoring p [11], and adaptive
s-norm score normalization s [14]:
d(f(x), f(x′)) = s(p(l(f(x)), l(f(x′)))
Metric learning techniques aim at simplifying the comparison function d all the way
down to the most simple distance function (e.g. euclidean or cosine distance), delegating
all the hard work to the representation function f (usually a trained neural network) that
should ensure intra-class compactness and inter-class separability. Figure 1 depicts these
concepts graphically in two dimensions. Given training utterances {xi}, the neural net-
work f produces representations {f(xi)} ∈ R
m such that the angular distance θ between
two utterances is small if they were pronounced by the same speaker (compactness) and
large otherwise (separability).
Figure 1: Metric learning approaches aim at making representations of utterances of the
same speaker close to each other, while separating utterances of different speakers as much
as possible. In this example, the angular distance θij between f(xi) and f(xj) should
be small because utterances xi and xj were both pronounced by speaker #1, while the
distance between f(xl) and f(xi) should be large because xl is from speaker #2. Some
metric learning functions rely internally on centers ck that are trained jointly with the
representation function f and can be seen as a canonical representation of each speaker.
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A number of loss functions have been proposed to train such representation functions.
While these approaches were mostly introduced for computer vision [9] and facial recognition
in particular [22, 13, 27, 5], they have been rapidly adopted in other domains, like speaker
verification [1, 4], language identification [7] and even natural language processing with
sentence embedding [21].
Speaker verification suffers from much of the same issues as face recognition, since utter-
ances from a single speaker might differ in noise, phonetic content, mood, etc. This is why
we consider intra-class compactness and inter-class separability highly desirable properties
for speaker embeddings as well. Recent work in speaker verification [6] has even shown that
a simple cosine distance scoring with a metric learning loss can perform equally or better
than a PLDA scoring on the same architecture.
Our first contribution is the systematic comparison of six metric learning loss functions
for speaker verification, according to several criteria including raw performance, training
time, and robustness. These losses can be loosely separated into two families (contrast-
based and classification-based) and include the regular cross entropy loss, the additive an-
gular margin loss [5], the center loss [27], the congenerous cosine loss [13], the contrastive
loss [9] and the triplet loss [22]. In particular, we show (like others did before us for face
recognition [25]) that the additive angular margin loss is better with respect to all considered
criteria. More generally, margin-based loss functions (additive angular margin, contrastive,
and to a lesser extent triplet loss) lead to representations that can be compared directly
without heavy back end computations.
Based on this finding, our corollary second contribution is a step towards the definition
of a truly (front) end to (back) end neural speaker verification approach. On the back end of
the original x-vector approach, every one of LDA transform l, PLDA scoring p and adaptive
s-norm score normalization s needs its own (ideally disjoint) set of training data, making the
approach quite complex and data-hungry. This is why we define our architecture with only
the cosine distance for scoring, and we show empirically that score normalization provides
little to no significant improvement in our best models.
Existing end-to-end architectures in the literature often avoid PLDA as well [28, 12, 26]
but still rely on handcrafted features. Therefore, on the front end, we combine SincNet [19]
trainable feature extraction with the x-vector network architecture to build a fully trained
representation function f that processes the waveform directly and does not rely on hand-
crafted features: f(x) = h(n(x)) becomes f(x) = n(x). SincNet features have proven to
outperform handcrafted features for some tasks [17, 20] and have been used in conjunction
with an angular margin loss in [3] for speaker recognition on the simple TIMIT dataset.
Last but not least, a more practical third contribution is the joint release of the Python
open-source code for training speaker embeddings with PyTorch and models pretrained on
VoxCeleb speaker verification, which we argue is much simpler than the (de facto standard)
use of Kaldi [18] for this purpose.
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2 Loss Functions
This section defines the loss functions considered in the study and divides them in two
families: the ones relying on classification with cross entropy loss, and the ones that rely on
similarity between examples.
2.1 Classification-based losses
The first family of loss functions is derived from the cross entropy loss LCE, initially intro-
duced for multi-class classification:
LCE = −
1
N
N∑
i=1
log
[
exp(σiyi)∑K
k=1 exp(σik)
]
(1)
where N is the number of training examples (here, audio segments xi), K the number of
classes (here, speakers) in the training set, yi is the class of training sample xi, and σi is the
output of a linear classification layer with weights C ∈ Rm×K and bias b ∈ RK :
σi = f(xi) · C
T + b (2)
To facilitate the comparison with other metric learning loss functions, Equation 2 can be
rewritten as follows:
∀k σik = ‖f(xi)‖ · ‖ck‖ · cos θick + bk (3)
where θick is the angular distance between the representation f(xi) of training sample xi,
and ck the k
th row of matrix C. Because the bias b is jointly trained with the representation
function f , the latter may learn to rely on the former to discriminate classes. A partial
solution is to remove the bias:
∀k σik = ‖f(xi)‖ · ‖ck‖ · cos θick (4)
where the kth row of matrix C can then be seen as a canonical representation of the kth
speaker. Though removing the bias does improve performance slightly, this only partially
solves the problem as the representation function f may still learn to encode speaker vari-
ability in their norm, which could in turn lead to a co-adaptation between representations
and the classification layer. Hence, the congenerous cosine loss [13] goes one step further by
forcing the model to only rely on the angular distance between between f(xi) and ck:
∀k σik = α · cos θick (5)
where the hyper-parameter α scales the cosine, further penalizing errors and favoring correct
predictions.
None of the above loss functions address intra-class compactness specifically. The addi-
tive angular margin loss [5] introduces a margin to penalize the angular distance between
f(xi) and cyi :
∀k σik =
{
α · cos(θick +m) if yi = k
α · cos θick otherwise
(6)
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where m is the margin. This loss explicitly forces embeddings to be closer to their centers
by artificially augmenting their distance by the margin.
The center loss [27] takes a different approach and adds a term to the cross entropy loss
that penalizes the distance between training samples and a (jointly learned) representation
γk ∈ R
m of their class k:
L = LCE +
λ
2
N∑
i=1
1− cos θ2iγyi
(7)
2.2 Contrast-based Losses
While classification-based loss functions assume that the class of each training sample is
known, this second family of loss functions relies solely on same/different binary annotations:
given a pair of training samples (xi, xj), the pair is said to be positive when yi = yj and
negative otherwise.
The contrastive loss [9] aims at making representations of positive pairs P closer to each
other, while pushing negative pairs N further away than a positive margin m ∈ R+:
L =
∑
(xi,xj)∈P
(1− cos θij)
2 +
∑
(xi,xj)∈N
max(m− (1− cos θij), 0)
2 (8)
where θij is the angular distance between f(xi) and f(xj).
The triplet loss [22] is defined in a similar way, but relies on triplets (xa, xp, xn) ∈ T ,
such that ya = yp and ya 6= yn:
L =
∑
(xa,xp,xn)∈T
max(cos θan − cos θap +m, 0) (9)
and aims at making the representation of positive samples xp closer to the anchor sample
xa than the representation of any other negative samples xn by a positive margin m ∈ R
+.
Because positive pairs P, negative pairs N and triplets T need to be sampled from the
training set, they bring an additional computational cost that may slow down the training
process. Morever, if tuples do not maximize the training signal, convergence issues may
appear [22, 10]. Those issues are usually addressed by selecting tuples carefully in a process
known as mining, making the whole process even more costly without any guarantee of the
training stability.
To circumvent these issues, we use a slightly modified implementation of the triplet loss
in our experiment:
LT =
∑
(xa,xp,xn)∈T
sigmoid(α · (cos θan − cos θap)) (10)
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where α plays the same role as in Equations 5 and 6. We hypothesized that the use of
sigmoid may force all triplets to provide a normalized training signal, making large errors
saturate to 1. Getting rid of the positive truncation also ensures that positive pairs keep
getting closer and negatives pairs further apart, reducing the interest of keeping the positive
margin.
While classification-based loss functions can only be used in a fully supervised setup,
contrast-based loss functions that only rely on same/different labels can be used in self-
supervised scenarios [17, 20] (e.g. by only using pairs with a high estimated probability of
being positive or negative).
3 Experiments
3.1 Experimental protocol
Experiments are conducted using VoxCeleb datasets [16, 4], containing utterances in English.
The whole VoxCeleb 2 development set (5994 speakers) serves as our training set. The
VoxCeleb 1 development set (1211 speakers) is split into two parts: 41 speakers (whose
name starts with U, V, or W) serve as our development set (1000 trials per speaker), the
remaining 1170 speakers are used as cohort for adaptive s-norm score normalization. Final
evaluation is performed on the official VoxCeleb 1 test set.
Each loss function comes with its own set of hyper-parameters, further described in
Section 3.3. Their optimal values are selected using grid search by training the model with
each configuration for 20 hours and evaluating it on the development set in terms of equal
error rate. The configuration leading to the best equal error rate is selected and used for
further training the model for a total of 200 hours. Once training is completed, the best
epoch is selected as the one leading to the best equal error rate on the development set.
Finally, we apply the corresponding model on VoxCeleb 1 official test set (40 speakers)
and report the equal error rate and corresponding 95% confidence interval computed with
the FEERCI package [8]. We also report the equal error rate after adaptive s-norm score
normalization (whose cohort size is tuned on the development set).
3.2 End-to-end architecture
As stated in the introduction, the network architecture used in this set of experiments com-
bines SincNet trainable feature extraction [19] with the standard x-vector architecture [24]
to build a fully end-to-end speaker verification system. Both SincNet and x-vector use the
configuration proposed in the original papers (except for the SincConv layer of SincNet that
uses a stride of 5 for efficiency).
As depicted in Figure 2, the network takes the waveform as input and returns 512-
dimensional speaker embedding. In practice, we use a 3s-long sliding window with a 100ms
step to extract a sequence of speaker embeddings that are then averaged to obtain just one
speaker embedding per file. These average speaker embeddings are then simply compared
with the cosine distance.
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Figure 2: The end-to-end architecture used throughout the paper combines SincNet trainable
features with the standard TDNN x-vector architecture.
3.3 Implementation details
All models were trained on GPU (NVIDIA Tesla V100) with Stochastic Gradient Descent
using a fixed learning rate selected during the initial hyper-parameter grid search: we tried
.001, .01, and .1. Mini-batches were built by stacking 3s audio chunks extracted randomly
from the training set, making sure each speaker was equally represented. Following lessons
learned by others [15], on-the-fly augmentation was used by dynamically adding random
background noise from the MUSAN dataset [23] with a random signal-to-noise ratio between
10 dB and 20 dB.
For classification-based loss functions, the batch size was fixed to 128 (from 128 different
speakers). For contrast-based loss functions that expect pairs (or triplets) of training sam-
ples, a fixed number of audio chunks from a fixed number of different speakers were stacked
to build mini-batches, before forming all possible pairs (or triplets) out of it. Both numbers
were added to the set of hyper-parameters for these loss functions: we tried 20 and 40 for
the number of speakers per batch, 2 and 3 for the number of audio chunks per speaker. The
best hyper-parameter configurations found during the initial grid search are summarized in
Table 1.
Loss function LR Hyper-parameters
Cross entropy loss 10−1
Congenerous cosine loss 10−1 α = 10
Additive angular margin loss 10−2 α = 10
m = 0.05
Center loss 10−1 λ = 1
Contrastive loss 10−1 m = 0.2
3 chunks × 20 speakers
Triplet loss 10−2 α = 10∗
3 chunks × 40 speakers
Table 1: Optimal hyper-parameters. LR stands for “learning rate”. Hyper-parameters
marked with ∗ were not tuned.
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4 Results
Raw performance – Figure 3 summarizes the raw performance of the proposed end-to-end
architecture when trained with each loss function. We report the equal error rate on Vox-
Celeb 1 test set. The provided 95% confidence intervals show that additive angular margin
loss significantly outperforms all other loss functions. When combined with adaptive s-norm
score normalization, it even achieves competitive performance with respect to the x-vector
baseline that relies on handcrafted features (and for which we could not compute confidence
intervals without access to the system output).
-19%
-19%
-9%
-10%
-17%
-6%
-11%
Figure 3: Equal error rate on VoxCeleb 1 official test set, with or without adaptive s-norm
score normalization. Relative improvement brought by score normalization is reported with
curved arrows at the top. 95% confidence intervals are depicted as vertical error lines.
Performance of x-vector baseline [24] is reported for reference.
Robustness – A closer look at the relative improvement brought by the score normalization
step shows that additive angular margin loss and contrastive loss are the only ones for which
the difference is not statistically significant. This suggests that the use of a margin leads
to representations that are both better (in terms of raw performance) and more robust to
domain mismatch.
Training time – Despite training the models for 200 hours each, some of them were still
improving on the development set when the time limit was reached: the congenerous cosine
loss and the contrast-based (contrastive and triplet) losses. While the relative slowness of
the latter can be explained by the fact that they both rely on on-the-fly tuple mining, we
are still unsure as to why the former is so slow.
5 Conclusion
Overall, no matter the comparison criterion (raw performance, robustness, or training time),
the additive angular margin loss is always better than the other loss functions that were
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considered in this study. If we really had to find one drawback, this would be the fact that
it can only be used in a fully supervised learning scenario (contrary to its runner up, the
contrastive loss).
As announced in the introduction, a model pretrained on VoxCeleb 2 with additive
angular margin loss is available on torch.hub. Comparing two utterances for speaker
verification is achieved with a few lines of commented Python code:
1 # load pretrained model from torch.hub
2 import torch
3 model = torch.hub.load('pyannote/pyannote-audio', 'emb')
4
5 # extract embeddings for the whole files
6 emb1 = model({'audio': '/path/to/file1.wav'})
7 emb2 = model({'audio': '/path/to/file2.wav'})
8
9 # compute distance between embeddings
10 from scipy.spatial.distance import cdist
11 import numpy as np
12 distance = np.mean(cdist(emb1, emb2, metric='cosine'))
Reproducible research
The companion Github repository1 provides instructions to reproduce the main findings of
this comparison. It is based on the pyannote.audio [2] toolkit that can be used to train
(or fine-tune pretrained) models on a different dataset.
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