Abstract-The methods for solving optimal filtering problems in the case of the classical stationary processes have been well known since the late 1940s. Practice often gives rise to what is not a classical stationary process but a generalized one, and white noise is one simple example. Hence, it is of interest to describe the system action on the generalized stationary processes, and then to carry over filtering methods to them. For arbitrary generalized stochastic processes this seems to be a challenging problem. In this correspondence, we identify a rather general class of -generalized stationary processes for which the desired extension can be done for matched filters. This class can be considered as a model of colored noise, and it is wide enough to include white noise, positive frequencies white noise, as well as certain generalized processes occurring in practice, namely, when the smoothing effect gives rise to the situation in which the distribution of probabilities may not exist at some time instances. One advantage of the suggested model is that it connects optimal filter design with inverting of integral operators; the methods for the latter can be found in the extensive literature.
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I. MOTIVATION
A. Classical Stationary Processes
A complex-valued stochastic process x(t) is called stationary in the wide sense (see, e.g., [1] ), if its mean is a constant E[x(t)] = const; 01 < t < 1 and the autocorrelation depends only on the difference (t 0 s), i.e., E[x(t)x(s)] = kx(t 0 s):
We assume that E[jx(t)j 2 ] < 1.
Let us consider a system with the memory depth of ! that maps the input stochastic process x(t) into the output stochastic process y(t) in accordance with the following rule: Wiener's seminal monograph [17] described the construction of the optimal filter in the case ! = 1. His results were extended to the case ! < 1 in [18] . Here w is called the memory depth.
B. Wiener Filters and Matched Filters
Let the system receive a signal a(t) corrupted by noise x(t), which we assume, for a moment, to be a zero-mean stochastic process stationary in the wide sense (the more natural generalized stationary case is discussed later). In accordance with (1), the system output is as shown in Fig. 1 . The objective is to find the form of h(t) that makes the system optimal in the sense of a certain criterion. Two particular criteria are recalled next.
Wiener Filter: In the case of random signals, the typical criterion is to minimize the mean-square value of the difference between the system output a o (t) + y(t) and the actual value a(t) being observed. In this case, h(t) is called the Wiener filter [5] .
Matched Filter: Here we consider a different approach, mostly used when the signal is deterministic. In this case, the standard criterion is to maximize, at the time moment t0, the signal-to-noise ratio Such filters are referred to as matched filters, and the formulas for them were first derived in the classified reports [12] , [16] . Matched filters are heavily used, e.g., in radar systems [9] and communications [5] . Radar systems operate by periodically transmitting very short bursts of radiofrequency energy. The received signal is simply one or more replicas of the transmitted signal that are created by being reflected from any objects that the transmitted signal illuminates. Thus, the form of the received signals is known exactly. The things that are not known about received signals are the number of reflections, the time delay between the transmitted and received signals, the amplitude, and even whether there is a received signal or not. It can be shown that the probability of detecting a weak radar signal in the presence of noise is greatest when the signal-to-noise ratio is the greatest, see, e.g., [6] , [7] . A similar situation arises in digital communication systems [5] . In such a system, the message to be transmitted is converted to a sequence of binary signals, say 0 and 1. Each of them is represented as a time function having a specified form. For example, a negative rectangular pulse can represent 0 while a positive rectangular pulse can represent 1. Again, in the presence of noise the probability to recognize the right pulse at the receiver is greatest when the signal-to-noise ratio is greatest, see, e.g., [5, Ch. 4] .
C. Generalized Stationary Processes Motivation
Since the early 1950s, when Schwartz published his theory of distributions, generalized functions have found numerous applications in various fields of science and engineering. An (ordinary) function is a function f (t) of a real number t. A generalized function is a functional f assigning a test function ' to the number f ('), see, e.g., [15] for the detailed elaboration and exposition. For example, the Dirac delta function can be introduced as linear functional of ' by the relation
and thus, is a generalized function. One of the most useful aspects of this theory in applications is that discontinuous functions can be handled as easily as continuous or differentiable functions. In particular, the derivatives of (ordinary) continuous functions (while generally may not exist as ordinary functions) can be thought of as generalized functions. This provided an extremely powerful tool in formulating and then solving many problems, e.g., of mathematical physics. Following this success story, Gelfand and Vilenkin introduced in [4] generalized stochastic process is a functional X assigning a test function ' to a random variable X(').
One of the advantages of this approach is that the derivatives of classical stochastic processes (while generally may not exist in the usual sense) can be thought of as generalized functions. For example, white noise X(t) (having equal intensity at all frequencies within a broad band) is not a stochastic process in the classical sense. In fact, white noise can be thought of as the derivative of a Brownian motion, which is a continuous stationary stochastic process W (t). It can be shown that W (t) is nowhere differentiable, a fact explaining the highly irregular motions that Robert Brown observed. This means that white noise (dW(t))=(dt) does not exist in the ordinary sense. In fact, white noise is a generalized stochastic process.
Generally, any receiving device has a certain "inertia" and hence instead of actually measuring the classical stochastic process (t) it measures its averaged value (for motivation cf. with (3))
where '(t) is a certain function characterizing the device. Small changes in ' yield small changes in 8(') (small changes in the receiving devices yield closer measurements), hence, 8 is a continuous linear functional, i.e., a generalized stochastic process [4] . Hence, it is very natural and important to solve the optimal filtering problem in the case of generalized stochastic processes.
D. The Main Result
Solving filtering problems for arbitrary generalized stochastic processes seems to be a challenging problem, and there was no progress since their introduction in [4] . In this correspondence, we identify a rather general new class of S J -generalized processes, for which the matched filtering problem can be solved by methods based on integral equations [11] , [14] . The process 8 is called S J -generalized if for '(t); (t) vanishing outside J = [a; b] we have
We provide, for the first time, formulas that completely solve the problem of designing S J -generalized matched filters. We show that if the equation SJf0(u) = a(t0 0 t) is solvable then the SJ -matched filter is given by h opt = f (g ;f ) . Here, t 0 is the time moment for which signal-to-noise-ratio is to be maximized. In particular, if SJ is invertible then the formula simplifies to 
E. Examples. A New Model of Colored Noise. PF-White Noise
We have just showed that solving the S J -generalized matched filtering problem is reduced to solving integral equations or inverting integral operators. There is an extensive literature on this subject [11] , [14] whose methods can be now employed to solve a number of specific filtering problems. We show how the approach works in three cases.
• In Examples 1, 2 we indicate that white noise corresponds to the trivial case in which SJ is just the identity operator. The kernel s(t) of such S J = I in (5) is the delta function which is the Fourier transform of fW (z) = 1 (i.e., equal intensity at all frequencies).
• We provide two more involved examples. In Example 3 we consider a new model of colored noise, i.e., when the latter is approximated by
fcn ( 
For this case, we obtain the algorithm to compute S 01 J , and thus constructively solve the S J -generalized matched filtering problem.
• 
The functional m(') is linear in the space K. The bilinear functional
is a correlation functional of a stochastic process. 
In what follows we consider the generalized stationary processes of the form
where ( White noise W (which is the derivative of 7) is not a continuous stochastic process. In fact, it is a generalized stationary process whose correlation functional is known [8] 
III. SYSTEM ACTION ON THE GENERALIZED STATIONARY PROCESSES
Let the system receive the generalized stationary signal 8 and the deterministic signal a(t). We assume that 8 is zero mean and the correlation functional B('; ) is known. At the output, we obtain the generalized process of the form ao(t) + 9 (12) where (cf. with (1) and (2) The problem is how to describe the system action for the generalized stationary processes shown in the Fig. 2 .
Here, we answer the latter question and define it as follows:
so that the overall system is described in Fig. 3 .
Proposition 1: Let x(t) and y(t) be the classical stationary processes. Then the formula (14) is equivalent to the relation Remark 1: Proposition 1 has the following meaning. The formula (15) describes the behavior of a a classical system, cf. with (1) and (2) . It follows that the formula (14) suggested here indeed generalizes (15) . In the case of the classical stationary processes our definition coincides with the standard one. (16) are associated with the processes x(t) and y(t). It follows from (15), (16) Hence, (15) implies (14) . In the same way we can prove the converse.
IV. GENERALIZED MATCHED FILTERS
The objective is to choose the function h( ) so that it characterizes the detected signal in an optimal way. If we consider the case of the classical stationary processes x(t), then the criterium of the system quality is maximizing, at the time moment t 0 , the signal-to-noise ratio defined by the formula (7), i.e., the one corresponding to a generalized stationary process. Then the formula (18) makes sense in the case of the generalized stationary process as well. 
Taking into account the equality (23) we can rewrite the condition (22) in the following form:
The latter and the Schwarz inequality imply
Equality in (26) takes place if and only if
Hence, we obtain the minimal value
Now, in view of condition (22), we have 
Problem 3:
In this correspondence, we solve the matched filtering problem for generalized stationary processes. We would like to conclude this section with the interesting open problem of extending the Kalman filtering method to generalized stationary processes.
VI. SOME PRACTICAL CONSEQUENCES. A CONNECTION TO THE TECHNIQUES AVAILABLE IN THE INTEGRAL EQUATIONS LITERATURE
The main focus of Sections II-V had mostly a theoretical nature. In this section, we indicate that Theorem 1 offers a novel technique allowing one to work out practical problems. Specifically we have the following.
• Filtering problems for classical stationary processes typically lead to noninvertible operators S J , and to find the solution (31) one needs to solve (23).
In the case of generalized stationary processes the operator S J is often invertible and, hence, there are better formulas (32).
• Second, the operator SJ in (9) and (10) Then SJ has the more familiar form
The integral equations literature (see, e.g., [3] , [13] ) contains results on the inversion of the operator S J of the form (33). The following theorem is well known (see (34) at the bottom of the page). Solution to the filtering problem. In the case of a pure PF-white noise (i.e., when D = 1) the operator S J (43) is noninvertible and (31) should be used. In the case D > 1 the operator is invertible. Moreover, the following result is implicit in the literature. We provide a direct transparent proof in the Appendix I. (50) Now, (50) and (48) yield (39) Finally, using (39) we solve (35) and obtain (38).
APPENDIX II PROOF OF THEOREM 4
It is well known [11] 
