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We consider upper-triangular 2-by-2 operator matrices and are
interested in the set that has to be added to certain spectra of the
matrix in order to get the union of the corresponding spectra of the
two diagonal operators. We show that in the cases of the Browder
essential approximate point spectrum, the upper semi-Fredholm
spectrum, or the lower semi-Fredholm spectrum the set in question
need not to be an open set but may be just a singleton. In addition,
we modify and extend known results on Hilbert space operators to
operators on Banach spaces.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
If T is a Hilbert space operator and S is an invariant subspace for T , then T has the representation
T =
(∗ ∗
0 ∗
)
: S ⊕ S⊥ → S ⊕ S⊥,
which motivates the interest in 2 × 2 upper-triangular operator matrices. See Refs. [1–15] for recent
investigations on the subject.
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For a given pair (A,B) of operators, Han et al. [9] considered the ﬁlling in holes problem. Their main
result can be described as follows. If MC =
(
A C
0 B
)
is an operator acting on a Banach space X ⊕ Y ,
then
σ(A) ∪ σ(B) = σ(MC ) ∪ W ,
where W is at the same time a subset of σ(A) ∩ σ(B) and a union of certain holes in σ(MC ). For the
Browder spectrumσb(·), theWeyl spectrumσw(·), the essential spectrumσe(·), and theDrazin spectrum
σD(·) analogous results were obtained in [3,9,12,14,15]. In [10], Hwang and Lee also proved that if
MC =
(
A C
0 B
)
is an operator acting on aHilbert spaceH ⊕ K , then for the approximate point spectrum
σa(·) we have
σa(A) ∪ σa(B) = σa(MC ) ∪ W ,
whereW is a subset of σd(A) ∩ σa(B) that is contained in the union of the holes in σa(A).
The purpose of this note is to point out that part of the results of [1,2] are incorrect and to modify
and extend some known results on the subject to the Banach space case.
Throughout this note, let X and Y be inﬁnite dimensional Banach spaces, let X ⊕ Y be their direct
sum, and let B(X ,Y) be the set of all bounded linear operators from X into Y . For simplicity, we also
write B(X ,X) as B(X).
For T ∈ B(X ,Y), we use R(T) and N(T) to denote the range and kernel of T , respectively. Let α(T) =
dimN(T) and β(T) = dimY/R(T). The ascent of T ∈ B(X), denoted by asc(T), is deﬁned as the smallest
nonnegative integer k (if it exists) such that N(Tk) = N(Tk+1). If such k does not exist, we say that
the ascent of T is equal to inﬁnity. The descent of T , denoted by des(T), is deﬁned as the smallest
nonnegative integer k (if it exists) for which R(Tk) = R(Tk+1). If such k does not exist, we deﬁne the
descent of T to be inﬁnite. If the ascent and the descent of T are ﬁnite, then they are equal [5]. For
T ∈ B(X), if R(T) is closed and α(T) < ∞, we call T an upper semi-Fredholm operator and if β(T) < ∞,
then T is called a lower semi-Fredholm operator. If T is a semi-Fredholm operator, then the index of T
is deﬁned by i(T) = α(T) − β(T).
The sets of all Fredholm operators, upper semi-Fredholm operators, lower semi-Fredholm oper-
ators, Weyl operators, upper semi-Weyl operators, lower semi-Weyl operators, Browder operators,
upper semi-Browder operators and lower semi-Browder operators on X are deﬁned by
(X) = {T ∈ B(X) : α(T) < ∞ and β(T) < ∞},
+(X) = {T ∈ B(X) : α(T) < ∞ and R(T) is closed},
−(X) = {T ∈ B(X) : β(T) < ∞},
0(X) = {T ∈ (X) : i(T) = 0},
−+(X) = {T ∈ +(X) : i(T) 0},
+−(X) = {T ∈ −(X) : i(T) 0},
b(X) = {T ∈ (X) : asc(T) = des(T) < ∞},
ab(X) = {T ∈ +(X) : asc(T) < ∞},
sb(X) = {T ∈ −(X) : des(T) < ∞}.
It is well-known thatab(X) ⊆ −+(X) ⊆ +(X) and thatsb(X) ⊆ +−(X) ⊆ −(X). The corresponding
spectra of an operator T ∈ B(X) are deﬁned as follows:
the essential spectrum: σe(T) = {λ ∈ C : T − λI /∈ (X)};
the upper semi-Fredholm spectrum:
σSF+(T) = {λ ∈ C : T − λI /∈ +(X)};
the lower semi-Fredholm spectrum:
σSF−(T) = {λ ∈ C : T − λI /∈ −(X)};
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the Weyl spectrum: σw(T) = {λ ∈ C : T − λI /∈ 0(X)};
the upper semi-Weyl spectrum: σaw(T) = {λ ∈ C : T − λI /∈ −+(X)};
the lower semi-Weyl spectrum: σsw(T) = {λ ∈ C : T − λI /∈ +−(X)};
the Browder spectrum: σb(T) = {λ ∈ C : T − λI /∈ b(X)};
the Browder essential approximate point spectrum:
σab(T) = {λ ∈ C : T − λI /∈ ab(X)};
the lower semi-Browder spectrum: σsb(T) = {λ ∈ C : T − λI /∈ sb(X)}; the Kato spectrum:
σK (T) = {λ ∈ C : T − λI /∈ +(X) ∪−(X)}.
Moreover, the spectrum, the approximate point spectrum, and the defect spectrum of T ∈ B(X) are
given by
σ(T) = {λ ∈ C : T − λI is not invertible};
σa(T) = {λ ∈ C : T − λI is not bounded below};
σd(T) = {λ ∈ C : R(T − λI) /= X}.
An operator T ∈ B(X) is called Drazin invertible if there exists an operator TD ∈ B(X) such that
TTD = TDT , TDTTD = TD, Tk+1TD = Tk for some nonnegative integer k. In that case TD is called a Drazin
inverse of T [14]. The Drazin spectrum σD(T) of T is deﬁned as the set of all λ ∈ C for which T − λI is
not Drazin invertible. Finally, for A ∈ B(X), B ∈ B(Y), C ∈ B(Y ,X), we put
MC =
(
A C
0 B
)
∈ B(X ⊕ Y).
2. A counterexample
Let H be the direct sum of countably many copies of 2 := 2(N). Thus, the elements of H are the
sequences {xj}∞j=1 with xj ∈ 2 and
∑∞
j=1 ‖xj‖2 < ∞. Put K = 2. Let V be the forward shift on 2,
V : 2 → 2, {z1, z2, . . .} → {0, z1, z2, . . .},
deﬁne the operators A and C by
A : H → H, {x1, x2, . . .} → {Vx1,Vx2, . . .}
and
C : K → H, {y1, y2, . . .} → {y1e1, y2e1, . . .}
where e1 = {1, 0, 0, . . .}, and consider the operator
MC =
(
A C
0 0
)
: H ⊕ K → H ⊕ K .
Note that
MC : ({x1, x2, . . .}, y) → ({y1e1 + Vx1, y2e1 + Vx2, . . .}, 0).
Let D, D, and T denote open unit disk, the closed unit disk, and the unit circle, respectively. For a
compact subsetM of C, we use M to denote the boundary ofM.
(i) Taking into account that V − λI is an injective Fredholm operator with index−1 for every λ ∈ D,
we see that A − λI is an injective upper semi-Fredholm operator with index of −∞ for every
λ ∈ D. It follows thatMC − λI is an injective upper semi-Fredholm operator with index −∞ for
every λ ∈ D and that σ(MC ) = σ(A) = D.
(ii) A straightforward calculation shows that
σSF+(A) = σaw(A) = σab(A) = σa(A) = (σ (A)) = T
and that
σSF+(MC ) = σaw(MC ) = σab(MC ) = σa(MC ) = (σ (MC )) = T.
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Consequently, if στ ∈ {σa, σSF+, σaw , σab}, then
στ (A) ∪ στ (0) = στ (MC ) ∪ {0} = T ∪ {0}, στ (MC ) ∩ στ (0) = T ∩ {0} = ∅.
(iii) Although σd(A) ∩ σab(0) has no interior points (in fact, σd(A) ∩ σab(0) = {0}), we have
(σa(A) ∪ σa(0)) \ σa(MC ) = (σSF+(A) ∪ σSF+(0)) \ σSF+(MC )
= (σab(A) ∪ σab(0)) \ σab(MC ) = {0}.
The set σSF−(A) ∩ σSF+(0) has no interior points (in fact, σSF−(A) ∩ σSF+(0) = {0}), but
(σSF+(A) ∪ σSF+(0)) \ σSF+(MC ) = {0}.
This example illustrates that if σ∗ ∈ {σa, σSF+, σaw , σab}, then it is just a point and thus not an open
set from σ∗(A) ∪ σ∗(B) to σ∗(MC ):
σ∗(A) ∪ σ∗(B) = σ∗(MC ) ∪ {0}.
Thus, neither Theorem2.3nor Corollary 2.4 in [1] is always true andTheorems3.1 and3.2 andCorollary
3.4 in [2] do not always hold, since σSF+(·) and σSF−(·) are dual. Moreover, the example also tells us that
the claim σab(B) ⊆ σab(MC ), which appears in line 21 on page 66 in [1], is not always true.
Here is another remark. Let η(·) denote the polynomially convex hull. In [9], for a given pair (A,B)
of operators, after proving that
(σ (A) ∪ σ(B)) ⊆ σ(MC ) ⊆ σ(A) ∪ σ(B),
which implies that η(σ (MC )) = η(σ (A) ∪ σ(B)), the authors show that σ(A) ∪ σ(B) = σ(MC ) ∪ W where
W is a union of certain holes in σ(MC ). We want to draw the reader’s attention to the fact for other
spectra σ∗(·), even if both
σ∗(MC ) ⊆ σ∗(A) ∪ σ∗(B) (1)
and
η(σ∗(MC )) = η(σ∗(A) ∪ σ∗(B)) (2)
hold, which implies that σ∗(A) ∪ σ∗(B) = σ∗(MC ) ∪ W , where W is contained in the union of the holes
in σ∗(MC ), it need not to be true
σ∗(A) ∪ σ∗(B) = σ∗(MC ) ∪ W ,
whereW is the union of certain holes in σ∗(MC ). Indeed, the example given above shows thatW may
be a singleton and hence reveals that (1) and (2) do not even sufﬁce to guarantee that W is an open
set.
3. Modiﬁcations and extensions
The passage from σ∗(A) ∪ σ∗(B) to σ∗(MC ) was studied in [1,2] on Hilbert spaces in the case where
σ∗ ∈ {σSF+, σSF−, σab}. We will modify and extend these results to Banach spaces. Throughout what
follows X ,Y are Banach spaces and A ∈ B(X), B ∈ B(Y), C ∈ B(Y ,X).
Lemma 3.1 [9,12,14,15]. If σ∗ ∈ {σ , σb, σw , σe, σD}, then
η(σ∗(A) ∪ σ∗(B)) = η(σ∗(MC ))
and
σ∗(A) ∪ σ∗(B) = σ∗(MC ) ∪ W∗,
where W∗ is simultaneously a subset of σ∗(A) ∩ σ∗(B) and the union of certain holes in σ∗(MC ).
For σw(·), although the above result was only proved for Hilbert spaces, it is also true on Banach
spaces.
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Lemma 3.2. Let σ∗ ∈ {σw , σab, σe, σSF+, σSF−}. Then
η(σb(A) ∪ σb(B)) = η(σb(MC )) = η(σ∗(A) ∪ σ∗(B)) = η(σ∗(MC ))
and
σ∗(MC ) ⊆ σ∗(A) ∪ σ∗(B). (3)
Proof. First of all, one has η(σb(T)) = η(σ∗(T)) for every T ∈ B(X) if σ∗ ∈ {σw , σab, σe, σSF+, σSF−, σK }.
Indeed, it is well known that
(σb(T)) ⊆ σK (T) ⊆ σ∗(T) ⊆ σb(T)
for σ∗ ∈ {σw , σab, σe, σSF+, σSF−, σK }. This implies that η(σb(T)) = η(σ∗(T)). Similarly, we have
η(σb(A) ∪ σb(B)) = η(σ∗(A) ∪ σ∗(B))
for every pair (A,B) of operators if σ∗ ∈ {σw , σab, σe, σSF+, σSF−, σK }. Using Lemma 3.1, we get
η(σ∗(A) ∪ σ∗(B)) = η(σb(A) ∪ σb(B)) = η(σb(MC )) = η(σ∗(MC )),
for σ∗ ∈ {σw , σab, σe, σSF+, σSF−, σK }.
Using the identity
MC =
(
I 0
0 B
)(
I C
0 I
)(
A 0
0 I
)
,
it is not hard to show inclusion (3). 
We remark that inclusion (3) does in general not hold for σK (·). To see this, let A,B ∈ B(2) be deﬁned
by
A(x1, x2, x3, . . .) = (0, x1, 0, x2, 0, x3, . . .),
B(x1, x2, x3, . . .) = (x1, x3, x5, . . .)
and let C = 0. Then
0 ∈ σK (MC ), 0 /∈ σK (A) ∪ σK (B).
Accordingly, σK (MC )σK (A) ∪ σK (B).
Theorem 3.3. We have
σSF+(A) ∪ σSF+(B) = σSF+(MC ) ∪ WSF+
where WSF+ ⊆ [(σSF+(B) ∩ σSF−(A)) \ σSF+(A)] is not only contained in certain holes in σSF+(A) but also in
certain holes in σSF+(MC ).
Proof. Similar to the proof of Theorem 3.1 in [2], we have that
σSF+(A) ∪ σSF+(B) = σSF+(MC ) ∪ WSF+,
where WSF+ is contained in certain holes in σSF+(MC ) which in turn are subsets of σSF−(A) ∩ σSF+(B).
Thus, inorder toprove thatWSF+ ⊆ [(σSF+(B) ∩ σSF−(A)) \ σSF+(A)],weonlyneed toprove thatσSF+(A) ⊆
σSF+(MC ). For this it is sufﬁcient to show that A is a lower semi-Fredholm operator ifMC is upper semi-
Fredholm, which is obvious. ThereforeWSF+ ⊆ [(σSF+(B) ∩ σSF−(A)) \ σSF+(A)]. Next, we can claim that
WSF+ is contained in the union of the holes in σSF+(MC ). In fact, from Lemma 3.2 we deduce that
η(σSF+(MC )) = η(σb(MC )) = η(σb(A) ∪ σb(B)) = η(σSF+(A) ∪ σSF+(B)).
Moreover, sinceWSF+ ⊆ σSF+(A) ∪ σSF+(B) bywhat was proved above, it follows thatWSF+ ⊆ σSF+(A) ∪
σSF+(B) ⊆ η(σSF+(MC )). Accordingly,WSF+ is a subset of the union of the holes in σSF+(MC ). 
X. Chen et al. / Linear Algebra and its Applications 430 (2009) 558–563 563
As σSF+ and σSF− are dual, we obtain the following result from the preceding theorem.
Theorem 3.4. We have
σSF−(A) ∪ σSF−(B) = σSF−(MC ) ∪ WSF−,
nowhereWSF− ⊆ [(σSF−(A) ∩ σSF+(B)) \ σSF−(B)] is not only a subset of the union of the holes in σSF−(B)
but also a subset of the union of the holes in σSF−(MC ).
Note that asc(MC ) < ∞ implies that asc(A) < ∞ and that MC ∈ +(X ⊕ Y) yields that A ∈ +(X).
Combining these two facts with Lemma 3.2, it not hard to prove the following theorem.
Theorem 3.5. We have
σab(A) ∪ σab(B) = σab(MC ) ∪ Wab,
where Wab ⊆ (σab(B) \ σab(A)) is contained in the union of the holes in σab(MC ).
By duality, we arrive at the following.
Theorem 2.7. We have
σsb(A) ∪ σsb(B) = σsb(MC ) ∪ Wsb,
where Wsb ⊆ (σsb(A) \ σsb(B)) is a subset of the union of the holes in σsb(MC ).
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