Recommending products to users means estimating their preferences for certain items over others. This can be cast either as a problem of estimating the rating that each user will give to each item, or as a problem of estimating users' relative preferences in the form of a ranking. Although collaborative-filtering approaches can be used to identify users who rate and rank products similarly, another source of data that informs us about users' preferences is their set of social connections. Both rating-and ranking-based paradigms are important in real-world recommendation settings, though rankings are especially important in settings where explicit feedback in the form of a numerical rating may not be available. Although many existing works have studied how social connections can be used to build better models for rating prediction, few have used social connections as a means to derive more accurate ranking-based models. Using social connections to better estimate users' rankings of products is the task we consider in this paper. We develop a model, SBPR (Social Bayesian Personalized Ranking), based on the simple observation that users tend to assign higher ranks to items that their friends prefer. We perform experiments on four real-world recommendation data sets, and show that SBPR outperforms alternatives in ranking prediction both in warm-and cold-start settings.
INTRODUCTION
Recommending products to users requires not only that we understand their preferences, but also that we understand their interactions with others. Just as a person's preferences can be infered from the products they rate, view, and buy, their preferences can also be infered from the products their friends rate, view, and buy.
In fact, feedback from a user's friends may be even more informative than a user's own feedback: by considering all of a user's friends, we can draw upon a much larger volume of data than we can by looking at a user in isolation. This is especially true in "coldstart" settings, i.e., when making recommendations to new users. If a user signs-on to a recommendation service that is connected to a social network, we have access to their social connections-and possibly even their friends' preferences-even before the user has performed any actions.
The goal of this paper is to leverage such social connections in order to build better models of users' preferences. Many existing works aim to use social connections in order to predict the ratings that each user will give to each item; a commonly used assumption is that each user's rating behavior should be somehow similar to that of their friends. However, in many real applications, explicit numerical ratings might not be available and one must instead try to model some form of implicit feedback, such as the media they consume, the pages they browse, the music they listen to, or whom they befriend [4, 21] . This setting is called "one-class" recommendation and a variety of solutions have been proposed to solve it by directly modeling relative preferences, or rankings, of items for personalized recommendation [8, 12, 18, 22] .
Although a number of rating estimation methods have been proposed that leverage social information, few works have made use of social information for one-class recommendation problems. In [2] , Du et al. extend Bayesian Personalized Ranking (BPR) [15] by adding a social regularization term. MR-BPR [8] , a state-of-theart method for one-class recommendation, simultaneously models users' preference on items and their social relations. Pan et al. [13] present GBPR ("Group-based" BPR), a method that aggregates groups of users' preferences on items to reduce modeling uncertainty and improve recommendation accuracy. Nevertheless, none of these works consider how feedback from users' friends can be used to model their preference ranking of items.
In this paper, we try to understand the underlying mechanism of how users' preferences for certain items are revealed by the items chosen by their friends. To motivate this work, we first conduct a simple analysis of preference data from four sources that we will consider in this paper: Ciao 1 , Delicious 2 , LibraryThing 3 and Epinions 4 . All four sources consist of preference data in addition to explicit social connections. First, Figure 1 shows the probability that an item selected (e.g. purchased/viewed/reviewed) by a user is also selected by their friends. To make the results more clear, we compare the probability with two baseline settings: the probability that an item selected by a user is also selected by randomly sampled users and the probability that an item selected by a user belongs to a randomly sampled item set. In all cases it is clear that the first probability is an order of magnitude higher than in the other two cases. Further to this, Figure 2 shows that the probability that a user selects an item increases monotonically as a function of the number of friends who have selected the item, implying a model where each friend's selections contribute independently to the probability that a user selects an item. Based on this idea, we build a model based on a simple assumption about rankings: From this we build a simple Bayesian model of users' ranked preferences over items.
We summarize our contributions as follows:
1. We develop a ranking algorithm, called Social-BPR or SBPR, that incorporates our model assumptions at training time by leveraging social information for training instance selection.
2. We evaluate the proposed method on four real-world datasets (two of which we introduce), and empirical results show that the proposed model can significantly improve item recommendation performance compared to state-of-the-art alternatives.
3. We report experiments on cold-start recommendation problems, and again report significant improvements over stateof-the-art alternatives in cold-start one-class recommendation problems. Organization. Section 2 formulates the problem; Section 3 introduces the datasets used in our study and presents some observations related to the problem we try to solve in this paper; Section 4 describes the proposed model and algorithms; Section 5 shows experimental results and verifies the contribution of our SBPR algorithm for one-class recommendation problems; Finally, Section 6 discusses related work and Section 7 concludes the paper.
PROBLEM DEFINITION
In this section, we first introduce several concepts and definitions used in the paper and then formally define the problem of social personalized ranking.
Let U denote the user set and I denote the item set. Assume that we observe a social network G = (U, E), where (u, v) ∈ E indicates user u and v are linked, and some "feedback" F = {(u, i)}, where u ∈ U and i ∈ I, from |U | = M users and |I| = N items. The concepts that will be used in this paper are defined as: Observed items and unobserved items : For each user u, observed items Ou ∈ I are defined as the items for which user u shows an observed rating or preference, and unobserved items Ou ∈ I are the remaining items.
In this work, for each user, we divide the total item set into three parts: positive feedback, social feedback, and negative feedback, defined as follows: Positive feedback : positive feedback Pu = {(u, i)} is defined as the set of user-item pairs containing user u and his/her observed items i ∈ Ou. These could be items that u chose, purchased, rated, reviewed etc. depending on the setting and dataset in question. Social feedback : social feedback is defined by the tuple SP u = {(u, k)} where u represents the user, and k ∈ Ov ∩ Ou represents items that user u did not choose but at least one of their friends, v, (u, v) ∈ E selected. Negative feedback : negative feedback is defined as the set of useritem pairs Nu = {(u, j)}, where j ∈ Ou ∩Ov ∩. . .∩O v is the set of items that neither user u nor any of their friends, (u, v), (u, v ) ∈ E, selected. Here negative only means no explicit feedback can be observed from the user and does not represent users' dislike of the items.
One can easily find that Pu ∩SP u ∩Nu = ∅ and Pu ∪SP u ∪Nu contains the total item set. Given the definition of Social feedback, we now introduce a social coefficient s uk for (u, k) ∈ SP u that can be used to describe the preference distance between u's positive feedback and social feedback. Social coefficient : given a particular user u, associated with their social feedback (u, k) ∈ SP u, s uk is a parameter indicating the attitude from u's social relations towards a particular item k. The value of the social coefficient can be defined in different ways that we will discuss later, but in essence a large value of the social coefficient indicates that u's friends show a strong preferenc toward item k from which we can naturally assume u also likes the item although he has not selected it. Unlike previous works that usually divide the item set into two classes (positive and negative), we introduce a new social feedback class by exploiting users' social information. Armed with these concepts, we can define the problem of social personalized ranking. Our goal is to recommend a (personalized) ranked list of items for each user u. Since the above concepts are defined using both user feedback and social information, the key challenge is now to learn a ranking function that incorporates all of these sources of information. More precisely: Leveraging social connections to improve personalized ranking for collaborative filtering. Given observed feedback F train = {U, I} and a social network G from M users and N items, the goal of this paper is to learn a ranking function for each user u
where ri(p) ri+1(q) encodes that user u shows higher preference towards item p than item q.
DATA DESCRIPTION
Before we introduce the proposed method, we first discuss the four data sets used in this paper and demonstrate their different features.
Data Description
The data sets used in this paper are collected from four popular web sites: Ciao, Delicious, LibraryThing and Epinions. Statistics of the four datasets are summarized in Table 1 . "Feedback" in these datasets represents whether users purchased an item, or provide a bookmark (in the case of Delicious). All data sets contain such feedback in addition to explicit social network information.
The first two datasets we use are from Ciao, a product review website, and Delicious, a bookmarking website. Both datasets are available online. 5 The remaining two datasets, LibraryThing and Epinions, we introduce in this paper. Both are "complete" datasets (they include all actions by all users of the website); both were collected from public sources and can be found on the second author's webpage 6 . LibraryThing (Lthing for brevity) is a popular book-reviewing website that allows users to create an online catalog of the books they own or have read. A user can tag and rate all the books she adds to her personal library. The dataset we crawled contains user feedback on items, including both ratings and comments. Since this paper focuses on solving the Top-N recommendation problem, we filter out explicit negative feedback (rating scores below 4 out of 5 stars) and use the remaining instances for model learning. After such preprocessing, the final version of the dataset contains 73,882 users and 337,561 items with 979,053 actions and 120,536 social relations between users.
Epinions is a popular online consumer review website. In total, we collected data from 41,554 users and 112,991 items along with their rating scores, review text and social relations (which in this case indicate trust relationships). Similar to the Lthing dataset, we also remove all negative rating feedback (less than 4 stars) and finally obtain 181,394 positive actions. Table 1 shows the average amount of positive feedback, social feedback, and the number of social relations. From the table we observe that even when the amount of positive feedback per user is small, the amount of social feedback is relatively much larger. In other words, there is a much larger volume of data to draw upon if we leverage feedback provided by each user's friends.
Cold-start Analysis
Cold-(or cool-)start users are those with few observable historical actions in the datasets. In Table 2 we show the statistics of users with fewer than 5 explicit actions. From the table, one can see that different datasets exhibit different properties with regard to coldstart users. In the Ciao dataset, although more than 60% of users have fewer than 5 positive actions, the average number of users' social relations is quite large. In the Delicious dataset, the number of cold-start users is only 126 and they all have numerous social relations. In the Lthing dataset, we find that cold-start users rarely have social relations with other users, meaning that they are really "cold," making it difficult to model their preferences. In Epinions, we find that the average amount of social feedback is much smaller than in the other three datasets.
To conclude, we find that even if the amount of positive feedback for cold-start users is limited, there is often significantly more social feedback available when we consider their social relations. Therefore, how to design an algorithm that properly leverages both limited positive feedback in addition to social feedback becomes a critical task when making recommendations to cold-start users.
SOCIAL PERSONALIZED RANKING
In this section, we will detail our model assumption regarding positive, social, and negative feedback and then describe the proposed social personalized ranking algorithm.
The problem we study is usually referred to as "one-class collaborative filtering". Most work on this topic focuses on the use of positive versus negative feedback, but ignores the influence of users' social connections. Moreover, when sampling positive and negative feedback instances for training, prior pairwise ranking methods assume that each sampled pair has the same weight and contribution to the model at training time.
Unlike existing methods, we incorporate feedback from a user's social network through a modeling assumption regarding a new class of items that we refer to as "social feedback." We also introduce a coefficient based on the strength between users' ties that controls how training pairs are sampled.
Model Assumption
We first introduce the basic assumption used in prior pairwise methods [8, 15] , which can be represented as
where xui represents the preference of user u on item i and the relationship xui xuj says that a user u is likely to prefer a positive item i ∈ Pu to a negative item j ∈ Nu. This assumption reflects the differences between the basic ideas of point-wise and pairwise methods. Point-wise methods [5, 12] focus on fitting the numeric values of the data while pairwise methods [15, 16, 18] model the preference-order of the data instead.
Although the pairwise assumption generates better recommendation results than point-wise methods, it suffers from some obvious drawbacks as mentioned in the beginning of this section. Now we describe our proposed assumption based on two pairwise preference comparisons:
where xui represents a user u's preference on positive feedback i, x uk represents the preference on social feedback k, and xuj represents the preference on negative feedback j. Here, the "unobserved" feedback is divided into two parts: social feedback and negative feedback. Based on social feedback, we can assume a fine-grained preference order for the "unobserved" feedback. Our proposed assumption is more general and considers both the influence of a user's social connections as well as their explicit feedback, making it more realistic in real social-recommendation settings.
Alternative assumption : Conceivably, one could argue that "social" feedback should be treated more negatively than items which are not observed at all (i.e., negative feedback). Specifically, social feedback means that a user knows about an item (through their friends), yet has still chosen not to purchase/view/evaluate it. This might be treated as a signal that a user dislikes that item. Since we cannot directly observe which of these two effects is more prominent in real data, we test this hypothesis experimentally through the Alternative assumption:
The main difference between Eq. 3 and Eq. 2 is the removal of the preference order between positive feedback and social feedback. Although the assumptions are different, they can be incorporated into the same model structure and learning method as described below. Due to the space limitations, we introduce the formulation and learning of the model with the assumption as in Eq. 2 and experimentally compare the two assumptions in Section 5.
Model Formulation
Based on our assumption, we propose an optimization criterion for each user. In particular, the inequality in Eq. 2 can be used to maximize the value of the Area Under the ROC Curve (AUC) which is widely used in classification problems. A large AUC value means that the positive feedback is more likely to be ranked higher Input: Observed feedback F = {(u, i)}, where u ∈ U and i ∈ I and a social network G = (U, E) Output:
split N items into three parts: Pu, SP u and Nu; end Training: for iterations do for #training sample do Uniformly sample a user u ∈ U ; Uniformly sample an item i from Pu; Uniformly sample an item k from SP u; Uniformly sample an item j from Nu; Calculate than social feedback and the social feedback is more likely to be ranked higher than negative feedback.
Thus, for each user u, the optimization criterion can be represented as follows:
where
is an indicator function that is equal to 1 if i ∈ Pu and k ∈ SP u, and 0 otherwise. Similarly, ζ(u, k, j) is an indicator function that is equal to 1 if k ∈ SP u and j ∈ Nu, and 0 otherwise. Eq. 4 reflects the main assumption of the paper that for a specific user, (a) her preference due to positive feedback should be larger than that of social feedback, and (b) her preference due to social feedback should be larger than that of negative feedback. Due to the totality and antisymmetry of a pairwise ordering scheme as argued in [15] , the above formula can be rewritten as Eq. 5 aiming to maximize the AUC value,
When optimizing for the AUC, it is common practice to work with a differentiable function, such as a sigmoid function which has the form σ(x) = 1 1+e −x , to approximate the function P(.), so that the objective function is differentiable. Based on this trick, our goal is to maximize the following objective function,
where a regularization term is used to avoid overfitting in the learning process. The preference function is modeled by matrix factor-
We adopt 2-norm regularization terms for model parameters Θ = {W, V, b}.
Unlike other works, we employ a coefficient s uk in Eq. 6 to control the contribution of each sampled training pair to the objective function. Reviewing the definition of s uk , if we assign a fixed value, say, 1 to each social relation, we find that s uk counts the number of user u's friends who choose the item k when u himself does not. The objective function uses the reciprocal of (1 + s uk ) to control the preference difference between positive and social feedback. A large value of s uk indicates that user u might prefer this social feedback (item) over his positive feedback since many of u's friends show their preference on the item.
Model Learning
We employ the widely used stochastic gradient descent (SGD) algorithm to optimize the objective function in Eq. 6. The main process of SGD is to randomly select a (positive, social) and (social, negative) feedback pair and iteratively update model parameters based on the sampled feedback pairs. Specifically, for each training instance, we calculate the derivative and update the corresponding parameters Θ by walking along the ascending gradient direction,
One can find that when users have no social relations, social feedback will vanish and the proposed preference assumption will reduce to the basic assumption of BPR [15] , which does not consider the influence of social networks on users' personalized item ranking. The steps to learn the model parameters are depicted in Algorithm 1.
Training Instance Sampling Strategy
Since the learning method we use in this paper is stochastic gradient descent (SGD), the selected training instances might have great impact on the recommendation performance. Therefore, following existing works [17, 24] , we try different sampling strategies to select the training instances. Specifically, for each user u, the sampling strategies used in this paper are as follows:
• Uniform sampling: all positive, social and negative feedback is drawn uniformly from Pu, SPu and Nu.
• Static sampling: the positive feedback is sampled uniformly from Pu; the social feedback is drawn according to a Geometric distribution:
where r(k) is the rank of social feedback k according to the social coefficient s uk . The expected rank in the distribution of Eq. 8 is identified by the parameter λ. Negative feedback instances are sampled uniformly from Nu.
• Adaptive sampling: instead of using a static parameter, e.g. a social coefficient or popularity, an adaptive sampling strategy uses a preference scoring function to define the sampling distribution. For each user u, positive instances are sampled uniformly from Pu. Both social and negative instances are sampled through following distribution:
• Dynamic negative sampling: negative feedback instances are sampled according to the preference scoring function. Unlike the adaptive sampling strategy, in [24] , Zhang et al. design a rejection sampling procedure. Here we follow a linear weight function. For each user u, positive and social instances are drawn uniformly from Pu; then we uniformly draw j, l ∈ Nu and calculate xuj and x ul ; if xuj > x ul , return j as selected negative feedback with probability
or return j otherwise. Here β is a constant and we fix it to 0 as in [24] .
EXPERIMENTS
In this section, we conduct experiments on the four real-world datasets to evaluate the effectiveness of the proposed method.
Experimental Setup
In order to demonstrate the performance of our approach, we use four datasets and several metrics to evaluate all compared algorithms. Specifically, we split the data into a training part, used for model training, and a test part, used for model evaluation (there are no model hyperparameters so a validation set is not required). For each user, we randomly select 90% of their observed feedback as Pu and leave the remainder as Tu for testing. Then SP u and Nu are as defined in Section 2. Grid search is applied to find regularization parameters, and we set the values of parameters αu, αv and α b as 0.015, 0.025, and 0.01 respectively.
Our experiments are intended to address the following questions:
1. How does our approach compare with related personalized ranking methods for item recommendation?
2. Can the proposed method solve the cold-start recommendation problem?
3. How quickly does our proposed method converge?
How do different definitions of social feedback alter recommendation performance?
Comparison methods. In order to demonstrate the benefits of our approach, we compare our model with the following methods for item recommendation. Since the problem we solve in this paper is one-class recommendation (without rating scores), it is unsuitable to compare our methods with rating estimation methods. Instead, we consider some state-of-the-art social one-class recommendation methods [8, 13] as baselines.
• Random (Rand): This method randomly orders the items for recommendation.
• Most Popular (MP): This method presents a non-personalized ranked item list based on how often items are chosen among all users.
• MMMF: This method [20] is an extension of Maximum Margin Matrix Factorization for item recommendation optimized by a soft hinge ranking loss.
• WRMF: The weighted matrix factorization method is proposed by [12] , which uses a point-wise strategy for solving one-class recommendation problems.
• BPR-MF: This method [15] proposes a pairwise assumption for item ranking. Here we employ a uniform sampling strategy for training instance selection. • MR-BPR: This method [8] combines multi-relational matrix factorization models and BPR-MF models in order to model users' feedback on items and on social relations simultaneously. MR-BPR is a state-of-the-art method for one-class recommendation with social information.
• GBPR: This work [13] relaxes BPR's assumption to a group pairwise preference assumption. The authors try to smooth the individual positive feedback model and increase the confidence for pairwise classification by aggregating a group of users' preferences. Here we fix the number of grouped users to 5.
• Social BPR-1 (SBPR-1): This method follows the assumption of Eq. 3. The model formulation and learning method are similar to Algorithm 1.
• Social BPR-2 (SBPR-2): This is our proposed method that strictly follows the assumption of Eq. 2 and the learning algorithm is shown in Algorithm 1.
Many of the above baseline methods can be found in [3] .
Evaluation Metrics. We use three popular metrics, Recall@K (R@K), NDCG (Normalized Discounted Cumulative Gain) and Area under the curve (AUC), to measure the recommendation quality of our proposed approach in comparison to baseline methods. The average AUC statistic is defined as
where E(u) = {(i, j)|(u, i) ∈ Tu ∧ (u, j) / ∈ (Pu ∪ Tu)}. DCG@K considers the ranking of the recommended items by discounting the importance and is defined as
where rel i represents the relevance score of the item i (we use a binary value for this quantity). NDCG is the ratio of the DCG value to the ideal DCG value for that user. The ideal value of DCG comes from the best ranking function for the user.
Recommendation Performance
Recommendation Evaluation Table 3 details the average recommendation performance of different methods. Here we fix the number of latent factors to 10. From the results, we can see that our approach shows significant improvement compared with other algorithms on all four datasets. Since most of the social recommendation methods are concerned with rating estimation and cannot handle one-class recommendation problems, here we include comparisons with two state-of-the-art one-class recommendation methods, MR-BPR and GBPR. In particular, when comparing the SBPR models with the two closely related methods, we find that our proposed approach wins in most cases. One possible reason may be that although MR-BPR models users' social preference and item preference simultaneously making it better than many baseline methods, it fails to model how social relations directly influence users' preferences on items. As for GBPR, it replaces individual preferences with group preferences. However, the group of users in GBPR is sampled by random selection based only on a simple rule that users in the group have the same positive preference towards an item. We also find that all models show poor performance on the Epinions dataset, the reason we consider is the sparsity of users' positive feedback (As Table 1 shows, the average number of positive feedback in Epinions is only 4). In Section 4, we proposed two preference order assumptions based on social feedback. In this section, we compare the performance of those two assumptions. From the experimental results, we find that the performance of the first assumption always outperforms the other one, which shows that users are more likely to prefer the items selected by their friends to others. These results are also consistent with the observational analysis in Section 1.
Detailed results for Recall@N can be found in Figure 3 . Although the curves of different methods on Ciao seem to be very close to each other, both of the proposed methods outperform baselines on different Recall@N measure points. On Epinions, it is much clearer that SBPR-2 improves the recommendation performance when N is small. On the other two datasets, the proposed methods consistently outperform all baseline methods. Recommendation for Cold-Start Users. In Section 3, we have shown that although cold-start users' have limited positive feedback (or none), the introduction of social feedback provides information that can be used to model their preferences. In this section, we perform experiments to investigate whether the proposed assumption and algorithms can improve the recommendation accuracy for such cold-start users. We randomly select 10% of feedback as a test-set and use the remainder for training. Among training feedback, we identify users with fewer than 5 positive actions as cold-start users. The experimental results are shown in Table 5 . From these results, we observe that our proposed methods significantly outperform other baseline methods on all four datasets for cold-start recommendation. When training instances are scarce, social information provides evidence to represent or interpret coldstart users' preferences. Moreover, when comparing the performance of SBPR with MR-BPR, the improvement of SBPR indicates that modeling the influence of the social network to cold-start users' preference ranking is more suitable than explicitly modeling their social relations, since the latter might bring too much bias when users' available training instances are limited.
Although we have shown that SBPR yields good performance when training instances are scarce, an important case is when there there are no training instances, i.e., for brand-new users of the system. Such users may have social relationships (e.g. if they signed on to a service using a social media account), but have performed no actions and provided no feedback. This is a genuine cold-(rather than cool-)start setting. To evaluate the performance in this setting we test the recommendation accuracy for users as a function of the number of available training instances (from 0 to 5) and compare the performance of SBPR with MR-BPR on these users. A user with 0 training instances represents the case of a brand-new user of the system. Figure 4 shows results. We can see that on all four datasets, SBPR outperforms the baseline method. The reason is that MR-BPR suffers from modeling biases brought from fitting users' feedback on social relations when users' feedback on items is insufficient. This improvement verifies that exploiting feedback from users' social relations to model the ranked list of users' preferred items is a promising way to solve cold-start recommendation problems.
Analysis and Discussion
Social Feedback Analysis. In the SBPR model, we define social feedback based on users' social relations. In order to demonstrate the contribution of this definition, we conduct experiments by comparing several different definitions of social feedback. The definitions compared include random user selection, random item selection and all items. The former two definitions are illustrated in the Introduction, and all items uses all items as social feedback. The results are shown in Figure 6 and we use the AUC value for evaluation. From the results, we can see that only by using users' explicit social relations to identify social feedback does the proposed method achieve optimal performance on all four datasets. This analysis verifies the empirical observation in Section 1.
Social Coefficient Analysis. The social coefficient controls the contribution of social feedback. In this section, we study the impact of the social coefficient on recommendation accuracy by measuring it in different ways. This coefficient for social feedback can be viewed as the summarization of social strength from related users, indicating the preference distance between positive feedback and social feedback. Social feedback with a large social coefficient implies that items have a higher probability of being adopted or preferred by users. Here we choose three definitions to capture the social strength between each linked-user pair:
• constant: we assign a constant, 1, to each social relation; in this way, the user's social preference towards an item is determined simply by counting the number of friends who prefer the item.
• common neighbor: we define the value of each social relation by the number of their common neighbor users; in this way, the coefficient, as a summation of social strength, represents how much users' friends prefer social feedback by considering the social network structure.
• common preference: different from the definition above, we here define the value of each social relation by the number of common items preferred by the linked users; thus, the coefficient measures the preference of social feedback by considering users' common preferences with their friends.
As Figure 5 shows, the common-neighbor setting achieves better performance than the other two settings. In fact, when training data is scarce, the common-neighbor setting captures more social information for social feedback than the common-preference and constant settings.
Sampling Strategy Analysis. Table 4 demonstrates the AUC values of SBPR with different sampling strategies for training. One can find that static sampling always performs better than other strategies. The reason is that the sampling distribution based on the social coefficient provides valuable information for social feedback selection. We also conduct experiments to investigate whether negative feedback should be sampled from a static distribution according to their global popularity. Unfortunately, the performance is poor; our analysis of the datasets suggests that negative feedback with high global popularity does not indicate that a user dislikes an item. Moreover, both adaptive sampling and dynamic negative sampling strategies show poor performance. One possible reason is that these two strategies select training instances based on intermediate estimated parameters. However, since model learning has not yet converged, the intermediate parameters are unreliable for selecting training instances. The uniform sampling strategy shows better results than adaptive and dynamic negative sampling strategies but still cannot achieve performance as good as static sampling. The only difference between uniform sampling and static sampling in this paper is whether the social coefficient is used to select social feedback for training. By using the social coefficient, the static sampling strategy can leverage users' social connections to select the most informative feedback pairs for model training.
Convergence Analysis. We further investigate the convergence of the SBPR model. Figure 7 shows the convergence analysis of the SBPR model on different datasets. For each iteration, we select √ |F train | 50 instances for training. We see that our method converges within 30 iterations on Ciao and always in fewer than 80 iterations on other datasets. In particular, we also find that when using different strategies for training instance sampling, our proposed method demonstrates similar convergence performance. This fact indicates that the proposed method can achieve promising convergence regardless of how we select training instances. Combined with the above sampling strategy analysis, we conclude that different strategies of training instance selection show a great impact on the recommendation accuracy but not on the convergence performance of SBPR.
RELATED WORK
In this section, we will briefly review related work along two highly related aspects: one-class collaborative filtering and social recommendation.
One-class Collaborative Filtering Several works have studied one-class collaborative filtering and can be mainly divided into two branches: pointwise methods [5, 12] and pairwise methods [14, 15, 16, 18, 22] .
Pointwise methods aim to fit a numeric value associated with each evaluated item. These methods view positive feedback as high preference scores and use several strategies to sample negative feedback as low preference scores. Then existing matrix factorization methods can be used to fit the preference scores. Pan et al. [12] solve the one-class recommendation problem in two ways: negative example weighting and negative example sampling. Hu et al. [5] introduce a novel concept, called a "confidence level," associated with positive and negative feedback, and propose an efficient optimization method for confidence-based matrix factorization.
Different from pointwise methods, pairwise methods focus on modeling the order, or ranking of the feedback. Pairwise methods always consider implicit feedback as relative relationships indicating that users show higher preference on positive feedback than on negative feedback. In [15] , Rendle et al. propose a bayesian personalized ranking (BPR) framework. Following this, various ideas have been proposed that incorporate different types of contextual information into the BPR framework. [8] extends the BPR framework to model both users' feedback on items and on their social relations. In [18] , Rendle et al. extend the BPR framework from matrix factorization to tensor factorization for tag recommendation. Pan et al. [13] aggregate the features of a group of related users to reduce the uncertainty of the selected training instances. Du et al. [2] improve one-class recommendation performance by incorporating a social regularization term into the BPR framework.
Since the learning method used in most related works is stochastic gradient descent, how to select the training instances has great impact on model performance. Zhang et al. [24] use current estimation results to dynamically select negative feedback. Lee et al. [9] propose a pairwise method by combining rating information and a kernel function to improve recommendation performance. Zhang et al. [24] use the current parameter estimates to dynamically select negative feedback for training. In [17] , the authors propose two strategies to sample negative feedback and also design an efficient implementation to improve the convergence of the learning algorithm.
However, the aforementioned works mainly focus on modeling the feedback order by using users' positive and negative feedback, but do not investigate how the feedback from users' friends can be used to model users' preference order on items. Moreover, no existing works aim to leverage social connections to distinguish the different contribution of the sampled training pairs.
Social Recommendation. Social recommendation methods focus on using the social network to improve rating estimation and item recommendation. SoRec [10] is proposed as a probabilistic matrix factorization framework which incorporates trust network information into user taste analysis. Ma et al. [11] also propose a matrix factorization framework with social regularization based on the assumption that users' interests should be similar to those of their friends. Based on these works, Yang et al. [21] devise a factorbased random walk model to explain friendship connections, and simultaneously use a coupled latent factor model to uncover interest interactions.
Similarly, Jamali et al. [6] propose a matrix factorization method to handle the transitivity of trust relations and trust propagation. Jiang et al. [7] design a matrix factorization framework which exhibits the contribution of two important factors: individual preference and interpersonal influence. Furthermore, In [23] , Ye et al. propose a generative model that captures social influence between friends quantitatively and employs social influence to mine the personal preference of users. Shen et al. [19] also propose a joint personal and social latent factor model for social recommendation.
Besides the use of feedback from users and items, recently, other types of contextual information have been incorporated into social recommendation methods for various specific applications. Cho et al. [1] develop a model of human mobility that combines periodic short range movements with travel due to the social network structure for user movement prediction. Zhao et al. [25] use tag information to incorporate topic mining into social recommender systems. However, most of the existing social recommendation methods focus on rating estimation problems rather than the one-class recommendation setting that we consider.
CONCLUSION AND FUTURE WORK
In this paper, we exploit users' social connections in order to improve the recommendation accuracy on one-class recommendation problems. We study four real-world datasets and observe that the probability that a user selects an item increases monotonically as a function of the number of friends who have selected the item. Based on this observation, we design a pairwise algorithm, called SBPR for recommendation. Experiments on four real-world datasets show that SBPR effectively improves the recommendation accuracy in one-class recommendation problems. Besides providing improved ranking accuracy in the general case, the detailed experimental analysis also verifies the contribution of SBPR for solving cold-start recommendation problems.
For future work, we are interested in extending Social-BPR in three ways, (1) Investigating how to incorporate rating information into the SBPR model; (2) Employing an active learning framework to select training pairs more effectively in the Social-BPR model; 3) Exploiting context information to model users' preference order on items. 
