Abstract
Introduction
A content network is a network where the addressing and the routing of the information is based on the content description, instead of on its physical or logical location [7] [8] [10] . Content networks are usually virtual networks based over the IP infrastructure of Internet or of a corporative network, and use mechanisms to allow accessing a content when there is no fixed, single, link between the content and the host or the hosts where this content is located. Even more, the content is usually subject to re-allocations, replications, and even deletions from the different nodes of the network.
In the last years many different kinds of content networks have been developed and deployed in widely varying contexts: they include peer-to-peer networks, collaborative networks, cooperative Web caching, content distribution networks, subscribe-publish networks, content-based sensor networks, backup networks, distributed computing, instant messaging, and multiplayer games. The ability of content networks to take into account different application requirements and to gracefully scale with the number of users have been a main factor in this growth [14] [15] [16] .
As we have previously discussed, in a content network the addressing and routing are based on the content description, instead of on its location. This means that every content network is actually a knowledge network, where the knowledge is the information about the location of the nodes where each specific content is to be found: this is "metainformation", in the sense of being the information about the information contents themselves.
The objective of the network is to be able to answer each content query with the most complete possible set of nodes where this content is to be found; this corresponds to discover the content location in the most effective and efficient possible way.
As both nodes and contents are continuously going in and out of the network, the task of maintaining updated the network meta-information is very difficult and represents an important communication cost. In this context, cache nodes are used to hold the available meta-information; as this information is continuously getting outdated, the cache nodes must decide when to discard it, which means increasing communication overhead for the sake of improving the quality of the answers.
These last years have seen an explosion on the design and deployment of different kinds of content networks, in most cases without a clear understanding of the interaction between the network components neither of the tuning of the network architecture and parameters to ensure robustness and scalability and to improve performances. This in turn has lead to a still small but growing number of empirical studies (based on large number of observations of a given network activity) [6] [21] .
In this work, we develop a simplified model of a content network, and in particular of the number of correct answers to a query as a function of the information expiration times used at the cache nodes, presented in Section 2; to the best of our knowledge, this is an aspect that has not been previously treated analytically in the literature. This model gives rise to a mathematical programming formulation discussed in Section 3, which can be used to find the expiration times maximizing the correct answers to the queries received; a numerical illustration is shown in Section 4, followed by some conclusions in Section 5.
Content caching problem formulation
This section formalizes the problem of caching meta-information in a content network in order to maximize the number of correct answers to the queries, while respecting the bandwidth constraints. Figure 1 presents a graphical representation of a content network composed of source nodes and querying nodes (which may actually coincide), of cache nodes (also called aggregation nodes), and of a backbone (which will not be modeled in detail). This is a conceptual division, which not necessarily has a correspondence at the equipment level, as the same computer may act at the same time as a source node, a querying node, a cache node, and a backbone node. The contents hosted in the network belong to a given set C, which is partitioned into K content classes, such that if two contents belong to the same class, all their parameters are identical ( [ ]
Network components description
The total number of contents in the network is then:
We will look at the steady state behavior of the content network, so that we will not need to explicitly model time. This hypothesis can be justified by the fact that the rates of content locations changes and the rates of cache turnovers expiration times are usually much faster than the changes in the statistical properties of the user population.
The users of the network will query about each content belonging to class k with query frequency k f . We suppose that the number of users is large enough so that for each content, the queries follow a Poisson process of rate k f This means that ( )
, the number of queries for each content of class k in a given time interval T, will have the following distribution:
. The contents will be located in the source nodes; each source node decides when to start and when to end lodging the different contents. This leads to a different birth-and-death process for each content of class k, which we will suppose will be of ∞ M/M/ type and parameters k λ and k μ (respectively, the rates of start and end of lodgment of a content of class k at a source node); if we suppose that at moment 0 t the network is in stationary state, and
is the (random) number of source nodes lodging content k at 0 t we have that: ( )
From this distribution, we can find the expected number of source nodes lodging content k (i.e., the expected number of times this content will be replicated in the network):
In general, querying nodes are not able to search directly in the backbone, and usually connect to at least one aggregation node in order to route their queries. The aggregation node concentrates all queries of its connected nodes and consults the backbone when it is not able to directly answer the queries received. One of the objectives of having aggregation nodes is to minimize the number of searches in the backbone; to do this, aggregation nodes maintain a cache of the results of recent queries, and are then also called cache nodes. The behavior of a cache node is very simple: when a query over content k arrives, if the answer is present in the cache it is returned; otherwise, the cache node starts a search in the backbone to obtain the information and answer the query; this information is then stored in the cache, for a prefixed time k d , afterwards it expires. One of the reasons for deleting out-dated information is that the results of a query will only be valid for a given time interval, as the nodes which hosted this content can disconnect or delete the content of interest, and new nodes can connect or start to publish the content. Suppose the cache node queried the backbone at time 0 t for a given content of class k and received in answer the information about ( ) 0 t A k source nodes which hosted this content at that time. From then on, we can consider that the number of valid locations for this content known to the cache node will evolve like a stochastic pure-death process, with death parameter k μ , as the source nodes will disconnect or delete the contents, until a new query is routed to the backbone.
We can then compute the mean number of valid locations of a given content known by a cache node at time 0 t + t when the last query answered by the backbone has been at time 0 t : 
The cache node follows a cyclic behaviour, starting with a first query of a content of class k, leading to a backbone search; following with a period of fixed duration k d , where all queries arriving are answered using the information present in the cache; and then, after the expiration of the cache contents, a period of random duration, until a new query for this particular content arrives, re-starting the cycle again. By the hypothesis of Poisson arrivals for queries, this last period follows an exponential distribution of parameter k f (the query frequency). 
As the query frequency is fixed externally, the only free variables we can adjust at cache nodes to define their behavior are the content expiration dates k d for every content of class k.
Bandwidth constraints
Cache nodes have input and output bandwidth constraints, which can limit the number of queries they can receive, process, answer and eventually pass on to the backbone. We will try to formulate these constraints in terms of the previously defined parameters and of the free variables k d . We denote by
IN BW and

OUT
BW
the maximum input and output bandwidth a cache node is able to employ. We suppose that each query the cache nodes receive employs S β bytes in mean and that its answer employs S α bytes per location information to be sent (then, the answer varies in size depending the number of known node locations where a content is stored). We also use other additional parameters: B β , the message size of queries to be sent to the backbone, and B α the message size per location of the answers received from the backbone.
Then, the input bandwidth to be used by the cache node corresponds to the sum of the size of the queries received from the querying nodes (at a rate k f per content of class k), and of the answers sent by the backbone when queried about a specific content. As we know that the backbone search frequency is
and the mean number of backbone locations for each
, taking into account that there k l contents belonging to class k , we arrive to the following formula:
Similarly, the output bandwidth corresponds to the sum of the queries transmitted to the backbone plus the content locations answered to the querying nodes in response to their queries, leading to the formulation ( )
We can then formulate the bandwidth constraints as follows:
Expected number of correct answers
The network primary objective is to be able to give the most complete and correct information to the queries received. To formalize this objective, we develop an expression for the number of correct answers (i.e., the number of valid content locations) answered to the querying nodes. In particular, if we denote by k R the random variable corresponding to the number of content locations answered to a query for a content of class k, we want to compute its expected value k R . We know that during a cache node cycle, there will be at least one query (at the start of the cycle), and a random number of additional queries during the period where the content locations are stored in the cache, of duration k d (as when the cache contents expire, the first query arriving will lead to the start of a new cycle). This leads for each content of class k to the following formulation: For the following queries, we use on one hand the fact that query arrivals follow a Poisson process of rate k f , so that the probability of observing n arrivals during a time interval of length k d is:
Third On the other hand, it is a well-known fact (see for instance the discussion in [5] ) that, given the number of the arrivals of a Poisson process in a fixed interval, their distribution within this interval follows a uniform distribution. As a result, the expectation of the number of correct answers given to the queries during this interval will be equal to the mean number of valid content locations in the interval. As the number of valid locations known at time t after the last query is equal to 
Finally, we can compute the expected number of correct answers taking into account all contents; this is the function we would like to maximize: 
Mathematical programming formulation
If we put together the network objective and the bandwidth restrictions discussed in the previous section, we arrive to the following formulation of our CCP problem:
actual computers in the network (such as 164.73.32.3). The network actually modeled corresponds to the .uy (Uruguay) subdomain of Internet, and the parameters used are based on real data obtained thanks to the support of ANTEL (Administración Nacional de Telecomunicaciones, www.antel.com.uy), which is a state-owned company, and the largest telco in Uruguay.
Parameters for the DNS network.
DNS (Domain Name System) can be seen as a content network with hierarchical distribution, where the information consistency is one of the most important objectives. DNS is based on a network of recursive servers, which pass on queries until finding authoritative answers, which minimize the probability of information inconsistency (even if the correctness cannot be completely guaranteed).
In our case, we are interested in recursive servers, which correspond to the aggregation nodes of our general model. We collected real data from the recursive servers at ANTEL, which daily serve hundreds of thousands users, with daily peak query rates of approximately 1800 queries per second. The parameters of the model are summarized in Table 1 . As previously discussed, in our study we only took into account the behavior of the Uruguayan domains, i.e., those whose names finish by .uy.
We collected 10 consecutive days of recursive server logs, in order to estimate the total number of contents and the distribution of query rates. ANTEL DNS infrastructure employs the BIND software (Berkeley Internet name domain, by Internet Software Consortium, http://www.isc.org/products/BIND), which was very useful as the logs it collects contain very detailed information. The log files were processed using a BerkeleyDB data base (Sleepycat Software Inc.. http://www.sleepycat.com/) to obtain the statistics of the domain queries.
The largest part of the .uy domains actually belong to the .com.uy zone, which is administered by ANTEL. We took the historical information of the domain changes between October 2003 and October 2005; this information was used to compute overall storage and validity rates for the contents. To compute the mean packet sizes, we also collected information about the packets transmitted and received by a DNS recursive server (in this case, a 15 minutes detailed sample provided us with enough information). Table 2 shows the measurements, which were the basis for computing the Alfa and Beta parameters shown on Table 1 Finally, in the case of ANTEL recursive servers, the bandwidth limitation is actually driven by the CPU processing power, which limits the number of queries that may be processed by time unit.
In 
Numerical results.
The data collection discussed in the previous section resulted in obtaining detailed query rate information for each of the 220107 contents observed. A possibility would be to create a content class of cardinality 1 for each different content, this would lead to a large nonlinear problem in 220107 independent variables. As an alternative, we cluster the contents into a small number of content classes, where in each class we will include contents with equal or at least similar query rates. As it is not a-priori clear what is the best number of classes to use, we experimented with five different values, namely 2, 8, 16, 32, and 128 classes.
In order to solve the different problems formulated, we used AMPL [2] , an algebraic modeling language for mathematical programming problems, in conjunction with MINOS (version 5.5) [13] , an optimization solver. In the Appendix, we give some examples of how the optimization problem is formulated in terms of the AMPL language, and of the commands to be used to find a numerical solution.
All experiments were run on a PIII 800 MHz computer, with 320 Mb RAM space. The results obtained are summarized in Table 3 . The objective function has been normalized, using a tight upper bound (based on the expected number of correct answers to the queries, when there are no bandwidth limitations), so that the values can be compared directly. Among other observations, we can see that when the number of classes grows, the available resources are being increasingly used. Also, the computational times required to solve the model grow, albeit they remain very modest. As we are dealing with aggregated data, it is important to translate back the results into the terms of the original problem. In particular, we now consider again the 220107 different contents, and we evaluate the number of correct answers to queries if we use for each content the cache expiration times given by the optimization models. Table 4 summarizes this comparison. 
Conclusions
This paper discusses the impact that cache expiration times have on the behavior of aggregation nodes in a content network. In particular, we present a simplified model to evaluate the total number of correct answers given to content queries, and to evaluate the bandwidth usage. On the basis of this simplified model, we present a mathematical programming formulation, which allows to find optimal values for the cache expiration times in order to maximize the number of correct answers, subject to bandwidth limitations. We have also studied as a particular case the DNS system, in particular for the case of the .uy Internet domain; a comprehensive data collection program has allowed us to obtain the numerical parameters needed to instantiate the optimization model and obtain the corresponding results for the cache expiration dates. The results show that the computational requirements are modest, and that using data with relatively high aggregation we can obtain high performance levels. We think that models of this kind lead to improved understanding of the behavior of content networks, and can be used to test their performance in a wide variety of potential scenarios, which are difficult to test in practice.
Future work includes using the model with test cases corresponding to additional content networks of different characteristics. It is also possible to refine the model to take into account additional features (for example, the search answer packet sizes could be divided into a fixed part plus a variable, per location answered, part; additional constraints could be added to represent particular features of specific networks). Another interesting point is doing a more detailed analysis of the impact of the number of content classes chosen on the quality of the results obtained, as well as on the computational requirements imposed by the solution methods. Finally, a more difficult challenge is to integrate backbone behavior details into this model, in order to have a more wide perspective on the tradeoffs between information publication and search in a content network.
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