[1] Successful application of dual permeability models (DPM) to predict contaminant transport is contingent upon measured or inversely estimated soil hydraulic and solute transport parameters. The difficulty in unique identification of parameters for the additional macropore-and matrix-macropore interface regions, and knowledge about requisite experimental data for DPM has not been resolved to date. Therefore, this study quantifies uncertainty in dual permeability model parameters of experimental soil columns with different macropore distributions (single macropore, and low-and high-density multiple macropores). Uncertainty evaluation is conducted using adaptive Markov chain Monte Carlo (AMCMC) and conventional Metropolis-Hastings (MH) algorithms while assuming 10 out of 17 parameters to be uncertain or random. Results indicate that AMCMC resolves parameter correlations and exhibits fast convergence for all DPM parameters while MH displays large posterior correlations for various parameters. This study demonstrates that the choice of parameter sampling algorithms is paramount in obtaining unique DPM parameters when information on covariance structure is lacking, or else additional information on parameter correlations must be supplied to resolve the problem of equifinality of DPM parameters. This study also highlights the placement and significance of matrix-macropore interface in flow experiments of soil columns with different macropore densities. Histograms for certain soil hydraulic parameters display tri-modal characteristics implying that macropores are drained first followed by the interface region and then by pores of the matrix domain in drainage experiments. Results indicate that hydraulic properties and behavior of the matrix-macropore interface is not only a function of saturated hydraulic conductivity of the macroporematrix interface (K sa ) and macropore tortuosity (l f ) but also of other parameters of the matrix and macropore domains.
Introduction
[2] Reliable predictions of flow and transport in the vadose zone are important to address the issue of potential contamination of groundwater and the deterioration of water quality. Various studies have reported faster transport of fertilizers, pesticides, industrial chemicals, and pathogens to groundwater through fractures and preferential flow paths [National Research Council, 1994; Mohanty et al., 1997 Mohanty et al., , 1998 Kladivko et al., 2001; Böhlke, 2002; Jamieson et al., 2002] . Preferential flow phenomenon can be described using a variety of single-, dual-or multiple-porosity/permeability models [Gwo et al., 1995; Simùnek and van Genuchten, 2008; Arora et al., 2011] . The classical dual permeability approach assumes that the soil contains two interacting domains, one associated with the fast-flowing fracture or macropore domain and the other with the less-permeable soil matrix domain [van Genuchten and Wierenga, 1976; van Genuchten, 1993a, 1993b] . Dual permeability model formulations differ in their description of flow through the macropore domain and in their characterization of exchange between the two regions [Jarvis, 1994; Simùnek et al., 2003; Köhne et al., 2004] . Both types of dual permeability models (DPM) are widely applied at column, plot, and field scales [Larsbo et al., 2005; Köhne and Mohanty, 2005; Köhne et al., 2009] . The main disadvantage of DPM is the requirement of a large number of input parameters. Parameters associated with additional pore regions and matrix-macropore interface cannot be directly estimated by independent measurements or by expert judgment [e.g., Gwo et al., 1995; Schwartz et al., 2000; Roulier and Jarvis, 2003] . Since direct estimation is not feasible, an inverse procedure is applied wherein observed data are used to obtain an optimal set of model parameters [Zachman et al., 1981; Kool and Parker, 1988] . Inverse parameter estimation is challenging with respect to obtaining a unique parameter set, nonidentifiability of the solution set, and illposedness of the inverse problem [Carrera and Neumann, 1986] . This problem is significant for the case of structured soils where interdependence and multicolinearity between dual permeability model parameters increase the risk of reaching local minima in the parameter set [Ginn and Cushman, 1990] . The identification of parameters is also hindered by poor measurement quality, nonoptimal experimental design, and parsimonious data sets such as omitting the near-saturated stage of an outflow experiment [Durner et al., 1999; Dubus et al., 2002] .
[3] One response to counter the problem of parameter identification is to adopt a Bayesian viewpoint which evaluates the distribution of parameters instead of a single ''best'' estimate [Vrugt et al., 2008] . The Bayesian approach quantifies uncertainty bands around parameter mean values and incorporates the associated uncertainty to generate better forecasts, especially for complex nonlinear systems [Wu et al., 2010; Jana and Mohanty, 2011] . Consider a radioactive waste disposal facility, for instance, where combining the single ''best'' estimates for the uncertain inputs will not necessarily produce the ''most probable'' output estimate. Most importantly, Bayesian probabilistic modeling can prove useful in identifying additional parameters of the dual permeability model, analyzing the relationship among parameters of significant domains, and quantifying uncertainty in flow and transport predictions using the dual permeability framework.
[4] The use of Bayesian techniques in the field of preferential flow and transport is generally limited to conventional Markov chain Monte Carlo algorithms such as MetropolisHastings and Gibbs sampling [Gelman et al., 1995; Cowles and Carlin, 1996; Marshall et al., 2004; Reis and Stedinger, 2005] . The computational efficiency of sampling the parameter space can be improved by employing an adaptive Markov chain Monte Carlo (AMCMC) scheme that can cater to model parameters having a high degree of correlation and interdependence as is the case with the dual permeability framework [Haario et al., 2001; Atchadé and Rosenthal, 2005] . The AMCMC scheme is compared to a conventional Metropolis-Hastings (MH) algorithm that uses a random walk in the parameter space while describing uncertainty based on preexisting (or prior) knowledge and experimental observations [Metropolis et al., 1953; Hastings, 1970] . The algorithms differ in their updating mechanisms, the conventional MH algorithm uses a single-site (one parameter at a time) updating while the AMCMC approach uses the history of the process to ''tune'' the proposal distribution and update the parameter covariance structure [Marshall et al., 2004; Peters et al., 2009] . The algorithms will be compared for their predictive performance in quantifying parameter and output uncertainty.
[5] In summary, dual permeability models are paramount in predicting reliable estimates of preferential flow and contaminant transport in structured soil systems but their application is hindered by difficulties in estimating the large number of input parameters [ Simùnek et al., 2001; Jarvis et al., 2007] . The focus of this study is to estimate uncertainty in dual permeability model parameters and to investigate the stability of preferential flow estimates from experimental soil columns, especially when a large number of dual permeability parameters are considered unknown or random. The research is motivated by a realization that correlation and interdependence among parameters of the dual permeability framework cannot be described explicitly for any study for one of the following reasons: it may be unknown, known but extremely complex, or it may even be nonexistent, and difficult to investigate through controlled experiments alone. This leads by default to a replacement of the uncertain parameters and unknown covariance structure with probabilistic assumptions which are compatible with Bayesian statistics. Therefore, the primary objectives of this study are: (1) to quantify uncertainty in dual permeability model parameters obtained from experiments of single and multiple (low-and high-density) macropore soil columns, and (2) to compare the conventional MetropolisHastings and adaptive Markov chain Monte Carlo algorithms in terms of convergence rate and for quantifying uncertainty in simulating preferential flow from the experimental soil columns.
Theoretical Considerations

Dual-Permeability Model Formulation
[6] The dual-permeability model of van Genuchten [1993a, 1993b] is used in this study. Conceptually, the model assumes the porous medium to be divided into two pore regions, with relatively fast water flow in one region (often called the interaggregate, macropore, or fracture domain) when close to full saturation, and slow in the other region (often referred to as the intra-aggregate, micropore, or matrix domain) [ Simùnek and van Genuchten, 2008] . Flow in both macropore (subscript f ) and matrix (subscript m) domains is described using two Richards' equations primarily with different sets of water retention and hydraulic conductivity functions:
where z is the vertical coordinate positive upward
], K is the unsaturated hydraulic conductivity [LT À1 ], w f is the ratio of the volumes of the macropore domain and the total soil system [dimensionless] , and C w is the rate of water exchange between the two domains [T À1 ]. The soil water retention and hydraulic conductivity functions can be described using the equations [Mualem, 1976; van Genuchten, 1980] :
where subscript d represents the matrix (m) or fracture (f ) domains, r and s are the residual and saturated water con- and l [À] are empirical parameters determining the shape of the hydraulic conductivity functions.
[7] The mass transfer rate (C w ) in equations (1) and (2) is assumed to be proportional to the difference in pressure heads between the fracture and matrix domains, given by [Gerke and van Genuchten, 1993a] :
in which w is a first-order mass transfer coefficient for
]. For porous media with well-defined geometries, w can be defined as follows [Gerke and van Genuchten, 1993b] :
where is a dimensionless geometry-dependent shape factor, a is the characteristic length of the aggregate (L) (e.g., the radius of a spherical or solid cylindrical aggregate, or the half-width of a rectangular aggregate), K sa is the saturated hydraulic conductivity of the fracture/matrix interface region [LT
À1
], and is a dimensionless scaling factor.
Description of Bayesian Methods
[8] Bayesian methods provide a statistical framework for obtaining an improved estimate of parameter distributions by mathematically combining specific prior knowledge with what is known about those parameters through observations. To facilitate the description of the Bayesian analysis, we represent the soil hydrologic system in a Bayes' framework:
where D is the observed data, p(HjD) is the conditional posterior probability of the soil hydraulic parameters given the data, f(DjH) is the likelihood function summarizing the model for the data given the parameters, (D) is a normalizing constant, (H) is the prior joint probability for the soil hydraulic parameters, and H is the vector of van Genuchten soil hydraulic parameters given by:
where subscripts m and f represent the matrix and macropore domain parameters, respectively, and (w f , , , a, K sa ) constitute the interface region (int) parameters. The prior joint probability can be further broken down as the joint probability for the matrix, macropore, and interface components of the dual-permeability model:
where npar is the number of parameters of a particular region that are considered random and u is the set containing the random soil hydraulic parameters for that particular region. Once the conditional posterior probability is known, the marginal posterior distribution p (.jD [Gelman et al., 1995] . Diagnostic measures of central tendency and dispersion can then be calculated from the mean and variance of the large sample generated using MCMC simulations. The MCMC algorithms used in this study are described below.
Metropolis-Hastings Algorithm
[9] One of the widely used MCMC techniques is the Metropolis-Hastings algorithm proposed by Hastings [1970] . It samples the posterior distribution of the parameters as described below:
[10] 1. Choose a starting point randomly within the feasible parameter space, H(i) ¼ H(0) with a covariance matrix R 0 .
[11] 2. Draw a candidate vector H(i þ 1) from the previous vector H(i) using a proposal distribution q(
, where H(i) is the current state of the chain, and the proposal density is a normal distribution (for this study).
[12] 3. Compute the odds ratio: r ¼ q(H(i þ 1))/q(H(i)).
[13] 4. If r ! 1, accept the new candidate vector H(i þ 1) as it leads to a higher value of the proposal distribution.
[14] 5. If r < 1, draw a number at random from a uniform distribution U [0, 1] . If the random number is less than r, accept ''H(i þ 1)'' else remain at the current position ''H(i).''
[15] 6. Repeat steps 2-5 for the given number of iterations (t).
[16] A single parameter updating is usually done in this algorithm which may be problematic with high-dimensional H. If two or more parameters are highly correlated, a larger number of simulations are required and block or simultaneous updating is necessitated for correlated parameters [Marshall et al., 2004] .
Adaptive Metropolis Algorithm
[17] We employ the AMCMC scheme of Harrio et al. [2001] , which corresponds to our need for resolving a large number of dual-permeability parameters and understanding the correlation among these parameters. Harrio et al. [2001] chose a multivariate normal distribution as the proposal density which is centered on the current state and obtains empirical covariance from a fixed number of previous states. A fixed value of the covariance matrix R is employed for a finite number of initial iterations (t 0 ) after which it is updated as a function of all the previous iterations:
where R 0 is the initial covariance based on prior knowledge, d is the dimension of H, " is a small parameter chosen to ensure R i does not become singular, [Gelman et al., 1995] . The covariance at iteration (i þ 1) can be obtained without much computational cost using the recursive formula:
[18] The important steps of the AMCMC algorithm can be described as follows:
[19] 1. Choose a starting point randomly within the feasible parameter space, H(i) ¼ H(0) with a covariance matrix
[20] 2. Draw a candidate vector
, where H(i) and R i define the current state of the chain, and the proposal density is a normal distribution (for this study). R i depends on the iteration number i according to equation (12).
[21] 3. Compute the odds ratio:
[22] 4. If r ! 1, accept the new candidate vector H(i þ 1) as it leads to a higher value of the proposal distribution.
[23] 5. If r < 1, draw a number at random from a uniform distribution U [0, 1] . If the random number is <r, accept ''H(i þ 1)'' or else remain at the current position ''H(i).''
[24] 6. Repeat steps 2-5 for the given number of iterations (t).
[25] The distinguishing feature of adaptive MCMC algorithms, compared to the MH algorithm, is that it updates all elements of H simultaneously due to the description of the covariance structure. This also helps in adapting the simulation at an early stage and reducing computation time. Both adaptive MCMC and AMCMC terms are used interchangeably throughout the paper.
Case Study
Soil Column Data
[26] This work uses soil column experiments with welldefined boundary conditions [Arora et al., 2011] to fully understand the prospects and limitations of employing adaptive MCMC versus the conventional MH algorithm to quantify uncertainty in 10 out of 17 dual-permeability model parameters. Three large acrylic cylinders (75 cm long and 24 cm wide) are packed with sandy loam soil to a dry bulk density of 1.56 g cm
À3
. The central macropore column is provided with a single macropore of 1 mm diameter all along the vertical axis of the column, open to both the soil surface and to the bottom outflow plate. In the lowand high-density multiple macropore columns, 3 and 19 artificial holes (1 mm diameter each) are created with a stainless steel rod in one-half of the column cross-section, respectively ( Figure 1 ). Basic outflow curves from the three columns are also displayed in Figure 1 . Tensiometers and time domain reflectometry (TDR) probes are installed at various depths in both macropore and nonmacropore halves of the soil columns to monitor pressure head profiles and water/tracer concentrations, respectively (Figure 2 ). At the bottom of the column, outflow rates and flux-averaged bromide (Br À ) concentrations are measured separately in six effluent chambers: three for each soil region with and without macropores. The top boundary condition is maintained using a tension infiltrometer and the bottom boundary is open to the atmosphere with provision for pressure control. A detailed description of the soil columns and collection of data are provided elsewhere [Arora et al., 2011] .
Model Parameters, Initial and Boundary Conditions
[27] We present results for infiltration and drainage experiments performed on the single macropore, and low-and high-density multiple macropore columns. Simulations of the experimental soil columns are implemented using the HYDRUS-1D software package [ Simùnek et al., 2001 [ Simùnek et al., , 2003 . Initial conditions for the simulations are described in terms of vertical pressure head distribution using tensiometric data at different depths of the soil column (5 cm intervals from the top). Upper and lower boundary conditions are derived from observed tensiometric data at the top (close to 0 cm) and bottom (close to 75 cm) of the soil profile, respectively. A spatial discretization (Dz ¼ 0.5 cm) Figure 1 . Experimental design and outflow from infiltration experiments of the (i) single macropore, (ii) low-density, and (iii) high-density multiple macropore columns. Symbol M represents soil matrix and F represents fracture or macropore domain.
uniformly distributed over the length of the column is used for all experiments. The initial time step is Dt ¼ 10 À5 h, and minimum and maximum time steps are Dt min ¼ 10 À6 h and Dt max ¼ 10 À1 h, respectively. Space and time discretization are kept identical for all soil columns. The simulation periods for the different experiments vary according to the respective duration of each experiment.
[28] In the dual-permeability framework, any water flow simulation requires the following 17 parameters : van Genuchten-Mualem parameters ( r , s , , n, K s , and l) for both matrix and macropore domains, and interface parameters (w f , , , a, and K sa ). The parameters of the matrix-macropore interface, except K sa , are either based on their geometry (w f , , and a) or obtained by empirical estimation () for the single and multiple macropore columns [Castiglione et al., 2003; Arora et al., 2011] . As these parameters are kept as constants, one may argue that w is a function of K sa only (equations (6) and (7)), which is regarded as a calibration parameter in HYDRUS. This suggests that there are only 13 independent parameters based on degrees of freedom. These constant interface parameters along with l m , rm , and rf are not included in the uncertainty analysis because they are not considered to be sensitive (see section 4.1). However, correlations with respect to rm and rf are taken into account.
Markov Chain Monte Carlo Sampling
[29] The MCMC algorithms are applied to the experimental soil columns to investigate the effect of parameter correlations and uncertain model parameters on model outputs. The first step is to establish prior density and parameter uncertainty limits for each of the random parameters.
As discussed in section 3.2, the 10 dual permeability parameters that will be analyzed using MCMC algorithms are u m ¼ { sm , m , n m , and K sm }, u f ¼ { sf , f , n f , K sf , and l f }, and u int ¼ {K sa }. A log-transformation is used for the saturated hydraulic conductivity parameter (K s ) of matrix, macropore, and interface regions as suggested by de Rooij et al. [2004] . A uniform distribution is assigned to parameters whose literature references are unavailable except for their ranges. Therefore, the prior for l f is U[0,1]. A normal distribution is assigned as a prior to the rest of the soil hydraulic parameters for both matrix and macropore domains, e.g., sm $ N( sm , sm ). Nonnormal priors can be used as well but they will increase the computational complexity considering the number of parameters involved in this problem. The means of the prior densities for the matrix and macropore domains are set at the optimized values obtained using inverse modeling of the various flow experiments as they reflect the least squares estimate from HYD-RUS. Table 1 summarizes the inverse modeling technique used in this study and further details are given elsewhere [Arora et al., 2011] . The variances for the normal densities are obtained from Vrugt et al. [2003] using the van Genuchten model for the loam and coarse sand textures reflecting the parameters of the matrix and macropore domains, respectively. The uncertainty limits for these parameters are based on ranges obtained from the UNSODA database [Nemes et al., 1999 [Nemes et al., , 2001 ] again using the loam and sand textures. To avoid MCMC algorithms from progressively sampling outside realistic parameter ranges, the variances and applicable uncertainty limits are further refined by prior experiences with the model. [30] The second step is to consider an appropriate likelihood function and create a proposal distribution that is close to the posterior target distribution. Sampling from proposal distributions should be consistent with expected model responses to changes in parameter values [Larsbo et al., 2005] . Therefore, the proposal distribution is taken to be a multivariate normal distribution for each region/domain, and a Gaussian jump function is used to move around the parameter space. HYDRUS-1D is run for each ''new'' vector in the dual-permeability framework and the likelihood is based on the weighted least squares estimate between observed (D) and predicted values (E) [ Simùnek et al., 2001 [ Simùnek et al., , 2003 :
rðHÞ ¼ Dðx; tÞ À Eðx; t; HÞ;
where N is the number of observations, w i are weights associated with a particular observation, r(H) are model residuals calculated using the observation data D(x, t) at time t and location x (see Table 1 ), and the corresponding model predictions E(x, t, H) for the vector H of dual-permeability model parameters. We assumed w i 's to be equal to 1 for this study to represent similar error variances for all observations. A problem with equation (14) is that the standard deviation of model residuals ( r ), which is not known a priori, is also included in the likelihood function. Typically, r can be integrated out of the equation using a Jeffreys prior, and the likelihood therefore becomes [Scharnagl et al., 2011] :
[31] The Bayesian technique can thus produce full probability distributions for each parameter that is obtained after integrating all possible combinations of the dual permeability parameters using equation (11). This multidimensional integration is performed using the MH and AMCMC algorithms which differ primarily in their dealings with the covariance matrix.
Implementation of the MCMC Algorithms 3.4.1. Convergence Criteria
[32] A variety of graphical techniques such as trace plots, running mean plots, posterior means, variances, and standard errors are used to assess convergence of MCMC chains. Apart from these, convergence diagnostics of MCMC are also based on the Geweke test statistic [Geweke, 1992] . The Geweke test splits the MCMC chain into two ''windows'': the first window containing the beginning 20% of the chain, and the second usually containing the last 50% of the chain. If the samples are drawn from the stationary distribution of the chain, the mean of the two windows are equal. A Z-test of the hypothesis of equality of these two means is carried out and the chi-squared marginal significance is reported. A value of <0.01 for the chi-squared estimate indicates that the mean of the series is still drifting.
Number of Simulations
[33] Raftery and Lewis's [1992] method is intended to detect convergence to the stationary distribution as well as to provide the total number of iterations required to estimate quantiles of any MCMC output with desired accuracy. The estimation of quantiles is very useful as they provide robust estimates of the mean and variability of the parameter. If the number of iterations is insufficient, the diagnostic process can be repeated to verify the minimum number of samples (N min ) that should be run. One can determine the increment required in the number of simulations because of the dependence (I) in the sequence :
where B is the number of initial iterations to be discarded and commonly referred to as the burn-in length, and T is the total number of simulations. Values of I larger than 5 indicate strong autocorrelation which may be due to a poor choice of starting value, high posterior correlations, or stickiness of the MCMC algorithm.
Results
Sensitivity Analysis
[34] The objective of sensitivity analysis is to evaluate appropriate range of parameters and identify critical values that may lead to suboptimal or local solutions. In this study, sensitivity analysis is carried out by individually varying each parameter by 630% and keeping the rest of the parameters constant at their inversely estimated values. Table 3 lists the top three parameters that produced the most sensitivity to modeled preferential flow results when compared with the optimal HYDRUS simulation. This ranking suggests that variations in matrix parameters cause larger sensitivity than macropore parameters for preferential flow through experimental soil columns. Tortuosity of the matrix domain (l m ), and residual water content ( r ) for the matrix and macropore domains are not considered sensitive parameters as they result in small changes to the optimal HYDRUS simulation. Therefore, these parameters are disregarded for uncertainty evaluation using MCMC simulations essentially to curtail the dimensionality of the problem.
Comparison of Adaptive and Conventional MH Algorithms
[35] MCMC iterations are run for developing an initial covariance structure among the soil hydraulic parameters for the experimental soil columns. Although more than 50% acceptance ratio is observed for all experiments, the initial 4000 MCMC samples do not show convergence for certain parameters (not shown here). Specifically, the pore size distribution index for the matrix domain (n m ), saturated water content for the matrix ( sm ), and fracture ( sf ) domains do not converge for any of the soil columns. Among these, sm and n m are found to be sensitive parameters for most of the experiments (Table 3) . However, another common sensitive parameter m seems to converge efficiently. We argue that it is not the information in the measurements that is lacking but in extracting information about the interactions of the parameters which restricts us from obtaining a unique parameter set. By simultaneously using a number of correlated parameters, the identification of unique dual-permeability parameters is at stake. This result is confirmed by posterior cross-correlation plots, which show high correlation between parameters such as sm Àn m , sm À m , and sf Àn f for different experiments of the soil columns. A correlation among soil hydraulic parameters is not uncommon, however, prior information about correlation between the soil properties is nonexistent for most soils [Vrugt et al., 2003; Pollacco et al., 2008] . Therefore, the initial covariance structure (R 0 ) of the parameters for both MCMC techniques is obtained from the initial 4000 MCMC simulations for all types of flow experiments as follows: 
where, E is the mathematical expectation, a is the number of accepted samples from the initial 4000 MCMC simulations after 10% burn-in and thinning, and H a m (H a f ) is the set of random matrix (macropore) parameters as well as rm ( rf ) as suggested in section 3.2. The covariance with respect to interface parameters is limited to the variance of K sa as the rest of the parameters are constant (section 3.2). Our goal here is to compare the traditional MetropolisHastings (MH) and the adaptive (AMCMC) techniques in estimating soil hydraulic parameters and in producing meaningful outputs that mimic the properties of our preferential flow system.
[36] After initializing the covariance structure, the MH and AMCMC techniques were used to determine uncertainty in the random parameter set {u m , u f , u i } for an Figure 3 presents contrasting posterior parameter distributions for the two algorithms. Since the truth about parameter distributions is unknown, there is no way to ascertain which algorithm predicts the correct posterior. However, the prediction of a unimodal distribution for K sf by the MH algorithm implies that the chain takes a long time to move away from a local mode because of the single-update mechanism of the MH algorithm. On the other hand, the identification of a multimodal distribution for K sf and l f in the vicinity of local maxima is suggestive of desirable convergence and mixing characteristics of the AMCMC algorithm. The mean acceptance rate of AMCMC (34%) as compared to the MH algorithm (43%) is also suggestive of the comparatively slow convergence of the MH algorithm.
[37] The MCMC procedure is also carried out for infiltration experiments with constant pressure head boundary conditions for the low-and high-density multiple macropore columns. Parameter trace plots for 5000 and 3000 simulations for these experimental soil columns are shown in Figures 4 and 5, respectively. Figure 4 indicates that the sequence of draws converged quickly, within 5000 iterations, using the AMCMC technique. The performance of both algorithms is similar except for parameters such as sm , n m , sf , K sf , and K sa . Many more iterations are required to obtain convergence and/or better mixing with the MH approach. Since smoothness of the running mean plots is an indicator of good mixing of the MCMC chain, Figure 6 compares the running mean plots of n m and n f parameters of the low-density macropore column for the two algorithms. This plot suggests slow mixing of the MH chain as compared to the AMCMC chain for both of the parameters. Geweke's diagnostic is also used to assess chain convergence and rejects convergence of sf and K sa at 90% level of significance using the MH algorithm (column 5 of Table 4 ). On the other hand, Geweke's statistic indicates satisfactory convergence (chi-squared probability >0.01) for all dualpermeability parameters using the AMCMC algorithm (column 6 of Table 4 ). The higher acceptance rate of 33% for the MH algorithm again confirms the slow mixing and convergence characteristics of this algorithm as compared to the lower mean acceptance (26%) of the AMCMC technique.
[38] Consistent with findings from the single macropore and low-density multiple macropore columns, the AMCMC algorithm provides better mixing and convergence with a 36% acceptance rate for the dual-permeability parameters of the high-density macropore column ( Figure 5) . This time series plot shows poor mixing ( sm ) and trends in data ( m , n m , sf , and f ) at the 45% acceptance rate for the conventional MH algorithm. The results of the Geweke test confirm the lack of convergence for some of these dualpermeability parameters (n m and sf ) using the MH algorithm (last two columns of Table 4 ). Raftery and Lewis's convergence diagnostic also indicates high autocorrelation (I > 5) in all parameters except K sm and l f for the MH algorithm and in sm and n m for the AMCMC algorithm for the high-density macropore column (Table 5) . Since the statistic is calculated before thinning of the chains, autocorrelation observed in sm and n m using AMCMC, and n f , K sf , and K sa using MH is expected as the chain is not independent and identically distributed (i.i.d.) as yet. The burn-in length (B) and additional number of samples (not shown here) obtained from the Raftery-Lewis statistic are not unreasonable even for the MH algorithm, however, this problem may worsen with addition of parameters, changes to correlation structure, and increment in desired accuracy.
[39] The nonconvergent parameters across the different experiments using the conventional Metropolis-Hastings (Table 3) . We argue that the MH algorithm was analyzing the tradeoffs in the fitting of these highly correlated parameters due to its one-parameter-at-a-time updating approach. This argument is further strengthened by investigations into posterior cross-correlations among the simulated matrix and macropore domain parameters. Figures 7 and 8 present a scatterplot of parameters generated by the MH and AMCMC algorithms after convergence has been achieved for infiltration experiments of the low-and high-density multiple macropore columns, respectively. Specifically, parameter correlations (jrj > 0.5) are evident for sm with m and n m for the low-density macropore column, and sf with f for the high-density macropore column using the MH algorithm. For the high-density macropore column, the scatterplots developed using the AMCMC algorithm are patchy only at the ends with respect to K sf , while the MH algorithm produces scatterplots that are patchy within the parameter space for almost all of the macropore parameters. This suggests that the MH algorithm has been unable to cover the entire parameter space and explore the full posterior distribution of the parameters in the given number of iterations due to evident correlations between the parameters. On the other hand, the simultaneous updating of the parameters within the AMCMC algorithm enables it to provide better posterior estimates in lesser iterations. We conclude that carefully formulated AMCMC yields sufficient information to estimate parameter uncertainty with a faster convergence rate when a large number of parameters (as in a dual-permeability model) are considered random and prior information with respect to their interdependence and correlation is lacking.
Ouput Uncertainty
[40] To verify whether improved predictions of preferential flow can be made by either algorithm, we compare AMCMC and MH simulation results for a constant head (0 cm) infiltration experiment of the high-density multiple macropore column. Figure 9 illustrates pressure head profiles at 10 cm depth and soil water retention curves for the matrix domain for the two algorithms. The MH algorithm displays a wider range of uncertainty in predicting the entire pressure head profile as compared to the AMCMC algorithm. This is also true for water content profiles at all depths and for all experiments of the different soil columns (not shown here). This can be explained with the reasoning that the AMCMC algorithm has a narrow range of the highestposterior density region in the physically plausible space for each of the dual-permeability parameters. The AMCMC algorithm is able to resolve parameter correlations and consequently, has a lower uncertainty associated with the dual-permeability parameters. On the other hand, the MH algorithm relies on the inverse procedure, which minimizes the squared residuals between model predictions and measurements, and fails to provide a single, relatively unique set of hydraulic parameters from experimental observations. This is also reflected in the 99% prediction uncertainty bounds where the most optimal hydraulic properties, obtained from the inverse procedure and indicated with the dotted line (Figure 9 ), are at the center of the bounds for the pressure head curve. On the contrary, the observations, Figure 7 . Scatterplots of 5000 combinations of different matrix parameters for the low-density macropore column using (i) MH and (ii) AMCMC algorithms.
indicated with squares, are at the center of the prediction bounds for the AMCMC algorithm, especially during perturbations of the pressure head potential between 12 and 18 h. There is also considerable uncertainty associated with the MH algorithm where the soil moisture potential is at saturation. This is in agreement with sm being highly correlated with other parameters (Figure 7 ) and the high sensitivity of preferential flow output associated with sm for all experiments (Table 3) . It is important to note that AMCMC is not deemed better due to the smaller uncertainty range in output predictions as true uncertainty bounds are unknown for the experimental soil columns. However, we believe that significant uncertainly associated with the fitted soil water retention functions is due to unresolved parameter correlations using the MH algorithm. It is therefore recommended that additional water content measurements at a lower pressure potential be included to condense parameter correlations and reduce uncertainty associated with such parameter sampling algorithms. For the dual permeability modeling framework, the comparison between MH and AMCMC algorithms clearly demonstrates that correlations among dual-permeability parameters are present, and the output uncertainty range suggests that these correlations must be accounted for by the parameter sampling algorithms (either by including additional information on the correlation structure or through an efficient sampling scheme).
Uncertainty in Soil Hydraulic Parameters
[41] The estimation of marginal posterior distribution is obtained assuming homoscedatic, uncorrelated error terms using the adaptive MCMC technique. Histograms of the dual-permeability parameters generated after convergence Figure 8 . Scatterplots of 3000 combinations of different macropore parameters for the high-density macropore column using (i) MH and (ii) AMCMC algorithms.
to the stationary posterior distribution for drainage experiments of the single macropore and high-density multiple macropore columns are shown in Figures 10 and 11 , respectively. The posterior distributions show evidence of the bi-and multimodal nature for certain soil hydraulic parameters. An explanation for the occurrence of multiple modes in the posterior is the inherent structure of the prior distribution. Multivariate normal priors can result in multimodal or Student's t-type of posterior distributions [Escobar and West, 1995] . For the soil column data, the different modes suggest that the experimental data are coming from two (or three) sets of population, which represent the different retention and hydraulic conductivity functions. de Rooij et al. [2004] obtained different modes with the same parametric distribution for soil hydraulic parameters of the plow layer and the subsoil thereby reflecting different soil depths and different retention functions. This result can be transferred here to suggest that these modes are related to the different domains of the dual-permeability system. The relative dominance of the matrix, macropore, and interface regions is easy to discern in the histograms. Specifically, in the drainage experiments of the single macropore and highdensity multiple macropore columns, the macropores are drained first, followed by the matrix-macropore interface, and then by pores of the matrix domain. Therefore, the existence of three modes in K sm , K sa , sf , and l f for the single macropore column, and in K sa , sm , sf , n f , and l f for the high-density multiple macropore column suggest the participation of these parameters in controlling flow processes through the matrix, macropore, and interface regions. Note that the parameters showing bimodality such as m , f , and n f for the single macropore column, and K sm and f for the high-density multiple macropore column belong to matrix and macropore domains only. This suggests that apart from the conductivity parameter of the matrix-macropore interface (K sa ) and the tortuosity of the macropores (l f ), soil hydraulic parameters of matrix and macropore domains also play an important role in regulating the flow through the interface region.
[42] Table 6 summarizes the posterior mean and variance of the various dual-permeability parameters for drainage experiments of the single and multiple macropore columns using the AMCMC algorithm. Since the MH algorithm produces incorrect posterior means and large variances for certain highly correlated variables, these results are not presented here. It is important to note that same initial parameters were employed for all of the soil columns and the only difference between them was in the number of macropores and therefore, in the geometry-based interface parameters ( Table 2) . The results presented in Table 6 illustrate that we end up with different parameter means for the different experimental columns. Most importantly, the posterior means of the K s parameter for the matrix, macropore, and interface regions show a similarity between the low-and Figure 9 . Uncertainty in predicting pressure head profiles and -h curves of the high-density multiple-macropore column for an infiltration experiment using (i) MH and (ii) AMCMC algorithms. The dashed lines define the HYDRUS simulation for the most likely parameter set, the gray shaded area denotes the 99% prediction uncertainty range, and the squares correspond to experimental observations at 10 cm depth. Figure 10 . Posterior probability distributions of the parameters using observed data for drainage experiment of the single macropore column.
high-density macropore columns, and are consistently lower for the single macropore column. Also, saturated hydraulic conductivity for the macropore domain (K sf ) is found to have the highest posterior variance for all the soil columns. This suggests that saturated hydraulic conductivity parameter is influenced by macropore density. Mild nonequilibrium conditions observed in the single macropore column are reflected through low posterior mean of K s parameters for all three regions. Results from our previous study [Arora et al., 2011] also indicate the need to adjust saturated hydraulic conductivity parameter (K sm ) to account for an increase in macropore density and to correctly predict flow through the structured soil system.
Comparison with Deterministic Approach
[43] For the sake of comparison with the stochastic/ Bayesian approach, a deterministic framework is applied using a similar weighted least squares approach as described in equation (14):
where w ij 's are equal to 1 (as in the stochastic approach), m is the number of different sets of measurements, n j is the number of observations in a particular measurement set such that the total number of observations N (in equation (14)) is a summation of n j (for j ¼ 1, 2, . . . , m) . An additional set of weights (v j ) associated with each measurement set is used in the deterministic approach. The weighting elements v j are inversely related to measurement variances ( 2 j ) and number of data (n j ) [Clausnitzer and Hopmans, 1995] :
An advantage of the Bayesian approach is that it integrates out the error related to measurement variances (equation (16)). As mentioned in section 4.4, the deterministic approach resulted in similar parameters for all the soil columns except the interface parameters (Table 2 ) and suggested changes to K sm for incorporating the effect of macropore density [Arora et al., 2011] . On the other hand, the Bayesian framework resulted in consistently lower posterior means for K s parameters for all regions of the single macropore column as compared to the multiple macropore columns. Thus, AMCMC suggests that the impact of macropore density be incorporated by calibrating saturated hydraulic conductivity parameters for all three regions. Another difference between the two approaches is highlighted through hydrologic outputs from the soil columns.
The Bayesian framework provides a comprehensive evaluation of multiple realizations of preferential flow output from the columns using uncertain parameters, while the deterministic approach provides a single realization of the output (Figure 9 ). This single realization does not even lie at the center of the 99% uncertainty bounds obtained through AMCMC because the deterministic approach also analyzes parameter tradeoffs due to correlation among DPM parameters. We must mention that the Bayesian technique does not consider error related to the model structure. The use of a probabilistic framework in this study was solely to emphasize the correlation structure of DPM Figure 11 . Posterior probability distributions of the parameters using observed data for drainage experiment of the high-density multiple macropore column. 
Summary and Conclusions
[44] The applicability of dual-permeability models for structured soils is hindered by the large number of input parameters, some of which cannot be measured directly [ Simùnek et al., 2003] . This study depicts the usefulness of Bayesian methods in evaluating parameter uncertainty and its effect on model predictions in a preferential flow system that considers 10 out of 17 (or 13 based on degrees of freedom) DPM parameters to be random. Bayesian modeling framework is applied using an adaptive MCMC scheme and the conventional Metropolis-Hastings algorithm on experimental soil columns with different macropore distributions (single macropore, low-, and high-density multiple macropores). The distinguishing feature of the AMCMC algorithm is its simultaneous parameter update due to the description of the parameter covariance matrix as opposed to the single-site update of the MH algorithm. The results indicate that AMCMC accelerates convergence of the multidimensional dual-permeability model for all experimental soil columns and identifies marginal posterior distributions even in the vicinity of local maxima due to its online updating mechanism. On the other hand, the MH algorithm reveals high-posterior correlations obtained with respect to sm with n m and m , and sf with f for different experiments of the soil columns. In terms of predicting preferential flow, this study shows that the MH algorithm produces larger uncertainties than AMCMC in pressure head and water content profiles at different depths of the soil columns. The larger variability near the saturation end of the water retention curve using the MH algorithm is related to high correlations with sf and high sensitivity of preferential flow estimates to the saturated water content parameter ( sm ). It seems that the MH algorithm requires additional experimental data sets or supplemental information on parameter covariance structure to resolve these correlations efficiently while AMCMC has faster convergence in estimating unique parameters using just the information contained in experimental observations. For the dual-permeability framework, the comparison between the two algorithms highlights the existence of a correlation structure among DPM parameters and indicates that the selection of parameter sampling algorithms, whether deterministic or stochastic, is paramount in obtaining unique DPM parameters. When correlation structure of dual-permeability parameters is unknown or complex, the parameter sampling schemes should either have efficient update mechanisms (e.g., AMCMC) or be supplied with supplemental information (e.g., MH) to improve identification of DPM parameters. Other studies have also reported that prior knowledge about correlation structure significantly improves equifinality of parameter estimates [Flores et al., 2010; Scharnagl et al., 2011] .
[45] In terms of parameter uncertainty, both order and value of parameters are well-estimated and within credible limits according to the UNSODA database using the AMCMC algorithm [Nemes et al., 1999 [Nemes et al., , 2001 . The effect of macropore density is evident in a saturated hydraulic conductivity parameter for matrix (K sm ), macropore (K sf ), and interface regions (K sa ) as their posterior means are consistently lower for the single macropore column as compared to the multiple macropore columns. A high posterior variance found in K sf also reflects higher uncertainty in the consistency of this parameter across soil columns with changing macropore density. Our previous study also emphasizes the need to account for changes in macropore density through some parameters of the dual permeability model [Arora et al., 2011] . Histograms of certain parameters are found to display bi-or tri-modal characteristics. We believe that this is not a peculiarity of the posterior distribution but reflects the sequence of flow processes of the matrix, macropore, and/or the interface region. This is similar to observations in natural systems, where macropores are predominantly active at and near saturation; the micropores get active at a relatively lower pressure; and the interface at a variety of pressure heads in between the extremes. Results indicate that the degree of local nonequilibrium in the matrix-macropore interface is controlled not only by the transfer term parameter (K sa ) and macropore tortuosity (l f ) but also by other parameters governing the shape of water retention curves for the matrix and macropore domains. This result is important from the perspective of understanding the physical meaning and effect of dual permeability parameters, and incorporating uncertainty in certain parameters to better account for lateral flow processes through the matrix-macropore interface region.
[46] We must note that theoretical concepts derived from this one-dimensional column study are applicable to multidimensional settings of structured soils. This is because preferential flow causes the majority of the flow (disregarding macropore tortuosity and dead ends) to be carried through macropores and fractures, making the flow essentially onedimensional [Flury et al., 1994; Mohanty et al., 1998 ]. Therefore, specific results like the existence of correlation among DPM parameters, the need for requisite changes to K s to account for increase in macropore density, and the dominance of interface region in any flow process are all transferrable to the field scale. A recent study by Kodêsová et al. [2010] also demonstrates correlations with respect to K sf with K sa , and K sf with shape parameters of the macropore domain for an experimental field setting. In addition, threedimensional field settings can only enhance the problem of correlated parameters by introducing spatial correlation in the added dimension [Mallants et al., 1997; Coppola et al., 2009] .
