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Numerical studies of the melting process in the induction furnace with cold crucible Introduction Melting of high-purity cast products is often carried out in induction furnace with cold crucible (IFCC), which offers various technological and economical advantages like melting, alloying and casting in one process step. Owing to its importance for modern industry it has become the subject for numerical modeling (Baake et al., 2001; Bojarevics et al., 2003; Fort et al., 2005) . The main distinguishing feature is that melt is kept in the water-cooled crucible and, therefore, high purity of material is assured by solid skull layer at the melt-crucible contact zone. Practical experiences show that the overheating temperature of the entire melt, which is determined by the electromagnetic, hydrodynamic and thermal process factors, is one of the key parameters of this technological process. The task of optimizing melt overheating faces the challenge of finding optimal combination of crucible height to diameter ratio, number of inductor turns and crucible sections, current strength and frequency. Changing of any mentioned factor influences the shape of melt meniscus and, as a result, flow pattern and energy balance. Therefore, solving of this problem should be based on determination of main tendencies for given direction of parameter change. This could be done performing numerical calculations for series of process configurations, with only one of parameters being varied.
Former experimental investigations show, that rotational flow structures driven by electromagnetic forces are often unstable. Resulting intensive flow oscillations are thought to be responsible for improved heat and mass transfer between different flow regions. Commonly used 2D numerical models based on the Reynolds-averaged Navier-Stokes (RANS) equations cannot describe this phenomenon and therefore usually predict temperature distribution which deviates from measurement results. Major reason of imprecision of 2D models is the 3D character of real flow oscillations. Logically, if we would like to avoid developing of empirical parameter set in order to adjust our 2D model for particular flow case, using of 3D modeling approach is obligatory. The large eddy simulation (LES) method, which is receiving growing attention at the present time and is actually being used for practical applications Figure 1 shows the photo of our experimental IFCC with inductor, slit crucible and melt. It looks axis-symmetric, but it is not exactly so, because of the gaps in the crucible wall. Since, the crucible is made of conducting material, the eddy currents are excited in the slits and they significantly influence electromagnetic field distribution. Therefore, 2D simulations of IFCC should take into account this phenomenon. There are several ways to do this: implement the effective magnetic permeability of the crucible material, or estimate the eddy currents in the walls. The use of mentioned approximations is complicated by the fact, that the amount of melt in the crucible and its shape changes the field as well. Hence, the qualitative estimations, which are suitable for one system, may produce incorrect results for another. Also the evaluation of power balance in the system may be misleading, because in reality significant amount of the electrical losses belongs to the slit crucible (about 50 percent). 2D model does not calculate these losses directly.
Electromagnetic model of cold crucible
Initially we have used 2D approximation taking into account the ratio between the crucible section and gap width. This approach was tuned for our experimental installation and was used for the series of calculations with varied diameter of the crucible; it will be described later. Main advantage is the short solution time, which is significant for the iterative process of meniscus shape calculation.
However, the constant growth of the computational power allows us to perform the 3D calculations on the common workstation. The 3D simulation with sufficient mesh resolution can be completed within reasonable time period. We have used the commercial software ANSYS for this purpose.
Our experimental IFCC, which was modeled, is built of 14 segments and has the inner crucible diameter of 16 cm. The five-turn inductor height is about 20 cm and the operational power varies from 150 up to 200 kW. The 3D model contains a sector with half of crucible segment and half of the attached gap (Figure 2 ), which in our case corresponds to the 12.868 angle. The flux-parallel condition is applied on the side boundaries, but on the other boundary planes the vector-potential is set to zero. The current strength is applied to each inductor turn and its distribution inside the coil is calculated during the solution. The results of simulation contain induced currents in all conducting regions; therefore it is possible to calculate the total power losses in the whole system. The use of 3D electromagnetic model also brings another advantage, because it gives the non-symmetrical (real) Lorentz force and Joule heat distribution in the melt. Figure 3 shows how the intensity of Joule heat sources at the melt surface depends on the angular position for different heights.
The shape of the melt interface is calculated by establishing point-to-point balance of all involved forces. The equation is:
where P EM ¼ B 2 /2m is the electromagnetic pressure, g is the surface tension coefficient and R 1 , R 2 are the curvature radii. The surface profile is divided into the equal sections by the 40 nodes. Then the shape is adjusted in iterative way, until the DP becomes the same for each point. The electromagnetic calculations are performed on a 3D ANSYS model. The obtained magnetic field intensity data are used then by external code which makes shape adjustments.
Fluid flow modeling
The simulation of the fluid flow and thermal problem was done using LES numerical scheme. 3D calculations based on LES can be assumed as a compromise between the solving of RANS equations and direct numerical simulation (DNS). Main flow structure Numerical studies of the melting process 
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is resolved directly like in the DNS approach, but small eddies, which size is comparable with grid size, are modeled additionally. Therefore, finer meshing and, as result, more computational resources are required in order to get an advantage over two-equation models, e.g. k-1 turbulence model, but still less than it is necessary for the application of the DNS. The sub-grid turbulent viscosity m sub was calculated with Smagorinsky-Lilly scheme used in FLUENT (Fluent 5 User's guide, 1999): Numerical model consisted of approximately 3 £ 10 6 elements; this corresponds to the average cell size of , 1 mm. Boundary layer aligned at the surface had first element depth of , 0.2 mm. Transient calculations run with time-step in region of 5 ms. This combination of parameters ensured stable convergence within 5-10 iterations. Usually, it is necessary to simulate-flow development as long as several turn-around periods of the main vortexes. In this particular case about 15 s are sufficient for collecting enough data for time-averaging of the flow and temperature fields. It takes approximately 3-4 weeks on our four-workstation cluster for these calculations. Numerical studies of the melting process
The former numerical investigations of cold crucible, based on 2D RANS methods, gave acceptable results for flow pattern (Figure 3 left), however they did not always agree with measured temperature distribution. Simulation predicted temperature gradients between dominating vortexes (Figure 3 right) , which were not confirmed by the measurements (Figure 4 right) . The time-average of the velocity field predicted with LES (Figure 4 left) was in agreement with both experiment and 2D results. At the same time, transient flow behavior shows intensive oscillations, which cause homogenization of temperature inside the whole melt.
Parameter studies for TiAl melt
The 3D numerical investigations of TiAl-melting process produced similar results in terms of time-averaged flow pattern (Figure 5 left) . The melt mass was the same 6 kg, but the meniscus height in this case is lower due to the increased density of the material. The flow velocities are slightly higher (maximal average velocity at r ¼ 0 is about 55 cm/s), therefore the temperature distribution is more homogeneous, than in aluminum. Calculated temperature oscillations have similar amplitude (3-4 K) as these measured in aluminum (Figure 6 ). It should be taken into account here, that higher frequencies in measured oscillations are "filtered" by thermocouple, while the time step in the calculations was 0.01 s.
Owing to the noticeably lower H/D ratio of the melt shape, the low-velocity zone exists in the middle of the bottom region, which may lead to the thicker skull layer above the water-cooled base. Therefore, the modification of the crucible's geometry or load is considered as a possible way to improve the efficiency of the process.
There were performed calculations for the three different H/D ratios, but the power induced in the melt was kept the same. The Figure 5 shows the results for two ratios: 1.20 (left) and 1.67 (right) additionally to the 0.84 ratio shown on Figure 3 . As it can be seen, the flow is more intensive near the central axis in case of smaller diameter crucible. This can prevent the formation of the thick layer of the solidified material at the bottom. But, at the same time, the melt has larger contact area with the crucible walls, which can lead to the changes in the electromagnetic forces and Joule heat sources distribution in the melt, as well as to increased heat flux to the water-cooled slits. But, the comparison of electrical efficiency of these systems show (Table I) , that only about 18 percent of the full power are induced in the melt in case of H/D ¼ 0.84, while for the larger ratio it is ,36 percent.
Also, the influence of the electromagnetic field frequency was studied. The Figure 6 shows the melt shape and the time-averaged flows for two cases: 5 and 20 kHz. The melt height decreases at higher frequencies (the induced Joule heat was kept almost constant, see Table II ). The velocities are noticeably smaller in the 20 kHz case (almost twice on the axis), which may lead to the less intensive mixing. These particular (Figures 7 and 8) .
Following stage of investigations included usage of 3D Joule heat sources distribution in fluid flow calculations. This means that sources intensity varies periodically in azimuthal direction with noticeable maximums at the middle of the slits. This approach slightly influenced the temperature distribution ( Figure 9 ). There can be seen periodic temperature variations in the surface zone if we look from above to the cross-sections, which are parallel to the crucible bottom. During the aluminum melting experiment this phenomenon can be observed as azimuthal-wave-like surface deformations of the meniscus.
Conclusions
The results of the LES modeling of aluminum-melting process are in good agreement with the results of experimental investigations.
The comparative modeling results show, that parameters configurations which provide higher H/D ratio of the melt are more efficient when total power consumption is considered, but this advantage is held back by higher heat losses through the crucible walls. Also, calculations reveal that lower frequencies, which are energetically less effective, provide better mixing of the melt. Considering, that change of any parameter (frequency, power, crucible radius) influences the melt shape and, therefore, the electromagnetic coupling and temperature distribution, further investigations are required to obtain the optimal IFCC configuration. 
