Abstract-This note concerns charging, rate control and routing for a communication network using priority mechanisms at queues. It is argued that by appropriately marking packets at overloaded resources, end-systems can be provided with the information necessary to balance load across different routes and priorities.
I. Introduction
The heterogeneity of Internet applications has led to interest in methods of providing differentiated services. Particular development effort has been devoted to the DiffServ proposal [10] , whereby packets are classified into two (or more) classes and queues within the network treat differently packets of different classes.
An alternative, largely theoretical, framework ( [2] , [4] , [7] , [13] , [14] , [17] ) has stressed the importance of feedback mechanisms based on explicit congestion signals [6] , or marks, interpretable as shadow prices. The development of this approach has assumed simple first-in-first-out queues, with differentiation provided by the algorithms implemented in end-systems. Such a simple queueing discipline may well be appropriate in a network where queueing delays are insignificant compared with propagation delay. But one can envisage circumstances where a slow highly utilized link might cause unacceptable delay to some packets, and where users' perceptions of quality may be affected by their sensitivity to delay.
Alvarez and Hajek [1] extend the framework of [7] to consider a model where there are two classes of packet, the queue gives higher preference to one class of packet, and users pay a higher price for marks on packets of this class. The ratio of prices for marks on packets of different classes is set by the network. Alvarez and Hajek [1] show that it is possible for users willing to receive a reduced throughput to achieve an improved quality of service according to a different measure, such as delay or loss; in this sense the quality of service offered by the network is multidimensional.
Hurley, Le Boudec and Thiran [9] describe an asymmetric best-effort service, where applications mark packets as blue or green, and green packets, typically sent by real-time applications such as interactive audio, receive more losses during bouts of congestion than blue ones. In return, they receive a smaller bounded queueing delay. Queues within the network attempt to ensure that the throughputs on a blue and a green flow that share the same path are in a given ratio, set by the network, through an adaptive scheduler. The incentive to an application to choose blue or green is based on the nature of the application's traffic and on traffic conditions. Odlyzko [16] describes an approach to pricing differentiated services based on a partition of the network into logically separate channels, which differ only in the prices paid for them. The price per packet would vary from channel to channel: channels with higher prices would attract less traffic and thereby provide a better service.
In this note we explore further some of the issues raised by the above papers. In particular we aim to show how a simple priority queue may be included within the theoretical framework of [7] , [13] , [14] . Our approach is to view a priority queue as a combination of two logical resources: a first logical resource used only by high priority packets, and a second logical resource used by both high and low priority packets. Each logical resource uses its own packet marking mechanism to indicate incipient congestion, and an end-system makes its own choice of how many packets of each class to send. The choice of packet class by an end-system is logically similar to a routing choice: a high priority packet goes through two logical resources, while a low priority packet goes through just one logical resource. High priority packets may or may not be more likely to be marked, depending upon which logical resources in a network are congested. An advantage of this approach is that no ratio of prices or of throughputs needs to be chosen by the network: the relative prices or throughputs of applications using different classes emerge from the aggregate choices of end-systems.
II. Experiments with a priority queue

A. The model
In this section we consider a single resource offered packets of unit length and consisting of a server capable of serving one such packet per unit time. We identify time slots with epochs occurring every unit of time. The resource can also mark packets during times of congestion, for example using Explicit Congestion Notification [6] , and these marks are returned to the sender after some delay. Further details of the strategies used for marking are discussed below.
Users generate packets which can be of two different classes. A user either generates packets from the high priority class, labelled H, or from the low priority class, labelled L. Let J H be the set of users generating class H packets, J L the set of users generating class L packets and set J = J H ∪ J L . Each user, of whichever class, has a willingness to pay parameter, w, and operates an elastic user algorithm [1] , [7] which transmits
packets in the slot (t, t+1], where x(t) and z(t) are internal state variables updated as follows
Here f (t) is the number of marks received at the end of slot (t, t + 1] and κ is a small positive constant (Johari and Tan [11] and Massoulié [15] treat the choice of the constant κ in a network context). If we denote by X j (t) the number of packets produced by user j in time slot (t, t + 1] then
give the total numbers of packets of the two classes offered in time slot (t, t + 1]. The resource contains two packet buffers, labelled A and B, with occupancies Q A and Q B respectively. Buffer A is served with strict priority over buffer B. At time t + 1 the X H (t) + X L (t) packets generated by the users are offered to the resource and may be accepted into the appropriate buffers or lost according to the following procedure. The packets are first sorted into random order and considered in sequence as follows. If the packet is a class H high priority packet then it is accepted by buffer A only if
is increased by one. If the packet is not accepted by the buffer then it is lost. If the packet is a low priority packet of class L then it is accepted by buffer B only if (Q A + Q B ) < B 2 , in which case Q B is increased by one. Again if the packet is not accepted then it is lost. Thus the resource operates as a priority queue with two logical constraints: a constraint on high priority traffic and a constraint on total traffic. A high priority packet of class H must meet both these constraints whereas a low priority packet of class L needs only to meet the constraint on total traffic. A consequence of the service discipline is that a packet accepted in buffer A is guaranteed service within a bounded delay of B 1 time slots. Figure 1 shows a schematic diagram of these two logical resources.
If a packet of either class is lost rather than accepted by the resource then a mark is returned to the user after a timeout period of T T O time slots. Marks may also be given to accepted packets according to the operation of separate marking strategies for each logical constraint. For the high priority constraint, a class H packet is marked in an interval between when a class H packet violates the constraint Q A < B 1 and the next time buffer A is empty. For the constraint on total traffic, a packet of class H or L is marked if it arrives in the interval between when a packet violates the constraint Q A + Q B < B 2 and the next time both buffers are empty (that is, Q A + Q B = 0). Thus high priority packets of class H experience two possibilities to be marked whereas low priority packets of class L experience just one. When a marked packet is served a mark Class H packets Class L packets
High priority flows Low priority flows Fig. 1 . Schematic diagrams of priority queueing system using two logical constraints. In the Appendix a network abstraction is considered where the priority queue is treated as two resources: a resource of capacity C 1 used by just high priority flows, and a resource of capacity C 2 used by both high and low priority flows.
is returned to the user after a round trip time of T RT T time slots. Further discussion of marking strategies can be found in [2] , [7] , [8] , [17] .
B. Experiment 1
In this example we vary the sets J H and J L of users of the two different classes while keeping their choice of willingness to pay, w j , held fixed. Suppose that we have |J| = 40 users with w j = 0.0001 * j (j = 1, . . . , |J|) and the same gain parameter κ = 0.001. We initially suppose that all users produce packets of class H (J = J H , J L = ∅) and then choose in random order a member of J H and transfer it to J L . We continue with this procedure until all users generate packets of class
The resource has a single server which serves packets at unit rate and has loss thresholds of B 1 = 5 and B 2 = 10. The delays for returning marks to the sending user are T T O = 200 and T RT T = 100 time slots.
For each of the randomly chosen configurations of users we simulate the behaviour of the resource. Figure 2 shows the long-run proportions of time slots which serve packets of class H and L. The diagonal line shows the constraint on total traffic given by a fully utilized server. The figure shows the nature of the two logical constraints. There is a sloping constraint given by the constraint on total traffic and a vertical constraint given by the constraint on high priority traffic. Figure 3 shows the marking probabilities for the two logical constraints as a function of the proportion of high priority demand, j∈J H w j . The marking probabilities for the two constraints are estimated by the ratio of the number of packets marked by the constraint to the number of packets subject to the constraint. (We note that very few high priority packets, less than 0.3%, were marked by both constraints. Each such packet carries back only a single mark to the user.)
Also shown in Figure 3 are the loss probabilities for the two packet classes. We can see that loss of high priority packets rises to a potentially unacceptable level of around 2%. In the next section we address how a marking strategy can give an early warning of the onset of congestion so as to reduce the likelihood of packet loss.
C. Virtual queue marking
In a network where routes comprise many hops, packet loss may not just inconvenience the users concerned, it may also damage the network by causing congested links to occupy themselves sending packets which will only be dropped later in the network [5] . In this section, following [7] , we amend the marking strategy to give lower packet loss. Suppose the resource implements two virtual queues, labelled 1 and 2 with occupancies V 1 and V 2 , respectively. Associated with virtual queue, i, is a single parameter θ i with 0 < θ i ≤ 1. Virtual queue 1 is used to implement a marking strategy for the logical constraint on high priority traffic and is offered high priority packets only. Virtual queue 2 is used to implement a marking strategy for the constraint on total traffic and is offered packets of both classes accordingly.
The virtual queues are each served at slower rates θ i (i = 1, 2) than the real queues. A packet offered to virtual queue 1 is accepted if
is increased by one. A packet offered to virtual queue 2 is accepted if V 2 + 1 ≤ θ 2 B 2 , in which case V 2 is increased by one. A major effect of the parameters θ 1 and θ 2 is determining the trade-off between the utilization of resources and packet losses -for further discussion of this issue see [8] .
Packets accepted by the real queue are then marked according to the sample path of the virtual queue. Each 
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High priority marking Total traffic marking High priority loss Low priority loss Fig. 3 . Marking and loss probabilities as a function of the proportion of high priority demand. The marking probability for the high priority constraint shows the proportion of high priority packets that were marked by the constraint on high priority traffic. The marking probability for the total traffic shows the proportion of packets marked by the constraint on total traffic.
virtual queue marks arrivals to it in each interval between a virtual loss and its next being empty. Figure 4 shows the marking and loss probabilities when virtual queues are used with parameters θ 1 = 0.8 and θ 2 = 0.9. The loss probabilities are now insignificantly small with correspondingly higher marking probabilities. Figure 5 shows the queueing delays experienced by high and low priority packets as a function of the proportion of high priority demand. The queueing delay of high priority packets accepted by the resource is guaranteed to be at most 5 and the figure shows that the 99 percentile of the delay distribution is comfortably less than 5 over most of the range. There is no such bound on the queueing delay of low priority packets as low priority packets must wait until there are no high priority packets before receiving service. Figure 5 shows that as the proportion of high priority demand increases, there is an increase in the variability of delay for low priority packets. Figure 5 shows that, as the proportion of high priority demand increases from 0 to 0.8, the mean delay increases for low priority packets, and for high priority packets. The mean delay over all packets is however fairly stable throughout this range. This is consistent with the previous observation, since as the proportion of high priority demand increases, the mix of traffic changes, with fewer packets incurring the larger delays associated with low priority traffic. Figure 6 shows the effect of scaling the willingness-topay parameters. In the three scenarios the parameters are uniformly scaled by factors of 0.5, 1.0 and 2.0. The position of the high priority constraint is noticably affected by the scaling, although the low priority constraint is relatively insensitive.
D. Experiment 2
III. Discussion
In Section II we described a marking strategy for a simple priority queue that was interpretable in terms of two logical resources. The choice of packet class by an end-system is then logically similar to a routing choice: a high priority flow goes through two logical resources, while a low priority flow goes through just one logical resource (Figure 1) . The theoretical treatment of [12] , [13] does include routing choices, but assumes that the utility to a user is a concave function of the sum of the flows achieved by the user along the different routes. In the Appendix we extend the treatment of [12] , [13] to allow the utility to a user to be a concave function of the entire vector of flows along the different routes available to a user. This extension is appropriate for the circumstance where propagation delays or bounds on queueing delays differ significantly from route to route.
The major difficulty with using queueing mechanisms for service discrimination was described in the key early paper of Clark [3] : that a simple priority scheme has no means to balance the demands of the various classes. In the approach of this paper this balancing is left entirely to endsystems: high priority flows may or may not be more likely to be marked, depending upon which logical resources in the network are congested. 
Consider the following optimization problems (the formulation varies from that of [12] , [13] in that the utility U s (x s ) is a function of a vector, rather than a function a single real variable). U SER s (U s ; λ):
w r subject to x s = (y r , r ∈ s), s ∈ S and w r = λ r y r , r ∈ s over w r ≥ 0, r ∈ s.
Theorem 1: There exist vectors λ = (λ r , r ∈ R), w = (w r , r ∈ R) and y = (y r , r ∈ R) such that (i) (w r , r ∈ s) solves USER s (U s ; λ), for s ∈ S; (ii) y solves NETWORK(C; w); (iii) w r = λ r y r for r ∈ R. The vector y then also solves SYSTEM(U, C).
Proof: The conditions on the functions U s , C j ensure that each of the above optimization problems has a unique optimum, interior to the positive orthant, and that it can be located by first-order stationarity conditions.
The stationarity condition for the optimization problem SYSTEM(U, C) is
where
and we recall throughout that µ j is a function of y. The unique vector y fulfilling the stationarity condition, with x s = (y r , r ∈ s), s ∈ S, is the solution to SYSTEM(U, C). The stationarity condition for the optimization problem NETWORK(C; w) is
while that for the optimization problem USER s (U s ; λ) is
Thus if
where y is the solution to SYSTEM(U, C), and if w r = λ r y r , then λ, w, y satisfy the conditions of the Theorem. Conversely if λ, w, y satisfy the conditions of the Theorem they identify a solution to the first-order stationarity condition for the problem SYSTEM(U, C), and hence y solves that problem.
Next consider the system of differential equations
for r ∈ R, where
and p j (·) is a positive continuous increasing function, for j ∈ J. We interpret the relations (11)-(12) as follows. Suppose that resource j marks a proportion p j (z) of packets with a feedback signal when the total flow through resource j is z; and that user r views each feedback signal as a congestion indicator requiring some reduction in the flow x r . Then equation (11) corresponds to a response by user r that comprises two components: a steady increase at rate proportional to w r (t), and a steady decrease at rate proportional to the stream of feedback signals received. It is shown in [13] that if w r (t) = w r for r ∈ R then the system of differential equations (11)- (12) has a stable point, to which all trajectories converge. The variable µ j (t) can be viewed as the shadow price per unit of flow through resource j at time t, and at the stable point
The rates y determined by equation (13) have an interpretation as a set of rates that are proportionally fair per unit charge, as discussed in [12] and [13] . Next suppose that user s is able to monitor the rates y r (t), r ∈ s, continuously, and to vary smoothly the parameters w r (t), r ∈ s, so as to satisfy
this would correspond to a user who observes a charge per unit flow of λ r = w r (t)/y r (t) on routes r ∈ s, and chooses w r = w r (t), r ∈ s, to solve the optimization problem USER s (U s ; λ). Then, with
the objective function of the problem SYSTEM(U, C) is a Lyapunov function for the system of differential equations (11)- (12), (14) , and the vector y maximizing the objective function is a stable point of the system, to which all trajectories converge.
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