The setting of the term frequency normalization hyper-parameter suffers from the query dependence and collection dependence problems, which remarkably hurt the robustness of the retrieval performance. Our study in this article investigates three term frequency normalization methods, namely normalization 2, BM25's normalization and the Dirichlet Priors normalization. We tackle the query dependence problem by modifying the query term weight using a Divergence From Randomness term weighting model, and tackle the collection dependence problem by measuring the correlation of the normalized term frequency with the document length. Our research hypotheses for the two problems, as well as an automatic hyper-parameter setting methodology, are extensively 
INTRODUCTION
In Information Retrieval (IR), the dependence between the document length and the term frequency (tf) has an important impact on assigning relevance • B. He and I. Ounis scores to the returned documents. The assignment of the relevance scores aims to provide an adequate document ranking for the given query [Van Rijsbergen 1979] . In this article, the document length refers to the number of tokens in a document. In order to smooth this dependence, a technique called term frequency normalization is usually applied.
Many normalization methods have been developed in the past, including the so-called normalization 2 [Amati and Van Rijsbergen 2002 ] and BM25's normalization component [Robertson et al. 1995] . Moreover, as proposed in Amati [2003] and He and Ounis [2005] , the Dirichlet Priors, which have been applied to the IR language modeling approach [Zhai and Lafferty 2001] , can also be applied to tf normalization. In this article, we denote tf normalization using the Dirichlet Priors as the Dirichlet Priors normalization. We will introduce these normalization methods in Section 2.
All the above three normalization methods can be seen as a tf density estimation of the document length. In previous work, the hyper-parameters of the normalization methods are empirically set [Amati and Van Rijsbergen 2002; Amati 2003; Robertson et al. 1995; Zhai and Lafferty 2001] . (In Zhai and Lafferty [2001] , the Dirichlet Priors are applied in the context of Zhai and Lafferty's language modeling approach.) However, this empirical strategy suffers from the following two problems:
(1) The Query Dependence Problem. The optimal setting depends on the query type. Indeed, as an illustration, for the TREC ad-hoc tasks, the optimal settings for short and long queries are widely different [Amati and Van Rijsbergen 2002; Amati 2003 ]. In this article, the optimal setting refers to the setting that results in the highest mean average precision. (2) The Collection Dependence Problem. The optimal setting varies across diverse collections.
As a consequence, the use of the empirical setting strategy for the hyperparameters of tf normalization methods can significantly hurt the robustness of an IR system and results in unstable retrieval performance. For example, for the topics in the TREC-9 [Hawking 2000 ] and TREC-10 [ Hawking and Craswell 2001] ad-hoc tasks, using all the query fields in the topics, the PL2 weighting model [Amati and Van Rijsbergen 2002] provides a mean average precision (MAP) of 0.2327 with the default hyper-parameter setting, while it provides an MAP of 0.2535 with the actual optimal hyper-parameter setting. The p-value is 3.948e-4 according to the Wilcoxon test, which indicates a significant difference in terms of retrieval performance.
In this article, we aim to conduct a comprehensive study of tf normalization that provides a better understanding of the above two problems. In our hypothesis, we suggest that the query dependence problem is due to an inadequate original query term weighting so that the informative query terms do not stand out from the noninformative ones. In our proposed study, we use a Divergence From Randomness (DFR) term weighting model to reweigh the query terms in order to refine the query term weights and overcome the query dependence problem. We will introduce the applied DFR term weighting model in Section 2. Next, we base our study of the collection dependence problem on the query reweighing. We hypothesize that the optimal settings of the reweighed queries on diverse collections provide similar correlations between the normalized term frequency and the document length. Using the above two hypotheses (the latter hypothesis is based on the former), we propose an automatic hyper-parameter setting methodology for tf normalization. The proposed methodology tackles both the query dependence and collection dependence problems, and it is applicable to the three different tf normalization methods used. Using four TREC test collections, our research hypotheses and the proposed automatic hyper-parameter setting methodology are extensively validated and evaluated in experiments with three normalization methods, that is, normalization 2, BM25's normalization and the Dirichlet Priors normalization. The results show that our research hypotheses hold for the three involved normalization methods, and that the proposed methodology is effective and stable across various test collections. We believe that the research hypotheses are general enough to cope with tf normalization, and the derived methodology provides a solution for automatically setting the hyper-parameters of term frequency normalization.
The remainder of this article is organized as follows: we introduce the related work, that is, normalization 2, BM25's normalization and the Dirichlet Priors for the tf normalization, as well as the DFR weighting models, in Section 2. We study the query dependence problem and validate our hypothesis for this problem in Section 3. In Section 4, we study the collection dependence problem. We propose an automatic hyper-parameter setting methodology that tackles the two problems. The hypothesis, as well as the proposed hyper-parameter setting methodology are validated and evaluated, respectively, in the experiments. Experiments studying how query expansion affects the hyper-parameter setting are presented in Section 5. Finally, we conclude the study in Section 6.
RELATED WORK
In Section 2.1, we introduce the normalization methods that are studied in this article. In Section 2.2, we introduce the DFR term weighting models for pseudo-relevance feedback.
The Normalization Methods
As one of the most established weighting models, Okapi's BM25 computes the relevance score of a document d for a query Q by the following formula [Robertson et al. 1995] :
where -tf is the within document frequency of the given term t.
-k 1 is a parameter. Its default setting is k 1 = 1.2 [Robertson et al. 1995] .
• B. He and I. Ounis -w (1) is the idf factor, which is given by:
where N is the number of documents in the whole collection. N t is the document frequency of term t. -qtw is the query term weight that is given by
where qtf is the number of occurrences of the given term in the query. k 3 is a parameter. Its default setting is k 3 = 1000 [Robertson et al. 1995 ]. -K is:
where l and avg l are the document length and the average document length in the collection, respectively. The document length refers to the number of tokens in a document. b is a hyper-parameter. The default setting is b = 0.75 [Robertson et al. 1995] .
In the following derivation, we show how the BM25 model employs a tf normalization component.
Let
, where tfn denotes the normalized term frequency. We obtain:
Hence, the term frequency normalization component of the BM25 formula is:
The pivoted normalization for normalizing the tf · idf weight [Singhal et al. 1996] can be seen as a generalization of the above BM25's normalization method. Singhal et al. [1996] studied a set of collections and proposed a heuristic normalization method by "pivoting" a normalization factor to fit the relevance judgmen t information.
PL2 is one of the Divergence From Randomness (DFR) document weighting models [Amati and Van Rijsbergen 2002] . The idea of the DFR models is to infer the importance of a query term in a document by measuring the divergence of the term's distribution in the document from randomness. In the PL2 model, the randomness is modelled by an approximation to the Poisson distribution with the use of the Laplace succession to normalise the relevance score. Using the PL2 model, the relevance score of a document d for a query Q is given by:
where λ is the mean and variance of a Poisson distribution. It is given by λ = F /N . F is the frequency of the query term in the collection and N is the number of documents in the collection. The query term weight qtw is given by qtf/qtf max . qtf is the query term frequency. qtf max is the maximum query term frequency among the query terms. The normalized term frequency tfn is given by the so-called normalization 2:
where l is the document length and avg l is the average document length in the whole collection. tf is the original term frequency. c is the hyper-parameter of normalization 2. Its default setting is c = 7 for short queries and c = 1 for long queries [Amati and Van Rijsbergen 2002] . The Dirichlet Priors stand for the priors in a Dirichlet distribution, which is a generalization of the Beta distribution in a multinomial case. Zhai and Lafferty [2001] have applied the Dirichlet Priors in defining their language model for IR. The Dirichlet Priors can also be used for tf normalization [Amati 2003; He and Ounis 2005] :
where tfn is the normalized term frequency. l is the document length. F is the frequency of the given query term in the collection. l c is the number of tokens in the whole collection. μ is the hyper-parameter of the Dirichlet Priors normalization. We define the model PL3 as Eq. (4), where the normalized term frequency tfn is given by the above Dirichlet Priors normalization, That is Eq. (6). Amati [2003] denotes the Dirichlet Priors normalization as normalization 3. In this article, we follow his notation and denote a Dirichlet Priors-based weighting model M as M3.
Divergence from Randomness Term Weighting Models
The Divergence from Randomness (DFR) term weighting models have been applied for pseudo-relevance feedback. In these models, the importance of a query term is measured by the divergence of its distribution in a pseudo-relevance document set from a random distribution [Amati 2003 ].
One of the best-performing and most robust DFR weighting models is the Bo1 model [Amati 2003 ], which is based on the Bose-Einstein statistics. Using this model, the weight of a term t in the exp d oc top-ranked documents is given 
where tf x is the frequency of the query term in the exp d oc top-ranked documents. exp doc usually ranges from 3 to 10 [Amati 2003 ]. P n is given by F N , where F is the term frequency of the query term in the collection and N is the number of documents in the collection.
The modified query term weight qtw m is given by the following parameterfree formula [Amati et al. 2004] :
where qtw is the original query term weight. w(t) is the weight of the query term that is given by the Bo1 model. M is the theoretically upper bound of the weight of a term in the exp d oc top-ranked documents. It is computed by:
= F max log 2 1 + P max P max
where F is the frequency of the query term in the whole collection, and F max is the frequency of the query term with the highest w(t) weight in the top-ranked documents. P max is given by F max /N . Equation (8) is based on the same idea of Rocchio's query term reweighing formula [Rocchio 1971] . It is parameter-free in the sense that the parameter in the latter query term reweighing formula has been omitted [Amati et al. 2004] .
TACKLING THE QUERY DEPENDENCE PROBLEM
As introduced in Section 1, in this article, we suggest that reweighing the query terms can help smooth the query dependence. Our solution for the query dependence problem allows for the retrieval performance, obtained using the same parameter settings, to be correlated for different types of queries. Based on the query reweighing, we also hypothesize that the correlation of the normalized term frequency with the document length can indicate the optimal hyperparameter setting, which smooths the collection dependence. Our solution for the latter problem leads to a methodology that automatically sets the hyperparameters. Therefore, we start our study with the former problem. In this section, we explain the query dependence problem by studying the effect of query length, that is, the number of unique non-stopwords in a query, on the tf normalization hyper-parameter setting. Our study involves normalization 2, BM25's normalization and the Dirichlet Priors normalization. We discuss the effect of query length on the setting of the hyper-parameters in Section 3.1, and apply a query reweighing method that deals with the query dependence problem in Section 3.2. In Section 3.3, we evaluate the query reweighing method through extensive experiments. In Section 3.4, we further explain our approach by conducting additional experiments.
The Effect of Query Length
The optimal hyper-parameter settings vary with different query types. For example, when using normalization 2, in general, c = 7 provides the optimal performance for short queries, while c = 1 provides the optimal performance for long queries [Amati and Van Rijsbergen 2002; Amati 2003 ]. As we can see from its formula, that is, Eq. (5), compared with c = 1, c = 7 results in less variation of the term frequency, since tfn/tf is closer to 1. Our explanation is that a short query usually consists of highly informative query terms. When the query becomes longer, it is "contaminated" by the noninformative query terms. Although the query term weight is meant to reflect the importance of a term in the query, it accounts only for the query term frequency and it is still not adequate to differentiate informative query terms from other query terms. As a consequence, compared with a short query, a long query requires more variation in its query term frequencies, to reduce the effect of the noninformative query terms on the document ranking.
Therefore, the change in the optimal setting for short and long queries is due to the fact that the original query term weight cannot adequately reflect the importance of a term in the query. However, we suggest that if we reweigh the terms in both short and long queries so that we achieve an adequate query term weighting, then both short and long queries would require a uniform normalization.
In the next section, we describe our query reweighing method that is based on the Divergence From Randomness (DFR) term weighting models.
Query Reweighing Using Divergence from Randomness Term Weighting Models
As suggested above, there is a need to reweigh the query terms. A popular approach is to apply a pseudo-relevance feedback technique [Buckley et al. 1992; Efthimiadis 1996] . A pseudo-relevance feedback technique reweighs the query terms, and it refines the query by considering the distribution of the query terms in a relevance document set. The refined query term weights can represent better the importance of the query terms than the original query term weights. Although we could use any term weighting method for query reweighing, in this article, we use the Bo1 Divergence From Randomness (DFR) term weighting model to reweigh query terms. The reason for using Bo1 is that it is one of the best-performing and stable DFR term weighting models [Amati 2003 ]. Given a query, if we do a first-pass retrieval, the Bo1 model measures the divergence of the term's distribution in the top-ranked documents, that is, the assumed relevance set, from its distribution in the whole collection. This divergence measure reflects the degree to which a term is related to the topic. The larger the divergence is, the closer the term is related to the topic. Using the Bo1 model, our query reweighing method is described as follows:
-Given a query, we do a first-pass retrieval for the query. If the query is short, the composing query terms are usually very informative. Therefore, in the first-pass retrieval, we take into account all the query terms of a short query. On the other hand, if the query is long, only a few informative terms are closely related to the topic, while the other query terms are not as important as those informative terms. In this case, we rank the documents with respect to the most informative query terms. The reason for taking only the most informative terms in the first-pass retrieval is that the retrieval performance of the second-pass retrieval is correlated with that of the first-pass retrieval. Using the noninformative terms in the first-pass retrieval, the reweighed query would still suffer from the query dependence brought by those noninformative terms used in the first-pass retrieval (see Section 3.4). In this article, we consider the query terms with the lowest document frequencies as the most informative ones, and ignore other query terms in the first-pass retrieval. The lowest document frequencies indicate the highest inverse document frequencies. Therefore, if the query has more than qls unique terms, we do the document ranking for the qls terms with the lowest document frequencies; otherwise, we rank the documents with respect to all the query terms. qls is a constant discriminating short and long queries. It can be set to any small integer and is robust in terms of smoothing the query dependence. 1 Since a short query usually consists of no more than 5 unique terms (for instance, 83.45% of the title-only queries that are used in our study consist of no more than 5 unique terms.), qls is arbitrarily fixed to 5 in this article.
-We modify the original query term weights of all of the query terms using the Bo1 term weighting model as introduced in Section 2.2. Then, we perform the second-pass retrieval with all of the query terms.
The above query term reweighing method is based on the pseudo-relevance feedback mechanism described in Section 2.2. The only difference is that in our reweighing method, the first-pass retrieval is done with the most informative terms in a query, while it is done with all the query terms in the pseudorelevance feedback mechanism.
In Section 3.3, we run experiments to validate whether the optimal setting is indeed consistent for both the short and long reweighed queries. In Section 3.4, for long queries, we conduct additional experiments using all of the query terms in the first-pass retrieval in order to test the impact of the noninformative terms in the first-pass retrieval on the second-pass retrieval in terms of query dependence.
Experiments
In this section, we experiment on four TREC collections. The aim of the experiments is not to set the hyper-parameters of the normalization methods, but to validate whether query reweighing allows the retrieval performance, obtained using the same parameter settings, to be correlated for different types of reweighed queries. The second row gives the number of topics associated to each collection. avql s and avql l are the average query lengths (i.e. the number of non-stopwords) of short and long queries, respectively.
3.3.1 Experimental Environment. Our experiments are conducted using Terrier [Ounis et al. 2006] . Terrier is a modular platform for the rapid development of large-scale Information Retrieval applications, providing indexing and retrieval functionalities. It is developed at the University of Glasgow.
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The four collections used are the disk1&2, disk4&5 (minus the Congressional Record on disk4) of the classical TREC collections, 3 and the WT2G [Hawking et al. 1999 ] and WT10G [Hawking 2000 ] Web collections. The test queries are TREC topics that are numbered from 51 to 200 for the disk1&2, from 301 to 450 and from 601-700 for the disk4&5, from 401 to 450 for the WT2G, and from 451 to 550 for the WT10G, respectively (see Table I ).
Each TREC topic consists of three fields, that is, title, description and narrative. In this article, we experiment with two types of queries with respect to the use of different topic fields, in order to check if our hypothesis for the query dependence problem stands. The two types of queries are: -Short queries: Only the titles are used. -Long queries: All of the three fields (title, description and narrative) are used.
We could have used other combinations of the topic fields. However, the two query types used represent the two extremes of query length, which allow to show the query dependence problem.
We reweigh the query terms using the exp doc top-ranked documents. exp doc usually ranges from 3 to 10 [Amati 2003 ]. In this section, we arbitrarily fix exp doc to 5. Changing exp doc will change the absolute retrieval performance, For example, the mean average precision, but has little impact on the effectiveness in smoothing the query dependence. Table I lists the TREC topics used, and the average query length of each topic set of the two different query types. As shown in Table I , on average, the long queries have many more non-stopwords than the short queries, and the two query types are indeed very different in terms of query length.
By smoothing the query dependence, there should be a high positive correlation between the retrieval performance obtained for short and long reweighed queries. Therefore, for a given collection with a set of queries, we run the retrieval process for a reasonably large range of hyper-parameter values and obtain the mean average precision measures, which represent the retrieval performance, using relevance assessment. For normalization 2, the various different hyper-parameter values applied range from 0 (larger than 0) to 48. For BM25's normalization, the applied hyper-parameter values range from 0 (larger than 0) to 1 with an interval of 0.05. For normalization 3, the various different hyper-parameter values applied range from 0 (larger than 0) to 10000. Then, we compute the Spearman's correlation between the MAP measures obtained for short and long queries. The correlations are computed for the original and the reweighed queries, respectively. A high positive correlation for the reweighed queries indicates that our query reweighing method overcomes successfully the query dependence. The experiments are done for PL2, BM25 and PL3, respectively, so that the query reweighing method is tested with all of the three normalization methods which are the normalization 2, BM25's normalization and the Dirichlet Priors normalization.
In all our experiments, stopword removal and the Porter's stemmer are applied. In the next section, we present the results. Figures 1, 2 and 3 , we plot the mean average precision against the hyper-parameter setting. We can see that the curves of the short and long queries behave very differently for the original queries, while they behave similarly when the query reweighing is applied. Moreover, as shown in the figures, the optimal settings of the original queries depend on both collections and queries in that the peak points of the curves are different for the two different query types and on the four collections used. This illustrates the two problems of setting the tf normalization hyper-parameters.
Results. As shown in
To do a quantitative analysis, we compute the Spearman's correlation between the curves of short and long queries, with and without applying the query reweighing process, respectively. A high positive correlation indicates a consistent retrieval performance obtained using a particular hyper-parameter setting for both short and long queries, and a low positive or a negative correlation indicates the contrary. Table II contains the results for the three applied weighting models. The obtained Spearman's correlation measures allow for the following observations to be made: -In general, the query reweighing leads to a high correlation (see the ρ r values in Table II ) between the mean average precision obtained for short and long queries, which indicates a more stable retrieval performance with respect Table II ). -The query reweighing works particularly well on the disk1&2, disk4&5 and WT10G collections, providing high positive correlations between the mean average precision for short and long queries (see the ρ r values for the three collections in Table II ). On the WT2G collection, for PL2 and PL3, although the correlation values for the reweighed queries are not high positive values (which are -0.4588 and 0.1264, respectively), compared to the original queries, the reweighed queries still have much higher correlation values. -The obtained correlation values across the four collections are more stable when using BM25 than when using PL2 and PL3.
The purpose of the experiments in this section is to validate whether we can tackle the query dependence problem using the query reweighing method. However, we still report the manually obtained optimal settings and the corresponding mean average precision using PL2, BM25 and PL3 in Tables III, IV and V, respectively. For the reweighed queries, although the optimal hyper-parameter settings for short and long queries are not identical, we have observed high positive correlations between the retrieval performance of the reweighed short and long queries in most cases (see Table II ), which validates our hypothesis.
To summarize, in this section, we have studied the query dependence problem of term frequency normalization. The query dependence problem is due to the diversity of query length, which leads to an inadequate query term weighting. By reweighing the query terms, using the same parameter settings, we can achieve a correlated retrieval performance for different types of queries. Overall, the query reweighing process overcomes the query dependence problem of the term frequency normalization hyper-parameter setting. In the next section, for long queries, we conduct experiments using all the query terms in the first-pass retrieval to test the impact of the noninformative terms used in the first-pass retrieval on the second-pass retrieval.
Discussion
In addition to the experiments that use the most informative query terms in the first-pass retrieval, in this section, we run additional experiments using all query terms in the first-pass retrieval. As mentioned in Section 3.2, the use of the noninformative terms in the first-pass retrieval can affect the second-pass retrieval in terms of query dependence. Therefore, we expect lower correlations between the MAP measures obtained for short and long reweighed queries than the ones obtained using the most informative query terms in the firstpass retrieval.
In Table VI , we provide the correlations between the MAP values for short and long queries using all query terms in the first-pass retrieval. Table VI , we observe that in most cases, using all query terms in the first-pass retrieval, the obtained correlations are higher than those of the original queries, but lower than those of the reweighed queries using the most informative query terms. This observation is expected since we have suggested that the reweighed queries would still suffer from the query dependence brought by the noninformative query terms used in the first-pass retrieval.
Note that using only the most informative query terms in the first-pass retrieval, the reweighed queries still suffer from the collection dependence problem. For example, using PL3, the optimal parameter setting for the short reweighed queries has a large variation over the four collections, which are 800, 2000, 5000, 3000, respectively (see column μ of the short reweighed queries in Table V) . Using the optimal setting on the disk1&2 collection (i.e., μ = 800) for the WT2G collection, the obtained MAP is 0.2331, which is statistically significantly lower than the optimised MAP (i.e., 0.2954) with a p-value of 4.538e-06 according to the Wilcoxon test.
In the next section, we extend our study to the collection dependence problem of term frequency normalization.
TACKLING THE COLLECTION DEPENDENCE PROBLEM
In this section, we deal with the collection dependence problem, based on measuring the correlation (ρ) of the normalized term frequency (tfn) with the document length (l ) for a given query term. The collection dependence problem refers to the variation of the optimal term frequency normalization hyperparameter setting on diverse collections. As a consequence, using the optimal hyper-parameter obtained on one collection on other collections is not a reliable approach.
We provide a statistical understanding of the collection dependence problem, and propose a hypothesis in Section 4.1, on which the proposed automatic hyper-parameter setting methodology in Section 4.2 is based. The proposed setting methodology tackles both query dependence and collection dependence problems. Our hypothesis for the collection dependence problem is built on the query reweighing process. We conduct experiments to validate our hypothesis for the collection dependence problem and evaluate the proposed automatic setting methodology in Section 4.3. A further discussion of our approach and its hypothesis is provided in Section 4.4.
Correlation of the Normalized Term Frequency with Document Length
As mentioned in Section 1, the aim of term frequency normalization is to smooth the dependence between the document length and the term frequency, where the dependence can be inferred by the correlation of the two variables.
In this article, following the definition of correlation in DeGroot [1989] , the correlation of the normalized term frequency with document length is given by:
where COV stands for covariance. σ (l ) is the standard deviation of the length of the documents containing the given query term. σ (tfn) is the standard deviation of the normalized term frequency of the given query term in all the documents containing the term. tf normalization can be seen as the tf density estimation of the document length. On different collections, the ideal tf density function should result in similar correlation measures of tfn with the document length. Since the document length distribution depends on the collection, and the optimal hyper-parameter setting depends on the document length distribution, different collections have different optimal hyper-parameter settings. Therefore, for the collection dependence problem, we assume the following hypothesis:
Hypothesis: On different collections, the optimal term frequency normalization hyper-parameter setting provides similar average correlation of the normalized term frequency with the document length for a given set of reweighed query terms.
We base the above hypothesis on the query reweighing method in order to avoid the query dependence problem.
In this article, for a set of given queries, we apply a particular hyperparameter setting for all the query terms, therefore, we use the mean of the ρ(tfn, l ) of the query terms to represent the dependence between document length and the normalized term frequency for the set of queries. Ideally, we can tune the hyper-parameter on a query term-basis. However, we believe that the use of the mean ρ(tfn, l ) value is adequate because of the following reason: since a query term normally follows a random distribution in the documents containing itself, on a particular collection, the mean ρ(tfn, l ) value of a set of query terms should be stable.
Based on the above proposed hypothesis for the collection dependence problem, we propose an automatic hyper-parameter setting methodology in the next section.
Automatic Hyper-Parameter Setting
We have hypothesized that on different collections, the optimal hyperparameter settings provide similar ρ(tfn, l ) values. Therefore, we can use the ρ(tfn, l ) to indicate the optimal hyper-parameter setting. Based on this hypothesis and our hypothesis for the query dependence problem, we propose an automatic hyper-parameter setting methodology as follows:
(1) We assume a constant optimal mean ρ(tfn, l ) value, given by the optimal tf normalization hyper-parameter settings, over diverse collections. (2) We obtain the constant, that is, the optimal mean ρ(tfn, l ) value, on a training collection using relevance assessment. (3) For a given new collection with a set of queries, we reweigh the queries using the approach described in Section 3.2. (4) We apply such a hyper-parameter setting that it gives the optimal mean ρ(tfn, l ) for all the terms in the given set of queries.
In other words, for the application of the above parameter setting methodology, we need a training collection to obtain the optimal mean ρ(tfn, l ). The training process needs to be done only once. For a given new collection, we need an appropriate set of queries, though no associated relevance judgement. Finally, we apply the parameter setting that results in the optimal mean ρ(tfn, l ) on the given query set, instead of optimizing the hyper-parameter by maximizing the retrieval performance using relevance judgment. Note that our proposed approach does not remove the hyper-parameter but merely substitutes it with the mean ρ(tfn, l ).
As we suggested in the previous section, tf normalization can be seen as the tf density estimation of the document length. The optimal hyper-parameter settings should result in an "ideal" correlation of tf with document length. Therefore, it is expected that the optimal mean ρ(tfn, l ) is independent of different tf normalization methods. The obtained experimental results will confirm it.
In the next section, we evaluate the proposed automatic hyper-parameter setting methodology, as well as its underlying hypothesis of Section 4.1.
Experiments
The experimental environment in this section, including the collections and queries used, weighting models, stopword removal, and stemming algorithm, is the same as the one we used in Section 3.3. In particular, we conduct a 3-fold holdout evaluation to validate our hypothesis for the collection dependence problem and evaluate the proposed automatic hyper-parameter setting methodology.
In each fold, we use one collection for training and the other three for evaluation. The three training collections used are the disk1&2, disk4&5 and WT10G collections. The WT2G collection is not used as a training collection due to its relatively small number of available associated queries. However, we still use this collection for the evaluation. On each collection, we compare the average of the mean average precision (MAP) obtained in each fold of the holdout evaluation with the best manually obtained MAP by data sweeping. If the difference in the retrieval performance between the two hyper-parameter settings is insignificant, our hypothesis for the collection dependence problem is shown to stand, and the proposed hyper-parameter setting methodology is successful.
As mentioned in the previous section, different tf normalization methods are expected to have similar optimal mean ρ(tfn, l ) values. We will confirm this in the experiments later on. Therefore, for the three weighting models used, which apply three different normalization methods, we only compute the optimal mean ρ(tfn, l ) value for the PL2 model. The obtained optimal mean ρ(tfn, l ) value for PL2 is supposed to be the same as those for BM25 and PL3. On a given new collection, we use the optimal mean ρ(tfn, l ) obtained for PL2 to estimate the hyper-parameter setting of all the three weighting models used. An insignificant difference in the retrieval performance between the estimated setting and the best manually obtained setting would indicate that our methodology is independent of the three tf normalization methods used. Table VII contains the optimal mean ρ(tfn, l ) values, corresponding to the optimal hyper-parameter settings, on each collection using three different weighting models. These optimal hyper-parameter settings were obtained in Section 3.3.2. In general, the optimal mean ρ(tfn, l ) values are similar across various collections and weighting models.
Tables VIII, IX and X present the results of the 3-fold holdout evaluation for the three applied weighting models, that is, PL2, BM25 and PL3, respectively. In the tables, AvgMAP and OptMAP are the averages of the mean average precision (MAP) obtained in the holdout evaluation process, and the best manually obtained MAP, respectively. diff is the difference between the two MAP measures in percentage. Because OptMAP is the upper bound of the retrieval performance, diff is always positive. AvgDiff is the average diff over the four collections. A p-value marked with a star indicates a statistically significant difference at 0.05 level according to the Wilcoxon test. The Wilcoxon test is done over two lists of average precision of each query. The first one is the average precision of each query when the parameter setting is optimal in data sweeping. The second one is the mean of the average precisions of each query in the hold-out process. An insignificant difference indicates a success of the automatic hyper-parameter setting methodology, since its performance does not statistically differ from the best manually obtained setting. As shown by the results in the three tables, on average, the difference between the MAP given by the estimated settings and the manually obtained optimal settings is minor in most cases, indicating a consistent optimal hyper-parameter setting over diverse collections. This insignificant difference also indicates that the optimal mean ρ(tfn, l ) value is independent of the three tf normalization methods used, which was expected in Section 4.2. Overall, according to the results of the 3-fold holdout evaluation process, our hypothesis for the collection dependence problem stands for the three normalized methods. The experimental results show that with the use of the query reweighing method, for a given collection, we can apply the hyperparameter setting such that it gives an optimal mean ρ(tfn, l ). Therefore, we have smoothed both the query dependence and collection dependence of term frequency normalization. In addition, the results indicate that the involved estimation process is not only robust, but also practical in the sense that we only need to run the training process on a collection once, and estimate the hyperparameter settings on other collections without further relevance judgment. Therefore, it has a low overhead. Finally, as expected, the results show that the optimal settings of the three normalization methods lead to similar mean ρ(tfn, l ) values. Hence, the proposed setting methodology is independent of the tf normalization methods used.
In the next section, we discuss the correlation between the normalized term frequency and the document length and investigate if we can improve our proposed approach by suggesting a new hypothesis.
Discussion
In this section, first, we look at the ρ(tfn, l ) values and relate our findings to a previous work. Second, we study a zero-correlation hypothesis based on In Table XI , we provide the correlation values between the raw term frequency and the document length on the four collections used. From Table XI , we can see that the term frequency has a moderately positive correlation with the document length when tf normalization is not applied. Moreover, in our experiments in the previous section, the optimal correlation values on different collections are shown to be small negative (see Table VII ). From this, we infer that in the ad-hoc tasks used, when the normalization parameters are optimized, the normalized term frequency does not necessarily increase, and even decrease a little, with the increment of the document length. Our findings can be linked to the work in Singhal et al. [1996] , in which Singhal et al. conclude that the document score does increase with document length, but not proportionally. Since the normalized term frequency is positively correlated with the term weight, having a small negative correlation between the normalized term frequency and the document length may imply some positive correlation of the document score with the document length, because a longer document is likely to contain more query terms.
We have mentioned that the purpose of tf normalization is to smooth the dependence between the term frequency and the document length. Since in our experiments, the obtained optimal correlation values are small negative and close to zero, we investigate the following zero-correlation hypothesis:
The Zero-correlation Hypothesis: The term frequency normalization parameters are optimal when the correlation between the normalized term frequency and the document length is zero.
The above hypothesis implies that when the tf normalization parameters are optimal, there is no correlation between the normalized term frequency and the document length. Compared with our hypothesis in Section 4.1, an advantage of the zero-correlation hypothesis is that its resulting tuning process does not require a training process to obtain the optimal mean correlation, which is assumed to be zero by the zero-correlation hypothesis.
Next, we conduct experiments to validate the above zero-correlation hypothesis. The collections and queries used are the same as in the previous sections. According to the zero-correlation hypothesis, we do not train the optimal mean ρ(tfn, l ), but fix it to 0. For a given collection, the estimated parameter values result in the zero correlation between the normalized term frequency and the document length. Next, we compare the mean average precision (MAP) obtained by the estimated parameter value with the best manually obtained MAP using data sweeping. If the difference in the retrieval performance between the two hyper-parameter settings is statistically significant, then the zero-correlation hypothesis is not reliable. Otherwise, the zero-correlation hypothesis holds, and we can simplify our tuning methodology as the zero-correlation hypothesis does not require a training process. Tables XII, XIII and XIV present the experimental results using PL2, BM25 and PL3, respectively. In the three tables, MAP and OptMAP are the mean average precision obtained by the zero-correlation hypothesis and by data sweeping, respectively. diff is the difference between MAP and OptMAP. A p-value marked with a star indicates a significant difference at the 0.05 level according to the Wilcoxon test. From the three tables, we observe that in most of the cases, the zero-correlation hypothesis provides a retrieval performance that is statistically significantly lower than the optimal retrieval performance obtained using data sweeping. Therefore, we conclude that the zero-correlation hypothesis is not as reliable as our hypothesis in Section 4.1. This may suggest that the optimal correlation value is task-oriented. Different search tasks require different ideal correlation values. The training process allows the search task to be taken into account. Overall, we conclude that the purpose of tf normalization is to achieve an optimal correlation between the normalized term frequency and the document length for a search task, not to remove the dependence between the two variables.
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EXPERIMENTS WITH QUERY EXPANSION
In the previous section, our experiments were conducted using the original query terms-we reweigh the original query terms but without adding new terms into the query. In this section, we test our hypothesis for the collection dependence problem with the use of query expansion. For a given short query, we reweigh the exp terms most informative terms, that is, the terms with the highest weights according to the Bo1 model, from the top exp doc documents. In this section, exp doc and exp terms are set to 3 and 10, respectively, which is the recommended setting for query expansion in Amati [2003] . The expanded query consists of the original query terms and the 10 reweighed terms. If an original query term appears in the 10 reweighed terms, its query term weight is modified using Eqs. (8) and (9). We do not run experiments for long queries because using all the three topic fields, the queries are lengthy enough to render query expansion equivalent to a query reweighing process. Note that our hypothesis for the collection dependence problem assumes an optimal mean ρ(tfn, l ) over collections for the reweighed queries. In this section, we test if this hypothesis still stands for the expanded queries. The experimental methodology is the same as the one we used in Section 4.3. We do a 3-fold holdout evaluation to test our hypothesis for the collection dependence problem with the expanded queries. On each collection, the estimated hyper-parameter setting is such a value that gives the optimal mean ρ(tfn, l ). In our experiments in Section 3.3, the optimal mean ρ(tfn, l ) is obtained using the reweighed queries. In this section, instead of computing the optimal mean ρ(tfn, l ) for the expanded queries, we reuse the values for the reweighed queries (see Table VII ). The use of the two kinds of optimal mean ρ(tfn, l ) values are equivalent because the terms in both reweighed and expanded queries are reweighed. In accordance with our hypothesis for the collection dependence problem, the optimal mean ρ(tfn, l ) should be stable for the reweighed query terms.
In our experiments, we conduct the same comparison as in Section 4.3: we compare the retrieval performance obtained by the automatic hyper-parameter setting methodology with that of the best manual setting. We consider our approach successful if we observe a statistically insignificant difference between their performance. Table XV , AvgMAP is the average mean average precision obtained in the 3-fold holdout evaluation and OptMAP is the mean average precision obtained by the best manual setting. diff is the difference between the two MAP measures in percentage. A p-value marked with a star indicates a statistically significant difference at 0.05 level according to the Wilcoxon test.
As shown in Table XV , in general, the retrieval performance of the estimated setting is very close to the performance of the best manually obtained setting. We observe an insignificant difference between the two MAP measures in most cases (see the p-values in Table XV ). Therefore, we obtain consistent results with and without the use of query expansion. This observation is expected since the query terms are reweighed in both the query reweighing method and query expansion.
CONCLUSIONS
In this article, we have studied the issue of setting the hyper-parameters of three term frequency normalization methods, which are normalization 2, BM25's normalization and the Dirichlet Priors normalization. Our aim was not only to provide a better understanding of the query dependence and collection dependence problems of the hyper-parameter setting, but also to propose an automatic methodology that tackles these two problems.
We have shown that the tf normalization hyper-parameter setting reflects the importance of a query term, and that there is a need for smoothing the query term weight. Therefore, we apply a divergence from randomness term weighting model to tackle the query dependence problem.
We have also shown that the dependence between the document length and the term frequency can be inferred by the correlation between the two variables. The optimal hyper-parameter settings provide similar correlation values over diverse collections. This hypothesis for the collection dependence problem is shown to stand according to a 3-fold holdout evaluation. In particular, it is applicable to the three studied normalization methods in this article. Moreover, the experiments also show that the hyper-parameter setting methodology is robust and effective. Finally, we have observed the same conclusions with and without using query expansion.
