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Mutually unbiased bases that can be cyclically generated by a single unitary operator
are of special interest, since they can be readily implemented in practice. We show
that, for a system of qubits, finding such a generator can be cast as the problem of
finding a symmetric matrix over the field F2 equipped with an irreducible charac-
teristic polynomial of a given Fibonacci index. The entanglement structure of the
resulting complete sets is determined by two additive matrices of the same size.
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I. INTRODUCTION
Complementarity distinguishes the world of quantum phenomena from the realm of clas-
sical physics1. At a fundamental level, mutually unbiased bases (MUBs) provide, perhaps,
the most accurate statement of complementarity. This notion emerged in the seminal work
of Schwinger2–4 and has gradually turned into a cornerstone of quantum information (see
Ref. 5 for a comprehensive review). MUBs have long been known to provide an optimal
scheme for quantum tomography6,7 and are central to the formulation of the discrete Wigner
function8–12. They have also been used in cryptographic protocols13–18, in quantum error
correction codes19–23, and in quantum game theory, in particular to provide a solution to
the mean king problem24–33.
For a d-dimensional quantum system, it has been shown that the number of MUBs is at
most d+134. Actually, such a complete set of MUBs exists whenever d is prime or power of
prime35. Remarkably though, there is no known answer for any other values of d, although
there are some attempts to find a solution to this problem in some simple cases, such as d =
636–41 or when d is a nonprime integer squared42,43. Recent work suggests that the answer to
this question may well be related with the non-existence of finite projective planes of certain
orders44–46 or with the problem of mutually orthogonal Latin squares in combinatorics47–50.
Furthermore, MUBs have interesting connections to symmetric informationally complete
positive-operator-valued measures51 and complex t-designs52,53.
Many explicit constructions of MUBs in prime power dimensions have been proposed54–59.
However, irrespective of the approach, one has to face an intriguing question: different com-
plete sets of MUBs exist with distinct entanglement properties60–66. For the experimentalist,
this information is of utmost importance, because the complexity of implementing a given
set greatly depends on how many registers need to be entangled. Note carefully that this
entanglement structure is different from the inequivalence of different sets of MUBs67,68.
In even prime-power dimensions, complete sets of MUBs can be shaped in a cyclic manner,
as the multiples of a single generating basis69–73. This procedure rests on the properties of
the so-called Fibonacci polynomials74 and leads directly to quantum circuits that can be
used for a simple practical realization of these bases.
In this work, we present a method to setup sets of cyclic MUBs with different entangle-
ment structures. This is accomplished by unveiling certain structures within the different
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sets, which are related either to a field, an additive group or an additive semigroup. The key
idea is a two-step generalization that softens the properties of the starting field structure,
while preserving the proper features inherited from the Fibonacci polynomials.
This paper is organized as follows: In Section II we introduce the basic tools and def-
initions needed for the rest of our expose´. The main results are covered in Section III,
which starts with complete sets possessing a field structure and discusses their extension to
sets with a group and a semigroup structure. The generality of the method is confirmed in
Section IV, whereas our conclusions are summarized in Section V.
II. PRELIMINARIES
A. Mutually unbiased bases
Definition II.1 (Mutually unbiased bases).
Let H = Cd be a d-dimensional complex Hilbert space. A pair of orthonormal bases Bj =
{|ψ
(j)
ℓ 〉} and Bj′ = {|ψ
(j′)
ℓ′ 〉} (with j 6= j
′) is said mutually unbiased if
|〈ψ
(j)
ℓ |ψ
(j′)
ℓ′ 〉|
2 =
1
d
(1)
for all ℓ, ℓ′ ∈ {1, . . . , d}.
In physical terms, this means that if the system is prepared in a state of the first basis,
then all outcomes are equally probable when we conduct a measurement that probes the
states of the second basis. Familiar examples are the spin states of a spin-1/2 particle for
two perpendicular directions or any basis and its Fourier transform for any dimension d.
When the bases in the orthonormal set S = {B0, . . . ,Br}, with r ∈ N0, are pairwise
unbiased, we say that S is a set of MUBs. When such a set contains the maximal number
of elements, d+ 1, it is called a complete set of MUBs.
As heralded in the introduction, for even prime-power dimensions, complete sets of MUBs
can be constructed in a cyclic way. To understand this point, we observe that any basis in
Cd can be always identified with a unitary matrix U ∈ Md(C) (Md(C) stands for the d × d
matrices over C) acting on this space, since the columns of U define an orthonormal basis
and vice versa. Since U2, U3, . . . are unitary, they also define bases.
3
Definition II.2 (Cyclic mutually unbiased bases).
A complete set S = {B0, . . . ,Bd} of MUBs is called cyclic, if there exists a unitary matrix
U ∈ Md(C), such that the columns of U, U
2, U3, . . . , Ud+1 = 1 d coincide with the bases in
S.
To classify different sets of MUBs, the notion of equivalence has to be established.
Definition II.3 (Equivalence of complete set of mutually unbiased bases).
Let S = {B0, . . . , Bd} and S
′ = {B′0, . . . , B
′
d} be two complete sets of MUBs. Both sets are
said to be equivalent if there holds
B′j = UBπ(j)Wj, (2)
for any unitary matrix U ∈ Md(C), a permutation π of {0, . . . , d} and monomial matrices
Wj with j ∈ {0, . . . , d}.
We recall that a matrix W is called monomial, if it can be expressed as W = DΠ,
with D = diag(λ1, . . . , λd) is diagonal and Π is a permutation. We assume |λi| = 1, with
i ∈ {1, . . . , d}; i.e., W is unitary.
B. Pauli operators and entanglement structure
Let us consider a prime-power dimension d = pm, with p prime and m ∈ N. On the
Hilbert space H = Cp, with canonical orthonormal basis {|i〉 : i ∈ Fp} we define the Pauli
operators by
Z|i〉 = ωi|i〉 , X|i〉 = |i⊕ 1〉, (3)
where ω = exp (2πi/d) is the first p-th root of unity and the addition ⊕ must be understood
mod p.
This concept can be generalized to the Hilbert space H = Cd by introducing the 2m-
dimensional vector ~a = (az1, . . . , a
z
m; a
x
1 , . . . , a
x
m)
t ∈ F2mp , and in terms of it, the set
ZX(~a) =


(−i)a
z
1
ax
1Za
z
1Xa
x
1 ⊗ · · · ⊗ (−i)a
z
m
ax
mZa
z
mXa
x
m , p = 2,
Za
z
1Xa
x
1 ⊗ · · · ⊗ Za
z
mXa
x
m , p 6= 2.
(4)
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The set of these Pauli operators is just the Weyl-Heisenberg group factorized by its center.
Two Pauli operators defined by the vectors ~a,~b ∈ F2mp obey the symplectic commutation
relation
ZX(~a) · ZX(~b) = ω(~a,
~b)ZX(~b) · ZX(~a), (5)
with the symplectic inner product defined as
(~a,~b) =
m∑
k=1
azkb
x
k − a
x
kb
z
k . (6)
According with the ideas in Ref. 54, complete sets of MUBs arise straightforwardly from
a partition of the set of Pauli operators into d + 1 subsets of d − 1 commuting operators,
called classes. These classes C′j are given for j ∈ {0, . . . , d} by
C
′
j = Cj ∪ {1d} = {ZX(~a) : ~a = Gj~c : ~c ∈ F
m
p }, (7)
in terms of the generators Gj .
The Pauli operators within a class Cj commute by construction. But, we can check if
the Pauli operators corresponding to different subsystems also commute. If so, the property
measured by the corresponding basis will be a property for which this subsystem is not
entangled with the rest of the system. In principle, all possible partitions of the number
of subsystems m ∈ N are possible, from completely factorizable to fully entangled systems.
Finally, any set of basis can be classified by a vector ~n, where each element counts the
number of bases having a specific entanglement structure. The length of ~n is given by the
number of partitions of m, and the first entry gives the number of completely factorizable
bases.
C. Fibonacci polynomials
Our analysis of complete sets of cyclic MUBs will rely on the properties of Fibonacci
polynomials, which are a generalization of the well-known Fibonacci sequence.
Definition II.4 (Fibonacci polynomials).
Over an arbitrary field K, we define the Fibonacci polynomials Fn(x) (n ∈ N0) by the
recursion relation
Fj+1(x) = xFj(x) + Fj−1(x), (8)
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with F0 = 0 and F1 = 1.
In our context, we exclusively deal with the ground field F2 and possibly its extensions. As
the Fibonacci sequence, also the Fibonacci polynomials can be constructed using a generator,
namely,
A =

x 1
1 0

 ≡

F2(x) F1(x)
F1(x) F0(x)

 , (9)
so that the powers of this generator are
Aj =

Fj+1(x) Fj(x)
Fj(x) Fj−1(x)

 . (10)
One can verify that
Fj(x)Fk+1(x) + Fj−1(x)Fk(x) = Fk+1(x). (11)
The Fibonacci numbers satisfy several well-known divisibility relations; we will need their
counterparts for Fibonacci polynomials over K = F2.
Definition II.5 (Fibonacci index).
The Fibonacci index of an irreducible polynomial p ∈ K[x] is defined as the minimum
number n ∈ N, such that p(x) divides Fn(x).
If the Fibonacci polynomials are defined over F2, the Fibonacci index of any irreducible
polynomial is either a divisor of 2m − 1 or 2m + 1, with m being the degree of p(x)75.
III. METHOD
The aim of this article is to investigate a method to generate complete sets of cyclic
MUBs with different entanglement structures. According to intrinsic structures, three dif-
ferent constructions will be discussed: we start with a basic method and present then two
consecutive generalizations.
A. Field-based sets
In Ref. 73 it has been shown how to construct complete sets of cyclic MUBs in dimension
d = 2m, m ∈ N. This problem can accordingly be reduced to finding a suitable symplectic
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stabilizer matrix C ∈ M2m(F2)
71. In fact, such a matrix can be written as
C =

 B 1m
1m 0m

 , (12)
where B is a symmetric and invertible matrix whose characteristic polynomial has Fibonacci
index d+ 1. Each solution leads to a complete set of cyclic MUBs.
It is worth noticing that the powers of C can be easily written, according to Eq. (10), as
Cj =

Fj+1(B) Fj(B)
Fj(B) Fj−1(B)

 . (13)
The generators of the cyclic sets can be written as
Gj = C
jG0 , G0 =

1m
0m

 , (14)
so, using (13), we have
Gj =

Fj+1(B)
Fj(B)

 . (15)
For our purposes in what follows, it will prove convenient to rewrite these generators in
a standard form as
G¯j =

Fj+1(B)F
−1
j (B)
1m

 , (16)
for j ∈ {1, . . . , d} and G¯0 ≡ G0. This transformation is possible by exploiting the properties
of the generation of the classes in (7), where each invertible square matrix multiplied from
the left to all elements ~c is only permuting these elements, thus multiplying any generator
matrix Gj from the right by an invertible square matrix of appropriate size does not change
the generated set.
Lemma III.1 (Generators are finite field representation).
The set of m×m upper submatrices of the generators {Gj} of a complete set of cyclic MUBs
in the standard form (16) is a representation of the finite field F2m.
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Proof. For a complete set of cyclic MUBs, all the generators G¯j have to be distinct for j ∈
{1, . . . , d}. The matrices Fj+1(B)F
−1
j (B) = pj(B) are polynomials that can be taken modulo
the characteristic polynomial of B. This is irreducible and has order m. As there are d = 2m
different generators, each element of the field can be represented, with pj(B) = 0m being
the neutral element of addition and pd/2(B) = 1m the neutral element of multiplication.
Lemma III.1 justifies that we call these sets field-based sets. All sets exhibiting this
structure, will have three bases (and therefore three corresponding generators) with an
entanglement structure that is completely factorizable, namely
G0 =

1m
0m

 , G¯d/2 =

1m
1m

 , Gd =

0m
1m

 , (17)
where the classes make the sets of all Pauli Z, Y , and X operators, respectively. Therefore,
to change the number of completely factorizable bases within a set, we need to adapt the
form of the stabilizer matrix C in (12). In the following, we will show how to build complete
sets of MUBs with only two and one completely factorizable bases by two generalizations.
For this, we start from an approach for the generators in standard form and try to calculate
the corresponding stabilizer matrix.
B. Group-based sets
To reduce the number of completely factorizable bases, we break down the field structure
discussed in the last section to an additive group structure. This excludes the neutral
element of the multiplication, as it accounts for one of the completely factorizable bases.
If, in the standard form, the new generators are
G¯j =

Fj+1(B)F
−1
j (B)R
1m

 , G0 =

1m
0m

 , (18)
Theorem 4.4 of54 would still be fulfilled, as long as R ∈ Mm(F2) is invertible. This leads to
a stabilizer matrix
C =

 B R
R−1 0m

 , (19)
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or, in terms of Fibonacci polynomials,
Cj =

 Fj+1(B) Fj(B)R
R−1Fj(B) R
−1Fj−1(B)R

 . (20)
By setting R = 1m, it is obvious that this stabilizer is a generalization of the one used for
the field-based sets. From Theorem 4.4 of Ref. 54 all matrices pj(B)R have to be symmetric.
Furthermore, an analogous argument as for the field-based sets leads to the condition, that
the characteristic polynomial of B should have Fibonacci index d + 1. By the following
lemma we can substantially reduce one of the conditions.
Lemma III.2 (Symmetrizer applies to polynomials).
Let K denote an arbitrary field. Let us assume given the invertible matrix B ∈Mm(K), there
exists an invertible and symmetric symmetrizer R ∈ Mm(K) such that BR is symmetric.
Then, all polynomials of the form p(B)R, with p(B) ∈ K[x], are also symmetric.
Proof. If R and BR are symmetric, then for any matrix BkR with k ∈ N we have
(BkR)t = RtBt(Bk−1)t = BRtBt(Bk−2)t = . . . = BkR. (21)
As sums of symmetric matrices are symmetric, this holds for all polynomials p(B). Consid-
ering the cases k = 0 and k = 1, the converse statement is obvious.
This Lemma and the previous discussion lead to the following final set of conditions to be
fulfilled to construct a complete set of cyclic MUBs with three or two completely factorizable
bases for invertible R,B ∈Mm(F2):
(i) R and BR are symmetric.
(ii) The characteristic polynomial of B has Fibonacci index d+ 1.
For each valid B a corresponding symmetrizer matrix R exists which is additionally a square
root of unity76. An algorithm can be found in Ref. 77 and 78.
To construct only sets which have not more than two completely factorizable bases, R
has to destroy the field structure as will be seen by the following lemma.
Lemma III.3 (Destruction of field structure).
Iff the symmetric matrix R ∈Mm(F2) does not equal any polynomial of B ∈Mm(F2), where
R and B are chosen according to the conditions of group-based sets, the resulting complete
set of cyclic MUBs has exactly two completely factorizable bases.
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Proof. If R is chosen to be a polynomial of B, say q(B), the generators G¯j in (18) will read
G¯j =

pj(B)q(B)
1m

 , G0 =

1m
0m

 , (22)
and thus the classes will be a permuted version of the field-based sets given in (16). Con-
versely, as soon as R does not equal any polynomial of B, none of the generators will
equal (1m,1m)
t, thus defining the set of Pauli Y operators. But any generator in the form
(p(B)R,1m)
t will have off-diagonal entries in p(B)R for R 6= 1m ≡ B
0 and p(B) 6= 0m being
a non-zero polynomial of B. Therefore, none of the generators can produce a completely
factorizable basis.
It is obvious, that all matrices R′ lead to a set with the same entanglement properties
as a set with R, as long as R′ = q(B)R holds for any non-zero polynomial q of B, as it
permutes only the set of bases.
C. Semigroup-based sets
The second generalization is to further restrict the additive group to an additive semigroup
structure, which additionally excludes from the set the neutral element of addition. This is
achieved by adding a symmetric matrix A ∈ Mm(F2) to the matrices Fj+1(B)(Fj(B))
−1R
with j ∈ {1, . . . , d} in order to preserve Theorem 4.4 in Ref. 54. We will call these sets
semigroup-based sets.
In standard form, the generators look like
G¯j =

Fj+1(B)(Fj(B))−1R + A
1m

 , G0 =

1m
0m

 , (23)
To find the corresponding stabilizer matrix C, we note that these generators correspond to
those given by the product of powers of C with G0 and
Gj =

Fj+1(B) + AR−1Fj(B)
R−1Fj(B)

 . (24)
As CG0 = G1 should hold, the first column of C has to be equal to G1. So we can approach C
as C(x, y) with the two free parameters x, y ∈Mm(F2) and fix them by applying CG1 = G2
10
as 
B + AR−1 x
R−1 y



B + AR−1
R−1

 =

B2 +BAR−1 + AR−1B + AR−1AR−1 + xR−1
R−1B +R−1AR−1 + yR−1

 ,
(25)
so that
G2 =

B2 + 1 + AR−1B
R−1B

 . (26)
Solving these equations we find a new form of the stabilizer matrix, namely
C =

B + AR
−1 R +BA + AR−1A
R−1 R−1A

 . (27)
Setting A = 0 leads to (19), confirming that we have found a further generalization of the
group-based construction. As a next step, it is helpful to calculate the powers of C, as we
can easily check further properties of this matrix. We find once again a very compact form,
in terms of the Fibonacci polynomials;
Cj =

Fj+1(B) + AR−1Fj(B) Fj+1(B)A+ Fj(B)R + AR−1[Fj(B)A+ Fj−1(B)R]
R−1Fj(B) R
−1[Fj(B)A+ Fj−1(B)R]

 .
(28)
Equation (28) allows us to check that Cd+1 = 12m. As long as the Fibonacci index of B
is d + 1 as in the former constructions, Cj 6= 12m for any j ∈ {1, . . . , d} if one considers
only the term R−1Fj(B). Finally, we can check if all powers of C permute the generators as
expected, namely by checking if CjGk = G(j+k) mod (d+1):
CjGk =

Fj+1(B)Fk+1(B) + Fj(B)Fk(B) + AR
−1[Fj(B)Fk+1(B) + Fj−1(B)Fk(B)]
R−1[Fj(B)Fk+1(B) + Fj−1(B)Fk(B)]

 .
(29)
Using the general recursion relation (11) we find
CjGk =

Fk+j+1(B)AR−1Fk+j(B)
R−1Fk+j(B)

 , (30)
which is the expected result.
The conditions to be fulfilled to construct a complete set of cyclic MUBs, using the
stabilizer (27) for A ∈Mm(F2) and for invertible R,B ∈ Mm(F2) are:
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(i) A, R, and BR are symmetric.
(ii) The characteristic polynomial of B has Fibonacci index d+ 1.
This generates complete sets of cyclic MUBs with three, two and one completely factorizable
bases. To have only sets with one factorizable basis, we have to choose R according to
Lemma III.3 and add a similar condition which breaks down the additive group structure
into an additive semigroup structure. Regarding (23), we have to guarantee that no generator
of the form (1m,1m)
t or (0m,1m)
t is produced. This additional condition is given by the
following lemma.
Lemma III.4 (Destruction of additive group structure).
Iff the symmetric matrix A ∈ Mm(F2) does not equal any of the matrices pj(B)R + Dl,
where R and B are chosen according to the conditions of semigroup-based sets, with pj(B)
being the polynomials in B and j ∈ {1, . . . , d}, the resulting complete set of cyclic MUBs
has exactly one completely factorizable basis. The matrix Dl denotes the diagonal matrix for
which (dii) = li holds for l = (l1, . . . , lm), i ∈ {1, . . . , m} and with li ∈ 0, 1.
Proof. If A is chosen to be a polynomial of B, say q(B), multiplied by R, the class for which
q(B) = pj(B) holds will produce the set of Pauli X operators, therefore this possibility
has to be excluded. Furthermore, if instead of 0m, a matrix Dl with only diagonal entries
appears in the m×m upper submatrix of the generator which would then equal (Dl,1m)
t,
for all cases of Dl a completely factorizable basis would be created. As long as this is not
the case, the off-diagonal parts of the m×m upper submatrix of the generators in standard
form will lead to bases which are not completely factorizable.
IV. COMPLETENESS
Finally, we have to guarantee that our method produces MUBs with all the possible
entanglement structures within the same equivalence class (in the sense of Definition II.3)
and which are allowed by the scheme provided by Bandyopadhyay et al54. Of course, this
does not include sets which have no completely factorizable bases.
The definition of equivalence can be restated in terms of the class generators Gj with
j ∈ {0, . . . , d}, an arbitrary symplectic matrix f ∈ Sp2m(F2) and a permutation Q of the
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elements within a class and a permutation πj of the index set of the set of bases.
73 By (7),
the permutation Q is of no relevance. As long, as we consider only the set of generators Gj
and not their ordering, also the permutation πj becomes irrelevant. So, we are left with the
symplectic matrix f that, in general, would be given by
f =

s t
u v

 , (31)
where s, t, u, v ∈Mm(F2). We start with a lemma:
Lemma IV.1 (Equivalence of different sets).
The semigroup-based sets with the stabilizer matrix given by (27) are equivalent to the field-
based sets with the stabilizer matrix given by (12).
Proof. For a certain choice of the symplectic matrix f we should be able to convert field-
based sets into semigroup-based sets. This can be accomplished by multiplying the genera-
tors by
f =

 s t
0m v

 , (32)
where s, t, v ∈Mm(F2) and gives
fG0 =

 s
0m

 , fG¯j =

spj(B)s−1sts+ tst
1m

 , (33)
where we can recognize spj(B)s
−1 as pj(B
′), sts = R and tst = A if s and t are chosen
accordingly. If we set t = 0m, also the group-based sets with the stabilizer matrix given by
(19) belong to the same equivalence class.
Finally, we confirm the completeness of our scheme.
Theorem IV.2 (Completeness of the construction scheme).
The stabilizer matrix (27) leads to complete sets of MUBs with all the possible entanglement
structures. Moreover, they are equivalent to the sets generated via the stabilizer matrix (12).
Proof. By Lemma IV.1 the diffferent sets are equivalent. To show that the construction
captures all possible sets within this equivalence class and according to Theorem 4.4 of
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Ref. 54, we have to be able to apply an arbitrary symplectic matrix f ∈ Sp2m(F2) to the
generators (23), so we get
fG0 =

s
u

 , fG¯j =

 spj(B)R + sA+ t
upj(B)R + uA+ v

 (34)
for
f =

s t
u v

 , (35)
with s, t, u, v ∈Mm(F2). We still are free to reset any of the generators to the G0 by
f ′ =

s′ t′
u′ v′

 , (36)
which gives
f ′fG0 =

s′s + t′u
u′s + v′u

 (37)
and leads to the condition that u′s+ v′u. Applying f ′ to f leads then to a matrix where the
lower left block equals 0m, thus we can chose a symplectic matrix in the form (32), where
v ≡ (st)−1 as long as f is symplectic. For the generators of the semigroup-based sets we get
then the same result we found in Lemma IV.1.
V. CONCLUSIONS
We have shown how to generate complete sets of cyclic MUBs with different entanglement
structures by taking advantage of the properties of the Fibonacci polynomials. Two levels of
generalization raise the basic field-based sets with three completely factorizable bases to the
group-based sets with two completely factorizable bases and finally to the semigroup-based
sets with only one completely factorizable basis.
Finally, we have proven that in this way we can generate all the possible entanglement
structures. Of course, sets with zero factorizable bases are out of scope, as the standard
basis cannot be part of the set. In principle, this should be realizable by generalizing again
the discussed method.
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