In this paper, exponential Chebyshev polynomial of the second kind (ESC) as a basis functions with the collocation method is investigated. All Principles and the derived properties of the ESC functions are introduced as a new basis defined in the whole domain. ESC functions are employed to deal with high-order linear ordinary differential equations with variable coefficients defined in unbounded domain. Numerical test examples are given to demonstrate the applicability of the method. Physical applications of the differential equations naturally defined in the infinite domains are demonstrated.
Introduction
Analytical solutions of differential equation that has conditions tends to infinity are sometimes difficult to obtain, so the use of Fourier transform and Hermit function are necessary where they are naturally defined in the infinite domain. Many researchers used Fourier series to solve ordinary and partial differential equations that defined in all real domain [1, 2, 3] . However, the theoretical solutions given by Fourier transform are complicated and it is not easy to get the integrations, so the approximate solution is preferred using Hermit as basis functions [4, 5, 6] . Therefore, the use of the approximate and numerical techniques is required. The spectral methods [7] are the most used techniques by mathematicians in recent years, which approximate the solutions of differential equations by means of truncated series of some orthogonal polynomials. Chebyshev polynomial of the first kind T n (x) is one of the intensively used orthogonal polynomials on the finite interval [−1, 1]. These polynomials have many properties as special functions [8] , and numerous studies show the merits of these polynomials in various applications in numerical analysis. Boyd has successfully applied spectral methods to solve differential equations under a transformation that maps the interval [−1, 1] into a semi-infinite and infinite domains [2, 9, 10] , where this transformation maps the Chebyshev polynomials to the rational Chebyshev functions. Several research groups have further developed the definition proposed by Boyd for solving differential equations [11, 12, 13, 14, 15, 16, 17, 18, 19, 20] . Furthermore, Koc and Kurnaz [21] have proposed a modified type of Chebyshev polynomials as an alternative to the solutions of the partial differential equations defined in real domain. In their study, the basis functions called exponential Chebyshev (EC) functions E n (x) which are orthogonal in (−∞, ∞). The EC functions are defined as
In our previous work [22, 23] we have developed the operational matrix of the derivatives (ODEs) by processing the truncation made by Koc and Kurnaz [21] and applied it to ordinary and systems of differential equations defined in whole range. Recently, we reported novel operational matrix of EC functions for solving ODEs in unbounded domains [24] .
More recently, we have studied the exponential Chebyshev of the second kind (ESC) where its properties and matrices of derivatives were derived, and applied to solve a form of ordinary and partial differential equations [25, 26] . In this paper we develop our work to solve ODEs defined in the whole range by exponential Chebyshev collocation method, and two applications of differential equations naturally defined in the infinite domains are given. The first application is solving "Yoshida jet" differential equation that is the north-south current of the steady part of the Yoshida jet in the equatorial oceanography, where the velocity of the current defined in the unbounded ocean.
And the other application is approximate the solution to Dawson's integral by solving the corresponding differential equation with the subjected condition that tends to infinity. The exponential second kind Chebyshev (ESC) functions and some properties are defined in the next section.
Definition and properties of exponential second kind Chebyshev functions
The well-known Chebyshev polynomials U n (x) of the second kind [8, 27, 28] are orthogonal with respect to the weight-function w(x) = √ 1 − x 2 on the interval [−1, 1], and the recurrence relation
Let us define the exponential Chebyshev of second kind (ESC) by taking x = e x −1 e x +1 and therefore
where, the function space is defined as
where, the corresponding recurrence relation
) .
(2.4) Also, we can directly construct the nth exponential Chebyshev functions as 
5)
where δ nm is kronecker delta.
Also, the following product relation of ESC functions is very important for drive the derivative relation
(2.6)
Function expansion in terms of ESC functions
For any function y(x) ∈ L 2 (φ), according to the classical Weierstrass theorem, such a system is complete in the space then, the following expansion holds
where
If y(x) in (2.7) is a truncated to y N (x) such that N < ∞ then it can be expressed as
where E(x) is row vector with size 1 × (N + 1) of ESC functions with entire elements E U n (x) and A is an unknown coefficient column vector as,
The (k)th order derivative of y N (x) expressed as 
where, D is a tridiagonal (N + 1) × (N + 1) operational matrix of derivative, and can be expressed from:
12)
and
Proof. First, differentiating relation (2.4), and by the help of (2.6) and the expansion relation (2.7) we get (
By using (2.13)-(2.15) for n = 0, 1, · · · , N, the following equalities produced
the previous equalities form (N +1)×(N +2) matrix then we make a truncation to the last column (by or consideration that (E U i (x)) ′ = 0 for i > n) to get square operational matrix D given in (2.12). Lastly, to obtain the matrix E (k) (x) we can use the relations (2.16) as:
then, by induction we find Substituting the relation (2.11) into expression (2.9), we have [ y
with the mixed conditions
where P k (x) and f (x) are functions in L 2 (φ), where d k i j , b j and α i are appropriate constants, also b j may tends to ±∞. 
Now, let us define the collocation points [21] and [22] , so that −∞ < x i < ∞ , as
ESC functions are convergent at both boundaries ±∞, namely their values are
so, the appearance of infinity in the collocation points does not cause a loss or divergence in the method.
Then, we substitute (4.23) into (3.19 ) to obtain
The system (4.24) can be written in the matrix form
By substituting the collocation points (4.23) in (2.18), we have the following system [ y
And the fundamental matrix will be in the form
By the same process to the conditions we can write
26)
−∞ < b j < ∞, i = 0, 1, ..., m − 1, j = 0, 1, ..., J.
Method of solution
The fundamental matrix (4.25) represent a system of (N + 1) algebraic equations for the (N + 1) unknown coefficients a 0 , a 1 , · · · a N . We can write Eq. (4.25) in short as:
we can obtain the matrix form for the mixed conditions by means of (4.26) as
where,
To obtain the solution of (3.19) under the given conditions by replacing the rows matrices of conditions (5.28) by m rows of the matrix (5.27) we have required augmented matrix 29) or the corresponding matrix equation
if the rank (W * )= rank[W * ; F * ] = N + 1 then the system has a unique solution and we can write
Then, the unknown coefficients a i , i = 0, 1, 2 ..., N are uniquely determined by (5.30) and the approximate solution according to (4.21) obtained.
Test examples
Numerical five examples are given to illustrate the accuracy and effectiveness properties of the proposed method and all of them were performed on the computer using codes written in Mathematica.7.0. programe. Example 6.1. Let us consider the first problem mentioned in [24] 
31)
with the subjected boundary conditions y(x) → 0 as |x| → ∞.
The fundamental matrix for the pervious equation is
For N = 4 the collocation points are x 0,4 → ±∞, x 1,3 = Ln
) , x 2 = 0, and, P 1 is the zero matrix , P 2 is the identity matrix, and
And the augmented two row matrices for the conditions
. After the augmented matrices of the system and conditions are computed, we obtain the solution of the coefficients as:
Then the solution is y 4 
which is the exact solution of the boundary value problem (6.31).
Example 6.2. Consider the following equation
where the operator L =
, and the subjected boundary conditions are y(x) → 0 as |x| → ∞. The exact solution given in [1, 3] by Fourier transform method as:
.
Where F −1 and F −1 are Fourier and inverse Fourier transforms, then by apply the proposed method to (6.32), if we take g(x) = −2 sec h 3 (x). Table. 1 comparing the exact solution and approximate solutions, present method and [22] at N = 16, where x ∈ [0, 3]. The calculation of L 2 and L ∞ norms where, Table. 2 show that the greater N give better accuracy at h = 0.1 and x taken over the interval [-3, 3] , where h is the step size along the given interval. In addition Figure.1 shows the approximate solutions with the exact solution where N =8, 16 and 30, also Figure. Example 6.3. Now we consider the following differential equation [22] 
, and the condition is
and the exact solution is y(x) = sec h(x), by applying our present method to Eq. (6.33), errors presented in Table. 5. Example 6.4. The regular well-known Legendre's differential equation has the independent variable x define on the interval [-1, 1] and P n (x) denoted as the usual Legendre polynomials as the exact solution, by letting x = tanh(y) the Legendre's differential equation can be transformed to
with boundary conditions u(y) → 0 when |y| → ∞.
And the exact solution is u(y) = P n (tanh y), the previous equation with the condition mentioned in Boyd paper [10] he got the approximate solution by using rational chebyshev collocation method in the infinite domains. Now, by applying our proposed method to solve equation (6.34) with subjected conditions. After simplifying and finding the approximate solution as pervious examples with different cases the numerical results obtained as follows. 
1-Yoshida jet
The north-south current of the steady part of the Yoshida jet in the equatorial oceanography is modeled as linear ordinary differential equation defined in the whole real domain and takes the following form υ yy − y 2 υ = y, y ∈ (−∞, ∞) , (7.36) the previous model found in many articles (see [29, 30, 31] ) with boundary conditions tends to infinity (unbounded ocean) as: υ(y) → 0 when |y| → ∞. Boyd also in [10] mentioned this model with rational Chebyshev approach in the infinite domain (T B n (y), SB n (y)), with the collocation method and show that υ ≈ −y (9 + y 2 ) 3 ( 440.8017 + 15.098y 2 + 1.1412y 4 ) , while in [30] Boyd and Moore used the Hermite and sinc series to approximate the solution with same model. The analytic solution of (7.36) with the connected condition given in [31] by expanding υ in terms of Hermite function and the analytic solution given in the bounded and unbounded cases with good theoretical meaning about the equatorial waves in the oceanic response to winds, where υ represent the velocity component. We note that the exact solution of (7.36) is given in [29] and [30] as infinite series of Hermite function. Now we apply our proposed method to solve equation (7.36) with subjected conditions. The fundamental matrix of equation (7.36) is
After simplifying and finding the approximate solution as pervious examples with N = 16, 30,and 40, the numerical results obtained as follows. Dawson's integral has many physical applications, the Fadeeva function or the so called "plasma dispersion" function is the main of these applications. There are many articles on Dawson's integral approximation with applications [32, 33, 34, 35] also, evaluating or approximating the error function in the complex plane is reported [37] which is an implicitly method for evaluating Dawson's integral. The differential equation corresponding to Dawson's integral is first order ordinary differential equation with boundary conditions tends to infinity, as
And the subjected conditions are that u(x) is bounded (equal zero), as |x| → ∞. Boyd [35] also used the previous differential equation to approximate Dawson's integral using rational function expansion in terms of Chebyshev polynomial of second kind. Now we apply our method to solve equation (7.39) with subjected conditions. After simplifying and finding the approximate solution as pervious examples with N = 10, 20, and 30, the numerical results obtained as follows.
In Table . 4 the L 2 , L ∞ error norms show at the greater N gives lower error, the computation compared with the exact solution given in ( In this paper, exponential second kind Chebyshev (ESC) is introduced as a basis functions defined in the whole line with the collocation method. The method is investigated to solve high-order linear ordinary differential equations in unbounded domain. The ESC functions deal directly with infinite boundaries without singularities or divergence. This feature for the proposed method gave us the freedom to solve boundary value problems defined in the whole range. Illustrative test examples are given to demonstrate the applicability of the proposed method. Two physical applications of differential equations naturally defined in the infinite domains are demonstrated. The method can be extended for nonlinear case and more models [37, 38, 39, 40, 41] , which are under investigation by the authors as future work.
