Abstract-In this paper, we propose a state space approach to the decomposition of linear periodic time-varying (LPTV) systems. It decomposes an LPTV system into two subsystems: the stable LPTV subsystem and the unstable LPTV subsystem. An anti-causal realization for the unstable LPTV subsystem is further developed for providing stable numerical computation of the unstable system output.
I. INTRODUCTION
This paper considers decomposition and realization of causal unstable linear periodic time-varying (LPTV) systems. It decomposes the unstable LPTV system into a strictly stable subsystem and a strictly unstable subsystem. The strictly unstable LPTV subsystem is further transformed into an equivalent stable anti-causal realization. Hence, the LPTV system under consideration is realized as a sum of a stable causal subsystem and a stable anti-causal subsystem. This can provide a means for numerically stable computation of the system output.
Noncausal systems arise in various practical applications such as image modeling, image restoration, inverse timevarying filters such as multi-rate filter banks, etc. The image restoration problem becomes the inverse problem without considering the additive noise and various image restoration approaches are studied in [1] . In [2] , the noncausal system is studied for image modeling and is decomposed into two subsystems: the stable forward (causal) subsystem and stable backward (anti-causal) subsystem. Such a decomposition is not applicable to time-varying systems.
Inverse systems have important applications in other areas such as control, filtering and data coding. The inverse of a standard linear time-invariant (LTI) system can be easily achieved by inverting the corresponding transfer function. The procedure for inverting a linear time-varying (LTV) system is much more complex and has attracted considerable attentions, see for example, [3] , [4] , [5] , [6] , [7] . The anti-causal inverse in multi-rate filter banks and its implementation are studied in [8] and [9] , where a state space representation is employed to induce the anti-causal inverse. However, the stability of the inverse anti-causal system is not ensured. Thus the anti-causal inverse may result in undesirably divergent error in the system output. The realization of unstable LTI system has been studied to deal with the divergent output errors, for example [2] , [10] , and [11] . But these results do not cover time-varying system realizations.
In this paper, we deal with LPTV system realizations. We propose a state space approach to decompose an LPTV causal system into a stable subsystem and an unstable subsystem. The decomposition involves using periodic Schur decomposition, the extension of the deflation procedure for the 2-periodic case in [12] to a more general case, and the lifting technique. To provide stable computation of the unstable subsystem output, the unstable subsystem is further transformed into a stable anticausal realization.
In section II, we give basic preliminary results required in this paper. The proposed decomposition is presented in section III, followed by the stable anti-causal realization of the unstable LPTV subsystem in section IV.
II. PRELIMINARIES Consider an
in the state space equations in the following
with periodic state realization matrices
The LPTV system G can be transformed, by using an N periodic similarity transformation matrix
These two systems G and G are equivalent in the sense that since they realize the same transfer operator, i.e.
where φ A (k, j) is the transition matrix written as:
We now introduce some preliminary results used for the system decomposition as follows.
1) RQ decomposition: The RQ factorization of a matrix A ∈ R n×n is given by
where Q ∈ R n×n is an orthogonal matrix and R ∈ R n×n is an upper-triangular matrix.
2) Schur decomposition: If A ∈ C n×n then there exists a unitary Q ∈ C n×n such that
and U ∈ C n×n is strictly upper triangular. Furthermore, Q can be chosen so that the eigenvalues λ i appear in any order along the diagonal [13] .
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where all matricesÂ k are upper triangular except forÂ 1 which is in the upper triangular or quasi-upper triangular form with diagonal blocks [14] .
It is well known that, for discrete time LTI systems, the system stability is equivalent to the confinement of all eigenvalues of the system state matrix within the unit circle of the complex plane. It is also well known that the stability of the LPTV system is equivalent to that of its lifted system. For the LPTV system G in (1), its lifted state matrix is defined as:
If the eigenvalues of S 1 are strictly within the unit disk of the complex plane, the LPTV system is stable. Otherwise it is unstable. In the rest of this paper, we assume that no eigenvalues of the lifted state matrix S 1 is on the unit disk of the complex plane.
III. DECOMPOSITION OF STABLE AND UNSTABLE

SUBSYSTEMS
Given an unstable LPTV system
where
k } represents the strictly stable subsystem, and
The periodic Schur decomposition introduced in [14] was used to deduce the cyclic Schur form of A k which is in the upper triangular form with the absolute value of diagonal entries in descending order. However, it requires that A 2 , A 3 , ...A N are nonsingular. For A N being singular, a deflation procedure is required and a deflation procedure for the 2-periodic case is presented in [12] . In the following, we generalize the deflation procedure to a more general case. It will enable us to present a corresponding solution for the orthogonal matrices Q k for the N-periodic case.
Lemma 1: If A N ∈ R n×n is a singular matrix, then there exist orthogonal matrices
Proof: For a singular matrix A N , there exists a QR factorization with column pivoting [13] 
where U N is an orthogonal matrix, P N is an orthogonal permutation matrix and T N is an upper triangular matrix of the form:
where T k is an upper triangular matrix and P k is an orthogonal matrix. Further, we can obtain the matrix
By QR decomposition, there exists an orthogonal matrix V 1 and an upper triangular matrix M 1 such that
These matrices are of the form:
where M 11N is nonsingular, and k = 1, 2, · · · , N − 1. Now we consider the nonsingular matrices M 111 , M 112 , · · · , M 11N . By applying the periodic Schur decomposition with constant state dimension, we can find orthogonal matrices z 1 , z 2 , · · · , z N to reduce the system M 11N · · · M 111 to the cyclic Schur form. Accumulating all of the orthogonal matrices above produces the matrices
We can obtain Q k as follows:
and
Applying the periodic Schur decomposition procedure, we can obtain the matrices Q k for k = 1, 2 
such that |λ(Ŝ Substituting Q k obtained to equation (2), we can find an
Then we partition the equivalent system matrices as
with
We can use the equivalent system G = {A k , B k , C k , D k } to decompose the LPTV system in the following theorem. Theorem 1: Given an LPTV system G in terms of the state realization matrices in (4), there exist subsystems G s and G u such that:
where G s represents the stable subsystems with system matrices {A 
where W 1 is the Sylvester solution of
and W k for k = 2, 3, · · · , N − 1 is given by
Proof: Firstly we show the stability property of the subsystems. Using the lifting technique, the LPTV system is lifted to the block time-invariant system with system realization matrices {A lif t , B lif t , C lif t , D lif t }, which are shown as:
. . . Moreover, the Schur formŜ 1 can be expressed as:
The matrices A k , for k = 2, 3, · · · , N, are upper-triangular matrix, and the matrices A 1 ,Ŝ 1 are upper-triangular or quasiupper triangular matrices. It is not difficult to find that:
Therefore, A k,11 contributes the strictly unstable part, and A k,22 contributes the strictly stable part.
Next, we show how to obtain matrices (5) represents a parallel connection of G s and G u and can be denoted by
In order to get the equivalent system realization matrices given in (7), we introduce matrices
where both I u ∈ R n1×n1 and I s ∈ R n2×n2 are identity matrices, and
Since the Schur form of S 1 and the equivalent state matrix A k are in upper triangular or quasi-upper triangular form, we have the following equations:
and 
With the obtained W k for k = 1, 2, · · · , N, the equivalent state realization matrices developed are shown as follows:
is in block diagonal form, we need to proof that A par 1 is in block diagonal form too. Here is the very simple proof.
Since X 1Ŝ 1 Y 1 is in block diagonal form, and A par k
IV. ANTI-CAUSAL REALIZATION OF THE UNSTABLE
SUBSYSTEM
We start from developing the anti-causal realization for LTI systems. Consider an LTI causal system with the following state space representation:
Assume that matrix A is nonsingular. Equation (8) can be rewritten as:
Hence, the state realization matrices for the anti-causal realization are given as:
We now extend result to LPTV systems.
Theorem 2:
The causal realization of an strictly unstable
with the system realization matrices as
The lifted representation of the causal unstable filter is given by:
The anti-causal realization of the block lifted model is given by:
where, for i, j = 1, 2, · · · , N,
According to the anti-causal nature, the lifted model of the anti-causal filter is given by: A straightforward solution for the anti-causal realization is:
Once the decomposition of the causal and anti-causal subsystems is obtained, the implementation of the stable causal subsystem can be realized by utilizing a classical forward recursive structure. A stable and anti-causal filter can be realized provided that the input signal is recorded and is utilized backward in time according to its anti-causal nature.
V. CONCLUSION
In this paper, we have presented an algorithm to decompose an LPTV system into stable subsystem and unstable subsystem. The periodic Schur decomposition is employed to separate eigenvalues of the lifted system state matrix into stable and unstable values. The periodic QR decomposition as well as the periodic RQ decomposition are involved in the periodic Schur decomposition. Since the strictly unstable subsystem can result in a divergence output error, an anti-causal realization is developed to realize the unstable LPTV system to eliminate the divergent error.
