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CAPITOLO IV
10. Bande libere.
Sia X un insierre di generatori (o variabili), consideriamo il semigruppo
libero F : F(X), generato da X (la definizione è già stata data nel paragrafo 6
della Parte I). Conveniamo di ampliare il semi gruppo libero con l'aggiunta
dell 'elemento neutro che diremo parola vuota. Introduciamo in F una relazio
-
ne di congruenza nel seguente modo: diremo che 'due parole sono congrue se, eli
minando in esse tutte le sottoparole successive ripetute, si ottiene la stessa
2 4 3 2parola; ad esempio le parole x,x2x3x,x2x3x1x3e x1x2(x3x1) x3 sono congrue
perché semplificando si ottiene da entrarrbe la parola· x1x2x3x1x3'
Detto S l'insieme delle classi di congruenza, esso, con la moltiplicazione
definita nel modo solito, è una banda. Inoltre l'applicazione da F in S che
porta ogni parola nella sua classe di congruenza è un epimorfismo. Se n è la
cardinalità di X, S viene detta la banda libera su n generatori.
Per ogni parola We F denotiamo con C
w
l'insieme dei generatori distinti
che formano W. E' chiaro che se U e V sono parole appartenenti alla stessa
classe di congruenza allora Cu - CV' Perciò per ogni classe di congruenza A
di S vi è un ben definito insierre CA' il quale è indipendente dal rappresentan-
te di A.
Segue dalla definizione che CAB: CA U CB' per ogni A,B e S. Infatti CAB
è 1 'insierre dei generatori distinti di un qualsiasi rappresentante di (AB) quin
di è costituito da tutti e soli i generatori distinti di un rappresentante di A
o di un rappresentante di B.
Lemma 10.1. Per ogni A,B eS: CA : CB <::> A P B
Dim. Proviamo prima che la condizione è sufficiente.
Per definizione di P(*)A P B<::> ABA : A e BAB: B,
(*) v.Parte I pago 6
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nesegue che CABA = ~ , ma CABA - CA U CB U CA - CA U CB' quindi
CA U CB = CA' da cui CB ~ CA'
Con analogo ragionamento da BAB - B si deduce che CA ~ CB' concludendo
CA = CB'
e •provlamo
dapprima che C c C ==> AB P B.A - B
Infatti dalla riflessività della P si ha che AB P AB,cioé A,A2... AnB,B2....
"B
m
PA1A2... AnB1B2. "Bm, ma essendoXY P YXin ogni X, Y e· S, risulta:
AB. P B.A per ogni j e {l ,2, ... ,m}, inoltr'e dall' ipotesi CA c CB segue
n J J n
-
che esiste j e{1,2, ... m} t. c . A = B-
n
"
. J
allora commutando A con i B.
n J
si avrà ad un certo punto A1A2... AnB1.. BmPAf2" .An_1B1B2... AnBJ" .Bm ed
essendo AnB3 = B3 B3 = B3 risulteràAB PAf2" .An_1B1B2· .. Bm.
Successivamente facendo 10 stesso ragionamento per tutti gl i A. ie{l, ... n}
l
otterremo AB P B.
Analogamente da CB c CA segue che A P.BA.
Essendo BA p AB si ha che, per la transitività di P, A P BA,BA P AB,AB P B=->
A p B come volevamo.
Lemma 10.2. CA = Cc e CB ~ CA ==> ABC - AC.
Di m.
,
Da CB ~ CA segue che CAB = CA U CB = CA' quindi Cc - CA - CAB da CU1,
per il lemma 10.1 C P AB e per definizione di P:
C(AB)C = C. Allora (ACA)BC = AtC(AB)C] = AC. Ma, essendo CA = CC' per il 1em
ma 8.1 è A P C,quindi ACA = A, per cui ABC = A(BC) = (ACA)(BC) = AC.
Definiamo lunghezza di una parola il numero di generatori (non necessariamente
distinti) che la compongono:. così se x e y sono generatori, la parola
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x è di lunghezza 1, le parole xx e xy sono ognuna di lunghezza 2, ecc.
Chiaramente ogni parola ha lunghezza positiva. Si dice che una parola ha
lunghezza minima se la classe di congruenza di S che la contiene non con-
tiene parole più corte, e perciò d'ora in poi si considereranno gli elemn
ti di S rappresentati da parole di minima lunghezza.
Teorema 10.1. Una banda libera finitamente generata è di ordine finito.
Premettiamo il seguente
Lemma 10.3. Per ogni numero n esiste una lunghezza m t.C. tutti gl i
elementi di lunghezza minima m denono essere un prodotto di almeno n ge-
neratori distinti.
Di m.
Ragioniamo per induzione su n.
Per n = , esiste la lunghezza m = 1, per cui tutte le parole di lunghez-
za minima uguale a 1 possono essere considerate come prodotto di un generatore.
Supponiamo il lemma vero per n e proviamolo per n+1; cioé in corrispondenza
di n esiste la lunghezza m che soddisfa il lemma, dobbiamo provare che
in corrispondenza di n+l la lunghezza 2m+1 è tale che tutti gli elementi di
minilrd lunghezza 2m+1 sono il prodotto di almeno n+1 generatori distinti.
Infatti consideriamo il prodotto di minima lunghezza 2m+1
e facciamo vedere che A
A = 2~1
1~1
ha almeno
a.
l
n+1 distinti generatori.
Siano ",:rr,a.=X
l = l
21l1i1
e·1l 2 a.=Yl ==1l\+ l allora A - Xa ,Y, dove X e Ym+
sono prodotti di minima lunghezza m.
Poiché per ipotesi il lemma è vero per n J C
x
e Cy contengono cia-
scuno almeno n distinti generatori. Chiaramente Cx e CY sono conte-
nuti in CA' Ora se CA contenesse solo n distinti generatori allora
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E poiché et
m+l e CA ' allora si avrebbe anche e
Così per il lemma 10.2 risulterebbe A= X a lY = XV. Ma XY è di
m+
• •m1n1ma
lunghezza 2m e tale sarebbe anche A, contro l'ipotesi che A ha minima lun-
ghezza 2m+l.
In conclusione tutte le espressioni di minima lunghezza 2m+1 devono
essere prodotto di almeno n+1 generatori distinti e questo prova il lem~a.
Per provare il teorema consideriamo una banda libera S finitamente genera-
ta, cioé un semi gruppo idempotente libero su n generatori, con n finitp.
Segue dal lemma 10.3 che tutti gli e12menti di minima lunghezza generati da
un numero finito di generatori non devono superare una certa lunghezza, quin-
di vi può essere solo un numero finito di termini.
Corollario 10.1. Tutte le bande finitamente generate sono di ordine fini-
to.
Infatti una banda S generata da {x 1,x 2' ... ,x n} è isomorfa alla banda li-
bera costruita sull' ins ierre {Xl ,x2' .. • ,xn}.
Sviluppando la teoria delle bande libere si arriva alla seguente formula
per l'ordine IN della banda libera su N generatori:
N r . 2i
C .!l 1(r-l+l)r 1=
11. Bande libere regolari.
Per banda libera regolare (a sinistra, a destra) generata da un insieme
non vuoto X, intendiamo una banda S tale che:
1) esiste un'applicazione i : X + S, che si dice immersione
2) i(X) genera S
3) S è una banda regolare (a sinistra, a destra)(*)
(*)iVed. Defin. in Parte 1, pago 201
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4) per ogni banda regolare (a sinistra, a destra) T e per ogni applicazione
j : X + T esiste un omomorfismo h : S ~ T t.C. j=hi, cioé h è tale
da rendere commutavito il seguente diagramma
•
X 1 S,
• l /h'J
T
OSSo 11.1.
In questa definizione non si richiede che l'immersione sia iniettiva, ma
che ciò si verifica si può provare facilmente a partire dalla 4) scegliendo
una banda regolare T, avente almeno due eiementi distinti a,b e costruendo j
in modo tale che, fissati arbitrariamente due elementi distinti x,y e X, ri-
sulti j(x) = a,j(y) = b. E' anche facile vedere che se ci sono due bande
regolari libere per un dato insieme X, allora esse sono isomorfe tramite un
i somcrfismo che fissa gli elementi di X (nel senso che fa corrispondere ele-
menti di i(X) e di j(X) che provengono da uno stesso elemento di X). Cos1
se esiste una banda l ibera regolare (a sinistra, a destra) essa ~ unica a me-
no di isomorfismi. E anche l 'omomorfismo h della 4) è unico.
La banda libera commutativa, cioé il semireticolo libero generato da X, è
definito analogamente.
Costruiamo ora la banda libera regolare (a sinistra, a destra) a partire
da un dato insieme X.
Sia dunque X un insieme non vuoto. Sia S l'insieme di tutti i sottoin-
siemi non vuoti di X costituiti da un numero finito di elementi. Abbiamo al-
lora il seguente:
Lemma 11. 1.
L'insieme S precedentemente definito è il semireticolo libero generato da
X con il prodotto definito da y·z = yUz Vy,zeS, dove U denota l'unione insie
mistica.
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Di m.
E' ovvio che S forma un semireticolo generato da {{x} : x e Xl.
Sia i: X + S l'applicazione definita da i(x) ; {x} . Sia T un seml-
reticolo e j : X + T una qualunque applicazione. Allora l'applicazione
h: S +T definita da h(y); j(x1)j(x2) ••• j(xn ), con y; {x"x2' ... ,x n},
- -
è un omomorfismo. Infatti presi y = {x 1,x 2'· .• xnl e z = {x 1,x 2'·· .x m}
•
rl-
sulta h(y) h(z); j(x
1
) ... j(x )j(x
1
) ... j(x), h(yz) - h({x
1
... ·,x }U{x1, ... ,x});n m n m
= h({x 1,···,xn ,x 1,··,xm}) ; j(x 1)···j(xn)j(x 1)···j(xm),
quindi h(y)h(z); h(yz); inoltre si ha j(x) ; h({x}) = h(i(x)) VxeX, cioé
j = hi.
Così S è il semireticolo libero generato da X.
Teorema 11.1.
Sia X un insieme non vuoto. Sia f il semireticolo libero ottenuto nel Lem
ma 11.1. Siano A e B gl i insiemi di tutti i sottoinsiemi non vuoti di X fini-
ti l inearmente ordinati, strutturati con l'operazione di giustapposizione can-
cellando tutte le seconde lettere che appaiono nell 'espressione del prodotto
leggendo, rispettivamente, da sinistra e da destra.
Sia s: A + f (t : B + r) l 'appl icazione definita sta) (t(b)) uguale
a11 'insieme di tutti i punti distinti contenuti in a(b).
Siano Ay
-1
s (y) -1e B ; t (y)y per yef.Allora A(B) e la banda
libera regolare a sinistra (a destra) generata da X e
(B 'ò L:{B /yer}J è la sua decomposizione strutturale.y
Di m.
A'ò HA ly€L:)y
Sia F = F(X) il semi gruppo l ibero genera-
to da X. Immergiamo X in F nel modo naturale tramite l'applicazione k: X + F
Lc. k(x) ; {xl.
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Consideriamo l'applicazione q di F •ln F che ad ogni parola di F
associa la sua parte iniziale, e 1 'appl icazione r di F in F che ad
ogni parola di F associa la sua parte finale (*).
Siano A
O
- q(F) cF, B = r(F) c F
o
lè immagini di F tramite q e r. Os-
serviamo che q ed r non sono omomorfismi; infatti basta considerare il
caso di due parole ugual i P = Q, in cui evidentemente q(PP) cf q(P)q(P) e
r(PP) cf r(P)r(P). Inoltre A
o
e B
o
non sono sottosemigruppi, infatti ba-
sta prendere due elementi di A (B ) ugual i per concludere che il loro prodot-
o o
to non può stare in A (B ), per la defini zione di q(r).
o o
Definiamo ora due operazioni rispettivamente in A e in 8 in modo tale
o o
che A e 8 così strutturati siano due bande:
o o
Va,a' e A
o
m(a,a') - q(aa')
infattiA ,
o
n(b,b') - r(bb').Vb,b' e B
o
A.. Proviamo che m è associativa in
o
Siano a,al,a ll e
m(m(a,a'),a") = m(q(aa'),a") = q(q(aa')a") - q(aa'a")
m(a,m(a',a")) = m(a,q(a'a")) = q(a,q(a'a")) - q(aa'a")
m(m(a,a'),a") = m(a,m(a',a")).
e quindi
risulta essere una banda regolare a destra con8
o
risulta essere una banda regolare a sinistra con l 'ope-Qui nlili A
o
Ana 1ogamen te•raZlone m.
Inoltre m(a,a) = q(aa) = q(a) ~ a e m(m(a,a' la) = q(aa 'a) = q(aa') =
-m(a,a').
l 'ope ra zi one n.
(*) Per le definizioni di parte iniziale e parte finale vedere Parte l, pag.48.
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Denoteremo queste bande con A e B
lnvece che con A e B , a causa della differenza di operazioni.
o o
Si prova facilmente che q : F + A e r: F + B sono entrambi epimor-
fismi. Infatti ogni a e A è parte iniziale di almeno una parola di F,
quindi q è suriettiva, inoltre VP,P' e F: q(PP') = m(q(P),q(P')), in
quanto ~ m(q(P),q(P')) - q(q(P)·q(P')) = q(PP)). Analogo discorso vale
per r: F + B.
Poiché F èganerato da k(X), A e B sono generati da i(X) e j(X),rispet-
tivamente, dove i = q k e j = rk.
Siano ora A' una banda regolare a sinistra e i' : X + A' un'applicazio
ne qualsiasi. Poiché F è il semi gruppo libero generato da X, esiste un
omomorfismo f: F + A' t.c. i' = fk, cioé tale da rendere commutativo il
seguente diagramma
F
. ,
1 , A'
Per ogn1 vi e F abbiamo f(w) - h(q(w)), perché A' è regolare a sini-
stra, cioé esiste un omomorfismo h : A + A' t.C. f = hq. Allora essendo
i = qk, risulta i' = fk _. (hq)k = h(qk) = hi. Pertanto A risulta essere
la banda libera regolare a sinistra generata da X. Analogamente S1 prova
che B è la banda libera regolare a destra generata da X.
Consideriamo il semi gruppo libero r generato da X con sua imITErsione
c : X + r (Lemma 9.1). Allora, poiché r è contemporaneamente regolare a
sinistra e a destra, esistono due omomorfismi s: A + r e t : B + r t.c.
si = c = tj. E' ovvio che:
s (a) - {x 1,x2'···,xn} se a = i(x j )i(x2)···i(xn) •
-1 -1Sia A - s (y) e B = t (y) , con y e r • Allora S1 prova fa-y y
c il mente che A è zero-s in i stro e B è zero-destro e perc iò sonoy y
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rettangol ari.
Così applicando il Corollario 4.3 (Parte I, pago 24) segue che
A '\, HA h e r}y
di A e di B.
Corollarion .1.
e B '\, L{B Iy e r}y sono le decomposizioni strutturali
La banda libera regolare a sinistra (a destra) generata da n elementi
ha n n.L 1(.)1! = n!1= 1
Di m.
n-1
.,
.~
1=0
1
• 11 .
elementi.
Sia A'\, L {A Iy e r} (Teor. 9.1) la banda l ibera regolare a sinistra, ge-y
berata da X, con Ixl = n, dove r è il semireticolo libero generato da X.
Ora se Iyl • a11 ora lA ' i!,perehégli elementi di A • otten-- • - S1- , yl y
gono da tutte le permutazioni degli elementi di y • Poiché A '\, L{A Iy e 0,
v,
ri sulta che l'ordine di A·è dato dalla somma, per 1 < i < n, dei prodotti del
numero delle combinazioni semplici degli n elementi di X di classe i per i!
cioé per l'ordine di ogl11 A • Pertan to ri sultay
n n n! n 1 n-1 1iAI L (n"1 . 1 n! . L1 n! .L- . 1·)1· - I- o _ 1 . - - --1 = 1 i ~ 1 i'(n-i)! 1= (n -i ) ! 1=0 .j 1i •
Analogamente per la banda libera regolare a destra B si prova che
iBI n-1 1- n!.L -;'1'1=0 1 .
Teorema 11.2. Sia X un insieme non vuoto. Siano A,B,r rispettivamente la
banda libera regolare a sinistra, la banda libera regolare a destra, e la ban
da commutativa generate da X, Le. r sia riguardata come il semireticolo strut
turale di A e B contemporaneamente. Allora la banda libera regolare generata da
X è il prodotto retratto (*) di A e di B rispetto a r.
Dim.
Siano A,B e r la banda libera regolare a sinistra, la banda libera regolare
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a destra, e il semireticolo liberi, generati da X con le immersioni
i : X -+ A, j : X -+ B, C: X -+ r rispettivamente.Poiché r è contemporanea-
mente regolare a sinistra e a destra, esistono gli omomorfismi s : A -+ r e
t : B -+ r Lc. si = c = tj. Sia C il prodotto re tratto di A e B rispetto
a ravente s e t come omomorfismi naturali, cioé c = {(a,b) e AxB/s(a) = t(b)}.
Ora poiché s(i(x)) = (si)(x) = c(x) = (tj)(x) = t(j(x)) l'elemento
(i(x),j(x)) appartiene a C. Definiamo ora un'applicazione in questo modo:
'ix e X k(x) =(i"(x),j(x)). Proveremo che C è generato da k(X).
Scegliamo un elemento (a,b) e C, allora sta) = t(b) e r. Poiché A e B so
no generati da X, abbiamo a = i(x 1)i(x Z)·····i(xm), b = j(y,)j(YZ) ... j(Yn)'
Allora sta) = c(x,)c(xZ)"'c(x
m
) e t(b) = c(y,)c(YZ) c(Yn)' ma s(a)=t(b),
quindi il sottoinsieme costituito dagli elementi x"xZ, x
m
coincide con quel
lo costituito dagli elementi Y"YZ""'Y
n
'
E poiché A è regolare a sinistra abbiamo:
Analogamente, poiché B è regolare a destra:
j(X1)j(x2~··j(xm)j(Y1)j(Y2)····j(Yn)= j(y,) ... j(Yn) - b. Allora risulta
(a,b) - (i(x)i(y),j(x)j(y)) = (i(x),j(x))(i(y),j(y)) - k(x)k(y), ossia
(a,b) - k(x 1)k(x2) ... k(xm)k(Y1)k(Y2) ... k(Yn)' il che prova che k(X) genera C.
Proveremo ora che C è la banda libera regolare generata da X.
Sia C'una banda regolare e k' : X -+ C'un'applicazione. Poiché C' è
regolare, per il Lemma 4.10 (Parte I, pago 26), essa è il prodotto retratto
di una banda regolare a sinistra A'edi una banda regolare a destra B' rispet
to ad un semireticolo r', dove s' : A' -+ r' e t' : B' -+ r' sono gli
omomorfismi naturali.
Poicllé A,B e r sono liberi, esistono gli omomorfismi f: A -+ A',
g : B -+ B' e h: r -+ r' t.c.
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(1) fi = 'u 'k " gj = v' k ' , h c = d' k ' ,
dove u' : C' -+A' , v' : C' -+ B' sono gli omomorfismi naturali e d' : C' -+ f',
inoltre sono tali che
(2) s'u' - d' = t'v'.
Siano u: C -+ A, v : C -+ B gli omomorfismi naturali ed: C -+ f t.c.
su = d = tv.
Preso (a,b) e C si ha per definizione che sta) - t(b). Poiché C è genera-
to da k(x), esistono x
1
,x 2 , ... xn e X Le.
a = i(x 1)i(x 2) ••• i(xn), b = j(x 1)j(x2) ••• j(xn) .
Poniamo fra) = a' , g(b) = b'. Allora dalle (1) e (2) abbiamo:
s'(a') = s'fra) n .= n s'f,(x)
v=1 v
n
- n s'u'k'(x)
v=l v
n
- n d'k'(x)
v=1 v'
t'(b') = t'g(b) = ~ t'gj(x )
v=1 v = ~ t'v'k'(x ) = nvTl v v=l d'k'(x) .v
Così s'(a') = t'(b') e perciò (a',b') e C' cioé (f(a),g(b)).e-C'.
Allora esiste un'applicazione p: C -+ C' definita da p(a,b) = (f(a),g(b)).
Tale applicazione è un omo~orfismo, infatti
p((a,b)(a,b)) = p(aa,bb) - (f(aa),g(bb)) = (f(a)f(a),g(b)g(b))-
- (f(a),g(b))(f(a),g(b)) - p(a,b)p(a,b).
Inoltre per x e X abbiamo, per la (1), che
k'(x) = (u'k'(x),v'k'(x)) = (fi(x),gj(x)) = p(i(x), j(x)) - pk(x)
k(x) = (i(x) ,j(x)), pertanto k' = pk.
perché
Corollario 11.2. La banda libera regolare generata da n elementi distinti
ha
n
- n' .L 11=
. Il .
(n-1)! elementi.
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Dim.
Sia C '" {A x B h e n la banda l ibera regolare generata da X (Teor.11.2),y y
con I Xi = n,
a11 ora I A x B
dove r è il semireticolo libero generato da X. Se n = i
I = (i!)2, pertanto l'ordine di C sarà dato dalla somma,
per 1 < i < n, di tutti i prodotti del numero delle combinazioni semplici
degli n eleirenti di X di classe i per (;!)2, cioé
·n
.E11=
1
(n-i)!
12. Varietà di Bande.
Sia X •• •un 1nS1eme e Sla F = F(X) il semi gruppo l ibero su X.
Sia S un semigruppo. Se P,O e F allora diremo che la relazione identi-
ca P = ° è soddisfatta in S se per ogni omomorfismo rjJ : F S ri sulta
P~ - OrjJ. Così, per esempio, la relazione identica ab = ba è soddisfatta in
S se S è un semi gruppo commutativo.
Diamo ora la seguente definizione. La classe di semi gruppi in cui è soddi-
sfatta una collezione finita o infinita P1 = 01' P2 = 02"'" di relazioni
identiche si dice varietà di semi gruppi determinata da quelle re'iazioni iden-
tiche. Per esempio la classe dei semi gruppi commutativi è una varietà. La clas
se di tutti i semi gruppi è anche una varietà determinata, per esempio, dalla
relazione identica a = a. Ovviamente la classe ~ delle bande è una varietà
determinata da11 'unica relazione identica à2 - a.
D'ora in poi indicheremo la varietà determinata dalle relazioni identiche
P1 = 01' P2 - 02' .... · con [P 1 = 01' P2 = 02' .. ··]; la varietà determinata
da un insieme R di relazioni identiche sarà indicata con [RJ.
L 'intersezione di una famiglia non vuota di varietà \,i, (i e Il è una varie
,
è determinata da un insieme di relazioni identichetà, perché se l'\!.
1
(Vie!), allora un semi gruppo S
R.
1
appartiene all 'intersezione sse 'l I i ns; erre
di relazioni identiche U{R./i e I} è soddisfatto in S. Così, per esemp10,
1
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di bande e della varietà ~1 'intersezione ~!ì'e' della varietà CB
2gruppi comrrutativi è la varietà [a = a,ab=ba] di semireticoli.
di semi-
L'unione di lIna famigl ia di varietà invece non è detto che sia una varie'
tà. Si può, comunque, dare una "ben definita" unione V{'Ù./i e I} di una fa-
1
miglia {'Vi/i E I} di varietà, che di fatto è 1 'intersezione della famiglia
famiglia è non vuota, perché lacontenenti ogni er. (Tale
1
semigruppi necessariamentevarietà di tutti i
di tutte le varietà
contiene ogni '\1"".). Può essere dif
1
ficile determinare un conveniente insieme di relazioni identiche caratterizzan-
ti l'Vt'\Ji(ielj, sebbene in teoria possiamo serrpre ottenere uno relativo all'in
tersezione della famiglia delle varietà che contengono ogni iG.
1
Introduciamo ora per le varietà di bande le seguenti notazioni:
Si semireticol i ab = ba
,[J(' bande norma 1i , abc acba Sln -
(iZI'P bande normali a destra abc - bac (12.1)
dlf bande normali abca - acba
J bande triviali a = b
.1t bande zero-sinistre ab - b
6:.Z bande zero-destre ab - b
OZ,ìi',) bande rettanool ari aba - a
-
In ogni caso la relazione identica data caratterizza la varietà a11 'inter-
no della varietà di bande. Le caratterizzazioni a11 'interno della
semigruppi sono ottenute sempre aggiungendo la relazione identica
varietà di
2
a = a.
(Naturalmente ciò non è sempre necessario, ad esempio nel caso delle bande ret-
tangolari ,abbiamo visto che la relazione identica aba = a irrp1 ica la re'la-
2
zione identica a - a).
Con le operazioni lì e V l'insieme delìe varietà di semi gruppi diventa
un reticolo (*)completo avente come elemento massimo la 'varietà Ca = a] di
(*) Vedo def,in i~1 pago 12
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tutti i semigruppi e come elemento minimo la varietà [a = b] dei
semigruppi con un solo elemento. L'insieme delle varietà delle bande, cioé
l'insieme delle varietà 7J dei semigruppi t.c. 'lf c (Q, è un sottoreticolo
~ di questo reticolo.
Si definisce atomo di un reticolo (L,I\,Y), coneolemento minimo O, un elemento
minimale a nell 'insieme L - {O}.
Il reticolo 53 delle varietà di bande ha come • • degli atomi l J. i nlnSleme
Sleme così fa tto:
{S;[ ,n,6\l } (*' )
Consideriamo ora il sottoreticolo diS'::. ' n , generato dagl i atomi di .1-) ,
cioé oenerato da Ji ,iL<Rt,
costi tui scono.
Osserviamo intanto che
e cerchiamo di identificate le varietà che lo
Viceversa ogni banda rettangolare può essere riguardata come il prodotto
diretto di un semigruppo zero-sinistroLedi un semi gruppo zeY'o-destro R
(ved Parte I, pago 10 Lemma 1.13), cioé ogni elemento di o<-G\, È! del tipo
LxR, dove L e .t>~ ~ il: v6\1i e R~.:Re: ~b'y:R;: ; quindi .LxR eli vX~.
Ne segue che a~=i%vGìZ'.
Vale ·inoltre la seguente proposizione, che è un rifacimento di un risul-
tato già ottenuto da Yamada e Kimura (Ved Parte I, pago 36 Teor. 5.6).
( *') Vedo 141, Teor. 5.6 pago 114
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Proposizione 12.1. - Una banda B è normale sse essa è un semireticolo
forte (*) di bande rettangolari.
Dlirm.
Sia B ~ '$(y. E ;et> B) un semireticolo for":e di bande rettangolari e sia-
, et et,
ma 6 =~ey . Allora
no a,fJ,c elementi qualsiasi di B, con aeE
a
, c e Ey e poni a-
e ana l ogamen te
B è normale.
acba - aet> '
a,6
. Quindi abca .- acba Va,b,c e B, e cos1
Viceversa, se B è una banda normale, consideriamo la struttura data a B
del Teorema di Petrich (Teor. 9.1). Ricordiamo che se
= I i3 x I\e ' con e < a , allora per la formwla (9.5)
a e E .e
a
ri sulta
a(x,!;) , (x,r,)a
Quindi se
allora
a e E e
a
se b = (x,r,) e c = (y,n) sono elementi di
abca
acba
- (et>~x,r,)(y,n~~) -
a a
- (et>BY,n)(x'!;~B) -
a a(et>B x ,n1[iB),
a a
(et>BY'!;~B)
mentre
è un semireticolo forte di semigruppi sse Y
una famiglia disgiunta di semi gruppi
(*) 'S(Y;E ,et> /3)
a a
ticolo, {E /aeY} è
Cl
e S ~ U{ E /aeY}
Cl
e risulta che
e Va,BeY t.c. a > B et> 13:Cl,
E -.
Ci
• •e un semlre-
t.c.EEBCE Ba - a·
un omomorfi smo
1) <P è l'automorfismo identico di E Il eteY
a,o. a
2) <P 13 <P = <P V a,B,y e Y t.c. et > 13 > y.
a, ~ ,y a,y
Inoltre in S è definita una moltiplicazione "." come segue
Va eS, Vb p e S" : a. b13 = (a <P B)(bS<PS B)'a ex f..J IJ a o. Ci,o. ,a
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a a
così se la banda è normale concludiamo che ~B e W
s
sono applicazioni
costanti Va e E e per ogni coppia (a,S) di elementi di Y per i quali
a *
a> S. L'applicazione <!>aS: E
a
-.1 (ls) x j(AS) che manda ognl a e Ea
nella coppia ordinata (~~, w:) può essere così identificata con l'appli-
cazione ~ : ES -. lo x Ao ' che manda a nella coppia ordinataa aa,S >' >'
(qS>' <wS »,
Inoltre presi a,a' e E , allora
a
= (per le 9.8 e 9.9)
a a'=«~S>,<wS» - (poiché IS
•semlgruppo
:a a al al
- «~s>'<~s»«~s >'<~s »
è un semi gruppo zero sirlistro e AB
zero destro)
•e cos l
è un
~ Q: E -. EoCt,p a. IJ è un omomorfismo.
Poi notiamo che se S < a allora per ogni a e E
a
•e per ognl
aba = (12.2)
Se S = a segue che
fismo identico di E.
a
a~ - aaa = a
Cl,a
Va e E . Cos~ ~ è l' automor-
et Ct,a
Se a > S > y e
- -
(a~ o)~o = abacaba.
Ct,p f.),y
a e E
Cl
, allora segue dalla (12.2) che VbeE
S
e Vc e Ey
Poiché bacab e E segue, ancora per la (12.2), che
y
•
Quindi ~a,S
abacaba = aep .
a,y
Infine, se a e Eu ' b e ES
zione (9.7) risulta:
e aB - y , all ora per la regola di moltipl ica-
a b a b
ab - «~ ~ >,<~ ~ » -y y y y
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Quindi B è un semireticolo
Corollario 12.1
forte ~(Y;E,~ a)
a. Ct,/J
di bande rettangolari.
Una banda è normale a sinistra sse essa è un semireticolo forte 'S'(Y;L ;~ B)
a a,
di semi gruppi zero-sinistri.
Dim.
Se una banda è normale a sinistra allora lo è anche ogni sua sottobanda
e quindi, in particolare, ognuna delle bande rettangolari
E , che ha entrambe le relazioni identiche
a
E . Ora una banda
a
abc - acb e aba ; a,
è necessariamente un semlgruppo ginistro, poiché Va,b E E .
a
ab ; a.ab ; aba ; a.
Quindi una banda normale a sinistra è un semireticolo forte di semi gruppi
zero-sinistri.
Viceversa, se B"~(Y;L;~ )
a a,B è un semireticolo forte di semigruppi
zero-sinistri L allora, • L b e LB' e L • • B,, per ognl a e , c , pres l lna a y
abc - (a~a,ol(b~S,o)(c~Y,8) ; a4> • , con o=aSy e ana l ogamentea,o
acb .. a~ o , quindi B è una banda normale a sinistra.a,
Osserviamo che ogni applicazione tra semi gruppi zero-sinistri è un omomor-
fismo, inoltre in 'S(Y;L ;4> a) risulta che l',~l',S = l', <P
a a,.., ~ a a,aC (12.3)
Vl',a e La ' Vl',s E LB .
Analogamente si prova il
Corollario 12.2.
Una banda è normale a destra sse essa è un semireticolo forte ~(Y;R ,$ al
et a, IJ
di semigruppi zero-destri.
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Anche in questo caso ogni applicazione tra semigruppi zero-destri è un omo-
morfismo e la moltiplicazione ln è data da
r r
a B
- r 1>
B S, aB
Vr e R ,
a Cl
(12.4)
Prov i amo che
che ;!;tv ~ la .<ò. Jf.
IN' = ~.t{(i',,&>. Infatti, poiché J,{ .<ò..N' e <R.~ c Jf , abbiamo
Viceversa se B e Jf allora B è un semireticolo forte di semi gruppi che
stanno in èJ'iviR;(8 e così esso sta in :iJ:vR,(B (v. [4], pago 119 Prop. 5.12)
Pertanto J;j,v 1iL~=Jf (12.5)
Analogamente, per i corollari (12.1) e (12.2) si ha che
, (12.6).
Abbiamo già provato nel Teorema 5.4 di pago 35 (Parte I) che una banda è
normale sse è isoroorfa al prodotto retratto di una banda normale a sinistra
e di una banda normale a destra. Ne consegue ovviamente che il" @.JI'=,N'.
Possiamo ora riassumere le osservazioni fatte sul semireticolo 17..2 , genera-
to da J'i ,~1:,6\,~ , nel seguente diagramma
TAV. 2
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Proviamo alcune implicazioni del diagramma, che non sono state provate
prl ma.
Per esempio, prov1amo che ;fi'v 11~=.N'. J fatti osserviamo che da 6ì-~ c Jf
e ,j;f, ~ ;t N' ~ Jf segue che
per la (12.5), e così
J){'v 61..<5'> = ,rf
Proviamo ancora che ;:;ti = 'ii Jf n (1 J('
Infatti da j~ d,c;\(' e ;ii ~ Q., <-d" , segue che 'd'1, f. 'i){'n&..,}f.
Viceversa, se B e iJfnQ,.:'f' allora Va,b e B
ab = aab = aba = (per la normalità a sinistra)
= baa.ba(per la normalità a destra), da cui si ricava che B e ~~.
In concl us ione '8 i = t.. d'P (\ M.
13. Il reticolo di tutte le varietà di bande.
Sia X un insieme non vuoto sia F il semi gruppo su X, due parole
U e V di F le diremo identiche, e scriveremo U = V, se U e V sono uguali
come elementi di F.
Siano Me N due parole, si dirà che Mè contenuta in N se esistono parole
R ed S, che possono essere vuote, t.c. N - RMS.
Se P', P" sono due parole, la parola P :: P'P' è quella ottenuta per giu-
stapposizione di P' e P"; P' si dice sezione sinistra di P e P" si dice
sezio e destra di P (può accadere che P =- P' oppure p:: P").
Sia P una parola di F, si dice contenuto di P l'insieme cp delle variabi-
li che compaiono in P;
Sl dice n-sima parte sinistra di P, e si indica con l (P)', la seZ10ne si
- n
nistra più breve di P contenente le prime n variabili di P, per 1 < n l: ICpl,
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t (l (P)) );
n
che indichiamo conl (P),
n
si dice n-sima parte destra di P, r (P), la sezione destra più breve di P
n
n variabili di P, per 1 < n ~ Icp~;
si dice n-·sima parola sinistra di P, y (P), la sezione sinistra più lunga con
n
tenente n-l variabili di P, per 2~n_<.lcpl(cioé Yn(P) è ottenuta da
omettendo la coda (*) dil (P)
n
contenente le ultime
si dice n-sima parola destra di P, 6 (P), la sezione destra più lunga di
n
P
contenente esattamente n-l variabili di P, per 2 ~ n < Icp,! (cioé 6 (P)n
è ottenuta da r (P) omettendo la testa (*) di r (P), che indichiamo con
n n
h(r (P)) );
n
si dice ~rte sinistra di P, l(P), la sezione sinistra più breve di P con-
tenente tutte le variabili di P, cioé l(P) - l (P)
n
con
Sl dice parte destra di P, r(P), la sezione destra più breve di P contenen
te tutte la variabili di P, cioé dP) = r (P)
n
con n = I cp I ;
-
si dice immagine riflessa di P,P, la parola ottenuta da P scambiando da Sln1-
stra a destra, l'ordine di tutte le variabili di P, cioé se P = x1x2···· ,x n '
a 11 ora -P - x
n
Y(P) =Y (P) se n = I c I
n P
é(P) = 6 (P) se n =Icpl
n
• • hr(P) al posto di h(dP)) e /(P) al posto di Y (Y(P)).e SCl'1 V1 amo
Sia'\, la minima congr'uenza di banda in F. Si ha il seguente
Lemma 13.1. Se A,B,C sono parole di F t.c. CB ~ CA = Cc allora
ABC '\, AC.
Di m.
Per il Lemma 10,2, pago 15 (Parte 1) le '\,-classi delle parole ABC e AC
sono ugual i, pertanto ABC'\, /l.C.
(*) Vedo Parte I, pag.40.
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Date due parole A e B
i) diremo che B è ottenuta da A per inserzione, o che A è ottenuta da B
per cancellazione, se esistono parole C,D,E t.c.
e B - eDE;
ii) diremo che B è ottenuta da A (o che A è ottenuta da B) per idèmpo-
tenza se esistono parole C,D,E, dove C o E possono essere vuote, t.c.
A = eDE e B::' eDDE (o A = eDDE e B - eDE).
Osserviamo che se B è ottenuta da A applicando un numero finito di volte
i), ii), allora A ~ B (e diciamo che B è ottenuta da A per mezzo di ) ,
per il Lemma 12.1. Inoltre sse B può essere ottenuta da A appli-
cando un numero finito di volte ii).
Diciamo che la parola D è ottenuta da C appl icando l'identità (*) A = B,
se esistono parole lXil~=1 su Cc U cD t. c. , dette A' e B' le parole
Cc U ottenute sostituendo • • A B X. , 1 < i < n,su cD ognl x. ln e conl l
esistono parole Y e Z su cC' che possono essere vuote, per CUl C : YA'Z
•o Vlceversa.
Applicando le definizioni precedenti, si dimostrano facilmente i seguenti
lemmi:
Lemma 13.2
-
Siano U,V,W e Y parole su un insieme X, allora U = V implica(*) W=Y sse
Y può essere ottenuta da W appl icando per un numero finito di volte l'iden-
tità U = V e •
(*) Vedo Pago 39, Parte l.
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Lemma 13.3
Si ano P e O pa ro l e, a11 ora p = O (*)è equivalente ad a = a sse P ~ O,
cioé P e O sono ~-{;ongruenti sse ogni semi gruppo i dempotente soddisfa P=O,
Dim. Evidente.
Siano P e O due parole,ed sia una delle lettere h,t,i,f, dove con
h(P) indichiamo la testCl. di P, con t(P) la coda, con i (P) la parte iniziale
(**)
e con f(P) la parte finale . Allora dalle definizioni di testa, coda,
parte iniziale, parte finale segue evidentemente che
d(P) ~ d(O) sse d(P) - d(O).
Per ogni identità P - O Lc. i (P) ~ i(O) e f(P) ~ f(O), definiamo
'\A,[p,ol
V[p, O]
~[p, O]
i;f[p,01
= t\(P) = \(0)/2 S. n < ICpl ]
= {on(P) = °n(0)/2 S. n < I<:p I J
= {p - 01 U u[p,o]
= LP - oJ U ~[p,QJ
Una paròla si dice ricorrente se vi è una parola A contenuta ln P t.c.
AA sia anche una parola contenuta in P.
D'ora in poi, per semplicità, useremo parole non ricorrenti, a meno che
non lo si dica esplicitamente e ciò senza ledere la'l.eneralUà perché consi-
dereremo solo identità in bande.
Per ottenere tutte le possibili identità di bande è sufficiente studiare
solo quelle identità P = Q le cui parole soddisfano una delle seguenti
(*) Vedo Parte l pago 39
(**) Vedo Parte l pago 48.
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relazioni (*):
I parti patti parti parti
teste inizial i sinistre destre finali
--
I
01 '\; i- i- i- '\;
02 '\; '\; i- I i- i-
03 Av '\; i- i- '\;
04 '\; '\; '\; i- '\;
05 '\; '\; i- '\; '\;
-
I----~
+-~~_de_____I
TAV. 3
Per esemplo le parole del l 'identità yxa = yaxa soddisfano 01.
Diamo ora una caratterizzazione delle identità che soddisfano 01; le
identità che soddisfano 02 si possono caratterizzare dualmente.
Teorema 13.1. Siano P e O parole che soddisfano D1,allora P = O è equlva-
l ente a:
il • alla seminormalità destra(**) hò (P) '\; hò (O),yxa = yayxa OSSla se n n
per 2 < n < ICpl
(**)
i i ) • alla 'quasi-normalità destra altri •yxa = yaxa OSSla negli ca s 1 •
Per dimostrare questo teorema premettiamo i seguenti lemmi, in ognuno dei
quali le parole P e O soddisfano 01.
Lemma 13.4. L'identità yxa = yaxa implica l'identità P-O,
Dim.
E' evidente che yxa = yaxa implica contemporaneamente P = h(P)f(P) e
O = h(O)f(O). Per la D1 h(P) '\; h(O) e f(P) 'V f(O), così h(P)f(P) 'V h(O)f(O),
ovvero p'V O, Di conseguenza yxa = yaxa implica P = O,
(*) vedo [8J
(**) vedo Parte I, pago 33.
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LemlT'il 13.5. L'identità P = Q implica l'identità yxa - yayxa.
Dim.
L'identità P = Q irrplica l'identità Pl(P) = Ql(P), per il LemlT'il 6.3
pago 40, Parte I, e P1(P) = Ql (P) è equivalente a l(P) - 1(Q)l(P) per
cancellazione e idelTlJotenza. Allora P = Q implica HP) - 1(Q)1(P). Ma
1(P) = 1(Q)l (P) è equivalente all 'identità yxa = yayxa per la 01 e per il
Teorema 5 di [81. Così P - Q i mpl ica yxa = yayxa.
Lemma 13.6. L'identità P - Q è equivalente a yxa = yaxa sse P - Q
implica un'identità A = B in tre variabili per cui r(A) l' r(B).
Di m.
La condizione necessaria è evidente. in quanto ogni semi gruppo che sod
disfa P = Q soddisfa anche yxa = yaxa, e quindi soddisfa un'identità A = B
in tre variabili t.c. r(A) l' r(B).
Proviamo ora la condizione sufficiente. Supponiamo che P - Q implichi
un'identità A = B in tre variabili t.c. r(A) '1 r(B).
L'identità A = B implica axy = axyayxy cioé la semiregolarità a sinistra
per le Conclusioni di [6] e per il diagramma della TAV 1, pago 33, Parte I.
Quindi yxa - yaxa implica P = Q per il Lemma 13.4 e P = Q implica
axy = axyayxy e yxa - yayxa per il Lemma 13.5. Poiché il diagY'amlT'ò della
TAV. 1, pago 33, Parte I è un semireticolo inferiore, P = Q deve essere equi-
valente a yxa = yaxa.
Lemma 13.7 Sia P una parola t.c.
a yxa = yaxa se ho (P) 1'hO (Q) , per
m m
Dim.
Il;pl = n. Allora
3 < m < n.
p - Q è equivalente
Sia P una parola t.c. cf' = l Xl ,x 2,·· .xn1. Supponiamo che esista un m,
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b ! c. Sia x.:'- a Vj,l < j < n, ad ecce-
J
- c. Cos1 otteniamo un'identità in tre
Siano a =ho (P), b- ho (Q) e c ~ h r (P)=.-
m m m
ho (P) "I h o (Q).
n m
a1b, alc,
j per cui x.:'- box.
J J
A = B Lc. ho{A) "I h8{B).
zione di quei
3<m<n,t.c.
variabili
:.- h r (Q), allora
m
Ne segue facilmente che r{A) "I r{B), cos1 P - Q è equivalente a yxa -- yaxa,
per il lemma 12.6.
Lemma 13.8. L'identità yxa - yayxa è equivalente a P - Q sse h o (P) '" ho (Q)
m m
Vm, 2 < m ~ ICp ! •
Dim.
Valgono evidentemente le seguenti proprietà:
a) Se A = B implica C = D, h{ A) "'h{B) e cA - cB a11 ora h(C) °v h(D) e Cc = cD
b) Siano A e B parole t.C. c - cB e h(A) - h(B) . Allora yxa - yayxa implicaA -
A = B sse - ,. o{A) o{B), perché o{A) • la sezioneyxa - yayxa lmpllca - e
destra più lunga di A contenente esattamente n-l variabili, dove n = i cA I, anal.9.
gamente per 6(B), e h (A) = h{B). Inoltl'e ragi onando per induzione su I c PI
e applicando il Lemma 13.5,si ottiene la tesi.
Diamo ora la dimostrazione del Teorema 13.1.
Siano dunque P e Q parole che soddisfano 01 e supponiamo che P = Q non sia
equivalente a yxa = yaxa. Allora sarà certamente ho (p) "'hO (Q), 3 < n <
n n --
perché se cos1 non fosse, per il Lemma 13.7, sarebbe P = Q equivalente ad
yxa = yaxa, contro l'ipotesi. Ora h02{P) "'h'1{Q),
e t{P) '" t{Q) e h o/P) :.- t{P) e h '1{Q) : t(Q).
poiché, per la Dl, f{ p) '" f{Q)
Quindi h o (P) '" h o (O),
n n
Perciò, per il Lemma 13.8, l'identità P = Q è equivalenteper 2 < n ~ Ic P I·
all' i dent Hà yxa = yayxa. c.v.d.
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Un esempio di identità equivalente all 'identità yxa = yayxa è dato dal-
l'identità yxasyxa = yaxdyayx, le cui parole soddisfano D1.
Dualmente si prova il seguente
Teorema 13.2 Siano P e Q parole che soddisfano DI, allora P - Q è
equivalente a
a) axy - axyay, OSSla alla seminormalità sinistra, se
b) axy - axay, ossia alla quasi normalità sinistra, negli altri casi,
Abbiamo caratterizzato sinora le identità di bande inequivalenti le cui
parole soddisfano le relazioni D1 e D2. Resta ancora da trovare un elenco
completo delle identità di bande non equivalenti le cui parole soddisfa-
no le condizioni descritte rispettivamente in D3,D4,D5.
Entrare in dettagli è compito che esula dagli scopi di questo Quaderno.
Comunque si dimostra che per ognuno dei casi D3,D4,D5 esiste una infinità
numerabile di identità non equivalenti.
Sia ~~ l'insieme di tutte queste infinite identità. In 131 Fennemore
trova ancora i collegamenti tra gli elementi di ~ .
A titolo informativo riportiamo la Tavola 4 all,la pago seguente che il-
lustra J .
Nel diagramrm - - -R.,Q.,S.,R.,Q.,S.
1 1 l 1 l 1
(i = 2,3, .... ) sono parole definite in-
duttivamente, nelle variabili
x . :
l
x., mentre d
1
è una variabile distinta dalle
R3 - x1xl 3'
R
n
- R 1x,n- n
R -xR "n n n-
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03 - x1x2x3xlx3'
O O x R .n - n-1 n n'
O - R x On nnn-1'
S3 - x1x2x3x1x3x2x3
S - S x R per n parI, n>4
n n-l n n -
Sn - R
n
x
n
S
n
_1 per n dispari
n > 5.
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.r n ,,",' IJ
1-· -- Q." ... -
xa={lX(L
R, = Q,
R~ = S~
-., ,I,.-,~·"I't-,
•J> •."1." .-.., -;
----------
.~
,., .... fiR.' 0-: :'L J", '/(';'.·"l~'. ' .,
'~
R - ,.;.... ,1 ,I:r <'.'/1",."=""-\ ',' .•
...~>~~
H~~-~ s" oS,
Ho, = Q"
- -
IlX=fI
nx=a;rtl
•R.., "". ,0..;.,
,. ~
il . . ':,
Il reticolo di tutte le identità su bande
TAV. 4
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Nel suo secondo lavoro 131 Fennemore dimostra che ~ è l'elenco completo
di tutte le identità non equivalenti sulle bande. Sostituendo, pertanto, nel
diagramma della TAV.4 ogni varietà di bande alla identità che la definisce
si ottiene il reticolo di tutte le varietà di bande. Rioorldato che una iden
tità p ~ Q in n variabili è irriducibile se non è equivalente ad alcuna
identità in meno di n variabili, (le 18 identità trovare da Kimura in 161 e
poi'i riprese da Petrich in 181 si prova che sono irriducibili), i principa-
li risultati di 131 sono i seguenti:
Teorema 13.3. Se P ~ Q è in ~ , allora P ~ Q è una identità irriducibile.
Teorema 13.4. Ogni identità sulle bande è equivalente ad una, ed una sola,
de 11 e i den t ità i n ~ .
Teorema 1~.,5. Ogni varietà di bande può essere definita da una, ed una
sola, delle identità del1 'insieme ~ .
Dal diagramma di tutte le varietà di bande si ricavano direttamente mol-
ti risultati.
Ad esempio, i seguenti:
1) esistono esattamente 8 + 10 (n-2) distinte varietà di bande che posso-
no essere definite mediante una identità in n variabili, n> 2;
ii) esistono esattamente 10(n-l) distinte varietà di bande che possono essere
definite mediante insiemi di identità che implicano una identità in n varia-
bili, n> 2.
E ancora, detta II( la varietà di tutte le bande ed L(B) il reticolo di tutte
la varietà di bande, si ha:
iii) V non è generata da nessun insieme finito di sottovarietà proprie;
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iv) L(B) contiene unità e zero, non è complementato, non soddisfa la condizio-
ne delle catene ascendenti, soddisfa la condizione delle catene discendenti,
è completo e distributivo.
Da notare, anche, la particolare posizione nel reticolo L(B) occupata
dalle bande già classificate da Petrich in 181 di cui ci siamo occupati
nella Parte l, § 5, di questo Quaderno.
