Visible light communication (VLC) provides a shortrange optical wireless communication through light-emitting diode (LED) lighting. Light beam flickering and dimming are among the challenges to be addressed in VLC. Conventional methods for generating flicker-free codes in VLC are based on run-length limited codes that have poor error correction performance, use lookup tables which are memory consuming, and have low transmission rates. In this paper, we propose an efficient construction of flicker-free forward error correction codes to tackle the issue of flickering in VLC. Our simulation results show that by using polar codes and at a dimming ratio of 50%, the proposed system generates flicker-free codes without using lookup tables, while having lower complexity and higher transmission rates than the standard VLC methods. For an information block length of 256, the error correction performance of the proposed scheme is 1.8 dB and 0.9 dB better than that of the regular schemes at the bit error rate of 10 −6 for a rate of 0.44 and 0.23, respectively.
I. INTRODUCTION
The number of global mobile device subscribers is estimated at 5.5 billion by 2022. Due to this exponential growth, alternative methods of communication should be investigated to decongest the RF bandwidth. Visible light communication (VLC) could be considered in further communication standards to handle the short range optical wireless communication (OWC) through light beam [1] . Advantages of VLC technology include, but are not limited to, low cost deployment, higher security, lower interference from RF devices, and 10000 times bigger unregulated bandwidth compared to RF systems [2] . VLC covers a broad spectrum range from 350 THz to 750 THz. An overview and an introduction on VLC can be found in [3] .
The VLC field requires efficient modulations and forward error correction (FEC) codes to address challenges such as flickering and uncontrolled light dimming. In the objective of solving these issues, some standards have been defined. On-off keying (OOK), variable pulse-position modulation (VPPM), and orthogonal frequency division multiplexing (OFDM) are considered in modulation, while Manchester codes or 1b2b, 4b6b, and 8b10b are chosen as run-length limited (RLL) coding based on Reed-Solomon and convolutional codes [4] . However, the soft-output decoding of RLL codes requires a high computational complexity.
Various FEC coding schemes have been described to improve the proposed standards based on Reed-Muller (RM) codes and compensation symbols (CS) [5] , low-density paritycheck (LDPC) codes [6] , and turbo codes [7] . More recently, polar codes have been introduced in VLC [8] , [9] .
Since the encoding of polar codes does not generate flickerfree codewords, some constraints are imposed to control the light variation. In [8] , a fixed number of CS is appended at the tail of the polar codeword according to the dimming ratio and using OOK modulation. In [10] , a modification of the traditional polar code kernel was presented to improve the bit error rate (BER) for VLC systems and decrease the complexity of hardware implementation. A modified likelihood ratio (LR) of polar code decoding for inter-symbol interference (ISI) is proposed in [9] which improves the conventional LR function for ISI in VLC channel. A design of polar codes for RGBA (red-green-blue added with amber chip to control white light) light-emitting diode (LED) channel in OOK is presented in [11] ; results show that the added amber chip improves the error correction performance under the successive cancellation (SC) list decoding of polar codes for red-green-blue (RGB) LED channel. Although the aforementioned methods improve the error correction performance, they present a low data transmission rate and make use of variable CS length which increases the decoding complexity. In addition, some of these methods still use RLL coding.
In this paper, we propose an efficient construction of flickerfree FEC codes based on Knuth's balancing algorithm [12] . Constrained sequence coding has found applications in several other fields such as magnetic and optical recording devices, detection and correction of unidirectional errors, cable transmissions, and noise attenuation in VLSI systems [13] , [14] . The proposed coding scheme does not make use of lookup tables which are memory-consuming, and the low redundancy provided by Knuth's balancing algorithm is exploited for higher data transmission rates compared to RLL based schemes while providing less complexity.
II. PRELIMINARIES A. VLC Basics
VLC is a subset of OWC that handles short-range transmission through lighting. That is a data transmission and reception medium which uses the visible light of frequencies between 350 THz and 750 THz (wavelengths between 380 nm and 978-1-7281-0962-6/19/$31.00 ©2019 IEEE 780 nm). LEDs are mostly used in VLC as their current intensity is easily modulated and they can transmit signals at around 500 Mbit/s. In low data rate communications, an Ethernet speed of 10 Mbit/s can be achieved at a distance between 1 to 2 kilometres [15] .
There are several modulation techniques used in VLC. The most used are: OOK, digital representation of light as 1 or 0 corresponding to the presence or absence of information; pulse position modulation (PPM), encoding m message bits by sending a single pulse in one of 2 m possible time-shifts; frequency shift keying (FSK), transmission of information through discrete frequency changes of a carrier wave; and colour shift keying (CSK), mapping data from stream symbols to colours that are produced by the tristimulus principle based on the RGB system.
The brightness control of the LED is a relevant challenge in all the aforementioned modulation schemes. To avoid flickering, a lighting spectrum must be encoded into a flicker-free binary stream depending on the optical clock rate. The maximum flickering time period (MFTP) refers to the maximum time period that is flexible to light intensity variations and not perceived by human eye. A frequency of at least 200 Hz is required to mitigate flickering [16] , which corresponds to a MFTP of shorter than 5 ms.
For the scope of this work, we will be using the binary phase-shift keying (BPSK) modulation through an additive white Gaussian noise (AWGN) channel for simplicity purposes. However, the proposed coding scheme is universal in the sense that it can be used with other modulation techniques and other communication models.
B. Polar Codes
The mechanism from which polar codes are named is called channel polarization [17] . Via the channel polarization, two copies of a channel W are transformed into two synthetic channels, such that one becomes stochastically upgraded and the other becomes stochastically degraded. The generator matrix G for a polar code of length N is obtained by computing the n th Kronecker power, denoted ⊗, of F 2 : G = F ⊗n 2 , where n = log 2 N and F 2 = 1 0 1 1 . A polar code encoding K message bits into a codeword of size N is denoted by PC(N, K) and its code rate is R = K N . To encode a K-sized message, it is necessary to extend its size to N since G is a N × N matrix. To do this, N − K indices, called frozen bits, are inserted into the message. The information bits are placed in the K most reliable synthetic channel indices, while the frozen bits are placed on the remaining locations. Once the message is extended into u, encoding is performed via the matrix multiplication: x = uG.
To determine the information bits locations I and the frozen bits locations F, the reliabilities of each synthetic channel have to be ranked. For AWGN channels, density evolution or Gaussian approximation (GA) can be used [18] . For achieving any length that is not a power of two, different techniques have been proposed [19] .
The original decoder used to decode polar codes is known as SC decoder. Proposed by Arıkan in [17] , it was used to prove the capacity-achieving property of polar codes at infinite block length. The SC decoder can be visualized as binary tree traversal with left-branch-first priority. The tree has a depth of n + 1 and N leaf nodes. Therefore, the number of decoding operations is given by N log 2 N .
Using the GA, one can predict the decoding performance of polar codes under SC decoding in terms of frame error rate (FER) [20] :
where the Q function is such that
2 ) and c is the output of the GA algorithm.
C. RLL codes
In order to obtain the best decoding performance of a serially concatenated scheme considering an outer FEC and an inner RLL code, the RLL decoding has to provide soft outputs. This enables using soft input for the FEC decoding and thus, greatly improve the overall decoding performance. The 1b2b RLL code can be seen as a Manchester code. Therefore, encoding and decoding are quite simple. The 4b6b encoding requires a lookup table [4] . Regarding the decoding, since the 4b6b code is not structured, a plain and complex a posteriori probability (APP) decoding has to be carried out in order to obtain soft outputs.
D. Knuth's Balancing Algorithm
The celebrated Knuth's balancing algorithm [12] is a simple and efficient method to generate balanced codewords by inverting the first e bits of x with (1 ≤ e ≤ N ). The index e is encoded as the prefix p and appended to the generated balanced codeword x . The concatenated sequence x · p is obtained at the receiver, and then p is used to recover the information word x. All these words are translated within the bipolar alphabet
x is said to be balanced if and only if d(x) = 0. Similarly, the running digital sum (RDS) over the first j bits of x is denoted as
Knuth's algorithm can be comprehended as splitting a word into two segments where the first segment has flipped bits while the second segment remains unchanged, therefore,
x i . This process always leads to a balanced codeword because an index e is always achievable since d j+1 (x) = d j (x) ± 2. The redundancy of the full set of balanced codewords equals H = N −log 2 N N/2 . For large N , the redundancy of the Knuth's scheme is almost twice larger than H.
For example, (2) and (3) show the balancing of sequences 1011111 and 100001 respectively through Knuth's algorithm. The bold symbols represent the inverted segment within the codeword. The balanced state occurs at index 4 (100) in (2) and at index 3 (011) in (3).
III. PROPOSED CODING SCHEME

A. The Proposed Scheme
The block diagram of the proposed coding scheme for VLC system is presented in Fig. 1 . The transmitter is made by a FEC encoder followed by Knuth's balancing algorithm encoder. The generated prefix is encoded again, using another FEC, and balanced through CS insertion. The resulting flicker-free signal is then transmitted using BPSK modulation. At the receiver, the signal is received and demodulated. Subsequently, the original message can be recovered by undoing the encoder steps in a reverse direction.
The proposed scheme can be used with any FEC code. In Fig. 2 , the flicker-free signal s was estimated distinctly for a Turbo, an LDPC, and a polar code of length 1024 with R = 0.5. The test consisted of counting the number of frames that does not match the run-length constraint. At least 100 frame "errors" for each run-length within l ∈ {0, 1, . . . , 20} were counted. It can be observed that the RLL failure rate decreases with the increase of run-lengths.
In the following, polar codes are used as the underlying FEC code in the proposed scheme. A message u is polar encoded as x of block length N . The balancing of x is then performed through Knuth's algorithm resulting in x · p, where x is the balanced codeword from x, and p is the appended prefix of length p = log 2 N . This prefix p is polar encoded once again through PC(p , p). The new encoded prefix p is then balanced by appending the vector p which is the 1's complement of p . The transmitted codeword s of length S = N + 2p is the concatenation of x , p , and p , s = x · p · p which is modulated using BPSK as shown in Fig. 1 . The transmission rate of the system is R = K N +2p . The vector r = s + n is received after demodulation, where n designates the Gaussian noise vector. Then, through the decoded prefix, y is retrieved and parsed to the polar decoder as shown in Fig. 1 , and the estimated message is recovered asû.
For the two codewords, p and p , the Manchester code is decoded through a soft-input soft-output decision as p i − p i where p i and p i are elements of p and p respectively with 1 ≤ i ≤ p . The resulting p i − p i are inputs to the FEC prefix decoder which performs a SC decoding.
B. Redundancy Study
The efficient communication in VLC relies on limiting the LED power dissipation. This is translated into reducing the redundancy of additional bits while increasing the data transmission rate, which is one of the main achievements of introducing Knuth's algorithm instead of using traditional RLL codes. Fig. 3 presents a comparison of the redundancy performance between Manchester codes, also known as 1b2b, 4b6b, 8b10b, and the proposed one. The redundancy r of our scheme is r = 2p . The 1b2b, 4b6b, and 8b10b RLL schemes have redundancies of N , N/2, and N/4 respectively. As shown in Fig. 3 , the proposed scheme redundancy grows logarithmically whereas all RLL coding schemes have a linear progression which is proportionally inefficient as N increases. 
C. RLL Analysis
In this subsection, we study the run-length characteristic due to the concatenation of polar codes and Knuth's algorithm. Fig. 4 shows the distribution of run-lengths for polar codes of length 512, 1024, and 2048, at a code rate of 0.8. The information word was generated through uniform distribution, then polar encoded and balanced via Knuth's algorithm with the prefix appended at the transmitted codeword s. The numbers of runs versus their lengths were statistically studied for the runs of 1's and 0's within s.
For each polar code of lengths 512, 1024, and 2048, 10000 tests were run as in [8] . About 90% in each generated codeword have a run-length of l < 8. Nevertheless, the highest run of l = 28 was recorded at PC(2048, 1638) which occurs once out of 2048 × 10000 processed bits.
Furthermore, the RLL failure rate in terms of the runlengths is recorded in Fig. 5 for the same polar codes as above. We observed a decreasing RLL failure rate as runlengths increase, which are proportional with polar codes of large lengths. This is in correlation with the results of Fig. 4 showing that the number of runs decays with increasing runlengths. We approximated the RLL failure rate for l = 28, which is the highest RLL according to Fig. 4 , to around 10 −7 based on the results of Fig. 5 .
Considering the lowest optical clock rate of 200 kHz in VLC systems, the corresponding time period equals 28 × 1/200000 = 0.14 ms which is equivalent to a switching frequency of 1/0.14 ms = 7143 Hz. The maximum flickering time period of the proposed scheme is very far less than the standard one of 5 ms and the switching frequency of 7143 Hz is much higher than the eye-safe one of 200 Hz.
In accordance with the VLC standard [4] , a 15 MHz LED bandwidth is often used. Therefore, the proposed scheme results in a switching period of 28/(15 × 10 6 ) ≈ 1.87 µs (switching frequency of 1/(1.87×10 −6 ) ≈ 535.7 MHz) when used in the VLC standard.
D. Error Correction Performance
1) Theoretical FER:
Since the coding scheme relies on the concatenation of two FEC codes, a careful design of the inner FEC code has to be considered. Indeed, if an error occurs during the prefix decoding, regardless of the outer code decoding, the resulting word will be wrong. However, via the theoretical FER prediction under SC decoding, it is possible to obtain a good trade-off between the code rate of the inner code and the decoding performance.
The theoretical FER of the proposed scheme -if polar codes and SC algorithm are considered -can be derived as:
where I 1 and I 2 are the information sets respectively for the main polar code and for the polar code protecting the prefix.
The proposed scheme was implemented and compared with theoretical values for FER as presented in Fig. 6 for a PC(64, 32) with a prefix of length 6 encoded with PC(8, 6), PC (16, 6) , and PC(32, 6). The simulated curves (sim.) were validated with a number of 100 frame errors at E b /N 0 value whereas the theoretical (th.) ones were derived through (4). It can be seen that the simulated and the theoretical curves are very close which testify the correctness of our results. One can observe that if the prefix is not sufficiently protected, the scheme cannot reach low error rate (cf. PC(8, 6) ). On the contrary, using too many redundant bits for the prefix incurs a rate loss, delaying the convergence (cf. PC(32, 6)).
2) Simulations: Fig. 7 shows the BER comparison of the proposed scheme against a polar code with 1b2b encoding and a polar code with 4b6b encoding for transmission rates of R = 0.44 (square-marked curves) and R = 0.23 (circlemarked curves). Sizes and rates of the different polar codes have been selected to ensure that the global rate and the number of transmitted bits are the same. For polar code with lengths different than powers of two, the shortening technique in [21] was used to allow length-flexibility, and the softinput soft-output APP decoding was implemented for the 1b2b and 4b6b schemes. At the rate of 0.44, the proposed scheme presents a gain of 2.2 dB and 1.8 dB over a polar code with 1b2b and a polar code with 4b6b respectively at a BER of 10 −6 . For the rate of 0.23, there is a gain of 0.95 dB and 2.2 dB against these schemes at the same BER.
It has been established that RLL codes can achieve capacity for large lengths with high complexity [13] . As a result, there is a trade-off between error correction performance and redundancy for RLL codes. For long codes, the performance of 1b2b is better than that of 4b6b. RLL codes have a highcomplexity decoding and are memory consuming in VLC. Therefore, the proposed coding scheme provides an efficient alternative scheme for VLC.
Another limitation of RLL-based techniques is the inherent low transmission rates. For 1b2b and 4b6b codes, the transmission rates are at most 0.5 and 0.67 respectively. Fig. 8 presents the performance of the proposed scheme for polar codes PC(1024, 792) + PC (16, 10) , PC(512, 408) + PC (16, 9) , and It can be observed that the proposed scheme allows flexibility in transmission rates while maintaining the error correction performance and guaranteeing a flicker-free communication.
E. Computational complexity analysis
This section aims to evaluate the computational complexity of the proposed scheme, compared with the state-of-theart balancing scheme. In the following, we assume that the main FEC requires soft information and only the decoding complexity of the balancing operation is considered. For decoding the 1b2b scheme, N subtractions have to be performed. The APP decoding of each 4b6b block requires two steps. First, probabilities for each possible codeword have to be computed which is performed through 16 different multiplications of 6 values, each one obtained by an exponentiation. Second, the marginal probability for each bit is calculated by computing the logarithm of the ratio between the sum of the probabilities of the eight codewords, considering the current bit is either 0 or 1. For decoding the proposed scheme, three steps have to be considered. First, the Manchester code is decoded which requires p subtractions. Second, the polar code protecting the prefix is decoded, involving M log 2 M operations, with M = 2 log 2 p . Third, the sign of up to N logarithmic LR (LLR) values have to be inverted which is obtained via N different comparison operations. Table I summarizes the number of operations for the different methods with K = 256 at two distinct rates. All the 2-input operations (addition, multiplication, maximum, exponentiation, logarithmic function, etc.) are considered equivalent. This statement benefits to the 4b6b scheme, which is the only one relying on exponentiation and logarithmic operations. However, the 4b6b exhibits the biggest number of operations, making it impractical in a soft-input softoutput decoding context. The 1b2b scheme has the smallest number of operations. Nonetheless, only code rates below 0.5 can be achieved. Thus, even with an efficient decoding, the 1b2b scheme highly reduces the achievable spectral efficiency. Finally, the proposed scheme requires less than three times the number of operations required for the 1b2b scheme in the presented cases, making the proposed scheme practical.
IV. CONCLUSION
An efficient method is presented for generating flicker-free codes to mitigate the light flickering in VLC. Results show that the proposed scheme outperforms most state-of-the-art schemes in terms of error correction performance and implementation complexity. The proposed scheme does not use lookup tables which are memory consuming with a complex decoding and low transmission rate. Furthermore, the proposed system is very flexible and can be adapted to other FEC codes for providing flicker-free codes at high transmission rates. These advantages make the proposed scheme suitable for numerous communications applications where balanced and/or flicker-free constraint for the underlying FEC is required.
Future works include extending the proposed scheme to perform efficient dimming in VLC while maintaining flickerfree property, investigating a further compression of the overall prefix for saving power, and improving the error correction performance using sophisticated decoders such as SC list and cyclic redundancy check (CRC) aided SC list.
