Advanced and mature language workbenches have been proposed in the past decades to develop Domain-Specific Languages (DSL) and rich associated environments. They all come in various flavors, mostly depending on the underlying technological space (e.g., grammarware or modelware). However, when the time comes to start a new DSL project, it often comes with the choice of a unique technological space which later bounds the possible expected features.
Introduction
In the field of High Performance Computing (HPC), addressing the major challenges of software productivity and performance portability is becoming necessary to take advantage of emerging extreme-scale computing architectures. There is a growing demand for new programming environments to improve scientific productivity, facilitate design and implementation, and optimize large production codes with higher-level programming abstraction. In this context, the numerical-analysis specific language NabLab improves applied mathematicians productivity and enables new algorithmic developments for the construction of hierarchical and modular high-performance scientific applications.
NabLab results from a longstanding effort at CEA (French Atomic Energy Commission) to develop advanced tools and methods to support the development of ever more complex simulation codes. To this end, software engineers have studied the use of workbenches proposed in recent decades to develop Domain-Specific Languages (DSLs) and rich associated environments (e.g., editor, analysis and optimization tools, or compiler). They all come in various flavors, mostly depending on the underlying technological space (e.g., grammarware or modelware). Grammar-based language workbenches have been first proposed, together with associated frameworks supporting efficient language manipulation [1] . More recently, metamodel-based language workbenches have emerged with a rich ecosystem to develop modeling environments including tools directly usable by domain experts [8] . NabLab takes advantage of all of these approaches, first to develop compilers optimized for different low-level architectures, and more recently to address the intrinsic complexity of simulation codes themselves by supporting the design and validation activities.
Beyond the description of an industrial experience of the development and use of tool-supported DSLs, this tool demonstration paper also reflects our main lessons learned from developments involving different technological spaces. In particular, we discuss the benefits from usefully combining metamodels and grammars in an integrated environment to leverage complementary ecosystems.
The rest of the paper is structured as follows. Section 2 provides an overview of the modeling environment, which is described later in Section 3 with the technical architectures Figure 1 . Seamless integration of NabLab and Nabla and the experience report of both developers and users. In Section 4, we discuss several design and technology choices, leading to open questions for the SLE community. Section 5 reflects on related work and Section 6 concludes the paper and outline prospects for the future.
Overview of the NabLab Environment
In this section we introduce both the NabLab and the Nabla open-source Domain Specific Language (DSL), and the corresponding development environment for numerical-analysis. Nabla 1 aims at writing out numerical-analysis algorithmic sources in order to generate optimized code for different runtimes and architectures [7] called backends (cf. Fig. 1 , right). Nabla is dedicated to applied mathematicians and physicists, who are the language users in our context. The DSL allows the conception of multi-physics applications, and is based on different concepts: no central main function, a multi-tasks based parallelism model and a hierarchical logical time-triggered scheduling. A Nabla source file is divided into two parts: on the one side the declarations of options, functions and variables (cf. Fig. 2, left) and, on the other, the definition of small unit functions called jobs (cf. Fig. 2 , right). One can observe that jobs are tagged with a '@' directive and a number representing a hierarchical logical time (HLT), their relative triggering time. Jobs with a higher logical time wait for a previous one to be finished before being scheduled. Two jobs with the same logical time are triggered in parallel. This new dimension to parallelism is explicitly expressed to go beyond classical programming models. Control and data concurrencies are combined consistently to achieve statically analyzable transformations and efficient code generation. The Nabla compiler holds these effective generation stages for different architectures (e.g., CUDA 2 , Legion [4] and Okina in Fig. 1 ). While the Nabla syntax is close to numerical-analysis concepts, the concept of HLT is related to the optimization domain thus bringing the DSL closer to the solution space, i.e., requiring the DSL user to map a given problem in terms of the way it is eventually implemented.
With the increasing complexity of simulation codes, there is a pressing need for high-level abstractions with which Figure 2 . Example of Nabla source file language users can directly reason about their problems, and generative approaches dealing with implementation details (e.g., HLT). NabLab has been developed in this context, with the main objective of providing abstraction and tools that help language users to design and validate their simulation codes and to translate them into Nabla programs to be further efficiently compiled for different architectures. The syntax of NabLab is strongly inspired by Nabla, but has been developed as a separate external DSL with its own high-level abstractions, and comes with a rich development environment that supports DSL users in the design and validation of their specifications. A textual editor (cf. Fig. 3 , center) proposes contextual code completion, code folding, syntax highlighting, error detection, quick fixes, variable scoping, and type checking. The environment also provides a model explorer, a dedicated outline view (cf. Fig. 3, left) , and a contextual LaTeX view (cf. Fig. 3, bottom) . A debugging environment under construction will provide variable inspection, plot display and 2D/3D visualization. When the code has no error, the NabLab compiler can automatically generate a LaTeX report, and efficient implementations thanks to the associated compilation chain.
To bridge the abstraction gap between NabLab and Nabla, an Intermediate Representation (cf. IR in Fig. 1 ) has been introduced into the compilation chain to offer the relevant structure for performing analysis and optimisations. For instance, a NabLab program is composed of jobs whose execution does not sequentially start at the beginning of the program. To highlight the execution flow of the program and detect unintended cycles, a data flow graph is computed and displayed on a graphical diagram (cf. Fig. 3, right) . This data flow graph is also used to automatically infer the '@' directives required to generate an optimized Nabla program, compiled further to the different low-level backends supported by Nabla. Alternatively, the IR has recently been supporting the implementation of additional code generators to high level execution platforms (e.g., JVM).
Implementation and Retrospective
This section focuses on design and technology choices for the development of the NabLab environment, and reports on the experiences of language users and designers. 
The Nabla Toolchain
The Nabla toolchain is composed of three main parts: the frontend, a Flex 3 /Bison 4 parser that reads a set of input files, the middle-end that provides a collection of steps e.g., instrumentation, performance, analysis, validation and verification or data layout optimizations, and the backends that holds the effective generation stages for different targets or architectures like Arcane [9] , CUDA, Legion or Okina, a standalone backend which generates fully-vectorized C/C++ source files.
A dozen hydrodynamic applications have been written with Nabla (structured/unstructured meshes, explicit/implicit schemes), and the users help to gradually evolve the syntax of the language to better match the different algorithms.
Nabla users appreciate the language for prototyping new numerical schemes and test new software stacks. They also appreciate the Open-Source nature of the project to collaborate with students and universities. However, while they like the compactness and mathematical rendering of the UTF8 syntax, they express the need for an advanced dedicated editor. They also identify the complexity to compose big applications in providing the HLT, particularly the difficulty to extend an existing program and to detect unintended job cycles. They point out that this task should be hidden for applied mathematicians. On a more general level, they say that they can develop, debug and test a simple mini-application with a basic editor, but it becomes tricky to follow the same development process on larger applications. Nabla language designers are used to working with the grammar-based Flex/Bison tools and C/C++ language. Many tools and code examples are available. This grammar-based approach is broadly used in the field of optimizing compilers. However, language designers point out that providing tools and editors with this technology stack is not easy.
The NabLab Environment
NabLab is based on the Eclipse Modeling Framework 5 (EMF) [16] and its ecosystem: the textual editor and the outline are based on Xtext 6 , and the data flow graph is displayed through a Sirius diagram 7 . NabLab corresponds to 5 KLOC of Xtend, including both all editor capabilities (e.g., validation, scoping, typing and quick fixes) as well as the graph construction.
NabLab brings some changes to Nabla: explicit declaration of external functions and required connectivities, mesh variables definition on connectivities, explicit naming of iterators and generalization of reductions (i.e., integration of reductions, like sums, inside a loop). These modifications avoid any ambiguity on iterators and variables, enabling syntactic validation rules (e.g., loop patterns correctness). NabLab also increases the level of abstraction to bring the language closer to the problem space (e.g., the metamodel no longer requires users to explicitly provide HLTs on jobs).
To bridge the gap between NabLab and Nabla, we introduce a numerical analysis specific Intermediate Representation (IR). This IR is implemented as an Ecore metamodel, automatically instantiated when a valid NabLab file is saved (cf. Fig. 1 ). As NabLab metamodel hides the tricky notion of HLT to mathematicians, this data is automatically inferred by synthesizing in and out variables for each job. This data flow is presented in a Sirius diagram (cf. right view in Fig.  3 ). Once the data flow is correct and does not present cycles anymore, the shortest path to each job is computed and its value stored in the IR model. Several transformation and optimization passes are defined on the IR (e.g., variable default values replaced by initialization jobs, inner reductions transformed in loop patterns, or jobs tagged with a HLT). After these transformation steps, the IR is very close to the solution space and it becomes the source of the last Model To Text transformation to generate Nabla code (or alternatively multi-threaded Java programs). Thanks to this IR, the code generation is easier, the compilation chain is modular and the concerns are well separated.
Thanks to the Java code generator, users get directly executable code in the Eclipse environment, including validating mathematical algorithms without having to connect to a calculator and independently of the performance. A debugging environment is still under development. The goal is to be able to execute the code step by step by examining not the generated code but the initial NabLab code owned by the user. For such a purpose, information is accumulated throughout the compilation chain into a trace model (i.e., using annotations).
Language designers appreciate Xtend for its high level functions, support for model manipulation (e.g., lambda) and code generation (e.g., template). Xtext greatly facilitates the creation of a DSL, providing architecture and design patterns to develop various required tools. Language designers also appreciate the rapidly evolving EMF ecosystem, always providing new cutting-edge technologies.
Discussions

Fostering Metamodels and Grammars
The Nabla grammar-based approach uses the C++ language and time-honored technologies like Flex/Bison. This approach is well known and appreciated by the optimization community for its proximity to execution architectures (e.g., processor co-design). The NabLab metamodel-based approach uses the EMF ecosystem that offers several tools to build a user-friendly environment with rich textual editors and graphical diagrams. The NabLab metamodel provides an extra abstraction level to stay close to the problem space. To avoid mixing the concerns, notions related to optimization are deliberately omitted and the metamodel remains close to the mathematical expression.
The numerical analysis IR has been created to bridge the gap between the mathematicians needs and the optimization needs. Additionally, the IR helps in separating the stakeholders (e.g., teams working on software engineering tools and those working on optimization) and software life cycles. The NabLab metamodel can evolve independently to satisfy mathematicians and physicists and take into account new numerical formulations while the Nabla compilation chain evolves towards new optimization strategies.
Looking Ahead
The seamless integration of NabLab and Nabla allows us both to generate Java code using the same technology stack (Java API) and to target lower level backends like CUDA or FPGA. In the past decade, the HPC community explored various programming models providing abstractions for both parallel execution of code and data management, such as Kokkos 8 . Regarding such frameworks, it appears relevant to raise the generation at the level of the IR, since the gap is limited. We are currently working on such a proof of concept, to check if optimization stakeholders can directly interact with the IR. Hence, two issues remain. The first is to identify up to what level of abstraction of the backend we are able to generate from the IR and what criteria determine whether the generation is more relevant from the IR or from the Nabla code. The second is to determine which changes in the technology stack are ready to accept the HPC optimization stakeholders (e.g., should we offer them a C++ API for IR, for example using EMF4CPP 9 or is it conceivable that they use the traditional EMF technology stack with the Java API?).
Related Work
The use of DSLs for scientific computing and computational science has a long-standing history [13] , especially to address various specific concerns (e.g., architecture [2] , stencil codes [12] , deployment on parallel platforms [3] or cloud platforms [6] , etc.), or even specific application domains (e.g., fluid dynamics [11] ). More recently, problem-specific DSLs for HPC has been explored in the context of MDE [5, 14] , incl. applications in the web and the cloud [15] .
In this area of application particularly relevant for DSLs, as far as we know, this tool demonstration paper is the first to report an industrial experience on the combination of grammars and metamodels in a complete modeling environment for numerical analysis and HPC. This demonstration takes a language engineering point of view, to document the pros and cons of the different technological spaces involved.
Conclusion and Perspectives
The development of NabLab over Nabla, usefully combining metamodels and grammars, is an interesting experience from both a technical and a social point of view. While the respective complementary ecosystems offer advanced features for developing industrial-grade environments, this integration facilitates collaboration between optimization experts and development team.
Future work includes debugging and results visualization capabilities (e.g., step-by-step execution, variables inspection, curves, mesh visualization). We also plan to investigate using the LLVM compiler infrastructure 10 for low-level source code generation. Finally, another challenge consists in coupling Modane [10] and NabLab to describe both the architectural and behavioral aspects of simulation codes. Indeed, Modane is a DSL developed to design the static part of a numerical simulation code while NabLab focuses on the dynamic part. Thus, the modeling toolchain could meet our need to facilitate adaptation to the continuous hardware evolution.
