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意思決定の計量
小　林　和　司
《論文要旨》
　確率時間オートマトンは情報処理分野の概念である。これをゲーム論的に解釈し
た山根・林（2010）を経済分野へ応用するという観点から検討することにより，我々
は意思決定を，確率時間オートマトンを構成する位置上の確率分布と決定時点の2
つを同時に選択することであると定義する。この選択の基準としては，当該オート
マトンに受理される確率の最大化，確i率分布と決定時点との間に仮定される一定の
関係，過去に実現した状態推移列のパターンと頻度といったものが挙げられる。
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はじめに
　「意思決定は将来に向けての行動選択であ」（1）る。松原（2001）は，意思決
定の基礎となる概念・理論として，確率，ベイズ統計，リスク，不確実性，
情報，エントロピー，ゲーム理論を挙げている。我々は，ここにオートマト
ンを追加してはどうかと考えるものである。
　本論で扱うオートマトンは，入力記号列を2種類の記号のうちのいずれか
に変換して出力するようなシステムをモデル化したものである。一連の入力
が終了した時点で2種類のうちの一方の記号を出力するような入力記号列は，
このオートマトンに受理されたとみなされる。
　こうしたシステムを設計するにあたっては，入力記号列が環境に対抗して
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オートマトンに受理されるようにプログラムを組むことになる。これを受理
されるように望む側とそれを妨害する側との2人ゲームとみなして，プログ
ラムが勝利する戦略を考察した先駆的な業績は，BUchi＆Landweber
（1969）である。
　その後入力記号を入力する時点を考慮した時間オートマトンが開発され，
これにゲーム理論を応用した研究としては，Maler　et　al．（1995）やde
Alfaro　2‘磁（2003）などがある。さらに時間オートマトンにおける状態推
移の不確定性を考慮した確率時間オートマトンも考案され，ここにゲーム理
論を応用した先駆的研究は，Yamane（2007）であり，続いて山根（2007），
山根・林（2007，2010）において精緻化されてきた。
　本論では，山根・林（2010）において提案された確率時間ゲームを経済分
野に応用する観点から検討し，我々の考える意思決定を定義する。すなわち
意思決定は，様々な選択肢の中から1つを選択し，かつ選択する時点を決定
することであるとみなして，その選択肢を，確率時間オートマトンを構成す
る位置上の確率分布であると考える。
　この選択にあたって用いられる基準は，確率時間オートマトンから事前に
与えられる情報，確率分布と時点との間に仮定される一定の関係，ゲーム理
論に基づく利得の最大化，過去に実現した結果から得られる情報といったも
のになる。
　本論の以下の構成であるが，1節において確率時間オートマトンの概念と
本論で用いられる記号の説明を行い，2節において山根・林（2010）の確率
時間ゲームを紹介してから，それを受けて意思決定を定義する。3節では意
思決定を行うにあたり必要な選択基準について議論する。
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1節　準　　備
　本節では議論の準備として，確率時間オートマトンの概念自体と用いられ
る記号の説明を行う。確率時間オートマトンの説明にあたり，順序としてま
ずオートマトン，次いで時間オートマトンを説明する。
1．オートマトン
　オートマトンは情報処理の分野の概念であり，「ある入力に対しその処理
を自動的に実行し，その結果として適切な応答を出力するようなディジタル
システムを，できるだけ単純にモデル化したもの」（2）であるが，ここでは入
力記号列を出力記号列へと変換するオートマトンを考える。特に出力記号を
1と0に限定し，出力1を出す状態（最終状態）と，入力を開始する初期状
態を設定すると，入力し終わった時点で出力1を出すような入力記号列は，
このオートマトンに受理されたとみなされる。
　図1③は，そうしたオートマトンの例である。このオートマトンでは，二
重矢印で示される初期状態と二重丸で囲まれる最終状態が共にqoであり，
推移を示す矢印の上に書かれているのが入力記号である。すると，このオー
トマトンに受理される入力記号列の集合は，
　　｛0，00，11LOll1，1011，1101，1110，00111，…｝
であり，「O，1からなる入力記号列で，その中の1の個数が3の倍数」（4）であ
るような記号列を定義していることになる。
　図1の例では，入力記号が0と1であると考えれば，いかなる状態におい
ても，入力に対する推移先状態が必ず1つ指定されているが，ある状態のも
とでなされた入力に対して推移を許さなかったり，複数の初期状態や複数の
推移先状態を認めるオートマトンも存在する。こうしたオートマトンは非決
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図1③オートマトンの例
定性オートマトンと呼ばれ，それに対して図1のようなオートマトンは決定
性オートマトンと呼ばれる。
　形式的にはオートマトンAは，状態の集合Q，入力記号の集合Σ，初期
状態S。（⊆Q），最終状態F（⊆Q），及びある状態q（∈Q）とそれへの入
力α（∈Σ）に対して推移先状態を一意的に定める状態推移関数δの組とし
て
　　A＝（Q，x，δ，　So，　F）
と定義される（5）。
　また，第i番目の入力記号をσiと書き，入力記号に応じて初期状態から
状態が推移した一連の結果を状態推移列rと呼ぶ。入力記号列が無限に多く
の記号からなる場合，無限大のiに対応する入力記号σiによって実現する
状態の集合をinf（r）と表し，ある入力記号列が当該オートマトンによって
受理される条件を，inf（r）と最終状態の集合Fとが共通の要素を持つこと，
つまり
　　inf（r）∩F≠②（空集合）
とする（6）。
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2．時間オートマトン（7）
　ここでは，時間オートマトンを包括的に論じたAlur＆Dill（1994）に沿っ
て説明する。入力記号に関して，入力時点を考慮したオートマトンが時間オー
トマトンである。記号σiを入力する時点をtiと表記し，すべてのiに対して，
　　ti〈ti＋1
が成立するものとする。また，入力した時点において瞬間的に次の状態への
推移が完了するものとする。
　時間オートマトンでは，状態の推移が起こる原因を入力記号だけでなく，
入力時点にも求める。そのために，入力時点とは別に，ある状態から別の状
態へ推移するのに要する時間を計測すると同時に，その時間に対して制約条
件を課し，その制約条件が満たされなければ推移が許されないと考える。
　推移に要する時間を図る時計（ストップウオッチ）は，必要に応じて0に
リセットされ，再び計測が始まる。図2⑧は，2つの時計xとyを用いた時
間オートマトンの例である。この図において，入力記号の集合はアルファベッ
ト（あるいはα，b，c，dの4要素）から成る集合であり，推移を示す矢印の
上側に入力記号が書かれ，下側に制約条件が書かれている。ここでx：＝0
とは，時計xが0にリセットされることを示し，x＜1とは時計xの値がこ
の条件を満たさなければ当該推移が許されないことを示す。y＞2について
も同様である。
d
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図2⑧時間オートマトンの例
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　この図2のオートマトンに対して，時点2において記号αを入力し，時
点2．7において記号bを入力し，時点2．8において記号cを入力し，時点5
において記号dを入力したとしよう（9）。2つの時計の値を［x，y］と表すこ
とにすれば，状態推移列〆は
　　　　　　　a　　　　　　　　b　　　　　　　　　c2！：〈qo，［0，0］〉　　　　　〈ql，　［0，2］〉一一一一一一レ〈q2，　［0．7，0］〉一一一一一一レ〈（73，［0．8，0．1］＞
　　　　　　　2　　　　　　　　2．7　　　　　　　　2．8
　d
－一一一ｨ《go，［3，2．3コ〉。・・・・・…
　5
と書くことができる（1°）。その事情を説明すれば以下のようになる。
　初期状態においては2つの時計の値も0であるが，2時点が経過して記号
aが入力され，状態がqlに推移した時点で，時計xの値は2から0にリセッ
トされ，時計yの値は2のままとなる。さらに，時点2．7において記号bが
入力され，状態がq2に推移すると，時計xの値は0．7（＝0＋2．7－2）とな
るが，時計yの値は2．7（＝2＋2．7－2）から0にリセットされる。
　ここまでは時計の値に制約がなかったが，記号cが入力される時点では事
情が異なる。状態がq3に推移する時点（2．8）では，時計xの値は0．8（＝0．7＋
2．8－2．7）であるので，1より小さいという制約条件を満たす。したがって，
q2からq3への推移が許されるのである。このとき時計gに対する制約は無
いので，時計yの値は単純に経過時間を考慮してO．1（＝0＋2．8－2．7）となる。
　以下同様であり（；1），時間オートマトンでは，純粋なオートマトン（Q，Σ，
δ，So，　F）に，時計の集合Cと各状態における時計の値の集合V（C）と時
計に関する制約条件の集合φ（C），並びに入力時点の集合Tとが追加され
ることになる。
　ところで，時計に関する制約条件は，状態推移に対して課されるので，状
態推移関数に代えて，状態推移の枝の集合Eを考えると，
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　　E⊆Q×2v（c）×Σ×T×φ（C）×Q
と表現される。ただし，×は直積集合を表し，2v（c）はV（C）の部分集合族
を表す。
　この結果，形式的には時間オートマトンA＋は集合の組として，
　　A＋；（Q，C，Σ，　T，　S。，　E，　F）
と定義される（12）。
　また，時間オートマトンが入力記号列を受理する条件は，入力記号列に対
応する状態推移列rにおいて状態数が有限であれば，rの最後の状態がFに
属することである。他方，rの状態数が有限でなければ，前項と同じく，
　　inf（r）∩F≠o
である。
3。確率時間オートマトン
　オートマトンの非決定性を確率で表現する試みはいろいろあるが（13），時間
オートマトンに確率を導入し，確率時間オートマトンを初めて提唱したのは
Beauquier（2003）である。
　それによれば，時間オートマトンにおける記号の入力を，何らかの決定を
下したと読み替え，入力記号の集合Σを決定のための選択肢の集合と読み
替える。さらに，時間オートマトンの状態に加えて，新たにtrmpという状
態を追加する。これは，従来の状態すべてにおいて，traPへ至る枝が1本
ずっ追加されるというものである。
　そこで，確率時間オートマトンの状態からなる集合Sは，時間オートマ
トンの状態集合QにtraPを加えたものになる。すなわち，
　　s＝QU｛trαP｝
である。
　ある状me　q，からn本の枝が伸びており，今aという決定を下したとすれ
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ば，ある枝eを選択する確率は
　　ρ（α，e）
で与えられる。ここで，上記の確率をn本の枝に関して合計すれば1になる。
　ところで，枝eを選択した結果として次の状態へ推移が完了するには，時
計に関する制約条件を満たす必要があった。決定αが下されたときに，こ
の制約条件が満たされていれば，確率ρ（α，e）でもって次の状態へ推移が
起きる。他方，この制約条件が満たされていなければ，同じ確率ρ（a，e）
でもってtraPへ推移が起きる。そして，　traPへ至る枝には，時計に関する
制約条件は一切ついていないものとし，この推移にあたりゼロにリセットさ
れる時計は無く，全ての時計の値は変化しないものとする。
　結局のところ，ある状態からtraPへの推移が起こる確率は，決定を下し
た時点において時計の制約条件を満たさない枝に付与された確率と，確率時
間オートマトン上において当初より設定されていたtraPへ至る枝に付与さ
れている確率との合計ということになる。
　また，時間オートマトンにおける入力時点の表現に関して，確率時間オー
トマトンでは，決定を下した時点で何らかの状態推移が起こる（同じ状態に
留まることも含む）ことから，その時点を推移後の状態の時点として明示す
る。そこで，「状態」は，単なる位置づけを意味するものから，制約条件に
登場する時計の値を明示することに加え，当該状態への推移が完了した時点
をも含む概念へと拡張されることになる。以下では，この拡張された状態を，
位置qと時計の値を表す関数vと推移完了時点tの組として
　　Si＝〈qi，　Vi，　ti＞（iは入力の順番）
と表記する。なお，qiがtraPであるときは，その状態に留まり続けるもの
とする。
　この結果，確率時間オートマトンA／＋は集合の組として，
　　A／＋一（s，c，　x，T，s。，　E，　F，・P）
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と定義される。ここで，Sは拡張された状態の位置からなる集合である。
C，So，　Fについては時間オートマトンと共通であり，ΣとTについては，
上に述べたような読み替えが行われる。
　一連の決定が確率時間オートマトンに受理される条件は，前項と同じであ
る。すなわち，一連の決定に対応する状態推移列rにおいて状態数が有限で
あれば，rの最後の状態がFに属することである。他方，　rの状態数が有限
でなければ，
　　inf（r）∩F≠②
である。
0
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図3（14）確率時間オートマトンの例
　図3（14）は確率時間オートマトンの例である。「図を見やすくするために」（15）
上で導入されたtraPは設定されていない。このオートマトンには3つの位
置があるが，それぞれの位置における選択肢の集合Σは，
　　Σ（qo）＝｛α1，α2｝
　　Σ（ql）＝｛bl｝
　　Σ7（q2）一｛C1，C2｝
と与えられている。これを具体的に示したものが図4㈹である。矢印に添え
られた数字は確率を表している。
　確率時間オートマトンA／＋において決定を下すということは，ΣとTの
要素を1つずつ選択するということであるが，この決定によって，次にどの
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図4（16）選択肢の例
状態へと推移するかが確率を伴って定められるのである。
2節　解　釈
　システム設計上，プログラムは環境に対抗して入力記号列がオートマトン
に受理されるように組まれる。これを2人ゲームと見なす考えが提案されて
おり，このゲームにおいてプログラムが勝利する戦略については，論理学や
ゲーム理論やシステム設計などの領域において，さまざまな研究がある㈹。
　このゲームにおけるプレイヤーは，コントローラ（プレイヤー1）と環境
（プレイヤー2）である。プレイヤー1の目的は，自らの決定によって状態
推移列がオートマトンに受理されること，言い換えれば，最終状態に到達す
ることである。他方，プレイヤー2の目的は，その到達を阻止することであ
る。その意味で，このゲームは，2人非協力ゲームである。
　これまで時間オートマトンに対応させた2人ゲームは提案されていたが，
確率時間オートマトンに対応させた2人ゲームに関する先駆的な研究は
Yamane（2007）であり，その後，山根（2007），山根・林（2007，2010）
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において精緻化されてきた。本節では，まず山根・林（2010）が論じる確率
時間ゲームについて紹介し，そのあとで経済分野に応用する観点から，これ
を検討する。
1．確率時間ゲーム
　山根・林（2010）は，確率時間オートマトンに対応させた2人ゲームを確
率時間ゲームと呼んでいる。彼らが依拠する確率時間オートマトンは，1節
で紹介したBeauquier（2003）ではなく，　Kwiatkowska　2’磁（2004）であ
る。両者ともAlur＆Dill（1994）の時間オートマトンに基づいており本質
的な差異はないが，後者が前者と異なる点としては，各位置に不変式が割り
当てられているということである。この不変式の意味するところは，その位
置に留まり続けることができるのは，不変式を満たすときだけであるという
ことである（18）。
　確率時間ゲームは2人のプレイヤーが交互に動作を提案するのではなく，
同時並行に動作を提案する。両プレイヤーの行動は，いつどのような選択を
するかという決定からなり，双方の行動に基づいて確率的に状態が推移する
規則が与えられる。
　この規則を定めるにあたり，確率時間オートマトンが拡張される。前節の
確率時間オートマトンA／＋に則して言えば，Σの要素を制御可能なものXc
と制御不能なもの．Σuとに分け，前者をプレイヤー1の選択肢，後者をプレ
イヤー2の選択肢からなる集合とみなす。
　プレイヤー1と2は，ある位置において，同時に独立に（α1，t＋Al），（α2，
t＋∠2）（’9）という決定をそれぞれ下す。ただし，tは当該位置に到達した時点
であり，Al（i；1，2）は，当該位置に到達してから経過した時間である。
そして，4＜A2のときプレイヤー1の決定に従って状態が推移し，∠1≧
∠2のときプレイヤー2の決定に従って状態が推移するものとする。
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　さらに，何もしないという「決定」を⊥で表し，プレイヤーiの行動から
なる集合Miを，
　　Ml＝（Σ’cU｛⊥｝）×T
　　M2＝（ΣuU｛⊥｝）×T
と定める。ただし，Tは決定を下した時点の集合である。このときプレイヤー
iの純戦略を，これまでの状態推移列に行動Miを対応させる関数であると
考える。混合戦略は，これまでの状態推移列にMi上の確率分布を対応させ
る関数である。
　また，状態推移の規則としての枝Eは，
　　E⊆S×2v（c）×（ΣcUXu）×φ（C）×μ（S）
と表される。ここで，μ（S）はS上の確率分布を示す。
　利得については，混合戦略の元でナッシュ均衡をもたらすような最終状態
に至る確率pをプレイヤー1の利得とし，プレイヤー2の利得を1－pと想
定している。
　この確率時間ゲームに対応するオートマトンの一例が図5⑳に与えられて
いる。実線の矢印はプレイヤー1の行動に基づく推移を表し，点線の矢印は
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プレイヤー2の行動に基づく推移を表している。
　この図5におけるゲームでは，
　　Σ＝｛α，わ，c，d｝
　　Σ。＝｛α，b，　d｝
　　Σu＝｛c｝
という選別がなされていることになる。
2．確率時間ゲームの検討
　前項の確率時間ゲームにおいてまず問題としたいのは，同時選択と時間優
先との両立という問題である。
　山根・林（2010）は，プレイヤー1と2が同時にかつ独立に行動を選択す
ると規定する一方で，dl〈∠2のときにはプレイヤー1の決定に従って状態
が推移するという時間優先を規定している。この同時選択はde　Alfaroθ’磁
（2007）を，時間優先はde　Alfaroθオ磁（2003）を参考にしたものであろう
が，当該位置に到達した時点tが2人のプレイヤーにとって共通であるとす
れば，∠1〈∠2という条件は2人のプレイヤーが同時に選択を行っていない
ことになるのではないだろうか。
　また，山根・林（2010）はワイヤレスLANなどの確率リアルタイムシス
テムの仕様をゲーム論的に記述することを主題としている。こうした分野に
おいてはΣの要素を制御可能なものと不能なものとに選別することが可能
であるかもしれないが，経済分野においてはむしろ制御不能な要素があるか
らこそ，状態が確率的に推移していくことになるのではないだろうか。
　さらに，山根・林（2010）におけるプレイヤー2は環境である。これを経
済分野に応用した場合，プレイヤー2はプレイヤー1以外のすべてを包含し
た概念であると考えられる。そうであるならば，プレイヤー2が経済的な利
得を受け取るということは非現実的ではないだろうか。
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　こうした問題意識の元で，我々は新たな提案をしたい。まず選択肢の集合
Σの要素を，Beauquier（2003）の選択肢を拡張して，位置の集合S上の確
率分布であると考える。その上で，Σの要素を制御可能なものと不能なもの
とに選別せず，プレイヤー1の戦略を，これまでの状態推移列に基づいて，
いつS上にどういう確率分布を指定するかという行動を定めるものとする。
　したがって，プレイヤー1の戦略π1は関数
　　π1：Rω→Ml’
と定められる。ただし，R（のはゼ番目の選択をした時点までの状態推移列
の集合であり，プレイヤー1の行動の集合M，！は以下のように変更されて
いる（2D。
　　MIノ＝・X×T
　他方プレイヤー2の戦略は，プレイヤー1が最終状態に到達することを阻
止するものでなければならない。確率時間オートマトンを見渡すと，1つの
自然な流れとして，プレイヤー1の決定時点と同時に，プレイヤー2が推移
元から伸びる枝に対して時計に関する制約条件を課すかどうか，また課すと
すればどのような制約を課すかを定めると考えることもできよう。
　この場合プレイヤー2の戦略は，プレイヤー1が最終状態に到達できるか
どうか，換言すれば状態推移列がオートマトンに受理されるかどうかに影響
を与えるけれども，オートマトンに受理される確率（利得）には直接影響を
与えることができない。
　ゲーム理論において，あるプレイヤーの戦略が残りのプレイヤーの利得に
影響を与えないということは考えられない。しかも，確率時間ゲームのプレ
イヤー2は環境であり，環境が経済的な利得を得ると考えることは非現実的
である。我々の目的は，オートマトンを用いてゲーム理論を再構成すること
にあるのではなく，経済分野における意思決定を数量的に計測することにあ
るので，ここではこれ以上ゲーム理論にこだわらず，確率時間オートマトン
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に対応するゲームを「1人ゲーム」と考えてみたい。
　つまり，確率時間オートマトンが与えられたときに，プレイヤーは戦略π
を採用し，その結果として得られる利得は，状態推移列が当該オートマトン
に受理される確率であると考えるのである。ここでπは上で定めた関数π1
と同じものであり，唯一のプレイヤーは制約条件を満たしながらできるだけ
大きな利得を得られるように行動することになる。
　このときプレイヤーのとる行動とは，決定時点と決定内容を選定すること
である。より具体的に言えば，決定時点の選定とは，集合Tの中から1点
を指定することであり，決定内容の選定とは，S上に確率分布を指定するこ
とである。そこで混合戦略を考えるならば2変量の同時確率分布を用いるこ
とになるが，応用上の観点から単純に1変量とみなせるようにした方が便利
であることが多いと考えられる。そのために我々は，決定時点と決定内容と
の間に，ある関係を仮定する。
　今，集合Sの要素の個数はn＋1であるとする。そして，確率時間オート
マトンA／＋がSi＝＜qi，　Vb　ti＞という状態に到達してから4だけ時間が経過
した後で，プレイヤーの選択によりS上の確率分布が
　　（PO，　Pi，…，P。－1，　Pn）
として実行可能であるとする。ただし，pゴ（ブ＝0，1，…，　n－1）は当該位置
から位置q，に推移する確率であり，p．はtrmpに至る確率である。また，推
移不可能な位置に対する確率は0とする。
　このとき現在時点をt＊として，上記の確率分布との間に
　　　　　　　　　　　　　n　　Mαx（0，ti＋1－t＊）一一kΣρゴ1・9　P，　　　　　　　（・）
　　　　　　　　　　　　　ゴ嗣0
という関係を仮定する（22）。ただし，当該オートマトンにおける決定時点の最
大値t。。に対して
　　k＝（t。。－t’）／lo9（n十1）
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であり，
　　ti＋1＝ち＋4
である。
　この仮定式（＊）において，右辺は確率分布のエントロピーと呼ばれる概
念であり，曖昧さを測定している（24）。すなわち
　　　　　　n　　O≦－kΣPj　log　P」≦k　log（n＋1）
　　　　　　ゴ置0
を満たすことが知られており⑳，上式左側の不等号について等号が成立する
のは，
　　Pi＝1
を満たすゴが存在するときであり，上式右側の不等号について等号が成立す
るのは，
　　　　　　　　　　　1　　Po＝Pi＝…Pn＝　　　　　　　　　　n十1
のときである。
　従って，このエントロピーが増大することは曖昧さが増していることを意
味するのである。しかるに，決定時点が将来であればあるほど，この仮定式
（＊）の左辺は増大するので，決定内容に含まれる曖昧さが増大すると仮定
していることになる。
　逆に決定時点が過去であれば，すでに実現した推移が明らかになっており，
ある状態からの推移を示す確率分布は単に，
　　Pゴ＝1
として示されるであろう。仮定式（＊）に則して言えば，過去の決定時点に
対して左辺は0であるので右辺も0，すなわち上記の確率分布が得られると
仮定しているのである。
　現在時点として初期状態に到達した時点toをとれば，仮定式（＊）にお
いて，その後になされる決定は，後になればなるほど曖昧さを増し，逆に初
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期状態に到達するまでの経路は既知であると仮定されていることになる。
3節　基　準
　Beauquier（2003）は，ゼ番目の状態に到達するまでの状態推移列r［i］を
所与として，当該位置において，オートマトンに受理されるためにどのよう
な決定を下せばよいかという方針を，関数
　　π（r［i］）＝（σi＋1，ti＋1）
で表している。ただし，σ，＋1は当該位置qiにおいて選ばれた選択肢であり，
ti＋1はその選択がなされた時点，言い換えれば次の状態∫，＋1への推移が完了
する時点である。
　そして，図3の確率時間オートマトンにおいて，プレイヤーが図4にある
ような選択肢を持つ場合に，γ［。。］が受理される確率を最大にするような
関数17を，マルコフ性をもつものとして示している（26）。ここで，マルコフ
性をもつとは，関数17の値が状態推移列r［i］に依存するのではなく，この
推移列の最後の状態のみに依存するということである。具体的には，
位置qoにおける決定方針：
　v＜1のとき，17（〈qo，　v，　t＞）；（α2，　t＋（1－v）／2）
　v≧1のとき，この関数の値は定まらない。
位置qlにおける決定方針：
　関数17（〈ql，　v，　t＞）の値は定まらない。
位置q2における決定方針：
　v＜1のとき，fl（〈q2，　v，　t＞）＝（c2，　t＋（1－v）／2）
　v≧1のとき，この関数の値は定まらない。
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と与えられている⑳。ただし，vとはv（x），つまり時計xの値を指す。
　上記の決定方針の中にある「関数の値は定まらない」という表現に関して
若干補足しておきたい。まず，位置q，における決定方針において，v≧1の
ときに関数の値が定まらないとは，どういうことであろうか。
　もちろん，v≧1のときにqoからqlへの推移は可能である。しかし，　qlか
らqoへの推移はv＝1のときにのみ可能であることから，時間オートマトン
における入力時点の仮定tiくti＋1がここでも生きていることを考えると，　ql
からqoへの推移は不可能となる。決定方針llは，状態推移列がオートマト
ンに受理されるように立てられるのであるから，結局v≧1の場合，この関
数の値がいくつであれ，受理される確率には寄与しないのである。
　次に，位置qlにおける決定方針において，関数の値が定まらない理由を
考えてみたい。当該オートマトンを見ると，確かにv＝1のときにqlからqo
への推移が可能である。しかし，状態〈qo，1，　t＞からの推移先として残され
た可能性はqoとqlであり，これでは受理される，換言すれば，　q2に至るこ
とは不可能である。繰り返しになるが，決定方針∬は，状態推移列がオー
トマトンに受理されるように立てられるのであるから，結局この関数の値が
いくつであれ，受理される確率には寄与しないのである。位置q2における決
定方針において，v≧1のとき関数の値が定まらない理由も上と同様である。
　この関数ffは，「1人ゲーム」におけるプレイヤーの戦略に相当するもの
である。ここにマルコフ性が追加されれば，任意のiに対してtiを現在時点
とみなすとき，仮定式（＊）は
　　　　　　　n　　4－一傷Σρゴ1・9Pゴ　　　　　　　　　　（＊ノ）
　　　　　　ゴ＝0
のように変更される。ただし，k，は当該位置に留まることができる時間の
最大値をlog（n＋1）で割ったものである。
　図4には，確率分布の選択肢として，確率が1であるものも含まれている。
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確率が1となると，仮定式（＊）よりt’≦ttのときに
　　ti＋1≦ti
となってしまい，決定時点間の仮定
　　ti＋1＞ち
と矛盾することになり具合が悪い。しかし，実際の経済問題にあてはめると，
将来の選択が確率1であるということは現実には起こりえないと考えられる。
　ところで上に示された「位置qoにおける決定方針」は，現在の（拡張さ
れた）状態がSo＝〈qo，　O，　O＞であるときに，それから（1－v）／2だけ時間が
経過した時点で，プレイヤーはS上の確率分布を
　　（（70，（71，q2）＝（0．5，0，0．5）
と選択するということを述べている。
　これを仮定式（＊）にあてはめて，対数の底を2として計算すると，
　　ち一to（＝do）＝k
を得る。今v＜1であるので，kの定義式とv＝Aoとt＊＝to＝0より，
　　too＜1．585
でなければならないが，このことは，時計に関する制約に自然数を用いてい
ることを考えると，相当厳しい制約であると言わざるを得ない。
　こうした事態が起こるのは，一重に位置の集合Sの要素の個数が少なす
ぎたことによるものである。今の事例では，Sの要素の個数が2m個（mは
自然数）であれば，
　　t。。＜m
となることからも，オートマトンの設計上，位置の数が少なすぎないよう注
意する必要がある。
　こうして我々の意思決定の問題は，確率時間オートマトンが与えられたと
きに，状態推移列r［i］（あるいはマルコフ性を仮定すれば状態Si）のもとで，
S上の確率分布と決定時点を選択することになる。
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　この問題を解くにあたっては，
　　（1）状態推移列が当該オートマトンに受理される確率を最大にする。
　　（2＞仮定式（＊）あるいは（＊ノ）が満たされている。
　　（3）枝に割り振る確率pゴの合計は1である。
　　（4）当該オートマトンより先験的に0となるPjが与えられる。
という4条件を考慮することになる。
　ところでサイモン（H．A．　Simon）は，意思決定の局面を以下の4つに分
類している㈱。
　　（1）決定を必要とする状況を認識する情報活動。
　　②　とりうる代替案を考案する設計活動。
　　（3）代替案のうちでとれに決定するかという選択活動。
　　（4）過去の選択を振り返る再検討活動。
　こうした4つの局面のうち，最初の2つは確率時間オートマトンの作成に
係わるものである。特に最終状態をどのような状態とするかは，目標をどこ
に置くかによって変わってくる。例えば，伝統的なミクロ経済理論では，企
業の目標を利潤最大化とする。しかし，企業をとりまく利害関係者は株主，
従業員，顧客，地域社会，社会全体などさまざまであり，プレイヤーを誰に
するかによって目標も変わるであろう（29）。
　第3の局面は，まさしく本論で問題としていることであるが，第4の局面
を考えることによって問題解決が促進されることになると思われる。すなわ
ち，プレイヤーが個人であれ組織であれ，過去の選択を振り返って前例に倣
う選択をすることは日常我々がよく経験するところである。
　過去に実現した状態推移列は既知であるから，過去に実現した位置の時系
列的配列とその頻度を元にしてS上の確率分布を決めていくということは，
第5の条件として先の問題解決の4条件に追加してよいのではないかと考え
られる。
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（1）
（2）
（3）
（4）
（5）
（6）
《注》
宮川（2010）327ページより引用。
富田・横森（2009）1ページより引用。
同上，p．27の図2．17を引用した。
同上，26ページより引用。
同上，21，41ページを参照。
Alur　R．，　and　D．　L．　Dil1（1994），　p．188を参照。なお，オートマトンに受理さ
　　れた入力記号列は，正則言語とも呼ばれる。
（7）　この原語は，timed　automatonである。筆者としては，時点付オートマト
　　ンといった日本語訳の方が内容を良く表しているようにも思うが，山根・林
　　（2010）に敬意を表して，この訳語を採用する。
（8）Alur　R．，　and　D．　L．　Dill（1994）p．192，　Fig．4を加筆修正した。
（9）Ibid．，　p．　194を参照。
（10）Ibid．，　p．　195より引用。
（11）　図2のオートマトンに対して記号dが入力される時点（5）では，時計xの
　　値は3（＝0．8＋5－2．8）であり，時計yの値は2．3（＝0．1＋5－2．8）であるが，
　　時計yに対する制約条件y＞2が満たされているので，q3からqoへの推移が許
　　されるのである。
（12）　Alur　R，　and　D．　L．　Dill（1994，　p．195）における定義に，入力時点の集合を
　　追加した。
（13）Beauquier（2003，　p．66）に，これまでの主要な研究のリストが示されてい
　　る。
（14）Ibid．，　p．73，　Fig．1を本論の表記に合わせて修正した。
（15）Ibid．，　p．73より引用。
（16）Ibid．，　p．　73，　Fig．2を本論の表記に合わせて修正した。
（17）Maler　O．，　A．　Pnueli，　and　J．　Sifakis（1995），　p．241によれば，その先駆的な
　　業績は，BUchi＆Landweber（1969）である。
（18）一見すると，Kwiatkowskaの磁（2004）は，Σやtrapを備えていないよ
　　うであるが，Σは出来事としてとらえられており，次の状態をもたらすような
　　出来事が起こるときに状態の推移が起こると考えている。また，traPについて
　　は，Beauquier（2003）のように厳密に定義していないものの，　Kwiatkowska
　　θ‘磁（2004，p．9）Fig．1においてtraPに相当する位置が示されている。
（19）本論1節との整合性を持たせるため，山根・林（2010）とは別の表記法を用
　　いた。
（427） 267
政経論叢第80巻第3。4号
（20）　山根・林（2010），1217ページ，図1を本論の表記に合わせて示した。
（21）　ここで集合｛⊥｝を削除したのは，以下のような理由による。ゴ番目の選択
　　をした時点はtiと書くことができるので，状態推移列をR（ti）と書いても，
　　実質的に同じ推移列を示していることになる。しかし，R（ti）という表現は
　　時点を最初から指定しているために，その時点が決定時点である場合もあれば
　　非決定時点である場合もあるので集合｛⊥｝が必要となる。逆にR（i）とい
　　う表現であれば，当該位置において，同じ位置に留まるという選択も含めて，
　　必ず何らかの選択をすることになるので，集合｛⊥｝は必要ないのである。
（22）井原（1984，p．3）によれば，この対数の底は2やネイピア数eをとること
　　が多いが，ここでは特定する必要がないので特定しなかった。また，この計算
　　においては，OlogO＝0と約束しておく。
（23）　決定時点間の仮定ちくち＋1より．4t＞0が任意のiに対して成立している。
（24）井原（1984，p．7）は，確率分布のもつ曖昧さの表現は仮定式（＊）右辺の
　　表現に限られると述べている。
（25）　同上，3，5ページを参照。
（26）Beauquier（2003，　p．75）は，状態推移列r［i］においてiが無限大を含み，
　　決定時点tiに上限がないという条件のもとで，状態推移列が当該オートマト
　　ンに受理される確率を最大とするような決定方針∬の中にマルコフ性をもつ
　　ものが存在すると述べている。
（27）Ibid．，　p．75から引用した。ただし，「関数の値は定まらない」という表現は
　　筆者による修正である。
（28）　宮川（2010）46，47，62ページを参照。
（29）同上，124ページを参照。
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