ABSTRACT With the number of objectives increasing, the traditional multi-objective evolutionary algorithms (MOEAs) will lead to a reduction of convergence pressure. Specifically, the number of non-dominated solutions in many-objective optimization problems (MaOPs) accounts for the majority of the population. Generational distance (GD) is originally designed to calculate the sum of adjacent distances of solution sets obtained by different algorithms and thus GD is a credible indicator to measure the convergence of many-objective evolutionary algorithms (MaOEAs). In this paper, a GD indicator-based evolutionary algorithm is proposed to solve many-objective optimization problems. First, for the same rank of nondominated solutions, their adjacent distances are introduced to be the indicator for the selection of the potentially appropriate individuals. Second, in order to maintain good diversity at the same time, an improved niching method based on the angles of candidate solutions is proposed. One solution can only compare the adjacent distance with the solutions in its niche. Solutions are assigned new ranks according to the niching method. Third, in order to eliminate the influence of the order of comparison and assign a higher rank to the solutions with good diversity, a new comparison method is proposed to solve the problem. Finally, the simulation results show that compared with the state of the art algorithms, the proposed algorithm is effective.
I. INTRODUCTION
A many-objective problem refers to a multi-objective optimization problem with more than three objective functions. It is well-known that the selection mechanism for candidate solutions based on Pareto dominance performs poor in MaOPs, mainly due to the loss of selection pressure [1] . To solve this problem, many new strategies have been proposed.
The first strategy is to generate a set of reference points before evolution to improve convergence and diversity. For instance, the algorithm using reference points based nondominated sorting approach (NSGA-III) [2] uses a set of reference points to generate reference vectors, and those
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candidate solutions close to the reference vectors are selected for the next generation. In [3] , to balance the convergence and diversity, the algorithm is proposed to revise the reference vectors based on the scales of the objective functions.
The second strategy is based on developing new dominance relations. In [4] , a nonlinear function expansion method is proposed to further expand the dominance area and maintain the diversity of the population. In [5] , to enhance the scalability of existing Pareto-based algorithms, the algorithm is proposed to generalize Pareto-optimality both symmetrically and asymmetrically by expanding the dominance area of solutions. Recently, a strengthened dominance relation [6] is proposed to better balance the convergence and diversity. It also exists many other techniques for developing new dominance relations, such as defining the dominance relation by weight vectors [7] , gridding the objective space [8] and adopting the fuzzy logic [9] .
The third strategy is based on the decomposition. Such as a multi-objective evolutionary algorithm based on decomposition (MOEA/D) [10] , which is widely used for MaOPs. MOEA/D decompose m objectives into a set of singleobjective optimization problems, and each sub-problem is constrained by corresponding reference vectors in its neighborhood. MOEA/D is heavily dependent on the Pareto front of the problem, and many improved MOEA/D algorithms have been proposed to improve the performance [11] - [14] .
The forth strategy is based on the indicator. In [15] , the algorithm for fast Hypervolume-based MaOEA is proposed which uses the Monte Carlo simulation to estimate the Hypervolume (HV) value. In [16] , HV indicator-based cooperative coevolution method (IBC-CCBC) is proposed which finds the potential individuals according to the hypervolume indicator contribution values of the solutions. In [17] , Inverted Generational Distance (IGD) indicator-based evolutionary algorithm for MaOPs (MaOEA/IGD) is proposed which selects individuals with the minimal total adjacent distances.
In addition, niching methods [18] can be integrated into MaOEA to facilitate and maintain the formation of many stable sub-populations within a single population. Niching methods search optima in parallel and may reduce the probability of falling into local optimum. Over the years, many niching methods have also been proposed [19] , including derating, deterministic crowding, restricted tournament selection, parallelization, clustering, clearing and speciation.
Indicator-based evolutionary algorithms are effective for solving many-objective optimization problems. Indicators are used for measuring the performance of the algorithm. When the indicator-based population selection is adopted, the purpose is to select solutions that contribute greatly to the measurement of an indicator [20] . The main limitations of the existing algorithms [15] - [17] are: (1) Hypervolume-based algorithms cost a lot of computation to calculate hypervolume values in MaOPs; (2) Both IGD and HV are indicators to evaluate the convergence and diversity of MaOEAs. When considering diversity, the selection based on IGD or HV indicator may have a negative performance in promoting convergence. Our motivation for GD indicator-based selection is that GD is a pure measure of convergence.
A. GOALS
To address the above issues, the goal of the paper is to develop a new evolutionary algorithm for many-objective optimization problems. We hope that the proposed algorithm can choose effective solutions to improve convergence and diversity through the environmental selection mechanism.
To achieve the goal, we propose two techniques. Firstly, GD is originally designed to calculate the sum of adjacent distances of solution sets obtained by different algorithms to compare which has stronger convergence. Our motivation is to introduce GD as an indicator of environmental selection process, that is, to select solutions with small adjacent distances, which can promote the convergence of the algorithm. In order to achieve it, solutions are assigned ranks by non-dominated sorting and then the individuals are selected into the next generation according to their ranks. When the number of individuals at a certain rank exceeds the number of the remaining selected individuals of the next generation, the potential solutions will be selected to enter the next generation according an improved niching method.
Secondly, in order to promote diversity, an improved niching method is proposed. Each individual will only compare the adjacent distance with the individuals with the same niche and one which has the minimal distance will be chosen. Meanwhile, in order to eliminate the influence of the order of comparison, a new comparison algorithm is proposed to solve the problem. The comparison algorithm is not affected by the order of individual comparison, and those solutions with good diversity will get a higher rank even if the competitiveness of their adjacent distances is not enough.
B. ORGANIZATION
The reminder of the paper is outlined as follows. Section II describes the basic concepts of many-objective optimization problems and the existing methods. In section III, the proposed algorithm is described. Section IV shows the experiment results and analysis. Section V presents conclusions and future work directions.
II. RELATED WORK A. MANY-OBJECTIVE OPTIMIZATION CONCEPTS AND DEFINITIONS
A multi-objective optimization problem (MOP) [21] whose mathematical model can be defined as follows:
where
is the i−th minimized objective function (A MaOP is a MOP with more than three objective functions). We hope to find a feasible solution x in the decision space so that every objective function f i reaches the minimum value. The following four important definitions of MaOPs are given:
Pareto optimal: A solution x is said to be Pareto optimal if it is not dominated by any other solutions.
Pareto optimal solutions (PS): PS is a set of all Pareto optimal solutions. PS = {x ∈ X|x is Pareto optimal} In this method [16] , the hypervolume(HV) value is introduced into the co-evolution algorithm to calculate the contribution of each individual and to select the potential individuals to enter the next generation population.
The hypervolume is an indicator that is known to be pareto compliant and it has been proved that its maximization is equivalent to finding the pareto optimal set. That is, the hypervolume is obtained by computing the volume (in objective function space) of the non-dominated set of solutions Q that minimize a MaOP. For every solution i ∈ Q, a hypercube h i is generated with a reference point W and the solution i as the diagonal corner of the hypercube. The hypervolume Q of the current population P is calculated by the following formula:
The method selects the individuals according to the hypervolume indicator contribution values of the solutions. Then, the solutions that contribute the least to the hypervolume of a front are discarded. The contributing hypervolume C a of an individual a which belongs to the current population P can then be stated in the following formula:
The method effectively selects the potential individuals and shows good performance in MaOPs. However, its main limitation is that it costs a lot of computation to calculate hypervolume values in MaOPs.
C. IGD INDICATOR-BASED EVOLUTIONARY ALGORITHM FOR MAOPS (MAOEA/IGD)
Recently, MaOEA/IGD [17] is proposed which divides the individuals in the population into three ranks for selection. U is a set of uniformly generated reference points on Utopia PF.
Individual a is ranked as 1 if it dominates at least one solution in U . Individual a is ranked as 2 if it non-dominates by all the solutions in U . Individual a is ranked as 3 if it is dominated by all the solutions in U , or dominated by a part of solutions in U but non-dominated to the remaining solutions.
The selection mechanism of the algorithm is to select individuals by rank first. When the number of individuals at a certain rank exceeds the number to be retained, individuals which have the minimal total adjacent distances to the reference points are selected. The method for calculating adjacent distances will be given in the following paragraphs.
In general, the Invert Generational Distance (IGD) indicator is derived from the following formula:
where u is an element in U that represented the objective vector of a reference point. V is the set of objective vectors, and dist(u, V ) is the nearest distance from u to V . The set of the distances from all points in U to an individual is called the adjacent distance of that individual. Since one individual consists of multiple distances, in order to find individuals with total minimal distances to U , it is a linear assignment problem (LAP) and the Hungarian method is used for solving the LAP. Among the existing indicators of MaOEAs, Generational Distance (GD) is a pure measure of convergence, and it is easy to select individuals with small adjacent distances into the next generation in the selection process. However, experimental selection based on GD may lead to poor diversity. Therefore, the proposed algorithm based on GD with an improved niching method maintains diversity while improving convergence.
III. PROPOSED ALGORITHM
In this section, the proposed generational distance indicatorbased evolutionary algorithm with an improved niching method for many-objective optimization problems (GD/MaOEA) is presented. We first outline the overall algorithm. Then the details of each step in the algorithm are illustrated.
A. OVERALL ALGORITHM
where N is the population size. The offspring t are obtained by crossover and mutation operations. In order to get P t+1 , N solutions need to be selected from F t = P t ∪ Offspring t .
On the one hand, by traditional non-dominated sorting, let F i t be a set of individuals with rank i and the size of the
can be seen that the non-dominated sorting loses its effectiveness in F r t and can not identify the solutions. Actually, in manyobjective optimization problems, with the number of objectives increasing, non-dominated sorting may lose the ability to distinguish individuals with rank r = 1, i.e. F 1 t > N . On the other hand, the calculation method of the score of GD is given by the following formula:
where p i is an element in P t that represents the objective vector of an individual, and U is a set of uniformly generate reference points on Ideal PF. dist(p i , U ) is the nearest distance from p i to U . dist(p i , U ) is defined as the adjacent distance of p i . GD is originally designed to calculate the sum of adjacent distances of solution sets obtained by different algorithms to compare which algorithm has stronger convergence.
Referring to the calculation method of GD, choosing those individuals with small adjacent distances to enter P t+1 in F r t can enhance the convergence pressure. This is the main motivation of the proposed algorithm.
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Algorithm 1: GD/MaOEA 1 P 0 ← Randomly initialize the population 2 Assign ranks by non-dominated sorting 3 U ← Uniformly generated reference points [22] 4 t ← 0 5 while the termination condition is not satisfied do 6 Offspring t ← Generate offspring from P t (see section IV-B)
The overall algorithm is outlined in Algorithm 1. U is a set of uniformly generate reference points which is obtained by the method proposed in [22] . Its function is to obtain a set of uniformly generate reference points U on Ideal PF by standardized deformation. Since our main works are proposed in environment selection, the framework of environmental selection is given firstly in section III-B, and the details are given in the following sections.
B. ENVIRONMENTAL SELECTION
In order to select N − r−1 i=1 |F i t | solutions into P t+1 and referring to the calculation method of GD, we hope to select those solutions with small adjacent distances from F r t . In order to calculate the adjacent distance of an individual, we need to generate a set of uniform reference points U = (u 1 , u 2 , · · · , u l ) on Ideal PF because the True PF is unknown when solving the problem (l is the size of U ). In this paper, U is obtained (see Algorithm 3) by standardizing the U obtained by the algorithm proposed in [22] .
By calculating the adjacent distances from individuals to U by Euclidean distance, some excellent solutions may get larger adjacent distances (see section III-C.2). An improved adjacent distance calculation method [23] is used to solve this problem. When the adjacent distance of each solution in F r t is calculated, selecting the solutions with the first N − r−1 i=1 |F i t | small adjacent distances may lead to the deterioration of diversity (see section III-D). In order to solve this problem, an improved niching method is proposed to maintain the diversity (see Algorithm 4) .
The framework of environmental selection is outlined in Algorithm 2. The population is assigning ranks by non-dominated sorting (see line 2 in Algorithm 2) until
The details of environmental selection are given in the following sections.
C. ASSIGN ADJACENT DISTANCES
In order to assign adjacent distances for solutions in F r t and the True PF is unknown when solving the problem, we need to generate a set of uniform reference points U on Ideal PF. In [22] , the algorithm is proposed to generate a set of reference points U . In this section, firstly, U is used to generate U on Ideal PF through standardized deformation.
Secondly, an improved method for distance calculation [23] is used to assign adjacent distances.
Finally, in order to guarantee the wideness of the Pareto front, extreme points are forced to stay by assigning low adjacent distances artificially.
1) UNIFORMLY GENERATE REFERENCE POINTS FOR GD INDICATOR
Let U = (u 1 , u 2 , · · · , u l ) be a set of uniformly generate reference points on Utopia PF. In order to get U , we first get the current worst point and ideal point from F r t = {F 
is the k−th objective function value of F i t and u k j is the k−th objective function value of u j . The smaller the adjacent distance is, the better the solution is. But in solving practical problems, we don't know its True PF in advance. For points that are better than the reference points on the Ideal PF, some of them may get larger adjacent distances.
In Fig.1 , the black solid points are the reference points on Ideal PF. p 1 − p 7 are seven candidate solutions. The line from p i to Ideal PF is the adjacent distance of p i . Obviously, the result is unreasonable and unacceptable. For example, p 4 has the best convergence but the maximum adjacent distance. p 4 should obviously get the minimum adjacent distance.
In [23] , the author modified the formula for computing
In this paper, we use this method to assign adjacent distances for solutions.
Under such a modification, the adjacent distances of the solutions better than the reference points will be 0. The solutions which non-dominate the reference points will get the adjacent distances less than the Euclidean distance. The solutions which are dominated by the reference points will remain the adjacent distances unchanged.
3) RETAIN THE EXTREME POINTS
Extreme points are the points in F r t which have the minimum value on one objective (such as p 1 and p 7 in Fig.1) . In order to further guarantee the wideness of the Pareto front, the adjacent distances of the extreme points are set artificially to −1.
D. ASSIGN NEW RANKS ACCORDING TO AN IMPROVED NICHING METHOD
Through section III-C, individuals in F r t are assigned adjacent distances. It is still unreasonable to select the solution with the first N − r−1 i=1 |F i t | small adjacent distance into P t+1 , which may lead to the deterioration of diversity. Fig.2 takes a biobjective optimization problem to explain this phenomenon. As is shown in Fig.2 10 − p 12 will be preferred because they have smaller adjacent distances than p 9 and p 13 . Although p 10 , p 11 , and p 12 are closer to the Ideal PF, they are located in a crowded region. In order to get a set of uniformly distributed solutions, an improved niching method is proposed to maintain the diversity.
In [6] , a niching method based on the angles between each pair of candidate solutions is proposed to maintain the diversity. By setting the size of the niche that each individual belongs to, each solution only compares with the solutions in its niche.
Let θ be the size of the niche that each individual belongs to. In [6] , θ is set to the i-th minimum value of the unique values of the minimum angles between each pair of candidate solutions, where i = N − Next, an example is given to illustrate the impact of the setting of θ on diversity. Then a method is designed to assign new ranks for individuals, which is not affected by the order of comparison. Fig.3 takes a bi-objective optimization problem to illustrate the motivation of setting θ . As is shown in Fig.3 , there are six individuals p 15 − p 20 . Assuming that three individuals are selected to enter the next generation population. In order to obtain θ , we first need to calculate the minimum angle between each individual to other individuals (as is shown in Fig.3 , the angles are 4, 2, 1, 1, 1, 5, respectively).
1) THE SETTING METHOD OF θ
In [6] , θ is set to 4. p 20 is ranked 1 because there are no solutions in its niche. If p 16 has the minimum adjacent distance among p 15 − p 19 , then only p 16 will be ranked 1 because p 15 and p 17 − p 19 are all in the niche of p 16 . A solution that will be randomly selected enters the next generation population. Therefore, when individuals with rank 1 are less than N − r−1 i=1 |F i t |, it is not conductive to the preservation of diversity.
In this paper, we choose the i−th (i is equal to N − r−1 i=1 |F i t |) minimum angle to set to θ . In this way the selected solutions are no less than N −
t |, the last rank of individuals will repeat the environmental selection (see line 14 in Algorithm 2). It should be pointed out that this iteration selection will not end up in a dead cycle. The worst situation of iteration is to select one individual from two individuals.
2) A NEW COMPARING METHOD TO ASSIGN NEW RANKS
In addition, the order of comparison among individuals may lead to assign unreasonable ranks. Fig.4 takes a bi-objective optimization problem to illustrate the influence of comparison order on assigning ranks, and then our method is given to eliminate the influence of comparison order.
As is shown in Fig.4 In order to maintain diversity, p 21 and p 23 should be given smaller ranks.
When an unranked solution exists in a niche and the optimal solution in the niche is not ranked, the optimal solution is ranked as 1 while the other solutions are ranked as 2. If the optimal solution has been ranked, the other solutions are ranked as the rank of the optimal solution plus 1. When the order of comparison is p 21 23 can not get a higher rank.
In order to eliminate the influence of comparison order and assign a higher rank to the solutions with good diversity, the comparison method of the niching method is given in Algorithm 4.
In Algorithm 4, all solutions are initialized with r 1 = |F r t |. The current rank r 2 is equal to 1. A solution can only be compared with solutions that have the same rank. (1) If a solution is not optimal compared with the solutions with rank r 1 , skip it first. (2) If a solution is optimal compared with the solutions with rank r 1 , the rank of them will be added by 1 and it will be ranked as r 2 . (3) Repeat (1)- (2) 
E. TIME COMPLEXITY ANALYSIS
When the number of the first level of non-dominated solutions is P t ∪ Offspring t , that is, non-dominated sorting loses its effect.
Generally speaking, assuming 2N = P t ∪ Offspring t , the proposed algorithm needs to select N solutions from 2N solutions. In the worst case, if θ of the niching method is set to the minimum angle of the minimum angles between each pair of candidate solutions, only one individual is discarded at a if dist i is smallest among the solutions with rank j in the niche of P r i t then 11 Ranks i = k
12
The rank of the solutions with rank j in the niche of P 
IV. EXPERIMENT RESULTS

A. BENCHMARKS
To evaluate the performance of the proposed algorithm GD/MaOEA, we test it on the widely used DTLZ [24] test suite and MaF [25] test suite.
B. GENETIC OPERATORS
The simulated binary crossover and polynomial mutation are employed to generate offsprings. Specifically, the probability of crossover is set to 1, and the probability of mutation is set to 1/n (where n is the number of decision variables). The distribution indexes of crossover and mutation are set to 20.
C. PERFORMANCE METRICS
In the experiment, the Inverted Generational Distance(IGD) [26] and Pure Diversity (PD) [27] are chosen as the performance metrics. All the experiments are implemented on the PlatEMO [28] . IGD metric is an indicator to measure the convergence and diversity of an solution set. The smaller the IGD value is, the better the performance is. PD metric is an indicator to measure the diversity of an solution set. The larger the PD value is, the better the diversity is.
D. PARAMETER SETTINGS
All the test problems with 5, 10, 15 objectives are considered, and the population size is set to 100 for all problems. Each algorithm runs 30 times independently for each test problem and the maximal number of function evaluations is set to 50,000.
Moreover, Mann-Whitney-Wilcoxon Rank-Sum test [29] with a 5% significance level is used as the statistical approach to compare the mean IGD with other algorithms. ''+'', ''−'' and ''≈'' indicate that the result is significantly better, significantly worse and statistically similar to that obtained by GD/MaOEA, respectively.
E. STATE OF THE ART ALGORITHMS
In order to verify the performance of GD/MaOEA, the state of the art algorithms NSGA-III [2] , KnEA [30] , MOEA/D [10] , HypE [15] and MOMBI-II [31] are selected to compare with GD/MaOEA.
(1) NSGA-III [2] : NSGA-III uses a set of reference points to generate reference vectors. In order to maintain diversity, those candidate solutions close to the reference vectors are selected for the next generation.
(2) KnEA [30] : The basic idea of KnEA is that knee points are naturally most preferred among non-dominated solutions if no explicit user preferences are given. A bias toward the knee points in the non-dominated solutions in the current population is shown to be an approximation of a bias toward a large hypervolume.
(3) MOEA/D [10] : MOEA/D decompose m objectives into a set of single-objective optimization problems, and each subproblem is constrained by corresponding reference vectors in its neighborhood.
(4) HypE [15] : HypE is an indicator based algorithm. HypE uses the Monte Carlo simulation to estimate the Hypervolume (HV) value. This enables the user to make a tradeoff between accuracy and computation time.
(5) MOMBI-II [31] : MOMBI-II is an indicator based algorithm. MOMBI-II presents an improved version of a MOEA based on the R2 indicator, which uses the achievement scalarizing function and statistical information about the population's proximity to the true Pareto optimal front. 
F. EXPERIMENT RESULTS
1) DTLZ TEST SUITE
A m-objective test problem in DTLZ has k + m − 1 decision variables. k is set to 5 for DTLZ1, and 10 for DTLZ2-DTLZ4. The mean values and the standard deviations of IGD results for DTLZ1-DTLZ4 are listed in Table 1 . The cell which contains the best IGD value for each problem would be a grey colored background. The mean values and the standard deviations of PD results for DTLZ1-DTLZ4 are listed in Table 2 . The cell which contains the best PD value for each problem would be a grey colored background.
For the DTLZ1 problem, MOEA/D and GD/MaOEA achieve the best IGD value. GD/MaOEA has the best PD value for the 5 and 15 objective instances, and KnEA achieves the best PD value for the 10 and 15 objective instances. DTLZ1 is a linear and multimodal problem, and our algorithm shows good convergence and diversity on this test problem.
For the DTLZ2 problem, MOEA/D has the best IGD value for the 5 and 10 objective instances, and KnEA achieves the best IGD value for 15 objective instances. Our algorithm gets the better IGD value for 10 objective instances than NSGA-III, HypE and MOMBI-III. As for the PD value, GD/MaOEA always shows the best performance. This is mainly due to the good diversity of the niching method.
Our algorithm shows medium convergence and the best diversity on DTLZ2 problem.
The local optimal pareto fronts of DTLZ3 increases exponentially with the number of objectives, which may weaken the convergence ability of the algorithm. For the DTLZ3 problem, the best IGD value is achieved by GD/MaOEA for 5 objective instances, MOEA/D for 10 objective instances and MOMBI-II for 15 objective instances. GD/MaOEA gets the best PD value for 5 and 15 objective instances and KnEA achieves the best PD value for 10 objective instances.
For the DTLZ4 problem, KnEA gets the best IGD value for 15 objective instances which is similar to that obtained by GD/MaOEA. In addition, GD/MaOEA obtains the best IGD value and the best PD value for all instances. The result shows the effectiveness of our niching method. This is due to that the main challenge for the DTLZ4 problem is maintaining the diversity of the population, which is caused by a nonuniform density of solutions. Our algorithm shows the best performance on this test problem.
2) MAF TEST SUITE
The mean values and the standard deviations of IGD results for MaF1, MaF2, MaF4, MaF6, MaF9, MaF13 are listed in Table 3 . The cell which contains the best IGD value for Table 4 . The cell which contains the best PD value for each problem would be a grey colored background.
For the MaF1 problem, KnEA achieves the best IGD value for 5 and 10 objective instances. GD/MaOEA has the best IGD value for 15 objective instances and gets the better IGD values than NSGA-III, MOEA/D, HypE, MOMBI-II for the MaF1 problem. As for the PD value, KnEA achieves the best value for 5 and 15 objective instances and GD/MaOEA achieves the best value for 5 and 10 objective instances. MaF1 is a linear problem and has no single optimal solution in any subset of objectives, and our algorithm shows medium performance on this test problem.
For the MaF2 problem, KnEA achieves the best IGD value for 10 and 15 objective instances. GD/MaOEA has the best IGD value for 5 objective instances and gets the better IGD values than NSGA-III, MOEA/D, HypE, MOMBI-II for the MaF1 problem. As for the PD value, GD/MaOEA always achieves the best value. MaF2 is a concave problem and has no single optimal solution in any subset of objectives. Our algorithm shows medium performance on this test problem.
For the MaF4 problem, GD/MaOEA always achieves the best IGD value. For the 15 objective instances, KnEA gets the IGD value which is similar to that obtained by GD/MaOEA. GD/MaOEA gets the best PD value for 5 objective instances and KnEA achieves the best PD value for 10 and 15 objective instances. MaF4 is a concave and multimodal problem and our algorithm shows good convergence and diversity on the MaF4 problem. For the MaF6 problem, GD/MaOEA achieves the best IGD value and the best PD value for 5 objective instances. MOEA/D achieves the best IGD value for 10 and 15 objective instances. KnEA achieves the best PD value for 10 and 15 objective instances. In order to visualize the performance, Fig.5 shows the Pareto front obtained by these algorithms for 5 objective instances. As is shown in Fig.5 , HypE and MOMBI-II converge to a small number of optimal solutions. NSGA-III, KnEA and MOEA/D have issues with maintaining diversity.
For the MaF9 problem, GD/MaOEA always achieves the best IGD value. GD/MaOEA gets the best PD value for 5 and 10 objective instances and KnEA achieves the best PD value for 10 objective instances. MaF4 is a concave and degenerate problem. Our algorithm shows good convergence and diversity on the MaF4 problem.
For the MaF13 problem, GD/MaOEA always achieves the best IGD value and the best PD value. Maf13 is a concave, unimodal, nonseparable, and degenerate problem. Our algorithm shows the best performance on this test problem.
V. CONCLUSION
In this paper, we proposed a generational distance indicatorbased evolutionary algorithm with an improved niching method (GD/MaOEA) for solving many-objective optimization problems. In the environment selection, the first selection was based on Pareto dominance. Then, when the same rank of individuals exceeded the number of individuals to be retained, we used the calculation method for GD to assign the adjacent distance for individuals. In order to obtain the Ideal PF, we found the worst point and ideal point to construct the reference points. In addition, the individuals were assigned new ranks by their adjacent distances. Finally, with an improved niching method, the potential solutions were selected by the iterative selection.
In order to evaluate the effectiveness of the proposed algorithm, experiments on DTLZ1-DTLZ4 and MaF1, MaF2, MaF4, MaF6, MaF9 and MaF13 were carried out with the state of the art algorithms. The performance of these algorithms was measured by performance metrics IGD and PD. Moreover, in order to observe the Pareto front obtained intuitively, we drew the solution set corresponding to the median IGD value for 5 objective MaF6 test problem. The experimental results showed the great effectiveness of the proposed algorithm.
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