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1. Introduction
Lie symmetry methods have proven to be very effective for the computation of fundamental so-
lutions for linear PDEs. Though symmetry analysis can be used to obtain fundamental solutions for
elliptic and hyperbolic problems, they are especially useful for parabolic PDEs on the real line. In this
situation, a number of different methods are available, each of which has its own strengths and limi-
tations. The paper [14] and the book [2] present two different approaches to this problem.
For parabolic problems in one space dimension, the papers [5] and [7] show how to construct
classical integral transforms of the desired fundamental solutions, using an SL(2,R) or Heisenberg
group symmetry. In this approach, the group parameter is interpreted as a transform parameter. For
a parabolic problem, each spatial variable requires a corresponding one parameter subgroup. Obvi-
ously with only one spatial variable, we only need a single one parameter subgroup of the symmetry
group to produce an appropriate integral transform.
✩ Note: The major results in this paper are taken from Lennox’s PhD thesis [21].
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symmetry, but there is a major obstacle. The symmetry group is often not rich enough to compute
the full fundamental solution by the established symmetry methods, though there are obviously im-
portant classes of problems for which this is possible. For example, the paper [20] shows that group
invariant solution techniques give fundamental solutions p(t, x, y, ξ, η) for equations on R2 of the
form
ut = u + A(x, y)u, (1.1)
only in certain special cases. However for many of these cases the PDE is of the form ut = (Lx + L y)u,
with [Lx, L y] = 0, so that et(Lx+L y) = etLxetL y . Thus the fundamental solution is just the product of two
one-dimensional fundamental solutions. For equations where + A(x, y) = Lx+ L y , only p(t, x, y,0,0)
was obtained, not the full kernel.
Equations of the form (1.1) for n  2 typically only have SL(2,R) × R as the symmetry group.
Our major aim then is to obtain a fundamental solution for (1.1) by Lie symmetry analysis when
the symmetry group at least contains SL(2,R) or the Heisenberg group. For n = 2 the problem can
be regarded as completely solved and in higher dimensions useful expressions can be obtained. The
integration of symmetries is fundamental to our analysis. Indeed, this work can be seen as extending
the connections between Lie symmetry analysis and harmonic analysis that have been developed in
papers such as [6,3,7].
In the next section we discuss the symmetries that we need and the background material, deﬁning
our notion of fundamental solution. In Section 3 we consider some Fourier transform results in the
case when the PDE also has Heisenberg group symmetries. In Sections 4 and 5 we discuss methods
for ﬁnding fundamental solutions in the case when we only have SL(2,R) symmetries and Section 6
contains applications to representation theory. Examples are given throughout to illustrate the re-
sults.
The authors wish to thank the Australian Research Council, St. George’s Bank Ltd and Professor
Eckhard Platen.
2. Some mathematical preliminaries
2.1. Fundamental solutions
Schwartz deﬁned a fundamental solution of a linear PDE Lu = 0 to be a distribution E such that
LE = δ, where δ is a Dirac measure [28]. However, for PDEs for which we typically want to solve a
Cauchy problem, another deﬁnition is more useful. In the parabolic case [13] we have the following:
Deﬁnition 2.1. Let L(x, D) be a linear elliptic partial differential operator on Ω ⊆ Rn . A function
p(t, x, y) is a fundamental solution of the parabolic equation
ut = L(x, D)u, Ω ⊆ Rn, (2.1)
if for each t > 0, y ∈ Ω it satisﬁes (2.1) and the function u(x, t) = ∫
Ω
f (y)p(t, x, y)dy is a solution
of (2.1) satisfying limt→0+ u(x, t) = f (x) for all f ∈ D(Ω).
Equivalently we require that p(0, x, y) = δ(x− y), see p. 151 of [24]. To connect Deﬁnition 2.1 and
that of Schwartz, observe that if E is a tempered distribution acting on test functions φ by Eφ = (E, φ)
and LE = δ, then u = (E, φ) satisﬁes Lu = φ. Conversely, if p is a fundamental solution of a parabolic
equation according to Deﬁnition 2.1, we can show (Friedman [13], Chapter 1), that the inhomogeneous
problem
ut = L(x, D)u + g(x, t), u(x,0) = f (x), x ∈ Ω, (2.2)
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u(x, t) =
∫
Ω
f (y)p(t, x, y)dy +
t∫
0
∫
Ω
g(y, s)p(t − s, x, y)dy ds. (2.3)
Thus Deﬁnition 2.1 captures the essential property of allowing us to solve inhomogeneous problems,
while also recovering the initial data. Deﬁnition 2.1 is also natural from the point of view of stochas-
tic calculus, since the transition density for an Itô process is the fundamental solution in the sense
of Deﬁnition 2.1 of the Kolmogorov backward equation for the process, which is also a probability
density [19].
Fundamental solutions are of course not in general unique, since we only require that an initial
condition be satisﬁed [24]. Indeed by linearity, if v is a solution of (2.1) and limt→0+ v(x, t) = 0, then
p(t, x, y) + v(x, t)δ(y) will be a second fundamental solution. Different boundary conditions lead to
different fundamental solutions. To illustrate, consider the PDE
ut = uxx + 2ax
2+ axux, x ∈ [0,∞). (2.4)
In [5], a fundamental solution of (2.4) was found to be
q(t, x, y) = 1
t
2+ ay
(2+ ax)
√
x
y
exp
(
− x+ y
t
)
I1
(
2
√
xy
t
)
, (2.5)
where I1 is the usual modiﬁed Bessel function (see [23], p. 249). The solution u(x, t) =∫∞
0 f (y)q(t, x, y)dy satisﬁes the absorbing boundary condition u(0, t) = 0. A second fundamental
solution is
p(t, x, y) = exp(−
x+y
t )
(1+ 12ax)t
[(√
x
y
+ a
2
√
xy
)
I1
(
2
√
xy
t
)
+ tδ(y)
]
. (2.6)
This fundamental solution has the property that
∫∞
0 p(t, x, y)dy = 1, so it deﬁnes a probability den-
sity with a continuous and a distributional part. The methods described in this paper allow us to
construct more than one fundamental solution for important classes of multi-dimensional PDEs. Ob-
viously the fundamental solution used depends on the problem to be solved.
2.2. The symmetries of ut = u + A(x)u
The PDEs we study are of the type (1.1). These can be transformed into
vt = v + 2∇φ · ∇v + B(x)v, (2.7)
by letting u = eφv . This change of variables produces
vt = v + 2∇φ · ∇v +
(
φ + |∇φ|2 + A(x))v, (2.8)
which is of the type (2.7) with B(x) = φ + |∇φ|2 + A(x). For n = 2 symmetries of (1.1) were found
by Finkel [12]. The calculations for n = 3 are in [21]. The components of 2∇φ are called the drift
functions. Other changes of variables will allow different diffusions to be studied.
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A(x) = 1
x21
k
(
x2
x1
, . . . ,
xn
x1
)
+
n∑
i=1
(
cix
2
i + aixi
)+ E, (2.9)
where k is an arbitrary continuous function and c1, . . . , cn , a1, . . . ,an and E are arbitrary constants.
The substitution v = eEtu removes E . If A is of this form then (1.1) has nontrivial symmetries. A basic
result follows.
Proposition 2.2. Let u be a solution of (1.1) and let ai = ci = E = 0 for all i in (2.9). Then for   0, so is
u˜(x, t) = 1
(1+ 4t)n/2 exp
(−‖x‖2
1+ 4t
)
u
(
x1
1+ 4t , . . . ,
xn
1+ 4t ,
t
1+ 4t
)
.
Proof. The symmetry v=∑ni=1 4xit∂/∂xi + 4t2∂/∂t − (‖x‖2 + 2nt)u∂/∂u of the given PDE is obtained
by Lie’s method. Now exponentiate the vector ﬁeld. 
A simple change of variables leads to the following result.
Corollary 2.3. Suppose that φ + |∇φ|2 + A(x) = B(x), with E = ci = ai = 0 for all i and u satisﬁes ut =
u + 2∇φ · ∇u + B(x)u. Then for   0,
u˜(x1, . . . , xn, t) = 1
(1+ 4t)n/2 exp
(−‖x‖2
1+ 4t + φ
(
x1
1+ 4t , . . . ,
xn
1+ 4t
)
− φ(x1, . . . , xn)
)
× u
(
x1
1+ 4t , . . . ,
xn
1+ 4t ,
t
1+ 4t
)
is also a solution.
The symmetries when the constants ci , ai are nonzero are slightly more complicated and those
needed will be given later.
2.3. Solving the equation for drifts
Let us focus on the n = 2 case. To solve
φxx + φyy + φ2x + φ2y +
1
x2
k
(
y
x
)
= 0, (2.10)
we can let φ = lnw , which will linearize the equation. Another approach is to let φ(x, y) = Φ(r),
with r = y/x, so that (1 + r2)Φrr + 2rΦr + (1 + r2)Φ2r + k(r) = 0. We then let Φr = G ′/G and obtain
(1 + r2)G ′′ + 2rG ′ + k(r)G = 0. To illustrate, the choice k(r) = −2/r2 leads to G(r) = (c1 + c2(r −
tan−1 r))/r, and so
φx = − y
x3
G ′(y/x)
G(y/x)
= (c1x
2 + c2 yx+ c1 y2 − c2(x2 + y2) tan−1(y/x))
x(x2 + y2)(c1x+ c2 y − c2x tan−1(y/x)) ,
φy = 1
x
G ′(y/x)
G(y/x)
= − x(c1x
2 + c2 yx+ c1 y2 − c2(x2 + y2) tan−1(y/x))
y(x2 + y2)(c1x+ c2 y − c2x tan−1(y/x)) .
Other cases can also be handled by variations of these methods.
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In [6] it was proved that if ut = A(x, t)uxx + B(x, t)ux + C(x, t)u has at least a four-dimensional
symmetry group, we can always ﬁnd a point symmetry which maps a nonzero solution to a Fourier
or Laplace transform of a fundamental solution. Typically we use stationary solutions, if they are
available. This method has many attractive features. We can obtain transition probability densities for
Itô diffusions, as well as multiple fundamental solutions very eﬃciently. See [5] and [9] for examples.
In higher dimensions, there are cases where we can also ﬁnd integral transforms of fundamental
solutions via symmetry. Let us consider an interesting example involving a multi-dimensional process
that appears to be new.
Example 3.1 (A generalization of Bessel processes). Let (B1t , . . . , B
n
t ) be a standard n-dimensional Brown-
ian motion, and consider the distance from the origin, Zt =
√
(B1t )
2 + · · · + (Bnt )2. Zt is an n-dimen-
sional Bessel process. A standard reference for such processes is Revuz and Yor [25]. The Itô formula
shows that dZt = a/Zt dt + dWt , a = (n − 1)/2, W is a standard Brownian motion. We study a gener-
alization of this process, speciﬁcally X = (X1t , . . . , Xnt ), where
dXit =
2ai
a1X1t + · · · + an Xnt
dt + √2dW it , Xt > 0, i = 1,2,3, . . . ,n,
with ai > 0, i = 1,2, . . . ,n. We begin with the n = 2 case, introducing the function φ(x, y) =
ln(ax+ by) where a and b are constants, which we assume to be real and positive. The equation
ut = uxx + uyy + 2a
ax+ by ux +
2b
ax+ by uy (3.1)
has SL(2,R) × R as its symmetry group. Consider the symmetry of Corollary 2.3. Taking u = 1 gives
the solution
U(x, y, t) = e
−φ(x,y)
1+ 4t exp
(
− x
2
1+ 4t −
 y2
1+ 4t + φ
(
x
1+ 4t ,
y
1+ 4t
))
.
An interesting feature of this symmetry is that if we let
U δ(x, y, t) =
(ax(1+ 4δt) + by(1+ 4t))
(ax+ by)((1+ 4δt)(1+ 4t)) 32
exp
( −δy2
1+ 4δt −
x2
1+ 4t
)
then this is also a solution of (3.1), with U (x, y, t) = U(x, y, t). It satisﬁes the initial condition
U δ(x, y,0) = exp(−x2 − δy2). So we look for a fundamental solution p(t, x, y, ξ, η) such that
∞∫
0
∞∫
0
exp
(−ξ2 − δη2)p(t, x, y, ξ,η)dξ dη = U δ(x, y, t). (3.2)
This is a generalized Laplace transform. We convert it to a Laplace transform by letting ξ2 = z, η2 = w .
So that
∞∫ ∞∫
exp(−z − δw)p(t, x, y,√z,√w ) dzdw
4
√
zw
= U δ(x, y, t).
0 0
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√
z,
√
w ) = 4√zwL−1[U δ(x, y, t)], where L is the two-dimensional Laplace
transform. The inversion is straightforward with the aid of tables and we have
p(t, x, y, ξ,η) = 1
πt(ax+ by) exp
(
− x
2 + y2 + ξ2 + η2
4t
)
×
[
aξ sinh
(
xξ
2t
)
cosh
(
yη
2t
)
+ bη cosh
(
xξ
2t
)
sinh
(
yη
2t
)]
. (3.3)
This is a fundamental solution of (3.1). Notice that U 00(x, y, t) = 1 and (3.2) imply that
∫∞
0
∫∞
0 p(t,
x, y, ξ, η)dξ dη = 1. Thus (3.3) is also a probability density and hence is the transition density for the
two-dimensional process
dXt = 2a
aXt + bYt dt +
√
2dW 1t , dYt =
2b
aXt + bYt dt +
√
2dW 2t , (3.4)
where both a,b > 0.
Corollary 3.1. The joint density of a two-dimensional Bessel process and a one-dimensional reﬂected standard
Brownian motion is
p(t, x, y, ξ,η) = 2
πtx
exp
(
− x
2 + y2 + ξ2 + η2
4t
)
ξ sinh
(
xξ
t
)
cosh
(
yη
t
)
.
Proof. Take b → 0 and let t → 12 t . The factor of 1/2 is needed since the Kolmogorov backward equa-
tion for a Bessel process has a factor of 1/2 multiplying the Laplacian. 
By a similar calculation we can ﬁnd the transition probability density for
dXit =
2ai
a1X1t + · · · + an Xnt
dt + √2dW it , Xi0 = xi, i = 1, . . . ,n, (3.5)
with ai > 0, i = 1,2, . . . ,n.
Proposition 3.2. The associated transition density for the n-dimensional process Xt = (X1t , . . . , Xnt ) satisfy-
ing (3.5), may be found by inverting the n-dimensional generalized Laplace transform
U (x1, . . . , xn, t;1, . . . , n) =
n∏
k=1
1√
1+ 4kt
exp
(
−
n∑
i=1
i x2i
1+ 4it
)
× exp
(
φ
(
x1
1+ 41t , . . . ,
xn
1+ 4nt
)
− φ(x1, . . . , xn)
)
,
where φ(x1, x2, . . . , xn) = log(a1x1 + · · · + anxn).
Proof. One easily checks that U is a Laplace transform and a solution of the Kolmogorov backward
equation for the diffusion. That the inverse transform integrates to one can be readily checked and
we also may easily show (see the proof of Theorem 3.5), that the inverse Laplace transform is a
fundamental solution. 
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pendent reﬂected Wiener processes by taking a2 = · · · = an = 0.
There is another connection between this n-dimensional process and the standard Bessel process.
Lemma 3.4. If Zt =
√∑n
i=1(Xit)2 , where
dXit =
2ai
a1X1t + · · · + an Xnt
dt + √2dW it , Xi0 = xi, i = 1, . . . ,n, (3.6)
then up to a constant scale factor, Zt is an n-dimensional Bessel process.
Proof. This is just an application of the Itô formula. 
This example is instructive, but the problem of obtaining integral transforms when we only have
SL(2,R) symmetries is not yet fully resolved. For Heisenberg group symmetries, the situation is easier.
Example 3.2. The two-dimensional heat equation has a two-parameter symmetry group acting by
U,δ(x, y, t) = exp
(−x− δy + (δ2 + 2)t)u(x− 2t, y − 2δt, t). (3.7)
In [6], it is shown that these symmetries come from an action of the Heisenberg group.1 Now with
u = 1, we argue that there should be a fundamental solution p with the property that
∞∫
−∞
∞∫
−∞
U,δ(ξ,η,0)p(t, x, y, ξ,η)dξ dη = U,δ(x, y, t), (3.8)
which is the same as
∫
R2
exp(−ξ − δη)p(t, x, y, ξ,η)dξ dη = exp(−x− δy + (δ2 + 2)t).
Making the replacement  → i and δ → iδ gives
∫
R2
exp(−iξ − iδη)p(t, x, y, ξ,η)dξ dη = exp(−ix− iδy − (δ2 + 2)t),
which is the two-dimensional Fourier transform of the heat kernel.
Whenever there are Heisenberg group symmetries, it is always possible to ﬁnd such Fourier trans-
forms.
1 The Heisenberg group is R2n × R with product (x, y, z)(x′, y′, z′) = (x+ x′, y + y′, z + z′ + 12 (x · y′ − x′ · y)).
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ut = u + 2∇φ · ∇u + B(x)u, x ∈ Rn, (3.9)
where φ is a solution of the quasi-linear PDE
φ + |∇φ|2 + A(x) = B(x),
and A(x) =∑ni=1 aixi + an+1 . Suppose also that u0 is a nonzero solution such that as a function of  ,
K (t, x, ) = exp
(
−i
n∑
k=1
k
(
xk − akt2
)− n∑
k=1
2k t + z(x, t, )
)
u˜0(x, , t)
is in L1(Rn)∩ C2(Rn). Here u˜0(x, , t) = u0(x1 −2i1t, . . . , xn −2int, t) and z(x, t, ) = φ(x1 −2i1t, . . . ,
xn − 2int) − φ(x1, . . . , xn). Then there is a fundamental solution p(t, x, y) of (3.9) such that
∫
Rn
exp
(
−i
n∑
k=1
k yk
)
p(t, x, y)u0(y,0)dy = K (t, x, ). (3.10)
Proof. Eq. (3.9) has Lie symmetries coming from an action of the Heisenberg group given by
n∏
k=1
ρ
(
exp(ikvk)
)
u(x, t) = exp
(
−i
n∑
k=1
k
(
xk − akt2
)− n∑
k=1
2k t
)
× exp(z(x, t, ))u(x1 − 2i1t, . . . , xn − 2int, t),
and so K (t, x, ) is a solution of (3.9), with initial value K (0, x, ) = exp(−i∑nk=1 kxk)u0(x,0). Since
K (t, x, ) is integrable deﬁne
P (t, x, y) = 1
(2π)n
∫
Rn
exp
(
i
n∑
k=1
k yk
)
K (t, x, )d. (3.11)
As K ∈ L1(Rn) ∩ C2(Rn), the Fourier transform of P exists (see Chapter 7, [30]). Now we let u(x, t) =∫
Rn
ϕ()K (t, x, )d , where ϕ is a test function of suitably rapid decay. Notice that
u(x,0) =
∫
Rn
ϕ()exp
(
−i
n∑
k=1
kxk
)
u0(x,0)d
= u0(x,0)Φ(x),
where Φ is the Fourier transform of ϕ .
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∫
Rn
Φ(y)P (t, x, y)dy =
∫
R2n
ϕ()P (t, x, y)exp
(
−i
n∑
k=1
k yk
)
d dy
=
∫
R2n
ϕ()P (t, x, y)exp
(
−i
n∑
k=1
k yk
)
dy d
=
∫
Rn
ϕ()K (t, x, )d = u(x, t).
Thus integrating Φ against P produces a solution with u(x,0) = u0Φ . Hence P (t, x, y) =
p(t, x, y)u0(y,0), where p is a fundamental solution. 
Example 3.3. We ﬁnd a fundamental solution of
ut = uxx + uyy + (ax+ by + c)u, (x, y) ∈ R2. (3.12)
Using the ansatz u(x, y, t) = exp(A(t)x + B(t)y + C(t)) we obtain the solution u(x, y, t) =
exp( 13 t((a
2 + b2)t2 + 3c + 3(ax + by))). Theorem 3.5 implies that there is a fundamental solution
given by
p(t, x, y, ξ,η) =
∫
R2
exp
(
1
3
(
a2 + b2)t3 + cti(ξ − x) + i(η − y)δ)
× exp([b(y − itδ) + a(x− it) − (δ2 + 2)]t)dμ
= 1
4πt
exp
(
1
12
(
a2 + b2)t3 + ct − (x− ξ)2 + (y − η)2
4t
)
× exp
(
t
2
(
a(x+ ξ) + b(y + η))),
with dμ = d dδ/(2π)2. By applying Theorem 3.5 to a nonzero solution of the form u(x, t) = exp(A(t) ·
x+ B(t)), x ∈ Rn , it can be shown that
p(t, x, y) = e
ct
(4πt)n/2
exp
(
1
12
n∑
i=1
a2i t
3 − ‖x− y‖
2
4t
+ t
2
n∑
i=1
ai(xi + yi)
)
is a fundamental solution for the n-dimensional equation
ut = u +
(
n∑
i=1
aixi + c
)
u, x ∈ Rn. (3.13)
There is a second case when we can extract fundamental solutions by Fourier inversion.
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ut = u + 2∇φ · ∇u + B(x)u, x ∈ Rn, (3.14)
where φ is a solution of the quasi-linear PDE
φ + |∇φ|2 + A(x) = B(x),
and A(x) = − 14
∑n
k=1 ckx2k , ck > 0. Let z(x, t, ) = φ(x1 − 2i1b1(t), . . . , xn − 2inbn(t)) − φ(x1, . . . , xn),
bi(t) = c−1/2i sinh(
√
cit). Suppose also that u0 is a nonzero solution such that as a function of 
K (t, x, ) = exp
(
−i
n∑
k=1
kxk cosh(
√
ckt) −
n∑
k=1
2k
sinh(2
√
ckt)
2
√
ck
)
× exp(z(x, t, ))u0(x1 − 2i1 sinh(√c1t)√
c1
, . . . , xn − 2in sinh(
√
cnt)√
cn
, t
)
is in L1(Rn) ∩ C2(Rn). Then there is a fundamental solution p(t, x, y) of (3.14) such that
∫
Rn
exp
(
−i
n∑
k=1
k yk
)
p(t, x, y)u0(y,0)dy = K (t, x, ). (3.15)
Proof. Using Lie’s algorithm, we can show that there are n point symmetries {v1, . . . ,vn} of the PDE
coming from an action of the Heisenberg which act on solutions u0 as
n∏
k=1
ρ
(
exp(ikvk)
)
u(x, t) = K (t, x, ).
The remainder of the proof proceeds along the same lines as the previous theorem. 
Remark 3.7. The case where ck < 0 can be handled by replacing cosh with cos, etc. The potential
A(x) =∑nk=1(− 14akx2k + bkxk + c) can be reduced to the previous case by completing the square and
making a change of variables of the form x→ x− α in the Fourier transform.
Different stationary solutions will typically yield different fundamental solutions, but we will not
attempt an investigation of this here, but see [21] for an example. To obtain a fundamental solution
which is also a probability density we have the following easy result.
Corollary 3.8. If B = 0, u0 = 1 in Theorems 3.5 and 3.6, the resulting fundamental solution has the property
that
∫
Rn
p(t, x, y)dy = 1.
Proof. We have
∫
Rn
exp(−i∑nk=1 k yk)p(t, x, y)dy = K (t, x, ), by Theorem 3.5, so that ∫Rn p(t, x,
y)dy = K (t, x,0) = 1 provided u0 = 1. Similarly for Theorem 3.6. 
Example 3.4. Consider the PDE
ut = u + x(6− x
2 − y2)
2 2
ux + y(6− x
2 − y2)
2 2
uy, x
2 + y2 = 2. (3.16)2(x + y ) − 4 2(x + y ) − 4
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present the result. Introduce the function
K (t, x, y, ξ,η) = 1
2π(1− e−2t) exp
(
− (x− e
tξ)2 + (y − etη)2
2(e2t − 1)
)
.
Then there is a fundamental solution
p(t, x, y, ξ,η) = LK (t, x, y, ξ,η), (3.17)
where
L = 1− 4 sinh t
x2 + y2 − 2
(
x
∂
∂ξ
+ y ∂
∂η
)
+ 4 sinh
2 t
x2 + y2 − 2
(
∂2
∂ξ2
+ ∂
2
∂η2
)
.
By Lemma 3.8 this is a probability density. It is the transition density for the Itô process with gener-
ator given by the right side of (3.16).
4. Expansions of fundamental solutions via Lie symmetries
In general, we cannot obtain integral transforms of fundamental solutions of (1.1) by symmetry.
Except for some special cases, the Lie point symmetry group for a PDE of the form
ut = u + 1
x21
k
(
x2
x1
, . . . ,
xn
x1
)
u, (4.1)
will always be SL(2,R) × R independent of n. In some cases we may extract an n-dimensional in-
tegral transform from the SL(2,R) symmetries, as Example 3.1 shows, but typically we do not have
enough one parameter subgroups and group reductions lead to a PDE rather than an ODE. Nor can
the fundamental solutions be obtained as a product of one-dimensional solutions.
Observe however that while ut = uxx + A(x)u, x ∈ R, has only two linearly independent stationary
solutions, for n 2, the PDE (4.1) has inﬁnitely many linearly independent stationary solutions. We will
combine the superposition of solutions and the integration of an SL(2,R) symmetry to produce an
explicit fundamental solution.
Let us take n = 2 and observe that the PDE
ut = uxx + uyy + 1
x2
k
(
y
x
)
u, (4.2)
possesses a Lie point symmetry acting by
u˜(x, y, t) = 1
(1+ 4t) exp
(−(x2 + y2)
1+ 4t
)
u
(
x
1+ 4t ,
y
1+ 4t ,
t
1+ 4t
)
.
Integrating this symmetry against a suitably well-behaved test function ϕ will produce the new
solution
U (x, y, t) =
∞∫
ϕ()u˜(x, y, t)d. (4.3)0
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of stationary solutions, then by taking linear combinations of solutions we can solve the PDE with an
initial condition
U (x, y,0) =
∞∑
k=1
uk(x, y)Φk
(
x2 + y2), (4.4)
where Φk is the Laplace transform of a test function ϕk .
By choosing the right stationary solutions, we can build up arbitrary initial conditions. The cal-
culations work best in polar coordinates, and one can easily convert the results back to Cartesian
coordinates.
Theorem 4.1. Suppose that K is continuous and that the Sturm–Liouville problem
L′′(θ) + (K (θ) + λ)L(θ) = 0 (4.5)
α1L(a) + α2L′(a) = 0 (4.6)
β1L(b) + β2L′(b) = 0, (4.7)
has a complete set of eigenfunctions and eigenvalues, and that the eigenvalues are all positive. Consider the
initial and boundary value problem
ut = urr + 1
r
ur + 1
r2
uθθ + K (θ)
r2
u,
r > 0, a θ  b, a,b ∈ [0,2π ],
u(r, θ,0) = f (r, θ), f ∈ D(Ω),
α1u(r,a, t) + α2uθ (r,a, t) = 0,
β1u(r,b, t) + β2uθ (r,b, t) = 0. (4.8)
Here Ω = [0,∞) × [a,b] in polar coordinates. Then there is a solution of the form
u(r, θ, t) =
∞∫
0
b∫
a
f (ρ,φ)p(t, r, θ,ρ,φ)ρ dφ dρ, (4.9)
where
p(t, r, θ,ρ,φ) = 1
2t
exp
(
− r
2 + ρ2
4t
)∑
n
Ln(φ)Ln(θ)I√λn
(
rρ
2t
)
, (4.10)
in which Ln(θ), λn, n = 1,2,3 . . . , are the normalized eigenfunctions and corresponding eigenvalues for the
given Sturm–Liouville problem.
Before proving the theorem, we require two results:
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r
√
λn exp( −r21+4t )
(1+ 4t)1+√λn =
∞∫
0
z
1
2
√
λn
4t
exp
(−(r2 + z)
4t
− z
)
I√λn
(
r
√
z
2t
)
dz.
Proof. The integral is in standard tables such as [15]. 
The next result essentially goes back to Liouville’s original work [22,1].
Proposition 4.3. For large n, the nth positive eigenvalue of the Sturm–Liouville problem of Theorem 4.1 is
λn = b¯ + a¯n2 + o(1), where a¯ and b¯ are constants depending on K .
Now we prove the main theorem.
Proof. We ﬁrst derive the result formally. The PDE has a symmetry acting by
u˜(r, θ, t) = 1
1+ 4t exp
(
− r
2
1+ 4t
)
u
(
r
1+ 4t , θ,
t
1+ 4t
)
. (4.11)
This is obtained by converting the symmetry of Proposition 2.2 to polar coordinates. We apply this
symmetry to a family of stationary solutions {un}∞n=1, which forms what is effectively an eigen-basis
for the space of functions containing the initial data. Summing over n we build up a solution and
show that this solution solves the PDE and returns the initial data at t = 0.
Such a solution is given by
u(r, θ, t) =
∑
n
∞∫
0
ψn()
1
1+ 4t exp
(
− r
2
1+ 4t
)
un
(
r
1+ 4t , θ
)
d,
for a family of test functions ψn , chosen to guarantee convergence of the integrals. The stationary
solutions are found by separation of variables. Substituting un(r, θ) = Rn(r)Θn(θ) into the Laplacian
yields the equations
r2R ′′n + rR ′n − λRn = 0, (4.12)
Θ ′′n (θ) +
(
K (θ) + λ)Θn(θ) = 0. (4.13)
We choose λn and Θn(θ) = Ln(θ) to be the eigenvalues and normalized eigenfunctions of the given
Sturm–Liouville problem, and Rn(r) = r
√
λn .
Then, if we let Ψn be the Laplace transform of ψn , we must have
u(r, θ,0) = f (r, θ) =
∑
n
Ψn
(
r2
)
r
√
λn Ln(θ). (4.14)
As the eigenfunctions of the Sturm–Liouville problem are complete we can write for each ﬁxed r
f (r, θ) =
∑
n
cn(r)Ln(θ), (4.15)
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cn(r) =
b∫
a
f (r, φ)Ln(φ)dφ. (4.16)
Comparison of these expressions for f leads to an expression for Ψn , speciﬁcally
Ψn
(
r2
)= 1
r
√
λn
b∫
a
f (r, φ)Ln(φ)dφ. (4.17)
The solution we are working with has the form
u(r, θ, t) =
∑
n
∞∫
0
ψn()
r
√
λn
(1+ 4t)1+√λn exp
(
− r
2
1+ 4t
)
Ln(θ)d.
Let us suppose that we can reverse the order of summation and integration. From Lemma 4.2 we can
rewrite the solution as
u(r, θ, t) =
∞∫
0
∞∫
0
∑
n
Ξn(z, θ, t, )exp
(
− r
2 + z
4t
− z
)
dzd
=
∞∫
0
∑
n
Ψn(z)
z
1
2
√
λn
4t
exp
(
− r
2 + z
4t
)
I√λn
(
r
√
z
2t
)
Ln(θ)dz,
where Ξn(z, θ, t, ) = ψn()(4t)−1z 12
√
λn I√λn (
r
√
z
2t )Ln(θ). The change of variables z = ρ2 gives the re-
sult
u(r, θ, t) =
∞∫
0
ρ
2t
exp
(
− r
2 + ρ2
4t
)∑
n
Ψn
(
ρ2
)
ρ
√
λn Ln(θ)I√λn
(
rρ
2t
)
dρ
=
∞∫
0
b∫
a
f (ρ,φ)
ρ
2t
exp
(
− r
2 + ρ2
4t
)∑
n
Ln(θ)Ln(φ)I√λn
(
rρ
2t
)
dφ dρ.
Here we have replaced Ψn(ρ2) with the value given by (4.17).
So we have formally derived a solution of the initial value problem. We now must show that
the series (4.10) converges and deﬁnes a fundamental solution of the PDE. To show convergence,
we use the fact that
∑∞
n=1 Ln(θ)Ln(φ)/λn converges uniformly (see p. 345 of Sagan [27]). Next, Iν(z) =
zν√
π2νΓ (ν+ 12 )
∫ π
0 cosh(z cosα) sin
2ν(α)dα (see 8.431 of [15]) leading to the bound
Iν(z)
√
π zν
2νΓ (ν + 12 )
I0(z). (4.18)
Thus
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n
Ln(φ)Ln(θ)I√λn (z)
∑
n
Ln(φ)Ln(θ)
√
π z
√
λn
2νΓ (
√
λn + 12 )
I0(z)
= I0(z)
∑
n
Ln(φ)Ln(θ)
λn
λn
√
π z
√
λn
2νΓ (
√
λn + 12 )
,
where z = rρ/2t . Now for each ﬁxed z, the asymptotic estimate of Proposition 4.3 and the ratio test
establishes the absolute convergence of 2−ν
√
π
∑∞
n=1 λknz
√
λn/Γ (
√
λn + 12 ), k 1, which immediately
implies that
∑
n
Ln(φ)Ln(θ)
λn
λn
√
π z
√
λn
2νΓ (
√
λn + 12 )
is convergent and hence the series (4.10) converges uniformly for each ﬁxed z, by Dirichlet’s test
(see Theorem 7.24 in [26]). Similarly, the relations L′′(θ) = −(K (θ) + λ)L(θ) and I ′′ν(z) = 14 (Iν−2(z) +
2Iν(z) + Iν+2(z)), and the same argument shows that the series of derivatives also converge uni-
formly. In fact the series of every derivative converges. This implies that (4.10) converges and deﬁnes
a solution of the PDE.
Next we show that (4.10) is a fundamental solution. We make use of the following well-known
integral identities:
1
2t
exp
(
− r
2 + ρ2
4t
)
I√λn
(
rρ
2t
)
=
∞∫
0
ξe−tξ2 J√λn (rξ) J√λn(ρξ)dξ (4.19)
(formula 6.633.2 of [15]); and
∫∞
0 ξ J
√
λn
(rξ) J√λn (ρξ)dξ = δ(ρ − r)/ρ (see p. 144 of [31]), the Hankel
transform inversion. Now if f has compact support then
uN(r, θ, t) =
N∑
n=1
b∫
a
∞∫
0
f (ρ,φ)Ln(φ)Ln(θ)
ρ
2t
exp
(−(r2 + ρ2)
4t
)
× I√λn
(
rρ
2t
)
dφ dρ
deﬁnes a solution of the PDE which satisﬁes the boundary conditions. We rewrite this using (4.19) to
produce
uN(r, θ, t) =
N∑
n=1
∫
Ω
∞∫
0
f (ρ,φ)Ln(φ)Ln(θ)ξe
−tξ2 j√λn(r,ρ, ξ)dξρ dφ dρ,
in which j√λn (r,ρ, ξ) = J√λn (rξ) J√λn (ρξ). At t = 0,
uN(r, θ,0) =
N∑
n=1
b∫
a
∞∫
0
f (ρ,φ)Ln(φ)Ln(θ)
δ(ρ − r)
ρ
ρ dρ dφ
=
N∑
n=1
b∫
f (r, φ)Ln(φ)Ln(θ)dφ. (4.20)a
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integration and summation using the compact support of f and the dominated convergence theorem,
while letting N → ∞. So we can conclude that the Cauchy problem for the PDE has a solution
u(r, θ, t) =
∞∫
0
b∫
a
f (ρ,φ)p(t, r, θ,ρ,φ)dφ dρ,
where p is given by (4.10). 
Remark 4.4. We can actually handle any boundary conditions for which the corresponding Sturm–
Liouville leads to orthogonal bases for L2. The result can also be extended to larger classes of initial
data. We need only check that integrating the initial data against the fundamental solution produces
a solution of the Cauchy problem.
Remark 4.5. The change of variables t → it allows us to compute fundamental solutions of the
Schrödinger equation iut = u + x−2k(y/x)u.
Consequently, from linearity and a single SL(2,R) symmetry, we can recover an exact, explicit
fundamental solution. We still have to solve a Sturm–Liouville problem, but the second order ODE
can, at least in principle, be solved by power series methods. We will brieﬂy address the practical
implementation of this result below. It is worth comparing Theorem 4.1 with the corresponding result
in [20], where only p(t, x, y,0,0) was obtained using group invariant solutions. Now we consider
some examples.
Example 4.1. We recover the heat kernel for ut = u on R2. Consider the Sturm–Liouville problem
L′′(θ) + λL(θ) = 0, with the periodic boundary conditions L(0) − L(2π) = 0, L′(0) − L′(2π) = 0. The
eigenvalues are λ = n2, n = 0,±1,±2, . . ., and the eigenfunctions are Ln(θ) = 1√2π einθ .
This gives us the following representation of the solution:
u(r, θ, t) =
∫
R2
f (ρ,φ)
ρ
4πt
∑
n∈Z
exp
(
− r
2 + ρ2
4t
)
ein(θ−φ) I|n|
(
rρ
2t
)
dφ dρ.
Now recall that exp(a cos y) = I0(a) + 2∑∞n=1 In(a) cos(ny) (formula 10.35.2 of [23]) and exp(in(θ −
φ)) + exp(−in(θ − φ)) = 2cos(n(θ − φ)). So
∑
n∈Z
exp
(
in(θ − φ))I|n|( rρ
2t
)
= I0
(
rρ
2t
)
+ 2
∞∑
n=1
cos
(
n(θ − φ))In( rρ
2t
)
= exp
(
rρ
2t
cos(θ − φ)
)
. (4.21)
So that
u(r, θ, t) =
∫
R2
f (ρ,φ)
ρ
4πt
exp
(
rρ
2t
cos(θ − φ) − r
2 + ρ2
4t
)
dφ dρ.
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U (x, y, t) =
∫
R2
f˜ (ξ,η)
1
4πt
exp
(
− (x− ξ)
2 + (y − η)2
4t
)
dξ dη, (4.22)
where f˜ is obtained from f in the obvious way.
Example 4.2. We solve ut = u, subject to u(r, θ,0) = f (r, θ) and u(r,0, t) = u(r,π/2,0) = 0. Take
Ln(θ) = (2/√π ) sin(2nθ). By Theorem 4.1, if Sn(θ,φ) = sin(2nθ) sin(2nφ) and dΩ = ρ dφ dρ , then the
solution is
u(r, θ, t) =
∞∫
0
π
2∫
0
f (ρ,φ)
2
πt
exp
(
− r
2 + ρ2
4t
) ∞∑
n=1
Sn(θ,φ)I2n
(
rρ
2t
)
dΩ.
It is well known that G(x, r) =∑n∈Z rn In(z) = exp( 12 z(r + 1/r)) (see 10.35.1 of [23]). We use this to
sum the series. Notice that
1
2
(
G(x, r) + G(x,−r))=∑
n∈Z
r2n I2n(z) = cosh
(
1
2
z
(
r + 1
r
))
. (4.23)
Setting r = eia gives 2∑∞n=1 cos(2na)I2n(z) = cosh(z cosa) − I0(z). Since 2 sin(2nθ) sin(2nφ) =
cos(2n(θ − φ)) − cos(2n(θ + φ)) we obtain
∞∑
n=1
sin(2nθ) sin(2nφ)I2n(z) = sinh(z cos θ cosφ) sinh(z sin θ sinφ).
Hence
u(r, θ, t) =
∞∫
0
π
2∫
0
f (ρ,φ)
2
πt
exp
(
− r
2 + ρ2
4t
)
sinh
(
rρ
2t
cos θ cosφ
)
× sinh
(
rρ
2t
sin θ sinφ
)
ρ dφ dρ.
In Cartesian coordinates this is
u(x, y, t) =
∞∫
0
∞∫
0
f (ξ,η)
2
πt
exp
(
− x
2 + y2 + ξ2 + η2
4t
)
× sinh
(
xξ
2t
)
sinh
(
yη
2t
)
dξ dη.
For the initial value problem with uθ (r,0, t) = uθ (r,π/2, t) = 0 the eigenfunctions are L0(θ) =√
2/π and Ln(θ) = 2cos(2nθ)/√π , n = 1,2,3, . . . . The resulting series can also be summed using the
identity
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n=1
cos(2nθ) cos(2nφ)I2n(z) = cosh(z cos θ cosφ) cosh(z sin θ sinφ).
This leads to the solution which in Cartesian coordinates is
u(x, y, t) =
∞∫
0
∞∫
0
f (ξ,η)
2
πt
exp
(
− x
2 + y2 + ξ2 + η2
4t
)
×
[
cosh
(
xξ
2t
)
cosh
(
yη
2t
)
+ 1
2
I0
(√
x2 + y2√ξ2 + η2
2t
)]
dξ dη. (4.24)
Letting t → 12 t in (4.24) gives the transition density for two-dimensional Brownian motion conﬁned
to the ﬁrst quadrant and reﬂected off the boundaries, (x,0) and (0, y).
Finally, using the generating function G(x, r) we can also show that
∑
n∈Z
r4n I4n(z) = 1
2
[
cosh
(
z
2
(
r2 + 1
r
))
+ cos
(
z
2
(
r2 − 1
r
))]
.
From this the reader can easily check that the heat equation on the wedge {x  0,0  y  x}, with
u(x,0, t) = u(x, x, t) = 0 has a fundamental solution
p(t, x, y, ξ,η) = 2
πt
exp
(
− x
2 + y2 + ξ2 + η2
4t
)
×
(
sinh
(
yη
2t
)
sinh
(
xξ
2t
)
− sinh
(
xη
2t
)
sinh
(
yξ
2t
))
.
Many problems for the heat equation can be handled by our methods.
Example 4.3. We obtain a fundamental solution for the equation
ut = uxx + uyy − A
x2 + y2 u, (x, y) = (0,0), A > 0. (4.25)
In polar coordinates the equation becomes
ut = urr + 1
r
ur + 1
r2
uθθ − A
r2
u, A > 0. (4.26)
Consider the eigenfunction problem L′′ + (−A + λ)L = 0, with L(0) − L(2π) = 0, L′(0) − L′(2π) = 0.
Here Ln(θ) = einθ /
√
2π and the eigenvalues are λn = n2 + A. Theorem 4.1 establishes that (4.26) has
a fundamental solution
p(t, r, θ,ρ,φ) = 1
4πt
exp
(
− r
2 + ρ2
4t
)∑
n∈Z
ein(θ−φ) I√
n2+A
(
rρ
2t
)
.
Summing this series appears diﬃcult, however we can obtain an analytical approximation. Sup-
pose that n is large compared to A. Then
√
n2 + A ≈ n. As n increases, the approximation improves.
Obviously
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n=−∞
ein(θ−φ) I√
n2+A(z) = I√A(z) + 2
N∑
n=1
cos
(
n(θ − φ))I√
n2+A(z)
+ 2
∞∑
n=N+1
cos
(
n(θ − φ))I√
n2+A(z).
For N suﬃciently large
∞∑
n=N+1
cos
(
n(θ − φ))I√
n2+A(z) ≈
∞∑
n=N+1
cos
(
n(θ − φ))In(z).
Also we have
∑∞
n=N+1 an =
∑∞
n=1 an −
∑N
n=1 an . This gives
∞∑
n=−∞
ein(θ−φ) I√
n2+A
(
rρ
2t
)
≈ exp
(
rρ
2t
cos(θ − φ)
)
+ I√A
(
rρ
2t
)
− I0
(
rρ
2t
)
+ 2
N∑
n=1
cos
(
n(θ − φ))(I√
n2+A
(
rρ
2t
)
− In
(
rρ
2t
))
. (4.27)
Example 4.4. We will compute a Laplace transform for two-dimensional Brownian motion, (B1t , B
2
t )
restricted to the ﬁrst quadrant and absorbed on the boundary. We let rt =
√
(B1t )
2 + (B2t )2 and let θt
be the angle that rt makes with the x axis. Let us calculate the Laplace transform
v(x, y, t) = Ex,y
[
exp
(
−μ
2
t∫
0
ds
(rsθs)2
)]
. (4.28)
We will solve
ut = urr + 1
r
ur + 1
r2
uθθ − μ
r2θ2
u,
and we impose the boundary conditions u(r,0, t) = 0 = u(r,π/2, t) = 0. The eigenfunction equa-
tion is L′′ + (−μ/θ2 + λ)L = 0, and the solution is given by L(θ) = c1
√
θ J 1
2
√
1+4μ(
√
λθ) +
c2
√
θY 1
2
√
1+4μ(
√
λθ).
Using the basic theory for expansions in terms of Bessel functions (e.g. [29]) we may take c2 = 0
and we then choose λn so that 12π
√
λn = αn is the nth positive zero of J 1
2
√
1+4μ(θ). So if αn is the nth
zero of J 1
2
√
1+4μ(θ), then λn = 4α2n/π2 and Ln(θ) =
√
θ J 1
2
√
1+4μ(2αnθ/π). A fundamental solution is
then
p(t, r, θ,ρ,φ) =
√
θφ
2t
exp
(
− r
2 + ρ2
4t
) ∞∑
n=1
1
cn
Jk
(
αn
2π
θ
)
Jk
(
αn
2π
φ
)
Il(n)
(
rρ
2t
)
,
with l(n) = √αn/2π,k = 12
√
1+ 4μ and cn =
∫ π/2
0 θ Jk(2αnθ/π)
2 dθ . Now in Cartesian coordinates
we write the fundamental solution as P (t, x, y, ξ, η). Next observe that the two-dimensional pro-
cess dXt =
√
2dB1t , dYt =
√
2dB2t has generator , so that by the Feynman–Kac formula the desired
Laplace transform may be written as
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∫
R
2+
P (t, x, y, ξ,η)dξ dη
=
√
tan−1
(
y
x
) ∞∑
n=1
gn
cn
Jk
(
αn
2π
tan−1
(
y
x
))
fn, (4.29)
where gn = 2−2k− 12 ( αn2π )kπk+
3
2
1 F2(
k
2+ 34 , k2+ 74 ,k+1;− 116π2μ4n)
(2k+3)Γ (k+1) ,
fn = 1
2ntn/2
(
x2 + y2)2n Γ ( 12μn + 1)
Γ (μn + 1) 1F1
(
μn
2
;μn + 1;− x
2 + y2
4t
)
,
in which p Fq are the usual hypergeometric functions (see [23]) and μn = √αn/2π . The speed of
convergence of such series depends on the growth of the eigenvalues. A detailed discussion is not
possible here, but see [8].
Example 4.5. For the equation ut = u − 14 (tan
−1(y/x))2
x2+y2 u, we solve the equation L
′′(θ) + (− 14 θ2 +
λ)L(θ) = 0, subject to L(0) = L(2π) = 0. The eigenfunctions are Ln(θ, λ) = θe−θ2/41F1(3/4 −
λn/2;3/2; θ2/2), and the ﬁrst few eigenvalues are λ1 = 1.5000005, λ2 = 3.500093883, λ3 =
5.50402734375, λ4 = 7.556616211, etc. Then
∫ 2π
0 |L1(θ, λ1)|2 dθ = 1.25331,
∫ 2π
0 |L2(θ, λ2)|2 dθ =
0.835359, etc. From this we obtain our fundamental solution. As per the previous example, we could
then compute the expectation Ex,y[exp(− 18
∫ t
0 θ
2
s r
−2
s ds)] for a two-dimensional Brownian motion.
Example 4.6. Next consider ut = u − 1x2 x
2+μy2
x2+y2 u, where x, y,μ > 0 and μ = 1. We solve L′′ + (λ −
1 − μ tan2 θ)L = 0 subject to L(0) = 0 and L( π2 ) = 0. With 2F1 Gauss’ hypergeometric function, we
have λn = 1−μ+(2n+ 32 +
√
μ+ 1/4)2, n = 0,1,2, . . . , Ln(θ) = cosα θ2F1(−n− 12 , β;γ ; cos2 θ), where
α = √μ + 1/4+ 12 , β = n+1+
√
μ+ 1/4, γ = 1+√μ + 1/4. Converting to Cartesian coordinates we
obtain the fundamental solution
p(t, x, y, ξ,η) = 1
2t
exp
(
− x
2 + y2 + ξ2 + η2
4t
)
(xξ)α
((x2 + y2)(ξ2 + η2))α/2
×
∞∑
n=0
c2n2F1
(
−n − 1
2
, β;γ ; x
2
r2
)
2F1
(
−n − 1
2
, β;γ ; ξ
2
ρ2
)
I√λn
(
rρ
2t
)
,
r =√x2 + y2, ρ =√ξ2 + η2, c2n ∫ π20 Ln(θ)2 dθ = 1.
Example 4.7. We solve
ut = u − x
2
(x2 + y2)2 u, (x, y) ∈ R
2+ = [0,∞) × [0,∞),
u(x, y,0) = f (x, y), u(0, y, t) = u(x,0, t) = 0.
The Sturm–Liouville problem is L′′ + (− cos2 θ + λ)L = 0, with L(0) = L(π/2) = 0. Hence L(θ) =
AS(λ − 12 , 14 , θ) + BC(λ − 12 , 14 , θ) where S(q,a, z) and C(q,a, z) are solutions of Mathieu’s equa-
tion y′′ + (a − 2q cos x)y = 0, see [23], Chapter 28. The condition L(0) = 0 implies that B = 0
and we then require S(λ − 1/2,1/4,π/2) = 0. The eigenvalues are λ1 = 4.494793, λ2 = 16.50208,
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∫ π/2
0 c
2
i S(λi − 12 , 14 , θ)2 dθ = 1. This
gives c1 = 0.797886, c2 = 0.930257, c3 = 1.12838, etc. The fundamental solution is then
p(t, x, y, ξ,η) = 1
2t
exp
(
− x
2 + y2 + ξ2 + η2
4t
) ∞∑
n=1
c2n S
(
λn − 1
2
,
1
4
, tan−1
(
y
x
))
× S
(
λn − 1
2
,
1
4
, tan−1
(
η
ξ
))
I√λn
(√
x2 + y2√ξ2 + η2
2t
)
.
The PDE ut = u − y2/(x2 + y2)2u can be studied similarly.
An important application is to the calculation of transition densities.
Example 4.8. Consider the two-dimensional Itô process
dXt = 2Xt
X2t + Y 2t
dt + √2dWt, dYt = 2Yt
X2t + Y 2t
dt + √2dBt, (4.30)
where W and B are independent Wiener processes. The transition density is
p(t, x, y, ξ,η) = 1
4πt
√
ξ2 + η2
x2 + y2 exp
(
− x
2 + y2 + ξ2 + η2
4t
)
×
∞∑
n=−∞
(
(x+ iy)(ξ − iη)
(x− iy)(ξ + iη)
)n/2
I√
n2+1
(√
x2 + y2√ξ2 + η2
2t
)
. (4.31)
To see this, take A = 1 in (4.25) and let u = √(x2 + y2)v to convert to the equation ut = u +
2x
x2+y2 ux + 2yx2+y2 uy . This shows that (4.31) is a fundamental solution. That it is real valued is trivial. To
check that it is a density we use polar coordinates. Because
∫ 2π
0 e
inθ dθ = 0 for n = 0, there is only one
term in the series that contributes to the integral. Since
∫∞
0
1
2trρ
2 exp(− r2+ρ24t )I1( rρ2t )dρ = 1, (4.31) is
a probability density. An approximation to the density can be found using (4.27).
Example 4.9 (Absorption probabilities). Consider the two-dimensional process (Xt, Yt) on R2+ with
dXt = −Y
2
t
X3t + XtYt
dt + √2dW 1t , dYt =
Yt
X2t + Y 2t
dt + √2dW 2t , (4.32)
and absorbing boundary conditions on (x,0) and (0, y). We solve
vt = v − y
2
x3 + xy vx +
y
x2 + y2 v y, (x, y) ∈ R
2+,
v(x, y,0) = f (x, y), v(x,0, t) = v(0, y, t) = 0. (4.33)
Take μ = 2 and u =√1+ (y/x)2v(x, y, t) in Example 4.6. There is a fundamental solution
M. Craddock, K.A. Lennox / J. Differential Equations 252 (2012) 56–90 77p(t, x, y, ξ,η) = 1
2t
exp
(
− x
2 + y2 + ξ2 + η2
4t
)
(xξ)3/2
((x2 + y2)(ξ2 + η2))3/4
×
∞∑
n=0
cn2F1
(
αn,2− αn, 5
2
,
x2
r2
)
2F1
(
αn,2− αn, 5
2
,
ξ2
ρ2
)
I√λn
(
rρ
2t
)
,
αn = −n − 1/2, r2 = x2 + y2, ρ2 = ξ2 + η2, λn = (2n + 3)2 − 1 and
∫ π
2
0 cos
4 θ2F1(−n − 1/2,
n+5/2,5/2, cos2 θ)2c2n dθ = 1. We ﬁnd c0 = 4
√
2/π , c1 = 20√2π/3, c2 = 56/
√
3π , c3 = 24√5/π, . . . .
It is natural to interpret the integral
∫
R
2+ p(t, x, y, ξ, η)dξ dη as the probability that a sample path does
not hit the boundary before time t .
Example 4.10. We present a further example which is cautionary in nature. Consider the PDE
ut = u + 2y(ay − bx)
(ax+ by)(x2 + y2)ux +
2x(bx− ay)
(ax+ by)(x2 + y2)uy, (4.34)
with a,b constants. We can reduce this to (4.25) with A = −1. Even though one of the eigenvalues is
now negative, we can still obtain a fundamental solution using the same analysis and this is
p(t, x, y, ξ,η) = 1
4πt
(aξ + bη)√x2 + y2
(ax+ by)√ξ2 + η2 exp
(
− x
2 + y2 + ξ2 + η2
4t
)
×
∞∑
n=−∞
(
(x+ iy)(ξ − iη)
(x− iy)(ξ + iη)
)n/2
I√
n2−1
(√
x2 + y2√ξ2 + η2
2t
)
.
It is tempting to identify this as the transition probability density for the Itô process whose gener-
ator is given by the right-hand side of (4.34), but this fundamental solution is not real valued, so it is
not a probability density. We will produce a real valued fundamental solution in Example 4.12 below.
We can establish another result in the two-dimensional case, for a somewhat different type of
problem.
Theorem 4.6. Suppose that the Sturm–Liouville problem
L′′(θ) + (K (θ) + λ)L(θ) = 0, (4.35)
α1L(a) + α2L′(a) = 0, (4.36)
β1L(b) + β2L′(b) = 0 (4.37)
has a complete set of eigenfunctions and eigenvalues, and that the eigenvalues are all positive. Consider the
initial and boundary value problem
ut = urr + 1
r
ur + 1
r2
uθθ + K (θ)
r2
u − k2r2u,
r > 0, a θ  b, a,b ∈ [0,2π ], k ∈ R,
u(r, θ,0) = f (r, θ), f ∈ D(Ω),
α1u(r,a, t) + α2uθ (r,a, t) = 0,
β1u(r,b, t) + β2uθ (r,b, t) = 0.
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u(r, θ, t) =
∞∫
0
b∫
a
f (ρ,ϕ)Kt(r, θ,ρ,ϕ)ρ dϕ dρ. (4.38)
Here
Kt(r, θ,ρ,ϕ) = k
sinh(2kt)
exp
(
− k(r
2 + ρ2)
2 tanh(2kt)
)
×
∞∑
n=1
Ln(ϕ)Ln(θ)I√λn
(
2krρ
sinh(2kt)
)
,
where Ln(θ) and λn, n = 1,2,3, . . . , are the normalized eigenfunctions and corresponding eigenvalues for the
above Sturm–Liouville problem.
Proof. The proof is similar to that of Theorem 4.1, so we only sketch the details. For this result we
use the Lie symmetry which acts on stationary solutions by
U(r, θ, t) = k exp(A(, r, t))√
k2 + 22(cosh(4kt) − 1) + 2k sinh(4kt)
× v
(
r√
k2 + 22(cosh(4kt) − 1) + 2k sinh(4kt) , θ
)
,
where
A(, r, t) = − kr
2( sinh(4kt) + k cosh(4kt))
k2 + 22(cosh(4kt) − 1) + 2k sinh(4kt) .
Again we build a solution by superposition and integration to obtain for suitable ϕn
u(r, θ, t) =
∑
n
∞∫
0
ϕn()U
n
(r, θ, t)d, (4.39)
where the stationary solutions are vn(r, θ) = Iν(n)(kr2/2)Ln(θ), ν(n) = √λn/2 with Ln the nth eigen-
function and λn the corresponding eigenvalue. In this case u(r, θ,0) =∑n Φn(r2)Iν(n)(kr2/2)Ln(θ), so
that
Φn
(
r2
)= 1
Iν(n)(kr2/2)
b∫
a
f (r, φ)Ln(r, φ)dφ. (4.40)
Let
Γn(r, z, t) = L−1
(
1√
ε2 − k2/4 exp
(
aε
ε2 − k2/4
)
Iν(n)
(
ka/2
ε2 − k2/4
))
,
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form is found to be
Γn(r, z, t) = I√λn
(
2kr
√
z
sinh(2kt)
)
Iν(n)(kz/2).
After some algebra we obtain the Laplace transform identity
∞∫
0
Γn(r, z, t)√
2(cosh(4kt) − 1) exp
(
−k(r
2 + z) sinh(4kt)
2(cosh(4kt) − 1)
)
e−z dz
= exp(A(, r, t))√
k2 + 22(cosh(4kt) − 1) + 2k sinh(4kt)
× Iν(n)
(
k3r2
2(k2 + 22(cosh(4kt) − 1) + 2k sinh(4kt))
)
.
Noting coth(2kt) = sinh(4kt)cosh(4kt)−1 , we can write (4.39) as
u(r, θ, t) =
∞∫
0
∞∫
0
∑
n
ϕn()kLn(θ)Γn(r, z, t)√
2(cosh(4kt) − 1) e
− 12 k(r2+z) coth(2kt)e−z dμ
=
∞∫
0
∑
n
Φn(z)
kLn(θ)Γn(r, z, t)√
2(cosh(4kt) − 1) exp
(
−1
2
k
(
r2 + z) coth(2kt))dz.
Here dμ = dzd . Letting z → ρ2 and replacing Φn(ρ2) with (4.40) gives the fundamental solution.
Finally, note that (
√
2(cosh(4kt) − 1))−1 = (2sinh(2kt))−1. The remainder of the proof is essentially
identical to that for Theorem 4.1. 
Because the eigenfunction equations are the same in Theorems 4.1 and 4.6, we may readily adapt
the exact examples given previously to this new class of equations. For the case k2 < 0, we replace
sinh with sin, Iν with Jν , etc.
4.1. Practical implementation of the 2D expansion theorems
Given a function K we need to solve the Sturm–Liouville problem in order to write down a fun-
damental solution. Many explicitly solvable problems are known. For most choices of K , however,
numerical methods must be used.
We present a simple method for doing this. We use the ﬁnite difference approximation
L′′(θi) ≈ Li−1 − 2Li + Li+1
h2
, (4.41)
where Li = L(θi) and θi = a + hi, i = 1, . . . ,n− 1 and h = (b − a)/n. Then (4.5) becomes the (n − 1) ×
(n − 1) system
Li−1 − 2Li + Li+1
2
+ K (θi)Li + λLi = 0, (4.42)
h
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2/h2, Mii+1 = Mi+1i = 1/h2 and all other entries are zero. The negative of the eigenvalues of the
tridiagonal matrix M will provide approximations to the eigenvalues of the Sturm–Liouville problem.
Example 4.11. Let L(0) = L(2π) = 0 and K (θ) = −√1+ θ/10. We implemented the previous algorithm
in Mathematica 6. Using n = 10 we compute the ﬁrst eigenvalues to be λ1 = 1.389, λ2 = 2.112, λ3 =
3.233, . . . . The ﬁrst eigenfunction is approximated by
L1(θ) = 0.008θ11 − 0.285θ10 + 4.343θ9 − 37.824θ8 + 208.078θ7
− 752.207θ6 + 1799.99θ5 − 2796.18θ4 + 2674.44θ3 − 1404.6θ2 + 302.233θ,
and
∫ 2π
0 L
2
1(θ)dθ ≈ 181.19. We can compute as many eigenfunctions as we need and from this and
Theorem 4.1, we can write down an analytic expression for a fundamental solution of the PDE ut =
u − r−2√1+ θ/10u, to whatever degree of accuracy we desire.
More can be said about implementation of these expansion results, but the basic ideas are straight-
forward. The accurate calculation of large numbers of eigenvalues will require a more advanced
approach. The literature on this subject is extensive. A starting point is [17].
4.2. Fundamental solutions with distributional terms
We have seen in Example 4.10 that ﬁnding a transition probability density by reduction of the
Kolmogorov backward equation to another PDE is not always straightforward. This is to be expected
from the one-dimensional case, where distributional terms in fundamental solutions are common,
see [5]. In higher dimensions, similar phenomena can occur.
Consider the PDE
ut = urr + 1
r
ur + 1
r2
uθθ − A
r2
u, (4.43)
for which we found a fundamental solution earlier. Let A = 1, but now use the stationary solutions
un(r, θ) = r−
√
n2+1einθ . We then form the solution
u(r, θ, t) =
∞∑
n=−∞
∞∫
0
ψn()e
inθ (1+ 4t)
√
n2+1−1
r
√
n2+1
exp
(
− r
2
1+ 4t
)
d.
This leads to
f (r, θ) =
∞∑
n=−∞
Φn
(
r2
) 1
r
√
n2+1
einθ =
∞∑
n=−∞
f̂ (r,n)einθ .
So that Φn(r2) = r
√
n2+1 ∫ 2π
0 f (r, φ)e
−inφ dφ.
We require the inverse Laplace transform of F (λ) = λaek/λ , where a  0. The following result is
proved in [10].
Proposition 4.7. The following Laplace transform inversion formula holds when n is a non-negative integer:
L−1[λne kλ ]= n∑ kl
l! δ
(n−l)(y) +
(
k
y
) n+1
2
In+1(2
√
ky ). (4.44)l=0
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√
ky ). Here δ(l) is the lth derivative of the Dirac
delta function. These inverse Laplace transforms are to be treated as distributions.
See [30] for more on these distributions. From Proposition 4.7 we have with s = r√z/(2t),
∞∫
0
exp
(
− r
2 + z
4t
− z
)(
I1(s)
4
√
zt
+ 1
r
δ(z)
)
dz = 1
r
exp
( −r2
1+ 4t
)
.
We also have, with a = √n2 + 1,
L−1
(
(1+ 4t)a−1
ra
exp
( −r2
1+ 4t
))
= 1
4tza
exp
(
− r
2 + z
4t
)
I−a
(
r
√
z
2t
)
.
Which gives u(r, θ, t) = ∫∞0 ∫ 2π0 f (ρ,φ)p(t, r, θ,ρ,φ)ρ dφ dρ , in which
p(t, r, θ,ρ,φ) = 1
2t
exp
(
− r
2 + ρ2
4t
)
×
(
I1
(
rρ
2t
)
+
∑
n =0
ein(θ−φ) I−
√
n2+1
(
rρ
2t
)
+ 2ρt
r
δ
(
ρ2
))
.
So we have constructed a second fundamental solution involving distributions. Such fundamen-
tal solutions can be constructed for all the PDEs covered by the expansion theorems that we have
constructed so far. For example, one may prove the following.
Theorem 4.8. Suppose that K is continuous and that the Sturm–Liouville problem
L′′(θ) + (K (θ) + λ)L(θ) = 0, (4.45)
α1L(a) + α2L′(a) = 0, (4.46)
β1L(b) + β2L′(b) = 0 (4.47)
has a complete set of eigenfunctions and eigenvalues, and that λn is never a perfect square. Consider the initial
and boundary value problem
ut = urr + 1
r
ur + 1
r2
uθθ + K (θ)
r2
u,
r > 0, a θ  b, a,b ∈ [0,2π ],
u(r, θ,0) = f (r, θ), f ∈ D(Ω),
α1u(r,a, t) + α2uθ (r,a, t) = 0,
β1u(r,b, t) + β2uθ (r,b, t) = 0. (4.48)
Then there is a solution of the form
u(r, θ, t) =
∞∫ b∫
a
f (ρ,ϕ)p(t, r, θ,ρ,ϕ)ρ dρ dϕ, (4.49)0
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p(t, r, θ,ρ,ϕ) = 1
2t
exp
(
− r
2 + ρ2
4t
)∑
n
Ln(θ)Ln(ϕ)I−√λn
(
rρ
2t
)
,
in which Ln(θ) and λn, n = 1,2,3, . . . , are the normalized eigenfunctions and corresponding eigenvalues for
the given Sturm–Liouville problem.
Other results are possible, but we will not attempt to give an exhaustive list. Let us now revisit
Example 4.10.
Example 4.12. The average of two fundamental solutions is a fundamental solution. So using Theo-
rem 4.8 for the equation of Example 4.10, we obtain the real valued fundamental solution
p(t, x, y, ξ,η) = 1
8πt
(aξ + bη)√x2 + y2
(ax+ by)√ξ2 + η2 exp
(
− x
2 + y2 + ξ2 + η2
4t
)
×
∞∑
n=−∞
(
(x+ iy)(ξ − iη)
(x− iy)(ξ + iη)
) n
2
(
I√
n2−1
(
rρ
2t
)
+ I−√n2−1
(
rρ
2t
))
,
where r =√x2 + y2, ρ =√ξ2 + η2.
5. Expansions in higher dimensions
The construction we used to obtain fundamental solutions in two dimensions works in higher
dimensions, but with one signiﬁcant difference, as will become clear. If we want to ﬁnd a fundamental
solution for the PDE ut = u + 1x2 k( yx , zx )u, where k is an arbitrary continuous function, we rewrite
the equation in spherical polar coordinates, x = r cos θ sinφ, y = r sin θ sinφ, z = r cosφ, with r  0,
θ ∈ [0,2π ], φ ∈ [0,π ] to obtain
ut = urr + 2
r
ur + 1
r2
(
1
sin2 φ
uθθ + cotφuφ + uφφ + G(θ,φ)u
)
, (5.1)
with G(θ,φ) = (sec θ cosecφ)2k(tan θ, cotφ sec θ). We apply a symmetry to stationary solution u and
integrate to obtain a solution
U (r, θ,φ, t) =
∞∫
0
ϕ()
(1+ 4t)3/2 exp
(
− r
2
1+ 4t
)
u
(
r
1+ 4t , θ,φ
)
d.
We let u(r, θ,φ) = R(r)Ψ (θ,φ) and we require
Ψ
(
R ′′ + 2
r
R ′
)
+ R
r2
(
1
sin2 φ
Ψθθ + cotφΨφ + Ψφφ + G(θ,φ)Ψ
)
= 0.
So we have
1
2
Ψθθ + cotφΨφ + Ψφφ +
(
G(θ,φ) + λ)Ψ = (S2 + (G + λ))Ψ = 0, (5.2)sin φ
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√
1+ 4λn ), λn the
nth eigenvalue and choose the eigenfunctions Lλn (θ,φ) of (5.2) to form an orthonormal basis for
L2(S2) where S2 is the two-dimensional unit sphere. This is always possible; see Theorem 15.2
of Itô [18]. Then we may expand arbitrary f ∈ L2(S2) as f (θ,φ) = ∑n cnLλn (θ,φ), where cn =∫ π
0
∫ 2π
0 f (ξ,η)Lλn (ξ,η) sinηdξ dη. Let un = Rn(r)Lλn (θ,φ) and
u(r, θ,φ, t) =
∑
n
∞∫
0
ϕn()
(1+ 4t)3/2 exp
( −r2
1+ 4t
)
un
(
r
1+ 4t , θ,φ
)
d.
Let Φn be the Laplace transform of ϕn . So that we require
u(r, θ,φ,0) =
∑
n
Φn
(
r2
)
rl(n)Lλn (θ,φ) = f (r, θ,φ). (5.3)
From this we ﬁnd that
Φn
(
r2
)= 1
rl(n)
π∫
0
2π∫
0
f (r, ξ,η)Lλn (ξ,η) sinηdξ dη. (5.4)
Now reverse the order of integration and summation, so that our solution is
u(r, θ,φ, t) =
∞∫
0
∑
n
ϕn()rl(n)
(1+ 4t)3/2+l(n) Lλn (θ,φ)exp
( −r2
1+ 4t
)
d.
Using the Laplace transform as in the two-dimensional case to rewrite this expression leads to the
solution of the initial value problem given by
u(r, θ,φ, t) =
∞∫
0
2π∫
0
π∫
0
f (ρ, ξ,η)p(t, r, θ,φ, ξ,η) sinηρ dηdξ dρ,
where
p(t, r, θ,φ, ξ,η) = 1
2t
√
ρ
r
exp
(
− r
2 + ρ2
4t
)∑
n
Λn(θ,φ, ξ,η)Il+ 12
(
rρ
2t
)
,
with Λn(θ,φ, ξ,η) = Lλn (θ,φ)Lλn (ξ,η) is a fundamental solution of (5.1). Convergence of the series
may be established as in the two-dimensional case. The same calculation works in arbitrary dimen-
sions and by the same method we can prove the following result:
Theorem 5.1. Consider the equation
ut = urr + (n − 1)
r
ur + 1
r2
(
Sn−1 + G(Θ)
)
u,
u(r,Θ,0) = f (r,Θ),
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on the surface of the unit sphere Sn−1 of dimension n−1. Here Ψ is u restricted to Sn−1 ,Sn−1 is the Laplace–
Beltrami operator on the sphere and f ∈ D(Rn). Let Θ = (θ,φ1, . . . , φm−2). Then there is a solution of the
form
U (r,Θ, t) =
∞∫
0
∫
Sn−1
f (ρ, ξ)p(t, r,Θ,ρ, ξ )ρ dξ dρ, (5.5)
where for n 2,
p(t, r,Θ,ρ, ξ ) = 1
2t
(
ρ
r
) n
2−1
exp
(
− r
2 + ρ2
4t
)∑
λm
Lm(Θ)Lm(ξ)Iμ(m)
(
rρ
2t
)
,
where μ(m) = 12
√
4λm + (n − 2)2 and Lm(Θ) are normalized eigenfunctions of the problem S L +
(λ + G)L = 0 and λm are the eigenvalues.
Proof. The calculations are essentially the same as in three dimensions. The boundary condition on
the unit sphere guarantees the orthogonality and completeness of the eigenfunctions Lλn , see [18]. 
Remark 5.2. In contrast to the two-dimensional case, here we have to solve an eigenfunction problem
for a PDE rather than an ODE. The desired eigenvalues and eigenfunctions can be obtained numer-
ically, but this is a more diﬃcult problem and we will not consider it here. Again we can use any
eigenfunctions that form a basis.
Example 5.1. The lth spherical harmonic Pl(Θ) on the sphere Sn−1, satisﬁes Sn−1 Pl = l(l + n − 2)Pl ,
see [16]. Consequently a fundamental solution of ut = u − A/r2u, A  0, is given by
p(t, r,Θ,ρ, ξ ) = 1
2t
(
ρ
r
)n/2−1
exp
(
− r
2 + ρ2
4t
) ∞∑
l=0
Pl(Θ)Pl(ξ)Iμl
(
rρ
2t
)
, (5.6)
where μl =
√
4l(l + n − 2) + (n − 2)2 + 4A. Taking A = 0 will give the expansion for the heat kernel
on Rn .
On the 2-sphere, Ψml (θ,φ) =
√
(2l+1)(l−m)!
4π(l+m)! P
m
l (cosφ)e
imθ , l = 0,1,2, . . . and −l  m  l, are the
classical normalized spherical harmonics. Thus ut = u− A/(x2 + y2 + z2)u, A  0, has a fundamental
solution
p(t, r, θ,φ,ρ, ξ,η) = 1
2t
√
ρ
r
exp
(
− r
2 + ρ2
4t
) ∞∑
l=0
l∑
m=−l
(2l + 1)(l −m)!
4π(l +m)!
× Pml (cosφ)Pml (cosη)eim(θ−ξ) Im(l)
(
rρ
2t
)
,
where m(l) =
√
l2 + l + A + 14 and r2 = x2 + y2 + z2, etc.
Comparison of (5.6) for A = 0 with the heat kernel leads to an interesting summation, that may
be new. We present the n = 3 version, and the reader will easily see how it extends to arbitrary n.
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√
ρ
r
∞∑
l=0
l∑
m=−l
(2l + 1)(l −m)!
(l +m)! P
m
l (cosφ)P
m
l (cosη)e
im(θ−ξ) Il+ 12
(
rρ
2t
)
= 1√
πt
exp
{
rρ(sinη sinφ cos(θ − ξ) + cosη cosφ)
2t
}
.
Proof. Compare the series expansion with the usual heat kernel and note that the heat kernel is
unique up to terms involving distributions, which do not arise from the series. 
We now obtain an n-dimensional transition density.
Example 5.2. Consider the n-dimensional Itô process
dXit = Xit
c1αn‖Xt‖
√
(n−2)2+4A − c2βn
2‖Xt‖2(c1‖Xt‖
√
(n−2)2+4A + c2)
+ √2dW it , A > 0,
i = 1,2,3, . . . ,n, (5.7)
where ‖Xt‖2 = (X1t )2 + · · ·+ (Xnt )2, αn = (2−n+
√
(n − 2)2 + 4A) and βn = (n− 2+
√
(n − 2)2 + 4A).
The Kolmogorov backward equation can be transformed to ut = u− A/r2u. The transition probability
density is
p(t, x, y) = 1
2t
(c1 + c2‖y‖
√
(n−2)2+4A)
(c1 + c2‖x‖
√
(n−2)2+4A)
(‖y‖
‖x‖
)n/2−1−βn/2
× exp
(
−‖x‖
2 + ‖y‖2
4t
) ∞∑
l=0
Pl(x)Pl(y)Iμl
(‖x‖‖y‖
2t
)
,
x= (x1, . . . , xn), y = (y1, . . . , yn) and Pl is the lth harmonic polynomial restricted to the unit sphere.
The second class of expansion theorems generalizes to the following:
Theorem 5.4. Consider the equation
ut = urr + (n − 1)
r
ur + 1
r2
(
Sn−1 + G(Θ)
)
u − k2r2u, k ∈ R,
u(r,Θ,0) = f (r,Θ),
and α(Θ)Ψ (Θ) + (1 − α(Θ))∂Ψ/∂n = 0, with α a continuous function and ∂Ψ/∂n the normal derivative
on the surface of the unit sphere Sn−1 of dimension n − 1. Here Ψ is u restricted to the sphere and Sn−1 is
the Laplace–Beltrami operator on Sn−1 and f ∈ D(Rn). Let Θ = (θ,φ1, . . . , φm−2). Then there is a solution
of the form
U (r,Θ, t) =
∞∫
0
∫
n−1
f (ρ, ξ)p(t, r,Θ,ρ, ξ )ρ dξ dρ, (5.8)S
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p(t, r,Θ,ρ, ξ ) = 4k
n/2
r(n−2)/2
(
16 sinh(2kt)
)−n/2∑
λm
Lm(ξ)Lm(Θ)
× exp
(
− k(r
2 + ρ2)
2 tanh(2kt)
)
I
(
√
(n−2)2+4λm)/2
(
2krρ
sinh(2kt)
)
,
Lm(Θ) are normalized eigenfunctions of the problem Sn−1 L + (λ + G)L = 0 and λm are the eigenvalues.
6. Applications to representation theory
Beginning with [4], Craddock has shown that the Lie symmetries of many important PDEs are
equivalent to global representations of the underlying symmetry groups, via intertwining operators
related to the fundamental solutions of the PDE. Extensions of these results to some higher dimen-
sional problems was obtained by Craddock and Dooley in [6]. Using the results proved above, we are
able to extend the work of Craddock and Dooley to the SL(2,R) symmetries of any PDE of the form
iut = u + A(x)u. A similar treatment for the PDE ut = u + A(x)u is possible. See Lennox’s the-
sis [21].
The case we consider ﬁrst is in two dimensions. We study
iut = u + 1
x2
k
(
y
x
)
u. (6.1)
The following projective irreducible representation was introduced in [6]. We denote by eSL(2,R)
and eR the identity elements of SL(2,R) and R respectively.
Deﬁnition 6.1. For (ν) > −2, λ ∈ R∗ and f ∈ L2(R+) we deﬁne the modiﬁed Segal–Shale–Weil rep-
resentation of SL(2,R) × R by
Rνλ
((
1 b
0 1
)
, eR
)
f (z) = exp(−iλbz2) f (z), (6.2)
Rνλ
((
a 0
0 a−1
)
, eR
)
f (z) =√|a| f (az), (6.3)
Rνλ
((
0 −1
1 0
)
, eR
)
f (z) =√|λ| f˜ν(λz). (6.4)
Here f˜ν(y) =
∫∞
0 f (x)
√
xy Jν(xy)dy, is the Hankel transform of f . The function Jν is a Bessel function
of the ﬁrst kind. We also set Rνλ(eSL(2,R), s) f (z) = exp(is) f (z).
We will prove the result in polar coordinates. For an intertwining operator we will take
A f (r,ρ, θ, t) =
∞∫
0
2π∫
0
√
ρ
4π it
f (ρ)ln(θ,φ)exp
(
− i(r
2 + ρ2)
4t
)
Jν
(
rρ
2t
)
dμ,
where ln(θ,φ) = Ln(θ)Ln(φ), dμ = dφ dρ , ν = √λn , with λn the nth eigenvalues of the Sturm–Liouville
problem in Theorem 4.1 and Ln the corresponding eigenfunctions. We take f ∈ L2(R+). Convergence
of the integral for f ∈ L2 is easily established. Letting t → it in Theorem 4.1 gives the following.
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with K (θ) = k(tan θ) sec2 θ and  the Laplacian in polar coordinates.
Now we have the desired extension to the results of Craddock and Dooley.
Theorem 6.3. The PDE (6.1) has Lie symmetry group SL(2,R)×R. Moreover if σ represents the Lie symmetry
operator and Rνλ represents the modiﬁed Segal–Shale–Weil projective representation of SL(2,R) × R, then for
all g ∈ SL(2,R) × R and f ∈ L2(R+),
(
σ(g)A f )(x, y, t) = (ARν1(g) f )(x, y, t).
Proof. We work in polar coordinates, for which the symmetries become
σ
(
exp(v1)
)
u(r, θ, t) = u(r, θ, t − ),
σ
(
exp(v2)
)
u(r, θ, t) = e−u(er, θ, e2t),
σ
(
exp(v3)
)
u(r, θ, t) = 1
1+ 4t exp
(
− ir
2
1+ 4t
)
u
(
r
1+ 4t , θ,
t
1+ 4t
)
,
σ
(
exp(v4)
)
u(r, θ, t) = eiu(r, θ, t).
Then we need to show that for k = 1, . . . ,4,
σ
((
exp(vk)
)
A f
)
(r, θ, t) = ARν1
(
exp(Xk) f
)
(r, θ, t), (6.5)
where X1 =
(
0 1
0 0
)
, X2 =
(
1 0
0 −1
)
, X3 =
(
0 0
−1 0
)
is a basis for the Lie algebra sl2 and X4 generates R.
The result for k = 4 is trivial. We can then use the fact that any element of SL(2,R) can be written as a
product of exponentials of basis vectors. For notational ease we will suppress the R component of Rν1 .
We exponentiate X2 to get exp(X2) =
(
e 0
0 e−
)
. Thus we have Rν1(exp(X2) f )(ρ) = e/2 f (eρ).
Now
ARν1
(
exp(X2) f
)
(r, θ, t)
=
∫
R2
e
1
2  f
(
eρ
)
p(r, θ,ρ,φ, t)dμ
=
∫
R2
e
1
2  f (ρ)
√
e−ρ
4πt
ln(θ,φ)exp
(
−i (r
2 + e−2ρ2)
4t
)
Jν
(
re−ρ
2t
)
e− dμ
=
∫
R2
e− f (ρ)
√
ρ
4πt
ln(θ,φ)exp
(
− i((e
r)2 + ρ2)
4e2t
)
Jν
(
reρ
2e2t
)
dμ
= e−u(er, θ, e2t)= σ (exp(v2)u)(r, θ, t).
Here
p(r, θ,φ, t) = ln(θ,φ)
√
ρ
4π it
exp
(
− i(r
2 + ρ2)
4t
)
Jν
(
rρ
2t
)
.
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σ
(
exp(v3)
)
p(r, θ,ρ,φ, t) = exp(−iρ2)p(r, θ,φ, t).
So that
(
σ
(
exp(v3)
)A f )(r, θ, t) = ∫
R2
exp
(−iρ2) f (ρ)p(r, θ,φ, t)dμ
=
∫
R2
Rν1
(
exp(X3)
)
f (ρ)p(r, θ,φ, t)dμ.
The result Hν(2π p(r, θ,ρ,φ, t))(z) = √z exp(−iνπ/2+ itz2) Jν(rz) is in [11]. An elementary calcula-
tion (see [6]), shows that
ARν1
((
exp(X1)
)
f
)
(ρ) = Hν
(
exp
(
iρ2
)
f˜ν
)
(ρ).
Now using the relation
∫∞
0 f˜ν(ρ)g(ρ)dρ =
∫∞
0 f (ρ)g˜ν(ρ)dρ we have
(ARν1(exp(X1)) f )(r, θ, t)
=
∫
R2
Hν
(
exp
(−iρ2) f˜ν)(ρ)p(r, θ,ρ,φ, t)dμ
=
∫
R2
exp
(−iz2) f˜ν(z)ln(θ,φ) 1
2π
√
z exp
(
− iνπ
2
+ itz2
)
Jν(rz)dzdφ
=
∫
R2
f˜ν(z)ln(θ,φ)
1
2π
√
z exp
(
− iνπ
2
+ i(t − )z2
)
Jν(rz)dzdφ
=
∫
R2
f (ρ)ln(θ,φ)
√
ρ
4π i(t − ) exp
(
− i(r
2 + ρ2)
4(t − )
)
Jν
(
rρ
2(t − )
)
dμ
= u(x, t − ).
This completes the proof. 
The n-dimensional case is treated in the n-dimensional form of polar coordinates (r,Θ). For the
intertwining operator take
(A f )(r,Θ, t) =
∞∫
0
∫
Sn−1
f (ρ)ψλk (Θ, ξ)ρ
1/2r(2−n)/2
× 1
2t
exp
(
−i r
2 + ρ2
4t
)
Jl
(
rρ
2t
)
dξ dρ, (6.6)
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G + λ]u = 0, with λk the corresponding eigenvalue. The equivalence calculations are identical to the
previous result. The ﬁnal equivalence theorem follows.
Theorem 6.4. The PDE
iut = u + 2∇φ · ∇u + B(x)u, x ∈ Rn, (6.7)
where
φ + |∇φ|2 + 1
x21
k
(
x2
x1
, . . . ,
xn
x1
)
= B(x)
has SL(2,R) × R as a global group of Lie point symmetries and if σ represents the Lie symmetry operator
and Rνλ represents the modiﬁed Segal–Shale–Weil projective representation of SL(2,R) × R, then for all g ∈
SL(2,R) × R and f ∈ L2(R+), (
σ(g)A¯ f )(x, t) = (A¯Rν1(g) f )(x, t),
with u = A¯ f obtained from (6.6) by the change of variables u = eφ v.
Proof. By letting u = eφ , Eq. (6.7) is equivalent to ivt = v + x−21 k(x2/x1, . . . , xn/x1)v and so they
have isomorphic symmetry groups. 
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