Abstract-We study an optimization problem to maximize the cloud gaming provider's total profit while achieving just-goodenough Quality-of-Experience (QoE). The optimization problem has exponential running time, and we develop an efficient heuristic algorithm. We also present an alternative formulation and algorithms for closed cloud gaming services, in which the profit is not a concern and overall gaming QoE needs to be maximized. We conduct extensive trace-driven simulations, which show that the proposed heuristic algorithms: (i) achieve close-tooptimal solutions, (ii) always achive 80+% QoE level, and (iii) outperform the state-of-the-art placement heuristic by up to 3.5 times in profits.
I. INTRODUCTION
Cloud gaming providers, such as Gaikai, Ubitus, and OnLive, offer on-demand gaming services to many gamers, who play games via light-weight clients running on their desktops, laptops, smartphones, and TV set-top boxes. Server consolidation enables dynamic resource allocation among game servers serving multiple gamers for better overall performance and lower operational cost. In this paper, we study the problem of efficiently consolidating multiple cloud gaming servers on a physical machine using modern virtual machines (VMs), such as VMware and VirtualBox, in order to provide high gaming QoE in a cost-effective way, as illustrated in Fig. 1 . We consider the VM placement problem to maximize the total profit while providing the just-good-enough QoE to gamers. This problem is referred to as provider-centric problem.
This optimization problem is similar to the virtual network embedding problem [1] , and is also NP-Complete. However, existing solutions for virtual embedding problem [3] concentrate on computational/storage intensive applications, without taking the real-time nature of cloud gaming into consideration. In particular, cloud games demand for high QoE, in terms of, e.g., responsiveness, precision, and fairness [2, 5] , and the existing virtual network embedding algorithms do not work for cloud gaming providers. This paper makes the following contributions, we: (i) formulate and solve the provider-centric VM placement problem, (ii) extend the provider-centric problem into a gamer-centric problem for closed cloud gaming services, and (iii) demonstrate that our efficient algorithms lead to superior performance than the state-of-the-art approach.
II. VM PLACEMENT PROBLEM AND SOLUTION Fig. 1 illustrates the system architecture of a cloud gaming platform, which consists of S physical servers, P gamers, and a broker. Each physical server hosts several VMs, while This work was partially supported by the National Science Council of Taiwan under the grants NSC100-2628-E-001-002-MY3, NSC102-2219-E-019-001, and NSC102-2221-E-007-062-MY3. every VM runs a game and a game server (GS). Several physical servers are mounted on a rack, and multiple racks are connected to an aggregation switch. The gamers run game clients on desktops, laptops, mobile devices, and set-top boxes to access the cloud gaming platform via the Internet. The broker is the core of our proposal. The broker consists of a resource monitor and implements the VM placement algorithm. It is responsible to: (i) monitor the server workload and network conditions, and (ii) place the VMs of individual gamers on physical servers to achieve the tradeoff between QoE and cost that is most suitable to the cloud gaming service. The games may have diverse resource requirements, including CPU, GPU, and memory, while the paths between gamers and their associated servers have heterogeneous network resources, such as latency and bandwidth. Moreover, gamers can tolerate different QoE levels for different game genres [6] .
We study the VM placement problem, in which the VM placement decisions affect network delay, processing delay, and operational cost. We formulate the provider-centric problem into an Integer Programming problem. The formulation is omitted due to the space limitation. The formulation can be solved by optimization solvers, such as CPLEX 1 , which is referred to as OPT. We also propose an efficient heuristic algorithm, called Quality-Driven Heuristic (QDH). The QDH algorithm is built upon an intuition: it is desirable to consolidate more VMs on a server as long as the user-specified maximal tolerate QoE degradation is not exceed. For each gamer, the algorithm first sorts all servers on the network latency to that gamer. It then iterates through the servers in the ascending order and creates a VM for the gamer on the first server that can support this gamer in terms of requested fps, processing delay, network latency, memory, cpu, gpu, and bandwidth. The QDH algorithm runs in polynomial time.
III. ALGORITHMS FOR CLOSED SYSTEMS
The provider-centric problem presented in Sec. II is suitable to public cloud gaming services. For closed cloud gaming services, maximizing the overall QoE is more important as the bandwidth is dedicated to cloud gaming. Therefore, we present the gamer-centric problem in this section. The formulation is also omitted, and we refer to the solver-based algorithm as OPT . We also propose an efficient heuristic algorithm called QDH . For each gamer, the algorithm first computes its quality degradation levels on individual servers. It sorts the servers on the quality degradation if serving that gamer using individual servers. Then, the algorithm iterates through the servers and creates a VM for the gamer on the first server that can support the gamer without violating any resource constraints. QDH also runs in polynomial time.
IV. SIMULATIONS
Setup. We have built a simulator for the VM placement problem using a mixture of C/C++, Java, CPLEX, and Matlab. We have implemented the QDH/QDH and OPT/OPT algorithms in our simulator. For comparisons, we have also implemented a VM placement algorithm that places each VM on a random gamer server that is not fully loaded and in the data center geographically closest to the gamer. This baseline algorithm is referred to as Location Based Placement (LBP) algorithm. We collect gamer and server IP addresses and the latency between each gamer/server IP pair in order to drive our simulator. For servers, we first obtain the IP addresses of OnLive data centers in Virginia, California, and Texas. For gamers, we develop a BitTorrent crawler using libtorrent to collect peer IP addresses and then use them as gamer IP addresses. Since OnLive only hosts game servers in the US, we filter out non-US gamer IP addresses using ip2c. We ran our crawler on August 13, 2013 with 4494 torrents downloaded from IsoHunt, which gave us 22395 IP addresses and 5875 US IP addresses. Next, we measure the network latencies among gamer/server IP pairs using King [4] , since we have no control over neither end systems. We drop the IP addresses without complete latency results to all servers, which leads to 412 gamer IP addresses.
Wu conduct a three-day simulation for each scenario using different algorithms. Each gamer plays a game randomly chosen from Limbo, PSR, and Normandy. We also vary the number of servers S ∈ {192, 384, 768, 1536, 3072}. During each simulation, we run the scheduling algorithm once every minute and we report the mean performance results among all gamers, and 95% confidence intervals whenever applicable.
If not otherwise specified, we set S = 192. We conduct all the simulations on an Intel i7 3.4 GHz PC. We consider the following performance metrics: (i) net profit: the total provider profit in every minute, (ii) Quality of Experience: the gaming QoE normalized in the range of [0%, 100%], (iii) number of used servers: the number of servers serving at least a gamer, and (iv) running time: the time of executing each algorithm.
Necessity of QDH/QDH . The OPT/OPT algorithms can only solve small problems with less than 6 servers and 10 gamers. Moreover, the proposed QDH/QDH algorithms result in close-to-optimal performance, up to 86% and 99% in the provider-and gamer-centric scenarios, respectively.
Performance of QDH/QDH . We plot the provider-centric results in Fig. 2(a) , which shows that while QDH outperforms LBP in the first half of the simulation (by up to 3.5 times), LBP performs better in the second half. This can be explained by Figs. 2(b) and 2(c), which reveal that QDH turns on more servers at meet the just-good-enough QoE level. More specifically, Fig. 2(c) shows that LBP fails to deliver good QoE levels: as low as 0% is observed. This figure also shows that QDH always achieves 80+% QoE levels.
Efficiency of QDH/QDH . Fig. 3 gives the running time of QDH/QDH algorithms. This figure shows that both algorithms terminate in real time: < 250 ms.
V. CONCLUSION
We studied the VM placement problems for maximizing: (i) the total net profit for service providers while maintaining just-good-enough gaming QoE, and (ii) the overall gaming QoE for gamers. The former problem is more suitable for public cloud gaming systems. We proposed optimal and efficient algorithms to solve them. Via extensive trace-driven simulations, we demonstrate that: the efficient algorithms achieve close-to-optimal performance and outperform the state-of-theart placement heuristic by up to 3.5 times in profits.
