ABSTRACT Quality assessment of 3-D images encounters more challenges in better understanding of human visual system. In this paper, we propose a perceptual quality assessment approach for stereoscopic images by modeling visual properties of the primary visual cortex. For this purpose, we obtain a new feature encoding approach for the visual information, and define a new similarity measure approach to match the feature encoding to give more reliable and accurate quality assessment. Experimental results on three symmetrically, asymmetrically, and multiple distorted stereoscopic image quality assessment databases demonstrate that our method has high consistency with subjective assessment.
I. INTRODUCTION
Qualty assessment of stereoscopic images is challenging but has made great progress in recent years. However, due to the limitations in fully understanding the neural mechanism that the human perceives an image in stereoscopic vision (to distinguish with the previous works that utilizes neural network techniques to predict the perceptual quality), computational model that mimics the visual neurons and predicts image quality accurately, nevertheless, may offer new insights to explain visual perception to a wide range of visual stimuli.
A. RELATED WORK
The essence of image quality assessment is to understand how we see and perceive the images. The classic full-reference (FR) methods, including structural similarity index (SSIM) [1] , feature similarity (FSIM) [2] , visual information fidelity (VIF) [3] , gradient magnitude similarity deviation (GMSD) [4] , and so on, are devoted to dig image features and measure their similarity. However, due to the difficulty in establishing clear principles in human vision perception, especially in the promising stereoscopic vision, it is important to consider how the existing computational models can be used to simulate the neural mechanisms of visual cortex. Computational models of the visual cortex could provide a platform for achieving such a target, integrating results across different cells to provide an overall explanation for the quality prediction.
The human perceives images in the ventral pathway, beginning with simple and complex cells in the primary visual cortex (V1). Then, the streams pass to the V2, V3 and V4 area for perception and recognition. The V1 is the largest part of the human visions system (HVS) responsible for the primary vision, and it receives the signals from the Lateral Geniculate Nucleus (LGN) located in both hemispheres of the brain. From the perspective of physiological point, the V1 has two main types of cells namely simple cells and complex cells responsible for perception [5] . Following neural processing in the receptive fields (RFs), two retinal images are passed to the V1 in the brain. The retinal information is first received by the simple cells which work independently to the left and right eyes. Then, each pair of RFs is connected to a complex cell to generate the binocular signal. As an alternative way to connect the left and right signals to gain more reliable perception, different types of binocular combination behaviors (also known as binocular integration behaviors in some literatures) are simulated to integrate the quality scores from left and right channels [6] - [10] . However, this type of approaches is still limited to relatively simple models of human perception, and does not capture the intrinsic behavior of complex cells, so that these approaches are unsuitable for stereoscopic image quality assessment (SIQA).
On the other hand, the challenge for SIQA mainly originates from the understanding of binocular vision. Aiming at utilizing the properties of binocular vision, our previous work [11] first interpreted the phenomena of monocular, binocular fusion and binocular suppression based on different region classification. Lee et al. [12] further discriminated coarse and fine 3D perception. For coarse 3D perception, regional 3D information is classified into one of stereopsis, binocular rivalry, or suppression. For fine 3D perception, binocular foveation and fusion are reflected to each segment. Cao et al. [13] classified image regions into monocular and binocular regions, and utilized several visual characteristics to simulate the primary visual processing mechanism. Even a complex visual process involves both binocular fusion and binocular rivalry that co-exist at different spatial regions, it remains unclear how the binocular vision affect the region classification because the findings have never tested by psychology experiments. Hence, a large number of works attempt to model the binocular fusion and binocular rivalry behavior on the so-called 'cyclopean' view, a binocular single vision created from two eyes. In [14] , cyclopean image was created from the left image and disparity-compensated right image, and the local energy was used for weights to explain the binocular rivalry. In [15] , the local phase and amplitude features extracted from the cyclopean image were used to measure 2D artifacts. Similarly, different feature representation methods were conducted on the cyclopean images in many works [16] - [19] . However, these methods do not concern the core issue that how the cyclopean vision is formed in the brain, and are distinguished only by different information representation for the cyclopean image.
As known, studies of visual cortex typically measure responses to a set of stimuli designed to investigate a psychology phenomenon [20] . Thus, we can measure the electroencephalograph (EEG)/functional magnetic resonance imaging (fMRI) responses in early visual cortex and develop different models to predict and measure these responses. To model the responses instead of measuring by devices, a set of V1-like filters are applied to the image to get the response signals. For binocular vision, binocular energy model is established from the left and right filters (defined as RFs in the two eyes), which depends on the disparity of the input stimulus, and the disparity tuning of the unit [21] . Different binocular energy models have been proposed to respond for stimulus from phase or position shift [22] - [24] . For SIQA task, Bensalma et al. [25] utilized Complex Wavelet Transform (CWT) to calculate the responses of two pairs of stereoscopic images, and built Binocular Energy Quality Metric (BEQM) to measure the quality. Galkandage et al. [26] extended the binocular energy model, and built Extended Binocular Energy Quality Metric (EBEQM) for stereoscopic vision. Our previous work [27] utilized binocular response and binocular mask components to modulate the perceptual quality. Overall, the energy responses are more in line with the process that human is responsible for simple and complex cells. However, the success of binocular energy models depends on accurate connections among the simple and complex cells, and need to dig much deeper features from the responses.
B. OBSERVATIONS
As mentioned above, previous works point out important visual properties of binocular combination behavior, e.g., cyclopean vision and binocular energy models in modeling the perceptual quality of stereoscopic images. However, these models or methods only explain limited phenomena of the V1. Most methods distinguished from others are only in different types and/or amounts of information extracted from the stereoscopic images. For SIQA task, even most of these models currently work well for symmetrically distorted stimuli, the core principle of a model should have the capability to handle asymmetrically distorted stimuli or multiple distorted stimuli. Therefore, from the perspective of visual pathway, the expansibility of these methods may be limited, because:
• Observing the impact of disparity activity, we note that the binocular energy model cannot well address the quality variations, and such variations require disparity stimulus, leading to poor performance in addressing asymmetrically distorted stimuli.
• The cyclopean vision is suggested a constraint for modeling binocular combination behavior, but the influence of different disparity stimuli is not well characterized.
• We observe that the V1 is responsible for the basic neuronal activity in early visual cortex. Increasing or decreasing the contrast induced by image distortion will affect the V1 activity. This motive us to simulate the visual pathway in the V1 for neural processing, rather than simply modeling one particular behavior.
C. CONTRIBUTIONS
In this work, we use hierarchical monocular simple cells, monocular complex cells, binocular simple cells and binocular complex cells to represent the visual pathway in the V1. The main motivation of this work is to develop a technique that more effectively models neural processing for the visual information representation in the V1. Towards this end, we obtain a new feature encoding approach, and define a new similarity measure approach to match the feature encoding to give more reliable and accurate quality assessment. For feature encoding, we construct responses across different scales, orientations and disparity planes to represent contrast and phase features. For similarity measure, we define microstructure similarity from the features to reflect the local perception, and macrostructure similarity to reflect the basic perception.
The main contributions are summarized as follows: 1) We simulate the visual pathway in the V1 based on the RFs from monocular simple, monocular complex, binocular simple and binocular complex cells. Defining such a pathway can comprehensively measure quality degradations and variations.
2) We measure microstructure similarity from contrast and phase features to detect the local perception, and measure macrostructure similarity to reflect the basic perception. We thus use different combination and pooling methods to combine the similarity indexes into a final quality.
3) Through comprehensive experiments and comparison, we analyze that our metric correlates well with subjective observations especially for asymmetrically and multiple distorted stereoscopic images, demonstrating that it can be used as a general quality evaluator for various stereoscopic images applications.
The remainder of the paper is organized as follows. Section 2 presents the proposed quality assessment approach. The experimental results are given and discussed in Section 3, and finally conclusions are drawn in Section 4.
II. THE PROPOSED APPROACH
Numerous studies have conducted visual quality analysis in the V1 [8] - [19] , [28] . In this paper, we propose a perceptual quality assessment approach for stereoscopic images by modeling visual properties of V1. Our approach consists of four parts: visual information modeling, feature encoding, similarity measure and quality pooling, as shown in Fig. 1 . The core of our approach is the modeling of monocular and binocular visual information to simulate the simple and complex cells. The visual information from each stage is exploited to extract contrast and phase features. Next, we measure the microand macro-structure similarities between the reference and distorted features, and finally employ different combination and pooling methods to combine the similarity indexes into a final quality.
A. V1 MODEL
Before processing by the V1 model, the input I L/R (x) is perceived by the lateral geniculate nucleus (LGN) neurons with a RF function h σ (x). The response to the input is computed by convoluting with the circular symmetric on-center/off-surround RFs. Refer to [29] , the output from this filter is subject to a multiplicative gain followed by a saturating nonlinearity, such that
where L/R designates that the cell belongs to the left and right, ''⊗'' is the convolution operation, σ is used to control the scales of LoG filter. In this paper, we set σ = 2 and k LGN = 2π . Based on the inputs coming from the LGN, the perceived V1 cells are classically divided into two types: simple cells and complex cells (also defined as neuron in some literatures). For stereoscopic vision, to characterize monocular and binocular V1-like RFs, these V1 cells can be divided into the following typical types: monocular simple and complex cells, binocular simple and complex cells. Similar to [30] , we use Gabor-like filter to simulate the RF properties, defined as follows:
where
, ω represents the spatial frequency of the sinusoidal carrier, θ is the orientation (the angle of the normal to the sinusoid), γ is the spatial aspect ratio and σ is the sigma of the Gaussian envelope. Four orientations, 0 • , 45 • , 90 • and 135 • , are used with six different spatial frequencies, 1.74, 2.47, 3.49, 4.93, 6.98 and 9.87 (cycles/degree) (the scale is reflected by the spatial frequencies). Thus, the simple cell is computed with the response S L/R,+ θ,ω (x) of the Gabor filter to the input X L/R (x), responded to dark-light contrast polarity, which is defined as follows:
Next, the responses of simple cells are further processed by complex cells. To address directional selectivity of the RFs, all simple cells are decomposed only on the horizontal or vertical direction, the cells responded to horizontal or vertical boundary are obtained by
where H/V designates to the horizontal or vertical boundary. The cells in V1 layer 4 with light-dark contrast polarity are the inverse of those in (5) and (6):
The cells in V1 layer 3B monocular are obtained by
where the multiplicative factor of 2 is to compensate for the monocular simple cells received from only one eye. The response of a V1 monocular simple cell is calculated by
By integrating the simple cells within the horizontal and vertical directions, the response of a monocular complex cell is calculated by
The response of a corresponding layer of binocular simple cells can be modeled as:
Normally, by pooling the responses of simple cells with different monocular phase and/or position shift, we obtain binocular complex cells with a specific disparity tuning, as done in our previous work [31] . To focus on 3B and 2/3A layers in the V1 in this work, we derive binocular complex cell based on the laminar cortical model in [32] . The layer 3B inhibitory cells only respond to vertical boundary. The cell membrane potentials are determined by
where γ 2 and β represent the decay rate and the strength of the inhibition, respectively, d is the disparity plane to which the model neuron is tuned, and s is the allelotropic shift that depends on the disparity plane. The relationship between disparity plane d and allelotropic shift s is defined in Table 1 .
In the experiment, refer to [32] , we set γ 2 = 4.5 and β = 4. The layer 3B binocular cells receive input from the V1 layer 4 and layer 3B inhibitory cells corresponding to the same position and disparity, determined as follows:
where γ 1 and α represent the decay rate and the strength of the inhibition, respectively. In the experiment, refer to [32] , we set γ 1 = 0.29 and α = 6. The final V1 binocular complex cells are calculated by
After the above multi-stage processing, we obtain C
ω,d (x) to characterize monocular simple, monocular complex, binocular simple and binocular complex cells respectively. In the next stages, these different cells are fed to the perceptual quality model to obtain the perceptual quality. The same V1 model is also used in our previous work [33] for 3D image quality prediction, but more effective perceptual features are extracted from the perceptual information in this work.
B. PERCEPTUAL QUALITY MODEL
Even though the above responses can reflect low-level contrast features, they are not enough in detecting structure information to account for the HVS sensitivity. To extract robust structure information, phase features are further extracted from the response maps. Inspired by the great success of phase congruency (PC) in extracting invariant features, we obtain the local phase instead of the gradient as in our previous work [11] . Similar to [2] , by modulating the image on different scales and orientations, a set of responses VOLUME 5, 2017 at each point x ([η s,θ (x), ξ s,θ (x)]) are obtained. Then, with the local amplitude on scale s and orientation (A s,θ (x) = η s,θ (x) 2 + ξ s,θ (x) 2 ), and the local energy along orientation
and H θ (x) = s ζ s,θ (x), the phase congruency is computed by
where ε is a small positive constant. As an example in Fig. 2 , the response map extracted from the WN distorted image still suffers from serious local quality degradation, while the extracted PC maps success in conducting local comparisons. Focused on the responses extracted from the V1 model, we use the great successful similarity measure to detect the local difference between the original and its contaminated response maps. We take this similarity as microstructure similarity. Thus, let C org (x) and C dis (x) be the reference and distorted response maps, respectively, contrast microstructure similarity is defined as
Similarly, let E org (x) and E dis (x) be the reference and distorted phase maps, respectively, phase microstructure similarity is defined as
From another aspect, distortion will also affect the presentation of visual saliency. For example, human's fixation may change to those serious distorted regions. Therefore, the macrostructure difference between the original and distorted saliency maps is also crucial in determining the visual quality. To detect the saliency information, the input left and right images are first down-sampled by a factor of 2, and obtain the response maps and PC maps from the down-sampled inputs by the above similar process. Then, these response maps and PC maps are smoothed using a Gaussian kernel function to act as the saliency maps, denoted asC org (x) andC dis (x),Ȇ org (x) andȆ dis (x), corresponding to the above C org (x) and C dis (x), E org (x) and E dis (x), respectively. Fig. 3 shows the smoothed maps corresponding to Figs. 1(a)-(d) .
Then, contrast macrostructure similarity is defined as
Similarly, phase macrostructure similarity is defined as
Then, Q R (x), Q P (x),Q R (x) andQ P (x) are combined to get the global similarity. We define the final quality score Q δ as follows:
where α and β are two parameters to adjust the relative importance of micro-and macro-structure features, means the whole spatial domain, means the sampled spatial domain, and N and N denotes the number of the pixels in the two spatial domains.
C. 3D QUALITY POOLING
Recall that we use monocular simple cells, monocular complex cells, binocular simple cells and binocular complex cells to characterize the V1, and the similarity score in each stage is computed respectively. Taking monocular complex cells as an example, quality scores for the left and right images are obtained first, and are combined into a binocular quality by binocular combination model
where COM denotes the binocular combination operation. Here, we use the classical Gain-Control model [34] to address the binocular combination behavior. The weights in the Gain-Control model are computed across different scales as follows:
The Gain-Control model can accurately describe an early stage of binocular combination. In the subsequent stages, the fused binocular signals are directly perceived by the means of responses. Then, by applying average pooling on the quality scores across all scales (and across all disparity planes for the binocular complex cells), the final quality scores for the monocular simple cells, monocular complex cells, binocular simple cells and binocular complex cells are computed as
where AVG denotes the average pooling operation. Once the quality scores for the four stages are obtained, we should combine them into a global 3D quality score. Theoretically, the influences of monocular/binocular simple/complex cells for different distortion types are not the same. As demonstrated by the comparative results in the following Subsection 3.3, the effectiveness of the quality scores on different types of distortion will be relatively different. To achieve a more natural perception (that is, they are not simply averaged), a pooling operation is performed. All the quality scores are fused to generate a 3D quality score (defined as PVC index) as:
where OP denotes pooling operation. Here, different weighting/multiplication/learning pooling strategies can be used. For simplicity, we use linear weighting to combine the four quality scores. In addition to the above contrast/phase changes, luminance changes can also cause the visible distortion although they are also related to the contrast/phase changes. In the experiment, we found that only adopting PVC index cannot obtain satisfactory results for some distortions (the evaluation results will be analyzed). Therefore, besides measuring the above contrast/phase changes, we adopt additional global metric directly on the original and distorted left/right images to measure the global luminance similarity (GLS) by
Note that we have tested several popular FR IQA metrics, and find that the SSIM metric is comparatively well in addressing the luminance and contrast changes to compensate the PVC index. Similar to Eq. (22), the binocular combined GLS index is computed by
The final index is calculated by combining Q PVC and Q GLS into a quality score by
where 0 < γ < 1 is a parameter for adjusting the relative importance of the two components.
III. EXPERIMENTAL RESULTS AND ANALYSES A. DATABASE AND EXPERIMENT DESCRIPTION
To validate the effectiveness of the proposed method, we conduct experiments on the LIVE 3D IQA Databases (Phase-I and Phase-II) [35] , [36] . The LIVE 3D IQA Database Phase-I contains 20 reference stereopairs and 365 symmetrically distorted stereopairs corresponding to five distortion types: JPEG, JP2K, GBLUR, WN and Fast fading (FF). The LIVE 3D IQA Database Phase-II contains 8 reference stereopairs, and 120 symmetrically and 240 asymmetrically distorted stereopairs corresponding to the same distortion types with LIVE 3D IQA Database Phase-I. In addition, to further verify the proposed method, the experiments are also conducted on our recent multiplydistorted stereoscopic image database (NBU-MDSID) [37] , which is composed of 270 multiply-distorted stereoscopic images corrupted simultaneously by blurring, JPEG compression and noise injection symmetrically imposed on the left and right images. The database has been made available online at http://www.escience.cn/people/fshao/database.html.
Four commonly-used performance indicators, Pearson's Linear Correlation Coefficient (PLCC), Spearman's Rank Correlation Coefficient (SRCC), Kendall's Rank Correlation Coefficient (KRCC), and Root Mean-Squared Error (RMSE), are used to evaluate the IQA metrics. For the nonlinear regression, a four-parameter logistic mapping function is used:
where β 1 , β 2 , β 3 and β 4 are determined by using the subjective scores and the objective scores. We compare our method with eight state-of-the-art SIQA approaches, including: Lin's scheme [8] (FI-PSNR and FI-SSIM), Benoit's scheme [39] (the d1 metric is used), VOLUME 5, 2017 Bensalma's scheme [25] , Chen's scheme [14] , Lin's scheme [15] (Proposed-IS is used) and our two previous schemes (Shao's scheme [11] and Shao's scheme [39] ). Note that FI-PSNR and FI-SSIM metrics use binocular combination behavior, Bensalma's scheme [25] uses binocular energy model, and Chen's scheme [14] and Lin's scheme [15] use cyclopean vision to measure the perceived quality. 
B. OVERALL PERFORMANCE ON LIVE 3D IMAGE DATABASE
To examine the performance of the proposed method in evaluating the symmetrically and asymmetrically distorted images, we reported the overall performance on LIVE 3D IQA Database Phase-I and Phase-II in Table 2 , in which the case with the best performance is highlighted in bold. From Table 2 , observe that the proposed method outperforms all the other comparative methods in terms of most of the performance criteria on two databases. Some other interesting phenomena can be observed from the table: 1) for the symmetrically distorted stereoscopic images, some SIQA algorithms perform quite well, and there seems to be less performance difference between the 3D methods. Due to the space limitation, we do not list the performance of 2D IQA algorithms on the LIVE 3D IQA Database Phase-I, but some well-developed algorithms also can achieve impressive predictive performance when directly applied on the two stereoscopic views and then averaged; 2) for the more challenging asymmetrically distorted stereoscopic images, Chen's scheme, Lin's scheme and our method are significantly superior to other methods. Chen's and Lin's schemes use cyclopean images to evaluate the quality, which have proved to be effective in predicting the quality of asymmetrically distorted cases. Our method is particularly effective for asymmetrically distorted stereoscopic images because the comprehensive monocular and binocular vision is considered.
To more comprehensively evaluate the prediction performance of the proposed scheme, we compare the reported results of nine methods for each distortion type. The PLCC, SRCC, KRCC and RMSE results are listed in Tables 3 and 4 , where the top three metrics have been highlighted in boldface. One can see that the proposed scheme is among the top 3 metrics 8 times in terms of PLCC, 6 times in terms of SRCC, 8 times in terms of KRCC, and 6 times in terms of RMSE. Impressively, for the LIVE Phase-II database including both symmetrically and asymmetrically distorted stereoscopic pairs, our method performs the best on the JP2K, blurring and FF distortions. Therefore, performance gains on VOLUME 5, 2017 the overall or individual distortions by our proposed method is indicative of its power in mimicking the visual aspects in the V1.
C. CONTRIBUTION OF EACH COMPONENTS
In fact, our method is composed of Q MS , Q MC , Q BS and Q BC to derive Q PVC , and use Q PVC and Q GLS to derive the final score. Therefore, it is meaningful to investigate the impact of each quality component in the proposed method.
To facilitate the analysis, we design the following schemes (e.g., denoting by Q MC , Q BS , Q BC , Q PVC , and Q GLS ) for comparison. The results of PLCC and SRCC are presented in Table 5 and Table 6 . From the tables, we can see that, for different types of distortion, the influence of Q MC , Q BS and Q BC will have large deviations in evaluating the perceptual quality. For example, for the symmetrically distorted LIVE Phase-I database, Q MC and Q BS are effective for most of the distortions (Q BS and Q PVC have the similar overall performance), while for the asymmetrically distorted cases, integrating Q BC into the Q PVC will largely promote the overall performance, even for FF distortion, Q BC will have weakness in addressing the actual perception on both LIVE Phase-I and Phase-II databases. On the other hand, only using Q PVC to predict the final quality is not a best choice except for blurring distortion in the LIVE Phase-II database. Therefore, by training a proper parameter λ (λ = 0.285 in this work), the performance on the overall or individual distortions can be further promoted. 
D. PERFORMANCE ON MULTI-DISTORTED DATABASE
In addition to the above single-distorted cases, we also report the performances on our recent constructed multiplydistorted database (NBU-MDSID). Our no-reference metric designed for the database is also compared. We were surprised to find from Table 7 that, the performance of our method is significantly superior to other methods. The PLCC is promoted from 0.9185 (the highest performance of the comparative methods) to 0.9523, and SRCC is promoted from 0.9048 to 0.9359. The results further confirm that the proposed model have the capability to handle symmetrically and asymmetrically distorted stimuli, as well as multiple distorted stimuli. The scatter plots on the three databases shown in Fig. 4 demonstrate that our model has superior convergence and monotonicity.
IV. CONCLUSIONS
In this paper, we have presented a new stereoscopic image quality assessment approach by modeling visual properties of the primary visual cortex (V1). The main motivation of this work is to develop a technique that more effectively models neural processing for the visual information representation in the V1. Towards this end, we propose new feature encoding and similarity measure approaches to give more reliable and accurate quality assessment. The results demonstrated that the proposed approach can yield much better results than the other competing methods. As future work, we plan to consider deeper visual features and explore the connections them to better simulate the perception process. We also plan to extend this framework to blind reference applications.
