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The many-body localization transition for Heisenberg spin chain with a speckle disorder is studied.
Such a model is equivalent to a system of spinless fermions in an optical lattice with an additional
speckle field. Our numerical results show that the many-body localization transition in speckle
disorder falls within the same universality class as the transition in an uncorrelated random disorder,
in contrast to the quasiperiodic potential typically studied in experiments. This hints at possibilities
of experimental studies of the role of rare Griffiths regions and of the interplay of ergodic and
localized grains at the many-body localization transition. Moreover, the speckle potential allows one
to study the role of correlations in disorder on the transition. We study both spectral and dynamical
properties of the system focusing on observables that are sensitive to the disorder type and its
correlations. In particular, distributions of local imbalance at long times provide an experimentally
available tool that reveals the presence of small ergodic grains even deep in the many-body localized
phase in a correlated speckle disorder.
I. INTRODUCTION
Isolated quantum many-body systems are generically
expected to reach thermal equilibrium according to eigen-
state thermalization hypothesis [1–4]. The approach to
thermal equilibrium may be precluded by strong disor-
der resulting in phenomenon of Many-Body Localization
(MBL) [5, 6] investigated in recent years both theoreti-
cally and experimentally (for reviews see [7–10]). Further
examples of nonergodic many body-systems include mod-
els with constrains [11–13], lattice gauge theories [14–19]
often linked with periodic oscillatory behavior coined, in
the wake of well known quantum chaos notion [20, 21],
as quantum scarring [22–26], as well as surprizingly basic
systems as interacting particles in tilted lattices (Stark-
like localization) [27, 28] or even harmonic potentials
featuring coexistence of localized and delocalized phases
[29–31].
The theoretical studies of MBL typically consider uni-
form uncorrelated random potential as a source of dis-
order in the system. In contrast, the experimental se-
tups used much easier to realize quasiperiodic potential
[32, 33] correlated at arbitrary length scales. The behav-
ior of one-dimensional (1D) models deep in the localized
phase is similar in both cases (leading e.g. to preserva-
tion of the information about initial states in time dy-
namics [32, 33]). The situation is more complicated in
the crossover between localized and extended phases. It
is claimed even that the observed behavior suggest dif-
ferent universality classes of MBL transition depending
on the disorder type [34, 35]. For uncorrelated disorder
one expects to observe the influence of rare events, the so
called Griffiths regions [36, 37] i.e. grains of the minority
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phase on the either side of the transition (e.g. presence
of ergodic grains on the localized side). Those affect the
time dynamics and lead to e.g. subdiffusive transport
on the delocalized side [38–43]. Even though the rare
Griffiths regions are a priori absent in the deterministic
quasiperiodic potential, the resulting dynamics are simi-
lar as in the uncorrelated disorder featuring a power-law
decay of time-correlators as well as a power-law growth
of the entanglement entropy [42, 44] - for a recent review
see [45].
Surpizingly much less is known about MBL in a ran-
dom speckle potential, despite the fact that such a poten-
tial has been successfully used in single particle physics
e.g. for the experimental demonstration of Anderson lo-
calization in cold atomic gases [46, 47]. For attractively
interacting bosons the bright soliton can be trapped in
a speckle-disorder potential and get Anderson localized
[48, 49]. A study of MBL in two-dimensional continuum
[50] concludes that perturbation theory diverges for ar-
bitrarily weak interactions in a speckle potential. More-
over, it is not clear whether the insulating state of a
strongly correlated atomic Hubbard gas in a speckle po-
tential observed in center-of-mass velocity measurements
[51] can be attributed to MBL since the phenomenon is
believed to be not stable beyond one dimension [52]. A
recent theoretical study of MBL in a speckle potential
[53] was limited to few particles only due to numerical
requirements of the continuum approach.
The aim of this work is to provide an in depth study
of MBL in a speckle potential in a one dimensional chain
which is the typical geometry in which MBL is studied
both experimentally and theoretically. Interestingly, the
speckle potential belongs to a class of correlated random
potentials – see e.g. [54–58] that host a single particle mo-
bility edges in one dimension. MBL is found only in cer-
tain types of such potentials [59–62], showing that MBL
indeed occurs in speckle potentials is one of the goals
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FIG. 1. The speckle distribution (inset) and its correlation
function for disorder strength W = 1 and different correlation
lengths σ as indicated.
of this work. While MBL has been studied for spinless
or spin-1/2 fermions [63] as well as for bosons in optical
lattices potential [64–68] we choose to consider the sim-
plest, paradigmatic model used in MBL studies, namely,
the disordered Heisenberg chain. There are at least two
reasons underlying this choice. Firstly, for random uni-
form as well as quasiperiodic disorder the Heisenberg spin
chain has been quite deeply analyzed already, thus a di-
rect comparison with random uniform results allow us
to better comprehend the differences resulting from the
nature of the speckle potential. Secondly, with the local
on-site Hilbert space dimension equal to 2, one may, us-
ing exact diagonalization approach reach system size of
the order of L = 20 straightforwardly. That allows us for
an in-depth analysis of properties of the system. That
would be much harder for bosons or spinful fermions –
for the latter, in addition, the inherent SU(2) symmetry
affects deeply the MBL transition [69–73].
The paper is organized as follows. Section II intro-
duces the model and the speckle disorder, we review its
basic properties there. With this knowledge we consider
properties of eigevalues and eigenstates of the model in
Section III while the time dynamics is discussed in Sec-
tion IV. Appendices provide additional discussion on spe-
cialized topics. We summarize our findings in Section V.
II. THE MODEL.
We consider a 1D Heisenberg spin chain, widely used
in MBL studies [38, 39, 74–77]. This model maps, via
Jordan-Wigner transformation, to a system of interacting
spinless fermions which allows us to make the connection
with optical lattice experiments. Instead of quasiperi-
odic disorder imposed by a secondary weak optical lattice
with period incommensurate with the primary lattice (in
which the tight binding approximation is inherently as-
sumed) as in experiments [32, 44] we imagine that the
disorder is added by an additional optical potential due
to a speckle radiation. This additional light may operate
on a different optical transition than the primary opti-
cal lattice and, within the tight binding approximation
for the latter, leads to a desired speckle disorder. The
resulting Hamiltonian of the system reads:
H = J
L−1∑
i=1
~Si · ~Si+1 +
L∑
i=1
hiS
z
i , (1)
where ~Si are spin-1/2 matrices, J = 1 will be consid-
ered as the energy unit, open boundary conditions are
assumed. The local magnetic fields, hi, are drawn from
the speckle distribution P (x) = 1W exp(−x/W ); x > 0
where x = W (an overbar denotes an average over dis-
order realizations). Similarly, W is the standard devi-
ation of the exponential distribution. Importantly, hi
values may be correlated depending on their relative po-
sition. The speckle is typically generated by transmission
of light through a ground glass plate [78]. The correla-
tions in the speckle pattern result from interference of
light scattered by different parts of the plate and are,
therefore, controlled by the aperture of the object. As-
suming a rectangular plate, see [54] for more details, the
correlation function takes a form (in discrete represen-
tation) hihj = W
2C(|i − j|/σ) with C(y) = [sin(y)/y]2
and |i− j| the distance (unit lattice constant assumed) -
compare Fig. 1.
Few remarks are in order. The disorder is asymmetric
with assumed positive x. We could also change the sign
of all hi to have an opposite case (in atomic implemen-
tation a change of the sign corresponds to the change of
the sign of the detuning on the atomic transition). This
sign is relevant and important for low lying states [48, 49]
(as the disorder corresponds to either peaks or valleys of
the potential). However we shall consider highly excited
states from the middle of the spectrum and this sign be-
comes irrelevant. Second, in an optical implementation σ
may be as low as 0.26µm [46] i.e. a fraction of the typical
lattice spacing in experiment [32, 44]. In the tight bind-
ing model we have then simply an uncorrelated disorder.
Increasing σ we may study how finite correlations in the
potential affect MBL, the option apparently not available
for other types of experimentally relevant disorder used
till now.
For reference, we shall use also the uniform random
(UR) disorder, for which the fields hi are independent
random variables drawn from uniform distribution on in-
terval [−W,W ].
III. PROPERTIES OF EIGENVALUES AND
EIGENSTATES
A. Locating the transition
With the model defined we study first its spectral prop-
erties to verify the presence of the ergodic-MBL transi-
tion. Consider a mean gap ratio, r, calculated as an
3average of
ri = min{si+1
si
,
si
si+1
}, (2)
where si = Ei+1 − Ei (with Ei being eigenvalues of the
system) and the average is taken over a region of spec-
trum and over disorder realizations. The mean gap ratio
was proposed as a simple probe of level statistics in [79]
with r ≈ 0.38 for Poisson statistics (PS) (corresponding
to localized, integrable case) and r ≈ 0.53 for Gaussian
orthogonal ensemble (GOE) [80, 81] of random matrices
well describing statistically an ergodic system.
We determine the mean gap ratio as a function of the
disorder amplitude W for several system sizes. Since the
total spin projection on the z axis is conserved, we con-
sider the largest nontrivial sector of the Hamiltonian with∑
Szi = 0 – that restricts system sizes considered to L
even. Typically, we consider about N = 300 eigenener-
gies from the middle of the spectrum, i.e. ε ≈ 0.5 where
ε = (E − Emin)/(Emax − Emin) with Emin(Emax) be-
ing the lowest (highest) eigenvalue for a given disorder
realization. The results are averaged over 1000 disorder
realizations or twice that number close to the estimated
transition point. Data for L = 14 and L = 16 are ob-
tained by full exact diagonalization, the ones for L = 18
and L = 20 are obtained using POLFED algorithm [82].
The results are shown in Fig. 2. Curves corresponding
to different system sizes cross typically in the vicinity of
r ≈ 0.4 - this crossing point is taken as an estimate of
the critical disorder value, Wc for different disorders. We
refrain from using the procedure of a single parameter
finite size scaling [34, 39, 63] as it has became apparent
recently [83, 84] that the transition may be of Kosterlitz-
0.4
0.45
0.5
r
_
L=14
L=16
L=18
L=20
0 0.5 1 1.5
 w
0.4
0.45
0.5
r
_
0 0.5 1 1.5 2
 w
(a) UR (b) σ = 0
(d) σ = 2(c) σ = 1
FIG. 2. Mean gap ratio as a function of the rescaled disorder
amplitude w = W/Wc – for Wc values please see Table I.
Panel (a) shows the reference behavior for a random uniform
disorder while the remaining panels correspond to different
scale of correlations of the speckle potential as indicated by
σ values in the panels. The transition in a speckle potential
seems much broader with smaller differences between curves
for different system sizes. Increasing correlations make this
effect much stronger.
TABLE I. The critical values of disorder for different disorder
types considered in this work obtained at the middle of the
spectrum, ε = 0.5.
UR σ = 0 σ = 1 σ = 2
Wc 3.4 2.25 4 6.5
Thouless type and such a finite size scaling approach may
be not valid.
The critical values of disorder for ε ≈ 0.5 for all con-
sidered models are given in Table I. Note that for UR
disorder we get Wc ≈ 3.4 close to Wc ≈ 3.3 obtained
with finite size scaling in the system with open boundary
conditions [85]. The critical disorder values are used to
rescale the disorder amplitude w = W/Wc to facilitate
a comparison between various models of disorder. From
now on we shall use, whenever possible, the rescaled dis-
order, w.
Comparison of Fig. 2(a) and Fig. 2(b) shows that the
crossover between ergodic and localized phases for UR
disorder is sharper than for the uncorrelated speckle dis-
order (σ = 0). The disorder strength at which the av-
erage gap ratio r departs from the GOE value reaches
w ≈ 0.5 for the UR disorder and system size L = 20
and w ≈ 0.25 for speckle disorder with σ = 0. This can
be traced back to the unbounded on-site distribution of
the speckle potential: the probability of having a fully
ergodic system at e.g. w = 0.3 is diminished, in com-
parison to the UR disorder case, by the rare events in
which the field hi is large on one of the sites. The effect
of broadening of the crossover is further enhanced when
the correlations (σ > 0) are introduced in the speckle
potential.
This suggests that finite size effects are stronger for
the correlated disorder which is seemingly contradicted
by the fact that curves for different sizes L are much
closer to each other for the correlated speckle disorder.
However, a weaker size dependence of r¯ is a sign of strong
finite size effects – relatively small changes in system sizes
L available to exact diagonalization are simply too small
to have a visible effect on r dependence for the correlated
speckle disorder.
B. Inter-sample randomness
A more detailed characteristic of ergodic to MBL tran-
sition is obtained when one examines variation of system
properties for individual disorder realizations [35]. To
that end we average the gap ratios ri obtained from 300
eigenvalues from the middle of the spectrum (ε = 0.5)
for a single disorder realization which yields a sample-
averaged gap ratio r¯s. The distributions of r¯s (obtained
from calculating r¯s for many disorder realizations) vastly
differ between UR disorder and quasiperiodic potential
[35] pointing out the dominant role of inter-sample ran-
domness in the MBL transition in the UR disorder. The
4large inter-sample randomness, in turn, may be linked to
the existence of rare Griffiths regions. Hence, it was sug-
gested [34] that MBL transitions for UR disorder and
quasiperiodic potential belong to different universality
classes.
The distribution of the sample averaged gap ratio
P (r¯s) obtained for the speckle disorder are compared
with the UR disorder case in Fig. 3. Three values of
the rescaled disorder are considered: w = 0.15 and
w = 2.35 corresponding to delocalized and localized
phases, respectively, and intermediate one correspond-
ing to w = 0.5 (for RU disorder w = 0.6). Such in-
termediate values of disorder correspond to the maximal
inter-sample randomness in the system with the biggest
variance of the r¯s distribution and in the thermodynamic
limit they tend to the respective critical values Wc pro-
vided that MBL persists in the thermodynamic limit
(this issue is a topic of the current debate [82, 84, 86–
88]).
Observe that, as it could be expected, the distributions
for the localized and delocalized cases are quite similar
for UR and for the speckle disorders with different corre-
lation lengths. The situation is markedly different in the
transition regime. For the system with UR disorder the
P (r¯s) distribution is unimodal, although broad. On the
other hand, for the speckle disorder one can observe a bi-
modal shape. With the increase of the correlation length
σ the two peaks observed for speckle potential become
more pronounced and overlap more the distributions for
delocalized and localized phases.
Apparently, the sample averaged gap ratio distribu-
tion catches an important difference between the speckle
and UR disorder. The speckle distribution is exponen-
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FIG. 3. Distributions P (rS) of the sample-averaged gap ratio
obtained for single realizations of disorder for random (a) and
speckle potential with σ = 0 (b), σ = 1 (c) and σ = 2 (d).
The black circles and blue diamonds are for delocalized and
localized phase with w = 0.15 and w = 2.35, respectively; the
red circles are for transient regime with w = 0.6 for random
potential and w = 0.5 for the speckle. The data are obtained
for the system size L = 16, 4500 realizations and 300 levels
around ε = 0.5.
tial favoring small values of disorder. Thus, it is quite
probable to obtain nearby sites with very small differ-
ence in the local potential – that facilitates transport.
This observation may be quantified by finding the prob-
ability distribution for the difference between consecutive
random numbers which, for speckle disorder is also expo-
nential. At the intermediate rescaled disorder, w = 0.5,
the probability of having an ergodic system (r¯s ≈ 0.53)
is enhanced for the uncorrelated speckle disorder. At the
same time, the unbounded exponential distribution may
give rise to few sites with a significantly larger values of
hi resulting in a localized sample (r¯s ≈ 0.39), explaining
the bimodal structure of the P (r¯s) distribution for the
speckle disorder with σ = 0. This mechanism is further
reinforced by the presence of correlations in the speckle
potential (σ = 1, 2).
All in all, our results confirm that the inter-sample
randomness plays a significant role in the ergodic-MBL
transition both for the UR and speckle disorder. This
suggests that both UR and speckle disorder correspond
to the same universality class of MBL transition, dom-
inated by strong fluctuations in sample-to-sample prop-
erties and interplay of ergodic and localized grains. This
is in sharp contrast to the MBL transition in quasiperi-
odic potential observable in current experimental setups
where the system properties are much more uniform [89].
C. Participation entropies of eigenstates and
multifractality
While gap ratio statistics provides statistical informa-
tion about eigenvalues of the model, additional informa-
tion may be gained from eigenvector properties. Those
may be probed via e.g. participation entropies. Follow-
ing [90] we consider participation entropies Sq defined
via the q-th moments of wavefunction |Ψ〉 following the
expression:
Sq(Ψ) =
1
1− q ln
(
N∑
i=1
|ci|2q
)
, (3)
where ci are the coefficients of wavefunction |Ψ〉 in the
basis state |n〉, i.e. |Ψ〉 = ∑Ni=1 ci |n〉, N is the dimension
of Hilbert space. While providing supplementary infor-
mation to that hidden in eigenvalues one should remem-
ber that the participation entropies are basis dependent
(becoming trivial in e.g. the eigenbasis of the Hamilto-
nian). We shall consider the eigenbasis of Szi operators,
equivalent to the basis of Fock states in the language of
spinless fermions. On the delocalized side this basis is
to a large extent unbiased. On the localized size, since
the so called local integrals of motion of the Heisenberg
chain [7, 91–96] can be thought of as dressed Szi opera-
tors this basis is rather close to the eigenbasis (for any
reasonable measure of the basis distance [97]). While
this may be considered as a drawback, this choice as-
sures that participation entropies are sensitive to the lo-
5calization transition. We considered only the lowest mo-
ments q = 1 and q = 2: S1(Ψ) = −
∑N
i=1 |ci|2 ln |ci|2
and S2(Ψ) = − ln
(∑N
i=1 |ci|4
)
that are equal to to the
Shannon entropy of |ci|2 distribution and logarithm of
the inverse participation ratio (IPR), respectively.
To probe the distributions of participation entropies
we again consider L = 16 where we have accumulated
data for 4500 disorder realizations for all cases studied.
We take 300 eigenfunctions corresponding to the middle
of the spectrum around ε = 0.5. We show here the results
for S2 - the logarithm of IPR - the celebrated measure of
localization studies in single particle physics [98, 99] as
reviewed in [100].
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FIG. 4. The distribution of the participation entropy S2 for
deeply localized (empty markers) and delocalized (filled mark-
ers) phases (a) and for the transition regime (b). The data for
delocalized phase are obtained for w = 0.15, whereas the ones
for localized state are for w = 2.35. The transition regime cor-
responds to maximal inter-sample randomness i.e. w = 0.5
for the speckle and w = 0.6 for the UR disorder.
The S2 distributions are shown in Fig. 4. Top panel
compares UR disorder with the speckle for localized and
delocalized regimes highlighting differences in the two
regimes. In the delocalized case, for UR disorder we ob-
serve a narrow, almost symmetric gaussian-like distribu-
tion. This is not the case for speckle potential despite
the fact that w = 0.15 lays deeply in the delocalized
regime. Distributions of S2 show a pronounced asymme-
try with a broad tail extending towards smaller values of
S2. The tail significantly grows with the speckle correla-
tion length. The presence of this tail indicates relatively
rare situations where a partial localization occurs within
the sample. A reversed trend is observed on the localized
side. Here the participation entropy S2 for an UR disor-
der shows a characteristic shape with a tail decaying as
S−α2 , for this value of w we find α ∼ 2. The uncorrelated
speckle disorder leads to a similar distribution but with,
again, the tail which decays more slowly. The tail gets
heavier when the correlations in speckle disorder are in-
troduced. In the vicinity of the transition (see bottom
panel of Fig. 4) the distributions become very broad for
both types of disorder, corroborating our claims about
the same universality class for MBL transition in UR
and speckle disorder, even in presence of a finite range
correlations in the latter case. We also note that for the
speckle potential an apparent excess of large S2 corre-
sponding to delocalized samples occurs.
The distribution shapes differ for UR and speckle dis-
order. A quantitative analysis is obtained by finding the
Sq scaling with the system size - here we follow closely
the similar analysis performed for RU disorder [90]. It
was shown that in that case to a good approximation
Sq = Dq lnN + bq, where N is the Hilbert space dimen-
sion of the system studied. The eigenstates are multifrac-
tal if the fractal dimensions Dq differ among themselves.
This is to be contrasted with Dq = 0/1 for fully local-
ized/delocalized case, respectively. It was found that the
Heisenberg chain in MBL regime possesses multifractal
eigenstates.
We show that this is also the case for the speckle dis-
order – compare Fig. 5 where the scaling with the system
size is studied in the deeply localized regime w = 2.35.
The speckle potential leads to slightly higher multifrac-
tal dimensions in comparison to UR case as it is already
visible for σ = 0. The increase of speckle correlation
length shows a further increase of multifractal dimen-
sions revealing that localization is somehow “weaker” for
the speckle potential at same, linearly rescaled disorder.
Interestingly, observe, however, that the subleading bq
coefficient remains positive for all cases considered (sug-
gesting a localization as noted in [90]).
IV. TIME DYNAMICS
A. Time evolution of the imbalance
While eigenvalues and eigenvector properties provide
us with an understanding of the difference between ran-
dom and speckle potential they are not directly ac-
cessible in experiments. Standard MBL experiments
[32, 44, 101, 102] consider instead the dynamics infer-
ring the information from time evolution of appropriately
chosen initial states. The first and simple conceptually
approach [32] considers the evolution of the density-wave
like state with every second site occupied and every sec-
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FIG. 5. Finite size scaling of participation entropies S1
– panel (a) and S2 – panel (b) for deeply localized phase
(w = 2.35). Data were acquired for 300 eigenlevels around
ε = 0.5 and 4500 disorder realizations. The fractal dimen-
sions Dq (visible as coefficients in front of x ≡ lnN) indicate
multifractal character of eigenstates even in this deeply local-
ized regime for all considered types of disorder.
ond empty (for spinful fermions). Analogously, for the
Heisenberg spin chain one may consider a Ne´el state
|ψ(0)〉 with spins up/down on even/odd sites, respec-
tively (or vice versa). In time evolution starting from
the state |ψ(0)〉, the spin correlation function defined as
I(t) = D
L∑
i=1
〈ψ(t)|Szi |ψ(t)〉〈ψ(0)|Szi |ψ(0)〉, (4)
where D is a normalization constant (so that I(0) = 1) is
followed. The spin correlation function I(t) for the Ne´el
state is mapped, via Jordan-Wigner transformation, to
the difference of populations of spinless fermions at even
and odd sites at time t, hence we refer to it as an im-
balance. While in the delocalized regime the imbalance
rapidly decays to zero in accordance with eigenstate ther-
malization hypothesis [3, 4], in fully localized case, after
an initial transient, it saturates to a certain value depen-
dent on the disorder amplitude. Theoretical and exper-
imental studies [42, 44] addressed the time dependence
of imbalance also in the transition regime observing typ-
ically its power-law decay. This effect has been used to
estimate the critical disorder for MBL transition for large
system sizes [65, 85, 103, 104].
The exemplary behavior of the imbalance (4) for the
studied disorder types is depicted in Fig. 6. Results are
obtained for L = 20 system using Chebyshev propaga-
tion technique [105, 106]. The curves indeed show the
algebraic decay with I(t) ∝ t−α that persists to long
times and disorder strengths. The algebraic decay de-
scribes well the time dependence of I(t) for both UR and
speckle disorder.
Fig. 7 shows the fitted exponents α as a function of the
scaled disorder amplitude for system sizes L = 16, 18, 20.
Firstly, we observe, that the size dependence is similar for
UR disorder and for the speckle potential, there is little
difference between exponents obtained for the available
system sizes. A question that we leave for further studies
is whether the slow increase in the exponent α observed
for system sizes 20 6 L 6 200 for UR [85, 103, 104] ap-
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FIG. 6. The dynamics of imbalance for the system with
random (a) and speckle potential (b)-(d) at disorder values
(from bottom to top in each subpanel): w = 0.45, w = 0.6,
w = 0.75, w = 1, w = 2. The data are obtained for Ne´el state
by averaging over 600 disorder realizations for L = 20 sites
system. The α is extracted by power law fitting of imbalance
curves within the range 100 ≤ t ≤ 300 (shown by dashed
lines).
pears for the speckle disorder as well. Another interesting
observation is that the power α changes differently with
disorder amplitude for various cases depicted in Fig. 7.
The functional form of α(w) for UR disorder is well ap-
proximated by an exponential decay (a straight line in
the lin-log plot). A similar dependence is apparent for
an uncorrelated speckle potential, with one difference:
the exponent α decreases significantly more slowly with
w. The presence of correlations in the speckle disorder
0.01
0.1
α
L=16
L=18
L=20
0.5 1 1.5 2 2.5 3
 w
0.01
0.1
α
0.5 1 1.5 2 2.5 3
 w
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(d) σ = 2(c) σ = 1
FIG. 7. Exponent α of the spin imbalance decay as a function
of disorder strength w, as extracted from fits for different
system sizes for random potential (a), speckle potential with
σ = 0 (b), σ = 1 and σ = 2. The data are obtained for
500 realizations. Standard bootstrapping approach is used to
estimate the errors shown in the figure.
7further enhances the slow decay of imbalance at large
disorder strengths as we observe a non-zero exponent α
even for w > 2. This suggest that a linear rescaling of
the disorder (by the critical disorder value) does not fully
compensate for correlations in the disorder, the transition
for larger correlation length is “broader” with larger tran-
sition region. This parallels a similar observation made
for participation entropies as well as the dependence of
the fractal dimensions on the speckle correlation length σ
and can be linked to a formation of small ergodic grains
deep in the MBL phase as we show in the next section.
B. Local imbalances
Is it possible to reveal in a more pronounced way the
different properties of MBL for UR and speckle disor-
ders in time dynamics? After all those differences were
quite strikingly visible in the eigenvector spectral proper-
ties was well as in participation entropies. The answer is
positive. What we need is a measure of local localization
properties, as the broad entropic distributions discussed
above convincingly revealed the presence, even in the
same sample, of regions seemingly localized to a different
degree. Such a measure may be constructed as a local
imbalance Ik2 , k ∈ [1, L/2] involving spins on 2k − 1, 2k
sites:
Ik2 (t) =
1
4
[〈ψ(t)|Sz2k−1|ψ(t)〉〈ψ(0)|Sz2k−1|ψ(0)〉
+ 〈ψ(t)|Sz2k|ψ(t)〉〈ψ(0)|Sz2k|ψ(0)〉]. (5)
The global imbalance is just a sum of Ik2 . The local im-
balances provide information about local scrambling of
spin degrees of freedom.
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FIG. 8. The distribution of local imbalance I2 for various
considered types of disorder. Observe the pronounced effect
the speckle correlation has on that distribution. The system
size is L = 16, the distributions are obtained for time t = 1000
and from more than 2000 disorder realizations.
We consider a set of local imbalances {Ik2 (ti)}k=L/2−2k=2
at times ti = 1000−i (in the J−1 units) for i = 0, 1, ..., 30.
Gathering the sets of local imbalances {Ik2 (ti)} for a large
number of disorder realizations we plot the resulting dis-
tributions of local imbalance, P (I2), in Fig. 8. Consider
first the distribution for UR disorder shown in panel (a):
for large disorder the distribution is sharply peaked near
its maximal unit value indicating an almost complete lo-
calization and a good memory of the initial state. On
the contrary, for small disorder we observe a smooth
gaussian-like profile centered at I2 = 0 - a signature
of a lost memory of the initial state. With increasing
disorder this distribution sharpens, becomes asymmet-
ric (as a total imbalance becomes positive) developing a
tail at positive values of I2. Around a critical disorder
value the distribution of I2 is broad reaching the edge at
unity. For speckle uncorrelated disorder – Fig. 8(b) – the
curves look similar although a careful inspection reveals
that for the localized case the tail extending to small I2
is higher than for UR disorder. The broadest distribu-
tion, extending almost uniformly between zero and unity
is obtained at slightly different w value, in comparison
to the UR case. The picture changes for the correlated
speckle disorder. We observe a spectacular narrowing of
distributions in the delocalized case. This may be eas-
ily understood, once some disorder value is chosen for a
given site, the next correlated site has, with a large prob-
ability, a similar disorder value facilitating delocalization.
Interestingly the broadest distributions (at values of dis-
order shifting towards slightly larger values) develop lo-
cal maxima at I2 = 0, 1 showing the abundance of com-
pletely delocalized as well as localized local imbalances.
Correlated speckle disorder leads thus to the formation
of localized and delocalized grains of small size. This be-
havior becomes even more pronounced at σ = 2 when
even for large w corresponding globally to the deep MBL
case, a noticeable maximum at I2 = 0 still exists point-
ing towards the existence of small regions that locally
thermalize.
Note the real resemblance between bimodal distribu-
tions observed for local imbalance with the similarly
shaped characteristics of the sample averaged gap ratio
shown in Fig. 3. The local imbalance allows us to get
a similar understanding of the system behavior as eigen-
value statistics not only on the level of the global prop-
erties reflected by the imbalance but on a deeper, local
level. Let us stress that the measurement of local imbal-
ances requires a single site resolution - however in cold
atomic systems as well as in spin models such resolution
is already achieved experimentally [107].
V. CONCLUSIONS
We investigate an optical speckle field placed on top
of a quasi one-dimensional optical lattice which allows
us to go beyond the continuum approaches considered
so far and to model the system within a tight binding
8description in which the speckle field gives rise to a on-
site perturbation. The speckle disorder obtained in that
manner has unique features enabling a control over its
correlation length. On one hand, the speckle disorder
allows us to study MBL transition in an uncorrelated
“trully random” disorder, as opposed to the routinely
realized experimentally case of quasiperiodic potential
which leads to MBL transition of different universality
class [34]. On the other hand, the speckle field opens
up the possibility of studying the influence of correla-
tions in disorder on many-body localization transition.
A specific exponential distribution function of the uncor-
related speckle already leads to certain differences in the
system behavior as compared to usually studied random
uniform disorder, the effects become amplified when the
speckle correlation length is increased. We observe more
pronounced finite size effects that are, surprizingly, hid-
den in the reduced sensitivity of the system response to
changes of its size. This suggests that system sizes of few
hundreds sites, available in current experiments in opti-
cal lattices may be needed to reach the thermodynamic
limit. MBL in the speckle potential has increased sam-
ple to sample variation as compared to random uniform
disorder, as visualized in the gap ratio analysis as well as
in the study of eigenvector properties. With increasing
correlations the critical regime of transition broadens.
Additional insights may be obtained from time dynam-
ics. Global imbalance decay confirms the broadening
of the transition while a local imbalance, a tool intro-
duced in this work, allows us to visualize the origin of
the resistance against localization observed in (partic-
ularly correlated) speckle potential. Apparently it fa-
vors creation, even for large disorder amplitude, of small
grains that locally thermalize. That resembles the be-
havior expected of rare Griffiths regions for uncorrelated
disorder but, surprisingly, the correlations of finite range
actually enhance their importance. Excitingly, such local
imbalances seem to be readily accessible experimentally
offering possible experimental verification of the results
presented.
ACKNOWLEDGMENTS
We thank Dominique Delande for providing the code
for the speckle potential and discussions. The lat-
ter were also enjoyed with Titas Chanda. We ac-
knowledge support by PL-Grid Infrastructure. This re-
search has been supported by National Science Cen-
tre (Poland) under projects 2015/19/B/ST2/01028 (P.S.
and A.M.), 2018/28/T/ST2/00401 (doctoral scholarship
– P.S.) and 2019/35/B/ST2/00034 (J.Z.). Partial sup-
port by the Foundation for Polish Science under Polish-
French Maria Sk lodowska and Pierre Curie Polish-French
Science Award is also acknowledged. P.S. acknowledges
support by the Foundation for Polish Science (FNP)
through scholarship START.
FIG. 9. The mean gap ratio, r, plotted as function of disorder
strength W and the rescaled energy ε. Observe that while
uncorrelated, σ = 0 plot resembles, qualitatively, the situation
for random uniform disorder [39]. For correlated disorder the
lobe becomes asymmetric with lower lying states being less
localized. Data for L = 16 Heisenberg chain.
Appendix A: Appendix
We present here additional numerical results for the
model. Those results, while not essential for the conclu-
sions reached in the main text, supplement them with
additional numerical evidence.
1. Energy dependence of the transition and density
of states
The mean gap ratio r as a function of the disorder
amplitude and the relative energy is presented in Fig. 9.
The latter is defined as ε = (E − Emin)/(Emax − Emin)
with Emin(Emax) being the lowest (highest) eigenvalue
for a given disorder realization. We take slices in ε with
size 0.05 obtaining 20 bins for energy. For σ = 0 i.e.
an uncorrelated disorder we observe a rather symmetric
in energy lobe resembling the one shown in [39]. The
correlation in disorder makes low lying states being more
resistant to localization as clearly visible for σ = 2 plot
in Fig. 9.
This, at a first glance, surprizing behavior may be par-
tially explained by the energy dependence of the density
of states - compare Fig. 10. The raw (unscaled) density is
perfectly symmetric with respect to origin. Scaling, per-
formed for each diagonalization separately, shifts slightly
the maximum of the density of states to  below 0.5. For
a finite disorder value the maximum of the density con-
centrates around  = 0.4 - that only partially explains
the behaviour of the lobe for r which, for a correlated
disorder has a tip at around  = 0.25. Still, however, for
σ = 2 the maximum of DOS does not corresponds to the
lobe in the energy gap ratio observed at ε = 0.25. The
central part of DOS distribution for scaled eigenenergies
[Fig. 10 (b)] is Gaussian for the system with the uniform
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FIG. 10. The density of states [unscaled in (a) and scaled in
(b)] for the system with the speckle potential. The dashed
lines give Gaussian fits of the data. The data are obtained for
1000 realization for the system of size L = 16 and disorder
values indicated in the figure - corresponding to our estimate
of the critical values.
random and the uncorrelated speckle potential (at least
within the range 0.2 / ε / 0.8). For non-zero correla-
tions in the speckle potential the range of DOS with ap-
proximately Gaussian distribution decreases with σ. The
non-Gaussian character of DOS distribution is more pro-
nounced for unscaled eigenenergies where for correlated
speckle potential the exponential tails are observed.
2. Correlations between participation entropy and
the sample averaged gap ratio
While in the main text we have shown the participa-
tion entropy S2 distributions in different regimes, here
we show, compare Fig. 11 that similar picture we obtain
for the Shannon entropy S1. The relatively broad distri-
butions obtained, in particular in the transition regime
calls for comparing Sq with gap ratio distributions.
Having in mind the sample-to-sample randomness as
exhibited by P (r¯s) one may consider the similar proper-
ties on the entropy level. Fig. 12 shows the distribution
of Sq obtained for disorder realizations with given sam-
ple averaged gap ratio r¯s ± δ, we take δ = 0.006. We
observe a strong correlation between the center of the
distribution of Sq and the value of the sample averaged
gap ratio r¯s. To quantify those correlations we consider
the eigenvectors for 300 eigenvalues around ε = 0.5, find
their participation entropies and average them for each
disorder realization separately. Let as denote such an av-
erage of for s- sample of Sq values as S¯
s
q . The resulting
correlation between r¯s and sample averaged Shannon en-
tropy S¯sq is shown in Fig. 13. The correlations are bigger
for the speckle than for the random uniform disorder and
further increase with the correlation length of the speckle
potential. The increase of correlations between the sam-
ple averaged quanities S¯sq and r¯s with correlation length
σ can be understood as an effect of diminishing number of
uncorrelated random fields hi in a given disorder sample:
for larger values of σ, the potential fluctuations across
a given sample are smaller and hence properties of the
sample, reflected either by S¯sq or r¯s, vary less yielding the
larger S¯sq , r¯s correlation. For uniform disorder the max-
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FIG. 11. The Shannon entropy distribution for deeply local-
ized (empty markers) and delocalized (filled markers) phases
(a) and for the transition regime (b). The data for delocalized
phase are obtained for w = 0.15, whereas the ones for local-
ized state are for w = 2.35. The transition regime corresponds
to the maximal r¯s − −S¯2 correlations –compare Fig. ?? i.e.
w = 0.5 for the speckle and w = 0.6 for the random uniform
potential.
imum of the S¯sq , r¯s correlation occurs at the scaled dis-
order w = W/Wc ≈ 0.6 shifting towards w = 0.5 for the
largest correlation length σ = 2 considered by us. With
an increase of the system size the correlation maximum
shifts towards higher disorder values. One may specu-
late that, provided MBL persists in the thermodynamic
limit, eventually the maximum shifts towards w = 1 i.e.
the critical point. The dependence of the position of the
correlation maximum on system size was checked for sys-
tems with L = 10 to L = 20 (not shown). It was observed
that the shift of the maximum is slower with increasing
σ supporting the observation made for the gap ratio that
finite size effects increase with correlation length of the
speckle potential.
3. Bipartite entanglement entropy of eigenstates
To complete the analysis of entropic properties let us
consider a different measure, the bipartite entanglement
entropy defined as Se = −Tr ρA ln ρA when the system is
devided into two parts A and B. The entanglement en-
10
FIG. 12. The partial distributions of the Shanon entropy S1 as
a function of r¯s for uncorrelated speckle potential (σ = 0).The
data are obtained for the system size L = 16, 300 levels
around ε = 0.5 and xx disorder realizations are taken into
account. The disorder w = 1.5/2.25 = 2/3. Sharp distribu-
tions for “delocalized” samples shift and broaden for lower r¯s
values.
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FIG. 13. The correlations between the sample mean gap ratio
r¯s and the mean Shannon entropy S¯
s
1 for speckle and uniform
random potentials (similar correlations are observed for S¯s2).
The data are obtained for the system size L = 16, 300 levels
around ε = 0.5 and 1000 disorder realizations.
tropy is evaluated from Schmidt decomposition as follow
Se = −
n∑
i=1
λ2i lnλ
2
i , (A1)
where λi are singular values obtained from decomposi-
tion. The size of the subsystem A over which the partial
trace ρA is taken has beens chosen as a half-size of the
entire chain, i.e. LA = L/2.
In an analogy to distributions of participation entropy
we consider the distributions of entanglement entropy.
The results are shown in Fig. 14 for delocalized and
localized phase (Fig. 14 (a)), and for transient regime
(Fig. 14 (b)).
The behavior of entanglement entropy distributions is
qualitatively similar to the ones for participation entropy.
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FIG. 14. The distribution of bipartite entanglement entropy
for localized (open markers) and delocalized phase (filled
markers) (a) and for transient regime (b) for speckle (corre-
lated and uncorrelated) and uniform random potential. The
disorder values are the same as in Fig. 11. The data are ob-
tained for the system size L = 16 divided in two equal parts
(LA = 8), 300 levels around ε = 0.5 and about 2000 realiza-
tions.
The UR potential leads to the Gaussian shape ofentan-
glement entropy for delocalized phase whereas the dis-
tributions for the system with speckle potential become
asymmetric with tails that extends towards small SE re-
gion, i.e. there are non-negligible number of values of SE
that correspond to delocalized and localized phases. The
overlapped area is increased with increase of correlation
length of the speckle potential σ.
In localized phase the distribution of entanglement en-
tropy seems exponential with the shape independent of
the nature of the disorder potential. In this case the
slope (in the log scale) of the distribution is maximal for
UR potential and is decreasing for speckle potential espe-
cially with increase of the speckle correlation length. In
the transition regime the distributions are broad and be-
come less sensitive to the correlation length of the speckle
potential.
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