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A long-standing problem in numerical relativity is the satisfactory treatment of future null-infinity.
We propose an approach for the evolution of hyperboloidal initial data in which the outer boundary
of the computational domain is placed at infinity. The main idea is to apply the ‘dual foliation’
formalism in combination with hyperboloidal coordinates and the generalized harmonic gauge for-
mulation. The strength of the present approach is that, following the ideas of Zenginog˘lu, a hyper-
boloidal layer can be naturally attached to a central region using standard coordinates of numerical
relativity applications. Employing a generalization of the standard hyperboloidal slices, developed
by Calabrese et. al., we find that all formally singular terms take a trivial limit as we head to
null-infinity. A byproduct is a numerical approach for hyperboloidal evolution of nonlinear wave
equations violating the null-condition. The height-function method, used often for fixed background
spacetimes, is generalized in such a way that the slices can be dynamically ‘waggled’ to maintain
the desired outgoing coordinate lightspeed precisely. This is achieved by dynamically solving the
eikonal equation. As a first numerical test of the new approach we solve the 3D flat space scalar
wave equation. The simulations, performed with the pseudospectral bamps code, show that outgoing
waves are cleanly absorbed at null-infinity and that errors converge away rapidly as resolution is
increased.
PACS numbers: 04.25.D-, 95.30.Sf
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I. INTRODUCTION
The ultimate aim of numerical relativity (NR) could be
considered the ability to solve the field equations of gen-
eral relativity (GR) to arbitrary accuracy in any desired
configuration. But more extreme initial data systemat-
ically become more difficult to treat, and thus require
more sophisticated numerical and analytical techniques.
Extreme data of particular interest are strong-field gravi-
tational waves (GWs), which may either collapse to form
a blackhole or disperse to infinity. Tuning the strength
of such initial data so that we approach the threshold
of blackhole formation is expected to reveal interesting
phenomena [1, 2]. This regime is of great relevance to
the weak cosmic censorship conjecture, which, roughly
speaking, says that future null-infinity is generically com-
plete. Continuing our research programme [3–5] in this
direction, a grand goal is to include infinity in the com-
putational domain so that we may see conclusively the
manner in which null-infinity is terminated, should it do
so. This is but one motivation for the explicit treat-
ment of null-infinity, the most obvious alternative being
the unambiguous extraction of GWs from compact bi-
naries. In the latter case the current method of Cauchy-
characteristic-extraction (CCE), in which a characteristic
domain is attached to a timelike worldtube in the inte-
rior of the computational domain of a standard NR code,
and fed data which is then integrated out to infinity to
obtain the wave signal there, appears sufficient [6–11].
One should however be aware of the principle weakness
of CCE that the weak-field characteristic domain does
not couple back onto the central Cauchy domain.
Several alternative strategies have been suggested as
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2proper numerical treatments of null-infinity. The first
is the big sister of CCE, namely Cauchy-Characteristic-
Matching (CCM) [12], in which the coupling from the
characteristic domain is properly taken care of so that
the outer boundary of the Cauchy region can be taken
as the inner boundary of the characteristic domain di-
rectly. The second such approach, to which we adhere,
is the use of initial data which is specified everywhere
on a spacelike surface, but in which the surface rises up
in a spacetime diagram in such a way as to intersect
with future null-infinity. Such data can be naturally com-
bined with a radial compactification so that null-infinity
is drawn to a finite coordinate radius. This combina-
tion is often referred to as a hyperboloidal initial data
set. One cannot simply evolve hyperboloidal data with
standard methods because they turn out to be formally
singular at null-infinity. Therefore some kind of regu-
larization is needed. Hyperboloidal data can be natu-
rally viewed within the conformal approach pioneered by
Penrose [13]. In this approach a conformal regulariza-
tion may be performed, resulting in the conformal field
equations of Friedrich [14, 15]. Recently work towards
treating the conformal field equations numerically was
presented by Doulis and Frauendiener [16]. Another sug-
gestion, due to Zenginog˘lu [17], is to use a conformal
transformation in combination with the standard con-
struction of the generalized harmonic gauge (GHG) for-
mulation [18, 19]. This does not result in completely
regular field equations, since formally singular terms re-
main in the equations of motion. Nevertheless, with a
suitable gauge these take a regular limit. This approach
was taken by Moncrief and Rinne, for an alternative con-
strained formulation of the field equations; in [20] the
necessary limits were evaluated explicitly and in [21] used
numerically. Again following this tack, Van˜o´-Vin˜uales
and collaborators [22–24], working in spherical symme-
try, performed the same type of partial regularization,
but this time performed numerics with standard free-
evolution formulations [25–28] and, as in [29], a stag-
gered numerical grid so as to avoid explicitly dealing with
the problematic terms. Yet another approach, similar to
that of Moncrief and Rinne, is the tetrad formulation of
Bardeen, Sarbach and Buchman [30]. This formulation
was recently succesfully tested in spherical symmetry by
Morales and Sarbach [31]. Hyperboloidal slices are fur-
thermore a main ingredient in the general approach of
LeFloch and Yue [32] to the proof of global existence for
systems of nonlinear wave equations, and of particular
relevance here, in their application to GR [33].
In this work we develop a new strategy for the afore-
mentioned regularization that avoids the conformal de-
composition. The idea is to use a global tensor basis for
the representation of all tensors which is asymptotically
flat, but nevertheless to use hyperboloidal coordinates.
This procedure can be naturally put into practice within
the dual-foliation (DF) formalism proposed in [5], here-
after referred to as ‘the DF paper’. The DF formalism
is built on the idea of using two coordinate systems, one
to determine a particular tensor basis and taking care of
the required hyperbolicity, and the other for covering the
spacetime with coordinates; in our application here these
labels are chosen to be hyperboloidal coordinates. To see
that this approach has a chance to work one need only
consider the Minkowski metric represented in a global in-
ertial frame. Clearly the coordinate choice we make on
the spacetime is irrelevant to the regularity of the metric
in that representation. Work is needed however to estab-
lish whether or not the resulting regularization is partial,
or if completely regular field equations can be obtained.
The necessary investigation follows in the first part of
the paper. Our main finding is that, with due care and
reasonable assumptions on the data, divergent terms can
indeed be eliminated from the evolution equations all the
way out to null-infinity.
The article is structured as follows. In Sec II we give
a geometric derivation of the first order DF GHG formu-
lation. Next, in Sec III we specialize this formulation to
the relevant case of hyperboloidal coordinates. We then
consider the asymptotics to convince ourselves of the reg-
ularity of the equations of motion. In Sec IV we present
the first numerical results of the new DF approach with
hyperboloidal coordinates. We restrict the numerical ex-
periments to the wave equation, which we take as a toy
model for the full setup. Finally in Sec V we make some
concluding remarks. Geometric units are used through-
out.
II. DUAL FOLIATION GHG
In this section we compute the field equations of the
first order generalized harmonic formulation with a gen-
eral DF-setup [5]. Later on, in Sec III, we will specify
the two coordinate systems of the DF-formulation to be
standard GHG coordinates on the one hand and hyper-
boloidal coordinates on the other hand. For the conve-
nient application of hyperboloidal coordinates the used
GHG coordinates have to be spherical-polar-like with cer-
tain asymptotic features, which means an intermediate
step is required for transforming the Cartesian-like GHG
formulation to what we call ‘shell-coordinates’. In the
following section we give the associated GHG evolution
equations in shell-coordinates and then employ the DF
formalism proper.
A. Review of the DF paper
The present work strongly relies on the ‘DF approach’
as introduced in the DF paper [5]. We recommend read-
ing [5] but will give a short review on the essentials, col-
lecting those parts that are imperative for understanding
the discussion here.
Basics and notation: The idea is to employ two dif-
ferent coordinate systems, Xµ and xµ, and to exploit the
good properties of each. More precisely, the ultimate
3FIG. 1: Illustration of a spacetime with two different slicings
as used in the ‘Dual Foliation’ (DF) approach of [5]. We have
two coordinate systems, i) the lower case xµ = (t, xi), and
ii) the upper case Xµ = (T,Xi). In the illustration we already
anticipate the usage of spherical-like coordinates with a radius
and two ‘angles’, xi = (r, ϑA) and Xi
′
= (R,ϑA
′
). The time-
functions define the two slicings by t = const. and T = const.
respectively. Associated with each slicing is the timelike unit
normal, i.e. na for the lower case slices and Na for the upper
case slices. The inner product of the normal vectors is called
the Lorentz factor, W = −(Nana). The mutual projections
of the normal vectors into the other slicing, divided by W , are
called the boost vectors, Wva =⊥Na and WV a = (N)⊥na. In
this work we apply the DF approach to evolve the scalar wave-
equation on flat space along hyperboloidal slices of constant
time t and on a compactified radial grid in r.
goal of this work is to use the DF-approach to evolve
the asymptotically regular standard GHG-variables along
hyperboloidal slices that include future null infinity, see
more in Sec III. We write the GHG coordinates, which
are Cartesian and asymptotically Minkowskian, in up-
per case, Xµ = (T,Xi). Tensors are represented with
respect to the basis (∂µ)
a and natural dual. Indices be-
longing to this basis are underlined. Note that Greek
indices µ, ν go over space and time, whereas Latin in-
dices i, j, k, l are purely spatial. Latin indices a, b, c, d
will be abstract. The future pointing unit normal vector
to constant time T slices is Na. The geometric quantities
associated to a 3+1-split along Na are denoted by either
upper case symbols, that is, for example, the lapse A and
the shift Bi, or by a preceding superscript (N), e.g., the
induced metric on the T -slices (N)γµν . The lower case co-
ordinates xµ will be understood as the hyperboloidal co-
ordinates, with µ, ν going over space and time and Latin
indices i, j, k, l denoting the spatial components. The fu-
ture pointing unit normal vector to constant time t slices
is na. The geometric quantities associated to a 3+1-split
along na are denoted by lower case Greek letters, that is
the lapse α, the shift βi, and the induced 3-metric on
the t-slices, γµν .
Frequently used DF-quantities and important relations:
The following general relations between the normal vec-
tors will be important throughout the paper,
Na = W (na + va) , na = W (Na + V a) , (1)
with Lorentz factor W = (1−vivi)−1/2 = (1−V iVi)−1/2
and boost vectors va, V a, which are spatial with respect
to t and T respectively. This is nothing but the decom-
position of the normal vectors in the respective other
normal and traverse directions, see Fig. 1. In the DF for-
malism two further metrics naturally appear, namely the
respective projections of the metrics onto the opposing
slices. These are called the boost metrics,
gab = γ
c
a γ
d
b
(N)γcd ,
(N)gab =
(N)γca
(N)γdb γcd . (2)
In adapted coordinates, using the Jacobians relating the
two tensor bases, we have,
gij = Φii Φ
j
j
(N)γij , (N)gij = ϕii ϕ
j
j γ
ij , (3)
where we define the ‘projected Jacobians’ as,
Φii := γ
i
µ(J
−1)µi , ϕii :=
(N)γiµJ
µ
i . (4)
The respective inverse quantities, (Φ−1)ii and (ϕ
−1)ii,
can be straightforwardly computed and are given in the
DF paper. For readers interested in repeating all calcu-
lations done in the course of this paper it is vital to em-
phasize here that we use the up/down index notation as-
sociated with the metrics γab,
(N)γab. Therefore indices of
the boost metrics written in the respective adapted coor-
dinates cannot be raised/lowered with the boost metrics
themselves. This implies some noteworthy consequences,
in particular gij ≡ γik γjl gkl 6= (g−1)ij . Explicitly one
finds,
gij = γij +W
2vivj ,
(g−1)ij = γij − vivj , (5)
and analogous expressions for (N)gij and
(N)(g−1)ij in
terms of (N)γij and Vi, see Sec II in the DF paper. Finally,
we also have,
Πi = Wvi − α−1Wβi . (6)
The quantities introduced in this section will be used to
abbreviate many equations below.
B. Shells adapted GHG
The first order GHG formulation: At the risk of re-
peating the presentation given in [4], let us start with
4a light modification of the first order GHG system [34].
The GHG evolution equations read,
∂T gµν = B
i∂igµν +AS
(g)
µν ,
∂TΦi µν = B
j∂jΦi µν −A∂iΠµν + γ2A∂igµν +A S(Φ)i µν ,
∂TΠµν = B
i∂iΠµν −A (N)γij ∂iΦj µν +AS(Π)µν , (7)
with shorthands for the source terms,
S(g)µν = −Πµν ,
S
(Φ)
i µν = −γ2 Φi µν + 12 NαNβ Φi αβ Πµν
+ (N)γjkNα Φi jα Φk µν ,
S(Π)µν = 2 g
αβ
(
(N)γij Φi αµ Φj βν −Παµ Πβν − gδγΓµαδΓνβγ
)
− 2 (∇(µHν) + γ3 ΓαµνCα − 12γ4 gµνΓαCα)
− 12NαNβΠαβΠµν −Nα (N)γij Παi Φj µν
+ γ0
[
2 δα(µNν) − gµν Nα
]
Cα , (8)
where we also write,
Γαµν ≡ (N)γi(µ|Φi |ν)α − 12 (N)γiαΦi µν +N(µΠν)α − 12NαΠµν .
The equations are subject to the GHG constraints,
Cµ = Γµ +Hµ ≡ gαβΓµαβ +Hµ = 0 , (9)
and reduction constraints,
Ci µν = ∂igµν − Φi µν = 0 , (10)
which can be viewed as the definition of Φi µν from the
first order reduction of the original second order GHG
equations. The gauge source functions Hµ can be taken
as arbitrary functions of the coordinates, or else of the
metric components gµν . In the latter case it is under-
stood that the reduction constraints (10) are to be used
to replace the resulting derivatives of the metric in (8).
There are further constraints, which are essentially the
Hamiltonian and momentum constraints of 3 + 1 GR,
given by,
(N)H = (N)γij (N)γkl
(
∂kΦijl − ∂kΦlij
)
+ S(H) ,
(N)Mi =
(N)γjk
(
∂[jΠi]k +
1
2djΦkiN − 12diΦjkN
)
+ S
(M)
i ,
(11)
with non-principal parts,
S(H) = (N)γij (N)γkl
(
ΓµjkΓµil − ΓµijΓµkl
)
,
S
(M)
i =
(N)γjk
(
− 12Πj[iΦk]NN + 12 (N)γlmΦmkjΦilN
+2ΓµN [iΓ
µ
k]j
)
. (12)
Here the N indices denote contraction with the normal
vector Na, and the notation d for the derivative means
that any such contraction is not commuted through the
partial derivative. See [34] or [4] for more details. Notice
that, in the notation of [34], we have fixed the formula-
tion parameter γ1 = 0, which is not the standard choice,
but is convenient in what follows. The PDE system is
symmetric hyperbolic, and has characteristic variables,
u0ˆµν = gµν ,
u±ˆµν = Πµν ∓ Si Φi µν − γ2 gµν ,
uBˆj µν =
(N)qij Φi µν , (13)
with speeds,
v0ˆ = BS , v±ˆ = BS ±A , vBˆ = BS , (14)
respectively, where Sa is an arbitrary vector of unit mag-
nitude, spatial with respect to Na, and we have defined
the projection operator (N)qab =
(N)γab − SaSb. Here and
elsewhere an index S denotes contraction with Sa.
Shell-coordinates: Let us now make a change of spa-
tial coordinates Xµ → Xµ′ = (T,Xi′), and use the as-
sociated coordinate basis vectors to represent the spatial
index in the reduction variable Φi′µν ≡ (φSh)ii′Φi µν . The
relevant parts of the Jacobians are named,
(φSh)ii′ = ∂i′X
i , (ΦSh)i
′
i = ∂iX
i′ . (15)
We will refer to the Xi
′
coordinates as ‘shell-coordinates’,
bearing in mind the particular coordinates used in
the bamps code that we employ for our numerical ex-
periments [4]. Intuitively one may think of the shell
coordinates as being spherical polar, although in prac-
tice we make another choice so as to avoid coordinate
singularities. In fact the specific form of the shell-
coordinates is irrelevant. We are concerned only with
the asymptotic radial behavior of the transformation,
that is we understand as shell-coordinates all spherical-
like, i.e. containing a radial and two ‘angle’, coordinates
Xi
′
= (R,ϑA
′
) = (R, θ, φ), with indices A′ labeling the
angular coordinates, which are related to the Cartesian
coordinates like,
Xi = RΘi(θ, φ) , (16)
with the scalar functions Θi such that
∑3
i=1(Θ
i)2 = 1.
Here and throughout we use upper case indices A,B,C
to denote the angular components. Thus we can write,
R2 =
3∑
i=1
(Xi)2 , ϑA
′
= ϑA
′
(Θi) , (17)
and so we have the inverse Jacobian,
(ΦSh)i
′
i =
(
∂iR R
−1(δji −Θj∂iR) ∂(Θj)ϑA
′
)
. (18)
The hope here is that, when combined with the transfor-
mation from the shell to hyperboloidal coordinates, the
5various O(R) and O(R−1) terms cancel in the composite
Jacobians to give a regular transformation in the limit to
null-infinity. The prior change to the shell-coordinate ba-
sis for the reduction variable Φi′µν is needed so that this
works out. We note in passing that using this change of
variables might give a slight improvement in accuracy at
large radii, even on spatial slices that terminate at spatial
infinity, because their use allows us to avoid the numer-
ical computation of products of potentially badly condi-
tioned matrices like (ΦSh)j
′
i and (φ
Sh)jj′ when comput-
ing derivatives.
The first order GHG formulation in shell-coordinates:
Under the transformation (15) the field equations (7)
take the form,
∂T gµν = B
i′∂i′gµν +AS
(g)
µν ,
∂TΦi′µν = B
j′∂j′Φi′µν −A∂i′Πµν + γ2A∂i′gµν
+A S
(Φ)
i′µν ,
∂TΠµν = B
i′∂i′Πµν −A (N)γi′j
′
∂i′Φj′µν +AS
(Π)′
µν .
(19)
The modified source terms are,
S
(Φ)
i′µν = (φ
Sh)ii′S
(Φ)
i µν −A−1Φi µνBj∂j(φSh)ii′ ,
S(Π)
′
µν = S
(Π)
µν − Φj′µν (N)γij∂i(ΦSh)j
′
j . (20)
Note that when evaluating the source terms whilst using
the shell-coordinates we view Φi µν ≡ (ΦSh)i′ iΦi′µν . The
constraints transform in the obvious way. Naturally such
a change of coordinates does not affect hyperbolicity, and
the characteristic variables transform trivially.
C. Dual Foliation shells adapted GHG
Let us now introduce an arbitrary new coordinate
system xµ. The Jacobian mapping between the upper
case shell-coordinates Xµ
′
and the lower case xµ coordi-
nates, Jµ
′
µ =
∂Xµ
′
∂xµ , can be expressed as,
J =
(
A−1W (α− βivi) αpii′ + βiφi′ i
−A−1Wvi φi′ i
)
. (21)
Likewise the inverse Jacobian is,
J−1 =
(
α−1W (A−Bi′Vi′) AΠi +Bi′Φii′
−α−1WVi′ Φii′
)
. (22)
Eqs (21) and (22) define φi
′
i and Φ
i
i′ respectively. It
was shown in the DF paper that a first order evolution
system in upper case coordinates of the form,
∂Tu =
(
AAp
′
+Bp
′
1
)
∂p′u+AS , (23)
where u is the state vector, Ap
′
are arbitrary matri-
ces called the ‘principal matrices’, and S contains the
sources, can be rewritten in the lower case coordinate
system as,(
1+AV
)
∂tu = αW
−1
(
Ap
′
(ϕ−1)pp′ −
(
1+AV
)
Πp
)
∂pu
+ αW−1 S . (24)
Here we have used the projected Jaco-
bian ϕi
′
i =
(N)γi
′
µ′J
µ′
i, see Eq (4), and the conven-
tion AV ≡ Ai′Vi′ . Our first order GHG system is by
construction of the form (23). We can read off the
principal matrices,
Ap
′
=
 0 0 0γ2 δp′ i′ 0 −δp′ i′
0 −(N)γp′j′ 0
 . (25)
Inversion of the coefficient (1+AV ) is possible whenever
the Lorentz factor W is bounded and yields,
(
1+AV
)−1
=
 1 0 0−γ2W 2Vi′ (N)gj′ i′ W 2Vi′
−γ2(W 2 − 1) W 2V j′ W 2
 ,
(26)
with (N)gj
′
i′ =
(N)γj
′
i′ + W
2V j
′
Vi′ , as defined by Eq (5).
Inserting this into Eq (24), we obtain the DF GHG equa-
tions of motion,
∂tgµν = (β
p − α vp)∂pgµν + αW−1s(g)µν ,
dtΦi µν =
(
βpδji − αvpδji + αW 2vi(g−1)pj
)
dpΦj µν
+ αW−1gpi
(
γ2 ∂pgµν − ∂pΠµν
)
+ αW−1s(Φ)i µν ,
∂tΠµν = β
p∂pΠµν − γ2 αvp∂pgµν − αW (g−1)pidpΦi µν
+ αW−1s(Π)µν , (27)
where for compactness we used again the boost metric
and the notation,
dµΦi µν ≡ ϕi′ i∂µΦi′µν , (28)
to abbreviate contraction with the projected Jacobian,
with the Jacobian outside the derivative. This notation
is used to avoid objects with indices in both tensor bases
in the principal part. In our implementation we simply
multiply by the inverse (ϕ−1)ii′ so that we have a stan-
dard evolution system. The source terms are,
s(g)µν = S
(g)
µν ,
s
(Φ)
i′µν = S
(Φ)
i′µν +W
2Vi′
(
V j
′
S
(Φ)
j′µν + S
(Π)′
µν − γ2S(g)µν
)
,
s(Π)µν = γ2S
(g)
µν +W
2
(
V i
′
S
(Φ)
i′µν + S
(Π)′
µν − γ2S(g)µν
)
. (29)
The harmonic constraints can be written as before, but
the reduction constraints become more complicated,
Ci′µν = (ϕ
−1)ii′∂igµν + Vi′ Πµν − Φi′µν . (30)
6The Hamiltonian constraint becomes,
(N)H = (g−1)ij(g−1)kl(dkΦijl − dkΦlij)
− (g−1)ij(dNΦijV − dNΦV ij) + S(H)′ , (31)
and similarly we obtain for the momentum constraint,
(N)Mi = (g
−1)jk
(
d[jΠi]k +
1
2djΦkiN − 12diΦjkN
)
+ S
(M)′
i
+W (g−1)jk
(
dNΠk[ivj] +
1
2dNΦkiNvj − 12dNΦjkNvi
)
.
(32)
Generalizing our earlier convention, we use d here to de-
note lower case partial derivatives of the GHG variables
where any multiplication by the projected Jacobian or
contraction with Na or V a remains outside the deriva-
tive; for example (N)Mi = ϕ
i′
i
(N)Mi′ and,
diΠjk = ϕ
j′
jϕ
k′
kdiΠj′k′
= ϕj
′
jϕ
k′
k(φ
Sh)jj′(φ
Sh)kk′∂iΠjk . (33)
Note that in Eqs (31), (32) the terms involv-
ing ∂N = N
µ∂µ are to be substituted from the equations
of motion (27) using Na = W (na + va) as defined in
Eq (1). We do not explicitly substitute here because
the first order GHG variables are not naturally 3 + 1
decomposed so the resulting equations become artifi-
cially complicated. For a more geometric formulation
of the constraints see the DF paper. The sources in
Eqs (31), (32) are modified to take care of the change
to shell-coordinates,
S(H)
′
= S(H) + (N)γij (N)γkl Φi′jl∂k(Φ
Sh)i
′
i
− (N)γij (N)γkl Φl′ij∂k(ΦSh)l′ l ,
S
(M)′
i = S
(M) + 12
(N)γjk Φk′iN∂j(Φ
Sh)k
′
k
− 12 (N)γjk Φj′kN∂i(ΦSh)j
′
j . (34)
Finally we have the hypersurface constraints,
D[i(A
−1Wvj]) = 0 , D[iφij] = 0 . (35)
We assume for now that the change of coordinates is
given by some a priori known functions so that without
further discussion symmetric hyperbolicity is unaffected
by the transformation. The characteristic variables of
the transformed system can be written,
u0ˆµν = gµν ,
u±ˆµν = Πµν ∓
W√
1 + (vs)2
(g−1)ijsjΦi µν − γ2gµν ,
uBˆj µν =
q⊥i j Φi µν +W q⊥i j vi Πµν , (36)
with speeds,
βs − α vs , βs ± α
√
1 + (vs)2 , βs − α vs , (37)
respectively. Geometrically these are of course the same
variables that we had before in Eq (13). Here, the symbol
s denotes an arbitrary unit vector, spatial with respect
to na, that is normalized against the boost metric, i.e.
in general sisi 6= 1, while (g−1)ijsisj = 1. We label the
projection operator related to s by,
q⊥i j := δij − (g−1)iksksj . (38)
This definition allows us to write the characteristic vari-
ables (36) in a natural way, avoiding complicated cou-
pling between the transverse and longitudinal blocks of
the principal symbol as would occur if we were to use a
projection operator defined like (38) but with γik instead
of (g−1)ik. Notice the drawback of this strategy is that
the representation of the lightspeeds, βs ± α√1 + (vs)2,
is slightly more complicated than usual. Furthermore
note that the notation q⊥i j is used because the 2-metric
induced from gij by a 2 + 1-split against si is not the
same object, qij = gij − sisj 6= γikq⊥k j .
III. HYPERBOLOIDAL COORDINATES
When modeling asymptotically flat spacetimes, the
GW signal at infinity with respect to the outgoing char-
acteristic direction, i.e. ‘future null-infinity’, serves as an
idealization for what we expect to measure on Earth from
a distant astrophysical source. Usually numerical simu-
lations that compute GWs restrict the domain to a finite
region and thus entail extrapolation errors when evalu-
ating the signal to null-infinity. Also, physical errors are
caused by imperfect boundary conditions. Thus for high
accuracy, and as a matter of principle, it is desirable to
include null-infinity in the computational domain. One
possible procedure is the usage of the ‘hyperboloidal com-
pactification’ technique, which means i) to boost the time
function such that its level sets are spacelike everywhere
but asymptote towards null-infinity, and ii) to compress
the infinite spatial domain into a finite coordinate inter-
val.
In linear blackhole perturbation theory the technique
allows highly accurate computations of quasi-normal
modes and tail decay rates [35–40] and consequently has
become the standard way of computing the GW-signal
from extreme-mass-ratio configurations [41–47]. The use
of such hyperboloidal coordinates with the Einstein equa-
tions is however more problematic because the compacti-
fication results in terms that are singular at null-infinity,
and require careful attention. Building on the earlier
work of Penrose [48, 49], Friedrich [15, 18] was able to
regularize the system by working with a conformally re-
lated metric and an expanded set of equations. These
equations have been treated numerically by, for example,
Frauendiener [50, 51] and Hu¨bner [52]. See the forthcom-
ing monograph by Valiente-Kroon [53] for a comprehen-
sive introduction. An alternative approach, suggested
by Zenginog˘lu [17], is to work with a conformal met-
ric, with the conformal factor either satisfying particular
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FIG. 2: Ingoing and outgoing radial coordinate light-
speeds corresponding to a hyperboloidal compactification of
the Minkowksi spacetime. In this example the hyperboloidal
layer begins at r = 5, with a transition zone spanning the
interval from r = 5 to r = 6, and r = 10 corresponding to
null-infinity; cf. Eqs (42)-(44) with Ri = 5, S = 10, ∆r = 1.
The outgoing radial lightspeed is constant, the idea being that
outgoing waves then propagate out without distortion. The
ingoing radial lightspeed displays the three different regions,
the interior, the smooth transition, and the hyperboloidal re-
gion.
equations or else being simply a given function, but to
treat the remaining formally singular terms without per-
forming a full-blown regularization. Much progress has
been made in this direction, particularly assuming ax-
ial or spherical symmetry [20, 22, 54–56]. Nonetheless,
solving the Einstein equations in full 3d on hyperboloidal
slices remains an unsolved problem.
In this section we will analyze the applicability of the
hyperboloidal layer coordinates for usage with our gen-
eral DF GHG system (27). We will first review the con-
struction of layer coordinates and then compute the ex-
plicit coefficients of (27) for this choice. Studying the
asymptotics, it turns out that the hyperboloidal layer
coordinates do not give sharp control of certain quanti-
ties in a dynamical spacetime. Consequently, we devise
a generalized setup, in which the hyperboloidal slices are
‘waggled’ in order to guarantee that the outgoing radial
coordinate lightspeed is controlled.
A. Hyperboloidal Layers
Hyperboloidal basics: Let us specify the above ideas
of hyperboloidal coordinates. Following [36] but using
slightly different notation, we write the transformation
from spherical coordinates (T,R) to hyperboloidal coor-
dinates (t, r) in terms of the ‘height-function’ H(R) and
the ‘compress-function’ Ω(r) like,
T = T (t, r) = t+H(R) , R = R(r) = Ω(r)−1r . (39)
The angular coordinates remain unchanged ϑA = ϑA
′
.
The term height-function alludes to the fact that H lit-
erally governs the offset of the hyperboloidal t-slices from
the T -slices in a conformal diagram. The compress func-
tion squeezes the infinite spatial domain to a finite in-
terval, with Ω(r) = 0 determining the coordinate value
of r that corresponds to R = ∞. Certain weak re-
quirements have to be imposed on H and Ω, see [36]
for details. Intuitively the effect of raising the slices is
to increase the outgoing coordinate lightspeed. On the
other hand a radial compactification alone forces both
the ingoing and outgoing lightspeeds to vanish near the
compactification boundary. The basic idea of using hy-
perboloidal compactification is to choose both functions
in tandem so that one obtains regular outgoing light-
speeds, preferably going to some desired limiting value
at null-infinity. A consequence of this is that the in-
coming lightspeeds vanish at null-infinity. This means
that incoming pulses of radiation from a neighborhood
of null-infinity will be distorted as they propagate. By
assumption there should be no such incoming pulses, but
rather only low-frequency features. See [54] for further
discussion of how the compress and height functions are
connected. Choosing a suitable hyperboloidal compacti-
fication depends upon the data we are interested in treat-
ing.
Hyperboloidal compactification of Minkowski: Follow-
ing the ideas of [57], the most natural height func-
tion in the Minkowski spacetime would be given
by H =
√
κ2 +R2 with κ = const.. A simple choice
for the compress function is Ω = (1− r2)/(2κ), which
places null-infinity at the coordinate value r = 1.
These choices result in radial coordinate lightspeeds
of cr± = ±(±1 + r)2/(2κ). In order to have outgoing
waves remain undistorted through the whole hyper-
boloidal slice, e.g. cr+ = +1, one has to modify the above
simple choices [36]. Starting from a natural choice for
the compress-function,
Ω = 1− r
2
S2
, (40)
where S defines the coordinate value of null-infinity,
demanding unit outgoing radial coordinate lightspeed
gives H ′ = 1 − R′−1. Here and elsewhere H ′ ≡ dHdR
and R′ ≡ dRdr . The resulting height-function is given by,
H =
2R2 + S2 −√4R2S2 + S4
2R
, (41)
but interestingly this explicit form is actually not needed.
The coefficients of the DF evolution equations can be
built solely from the knowledge of H ′ and R′, see quan-
tities computed in Sec (III B). Finally note that the
highly symmetric Minkowski background allows us to
make choices for the height-function which are only R-
dependent, like Eq (41), while generally a suitable choice
for the height-function may be spacetime dependent.
Hyperboloidal layers: The transformation to hyper-
boloidal coordinates starts from spherical coordinates,
which in our code are only available in the outer region
8of the computational domain. This prompts us to em-
ploy the hyperboloidal compactification only outside of a
sphere of radius Ri, which is called the ‘interface’. This
procedure, devised by Zenginog˘lu in [36], see also [42], is
called the ‘hyperboloidal layer’-technique. Starting from
the general height-function approach, Eqs (39), the layer
setup is achieved by modifying the compactification to,
R−Ri = r −Ri
Ω
, (42)
with a suitable modification of Ω. When using Eq (40)
for Ω, the following modification is needed,
Ω(r) = 1−
(
r −Ri
S −Ri
)2
χ˜(r) , (43)
where χ˜(r) is a smooth transition function on the in-
terval (Ri, Ri + ∆r) between the values 0 and 1, i.e.
χ˜(Ri) = 0 and χ˜(Ri + ∆r) = 1. In numerical experi-
ments, see Sec IV, one might take (43) with the transition
function,
0 , r ≤ Ri ,
1
2
[
1 + tanh
(
1
Ri−r − 1r−(Ri+∆r)
)]
, r ∈ (Ri, Ri + ∆) ,
1 , Ri + ∆r ≤ r ≤ S ,
(44)
where ∆r is usually chosen to be small compared
to S −Ri. Most often [36] the Heaviside step function,
i.e. the ∆r → 0 limit of Eq (44), is chosen for χ˜(r). Since
we wish to use a pseudospectral method it seems advanta-
geous to make the transition function smooth. Unfortu-
nately it turns out that resolving the transition function
may require very high resolution, so we postpone test-
ing this setup for future work and also use the Heaviside
function in our numerical experiments. This is not as bad
as it initially sounds because we align the jump with grid
boundaries so that the numerical derivatives never see
the discontinuity. In summary, the transformation (42)
then means that R = r identically before the interface,
and R = R(r) is compactified afterwards. As before, the
height-function is simply set according to H ′ = 1−R′−1,
which gives H = 0 for R < Ri, as expected, when fix-
ing the integration constant as wanted. To understand
the structure of a computational domain that uses the
hyperboloidal layer, we can consider the radial coordi-
nate light speeds associated to the above transforma-
tions on a Minkowski background. The radial lightspeeds
read cr± = ±(R′(1 ∓H ′))−1 which means for our choice
of the height function cr+ = 1 and c
r
− = (1 − 2R′)−1.
In Fig. 2 the speeds are plotted using the hyperboloidal
layer built upon (42)-(44).
B. The hyperboloidal DF approach with
height-function controlled slicings
Now we want to compute the quantities appearing
in the DF GHG system (27) for the specific choice of
hyperboloidal layer coordinates. Roughly speaking, as-
suming knowledge of the variables A,Bi
′
, (N)γi′j′ through-
out the (initial) hyperboloidal slice, we need to compute
the lower case variables α, βi, γij , the projected Jaco-
bians ϕi
′
i, (ϕ
−1)ii′ , and the boost vectors vi, Vi′ . Note
that W and gij can be computed from these as well.
Thus we need the Jacobians for the transformation from
the shells-adapted GHG coordinates Xµ
′
= (T,R, ϑA
′
)
to hyperboloidal coordinates xµ = (t, r, ϑA), Eq (39). In
this case the Jacobian reads,
Jhyp =
 1 0 0 0H ′R′ R′ 0 00 0 1 0
0 0 0 1
 , (45)
with obvious entries in the inverse. These Jacobians will
have to be compared with Eqs (21) and (22) to deduce
the desired DF quantities.
2 + 1 decomposition: Before going into the calcula-
tion, we introduce some additional notation for 2 + 1-
decompositions of our spatial slices, which will allow for
shorter relations between the upper case variables and
the desired lower case quantities. To perform the 2 + 1-
splits, we first define the outward pointing unit vector
normal to surfaces of constant R, namely,
Si′ := L
(N)Di′R. (46)
We denote the radially 2 + 1 decomposed form of the
upper case metric (N)γi′j′ with respect to the normal S
a
by,
(N)γi′j′ =
(
L2 + (N)bA′
(N)bA
′
(N)bA′
(N)bB′
(N)qA′B′
)
, (47)
with L the length scalar, (N)bA
′
the slip vector, and
(N)qA′B′ the induced 2-metric. Analogously, we introduce,
si := lDir , (48)
to decompose the lower case metric γij , and denote the
associated length scalar, slip vector and induced 2-metric
by {l, bA, qAB}. We also decompose the boost metric gij
along the vector,
si := lDir , (49)
which is also normal to r-surfaces but defined to be unit
against the boost metric, (g−1)ijsisj = 1. We label
the associated length scalar, slip-vector and induced 2-
metric {l,bA,qAB}, with qij := gij − sisj . Note that
here and in what follows the symbols Si′ , si, si denote
very particular spatial unit normal vectors while in the
context of the PDE-analysis in Sec II, e.g. in Eq (13),
they were used to denote arbitrary spatial unit vectors.
We avoid introducing distinct notation because the defi-
nitions (46), (48) and (49) still comply with the demand
to be spatial unit vectors, where we just remove the ar-
bitrariness in their choice for the majority of the paper.
See also Tab I for a summary of spatial unit vectors used
in the course of this paper and their mutual relations.
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ordinates, Xµ
′
, we consider the coordinate lightspeeds
along null geodesics with tangent vector proportional
to Na + Sa. We refer to these as the coordinate light-
speeds along Si′ , and adopt a similar terminology when
working in lower case coordinates. We find that the up-
per case coordinate lightspeeds along Si′ can be written
as,
CR± = −BR ±AL−1 ,
CA
′
± = −BA
′ ∓ (N)bA′ AL−1 . (50)
Interestingly, many relations will turn out to be most nat-
urally written in terms of these coordinate lightspeeds.
We are mainly interested in situations when the Sa vec-
tor is close to radial, i.e. (N)bA
′ ≈ 0. Given that BA′
vanishes asymptotically, this also means that the angular
components CA
′
± are assumed to be small. This precludes
the use of corotating coordinates for binary spacetimes in
the asymptotic region, but the assumption could be re-
visited in future work. Based on these assumptions, we
refer to CR± as the incoming and outgoing ‘radial’ light-
speeds respectively, although this is not strictly true, as
just explained.
Upper case boost vector: Now we can go about actu-
ally calculating the desired quantities. For the upper case
boost covector Vi′ we can use the ∂t/∂x
i entries of J−1hyp
to see that the angular components vanish. Exploiting
also the ∂t/∂T entry, see (22), we can specify the radial
component and so obtain,
VR =
AH ′
1 +BRH ′
, VA′ = 0 . (51)
By assumption we know the upper case spatial metric,
so this is sufficient to obtain the full upper case boost
vector V R = VR/L
2 and V A
′
= −(N)bA′ VR/L2.
Lower case metric and boost vectors: Similarly we can
use and combine the other equations that result from
comparing the Jacobians. We obtain the lower case lapse
and shift,
α =
A(
1− CR+ H ′
) 1
2
(
1− CR− H ′
) 1
2
,
βr =
BR + CR+C
R
− H
′
R′
(
1− CR+ H ′
)(
1− CR− H ′
) ,
βA =
2BA
′
+ (CR−C
A′
+ + C
R
+C
A′
− )H
′
2
(
1− CR+ H ′
)(
1− CR− H ′
) . (52)
The metric components are,
l = LR′
(
1− CR+ H ′
) 1
2
(
1− CR− H ′
) 1
2 ,
bA = R′ (N)bA
′
+R′H ′ (BA
′
+BR (N)bA
′
) ,
qAB = (N)qA
′B′ . (53)
The lower case boost covector is given by,
Wvr = −AH ′R′ ,
WvA = 0 , (54)
where the Lorentz factor is,
W =
2− (CR+ + CR−)H ′
2
(
1− CR+ H ′
) 1
2
(
1− CR− H ′
) 1
2
.
For convenience, we also state the contravariant compo-
nents,
Wvr = − H
′(CR+ − CR−)2
4AR′
(
1− CR+ H ′
)(
1− CR− H ′
) ,
WvA = − H
′ CA
′
+
2L
(
1− CR+ H ′
) + H ′ CA′−
2L
(
1− CR− H ′
) .
(55)
Thus we can compute the coordinate lightspeeds in the
direction of si and find,
cr± = −βr ± α l−1 =
CR±
R′
(
1− CR± H ′
) ,
cA± = −βA ∓ bAα l−1 =
CA
′
±
1− CR± H ′
. (56)
It is remarkable that the results of the coordinate trans-
formations can be so cleanly expressed in terms of the
upper case lightspeeds, and R′ and H ′.
Projected Jacobians: We also require the projected
Jacobians. These can be computed from the matri-
ces φi
′
i,Φ
i
i′ , i.e. the spatial parts of the Jacobians (21)
and (22), and the boost covectors. We find,
ϕRr = R
′ (1 +H ′BR) , (ϕ−1)rR =
1
R′
(
1 +BRH ′
) ,
ϕA
′
r = R
′H ′BA
′
, (ϕ−1)AR =
−H ′BA′
1 +BRH ′
,
ϕA
′
A = δ
A′
A , (ϕ
−1)AA′ = δAA′ , (57)
and the remaining components vanish.
Boost metric: Finally the boost metric can be com-
puted directly from γij ,W and vi, or by inverting Eq (48)
of the DF paper. From this we obtain,
l = LR′
(
1 +BRH ′
)
,
bA = bA ,
(q−1)AB = qAB . (58)
The inverse q−1 is easily checked to be,
(q−1)ij := (g−1)ij − (g−1)ik(g−1)jlsksl . (59)
Note that in Eq (58) we really have to write q−1 because
(q−1)ij 6= qij , where qij ≡ γikγjlqkl refers to the 2-
metric induced by the 2 + 1-split along si. Recall that
si is the unit normal vector to surfaces of constant r but
normalized so that it has unit magnitude with respect to
the boost metric, see Eq (49).
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Summary: With the collected expressions of this sub-
section we can build the full evolution equations (27). In
fact, our asymptotic analysis in the next section III C
indicates that sharper control of the radially outgoing
coordinate lightspeeds may be desirable. But in our first
toy model numerical tests we will use the height-function
approach.
C. Asymptotics of the DF GHG system with
hyperboloidal layer coordinates
In this section we want to consider the asymptotic be-
havior of the lower case quantities appearing in the DF
GHG system (27). In the first instance we are concerned
with making the weakest possible reasonable assumptions
on the initial data and on the height-function transfor-
mation under which the resulting equations are regular.
Flatness assumptions: Choosing suitable assump-
tions for the metric is the trickiest part of the present
work. Ideally we want to make the class of spacetimes
under consideration large enough so that every physi-
cally interesting possibility is contained. But we have
to be careful in imposing sufficiently strong assumptions
that the scheme we are deriving has sufficiently good be-
havior near null-infinity so that the equations are both
analytically and numerically tractable. Our working def-
inition of asymptotic flatness is that, in a neighborhood
of null-infinity there exist (nonunique) preferred asymp-
totically Cartesian coordinates X˜ µ˜ and that the metric
components in this coordinate basis tend to those of the
Minkowski metric in a global inertial frame at some slow
rate. We can build shell coordinates from the spatial X˜ i˜
in the standard way as in Sec II B. We assume that the
associated outgoing radial lightspeed is exactly unity, and
that partial derivatives of the Cartesian components with
respect to both the time derivative and the associated
shell coordinate basis vectors maintain the same weak
fall-off. The GHG coordinates Xµ do not match exactly
the preferred coordinates X˜ µ˜, but we assume that they
are close to the preferred coordinates in the following pre-
cise sense. We assume that in a neighborhood of a point
on null-infinity we have flat space plus an error term,
gµν = ηµν + o(R
−) , (60)
where  > 0, ηµν is the Minkowski metric in global iner-
tial coordinates. We also assume that first derivatives of
these components satisfy,
∂i′gµν = o(R
−) , ∂T gµν = o(R−) . (61)
so that as in the preferred coordinate basis no fall-off
is lost upon taking derivatives. We transcribe these as-
sumptions to the first order reduction variables in the
obvious way. We could place more sophisticated assump-
tions here by distinguishing between derivatives along
radially outgoing and incoming null curves. Here we ex-
pect that our assumptions can be weakened so that the
angular derivatives ∂A′gµν = o(R
1−), without break-
ing the asymptotic analysis that follows. Nevertheless
we prefer to make the stronger assumption because oth-
erwise we can not guarantee regularity of the evolved
variable ΦA′µν . Finally we assume that derivatives of
the outgoing radial coordinate lightspeed fall-off slightly
better than other first derivatives,
∂TC
R
+ = ∂i′C
R
+ = o(R
−1−δ) , (62)
for some δ > 0. In other words we assume that the GHG
coordinates tend to the preferred coordinates at large
radius. Note that it is desirable to relax this assumption,
but we have been unable to do so, see Eq (104) below for
the general expression. Theoretically, data with values
of  satisfying,
1/2 ≤  < 1 , (63)
are expected to allow well-defined evolution [58], and op-
timally we would like to be able to handle that whole
range. Therefore we work primarily under this assump-
tion. In many physical examples however we expect to
have  ∼ 1, or rather the error term should be O(R−1).
We will occasionally refer to this stronger fall-off as a
‘stricter’ assumption. A natural way to arrive at ‘re-
quired’ fall-off conditions would be to insist that the
Trautmann-Bondi mass is well-defined, perhaps in so do-
ing using the Hamiltonian and momentum constraints.
Since we are interested in performing free-evolution nu-
merically, we do not do so. Before actually deducing the
asymptotics of the relevant upper case quantities, note
that we are working in GHG-shell coordinates so that we
first have to translate our assumptions (60)-(62) on the
asymptotics to the transformed components gµ′ν′ . We
find,
A = 1 + o(R−) ,
BR = o(R−) ,
BA
′
= o(R−−1) ,
L = 1 + o(R−) ,
(N)bA
′
= o(R−−1) ,
(N)qA
′B′ = ηA
′B′ + o(R−−2) . (64)
The coordinate lightspeeds therefore go like,
CR± = ±1 + o(R−) ,
CA
′
± = o(R
−−1) . (65)
More generally one might like to replace the GHG for-
mulation with some other choice. For that the assump-
tions made above will still be required, but the following
analysis of the asymptotics would have to be repeated. It
follows from these assumptions that a generic component
of the Christoffel symbol is of order,
Γκµν = o(R
−) . (66)
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To discuss the regularity of the height-function hyper-
boloidal DF GHG system we now need to establish the
asymptotics of the transformations to the hyperboloidal
coordinates.
Assumptions on the transformations using standard
hyperboloidal coordinates: As a first intuitive choice we
will discuss the radial transformation defined by Eq (40).
This choice is known to work well in perturbation the-
ory. Let us consider what the radial transformation (40)
means at large radii,
R′
R2
=
2
S2
+
1
SR
+ o(R−1) . (67)
Without prescribing H explicitly, our assumption on its
asymptotics are motivated by demanding cr+ → +1. In-
specting Eq (56) this means to demand that in the neigh-
borhood of null-infinity H is such that,
1− CR+H ′ =
1
2
S2
R2
+ o(R−2) . (68)
Note that Eq (68) implies asymptotically H ′ → +1, as
expected. Looking at the relations (52),(53), we can then
find the asymptotics of the lower case quantities. Start-
ing with the angular components of the shift vector and
the coordinate lightspeeds,
βA = o(R1−) , cA± = o(R
1−) , (69)
we immediately encounter a very unpleasant feature. To
avoid the boundary rotating artificially and, more seri-
ously, to avoid divergent coordinate lightspeeds in a nu-
merical implementation, we would need to have  ≥ 1
here; but this precludes practically all data of physical in-
terest. Note however that the stricter O(R−1) flatness as-
sumption mentioned above would lead to unproblematic
angular shift components and coordinate light speeds. To
cover the whole range of , it might be possible to allow
more freedom in the shell coordinates in order to gain
a factor R−1 in the respective entries of the Jacobians.
But we want to use the shell coordinates, and so have
to find another solution. As it turns out, we can simply
allow ourselves more freedom in the compactification.
Assumptions on the transformations using Calabrese
et al.’s hyperboloidal coordinates: Instead of sticking to
the choice (40), Calabrese et al. suggested a class of
radial transformations like Eq (A3) in [54], which satisfy
asymptotically R′ ∼ Rn, or more specifically,
R′
Rn
=
2
Sn (n− 1) +O(R
−1) , (70)
valid for the real parameter 1 < n. As discussed
in [54], 0 < n ≤ 2 needs to hold to have any chance of
numerical stability, and we need 1 < n to draw infinity to
a finite coordinate. Henceforth we take this generalized
form of compactification and assume,
1 < n ≤ 2 . (71)
Note that Eq (67) corresponds to the case n = 2. Now,
our requirement that cr+ → +1 implies,
1− CR+H ′ =
Sn(n− 1)
2Rn
+ o(R−n) . (72)
As discussed later on, in dynamical spacetimes it may
be desirable to obtain sharper control on the slicing. We
thus generalize the pure height-function approach (39)
in Sec III D. But for the moment let us assume to take
the height-function approach with (70) and (72) satisfied.
We will next investigate the entailed asymptotics of the
relevant quantities, and it will turn out that they can be
made well-behaved for suitable choices of n.
Asymptotics of the lower case quantities: We start
with the asymptotics of the lower case lapse and shift,
α ' R
n
2
S
n
2
√
n− 1
(
1 + o(R−)
)
,
βr ' −1
2
(
1 + o(R−)
)
,
βA = o(R−−1+n) , (73)
and the spatial metric,
l ' 2R
n
2
S
n
2
√
n− 1
(
1 + o(R−)
)
,
bA = o(R−−1+n) ,
qAB = ηAB + o(R−−2) . (74)
In this and the following paragraph the symbol ' denotes
equality up to a factor of one plus a function that vanishes
as R → ∞. It follows that with n = 2 the lower case
spatial metric takes the form Ω2γ˜µν , with Ω = O(R)
and γ˜µν regular, consistent with what we would expect
from the conformal approach. As an interesting aside,
from the spatial metric we can infer the asymptotics of
the lower case time vector ta = αna + βa. Contrary to
naive intuition, ta is not null at r = S. Instead, splitting
off the part of the shift transverse to sa and dividing by
the lapse gives the vector na + α−1βssa, which satisfies,
gab(n
a + α−1βssa)(nb + α−1βssb) = o(R−) , (75)
and so is null at r = S. We can take this as a working
definition of a slice being hyperboloidal, also sometimes
referred to as asymptotically null (here in the sense that
the slice terminates at null-infinity). Back to the study
of the relevant quantities for our evolution system, the
coordinate lightspeeds (56) are,
cr+ ' 1 + o(R−) , cr− = O(R−n) ,
cA± = o(R
−−1+n) . (76)
This means that, if we want to control cA± and keep out-
going waves well-resolved, we need to take n such that,
n ≤ 1 +  < 2 . (77)
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Note that here the control of cr+ is very weak, and may
thus provide a breaking point in applications. The com-
ponents of the boost vectors go like,
VR = 1 + o(R
−) ,
VA′ = o(R
−) ,
V R = 1 + o(R−) ,
V A
′
= o(R−−1) ,
W ' R
n
2
S
n
2
√
n− 1
(
1 + o(R−)
)
,
WvA = o(R
−) ,
Wvr = − 2R
n
Sn(n− 1)
(
1 + o(R−)
)
,
Wvr ' −1
2
(
1 + o(R−)
)
,
WvA = o(Rn−−1) . (78)
In fact, we could be even stricter in the angular com-
ponents of the boost vectors here, writing VA′ = 0
and WvA = 0. The reason for describing these as o(R
−)
is to make the asymptotic properties shown in Eqs (78)
directly transferable to our slice-waggling setup, pre-
sented below in Sec III D. The boost metric gij follows
directly from the above so we omit the explicit expres-
sions. It will become useful below to consider the quan-
tity Πi = Wvi − α−1Wβi = −A−1Bi′Φii′ , see Eq (6),
with asymptotics,
Πr = o(R−n−) , ΠA = o(R−−1) . (79)
For convenience, we also state the asymptotics of the
inverse projected Jacobians,
(ϕ−1)rR =
1
R′
(1 + o(R−)),
(ϕ−1)rA′ = o(R−n−),
(ϕ−1)AR = o(R−−1),
(ϕ−1)AA′ = δAA′ + o(R−−1) , (80)
where again we have rounded up the strict re-
sults (ϕ−1)rA′ = 0 and (ϕ−1)AA′ = δAA′ for the sake of
sustaining validity with our later choice of coordinates.
We are now ready to evaluate the asymptotic behavior in
the DF GHG equations of motion (27) under our flatness
assumptions (60)-(62) and the transformation assump-
tions (70)-(72).
Regularity of the principal part: Let us recite the evo-
lution equations (27) for convenience and start with an-
alyzing the coefficients appearing in the principal part.
The first evolution equation is,
∂tgµν = (β
p − α vp)∂pgµν + αW−1s(g)µν , (81)
which is regular in the principal part since,
βr − α vr = o(R−n−) , βA − α vA = o(R−−1) . (82)
To evaluate the regularity in the evolution equations of
the reduction variables Φi′µν , we must abandon the con-
cise notation ‘dµ’, used in Eq (27), and take care of the
additional ϕ and ϕ−1 factors. After a few simplifications
of the resulting coefficients, the evolution of the radial
component ΦRµν can be written as,
∂tΦRµν = αW
−1 (N)gp
′
R(ϕ
−1)pp′ (γ2∂pgµν − ∂pΠµν)
+ αW−1
(
−W 2VR(N)γp′j′(ϕ−1)pp′ −Πpδj
′
R
)
∂pΦj′µν
+ αW−1s(Φ)Rµν . (83)
To analyze the asymptotics of the coefficients, first note
that,
αW−1 = 1 + o(R−) . (84)
Looking at the radial component, we find,
(N)gp
′
R(ϕ
−1)rp′ ' 1
2
(1 + o(R−)) ,
(N)gp
′
R(ϕ
−1)Ap′ = o(R−−1+n) , (85)
where we have used the combined knowledge about
asymptotics gathered in the preceding discussion. Thus
the first line of Eq (83) is unproblematic. For the second
line we have to inspect the combinations,
−W 2VR(N)γp′R(ϕ−1)rp′ ' −1
2
(1 + o(R−)) , (86)
−W 2VR(N)γp′A′(ϕ−1)rp′ = o(R−−1) ,
−W 2VR(N)γp′R(ϕ−1)Ap′ = o(R−−1+n) ,
−W 2VR(N)γp′A′(ϕ−1)Ap′ = O(Rn−2)(1 + o(R−)) ,
which are manifestly regular. As the Πi vanish asymp-
totically, it follows that all coefficients in the principal
part of the radial component of Eq (83) take a regular
limit. The evolution of the angular component can be
written in the same form,
∂tΦA′µν = αW
−1 (N)gp
′
A′(ϕ
−1)pp′ (γ2∂pgµν − ∂pΠµν)
+ αW−1
(
−W 2VA′ (N)γp′j′(ϕ−1)pp′ −Πpδj
′
A′
)
∂pΦj′µν
+ αW−1s(Φ)A′µν . (87)
The asymptotics can be seen to be regular analogously
to the procedure for the radial component, i.e. by in-
specting again the terms of Eqs (85) and (86) with the
downstairs R-components replaced by A′-components ev-
erywhere. We omit the explicit repetition since obvi-
ously VA′ is even better behaved asymptotically than VR,
and consequently (N)gp
′
A′ is better behaved than
(N)gp
′
R.
Finally we have,
∂tΠµν =− αW (N)γp′j′(ϕ−1)pp′∂pΦj′µν + βp∂pΠµν
− αγ2 vp∂pgµν + αW−1s(Π)µν , (88)
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where all coefficients have been checked already, taking
account of α ∼ W and relations (86). We therefore con-
clude that the principal part of the DF GHG equations of
motion (27) is regular near and at null-infinity. That said,
because the terms involved often take the form of ratios
of functions blowing up at the same rate, it is clear that
care is needed in any numerical implementation. Note
also that although it may seem convenient to discard
the γ2 constraint damping term altogether, numerical ex-
periments show it to be an important ingredient to the
method [34].
Regularity of the source terms: With the principal
part checked, we are now concerned with the source terms
of Eq (27). We assume that,
γ0 = o(R
−) = γ2 , Hµ = o(R−2) = ∂νHν , (89)
whereas γ3 and γ4 may be of order unity. For convenience
of the reader, we re-quote the explicit source terms as
given already in Eqs (29),
s(g)µν = S
(g)
µν ,
s
(Φ)
i′µν = S
(Φ)
i′µν +W
2Vi′
(
V j
′
S
(Φ)
j′µν + S
(Π)′
µν − γ2S(g)µν
)
,
s(Π)µν = γ2S
(g)
µν +W
2
(
V i
′
S
(Φ)
i′µν + S
(Π)′
µν − γ2S(g)µν
)
. (90)
In the DF GHG evolution system, Eqs (27), these source
terms are always accompanied with an asymptotic ‘one’,
αW−1 ∼ 1, so the task really is to make sure that the
source terms (90) are regular at null-infinity. Let us start
with the simplest part, the gµν-equation. Looking back
at Eqs (8), we see that
S(g)µν = −Πµν . (91)
Our assumption Πµν = o(R
−), made in Eqs (60)-(62),
already guarantees that this source term is regular at
null-infinity. Turning to s
(Φ)
i′µν and s
(Π)
µν in Eqs (90), we
see first that the ‘naked’ terms S
(Φ)
i′µν and γ2S
(g)
µν have to
be checked for regularity, but both fall off by our basic
assumptions on the GHG variables. Furthermore, we see
the terms,
W 2V i
′
S
(Φ)
i′µν ,W
2S(Π)
′
µν , W
2γ2 S
(g)
µν . (92)
Here we have a dangerous W 2 ∼ O(Rn) factor, so
we have to make sure that within these combinations
the growth of the W 2 prefactor can be compensated.
That the combination W 2γ2 S
(g)
µν falls off fast enough fol-
lows directly from our assumptions. We thus need to
check only the other two. We start by consulting equa-
tions (20), which give the primed source terms and are
re-quoted here to present the argument,
V i
′
S
(Φ)
i′µν = V
i′(φSh)ii′S
(Φ)
i µν − V i
′
A−1Φi µνBj∂j(φSh)ii′ ,
S(Π)
′
µν = S
(Π)
µν − Φj′µν (N)γij∂i(ΦSh)j
′
j . (93)
We see that S
(Φ)
i′µν and S
(Π)′
µν are built from S
(Φ)
i µν , S
(Π)
µν ,
and terms involving the Jacobians between Cartesian and
shell coordinates φSh,ΦSh. Therefore, we need to analyze
the asymptotics of these Jacobians, which is most easily
done assuming standard spherical polar coordinates and
which then can be transferred to the more general shell
coordinates Eq (18). One finds that at most,
(φSh)iR ∼ O(1) , (φSh)iA′ ∼ O(R) , ∂jφSh ∼ O(1) ,
ΦSh ∼ O(1) , ∂jΦSh ∼ O(R−1) , (94)
where this schematic way of writing has to be understood
as considering the ‘worst’ components, where worst refers
to the fall-off-rates. Thus special care is needed whenever
(φSh)iA′ is involved because we have to compensate an
additional order O(R). So, using Eqs (94), the source
terms (93) can be schematically written as,
V RS
(Φ)
Rµν ∼ (1 + o(R−))
(
O(S
(Φ)
iµν ) +O(Φi µν) o(R
−)
)
,
V A
′
S
(Φ)
A′µν ∼ o(R−1−)
(
O(R)O(S
(Φ)
iµν ) +O(Φi µν) o(R
−)
)
,
S(Π)
′
µν ∼ O(S(Π)µν ) +O(Φj′µν)O(R−1) , (95)
where we have also assumed the worst components of the
upper-case spatial metric, (N)γij ∼ O(1) + o(R−) and
Bj ∼ O(R−). We have disentangled the composition
of V i
′
S
(Φ)
i′µν and S
(Π)′
µν up to the point that we need the
original source terms, given in Eqs (8). It remains to take
account of the asymptotics of these original source terms.
We want to convince the reader that both original source
terms can be made,
S
(Φ)
i µν = o(R
−2) = S(Π)µν . (96)
This would be enough to cancel the O(Rn) growth of the
W 2 factor if we tighten the demand on n made in Eq (77)
to,
1 < n < 2 , (97)
which is always possible for  > 12 . Glancing back at
Eqs (8), we see that both terms in Eqs (96) are composed
primarily of quadratic terms like Π2,Φ2,Φ Π and Γ2 plus
a few non-quadratic terms. The fall-off of the quadratic
terms is given by our assumptions on the fall-offs of
the fields, Eqs (60). Concretely, we have assumed that
Φi µν ∼ o(R−) as well as Πµν ∼ o(R−), so the quadratic
terms are at least o(R−2). That the remaining terms
are also o(R−2) follows from our assumptions on γ0, γ2
and Hµ. Finally we have convinced ourselves that the
terms in Eqs (90) are regular.
DF formalism vs. standard conformal compactification:
It would be interesting to fully understand the relation-
ship between the hyperboloidal DF approach and the
standard conformal compactification approach. Here we
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discuss this point only superficially. In the conformal ap-
proach one defines a regular metric conformally related
to the physical metric according to,
g˜µν = Ω
2gµν = Ω
2Jµ
′
µJ
ν′
νgµ′ν′ , (98)
with Ω = O(R−1) near null-infinity and a compactifica-
tion with n = 2. One can view the conformal factor very
roughly as being the magnitude of the inverse Jacobian
squared. In fact, in the conformal approach the choice
n = 2 is mandatory to make things work out. To un-
derstand that this is the case, let us consider Minkwoski
spacetime in standard spherical coordinates. The metric
in the hyperboloidal coordinate basis then reads,
ηµν =

−1 −H ′R′ 0 0
−H ′R′ R′2(1−H ′2) 0 0
0 0 R2 0
0 0 0 R2 sin2 θ

∼

−1 O(Rn) 0 0
O(Rn) O(Rn) 0 0
0 0 R2 0
0 0 0 R2 sin2 θ
 . (99)
In the conformal approach g˜µν = Ω
2ηµν is supposed to
be regular so we definitely need Ω ∼ O(R−n/2) to com-
pensate the O(Rn) components. For n > 2 the con-
formal metric would asymptotically become singular be-
cause O(R2)Ω2 → 0, and for n < 2 it would become
infinite because O(R2)Ω2 →∞. So we see that the con-
formal metric is regular only for n = 2. The argument
holds analogously for more general spacetimes. We con-
clude that the conformal approach restricts the freedom
of the compactification. In our hyperboloidal DF formal-
ism we hope to make use of this additional freedom, so
to treat initial data with weaker fall-off requirements. It
thus seems plausible that fixing n = 2 in the DF approach
brings about some conceptual similarity with the confor-
mal approach. For example, in both cases one would
then need to assume initial data with O(R−1) fall-off of
the metric’s Cartesian components. Recall that when us-
ing n = 2 in our DF approach we needed to replace our
assumption o(R−) on the fall-off of the metric to the
stricter condition O(R−1) for regularity of the evolution
system, and similarly for Πµν . Another difference be-
tween the two approaches concerns the numerical benefits
of explicitly regular limits in contrast to implicitly regu-
lar limits of the form O(R)/O(R). For example, looking
at first derivatives of the conformal metric,
∂ig˜µν = Ω
2Jµ
′
µJ
ν′
νJ
α′
i∂α′gµ′ν′ + 2 J
α′
i(∂α′ ln Ω) g˜µν
+ 2 Ω2gµ′ν′J
α′
i
(
∂α′J
µ′
(µ
)
Jν
′
ν) , (100)
we see that we pick up terms which are formally singular
but which should take a regular limit under our asymp-
totics assumptions. Such formally singular terms would
presumably appear in the explicit GHG evolution equa-
tions for the conformal metric, which would then need to
be carefully processed using L‘Hoˆpital’s rule, as was done
in [20], before numerical implementation. As a matter of
fact, when using n = 2 in our wave equation experiments,
without regularizing the variables, we encounter the same
problem and find formally singular terms in the sources.
We wish to avoid computing and using these limits, and
therefore advocate using the ‘generalized harmonic basis’,
for example, for the representation of our variables com-
bined with a hyperboloidal compactifition with n < 2.
Another justification argument for using n < 2 is that
we may then deal with slower fall-off than O(R−1).
Heuristic comparison of our flatness assumptions with
the conformal definition of asymptotic flatness: From
the textbook [59] definition of asymptotic flatness at
null-infinity it follows that there are coordinates Xµ =
(T,X, Y, Z), with associated tensor basis, in which the
metric takes the form,
gµν = ηµν +O(V
−1) , (101)
with V ∼ T +R and R formed from X,Y and Z as usual.
Note that V is not required to be a null coordinate at
finite value. Defining an asymptotically hyperboloidal
time coordinate t = T − H(R) so that H(R) ∼ R for
large R, then on a slice of constant t, we have O(V −1) ∼
O(R−1), and so the fall-off we obtain from the standard
definition, which requires a suitable conformal compacti-
fication, is compatible with what we find necessary in the
extreme case n = 2. We therefore expect that our o(R−)
definition of asymptotic flatness at null-infinity is truly
weaker than the conformal definition, although to rig-
orously show this a more careful consideration may be
required. Despite the difficulty, it is desirable to show
explicitly that given initial data satisfying the o(R−) re-
quirements, these asymptotics are propagated, at least
locally in time, in the development of the data. We leave
this to future work.
Preservation of assumption (70): The previous re-
sults on the asymptotics of the lower-case variables all
rest on condition (70). If this condition were violated
the fragile construction would fail catastrophically; the
lower case lapse and shift explode and any numerical ap-
proximation approach is doomed. Therefore we at least
need to see whether or not our flatness assumptions im-
ply that (70) is preserved. Suppose that the condition is
fulfilled at some t = t¯. Then we can write,
H ′ =
[
1− S
n(n− 1)
2Rn
+ o(R−n)
]
1
C¯R+
, (102)
where C¯R+ denotes the outgoing lightspeed C
R
+ , resricted
to the t = t¯ slice. Plugging this into (70) at some later
time t gives,
1− CR+H ′ =
Sn(n− 1)
2Rn
+ o(R−n) +
∆R+
C¯R+
[
1 +O(R−n)
]
,
(103)
with ∆R+ = C
R
+−C¯R+ . Evidently the last term on the right
hand side can be absorbed by the second if ∆R+ = o(R
−n).
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Assuming existence of the solution satisfying our flatness
assumptions we have,
∆R+ =
∫ t
t¯
dt′(∂t′CR+) =
∫ t
t¯
dt′(∂TCR+)
∼ (t− t¯) o(R−1−δ) = o(R−1−δ) , (104)
where we integrate along curves of fixed Xi
′
, or equiv-
alently fixed xi, and must explicitly use our assumption
that derivatives of the coordinate lightspeed CR+ fall-off
faster than generic first derivatives (62). Thus we find
that choosing 1 < n ≤ 1 + δ is sufficient to preserve (70).
D. The hyperboloidal DF approach with dynamical
lightspeed control
The shortcoming of the pure height-function approach,
namely the weak control of cr+, that we encountered in the
previous subsection can be overcome using the flexibility
of the DF formalism. We will investigate here a simple
alternative, namely to ‘waggle’ the hyperboloidal slices
in such a way that the outgoing radial coordinate light
speed is fixed at will, whilst maintaining the asymptotics
and conclusions of Sec III C.
Waggled hyperboloidal slices: The idea is to use an
outgoing null coordinate u = u(T,R, ϑA
′
) in the con-
struction of the ‘hyperboloidal’ time-coordinate t. Let
us therefore relax the height-function transformation of
the time coordinate while fixing the radial compactifica-
tion as before, and write,
t = u+ r , r = r(R) , (105)
again with the angular coordinates unchanged ϑA = ϑA
′
.
We may still speak of t = const. slices as hyperboloidal in
the sense of (75). The transformation (105) is certainly
not a unique good choice, but does seem a natural way to
control coordinate lightspeeds in the hyperboloidal coor-
dinate system. To see this, we only need to understand
that the demand for u to be a null coordinate means u
is a solution to the eikonal equation,
gab∇au∇bu = 0 . (106)
Expanding this equation and using the coordinate light
speeds along the radial direction, cr± = −βr ± α/l, the
eikonal equation implies,
1
α2
(
1− cr+
) (
1− cr−
)
= 0 . (107)
Demanding that away from null-infinity cr− < 0, the out-
going coordinate lightspeed along si thus has to satisfy,
cr+ = 1 . (108)
Since we did not take care to control the ingoing radial
coordinate light speed, the analogue expression for cr−
is not as trivial, see Eq (127). We note though that one
could further modify the coordinate transformation (105)
to control both outgoing and ingoing coordinate light
speeds. This would likely result in even more symmet-
ric expressions throughout the next paragraphs, but the
current procedure suffices to arrive at an asymptotically
well-behaved hyperboloidal evolution system. We there-
fore leave this further generalization to future work.
The optical Jacobian: In practice the waggled hyper-
boloidal transformation (105) requires the construction
of the null-coordinate u, or rather the associated Jaco-
bian. In analytically known spacetimes this is no prob-
lem, e.g. in Minkowski spacetime, we can use u = T −R.
In a dynamical context one will not be able to give al-
gebraic relations a priori. Instead, we will have to fix
u on the initial slice and then adapt the transformation
dynamically. In fact we exploit here that the DF formal-
ism does not require u explicitly but only the Jacobians.
We will therefore evolve the Jacobians of the transforma-
tion as independent variables such that u remains a null
coordinate. Instead of evolving (∂Tu, ∂i′u) directly, we
introduce an equivalent set of variables,
V +i′ := −∂i′u = α−1WVi′ + Φri′ ,
E+ := N
µ′∂µ′u = α
−1W −Πr , (109)
which we refer to as the ‘optical Jacobians’. The +
marker here denotes that the quantities are associated
with the outgoing null-coordinate, see Sec IV of the DF
paper for a double null foliation, and may occur as a
super- or subscript as required to avoid clashing with in-
dices. The second equality in (109) already shows how
the optical Jacobians are related to the entries of the
DF Jacobian (22), which will be specified momentarily.
First note that we can express the eikonal Eq (106) in
terms of the new variables,
E2+ =
(N)γi
′j′ V +i′ V
+
j′ , (110)
which implies that one could completely drop the vari-
able E+ in favor of V
+
i′ if one so wishes. Finally, note
the use of the optical Jacobians must be done carefully,
as one would expect coordinate singularities to be a sig-
nificant danger if these coordinates are employed in the
strong-field region. Therefore it will also be of interest
to develop a natural way to make the transition between
lower and upper case coordinates start smoothly at some
fixed coordinate radius. This is sketched in Sec III E.
The waggled-hyperboloidal Jacobian: We will now re-
peat the steps of Sec III B and compare the explicit Ja-
cobians with the DF Jacobians to deduce all needed DF
quantities. For the transformation to waggled hyper-
boloidal slices, Eq (105), we have the inverse Jacobian,
J−1waghyp =

∂u
∂T 0 0 0
∂u
∂R +R
′−1 R′−1 0 0
∂u
∂θ 0 1 0
∂u
∂φ 0 0 1
 , (111)
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TABLE I: Summary of the different spatial unit normal vectors used in the course of this work for the various 2+1 splits
against R, r and u respectively. Here u refers to an outgoing null coordinate with u = t − r as used in Sec III D to construct
‘waggled’ hyperboloidal slices with a dynamical lightspeed control.
Definition Normalization Splits Note
N-spatial
Si′ := L
(N)Di′R L
−2 := (N)γRR (N)γi
′j′
S+i′ := −L+(N)Di′u L−2+ := (N)γuu (N)γi
′j′ S+i′ = E
−1
+ V
+
i′
n-spatial
si := l Dir = −l Diu l−2 := γrr = γuu γij
si := lDir = −lDiu l−2 := (g−1)rr = (g−1)uu (g−1)ij si = (l/l)si
with obvious inverse. By comparison with Eqs (21)
and (22), we can again collect the prescriptions
that relate the lower case quantities of the waggled-
hyperboloidal coordinates to the given upper case ones.
As in the height-function approach, we have that the spa-
tial part,
Φii′ ≡ ∂i′xi , (112)
is given a priori algebraically, since R′ is given. Ex-
ploiting that the lower case spatial coordinates are T -
independent as before, we also have that,
Πi = −A−1Bi′Φii′ , (113)
which can be evaluated since we know Eq (112). Then,
equations (109) provide,
α−1W = E+ −R′−1A−1BR ,
−α−1WVi′ = −V +i′ + Φri′ . (114)
We thus have at hand all DF-quantities of the inverse
Jacobian (22) relating the waggled-hyperboloidal coor-
dinates with the shells-adapted GHG coordinates. We
will now use these information to compute the lower case
quantities from the upper case quantities and the optical
Jacobians. The upper case boost vectors follow immedi-
ately,
VR =
V +R −R′−1
E+ + Πr
, VA′ =
V +A′
E+ + Πr
, (115)
and one could further use Πr = −A−1BRR′−1. Com-
bining equations (112), (114) and introducing the short-
hands,
χ(±) = CR+ ± CR− , χ(×) =
2CR+C
R
−
CR+ − CR−
, (116)
the Lorentz-factor can be written as,
W =
(E+ + Π
r)
√
AR′(
χ(−)V
+
S + χ(+)E+ + χ(×) (LR′)−1
) 1
2
, (117)
where we have introduced V +S := V
+
i′ S
i′ . The lapse is
given by,
α =
√
AR′(
χ(−)V
+
S + χ(+)E+ + χ(×) (LR′)−1
) 1
2
. (118)
The lower case length scalar is,
l = 2
(
χ(−)V
+
S + χ(+)E+ + χ(×) (LR
′)−1
) 1
2
χ(−)V
+
S + χ(+)E+
√
AR′ ,
(119)
and putting together the previous relations we find that
the radial component of the shift is,
βr = −1
2
− χ(×)(LR
′)−1
2
(
χ(−)V
+
S + χ(+)E+ + χ(×) (LR′)−1
) .
(120)
This is all we need in order to compute the coordinate
light speeds according to their general definitions, see the
first equality in equations (56). We will use two more
shorthands,
χA
′
(±) =
CA
′
+ ± CA
′
−
L(CR+ − CR−)
, χA
′
(×) = 2
CR−C
A′
+ + C
R
+C
A′
−
L(CR+ − CR−)2
.
(121)
The angular components of the shift are,
βA = −
(
V A
′
+ + E+ χ
A′
(+) + (LR
′)−1χA
′
(×)
)
χ(−)V
+
S + χ(+)E+ + χ(×) (LR′)−1
AR′ . (122)
The slip vector is,
bA =
2AR′
χ(−)V
+
S + χ(+)E+
(
χA
′
(×)(LR
′)−1 − V A′+ − E+ χA
′
(+)
)
− 2χ(×)χ(−)(
χ(−)V
+
S + χ(+)E+
)2 (V A′+ + E+ χA′(+)) ,
(123)
and, defining,
χˆA
′
(±) = −χA
′
(−) ±
V +S ± E+
χ(−)V
+
S + χ(+)E+
χ(−)χA
′
(+)
+
χ(−) ∓ χ(+)
χ(−)V
+
S + χ(+)E+
V A
′
+ (124)
the two-metric is,
qAB = (N)qA
′B′ + χˆ
(A′
+ χˆ
B′)
− . (125)
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The boost vector can be deduced from the definition
of Πi,
Wvi = Πi + α−1Wβi . (126)
Concerning the coordinate lightspeeds, we find that, as
expected, cr+ = 1. For the ingoing direction we obtain,
cr− =
χ(×)(LR′)−1
χ(−)V
+
S + χ(+)E+ + χ(×) (LR′)−1
. (127)
We omit explicit expressions for the angular lightspeeds
and boost metric, but they are easily constructed from
the foregoing results.
Evolution subsystem for the optical Jacobian: It re-
mains to establish evolution equations for E+, V
+
i′ , which
we deal with next. We can easily find the evolution of
V +i′ by exploiting that it is defined as a gradient of the
scalar u, and using the hypersurface constraints, see (35),
∂TV
+
i′ = −∂i′∂Tu . (128)
Then, we rewrite ∂Tu in terms of E+, V
+
i′ , by virtue of
the definition of E+ in (109),
∂Tu = AE+ −Bi′V +i′ . (129)
This gives the evolution equation,
∂TV
+
i′ = −A(N)Di′E+ − E+(N)Di′A+ (N)Di′(Bj
′
V +j′ ) ,
(130)
which will be manipulated a bit more momentarily. The
missing equation for E+ is found from the condition
that u is a null coordinate, which means u is a solution
to the eikonal equation. We can thus employ (110) to
rewrite spatial derivatives of E+,
(N)Di′E+ = E
−1
+ V
j′
+
(N)Di′V
+
j′ = E
−1
+ V
j′
+
(N)Dj′V
+
i′
=: S
j′
+
(N)Dj′V
+
i′ ≡ (N)D(S+)V +i′ , (131)
Here we have introduced the spatial unit normal vector
S+i′ associated with a 2+1 split against u,
S+i′ := −L+(N)Di′u = L+V +i′ . (132)
Note that the normalization together with the eikonal
equation implies L+ = E−1+ . Coming back to the
search for ∂TE+, we evaluate ∂TE
2
+ according to (106),
use (130) to remove the appearance of ∂TV
+
i′ , and ex-
press ∂T
(N)γi
′j′ through the extrinsic curvature (N)Ki′j′ of
the constant T -slice. After a few steps we arrive at the
following equations of motion for the optical Jacobians,
∂T lnE+ = L(B−AS+) lnE+ +A
(
(N)KS+S+ − LS+ lnA
)
,
∂TV
+
i′ = −A(N)D(S+)V +i′ − E+(N)Di′A+ LBV +i′ .
(133)
In view of the reduction constraints (10) we can treat
derivatives of A and Bi
′
as source terms so that the sub-
system (133) is only minimally coupled to the first order
GHG system, as hoped for. The second equation can be
further abbreviated using
(N)Di′E+ =
(N)Di′
(
V +j′ S
j′
+
)
, (134)
so that the evolution system becomes,
∂T lnE+ =
(
Bj
′ −ASj
′
+
)
∂j′ lnE+ +AS
(E+) ,
∂TV
+
i′ =
(
Bj
′ −ASj
′
+
)
∂j′V
+
i′ +AS
(V +)
i′ . (135)
The resulting equations are thus simply advection equa-
tions, and so the characteristic variables are trivially con-
structed. The source terms are given by,
S(E+) = (N)KS+S+ − LS+ lnA ,
S
(V +)
i′ = A
−1V +j′ ∂i′
(
Bj
′ −ASj
′
+
)
. (136)
For S
(V +)
i′ we have used,
E+
(N)Di′A ≡ (V +j′ S
j′
+ )
(N)Di′A = V
+
j′
(N)Di′
(
AS
j′
+
)
, (137)
where the second equality follows from the fact that
(N)γi′j′S
i′
+S
j′
+ = 1 so that V
+
j′ A
(N)Di′S
j′
+ = 0. Thus, we
have everything for the DF transformation.
Dual foliation transformation of the optical Jacobian
equations of motion: Before transforming the subsys-
tem (135), recall that, as observed above, the optical Ja-
cobians are coupled only through source terms to the rest
of the equations of motion. Therefore, the form of the
DF GHG equations (27) is unaffected by their presence,
apart from the various coefficients taking different values.
Obviously equations (135) are of the form (23). So let
us apply the DF recipe (24). We read off the principal
matrices and contract with Vi′ ,
Ap
′
= −Sp
′
+ 1 ,
⇒ (1+AV ) = (1− Sj
′
+Vj′)1
= (1 +Wvj(ϕ
−1)ji′ S
i′
+)1 . (138)
Computing the optical Jacobian equations of motion in
the lower case coordinates, it becomes helpful to note
that the spatial unit normal vector si of (48) with upper
indices can be written as,
si =
(ϕ−1)ii′ S
i′
+
W (1 +Wvj(ϕ−1)ji′ S
i′
+)
+ vi , (139)
It is then straightforward to calculate that the equations
of motion remain advection-like,
∂t lnE+ = (β
p − α sp)∂p lnE+ + αW−1 s(E+) ,
∂tV
+
i′ = (β
p − α sp)∂pV +i′ + αW−1s(V+)i′ . (140)
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The source terms follow immediately,
s(E+) =
(
1 +Wvj (ϕ
−1)jj′ S
j′
+
)−1
S(E+) ,
s
(V+)
i′ =
(
1 +Wvj (ϕ
−1)jj′ S
j′
+
)−1
S
(V +)
i′ , (141)
which, as noted above, must be evaluated in terms of
the GHG reduction variables without taking derivatives.
This can be achieved by rewriting the term involving the
gradient of S
i′
+. Since these source terms are linear in
the generalized harmonic connection coefficients and do
not come with any parameters we can tune, we already
see that these terms will be the trickiest for maintaining
regularity.
Asymptotics of the lower case quantities: Finally, to
convince ourselves that the waggled-hyperboloidal coor-
dinate transformations lead to regular equations at future
null infinity, we can again check the asymptotic behavior
of the just computed lower case quantities. We therefore
assume,
E+ = 1 + o(R
−) , V +R = 1 + o(R
−) ,
V +A′ = o(R
−) , (142)
on the new evolution variables E+, V
+
i′ , com-
plementing the assumptions made in Sec III C
on the GHG variables. This is consistent with
what we expect to have in a blackhole spacetime.
For example, for the Schwarzschild blackhole we
can explicitly construct the outgoing null coordi-
nate u = T −R∗, where R∗ = R+ 2M ln(R/2M − 1)
is the tortoise coordinate. Then we can com-
pute E+ = 1 +O(R
−1), V +R = 1 +O(R
−1), and V +A′ = 0,
which shows that our restrictions (142) are even weaker
than needed for this special case. Now, employing
the same assumptions for the radial compactification
as before, i.e. Eq (70), we are ready to compute the
asymptotics of the lower case quantities by inspection
of equations (115)-(127). Remarkably it turns out that
the results are unchanged with respect to the pure
height-function approach, as presented in Sec III C.
Asymptotics of the optical Jacobian system: We must
additionally consider the limiting behavior of the new
part of the evolution system, Eq (140). In the principal
part we have to consider,
βr − α sr = −cr+ = −1 ,
βA − α sA = −cA+ = o(R−−1+n) , (143)
which, by construction, are regular. For the source
terms we have to look more carefully. First note that
from our basic flatness assumptions it follows that shell-
coordinate derivatives of the metric represented in the
shell-coordinate basis satisfy,
∂i′L = o(R
−) ,
∂i′
(N)bA′ = o(R
1−) ,
∂i′
(N)qA′B′ = o(R
2−) . (144)
Moreover the difference δi
′
= S
i′
+ − Si
′
between the two
unit upper case spatial normal vectors satisfies,
δi
′
= o(R−1−2) = δR , δA′ = o(R−) . (145)
Consider therefore the source term S
(V +)
i′ , which we can
manipulate as follows,
AS
(V +)
i′ = V
+
j′ ∂i′B
j′ − E+∂i′A+AE+ΓS+S+i′
= − L
L+
∂i′C
R
+ +
1
L+
δj′∂i′B
j′ +
A
L+
δj
′
Sk
′
∂i′
(N)γj′k′
+
A
L+
δj
′
δk
′
Γj′k′i′
= o(R−1−δ) , (146)
where in this equation Γk
′
i′j′ denotes the upper case spa-
tial Christoffel symbol in shell-coordinates. As in the
height-function approach we needed to use the fast fall-off
of derivatives of CR+ and ultimately require that 1 < n <
1 + δ. Notice here that if we assume fall-off like ∂i′C
R
+ =
O(R−2) instead of ∂i′CR+ = o(R
−1−δ) in the harmonic
basis and insist on compactifying with n = 2, we will
have to compute the regular limits using L‘Hoˆpital’s
rule. This again reinforces the view that we should
choose 1 < n < 2. Since E2+ =
(N)γi
′j′ V +i′ V
+
j′ we need not
discuss the final source term S(E+), although we expect it
can be treated with similar arguments to those above by
noting the specific form of ∂TC
R
+ . It is remarkable that
the same flatness assumptions allowing the use of the
height-function method work for the optical-Jacobians.
It is not clear how to weaken the requirement on CR+ .
Whatever the alternative approach it seems that source
terms with weaker decay will have to be carried through
the transformation to the hyperboloidal slices at some
point in the setup and this will break the asymptotics.
E. The Dynamical Transition Layer
We have now presented two candidate methods for the
use of hyperboloidal slices using a radial compactification
in combination with the DF formalism. The only open
issue for the optical Jacobians is how to transition from
the harmonic coordinates Xµ, or the associated shell co-
ordinates Xµ
′
, in the central region to the hyperboloidal
coordinates xµ in the exterior. The aim of this section
is thus to generalize the ‘hyperboloidal layers’ transition
approach outlined in Sec III A for use with the optical
Jacobians of Sec III D.
Generalizing the optical Jacobians: It is actually not
difficult to perform the transition from harmonic to hy-
perboloidal coordinates. Let us reconsider the deriva-
tion that led to the optical Jacobian equations of mo-
tion (135), which started essentially from the require-
ment that u be a solution to the eikonal equation. Now
19
we replace this condition with,
guu = χ , (147)
where χ is some scalar function to be specified momen-
tarily. First we introduce U := T − R, bearing in mind
that for any asymptotically Minkowskian spacetime U
is a first approximation to a null-coordinate. We can
roughly think of guu as proportional to gUU , i.e.,
χ = gUU χ˜ . (148)
where χ˜ = χ˜(r) is some suitably chosen transition func-
tion in r. This way u will be a null-coordinate in the
region where χ˜ = 0, and u = U in the region where
χ˜ = 1. The intermediate region, where χ˜ 6= 0 and χ˜ 6= 1,
is called the transition-layer, and serves to smoothly con-
nect the hyperboloidal region with the standard GHG
interior. Defining E+, V
+
i′ as before in Eq (109) and fol-
lowing exactly the same steps as after Eq (133) we obtain,
∂T lnE+ =
(
Bj
′ −ASj
′
+
)
∂j′ lnE+ +AS
(E+) ,
∂TV
+
i′ =
(
Bj
′ −ASj
′
+
)
∂j′V
+
i′ +AS
(V +)
i′ , (149)
which differs from Eq (135) only through the slightly
modified sources,
S(E+) = (N)KS+S+ − LS+ lnA− 12E−2+ ∂Nχ ,
S
(V +)
i′ = A
−1V +j′ ∂i′
(
Bj
′ −ASj
′
+
)
+ 12E
−1
+
(N)Di′χ . (150)
Although derivatives of χ appear, we can use the GHG
reduction constraints (10) to rewrite them in terms of the
reduction variables, and thus remove any potentially dan-
gerous coupling in the principal part. These equations
thus transform in the obvious way, as in (140), when
moving to xµ coordinates. We propose to perform the
transition from the time coordinate T to t in a region
with R = r, before starting the compactification in the
region where u is a true optical function. This is the
generalization of the hyperboloidal layers approach to a
slice-waggling setup. We expect that in practice coming
up with a good choice for the transition and compactifi-
cation will require some experimentation so we will not
give the construction explicitly here.
F. Regularization
Renormalized variables: We now start to investigate
to what extent the DF GHG evolution equations can be
regularized explicitly. With the assumed fall-off rates in
mind we define the variables,
h˜µν = R
δ (gµν − ηµν) ,
Φ˜i′µν = R
δ Φi′µν + δ R
−1−δ δRi′hµν ,
Π˜µν = R
δ Πµν , (151)
with  > δ ≥ 0 some constant. In the special case that
the error terms in our asymptotics assumptions can be
taken as O(R−1) we may wish to set δ = 1, but this is
only possible if the nonlinear terms have sufficient de-
cay, which we consider in a few paragraphs. It would
not be sensible to use these variables in the strong-field
region, but to avoid doing so a modification of the layers
approach can be taken. The crux of the regularization
strategy, which is also described for the wave equation in
Sec IV A, is to pull as much decay as can be expected out
of the evolved variables to try and obtain an evolution
system with coefficients as close to unity as possible.
An alternative first order GHG system: In shell-
coordinates we choose a first order reduction of the GHG
system according to,
∂T h˜µν = B
i′∂i′ h˜µν +AS
(h˜)
µν ,
∂T Φ˜i′µν = B
j′∂j′Φ˜i′µν −A∂i′Π˜µν + γ2A∂i′ h˜µν
+A S
(Φ˜)
i′µν ,
∂T Π˜µν = B
i′∂i′Π˜µν −A (N)γi′j′ ∂i′Φ˜j′µν +AS(Π˜)µν ,
(152)
with source terms,
S(h˜)µν = −Π˜µν + δ R−1NR h˜µν ,
S
(Φ˜)
i′µν = −γ2 Φ˜i′µν +R−δ
(
1
2 Φˆi′NN Π˜µν +
(N)γjk Φˆi′jN Φˆk µν
)
+ Φˆk′µνN
j
(
∂i′(Φ
Sh)k
′
j − δ R−1(N)γk′ i′(ΦSh)Rj
)
,
(153)
and finally the more complicated,
RδS(Π˜)µν = −2
(
∇˜(µHν) + γ3 Γ˜αµνC˜α − 12γ4 gµν Γ˜αC˜α
)
+ 2 gαβ
(
(N)γij Φˆi αµ Φˆj βν − Π˜αµ Π˜βν − gδγΓ˜µαδΓ˜νβγ
)
+Rδ−1NRΠ˜µν − 12 Π˜NN Π˜µν − (N)γij Π˜Ni Φˆj µν
−Rδ Φˆi′µν
(
(N)γij ∂i(Φ
Sh)i
′
j − (δ + 1)R−1 (N)γRi′
)
− δ(δ−1)R2L2 h˜µν + γ˜0
(
2 δα(µNν) − gµν Nα
)
C˜α . (154)
The trick here is that the δ parameter controls the
coefficient of the leading order term in R near null-
infinity. In particular the terms grouped together involv-
ing ∂i(Φ
Sh)i
′
j cancel when δ = 1. This can be seen ex-
plicitly for the wave equation in Sec IV A. Terms appear-
ing with a free-parameter can be given the desired fall-off,
and since the remainder is quadratic, we gain fall-off in R.
Here we have introduced the shorthand Γ˜αµν = R
δ Γαµν ,
which in terms of the evolved variables is,
Γ˜αµν =
(N)γi(µ|Φ˜i |ν)α − 12 (N)γiαΦ˜i µν +N(µΠ˜ν)α − 12NαΠ˜µν
− δ R−1(N)γR(µh˜ν)α + 12 δ R−1(N)γRαh˜µν , (155)
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for the rescaled GHG Christoffel symbols and also write,
Φˆi′µν = R
δ Φi′µν = Φ˜i′µν − δ R−1(N)γRi′ h˜µν ,
C˜α = R
δ C˜α , ∇˜αHβ = R2δ∇αHβ ,
γ˜0 = R
δ γ0 , (156)
which is justified if we assume reasonable fall-off on the
gauge source functions. It is important to realize that
this is a different system of PDEs as compared to (7),
since we have modified the equations of motion by ad-
ditions of the reduction constraints. The full set of con-
straints are easily expressed in terms of the new variables.
Regularized DF GHG system: Making now the
change of independent variables to work in terms of the
lower case coordinates, we obtain,
∂th˜µν = (β
p − α vp)∂ph˜µν + αW−1s(h˜)µν ,
dtΦ˜i µν =
(
βpδji − αvpδji + αW 2vi(g−1)pj
)
dpΦ˜j µν
+ αW−1gpi
(
γ2 ∂ph˜µν − ∂pΠ˜µν
)
+ αW−1s(Φ˜)i µν ,
∂tΠ˜µν = β
p∂pΠ˜µν − γ2 αvp∂ph˜µν − αW (g−1)pidpΦ˜i µν
+ αW−1s(Π˜)µν . (157)
Since the principal part of the new system is identical to
the old one of Eq (19), the system transforms as earlier,
so the sources are once again,
s(h˜)µν = S
(h˜)
µν ,
s
(Φ˜)
i′µν = S
(Φ˜)
i′µν +W
2Vi′
(
V j
′
S
(Φ˜)
j′µν + S
(Π˜)
µν − γ2S(h˜)µν
)
,
s(Π˜)µν = γ2S
(h˜)
µν +W
2
(
V i
′
S
(Φ˜)
i′µν + S
(Π˜)
µν − γ2S(h˜)µν
)
.
(158)
Ultimately, up to the change of variables, we expect the
continuum solutions to these equations to have the same
asymptotic behavior as in the previous system. Although
the regularized formulation still has coefficients that grow
with R, overall we have gained an order of Rδ in various
coefficients. To avoid repetition we do not give a full
discussion of the asymptotics for this system. We ex-
pect that the improved coefficients will be helpful in the
planned numerical implementation.
Discussion of asymptotics and the weak-null condition:
We just examined the effect of modifying the evolution
variables by multiplying them by powers of R. We saw
that multiplying up by a full-power of R is desirable
since then we can remove from the equations of motion
all terms relying explicitly on fall-off of the variables at
future-null infinity. What’s more, this full power ofR reg-
ularization will be helpful for the extraction of GWs. Key
to the use of this renormalization is that all non-principal
terms fall-off faster than O(R−2). This is because, for the
hyperboloidal DF method, when using the renormalized
variables we need to multiply up the sources by terms of
order O(Rn+1), with 1 < n. Therefore such a renormal-
ization is not possible for non-linear wave equations with
a generic quadratic nonlinearity in first derivatives of the
wave-field, but can only be naively employed for sys-
tems satisfying the null-condition [60]. Roughly speaking
this is the requirement that every term quadratic in first
derivatives of the evolved fields contains at most one bad
derivative in the Ka = Na − Sa direction. This direc-
tion is bad because the associated derivatives fall-off only
like O(R−1). The field equations of the GHG system do
not satisfy the null-condition. They do however satisfy
the weak-null condition [61] from which we naively ex-
pect, under the flatness assumptions of [61], that only
one component of the metric fails to fall-off like O(R−1)
and rather goes like O(R−1 logR). Such data can be
dealt with under our previous assumptions. We would
however like to exclude this logarithmic growth when-
ever possible. Therefore, following for example [62], let
us assume that the logarithmic growth is absent and ex-
amine what requirement is placed upon the data. For
this we strengthen our asymptotics assumptions so that
in a neighborhood of null-infinity we have,
gµν = ηµν +O(R
−1) ,
∂αgµν = − 12Lα∂Kgµν +O(R−2) ,
∂α∂βgµν =
1
4LαLβ∂K∂Kgµν +O(R
−2) , (159)
with La = Na + Sa and Ka = Na − Sa, and ∂Kgµν =
O(R−1) = ∂K∂Kgµν . For the sake of this discussion we
assume that the gauge source functions Hµ and their
derivatives decay sufficiently rapidly that they may safely
be ignored. The terms quadratic in first derivatives in
the GHG system then all satisfy the null-condition ex-
cept those like,
M(∂Kg, ∂Kg) = ∂Kgµν
(
1
2
gµαgνβ − 1
4
gµνgαβ
)
∂Kgαβ .
To exploit this observation in a free-evolution setup in
the first order GHG system, we must add constraints in
the form,
CµCµ − LαCα∂Kgµν , (160)
to the equation of motion for Πµν . Defining the mod-
ified MGHG(∂Kg, ∂Kg) by making further adjustments
using the Harmonic constraints we arrive at,
MGHG =
1
4
(N)qαβdKgαβdKgKL
+ ∂Kgµν
(
1
2
(N)qµα(N)qνβ − 1
4
(N)qµν (N)qαβ
)
∂Kgαβ ,
(161)
with the difference,
MGHG(∂Kg, ∂Kg)−M(∂Kg, ∂Kg)
= (N)qαβCαdKgKβ − 14LαCαdKgKK − 14KαCαdKgKL ,
and (N)qab defined as elsewhere. In fact there is still quite
some freedom in adjusting these expressions. The addi-
tional modifications should also be suitably included in
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the Πµν equation. Assuming momentarily that all con-
straints are satisfied we then have,
Rµν ∼MGHG LµLν +O(R−3) , (162)
with MGHG = O(R
−2). Therefore under the assump-
tion (159) we must additionally require that MGHG van-
ishes faster than expected so that the spacetime is asymp-
totically Ricci flat to order O(R−2). It is not at all
clear that this condition will be propagated under time-
evolution by the GHG equations of motion, or if assump-
tion (159) simply breaks down. But the additional re-
quirement is suspiciously like that leading to the Bondi-
mass loss formula and therefore seems physically reason-
able. Perhaps it would be useful to have a model problem
with this structure. This discussion will be expanded by
a proper investigation alongside our presentation of the
implementation of the DF GHG system on hyperboloidal
slices.
IV. NUMERICAL EXPERIMENTS
In this section we present our numerical experiments
with the DF-formalism. Although our analytic consid-
erations have been concerned with the hyerboloidal DF-
representation of the GHG evolution equations, their nu-
merical solution requires some fundamental coding ef-
forts, plus carefully thought out initial data procedures,
which we will undertake in a follow-up work. There-
fore, numerically we stick with the flat space scalar wave-
equation,
ψ ≡ −∂2Tψ + ∂i∂iψ = 0 , (163)
which serves as a simple but important test-problem for
the DF-approach because it can be written in a first or-
der form that is very similar to the first order GHG sys-
tem. We emphasize that earlier work [36] already de-
scribed how solutions of Eq (163) can be obtained along
hyperboloidal time-slices. The major novelties in our ap-
proach are that we can do away with the regularization
normally used for the wave equation, and even on hyper-
boloidal slices we can treat nonlinearities which fall-off
slower than R−3.
A. Wave Equation
First order form in shell-coordinates: We prepare the
presentation of the DF-version of the wave equation
by recalling that the relevant first order reduction of
Eq (163) in global inertial coordinates Xi, using the vari-
ables pi := −∂Tψ and φi := ∂iψ, is given by,
∂Tψ = −pi ,
∂Tφi = −∂ipi + γ2∂iψ − γ2φi ,
∂Tpi = −∂iφi , (164)
subject to the constraint,
Ci = ∂iψ − φi . (165)
This corresponds to the first order GHG formulation (7)
as closely as possible. After employing shell-coordinates
Xi
′
as introduced in Sec II B we have instead,
∂Tψ = −pi ,
∂Tφi′ = −∂i′pi + γ2∂i′ψ − γ2φi′ ,
∂Tpi = −∂i′φi′ + S(pi) , (166)
where the source term is,
S(pi) = −φi′∂i(ΦSh)i′ i , (167)
and the constraint transforms in the obvious way.
Dual-Foliation representation: The system (166)
complies with the DF recipe-form (23) so that we can
simply apply the DF-formalism (24), which gives,
∂tψ = −pi ,
dtφi = W
3vi(g
−1)pj dpφj + gpi (γ2 ∂pψ − ∂ppi) + s(φ)i ,
∂tpi = Wv
p∂ppi − γ2Wvp∂pψ −W 2(g−1)pidpφi + s(pi) ,
(168)
with sources,
s
(φ)
i′ = −γ2 φi′ +W 2Vi′
(
γ2 pi − γ2V j′φj′ + S(pi)
)
,
s(pi) = −γ2 pi +W 2
(
γ2 pi − γ2V j′φj′ + S(pi)
)
, (169)
and constraint,
Ci′ = (ϕ
−1)ii′∂iψ + Vi′ pi − φi′ . (170)
Taking into account the simplifications of flat-space, the
system (168) resembles the DF-version of the GHG sys-
tem, Eq (27), in accordance with our above assertion that
the wave equation is comparable with the GHG evolution
system.
Explicit equations for shell-coordinates with the height-
function approach: Let us now specify the coefficients
of the evolution equations (168) to our general shell-
coordinates. The non-zero metric components in shell-
coordinates, as defined in Sec II B, are,
ηµ′ν′ =

−1 0 0 0
0 1 0 0
0 0 (N)qθθ
(N)qθφ
0 0 (N)qφθ
(N)qφφ
 , (171)
where (N)qA′B′ depends on the specific choice of shell-
coordinates. Thus we always have A = 1, Bi
′
= (0, 0, 0),
C±R = ±1, and related quantities can be trivially found.
Then, making some choice for the hyperboloidal co-
ordinate system, we can write equations (168) explic-
itly. We do not need to waggle the slices, as proposed
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in Sec III D, because for a stationary background like
Minkowski the algebraic height-function approach (39)
is sufficient. The hyperboloidal quantities can thus be
expressed in terms of H ′ and R′. Additionally demand-
ing H ′ = 1 − R′−1, we could even discard the H ′ term
if we so wished. To state just a few, we have, e.g., the
lapse and the Lorentz factor α2 = W 2 = (1 − H ′2)−1,
the shift βi = −W 2(H ′/R′, 0, 0), and the boost vectors
vi = −W (H ′/R′, 0, 0) and V i′ = (H ′, 0, 0). Inserting the
explicit expressions into (168), we obtain,
∂tψ = −pi ,
∂tφR = − ∂rpi
R′(1−H ′2) −
H ′∂rφR
R′(1−H ′2)
− H
′
1−H ′2
(N)qA
′B′δAA′∂AφB′ +
H ′
1−H ′2S
pi
+
γ2
1−H ′2
(
∂rψ
R′
+H ′pi − φR
)
,
∂tφA′ = −δAA′∂Api + γ2
(
δAA′∂Aψ − φA′
)
,
∂tpi = − H
′∂rpi
R′(1−H ′2) −
∂rφR
R′(1−H ′2)
− 1
1−H ′2
(N)qA
′B′δAA′∂AφB′ +
1
1−H ′2S
pi
+
γ2H
′
1−H ′2
(
∂rψ
R′
+H ′pi − φR
)
. (172)
Evidently, at first sight the coefficients are not all regu-
lar at null-infinity. Implicitly, however, all of them take
a finite limit. To understand this let us replace H ′ =
1 − R′−1, and consider the asymptotics of, e.g., H′1−H′2 .
One obtains H
′
1−H′2 = R
′ 1−R′−1
2−R′−1 → R′/2 = O(Rn). Fol-
lowing this logic, most terms can be made explicitly reg-
ular, while only a few remain problematic. Among the
problematic ones are those multiplied by γ2 but let us
not worry about them because γ2 can be chosen at will.
Concerning the R′(N)qA
′B′ terms, we get easily rid off the
apparent failure once specifying explicit shell-coordinates
because any shell-coordinates satisfy (N)qA
′B′ ∼ O(R−2).
Consequently, the only real problematic term hides in
H′
1−H′2S
pi. Using that for shell-coordinates we have,
∂i(ΦSh)i
′
i = (2/R,O(R
−2), O(R−2)) , (173)
we see the problematic H
′
1−H′2φR 2/R term. Here we ac-
tually depend on the correct fall-off of the field φR. In-
deed, in three spatial dimensions solutions to the wave
equation fall-off like O(R−1), and so do the variables φR
and pi. Thus, for n < 2 there is absolutely no problem
because H
′
1−H′2φR 2/R → 0 at null-infinity, which sup-
ports our view that n < 2 compactifications are advan-
tageous. The n = 2 case, instead, requires us to use
L‘Hoˆpital’s rule for the not-explicitly regular coefficients
at null-infinity, as alluded to in Sec III C, when comparing
the DF-formalism with the standard conformal compact-
ification. This procedure is described in Sec IV B below.
Note that, if one wishes to restrict γ2, which was found
in our asymptotic analysis in to be necessary, the same
argument of the correct fall-off of the fields holds for the
problematic γ2 terms. In summary, we have convinced
ourselves now that implicitly all coefficients take a regular
limit, even for the ‘conformal’ case n = 2. The discussion
of regularity for GR in Sec III C is not more sophisticated
than this, except that we were careful to assume fall-off
much weaker than that expected for physical solutions.
Regularization: Since we know that solutions to the
wave equation fall off like R−1, there is hope that
the coefficients can be improved by considering suit-
ably rescaled fields. The idea is that it would already
help if one could turn some O(R2)/O(R2) coefficient to
O(R)/O(R). We therefore try and rescale the variables
by powers of R, and, following the standard conformal
approach for the wave equation [36], we define,
ψ˜ = Rδ ψ , p˜i = Rδ pi ,
φ˜R = R
δ φR + δ R
δ−1ψ , φ˜A′ = Rδ φA′ , (174)
with δ ≥ 0 some constant, and now φ˜R will be a regu-
lar function with reduced decay in R. We then take as
variables (ψ˜, φ˜i′ , p˜i). The choice for φ˜R gives φ˜i′ = ∂i′ ψ˜
when the reduction constraints are satisfied, and leads to
convenient cancellations in the new equations-of-motion.
Note that if we view the wave equation as a model for
GR, the analogous normalization of gµν can not be used
directly, see instead the rescaled fields in Eq (151). The
evolution equations for (ψ˜, φ˜i′ , p˜i) in the upper case coor-
dinates are easily obtained, exploiting Eq (171), Eq (173)
and that φ˜R ≡ ∂Rψ˜. The system reads,
∂T ψ˜ = −p˜i ,
∂T φ˜i′ = −∂i′ p˜i + γ2∂i′ ψ˜ − γ2φ˜i′ ,
∂T p˜i = −∂i′ φ˜i′ + S˜pi , (175)
whose structure almost coincides with the ‘untilded’ ver-
sion, Eq (166), except for the source term,
S˜(pi) =
δ − 1
R
(
2 Φ˜R − δ
R
ψ˜
)
− φ˜A′∂i(ΦSh)A
′
i , (176)
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see Eq (167). Applying the DF-formalism (24) to the
system (175), we obtain the new DF-system,
∂tψ˜ = −p˜i ,
∂tφ˜R = − ∂rp˜i
R′(1−H ′2) −
H ′∂rφ˜R
R′(1−H ′2)
− H
′
1−H ′2
(N)qA
′B′δAA′∂Aφ˜B′ +
H ′
1−H ′2 S˜
(pi)
+
γ2
1−H ′2
(
∂rψ˜
R′
+H ′p˜i − φ˜R
)
,
∂tφ˜A′ = −δAA′∂Ap˜i + γ2
(
δAA′∂Aψ˜ − φ˜A′
)
,
∂tp˜i = − H
′∂rp˜i
R′(1−H ′2) −
∂rφ˜R
R′(1−H ′2)
− 1
1−H ′2
(N)qA
′B′δAA′∂Aφ˜B′ +
1
1−H ′2 S˜
(pi)
+
γ2H
′
1−H ′2
(
∂rψ˜
R′
+H ′p˜i − φ˜R
)
. (177)
Comparing with Eq (172), we see that the system’s struc-
ture is identical modulo the change to tilde-variables, ex-
cept that the coefficient multiplying the worst term con-
tained in S(pi), can be reduced in S˜(pi) and even set to
vanish if we choose δ = 1. Thus, demanding a strong-
enough fall-off of γ2, or even setting γ2 = 0, we expect
that this system performs much ‘cleaner’ than Eq (172)
in a numerical implementation. In App. A we present
the equations of motion 177 explicitly in the special case
that the shell coordinates are spherical polar.
B. Implementation
We have implemented the wave equation in the
form (177) in the bamps pseudospectral code [4, 63, 64].
Full details will be discussed when we present our imple-
mentation of the DF GHG system but here we neverthe-
less want to highlight some key facts.
Technical development to the bamps infrastructure:
The bamps code relies on a multidomain method involv-
ing communication of the solution between neighboring
patches. Previously tensor variables were stored in a
global Cartesian basis so no transformation of the vari-
ables was needed for this communication. In the present
setup however we need to use the shell coordinate ba-
sis for the representation of our reduction variables φi′ ,
and in the case of GHG we may even need to couple
solutions of different PDE systems across patches. The
latter occurs because in the strong-field region we may
want to set the GHG formulation parameter to the stan-
dard value γ1 = −1, whereas in the hyperboloidal layer
we want γ1 = 0. To deal with this we have setup the code
so that a particular physics ‘project’ can have different
equations of motion in different patches. The transfor-
mation of variables must be taken into account in the
boundary communication. In fact the result across differ-
ent shell boundaries in the angular direction is straight-
forwardly derived: Angular tensor components in the
target shell are computed as simple linear combinations
of purely angular tensor components of the neighbor-
ing shell. The radial components transform trivially in
this case. The result across the strong-field region to
shells boundaries is constructed by applying the full Ja-
cobian (15).
Implementation of L‘Hoˆpital’s rule regularization for
formally singular terms: When using n = 2 compacti-
fication and evolving without regularizing the variables,
we apply L‘Hoˆpital’s rule on the source terms W 2S(pi)
and W 2Vi′S
(pi) in Eq (168) to compute their finite val-
ues at r = S. After performing a characteristic de-
composition of φR =
1
2 (u
+ˆ − u−ˆ) and using that solu-
tions to the wave equation fall off like u+ˆ = O(R−1)
and u−ˆ = O(R−2), we find,
lim
r→S
W 2S(pi) = −1
2
∂r(pi + φR) ,
lim
r→S
W 2VRS
(pi) = −1
2
∂r(pi + φR) ,
lim
r→S
W 2VA′S
(pi) = 0 . (178)
This is implemented in the obvious way by adjusting the
sources at, and only at null-infinity.
The cartoon method and mirror symmetries on hyper-
boloidal slices: For axisymmetry, bamps supports a 2D
reduction, called the cartoon method [65, 66]. This is
based on the vanishing Lie derivative LφT = 0 for any
tensor T along the φi = (−y, x, 0)-direction. A transfor-
mation of the Lie vector φ was necessary to make this
method compatible with the new shell coordinate basis.
We refer to the notation of [4] (xi
′
= (x¯, y¯, z¯)) and want to
state the resulting modified cartoon formulas for patches
oriented in x direction (XP) and in z direction (ZP):
XP: ∂y¯u(x¯, 0, z¯) = 0 ,
∂y¯v
y¯(x¯, 0, z¯) = 0 ,
∂y¯v
z¯(x¯, 0, z¯) = z¯vy¯(x¯, 0, z¯) ,
ZP: ∂z¯u(x¯, y¯, 0) = 0 ,
∂z¯v
y¯(x¯, y¯, 0) = −v
z¯(x¯, y¯, 0)
y¯
,
∂z¯v
z¯(x¯, y¯, 0) =
vy¯(x¯, y¯, 0)
y¯
. (179)
Similarly, bamps is able to handle mirror symmetries
along the x, y and z directions. The corresponding trans-
formation behavior of a tensor component was only im-
plemented for Cartesian coordinates and had to be car-
ried out in the shell coordinates. This results in odd
or even angular vector components, depending on shell
orientation and symmetry surface. Scalar functions and
radial vector components always have even behavior.
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The energy method and communication of data via the
penalty method: Our numerical method relies on the ex-
istence of a continuum PDE energy to communicate data
between grids. The basic energy on the hyperboloidal
slice is built from the density,
ε = Λψ2 + 2 γ2 ψ
(
pi − V i′φi′
)
+
(
pi − V i′φi′
)2
+ (N)(g−1)i
′j′φi′φj′ , (180)
with Λ2 > γ22 . For symmetric hyperbolicity we require
that this is everywhere positive definite in the evolved
variables. But on the hyperboloidal slice we have,
(N)(g−1)RR = 1− V RV R = O(R−n) , (181)
so we lose control of the radial reduction variable φR
as we head towards null-infinity. Remarkably this is no
problem for our numerical work, because at this bound-
ary we do not require boundary conditions, and the re-
quired control of φA′ is maintained. We therefore use
our standard pseudospectral penalty method as described
in [4]. By working with regularized variables and maybe
including suitable weights in the energy estimate, we ex-
pect that the missing control can be regained. Such im-
proved energies may even lead to superior approximation
methods. This will be investigated in detail in future
work.
Computation of regular coefficients: Although the
equations of motion (177) have regular coefficients on the
right hand side, they are formed from divergent quanti-
ties. Therefore care is needed in the implementation if we
are to maintain accuracy and avoid ‘NaNs’. Fortunately
the complete equations can be built from the following
regular combinations of R′−1 and H ′,
R−1 =
Ω
1
n−1
r˜ + Ω
1
n−1Ri
, R′−1 =
Ω
1
n−1
Ω + r˜
2
S˜2
2χ˜+χ˜′
n−1
,
R′
R2
=
(
Ω + r˜
2
S˜2
2χ˜+χ˜′
n−1
)
Ω
2−n
n−1(
r˜ + Ω
1
n−1Ri
)2 , (182)
where we write,
r˜ = r −Ri , S˜ = S −Ri , Ω = 1− χ˜ r˜
2
S˜2
, (183)
with χ˜ a transition function between 0 and 1. These
expressions can be used whilst varying n, our measure of
the rate of compactification.
C. Numerical Results
Initial data: As initial data we always choose pi = 0
combined with either,
ψ(r, θ, ϕ) =
√
15
32pi
e−(
r−r0
σ )
2 sin2 θ cos 2ϕ√
1 +R(r)2
, (184)
TABLE II: Summary of wave equation experiments. N refers
to the number of points per dimension in each grid. By default
we use the regularized variables with full O(R) renormaliza-
tion, and so indicate only when not doing so. Similarly by
default we filter the Chebyschev coefficients. The p column
refers to which exponent was used for the nonlinearity ψp of
Eq (186). The final column refers to the compactification
parameter.
ID N γ2 Filter Cartoon Reg. p n
(184) 11, 13, . . . , 29 1 7 7 7 2.00
11, 13, . . . , 29 1 angular 7 7 2.00
11, 13, . . . , 29 1 7 7 2.00
11, 13, . . . , 29 1 7 2.00
11, 13, . . . , 25 1 7 7 1.50
11, 13, . . . , 25 1 7 7 2 1.50
11, 13, . . . , 25 1 7 7 2.00
11, 13, . . . , 23 0 7 2.00
11, 13, . . . , 23 1 7 3 2.00
(185) 11, 13, . . . , 23 1 7 2.00
11, 13, . . . , 23 1 3 2.00
11, 13, . . . , 23 1 3 1.75
11, 13, . . . , 23 1 3 1.50
11, 13, . . . , 23 1 3 1.25
or
ψ(r, θ) =
e−r
2−z20+2z0r cos θ√
1 +R(r)2
, (185)
for axisymmetry. We typically choose r0 = 3, σ = 0.6
and z0 = 0.2. From this we use reduction constraint (170)
to set the variable φi′ . The tests were performed on a
desktop machine with 8 GB of memory and 4 cores. We
run the code in parallel with MPI as discussed in [4].
With our standard setup, a 3d run with N = 23 points
per dimension computes at roughly 10 time units per
hour. We always employ the same grid, whose setup can
be understood from Fig 3. We do not subdivide patches
and the grid has Ri = 4.5 and S = 7.5. Table II contains
a summary of the runs performed.
Basic results with n = 2 hyperboloidal slices: The dy-
namics of a typical evolution with initial data (184) are
presented in Fig 3; the wave propagates out and leaves
the domain through null-infinity almost without reflec-
tion. Using neither regularization of the evolved fields or
filtering the basis coefficients we find that the expected
fall-off of the field at the outer boundary is violated as ψ
differs slightly from zero. This effect however converges
away rapidly with resolution. Note that this setup is par-
ticularly interesting because of the close similarity to the
problem of the wave equation in the AdS spacetime. Us-
ing the filter in all directions, which is expected to be nec-
essary for nonlinear problems, we find that the method
is unstable. We suspect that this is caused by the fact
that the radial filter does not respect the expected fall-off
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FIG. 3: The basic dynamics of the evolution of ψ in the plane y = 0, starting with initial data (184). We see that initially
there is a pulse traveling outwards which is absorbed at null-infinity, the outer boundary of the plot. After traveling inwards
the second pulse also propagates off of the grid. This evolution was performed in full 3d with 253 points per patch. The patches
each consist of one grid. Their boundaries are marked by the thick black lines.
of the fields, and violates the delicate L‘Hoˆpital limiting
procedure used at null-infinity for this setup. Adjusting
the filter so that only the angular directions are treated
cures the instability. Therefore we expect that a more
carefully constructed radial filter would work. We now
focus the discussion on the case most studied in the liter-
ature, namely n = 2 hyperboloidal compactification with
the maximum O(R) renormalization of the fields. By
construction now ψ vanishes at null-infinity. The out-
going wave does leave behind a small amount of noise
which we see as Ci′ constraint violation. That this vio-
lation converges away rapidly with resolution is demon-
strated in Fig 4. Since our asymptotics require that the
constraint damping parameter γ2 fall-off as R increases,
a concern may be that the constraint damping scheme
is ineffective in these evolutions. In Fig 5 we look at
the constraint violation in space with and without this
damping. It turns out that the constraint damping is
still effective, possibly because the definition of the con-
straint Ci′ combined with the hyperboloidal coordinates
conspires to suppress the appearance of violations. We
performed a set of runs with initial data (185) both with
and without the cartoon symmetry reduction. We see
good agreement between the two sets and comparable
convergence of errors. Within our range of resolutions
the cartoon runs ran between 10 and 23 times faster than
the 3d tests, with larger speedups at higher resolution.
Results with n < 2 hyperboloidal slices: Although it is
most straightforward to compare n = 2 results with the
literature, in our analysis of the GHG system we found
that it will be more convenient to choose initial data with
compactification parameter n < 2, especially since then
L‘oˆpital’s rule is not required. Therefore we performed
tests also with this setup. Starting with n = 3/2 we ran
the code using the filter in all directions without regu-
larizing the variables. Here we find that the instability
that we saw previously with n = 2 is no longer present,
and the results converge nicely. We then moved on to use
the regularized variables. Since we saw good agreement
before with and without symmetry reduction here we ran
only faster cartoon tests. Qualitatively we find the same
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FIG. 4: Convergence of the norm of the constraints Ci′
as resolution is increased in our wave equation experiments
with O(R) regularization of the evolved fields and the filter.
The initial data was given by (184). In fact we see slightly
cleaner convergence of the constraints in these experiments if
we do not filter [4] the Chebyschev coefficients, but for nonlin-
ear problems we expect that the filter is needed, and therefore
only present results with it.
dynamical behavior as before, as expected. Again con-
straint violation converges away rapidly with resolution.
Wave equation with nonlinear sources: As a final test
we return to n = 2 slices and consider the field equation,
∇a∇aψ − ψp = 0 , (186)
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FIG. 5: A comparison of the squared constraints Ci
′
Ci′ in
space at t = 25 in the evolution of initial data (184), with
and without constraint damping switched on. Note that we
suppress (by R−1) the central value of the damping param-
eter γ2 in the hyperboloidal region. Here the hyperboloidal
layer starts at Ri = 4.5 and null-infinity is at S = r = 7.5,
and we see that the constraint damping is having the desired
effect.
in flat space, for which numerical results with a hy-
perboloidal compactification were previously presented
with p = 3 in [67]. It is trivial to add the additional term
to the equations of motion. Starting with the regularized
variables and p = 3, we took initial data (184) and found
again qualitatively similar results and convergence of the
method. Doubling the size of the initial pulse also makes
little difference to the outcome, indicating that the data
is small enough that the evolution is essentially linear.
To test our method against a much more aggressive non-
linearity we chose p = 2, and evolved with n = 3/2, with
the filter and without regularization of the evolved vari-
ables. We saw in the previous paragraph that this setup
works without the nonlinear term; with it we see that
for short times the method converges nicely as desired,
before the solution rapidly explodes. We plan to study
the blow-up of solutions to nonlinear equations in detail
in the future.
V. CONCLUSION
Continuing our research programme on the evolution
of extreme spacetimes with the bamps code we turned
our attention to the problem of null-infinity, for which
we want an explicit numerical treatment. Once this is in
place we hope to be able to treat the threshold of black-
hole formation comprehensively. Our approach is to em-
ploy the DF formalism [5] together with the generalized
harmonic formulation of GR to evolve hyperboloidal ini-
tial data. The simplest strategy for this is to use a hyper-
boloidal layer [36], built upon a height-function change to
the time coordinate. But the DF formalism gives us the
freedom to effectively choose the height-function dynam-
ically which affords sharp control of the outgoing radial
coordinate lightspeed in the hyperboloidal coordinates.
The use of optical Jacobians, or rather solutions to the
eikonal equation, was key to our construction.
As a first step towards implementation of the method
we tested the wave equation in flat-space using the DF
approach. This leads to a related, but distinct set of
equations as compared with the standard approach to the
wave equation [36] with the conformal treatment. The
wave equation is a particularly good toy model for the
proposed method because as pulses propagate out un-
der GHG formulation, the field equations resemble more
and more closely those of the flat-space wave equation.
The experiments were a success. Firstly the reduction
constraints converge rapidly as resolution is increased.
Secondly additional nonlinear terms did not cause the
method to break down. Finally the generalized slices
of [54], which give us greater deal of flexibility in the
asymptotic behavior near null-infinity, gave comparable
results to the standard choice. Although these results are
no guarantee that the full approach will work for GR,
they are very encouraging.
Natural questions concern the generality and applica-
bility of the proposed method. i). Are suitable initial
data readily available using standard methods? ii). How
closely is the construction tied to the generalized har-
monic formulation? iii). Could the method be used for
second order in space formulations of GR? iv). Are there
other possibilities for the treatment of null-infinity within
the same code infrastructure? To answer i). as far as ini-
tial data is concerned, hyperboloidal data are not avail-
able in exactly the form we would require. But there
is a wealth of experience in creating hyperboloidal data
with the conformal approach, see for example [68–71],
so it is expected that, although a research project by it-
self, their construction will not be a show-stopper. ii).
We expect that the use of other first order formulations
of GR will be straightforward with the approach pro-
vided that the matrix (1 + AV ) remains regular for all
subluminal Vi′ . Another possible complication is that if
there are superluminal speeds in the system boundary
conditions will be needed at null-infinity, undoing one of
the major advantages of the hyperboloidal compactifica-
tion. iii). The use of second order in space formulations
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will require more care than the approach presented here,
because derivatives of the hyperboloidal Jacobians will
appear in the metric equations of motion, so that the
asymptotics near null-infinity will have to be carefully
reconsidered. We suggest that the answer to iv). is no.
An obvious alternative would be to use the DF approach
for Cauchy-Characteristic-Matching. This could be done
by solving the first order GHG system in the weak-field
region on characteristic-slices and then communicating
data in the standard way through the boundary of the
Cauchy region. This would have the advantage over cur-
rent attempts that the same PDE system would be solved
over the whole domain, but just using different coordi-
nates in different regions. This should make the matching
conditions more straightforward.
It is hoped that in the near future dynamical space-
times will come under robust control with the proposed
method. In that case our ongoing study of the critical
collapse of gravitational waves will tie directly to null-
infinity, and should allow significant progress in the nu-
merical investigation of the weak cosmic censorship con-
jecture.
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Appendix A: Flat Space DF Wave Equation in
spherical-polar coordinates
In this appendix we want to complement Sec IV A’s an-
alytic discussion on the DF wave equation in flat space by
choosing as shell-coordinates the well-known spherical-
polar coordinates, coordinates
X = R sin θ cosφ
Y = R sin θ sinφ
Z = R cos θ , (A1)
which fulfill all conditions demanded of ‘shell’-
coordinates as defined in Sec II B. For these coor-
dinates we obtain (N)qA′B′ = diag(R
2,R2 sin2 θ), and
∂i(ΦSh)i
′
i = (2/R, cot(θ)/R
2, 0). Inserting the specific
expressions into Eq (172) yields,
∂tφR = − H
′
1−H ′2
(
1
R′
∂rφR +
2
R
φR − γ2 pi + γ2H ′φR
)
− H
′
1−H ′2
(
∂θ(sin θ φθ)
R2 sin θ
+
∂φφφ
R2 sin2 θ
)
− γ2 φR
+
γ2 ∂rψ − ∂rpi
R′(1−H ′2) , (A2)
for the radial reduction variable,
∂tφA′ = γ2 (∂Aψ − φA)− ∂Api , (A3)
for the angular reduction variables, and,
∂tpi = − H
′ ∂rpi
R′
(
1−H ′2) − 11−H ′2
(
1
R′
∂rφR +
2
R
φR
)
+
γ2H
′(
1−H ′2)
(
1
R′
∂rψ − φR +H ′ pi
)
,
− ∂θ(sin θ φθ)
R2(1−H ′2) sin θ −
∂φφφ
R2(1−H ′2) sin2 θ , (A4)
for the wave equation proper. Evidently the spherical po-
lar coordinate singularity would cause problems, which
is why we avoid these coordinates. Spontaneously here
one would be concerned about the O(R) and O(R2) co-
efficients multiplying the source terms. But again solu-
tions to the wave equation fall-off like O(R−1), and the
combination φR − pi falls off one order faster, so choos-
ing γ2 = O(R
−1) is sufficient for regularity of these terms
as we approach null-infinity. Inserting the explicit ex-
pressions into the O(R) regularized version, see Eq (174)
with δ = 1, gives,
∂tψ˜ = −p˜i ,
∂tφ˜A′ = γ2 (∂Aψ˜ − φ˜A)− ∂Ap˜i . (A5)
For the radial reduction variable we have
∂tφ˜R = − H
′
1−H ′2
(
1
R′
∂rφ˜R − γ2 p˜i + γ2H ′φ˜R
)
− H
′
1−H ′2
(
∂θ(sin θ φ˜θ)
R2 sin θ
+
∂φφ˜φ
R2 sin2 θ
)
− γ2 φ˜R
+
γ2 ∂rψ˜ − ∂rp˜i
R′(1−H ′2) , (A6)
Finally the wave equation becomes,
∂tp˜i = − H
′ ∂rp˜i
R′
(
1−H ′2) − ∂rφ˜RR′(1−H ′2) + γ2H ′ ∂rψ˜R′(1−H ′2)
− ∂θ(sin θ φ˜θ)
R2(1−H ′2) sin θ −
∂φφ˜φ
R2(1−H ′2) sin2 θ +
γ2H
′2 p˜i
1−H ′2
− γ2H
′φ˜R
1−H ′2 , (A7)
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