Abstract In this paper we provide a unified analysis of the iteration complexity of dual first order methods for solving constrained convex problems. When it is difficult to project on the primal feasible set described by convex constraints, we use the Lagrangian relaxation to handle the complicated constraints and then, we apply dual first order algorithms for solving the corresponding dual problem. We give a unified convergence analysis for dual first order algorithms (e.g. dual gradient and fast gradient algorithms): we provide sublinear or linear estimates on the primal suboptimality and feasibility violation of the generated approximate primal solutions. Our analysis relies on the Lipschitz property of the gradient of the dual function or an error bound property of the dual. Furthermore, the iteration complexity analysis is based on two types of approximate primal solutions: the last primal iterate sequence or an average primal sequence.
Introduction
Nowadays, many engineering applications can be posed as constrained convex problems. Several important applications that can be modeled in this framework, the network utility maximization problem [1, 4, 24] , the resource allocation problem [25] , the optimal power flow problem for a power system [26] or model predictive control problem for a dynamical system [11, 14, 18] , have attracted great attention lately. When it is difficult to project on the primal feasible set of the constrained convex problem, we use the Lagrangian relaxation to handle the complicated constraints and then solve the corresponding dual. First order methods for solving the corresponding dual of constrained convex problems have been extensively studied in the literature. Dual subgradient methods based on averaging, that produce primal solutions in the limit, can be found e.g. in [5, 7, 20] . Convergence rate analysis for the dual subgradient method has been studied e.g. in [15] , where estimates of order O(1/ √ k) for suboptimality and feasibility violation of an average primal sequence are provided, with k denoting the iteration counter. In [12] the authors have combined a dual fast gradient algorithm and a smoothing technique for solving non-smooth dual problems and derived rate of convergence of order O (1/k) for primal suboptimality and feasibility violation for an average primal sequence. Also, in [11] the authors proposed inexact dual (fast) gradient algorithms for solving dual problems and estimates of order O (1/k) (O 1/k 2 ) in an average primal sequence are provided for primal suboptimality and feasibility violation. Convergence properties of a dual fast gradient algorithm were also analyzed in [18] in the context of predictive control. However, all these papers provide an approximate primal solution for linearly constrained convex problems based on averaging.
There are very few papers deriving the iteration complexity of dual first order methods using as an approximate primal solution the last iterate of the algorithm (see e.g. [1, 9, 10] ), although from our practical experience we have observed that usually these methods are converging faster in the primal last iterate than in a primal average sequence. E.g., for the dual fast gradient method, rate of convergence in the last iterate is provided in [1] under some conservative assumptions such us Lipschitz continuity of the primal objective function, and no convergence results on the dual gradient algorithm are given. Moreover, from our knowledge first result on the linear convergence of dual gradient method was provided in [9] . However, in [9] linear convergence is proved only locally. Recently, in [10] the authors show that, for linearly constrained convex problems satisfying a Slater type condition, the dual problem has an error bound property and then they prove global linear convergence of dual gradient method, using the last primal iterate as an approximate primal solution. In conclusion, despite the fact that there are attempts to analyze the convergence properties of dual first order methods, the results are dispersed and incomplete and many aspects have not been fully studied. In particular, in practical applications the main interest is in finding approximate primal solutions that are near-feasible and near-optimal. Moreover, we need to characterize the convergence rate for these approximate primal solutions. Finally, we are interested in providing schemes with fast convergence rate, e.g. linear rate. These issues motivate our work here, which provides for the first time a unified convergence analyzes of dual first order methods for solving constrained convex problems. Another strand of this literature uses augmented Lagrangian based methods [3, 6] or Newton methods [13, 24] . For example, [3] established a linear convergence rate of alternating direction method of multipliers using an error bound condition that holds under specific assumptions on the primal problem. In [6, 14] the iteration complexity of an inexact augmented Lagrangian method is analyzed, where the inner problems are solved approximately and the dual variables are updated using dual (fast) gradient schemes. In [13, 24] dual Newton algorithms are derived under the assumption that the primal objective function is self-concordant. Contributions. In this paper we provide a unified convergence analysis of dual first order methods producing approximate primal feasible and suboptimal solutions for constrained convex problems. Our analysis is based on the Lipschitz gradient property of the dual function or an error bound property of the dual problem. Further, the iteration complexity analysis is based on two types of approximate primal solutions: the last primal iterate sequence or an average primal sequence. We prove that first order algorithms for solving the dual problem have the follow-ing iteration complexity in terms of primal suboptimality and infeasibility: (i) for strongly convex primal objective functions we prove: for dual gradient method a sublinear convergence rate in both, an average primal sequence (convergence rate of order O(1/k), with k denoting the iteration counter), or the last primal iterate sequence (convergence rate O(1/ √ k))); for dual fast gradient method a sublinear convergence rate in an average primal sequence (convergence rate O(1/k 2 )), or the last primal iterate sequence (convergence rate O(1/k)); for a hybrid dual first order method a sublinear convergence rate in the last primal iterate (convergence rate of order O(1/k 3/2 )). (ii) if additionally, the objective function has also Lipschitz gradient, then the dual problem has an error bound property and then we prove that dual gradient method converges globally with linear rate in the last primal iterate sequence (convergence rate O(θ k ), with θ < 1), a result which appears to be new in this area. An important feature of our results is that these rates of convergence are not only for the average of iterates but also for the latest iterate. This feature is of practical importance since usually the last iterates are employed in practical applications and the present paper provides computational complexity certificates for them.
Notations:
We work in the space R n composed by column vectors. For u, v ∈ R n we denote the standard Euclidean inner product u, v = u T v, the Euclidean norm u = u, u , and the projection onto non-negative orthant R n + as [u] + . Further, given a norm · a on R n , we denote its dual norm as v * a = max u a ≤1 u, v . From this definition it follows immediately the well-known Cauchy-Schwartz inequality: u, v ≤ v * a u a for all u, v ∈ R n . Recall that the dual norm of 1-norm ( · 1 ) is the ∞-norm ( · ∞ ). Moreover, for a matrix G ∈ R m×n and two vector norms, · a on R n and · b on R m , we define the induced matrix norm as follows:
As a consequence we have the following inequality:
We denote with e ∈ R n the vector with all entries 1.
Problem formulation
We consider the following constrained convex optimization problem:
where f : R n → R is a convex function, G ∈ R p×n and U is a simple convex set (i.e. the projection on this set is easy). It is important to note that our results presented in the first part of this paper cover also the case when the linear constraints Gu + g ≤ 0 are replaced with more general convex constraints g(u) ≤ 0, where g : R n → R p is convex function with bounded gradients (see Section 6). However, for simplicity of the exposition, we describe in detail our convergence results for optimization problem (1). Additionally, many engineering applications can be posed as linearly constrained convex optimization problems of type (1) (e.g. the network utility maximization problem [1, 25] : f is log function and U is a box set; the optimal power flow problem [26] : f is quadratic function and U is a box set; and model predictive control problem [11, 14] : f is quadratic function and U is a set described by linear equality constraints) and thus we are interested in deriving tight estimates of the convergence rate of first order methods for this particular optimization model. Throughout the paper, we make the following assumption on the optimization problem (1).
Assumption 2.1
The function f is σ f -strongly convex w.r.t. the Euclidean norm and there existsū ∈ relint (U ) such that Gū + g ≤ 0.
Note that if the first part of Assumption 2.1 does not hold, we can apply smoothing techniques by adding a regularization term to the function f in order to obtain a strongly convex approximation of it (see e.g. [12] and Section 6). Further, Assumption 2.1 implies that strong duality holds for optimization problem (1) . In particular, we have:
where d(x) denote the dual function of (1):
with the Lagrangian function:
For simplicity of the exposition we denote the effective domain of the dual function by X = R p + . We also denote by X * the set of optimal solutions of dual problem (2), which is nonempty and convex. Further, under Assumption 2.1 the dual function d is differentiable and its gradient is given by the following expression [17] :
where u(x) denotes the unique optimal solution of the inner problem (3), i.e.:
Moreover, the gradient ∇d of the dual function is Lipschitz continuous w.r.t. Euclideand norm, with constant [17] :
From Lipschitz continuity of the dual gradient the following inequality (so-called descent lemma) is valid [16, 17] :
In this paper we propose different dual first order methods for which we are interested in deriving estimates for both dual and primal suboptimality and also for primal feasibility violation, i.e. finding a primal-dual pair (ū,x) such that:
where is a given accuracy.
Preliminary results
In this section we derive some important relations between the optimal solution of the inner problem u(x) and the dual function d(x) that will be used in the subsequent derivations.
Theorem 2.2 Under Assumption 2.1, the following inequality holds:
and the primal feasibility violation can be expressed in terms of u(x) − u * as:
Proof : First, let us recall the following relations:
Since f (u) is σ f -strongly convex, it follows that L(u, x) is also σ f -strongly convex in the variable u for any fixed x ∈ X, which gives the following inequality:
Taking now u = u * in the previous inequality (9) and using that ∇d(x * ) = Gu * + g ≤ 0 for any x * ∈ X * and that x, ∇d(x * ) ≤ 0 for any x ≥ 0, we have:
We now express the primal feasibility violation in terms of u(x) − u * for any x ∈ X. Indeed, let us note that:
Using now the properties of the ∞-norm we get (8) .
We now express the primal suboptimality in terms of u(x) − u * , a result which appears to be new: Theorem 2.3 Under Assumption 2.1, the following inequality holds:
Using the Cauchy-Schwartz inequality we derive:
Secondly, from the definition of the dual function we have:
Subtracting f * = d(x * ) from both sides and using the complementarity condition x * , ∇d(x * ) = 0 we get:
valid for all x ∈ X, where in the first inequality we used concavity of dual function d, in the second inequality the relation ∇d(x) = Gu(x) + g and Cauchy-Schwartz inequality and in the third inequality relation (10). In conclusion, using the triangle inequality for vector norms, we obtain the following inequality:
Combining (12) and (14) we obtain the bound on primal suboptimality (11) .
Note that, based on our derivations from above, we are able to characterize primal suboptimality (11) without assuming any Lipschitz property on f as opposed to the results in [1] , where the authors had to require Lipschitz continuity of f for providing estimates on primal suboptimality. E.g., for linear model predictive control or optimal power flow problems the objective function is quadratic and thus it is not Lipschitz continuous, so that our theory covers this important case.
Dual first order algorithms
In this section we propose a general dual first order method generating approximate primal feasible and primal optimal solutions for the convex problem (1). This general method covers important particular algorithms [16] : e.g. dual gradient algorithm, dual fast gradient algorithm or a dual hybrid fast gradient/gradient algorithm, as we will see in the next sections. Thus, we will analyze the iteration complexity of the following general first order method that updates two dual sequences (x k , y k ) and one primal sequence u k as follows:
where α k and θ k are the parameters of the method and in the next sections we show how we can choose them in an appropriate way. Recall also the following relations:
Rate of convergence of dual gradient algorithm
In this section we consider a variant of Algorithm (DFO), where θ k = 1 for all k ≥ 0. Under this choice for the parameter θ k we have that y k = x k−1 and thus we obtain the following dual gradient algorithm with variable step size α k :
Algorithm (DG)
Given x 0 ∈ X, for k ≥ 0 compute:
Let us derive some important property of the dual gradient method that will be useful in the following sections:
where the first inequality follows from the definition of x k+1 , i.e. from the property of the projection operator
In conclusion, for all k ≥ 0 and x ∈ X we obtain:
Now, if we take x = x * in (15) and use concavity of d, we get that:
Thus, we obtain:
Moreover, if we take x = x k in (15) and use α k ≤ 1/L d , then we get that the dual gradient algorithm is an ascent method:
Finally, if we take
k , then we get:
For any x ∈ X we can define the following finite quantity:
The well-known sublinear convergence rate of Algorithm (DG) in terms of dual suboptimality is given in the next theorem. be generated by Algorithm (DG). Then, a sublinear estimate on dual suboptimality for dual problem (2) is given by:
where we define
Our iteration complexity analysis for Algorithm (DG) is based on two types of approximate primal solutions: the last primal iterate sequence (u k ) k≥0 or an average primal sequence (û k ) k≥0 of the form:
Sublinear convergence in the last primal iterate
In this section we derive sublinear estimates for primal feasibility and primal suboptimality for the last primal iterate sequence (u k ) k≥0 generated by Algorithm (DG). Let us notice that from the definition of Algorithm (DG) we have u k = u(x k ). Firstly, combining (7) and (20) we obtain the following important relation characterizing the distance from the last iterate u k to the unique optimal solution u * of our original problem (1):
Secondly, combining the previous relation (22) and (8) we obtain a sublinear estimate for feasibility violation of the last iterate u k for Algorithm (DG):
where we used that
Finally, we derive a sublinear estimate for primal suboptimality of the last iterate u k . Combining (16) and (11) we obtain:
where in the second inequality we used the relation
the definition of the finite constants R d = min
the inequality G 2,∞ ≤ G . In conclusion, we have obtained sublinear estimates of order O(
) for primal infeasibility (inequality (23)) and primal suboptimality (inequality (24)) for the last primal iterate sequence (u k ) k≥0 generated by Algorithm (DG).
Sublinear convergence in an average primal sequence
In this section we derive sublinear estimates for primal infeasibility and primal suboptimality for the average primal sequence (û k ) k≥0 defined in (21) . First, given the definition of x j+1 in Algorithm (DG) we get:
Taking into account that ∇d(x j ) = Gu j + g, that x 0 ≥ 0 and adding up the above inequality for j = 0 to j = k, we obtain:
Dividing both sides by S k = k j=0 α j and using the expression forû k we get:
It remains to bound x k+1 − x 0 . But, combining the inequality · ∞ ≤ · and (16) we get:
Using this bound in (25) and the fact that
, we get the following estimate on feasibility violation:
In order to prove estimates for primal suboptimality we first use:
Using a similar reasoning as in (24) we get:
On the other hand, from (18) we have:
Adding up these inequalities for j = 0 to j = k we obtain:
Using the definition ofû k and the convexity of f we get:
Combining (27) and (28) we also derive bounds on primal suboptimality:
Finally, taking x = x * and u =û k in (9) and using that u(x * ) = u * , we have:
Thus, we can also characterize the distance fromû k to the unique primal optimal solution u * :
In particular, using (26) and (29) and that e, x * ≤ √ p x * , we get:
Note that if we assume constant step for all k ≥ 0 and θ k is updated iteratively as shown below. In this case we obtain the following dual fast gradient algorithm, which is an extension of Nesterov's optimal gradient method [16] (see also [2, 21, 22] ):
where we recall that u k = u(y k ) and ∇d(y k ) = Gu k + g. It can be easily seen that the step size sequence θ k satisfies: θ 0 = 0 and θ k + 1 2 ≤ θ k+1 ≤ θ k + 1. Therefore, we obtain the following bound:
Rearranging the terms in the step size update θ k+1 , we have the relation: θ θ j , we also obtain:
Denoting
, we now state the following auxiliary result (for a similar result see [21] ).
Theorem 4.1 Let Assumption 2.1 hold and the sequences (x k , y k ) k≥0 be generated by Algorithm (DFG), then for any Lagrange multiplier x ≥ 0 and k ≥ 0 we have the following relation:
Proof From the Lipschitz gradient relation and the strong convexity property of the corresponding quadratic approximation (see (5)), we have:
valid for all y ≥ 0. Taking nowȳ = 1 −
x ≥ 0, we get:
where in the last inequality we used concavity of d. Subtracting now d(x) and multiplying with θ 2 k+1 both hand sides, we obtain:
Further, note that the choice θ 1 = 1 in Algorithm (DFG) implies that θ 0 = 0. On the other hand, using the iteration of Algorithm (DFG) we have w
Then, summing on the history, we obtain our result.
The sublinear convergence rate of Algorithm (DFG) in terms of dual suboptimality is given in the next lemma. be generated by Algorithm (DFG). Then, a sublinear estimate on dual suboptimality for dual problem (2) is given by:
where we recall that
Our iteration complexity analysis for Algorithm (DFG) is based on two types of approximate primal solutions: the last primal iterate sequence (v k ) k≥0 defined as:
or an average primal sequence (û k ) k≥0 of the form:
4.1 Sublinear convergence in the last primal iterate
In this section we derive sublinear estimates for primal feasibility and primal suboptimality for the last primal iterate sequence (v k ) k≥0 as defined in (35) for Algorithm (DFG). Let us notice that v k = u(x k ). Firstly, combining (7) and (34) we obtain the following important relation characterizing the distance from the last iterate v k to the unique optimal solution u * of our original problem (1):
Secondly, combining the previous relation (37) and (8) we obtain a sublinear estimate for feasibility violation of the last iterate v k for Algorithm (DFG):
where we again used that
Indeed, taking x = x * in Theorem 4.1 and using that the terms
and the notationȳ
x * , we have:
Using the convexity of Euclidean norm and dividing by θ k+1 , we further have:
).
Note that the step size update θ k+1 (θ k+1 − 1) = θ 2 k leads to:
We conclude that:
Combining (39) with relations (12) and (13) and using the definition of R d we obtain:
In conclusion, we have obtained sublinear estimates of order O( 1 k ) for primal infeasibility (inequality (38)) and primal suboptimality (inequality (40)) for the last primal iterate sequence (v k ) k≥0 generated by Algorithm (DFG).
In this section we derive sublinear estimates for primal infeasibility and suboptimality of the average primal sequence (û k ) k≥0 as defined in (36) for Algorithm (DFG). Similar derivations for other versions of fast gradient method were provided in [11, 18] . For any k ≥ 0 we have
Rearranging the terms and multiplying by θ k we obtain:
.
Summing on the history and dividing by
θ j we obtain:
Using (31), (32) and the relation ∇d(y j ) = Gu j + g, we have:
Further, using the properties of ∞-norm, we obtain:
Taking x = x * in (33) and using that the two terms
can further bound the primal infeasibility as follows:
Further, we derive sublinear estimates for primal suboptimality. First, note that:
Summing on the history and using the convexity of L(·, x), we get:
Using (42) in (33), and dropping the term L/2 w k+1 − x 2 , we have:
For an optimal Lagrange multiplier x * we choose a feasible x =x * as follows:
Then, we can drop the term ∇Gû k+1 + g,x * ≥ 0 and we obtain:
Taking in account that d(x k ) ≤ f * , then we have:
On the other hand, we have:
From (44) and (45) we obtain an estimate on primal suboptimality:
Finally, based on the inequality (30), we can also characterize the distance from u k to the unique primal optimal solution u * as follows: using (41) and (44) and that e, x * ≤ √ p x * , we get:
Thus, we have obtained sublinear estimates of order O( 1 k 2 ) for primal infeasibility (inequality (41)) and primal suboptimality (inequality (46)) for the average primal sequence (û k ) k≥0 generated by Algorithm (DFG). Further, the iteration complexity estimates of order O( 
Rate of convergence of dual hybrid fast gradient/gradient algorithm
Finally, the last algorithm we propose is characterized by two phases: in the first phase we perform k steps of Algorithm (DFO) with θ j updated iteratively (i.e. k steps of Algorithm (DFG)), while in the second phase another k steps of Algorithm (DFO) with θ j = 1 (i.e. k steps of Algorithm (DG)).
Algorithm (H-DFG)
Initialization: x 0 = y 1 ∈ X. Phase 1: For j = 1, . . . , k compute:
and θ 1 = 1.
Phase 2: For j = k, . . . , 2k compute:
We introduce further the following notation:
Note that the quantity x j −x j+1 denotes the constrained gradient direction, which represent an indicator for the suboptimality level of the estimate x j . We can also observe that x j is an optimal solution of (2) if and only if x j − x j+1 = 0 and thus we want x j − x j+1 2 to be small. The following theorem gives an estimate on the dual suboptimality for the Algorithm (H-DFG):
Theorem 5.1 Let Assumption 2.1 hold, the sequences (x k ) k≥0 be generated by the Algorithm (H-DFG) and k * be given by (47). Then, a sublinear estimate for dual suboptimality for the dual problem (2) is given by:
Proof : From Lemma 4.1 and Phase 1 of Algorithm (H-DFG) we have:
Using now (17) and Phase 2 of Algorithm (H-DFG), we obtain the inequalities:
Combining the previous two inequalities and using the fact that k * ∈ [k, 2k] we obtain the result of the theorem.
Our iteration complexity analysis for Algorithm (H-DFG) is based on an approximate primal solution given by the last primal iterate sequence (v k ) k≥0 defined as:
First, we derive the primal feasibility violation for Algorithm (H-DFG) in the last iterate v k defined in (48). Using Lemma 4.1, we have:
where in the third inequality we used the ascent property (17) recursively. Using the previous inequality we obtain:
Further, we will show that [∇d(x
We will prove this inequality componentwise. We introduce the following disjoint sets:
Using these notations, we can write for all i ∈ I − :
On the other hand for all i ∈ I + we have:
Summing up the relations (50) and (51) for all i = 1, · · · , p and combine the result with (49), we obtain:
, we obtain the following estimate:
We further characterize the primal suboptimality in the last iterate v k = u k * . Following the same reasoning as in the previous sections we get:
Thus, we obtain a lower bound on the primal suboptimality:
On the other hand, using Theorem 2.2, we have:
Using now (13) and the previous inequality, we get:
It remains to bound x k *
1 . This can be done as follows:
Thus, we obtain an upper bound on the primal suboptimality:
Finally, relations (53) and (54) lead to the following estimate on primal suboptimality for the last iterate v k :
In conclusion, for dual first order methods the iteration complexity estimates corresponding to the last primal iterate sequence (Sections 3.1, 4.1 and 5) are inferior to those estimates corresponding to an average primal sequence (Sections 3.2 and 4.2). However, in practical applications we have observed that the dual first order algorithms usually converge faster in the last primal iterate than in a primal average sequence (see e.g. [10, 18] and also our numerical experiments from Section 7 for more details). But, this does not mean that our convergence analysis is weak, since we can also construct problems which show the behavior predicted by our theory (see e.g. Fig. 2 from Section 7). It is also interesting to note that the estimates for the convergence rate of dual first order methods in the last primal iterate evolve from O(
for Algorithm (DFG)) and to even O( 1 k 3/2 ) (for Algorithm (H-DFG), i.e. when we combine the two first algorithms). The reader should also notice that all our convergence estimates depend only on three constants: the Lipschitz constant L d , the initial starting dual point x 0 and its distance to the dual optimal solution set denoted R d .
Generalizations
In this section we discuss possible extensions of the iteration complexity results presented in the previous sections. Firstly, we derive linear estimates for the convergence rate of Algorithm (DG)) under the additional assumption that the objective function f has Lipschitz gradient. Then, we extend our iteration complexity results of dual first order algorithms to general convex problems.
Linear convergence of Algorithm (DG) under error bound conditions
In this section, we show that, under some additional assumptions, the dual problem has an error bound type property. Thus, in this section we assume that the function f is σ f -strongly convex (according to Assumption 2.1) and additionally has L fLipschitz continuous gradient and U = R n . Under these assumptions in [8, 10, 23 ] it has been proved that the dual problem satisfies an error bound type property. For completeness, we briefly review this result. For the convex function f , we denote its conjugate by [19] :f (y) = max
According to Proposition 12.60 in [19] , under the previous assumptions functioñ f (y) is strongly convex w.r.t. Euclidean norm, with constant σf = . Note that in these settings our dual function can be written as:
Furthermore, if p ≤ n, then it follows immediately that the dual function d is strongly convex. Therefore, we consider below the nontrivial case p > n. We further denote the proximal residual [16] :
Lemma 6.1 [10, 23] Assume that the function f is σ f -strongly convex and has L f -Lipschitz continuous gradient and U = R n . Then, for any M > 0 there exists a constant κ > 0 depending on M and the data of problem (1) such that the following error bound property holds for the dual problem (2):
e. the Euclidean projection of x onto the optimal dual set X * ).
In general, it is difficult to provide tight estimates on the constant κ (some estimates for particular optimization problems can be found e.g in [10, 23] ). Further, we consider Algorithm (DG)) with constant step size
for all k ≥ 0. Using further (5) with x = x 1 andx = x 0 we have:
where the first equality follows from the definition of x 1 in Algorithm (DG) and the second inequality from the concavity of function d. Using now the previous relation we obtain:
Further, since Algorithm (DG) is an ascent method according to (17) , we can take M = d(x 0 ) − f * . Thus, the error bound property (58) holds for the sequence (x k ) k≥0 generated by Algorithm (DG) with constant step size
, i.e. there exists κ > 0 such that:
The following theorem provides an estimate on the dual suboptimality for Algorithm (DG) with constant step size and the proof follows similar lines as in [9, 10, 23 generated by Algorithm (DG) converges linearly in terms of dual objective function:
Proof From the optimality conditions of x k+1 we have:
where we recall thatx k = [x k ] X * . Further, since the optimal value of the dual function is unique we can write:
Using now relation (60), we get:
Introducing now the previous inequality in (63) and using (17) we have:
Rearranging the terms in the previous inequality we obtain:
Applying now (64) recursively and using (59) we obtain (61).
We now derive linear estimates for primal feasibility and primal suboptimality for the last iterate sequence (u k ) k≥0 generated by our Algorithm (DG) with constant
. For simplicity of the exposition let us denote:
Clearly, θ < 1. From Theorem (6.1) we obtain:
Combining (7) and (65) we obtain the following relation:
Then, combining the previous relation (66) and (8) we obtain a linear estimate for feasibility violation of the last iterate u k :
where again we used the definition of L d = G 2 /σ f and G 2,∞ ≤ G . Finally, we derive linear estimates for primal suboptimality of the last iterate u k . Combining (66) and (11) we obtain:
In conclusion, we have obtained linear estimates of order O(θ k ), with θ < 1, for primal infeasibility (inequality (67)) and suboptimality (inequality (68)) for the last iterate sequence (u k ) k≥0 generated by Algorithm (DG) with constant step
There is an open question whether (a modified version of) Algorithm (DFG) is converging linearly under an error bound property of the dual.
Extension of convergence rates to general convex problems
In this section we briefly show that we can extend our iteration complexity results from the previous sections to general convex problems under more relaxed assumptions than Assumption 2.1 corresponding to optimization model (1) . Firstly, it is important to note that if the objective function f is not strongly convex, we can apply smoothing techniques by adding a regularization term to the convex function f in order to obtain a strongly convex approximation of it and a corresponding smooth approximation of the dual function. Then, we can use the dual first order methods of the previous sections for maximizing the smooth approximation of the dual function (see e.g. [12] for more details regarding the iteration complexity estimates for this approach).
Secondly, the iteration complexity results for the dual first order methods of the previous sections can be easily extended to the general convex problem:
provided that there existsū ∈ relint(U ) such that g(ū) < 0, that function f is strongly convex with constant σ f and that function g(
T is convex and its Jacobian is bounded (for simplicity of the exposition we assume that both f and g are differentiable functions):
Note that the first condition guarantees that the strong duality holds for (69) (see e.g. [19] ), while the last two conditions allow us to show that the function g is Lipschitz and that the dual function d has Lipschitz gradient. Indeed, let us prove that, based on the bound ∇g(u) F ≤ c g , the function g is Lipschitz. Since each component g i of g is convex, we have from mean value theorem:
Combining the previous relation with the Cauchy-Schwartz inequality, we get:
Summing up over i, we obtain:
Thus, we obtain that g is Lipschitz function with constant c g :
Note that since f is strongly convex function, it follows that u(x) is unique and thus from Danskin's theorem [19] we get that the dual function d is differentiable and its gradient is given by:
Further, let us show that the dual function has Lipschitz gradient. Our proof is a generalization of the proof of Theorem 1 in [17] corresponding to the case when g is a linear function.
Theorem 6.2 Assume that function f is strongly convex with constant σ f and function g is convex and its Jacobian is bounded, i.e. ∇g(u) F ≤ c g for all u ∈ U . Then, the dual function corresponding to problem (69) has Lipschitz continuous gradient with constant
Proof For any x,x ∈ X, using the optimality conditions for u(x) and u(x), we get:
Adding these inequalities, using strong convexity of f and convexity of g i and the Cauchy-Schwartz inequality, we continue as follows:
Combining (70) with the previous relation, we obtain that the gradient of the dual function is Lipschitz continuous with constant
Note that in the case when the function g is linear, i.e. g(u) = Gu + g, then c g = G F ≥ G . In conclusion, in the worst case our estimate on the Lipschitz constant of the gradient of the dual function for general convex constraints L d = . All the estimates for the convergence rates of dual first order methods derived in the previous sections can be generalized to the general optimization problem (69) by using (5) with
and (70) combined with the equivalence of norms in R n in place of (10). However, for practical purposes, since the linearly constrained problem (1) is the most encountered in applications, we have chosen in this paper to derive for this problem explicitly and as tight as possible the convergence estimates of dual first order methods.
Numerical simulations
For numerical experiments we consider random problems of the following form:
where Q is positive definite matrix with σ f = λ min (Q) = 1, G ∈ R 3n/2×n , q, a, b ∈ R n and γ ∈ R. We need to remark that the objective function is not convex for a, b = 0, but it is convex e.g. when (γ < 0, a ≥ 0, b = 0) on R n + or when (γ > 0, a = 0, b = 0) on R n . Note that this type of problems arises in many practical applications: in network utility maximization [1] (γ < 0, a ≥ 0, b = 0); in resource allocation problems [25] (γ > 0, a = 0, b = 0); in optimal power flow or model predictive control [11] (γ = 0). All the data of the problem are generated randomly and G is sparse having tens of nonzeros ( 50) on each row for large problems (n 10 3 ). We have considered the accuracy = 10 −2 , the value for γ = ±0.5 and the stopping criteria in the tables below were chosen as follows:
where w k is either the last primal iterate (u k /v k ) or average of primal iterates (û k ) and we allow at most 15000 number of iterations for each algorithm.
In the first set of experiments we choose (γ < 0, a > 0, b = 0) and simple constraints u ≥ 0 (e.g. network utility maximization problems [1] can be recast in this form). In this type of applications the complicating constraints Gu + g ≤ 0 are related to the capacity of the links and we need to also impose simple constraints u ≥ 0, since u represents the source rates. Note that the objective function is strongly convex and with Lipschitz gradient on U = R n + . However, the presence of simple constraints u ≥ 0 makes the dual function degenerate (i.e. d does not satisfy an error bound property). Typically, the performance in terms of primal suboptimality and infeasibility of Algorithms (DG) and (DFG) in the primal last iterate or in the average of primal iterates is oscillating as Fig. 1 shows. However, these algorithms have a smoother behavior in the average of iterates than in the last iterate. Moreover, from our numerical experience we have observed that for our dual first order methods we usually have a better behavior in the last iterate than in the average of iterates as we can also see from Fig. 1 and Table 1 (in the table we display the average number of iterations for 10 random problems for each dimension n ranging from 10 to 10 4 ). On the other hand, our worst case convergence analysis says differently, i.e. we have obtained better theoretical estimates in the primal average sequence than in the last primal iterate sequence. This does not mean that our analysis is weak, since we can also construct problems which show the behavior predicted by our theory, see e.g. Fig. 2 where indeed we have a better behaviour in the average of iterates than in the last iterate. Finally, in Fig. 3 we plot the practical number of iterations of Algorithms (DG) and (DFG) for different test cases of the same dimension n = 50 (left) and for different test cases of variable dimension ranging from n = 10 to n = 500 (right). From this figure we observe that the number of iterations are not varying much for different test cases and also that the number of iterations are mildly dependent of problem's dimension. 7.2 Case 2: γ > 0, a = 0, b = 0
In the second set of experiments we choose (γ > 0, a = 0, b = 0) and simple box constraints lb ≤ u ≤ ub defining the set U (e.g. this optimization model, in separable form, was considered in [25] for resource allocation problems). In this case the objective function is strongly convex and has Lipschitz gradient on R n . Therefore, if the simple box constraints are missing, then according to our theory given in Section 6.1 Algorithm (DG) is converging linearly. We first consider box constraints U = [lb ub] and the results (average number of iterations) are shown in Table 2 for 10 random problems for each dimension n ranging from 10 to 10 4 . We can again observe that dual first order methods perform better in the primal last iterate than in the average of iterates. Further, we can notice that the behavior of Algorithm (DG) in the last iterate is comparable to that of Algorithm (DFG) in average. However, the inner problem has to be solved with higher accuracy in Algorithm (DFG) than in (DG) since the first one is more sensitive to errors, such as inexact first order information, than the last one (see [11] for a more in depth discussion on inexact dual first order methods). Then, we drop the simple box constraints (i.e. now U = R n ) and for dimension n = 10 2 we plot in Fig. 7 .2 the behavior of Algorithm (DG) in the last iterate along iterations, starting from x 0 = 0. From our results (see Section 6.1) we have linear convergence, which is also seen in practice from this figure (in logarithmic Fig. 2 Practical performance comparable with the theoretical estimates for primal suboptimality and infeasibility of Algorithms (DG) in the last iterate (DG-last), (DG) in average (DG-average), (DFG) in the last iterate (DFG-last) and (DFG) in average (DFG-average) for n = 100. Fig. 3 Practical number of iterations of Algorithms (DG) in the last iterate (DG-last), (DG) in average (DG-average), (DFG) in the last iterate (DFG-last) and (DFG) in average (DFGaverage) for 30 random test cases of fixed dimension n = 50 (left) or variable dimension ranging from n = 10 to n = 500 (right). scale). In the same figure we also plot the theoretical sublinear estimates for the convergence rate of Algorithm (DG) in the last iterate as given in Section 3.1 (see (23) and (24)). The plot clearly confirms our theoretical findings, i.e. linear convergence of Algorithm (DG) in the last iterate, provided that U = R n . Fig. 4 Linear convergence of Algorithm (DG) in the last iterate for U = R n : logarithmic scale of primal suboptimality and infeasibility. We also compare with the theoretical sublinear estimates (dot lines) for the convergence rate as given in (23) and (24) . The plot clearly shows our theoretical findings, i.e. linear convergence.
