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Abst ract - -A  search based algorithm has been introduced by us [1] to generate all perfect match- 
ings on a graph. This paper presents a modified search that employs novel heuristics for rapid 
generation. This is done by an intelligent selection of edges for generating the branch nodes of the as- 
sociated semantic tree. A priori time complexity of the algorithm is nonlinear with respect to output 
size even after the implementation f these heuristics, but it ensures generation of the optimal search 
tree in O(c * e log v) time. This drastically reduces the time requirements, without compromising 
O(e) space complexity of the algorithm. 
Keywords - -Graph theory, Perfect matching, Search, Combinatorial enumeration, Artificial in- 
telligence, Heuristics. 
1. INTRODUCTION 
Let us consider a finite graph G(V, E) with v vertices and e edges. A matching m on G is a 
subset of edges that  are disjoint, and m is perfect if the number of disjoint edges in the set 
is v/2. Perfect matching is referred to as Complete Dimer Cover [2] in stat ist ical  mechanics 
and Kekul4 Structure in chemical graph theory [3]. Recently, a new search a lgor i thm has been 
proposed [1] for the enumerat ion and generat ion of all perfect matchings of a general graph. The 
problem is proved to be #P complete [4] by Valiant. In the present work, we report  a new search 
mechanism for perfect matching enumerat ion which employs novel heuristics that  reduces the 
t ime complexi ty  of the search. This a lgor i thm is especial ly suitable for graphs of large size and 
complexity. 
2. PREL IMINARIES  
Let G(V, E) be a finite labeled graph. The connect iv ity information is represented by an 
ad jacency table. This  table lists neighbours for each vertex. We define two binary relat ions # 
and Q on G to form the edge list. The adjacency relat ion # gives the definit ion of the symbol.  
DEFINITION 2.1. An ordered pair (x,y), x ,y  c V, is a member o/ the  edge set E iff x is adjacent 
to y. 
Since # is symmetr ic ,  x t ty  implies y # x, and hence, every edge gives rise to a couple of 
ordered pairs. This set of symbols is part i t ioned using an equivalence relation ~. 
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DEFINITION 2.2. The set of ordered pairs is partitioned by ~ on # 
= {(x ,y )  : 3(x,y) e , ,  3 ie , ,  x= i}  
where ~i is the i th partition of#. This set of partitioned symbols forms the adjacency table, and 
this is used as the global database for the algorithm. 
The matching m is a set of symbols of G generated by the inference ngine by the union of 
disjoint ordered pairs. If the number of symbols in a matching is v/2, then it is perfect. The 
information structure of the graph induced by these relations is implicit and changes during the 
execution of the algorithm. 
DEFINITION 2.3. Let G(V, E) be a graph and m is one of its matching. The graph G - (m) 
induced by m is a subgraph of G in which the symbols in m are deleted along with its incident 
edges. 
DEFINITION 2.4. Let G(V, E) be a graph and the set of vertices with smallest degree in V be V ~. 
A vertex in V ~ is said to have greatest lower degree (GLD) if the number of its first neighbours 
is minimum and the total number of second neighbours i maximum. 
3. INFERENCE MECHANISM AND THE SEMANTIC  TREE 
The semantic tree is a formal representation for the artificial intelligence approach to perfect 
matching enumeration [1]. Generally, a semantic tree is comprised of nodes and links. Here, 
nodes represent matchings, and link connects two nodes that differ by a disjoint symbol. The 
root node, i.e., the node with no parents, represents 0-matching and the leaf nodes represent 
maximal matchings. The leaves of depth v/2 correspond to perfect matchings. Our previous 
report [5] provides a detailed escription of the semantic tree for matching. 
Our aim is to generate the semantic tree and enumerate all the leaf nodes corresponding to 
perfect matchings. Production of matchings tarts from the root-node. Generation of a child 
node from its parent is a straightforward matter of performing disjoint-set-union [5]between an 
edge (i, x / from the adjacency table which is disjoint with the current matching. This selection of 
disjoint edge is done using the guidance of a scissoring heuristic [1], within a disjoint partition ~'~ 
of the adjacency table. In order to avoid redundancy, the search for disjoint partition in the 
adjacency table is done sequentially from the first row. An empty disjoint partition implies that 
the current path is a blind alley. If no disjoint partition is available, the depth of the tree is 
verified to see whether the current matching is perfect. 
The width of the tree grows exponentially with graph size, but its depth is at the maximum v/2. 
Hence, the choice of the search strategy is depth first, which is implemented using recursion. A 
formal skeleton of the search algorithm for this problem is given in Table 1. Every time, this 
procedure is invoked with a new adjacency table and matching. The disjoint partition ~'i for the 
current matching is selected. For every edge (i, x / in ~'~, the procedure calls itself with a new 
matching m and updated adjacency table for the graph G - (m). When the leaf node is reached, 
after checking if current matching is perfect or not, the control backtracks to the previous node 
and search is continued with the remaining edges of the disjoint partition. The function HEUR 
in the algorithm refers to the heuristic techniques presented in the following section. 
The complexity of the search process depends on the size of the semantic tree generated during 
search. One way of minimizing tree size is by reducing the degree of ramification, i.e., the number 
of children at every node. The lower ramification factor of nodes at lower depths have tremendous 
effect on decreasing the tree size and the search time consequently. Another way is to reduce the 
number of blind alleys. In the absence of blind alleys, the time complexity of the algorithm can 
reach O(c. v) where c is the number of perfect matchings. In the next section, we report efficient 
heuristics that reduce the blind alleys and overall tree size. 
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Table 1. Algorithm in pseudo for the generation of all perfect matchings on a general 
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Procedure PERFECT MATCH( GRAPH 
VAR MATCH 
BEGIN 
CHOICE = HEUR(GRAPH) 
IF CHOICE.DEG = 0 THEN EXIT 
ELSE 
BEGIN 
X = CHOICE.VERTEX 
F0R ALL <X,Y> D0 
BEGIN 
F0R ALL <I,J> IN MATCH 
IF ((Y <> I) AND (Y <> J)) DO 
BEGIN 
Remove <X,Y> from GRAPH; 
Add <X,Y> to MATCH; 
IF NOT MATCH is perfect matching THEN 
PERFECT MATCH ( GRAPH, MATCH ) 
ELSE output MATCH 
Remove <X,Y> from MATCH 
ENDIF 
ENDIF 
ENDFOR 
ENDFOR 
ENDIF 
END; 
: Adjacency table of GRAPH 
: set of edges in matching) 
4. HEURIST IC  ENHANCEMENTS 
If the selection of disjoint partition is done with heuristic guidance, the tree size can be effec- 
tively reduced. But a finite amount of time has to be spent in deciding the ideal partition. This 
can be done with a couple of heuristics as described below. 
PROPOSITION 4.1. The probability of generating the smaller tree is maximum if the partition 
with the smallest number of edges is selected. 
This heuristic technique performs efficiently in several ways. If a disjoint partition with zero 
edges is found, it is perceived immediately while seeking vertex with minimal degree. This 
indicates the presence of blind alleys and in this condition the control backtracks. In the absence 
of such empty partition, the disjoint partition with single edge is selected. This single edge being 
the pendent edge is a compulsory member in any perfect matching that can be generated from 
the current node. If such partition is also absent, then the disjoint partition with two disjoint 
edges is selected automatically since the criterion is to select a partition with a minimum number 
of disjoint edges. This will reduce the ramification factor of nodes at lower depths since perfect 
matchings with some common edges share a common path. This results in the overall decrease in 
the number of nodes of the semantic tree and can be seen from Figures la  and lb. The reduction 
of the number of nodes in the tree in turn leads to the reduction in search time. 
The above heuristic guidance can be attached to the inference ngine during the selection of 
disjoint partition. For this, the adjacency tables should initially be sorted with respect o their 
degree. Removal of an edge in every frame requires proper updating in the adjacency tables 
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Figure 1. 
since it can change the degree of its incident vertices. Instead of sorting the adjacency tables 
explicitly with respect o their degree at every node, the partitions can be indexed and updated 
using pseudo-pointers. This will reduce the computational labor further. This heuristic an also 
function independently of the scissoring heuristic [1], but when both are implemented the search 
becomes more efficient. 
PROPOSITION 4.2. If the vertex of greatest lower degree (GLD) is selected, the probability of 
generating a smaller tree is maximum. 
The second heuristics apply when one has two or more vertices with same number of first 
neighbors. Now, according to the second heuristics, from among these vertices the one that has 
the maximum number of first neighbours is chosen. The vertex that has minimum number of 
first neighbours and maximum number of second neighbours has already been defined as GLD. 
The above heuristic guidance is justified on the following grounds. Hence, the remnant graphs 
obtained after the removal of the incident edges of GLD will be of smaller complexity. The 
smaller the complexity of the graph, the smaller the size of the tree will be. 
This heuristic when applied along with Heuristic 4.1 works efficiently as can be seen from 
Figure lc. However, it can very well be applied independently of Heuristic 4.1. 
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5. COMPUTATIONAL COMPLEXITY  
Implementation f Heuristic 4.1 can be done within (e/v) log(v) time complexity. The updating 
of the adjacency table after removing an edge in G costs only O(1) time. Maintaining the order 
in which the adjacency table is arranged costs O(e/v log v) time since the table is already sorted. 
Selection of disjoint partition using Heuristic 4.2 costs only O(log v) time. Hence, it does not 
increase the overall a priori complexity of heuristic mechanism. Since the production of a node 
takes O(e/v log v) time, the production of a perfect matching costs only O(e log v) time for 
the worst case if the tree is devoid of blind alleys. 
In the case of bipartite graphs, the search space seldom contains blind alleys, and in such a case 
the algorithm works much more efficiently. Earlier, algorithms for finding the /(th best solution 
of assignment problems [6,7] that demands O((e + 1)v 3) computational effort are adopted for 
bipartite graphs. Recently, an algorithm with time complexity O(e * v(v + e) + v 25) and space 
complexity O(v + e) is reported [8] where c is the number of perfect matchings in G. Another 
algorithm which reduces the time complexity further to O(c(v + e)) at the expense of space (i.e., 
O(v * e)) is also reported for bipartite graphs by the same authors [9]. But our algorithm takes 
only O(c * v log e) time in for the case of bipartite graphs. 
Though the heuristic functions discussed in the last section generate perfect matching in less 
than pseudo-linear time for an average case, the worst case complexity of the algorithm is still 
exponential. But it does not require any additional information, other than the adjacency infor- 
mation. The space complexity is only O(e), and in this respect it excels all the earlier existing 
algorithms including those designed for the bipartite graphs. 
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