Abstract-In this paper, the effects of sampling upon rise-time measurements with a digital oscilloscope are considered. In particular, the use of linear interpolation for the estimation of signal rise times is discussed, and its effects are analyzed for various step signals. A simple expression is derived, which accurately models the sampling and linear-interpolation contributions to the overall rise-time-measurement error. By using these results, a correction formula is proposed, and its applicability is discussed.
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I. INTRODUCTION

D
IGITAL STORAGE oscilloscopes (DSOs) are widely used nowadays in many measurement processes, often replacing the analog ones. Such devices, after conditioning and A/D converting the input signal, perform most of the measurement processes into the digital domain, thus offering high and reproducible performances. In order to evaluate the uncertainty associated with the measurements of wideband signals or transient phenomena, it is very important to characterize the dynamic performance of both analog and digital sections of the oscilloscope. To this aim, it has been shown that the knowledge of analog-circuitry bandwidth and the use of some empirical rules that are usually applied to estimate its effect on a transition time measurement are not fully justified [1] .
Moreover, when DSOs are employed, the threshold crossing times of a signal are often estimated by means of linear interpolation. Thus, measurements of transient phenomena are affected by a further source of error, which, to the best of the authors' knowledge, has not been adequately addressed yet.
In this paper, the effects of sampling on the rise-time measurements are analyzed for various step signals. In this regard, it should be noted that the sampled signal is not the DSO input signal but the output of the analog circuitry of the instrument [1] - [3] . First, simple step-signal analytical models are considered. Then, more realistic waveforms are achieved by filtering such signals with a second-order system [1] . In both cases, the error introduced on the rise-time measurement by sampling and linear interpolation is evaluated by means of simulations. A formula is then derived, and its capability in compensating the measurement error for a wide class of input signals is discussed. Finally, the proposed theoretical model is validated by means of experimental results.
II. EFFECT OF SAMPLING AND LINEAR INTERPOLATION
The rise time T R of a step signal is usually defined as the difference between the instants t 10% and t 90% in which the signal crosses two threshold values that are conventionally assumed as 10% and 90% of the step amplitude, respectively. A DSO obtains a measurement T Rm of the rise time by evaluating the difference between the estimated values for t 10% and t 90% . To this aim, the instrument samples the input signal and often performs a linear interpolation between the last collected sample lower than the reference threshold level and the following sample. This process introduces an error, which depends on the time relationship between the signal transition and the sampling instants. At first, the three transients x(·) shown in Fig. 1 are kept into account. They are the linear step
the exponential step
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where erf(·) is the error function [6] . Note that all of the signals (1)- (3) are normalized in such a way that t 10% = 0, and both the step rise time and the amplitude are unitary. The linear and exponential steps are often used to model the physical phenomena, whereas the Gaussian step is often adopted to describe the overall step response of a set of cascaded linear filters and amplifiers [1] . In the following, the relative error ε = (T Rm − T R )/T Rm introduced by sampling and linear interpolation will be evaluated by means of both the theoretical analysis and the meaningful Monte Carlo simulations.
In fact, lett 10% andt 90% be the estimates, respectively, of t 10% and t 90% made by the DSO. The accuracy of a risetime measurement depends on the sampling period T S , the time relationship between the signal and the sampling instants, the signal shape, and the interpolation algorithm. In particular, for linear interpolation, denoting t n−1 and t n as the two consecutive sampling times for which
from the analytical expression of the straight line connecting the points (t n−1 , x(t n−1 )) and (t n , x(t n )), results tô
where the coefficient η 10% = (t n − t 10% )/T S may be modeled as a random variable uniformly distributed in [0, 1] since it keeps into account the lack of synchronization between the signal and the sampling instants. Similarly,t 90% is given bŷ
where t m−1 and t m are such that
It should be noted that η 10% and η 90% are correlated. In fact, by expressing the signal rise time T R as follows:
where k is an integer, and 0 ≤ δ < 1, it can be shown that
Thus, by using (4), (5), and (7), the DSO measured rise time T Rm =t 90% −t 10% results to In (8), A expresses the effect of the signal shape on the rise-time measurement when a linear interpolation is used. The measurement error, normalized to T Rm , can then be expressed as
In order to validate the model accuracy, the mean value of ε has been evaluated both by numerically integrating (9) and by means of simulations. In particular, the magnitude of the relative deviation between the theoretical and simulation results has shown to be lower than 9 · 10 −5 for 1 ≤ T R /T S ≤ 10. Fig. 2 shows the values of ε obtained from the Monte Carlo simulations for the three step signals considered in Fig. 1 . For each signal, both the maximum error ε max and the minimum error ε min achieved by varying the delay between the transient and the sampling instants are considered. When the T Rm /T S ratio becomes low, the error quickly grows because the measured rise time is close to the sampling period. Conversely, the error magnitude tends to zero for higher values of T Rm /T S due to the improved time resolution. In particular, the curve ε max can be upper bounded by a hyperbolic law. In fact, as the error on the estimation of both t 10% and t 90% is always lower than T S , it results that |T Rm − T R | < 2T S and |ε| ≤ 2/(T Rm /T S ). Fig. 2 also shows that in order for ε max to be lower than 10%, T Rm /T S should exceed four. Moreover, it can be observed that, for the exponential step, a low T Rm /T S ratio may lead to a negative error.
It is also worth noting that when T Rm is an integer multiple of T S , the error can be null. Such a behavior can be explained by considering that in such a situation, two samples may exist which are equal to the 10% and 90% step-amplitude reference levels. Consequently, the corresponding sampling times are exactly t 10% and t 90% , and no interpolation error is introduced. Furthermore, when the measured signal is a linear step, sampling does not introduce an estimation error when T Rm /T S equals or exceeds eight. In fact, under such constraint, it can easily be shown that the interpolating straight lines exactly reproduce the linear-step rising front.
III. ERROR ESTIMATION AND CORRECTION
It is well known that the effect of the finite bandwidth of the analog circuitry on the output signal rise time can approximately be estimated by using the following relationship:
where T RI and T RA are the input-signal and the analog-circuitry rise times, respectively [1]- [5] . Fig. 2 shows that a similar expression can be adopted for the estimation of the mean value of ε, thus expressing the average measured rise time as
where α is a suitable coefficient that is used to model the effects of sampling and linear interpolation. By applying (11), the following model for the mean value of ε can be derived:
where ε avg is the mean value of ε. Thus, by fitting (12) to the mean value of the simulation results, it is possible to estimate the coefficient α. Fig. 3 shows the curves ε avg obtained for the three considered input signals by using the least squares method in the range 1 ≤ T Rm /T S ≤ 10. The related values of α are reported in Table I . It can be observed that the interpolating curves of Fig. 3 are very close to each other, which suggests that the sampling effects are weakly affected by the shape of the step signal, at least when waveforms with negligible overshoot and ripple are considered. Such a result is confirmed by the theoretical analysis. In fact, the values of α close to the ones reported in Table I have been obtained by numerically integrating (9).
Note that, as a first-order approximation, the coefficient α can be assumed independent of the shape of the step signal. In such a case, the measurement bias introduced by sampling and linear interpolation can easily be corrected by using the following relationship:
In order to gain better insights on the proposed correction effectiveness, the residual-error ε = (T Rm − T R )/T Rm properties are analyzed in the following by choosing α = 1.1. Fig. 4 shows the envelope of the normalized error
as a function of T Rm /T S for the considered step signals. In all of the considered cases, ε avg is comparable to the maximum magnitude of the error. Hence, it is expected that removing the bias may result in an effective improvement of the measurement accuracy. To gain a further insight, the envelope of residual error ε has been evaluated for each considered waveform and is shown in Fig. 5 as a function of T Rm /T S . As expected, Fig. 5 shows that the error mean is negligible. However, outside the interval 2 ≤ T Rm /T S ≤ 10, the use of (13) is not advantageous. In fact, for values of T Rm /T S lower than two, the measurement results are very inaccurate. Conversely, when T Rm /T S is greater than ten, the estimation error introduced by sampling and linear interpolation is negligible. Finally, it should be noted that (13) is useful only when αT S is not negligible with respect to the analog-circuitry rise time because its effect on the measurement error cannot easily be corrected [1] . Step signals filtered by the second-order system (15).
IV. ERROR ESTIMATION AND CORRECTION FOR FILTERED STEP SIGNALS
In order to analyze the effect of the analog-circuitry bandwidth on the measurement results, the steps defined in (1), (2) , and (3) have been filtered by a second-order system with a frequency response
In (15), the system damping factor and the natural frequency have been chosen as equal to D = 1/ √ 2 and f 0 = 1/(2πT R ), respectively. Note that the filter (15) is characterized by a rise time of about 2.1T R [1] . In particular, it introduces a regularizing effect, thus generating quite similar output signals even if the input steps are appreciably different, as shown in Fig. 6 . By Fig. 7 . Envelope of the relative error introduced by sampling and interpolation on rise-time measurements (linear, exponential, and Gaussian steps filtered by a second-order system). Fig. 8 . Envelope of the residual error ε obtained after applying the biasremoval correction (16) to the measured rise time (linear, exponential, and Gaussian steps filtered by a second-order system).
following the approach described in the previous section, the relative error ε has been estimated. As expected, the results in Fig. 7 show that the effect of sampling and linear interpolation is quite similar for all of the considered filtered waveforms. This suggests that the proposed analysis can be applied to a variety of step signals unaffected by ripple. In fact, by using the least squares approach as previously mentioned, a value of α close to 1.0 has been obtained for all of the considered waveforms. Thus, (13) becomes
whose application leads to the residual-error curves shown in Fig. 8 . Moreover, by fitting the local maxima of the magnitude of the curves in Fig. 8 , the following upper bound for the residual-error magnitude has been derived:
and the corresponding curve has been shown in Fig. 8 .
V. EXPERIMENTAL RESULTS
Both the theoretical analysis and the simulation results have been validated using a signal generator HP 3120A and an Agilent Technology Infiniium digital oscilloscope. In particular, T Rm has been measured for a sinewave signal with a normalized rise time T Rm /T S belonging to a range of values similar to the one considered in the previous sections. As the DSO allows one to select only a few predefined values of T S (1, 2, 4, 10, 20, and 40 ns), the T Rm /T S ratio has been controlled by changing the HP 3120A output frequency. The signal generator may also provide sinusoidal, triangular, and rectangular signals, but the maximum output frequency of the triangular stimulus is 100 kHz, which would prevent to set the T Rm /T S values lower than ten. Conversely, the rise time of the rectangular waves cannot be controlled, preventing the analysis of the instrument performance for the given T Rm /T S values. The sinusoidal output frequency, however, can range from 0 to 15 MHz. Thus, the sinewave stimulus was chosen since it allows one to easily control the T Rm /T S ratio.
It is worth noting that the rise time T R0 of the signal prior to the DSO sampling is not known a priori and that its measurement may be affected by several uncertainty contributions, which include signal amplitude and frequency instabilities and other disturbances due to the instrument analog circuitry. Thus, a preliminary accurate measurement of T RO has been performed by using the repetitive sampling mode with T S = 1 ns, thus reducing the sampling and interpolation effects to negligible levels. The sinewave amplitude has been set to a value close to the instrument full scale in order to fully exploit the ADC resolution, as shown in the screenshot of Fig. 9 . Moreover, type A error sources [4] have been reduced by considering the Fig. 10 . Comparison of the relative errors ε calculated from (the crosses) the experimental measurements with the ε curves traced using the simulation data of different step signals filtered by the second-order system described by (5) .
average of 4096 consecutive measurements of T RO . After the estimation of T RO , the input rise time T Rm has been measured using the single-shot sampling mode of the instrument and the linear interpolation.
The relative errors ε obtained for several values of the ratio T Rm /T S are shown in Fig. 10 . In this figure, the center of each cross corresponds to the measurement result, whereas the arm sizes represent the related standard uncertainties. In particular, the horizontal uncertainty u x is due to the instrument time-base accuracy u T Rm , which is given by [7] 
Conversely, the uncertainty on the vertical axis may be obtained by expressing the worst case propagation of uncertainties [4] 
where the right simplification is obtained because u T RO is negligible with respect to u T Rm . The series of near crosses in Fig. 10 represents the repeated measurements with the same input signal. It can be noted that the single-shot measured rise times T Rm are always larger than the rise-time T RO value provided by the repetitive sampling. That behavior agrees with the analysis carried out in the previous sections. In particular, the dashed curves shown in Fig. 10 represent the maximum and minimum rise-timemeasurement errors predicted in the case of a filtered Gaussian step. This step has been chosen because of its similarity to the sinewave rise front. As it can be seen, the experimental data fit very well to the simulation results. Note that, for higher values of the T Rm /T S ratio, the sinewave-rise-front intrinsic uncertainty could dominate the interpolation error introduced by the instrument.
VI. CONCLUSION
The error introduced by sampling and linear interpolation on the rise-time measurements of a step signal by means of digital oscilloscopes has been analyzed. In particular, a simple formula has been proposed which removes the error bias, and its usefulness and significance have been discussed. The theoretical model has been validated using both the meaningful simulations and the experimental results. Finally, it has been shown that, differently from the analog case, the measurements provided by the instrument can easily be corrected for a large class of input signals, and the residual uncertainty can easily be estimated.
