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ENDOMORPHISM ALGEBRAS FOR A CLASS OF NEGATIVE
CALABI-YAU CATEGORIES
RAQUEL COELHO SIMO˜ES AND MARK JAMES PARSONS
Abstract. We consider an orbit category of the bounded derived category of a
path algebra of type An which can be viewed as a −(m + 1)-cluster category, for
m > 1. In particular, we give a characterisation of those maximal m-rigid objects
whose endomorphism algebras are connected, and then use it to explicitly study
these algebras. Specifically, we give a full description of them in terms of quivers
and relations, and relate them with (higher) cluster-tilted algebras of type A. As a
by-product, we introduce a larger class of algebras, called tiling algebras.
Introduction
In [4], and independently in [5] in type A, the authors introduced cluster categories
as a categorical model of cluster algebras. These categories led to the development of
so-called cluster-tilting theory, an important generalisation of classical tilting theory,
and are therefore of central importance in representation theory.
The cluster category of an acyclic quiver Q is defined to be the τ−1Σ-orbit category
of the bounded derived category Db(kQ) of the corresponding path algebra kQ, where
τ is the Auslander-Reiten translate and Σ is the suspension functor in Db(kQ). In
[16], Thomas introduced a generalisation of cluster categories, the so-called m-cluster
categories, form > 1. These are the τ−1Σm-orbit categories of Db(kQ). A key property
of these categories, which inspired several authors to study cluster-tilting theory in a
more general set-up, is that they are (m+ 1)-Calabi-Yau triangulated categories.
In the present article, we will consider the orbit categories Bm(An) of D
b(kAn) by
τΣm+1, for m > 1, where kAn is a path algebra of type An. These categories can be
viewed as −(m+1)-cluster categories and (−m)-Calabi-Yau (Σ−m is the Serre functor).
In particular, they can be considered to be of negative Calabi-Yau ‘dimension’. Further
reasons to support this idea can be found in [7] and [8].
The main interest in m-cluster categories, and other positive CY-triangulated cate-
gories, has arisen from the nice homological and combinatorial properties of m-cluster-
tilting objects and their corresponding endomorphism algebras. In the acyclic case,
m-cluster-tilting objects coincide with maximal m-rigid objects: objects which are
maximal with respect to the property that Exti(t, t′) = 0, for every pair of summands
t, t′ and for all 1 6 i 6 m.
In this article, we will study a subclass of the maximal m-rigid objects of Bm(An),
namely those whose endomorphism algebras are connected. We note that, whenm = 1,
this is the whole class of maximal m-rigid objects.
Cluster-tilting theory has also led to an interest in associating combinatorial models
to triangulated categories, in particular the (higher-) cluster categories. These models
facilitate the provision of simple characterisations of several representation-theoretic
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objects, which are more tractable than the objects themselves. For instance, m-cluster-
tilting objects in type An can be simply described via (m + 2)-angulations of an
(m(n + 1) + 2)-gon. Note that when at least one of the (m + 2)-gons in an (m + 2)-
angulation has two disjoint boundary segments, the corresponding m-cluster-tilted
algebra is disconnected.
We will also make use of a combinatorial model for Bm(An). This model, in which
indecomposable objects correspond to the ‘(m+1)-diagonals’ of an ((m+1)(n+1)−2)-
gon was introduced in [7]. We note that, in the case whenm = 1, maximal rigid objects
were characterised in [6] using a different combinatorial model, in terms of oriented
diagonals in an n-gon. The characterisation (Theorem 2.10) we present in this article
is not only more general, it also has a simpler description, which enables us to develop
a deeper understanding of the corresponding endomorphism algebras.
The collection of (m+ 1)-diagonals (viewed inside the polygon) corresponding to a
maximal m-rigid object in Bm(An) can ‘admit crossings’ or ‘contain regions bounded
by disjoint boundary segments’; in which case the associated endomorphism algebra
is disconnected. The behaviour of such collections of (m+1)-diagonals is not as neat,
and so we will restrict to the connected case. The connected endomorphism algebras
can be realised as tiling algebras, whose notion we introduce in this paper. Tiling
algebras arise from tilings of a disc, which can be seen as polygon dissections, where
each subpolygon is referred to as a tile.
We will prove that tiling algebras are precisely those gentle algebras for which cycles
are oriented and full of relations (Proposition 3.2). We will then give a complete
description of the endomorphism algebras of connected maximal m-rigid objects in
Bm(An) (Theorem 3.8), by giving a list of conditions on the so-called ‘permitted’ and
‘forbidden’ paths of their quivers. These results make use of a tool we call the tiling
algorithm which associates a tiling to a gentle algebra whose cycles are oriented and
full of relations. It is interesting to note that this algorithm can be seen as a ‘dual’
version of an algorithm given in [15], which associates a Brauer graph to a gentle
algebra.
We would also like to point out that a tiling can be viewed as a partial triangulation
of a polygon. Consequently, the tiling algebras, which generalise the notion of surface
algebras (in the case of a disc) introduced in [10], are precisely the endomorphism
algebras of partial cluster-tilting objects of type A. Other algebras associated to
partial triangulations have recently been studied in [11].
The k-cluster-tilted algebras, k > 1, of type A are an obvious example of tiling
algebras. We examine the relationship between them and the connected endomorphism
algebras of maximal m-rigid objects (m > 1) in Bm(An) in Section 4.1. Then, to
illustrate how amenable to computation tiling algebras are, we finish this article by
computing the Gorenstein dimension and the AG-invariant (which gives a necessary
condition for derived equivalence) of an arbitrary tiling algebra.
1. Background
Let k be an algebraically closed field, n,m ∈ N and Db(kAn) be the bounded derived
category of a path algebra of type An. Let τ be the AR-translate on D
b(kAn) and Σ
the shift functor. In this paper we will consider the orbit category Bm(An) of D
b(kAn)
by τΣm+1.
1.1. A combinatorial model for Bm(An). In [7] a combinatorial model for Bm(An),
which will be used in this paper, was introduced.
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We shall now recall the description of the combinatorial model in [7], for the conve-
nience of the reader. Let Pn,m be the regular ((m+ 1)(n + 1)− 2)-gon, with vertices
numbered clockwise from 1 to (m+1)(n+1)−2. All operations on vertices of Pn,m will
be performed modulo (m+1)(n+1)−2, with representatives 1, . . . , (m+1)(n+1)−2.
An (m+1)-diagonal of Pn,m is a diagonal that divides Pn,m into two polygons each of
whose number of vertices is divisible by m + 1. An (m + 1)-diagonal linking vertices
i, j of Pn,m will be denoted by {i, j}. The (m+1)-diagonals of the form {i, i+m} are
called short diagonals. The non-short diagonals are called long diagonals.
Let Γ(n,m) be the stable translation quiver whose vertices are the (m+1)-diagonals
of Pn,m and arrows are obtained in the following way: given two (m+ 1)-diagonals D
and D′ with a vertex i in common, there is an arrow from D to D′ in Γ(n,m) if and
only if D′ can be obtained from D by rotating clockwise m + 1 steps around i. The
translation automorphism τ : Γ(n,m) → Γ(n,m) sends an (m + 1)-diagonal {i, j} to
τ({i, j}) := {i−m− 1, j −m− 1}.
The AR quiver of Bm(An) is equivalent to the stable translation quiver Γ(n,m).
Note that Σ{i, j} = {i+ 1, j + 1}.
Example 1.1. The category B2(A3) is equivalent to Γ(3, 2), which is as follows:
{1, 9}
❄
❄❄
{2, 4}
❄
❄❄
{5, 7}
❄
❄❄
{8, 10}
❄
❄❄
{1, 3}
❄
❄❄
{1, 6}
❄
❄❄
??⑧⑧⑧
{4, 9}
❄
❄❄
??⑧⑧⑧
{2, 7}
❄
❄❄
??⑧⑧⑧
{5, 10}
❄
❄❄
??⑧⑧⑧
{3, 8}
❄
❄❄
??⑧⑧⑧
{1, 6}
❄
❄❄
{1, 3}
??⑧⑧⑧
{4, 6}
??⑧⑧⑧
{7, 9}
??⑧⑧⑧
{2, 10}
??⑧⑧⑧
{3, 5}
??⑧⑧⑧
{6, 8}
??⑧⑧⑧
{1, 9}
We shall identify (isoclasses of) indecomposable ojects in Bm(An) with the corre-
sponding (m+1)-diagonals, and we shall freely switch between objects and diagonals.
We will use Roman typeface for the indecomposable objects of Bm(An) and typewriter
typeface for the corresponding diagonals.
1.2. Combinatorial description of the Ext-hammocks. The main objects of
study in this paper are maximal m-rigid objects, that is, basic objects with a max-
imal number of indecomposable direct summands for which Extk
Bm(An)(x, y) = 0, for
any pair of indecomposable summands x and y, and k ∈ {1, . . . , m}. Lemma 1.2,
which describes the (forward) Exti-hammock of an indecomposable object in terms of
(m+ 1)-diagonals, will be essential to our characterisation of these objects.
Given k ∈ {1, . . . , m}, we say that two (m+ 1)-diagonals a and b are k-neighbours
provided they do not cross and there is some vertex v incident with a such that b is
incident with v ± k.
The following notation will be useful throughout the paper.
Notation. (1) Given the vertices i1, i2, . . . , ik of Pn, we write C(i1, i2, . . . , ik) to
mean that i1, i2, . . . , ik, i1 follow each other under the clockwise circular order
on the boundary of Pn.
(2) Given two vertices i, j of Pn,m, we define [i, j] to be the number of vertices
encountered when travelling along the boundary in the clockwise direction
from i to j, inclusive.
Note that [i, j] is a multiple of m+ 1 if and only if {i, j} is an (m+ 1)-diagonal.
Lemma 1.2. Let k ∈ {1, . . . , m}, a, b ∈ ind(Bm(An)) and a = {a1, a2}, with a1 < a2,
be the (m + 1)-diagonal corresponding to a. Then Extk
Bm(An)(b, a) 6= 0 if and only if b
satisfies one of the following conditions:
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(1) b is a k-neighbour of a incident with a2 + k,
(2) b is a k-neighbour of a incident with a1 + k,
(3) b crosses a in such a way that b = {b1, b2} with C(a1, b1, a2, b2) and [ai, bi] =
xi(m+ 1) + k, for some xi > 1, i = 1, 2.
(4) b = {a1 + k, a2 + k}, i.e. b = Σ
ka.
Proof. The case k = 1 is [8, Corollary 10.6]. For k > 2, we prove the result by applying
[8, Corollary 10.6] to b and Σk−1a. We must first check that b is a 1-neighbour of Σk−1a
if and only if b is a k-neighbour of a. Suppose that b = {b1, b2} is a 1-neighbour of
Σk−1a. We may assume that b1 = a1 + k. Then either b is a k-neighbour of a or
b2 = a2 + j, for some 0 6 j < k − 1. However, the latter would imply that b is not an
(m + 1)-diagonal, since k < m+ 1. Therefore, b is a k-neighbour of a. The converse
is trivial.
Now we must show that b crosses Σk−1a such that [ai+k−1, bi] = xi(m+1)+1, for
i = 1, 2 and for some xi > 1 if and only if b crosses a such that [ai, bi] = xi(m+1)+k,
for i = 1, 2.
Suppose b crosses Σk−1a such that [ai+k−1, bi] = xi(m+1)+1, for i = 1, 2 and for
some xi > 1. Since b is an (m+1) diagonal, we have that [b1, b2] = ℓ(m+1), for some
ℓ > 1. It follows from the fact that b and Σk−1a cross that ℓ > k1 and n+ 1− ℓ > k2.
Therefore, [b2 + 1, a1 + k − 2] = (ℓ − k1)(m + 1) − 2 > m − 1 > k − 1. Likewise,
[b1 + 1, a2 + k − 2] > k − 1. Therefore, b crosses a and [ai, bi] = xi(m + 1) + k, for
i = 1, 2. The converse is similar. 
Figure 1 shows where the indecomposable objects corresponding to the arcs that
satisfy the conditions in Lemma 1.2 lie in the AR quiver.
Σk−1a τ−1Σk−1a
(2)
(3)
(4)
(1)
Figure 1. Ext
k
Bm(An)(−, a) 6= 0.
Remark 1.3. It follows immediately from Lemma 1.2 that, for n > 2, Extk
Bm(An)(a, a) =
0, for any object a ∈ ind(Bm(An)) and 1 6 k 6 m. In the case when n = 1, we have
Ext
m
Bm(A1)
(a, a) 6= 0, for any object a ∈ ind(Bm(A1)). Therefore, there are no m-rigid
objects in Bm(A1), and so we take n > 2 throughout the rest of the paper.
2. Classification of connected maximal m-rigid objects
The aim of this section is to give a characterisation of a large subclass of the maximal
m-rigid objects of Bm(An), which we call connected maximal m-rigid objects, and will
be defined below. This characterisation will make use of the geometric model described
in Section 1.
We can view a maximal m-rigid object T as a graph whose vertices are the vertices
of Pn,m and whose edges are (correspond to) the indecomposable summands of T .
We will determine the properties that characterise these graphs. The method used is
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similar to the one used in [6], but we will see that this geometric model provides a
much neater description of these objects.
From now on, we shall tacitly switch between interpreting a maximal m-rigid object
as a direct sum of indecomposable objects in Bm(An) and as a graph whose vertices
are those of Pn,m, as described.
Proposition 2.1. A set of objects T in Bm(An) is m-rigid if and only if it satisfies
the following conditions:
(1) There are no k-neighbours, for every k ∈ {1, . . . , m}.
(2) There are no adjacent short diagonals.
(3) The only possible crossings are between a short diagonal and a long diagonal.
Proof. Suppose T is an m-rigid object. Given an arc a = {a1, a2} in T, k ∈ {1, . . .m}
and a k-neighbour b of a, then b must be incident with one of the following vertices:
a1+k, a2+k, a1−k or a2−k. In the first two cases, we have Ext
k(b, a) 6= 0 and in the
other cases, we have Extk(a, b) 6= 0, by Lemma 1.2. Therefore, b 6∈ T, and (1) holds.
Now, given a short diagonal a = {a1, a1 +m}, we have Σ
m
a = {a1 +m, a1 + 2m} and
Σ−ma = {a1 −m, a1}. Therefore, adjacent short diagonals have an Ext
m, and so (2)
holds.
Now, let a, b be two short arcs in T which cross. Assume, without loss of generality,
that C(a1, b1, a2, b2). Then there is 1 6 k 6 m − 1 such that b = Σ
k
a, and so
Ext
k(b, a) 6= 0, a contradiction. Suppose now, a, b are two long arcs in T which
cross. Assume, without loss of generality, that C(a1, b1, a2, b2). Since a and b are long
(m+ 1)-diagonals, we can write [a1, a2] = t(m + 1), and [b1, b2] = t
′(m+ 1), for some
1 < t, t′ < n.
Case [a1 + 1, b1] = x, for some 1 6 x 6 m: We have [b1 + 1, a2] = [a1, a2] − [a1, b1] =
t(m+1)− (x+1) = (t−1)(m+1)+ (m−x), where 0 6 m−x 6 m−1 and t−1 > 1,
since t > 1. Similarly, [b2 + 1, a1] = [b2, b1]− [a1, b1] = (n+ 1− t
′)(m+ 1)− (x+ 1) =
(n− t′)(m+ 1)+ (m− x), with 0 6 m− x 6 m− 1 and n− t′ > 1. Hence, by Lemma
1.2, Extm−x+1(a, b) 6= 0, a contradiction.
Case [a1 + 1, b1] = ℓ(m + 1) + i, for some ℓ > 1 and 0 6 i 6 m− 1: In this case, we
must have [a2 + 1, b2] = ℓ
′(m+ 1) + i, for some ℓ′ > 0. If ℓ′ > 1, then Exti+1(b, a) 6= 0
by Lemma 1.2, whereas ℓ′ = 0 is covered by the previous case.
Case [a1 + 1, b1] = ℓ(m + 1) + m, for some ℓ > 1: In this case, we must have
[b2 + 1, a1] = y1(m + 1) and [b1 + 1, a2] = y2(m + 1), for some y1, y2 > 1. Hence,
Ext
1(a, b) 6= 0, a contradiction. This implies that (3) must hold.
Conversely, let T be a set of objects in Bm(An) satisfying conditions (1), (2) and (3).
If a = {a1, a2} and b = {b1, b2} are (m+1)-diagonals in T which cross, then one of the
arcs, say a, must be short and the other one long. Suppose, without loss of generality
that C(a1, b1, a2, b2) and [a1, b1] = x and [b1, a2] = y, for some 1 6 x, y 6 m, since a is
short. But then there is no 1 6 k 6 m for which this crossing satisfies condition (3)
in Lemma 1.2. It is also easy to see that the other conditions in Lemma 1.2 (for every
1 6 k 6 m) are not satisfied either, which implies that T is m-rigid. 
Remark 2.2. If m = 1, no 2-diagonal can cross a short 2-diagonal. Therefore, there
are no crossings in a maximal 1-rigid object in B1(An).
Lemma 2.3. Let T be a maximal m-rigid object in Bm(An) and a = {a1, a1 +m} a
short arc in T. Then the vertices a1 +m + i and a1 − i, for 1 6 i 6 m, are isolated
vertices.
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Proof. This is a straightforward consequence of the fact that there are no k-neighbours,
for 1 6 k 6 m, no crossings between short arcs, and no adjacent short arcs. 
Definition. Let T be a maximal m-rigid object of Bm(An) and T be the corresponding
graph in Pn,m. We say that T is connected if the full subgraph of T with set of vertices
given by the non-isolated vertices in T is connected.
Our aim is to classify the connected maximal m-rigid objects of Bm(An), that is, the
maximal m-rigid objects which are also connected. We will see in Section 3 that these
are precisely the maximal m-rigid objects for which the corresponding endomorphism
algebras are connected. In the case when m = 1, every maximal 1-rigid object is
connected (see [6]).
The following lemma states that there will be no crossings in connected maximal
m-rigid objects.
Lemma 2.4. Let T be a maximal m-rigid object in Bm(An) with corresponding graph
T in Pn,m, and let T
′ be the full subgraph of T on the non-isolated vertices. If T′
contains a crossing, then it is disconnected.
Proof. By Proposition 2.1, a crossing must be between a short arc a and a long arc
b. Since any other arc incident with one of the endpoints of a is either Σma, Σ−ma, a
long arc crossing b or a k-neighbour of b, for some 1 6 k 6 m− 1, we must have that
the valency of the endpoints of a is one. Therefore, the graph is disconnected. 
A collection of noncrossing diagonals in a marked disc P induces a dissection of P.
We call each region in this dissection a tile. In particular, each region of Pn,m in the
graph T corresponding to a connected maximal m-rigid object T is a tile. We will now
examine the possible tiles appearing in these graphs. We can divide the tiles in two
types: with or without open boundary.
Definitions. Let G be a noncrossing unoriented graph in Pn,m, T a tile of G and
i1, i2, . . . , ik be k consecutive vertices of Pn,m that lie in T , with k > m+ 1.
(1) If k = m + 1, we say that T has an open boundary (i1, im+1) if T is bounded
by the short (m+ 1)-diagonal {i1, im+1}, and i2, . . . , im are isolated vertices.
(2) If k > m + 1, we say that T has an open boundary (i1, ik) if i2, . . . , ik−1 are
isolated, and i1, ik are incident with (bounding) arcs of T .
(3) The length of the open boundary (i1, ik), with k > m+1, is defined to be k−1.
(4) The length of the tile T is given by the number of (m + 1)-diagonals which
bound T , and it is denoted by ℓ(T ).
Given a tile T of a connected maximalm-rigid object with an open boundary (i1, ik),
it is clear that the vertices i2, . . . , ik−1 are isolated. Moreover, any given tile has at
most one open boundary, by the connectedness assumption.
Lemma 2.5. Let T be a connected maximal m-rigid object in Bm(An), and T the
corresponding graph in Pn,m.
(1) No cycle in T contains a short diagonal.
(2) Any simple cycle in T has length m+ 3.
Proof. (1) If a cycle in T contained a short diagonal, then there would bem-neighbouring
(m+ 1)-diagonals, which is a contradiction.
(2) Let C be a cycle in T of length k, and let v1, v2, . . . , vk be the vertices of C such
that C(v1, v2, . . . , vk). Since {vk, v1} is an (m + 1)-diagonal, we must have [v1, vk] =
x(m+1), for some x > 1. But [v1, vk] =
k−1∑
i=1
[vi, vi+1]−(k−2) =
k−1∑
i=1
xi(m+1)−(k−2), for
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some xi > 1. Therefore, k−2 must be of the form y(m+1), and hence k = y(m+1)+2,
for some y > 1.
Suppose now C is simple, and assume y > 2. Consider {v1, vm+3}, which is a long
(m+ 1)-diagonal, and does not lie in T. Since C is simple, and T is an m-rigid object
for which there are no crossings, we have that {v1, vm+3} does not cross any diagonal
in T. Given k = 1, . . . , m, any k-neighbour of {v1, vm+3} in T would either be a
k-neighbour of {v1, v2}, {vm+2, vm+3}, {vm+3, vm+4} or {vk, v1} or it would cross one
of these (m + 1)-diagonals which lie in T. Therefore, T ⊕ {{v1, vm+3}} is m-rigid,
contradicting the maximality of T. Hence, y = 1, and so any simple cycle must have
length m+ 3. 
We shall partition the tiles of a connected maximal m-rigid object into types. Each
type of tile is completely determined by two numbers: the length of the tile and the
length of its open boundary. By convention, if T is a tile with no open boundary, then
the length of its open boundary is zero. We can then denote a type (T ) of tiles as a
pair (ℓ, b), where ℓ is the length of any tile of type (T ) and b is the length of its open
boundary.
Remark 2.6. If T has an open boundary, let v1, . . . , vk be the set of vertices of Pn,m
such that C(v1, . . . , vk), and {vi, vi+1} is an (m+1)-diagonal bounding T . Then, using
the same argument as in Lemma 2.5 (1), we can see that the diagonals {vi, vi+1}, for
2 6 i 6 k − 2 must be long.
We call the (m+ 1)-diagonals {v1, v2} and {vk−1, vk} the outer-diagonals.
Proposition 2.7. Let T be a connected maximal m-rigid object in Bm(An). The
possible tiles of the corresponding graph T lie in one of the following classes:
(Tk) (k,m+ k − 1), where 1 6 k 6 m+ 1.
(Tm+2) (m+ 2, 2m+ 1), and at least one of the outer-diagonals is short.
(T ′1 ) (1, 2m+ 1),
(Tm+3) (m+ 3, m+ 1), and both outer-diagonals are short.
(T ′m+3) (m+ 3, 0).
Proof. We know that each tile T in T has either zero or one open boundary, given the
connectedness assumption. Suppose T has no open boundary, so that T is a cycle. It
follows from Lemma 2.5 that any cycle in T bounds a region which is a union of tiles,
each of which is bounded by an (m+3)-cycle. Hence, T must be a tile of type (T ′m+3).
Suppose now T has an open boundary with length b. The number of isolated vertices
in the open boundary is then b − 1. Let v1, . . . , vk be as in Remark 2.6, and order
the isolated vertices i1, . . . , ib−1 in the open boundary such that C(vk, i1, . . . , ib−1, v1).
Note, in particular, that T is of type (k − 1, b).
Claim 1. We must have m 6 b 6 2m+ 1.
Since there are no i-neighbours in T, for any 1 6 i 6 m, and a short arc is of
the form {a, a + m}, we cannot have b − 1 6 m − 2. On the other hand, suppose
b − 1 > 2m + 1. Then, {vk−1, im+1} is a long (m + 1)-diagonal which does not lie
in T and does not introduce any crossings or i-neighbours, for 1 6 i 6 m, since
b − 1 > 2m + 1 and {vk−2, vk−1}, {vk−1, vk} ∈ T. Hence, T ⊕ {vk−1, im+1} is m-rigid,
contradicting the maximality of T . Therefore, b− 1 6 2m and the claim is proved.
Claim 2. We must have 1 6 k − 1 6 m+ 3.
Suppose, for a contradiction, that k−1 > m+4. Then {v2, vm+4} is a long (m+1)-
diagonal which does not lie in T and such that T⊕{v2, vm+4} ism-rigid, a contradiction
which finishes the proof of this claim.
8 RAQUEL COELHO SIMO˜ES AND MARK JAMES PARSONS
Assume k = 2, i.e. T is bounded only by one (m+1)-diagonal and one open boundary
with b− 1 isolated vertices. We know, by Claim 1, that m− 1 6 b− 1 6 2m. Hence,
since {v1, v2} is an (m + 1)-diagonal, we must have either b = m, in which case T is
of type (T1), or b = 2m+ 1, in which case T is of type (T
′
1 ).
Now assume 2 6 k − 1 6 m + 2. We want to check that b = m + k − 2. Since
{vk−1, vk} is an (m+1)-diagonal, we have [vk, vk−1] = x(m+1), for some x > 1. On the
other hand, [vk, vk−1] = 1+(b−1)+
k−2∑
i=1
[vi, vi+1]−(k−3), and so b = ℓ(m+1)+(k−3),
for some ℓ. We must have ℓ > 1, otherwise either b− 1 < 0 or {v1, v2} and {vk−1, vk}
would be m-neigbours, a contradiction. But if, ℓ > 2, then b > 2m+ 2, contradicting
Claim 1. Therefore, ℓ = 1 and b = m+ k − 2, as required.
Finally, assume k − 1 = m+ 3. Then b = ℓ(m+ 1) + (k − 3) = (ℓ + 1)(m+ 1), for
some ℓ. If ℓ > 1, then b > 2m+2, and if ℓ < 0, then b 6 0, a contradiction. Therefore,
ℓ = 0, and b = m+ 1.
Suppose k − 1 = m + 2. We need to check that either {v1, v2} or {vm+2, vm+3} is
short. Suppose neither of them is. Then {v1, vm+3} is a long (m+ 1)-diagonal which
does not lie in T and such that T ⊕{v1, vm+3} is m-rigid, contradicting the maximality
of T .
Finally let k − 1 = m + 3. If {v1, v2} were a long diagonal, then {v1, vm+3} is a
long (m + 1)-diagonal such that it does not lie in T and T ⊕ {v1, vm+3} is m-rigid,
contradicting maximality of T . Similarly, if {vm+3, vm+4} were a long diagonal, we
would have T ⊕ {v2, vm+4} m-rigid, a contradiction. Hence, both diagonals {v1, v2}
and {vm+3, vm+4} are short. 
Definition. Given a disc P with marked points on the boundary, a tiling of P is
defined to be a collection of tiles glued to each other in such a way that they cover the
polygon P.
Example 2.8. Figure 2 illustrates a tiling of P10,1. This tiling has examples of all
possible tile types that arise when m = 1. The light shaded tiles are of type T1 and
the dark shaded tiles are of type T ′1 .
T ′m+3
Tm+2
Tm+3
T2
Figure 2. Possible tiles when m = 1.
It follows from the connectedness assumption that the noncrossing graph associated
to a connected maximal m-rigid object corresponds to a tiling of Pn,m whose tiles are
described in Proposition 2.7. However, not every such tiling corresponds to a maximal
m-rigid object, as it might not be m-rigid or it might not be maximal.
Lemma 2.9. Let T be a connected maximal m-rigid object in Bm(An). If there is a
tile with open boundary (i0, i2m+1) of length 2m+1 then the short diagonals {i0−m, i0}
and {i2m+1, i2m+1 +m} must lie in T.
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Proof. Denote by i1, i2, . . . , i2m the vertices of Pn,m such that C(i0, i1, i2, . . . , i2m, i2m+1).
Recall that i1, . . . , i2m must be isolated vertices. Suppose that {i0 − m, i0} does not
lie in T. Then {i0, im} can be added to T without adding crossings, k-neighbours
for 1 6 k 6 m, nor adjacent short diagonals. In other words, T ⊕ {i0, im} is m-rigid,
contradicting the maximality of T . Similarly, {i2m+1, i2m+1+m} must also lie in T. 
We are now ready to state the main result of this section.
Theorem 2.10. There is a one-to-one correspondence between connected maximal m-
rigid objects in Bm(An) and tilings of Pn,m with tiles as in Proposition 2.7 satisfying
the following conditions:
(1) If (i0, i2m+1) is an open boundary of length 2m + 1, then {i0 − m, i0} and
{i2m+1, i2m+1 +m} are short diagonals belonging to the tiling,
(2) There are no adjacent short diagonals.
(3) There is no sequence of consecutive vertices v1, . . . , vk, vk+1, . . . , vℓ such that
C(v1, . . . , vk, vk+1, . . . , vℓ), v1, . . . , vk−1, vk+1, . . . , vℓ are isolated, k − 1, ℓ− k >
m+ 1 and ℓ > 3m+ 1.
Proof. If T is a connected maximal m-rigid object, then it follows from Proposition
2.1 (2), Proposition 2.7, and Lemma 2.9, that the corresponding graph is a tiling with
tiles as in Proposition 2.7 satisfying conditions (1) and (2). If there is a sequence of
consecutive vertices satisfying (3), then it would be possible to add a short diagonal a
which crosses every diagonal incident with vk, and preserve m-rigidity, contradicting
the maximality of T .
Now consider a tiling T of Pn,m with tiles as in Proposition 2.7 satisfying conditions
(1), (2) and (3). Then clearly, there are no crossings, no k-neighbouring diagonals,
for 1 6 k 6 m, and no adjacent short diagonals. Therefore, the direct sum of the
indecomposable objects corresponding to the edges of the tiling is an m-rigid object
T .
Suppose there is an indecomposable object a, not isomorphic to any summand of T
such that T ⊕ a is m-rigid.
Case a is a long diagonal: By Proposition 2.1 (3), a cannot cross any long diagonal
in the tiling. On the other hand, due to the connectedness of the tiling T and the
neighbouring condition, a can only cross a short diagonal s if s is the only diagonal
in T. By Proposition 2.7, we must have n = 2. However, there are no long diagonals
in this case. Therefore, a can only be added to the interior of a tile. However, it is
easy to check that the only diagonals that can be added in the interior of the tiles in
Proposition 2.7, whilst preserving m-rigidity, are short diagonals in tiles of type (T ′1 ),
turning them into tiles of type (T2), or short diagonals in tiles of type (Tm+2), turning
them into tiles of type (Tm+3). In particular, long diagonals cannot be added in the
interior of tiles of the types described in Proposition 2.7.
Case a is a short diagonal: If a is added to the interior of a tile of T, then in order
to avoid k-neighbours, for 1 6 k 6 m, the only possibility is that a is added to a tile
of type (Tm+2) or (T
′
1 ). However, this would result in adjacent short diagonals, due to
condition (1) and the fact that these tiles have 2m isolated vertices. Hence, a must
cross diagonals in T. In order to preserve the m-rigidity, a can only cross one set of
long arcs incident with a common vertex vk of Pn,m. Write a := {a1, a2}, such that
C(a1, vk, a2). Due to Lemma 2.3, we must have at least m isolated vertices preceding
a1 and m isolated vertices following a2. Moreover, since there are no k-neighbours,
for 1 6 k 6 m, all m − 1 vertices under the short arc a but vk are isolated in T.
Moreover a1 and a2 cannot be incident with any other diagonal. Therefore, we can
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only add short arcs in the situation described in condition (3). Since, by assumption
this situation does not occur, the tiling gives rise to a maximal m-rigid object. 
Example 2.11. In Figure 3, we have a tiling of P8,2 which represents a 2-rigid object
but is not maximal. Indeed condition (3) of Theorem 2.10 does not hold in this
example, and one can add the dashed arc whilst preserving rigidity.
Figure 3. Tiling of P8,2 which does not satisfy condition (3) in Theo-
rem 2.10.
Remark 2.12. When m = 1, condition (3) in Theorem 2.10 follows from condition
(1).
3. Endomorphism algebras as tiling algebras
Our aim in this section is to study the endomorphism algebras of the connected
maximal m-rigid objects characterised in the previous section. It turns out that these
algebras are a subclass of a much larger class of algebras, which we shall call tiling
algebras.
Definition. Let P be a disc with at least two marked points on the boundary. Given a
tiling T of P, we associate a quiver QT with relations RT to T in the following manner:
Vertices of QT: The vertices correspond to all the interior diagonals of T.
Arrows of QT: Two vertices of QT are related by an edge in QT if the corresponding
diagonals of T share a vertex and belong to the same tile.
Orientation of edges: Let α, β be two diagonals of T sharing a vertex x of P and
belonging to the same tile. The edge in QT joining α and β is oriented α → β if the
rotation with minimal angle around x that sends α to β is clockwise.
Relations RT in QT: The composition of two successive arrows coming from the
same tile is zero. We denote by IT the ideal generated by the relations RT.
The algebra AT = (QT, IT) is called the tiling algebra associated to T.
Example 3.1. In Figure 4, we have the tiling algebra corresponding to the tiling of
P10,1 in Figure 2.
3.1. Tiling algebras vs gentle algebras. Before considering the endomorphism
algebras of the maximal m-rigid objects studied in Section 2, we shall establish a
relationship between tiling algebras and gentle algebras.
From now on, paths in quivers will be read from left to right. Given a path p in a
quiver, we denote by s(p) (resp. t(p)) the source (resp. target) of p. Given a vertex x
in a quiver, v(x) denotes its valency.
Definition. An algebra A is gentle if it is Morita equivalent to an algebra kQ/I
satisfying the following conditions:
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Figure 4. The tiling algebra of a tiling in P10,1.
(1) Each vertex of Q is the starting point of at most two arrows and the endpoint
of at most two arrows.
(2) For each arrow α in Q, there is at most one arrow β in Q such that αβ 6∈ I,
and there is at most one arrow γ such that γα 6∈ I.
(3) For each arrow α in Q, there is at most one arrow δ in Q such that αδ ∈ I,
and there is at most one arrow µ such that µα ∈ I.
(4) I is generated by paths of length 2.
Throughout the remainder of the article, we assume that the quiver of a gentle
algebra has no loops or 2-cycles.
Note that if a tiling has a tile with more than one open boundary, then the cor-
responding tiling algebra A is disconnected. However, in this case A is just a direct
product of connected tiling algebras. Therefore, we restrict our attention to connected
tiling algebras, and from now on every algebra will be tacitly considered to be con-
nected, unless stated otherwise.
Definition. Let kQ/I be a path algebra. An oriented cycle in Q is said to be relation-
full if every pair of consecutive arrows in the cycle is a zero relation in I.
Proposition 3.2. The tiling algebras are precisely the gentle algebras for which every
cycle is oriented and relation-full.
Proof. It is clear that tiling algebras are gentle algebras for which every cycle is oriented
and relation-full.
In the remainder of this subsection, we will introduce an algorithm, called the tiling
algorithm, which constructs a tiling T from a gentle algebra G whose cycles are oriented
and relation-full. It will be clear from the construction of the algorithm that the tiling
algebra AT is G. 
Before describing the tiling algorithm, we need to recall some definitions (see [2],
for example) and set up some notation.
Definition. Let G = kQ/I be a gentle algebra.
(1) A (non-trivial) permitted path in G is a path α1α2 . . . αk of length k > 1 with
no relations.
(2) A maximal permitted path is called a (non-trivial) permitted thread.
(3) Let v be a vertex of Q which satisfies one of the following conditions:
• The valency of v is one, or
• The vertex v is the source of exactly one arrow β, the target of exactly
one arrow α, and αβ 6∈ I.
Then, we associate a trivial permitted thread to v, and denote it by pv.
(4) A (non-trivial) forbidden path of G is a path α1α2 . . . αk of length k > 1 such
that αi 6= αj unless i = j, and αiαi+1 ∈ I, for each 1 6 i 6 k − 1.
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(5) A maximal forbidden path is called a (non-trivial) forbidden thread.
(6) Let v be a vertex of Q which satisfies one of the following conditions:
• The valency of v is one, or
• The vertex v is the source of exactly one arrow β, the target of exactly
one arrow α, and αβ ∈ I.
Then, we associate a trivial forbidden thread to v, and denote it by fv.
(7) A forbidden thread f is said to be open if it is not a cycle, and closed otherwise.
Note that trivial forbidden threads are considered to be open. If every cycle in G is
oriented and relation-full, then every cycle in G of length r gives rise to r forbidden
threads. For each cycle c in G, we choose one of these forbidden threads, and denote
it by fc.
Let FG = {open forbidden threads inG} ∪ {fc | c cycle in G}.
Lemma 3.3. Let G be a gentle algebra whose cycles are oriented and relation-full, and
v be a vertex in the quiver of G. Then, there are precisely two forbidden threads in FG
incident with v.
Proof. We have four cases, depending on the valency of v.
Case v has valency 1: Let α be the arrow incident with v. Note that each arrow of the
quiver of G is used in precisely one forbidden thread in FG. Hence, there is one and
only one non-trivial forbidden thread in FG which uses α. There is also one trivial
forbidden thread associated to v. Clearly, these forbidden threads are distinct.
Case v has valency 2: If v is a sink or a source, then there is no trivial forbidden
thread at v, and there is a non-trivial forbidden thread for each arrow incident with
v. Since a forbidden thread is an oriented path, these forbidden threads are distinct.
Otherwise, let α, β be arrows in the quiver of G such that t(α) = v = s(β). If αβ
is a relation, then there is a trivial forbidden thread at v and a non-trivial forbidden
thread using the arrows α and β. Finally, if there is no relation, then there are distinct
forbidden threads using α and β, and no trivial forbidden thread at v.
Case v has valency 3: Let α, β, γ be the arrows incident with v. The vertex v is either
the source or the target of two of these arrows. Assume, without loss of generality,
that s(α) = s(β) = t(γ) = v. Moreover, assume γα is a relation, and γβ is not.
We then have one non-trivial forbidden thread using γ and α and one non-trivial
forbidden thread using β. If they would coincide, then we would have a cycle which
is not relation-full, contradicting the assumption.
Case v has valency 4: Let α, β, γ, δ be the arrows incident with v, and assume t(α) =
t(γ) = s(β) = s(δ) = v. We must have precisely two relations, say αβ and γδ. Arguing
in the same manner as in the previous case, we have two distinct forbidden threads
incident with v: one using α and β and the other one using γ and δ. 
We are now ready to describe the tiling algorithm, which is an iterative procedure.
In each step, we consider a different forbidden thread in the set FG and construct the
associated tile of the final tiling.
Initial step: Choose a forbidden thread f in FG, and let k be its length. If f is open,
draw k + 2 marked points in a disc, label them by 1, 2, . . . , k + 2, in the anticlockwise
direction and draw diagonals linking i and i+ 1, for 1 6 i 6 k + 1.
If f is closed, draw k marked points in a disc, label them by 1, 2, . . . , k, in the
anticlockwise direction and draw diagonals linking i and i + 1, for 1 6 i 6 k (where
k + 1 = 1).
Finally, label the diagonal linking i and i+ 1 by di.
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From this initial step results a division of the disc into x regions, R1, . . . , Rx, where
x = k + 2, if f is open and x = k + 1, if f is closed. The region R1 is bounded by all
the diagonals di, and the only diagonal bounding Rj is dj−1, for each 2 6 j 6 x.
The region R1 is one of the tiles of the tiling we are constructing, and we say that
it is the tile, which we denote by Rf , associated to f . Note that each diagonal drawn
corresponds to a vertex of the path f .
Iterative step: Let Rg be a tile constructed in a previous step, associated to a
forbidden thread g, and bounded by a diagonal d. By Lemma 3.3, the vertex of G
corresponding to d is incident with precisely two forbidden threads. Let g′ denote the
other forbidden thread, and assume g′ has not been considered in a previous step.
If g′ is trivial, then we take the other region R′ bounded by d to be the tile Rg′
associated to g′.
Now suppose g′ is not trivial and let ℓ be its length. If g′ is open, add ℓ marked
points in the open boundary of R′. Otherwise, add ℓ − 2 marked points in the open
boundary of R′.
Then add diagonals in the region R′ linking these marked points and the endpoints
of the diagonal d, in such a way that the quiver arising from the resulting tile Rg′
gives the forbidden thread g′. Note that the diagonals must be added such that the
full subquiver on the vertices of g and g′ agrees with the subquiver arising from Rg
and Rg′ .
Since FG is a finite set, this algorithm terminates. The output of this algorithm is
a tiling of a marked disc. By construction, and since G is connected, the tiling algebra
corresponding to this tiling is G. This then finishes the proof of Proposition 3.2.
Remark 3.4. In [15, Subsection 3.1], a procedure for constructing the Brauer graph
associated to a gentle algebra is given and applied in the context of surface algebras,
which were defined in [10]. This construction is essentially a ‘dual version’ of our tiling
algorithm, in the sense that it uses permitted threads instead of forbidden threads.
We expect that, using similar arguments to those used in [15] in the case of trian-
gulations of a marked Riemann surface, one can prove that the Brauer graph algebra
associated to a tiling of a marked disc (seen as a Brauer graph) is isomorphic to the
trivial extension of the tiling algebra.
A fan of a tiling of a marked disc P is the set of all diagonals incident with a
marked point of P. The following lemma, whose proof follows immediately from the
construction of the tiling algebra, will be useful later.
Lemma 3.5. Let AT be the tiling algebra of a tiling T of a marked disc P.
(1) If there are at least two diagonals in T, then permitted threads in AT are in
bijection with the non-isolated marked points of P, or equivalently, with fans
in T.
(2) If T has exactly one diagonal, then both non-isolated marked points of P cor-
respond to the unique (trivial) permitted thread in AT.
(3) A permitted thread in AT is trivial if and only if the corresponding marked point
has valency one.
3.2. Connected endomorphism algebras in Bm(An). We will now turn our atten-
tion to the endomorphism algebras of connected maximal m-rigid objects in Bm(An).
Our aim is to give a complete description of these algebras in terms of quivers with
relations.
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Proposition 3.6. Let T be a connected maximal m-rigid object of Bm(An) and T the
corresponding tiling. The endomorphism algebra EndBm(An)(T ) is isomorphic to the
tiling algebra AT.
Proof. The proof is similar to that of [6, Theorem 5.2], taking into account [6, Lemma
8.4], for the computation of Hom-spaces in Bm(An). 
Remark 3.7. We can apply the arguments in the proof of Proposition 3.6 to any
maximal m-rigid object T to see that the corresponding endomorphism algebra is
connected if and only if T is connected.
As a consequence of Propositions 3.2 and 3.6, the endomorphism algebras under
consideration are gentle, with all cycles oriented and relation-full. The following result
gives a characterisation of the endomorphism algebras of connected maximal m-rigid
objects in Bm(An) in terms of gentle algebras.
Theorem 3.8. Let G = kQ/I be a gentle algebra whose cycles are oriented and
relation-full. Then G is the endomorphism algebra of a connected maximal m-rigid
object in Bm(An), for some m,n > 1, if and only if it satisfies the following condi-
tions:
(i) There is no permitted thread whose both source and target have valency one.
(ii) If f is a forbidden path of length m + 1 which cannot be completed to a closed
forbidden thread, then s(f) or t(f) has valency one.
(iii) The length of every simple cycle is m+ 3.
(iv) Given x ∈ Q0 of valency two such that αβ ∈ I, where t(α) = x = s(β), there are
permitted threads p1, p2 with t(p1) = x = s(p2) and v(s(p1)) = v(t(p2)) = 1.
(v) If there is a forbidden thread f of length m+1 with v(t(f)) = 1 (resp. v(s(f)) =
1), then there is a permitted thread p such that s(p) = s(f) and v(t(p)) = 1 (resp.
t(p) = t(f) and v(s(p)) = 1).
(vi) There is no permitted thread p with: t(p) = t(f1), s(p) = s(f2), for some open
forbidden threads f1, f2 of lengths ℓ1, ℓ2, respectively, where ℓi > 2 and ℓ1 + ℓ2 >
m+ 2.
Proof. Suppose G is the endomorphism algebra of a connected maximal m-rigid object
T in Bm(An), for some n. Then G is the tiling algebra of a tiling with tiles as in
Proposition 2.7 satisfying conditions (1), (2) and (3) in Theorem 2.10.
Since vertices of Q of valency one correspond to short diagonals in the tiling, the
algebra G satisfies (i) due to condition (2). Condition (iii) is satisfied, because cycles
in Q correspond to closed tiles in the tiling, and by Proposition 2.7, closed tiles have
length m+ 3.
Now let f be a forbidden path in G of length m+ 1 which cannot be completed to
a closed forbidden thread. Then f is either a forbidden thread corresponding to a tile
of type (Tm+2) or there is an arrow α in Q1 such that fα or αf is a forbidden thread
corresponding to a tile of type (Tm+3). Either way, the source or the target correspond
to a short diagonal, meaning it has valency one. Hence (ii) is satisfied.
If a vertex has valency two with a relation, then it corresponds to the diagonal
bounding a tile of type (T ′1 ). Then condition (1) implies (iv).
Let f be a forbidden thread of length m+1 such that t(f) or s(f) has valency one.
Then f corresponds to a tile of type (Tm+2). The required permitted thread exists due
to condition (1). Hence, (v) is also satisfied.
Finally, suppose (vi) does not hold. By Lemma 3.5, we have a fan at vertex v,
say, and two tiles T1, T2, corresponding to f1 and f2, respectively, which satisfy the
following:
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• T1, T2 must be of type (Tki), with 3 6 ki 6 m + 2, since the fi are open,
v(s(f1)), v(t(f2)) > 2 and the length ℓi of fi is such that ki − 1 = ℓi > 2, for
i = 1, 2,
• T1 (resp. T2) have x := m + k1 − 2 (resp. x
′ := m + k2 − 2) isolated vertices.
In particular, T1 and T2 have at least m + 1 isolated vertices in their open
boundary.
• x+ x′ + 1 > 3m+ 1, since ℓ1 + ℓ2 > m+ 2.
Hence, (3) does not hold, a contradiction. Therefore, G satisfies conditions (i), . . . , (vi).
Conversely, let G be a gentle algebra such that cycles are oriented and relation-full
and conditions (i), . . . , (vi) are satisfied for some m > 1. By Proposition 3.2, G is a
tiling algebra. Let T be a tiling of a marked disc corresponding to G via the tiling
algorithm. Recall that open forbidden threads correspond to open tiles.
Claim 1: If f is an open forbidden thread of lengthm+2, then v(s(f)) = v(t(f)) = 1
Indeed, given an open forbidden thread f = α1 · · ·αm+2 of lengthm+2, we have that
v(s(α1)) = 1 or v(t(αm+1)) = v(s(αm+2)) = 1, by condition (ii). But v(t(αm+1)) > 2,
and so v(s(f)) = v(s(α1)) = 1.
Similarly, by condition (ii) we have v(s(α2)) = 1 or v(t(αm+2)) = 1. However,
v(s(α2)) > 2, and so v(t(f)) = v(t(αm+2)) = 1, which proves the claim.
Claim 2: The maximum length of an open forbidden thread in G is m+ 2.
Indeed, suppose f = α1 · · ·αℓ is an open forbidden thread of length ℓ > m +
3. By condition (ii), we have that the valency of s(α2) or t(αm+2) must be one, a
contradiction.
By claim 2, each open tile of T has at most length m + 3. Let T be an open tile
with length k, where 1 6 k 6 m+ 3.
If 2 6 k 6 m + 2 (resp. k = m + 3), add m + k − 2 (resp. m) isolated vertices in
the open boundary of T . For k = 1, add m − 1 (resp. 2m) isolated vertices in the
open boundary of T if the vertex in Q corresponding to the interior arc bounding T
has valency one (resp. two).
Due to claim 1 and conditions (ii) and (iii), we can easily deduce that the tiling T
is formed by tiles of types (Tk), with 1 6 k 6 m+ 3, (T
′
1 ) or (T
′
m+3).
By condition (i), there are no adjacent short diagonals in T. Hence (2) is satisfied.
The only cases where there are 2m consecutive isolated vertices are in tiles of type
(T ′1 ) or (Tm+2). In tiles of type (T
′
1 ), the bounding interior arc corresponds to a vertex
of valency 2, and the arrows incident with this vertex arise from the other tile incident
with the interior arc, and so there is a relation. By (iv), we have the short arcs
required in condition (1). In tiles of type (Tm+2), one of the short arcs is already a
bounding interior arc of the tile, and the existence of the other short arc is guaranteed
by condition (v). Hence T satisfies (1).
Finally, suppose T does not satisfy (3). As we have seen above, this would imply
that G does not satisfy (vi), a contradiction. 
4. Applications
In the final section of this article, we demonstrate some ways in which the nice
combinatorial presentation of the endomorphism algebras of connected maximal m-
rigid objects in Bm(An) can be used to get a better understanding of these algebras.
In the first subsection, we will relate them to (higher) cluster-tilted algebras of type
A, and in the remaining two subsections, we will study two homological properties,
namely Gorenstein dimensions and AG-invariance. We in fact study these latter two
properties in the more general framework of tiling algebras, before then applying the
results to our endomorphism algebras.
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4.1. Relationship with (m+1)-cluster-tilted algebras. Using the geometric model
of (m + 1)-cluster categories of type An from [3], we can view (m + 1)-cluster-tilted
algebras of type An as tiling algebras of a disc with (n+1)(m+1)+ 2 marked points,
whose tiles are (m+3)-gons (see [14]). In order to compare our endomorphism algebras
with these algebras, we need to recall the notion of a cut of a quiver.
Definition. [12] Let Q be a quiver and C the set of all full subquivers of Q given by
simple cycles. Any subset of the set of arrows lying in C is called a cut of Q.
Let A = kQ/I be a quotient of the path algebra of Q by an admissible ideal I.
An algebra is said to be obtained from A by a cut if it is isomorphic to a quotient
kQ/〈I ∪ C〉, where C is a cut of Q.
Proposition 4.1. Let T be a connected maximal m-rigid object in Bm(An) given by
the tiling T of Pn,m, and let AT be the corresponding endomorphism algebra. Denote
by nk the number of tiles in T of type (Tk), for each 1 6 k 6 m + 3, and by n
′
1 the
number of tiles in T of type (T ′1 ).
(1) If nm+3 = 0, then AT is an (m + 1)-cluster-tilted algebra of type An′, with
n′ = n+ x−4
m+1
, where x := (1−m)n′1 −
m+2∑
k=1
(2k − 4)nk.
(2) If nm+3 6= 0, then there is an (m + 1)-cluster-tilted algebra of type An′′, with
n′′ = n − nm+3 +
x−4
m+1
, and x as above, from which AT can be obtained via a
cut.
Proof. By Theorem 2.10, T is made of tiles of type (Tk), with 1 6 k 6 m + 3,
(T ′1 ) or (T
′
m+3). By changing the number of isolated vertices, we can make each tile
(except those of type (Tm+3)) into an (m+3)-gon. Indeed, each tile of type (Tk), with
1 6 k 6 m + 2 is a (2k +m − 1)-gon with m + k − 2 isolated vertices. Hence, if we
remove 2k − 4 of these isolated vertices (which means adding two vertices for k = 1),
the tile becomes an (m+3)-gon. Tiles of type (T ′m+3) are already (m+ 3)-gons, so no
changes need to be made to these. Finally, tiles of type (T ′1 ) are (2m + 2)-gons, and
so by removing m− 1 of their 2m isolated vertices, we obtain an (m+ 3)-gon.
If T has no tiles of type (Tm+3), then by altering the number of isolated vertices as
explained above, we get an (m+ 3)-angulation of an N -gon, where N := (n+ 1)(m+
1)− 2 − (m − 1)n′1 −
m+2∑
k=1
(2k − 4)nk. Note that N must be 2 modulo m + 1 (cf. [14,
Lemma 2.7]). Indeed, it can be written in the form (m+1)(n′ +1) + 2, where n′ is as
in the statement of the theorem.
Tiles of type (Tm+3) are (2m + 4)-gons, and so we would have to remove m + 1
isolated vertices from such a tile in order to convert it into an (m+ 3)-gon. However,
this is impossible since such a tile only has m isolated vertices. But it is easily seen
that this type of tile can be obtained from a closed (m+ 3)-gon by performing a cut,
followed by adding m isolated vertices in the open boundary. 
4.2. Gorenstein dimension. A gentle algebra G has finite injective dimension as
both a left and a right G-module (cf. [13]). This dimension is called the Gorenstein
dimension of G, and we denote it by Gdim(G). This concept took its inspiration from
commutative ring theory, and has been a subject of interest in cluster-tilting theory.
By applying a result of [13], we are now able to calculate the Gorenstein dimensions
of tiling algebras and, in particular, of the endomorphism algebras we consider. We
start by stating the result of [13] that we will apply, noting that a gentle arrow α in G
is an arrow for which there is no α0 such that α0α is a relation.
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Theorem 4.2. [13] Let G be a gentle algebra, and let n(G) be the maximum length of
a forbidden path starting with a gentle arrow, or zero if there are no gentle arrows.
(1) n(G) is smaller or equal to the number of arrows in G.
(2) If n(G) > 0, then G has Gorenstein dimension n(G).
(3) If n(G) = 0, then G has Gorenstein dimension at most one.
It was shown in [1, Theorem 2.7] that cluster-tilted algebras of type A have Goren-
stein dimension one. The following gives a further result in this direction, and can be
considered as a partial generalisation.
Lemma 4.3. Let T be a tiling of a marked disc with an open tile of length at least
two. Let k be the maximum length of an open tile of T, and let AT be the tiling algebra
associated to T. Then, Gdim(AT) = k − 1.
Proof. Because there is an open tile with at least two interior bounding arcs, T has
a gentle arrow. In fact, the forbidden threads of T starting with a gentle arrow
are precisely those arising from such tiles. Since the length of each such forbidden
thread is given by subtracting one from the length of the corresponding tile, we have
n(AT) = k − 1 > 1, and the result follows immediately by Theorem 4.2. 
We note that it is immediate from Theorem 4.2 that those tiling algebras not covered
by Lemma 4.3 have Gorenstein dimension at most one.
Corollary 4.4. Let T be a connected maximal rigid object in Bm(An), AT its endo-
morphism algebra and T the corresponding tiling.
If n = 2, then Gdim(AT ) = 0. If n > 3, then Gdim(AT ) = max{k | k >
1 and (Tk+1) is a tile of T}. In particular, 1 6 Gdim(AT ) 6 m+ 2.
Proof. Let n = 2. Then all summands of T correspond to short arcs, and since there
cannot be adjacent short arcs nor crossings, T has only one summand, and so AT is
of type A1. In this case, AT is self-injective, and so its Gorenstein dimension is zero.
Now suppose n > 3. Note that no connected maximal m-rigid objects correspond to
tilings consisting simply of tiles of types (T1), (T
′
1 ) and (T
′
m+3). The result then follows
from Lemma 4.3 and from the characterisation of the possible tiles. 
4.3. The AG-invariant of tiling algebras. The AG-invariant, introduced in [2], is
a derived invariant for gentle algebras, and is computed combinatorially via the quiver
and relations of the algebra. It consists of a set of ordered pairs generated by the
algorithm which follows this preliminary definition.
Definition. Let H be a permitted thread. We define the forbidden thread F ending
at t(H) from the opposite direction to H as follows:
Case 1: t(H) is the target of two arrows, α and β.
If α is the final arrow of H , then F is the forbidden thread whose final arrow is β.
Case 2: t(H) is the target of at most one arrow α.
If H does not contain α, then F is the forbidden thread whose final arrow is α.
Otherwise, F = ft(H) (the trivial forbidden thread on t(H)).
Given a forbidden thread F , we define the permitted thread H starting at s(F ) in
the opposite direction to F in a similar manner.
We now state the AG-invariant algorithm:
(1) Start with a permitted thread H0.
(2) To each permitted thread Hi, let Fi be the forbidden thread ending at t(Hi)
from the opposite direction to Hi.
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(3) To each forbidden thread Fi, let Hi+1 be the permitted thread starting at s(Fi)
in the opposite direction to Fi.
(4) Continue in this manner until the first permitted thread appears again, i.e.
Ha = H0. This gives rise to a pair (a, b), where b is the number of arrows used
in the forbidden threads Fi.
(5) Repeat this procedure until every permitted thread has appeared.
(6) For each oriented and relation-full cycle, associate a pair (0, c), where c is the
length of the cycle.
We note that the AG-invariant of a gentle algebra is independent of the choices of
(initial) permitted threads made in the algorithm.
Remark 4.5. [2, Remark 8] Let G be a gentle algebra with AG-invariant AG(G) :=
{(a1, b1), . . . , (ak, bk)}. Then
k∑
j=1
aj is the number of permitted threads, and coincides
with the number of open forbidden threads. Moreover,
k∑
j=1
bj is the number of arrows
of the quiver of G.
Recall that permitted threads of a tiling algebra correspond to fans in the tiling
(see Lemma 3.5). Given a fan at a marked point v, we shall denote the corresponding
permitted thread by pv. Recall also that forbidden threads come from tiles.
We will now describe the AG-invariant of a tiling algebra in terms of the tiling.
Similar ideas were used in [9, 10], where (m + 2)-angulations and surface algebras
(special cases of tiling algebras when the surface is a disc) were considered. But we
include the proof for the convenience of the reader.
Lemma 4.6. Let AT be the tiling algebra of a tiling T. Then, all the permitted threads
of AT appear in a single orbit arising from the AG-invariant algorithm. In particular,
there is precisely one ordered pair (a, b) for which a > 0.
Proof. We shall prove this lemma by induction on the number of tiles of T. If T has
two tiles, then AT is of Dynkin type A1, and the lemma is obvious.
Assume that the lemma holds for any tiling algebra AT′ whose tiling T
′ has r tiles.
Now, suppose T has r + 1 tiles, and let α1 be an arrow of AT. We know that
there is exactly one permitted thread p1 and exactly one forbidden thread f1 ∈ FAT
passing through α1. Suppose, without loss of generality, that s(α1) = s(f1) and write
f1 = α1α2 . . . αk. Let R be the corresponding tile. Let {vi, vi+1} be the diagonal
corresponding to s(αi), for each i = 1, . . . , k (noting of course that vk+1 = v1 if R is a
closed tile). Denote the region bounded by the diagonal {vi, vi+1}, but that does not
contain R, by Ri. Note that we can see each region Ri, together with the diagonal
{vi, vi+1}, as a tiling of a marked disc with fewer marked points. We can then modify
this tiling by adding a new boundary arc, joining vi and vi+1, such that the original
diagonal {vi, vi+1} becomes an interior arc. Denote this modified tiling by Ri, and the
corresponding tiling algebra by A
Ri
We can then write p1 = pα1p
′, where p is the permitted thread of A
R1
corresponding
to the fan at v2 in R1, and p
′ is the permitted thread of A
R2
corresponding to the fan
of v2 in R2.
By the induction hypothesis, we get a single orbit with all the permitted threads of
A
R2
, which can be written as: H20 = p
′, . . . , H2ℓ2 = pv3(in AR2), H
2
ℓ2+1
= H20 , and where
F 2ℓ2 = fs(p′). (We observe that the trivial forbidden thread fs(p′) exists in AR2 , but not
in AT.)
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Now, in AT, the orbit starting at H0 = p1 is such that F0 = F
2
0 and Hj = H
2
j , Fj =
F 2j , for 1 6 j 6 ℓ2 − 1 (and hence contains all of the permitted threads of AR2
that arise in T). In addition, we have Hℓ2 = H
2
ℓ2
α2H
3
0 , where H
3
0 is the permitted
thread in A
R3
corresponding to the fan at v3. With successive applications of the
induction hypothesis for A
R3
, . . . , A
Rk−1
, it follows that we can continue this orbit up
to and including Hℓ2+...+ℓk−1 = H
k−1
ℓk−1
αk−1H
k
0 (by which point all of the permitted
threads from A
R2
, . . . , A
Rk−1
which appear in T have already arisen), where Hk0 is the
permitted thread in A
Rk
corresponding to the fan at vk.
By a further application of the induction hypothesis, we have that all of the per-
mitted threads A
Rk
occur in a single orbit, which can be written as Hk0 , . . . , H
k
ℓk
=
pvk+1(in ARk), H
k
ℓk+1
= Hk0 , and where F
k
ℓk
= fs(Hk
0
).
Now, if R is open, then the fan at vk+1 in Rk is the same as the fan at vk+1 in
T, and so Hklk is a permitted thread of AT . In fact, Hℓ2+...+ℓk = H
k
ℓk
. We then have
Fℓ2+...+ℓk = f1, and that Hℓ2+...+ℓk+1 is the permitted thread of v1 in T, which coincides
with the permitted thread of v1 in R1. With a final application of the induction
hypothesis, we then get all the permitted threads of AT lying in R1, finishing with
the permitted thread of v2 in T, which is again our initial permitted thread H0. This
completes our orbit. The orbit we have obtained contains all of the permitted threads
in T, as required, as it contains all of the permitted threads in T that appear in
A
R1
, . . . , A
Rk
, as well as each permitted thread in T containing αi for i = 1, . . . , k.
If R is closed, then Hℓ2+...+ℓk = H
k
ℓk
αkpv1 , where pv1 is the permitted thread cor-
responding to v1 in R1. Again, with a final application of the induction hypothesis,
we then get all the permitted threads of AT lying in R1, finishing with the permitted
thread of v2 in T. We have thereby again obtained a single orbit which contains all of
the permitted threads of T. 
The proofs of the following corollaries follow immediately from Lemma 4.6 and
Remark 4.5.
Corollary 4.7. Let AT be the tiling algebra of a tiling T. The AG-invariant of AT is
as follows:
(1) There is an ordered pair (0, c) in AG(AT) if and only if there is a closed tile
in T with length c.
(2) There is only one ordered pair (a, b) in AG(AT) with a 6= 0. Moreover, a is the
number of open tiles in T, and
b =
∑
T open tile in T
(ℓ(T )− 1) = −a +
∑
T open tile in T
ℓ(T ).
Corollary 4.8. Let A be the endomorphism algebra of a connected maximal m-rigid
object in Bm(An), and T the corresponding tiling. Let nk, n
′
1, n
′
m+3 be the number of
tiles in T of types (Tk), (T
′
1 ), (T
′
m+3), respectively, where 1 6 k 6 m+ 3.
Then the AG-invariant of A is given by a sequence of n′m+3 ordered pairs of the
form (0, m + 3), together with an ordered pair (a, b), with a =
m+3∑
k=1
nk + n
′
1, and b =
m+3∑
k=1
(k − 1)nk.
In [9], the description of the AG-invariant of the algebras considered was via marked
points and the lengths of the open boundaries. In our set-up, we cannot describe the
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AG-invariant in terms of lengths of open boundaries, because different tiles, which give
rise to different numbers of arrows, can have open boundaries with the same length.
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