Our aim is to develop methodology for recognition of Internet portal users on the base of their browsing patterns. This is a classification task in which we have thousands values of decision attribute and objects are described by means of sequences of symbols. We develop feature selectors which make our task tractable. Since the behaviour usually does not distinguish users, we introduce user profiles which are clusters of indiscernible users. Then, we construct classifiers which assign descriptions of user behaviour to user profiles. We also derive quality measures specific for our task.
Introduction
Web traffic analysis is an area of still growing importance. The ability of determining which pages were displayed by the same user is crucial for this domain. Users are usually identified by the cookies technology. However, this method fails in many cases: user may delete cookie, use more than one computer etc. The only trace that allow us to identify user in such case is his behaviour -the similarity between sequences of Internet pages visited by user which we try to recognize with behaviour of known users.
The problem of user browsing pattern analysis and related to it problem of web log analysis have been broadly studied during last two decades. Early tools for World Wide Web usage mining and analysis were developed in late nineties (for ex. [1] ). They applied data mining algorithm in order to discover the most common traversal paths and groups of pages frequently visited together.
Subsequent systems introduced more sophisticated methodology to learn user's browsing patterns. For example [2] uses two types of learning classifier systems: a content-based classifier system for contents change patterns and an action-based classifier system for user's action patterns, while [3] identify and categorize users behavioural patterns to show how certain types of patterns could indicate navigational problems in a website and introduce a graphical representation of browsing patterns.
The task of web users clustering, which is related to the task of web users identification, was dealt with in various contexts. User profiles built using an unsupervised Web page clustering algorithms were used to characterize user ongoing activities and behaviour patterns 4 and to discover knowledge from users webpage navigation 5 . The other worth mentioning applications are dynamic text hyperlinking 6 and context-aware recommendation 7 . The most widespread methodologies are ontologybased profiling 8 or conceptual clustering 9 On the other hand 10 introduced a generalization-based clustering method was employed which first generalized the sessions and then applied a hierarchical clustering algorithm to find clusters in the generalized sessions.
Recently a large-scale study of online user behaviour was undertook 11 , which examined the extent to which pages of certain types are revisited by the same user over time, and the mechanisms by which users move from page to page, within and across hosts, and within and across page types.
In [13] the concept of support-interest was introduced, which is based on the assumption that visitor will backtrack if he do not find the information where they expect.
User behaviour patterns can be used in Ecommerce for the purposes of marketing strategies and product offerings, mass customization and personalization, and Web site adaptation 14 . Browsing patterns were used also for derivation of web page semantics: [15] derived semantic breakpoints of long browsing paths, using an iterative process.
Problem statement
In this paper we analyze browsing patterns in the context of the following case study: we are given an Internet portal that provides web pages. Each of them belongs to one of 20 thematic categories denoted by A, B, . . . , T * . User activity is reported as a sequence of category identifiers assigned to pages displayed by user. In order to compress the data, subsequent occurrences of the same category are represented as a pair which is composed out of category id and number of occurrences. Formally we denote such sequence as {c i , m i } n i=1 , where each c i ∈ C is a category id and m i is a number of its occurrences. We denote the set of all sequences by S .
We are given two tables. Each of them consists of two fields: user id and user activity. First table describe users' activity during first three weeks and the second one describe the activity during the fourth week. Our goal is to recognize user id on the basis of his activity in the fourth week, having given activities of all users during the first three weeks labeled by user ids. This is a classification task in which we have 4882 values of decision attribute (there are 4882 users) and objects are described by means of sequences.
However, the behaviour does not distinguish users, rather split them into clusters of indiscernible objects. As a consequence, the classifier should indicate a set of users indiscernible with the one whose description is given as a classifier input, rather than point a single user.
Formally, our task is described as follows: we are given a set of users U, a function g : U → S that describe user behaviour during the first three weeks. We are also given a multiset V of sequences generated by users during the fourth week. Our goal is to generate function f : V → P(U) that will be a classifier which indicates users indiscernible with the one who generated classified sequence.
For the purposes of classifier validation, we use a function h : U → S which describe user behaviour during the fourth week. h is the function approximated by classifier.
Data description and preprocessing
We analyze web traffic data from Polish web sites employing gemiusTraffic study. Data was acquired by Gemius company through the use of scripts, placed in code of the monitored web page. The scripts reported to the gemiusTraffic platform each Page View -event of displaying the monitored web page. Page Views were grouped into Visits -uninterrupted series of Page Views on a given web site executed by the same user.
This dataset was used as a subject of task in ECML/PKDD'2007 Discovery Challenge 16 . However the goal of that task was different that the one we pursue here. The problem objective was to predict user behaviour, while we are recognizing users on the basis of their behaviour.
The original dataset was composed out of two tables. First of them consisted of information about users: their country, operating system, browser, etc. This information is irrelevant for our task, so we did not use the first table.
Second table described users' activity in terms of Visits. It consisted of the following fields: user id, timestamp and sequences of categories of pages displayed during the Visit. For each user we have merged subsequent Visits into one sequence of Page Views. This operation significantly simplified the structure of data. According to our tests, the information about how Page Views are grouped into Visits is not helpful in our task.
Quality measures
Before we construct a classifier we must define measures of its quality. Our task is different from a typical classification problem, because of the large number of decision attribute values. That is why traditional quality measures 17 developed for classification tasks (such as accuracy) do not suit to our task.
The classifier indicates a set of users indiscernible with the one whose description is given as its input. Hence the quality measures should compare the set of users indicated by the classifier with the set of users indiscernible with a given one (the latter set we denote also as a set of relevant users).
For a single set of relevant users our task is similar to the problem of information retrieval: searching for documents relevant for a given query. In this case precision and recall are adequate quality measures. They can be seen as a measures of classifier exactness and completeness.
We define precision as a number of relevant users indicated by a classifier divided by the total number of users indicated by a classifier, and we define recall as the number of relevant users indicated by a classifier divided by the total number of relevant users.
Formally, let [u] denote a set of users indiscernible with u ∈ U (equivalence class of the indiscernibility relation). For a given classifier f and user u ∈ U we define precision and recall as follows:
where h(u) is a sequence generated by user u and f (h(u)) is a value calculated by classifier for this sequence. Now, we extend these measures on the sets of users. Since precision and recall are identical for indiscernible objects it is natural to state that
Precision and recall of sets that are sums of indiscernibility classes are weighted means of their values calculated separately for each indiscernibility class, i.e.,
where
On the other hand, values of precision and recall for sets of users should be an arithmetic mean of their values calculated for each user:
Now, we show that the above definitions are equivalent. Let X ⊂ U be such that
Precision and recall may be combined into a single measure called F-score which is their harmonic mean:
Apart from the above measures we will consider also average cluster size defined as
We assume that recall is the most important quality measure: high recall guarantee that the relevant user will be among users indicated by classifier. The second important measure is the cluster size: it tells us how many users will be on average indicated by classifier.
Feature selection
Users cannot be classified by classifier that simply receive sequences of Page Views as input data and tries to find dependence between user id and the sequence. The reason is that such classifier would have an infinite Vapnik-Chervonenkis dimension 18 , so it would not be learnable 19 .
In order to construct learnable classifier, we had to select relevant features from the original data. We accomplished this goal adaptively guessing how relevant information is encoded in data: we prepared and tested several features and, on the basis of tests results, we developed feature selectors described in this and the following sections.
We assume that user preferences did not change during four weeks covered by data. The reason for this assumption lies in the fact that four weeks is a very short period, so there is a small probability that user will change his preferences. On the other hand users behave pretty randomly so it is very hard to distinguish preference change from random noise.
As a consequence, categories that appear in sequence generated by a given user during first three weeks should be identical to those which he generated during fourth week. However, some rare categories may appear only in one sequence as a statistical noise. In order to eliminate such noise we introduce thresholds: we eliminate from sequence all categories that were viewed less then a given number of times.
For a given threshold t function a t : S → P(C ) selects features as follows:
a t generates a set of categories, such that user displayed more than t pages belonging to each of them. In order to avoid users described by empty feature set, the most frequent category is always added to the set. Table 1 . The most commons user profiles generated with threshold t = 30.
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Function a t generates indiscernibility classes, which may be interpreted as user profiles. The most common user profiles, generated with threshold t = 30, are presented in Table 1 . Size of profiles decreases exponentially, we have a few large clusters and many small ones: there are 245 profiles total. The number of categories in profiles is small, typical user visits pages belonging to 1, 2 or 3 categories.
We tested also alternative feature selection function b t : S → P(C )
It selects categories which are present in at least t percent of pages displayed by user.
Our feature selectors seek for information concerning the thematic categories in which user is interested. That is why, the order of visited pages is irrelevant and the number of pages belonging to a given category is important only in terms of being satisfying required threshold.
Classifier f simple=
Now, we construct a simple classifier which will test our features selectors.
Classifier f simple= is parametrized by thresholds t 1 and t 2 . It selects a set b t 1 (s) of categories which are present in at least t 1 percent of pages in input sequence and for each user u it selects a set b t 2 (g(u)) of categories which are present in at least t 2 percent of pages displayed by u during first three weeks. Then it returns a set of users for whom sets b t 1 (s) and b t 2 (g(u)) are identical. Formally, we define f simple= : V → P(U) as follows Table 2 presents test results for this classifier for selected recall values. We tested every possible combination of t 1 and t 2 with step 0.01 and we selected best classifiers with respect to a given recall. As we see the classifier is good for applications where need fairly high recall, small cluster size and large precision is needed. However it is impossible to obtain recall greater then 0.79. Note, that in order to obtain recall greater then 0.75 t 1 and t 2 were set above 0.5. It means that in this case classifier compares most common categories only.
Performance of an analogical classifier that selected features according to a t was inferior to f simple= Table 2 . Tests of f simple= classifier with feature selector b t , t 1 ,t 2 ∈ {0.00, 0.01, . . . , 0.80}. 
Classifier f simple⊆
The classifier f simple⊆ : V → P(U) selects a set a t (s) of categories which are present in at least t pages in input sequence. Then it returns set of users for whom set a t (s) is a subset of a set of categories of pages visited by this user during first three weeks. It is defined as: Performance of classifier f simple⊆ depends significantly on the number of categories present in cluster. Table 4 shows that large cluster size is a consequence of poor distinctive ability of classifier for users with small number of categories. On the other hand, for clusters specified by more than three categories, we observe decrease of recall. That is why, now, we will develop classifiers dedicated to clusters with a certain number of categories. Then we combine them into one classifier which will work with recall 0.9. 
Classification of sequences specified by one category
In this case we know that, during the fourth week, examined user displayed pages belonging to only one category. The only information that may help us to indicate such user is the percent of Page Views that belong to that category during the first three weeks of user activity. Let s be a sequence such that a 30 (s) is a singleton. Let t = (t A ,t B , . . . ,t T ). The classifier f t : V → P(U) is defined as:
In the definition above a 30 (s) = {c} means that c is the only category that appears in sequence s more than 30 times and c ∈ b t c (g(u)) means that more than t c percent of pages displayed by user u is labeled with category c. Table 5 presents optimal t and classifier quality for all one categorial clusters. As we can see each cluster has its own specific character: clusters differs in size, threshold value and precision. Some clusters are simple to classify while others (see P-cluster for example) are pretty hard. In general f t reduced average cluster size from 4276.1 to 1624.1 maintaining recall at the level 0.9. 
Classification of sequences specified by two categories
Consider the following sequences:
They consists of long periods of alternating occurrences of two categories. We observed that mosts of sequences have such structure. We recognize such periods when they have at least four occurrences and we replace recognized periods with new categories. Each occurrence of such new category is assigned with the number of Page Views equal to the sum of Page Views that appear in recognized period.
For example the above sequences are processed into:
CQC GQC, FG FQ, FG FI FG IF.
While classifying sequence specified by two categories (we will denote them as c 1 and c 2 ) we consider following features:
• the quantity of occurrence of c 1 category in sequence,
• the quantity of occurrence of c 2 category in sequence,
• the quantity of occurrence of c 1 c 2 category created from alternating occurrences of c 1 and c 2 .
We analyze performance of four classifiers:
Performance of f t,t and f t indicate that both quantity of single categories occurrences and quantity of alternating occurrences of categories carry important information. f t,t ∧t and f t,t ∨t tested possible combinations of this information. Tests show that f t,t ∨t classifier gives best results. A possible reason for such behaviour is that quantity of single categories occurrences is relevant feature for short sequences and quantity of alternating category occurrences is relevant for long sequences. So, these features operate on disjoint sets of sequences and should be connected by disjunction. Tables 6 and 7 presents optimal parameters and performance of f t,t ∨t classifier for clusters that have more then 10 users. Clusters have their own specific character similarly as single categorial clusters. For some of them, it was impossible to find recall greater then 0.9. Classifier reduced average cluster size from 3194.1 to 1714.0 maintaining recall at the level 0.9.
In order to avoid overfitting we used f simple⊆ only for clusters that have less then 11 users. 
Results
We define our ultimate classifier f combined as follows: for a given sequence, we select relevant categories using feature selector a 30 , then we check the number of categories in obtained set:
• if there is only one category, we classify sequence using f t classifier with parameters specified in Table 5;
• if there are two categories and this pair of categories is present in Table 6 , we classify sequence using f t,t ∨t classifier with parameters specified in Table 6 ;
• otherwise we classify sequence by means of f simple⊆ classifier.
Performance of f combined is presented in the Table 8 in comparison with other classifiers is presented. 
Future work
In future we plan to investigate the information carried in number of Page Views. Tests revealed that there exists a loose correlation between a total number of pages viewed by user during first three weeks and a number of pages that he displayed during fourth week. Randomness in sequences is an obstacle in finding arranged structures longer than two alternating symbols. However, low entropy of sequences suggests that it could be possible to recognize more complex patterns of user behaviour.
The phenomenon of alternating categories itself is also interesting and worth of further analysis.
