Characterization of tomographic reconstructions which commute with rigid motions  by Madych, W.R & Nelson, S.A
JOURNAL OF FUNCTIONAL ANALYSIS 46, 258-263 (1982) 
Characterization of Tomographic Reconstructions which 
Commute with Rigid Motions 
W. R. MADYCH AND S. A. NELSON 
Department of Mathematics, Iowa State University, Ames, Iowa 50011 
Communicated by Irving Segai 
Received December 11, 19X I 
This note considers linear reconstruction operators for parallel beam tomography 
when the number of radiographs is finite. It is shown that if such reconstructions 
are continuous and commute with rigid motions in an appropriate sense, then they 
must be representable as convolution operators with a polynomial kernel whose 
degree depends on the number of radiographs. 
1. INTRODUCTION 
This paper is concerned with linear reconstruction operators for parallel 
beam tomography when the number of radiographs is finite. The operators 
we consider are those which are continuous and commute with rigid motions 
in an appropriate sense. The commutativity condition means that if the 
object being radiographed is moved to another place in the field of view, then 
its tomographic reconstruction should exhibit the same motion. 
We show that such operators, 9, must be representable as convolution 
operators with a polynomial kernel. 
First, we outline the basic setup for parallel beam tomography in two 
dimensions (see [ 1 ] for an excellent survey). If f is a reasonable scalar 
valued function on the plane, R*, then the radiograph off in the direction of 
the unit vector u is the function, P,f, of one real variable defined by 
P” f(t) = I’_ f(tv + su) ds, 
cc 
where v denotes the unit vector obtained by rotating u by ninety degrees 
counterclockwise. If the n-tuple U = (u, ,..., u,) is a collection of directions, 
PC, f is the n-tuple of functions defined by 
PC/f = PUl.L PU”f 1. 
We say that U is a collection of distinct directions if the n lines, Li = (x: 
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(ui, x) = 0}, i = l,..., n, are distinct. Here (x, JJ) denotes the usual scalar 
product of two points, x and y, in the plane. The function f represents the 
density of the object being radiographed and is sometimes referred to as the 
phantom. As is customary, we assume that f is integrable and has support in 
some “field of view” which we take to be an open disk, L!,, of radius r 
centered at the origin. By a reconstruction algorithm, A, we mean a mapping, 
P, f + AP, f = S?L where 9f is a function defined on a,, which we refer to 
as the reconstruction off. 
Our results concern the nature of the mapping f- .!ZJ If this transfor- 
mation is linear and is both continuous and translation invariant in some 
reasonable sense, then based on classical results concerning operators which 
are translation invariant over the whole plane, it should not be too difficult 
to show that .9?f =g *J where g is some distribution and * denotes 
convolution. As it turns out, not only is the above true, but quite a bit can be 
said concerning the nature of g if f + 9Z’f is also rotation invariant. The 
precise statement is contained in the theorem below. 
An example of the type of continuity requirement which suffices to obtain 
the representation mentioned above is the following: 
(H,) The transformation f + 9f maps bounded functions 
into bounded functions and ]] 2f 11 < c 11 f I(, where 
c is a constant independent of J 
Here ]] f /] denotes the essential supremum of (f I over Q,. In particular, if f is 
a finite linear combination of indicator functions, then ]] f ]I is the maximum 
of the absolute value off over L?,. 
Although (H,) is probably general enough for most applications, our 
representation theorem can be obtained from the following, less restrictive, 
hypothesis: 
(Hi) If cp is in g(fln,) then .R~(x) is defined at 
every point, x, in 32,. Furthermore, 
lim nap ,Rq,(x) = 0, whenever x is in 0, and the 
sequence {rp,} converges to 0 in Q(Q,). 
Here g(J2,) denotes the set of infinitely differentiable functions with 
compact support in a,.. Also {q,) converges to 0 in %‘(L!,) if the support of 
every element in the sequence is contained in a common compact subset of 
0, and for every k, I = 0, 1,2,..., the sequence 8k+‘q,,/akx,8x, converges 
uniformly to 0 as n goes to cg. 
Given a point x in R2 the translation operator r,: f -+ r, f is defined by the 
formula t, f ( y) = f ( y - x). The fact that translation invariant operators are 
usually representable as convolutions is well known, for example, see [2]. 
Inconveniently, the mapping f + .%‘f can only be translation invariant in 
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some restricted sense. For example, even in the case when both the phantom 
and its translate, f and tX. are supported in Q, it is not reasonable to 
presuppose that S?r,f and r,B?f agree on all of Q,.. In fact, r,.%?f is only 
well defined on Q:, where 0: is the open disk with radius r and center x. A 
sense in which the mapping .R is translation invariant which seems quite 
reasonable from a practical viewpoint and which also suffices for our result 
is the following: 
(H,) If both a, and 7,~ are in a@,.) then 
.2?7,cp( y) = %o( y -x) for all y in 0, f? Qj!. 
If o denotes a rotation about the origin, namely, x + ox is a rotation of x 
about the origin, then the mapping p,: f +p, f is defined by p, f(x) = 
f(m-lx), where 0-l is the inverse of w. The class of all such rotations is 
denoted by P. We say that the transformation f -+ ,,Pf is rotation invariant if 
it satisfies 
(H3) .Rp,cp =p,.‘3?a, on Q, for all a, in G?(n,) and 
all rotations, w, in P. 
THEOREM 1. Suppose U is a family of n distinct directions, A is a 
reconstruction algorithm, 9f = AP,f, and the mapping f + 9?f is linear and 
satisfies (Hi), (H,), and (H,) for some r, r > 0. Then there is a radial 
polynomial, p, of degree no greater than 2(n - 1) such that 9~ = p * v, on 
Q, for all q~ in 6?3(Q,). 
Here p :t v, denotes the convolution of p with o, namely, 
P * v(x) = I’P(x -Y) V(Y) dy, 
where the integral is taken over J2,. 
Remarks (1). The proof of Theorem 1 will show that the polynomials p 
can be expressed as 
p(x)= + ,r, Pi(tviy x)>T 
where the unit vectors V, ,..., v, satisfy (vi, ui) = 0, i = l,..., n, and p ,,..., p,, 
are polynomials in one variable. Thus the operator A in Theorem 1 may be 
implemented in the usual way via the one variable convolutions pi * Puif: 
We have recently submitted for publication an article with a detailed 
analysis of this approach in the case when the directions are uniformly 
spaced. 
(2) For simplicity, we have restricted our exposition to two 
dimensions. However, our proofs make no use of this restriction and with 
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minor modifications our results extend to k-plane transforms in higher 
dimensions. In particular, the statement of the theorem remains unchanged 
when the transforms P,+ f + Pui f are the X-ray transforms in N dimensions, 
defined by 
Puif(x) = fm f(X + SUi) ds, 
--a, 
where ui is a unit vector in R, and x is a point in uf = ( y E R”: ( y, ui) = 0). 
(3) A more precise bound on the degree of the polynomial in 
Theorem 1 is possible with more information concerning the directions, U. 
Unfortunately such results are rather complicated and we felt that the tedious 
technical details needed to state and establish them would not only make this 
note too long, but would obscure the above theorem and elementary nature 
of its proof. We intend to publish the details to this remark together with 
those to Remark (2) elsewhere. 
2. DETAILS 
The proof of Theorem 1 depends on a theorem concerning the behavior of 
radial solutions to a certain differential equation. A description of this 
equation follows. 
Suppose U = (2.4, ,..., u,) is a collection of directions. The operator D, is 
the product of all the directional derivative operators determined by U, 
namely, D, = D,, ... D,,, where D,i, i = l,..., n, denotes the directional 
derivative operation in the direction ui. The differential equation is D, f = 0. 
We use the standard notation, 9Z’(G!,), to denote the class of distributions 
which is dual to g(Q,), see [2]. The symbols (f, 9) denote the result of 
evaluating f at 9, there should be no confusion with the scalar product in 
R*. A distribution in a’@,) is said to be radial if (&P,(D) = (f, ~0) for all 
w in P and all v, in 8(0,). 
THEOREM 2. Suppose .U is a collection of n directions and f is a radial 
distribution in 6Z?‘(Q,), r > 0. If DUf = 0 on I2, then f is a polynomial of 
degree no greater than 2(n - 1). 
Remark. An extension of the argument used to establish D’Alembert’s 
solution of the wave equation, shows that if the directions in Theorem 2 are 
distinct, then the polynomial f can be expressed as the sum of polynomials 
f, ,..., f,, where D,+ fi = 0, i = l,..., n. 
Proof of Theorem 2. First assume that f is infinitely differentiable on Q,. 
In this case we may write f(x) = g(]x]‘), where g is an infinitely differen- 
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tiable function of one real variable defined on the interval (0, r*). We will 
show that the nth derivative of g, g(“), is identically zero on this set. 
To see this, first observe that if 0 < 1x1 < r then 
D(,!f(X) = 2 g’“-qlx(*) h,-*j(x), 
j=O 
where m is the greatest integer less than or equal to n/2 and hnPlj is a 
polynomial of degree n - 2j, j= l,..., m. In particular, h,(x) = 2”(u,, x) *a* 
(u”, x). Now, fix t, 0 ( t < I, and substitute x = tyll y), where y is any non- 
zero vector, into Eq. (1). Multiplying the resulting expression by I y I” and 
using the facts that D, f = 0 and the h’s are homogeneous polynomials, we 
may write 
g(“)(P) t”h,( y) = --f g’“-j’(P) tn-*j I yp h,-,j( y). (2) 
j-1 
If g@‘)(t*) were not 0, then by (2), ( yl* would be a factor of the polynomial 
h,(y). Since h,, is a product of linear factors, we conclude that gcn’(t2) = 0. 
This implies that g is a polynomial of degree no greater than n - 1 and 
thus the desired result holds for J? 
Now suppose that f is any radial distribution in 93’(G,). Consider the 
function f, defined by f,(x) = f * oE, where v, is a radial function in G3(Q,) 
with mean value one and q,(x) = e-*o(s-ix). Note that f, is well defined on 
a T--E and is infinitely differentiable there. Since D,f,= (DUf) * cpE= 0, it 
follows that f, is a polynomial of degree no greater than 2(n - 1). Now, if 
0 < E < a0 and E converges’to zero, then f, converges to f in Q’(Q,-J. The 
polynomials of degree no greater than 2(n - 1) form a finite dimensional and 
hence closed subspace of g’(Q,-J. Thus f must coincide with a 
polynomial on R,-,O. Since co is arbitrary, the proof is complete. 
Before proceeding to the proof of Theorem 1, we recall from the 
introduction that Q: is the disk of radius I centered at x and note that the 
mapping r’,: q + r,rp can be regarded as an isomorphism of @(Q,) into 
a@:). We define the reflection operator u: rp -+ orp by the formula acp(x) = 
r&-x) and regard u as an isomorphism of g(Q;) into 9(0;x). Clearly 
as-,&y) = rp(x -y) and f * o(x) = (f, as-,o). Also note that f * rp is well 
defined whenever x is in .R,, f is in @‘(a,,.), and a, is in g(Q,). 
Proof of Theorem 1. The outline of the proof of this theorem is as 
follows: First we show that there is a distribution, f, in Q/(9*,) such that 
.Wrp =f * rp whenever o is in g&J,). Then we show that f satisfies the 
hypothesis of Theorem 2. 
If x is in 0, and (D is in Go consider the linear functional Fx: q~ -+ F,(q) 
defined by F,(cp)=.Rur-,rp(x). Since ut-,o is in 9(0,) it follows from 
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(Hi) that F, is a continuous linear functional on GZ(L!:) and hence there is a 
distribution, f’, in g’(fi;) so that Fx(p) = (f,, ~0). Thus, for every x in Q,. 
there is an f, in G?‘(G:) defined by (f,, p) = .Ror-,q(x). 
Now observe that if a, is in g(L?: f7 0:) then it follows from (HZ) that 
.Rr,aql(x) = .Rt,aq9( y). (3) 
Since t,ua) =urrXa), Eq. (3) implies that (f,,~) = (f,, cp) for all v, in 
D(a: n $2;). Also note that (J Q; = a,,, where the union is taken over all x 
in a,.. The principle of localization (for example, see [ 2, p. 3 151) now 
implies that there is an f in g’(fi,,) such that (f, q) = (f,, (o) whenever a, is 
in G?((.n:) and x is in Q,.. Furthermore observe that if x is in 0, and q is in 
G(L?,) then, again using the identity r,uq =urPX(4, we have f * (D(X) = 
.%4x>- 
We now show that f is radial. Using a partition of unity subordinate to 
the cover (Q::xE Q,}, we see that it suffices to show (f,p,q) = (A q) 
whenever o is in P, x is in a,, and (o is in @(QF). For such o, x, rp we have 
UT-6J.x P,(P =pwurmxa) and hence (.LP,v) = (f,,, P,(O) = .~P,~~-,v(~x) = 
.Rur_,p(x), where the last equality in the above string follows from (H,). 
Since .Rur_,cp(x) = (f, co), we conclude that f is radial. 
To complete the proof of Theorem 1 we need only show that D,, f = 0. To 
see this, observe that if a, is in Q(0,) then P,D,,y, = 0. Since the mappings 
p + P,p and rp + 9~ are both linear, it follows that A must be linear on the 
range of P,. In particular, AO=O. Hence, AP,,D,,cp=.ZD,,y, = f* D,,rp=O 
on Q,. Since the last equality holds for all v, in W(fin,), it follows that 
D,f= 0 on Q,,. 
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