A number of regions in the human brain are known to be involved in processing 10 natural scenes, but the field has lacked a unifying framework for understanding how these 11 different regions are organized and interact. We provide evidence from functional 12 connectivity and meta-analyses for a new organizational principle, in which scene 13 processing relies on two distinct networks that split the classically defined 14 Parahippocampal Place Area (PPA). The first network consists of the Occipital Place Area 15 (OPA/TOS) and posterior PPA, which contain retinotopic maps and are related primarily to 16 visual features. The second network consists of the caudal Inferior Parietal Lobule (cIPL), 17
Introduction 22
Natural scene perception has been shown to rely on a distributed set of cortical regions, 23
including the parahippocampal place area (PPA) (Epstein & Kanwisher, 1998) , 24 retrosplenial cortex (RSC) (O'Craven & Kanwisher, 2000) , and the occipital place area (OPA, 25 aka transverse occipital sulcus, TOS) (Hasson, Harel, Levy, & Malach, 2003; Nakamura et al., 26 2000) . More recent work has suggested that the picture is even more complicated, with 27 multiple subdivisions within PPA and the possible involvement of the parietal lobe 28 (Baldassano, Beck, & Fei-Fei, 2013) . Although there has been substantial progress in 29 understanding the functional properties of each of these regions and the differences 30 between them, the field has lacked a coherent framework for summarizing the overall 31 architecture of the human scene processing system. 32
33
There is a long history of proposals for partitioning the visual system into separable 34 components with different functions, such as spatial frequency channels (Campbell & 35 Robson, 1968) , what versus where/how pathways (Kravitz, Saleem, Baker, & Mishkin, 36 2011; Mishkin, Ungerleider, & Macko, 1983) , or magnocellular, parvocellular, and 37 koniocellular streams (Kaplan, 2004) . With respect to natural scene perception, one can 38 imagine at least two separable functions: processing the specific visual features present in 39 the current glance of a scene, and connecting that to the stable, high-level knowledge of 40 where the place exists in the world, what has happened here in the past, and what possible 41 actions we could take here in the future. For most cognitive and physical tasks we 42 undertake in real-world places, the specific visual attributes we perceive are just a means 43 to this end, of recalling and updating information about the physical environment; "the 44 essential feature of a landmark is not its design, but the place it holds in a city's memory" 45 (Muschamp, 2006) . The connection between place and memory has been recognized for 46 thousands of years, reflected in the ancient Greek "method of loci" that strengthens a 47 memory sequence by associating it with physical locations (Yates, 1966) . 48 49 Some previous work has begun to point to this type of organizing principle among scene 50 perception regions. Mapping functional connectivity differences between pairs of scene-51 sensitive regions has revealed some consistent distinctions, with some regions more 52 connected to visual cortex and others connected to parietal and medial temporal regions 53 (Baldassano et al., 2013; Nasr, Devaney, & Tootell, 2013) . Contrasting activity evoked by 54 perceptual categorization tasks compared to semantic retrieval tasks shows a similar 55 division between visual and higher-level cortex (Fairhall, Anzellotti, Ubaldi, & Caramazza, 56 2014) . These experiments, however, have all been targeted, hypothesis-driven 57 comparisons between regions with similar functional properties. It is unclear whether 58 these divisions are major organizing principles of the brain's connectivity networks, or 59 simply subtle differences within a single coherent scene-processing network. 60
61
To answer this question, we took a data-driven approach to identifying scene-sensitive 62 regions and clustering cortical connectivity. We first aggregate local high-resolution 63 resting-state connectivity information into spatially-coherent parcels (Baldassano, Beck, & 64 Fei-Fei, 2015), in order to increase signal to noise and obtain more interpretable units than 65 individual voxels. We then apply hierarchical clustering to show that there exists a natural 66 Results 84 Our primary dataset is a 1.8-billion element resting-state connectivity matrix distributed 85 by the Human Connectome Project (Van Essen et al., 2013), which estimates the timecourse 86 correlation between every pair of locations in the brain at 2mm resolution based on a 87 group of 468 subjects. Since we wish to understand the large-scale structure of visual 88 cortex, it is helpful to abstract away from individual voxels and study the functional and 89 connectivity properties of larger parcels. Rather than imposing a parcellation based on 90 specific regions of interest, we used a data-driven approach to produce spatially-coherent 91 parcels tiling the cortical surface in a way that retains as much information as possible 92 from the full connectivity matrix (Baldassano et al., 2015) . This parcellation consists of 172 93 regions across both hemispheres, each of which contains surface vertices that all have very 94 similar connectivity patterns with the rest of the brain. The connectivity matrix between 95 these 172 parcels captures more than 76% of the variance in the original connectivity 96 matrix, despite being dramatically smaller (by five orders of magnitude). A visualization of 97 this connectivity space is shown in Supplementary Figure 1 . 98 99 Clustering Parcels into Networks 100
To determine how these local parcels are organized into distributed networks, we 101 performed hierarchical clustering to group together parcels with high functional 102 connectivity (regardless of their spatial position). These networks are remarkably similar 103 between hemispheres (despite not being constrained to be symmetric), as shown in the 10-104 network clustering in Figure 1 . 105
Which of these networks are directly related to scene perception? We used data from a 106 standard localizer in a separate group of subjects to define group-level regions of interest 107 for scene-selective regions OPA, PPA, and RSC. We also anatomically identified cIPL as in 108 previous work, since this region has been shown to have functional connections to scene 109 regions (Baldassano et al., 2013) . 110
We found that these scene ROIs fell almost entirely onto two of the connectivity networks. 111 A posterior network (dark blue), overlapping OPA and posterior PPA, covered all of visual 112 cortex outside of an early foveal cluster. An anterior network (magenta), overlapping cIPL, 113 RSC, and anterior PPA, covered a parietal/medial-temporal network that includes anterior 114 temporal and orbitofrontal parcels. This corresponds to a portion of the known default 115 mode regions, with other default mode regions being grouped into a separate network 116 (green); a similar fractionation of the default mode has been proposed previously 117 (Andrews-Hanna, Reidler, Sepulcre, Poulin, & Buckner, 2010). 118
We note that this bifurcation into posterior and anterior scene networks occurs between 119 neighboring parcels in both dorsal and ventral regions; i.e. there is a rapid change in 120 connectivity profiles between OPA and cIPL and along the posterior-anterior axis of PPA. 121
To statistically evaluate (in individual subjects) the shift in network membership in the 122 dorsal parcels near OPA/cIPL, we measured functional connectivity between these parcels 123 and a reference parcel in the anterior network. According to our two-network hypothesis, 124 we predict increasing connectivity to this anterior-network reference parcel as we move 125 from posterior to anterior parcels within both the dorsal and ventral stream. In order to 126 avoid influences from local noise correlations, we selected the reference parcel to be the 127 parcel near RSC on the medial surface. Similarly, we measured connectivity between the 128 ventral parcels near PPA and a reference parcel on the opposite lateral surface (the most 129 anterior dorsal parcel, overlapping cIPL). 130
In both cases, we observed rapid increases in connectivity as we moved posterior to 131 anterior across the network boundaries ( Figure 2 ). Along the dorsal boundary, we see 132 significant increases in connectivity to the RSC parcel when moving from the first to the 133 second parcel (Left: t19=6.98, p<0.001; Right: t19=6.35, p<0.001; two-tailed paired t-test), 134 from the second to the third parcel (Left: t19=7.72, p<0.001; Right: t19=6.16, p<0.001), and 135 from the third to the fourth parcel (Right: t19=2.44, p=0.025). We observe a similar 136 significant (though less dramatic) increase in connectivity to the cIPL parcel when moving 137 from the first to the second PPA parcel (Left: t19=4.21, p<0.001; Right: t19=2.68, p=0.015) 138 and from the second to the third PPA parcel (Right: t19=3.03, p=0.007). Since the anterior scene-network overlaps with default mode regions, while the posterior 158 scene-network does not, we predict that the anterior network should be more related to 159 memory and navigation tasks that engage the hippocampus. To test this hypothesis, we 160 measured the functional correlation at rest between mean hippocampal activity and the 161 mean activity in each parcel within the posterior and anterior scene networks. As shown in 162 from the second to the third parcel (Right: t19=5.80, p<0.001). This elevated hippocampal 172 connectivity in the anterior network parcels is consistent with our hypothesis that the 173 anterior network is more closely related to navigation and memory. 174
175
We also investigated whether this effect was being driven by a subregion of the 176 hippocampus, by correlating the mean timecourse in both scene networks with the 177 timecourses of each posterior-to-anterior coronal slice of the hippocampus. Our results 178
show that the entire hippocampus is more strongly connected to the anterior scene-179 network than the posterior scene-network, but this difference is especially large in the 180 anterior hippocampus. To confirm this pattern of results, we divided the hippocampus into 181 posterior and anterior subregions at y=-21 (Zeidman, Mullally, & Maguire, 2015) and 182 correlated their mean timecourses with the two scene-network timecourses . This analysis 183 confirmed that the anterior network is more strongly connected to both posterior (t19=7.66, 184 p<0.001, two-tailed paired t-test) and anterior (t19=6.58, p<0.001) hippocampus, and that 185 this anterior-network connectivity is larger in anterior hippocampus (t19=3.29, p=0.004); a 186 repeated-measures ANOVA shows significant main effects of both hippocampal subregion 187 (F1,19=11.32, p=0.003) and scene network (F1,19=59.2, p<0.001), and an interaction 188 (F1,19=7.03, p=0.016). Note that both the anterior and posterior scene networks are closer 189 to posterior hippocampus, ruling out a distance-based explanation for this pattern of 190 results. 191 Comparison to Meta-analyses and Retinotopic Atlas 206
The connectivity results described thus far suggest a functional division for scene-related 207 regions, with some belonging to a posterior network and others belonging to an anterior 208 network. To assess the functional significance of these two networks, we ran two reverse-209 inference meta-analyses using the NeuroSynth tool (Yarkoni, Poldrack, Nichols, Van Essen, 210 & Wager, 2011). This system automatically extracts activation coordinates from many fMRI 211 studies (greater than 10,000 at the time of writing); given a particular set of studies, it can 212 identify voxels that are more likely to be activated in this set of studies relative to the full set 213 of studies. These voxels are therefore preferentially active in the query set compared to 214
general fMRI experiments. Based on the areas involved, we hypothesize that the posterior 215 network processes the current visual properties of the scene, whereas the anterior 216 network incorporates episodic memories and contextual aspects of the scene. Thus, in Fig.  217 4a, we compare meta-analyses for the query "scene" (47 studies) with the query "episodic 218 memory OR navigation OR past future" (125 studies). Along the parahippocampal gyrus, 219 we find that the visual scene activations tend to be posterior to the memory activations, 220 and that the transition point corresponds almost exactly to the division between our two 221 networks. Dorsally, we also observe a separation between the reverse inference maps, with 222 scene and memory activations falling into our two separate networks. Overall, voxels 223 significant only in the scene meta-analysis were concentrated in the posterior network 224 (66% in posterior network, 18% in anterior, 16% in other) while voxels significant only in 225 the memory/navigation meta-analysis were spread more widely across the cortex, but 226 were concentrated more in the anterior than posterior network (16% posterior, 42% 227 anterior, 42% other). Voxels significant in both the scene and memory/navigation meta-228 analyses tended to fall near the border between the two networks and divided roughly 229 equally between them (44% posterior, 53% anterior, 4% other). 230 231 Another prediction of our framework is that voxels whose activity is tied to specific 232 locations in the visual field (i.e. retinotopic) should, as clearly visual voxels, be present only 233 in the posterior scene network. In Figure 4b Ventrally, the posterior network covers VO1/2 (100% posterior, 0% anterior, 0% other), 239 PHC1 (98% posterior, 2% anterior, 0% other), and the peak of the probability distribution 240 for PHC2, which also extends slightly across the anterior network border (78% posterior, 241 22% anterior, 0% other). Laterally and dorsally, the posterior network includes most of the 242 LO1/2 and TO1/2 maps (82% posterior, 0% anterior, 17% other), V3a and V3b (96% 243 posterior, 0% anterior, 3% other), and IPS0-IPS5 (68% posterior, 4% anterior, 28% other), 244 with SPL1 being the only map falling substantially outside the networks we consider (18% 245 posterior, 2% anterior, 80% other). to this network as the posterior medial (PM) memory system, and proposed that it is 340 involved in any task requiring "situation models" relating entities, actions, and outcomes 341 (Ranganath & Ritchey, 2012) . 342
343
The network has strong functional connections to the hippocampus, which has been 344 implicated in a broad set of cognitive tasks involving "cognitive maps" for organizing 345 declarative memories, spatial routes, and even social dimensions ( The specific properties of anterior PPA have been less well-studied, since it was not 374 recognized as a separate region within the PPA until recently. It has been shown to be 375 driven more by high-level category information than spatial frequency content (Watson et 376 al., 2016) , to represent real-world locations (even from perceptually-distinct views) 377 (Marchette et al., 2015) , to encode object co-occurrences (Aminoff & Tarr, 2015) , and to 378 represent real-world physical scene size (Park et al., 2014) . Its representation of scene 379 spaciousness draws on prior knowledge about the typical size of different scene categories, 380 since it is affected by the presence of diagnostic objects (Linsley & Macevoy, 2014) . we created individual subject resting-state datasets by demeaning and concatenating their 489 four resting-state sessions. This data was used to statistically measure the robustness of 490 connectivity differences observed in the group-level data (i.e. Figs 2, 3b-d). We also 491 obtained these subjects' data from the HCP Working Memory experiment, in which they 492 observed blocks of stimuli consisting of faces, places, tools, or body parts. We collapsed 493 across the two memory tasks being performed by participants (target-detection or 2-back 494 detection). 495
496
To identify group-level scene localizers, we used data from a separate set of 24 subjects 497 scanned at Stanford University (see below). Each subject viewed blocks of stimuli from six 498 categories: child faces, adult faces, indoor scenes, outdoor scenes, objects (abstract 499 sculptures with no semantic meaning), and scrambled objects. Functional data were 500 acquired with an in-place resolution of 1.56mm, slice thickness of 3mm (with 1 mm gap), 501 and a TR of 2s; a high-resolution (1mm isotropic) SPGR structural scan was also acquired 502 to allow for transformation to MNI space. Full details of the localizer stimuli and acquisition 503 parameters are given in our previous work (Baldassano et al., 2013) . We generated a voxel-level functional connectivity matrix by correlating the group-level 521 eigenmaps for every pair of voxels and applying the arctangent function. We parcellated 522 this 59412 by 59412 matrix into contiguous regions, using a generative probabilistic model 523 (Baldassano et al., 2015) . This method finds a parcellation of the cortex such that the 524 connectivity properties within each parcel are as uniform as possible, making multiple 525 passes over the dataset to fine-tune the parcel borders. We set the scaling hyperparameter 526 ߪ ଶ = 3000 to produce a manageable number of parcels, but our results are similar for a 527 wide range of settings for ߪ ଶ (see Supplementary Fig. 2) . 528 529 Scene localizers 530 To identify PPA, RSC, and OPA, we deconvolved the localizer data from the 24 Stanford 531 subjects using the standard block hemodynamic model in AFNI (Cox, 1996) , with faces, 532 scenes, objects, and scrambled objects as regressors. The Scenes > Objects t-statistic was 533 used to define PPA (top 300 voxels near the parahippocampal gyrus), RSC (top 200 voxels 534 near retrosplenial cortex), and OPA (top 200 voxels near the transverse occipital sulcus). 535
The ROI masks were then transformed to MNI space, summed across all subjects, and 536 mapped to the closest vertices on the group cortical surface. The cluster denoting highest 537 overlap between subjects was then manually annotated. 538 539 Parcel-to-parcel and hippocampal functional connectivity 540
The 468-subject eigenmaps distributed by the HCP are approximately equal to performing 541 a singular value decomposition on the concatenated timecourses of all 468 subjects, and 542 then retaining the right singular values scaled by their eigenvalues . This 543 allows us to treat these eigenmaps as pseudo-timecourses, since dot products (and thus 544 correlations) between eigenmaps approximate the dot products between the original voxel 545 timecourses. Given a parcellation, we computed the group-level connectivity between a 546 pair of regions by taking the mean over all eigenmaps in each region, then correlating these 547 mean eigenmaps and applying the Fisher z-transform (hyperbolic arctangent). We 548 computed subject-level connectivity in the same way, using the resting-state timecourse for 549 each voxel rather than the eigenmap. 550
Connectivity between cortical parcels and the hippocampus was computed similarly, using 551 eigenmaps (for group data) or timecourses (for subject data) extracted from the 552 hippocampal volume data distributed by the HCP. In order to focus on hippocampal 553 connectivity differences among parcels, we used the mean gray timecourse regression 554 (MGTR) version of the group data and regressed out the global timecourse from the subject 555 data. 556 557 Multidimensional scaling and Network Clustering 558 The 172 by 172 parcel functional connectivity matrix was converted into a distance matrix 559 by subtracting every entry from the maximum entry. Classical multidimensional scaling 560 was applied to the distance matrix, and the first three dimensions were used to assign 561 voxels RGB colors (with each color channel scaled to span the full range of 0 to 255 along 562 each axis) and to plot parcels in a 3D space. We performed the same operation on each 563 subject-level matrix as well, and then aligned each subject's 3D pointcloud to the group 564 pointcloud using a procrustes transform. Hierarchical ward clustering (unconstrained by 565 parcel position) was also applied to the distance matrix to compute a hard clustering into 566 10 networks. 567 568 Meta-analysis and retinotopic field maps 569 Two reverse-inference meta-analyses were performed using the NeuroSynth website 570 (Yarkoni et al., 2011) . NeuroSynth is a set of open-source python tools for automatically 571 extracting data from fMRI studies and computing activation likelihood maps, and the 572 website hosts these tools (and associated datasets) for public use. Supplying a keyword 573 query will identify all studies in which that query appears frequently, and then analyzes the 574 activations reported in these queried studies. In addition to standard "forward inference" 575 maps giving the probability p(activation|query) that a voxel will be activated in these 576 studies, NeuroSynth generates "reverse inference" maps giving the probability 577 p(query|activation) that a voxel activation came specifically from this query set. Voxels 578 appearing the reverse inference map therefore appear more often in the query set relative 579 to the full set of (>10,000) fMRI studies in the database. This accounts for base rate 580 differences in how often activation is observed in different brain regions. Our meta-581 analyses can be viewed online at http://neurosynth.org/analyses/custom/dda0e003-efd0-582 4cfa/ and http://neurosynth.org/analyses/custom/9e6df59d-02df-4357/. 583 A volumetric group-level probabilistic atlas (Wang et al., 2014 ) was used to define 584 retinotopic field maps. We computed the total probability mass of each map that fell within 585 one of our two networks or in other regions of the cortex, and then normalized the sum of 586 the three values to 100%. For visualization, the probability that a voxel belongs to any field 587 map was computed as 1 − ∏ (1 − ‫‬ )
where ‫‬ is the probability that the voxel falls within 588 field map i. 589 590 Parcel scene selectivity 591 In order to validate that our group-level functional scene localizer (from the Stanford 592 subjects) properly identified scene-related parcels in the HCP subjects, we used data from 593 Working Memory experiment performed by the 20 HCP subjects. We first used a 594 hemodynamic model to associate timepoints within the working memory experiment with 595 specific stimulus categories. We labeled timepoints as corresponding to bodies, faces, 596 places, or tools by constructing a boxcar timecourse denoting when each stimulus category 597 was being displayed, convolving these indicators with the standard SPM hemodynamic 598 response function provided with AFNI (Cox, 1996) , rescaling the maximum value to 1, then 599 re-thresholding to a binary indicator. Effectively, this produced a shift of the stimulus 600 blocks by 5.55s to account for hemodynamic delay. The fMRI timecourses were cleaned by 601 regressing out movement (6 degree-of-freedom translation/rotation and derivatives) and 602
