Abstract Let p ∈ (1, ∞), q ∈ [1, ∞), s ∈ R and τ ∈ [0, 1 − 1 max{p,q} ]. In this paper, the authors establish the ϕ-transform characterizations of Besov-Hausdorff spaces BḢ s,τ p,q (R n ) and Triebel-Lizorkin-Hausdorff spaces FḢ s,τ p,q (R n ) (q > 1); as applications, the authors then establish their embedding properties (which on BḢ s,τ p,q (R n ) is also sharp), smooth atomic and molecular decomposition characterizations for suitable τ . Moreover, using their atomic and molecular decomposition characterizations, the authors investigate the trace properties and the boundedness of pseudo-differential operators with homogeneous symbols in BḢ s,τ p,q (R n ) and FḢ s,τ p,q (R n ) (q > 1), which generalize the corresponding classical results on homogeneous Besov and TriebelLizorkin spaces when p ∈ (1, ∞) and q ∈ [1, ∞) by taking τ = 0.
Introduction
To establish the connections between Besov and Triebel-Lizorkin spaces with Q spaces, which was an open problem proposed by Dafni and Xiao in [6] , Yang and Yuan [30, 31] introduced new classes of Besov-type spacesḂ s,τ p,q (R n ) and Triebel-Lizorkin-type spaceṡ F s,τ p,q (R n ), which unify and generalize the Besov spacesḂ s p,q (R n ), Triebel-Lizorkin spaceṡ F s p,q (R n ), Morrey spaces, Morrey-Triebel-Lizorkin spaces and Q spaces. We pointed out that the Q spaces on R n were originally introduced by Essén, Janson, Peng and Xiao [8] ; see also [6, 8, 27, 28] for the history of Q spaces and their properties.
Let p ∈ (1, ∞), q ∈ [1, ∞), s ∈ R and τ ∈ [0, the Triebel-Lizorkin spaceḞ s p,q (R n ) and the Hardy-Hausdorff space HH 1 −α (R n ), where HH 1 −α (R n ) was introduced in [6] and was proved to be the predual space of the space Q α (R n ) therein.
It is well known that the wavelet decomposition plays an important role in the study of function spaces and their applications; see, for example, [19, 20] and their references. Moreover, the ϕ-transform decomposition of Frazier and Jawerth [10, 11, 12] is very similar in spirit to the wavelet decomposition, which is also proved to be a powerful tool in the study of function spaces and boundedness of operators, and was further developed by Bownik [3, 4] . In this paper, we establish the ϕ-transform characterizations of the spaces BḢ s,τ p,q (R n ) and FḢ s,τ p,q (R n ); via these characterizations, we also obtain their embedding properties (which on BḢ s,τ p,q (R n ) is also sharp), smooth atomic and molecular decomposition characterizations for suitable τ . Moreover, using their atomic and molecular decomposition characterizations, we investigate the trace properties and the boundedness of pseudo-differential operators with homogeneous symbols (see [16] Recall that the study of pseudo-differential operators with non-homogeneous symbols on non-homogeneous Besov and Triebel-Lizorkin spaces using ϕ-transform arguments was started by Torres [23, 24] ; the results in [16] are based on these works. See also those articles for other references to previous work on pseudo-differential operators on Triebel-Lizorkin spaces using more classical methods. We will concentrate here on ϕ-transform arguments.
To recall the definitions of BḢ s,τ p,q (R n ) and FḢ s,τ p,q (R n ) in [30, 31] , we need some notation. Let S(R n ) be the space of all Schwartz functions on R n . Following Triebel's [25] , set
R n ϕ(x)x γ dx = 0 for all multi-indices γ ∈ (N ∪ {0}) n and use S ′ ∞ (R n ) to denote the topological dual of S ∞ (R n ), namely, the set of all continuous linear functionals on S ∞ (R n ) endowed with weak * -topology. Recall that S ′ (R n )/P(R n ) and S ′ ∞ (R n ) are topologically equivalent, where S ′ (R n ) and P(R n ) denote, respectively, the space of all Schwartz distributions and the set of all polynomials on R n .
For each cube Q in R n , we denote its side length by ℓ(Q), its center by c Q , and set j Q ≡ − log 2 ℓ(Q). For k = (k 1 , · · · , k n ) ∈ Z n and j ∈ Z, let Q jk be the dyadic cube {(x 1 , · · · , x n ) : k i ≤ 2 j x i < k i + 1 for i = 1, · · · , n} ⊂ R n , x Q be the lower left-corner 2 −j k of Q = Q jk , D(R n ) ≡ {Q jk } j, k and D j (R n ) ≡ {Q ∈ D(R n ) : ℓ(Q) = 2 −j }. When dyadic cube Q appears as an index, such as Q∈D(R n ) and {·} Q∈D(R n ) , it is understood that Q runs over all dyadic cubes in R n .
For x ∈ R n and r > 0, we write B(x, r) ≡ {y ∈ R n : |x − y| < r}. Next we recall the notion of Hausdorff capacities; see, for example, [1, 29] . Let E ⊂ R n and d ∈ (0, n]. The d-dimensional Hausdorff capacity of E is defined by
where the infimum is taken over all covers {B(x j , r j )} ∞ j=1 of E by countable families of open balls. It is well-known that H d is monotone, countably subadditive and vanishes on empty set. Moreover, the notion of H d can be extended to d = 0. In this case, H 0 has the property that for all sets E ⊂ R n , H 0 (E) ≥ 1, and H 0 (E) = 1 if and only if E is bounded.
For any function f : R n → [0, ∞], the Choquet integral of f with respect to H d is defined by
This functional is not sublinear, so sometimes we need to use an equivalent integral with respect to the d-dimensional dyadic Hausdorff capacity H d , which is sublinear; see [29] (also [30, 31] ) for the definition of dyadic Hausdorff capacities and their properties. Set R n+1 + ≡ R n × (0, ∞). For any measurable function ω on R n+1 + and x ∈ R n , we define its nontangential maximal function N ω(x) by setting N ω(x) ≡ sup |y−x|<t | ω(y, t)|.
In what follows, for any ϕ ∈ S(R n ), we use Fϕ to denote its Fourier transform, namely, for all ξ ∈ R n , Fϕ(ξ) = R n e −iξx ϕ(x) dx. For all j ∈ Z and x ∈ R n , let ϕ j (x) ≡ 2 jn ϕ(2 j x). For any p, q ∈ (0, ∞], let (p ∨ q) ≡ max{p, q}; and for any t ∈ [1, ∞], we denote by t ′ the conjugate index, namely, 1/t + 1/t ′ = 1.
We now recall the notions of BḢ Definition 1.1. Let ϕ ∈ S(R n ) such that supp Fϕ ⊂ {ξ ∈ R n : 1/2 ≤ |ξ| ≤ 2} and Fϕ never vanishes on {ξ ∈ R n : 3/5 ≤ |ξ| ≤ 5/3}. Let p ∈ (1, ∞) and s ∈ R.
(
where ω runs over all nonnegative Borel measurable functions on R n+1 + such that
and with the restriction that for any j ∈ Z, ω(·, 2 −j ) is allowed to vanish only where
where ω runs over all nonnegative Borel measurable functions on R n+1 + such that ω satisfies (1.1) and with the restriction that for any j ∈ Z, ω(·, 2 −j ) is allowed to vanish only where ϕ j * f vanishes.
To simplify the presentation, in what follows, we use AḢ
, then it will be understood tacitly that q ∈ (1, ∞). It was proved in [30, Proposition 5.1] and [31, Section 6] that the space AḢ s,τ p,q (R n ) is independent of the choices of ϕ. We also remark that when τ = 0, then BḢ
, which is the predual space of Q α (R n ).
We now recall the notions of Besov-type spacesḂ s,τ p,q (R n ) and Triebel-Lizorkin-type spacesḞ (i) If p ∈ (0, ∞], the Besov-type spaceḂ
with suitable modifications made when p = ∞ or q = ∞.
(ii) If p ∈ (0, ∞), the Triebel-Lizorkin-type spaceḞ
with suitable modifications made when q = ∞.
Similarly, we useȦ 
. This result partially extends the well-known dual results on Besov spaces, Triebel-Lizorkin spaces and the recent result that (
We remark that when τ = 0, thenḂ [30, Corollary 3.1] . It was proved in [22] that Besov-Morrey spaces in [21] are proper subspaces ofḂ s,τ p,q (R n ) and that Triebel-Lizorkin-Morrey spaces in [21] are special cases ofḞ s,τ p,q (R n ). It was also proved in [21] that Morrey spaces are special cases of Triebel-Lizorkin-Morrey spaces. The ϕ-transform characterizations, embedding properties, smooth atomic and molecular decomposition characterizations ofȦ s,τ p,q (R n ) were obtained in [31] , which were further applied in [22] to establish their trace properties and the boundedness of pseudodifferential operators with homogeneous symbols inȦ s,τ p,q (R n ). In Section 2 of this paper, we establish the ϕ-transform characterizations (see Theorem 2.1 below) and embedding properties (Proposition 2.2 below) of AḢ s,τ p,q (R n ). In particular, we show, in Proposition 2.3 below, that the embedding property of BḢ s,τ p,q (R n ) is sharp. Using these ϕ-transform characterizations, in Section 3 below, we obtain the boundedness of almost diagonal operators and the smooth atomic and molecular decomposition characterizations of AḢ s,τ p,q (R n ). As applications of these decomposition characterizations, in Section 4 of this paper, we investigate the trace properties (see Theorem 4.2 below) and the boundedness of pseudo-differential operators with homogeneous symbols in AḢ s,τ p,q (R n ) (see Theorem 4.1 below). We pointed out that the method used in the proof of Theorem 4.1 comes from [14, 9, 23, 24, 16] .
Notice that the spaces AḢ s,τ p,q (R n ) are only known to be quasi-normed spaces so far due to the infimum on ω appearing in their definitions, which satisfies the condition (1.1). This brings us some essential difficulties, comparing with the methods used in [31, 22] for the spacesḂ
To overcome these new difficulties, we use the Aoki theorem (see [2] and the proof of Theorem 3.1 below) and establish some subtly equivalent characterizations on the Hausdorff capacity (see Lemmas 2.4, 3.1 and 4.1 below). These characterizations on the Hausdorff capacity are geometrical, whose proofs are constructive and invoke some covering lemmas. Propositions 2.2 and 2.3 and Theorem 3.1 below reflect the differences between the spaces BḢ s,τ p,q (R n ) and FḢ s,τ p,q (R n ) and the spacesḂ
p,q (R n ); see also Remarks 2.3 and 3.1 below.
Finally, we make some conventions on notation. Throughout the whole paper, we denote by C a positive constant which is independent of the main parameters, but it may vary from line to line. The symbol A B means that A ≤ CB. If A B and B A, then we write A ∼ B. If E is a subset of R n , we denote by χ E the characteristic function of E. For all Q ∈ D(R n ) and
The ϕ-transform characterizations
In this section, we establish the ϕ-transform characterizations of the spaces AḢ s,τ p,q (R n ) in the sense of Frazier and Jawerth; see, for example, [10, 11, 12, 13] . We begin with the definition of the corresponding sequence space of AḢ
where the infimum is taken over all nonnegative Borel measurable functions ω on R n+1 + such that ω satisfies (1.1) and with the restriction that for any j ∈ Z, ω(·, 2 −j ) is allowed to vanish only where
(ii) If q ∈ (1, ∞) and τ ∈ [0, 1 (p∨q) ′ ], the sequence space fḢ s,τ p,q (R n ) is then defined to be the set of all t = {t Q } Q∈D(R n ) ⊂ C such that
where the infimum is taken over all nonnegative Borel measurable functions ω on R n+1 + with the same restrictions as in (i).
Similarly, in what follows, we use aḢ
, then it will be understood tacitly that q ∈ (1, ∞). We remark that · aḢ s,τ p,q (R n ) is a quasi-norm, namely, there exists a nonnegative constant ρ ∈ [0, 1] such that for all t 1 , t 2 ∈ aḢ s,τ p,q (R n ),
In fact, without loss of generality, we may assume that
For each l ∈ Z, we choose a ball covering {B(x jl , r jl )} j of E l that almost attains H nτ a (E l ) : Let ϕ be as in Definition 1.1. For all x ∈ R n , set ϕ(x) ≡ ϕ(x). Then by [13, Lemma (6.9) ], there exists a function ψ ∈ S(R n ) such that supp Fψ ⊂ {ξ ∈ R n : 1/2 ≤ |ξ| ≤ 2}, Fψ never vanishes on {ξ ∈ R n : 3/5 ≤ |ξ| ≤ 5/3} and that for all ξ ∈ R n , j∈Z F ϕ(2 −j ξ)Fψ(2 −j ξ) = χ R n \{0} (ξ). Furthermore, we have the following Calderón reproducing formula which asserts that for all f ∈ S ′ ∞ (R n ),
Now we recall the notion of the ϕ-transform; see, for example, [10, 11, 12, 13] .
The ϕ-transform S ϕ is defined to be the map taking each f ∈ S ′ ∞ (R n ) to the sequence
(ii) The inverse ϕ-transform T ψ is defined to be the map taking a sequence
To show that T ψ is well defined for all t ∈ aḢ s,τ p,q (R n ), we need the following conclusion.
Proof. By similarity, we only consider the space bḢ
where and in what follows, for all M ∈ Z + and ϕ ∈ S(R n ), we set ϕ
Choose a Borel function ω that almost attains the infimum in Definition 2.1 (i). That is, ω is a function on R n+1 + satisfying (1.1) as well as
, by Hölder's inequality and (2.3), we have
Recall that as a special case of [4, Lemma 2.11], there exists a positive constant L 0 such that for all j ∈ Z,
see also [4, (3.18) ]. Using (2.4), (2.6) and (2.5), we conclude that
which completes the proof of Lemma 2.1. Now we are ready to present our main result of this section.
To prove Theorem 2.1, we need some technical lemmas. For a sequence
The following estimate is crucial in that this corresponds to the maximal operator estimate.
Lemma 2.2. Let s, p, q, τ be as in Theorem 2.1 and λ ∈ (n, ∞) be sufficiently large. Then there exists a positive constant C such that for all t ∈ aḢ
p,q (R n ) being trivial, we only need to concentrate on t * p∧q,λ aḢ
. Also, by similarity, we only consider the spaces bḢ
We choose a Borel function ω as in the proof of Lemma 2.1. For all cubes Q ∈ D j (R n ) and m ∈ N, we set
For all m ∈ Z + and (x, s) ∈ R n+1 + , we set
where and in what follows, ⌊s⌋ denotes the maximal integer no more than s. By the argument in [30, Lemma 5.2], we know that ω m still satisfies (1.1) modulo multiplicative constants independent of m. Also it follows from the definition of ω m that for all x ∈ Q, y ∈ P with P ∈ A m (Q), ω(y,
. For all r ∈ (0, ∞) and a ∈ (0, r), using this estimate and the monotonicity of l a/r , we obtain that for all x ∈ Q,
, where HL denotes the Hardy-Littlewood maximal operator on R n . For all m ∈ Z + , set t * ,m
, where ρ is a nonnegative constant as in (2.1). By (2.1), the previous pointwise estimate and the L p a (R n )-boundedness of HL, we obtain
which completes the proof of Lemma 2.2.
We have the following conclusion, whose proof is similar to [12, Lemma 2.5] and we omit the details.
Lemma 2.3. Let s, p, q, τ be as in Theorem 2.1 and γ ∈ Z + be sufficiently large. Then there exists a constant C ∈ [1, ∞) such that for all f ∈ AḢ s,τ p,q (R n ),
. With the Calderón reproducing formula (2.2), Lemmas 2.2 and 2.3, the proof of Theorem 2.1 follows the method pioneered by Frazier and Jawerth (see [12, pp. 50-51] ); see also the proof of [5, Theorem 3.5] . We omit the details.
Recall that the corresponding sequence spacesȧ
were defined as follows. Definition 2.3. Let s ∈ R, q ∈ (0, ∞] and τ ∈ (0, ∞). The sequence spaceȧ
We now establish the duality between aḢ
, which is used in Sections 3 and 4 below. In what follows, for any quasi-Banach spaces B 1 and B 2 , the symbol B 1 ֒→ B 1 means that there exists a positive constant C such that for all f ∈ B 1 , then f ∈ B 2 and f B 2 ≤ C f B 1 .
Proposition 2.1. Let s, p, q, τ be as in Theorem 2.1. Then (aḢ
defines a continuous linear functional on aḢ s,τ p,q (R n ) with operator norm no more than a constant multiple of t ȧ
is no more than a constant multiple of the operator norm of L.
Proof. We only consider the spaces bḢ s,τ p,q (R n ) because the assertion for fḢ 
which implies thatḃ
Fix P ∈ D(R n ) and a ∈ R. For j ≥ j P , let X j be the set of all Q ∈ D j (R n ) satisfying Q ⊂ P and let µ be a measure on X j such that the µ-measure of the "point" Q is |Q|/|P | τ a . Also, let l q P denote the set of all {a j } j≥j P ⊂ C with {a j } j≥j P l q P ≡ (
It is easy to see that the dual space of l [25, p. 177] . Via this observation and the already proved conclusion of this proposition, we see that
.
To finish the proof of this proposition, it suffices to show that
√ nℓ(P )) and ω be as in the proof of [30, Lemma 4 .1] associated with B, then ω satisfies (1.1) and for all x ∈ P and j ≥ j P , [ω(
We then obtain that
which completes the proof of Proposition 2.1. 
Proof. By Theorem 2.1 and similarity, it suffices to prove the corresponding conclusions on sequence spaces fḢ s,τ p,q (R n ), namely, to show that t fḢ
this is a classic conclusion on Triebel-Lizorkin spaces. In the case when τ > 0, we have (
and
For all (x, t) ∈ R n+1 + , we set ω(x, s) ≡ sup{ω(y, s) : y ∈ R n , |y − x| < √ ns}. Then by the argument in [30, Lemma 5.2], we know that a constant multiple of ω also satisfies (2.7). Since (p 0 ∨ r) ′ ≤ (p 1 ∨ q) ′ , Remark 2.1(i) tells us that ω satisfies 
see [12, p. 38] for the definition of the sequence spacesḟ s p,q (R n ). Therefore, t fḢ
, which completes the proof of Proposition 2.2.
When τ = 0, Proposition 2.2 recovers the corresponding results onḂ s p,q (R n ) anḋ F s p,q (R n ) in [25, p. 129] , which are known to be sharp; see [26, p. 207] . At the end of this section, we further show that the restriction that τ (p 0 ∨ q) ′ = τ (p 1 ∨ q) ′ in Proposition 2.2(i) is also sharp. To see this, we need the following geometrical observation on the Hausdorff capacity.
is an increasing sequence of natural numbers satisfying that A 1 ≥ 10 and for all j, l ∈ N,
Let us prove the reverse inequality. To this end, let us first notice the following geometric observation that when a ball B ≡ (x B , r B ) intersects E j and E j+l for some j, l ∈ N, then 2B engulfs E j , E j+1 , · · · , E j+l . Thus, 4r B is greater than A j+l − A j and hence,
Therefore, instead of using B we can use B((A j , 0, · · · , 0), n), · · · , B((A j+l , 0, · · · , 0), n) to cover E j and E j+l . Notice that {B((A j , 0, · · · , 0), n)} ∞ j=1 are disjoint. Based on these observations, without loss of generality, we may assume, in estimating H d (∪ ∞ j=1 E j ), that each ball in the ball covering meets only one E j . From this, it is easy to follow that
, which completes the proof of Lemma 2.4.
Proof. For the Besov-Hausdorff space, let us minimize
under the condition (1.1). By the definition of t j and the assumption on ω in Definition 2.1, we may assume that
. Also, by an observation similar to [31, Lemma 6.2], we can replace ω with the maximal function ω given by ω(x, 2 −k ) ≡ sup y∈Q k,x ω(y, 2 −k ), where k ∈ {1, · · · , j} and Q k,x ∈ D k (R n ) is a unique cube containing x. This construction implies that ω equals a constant on Q 0,(A k ,0,··· ,0) for each k ∈ {1, · · · , j}, namely, ω(·, 2 −k ) ≡ α k χ Q 0,(A k ,0,··· ,0) . Notice that if N ω(x) = 0, then x ∈ B((A k , 0, · · · , 0), n) for some k ∈ {1, · · · , j}. This combined with Lemma 2.4 yields that
On the other hand,
In summary (modulo a multiplicative constant), we need to minimize (
This can be achieved as follows : By using the geometric mean, we have
For Triebel-Lizorkin-Hausdorff space, similarly to the above arguments, we see that
Applying the geometric mean again, we have 
Proof. By similarity, we only consider the Besov-Hausdorff space. Let t j be as in Lemma 2.5 with s, p replaced, respectively, by s 0 and p 0 . Since s 0 − n/p 0 = s 1 − n/p 1 , by Lemma 2.5, we have t j bḢ 
This finishes the proof of Proposition 2.3. 
Smooth atomic and molecular decompositions
We begin with considering the boundedness of almost diagonal operators on aḢ s,τ p,q (R n ), which is applied to establish the smooth atomic and molecular decomposition characterizations of AḢ s,τ p,q (R n ). We remark that the corresponding results inȧ
were already obtained in [31, Section 4] .
An operator A associated with a matrix {a QP } Q,P ∈D(R n ) , namely, for all sequences
We remark that any ε-almost diagonal operator on aḢ s,τ p,q (R n ) is also an almost diagonal operator introduced by Frazier and Jawerth in [12] with J ≡ n. Moreover, Frazier and Jawerth proved that all almost diagonal operators are bounded onḃ s p,q (R n ) andḟ s p,q (R n ), which are the corresponding sequence spaces ofḂ s p,q (R n ) andḞ s p,q (R n ); see [11, 12, 13] . These results when p ∈ (1, ∞) and q ∈ [1, ∞) are generalized into the following conclusions.
To prove this theorem, we need some technical lemmas.
is a countable collection of balls. Define
Then there exists a positive constant C, independent of Ω, {B j } ∞ j=1 and d, such that
Proof. The first inequality is trivial. We only need to prove the second one. Without loss of generality, we may assume sup j∈N R j < ∞. By the well-known (5r)-covering lemma (see, for example, [7, Theorem 2.19] ), there exists a subset J * of N such that ∪ ∞ j=1 (3B j ) ⊂ ∪ j∈J * (15B j ) and χ j∈J * χ (3B j ) ≤ 1. Furthermore, by its construction, if B j ′ , j ′ ∈ N, intersects B j for some j ∈ J * , we have that (3B j ′ ) ⊂ (15B j ).
Let {B(x k , r k )} k∈N be a collection of balls such that Ω ⊂ ∪ ∞ k=1 B(x k , r k ) and
which further yields that
On the other hand, we have
As a result, we conclude that {B(x k , 46r k )} k∈K 1 ∪ {15B j } j∈J * ∩J 2 is the desired covering of Ω and hence,
which completes the proof of Lemma 3.1.
Applying Lemma 3.1, we have the following conclusion.
Lemma 3.2. Let β ∈ [1, ∞), λ ∈ (0, ∞) and ω be a nonnegative Borel measurable function on R n+1 + . Then there exists a positive constant C, independent of β, ω and λ, such that
where N β ω(x) ≡ sup |y−x|<βt ω(y, t).
Proof. Observe that
and that {x ∈ R n : N β ω(x) > λ} = t∈(0,∞) y∈R n ω(y,t)>λ
B(y, βt).
By the Linderöf covering lemma, there exists a countable subset {B l } ∞ l=0 of {B(y, t) : t ∈ (0, ∞), y ∈ R n satisfying ω(y, t) > λ} such that {x ∈ R n : N β ω(x) > λ} = {∪ ∞ l=0 (βB l )} and {x ∈ R n : N ω(x) > λ} ⊃ (∪ ∞ l=0 B l ). By Lemma 3.1, it suffices to prove that
) and that B * k engulfs B l whenever they intersect, where r B * k denotes the radius of B * k . Therefore, βB * k engulfs βB l whenever they intersect and {x ∈ R n :
which completes the proof of Lemma 3.2.
As an immediate consequence of Lemma 3.2, we have the following result.
and ω be a nonnegative measurable function on R n+1 + . Define ω β (x, t) = sup y∈B(x,βt) ω(y, t). Then there exists a positive constant C such that
Now we turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. By similarity, we only consider fḢ s,τ p,q (R n ). Similarly to the proof of [31, Theorem 4.1] , without loss of generality, we may assume s = 0, since this case implies the general case.
By the Aoki theorem (see [2] ), there exists a κ ∈ (0, 1] such that · κ fḢ 0,τ
Thus, we have
Let ω be a nonnegative Borel measurable function satisfying (1.1) and
, y ∈ P with P ∈ A m,i (Q) and i ≤ j. Moreover, using Corollary 3.1, we see that a constant multiple of ω m also satisfies (1.1). Similarly to the proof of Lemma 2.2, we have that for all x ∈ Q,
Hence, choosing ε > nτ , by Fefferman-Stein's vector valued inequality, we obtain
The proof for A 1 t is similar. Indeed, we have
Thus,
for all m ∈ Z + and (x, s) ∈ R n+1 + . Similarly, we have that a constant multiple of ω m satisfies (1.1) and [ ω m (x, 2 −j )] −1 ω(y, 2 −j−l ) 2 (m+l)nτ for m, l ∈ Z + , x ∈ Q with Q ∈ D j (R n ), y ∈ P with P ∈ A m,j,l (Q). Similarly to the proof of Lemma 2.2 again, we see that for all x ∈ Q,
Hence, choosing ε > 2nτ , similarly to the estimate of A 0 t fḢ 0,τ p,q (R n ) , we also have
, which completes the proof of Theorem 3.1.
Remark 3.1. We point out that Theorem 3.1 generalizes the corresponding results of Besov Spaces and Triebel-Lizorkin spaces in [11, 12, 13] when p ∈ (1, ∞) and q ∈ [1, ∞) by taking τ = 0. Moreover, the restriction that ǫ > 2nτ in Theorem 3.1 is different from the restriction that ǫ > 2n(τ − 1/p) in [31, Theorem 4 .1] on the spacesḂ
As applications of Theorem 3.1, we establish the smooth atomic and molecular decomposition characterizations of AḢ s,τ p,q (R n ).
(i) A function m Q is called a smooth synthesis molecule for AḢ
and 
A set {b Q } Q∈D(R n ) of functions is called a family of smooth analysis molecules for AḢ s,τ p,q (R n ), if each b Q is a smooth analysis molecule for AḢ s,τ p,q (R n ) supported near Q.
We remark that if s + 3nτ < 0, then (3.1) and (3. 
To formulate the molecular decomposition, the following lemma is indispensable.
Lemma 3.4. Retain the same assumptions as in Lemma 3.3. Let f ∈ AḢ s,τ p,q (R n ) and Φ be a smooth analysis molecule for AḢ s,τ p,q (R n ) supported near a dyadic cube Q. Then f, Φ is well defined. Indeed, let ϕ, ψ ∈ S(R n ) be as in (2.2). Then the series
converges absolutely and its value is independent of the choices of ϕ and ψ.
Proof. The same proof as that of [31, Lemma 4.2] works for the absolute convergence of (3.5). We only need to prove that the value of (3.5) is independent of the choices of ϕ and ψ. By similarity again, we only consider the spaces BḢ
In fact, similarly to the proof of [30, Lemma 2.2], we have that for all φ ∈ S(R n ) and x ∈ R n ,
where M ∈ N is determined later. Thus,
Recall again that ω(x, t) t −nτ for all nonnegative Borel measurable functions ω on R n+1 + satisfying (1.1). Letting M > max(0, nτ − s), by Hölder's inequality, we then obtain
which implies that ∞ j=0 ϕ j * ψ j * f converges in S ′ (R n ). Thus, the claim is true. We need to handle carefully the remaining summation:
j=−∞ ϕ j * ψ j * f . In general it is not possible to prove that
. Therefore, we pass to its partial derivatives. Choose γ ∈ Z n + such that |γ| > s − nτ − n/p. Then using Hölder's inequality, similarly to the previous estimate, we obtain that for all x ∈ R n ,
Therefore, it follows from the well-known result in [12, Remark B.4] or [5, Lemma 5.4] that there exist a sequence {P N } N ∈N of polynomials on R n with degree no more than max (−1, ⌊s − nτ − n/p⌋) and g ∈ S ′ (R n ) such that g = lim N →∞ ( ∞ j=−N ϕ j * ψ j * f + P N ) in S ′ (R n ) and g is a representative of the equivalence class f +P(R n ); see [12, pp. 153-154] . Using [5, Lemma 5.4] and repeating the argument in [12, pp. 153-154] , we obtain that the value of (3.5) is independent of the choices of ϕ and ψ, which completes the proof of Theorem 3.2 generalizes the well known results onḂ s p,q (R n ) andḞ s p,q (R n ) in [10, 11, 12, 13, 3, 5] by taking τ = 0.
Next we establish the smooth atomic decomposition characterizations of AḢ s,τ p,q (R n ). Remark 3.2. We point out that in Definition 3.3, the regularity condition of smooth atoms can be strengthened into that ∂ γ a Q L ∞ (R n ) ≤ |Q| As an application of smooth atomic decomposition of AḢ s,τ p,q (R n ), we are now going to show the trace theorem. For x = (x 1 , · · · , x n ) ∈ R n , we set x ′ = (x 1 , · · · , x n−1 ) ∈ R n−1 . such that Tr(f )(x ′ ) = f (x ′ , 0) for all x ′ ∈ R n−1 and smooth atoms f for AḢ s,τ p,q (R n ).
To prove this theorem, we need the following technical lemma. Proof. The inequality H d (Ω) ≤ H d * (Ω) is trivial from the definitions. To prove the converse, we choose a ball covering {B(x j , r j )} ∞ j=1 of Ω such that ∞ j=1 r d j ≤ 2H d (Ω). Let {B(X j , R j )} ∞ j=1 be a Whitney covering of Ω satisfying Ω = ∪ ∞ j=1 B(X j , R j ), R j /1000 ≤ dist(X j , ∂Ω) ≤ R j /100 and j∈N χ R j ≤ C n ; see, for example, [15, Proposition 7.3.4] . Set J 1 ≡ {j ∈ N : (B(X j , R j ) ∩ B(x k , r k )) = ∅ and R j ≤ 4r k for some k ∈ N } and J 2 ≡ (N \ J 1 ). Notice that if k ∈ N satisfies (B(X j , R j ) ∩ B(x k , r k )) = ∅ for some j ∈ J 2 , then B(x k , r k ) ⊂ B(X j , 2R j ), since r k < R j /4. With this in mind, we define K 2 ≡ {k ∈ N : (B(x k , r k ) ∩ B(X j , R j )) = ∅ for some j ∈ J 2 }, and K 1 ≡ (N \ K 2 ). It is easy to see that Furthermore, for each k ∈ N, the cardinality of the set {j ∈ J 2 : (B(x k , r k ) ∩ B(X j , R j )) = ∅} is bounded by a constant depending only on the dimension. Hence, we have 
