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ASYMPTOTIC INFINITESIMAL FREENESS WITH AMALGAMATION FOR HAAR
QUANTUM UNITARY RANDOM MATRICES
STEPHEN CURRAN AND ROLAND SPEICHER(†)
Abstract. We consider the limiting distribution of UNANU
∗
N
and BN (and more general expressions),
where AN and BN are N ×N matrices with entries in a unital C
∗-algebra B which have limiting B-valued
distributions as N →∞, and UN is a N ×N Haar distributed quantum unitary random matrix with entries
independent from B. Under a boundedness assumption, we show that UNANU
∗
N
and BN are asymptotically
free with amalgamation over B. Moreover, this also holds in the stronger infinitesimal sense of Belinschi-
Shlyakhtenko.
We provide an example which demonstrates that this example may fail for classical Haar unitary random
matrices when the algebra B is infinite-dimensional.
1. Introduction
One of the most important results in free probability theory is Voiculescu’s asymptotic freeness for random
matrices [17]. One simple form of this result is the following. Let AN and BN be (deterministic) N × N
matrices with complex entries, and suppose that AN and BN have limiting distributions as N → ∞ with
respect to the normalized trace on MN (C). Let (UN )N∈N be a sequence of N ×N unitary random matrices,
distributed according to Haar measure. Then UNANU
∗
N and BN are asymptotically freely independent as
N → ∞. Moreover, freeness holds “up to O(N−2)”, which can be interpreted as infinitesimal freeness in
the sense of Belinschi-Shlyakhtenko [6].
On the other hand, it is becoming increasingly apparent that in free probability, the roles of the classical
groups are played by certain “free” quantum groups. This can most clearly be seen in the study of quantum
distributional symmetries, originating with the free de Finetti theorem of Ko¨stler and Speicher [14] and
further developed in [10, 11, 4], in which the classical permutation, orthogonal and unitary groups are
replaced by Wang’s universal compact quantum groups [19, 20]. For a general discussion of the passage from
classical groups to free quantum groups, see [5].
In this paper, we will consider the limiting distribution of UNANU
∗
N and BN , where AN and BN are as
above, but UN is now a Haar distributed N × N quantum unitary random matrix, in the sense of Wang
[19]. We will show that asymptotic (infinitesimal) freeness now holds even if the entries of AN and BN are
allowed to take values in an arbitrary unital C∗-algebra B:
Theorem 1. Let B be a unital C∗-algebra and let AN , BN ∈ MN (B) for N ∈ N. Assume that there is a
finite constant C such that ‖AN‖ ≤ C, ‖BN‖ ≤ C for all N ∈ N. For each N ∈ N, let UN be a Haar
distributed N ×N quantum unitary random matrix, with entries independent from B.
(1) Suppose that there are linear maps µA, µB : B〈t〉 → B such that for any b0, . . . , bk ∈ B,
lim
N→∞
‖(trN ⊗ idB)[b0AN b1 · · ·ANbk]− µA[b0tb1 · · · tbk]‖ = 0
lim
N→∞
‖(trN ⊗ idB)[b0BNb1 · · ·BNbk]− µB[b0tb1 · · · tbk]‖ = 0,
where trN denotes the normalized trace on MN (C). Then UNANU
∗
N and BN are asymptotically free
with amalgamation over B.
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(2) Suppose that in addition, the limits
lim
N→∞
N
{
(trN ⊗ idB)[b0AN b1 · · ·ANbk]− µA[b0tb1 · · · tbk]
}
lim
N→∞
N
{
(trN ⊗ idB)[b0BNb1 · · ·BNbk]− µB[b0tb1 · · · tbk]
}
converge in norm for any b0, . . . , bk ∈ B. Then UNANU
∗
N and BN are asymptotically infinitesimally
free with amalgamation over B.
We will present more general asymptotic freeness results in Section 5, in particular Theorem 1 will be a
special case of Corollary 5.12.
For finite-dimensional B, we show in Proposition 5.14 that classical Haar unitary random matrices are
sufficient to obtain such a result. However, classical unitaries are in general insufficient for asymptotic
freeness with amalgamation, even within the class of approximately finite dimensional C∗-algebras, and so
it is indeed necessary to allow quantum unitary transformations. We will discuss this further in the second
part of Section 5, see in particular Example 5.16 and the remarks which follow.
Our paper is organized as follows: Section 2 contains notations and preliminaries. Here we collect the
basic notions from free and infinitesimally free probability and introduce the quantum unitary group Au(N).
Section 3 contains some combinatorial results, related to the “fattening” operation on noncrossing partitions,
which will be required in the sequel. In Section 4 we recall the Weingarten formula from [2] for computing
integrals over Au(N), and prove a new estimate on the entries of the corresponding Weingarten matrix.
Section 5 contains our main results, and a discussion of their failure for classical Haar unitaries.
Acknowledgements. We would like to thank T. Banica, M. Neufang, and D. Shlyakhtenko for several
useful discussions. S.C. would like to thank his thesis advisor, D.-V. Voiculescu, for his continued guidance
and support while completing this project.
2. Preliminaries and notations
2.1. Free probability. We begin by recalling the basic notions of noncommutative probability spaces and
distributions of random variables.
Definition 2.2.
(1) A noncommutative probability space is a pair (A, ϕ), whereA is a unital algebra overC and ϕ : A → C
is a linear functional such that ϕ(1) = 1. Elements in a noncommutative probability space will be
called random variables.
(2) A W∗-probability space (M, τ) is a von Neumann algebraM together with a faithful, normal, tracial
state τ .
The joint distribution of a family (xi)i∈I of random variables in a noncommutative probability space
(A, ϕ) is the collection of joint moments
ϕ(xi1 · · ·xik )
for k ∈ N and i1, . . . , ik ∈ I. This is nicely encoded in the linear functional ϕx : C〈ti|i ∈ I〉 → C determined
by
ϕx(p) = ϕ(p(x))
for p ∈ C〈ti|i ∈ I〉, where p(x) means of course to replace ti by xi for each i ∈ I.
These definitions have natural “operator-valued” extensions given by replacing C by a more general algebra
of scalars, which we now recall.
Definition 2.3. An operator-valued probability space (A, E : A → B) consists of a unital algebra A, a
subalgebra 1 ∈ B ⊂ A, and a conditional expectation E : A → B, i.e., E is a linear map such that E[1] = 1
and
E[b1ab2] = b1E[a]b2
for all b1, b2 ∈ B and a ∈ A.
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Example 2.4. Let B be a unital algebra over C, and let Mn(B) = Mn(C) ⊗ B be the algebra of n × n
matrices over B, with the natural inclusion of B as In ⊗ B. Let trn = n
−1Trn denote the normalized trace
on Mn(C). Then (Mn(B), tr⊗ idB) is a B-valued probability space. Note that if B = (bij)
n
i,j=1 ∈Mn(B),
(trn ⊗ idB)
(
B
)
=
1
n
n∑
i=1
bii.
The B-valued joint distribution of a family (xi)i∈I of random variables in an operator-valued probability
space (A, E : A → B) is the collection of B-valued joint moments
E[b0xi1 · · ·xikbk]
for k ∈ N, i1, . . . , ik ∈ I and b0, . . . , bk ∈ B. Again this is conveniently encoded in the B-linear functional
Ex : B〈ti|i ∈ I〉 → B determined by
Ex[p] = E[p(x)]
for p ∈ B〈ti|i ∈ I〉, the algebra of noncommutative polynomials with coefficients in B.
Definition 2.5. Let (A, E : A → B) be an operator-valued probability space, and let (Ai)i∈I be a collection
of subalgebras B ⊂ Ai ⊂ A. The algebras are said to be free with amalgamation over B, or freely independent
with respect to E, if
E[a1 · · ·ak] = 0
whenever E[aj ] = 0 for 1 ≤ j ≤ k and aj ∈ Aij with ij 6= ij+1 for 1 ≤ j < k.
We say that subsets Ωi ⊂ A are free with amalgamation over B if the subalgebras Ai generated by B and
Ωi are freely independent with respect to E.
Remark 2.6. Voiculescu first defined freeness with amalgamation, and developed its basic theory in [18].
Freeness with amalgamation also has a rich combinatorial structure, developed in [16], which we now recall.
For further information on the combinatorial theory of free probability, the reader is referred to the text [15].
Definition 2.7.
(1) A partition π of a set S is a collection of disjoint, non-empty sets V1, . . . , Vr such that V1∪· · ·∪Vr = S.
V1, . . . , Vr are called the blocks of π, and we set |π| = r. If s, t ∈ S are in the same block of π, we write
s ∼π t. The collection of partitions of S will be denoted P(S), or in the case that S = {1, . . . , k} by
P(k).
(2) Given π, σ ∈ P(S), we say that π ≤ σ if each block of π is contained in a block of σ. There is a least
element of P(S) which is larger than both π and σ, which we denote by π ∨ σ.
(3) If S is ordered, we say that π ∈ P(S) is non-crossing if whenever V,W are blocks of π and s1 < t1 <
s2 < t2 are such that s1, s2 ∈ V and t1, t2 ∈ W , then V = W . The non-crossing partitions can also
be defined recursively, a partition π ∈ P(S) is non-crossing if and only if it has a block V which is
an interval, such that π \ V is a non-crossing partition of S \ V . The set of non-crossing partitions
of S is denoted by NC(S), or by NC(k) in the case that S = {1, . . . , k}.
(4) Given π, σ ∈ NC(S), the join π∨σ taken in P(S) may not be non-crossing. However, there is a least
element of NC(S) which is larger than π and σ, which we will denote by π ∨nc σ. Note that in this
paper we will always use π ∨ σ to denote the join in P(S), even when π, σ are assumed noncrossing.
(5) Given i1, . . . , ik in some index set I, we denote by ker i the element of P(k) whose blocks are the
equivalence classes of the relation
s ∼ t⇔ is = it.
Note that if π ∈ P(k), then π ≤ ker i is equivalent to the condition that whenever s and t are in the
same block of π, is must equal it.
(6) With 0n and 1n we will denote the smallest and largest element, respectively, in P(n); i.e., 0n has n
blocks, each consisting of one element, and 1n has only one block. Of course, both 0n and 1n are in
NC(n).
Definition 2.8. Let (A, E : A → B) be an operator-valued probability space.
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(1) A B-functional is a n-linear map ρ : An → B such that
ρ(b0a1b1, a2b2, . . . , anbn) = b0ρ(a1, b1a2, . . . , bn−1an)bn
for all b0, . . . , bn ∈ B and a1, . . . , an ∈ A. Equivalently, ρ is a linear map from A
⊗Bn to B, where the
tensor product is taken with respect to the obvious B-B-bimodule structure on A.
(2) For each k ∈ N, let ρ(k) : Ak → B be a B-functional. For n ∈ N and π ∈ NC(n), we define a
B-functional ρ(π) : An → B recursively as follows: If π = 1n is the partition containing only one
block, we set ρ(π) = ρ(n). Otherwise let V = {l + 1, . . . , l + s} be an interval of π and define
ρ(π)[a1, . . . , an] = ρ
(π\V )[a1, . . . , alρ
(s)(al+1, . . . , al+s), al+s+1, . . . , an]
for a1, . . . , an ∈ A.
Example 2.9. Let (A, E : A → B) be an operator-valued probability space, and for k ∈ N let ρ(k) : Ak → B
be a B-functional as above. If
π = {{1, 8, 9, 10}, {2, 7}, {3, 4, 5}, {6}} ∈ NC(10),
1 2 3 4 5 6 7 8 9 10
then the corresponding ρ(π) is given by
ρ(π)[a1, . . . , a10] = ρ
(4)(a1 · ρ
(2)(a2 · ρ
(3)(a3, a4, a5), ρ
(1)(a6) · a7), a8, a9, a10).
Remark 2.10. Note that if B is commutative, then
ρ(π)[a1, . . . , an] =
∏
V ∈π
ρ(V )[a1, . . . , an],
where if V = (i1 < · · · < is) is a block of π, we set
ρ(V )[a1, . . . , an] = ρ
(s)[ai1 , . . . , ais ].
Definition 2.11. Let (A, E : A → B) be an operator-valued probability space.
(1) For k ∈ N, define the B-valued moment functions E(k) : Ak → B by
E(k)[a1, . . . , ak] = E[a1 · · · ak].
(2) The operator-valued free cumulants κ
(k)
E : A
k → B are the B-functionals defined by the moment-
cumulant formula:
E[a1 · · · an] =
∑
π∈NC(n)
κ
(π)
E [a1, . . . , an]
for n ∈ N and a1, . . . , an ∈ A.
Note that the right hand side of the moment-cumulant formula above is equal to κ
(n)
E (a1, . . . , an) plus
products of lower order terms and hence can be solved recursively for κ
(n)
E . In fact the cumulant functions
can be solved from the moment functions by the following formula from [16]: for each n ∈ N, π ∈ NC(n)
and a1, . . . , an ∈ A,
κ
(π)
E [a1, . . . , an] =
∑
σ∈NC(n)
σ≤π
µn(σ, π)E
(σ)[a1, . . . , an],
where µn is the Mo¨bius function on the partially ordered set NC(n). The Mo¨bius function is given by the
formula
µn(σ, π) =

0, σ 6≤ π
1, σ = π
−1 +
∑
l≥1(−1)
l+1#{(ν1, . . . , νl) ∈ NC(n)
l : σ < ν1 < · · · < νl < π}, σ < π
.
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The key relation between operator-valued free cumulants and freeness with amalgamation is that freeness
can be characterized in terms of the “vanishing of mixed cumulants”.
Theorem 2.12 ([16]). Let (A, E : A → B) be an operator-valued probability space, and let (Ai)i∈I be a
collection of subalgebras B ⊂ Ai ⊂ A. Then the family (Ai)i∈I is free with amalgamation over B if and only
if
κ
(π)
E [a1, . . . , an] = 0
whenever aj ∈ Aij for 1 ≤ j ≤ n and π ∈ NC(n) is such that π 6≤ ker i.
2.13. Infinitesimal free probability. We will now introduce the notions of operator-valued infinitesimal
probability spaces and infinitesimal freeness. This is a straightforward generalization of the framework of
[6], and we refer the reader to that paper for further discussion of infinitesimal freeness and its relation to
the type B free independence of Biane, Nica and Goodman [7]. See [12] for a more combinatorial treatment
of infinitesimal freeness.
Definition 2.14.
(1) If B is a unital algebra, a B-valued infinitesimal probability space is a triple (A, E,E′) where A is
a unital algebra which contains B as a unital subalgebra and E,E′ are B-linear maps from A to B
such that E[1] = 1 and E′[1] = 0.
(2) Let (A, E,E′) be a B-valued infinitesimal probability space, and let (Ai)i∈I be a collection of sub-
algebras B ⊂ Ai ⊂ A. The algebras are said to be infinitesimally free with amalgamation over B, or
infinitesimally free with respect to (E,E′), if
(i) (Ai)i∈I are freely independent with respect to E.
(ii) For any a1, . . . , ak so that aj ∈ Aij for 1 ≤ j ≤ k with ij 6= ij+1, we have
E′
[(
a1 − E[a1]
)
· · ·
(
ak − E[ak]
)]
=
k∑
j=1
E
[(
a1 − E[a1]
)
· · ·
(
E′[aj ]
)
· · ·
(
ak − E[ak]
)]
.
We say that subsets (Ωi)i∈I are infinitesimally free with amalgamation over B if the subalgebras
Ai generated by B and Ωi are infinitesimally free with respect to (E,E
′).
Remark 2.15. The motivating example is given by a family (Ai(s))i∈I of B-valued random variables for
s > 0 which are free “up to o(s)” as s → 0. This is made precise in the next proposition. Note that there
we make the notion “free up to o(s)” precise by comparing the family (Ai(s))i∈I with a family (ai(s))i∈I
which is free for all s. Infinitesimal freeness will then occur at s = 0 (both for the Ai and the ai). Since 0
is not necessarily in K, we define the states E and E′ on the free algebra A := B〈Ai|i ∈ I〉 generated by
non-commuting indeterminates Ai=ˆAi(0)=ˆai(0).
Proposition 2.16. Let B be a unital C∗-algebra and K a subset of R for which 0 is an accumulation point.
Suppose that for each s ∈ K we have a B-valued probability space (A(s), Es : A(s) → B) where A(s) is a
unital C∗-algebra which contains B as a unital subalgebra and Es is contractive. Furthermore, suppose that,
for each s ∈ K, there are variables (Ai(s))i∈I belonging to A(s) such that the following hold:
(1) There are B-linear maps E,E′ : B〈Ai|i ∈ I〉 → B such that
E[p(A)] = lim
s→0
Es
[
p(A(s))
]
E′[p(A)] = lim
s→0
1
s
{
Es[p(A(s))] − E[p]
}
for p ∈ B〈ti|i ∈ I〉, where the limits hold in norm.
(2) For each i ∈ I,
lim sup
s→0
‖Ai(s)‖ <∞.
Let I =
⋃
j∈J Ij be a partition of I. For s ∈ K, let (ai(s))i∈I be a family in some B-valued probability
space (C, F : C → B) and suppose that
(1) For any j ∈ J , p ∈ B〈ti|i ∈ Ij〉, and s ∈ K,
Es[p(A(s))] = F [p(a(s))].
(2) The sets ({ai(s)|s ∈ K, i ∈ Ij})j∈J are free with respect to F .
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(3) For any p ∈ B〈ti|i ∈ I〉 we have∥∥Es[p(A(s))] − F [p(a(s))]∥∥ = o(s) (as s→ 0).
Then the sets ({Ai|i ∈ Ij})j∈J ⊂ B〈Ai|i ∈ I〉 are infinitesimally free with respect to (E,E
′).
Proof. Since E,E′ only depend on the distribution of the variables Ai(s) up to first order, it clearly suffices
to assume that the sets ({Ai(s) : i ∈ Ij})j∈J are freely independent with respect to Es for all s ∈ K. It is
then clear that the sets ({Ai : i ∈ Ij})j∈J ⊂ B〈Ai|i ∈ I〉 are free with respect to E, so it suffices to show
that E′ satisfies condition (ii) of Definition 2.14. Let j1 6= · · · 6= jk in J and pl ∈ B〈ti|i ∈ Ijl〉 for 1 ≤ l ≤ k,
and consider
E′
[(
p1(A) − E[p1(A)]
)
· · ·
(
pk(A)− E[pk(A)]
)]
= lim
s→0
1
s
{
Es
[(
p1(A(s)) − E[p1(A)]
)
· · ·
(
pk(A(s)) − E[pk(A)]
)]
− E
[(
p1(A)− E[p1(A)]
)
· · ·
(
pk(A)− E[pk(A)]
)]}
= lim
s→0
1
s
{
Es
[(
p1(A(s)) − E[p1(A)]
)
· · ·
(
pk(A(s)) − E[pk(A)]
)]}
,
where we have used freeness with respect to E. Rewrite this expression as
lim
s→0
1
s
{
Es
[(
(p1(A(s)) − Es[p1(A(s))]) + (Es[p1(A(s))] − E[p1(A)])
)
· · ·
(
(pk(A(s)) − Es[pk(A(s))]) + (Es[pk(A(s))]− E[pk(A)])
)]}
,
and consider the terms which appear in the expansion. First observe that ‖Es[pl(A(s))]−E[pl(A)]‖ is O(s)
for 1 ≤ l ≤ k. By the boundedness assumption on the norms of Ai(s), and the contractivity of Es, it follows
that those terms involving more than one expression (Es[pl(A(s))] − E[pl(A)]) vanish in the limit.
The term involving none of these expressions is
Es
[(
p1(A(s)) − Es[p1(A(s))]
)
· · ·
(
pk(A(s))− Es[pk(A(s))]
)]
which is zero by freeness.
So we are left to consider only the terms involving one such expression, which gives
k∑
l=1
lim
s→0
1
s
{
Es
[(
p1(A(s)) − Es[p1(A(s))]
)
· · ·
(
Es[pl(A(s))] − E[pl(A)]
)
· · ·
(
pk(A(s)) − Es[pk(A(s))]
)]}
,
which again by invoking the boundedness assumptions on Ai(s) and contractivity of Es, converges to
k∑
l=1
E
[(
p1(A)− E[p1(A)]
)
· · ·E′[pl(A)] · · ·
(
pk(A)− E[pk]
)]
as desired. 
2.17. Quantum unitary group. We now recall the definition of the quantum unitary group from [19],
which is a compact quantum group in the sense of Woronowicz [21].
Definition 2.18. Au(n) is the universal C
∗-algebra generated by {Uij : 1 ≤ i, j ≤ n} such that the matrix
U = (Uij) ∈ Mn(Au(n)) is unitary. Au(n) is a C
∗-Hopf algebra with comultiplication, counit and antipode
given by
∆(Uij) =
n∑
k=1
Uik ⊗ Ukj
ǫ(Uij) = δij
S(Uij) = U
∗
ji.
The existence of these maps is given by the the universal property of Au(n).
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Remark 2.19. It is often useful to consider the heuristic formula “Au(n) = C(U
+
n )”, where U
+
n is the free
unitary group. However in this paper we will stay with the Hopf algebra notation, which is more convenient
for our purposes.
Remark 2.20. A fundamental result of Woronowicz [21] guarantees the existence of a unique Haar state
ψn : Au(n)→ C which is left and right invariant in the sense that
(ψn ⊗ id)∆(a) = ψn(a)1Au(n) = (id⊗ ψn)∆(a)
for a ∈ Au(n). We will discuss this further in Section 4.
Wang also introduced the free product operation on compact quantum groups in [19]. We will use Au(n)
∗∞
to denote the free product of countably many copies of Au(n). The reader is referred to [19] for details, the
only properties that we will need are that
(1) Au(n)
∗∞ is generated (as a C∗-algebra) by elements {U(l)ij : l ∈ N, 1 ≤ i, j ≤ n}, such that
U(l) ∈Mn(Au(n)
∗∞) is unitary.
(2) The sets ({U(l)ij : 1 ≤ i, j ≤ n})l∈N are freely independent with respect to the Haar state ψ
∗∞
n on
Au(n)
∗∞, and for each l ∈ N, (U(l)ij) has the same joint distribution in (Au(n)
∗∞, ψ∗∞n ) as (Uij) in
(Au(n), ψn).
3. Some combinatorial results
In this section we introduce several operations on partitions and prove some basic results which will be
required throughout the remainder of the paper.
Notation 3.1.
(1) Given π ∈ NC(m), we define π˜ ∈ NC2(2m) as follows: For each block V = (i1, . . . , is) of π, we add
to π˜ the pairings (2i1 − 1, 2is), (2i1, 2i2 − 1), . . . , (2is−1, 2is − 1).
(2) Given π ∈ NC(m), we define πˆ ∈ NC(2m) by partitioning the m-pairs (1, 2), (3, 4), . . . , (2m−1, 2m)
according to π.
(3) Given π, σ ∈ P(m), we define π ≀ σ ∈ P(2m) to be the partition obtained by partitioning the odd
numbers {1, 3, . . . , 2m− 1} according to π and the even numbers {2, 4, . . . , 2m} according to σ.
(4) Given π ∈ P(m), let ←−π denote the partition obtained by shifting k to k − 1 for 1 < k ≤ m and
sending 1 to m, i.e.,
s ∼←−π t ⇐⇒ (s+ 1) ∼π (t+ 1),
where we count modulo m on the right hand side. Likewise we let −→π denote the partition obtained
by shifting k to k + 1 for 1 ≤ k < m and sending m to 1.
Remark 3.2. The map π 7→ π˜ is easily seen to be a bijection, and corresponds to the well-known “fattening”
operation. The following example shows this for π = {{1, 4, 5}, {2, 3}, {6}}.
1 2 3 4 5 6
π =
11 22 33 44 55 66
π˜ =
There is a simple description of the inverse, it sends σ ∈ NC2(2m) to the partition τ ∈ NC(m) such that
σ ∨ 0ˆm = τˆ , where 0ˆm = {{1, 2}, . . . , {2m− 1, 2m}}. Thus we have for π ∈ NC(m)
πˆ = π˜ ∨ 0ˆm.
Note also that 0ˆm = 0˜m and that 1ˆm = 12m.
Definition 3.3. Let π ∈ NC(m). The Kreweras complement K(π) is the largest partition in NC(m) such
that π ≀K(π) ∈ NC(2m).
Example 3.4. If π = {{1, 5}, {2, 3, 4}, {6, 8}, {7}} then K(π) = {{1, 4}, {2}, {3}, {5, 8}, {6, 7}}, which can
be seen follows:
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1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8
The following lemma provides the relationship between the Kreweras complement on NC(m) and the
map π 7→ π˜.
Lemma 3.5. If π ∈ NC(m), then
K˜(π) =
←−
π˜ .
Proof. We will prove this by induction on the number of blocks of π. If π = 1m has one block, the result is
trivial from the definitions.
Suppose now that V = {l + 1, . . . , l + s} is a block of π, l ≥ 1. First note that π˜ is obtained by taking
π˜ \ V then adding the pairs (2l + 1, 2(l+ s)), (2l + 2, 2l+ 3), . . . , (2(l + s)− 2, 2(l+ s)− 1).
Observe that K(π) is obtained by taking K(π \V ), adding singletons {l+1}, . . . , {l+ s− 1}, then placing
l + s in the block containing l. It follows that K˜(π) is the partition obtained by taking ˜K(π \ V ), which by
induction is
←−−−
π˜ \ V , then moving the leg connected to 2l to 2(l + s) and adding the pairs (2l, 2(l + s) − 1),
(2l + 1, 2l+ 2), . . . , (2(l + s)− 3, 2(l+ s)− 2). The result now follows. 
We will also need the following relationship between π 7→ π˜ and the Kreweras complement on NC(2m).
This is a generalization of the relation
K(πˆ) = K(0˜m ∨ π˜) = 0m ≀K(π) (π ∈ NC(m)),
which is obvious from the definition of πˆ.
Lemma 3.6. If π, σ ∈ NC(m) and σ ≤ π, then σ˜ ∨ π˜ ∈ NC(2m) and
K(σ˜ ∨ π˜) = σ ≀K(π).
Proof. We will prove this by induction on the number of blocks of π. First suppose that π = 1m, then we
have
σ˜ ∨ π˜ =
−−−−→←−
σ˜ ∨
←−
π˜ =
−−−−−−−→
K˜(σ) ∨ 0ˆm =
−−−→
K̂(σ)
is noncrossing. Moreover,
K(σ˜ ∨ π˜) = K
(−−−→
K̂(σ)
)
=
−−−−−−−→
0m ≀K
2(σ),
where for the last equality we used the equation for K(πˆ) mentioned before the Lemma 3.6 and the fact that
the Kreweras complement commutes with shifting. But, by [15, Exercise 9.23], we have that K2(σ) = ←−σ
and thus we finally get
K(σ˜ ∨ π˜) =
−−−−→
0m ≀
←−σ = σ ≀ 0m.
Now suppose that V = {l+1, . . . , l+s}, l ≥ 1 is an interval of π. Observe that σ˜∨π˜ is the partition obtained
by partitioning {1, . . . , 2l} ∪ {2(l + s) + 1, . . . , 2m} according to σ˜ \ σ|V ∨ π˜ \ V , and {2l + 1, . . . , 2(l + s)}
according to σ˜|V ∨ 1˜V . It follows that σ˜ ∨ π˜ is noncrossing and that K(σ˜ ∨ π˜) is the partition obtained by
partitioning {1, . . . , 2l} ∪ {2(l + s) + 1, . . . , 2m} according to K(σ˜ \ σ|V ∨ π˜ \ V ) and {2l + 1, . . . , 2(l + s)}
according to K(σ˜|V ∨ 1˜V ), then joining the blocks containing 2l and 2(l + s). On the other hand, K(π) is
equal to the partition obtained by taking K(π \ V ) then adding {l+ 1}, . . . , {l+ s− 1} and joining l+ s to
l, and the result now follows by induction. 
We will need to compare the number of blocks in the join of two partitions before and after fattening. For
this purpose we will use the following linearization lemma of Kodiyalam-Sunder [13]. Note that the notation
S 7→ S˜ used in their paper corresponds to the inverse of the fattening procedure π 7→ π˜ used here.
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Theorem 3.7 ([13]). Let π, σ ∈ NC(m). Then∣∣π˜ ∨ σ˜∣∣ = m+ 2|π ∨ σ| − |π| − |σ|.
In particular, if σ ≤ π then ∣∣π˜ ∨ σ˜∣∣ = m+ |π| − |σ|.

We now introduce some special classes of noncrossing partitions and prove some basic results. These are
related to integration on the quantum unitary group via the Weingarten formula to be discussed in the next
section.
Notation 3.8. Let ǫ1, . . . , ǫ2m ∈ {1, ∗}.
(1) NCǫh(2m) denote the set of partitions π ∈ NC(2m) such that each block V of π has an even number
of elements, and ǫ|V is alternating, i.e., ǫ|V = 1 ∗ 1 ∗ · · · 1∗ or ∗1 ∗ 1 · · · ∗ 1.
(2) NCǫ2(2m) will denote the collection of π ∈ NC2(2m) such that each pair in π connects a 1 with a ∗,
i.e.,
s ∼π t⇒ ǫs 6= ǫt.
(3) NCǫ(m) will denote the collection of π ∈ NC(m) such that π˜ ∈ NCǫ2(m).
Lemma 3.9. Let ǫ1, . . . , ǫ2m ∈ {1, ∗}. If σ, π ∈ NC
ǫ(m) and σ ≤ π, then σ˜∨ π˜ is in NCǫh(2m). Conversely,
if τ ∈ NCǫh(2m) then there are unique σ, π ∈ NC
ǫ(m) such that σ ≤ π and τ = σ˜ ∨ π˜.
Proof. First suppose that τ ∈ NCǫh(2m). Since each block of τ has an even number of elements, we have
K(τ) = σ ≀K(π) for some σ, π ∈ NC(m) such that σ ≤ π. By Lemma 3.6 we have τ = σ˜∨ π˜, and this clearly
determines σ and π uniquely. If V is a block of τ , then ǫ|V is alternating and hence π˜|V , σ˜|V ∈ NC
ǫ
2(V ). It
follows that π, σ ∈ NCǫ(m).
Conversely, let σ, π ∈ NCǫ(m) with σ ≤ π. Let ǫˆ = (ǫ1, ǫ1, ǫ2, ǫ2, . . . , ǫ2m, ǫ2m). Observe that if τ ∈
NC(2m), then τ ∈ NCǫh(2m) if and only if τ˜ ∈ NC
ǫˆ
2(4m).
So let τ = σ˜ ∨ π˜, we need to show τ˜ ∈ NC ǫˆ2(4m). Now
←−
τ˜ = K˜(τ) = ˜σ ≀K(π),
where we have applied Lemmas 3.5 and 3.6. In other words,
←−
τ˜ is the partition given by partitioning
{1, 2, 5, 6, . . . , 4m− 3, 4m− 2} according to σ˜ and {3, 4, 7, 8, . . . , 4m− 1, 4m} according to K˜(π) =
←−
π˜ . Now
since σ, π ∈ NCǫ(m), it follows that
←−
τ˜ ∈ NC
←−
ǫˆ
2 (4m), where
←−
ǫˆ = (ǫ1, ǫ2, ǫ2, . . . , ǫ2m, ǫ2m, ǫ1), and hence
τ˜ ∈ NC ǫˆ2(4m). 
Lemma 3.10. NCǫ(m) is closed under taking intervals in NC(m), i.e., if σ, π ∈ NCǫ(m) and τ ∈ NC(m)
is such that σ < τ < π, then τ ∈ NCǫ(m).
Proof. Let σ, π ∈ NCǫ(m), and τ ∈ NC(m) such that σ < τ < π. From the inductive definition of τ˜ , to show
that τ ∈ NCǫ(m) it suffices to consider π = 1m. Now by the previous lemma, we have σ˜ ∨ 1˜m ∈ NC
ǫ
h(2m).
By Lemma 3.5,
←−−−−
σ˜ ∨ 1˜m = K˜(σ) ∨ 0ˆm = K̂(σ).
Since σ ≤ τ , we have 0̂m ≤ K̂(τ) ≤ K̂(σ). Let δ = (ǫ2, . . . , ǫ2m, ǫ1), and suppose that K̂(τ) /∈ NC
δ
h(2m).
Let V be a block of K̂(τ), and note that V is of the form (2i1− 1, 2i1, . . . , 2is− 1, 2is) for some i1 < · · · < is.
Since 0ˆm ∈ NC
δ
h(2m), it follows that there is a 1 ≤ l < s with δ2il = δ2il+1−1. Now since 0̂m ≤ K̂(τ) ≤ K̂(σ),
it follows that the block W of K̂(σ) which contains V must have an even number of elements between 2il
and 2il+1 − 1. But then δ|W cannot be alternating, which contradicts K̂(σ) ∈ NC
δ
h(2m).
So we have shown that K̂(τ) ∈ NCδh(2m), and since
−−−→
K̂(τ) =
−−−−−−−→
K˜(τ) ∨ 0ˆm = τ˜ ∨ 1˜m,
we have τ˜ ∨ 1˜m ∈ NC
ǫ
h(2m). But then by the previous lemma, there is a γ ∈ NC
ǫ(m) with γ˜ ∨ 1˜m = τ˜ ∨ 1˜m,
and by Lemma 3.6 this implies τ = γ is in NCǫ(m) as claimed. 
10 S. CURRAN AND R. SPEICHER
4. Integration on the quantum unitary group
We begin by recalling the Weingarten formula from [2] for computing integrals with respect to the Haar
state on Au(n).
Let ǫ1, . . . , ǫ2m ∈ {1, ∗} and define, for n ∈ N, the Gram matrix
Gǫn(π, σ) = n
|π∨σ| (π, σ ∈ NCǫ2(2m)).
It is shown in [2] that Gǫn is invertible for n ≥ 2, let Wǫn denote its inverse.
Theorem 4.1. [2] The Haar state on Au(n) is given by
ψn(U
ǫ1
i1j1
· · ·U ǫ2mi2mj2m) =
∑
π,σ∈NCǫ2(2m)
π≤ker i
σ≤ker j
Wǫn(π, σ)
ψn(U
ǫ1
i1j1
· · ·U
ǫ2m+1
i2m+1j2m+1
) = 0,
for 1 ≤ i1, j1, . . . , i2m+1, j2m+1 ≤ n and ǫ1, . . . , ǫ2m+1 ∈ {1, ∗}.
Remark 4.2. Note that the Weingarten formula above is effective for computing integrals of products of the
entries in U and its conjugate U , the matrix with (i, j)-entry U∗ij . We will also need to compute integrals of
products of entries from U and its adjoint U∗, whose (i, j)-entry we denote (U∗)ij to distinguish from the
conjugate U . To do this we will use the following proposition, which allows us to reduce to the former case.
Note that such a formula clearly fails for the classical unitary group.
Proposition 4.3. Let 1 ≤ i1, i2, . . . , i4m ≤ n and ǫ1, . . . , ǫ2m ∈ {1, ∗}. Then
ψn
(
(U ǫ1)i1i2(U
ǫ2)i3i4 · · · (U
ǫ2m)i4m−1i4m
)
= ψn
(
U ǫ1i1i2U
ǫ2
i4i3
· · ·U ǫ2mi4mi4m−1
)
.
Proof. We will use the fact from [1] that the joint ∗-distribution of (Uij)1≤i,j≤n with respect to ψn is the
same as that of (zOij)1≤i,j≤n, where z and (Oij) are random variables in a ∗-probability space (M, τ) such
that:
(1) z is ∗-freely independent from {Oij : 1 ≤ i, j ≤ n}.
(2) z has a Haar unitary distribution.
(3) (Oij) are self-adjoint, and have the same joint distribution as the generators of the quantum orthog-
onal group Ao(n).
The joint distribution of (Oij) can also be computed via a Weingarten formula, see [2] for details. The
only fact that we will use is that the joint distribution is invariant under transposition, i.e., the families
(Oij)1≤i,j≤n and (Oji)1≤i,j≤n have the same joint distribution.
Now let ǫ1, . . . , ǫ2m ∈ {1, ∗}. Let A = {j : j is even and ǫj = ∗} ∪ {j : j is odd and ǫj = 1}, and B =
{1, . . . , 2m} \A. Let 1 ≤ i1, j1, . . . , i2m, j2m ≤ n. For 1 ≤ k ≤ 2m, define
i′k =
{
ik, k ∈ A
jk, k ∈ B
, j′k =
{
jk, k ∈ A
ik, k ∈ B
.
We claim that
ψn
(
U ǫ1i1j1 · · ·U
ǫ2m
i2mj2m
)
= ψn
(
U ǫ1i′1j′1
· · ·U ǫ2mi′2mj′2m
)
,
from which the formula in the statement follows immediately.
As discussed above, we have
ψn
(
U ǫ1i1j1 · · ·U
ǫ2m
i2mj2m
)
= τ
(
(zOi1j1)
ǫ1 · · · (zOi2mj2m)
ǫ2m
)
.
Note that the expression (zOi1j1)
ǫ1 · · · (zOi2mj2m)
ǫ2m can be written as a product of terms of the form zOikjk
or Oikjkz
∗, depending if ǫk is 1 or ∗. After rewriting the expression in this form, let C be the subset of
{1, . . . , 4m} consisting of those indices corresponding to z or z∗, and let D be its complement. Explicitly, if
ǫk = 1 then 2k− 1 is in C and 2k is in D, and if ǫk = ∗ then 2k is in C and 2k− 1 is in D. Given partitions
α, β ∈ NC(2m), let Θ(α, β) ∈ P (4m) be given by partitioning C according to α and D according to β. By
freeness, we have
τ
(
(zOi1j1)
ǫ1 · · · (zOi2mj2m)
ǫ2m
)
=
∑
α,β∈NC(2m)
Θ(α,β)∈NC(4m)
κα[z
ǫ1, . . . , zǫ2m ]κβ [Oi1j1 , . . . , Oi2mj2m ].
ASYMPTOTIC INFINITESIMAL FREENESS 11
Now since Haar unitaries are R-diagonal, we have in particular that κα[z
ǫ1 , . . . , zǫ2m ] = 0 unless each
block of α contains an even number of elements. So assume that α has this property, we claim that if β
is such that Θ(α, β) is noncrossing, then β does not join any element of A with an element of B. Indeed,
suppose that β joins k1 < k2 and that one of k1, k2 is in A and the other is in B. If k1, k2 have the same
parity, then it follows that one of ǫk1 , ǫk2 is a 1 while the other is a ∗. Suppose that ǫk1 = 1, ǫk2 = ∗, the
other case is similar. Then we have 2k1 connected to 2k2 − 1 in Θ(α, β). Since Θ(α, β) is noncrossing, α
cannot join any element of {k1 + 1, . . . , k2 − 1} to an element outside of this set. But since this set contains
an odd number of elements, we obtain a contradiction to the choice of α.
If k1, k2 have different parity, then it follows that ǫk1 = ǫk2 . Suppose that ǫk1 = ǫk2 = 1, the other
case is similar. Then 2k1 is connected to 2k2 in Θ(α, β). It follows that α cannot connect any element of
{k1 + 1, . . . , k2} to an element outside of this set, and again this set has an odd number of elements which
contradicts the choice of α.
So the only nonzero terms appearing in the expression above come from β ∈ NC(2m) which split into
noncrossing partitions π of A and σ of B. In this case, if A = (a1 < · · · < as) and B = (b1 < · · · < br), we
have
κβ [Oi1j1 , . . . , Oi2mj2m ] = κπ[Oia1 ja1 , . . . , Oias jas ]κσ[Oib1 jb1 , . . . , Oibr jbr ]
= κπ[Oia1 ja1 , . . . , Oias jas ]κσ[Ojb1 ib1 , . . . , Ojbr ibr ]
= κβ [Oi′1j′1 , . . . , Oi′2mj′2m ],
where we have used the invariance of the distribution of (Oij) under transposition.
Putting this all together, we have
ψn
(
U ǫ1i1j1 · · ·U
ǫ2m
i2mj2m
)
= τ
(
(zOi1j1)
ǫ1 · · · (zOi2mj2m)
ǫ2m
)
=
∑
α,β∈NC(2m)
Θ(α,β)∈NC(4m)
κα[z
ǫ1 , . . . , zǫ2m ]κβ[Oi1j1 , . . . , Oi2mj2m ]
=
∑
α,β∈NC(2m)
Θ(α,β)∈NC(4m)
κα[z
ǫ1 , . . . , zǫ2m ]κβ[Oi′1j′1 , . . . , Oi′2mj′2m ]
= τ
(
(zOi′1j′1)
ǫ1 · · · (zOi′2mj′2m)
ǫ2m
)
= ψn
(
U ǫ1i′1j′1
· · ·U ǫ2mi′2mj′2m
)
as desired.

We can now extend this result to the free product Au(n)
∗∞.
Corollary 4.4. Let l1, . . . , l2m ∈ N, ǫ1, . . . , ǫ2m ∈ {1, ∗} and 1 ≤ i1, j1, . . . , i2m, j2m ≤ n. In Au(n)
∗∞, we
have
ψ∗∞n
(
(U(l1)
ǫ1)i1i2(U(l2)
ǫ2)i3i4 · · · (U(l2m)
ǫ2m)i4m−1i4m
)
= ψ∗∞n
(
U(l1)
ǫ1
i1i2
U(l2)
ǫ2
i4i3
· · ·U(l2m)
ǫ2m
i4mi4m−1
)
.
Proof. First we claim that in Au(n), we have
κ(2m)[(U ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ] = κ
(2m)[U ǫ1i1i2 , U
ǫ2
i4i3
, . . . , U ǫ2mi4mi4m−1 ].
(Note that any cumulant of odd length is zero by Theorem 4.1).
Indeed, we have
κ(2m)[(U ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ]
=
∑
σ∈NC(2m)
µ2m(σ, 12m)
∏
V ∈σ
ψn(V )[(U
ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ].
Now it is clear from Theorem 4.1 that
ψn(V )[(U
ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ] = 0
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unless V has an even number of elements. So the nonzero terms in the expression above come from those
σ ∈ NC(2m) for which every block has as even number of elements. For such a σ, the noncrossing condition
implies that each block V = (l1 < · · · < ls) must be alternating in parity. By Proposition 4.3 we have
ψn(V )[(U
ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ] = ψn
(
(U ǫl1 )i2l1−1i2l1 (U
ǫl2 )i2l2−1i2l2 · · · (U
ǫls )i2ls−1i2ls
)
= ψn
(
U
ǫl1
i2l1−1i2l1
U
ǫl2
i2l2 i2l2−1
· · ·U
ǫls
i2ls i2ls−1
)
= ψn
(
U
ǫl1
i2l1 i2l1−1
U
ǫl2
i2l2−1i2l2
· · ·U
ǫls
i2ls−1i2ls
)
,
where the last equation follows from the invariance of the joint ∗-distribution of (Uij) under transposition.
It follows that
κ(2m)[(U ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ]
=
∑
σ∈NC(2m)
µ2m(σ, 12m)
∏
V ∈σ
ψn(V )[(U
ǫ1)i1i2 , (U
ǫ2)i3i4 , . . . , (U
ǫ2m)i4m−1i4m ]
=
∑
σ∈NC(2m)
µ2m(σ, 12m)
∏
V ∈σ
ψn(V )[U
ǫ1
i1i2
, U ǫ2i4i3 , . . . , U
ǫ2m
i4mi4m−1
]
= κ(2m)[U ǫ1i1i2 , U
ǫ2
i4i3
, . . . , U ǫ2mi4mi4m−1 ]
as claimed.
Now by free independence, in Au(n)
∗∞ we have
ψ∗∞n
(
(U(l1)
ǫ1)i1i2(U(l2)
ǫ2)i3i4 · · · (U(l2m)
ǫ2m)i4m−1i4m
)
=
∑
σ∈NC(2m)
σ≤ker l
∏
V ∈σ
κ(V )[(U(l1)
ǫ1)i1i2 , (U(l2)
ǫ2)i3i4 , . . . , (U(l2m)
ǫ2m)i4m−1i4m ].
Since κ(V ) is zero unless V has an even number of elements, the only terms which contribute to the sum
above come again from σ ∈ NC(2m) for which each block has an even number of elements. From the
previous claim, we have
κ(V )[(U(l1)
ǫ1)i1i2 , (U(l2)
ǫ2)i3i4 , . . . , (U(l2m)
ǫ2m)i4m−1i4m ] = κ(V )[U(l1)
ǫ1
i1i2
, U(l2)
ǫ2
i4i3
, . . . , U(l2m)
ǫ2m
i4mi4m−1
]
for each block V ∈ σ, and the result follows immediately.

4.5. We will now give an estimate on the asymptotic behavior of the entries of Wǫn as n → ∞. This
improves the estimate given in [2]. Note that by taking ǫ = 1 ∗ · · · 1∗, this estimate also applies to the
quantum orthogonal group, see [2].
Theorem 4.6. Let ǫ1, . . . , ǫ2m ∈ {1, ∗}. Let π, σ ∈ NC
ǫ(m). Then
Wǫn(π˜, σ˜) = O(n
2|π∨σ|−|π|−|σ|−m).
Moreover,
nm+|σ|−|π|Wǫn(π˜, σ˜) = µm(σ, π) +O(n
−2),
where µm is the Mo¨bius function on NC(m).
Proof. We use a standard method from [8, 9], further developed in [2, 3, 10, 4].
First observe that
Gǫn = Θ
1/2
ǫn (1 +Bǫn)Θ
1/2
ǫn ,
where
Θǫn(π, σ) =
{
nm, π = σ
0, π 6= σ
,
Bǫn(π, σ) =
{
0, π = σ
n|π∨σ|−m, π 6= σ
.
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Note that the entries of Bǫn are O(n
−1), in particular for n large we have the geometric series expansion
(1 +Bǫn)
−1 = 1− Bǫn +
∑
l≥1
(−1)l+1Bl+1ǫn .
Hence
Wǫn(π˜, σ˜) =
∑
l≥1
(−1)(l+1)(Θ−1/2ǫn B
l+1
ǫn Θ
−1/2
ǫn )(π˜, σ˜) +
{
n−m π = σ,
−n|eπ∨eσ|−2m π 6= σ.
Now for l ≥ 1, we have
(Θ−1/2ǫn B
l+1
ǫn Θ
−1/2
ǫn )(π˜, σ˜) =
∑
ν1,...,νl∈NC
ǫ(m)
π 6=ν1 6=···6=νl 6=σ
n|eπ∨eν1|+|eν1∨eν2|+···+|eνl∨eσ|−(l+2)m.
Now we claim that
|π˜ ∨ ν˜1|+ · · ·+ |ν˜l ∨ σ˜| ≤ |π˜ ∨ σ˜|+ |ν˜1|+ · · ·+ |ν˜l|
≤ |π˜ ∨ σ˜|+ l ·m,
from which (i) follows from the above equation and Theorem 3.7.
Indeed, the case l = 1 follows from the semi-modular condition:
|π˜ ∨ ν˜1|+ |ν˜1 ∨ σ˜| ≤ |(π˜ ∨ ν˜1) ∨ (ν˜1 ∨ σ˜)|+ |(π˜ ∨ ν˜1) ∧ (ν˜1 ∨ σ˜)|
≤ |π˜ ∨ σ˜|+ |ν˜1|
= |π˜ ∨ σ˜|+m.
The general case follows easily from induction on l.
For (ii), apply Theorem 3.7 to find that
|π˜ ∨ ν˜1|+ · · ·+ |ν˜l ∨ σ˜| = 2(|ν1 ∨ ν2|+ · · ·+ |νl ∨ σ| − |ν1| − · · · − |νl|) + 2|π ∨ ν1| − |π| − |σ|+ (l + 1)m
≤ |π| − |σ|+ (l + 1)m,
where equality holds if σ < νl < · · · < ν1 < π and otherwise the difference is at least 2. It then follows from
the equation above that nm+|σ|−|π|Wǫn(π˜, σ˜) is equal to
0, σ 6≤ π
1, π = σ
−1 +
∑∞
l=1(−1)
l+1|{(ν1, . . . , νl) ∈ (NC
ǫ(m))l : σ < νl < · · · < ν1 < π}|, σ < π
,
up to O(n−2). Since NCǫ(m) is closed under taking intervals in NC(m), this is equal to µm(σ, π).

As a corollary, we can give an estimate on the free cumulants of the generators Uij of Au(n). (Note that
the cumulants of odd length are all zero since the generators have an even joint distribution).
Corollary 4.7. Let ǫ1, . . . , ǫ2m ∈ {1, ∗} and i1, j1, . . . , i2m, j2m ∈ N. For ω ∈ NC(2m), we have for the
moment functions
ψ(ω)n [U
ǫ1
i1j1
, . . . , U ǫ2mi2mj2m ] =
∑
σ,π∈NCǫ(m)
eπ≤ker i∧ω
eσ≤ker j∧ω
n|π|−|σ|−m(µm(σ, π) +O(n
−2)),
and for the cumulant functions
κ(ω)[U ǫ1i1j1 , . . . , U
ǫ2m
i2mj2m
] =
∑
π,σ∈NCǫ(m)
eπ≤ker i
eσ≤ker j
eπ∨nceσ=ω
n|π|−|σ|−m(µm(π, σ) +O(n
−2)).
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Proof. First note that ψ
(ω)
n [U
ǫ1
i1j1
, . . . , U ǫ2mi2mj2m ] = 0 unless ω ∈ NCh(2m), i.e., unless each block of ω has
an even number of elements. So suppose this is the case, then by Lemma 3.9 we have ω = α˜ ∨ β˜ for some
α, β ∈ NC(m) with α ≤ β. By the Weingarten formula, we have
ψ(ω)n [U
ǫ1
i1j1
, . . . , U ǫ2mi2mj2m ] =
∑
π,σ∈NCǫ(m)
eπ≤ker i∧ω
eσ≤ker j∧ω
∏
V ∈ω
Wǫ|V n(π˜|V , σ˜|V ).
Let V = (l1 < · · · < ls) be a block of ω. In order to apply Theorem 4.6 we have to write π˜|V and σ˜|V as
π˜V and σ˜V , respectively, for some πV , σV ∈ NC(|V |/2). Since µ|V |/2(σV , πV ) = µ|V |(σ̂V , π̂V ), it suffices to
recover the doubled versions σ̂V , π̂V from π˜|V and σ˜|V . But this can be achieved as follows.
π̂V = π˜V ∨ 0ˆ|V |/2 = π˜|V ∨ {(l1, l2), . . . , (ls−1, ls)}.
So it remains to write {(l1, l2), . . . , (ls−1, ls)} intrinsically in terms of ω.
Recall from Lemma 3.6 that we have K(ω) = α ≀K(β). It follows that for 1 ≤ r ≤ s such that lr is odd,
α has a block whose least element is lr+12 and greatest element is
lr+1
2 . Therefore lr is joined to lr+1 in α˜.
So if l1 is odd, then α˜|V is equal to {(l1, l2), (l3, l4), . . . , (ls−1, ls)}. In this case, from Theorem 4.6 we have
Wǫ|V n(π˜|V , σ˜|V ) = n
∣∣eπ|V ∨eα|V ∣∣−∣∣eσ|V ∨eα|V ∣∣−|V |/2(µ|V |(σ˜|V ∨ α˜|V , π˜|V ∨ α˜|V ) +O(n−2)).
On the other hand, if l1 is even then α˜|V = {(l1, ls), (l2, l3), . . . , (ls−2, ls−1)}. In this case we have
Wǫ|V n(π˜|V , σ˜|V ) = n
∣∣eσ|V ∨−−→eα|V ∣∣−∣∣eπ|V ∨−−→eα|V ∣∣−|V |/2(µ|V |(π˜|V ∨ −−→α˜|V , σ˜|V ∨ −−→α˜|V ) +O(n−2))
= n
∣∣←−−eσ|V ∨eα|V ∣∣−∣∣←−−eπ|V ∨eα|V ∣∣−|V |/2(µ|V |(←−−π˜|V ∨ α˜|V ,←−−σ˜|V ∨ α˜|V ) +O(n−2)),
where here the arrows act on the legs of V . Since this corresponds, by Lemma 3.5, to the Kreweras comple-
ment on NC|V |/2, we have ∣∣←−−σ˜|V ∨ α˜|V ∣∣ = |V |/2 + 1− ∣∣σ˜|V ∨ α˜|V ∣∣
and
µ|V |(
←−−
π˜|V ∨ α˜|V ,
←−−
σ˜|V ∨ α˜|V ) = µ|V |(σ˜|V ∨ α˜|V , π˜|V ∨ α˜|V ).
So it follows that, as in previous case, we have
Wǫ|V n(π˜|V , σ˜|V ) = n
∣∣eπ|V ∨eα|V ∣∣−∣∣eσ|V ∨eα|V ∣∣−|V |/2(µ|V |(σ˜|V ∨ α˜|V , π˜|V ∨ α˜|V ) +O(n−2)).
Therefore,
ψ(ω)n [U
ǫ1
i1j1
, . . . , U ǫ2mi2mj2m ] =
∑
σ,π∈NCǫ(m)
eπ≤ker i∧ω
eσ≤ker j∧ω
∏
V ∈ω
n
∣∣eπ|V ∨eα|V ∣∣−∣∣eσ|V ∨eα|V ∣∣−|V |/2(µ|V |(σ˜|V ∨ α˜|V , π˜|V ∨ α˜|V ) +O(n−2))
=
∑
σ,π∈NCǫ(m)
eπ≤ker i∧ω
eσ≤ker j∧ω
n|eπ∨eα|−|eσ∨eα|−m(µ2m(σ˜ ∨ α˜, π˜ ∨ α˜) +O(n
−2)),
where we have used the multiplicativity of the Mo¨bius function on NC(2m).
Now since σ˜ = σ˜ ∨ σ˜ ≤ α˜∨ β˜, taking the Kreweras complement and applying Lemma 3.6 gives α ≀K(β) ≤
σ ≀K(σ). So we have α ≤ σ ≤ β. By Theorem 3.7, we then have |σ˜ ∨ α˜| = |σ|+m− |α|. Also, we have
µ2m(σ˜ ∨ α˜, π˜ ∨ α˜) = µ2m(K(π˜ ∨ α˜),K(σ˜ ∨ α˜))
= µ2m(α ≀K(π), α ≀K(σ))
= µm(K(π),K(σ))
= µm(σ, π).
Plugging this into the equation above, we have
ψ(ω)n [U
ǫ1
i1j1
, . . . , U ǫ2mi2mj2m ] =
∑
σ,π∈NCǫ(m)
eπ≤ker i∧ω
eσ≤ker j∧ω
n|π|−|σ|−m(µm(σ, π) +O(n
−2)).
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For the cumulant function this gives
κ(τ)[U ǫ1i1j1 , . . . , U
ǫ2m
i2mj2m
] =
∑
ω∈NC(2m)
ω≤τ
µ2m(ω, τ)ψ
(ω)
n [U
ǫ1
i1j1
, . . . , U ǫ2mi2mj2m ]
=
∑
ω∈NC(2m)
ω≤τ
µ2m(ω, τ)
∑
σ,π∈NCǫ(m)
eπ≤ker i∧ω
eσ≤ker j∧ω
n|π|−|σ|−m(µm(σ, π) +O(n
−2))
=
∑
σ,π∈NCǫ(m)
eπ≤ker i
eσ≤ker j
n|π|−|σ|−m(µm(σ, π) +O(n
−2))
∑
ω∈NC(2m)
eπ∨nceσ≤ω≤τ
µ2m(ω, τ).
Since ∑
ω∈NC(2m)
eπ∨nceσ≤ω≤τ
µ2m(ω, τ) =
{
1, π˜ ∨nc σ˜ = τ
0, otherwise
,
the result follows.

As a corollary, we can give an estimate on the Haar state on the free product Au(n)
∗∞.
Corollary 4.8. Let l1, . . . , l2m ∈ N, ǫ1, . . . , ǫ2m ∈ {1, ∗} and i1, j1, . . . , i2m, j2m ∈ N. In Au(n)
∗∞, we have
ψ∗∞n
(
U(l1)
ǫ1
i1j1
· · ·U(l2m)
ǫ2m
i2mj2m
)
=
∑
π,σ∈NCǫ(m)
eπ≤ker i∧ker l
eσ≤ker j∧ker l
n|π|−|σ|−m(µm(σ, π) +O(n
−2)).
Proof. Since the families ({U(l)ij})l∈N are freely independent, we have by the vanishing of mixed cumulants
ψ∗∞n
(
U(l1)
ǫ1
i1j1
· · ·U(l2m)
ǫ2m
i2mj2m
)
=
∑
τ∈NC(2m)
τ≤ker l
κ(τ)[U(l1)
ǫ1
i1j1
, . . . , U(l2m)
ǫ2m
i2mj2m
].
Since the families ({U(l)ij})l∈N are identically distributed, we have
κ(τ)[U(l1)
ǫ1
i1j1
, . . . , U(l2m)
ǫ2m
i2mj2m
] = κ(τ)[U(1)ǫ1i1j1 , . . . , U(1)
ǫ2m
i2mj2m
]
for any τ ∈ NC(2m) such that τ ≤ ker l. Applying the previous corollary, we have
ψ∗∞n
(
U(l1)
ǫ1
i1j1
· · ·U(l2m)
ǫ2m
i2mj2m
)
=
∑
τ∈NC(2m)
τ≤ker l
∑
π,σ∈NCǫ(m)
eπ≤ker i
eσ≤ker j
eπ∨nceσ=τ
n|π|−|σ|−m(µm(σ, π) +O(n
−2))
=
∑
π,σ∈NCǫ(m)
eπ≤ker i∧ker l
eσ≤ker j∧ker l
n|π|−|σ|−m(µm(σ, π) +O(n
−2)).

5. Asymptotic freeness results
5.1. Throughout the first part of this section, the framework will be as follows: B will be a fixed uni-
tal C∗-algebra, and (DN (i))i∈I will be a family of matrices in MN(B) for N ∈ N, which is a B-valued
probability space with conditional expectation EN = trN ⊗ idB. Consider the free product Au(N)
∗∞,
generated by the entries in the matrices (UN (l))l∈N ∈ MN(Au(N)
∗∞). By a family of freely independent
Haar quantum unitary random matrices, independent from B, we will mean the family (UN (l) ⊗ 1B)l∈N in
MN (Au(N)
∗∞ ⊗ B) = MN(C) ⊗ Au(N)
∗∞ ⊗ B, which we will still denote by (UN (l))l∈N. We also identify
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DN (i) = DN (i) ⊗ 1Au(N)∗∞ for i ∈ I. We will consider the B-valued joint distribution of the family of sets
({UN(1), UN (1)
∗}, {UN(2), UN (2)
∗}, . . . , {DN(i)|i ∈ I}) with respect to the conditional expectation
ψ∗∞N ⊗ EN = trN ⊗ ψ
∗∞
N ⊗ idB.
We can now state our main result.
Theorem 5.2. Let B be a unital C∗-algebra, and let (DN (i))i∈I be a family of matrices in MN (B) for N ∈ N.
Suppose that there is a finite constant C such that ‖DN(i)‖ ≤ C for all i ∈ I and N ∈ N. Let (UN (l))l∈N
be a family of freely independent N ×N Haar quantum unitary random matrices, independent from B. Let
(u(l), u(l)∗)l∈N and (dN (i))i∈I,N∈N be random variables in a B-valued probability space (A, E : A → B) such
that
(1) (u(l), u(l)∗)l∈N is free from (dN (i))i∈I with respect to E for each N ∈ N..
(2) ({u(l), u(l)∗})l∈N is a free family with respect to E, and u(l) is a Haar unitary, independent from B
for each l ∈ N.
(3) (dN (i))i∈I has the same B-valued joint distribution with respect to E as (DN (i))i∈I has with respect
to EN .
Then for any polynomials p1, . . . , p2m ∈ B〈t(i)|i ∈ I〉, l1, . . . , l2m ∈ N and ǫ1, . . . , ǫ2m ∈ {1, ∗},∥∥(ψ∗∞N ⊗ EN )[UN (l1)ǫ1p1(DN ) · · ·UN (l2m)ǫ2mp2m(DN )]− E[u(l1)ǫ1p1(dN ) · · ·u(l2m)ǫ2mp2m(dN )]∥∥
is O(N−2) as N →∞.
Observe that Theorem 5.2 makes no assumption on the existence of a limiting distribution for (DN (i))i∈I .
If one assumes also the existence of a limiting (infinitesimal) B-valued joint distribution, then asymptotic
(infinitesimal) freeness follows easily. We will state this as Theorem 5.4 below, let us first recall the relevant
notions.
Definition 5.3. Let B be a unital C∗-algebra, and for each N ∈ N let (DN (i))i∈I be a family of noncom-
mutative random variables in a B-valued probability space (A(N), EN : A(N)→ B).
(1) We say that the joint distribution of (DN (i))i∈I converges weakly in norm if there is a B-linear map
E : B〈D(i)|i ∈ I〉 → B such that
lim
N→∞
∥∥EN [b0DN(i1) · · ·DN (ik)bk]− E[b0D(i1) · · ·D(ik)bk]∥∥ = 0
for any i1, . . . , ik ∈ I and b0, . . . , bk ∈ B. If B is a von Neumann algebra with faithful, normal trace
state τ , we say the the joint distribution of (DN (i))i∈I converges weakly in L
2 if the equation above
holds with respect to | |2.
(2) If I =
⋃
j∈J Ij is a partition of I, we say that the sequence of sets of random variables ({DN(i)|i ∈
Ij})j∈J are asymptotically free with amalgamation over B if the sets ({D(i)|i ∈ Ij})j∈J are freely
independent with respect to E.
(3) We say that the joint distribution of (DN (i))i∈I converges infinitesimally in norm if there is a
B-linear map E′ : B〈D(i)|i ∈ I〉 → B such that
lim
N→∞
N
{
EN [b0DN (i1) · · ·DN (ik)bk]− E[b0D(i1) · · ·D(ik)bk]
}
= E′[b0D(i1) · · ·D(ik)bk]
with convergence in norm, for any b0, . . . , bk ∈ B and i1, . . . , ik ∈ I. If B is a von Neumann
algebra with faithful, normal trace state τ , we say the the joint distribution of (DN (i))i∈I converges
infinitesimally in L2 if the equation above holds with respect to | |2.
(4) If I =
⋃
j∈J Ij is a partition of I, we say that the sequence of sets of random variables ({DN(i)|i ∈
Ij})j∈J are asymptotically infinitesimally free with amalgamation over B if the sets ({D(i)|i ∈ Ij})j∈J
are infinitesimally freely independent with respect to (E,E′).
Theorem 5.4. Let B be a unital C∗-algebra, and let (DN (i))i∈I be a family of matrices in MN (B) for
N ∈ N. Suppose that there is a finite constant C such that ‖DN(i)‖ ≤ C for all i ∈ I and N ∈ N. For each
N ∈ N, let (UN(l))l∈N be a family of freely independent N × N Haar quantum unitary random matrices,
independent from B.
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(1) If the joint distribution of (DN (i))i∈I converges weakly (in norm or in L
2 with respect to a faithful
trace), then the sets
({UN (1), UN (1)
∗}, {UN(2), UN (2)
∗}, . . . , {DN(i)|i ∈ I})
are asymptotically free with amalgamation over B as N →∞.
(2) If the joint distribution of (DN (i))i∈I converges infinitesimally (in norm or in L
2 with respect to a
faithful trace), then the sets
({UN (1), UN (1)
∗}, {UN(2), UN (2)
∗}, . . . , {DN(i)|i ∈ I})
are asymptotically infinitesimally free with amalgamation over B as N →∞.
5.5. Theorem 5.4 follows immediately from Theorem 5.2 and Proposition 2.16. The proof of Theorem 5.2
will require some preparation, we begin by computing the limiting distribution appearing in the statement.
Proposition 5.6. Let (u(l), u(l)∗)l∈N and (dN (i))i∈I,N∈N be random variables in a B-valued probability space
(A, E : A → B) such that
(1) (u(l), u(l)∗)l∈N is free from (dN (i))i∈I with respect to E for each N ∈ N..
(2) ({u(l), u(l)∗})l∈N is a free family with respect to E, and u(l) is a Haar unitary, independent from B
for each l ∈ N.
Let a(1), . . . , a(2m) be in the algebra generated by B and {d(i)|i ∈ I}, and let l1, . . . , l2m ∈ N and ǫ1, . . . , ǫ2m ∈
{1, ∗}. Then
E[u(l1)
ǫ1a(1) · · ·u(l2m)
ǫ2ma(2m)] =
∑
π,σ∈NCǫ(m)
σ≤π
eπ∨eσ≤ker l
µm(σ, π)E
(σ≀K(π))[a(1), . . . , a(2m)].
Note that elements of the form appearing in the statement of the proposition span the algebra generated
by (u(l), u(l)∗)l∈N and (d(i))i∈I , and so this indeed determines the joint distribution.
Proof. We have
E[u(l1)
ǫ1a(1) · · ·u(l2m)
ǫ2ma(2m)] =
∑
α∈NC(4m)
καE [u(l1)
ǫ1 , a(1), . . . , a(2m)].
By freeness, the only non-vanishing cumulants appearing above are those of the form τ ≀ γ, where τ, γ ∈
NC(2m), τ ≤ ker l and γ ≤ K(τ). So we have
E[u(l1)
ǫ1a(1) · · ·u(l2m)
ǫ2ma(2m)] =
∑
τ∈NC(2m)
τ≤ker l
∑
γ∈NC(2m)
γ≤K(τ)
κ
(τ ≀γ)
E [u(l1)
ǫ1 , a(1), . . . , a(2m)].
Since the expectation of any polynomial in (u(l), u(l)∗)l∈N with complex coefficients is scalar-valued, it follows
that
E[u(l1)
ǫ1a(1) · · ·u(l2m)
ǫ2ma(2m)] =
∑
τ∈NC(2m)
τ≤ker l
κ
(τ)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ]
∑
γ∈NC(2m)
γ≤K(τ)
κ
(γ)
E [a(1), . . . , a(2m)]
=
∑
τ∈NC(2m)
τ≤ker l
κ
(τ)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ]E(K(τ))[a(1), . . . , a(2m)].
Since Haar unitaries are R-diagonal ([15, Example 15.4]), we have
κ
(τ)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ] = 0
unless τ ∈ NCǫh(2m). By Lemmas 3.9 and 3.6, we have
E[u(l1)
ǫ1a(1) · · ·u(l2m)
ǫ2ma(2m)] =
∑
π,σ∈NCǫ(m)
σ≤π
eσ∨eπ≤ker l
κ
(eσ∨eπ)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ]E(σ≀K(π))[a(1), . . . , a(2m)].
So it remains only to show that if σ, π ∈ NCǫ(m) and σ ≤ π then
µm(σ, π) = κ
(eσ∨eπ)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ].
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Since the Mo¨bius function is multiplicative on NC(m), we have
µm(σ, π) =
∏
W∈π
µ|W |(σ|W , 1W ),
and so it suffices to consider the case π = 1m.
By [15, Proposition 15.1],
κ
(eσ∨f1m)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ] =
∏
V ∈eσ∨f1m
(−1)|V |/2−1C|V |/2−1,
where Cn is the n-th Catalan number. Since
σ˜ ∨ 1˜m =
−−−−−→
←−
σ˜ ∨
←−
1˜m =
−−−−−−−→
K˜(σ) ∨ 0̂m =
−−−→
K̂(σ),
we have
κ
(eσ∨f1m)
E [u(l1)
ǫ1 , . . . , u(l2m)
ǫ2m ] =
∏
W∈K(σ)
(−1)|W |−1C|W |−1.
On the other hand, we have
µm(σ, 1m) = µm(0m,K(σ))
=
∏
W∈K(σ)
µ|W |(0W , 1W )
=
∏
W∈K(σ)
(−1)|W |−1C|W |−1,
where we have used the formula for µm(0m, 1m) from [15, Proposition 10.15]. 
Proposition 5.7. Let B be a unital algebra, A(1), . . . , A(2m) ∈ MN(B) and π, σ ∈ NC(m). Let EN =
trN ⊗ idB. If σ ≤ π, then∑
1≤j1,...,j2m≤N
eσ≤ker j
∑
1≤i1,...,i2m≤N
K˜(π)≤ker i
A(1)j1j2A(2)i1i2 · · ·A(2m)i2m−1i2m = N
|σ|+|K(π)|E
(σ≀K(π))
N [A(1), . . . , A(2m)].
Proof. First observe that the sum above can be rewritten as∑
1≤i1,...,i4m≤N
σ˜≀K(π)≤ker i
A(1)i1i2 · · ·A(2m)i4m−1i4m .
So this will follow from the formula∑
1≤i1,...,i2m≤N
eσ≤ker i
A(1)i1i2 · · ·A(m)i2m−1i2m = N
|σ|E
(σ)
N [A(1), . . . , A(m)]
for any σ ∈ NC(m).
We will prove this by induction on the number of blocks of m. If σ = 1m has only one block, then we
have ∑
1≤i1,...,i2m≤N
eσ≤ker i
A(1)i1i2 · · ·A(m)i2m−1i2m =
∑
1≤i1,...,im≤N
A(1)i1i2A(2)i2i3 · · ·A(m)imi1
= N ·EN (A(1) · · ·A(m)).
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Suppose now that V = {l+ 1, . . . , l + s} is an interval of σ. Then∑
1≤i1,...,i2m≤N
eσ≤ker i
A(1)i1i2 · · ·A(m)i2m−1i2m
=
∑
1≤i1,...,i2l−2,
i2(l+s)+1,...,i2m≤N
σ˜\V≤ker i
A(1)i1i2 · · ·
( ∑
1≤j1,...,js≤N
A(l + 1)j1j2 · · ·A(l + s)jsj1
)
· · ·A(m)i2m−1i2m
=
∑
1≤i1,...,i2l−2,i2(l+s)+1,...,i2m≤N
σ˜\V≤ker i
A(1)i1i2 · · ·
(
N ·EN (A(l + 1) · · ·A(l + s))
)
· · ·A(m)i2m−1i2m ,
which by induction is equal to
N |σ|E
(σ\V )
N [A(1), . . . , A(l)EN (A(l + 1) · · ·A(l + s)), . . . , A(m)] = N
|σ|E
(σ)
N [A(1), . . . , A(m)].

Remark 5.8. We will also need to control the sum appearing in the proposition above for σ, π ∈ NC(m)
with σ 6≤ π. If B is commutative this poses no difficulty, as then∑
1≤j1,...,j2m≤N
eσ≤ker j
∑
1≤i1,...,i2m≤N
K˜(π)≤ker i
A(1)j1j2A(2)i1i2 · · ·A(2m)i2m−1i2m
=
( ∑
1≤j1,...,j2m≤N
eσ≤ker j
A(1)j1j2 · · ·A(2m− 1)j2m−1j2m
)( ∑
1≤i1,...,i2m≤N
K˜(π)≤ker i
A(2)i1i2 · · ·A(2m)i2m−1i2m
)
= N |σ|+|K(π)|E
(σ)
N [A(1), . . . , A(2m− 1)]E
(K(π))
N [A(2), . . . , A(2m)].
However, when B is noncommutative it is not clear how to express this sum in terms of expectation func-
tionals. Instead, we will use the following bound on the norm:
Proposition 5.9. Let B be a unital C∗-algebra, and let A(1), . . . , A(2m) ∈MN (B). If σ, π ∈ NC(m) then∥∥∥∥ ∑
1≤j1,...,j2m≤N
eσ≤ker j
∑
1≤i1,...,i2m≤N
K˜(π)≤ker i
A(1)j1j2A(2)i1i2 · · ·A(2m)i2m−1i2m
∥∥∥∥ ≤ N |σ|+|K(π)|‖A(1)‖ · · · ‖A(2m)‖.
Proof. For this proof, we extend the definition of π˜ to all partitions π ∈ P(m) in the obvious manner. We
can rewrite expression above as ∑
1≤i1,...,i4m≤N
σ˜≀K(π)≤ker i
A(1)i1i2 · · ·A(2m)i4m−1i4m ,
and so the result will follow from∥∥∥∥ ∑
1≤i1,...,i2m≤N
eσ≤ker i
A(1)i1i2 · · ·A(m)i2m−1i2m
∥∥∥∥ ≤ N |σ|‖A(1)‖ · · · ‖A(m)‖
for any partition σ ∈ P(m).
The idea now is to realize this expression as the trace of a larger matrix. For each V ∈ σ, let MVN be a
copy of MN (C). Consider the algebra ⊗
V ∈σ
MVN ≃MN |σ|(C),
with the natural unital inclusions ιV of M
V
N for V ∈ σ. For 1 ≤ l ≤ m, let
X(l) =
(
ισ(l) ⊗ idB
)
A(l) ∈
(⊗
V ∈σ
MVN
)
⊗ B ≃MN |σ|(B),
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where we have used the notation σ(l) for the block of σ which contains l.
In other words, X(l) is the matrix indexed by maps i : σ → [N ] = {1, . . . , N} such that
X(l)ij = A(l)i(σ(l))j(σ(l))
∏
V ∈σ
l/∈V
δi(V )j(V ).
Consider now the trace
(TrN |σ| ⊗ idB)(X(1) · · ·X(m)) =
∑
i1,...,im
il:σ→[N ]
X(1)i1i2 · · ·X(m)imi1
=
∑
i1,...,im
il:σ→[N ]
A(1)i1(σ(1))i2(σ(1)) · · ·A(m)im(σ(m))i1(σ(m))
∏
1≤l≤m
∏
V ∈σ
l/∈V
δil(V )iγ(l)(V ),
where γ ∈ Sm is the cyclic permutation (123 · · ·m). The nonzero terms in this sum are obtained as follows:
For each block V = (l1 < · · · < ls) of σ, choose 1 ≤ il1(V ), iγ(l1)(V ), . . . , ils(V ), iγ(ls)(V ) ≤ N with
the restrictions iγ(l1)(V ) = il2(V ), . . . , iγ(ls−1)(V ) = ils(V ) and iγ(ls)(V ) = il1(V ). Comparing with the
definition of σ˜, it follows that
(TrN |σ| ⊗ idB)(X(1) · · ·X(m)) =
∑
1≤i1,...,i2m≤N
eσ≤ker i
A(1)i1i2 · · ·A(m)i2m−1i2m
is the expression to be bounded. However, (trN |σ| ⊗ idB) = N
−|σ|(TrN |σ| ⊗ idB) is a contractive conditional
expectation onto B and so
‖(TrN |σ| ⊗ idB)(X(1) · · ·X(m))‖ ≤ N
|σ|‖X(1)‖ · · · ‖X(m)‖.
Since (ιV ⊗ idB) is a contractive ∗-homomorphism, we have ‖X(l)‖ = ‖(ισ(l) ⊗ idB)(A(l))‖ ≤ ‖A(l)‖ and the
result follows. 
5.10. We are now prepared to prove the main theorem.
Proof of Theorem 5.2. Fix p1, . . . , p2m ∈ B〈t(i)|i ∈ I〉, and set AN (k) = pk(DN ) for 1 ≤ k ≤ 2m. For
notational simplicity, we will suppress the subscript N in our computations.
Let l1, . . . , l2m ∈ N, ǫ1, . . . , ǫ2m ∈ {1, ∗} and consider
(ψ∗∞N ⊗ EN )[U(l1)
ǫ1A(1)U(l2)
ǫ2 · · ·U(l2m)
ǫ2mA(2m)]
= (ψ∗∞N ⊗ idB)N
−1
∑
1≤i1,...,i4m≤N
(U(l1)
ǫ1)i1i2A(1)i2i3(U(l2)
ǫ2)i3i4 · · ·A(2m)i4mi1
=
∑
1≤i1,...,i4m≤N
N−1ψ∗∞N
[
(U(l1)
ǫ1)i1i2 · · · (U(l2m)
ǫ2m)i4m−1i4m
]
A(1)i2i3 · · ·A(2m)i4mi1 .
By Corollary 4.4, this is equal to∑
1≤i1,...,i4m≤N
N−1ψ∗∞N
[
U(l1)
ǫ1
i1i2
U(l2)
ǫ2
i4i3
· · ·U(l2m)
ǫ2m
i4mi4m−1
]
A(1)i2i3 · · ·A(2m)i4mi1 .
After reindexing, this becomes∑
1≤i1,...,i2m≤N
∑
1≤j1,...,j2m≤N
N−1ψ∗∞N
[
U(l1)
ǫ1
i2mj1
U(l2)
ǫ2
i1j2
· · ·U(l2m)
ǫ2m
i2m−1j2m
]
A(1)j1j2A(2)i1i2 · · ·A(2m)i2m−1i2m .
Applying Corollary 4.8, we have∑
1≤i1,...,i2m≤N
∑
1≤j1,...,j2m≤N
∑
π,σ∈NCǫ(m)
eπ≤
−−→
ker i∧ker l
eσ≤ker j∧ker l
N−|K(π)|−|σ|(µm(σ, π) +O(N
−2))A(1)j1j2A(2)i1i2 · · ·A(2m)i2m−1i2m
=
∑
π,σ∈NCǫ(m)
eπ≤ker l
eσ≤ker l
(µm(σ, π) +O(N
−2))N−|K(π)|−|σ|
∑
1≤j1,...,j2m≤N
eσ≤ker j
∑
1≤i1,...,i2m≤N
K˜(π)≤ker i
A(1)j1j2A(2)i1i2 · · ·A(2m)i2m−1i2m .
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By Propositions 5.7 and 5.9, this is equal to∑
π,σ∈NCǫ(m)
σ≤π
eπ∨eσ≤ker l
µm(σ, π)E
(σ≀K(π))
N [A(1), . . . , A(2m)],
up to O(N−2) with respect to the norm on B. Set a(k) = pk(dN ) for 1 ≤ k ≤ 2m, then by Proposition 5.6
we have
E[u(l1)
ǫ1a(1) · · ·u(l2m)
ǫ2ma(2m)] =
∑
π,σ∈NCǫ(m)
σ≤π
eπ∨eσ≤ker l
µm(σ, π)E
(σ≀K(π))[a(1), . . . , a(2m)]
=
∑
π,σ∈NCǫ(m)
σ≤π
eπ∨eσ≤ker l
µm(σ, π)E
(σ≀K(π))
N [A(1), . . . , A(2m)],
and the result now follows immediately. 
5.11. Randomly quantum rotated matrices. It follows easily from Theorem 5.4 and the definition of
asymptotic freeness that under the hypotheses of the theorem, the sets
({DN (i) : i ∈ I}, {UN(1)DN(i)UN (1)
∗ : i ∈ I}, {UN(2)DN (i)UN (2)
∗ : i ∈ I}, . . . )
are asymptotically (infinitesimally) free with amalgamation over B as N → ∞. The condition on existence
of a limiting joint distribution can be weakened slightly as follows:
Corollary 5.12. Let B be a unital C∗-algebra, and let (DN (i))i∈I and (D
′
N (j))j∈J be two families of matrices
in MN(B) for N ∈ N. Suppose that there is a finite constant C such that ‖DN(i)‖ ≤ C and ‖D
′
N(j)‖ ≤ C
for N ∈ N, i ∈ I and j ∈ J . For each N ∈ N, let UN be a N × N Haar quantum unitary random matrix,
independent from B.
(1) If the joint distributions of (DN (i))i∈I and (D
′
N (j))j∈J both converge weakly (in norm or in L
2
with respect to a faithful trace), then (UNDN(i)U
∗
N )i∈I and (D
′
N (j))j∈J are asymptotically free with
amalgamation over B as N →∞.
(2) If the joint distribution of (DN (i))i∈I and (D
′
N (j))j∈J both converge infinitesimally (in norm or
in L2 with respect to a faithful trace), then (UNDN(i)U
∗
N )i∈I and (D
′
N (j))j∈J are asymptotically
infinitesimally free with amalgamation over B.
Proof. The only condition of Theorem 5.4 which is not satisfied is that {DN(i) : i ∈ I} ∪ {D
′
N(j) : j ∈ J}
should have a limiting (infinitesimal) joint distribution as N → ∞. We can see that this is not an issue
as follows. Let p1, . . . , pm ∈ B〈t(i)|i ∈ I〉 and q1, . . . , qm ∈ B〈t(j)|j ∈ J〉 and set AN (k) = pk(DN ),
BN (k) = qk(D
′
N ) for 1 ≤ k ≤ m. From the proof of Theorem 5.2, we have
(ψN ⊗ EN )[UA(1)U
∗B(1) · · ·UA(m)U∗B(m)] =
∑
π,σ∈NC(m)
σ≤π
µm(σ, π)E
(σ≀K(π))
N [A(1), B(1), . . . , A(m), B(m)],
up to O(N−2). But the right hand side depends only on the distributions of (D(i))i∈I and (D
′(j))j∈J , and
so the result follows from Theorem 5.4. 
5.13. Classical Haar unitary random matrices. In the remainder of this section, we will discuss the
failure of these results for classical Haar unitaries. First we show that if B is finite dimensional, then classical
Haar unitaries are sufficient.
Proposition 5.14. Let B be a finite dimensional C∗-algebra, and let (DN (i))i∈I be a family of matrices in
MN (B) for each N ∈ N. Assume that there is a finite constant C such that ‖DN (i)‖ ≤ C for all N ∈ N and
i ∈ I. For each N ∈ N, let (UN (l))l∈N be a family of independent N × N Haar unitary random matrices,
independent from B. Let (u(l), u(l)∗)l∈N and (dN (i))i∈I,N∈N be random variables in a B-valued probability
space (A, E : A → B) such that
(1) (u(l), u(l)∗)l∈N is free from (dN (i))i∈I with respect to E for each N ∈ N.
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(2) ({u(l), u(l)∗})l∈N is a free family with respect to E, and u(l) is a Haar unitary, independent from B
for each l ∈ N.
(3) (dN (i))i∈I has the same B-valued joint distribution with respect to E as (DN (i))i∈I has with respect
to EN .
Then for any polynomials p1, . . . , p2m ∈ B〈t(i) : i ∈ I〉, l1, . . . , l2m ∈ N and ǫ1, . . . , ǫ2m ∈ {1, ∗},∥∥(ψ∗∞N ⊗ EN )[UN (l1)ǫ1p1(DN ) · · ·UN (l2m)ǫ2mp2m(DN )]− E[u(l1)ǫ1p1(dN ) · · ·u(l2m)ǫ2mp2m(dN )]∥∥
is O(N−2) as N →∞.
Proof. Let e1, . . . , eq be a basis for B with ‖er‖ = 1 for 1 ≤ r ≤ q. Let p1, . . . , p2m ∈ B〈t(i)|i ∈ I〉, let
AN (k) = pk(DN ) and let AN (k, r) ∈ MN(C) be the matrix of coefficients of the entries of AN (k) on er for
1 ≤ k ≤ 2m and 1 ≤ r ≤ q. Let aN (k, r) and (u(l), u(l)
∗)l∈N be random variables in a noncommutative
probability space (A, ϕ) such that
(1) {aN(k, r) : 1 ≤ k ≤ 2m, 1 ≤ r ≤ q} and (u(l), u(l)
∗)l∈N are free with respect to ϕ.
(2) (aN (k, r))1≤k≤2m,1≤r≤q has the same joint distribution with respect to ϕ as (AN (k, r))1≤k≤2m,1≤r≤q
with respect to trN .
(3) (u(l), u(l)∗)l∈N are freely independent with respect to ϕ and u(l) has a Haar unitary distribution.
For 1 ≤ k ≤ 2m and N ∈ N, let aN (k) =
∑
aN (k, r)⊗ er ∈ A⊗ B, and note that the family (an(k))1≤k≤2m
has the same joint distribution with respect to E = ϕ ⊗ idB as does (AN (k))1≤k≤2m with respect to EN .
Identifying u(l) = u(l) ⊗ 1 in A ⊗ B, it is also easy to see that (u(l), u(l)∗) and (aN (k))1≤k≤2m are freely
independent with respect to E.
Now let ǫ1, . . . , ǫ2m ∈ {1, ∗} and consider
(trN ⊗ E⊗ idB)[U(l1)
ǫ1A(1) · · ·A(2m)U(l2m)
ǫ2m ]
=
∑
1≤r1,...,r2m≤q
(trN ⊗ E)[U(l1)
ǫ1A(1, r1) · · ·A(2m, r2m)U(l2m)
ǫ2m ]er1 · · · er2m .
Since ‖er‖ = 1, it follows that∥∥(trN ⊗ E⊗ idB)[U(l1)ǫ1A(1) · · ·U(l2m)ǫ2mA(2m)]− E[u(l1)ǫ1a(1) · · ·u(l2m)ǫ2ma(2m)]∥∥
≤
∑
1≤r1,...,r2m≤q
∣∣(trN ⊗ E)[U(l1)ǫ1A(1, r1) · · ·U(l2m)ǫ2mA(2m, r2m)]
− ϕ[u(l1)
ǫ1a(1, r1) · · ·u(l2m)
ǫ2ma(2m, r2m)]
∣∣.
From standard asymptotic freeness results (see e.g. [8]), this expression is O(N−2) as N →∞. 
5.15. We will now give an example to show that Theorem 5.2 may fail for classical Haar unitaries if the
algebra B is infinite dimensional. First we recall the Weingarten formula for computing the expectation of
a word in the entries of a N ×N Haar unitary random matrix and its conjugate:
E[U ǫ1i1j1 · · ·U
ǫ2m
i2mj2m
] =
∑
π,σ∈Pǫ2(2m)
π≤ker i
σ≤ker j
W cǫN (π, σ),
where Pǫ2(2m) is the set of pair partitions for which each pairing connects a 1 with a ∗ in the string ǫ1, . . . , ǫ2m,
and W cǫN is the corresponding Weingarten matrix, see [8, 5].
Example 5.16. Let B be a unital C∗-algebra, and for each N ∈ N let {Eij(N, l) : 1 ≤ i, j ≤ N, l = 1, 2} be
two commuting systems of matrix units in B, i.e.,
(1) Ei1j1(N, 1)Ei2j2(N, 2) = Ei2j2(N, 2)Ei1j1(N, 1) for 1 ≤ i1, j1, i2, j2 ≤ N .
(2) Eij(N, l)
∗ = Eji(N, l) for 1 ≤ i, j ≤ N .
(3) Eik1(N, l)Ek2j(N, l) = δk1k2Eij(N, l) for 1 ≤ i, j, k1, k2 ≤ N .
(4) Eii(N, l) is a projection for 1 ≤ i ≤ N , and
N∑
i=1
Eii(N, l) = 1.
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For N ∈ N, define AN , BN ∈MN (B) by
(AN )ij = Eji(N, 1), (BN )ij = Eji(N, 2).
Note that AN , BN are self-adjoint and A
2
N , B
2
N are the identity matrix, indeed
(A2N )ij =
N∑
k=1
Eki(N, 1)Ejk(N, 1) = δij
N∑
k=1
Ekk(N, 1) = δij · 1,
and likewise for BN . It follows that ‖AN‖ = ‖BN‖ = 1 for N ∈ N.
For each N ∈ N, let UN be a N ×N Haar unitary random matrix, independent from B. Since
(trN ⊗ idB)[AN ] =
1
N
N∑
i=1
Eii(N, 1) =
1
N
· 1
converges to zero as N →∞, and likewise for BN , for asymptotic freeness we should have
lim
N→∞
(trN ⊗ E⊗ id)[(UNANU
∗
NBN)
3] = 0.
However, we will show that this limit is in fact equal to 1.
Indeed, suppressing the subindex N we have
(tr ⊗ E⊗ idB)[(UAU
∗B)3] =
1
N
∑
1≤i1,...,i12≤N
E[Ui1i2U i4i3 · · ·U i12i11 ]Ai2i3Bi4i5 · · ·Bi12i1
=
∑
1≤i1,j1,...,i6,j6≤N
E[Ui6j1U i1j2 · · ·U i5j6 ]Aj1j2Aj3j4Aj5j6Bi1i2Bi3i4Bi5i6 .
Applying the Weingarten formula, we obtain∑
π,σ∈Pǫ2(6)
N−1W cǫN (π, σ)
( ∑
1≤j1,...,j6≤N
σ≤ker j
Aj1j2Aj3j4Aj5j6
)( ∑
1≤i1,...,i6≤N
←−π≤ker i
Bi1i2Bi3i4Bi5i6
)
.
Note that Pǫ2(6) has 6 elements, namely the 5 noncrossing pair partitions and τ = {(1, 4), (2, 5), (3, 6)}. The
noncrossing pair partitions can be expressed as σ˜ for some σ ∈ NC(3), in which case we have∑
1≤j1,...,j6≤N
eσ≤ker j
Aj1j2Aj3j4Aj5j6 = N
|σ|E
(σ)
N [A,A,A].
Using EN [A] = EN [A
3] = N−1 and EN [A
2] = 1, one easily sees that this expression is O(N) for the 5
noncrossing pair partitions. For τ , we have∑
1≤j1,...,j6≤N
τ≤ker j
Aj1j2Aj3j4Aj5j6 =
∑
1≤j1,j2,j3≤N
Aj1j2Aj3j1Aj2j3
=
∑
1≤j1,j2,j3≤N
Ej2j1(N, 1)Ej1j3(N, 1)Ej3j2(N, 1)
=
∑
1≤j1,j2,j3≤N
Ej2j2(N, 1)
= N2 · 1,
and likewise for BN . Also we have N
3W cǫN (π, σ) = δπσ + O(N
−1). Putting these statements together, we
find that the only term which remains in the limit comes from π = σ = τ , which gives 1.
5.17. Remarks.
(1) We note that MN2(C) =MN(C)⊗MN (C) has a natural pair of commuting systems of matrix units,
so this example demonstrates that Theorem 5.2 fails for any unital C∗-algebra B which contains
MN2
k
(C) as a unital subalgebra for some increasing sequence of natural numbers (Nk).
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(2) It is a natural question whether the matrices AN , BN in the above example have limiting B-valued
distributions, which would demonstrate that Theorem 1 also fails for classical Haar unitaries. First
observe that
lim
N→∞
(trN ⊗ B)[A
k
N ] =
{
1, k is even
0, k is odd
,
which follows from the case k = 1 and the fact that A2N is the identity matrix. However, it is not
clear that moments of the form b0AN · · ·ANbk will converge for arbitrary b0, . . . , bk ∈ B.
Let us point out a special case in which the limiting distribution does exist. Suppose that there is
a dense ∗-subalgebra F ⊂ B such that each element of F commutes with the matrix units Eij(N, l)
for N sufficiently large. Then for any b0, . . . , bk ∈ B we have
lim
N→∞
(trN ⊗ B)[b0AN · · ·ANbk] =
{
b0b1 · · · bk, k is even
0, k is odd
,
and likewise for BN , indeed this holds for b0, . . . , bk ∈ F by hypothesis and for general b0, . . . , bk by
density.
In particular, we may take B to be the C∗-algebraic infinite tensor product
B =
⊗
N∈N
MN(C)
with the obvious systems of matrix units E(N, l)ij ∈MN2 =MN (C)⊗MN (C) ⊂ B, and F ⊂ B to be
the image of the purely algebraic tensor product. Note that B is uniformly hyperfinite, in particular
approximately finitely dimensional in the C∗-sense.
(3) Note that if B is a von Neumann algebra with a non-zero continuous projection p, then pBp contains
MN(C) as a unital subalgebra for all N ∈ N and hence (1) applies to pBp. It follows that Theorem
5.2 fails also for B. To obtain a contradiction to Theorem 1 for classical Haar unitaries in the setting
of a von Neumann algebra with faithful, normal trace, we may modify the example in (2) by taking
(B, τ) to be the infinite tensor product
(B, τ) =
⊗
N∈N
(MN(C), trN )
taken with respect to the trace states trN on MN (C), which is the hyperfinite II1 factor.
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