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Capítulo 1 
INTRODUÇÃO 
O controle por modos deslizantes tem sido estudado desde os anos 60 pelo nome de 
controle a estrutura variável (VSC) [5 l]. Esta concepção de controle representa uma fonna 
robusta de controlar plantas não-lineares e oferece aos sistemas controlados vantagens 
operacionais de robustez frente a variações paramétricas, incertezas e perturbações. Por 
estes motivos, o VSC tem sido amplamente utilizado em diversas áreas de aplicação [32].
_ 
Recentemente, 0 projeto discreto com base na relação entrada-saída (função de 
transferência) do controle a estrutura variável tem recebido uma notável atenção pela 
comunidade de controle de processos em trabalhos como os de FURUTA [24, 25, 26], 
FURUTA et al. [23], PIEPER et al. [45], CORRADINI et al. [17, 18, 19, 201, CHAN [5, 
6] e LEE et al. [33]. Todos estes trabalhos visam a combinação do controle a estrutura 
variável ao controlador de variância mínima generalizada (GMV) ou ao controlador 
preditivo generalizado (GPC). Assim, diferentes algoritmos de controle têm sido gerados 
para tratarem incertezas paramétricas visando melhorar a dinâmica do sistema controlado. 
As metodologias de controle VSC inicialmente desenvolvidas apresentam as 
seguintes condições de implementação: i) irnplementam um algoritmo posicional; ii) os 
zeros da planta em malha aberta devem ser assintóticamente estáveis; iii) o polinômio de 
ponderação de controle, definido na superfície de deslizamento, deve ser zero em regime 
para evitar ofiívet (erro em regime permanente). 
A concepção de controle por estrutura variável discreta proposta neste trabalho, evita 
estas condições de implementação e baseia-se na estrutura de controle RST incremental 
conectada ao controle de variância mínima generalizada. Esta concepção de projeto visa 
simplificar o projeto e melhorar o desempenho e robustez do sistema de controle.
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Diversas estratégias de controle preditivo têm sido desenvolvidas nas últimas 
décadas baseadas na representação entrada-saída da planta. Uma destas estratégias de 
controle é o controle preditivo generalizado, cuja lei de controle é resultado da 
minimização do erro de seguimento de previsão sobre um horizonte de tempo ñnito. A 
estrutura GPC procura tratar problemas de controle tais como processos de fase não- 
mínima e processos instáveis em malha aberta, entre outros. 
Assim, a combinação do GPC com o VSC tem como objetivos: (i) melhorar a 
resposta em malha fechada; (ii) reduzir a magnitude do sinal de controle durante o regime 
transitório; (iii) possibilitar ao projetista ajuste fino do transitório, através da utilização de 
um temio de ajuste associado à parte não-linear do controle. 
Neste trabalho utilizam-se diversos processos e modelos matemáticos visando 
abranger alguns dos problemas de controle encontrados tradicionalmente na indústria (não- 
linearidades, incertezas aditivas, incertezas paramétricas, imprecisão no modelo, 
acoplamento entre as malhas de controle e processo instáveis em malha aberta). 
Para melhor avaliar o desempenho dos controladores apresentados neste trabalho, 
são utilizados dois índices de desempenho: um para medir o erro de rastreamento e outro a 
energia do sinal de controle, sendo calculados por 
im*
- 
J 
..‹_1›. 
D-l 
< 
`;
V J.=(%v) _ 
' ff.-=y-y, 
Ju : [ut _ uz'-1]2 
onde N é o número de amostras da experimentação, ei é o erro de rastreamento, ui é o 
sinal de controle, y, é a entrada de referência e y é a saída do processo. 
' Este trabalho está organizado da seguinte forma. No capítulo 2 é feita uma breve 
introdução ao controle a estrutura variável. A seguir, são apresentadas duas propostas, 
monovariável e multivariável, de controladores de variância mínima generalizada
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incrementais combinados ao VSC. 'Após a descrição de cada um dos controladores 
propostos é apresentada uma série de resultados de simulação e prático que visam 
comparar o desempenho com outros controladores propostos recentemente na literatura 
[2o, 261. V
A 
No capítulo 3 são descritas duas estruturas de controle preditivo generalizado. A 
primeira apresentada por CLARKE [8] e a segunda apresentada por WELLSTEAD e 
ZARROP [56]. No final do capítulo é realizada uma .avaliação do desempenho dinâmico 
dos controladores preditivos generalizados associados ao VSC, baseado na proposta de 
CORRADINI et al. [19], através de resultados de simulação e prático. 
No capítulo 4 são apresentadas as partes integrantes de um controlador nebuloso e 
duas propostas de associação com o VSC visando simplificar o projeto do controlador em 
termos de heurísticas do operador e aumentar a robustez dos sistemas de controle. Os 
resultados de simulação e experimental são incluídos no final do capítulo. 
Porfim, no capítulo 5 são apresentadas as conclusões gerais deste trabalho e as 
perspectivas para trabalhos futuros.
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Capítulo 2 
VSC VIA PROJETO GMV INCREMENTAL 
2.1 Introduçao 
O controle de variância mínima generalizada, em combinação com o controle por 
estrutura variável, tem gerado diferentes algoritmos de controle para tratarem incertezas 
paramétricas visando melhorar a dinâmica do sistema controlado. As modificações 
baseiam-se na mudança da superñcie de deslizamento, no tipo de chaveamento da parte 
não-linear do sinal de controle, na representação matemática de plantas (determinística ou 
estocástica), na aplicação a processos de fase mínima ou não-mínima, no esforço de 
controle, na dinâmica para seguimento de diferentes referências e na execução de tarefas 
na presença de perturbações. 
A seguir, discute-se a filosofia do controlador a estrutura variável para a viabilização 
do projeto do controlador de variância mínima generalizada incremental monovariável e 
multivariável. No final de cada seção uma série de resultados de simulação e prático são 
apresentados, visando comparar e avaliar as metodologias de controle desenvolvidas. 
2.2 Conceitos básicos sobre o controle a estrutura variável 
O controle por modos deslizantes é uma técnica derivada do controle a estrutura 
variável estudada originalmente por UTKIN em 1977 [50]. Este tipo de controle é 
particularmente atraente para uma ampla classe de sistemas, devido a capacidade de tratar
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não-linearidades, parâmetros variantes no tempo, incertezas e perturbações de forma direta, 
em vista das imprecisões na modelagem. 
No VSC, o controle pode modificar sua estrutura. O problema deprojeto consiste em 
selecionar os parâmetros de cada estrutura e definir o caminho lógico. O primeiro passo no 
VSC é definir a superficie de deslizamento, s(-) -= O , ao longo daqual a saída do processo 
desliza de forma a atingir o valor final desejado. Em geral, a superficie de deslizamento 
representa o comportamento do sistema durante o regime transitório; entretanto, pode ser 
projetada para representarzuma dinâmica desejada do sistema. A .superficie de deslizamento 
divide o plano de fase em regiões onde a função de chaveamento s(-) tem diferentes sinais. 
A estrutura do sistema de controle é intencionalmente alterada quando o estado cruza a 
superficie de deslizamento no plano de fase de acordo com urna lei de controle prescrita. O 
segundo passo é projetar a lei de controle tal que qualquer estado fora da superficie de 
deslizamento seja novamente direcionado à superficie em um tempo ñnito e nela 
permaneça. A figura 2.1 idealiza o objetivo do VSC. . 
1.5' 
15.. 
‹›.õ› , ×‹› 
Valor Fmal Desejado 
1 Modo Deslizante Modo de 
Aproximação 
dfll 
)/dl 
ser-3
W 
.- 
-O.5 "e 
_1 - 
` Superfície de 
Deslizamento 
5 . 1 _ 1 lfl x z x 
1 .5 ' 
-1.5 -1 -os o -os 1 1.5 em 
Fig. 2.1 - Interpretação do controle a estrutura variável.
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Existem muitas opções para selecionar a superficie dedeslizamento. Conforme 
apresentado por “SLOTINE [49], s(-) é selecionada como uma equação diferencial integral 
agindo na trajetória do erro, isto é, 
â(z:) = já + AT f0'‹z(ú)‹1t (2.1) 
onde e(z) é a trajetória do erro entre o valor de referência (setpoint) e a saída medida do 
processo, y(t) , n é a ordem do processo, e Â é um parâmetro de ajuste, selecionado pelo 
projetista. A equação (2.1) determina o desempenho do sistema sobre a superfície de 
deslizamento. 
O objetivo do controle é assegurar que a variável controlada seja igual ao valor de 
referência em toda experimentação, significando que 0 sinal e(t) e sua derivada devam ser 
iguais a zero. O problema de seguimento de uma referência pode ser reduzido para o de 
manter s(t) em zero. Uma vez que s(t) = O seja alcançado, é desejável fazer 
Éfi _ 
dt 
0 (22) 
(a condição de deslizamento), para garantir que s(t) seja igual a zero. Após a superfície de 
deslizamento ter sido selecionada, a lei de controle deve ser projetada para satisfazer a 
condição s(t) = O. A lei de controle, u(t) , pode então ser escrita como, 
U(f) = Mt) + Uz›(f) (2-3) 
onde ua (t) é aparcela do controle contínuo e up (t) é a parcela do controle descontínuo. A 
parte contínua é dada por ' 
UC = f<z‹z‹â›,z,,‹›f›> ‹2.4›
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onde ƒ(y(t),y,(t)) é detenninado usando o procedimento de controle equivalente, de 
acordo com o movimento desejado do modo deslizante. 
A parte descontínua, uD(t) , é não-linear e representa ozelernento de chaveamento da 
lei de controle. Esta parte do controlador é descontínua próximo da superñcie de 
deslizamento. Principalrnente, ul, (t) é projetada baseada em uma- função do' tipo relé (por 
exemplo uD (t) = ozsz'gn(s(t)), consideram-se as mudanças entre as estruturas com uma 
velocidade hipoteticamente infinita. Na prática, entretanto, é impossível efetuar-se o 
controle com chaveamento de alta velocidade devido a presença de tempos de atraso 
finitos no cálculo do controle ou limitações ñsicas nos ~atuadore_s causando o chattering 
(oscilações excessivas no sinal de controle) em torno da superficie de deslizamento. A 
rapidez para atingir a superficie de deslizamento 'depende do ganho do controle, mas se o 
controlador também é agressivo isto pode colaborar com o chatteríng. Uma alternativa 
para reduzir o chattering é substituir a função do tipo relé por uma saturação (ver Fig. 2.2) 
ou uma função sigma que pode ser escrita como V 
um = KD (25) 
onde K D é o ganho de ajuste que é responsável pelo modo de aproximação, nonnahnente 
determinado pelo critério de estabilidade de Lyapunov, e 5 é um parâmetro de ajuste 
usado para reduzir o problema de chattering. A última aproximação pode ser usada para o 
projeto do controlador proposto.
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1.5*
4
8 
1 - ‹,?-------- 
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>
¡
I 
0.5-
' 
D ..
l 
`
a 
-0.5 - * 
:
c 
_1- 
1 i ¿ 1 I _ I I 
14% .5 -1 -as o 0.5 1 1.5 
Fig. 2.2 - Redução do chatteríng usando uma função de saturação (a: ô=0; b: õ=0.0l; b: 
õ=o.1; âz õ=1.o)§
' 
Para sumarizar, o VSC tem duas partes: uma parte descontínua, Eq. (2~.5), 
responsável por guiar o sistema para a superñcie de deslizamento e uma contínua, Eq. 
(2.4), responsável por manter a variável controlada no valor de referência [4]. 
Para o VSC discreto, as estmturas de controle são similares as do VSC contínuo [3 l]. 
Entretanto, as características do VSC discreto diferem do VSC contínuo em dois aspectos: 
(i) O VSC discreto somente pode evoluir em modos quase deslizantes, por exemplo, o 
estado pode se aproximar da superficie mas não pode pennanecer sobre ela. Isto se 
deve ao fato que a ação de controle pode somente ser ativada em periodos de 
amostragem e o esforço de controle é constante em cada período; 
(ii) Quando o estado se aproxima da superficie, o chaveamento subsequente não pode 
gerar o controle equivalente para manter o estado na superficie. s ' 
Desta forma o VSC discreto não possui a propriedade de invariância encontrada no VSC 
contínuo. 
A
-
:
io 
2.3 VSC monovariável via projeto GMV incremental discreto 
~ FURUTA [26] desenvolveu um controlador onde a superficie de deslizamento é 
função do erro de seguimento e do sinal de controle. A inserção da' estrutura variável no 
controle é feita somando-se ao GMV, obtido a partir da minimização da entrada auxiliar 
(superficie), a entrada auxiliar ponderada e um termo não-linear ` chaveado,_ cujo modo de 
chaveamento está associado a uma região de-finida a partir de uma ponderação feita sobre o 
erro. O mesmo projeto foi apresentado por FURUTA -et al. [23] considerando, porém, 
modelos polinomiais para o erro e para a perturbação. 
t
. 
PIEPER et al. [45] apresentaram o projeto de um controlador cuja entrada auxiliar é 
função dos sinais de entrada e saída. A inserção do VSC e realizada com a inclusão de um 
polinômio W(q”1) multiplicando o sinalhde saída, no GMV obtido pela minimização da 
superñcíe. Os coeficientes de tal polinômio são definidos a partir de um chaveamento que 
considera como fronteira da região de deslizamento uma ponderação' feita sobre o 
somatório de um dado número de sinais de saida. Segundo os-autores, o controlador 
definido desta forma é capaz de tratar sistemas de fase não-mínima. 
CHAN [6] definiu a superñcie como função apenas do erro de seguimento e 
nenhuma inserção formal do VSC é feita na lei de controle obtida. Considera-se, neste 
projeto, que se a entrada auxiliar (superficie) é minimizada, então, existe o seguimento de 
referência. O controlador trata apenas sistemas de fase minima com perturbações limitadas. 
No trabalho de LEE et al. [33] toda a definição de projeto segue a linha de FURUTA 
[26]. Apenas o termo não-linear é composto de três parcelas individuais utilizando 
somatórios do erro, do controle e da referência, todos ponderados por escalares obtidos a 
partir de chaveamentos individuais que consideram uma relação entre a superfície e os 
respectivos valores ponderados. A incerteza paramétrica é também considerada no projeto 
do controlador. _ -
ll 
Nesta seção desenvolve-se a versão discreta do controlador VSC monovariável via 
projeto do GMV incremental. Alguns resultados simulados e prático são também 
apresentados. - 
2.3.1 Projeto do controlador 
Considere um sistema não-linear descrito pela equação diferencial: 
y(")(f) = f (y("`”(f),y("`2)(í)- - -J/(f)›u(f)) (2-6) - 
Linearizando a Eq. (2.6) em tomo de um ponto de operação, (ya...y§""),uo), e 
discretizando a equação linearizada para mn período de amostragem 2; (sem perda de 
generalidade pode-se considerar I; = 1 s o que implica em t: kT; = k), a seguinte 
relação entrada-saída discreta representa a planta controlada: ' 
A(q`1)1/(ff) = q`“B(q'-1-)u(k) (27) 
onde u(k) é a entrada, y(k) é a saída e q`1 denota o operador atraso de deslocamento no 
tempo discreto definido por ~ 
q`1y(¡f) ^= 1/(ff - 1) 
Os polinômios A(q`l) e B(q`*) não apresentam termos em comum e são assumidos 
conhecidos a priori, estando representados na fonna
_ 
A(q") =1+a¡q" +a2q`2 +...+ a,,q"' 
B(q") =bo +b,q'l +b2q`2 +...+b,,,q""
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Não existem restrições quanto à alocação dos pólos e zeros de A(q") e B(q"), 
respectivamente, o que significa que o controle pode tratar plantas estáveis/instáveis e fase 
mínima/não-minima, em malha aberta. i . 6 ' 
O objetivo do controle é minimizar a variância da variável controlada s(k + d) que, 
no caso detemainístico, gera um sinal de controle que satisfaz 
s(k + d) = T(q`1)e(l‹: + d) + P(q`1)Au(k) = O (2.8) 
onde d é o atraso de transporte do processo, e(k + d) = y(k + d) - y, (k + d) e 
Aa(k) = (1 - q`1)u(k) é a variação do controle e os polinômios 
P(q`1) = 
10,, + prq* + P-za” + + 1›m-1‹1""“ 
1 
T(q") =ta +tlq" +t2q`2 +...+t,,q`" 
devem ser selecionados de forma que o sistema de controle seja estável e satisfaça o 
seguinte lema [18].
_ 
Lema 2.1: A condição necessária e suficiente para que a saída seja estável, fazendo 
sk”, = O , e' que todas as raízes de 
A<‹r'›Q‹‹z"› + Btq* ›T‹q'1› = 0 
estejam no interior círculo unitário e (Q,T),(A,T),V('B,Q) não tenham zeros comuns fora 
do círculo unitário, onde Q(q`]) = AP(q*l).
q 
A entrada de controle incremental para satisfazer (2.8) é dada por 
R(q`1)M(1f) = [T(q`1)y,(¡<f + d) - 5(q`1)1/(k)] (2-9) 
onde
l3 
R‹‹f'› =E‹q'*›B‹‹z“›+P‹q'*› 
Observando-se que E(q") e S(q"_) =s,, +s1q" +s2q`2 +...+s,,q`” são polinômios 
satisfazendo a identidade 
T(‹1")= E(‹1")AA(‹1`1)+p‹1`”S(‹1") 
A entrada de controle aplicada na planta é 
== u(k - 1) + Au(k)
V 
O desempenho da lei de controle, Eq. (2.9), pode ser melhorado pela adição de uma 
entrada auxiliar, obtida conectando-se ao controle GMV incremental um termo baseado no 
VSC {20]. O algoritmo de controle incremental proposto baseia-se no seguinte teorema: 
Teorema 2.1: Dadoium sistema S da forma (2. 7), a seguinte lei de controle incremental 
R(‹1`1)AU(l<1) = T(‹1`1)y,(¡f + 4) - 5(q`1)1/(lt) + SW + 210€) (2-10) 
garante o alcance de uma superfície estável de deslizamento sobre o hiperplano 
s(k + d) = O, se v(k) é selecionado como 
k _ 
-205/s(k) se |s(k)|2«/š 
v( )_ 
-2a.s(k) se |s(k)|<«/É 
onde e e 0' são escalares positivos, com O < 0' < 1. 
Prova: A inserção da lei de controle (2.I0) na expressão de s(lc+ d), eq. (2.8), 
fornece
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S(/<= + Ci) = T(q`1)@(1¢ + fi) + P(<1`1)AU(k) + E(‹1`*)B(q")AU(¡f) - E(f1'1)B(‹1`1)AU(k) 
= [T(‹1`1)- AA(‹1`1)]1/(if + d) + R(‹1`1)A'U(/f) - T(q`*)y,(k + d) 
= s(k) + v(k) V (2.8') 
Definindo As(k + d) = s(k + d) - s(k), a condição de existência do modo 
deslizante pode ser fixada conforme proposto por F UR UT A et al. [2 7], isto é, 
3(k)A5(/Ç + zz) < --š(AS(/z + zz))2 
de (2.8') segue que As(k + d) = v(k). 
Considere o caso onde |sk| 2 «/-5., então 
â(1z)Aâ(1z + 0:) = .;(1‹z){-2zf;(% < -20-25 g -202 ä = -%(A.â(1z + d))2 
Quando < «/E tem-se 
s(1z)A.§(1z + 4) = s(1z)[-2a.s(1z)] < ~2zz2s2(1z) z' 4;-(A8(1z + d))2
A 
Observação 2.1: A seleção dos parâmetros o' e 5 afeta a duração e a precisão do 
transitório inicial do controle e da variável de saída. Assim, devem ser selecionados de 
acordo com a “melhor” relação entre o esforço de controle inicial aceitável e uma 
satisfatória duração do transitório (tentativa e erro). ' 
A estrutura de controle, Eq. (2.9), representa a forma RST, conforme ilustra a Fig. 
2.3, onde Ô é o modelo da planta e Õ é a incerteza aditiva.
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Figura 2.3 - Estrutura de malha RST com incertezas aditivas. 
Isto possibilita o tratamento de incertezas aditivas de modelagem da planta pela 
aplicação do teorema do pequeno ganho, melhorando-se a dinâmica de malha fechada [1]. 
Aplicando-se o teorema do pequeno ganho no sistema da Fig. 2.3 obtém-se a seguinte 
condição suficiente para estabilidade: 
[õ(e'f“')| < vw E [o,zf] (2.1i) 
onde 
M‹e'f"'› = M‹‹f'› = 
_ 
^AR(q`)+-6Kq`)S(q ) 
Assim, pode-se garantir a existência de pelo menos um conjunto de polinômios 
R(q"), S(q") e T (q") na parte linear do controlador VSC para tratar incertezas 
paramétricas em uma aplicação particular, melhorando-se o projeto do VSC/GMV. 
2.3.2 Equivalência do projeto VSC monovariável 
O projeto proposto por CORRADINI et al. [20] considera a representação do sistema 
dada pelas equações (2.6)-(2.7). No projeto definiu-se a superficie como em FURUTA [26]
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e a inserção do VSC no GMV é feita da mesma forma, apenas desconsiderando a 
ponderação sobre a superficie. Neste caso o tenno não-linear é o definido pelo teorema 2.1. 
Este trabalho .explorou o projeto do GMV através da alocação dos pólos de malha fechada. 
A tabela 2.1 .ilustraas principais diferenças entreo projeto proposto .por Corradini et al. 
[20] e a proposta de contróle incremental apresentada nesta seção. 
Tabela 2.1 - Equivalência de projeto do VSC/GMV.- 
Increrneutal Corradini 
s(k + d) = T(q`1)e(k + d) + P(q`1)Au(Ic) s(k + d) = H(q`1)e(k + d) + P(q`1)u(k) 
T(f1`1)= E(‹J")AA^(f1`l) +Ç1`d$(q") H(f1") = E(‹2")A(‹1")+f1`dF(f1`*) 
R(‹1`1)M(/Ç) = [T (‹1'*)z/f(_k + d) - S(q'1)y(/f)] G(q'*)U(k) = [H(‹1`1)y,(¡< + d) ~ F (‹1`1)y(k)] 
zz<1«>= AW)P(f(§;)í(§;2.1)T(q-1)zz.<f‹> .z/<f‹>= A(qr.,)P*(ÍÊ¶;1lH§;ÉW-,)zz.‹fz> 
No projeto de CORRADINI et al. [20: o polinômio P(1) deve ser igual a zero de 
forma a garantir erro nulo em regime, ou seja, o seguimento da referência. No projeto 
proposto esta condição é satisfeita pela estrutura incremental do controlador. 
2.3.3 Resultados de simulação e prático 
Nesta seção são apresentados alguns resultados de simulação e prático obtidos com a 
implementação do controlador proposto. O desempenho do controlador é comparado com 
outros dois projetos desenvolvidos na literatura, denominados, nas figuras apresentadas a 
seguir, pela seguinte notação: 
A: algoritmo do Teorema 2.1, Eq. (2.10), linha contínua; 
B: controle GMV+VSC proposto por CORRADINI et al. '[20], linha pontilhada; 
C: controle GMV+VSC proposto por FURUTA [25], linha tracejada. 
Todos os processos e modelos matemático utilizados são descritos no apêndice A.
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1. Processo prático: Motor taco-gerador 
Os parâmetros de projeto são os seguintes: 
P(‹1`1)= 1 
R(q-1) z 1 + 0.2597q-1 
S(q'*) = 22.6304 - 2s.0257q"* + 7.o'r3õq°'* 
T(q-1) = 13.1608 - 2o.2238q-1' + 3.7413q'2 
e sendo calculados para satisfazer o seguinte polinômio de malha fechada: 
W(q`1) = 1 - 2.lq`1 + 1.46q`2 - 0.336q`3 ' 
e U = 0.3 e 5 = 200. Para o algoritmo C os parâmetros h = 3 e a = 0.8 são também 
escolhidos por tentativa e erro. 
¬ As figuras 2.4, 2.5 e 2.6 ilustram a saída do processo, o erro de rastreamento e o sinal 
de controle, respectivamente. 
O processo é submetido a variação de referência de 1 volt para 2 volts em 5 segundos 
e, em 10 segundos, é introduzida perturbação de carga de 0.5 volts, mantida até o final da 
experimentação.
\ 
Na figura 2.4 observa-se que a resposta do algoritmo A tem dinâmica lenta e com 
menor sobre-elevação. As respostas dos algoritmos B e C, apesar de serem rápidas, 
apresentam maior sobre-elevação e erro em regime.
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Figura 2.6 - Sinal de controle. 
A tabela 2.2 apresenta os valores numéricos dos índices de desempenho para o 
sistema. 
Tabela 2.2 - Desempenho do sistema. 
Controlador Ju J., 
A 0.5890 0.0855 
B 0.1482 0.0707 
C 0.5281 
| 
0.0393 
Confonne ilustram os índices de desempenho da tabela 2.2, o algoritmo A tem o pior 
desempenho em termos de controle, apresentando maiores oscilações no sinal de controle 
que os algoritmos B e C. Entretanto, tomando-se como base o seguimento de referência e o 
tempo de estabilização, o algoritmo de controle A garante o seguimento de trajetória e a 
eliminação da perturbação, tendo uma dinâmica mais suave e lenta.
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2. Processo simulado: Pêndulo 
Os parâmetros de projeto são 
- P(q-1) = 0.1748 
R(q`1) = 1+ 0.8252q`1 
S(q-1) = 85.871 -1o8.7õõ3q-1 + 41.8878;-2 
T(q-1) = 41.8878 - 32.2o81q°* + 8.8228q'2 
e calculados conforme descrito em 2.3.1 para satisfazer o seguinte polinômio de malha 
fechada: . 
W(q-1) = 1- o.3q'* + 0.o3q"2 - o.o01q"3 
Os parâmetros para o VSC são a = 0.78 e f: = 1000. Os resultados de simulação 
referentes ao controlador de Furuta não são apresentados uma vez que a dinâmica em 
malha fechada é instável quando aplicado ao modelo contínuo. 
As figuras 2.7, 2.8 e 2.9 mostram a saída do processo, o erro de rastreamento e o 
sinal de controle, respectivamente. 
O processo é levado até 1 rad. e, em 2.5 segundos de simulação, a massa M é alterada 
de 1 kg para 0.7 kg.
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Figura 2.7 - Saída do processo. 
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A tabela 2.3 apresenta os valores numéricos dos índices de desempenho para o 
sistema. 
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Tabela 2.3 - Desempenho do sistema.
A 21.9931 
I 
0.0406
B 21.8959 0.0499 
Os índices apresentados na tabela 2.3 indicam que o algoritmo A tem o pior 
desempenho de controle e o melhor desempenho de erro. Adicionahnente, somente o 
algoritmo A garante erro nulo em regime na presença de uma variação de referência e 
perturbação de carga.
I 
W(q1)=1-1.ôq-1+o.ô4q~` 
i 
9 W(q-) 
3. Processo simulado: Modelo com incerteza aditiva 
Os seguintes parâmetros, para os dois modelos, são considerados: 
Modelo 1 Modelo 2 . 
P(q~1) = 0.6935 P(q~*) = 1.1108 
R -1 = (q ) 1 R(q`1) = 1 + 0.4194q`1 
5(q-1) = 3.7037 - 3.2354q-1 S(q-1) = 2.9314 _ 2.5ô41q'? 
T(q"*) = 3.5399 _ 3.oô25q-1 T(q-1) = 2.3339 - 2.4ôõôq-1
i 
sendo calculados para satisfazer os seguintes polinômios de malha fechada: 
| 
Modem 1 
I 
Modelo 2 
- 2 1 =1-1.õq'1+ o.ô4q-2 
e satisfazem o teorema do pequeno ganho conforme ilustra a figura 2.10, onde MPM-1 e 
MPM-2 " ` sao defimdos como sendo o espectro de magnitude das incertezas aditivas. 
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Figura 2.10 - Efeito do modelo na estabilidade.
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Os parâmetros do VSC são 0 = 0.7 e s = 10. 
As figuras 2.11, 2.12 me 2.13 mostram a saída do processo, o erro de rastreamento e o 
sinal de controle, respectivam 
os utilizando-se o modelo 2 e para as amostras de 81 a 160 foi utilizado o modelo proj etad 
ente. Para as .amostras de lza 80 o.-controladores formar 
1, em ambos os casos o objetivo é controlar o modelo matemático de 3° ordem. 
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A tabela 2.4 apresenta os valores numéricos dos índices de desempenho para os 
modelos do sistema. 
Tabela 2.4 - Desempenho do sistema. 
Modelo 1 Modelo 2 
Controlador J., 
Í 
J, J., J, 
A 
V 
0.0211 
I 
0.1912 
1 
0.0054 0.2934 
` 
B 0.0113 
1 
0.2823 
I 
0.0069 
' 
0.2572 
Pelos resultados das figuras 2.11, 2.12 e 2.13 observa-se que os algoritmos A e B 
tratam incertezas de modelo no processo controlado (planta de terceira ordem). Embora os 
controladores apresentem desempenhos similares, o controlador B não garante seguimento 
de trajetória. _ 
4.1 Processo simulado: Planta discreta de segunda ordem ` 
Os parâmetros de projeto são 
P(q`1) = 0.1225 
R(q"*) = 1 _ 0.702q~1 
S(q-1) = 2.001 -1.õô3ôq-1 + 0.3685q-2 
T(q-1) = 0.8775 - 0.0172q'1 - 0.0543q-2 
calculados de forma a satisfazer o seguinte polinômio de malha fechada: 
W(q'1) = 1 _ 1.001q'1 + 0.1702q-2 - 0.00sq'** 
Os parâmetros para o VSC são a = 0.28 e às = 1. Para o algoritmo C defmido em 
[24] os parâmetros h = 0.1 e av == 0.8 são também determinados por tentativa e erro.
As figuras 2.14, 2.15 se 2.16 mostram a saída do processo, o erro de rastreamento e o 
sinal de controle, respectivamente, obtidos levando-se o processo de uma condição uncial 
(1) um até a origem.
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A tabela 2.5 apresenta os valores numéricos dos índices de desempenho para o 
sistema. - 
Tabela 2.5 - Desempenho do sistema. 
Controlador ' J ., 
I 
J, 
A 0.0094 0.0328 
B 0.0098 0.0357 
C 
l 
0.0099 
l 
0.0406 
Pelos índices da tabela 2.5 observa-se que, neste caso, o controlador A apresenta 
melhor desempenho em malha fechada. 
2.4 VSC multivariável via projeto GMV incremental discreto 
Algoritmos de controle multivariáveis baseados no VSC têm sido propostos na 
literatura [17] sendo que, nestes trabalhos, nenhum tipo de análise do acoplamento 
dinâmico (matriz ínteractor) foi apresentada. Um ponto importante de projeto e 
estabilidade, relacionado à extensão destes algoritmos, é a consideração do atraso de 
transporte dos processos. Para sistemas MIMO (multiple input and multiple output) a 
matriz interactor aparece como a estrutura do atraso [22, 29, 57]. 
Nesta seção apresenta-se o controlador VSC multivariável via projeto do GMV 
incremental considerando-se no projeto a estrutura do atraso, presente na matriz interactor. 
Resultados simulados são incluidos. 
2.4.1 Projeto do controlador 
Considere um sistema MIMO não-linear descrito pelo seguinte sistema de equações 
diferenciais:
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Y("°(i) = f(yl""“(É)›Y<'"`”(t)---Y(1f)›“(f)) (2-12) 
onde y(t),u(t) são os vetores de saída e entrada, respectivamente, com y(t),u(t) E R" , e 
f é uma filnção vetorial n-dimensional. 
Linearizando a Eq. (2.12) em torno de um ponto de operação, po = (yo ...yf,"`“,u0) , 
e discretizando a equação linearizada para um período de amostragem I; , a seguinte 
relação MHVIO entrada-saída discreta representa a planta controlada: A 
' A(Ç1`1)Y(¡f) = B(‹1`1)“(¡f -1) (2-13) 
Onde y(k) = Y(f11) - yoz "(10 = 11(fTS) - “O- 
As matrizes polinomiais A(q`1) e B(q`1) não apresentam termos em comum e são 
assumidas conhecidas a priori, sendo representadas na forma 
A(q'*) = I + Alq-1 + A,q'2 + + A,,,,q'"° (2.14a) 
B(q~1) = B, + Blq-1+ B,q*2 + + B,,,,q-'+" (2.14b) 
No caso geral a matriz interactor - §(q) - desempenha o mesmo papel que o atraso 
de transporte para processos SISO (single input and single output), tem uma estrutura 
triangular inferior e satisfaz, [30], isto é, 
,Ligo 
zz-1â‹q›A'1<q~*>B‹q-1) = K, dez‹K> > 0 
Para obter o GMV 0 sinal zr é definido como 
Zz(k) = ¿(q)Y.(k ~ fi) 
onde d é o máximo atraso em §(q).
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O objetivo do controle é minimizar a variância da variável controlada s(k + d) que, 
no caso determinístico, gera um sinal de controle que satisfaz 
80€ + fi) = T(‹1`*)&(‹1)°(1f) + P(q`*)Afl(k) = 0 (2-15) 
onde e(k) = y(k) - yr(k) é o erro de seguimento de cada saída e os polinômios P(q`1) e 
T(q 1) satisfazem 
P(q-1) = P0 + Pig* + P.2q'2 + + P,,,,q'"*' (z.1óz) 
T(q**) = T0 + Tlq* + rzq-2 + + Tmq-nf (z.1ób) 
A entrada de controle para satisfazer (2.l5) é dada por 
~ 
R‹q~1›Au<k> = T<‹f1›z,‹1z + d) ~ s<q-1>y<k> ‹2.1v› 
onde 
S(‹1`1)= S0 + Sta* + + S,...q'(”“) 
é a solução da equação polinomial 
`T(q'1)€(‹1) = E(q`*)A(q`*)A + S(q`1) (2-18)
C 
R(q_1) : Ro + R1q_1 + "' + Rnb+dq_(nb+d) 
é calculado por 
R(‹1") = ‹1"E(q,‹1`1)B(q`1) + P(‹1`*) (2~19)
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onde E(q`1) é uma matriz polinomial dada por 
ll 
E(q,q`1) = 2 Ea' 
í=l 
A lei de controle (2.l7) garante a convergência do erro de seguimento para zero 
quando as seguintes condições são satisfeitas: 
0 Condição a) A matriz polinomial P(q`1) é definida por 
P<<z*> = dz'‹zg<z›<“<q*>,...,z›<">‹q“›› (220) 
COÍI1 
.v°°(q`1) = PÁ” + z>Í”q`1 + + 1>f.ÍÍq`"" 
e a matriz B(q_`1) é tal que B(q'1)P(q`1) = P(q`1)B(q`1) para z`= 1... n. A 
matriz do sistema em malha fechada é dada por u 
[‹1`1B(q`1)T(q`1)¿(‹1) + P(‹1`*)A(‹1`1)Aly(k) = 
q`1B(q`*)T(q`1)£(q)y,(k) 
0 Condição b) 
C(q`*) = q'1B(‹1'1)T(q`1)€.(q)+P(‹1"1)A(‹1`1)A 
com .C(q`1) um polinômio de Schur _escolhido e (P(q'1),T(q`1)), 
* (A(q`1),T(q")), (B(q`1),P(q`1)) não contém zeros em comum fora do 
círculo unitário.
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Com o determinante de C(q`1) dado por 
W(‹1`1) = wo + wz‹1`1 + + wnq'" 
A estabilidade pode ser avaliada pelo uso do critério de JURY [46] e, para um 
sistema estável, a seguinte condição deve ser assegurada: 
|w,| > _Ê|w,| (221) 
De fonna alternativa, se HDHOO < 1 é assegurado, todas as raízes de W(q`1) 
estão no interior do círculo unitário [43], onde D = [wo w, ...wn ] _ 
O desempenho da lei de controle, Eq. (2.17) pode ser melhorado pela adição de uma 
entrada auxiliar, obtida conectando-se ao controle GMV um termo baseado no VSC [20, 
25]. O algoritmo de controle baseia-se no seguinte teorema: 
Teorema 2.2t Dado um sistema S da forma (2.I3), a seguinte lei de controle incremental' 
R(q`1)AH(k) = T(‹1`1)Z,(k)- S(q`1)y(k) + S(/C) +v(k) (2-22) 
garante 0 alcance de uma superfície estável de deslizamento sobre o hiperplano 
s(k + d) = 0, se v(k) é selecionado como (i = 1...n) 
_ 
_2U(i›¿(i)/s(=')(k) se |s(i)(k)| 2 /¿(f)_ 
zz<'>(1z) = 
_ _ _ _ 
(2.23) 
-2o(')s(')(k) se Is(')(k)| < \/el” 
onde em e ali) são escalares positivos, O < ow < 1. 
Prova: A inserção da lei de controle definida pela Eq. (2.22) na expressão de 
S(k + d) fornece s(k + d) = S(l<:) + Definindo As(l<: + d) como
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As(k + d) = s(k + d) - s(k), a condição de existência do modo deslizante, estendida de 
[24, 25], pode ser fixada como 
z(1z)As(k + zz) < -š(As(1z + ‹z))T(As(1z + 4)). 
~ 
(224) 
uma vez que As(k + d) = v(lc) a equação (2.24) pode ser rescrita como 
És“><1‹>z›<“<1‹> < -àÊ<zz<'“><k››2 ‹2.zõ› 
A equação (2.25) pode ser satisfeita pelo cumprimento de n ínequações 
S(”(k)v“)(¡f) < -%(1/(“(/f))`2- 
Considere o caso onde |s“)(k)| 2 \/em , então 
S“)(¡fi)1/“)(¡fi) < ~2(U“))2€('° S *%(1/('°(¡f))2 
Quando Isa) < tem-se 
s<*><1«>zz<“‹1‹> < -2<‹f<*>›2‹s<f>‹1z››2 = -à‹zz<“‹1‹>ç>2 
V A 
Observação 2.2: A seleção dos parâmetros am e em afeta a duração e a precisão do 
transitório inicial dos controles e das saídas. Assim, devem ser selecionados de acordo 
com a “melhor” relação entre o esforço de controle inicial aceitável e uma satisfato'ria 
duração do transitório. V
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2.4.2 Equivalência do projeto VSC multivariável 
O projeto multivariável proposto por CORRADINI -et al. ' [17] considera a 
representação do sistema dada pelas' equações (-2-:l-2)-(2.»l4)'. Este' projeto léumaextensão 
multivariável da proposta monovariável feita em [20] e comentado na seção 2.3.* Neste 
caso, o termo não-linear é o definido pelo teorema 2.2. Neste trabalho explora-se o projeto 
do GMV através da alocação dos pólos de malha fechada. A tabela 2.6 apresenta as 
principais diferenças entre o projeto proposto por Corradini e a proposta incremental. Para 
maior simplicidade a dependência de q`1 dos polinômios é omitida. 
Tabela 2.6 - Equivalência de projeto do VSC/GMV MIMO. 
MIMO Incremental MIMO Corradini 
s(1z + d) = Tg(q)e(1z + d) + PAu(1z) s(/z + d) = H_e(k + d) + Pu(1z) 
T§(q) = E(q,q`1)AA + S H = EA + q`dF 
RAu(1z) = [Tz,(k + zz) - s_y(1z)] Gu(1z) z f[Hyç,(1z + 4) _ Fy(1z)] 
_ *Bm > _ BH y<1‹› - PA; + q-.BÉ1.¿(q) y.<1‹> yu) - M, + BH y.‹fz› 
No projeto de CORRADINI et al. [17] o polinômio P(1) deve ser igual a zero de 
forma a garantir erro nulo em regime, ou seja, o seguimento da referência. No projeto 
proposto esta condição é satisfeita pela estrutura incremental do controlador. 
2.4.3 Resultados de simulação e prático 
Nesta seção são apresentados resultados de simulação obtidos a partir da 
implementação do controlador proposto em 2.4.1. Os resultados são comparados com um 
controlador PID multivariável e com mn controlador GMV+VSC multivariável proposto 
recentemente na literatura [17]. Os processos multivariáveis utilizados são descritos no 
apêndice A. “
V
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1. Processo simulado: Modelo discreto multivariável de segtmda ordem 
O processo selecionado apresenta acoplamento entre as malhas de controle umavez 
que a matriz interactor é não-diagonal. Este. processo é utilizado para comparar o 
desempenho dinâmico entre o controlador MIMO VSC/GMV projetado utilizando-se a 
matriz interactor e o proposto por CORRADINI et al. [l7]. V 
Os parâmetros de projeto são 
P(q`1)= 
O 
027(1'-‹1'1)
6 
7 0.0.2 O 
_1 : T(q ) 0 -2.2* 0 -ofrq 
-1 
e sendo escolhidos de forma a satisfazer a condições de projeto. Para o VSC tem-se 
T T 
<z=[o.2 0.21 ezzlso 30] _ 
As figuras 2.17, 2.18 e 2.19 mostram as saídas do processo, os erros de rastreamento 
e os sinais de controle, respectivamente. A seguinte notação é utilizadas, nas figuras, para 
representas os controladores utilizados: 
- VSC_C: Controlador propostos por CORRADINI et al. [17], linha tracejada; 
- VSC_§: Controlador definido na equação (2.22), linha continua.
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Figura 2.19 - Sinais de Controle. 
A tabela 2.7 apresenta os valores numéricos dos índices de desempenho para o 
sistema. 
Tabela 2.7 - Desempenho do sistema. 
I 
saída 1 saída 2 
com-ú1aa0rI J., 
I 
Je J.. 
I 
J., 
vsc_c‹›rr I39.241s 0.072 40.10ósI 0.5918 
vsc_§ 
I 
16.7098 0.045 15.0143 
I 
0.2892 . 
A partir dos resultados e dos índices apresentados na tabela 2.7 observa-se que o 
controlador VSC baseado na matriz interactor apresenta melhor desempenho que o 
controlador proposto por CORRADINI et al. [17]. ' 
Observando a tabela 2.8 é possível verificar que ambas as saídas têm comportamento 
estável para 1.5 < P., < 0.3. Particularmente, pelo uso do VSC/GMV MIMO incremental 
projetado com a matriz interactor, o acoplamento entre as saídas desaparece e o erro em
regime tende a zero para po < 0.3. Entretanto, o VSC/GMV MIMO projetado sem a 
matriz interactor,i pode resultar em seguimento inadequado ou em sistema instável, sob esta 
seleção de po . _ 
Tabela 2.8 - Dinâmica de Malha Fechada para diferentes po . 
Estabilidade baseada na Eq. (2.21) é assegurada” 
AP(q'1) = P.,(1 - q`*)Iz 0 
vsc_c vsc_¿ 
0.01 Não Sim 
O. 1 Não Sim 
0.2 Não Sim 
0.3 Sim Sim 
0.5 Sim Sim 
1 Sim Sim 
2. Processo simulado: Coluna de Wood e Berry 
Todas as características e o tipo de ensaio que é realizado na coluna de Wood e Berry 
são apresentadas no apêndice A. 
A escolha dos seguintes parâmetros 
_; 
0.001 0 
_1 
P(q ): 0 0.001(1`q)
e 
10 O 0.1 0 
-1 __ -1 T(q )' 0 -2.2+ 0 0.1q
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é feita de forma a satisfazer as condições de projeto, e para o VSC tem-se a = {0.5 O.5]T 
e 5 = [50 4o]T. 
O controlador proposto é comparado com um controle~ PI~ analógico com 
característica interessante de robustez e integridade, conforme proposto por LUYBEN 
[38], e vem sendo utilizado na literatura para se avaliar o desempenho de diferentes 
controladores MIMO. O controlador discreto confonne descrito em LUYBEN [37], é 
__ -1 
p 
0.4 O.35q
O 
1 - q`1 
O p 
-0.077 + 0.O73q`1 
1 q`1 
As figuras 2.20, 2.21 e 2.22 mostram as saídas do processo, os erros de rastreamento 
e os sinais de controle, respectivamente. 
ncen 
ração 
no 
opo,
% 
.° 
9 
O 
N 
sz 
E» 
I 
I mm 
_ 
zi VSC_¿ 
_. ' ~ ' ' Controle PI 
... 
variação 
da 
co 
.‹'> N
O 
0 - 
. , t Í 
50 100 150 
. tempo, min 
c | áívsc-š 
cõnšolzvl 
en 
ração 
na 
base,
% 9 z› 
.° N 
ú-n O 
----`
- 
var 
ação 
da 
conc 
fí> B) 
'_ 
| | 
0 50 
_ 
100 150 
tempo, min 
f`=> à 
Figura 2.20 - Saídas do processo.
0.5 
, ¡ 
' 1 VSC_§ 
Í 
- - - controle Pl 
s ` - . 
"" 0 
. _ z ~ 
fwfifz zf ,f Í* -f. - , _* _ _ _ 
\ 1 ' `O 
1: _ - .O 
-0.5 
0 50 100 150 
0.4 
0.2 
erro 
2,%
Q 
-0.2 
-0.4
1
z 
1 
Kg/min 
.O 
O 
Ut 
_. 
CDH 
T0 
.¿> 
Lll 
-1 
0.4 
0 
e2 
Kymin 
9N 
`
0 
COIII' 
.¿> 
N. 
-0.4
0 
tempo, min 
I | 
¡ 
`. _ vsc_§ 
, 
`, ' - - controle PI
1 
1 
~ . 
\ , ,___ __- 
\ ,' 
i 
`_.
1
I
I
› 
I 
`
I 
0 50 I00 150 
tempo, min 
Figura 2.21 - Erros de rastreamento. 
I I `í VSC_§ 
. 
- - - controle PI 
50 100 150 
tempo, min 
I I 
- - - controle PI
~ 
50 I00 150 
tempo, min 
Figura 2.22 - Sinais de controle.
41
42 
A tabela 2.8 apresenta os valores numéricos dos índices de desempenho para o 
sistema. 
Tabela 2.8 -Desempenho do sistema. -~«;.- _ .. 
Saída 1 Saída 2 V * 
Controlador J., J e J., J. 
VSC_E, 0.0157 0.0033 0.0032 8.55e-7 
PI 6.33e-4' 0.0097 4.372e-6 0.0134 
De acordo com a tabela 2.8 observa-se que o controlador PI apresenta melhor 
desempenho de controle. Na figura 2.22 observa-se que, de fato, o controlador PI apresenta 
menor magnitude de controle, entretanto insuficiente para garantir o seguimento da 
referência. 
Para a coluna de Wood e Berry observa-se que, apesar do índice de desempenho do 
controle PI ser menor que o VSC_E_,, o índice para o erro é maior, resultando em uma 
dinâmica oscilatória (forte acoplamento). Os resultados de simulação ilustram -que o 
controlador VSC/GMV incremental discreto, baseado na matriz ínteractor, reduz 
significativamente o acoplamento entre as malhas de controle. 
2.5 Conclusão 
Neste capítulo apresentaram-se duas propostas de projeto para o controlador VSC 
via projeto GMV incremental, Luna monovariável e outra multivariável. 
O controlador VS-C monovariável via GMV incremental permite que sejam evitadas 
certas condições de implementação inerentes às metodologias propostas na literatura como, 
por exemplo, o uso da técnica de alocação de pólos, além de proporcionar a melhor relação 
de controle e seguimento de trajetória.
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O controlador VSC multivariável via GMV incremental possibilita, ao .contrário de 
outras propostas da literatura, o tratamento do acoplamento dinâmico entre as malhas de 
controle, uma vez que a matriz interactor é considerada no projeto do controlador. 
Os resultados 'de simulação e prático mostraram o melhor desempenho dos 
controladores propostos neste capítulo fiente as mais comuns complexidades que pode 
estar presentes na planta. No caso monovariável o controlador proposto não apresentou 
erro de seguimento quando avaliado em modelos simulados ou com o processo prático, ao 
contrário dos controladores utilizados como comparativo. 
No caso do modelo com incerteza aditiva o controlador proposto apresentou um 
desempenho similar ao controlador de Corradini ao aplicar o modelo 1. Porém, ao se 
utilizar o modelo 2, o controlador proposto apresentou-se lento, mas convergindo para a 
referência, o que não acontece com o controlador de Corradini, que apresenta erro de 
seguimento.
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Capítulo 3 
vsc VIA PROJETQ GPC , 
3.1 Introdução 
O controlador preditivo generalizado é uma extensão do controlador de variância 
mínima, cuja lei de controle, resultado da minimização do erro de seguimento de previsão 
sobre um horizonte de tempo finíto, apresenta desempenho mais robusto que os 
controladores discretos convencionais e trata processos com atrasos variantes ou dinâmicas 
não-modeladas, de fase não-mínima e sistemas instáveis em malha aberta. [34]. 
Assim, a combinação do GPC com o VSC tem como objetivos: (i) rnelhorar a 
resposta em malha fechada; (ii) reduzir a magnitude do sinal de controle -durante o 
transitório; (iii) possibilitar ao projetista mn ajuste fmo do transitório, através da utilização 
de um tenno de ajuste associado à pane não-linear do controle. .
_ 
Neste capítulo são discutidas duas estruturas de controle preditivo generalizado, a 
primeira desenvolvida por CLARKE [2, 8, 9] e a segunda derivada por WELLSTEAD et 
al. [56]. A seguir, apresenta-se a associação das estruturas GPC com o projeto VSC. Por 
fim, apresentam-se resultados de simulação e conclusões. 
3.2 GPC de Clarke 
Para o projeto do controle preditivo generalizado admite-se o processo representado 
por modelo discreto da forma
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Á(‹1`*)Ay(k) = -q"B(q`*)AU(k) + ‹.1'>(k) (341) 
onde é sinal de controle, é a..variável~mensurável e q5(kr) é Luna seqüência ruído 
branco com média nula. O operador A garante ação integral no ,controlador de modo a 
cancelar o efeito da perturbação e garantir erro em regime nulo. . › . 
Os polinômios A(q`¡) e B(q") são assumidos conhecidos a priori e estão 
representados na fonna l 
A(q"l) =l+a¡q" +a2q`2 +...+anq"' 
B(q`l) =bo +b¡q" +b2q`2 +...+bmq"" 
A lei de controle minimiza a seguinte função custo: 
%. 
.2 
P1? [mk + 1) - mk + â>l2 + «@ÍÍ{Au‹k + 1' ~ DF] (12) J(u,k) ={ 
sujeita a: 
Au(k + j) = O para j=Nu,...,N2 
onde N, é o horizonte mínimo de previsão, N 2 é o horizonte máximo de previsão, Nu é o 
horizonte de controle e Ú é a sequência de ponderação da ação de controle. Por questão de 
simplicidade o termo (q") é omitido no desenvolvimento do GPC. 
Para resolver o problema da minimização da equação (3.2), deve-se fazer a previsão 
da saída j passos a frente, 'y(k+ j) para j=N,,...,N2, baseada nas informações 
conhecidas no instante k e nos valores fiituros do controle incremental. Esta previsão 
envolve o uso da seguinte equação:
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1 = EÍAA + q¬'1‹¬, (33) 
onde os polinômios E J. e :são definidos a partir do conhecimento de A e do horizonte 
de previsão j. ' 
Utilizando-se as equações (3.1) e (3.3) obtém-se
_ 
y(1z + 1) = 1‹,¬].z/(fz) + EjBAzz(1z + 1' ~ 1) + Ejguz + j) (3.4) 
O último termo da equação (3.4) contém informação que é independente dos sinais 
mensuráveis em k. Logo, a previsão de y(k + j) , que emprega medidas conhecidas em k é 
g}(k + j) = F;«y(k) + E¡BAu(k + j - 1) (3.5) 
Na equação (3.5) o sinal 3)(k + j) é função dos valores dos sinais conhecidos em k e 
também das entradas de controle futuras que devem ser calculadas. Então, utiliza-se uma 
segunda identidade polinomial para separar os valores passados e futuros do controle, isto 
É, 
V E,-(‹1`1)B(‹1") = G,›(ql'*) + q`”1`,- (‹1'1) (3-6) 
que produz a seguinte expressão de previsão 
z}(k + j) = Fjg/(k) + GJAu(k + j - 1) + I`J.Au(k - 1) (3.7) 
ou, equivalentemente, 
;:)(k + j) = GJ.Au(k + j - 1) + 3](k + j/k) (3.8) 
onde
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g(1‹z + j / fz) = 1¬,.Au(1z - 1) + F,.;z/(Jg) _ .(39) 
é a previsão da resposta livre der y(k.+ j), assumindo que os controles incrementais 
futuros depois de (k - 1) são nulos; e . - 
Manipulando-se as equações (3.3) e (3.6) obtém-se 
B(AA)`1 = GJ- + q`”T`]. + q`]BF].(AA)`1 (3.10) 
Seja o vetor f composto pelas previsões da resposta livre, isto é, 
f=[_z;(/«+1/lc), 9(/z+2/fz), g(k+N,/1z)]T (3.11) 
onde obtém-se as previsões de §(k + l), para l = 1, N2 , assumindo que u(k +1) = O 
para l= 1, ..., N2 -1. 
Definindo o vetor de controle incremental futuro, üpor
T 
u z [Au(1z), Au(1z +1), Au(/z + N, - 1)] (3.12) 
onde Au(k + j) = O para j 2 N u e o vetor de saídas preditas da planta controlada 
y=[@(1z+1), g(k+2), z;(1z+N,)]T (113) 
pode-se rescrever a equação (3.8) .de acordo com 
Y = Gú + f (3.14)
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onde a matriz G é composta dos parâmetros da resposta impulsiva, g,., do modelo da 
planta.
N 
. z - 
. z . G: 
91v"-1 .qN,,-2 go . 
go O ... 0 
91 90 O
N 91v,-1 91v,-2 9N,- _, 
A matriz G é triangular inferior, de dimensão (N, × N,,) , leva em conta a suposição 
sobre Au(k + j) = O para j 2. Nu e considera N, igual a l. O efeito de alterar o valor de N, 
é apagar as linhas superiores da matriz G. Também, sendo o primeiro parâmetro da 
resposta impulsiva go , então o atraso de transporte da planta é igual a 1. Se o atraso é 
maior que 1, as primeiras d -1 filas de G são nulas, mas se N, é assumido ser igual a d os 
primeiros elementos são não-nulos [9]. - ~ 
A minimização de .Í resulta no seguinte vetor de controle incremental: 
ú = (GTG + øi)-1GT(y, -_ f) (3.15) 
onde yr é o vetor do sinal de referência definido por
T 
y, =[y,<k+1), zz,(k+2), ...,y,(k+N-z)] (316) 
O primeiro elemento de ü é Au(k), e o controle atual, u(k) é calculado por 
zz(1z) = zz(1z _ 1) + gT(y, - f) (111)
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onde gr é a primeira ñla de (GTG + BI)`1GT . A ação de controle apresenta ação integral 
e proporciona erro em regime nulo para a referência constante, y, (k + i) = yr. 
A equação (3.15) produz um controle incremental futuro de até (k + N u -A 1) como 
uma estratégia em malha aberta baseada na informação disponível no instante k. O 
mecanismo utilizado para fechar a malha é forçar um controle realimentado no GPC para 
implementar somente o primeiro elemento de ü, isto é, 'Au(k), me então recalcular a 
solução do problema de controle ótimo para o próximo passo utilizando as medidas 
disponíveis em (lc +1) na especificação de f. Este procedimento é denorninado como 
“Recending Horizon Control ” [2]. 
De modo a auxiliar a análise e o projeto do sistema é possível obter a versão RST do 
controlador. Assim, definindo gr como: 
gT=(0z1, al, 0z2)=(1, 0, o)(GTG+øI)"*GT (113) 
é possível calcular a primeira componente da equação (3.15), isto é;
3 
:Me ta iu *À Pv* 
;,< 
Azz(/z) = -2 0z,.1¬,,Azz(1z - 1)- )+ 2a¡y,(1z + z') (3.19) 
'i=1 = i=1 
o que conduz a seguinte representação para o controlador: 
7?.Au(k) = 713;, (lc + NZ) - 8y(k) (3.20) ' 
onde 
Nz R = 1 + 20z,.r,.q'* 
í=1 
N, N 4 ___ - +1 'Zi _' E :azq
2 
i=l
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A equação de malha fechada pode seriobtida através _da combinação do. modelo da 
planta (3.1) com a equação do controladori(3.20). Isto resulta na seguinte equaçãoz. - - 
(Ame + Bsq-1)y(/z) = B7;y,(1z + NZ _ 1) + 7z¢(1z) (321) 
« Usando as definições de 72 , S e 'Ã e após alguns cálculos, pode-se mostrar que 
t ,Q Ama + Bsq-1 z AA + 2 0z,.(AA1¬,. + BF,t)q-1 
Í=1 
v,
_ = iria + 2 zzi(B - AA G,t)q*-li 
z`=1 
= Ac (322) 
Então, a função de transferencia detenninística em malha fechada é 
zz‹1‹> = Bífizzrk + Nz -1) ‹s.2õ› 
A estabilidade e o desempenho do sistema em malha fechada são govemadas pelas 
raízes do polinômio Ac , que são afetadas pelas diferentes escolhas dos parâmetros de 
projeto Nl, NZ, Nu e 5. ' 
N N2 
Note que Ac(l)=Êa¡B(1) e (B'Zz)(1) = Zoz¿B(1) assim o ganho estático da 
í=l i=1 
função transferência de malha fechada é sempre unitário. 
Aliado ao fato da estrutura RST possibilitar, por exemplo, o tratamento de incertezas 
aditivas, a literatura mostra resultados de estabilidade associados à seleção dos horizontes
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de saída e de controle e a ponderação À.. A tabela 3.1 apresenta condições de sintonia que 
conduzem à instabilidade no processo em malha fechada. 
Tabela 3.1 - Condições de Instabilidade em malha fechada. ¬ ~ ~ _ 
Característica de Horizontes do Ponderação de 
Processo ' ~ V V Malha Fechada GPC Controle 
N1=l
u 
Instável em malha aberta A(q`1) Nz --› oo B = O 
_ Nuzl 
r 
. 
NI = 1 
i 
Fase não-mínima B(q`1) Nz = Nu B = O 
z Nu = qualquer 
3.3 GPC de Wellstead e Zarrop . 
Para `o projeto do controle preditivo generalizado admite-se o processo representado 
pelo modelo discreto da Eq. (3.l), onde çz'>(k) = 0. 
Para formalizar o objetivo de controle define-se a seguinte quantidade 
s(/‹; + j) = C(q"1)e(k + j) + R(q`1)Au(k - 1) (324) 
onde e(k) = 3/(lc) - y, (k) é o erro de seguimento, C(q") e R(q") são polinômios de grau 
nc e nr dados por . _ 
C' q"l =_c + q`1 +cq`2 +...+cMq`"° ( ) o ci 2 
nr 
(325) 
R(f1'1) = fz + faq* + oq” + + ma' 
Definindo as seguintes relações polinomiais:
1 = E,-(q`*)A(q`1)A + WF”,-(‹1'*) (3-26) 
E ,‹ (‹1")B(‹1") = G, (‹1") +‹1`f F, (‹1") « (3-27) 
e após manipulações envolvendo as equações (3.1) e (3.24), obtém-se 
Sw + 1> = 0<‹1'*>[f‹3~<q-1›zz‹f‹> + G,s<q*›Aú‹/z + â - 1) + P,s<‹.z-1>Azz<1‹ -1)] - cw-1>.z/,</z + z› + 
+R(q`1)Au(l‹: - 1) (328) 
onde: 
Considerando j =1, ...,N , com N = Nu = N2, pode-se escrever a equação (3 28) 
da seguinte fonna: 
y=[y(k+1)› :u(¡<1+N)]T 
u=[Au(k), ..., Au(k+N-l)]T 
S z [suz +1), suz +N)]T 
y, = [y,(k+ 1), ---Mk +N)] 
ü(1<=) = 0(q")U(k) 
_ 
ú = [Aú(1z), ...Aú(lz + N -1)]T 
FW)=[1~1‹‹z'*›,..-F~‹‹z“)1f 
R(q") = R(‹1`1)Í~×z 
1`(‹1") = [1`.(‹1"),- - -T~(‹1")]T 
go 0 0 0 
91 9., 0 0 G: 
91v-1 9N-2 91v-3 9»
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S = C(‹1")F(q")y(k) + Gfi +[0(‹1`1)1`(‹1`*)+ R(q`*)]AU(k - 1) ~ 0(q'*)y.(3-29) 
A lei de controle minimiza a seguinte função custo: 
sz 
~M2 
J(zz,/z) = [s2(1¢ + 1) + øAú2(1z + j - 1)] (sao) 
que pode ser rescrita como H 
J=sTs+âTÀú (331) 
A minimização do objetivo de controle (3.31) com relação a ú resulta em 
fi = -M [0<q-1)F‹q-1)y‹1‹) + [vw-1)r<q-1) + R‹‹.z~1)]Azz<1‹ - 1) - c‹q-1)y,]‹3õ2›l 
onde 
M = t[GTG + flIN]GT 
O primeiro elemento de ü é Aú(k) o que fornece a lei de controle GPC desejada. 
Então, a Eq. (3.32) pode ser rescrita como 
Mw) = -ml [CQ-1)F<‹z-1)zz‹1‹) + [vw-1)r<q-1) + R<q-1)}A«z‹f‹ - 1)- Co-*)y,} ess) 
onde ml é definido como 
m, =(‹z,,a,, '...,a2) = (1,o, ...,o)(GTG+,11N)'*Gf (334) 
Utilizando-se as Eqs. (3.32) e (3.34) e definindo-se 
y. = qy,(k + N)
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onde 
`¿ 
›. 
~fÚ< ›Q 
_ --V+J` q
é possível rescrever a equação (3.33) como 
V'R(‹1`*)AU(k) = 7§(‹1'*)y,(k + N) - 5(q`1)y(k) (3-35) 
onde 
7¿(q'1)= C(‹1`1)+ mz [C(‹1`1)1`(q`*) + R(q`1)]q`"1 (3-3621) 
5(q`1) = m10(q`1)F(q") (33612) 
T1(q`1) = m1C(q'1)‹1 (3-360) 
A equação de malha fechada pode ser obtida através da combinação do modelo da 
planta (3.1) com a equação do controlador (3.35). Isto resulta na seguinte equação: 
[7¿(‹1`1)A(<1`1)A + ‹1`1B(‹1`1)‹5`(‹2`1)]1/(ff) = B(q`1)Í'¶(‹1`1)yf(k + N - 1) (3-37) 
Os polinômios C(q`1) e R(q`1) devem ser selecionados de forma a garantir a 
alocação desejada dos pólos de malha fechada e para eliminar o erro de seguimento 
(regime), [56]. Seja W(q`1) o polinômio característico desejado. Então, para impor um 
comportamento desejado em malha fechada os polinômios C(q`1) e _R(q`*) devem ser 
encontrados de forma a satisfazer a seguinte identidade polinomial: 
7¿(‹1`*)A(q`1)A + q`1B(q'1)5(q`1) == W(‹1`1) (3-38) 
A solução de (338) é encontrada se o número de equações de (338) é igual ao 
número de incógnitas. Isto ocorre se
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nc=na+l 
nr=nc+nb-1 
Da equação (3.36) pode-se observar que se q = lv tem-se ' 
W) = %2/f(k +1) 
Logo, para obter-se seguimento de referência é necessário que, [53], 
S<1> = 2f;<1> (329) 
Partindo-se das equações (3.34), (3.36b) e (3.36c) obtém-se 
So-1) = 0<q-1›Êzz,1‹;<q~1› ‹õ.4‹›z› 
1:<q¬> = 0<q*>Ê ajq-<”+f> ‹3.4‹›b› 
Se as expressões (3.40) são avaliadas em q = 1 o critério (3.39) é verdadeiro se 
F].~(1) = 1, J' = 1,...,N (3.41) 
A igualdade (3.41) é satisfeita em virtude da equação (3.26) avaliada em q == 1. i 
3.4 Controle a estrutura variável associado ao GPC 
O desempenho da lei de controle do GPC pode ser melhorada pela adição de uma 
entrada auxiliar, obtida conectando-se ao GPC um termo baseado no VSC, `[19]. Na
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metodologia de CORRADINI et al. [19] aplica-se o GPC proposto por Wellstead e Zarrop, 
[56]. Para fins de comparação de projeto e desempenho desenvolve-se o projeto VSC 
aplicado ao GPC de CLARKE [2, 8, 9] pela popularidade, desempenho e aplicação prática. 
As leis de controle (3.17)re (3.33) satisfazendo (3.20) e (3.35), respectivamente, 
podem ser interpretadas como controles equivalentes associados com a seguinte superficie 
de deslizamento: .
` 
<f(k + 4) = 72(‹1`1)AU(lf) - 7Í(<1`1)?/,(k + fl) + 5(q*1)y(k) = 0 (3-42) 
Definindo-se. 
N -1 
.s 
Ha2(k-i) se Ns >1 
"/]= z'=1 
1 se N,=1 
o algoritmo de controle baseia-se no seguinte teorema. 
Teorema 3.1: Dado um sistema S da forma (3.25), a seguinte lei de controle 
7¿(q"*)Afl(k) = í'Í(‹1"*)1/,(1f+ d) - $(q`1)y(/f) + <f(k) + v(k) (3-43) 
garante o alcance de uma supefiícíe estável de deslizamento 
I 
sobre 0 hiperplano 
a(k + d) = O, se 1/(lc) éselecionado como
V 
--l- se ^ÍÍ|a(k - 2 6 
zz(1z) = mk) ƒfl (3.44) ' J 
-2a(k)‹9 se H |cr(k - < 1: 
i= ' 
onde Ns 6 Z+, 5, 'y e 0 são escalares positivos, com 'y < 262 e O < 0 < 1. -
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V 
Prova: A inserção da lei de controle (3.43) na expressão (3.42) para o(k +1) 
fomece 
O-(fz +1) = Guz) + zz(1z) (145) 
Definindo [6s](k + 1) como [õo](k + 1) - o(k), a condição de existência do modo 
deslizante pode ser fixada como proposto por F UR UTA [24], isto é, 
O-<1z)[ôzf](1z + 1) < -1-â-[õaf (fz + 1) (3.4ó) 
da Eq. (3.45) segue que :[6a](k + 1) = 1/(lc) e a Eq. (3.46) toma-se 
zf(1z)zz(1z) < --šzmz) (147) 
Seja o caso onde H:;;1|o(k - 2 6. Uma vez que 
N, -1 
1'[a2(1z-z')zâ2 >%~,, (3.4s) 
i=0 ` 
fem-S6 
- 
1
2 
-27 < - _ 7 1 = . 7 . (349) 
H Hí”;;«2<1‹-é› ~ @2‹f«›«f 
e, assim, a inequação (3. 49) corresponde a (3.4 7) fora do setor. 
Quando H:V;;l|a(k - < E tem-se 
o(k)1/(lc) = -20o2(k) < -202o2(k) (3.50)
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que corresponde a (3.47) dentro do setor.
A 
O inteiro Ns é o número .de amostras atrasadas da variável o(k) considerada na 
definição do setor. É razoável esperar que o maior N, é menor que a dinâmica do sistema 
controlado. O parâmetro fy caracteriza o primeiro termo da lei de controle (3.44), que é 
voltada a conduzir a variável a(k) para o setor. Pode ser sintonizada ao longo do setor 6 
para garantir o transitório desejado para o sistema. Finalmente, o coeficiente 0 define o 
esforço da ação de correção exercida pela entrada auxiliar de controle por modo deslizante 
em relação à ação do GPC dentro do setor qiarâmetros selecionados por tentativa e erro). 
3.5 Resultados de simulação e prático 
Nesta seção são apresentados alguns resultados de simulação e prático obtidos com a 
implementação dos controladores GPC/V SC visando comparar o desempenho das 
metodologias de projeto. Os modelos e processo utilizados são descritos no apêndice A. 
1. Processo prático: Motor taco-gerador 
Os parâmetros para os dois controladores são calculados conforme descrito nas 
seções 3.2 e 3.3, o que resulta em 
Projeto de Clarke 
'R.(q`1) = 1 + O.1241q`1 
s(q'1) = 10.9378 - 12.ô9s9q'* + 3.3797q-2 
7I(q'*) = 0.685 + o.49õ4q'1 + o.3o67q'2 + o.13q-3
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Projeto de Zarrop 
1z(q'*)= 1 _ 1.ô4o3q-1 + 1.0138q-2 « 0.3225q'f* + o.o4ô3q-4 
S(q'*) = 10.9378 - 2ô.3331q'1 + 22.23ô7q-'21 _ môsvq-3 
+o.ô342q*“ + o;oso2q-5 1 
í'§(q-1) = 0.6855 - o.3õs1q-1 - o.1223q-2 - o.o9s7q'“ - 
-o.oô54q-4 + o.o433q-5 + o.0o31q-6 ' 
Em ambos os projetos os horizontes são selecionados como: NI = 1 , N2 = 5 e 
Nu = 1. A ponderação de controle é escolhida como À = 0.01. 
Para o projeto de Zarrop o polinômio de malha fechada é selecionado como 
W(q-1) = 1 - 4q~1 + ô.79q-2 - õ.35q'3 + 3.õ375q'4 - 
-1.175q'5 + 0.21õ6q'6 - o.o169q" 
Para o chaveamento tem-se os seguintes parâmetros 7 = 250, 0 = 0.4 e 5 = 50. O 
número de amostras atrasadas da superficie é selecionado como N5 = 3. 
As figuras 3.1, 3.2 e 3.3 ilustram a saída do processo, o erro de rastreamento e o sinal 
de controle, respectivamente.
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Figura 3.3 - Controle do processo motor taco-gerador. 
A tabela 3.1 apresenta os valores numéricos dos índices de desempenho para o 
sistema. - 
Tabela 3.1 - Desempenho do sistema. 
Controlador J., 
I 
J., 
GPc_c1zr1‹e 0.1233 
| 
o.o_sóo 
GPc_zam›p 0.22 
| 
0.8319 
Pelos índices apresentados na tabela 3.1, o GPC de Clarke apresenta melhor 
desempenho. Isto se deve especiahnente a localização e quantidade de pólos 
fechada no projeto do GPC de Zarrop, o que toma o sistema lento, prejudicando o 
desempenho da malha de controle. 
H 
_
' 
em malha
i
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2. Processo simulado: Modelo discreto de primeira ordem 
Os parâmetros para os dois controladores são - 
Projeto de Clarke 
1z(q-1) = 1 + 1.2519q" 
V S(q'*) = 1.5474 _ 1.2519q"* 
í'I(‹1'1) = 0.009 _ 0.000ôq'1 _ 0.0014q°* _ 0.001sq-3 _
6 
_0.002q~** _ 0.0021q~* _ 0.00s1q*'* + 
+0.0312q'* + 0.192q-8 + 0.0s7sq-° 
Projeto de Zarrop
4 
12(q'1) = 1 _ 0.0474q-1 _ 1.1õsq-2 + 0.õõ05q-1* 
s(q'1) = 1.5474 _ 3.22s9q'1 + 2.2293q"2 _ 0.5ô11q'3 
T,(‹1'*) = 0.009 _ 0.0018q-1 _ 0.00024-2 _ 0.0003q'“ _ 
_0.0003q-4 _ 0.0003qf5 _ 0.00ô4q°“ + 0.0407q'f + 
+0.1485q'8 _ 0.1441q'9 _ 0.0254q-1° + 0.0391q-1* 
Em ambos os projetos os horizontes são selecionados como: NI = 1 , N2 = 10 e 
N u = 5. A ponderação de controle é definida como z\ = O. 
Para o projeto de Zarrop o polinômio de malha fechada é escolhido como 
W(q'*) = 1 _ 1.5q"* + 0.85q"2 _ 0.225q-3 + 0.0274q-4 _ 0.012q-5 
1
_ 
Para o chaveamento tem-se os seguintes parâmetros fy == 3.6, 0 = 0.1 e 6 = 3. O 
número de amostras atrasadas da superfície é selecionado como Ns = 3. 
As figuras 3.4, 3.5 e 3.6 ilustram a saída do processo, o erro de rastreamento e o sinal 
de controle, respectivamente.
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Figura 3.4 - Saída do processo. 
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Figura 3.5 - Erro de rastreamento.
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Figura 3.6 - Sinais de controle. 
A tabela 3.2 apresenta os valores numéricos dos índices de desempenho para o 
sistema. . 
Tabela 3.2 - Desempenho do sistema. 
Controlador J ., 
I 
Je 
GPC_Clarke 0.0533 0.0554- 
GPC_Zarrop 0.0554 0.0547 
Na tabela 3.2 observa-se que os índices de desempenho dos controladores 
apresentam ordem de grandeza sirnilares. Enquanto o melhor desempenho de controle é do 
GPC de Clarke, devido a menor variação no sinal de controle, uma menor oscilação em 
tomo do zero faz com que o GPC de Zarrop apresente menor índice de erro. - _
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3.6 Conclusão 
Neste capítulo apresentou-se o desenvolvimento matemático, . através de duas 
abordagens, das principais características de projeto do controlador preditivo generalizado. 
O GPC pode tratar diferentes problemas de controle, sobre uma ampla faixa de 
plantas, com número viável de variáveis de projeto, que devem ser especificadas pelo 
usuário dependendo do conhecimento da planta, dos objetivos de controle e das limitações. 
O GPC tem sido utilizado em várias aplicações industriais e tem mostrado um adequado 
comportamento e um certo grau de robustez com respeito à sobre-parametrização e 
conhecimento inadequado do atraso, o que motiva a combinação com o VSC para o 
tratamento de incertezas paramétricas. 
As duas metodologias de projeto apresentadas diferem basicamente quanto à forma 
de escolha dos parâmetros. Enquanto na_ abordagem de Clarke os parâmetros são 
determinados segundo a seleção prévia dos horizontes de saída e deicontrole, podendo, 
então, a dinâmica do processo, em malha fechada, apresentar os inconvenientes citados na 
seção 3.1, na abordagem de Zarrop os parâmetros atendem a uma dinâmica em malha 
fechada préviamentente definida. 
Os resultados de simulação mostraram que as duas abordagens de projeto avaliadas 
possuem desempenhos semelhantes. Entretanto, os resultados obtidos com o processo 
motor taco-gerador mostram que, neste caso, o desempenho da abordagem de Clarke foi 
superior ao da abordagem de Zarrop. No caso do processo motor taco-gerador a abordagem 
de Clarke apresentou uma resposta transitória mais rápida e maior robustez frente a 
incertezas e perturbações que a abordagem de Zarrop, apesar da maior simplicidade 
apresentada no ajuste dos parâmetros.
u
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Capítulo 4 
CONTROLADOR NEBULOSO BASEADO NO VSC 
4.1 Introduçao . 
A lógica nebulosa, também denominada de lógica fuzzy, é uma poderosa técnica para 
resolução de problemas que simulam a fonna de raciocínio do operador humano, com larga 
aplicabilidade, especiahnente em áreas como controle de processos, reconhecimento de 
padrões e tomadas de decisão. Em aplicações de controle industrial utiliza-se a lógica 
nebulosa no manuseio de problemas onde a modelagem matemática é tarefa complexa para 
projeto e sintonia de controladores [37]. 
Tradicionalmente, a lógica booleana parte da premissa de que tem-se apenas dois 
estados extremos: ou completamente falso ou completamente verdadeiro. No universo da 
lógica fuzzy, contudo, tem-se um grau de verdade que varia de zero a 100% e, 
adicionalmente, perrnite ser parciahnente verdade e parcialmente falso. Com este conceito 
de “níveis de verdade”, a lógica nebulosa diferencia-se da lógica digital de duas formas: i) 
os níveis de verdade passam a ser classificados qualitativamente e; ii) os elementos dos 
níveis apresentam diversos graus de pertinência [7]. 
A potencialidade da lógica nebulosa está na habilidade de obter conclusões e 
respostas baseadas no vago, ambíguo, qualitativo, incompleto ou de informações 
imprecisas. Neste aspecto, os sistemas baseados em lógica nebulosa possuem a 
característica de “raciocinar” de forma similar aos seres humanos e utilizam variáveis 
lingüísticas (pequeno, médio, grande, muito pequeno, muito grande e outras) ao invés de 
variáveis numéricas [28].
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No contexto de controle de processos, se um operador humano é capaz de articular 
uma estratégia de controle como um conjunto de regras da fonna “SE-ENTÃO”, tem-se 
um algoritrno inteligente possível de 'ser armazenado em computador digital. O resultado é 
um controlador por computador implementado por regras e possibilitando sistemas 
menores e mais econômicos que ¬ os convencionais. Assim, o controlador que utiliza a 
lógica nebulosa pode ser visto como um algoritmo não-matemático que automatiza o 
conhecimento do operador humano [34]. 
Neste capítulo são descritas as partes integrantes dos sistemas de controle em lógica 
nebulosa e a associação do mesmo ao GMV incremental monovariável descrito no capítulo 
2. 
4.2 Estrutura do controlador nebuloso 
O controlador lógico nebuloso é baseado em modelo lógico que representa o 
procedimento do pensamento que o operador apresenta para_controlar eficientemente o 
sistema de forma manual. O controlador lógico nebuloso é baseado em regras heurísticas 
que utiliza a teoria dos conjuntos nebulosos, proposta por L. A. Zadeh, na década de 60 
[60], para traduzir as regras de controle lingüísticas em estratégia factível de controle 
automático. Desta forma, tem-se um algoritmo de controle não-matemático que pode ser 
facilmente e diretamente implementado em computador. 
A figura 4.1 mostra a organização e o fluxo de dados em mn sistema de controle 
monovariável que emprega a lógica nebulosa.
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Figura 4.1 - Esquema clássico do controlador nebuloso. 
Esta estrutura é utilizada em diferentes aplicações relatadas na literatura em fimção 
da simplicidade e representa a abordagem proposta por Mamdani e Assilian [39] na 
primeira implementação de um controlador lógico nebuloso em uma pequena máquina a 
vapor. - 
As entradas passam por três procedimentos distintos antes de produzir a saída do 
controlador lógico nebuloso. O primeiro procedimento, denominado de fiizzificação, 
utiliza funções de pertinência pré-definidas para mapear uma entrada em um ou mais graus 
de pertinência. Então as regras pré-definidas são avaliadas pela combinação dos graus de 
pertinência para formar o peso das saídas. Por último, o procedimento de defuzzificação 
gera um valor de saída baseado nos pesos gerados. Estes diferentes passos repiesentam a 
estrutura de um sistema de controle que emprega a lógica nebulosa. Infonnações adicionais 
sobre a lógica nebulosa e sistemas de controle nebulosos podem ser obtidas em [28, 34, 
371.-
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4.3 Associação do controlador nebuloso ao projeto VSC/GMV 
incremental 
Considerando-se a estrutura de controle incremental- descrita pela equação (2.l0), 
uma fonna de fazer a associação do controlador nebuloso com o controlador VSC 
incremental consiste em substituir o termo referente ao- chaveamento 1/(Is) por Lnn termo 
baseado em regras. Tais regras vêm da observação que o papel desempenhado pelo 
chaveamento é o de desativar a ação de controle não-linear quando o sistema atinge a 
superfície de deslizamento e de mante-la ativa quando está fora da região. 
Portanto, o controlador nebuloso consiste em uma base de regras contendo uma 
variável de entrada lingüística, S , relacionada à variável de entrada “crísp” s(k) e uma 
variável lingüística de saída, C , relacionada à variável de saída “crísp” u(k)n6Mm. A lei 
de controle fica então da seguinte forma: . 
R(q`1)AU(k_) = T(q`1)1/,(/f + d) - 5(‹1`1)z/(ff) + 80€) + 1/(¡f)f..z‹zm., (4-1) 
A figura 4.2 ilustra a idéia do sistema de controle nebuloso proposto na equação 
(4.1). 
‹zfl‹›' ° sm vr/‹)H 
l‹,,(k)
s 
Figura 4.2 - Representação do controlador da Eq. (4.1).
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Os conjuntos lingüísticos, mostrados na tabela 4.1 e as funções de pertinência, 
mostradas na figura 4.3, são deñnidos pela variáveis lingüísticas S e C nos universos de 
discurso U e W , respectivamente. A tabela 4.2 apresenta a.-,base de regras. P 
Tabela 4.1 - Conjuntos nebulosos. 
NGS - s(k) é negativo grande
_ 
NMS - s(k) é negativo médio NGC - u(k)Mbu,m é negativo grande 
NPS - s(k) é negativo pequeno NPC - u(k)ne,m,m é negativo pequeno 
ZS - s(l‹;) é zero ZC - u(k)M,,u¿m é zero
_ 
PPS - s(k) é positivo pequeno PPC - u(k)ne,m,m é positivo pequeno 
PMS - s(l‹:) é positivo médio PGC - u(k)Mbu,m é positivo grande 
PGS - .s(k) é positivo grande 
P5 Hc 
NGS NMS NPS ¡ZS PPS PMS PGS NGC -NPC 1 PPC . PGC 
as; ss css; o o.s'ss sz ass *U '2'É° '$° -°-5`5° ° °-5`5° 5° 25° .W 
(z) (b)
e 
Figura 4.3 4 Funções de pertinência para: (a) s(k) e (b) u(k)MMm . 
Tabela 4.2. -.Base de regras para o controlador nebuloso. 
S(/Ç) Nos NMS NPS zs PPS PMs Pos 
r V(k),W,,0 `N1›c|NGc|NPc| zc '1>1>c'PGc|P1>.c›| 
Outra forrna de associar o projeto VSC ao controlador nebuloso consiste em 
substituir toda a parte não-linear da lei de controle apresentada na equação (2.l0) por um
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controlador nebuloso. A estratégia de controle pode ser sumarizada conceitualmente pelas 
seguintes afirmações: 4 
SE supelflcie fora da região ENTÃO maior ação de controle não-linear 
Esta regra lingüística desempenha um importante papel no projeto do controlador 
nebuloso. Para manusear mais informação sobre a dinâmica do sistema não se usa apenas 
s(l‹:) como entrada, mas também a variação de s(k), denotada por As(k), como outra 
entrada. Então, o controlador nebuloso é projetado somente com uma base de regras que 
tem duas variáveis lingüísticas de entrada, S e DS , relacionadas às variáveis de entrada 
“crísp” s(l‹:) e As(k) e uma variável lingüística de saída, C , relacionada à variável de 
saída “crisp” u(k)ndm,m . A lei de controle tem a seguinte forma: 
R(‹1'1)A'U«(¡f) = T(q`1)y,(¡f + fi) ~' 5(¶`1).1/(ff-) + U(/<),,zz›..z.,s.. (4-2) 
A figura 4.4 ilustra a idéia do Controlador Nebuloso proposto na equação (4.1).
A 
z
~ 
s(k) ei 
O.
0 
IF 
u n¡(k) nebuloso 
‹/‹› 
“W AS
~ 
Figura 4.4 - Representação do controlador proposto na Eq. (4.2). 
Os conjuntos lingüísticos, mostrados na tabela 4.3 e as funções de pertinência, 
mostradas na figura 4.5, são definidos pela variáveis lingüísticas S, DS e C nos 
universos de discurso U, e W, respectivamente. A tabela 4.4 apresenta a base de 
regras. ›
Tabela 4.3. - Conjuntos nebulosos. 
NS - s(k) é negativo 
ZS - s(k) é zero 
PS - s(k) é positivo 
NDS - As(k) é negativo 
ZDS - As(k) é zero 
PDS - As(k) é posit ivo 
NGC - u(k)ne,,u,w é negativo grande 
NMC - u(k)ne@,0 é negativo médio 
NPC - u(k)M,m,m é negativo pequeno 
ZC - u(k)neMm é zero 
PPC- u(k),w,,,,,m é positivo pequeno
, 
PMC - u(k),w,,u¿0so é positivo médio 
PGC ~ u(/c),,e,,,,,m é positivo grande 
Hs Pds . 
NDS ZDS PDS Ns ',zs Ps 1
U 
-Ss 0 Ss
› 
-Sds 0 Sds 
(a) (b) 
Pc 
NGC NMC NPC 1' ZC - PPC _ PMC PGC
> 
-Sc -(Sc-esc_c) -(Sc-2'esc_c) O (Sc-2'esc_c) (Sc-esc_c) Sc 
Figura 4.5 - Funções de pertinência para: (a) s(k) , (b) As(k) e (c) u(k),w,,u,m. 
(C)
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Tabela 4.4 - Base de regras para o controlador nebuloso 
As(k) 
PDS ZDS NDS 
PS PGC PMC PPC 
s(k) zs PPC ZC NPC 
NS NPC NMC ›NGC 
Nas duas propostas as aberturas das funções de pertinência associadas as variáveis de 
entrada (superñcie) e de saída são definidos com base na dinâmica desejada para o VSC, 
sendo unicamente função do parâmetro 5. Portanto, são determinados como 
Ss=«/ÉeSc=S's 
Entretanto, na segunda proposta a abertura da funções de pertinência associadas a 
segunda variável de entrada (variação da superfície) é definido por tentativa e erro e 
esc_c =Sc/Número de Funções de Pertinênica de Saída, é um fator de escala que distribui 
unifonnemente todas funções de pertinência entre -Sc e Sc. 
4.4 Resultados de simulação e prático 
Nesta seção são apresentados alguns resultados de. simulação e prático obtidos com a 
implementação dos VSC nebulosos propostos. O desempenho do controlador proposto é 
comparado com o apresentado na seção 2.3.1. _ 
Os controladores são denominados nos resultados da seguinte forma: 
A: algoritmo VSC/GMV do Teorema 2.1, .linha contínua; 
B: controle nebuloso definido pela equação 4.1, linha pontilhada; 
C: controle nebuloso definido pela equação 4.2, linha tracejada.
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1. Processo simulado: Modelo de segunda ordem com incerteza paramétiica 
Este processo, descrito no apêndice A, apresenta como principal característica a 
incerteza paramétrica e é utilizado para comparar o desempenho dinâmico e a robustez dos 
controladores VSC nebulosos, propostos neste capítulo, frente ao controlador VSC/GMV 
incremental proposto no capítulo 2.
_ 
Os parâmetros de projeto do GMV são 
P(q-1) = 0.4831 
` 
R(q-1) = 1+ o.4519q'1 
s(q'1) = 39.178 - 55.1õ43q'1 +19.79v3q-2 
T(q-1) = 29.535 - 3s.72oôq-1 + 12.9965q-2 
e foram calculados de fonna a satisfazer o seguinte polinômio de malha fechada: 
W(q'1) = 1 - 1.5q'1 + o.75q-2 - o.125q"3 
Os parâmetros da parcela não-linear do controlador VSC São 0 = 0.8 e 6 = 300. 
As figuras 4.6, 4.7 e›4.8 ilustram a saída do processo, o erro de rastreamento e o sinal 
de controle, respectivamente.
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Figura 4.6 - Saída do processo.
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A tabela 4.5 apresenta os valores numéricos dos índices de desempenho para o 
sistema. 
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Figura 4.8 - Sinal de controle. 
Tabela 4.5 - Desempenho do sistema. 
Controlador J., Je
A 4.5828 0.2135
B 2.4618 0.2662
C 1.0478 0.339 
Neste caso 0 sinal de erro do algoritmo A manteve-se mais próximo de zero 
apresentando menor índice de erro. Entretanto, o sinal de controle do algoritmo C sofie 
menor variação (energia) e, portanto, proporciona um menor índice de controle.
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2. Processo prático: Motor taco-gerador 
Os parâmetros para o VSC/GMV incremental são os mesmos utilizados nos 
resultados de simulação do capítulo 2. As figuras 4.9, 4.10 e 4,11 ilustram a saída do 
processo, o erro de rastreamento e o sinal de controle, respectivamente. 
sa'da, 
vo
s 
2.5 . 
. .Q | \ 1' .. A. A 
_- Referência -- Algoritmo A 
- - « Algoritmo B - - AlgoritmoC l 
_ 
I 
/¶g'\AÍ`f1/ 
‹ /,' 
, r \ 
.Í
/ 
n 
" f 
of 
l 1 , I/. 
, 'z U \ 
I H ` ¡\ 
- 
' 
_/,|' 
` /
1 `
S 
A '/ 
Í; 
5/ 
I 
l
I
É*Ez 
1 \ 
, Perturbação _ 
A A -- .'/× “swf \;'<“/ *fr 
/,f _ 
0.5 - I' 
ÍEITIPO, S
' 
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Figura 4.11 - Sinal de controle. 
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A tabela 4.6 apresenta os valores numéricos dos índices de desempenho para o 
sistema. * 
Tabela 4.6 - Desempenho do sistema. 
Controlador 
I 
J., 
I 
Je
u 
A 
1 
0.5890 
{ 
0.0855 
B 0.8376 0.0890 
C 
l 
1.3577 
| 
0.1067 
Neste estudo de caso o algoritmo de controle apresenta os melhores índices de 
controle e erro. ~ 
4.5 Conclusao 
Neste capítulo apresentaram-se duas metodologias de projeto de controle nebuloso 
associado ao VSC incremental proposto no capítulo 2. 
A partir dos resultados de simulação observou-se que os dois sistemas de controle 
nebuloso apresentaram desempenho dinâmico superior ao VSC/GMV. O controlador 
nebuloso C, que considera a superficie e a sua variação como variáveis de entrada, obteve 
o menor índice de desempenho de controle. Entretanto, os dois controladores nebulosos 
obtiveram os piores índices de desempenho de erro, em virtude do tempo de resposta do 
sistema ser lento. Analisando-se a figura 4.6 observou-se uma pequena oscilação no sinal 
de saída do controlador nebuloso B, o qual possui apenas a superficie como variável de 
entrada, representando assim uma certa dificuldade no seguimento da referência. 5 
Os resultados práticos mostraram que o desempenho dos controladores foi inferior ao 
do controlador VSC/GMV incremental. Analisando-se a figura 4.9 observou-se grandes 
oscilações no sinal de saída do controlador nebuloso B o que ilustra a dificuldade do 
controlador para o seguimento de referência ao ser aplicado em processo não-lineares ou
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com incertezas paramétricas; Entretanto, pode-se melhorar o desempenho dos 
controladores VSC nebulosos selecionando-se adequadamente os parâmetros de projeto.
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Capítulo 5 
CONCLUSÃO 
' Neste trabalho foram desenvolvidas e avaliadas três concepções de projeto do 
controle a estrutura variável associado ao controlador de variância mínima generalizada, ao 
controlador preditivo generalizado e ao controlador nebuloso. As metodologias de projeto 
foram direcionadas à utilização da representação entrada/saída discreta, para os processos. 
No capítulo 2 propôs-se um controlador de variância mínima generalizada 
incremental monovariável e sua conseqüente associação ao controle a estrutura variável. O 
controlador proposto teve seu desempenho, frente a diversas complexidades de planta, 
avaliado através de simulação e experimentação. Outros controladores VSC semelhantes, 
propostos recentemente na literatura, foram utilizados para comparação. Os resultados 
mostraram que o controlador proposto apresentou melhor desempenho. - 
Uma versão multivariável do VSC/GMV foi proposta considerando-se processos 
com diferentes atrasos de transporte. A comparação do desempenho foi feita entre um 
controlador VSC/GMV proposto na literatura, que não considera o atraso de transporte no 
projeto, e um controlador do tipo PI. O controlador; proposto apresentou melhor 
desempenho que os demais, em especial, no que se refere ao desacoplamento das malhas 
de controle.
' 
O capítulo 3 foi dedicado ao estudo comparativo do VSC associado ao GPC. Foram 
apresentadas duas metodologias de projeto para o GPC, uma desenvolvida por CLARKE 
[2, 8] e outra por WELLSTEAD e ZARROP [56], que utiliza a técnica de alocação de 
pólos para a determinação dos parâmetros do controlador. Os resultados de simulação e 
prático mostraram que a abordagem de Clarke, apesar da simplicidade na determinação dos
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parâmetros, apresentou se mais robusta em comparaçao a abordagem de Wellstead e 
Zarrop. 
No capítulo 4 apresentou-se a proposta de associação do projeto do VSC com os 
sistemas de controle nebulosos. Duas metodologias foram apresentadas. Os resultados de 
simulação mostram que os controladores nebulosos tem um desempenho similar ao 
VSC/GMV incremental. Já no ensaio prático o desempenho dos controladores nebulosos 
foi consideravelmente inferior ao do controlador VSC incremental. 
Os controladores VSC combinados com as metodologias GMV e GPC incrementais, 
propostos neste trabalho, apresentaram melhor desempenho em comparação com outros 
controladores discretos da literatura, Furuta e Corradini. O resultados indicam que a 
estrutura VSC discreta incremental encontra-se direcionada a aplicações práticas. 
Entretanto, dada a necessidade de resultados mais abrangentes, não deve-se generalizar tal 
afirmativa para a maioria dos problemas de plantas industriais. 
5.1 Trabalhos e perspectivas futuras 
Os estudos, que associam o VSC a formas de controle preditivo, irão levam em conta 
a presença de perturbações. Na presença de perturbações desconhecidas, pode não ser 
possível atingir a superfície de deslizamento e a estabilidade pode não ser garantida. 
Portanto, o comportamento do sistema nas proximidades da superfície precisa ser melhor 
examinado. 
Estudos futuros relacionados à estrutura incremental, proposta neste trabalho, podem 
buscar a implementação de estratégias auto-ajustáveis, visando garantir maior robustez 
frente a incertezas paramétricas. Para os controladores nebulosos, derivados do VSC pode- 
se buscar a automatização na definição da abertura das funções de pertinência e a 
implementação de aberturas móveis para as funções de pertinência de saída.
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Quanto ao índice mininimizado pelo GPC,ifunção do erro e do controle, trabalhos 
futuros podem contemplar a ponderação no erro, além da ponderação no controle. Pode-se 
usar, além de uma ponderação estática, ponderação dinâmica que seria função do horizonte 
de saída. Esta ponderação do erro futuro teria como objetivo garantir uma entrada de 
controle mais suave, possibilitando oscilações reduzidas. 
Visando obter entrada de controle mais suave, ou com menos efeito liga-desliga, 
trabalhos futuros podem utilizar-se, em qualquer dos controladores apresentados, de soma 
ponderada de uma série de amostras passadas de entradas de controle. A idéia por trás da 
ponderação do controle é determinar a entrada de controle atual como uma média móvel 
das entradas disponíveis.
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Apêndice A 
PROCESSOS E MODELOS 
A.l Introdução 
Neste apêndice são apresentados os processos práticos e modelos matemáticos 
utilizados na obtenção dos resultados de simulação e experimentais durante o 
desenvolvimento deste trabalho. 
Os diferentes processos e modelos utilizados têm como objetivo englobar a maior 
gama possível de complexidades e/ou dificuldades presentes no contexto industrial (não 
linearidade, incerteza paramétrica, imprecisão no modelo, incerteza aditiva, etc.) 
objetivando a melhor avaliação das características de malha fechada, dos controladores 
apresentados, num contexto SISO e MIMO. 
A.2 Motor taco-gerador 
A figura A.l ilustra o dispositivo de hardware a ser controlado, onde tem-se 0 motor, 
0 taco-gerador, as chaves liga/desliga, os leds, os pinos de conexão e os componentes 
eletrônicos do circuito de medição e atuação alocados numa placa de circuito impresso. 
V Figura A.l - Hardware do processo controlado.
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A principal idéia de funcionamento do hardware do processo motor taco-gerador 
baseia-se no princípio de funcionamento de um sistema de geração e distribuição de 
energia elétrica, onde as cargas sao simuladas por leds e alimentadas pelo taco-gerador 
(figura A.2). 
L1 L2 L3 
Í] 
cizzlf cha? 
V(cnt¡ada) V(;¡¡da) 
circuito d= 
` 
ziz-ztzizo dz 
aruação mçd_ii;ã‹› c 
condicionamento 
Âe 
> Qi; 
vm 
motor ta‹:o~gerador B V: 
Figura A.2 - Diagrama do processo motor taco-gerador. 
As características operacionais da implementaçao prática sao: circuitos eletrônicos de 
medição e atuação, filtros, calibração, sensores e atuadores; enquanto que as características 
de experimentação são: ensaios em malha aberta e malha fechada, aspectos de estabilidade e 
linearidade, modelagem e controle digital, ensaios servo e regulatório. 
A figura A.3 apresenta os ensaios em malha aberta para faixas distintas de operação 
do processo, bem como as funções de transferência associadas a cada faixa. Pode-se 
observar a característica não-linear pela mudança do ganho estático, constante de tempo e 
atraso de transporte. As funções de transferência de primeira ordem com atraso de 
transporte são modeladas pela técnica de Smith [47].
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Figura A.3 - Respostas em malha aberta para o processo taco-gerador: (a) entrada 2 volts, 
(b) entrada 3 volts e (c) entrada 4 volts.
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Para o projeto dos controladores utiliza-se a faixa de operação referente a figura 
A.3b, cuja representação entrada/saída, obtida via mínimos quadrados, para um tempo 
discreto, com T, = 0.1s , é dada por 
y(/z)-1.3õ9vy(iz ~ 1) + 0.3s9õ;z,(/z - 2) = o.o1z_i3zz(1z- _ 2) (Ai) 
A escolha deste processo deve-se, além de sua característica não-linear, também pela 
necessidade de avaliar os controladores monovariáveis, apresentados no presente trabalho, 
em uma situação de controle em tempo real. 
Para avaliar o comportamento do sistema o processo é submetido a uma variação de 
referência em 5 segundos e a uma perturbação de carga em 10 segundos. 
A.3 Coluna de Wood e Berry 
As colunas de destilação são um dos mais conhecidos desafios para a engenharia de 
controle de processos. Isto deve-se às complexas características apresentadas pelas colunas 
de destilação, entre as quais [lO]: ' 
i) Caráter não-linear - o comportamento dinâmico das colunas de destilação apresenta 
características não-lineares, variantes não somente com as condições nominais de 
operação para uma mesma coluna, mas de uma para outra, dependendo das 
propriedades dos compostos a serem destilados e do projeto da coluna; 
ii) Caráter multivariável ~ colunas de destilação apresentam múltiplas entradas e saídas, 
cuja combinação permite a obtenção de estratégias diversificadas para seu controle. 
Ainda que utilizadas na configuração monovariável estas diversas entradas e saídas do 
processo permitem a adoção de malhas múltiplas cuja seleção adequada também 
constitui de interminável discussão da literatura;
. 
ii) Atrasos variáveis - dependendo da particular concepção adotada para a malha de 
controle, o atraso entre as entradas do processo e suas saídas apresenta variações, não 
só para diversas colunas, mas para a mesma coluna em diferentes condições de 
operação;
iv) 
v) 
vi) 
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Dinâmicas diferenciadas - devido ao deslocamento de material no interior da coluna e 
as interaçoes_térmicas entre os compostos, presentes em duas fases (líquida e vapor), 
diferentes constantes de tempo podem ser associadas ao processo, dependendo da 
malha de controle considerada; 
Ganho variável - considerado como a alteração percentual na variável de saída para 
uma variação na entrada do processo, não só é variável como também tem 
característica não-linear;
V 
Dinâmica assimétrica - a forma c o tempo de resposta da saída do processo, para uma 
alteração positiva dc uma variável decntrada, podem scr completamente diversos para 
a mesma perturbação, quando aplicada com a mesma magnitude em sentido contrário. 
Estas características apresentadas, embora não esgotem as complexidades 
apresentadas pelas colunas de destilação, servem como ilustração das dificuldades 
existentes para o estabelecimento de uma estratégia adequada de controle que mantenha as 
variáveis de saída dentro de limites especificados na ocorrência de perturbações extemas, 
[10]. 
O propósito de uma coluna de destilação é separar a alimentação em dois ou mais 
produtos corn diferentes composições daquela apresentada na alimentação. O_ objetivo de 
um sistema de controle é manter as composições dos produtos dentro dos níveis desejados. 
WOOD'e BERRY [58], desenvolveram um modelo para uma coluna de destilação 
em escala piloto utilizada na separação de metanol e água. Um esquema da coluna e do 
sistema de controle é mostrado na Figura A.4.
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Figura A.4 - Esquema da coluna de Wood e Berry. 
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Após admitirem para cada função de transferência a forma de primeira ordem com 
atraso de transporte, identificaram os seguintes parâmetros: ` 
XÂS) Z 1ô.7â+1 _ 21.o.s+1 * R(S)+ 14.9s+1 “(8) (A2) Xƒ(S) 6-6 e-7« _19'4 6-:Lú 1/(S) 49 8-:i.4.‹ ' 
12.8 er* -18.9 
er] 
. 3.8 ‹f*'*~“ 
10.95 +1 14.4s+1 13.25 +1 
onde as variáveis desvio representam (valores de operação entre parênteses): 
X 
, 
: porcentagem mássica de metanol no topo (96%); 
X ¡ : porcentagem mássica de metanol no fundo (0.5%); 
R : vazão mássica de refluxo (0.885 kg/min); 
V : vazão mássica de vapor (0.776 kg/min); 
L : vazão mássica de alimentação (1.ll kg/min); - 
e sendo a unidade tempo padrão o minuto.
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A coluna possui oito pratos e a alimentação contém 45.5% em peso de metanol. Os 
tempos de amostragem das duas variáveis controladas são iguais a l 'minuto e a fomia 
discreta da Eq. (A.2) pode ser obtida pelo uso da transformada z [58].
A 
Com relação à estrutura do atraso de transporte, pode-se determinar, no caso 
multivariâvel, a matriz interactor desta coluna a partir do .algoritmo apresentado por 
WOLOVICH et al. [57] para o sistemas contínuos ou, para sistemas discretos, através do 
algoritmo apresentado por GOODWIN et al. [29] e, descrito brevemente no Apêndice B, 
obtendo-se › ' - 
‹12 0 
Off 
O modelo aqui apresentado tem sido usado em um grande número de estudos de 
controle multivariável, incluindo os feitos por MCDERMOTT [40], MCDERMOTT et al. 
[4l, 421, OGUNNAIKE retal. [44], SHAH et al. [48], VOGEL [53] e VOGEL et al. [54]. 
O objetivo do controlador é manter a composição dos dois produtos em uma dada 
referência mesmo na presença de perturbações. Portanto, o desempenho do controlador é 
avaliado alterando-se a referência de composição de um dos produtos. 
A.4 Pêndulo 
A figura A.5 ilustra um pêndulo rígido que pode ser descrito pela seguinte equação 
diferencial: ' 
J‹¿š(t) + t4g1zszn(¢(ú)) z ua) V (A3)
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Figura A.5 - Pêndulo sem atrito. 
onde M é a massa da carga (M = lkg ), J é o momento de inércia (J = 0.25kg m2), h é 
o comprimento do elo (h = 0.5'/n ) e g é a aceleração da gravidade. A posição angular do 
pêndulo é ‹,ó(t) e a entrada de controle u(t) é o torque aplicado no mesmo. A 
representação discreta entrada/saída, obtida pela discretização com um tempo de 
amostragem de T = 0.15 , é dada por: 
y(k)-1.807y(k - 1) + y(k - 2) = 0.0197u(k - 1) + 0.0197u(k - 2) (A.4) 
A utilização deste processo deve-se ao fato do mesmo ser não-linear. A avaliação do 
comportamento dos controladores é feita levando-se o pêndulo para uma determinada 
referência e alterando-se a massa do mesmo em um dado momento da simulação. 
A.5 Modelos matemáticos diversos 
A.5.I Modelo de segunda ordem com incerteza paramétrica 
O modelo considerado [36] é dado pelo seguinte sistema,
A
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0 1 0 x: -1+A‹z, -2+Aa, x+1u 
(A.5) 
y = [1 0]a: 
onde os parâmetros incertos, Aa.,.,1l=1,2 são uniformemente distribuidos variando 
aleatoriamente com |Aa,,| § 1. 
Para o projetos dos controladores discretos o modelo foi discretizado considerando- 
se Aa, = 0, 11 = 1,2 e para 11 = 0.15 , o que resulta na função de transferência discreta de 
segunda ordem 
y(k) - 1.63751/(lr: - 1) + ().6703y(l‹; - 2) = 0.()175u,(k - 1) + 0.0153u(Ic +- 2) (A.6) 
A dificuldade deste processo consiste no fato de que apesar de 0 projeto dos 
controladores ser feita com base no modelo discreto busca-se controlar o modelo nominal 
que, como descrito acima, apresenta dois parâmetros incertos que variam aleatoriamente 
durante o tempo de simulação. 
A avaliação do desempenho dos controladores é feita buscando-se levar o processo 
de uma dada condição inicial a uma condição de equilíbrio específica. 
A.5.2 Planta discreta de segunda ordem 
A segunda planta discreta, conforme apresentada por FURUTA [25], tem sido 
utilizada em diversos trabalhos envolvendo controladores discretos, [26, 33, ll], sendo 
representada por . 
y(k) + a,y(k - 1) + a.2y(k - 2) = b,,u(k - 1) + b,u.(/c - 2) (A.7) 
onde al = -1.3, a2 = 0.42, bo =1 e bl = -0.8.
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A utilização desta planta deve-se única e exclusivamente ao fato de ser utilizada com 
relativa freqüência na literatura para a avaliação do desempenho de controladores do tipo 
vsc/GMV. ' 
A.5.3 Planta discreta de segunda ordem multívariável 
A planta discreta de segunda ordem, com duas entradas e duas saídas, é 
lfz + Arq” + Az‹1`”l@/(1»')=‹1`1lB‹› + Bi‹1"]U(k') (A-8) 
onde 
3 0 0.165 : 
, A2 :: 
1 1 0.33 0.5 B = z “ 
1 1 
' B' 
0.2 0.25 
e a matriz ínteractor é dada por 
Dada a característica .não-diagonal da matriz interactor esta planta é utilizada para se 
comparar o comportamento dinâmico entre os dois controladores MIMO apresentados 
neste trabalho. As referências são duas ondas quadradas com períodos de 80 e 140 
amostras e amplitudes de 0.1 e 0.2 para a primeira e a segunda saída, respectivamente.
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A.5.4 Modelo com incerteza paramétrica 
Considerando uma função de transferência de terceira ordem e estável em malha 
aberta
1 Gt” =~ (A9) 
é possível identificar um modelo com duas diferentes estruturas de primeira ordem para 
um período de amostragem de l s, isto é, 
Modelo I: 
^ 0.0854 r* gf(q-1) z .___q_¬ (A.1o) 
1 - 0.91563q" 
Modelo 2: 
_]
. 
G,,(q_,) : ~0.0391+ O.14ÊOq (All) “ 1- 0.9048q 
O numerador do segundo modelo permite capturar melhor as dinâmicas da planta 
que 0 do primeiro modeloè 
O objetivo deste modelo é verificar a robustez dos controladores VSC/GMV SISO 
apresentados frente a incertezas aditivas, uma vez que 0 controlador proposto possibilita a 
utilização do teorema do pequeno ganho para garantir tal robustez, dada sua representação 
na forma RST. 
O procedimento de ensaio é basicamente uma mudança de referência e de modelo 
para 0 processo no decorrer da simulação.
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A.5.5 Modelo discreto de primeira ordem 
O modelo considerado [53] é dado por 
y(k) = 2y(k - 1) + u(lc ~ 1) + 2u(k - 2) + 
(A124) 
A:L'(k) = e(k) 
onde e(k) é um ruído branco com média nula e variância unitária. 
Pode-se observar pela representação que o modelo é de fase não-minima e instável 
em malha aberta. ` - 
O desempenho dos controladores é avaliado mediante utilização, como referência de 
um forma de onda com três níveis de amplitudes 4, O, -4 e período de 160 amostras.
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Apêndice B 
ATRASO MULTIVARIÁVEL: MATRIZ INTERACTOR 
Assumindo que o sistema é descrito por um modelo MIMO da forma 
A(q*“)y(1f› = B<q“)u(k ~ 1) ‹B.1› 
onde e denotam o vetor de saída de dimensão m xl e o vetor de entrada de 
dimensão r × 1, respectivamente. As matrizes polinomiais A(q") e B(q"), de dimensões 
m. × in, e m >< 1' , respectivamente, são representadas por 
A(q-1) z 1 + A,q" + A,q-2 + + A,,,,q""" «(B.2a) 
B(q-1) = B, + B,q~1 + B,q-2 + + B,,,q~"” (B.2b) 
_ z 
Dada uma função “de transferência, T(q), para o sistema satisfazendo as seguintes 
considerações, - i 
1. O número de entradas, r, é igual ao número de saídas, m, e a função de transferência do 
sistema, T(q), satisfaz _ 
det T(q) ¢ 0 para todo q 
2. A função de transferência é estritamente própria. 
Existe uma matriz polinomial, §(q), conhecida como matriz inleractor, satisfazendo 
(i) det §(q) = qm”, onde iii, é um inteiro (B.3)c
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(ii) lim §(q)T(q) = K , onde K é uma matriz não-singular (B.4) 
‹1-<×> 
Em geral, §(q), pode ser obtida para ter a seguinte estrutura: 
&(‹1) = H(‹1)D(‹1) (B5) 
onde 
Dtq) = d/i‹L9[‹1f' qf"'] 
A . z ‹_ _'.,.'_ _.. '.,_.¡','~ z 
fl. 2 dl. = 1111111515", dv. e di). e o atraso entie a J-esima entiada e a 1-esima saida. H(q) e 
uma matriz unimodular da forma 
1. l) 
V 
/'^z1(fI) 
"(0) = 
E 
(B5) 
hml hm`2 ' ' I 1 
e h¿,(q) é divisível por zerot(ou é zero). 
- Em muitos dos casos de interesse, §(q) pode apresentar uma das duas formas 
simplificadas, isto é, 
Forma 1: 
¿<q› = q"I (BJ) e 
onde d é um atraso simples associado a todas as saídas.
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Forma 2.' 
em = mid, dm] ‹B.8› 
onde dq. é 0 atraso entre aj-ésima entrada e a i-ésima saída. 
di = injiu dü 
Aqui di representa o atraso para a i-ésima saída. 
Pode-se observar que as escolhas de ¿(q), eqs. (B.7) e (B.8), satifazem a condição 
(B.3) e fomecem 
2131 &(‹1)T(‹1) 
= K == 0 (B-9) 
Nas discussões elementares sobre sistemas multivafiáveis, as estruturas de atraso 
representadas pela equações (B.7) e (B.8) são adequadas. Entretanto, para uma completa 
generalização e para garantir que K é não-singular em todos os casos, pode-se necessitar, 
ocasionalmente, da utilização de uma forma mais geral para representar §(q)'. Maiores 
informações sobre a forr-na de cálculo da matriz interaclor podem ser obtidas nos trabalhos 
de GOODWIN et al. [29] e WOLOVICH et al. [57]. 
Exemplo B.l. 
Considere a seguinte função de transferência: 
' -2 
_ 
Q” 2‹1 
1+ q"* 1+ 3q'* 
T<<1> = -zz 
‹1 3‹1 
1+ «fl 1+ 4q~1
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