Introduction
Meta-analysis (Glass, 1976 ) entails pooling of results from related studies in an effort to synthesize the research results. Studies typically use various experimental designs and thus various effect size measures. In quantitative meta-analysis, a primary goal is to combine effect sizes to produce an overall effect size.
An effect size (ES) index is used to quantify the strength of the relationship between two variables. Each study's finding can be represented as an ES. The use of the ES is important as it allows for the comparison of multiple studies' results. ES indices do, however, differ depending on the type of study performed (e.g., repeated measures, independent groups, etc.). Although multiple effect sizes can be handled using meta-analysis, the effect size of interest in this study is the standardized mean difference for repeated measures designs, δ RM . Lindsey J. Wolff Smith is a doctoral student in Quantitative Methods in the Department of Educational Psychology. Her interests are in the evaluation of statistical models using simulation research. Email her at: ljwolff@hotmail.com. S. Natasha Beretvas is an Associate Professor and chair of Quantitative Methods in the Department of Educational Psychology. Her interests are in multilevel and meta-analytic modeling techniques. Email her at: tasha.beretvas@mail.utexas.edu.
The formula for the δ RM and its associated variance have been derived by Becker (1988) and Morris and DeShon (2002) . The δ RM is necessary for summarizing results from a repeated measures (RM) design in which the same subjects are measured before and after a treatment is administered. Many primary studies employ the RM design. This design allows the researcher to assess change in an outcome that occurs within a subject as a result of what happens between a pre-and post-test. Little research has been done to assess the relative parameter and standard error bias of δ RM estimates.
In the RM design, one group of subjects is measured before and after a treatment is administered. The RM design's ES measure is defined as follows:
where μ pre and μ post are the population means of the pre-and post-test scores, respectively, μ D is the population mean difference in the pre-and post-test scores, and σ D is the standard deviation of change scores (Gibbons, Hedeker, & Davis, 1993) . The associated sample estimate is calculated as follows:
where X pre and X post are the sample means of the pre-and post-test scores, respectively, and s D is the sample standard deviation of difference scores.
The sampling variance formula for δ RM is:
where n is the number of paired observations in the RM design study (Morris & DeShon, 2002) with a corresponding formula used for sample estimates:
Equations 3 and 4 also contain the bias correction factor, c(n − 1), that is approximated by ( ) ( ) (Hedges, 1982) .
Calculation of σ D is necessary to obtain δ RM (see Equation 1). Morris and DeShon (2002) presented the following relationship between the standard deviation of difference scores, σ D , and the standard deviation of the original scores, σ:
where ρ is the correlation between the pre-and post-test scores. The corresponding sample estimate is:
with r representing the sample correlation. Both formulas (Equations 6 and 7) are founded on the assumption that the population standard deviations for the pre-and post-test scores are equal (i.e., pre post σ =σ =σ ). Thus, the notation of including a superscript with = was adopted to distinguish the relevant formula when ). Four design factors were manipulated in this study and are described in detail below. R software version 2.8.1 was used to generate the data and to estimate and summarize all relevant parameters.
δ RM
True values of δ RM were manipulated to assess their effect on parameter and SE estimation. These values included: no effect, and small, moderate, and large effects (δ RM = 0, 0.2, 0.5, and 0.8, respectively).
Correlation Between Pre-and Post-Test Scores
The following values of the true correlation, ρ, between pre-and post-test scores were manipulated to evaluate the effect of no, a small, moderate, and large correlation (ρ = 0, 0.2, 0.5, and 0.8, respectively).
Sample Size Sample size was investigated at three levels including a small, moderate, and moderately large sample size (n = 10, 20, and 60, respectively) . Note that the sample sizes used were the same for each of the pre-and post-test groups.
Ratio of the Pre-and Post-Test Scores' Standard Deviations
Five different values of the ratio of the pre-and post-test scores' standard deviations were investigated. The following patterns were evaluated: σ pre = σ post , σ pre < σ post , and σ pre > σ post . For the two unequal standard deviations' conditions, the degree of the difference was also manipulated, with the following four unequal combinations of values for σ pre :σ post investigated: 0.8:1.2, 0.5:1.5, 1.2:0.8, and 1.5:0.5. For the σ pre = σ post conditions, both preand post-test true standard deviations were generated to be one (i.e., σ pre = σ post = 1).
Repeated Measures Effect Size
To manipulate the true value of δ RM , the value of μ pre was set to zero across conditions and the value of μ post was derived to result in the following values for δ RM : 0, 0.2, 0.5, and 0. 
Data Generation
For each set of conditions, a set of random, bivariate normally distributed scores (correlated in the population with the condition's value for ρ) were generated to provide the preand post-test scores for that condition's
were calculated using each dataset as described above. Ten thousand replication datasets were generated for each combination of conditions.
Bias Assessment
Relative parameter and SE estimation
and d RM = ) was summarized and assessed using Hoogland and Boomsma's (1998) formulas and criteria. More specifically, relative parameter bias was calculated using the following formula:
where θ j represents the j th parameter's true value and ˆ θ j is the mean estimate of parameter j averaged across the 10,000 replications per condition. Hoogland and Boomsma recommended considering a parameter's estimate as substantially biased if its relative parameter bias exceeds 0.05 in magnitude. This cutoff means that estimates that differ from their parameter's true value by more than five percent should be considered substantially biased.
Hoogland and Boomsma's (1998) commonly used formulation of relative standard error bias is as follows: Table 1 ). The positive parameter estimation bias of the d RM ≠ estimator was pretty consistently close to 10% across the n = 10 conditions. for the n = 10 conditions (see Table 2 Table 2 ). Substantial negative parameter estimation bias was also Table 3 ).
Substantial positive relative parameter bias was found when d RM = was used to estimate δ RM , however, the degree of parameter bias was lower for the n = 20 conditions (see Table 3 ) than was observed for the n = 10 conditions (in Table 1 Table 3 ).
Sample Size = 20: Relative SE Bias The relative SE bias results for the n = 20 conditions (see Table 4 ) very closely matched those described for the n = 10 conditions (see Table 2 δ RM values (see Table 4 ). Last, substantial negative SE bias was also identified for the Sample Size = 60: Relative Parameter Bias With the larger sample size (n = 60) conditions, the degree of bias decreased further (see Table 5 Table  6 ). The same pattern and degree of substantial negative relative SE bias as was found for the n = 10 and n = 20 conditions was noted when values for higher ρ conditions. There seemed to be a very slight effect of δ RM value on the bias with lower δ RM values associated with slightly larger degrees of negative bias (see Table 6 ). works with smaller sample sizes and should investigate other potential factors that might influence its performance. In addition, future research should extend formulation of the standardized mean difference effect size for repeated measures designs with heterogeneous variances for use with independent groups, repeated measures designs (i.e., for designs with pre-and post-test measures for the treatment and control groups).
A current policy movement encouraging evidence-based practice is leading to an increased use of meta-analysis across the spectrum of medical, educational, and general social science research. Effect sizes summarizing results from studies that have been conducted using repeated measures research designs must also be synthesized to contribute to the evidence base for programs and interventions. While it is commonly assumed that interventions lead to changes in means, not in variances, this is not always the case. This study introduced and validated a correction to the estimate of δ RM that can be used to handle potentially unequal pre-and post-test variances. 
