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Abstract
We investigate the ability of global models to capture the spatial patterns of tropical deep
convection. Their sensitivity is assessed through changing horizontal resolution, surface flux
constraints, and constraining background atmospheric conditions. We assess two models at
typical climate and weather forecast resolutions. Comparison with observations indicates that
increasing resolution generally improves the pattern of tropical convection. When the models
are constrained with realistic surface fluxes and atmospheric structure, the location of convec-
tion improves dramatically and is very similar irrespective of resolution and parameterizations
used in the models.
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1. Introduction
Tropical deep convection plays an important role in
determining the dynamics and composition of the atmo-
sphere in both the tropics and extra-tropics over a broad
range of spatial and temporal scales. For long climate
simulations, and for the study of chemistry–climate
interactions, tropical deep convection is key for a
correct representation of (1) a realistic distribution of
high clouds and associated changes in the radiative
balance of the atmosphere (e.g. Ramanathan et al.,
1989), (2) the vertical transport of pollutants and water
vapour to the upper troposphere and lower stratosphere
(Holton et al., 1995), and (3) coupling to large-scale
dynamics through gravity waves and modulation of
the Madden–Julian oscillation (Zhang, 2005). The
fast vertical transport of very short-lived brominated
substances by deep tropical storms is also potentially
important for the recovery of the stratospheric ozone
layer over the coming century (Yang et al., 2014). In
the context of numerical weather predictions, the loca-
tion, timing, and intensity of tropical deep convection
are important for a reliable forecast of severe storms
and associated natural hazards. Getting a realistic
representation of tropical deep convection is, therefore,
a crucial issue for both global forecast runs and climate
and Earth-system simulations.
Although several sub-grid scale convection parame-
terization schemes have been developed, their ability
to represent convection has been shown to be highly
dependent on the resolution of the host model (e.g.
Brankovic and Gregory, 2001). This is linked to the
inability of coarse resolutions to properly represent
geographical features that have been shown to be
strongly linked to convection; these include proper
representation of coastlines (Schiemann et al., 2014),
orography (Kirshbaum and Smith, 2009), and land use
(Anthes, 1984). Furthermore, coarse resolution models
fail to resolve small-scale dynamical features such as
sea breezes, one of the triggering mechanisms for con-
vection in coastal areas (Qian, 2008). In addition to the
above effects driven by model resolution, convection
parameterization schemes rely on the host model to pro-
vide a realistic distribution of heat andmoisture fluxes at
the surface, which are in turn dependent on surface char-
acteristics such as temperature, soil moisture (Taylor
et al., 2012), and winds. These fluxes often determine
the initial stages of convection development, partic-
ularly for continental convection (e.g. over Africa),
where soil moisture is crucial in driving the formation of
shallow cumulus clouds (Ek and Holtslag, 2004). After
this initial stage, the transition between shallow and
deep convection depends on the vertical structure of the
air column and the measure of its instability, and there-
fore, convection parameterization schemes also rely on
the host model to provide a realistic three-dimensional
(3D) structure of the atmosphere (Martin et al.,
2010).
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Our aim is to investigate the ability of models with
parameterized convection to represent the location
and intensity of tropical deep convection over vary-
ing scales and with varying constraints. We use two
models, the Weather Research and Forecasting (WRF)
modelling system (Skamarock et al., 2008) and the
UK Met Office Unified Model (MetUM) (Davies
et al., 2005). We quantify the model ability to match
the observed monthly mean pattern of tropical deep
convection and examine the relative importance of
horizontal resolution, surface fluxes, and 3D state of
the atmosphere, and how their changes affect model
convection.
2. Methodology and data
In this section, we describe the convection parameteri-
zations used for this study, the set-up of the numerical
experiments, and the observational data and statistical
techniques used for the model evaluation. The sub-grid
scale effects of convectionwere parameterized using the
ensemble cumulus scheme of Grell and Dévényi (2002)
in WRF and the mass flux convection scheme of Gre-
gory and Rowntree (1990) in MetUM. For a detailed
description of WRF and MetUM, the reader is directed
to Skamarock et al. (2008) and Davies et al. (2005),
respectively. Static characteristics of the land surface
(such as orography, vegetation, and soil types) were
derived from the default geographical data sets provided
with each model.
We run the two models using the same four horizontal
resolutions, namely N48 (3.75∘ × 2.50∘), N96 (1.87∘
× 1.25∘), N144 (1.25∘ × 0.83∘), and N216 (0.83∘ ×
0.56∘); the vertical resolution is kept the same and is
defined similarly in the two modelling systems, i.e. 38
vertical levels up to 5 hPa for WRF and up to 40 km
for MetUM, giving a vertical resolution of about 1 km
in the upper troposphere/lower stratosphere region. The
WRF experiments used the same physics options for all
horizontal resolutions, while the MetUM experiments
are based on the HadGAM climate setup (Martin et al.,
2006) for coarse resolutions (N48 and N96), and on
the UK Met Office operational global forecast setup
(Petch et al., 2007) for higher resolutions (N144 and
N216). To minimize the impact of synoptic-scale model
biases, we initialize model simulations to analysis and
integrate the models over a relatively short timescale
(1month), similar to the approach used, for instance,
in Stock et al. (2014). All experiments are run for a
neutral El Niño–Southern Oscillation year, specifically
for the months of July and November 2005, which
exhibit convection patterns typical of the summer and
winter seasons, respectively (Section 3). Otherwise,
there is no particular reason for the selection of these
2 months. The initial conditions are derived from the
European Centre for Medium-range Weather Forecasts
(ECMWF) operational analyses for WRF, and from
the UK Met Office data-assimilated start dumps for
MetUM.
For each model resolution, we ran three sets of exper-
iments:
• Sea only: Sea surface temperature and sea ice are
updated daily to observed values: for MetUM and
WRF, we use data from the AMIP data set (AMIP-II;
Gates et al., 1999) and ECMWF operational analy-
ses, respectively. Heat and moisture fluxes over land
are determined by the interaction of the atmosphere
with soil moisture, and soil temperature is calculated
by the land surface scheme.
• Sea+ Land: Sea surface temperature and sea ice are
treated as described above, while heat and mois-
ture fluxes over land are constrained as follows: in
WRF, the first (surface) atmospheric layer is nudged
towards ECMWF temperature and water vapour with
a relaxation timescale of 1 h (Stauffer and Sea-
man, 1990, for details on the nudging technique); in
MetUM, since there is no option in the model for
nudging below the free troposphere, soil temperature
and soil moisture are updated daily from a climato-
logical data set provided with the model release.
• Nudged: These runs apply the same surface con-
straints as the Sea+ Land runs; additionally, the 3D
structure of the free troposphere is constrained by
nudging horizontal winds and temperature towards
ECMWF operational analyses. We only performed
Nudged runs for MetUM at N48 resolution; techni-
cal details on the nudging technique are described in
Telford et al. (2008).
To evaluate the different model runs, we compare
the model monthly mean outgoing long-wave radiation
(OLR) and precipitation rate (PR) to observations. OLR
is commonly used to identify the presence of cold cloud
tops, which are linked to high clouds produced by trop-
ical deep convection (e.g. Arkin and Ardanuy, 1989).
We use monthly mean OLR to identify geographical
areas of recurrent convection and the estimated depth
of the convection. Monthly mean OLR and PR, used
in combination, are a good proxy for the location and
intensity of recurrent tropical deep convection (Hosk-
ing et al., 2010; Russo et al., 2011). The model OLR is
compared with data derived from the AVHRR instru-
ment on board NOAA polar-orbiting satellites (Gruber
and Krueger, 1984) and from the AIRS instrument on
board the EOS Aqua satellite (Aumann et al., 2003),
available as gridded products with a grid resolution
of 2.5∘ × 2.5∘ and 1∘ × 1∘, respectively. The model
PR is compared with values from the CPC Merged
Analysis of Precipitation standard (Huffman et al.,
1997), the Global Precipitation Climatology Project
1DD (Huffman et al., 2001), and the Tropical Rainfall
Measuring Mission (TRMM) 3A12 (Kummerow et al.,
1998) products, available as gridded products with a
grid resolution of 2.5∘ × 2.5∘, 1∘ × 1∘, and 0.5∘ × 0.5∘,
respectively. The model and observed monthly mean
OLR and PR data are then degraded to the coarsest
product resolution (2.5∘ × 2.5∘) and for each model
simulation, we calculate the spatial correlation and the
coefficient of variation of the root mean square error
© 2014 The Authors. Atmospheric Science Letters published by John Wiley & Sons Ltd Atmos. Sci. Let. 16: 148–154 (2015)
on behalf of the Royal Meteorological Society.
150 C. Chemel et al.
(CVRMSE) between modelled and observed OLR and
PR. The spatial correlation r (calculated using Pearson’s
correlation coefficient) gives a measure of the linear
relationship between models and observations. A value
close to 1 indicates that model and observations have
very similar spatial patterns, although model biases are
not picked up using this metric. The CVRMSE (defined
as the root mean square error relative to the observed
mean) is used as a complementary metric to estimate
how accurately a model can reproduce the observed
magnitude of a specific variable. A value closer to
0 indicates better agreement between the model and
observations. The combination of these two metrics
provides a measure of the models ability to represent
the geographical location (measured by r) and intensity
(measured by CVRMSE) of tropical deep convection.
3. Results and discussion
Correlation coefficients and CVRMSE between the
AIRS and TRMM products and both the model and
the other observational data sets are calculated for the
Tropics (20∘S–20∘N) and the tropical Land and Sea
areas, respectively (Tables S1–S4, Supporting Informa-
tion). The two observed OLR are in very good agree-
ment, with correlation coefficients greater than 0.97
and CVRMSE of about 7.5% for the Tropics. In con-
trast, the agreement between the three observed PR
data sets is not as good, with correlation coefficients
between r= 0.87 and 0.92 and CVRMSE greater than
47% for the Tropics. Explaining the differences between
the different observational products is out of the scope
of the present work. In the following, we use the cor-
relation coefficients and CVRMSE between different
observational data sets as a reference value to mea-
sure the strength of the agreement between models and
observations: we then define ‘very good agreement’ and
‘good agreement’ with observations if the modelled r or
CVRMSE are, respectively, within 10% and 20% of our
reference values. The use of monthly mean data ensures
that the emphasis of this analysis is not on the models
ability to represent single convective events but rather
on their ability to represent the effects of convection at
the monthly mean scale.
We now investigate the models ability to represent
the observed geographical location of tropical convec-
tion. Analysis of the correlation coefficients in Tables
S1–S4 shows that the ∼70% of the model configu-
rations are in good agreement with observations over
the Tropics. However, there is a much better agreement
between modelled and observed values for OLR (∼90%
of model configurations are in good agreement with
observations) than for PR (only ∼45% of model con-
figurations are in good agreement with observations).
Similarly, the percentage of models in good agreement
with observations is larger for themonth of July (∼80%)
thanNovember (∼55%). There is also a small difference
in the models ability to represent convection over land
than over sea: the percentage of model configurations in
good agreement with observations is ∼85% and ∼60%,
respectively, for land and sea.
After looking at the geographical location of convec-
tion, we now address how well the models can repre-
sent the intensity of tropical convection. Analysis of
CVRMSE values in Tables S1–S4 shows that model
errors over the tropics are generally small for OLR and
much larger for PR. This is in agreement with pre-
vious studies, which show large model precipitation
biases in tropical ocean regions (Martin et al., 2010;
Schiemann et al., 2014). For OLR, ∼85% of model
configurations are in good agreement with observa-
tions, whereas for PR, none of the models are in good
agreement with observations, with values of CVRMSE
around a factor of 2 larger than the values between dif-
ferent observations. Differences in model performance
between different months or between land and sea areas
are negligible, indicating that models are much better at
representing the physical processes that link convection
to OLR while they struggle to satisfactorily represent
the processes linking tropical convection to the intensity
of precipitation, although changes in the parameteriza-
tion scheme have shown to significantly improve these
biases (Martin et al., 2010).
We now specifically address the effect of increasing
model constraints, as illustrated in Figure 1. For this
purpose, we use the MetUM runs at N48 resolution
for November 2005. Figure 1(a) and (b) shows the
observed OLR and PR for November 2005 and high-
lights the three main wintertime tropical convective
regions: sub-Saharan Africa, the Eastern Indian Ocean
and Maritime Continent, and tropical South America.
The Inter Tropical Convergence Zone (ITCZ) and to
a smaller extent the South Pacific Convergence Zone
(SPCZ) also have their signatures in the OLR and
PR fields. When the model is constrained only at the
surface, the OLR and PR fields show some unrealis-
tic convective features, for instance, over most of the
Indian Ocean and off the East coast of Africa, compared
with those observed. Despite adding the constraints
over Land areas, the correlation coefficients between
modelled and observed values over the Tropics are
similar for the Sea only and Sea+Land runs, and none
of the model configurations is in good agreement with
observations (r= 0.73 and 0.76 for OLR, and r= 0.66
and 0.67 for PR, respectively). A comparison of the
correlation coefficients for Sea only and Sea+ Land
runs shows a similar behaviour for all MetUM resolu-
tions, with generally similar correlation coefficients for
Land values when land constraints are applied and only
small differences in the correlation for the Tropics. To
explain the lack of improvement of MetUM to adding
the surface constraints over Land areas, we analysed
monthly mean water vapour at 20m (not shown). Con-
straining soil moisture and soil temperature produces
only small changes to the surface water vapour, indi-
cating that monthly mean fluxes of heat and moisture
over land are well represented by the coupling between
the atmosphere and land surface scheme. When the
state of the atmosphere is constrained by nudging
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Figure 1. Monthly mean maps of outgoing long-wave radiation (OLR) in Wm-2 (left) and precipitation rate (PR) in mmday-1 (right)
for November 2005 from the AIRS (a) and TRMM (b) products, and the MetUM N48: (a) and (b) Sea only, (c) and (d) Sea+ Land,
and (e) and (f) Nudged runs.
towards operational analyses, the pattern of convection
improves significantly, both over Land and Sea areas,
and the correlation coefficients for the Tropics show
very good agreement for OLR and good agreement for
PR (r= 0.89 and 0.74, respectively). The analysis of
data fromWRFmodel runs shows that the sensitivity of
the model to changes in constraints for a given resolu-
tion is very similar to that of MetUM, with a significant
improvement in performance for the Nudged runs only
(Tables S1–S4). Overall, the location of convection is
in very good agreement with observations in ∼60% of
Nudged runs as opposed to ∼10% of the runs where
only surface constraints are applied. This highlights the
importance of a realistic structure of the atmosphere
and global circulation patterns in representing the
location and intensity of tropical deep convection.
The sensitivity of both MetUM and WRF to changes
in horizontal resolution is also very similar. The effect
of increasing horizontal resolution is illustrated in
Figure 2. For this purpose, we choose the WRF model
simulations for July 2005 with the least constraints,
i.e. the Sea only runs, for which the benefit of increas-
ing model resolution is expected to be the largest.
Figure 2(a) and (b) shows the observed convection
patterns typical of the northern hemisphere summer
season, with convective regions mostly north of the
Equator, for example, sub-Saharan Africa, the ITCZ,
and SPCZ, and the strong Asian and the North Ameri-
can monsoon. Figure 2 shows that the main convective
areas are well captured, although the model SPCZ is
less visible than that observed. Tables S1 and S3 show
a consistent improvement as WRF model resolution is
increased from N48 to N216, with correlation coeffi-
cients of r= 0.84 and 0.88 for OLR, and r= 0.69 and
0.73 for PR, and CVRMSE of 7.2% and 5.7% for OLR,
and 91% and 85% for PR, respectively. The sensitivity
of MetUM to changes in horizontal resolution is also
very similar. Overall, the correlation coefficients in
Tables S1–S4 show that ∼80% of N216 model config-
urations are in good agreement with observations, as
opposed to ∼60% for N48, and these change to ∼70%
and ∼40% when Nudged runs are not included. The
gain inWRF performance with resolution is of the same
order for the Sea+Land runs. This indicates that the
improvement from increasing resolution is mainly the
result of a better representation of small-scale dynami-
cal features in Sea areas (such as low-level convergence
leading to the ITCZ, and sea breezes leading to
© 2014 The Authors. Atmospheric Science Letters published by John Wiley & Sons Ltd Atmos. Sci. Let. 16: 148–154 (2015)
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Figure 2. Monthly mean maps of outgoing long-wave radiation (OLR) in Wm-2 (left) and precipitation rate (PR) in mmday-1 (right)
for July 2005 from the AIRS (a) and TRMM (b) products, and from the WRF Sea only runs at: (a) and (b) N48, (c) and (d) N96, (e)
and (f) N144, and (g) and (h) N216 resolutions.
convection in coastal areas). However, for the Nudged
runs, where the model surface and free troposphere are
both constrained, only the CVRMSE values are signif-
icantly reduced as the model resolution is increased,
while the difference in the correlation coefficients
becomes almost negligible, indicating that the intensity
of convection can still be improved by increasing the
resolution, while the location of convection in the
Nudged runs is well captured even at the coarsest
resolution.
4. Conclusions
Figure 3 summarizes the effect of increasing resolution
and constraints on the model ability to reproduce the
observed pattern of convection for the two models in
both seasons.
The sensitivity of both models to horizontal reso-
lution is reflected by a general improvement starting
from N48 to N216. For example, Figure 3(a) shows
how increasing horizontal resolution for the MetUM
Sea only runs leads to an improvement in the correla-
tion coefficients between modelled and observed OLR,
and Figure 3(b) shows that the errors decrease for the
same model runs as the resolution increases from N48
to N216. This is generally true for both models and for
both sets of runs using surface constraints (Sea only and
Sea+ Land). However, for Nudged runs, where con-
straints are applied throughout the atmospheric column,
the improvement resulting from increased resolution is
© 2014 The Authors. Atmospheric Science Letters published by John Wiley & Sons Ltd Atmos. Sci. Let. 16: 148–154 (2015)
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Figure 3. Matrix plots of correlation coefficients (left) and CVRMSE in % (right) between modelled and observed values over the
Tropics (20∘S–20∘N) for July and November 2005, calculated against the AIRS and TRMM datasets for (a) and (b) outgoing long-wave
radiation (OLR) and (c) and (d) precipitation rate (PR), respectively.
much smaller and is generally notable only in the inten-
sity of convection (as measured by the CVRMSE val-
ues).
Both models show very little change when increasing
the surface constraint from Sea only to Sea+Land,
while a significant improvement in performance (higher
correlation coefficients and lower CVRMSE) is notable
for the Nudged runs, where the model surface and
free troposphere are both constrained. Furthermore,
a similar performance of Nudged WRF and MetUM
runs indicates that when the surface fluxes and 3D
structure of the host model are constrained, the ability
to represent the preferential location of tropical deep
convection is almost insensitive to the parameteriza-
tions used, including the convection parameterization
scheme. However, note that both surface fluxes and 3D
atmospheric structure can also be affected by convec-
tion, as well as being crucial in determining its onset
and development; it is, therefore, difficult to truly dis-
entangle the extent to which errors in the representation
of convection are due to biases introduced by the con-
vection parameterization itself (e.g. through positive
feedbacks in radiation and precipitation/evaporation)
or to biases arising from other model components.
Additionally, for the Nudged runs, the major impact
of convection on temperature andmoisture through con-
densation and latent heat release is strongly constrained
and, therefore, one must not conclude that current con-
vection parameterization schemes are able to reproduce
the observed intensity of tropical convection.
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