Equipping visitors of a cultural site with a wearable device allows to easily collect information about their preferences which can be exploited to improve the fruition of cultural goods with augmented reality. Moreover, egocentric video can be processed using computer vision and machine learning to enable an automated analysis of visitors' behavior. The inferred information can be used both online to assist the visitor and offline to support the manager of the site. Despite the positive impact such technologies can have in cultural heritage, the topic is currently understudied due to the limited number of public datasets suitable to study the considered problems. To address this issue, in this paper we propose EGOcentric-Cultural Heritage (EGO-CH), the first dataset of egocentric videos for visitors' behavior understanding in cultural sites. The dataset has been collected in two cultural sites and includes more than 27 hours of video acquired by 70 subjects, with labels for 26 environments and over 200 different Points of Interest. A large subset of the dataset, consisting of 60 videos, is associated with surveys filled out by real visitors. To encourage research on the topic, we propose 4 challenging tasks (room-based localization, point of interest/object recognition, object retrieval and survey prediction) useful to understand visitors' behavior and report baseline results on the dataset.
INTRODUCTION
Cultural sites receive many visitors every day. For a cultural site manager, it is hence paramount to 1) provide services able to assist the visitors, and 2) analyze their behavior to measure the performance of the site and understand what can be improved. For example using indicators [1] such as: a) Attraction index: to measure how much a point of interest attracts the visitors, b) Retention index: to measure the average time spent observing information element (e.g., a caption, a video a panel, etc.), c) Sweep Rate Index (SRI): it is used to calculate if visitors move slowly or quickly through the exhibition, d) Diligent Visitor Index (DVI): the percentage of visitors who stopped in front of more than half of the points of interest. Classic approaches addressed the former task through the delivery of printed material (e.g., maps of the museum), the use of audio-guides and the installation of informative panels. Similarly, the analysis of visitors' behavior has generally been performed through the administration of questionnaires. It should be noted that such approaches often require manual intervention and are limited especially when the number of visitors is large. Recent works [2, 3, 4] have highlighted that the use of wearable devices such as smart glasses can provide a convenient platform to tackle the considered tasks in an automated fashion. Using such technology, it is possible to provide to the user services such as automated localization (e.g., to help visitors navigating the site) and recognition of currently observed Ponts Of Interest (POIs) 1 to provide more information on relevant objects and suggest what to see next. Conveniently, localization and POI recognition can be used by the manager of the cultural site to obtain information about the visitors and understand their behavior by inferring where they have been, how much time they have spent in a specific environment and what POIs have been liked most.
Despite the aforementioned technologies can have a significant impact on cultural heritage, they are currently under-explored due to the lack of public benchmark datasets. To address this issue, in this paper we propose EGOcentric-Cultural Heritage (EGO-CH), the first large dataset of egocentric videos for visitors behavioral understanding in cultural sites. The dataset has been collected in two cultural sites located in Sicily, Italy: Galleria Regionale di Palazzo Bellomo 2 and Monastero dei Benedettini 3 . The overall dataset contains more than 27 hours of video, including 26 environments, over 200 Points of Interest and 70 visits. We release EGO-CH with a set of annotations useful to tackle fundamental tasks related to visitors behavior understanding in cultural sites, and specifically, temporal labels specifying the location of the visitor as well as the currently observed POI, bounding box annotations around POIs, surveys filled out by visitors at the end of each tour in the cultural site. Figure 1 reports some sample frames from the proposed dataset. The dataset can be publicly accessed upon request to the authors from our webpage http://iplab.dmi.unict.it/EGO-CH/.
We propose 4 fundamental tasks for visitors behavioral understanding using egocentric vision: 1) room-based localization, consisting in recognizing the environment in which the visitor is located in each frame of the video, 2) Point of Interest recognition, which consists in correctly detecting and localizing all objects in the image frames, 3) object retrieval, which consists in matching an observed object from the egocentric point of view to a reference image contained in the museum catalogue 1 In this work, we refer to the definition of Point Of Interest (POI) given in [5] , as an element which can attract the attention of visitors. Most POIs are objects such as paintings and statues, but architectural elements such as pavements can qualify as POIs, despite not being objects. Therefore, in this paper the notations "Point Of Interest" and "object" are not used interchangeably.
2 http://www.regione.sicilia.it/beniculturali/ palazzobellomo/. 3 of all artworks, 4) survey prediction, which consists in generating the survey associated to a visit from video. We also provide baseline results for each task on the proposed dataset. The experimental results suggest that the proposed dataset is a challenging benchmark for visitors behavioral understanding using egocentric vision. In sum, the contributions of this work are: 1) we present EGO-CH, a new challenging dataset of egocentric videos acquired in two cultural sites, 2) the dataset has been labeled to tackle 4 main tasks useful to understand visitors behavior, 3) we report baseline results for each task.
RELATED WORK Visitors Behavioural Understanding and Site Manager Assistance in Cultural Sites
Several works investigated the use of wearable systems to augment the fruition in cultural sites [2] . Razavian et al. [6] proposed a method to estimate the attention of the visitors of an exhibition, whereas in [7] a CNN to perform localization and object recognition is introduced in order to develop a context aware audio guide. Raptis et al. [8] studied the design of mobile applications in museum environments and highlighted that context influences interaction. In [3, 4] , the problem of localizing the visitors of a museum from egocentric videos is considered. The inferred localization can be used to provide behavioral information to the manager of the site. Past works investigated specific applications, generally relying on data collected on purpose and not publicly released. In this work, we aim at standardizing the fundamental problems of visitors behavioral understanding in cultural sites by proposing a public dataset and a series of tasks.
Datasets on Cultural Heritage Few imagebased datasets focusing on cultural heritage have been proposed in past works. Koniusz et al. [9] proposed the OpenMIC dataset containing photos captured in ten different exhibition spaces of several museums and explored the problem of artwork identification. DelChiaro et al. [10] proposed NoisyArt, a dataset composed of artwork images collected from Google Images and Flickr correlated by metadata gathered from DBpedia. In contrast with the aforementioned works, we propose the first dataset composed of egocentric videos, and release it publicly. The dataset can be used to address different tasks related to visitors behavioral understanding in cultural sites. A significative part of the proposed dataset has been collected by real visitors (i.e., 60 visits) and hence it is a realistic set of data for benchmarking.
Localization Ahmetovic et al. [11] presented NavCog, a system to navigate with a smartphone in complex indoor and outdoor environments exploiting Bluetooth Low Energy beacons. Kendall et al. [12] proposed to infer the 6 Degrees of Freedom pose of a camera from egocentric images using a CNN. In [3] , it has been considered the problem of localizing a visitor in a cultural site from egocentric images to provide behavioral information to the site manager. In this work, we consider the work presented in [3] as a baseline for the localization task.
Point Of Interest/Object Recognition Seidenari et. al [7] and Taverriti et al. [13] proposed to perform object classification and artwork recognition to assist tourists with additional information about the observed objects. In general, object detectors (e.g., YOLOv3 [14]) have been used to detect artworks in cultural sites. However, it should be noted that, as pointed out in [5] , depending on the cultural site, not all Points Of Interest are objects. For instance, a point of interest can be an architectural element such as a pavement, or even a corridor. In this case, it should be considered that object detectors can be limited. In this work, we consider the YOLOv3 object detector [14] as baseline for Point Of Interest/Object recognition.
Object Retrieval Many previous works investigated approaches to image retrieval. Rubhasy et al. [15] used an ontology-based approach to retrieval in multimedia cultural heritage collections. Despite the availability of advanced approaches, for generality and ease of comparison, in this paper we consider simple baselines based on image representation and nearest neighbor search to address the object retrieval task.
THE EGO-CH DATASET

Data Collection
The dataset has been acquired using a headmounted Microsoft HoloLens device in two cultural sites located in Sicily, Italy: 1) Palazzo Bellomo (Table 1) , located in Siracusa 4 , and 2) Monastero dei Benedettini (Table 2) , located in Catania 5 .
Palazzo Bellomo This cultural site is composed of 22 environments and contains 191 Points of Interest (e.g., statues, paintings, etc.). 6 Training videos have been collected by operators instructed to walk around in order to capture images of each environment from different points of view. To simplify labeling, each training video contains cannot be easily recognized using object detection techniques as noted in [5] . See Figure 1 (right) for some qualitative examples of the considered objects. Training videos have been collected with the same acquisition modality considered for the "Palazzo Bellomo" cultural site. Figure 4 reports the number/percentage of frames acquired in each environment. Training and validation videos have a resolution of 1216 × 684 pixels and a frame-rate of 24 fps. Five validation videos have been collected by asking volunteers to visit the cultural site following the same protocol used for "Palazzo Bellomo". Additionally, we collected 60 test videos by asking real visitors inexperienced with both the research project and its goals and the HoloLens device to freely visit the cultural site. No specific instructions have been given to the visitors, who were free to explore the 4 environments and the 35 POIs. This allowed us to obtain realistic data of how a visitor would move in a cultural site. Test videos have been collected over a period of three months. Moreover, at the end of the visit, we administered the visitor a survey, the content of which is described in Section 5.2.2. The 60 test videos have a resolution of 1408×792 pixels and a frame-rate of 30.03 f ps. The average video length is 21 min, with the maximum length being 42 min. See the supplementary material for more details about training/validation/test videos. Similarly to "Palazzo Bellomo", we include 35 reference images related to the considered POIs for one-shot image retrieval 7 . Please note that this set of data is adapted from and extends significantly the dataset proposed in [3] , introducing 60 new labelled videos collected by real visitors. Specifically, the overall dataset presented in this work contains +1600 minutes of video, data from +70 more subjects, +91369 bounding box annotations and an additional cultural site "Palazzo Bellomo" comprising 22 environments and 191 points of interest.
Annotations
Temporal Labels
All test and validation videos have been temporally labeled to indicate in every frame the environment in which the visitor is located and the observed point of interest, if any. If the visitor is not located in one of the considered environment (e.g., a stair), the frame is marked as "negative" 9 . It is worth noting that there are no negative frames in "Palazzo Bellomo" since all environments are part of the museum, whereas negative frames are contained in "Monastero dei Benedettini". This is due to the different nature of the two sites: "Palazzo Bellomo" is a museum, consisting in a limited set of rooms, whereas "Monastero dei Benedettini" is a much more complex environment including many corridors and stairs which have not been labeled as locations of interest for visitors. Similarly, we mark as "negative" all frames in which the visitor is not observing any of the considered POIs. Each location is identified by a number that denotes a specific environment (1 − 22 for "Palazzo Bellomo" and 1 − 4 for "Monastero dei Benedettini"). Each point of interest is denoted by a code in the form X.Y (e.g., 3.5) where "X" denotes the environment in which the point of interest is located and "Y" identifies the point of interest. See Figure 1 for some examples.
Bounding Box Annotations A subset of frames from the dataset (sampled at at 1 fps) has been labeled with bounding boxes indicating the presence and locations of all POIs. Specifically, each POI has been labeled with a tuple (class, x, y, w, h) indicating the class of the POI and its bounding box information. It is worth mentioning that, as noted in [5] , a POI can be an object (e.g., a painting or a statue) or a different element (e.g., a pavement or a specific location), which cannot be strictly defined as an object. Indeed, the kind of POIs contained in a cultural site depends on the nature of the site itself. In EGO-CH, "Palazzo Bellomo" contains only objects as POIs, whereas "Monastero dei Benedettini" contains both objects and other elements. Nevertheless, all elements are labeled with class type and bounding box annotations. Figure 3 shows examples of labeled frames from the 60 visits of "Monastero dei Benedettini".
Surveys The 60 test videos collected in the "Monastero dei Benedettini" are associated with surveys which have been administered to the visitors at the end of the visits. Specifically, the visitors are asked to rate a subset of 33 out of the 35 Points Of Interest (a picture of each point is shown) or specify if any of them had not been seen it during the visit. The rating is expressed as a number ranging from −7 (not liked) to +7 (liked).
The EGO-CH dataset is publicy available at our website: http://iplab.dmi.unict.it/EGO-CH/. The reader is referred to the supplementary material for more details about the dataset and the experiments. The dataset can be used only for research purposes and is available upon the acceptance of an agreement.
PROPOSED TASKS AND BASELINES
In this Section, we propose four tasks which can be addressed using the proposed dataset. The tasks are related to problems investigated in previous works on cultural heritage [4, 3, 7, 13] . We believe that solving these tasks can bring useful information about the behavior of the visitors of a cultural site.
Room-based Localization
Task: The task consists in determining the room in which the visitor of a cultural site is located from egocentric images collected using a wearable device. Localization information can be used both to provide a "where am I" service to the visitor and to collect behavioral information useful for the site manager to understand what paths do visitors prefer and where they spend more time in the cultural site.
Baseline: As a baseline for this task, we consider the approach proposed in [3, 19] . This approach is selected as a baseline due to the limited work on room-based localization in the cultural heritage domain [3] and due to the state-of-the-art performance of the approach shown in [19] . Given a set of locations, the considered approach allows to segment a given video into video shots related to the specified locations. If a given shot is not related to any of the locations, the algorithm automatically labels it as a "negative segment" through a "negative rejection" stage. The method is composed by three steps, as illustrated in Figure 5 . For each cultural site, we trained a VGG-19 CNN to discriminate between locations ("Discrimination" stage). The "Negative Rejection" step has been considered only for the data of "Monastero dei Benedettini", since "Palazzo Bellomo" does not contain negative locations. The "Sequential Modeling" stage allows to obtain a temporal segmentation of the input video where each segment is associated to one of the considered environments. This algorithm is chosen as it achieves state-of-the-art performance in the task of location-based egocentric video segmentation [19, 3] . Two hyper-parameters are involved in the algorithm: K, related to the "negative rejection" stage and , which regulates the amount of temporal smoothing applied to the predictions. The reader is referred to [3] for more details.
Implementation Details and Evaluation Measures: We evaluated our method following [3] using F F 1 score and ASF 1 score. Specifically, the F F 1 score is the F 1 score applied to individual frames and, as such, it does not evaluate the ability of the methods to produce a temporally coherent segmentation. ASF 1 is the F 1 score applied to temporal segments rather than frames and measures the ability to detect video segments coherent VGG-19 Figure 5 : The method used to perform room-based localization. The method is composed by three steps: 1) Discrimination, 2) Negative Rejection, 3) Sequential Modeling. See [19, 3] for more details.
with the ground truth. Both scores are normalized between 0 and 1. The hyper-parameters of the algorithm K and are tuned on the validation sets of the proposed dataset. Specifically, = 10 −273 is found by optimizing the validation ASF 1 score with a grid search in the range [10 −1 : 10 −299 ] on "Palazzo Bellomo" (see [3] for details). Since no negative locations are contained in "Palazzo Bellomo", the "negative rejection" stage is not performed and hence the parameter K is not optimized. Similarly, we find = 10 −89 and K = 100 on "Monastero dei Benedettini". 10 Results: Table 3 reports the results obtained by the baseline in the two cultural sites 11 . On "Palazzo Bellomo", the baseline achieves good F F 1 scores for most rooms, obtaining an average value of 0.81. Much lower results are observed when the ASF 1 score is considered. In this case, an average value of 0.59 is reached. Lower results equal to 0.68 and 0.40 are obtained in the "Monastero dei Bendettini". This is partly due to the presence of negatives, which are not included in "Palazzo Bellomo" and to the more challenging nature of the test set of "Monastero dei Benedettini", which contains 60 videos collected by real visitors within 3 months with different lighting condition and blur as shown in Figure 6 . The overall results highlight that addressing the considered task on the proposed dataset is challenging. In particular, issues such as varying lighting conditions and the presence of negatives need to be addressed in task-specific investigations.
Point of Interest/Object Recognition
Task: This tasks consists in recognizing the points of interest which the user is looking at. This can be useful to understand the visitor's behavior and answer questions as "What are the most viewed points of interest?" and "How long have they been observed?". Moreover, a system able to recognize points of interest could suggest the visitor what to see next, as well as provide information with Augmented Reality. The dataset could be used to perform standard object detection task.
Baseline: Due to its real-time performance and to its popularity in the cultural heritage domain [5, 7, 13] , we consider a YOLOv3 [14] object detector as a baseline for the task. The detector has been trained on the training sets of "Palazzo Bellomo" and "Monastero dei Benedettini". 
Implementation Details and Evaluation Metrics:
We trained YOLOv3 using the standard anchors provided by the authors for the COCO dataset. We use mean Average Precision (mAP) with threshold on IoU equal to 0.5 for the evaluations. In order to use YOLOv3 to detect artworks, a detection threshold is specified to discard detections with low confidence scores. For each cultural site, we tuned this threshold on the validation sets by choosing the value which maximizes mAP in the range [5 −4 ; 1 −3 ; 5 −3 ; 1 −2 ; 3 −2 ; 5 −2 ; 0.10; 0.15; 0.2; 0.25; 0.3; 0.35; 0.40]. To train the detector on "Palazzo Bellomo", we set the initial learning rate to 0.001 and the detection threshold to 0.01. On "Monastero dei Benedettini", we set the initial learning rate to 0.01 and the detection threshold to 0.001.
Results: Table 4 reports the results obtained in the two cultural sites. The results obtained on "Palazzo Bellomo" are much lower than the ones obtained on "Monastero dei Benedettini" mainly because of the larger set of POIs contained in the former site (191) versus the lower number of POIs contained in the latter (35). In both cases, the results are in general very low, which highlights the challenging nature of the proposed dataset and tasks. Among the challenges of the dataset, as previously discussed, it should be considered that some of the points of interest represent architectural elements such as corridors or pavements, which might be challenging to detect with a simple object detector, as pointed out in [5] . Moreover, differently from other object detection tasks, POIs here need to be recognized at the instance level. For instance, the dataset contains multiple paintings which should be recognized as separate objects. We leave the investigation of more specific approaches to future investigations.
Object Retrieval
Task: Given a query image containing an object, the task consists in retrieving an image of the same object from a database. This task can be useful to perform automatic recognition of artworks when detection can be bypassed, i.e., when the user places the artwork in the center of the field of view using a wearable or mobile device. Moreover, the task is particularly of interest especially considering that artwork detection is a hard task, as highlighted in the previous section. We obtain a set of query images by extracting image patches from the bounding boxes annotated in the test set and consider two variants of the task. This accounts to 23727 image patches for "Palazzo Bellomo" and 44978 image patches for "Monastero dei Benedettini". 12 We consider two variants of this task. In the first variant, object retrieval is framed as a one-shot retrieval problem. In this case, the database contains only the reference images associated to each POI, whereas the whole set of image patches is used as the test set, i.e., only a single labeled sample is assumed to be available for each object. In the second variant, we split the set of image patches into a training set (70% -used as DB) and a test set (30%). It should be noted that the first variant of the task is much more challenging both due to the presence of few labeled samples and to the domain shift which affects the two sets of images: reference images for the POIs and image patches cropped from egocentric images. Figure 8 shows an example of image patches cropped from the egocentric images using bounding box annotations.
Baseline: Given the lack of investigation of approaches for retrieval in the scenario of First-Person vision in the cultural heritage domain, we consider a simple image-retrieval pipeline for both variants of the task. The pipeline uses VGG19 CNN pretrained on ImageNet to represent image patches, while matching is perfor and matched using a K-NN. A scheme of the considered baseline is shown in Figure 7 .
Implementation Details and Evaluation Measures: We have extracted all features from the FC7 layer of the VGG19 network pre-trained on ImageNet. When the second variant of the task is considered, we perform K-NN using K = [1; 3; 5]. We evaluated the performance of our baseline using standard metrics for image-retrival: precision, recall and F 1 score.
Results: Table 5 shows the results of the baseline on the image retrieval variants. In both cultural sites, one-shot retrieval does not achieve good results. This is probably due to the fact that oneshot retrieval relies on a limited number of training samples, which are drawn from a different distribution as compared to test samples. This suggests that dedicated methodologies should be considered to tackle one-shot retrieval and the domain shift problem. Better results are obtained on both sites in the second variant of the task, when the effect of one-shot retrieval and domain shift is reduced. Best results are obtained in "Palazzo Bellomo" for K = 1 (F 1 score of 0.67) and in "Monastero dei Benedettini" for K = 5 (F 1 score of 0.88).
Survey Prediction
Task: Each test video of the "Monastero dei Benedettini" is associated to a survey collected from visitors at the end of the visit. We define this task as predicting the content of a survey from the analysis of the related egocentric video. We deem this to be possible as the egocentric video contains information on what the visitor has seen during the visit. In particular, the task consists in predicting for each POI 1) if the POI has been remembered by the visitor and 2) how the POI would be rated by the visitor in a [−7, 7] scale. This task investigates automatic algorithms for automatically "filling in" surveys from videos.
Baseline: Since the proposed task is novel and very challenging, as a proof of concept, we propose a baseline which takes as input the temporal annotations annotations indicating the objects observed by the visitors in the 60 visits. To obtain fixedlength descriptors for each video, we accumulate the number of frames in which a given POI has been observed in a Bag Of Word representation. In such representation, each component of the fixedlength vector indicates the total time in which a specific point of interest has been observed by the visitor. The vector is hence sum-normalized to reduce the influence of videos with different lengths. The whole training set is normalized with z-scoring and classification is performed using K-NN. We consider two baselines. The first one simply performs a binary classification to predict whether a POI has been remembered by the visitor or not. The second one predicts both if the POI has been seen and what score has been assigned to it. This is tackled as a 15-class classification problem, where class −8 indicates that the POI has not been remembered, whereas the other 14 classes represent the scores from −7 to 7 assigned by the visitors to POIs. We would like to note that we treat the problem as a classification task, as the scores assigned by the visitors are discrete integer numbers. Also, the dataset contains a limited set of data-points, which would prevent the algorithm from generalizing beyond the discrete set of labels available at training time.
Implementation Details and Evaluation
Measures: We perform our experiments using a leave-one-out strategy. We tested different values for k ranging from 1 to 9 and chose K = 9 which resulted to be optimal in our experiments. We evaluate results with weighted precision, recall and F 1 score.
Results: Table 6 reports the results obtained in the case of binary classification (remembered vs not remembered) 13 . The number of instances belonging to each class is reported in the last column. The results suggest that this task is very challenging. Indeed, even if a POI appears in some frames, this does not imply that the visitor remembers it. Table 7 shows that the multi-class task 13 is even more challenging, with classes containing fewer examples (e.g., −6, −5, −4, −3) hard to recognize. As a final remark, it is worth noting that the results suggest that the task can be addressed to some degree. We expect that more complex approaches leveraging the analysis of the semantics of the input videos and the estimation of the attention of the visitor can achieve much better performance.
The code of our baselines is public available.
See our web-page for the details: https://iplab.dmi.unict.it/EGO-CH/#code. 
CONCLUSION
We presented EGO-CH, a dataset for visitors behavioral understanding using egocentric vision. The dataset includes more than 27 hours of video, 70 visits acquired by real visitors, 26 environments and over 200 different points of interest related to two different cultural sites. We publicly release the dataset along with temporal labels for locations and observed points of interest, bounding box annotations for objects, and surveys associated to 60 visits. Baseline results on the challenging tasks of Room-based Localization, Point of Interest/Object Recognition, Object Retrieval and Survey Prediction show the potential of the dataset for visitors behavioral understanding. We believe that EGO-CH can be a valuable benchmark to tackle the proposed tasks, as well as others not investigated in this paper. Future works can address the evaluation considering more advanced baselines and investigate specialized approach to the four proposed tasks. 
SUPPLEMENTARY MATERIAL
This supplementary material complements the submitted paper. It reports additional details on the EGO-CH dataset and experiments.
INTRODUCTION
This document is intended for the convenience of the reader and reports additional information about the proposed dataset and the performed experiments. This supplementary material is related to the following submission: The reader is referred to the manuscript and to our web page http://iplab.dmi.unict.it/EGO-CH/ for further information.
THE EGO-CH DATASET
Data Collection
The dataset has been acquired using a headmounted Microsoft HoloLens device in two cultural sites located in Sicily, Italy: 1) "Palazzo Bellomo", located in Siracusa [20], and 2) "Monastero dei Benedettini", located in Catania [21]. 1) Palazzo Bellomo. This cultural site is composed by 22 environments and contains 191 Points of Interest (e.g., statues, paintings, etc.). Figure 9 and Figure 10 report some frames related to the different environments and some points of interest. Table 14 details the list of the acquired training video. Some of the videos are related to the 22 rooms of the cultural site, whereas other are related to specific points of interest. For each video we report its total duration, the amount of required storage, the number of frames, as well as the percentage of frames with respect to the whole training set. Table 15 reports the list of the 10 test videos acquired by volunteers visiting the cultural site. For each video, we report its total duration, the amount of required storage, the number of frames, the number of environments encountered in the video, as well as the sequence of environments, as visited by the subject acquiring the video. All the training/test videos have a resolution of 1280×720 pixels and a frame-rate of 29.97 fps. We also include 191 reference images related to the considered POIs to be used for one-shot image retrieval. The images are akin to pictures generally included in museums catalog. Figure 11 shows some examples of such reference images.
2) Monastero dei Benedettini. This dataset is composed by 4 environments and contains 35 Points of Interest. Figure 12 and Figure 13 report some frames related to the 4 different environments and some of the points of interest. Table 16 reports details on the acquired training videos, highlighting the total duration of the videos, the required storage, the number of frames and the percentage of frames with respect to the whole training set. Training and validation videos have a resolution of 1216 × 684 pixels and a frame-rate of 24 fps. Five validation videos have been collected by asking volunteers to visit the cultural site with rules similarly to the one used for "Palazzo Bellomo". Table 17 shows the number of frames belonging to each video (left) and the number of frames belonging for each class (right). Additionally, we collected 60 test videos by asking real visitors to freely visit the cultural site. No specific instructions have been given to the visitors, who were free to explore the 4 environments and the 35 POIs. The 60 test videos have a resolution of 1408×792 pixels and a frame-rate of 30.03 f ps. The average number of frames for each video is 39296. We also include 35 reference images related to the considered POIs to be used for one-shot image retrieval. Figure 14 shows some example of reference images. 
Test3 1830 2.304.410 54845 10,69% 22
Test5 1034 1.302.612 30989 9,00% 22 
Test7 1332 1.677.047 39920 7,78% 22
Test8 3023 3.806.383 90599 17,65% 22 
Annotations
Temporal Labels. All test and validation videos have been temporally labeled to indicate in every frame the environment in which the visitor is located and the currently observed point of interest, if any. If the visitor is not located in any of the considered environments or they are not observing any of the considered POIs we mark as that frame as "negative" (Figure 15 ).
Bounding Box Annotations. A subset of frames from the dataset (sampled at at 1 fps) has been labeled with bounding boxes indicating the presence and locations of all POIs. Figure 13 shows some example of labeled frames from the training set of the "Monastero dei Benedettini". The EGO-CH dataset is publicy available at our website: http://iplab.dmi.unict.it/EGO-CH/. The dataset can be used only for reasearch purposes and is available upon request to the authors.
EXPERIMENTAL DETAILS
In this section, we present additional details on baseline experiments related to the 4 tasks proposed in the paper.
5.3.1.
Room-based Localization 1) Palazzo Bellomo. We split the Training Set into two subsets to train and validate the VGG-19 for the "Discrimination" stage (no "negative" frames are used for training). Table 18 reports the number of frames belonging to the two subsets for each of the 22 considered environments.
We report the results obtained by the baseline on the 9 test videos ("Test3" has been used for validation) in Table 19 considering the F F 1 score metric, and in in Table 20 considering the ASF 1 score. As example, Figure 16 illustrate qualitatively the segmentation result of the baseline on "Test7". 2) Monastero dei Benedettini. Similarly to "Palazzo Bellomo", we split the Training Set into two subsets to train and validate the VGG-19 (no "negative" frames are used for training on this cultural site). Table 23 reports the number of frames belonging to the two subsets for each of the 4 considered environments. We report the results obtained by the baseline method over the 60 test videos in Table 24 and Table 25 considering the F F 1 score metric, and in Table 26 and Table 27 considering the ASF 1 score.
DenseNet Backbone. We performed experiments using another backbone in the same pipeline to solve the first task. We used DenseNet[22], a densely convolutional connect network which connects each layer to every other layer in a feed- forward fashion. Table 21 and Table 22 report the results obtained with DenseNet at the end of the Sequential Modeling step. We have evaluated the model using F1 score and Asf1 score. As shown the tables we did not obtain an improvement respect the results obtained with the backbone VGG. In particular for the "Palazzo Bellomo" we obtained a F F 1 score of 0.71 and a ASF 1 score of 0.58 which are lower respect the scores obtained with VGG (F F 1 = 0.82, ASF 1 = 0.59). From Table 24 to Table 27 we report the results obtained in the "Monastero dei Benedettini" using the backbone DenseNet. As shown, neither considering this cultural site we obtained an improvement of F F 1 and ASF 1 scores.
Points of Interest Recognition
1) Palazzo Bellomo. We used the subset of the Training set considered in the first task annotated with bounding box for a total of 56686 frames. We split this subset in training/validation sets to train and validate the object detector. In particular, we used 41111 frames as training set and 15575 as validation set. To find the optimal detection threshold, we used "Test3" as validation video. We obtaining the value of 0.05 maximizing mAP over the valida- Table 32 we report the results on the 9 test videos (excluding "Test3") of the object detector when using the mean Average Precision (mAP) as evaluation metric. The table also reports the number of frames annotated with bounding box for each test video. Per-class AP values are reported in Table 33 .
2) Monastero dei Benedettini. A subset of frames from the dataset (sampled at at 1 fps) has been labeled with bounding boxes. The annotated frames with bounding box of the Training set used in the first task are 33366. We split this set into training/validation sets to train and validate the object detector. In particular, we used 23363 frames as training set and 10003 as validation set. We used the 10 validation videos (2235 frames) to find the optimal threshold of the object detector. Table 34 reports the AP values obtained for each of the 35 considered points of interest belonging to the validation set, using the optimal threshold found through validation (0.001). We annotated the 60 real visits with bounding boxes for a total of 71310 images. We tested the object detector on these frames. The results are shown in Table 35 . Also, for each test video, we report the number of frames annotated with bounding boxes. Per-class AP values are reported in Table 36 .
Object Retrieval
To address this task, we extracted image patches from the bounding box annotations of the dataset.
1) Palazzo Bellomo. In Table 37 , we report the number of image patches which have been extracted for each test video. For one-shot learning, we have used reference images for training and all the image patches for testing, whereas to perform manyshot learning, we used the patches belonging to test videos 1 − 7 for training (15185 patches) and the others to test (8542 patches).
2) Monastero dei Benedettini. In Table 38 , we report the number of image patches extracted from the 60 test videos. One-shot learning has been performed using reference images from training and all extracted patches for testing. For many-shot learning, we used 30497 image patches images belonging to the visits with IDs from 100 to 147 for training, and 14551 patches belonging to the visits with ID from 148 to 166 for testing.
Object Retrieval with DenseNet. We tried to extract features using a different backbone respect to the proposed baseline based on VGG-19. We extracted the features from the FC7 layer of DenseNet [22] . In this way, we obtained for each image a fixed-size vector of 1024 values. We have followed the same pipeline used with VGG to perform object retrieval. Table 39 shows the results Table 19 : Detailed results of the 9 test videos of "Palazzo Bellomo" using the F F 1 score. The "/" sign indicates that no samples from that class was present in the test video. Class  Test1  Test2  Test4  Test5  Test6  Test7  Test8  Test9  Test10  AVG  1 Table 20 : Detailed results of the 9 test videos of "Palazzo Bellomo" using the ASF 1 score. The "/" sign indicates that no samples from that class was present in the test video. Test1  Test2  Test4  Test5  Test6  Test7  Test8  Test9  Test10  AVG  1 Sala1 0,07 0,00 0,25 0,92 0,15 0,92 0,62 0,55 0,84 0,48 0,25 0,56 0,00 0,26 0,00 0,00 0,00 0,36 0,00 0,16 18 Portico 0,68 0,67 0,78 0,54 0,69 0,69 0,62 0,78 0,62 0,67 19 ScalaCatalana 0,00 0,00 0,54 0,55 0,78 0,67 0,58 0,85 0,49 0,50 20 Loggetta 0,00 0,50 0,80 0,44 0,72 0,53 0,55 0,83 0,68 0,56 21 BoxSala8 0,96 0,97 0,97 / 0,00 0,97 0,99 0,81 0,94 0,83 22 AreaSosta 0,74 0,85 0,45 0,83 0,00 0,56 0,72 0,85 0,00 0,56 mFF1 0,66 0,79 0,73 0,68 0,45 0,75 0,76 0,85 0,72 0,71 Table 22 : Detailed results of the 9 test videos of "Palazzo Bellomo" using the ASF 1 score. The backbone used is DenseNet. The "/" sign indicates that no samples from that class was present in the test video. Class  Test1  Test2  Test4  Test5  Test6  Test7  Test8  Test9 Test10 AVG Figure 17 : Confusion matrix for localization in "Palazzo Bellomo". obtained using DenseNet as backbone. The results show that using DenseNet we didn't obtained an improvement considering the F 1 score as evaluation measure in both variants (One-shot and Manyshots) for both cultural sites. Table 40 shows the results obtained on binary classification using a KNN with different values of k. The method is evaluated using precision, recall and F 1 score. K = 9 gives the best results. Table 41 shows the results of multi-class classification using a KNN classifier with different values of K. We obtained the best results for K = 9. Table 24 : Detailed results on the 60 test videos of "Monastero dei Benedettini", considering the evaluation measure F F 1 score. The "/" sign indicates that no samples from that class were present in the test video. The four classes are: 1) Antirefettorio, 2) Aula S. Mazzarino, 3) Cucina, 3) Ventre, whereas Neg. represents the negatives. Table 28 : Detailed results on the 60 test videos of "Monastero dei Benedettini", considering the evaluation measure F F 1 score. We used the backbone DenseNet. The "/" sign indicates that no samples from that class were present in the test video. The four classes are: 1) Antirefettorio, 2) Aula S. Mazzarino, 3) Cucina, 3) Ventre, whereas Neg. represents the negatives. Table 33 : Per-class AP values obtained on the 9 test videos. The "/" sign indicates that no samples from that class were present in the test videos. Test1  2568  Test2  2048  Test3  2672  Test4  2224  Test5  1439  Test6  2086  Test7  2148  Test8  4108  Test9  2914  Test10 1520 Total 23727 K Precision Recall F1 score Support 1 0,62 0,61 0,62 1980 3 0,62 0,65 0,63 5 0,63 0,67 0,64 7 0,64 0,69 0,65 9 0,65 0,7 0,66 K Precision Recall F1 score Support 1 0,2 0,2 0,2 1980 3 0,2 0,23 0,19 5 0,2 0,24 0,21 7 0,22 0,24 0,22 9 0,23 0,27 0,23
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