Laser-in duced breakdown spectroscopy has been employed for the spectroscopic study of a laser-produ ced Zn alloy plasma for the analysis of Al impurities in Zn alloy. The laser-produ ced Zn alloy plasma was generated by a pulsed Nd:YAG laser (105 mJ, 3 ns). The physical characteristics of the laser-prod uced Zn alloy plasmas and an optimum condition for the composition analysis are reported. With the use of the relative intensities of spectr al emission lines from standard samples, calib ration curves for the analysis of aluminum in Zn samples were obtained in the case of air, vacuum, and Ar environments. Index Headings: Laser-produced plasma; Atomic emission ; Zn alloy; Laser-in duced breakdown spectroscop y.
INTRODUCTION
Laser-induced breakdown spectroscopy (LIBS) has advanced over some decades to become one of the most commonly used analytical methods because of its various advantages. 1± 4 This technique does not require sample preparation, as needed in the case of ICP (inductively coupled plasma) analysis. The amount of materials needed for the analysis is very small, allowing a local analysis; this feature makes it possible to investigate the heterogeneity of a sample. Insulators as well as metals can be quantitatively analyzed by LIBS. LIBS can be easily adapted for remote and computerized analysis using ® ber optics for real-time and in situ analysis. Hence, LIBS is most suitable for ® eld-based and industrial applications which include real-time analysis of molten metal streams for process control and monitoring and the analysis of metals in inaccessible locations and in hostile environments that are characterized by, for example, radioactivity or corrosive materials. For example, LIBS has been applied in the handling of toxic plutonium 5 and has been recently used in the determination of iodine-129 isotope concentration. 6 The technique has also been used for analysis in the ® elds of semiconductor research, medicine, biology, etc. 7 In this paper, LIBS using a Nd:YAG (105 mJ, 3 ns) laser for the measurement of Al concentration in a Zn-base alloy is presented. The existence of Al impurity results in poor welding. The control of its concentration is, therefore, important in industrial applications. For the spectroscopic analysis of a Zn alloy plasma, both a 0.32-m Czer-ny± Turner spectrometer and an OMA (optical multichannel analyzer) system were used for data acquisition. In an effort to ® nd an optimum condition for the composi-tion analysis, the time history of the plasma, the interference of emission lines, their intensity variation with respect to the pressure of an ambient gas, and the distance from the target surface have been studied. The calibration curves for composition analysis in air, in vacuum, and in an Ar environment were obtained for the optimized condition. Figure 1 is a schematic layout of the experimental arrangement used in the present experiment. A Q-switched Nd:YAG laser was operated at its fundamental wavelength (1.064 m m) with a pulse energy of 1056 2 mJ and pulse width of 3 ns. The shot-to-shot variation of the laser energy was about 2± 3%. The laser energy¯uctuation was monitored by measuring the re¯ected energy from a beamsplitter with an energy meter. A lens with a focal length of f 5 250 mm was used to focus the laser beam on a target surface. The focal spot size was estimated to be about 800 m m by observing craters on the target surface with an optical microscope. The power density was then about 7 GW/cm 2 at the focus. It has been reported that the suitable power density for composition analysis is in the range of 10 MW/cm 2 to 100 GW/cm 2 in the case of LIBS. 7 The plasma was imaged on the entrance slit of the 0.32-m Czerny± Turner type of spectrometer with a fusedsilica lens ( f 5 250 mm). The spectrometer provides an almost linear dispersion from 180 to 800 nm. Its resolution is 0.04 nm at 546 nm with a grating of 1800 grooves/mm. The slit width is variable from 0 to 2 mm and its height is 8 mm. A standard Hg lamp was used for the wavelength calibration.
EXPERIMENTAL
The data acquisition was done by an OMA system from Princeton Instrument, Inc. with an intensi® ed photodiode array detector (Model Number IRY-700G/B). The system allows us to perform gated experiments for time-resolved spectroscopy. The minimum gate pulse width is 3.5 ns. However, in our study a gate pulse width of a few microseconds was used.
The gate pulse delay and the gate pulse width are set by a computer connected to a gate pulse generator. A laser-® re signal from the Nd:YAG laser was used as a trigger signal to the gate pulse generator. The time interval between the laser-® re signal and the plasma production was measured to be about 610 m s. The spectrum of the initial stage of the plasma formation at 610 m s features strong continuum radiation. In general, the gate pulse width and the gate pulse delay should be adjusted for small background noise and stable emission with reasonable intensities. 8 The gate pulse delay was selected after the measurement of the time history of the plasma.
Spectra from pure Zn, Al, Fe, Cu, and Pb samples were obtained and studied in order to search for the representative spectral lines necessary for the composition analysis. Standard Zn± Al alloy samples were used for the calibration curve. A target material was attached to a 3D-translator in a vacuum chamber and remote-controlled with an encoder mike, especially for the experiments in vacuum or an Ar environment. For the experiments in an Ar environment, the vacuum chamber was evacuated by a rotary pump in advance. Ar (99.999%) gas was then introduced via a needle valve, while the pressure was monitored with a mercury manometer.
RESULTS AND DISCUSSION
It is known that strong continuum radiation is generated at the beginning of plasma formation. The plasma, then, cools down by both atomization and expansion processes. Figure 2 shows the intensity variation of the spectral lines from Al with delay time after the plasma formation in air, vacuum, and an Ar environment. The spectral lines were identi® ed with the use of the NIST Spectroscopic Properties of Atoms and Atomic Ions Database. 9 Each point was obtained with a gate pulse width of 0.5 m s. The plasma plume was imaged by the lens onto the entrance slit of the spectrometer. The position of the slit was adjusted to observe the plasma situated 3 mm above the target surface. The initially saturated intensity due to the strong continuum radiation falls rapidly in the ® rst few microseconds and more slowly at later times. The measurement in the ® rst few microseconds is hence unsuitable for the calibration curve of the intensity ratios vs. concentration ratios. 8 However, after about 30 m s from the plasma formation in air, the spectral line intensity decays very slowly. The emission in an Ar environment has different features. It stays longer and is stronger than that in air. There are several factors contributing to this phenomenon. Ar has a smaller conductivity (0.0387 cal/cm s deg at 760 Torr and 20 8 C) and a smaller heat content (0.0763 cal/g deg at 760 Torr and 20 8 C) than does N 2 including O 2 . Such differences in the thermal properties result not only in a plasma of higher temperature, leading to a stronger emission, but also in slower cooling of the plasma, leading to a longer emission period. 10 Another important effect from the Ar environment is protection of the excited atoms from forming stable compounds such as aluminum oxides. The formation of aluminum oxides in air reduces the emission from aluminum. 11 The investigation of the emission spectrum in an Ar environment indicates that the spectrum becomes stable at about 50 m s after the plasma formation. The time history of the intensities of Al(I) at 308.215 nm and Al(II) at 281.619 nm is shown in Fig. 2b . The Al(II) 281.619-nm line decays faster than the neutral Al(I) 308.215-nm line, as expected. Figure 3 shows the spatial pro® le of the intensity of the Al(I) 309.271-nm line at a delay time of 30 m s after the plasma formation in air. The intensity reaches a maximum at a distance of 3.5 mm above the target surface. The smaller intensity closer than 3.5 mm to the target surface indicates that there exists a relatively cohesive region of high concentration moving away from the surface. 12 The region at a distance of 3 mm above the target surface was chosen in the present study.
The dependence of the intensity of the Al(I) 309.271-nm line on the ambient buffer gas pressure is shown in Fig. 4 . It is apparent that the intensity is 6 to 8 times higher in an Ar environment than in air, as mentioned earlier. The emission intensity reached a maximum around a pressure of 400 Torr in the Ar environment, as observed by others in studying the effect of the pressure of Ar gas on the emission intensity. 10,13± 15 In general, an increase in the pressure of an ambient buffer gas causes an increase in the emission intensity. This result is caused, in part, because the con® nement of plasma by the ambient buffer gas prevents electrons or ions from rapidly escaping from the observation point and facilitates the atomization of droplets and particles. 8 However, at higher pressure (beyond 500 Torr in our case), the emission intensity decreases because the con® nement by a denser buffer gas not only makes it more dif® cult for droplets and particles to penetrate into the buffer gas where they are atomized but also results in a higher temperature plasma, generating strong continuum radiation with rather weak spectral line emissions. 10 Figure 5 shows the spectra from a Zn± Al alloy in the spectral range of 240 to 280 nm and 380 to 420 nm. There are several pairs of spectral lines from Zn and Al coexisting within the 24-nm-wide spectral window of our present equipment. Zn(I) 271.249-nm and Al(I) 266.039-nm lines shown in Fig. 5a are one of these pairs. Their intensities are, however, quite weak, and the signalto-noise ratio will be poorer in a sample with an even lower concentration of Al. Therefore this pair of spectral lines will introduce a large error in the composition analysis. Figure 5b .215-nm lines is a good candidate for the composition analysis, which is shown in Fig. 6 along with the spectra from pure Cu, Fe, and Pb samples. It is apparent that these pure elements do not emit spectral lines which interfere with Zn(I) 307.590-nm and Al(I) 308.215-nm lines. These spectral lines have reasonable intensities. This pair of Zn and Al spectral lines could be used for calibration lines in composition analysis. Cremers has also recognized the Al(I) 308.215-nm line as one of the lines identifying an Al element. 16 There is, however, a spectral line from Zn which interferes with the Al(I) 308.215-nm line, as shown in Fig. 7a , which is a spectrum from a pure Zn sample. Fortunately, the Zn line disappears after about 13 m s from the plasma formation, as shown in the time evolution of the Zn line (Fig. 7b ). For this reason, with the use of these lines for composition analysis, the measurement should be done at least 13 m s after the plasma formation. The Zn(I) 307.206-nm line and Al(I) 309.271-nm lines are not selected for the calibration curve, because of their poor reproducibility.
The calibration curves of the intensity ratios with respect to the concentration ratios under various environments are depicted in Fig. 8 . The conditions used for the calibration curves are summarized in Table I . For an accurate analysis, the signal used for the analysis should be stable, with reasonable intensity. Hence the measurement should be carried out when the change of the signal with respect to time becomes very slow. As indicated in Fig.  2a , the decay rate of the spectral line intensities decreases as the measurement time is delayed. After 50 m s following the plasma formation, the rate has signi® cantly diminished. Another factor to be considered in the selection of the measurement time is the signal intensity. This factor is also related to the exposure period (the gate pulse width in our case). A longer exposure period increases the signal intensity but may introduce larger errors due to noise. To minimize a possible error due to noise in the analysis, a short exposure period is desirable. There is, hence, a trade-off between the time when the measurement is performed and the exposure period (the gate pulse width). In our experiment, the optimal condition was found to be in the situation when the measurement is carried out at 50 m s after the plasma formation with a gate pulse width of 10 m s, as stated in Table I . The samples used in this experiment were made by two different companies, ESPI (Electronic Space Products Internation-al) and Brammer. Their compositions were tested by ICP analysis in our laboratory. Figures 8a, 8b , and 8c are the calibration curves at 760 Torr, 100 Torr of air, and 100 Torr of Ar, respectively. Each data point was obtained by averaging 10 data of single laser shots under the same experimental conditions. In an effort to reduce data¯uctuation due to the target surface condition, each target was carefully polished to maintain a clean and smooth surface. After each laser shot, the target was moved so that each measurement could be done from a new target surface. This step is important because each laser shot ablates material from the surface and distorts the surface.
The calibration curves still have relatively large error bars. The level of Al impurity experienced in Zn alloy in a welding situation is less that 0.5%. Control of Al impurity with an accuracy of better than 0.2% is needed. The present method does not provide such accuracy and requires improvement for a more accurate composition analysis. Several factors contribute to this¯uctuation: the irreproducibility of laser ablation processes, the inhomogeneous distribution of the sample concentration, the irregular geometry of the sample surface, and the aluminum oxide formation in the case of an air environment. A better calibration curve has been obtained in the case of an Ar environment. The incident laser not only forms a Zn± Al plasma from the sample by ablation but also Table I. produces a buffer gas (Ar) plasma where droplets and particles are further evaporated and atomized. 8 More complete atomization by the buffer Ar gas plasma of ablated aluminum leads to smaller¯uctuation of the emission. Experiments in reheating a plasma by using another laser or experiments in laser-induced¯uorescence have been performed, and an improvement in the detection limit has been shown. 8, 17 More experiments of this type are under preparation.
CONCLUSION
The analysis of Al impurity in Zn-base samples has been studied. Zn(I) 307.590-nm and Al(I) 308.215-nm lines form a good pair of spectral lines representing the elements. It is advantageous that they are close enough to be covered by a small spectral window. It was found in this study that there is an interference line from Zn with the Al(I) 308.215-nm line, but it can be avoided by performing the measurement at least 13 m s after the plasma formation. Calibration curves for composition analysis in various buffer gas environments have been obtained. The calibration curve in an Ar environment demonstrated a better dynamic range and smaller¯uctuation than did that in air.
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