Abstract. We use the Foldy-Wouthuysen (unitary) transformation to give an alternative characterization of the eigenvalues and eigenfunctions for the Brown-Ravenhall operator (the projected Dirac operator) in the case of a oneelectron atom. In particular we transform the eigenvalues problem into an elliptic problem in the 4-dim half space R 4 + with Neumann boundary condition.
Introduction and main results
The Dirac operator is a first order operator acting on 4-spinors Ψ : R 3 → C 4 , given by
where c denotes the speed of light, m > 0 the mass, the Planck's constant (from now on we choose a system of physical units such that = 1), α k , k = 1, 2, 3 and β are the Pauli-Dirac 4 × 4-matrices,
and σ k are the Pauli 2 × 2-matrices given by
Denoting the Fourier transform (of a function in u ∈ S(R 3 )) by
−ip·x u(x) dx, the free Dirac operator becomes in (momentum) Fourier space the multiplication operatorD(p) = F D 0 F −1 (p) given, for each p ∈ R 3 , by an Hermitian 4 × 4-matrix which has the eigenvalues λ 1 (p) = λ 2 (p) = −λ 3 (p) = −λ 4 (p) = c 2 |p| 2 + m 2 c 4 ≡ λ(p).
The unitary transformation U (p) which diagonalizeD(p) is given explicitly by
with a ± (p) = We recall here the main properties of the free Dirac operator D 0 .
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(1 + |p|)|f (p)| 2 dp < +∞ .
see for example [12] for more details. 
We are interested in perturbed Dirac operators D 0 +V , V being a scalar potential satisfying (h1) V ∈ L 3 w (R 3 ) + L ∞ (R 3 ); (h2) there exists a ∈ (0, 1) such that
, the weak L q space, is the space of all measurable functions f such that
where |E| denotes the Lebesgue measure of a set E ⊂ R N . Note that f (x) = |x|
does not belong to any L q -space but it belongs to L 3 w (R 3 ). (see e.g. [12] for more details). Remark 1.3. The validity of (h2) when V is the Coulomb potential
follows from important inequalities. Let us recall them here.
Note that (h2) is satisfied for the electrostatic potential provided 0 < Z < 68 by Hardy, 0 < Z < 87 by Kato and 0 < Z < Z c = 124 by Tix's inequality.
Many efforts have been devoted to the characterization and computation of the eigenvalues for the Dirac-Coulomb Hamiltonian (i.e. the operator D 0 + V when V is given by (1.4)), see [7] and references therein.
Due to the unboundedness of the spectrum of the free Dirac operator, attention has been given also to approximate Hamiltonians constructed by using projectors. One of the first attempts in this direction was made by Brown and Ravenhall [2] .
The Brown-Ravenhall Hamiltonian is defined as
This Hamiltonian B has been considered also in the study of the "stability of matter" for relativistic multi-particle systems (see [13] ). In [8] it is proved that the operator B is bounded from below if and only if Z ≤ Z c . Then, Tix in [18] (see also [3] ) proved that the operator B is strictly positive for Z ≤ Z c .
Under our assumptions the quadratic form associate to B = Λ + (D 0 + V )Λ + is positive definite. Hence, by the Friedrichs extension theorem, B can be defined as a unique self-adjoint positive operator with domain contained in the form domain
. Moreover, by the KLMN theorem, B may also be defined via quadratic forms as a form sum with form domain Q(B) = H 1/2 (R 3 , C 4 ). The resulting self-adjoint extensions are equal (see [14] ). Hence
Remark 1.5. The assumptions (h1)-(h2) and (h3) are very similar to the ones given in [7] . Our assumption (h2) is slight more restrictive and it allows us to apply the KLMN theorem.
Follows from (2.3) below that V is a compact operator from H 1 to H −1 (but not from H 1/2 to H −1/2 ), and this is enough to guarantee that the perturbation Λ + V Λ + does not modify the essential spectrum. Namely, σ ess (B) = [mc 2 , +∞) (see [15, Corollary 4 to Weyl's essential spectrum theorem XIII.14]).
Notation.
To simplify the notation we will denote simply with H 1/2 the Hilbert space 
In the FW-representation (since
) the associated quadratic form acting on H + , reduces to 2 × 2-(Hermitian) matrix form with domain Q(B FW ) = H 1/2 (R 3 , C 2 ) and for any ψ, φ ∈ Q(B FW ) is defined by
so that
.
, exactly as for the fractional Laplacian, can be related to a Dirichlet to Neumann operator (see for example [4] for problems involving the fractional laplacian, and [5, 6] for more closely related models).
For any given function u ∈ S(R 3 ) we consider the following Dirichlet boundary problem
+ . Solving the equation via Fourier transform (w.r.t. y ∈ R 3 ) we get
Let us define
e ip·y c 2 |p| 2 + m 2 c 4û (p) dp namely T = −c 2 ∆ y + m 2 c 4 on the dense domain S(R 3 ). Our aim is to prove a variational characterization of the eigenvalues and eigenvectors of B FW different from the classical Rayleigh quotient and which gives rise, as we will see later, to an alternative eigenvalues problem (see (E k ) below) for B FW involving the Dirichlet to Neumann operator. We believe that such a characterization can be useful for a finer analysis of the properties -such as regularity and exponential decay-of eigenfunctions, which have been object of investigation with different techniques in [1] .
We consider the auxiliary functional I(φ) defined on
where φ tr ∈ H 1/2 denotes the trace of φ ∈ H 1 on ∂R 4 + = R 3 . We have the following result.
where
The corresponding eigenfunctions are
Proof of Theorem 1.8
It is convenient to introduce the following (equivalent) norm in
The following property can be easily verified
, and
Let introduce also the following norm in the weak L q -space:
where 1/q + 1/r = 1. We have the following fact:
Proof. Follows from [11, (42) ] that the Green function
From the weak Young's inequality (see Proposition A.1 in appendix A), we deduce
. Now, we introduce the differential dI(φ) :
and also we compute
and we compute, adding and substracting
where [ · , · ] denotes the commutator of operators. Then, we have that
Now, we use the commutator identity
and the fact that [V, χ] = 0 to deduce that (we let Qϕ = U FW ψ)
In addition dI(χφ)[χφ] = 2I(χφ).
Finally we get
We divide the proof of Theorem 1.8 in several steps. Let us begin with the existence of the ground state.
We consider the following minimization problem :
The following holds:
(i) I(φ) is bounded by below and coercive on
Proof.
hence by (h2), (1.6), (1.7) and lemma 2.1, there exists a ∈ (0, 1) such that
Therefore, we may conclude that there exists δ > 0 such that
, and |ϕ| L 2 = 1, we have
Take, now ϕ η (y) = η 3/2 ϕ(ηy), we have |ϕ η | L 2 = 1, for any η > 0 and setting
We claim that by (h3),
Hence, since by (h1) and lemma 2.2, for any f ∈ H 1/2 we have
We get
Then recalling that
, and λ(ηp) = η 2 c 2 |p| 2 + m 2 c 4 , we have
and we estimate
2 c 2 and
Therefore we may conclude
and sup
for some constant C > 0. Moreover, sinceφ is the Fourier transform of a compact support C ∞ -function, it decays at infinity faster than any power, namely for any α > 0 there exists a positive constant C α > 0 such that
Then, we have
(1 + |p|)|a + (ηp) − 1| 2 |φ| 2 dp + 2
(1 + |p|)|a − (ηp)| 2 |φ| 2 dp
(1 + |p|) 5 |φ| 2 dp + 2 sup
(1 + |p|) 3 |φ| 2 dp ≤ Cη 2 .
for some constant C > 0 depending only on ϕ and η sufficiently small. We get
By (h3) for any K > 0 there exists R > 0 such that for any |y| > R we have V (y) ≤ −K/|y| 2 a.e.. We have
where the constant C > 0 depends on ϕ and R, and K > 0 is arbitrarily large. As claimed above we may then conclude that given
We will minimize I on the set
We recall that the tangent space at S at the point φ ∈ S is the set
L 2 = 0 and that ∇ S I(φ), the projection of the gradient on the tangent space T φ S to S at the point φ is given by
where ∇I(φ) ∈ H 1 is such that
and µ(φ) ∈ R is such that
we also deduce that
We now recall the following well known result Lemma 2.9. There exists a Palais-Smale minimizing sequence φ n for I on the set
Proof. Assuming that the result does not hold, one deduces that there exist ǫ > 0, δ > 0 such that ∇ S I(φ) ≥ δ > 0 for all φ ∈ S such that λ 1 − ǫ < I(φ) < λ 1 + ǫ. Building a gradient flow η ′ = ∇ S I(η), which leaves S invariant and pushes {I < λ 1 + ǫ} ∩ S into {I < λ 1 − ǫ} ∩ S, one easily reaches a contradiction.
One can prove the lemma also using Ekeland's variational principle.
Lemma 2.10. Let φ n be a Palais Smale sequence at some level λ ≥ 0 for I on S.
and, by Sobolev embedding, relatively compact in L p loc for p ∈ [2, 3). From (2.8) follows that also µ n is bounded.
) and for any ε > 0, the set
, with values in [0, 1] such that χ(y) = 1 for y ∈ B 1 and χ(y) = 0 for y ∈ R 3 \ B 2 and let χ R (y) = χ(R −1 y).
Step 1:
Qϕ n , we have that ψ n ⇀ 0 in H 1/2 and also that
Taking R > R 0 in such a way that A ε ⊂ B R we have
On the other hand, (note that Λ − (χ R ψ n ) = 0)
Hence, we have
Using lemma 2.2 we have
and it follows from lemma B.1 (Appendix B) that
and hence (2.11)
Step 1 follows.
Step 2:
= 1 and
where µ n = µ(φ n ) and also, by (2.8) in particular, (2.12)
Using (2.4) we have
Now, by Sobolev compact embedding, for any given R > 0,
Moreover,
and from lemma B.1 (Appendix B) we have
Since by Lemma 2.5-(i) we have
we may conclude (recalling that µ n is bounded) that
and hence by (h2) and lemma 2.1 we get
≤ ǫ n + C R for some ǫ n → 0 and R arbitrarily large, and step 2 follows. Then the lemma follows from step 1 and 2.
Remark 2.13. We recall that for all
and by density we get for all
Hence the quadratic form (kinetic energy)
is positive definite.
Now we may conclude the existence of a minimizer for P 1 . We have the following proposition:
Proposition 2.14. Let φ n be a minimizing Palais Smale sequence at level λ 1 > 0 for I with |(φ n ) tr | L 2 = 1 (as in Lemma 2.10) .
Then
φ is a minimizer for I on S, that is
Moreoverφ (and hence also φ) is a weak solution of the Neumann problem (E 1 ).
Proof. Since I is coercive, φ n is bounded (and weakly convergent) in H 1 , ϕ n = (φ n ) tr is bounded (and weakly convergent) in H 1/2 . If by contradiction ϕ n ⇀ ϕ ≡ 0, then by lemma 2.10 we have
Now, by Remark 2.13 we get
On the other hand, by Lemma 2.5-(ii)
It follows from (2.8) that
and hence, by weak convergence, we have
and we may conclude thatφ = G(φ) −1/2 φ is a minimizer for I on S, namely
Now, we look for the existence of higher eigenvalues and corresponding eigenfunctions. We proceed by induction.
Let λ 1 be defined by (P 1 ) and φ 1 be the corresponding minimizer given by Proposition 2.14.
Assume we have defined, for j = 1, . .
and
where,
we have that the linear functionals G j are bounded on H 1 and for any φ, h ∈ H
and the constrained gradient (i.e. the projection of the gradient of I on the tangent space T φ X k ) is given by
for φ ∈ X k , we deduce that
we have that
We say that φ n ∈ X k is a (constrained) Palais Smale sequence for
The proof of existence of a minimizer for (P k ) proceeds as the proof of the existence of the ground state φ 1 . The key points are the following two lemmas.
Proof. Let us consider any k-dimensional linear subspace
Arguing as in Lemma 2.5-(ii) and by compactness of the set G k ∩ S, there exists η > 0 such that for any φη ∈ Fη k , we havē
Proof. We have that ζ n ∈ X k is such that
Then ζ n is bounded and from (2.16) and (2.17) we have, as n → +∞
We then proceed as in the proof of lemma 2.10.
In particular the first step in the proof of that lemma holds also here, that is
We now use again (2.4) and similar to step 2 of lemma 2.10 and the fact that ζ n is a constrained Palais Smale sequence, we have
where as in the proof of lemma 2.10 (see also lemma B.1 , Appendix B) we have
(here ψ n = U −1
FW
Qξ n ) Then by Sobolev compact embedding, for any given R > 0,
Moreover, |µ j (ζ n )| ≤ C for j = 0, . . . , k − 1. More precisely, Now, since I is coercive, exactly as in lemma 2.10 we may conclude
≤ ǫ n + C R and by (h2) and lemma 2.1,
C R for ǫ n → 0 as n → +∞, R arbitrary large, and the lemma follows.
We are now ready to prove the following proposition for the existence of a minimizer for (P k ).
Proposition 2.20. Let ζ n ∈ X k be a minimizing Palais Smale sequence for (P k ).
φ k ∈ X k is a minimizer for problem (P k ), and a weak solution of the Neumann problem (E) k .
Proof. We proceed as in the proof of lemma 2.14 to conclude that ζ n ⇀ φ k ≡ 0.
We clearly have that G j (φ k ) = 0 for j = 1, . . . , k − 1. We do not know if
By lemma 2.19 we have that
then by weak convergence we then have that for all h ∈ H 1 , as n → +∞
We deduce, taking h = φ k
and we conclude that
To conclude the proof of Theorem 1.8 we prove that {λ k } k≥1 ∈ σ disc (B FW ) namely that λ k has finite multiplicity.
Indeed suppose that there exists an eigenvalue λ k with infinite multiplicity. Then there exist a corresponding sequence {ϕ
1/2 of eigenfunctions corresponding to the same eigenvalue λ k . We will assume that |ϕ
and from this we get a contradiction, namely λ k = I(φ
Finally since eigenvalues can accumulate only on the essential spectrum, we may conclude that
Appendix A. Multiplication and convolutions on Lorentz spaces
We refer to [19] for the definition of the Lorentz space L(p, q), for 1 ≤ p, q ≤ ∞ and the corresponding norm f (p,q) . Let us recall here the following facts and inequalities (see e.g. [19] , [16] and references therein for more details)
• for p = q the Lorentz spaces L(p, p) coincide with the usual L p -space.
Finally let us point out the following generalization of the weak Young inequality.
Appendix B. Estimates on commutators
Proof. We have
. By rescaling variables we get 
Therefore we may conclude that, Note that, R 3 dp (1 + R −1 |p − q| + R −1 |q|)|ψ R (p − q)| 2 = R 3 dp (1 + R −1 |p − q|)|ψ R (p − q)| 2 + R −1 |q| R 3 dp |ψ R (p − q)| 2 = R 3 dp(1 + R −1 |p|)|ψ R (p)| 2 + R −1 |q| R 3 dp |ψ R (p)| 2 = R 3 dp(1 + R −1 |p|)R −3 |ψ(R −1 p)| 2 + R −1 |q| R 3 dp R −3 |ψ(R −1 p)| 
