Abstract. We establish connections between Schur parameters of the Schur class operatorvalued functions, the corresponding simple conservative realizations, lower triangular Toeplitz matrices, and Kreȋn shorted operators. By means of Schur parameters or shorted operators for defect operators of Toeplitz matrices necessary and sufficient conditions for a simple conservative discrete-time system to be controllable/observable and for a completely non-unitary contraction to be completely non-isometric/completely non-co-isometric are obtained. For the Schur problem a characterization of central solution and uniqueness criteria to the solution are given in terms of shorted operators for defect operators of contractive Toeplitz matrices, corresponding to data.
Introduction
In this Section we briefly describe notations, the basic objects, and the main goal of this paper.
Notations.
In what follows the class of all continuous linear operators defined on a complex Hilbert space H 1 and taking values in a complex Hilbert space H 2 is denoted by L(H 1 , H 2 ) and L(H) := L(H, H). All infinite dimensional Hilbert spaces are supposed to be separable. We denote by I the identity operator in a Hilbert space and by P L the orthogonal projection onto the subspace (the closed linear manifold) L. The notation T ↾ L means the restriction of a linear operator T on the set L. The range and the null-space of a linear operator T are denoted by ran T and ker T , respectively. We use the usual symbols C, N, and N 0 for the sets of complex numbers, positive integers, and nonnegative integers, respectively. The Schur class S(H 1 , H 2 ) is the set of all function Θ(λ) analytic on the unit disk D = {λ ∈ C : |λ| < 1} with values in L(H 1 , H 2 ) and such that Θ(λ) ≤ 1 for all λ ∈ D. An operator T ∈ L(H 1 , H 2 ) is said to be
• isometric if T f = f for all f ∈ H 1 ⇐⇒ T * T = I; • co-isometric if T * is isometric ⇐⇒ T T * = I; • unitary if it is both isometric and co-isometric. Given a contraction T ∈ L(H 1 , H 2 ), the operators D T := (I−T * T ) 1/2 and D T * := (I−T T * )
1.2. The Schur algorithm. Given a scalar Schur class function f (λ), which is not a finite Blaschke product, define inductively
It is clear that {f n } is an infinite sequence of Schur functions called the associated functions and neither of its terms is a finite Blaschke product. The numbers γ n := f n (0) are called the Schur parameters. Note that f n (λ) = γ n + λf n+1 (λ) 1 +γ n λf n+1 = γ n + (1 − |γ n | 2 ) λf n+1 (λ) 1 +γ n λf n+1 (λ)
, n ∈ N 0 .
The method of labeling f ∈ S by its Schur parameters is known as the Schur algorithm and is due to I. Schur [43] . In the case when f is a finite Blaschke product of order N, the Schur algorithm terminates at the N-th step, i.e., the sequence of Schur parameters {γ n } N n=0 is finite, |γ n | < 1 for n = 0, 1, . . . , N − 1, and |γ N | = 1.
The next theorem goes back to Shmul'yan [44, 45] and T. Constantinescu [27] (see also [8, 19, 28, 30, 31] ) and plays a key role in the Schur algorithm for operator-valued functions. The operator Schur's algorithm [19] . For Θ ∈ S(M, N) put Θ 0 (λ) = Θ(λ) and let Z 0 (λ) be the Möbius parameter of Θ. Define ) is unitary. If Γ N is non-unitary but isometric (respect., co-isometric), then Γ n = 0 ∈ L(0, D Γ * N ) (respect., Γ n = 0 ∈ L(D Γ N , 0)) for all n > N. The following theorem is the operator generalization of Schur's result. Theorem 1.2. [19, 27] . There is a one-to-one correspondence between the Schur class S(M, N) and the set of all sequences of contractions {Γ n } n≥0 such that
Notice that a sequence of contractions of the form (1.2) is called the choice sequence [26] . 
As is well known [19, 33] 
Set for n = 0, 1, . . .
given by the block operator matrix
is a contraction for each n. There are connections, established by T. Constantinescu [27] , between the Taylor coefficients {C n } n≥0 and Schur parameters of Θ ∈ S(M, N). These connections are given by the relations (1.5)
Here
there is a one-to-one correspondence between the set of contractions
and the set of all choice sequences
), k = 1, . . .. The connections between {C k } and {Γ k } is also given by (1.5). The operators {Γ k } can be by successively defined [19, proof of Theorem 2.1], using parametrization of contractive blockoperator matrices (see Section 2), from the matrices
are the Schur parameters of Θ.
1.4. The Schur problem. The following problem is called the Schur problem: Let M and N be Hilbert spaces. Given the operators C k ∈ L(M, N), k = 0, 1, . . . , N, it is required to (a) find conditions for the existence of Θ ∈ S(M, N) such that C 0 , C 1 , . . . , C N are the first N + 1 Taylor coefficients of Θ,(b) give an explicit description of all solutions Θ (if there any) to problem (a).
The Schur problem is often called the Carathéodory or the Carathéodory-Fejér problem. This problem was studied in many papers, see monographs [19, 31, 33] and references therein. It is well known that the Schur problem has a solution if and only if the Toeplitz operator from
is a contraction. By means of relations (1.5) contractions T 0 , T 1 , . . . , T N determine choice parameters
are said to be the Schur sequence [31] . Let us formulate known conditions for a uniqueness solution to the Schur problem. 
Then the solution is unique if and only if the corresponding choice parameters {Γ n } N n=0 , determined by the operator T N , satisfy the condition: one of Γ n , 0 ≤ n ≤ N is an isometry or a co-isometry.
1.5.
Simple conservative discrete time-invariant systems and their transfer functions. Here we recall some results from the theory of conservative discrete time-invariant systems cf. [3, 4, 12, 13, 25, 34, 20, 48] .
A collection
is called the linear discrete time-invariant systems with the state space H and the input and output spaces M and N, respectively. A system τ is called conservative if the linear operator
of a conservative system τ belongs to the Schur class S(M, N). Conservative systems are also called unitary colligations and their transfer functions are called the characteristic functions [25] . The subspaces
are said to be the controllable and observable subspaces of the system τ , respectively. The system τ is said to be controllable (respect.,
, and it is called minimal if τ is both controllable and observable. The system τ is said to be simple if H = clos {H 
are said to be unitarily similar if there exists a unitary operator U from H 1 onto H 2 such that
As is well known, two simple conservative systems with the same transfer function are unitarily similar. It is important that any function Θ ∈ S(M, N) can be realized as the transfer function of a linear conservative and simple discrete-time system. 
Here K ⊥ := H⊖K. The properties of S K , were studied by M. Kreȋn and by other authors (see [8] and references therein). S K is called the shorted operator (see [5, 6] ). Let the subspace Ω be defined as follows
It is proved in [37] that S K takes the form
It follows that
1.7. The goal of this paper. In this paper we establish connections between the Schur parameters of Θ ∈ S(M, N), a simple conservative realization of Θ, the operators T Θ and T Θ,n , and the Kreȋn shorted operators. These connections allows to (1) give criterions of controllability and observability for the corresponding to Θ simple conservative system in terms of Schur parameters/ Kreȋn shorted operators D
to obtain necessary and sufficient conditions for a completely non-unitary contraction A to be completely non-isometric or completely non-co-isometric [20] in terms of Schur parameters / Kreȋn shorted operators [1] and [2] concerning to scalar and operator Nehari problem [40] . These authors did not use the Kreȋn shorted operators in explicit form, their approach is essentially rely on the extension theory of isometric operators. Different approaches to the descriptions of all solutions to the Schur problem can be found in [31] for finite dimensional M and N, in [19, 33] for general case. The Schur problem can be reduced to the above mentioned Nehari problem [15] . All solutions to this problem are obtained in [1, 2, 15, 35] (see also [41] ).
Parametrization of contractive block-operator matrices
Let H, K, M and N be Hilbert spaces. The following theorem goes back to [18, 29, 46] ; other proofs of the theorem can be found in [7, 11, 36, 39, 41] .
, and D ∈ L(M, N). The following conditions are equivalent:
(ii) the operator A ∈ L(H, K) is a contraction and
are contractions. Moreover, if T is a contraction, then the operators K, M, and X in (2.1) and operators F, G, and L in (2.2) are uniquely determined.
is isometric if and only if
Let us give connections between the parametrization of a unitary block-operator matrix given by (2.1) and (2.2).
be a unitary operator matrix. Then
Completely non-unitary contractions
A contraction A acting in a Hilbert space H is called completely non-unitary [49] if there is no nontrivial reducing subspace of A, on which A generates a unitary operator. Given a contraction A in H, then there is a canonical orthogonal decomposition [49, Theorem I.3.2]
where H 0 and H 1 reduce A, the operator A 0 is a completely non-unitary contraction, and A 1 is a unitary operator. Moreover,
It follows that . By definition [32] the operator A contains a co-shift V if the operator A * contains the unilateral shift V * . In accordance with the terminology of [20] , a contraction A in H is called completely non-isometric (c.n.i.) if there is no nonzero invariant subspace for A on which A is isometric. This equivalent to (see [20] 
A contraction A is called completely non-co-isometric (c.n.c.-i.) if A * is completely nonisometric. Thus, for a completely non-unitary contraction A we have
H is a conservative system, then τ is simple if and only if the state space operator A is a completely non-unitary contraction [25, 20] . Moreover,
Let A be a contraction in a separable Hilbert space H. Suppose ker D A = {0}. Define the subspaces [9] (3.5)
Let P n,m be the orthogonal projection in H onto H n,m . Define the contractions [9] :
Observe that (see [9] ) the following relations are valid:
, and
i.e., the operators
are unitarily equivalent. The relation (3.8) yields the following picture for the creation of the operators A n,m :
The process terminates at the N-th step if and only if
The following result [49, Proposition V.4.2] is needed in the sequel. 
Moreover, the function ϕ(λ) is uniquely defined up to a left constant unitary factor.
Assume that Θ ∈ S(M, N) and denote by ϕ Θ (ξ) and ψ Θ (ξ), ξ ∈ T the outer functions which are solutions of the factorization problem described in Theorem 3.1 for (1) the functions ϕ Θ (λ) and ψ Θ (λ) take the form
where
(2) ϕ Θ (λ) = 0 (ψ Θ (λ) = 0) if and only if the system τ is observable (controllable).
The defect functions play an essential role in the problems of the system theory, in particular, in the problem of similarity and unitary similarity of the minimal passive systems with equal transfer functions [16] , [17] and in the problem of optimal and ( * ) optimal realizations of the Schur function [13] , [14] .
Conservative realization of the Schur algorithm
Theorem 4.1. [9] . 1) Let the system
be conservative and simple and let Θ be its transfer function. Suppose that the first associated function Θ 1 is non-unitary constant. Then the systems (4.1)
are conservative and simple and their transfer functions are equal to Θ 1 .
2) Let Θ ∈ S(M, N), Γ 0 = Θ(0) and let Θ 1 be the first associated function. Suppose
is a simple conservative system with transfer function Θ. Then the simple conservative systems (4.2) 
are realizations of the n-th associated function Θ n of the function Θ. Here the operator
is the adjoint to the operator
Notice that the systems τ
n , . . . , τ (n) n are unitarily similar. In addition
n+k , k = 0, 1, . . . , n, l = 0, . . . m. This property can be illustrated by the following picture τ 0
Some new properties of the Kreȋn shorted operators
The next statement is well known.
Proposition 5.1. [6] . Let K be a subspace in H. Then (1) if S 1 and S 2 are nonnegative selfadjoint operators then
is a nonincreasing sequence of nonnegative bounded selfadjoint operators and
Then a bounded selfadjoint operator S has the block-matrix form
It is well known (see [38] ) that the operator S is nonnegative if and only if Proposition 5.2. Let a bounded nonnegative self-adjoint operator S be given by
and let K be a subspace of L. Then
Proof. The inclusion K ⊂ L yields
Proposition 5.3. Let S be a bounded nonnegative selfadjoint operator in the Hilbert space H, P be an orthogonal projection in H, and let K be a subspace in H such that K ⊆ ran (P ).
Proof. Let f ∈ K. Then by (1.7) and taking into account that P K ⊥ ⊂ K ⊥ we get
Remark 5.4. Let S ≥ 0 be given by a block-operator matrix
Theorem 5.5. Let X be a nonnegative contraction in the Hilbert space H. Assume
(1) there is a sequence {X n } of nonnegative contractions strongly converging to X, (2) there is a subspace K in H such that the sequence of operators
Proof. We will use the equality (see [ 
for a nonnegative selfadjoint contraction X in H.
As is well-known if B is an arbitrary nonnegative selfadjoint operator, then
, where B −1/2 is the Moore-Penrose pseudo-inverse. Hence, equality (5.4) for all X n and each f, g ∈ H yields |(X 1/2
Since the sequence of operators {(I − X n ) K } is non-increasing, there exists
One can prove that
By virtue (5.5) for B = I H − X 1/2 P K ⊥ X 1/2 , we obtain 
Theorem 6.1. Let Θ ∈ S(M, N) and let {Γ 0 , Γ 1 , · · · } be the Schur parameters of Θ. Then for each n the relations
Proof. Let
Clearly, the operator
is a contraction. The matrix S Θ,n we represent in the block matrix form
Since S Θ,n is a contraction, by Theorem 2.1 (see (2.2)) we have
In [19] it is proved that
Therefore,
Now from Corollary 2.2 and (6.4) it follows that (6.5)
Let the operator J n ∈ L(M n+1 , M n+1 ) be given by
The operator J n is selfadjoint and unitary, J n M n = M, and, clearly,
It follows that
This relation and (6.5) lead to (6.1). Replacing Θ by Θ we get (6.2).
Notice that the relation S * Θ,n = J n T * Θ,n yields
The next statement is an immediate consequence of equalities (6.1), (6.2), and (1.8).
Corollary 6.2. The following conditions are equivalent:
. . , Γ n have norms less than 1.
Theorem 6.3. The equalities
Proof. Let P n be the orthogonal projection onto M n+1 in l 2 (M) and let T Θ,n := P n T Θ P n . Then T n takes the block operator matrix form T Θ,n = T Θ,n 0 0 0 :
In addition
Using Propositions 5.1 and 5.3 we get
Let X = T * Θ T Θ and X n = T * Θ,n T Θ,n = P n T * Θ P n T Θ P n , n = 1, 2, . . . . Then X and X n are nonnegative selfadjoint contractions and
From (6.1) and (6.9) it follows that the sequence {D
is non-increasing. Therefore, by Theorem 5.5 we get that
On the other hand (6.10) implies
Now from (6.1) and (6.9) we obtain (6.7) and similarly (6.8).
Notice that it is proved the equalities
Corollary 6.4. The following conditions are equivalent:
Then equivalence of (i), (ii), (iii) follows from Corollary 6.2.
Let H 2 (M), H 2 (N) be the Hardy spaces [49] . Denote by P(M) (P(N)) the linear manifolds of all polynomial from H 2 (M) (H 2 (N)) and by P n (M) (P n (N)) the linear space of all polynomials of degree at most n. By P M n (P N n ) we denote the orthogonal projection in
Theorem 6.5. Let Θ ∈ S(M, N) and let {Γ 0 , Γ 1 , · · · } be the Schur parameters of Θ. Then
Proof. One can easily see that
To complete the proof of the theorem we use definition (1.7) of the shorted operator and equalities (6.1), (6.7), (6.1), and (6.8). 
Proof. Clearly D = Γ 0 . The unitary operator
admits the representations (see Theorem 2.1)
From Theorem 4.1 it follows Γ 1 = GF . Equality (2.5) yields
Now taking into account that F ∈ L(D Γ 0 , M) is isometry and relation (2.4), for f ∈ D Γ 0 we get
By Theorem 4.2 the simple conservative system
has transfer function Θ 1 . Let
Since the Schur parameters of Θ 1 are {Γ 1 , Γ 2 , . . .}, starting from the system τ (0) 1 and using the equality (H 1,0 ) 1,0 = H 2,0 (see (3.7)), we obtain similarly to (6.14) the relation
Let us show that
Actually for ϕ ∈ M and ψ ∈ H 1,0 one has
This proves (6.15) . Since H 2,0 ⊆ H 1,0 , we have the equalities
which lead to
By induction, using the equality (A n,0 ) 1,0 = A n+1,0 (see (3.8)), we obtain (6.12) and similarly (6.13).
Using (3.1), Theorem 2.1, and Corollary 2.2, we may interpret equalities (6.12) and (6.13) as follows
Corollary 6.7. Let Θ ∈ S(M, N) and let ϕ Θ and ψ Θ be the right and the left defect functions of Θ, respectively. Then
where {Γ 0 , Γ 1 , . . .} are the Schur parameters of Θ.
Proof. Let τ = D C B A ; M, N, H be a simple conservative system with transfer function Θ. Since H 1,0 ⊇ H 2,0 ⊇ · · · H n,0 ⊇ · · · , the sequence of orthogonal projections {P n,0 } strongly converges to the orthogonal projection P H 0 , where
Therefore
From (6.12) it follows (6.19)
The operator A↾ H 0 is a unilateral shift, therefore D A x = 0 for all x ∈ H 0 . Since the operator
is unitary, the operator B is of the form
is isometry. Hence for h ∈ M and x ∈ H 0 one obtains
where Ω = H 0 ⊖ AH 0 . Theorem 3.2 yields that P Ω Bh = ϕ Θ (0)h and since the sequence of operators
in non-increasing, we obtain (6.17), and similarly (6.18).
Using equalities (6.7), (6.8), (6.17) , and (6.18) we arrive at the next two corollaries.
Corollary 6.8. 1) The following conditions are equivalent (i) the system τ is observable,
2) The following conditions are equivalent (i) the system τ is controllable,
Corollary 6.9. Let A be a completely non-unitary contraction in the Hilbert space H, let
be the Sz.-Nagy-Foias characteristic function of A [49] , and let {γ n } n≥0 be the Schur parameters of Ψ A .
1) The following conditions are equivalent
2) The following conditions are equivalent
Proof. The function Ψ A is the transfer function of the simple conservative system
Now statements follow from Corollary 6.8.
Let us make a few remarks. If µ is a nontrivial scalar probability measure on the unit circle T = {ξ ∈ C : |ξ| = 1} ( µ is not supported on a finite set), then with µ are associated the monic polynomials Φ n (z, µ) (or Φ n if µ is understood) orthogonal in the Hilbert space L 2 (T, dµ), connected by the Szegő recurrence relations
n (z) with some complex numbers α n (µ), called the Verblunsky coefficients [47] . By definition
The norm of the polynomials Φ n in L 2 (T, dµ) can be computed by:
A result of Szegő -Kolmogorov -Krein reads that
where µ ′ is the Radon -Nikodym derivative of µ with respect to Lebesgue measure dm. Define the Carathéodory function by
F is an analytic function in D which obeys Re F > 0, F (0) = 1. The Schur function is then defined by
so it is an analytic function in D with sup D |f (z)| ≤ 1. A one-to-one correspondence can be easily set up between the three classes (probability measures, Carathéodory and Schur functions). Under this correspondence µ is trivial, that is, supported on a finite set, if and only if the associate Schur function is a finite Blaschke product. Let {γ n (f )} be the Schur parameters of f . According to Geronimus theorem the equalities γ n (f ) = α n (µ) hold for all n ≥ 0. If a Schur function f is not a finite Blaschke product, the connection between the nontangential limit values f (ζ) and its Schur parameters {γ n } is given by the formula (see [24] )
Thus, (cf. [47, Theorem 1.5.7]): for any nontrivial probability measure µ on the unit circle, the following are equivalent:
vi) a simple conservative system with transfer function f is controllable and observable. In the case, when f ∈ S(M, M) and the norms of all Schur parameters {Γ n } n≥0 of f are less than 1, in [19, Corollary 4.8 ] is mentioned that
where G µ is the spectral factor of the operator-valued measure µ from the integral representation 
Suppose that T N is a contraction and let
be the choice sequence determined by the contractive operator T N . Notice that equalities (6.1) and (6.2) remain true. Moreover, it follows from (6.1), (6.2) that the sequence of oper-
are non-increasing. Below this fact we establish directly.
Proposition 6.10. Let C 0 , C 1 , . . . , C N ∈ L(M, N) be the Schur sequence and let T N be given by (1.6). Then for
Proof. It is sufficient to prove that D
The operator T k+1 can be represented as follows
and from Propositions 5.1, 5.3
Hence,
Corollary 6.11. Under conditions of Proposition 6.10 the equality
Corollary 6.12. Additionally to conditions of Proposition 6.10 suppose that M and N are one-dimensional. Then the following conditions are equivalent:
= 0. The matrix T m+1 takes the form
As is well known
For a contraction S ∈ L(H 1 , H 2 ) define the Möbius transformation as follows
Suppose that both subspaces D Γ N and D Γ * N are non-trivial. Then all solutions to the Schur problem can be described as follows. Let W be an arbitrary function from S(
Due to the Schur algorithm, the function Θ(λ) = W N +1 (λ) is a solution to the Schur problem. We can write Θ as
are the Schur parameters of Θ. This procedure, using the Redhefer product, leads to the representation of all solutions by means of fractional-linear transformation of W [19, 33] . We note also that all solutions to the Schur problem can be represented as transfer functions of simple conservative systems having block-operator CMV matrices [10] constructed by means of the choice sequence Γ 0 , Γ 1 , . . . , Γ N , G 0 , G 1 , . . . . Apart from T N we will consider the operator 
are the Moore-Penrose pseudo-inverses.
Proof. For T N we have block-matrix representation
and
we obtain (6.24). The operator T * N can be represented as follows
As above we obtain
Therefore (6.25) follows from (6.2) and (6.6).
Theorem 6.14. Let the data C 0 , C 1 , . . . , C N ∈ L(M, N) be the Schur sequence. Then the formula
. . .
Proof. Represent the matrix
in the form
The operator D is a contraction and
From Theorem 2.1 it follows that T N +1 is a contraction if and only if A is of the form (see Section 2)
From (6.24) and (6.25) we get (6.27).
Remark 6.15. For finite dimensional M and N formulas (6.27), (6.28), and (6.29) can be found in [31] .
Define consequentially the operatorsĊ N +1 ,Ċ N +2 , . . . by means of (6.27) The second proof. The matrix T N defines a sequence of contractions (the choice sequence)
).
Suppose that the Schur problem has a unique solution. Then by Theorem 1.4 one of Γ ′ s is an isometry or co-isometry. Assume Γ p is isometry, where p ≤ N. From Theorem 6.1 it follows that (D for an arbitrary nonnegative selfadjoint operator B (B −1/2 is the Moore-Penrose pseudoinverse), equality (6.31) means that e / ∈ ran s 2 I − Γ * Γ , where s = ||Γ||. Then by (1.9) one has that (6.31) is equivalent to the equality
where E = {λ e, λ ∈ C}. The results of [1] have been extended to the case of operatorvalued functions in the paper [2] (see also [41] ). The corresponding uniqueness criteria [2, Theorem 1.3] also takes the limit form similar to the scalar case. As has been mentioned in Introduction the Schur problem can be reduced to the above problem and the matrix s 2 I − Γ * Γ can be reduced to the square of the defect operator for a lower triangular Toeplitz matrix.
