Up to the beginning of the last decade, financial economics was dominated by linear paradigm, which assumed that economic time series conformed to linear models or could be wellapproximated by a linear model. However, there is increasing evidence that asset returns may be better characterized by a model which allows for non-linear behaviour. Though more efforts are now being directed towards the Asian stock markets in the light of their increasing importance to the investment world and the world economy, there is an extremely sparse literature, which utilizes recent advances in non-linear dynamics to examine the data generating process of the South-Asian stock markets.
S tructural changes and financial liberalization policies undertaken by many emerging countries during the last decade, along with economic and financial globalization, promoted an accelerated growth of stock exchanges around the world. This led to an increased interest in determining the opportunities of investing in the emerging markets to enhance portfolio returns. Despite the potential benefits of portfolio diversification in South Asian region, 1 there is a lack of research and relatively much less is known about the stock markets of the region.
The available research has primarily focused on detecting linear structure in the financial data 2 . Employing traditional statistical tests such as autocorrelation most empirical tests of the Efficient Market Hypothesis (EMH) have looked into the linear predictability of future share price changes. If the share price changes turn out to be uncorrelated, then the EMH is accepted and the stock market in question is deemed informationally efficient, and if they are found to be serially correlated, the EMH is rejected and the market is considered inefficient. However, Brock, Hsieh and LeBaron (1991) and Brock, Lakonishok and LeBaron (1992) point out that ". . . lack of linear dependence does not rule out nonlinear dependence, which, if present, would contradict the random walk model." Evidence of this possibility is provided by Granger and Andersen (1978) and Sakai and Tokumaru (1980) , who demonstrate that nonlinear models may exhibit no serial correlation while containing strong nonlinear dependence. Hence, recently, several researchers have focused their attention on the independent and identical distribution (IID) assumption of Random Walk Hypothesis (RWH), which implies that not only are the increments in prices linearly uncorrelated, but that any non-linear functions of the increments are also uncorrelated.
The traditional tests of serial correlation, which checks for linear predictability, cannot explicitly test for the IID assumption implied by RWH. In fact, as Campbell, Lo and MacKinlay (1997) argue, many aspects of economic behaviour may not be linear, and may cause rejection of IID. There may be several reasons behind the non-linear behaviour of financial markets. First, market imperfections and some features of market microstructure may lead to delays of response to new information, implying non-linearity in share price changes. 3 For instance, transaction costs may make investors unwilling to respond rapidly to the arrival of new information. In turn, they would rather wait until their expected excess profits (net of transaction cost) are high enough to allow for positive returns. This delay in adjustment may lead to non-linearity in share price changes. Further, as Shleifer and Summers (1990) argue, there are two types of investors in the market: rational arbitrageurs or speculators who trade on the basis of reliable information, and noise traders who trade on the basis of imperfect information. Given that a significant number of traders in emerging markets may trade on the basis of imperfect information, share prices are likely to deviate from their equilibrium values. In addition, given the informational asymmetries and lack of reliable information, noise traders may also lean towards delaying their responses to new information in order to assess informed traders' reaction, and then respond accordingly. The moot point therefore, is that, there could be enough reasons for economic systems to be non-linear. In this backdrop, it need not come as a surprise if the results of this study report the existence of non-linear dependence in South Asia too. The presence of nonlinear dependence may have short-term, if not longterm, forecasting potential, provided the actual generating mechanism is known. Previous research has shown that the presence of non-linear characteristics usually takes the form of ARCH/GARCH (Autoregressive Conditional Heteroscedasticity or Generalized Autoregressive Conditional Heteroscedasticity) type conditional heteroscedasticity. Essentially, it implies nonlinearity in the variance, allowing for correlated second moments.
Several studies across the world, especially in the developed countries, have reported that asset returns may be better characterized by a model, which allows for non-linear behaviour. For value-weighted, size-decile portfolios of weekly stock returns from 1963 to 1987, Hsieh (1991) found that these returns exhibited nonlinear serial dependencies and that conditional heteroscedasticity could be the source of these nonlinearities, but that none of the ARCH models seem to adequately describe the data. Al Loughani and Chappell (1997) applied the BDS test to the daily changes of FTSE 30 share index of the London Stock Exchange and found evidence of non-linear dependence which they could successfully capture with a GARCH M (1,1) model. In another study on UK, Opong et al., (1999) examined the non-linear behaviour of the London Financial Times Stock Exchange (FTSE) All Share, 100, 250, and 350 equity indices. The results rejected the hypothesis that the index series examined in this study are random, independent, and identically distributed. The results suggested that the FTSE stock index returns series is not truly random since some cycles or patterns show up more frequently than would be expected in a true random series. GARCH (1, 1) process seemed to explain the behaviour of the return series. Abhyankar, Copeland and Wong (1997) found evidence of nonlinearity for the data set consisting of realtime observations for the period September 1 to November 30, 1991 at 1-minute frequency in the case of FTSE-100, Deutscher Aktein Index (DAX), and Nikkei-225 and 15-second frequency for the S&P 500 futures. Booth et al., (1994) found evidence of non-linear dependence in the Finnish stock returns and confirm that a simple GARCH model was able to capture the dependence. Non-linear dependence has also been reported in returns for another European market by Poshakwale and Wood (1998) using daily data from two main indices and an equally weighted portfolio of seventeen stocks in the emerging Polish market. Hamill, Opong and Sprevak, (2000) also reported nonlinear dependence of Irish stock returns and indicated that the series could not be modeled by GARCH (1, 1) process. Sewell et al., (1993) reported evidence of dependency in the market index series in Japan, Hong Kong, Korea, Singapore, and Taiwan. However, they accepted IID as the characterization for the S&P 500 for the US. Errunza et al., (1994) indicated nonlinear dependence in returns for Germany, Japan, and the emerging markets of Argentina, Brazil, Chile, India, and Mexico. Pandey, Kohers and Kohers (1997) reported evidence of nonlinear dependence in the index returns of Hong Kong, Japan, and the US. In one study on Indian stock market, by Poshakwale (2002) , there has been evidence of nonlinear dependence in the index as well as some individual stocks. It has also been found that GARCH models could successfully capture these dependencies.
Curiously enough, while such studies have been in the limelight in the developed markets over the last few years, the literature pertaining to South Asia is extremely sparse. Hence, the objective of this paper is to examine whether the market return series of three countries in the South Asian region, viz., India, Sri Lanka, and Pakistan are characterized by non-linearities and, if so, to investigate whether the same can be modelled applying GARCH techniques. The findings of the study will be useful to those involved in investment decision-making in South Asian stock markets. Others keen to pursue international diversification will increase their understanding of the pricing process in the region before committing significant amounts of capital to the market. The implication of the study may, thus, be appealing to both researchers and practitioners, and the findings will provide additional evidence to the existing literature.
STOCK MARKETS IN SOUTH ASIAN COUNTRIES
The stock markets in South Asian countries have developed remarkably over the last two decades, although there is much heterogeneity among the markets in terms of size, liquidity, profitability, etc. However, there are concerted efforts on the part of the authorities concerned to improve the functioning of the markets. All the markets have adopted automated trading system. Trading in these markets is done in a dematerialized form and on rolling settlement basis. The regulatory front has also been strengthened with the establishment of securities exchange boards/commissions in each of the countries which oversees and regulates the activities of the stock exchanges. Presently, there are 24, 1, and 4 stock exchanges in India, Sri Lanka, and Pakistan respectively.
However, there is still a long way to go. The growth of the markets can be assessed from Table 1 , which presents the various statistics for the year 2003, in respect of the different markets along with that of Japan, the UK, and the US to provide a comparative study of the markets. The size of the market in terms of market capitalization is small for all the South Asian countries as compared to the three advanced countries. Liquidity as measured by the value of shares traded to market capitalization, also does not show much impressive performance. However, in terms of number of companies listed, India stands second only to the US, while the rest of the countries are way behind. Interestingly, the returns in most of the South Asian markets have been impressive and hence provide an immense opportunity to investors, both local and foreign, to increase their potential gains.
DATA AND METHODOLOGY
The data used in the present study are the major daily indices of the three South Asian countries provided by the respective stock exchanges. The indices that are considered for the different countries are BSE Sensex for India, Milanka Price Index 4 for Sri Lanka, and KSE-100 Index for Pakistan. The time period of the study spans from January 1, 1996 to December-end, 2005. With the data set described above, the daily returns have been calculated as follows: r t = I n (P t /P t-1 ).100
(1) where, r t is the continuously compounded percentage change of share price index for the period t P t is the price index at t P t-1 is the same for preceding period I n is the natural logarithm. The study tests for the non-linear dependence in stock returns, by applying the BDS test developed by Brock, et al. (1996) , which is based on the null hypothesis of independent and identical distribution (IID).
To perform the BDS test, a distance, ε, has to be chosen. If the observations of the series are truly IID, then for any pair of points, the probability of the distance between these points being less than or equal to epsilon will be constant. This probability is denoted by c 1 (ε) . Sets consisting of multiple pairs of points can also be considered. One way to choose sets of pairs is to move through the consecutive observations of the sample in order. That is, given an observation s, and an observation t of a series X, a set of pairs can be constructed of the form:
where, m is the number of consecutive points used in the set, or embedding dimension. The joint probability of every pair of points in the set satisfying the epsilon condition can be denoted by the probability c m (ε) .
The BDS test proceeds by noting that under the assumption of independence, this probability will simply be the product of the individual probabilities for each pair. That is, if the observations are independent, c m (
when working with sample data, c 1 (ε) or c m (ε) are not directly observed. They can only be estimated from the sample. As a result, this relationship is not expected to hold exactly, but only with some error. The larger the error, the less likely it is that the error is caused by random sample variation. The BDS test provides a formal basis for judging the size of this error.
To estimate the probability for a particular dimension, one can simply go through all the possible sets of that length that can be drawn from the sample and count the number of sets which satisfy the condition. The ratio of the number of sets satisfying the condition divided by the total number of sets provides the estimate of the probability. Given a sample of n observations of a series X, this condition can be stated in mathematical notation, (4) where, I ε is the indicator function: I ε (x, y) = 1, if |x-y|< ε and I ε (x, y) = 0, otherwise. (5) It may be noted that the statistics c m, n are often referred to as correlation integrals.
These sample estimates of the probabilities can be used to construct a test statistic for independence:
where, the second term discards the last m-1 observations from the sample so that it is based on the same number of terms as the first statistic. In this study, we have reported b m, n (ε) as the BDS statistic.
Under the assumption of independence, this statis- tic would be expected to be close to zero. In fact, it is shown in Brock et al., (1996) 
where, σ 
and where, c 1 can be estimated using c 1,n . k as the probability of any triplet of points lying within ε of each other, and is estimated by counting the number of sets satisfying the sample condition:
If the BDS test identifies non-linearity in the series, it may well be due to changes in the volatility of the series and in order to investigate this, an attempt shall be made to fit in a GARCH model to the return series.
Since the GARCH methodology is, by now, well known, only a brief description of the model along with its application to the data used in this study is provided. The GARCH (p, q) model can be represented by the following system of equations:
where, r t represents the continuously compounded return on the market portfolio as defined in (1), the conditional mean, μ, is constant and the residual term, ε t , given the information available ψ t-1 , is normally distributed. The conditional variance, h t is a function not only of the last period's error but also of the last period's conditional variance with the parameters, α and β, indicating the propensity of volatility shocks to persist over time.
However, it is rarely necessary to use more than a GARCH (1, 1) model which has just one lagged error square and one autoregressive term and is given by
The stationary condition for GARCH (1, 1) is α 1 + β 1 < 1
EMPIRICAL FINDINGS Descriptive Statistics
Some of the stochastic characteristics of the market return series of all the three countries under consideration is presented in Table 2 , which sheds some light on the behaviour of stock prices in these markets. The average return is positive for all the indices, implying the fact that prices have increased over time. The statistics show that returns are negatively skewed for all the markets, implying that the return distribution of the shares traded in these markets have a higher probability of earning returns greater than the mean. The value of the kurtosis is greater than 3 in all the markets, which indicates that the returns series have a heavier tail than the standard normal distribution. Finally, the calculated Jarque-Bera statistics and corresponding p-values have been used to test the null hypotheses that the daily returns are normally distributed. All p-values are smaller than the 0.01 level of significance suggesting the rejection of the null hypothesis. None of these returns are thus well approximated by the normal distribution.
Test for IID Hypothesis
In order to test whether the return series is characterized by non-linear dependence, the BDS test developed by Brock et al., (1996) is applied. The null hypothesis for the BDS test is that the return series is independently and identically distributed (IID). Following Brock, Hsieh and LeBaron (1991) , Hsieh (1991) and Sewell et al., (1993) , the value of ε used in the study equals 0.5σ,σ, 1.5σ and 2σ. The value σ represents the standard deviation of the series. As for the choice of the relevant embedding dimension m, Hsieh (1989) suggests consideration of a broad range of values from 2 to 10 for this parameter. Following recent studies of Barnett et al., (1995) , we implement the BDS test for the range of m-values from 2 to an upper bound of 8. Table 3 reports the BDS statistic for the returns series for embedding dimension 2 to 8 and for epsilon values starting from 0.5 to 2 times the standard deviation of the index returns series of India, Sri Lanka, and Pakistan. The results strongly reject the null hypothesis of independently and identically distributed index price changes at 5 per cent and 1 per cent significance level. The alternative hypothesis of the test includes, in addition to serial correlation, non-stationarity, higher-order dependences specified by GARCH as well as other unspecified nonlinear forms. Since the results have rejected the IID assumption of RWH, we now, focus on uncovering the structure of dependency in the series.
As the BDS test has a good power against linear as well as non-linear systems, we use a filter to remove the serial dependence in the return series and the resulting residual series are re-tested for possible non-linear hidden structures. We use an autoregressive moving average, i.e., ARMA (p, q) model to take out all the linearity in the series. One may be cautious that linear filtering may change either the asymptotic or the finite sample distribution of the test statistic. However, as Brock (1987) proves, the asymptotic distribution of the BDS test is not altered by using residuals instead of raw data in 'linear' models.
Through trial and error, it has been found that the ARMA models which fit the return series of each country are as follows: India (9, 0), Sri Lanka (5, 0), and Pakistan (3, 0). On diagnostic checking, it has been found that the sum of the 20 squared autocorrelations as shown by Ljung-Box statistic 5 (LB=29.099, P-value=0.086 for India, LB=28.606, P value=0.096 for Sri Lanka, and 22.450 with probability 0.317 for Pakistan) are not statistically significant, indicating that the residuals of the ARMA models are white noise, and that the model accounts for all the linear dependence in the series.
The BDS statistics for the ARMA residuals are reported in Table 4 . Even after the removal of linear dependence, the statistics are still significant at 1 per cent level for all the dimensions upto 8 for the ARMA residuals of each of the countries. The results suggest the rejection of IID for the residual series, too. Since, linear dependence is ruled out in the residual series, the possible causes for rejection of IID could be either nonstationarity or non-linearity in the returns series (Hsieh, 1991) . We explore the possibility of non-stationarity in the data by applying tests capable of detecting the presence of unit roots. The presence of unit roots in the series implies non-stationarity. Two well-known tests, the Augmented Dickey Fuller (ADF) test and the Phillip Perron (PP) test have been applied. To start with, ADF unit root test of the null hypothesis of non-stationarity is conducted, which consists of a regression of the first difference of the series against the series lagged k times
where,
The null and alternative hypotheses are H 0 : δ = 0; H 1 : δ < 0. The rejection of the null hypothesis implies stationarity. MacKinnon's critical values are used in order to determine the significance of the test statistic. The PP test incorporates an alternative (non-parametric) method of controlling for serial correlation when testing for a unit root by estimating the non-augmented DickeyFuller test equation and modifying the test statistic so that its asymptotic distribution is unaffected by serial correlation. It is based on the following model: 
NON-LINEARITIES AND GARCH EFFECTS IN THE EMERGING STOCK MARKETS OF SOUTH ASIA
The results of both the ADF and PP test, presented in Table 5 , reject the null hypothesis of unit-root, thereby, implying stationarity in the return series. This confirms the presence of significant non-linear dependence in the returns of South Asian markets. Now that we know that there is significant nonlinear dependence in the return series of all the three markets, we try to identify the nature of this non-linearity. For this purpose, we first investigate the presence of volatility clustering in the returns, which means that large changes in the return series tend to be followed by large changes and small changes by small changes. Figures 1, 2 , and 3 provide the plot of the daily returns for the three countries. From the figures, it appears that there are stretches of time where the volatility is relatively high and certain stretches of time where the volatility is relatively low which suggests an apparent volatility clustering in some periods. The technical term given to this behaviour is autoregressive conditional heteroscedasticity (ARCH). If volatility clustering is present, there would be a strong autocorrelation in squared returns. So, a simple statistical method for detecting volatility clustering is to calculate the firstorder autocorrelation coefficient in squared returns. Table  6 provides the Ljung Box statistics for autocorrelation co-efficients up to order 20 for the squared returns. The results suggest strong autocorrelation of the squared returns for lags 1 through 20, and that they are simul- taneously not equal to zero. This gives the hint that the non-linear dependence might have been caused by volatility clustering. Thus, an ARCH process or its generalization due to Bollerslev (1986) may help in explaining the non-linear dependence reported in this study. The following sub-section attempts to explore this possibility.
Modeling with GARCH Techniques
Several empirical studies show that a GARCH (1, 1) model provides a parsimonious fit for share price changes series (see, for instance, Baillie and Bollerslev, 1989) . In this study, an attempt has been made to fit the GARCH (1, 1) model to the returns of all the three markets.
The following equations a, b, and c have been Table 7 . The α 0 , α 1 , and β 1 , coefficients of the variance equations are highly significant for all return series, favouring the appropriateness of the model. Figures 4, 5 , and 6 plot the conditional volatility obtained from the GARCH (1, 1) model for India, Sri Lanka, and Pakistan respectively. It may be observed that the conditional variance varies over time and that periods of high and low volatility tend to cluster.
It is also important to interpret the sizes of the parameters α and β. The coefficient β determines the persistence in volatility: irrespective of what happens in the market, a high β indicates that if volatility was high yesterday, it will still be high today. Alternatively, large error coefficient α means that volatility reacts quite intensely to market movements resulting in 'spike' volatility. The closer β is to one, the more persistent is volatility following a market shock. Thus, a high β gives little reaction to actual market events, but great persistence in volatility, and a large α gives highly reactive volatility that quickly dies away.
It appears from Table 7 , that β 1 is close to one and α 0 and α 1 are small for India and Pakistan. Large value of lag coefficient β 1 here indicates that shocks to conditional variance take a long time to die out, so volatility is 'persistent' as can be seen in Figures 4 and 6. These two markets thus take some time to fully digest the recent price shocks. The relatively small value of error coefficient α 1 implies that volatility reacts relatively less intensely with large market surprises in these two coun- tries. Reaction and persistence coefficients of Sri Lanka indicate that volatility is less persistent and more reactive than India and Pakistan. Hence the GARCH volatility of Sri Lanka appears to be spiky, which can also be observed from Figure 5 . The results thus suggest that markets behave differently for different countries in terms of reaction and persistence in volatility. Further, it can be observed from the Figures 4, 5, and 6 that the volatility in the figures behaves qualitatively like the apparent volatility variation in the returns as in Figures 1, 2 , and 3. At this point, it may be worthwhile to trace the most volatile periods in the markets and locate the reasons as to why the markets showed high conditional heteroscedasticity during those periods. From Figure 4 , which has plotted the conditional volatility of the Indian sock market, it appears that during mid-2004, the volatility was highest over the period under study. The BSE Sensitivity Index (Sensex) declined from about 5,900 on Mohan (2006) puts forth that FII sale in the Indian market following election results caused prices to plummet sharply. He opines, "FII flows have a significant impact on prices which may not be on account of the trading they do themselves; it could be that FII investment decisions tend to get magnified by influencing decisions of domestic investors and lead to overshooting in the market." These shocks in the Indian market caused the conditional heteroscedasticity to rise sharply during the middle of 2004 as is evidenced in Figure 4 .
Although no major market crash or scam has been reported for the Colombo Stock Exchange, from country has been suffering badly from the terrorist attacks of LTTE, which weakened business confidence and prospects. These had their impact on the stock market, which saw a bearish phase till October 2001. However, since mid-October, the prices saw a reversal, with the then forth-coming elections and the possibility of some decisive steps in ending terrorism. The market looked more confident, but elections being an uncertain game, prices also fluctuated on the basis of the day-to-day news and rumours, causing a higher volatility during the period.
The market was volatile again in 2004 with the dissolution of the Parliament in February, followed by the general elections in April and the change in the Government. Towards the end of the year, the unprecedented natural disaster in the form of Tsunami which hit on December 26, 2004, also had a negative effect on the market.
From Figure 6 , it may be observed that the Pakistan stock market experienced the maximum volatility in the year 1998. In that year, the nuclear test followed by severe foreign exchange crunch and international economic sanctions had devastating effects on the Pakistan stock market. The investors' confidence was badly shaken leading to highly irregular and frenzied price movements. These shocks have been reflected in the graphs of conditional volatility of the markets.
Does the GARCH (1, 1) Model Explain Nonlinearity?
Having fitted the GARCH (1, 1) model, it is important to test for the adequacy of the model. The results of the diagnostic tests in Table 8 show that the model is correctly specified. If the GARCH (1, 1) model describes the data, then the standardized residuals ε t /(h t ) 1/2 should have zero mean and unit variance. More importantly, there should be an absence of serial correlation in the standardized squared residuals (ε t 2 /(h t ). Some diagnostic information on the estimation is presented in Table 8 . The mean and variance of the standardized residuals are found to be approximately zero and one respectively for all the countries.
The Ljung-Box statistic is computed for the standardized squared residuals to test the null hypothesis of no autocorrelation up to order twenty. The Q 2 statistic (20 lags were looked into) suggests no serial correlation in the squared standardized residuals of the three countries. This suggests that the GARCH (1, 1) model is Preumont (2002) show that if applied to the logarithms of squared standardized residuals from a fitted GARCH model, the BDS test is more reliable. Following these recent advances, we apply the BDS test to the logarithm of the squared standardized residuals from the GARCH pro-cess the results of which are reported in Table 9 . The BDS test fails to reject the null hypothesis that the logarithm of the squared standardized residuals are IID random variables at 5 per cent degree of significance. This confirms that the GARCH process is capable of capturing the non-linearity in the series, and that the conditional heteroscedasticity is the cause of the nonlinearity structure uncovered in the returns series.
CONCLUSION
In this study, we have tested the IID behaviour of stock return series of three major South Asian countries, namely, India, Sri Lanka, and Pakistan. The BDS test applied for investigating the same has strongly rejected the null hypothesis of independent and identical distribution of the return series. The same has been rejected for the ARMA residuals as well. This implies that the rejection of IID is not caused by linear dependence. The study also shows that the rejection is not caused by non-stationarity successful in modeling the serial correlation structure in the conditional variance and is an adequate description of the volatility process of all of these countries. To evaluate if the GARCH (1, 1) model could capture the nonlinear structure in the return series, the BDS test can be used again on the standardized residuals as a misspecification test. The acceptance of the IID hypothesis will imply that the conditional heteroskedasticity is responsible for the nonlinearity in index returns.
There are two ways to apply the BDS test to GARCH standardized residuals: one is to apply the BDS test directly to the standardized residuals and the other is to apply it to the logarithms of squared standardized residuals. In general, the asymptotic distribution of the BDS test is not altered by using residuals of 'linear' models however, when applied to standardized residuals from a fitted ARCH/GARCH model, earlier studies (for example, Brock, Hsieh and LeBaron, 1991) suggest that the BDS statistic needs to be adjusted to have the right size and Monte Carlo simulations are usually relied upon to derive the adjustment factor for specific GARCH models. However, following suggestions in Brock and Potter (1993) and De Lima (1996) , recent studies (for example, Caporale, et al., (2004) and Fernandes and either. This suggests the presence of non-linear dependence in the return series. The findings are consistent with the previous research that has shown evidence of nonlinear dependence in the stock returns of the developed markets. In order to examine whether the non-linear dependence is attributable to GARCH effects, the study has applied GARCH (1, 1) model, which has been found to fit the data adequately. On re-application of the BDS test to logarithm of GARCH squared standardized residuals, it has been found that GARCH (1, 1) successfully accounted for all the non-linearity in the returns series. The results suggest the rejection of random walk hypothesis for the markets under study.
Though the present study rejects the random walk hypothesis for the South Asian stock market, and finds evidence of non-linear dependence in the index returns series, the results are not necessarily inconsistent with efficient market hypothesis, simply because non-linearity does not essentially mean predictability. As noted by Abhyankar, Copeland and Wong (1997) , the future price changes can be predictable but only with a time horizon too short to allow for excess profits. Moreover, because of the relatively high transaction costs in emerging markets, the excess profit from forecasting is likely to be nil if not negative.
Further, the implications of rejecting the IID Hypothesis go beyond the issue of market efficiency. The evidence of nonlinearity is continuingly reshaping our traditional views of modeling asset prices, and portfolio and risk management, as well as forecasting techniques. For instance, Bera, Bubnys and Park (1993) question the ability of the Ordinary Least Square Model in estimating the optimal hedge ratio using futures contracts and find that, compared to ARCH hedge ratios, the conventional model leads to too many or too few short-sellings of future contracts. Hence, we can say that the common assumption of constant variance underlying the theory and practice of option pricing, portfolio optimization, and value-at-risk (VaR) calculations are definitely subject to question, in view of the increasing evidence of non-linearity and conditional heteroscedasticity. If the assumed stochastic processes do not adequately depict the full complexity of the true generating processes, then any derivatives in question may be mis-priced. This implies that investors and institutions may have imperfect hedges, which expose them to unwanted risks.
To conclude, the prevalence of non-linearity in financial time series, particularly in the stock market data of the South Asian countries, should be taken seriously and should not at all be neglected. For researchers in the developing countries, it is time to embrace the shift to non-linearity, which offers both great excitement and challenges. It is exciting in a sense that it will provide a better understanding of the underlying dynamics of financial time series. On the other hand, they reveal how much work still remains to be done, especially on the financial markets of the emerging countries. Ray (1976) , Barua (1981) , Chaudhury (1991) , Elyasiani, Perera and Puri (1996) , Madhusoodanan (1998), Karmakar and Chakraborty (2000a and b) , Mobarek and Keasey (2000) . 3. Schatzberg and Reiber (1992) suggest that share prices do not always adjust instantaneously to new information. 4. The Milanka Price Index (MPI) was introduced in January 1999, replacing the Sensitive Price Index (SPI).
Hence, in this study, we consider the Sensitive Price Index from January 1996 to December 1998 and Milanka Price Index from January 1999 to December, 2005. 5. The Ljung Box statistic is defined in the following way:
where, n = sample size m = lag length 6. The UPA took over as the ruling party which was apparently not as per the predictions reported in the media.
