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Abstract. This paper presents a framework which aims at describing text for-
matting, based on a model coming from the field of logic and linguistics, the 
Textual Architecture Model [23]. The goal is to improve documents accessibili-
ty for blind users. The project will later focus on evaluating the efficiency of 
different navigation and content presentation strategies, based on this  
framework. 
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1 Introduction 
Accessibility of information contained in digital documents is a crucial challenge for 
visually impaired people, especially for blind users. Indeed, it is predicted that the 
number of blind people will drastically increase with the global ageing of world popu-
lation. Besides, blind users should be in the center of design issues since Internet and 
new technologies are an unprecedented opportunity for them to perform tasks that 
they can hardly do without [8]. When figuring out how to give blind users access to 
information contained in digital documents, two general approaches may be  
considered.  
The first approach is to change the environment; that is to say creating a new ver-
sion of each document, media or web page that is entirely and specifically designed 
for blind users. This is what transcription companies do by offering for instance audio 
or Braille versions of books. However, this strategy is very rarely used because it is 
time-consuming and expensive; as far as digital documents are concerned, the always 
growing body of web pages and digital documents makes this approach impossible to 
generalize, and thus marginal.  
The second possible solution is to include in the original document annotations and 
possibly additional information in order to make it accessible through assistive tech-
nologies. Instead of creating an alternate version of a document, the document de-
signer will respect for instance the WAI accessibility guidelines for visually impaired 
 people (e.g. to give each graphic presentation a textual counterpart), so that a blind 
user may easily access the information contained in the document.  
Even though there has been much effort on designing assistive technologies and 
accessible information, the situation often remains frustrating for blind users (e.g. [10, 
18]). According to [20], several reasons may explain why Internet is still not accessi-
ble to blind users. Among them, one should stress the fact that some types of contents 
are intrinsically visual and can hardly be represented using non-visual modalities. 
Another major reason is that Internet has a growing multi-task, multi-objects and 
multi-application logic which makes it particularly difficult for blind users to build a 
representation of the page layout.  
Indeed, digital documents are primarily designed to be visually displayed, so that 
the expressive means offered by a spatial layout are often intensively used to create 
complex objects like tables, graphs, outlines, menus, etc. Consequently, it is very 
challenging to create adaptable contents, i.e. contents that can be presented in differ-
ent ways without losing structural information and associated cognitive functions. Up 
to now, when a blind user accesses a document via an audio or a tactile device, he/she 
has very few clues about the original layout. For instance, Text-To-Speech software 
(TTS) tools are efficient to oralize a page of continuous text but still struggle with 
typical web pages [7] and text objects like headings [13].   
Yet, many research works in educational and cognitive psychology have clearly 
shown the positive effects of text signaling devices revealing the text architecture 
(titles, headings, lists, overviews, etc.) on text processing (see [11] for a review). For 
instance, a recent study by [13] shows that it is possible to improve oralized texts 
comprehension by systematically rendering the information conveyed by text head-
ings. In the first experiment, the effects of headings and preview sentences on outlin-
ing performances were compared to a control condition (no signal) for both a printed 
text version and an auditory TTS presentation. It was found that the task of reporting 
the text organizational structure (outlining task) is facilitated by preview sentences as 
compared to a no signals condition for both printed text and TTS audio rendering of 
the same text. Because of their entirely discursive nature, preview sentences are 
adaptable to audio presentation. In contrast, adding headings to the text was efficient 
for the printed text but poor for the audio presentation since speech synthesis can’t 
communicate nonverbal information carried by headings in their visual form. In the 
second experiment, it was further investigated how headings could be rendered by 
TTS presentation using the analysis provided by [12] on the different information 
functions associated to headings. Prosodic cues like pauses and discursive indications 
were added to enrich the TTS presentation and mimic the printed text. The result was 
that outlining performance improved to levels similar to the visual headings condition 
of Experiment 1. This shows that giving access to information carried by visual sig-
nals in audio format can improve content comprehension.  
In this context, the MathArchiTact project aims at allowing blind users to access a 
document’s visual properties and logical structure and at designing new reading tools. 
We focus on mathematics text-books and try to improve their accessibility to blind 
high-school teenagers. The project is currently in its early stages.  
  
2 Textual Architecture Model 
2.1 Overview 
To describe the visual properties of a document, we will use and enrich a model com-
ing from the fields of logic and linguistics: the Textual Architecture Model (TAM) 
[16, 17, 22, 23]. TAM has been used in a computer science perspective for text-
generation [14] and analysis [11, 21] and in a psycholinguistic perspective for model-
ing and predicting the effects of text signaling devices on cognitive processing [11]. 
Here, as a first step in the MathArchiTact project, we want to use this model to make 
text formatting available to blind people. Though the scope of this paper is to analyze 
the model contributions to our goal and examine how to implement it, the longer-term 
goal is to improve document navigation and content comprehension of documents 
described with TAM.  
This model aims at providing a semantic analysis of text formatting properties that 
contribute to the “text architecture. 
2.2 Key Concepts 
According to TAM, a text is composed of (1) a message and (2) its specific format-
ting, those two components being separated in the model. A good analogy to under-
stand is to compare it with the data/data-presentation separation, in computer science. 
(1)The message is made up of the content the author intends to communicate to the 
reader (ideas and concepts), and their specific linguistic expression by the author’s 
choice of wording, syntax, and so on, to convey the content. (2)The text-formatting 
properties refer to typography and disposition of the textual content. Those visually 
distinctive aspects of the text are called textual objects; in other words textual objects 
refer to text-formatting phenomena. For instance: headings, lists, paragraph structure, 
and any other visually identifiable entity in a text are textual objects.  
Finally, the text architecture refers to the document textual objects and the rela-
tionships that exist between them. The underlying idea here is that text-formatting 
reflects the author’s intention to organize and structure his message; this is why we 
speak of “architecture”. 
The text-formatting is represented in TAM as metatext, where the metatext is a 
coherent and cohesive set of metasentences with a specific grammar [17], each meta-
sentence describing the intention that underlies the use of the corresponding text-
formatting property. We use the term “metasentence”, borrowed from Harris [9],  to 
designate language used to describe language itself and its properties (here the text 
visual properties), as opposed to language referring to real world elements. For in-
stance, “This article is divided into three parts” is a metasentence because it conveys 
information about the text rather than objects or events in the world.  
Fig. 1 shows an example of how text-formatting can be described using metasen-
tences with the TAM. 
  
Fig. 1. Example of text-formatting representation using the TAM 
As you can see, each textual object has a unique id in the metatext (title1, chap1, 
par1…). Metasentences 2, 4 and 5 shows how content is separated from textual ob-
jects, by attaching textual content (divided in textual units) to the corresponding tex-
tual objects. Notice that a textual-object may itself contain different textual objects; 
here the chapter contains a paragraph.  
Concerning the relationships between textual objects, two categories appear. The 
first comprises all of the composition relationships which give the hierarchical struc-
ture of the text, as in the metasentence 3 in Fig. 1; they depict the text logical struc-
ture. The other category regroups all of the non linear relationships between objects, 
for instance a footnote annotating a paragraph. 
 Lastly, even though the previous example included only organizational textual ob-
jects for illustration purposes, the TAM allows describing very local formatting  
phenomena such as emphasizes. 
2.3 Metasentences Properties 
Metasentences are the key concept of the model and have several interesting proper-
ties that are worth being reported.  
First, metasentences are generic: one metasentence can describe adequately one 
class of textual objects. For instance every possible “first level title” textual objects 
can be described with the same metasentence regardless of their visual form,  
considering a given content for this object.   
Besides, a metasentence does not only describe one textual object, it constitutes its 
discursive form. In this way, a metasentence can be “reduced” to its visual form, the 
corresponding textual object. The concept of reducibility borrows from Harris’s [9] 
proposal that metalanguage can be truncated from a complete sentence to a reduced 
sentence but that the reduction leaves traces in the utterance. Thus the property of 
reducibility is not specific to the realm of texts but is a general property of language. 
As a consequence, a metasentence may take various forms in the context of the TAM.  
At one extreme, a metasentence may be left intact, appearing as a discursive state-
ment in the text. At the other extreme, a metasentence may be reduced to the point 
where it is represented only by visual contrast in the text. The example below  
illustrates the concept of reducibility. 
 
  
 
Fig. 2. Reduction / development of a set of metasentences 
Fig. 2 shows how the original text at the bottom finds its discursive equivalent in 
the set of metasentences (in the first frame at the top).  The traces left by the reduc-
tion process include syntactic transformations, lexical elements (e.g., the lexical con-
tent of a specific heading), typographical and spatial realization properties  
(e.g., italics, bold characters, indentation, blanks), and punctuation marks.  
2.4 Technical Framework 
After presenting the TAM, the next step in order to apply it to digital documents  
accessibility is to formally adapt this model, originally a linguistics model, to build a 
framework for accessing text-formatting semantics as described in the TAM.  
Regardless of the original document format, segmentation of textual objects im-
plies being able to annotate the content. Each textual object has its properties and 
potentially relationships with other objects. Those constraints make markup languages 
appropriate for implementing the TAM. This choice was also motivated by the wish 
to be compliant with the DAISY1 standard which is widely use in digital libraries [6]. 
Most of DAISY audio-books are in HTML or XML format. The idea would be to 
keep their existing structure and annotate a duplicated file with the TAM, using the 
same html/xml ids, which could allow further navigation into textual objects. 
 For the moment, the annotation process is manual. Yet, depending on the original 
document format, semi-automatic methods could be proposed. For instance, in the 
case of web pages, we could use styles defined in CSS2 to first segment textual ob-
jects. More generally, documents where formatting styles are well defined are easier 
to segment with the TAM. However, a reliable and fully automatic method to segment 
textual objects appears to be almost impossible since formatting isn’t always consis-
tent in one document. The most efficient approach would be to include TAM  
annotation in the documents production process. 
The core of the TAM is the metasentences describing textual objects. Using XML or 
XHTML, the tags must keep the metasentences following properties: content/formatting 
                                                          
1
 International standard for audio books.  
2
 Cascading Style Sheets: language used to describe the formatting of several markup  
languages.  
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separation, using unique ids for objects, include objects properties and describe relation-
ships between objects (composition and non-linear relationships, see 2.2).  
 
 
Fig. 3. TAM implementation in XML 
Content/formatting separation is native with markup languages. Composition rela-
tionships emerge with the tags hierarchy and, for the headings, their order. Textual 
objects ids and properties are described with tags properties. Finally we use special 
tags and objects ids to note non-linear relationships as the annotation in the example 
above.  
Currently, the DTD3 is still under construction and should describe objects proper-
ties and relationships. For instance, in Fig. 3, the definition is tagged using the class 
property of the HTML tag “span”, but could also be described using a new tag. A set 
of about twenty textual objects and relationships will be formalized; yet new textual 
objects can be encountered depending on the studied corpus. For instance with ma-
thematics we can add theorems, lemma, demonstration, etc. 
Concerning the reduction/development properties of metasentences (see 2.3), dis-
cursive equivalents are stored in a separate file for each textual object define, for later 
presentation purposes. 
3 Contributions to Digital Documents Accessibility 
This section presents how text formatting information made available with the TAM 
can contribute to accessibility of digital documents.  
3.1 Accessing Content and Structure 
As explained in 2.3, the TAM makes available discursive counterparts to text objects, 
ranging from fully discursive metasentences to more reduced forms. For each type of 
textual object of the model we store the different more or less discursive forms of the 
object in order to fit different presentation needs. For instance: “The definition of A is 
B” could also be presented with the sentence “A, B” (using prosodic cues). Those two 
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 Document Type Definition: tags definition, here for an XML file.  
 
  
forms of the same object could each be useful depending on the user’s task and the 
specific text object to render.  
Currently, several approaches in document presentation for the blind try to give an 
overview of the content using keywords [1] or summaries [5]. This may be very use-
ful for the user to build a first anchoring representation of the document content and 
structure, but accessing the visual structure of the document during reading is also 
crucial. 
3.2 Document Navigation 
DAISY readers allow basically two types of navigation: local and global navigation4. 
Local navigation refers to text reading control and includes actions such as jumping to 
the next paragraph or increasing the reading rate, whereas global navigation refers to 
navigation between text sections and headings. By segmenting documents with the 
TAM we could allow a new type of navigation through the textual objects relation-
ships. Composition relationships would complete what DAISY call “global naviga-
tion” and non-linear relationship would give information about the text structure on a 
lower level. 
Segmenting documents textual objects would also allow to reorganize the content 
regarding the relationships between objects. For instance, when reading a document, 
we could regroup textual objects according to their non-linear relationships to avoid 
cross references, e.g. a theorem with its demonstration and related annotations. 
3.3 The case of Mathematics 
In the context of the MathArchiTact project, we chose to work on a corpus of mathe-
matics text-books to improve their accessibility for blind high-school teenagers. This 
choice was driven by the fact that mathematics courses have a very rich visual struc-
ture, richer than other courses. Besides, an extensive literature exist on complex ma-
thematics objects access by blind people, mainly formulas [2, 3, 19], which could give 
us clues about content presentation and navigation. 
4 Future Work and Perspectives 
We proposed a framework for implementing the TAM in digital documents, in the 
perspective of their access by blind users. 
The next step in the project will be to develop a reader with navigation and presen-
tation techniques adapted to documents annotated with the TAM. Results obtained 
with this reader will be compared to existing software and methods. This reader will 
most likely include existing presentation conventions such as prosodic cues, earcons5 
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 See G. Kerscher: Theory behind the DTbook DTD,  
  http://data.daisy.org/publications/docs  
5
 Non-verbal sounds used to represent a specific event or convey other information.  
 and spearcons6 which are often used in audio interfaces [4, 24]. It could also make 
use of a Braille output, depending on the user task and presented on textual objects.  
Several ways could be explored in the later stages of the project: automatic seg-
mentation of textual objects will be studied, as well as segmentation of the rhetorical 
structure of the text using the Rhetorical Structure Theory [15] combined with the 
TAM (merging the two models was already studied for text generation [14]). Thanks 
to the flexibility offered by markup languages, exporting metadata using web stan-
dards would be easy in the case of existing data model like ”Learning object Metada-
ta”7, and constitute another interesting trail. 
Finally, we should mention that the proposed framework could be used for other 
types of disabilities, such as cognitive impairments, or specific situations where the 
visual modality is not available (no screen, small screens, etc.) as it provides access to 
the logical structure of the content. 
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