Two people have a full B-gallon jug of wine and two empty jugs of capacity M and S, respectively, where B= M +S. Any jug may be poured into any other jug until either the first one is empty or the second is full. What is the quickest way for them to divide the wine equally? We solve this problem and show that a natural related problem may be solved in polynomial time.
Introduction
The three-jugs problem. There are three jugs with integral capacities B, M, S, respectively, where B = M + S and M 3 S B 1. Any jug may be poured into any other jug until either the first one is empty or the second is full. Initially jug B is full and the other two are empty. (We use B as the name of the jug with capacity B, etc.)
We want to divide the wine equally, so that i B gallons are in jugs B and M and jug S is empty, and we want to do so with as few pourings as possible. This problem is a generalisation of the original puzzle with measures B = 8, M = 5 and S = 3. The origin of this puzzle can be traced back at least as far as Tartaglia, an Italian mathematician of the 16th century (see [4] for a historical survey and see also [ 1, 2, 6] ).
We ask three questions. Can we share equally? If so, what is the least number of pourings possible, and how do we achieve this least number? Part of the following theorem may be found in [2] .
unique optimal sequence of pourings is given by the first (l/r) B-1 steps (pourings) of Algorithm 1 below.
Let us use b,m,s to denote the quantities of wine at any stage in jugs B, M,S, respectively.
Algorithm 1
Pour jug B into jug M
Repeat
Pour jug M into jug S Pour jug S into jug B
If m<S then
Pour jug M into jug S Pour jug B into jug M (Note that for simplicity we have not included a stopping condition in this algorithm, but we are interested only in the first (l/r)B-1 steps.)
Having just introduced an algorithm, we come to a natural related complexity question (see [3] for terminology and definitions). Consider a three-jugs problem as above. Of course, we need specify only M and S, and define B to be M + S. Define a state of the problem to be a triple of integers (b, m, s) where 0 Q b d B, 0 <m < M, O<s<S and b+m+s=B.
THREE JUGS DECISION PROBLEM
Instance: Positive integers M, S and k and two states x, y. Question: Is it possible to get from state x to state y with at most k pourings?
Theorem 1.2. The THREE JUGS DECISION PROBLEM is in P (i.e. is solvable in polynomial time).
There is a natural digraph associated with any three-jugs problem with capacities B, M, S, respectively. Define a feasible state to be any state in which at least one of the jugs is empty or full. Observe that there are exactly 2B feasible states. , m, s) .) It is easy to see that we may restrict our attention to feasible states.
We construct a digraph D= D(M, S) whose vertices are the feasible states, by putting an arc from vertex u to vertex u whenever we can pass directly from u to u with one pouring. This construction is illustrated in Fig. 1 . The solution of the puzzle by means of this digraph was first published in [6] . This digraph is central to our investigations.
Note, however, that given an instance of the THREE JUGS DECISION PROBLEM, we cannot simply, construct the corresponding digraph and run a shortest path routine. The size of the input is O(log B) (assuming that k<2B, say) and a shortest path may have B-1 arcs, which is exponentially larger than the input size. The difficulty is that D(M, S) is a large digraph specified rather concisely. 
-tight vertices (M, S, 0) and (S, M -S, S)
are 'special'. The subgraph induced on the 2-tight and 3-tight vertices and the special vertices is shown in Fig. 2 (except for the case (B, M,S)=(3&2S, S), when there are only six vertices altogether, and the two special vertices are joined by an arc in each direction).
The following statements are all easily checked. For i = 1,2,3, if a vertex u is i-tight then its outdegree 6 + (u) = 5 -i. The two 3-tight vertices u have indegree 6 -(u) = B. The two %-tight vertices u have indegree 6-(u) = B + 1, and the (2B-4) l-tight vertices u have indegree 6 -(u) = 2. Indeed, each nonspecial l-tight vertex u has an arc to exactly one of the 3-tight vertices and an arc to exactly one of the 2-tight vertices, and an arc (with return arc) to exactly two other l-tight vertices. The two special l-tight vertices have one arc to exactly one of the 3-tight vertices, an arc to each of the two 2-tight vertices with one return arc, and an arc (with return arc) to exactly one l-tight vertex. Finally, note that the only arcs without return arcs are the arcs from the l-tight vertices to the 2-tight and 3-tight vertices, apart from the two arcs (S, M-S, S) to (S, M, 0) and (M, S, 0) to (M, 0, S) which do have return arcs.
Let G denote the graph on the same vertex set as D, where two vertices are joined by an edge whenever there is an arc each way in D. Then the above discussion shows that each l-tight vertex has degree 2 and the only l-tight vertices attached directly to 2-tight vertices in G are the special ones. Thus, the graph G looks as in Fig. 3 , if (M, S) # (2, l) , together perhaps with some cycle components.
We shall see that there are cycle components if and only if r > 1, where r = gcd (M, S), and each component of G has exactly (2/r)B vertices.
We shall also want to number the vertices around the 'long cycle' in Fig. 3 . This is the cycle from (B, 0,O) to (M, 0, S) to (M, S, 0), then via 1 -tight vertices to (S, M -S, S) to (S, M, 0) and back to (B, 0,O). In order to do these things, we introduce another algorithm, closely related to Algorithm 1.
Algorithm 2 and proof of Theorem 1.1
The following algorithm will show that, when M and S are coprime, the graph G is connected, and it will yield our numbering. Observe that Algorithm 2 traces the long cycle of G in Fig. 3 anticlockwise, whilst Algorithm 1 traces it clockwise. Also, at each execution of line 1 exactly S is poured and at each execution of line 3 exactly M is poured. Thus, a total of MS is poured out of jug B. It follows that jug M is filled exactly S times, and we terminate back in state (B, 0, 0), with the last step being a 'dummy' step.
Partition Thus, for each of the 2B -2 vertices x other than (B, 0,O) and (0, M, S), Algorithm 2 arrives at x after exactly g(x) steps. We already know that Algorithm 2 makes 2B steps, with the last step being a 'dummy', and terminates at (B,O,O). The lemma now follows. 0
We may now prove Theorem 1.1.
Proof of Theorem 1.1. In the first part of the theorem, the condition that (l/r) B is even is necessary, since all pourings are in multiples of r. From now on, clearly we may assume that r= 1, and let B be even (see also Lemma 4.1(a)). Observe that x=(fB,&B,O) is a vertex of type 2 and iB=iS-jM, where i=$(M+l) and j=+ (S-1) . Hence, Algorithm 2 reaches x after g(x)= 2i + 2j= B steps. Hence, 
Finding distances
In this section we shall prove Theorem 1.2. It is easy to see that we can restrict our attention to the case in which x and y are distinct vertices of D (i.e. we can ignore states that are not feasible). Observe that if y is 2-or 3-tight then d(x, y) is 1 or 2, and so can be quickly computed.
So we may assume that y is l-tight. Observe also that d(x, y)=d(Z, j). Let us consider two cases. The case B < M + S is more complicated and is not pursued here. This case and the corresponding problems with more than three jugs are considered in [S] .
