Background: In 2005, statins were among the most commonly used prescription medications in the United States. Some data suggest statins may affect cancer risk and/or disease severity. Because cholesterol is a required intermediate in sex steroid synthesis, it is possible that statins influence prostate cancer risk through effects on steroid hormone metabolism. We investigated whether levels of circulating androgens and their carrier protein, sex hormone -binding globulin (SHBG), varied by statin exposure among a sample of 1,812 men from a population-based epidemiologic study, the Boston Area Community Health Survey. Methods: We measured serum total testosterone, free testosterone, dehydroepiandrosterone sulfate, luteinizing hormone, and SHBG. Statin exposure was collected through participant self-report and/or interviewer-recorded information. Multivariate linear models were constructed to account for potential confounding.
Introduction
Statins, which inhibit 3-hydroxy-3-methylglutaryl CoA, are used for lowering serum cholesterol and for other cardiovascular indications. Atorvastatin was the top-selling prescription medication in the United States from 2000 to 2005 (1) . It is estimated that 6.2% of the U.S. adult population used atorvastatin in 2005 (2) . Considering the U.S. Medicare population, use of any statin more than doubled in 5 years; 27.1% used a statin in 2002 compared with 11.6% in 1997 (3) . Statins are indicated for use throughout a patient's life until data emerge on a more appropriate length of treatment (4) . As a common and potentially prolonged drug exposure, the effects of statins on physiologic processes and noncardiovascular diseases have become an important public health concern.
Recent epidemiologic studies have focused on a potential protective effect of statins on cancer at multiple sites, although the evidence is still considered inconclusive (5) . Whereas some studies show no effect of statins on prostate cancer (6, 7), a recent, large cohort study showed a substantially reduced risk of metastatic or fatal prostate cancer among statin users, with evidence of decreased risk with increasing duration of use (8) . Cholesterol is a required intermediate in sex steroid synthesis, and reduction of testosterone precursors may influence the risk of progression and biology of prostate cancer by suppressing steroid hormone production. Indeed, small placebo-controlled studies have found subtle effects of statins on circulating androgen levels in men with dyslipidemia (9, 10) . To date, the effect of statins on circulating androgen levels in men has not been considered in an epidemiologic study.
We investigated the hypothesis that statins lower serum androgen levels in community-dwelling men using data from the Boston Area Community Health (BACH) Survey, a population-based epidemiologic study conducted in Boston, Massachusetts. The goals of our study were (a) to estimate the apparent effect of statin use on serum androgen concentrations and (b) to determine to what extent this relationship could be explained by potential confounding factors [because chronic disease and higher body mass index (BMI) are associated with lower circulating androgens in men; refs. 11, 12] or if any observed relationship was independent of these variables.
Materials and Methods
Study Design and Data Collection. The BACH study was funded by the NIH (National Institutes of Diabetes and Digestive and Kidney Diseases) and is a population-based, cross-sectional epidemiologic study among 5,506 men and women ages 30 to 79 conducted in Boston, Massachusetts. A multistage stratified cluster sampling design was used for the purposes of recruiting equal numbers of persons to prespecified age groups (30-39, 40-49, 50-59 , and 60-79), race and ethnic groups (black, white, and Hispanic), and gender. Interviews for 63.3% of eligible subjects were completed, with a resulting study population of 2,301 men and 3,205 women composed of 1,770 blacks, 1,877 Hispanics, and 1,859 whites. Data were collected between April 2002 and June 2005 during a 2-h interview conducted by a trained, bilingual interviewer, usually in the home. Information collected included urologic symptoms, medical conditions, use of over-the-counter and prescription drugs, anthropometric and lifestyle factors related to health, socioeconomic status, and psychosocial factors. After written informed consent, a venous blood sample (20 mL) was collected. Further details of the study design are available (13) . Informed consent was obtained from all participants, and all protocols and procedures were approved by New England Research Institutes' Institutional Review Board.
Measurement of Androgens. The measurement of testosterone, sex hormone -binding globulin (SHBG), and dehydroepiandrosterone sulfate (DHEAS) in BACH has been reported previously (14) . Briefly, testosterone, SHBG, and DHEAS were measured by competitive electrochemiluminescence immunoassay, whereas luteinizing hormone (LH) was measured by a sandwich electrochemiluminescence immunoassay, on the 2010 Elecsys autoanalyzer (Roche Diagnostics). For LH, the process was as follows. A biotinylated LH antibody and a LH antibody labeled with ruthenium were mixed with the serum sample. The LH in the sample was sandwiched between the ruthenium-labeled and biotinylated antibodies. Streptavidin-coated magnetic microparticles were then added to the reaction mixture to bind the biotinylated antibody. These immunocomplexes were magnetically entrapped on an electrode and the unbound reagents and sample were washed away. A chemiluminescent reaction was then electrically stimulated to generate light, the intensity being directly proportional to the amount of LH present in the sample.
Free testosterone (FT) was calculated using the mass action equations described by Sodergard et al. (15) , with association constants for testosterone taken from Vermeulen et al. (16) . These calculations take into account the concentrations of serum total testosterone (TT) and SHBG. The possible binding of other steroids to SHBG was disregarded. A fixed albumin concentration of 4.3 g/dL was assumed because this was not measured. The association constant of testosterone to SHBG was 1.0 Â 10 9 . The lower limits of detection were 2 ng/dL (0.07 nmol/L) for testosterone, and the day-to-day imprecision values at concentrations of 0.24, 2.75, and 7.01 ng/mL were 7.4%, 2.2%, and 1.7%, respectively; within run, the values at the same concentrations were 4.6%, 1.4%, and 1.1%. For SHBG, the lower limits of detection were 3 nmol/L and the day-today imprecision values at concentrations of 25, 64, and 95 nmol/L were 2.4%, 2.2%, and 2.7%, respectively. Within run, at concentrations of 14, 44, and 204 nmol/L, values were 2.1%, 2.4%, and 2.7%. For DHEAS, the lower limits of detection were 0.1 Ag/dL and the day-to-day imprecision values at DHEAS concentrations of 117, 395, and 984 Ag/dL were 3.6%, 4.7%, and 2.4%, respectively. Within run, at the same concentrations, values were 2.8%, 2.4%, and 1.7%. For LH, the lowest detection limit of this assay is 0.10 mIU/mL and the day-to-day imprecision values at concentrations of 0.54, 27.19, and 50.72 mIU/mL were 5.2%, 2.0%, and 2.0%, respectively. Within run, at the same concentration, values were 1.8%, 0.8%, and 0.8%. All assays used in the study have been approved by the Food and Drug Administration for clinical use. We defined clinically low TT and FT as <300 and <5 ng/dL, respectively, using Endocrine Society guidelines (17) .
Medications. BACH participants were asked to gather all over-the-counter, alternative, and prescription medications in the home used over the past 4 weeks for recording of the label information by the interviewer. In addition, participants were asked separately if they were taking drugs for specific indications, such as high cholesterol and high blood pressure.
Medications named in the self-reported response field and the medication inventory were in turn coded using the Slone Drug Dictionary created by the Slone Epidemiology Unit at Boston University School of Public Health (18) . The coding process identifies drug components and classifies them using a modified form of the American Hospital Formulary Service Drug Pharmacologic Therapeutic Classification System (4 Covariates. Covariates of interest were selected based on prior studies in BACH (14) and published literature, with additional consideration of what variables might also be related to statin use for subsequent evaluation of potential confounding (8) . Age and BMI, weight in kilograms divided by height in meters squared, were examined on the continuous scale. Weight and height were measured by the interviewer. Because of diurnal variation in hormone concentration (19) , we also adjusted for the time interval between awakening and blood draw in all models. Categorical variables included race and ethnicity (black, white, Hispanic), type of health insurance (public only, private, none), marital status, current smoker (yes/no), alcohol use (none, <1 drink per day, 1-2 drinks per day, 3+ drinks per day), Physical Activity Scale for the Elderly score (low, 0-99; medium, 100-249; high, 250+), and socioeconomic status constructed as function of standardized income and education variables for the northeastern United States and reclassified into low, medium, and high (20, 21) . Comorbidity variables were based on participant replies to the query, ''Have you ever been told by a health care provider that you have. . .?'' We included asthma, chronic lung disease, high blood pressure, cancer, kidney disease, dyslipidemia, and type I or type II diabetes as well as a composite cardiovascular disease variable that included any of the following: history of coronary artery bypass surgery or angioplasty, heart attack, angina, irregular heartbeat and/or having a pacemaker, congestive heart failure, transient ischemic attack, stroke, carotid artery surgery, intermittent claudication, surgery or angioplasty for arterial disease of the leg, pulmonary embolism, aortic aneurysm, heart rhythm disturbance, deep vein thrombosis, Raynaud's disease, or peripheral vascular disease. For depression, participants with at least five of eight symptoms on the abridged Center for Epidemiologic Studies Depression Scale were considered as having depression (22) . Medication use in the four groups of medications described above was additional dichotomous variables.
Analytic Sample. Of the 2,301 men in BACH, 42 men found to be taking antiandrogen therapy (flutamide, bicalutimide, nilutamide, and finasteride), leuprolide, progestin, or ketoconazole or taking androgen therapy (testosterone and DHEA) were excluded from the analysis. We also looked for exposures to other drugs known to affect male hormone levels, such as dutasteride, but found none. Three hundred ninety-six men were missing information on blood, whereas 22 men had values 4 SDs from the mean and were considered implausible outliers and excluded. As radiation and/or chemotherapy were assumed to affect hormone levels, 29 men undergoing current treatment for cancer were also excluded. Consequently, 1,812 men were available for the analysis. In the modeling stage, additional exclusions were made (n = 137) due to missing information on covariates and the need to nest models on the same set of participants for valid comparison of estimates, leaving 1,675 men for analysis in the preliminary models and 1,791 men in the final models.
Statistical Analysis. To account for the sampling design, all analyses including models were weighted by the inverse of the probability of selection using SUDAAN statistical software (version 9.0.0; refs. 23, 24) . This allows estimates to be interpreted as representative of the Boston, Massachusetts, population. Weighted means, medians, and interquartile ranges (IQR) were calculated, stratified by statin use. The absolute difference in serum levels of each outcome by statin use can be estimated by subtraction of the means in Table 2 . For example, considering the means for TT adjusted for age and time since blood draw, the difference in means comparing users with nonusers is 394.3 À 445.3 = À51 ng/dL. We modeled the effect of statin use using linear models in SUDAAN. We analyzed their natural (base e) logarithms in regression models, as hormone outcomes exhibited some right skew and data appeared approximately linear on the logarithmic scale.
Each outcome was treated individually. Because exploratory analyses revealed numerous potential confounders (Table 1) and any identified association might be spurious, a multivariate model was used to generate adjusted associations between statin use and our outcomes. The goal of model building was to identify and control for confounders of the main exposure (statin use) and the outcome using a change-in-estimate criterion (25) . Because we had many covariates whose interrelationships were unknown, we chose 15% as a typical or ''middle of the road'' threshold for confounding. In an exploratory phase, candidate confounders were identified NOTE: Of 2,301 men in the BACH study, 42 men were excluded from the analysis for taking medications likely to affect androgen levels or because they were under current treatment for cancer (29 men) . Three hundred ninety-six men had missing values for hormones, and 22 men had hormone values more than 4 SDs from the mean of the natural log distribution and were excluded as outliers. Abbreviations: PASE, Physical Activity Scale for the Elderly; SES, socioeconomic status. *Data were missing on covariates as follows: BMI (5), insurance status (6), socioeconomic status (97), marital status (10), alcohol use (2), activity (15) , dyslipidemia (13) , high blood pressure (6), diabetes (1), chronic lung disease (2), kidney disease (7), and arthritis (7) . Bold indicates that the P value for a m 2 test of independence was <0.05. Comorbidities are any history of the condition, self-reported by the participant as diagnosed by a health care provider. cOverall weighted prevalence of statin use is 12.4% (95% CI, 10.3-14.9). All analyses were weighted by the inverse of the probability of being sampled. Thirteen statin users were on other cholesterol medications: bile acid sequestrants (1), fibric acid derivatives (4), and ''miscellaneous'' cholesterol medications (8) . bThirty nonstatin users were on other cholesterol medications: fibric acid derivatives (17) and miscellaneous cholesterol medications (13).
x As defined by any history of coronary artery bypass surgery or angioplasty, heart attack, angina, having a pacemaker, congestive heart failure, transient ischemic attack, stroke, carotid artery surgery, intermittent claudication, surgery or angioplasty for arterial disease of the leg, pulmonary embolism, aortic aneurysm, heartrhythm disturbance, deep vein thrombosis, Raynaud's disease, or peripheral vascular disease. using a submodel approach. To determine the structure of the final model, a full model was fit, and using backward selection, only those covariates that induced a 15% change in the h coefficient for the statins/outcome estimate were included in the final model (unless borderline and clinically relevant). Our final model was then compared with a minimal model (adjusted only for age and elapsed awake time before blood draw) to consider the effect of the covariates and to judge important confounders. A third set of models containing estimates adjusted for all variables found to confound any association between statins and the five outcomes was estimated.
For interpretation in the tables, natural logarithms were transformed for interpretation as percentage change in serum levels of androgens, SHBG, and LH among men exposed versus unexposed to statins. To enhance interpretability, we back transformed estimates of the regression variables obtained from analysis of log outcome values using the antilog (again, base e) and converted them to model-estimated percentage increases in outcomes per unit increase in predictors. Therefore, for an estimated regression variable h, we obtained (and report) the quantity 100 Â (e h À 1). With respect to statin use specifically, the resulting estimate may therefore be interpreted as the approximate percentage difference in mean testosterone concentrations between statin users and nonusers, as one example. Confidence intervals (CI) were obtained by applying a similar transformation to the 95% confidence limits for h.
Results
The mean age of our sample of male BACH participants was 47.0 (SE, 0.5) and the mean BMI was 28.6 (SE, 0.3). The prevalence of statin use was 12.4%. Statin users (73.4%) were using atorvastatin followed by simvastatin (16.4%), pravastatin (5.1%), lovastatin (2.7%), fluvastatin (1.9%), and rosuvastatin (1.3%; two men were using two types; thus, percentages do not sum up to 100%). The majority (88.3%) of our statin exposure information was recorded in the drug inventory and was also self-reported by the participant; 1.2% appeared in the inventory but was not self-reported, whereas 10.6% was selfreported only. Table 1 presents characteristics of all statin users compared with nonusers. Statin users were different on most covariates. Users were on average 12.5 years older, had a higher BMI, and were more likely to have clinically low TT and comorbid diseases, such as diabetes, high blood pressure, and cardiovascular disease, compared with nonusers. Accordingly, statin users were also more likely to be taking cardiac medications, hypotensives, vasodilators, and diuretics than were nonstatin users. Table 2 presents calculated means (crude means and means adjusted for age and time since awakening), medians, and IQRs for outcomes of interest. Considered crudely, means and medians were lower among statin users than nonusers for TT, FT, and DHEAS, whereas crude means and medians were higher for statin users for SHBG and LH. Differences in crude means were substantial for TT, FT, and DHEAS. Considering adjusted means, differences were most substantial for TT and SHBG. Figure 1 represents the distribution of hormone variables on the natural log scale by age, stratified by statin use. The fact that statin users are older is reflected in the relative placement of the black versus the gray dots. Although the tail ends of the age frequencies are small in frequency and should be interpreted with caution, there is a suggestion that any statin effect for testosterone and SHBG is more profound at younger ages. For LH and FT, there were no substantial differences between the groups. For DHEAS, there was a suggestion that statins may be associated with lower DHEAS in older men, but at younger ages, an effect was absent.
To consider the effect of statins on androgens adjusted for relevant covariates, multivariate linear models for all androgens are presented in Table 3 . All models include age and elapsed time between awakening and blood draw. Because our examination of the statin and outcome relationships in Table 2 (considering adjusted means) and Fig. 1 showed the strongest effects for TT and SHBG, we focus on these in the discussion below. For TT and SHBG, baseline models yield evidence of substantial differences considering statin users and nonusers of comparable age (Table 3 , column 1). However, the significance of the difference in TT was not resistant to control for covariates (Table 3 , columns 2 and 3) and the magnitude of the difference was substantially reduced. In the modelbuilding process, covariates found to be confounders by our (Table 3 , column 2). We also fit a model with a full set of potential confounders (defined as confounding even one of the associations between androgens and statin use and including age, BMI, cardiovascular disease, diabetes, high blood pressure, race, use of alcohol, smoking, use of hypotensives, use of vasodilators, and use of cardiac medications) to both SHBG and TT and found similar results (Table 3 , column 3) with respect to the magnitude and the significance of the association observed in the more parsimonious model. For TT, more than one combination of covariates (i.e., diabetes plus cardiovascular disease or else BMI alone) reduced the TT difference to nonsignificance; adjusting for all covariates simultaneously did not affect the estimate much more (Fig. 2) . Conversely, SHBG differences did not change substantially when the same covariates were added and remained statistically significant (Fig. 2) .
Discussion
Our study results revealed that 237 (12.4%) men in BACH took a statin drug in the prior 4 weeks and that statin users were quite different than nonusers with respect to factors known to affect testosterone (including age, BMI, and the presence of chronic disease; ref. 11). Consistently, substantial unadjusted differences in mean testosterone were present but did not stand up to covariate control. Of a larger candidate list examined, BMI, cardiovascular disease, and diabetes were the most important. We found that statin use was associated with lower levels of SHBG in our models and that these findings were robust when additional covariates were added, but age was the most important. Compared with the unadjusted mean, controlling for age and time since awakening changed the direction of effect on SHBG and increased its magnitude, and further changes on the main effect through addition of covariates were minimal. We did not find an effect of statins on FT, DHEAS, or LH in any of our models.
Placebo-controlled intervention trials examining the effect of statin use on serum testosterone have reported mixed results. Dobs et al. (26) found that 12 weeks of daily treatment with 80 mg simvastatin lowered serum TT by 13.6% (compared with 1.5% in the placebo-treated group; P = 0.09) and bioavailable testosterone by 10.2% (versus an increase of 1.3% in the placebo group; P = 0.03) in men with dyslipidemia. Similarly, Hyyppa et al. (10) noted a significant decline in serum testosterone after 12 weeks of treatment with 20 mg of daily simvastatin. In contrast, low-dose simvastatin (20 and 40 mg daily) and pravastatin treatment did not alter serum androgen or gonadotropin levels in two subsequent trials (9, 27) . Our study of population-based study of community-dwelling men may better reflect the influence of statins on androgen levels in ''real world'' settings, and the generalizability of BACH is known (13) .
We found a relationship between SHBG and statin use even after controlling for BMI and other covariates, including diabetes and cardiovascular disease. SHBG levels were f11% lower in statin users versus nonstatin users in the multivariate analyses (Table 3) . To examine the potential for residual confounding by central adiposity, we also examined the effect of waist circumference but did not find its inclusion with or substitution for BMI in our SHBG models meaningfully changed the results. Although we cannot rule out a direct effect of statins on SHBG metabolism in this study, intervention trials have not shown an effect of statins on SHBG levels in men with dyslipidemia (26) . A more likely explanation for this finding is the effect of circulating insulin on SHBG production. Insulin is a negative regulator of SHBG production in the liver (28, 29) . Ninety percent to 95% of adults with diabetes are insulin resistant and have high levels of circulating insulin (30) . It is likely that, even after controlling for the presence of diabetes, which may or may not be adequately treated, statin users have higher circulating insulin levels than nonstatin users. Higher insulin levels would drive down SHBG levels in these individuals. Consistent with this explanation, low levels of SHBG have been associated with the development of type 2 diabetes and the metabolic syndrome (31) (32) (33) (34) (35) . It is possible, however, that statins have direct effects on SHBG metabolism in some men. Bataille et al. (36) have suggested that SHBG may be directly involved in lipid metabolism because SHBG was an independent, positive predictor of HDL levels in men at risk for cardiovascular disease even after controlling for fasting insulin levels. The relationship between SHBG, statins, and cholesterol metabolism warrants further investigation.
Cholesterol is a required intermediate in androgen synthesis in the testis and adrenal glands, and reducing the available substrate for testosterone and dihydrotestosterone production might suppress circulating androgen levels. Despite the lack of effects of statins on serum androgen levels in this study, we cannot rule out the possibility that statins may modulate steroid synthesis in prostate tissues. Several groups have shown that, in men treated with agents that modulate serum testosterone, tissue androgen levels are relatively unchanged (37) (38) (39) . The mechanisms by which prostatic tissue maintains tissue androgens may include metabolism of adrenal androgens or de novo synthesis from cholesterol (40) . In patients (42) , including increasing prostate epithelial cell sensitivity to apoptosis (43) . Further studies examining the effect of statin use on androgen levels in the setting of prostate cancer therapy are warranted. Our statin users were different from nonusers and were more likely to be older, with larger BMI, and to have other common comorbidities and to be on other medications. Other comorbidities and medications were more prevalent among male statin users than nonusers in the Health Professionals Follow-Up Study and in a recent study of U.S. veterans (8, 44) . The BACH study is a population-based, racially and ethnically diverse sample representative of Boston and provides information on a wide range of behavioral, medication, and anthropometric variables, including factors that have an important influence on testosterone. For testosterone, our results suggest it is important to use an enriched data source to eliminate ''confounding by indication.'' Simplistically, this may occur when persons who receive a particular drug are more likely to have a disease that is in turn related to the outcome under study compared with those not on the drug. In this case, men receiving statins were more likely to have cardiovascular disease and higher BMI, both of which also affect testosterone levels regardless of statin exposure (11, 12) . However, unlike textbook examples of confounding, many relationships likely exist between our covariates, outcomes, and exposure and are not currently well understood. These relationships are difficult to disentangle in a cross-sectional study, such as BACH, but our results suggest it is critical to study relevant covariates.
There are strengths and limitations to our ascertainment of statin use in this study. We did not consider dose, and as such, our study does not examine dose response or address any effects associated with duration of use. As a cross-sectional study, however, duration of use may be more important for an outcome, such as cancer, compared with hormone levels from a one-time blood draw. Our data captured both drugs from self-reported medications field and interviewer-recorded drug names from the drug inventory. A strength of our study is that most our statin exposure information was reflected in a drug inventory. In-home drug inventory collection methods have been found to correspond well with a ''gold standard'' of external pharmacy records (45) . In addition, we had the ability to measure other medications and include them in our analyses, lending more confidence that our findings are not due to a medication correlated with statin use. Our relatively small sample of 237 statin users and the preponderance of atorvastatin limited our ability to consider hydrophobic subtypes of statins (atorvastatin, simvastatin, lovastatin, and fluvastatin) versus other types that have recently been investigated for effects within the statin class (46) (47) (48) . In vitro data suggest that particular statins may be more effective cell cycle inhibitors in prostate cancer cell lines (49) . Recent studies in breast cancer have suggested that the effect of statins on hormone-sensitive cancers may be variable depending on their degree of hydrophobicity (50, 51) . However, a meta-analysis did not show any significant differences between hydrophilic and nonhydrophilic statins on cancer risk (52) . Additionally, an intervention trial comparing low-dose simvastatin and pravastatin effects on serum androgens failed to find a difference between statin types (9) , and so this issue may be less important in our data.
Our statistical models impose a linear shape on our data and added covariates impose further multidimensionality. We transformed our data to better fit the linear model and repeating the models using untransformed data showed generally similar results with respect to the magnitude and direction of effect. The number of statin users made examination of subgroups limited, and we therefore were limited in our ability to consider interactions among our covariates, many of which are correlated with one another.
In summary, in this population-based study, we found that statins were used commonly and users were very different by age and occurrence of comorbid illness and use of other medications than nonusers. After adjusting for these covariates, our data are consistent with the conclusion that statins are unlikely to have a clinically significant effect on circulating androgen levels in our sample of community-dwelling men.
