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Abstract
The level of solar modulation at different times (related to the solar activity) is a central question of solar and galactic
cosmic-ray physics. In the first paper of this series, we have established a correspondence between the uncertainties on
ground-based detectors count rates and the parameter φ (modulation level in the force-field approximation) reconstructed
from these count rates. In this second paper, we detail a procedure to obtain a reference φ time series from neutron
monitor data. We show that we can have an unbiased and accurate φ reconstruction (∆φ/φ ' 10%). We also discuss
the potential of Bonner spheres spectrometers and muon detectors to provide φ time series. Two by-products of this
calculation are updated φ values for the cosmic-ray database and a web interface to retrieve and plot φ from the 50’s to
today (http://lpsc.in2p3.fr/crdb).
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1. Introduction
Measurements of top-of-atmosphere (TOA) cosmic-ray
(CR) fluxes show a clear modulation related to solar activ-
ity (Usoskin, 2013). The imprint of the 11-year solar cycle
is present in secondary particles created in the Earth at-
mosphere (Dorman, 1974, 2004, 2009), as seen in neutron
monitor data (Simpson, 2000). Despite being an integral
measurement (top-of-atmosphere fluxes folded by the at-
mosphere and instrument response), ground-based detec-
tors have been providing monitoring of solar activity since
the 50’s, on a much finer timescale than balloon-borne and
space experiments can achieve, even today.
In this work, we wish to provide a consistent descrip-
tion of modulation levels for cosmic-ray data. This is im-
portant in the context of galactic CR physics as clues on
CR sources (Blasi, 2013) and constraints set on CR trans-
port parameters (Strong et al., 2007) are based on modu-
lated CR data. Similarly, dark matter indirect detection
(Lavalle and Salati, 2012) involves low energy modulated
antiproton and antideuteron fluxes. Unfortunately, the set
of modulation levels provided for space or balloon-borne
CR data (from the original publications) is not homoge-
neous and very patchy (Maurin et al., 2014): each value,
when existing, is based on different assumptions regarding
the IS spectrum (fitted to the experiment data, or resulting
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from different CR propagation models) and the modula-
tion model (from force-field to sign-charge dependent drift
models). This situation is inadequate and unsatisfactory.
Providing homogeneous modulation levels for past and
present CR experiments or providing φ(t) time series are
complementary tasks. In the context of the force-field ap-
proximation (Gleeson and Axford, 1967, 1968), homoge-
neous monthly time series have been derived from NM
data (Usoskin et al., 1999, 2002, 2005, 2011) since July
1936. Note however, that many experiments operate on a
shorter timescale, during which solar activity can signifi-
cantly depart from the monthly average. This is especially
true during solar maximum periods. Moreover, in the last
years, the PAMELA1 (Adriani et al., 2011, 2013a,b) and
AMS2 (Aguilar et al., 2015a,b) experiments provided high
precision proton and helium fluxes. The latter can be used
to improve the IS flux description (Bisschoff and Potgieter,
2016; Corti et al., 2015; Ghelfi et al., 2016), and in a second
step the accuracy of φ time series.
Our approach is based on Usoskin et al. (2011), with
several differences. We build on our recent analysis of
the uncertainties on φ reconstruction from ground-based
detectors data (Maurin et al., 2015, hereafter Paper I).
We also take advantage of our recent re-estimate of the
interstellar (IS) proton and helium fluxes (Ghelfi et al.,
2016). The robustness and consistency of φ time series
from NM data (retrieved from the Neutron Monitor Data
Base, NMDB3) are validated against GCR data φ values
and compared to other ground-based detector data.
1http://pamela.roma2.infn.it.
2http://www.ams02.org.
3http://www.nmdb.eu.
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The paper is organised as follows. In Sect. 2, we re-
call how IS spectra are modulated and folded by the yield
function of ground-based detectors, whose data are used
to reconstruct φ time-series. In Sect. 3, we discuss the en-
hancement factor to account for heavy CR contributions
to count rates. In Sect. 4, the procedure to calculate the
correction factor of a NM station is detailed. In Sect. 5, we
calculate and compare φ time-series (and their uncertain-
ties) as obtained from NM, GCR, Auger scaler, or neutron
spectrometer data. We conclude in Sect. 6. Along with the
paper, we provide an online application to calculate, at any
time in the past, φ values (for any time period) based on
the methodology presented in this paper.
2. Solar modulation and count rates from ground-
based detectors
Count rate detector calculations and measurements,
and their dependence on the environment (geomagnetic
field, meteorological effects, yield function, etc.) are pre-
sented in the comprehensive monographs of Dorman (1974,
2004, 2009). We briefly recall the ingredients of the calcu-
lation and our assumptions.
2.1. From count rates to modulation parameters
A ground-based detector D at ~r = (ϕ, λ, h) measures,
at time t, a count rate ND(~r, t):
ND(~r, t)=
∫ ∞
0
T (R,~r, t)×
∑
i=CRs
YDi (R, h)
dJTOAi
dR
(R, t) dR, (1)
where
• T (R,~r, t) is the transmission function in the geomag-
netic field. In practice, it is very often approximated
by an effective vertical rigidity cutoff Reffc (see, e.g.,
Cooke et al., 1991, for definitions), and this is the ap-
proach we follow here for simplicity. As discussed in
Paper I, using the apparent cutoff rigidity or a sig-
moid can lead to up to 50 MV differences on the re-
constructed φ values (stations with Reffc . 5 GV are
less sensitive to this effect).
• ∑i=CRs runs over all CR species. In practice, the
He flux is rescaled by (1 + sZ>2) in order to sum
over i = H,He only. The factor sZ>2 accounts for
the contribution of species heavier than He (Webber
and Higbie, 2003; Usoskin et al., 2011; Maurin et al.,
2015), relying on the fact that the yield function for
a CR nucleus of atomic mass A is A/4 times that of
a CR helium (Mishev and Velinov, 2011). The analy-
sis presented here updates the discussion of Paper I,
regarding sZ>2 and its uncertainties.
• YDi (R, h) is the yield function, i.e. the detector re-
sponse at altitude h in count m2 sr to a unit intensity
of primary CR species i at rigidity R. Yield functions
are evaluated from the network of NMs (Nagashima
et al., 1989, 1990; Caballero-Lopez and Moraal, 2012)
or from Monte Carlo simulations (Clem, 1999; Clem
and Dorman, 2000; Flu¨ckiger et al., 2008; Matthia¨
et al., 2009; Mishev et al., 2013; Cheminet, 2013).
Our results are based on the Cheminet yield func-
tion (denoted C13) discussed in Paper I, but we also
discuss how using other parametrisations (gathered in
App. B of Paper I) affect the results. We underline
that all Monte Carlo-based calculations used in this
study take into account the geometrical correction fac-
tor discussed in Mishev et al. (2013), which better fit
the latitudinal survey count-rates (see Paper I and Gil
et al. 2015).
• dJTOAi /dR is the top-of-atmosphere (TOA) modu-
lated differential flux per rigidity interval dR for the
CR species i in m−2 s−1 sr−1 GV−1. TOA fluxes are
obtained from a modulation model (and its parame-
ters) applied to IS fluxes.
– Modulation model: in this study, we use the
force-field approximation (Gleeson and Axford,
1967, 1968), in which, for a given species i,
ETOAi
A
=
EISi
A
− |Z|
A
φ , (2)
JTOAi
(
ETOAi
)
=
(
pTOAi
pISi
)2
× J ISi
(
EISi
)
.
In the above expression and throughout the pa-
per, for short, the differential flux per kinetic
energy per nucleon interval is denoted
Ji ≡ dJi
dEk/n
=
A
βZ
dJi
dR
. (3)
This modulation model has only one free pa-
rameter, namely the modulation level φ (which
should not be confused with Φ = |Z|/A× φ).
– J ISi are the H and He IS fluxes used to calculate
TOA fluxes. As discussed in Paper I, the uncer-
tainty on J ISi is one of the main source of uncer-
tainty for φ. As was also underlined in Paper I,
this uncertainty can be decreased taking advan-
tage of recent high precision measurements. We
rely below on the recent non-parametric determi-
nation of the IS H and He fluxes of Ghelfi et al.
(2016), which has a few percent uncertainty in
the GeV/n to TeV/n range.
These quantities, their uncertainties, and their impact
on the determination of φ values were at the core of Paper I
(in particular, see their Table 9), to which we refer the
reader for more details.
2.2. Detector types
We now briefly introduce the three types of ground-
based detectors whose count rates will be used in this
2
study (more details and references can again be found in
Paper I).
Neutron Monitors. Standardised NMs have been widely
used across the world since the 50’s (Simpson, 2000).
They provide count rates with a one per minute fre-
quency. The n-NM64 type consists of n BF3 proportional
counter tubes surrounded by a cylindrical polyethylene
moderator, inserted in a large volume of lead (Hatton and
Carmichael, 1964). Most of the NM counts come from pri-
mary CRs in the range 1 − 500 GV, and the secondary
particles contributing to the rates are predominantly neu-
trons (∼ 87%), but also protons (∼ 8%), and µ− (∼ 5%).
Neutron spectrometers. Bonner Sphere Spectrometers
(BSS) are a set of homogeneous polyethylene spheres with
increasing diameters, each sphere hosting a high pressure
3He spherical proportional counter in its centre. Some of
them include inner tungsten or lead shells in order to in-
crease the response to neutrons above 20 MeV. BSS are
only sensitive to neutrons, in the range 10−2 meV to GeV,
with at best one spectrum per hour for high altitude sta-
tions. BSS were deployed at ground level and mountain
altitudes to characterise the CR-induced neutron spec-
trum for dosimetry and microelectronics reliability pur-
poses (Ru¨hm et al. 2009; Hubert et al. 2013). The knowl-
edge of the atmospheric radiations and their dynamics are
essential issues in the evaluation of the Single Event Ef-
fects, the assessment of radiation risks in avionics/ground
applications and the space environment (space weather).
To study over a long and short period the dynamics of
neutron spectrum from meV to GeV, neutron spectrome-
ters are now operated simultaneously in three high-altitude
stations in medium geomagnetic latitude and Antarctica
environment: the first one was installed at the summit
of the Pic-du-Midi in the French Pyre´ne´es (2885 m above
sea level) in May 2011, the second at the summit of the
Pico dos Dias in Brazil (1864 m asl), and the third one in
the Concordia station (Antarctica 7506’S, 12320’E, 3233 m
asl) since December 2015.
In this analysis, we rely on the acropol4 BSS at the
Pic du Midi (Cheminet et al. 2012a,b, 2013b, 2014). BSS
are used in a NM mode, integrating over the neutron effi-
ciency ENMn (Clem and Dorman, 2000) of a NM times the
BSS neutron fluence ϕBSSn :
NNMX tubes(~r, t) =
X
6
∫ ∞
0
ENMn (Tn) ϕ˙BSSn (Tn, ~r, t) dTn . (4)
We recall that neutrons amount to most (∼ 87%, see Pa-
per I) but not all of the total count rate in NMs.
Auger Scaler data. The Auger Surface Detector (SD) cov-
ers a total area of 3000 km2, and this area is used to
4High Altitude Cosmic Ray ONERA/Pic du Midi Observatory
Laboratory.
exposure determinations at the ultra high energy range.
However, for low energy measurements as the scalers, the
collection area is 16600 m2, corresponding to 1660 wa-
ter Cherenkov detectors (WCD) of 10 m2 (Asorey and
Pierre Auger Collaboration, 2009 ( Lo´dz´; Abreu et al.,
2011; Pierre Auger Collaboration, 2015). The threshold
of the scaler mode is very low with a very high efficiency,
providing a very good sensitivity to secondary particles.
The WCD response indicates that the scalers are dom-
inated by electromagnetic particles with a small contri-
bution of muon (Asorey and Pierre Auger Collaboration,
2011; Dasso et al., 2012; Mas´ıas-Meza and Pierre Auger
Collaboration, 2015). The Auger scaler data (corrected
for pressure) are publicly available (15 min average) since
2005.5 Given a proper modelling of the instrument re-
sponse, these data could be used in principle to reconstruct
φ time-series over this period. We will comment on this
possibility in Sect. 5.2.
3. Contribution of heavy CRs: weight factor sZ>2
Cosmic ray species up to Fe give significant contribu-
tions to the count rates of ground-based detectors (see
in particular Table 1 in Paper I), and species heavier
than He are generally accounted for as an effective en-
hancement sZ>2 of the He flux in the calculation (Web-
ber and Higbie, 2003; Usoskin et al., 2011; Maurin et al.,
2015). Writing N(R, t) =
∫∞
Rc
I(R, t) dR with I(R, t) ≡∑
i=CRs Yi(R, h)dJTOAi /dR, then dropping implicit de-
pendencies and recasting the sum in the integrand, the He
flux enhancement factor sZ>2 is the quantity that solves
I ≡
∑
i
(YJ)i ≈ Y1H×JH +Y4He× (1 + sZ>2)×JHe. (5)
The ≈ sign stems from the fact that neither JH nor JHe
are pure 1H and 4He and that the contribution of nuclei
heavier than He is not a perfect rescaled version of the
He contribution (fluxes of various species are not scaled
versions of one another).
sZ>2 from spline-based fits. The yield functions of nitro-
gen, oxygen, and iron scale to the helium yield function
by their nucleonic number at the same energy per nu-
cleon (Mishev and Velinov, 2011; Mishev et al., 2013).
We assume here that it applies to all nuclei, YA(Ek/n) ≈
(A/4) × Y4He(Ek/n), and because CR nuclei have similar
A/Z ≈ 2, we use the same scaling for nuclei at the same
rigidity, YA(R) ≈ (A/4) × Y4He(R). With these approxi-
mations, the enhancement factor in Eq. (5) becomes
sZ>2 ≈
( ∑
i=Z>2
Ai
dJTOAi
dR
)
/
(
4
dJTOAHe
dR
)
. (6)
5http://auger.colostate.edu/ED/scaler.php.
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As discussed in Paper I, the scaling factor sZ>2 is calcu-
lated for a given rigidity choice.
In practice, we retrieve all data for elements from Li
to Ni up to 1 TV from the cosmic-ray database CRDB6
(Maurin et al., 2014). All the IS fluxes JIS are described
by cubic splines (piece-wise functions defined by polynomi-
als connecting at some knots), shown to better fit the data
than standard single or double power-law functions (Ghelfi
et al., 2016). We then perform a global fit to simultane-
ously constrain the spline parameters for all elements and
the solar modulation levels φ for each data taking period.
The fit is repeated several times, removing at each iter-
ation inconsistent datasets. We checked that accounting
for the isotopic abundances in Z > 2 elements (Lodders,
2003) or assuming elemental fluxes are dominated by their
most abundant isotope gives a negligible difference in the
calculation (∆sZ>2/sZ>2 ≈ 0.2%).
At 30 GV, we obtain sZ>2 = 0.445±0.005 (propagating
the errors from the IS flux determination). This value is
quite sensitive to the rigidity choice, as we obtain 0.414 at
10 GV and 0.454 at 50 GV (rigidity range around which
the contribution to count rates of CR fluxes is maximal, see
Paper I). In any case, the residual of the full contributions
(from all Z > 2 CRs) to the He scaling is lower or at the
percent level of all contributions at all rigidities (see Fig. 1
of Paper I). It is also insensitive to the modulation level
taken (from 200 MV to 1500 MV). We thus have
sZ>2 = 0.445±0.005 (IS fit)±0.03 (scaling approx.). (7)
This result does not account for the yield function scaling
approximation uncertainty, which is expected to be sub-
dominant compared to Y1H and Y4He uncertainties (see
below).
Bias from 3He (in He) and impact on φ. Most of the CR
H and He measurements do not achieve isotopic separa-
tion, so that the standard approach is to take He as 4He
only. This disregards the fact that ∼ 20% (peaking at
∼ 1 GeV/n) of the measured flux is made of 3He, which is
differently modulated (not same Z/A) and gives rise to a
different yield (not same A) than that of 4He. As discussed
in Ghelfi et al. (2016), the pure 4He assumption leads to
an overshoot of ∼ 60 MV in φ determined from CR data.
For NMs, correctly accounting for the 3He and 4He com-
position leads to a +3.5% increase of sZ>2 compared to
the pure 4He assumption (the few percent 2H in H has
no effect on the result).7 However, we find that it has no
impact on the reconstructed φ (see Sects. 4.2 and 5.1).
6http://lpsc.in2p3.fr/crdb.
7Accounting for 3He, we have sZ>2 = 0.460, which is close to
0.480 from Paper I (using parametric fits for the IS fluxes) but dif-
fers from 0.428 (Usoskin et al., 2011) who used different IS flux as-
sumptions. Note that some confusion exists in Paper I regarding the
quoted sZ>2 values: 0.480 was obtained adding Z > 2 CRs only but
accounting for 3He in He, whereas Eq. (6) quoting sZ>2 = 0.611
should have been written s2H+3He+Z>2 = 0.611.
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Figure 1: Correction factors Eq. (9) based on the yield function C13
(Paper I) using BESS97-00 (Shikaze et al., 2007), BESS-PolarI &
II (Abe et al., 2016), and AMS-02 (Aguilar et al., 2015a,b) data
taking periods. The error bars include TOA data errors and NM
data statistical errors (negligible). The weighted average values and
their uncertainties Eqs. (10) and (11) are computed from these data
(empty ‘+’ symbols) or mock data (filled ‘+’ symbols) of the same
experiments (see text for details).
4. Count rate absolute normalisation
Each detector requires an extra normalisation factor
due to its specificities (local environment, electronics, de-
tector). For a station s and a count rate calculated with a
yield function y, at any time t,
Ndatas (t) = k
corr
s, y ×N calcs, y (t) (8)
= kcorrs, y
∫ ∞
Rsc
∑
i=CRs
Yyi (R, h)
dJTOAi
dR
(R, t) dR.
The normalisation is assumed to be independent of time
once any change in the number of tubes over time is ac-
counted for, as indicated in the station specifications (or
identified from jumps in reconstructed φ time-series a pos-
teriori).
4.1. Correction factor kcorrs, y, exp
The correction factor is obtained equating the mea-
sured and calculated count rates at times for which JTOAH,He
fluxes are measured:
kcorrs, y, exp =
〈Ndatas 〉exp
N calcs, y, exp(J
TOA
H,He)
, (9)
where 〈Ndatas 〉exp denotes the count rate average over the
data taking period of the CR experiment.
Were the CR fluxes to be perfectly measured and
the yield and transfer functions perfectly known, kcorrs, y, exp
should not vary from one CR experiment to another. How-
ever, some inconsistencies are known to exist between CR
datasets. For all the calculations below, we restrict our-
selves to experiments that have measured both the TOA
4
H and He fluxes (in a given data taking period), and ap-
ply the consistency-cut criterion discussed in Ghelfi et al.
(2016).8 Because CR data have a limited energy coverage,
each dataset was also completed above 200 GV by the IS
flux from Ghelfi et al. (2016) to properly account for the
small though significant contribution of this energy range
to the total count rates in N calcs, y (exp).
The correction factors per experiment kcorrs, y, exp are
shown as symbols with dashed error bars for several sta-
tions in Fig. 1. Our careful selection of TOA CR data leads
to very stable values. The dashed segments correspond to
∆kcorrs, y, exp obtained by propagating the uncertainties on
the measured TOA fluxes. As expected, these uncertain-
ties decrease in the more recent experiments (more accu-
rate data). The slightly off AMS-02 correction factor for
the Moscow station is at odd with the behaviour observed
for most stations and could be an undocumented station
setup modification (not related to the number of tubes as
the change in the reconstructed φ values is gradual).
4.2. Weighted average correction factor 〈kcorrs, y 〉exp
To obtain a single number for the correction factor and
its uncertainty, we rely on the weighted average estimator
(e.g., Lista, 2015) over CR experiments:
〈kcorrs, y 〉exp =
(∑
exp
kcorrs, y, exp(
∆kcorrs, y, exp
)2
)
(∑
exp
1(
∆kcorrs, y, exp
)2
) , (10)
∆〈kcorrs, y 〉exp =
(∑
exp
1(
∆kcorrs, y, exp
)2
)−1/2
. (11)
The weighted average values are shown with a ‘+’ black
symbol with solid error bars. As a consistency check, the
same weighted correction factors are calculated from simu-
lated TOA datasets for all the above experiments, as gen-
erated from the IS fluxes and solar modulation levels taken
from Ghelfi et al. (2016): the latter values, that should
be free of any residual inconsistencies in the real TOA
datasets, are shown as empty ‘+’ grey symbols in Fig. 1.
The difference observed between the two calculations is
taken as a systematic uncertainty. This gives an overall
uncertainty of
∆〈kcorr〉exp
〈kcorr〉exp = 2.2%, (12)
regardless of the station and yield function considered.
Propagating the uncertainties related to the weight fac-
tor sZ>2 (see Sect. 3) leads to ∆k/k < ±0.1% (uncertain-
ties from J ISZ>2 fits), ∆k/k < ±0.6% (approximation of
a rigidity-independent scaling sZ>2), and ∆k/k = −0.2%
(related to 3He in He), which is sub-dominant in the total
error budget.
8This leads to the exclusion of AMS-01 and PAMELA data (see
Ghelfi et al. 2016 for more details).
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Figure 2: Relative difference (in percent) between the correction
factors 〈kcorrs, y 〉exp defined in Eq. (10) of different yield functions:
N89 (Nagashima et al., 1989), CD00 (Clem and Dorman, 2000),
F08 (Flu¨ckiger et al., 2008), M09 (Matthia¨, 2009), CL12 (Caballero-
Lopez and Moraal, 2012), M13 (Mishev et al., 2013), and C13 (Pa-
per I) used as reference. See text for discussion.
4.3. Impact of the yield function on 〈kcorrs, y 〉exp
The previous results can be generalised to different
yield functions. The latter have different normalisations
and energy dependencies (see, e.g., Fig. 8 of Paper I) and
their scatter gives a fair indication—though probably too
conservative—of the yield uncertainty. Shown in Fig. 2 are
the factors obtained for six yield functions. As discussed
in paper I, Monte Carlo based yield functions (CD00, F08,
M09, M13, C13) include Mishev et al. (2013) geometrical
correction factor, whereas NM-based yield functions do not
(N89, CL129). Overall, there is a ∼ ±25% spread in the
correction factors. Different stations show similar results,
with the same spread for the same yield functions.
We gather in Table 1 the correction factors10 for all
NM stations (in NMDB) for which data are available dur-
ing data taking periods of the CR experiments used in
Sect. 4. This ensures that we have the most reliable nor-
malisation for the count rates of these stations. The ob-
served anti-correlation between the correction factor and
the rigidity cutoff Rc indicates that some of our approxi-
mations/ingredients (rigidity cut-off, yield function, etc.)
introduce a bias. The bias slightly decreases when moving
9All the results presented for this yield function are based on
Eq. (2) of Caballero-Lopez and Moraal (2012) with F0 = 4.37 ·10−4,
P0 = 0.089, a = 0.9, γ1 = 0.748 and γ2 = 61.3, instead of the values
reported in their Table 1 which contains misprints (Caballero-Lopez,
private communication).
10JTOA is the isotropic unidirectional differential intensity I in
(m2 s sr (GeV/n))−1. The omnidirectional or integrated differential
intensity is given by J2 =
∫
IdΩ, whereas the flux, often used as
an input for atmospheric models, is J1 =
∫
I cos(θ)dΩ (see Chap-
ter I of Grieder, 2001). For an isotropic CR intensity, J1 = 2J2.
Whereas M13 uses a weighting factor cos(θ) for the simulated par-
ticles (Usoskin, private communication), we had to multiply by 1/2
all the other yield functions to obtain the correction factors gathered
in Table 1.
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Table 1: Weighted mean averaged correction factors 〈kcorrs, y 〉exp for various stations (ordered by decreasing Rc) and yield functions: N89
(Nagashima et al., 1989), CD00 (Clem and Dorman, 2000), F08 (Flu¨ckiger et al., 2008), M09 (Matthia¨, 2009), CL12 (Caballero-Lopez and
Moraal, 2012), M13 (Mishev et al., 2013), C13 (Paper I). The relative uncertainty on these factors is 2.2% (see Sect. 4.2). For comparison
purpose, we show in square brackets the values obtained from a similar analysis by Usoskin et al. (2011) and in curly brackets by Gil et al.
(2015). These authors use different TOA datasets for the normalisation. We have ∆k/k ≈ 2.2% from Eq. (12), whereas Gil et al. (2015)
report ∆k/k ≈ 0.1%.
Station Rc [GV] h [m] 〈kcorrs, y 〉exp
N89 CD00 F08 M09 CL12 M13 C13
Almaty 6.69 3340 0.751 0.712 0.687 0.570 0.476 0.562 0.861
Rome 6.27 60 0.787 0.802 [0.921] 0.599 0.643 [0.597] 0.540 0.639 {1.151} 0.731
Moscow 2.43 200 0.789 0.784 0.608 0.631 0.520 0.651 {1.241} 0.727
Kiel 2.36 54 0.828 0.817 [0.823] 0.637 0.663 [0.548] 0.570 0.686 {1.185} 0.770
Newark 2.02 50 0.906 0.899 0.697 0.724 0.624 0.750 {1.100} 0.852
Kerguelen 1.14 33 1.100 1.090 [0.990] 0.848 0.878 [0.662] 0.754 0.913 {0.971} 1.010
Oulu 0.78 15 1.070 1.060 [0.948] 0.821 0.850 [0.634] 0.743 0.885 {1.006} 0.963
McMurdo 0.30 48 1.320 1.300 1.010 1.050 0.909 1.090 {0.789} 1.220
Thule 0.30 26 1.210 1.200 0.935 0.968 0.834 1.010 1.120
SouthPole 0.10 2820 1.010 0.993 0.898 0.799 0.701 0.830 1.270
TerreAdelie 0.00 45 1.130 1.120 0.869 0.899 0.789 0.934 1.030
from N89 to C13, which is associated to an expected im-
provement on the yield function description. Our values
are in fair agreement with those of Usoskin et al. (2011),
reported in the table in square brackets. However, they
significantly differ from the results of Gil et al. (2015), re-
ported in the table in curly brackets. The latter analysis
shows a correlation instead of an anti-correlation with Rc,
a difference which is yet to be understood.
At this stage, we do not need to discuss further these
differences. The exact value of the correction factor for
each station is important in the context of fully under-
standing NM devices and their calibration. As investi-
gated in the next section, the important question here is
whether or not these different stations are able to provide
similar φ time series once normalised.
5. Time series: result and comparisons
We briefly summarise the procedure to obtain φ times-
series and uncertainties from NM data: (i) calculate the
contribution sZ>2 to count rate of species Z > 2 CRs
relative to those from He (Sect. 3); (ii) from carefully se-
lected CR TOA H and He data (and using sZ>2), evaluate
the correction factor kcorr for which calculated count rates
match measured count rates for these TOA data taking
periods (Sect. 4); (iii) given IS H and He fluxes (Ghelfi
et al., 2016), sZ>2, and k
corr, search for φNM(t) that min-
imises11 the difference between Ndata(t) and kcorr ×N calc
in Eq. (8): repeated at all times, this provides φ time-series
from count rate time-series.
11We use the Minuit package (James, 1994) from the Root CERN
libraries https://root.cern.ch (Brun and Rademakers, 1997).
5.1. Bias and accuracy of φNM(t) time-series
To evaluate how accurate φNM(t) is, we repeat step (ii)
and (iii) above for each NM station and yield function.
We then compare the relative difference between these val-
ues (calculated for time periods of TOA experiments) and
φTOAexp obtained from the simultaneous determination of IS
fluxes and modulation levels in Ghelfi et al. (2016). To do
so, we again use the CR dataset shown in Fig. 1: the mean
difference over all the associated time periods, i.e.〈
∆φNM
φNM
〉
exp
=
1
nexp
∑
i=exp
φNMs, y [t
start
i ; t
stop
i ]− φTOAi
φTOAi
(13)
is shown in Fig. 3 for all the yield functions and stations
of Table 1. Whereas the correction factor varies by up
to ±25% with the station, 〈∆φNM/φNM〉exp ∈ [−10%, 0].
The Moscow station which was an outlier of the correc-
tion factor analysis (pathological behaviour on the AMS-
02 time period) is also an outlier here. Some stations fare
slightly worse than others and can be disregarded; for in-
stance, NEWK is centred around -12% and ROME has a
stronger dependence (larger spread) on the yield function.
The capability of the method to provide unbiased φ val-
ues from NM data is deduced from Fig. 3. Most of the NM
stations have an average deviation from TOA data of -5%,
but we recall that assuming He to be pure 4He positively
biases φTOA by 60 MV (Ghelfi et al., 2016) whereas it does
not affect φNM (Sect. 3). Decreasing φTOA by ∼ 5− 10%
in Fig. 3 gives an excellent agreement with φNM, so that
we conclude in a mostly unbiased determination of φ using
NM data. At this stage, it is difficult to conclude about
the origin of the remaining differences. It could be related
to some systematics in the less recent CR measurements,
position or time-dependent effects in the count rate calcu-
lation (Rc approximation and/or Rc(t)), the IS flux and/or
6
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Figure 3: Average (over the selected periods of TOA measurements)
of the relative difference between φNM (calculated from NM count
rates, this analysis) and φTOA (calculated from TOA data, Ghelfi
et al. 2016) for various yield functions (symbols) and stations given
in Table 1 (colours). Note that RTERAc = 0.
modulation model, or all of them. As discussed in Paper I,
small differences in any of these ingredients typically lead
to ∼ 50 MV changes for φ (see Table 9 in Paper I). Prop-
erly taking into account the penumbra and non-vertical
incident CRs (e.g., Dorman et al., 2008) as well as time
dependencies of the rigidity cut-off (e.g., Smart and Shea,
2009) seems to be the next step to refine this study, but it
goes beyond the scope of this paper.
The total error budget on φNM reconstruction is ob-
tained by combining all sources of errors tracked and com-
bined at each step of the calculation:
• 〈σφNM/φNM〉y ≈ ±6% is the scatter obtained from the
use of different yield functions (see Fig. 3). It is taken
to be the typical uncertainty on φ from our incomplete
knowledge of the yield.
• 〈∆φNM/φNM〉kcorr ≈ ±11% is the average difference
(over the whole reconstructed time-series) between
value reconstructed from kcorr and kcorrmin,max = k
corr±
∆kcorr from Eq. (12). Ongoing high precision mea-
surements of the H and He fluxes with AMS-02 could
decrease this number.
• ∆φNMJIS ≈ ±25 MV is obtained by propagating the H
and He IS flux uncertainties given in (Ghelfi et al.,
2016).12
For illustration purpose, we show in the top panel of
Fig. 4 modulation levels φNM(t) reconstructed from the
Kerguelen station compared to φTOAexp (and ∆φ
TOA
exp ) calcu-
lated in Ghelfi et al. (2016). The shaded grey area corre-
sponds to ∆φNM obtained by quadratically combining the
errors discussed above.
12Quoting either the relative or the absolute uncertainty relates to
the fact that we found ∆φNM
JIS
to be independent of the modulation
level, whereas for the two first items, it is the case of the relative
uncertainty (see also Paper I that links ∆φ/φ to ∆N/N).
Table 2: Rigidity cut-off, altitude, and data taking periods for the
BSS (Cheminet et al., 2013a) and Auger scaler (Abreu et al., 2011).
The last column presents the correction factor for the BSS and the
relative change on the correction factor applied to Auger scaler in
the corresponding time interval (next-to-last column). See text for
discussion.
Station Rc [GV] h [m] Dates 〈kcorr〉exp
Pic-du-midi
5.6 2885
30/05/2011
0.782‡
(BSS) 14/02/2016
9.5 1400
20/09/2005?
Malargu¨e 11/07/2007
(-2%)†
(Auger scaler) 20/07/2010
(-2%)
18/08/2015
‡ BSS used in NM mode only accounts for 87% of the particles
detected by a NM.
? Data from 01/03 to 20/09 are based on a different WCD
threshold (Abreu et al., 2011) and are discarded.
†This correction was identified a posteriori in the reconstructed
φscaler(t), in agreement with the description given at
http://auger.colostate.edu/ED/scaler.php?spec=1.
5.2. Comparison to other types of ground-based detectors
We repeat the above steps to extract φBSS(t) and
φscaler(t) time-series from the Pic-du-Midi BSS data
(Cheminet et al., 2013a) and Auger scaler data (Abreu
et al., 2011) respectively. Table 2 indicates the rigidity
cut-off and altitude for these detectors, as well as their
data taking periods (available as of the writing of this pa-
per). As illustrated in Fig. 4, very few of our selected CR
data measurements overlap with these data, namely AMS-
02 only for BSS, and AMS-02 and BESS-PolarII for Auger
scaler.
BSS: kcorr, φBSS(t), and uncertainties. BSS are sensitive
to neutrons, which represent 87% of the total count rates
seen by a NM. A perfectly well calibrated BSS should re-
quire a correction factor of 0.87, whereas we find 0.782
(see Table 2). This shows that BSS devices are as well
calibrated but as sensitive to their environment as NM de-
vices. We also have ∆φBSS(t) ≈ ∆φNM(t) (see bottom
panel of Fig. 4) because of the similar origin for the un-
certainties: yield function scatter (±6%), correction factor
(±11%) and IS flux (±25 MV) uncertainties. However, rel-
ative to φNM(t), φBSS(t) shows a strong yearly variation.
As discussed and estimated in Paper I, an increase of the
snow coverage for the Pic-du-midi station is responsible
for a −7% drop of count rates (see Table 9 of Paper I),
leading to a 230 MV (resp. 460 MV) increase for the ref-
erence modulation level of 500 MV (resp. 1000 MV). This
is typically the amplitude observed on the plot. This effect
strongly biases φBSS time-series and needs to be corrected
for in order for BSS to be used for this purpose. Con-
versely, BSS data could help calibrating the snow coverage
effect in NM data for station suffering from snow falls.
Auger scaler vs µ-like detectors. The public Auger scaler
data, when accounting for the WCD response are mostly
7
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Figure 4: Top panel: ten-days average 〈φNM〉 time-series (solid line)
and uncertainties (shaded area) displayed along with φTOA (Ghelfi
et al., 2016) for illustration. We underline that φNM calculated on the
exact BESS97 time interval is much lower than the 10-days average
and in full agreement with φTOA. Bottom panel: comparison of ten-
days average 〈φNM〉 (grey), 〈φscaler〉 (red), and 〈φBSS〉 (blue) time-
series. The symbols show the CR TOA data available to calculate
the correction factor for BSS and Auger scaler data. See text for
discussion.
sensitive to electromagnetic secondary particles (Asorey
and Pierre Auger Collaboration, 2011; Dasso et al., 2012).
The Pierre Auger collaboration also recently presented
data from the so-called histogram mode in which vertical
muons become dominant (Mas´ıas-Meza and Pierre Auger
Collaboration, 2015). Waiting for these data, our analy-
sis is based on the scaler mode, assuming nonetheless a µ
yield function (Paper I) for the calculation. This provides
a worst case reconstruction of φscaler(t) on which the use
of the histogram mode data could improve in the future.
This also illustrates the expected uncertainties for ‘real’ µ-
like detectors, which is the main goal of this section. Given
these limitations, we note that the agreement observed in
Fig. 4 between φscaler(t) and φNM(t) is already very en-
couraging.13 The shaded area shows the uncertainty band
calculated from the use of a µ yield function in the analysis.
13We are aware of some efficiency effects of the detectors that are
relevant for long term studies (Mas´ıas-Meza and Pierre Auger Col-
We recall that compared to NMs, µ detectors are sensitive
to higher energy primary CRs (typically 100 GeV/n, see
Fig. 10 in Paper I) that are less sensitive to solar mod-
ulation. The relative count rate changes are smaller for
µ detectors than for NMs. Consequently, whereas the
correction factor uncertainty ∆kcorr/kcorr = 3.6% (from
AMS-02 TOA data uncertainty only) is similar to that
for NMs (mostly dominated by AMS-02, see Fig. 1), the
uncertainty on φ is much larger for µ (∆φµ = 310 MV)
than for NMs (∆φNM/φNM = 11%). The remaining un-
certainties estimated in this paper are subdominant: the
muon yield function is well known (see Paper I) and the
uncertainty from the IS flux is sightly smaller (±18 MV)
than for NMs (±25 MV)—the IS flux is better constrained
(Ghelfi et al., 2016) in the energy range relevant for µ de-
tectors. However, we underline that the temperature ef-
fects (Dmitrieva et al., 2011), if not corrected for, can lead
to ∆φµ . 300 MV (see Table 9 in Paper I).
5.3. Comparison between CR data, different stations, and
previous calculations
CR TOA data and NM data date back to the 50’s, so
that the stability and robustness of φ time series can be
tested between various stations and detectors, comparing
φNM(t) and φTOA values. It is also interesting to com-
pare our long-term NM time-series to the one published
by Usoskin et al. (2011). This is shown in Fig. 5, where
our final results (panels labelled ‘Results from this analy-
sis’) are discussed and compared to Usoskin et al. (2011)
results (panels labelled ‘Comparison plot’).
Comparison of φNM and φTOA values. The top panel
shows the NM modulation level time series (monthly aver-
age) reconstructed from 1953 to 2015 for the KIEL station
(solid line); the shaded area corresponds to the 1σ uncer-
tainties obtained from the propagation of all uncertainties
discussed in previous sections. Using the same IS flux hy-
pothesis (Ghelfi et al., 2016) as for the calculation of φNM,
we fit φTOA (symbols) to H (or 1H) and He (or 4He) TOA
CR data retrieved from CRDB (Maurin et al., 2014). The
error bars on all the points are calculated from propagat-
ing the uncertainty on both the CR data points and the
IS fluxes. A fair agreement between the two sets of val-
ues is seen over the whole time period, be it for data from
balloon-borne or satellite experiment, from fits to He data
only (in some of the early experiments) or to p and He
data.
We recall that a perfect match is not expected since
most of the TOA data have a data taking period of a
laboration, 2015). At the time of preparation of this manuscript, long
term efficiency corrections of the scaler rates were not available for
the data publicly released by the Auger Collaboration. For a prelim-
inary description of this correction and its effects, see Mas´ıas-Meza
and Pierre Auger Collaboration (2015). The Auger Collaboration is
working to steer this study towards a journal publication, following
which the public data will be updated.
8
1955/01 1960/01 1964/12 1969/12 1975/01 1980/01 1984/12 1989/12 1994/12 2000/01 2004/12 2009/12
 
 
 
 
[M
V]
φ∆
 ±
 φ
400
600
800
1000
1200
1400
1600
AMS-01
AMS-02
 1.5 GV)≈
c
(@R
Balloon flights
(high latitude)
Balloon flights
LEAP
SMILI-I
SMILI-II
MASS89
MASS91
CRRES
IMAX92
CAPRICE94
CAPRICE98
BESS93...
... BESS00
BESS-TeV
BESS-PolarI
BESS-PolarII
EPHIN...
ISEE3-MEH
PAMELA
Voyager1
IMP3, 4, 5, 7, 8
Pioneer
OGO1
Discoverer
IS flux = Ghelfi et al. (2016)
From CR data
NM: KIEL (monthly avg.)
this analysis
Results from
1955/01 1960/01 1964/12 1969/12 1975/01 1980/01 1984/12 1989/12 1994/12 2000/01 2004/12 2009/12
 
 
 
 
[M
V]
φ∆
 ±
 φ
400
600
800
1000
1200
1400
1600
IS flux = Burger et al. (2000)
From CR data
NM: Usoskin et al. (2011)
Comparison plot
1955/01 1960/01 1964/12 1969/12 1975/01 1980/01 1984/12 1989/12 1994/12 2000/01 2004/12 2009/12
 
 
[%
]
φ
 
/ φ
 ∆
-40
-20
0
20
40
OULU AATB KERG MCMU NEWK SOPO TERA THUL NM station comparison
(THUL - KIEL) / KIEL
)φ/φ∆KIEL (
this analysis
Results from
1955/01 1960/01 1964/12 1969/12 1975/01 1980/01 1984/12 1989/12 1994/12 2000/01 2004/12 2009/12
 
 
[%
]
φ
 
/ φ
 ∆
-40
-20
0
20
40
60
80
 1.5 GV)≈
c
(@R
Balloon flights
(high latitude)
Balloon flights
AMS-01
AMS-02LEAP
SMILI-I
SMILI-IIMASS89
MASS91
CRRES
IMAX92
CAPRICE94
CAPRICE98
BESS93...
... BESS00
BESS-TeV
BESS-PolarI,II
EPHIN...
ISEE3-MEH
PAMELA
Voyager1
IMP3, 4, 5, 7, 8
Pioneer
OGO1
Discoverer
IS flux = Ghelfi et al. (2016)
KIELφ) / KIELφ - CRφ(
)φ/φ∆KIEL (
this analysis
Results from
1955/01 1960/01 1964/12 1969/12 1975/01 1980/01 1984/12 1989/12 1994/12 2000/01 2004/12 2009/12
 
 
[%
]
φ
 
/ φ
 ∆
-40
-20
0
20
40
60
80 IS flux = Burger et al. (2000)
USO11φ) / USO11φ - CRφ(
)φ/φ∆USO11 (
Comparison plot
Figure 5: Two top (bottom) panels: (residuals of) φTOA reconstructed from proton and helium CR fluxes, and monthly average 〈φNM〉(t)
time-series from NM data. The first (fourth) panel shows the results of this analysis based on the IS flux of Ghelfi et al. (2016) to calculate
both φTOA and φNM, while the second (last) panel is based on the IS flux hypothesis of Burger et al. (2000), showing the corresponding NM
time-series directly taken from Usoskin et al. (2011)—denoted USO11. The references for CR data are given in Appendix A. We underline
that several experiments in the 50’s took place at locations with 1.5 GV rigidity cut-off (empty circles), so that the reconstructed φTOA may
be biased for these data. Central panel: residuals between NM calculations from various stations and KIEL station (used as a reference). In
all the panels, the grey shaded area shows the 1σ uncertainty estimated on φNM, from the full propagation of errors described in this work
(panels 1, 3 and 4) or from Usoskin et al. 2011 analysis (panels 2 and 5). In all panels (but panel 3), the 1σ error bars on φTOA are calculated
accounted for IS flux uncertainties (see Ghelfi et al. 2016). See text for discussion.
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few hours (during which large solar variations can hap-
pen) whereas, for the sake of legibility in this panel, the
NM-reconstructed values are calculated on a monthly av-
erage. To be more quantitative, the fourth panel shows the
residuals of the difference with φNM(t) calculated on the
appropriate time interval for NMs, i.e. an interval match-
ing that of the CR data taking period. There is a trend
for larger differences during strong solar activity (large φ)
periods than during low solar activity. This may partly
be due to a limitation of the force-field approximation at
low energy (e.g., Caballero-Lopez and Moraal, 2004) but
also, as suggested by the improving agreement over time,
from underestimated or systematic uncertainties in older
CR data. From 1994, a typical 20% difference remains be-
tween the two sets of values, which is almost completely
accounted for (at the 1σ level) by the uncertainties in both
reconstruction (grey area for NMs, and error bars for TOA
CR data).
Comparison of φNM from various stations. The third
panel shows a comparison of the reconstructed 〈φNM〉(t)
time-series (monthly average) from various NMs over 60
years (broken lines correspond to periods without data for
the stations). Whereas our ‘calibration’ procedure is based
on CR data from the 1997-2015 period, the agreement be-
tween stations (at very different rigidity cut-off, see Fig. 3)
is very good down to the starting date of these devices.
The residual of some stations (w.r.t. KIEL) is correlated
with the solar activity (e.g., THUL and SOPO), indicat-
ing that choosing these stations would probably slightly
improve the agreement between φTOA and φNM values. In
any case, most of the stations are within 1σ (grey band) of
the reference (arbitrarily chosen to be KIEL): SOPO shows
more variation, and some trend to depart from other sta-
tions is seen when moving back in time for KERG and
TERA. This may be related to the long time evolution of
the rigidity cut-off (Smart and Shea, 2008a,b, 2009), esti-
mated to lead to a factor of 2 change in φ over 50 years
(∼ 13 MV per year at most, see Maurin et al. 2015). As
shown in Fig. 3 of (Smart and Shea, 2008b), the maxi-
mum variation is located around the Atlantic ocean and
the South Atlantic Anomaly. In particular, THUL is in the
northern hemisphere, close to zones of increase of the rigid-
ity cut-off, whereas SOPO is at the south pole, closer to
regions of decreasing variation. An increase (decrease) of
Rc corresponds to a decrease (increase) of φ (Maurin et al.,
2015), which would move the time-series for THUL and
SOPO in the desired direction (see third panel of Fig. 5).
This is of course a very naive interpretation of a difference
that could have another origin (e.g., a setup change in the
station). Given the agreement and precision that is now
reached between the stations, it would be interesting to
estimate the variation of Rc over the last 70 years for all
the stations. Also, although we have only shown a couple
of station, our analysis could easily be extended to other
stations. This is left for future investigations.
Comparison with Usoskin et al. (2011) calculation. A ref-
erence calculation in the field is the time-series of Usoskin
et al. (2011), based on a different IS flux hypothesis;
namely Burger et al. (2000). We report their monthly
average values14 〈φNM〉(t) in the second panel of Fig. 5
(solid line and shaded area). Compared to our calculation
(top panel), Usoskin et al. (2011) have a larger amplitude
of variation: for solar minimum (maximum) periods, they
obtain smaller (larger) modulation levels. Also, Usoskin
et al. (2011) calculation is based on a weighted mean over
several NM stations and yield functions, leading to uncer-
tainties that are smaller than the one we have (∼ 5% vs
∼ 10%). In the same panel, we also recalculate φTOA val-
ues from the same CR TOA dataset as in the top panel,
but using Burger et al. (2000) IS flux. This choice leads to
. 200 MV lower modulation levels for several sets of data
(OGO1, SMILI-II, CRRES, BESS, etc.) compared to the
top panel values obtained with Ghelfi et al. (2016) IS flux.
This is related to the fact that different experiments cover
different energy ranges and that the differences between
Burger et al. (2000) and Ghelfi et al. (2016) fluxes are en-
ergy dependent. A comparison of 〈φNM〉(t) to φTOA shows
a better agreement for Usoskin et al. (2011) analysis than
for ours before the 90’s. In particular, a surprisingly good
agreement is obtained before 1964 (second panel), whereas
we obtain a very different behaviour (top panel). The third
panel shows that using THUL and MCMU instead of KIEL
in our analysis would provide a behaviour closer to the
one observed by Usoskin et al. (2011) in this period. How-
ever, for the present period (after 2004), 〈φUSO11〉(t) over-
shoots. For a more quantitative view, the bottom panel
shows the residuals of the difference between TOA and
NM calculations. A comparison of the next to last and
last panels shows that where the TOA CR data precision
is best and most reliable, our calculation is more success-
ful. The seemingly better agreement at earlier periods for
Usoskin et al. (2011) suggests that any effect that would
impact differently the low and high energy range of the
TOA spectrum could probably improve the agreement be-
tween NM and pre-90’s low-energy CR TOA data (ISEE,
IMP, balloons). This is exactly the features more evolved
modulation models provide, and this would be interesting
to investigate in a future study. On the other hand, one
cannot exclude that systematics in the CR data are the
main reason for the remaining differences.
6. Conclusions
We have revisited and extended the analysis of Usoskin
et al. (2011) to refine the calculation of φ time series (and
uncertainties) from three type of ground-based detectors
(NM, BSS and µ-like detectors):
• Our analysis benefits from the improvements made on
the determination of the H and He IS fluxes and their
14http://cosmicrays.oulu.fi/phi/Phi_mon.txt.
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uncertainties (Ghelfi et al., 2016). The associated er-
ror ∆φJIS is estimated to be no more than ±25 MV
for NMs and BSS, and ±18 MV for µ-like detectors, to
be compared to the at-the-time conservative 200 MV
of Paper I.
• A common assumption to calculate count rates is to
fold the H and He TOA fluxes by the yield function,
accounting for Z > 2 CRs as an enhancement fac-
tor sZ>2 for He. Following the minute approach of
Ghelfi et al. (2016) to extract Z > 2 IS fluxes, we find
sZ>2 = 0445± 0.03. This uncertainty comes from the
assumption of a rigidity-independent enhancement,
which at present provides a negligible contribution to
the total error budget of φNM,BSS, µ(t). Improvements
in the calculation of φNM will however require to use
an energy-dependent scaling to keep this uncertainty
subdominant.
• The uncertainty from the yield function is esti-
mated from the scatter obtained when using different
parametrisations, leading to (σφ/φ)y ≈ 6% for NMs
and BSS (negligible for µ). Actually, most of the yield
function uncertainty is absorbed in the correction fac-
tor kcorr that must be estimated for each detector (to
account for environment effects). The spread in count
rates from the scatter of the yield function, taken at
face value, leads to a 25% scatter on φ (as estimated in
Paper I), but gives the above 6% spread on φNM,BSS
when all the calculation steps are carried out.
• A key step is the calculation of kcorr, which is tackled
by the use of carefully selected TOA CR data on which
to normalise the detector. This allows us to reduce the
uncertainty to ∆kcorr/kcorr = ±2.2% (±3.6% for µ),
leading to a ±50 MV uncertainty for NM and BSS,
and ±310 MV for µ. This is the dominant source of
uncertainty, by far for µ-like detectors, but it could be
decreased as more TOA measurements become avail-
able.
This analysis shows that with an improved IS flux de-
scription, φ values extracted from NM data are now in
agreement with those extracted from TOA data—a similar
conclusion was recently reached by Usoskin et al. (2015)
analysing a Forbush decrease. The two sets of data are
complementary: NM count rate data have a good time
sampling and a stable setup over time, which are useful
properties to reconstruct robust φ time series; CR TOA
data, though scarcer and sometimes suffering from system-
atics, provide differential fluxes with increasing precision
(as new instruments and techniques are used) that help to
properly calibrate IS fluxes and φ time series.
Further improvements of φNM(t) time-series would re-
quire to take properly into account the Earth geomagnetic
field and its long term evolution (for a better descrip-
tion of the transmission function). Improving on the yield
function parametrisation and taking advantage of ongoing
TOA measurements to further reduce the IS flux uncer-
tainties is also desired. For the other detector types, BSS
data show promising potential for intercalibration with
NM data, in particular their complementarity to study
snow falls effects on the neutron spectrum and count rates.
Modulation time-series from µ detectors suffer from larger
uncertainties than those from NM (due to the precision of
TOA data used to calibrate their efficiency), but they also
are complementary as they are not sensitive to the same
uncertainties. In this respect, future Auger data from their
histogram mode (µ-like counter) are awaited to further in-
vestigate this complementarity.
To conclude, we refer the interested reader to http:
//lpsc.in2p3.fr/crdb, where we provide an online tool
to extract φNM(t) time series, and/or the average 〈φNM〉∆t
on a given time interval, and/or modulated fluxes, based
on this analysis. The new φNM(t) values are also used
to provide homogeneous sets of values for all CR data in
CRDB.
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Appendix A. References for CR data
Due to a lack of space in the caption of Fig. 5, the list
of references associated to the CR data shown is presented
in this appendix:
• Space-based experiments: Discoverer (Stone, 1964),
OGO1 (Comstock et al., 1969), Pioneer8 (Lezniak
and Webber, 1971), IMP 3, 4, 5, 6, 7 and 8 (Fan
et al., 1965, 1966; Balasubrahmanyan et al., 1966;
Hsieh, 1970; Hsieh et al., 1971; Garcia-Munoz et al.,
1975; Mewaldt et al., 1976; Beatty et al., 1985),
Voyager1-HET (Webber and Yushak, 1983), ISEE3-
MEH (Kroeger, 1986), CRRES (Clayton et al., 2000),
EPHIN (Ku¨hl et al., 2016), AMS-01 (Alcaraz et al.,
2000a,b), PAMELA (Adriani et al., 2011, 2013b,
2016), and AMS-02 (Aguilar et al., 2015a,b);
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• Balloon-borne experiments: LEAP (Seo et al., 1991),
MASS 89 and 9115 (Webber et al., 1991; Bellotti et al.,
1999), SMILI-I and II (Beatty et al., 1993; Wefel et al.,
1995), IMAX92 (Menn et al., 2000), CAPRICE 94
and 98 (Boezio et al., 1999, 2003), BESS93 to BESS-
PolarII (Seo et al., 2001; Wang et al., 2002; Shikaze
et al., 2007; Abe et al., 2016);
• Unnamed balloon-borne flights from the 50’s through
the 80’s: McDonald (1956, 1957, 1959); Fowler et al.
(1957); Freier et al. (1958); McDonald and Webber
(1959, 1960); Aizu et al. (1961); Meyer and Vogt
(1963); Webber and McDonald (1964); Fichtel et al.
(1964a,b); Ormes and Webber (1964, 1968); Freier
and Waddington (1965a,b, 1968); Balasubrahmanyan
et al. (1966); Courtier and Lenney (1966); Badhwar
et al. (1967); Durgaprasad et al. (1967); Foster and
Schrautemeier (1967); Hofmann and Winckler (1967);
Rygg and Earl (1971); Ryan et al. (1972); Smith
et al. (1973); Garrard et al. (1973); Rygg et al.
(1974); Leech and O’Gallagher (1978); Bogomolov
et al. (1979); Webber and Yushak (1983); Webber
et al. (1987).
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