ABSTRACT Detection methods based on 2-D images tend to extract the color, texture, shape, and other appearance features of objects. However, in complex scenes, the detection results using these methods are often influenced by shadows, occlusion, and resolution. In this paper, a disparity-proposal-based detection method that rapidly extracts candidate frames of the detection objects on the basis of stereo disparity and ensures the robustness of the candidate frames under different perturbations is proposed. Furthermore, depth information is used to construct multi-scale pooling layers, allowing objects of different sizes to activate different layers at different levels. The detection model incorporates 2-D image features and 3-D geometric features and overcomes the limitations of the 2-D detection methods (absence of depth information) by using disparity features. Based on the experimental results, this method effectively achieves on-road object detection in complex scenes.
I. INTRODUCTION
On-road object detection refers to the identification of the positions of vehicles, pedestrians and other objects in traffic images. Higher-level processing tasks, such as object tracking and understanding road behavior, are fundamental for traffic image processing. However, in practice, many issues, such as occlusion, shadows and long-range object detection, are challenging in traffic scene detection [1] . Therefore, researchers are committed to designing robust algorithms to inhibit the impacts of these factors and improve the adaptability and accuracy of the algorithms.
In object detection in static images, the objects are mainly detected according to their color, texture, shape and other appearance features. These methods detect objects in a single frame image and usually involve two principal steps.
(1) Extraction of object features: accurate feature selection is extremely important for the overall performance of the object detection method. The existing object detection methods tend to select the features of the entire object or a component of the object, such as symmetry, color, edge, contour, texture and shadow, to describe the object appearance [2] .
For vehicles, the commonly used components include the taillights, windows and wheels [3] . (2) Object detection models based on appearance features: such models can be divided into deformation component models, machine learning methods and probabilistic graphical models. Object recognition methods based on component models decompose objects into a series of components to improve the positioning accuracy and reduce false alarms due to the relationships among the modeling components [4] . Probabilistic graphical models calculate the posterior probability of objects based on the observed image data and prior knowledge [5] . Machine learning methods are usually based on manually or automatically selected training data. Machine learning methods involve the important feature of supervised learning of training samples and apply trained classifiers to object detection; thus, this approach requires a substantial amount of manpower to annotate the training data. The annotations can constitute simple image categories, complicated objects in each segmentation image or all components of the objects. The commonly used methods include support vector machines (SVMs) [6] , AdaBoost [7] and neural networks [8] . The learned classifiers classify or identify objects based on the appearance features of the classification objects.
Notably, feature extraction methods based on deep learning have recently made great progress in object detection [9] - [11] . A previous study [12] presented the following two object detection strategies to achieve accuracy and efficiency: scale-dependent pooling and layer wise cascaded rejection classifiers. Another study [13] improved the object detection performance by automatically identifying suitable contextual information for single shot detectors. Furthermore, a study [14] improved the method proposed in [10] and constructed cascading binary classifiers for the proposal generation and classification stages to achieve more precise object detection. A study [15] introduced a novel region proposal network that uses subcategory information to guide the proposal generation process and a new detection network for joint detection and subcategory classification. Another study [16] performed multi-scaling of data provided in a previous study [10] to enhance the detection of small objects. Deep neural networks allow computers to automatically learn model features and apply the feature learning to model construction, thereby reducing the incompleteness caused by artificial design features. These methods normalize the features in the region of interest pooling layers, input the features into different full connection branches, perform parallel regression analyses to compute the feature classifications, calculate the coordinates of the bounding boxes, and generate object detection models that are strongly correlated with the assigned visual tasks via multiple iterative training.
However, many problems exist in applying detection methods based on 2-D images to complex scenes. (1) Object shadows are often detected as a part of moving objects under intense lighting conditions. Shadows connect separated detection objects, thereby adding difficulties to accurate detection. In addition, shadows change the shapes of the extracted foreground objects, which, in turn, influences object identification and tracking. (2) Occlusion, which causes missed detections, is another challenge in object detection. When a camera is fixed at a low angle or the road is blocked, vehicles and pedestrians may only have certain information visible in the image. (3) Due to low pixels, most features of long-range objects in traffic scenes are missing, which poses a great challenge in object detection. An effective solution is to perform multi-scale detection of objects at different pixel levels [17] . Notable, this method is only applicable to scenes with single detection objects (i.e., only vehicles in the scene) and simple backgrounds (i.e., the camera is fixedly installed at a high position on the road and the ground is the background). If a scene contains non-vehicle objects, such as pedestrians and non-motor vehicles, or the camera is fixed at a low angle, the detection accuracy could be significantly reduced.
The use of 3-D modeling can solve all these problems. Sullivan et al. [18] transformed the wireframes of 3-D vehicle models into gradient images, mapped these images to camera images and considered the optimal matching results the object detection results. These authors considered different vehicle models, including SUVs, sedans and hatchbacks. Lou et al. [19] used model edges as the main features to identify vehicle positions and postures. Although methods based on 3-D models are effective in solving occlusion and shadow problems, a trade-off between prior knowledge and the computation complexity of the models exists. Constructing accurate 3-D models is challenging because synthesized 3-D models are not precisely the same as the real objects. For example, lighting usually influences real objects. Another difficulty in 3-D modeling is the adaptability of different types of objects. Building a model that is suitable for all types of objects is nearly impossible. If the 3-D model has a simple structure and places few constraints on objects, the objects may not be accurately and easily identified. If the model is too complicated, its application range is limited [20] . A previous study [21] , [22] proposes a stereo-based vehicle detection method. This method uses depth to compute a pointcloud and conduct all reasoning in the 3-D domain. However, the corresponding point matching algorithm in stereo vision requires high computational costs and long computational times, thereby failing to meet the requirements of realtime detection [23] . Thus, a disparity projection detection method using Fourier transformation has been proposed [24] to solve the computational problems associated with the traditional corresponding point matching algorithm. The binocular vision detection method acquires 3-D quantitative information from complex road conditions in real time, avoiding the modeling of 3-D vehicles. However, according to the experimental data of KITTI, the result of [24] is not superior to a 2-D method in detection accuracy in moderate mode, although it is superior in the case of multiple occlusions. Because the simple extraction of gradient features in [24] easily causes the absence of appearance features. Therefore, in this paper, fusion models are established considering both 3-D spatial and 2-D image features to improve the object detection accuracy.
In this study, we investigate road object detection using a disparity model based on the fusion model. We utilized a previously described method [24] to rapidly and accurately calculate the disparity and scene depth. A depth-based multiscale fusion model is proposed to map the bounding boxes obtained from 3-D scenes to 2-D images, extract the appearance features using convolution neural networks (CNN), and apply the results to 3-D models. The proposed depthbased multi-scale method is free from the influence of complicated backgrounds. This method achieves accurate scale division based on the depth value and maps inputs of different sizes to a fixed-scale feature vector.
In summary, the main contributions of our paper are as follows. (1) A depth-based multi-scale method is adopted to solve the detection problem of low-resolution objects in traffic scenes. The depth-based multi-scale method, which is free from the influence of complicated backgrounds, achieves accurate scale division based on the depth value. Furthermore, fixed-dimension features of any size can be extracted VOLUME 6, 2018 from all regions of the feature map in the subsequent CNN detection, allowing the subsequent classification of each region to be performed normally. (2) We use a disparityproposal-based fusion model that not only solves the absence of appearance features caused by the simple extraction of the gradient features from 3-D models but also addresses the impact of shadows and occlusions on detection methods based on appearance features. This paper is organized as follows: Section 2 describes the fusion model. Section 3 introduces the implementation details (structure, parameters, etc.) of the object detection methods, including a disparity region-based proposal extraction method, a disparity based multi-scale pooling method and a fusion model using deep learning networks. Section 4 utilizes the KITTI dataset to validate the proposed method and verify its effectiveness by performing a quantitative evaluation and a comparison experiment. Section 5 presents the conclusions.
II. DEPTH-BASED MULTI-SCALE FUSION MODEL
Our algorithm is based on a binocular stereo vision algorithm. The relationships between the space target point and the binocular vision measurement system are calculated using Eq. (1):
According to the calibration results, the internal and 
according to Eq. (1), the following equation could be calculated as Eq. (2):
Previous studies have solved the robustness and realtime problems of the corresponding point matching in binocular stereo vision under weak texture conditions [24] . Therefore, the depth value Z C 1 of the stereo pairs can be obtained rapidly and accurately using Eq. (3)
As shown in Eq. (4), the object features are divided into structural features and depth features. The features extracted from 2-D images are considered structural features, while the features extracted from disparity maps are considered depth features. The segmentation scale s is determined by the depth of the disparity. The loss of the whole multi-task framework can be formulated as follows:
The evaluation classification costs of the structure layer are determined by the probability of image classification U , and the depth features are obtained from the disparity features. Since the appearance features of objects are ignored, we only focus on the gradient changes in the depth of the objects in vehicle boxes and extract the gradient features in this direction. According to the probability of the classification gradient G (x, y), L depth = −logp G . The parameters λ 1 , λ 2 in Eq. (4) are used to control the balance between the two task losses. The value of λ 1 is smaller, and the value of λ 2 is larger in areas with deeper Z C 1 values. However, the parameters λ 1 , λ 2 are also limited by the computation. Through the comparative experiments, we find that when λ 1 = 0.8, λ 2 = 0.3lnZ C 1 , the detection effect and efficiency can be well balanced. The reason is that in the deeper value regions, the lower sampling image resolution can be obtained and the fewer valid features can be extracted. Therefore, the algorithm compensates for the lack of appearance features by enhancing the depth features to obtain more accurate detection results.
First-order differential derivation is employed to obtain the gradient value of the disparity maps. The gradient under [−1, 0, 1] and [1, 0, − 1] T is defined in Eq. (5) as follows:
In this equation, I (x, y), G x (x, y) and G y (x, y) represent the disparity depth value, horizontal gradient and vertical gradient of the image at the pixel point (x, y), respectively. Thus, the gradient magnitude and gradient direction at the pixel point (x, y) are formulated in Eq. (6) as follows:
Linear filtering is the most commonly used method for gradient computations. The pixel values of the output images are the linear weights of the pixels and domain pixels of the input images. First, the correlation window [−1, 0, 1] is utilized for the linear filtering of the disparity maps, thereby obtaining the gradient component in the x direction. Second, the correlation window [1, 0, −1] T is adopted to obtain the gradient component in the y direction. Finally, Eq. (6) is employed to obtain the gradient amplitude and gradient direction of the pixel point.
III. DISPARITY-PROPOSAL-BASED OBJECT CLASSIFICATION A. DISPARITY REGION-BASED PROPOSAL
Compared with the traditional features, depth features have lower dimensions. Even if a selective search [25] and edge boxes [26] are utilized to extract the potential bounding boxes as the inputs, there is a serious speed bottleneck [9] mainly due to the following reasons: when computers perform feature extraction in all regions, most proposals mutually overlap, and the features of the overlapped proposals are repeatedly extracted. In this paper, we employ a disparityregion-based proposal method using the depth value of the disparity maps to generate candidate regions according to the disparity depth information. This method does not extract edge groups or train proposals. This method directly generates candidate regions based on the disparity contours and maps the coordinates of the 3-D bounding boxes to the 2-D images.
In general, sudden gray scale changes produce strong gradient responses (both contour and texture responses). Excessive contour extraction is interference in ordinary 2-D images. In particular, when the contour is surrounded by texture, accurately extracting the contours is extremely difficult. However, in disparity maps, the images are uniformly graded gray scale images. The texture features in the 2-D image do not produce large gradient responses to disparity maps, which provide convenience for segmentation.
In regions where vehicles, trees and other objects are connected to the ground, the edges of disparity maps are unclosed, which likely causes oversized parts. For example, both vehicles and road surfaces are extracted as contours. Poor-quality pixels are caused by shadows and textures absent from the corresponding point matching results as shown in Fig. 1 . By fitting these bad pixels, the contour edges between these objects and the road surface are obtained. According to the experimental results, the image of bad pixel percentages for thresholds 2.0 is suitable, as shown in Fig. 1 . Second-order differential images are introduced to enhance filtering, and Laplace transform is employed to highlight the local details of the edges of the gradient region. In addition, we calibrate the disparity maps in regions with a small segmentation scale s to improve the effects of the low resolution on the long-range objects. After the gradient images are obtained using Eq. (6), the images of the gradient region edges are enhanced. The detailed algorithm is shown in Algorithm 1. Convolve the input images using Gaussian differential functions Calculate the gradient magnitude and direction using Eq. (6) Identify the N × N window point by point on the gradient maps Employ Laplace to enhance the filtering of poor-quality pixels Fit the poor-quality pixels and enclose the space Multiply the disparity image by the poor-quality pixel image to obtain the gradient image Suppress the non-maximums, utilize the gradient direction information to track the gradient saliency image and set the non-local maximums to 0 Perform [T l , T h ] double-threshold segmentation (T h represents a value greater than the gradient magnitude at the pixel point (1 − q) in the gradient saliency maps; T l = 0.5T h ; q is a parameter that determines the threshold)
B. DISPARITY-BASED MULTI-SCALE POOLING
In previous studies, [24] , disparity projection was employed for object detection. Since projected images undergo significant deformation in regions with a large depth value, performing direct feature extraction in these images is unpractical. Therefore, we map the bounding boxes to 2-D images, extract the appearance features using CNN and apply the results to 3-D models.
Typically, vehicles appear small and fuzzy if they are far from the camera. Since the resolution is low, distinguishing most details (i.e., license plates, lights, etc.) is difficult. To solve this problem, in a previous study [17] , VOLUME 6, 2018 a multi-scale model that represents low-scale vehicles with global features (i.e., vehicle contours and flat areas) and highscale vehicles with local features (i.e., windows and license plates) was proposed. However, due to the absence of a depth value, determining the vehicle size from 2-D images is difficult and time-consuming. To reduce the impact of the resolution on detecting window processing, depth value z is employed to perform more quantitative scale segmentation of vehicles of different scales in this paper. Segmentation scale s is determined by the disparity depth using Eq. (7) as follows:
In this equation, a is the scale factor. According to Eq. (7), objects are close to the camera if Z C 1 is small. In this case, the depth values of adjacent pixels of the same contour slightly differ from each other, and the detection objects have obvious features. If Z C 1 is larger, the object is far from the camera. Thus, there are fewer pixels of the same contour, thereby further processing via segmentation scale enlargement is necessary.
Pooling is a non-parameter layer that compresses the pixel blocks in a certain neighborhood into a pixel to scale the images. A convolution layer usually follows pooling. The data blocks in the input images are scaled layer by layer with each layer obtaining different proportions of the local receptive fields, and the model obtains scale invariance of the images and enhances the generalization ability. We use a multi-pooling network layer proposed by disparity depth information to map different sized input to a fixed-scale feature vector and convert the various candidate regions on the feature maps into uniformly sized data. Since Conv, Pooling, ReLU and other operations do not require fixed-size input, input images of different sizes lead to different feature map sizes. Although they cannot be directly connected to a full connection layer for classification, a multi-pooling layer can be added to extract the fixed-dimension features from each region and perform type identification using normal softmax.
When the original images are scaled to a certain extent, the object of interest may become too small to be recognized. The data input in this paper does not limit the size of the images, and the key lies in the multi-pooling network layer. The multi-pooling network layer extracts the fixed-dimension features of each input region from a feature map of any size and ensures the normal operation of the subsequent classification. The specific implementation of multi-pooling can appear as the pooling of feature maps of images in a certain region. Since the inputs are different sizes, the size of each pooling grid must be calculated. For example, the input size of the coordinate (x 1 , y 1 , x 2 , y 2 ) is s 2 (y 2 − y 1 ) × (x 2 − x 1 ).
C. IMPLEMENTATION DETAILS
A full connection neural network with a hidden layer and N neurons can fit any function to 1/N accuracy, suggesting that the fitting accuracy can be increased by changing the breadth; however, the depth does not need to be considered. In the case of limited data, if the depth is too shallow, the fitting could be affected, and problems, such as long training cycles and poor generalization abilities, may emerge. Image recognition functions can involve a combination of multiple functions, and the depth improvement of neural networks plays a more important role than breadth improvement. ReLU is a nonsaturation function with upper and lower output limits that are not confined to [1, 1] . ReLU alleviates the gradient vanish caused by the depth structure, promotes gradient flow in backward propagation and dramatically improves the speed of training neural networks. The deep sparse correction neural network, which is a full connection neural network in structure, replaces the sigmoid activation functions with ReLUs.
To alleviate over-fitting in neural networks, one Dropout layer is connected to the full connection layer of the deep convolution neural network, and three Dropout layers are connected to each of the three full connection layers of the deep sparse correction neural network. Dropout introduces sparse randomization; thus, neural network models work partially at a time. Since network structures are ever-changing, the parameters are continually penalized and forced to adjust in a steady direction rather than perform simple fitting. The Dropout layer is divided into the following two stages:
(1) Training stage: all input points x passing through this layer are set to 0 with certain probability p. Thus, the neuron is removed. This stage is formulated as follows:
This process is stochastic, and effective network structure changes occur with each forward propagation.
(2) Testing stage: all neurons should be activated to become a complete structure. The activation of all neurons is equivalent to the summation of multiple stochastic neural networks. Thus, input x must be averaged; otherwise, numerical problems could occur. This stage is defined by the following formula:
For the input gray scale, we construct three convolution and max pooling layers, one full connection layer and one softmax layer. To alleviate over-fitting, the full connection layer is followed by a Dropout layer with p = 0.5 rather than L2 regularization. Except for the softmax layer, the activation functions of all layers are ReLUs. ReLUs are activated by the convolution layer and provide output to the max pooling layer, and weight W is initialized according to the standard deviation (STD) scheme. For the input gray scale, three full connection layers and one softmax layer are constructed. To alleviate over-fitting, each of the three full connection layers is connected to three Dropout layers with p = 0.2. Except for the softmax layer, the activation functions of all layers are ReLUs. The learning rate lr and momentum of the two models are 0.01 and 0.9, respectively. The training process involves cross validation and early stopping. The cross validation suggests that the learning rate lr is overly large if the error rate of the validation set no longer changes. In this case, stopping and decreasing by one order of magnitude, returning to training and repeating the process until the learning rate ends at 0.0001 are the recommended steps. 
IV. EXPERIMENTAL EVALUATION A. DATASET
In this paper, we introduce the KITTI dataset [27] , which is an evaluation dataset for stereo matching in unmanned aerial vehicles. The dataset consists of 7481 sets of left and right training images and 7518 sets of left and right testing images; the dataset also includes 80256 annotation objects. The KITTI dataset uses the Precision-Recall curve for a qualitative analysis and employs average precision for a quantitative analysis of the model accuracy. This dataset overlaps 70 % of vehicle detection and 50 % of pedestrian and cyclist detection, but KITTI does not consider the detection of careless regions and objects smaller than the minimal size false positives. The detection defines easy, moderate and hard modes according to the minimum frame height, maximum occlusion degree and maximum truncation. The KITTI dataset selects the moderate mode to sort algorithms and provides 3-D frame annotations for moving objects. The annotations fall into eight categories, and the annotations of each object consist of category and 3-D size as follows: Car, Van, Truck, Pedestrian, Person_sitting, Cyclist, Tram and Misc. Recall is defined as tp/(tp + fn), and precision is defined as tp/(tp + fp). Here, the true positive examples (tp) refer to the number of correct objects retrieved from the database; the false positive examples (fp) refer to the number of incorrect objects detected; and the false negative examples (fn) refer to the number of objects not detected, namely, the difference between the correct objects detected and annotated objects. The IoU overlap threshold adopts the same criteria as KITTI. Thus, the IoU overlap threshold for object detection is 0.7, and the threshold for pedestrian and cyclist detection is 0.5.
B. OBJECT DETECTION EVALUATION 1) DETECTION ROBUSTNESS
A good object detection method should be very robust. Thus, the objects retrieved from similar images should be the same [28] . We conducted a variety of perturbations using the images in the dataset as follows: we compressed the jpg images, adjusted the brightness, regulated the degree of image fuzziness in the training dataset and calculated the proposal and repeatability results of several commonly used object detection methods under different perturbations. Fig. 2 demonstrates the perturbation-repeatability curves of robustness. The abscissa represents the perturbation parameters of each variable, while the ordinate represents the repeatability results. Repeatability is defined as the area under recall, i.e., IoU threshold curve between IoU 0 − 1. We compared several commonly used proposal methods, including Bing [29] , Edge Boxes [26] , Selective Search [25] , MCG [30] , Objectness [31] and Rigor [32] . Fig. 1 (a) shows the repeatability results of each detection method after the image compression; Fig. 1 (b) presents the repeatability results of each detection method after the brightness adjustment; and Fig. 1 (c) displays the repeatability results of each detection method after the fuzziness regulation. According to the figures, our method achieves similar results under different perturbations mainly because the proposal extraction is based on the disparity features and is less influenced by texture, brightness and other factors. However, the multi-scale extraction method extracts small objects more accurately. Fig. 3 shows the results of 2-D object detection using the proposed method. We selected several representative detection images. For example, Fig. 3 (a) shows many obscured vehicles; Fig. 3 (b) shows images of various types of vehicles and pedestrians; and Fig. 3 (c) shows images of various types of vehicles and cyclists. Fig. 4 shows the precisionrecall curves of the object detection of vehicles, pedestrians and cyclists in the three modes. Table 1 displays the object detection results using the state-of-the art methods.
2) OBJECT DETECTION RESULTS
Based on the object detection results, our method has distinct advantages in hard mode. Since the fusion model incorporates 2-D features, the detection results are significantly improved in the easy and moderate modes compared with previously reported results [24] . Due to the effectiveness of the feature extraction, methods using 2-D models have a higher detection accuracy in the easy and moderate modes. However, in the hard mode, the results are unsatisfactory for close objects and small objects, which is mainly due to the weak generalization ability under new and unusual aspect ratios. In addition, positioning errors affect the detection results for loss functions, and the process must be strengthened to process small objects. Feature extraction in 2-D images is influenced by occlusion, long distances and other factors. In particular, for long-range vehicles, the pixels are insufficient to provide effective features for detection. Compared with the pedestrian and cyclist detection, object detection is more accurate, mainly because vehicles are larger and therefore provide richer features. Particularly in the hard mode when pedestrians and cyclists are obscured, the detection accuracy is significantly reduced. Pedestrians and cyclists change more frequently, which is also a factor.
Based on the running time, the disparity-based proposal extraction method drastically reduces the number of proposals to improve the efficiency of the proposal evaluation. Our disparity-based candidate region extraction method successfully reduces the number of proposals using the depth features while maintaining a high degree of recall of real objects. General CNN feature extraction methods pool hundreds of bounding boxes and input these boxes into a high dimensional full connection layer, which is time consuming. Compared with these methods, the disparity-based candidate VOLUME 6, 2018 region extraction method can reduce the candidate regions by 90 %, indicating that only 10 % of the proposals are passed to the full connection layer. Thus, the proposal evaluation efficiency is improved by ten-fold. Notably, the depth information is acquired at the expense of the corresponding point matching. Therefore, the running time is not the shortest. However, the methods described in previous studies [22] , [23] , [33] require 1.5 s, 3.4 s and 3 s, while our method merely requires 0.4 s. In addition, the proposed method does not reduce the detection speed for the corresponding point matching. Therefore, the proposed method is more efficient and practical in detecting objects of various sizes. Table 2 demonstrates the orientation estimation results of the state-of-the art methods. For the object orientation estimation, the Average Orientation Similarity (AOS) proposed in [27] is adopted. Fig. 5d presents the orientation similarityrecall curves of vehicles, pedestrians and cyclists in the three modes. The x-coordinate and y-coordinate represent recall and AOS, respectively, and are defined in Eq. (8) as follows:
3) ORIENTATION ESTIMATION RESULTS
where r represents the recall rate of object detection. Under the dependent variable r, the orientation similarity s ∈ [0, 1] is defined as the normalization of the cosine distance between all estimation samples and ground truth as shown in Eq. (9) as follows:
where D (r) is a collection of all positive samples under the recall rate r · (i) θ represents the difference between the estimation orientation and ground truth of object i. To penalize multiple objects that match the same ground truth, δ i = 1 when i matches the ground truth (at least 50 % for IoU); otherwise, δ i = 0.
Based on the orientation estimation results, the detection results of the 3-D model methods are similar to those of object detection. However, the orientation and estimation results of the 2-D methods dramatically decrease, which is mainly due to the following reasons: although 2-D models obtain rich object features using CNN and other methods, accurately evaluating the object orientation is challenging due to the absence of depth information. This phenomenon is particularly evident in the detection of long-range pedestrians and cyclists.
V. CONCLUSION
In this paper, we investigated two new strategies to efficiently detect objects using a fusion model, disparity-region-based proposal extraction and disparity-based scale-dependent pooling. Here, the disparity-region-based proposal extraction effectively utilizes the disparity features and poor-quality pixels in the corresponding point matching to obtain gradient saliency maps, thereby obtaining proposals. This method greatly accelerates the detection speed and maintains high precision. Multi-scale pooling refines the network by attaching specific-scale branches to multiple convolution layers to improve the detection accuracy. Objects of different sizes can obtain different reactions on different layers. Our experimental evaluation clearly demonstrates the benefits of the abovementioned strategies in fusion model-based object detection. Her research interest lies in the field of computer vision, multimedia information retrieval, and emotion recognition.
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