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Hydrogen adatoms and other species covalently bound to graphene act as resonant scattering
centers affecting the electronic transport properties and inducing Anderson localization. We show
that attractive interactions between adatoms on graphene and their diffusion mobility strongly
modify the spatial distribution, thus fully eliminating isolated adatoms and increasing the population
of larger size adatom aggregates. Our scaling analysis shows that such aggregation of adatoms
increases conductance by up to several orders of magnitude and results in significant extension of the
Anderson localization length in the strong localization regime. We introduce a simple definition of
the effective adatom concentration x?, which describes the transport properties of both random and
correlated distributions of hydrogen adatoms on graphene across a broad range of concentrations.
PACS numbers: 72.80.Vp, 73.20.Hb, 71.23.An
Graphene has unveiled a plethora of unconventional
transport phenomena [1–3], such as the universal mini-
mal conductivity [4], Klein tunneling [5] and the anoma-
lous quantum Hall effect [6, 7]. On the applied side,
graphene is interesting because of its exceptionally high
charge-carrier mobility, which is typically limited by the
presence of various types of disorder. Resonant scatter-
ing impurities, such as chemical functionalization defects
[8] and dislocations [9], show the most pronounced ef-
fects on charge-carrier transport in graphene. Hydrogen
adatoms represent a prototypical resonant scattering im-
purity, which can be experimentally introduced in a con-
trolled fashion [10] and allows for a simple theoretical
description [11]. A hydrogen adatom covalently binds to
a single carbon atom of graphene resulting in rehybridiza-
tion into the sp3 state, thus effectively removing that site
from the honeycomb network of pz orbitals. This gives
rise to a zero-energy state localized around the defect,
and results in the resonant scattering of charge carriers.
At a fundamental level, the classical scaling theory
of Anderson transition predicts complete localization of
the electronic spectrum in two dimensions (2D), regard-
less of the amount of disorder [12]. For hydrogenated
graphene, a model based on massless Dirac fermions
with δ-function-like potentials confirms this prediction
of the unitary class, though in 2D systems localization
lengths can be strongly energy-dependent and, eventu-
ally, very large [13]. However, no unanimous consen-
sus has been reached since experiments on hydrogenated
graphene point towards metal-insulator transition, theo-
retically justified by the presence of electron-hole puddles
(2D percolation class) [14–17].
Early works treating finite concentrations of resonant
impurities in graphene assumed that the total scatter-
ing cross-section deviates little from the incoherent ad-
dition of the individual cross-sections, for example in
the Boltzmann equation framework [18]. This picture
is valid for low defect concentrations, low charge-carrier
densities and random adatom distributions. A better de-
scription requires including the effect of coherent super-
position of wavefunctions scattered by distinct adatoms
[8, 19–21]. This is particularly important when impuri-
ties are in proximity to each other, with the limiting case
being the formation of compact clusters in which hydro-
gen adatoms populate neighboring carbon atoms [22–24].
Indeed, the overall short-range attractive interaction be-
tween individual hydrogen adatoms on graphene [25, 26],
combined with their relatively high diffusion mobility at
room temperature [27–29], suggests a high degree of spa-
tial correlation between adatoms.
In this Letter, we address the effects of spatial cor-
relation of resonant impurities on electronic transport
in graphene. The equilibrium configurations of hydro-
gen adatoms on graphene, obtained by means of Monte-
Carlo simulations, show a strong tendency towards aggre-
gation into small clusters essentially eliminating isolated
adatoms. Electronic transport properties investigated us-
ing the Landauer-Büttiker approach complemented with
kernel polynomial method calculations show that aggre-
gation dramatically increases both the conductivity and
the localization length. We propose a unified framework
to account for the effects of spatial correlation of resonant
scattering centers on electronic transport in graphene.
Upon adsorption, a hydrogen adatom covalently binds
to a single carbon atom of graphene changing its hy-
bridization state to sp3 and its coordination sphere to
tetrahedral as shown in Fig. 1(a) [30]. The covalent
binding of a second adatom to the nearest neighbor car-
bon atom partially releases the elastic energy due to the
change of coordination sphere, thus resulting in effective
attractive interaction between adatoms [25, 26]. This
suggests that the interaction between adatoms can be
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2Figure 1: (a) Atomic structure of a hydrogen adatom cova-
lently bound to graphene. (b) Structures of small clusters of
hydrogen adatoms used for fitting the pair potential of Eq. (1)
(c) Predicted energy E˜ of aggregation of hydrogen adatoms as
a function of aggregation energy EDFT calculated from first
principles for the set of adatom clusters shown in panel (b).
accurately described using a short-ranged pair potential.
In our study, we expand an Ising-like interaction energy
E up to the second nearest-neighbor term
E = γ1
∑
〈i,j〉
sisj + γ2
∑
〈〈i,j〉〉
sisj , (1)
where γ1 and γ2 are the corresponding first and second
nearest-neighbor parameters. Here, si = 1 if a carbon
atom i is populated by an adatom, otherwise si = 0.
Parameters γ1 and γ2 are obtained by fitting the inter-
action energies of adatoms calculated from first princi-
ples [31] for a set of small adatom aggregates shown in
Fig. 1(b). Under the assumption of single-side function-
alized graphene, the obtained parameters γ1 = −1.182 eV
and γ2 = 0.484 eV [32] signify a considerable first-
nearest-neighbor attraction alongside a weaker second-
nearest-neighbor repulsion. The excellent agreement be-
tween the interaction energy E˜, estimated using the fitted
γ1 and γ2, and the first-principles values EDFT, confirms
the applicability of the short-range pair potential form
(1) for describing small clusters [Fig. 1(c)].
In order to assess the effect of interaction between
adatoms on their spatial distribution and transport prop-
erties we perform Monte-Carlo simulations using the in-
troduced pair potential (1). The simulations employ a
Monte-Carlo move based on the displacement of a ran-
domly selected adatom to a random unoccupied carbon
atom in combination with the Metropolis acceptance
criterion [33]. We considered models containing up to
NC = 10
6 carbon atoms (165×165 nm2) and adatom con-
centrations x = NH/NC ranging from 0.1% to 10%. All
simulations have been performed at T = 300K. A repre-
sentative configuration of randomly distributed adatoms
[Fig. 2(a)] is compared with a configuration obtained
from a Monte-Carlo simulation [Fig. 2(b)] at x = 5%.
Further details are revealed by comparing the cluster
size distributions P (n) [Fig. 2(c)], with adatoms popu-
lating neighboring carbon atoms being assigned to the
same cluster. In the case of a random distribution most
adatoms are isolated (n = 1), while the occurrence of
clusters (n > 1) is merely a probabilistic effect. In con-
trast, no isolated adatoms are found in the presence of in-
teractions, with the most abundant species being adatom
dimers (n = 2). The size distribution for the correlated
case shows a longer tail with a significant probability of
observing up to n = 6 clusters. The dependence of P (n)
on adatom concentration x is relatively weak [Fig. 2(d)].
We now focus on electronic and transport proper-
ties calculated using the nearest-neighbor tight-binding
Hamiltonian for pz orbitals
H = −t
∑
〈i,j〉
[c†i cj + h.c.] (2)
with the hopping integral constant t = 2.7 eV [2]. An
adsorbed hydrogen atom is modeled by excluding the pz
orbital of the carbon atom to which it is bound as a con-
sequence of sp3 hybridization, making it similar to a va-
cancy defect [27, 30, 34]. We stress that adatoms do not
introduce coupling between the sites owing to the same
sublattice of the bipartite lattice of graphene, thus main-
taining electron-hole symmetry of the electronic spec-
trum. Figures 3(a,b) compare the density of states (DOS)
of graphene with random and correlated distributions of
adatoms at different concentrations. In the case of a ran-
Figure 2: (Color online) Representative configurations of (a)
randomly distributed and (b) correlated hydrogen adatoms on
graphene at x = 5% concentration. (c) Comparison of ran-
dom and correlated adatoms cluster size distributions P (x) at
x = 5% concentration. (d) Cluster size distributions P (x) of
correlated hydrogen adatoms at different concentrations. All
correlated configurations are obtained by means of Monte-
Carlo simulations carried out at T = 300 K.
3Figure 3: (Color online) Density of states of graphene in the
presence of (a) randomly distributed and (b) correlated hy-
drogen adatoms at different concentrations. Local density of
states (LDOS) on carbon atoms in the vicinity of (c) an iso-
lated hydrogen adatom and (d) a dimer of hydrogen adatoms.
In panels (c,d) LDOS referred to as “analyt.” have been ob-
tained using the analytical Green’s function calculations [36].
dom distribution one observes a strong peak at E = 0 due
to the resonant modes originating from isolated adatoms
[19, 34]. The corresponding wave function is localized
on the sublattice opposite to that of the carbon atom
binding the adatom and decays from the defect position
[35]. At high adatom concentrations, x > 1%, the E = 0
peak is accompanied by flat density regions at higher
energies with a noticeable overall renormalization of the
DOS, in agreement with previous calculations [34]. In
comparison, the DOS calculated for the correlated impu-
rity configurations shows a less intense peak at E = 0
and an increased weight for −0.9t < E < 0.9t that is
more evident at higher concentrations. This change is a
direct consequence of different cluster size distributions.
The dominant cluster type in the case of the correlated
adatom distribution is the dimer (n = 2), which is known
to be non-resonant [11, 24, 36], meaning that no localized
states emerge at any energy. The local density of states
(LDOS) calculated on neighboring atoms of an isolated
single adatom shows a singularity at E = 0 [Fig. 3(c)]. In
contrast, an enhancement of the LDOS in a broad energy
region −t < E < t is observed on certain carbon atoms
in the vicinity of the adatom dimer [Fig. 3(d)]. The nu-
merical LDOS for selected impurities compared to the
results of analytical Green’s function calculations shows
no discrepancies [36].
Based on these observations we conclude that the resid-
ual peak at E = 0 in the case of the correlated distribu-
tion is due to the n > 2 adatom aggregates, which break
the bipartite symmetry of graphene (that is, populate
different number of sites in the two sublattices). This
gives rise to resonant modes at E = 0 akin to isolated
adatoms. All odd-n aggregates and certain configura-
tions of even-n clusters lead to resonant modes at E = 0.
Judging on the cluster size distributions [Fig. 2(d)], the
largest contribution comes from adatom trimers. This
suggests that adatom aggregation has strong effects on
the electronic transport properties that we investigate by
performing a scaling analysis of conductivity g using the
Landauer-Büttiker approach [37]. In this approach, the
conductance G(E) is given as G(E) = G0T (E), where
G0 is the conductance quantum and T (E) is the trans-
mission probability across the scattering region at en-
ergy E. We assume a two-terminal device configuration
with a scattering region of width W = 40 nm perpen-
dicular to the current direction, and of variable length
1 nm < L < 60 nm. The scattering region is attached
to pristine graphene contacts and populated by adatoms
according to concentrations and statistical distributions
discussed above. Further details of our methodology are
given in the Supplementary Material [31].
The characteristic functional laws for the conductiv-
ity g = G × L/W in the ballistic, diffusive and lo-
calized transport regimes are g ∝ L, g = const and
g ∝ exp(−L/ξloc), respectively, where ξloc is the localiza-
tion length. In the localized regime ln(g) follows a broad
positively-skewed distribution, which means that g can
show strong fluctuations depending on the exact config-
uration of defects, especially in the presence of strong
localization [38]. An estimate of the mean value for
such a distribution is given by the typical conductivity
gtyp = exp〈ln(g)〉 [38, 39]. In our scaling analysis, gtyp
has been obtained averaging over 9600 disorder realiza-
tions. Figure 4(a,b) shows gtyp as a function of scattering
region length L at different energies for the random and
correlated impurity distributions, both at x = 5% con-
centration. We observe a short transition from ballistic
to diffusive and subsequently to localized regime within
the first 10 nm. The crossover lengths are expected to be
of the order of the elastic mean free path ξel and localiza-
tion length ξloc, respectively. The general trend is that
the localized regime is accentuated at low energy, whereas
at higher energy the onset of exponential decay occurs
at larger L and the absolute slope of the conductance
curves is smaller. The scaling of g also depends strongly
on the impurity concentration. For low adatom concen-
trations (x <∼ 0.5%) the onset of the localized regime is
only observable in the vicinity of the Dirac energy (see
Supplementary Material [31] for complete results).
We stress that the conductance curves vary smoothly
in the whole range of E and x, never showing singu-
larities which would indicate a phase transition such as
the metal-insulator transition (MIT). Thus, we ascribe
the non-observance of the localized regime to an insuf-
ficient scattering region length of our model, which is
shorter than ξloc for some choices of E and x. From Fig-
4Figure 4: (Color online) (a,b) Averaged conductivity gtyp
for the random and correlated adatoms distributions, respec-
tively, as a function of scattering region length L at different
energies E and at x = 5% concentration. (c,d) Conductivity g
as a function of energy E calculated using the kernel polyno-
mial method for both adatom distributions at concentration
x = 0.5% and x = 5.0%, respectively. The dashed lines show
the minimum conductivity g = 4/pi.
ure 4(a,b) it follows that the presence of spatial correla-
tion between adatoms enhances the conductance by up to
five orders of magnitude in the vicinity of the Dirac point
(E = 2.7 meV). This is a direct consequence of the sup-
pressed weight of low-energy resonant states, as explained
above. A closely related effect is a significant increase of
the localization length ξloc at all energies upon adatom
aggregation. ξloc was obtained by fitting conductance
curves to the expected law gtyp ∝ exp(−L/ξloc) [40], and
is shown in Fig. 5(a). At x = 5%, the localization length
is well defined for the entire range of investigated ener-
gies −1 eV < E < 1 eV, whereas at lower concentrations
it is well defined only in proximity of the Dirac point (see
Supplementary Material [31]). However, as long as a fi-
nite positive ξloc can be determined, it proves to be up to
an order of magnitude larger for the correlated adatom
distribution compared to the random case.
Our Landauer-Büttiker results are complemented by
the Kubo formula calculations based on the kernel poly-
nomial method (KPM) [41]. This approach allows for
a direct calculation of the DOS and conductivity inde-
pendent of sample geometry and contacts. Figure 4(c,d)
shows the conductivity g for adatom concentrations x =
0.5% and x = 5%, and both random and correlated
adatom distributions. In comparison to the Landauer-
Büttiker ansatz, the results are similar at both concentra-
tions, confirming the enhancement of conductivity upon
aggregation of adatoms. The only difference appears
when the charge-carrier energy E falls into the resonant
locloc
x
x
x
x x
Figure 5: (Color online) (a) Localization length ξloc as a func-
tion of charge-carrier energy E for the case of random and
correlated adatom distribution at x = 5%. (b) Charge-carrier
localization length ξloc at low energy (E = 10−3t = 2.7 meV)
as a function of simple concentration x and effective concen-
tration x? for the random and correlated distributions.
peak region where the KPM conductivity exceeds the
Landauer-Büttiker results. This can be proved to be an
effect of the increased DOS due to the formation of an
impurity band. While the KPM conductivity reflects the
excess of states at the Fermi energy, in the Landauer-
Büttiker ansatz the number of charge carriers is limited
by the DOS of the pristine graphene leads, and subse-
quently the conductivity is determined only by the mean
free path and the localization length of the scattering
region. We note that upon doping the leads, the LB con-
ductivity at low energies increases while the localization
length is unaffected (see Supplementary Material [31]).
On the basis of the identification of resonant adatom
clusters we introduce an effective concentration
x? =
1
NC
∑
i
Ni|nAi − nBi |, (3)
where Ni is the number of instances of the cluster config-
uration i, and nAi (nBi ) is the number adatoms bound
to carbon atoms in sublattice A(B) in this configura-
tion. The main contribution to x? comes primarily from
adatom trimers as discussed above. We assume that the
contribution of non-resonant clusters to the total scatter-
ing cross-section can be neglected. It should be stressed
that this approach accounts for the diverse scattering ef-
fect of different clusters. In order to validate the appli-
cability of effective concentration x?, we compare ξloc(x)
with ξloc(x?) at low charge-carrier energy for the corre-
lated impurity case [Fig. 5(b)]. One can see that replac-
ing x with effective concentration x? brings ξloc(x?) eval-
uated for the case of the correlated impurity distribution
in good agreement with ξloc(x) calculated for the random
distribution. The agreement is particularly good in the
low concentration regime where randomly distributed im-
purities consist almost exclusively of isolated monomers.
Deviations at higher adatom concentrations can be as-
cribed to the inter-cluster interference effects, which be-
come important at the reduced average distance between
1the clusters.
To summarize, hydrogen adsorbed on graphene has a
strong tendency toward aggregation, resulting in the for-
mation of small clusters and fully eliminating isolated
adatoms. Some of the larger clusters, notably trimers, are
responsible for the residual resonant scattering, but the
overall conductance and localization length dramatically
increases upon aggregation. Within the range of param-
eters investigated in our work, we find no metal-insulator
transition, with the graphene spectrum being fully local-
ized. The predicted effects of adatom aggregation can be
investigated experimentally by varying the temperature
regimes, since the diffusion of hydrogen adatoms occur-
ring at normal conditions can be effectively suppressed at
low temperatures. Alternatively, time-resolved transport
measurements should evince a rise in conductivity upon
formation of adatom clusters.
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2Supplementary Material for
“Electronic Transport in Graphene with Aggregated Hydrogen Adatoms”
A. First-principles calculations of the energies of hydrogen adatom clusters
First-principles calculations of the interaction energies of hydrogen adatoms on graphene have been performed
within the density functional theory (DFT) framework employing the generalized gradient approximation (GGA) to
the exchange-correlation functional [S1]. Ultrasoft pseudopotentials [S2] for carbon and hydrogen atoms have been
used in combination with a plane-wave basis set with a kinetic energy cutoff of 30 Ry for the wavefunctions. Models
of hydrogen adatom clusters are based on a graphene 6 × 6 supercell with 15 Å of vacuum separating the periodic
replicas. We used a 2 × 2 × 1 Monkhorst-Pack k-point mesh for the Brillouin zone integration [S3]. All hydrogen
adatom cluster models were relaxed until a maximum force of 0.15 eV/Å on individual atoms was reached. We verified
that the chosen parameters provide sufficiently accurate total energies. All calculations have been performed using
the pwscf code of the Quantum ESPRESSO package [S4].
The interaction energy of a cluster of hydrogen adatoms calculated from first principles EDFT is defined as
EDFT = Egr+nH − Egr − n (Egr+H − Egr) , (S1)
where Egr+nH, Egr and Egr+H are the total energies of graphene with a cluster of n hydrogen adatoms, pristine
graphene and graphene with a single hydrogen adatom, respectively.
In the main text of our manuscript we focused on the situation where hydrogen adatoms are deposited on a
single side of graphene. The values of the fitted parameters in expr. (1) of the main text are γ1 = −1.182 eV and
γ2 = 0.484 eV. This scenario is relevant to the case of graphene on a substrate, however in the situation of suspended
graphene both sides of graphene are available for binding adatoms. We investigated this situation by studying the
same set of adatom clusters as shown in Fig. 1(b) of the main text, but with adatoms placed on the opposite sides of
graphene sheet when functionalized carbon atoms belong to different sublattices. The fitted interaction parameters
are γ1 = −1.461 eV and γ2 = 0.342 eV. The excellent agreement between the estimated interaction energies E˜
and the first-principles values EDFT is illustrated in Fig. S1(a). This case is characterized by a stronger attractive
contribution and a weaker repulsion compared to the single-side adsorption, thus reflecting the known tendency of
forming more stable adatom aggregates upon adsorption on both sides [S5, S6]. The cluster size distributions P (n)
calculated for single-side and both-sides adsorption at adatom concentration x = 5% and T = 300 K are compared
in Fig. S1(b). While the distributions are qualitatively very similar, one notes that both-sides adsorption exhibits a
somewhat stronger tendency to form larger clusters.
n
P(
n)
single side
both sides
(a) (b)
Figure S1: (Color online) (a) Predicted energy E˜ of aggregation of hydrogen adatoms as a function of aggregation energy EDFT
calculated from first principles for the set of small clusters shown in Fig. 1(b) of the main text with adatoms adsorbed on both
sides of graphene. (b) Comparison of the cluster size distributions P (n) for the cases of single-side and both-sides adatom
adsorption at x = 5% concentration and T = 300 K.
3B. Monte-Carlo simulations of the hydrogen adatoms aggregation
We performed Monte-Carlo simulations with an elementary trial move being the displacement of a randomly chosen
adatom to a random carbon atom not populated by another adatom. This move insures the fulfillment of detailed
balance. The Metropolis algorithm has been employed for the acceptance/rejection criterion. Once a move has been
performed, the system is updated from the old configuration Sold to the new one Snew with a probability
P (Sold → Snew) = min(1, e−β[E˜(Snew)−E˜(Sold)]), (S2)
where β is the inverse temperature 1/(kBT ). In all our simulations T = 300 K. The number of equilibration steps Neq
disregarded from statistical sampling varied between 106 and 1.6 × 107, depending on adatom concentration (larger
concentrations need more equilibration steps). The total number of steps in our simulations varied between 107 and
3× 107. The equilibration efficacy of our simulation was tested by comparing certain equilibrium properties such as
the total energy and cluster size distribution. The properties obtained from Monte-Carlo simulations performed with
and without temperature annealing show negligible differences.
C. Landauer-Büttiker electronic transport calculations and scaling analysis of conductivity
In order to investigate the transport properties of graphene with resonant scattering impurities we perform
Landauer-Büttiker calculations in a two-terminal configuration with a scattering region composed of hydrogenated
graphene attached to two semi-infinite leads of pristine graphene, as shown in Fig. S2. The overall configuration is
periodic along the transverse direction y. For such a setup, conductance as a function of energy G(E) is given by
G(E) =
W
2pi
∫ pi
W
− piW
T (E, k‖)dk‖, (S3)
   L = 1   60 nm
scattering region
W
 =
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Figure S2: (Color online) Schematic drawing of the two-terminal configuration employed for investigating the transport prop-
erties of graphene with hydrogen adatoms. The transport direction is along the x axis while the system is periodic along the y
axis. The periodicity along the y axis is W = 40 nm. The unit cells of the left and right leads composed of pristine graphene
are indicated by blue lines. The scattering region is populated by adatoms either randomly or according to the configurations
produced by Monte-Carlo simulations in the case of correlated adatom distributions. One of the principal layers (PL) in the
scattering region is indicated by means of green dashed lines.
4where T (E, k‖) is the transmission probability and k‖ is the momentum along y [S7]. Due to the large widthW = 40 nm
of the model employed, transmission is only evaluated at the Γ point (k‖ = 0).
In order to calculate T (E) we decompose the scattering region into principal layers (PLs), that is, the layers in
which the atoms are coupled at most to those located in the next layer. Since our tight-binding model is limited
to first-nearest-neighbor interactions and the transport direction is oriented along zig-zag direction [see Fig. S2], the
minimal width of the PL is dPL =
√
3
2 dCC, where dCC = 1.42 Å is the carbon-carbon bond length. The Hamiltonian
restricted to the i-th principal layer is Hi, while ti is the tight-binding hopping matrix connecting i-th and i + 1-th
principal layers. We introduce an imaginary cleavage plane between the n-th and n+1-th principal layers dividing the
system into two independent parts. We define gLn and gRn+1 as the surface Green’s functions of the two non-interacting
semi-infinite systems located on the left and on the right sides of this cleavage plane, respectively.
Following Ref. [S8], the transmission is given by
T (E) = Tr[TnIm(g
L
n)T
†
nIm(g
R
n+1)], (S4)
where operator Tn is defined as
Tn = tn(1− gRn+1t†ngLntn)−1. (S5)
The choice of the position of the cleavage plane is immaterial because of current conservation.
Surface Green’s functions gLn and gRn can be related to the preceding (successive) surface Green’s functions gLn−1
(gRn+1) by applying the Dyson equations [S9]
gLn = (E −Hn − t†n−1gLn−1tn−1)−1 (S6)
and
gRn = (E −Hn − tngRn+1t†n)−1. (S7)
Further iterations of Eqns. (S6) and (S7) reduce the problem to the knowledge of the Green’s functions at the surfaces
separating the scattering region from the left and right leads, gLL and gRL, that we calculated according to the analytic
closed form solution described in Ref. [S10].
The time complexity of the Green’s function calculation for each lead with respect to the number Nlead of orbitals
in the lead unit cell is O(N3lead) [S9]. On the other hand, as follows from Eqns. (S6) and (S7), the complexity of the
addition of the layers required to reach the cleavage plane is O(M ×N3layer), where M and Nlayer are the number of
principal layers and the number of orbitals in each layer, respectively. Consequently, the overall complexity of the
method is cubic with respect to the width and linear with respect to the length of the system.
In order to perform our conductance scaling analysis we vary the length of the scattering region in the range
L = 1...60 nm by steps of 8 PLs, which corresponds to ∆L ≈ 1 nm. At each step the right lead is moved rightwards
whereas the left lead is kept fixed [Fig. S2]. The values of conductance G(E) are averaged over an ensemble of
Nens=9600 disorder realizations for proper statistical sampling.
D. Complete account of the results of calculations of conductivity and localization length
Conductivity g for the entire investigated range of concentrations is presented in Fig. S3(a,b). The overall enhance-
ment of conductivity upon the aggregation of adatoms is a common feature at all investigated concentrations. This
is particularly visible in the strong localization regime, that is at low energies E and large scattering region lengths
L. Localization length ξloc can only be determined for the g(L) curves which exhibit a well-defined negative slope in
the large length region. This is the case for ξloc < 60 nm, which is the maximum scattering region length considered
in our study. This does not imply that the system does not undergo localization, but rather that a longer scattering
region is needed in order to estimate ξloc correctly. For this reason many values of localization length ξloc at x < 5%,
especially in the case of correlated impurities, are missing in Fig. S3(c).
E. Effect of the doping of leads in the Landauer-Büttiker calculations
Figure S4(a,b) shows the conductivity curves g(L) for x = 5% concentration of randomly distributed adatoms
obtained by shifting the charge neutrality point of leads by ∆EL = −0.5 eV and ∆EL = −1.0 eV, respectively.
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Figure S3: (Color online) Scaling analysis of conductivity g and localization length ξloc for concentrations x = 0.25%...10%.
(a,b) Conductivity g as a function of scattering region length L calculated for graphene with random and correlated adatom
distributions, respectively, at charge-carrier energies 0 eV < E < 1 eV. (c) Localization length ξloc as a function of charge-carrier
energy E for random and correlated adatom distributions.
6The effect of the doping of leads is two-fold. Firstly, the DOS of pristine graphene increases away from the charge
neutrality point. Hence, upon doping the number of transport channels increases, which may result in larger values of
conductance g. This is particularly important when the scattering region has an enhanced DOS at zero energy, such
as graphene with resonant impurities. A comparison of Fig. S4(a) and Fig. S3(a) for x = 5% shows that conductivity
is indeed enhanced at low energies with a crossing of the g(L) curves at L ≈ 10 nm. Secondly, doping results in a
mismatch between the Fermi wavelength of the leads and that of the scattering region, which has a detrimental effect
on conductance g. This effect is expected to be more pronounced at higher doping and high energy, where localization
plays a smaller role. Indeed, at higher doping (∆EL = −1.0 eV) and high energy (E = 1.0 eV) the conductivity
is reduced, notably at short distance L < 10 nm [Fig. S4(a,b)]. On the other hand, at large distances a general
increase of the conductance is progressively restored since the conductivity becomes predominantly determined by
the localization of the wavefunction and the increased number of available states. Finally, as shown in Fig. S4(c),
localization length ξloc is practically unaffected by the doping of the leads, since it is an intrinsic property of the
scattering region.
loc
Figure S4: (Color online) (a,b) Conductivity g as a function of scattering region length L for graphene with randomly distributed
adatoms at x = 5%. The charge neutrality point of the leads has been shifted by (a) ∆EL = −0.5 eV and (b) ∆EL = −1.0 eV,
respectively. (c) Localization length ξloc as a function of charge-carrier energy E for the two investigated lead doping levels
compared to undoped leads ∆EL = 0 eV.
F. Electronic transport calculations within the Kubo-Greenwood formalism using the kernel polynomial
method
The diagonal elements of the real part of the frequency dependent conductivity tensor in linear response theory is
given by the Kubo-Greenwood formula
Re{σαα(ω)} = pi
V
∫
dE
f(E)− f(E + h¯ω)
ω
× Tr{δ(E −H)jαδ(E −H + h¯ω)jα}. (S8)
Here, f(E) is the Fermi function and H the single-particle tight-binding Hamiltonian of the system under consider-
ation, whereas the vectorial component of the current operator jα is defined later. In the thermodynamic limit for
zero temperature and zero frequency this equation reduces to
Re{σαα(0)} = pih¯
V
Tr{δ(EF −H)jαδ(EF −H)jα}, (S9)
which defines the DC-conductivity studied in this work. The evaluation of this expression is carried out by employing
the kernel polynomial method (KPM), as described in detail in Ref. [S11]. In this framework, the following matrix
element density is defined
j(E,E′) =
1
V
∑
n,m
〈n|jα|m〉〈m|jα|n〉δ(E − h¯ωn)δ(E′ − h¯ωm), (S10)
which is then expanded up to finite order M within the two-dimensional KPM using the Jackson kernel. For the
studied supercells containing up to NC ∼ 106 carbon atoms, we used M = 1280. The real-part of the frequency
7Figure S5: (Color online) (a,b) Conductivity g as a function of charge-carrier energy E calculated using the kernel polynomial
method (KPM) for the random and correlated impurity distributions at x = 0.5% and x = 5.0% adatom concentrations,
respectively. (c,d) Conductivity g as a function of expansion order M for the random and correlated impurity distributions at
x = 0.5% and x = 5.0% adatom concentrations, respectively. The dashed lines indicate the minimum conductivity of graphene.
dependent conductivity tensor is then given by a double integration over the matrix density for arbitrary temperature
and Fermi level:
Re{σαα(ω)} = pi
ω
∫ ∞
−∞
dE
∫ ∞
−∞
dE′j(E,E′)× [f(E)− f(E′)] δ(h¯ω − (E′ − E)). (S11)
As a result, the DC-conductivity can be expressed in terms of the diagonal elements of j(E,E′):
Re{σαα(0)} = pih¯j(EF, EF). (S12)
The calculation of transport properties requires the definition of a current operator appropriate to the employed
single-particle tight-binding model. Thus, we approximate the spatial operator r in a diagonal form:
rγ ≈
∑
i
rγi c
†
i ci. (S13)
Consequently, one can derive the following current operator used in this work,
jγ = −ie0
h¯
∑
ij
tij(r
γ
j − rγi )c†i cj , (S14)
where indices i and j run over atomic positions and γ denotes the vectorial component. For details of a similar
derivation see e.g. Ref. [S12].
G. Results for the calculations of conductivity using the kernel polynomial method
Figure S5(a,b) shows conductivity g as a function of charge-carrier energy E calculated using the KPM for random
and correlated impurity distributions at two different adatom concentrations x = 0.5% and x = 5.0%. A scaling
analysis of the conductivity for three charge carrier energies (E = 1.7× 10−3 eV, E = 0.1 eV and E = 1.0 eV) based
on the expansion order M is shown in Fig. S5(c,d) for the same values of adatom concentration x. The order M
8relates to a timescale τ(M) [S13]. For E = 1.0 eV and x = 5% the conductivity rises with increasing expansion
order M , exhibits a maximum around M ∼ 200 and then decreases slowly again for both correlated (dashed line)
and random (solid line) impurity distributions [Fig. S5(d)]. We interpret these maxima as the semiclassical values of
conductivity gsc corresponding to the diffusive regime, followed by quantum corrections which result in the decrease
of the conductivity. For a concentration of x = 0.5% and E = 1.0 eV no conductivity maximum is observed,
which indicates that the results still correspond to the pre-diffusive/ballistic regime for the largest expansion order
investigated. A shift of gsc to larger expansion orders for decreasing x is expected, because fewer scattering centers
are present. The situation is, in general, different for small energies close to the Dirac point (here, E = 1.7×10−3 eV),
in both cases of correlated and random adatom distributions as well as concentrations of x = 0.5% and x = 5%.
A distinct maximum for M > 100 is completely absent, and only a reduction of the conductivity is observed for
increasing M . Thus, we relate this characteristic to the quantum regime with localization effects resulting in a
reduced localization length. If the expansion order is sufficiently large, the curves for E = 1.7× 10−3 eV reach values
well below g = 4/pi(e2/h), and one may expect the conductivity to converge asymptotically to zero in the limit of
M →∞ if the modes are completely localized.
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