Accurate prediction of crime incidents can assist the police in better planning of prevention strategies and scheduling deployment. The problem is often studied as a spatio-temporal regression problem approached by dividing the area of interest into a grid of uniform cells, and performing regression on timeseries of each cell. We propose that changing the method of division of the area can significantly improve crime prediction. We demonstrate this using a heterogeneous division of the area obtained by our partitioning algorithm that takes into account the density of crime. We further show that existing measures do not provide a fair comparison of two methods that partition the area in two different ways. To address this severe drawback in crime prediction evaluation, we propose a novel measure which is based on optimal allocation of resources relying on the prediction and then checking the actual number of crimes that would have been avoided by the allocation. Essentially, our measure answers the question of which model would have assisted in preventing most number of actual crimes if allocation were to be done using the predicted crimes. We also prove that a greedy algorithm results in the optimal allocation resources, thus making our evaluation computationally lightweight. Experiments on real-world datasets demonstrate that heterogeneous division of the area results in improved crime prediction while drastically decreasing the number of models to be trained compared to uniform grid division.
INTRODUCTION
In the past few years, the concept of 'Predictive Policing' has gained attention and agencies have started using crime prediction software 1 . Many studies focus on advancing the learning approach in the crime predictive models based on additional features, such as text mining [1] , demographic data [22] , spatial-temporal relations [19] , social media data [12, 30] , or multiple data sources combined [2, 25, 29] . However, few efforts are made to address the effect of spatial partitioning of data.
In uniform grid division, the area size of each cell becomes crucial to the predictive model. When the area of a region is too small, the temporal data obtained from it may be too noisy for learning any pattern [16] . An extreme example would be when the region has been reduced to a cell that only contains 0 or 1 crime each week, the prediction model might not be able to predict the crimes in that cell accurately. Further, this also leads to training of many timeseries (one for each small cell), which can be computationally expensive. On the other hand, if the cells are made large, the specificity of the crime model suffers. An accurate prediction on a large area is of little importance to the police as no particular sub-area is specified. Therefore, there are two conflicting objectives: we wish to capture the trend in the data reliably while being specific in terms of the area. However, it is hard to choose a uniform grid size for the entire area of interest because crimes are not uniformly distributed over the map [4, 24] . For instance, in Figure 1 , notice that some areas are dense while some are sparse depending on the opportunity of crime and physical environment.
Therefore, we propose a heuristic approach that divides the area into heterogeneous regions based on the number of crimes. The motivation is twofold: (i) improving crime prediction by capturing the heterogeneous patterns, (ii) and reducing training cost as multiple cells are merged into one heterogeneous region. Our hypothesis is that a sensible division of the area into heterogeneous regions can lead to "better" crime predictions. Nevertheless, judging which prediction is "better" is a difficult problem itself. Most studies use traditional evaluation metrics such as Root Mean Square Error (RMSE) [19, 25] , Area Under Curve (AUC) [12, 31] , Weighted Average Percentage Error (WAPE), etc. However, the traditional evaluation metrics are not designed to compare two methods that divide the area of interest differently, which change the timeseries themselves. A detailed description of the drawbacks of the existing evaluation metrics is presented in Section 2.2. Therefore, we also propose a metric which is based on measuring the number of crimes that would be avoided in the ground truth, if police resources were optimally distributed based on the predictions.
Specifically, our contributions are as follows:
• We demonstrate on real-world datasets that division of the area of interest into heterogeneous regions leads to "better" crime predictions with less computation cost as compared to traditional uniform division into grids. • We propose a resource allocation based metric for evaluation of prediction models that overcomes the drawbacks of traditional spatio-temporal crime evaluation methods.
RELATED WORK 2.1 Related Work in Crime Prediction
Several existing work on crime prediction are based on uniform grid division [19, 28, 32] . Besides, existing studies suggest the use of regression and Neural Network for crime prediction, including Autoregressive Integrated Moving Average(ARIMA) and Long Short-Term Memory(LSTM) [7, 8, 11, 28] . In our work, we show that heterogeneous division of the area of interest produces better prediction results. Besides, the studies in crime hotspots suggest the necessity of replacing the traditional uniform grid division in crime prediction. Crime hotspots are commonly referred to as areas where the concentration of crime is higher [9] and have been thoroughly studied in the past decades [26, 27] . The recent studies generally focus on better identifying hotspots [17] and focusing police resources [10, 20] . However, the studies do not account for the regression problem which is our focus, i.e., predicting the number of incidents in a small region, instead of just predicting which regions are hot-spots.
Drawbacks of Existing Metrics
Even though there are existing evaluation metrics that compare different crime prediction models, these metrics have inherent flaws when they are applied to crime prediction models that divide the area of interest differently. Here, we list three popular metrics: Area Under Curve (AUC) [3] , Root Mean Squared Error (RMSE) and Weighted Average Percentage Error (WAPE) [6] and show why these metrics are not suitable for different divisions of area of interest.
Area Under Curve (AUC) represents the area under the receiver operating characteristic curve, i.e. ROC curve [3] . AUC in the context of crime prediction is the area under the surveillance curve -% incidents covered vs % area of surveillance. Suppose the area is divided into three regions of equal area with ground truth incidents (30, 2, 0). Assume two models predict (25, 2, 0) and (10, 1, 0). Both will be assigned the same AUC score while, clearly, the first prediction is "better".
RMSE and WAPE are defined as the following
where A i is the actual number of crimes in region i, F i is the forecasted number of crimes in region i, and n is the total number of regions. Let the region i be split into two regions: i1 and i2 and error for region i be e i . Therefore, we have the following equations:
Notice that
which means RMSE would decrease by splitting the heterogeneous regions. On the other hand, for WAPE, by triangle inequality, we have
which means WAPE would decrease by merging the heterogeneous regions. RMSE is biased towards subdividing larger regions while WAPE is biased towards merging. Therefore, it is not fair to use either RMSE or WAPE to compare two prediction models that are based on different subdivisions of the area of interest.
METHODOLOGY
Our objective is to devise an algorithm for partitioning the area of interest into heterogeneous regions, using which we can demonstrate that doing so can improve crime prediction as compared to traditional uniform grids, when used in conjunction with regression and deep learning models. To evaluate the prediction, we propose a resource allocation metric which measures how many crimes can be stopped if police resources were optimally distributed to based on the predictions. Figure 2 shows our methodology consisting of the following three steps: defining heterogeneous crime-prone regions, predicting crimes within each region, and evaluating the predictions. The traditional methods of crime prediction divide the area of interest into uniform grids, e.g., 2 × 2, 8 × 8, 16 × 16, etc., as shown in Figure 3. To define heterogeneous regions, we start with fine grained uniform grids, such as 40 × 40. Then, we perform a grid clustering to aggregate the grid cells into heterogeneous regions, the details of which are introduced in the following subsection 3.1. With the new regions, we convert the crime data into weekly timeseries data and predict crimes individually per region. Finally, we evaluate the prediction using the metric we propose in the following subsection 3.2, which allows comparisons among different models with different gird shapes.
Grid Clustering Algorithm
We propose a simple grid clustering algorithm (Algorithm 1) to demonstrate that heterogeneous regions provide better predictions compared to uniform grids. Figure 4 illustrates our clustering approach, which shows the result when we run the algorithm on an arbitrary 3 × 3 grid with a threshold of 20. First, the algorithm sorts the cells into decreasing average number of crimes. All cells that are above or equal to the threshold 20 form their own region, such as B, F, and D. Next, A searches for the nearest densest neighbor that has not been included, which is E, and merges with and becomes equal to the threshold. Similarly, H merges with I and G. C is the only region that is left behind with number of crimes below threshold. If the number of the regions is n, an upper bound on the time complexity of the algorithm is O(n log n). Our goal is to show that heterogeneous regions lead to better prediction of crime compared to uniform grids. The question of finding the "best" heterogeneous partitioning is not the focus in this paper, and is left for future work. Remove the neighbor from neiдhbors
Evaluation Metric
Once we have the predictions for all regions, we test the effectiveness of the predictions based on how many crime incidents can be avoided with optimal distribution of finite resources k given the predictions. The goal of the metric is only evaluating the prediction, not performing actual assignments as actual assignment may affect the crime patterns. Note that we are only given the predictions for the regions, and no finer grained details are known. Therefore, we assume that the incidents in a given region are uniformly distributed over it. Otherwise, the crime prediction method should have identified a further subdivision. Our resource allocation metric considers the area and the number of crimes in a region. It calculates the fraction of crimes captured with varying number of resources. This is done under certain assumptions of the effect of a police resource on crime.
For instance, suppose one police resource can successfully prevent n 0 number of crimes in area of m 0 square units. A higher number of crimes require more resources to address all crimes, and a larger area also requires more resources to cover the whole area. Effectiveness of a resource decreases as the area increases (inversely proportional). Besides, we assume one police resource cannot cross the boundaries. This favors more specific prediction of crime in terms of area. Due to the lack of knowledge of distribution within a selected area, we assume that the effect of a resource spreads uniformly over it. For instance, an area of 1 unit with 2n 0 crimes will require 2 units. Similarly, an area of 2 units with n 0 crimes will require 2 units. For a region i with k i police resources and a i area in square units, the maximum number of crimes which can be prevented is k i m 0 n 0 a i . k i is assigned based on the predicted number of crimes in region i, c i . The problem becomes an optimization problem of maximizing
subject to:
where b i = m 0 n 0 a i , and k represents the total number of available units of police resources.
After a model has calculated its prediction values, the following steps need to be followed for calculating its effectiveness under the above assumptions: 1) Select the cluster region with minimum area a i i.e. maximum b i . 2) Assign as many resources possible to it subject to requirements. 3) Repeat the above two steps until the resources are finished or all the regions are covered.
This resource allocation approach is a greedy algorithm that can be proven to be optimal, i.e. an algorithm which prevents the most number of crimes provided all the predictions are accurate. More generally, a greedy algorithm applies as long as the the effect of resources in the regions (utility) is dictated by concave functions. For the general setting, we propose the following problem that leads to the evaluation of the prediction models through resource assignment.
Problem Definition 1 (Units Assignment Problem). Given k ∈ Z resources and n concave non-decreasing utility functions f i :
Algorithm 2 Greedy Maximization using Marginal Returns
return (z 1 , z 2 , . . . , z n ) Lemma 3.1. For a non-decreasing concave function f : Z → R, and h ≥ 1,
We prove the following.
Theorem 3.2. Algorithm 2 produces the optimal assignment for Units Assignment Problem.
Proof. Suppose the greedy assignment results in an assignment of z i to the function f i . Without loss of generality, we assume that the functions are ordered as following:
Assume that the optimal assignment (z * 1 , z * 2 , . . . , z * n ) is different from greedy assignment and produces a greater
Suppose we take h i r out of the optimal assignment z * i r , ∀r and assign them to the function f p , then we should not expect any gain (∆F ≤ 0) as the assignment we started with was optimal. We note that
Therefore, the gain obtained in this case is
. Now, we take z * p −z p resources out of the optimal assignment on f p and distribute them such that f i r gets z i r + h i r . Since we have obtained the sequence z 1 , z 2 , . . . , z n using greedy assignment,
But ∆F ≤ 0., and so ∆F must be zero, i.e., for any optimal assignment that differs from the greedy assignment first at index p, we can perform a reassignment that retains optimality so that they no longer differs at index p. Proceeding thus we get z * i = z i , ∀i. Hence, the greedy assignment is optimal. □
EXPERIMENTS 4.1 Datasets
We conducted our experiments on two datasets:
DPS. This is the University of Southern California main campus crime data from February 10, 2010 to August 4, 2016 obtained from Department of Public Safety at USC. The range of latitude and longitude are: 34.015°N to 34.037°N and 118.302°W to 118.27°W. There are 24674 crime incidents.
LA. This is the Los Angeles crime data 2 from January 1, 2014 to December 31, 2016. The range of latitude and longitude are: 33. 781°N to 34.129°N and 118.435°W to 117.581°W. There are 381934 crime incidents. This area was specifically chosen to form a rectangular area of interest that does not contain ocean.
We use the latitude, longitude, and time of crime incidents from each of the datasets.
Experiments
We evaluate different uniform grids as well as heterogeneous divisions with different thresholds. The uniform grid configurations are represented as n × m, such as 2 × 2, 8 × 8. Besides choosing the parameters, each experiment consists of three steps: defining heterogeneous regions, predicting the crimes and evaluating the predictions. We define the first two-thirds of the data as the training data and the rest as the testing data. We use the training data to define heterogeneous regions and train prediction models within each region. We use the testing data to evaluate the prediction results. Using our evaluation metric, we take the traditional uniform region prediction as the baseline approach and compare it with our heterogeneous region prediction based on Algorithm 1.
Defining Heterogeneous Regions.
Based on the grid shapes and thresholds, we define the heterogeneous regions. We first retrieve the maximum and minimum values of both latitude and longitude, combination of which defines a rectangle where all the crimes have happened. This is the area of interest. We uniformly divide the region into small uniform cells and assign each incident to the cell it belongs to based on its location. We cluster using Algorithm 1 to obtain regions, convert the data into weekly data for each region and proceed to crime predictions.
Crime Predictions.
We explore the effect of heterogenous regions on three prediction methods:
Moving Mean (MM). MM model with a window q predicts the next data point as the mean of the previous q values. For MM method, we perform a grid search on q with cross-validation and mean squared error as the measure of fitting. Even though mean squared error cannot be used as a metric for the overall prediction, we utilize it to select the appropriate hyperparameter q because it is the traditional method.
Autoregressive Integrated Moving Average (ARIMA). ARIMA model includes an Autoregressive model with a window p, which applies a regression on the previous p data points to predict the next data point and a Moving Average Model (MA) that predicts the next data point as the mean of the current and previous q white noise terms [14, 18] . In our experiment, we consider the seasonality because crime (by type) is a seasonal phenomenon (violent crime increases in summer, thefts and robberies during Christmas, etc.) [13] . We assume the seasonality of the data to be 52 weeks. For ARIMA method, we choose the optimal hyperparameters, train an independent prediction model and predict crimes with different forecasting horizons for each cell/heterogeneous region. To choose appropriate hyperparameters, we first conduct Augmented Dickey-Fuller [21] and Canova-Hansen [5] to estimate the optimal order of differencing, d and the order of seasonal differencing, D. Given the orders of differencing and seasonal differencing, we fit the model and utilize Akaike information criterion (AIC) and Bayesian information criterion (BIC) [23] as estimators of the relative quality of the model. We use gradient-based optimization to optimize the hyperparameters.
Long Short-Term Memory (LSTM). LSTM network is a Recurrent Neural Netowork with LSTM units. In our architecture, we use LSTM with a forget gate, which consists of a cell, an input gate, an output gate and a forget gate. [15] After finding an optimal prediction model in a region, we conduct an n-step-ahead prediction with n being different forecasting horizons. We choose n to be 1, 2, 4, 8, meaning forecasting crimes 1 week, 2 weeks, 4 weeks, and 8 weeks ahead, respectively.
We need to find an individual set of hyperparameters for each region because each region could be very different from one another due to the uneven crime distribution. As a result, finding the optimal hyperparameters could be computationally expensive and largely dependent on how many regions we have. Besides, the process of defining heterogeneous regions and finding hyperparameters have to be repeated regularly to accommodate the changing crime patterns responsive to the police resources. Based on the two reasons above, it is crucial to have fewer regions (and hence, fewer models) while maintaining the quality of the predictions.
Evaluations.
We evaluate the predictive models by increasingly assigning police resources to the area and applying the evaluation metric. We keep assigning resources until we avoid all the crimes in every combination of grid shapes and thresholds. In this paper, we present a selected set of plots as the remaining results in similar trends.
Results and Discussion
In this section, we present the evaluation results with forecasting horizons of 1 week and 8 weeks. In the plots (Figures 5, 6, 7, and 8) , the y-axis represents the fraction of crimes that are avoided based on our evaluation metrics; the x-axis represents the total units of resources we apply to the area of interest. Each line represents one experiment with either uniform grid (i.e. 2 × 2, 8 × 8, etc.) or heterogeneous division with threshold and an initial grid shape (i.e. 1750, 2250, etc.). As described in the previous section, every line has an initial grid shape as well as a clustering threshold. The lines with a threshold 0 means predictions with uniform regions, which are our baseline results. In Tables 1, 2, 3 and 4, we list the number of models we have to train in different configurations.
The experiments support the credibility of our naive clustering algorithm and evaluation metric. To help understand the results, there are several points that we need to emphasize: 4.3.1 Baseline methods and our methods. Since we initialize our heterogeneous division with a uniform division, a threshold of 0 would output uniform grids. Therefore we denote the baseline methods as mxn(0). We are comparing the computation cost during training (the number of models we need to train) as well as the performance of each configuration.
4.3.2
The computation cost of prediction. Since each heterogeneous region is a separate model that we need to train, the cost of prediction is high, especially with more complicated methods such as ARIMA and LSTM. Meanwhile, model retraining needs to be performed repetitively in reality as the crime patterns will be influenced by the police resources. Therefore, it is important to consider how clustering could help reduce the computation cost by reducing the number of models that we need to separately train.
4.3.3
The scale of evaluation metrics. Since we abstracted our resources as k i , the effect of a police resource, and the area a i , the actual difference between the evaluation curves may get scaled by the choices of these parameters. 4.3.4 Experimental nuance between DPS and LA data set. To better present the results, we chose different hyperparameters in the evaluation metric for each data set. Besides, many details that could affect the interpretation of the results are different in both data sets, such as the length of the time series, the area of interest, the distribution of the crimes, etc. Therefore, the results of each data set are intended to be viewed independently. The first observation is that we are able to reduce the computation cost while maintaining a high accuracy of crime prediction by applying clustering. This is very important since the crime prediction needs to be repeated regularly as the presence of police resources will shift crime patterns. Table 1 and 2 show how clustering could drastically decrease the number of heterogeneous regions -the number of models that we need to train. In Table 1 , the number starts as 400 when no clustering is applied and drops to 9 when the clustering threshold is around 2000. The computation cost is further lowered in the LA dataset as the number of clusters drops from 1600 to 24 at the threshold of 10000. In both scenarios, the number of models that we need to train is reduced drastically by more than 99%. Even when compared to the best uniform grid predictions, the heterogeneous patterns give us considerable improvement on runtime. These results show a potential of providing a better, fine-grained based prediction result without taking the computation cost.
In terms of the number of crimes avoided, the heterogeneous spatial patterns with appropriate threshold values beat the baseline approaches. Figure 5 and 6 show that on the DPS dataset, the clustering with threshold around 2000 and gridshape 20 × 20 performs exceptionally well compared to other baseline results, beating the best baseline result (8 × 8 with threshold 0) in all three methods. The baseline and the clustered results together bolster our perception of the problem that is stated in Section 1 -the gridshapes with few cells perform poorly (i.e. gridshape 2 × 2) because the specificity of the model suffers; but if the area is too finely divided (i.e. gridshape 16 × 16 in DPS), the prediction result would suffer because there is too little information inside each cell. Such conflict gives the baseline method a bottleneck. The clustered results listed here are derived from a finer grid division (i.e. gridshape 20) with appropriate clustering threshold. We also observe that the performance of heterogeneous division does not get affected significantly by the choice of threshold parameter.
Similar patterns could be seen in the LA dataset (Figure 7 and 8) , where the clustering with threshold 10000 and gridshape 40 × 40 are better than other baseline results. We also see very little difference between 1-week-ahead and 8-week-ahead predictions. This shows that crime patterns in heterogeneous regions are relatively stable and thus more predictable over time.
The only exception occurs in ARIMA prediction, where the clustered results exceed the baseline most of the time except when there are abundant resources. In fact, by comparing the different prediction methods (MM, ARIMA, LSTM) under different configurations, we found traditional regression models such as MM and ARIMA are more sensitive to the dataset and parameters, while LSTM constantly gives the best results among the three methods. Some of the comparisons are shown in Figure 9 . It can be seen that the performances of ARIMA and MM drops as the grid configuration becomes less ideal for crime prediction. For example, in Figure  5 , the MM result is very close to LSTM when the threshold and configuration are appropriate (gridshape: 20 × 20, threshold: 1750) but starts to drop as the gridshape and threshold changes. Similar situations happen in Figure 7 , where the ARIMA gives results that are far worse than LSTM when the gridshape and threshold change to a less desirable state. In all results, LSTM performs constantly better or as good as MM and ARIMA. This provides insight on how the deep learning method performs compared to regression based methods on spatial-temporal prediction.
CONCLUSION
We have addressed the problem of improving data-driven prediction of crime. Particularly, we have shown that heterogeneous division of area of interest results in better prediction of crimes, while requiring fewer models to be trained. We have also addressed the drawbacks in traditional spatio-temporal prediction evaluation metrics in this domain, and provided a novel evaluation of crime prediction based on using the prediction to prevent crimes. It assumes the predictions to be perfect and assigns resources optimally based on them. Then it computes how many crimes would have been stopped by considering the ground truth data. Experiments on real-world datasets demonstrated significant improvement through heterogeneous division, in terms of number of models required to be trained and sensitivity to parameters. In future work, we will consider the effect of other clustering algorithms for improving crime prediction.
