Abstract-In this note, we discuss fast randomized algorithms for determining an admissible solution for robust linear matrix inequalities (LMIs) of the form ( 1) 0, where is the optimization variable and 1 is the uncertainty, which belongs to a given set 1 1 1. The proposed algorithms are based on uncertainty randomization: the first algorithm finds a robust solution in a finite number of iterations with probability one, if a strong feasibility condition holds. In case no robust solution exists, the second algorithm computes an approximate solution which minimizes the expected value of a suitably selected feasibility indicator function. The theory is illustrated by examples of application to uncertain linear inequalities and quadratic stability of interval matrices.
I. INTRODUCTION
In this note, we discuss the problem of determining feasible or approximately feasible solutions to robust linear matrix inequality (LMI) constraints, using fast iterative methods based on uncertainty randomization. Robust LMI constraints arise naturally from standard LMI problems, when uncertainty is present in the data matrices. More formally, let be a prescribed subspace of p; q , which accounts for structure in the uncertainty (e.g., block-diagonal), then we shall consider structured norm-bounded uncertainty 
where k 1 k denotes any matrix norm, and denotes the uncertainty radius. Alternatively, the uncertainty may be described by a set of finite cardinality N v , i.e., 1 1 f = f1 1 ; ...; 1 N g. A robust LMI is defined as the matrix inequality F (x; 1) 0; 8 
and where F i (1) = F T i (1) 2 n; n are functions of the uncertainty 1. Let X m be a nonempty, convex and closed set, then the robust feasibility problem is posed as Find x 2 X such that F (x; 1) 0; 8 1 2 1: (4) A vectorx that satisfies (2) is said a robustly feasible solution.
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To motivate our developments, we recall that the problem of determining a robustly feasible solution to (2) , with 1 restricted as in (1) , is in general NP-hard; [4] , [9] . When the uncertainty 1 enters F (x; 1)
in a linear fractional form (LFT), the robust feasibility problem may be dealt with using the recently emerged techniques of robust semidefinite programming, [4] , [9] . Even in the special (albeit quite general) case of LFT uncertainty, robust semidefinite programming (SDP) techniques provide in general only sufficient conditions for robust feasibility. Also, these techniques transform the original uncertain problem into a convex problem of much larger size. When uncertainty is present, even problems that are originally of small size result in convex optimization problems that push to the limits the existing SDP solver codes.
As an example, the problem of assessing quadratic stability for an interval matrix of dimension n may be cast as a problem of finding a common solution to N v = 2 n Lyapunov inequalities for the vertex matrices, [6] . For n = 4, this results in an LMI problem involving a symmetric matrix of dimension M 2M, with M = 422 16 = 262144.
Another problem related to (4) , is that there may actually exist no robustly feasible solution. In this case, it may be of interest to determine a solution that minimizes some average measure of constraints violation, as detailed later. A similar approach for approximate feasibility has recently been proposed by Barmish and Scherbakov in [3] .
In this note, we present simple and efficient algorithms for the computation of feasible or approximately feasible solutions for robust LMIs, based on stochastic subgradient methods, [10] . A feature of the presented theory is also the absence of assumptions on the way the uncertainty enters into F (x; 1). This framework may therefore accommodate the cases in which the uncertainty cannot be described using the LFT formalism. The price to pay for the aforementioned enhancements is that the proposed algorithms are based on randomization in the space of the uncertainty, therefore their solution and convergence properties can only be assessed in a probabilistic sense.
The main idea is to convert LMIs into convex scalar inequalities, and compute the relative subgradients in explicit form (Section II). Then, we generate random samples of the uncertainty and work, at each iteration, with the resulting random inequality.
The first algorithm (Theorem 1) is aimed to the solution of feasible problems. This uncertainty randomization approach and its application to the solution of robust LMIs, are new to the best of the authors' knowledge. A deterministic counterpart of the first method (Theorem 1) can be traced back to Kaczmarz method for solving linear equations [12] , and to Agmon-Motzkin-Shoenberg method for solving linear inequalities, [1] , [13] . For nonlinear convex inequalities, it has been proposed in [16] . A version with finite convergence for linear inequalities was used by Yakubovich in the middle of the sixties for solving adaptive control problems (see [5] and references therein), and then extended to nonlinear inequalities by Fomin [11] . In the same line of research, a similar randomized approach is proposed in [17] to solve quadratic inequalities, in the context of robust linear quadratic regulator (LQR) design.
The second algorithm (Theorem 2) deals with the case when no robustly feasible solution exists. In this case, it can be employed to find a solution that minimizes an averaged measure of constraint violation. This second method is indeed an application of a general method by Nemirovskii and Yudin [14] for stochastic optimization. This method does not seem to have been exploited earlier for the solution of LMIs with uncertain data. A conference version of the present note has appeared in [8] . 
II. PRELIMINARIES AND COMPUTATION OF SUBGRADIENTS
We assume that the uncertainty 1 is a random matrix, with given probability distribution f 1 over its support set 1,andthatitispossible to generate samples of 1 according to this probability distribution. We will not discuss here issues related to the choice of the probability distribution f 1 . A natural choice (which also has theoretical rationale behind, see [2] ) is to assume uniform distribution over 1. In this case, there exist efficient algorithms for generation of uniformly distributed indices [for the case of a discrete uncertainty set (1)], for generation of random vectors uniformly distributed in`p-norm bounded balls, and for uniform generation of matrix samples in operator-norm bounded sets [for the case of matrix uncertainty (1)], see [7] and the references therein.
We introduce a scalar function '(x; 1), defined as '(x; 1) = kF + (x; 1)k = argmin x2X Ef'(x; 1)g (6) where E denotes expectation with respect to 1. In this case, the function '(x; 1) measures the "distance" from feasibility, and the approximate solutionx is the one that minimizes the expectation over 1 of the constraint violation.
We introduce the notation []X to denote the projection of the element onto X , i.e.,
Let S n denote the Hilbert space of n 2 n real symmetric matrices, equipped with the Frobenius norm and the scalar product hA; Bi = TrAB.LetC be the cone of positive-semidefinite matrices, C = fA 2 S n : A 0g. The following lemma will be used in the sequel. A proof of this lemma may be found in [15] . We remark that the assertion 3) provides a direct method for explicitly computing the projection A+.
We recall that a function f : m ! S n is convex (in matrix sense) if for any x1; x2 2 m , f (tx1 + (1 0 t)x2) tf(x1) + (1 0 t)f(x2); for 0 t 1:
The following lemmas, whose simple proofs are omitted for brevity, hold.
Lemma 2:
The function F + (x; 1) is convex in x, in the above sense.
Lemma 3: If a function f : m ! C is convex, then the function g: m ! , g(x) = kf(x)k is also convex.
As an immediate corollary, we have the following.
Lemma 4:
The function '(x; 1) = kF+(x; 1)k, where F (x; 1) is defined in (3), is convex in x.
The subgradient of this function can be found as follows. 
III. ALGORITHM FOR FEASIBLE CASE
We consider first the case when a robustly feasible solution exists. In particular, we assume that a strong feasibility condition holds: there exist x 3 2 X; " > 0 such that F (x; 1) 0; 8 x 2 X: kx 0 x 3 k "; 8 1 2 1: (7) Consider the following recursion:
where @ x denotes a subgradient with respect to x, and 1 k , k = 0; 1; ... are i.i.d. random samples drawn from f1. Define the
if '(x k ; 1 k ) 6 = 0; 0; otherwise (9) where 0 < < 2 is a parameter of the algorithm. We shall also need the following technical assumption, that guarantees nonzero probability to distinguish if a vector x is a feasible solution or not.
Assumption 1: If x is not a robustly feasible solution for (2), then it must hold that Pr(F(x; 1) 6 0) > 0:
This means that the measure of the set of "bad" 1s with respect to the probability density f 1 must be nonzero. The convergence result for the recursion (8) is stated in the following theorem.
Theorem 1: If Assumption 1 and the strong feasibility condition (7) hold, then for any x 0 2 X, the recursion (8) finds a robustly feasible solution of (2) in a finite number of iterations with probability one.
Proof: Define
where x 3 is a robustly feasible solution. Then, due to (7), x is a feasible solution of (2) and, in particular, '(x; 1 k ) = 0 for all k. Now, due to the properties of a projection kx k+1 0 x 3 k 2 kx k 0 x 3 0 k @xf'(x k ; 1 k )gk 2 = kx k 0 x 3 k 2 + 2 k k@ x f'(x k ; 1 k )gk 2 0 2 k (x k 0 x) T @xf'(x k ; 1 k )g 0 2 k (x 0 x 3 ) T @ x f'(x k ; 1 k )g:
We now consider the last two terms in the inequality above. Due to convexity of '(x; 1) and to the feasibility of x, we obtain (
while, due to definition of x (x 0 x 3 ) T @xf'(x k ; 1 k )g = "k@xf'(x k ; 1 k )gk:
Thus, we write From this formula, we conclude that no more than M = kx 0 0 x 3 k 2 = (" 2 (20 )) correction steps can be executed. On the other hand, if x k is infeasible, then, due to Assumption 1, there is a nonzero probability to make a correction step. Thus, with probability one, the method can not terminate at an infeasible point. We therefore conclude that the algorithm must terminate after a finite number of iterations at a feasible solution.
Remarks: In the stepsize rule (9) we have assumed that the value of " (the radius of a ball contained in the feasibility set) is known. If it is not the case, we can replace " in (9) by " s(k) , where s(k) is the number of correction steps performed before the kth iteration, and " s > 0, "s ! 0, 1 s=0 "s = 1. Then, the last inequality in the proof of the theorem writes kx k+1 0 x 3 k 2 kx k 0 x 3 k 2 0 (2 0 )
From this inequality, we can again conclude that the modified algorithm terminates in a finite number of steps with probability one. The number M of correction steps strongly depends on ". It is confirmed by numerical simulations that the method converges very fast (often in less than 100 iterations) if the feasible set is "large enough," while for "small" feasible set convergence is much slower. In the limit case, if the feasible set shrinks to a singleton, the strong feasibility assumption is violated and the algorithm fails to converge.
Notice also that computing the projections onto X is a convex problem, which has a particularly simple solution when X is, for instance, a half-space, the positive orthant, an ellipsoid, or, in general, a closed set defined by an LMI.
In [17] , the authors present a result similar in spirit to Theorem 1, but for a specific problem related to quadratic inequalities in the context of robust controller design. The present work generalizes that result to the general framework of robust LMIs.
IV. ALGORITHM FOR APPROXIMATE FEASIBILITY
In this section, we propose an iterative randomized algorithm for determining an approximately feasible solution for (4) . To this end, we specialize a result on stochastic optimization in Banach spaces of Nemirowskii and Yudin [14] . Here, we provide a new statement and proof which simplify and adapt to the robust LMI problem the original general setting of [14] .
Theorem 2:
Consider the robust feasibility problem (4). Let 1 be a random matrix with given probability distribution f1 over the support 
where
Moreover, if it holds that i ! 0,
Proof: Consider the distance from the current point x k+1 to the optimal pointx. By the definition of projection, we have that k[x] X 0 x 3 k kx 0 x 3 k, for any x, and for any x 3 2 X, therefore kx k+1 0xk 2 kx k 0xk 2 0 2 k (x k 0x) T @'(x k ; 1 k ) + 2 k k@'(x k ; 1 k )k 2 : (13) Now, for a convex function g(x), for any x; x 3 it holds that
On the other hand, from the boundedness condition on the subgradients we have that k@'(x k ; 1 k )k 2 2 , therefore (13) writes kx k+1 0xk 2 kx k 0xk 2 02 k ('(x k ; 1 k ) 0 '(x; 1 k )) + 2 k 2 : (14) Denoting u k = Ekx k 0xk 2 , and taking expectation of both sides of (14) 
It is obvious that (11) provides a recurrent version of a Cesaro mean, therefore x k is an averaged version of the x k s
From Jensen inequality for convex functions, we then have
and, by (15) Ef
which proves (12) . With the further assumptions on the step sizes
Remark: Theorem 2 also gives an estimate of solution accuracy for a finite sample. In particular, optimizing C(k) over i, we get i = 3 = (kx 0 0xk=)(1= 
V. APPLICATIONS
In this section, we present numerical examples of application of the proposed theory. In particular, we consider an example involving robust feasibility of uncertain linear algebraic inequalities, and problems related to quadratic stability of interval plants. T . We then performed a Monte-Carlo test using x N , to estimate the empirical probability of robust feasibility. Using 100 000 uniformly generated samples of the uncertainty, we obtainedp f eas = 0:9989. Then, we set r = 0:55, and applied the algorithm of Section IV with = 1:8, x0 = 0. This algorithm converged in less than N = 30 iterations to the solution x N; f = [00:1697 00:1719 00:0565]
A. Uncertain Linear Inequalities
T . Checking 100 000 randomly generated systems of inequalities (16), we verified all of them to be satisfied. It is interesting to note that the point xN also satisfies all inequalities with r = 0:55.
B. Quadratic Stability of Interval Plant
We here consider the problem of assessing quadratic stability for a linear system described by a matrix whose elements belong to independent intervals, that is A(1) = A 0 + 1; j1 ij j rS ij ; r>0: (17) We first use a 3 2 3 example system taken from [3] , where We first set r = 0:5. In this case, we know from [3] that there exists a common solution for all the Lyapunov inequalities involving the vertices. The algorithm proposed in Section IV, drawing one uniform random vertex sample of the uncertainty at each iteration, converges in less than N = 50 iterations to the solution This solution may be checked to actually satisfy simultaneously all the required Lyapunov inequalities.
We then set r = 1. In this case it may be proved that no common solution exists for the Lyapunov inequalities. We computed an approximately feasible solution using the algorithm in Section III. After N = 250 iterations we obtained the solution For this solution, we computed the empirical probability of satisfaction of robust feasibility, using 100 000 uniform random samples of the uncertainty, obtainingp f eas = 0:996. It should be remarked that the above solutions are computed in about one second on a standard workstation. Also, as already mentioned, the exact simultaneous solution of the above Lyapunov equations goes beyond the capabilities of most of the existing LMI solvers, for systems of order greater than four. As a more challenging example, we considered a system of order n = 10, with nominal matrix A 0 available at http://www.polito.it/~calafior/papers/data/data_stoclmi.htm. The considered system was obtained by integer truncation, and it is nominally stable. We want to determine a common Lyapunov matrix P 0 that proves quadratic stability, for independent element-wise uncertainty on the entries of A0 , with r = 0:5. We used the algorithm of Section III, starting from an initial point P 0 that solves the Lyapunov equation for the nominal plant, A T 0 P 0 + P 0 A 0 = 0I. The algorithm converged in about N = 10000 iterations to the solution PN which, for space reasons, is reported at the above web address. For this solution, we estimated the empirical probability of robust feasibility on 1 000 000 randomly selected vertices, obtaininĝ p f eas = 1:0.
VI. CONCLUSION
Two fast randomized algorithms for determining feasible or approximately feasible solutions to robust LMI problems have been discussed in this note. These techniques proved to be useful for problems which are intractable by means of standard exact LMI methods. In all cases, the solution provided by the randomized approach (which comes at very low computational cost) may serve as a good initial guess for a deterministic algorithm.
The first algorithm guarantees termination in a finite number of steps, if a robustly feasible solution exists. The second algorithm is general purpose, and can be applied in the case when we do not know in advance if a robustly feasible solution exists. Numerical tests showed that the second method has in general slower convergence than the first one. In both cases, the "goodness" of resulting solution may be checked a posteriori via Monte-Carlo randomization, as discussed in the examples.
It is expected that these techniques will be applied advantageously to the solution of various problems related to robust control design. Further research is needed in the direction of developing similar algorithms for the optimization of a functional under robust constraints, and to the extension of these results to general convex matrix inequalities.
