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Sommario
Il lavoro aﬀrontato in questa Tesi e` un’applicazione del Calcolo
delle Variazioni (c.d.v.) all’analisi di missioni spaziali eﬀettuate con
vele solari.
Nel primo capitolo si introduce il concetto di vela solare, descriven-
done la dinamica, e si speciﬁca la tipologia di missione che si intende
analizzare, speciﬁcando inoltre le motivazioni che ci hanno spinto a
prenderla in considerazione.
Nel secondo capitolo si introduce la teoria del c.d.v. con una pic-
cola estensione riguardo ai problemi di controllo ottimo. In partico-
lare vengono forniti gli strumenti matematici necessari per la soluzione
dell’applicazione proposta.
Nel terzo capitolo si aﬀronta la concreta applicazione in casi diversi,
di volta in volta speciﬁcati.
Il sistema dinamico e` costituito da una vela solare soggetta al campo
di forza gravitazionale del Sole ed alle forze dovute alla pressione di
radiazione solare, controllabili mediante gli angoli di assetto della vela
stessa: α e δ.
Si considerano due casi. Nel primo caso si analizza un trasferimento
piano da un’orbita circolare attorno al Sole ad un’altra orbita circolare,
in cui l’unico parametro di controllo e` α.
Nel secondo caso si analizza un trasferimento tra orbite circolari
(sempre attorno al Sole) non complanari, con un’assegnata inclinazione
relativa. In questo caso i parametri di controllo sono due: α e δ.
In ambedue i casi ci si propone di soddisfare il requisito di tempo
minimo di trasferimento; quindi il problema consiste nel determinare
le leggi di controllo dei parametri nel tempo e la forma della traiettoria
della vela solare, che soddisfano questo requisito.
In questi termini non c’e` modo di giungere ad una soluzione in forma
chiusa. Sotto opportune ipotesi, in particolare, l’ipotesi di bassa spinta
a cui e` soggetta la vela, e` possibile ricavare una soluzione semianalitica.
La parte originale di questo lavoro e` costituita dalla soluzione del-
l’applicazione nel caso di trasferimento tra orbite non complanari.
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CAPITOLO 1
Introduzione
In questo capitolo si introduce il concetto di vela solare, il suo princi-
pio di funzionamento ed i parametri fondamentali che la caratterizzano.
Si descrive brevemente la tipologia del problema aﬀrontato e si danno
le motivazioni che ci hanno spinto ad esaminarlo.
1. Vele solari: principio di funzionamento
Una vela solare e` un particolare tipo di satellite la cui fonte propul-
siva non e` basata su di una causa interna quale l’espulsione di massa
propellente, bens`ı su di una causa esterna che consiste nello sfruttare
la quantita` di moto associata ad un fascio di fotoni emessi da una
appropriata sorgente: il Sole.
Nelle ﬁgure 1.1 e 1.2 sono rappresentate due vele solari a forma
quadrata.
Il fascio dei fotoni urta un sottile strato di materiale riﬂettente, ori-
entabile, tenuto in tensione mediante una apposita struttura meccanica
e, di conseguenza, fornisce quantita` di moto alla vela solare.
Figura 1.1. Rappresentazione di una vela solare a forma quadrata
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Lo strato in questione deve avere determinate proprieta`; in parti-
colare, essendo la quantita` di moto portata dai fotoni relativamente
piccola, esso dovra` avere una superﬁcie molto estesa. Dovra`, inoltre,
essere molto riﬂettente in modo da sfruttare al meglio le azioni eserci-
tate dai fotoni. Queste ultime, calcolabili mediante diversi modelli che
caratterizzano le proprieta` della vela, vengono identiﬁcate nel termine
“pressione di radiazione solare”.
Inﬁne, il sottile strato deve essere orientabile secondo appropriate
leggi di controllo in modo tale che la vela solare sia pilotabile al ﬁne di
soddisfare determinati requisiti di missione.
In sostanza, le principali caratteristiche di una vela solare, che la
distinguono dagli altri sistemi di volo spaziale, possono essere cos`ı
riassunte:
- la vela solare non necessita di propellente;
- quando esposta alla sorgente, la vela solare e` continuamente ac-
celerata, ammettendo grandi variazioni di velocita` su larghe scale di
tempo.
Figura 1.2. Foto ravvicinata di una vela solare a forma
quadrata con tanto di equipe
2. Parametri caratteristici, pressione di radiazione e
dinamica del sistema
Ci proponiamo ora, di descrivere quantitativamente l’eﬀetto della
pressione di radiazione solare. Esiste una descrizione quantistica ed una
trattazione elettromagnetica della pressione di radiazione che portano
ai medesimi risultati. In questo lavoro ci si riferisce, esclusivamente,
alla descrizione quantistica del fenomeno. Un fotone di frequenza ν
trasporta un’energia pari a E = h ν dove h e` la costante di Planck.
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Dalla Relativita` Speciale e` noto che l’energia trasportata da un
corpo con massa, e` data da:
E2 = m20 c
4 + p2 c2
dove m0 e` la massa a riposo del corpo, p la quantita` di moto trasportata
e c e` la velocita` della luce nel vuoto.
Nel caso del fotone m0 = 0 e quindi si ha E = p c; segue che
p =
h ν
c
Si prende adesso in considerazione il ﬂusso energetico W associato
al ﬂusso dei fotoni, ad una distanza generica r dal centro del Sole.
Vale la legge di conservazione:
W r2 = WE R
2
E =
LS
4 π
con
WE =
LS
4 π R2E
LS e` una costante chiamata “luminosita` solare”.
RE e` la distanza media Terra-Sole che si introduce per convenzione.
L’energia ΔE trasportata attraverso una superﬁcie di area A, nor-
male alla radiazione incidente, nel tempo Δt e`:
ΔE = WAΔt
di conseguenza la quantita` di moto trasportata dal ﬂusso fotonico e`:
Δp =
ΔE
c
=
WAΔt
c
Si deﬁnisce la pressione di radiazione solare P come la quantita` di
moto trasportata dal ﬂusso fotonico nell’unita` di tempo e nell’unita` di
superﬁcie.
Segue
P = 1
A
· Δp
Δt
=
W
c
≡ WE
c
R2E
r2
Per una vela perfettamente riﬂettente e normale al ﬂusso di inciden-
za, si ha che la pressione di radiazione osservata e` il doppio del valore
sopra scritto:
Pv = 2W
c
Il modello di vela di cui si terra` conto nel corso del lavoro, e` quello
di una vela perfettamente riﬂettente.
La proprieta` fondamentale di una tale vela consiste, come suggerisce
la denominazione stessa, nel non rifrangere o assorbire il ﬂusso di fotoni
incidenti.
Si scrivono ora le forze agenti su di una vela solare che soddisfa il
requisito di cui sopra.
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Sia A la superﬁcie della vela e sia nˆ il suo versore normale alla parte
in ombra.
La forza esercitata sulla vela, dovuta al ﬂusso di fotoni incidenti
secondo la direzione uˆi e` data da:
f = Pv A (uˆi · nˆ)2 nˆ
che si dimostra facilmente con un bilancio di quantita` di moto.
Dividendo per la massa m si ottiene l’accelerazione istantanea a cui
la vela e` soggetta:
a = Pv A
m
(uˆi · nˆ)2 nˆ = 2WE
c
· 1
σ
·
(
RE
r
)2
(uˆi · nˆ)2 · nˆ
dove si e` posto σ = m/A.
E` possibile, a questo punto, deﬁnire un nuovo parametro adimen-
sionale come il rapporto della massima pressione di radiazione solare e
l’attrazione gravitazionale solare locale:
β =
|a|max
|g(r)| =
LS
2 πGM◦ c
· 1
σ
=
σ∗
σ
dove
σ∗ =
LS
2 πGM◦ c
β e` chiamato “solar lighteness number” (parametro di snellezza), ed
e` una costante, funzione della massa del Sole M◦ e della luminosita`
solare.
Grazie a questo nuovo parametro e` possibile scrivere le azioni della
pressione di radiazione solare sulla vela come:
a =
β GM◦
r2
(rˆ · nˆ)2 · nˆ
essendo rˆ = uˆi
A questo punto e` semplice scrivere l’equazione di moto della vela,
vista come punto materiale e considerando come unico corpo attrat-
tore il Sole stesso, in un appropriato sistema di riferimento inerziale.
Anche queste ipotesi saranno assunte valide durante la restante parte
del lavoro
L’equazione e`:
d2r
dt2
= − μ
r2
rˆ +
β μ
r2
(rˆ · nˆ)2 · nˆ
dove μ = GM◦ e` il parametro gravitazionale del Sole.
Nel caso piano tale equazione vettoriale da` luogo a 2 equazioni
scalari, nel caso spaziale a 3.
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Nel terzo capitolo saranno trattati ambedue i casi e sara` importante
saper scrivere queste equazioni riconoscendo l’eﬀetto degli angoli di
assetto della vela.
Si considera subito il caso spaziale per vedere come questi parametri
entrano in gioco e si deriva la situazione nel caso piano come caso
particolare di questo.
Si osservi la seguente ﬁgura:
r
α
δ
sun−line
h   r
h
n
Figura 1.3. Rappresentazione schematica della terna
orbitale e dei parametri di controllo della vela solare
con rˆ versore che individua la direzione Sole-vela e h versore che indi-
vidua la direzione normale all’orbita della vela nel riferimento inerziale
considerato.
h e` il momento angolare per unita` di massa del sistema:
h ≡ r ∧ v.
La terna (rˆ, hˆ ∧ rˆ, hˆ) e` levogira ed ortonormale e viene solitamente
chiamata terna orbitale.
- α e` detto cone-angle ed e` l’angolo formato da rˆ ed nˆ
- δ e` detto clock-angle ed e` l’angolo formato da hˆ e dalla proiezione
di nˆ nel piano (hˆ ∧ rˆ, hˆ).
Questi costituiscono i parametri di controllo della vela solare.
Gli intervalli di deﬁnizione di α e δ sono:
α ∈
[
−π
2
,
π
2
]
, δ ∈ [−π, π]
Lo scopo della tesi e` di cercare di determinare le leggi di questi
parametri nel tempo aﬃche´ la vela solare soddisﬁ il requisito di tempo
minimo di trasferimento tra due orbite attorno al Sole assegnate.
Chiaramente le azioni della pressione di radiazione e quindi la di-
namica della vela, dipendono da questi parametri.
Infatti, scomponendo l’equazione del moto nelle 3 equazioni scalari
in coordinate sferiche tenendo conto del fatto che:
nˆ = cosα rˆ + sinα cos δ hˆ + sinα sin δ hˆ ∧ rˆ
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Le equazioni del moto in coordinate sferiche (r, θ, φ) sono:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
β μ
r2
cos 3α(t)− μ
r2
= r¨ − r φ˙2 − r θ˙2 cos 2φ
β μ
r2
cos 2α(t) sinα(t) sin δ(t) = 1
r
cosφ d
dt
(r2θ˙)− 2 r θ˙ φ˙ sin φ
β μ
r2
cos 2α(t) sinα(t) cos δ(t) = 1
r
· d
dt
(r2φ˙) + r θ˙2 sinφ cosφ
con:
r ∈ [0;∞)
θ ∈ [0; 2π]
φ ∈
[
−π
2
;
π
2
]
Nel caso piano δ = π
2
e l’unico parametro di controllo e` il Cone-
Angle α, valutato positivo in senso antiorario a partire dalla congiun-
gente Sole-vela:
nˆ = cosα rˆ + sinα hˆ ∧ rˆ
α
h   r
r
n
sun−line   
Figura 1.4. Rappresentazione schematica della terna or-
bitale e del parametro di controllo della vela solare nel caso
piano
Le equazioni del moto in coordinate polari sono:⎧⎨
⎩
β μ
r2
cos 3α− μ
r2
= r¨ − rθ˙2
β μ
r2
cos 2α sinα = r θ¨ + 2r˙θ˙
Riprenderemo le equazioni sopra scritte nel capitolo 3.
A questo punto, la dinamica della vela perfettamente riﬂettente, in
campo di forza centrale gravitazionale e` chiaramente deﬁnita.
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3. Il problema in questione: motivazioni e stato dell’arte
Con una vela solare e` possibile eseguire missioni spaziali che non
richiedono fonti propulsive interne (e quindi massa propellente), sfrut-
tando esclusivamente l’azione della pressione di radiazione solare.
L’idea principale e` quella di utilizzare le vele solari per missioni
interplanetarie; ossia missioni di lungo periodo in cui le caratteristiche
dominanti della vela solare vengono pienamente sfruttate.
Essendo la quantita` di moto trasportata dai fotoni relativamente
piccola, la vela solare rientra in quella classe di sistemi propulsivi a
BASSA SPINTA.
Molti studi sono stati fatti in merito a questo tipo di sistemi e
l’applicazione di questo lavoro, risolta nel cap. 3, prende spunto da
quelli eﬀettuati da Edelbaum il quale risolse, approssimativamente, un
problema di controllo di ottimo applicato ad un endoreattore, nel tra-
sferimento da un’ orbita circolare attorno ad un pianeta ad un’altra,
sempre circolare, inclinata rispetto alla prima, di un angolo assegnato
[4].
Il problema era posto in questi termini: minimizzare il tempo di
volo e quindi la spesa di propellente, ipotizzando il sistema propulsivo
costantemente in azione durante tutta la fase del volo.
O
γ
v
r
i
T v
Figura 1.5. Rappresentazione del trasferimento orbitale
nel caso di Edelbaum
Il satellite era posto su di un’orbita di raggio iniziale noto e quindi
velocita` iniziale nota. L’arrivo sull’orbita di raggio ﬁnale assegnato,
doveva essere per quanto possibile tangente e con la velocita` necessaria
per orbitare su di essa.
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Edelbaum trovo` il tempo di volo del satellite e la legge dell’angolo
di controllo della spinta, ipotizzata costante, in funzione della velocita`
del satellite (vedi ﬁgura 1.5).
Nel presente studio ci si propone di risolvere lo stesso tipo di prob-
lema d’ottimo, utilizzando una vela solare in orbita attorno al Sole.
Questo risulta essere per ipotesi l’unico corpo attrattore.
Avremmo che, in conseguenza di quanto detto in questo capitolo la
spinta non sara` costante, ma dipendera` dall’inverso del quadrato della
distanza dalla sorgente oltre che dai paramatri di controllo α e δ, e che
l’obiettivo e` la minimizzazione del tempo di volo.
Nel capitolo 3, dopo l’impostazione e la risoluzione dell’applicazione
piana, gia` risolta da numerosi autori, si impostera`, rigorosamente, il
problema generale di ottimizzazione temporale in questione nel caso
di orbite iniziale e ﬁnale non complanari e, successivamente, mediante
una riformulazione nei parametri orbitali ed una serie di ipotesi, in un
certo senso parallele a quelle che eﬀettuo` Edelbaum nel suo problema,
si dara` una soluzione semianalitica.
Si vedra` come e` possibile trovare il tempo di volo in forma integrale;
la legge di controllo del cone-angle α e la legge del clock-angle δ in
funzione della velocita`, quest’ultima attraverso un integrale primo del
moto.
Non si riesce invece a determinare in forma chiusa l’equazione del-
la traiettoria, che resta espressa in forma integrale nell’equazione del
tempo di trasferimento.
CAPITOLO 2
Cenni sul Calcolo delle Variazioni
In questo capitolo, dopo una breve introduzione concettuale, ven-
gono forniti gli strumenti matematici di base; che risultano necessari
per la risoluzione dei problemi aﬀrontati nel capitolo 3 di questa tesi.
Questi sono gli strumenti del c.d.v. e della Teoria del controllo ottimo.
La lettura di questo capitolo puo` essere accompagnata dalla lettura
dell’appendice B, che fornisce un’interpretazione puramente geometrica
di un problema di ottimo, appoggiandosi per semplicita` alla Meccanica
Analitica.
1. Introduzione concettuale
1.1. Il calcolo delle variazioni (c.d.v.) e` quella disciplina che si
occupa principalmene della ricerca di “funzioni estremali” relative ad
un funzionale1; ossia quelle funzioni che minimizzano o massimizzano
quest’ultimo (piu` in generale, che lo rendono stazionario).
In natura, la dinamica degli eventi2, cos`ı come noi la percepiamo, e`
governata da equazioni o disequazioni. Ma “nessun scienziato ragiona
per equazioni”, e cos`ı a mio avviso per comprendere la natura ci ri-
facciamo in primo luogo alla percezione3 e all’intuizione o viceversa;
soltanto in secondo luogo razionalizzando questo magico “ensamble”
mediante un linguaggio universale chiamato matematica, riusciamo a
giungere alla stesura di un sistema di oggetti indeﬁniti, connessi alla
nostra realta` ﬁsica, relazionati in maniera univoca tramite equazioni,
disequazioni o altre relazioni matematiche.
Personalmente sono aﬀezionato ad una concezione geometrica della
dinamica dei sistemi, la quale e` intimamente connessa con i PRINCIPI
DI MINIMO4. E` quindi chiaro il ruolo fondamentale del c.d.v. in questo
ambito.
Le leggi della ﬁsica possono essere formulate secondo principi di
minimo anziche´ postulandole direttamente come equazioni in forma
covariante su un certo gruppo di trasformazioni5. Questa nuova im-
postazione, basata sulla minimizzazione di un funzionale, correlato al
1Applicazione dallo spazio delle funzioni, definite in un dato dominio, ad R
2Un evento e` un fenomeno naturale, un sistema fisico che evolve
3Intesa in questo senso anche come esperimento o esperienza
4E` piu` corretto dire Principi di stazionarieta`
5Queste trasformazioni dipendono dalle ipotesi che facciamo sulla realta` fisica
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sistema ﬁsico in questione, avra` dei vantaggi e degli svantaggi rispetto
all’impostazione classica.
Per esempio e` molto comodo seguire questa via in relativita` generale
ed ogni qualvolta abbiamo a che fare con interazioni fondamentali. Non
e` invece opportuno utilizzare questo approccio in problemi in cui com-
paiono forze di reazione vincolari come le forze di attrito, le quali sono
modellizzate grossolanamente senza tener di conto della moltitudine
delle interazioni fondamentali che le producono.
L’obiettivo del ﬁsico e` quello di determinare l’evoluzione del sis-
tema, risolvendo le equazioni del moto prodotte dalle leggi di minimo,
e ricavando quindi le variabili dinamiche6 in funzione del tempo.
1.2. In certi altri problemi di interesse, come quello di questa tesi,
e` l’uomo che si preﬁgge certi obiettivi; certi requisiti da soddisfare
che possono essere tradotti in termini quantitativi mediante una certa
grandezza da minimizzare o massimizzare. Allora, anche in questo caso
ci avvaliamo del c.d.v. per giungere alla soluzione del problema.
In particolare, se si tratta di ottimizzare le prestazioni di un cer-
to sistema dinamico progettato dall’uomo, ci saranno degli opportuni
parametri di controllo da settare secondo una certa legge al ﬁne di
soddisfare il requisito richiesto.
Bisogna dire che in questo tipo di problemi, a diﬀerenza dei prob-
lemi in cui la dinamica di un sistema viene totalmente derivata da un
principio di minimo, la questione e` leggermente diversa. Si assumono
note le equazioni della dinamica che costituiscono i vincoli a cui il fun-
zionale da minimizzare deve sottostare. I parametri di controllo non
sono altro che variabili dinamiche aggiuntive e quindi nuove funzioni
incognite del problema.
2. Tecnicismi variazionali
Si puo` dimostrare la stretta connessione tra un problema del tipo
(1) Sq0,t0(q, t) =
∫ t
t0
L
(
q, ˙q, t, 1
)
dt = MIN;
rappresentativo della Meccanica Analitica, ed un problema di “ottica
geometrica” in uno spazio astratto (vedi appendice B).
In particolare si puo` vedere come, a partire da quest’ultimo, fondato
esclusivamente su di un unico postulato, e tramite considerazioni di
tipo geometrico costruttivo, si possa giungere all’equazione dominante
la dinamica della funzione azione S (equazione di Hamilton-Jacobi).
In questo paragrafo ci proponiamo di ricavare le equazioni che carat-
terizzano il comportamento della soluzione del problema (1): q(t), che
rappresenta l’evoluzione temporale delle coordinate generalizzate del
sistema ﬁsico, secondo la metodologia analitica standard e per coerenza,
6Insieme di grandezze fisiche che identificano univocamente lo stato del sistema
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ricavare anche l’equazione di Hamilton-Jacobi per S in modo da con-
frontarla con quella ricavata nell’appendice B secondo considerazioni
geometriche.
Si parte, quindi, dalla formulazione del principio di minimo che,
a questo punto, puo` ritenersi “svincolato” dalla meccanica analitica e
visto come un generale problema di matematica.
Per focalizzare questo punto si esegue un cambio di notazione de-
nominando t ≡ x variabile indipendente; e
q(t) ≡ Y (x)
il vettore delle funzioni incognite. La precedente notazione e` puramente
caratteristica della meccanica analitica e, il vettore q rappresenta il
vettore dei gradi di liberta` del sistema ﬁsico.
Adesso il problema si legge:
SY0,x0(Y , x) =
∫ x
x0
L
(
Y (x);
dY
dx
; x
)
dx = MIN
Mentre per ricavare l’equazione della dinamica di S si suppone di
giacere a priori sulle soluzioni anche dette soluzioni estremali; adesso,
sono proprio queste ultime le incognite da determinare.
Mentre la funzione azione e` funzione del punto (x, Y ), secondo es-
tremo dell’integrale, il problema e` formulato in modo da vincolare rigi-
damente tale punto e determinare l’equazione che determina Y (x) nel
tempo tra i due punti (x0, Y0) e (x, Y ) ≡ (x1, Y1) ﬁssati.
Mostreremo poi, come, facendo cadere l’ipotesi di rigidita` del pun-
to (x1, Y1) si riesce a determinare in un unico colpo l’equazione di
Hamilton-Jacobi.
Una nota e` d’obbligo: questo tipo di problema e` un problema
monodimensionale: il vettore incognito Y (x) e` funzione della sola vari-
abile indipendente x. Rimando ad altre letture la generalizzazione del
problema al caso multidimensionale:
SY0,x0(Y , x) =
∫ x
x0
L
(
Y (x); ∇x · Y (x); x
)
dx = MIN
Di estremo interesse ﬁsico per i problemi ad inﬁniti gradi di liberta`
(teoria dell’elasticita`, idrodinamica, relativita` generale)
Il problema risolto nel capitolo 3 e` un classico problema monodi-
mensionale nella variabile indipendente tempo.
Si procede con l’impostazione analitica.
La funzione SY0,x0(Y1, x1) con (x0, Y0) e (x1, Y1) ﬁssi viene anche
denominata funzionale.
Poniamo per sempliﬁcare la notazione:
SY0,x0(Y1, x1) ≡ J
(
Y (x)
)
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Y (x) e` il vettore incognito. J
(
Y (x)
)
e` in sostanza una applicazione
dallo spazio delle funzioni deﬁnite in [x0, x1] ad R.
Si suppone Y (x) ∈ C2; cioe` derivabile due volte con derivate con-
tinue.
Il problema e` quello di determinare Y (x) che determina il minimo
valore di J .
Come si vede da questa stessa richiesta, si capisce come il c.d.v. sia
una estensione della ricerca e caratterizzazione dei punti di stazionari-
eta` relativi ad una funzione. Questo e` un tipico problema di analisi.
Il punto e` che in questa estensione, l’incognita risulta essere una
funzione, o meglio, nel mio caso, un vettore di funzioni.
Mentre nella ricerca di un punto stazionario di una funzione si risale
ad una equazione algebrica o trascendente per la sua coordinata che
risolve il problema, e` lecito aspettarsi nel c.d.v., di giungere ad una
equazione diﬀerenziale per la funzione incognita, o meglio ad un sistema
di equazioni diﬀerenziali per ciascuna componente del vettore Y (x)
incognito.
Scriveremo la procedura per ricavare tale equazione. In partico-
lare giungeremo ad una condizione necessaria per la stazionarieta` di
J
(
Y (x)
)
. Non ci spingeremo oltre nell’ambito di questo capitolo
introduttivo.
Ci riconduciamo ad un problema di stazionarieta` standard dell’anal-
isi facendo le seguenti considerazioni:
Esiste un Y (x) tale che
J
(
Y (x)
)
= JMIN ≤ J
(
f(x)
)
con f(x) = Y (x).
Si scelga una forma particolare per f(x): essa appartenga alla
famiglia di funzioni nel parametro ε
f(x) = Y (x, ε)
con la condizione:
Y (x, 0) = Y (x)
Molti autori fanno la scelta di prendere
f(x) = Y (x) + εh(x)
con ⎧⎨
⎩
h(x0) = 0
h(x1) = 0
al ﬁne di rispettare le condizioni nei punti estremali.
Non occorre fare questa scelta; bisogna comunque rispettare le
condizioni sugli estremi.
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Allora
J
(
Y (x, ε)
)
=
∫ x1
x0
L
(
Y (x, ε);
dY
dx
(x, ε); x
)
dx
e risulta essere una funzione di ε.
Ci siamo ricondotti al problema voluto.
Si impone
∂J
∂ε
(ε)
∣∣∣∣
ε=0
= 0
Per ogni famiglia di funzioni assegnata. In particolare ci si rendera`
conto che questa condizione portera` ad una equazione (l’equazione dif-
ferenziale di Eulero-Lagrange) indipendente dal tipo di famiglia scelto.
Allora e` lecito scegliere la famiglia di funzioni nella forma Y (x)+εh(x)
o qualsiasi altra forma particolare, mantenendo la condizione Y (x, 0) =
Y (x) e rispettando le condizioni agli estremi.
Si esegue la derivazione. Essendo il dominio di integrazione ﬁssato,
si puo` derivare sotto il segno di integrale:
∂J
∂ε
=
∫ x1
x0
(
∂L
∂Y
· ∂
Y
∂ε
+
∂L
∂ ˙Y
· ∂
˙Y
∂ε
+
∂L
∂x
· ∂x
∂ε
)
dx;
chiaramente ∂x
∂ε
= 0.
Scambiando l’ordine di derivazione:
∂J
∂ε
=
∫ x1
x0
[
∂L
∂Y
· ∂
Y
∂ε
+
∂L
∂ ˙Y
· d
dx
(
∂Y
∂ε
)]
dx
Si svolge un’integrazione per parti per il 2◦ termine:
∂J
∂ε
=
∂L
∂ ˙Y
· ∂
Y
∂ε
∣∣∣∣∣
x1
x0
+
∫ x1
x0
[
∂L
∂Y
· ∂
Y
∂ε
− d
dx
(
∂L
∂ ˙Y
)
· ∂
Y
∂ε
]
dx
avendo posto
˙Y ≡ d
Y
dx
Allora
∂J
∂ε
∣∣∣∣
ε=0
=
∂L
∂ ˙Y
· ∂
Y
∂ε
∣∣∣∣∣
ε=0
∣∣∣∣∣
x1
x0
+
∫ x1
x0
[
∂L
∂Y
− d
dx
(
∂L
∂ ˙Y
)]
· ∂
Y
∂ε
∣∣∣∣∣
ε=0
dx
Si ha che
∂Y
∂ε
∣∣∣∣∣
ε=0
∣∣∣∣∣
x0
= 0
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in quanto Y (x0, ε = 0) = Y (x0) = Y0 e
∂Y
∂ε
∣∣∣∣∣
ε=0
∣∣∣∣∣
x1
= 0
in quanto Y (x1, ε = 0) = Y (x1) = Y1; mentre
∂J
∂ε
∣∣
ε=0
e` una funzione
arbitraria la cui forma dipende dalla scelta della famiglia Y (x, ε).
Il problema e` cos`ı ridotto
∂J
∂ε
∣∣∣∣
ε=0
=
∫ x1
x0
[
∂L
∂Y
− d
dx
(
∂L
∂ ˙Y
)]
· ∂
Y
∂ε
∣∣∣∣∣
ε=0
dx = 0
Per il Lemma di Legendre, condizione necessaria aﬃnche` tale equazione
sia soddisfatta e`
d
dx
(
∂L
∂ ˙Y
)
− ∂L
∂Y
= 0
che costituisce un sistema di equazioni diﬀerenziali per le soluzioni del
funzionale dato; da accompagnarsi con le condizioni agli estremi:⎧⎨
⎩
Y (x0) = Y0
Y (x1) = Y1
Queste equazioni diﬀerenziali sono denominate equazioni di Eulero-
Lagrange.
Adesso si fara` cadere l’ipotesi di rigidita` del punto estremale (x1, Y1)
denominandolo genericamente: (x, Y ) si scrivera` la variazione prima del
funzionale. Il punto (x0, Y0) rimane ﬁsso.
E` noto che la variazione prima di un integrale monodimensionale
del tipo:
J(ε) =
∫ x1(ε)
x0(ε)
f(x, ε) dx
e`
∂J
∂ε
= f(x1, ε)
dx1
dε
− f(x0, ε) dx0
dε
+
∫ x1
x0
∂f
∂ε
dx
(si puo` vedere pensando all’integrale come limite di n somme sugli
intervalli...)
Applicando questo lemma al problema di cui sopra, ponendo
x = x(ε) −→ ∂x
∂ε
=
dx
dε
∂J
∂ε
= L
(
Y (x, ε); ˙Y (x, ε); x(ε)
)
· ∂x
∂ε
(ε) +
∫ x
x0
∂L
∂ε
dx
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in quanto ∂x(ε)
∂ε
= dx(ε)
dε
ed essendo (x0, Y0) ﬁsso. Allora:
∂J
∂ε
= L
(
Y (x, ε); ˙Y (x, ε); x(ε)
)
· ∂x
∂ε
(ε) +
∂L
∂ ˙Y
· ∂
Y
∂ε
∣∣∣∣∣
x
− ∂L
∂ ˙Y
· ∂
Y
∂ε
∣∣∣∣∣
x0
+
+
∫ x
x0
[
∂L
∂Y
− d
dx
(
∂L
∂ ˙Y
)]
· ∂
Y
∂ε
dx
Anche il termine valutato in x0 si annulla per la condizione di
rigidita` del punto (x0, Y0).
In genere l’estremo superiore (x, Y ) e` soggetto ad una qualche
condizione, nei problemi ﬁsici di interesse, del tipo
G
(
x(ε); Y (x, ε)
)
= 0
E` interessante studiare la situazione in cui (x, Y ) e` completamente
libero come gia` detto, anche per poi ricondurmi all’equazione di Hamilton-
Jacobi.
Si ricordi che la condizione d’interesse e`
∂J
∂ε
∣∣∣∣
ε=0
= 0;
inoltre
L|ε=0 = L
(
Y (x); ˙Y (x); x
)
Sono da determinare le seguenti dx(ε)
dε
∣∣∣
ε=0
e ∂
Y
∂ε
(x, ε)
∣∣∣
ε=0
tenendo
sempre presente che x = x(ε) .
Ci si chiede se esiste una certa relazione tra queste due grandezze.
Il punto e` che ∂
Y
∂ε
(x(ε), ε)
∣∣∣
0
ha una forma arbitraria a seconda della
forma della funzione Y (x, ε) scelta.
Abbiamo comunque:
dY
dε
(x(ε), ε) =
∂Y
∂x
· ∂x
∂ε
+
∂Y
∂ε
(x, ε), ∀ε ∈ R
Segue quindi:
∂Y
∂ε
(x, ε) =
dY
dε
(x, ε)− ∂
Y
∂x
· ∂x
∂ε
, ∀ε ∈ R.
Per ε = 0 si ha che:
L
(
Y (x); ˙Y (x); x
)
· ∂x
∂ε
(ε)
∣∣∣∣
ε=0
+
∂L
∂ ˙Y
·
(
−∂
Y
∂x
· ∂x
∂ε
∣∣∣∣∣
ε=0
+
dY
dε
∣∣∣∣∣
ε=0
)∣∣∣∣∣
x
=
=
(
L|x − ∂L
∂ ˙Y
· ˙Y
∣∣∣
x
)
· ∂x
∂ε
(ε)
∣∣∣∣∣
ε=0
+
(
∂L
∂ ˙Y
· d
Y
dε
(x, ε)
)∣∣∣∣∣
x
∣∣∣∣∣
ε=0
.
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essendo
∂Y
∂x
(x, ε)
∣∣∣∣∣
ε=0
=
dY
dx
∣∣∣∣∣
x
= ˙Y
∣∣∣
x
;
Per cui
∂J
∂ε
∣∣
ε=0
=
[
L − ∂L
∂ ˙Y
· ˙Y
]∣∣∣
x
· ∂x
∂ε
(ε)
∣∣∣
ε=0
+
(
∂L
∂ ˙Y
· dY
dε
(x, ε)
)∣∣∣
x
∣∣∣
ε=0
+
+
∫ x
x0
[
∂L
∂Y
− d
dx
(
∂L
∂ ˙Y
)]
· ∂Y
∂ε
(x, ε)
∣∣∣
ε=0
dx
e ritornando alla notazione ﬁsico geometrica
∂Sq0,t0
∂ε
(q, t)
∣∣∣
ε=0
= −H|t · ∂t∂ε
∣∣
ε=0
+ Pq
dq
dε
(t, ε)
∣∣∣
t
∣∣∣
ε=0
+
∫ t
t0
[
∂L
∂q
− d
dt
(
∂L
∂˙q
)]
· ∂q
∂ε
(t, ε)
∣∣∣
ε=0
dt
Avendo ricordato la deﬁnizione di funzione Hamiltoniana
H
(
q; Pq ; t
)
≡ ∂L
∂˙q
˙q −L
e la relazione:
∂L
∂˙q
= Pq
Tale variazione e` densa di signiﬁcato: essa conduce immediatamente
all’equazione di Hamilton-Jacobi;⎧⎨
⎩
∂S
∂t
= −H
∂S
∂q
= Pq
=⇒ ∂S
∂t
+ H
(
q;
∂S
∂q
; t
)
= 0
identica a quella ricavata in appendice B.
Richiedendo la stazionarieta` della variazione ricavo le equazioni
delle traiettorie delle soluzioni estremali del problema d’ottimo con le
relative condizioni al bordo (bc’s):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂L
∂q
− d
dt
(
∂L
∂˙q
)
= 0
q (t0) = q0
H|x = 0
Pq|x = 0
Le ultime due equazioni rappresentano le condizioni naturali sul-
l’estremo superiore.
Si osservi come il problema di c.d.v. cos`ı formulato porti auto-
maticamente alla formulazione delle condizioni a cui il sistema ﬁsico
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deve sottostare nei punti estremali. Questo e` un gran vantaggio per lo
studioso, che non sempre,ad occhio, riesce a porre in modo coerente e
univoco le bc’s del problema, in modo da renderlo ben posto.
Conosciamo bene il signiﬁcato geometrico associato ad un problema
d’ottimo posto nella seguente forma:
JY0,x0(
Y , x) =
∫ x
x0
L
(
Y (x); ˙Y (x); x
)
dx = MIN
e si conoscono le equazioni che governano l’evoluzione delle soluzioni
estremali Y (x) e l’evoluzione di JY0,x0(
Y , x).
E` necessario formulare un corollario del Teorema di Noether che si
rivelera` utile anche in seguito.
Si consideri il funzionale
JY0,x0(
Y , x) =
∫ x
x0
L
(
Y ; ˙Y
)
dx
dove la funzione lagrangiana e` esplicitamente indipendente da x.
Allora H assume valore invariante sulle soluzioni estremali del prob-
lema. In particolare se l’estremo (x, Y ) e` libero, a causa della con-
dizione su questo estremo:
H|x = 0
Allora H assume valore nullo costantemente.
Questo teorema e` di semplice dimostrazione; e ci sono vari modi
per portarla a termine. Si sceglie il piu` semplice, che si limita ad una
semplice veriﬁca, non avendo formulato il teorema di Noether:
Eseguiamo la derivazione:
dH
dx
= −dL
dx
+
d
dx
(
∂L
∂ ˙Y
)
· ˙Y + ∂L
∂ ˙Y
· ¨Y =
= −∂L
∂Y
·˙Y−∂L
∂ ˙Y
·¨Y + d
dx
(
∂L
∂ ˙Y
)
·˙Y +∂L
∂ ˙Y
·¨Y = ˙Y
[
d
dx
(
∂L
∂ ˙Y
)
− ∂L
∂Y
]
= 0
chiaramente grazie alla validita` delle equazioni di Eulero-Lagrange sulle
soluzioni minimali7.
2.1. Problemi di controllo ottimo. Formulazione generale.
Basta rivedere quanto fatto secondo un’altra ottica. E` infatti d’obbligo
adesso applicare queste considerazioni teoriche a problemi di controllo
ottimo. Questi ultimi si rivelano problemi del tipo appena aﬀronta-
to, con opportune equazioni di vincolo da trattarsi con il metodo dei
moltiplicatori di Lagrange, metodo che assumeremo noto, ed opportuni
accorgimenti sulla deﬁnizione di certe variabili dinamiche prioritarie,
dette funzioni di controllo. Stiamo semplicemente generalizzando la
questione.
7minimale e` sinonimo di estremale
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Abbiamo gia` discusso la natura di questo problema nel paragrafo
1.
Il problema e` generalmente formulato come segue:
si chiede di minimizzare il seguente funzionale:
J(u(t)) = φ(x(t1); t1) +
∫ t1
t0
L (x(t); u(t); t) dt
che nell’ottica di questo tipo di problemi viene spesso denominato fun-
zione di costo in quanto traduce in termini quantitativi una qualche
spesa che si vuole rendere minima. Le dimensioni dei vettori x(t)
ed u(t) sono rispettivamente n ed m; e questi vettori sono funzioni
incognite nel tempo.
Tale minimizzazione viene eﬀettuata sotto certi vincoli, in parti-
colare il vettore x(t), detto vettore di stato, ed il vettore u(t) detto
vettore delle variabili di controllo, sono correlati tramite il sistema di
equazioni diﬀerenziali:
˙x(t) = f (x(t); u(t); t)
munito delle condizioni iniziali:
x(t0) = x0,
che generalmente descrive la dinamica del sistema dinamico a cui si
intende applicare questo genere di problema.
Il vettore x(t) ed il vettore u(t) sono vincolati a variare in un
assegnato dominio.
Si osservi come il vettore delle variabili dinamiche u(t) assuma un
signiﬁcato prioritario in quanto una volta determinato; grazie al sis-
tema di equazioni diﬀerenziali di cui sopra, risulta determinato anche
il vettore di stato.
Assumiamo noto il dominio di appartenenza del vettore di controllo:
u(t) ∈ [uMIN; uMAX]
Ci possono essere altri vincoli imposti alle variabili dinamiche del
problema quali vincoli di tipo globale:
1.
∫ t1
t0
G (x(t); u(t); t) dt = K
con K costante assegnata, e vincoli del tipo
2. ψ (x(t1); u(t1); t1) = 0.
Anche questo tipo di vincoli sono trattabili con il metodo dei molti-
plicatori di Lagrange, alla stregua dei vincoli diﬀerenziali; questi ultimi
sono anche detti vincoli puntuali in quanto validi per ogni istante di
tempo.
In particolare, il problema principale della tesi e` un problema di
questo tipo con un vincolo del secondo tipo : il fatto che la variazione
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di inclinazione tra le due orbite di parcheggio sia un valore assegnato,
e` tradotto in linguaggio analitico da un vincolo di questo tipo.
Una ulteriore osservazione e` importante: e` gia` stata spiegata la pri-
orita` del vettore incognito u(t). Si ribadisce questo fatto dalla seguente
considerazione:
- una variazione su di esso implica una variazione sul vettore di
stato x grazie alla validita` dei vincoli diﬀerenziali. Ne deriva che la
variazione prima del funzionale J(u), che deve essere eguagliata a zero
per avere la soluzione estremale del problema d’ottimo, deve essere
eseguita esclusivamente in seguito ad una variazione δu nel vettore di
controllo.
Risulta quindi quest’ultimo l’incognita prioritaria del problema.
Mostreremo inﬁne, l’equivalenza di un problema di questo tipo con
un problema classico del tipo discusso nella prima sezione di questo
paragrafo. La minimizzazione del funzionale J(u) puo` in realta`, esser
vista come la sovrapposizione di due problemi: un problema di Mayer
in cui si minimizza il termine all’estremo superiore (vedi ﬁgura 2.1);
e un classico problema di Lagrange totalmente equivalente al problema
O t0 t1 t
φ(x(t );t )J1 1 1
Figura 2.1. Rappresentazione del problema di Mayer
classico (vedi ﬁgura 2.2).
O
0 t
J1
t 1t
t
t
1
0
L (x(t);u(t);t) dt
Figura 2.2. Rappresentazione del problema di Lagrange
La loro sovrapposizione costituisce un problema di Bolza (vedi ﬁgu-
ra 2.3).
26 2. CENNI SUL CALCOLO DELLE VARIAZIONI
t
t
1
0
L (x(t);u(t);t) dt
O
0 ttt
J +J1 2
φ (x(t );t )+11
1
Figura 2.3. Rappresentazione del problema di Bolza
Si procede con la ricerca delle soluzioni estremali del problema. Le
condizioni che si applicano sono chiaramente, come fatto sino ad ora,
condizioni necessarie per l’ottimalita` delle soluzioni.
Si utilizza il metodo dei moltiplicatori di Lagrange estremizzando
il funzionale
JA = J(u(t)) +
∫ t1
t0
λT (t) ·
[
f (x(t); u(t); t)− ˙x
]
dt −→
JA = φ (x(t1); t1)+
∫ t1
t0
{
L (x(t); u(t); t) + λT (t) ·
[
f (x(t); u(t); t)− ˙x
]}
dt
Si deﬁnisce una nuova funzione del sistema denominata Hamiltoni-
ana Generalizzata:
H
(
x(t); u(t);λ(t); t
)
≡ L+ λT · f
Allora si ha:
JA = φ (x(t1); t1) +
∫ t1
t0
[
H
(
x(t); u(t);λ(t); t
)
− λT (t) · ˙x
]
dt
Si integra per parti l’ultimo termine dell’integrale per cui si ottiene:
JA = φ (x(t1); t1)+λ
T (t0) ·x(t0)−λT (t1) ·x(t1)+
∫ t1
t0
[
H + ˙λT (t) · x
]
dt
Si esegue la variazione prima del funzionale prendendo la famiglia
u(t, ε) con u(t, 0) = u(t) soluzione estremale del problema ed ε para-
metro reale, in modo analogo a quanto fatto nella parte iniziale di
questo paragrafo.
∂JA
∂ε
=
(
∂φ
∂x
− λT
)
∂x
∂u
· ∂u
∂ε
∣∣∣∣
t1
+ λT · ∂x
∂u
· ∂u
∂ε
∣∣∣∣
t0
+
+
∫ t1
t0
[(
∂H
∂x
+ ˙λT
)
∂x
∂u
· ∂u
∂ε
+
∂H
∂u
· ∂u
∂ε
]
dt
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Si impone
∂JA
∂ε
∣∣∣∣
ε=0
= 0
Si ha che ∂u
∂ε
e` una variazione arbitraria la cui forma dipende dalle
forme della famiglia u(t, ε) con la cruciale condizione:
∂u
∂ε
∣∣∣∣
ε=0
∣∣∣∣
t0
= 0
In quanto u(t0, ε = 0) = u(t0) e` un valore assegnato per ipotesi; a
diﬀerenza di ∂u
∂ε
∣∣
ε=0
∣∣
t1
che assume valore arbitrario generando cos`ı la
condizione all’estremo superiore:
∂φ
∂x
− λT
∣∣∣∣
t1
= 0
avendo considerato che la variazione ∂x
∂ε
∣∣
t1
e` indotta su x dalla vari-
azione arbitraria di u ed e` quindi anch’essa arbitraria.
Con le analoghe considerazioni si giunge al sistema di equazioni:
⎧⎨
⎩
1) ∂H
∂u
= 0
2) ∂H
∂x
+ ˙λT = 0
per t ∈ [t0; t1]
al quale si aggiungono le equazioni diﬀerenziali:
˙x(t) = f (x(t); u(t); t)
Il sistema di equazioni diﬀerenziali costituito dalla 1) e dalla 2)
e` l’analogo del sistema delle equazioni di Eulero-Lagrange: sono una
nuova formulazione di queste ultime, in una forma del primo ordine,
correlate direttamente alla formulazione delle equazioni canoniche di
Hamilton.
Anche in questo caso, nei punti estremali, le condizioni a cui il sis-
tema dinamico deve sottostare, vengono fornite in maniera automatica.
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Allora, riepilogando, il problema di ottimizzazione e` risolto dal
seguente sistema diﬀerenziale:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂H
∂x
+ ˙λT = 0 (n equazioni scalari)
˙x = f (x(t); u(t); t) (n equazioni scalari)
Accompagnato dalle bc′s :
x(t0) = x0 (n condizioni all
′estremo t0)
∂φ
∂x
− λT
∣∣∣
t1
= 0 (n condizioni all′estremo t1)
accompagnato dalle m equazioni scalari nelle variabili di controllo:
∂H
∂u
= 0.
Le funzioni incognite del problema sono: u(t); x(t) e λ(t) per un
totale di (m + 2n).
Il problema e` ben posto.
Non e` diﬃcile estendere la questione al caso dei vincoli della forma:
ψ (x(t1); u(t1); t1) = 0
ovvero
ψ (x(t1); t1) = 0;
Questo e` un caso da tener presente, in quanto il problema trattato
nel capitolo 3 paragrafo 3 ammette vincoli di questo tipo.
L’impostazione e` analoga alla precedente con l’aggiunta del termine
ν ψ, dove ν e` un moltiplicatore di Lagrange (costante nel tempo, in
questo caso). Il problema consiste nell’estremizzazione del funzionale:
JB = ν ψ + JA
I passaggi sono gli stessi di quelli aﬀrontati nel caso precedente e la
condizione al punto estremale superiore viene cos`ı modiﬁcata:
∂φ
∂x
+ ν
∂ψ
∂x
− λT
∣∣∣∣
t1
= 0
dove la costante ν viene in seguito determinata dalla stessa condizione:
ψ (x(t1); t1) = 0
E` importante speciﬁcare due ultime questioni che troveranno appli-
cazione nel problema risolto nel capitolo 3.
- Si applica la metodologia precedente al caso in cui certe variabili
dinamiche vengono vincolate al tempo t1. Questo tipo di problema puo`
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essere ricondotto al problema di cui sopra semplicemente aggiungendo
la condizione:
xk(t1) = xk t1 , ∀xk vincolata.
Ma si puo` porre il problema in forma piu` elegante. Ricordando che:
∂JA
∂ε
=
(
∂φ
∂x
− λT
)
· ∂x
∂ε
∣∣∣∣
t1
+ . . .
non occorre piu` richiedere(
∂φ
∂x
− λT
)
k
∣∣∣∣
t1
= 0
in quanto adesso (
∂x
∂ε
)
k
∣∣∣∣
t1
= 0
a causa della condizione posta sulla componente xk del vettore x.
Queste condizioni sugli xk vengono sostituite automaticamente dalle
condizioni xk(t1) = xk t1 , valori assegnati.
Il problema rimane chiaramente ben posto.
- L’ultima questione da analizzare e` quella in cui la variabile in-
dipendente t viene lasciata libera nel punto estremale superiore.
In questo caso basta trattare la variabile t1 come tutte le altre, in
analogia con quanto fatto nella prima parte di questo capitolo.
Si eseguono di nuovo tutti i passaggi per completezza, considerando
t1 = t1(ε)
∂JA
∂ε
∣∣∣∣
t1 libero
=
∂JA
∂ε
∣∣∣∣
t1 fisso
+ L dt1
dε
con
dt1
dε
=
∂t1
∂ε
Ma avendo ora u(t1(ε); ε)
segue−→ x(t1(ε); ε) e quindi
dx
dε
(t1(ε); ε) =
∂x
∂t1
· ∂t1
∂ε
+
∂x
∂ε
, ∀ε ∈ R
da cui
∂x
∂ε
= − ∂x
∂t1
· ∂t1
∂ε
+
dx
dε
Sostituendo nel primo termine di ∂J
∂ε
∣∣
t1 fisso
si ha:
∂JA
∂ε
∣∣∣∣
t1 libero
=
(
−∂φ
∂x
· ∂x
∂t1
+ λT · ∂x
∂t1
+ L|t1
)
· ∂t1
∂ε
+
+
(
∂φ
∂x
− λT
)∣∣∣∣
t1
· dx
dε
+ λT · ∂x
∂ε
∣∣∣∣
t0
+ . . .
essendo
∂x
∂t1
(t1(ε); ε)
∣∣∣∣
ε=0
=
dx
dt
∣∣∣∣
t1
= ˙x
∣∣∣
t1
.
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Segue dall’arbitrarieta` di ∂t1
∂ε
∣∣
ε=0
∣∣
t1
che per la stazionarieta` di JA|t1 libero
e` necessaria la seguente condizione estremale, oltre alle medesime con-
dizioni del problema con t1 assegnato:(
L+ λT · ˙x− ∂φ
∂t
)∣∣∣∣
t1
= 0 −→
−→
(
H − ∂φ
∂t
)∣∣∣∣
t1
= 0
analoga con la condizione estremale su H ricavata nella prima parte
del paragrafo.
Il termine ∂φ
∂t
∣∣
t1
e` dovuto al termine aggiuntivo del problema di
Bolza.
In particolare se ∂φ
∂t
∣∣
t1
= 0 o il termine di Mayer e` assente, tale
condizione si riduce:
H|t1 = 0
Un’ultima osservazione va fatta nel caso in cui L ed f non dipen-
dono esplicitamente dal tempo:
L = L (x(t); u(t)) ; f = f (x(t); u(t))
Con semplicita` si riesce a determinare l’invarianza del valore di
H lungo le soluzioni estremali del problema, in analogia con quanto
accadeva nella semplice applicazione del Teorema di Noether.
Ci limitiamo ad una semplice veriﬁca:
H = L+λT · f −→ dH
dt
=
∂L
∂x
· ∂x
∂t
+
∂L
∂u
· ∂u
∂t
+˙λT · f+λT · ∂
f
∂x
· ∂x
∂t
+
+λT · ∂
f
∂u
· ∂u
∂t
=
(
∂L
∂x
+ λT · ∂
f
∂x
)
· ∂x
∂t
+
(
∂L
∂u
+ λT · ∂
f
∂u
)
· ∂u
∂t
+˙λT · f =
=
(
∂H
∂x
+ ˙λT
)
· f + ∂H
∂u
· ∂u
∂t
= 0
Avendo ⎧⎨
⎩
∂H
∂u
= 0
∂H
∂x
+ ˙λT = 0
sulle soluzioni minimali del problema.
Essendo il problema aﬀrontato nel capitolo 3 ad estremo superiore
libero, (il tempo di trasferimento T ), a Lagrangiana e equazioni di vin-
colo diﬀerenziali esplicitamente non dipendenti dal tempo, si puo` dire
che il valore dell’Hamiltoniana, durante tutta l’evoluzione del sistema
dinamico sara` nullo.
Potremmo classiﬁcare questo tipo di problemi come problemi a
valore di Hamiltoniana nullo.
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Si mostra ora come da un problema di “controllo ottimo” alla La-
grange in cui il vettore di controllo svolge un ruolo primario, ci si possa
ricondurre ad un problema classico del tipo:
δ
{∫ t1
t0
L
(
q; ˙q; t
)
dt
}
= 0
La questione e` semplicissima, basta prendere come equazione di
vincolo: u = ˙q
Si vede che:
δ
{∫ t1
t0
L (q; u; t) dt
}
= 0
Conduce al sistema di equazioni:⎧⎪⎨
⎪⎩
∂H
∂q
+ ˙λT = 0
∂H
∂u
= 0
−→
⎧⎪⎨
⎪⎩
∂L
∂q
= −˙λT
∂L
∂u
+ λT = 0
essendo H = L+ λT · u.
Dal sistema diﬀerenziale appena scritto, derivando la seconda e
sostituendo la prima in questa, otteniamo:
d
dt
(
∂L
∂˙q
)
− ∂L
∂q
= 0
equivalente al sistema delle equazioni diﬀerenziali di Eulero-Lagrange.
Nella risoluzione del problema che segue, si utilizzeranno le tecniche
rivisitate in questa seconda parte del paragrafo.
C’e` da dire che tale metodologia non e` la sola per risolvere problemi
di controllo ottimo.
Esistono due strumenti in un certo senso complementari al proced-
imento risolutivo appena presentato:
- l’equazione di Hamilton-Jacobi-Bellmann: analoga all’equazione
di Hamilton-Jacobi ricavata precedentemente;
- il Principio di Minimo di Pontryagin, utile nel caso in cui le
equazioni variazionali non portano a soluzione, e questa si presenta
sul contorno del dominio di ammissibilita` del vettore di controllo.
Queste tre tecniche di risoluzione di problemi d’ottimo sono da
utilizzare a seconda del problema da analizzare. Di volta in volta e`
opportuno scegliere la tecnica piu` adatta.

CAPITOLO 3
Sulla risoluzione del problema
Si imposta il problema di ottimizzazione temporale piano della vela
solare tra due orbite eliocentriche e circolari con la condizione di arrivo
tangente all’orbita ﬁnale (paragrafo 1). Mediante appropriate approssi-
mazioni si risolve questo problema in forma chiusa (paragrafo 2). Si
imposta il problema di ottimizzazione temporale nel caso spaziale tra
due orbite eliocentriche circolari di assegnata inclinazione relativa. Si
discute la compatibilita` delle condizioni al contorno richieste (paragrafo
3). Inﬁne, facendo le dovute approssimazioni, si risolve il problema in
forma semianalitica con relativa discussione e commento (paragrafo 4).
Questo punto e` il nucleo originale del lavoro.
Si riassumono le ipotesi di base a tutto il lavoro, gia` espresse nel
capitolo 1:
- la vela solare e` schematizzata come un punto materiale;
- il modello di cui si tiene conto e` quello di vela perfettamente
riﬂettente;
- la sorgente del ﬂusso di fotoni e` il Sole, cos`ı come esso risulta
essere l’unico corpo attrattore.
1. Sul problema piano. Impostazione generale
Assunzioni
- Il Sole e` l’unico corpo attrattore; μ e` il suo parametro gravi-
tazionale:
μ = GM◦
- Le orbite, iniziale e ﬁnale, sono circolari attorno al Sole e compla-
nari. I loro raggi sono rispettivamente ri e rf e sono assegnati. Risulta
chiaramente deducibile la velocita` circolare di ciascuna delle due orbite:
vi =
√
μ
ri
vf =
√
μ
rf
- Essendo il problema di natura piana; le azioni della pressione di
radiazione solare sulla vela sono (come visto nel capitolo 1):⎧⎨
⎩
ar =
β μ
r2
cos 3α
aθ =
β μ
r2
cos 2α sinα,
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con α(t) ∈ [−π
2
; π
2
]
: esso e` l’unico parametro di controllo e costituisce
l’incognita prioritaria del problema, insieme al tempo di trasferimento.
Quest’ultimo e` allo stesso tempo la grandezza da minimizzare. In un
α
h   r
r
n
sun−line   
Figura 3.1. Rappresentazione schematica della terna or-
bitale e del parametro di controllo della vela solare nel caso
piano
sistema di coordinate polari le equazioni del moto della vela sono:⎧⎨
⎩
ar − μr2 = r¨ − rθ˙2
aθ = r θ¨ + 2 r˙ θ˙
O
r
v
u
v
θ
Figura 3.2. Sistema di coordinate polari
Inserendo le equazioni costitutive per ar e aθ:⎧⎨
⎩
β μ
r2
cos 3α− μ
r2
= r¨ − rθ˙2
β μ
r2
cos 2α sinα = r θ¨ + 2r˙θ˙
Queste equazioni deﬁniscono la dinamica della vela solare e sono da
considerarsi equazioni di vincolo puntuali, in quanto valide per ogni
istante di tempo, del problema di minimo. Ponendo:⎧⎨
⎩
r˙ ≡ u
r θ˙ ≡ v
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si ricavano le precedenti equazioni in una forma del primo ordine.⎧⎨
⎩
u˙ = β μ
r2
cos 3α− μ
r2
+ v
2
r
v˙ = β μ
r2
cos 2α sinα− uv
r
Queste quattro equazioni costituiscono le equazioni di vincolo del
problema, e sono equazioni diﬀerenziali del primo ordine.
Inoltre, il problema richiede T =
∫ T
0
dT = MIN. Si procede mecca-
nicamente scrivendo l’Hamiltoniana del sistema; ricavando le equazioni
delle variabili dinamiche e cercando di risolverle con le appropriate
condizioni al contorno (bc’s)
H = 1 + λr(t)u + λθ(t)
v
r
+ λu(t) ·
[
β μ
r2
cos 3α(t)− μ
r2
+
v2
r
]
+
+λv(t) ·
[
β μ
r2
cos 2α(t) sinα(t)− u v
r
]
Le funzioni incognite del problema sono quindi
α(t); r(t); θ(t); u(t); v(t); λr(t); λθ(t); λu(t) e λv(t)
e le equazioni risolutive:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂H
∂α
= 0
∂H
∂r
+ λ˙r = 0
∂H
∂θ
+ λ˙θ = 0
∂H
∂u
+ λ˙u = 0
∂H
∂v
+ λ˙v = 0
r˙ ≡ u
rθ˙ ≡ v
u˙ = β μ
r2
cos 3α− μ
r2
+ v
2
r
v˙ = β μ
r2
cos 2α sinα− u v
r
Il sistema di equazioni che si presenta e`
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1. 3λu(t) sinα(t) cosα(t) + 2λv(t) sin
2α(t)− λv(t) cos 2α(t) = 0
2. − λu(t) ·
[
2β μ
r
cos 3α(t)− 2μ
r
+ v2
]− λv(t) · [2β μr cos 2α sinα− u v]+
−λθ(t) v + r2λ˙r(t) = 0
3. λ˙θ(t) = 0
4. − λv(t)vr + λr(t) + λ˙u(t) = 0
5. 2λu(t)
v
r
− λv(t)ur + λθ(t) 1r + λ˙v(t) = 0
6. r˙ = u
7. θ˙ = v
r
8. u˙ = β μ
r2
cos 3α− μ
r2
+ v
2
r
9. v˙ = β μ
r2
cos 2α sinα− u v
r
α(t) deve appartenere ad un preciso dominio di deﬁnizione Dα :
[−π
2
; π
2
]
.
Le bc’s sono:
r(0) = ri
r(T ) = rf
θ(0) = 0
mentre θ(T ) e` libero.
u(0) = 0
u(T ) = 0
v(0) =
√
μ
ri
v(T ) =
√
μ
rf
In piu` si ha la condizione estremale sul moltiplicatore di Lagrange:
λθ(T ) = 0
(si veda la discussione sui problemi di controllo ottimo fornita nel
Capitolo 2 paragrafo 2).
Il problema e` ben posto in quanto si hanno 8 funzioni incognite in
8 equazioni diﬀerenziali accompagnate da 8 condizioni al contorno. In
piu` si ha l’equazione per il parametro di controllo α(t).
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Quest’impostazione generale non ammette soluzione in forma chiusa;
per questo si adotteranno ulteriori ipotesi per giungere ad una soluzione
analitica.
2. Ipotesi semplificative e risoluzione
Ulteriori assunzioni
- In primo luogo si considera che la spinta radiale sia molto inferiore
rispetto alla spinta tangenziale:
|ar| << |at|.
Quest’ipotesi e` tanto piu` vera quanto piu` α(t) risulta essere vicino a
±π
2
in quanto sinα >> cosα.
- Si suppone che l’orbita sia istante per istante un arco di cerchio:
ipotesi di orbita quasi circolare. In questo modo si puo` aﬀermare che
e(t) = 0 e˙(t) = 0 ∀t ≥ 0,
dove e e` l’eccentricita` dell’orbita.
Questa ipotesi e` avvalorata dalla condizione di bassa spinta.
Le equazioni della dinamica della vela sono:⎧⎪⎪⎨
⎪⎪⎩
r˙ = u
θ˙ = v
r
u˙ = v
2
r
− μ
r2
+ ar
v˙ = −u v
r
+ at
Ponendo ar << at e u˙ → 0 (condizione che traduce la seconda
ipotesi sempliﬁcativa) si ricava il sistema seguente:
(2)
⎧⎪⎨
⎪⎪⎩
1. r˙ = u
2. θ˙ = v
r
3. v
2
r
≈ μ
r2
−→ v2 ≈ μ
r
4. v˙ = −u v
r
+ at
con at =
1
r2
K(α) = β μ
r2
cos 2α sinα. Da (2.2) e (2.3) ricavo
rθ˙2 ≈ μ
r2
−→ θ˙ ≈
√
μ
r3
Da (2.1) e (2.4):
v˙ = −vr˙
r
+ at −→ d
dt
(r v) = v˙r + vr˙ = rat
utilizzando l’equazione per v = rθ˙; derivandola e sostituendola in
questa equazione si ottiene
d
dt
(
r2
√
μ
r3
)
=
K(α)
r
−→ d
dt
√
μr =
K(α)
r
−→
−→
√
μ
2
√
r
r r˙ = K(α) −→
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√
μr dr = 2K(α) dt
Vista la forma di questa equazione ci proponiamo dapprima di
risolvere un’ottimizzazione parametrica del problema: si ipotizza α
costante nel tempo e ci si chiede per quale suo valore il tempo totale
di trasferimento risulta minimo. Integrando si ottiene
T (α) =
1
3
·
√
μ
K(α)
·
[
r
3
2
f − r
3
2
i
]
.
La generica distanza r(t) si ottiene integrando tra il tempo zero ed
un tempo generico:
r(t) =
[
3K(α) t√
μ
] 2
3
+ r(0)
ove α e` l’angolo che minimizza la funzione T (α):
T (α) = min{T (α)}.
Essendo θ˙ =
√
μ
r3
si trova:
dθ =
√√√√ μ{
3
√
9K(α)2t2
μ
+ r(0)
}3 dt
che integrata fornisce θ(t). Questo integrale non si risolve in forma
chiusa.
Torniamo all’ottimizzazione dinamica. L’incognita principale del
problema e` la variabile dinamica α(t), ed in seconda battuta r(t) e
θ(t).
Riprendiamo le equazioni della dinamica della vela nella forma:
{
r˙ = 2√
μ r
·K(α)
θ˙ =
√
μ
r3
In questo caso α(t) e` a priori una funzione del tempo, incognita. Si
scrive l’Hamiltoniana del sistema
H = 1 + λr(t) · 2√
μ r
·K(α) + λθ(t) ·
√
μ
r3
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Si scrivono le equazioni per le variabili dinamiche:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂H
∂α
= 0
∂H
∂r
+ λ˙r = 0
∂H
∂θ
+ λ˙θ = 0
r˙ = 2√
μ r
·K(α)
θ˙ =
√
μ
r3
∂H
∂α
= 0 ci fornisce: ∂K(α)
∂α
= 0, vista la forma dell’Hamiltoniana; con
α ∈ [−π
2
; π
2
]
.
Si osserva che questa soluzione coincide con quella fornita dall’ot-
timizzazione parametrica. La condizione
∂K(α)
∂α
= 0
fornisce un valore α = α tale da rendere eﬀettivamente massima la
spinta tangenziale:
max{at} = β μ
r2
cos 2α sinα =
1
r2
K(α)
come si puo` veriﬁcare, e allo stesso tempo rendere minimo il tempo di
trasferimento che sara` dato dall’equazione:
T (α) =
1
3
·
√
μ
K(α)
·
[
r
3
2
f − r
3
2
i
]
.
Quindi il problema e` risolto e le equazioni dell’orbita sono quelle
ricavate in precedenza.
Nel caso in cui ri < rf , si ottiene la soluzione α ≈ 35, 1◦ (viaggio di
andata).
Nel caso in cui ri > rf , si ottiene la soluzione α ≈ −35, 1◦ (viaggio
di ritorno).
Il limite di questo modello sta nel fatto di non rispettare perfetta-
mente la condizione di tangenza all’arrivo sull’orbita ﬁnale, in quanto
u(T ) = r˙(T ) = 0. Inoltre il modulo della velocita` ﬁnale e`
|v| =
(
μ
rf
+ u2(T )
) 1
2
=
√
μ
rf
come invece e` richiesto nell’impostazione del problema generale.
Comunque, in base alle ipotesi fatte, risulta u(T ) <<
√
μ
rf
e quindi
si puo` porre |v| ≈ v, dove quest’ultimo valore, rappresenta la compo-
nente tangenziale della velocita`.
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Nelle ﬁgure 3.3, 3.4, 3.5 e 3.6 sono rappresentati i risultati ottenuti.
I raggi delle orbite iniziale e ﬁnale sono misurati in unita` astronomiche;
il tempo di trasferimento e` misurato in anni.
Nella ﬁgura 3.3 e` rappresentata la funzione del tempo di trasferi-
mento nelle variabili ri ed rf per un assegnato valore dell’accelerazione
caratteristica della vela solare, grandezza cos`ı deﬁnita:
ac ≡ β μ
R2⊕
≈ β
5, 93
[mm/s2].
0.5
1
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Figura 3.3. Rappresentazione del tempo di trasferimen-
to in funzione dei raggi iniziale e finale, per un dato valore
dell’accelerazione caratteristica
Nella ﬁgura 3.4 e` rappresentata la stessa funzione nella variabile rf
per diversi valori di ri. Le curve qui rappresentate non sono altro che le
curve di livello della superﬁcie rappresentata in ﬁgura 3.3 per i diversi
valori di ri.
Nella ﬁgura 3.5 e` rappresentata la funzione del tempo di volo nelle
variabili ac (accelerazione caratteristica della vela solare) ed rf per un
valore ﬁssato di ri: ri = 1 [AU]. Inﬁne, nell’ultima ﬁgura sono rappre-
sentate le curve di livello della superﬁcie rappresentata nella ﬁgura 3.5
per diversi valori di ac: ac ∈ [0, 1; 2]. Si osservi come per valori troppo
bassi di ac il trasferimento diventi temporalmente molto oneroso.
Abbiamo confrontato i risultati ottenuti dalla risoluzione di questo
problema con quelli ottenuti da A. Quarta [9] dalla risoluzione numerica
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Figura 3.4. Rappresentazione del tempo di trasferimen-
to in funzione del raggio finale, per un dato valore del-
l’accelerazione caratteristica e diversi valori del raggio
iniziale
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Figura 3.5. Rappresentazione del tempo di trasferimento
in funzione del raggio finale e dell’accelerazione caratteristica,
per un dato valore del raggio iniziale (1 [AU])
del problema piano esatto. Si riportano i graﬁci che rappresentano la
soluzione del tempo di volo, in un viaggio di ritorno e al variare del
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Figura 3.6. Rappresentazione del tempo di trasferimento
in funzione del raggio finale, per un dato valore del raggio
iniziale (1 [AU]) e diversi valori dell’accelerazione caratteri-
stica
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Figura 3.7. Rappresentazione del tempo di trasferimento
(normalizzato rispetto al periodo di rivoluzione terrestre) in
funzione del rapporto dei raggi finale ed iniziale per diversi
valori dell’accelerazione caratteristica nel caso di problema
esatto
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rapporto tra il raggio ﬁnale e quello iniziale, del problema esatto e la
soluzione del nostro problema approssimato (vedi ﬁgure 3.7 e 3.8).
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Figura 3.8. Rappresentazione del tempo di trasferimento
(normalizzato rispetto al periodo di rivoluzione terrestre) in
funzione del rapporto dei raggi finale ed iniziale per diversi
valori dell’accelerazione caratteristica nel caso di problema
approssimato
Considerando un trasferimento Marte-Terra, per basse spinte (ac ∈
[0, 1; 0, 2]), l’errore relativo sul tempo di trasferimento e` compreso tra il
10% ed il 15% circa. Chiaramente per piu` alte spinte, l’errore relativo
aumenta in accordo con le ipotesi sempliﬁcative fatte.
Per un β = 0.2, il tempo di trasferimento e` di 221 giorni circa.
Considerando un trasferimento Giove-Terra, gli errori relativi risul-
tano ancora minori. Questo perche´ l’ipotesi di bassa spinta e` ancor piu`
realistica essendo il tratto di volo in media piu` distante dal Sole.
Il fatto di aver completamente trascurato l’accelerazione radiale del-
la vela non e` realistico. Per rimediare ne terremo di conto in appen-
dice A risolvendo un’ottimizzazione parametrica piana e confrontando
i risultati con quelli di questo paragrafo.
Sempre in appendice A si cerchera` di risolvere un’ottimizzazione
parametrica nel caso di trasferimento di natura spaziale con compo-
nente radiale dell’accelerazione non trascurabile.
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Ma il problema piano qui risolto e` di fondamentale importanza:
esso risulta un punto di riferimento cruciale per quello del paragrafo 4,
in quanto ne rappresenta il caso limite.
3. Sul problema spaziale. Impostazione generale
Assunzioni
- Il Sole e` sempre l’unico corpo attrattore.
- Le orbite iniziale e ﬁnale sono circolari attorno al Sole ed inclinate
relativamente di un angolo assegnato: I. I loro raggi sono rispetti-
vamente ri e rf e sono assegnati. Anche in questo caso sono subito
deducibili le velocita` iniziale e ﬁnale di ciascuna delle due orbite:
vi =
√
μ
ri
vf =
√
μ
rf
(vedi ﬁgura 3.9).
- Essendo questa volta il problema di natura spaziale, le azioni della
pressione di radiazione solare sulla vela sono:
ar =
β μ
r2
cos 3α
aθ =
β μ
r2
cos 2α sinα sin δ
aφ =
β μ
r2
cos 2α sinα cos δ
con α(t) ∈ [−π
2
; π
2
]
e δ(t) ∈ [−π; π]
O
vi
Figura 3.9. Rappresentazione schematica delle orbite ini-
ziale e finale
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I due parametri di controllo sono quindi α(t) e δ(t) che costituiscono
le incognite prioritarie del problema insieme al tempo di trasferimento
il quale e` allo stesso tempo la grandezza da minimizzare.
Le equazioni del moto in coordinate sferiche sono:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
β μ
r2
cos 3α(t)− μ
r2
= r¨ − r φ˙2 − r θ˙2 cos 2φ
β μ
r2
cos 2α(t) sinα(t) sin δ(t) = 1
r
cosφ d
dt
(r2θ˙)− 2 r θ˙ φ˙ sinφ
β μ
r2
cos 2α(t) sinα(t) cos δ(t) = 1
r
· d
dt
(r2φ˙) + r θ˙2 sinφ cosφ
con:
r ∈ [0;∞)
θ ∈ [0; 2π]
φ ∈
[
−π
2
;
π
2
]
(vedi ﬁgura 3.10).
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Figura 3.10. Rappresentazione del sistema di coordinate sferiche
I vettori u, v e w rappresentati nella ﬁgura 3.10 rappresentano le
componenti della velocita` in coordinate sferiche.
L’impostazione procede esattamente in parallelo con l’impostazione
del problema generale piano del paragrafo 1.
Le tre equazioni della dinamica sopra scritte costituiscono le equazioni
di vincolo puntuali del problema di minimo:
T = MIN.
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Per utilizzarle piu` agevolmente per l’impostazione hamiltoniana le trasformi-
amo nelle sei seguenti equazioni del primo ordine:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
r˙ = u
r cosφ θ˙ = v
r φ˙ = w
u˙ = β μ
r2
cos 3α(t)− μ
r2
+ v
2+w2
r
v˙ = β μ
r2
cos 2α(t) sinα(t) sin δ(t)− uv
r
+ v w
r
tgφ
w˙ = β μ
r2
cos 2α(t) sinα(t) cos δ(t)− uw
r
− v2
r
tgφ
Il problema richiede che T =
∫ T
0
dt = MIN. Quindi si procede
scrivendo l’Hamiltoniana del sistema.
Osservando la ﬁgura 3.11 si ricava la condizione sul modulo della
velocita`:
w
z
y
x
O φ
r f
θ
v
v
Figura 3.11. Rappresentazione delle condizioni al con-
torno sull’orbita finale
v2(T ) + w2(T ) =
μ
rf
.
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La condizione di tangenza e` piu` laboriosa da ottenersi. Si scrive l’e-
quazione dell’orbita di arrivo nei parametri φ e θ. Tale orbita e` chiara-
mente data dall’intersezione della sfera di equazioni parametriche:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎩
x(θ, φ) = rf cos φ cos θ
y(θ, φ) = rf cosφ sin θ
z(θ, φ) = rf sinφ
e dal piano πI , inclinato dell’angolo assegnato I rispetto al piano (x, z);
di equazione parametrica:
r · nˆ = 0
come rappresentato in ﬁgura 3.12
r
n
z
I
P
y
x
Figura 3.12. Rappresentazione del piano contenente
l’orbita finale
r =
⎛
⎜⎜⎜⎜⎝
r cosφ cos θ
r cosφ sin θ
r sin φ
⎞
⎟⎟⎟⎟⎠ ; nˆ =
⎛
⎜⎜⎜⎜⎝
0
−sin I
cos I
⎞
⎟⎟⎟⎟⎠
e quindi l’equazione del piano risulta essere:
−cos φ sin θ sin I + sin φ cos I = 0 −→
−→ tgφ = sin θ tg I .
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L’equazione dell’orbita di arrivo e` in coordinate cartesiane paramet-
riche: ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x(θ, φ) = rf cosφ cos θ
y(θ, φ) = rf cosφ sin θ
z(θ, φ) = rf sin φ
−cosφ sin θ sin I + sin φ cos I = 0
mentre in coordinate sferiche e`:⎧⎨
⎩
r = rf
tgφ = sin θ tg I
Si ricava il vincolo di tangenza diﬀerenziando l’equazione dell’orbita
ﬁnale:
dr = 0 −→ u(T ) = 0;
che vale come condizione al contorno sulla velocita` radiale.
−cos θ cosφ sin I dθ + sinφ sin θ sin I dφ + cosφ cos I dφ = 0
che conduce alla:
cos θ cosφ sin I dθ = (sin φ sin θ sin I + cos φ cos I) dφ
−→ dφ = cos θ cosφ sin I
(sin φ sin θ sin I + cosφ cos I)
dθ
ricordando le espressioni di v e w:
v = r cos φ θ˙
w = r φ˙
ricavo la condizione di tangenza sulla velocita` al tempo ﬁnale(T ):
sin I cos θ(T ) v(T ) = (sin φ(T ) sin θ(T ) sin I + cosφ(T ) cos I) · w(T )
Adesso si scrive l’Hamiltoniana:
H = 1 + λr(t) u + λθ(t)
v
r cosφ
+
+λφ(t)
w
r
+ λu(t) ·
[
β μ
r2
cos 3α(t)− μ
r2
+
v2 + w2
r
]
+
+λv(t) ·
[
β μ
r2
cos 2α(t) sinα(t) sin δ(t)− u v
r
+
v w
r
tg φ
]
+
+λw(t) ·
[
β μ
r2
cos 2α(t) sinα(t) cos δ(t)− uw
r
− v
2
r
tg φ
]
+
+ν ·
[
v2(T ) + w2(T )− μ
rf
]
+
+ρ·[sin I cos θ(T ) v(T )−(sinφ(T ) sin θ(T ) sin I+cos φ(T ) cos I)·w(T )]
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Nell’Hamiltoniana compaiono i termini ν e ρ che sono moltiplicatori
di Lagrange costanti nel tempo.
Si ricavano le equazioni per le variabili dinamiche del problema
analogamente a quanto fatto nel paragrafo 1. Le funzioni incognite
sono:
α(t); δ(t); r(t); θ(t); φ(t); u(t); v(t); w(t);
λr(t); λθ(t); λφ(t); λu(t); λv(t) e λw(t)
per un totale di 14.
Le incognite prioritarie sono come gia` detto i parametri di controllo
α(t) e δ(t) ed il tempo di trasferimento.
Il sistema di equazioni che si presenta e`:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂H
∂α
= 0
∂H
∂δ
= 0
∂H
∂r
+ λ˙r = 0
∂H
∂θ
+ λ˙θ = 0
∂H
∂φ
+ λ˙φ = 0
∂H
∂u
+ λ˙u = 0
∂H
∂v
+ λ˙v = 0
∂H
∂w
+ λ˙w = 0
r˙ = u
r cosφ θ˙ = v
r φ˙ = w
u˙ = β μ
r2
cos 3α(t)− μ
r2
+ v
2+w2
r
v˙ = β μ
r2
cos 2α(t) sinα(t) sin δ(t)− uv
r
+ v w
r
tgφ
w˙ = β μ
r2
cos 2α(t) sinα(t) cos δ(t)− uw
r
− v2
r
tg φ
Si scrive il sistema completo:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1. 3λu(t) sinα(t) cosα(t)+
+ [λv(t) sin δ(t) + λw(t) cos δ(t)] · (2 sin 2α(t)− cos 2α(t)) = 0
2. λv(t) cos δ(t)− λw(t) sin δ(t) = 0 −→ tg δ(t) = λv(t)λw(t)
3. λu(t) ·
[
2β μ
r
cos 3α(t)− 2μ
r
+ v2 + w2
]
+
+λv(t) ·
[
2β μ
r
cos 2α sinα sin δ − u v + uw tg φ]+
+λw(t) ·
[
2β μ
r
cos 2α sinα cos δ − uw − v2 tgφ]+ λθ(t)·v
cosφ
− r2 λ˙r(t) = 0
4. λ˙θ(t) = 0 −→ λθ(t) = λθ = λθ(0)
5. − λθ(t) vr +
[
λv(t)
v w
r
+ λw(t)
v2
r
]
+ λ˙φ(t) cos
2φ = 0
6. λr(t)− λv(t) vr − λw(t) wr + λ˙u(t) = 0
7. λθ(t) + 2 λu(t) v cos φ− λv(t) u cosφ+
+λv(t) w sinφ− 2 λw(t) v sinφ + λ˙v(t) = 0
8. λφ(t) + 2 λu(t) w + λv(t) v tg φ− λw(t) u + r λ˙w(t) = 0
9. r˙ = u
10. r cosφ θ˙ = v
11. r φ˙ = w
12. β μ
r2
cos 3α(t)− μ
r2
= u˙− v2+w2
r
13. β μ
r2
cos 2α(t) sinα(t) sin δ(t) = v˙ + uv
r
− v w
r
tg φ
14. β μ
r2
cos 2α(t) sinα(t) cos δ(t) = w˙ + uw
r
− v2
r
tgφ
Le prime due equazioni sono nelle variabili di controllo α e δ.
Si scrivono le bc’s che le rimanenti equazioni diﬀerenziali necessi-
tano:
r(0) = ri
r(T ) = rf
θ(0) = 0
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φ(0) = 0
u(0) = 0
u(T ) = 0
v(0) =
√
μ
ri
w(0) = 0
In piu` si hanno le condizioni estremali sui moltiplicatori di La-
grange:
2 ν v(T )− λv(T ) = 0
2 ν w(T )− λw(T ) = 0;
ρ sin I cos θ(T )− λv(T ) = 0
−ρ · (sin φ(T ) sin θ(T ) sin I + cosφ(T ) cos I)− λw(T ) = 0
−ρ sin I sin θ(T ) v(T )− λ sinφ(T ) cos θ(T ) sin I w(T )− λθ(T ) = 0
(−ρ cos φ(T ) sin θ(T ) sin I + sinφ(T ) cos I) · w(T )− λφ(T ) = 0
ricavate con la metodologia esposta alla ﬁne del capitolo 2 paragrafo 2.
Si hanno un totale di 14 condizioni al contorno. Due si esse sono
indispensabili per determinare i moltiplicatori di Lagrange ν e ρ. Il
problema risulta quindi ben posto, in quanto le rimanenti 12 equazioni
diﬀerenziali sono accompagnate dalle 12 eﬀettive bc’s.
Tutto cio` e` da tenere in considerazione anche nella generalizzazione
che segue.
Si osservi infatti che le equazioni ottenute sono facilmente general-
izzabili al caso di trasferimento d’orbita di un generico satellite. Quel-
lo che cambia sono le equazioni costitutive delle accelerazioni ar, aθ
e aφ che questa volta avranno un’altra forma per quanto riguarda la
dipendenza dalla distanza dal corpo attrattore e dai nuovi parametri
di controllo.
In generale si ha:⎧⎨
⎩
ar = ar(r, P1, P2, . . . , PN)
aθ = aθ(r, P1, P2, . . . , PN)
aφ = aφ(r, P1, P2, . . . , PN )
dove i Pi sono i parametri di controllo del nuovo sistema dinamico e
sono funzioni incognite nella variabile temporale.
In piu` avremo bisogno di un’ulteriore equazione che caratterizzi la
variazione di massa nel tempo del sistema in gioco. Una vela solare ha
massa costante durante tutta la storia di volo in quanto le accelerazioni
propulsive sono dovute ad una causa esterna (pressione di radiazione
solare). In generale, un satellite artiﬁciale e` un sistema a massa vari-
abile in quanto le accelerazioni propulsive sono generate proprio da
questo eﬀetto.
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Allora si puo` asserire che la variazione di massa nel tempo e` cor-
relata alle accelerazioni propulsive mediante i parametri di controllo
Pi:
m˙(t) = f(P1, P2, . . . , PN)
Questa costituisce un’ulteriore equazione di vincolo puntuale al
problema. Il problema e` cos`ı formulato e per la sua risoluzione si pro-
cede meccanicamente. Si scrive l’Hamiltoniana, considerando eventuali
altre condizioni agli estremi, se richieste. Impongo la condizione sul
modulo della velocita` e sulla tangenza all’orbita d’arrivo.
H = 1+λr(t) u+λθ(t)
v
r cosφ
+λφ(t)
w
r
+λu(t)·
[
ar − μ
r2
+
v2 + w2
r
]
+
+λv(t) ·
[
aθ − u v
r
+
v w
r
tg φ
]
+ λw(t) ·
[
aφ − uw
r
− v
2
r
tgφ
]
+
+ν ·
[
v2(T ) + w2(T )− μ
rf
]
+
+ρ·[sin I cos θ(T ) v(T )−(sinφ(T ) sin θ(T ) sin I+cosφ(T ) cos I)·w(T )]+
+λm(t) · f
e si ricavano le equazioni diﬀerenziali di Eulero-Lagrange per le variabili
dinamiche accompagnate dalle corrette condizioni al contorno.
Bisogna poi discutere la compatibilita` di queste ultime con l’im-
postazione del problema veriﬁcandone la corretta formulazione.
4. Ipotesi semplificative e risoluzione
Si considera il problema di cui sopra accompagnato dal vincolo sul
modulo della velocita` ﬁnale e dal vincolo di appartenenza all’orbita di
arrivo.
Ulteriori assunzioni
- La spinta radiale e` molto inferiore rispetto a ciascuna delle sue
componenti normale e tangenziale.
- Si suppone che l’orbita sia istante per istante un arco di circon-
ferenza.
La seconda delle due ipotesi ci consente di porre
e(t) = e˙(t) = 0 ∀t ≥ 0
ed e` conforme con l’ipotesi fondamentale di bassa spinta a cui la vela
solare e` soggetta.
Adesso si impostera` il problema, con le dovute approssimazioni
impostando le equazioni della dinamica mediante l’utilizzo dei para-
metri orbitali. Tali equazioni sono chiamate in letteratura Equazioni
variazionali di Lagrange.
Seguiremo una tecnica di risoluzione simile a quella adottata da
Edelbaum nello studio delle orbite ottimali a bassa spinta. Lui, in
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particolare, adottava l’ipotesi di spinta costante, priva di componente
radiale. Possiamo dire che il problema qui aﬀrontato e` una generaliz-
zazione dello studio di Edelbaum per una spinta che varia inversamente
con il quadrato della distanza dal corpo attrattore ed in piu` e` carat-
terizzata da due parametri di controllo α(t) e δ(t) che devono essere
controllati in modo da avere la soluzione di tempo di trasferimento
minimo.
Si scrivono le equazioni variazionali di Lagrange⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
r˙ = 2 r
v
aθ
i˙ = cos θ
v r
aφ
Ω˙ = sin θ
v r
aφ
θ˙ = n− sin θ
v tg i r2
aφ
r e` il raggio istantaneo dell’orbita; i l’inclinazione istantanea ed n e` il
aφ
O
γ
aθ
v
r
i
a
Figura 3.13. Rappresentazione schematica del trasferi-
mento orbitale
moto medio, pari a
√
μ
r3
essendo l’orbita circolare per ogni istante. Le
accelerazioni caratteristiche sono:
aθ =
β μ
r2
cos 2α sinα sin δ ≡ 1
r2
k1(α, δ)
aφ =
β μ
r2
cos 2α sinα cos δ ≡ 1
r2
k2(α, δ).
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Nelle equazioni variazionali di Lagrange si e` tenuto conto delle
ipotesi iniziali. Infatti abbiamo assunto e˙(t) = 0; ed e` stata sosti-
tuita alla variabile u ≡ w+M la variabile θ. Questo e` lecito in quanto
l’ipotesi di orbita circolare implica direttamente queste assunzioni. La
variabile θ rappresenta l’anomalia vera della vela solare. Dalla ﬁgura
3.13 si ottiene la relazione:
aφ
aθ
= tg γ −→ (tg δ)−1 = tg γ
tra l’angolo di controllo δ ed il “thrust yaw angle” γ. E` quindi equiv-
alente parlare di γ o δ in quanto esiste una corrispondenza biunivoca
tra i due.
E` necessaria un’ulteriore ipotesi per poter procedere nella soluzione
del problema. Questa e` un’ipotesi decisionale che ricade su γ (e quindi
su δ): γ sara` invertito di segno ogni qualvolta si trovi negli antinodi
orbitali. Quest’ipotesi, insieme con quella di bassa spinta, ci consente
di ridurre il sistema diﬀerenziale delle equazioni variazionali:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
r˙ = 2 r
v
aθ
i˙ = cos θ
v
aφ
θ˙ =
√
μ
r3
−→
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
r˙ = 2 r
v
k1(α, δ)
i˙ = cos θ
v r2
k2(α, δ)
θ˙ =
√
μ
r3
Edelbaum lavora nell’ipotesi di
√
a2θ + a
2
φ = cost ed il suo unico para-
metro di controllo e` l’angolo γ.
Possiamo subito dire che non e` diﬃcile generalizzare concettual-
mente questo problema al caso di basse accelerazioni perturbative con
generica dipendenza dalla distanza dal corpo attrattore. Bastera` sos-
tituire nelle tre equazioni della dinamica del sistema la forma esplicita
di aθ(r) e aφ(r).
Le ipotesi sono compatibili con l’equazione dell’energia
v2
2
− μ
r
= − μ
2 a
a e` deﬁnito come semiasse maggiore dell’orbita e quindi coincide con
r. Segue:
v2 =
μ
r
Con questa equazione si puo` scegliere di usare le variabili indipendenti
r o v, nel maneggiamento delle equazioni variazionali di Lagrange. Si
scegliera` v seguendo Edelbaum.
v2 =
μ
r
−→ dr = −2μ
v3
dv = −2 r dv
v
che invertita da`:
dv = −1
2
v3
μ
dr = − v
2 r
dr
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Queste relazioni diﬀerenziali saranno utili in seguito.
Ponendo aT ≡
√
a2θ + a
2
φ si ricava che
aT =
1
r2
√
k21(α, δ) + k
2
2(α, δ) =
1
r2
β μ cos 2α |sinα|.
Dalla prima equazione variazionale di Lagrange
dr
dt
=
2 k1(α, δ)
v r
sfruttando le relazioni diﬀerenziali sopra ricavate
−2 r dv
v dt
=
2 k1(α, δ)
v r
−→ dv
dt
= −k1(α, δ)
r2
= −aT cos γ
da cui
dt
dv
= − r
2
k1(α, δ)
= − 1
aT cos γ
che in forma esplicita diviene
dt
dv
= − r
2
β μ cos 2α |sinα| cos γ = −
μ2
β μ cos 2α |sinα| cos γ v4
Adesso dobbiamo rielaborare la seconda equazione variazionale:
i˙ =
cos θ
v
aφ −→ i˙ = cos θ
v r2
k2(α, δ).
Dividiamo membro a membro con la terza equazione variazionale otte-
nendo
di
dθ
=
cos θ
v r2
√
μ
r3
k2(α, δ).
Data l’ipotesi di bassa spinta si puo` mediare sulla posizione angolare
o sul tempo mantenendo α, γ e v costanti. Con questo procedimento
otteniamo(
Δi
Δt
)
med θ
=
∫ 2π
0
(
di
dt
)
dθ =
∫ 2π
0
k2(α, δ) cos θ
v r2
dθ
se v e` costante anche r lo e`.(
Δi
Δt
)
med θ
=
2 k2(α, δ)
v r2
∫ π
2
−π
2
cos θ dθ =
4 k2(α, δ)
v r2
sin γ
segue quindi
di
dt
π ≈
(
Δi
Δt
)
med θ
=
2 k2(α, δ)
v r2
di
dt
=
2 k2(α, δ)
v r2 π
ricordando che
dv
dt
= −k1(α, δ)
r2
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Dividiamo membro a membro:
di
dv
= −2 k2(α, δ)
k1(α, δ)
1
v π
⇒ di
dv
= −2 tg γ
v π
Si aﬀronta adesso il problema in maniera diretta:
Le equazioni della dinamica della vela solare nella variabile indipen-
dente v sono ⎧⎨
⎩
dt
dv
= − μ2
β μ cos 2α |sinα| cos γ v4
di
dv
= −2 tg γ
π v
Il funzionale da minimizzare e`
T =
∫ vf
vi
dt
dv
dv
tenendo conto del vincolo globale:
I =
∫ vf
vi
di
dv
dv
Questo e` un classico del calcolo delle variazioni che si risolve uti-
lizzando la tecnica dei moltiplicatori di Lagrange. E` un problema
isoperimetrico.
E` semplice veriﬁcare l’equivalenza di questo problema con il suo
duale. Quest’ultimo implica la massimizzazione di I tenendo conto del
vincolo globale di tempo assegnato.
Estremizziamo il funzionale allargato:
T + λ I =
∫ vf
vi
(
− μ
2
k(α) cos γ v4
− λ 2 tg γ
π v
)
dv
con
k(α) ≡ β μ cos 2α |sinα|
vi =
√
μ
ri
vf =
√
μ
rf
λ e` una costante da determinarsi utilizzando l’equazione di vincolo
globale. Le equazioni di Eulero-Lagrange per le variabili dinamiche α
e γ sono: ⎧⎪⎪⎨
⎪⎩
∂
∂α
(
μ2
k(α) cos γ v4
+ λ 2 tg γ
π v
)
= 0
∂
∂γ
(
μ2
k(α) cos γ v4
+ λ 2 tg γ
π v
)
= 0
Si tenga presente che v e` la variabile indipendente.
La prima equazione fornisce:
∂
∂α
(
μ2
k(α) cos γ v4
)
= 0 −→ k(α) = max{k(α)}
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Si osserva un cruciale disaccoppiamento delle due variabili dinamiche
in gioco. La soluzione di α e` un valore costante nel tempo che mas-
simizza il modulo della spinta per ogni valore del raggio r.
La seconda equazione ci fornisce
μ2 sin γ
k(α) cos 2γ v4
+
2 λ
π v cos 2γ
= 0
considerando γ = π
2
. Ricaviamo
μ2 sin γ
k(α) v3
+
2 λ
π
= 0.
Considerando soddisfatta la condizione d’ottimo su α si ha: α = α,
quindi
k(α) = k(α) = max{k(α)}.
Segue
sin γ
v3
= −2 λ k(α)
μ2
Quindi sinγ
v3
e` un invariante del moto. Questa equazione costituisce la
legge di controllo per γ, e quindi per δ, e contiene la velocita` istantanea
della vela.
Si determina λ: ∫ vf
vi
2 tg γ
π v
dv = I
avendo
tg γ =
sin γ√
1− sin 2γ
Si sfrutta l’invariante trovato e sostituendo nel vincolo globale:∫ vf
vi
−4
π
⎧⎨
⎩
k(α)λ v2
π μ2√
1− k2(α) 4λ2 v6
π2μ4
⎫⎬
⎭ dv = I.
Quest’integrale ammette la soluzione in forma chiusa:
2 arcsin
(
2 k(α) v3 λ
π μ2
)∣∣∣∣
vf
vi
+ 3 π I = 0 −→
2 arcsin
⎛
⎝2 k(α)
√
μ
rf
λ
π μ2
⎞
⎠− 2 arcsin
⎛
⎝2 k(α)
√
μ
ri
λ
π μ2
⎞
⎠ + 3 π I = 0
Nel caso di diversa dipendenza da r delle accelerazioni aθ e aφ
non avremmo ottenuto questa limpida equazione. Ci saremmo dovuti
accontentare di un’equazione integrale per λ.
Quest’equazione trascendente non ammette soluzioni per ogni I. Il
campo di soluzioni si estende per I ∈ [0;∼ 0, 2]RAD. Questo non e` un
problema molto grave in quanto per le applicazioni di interesse, che
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possono avere un riscontro con la realta`, le orbite dei corpi celesti del
sistema solare hanno bassissime inclinazioni relative.
Da un punto di vista ﬁsico la spiegazione di assenza di soluzione
per elevati I non e` una questione sconcertante.
Ogni sistema dinamico soggetto ad un assegnato campo di forze e
a precise condizioni iniziali e` vincolato ad appartenere ad una certa
regione dello spazio, nel senso che la sua traiettoria si svolgera` in-
teramente all’interno di certi limiti. Questo accade ad esempio nello
studio del problema dei tre corpi ristretto. Considerando il sistema
Terra-Sole-luna e` dimostrato che la luna non potra` mai allontanarsi
indeﬁnitamente dalla Terra. Che poi l’orbita riempia densamente lo
spazio in cui e` deﬁnita, o sia periodica, e` un altro problema.
Cos`ı il sistema dinamico della vela solare soggetta al campo di forze
considerato, ed all’attrazione gravitazionale solare ammette un limite
per I entro cui la sua traiettoria si svolge, ﬁssati i raggi delle orbite
iniziale e ﬁnale.
Ricavato λ e` possibile ricavare il tempo di trasferimento orbitale.
Riprendiamo la prima equazione variazionale di Lagrange:
dt =
−μ2
k(α) cos γ v4
dv = ∓ μ dv
k(α)
(
1− 4λ2 k2(α) v6
π2μ4
)1/2
v4
−→
T = ∓
∫ vf
vi
μ dv
k(α)
(
1− 4λ2 k2(α) v6
π2μ4
)1/2
v4
Risolvendo questo integrale per un generico valore di v ed inver-
tendo la relazione saremmo in grado di ottenere la velocita` in funzione
del tempo: v(t). Integrandola si otterrebbe r(t).
Dalla relazione θ˙ =
√
μ
r3
si ricaverebbe
θ(t) =
∫ t
0
√
μ
r3
dt.
Il punto e` che questo non si puo` fare. L’integrale del tempo di trasfe-
rimento non e` risolubile in forma chiusa ma solo per via numerica.
Abbiamo risolto numericamente questo problema mediante l’ausilio
del PC; valutando i diversi tempi di volo per vari valori dell’inclinazione
relativa I.
Confrontando il risultato limite per I = 0 con i risultati ottenuti
dalla soluzione numerica del problema piano ci si rende conto della loro
piena coincidenza.
Si portano alcuni esempi, considerando un trasferimento a distanza
relativa equivalente alla distanza Marte-Terra, un assegnato valore di
β: β = 0, 2 e diversi valori di I:
- Per I = 0, 1 rad ∼ 5, 73◦; il tempo di trasferimento e` di circa
342 giorni.
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- Per I = 0, 15 rad ∼ 8, 6◦; il tempo di trasferimento e` di circa
509 giorni.
- Per I = 0, 2 rad ∼ 11, 5◦; il tempo di trasferimento e` di circa
915 giorni.
Nel caso reale, le orbite del pianeta Terra e Marte possiedono un’in-
clinazione relativa di circa 1, 85◦. In questo caso, il tempo di trasferi-
mento per la missione Terra-Marte e` di circa 234 giorni.
Si osservi come sia oneroso, dal punto di vista temporale, un trasfe-
rimento con basse inclinazioni relative, rispetto al semplice caso piano.
Le variazioni di T a seguito di piccole variazioni di I risultano grandi.
Il limite piu` grave di questo modello sta nel fatto di non rispettare
la condizione di tangenza sull’orbita di arrivo, non solo per quanto
riguarda le componenti v e w in coordinate sferiche della velocita`, ma
anche per quanto riguarda la componente radiale u che per t = T non
risulta nulla. Infatti, in nessuna circostanza e` stata richiesta questa
condizione.
Per bassi valori di I questo e` accettabile; praticamente sara` neces-
sario riposizionare il satellite una volta giunto sull’orbita ﬁnale. Anche
il modello sviluppato da Edelbaum e` soggetto a questo difetto.
Si riportano nelle ﬁgure 3.14, 3.15, 3.16, 3.17 e 3.18 i risultati
ottenuti mediante la simulazione numerica. L’inclinazione relativa e`
misurata in gradi e si assume ancora il parametro β pari a 0, 2.
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Figura 3.14. Rappresentazione del tempo di trasferimen-
to in funzione dei raggi iniziale e finale, per un dato valore
dell’accelerazione caratteristica e dell’inclinazione relativa
(I = 3◦)
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La ﬁgura 3.14 rappresenta la funzione del tempo di trasferimento
nelle variabili ri ed rf per un valore ﬁssato dell’inclinazione relativa:
I = 3◦.
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Figura 3.15. Rappresentazione del tempo di trasferimen-
to in funzione del raggio finale, per un dato valore dell’acce-
lerazione caratteristica e dell’inclinazione relativa, e diversi
valori del raggio iniziale
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Figura 3.16. Rappresentazione del tempo di trasferimen-
to in funzione del raggio finale e dell’inclinazione relativa, per
un dato valore del raggio iniziale (1 [AU]) e dell’accelerazione
caratteristica
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La ﬁgura 3.15 rappresenta le curve di livello della superﬁcie rapp-
resentata nella ﬁgura 3.14 per diversi valori di ri: ri ∈ [0, 8; 1, 3] [AU].
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Figura 3.17. Rappresentazione del tempo di trasferimen-
to in funzione del raggio finale, per un dato valore del raggio
iniziale (1 [AU]) e dell’accelerazione caratteristica, per diversi
valori dell’inclinazione relativa
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Figura 3.18. Rappresentazione del tempo di trasferimen-
to in funzione dell’inclinazione relativa, per un dato valore
del raggio iniziale (1 [AU]) e dell’accelerazione caratteristica,
per diversi valori del raggio finale
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La ﬁgura 3.16 rappresenta la funzione del tempo di trasferimento
nelle variabili I ed rf per un valore ﬁssato di ri: ri = 1 [AU].
Nelle ﬁgure 3.17 e 3.18 sono rappresentate le curve di livello della
superﬁcie precedente per diversi valori di I: I ∈ [0◦; 10◦] e rf : f ∈
[1, 5; 5] [AU].
5. Conclusioni
E` stato risolto il problema in questione ed in particolare
1 Sono state trovate le leggi di controllo per le variabili α e δ;
quest’ultima contiene la variabile v(t), velocita` istantanea della vela.
2 E` stato trovato il tempo di trasferimento in forma integrale che
fornisce in maniera implicita l’equazione per v(t).
v(t) e` legata ad r(t) (raggio istantaneo dell’orbita) mediante l’e-
quazione
r(t) =
μ
v2(t)
.
r(t) e` legata a θ(t) (anomalia vera dell’orbita) mediante l’equazione
θ(t) =
∫ t
0
√
μ
r3(t′)
dt′.
Da un punto di vista matematico, la metodologia utilizzata per la
risoluzione dei problemi, prevede soltanto la stazionarieta` delle soluzioni,
senza pero` caratterizzarle eﬀettivamente come soluzioni minimali o
massimali per quanto riguarda il tempo di trasferimento.
Da un punto di vista ﬁsico, si puo` notare che il sistema non presenta
particolari simmetrie per inversione del moto.
-Discussione sull’impostazione generale dei problemi.
Nel caso in cui ri < rf (problema diretto), la componente radiale del-
l’azione della pressione di radiazione solare agisce nello stesso verso del
moto della vela e deve esser quindi massimizzata al ﬁne di soddisfare
la richiesta di ottimizzazione temporale. Questo e` quanto viene fatto
nel problema diretto, imponendo la stazionareita`, e quindi siamo sicuri
di soddisfare la richiesta di tempo minimo.
Nel problema inverso (ri > rf ) la questione non e` cos`ı semplice. La
stessa componente radiale della pressione di radiazione agisce in senso
contrario al moto della vela e quindi e` ragionevole minimizzarla al ﬁne
di soddisfare il requisito di tempo minimo. Applicare lo stesso metodo
del problema diretto, semplicemente invertendo il valore del raggio ini-
ziale con quello del raggio ﬁnale, potrebbe fornire una soluzione sempre
stazionaria, ma questa volta massimale per quanto riguarda il tempo di
volo, nell’evenienza in cui si massimizzasse ancora una volta la spinta
agente sulla vela solare. In questo senso bisogna prestare attenzione.
Il punto cruciale che salta agli occhi, e` il fatto che in ambo i casi, i
problemi sono sempre ben posti e quindi ammettono un’unica soluzione
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stazionaria. Questo ci consente di asserire che, come nel problema
diretto (o di andata, ri < rf) l’unica soluzione stazionaria e` la soluzione
di tempo minimo, nel problema inverso (o di ritorno, ri > rf) l’unica
soluzione stazionaria e` potrebbe essere la soluzione di tempo massimo.
Se le cose stanno eﬀettivamente cos`ı, in quest’ultimo caso bisogn-
era` cercare, se esiste, una soluzione di natura non stazionaria, ossia
che non soddisfa le equazioni di Eulero-Lagrange, cercando anche tra
le soluzioni con discontinuita` nelle derivate, che sia eﬀettivamente la
soluzione di tempo minimo.
Si potrebbe anche cercare di trovare una soluzione di questo tipo
anche nel caso del problema diretto, che fornisce un tempo di volo in
assoluto minore.
Chiaramente queste soluzioni dovranno soddisfare le bc’s imposte
nel problema; in caso di soluzioni approssimate, dovremmo valutare
quanto piu` si avvicinano al loro soddisfacimento e decidere se accettarle
o meno.
In questo modo ci troviamo di fronte ad un problema di ottimiz-
zazione, di natura piu` complessa in cui si esce dall’ambiente di valenza
delle equazioni di Eulero-Lagrange e si pone l’attenzione sulle metodolo-
gie complementari accennate alla ﬁne del capitolo 2.
Si potra` pensare di osservare il comportamento del sistema ﬁsico al
variare, con continuita`, dei parametri di controllo α e δ nei loro inter-
valli di deﬁnizione. In particolare, si dovra` osservare il comportamento
del sistema, con riguardo alla valutazione del tempo di volo, utilizzan-
do il principio di Pontryagin quando i parametri di controllo assumono
i valori limite e possono variare, sebbene in maniera continua, con la
piu` assurda brutalita` all’interno del dominio di deﬁnizione.
Queste sono le situazioni piu` diﬃcili che si possono incontrare nei
problemi di c.d.v., in quanto non c’e` legge alla quale attenersi in mo-
do scolastico, ma bisogna agire di istinto e fantasia. Un lavoro simile
richiede ulteriori approfondimenti.
-Discussione sulla risoluzione dei problemi approssimati.
Nei problemi risolti nei paragraﬁ 2 e 4 si trascura completamente
la componente di accelerazione radiale dovuta alla pressione di radi-
azione solare, che consiste nella principale arteﬁce della rottura della
simmetria del problema per inversione del moto.
Questo fatto ci consente di lavorare esclusivamente sulla compo-
nente tangenziale che nel problema diretto viene eﬀettivamente mas-
simizzata al ﬁne di trovare la soluzione stazionaria di tempo minimo.
Nel problema inverso, riapplicare la stessa metodologia utilizzata
nel problema diretto, invertendo i valori dei raggi iniziale e ﬁnale, ci
darebbe di nuovo la soluzione stazionaria di massima spinta tangenziale
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in quanto non esiste per questa una soluzione stazionaria di valore min-
imo. In questo caso e` necessario capire l’eﬀetto della massimizzazione
della spinta tangenziale sul tempo di volo.
Non si esclude inoltre l’esistenza di soluzioni approssimate, di natu-
ra non stazionaria, che forniscano tempi di trasferimento in assoluto
minori.
APPENDICE A
Altri problemi su tema, osservazioni e commenti
In questa prima appendice si risolvono alcuni problemi correlati ai
problemi risolti nel capitolo 3. Ci si propone di risolvere un’ottimiz-
zazione temporale parametrica: si impone che i parametri di controllo
della vela solare siano costanti durante tutta la fase di volo. Sono allo
stesso tempo le incognite da determinare.
Si considera, per semplicita`, il caso del problema diretto: ri < rf .
A parte il problema risolto nel primo paragrafo che segue, gli altri
due problemi tengono in considerazione l’accelerazione radiale agente
sulla vela solare. Il terzo problema tratta il caso di trasferimento tra
orbite non complanari utilizzando le equazioni della dinamica della vela
solare in coordinate sferiche.
1. Primo problema su tema. ... una continuazione
Nel Capitolo 3 paragrafo 4 abbiamo risolto il problema spaziale
seguendo Edelbaum.
Il problema che qui si risolve e` l’ottimizzazione temporale paramet-
rica del medesimo sistema dinamico.
Le equazioni della dinamica sono:
⎧⎨
⎩
dt
dv
= − μ2
k1(α,δ) v4
di
dv
= −2 tg γ
π v
.
Dalla seconda si ricava
di = −2 tg γ
π
· dv
v
.
Essendo l’ottimizzazione parametrica ricordando che
tg γ = (tg δ)−1
γ risulta costante. Integrando si ottiene:
I = −2 tg γ
π
· ln
(
vf
vi
)
=
2 tg γ
π
· ln
(
vi
vf
)
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Quindi si osserva che il vincolo integrale sulla diﬀerenza di incli-
nazione delle due orbite determina univocamente γ e quindi il para-
metro di controllo δ:
tg γ =
π I
2 ln
(
vi
vf
) −→
tg δ =
2 ln
(
vi
vf
)
π I
Dalla prima equazione si ricava il tempo di trasferimento:
dt = − μ
2
k1(α, δ) v4
dv −→ T = −
∫ vf
vi
μ2
k1(α, δ)
dv
v4
=
μ2
3 k1(α, δ)
· 1
v3
∣∣∣∣
vf
vi
−→
T (α, δ) =
μ2
3 k1(α, δ)
(
1
v3f
− 1
v3i
)
.
Ricordando che δ e` vincolato, T (α, δ) risulta essere una funzione di
una variabile ed il problema risulta elementare. Si trova il valore di
α = α per cui:
T (α, δ) = min{T (α, δ)} ←→ k1(α, δ) = max k1(α, δ)
Tale valore e` quello che massimizza la spinta tangenziale ma ricor-
dando la relazione
k1(α, δ) = k(α) cos γ
dove
k(α) = β μ cos 2α |sinα|
Si ha l’implicazione
max k1(α, δ) ←→ max k(α)
e la soluzione che ottengo per α e` la stessa di quella ottenuta nel proble-
ma spaziale risolto nel Capitolo 3 paragrafo 4. Questo problema rende
esplicito il disaccoppiamento tra i due parametri di controllo α e δ sotto
le assunzioni fatte.
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2. Problema piano con spinta radiale
Si scrivono le equazioni della dinamica in un sistema di coordinate
polari come gia` fatto nel Capitolo 3 paragrafo 1⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1. r˙ = u
2. θ˙ = v
r
3. u˙ = v
2
r
− μ
r2
+ ar
4. v˙ = −v u
r
+ aθ
con
ar =
β μ
r2
cos 3α =
1
r2
k1(α)
aθ =
β μ
r2
cos 2α sinα =
1
r2
k2(α)
Si risolve un’ottimizzazione parametrica: α e δ sono costanti.
Si fa la seguente ipotesi:
- u˙ → 0, coerente con l’ipotesi di orbita quasi circolare e di bassa
spinta. In questo modo stiamo escludendo, ad esempio, la soluzione
per α = π
2
, che chiaramente e` quella di minimo tempo, e ci stiamo
riconducendo ad una situazione analoga a quella aﬀrontata nel capitolo
3 paragrafo 2.
Si ottiene dalla terza equazione:
v2
r
≈ μ− k1(α)
r2
−→ r θ˙2 ≈
√
μ− k1(α)
r3
−→
che sostituendo nella quarta equazione e confrontando con la risoluzione
del problema aﬀrontato nel Capitolo 3 paragrafo 2 fornisce:√
(μ− k1(α)) r dr = dt
che integrata da` il tempo di volo:
T =
∫ rf
r0
√
(μ− k1(α)) r
2 k2(α)
dr −→
T (α) =
1
3
·
√
μ− k1(α)
k2(α)
[
r
3/2
f − r3/2i
]
Quindi si deve minimizzare T (α): si risolve T (α) = min T (α) con
α costante che realizza tale condizione.
L’equazione della traiettoria e` pressoche´ identica a quella ricava-
ta nel problema piano con spinta puramente tangenziale nel Capitolo
3 paragrafo 2 purche´ si sostituisca al parametro gravitazionale μ la
grandezza μ− k1(α).
Abbiamo risolto con l’ausilio del PC questo problema.
68 A. ALTRI PROBLEMI SU TEMA, OSSERVAZIONI E COMMENTI
Le soluzioni ottenute mostrano un lieve discostamento rispetto a
quelle del problema privo di spinta radiale risolto nel Capitolo 3 para-
grafo 2 e non si ritiene necessario fornire una visualizzazione graﬁca.
Per un’ottimizzazione dinamica di questo problema si guardi il
riferimento [10].
3. Problema spaziale con spinta radiale
E` il problema piu` complicato. Si e` data l’impostazione completa del
problema nel Capitolo 3 paragrafo 3 per l’ottimizzazione temporale di-
namica. Si considera ancora, per semplicita`, il vincolo sul modulo della
velocita` sull’orbita ﬁnale e il vincolo di appartenenza a quest’ultima.
Adesso proponiamo una serie di approssimazioni, di carattere simile
a quelle fatte nel Capitolo 3 paragrafo 4 che consentono di sempliﬁcare il
problema. Non arriveremo ad una soluzione semianalitica; ci si limitera`
a ridurre il problema ad un problema di minimo condizionato. Si tiene
in considerazione la spinta radiale.
Si riscrivono le equazioni complete della dinamica della vela in 3
dimensioni considerando α e δ costanti (ottimizzazione parametrica).
Queste sono:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
θ˙2 cos 2φ + φ˙2 = μ−k1(α)
r3
r2 θ¨ cosφ + 2 r r˙ θ˙ cos φ− 2 r2 θ˙ φ˙ sin φ = k2(α,δ)
r
r2 φ¨ + 2 r r˙ φ˙ + r2 θ˙2 sinφ cosφ = k3(α,δ)
r
con
k1(α) = β μ cos
3α
k2(α, δ) = β μ cos
2α sinα sin δ
k3(α, δ) = β μ cos
2α sinα cos δ
Abbiamo ipotizzato r¨ = u˙ ≈ 0 nella prima equazione, coerente-
mente con l’ipotesi di bassa spinta.
Facciamo ora l’ipotesi di piccoli φ: φ(t) << 1 in quanto e` questa
la situazione di interesse pratico per il trasferimento. La funzione φ(t)
rimarra` piccola perche´ limitata dall’inclinazione relativa I che e` sup-
posta piccola. Queste ipotesi ci riconducono ad una situazione analoga
a quella del problema trattato nel capitolo 3 paragrafo 4.
Supponiamo una ulteriore regolarita` nella soluzione φ(t) che si possa
tradurre quantitativamente nella piccolezza della funzione derivata
φ˙(t) << 1 rad/s.
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Con queste assunzioni il sistema diﬀerenziale si riduce:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎩
θ˙2 ≈ μ−k1(α)
r3
r2 θ¨ + 2 r r˙ θ˙ ≈ k2(α,δ)
r
r2 φ¨ + 2 r r˙ φ˙ + r2 φ θ˙2 ≈ k3(α,δ)
r
avendo posto
sinφ ≈ φ, cosφ ≈ 1
ed eliminato i termini del secondo ordine: φ˙2; φ φ˙.
Deriviamo la prima equazione:
2 θ˙ θ¨ ≈ 3 (k1(α)− μ) r˙
r4
−→
−→ θ¨ ≈ 3
2
(k1(α)− μ) r˙
r4 θ˙
e sostituiamo nella seconda:
3
2
(k1(α)− μ) r˙
r2 θ˙
± 2 r r˙
√
μ− k1(α)
r3
≈ k2(α, δ)
r
−→
r˙
{
±3
2
(k1(α)− μ) r√
(μ− k1(α)) r
± 2
√
(μ− k1(α)) r
}
= k2(α, δ) −→
±r˙
{
3
2
(k1(α)− μ) r + 2 (μ− k1(α)) r
}
= k2(α, δ)
√
(μ− k1(α)) r −→
−→ ± r˙
2
{(μ− k1(α)) r} =
√
(μ− k1(α)) r −→
Per separazione di variabili si ottiene:
T (α, δ) = ±
∫ rf
r0
1
k2(α, δ)
· (μ− k1(α))√
(μ− k1(α))
· √r dr =
= ±
∫ rf
r0
√
μ− k1(α)
k2(α, δ)
· √r dr
T (α, δ) = ±1
3
·
√
μ− k1(α)
k2(α, δ)
·
{
r
3/2
f − r3/2i
}
Questa e` la funzione da minimizzare in α e δ, tenendo conto del
vincolo fornito dalla risoluzione della terza equazione diﬀerenziale del
moto:
r2 φ¨ + 2 r r˙ φ˙ + r2 φ θ˙2 ≈ k3(α, δ)
r
e dalle condizioni richieste:
v2(T ) + w2(T ) = μ
rf
(condizione sul modulo della velocita`)
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tg φ(T ) = sin θ(T ) tg I (condizione di appartenenza all’orbita di arri-
vo).
Stiamo rinunciando anche in questo caso alla condizione di tangenza
sull’orbita ﬁnale.
Le variabili r(t) e θ(t) risultano disaccoppiate dalla variabile φ(t)
e questo ci ha consentito di vedere il problema come un problema di
minimo vincolato, nei parametri di controllo α e δ.
La funzione del tempo dipende in modo diretto dalla variabile r(t).
Invertendo infatti la soluzione di T per un generico istante di tempo si
ottiene la soluzione:
r(t) =
{
3 k2(α, δ) t√
μ− k1(α)
}2/3
+ r(0)
Sostituendo in θ˙ si ha
dθ =
√√√√√
μ{
3
√
9 k22(α,δ) t
2
μ−k1(α) + r(0)
}3 dt
la cui integrazione fornisce la soluzione θ(t).
Come si vede si riesce a giungere alla forma delle funzioni r(t) e
θ(t) nel tempo senza l’ausilio della terza equazione del moto. Queste
hanno esattamente la stessa forma della soluzione del problema risolto
nel paragrafo 2.
α e δ sono le incognite da determinare e questo lo possiamo fare
solo considerando vincoli del problema.
Sostituendo la forma delle soluzioni nell’ultima equazione del moto
si ottiene:
r2(t) φ¨ + 2 r(t) r˙(t) φ˙ + r2(t)φ θ˙2(t) ≈ k3(α, δ)
r(t)
ove le funzioni r(t); θ˙(t) sono note. Questa e` una equazione diﬀerenziale
in φ del secondo ordine non omogenea accompagnata dalle due seguenti
condizioni iniziali:
φ(0) = 0
φ˙2(0) = − μ
r3(0)
+
β μ cos 3α
r3(0)
+ θ˙2(0)
Se ammettesse soluzione in forma chiusa avremmo
φ(t) = f(t, α, δ).
Considerando i vincoli si ricaverebbe
cos 2f(T (α, δ), α, δ)
μ− k1(α)
r3f
+ f˙ 2(T (α, δ), α, δ) =
μ
r3f
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e
tg φ(T (α, δ), α, δ) = sin θ(T (α, δ), α, δ) tg I.
Allora il problema sarebbe risolto estremizzando la funzione allargata:
F (α, δ) = T (α, δ) + ν
[
cos 2f(α, δ) · (μ− k1(α)) + r3f f˙ 2(α, δ)− μ
]
+
+λ [tgφ(α, δ)− sin θ(α, δ) tg I]
come e` consuetudine fare in analisi.
Avremmo trovato α e δ che rendono T (α, δ) minimo e che soddisfano
i due vincoli richiesti!
Avremmo trovato l’equazione della triettoria in forma esplicita:
(r(t); θ(t);φ(t)).
Il punto e` che l’equazione diﬀerenziale sopra citata, che ci for-
nisce φ(T (α, δ), α, δ) non e` risolubile in forma chiusa e questo elegante
ragionamento non sussiste.
Lasciamo in sospeso la determinazione della soluzione di questo
problema. Sara` necessaria una qualche tecnica numerica per questo
scopo.
Osservazione: in questi due ultimi casi in cui si tiene conto di una
componente di accelerazione radiale non nulla, si e` imposta esclusiva-
mente la condizione di stazionarieta`, che come gia` detto, non implica
direttamente il fatto che le soluzioni presentate siano eﬀettivamente
minimali. Infatti, potrebbe esistere una soluzione, che solo approssi-
mativamente rispetta le bc’s del problema, non stazionaria, che fornisce
un tempo di trasferimento in assoluto minore.

APPENDICE B
Geometria della dinamica
Nel Capitolo 2 paragrafo 1 abbiamo discusso l’importanza che i
principi di minimo hanno in ﬁsica e nelle applicazioni ingegneristiche.
Si cerchera di spiegare geometricamente il signiﬁcato di un Principio
Minimo.
In particolare, questo diﬃcile obiettivo, e` riducibile ad una costruzione
euristica, in uno spazio multidimensionale {x}, della propagazione di
perturbazioni.
Questa costruzione ci portera` ad una comprensione piu` profonda
dei fenomeni naturali e, allo stesso tempo, a capire cosa realmente si
chiede quando ci si propone di minimizzare un certo funzionale. E`
possibile asserire che la ricerca di un minimale1 consiste nella ricer-
ca della soluzione di un principio di Huygens in uno spazio astratto
multidimensionale munito di una metrica opportuna.
Si procede con la costruzione Euristica.
L’oggetto indeﬁnito di questa teoria e` il concetto di Perturbazione,
che puo` essere inteso come la variazione di una certa grandezza ﬁsica
lungo una determinata traiettoria immersa nello spazio multidimen-
sionale di cui sopra.
Non e` interessante per la teoria, l’osservazione dell’intensita` della
perturbazione e, si puo` visualizzare la perturbazione associandole un
ipotetico punto materiale che percorre la sua traiettoria in {x}.
Lo spazio multidimensionale in cui questo fenomeno astratto si
svolge e` da considerarsi in generale uno spazio non omogeneo e anisotropo.
Ogni punto di questo spazio sara` eccitato o a riposo in un determi-
nato istante a seconda che la perturbazione occupi o meno quel punto
in quell’istante.
Un’altra visualizzazione avvincente di questi concetti astratti puo`
essere ulteriormente concretizzata pensando alla propagazione della
luce in un mezzo anisotropo e non omogeneo. La luce e` a tutti gli
eﬀetti un particolare tipo di perturbazione ed il mezzo in cui essa si
propaga, svolge il ruolo di {x}.
Matematizzazione.
Postulato 1. NELLO SPAZIO MULTIDIMENSIONALE ASTRAT-
TO LA PERTURBAZIONE SI PROPAGA DAL PUNTO x0 AL PUN-
TO x1 NEL TEMPO PIU` BREVE. LA SUA VELOCITA` DIPENDE
1ossia la soluzione di un problema d’ottimo
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DAL PUNTO x (SPAZIO NON OMOGENEO) E DALLA DIREZIONE
DELLA SUA TRAIETTORIA IN QUEL PUNTO (SPAZIO ANISOTROPO).
Questo e` il principio di minimo per eccellenza.
Pensando di nuovo alla propagazione della luce, esso e` analogo
all’enunciato del principio di Fermat in un mezzo non omogeneo e
anisotropo.
Le proprieta` dello spazio sono note mediante l’ausilio di una su-
perﬁcie immersa in questo spazio. Proprio per l’analogia con l’ottica
geometrica, chiameremo tale superﬁcie “ellissoide degli indici” ed e`
profondamente correlata con la Lagrangiana del reale sistema ﬁsico as-
sociato allo spazio astratto in cui stiamo lavorando. Cercheremo di
far capire come la Lagrangiana di cui sopra deﬁnisce la metrica dello
spazio stesso.
- si prende un punto x0 e lungo ogni direzione a partire da esso,
si costruisce il vettore velocita` di propagazione della perturbazione.
In un determinato tempo τ > 0 l’insieme di tutti i punti x a cui la
perturbazione arriva costituisce una superﬁcie che si chiama “fronte
d’onda della perturbazione” e si indica con φ x0(τ).
L’ellissoide degli indici e` deﬁnito come il fronte d’onda:
φ x0(dτ) con dτ → 0
x0
Figura B.1. Rappresentazione dell’ellissoide degli indici
Quindi per ogni punto x dello spazio e` deﬁnito un preciso ellissoide
degli indici.
In termini matematici, nello spazio astratto {x} le perturbazioni
svolgono le traiettorie x(τ) a partire dal punto assegnato x0.
x( )τ
x( )τS
x 0
S0
Figura B.2. Rappresentazione della traiettoria della
perturbazione nello spazio astratto
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Per le proprieta` dello spazio sopra citate il modulo della velocita` in
un punto generico e` noto in funzione del punto stesso e della direzione
della traiettoria in quel punto:
|˙x| = L(x(τ); ˙x(τ))
Quindi avendo deﬁnito la variabile ascissa curvilinea S lungo la traiet-
toria x(τ) si ha:
dS = L(x(τ); ˙x(τ)) dτ
Chiaramente L e` una funzione nota una volta deﬁnite le proprieta`
dello spazio astratto {x}, questo fatto ci concede il diritto di asserire
l’esistenza di una corrispondenza biunivoca tra la variabile temporale
τ e la variabile ascissa curvilinea S:
τ ←→ S
L gode, per deﬁnizione, di determinate proprieta` che ci limitiamo ad
enunciare:
- sia l’ascissa curvilinea percorsa lungo ogni traiettoria positiva:
dS ≥ 0 con dτ ≥ 0; segue che L(x; ˙x) ≥ 0 con L = 0 se e solo se ˙x = 0.
- il fenomeno di propagazione e` temporalmente invertibile L(x; ˙x) =
L(x;−˙x)
- si postula che L sia una funzione positiva omogenea di grado 1 in
˙x
Questa e` una proprieta` cruciale di L ed e` consistente con richiesta
di invarianza della forma diﬀerenziale dS al variare della parametriz-
zazione della traiettoria:
dτ =
dτ
dk
dk
e
dS = L(x(τ); ˙x(τ)) dτ = L
(
x(τ(k));
(
dx
dk
)(
dτ
dk
)
)
dτ
dk
dk =
= L
(
x(k);
dx
dk
;
dτ
dk
)
dk
avendo deﬁnito
L
(
x(k);
dx
dk
(k);
dτ
dk
(k)
)
≡ L
(
x(k);
dx
dτ
(k); 1
)
dτ
dk
e questo mostra la proprieta` di omogeneita` in ˙x: infatti risulta
L
(
x;λ
dx
dk
;λ
dτ
dk
)
= λL
(
x;
dx
dk
;
dτ
dk
)
, ∀λ ∈ R
Questa equazione e` vera anche nel caso τ = k.
Prendiamo la palla al balzo sfruttando questa proprieta` per enun-
ciare la relazione
∂L
∂˙x
˙x− L = 0
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che e` una semplice conseguenza del Teorema di Eulero sulle funzioni
omogenee.
In base a questa proprieta` si puo` vedere come L gode di tutte le
proprieta` di una funzione distanza per cui una volta assegnata, l’as-
cissa curvilinea S assume il signiﬁcato di una distanza percorsa dalle
perturbazioni lungo le loro traiettorie.
Si e` quindi mostrato come L e` connessa alle proprieta` di questo
spazio ed induce su di esso una metrica opportuna.
Essa consiste esattamente nella traduzione in un linguaggio analiti-
co dell’ellissoide degli indici.
Adesso aﬀrontiamo la traduzione analitica del Postulato 1.
Esso puo` essere riformulato in termini di traiettorie geodetiche nello
spazio {x}, anziche´ in termini di curve di tempo di minimo, data la
bigettivita` delle variabili τ e S ed avendo chiarito il signiﬁcato di S.
min τ ⇐⇒ min S
Si richiede quindi che le traiettorie delle perturbazioni soddisﬁno la
seguente minimizzazione:
S =
∫ τ1
τ0
L
(
x(τ);
dx
dτ
(τ)
)
dτ = min
Al variare della metrica deﬁnita da L cambiera` il senso ﬁsico della
“distanza” S ma il postulato 1 e` di valenza generale e le proprieta` del
moto delle perturbazioni dovute ad esso, rimangono invariate.
Quindi si esprime di nuovo il Postulato 1. NELLO SPAZIO MULTI-
DIMENSIONALE ASTRATTO {x}, LA PERTURBAZIONE SI PROPA-
GA DAL PUNTO x0 AL PUNTO x1 PERCORRENDO UNA TRAI-
ETTORIA GEODETICA NELLA DISTANZA DEFINITA DALLA
FUNZIONE LAGRANGIANA L. QUEST’ULTIMA E` NOTA DALLE
PROPRIETA` DELLO SPAZIO {x} STESSO.
Si considerano ora le proprieta` del moto delle perturbazioni con-
seguenti al Postulato 1.
Esiste una cruciale relazione tra i fronti d’onda per diversi valori di τ
che consiste nel noto principio di Huygens. Sia dato φx0(τ), ∀x ∈ φx0(τ)
costruisco il fronte d’onda al tempo s: φx(s)
Il fronte d’onda φx0(τ + s) e` l’inviluppo dei fronti φx(s) costruiti
∀x ∈ φx0(τ).
Infatti sia xτ+s ∈ φx0(τ+s). Esite un cammino da x0 a xτ+s lungo il
quale il tempo di propagazione della perturbazione e` esattamente τ + s
e non e` piu` breve, grazie al Postulato 1.
Si prende un punto xτ , su questo cammino, per giungere al quale la
luce impiega un tempo pari a τ . Non esiste un cammino piu` breve da x0
a xτ , altrimenti x0xτ+s non sarebbe il cammino piu` breve in contrasto
con il Postulato 1. Quindi xτ ∈ φx0(τ).
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x
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x
x
x
x ( +s)τ
x
φ ( )τ 0
φ (s)
τ
0
+s
0
φ
Figura B.3. Rappresentazione del principio di Huygens
Allo stesso modo la perturbazione percorre xτxτ+s nel tempo s e da
xτ a xτ+s non vi e` un cammino temporalmente
2 piu` breve. Quindi xτ+s
appartiene oltreche´ a φx0(τ + s) anche al fronte d’onda φxτ (s). Adesso
bisogna fare vedere che φx0(τ + s) e φxτ (s) sono tangenti. Supponiamo
che i 2 fronti d’onda si intersechino:
x
x
x0
x τ( +s)
φ
τ
0
φ
τ (s)
Figura B.4
Allora esistono piu` punti appartenenti a φx0(τ +s) in cui e` possibile
arrivare da x0 in un tempo inferiore a τ + s (vedi ﬁgura B.4).
Questo contraddice la deﬁnizione di φx0(τ + s). Quindi φx0(τ + s)
e φxτ (s) sono tangenti come volevasi dimostrare.
La relazione appena dimostrata costituisce il principio (teorema) di
Huygens che, come visto, deriva esclusivamente dal Postulato 1.
Abbiamo3 quindi caratterizzato molto bene le proprieta` del moto
delle perturbazioni nello spazio astratto multidimensionale grazie al
solo postulato 1, padre di tutti i principi di minimo.
Siamo giunti a due descrizioni del processo di propagazione:
- seguire i raggi deﬁniti come le traiettorie temporalmente piu` bre-
vi di propagazione della perturbazione. Ogni raggio e` caratterizzato
localmente dal vettore velocita`: ˙x;
- seguire il fronte d’onda caratterizzato localmente del vettore per-
pendicolare al fronte d’onda, generalmente chiamato P , costruito come
segue:
2Si noti che dire temporalmente piu` breve o spazialmente piu` breve e` la stessa
cosa
3Pluralis modestiae
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Sia {x : Sx0(x) ≡ S} con S l’ascissa curvilinea percorsa nelle
traiettorie minimali, il fronte d’onda φx0(τ). Il gradiente della funzione
S4 in una opportuna metrica deﬁnita nello spazio {x} e` perpendicolare
al fronte d’onda e caratterizza il suo moto:
P ≡ ∂S
∂x
Si osservi che il concetto di gradiente e` un concetto invariante al
variare della metrica scelta.
E` facilmente deducibile una cruciale relazione tra il vettore velocita`
del raggio ˙x e P .
Le loro direzioni in generale non coincidono. E` necessaria una
piccola deﬁnizione per venire a capo del problema.
Si consideri l’ellissoide degli indici associato ad un generico punto
x.
x x
p
n  direzione duale
Figura B.5
Sia ˙x il vettore velocita` del raggio in quel punto la cui punta cade
nel punto P ∈ φx(dτ). Si deﬁnisce Direzione Duale della direzione
data da ˙x la direzione dell’iperpiano tangente all’ellissoide degli indici
nel punto P . La relazione tra ˙x e P e` deducibile dal teorema seguente.
Preso il raggio x0xτ considero un punto xτ− ad esso appartenente.
Si prende un ε ≡ dτ → 0. Possiamo dire che il fronte φxτ−(ε)
diﬀerisce dall’ellissoide degli indici relativo al punto xτ di inﬁnitesimi
di ordine superiore (o(ε2))(vedi ﬁgura B.6)
Per il principio di Huygens φxτ−(ε) e` tangente al fronte φx0(τ) nel
punto xτ . Prendendo il limite per ε→ 0 segue la tesi.
Si puo` generalizzare la questione come segue:
il punto x0 puo` essere sostituito da una curva, da una superﬁcie o
piu` in generale da un insieme chiuso nello spazio astratto in questione.
Tornando alla deﬁnizione di gradiente, si puo` scrivere
P · dx = dS.
4Hamilton, studiando l’ottica, lo chiamo` “vettore della lentezza normale dal
fronte”
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Figura B.6
Σ0
Figura B.7
Si richiama l’indipendenza di questa forma diﬀerenziale dalla met-
rica ausiliaria associata allo spazio in questione. Variando la metrica
dello spazio {x} variera` il concetto di velocita` del fronte d’onda ma
questo non e` un problema di interesse.
Il valore di questa forma diﬀerenziale, considerando la scelta libera
del vettore inﬁnitesimo dx, e` chiaramente zero sull’iperpiano duale del
vettore velocita` mentre, e` chiaramente massima sul vettore velocita`!
Ricordando il signiﬁcato di dS si puo` scrivere:
P · ˙x = dS
dt
= L
per le traiettorie eﬀettive delle perturbazioni.
Per un orbitario dx segue invece la seguente
0 ≤ P · ˙x ≤ L
Dal confronto di
P · ˙x = L
sulle traiettorie minimali e la relazione:
∂L
∂˙x
· ˙x = L
ricavata dalla proprieta` di omogeneita` di L, si ricava
P =
∂L
∂˙x
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e quindi
∂S
∂x
=
∂L
∂˙x
Risulta dimostrato inoltre che per ogni ˙x libero
0 ≤ P · ˙x ≤ L
e quindi che la traiettoria della perturbazione soddisfa:
L(x, P ) = sup
˙x
(P · ˙x)
A questo punto occorre passare dalla formulazione del problema
di minimo in questi termini molto astratti, alla formulazione classica,
presentata piu` o meno in tutti i libri di c.d.v., e di modo molto sintetico
nel capitolo 2 di questa tesi.
Il primo passo fu` fatto da Hamilton che riformulo` la meccanica
analitica come ottica geometrica di uno spazio multidimensionale.
Il problema puo` essere visto in questi termini:
-concretizzare in qualche modo il signiﬁcato dello spazio astratto
{x}, associandolo al sistema ﬁsico in questione.
-giungere alle equazioni che governano la dinamica del fronte d’onda
Sx0(x) e le traiettorie delle perturbazioni.
La trasposizione dei concetti astratti ﬁno ad ora aﬀrontati alla vi-
sione classica avviene come segue. Per semplicita` ci si riallaccia alla
situazione della meccanica analitica, in cui il sistema dinamico e` iden-
tiﬁcato dal vettore delle variabili dinamiche q che identiﬁca i suoi gradi
di liberta`.
Senza troppa diﬃcolta` si puo` generalizzare il problema ai sistemi
dinamici caratterizzati da una matematizzazione di campo e quindi
sistemi ad inﬁniti gradi di liberta`. (Meccanica dei continui, relativita`
generale, Elettrodinamica).
E` noto che ogni sistema dinamico e` completamente caratterizzato
da una funzione delle sue coordinate generalizzate, velocita` generaliz-
zate ed il tempo. Tale funzione viene denominata funzione Lagrangiana
del sistema. Inoltre l’evoluzione del sistema e` governata da un principio
di minimo.
Ricolleghiamoci al problema astratto.
- Lo spazio {x} venga identiﬁcato con lo spazio generalizzato delle
conﬁgurazioni {q, t}
- La traiettoria della perturbazione venga identiﬁcato con la soluzione
minimale del sistema ﬁsico:
x(τ)→ (q(t), t)
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Si osservi come, secondo questa trasposizione, il tempo venga trat-
tato esattamente alla stregua delle altre variabili dinamiche q del sis-
tema. Questo fatto puo` essere visto come una grossa comodita` per la
formulazione delle teorie relativistiche.
-Il Postulato 1 espresso nella forma
Sx0(x) =
∫ τ
τ0
L
(
x; ˙x
)
dτ = MIN
Viene esattamente trasposto nella seguente
Sq0,t0(q, t) =
∫ t
t0
L
(
q, ˙q, t, t˙
)
dt = MIN
avendo posto inoltre t = τ , riducendo cos`ı la dimensione del problema.
E prende il nome di Principio di Minima Azione.
Conosciamo la modalita` della propagazione delle perturbazioni nel-
lo spazio {x}, per costruzione euristica sulla base del Postulato 1;
essendo quest’ultimo esattamente trasposto nel Principio di Minima
Azione dei sistemi dinamici, si puo` ricavare con semplicita` le proprieta`
di evoluzione temporale delle soluzioni minimali del sistema dinamico
nello spazio delle conﬁgurazioni generalizzato e le proprieta` del moto
del fronte d’onda Sq0,t0(q, t) deﬁnito in questo spazio.
Da queste proprieta` geometriche di evoluzione e` possibile risalire
alle equazioni che governano la loro dinamica.
La funzione del fronte d’onda
Sx0(x) = Sq0,t0(q, t)
viene denominata funzione principale di Hamilton o volgarmente fun-
zione Azione.
E` d’obbligo osservare a questo punto una cruciale interpretazione
della funzione lagrangiana. Essa identiﬁca univocamente il sistema
ﬁsico in questione e contiene tutte le informazioni sul conto della sua
dinamica, come assunto da principio, mentre nella trattazione astratta
caratterizza completamente le proprieta` dello spazio astratto {x}, in
particolare, ne deﬁnisce la metrica.
E` lecita quindi una corrispondenza biunivoca tra ogni sistema di-
namico ed uno spazio astratto multidimensionale, dotato di una appro-
priata metrica.
Le soluzioni del moto del sistema dinamico sono intimamente con-
nesse con le traiettorie delle perturbazioni in questo spazio sottostanti
alle sue proprieta` ed al Postulato 1.
Sulle soluzioni estremali5 q(t) = γ nello spazio delle conﬁgurazioni
sappiamo quindi che la funzione Sq0,t0(q, t) assume il minimo valore
possibile.
Possiamo scrivere la funzione principale di Hamilton:
5Si utilizza il termine “estremale” come sinonimo di “minimale”.
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Figura B.8. Rappresentazione della propagazione dei
fronti d’onda della funzione S e delle traiettorie delle pertur-
bazioni
Sq0,t0(q, t) =
∫
γ
L dt .
Sia assunta l’ipotesi, sino ad adesso tacita, che per ogni punto q0, t0
dello spazio delle conﬁgurazioni generalizzato esista un’unica soluzione
estremale, e che due di esse non coincidenti non si intersechino mai.
∀t > t0, Sq0,t0(q, t) = S|t deﬁnisce una ipersuperﬁcie nello spazio
generalizzato delle conﬁgurazioni (q, t). Per ogni punto iniziale e` deﬁni-
ta una soluzione estremale (q(t), t) appartenente all’ipersuperﬁcie di cui
sopra per sua stessa deﬁnizione (vedi ﬁgura B.8)
S|t rappresenta il valore minimo che la funzione S puo` assumere
tra tutti i valori concessi per il tempo generico t.
Intercorre la relazione
P =
∂S
∂x
che conduce a:
Pq ≡ ∂S∂q
Pt ≡ ∂S∂t
e mostra l’ortogonalita` dei fronti d’onda Sq0,t0(q, t) = S|t con il vettore
P ≡
(
Pq
Pt
)
; per sua stessa deﬁnizione.
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E` quindi lecito scrivere la forma diﬀerenziale
dS = Pq dq + Pt dt
Dalla cruciale relazione P˙x = L su ogni eﬀettiva traiettoria di
perturbazione si era ricavata la cruciale relazione
∂S
∂x
=
∂L
∂˙x
da cui, sostituendo nell’espresione della 1-forma appena scritta:
dS = ∂L
∂˙x
dx =
∂L
∂˙q
dq +
∂L
∂t˙
dt
Ricordando che L = L
(
q, ˙q, t, t˙
)
con t˙ = 1 chiaramente. Si deﬁnisce
una nuova funzione del sistema, detta Hamiltoniana
H(q; t; Pq) ≡ ∂L
∂˙q
˙q −L
(E` la trasformata di Legendre della funzione lagrangiana ed e` fun-
zione del punto x e del vettore Pq).
Dalla proprieta` di omogeneita` di L si ha:
∂L
∂˙x
˙x = L −→ ∂L
∂˙q
˙q +
∂L
∂t˙
t˙ = L −→
∂L
∂˙q
˙q −L = −∂L
∂t˙
t˙ =⇒ H(q; Pq; t) = −∂L
∂t˙
t˙
Da cui, sostituendo nell’espressione di dS
dS = Pq dq −H dt
Da tutto cio` segue la cruciale equazione di Hamilton-Jacobi:
infatti dalle relazioni
Pq ≡ ∂S
∂q
e Pt =
∂S
∂t
= −H
si ha
∂S
∂t
+ H
(
q;
∂S
∂q
; t
)
= 0 .
Questa e` un equazione diﬀerenziale alle derivate parziali del primo
ordine in t (dinamica lenta), in generale non lineare. Essa governa la
dinamica del fronte d’onda
Sq0,t0(q, t)
Nel capitolo 1 paragrafo 2 ci si e` proposti di ricavare con rig-
ore le equazioni della dinamica delle soluzioni estremali del problema
d’ottimo per via puramente analitica.
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E` possibile, seguendo un analogo procedimento, risalire alle equazioni
delle soluzioni estremali del problema d’ottimo.
Certo, come visto, questo tipo di procedure, sebbene fondate su di
un unico postulato, richiedono notevole fantasia costruttiva e sforzo
cerebrale.
Non mostreremo quindi come ricavare le equazioni della dinami-
ca delle soluzioni estremali secondo questa impostazione geometrica,
anche per il fatto di non aver capito a fondo la questione.
Si chiede quindi, esplicitamente aiuto, essendo sinceramente interes-
sato, a chiunque altro interessato, al ﬁne di giungere alla comprensione
ultima di questo problema.
Riepilogando: abbiamo dimostrato come il postulato1 formulato
nello spazio astratto {x} conduce, tramite una opportuna trasposizione,
alla determinazione dell’evoluzione temporale della funzione Azione as-
sociata ad un sistema ﬁsico. Infatti quest’ultimo e` univocamente con-
nesso con lo spazio {x} mediante la funzione Lagrangiana L che detta
le loro proprieta`.
Tutto cio` puo` essere sintetizzato nel seguente schema:
Funzione Lagrangiana
L(x; ˙x)
Definisce univocamente
le proprieta` dello spazio{x}
e del sistema fisico
mettendoli in
 










Spazio astratto
{x}
Corrispondenza 




Sistema fisico
{q, t}




Descrizione mediante raggi
cioe` soluzioni estremali
in {x} ≡ {q, t}
plus
Descrizione ondulatoria
mediante fronti d’onda
della funzione azione
S
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