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Abstract
Let G1 + G2, G1∇G2, G1[G2], G1 ◦ G2 and G1{G2} be the sum, join, composition, corona
and cluster, respectively, of the graphs G1 and G2: Elsewhere, Yeh and Gutman computed the
Wiener number of these composite graphs. In this paper, we generalize their results to compute
the Hosoya polynomial of these graphs. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper, we are concerned with 6nite undirected graphs without loops or multi-
ple edges. If G is such a graph, denote its vertex- and edge-sets with V (G) and E(G);
respectively. If v is a vertex of G we write shortly v ∈ G: The numbers of vertices
and edges of G will be denoted by |G| and |E(G)|; respectively.
Let d(u; v |G) be the distance between the vertices u and v of a connected graph G:
De6ne
W (G) =
1
2
∑
{d(u; v |G): u; v ∈ G}; (1)
H (G; x) =
1
2
∑
{xd(u;v | G): u; v ∈ G; u = v}: (2)
Hence, W (G) is just the sum of distances between all pairs of vertices of G: The
investigation of the quantity W (G) seems to be 6rst undertaken by Harold Wiener [23]
over 50 years ago, in connection with certain chemical applications. More details on
usages of W (G) in chemistry can be found in [12], or more recent surveys [13,20].
The name Wiener number or Wiener index is nowadays in standard use in chemistry
and is sometimes encountered also in the mathematical literature [4,9,11,16–19].
Wiener’s original article [23] appeared in a chemistry journal and was long over-
looked by mathematicians. The Wiener number is 6rst considered in the mathematical
literature (under the name graph distance) in the 1970s by Entringer et al. [6]. Since
then, it has been extensively studied in graph theory (see [2]), and a variety of names
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was proposed for it: gross status [14], total status [2], graph distance [6], transmission
[21,22], and simply sum of all distances [25,8]. In some papers, closely related mean
distance [5,24] or average distance [1,3] were considered.
The polynomial H (G; x) is named the Wiener polynomial in [15], but we call it the
Hosoya polynomial in honor of Haruo Hosoya, who introduced it in [15]. This name
is also used in [17,10]. The Hosoya polynomial is more recent notion generalizing the
Wiener number. Notice that
H (G; 1) =
( |G|
2
)
; H ′(G; 1) =W (G): (3)
A reason more for considering Hosoya polynomial is that it can be diGerentiated several
times. Let H (k)(G; x) be the kth derivative of the Hosoya polynomial with respect to
x: The quantities W (k)(G) = H (k)(G; 1), k¿2; may be viewed as the higher Wiener
numbers. They are recently shown to have some signi6cance in the studies of organic
compounds [7].
2. Hosoya polynomial of composite graphs
Yeh and Gutman [25] examined the Wiener number in the case of graphs that are
obtained by means of certain binary operations on pairs of graphs. They considered
the following composite graphs:
(a) The sum G1 + G2 (called product and denoted by G1 × G2 in [25]):
V (G1 + G2) = V (G1)× V (G2);
the vertices u = (u1; u2) and v = (v1; v2) of G1 + G2 are adjacent iG [u1 = v1,
(u2; v2) ∈ E(G2)] or [u2 = v2, (u1; v1) ∈ E(G1)].
(b) The join G1∇G2 (denoted by G1 + G2 in [25]):
V (G1∇G2) = V (G1) ∪ V (G2);
E(G1∇G2) = E(G1) ∪ E(G2) ∪ {(u1; u2)|u1 ∈ G1; u2 ∈ G2}:
(c) The composition G1[G2]:
V (G1[G2]) = V (G1)× V (G2);
the vertices u=(u1; u2) and v=(v1; v2) of G1[G2] are adjacent iG [u1=v1; (u2; v2) ∈
E(G2)] or (u1; v1) ∈ E(G1):
(d) The corona G1 ◦ G2 is obtained by taking one copy of G1 and |G1| copies of
G2; and by joining each vertex of the ith copy of G2 to the ith vertex of G1,
i = 1; 2; : : : ; |G1|:
(e) The cluster G1{G2} is obtained by taking one copy of G1 and |G1| copies of a
rooted graph G2; and by identifying the root of the ith copy of G2 with the ith
vertex of G1; i = 1; 2; : : : ; |G1|:
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Theorems 1–5 dealing with the Hosoya polynomial of composite graphs generalize the
Theorems 1–5 proved in [25] for the Wiener number. From now on, we shortly write
H (G) instead of H (G; x):
Theorem 1. For any two graphs G1 and G2;
H (G1 + G2) = 2H (G1)H (G2) + |G1|H (G2) + |G2|H (G1): (4)
Theorem 2. For any two graphs G1 and G2;
H (G1∇G2) =
[( |G1|
2
)
+
( |G2|
2
)]
x2
−[ |E(G1)|+ |E(G2)| ] x(x − 1) + |G1||G2| x: (5)
Theorem 3. For any two graphs G1 and G2;
H (G1[G2]) = |G2|2H (G1) + |G1|
( |G2|
2
)
x2 − |G1||E(G2)| x(x − 1): (6)
Theorem 4. For any two graphs G1 and G2;
H (G1 ◦ G2) = (1 + |G2| x)2H (G1)
+|G1|
[( |G2|
2
)
− |E(G2)|
]
x2 + |G1|[ |G2|+ |E(G2)| ] x: (7)
Theorem 5. Let G2 be connected graph with root-vertex r: Then;
H (G1{G2}) = H0(r; G2)2H (G1) + |G1|H (G2); (8)
where H0(r; G) =
∑{xd(r;u | G): u ∈ G}:
Notice that the results from [25] hold only for connected graphs. From that reason
it is de6ned there that W (G) =∞ for disconnected graphs. More natural approach is
to de6ne both the Wiener number and the Hosoya polynomial of disconnected graphs
component-wise:
if G has the components Gi (i = 1; : : : ; c(G));
then W (G) =
∑
i
W (Gi) and H (G; x) =
∑
i
H (Gi; x):
Since Eqs. (4)–(8) hold for disconnected graphs, the Wiener number of disconnected
composite graphs may be obtained by diGerentiating the Hosoya polynomial.
3. Proofs
We prove Theorems 1–5 only for connected graphs. The step from the connected
graphs to disconnected ones is done using the following consideration. Suppose the
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components of G1 are G1; i (i=1; : : : ; c(G1)); while those of G2 are G2; j (j=1; : : : ; c(G2)):
Then G1 + G2 has components G1; i + G2; j (i = 1; : : : ; c(G1); j = 1; : : : ; c(G2)); and
H (G1 + G2) =H
(⋃
i
⋃
j
G1; i + G2; j
)
=
∑
i
∑
j
H (G1; i + G2; j)
=
∑
i
∑
j
(2H (G1; i)H (G2; j) + |G1; i|H (G2; j) + |G2; j|H (G1; i))
= 2
∑
i
H (G1; i)
∑
j
H (G2; j) +
∑
i
|G1; i|
∑
j
H (G2; j)
+
∑
j
|G2; j|
∑
i
H (G1; i)
= 2H (G1)H (G2) + |G1|H (G2) + |G2|H (G1):
This way the formula which holds for the sum of connected graphs extends to the sum
of disconnected ones. Similar proofs hold in other cases.
Proof of Theorem 1. Consider two distinct vertices u = (u1; u2) and v = (v1; v2) in
G1 + G2: As in [25], we 6rst show that
d(u; v |G1 + G2) = d(u1; v1 |G1) + d(u2; v2 |G2):
Let d(uj; vj |Gj) = dj (j = 1; 2): Let
u= (p10; p
2
0); (p
1
1; p
2
1); : : : ; (p
1
k−1; p
2
k−1); (p
1
k ; p
2
k) = v
be the shortest path in G1 + G2 between u and v: Then for i (06i6k − 1) holds
either that [p1i is adjacent to p
1
i+1 and p
2
i = p
2
i+1] or that [p
1
i = p
1
i+1 and p
2
i is adja-
cent to p2i+1]: Let Sj denote the number of vertex-pairs p
j
i ; p
j
i+1 for which p
j
i =pji+1
(i = 0; 1; : : : ; k − 1; j = 1; 2): From above it follows that S1 + S2 = k; and since
Sj¿dj (j = 1; 2) we conclude that d(u; v |G1 + G2) = k¿d1 + d2:
On the other hand, let uj = q
j
0; q
j
1; : : : ; q
j
dj = vj be the shortest path between uj and vj
in Gj (j = 1; 2): Then the following path in G1 + G2 between u and v
(u1; u2) = (q10; q
2
0); (q
1
1; q
2
0); : : : ; (q
1
d1 ; q
2
0); (q
1
d1 ; q
2
1); : : : ; (q
1
d1 ; q
2
d2 ) = (v1; v2)
has the length d1 + d2 and so d(u; v |G1 + G2) = d1 + d2: Now,
H (G1 + G2) =
1
2
∑
{xd(u;v | G1+G2): u; v ∈ G1 + G2; u = v}
=
1
2
∑
{xd(u1 ; v1 | G1)xd(u2 ; v2 | G2):
u1; v1 ∈ G1; u2; v2 ∈ G2; u1 = v1 ∨ u2 = v2}
=
1
2
∑
{xd(u1 ; v1 | G1)xd(u2 ; v2 | G2): u1 = v1; u2 = v2}
+
1
2
∑
{xd(u1 ; v1 | G1): u1 = v1; u2 = v2}
+
1
2
∑
{xd(u2 ; v2 | G2): u1 = v1; u2 = v2}
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=
1
2
∑
{xd(u1 ; v1 | G1): u1 = v1}
∑
{xd(u2 ; v2 | G2): u2 = v2}
+
1
2
|G2|
∑
{xd(u1 ; v1 | G1): u1 = v1}
+
1
2
|G1|
∑
{xd(u2 ; v2 | G2): u2 = v2}
= 2H (G1)H (G2) + |G2|H (G1) + |G1|H (G2):
Proof of Theorem 2. Any two vertices of G1∇G2 are either adjacent or at distance
two. The distance-two pairs are those corresponding to nonadjacent vertices in either
G1 or G2: Hence,
H (G1∇G2) =
[( |G1|
2
)
− |E(G1)|+
( |G2|
2
)
− |E(G2)|
]
x2
+[ |E(G1)|+ |E(G2)|+ |G1||G2| ] x
and we arive at (5).
Proof of Theorem 3. Consider two vertices u = (u1; u2) and v = (v1; v2) of G1[G2]:
Note that
d(u; v |G1[G2]) =


d(u1; v1 |G1) if u1 = v1;
1 u1 = v1 and (u2; v2) ∈ E(G2);
2 u1 = v1 and (u2; v2) ∈ E(G2):
Hence,
H (G1[G2]) =
1
2
∑
{xd(u;v | G1[G2]): u; v ∈ G1[G2]; u = v}
=
1
2
∑
{xd(u1 ; v1 | G1): u1; v1 ∈ G1; u2; v2 ∈ G2; u1 = v1}
+
1
2
∑
{x2: u1 = v1; (u2; v2) ∈ E(G2)}
+
1
2
∑
{x: u1 = v1; (u2; v2) ∈ E(G2)}
= |G2|2H (G1) + |G1|
[( |G2|
2
)
− |E(G2)|
]
x2 + |G1||E(G2)| x:
Before we give the proofs of Theorems 4 and 5, we prove a slightly more general
result. Let G be any graph and R1; R2; : : : ; R|G| be rooted connected graphs with roots
r1; r2; : : : ; r|G|; respectively. The graph G{R1; R2; : : : ; R|G|} is obtained by identifying the
root ri of Ri with the ith vertex of G: It holds
H (G{R1; R2; : : : ; R|G|}) =
∑
16i6|G|
H (Ri)
+
∑
16i¡j6|G|
H0(ri; Ri)H0(rj; Rj) xd(i; j | G): (9)
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If two distinct vertices u; v belong to the same Ri; then
d(u; v |G{R1; R2; : : : ; R|G|}) = d(u; v |Ri)
and summing up terms xd(u;v | Ri) for all unordered pairs of distinct vertices from the
same Ri we get the term
∑
16i6|G| H (Ri) from (9).
If u belong to Ri and v belong to Rj with i = j; then
d(u; v |G{R1; R2; : : : ; R|G|}) = d(u; ri |Ri) + d(i; j |G) + d(rj; v |Rj);
and so
xd(u;v | G{R1 ;R2 ; :::;R|G|}) = xd(u; ri | Ri) xd(i; j | G) xd(rj ; v | Rj):
Summing up terms xd(u; ri | Ri) xd(i; j | G) xd(rj ; v | Rj) for all unordered pairs of vertices from
distinct R’s we get term
∑
16i¡j6|G|H0(ri; Ri)H0(rj; Rj) x
d(i; j | G) from (9).
Proof of Theorem 5. This theorem follows directly from (9) since we have that
G1{G2}= G1{G2; G2; : : : ; G2}.
Proof of Theorem 4. Theorem 4 is a special case of Theorem 5. We have G1 ◦G2 ≡
G1{G2∇K1}; where K1 is the one-vertex graph and where the root of G2∇K1 is chosen
to be the vertex of K1:
4. Examples
In this section, we report the Hosoya polynomials of several classes of composite
graphs, that can be obtained from simple graphs by applying the operations considered.
Let Sn, Pn, Cn and Kn denote the star, path, cycle and complete graph, respectively,
on n vertices. Further, let G be the complement of G; and let t = x=(x − 1): A simple
calculation gives:
H (Sn) =
(
n− 1
2
)
x2 + (n− 1)x;
H (Pn) = xn−1 + 2xn−2 + · · ·+ (n− 1)x = (xn−1 − 1) t2 − (n− 1)t;
H (Cn) = nx[n=2] + nx[n=2]−1 + · · ·+ nx = n (x[n=2] t − t) for n odd;
=
n
2
x[n=2] + nx[n=2]−1 + · · ·+ nx = n
(
x[n=2]
(
t − 1
2
)
− t
)
for n even:
The complete multipartite graph Ka1 ;a2 ;:::;ap ; p¿ 1; on a1 + a2 + · · ·+ ap = n vertices
is presented as LKa1∇ LKa2∇ · · ·∇ LKap ; which yields
H (Ka1 ;a2 ;:::;ap) =
∑
i
(
ai
2
)
x2 +
∏
i¡j
aiajx:
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The graphs Grdm;n = Pm + Pn; Sunm;n = Cm{Pn+1} and Whlm;n = LKm∇Cn are called
the grid, sun and generalized wheel, respectively. In the case of sun, it is assumed that
Pn+1 is rooted at vertex of degree one. The Hosoya polynomials are given by
H (Grdm;n) = 2 (xm−1 − 1)(xn−1 − 1) t4
−2((m− 1)xn−1 + (n− 1)xm−1 − m− n+ 2)t3
+(2 (m− 1)(n− 1) + mxn−1 + nxm−1 − m− n)t2
−(2 (m− 1)(n− 1) + m+ n− 2)t;
H (Grdn;n) = 2 (xn−1 − 1)2 t4 − 2 (xn−1 − 1)(2nt − 2t − n) t2
+2 (n− 1) t (nt − t − n) for the square grid (m= n);
H (Whlm;n) =
n(n− 3) + m(m− 1)
2
x2 + n(m+ 1)x;
H (Whl1; n) =
n(n− 3)
2
x2 + 2nx for the simple wheel (m= 1);
H (Sunm;n) =m (x[m=2]t − t)
(
xn+1
x − 1
)2
+ m((xn − 1)t2 − nt) if m is odd;
=m
(
x[m=2]
(
t − 1
2
)
− t
)(
xn+1
x − 1
)2
+ m((xn − 1)t2 − nt) if m is even:
The r-fold bristled graph of G; denoted by Brsr(G); is de6ned as G{Sr+1} where
the root of Sr+1 is on its vertex of degree r: Then
H (Brsr(G)) = (1 + rx)H (G) +
[(
r
2
)
x2 + rx
]
|G|:
For the simple bristled graph (r = 1);
H (Brs1(G)) = (1 + x)H (G) + x|G|:
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