Abstract. The system of equations 2 (-i)"k(Pk(x)y("-kKx))('"k) = o (o < x < oo)
2 (-i)"k(Pk(x)y("-kKx))('"k) = o (o < x < oo)
is considered where the coefficients are real, continuous, symmetric matrices,^ is a vector, and P0(x) is positive definite. It is shown that the well-known quadratic functional criterion for existence of conjugate points for this system can be further utilized to extend results of the associated scalar equation to the vector-matrix case, and in some cases the scalar results are also improved. The existence and nonexistence criteria for conjugate points of this system are stated in terms of integral conditions on the eigenvalues or norms of the coefficient matrices.
Differential vector operators generated by the system O) ¿ (-\)n-k(?k(x)y{n-k\x)f~k) -V (o < x < co), k-0 are considered where the coefficients are real, continuous, m X m, symmetric matrices, y(x) is an w-dimensional vector, and P0(x) is positive definite. The purpose of this paper is to extend some of the results concerning the oscillation and nonoscillation of the scalar differential equation associated with (1) or, equivalently, the existence and nonexistence of conjugate points Tj(a) for alia > 0.
V. V. Martynov [11] studies the spectral properties of the even order, two-term, vector operator and extends many of the theorems obtained in the scalar case. A result of this paper improves a condition for nonoscillation given by Martynov. Theorems of Ahlbrandt [1] and Kaufman and Sternberg [7] are also improved. Other papers connected with this topic are those of Etgen [2] , [3], Howard [6] , Kreith [8] , Noussair and Swanson [14] , and Tomastik [17] , [18] where primary attention is given to the oscillation of a second order matrix differential equation, which is equivalent to the oscilla- tion of the associated vector-matrix differential equation. Under certain conditions some of these results are extended and improved here. The books of W. T. Reid [15] and Gelfand and Fomin [4] are suggested for elaboration on the history of the problem and the associated calculus of variations considerations.
1. Introduction. Let L be generated by the differential expression (2) iiy)"ti-i)"-k(Pky('-k)f~k)
in the Hilbert space of real vector-valued functions y(x) = (yx(x),..., ym(x))* with inner product
If there is a number b > a such that l(y) = 0 has a nontrivial solution satisfying y«\a) = 0 = yW{b) (0 < i < n -1), then b is called a conjugate point of a and the least such b is denoted by t\(a). The system l(y) = 0 is said to be oscillatory if any positive number a has an associated conjugate point t\(a). Otherwise, l(y) = 0 is said to be nonoscillatory. I. M. Glazman [5, pp. 34, 43, 95] has shown that the set of points in the spectrum of L lying to the left of A0 will be finite or infinite depending on whether system (1) with the X -X0 is nonoscillatory or oscillatory, respectively.
Let fyN(L) denote the set of all vector-valued functions, y(x), that have compact support in (N, oo), a continuous « -1 derivative, and a piecewise continuous derivative of order n.
By fixing X = 0, we have the following equivalent condition to the nonoscillation of (1) Proof. We may assume that a =£ -I since (3) is obvious when a = -1. By using the Cauchy-Schwarz inequality, we have that
Inequality (3) now follows by squaring both sides of the above inequality.
for n > 1 andJ(l) = 4. For all positive integers n,J(n) = 24n-1n!/(2«)!.
Proof. A simplification shows that for n > 1
Hence, /(«) -24"-I«!/(2n)!. We remark that /(« + 1) = 8 J(n)/(2n + 1).
2. Nonoscillation. The theorem which follows is an extension of a theorem by the author [9] to the vector-matrix system (1). Theorem 6 of Martynov [11] follows as a corollary.
We let ||y4|| denote the norm of the matrix A induced by the Euclidean vector norm, \\A\\ = su.p|(ín_j||^4¿||, and let \\A\\E denote the Euclidean matrix norm, \\A\\E -[2?JmX\aM\2]1/2. Let Pg{x) -Pk(x) and íor i > 1 define Jx when the integral exists. Theorem 2.1. Suppose P0(t) = /, the identity matrix, and for k = 1,..., n and i -Ö, 1.
fc -1, -oo < /"P¿(0 <# < oo. // there are numbers 8k
such that 2J_ ,V(*) = l and xk\\P^(x)\\ < 8kfor all x > a, then the system l(y) -0 " nonoscillatory.
Proof. Note that
Hence, for any;' E ^>N(L) and each k -npkO)y{n'k\t)'yiH"kyO))dt Jn = -Í (k) r{Pkk(t)yin-k+iX<),y(n-i\t))<lt Proof. By the hypothesis, for any arbitrarily small e > 0 we know that ST\\pk(x)\\ dx < etl-2k for large /. This implies that \\P¿(t)\\ < £tx~2k which implies that r\\Px(x)\\dx<e-t2-2k/(2k-2).
Jt
Continuing this procedure we can show that ||P£(0|| < Skt~k by choosing e correctly. Now, the conclusion follows from Theorem 2.1.
The next corollary of Theorem 2.1 is Theorem 6 of Martynov [11] . For each symmetric matrix Q we define Q~ = \(Q -\Q\) < 0 where |g| is the arithmetric square root of Q2 that has the same rank as Q2 and is positive semidefinite. •'je Jt
Continuing this procedure it follows that j"prl{t)dt
By Theorem 2.1 the system (-iyy(2n) + Q~y = 0 is nonoscillatory which, according to Corollary 1.1, completes the proof. Since \\A || < \\A \\E for any matrix A, then it follows that Theorem 2.1 and its corollaries also are true when we replace the induced norm with the Euclidean norm. Consequently, by summing over k > 1 and using the Cauchy-Schwarz inequality we obtain the inequality -2 r(Pk(t)y(t),y(t))dt<et (C°\l-2k + ô\ts-2k\\y(t)\fdt
By using Lemma 1.1 repeatedly, we have that for some constant B -Î r(Pk(t)y(t),y(t))dt< eB(™Cts\\yM{t)(dt k-\JN JN <r{P*(t)y{n)(t\y(n)(t))dt if we choose e < 1/5. By Theorem 1.1, the proof is complete. Theorem 2.2 improves a theorem of Kaufman and Sternberg [7] , and Theorem 6.1 of Ahlbrandt [1] , which is concerned only with the scalar differential equation, is improved and extended.
Finally, since \atJ\ < ||^1||£ for any matrix A, the next result follows easily from Theorem 2.2. -f™(Pk(t)y{n-k)(t),y(n-k)(t))dt
by integrating by parts and using the Schwarz inequality. Proceeding in a manner which is similar to the proof of Theorem 2.1 we can establish that -fJ{Pk(t)/"-k\t),y(n-k\t)) dt< PkB(k)f™\\yMfdt.
Summing over k and using Theorem 1.1 completes the proof.
3. Oscillation. In this section we shall let pA and vA denote the smallest and largest eigenvalue of A, respectively. Theorem 3.1. Suppose Pn(t) is negative semidefinite and }™^Pn(t)dt=-«> for some number y. If J"°V«"-»||Pik(i)|| dt< oo (k = 0,l,..., n-1), then the system l(y) = 0 is oscillatory.
Proof. According to Theorem 1.1, it will suffice to exhibit a vector functiony(t) E ^(L) for each N > 0 such that 2 foe(Pk(t)y(n-k\^y(n~k\0)dt< o.
Let a(t) be the 2« -1 degree polynomial satisfying a(0(0) = a(0(l) = a(l) = 0(1 < i < n -1) and a(0) = 1. For each N > 0 we define ß(t) = ty/2a((2N -t)/N), t E[N,2N),
and /? (t) = 0 otherwise, where M will be taken to be greater than 2N. it is easy to show that a(t) > 0 and a'(t) < 0 on [0, 1]. Hence, 0 < a(t) < 1. Let £w be a unit eigenvector corresponding to the eigenvaluê 2N'yPn(t) dt, and let^(i) = ß(t) ■ f*.
Since \\ß(n~k)(t)\\2 < Bty~2(n~k)/n for some constant B which is independent of M, it follows that 2 r{Pk(t)y{n-k\t)>y{n~k)(t))dt
JlN by using the Cauchy-Schwarz inequality. Consequently, we can choose M so large that 2 r{Pk(t)y(n-k\t),yu'k)(t)) dt< 0.
k~oJx By Theorem 1.1, this completes the proof.
The condition Pn(t) < 0 of Theorem 3.1 could be replaced by the weaker requirement that vJ*tyPn(t) dt be bounded above for all x. It would be interesting to know if this condition could be relaxed completely as in the scalar case (see Lewis [10] ). Also, with sign restrictions on P0(t) and Px(t) and n - 1 Tomastik [18] established an oscillation criterion involving conditions on eigenvalues of integrals of both PQ(t) and Px(t).
Since Pn(t) is negative semidefinite in Theorem 3. Since \\A\\ < \\A\\E < m1/2||v4|| for any m by m matrix.4, we could replace the induced norms of Theorem 3.1 and Corollary 3.1 with Euclidean norms.
Let tr(A) denote the trace of the matrix A, which is the sum of the diagonal elements of A and, also, the sum of the eigenvalues of A. When Pn(t) < 0 then it is easy to see that lim^^ pJxtyP"(t) dt = -oo if and only if limtr f tyP"(t)dt = -oo.
Consequently, the system l(y) = 0 is also oscillatory when the minimum eigenvalue is replaced by the trace in the hypothesis of Theorem 3.1.
When P0(t) = I and Pk(t) = 0 for k = 1,..., n -1, we have the following result as a corollary of Theorem 3.1.
Corollary 3.2. IfP(t) < 0 and for some y < 2n -1 (4) lim tr ( ftfP (t) dt\= -oo then the system (5) (-l)y2n) + P(t)y = 0 is oscillatory.
If we let y = 2« -1, there are choices of P(t) for which (4) is satisfied and (5) is nonoscillatory (see [5, p. 96] ).
When « = 1, Etgen [2, Theorem 3] has shown that the condition P < 0 is not needed in Corollary 3.2. Etgen's results apply to the more general quasilinear matrix differential equation (6) (R (x)V')' -P(x, V, V')V = 0 where P(x, V, V) is continuous and symmetric. The quadratic functional criterion for the oscillation of l(y) = 0 which was established in Theorem 1.1 has been extended to equation (6) by Swanson [16] . Therefore, the sufficient conditions for oscillation of l(y) = 0 that are established here can also be applied to equation (6) .
The next theorem relates the oscillation of l(y) = 0 to the oscillation of the scalar differential equation (7) î(-l)n'k((Pkî,^"-k)f~k) = 0
where £ is a constant unit vector. It follows as an immediate corollary of Theorem 1.1.
Theorem 3.2. If there is some constant unit vector £ such that (7) is oscillatory, then the system l(y) = 0 is oscillatory. This theorem yields results for l(y) = 0 like those of Swanson [16] and Noussair and Swanson [14] , which apply to (6) .
The next corollary follows from Theorem 3.2 by letting !* = w-i/2(i)i,...,i).
Also, note that P(t) = (pg(f)). 
