Abstract-Recent work has focused on the problem of nonparametrie estimation of divergence functionals. Many existing approaches are restrictive in their assumptions on the density support or require difficult calculations at the support boundary which must be known apriori. We derive the MSE convergence rate of a leave-one-out kernel density plug-in divergence functional estimator for general bounded density support sets where knowledge of the support boundary is not required. We generalize the theory oi' optimally weighted ensemble estimation to derive two estimators that achieve the parametric rate when the densities are sufficiently smooth. The asymptotic distribution of these estimators and tuning parameter selection guidelines are provided. Based on the theory, we propose an empirical estimator of Renyi-a divergence that outperforms the standard kernel density plug-in estimator, especially in higher dimensions.
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Abstract-Recent work has focused on the problem of nonparametrie estimation of divergence functionals. Many existing approaches are restrictive in their assumptions on the density support or require difficult calculations at the support boundary which must be known apriori. We derive the MSE convergence rate of a leave-one-out kernel density plug-in divergence functional estimator for general bounded density support sets where knowledge of the support boundary is not required. We generalize the theory oi' optimally weighted ensemble estimation to derive two estimators that achieve the parametric rate when the densities are sufficiently smooth. The asymptotic distribution of these estimators and tuning parameter selection guidelines are provided. Based on the theory, we propose an empirical estimator of Renyi-a divergence that outperforms the standard kernel density plug-in estimator, especially in higher dimensions.
I. INTRODUCTTON We consider the problem of estimating divergence functionals when only two finite populations of independent and identically distributed (i.i.d.) sampies are available from two d-dimensional distributions that are unknown, nonparametric, and smooth. This paper paper greatly improves upon the results reported in [1] , [2] which explored k-nearest neighbor (k-nn) based estimators of f-divergences. We focus on plug-in kernel density estimators (KDEs) of general divergence functionals. We establish a central limit theorem for the divergence estimator distribution and derive more general conditions on the required densities' smoothness for the mean squared error (MSE) convergence rates. Specifically, we derive an ensemble estimator that achieves the parametric rate when the densities are at least 8 ~ (d + 1)/2 times ditlerentiable, whereas [1] requires s ~ d. We extend these estimators to more general bounded density support sets in JRd, whereas the proofs in [1] restricted the estimator to compactly supported densities with no boundary conditions (e.g. a support set equal to the surface of a torus), which is unnecessarily restrictive. Finally, we use a leave-one-out approach that uses all of the data for both density estimation and integral approximation in contrast to [1] - [6] which use a less efficient data-splitting approach.
Recent work [5] - [8] has focused on estimating various divergence functionals by using an optimal KDE. These estimators achieve parametric convergence rates when the densities have at least d [7] , [8] or d/2 [5] , [6] derivatives.
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However, these optimal KDEs are difficult to construct when the density support set is bounded as they require knowledge of the support boundary and difficult computations at the boundary. Additionally, numerical integration is required for some functionals, which can be computationally difficult. Other important functionals are exduded trom the estimation framework in [5] , [8] , induding some that bound the Bayes error [9] - [11] . In contrast, our method applies to a large dass of divergence functionals, does not require knowledge of the support boundary, and avoids numerical integration.
Nguyen et al [12] proposed a convex optimization problem that can be solved to estimate f-divergences. They prove that the estimator's MSE convergence rate is parametric (0 (~), N the number of sampies) when the likelihood ratio is at least d/2 times differentiable. However, this estimator is restricted to true f -divergences instead of the broader dass of divergence functionals we consider. Also, the method of [12] can be more computationally demanding than our approach for large N.
The asymptotic distributions of the estimators in [5] , [7] , [8] , [12] are currently unknown. Kandasamy et al [6] prove a central limit theorem for their data-splitting estimator but do not prove similar results for their leave-one-out estimator.
In Section 11, we derive MSE convergence rates for kernel density plug-in divergence functional estimators. We derive the asymptotic distribution of the weighted ensemble estimators in Section III which enables us to perform hypothesis testing. We then generalize the theory of optimally weighted ensemble entropy estimation developed in [3] to obtain two divergence functional estimators with a MSE convergence rate of 0 (~ ), where N is the sampie size, when the densities are at least d or (d + 1) /2 times differentiable. These estimators apply to general divergence functionals and are simpler to implement than other estimators that also achieve the parametric rate. Based on the theory derived in these sections, we then provide some guidelines for selecting the tuning parameters in Section IV followed by experimental validation for the special case of Renyi-o: divergence estimation in Section V. Bold face type is used for random variables and random vectors. The conditional expectation given a random variable Z is denoted lEz .
THE DrVERGENCE FUNCTTONAL WEAK ESTTMATOR
Let g(x, y) be a smooth functional and hand 12 be smooth d-dimensional probability densities. We focus on estimating (1) If 9 (h (x), 12 (x) ) = 9 U~i~n ' is convex, and g(1) = 0, then Eq. (1) defines the family of !-divergences which includes the KL divergence [13] and the Renyi-a divergence integral [14] .
We use a kernel density plug-in estimator of the divergence functional in (1) [16] . This is also in contrast with [17] which uses a bias correction approach for I-dimensional Shannon entropy estimation. Thus their approach is consistent even when the
, [12] , the principal assumptions we make on the densities hand 12 and the functional 9 are that: 1) h, 12 , are .5 times differentiable and 9 is infinitely ditlerentiable;
2) hand 12 have common bounded support sets S; 3) h and 12 are strictly lower bounded on S. The smoothness assumptions on the densities are relaxed compared to [1] - [3] . However, we assurne stricter conditions on the smoothness of 9 to enable us to achieve good rates without knowledge of the boundary ofthe support set. We also assurne 4) that the support is smooth with respect to the kerne I K (u) in the sense that the expectation of the area outside of S wrt any random variable u with smooth distribution is a smooth function of the bandwidth h. It is not necessary for S to have smooth contours with no edges as this assumption is satisfied when S = [-1, 1] d and when K (x) is the uniform rectangular kernel. See Appendix A in [15] for more details on all of the assumptions. 
A. Praof Sketches of Theorems 1 and 2
To prove the expressions for the bias, the bias is first decomposed into two parts by adding and subtracting 9 (lEZf1,h(Z),lEz f2,h(Z)) within the expectation: a "bias" term and a "variance" term. Applying a Taylor series expansion on these terms resuIts in expressions that depend on
Applying KDE properties and a Taylor series expansion of the densities gives for Z E SI,
If the boundary is sufficiently smooth, then for Z restricted to SB and arbitrary, with SUPx,y 1,(x,y)1 < 00, The proof of the variance bound uses the Efron-Stein inequality which bounds the variance by analyzing the expected squared difference between the plug-in estimator when one sampie is allowed to differ. It can be shown that if Xl and
where we denote f~ h as the KDE with X I replaced with X~.
Similarly, if we den~te G~ as the plug-in estimator in (2) with Xl replaced with X~, then applying the Lipschitz condition and Jensen's inequality with these results gives A similar result can be derived when Y I is replaced with Y~. The Efron-Stein inequality finishes the proof. The full proofs of both theorems are given in [15] .
III. WEIGHTED ENSEMBLE ESTIMATION
Theorem 1 shows that when the dimension of the data is not small, the bias of the plug-in estimator Gh decreases very slowly as a function of sampie size, resulting in large MSE. However, by applying the theory of optimally weighted ensemble estimation, developed in [3] for entropy estimation, we can take a weighted sum of an ensemble of estimators and decrease the bias via an appropriate choice of weights.
We We first present the asymptotic distribution of Gw which enables us to perform inference tasks like hypothesis testing on the divergence functional. The proof is based on the EfronStein inequality and an application of Slutsky's Theorem. Details are given in [15] .
Theorem 3: Assume that the functional g is Lipschitz in both arguments with constant Cg . Further assume that h = 0(1), N ---+ 00, and Nh d ---+ 00. Then for jixed L, the.. asymptotic distribution of the weighted ensemble estimator G w is where S is a standard normal random variable.
The theory of optimally weighted ensemble estimation is a general theory originally presented by Sricharan et al [3] that can be applied to many estimation problems as long as the bias and variance of the estimator can be expressed in a specific way. We generalize the conditions required to apply the theory. Let l = {h, ... , 1 d be a set of index values, e.g., kernel widths, and N the number of sampies available. For an indexed ensemble of estimators {EI} _ of lEI a parameter E, the weighted ensemble estimator with weights • C.2 For each l E l, the variance of EI is given by 
The optimization problem in Eq. (6) zeroes out the lower-order bias terms and limits the €2 norm of the weight vector W to limit the variance contribution. This resuIts in an MSE rate of Ow(l/N) when the dimension dis fixed and when L is fixed independently of the sampie size N. Furthermore, a solution to Eq. (6) We define another weighted ensemble estimator that imposes less restrictive assumptions on the densities' smoothness (7)). Future work is also required to extend ODin2 to other functionals of interest.
IV. TUNING PARAMETER SELECTION
The optimization problem in Eq. (8) Since there is a tradeoff between Tl and f, setting Tl = f/ ~ would minimize these terms in theory. In practice, we find that the variance of the ensemble estimator is less than the upper bound of Lr? / N and setting Tl = f / ~ is therefore too restrictive. Setting ' 17 = f instead works well in practice.
For fixed L, the set of kernel widths l can in theory be chosen by minimizing f in Eq. (8) """""",'.'",,,,,,"",.,""""" "'.'",, Sampie Size N --True, d=4 '"'''' Kernei, d=4 '~btt=-~dJ~~~~""'"",",~;:.s",,",,,~ --ODin1, d=4
Combo d=10 Table I ).
VI. CONCLUSION We derived convergence rates for a kernel density plug-in estimator of divergence functionals. We generalized the theory of optimally weighted ensemble estimation and derived an estimator that achieves the parametric rate when the densities are only (d + 1) /2 times differentiable. The estimators we derive apply to general bounded density support sets and do not require knowledge of the support which is a distinct advantage over other estimators. We also derived the asymptotic distribution of the estimator, provided some guidelines for tuning parameter selection, and validated our theory for the case of empirical estimation of the Renyi-a divergence.
The assumptions that the functional g is infinitely differentiable or Lipschitz continuous are comparable to those of other nonparametric estimators. Note that if the densities are bounded away from zero and infinity, then the KL and Renyia divergence functionals are Lipschitz. For this reason, [5] - [8] , [12] assurne the densities are bounded away from zero and infinity while [6] , [7] directly assurne g is Lipschitz. Similarly, nearly all divergence functionals of interest are infinitely differentiable. Those that are not (e.g. the total variation distance) are also typically excluded by the assumptions in [5] - [8] , [12] . Future work will relax these assumptions.
