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Resumo
Este trabalho considera a equalizac¸a˜o adaptativa autodidata multicanal. Faz-se
uma discussa˜o a respeito de estrate´gias de equalizac¸a˜o autodidata com base nas
estat´ısticas de segunda ordem do sinal recebido a partir do modelo multicanal, de
acordo com a abordagem de predic¸a˜o linear. Neste contexto, uma soluc¸a˜o de equa-
lizac¸a˜o autodidata e´ proposta. Diversos algoritmos adaptativos derivados desta
abordagem sa˜o apresentados. Sa˜o propostas enta˜o duas soluc¸o˜es adaptativas: uma
versa˜o adaptativa da proposta de soluc¸a˜o autodidata baseada em predic¸a˜o linear e
uma versa˜o adaptativa de uma estrutura de preditores em cascata. O desempenho
de tais algoritmos e´ verificado em simulac¸o˜es computacionais e comparado com o
do CMA, que tambe´m pode ser utilizado na abordagem multicanal. Os algoritmos
derivados de predic¸a˜o linear apresentam desempenho superior no que diz respeito
a` velocidade de convergeˆncia. No entanto, os resultados de simulac¸a˜o sugerem que
estes algoritmos teˆm seu desempenho comprometido em situac¸o˜es de baixa SNR.
Abstract
This work concerns blind adaptive multichannel equalization. Departing from a
multichannel model and in accordance with a linear prediction approach, a discussion
on blind equalization strategies based on second-order statistics of the received signal
is carried out. Within such a context, a blind equalization solution is proposed.
Some adaptive algorithms derived from this approach are presented. Two adaptive
solutions are then proposed: an adaptive version of the previously proposed blind
equalization solution and an adaptive version of a cascade structure of predictors.
The performance of these algorithms is assessed through computer simulations and
compared with that of CMA, which can also be applied to a multichannel situation.
As far as speed of convergence is concerned, those algorithms derived from linear
prediction present a superior performance. On the other hand, simulation results
suggest that such a superior performance does not hold in low SNR conditions.
iv
Aos meus pais,
Olga e Joa˜o Carlos

Ao professor Max Gerken
in memoriam

Agradecimentos
Aos meus queridos pais, Joa˜o Carlos e Olga, por todo o carinho e compreensa˜o.
Aos meus familiares, pelo incentivo e zelo.
Ao professor Joa˜o Marcos Travassos Romano, pela orientac¸a˜o, pela dedicac¸a˜o e
pela confianc¸a.
Ao professor Luiz Antonio Baccala´, pela disponibilidade e pelo rigor ao elaborar
suas cr´ıticas e sugesto˜es.
Ao professor Amauri Lopes, por suas contribuic¸o˜es cuidadosas.
Ao professor Michel Daoud Yacoub, por sua atenc¸a˜o e colaborac¸a˜o.
Aos amigos do Laborato´rio de Processamento de Sinais para Comunicac¸o˜es -
DSPCom, pela ajuda e pela unia˜o.
Aos funciona´rios da FEEC, pelo apoio indispensa´vel.
Aos amigos da turma de graduac¸a˜o EE95, pelo companheirismo, desde os tempos
de faculdade ate´ hoje.
A` Fundac¸a˜o de Amparo a` Pesquisa do Estado de Sa˜o Paulo - FAPESP, pelo apoio
financeiro.
ix
x
Suma´rio
1 Introduc¸a˜o 1
1.1 Objetivo e Contribuic¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Organizac¸a˜o da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . 4
2 Equalizac¸a˜o e Filtragem Adaptativa 5
2.1 O Problema da Equalizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Filtragem O´tima e Equac¸o˜es de Wiener-Hopf . . . . . . . . . . . . . . 9
2.3 Equalizac¸a˜o Supervisionada . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Algoritmo LMS . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Algoritmo RLS . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Equalizac¸a˜o Autodidata . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Modelo Multicanal e Equalizac¸a˜o Autodidata 19
3.1 Cicloestacionariedade de Segunda Ordem . . . . . . . . . . . . . . . . 20
3.2 Superamostragem e Modelo Multicanal . . . . . . . . . . . . . . . . . 22
3.3 Equalizac¸a˜o Fraciona´ria . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Identidade de Bezout e Crite´rio Zero Forcing . . . . . . . . . . . . . . 31
3.5 Arranjo de Antenas e Modelo Multicanal . . . . . . . . . . . . . . . . 33
3.5.1 Modelo de Canal de Multipercursos . . . . . . . . . . . . . . . 34
3.6 Discussa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4 Me´todos de Segunda Ordem 39
4.1 Me´todos de Subespac¸os . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Me´todos de Predic¸a˜o Linear . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.1 Me´todo Baseado em Predic¸a˜o Linear Progressiva . . . . . . . 46
xi
xii SUMA´RIO
4.2.2 Me´todo Baseado em Preditores Progressivo e Regressivo com
Estrutura em Cascata . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Proposta de Soluc¸a˜o ZF por Predic¸a˜o Linear . . . . . . . . . . . . . . 53
4.4 Discussa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5 Algoritmos Adaptativos 57
5.1 Predic¸a˜o Linear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1.1 Soluc¸a˜o ZF de atraso 0 . . . . . . . . . . . . . . . . . . . . . . 58
5.1.2 Proposta de Soluc¸a˜o ZF de atraso 0 . . . . . . . . . . . . . . . 60
5.1.3 Predic¸a˜o Progressiva e Predic¸a˜o Regressiva . . . . . . . . . . . 61
5.1.4 Dois Problemas de Predic¸a˜o Progressiva . . . . . . . . . . . . 62
5.1.5 Estrutura de Trelic¸a . . . . . . . . . . . . . . . . . . . . . . . 64
5.1.6 Proposta de Implementac¸a˜o Adaptativa da Cascata de Predi-
tores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 CMA em Equalizac¸a˜o Multicanal . . . . . . . . . . . . . . . . . . . . 68
5.3 Discussa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6 Desempenho em Equalizac¸a˜o Multicanal 73
6.1 Equalizac¸a˜o de Estrutura Multicanal . . . . . . . . . . . . . . . . . . 74
6.1.1 Paraˆmetros de Simulac¸a˜o . . . . . . . . . . . . . . . . . . . . . 74
6.1.2 Equalizador ZF de Atraso 0 e Cascata de Preditores . . . . . . 78
6.1.3 Demais Estrate´gias de Atraso de Equalizac¸a˜o Arbitra´rio . . . 81
6.1.4 Desempenho do Algoritmo com Estrutura em Trelic¸a . . . . . 87
6.1.5 CMA em Equalizac¸a˜o de Estrutura Multicanal . . . . . . . . . 87
6.1.6 Discussa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 Equalizac¸a˜o com Arranjo de Antenas . . . . . . . . . . . . . . . . . . 92
6.2.1 Paraˆmetros de Simulac¸a˜o . . . . . . . . . . . . . . . . . . . . . 92
6.2.2 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.3 Discussa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 Discussa˜o geral dos resultados . . . . . . . . . . . . . . . . . . . . . . 97
7 Concluso˜es e Perspectivas 99
A Versa˜o Adaptativa da Soluc¸a˜o de Atraso 0 101
B Controle de Ganho e Correc¸a˜o de Fase 103
SUMA´RIO xiii
C Artigo Publicado 105
Bibliografia 113
xiv SUMA´RIO
Lista de Figuras
2.1 Modelo simplificado de um sistema de comunicac¸o˜es digitais . . . . . 6
2.2 Modelo do sinal amostrado a` taxa de s´ımbolo . . . . . . . . . . . . . 7
2.3 Modelo do canal – filtro linear transversal . . . . . . . . . . . . . . . 8
2.4 Modelo do equalizador . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Esquema de equalizac¸a˜o supervisionada . . . . . . . . . . . . . . . . . 12
2.6 Esquema de equalizac¸a˜o autodidata . . . . . . . . . . . . . . . . . . . 14
3.1 Superamostragem e cicloestacionariedade . . . . . . . . . . . . . . . . 23
3.2 Relac¸a˜o entre a superamostragem e o modelo multicanal . . . . . . . 24
3.3 Modelo multicanal com subcanais e subequalizadores . . . . . . . . . 31
3.4 Correspondeˆncia entre modelo multicanal e arranjo de antenas . . . . 34
3.5 Arranjo de antenas linear uniforme . . . . . . . . . . . . . . . . . . . 36
4.1 Predic¸a˜o linear progressiva . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Cascata de preditores progressivo e regressivo . . . . . . . . . . . . . 52
5.1 Adaptac¸a˜o do preditor de atraso 0 . . . . . . . . . . . . . . . . . . . . 60
5.2 Esta´gio da estrutura de trelic¸a . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Adaptac¸a˜o da cascata de preditores progressivo e regressivo . . . . . . 67
6.1 Diagrama de zeros de estrutura multicanal . . . . . . . . . . . . . . . 75
6.2 Curvas de taxa de erro de s´ımbolo para constelac¸o˜es QAM . . . . . . 77
6.3 Equalizador ZF de atraso 0, adaptac¸a˜o com o RLS . . . . . . . . . . 79
6.4 Equalizador ZF de atraso 0 e cascata de preditores, adaptac¸a˜o com o
RLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.5 Evoluc¸a˜o do erro quadra´tico me´dio - detalhe . . . . . . . . . . . . . . 82
6.6 Cascata de preditores, adaptac¸a˜o com o RLS e o LMS . . . . . . . . . 83
xv
xvi LISTA DE FIGURAS
6.7 Dois problemas de predic¸a˜o progressiva, atraso = 4, adaptac¸a˜o com
o RLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.8 Dois problemas de predic¸a˜o progressiva, atrasos 0 e 4, adaptac¸a˜o com
o RLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.9 Dois problemas de predic¸a˜o progressiva, atraso = 4, adaptac¸a˜o com
o RLS e com o LMS . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.10 Predic¸a˜o progressiva e regressiva, atraso = 4, adaptac¸a˜o com o RLS . 88
6.11 Estrutura de trelic¸a, atraso = 0 . . . . . . . . . . . . . . . . . . . . . 89
6.12 CMA, diferentes estrate´gias de inicializac¸a˜o, 60000 iterac¸o˜es . . . . . 90
6.13 Influeˆncia do passo de adaptac¸a˜o para a convergeˆncia do CMA . . . . 91
6.14 Arranjo de antenas - algoritmos de predic¸a˜o linear Multicanal . . . . 95
6.15 Arranjo de antenas - resultados com o CMA . . . . . . . . . . . . . . 96
Lista de Tabelas
5.1 Algoritmo adaptativo para obtenc¸a˜o de equalizador de atraso 0 . . . . 59
5.2 Versa˜o adaptativa da proposta de equalizador de atraso 0 . . . . . . . 61
5.3 Versa˜o adaptativa da soluc¸a˜o de atraso arbitra´rio a partir de predic¸a˜o
progressiva e regressiva . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Versa˜o adaptativa da soluc¸a˜o de atraso arbitra´rio a partir de dois
problemas de predic¸a˜o progressiva . . . . . . . . . . . . . . . . . . . . 65
5.5 Proposta de implementac¸a˜o adaptativa de cascata de preditores . . . 67
6.1 Zeros dos subcanais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Coeficientes do canal normalizados para SNR = 25 dB . . . . . . . . 75
6.3 Ra´ızes comuns dos subcanais associados a cada antena . . . . . . . . 93
6.4 Coeficientes dos subcanais normalizados para SNR = 30 dB . . . . . 93
xvii
xviii LISTA DE TABELAS
Abreviaturas
CM: Constant Modulus – Mo´dulo Constante
CMA: Constant Modulus Algorithm – Algoritmo do Mo´dulo Constante
DD: Decision-Directed – Controlado por Deciso˜es (ou “Decisa˜o direta”)
DOA: Direction of Arrival – Direc¸a˜o de Chegada
EO2: Estat´ısticas (ou Momentos) de Segunda Ordem
EOE: Estat´ısticas (ou Momentos) de Ordem Elevada
EQM: Erro Quadra´tico Me´dio
FIR: Finite Impulse Response – Resposta ao Impulso Finita
IIS: Interfereˆncia Intersimbo´lica
LMS: Least-Mean-Square
MSE: Mean Squared Error – Erro Quadra´tico Me´dio
MMSE: Minimum Mean Squared Error – Erro Quadra´tico Me´dio Mı´nimo
MIMO: Multiple-Input Multiple-Output – Va´rias Entradas e Va´rias Sa´ıdas
MUSIC: Multiple Signal Classification – Classificac¸a˜o de Sinais Mu´ltiplos
QAM: Quadrature Amplitude Modulation – Modulac¸a˜o de Amplitude em Quadratura
RLS: Recursive Least-Squares
SER: Symbol Error Rate – Taxa de S´ımbolos Errados
SIMO: Single-Input Multiple-Output – Uma Entrada e Va´rias Sa´ıdas
SNR: Signal-to-Noise Ratio – Relac¸a˜o Sinal Ru´ıdo
ZF: Zero Forcing
xix
xx ABREVIATURAS
1
Introduc¸a˜o
A implementac¸a˜o e a utilizac¸a˜o cada vez mais intensa de sistemas de comu-
nicac¸o˜es digitais exigem a busca por te´cnicas de processamento de sinais capazes
de oferecer melhorias tais como aumento das taxas de transmissa˜o e uma robustez
maior a erros de recepc¸a˜o. Em particular, as soluc¸o˜es relacionadas a` equalizac¸a˜o
assumem posic¸a˜o de destaque e sa˜o objeto de intenso esforc¸o de pesquisa.
Em esseˆncia, a equalizac¸a˜o corresponde a` etapa de recepc¸a˜o responsa´vel por com-
pensar as degradac¸o˜es impostas ao sinal de comunicac¸a˜o pelo meio de transmissa˜o.
Um dos principais efeitos de degradac¸a˜o do sinal e´ o fenoˆmeno conhecido como in-
terfereˆncia intersimbo´lica – IIS, provocado pela natureza dispersiva dos meios de
transmissa˜o. O dispositivo que realiza a equalizac¸a˜o, ou simplesmente equalizador,
tem como principal tarefa a diminuic¸a˜o ou remoc¸a˜o da IIS.
Idealmente, o projeto de um equalizador e´ feito a partir do conhecimento exato
das caracter´ısticas do meio de transmissa˜o ou canal de comunicac¸a˜o. Na pra´tica,
tais caracter´ısticas do canal sa˜o desconhecidas, ou ainda, variam ao longo do tempo.
Assim, faz-se necessa´ria a equalizac¸a˜o adaptativa: o equalizador e´ ajustado de uma
forma iterativa, de acordo com um determinado crite´rio de otimizac¸a˜o.
Uma abordagem muito difundida para a realizac¸a˜o da equalizac¸a˜o adaptativa
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e´ a que faz uso de sequ¨eˆncia de treinamento – equalizac¸a˜o supervisionada. Em
muitos sistemas, uma parte do sinal transmitido e´ composta de uma sequ¨eˆncia
pre´-estabelecida de s´ımbolos digitais enviada periodicamente. Na presenc¸a desta
sequ¨eˆncia, o equalizador e´ ajustado convenientemente.
No entanto, o envio perio´dico de sequ¨eˆncias de treinamento representa uma des-
vantagem para sistemas com restric¸a˜o de espectro dispon´ıvel. Em sistemas tais
como redes multiponto ou sistemas de radiodifusa˜o, o uso de uma sequ¨eˆncia de trei-
namento e´ indeseja´vel. Assim, existe uma motivac¸a˜o pra´tica por uma abordagem
que torne poss´ıvel a equalizac¸a˜o sem o uso de treinamento.
Tal abordagem e´ conhecida como equalizac¸a˜o autodidata ou cega, ou ainda, na˜o-
assistida. A adaptac¸a˜o do equalizador e´ realizada a partir do sinal recebido e de
alguma descric¸a˜o estat´ıstica do sinal transmitido. Dentre os trabalhos pioneiros
a respeito da equalizac¸a˜o autodidata, podem ser destacados os de Lucky (Lucky,
1965), Sato (Sato, 1975), Godard (Godard, 1980) e Treichler e Agee (Treichler &
Agee, 1983).
Ha´ diversas implementac¸o˜es pra´ticas de equalizadores digitais autodidatas (Trei-
chler et al., 1998). No entanto, a difusa˜o de equalizadores autodidatas em aplicac¸o˜es
comerciais e pra´ticas e´ reduzida em comparac¸a˜o aos equalizadores supervisionados.
Algumas das razo˜es que podem ser apontadas para este fato sa˜o a baixa velocidade
de convergeˆncia dos equalizadores autodidatas, o que dificulta o seu emprego em
aplicac¸o˜es de tempo real, e a diferenc¸a de desempenho dos equalizadores autodida-
tas atuais comparados aos esquemas supervisionados (Ding & Li, 2001).
Dentre as diversas soluc¸o˜es poss´ıveis para o problema da equalizac¸a˜o autodidata,
destacam-se os chamados algoritmos de Bussgang. Estes sa˜o algoritmos adaptati-
vos que se apo´iam nas estat´ısticas de ordem elevada – EOE – do sinal recebido
(ordem superior a 2), ainda que de uma forma impl´ıcita. Destes, o algoritmo do
mo´dulo constante – CMA – e´ o mais estudado e utilizado algoritmo de equalizac¸a˜o
autodidata.
Uma abordagem recentemente introduzida para o problema da equalizac¸a˜o auto-
didata consiste em considerar os esquemas de mu´ltiplos canais – modelo multicanal.
Neste modelo, e´ poss´ıvel obter soluc¸o˜es para a equalizac¸a˜o autodidata a partir das
estat´ısticas ou momentos de segunda ordem – EO2 – do sinal recebido. Esta aborda-
gem esta´ relacionada a` caracter´ıstica de cicloestacionariedade dos sinais envolvidos.
Tais soluc¸o˜es podem ser divididas em dois grandes grupos: aquelas baseadas na
decomposic¸a˜o em subespac¸os e as baseadas em predic¸a˜o linear. E´ poss´ıvel derivar
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verso˜es adaptativas destas soluc¸o˜es, sobretudo no que diz respeito a` abordagem de
predic¸a˜o linear.
O modelo multicanal e´ derivado de uma operac¸a˜o de superamostragem do sinal
recebido – amostragem a uma taxa maior que a taxa de s´ımbolos transmitidos –
ou da recepc¸a˜o do sinal por um arranjo de sensores – por exemplo, um arranjo de
antenas.
A utilizac¸a˜o de equalizadores em esquemas de superamostragem esteve original-
mente atrelada a caracter´ısticas tais como menor sensibilidade a erros de amostragem
e a` amplificac¸a˜o de ru´ıdo (Li & Ding, 1996).
O caso em que a modelagem multicanal corresponde a` recepc¸a˜o do sinal por
um arranjo de antenas e´ particularmente interessante, devido ao seu potencial de
utilizac¸a˜o em esquemas de “smart antennas”. A utilizac¸a˜o emergente de antenas
inteligentes em sistemas de comunicac¸a˜o sem fio significa uma motivac¸a˜o adicional
para uma maior investigac¸a˜o a respeito de soluc¸o˜es de equalizac¸a˜o autodidata em
ambiente multicanal.
1.1 Objetivo e Contribuic¸o˜es
O objetivo desta dissertac¸a˜o e´ investigar soluc¸o˜es adaptativas para equalizac¸a˜o
autodidata de acordo com o modelo multicanal. Os fundamentos da abordagem
multicanal para a equalizac¸a˜o autodidata sa˜o reunidos. As principais te´cnicas de
equalizac¸a˜o autodidata relacionadas ao uso de EO2 sa˜o destacadas. O desempenho
de algoritmos adaptativos baseados em predic¸a˜o linear na equalizac¸a˜o multicanal e´
verificado por simulac¸o˜es computacionais e comparado com o do CMA, que tambe´m
pode ser utilizado nesta abordagem, conforme discutiremos adiante.
A tentativa de se estabelecer uma abordagem unificada para a equalizac¸a˜o mul-
ticanal e o interesse em reunir num mesmo trabalho as te´cnicas adaptativas para
equalizac¸a˜o autodidata multicanal baseadas em predic¸a˜o linear e o CMA podem ser
enumerados como contribuic¸o˜es deste trabalho. E ainda, a proposta de derivac¸a˜o de
uma soluc¸a˜o de equalizac¸a˜o autodidata baseada em predic¸a˜o linear e a proposta de
implementac¸a˜o adaptativa de uma soluc¸a˜o de equalizac¸a˜o autodidata, tambe´m ba-
seada em predic¸a˜o linear, podem ser colocadas como contribuic¸o˜es mais espec´ıficas
relacionadas ao trabalho.
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1.2 Organizac¸a˜o da Dissertac¸a˜o
No cap´ıtulo 2, o problema da equalizac¸a˜o, o modelo considerado e a notac¸a˜o
usada ao longo da dissertac¸a˜o sa˜o introduzidos. O conceito de equalizac¸a˜o super-
visionada e os algoritmos cla´ssicos LMS (“Least-Mean-Square”) e RLS (“Recursive
Least-Squares”) sa˜o apresentados. O problema da equalizac¸a˜o autodidata e´ tra-
tado em seguida, com o destaque para as te´cnicas que sa˜o objeto de interesse desta
dissertac¸a˜o.
O modelo de mu´ltiplos canais e´ analisado com detalhe no cap´ıtulo 3. Primeira-
mente, este modelo e´ associado a` superamostragem do sinal recebido. O conceito
de equalizac¸a˜o perfeita a` luz do modelo multicanal e´ discutido a partir do resultado
fornecido pela Identidade de Bezout. O modelo de equalizadores correspondente
tambe´m e´ derivado como resultado de uma operac¸a˜o de decimac¸a˜o. A associac¸a˜o
entre o modelo multicanal e a recepc¸a˜o do sinal por um arranjo de antenas e´ ve-
rificada com base em um modelo usualmente considerado para um ambiente de
comunicac¸a˜o sem fio.
No cap´ıtulo 4, sa˜o vistas as principais abordagens relacionadas a` equalizac¸a˜o
multicanal baseadas nas estat´ısticas de segunda ordem do sinal recebido: a aborda-
gem derivada da decomposic¸a˜o em subespac¸os e a derivada da operac¸a˜o de predic¸a˜o
linear sobre o sinal recebido.
Os algoritmos adaptativos derivados da abordagem de predic¸a˜o linear sa˜o des-
critos brevemente no cap´ıtulo 5. E´ apresentada a questa˜o da utilizac¸a˜o do algoritmo
do mo´dulo constante (CMA) na abordagem de mu´ltiplos canais, com o destaque dos
principais resultados apontados pela literatura.
Os resultados obtidos por simulac¸a˜o relativos aos diversos algoritmos autodidatas
em estudo em um problema de equalizac¸a˜o associado ao modelo multicanal sa˜o
apresentados e analisados no cap´ıtulo 6. Os resultados de simulac¸a˜o referentes aos
algoritmos em estudo, no contexto de recepc¸a˜o do sinal por meio de um arranjo de
antenas, tambe´m sa˜o colocados neste cap´ıtulo. Sa˜o abordadas questo˜es a respeito
das limitac¸o˜es da abordagem multicanal com relac¸a˜o ao modelo considerado e da
tentativa de superac¸a˜o de tais limitac¸o˜es com o emprego de um arranjo de antenas.
O cap´ıtulo 7 traz as concluso˜es e aponta perspectivas de trabalhos futuros.
2
Equalizac¸a˜o e Filtragem Adaptativa
A filtragem de um sinal de comunicac¸a˜o tem por objetivo tornar poss´ıvel a recu-
perac¸a˜o da informac¸a˜o contida nele, uma vez que tal sinal esta´ sujeito a degradac¸o˜es
impostas pelo meio f´ısico de transmissa˜o. O filtro empregado na recepc¸a˜o do sinal
deve contrabalanc¸ar os efeitos causados pelo meio de transmissa˜o, ou canal de co-
municac¸a˜o. Assim, tal filtro e´ denominado equalizador.
Um filtro e´ dito linear se a sua sa´ıda e´ func¸a˜o linear da entrada e tambe´m e´ dito
invariante no tempo se os seus paraˆmetros e a sua estrutura sa˜o fixos. Por outro
lado, um filtro adaptativo tem seus paraˆmetros variados ao longo de seu per´ıodo
de operac¸a˜o. A base de operac¸a˜o de um filtro adaptativo e´ o algoritmo adaptativo
usado para a atualizac¸a˜o dos seus paraˆmetros. Tal algoritmo opera no sentido de
buscar a satisfac¸a˜o de um determinado crite´rio de otimizac¸a˜o.
Em um esquema de equalizac¸a˜o supervisionada, um sinal de treinamento e´ en-
viado de tempos em tempos e uma co´pia deste sinal e´ conhecida no receptor. A
presenc¸a do sinal de treinamento faz com que os paraˆmetros do equalizador sejam
adaptados convenientemente. A equalizac¸a˜o autodidata dispensa a sequ¨eˆncia de
treinamento.
Neste cap´ıtulo, sa˜o vistos conceitos essenciais relativos a` equalizac¸a˜o e ao modelo
5
6 CAPI´TULO 2. EQUALIZAC¸A˜O E FILTRAGEM ADAPTATIVA
considerado para o canal e para o equalizador. As Equac¸o˜es de Wiener-Hopf sa˜o
derivadas a partir do crite´rio de otimizac¸a˜o baseado no erro quadra´tico me´dio. Os
algoritmos cla´ssicos de equalizac¸a˜o supervisionada LMS e RLS sa˜o apresentados.
Por fim, comenta-se sobre os principais me´todos de equalizac¸a˜o autodidata, com o
intuito de situar aqueles que sa˜o estudados em mais detalhes nesta dissertac¸a˜o.
2.1 O Problema da Equalizac¸a˜o
Em um sistema de comunicac¸o˜es, a operac¸a˜o de equalizac¸a˜o deve compensar os
efeitos de distorc¸a˜o do sinal causados pelo canal ou meio de transmissa˜o. O emprego
de um dispositivo que realiza a equalizac¸a˜o, em conjunto com um dispositivo de de-
cisa˜o, tem por objetivo permitir a recuperac¸a˜o confia´vel da mensagem transmitida.
A Figura 2.1 apresenta um esquema bastante simplificado de um sistema de comu-
nicac¸o˜es digitais, com o devido destaque para o canal, o dispositivo de equalizac¸a˜o
e o dispositivo de decisa˜o ou decisor.
Canal Equalizador DecisorSinalTransmitido
Estimativa
do Sinal
Transmitido
Figura 2.1: Modelo simplificado de um sistema de comunicac¸o˜es digitais
O modelo de sinal considerado nesta dissertac¸a˜o e´ o modelo em banda base
(Haykin, 1989). O sinal transmitido e´ composto por uma cadeia de s´ımbolos x(i)
derivados de uma constelac¸a˜o. O s´ımbolo x(i) e´ emitido pela fonte no instante de
tempo iT , sendo T o intervalo de s´ımbolo. O termo h(t) compreende os efeitos
dos filtros de transmissa˜o e recepc¸a˜o e do canal de transmissa˜o e e´ denominado
simplesmente como canal. O sinal resultante da convoluc¸a˜o da sequ¨eˆncia transmitida
com a resposta ao impulso do canal e´ somado a um outro sinal v(t), que representa
o ru´ıdo aditivo. O ru´ıdo aditivo e´ modelado como um processo branco de me´dia
zero e de distribuic¸a˜o gaussiana. O sinal recebido em tempo cont´ınuo e´ portanto
dado pela seguinte equac¸a˜o:
u (t) =
+∞∑
i=−∞
x(i)h(t− iT ) + v(t) (2.1)
A amostragem do sinal recebido em instantes de tempo kT da´ origem a` sequ¨eˆncia
{u(kT )}. Por simplicidade, o ı´ndice temporal kT sera´ denotado por k sempre que
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poss´ıvel. Assim, a sequ¨eˆncia de amostras recebidas sera´ dada por {u(k)} e a sua
equac¸a˜o e´:
u (k) = u (kT ) =
= u (t)
∣∣∣t=T0+kT =
=
+∞∑
i=−∞
x(i)h(k − i) + v(k)
(2.2)
sendo T0 um offset, o qual e´ assumido constante. A Figura 2.2 ilustra o modelo
considerado:
h(t) Σx(i)
ruído v(t)
u(t)
u(k)
1 / T
Figura 2.2: Modelo do sinal amostrado a` taxa de s´ımbolo
O canal e´ modelado como um filtro linear transversal de resposta ao impulso finita
– FIR - “finite impulse response”. Os coeficientes do filtro sa˜o obtidos da amostra-
gem a` taxa de s´ımbolo da func¸a˜o correspondente ao canal em tempo cont´ınuo. A
expressa˜o dos coeficientes e´:
h (i) = h (iT ) = h (t)
∣∣∣t=T0+iT (2.3)
A Figura 2.3 representa tal modelo de canal. Na figura 2.3, Lc e´ o nu´mero de
coeficientes considerados para formar a resposta ao impulso do canal. A amostra
de ru´ıdo aditivo correspondente e´ v(k). Os coeficientes do canal formam o seguinte
vetor h:
h =
[
h(0) h(1) · · · h(Lc − 1)
]T
(2.4)
No vetor h em (2.4), dois elementos consecutivos teˆm um atraso relativo igual a
um intervalo de s´ımbolo, T . Ao se definir o canal como um filtro linear transversal
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 
h(0)
 
h(1)
Σ
x(k)
ΣΣ u(k)
h(Lc-1)
ruído v(k)
Figura 2.3: Modelo do canal – filtro linear transversal
de comprimento finito, (2.2) pode ser reescrita como:
u (k) =
Lc−1∑
i=0
h(i)x(k − i) + v(k) (2.5)
E ainda, a func¸a˜o de transfereˆncia do canal no domı´nio da transformada Z e´
dada por:
H(z) =
Lc−1∑
i=0
h (i) z−i (2.6)
O canal e´ caracterizado pela resposta em amplitude e pela resposta em fase da
func¸a˜o de transfereˆncia associada.
O equalizador tambe´m e´ modelado como um filtro FIR de Le coeficientes: a
amostra de sa´ıda do filtro no instante k, y(k), e´ a soma de Le amostras atrasadas
da sequ¨eˆncia recebida ponderadas pelos coeficientes do filtro. O sinal y(k) sofre a
atuac¸a˜o de dispositivos de controle automa´tico de ganho e de correc¸a˜o de fase (Mac-
chi, 1996). O sinal passa enta˜o por um dispositivo de decisa˜o, decisor ou quantizador,
para recuperac¸a˜o da poteˆncia. A Figura 2.4 ilustra a estrutura do equalizador, com
destaque para o decisor:
Apo´s o decisor, tem-se uma estimativa atrasada do sinal transmitido xˆ (k − d),
sendo d o chamado atraso de equalizac¸a˜o.
O vetor f formado pelos coeficientes do equalizador e´ dado por:
f =
[
f(0) f(1) · · · f(Le − 1)
]T
(2.7)
No vetor f em (2.7), dois elementos adjacentes teˆm um atraso relativo de um
intervalo de s´ımbolo, tal como no vetor h. E finalmente, a func¸a˜o de transfereˆncia
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y(k)
 
f*(0)
 
f*(1)
Σ
u(k)
Σ
f*(Le-1)
Decisor
x(k-d)^
Figura 2.4: Modelo do equalizador
do equalizador associada e´:
F (z) =
Le−1∑
i=0
f (i) z−i (2.8)
A expressa˜o da amostra y(k) e´ dada por:
y (k) =
Le−1∑
i=0
f ∗ (i) u (k − i) (2.9)
onde o operador ∗ denota conjugac¸a˜o complexa.
Um esquema de identificac¸a˜o dos paraˆmetros do canal envolve a estimativa do
vetor de coeficientes do canal, a qual e´ utilizada no projeto do equalizador. Para
tanto, e´ necessa´rio estipular o comprimento do vetor de coeficientes do canal que
torne tal estimativa representativa dos efeitos do meio de transmissa˜o. Por outro
lado, em um esquema de equalizac¸a˜o direta, os paraˆmetros do equalizador sa˜o obtidos
sem que a estimativa do canal seja calculada. Os algoritmos adaptativos de interesse
nesta dissertac¸a˜o realizam a equalizac¸a˜o direta.
2.2 Filtragem O´tima e Equac¸o˜es de Wiener-Hopf
Na maioria das aplicac¸o˜es, os paraˆmetros correspondentes ao canal na˜o sa˜o co-
nhecidos a priori e ainda, estes podem variar ao longo do tempo. Assim, faz-se
necessa´ria a equalizac¸a˜o adaptativa.
As equac¸o˜es de Wiener-Hopf sa˜o a base de toda a teoria de filtragem adapta-
tiva. Estas equac¸o˜es sera˜o deduzidas a seguir a partir do exemplo do filtro linear
transversal como equalizador.
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Em notac¸a˜o vetorial, (2.9) torna-se:
y (k) = fHu (k) (2.10)
onde o operador H denota transposic¸a˜o hermitiana e
u(k) =
[
u (k) u (k − 1) . . . u (k − Le + 1)
]T
e´ o vetor de amostras na en-
trada do equalizador no instante k.
Define-se o sinal de erro entre a sa´ıda do filtro y(k) e um sinal de refereˆncia ou
sinal desejado d(k):
e(k) = d(k)− y(k) (2.11)
O sinal desejado e´ uma versa˜o do sinal transmitido: d(k) = x(k − d). O sinal
e(k) e´ por vezes considerado como erro de estimac¸a˜o do sinal desejado, uma vez que
a sa´ıda do filtro pode ser tomada como a estimativa do sinal desejado. O crite´rio
de otimizac¸a˜o adotado e´ o erro quadra´tico me´dio – EQM – ou MSE, “mean-squared
error”. Denotando a func¸a˜o custo por JEQM, temos:
JEQM = E [e(k)e
∗(k)] = E
[|e(k)|2] (2.12)
Fazendo
Ru = E
[
u(k)uH(k)
]
(2.13)
rdu = E [u(k)d
∗(k)] (2.14)
temos que Ru e´ a matriz de autocorrelac¸a˜o do vetor na entrada do equalizador
u(k), e rdu e´ o vetor de correlac¸a˜o cruzada entre o sinal de refereˆncia d(k) e o vetor
na entrada do equalizador. E ainda, E
[|d(k)|2] = σ2d = σ2x e´ a variaˆncia do sinal
desejado.
Substituindo (2.13) e (2.14) em (2.12) apo´s as devidas manipulac¸o˜es, vem:
JEQM = σ
2
d − fHrdu − rHduf + fHRuf (2.15)
O problema consiste em minimizar a func¸a˜o custo, ou seja, deve-se encontrar o
erro quadra´tico me´dio mı´nimo – ou MMSE, “minimum mean squared error”. Para
tanto, tomamos o vetor gradiente da func¸a˜o custo, que e´ a derivada de J com respeito
ao vetor de coeficientes f (Haykin, 1996):
∇fJ = ∂JEQM
∂f∗
= −2rdu + 2Ruf (2.16)
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Encontrar o valor mı´nimo da func¸a˜o custo corresponde a igualar o vetor gradiente
ao vetor nulo: ∂JEQM/∂f
∗ = 0. Logo, o valor o´timo do vetor de coeficientes fo e´
dado por:
Rufo = rdu (2.17)
O sistema (2.17) e´ a forma matricial das equac¸o˜es de Wiener-Hopf. Portanto,
o vetor com os valores o´timos dos coeficientes e´: fo = R
−1
u rdu, desde que Ru seja
invers´ıvel. Esta soluc¸a˜o, que pode ser chamada de soluc¸a˜o de Wiener, minimiza o
crite´rio (2.12) e o valor mı´nimo da func¸a˜o de custo Jmin, o qual e´ por vezes chamado
de erro de Wiener, e´ dado por:
Jmin = σ
2
d − rHduR−1u rdu (2.18)
A superf´ıcie de erro associada a` func¸a˜o de custo JEQM tem o formato de um
parabolo´ide, possuindo portanto apenas um ponto de mı´nimo – mı´nimo global. No
entanto, vale lembrar que a func¸a˜o de custo JEQM esta´ associada a um sinal de
refereˆncia d(k) = x(k − d). Desta forma, a cada valor de atraso de equalizac¸a˜o d
esta´ relacionada uma func¸a˜o de custo diferente. Portanto, o valor mı´nimo do erro
quadra´tico me´dio depende do atraso de equalizac¸a˜o escolhido.
O ca´lculo do filtro o´timo pelas equac¸o˜es de Wiener-Hopf pode apresentar dificul-
dades computacionais, uma vez que requer a inversa˜o da matriz de autocorrelac¸a˜o,
cuja ordem e´ igual ao tamanho do filtro.
Um me´todo iterativo para se chegar a` soluc¸a˜o de Wiener sem o ca´lculo da in-
versa da matriz de autocorrelac¸a˜o e´ o me´todo da descida mais ı´ngreme – “steepest
descent”. O vetor gradiente aponta para a direc¸a˜o de maior crescimento da func¸a˜o
custo JEQM . A busca pelo mı´nimo da func¸a˜o se da´ na direc¸a˜o oposta a` do vetor
gradiente, da seguinte forma:
f (k + 1) = f (k)− 1
2
µ∇fJ (k) (2.19)
sendo µ um passo de adaptac¸a˜o. Retomando a expressa˜o (2.16), temos que o vetor
gradiente no instante k e´ dado por:
∇fJ (k) = −2 rdu + 2Ruf (k) (2.20)
Combinando (2.19) e (2.20), a expressa˜o final de atualizac¸a˜o do vetor de coefici-
entes a cada instante de tempo k de acordo com o me´todo da descida mais ı´ngreme
torna-se:
f (k + 1) = f (k) + µ [rdu −Ruf (k)] (2.21)
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O processo iterativo converge para a soluc¸a˜o de Wiener. Contudo, ainda per-
siste a dificuldade de ordem pra´tica no que diz respeito a` obtenc¸a˜o de estimativas
das quantidades Ru e rdu. Os algoritmos cla´ssicos de equalizac¸a˜o supervisionada
LMS e RLS, que sera˜o apresentados na pro´xima sec¸a˜o, derivam de aproximac¸o˜es
estoca´sticas do crite´rio JEQM .
2.3 Equalizac¸a˜o Supervisionada
Em um esquema de equalizac¸a˜o supervisionada, faz-se necessa´ria a transmissa˜o
de uma sequ¨eˆncia de treinamento de tempos em tempos. Tal sequ¨eˆncia de treina-
mento esta´ presente no receptor e faz as vezes do sinal de refereˆncia d(k). Durante a
presenc¸a da sequ¨eˆncia de treinamento na transmissa˜o, os coeficientes do equalizador
sa˜o adaptados de forma a compensar os efeitos do canal e tornar o sinal de sa´ıda
do equalizador o mais pro´ximo poss´ıvel do sinal de refereˆncia. O erro entre o sinal
a` sa´ıda do equalizador e o sinal de refereˆncia e´ utilizado pelo algoritmo adaptativo.
Com isto, a sa´ıda do equalizador deve se tornar uma estimativa do sinal transmitido.
Durante a fase de treinamento, portanto, na˜o ha´ transmissa˜o efetiva de informac¸a˜o.
O esquema de equalizac¸a˜o supervisionada esta´ ilustrado na Figura 2.5.
Equalizador
Algoritmo
Adaptativo
Decisor
Σ
u(k) y(k)
erro e(k)
( )d-kxˆ
+
-
Sinal de
Referência
d(k)
Figura 2.5: Esquema de equalizac¸a˜o supervisionada
2.3.1 Algoritmo LMS
O algoritmo LMS –“Least-Mean-Square”– e´ derivado de uma aproximac¸a˜o es-
toca´stica do me´todo da descida mais ı´ngreme. As matrizes Ru e rdu sa˜o substitu´ıdas
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por suas aproximac¸o˜es instantaˆneas:
Rˆu = u (k)u
H (k) (2.22)
rˆdu = u (k) d
∗ (k) (2.23)
A estimativa instantaˆnea do vetor gradiente (2.20) torna-se:
∇ˆfJ (k) = −2u (k) d∗ (k) + 2u (k)uH (k) f (k) (2.24)
Substituindo (2.24) na expressa˜o de atualizac¸a˜o dos coeficientes (2.21), vem:
f (k + 1) = f (k) + µu (k)
[
d∗ (k)− uH (k) f (k)] (2.25)
O termo entre colchetes em (2.25) e´ o conjugado do sinal de erro e (k). O
algoritmo LMS e´ enta˜o apresentado na sua forma cla´ssica, como mostra o par de
equac¸o˜es (2.26):
e (k) = d (k)− fH (k)u (k)
f (k + 1) = f (k) + µu (k) e∗ (k)
(2.26)
A aproximac¸a˜o empregada impede o algoritmo de convergir para o ponto fixo
dado pela soluc¸a˜o de Wiener; pore´m, em situac¸a˜o de convergeˆncia, os valores dos
coeficientes oscilam em torno dos valores o´timos. Diz-se que o LMS converge em
me´dia para a soluc¸a˜o de Wiener.
2.3.2 Algoritmo RLS
O algoritmo RLS – “Recursive Least-Squares”– envolve uma minimizac¸a˜o recur-
siva de uma aproximac¸a˜o estoca´stica da func¸a˜o custo (2.12):
J =
k∑
i=1
λk−i |e (i)|2 (2.27)
sendo λ o fator de esquecimento. O RLS envolve a estimativa da inversa da matriz
de autocorrelac¸a˜o. Entretanto, o ca´lculo da inversa˜o e´ evitado grac¸as ao lema de
inversa˜o de matrizes (Haykin, 1996), o que permite reduzir a complexidade compu-
tacional. No entanto, tal complexidade ainda e´ alta em relac¸a˜o ao LMS.
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O RLS em sua forma convencional e´ implementado de acordo com o seguinte
conjunto de equac¸o˜es:
K (k) =
λ−1Q (k − 1)u (k)
1 + λ−1uH (k)Q (k − 1)u (k)
ξ (k) = d (k)− fH (k − 1)u (k)
f (k) = f (k − 1) +K (k) ξ∗ (k)
Q (k) = λ−1Q (k − 1)− λ−1K (k)uH (k)Q (k − 1)
(2.28)
Em (2.28), temos que Q(k) e´ a estimativa da inversa da matriz de autocor-
relac¸a˜o, K(k) e´ um vetor de ganho e ξ(k) e´ o erro de estimac¸a˜o a priori. O
erro de estimac¸a˜o a priori e´, em geral, diferente do erro de estimac¸a˜o a posteriori
e(k) = d(k)− fH(k)u(k), tal como na expressa˜o do LMS (2.26). O erro de estimac¸a˜o
a priori e´ calculado a partir do vetor de coeficientes no instante k − 1, enquanto o
erro de estimac¸a˜o a posteriori utiliza o valor corrente do vetor de coeficientes. Cabe
notar que o crite´rio a partir do qual se obte´m o RLS envolve a minimizac¸a˜o do erro
de estimac¸a˜o a posteriori e(k) e na˜o de ξ(k).
2.4 Equalizac¸a˜o Autodidata
A Equalizac¸a˜o Autodidata e´ assim chamada por propiciar a adaptac¸a˜o dos
paraˆmetros do equalizador sem a presenc¸a de uma sequ¨eˆncia de treinamento. A
Figura 2.5 ilustra o esquema de equalizac¸a˜o autodidata.
Equalizador Decisor
u(k) y(k) ( )d-kxˆ
Figura 2.6: Esquema de equalizac¸a˜o autodidata
Algumas das poss´ıveis abordagens para o problema da equalizac¸a˜o autodidata
sa˜o as seguintes:
• Te´cnicas que se baseiam nas estat´ısticas de ordem elevada do sinal recebido
de uma forma expl´ıcita.
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• Te´cnicas que se baseiam nas estat´ısticas de ordem elevada do sinal recebido de
uma forma impl´ıcita. Incluem-se nesta categoria os algoritmos de Bussgang.
• Te´cnicas baseadas na cicloestacionariedade de ordem 2 do sinal recebido, as
quais permitem a identificac¸a˜o dos paraˆmetros do canal ou a equalizac¸a˜o direta
a partir das estat´ısticas ou momentos de segunda ordem – EO2 – do sinal
recebido.
E´ poss´ıvel obter a estimac¸a˜o dos paraˆmetros do canal ou a equalizac¸a˜o autodida-
tas a partir de te´cnicas baseadas explicitamente em estat´ısticas de ordem elevada do
sinal recebido. Tais te´cnicas se apo´iam no ca´lculo dos cumulantes do sinal recebido,
ou nas suas transformadas de Fourier chamadas de poliespectros, e apresentam van-
tagens como a possibilidade de recuperac¸a˜o da informac¸a˜o de fase e de magnitude
da func¸a˜o de transfereˆncia do canal e insensibilidade assinto´tica a ru´ıdo gaussiano.
Contudo, o ca´lculo das estimativas dos cumulantes apresenta elevada complexidade
computacional.
Os algoritmos de Bussgang incluem-se nas te´cnicas que usam as estat´ısticas de
ordem elevada do sinal recebido de uma forma impl´ıcita. Destes, sa˜o destacados a
seguir o algoritmo do mo´dulo constante (CMA) e o algoritmo “decision-directed” –
DD. O CMA e´ um caso especial dos chamados algoritmos de Godard.
Os algoritmos de Godard obedecem a` minimizac¸a˜o do seguinte crite´rio:
JG = E
[
(|y (k)|p −Rp)2
]
(2.29)
sendo Rp uma constante definida por:
Rp =
E
[|x (k)|2p]
E [|x (k)|p] (2.30)
A atualizac¸a˜o dos coeficientes e´ feita de acordo com o algoritmo do gradiente
estoca´stico, tal como o LMS:
f (k + 1) = f (k) + µu (k) e∗G (k) (2.31)
sendo µ um passo de adaptac¸a˜o e eG(k) um sinal de erro definido por:
eG (k) = y (k) |y (k)|p−2 (Rp − |y (k)|p) (2.32)
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O Algoritmo do Mo´dulo Constante (CMA - “Constant Modulus Algorithm”) e´
um caso particular do algoritmo de Godard, com o paraˆmetro p = 2. Este nome foi
atribu´ıdo pela primeira vez em (Treichler & Agee, 1983). A func¸a˜o custo neste caso
tambe´m e´ denominada crite´rio CM :
JCM = E
[(|y (k)|2 −R2)2] (2.33)
A expressa˜o de atualizac¸a˜o dos coeficientes do CMA e´:
f (k + 1) = f (k) + µu (k)
(
R2 − |y (k)|2
)
y∗ (k) (2.34)
A superf´ıcie de erro associada a` func¸a˜o JCM e´ multimodal, ou seja, apresenta di-
versos pontos de mı´nimo – mı´nimo global e mı´nimos locais. O processo de adaptac¸a˜o
pelo CMA pode atingir uma situac¸a˜o de convergeˆncia, fazendo com que o vetor de
coeficientes oscile em torno de um dos pontos de mı´nimo. A convergeˆncia para um
mı´nimo local pode representar um desempenho insatisfato´rio em termos do valor da
func¸a˜o custo – erro quadra´tico me´dio associado alto.
A inicializac¸a˜o do vetor de coeficientes – atribuic¸a˜o de valores iniciais aos co-
eficientes, antes do processo de adaptac¸a˜o – tambe´m assume importaˆncia para o
desempenho do algoritmo, pois pode fazer com que a convergeˆncia se deˆ em torno
de um mı´nimo local indesejado. Um procedimento geralmente adotado e´ a inici-
alizac¸a˜o “center-spike”: o valor inicial de um dos coeficientes e´ igual a` unidade,
enquanto o valor inicial dos demais coeficientes e´ zero.
O Algoritmo “Decision-directed” – DD (Lucky, 1965) toma a sa´ıda do decisor
como o pro´prio sinal de refereˆncia. Definindo a sa´ıda do decisor como dec (·), o sinal
de erro e´ dado por:
eDD (k) = dec (y (k))− y (k) (2.35)
A expressa˜o de atualizac¸a˜o de coeficientes de acordo com o algoritmo do gradiente
estoca´stico e´ enta˜o:
f (k + 1) = f (k) + µu (k) e∗DD (k) (2.36)
A expressa˜o acima tambe´m e´ conhecida como algoritmo LMS-DD. Em um es-
quema de equalizac¸a˜o supervisionada, apo´s o per´ıodo de treinamento, a adaptac¸a˜o
dos coeficientes pode ser transferida para um algoritmo LMS-DD – modo DD. No
caso de canais variantes no tempo, a adaptac¸a˜o com o LMS-DD deve ser capaz de
rastrear as variac¸o˜es do canal apo´s a adaptac¸a˜o com a sequ¨eˆncia de treinamento.
2.4. EQUALIZAC¸A˜O AUTODIDATA 17
Em um esquema de equalizac¸a˜o autodidata, o algoritmo autodidata considerado
pode ser usado no in´ıcio do processo de adaptac¸a˜o ate´ que o erro na sa´ıda do re-
ceptor seja reduzido a um n´ıvel satisfato´rio para a transfereˆncia ao modo DD. Ou
ainda, pode-se dizer que o algoritmo autodidata deve tornar o diagrama de olho
do equalizador (Proakis, 1995) aberto o suficiente para permitir a transfereˆncia ao
LMS-DD.
Para esta dissertac¸a˜o, o interesse recai sobretudo nos algoritmos que levam em
conta as estat´ısticas cicloestaciona´rias do sinal recebido. Dentre eles, sa˜o considera-
dos os que exploram a caracter´ıstica de cicloestacionariedade de uma forma impl´ıcita,
de acordo com o modelo multicanal. A t´ıtulo de complementac¸a˜o, tambe´m e´ estu-
dado o comportamento de um algoritmo de Bussgang, especificamente o CMA, no
contexto multicanal.
Assim, no cap´ıtulo seguinte, passamos a abordar o modelo multicanal.
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3
Modelo Multicanal e Equalizac¸a˜o
Autodidata
Os me´todos de identificac¸a˜o e equalizac¸a˜o autodidata de canais baseados nas
estat´ısticas de segunda ordem exploram a caracter´ıstica de cicloestacionariedade do
sinal recebido. Tal propriedade se preserva quando o sinal recebido e´ amostrado
a uma taxa maior que a taxa de s´ımbolo. A superamostragem do sinal recebido
associa-se a um modelo de mu´ltiplos canais – modelo multicanal. Este modelo corres-
ponde a um sistema com uma entrada e va´rias sa´ıdas – modelo SIMO, “single-input
multiple-output”. Desta forma, considerar o modelo multicanal significa explorar a
caracter´ıstica de cicloestacionariedade de uma forma impl´ıcita. O mesmo modelo
tambe´m pode ser obtido por um arranjo de antenas. O sinal em cada antena pode
ser amostrado a` taxa de s´ımbolo ou a uma taxa superior a` de s´ımbolo.
Neste cap´ıtulo, a derivac¸a˜o do modelo multicanal a partir da superamostragem
do sinal recebido e da recepc¸a˜o por arranjo de antenas sera´ vista com detalhe. E
ainda, um modelo associado a` propagac¸a˜o do sinal em um ambiente de comunicac¸a˜o
sem fio sera´ tratado em associac¸a˜o com o modelo multicanal derivado do arranjo de
antenas.
19
20CAPI´TULO 3. MODELO MULTICANAL E EQUALIZAC¸A˜O AUTODIDATA
3.1 Cicloestacionariedade de Segunda Ordem
Os me´todos de equalizac¸a˜o e identificac¸a˜o autodidatas baseados nas estat´ısticas
de segunda ordem do sinal recebido exploram a caracter´ıstica de cicloestacionari-
edade do sinal recebido. Um sinal e´ dito cicloestaciona´rio no sentido amplo se as
suas func¸o˜es de me´dia e de autocorrelac¸a˜o exibem periodicidade.
Gardner (Gardner, 1991a),(Gardner, 1991b) parece ter sido o primeiro a reconhe-
cer a caracter´ıstica de cicloestacionariedade de sinais modulados e a possibilidade
de recuperac¸a˜o da fase de um canal de comunicac¸o˜es com base nas estat´ısticas de
segunda ordem. No entanto, a ide´ia de identificac¸a˜o dos paraˆmetros do canal e
equalizac¸a˜o autodidatas com o uso de cicloestacionariedade e´ atribu´ıda a Tong et
al. (Tong et al., 1991),(Tong et al., 1993),(Tong et al., 1994).
A fim de se demonstrar a caracter´ıstica de cicloestacionariedade, parte-se da
equac¸a˜o do sinal recebido em tempo cont´ınuo, em banda base.
u (t) =
∑
i
x(i)h (t− iT ) + v (t) (3.1)
Em (3.1), temos que {xi} e´ a sequ¨eˆncia de s´ımbolos transmitidos, T e´ o tempo de
durac¸a˜o do s´ımbolo, h(t) compreende os efeitos do canal combinados aos dos filtros
de transmissa˜o e de recepc¸a˜o, e {v(t)} e´ um ru´ıdo aditivo de me´dia nula.
A func¸a˜o de autocorrelac¸a˜o do sinal recebido u (t) e´ expressa por:
Ru
(
t+
τ
2
, t− τ
2
)
= E
[
u
(
t+
τ
2
)
u∗
(
t− τ
2
)]
(3.2)
Supondo que as sequ¨eˆncias {xi} e {v(t)} sa˜o estaciona´rias no sentido amplo e
de me´dia nula, tem-se que a me´dia de u(t) tambe´m e´ nula e a sua autocorrelac¸a˜o e´
perio´dica em t de per´ıodo T para qualquer valor de τ :
Ru
(
t+
τ
2
, t− τ
2
)
= Ru
(
t+
τ
2
+ T, t− τ
2
+ T
)
(3.3)
O sinal u(t) e´ enta˜o dito cicloestaciona´rio no sentido amplo. Como a func¸a˜o de
autocorrelac¸a˜o de u(t) e´ perio´dica, ela pode ser expressa como uma se´rie de Fourier.
O n-e´simo coeficiente da se´rie de Fourier correspondente e´ dado por:
(
n − e´simo
coeficiente
)
=
T/2∫
−T/2
Ru
(
t+
τ
2
, t− τ
2
)
exp
(
−j2pi n
T
t
)
dt (3.4)
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sendo n = 0,±1,±2 . . . . Em (3.4), a raza˜o n
T
e´ definida como a frequ¨eˆncia c´ıclica
α. O n-e´simo coeficiente da se´rie de Fourier pode enta˜o ser definido como a func¸a˜o
de correlac¸a˜o c´ıclica associada a` frequ¨eˆncia c´ıclica α = n
T
:
Rαu (τ) =
1
T
T/2∫
−T/2
Ru
(
t+
τ
2
, t− τ
2
)
exp (−j2piαt) dt (3.5)
Para sinais estaciona´rios cuja func¸a˜o de autocorrelac¸a˜o na˜o e´ perio´dica, a func¸a˜o
de correlac¸a˜o c´ıclica e´ identicamente nula para qualquer valor de α na˜o nulo, ou
seja, Rα (τ) ≡ 0,∀α 6= 0. Para sinais cicloestaciona´rios de segunda ordem – ou
simplesmente cicloestaciona´rios, a func¸a˜o de correlac¸a˜o c´ıclica pode assumir valores
na˜o-nulos para alguns valores de α na˜o-nulos.
Define-se ainda a func¸a˜o densidade espectral de correlac¸a˜o Sαu (f) como a trans-
formada de Fourier da func¸a˜o de autocorrelac¸a˜o c´ıclica: Rαu (τ)⇔ Sαu (f). Tal cor-
respondeˆncia e´ ana´loga a` existente entre a func¸a˜o de autocorrelac¸a˜o convencional e
a func¸a˜o densidade espectral de poteˆncia.
E´ poss´ıvel obter a seguinte expressa˜o da densidade espectral de correlac¸a˜o Sαu (f)
(Ding & Li, 2001):
Sαu (f) = H
(
f +
α
2
)
H∗
(
f − α
2
)
σ2x + σ
2
vδ (αT ) (3.6)
sendo σ2x e σ
2
v , respectivamente, as poteˆncias do sinal transmitido xi e do ru´ıdo
aditivo v(t).
Para α = 0, (3.6) se reduz a` expressa˜o da densidade espectral de poteˆncia do
sinal u(t).
Su (f) = σ
2
x |H (f)|2 + σ2v (3.7)
Neste caso, na˜o e´ poss´ıvel obter a informac¸a˜o de fase da func¸a˜o de transfereˆncia
do canal a partir da densidade espectral de poteˆncia do sinal recebido. Assim,
reescrevendo (3.6) para α = ±1/T,±2/T, . . ., vem:
Sαu (f) = H
(
f +
α
2
)
H∗
(
f − α
2
)
σ2x (3.8)
A partir de (3.8), e´ poss´ıvel recuperar a informac¸a˜o de fase da func¸a˜o de trans-
fereˆncia do canal a partir da densidade espectral de correlac¸a˜o do sinal recebido.
Portanto, e´ poss´ıvel em certos casos identificar tanto a resposta de amplitude como
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a resposta de fase da func¸a˜o de transfereˆncia de um canal com base apenas nas
estat´ısticas de segunda ordem do sinal recebido, contanto que este apresente a ca-
racter´ıstica de cicloestacionariedade.
A preservac¸a˜o da cicloestacionariedade em uma sequ¨eˆncia discreta resultante da
amostragem do sinal recebido acontece apenas quando a taxa de amostragem e´ maior
que a taxa de s´ımbolo. A superamostragem do sinal recebido da´ origem ao modelo
de mu´ltiplos canais, como sera´ visto a seguir.
3.2 Superamostragem e Modelo Multicanal
A equac¸a˜o (2.2), a qual expressa o sinal recebido amostrado a` taxa de s´ımbolo,
e´ repetida aqui por convenieˆncia:
u (kT ) =
∞∑
i=−∞
x (i)h ((k − i)T ) + v (kT ) (3.9)
O sinal recebido pode ser superamostrado, ou seja, amostrado a uma taxa P
vezes maior que a taxa de s´ımbolo. A nova taxa de amostragem e´ igual a
1
Ts
= P
1
T
(3.10)
Ao se amostrar o sinal recebido a uma taxa 1/Ts , a sequ¨eˆncia resultante e´ da
forma:
u (kTs) = u
(
k
T
P
)
=
∞∑
i=−∞
x (i)h
(
k
T
P
− iT
)
+ v
(
k
T
P
)
(3.11)
Fazendo T = PTs, (3.11) pode ser reescrita como:
u (kTs) =
∞∑
i=−∞
x (i)h (kTs − iPTs) + v (kTs) (3.12)
Desta forma, temos que duas amostras consecutivas de {u (kTS)} esta˜o espac¸adas
entre si de uma frac¸a˜o do intervalo de s´ımbolo.
Em (Papadias, 1995), e´ demonstrado que, para uma sequ¨eˆncia discreta apresen-
tar cicloestacionariedade, o fator P deve ser maior que 1, isto e´, apenas as sequ¨eˆncias
derivadas de superamostragem sa˜o cicloestaciona´rias. As sequ¨eˆncias discretas resul-
tantes da amostragem a` taxa de s´ımbolo sa˜o estaciona´rias. A Figura 3.1 ilustra tal
propriedade.
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u(t) cicloestacionário
u(t) cicloestacionário
T
1
ST
1
u(kT) estacionário
u(kTS ) cicloestacionário
Figura 3.1: Superamostragem e cicloestacionariedade
A seguir, demonstra-se como chegar ao modelo multicanal a partir do sinal su-
peramostrado em um receptor. Para fins de demonstrac¸a˜o, considera-se o caso sem
ru´ıdo – v (kTs) = v (kT/P ) = 0:
u (kTs) =
∞∑
i=−∞
x (i)h
(
k
T
P
− iT
)
=
∞∑
i=−∞
x (i)h ((k − Pi)TS) (3.13)
E´ poss´ıvel extrair P sequ¨eˆncias do sinal superamostrado, cada uma delas a` taxa
de s´ımbolo. Por exemplo, as amostras u (0), u (T ),. . . formam a sequ¨eˆncia {u (kT )}
e as amostras u (Ts), u (Ts + T ),. . . formam a sequ¨eˆncia {u (kT + Ts)}.
Assim, as amostras da p−e´sima sequ¨eˆncia {up (k)} , p = 0, . . . , P − 1 sa˜o da
forma:
up (kT ) = u
(
kT +
pT
P
)
= u ((kP + p)TS) (3.14)
Desenvolvendo a expressa˜o (3.14), vem:
u
(
kT +
pT
P
)
=
∑
i
x (i)h
(
kT − iT + pT
P
)
(3.15)
Observa-se que as amostras da resposta ao impulso do canal envolvidas na com-
posic¸a˜o da p−e´sima sequ¨eˆncia {up (k)} formam uma sequ¨eˆncia a` taxa de s´ımbolo.
A cada um dos sinais up (k), corresponde uma sequ¨eˆncia de amostras da resposta
ao impulso do canal. Assim, cada uma destas sequ¨eˆncias corresponde a um dos P
subcanais associados ao canal h.
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Os coeficientes do p−e´simo subcanal sa˜o denotados pela amostragem da func¸a˜o
correspondente a` resposta do canal em tempo cont´ınuo:
hp (kT ) = h (t)
∣∣∣∣t=T0+kT+ p−1P T , p = 0, . . . , P − 1 (3.16)
Portanto, temos que a p−e´sima sequ¨eˆncia de amostras recebidas {up(kT )} e´ dada
por:
up (kT ) =
∑
i
x (i)hp (kT − iT ) (3.17)
A partir da convoluc¸a˜o da mesma sequ¨eˆncia de s´ımbolos de entrada {x(i)} com
P canais derivados do modelo associado a` superamostragem, sa˜o obtidos P sinais.
O sistema multicanal resultante e´ do tipo SIMO.
A Figura 3.2 ilustra a derivac¸a˜o do modelo de mu´ltiplos canais de superamos-
tragem, a partir da divisa˜o do sinal superamostrado em P sequ¨eˆncias a` taxa de
s´ımbolo. Cabe notar que os vetores correspondentes a cada um dos subcanais esta˜o
representados de acordo com o modelo SIMO (3.23), como sera´ visto a seguir.
. . .
T
0 1 P-1 0
u0
u1
uP-1
.
 
.
 
.
T/P
1
superamostragem
taxa de símbolo = 1/T
x u0
modelo multicanal
u1
h0
.
 
.
 
.
h1
hP-1
x
uP-1
Figura 3.2: Relac¸a˜o entre a superamostragem e o modelo multicanal
Na Figura 3.2, sa˜o representados os s´ımbolos transmitidos pertencentes a`
sequ¨eˆncia {x (kT )}. Logo abaixo, e´ representada a obtenc¸a˜o da sequ¨eˆncia supe-
ramostrada {u (kTs)} e a sua divisa˜o em P sequ¨eˆncias {up (kT )} a` taxa de s´ımbolo.
Em seguida, e´ ilustrada a equivaleˆncia com o modelo multicanal, de acordo com o
qual cada uma das P sequ¨eˆncias obtidas prove´m de um subcanal.
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Ao se modelar cada subcanal como um filtro FIR de N coeficientes, o sinal
up(kT ) sera´ dado por:
up (kT ) =
N−1∑
i=0
hp (i)x (k − i) (3.18)
O coeficiente hp(i) e´ igual a zero para i < 0 ou i > N − 1, para qualquer p =
0, . . . , P − 1: o subcanal e´ causal e tem durac¸a˜o finita.
Analogamente, ao considerarmos o ru´ıdo aditivo, temos que cada um dos P sinais
resultantes {up(kT )} tera´ a contribuic¸a˜o de uma parcela de ru´ıdo branco de me´dia
zero e distribuic¸a˜o gaussiana:
vp (kT ) = v
(
kT +
pT
P
)
(3.19)
Finalmente, a expressa˜o para o sinal correspondente ao p−e´simo subcanal com
ru´ıdo aditivo e´ da forma:
up (k) =
N−1∑
i=0
hp (i)x (k − i) + vp (k) (3.20)
Assumindo que cada subcanal corresponde a um filtro FIR de N coeficientes, o
vetor h (2.4) pode ser reescrito para o caso multicanal associado a` superamostragem:
h =
[
h(0) h(Ts) h(2Ts) . . . h(T ) . . . h((NP − 1)Ts)
]T
(3.21)
Vale lembrar que dois elementos adjacentes do vetor h teˆm um atraso relativo
igual a uma frac¸a˜o do intervalo de s´ımbolo, T/P . Diz-se enta˜o que o canal h e´
fraciona´rio e, portanto, corresponde a um filtro FIR de NP coeficientes.
Assim, a equac¸a˜o (3.11) do sinal superamostrado u (kTs) a` sa´ıda do canal pode
ser reescrita como segue:
u (kTs) =
NP−1∑
i=0
h (iTs)x (kT − iTs) + v (kTs) (3.22)
Na equac¸a˜o (3.22), o termo x (kT − iTs) representa uma sequ¨eˆncia a` taxa P/T
equivalente a` sequ¨eˆncia transmitida a` taxa de s´ımbolo x (kT ), obtida ao se inserir
P − 1 zeros entre duas amostras consecutivas de x (kT ). Esta equivaleˆncia se faz
necessa´ria ao se considerar o canal fraciona´rio.
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Para a obtenc¸a˜o de M amostras de cada uma das sequ¨eˆncias up (k), ou seja, um
conjunto deMP amostras, u0 (k) , u0 (k) , . . . , uP−1 (k −M + 1), o vetor de s´ımbolos
transmitidos correspondente deve conter M +N − 1 amostras:
XM+N−1 (k) = [x (k) , x (k − 1) , ..., x (k −N −M + 2)]T
Dependendo da forma como tais MP amostras recebidas sa˜o agrupadas, podem
ser obtidas duas representac¸o˜es distintas para o canal resultante de superamostra-
gem: representac¸a˜o pelo modelo SIMO e representac¸a˜o pela Matriz de Sylvester.
Representac¸a˜o pelo modelo SIMO Neste modo de representar o canal supe-
ramostrado, consideram-se as P sequ¨eˆncias resultantes da convoluc¸a˜o da mesma
entrada {x} com P subcanais. Para cada subcanal, o vetor com os respectivos N
coeficientes, o vetor com as M amostras do sinal de sa´ıda correspondente e o vetor
com as M amostras de ru´ıdo aditivo sa˜o dados por:
hp =
[
hp (0) hp (1) · · · hp (N − 1)
]T
(3.23)
up (k) =
[
up (k) up (k − 1) · · · up (k −M + 1)
]T
(3.24)
vp (k) =
[
vp (k) vp (k − 1) · · · vp (k −M + 1)
]T
(3.25)
Em forma matricial, a equac¸a˜o (3.20) escrita para M amostras sucessivas de
up(k) torna-se:
up (k) = H˜M,pXN+M−1 (k) + vp (k) (3.26)
Em (3.26), a matriz de convoluc¸a˜o H˜M,p (P ×N+M−1) e´ associada ao p−e´simo
subcanal e apresenta estrutura de Toeplitz. A estrutura de tal matriz e´ dada como:
H˜M,p =

hp (0) hp (1) · · · hp (N − 1) 0 · · · 0
0 hp (0) · · · hp (N − 2) hp (N − 1) · · · 0
. . . . . .
0 0 · · · hp (0) hp (1) · · · hp (N − 1)
 (3.27)
Reunindo-se os P vetores de sinais correspondentes a cada subcanal, o seguinte
sistema pode ser verificado:
u0 (k)
u1 (k)
...
uP−1 (k)
 =

H˜M,0
H˜M,1
...
H˜M,P−1
XN+M−1 (k) +

v0 (k)
v1 (k)
...
vP−1 (k)
 (3.28)
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O sistema de equac¸o˜es anterior pode ser escrito de forma compacta:
UM (k) = H˜M XN+M−1 (k) + VM (k) (3.29)
A matriz H˜M (MP × N +M − 1), que representa as P matrizes de convoluc¸a˜o
associadas aos subcanais empilhadas, desempenha um papel fundamental na de-
rivac¸a˜o do me´todo de identificac¸a˜o baseado na decomposic¸a˜o em subespac¸os, como
sera´ visto adiante.
Representac¸a˜o pela matriz de Sylvester Neste segundo modelo, todos os co-
eficientes dos P subcanais com o mesmo ı´ndice de atraso sa˜o agrupados da seguinte
forma:
h (n) =
[
h0 (n) h1 (n) · · · hP−1 (n)
]T
(3.30)
Para um dado k, as P amostras correspondentes ao sinal recebido e ao ru´ıdo
associado sa˜o escritas em forma dos respectivos vetores:
u (k) =
[
u0 (k) u1 (k) · · · uP−1 (k)
]T
(3.31)
v (k) =
[
v0 (k) v1 (k) · · · vP−1 (k)
]T
(3.32)
Novamente, a equac¸a˜o (3.20) pode ser escrita para as P amostras de (3.31): u0 (k)...
uP−1 (k)
 =
 h0 (0) . . . h0 (N − 1)... ...
hP−1 (0) . . . hP−1 (N − 1)

 x (k)...
x (k −N + 1)
+
 v0 (k)...
vP−1 (k)

(3.33)
De uma forma compacta, (3.33) pode ser escrita como:
u (k) = HNXN (k) + v (k) (3.34)
sendo u (k) (P × 1) o sinal recebido no instante k, formado pelas P amostras cor-
respondentes.
A matriz HN (P ×N) pode ser escrita de diferentes formas:
HN =
 h0 (0) . . . h0 (N − 1)... ...
hP−1 (0) . . . hP−1 (N − 1)
 =
=
[
h (0) · · · h (N − 1) ] =
 h
T
0
...
hTP−1

(3.35)
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A equac¸a˜o (3.34) pode ser escrita para M vetores de amostras recebidas. O
vetor com as M amostras recebidas e o vetor com as amostras de ru´ıdo aditivo
correspondentes sa˜o expressos por:
UM (k) = [u (k) · · · u (k −M + 1)]T (3.36)
VM (k) = [v (k) · · · v (k −M + 1)]T (3.37)
Chega-se ao seguinte sistema de equac¸o˜es:
UM (k) =HMXM+N−1 (k) +VM (k) (3.38)
Em (3.38), a matriz HM (MP ×N +M − 1) e´ definida por:
HM =

h (0) h (1) · · · h (N − 1) 0 · · · 0
0 h (0) · · · h (N − 2) h (N − 1) 0
...
. . . . . .
...
0 0 · · · h (0) h (1) · · · h (N − 1)
 (3.39)
A matriz HM , que apresenta uma estrutura de Toeplitz em bloco, e´ chamada
matriz de Sylvester, da´ı a denominac¸a˜o dada a este tipo de representac¸a˜o. Esta
matriz desempenha um papel fundamental na derivac¸a˜o do me´todo de equalizac¸a˜o
baseado em predic¸a˜o linear, como sera´ visto adiante.
3.3 Equalizac¸a˜o Fraciona´ria e Modelo de
Mu´ltiplos Equalizadores
Na sec¸a˜o anterior, foi demonstrada a obtenc¸a˜o do modelo multicanal a partir
da superamostragem do sinal recebido. Agora, sera´ demonstrado como se obter o
modelo de mu´ltiplos equalizadores correspondente. Neste modelo, cada uma das p
sequ¨eˆncias up (kT ) associadas a um subcanal e´ filtrada por um subequalizador.
Define-se o equalizador f como um filtro linear transversal de comprimento LP :
f =
[
f(0) f(Ts) f(2Ts) . . . f(T ) . . . f((LP − 1)Ts)
]T
(3.40)
Em f , dois elementos adjacentes tambe´m teˆm atraso relativo de uma frac¸a˜o do
intervalo de s´ımbolo. Diz-se enta˜o que o equalizador e´ fraciona´rio. A sa´ıda do
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equalizador fraciona´rio e´, portanto, igual a:
y (kTs) =
LP−1∑
l=0
f (lTs)u (kTs − lTs) (3.41)
Deseja-se obter um modelo de mu´ltiplos equalizadores, de forma que cada sube-
qualizador contenha L coeficientes.
A sequ¨eˆncia de sa´ıda do equalizador deve sofrer uma operac¸a˜o de decimac¸a˜o,
de modo que a sequ¨eˆncia resultante esteja a` taxa de s´ımbolo e seja, enfim, uma
estimativa da sequ¨eˆncia original.
Ao se aplicar a decimac¸a˜o sobre a sequ¨eˆncia y (kTs), seleciona-se uma sequ¨eˆncia
de amostras que estejam espac¸adas entre si de um intervalo de s´ımbolo, enquanto
as amostras restantes sa˜o simplesmente desconsideradas. Desta forma, podem ser
selecionadas P sequ¨eˆncias a` taxa de s´ımbolo, dadas por:
yi (kT ) = y
(
kT +
iT
P
)
, i = 0, . . . , P − 1 (3.42)
De acordo com (3.41), temos que a i−e´sima sequ¨eˆncia a` taxa de s´ımbolo e´ dada
por:
yi (kT ) =
LP−1∑
l=0
f
(
lT
P
)
u
(
kT +
iT
P
− lT
P
)
(3.43)
Os coeficientes f (lTs) tambe´m podem ser agrupados em P sequ¨eˆncias, cada
uma delas a` taxa de s´ımbolo, como por exemplo, f (0) , f (T ) , . . . Cada uma destas
sequ¨encias forma um subequalizador. Define-se enta˜o a expressa˜o do coeficiente
associado ao p−e´simo subequalizador:
fn (lT ) = f
(
lT +
p
P
T
)
= f ((lP + n)Ts)
l = 0, . . . , L− 1
n = 0, . . . , P − 1 (3.44)
Substituindo (3.44) em (3.41), vem:
yi (kT ) =
L−1∑
l=0
P−1∑
n=0
fn (lT ) u
(
kT + i
T
P
−
(
lT + n
T
P
))
=
=
L−1∑
l=0
P−1∑
n=0
fn (lT ) u ((k − l)T + (i− n)Ts)
(3.45)
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Assim, dependendo da sequ¨eˆncia escolhida {yi(kT )}, os coeficientes associados
ao n−e´simo subequalizador, n = 0, 1, . . . , P − 1, recebem sequ¨eˆncias {up(kT )} dife-
rentes.
Por exemplo, ao se escolher a sequ¨eˆncia yP−1 (kT ), o subequalizador {f0 (kT )}
corresponde ao sinal {uP−1 (kT )}, {f1 (kT )} corresponde a {uP−2 (kT )} e assim por
diante.
Define-se enta˜o a seguinte representac¸a˜o para o modelo multicanal, a qual sera´
considerada daqui para diante ao longo do texto:
y (kT ) = yP−1 (kT ) =
P−1∑
n=0
L−1∑
l=0
fn (lT ) u ((k − l + 1)T + (n+ 1)Ts) (3.46)
De acordo com a representac¸a˜o multicanal (3.46), define-se o vetor de coeficientes
do equalizador como:
FL =
[
fH (0) fH (1) · · · fH (L− 1) ]H (3.47)
onde o vetor P × 1 f(l), l = 0, 1, . . . , L− 1 e´ definido como:
f (l) =

fP−1 (l)
fP−2 (l)
...
f0 (l)
 , l = 0, . . . , L− 1 (3.48)
A obtenc¸a˜o do equalizador o´timo segundo o crite´rio EQM envolve as equac¸o˜es
de Wiener-Hopf (2.17), que aqui sa˜o reescritas para o modelo multicanal:
RULF
opt
L = p⇒ FoptL =
(
RUL
)−1
p (3.49)
onde a matriz de correlac¸a˜o do sinal recebido e´ calculada como
RUL = E
[
UL (k)U
H
L (k)
]
e o vetor de correlac¸a˜o cruzada entre o sinal desejado e o sinal recebido e´
p = E [UL (k)x
∗ (k − d)]
O sinal recebido UL(k) e´ dado por:
UL (k) =HLXL+N−1 (k) +VL (k) (3.50)
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O vetor de correlac¸a˜o cruzada corresponde a` (d+1)− e´sima coluna da matriz de
convoluc¸a˜o do canal HL :
p = σ2x
[
01×P · · · 01×P hH (N − 1) · · · hH (0) 01×P · · · 01×P
]H
(3.51)
onde o vetor h (i) e´ tal como definido em (3.30).
Por fim, a Figura 3.3 ilustra o modelo multicanal, com os P subcanais e os
P subequalizadores associados, de acordo com a representac¸a˜o O ru´ıdo aditivo e´
representado pelos sinais vp(k) correspondentes a cada subcanal.
H0(z)
.
 
.
 
.
HP-1(z)
H1(z)
Σ
x(k)
v0(k)
v1(k)
vP-1(k)
Σ
Σ
FP-1(z)
FP-2(z)
F0(z)
.
 
.
 
.
u0(k)
u1(k)
uP-1(k)
( )d-kxˆ
Figura 3.3: Modelo multicanal com subcanais e subequalizadores
3.4 Identidade de Bezout e Crite´rio Zero Forcing
No contexto de equalizac¸a˜o multicanal autodidata, um resultado fundamental
conhecido como identidade de Bezout sera´ discutido.
Define-se o vetor polinomial correspondente ao canal da seguinte forma:
H (z) =
N−1∑
i=0
h (i) z−i =

H0 (z)
H1 (z)
...
HP−1 (z)
 (3.52)
onde o vetor h (i) novamente e´ tal como definido em (3.30).
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Analogamente, o vetor polinomial correspondente ao equalizador e´ dado por:
F (z) =
L−1∑
i=0
f (i) z−i =

FP−1 (z)
FP−2 (z)
...
F0 (z)
 (3.53)
onde o vetor f (i) e´ tal como definido em (3.48).
Nas expresso˜es anteriores, Hp(z) e Fp(z), p = 0, . . . , P −1, sa˜o, respectivamente,
os polinoˆmios em Z correspondentes ao p-e´simo subcanal e ao p-e´simo subequalizador.
A partir das equac¸o˜es (3.52) e (3.53), enuncia-se o resultado conhecido como
Identidade de Bezout (Kailath, 1980):
Sejam Hp (z) polinoˆmios que na˜o possuem ra´ızes em comum. Enta˜o, existem
polinoˆmios Fp (z) tais que
FH(z)H(z) = 1 (3.54)
De acordo com a notac¸a˜o de (3.52) e (3.53), isto equivale a:
P−1∑
p=0
F ∗P−1−p (z)Hp (z) = 1 (3.55)
E ainda, a identidade acima (3.54) pode ser generalizada para:
FH(z)H(z) = z−d (3.56)
No domı´nio do tempo, temos a seguinte expressa˜o:
FHL (k)HL =
[
0 · · · 0 1 0 · · · 0 ] (3.57)
onde a matriz de convoluc¸a˜o HL e´ tal como definida anteriormente (3.39).
O vetor (L + N − 1 × 1) c =
[
0 · · · 0 1 0 · · · 0 ]T e´ a resposta combi-
nada canal-equalizador ideal na auseˆncia de ru´ıdo aditivo. O elemento 1 esta´ na
(d+ 1)−e´sima posic¸a˜o do vetor c. Logo, FL se constitui em uma soluc¸a˜o para o
crite´rio ZF – “zero forcing”, o que corresponde a` chamada condic¸a˜o de equalizac¸a˜o
perfeita:
FHL (k)UL (k) = F
H
L (k)HLXL+N−1 (k) = x (k − d) (3.58)
O equalizador FL que atende (3.58) tambe´m e´ chamado soluc¸a˜o ZF. Tem-se que
(3.57) e´ um sistema de L+N−1 equac¸o˜es e LP inco´gnitas. Neste sistema, L+N−1 e´
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o nu´mero de posic¸o˜es na resposta combinada canal-equalizador e LP e´ o nu´mero de
coeficientes do equalizador. Como o nu´mero de inco´gnitas deve ser igual ao nu´mero
de equac¸o˜es – sistema determinado – ou maior que isto – sistema indeterminado,
vem:
LP > L+N − 1⇒ L >
⌈
N − 1
P − 1
⌉
(3.59)
A condic¸a˜o (3.59) determina o tamanho do subequalizador (Papadias & Slock,
1999). Vale notar que, de acordo com a Identidade de Bezout, e´ poss´ıvel obter uma
soluc¸a˜o ZF com equalizadores FIR de comprimento finito. O mesmo na˜o e´ va´lido
quando o sistema esta´ na taxa de s´ımbolo — P = 1: em (3.59) , quando P → 1,
L→∞. Isto significa que na˜o e´ poss´ıvel obter um equalizador FIR de comprimento
finito cuja func¸a˜o de transfereˆncia e´ igual ao inverso da func¸a˜o de transfereˆncia de
um canal modelado como um filtro FIR.
3.5 Arranjo de Antenas e Modelo Multicanal
Foi visto o modelo referente a` superamostragem do sinal em um u´nico receptor.
Este esquema pode facilmente ser estendido para o caso em que as mu´ltiplas amos-
tras sa˜o conseguidas por meio de um arranjo de antenas. O sinal recebido em cada
antena pode ser amostrado a` taxa de s´ımbolo ou ainda sofrer superamostragem.
O modelo de propagac¸a˜o do sinal por um canal de multipercursos e´ considerado
neste trabalho para ilustrar a abordagem multicanal associada ao uso de arranjo de
antenas.
Para determinadas configurac¸o˜es de canal, como alguns canais de multipercur-
sos, na˜o e´ poss´ıvel realizar a identificac¸a˜o e equalizac¸a˜o autodidatas baseadas nas es-
tat´ısticas de segunda ordem do sinal superamostrado (Tugnait, 1993), (Ding, 1996).
Todavia, e´ poss´ıvel demonstrar (Reddy et al., 1997) que tais configurac¸o˜es de canal
admitem em princ´ıpio a identificac¸a˜o e equalizac¸a˜o autodidatas baseadas em EO2
quando a superamostragem e´ combinada ao uso de arranjo de antenas.
O sinal recebido em cada antena, em tempo cont´ınuo, pode ser dado pela seguinte
equac¸a˜o:
ul(t) =
∞∑
i=−∞
x (i)hl (t− iT ) + vl (t) , l = 0, ..., K − 1 (3.60)
sendo K o nu´mero de antenas no arranjo. A cada antena, esta´ associado um canal.
Primeiro, e´ considerado o caso correspondente a` superamostragem do sinal em um
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u´nico receptor. O i−e´simo coeficiente do l−e´simo canal associado a` l−e´sima antena
e´ dado por:
hl (i) = hl (t)
∣∣∣t=T0+iT (3.61)
A Figura 3.4 ilustra a associac¸a˜o entre o modelo de mu´ltiplas antenas e o modelo
de mu´ltiplos canais.
u
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.
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x
u0
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múltiplas antenas
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modelo multicanal
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h0
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.
h1
hK-1
x
uK-1
Figura 3.4: Correspondeˆncia entre modelo multicanal e arranjo de antenas
A partir desta analogia entre o modelo de mu´ltiplas antenas e o modelo multi-
canal, pode-se dizer que cada canal correspondente a uma antena pode ser tomado
como um subcanal.
Ao se superamostrar o sinal de cada antena por um fator P , resulta que a cada
antena estara˜o associados P subcanais. O nu´mero total de subcanais e´ enta˜o KP .
O i−e´simo coeficiente de um subcanal e´:
hlp (k) = hl (t)
∣∣∣∣t=T0+iT+ p−1P T l = 0, . . . ,K − 1p = 0, . . . , P − 1 (3.62)
3.5.1 Modelo de Canal de Multipercursos
Como um exemplo do modelo multicanal para mu´ltiplas antenas, considera-se
o modelo de um canal de multipercursos, conforme apresentado em (Reddy et al.,
1997). Este modelo leva em conta a hipo´tese de sinal de banda estreita: em um
determinado instante, pode-se considerar que o sinal presente em cada antena cor-
responde a um mesmo s´ımbolo digital, a menos da diferenc¸a de fase provocada pela
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distaˆncia entre as antenas. A distaˆncia entre as antenas e´ assumida tal que exista
correlac¸a˜o entre os sinais das antenas. Assim, e´ poss´ıvel distinguir a direc¸a˜o de
chegada dos sinais ao arranjo de antenas.
O modelo de mu´ltiplos percursos e´ usualmente associado a` transmissa˜o sem fio.
O sinal que chega ao receptor e´ a soma de va´rios sinais, resultantes da ocorreˆncia de
fenoˆmenos de espalhamento do sinal original. Tais fenoˆmenos se devem a` presenc¸a
de obsta´culos presentes entre a fonte – transmissor – e o receptor. O resultado e´ a
chegada ao receptor de diversas re´plicas do sinal original, provenientes de diferentes
percursos poss´ıveis entre o transmissor e o receptor, caracterizando-se assim a pro-
pagac¸a˜o por multipercursos. As co´pias de multipercurso chegam ao receptor com
amplitudes e fases diferenciadas.
A resposta ao impulso de um canal de multipercursos e´ dada por:
c (t) =
Q−1∑
q=0
αqδ (t− τq) (3.63)
onde Q e´ o nu´mero de percursos do sinal, αq e´ a atenuac¸a˜o associada ao q−e´simo
multipercurso e τq, o respectivo atraso de propagac¸a˜o. O formato de pulso, denotado
por g (·), representa os efeitos dos filtros de transmissa˜o e de recepc¸a˜o. A resposta
ao impulso final e´ dada pela convoluc¸a˜o entre c (·) e g (·) e e´ representada por
h (t) =
Q−1∑
q=0
αqg (t− τq) (3.64)
A estrutura considerada e´ o arranjo de antenas linear uniforme com K ante-
nas. As K antenas esta˜o igualmente espac¸adas entre si e o sinal correspondente
ao q− e´simo percurso e´ recebido com um azimute de θq e uma elevac¸a˜o qualquer,
uma vez que o arranjo so´ e´ seletivo no plano azimutal. A diferenc¸a de percurso do
sinal incidente entre duas antenas adjacentes, espac¸adas de d, e´ de d sin (θq) . Essa
diferenc¸a de percurso entre as antenas gera uma defasagem entre os sinais recebi-
dos por duas antenas adjacentes de 2 pi d sin (θq) /λ . Na expressa˜o anterior, λ e´ o
comprimento de onda da portadora. A Figura 3.5 ilustra um dos percursos do sinal,
representado por uma frente de onda de aˆngulo de incideˆncia θq, incidindo em um
arranjo de antenas linear uniforme.
Considerando o arranjo linear uniforme, a resposta de cada subcanal associado
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Figura 3.5: Arranjo de antenas linear uniforme
a cada antena e´ dada por:
hl (t) =
Q−1∑
q=0
αq exp
(
−j2pi d
λ
l sin θq
)
g (t− τq)
l = 0, . . . , K − 1 (3.65)
onde θq e´ o aˆngulo de incideˆncia do q−e´simo multipercurso e o termo
2pi (l) d sin (θq) /λ e´ o atraso de fase para a l−e´sima antena do arranjo linear uniforme
– l = 0, . . . ,K − 1.
Fazendo γlq = αq exp
(−j2pil d
λ
sin (θq)
)
, (3.65) pode ser reescrita como:
hl (t) =
Q−1∑
q=0
γlq g (t− τq) (3.66)
E ainda, o sinal de cada antena pode ser superamostrado, como em (3.62), im-
plicando KP subcanais. O i−e´simo coeficiente de um subcanal e´ dado por:
hlp (k) = hl (t)
∣∣∣∣t=T0+iT+ p−1P T =
Q−1∑
q=0
γlq gp (iT − τq) (3.67)
sendo gp(iT ) = g(t)
∣∣∣∣t=T0+iT+ p−1P T .
Um exemplo de canal de multipercursos que na˜o pode ser identificado de forma
autodidata com base nas estat´ısticas de segunda ordem do sinal superamostrado e´ o
canal cujos atrasos sa˜o mu´ltiplos do intervalo de s´ımbolo T (Tugnait, 1993), (Ding,
1996), da forma:
c (t) =
Q−1∑
q=0
αqδ (t− qT ) (3.68)
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Combinando (3.64) e (3.68), a expressa˜o do coeficiente associado ao p−e´simo
subcanal derivado da superamostragem em um u´nico receptor e´:
hp (i) =
Q−1∑
q=0
αqgp (iT − qT ) (3.69)
No domı´nio da transformada Z, temos que (3.69) se torna:
Hp(z) =
(
Q−1∑
q=0
αqz
−q
)
Gp(z) (3.70)
Portanto, todos os P subcanais compartilham o termo comum
Q−1∑
q=0
αqz
−q. Isto
significa que os subcanais teˆm zeros em comum, o que viola a condic¸a˜o sobre os
zeros dos subcanais que permite a equalizac¸a˜o perfeita.
Outro exemplo de canal de multipercursos que conduz a um problema semelhante
e´ o canal em que os atrasos sa˜o mu´ltiplos inteiros de T/2 e o fator de superamos-
tragem P e´ par (Tugnait, 1993).
De acordo com (Reddy et al., 1997), a recepc¸a˜o por arranjo de antenas torna
poss´ıvel a identificac¸a˜o e equalizac¸a˜o autodidatas baseadas em EO2 aos canais apon-
tados em (Ding, 1996): o modelo de subcanais resultante e´ tal que os subcanais na˜o
possuem zeros em comum.
A fim de se observar tal propriedade, considera-se novamente o modelo de canal
de multipercursos (3.68). Combinando (3.69) e (3.67), chega-se a` expressa˜o do
subcanal resultante no domı´nio da transformada Z:
Hlp(z) =
(
Q−1∑
q=0
γlqz
−q
)
Gp(z) (3.71)
Para um mesmo p, o fator
Q−1∑
q=0
γlqz
−q na˜o e´ mais um termo comum entre os
subcanais associados, a menos que os aˆngulos de incideˆncia dos percursos sejam
iguais ou representem uma ambigu¨idade para o arranjo de antenas (Reddy et al.,
1997). O conjunto dos KP subcanais resultantes na˜o apresenta um zero em comum.
No entanto, para o modelo de (3.68), caso o sinal de cada antena seja amostrado
a` taxa de s´ımbolo, o subcanal associado a` cada antena sera´ da seguinte forma:
Hl(z) =
(
Q−1∑
q=0
γlqz
−q
)
G(z) (3.72)
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Embora o termo
Q−1∑
q=0
γlqz
−q seja diferente para cada subcanal, estes comparti-
lham o termo em comum G(z). Portanto, para que os subcanais resultantes do
modelo (3.68) na˜o possuam zero em comum, e´ necessa´ria a utilizac¸a˜o conjunta da
superamostragem e do arranjo de antenas.
3.6 Discussa˜o
Neste cap´ıtulo, o modelo multicanal foi visto com detalhe. A partir da ca-
racter´ıstica de cicloestacionariedade, e´ poss´ıvel em princ´ıpio realizar a equalizac¸a˜o
autodidata a partir de EO2. A considerac¸a˜o do modelo multicanal para a equa-
lizac¸a˜o autodidata com base em EO2 se apo´ia na cicloestacionariedade de uma forma
impl´ıcita. E ainda, de acordo com o modelo multicanal, verifica-se a possibilidade de
equalizac¸a˜o ZF com base na Identidade de Bezout. No cap´ıtulo seguinte, trataremos
das abordagens de equalizac¸a˜o e identificac¸a˜o autodidata a partir de EO2 para o
caso multicanal.
4
Abordagens Baseadas em Estat´ısticas de
Segunda Ordem
As va´rias abordagens poss´ıveis para o problema da equalizac¸a˜o autodidata mul-
ticanal a partir unicamente de EO2 dividem-se classicamente entre as baseadas na
decomposic¸a˜o em subespac¸os e em predic¸a˜o linear. Neste cap´ıtulo, sa˜o colocadas as
principais caracter´ısticas associadas a`s duas abordagens em questa˜o. Finalmente,
e´ apresentada uma proposta de derivac¸a˜o de soluc¸a˜o Zero-Forcing baseada na es-
trate´gia de predic¸a˜o linear multicanal.
4.1 Me´todos de Subespac¸os
A te´cnica de identificac¸a˜o autodidata de canal baseada em subespac¸os e´ assim
chamada por se basear na decomposic¸a˜o da matriz de autocorrelac¸a˜o de um conjunto
de amostras do sinal recebido em estruturas de subespac¸os correspondentes ao sinal
e ao ru´ıdo aditivo (Tong et al., 1991). A partir da´ı, va´rios trabalhos trataram do
tema da equalizac¸a˜o autodidata com me´todos de segunda ordem, envolvendo decom-
posic¸a˜o em autovalores e obtenc¸a˜o de subespac¸os. Alguns trabalhos sa˜o destacados
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a seguir. Em (Tong et al., 1994), e´ proposto um me´todo de identificac¸a˜o baseado
na decomposic¸a˜o em autovalores de matrizes de autocorrelac¸a˜o do sinal recebido e
na explorac¸a˜o da estrutura do subespac¸o de sinal decorrente. Neste me´todo, na˜o ha´
uma restric¸a˜o quanto a` distribuic¸a˜o de probabilidade dos s´ımbolos transmitidos.
Em (Tong et al., 1995), e´ feita uma abordagem do problema no domı´nio da
frequ¨eˆncia (domı´nio da transformada Z), na qual sa˜o trabalhados os conceitos de
func¸a˜o de autocorrelac¸a˜o c´ıclica do canal e “cyclic spectra” . Sa˜o colocadas cer-
tas condic¸o˜es sobre a func¸a˜o de transfereˆncia do canal tal que seja poss´ıvel a sua
identificac¸a˜o. Por fim, e´ proposto um algoritmo de identificac¸a˜o no domı´nio da
frequ¨eˆncia.
Um outro algoritmo de identificac¸a˜o e´ proposto em (Xu et al., 1995), proveni-
ente de uma abordagem de mı´nimos quadrados. Na˜o se necessita do conhecimento
do modelo estat´ıstico do sinal de entrada; portanto, este me´todo pode ser consi-
derado determin´ıstico. Tal proposta se baseia na chamada cross-relation entre as
sa´ıdas de dois subcanais quaisquer. No trabalho mencionado, sa˜o apresentadas as
condic¸o˜es suficiente e necessa´ria para a identificac¸a˜o do canal. O algoritmo envolve
a minimizac¸a˜o de uma forma quadra´tica; para tanto, e´ necessa´rio estimar a ordem
do canal atrave´s da decomposic¸a˜o da matriz associada a`s amostras da sa´ıda do canal
em autovalores.
O me´todo proposto e descrito em (Moulines et al., 1995) tambe´m se apo´ia na
decomposic¸a˜o em autovalores de uma matriz de autocorrelac¸a˜o do sinal recebido.
Contudo, tal proposta se ressalta por explorar mais convenientemente a relac¸a˜o de
ortogonalidade existente entre o subespac¸o associado ao ru´ıdo e o subespac¸o associ-
ado ao sinal de entrada. A partir desta relac¸a˜o, obte´m-se uma forma quadra´tica cuja
minimizac¸a˜o fornece as estimativas correspondentes aos coeficientes dos subcanais.
A demonstrac¸a˜o da te´cnica de subespac¸os a seguir se baseia nesta proposta.
O problema consiste em se obter uma estimativa do vetor NP × 1 formado por
todos os coeficientes dos P subcanais, dispostos da seguinte forma:
hS =
[
h0 h1 · · · hP−1
]T
(4.1)
Tal estimativa deve ser obtida a partir do conjunto de M observac¸o˜es UM(k) do
sinal recebido. O me´todo se vale do seguinte teorema (Tong et al., 1993), o qual
pode ser enunciado desta forma (Haykin, 1996):
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Teorema: a matriz de convoluc¸a˜o H˜M associada ao canal tem posto segundo co-
lunas completo se e somente se as seguintes condic¸o˜es se verificam:
• os polinoˆmios formados pelos coeficientes de cada subcanal na˜o teˆm zeros em
comum;
• pelo menos 1 dos polinoˆmios tem o grau ma´ximo N − 1;
• o tamanho do vetor de amostras de sa´ıda de cada subcanal M deve ser tal
que M > N − 1.
E´ assumido que o vetor de s´ımbolos de entrada XN+M−1(k) e o vetor de ru´ıdo
VM(k) sa˜o obtidos de processos estaciona´rios no sentido amplo independentes. O
sinal transmitido tem me´dia zero e matriz de correlac¸a˜o definida como RXN+M−1 =
E
[
XN+M−1 (k)XHN+M−1(k)
]
. A matrizRXN+M−1, cuja ordem e´ N+M−1×N+M−1,
tem posto segundo colunas completo. O vetor MP × 1 de amostras de ru´ıdo tem
me´dia zero e matriz de correlac¸a˜o dada por RVM = E
[VM(k)VHM(k)] = σ2V IM , sendo
σ2V a variaˆncia do ru´ıdo, conhecida.
A identificac¸a˜o e´ baseada na matriz de correlac¸a˜o do sinal recebido, definida por:
RUM = E
[UM(k)UHM(k)] =
= E
[
(H˜MX+ V)(H˜MX+ V)H
]
=
= E
[
H˜MXXHH˜HM
]
+ E
[VVH] =
= H˜MRXN+M−1H˜
H
M +R
V
M
(4.2)
A matriz RUM , cuja ordem e´ MP ×MP pode ser reescrita a partir de seus auto-
vetores:
RUM =
MP−1∑
i=0
λiqiq
H
i (4.3)
onde os autovalores λi esta˜o em ordem decrescente: λ0 ≥ λ1 ≥ . . . ≥ λMP−1.
Analogamente, o espac¸o varrido pelos autovetores da matriz RUM pode ser divi-
dido em dois subespac¸os :
• subespac¸o de sinal S, varrido pelos autovetores associados aos autovalores
λ0, λ1, . . . , λN+M−2, os quais sa˜o dados por si = qi, i = 0, . . . , N +M − 2
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• subespac¸o de ru´ıdo N, varrido pelos autovetores associados aos auto-
valores λN+M−1, . . . , λMP−1, os quais sa˜o dados por gi = qN+M+i−1,
i = 0, . . . ,MP −N −M .
O subespac¸o de ru´ıdo e´ o complemento ortogonal do subespac¸o de sinal. O
subespac¸o de sinal tambe´m e´ o espac¸o varrido pelas colunas da matriz de convoluc¸a˜o
H˜M . Logo, as colunas de H˜M sa˜o ortogonais a qualquer vetor no subespac¸o de ru´ıdo,
o que implica:
H˜HMgi = 0, i = 0, . . . ,MP −N −M (4.4)
O resultado acima tambe´m pode ser verificado de outra forma. Por definic¸a˜o,
temos:
RUMgi = σ
2
V gi , i = 0, . . . ,MP −N −M (4.5)
Substituindo (4.2) em (4.5) e fazendo RVM = σ
2IM , vem:
H˜MRXN+M−1H˜
H
Mgi = 0 , i = 0, . . . ,MP −N −M (4.6)
Como ambas as matrizes RXN+M−1 e H˜M teˆm posto segundo colunas completo,
(4.6) implica (4.4). A equac¸a˜o (4.4) e´ a base do me´todo de decomposic¸a˜o em su-
bespac¸os proposto por Moulines et al. (Moulines et al., 1995), me´todo este que se
constro´i a partir das seguintes caracter´ısticas:
• conhecimento dos autovetores associados aos MP − N −M + 1 menores au-
tovalores da matriz de correlac¸a˜o das amostras do sinal recebido UM(k) ;
• ortogonalidade entre as colunas da matriz de convoluc¸a˜o do canal H˜M (des-
conhecida) e o subespac¸o de ru´ıdo.
Para se chegar ao problema de minimizac¸a˜o desejado, o princ´ıpio de ortogonali-
dade expresso por (4.4) e´ reescrito em sua forma escalar:∥∥∥H˜HMgi∥∥∥2 = gHi H˜MH˜HMgi = 0, i = 0, . . . ,MP −N −M (4.7)
Em seguida, fazendo uma analogia com a estrutura “modular” da matriz H˜M ,
o autovetor MP × 1 gi pode ser particionado da seguinte maneira:
gi =
[
gTi,0 g
T
i,1 · · · gTi,P−1
]T
(4.8)
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onde gi,p , p = 0, . . . , P−1 e´ um vetorM×1. Com base na mesma estrutura da matriz
de convoluc¸a˜o de cada subcanal H˜M,p, define-se a seguinte matriz N × N +M − 1
associada ao vetor gi,p:
Gi,p =
 gi,p (0) · · · gi,p (M − 1) 0. . . . . .
0 gi,p (0) · · · gi,p (M − 1)
 (4.9)
E ainda, define-se a matriz NP ×N +M − 1 Gi:
Gi =

Gi,0
Gi,1
...
Gi,P−1
 , i = 0, . . . ,MP −N −M (4.10)
Finalmente, pode ser demonstrado (Moulines et al., 1995) que:
gHi H˜MH˜
H
Mgi = h
H
S GiGHi hS (4.11)
Portanto, a relac¸a˜o de ortogonalidade (4.7) pode ser reescrita como:
hHS GiGHi hS = 0 , i = 0, . . . ,MP −N −M (4.12)
Na pra´tica, apenas esta˜o dispon´ıveis estimativas gˆi dos autovetores associados
ao subespac¸o de ru´ıdo. A estimativa do vetor de coeficientes do canal hS e´ enta˜o
obtida a partir da minimizac¸a˜o da seguinte forma quadra´tica:
q (hS) =
MP−N−M∑
i=0
∥∥∥H˜HM gˆi∥∥∥2 = hHSQhS (4.13)
sendo Q uma matriz NP ×NP dada por:
Q =
MP−N−M∑
i=0
GˆiGˆHi (4.14)
Por sua vez, a matriz Gˆi e´ definida por (4.8), (4.9) e (4.10), onde os autovetores
de ru´ıdo sa˜o substitu´ıdos pelas estimativas.
O problema de minimizac¸a˜o deve ser sujeito a uma restric¸a˜o apropriada, a fim
de se evitar a soluc¸a˜o trivial hS = 0. Em (Moulines et al., 1995), sa˜o sugeridos os
seguintes crite´rios:
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• restric¸a˜o quadra´tica: minimizar q(hS) sujeito a ‖hS‖ = 1. A soluc¸a˜o e´ o ca´lculo
do autovetor de norma unita´ria associado ao menor autovalor da matriz Q.
• restric¸a˜o linear: minimizar q(hS) sujeito a lHH˜M = 1 , onde l e´ um vetor
NP × 1.
Sobre os dois crite´rios, pode-se dizer que o primeiro parece mais “natural”, em-
bora envolva uma maior complexidade computacional, devido ao ca´lculo de um
autovetor adicional; por outro lado, o segundo crite´rio apresenta custo computaci-
onal menor, uma vez que envolve a soluc¸a˜o de um sistema linear, embora dependa
da escolha apropriada de um vetor arbitra´rio c – a soluc¸a˜o e´ proporcional a Q−1l.
O procedimento descrito ate´ aqui e´ semelhante ao me´todo MUSIC (“Multiple
Signal Classification” – Classificac¸a˜o de Sinais Mu´ltiplos) para estimac¸a˜o de direc¸a˜o
de chegada (DOA – “direction of arrival”) de sinais, por explorar uma condic¸a˜o
de ortogonalidade entre o subespac¸o de ru´ıdo e o espac¸o formado pelas colunas de
H˜M . Assim como o MUSIC apresenta variac¸o˜es, uma alternativa poss´ıvel para o
procedimento de identificac¸a˜o de canal e´ baseado no subespac¸o de sinal.
A forma quadra´tica (4.13) possui o seguinte equivalente em func¸a˜o dos autove-
tores associados ao subespac¸o de sinal:
q (hS) =M ‖hS‖2 −
N+M−2∑
i=0
∥∥∥H˜HM sˆi∥∥∥2 =
=M ‖hS‖2 − hHS
(
N+M−2∑
i=0
SˆiSˆ
H
i
)
hS =
=M ‖hS‖2 − hHS Q˜hS
(4.15)
onde Sˆi e´ a matriz de convoluc¸a˜o associada a` estimativa do autovetor do subespac¸o
de sinal. A minimizac¸a˜o de (4.15) sujeita a` restric¸a˜o de norma quadra´tica ‖hS‖ = 1
e´ equivalente a` maximizac¸ao de:
q˜ (hS) = h
H
S Q˜hS sujeito a ‖hS‖ = 1 (4.16)
Para a restric¸a˜o de norma quadra´tica, ambas as formas quadra´ticas (4.13) e
(4.16) fornecem a mesma soluc¸a˜o. No entanto, o ca´lculo de (4.16) envolve N +M −1
termos, enquanto o ca´lculo de (4.13) envolve MP −N −M + 1 termos, o que pode
favorecer o uso da estimativa baseada em subespac¸o de sinal.
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Em se tratando da simulac¸a˜o ou da implementac¸a˜o do me´todo, o procedimento
pode ser resumido da seguinte forma: primeiro, obte´m-se uma estimativa da matriz
de autocorrelac¸a˜o do sinal recebido; realiza-se uma decomposic¸a˜o desta estimativa
em autovalores; calcula-se a forma quadra´tica, a qual deve ser minimizada de acordo
com o crite´rio escolhido – restric¸a˜o de norma quadra´tica ou restric¸a˜o linear. Por fim,
a equalizac¸a˜o pode ser realizada a partir do ca´lculo da pseudo-inversa da estimativa
da matriz H˜M .
A principal dificuldade apontada em (Moulines et al., 1995) a respeito deste
me´todo corresponde ao caso em que todos os subcanais teˆm zeros muito pro´ximos,
o que compromete as premissas sobre as quais o me´todo se apo´ia.
4.2 Me´todos de Predic¸a˜o Linear
Segundo (Haykin, 1996), a abordagem de identificac¸a˜o e equalizac¸a˜o autodidata
baseada em predic¸a˜o linear decorre da Identidade de Bezout Generalizada (3.56).
Por convenieˆncia de apresentac¸a˜o, a equac¸a˜o (3.56) e´ repetida, com d = 0.
FH(z)H(z) = 1
Se consideramos {x(k)} um ru´ıdo branco, temos que o vetor de sa´ıda dos P
subcanais u(k) =
[
u0(k) · · · uP−1(k)
]T
e´ um vetor de processos MA – “moving
average”, dado pela operac¸a˜o:
u(k) = H (z) {x(k)} (4.17)
Pela Identidade de Bezout, temos que u(k) tambe´m e´ um vetor de processos AR
– autoregressivos – de ordem finita, da forma:
P−1∑
p=0
F ∗P−1−p (z) {up (k)} = x (k) (4.18)
Ou ainda, de (3.53):
F (z) {u (k)} = x (k) (4.19)
Assim, o vetor polinomial F (z) representa tanto um filtro de erro de predic¸a˜o
progressiva como um equalizador “zero-forcing”.
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Slock (Slock, 1994) foi o primeiro a propor uma abordagem baseada em um
problema de predic¸a˜o. Papadias, em sua tese de doutoramento (Papadias, 1995),
apresenta va´rios esquemas de equalizadores baseados em filtros de erro de predic¸a˜o.
Abed-Meraim et al. (Meraim et al., 1997) propo˜em um me´todo de identificac¸a˜o do
canal a partir do ca´lculo de um filtro de erro de predic¸a˜o.
O me´todo proposto em (Meraim et al., 1997) pode ser resumido pelas seguintes
linhas gerais: obte´m-se a estimativa da matriz de autocorrelac¸a˜o do sinal recebido,
retira-se a contribuic¸a˜o de ru´ıdo da mesma; por meio das equac¸o˜es de Yule-Walker,
sa˜o obtidos coeficientes de predic¸a˜o, os quais, por sua vez, participam na obtenc¸a˜o
da matriz do erro de predic¸a˜o associado ao sinal recebido; a partir desta matriz, e´
obtido um filtro de erro de predic¸a˜o que finalmente permite a identificac¸a˜o do canal.
Neste me´todo, na˜o e´ necessa´rio o conhecimento exato da ordem do canal, a qual
pode ser superestimada. Isto e´ apontado em (Meraim et al., 1997) como uma
vantagem do me´todo baseado em predic¸a˜o linear em relac¸a˜o aos demais me´todos
que se apo´iam em decomposic¸a˜o de subespac¸os. No entanto, tambe´m e´ destacada
uma desvantagem deste me´todo: se ‖h(0)‖ for pequeno, o desempenho da estimativa
do canal e´ comprometido. E´ feita uma ana´lise de desempenho do estimador baseado
no me´todo de predic¸a˜o.
Slock e Papadias (Papadias & Slock, 1999) propo˜em te´cnicas para equalizac¸a˜o
autodidata baseadas em predic¸a˜o linear com a obtenc¸a˜o de equalizadores tanto ZF
como baseados no crite´rio EQM.
4.2.1 Me´todo Baseado em Predic¸a˜o Linear Progressiva
Em (Papadias & Slock, 1999), e´ descrito o seguinte procedimento para a obtenc¸a˜o
de um equalizador ZF de atraso 0 a partir de um problema de predic¸a˜o linear
progressiva.
O problema de predic¸a˜o considerado consiste em se obter uma estima-
tiva do vetor recebido u(k) a partir de uma combinac¸a˜o linear dos vetores
u(k − 1) . . . u(k − L+ 1) , ou seja, a partir dos componentes do vetor UL−1(k−
1). A estimativa pode ser escrita como:
uˆ(k) = AHL−1,1u(k − 1) + . . .+AHL−1,L−1u(k − L+ 1) =
= AHL−1UL−1 (k − 1)
(4.20)
onde AL−1 e´ a matriz P (L − 1) × P formada pelas L − 1 matrizes P × P com os
coeficientes de predic¸a˜o: AL−1 =
[
AHL−1,1 · · · AHL−1,L−1
]H
. O erro de predic¸a˜o
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progressiva – “forward” – e´ dado por
ef (k)
∣∣∣UL−1(k−1) = u (k)− uˆ (k) ∣∣∣UL−1(k−1) = [ IP −AHL−1 ] UL (k) (4.21)
A operac¸a˜o de predic¸a˜o linear progressiva esta´ ilustrada na Figura 4.1.
u(k)
AL-1
Σ ef(k)
+
-
z-1
Figura 4.1: Predic¸a˜o linear progressiva
A matriz P ×P com a variaˆncia do erro de predic¸a˜o progressiva e´ definida como:
σ2ef = E
[
ef (k) e
H
f (k)
]
=
[
IP −AHL−1
]
RUL (k)
[
IP −AHL−1
]H
(4.22)
sendo a matriz de autocorrelac¸a˜o do vetor de sinal recebido dada por RUL (k) =
E
[
UL (k)U
H
L (k)
]
. A minimizac¸a˜o da variaˆncia do erro de predic¸a˜o conduz ao
seguinte problema de otimizac¸a˜o:
min
AL−1
[
IP −AHL−1
]
RUL (k)
[
IP −AHL−1
]H
= σ2ef (4.23)
o que resulta, pelas equac¸o˜es de Yule-Walker, em[
IP −AHL−1
]
RUL (k) =
[
σ2ef 0P · · · 0P
]
(4.24)
A matriz de correlac¸a˜o apresenta estrutura de Toeplitz; portanto, pode ser par-
ticionada da seguinte forma:[
IP −AHL−1
] · [ r0 r
rH RUL−1
]
=
[
σ2ef 0P · · · 0P
]
(4.25)
Finalmente, chegamos a`s equac¸o˜es que permitem a obtenc¸a˜o dos coeficientes de
predic¸a˜o e da variaˆncia do erro de predic¸a˜o a partir das estat´ısticas de segunda
ordem do sinal recebido: {
σ2ef = r0 − r
(
RUL−1
)−1
rH
AL−1 =
(
RUL−1
)−1
rH
(4.26)
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Agora, obte´m-se a expressa˜o do equalizador Zero Forcing – ZF com atraso de
equalizac¸a˜o zero; a derivac¸a˜o e´ feita para o caso ideal sem ru´ıdo aditivo. Para tanto,
a equac¸a˜o (3.50) e´ reescrita aqui, por convenieˆncia:
UL (k) =HLXL+N−1 (k) (4.27)
A estimac¸a˜o do erro de predic¸a˜o em termos de UL−1(k− 1) passa a ser feita em
termos de XL+N−2(k − 1):
ef (k)
∣∣∣UL−1(k−1) = ef (k) ∣∣∣XL+N−2(k−1) =
= u (k)− uˆ (k)
∣∣∣XL+N−2(k−1) =
=
N−1∑
i=0
h (i)x (k − i)−
N−1∑
i=0
h (i) xˆ (k − i)
∣∣∣XL+N−2(k−1) =
= h (0) x˜ (k)
∣∣∣XL+N−2(k−1)
(4.28)
sendo x˜(k) o erro de predic¸a˜o ao se estimar x(k) com as amostras do vetor
XL+N−2(k − 1).
Substituindo o u´ltimo membro de (4.28) na expressa˜o de esperanc¸a matema´tica
de (4.22), obte´m-se:
σ2ef = σ
2
x˜h (0)h
H (0) (4.29)
Com o conhecimento da variaˆncia do sinal de entrada, pode-se chegar ao vetor
de coeficientes h (0) P × 1, a menos de uma constante.
Considera-se o problema de predic¸a˜o para os s´ımbolos recebidos:
xˆ (k)
∣∣∣XL+N−2(k−1) = QHL+N−2XL+N−2 (k − 1) (4.30)
x˜ (k)
∣∣∣XL+N−2(k−1) = [ 1 −QHL+N−2 ]XL+N−1 (k) (4.31)[
1 −QHL+N−2
]
RXL+N−1 = σ
2
x˜
[
1 0 · · · 0 ] (4.32)
Combinando (4.21),(4.27),(4.28) e (4.31), vem:[
IP −AHL−1
]HL = h (0) [ 1 −QHL+N−2 ] (4.33)
Considera-se apenas o caso em que a sequ¨eˆncia de entrada e´ descorrelacionada:
RXL+N−1 = σ
2
xIL+N−1. Substituindo em (4.32), vem
QL+N−2 = 0L+N−2×1 , σ2x˜ = σ
2
x (4.34)
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Combinando (4.34) e (4.33), chega-se a:[
IP −AHL−1
]HL = h (0) [ 1 0 · · · 0 ] (4.35)
Pode-se notar que:
hH (0)
‖h (0)‖2
[
IP −AHL−1
]HL = [ 1 0 · · · 0 ] (4.36)
O termo mais a` direita de (4.36) e´ de fato a resposta combinada canal-equalizador
ideal na auseˆncia de ru´ıdo aditivo, com atraso de equalizac¸a˜o d = 0. Logo, identifica-
se a fo´rmula do equalizador ZF com atraso zero, atrave´s de predic¸a˜o linear:
FL,0 =
 IP
−AL−1
 h (0)
‖h (0)‖2 (4.37)
4.2.2 Me´todo Baseado em Preditores Progressivo e Regres-
sivo com Estrutura em Cascata
A estrate´gia descrita de forma sucinta na sec¸a˜o 4.2 conduz a um equalizador
com atraso de equalizac¸a˜o 0. No entanto, o ajuste do atraso de equalizac¸a˜o pode
melhorar o desempenho do equalizador, no sentido de permitir um erro quadra´tico
me´dio de regime menor.
Ale´m disso, a implementac¸a˜o do equalizador ZF de atraso 0 demonstrado an-
teriormente envolve a estimativa do vetor de coeficientes do canal h(0) (4.37). No
entanto, de acordo com (Papadias & Slock, 1999), o desempenho do equalizador
seria comprometido se os coeficientes a serem estimados fossem nulos ou de pequena
magnitude.
Torna-se interessante a escolha de uma outra estrate´gia capaz de acomodar um
atraso de equalizac¸a˜o varia´vel e realizar a estimativa de um outro vetor de coefi-
cientes de canal diferente de h(0). A seguir, sera˜o apresentados os passos para a
obtenc¸a˜o de um equalizador ZF de atraso arbitra´rio a partir da implementac¸a˜o de
uma estrutura de um preditor progressivo e um preditor regressivo em cascata, tal
como proposto por (Papadias & Slock, 1999).
Primeiro, retoma-se a equac¸a˜o (4.28), ou seja, a expressa˜o da predic¸a˜o linear
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progressiva a um passo, sendo x(k) uma sequ¨eˆncia descorrelacionada.
ef (k)
∣∣∣UL−1(k−1) = ef (k) ∣∣∣XL+N−2(k−1) =
=
N−1∑
i=0
h (i)x (k − i)−
N−1∑
i=0
h (i) xˆ (k − i)
∣∣∣XL+N−2(k−1) =
= h (0) x˜ (k)
∣∣∣XL+N−2(k−1) =
= h (0)x (k)
(4.38)
Para se obter o equalizador ZF com atraso d, deve-se partir para a predic¸a˜o
linear progressiva a df +1 passos (“multistep”), ou seja, predizer u(k) com base nas
amostras de ULf (k − df − 1):
ef (k) = u(k)−
[
AHLf ,1u(k − df − 1) + . . .+AHLf ,Lfu(k − df − Lf )
]
=
= u(k)−AHLfULf (k − df − 1)
(4.39)
Com a predic¸a˜o progressiva a df + 1 passos, a expressa˜o do erro de predic¸a˜o
progressiva em func¸a˜o dos coeficientes do canal e´:
ef (k)
∣∣∣∣ULf (k−df−1) = ef (k)
∣∣∣∣XLf+N−1(k−df−1) =
=
N−1∑
i=0
h (i)x (k − i)−
N−1∑
i=0
h (i) xˆ (k − i)
∣∣∣∣XLf+N−1(k−df−1) =
= h (0)x (k) + h (1) x (k − 1) + . . .+ h (df )x (k − df )
(4.40)
O erro de predic¸a˜o progressiva pode ser considerado como a sa´ıda de um canal
truncado, cujo comprimento de cada subcanal e´ df + 1. O sinal ef (k) pode ser
representado, enta˜o, por um “novo” sinal u (k):
u (k) =
df∑
i=0
h (i) x (k − i) (4.41)
Agora, e´ aplicada uma predic¸a˜o linear regressiva – “backward” – de ordem Mb
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ao sinal de erro de predic¸a˜o progressiva:
eb(k) = ef (k −Mb)−
[
BHMb,1ef (k) + . . .+B
H
Mb,Mb
ef (k −Mb + 1)
]
=
= ef (k −Mb)−BHMb

ef (k)
ef (k − 1)
...
ef (k −Mb + 1)
 (4.42)
Considerando a representac¸a˜o de (4.41) para o sinal ef (k), o erro de predic¸a˜o
regressiva pode ser descrito por:
eb (k) = u (k −Mb)− uˆ (k −Mb)
∣∣∣UMb (k)
= u (k −Mb)− uˆ (k −Mb)
∣∣∣∣XMb+df (k)
= h (0) x (k −Mb) + . . .+ h (df − 1)x (k −Mb − df + 1)+
= h (df )x (k −Mb − df )−
(
h (0) x (k −Mb)
∣∣∣∣XMb+df (k) + . . .
+ h (df − 1)x (k −Mb − df + 1)
∣∣∣∣XMb+df (k) + . . .
+ h (df )x (k −Mb − df )
∣∣∣∣XMb+df (k)
)
(4.43)
O sinal de erro de predic¸a˜o regressiva e´ dado por:
eb (k) = h (df )x (k − df −Mb) (4.44)
As operac¸o˜es de predic¸a˜o progressiva e regressiva esta˜o ilustradas na Figura 4.2.
A partir da figura, e´ poss´ıvel observar a cascata de preditores progressivo e regressivo.
Uma estimativa do vetor de coeficientes h (df ) pode ser calculada por um pro-
cedimento semelhante a (4.29):
σ2eb = σ
2
xh (df )h
H (df ) (4.45)
Para se chegar ao equalizador ZF, parte-se do erro ef (k) (4.39):
ef (k) = u(k)−AHLfULf (k − df − 1) =
=
[
IP 0P×P df −AHLf
]
ULf+df+1 (k)
(4.46)
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u(k)
ALf
Σ ef(k)
+
-
eb(k)
Σ
+
-
BMb
z-(df+1)
z-Mb
Figura 4.2: Cascata de preditores progressivo e regressivo
Da mesma forma, o erro eb (k) e´ dado por:
eb(k) = ef (k −Mb)−BHMb

ef (k)
ef (k − 1)
...
ef (k −Mb + 1)
 =
=
[ −BHMb IP ]
 ef (k)...
ef (k −Mb)
 =
=
[ −BHMb IP ]
 IP 0P×Pdf −A
H
Lf
0
. . . . . .
0 IP 0P×Pdf −AHLf
UL (k)
(4.47)
sendo L = df + Lf +Mb + 1. O termo (4.47) expressa a convoluc¸a˜o entre os filtros
de predic¸a˜o regressiva e de predic¸a˜o progressiva.
Finalmente, obte´m-se a expressa˜o do equalizador ZF de atraso d = df +Mb e
comprimento L = df + Lf +Mb + 1:
FL,d =

IP 0
0Pdf×P
. . .
...
−ALf IP
...
. . . 0Pdf×P
0 −ALf

 −BMb
IP
 h (df )
‖h (df )‖2
(4.48)
A soluc¸a˜o ZF (4.48) permite a recuperac¸a˜o do sinal transmitido x (k − d) =
x (k − df −Mb).
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Toda a deduc¸a˜o anterior foi feita a partir da suposic¸a˜o de um canal sem ru´ıdo
aditivo. Uma ana´lise do desempenho desta estrutura e´ feita em (Mannerkoski &
Taylor, 2001), com a deduc¸a˜o de uma expressa˜o que indica o erro em regime na
presenc¸a de ru´ıdo aditivo. A deduc¸a˜o e´ feita a partir da condic¸a˜o da ortogonalidade
entre o erro de predic¸a˜o progressivo ef (k) e o sinal de sa´ıda do canal u(k), que se
verifica quando o filtro de erro de predic¸a˜o progressiva e´ o´timo de acordo com o
crite´rio de mı´nimos quadrados.
Na auseˆncia de ru´ıdo aditivo, a sa´ıda do filtro de erro de predic¸a˜o progressiva
pode ser modelada como a sa´ıda de um canal truncado, ou seja, o preditor “mul-
tistep” atua no sentido de reduzir a interfereˆncia intersimbo´lica. Ao se considerar
a presenc¸a de ru´ıdo aditivo em u(k), observa-se que a sa´ıda do filtro de erro de
predic¸a˜o progressiva e´ acrescida de interfereˆncia intersimbo´lica residual e de ru´ıdo
colorido (Mannerkoski & Taylor, 2001).
4.3 Proposta de Derivac¸a˜o de Soluc¸a˜o ZF baseada
em Predic¸a˜o Linear
A estrate´gia descrita anteriormente para obtenc¸a˜o de uma soluc¸a˜o ZF de atraso
0 depende dos coeficientes de predic¸a˜o progressiva e tambe´m da matriz de variaˆncia
do erro de predic¸a˜o. A estrate´gia aqui proposta para obtenc¸a˜o de uma soluc¸a˜o ZF
de atraso 0 evita a necessidade de se estimar a matriz de covariaˆncia de erro de
predic¸a˜o, o que permite uma reduc¸a˜o na complexidade computacional envolvida.
A estrate´gia proposta consiste das seguintes etapas:
• obter os coeficientes de predic¸a˜o progressiva AL−1, de acordo com (4.26);
• fazer o primeiro coeficiente de cada subequalizador igual a 1:
f (0) =
[
1 1 . . . 1
]T
(4.49)
• finalmente, os demais coeficientes do equalizador sa˜o dados pela soma das
colunas da matriz de coeficientes de predic¸a˜o AL−1, tal como demonstrado
abaixo.
A expressa˜o do vetor de coeficientes do equalizador FL e´ repetida por con-
venieˆncia:
FL =
[
fH (0) fH (1) · · · fH (L− 1) ]H (4.50)
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A equac¸a˜o (4.35) tambe´m e´ repetida:[
IP −AHL−1
]HL = h (0) [ 1 0 · · · 0 ] (4.51)
Temos queAL−1 =
[
a0 a1 . . . aP−1
]
, sendo ap a p−e´sima coluna deAL−1.
Portanto, os coeficientes f (1) , . . . , f (L− 1) sa˜o dados pela soma das colunas de
AL−1 da seguinte forma:  f (1)...
f (L− 1)
 = − P−1∑
p=0
ap (4.52)
Ou ainda, [
fH (1) · · · fH (L− 1) ] = − P−1∑
p=0
aHp (4.53)
Podemos observar, a partir de (4.50),(4.49) e (4.52), que FL resulta da soma das
P colunas da matriz
[
IP
AL−1
]
. Ao identificarmos tal matriz no termo a` esquerda
de (4.51), podemos verificar a seguinte igualdade:
FHL,0HL =
[ (
P−1∑
p=0
hp (0)
)
0 · · · 0
]
(4.54)
sendo FL,0 um equalizador ZF a menos de uma constante.
Com relac¸a˜o ao procedimento descrito na Sec¸a˜o 4.2 para a obtenc¸a˜o de um
equalizador ZF, a proposta evita o ca´lculo da matriz variaˆncia do erro de predic¸a˜o
progressiva, necessa´ria para a estimativa de h(0) (4.29).
4.4 Discussa˜o
Este cap´ıtulo tratou das abordagens para equalizac¸a˜o autodidata a partir de
EO2, dentro da divisa˜o cla´ssica em me´todos de subespac¸os e me´todos de predic¸a˜o
linear. A discussa˜o sobre a abordagem de predic¸a˜o linear envolveu a deduc¸a˜o de
soluc¸o˜es ZF a partir de predic¸a˜o linear progressiva e tambe´m de uma combinac¸a˜o
de predic¸a˜o progressiva e regressiva com uma estrutura de preditores em cascata. E
ainda, apresentou-se uma proposta de obtenc¸a˜o de soluc¸a˜o ZF baseada na aborda-
gem de predic¸a˜o linear progressiva.
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O cap´ıtulo seguinte apresenta os algoritmos adaptativos de interesse inspirados
na abordagem de predic¸a˜o linear. E tambe´m, o comportamento do CMA em ambi-
ente multicanal e´ discutido.
56 CAPI´TULO 4. ME´TODOS DE SEGUNDA ORDEM
5
Algoritmos Adaptativos
No cap´ıtulo 4, foram abordadas as te´cnicas de identificac¸a˜o e equalizac¸a˜o auto-
didatas baseadas na decomposic¸a˜o em subespac¸os e na predic¸a˜o linear multicanal.
Um certo nu´mero de publicac¸o˜es recentes na literatura descreve verso˜es adaptativas
destes me´todos, sobretudo no que diz respeito a` abordagem de predic¸a˜o linear.
O algoritmo do mo´dulo constante (CMA), descrito na sec¸a˜o 2.3, tambe´m pode
ser empregado em um modelo multicanal. Dentre as interessantes propriedades que
decorrem desta aplicac¸a˜o, destaca-se a possibilidade de convergeˆncia global do CMA
na auseˆncia de ru´ıdo aditivo.
Neste cap´ıtulo, propo˜em-se duas te´cnicas adaptativas, sendo uma delas uma
versa˜o adaptativa da proposta apresentada na sec¸a˜o 4.3. Para situa´-las dentre os
trabalhos existentes na literatura, tais te´cnicas sa˜o aqui inseridas no contexto de
um apanhado geral de outras soluc¸o˜es de interesse baseadas em predic¸a˜o linear.
Discute-se tambe´m o comportamento do CMA em ambiente multicanal, a t´ıtulo de
comparac¸a˜o com os me´todos baseados em EO2.
57
58 CAPI´TULO 5. ALGORITMOS ADAPTATIVOS
5.1 Soluc¸o˜es Adaptativas baseadas em Predic¸a˜o
Linear
Em (Slock & Papadias, 1995) (Papadias & Slock, 1999), Papadias e Slock apre-
sentam a deduc¸a˜o de diversos equalizadores ZF. Estes trabalhos, no entanto, na˜o
envolviam a questa˜o da implementac¸a˜o adaptativa de tais soluc¸o˜es. Conforme ja´
comentado, ale´m do equalizador ZF de atraso 0, tais trabalhos tambe´m apresentam
a deduc¸a˜o de um equalizador ZF com atraso ajusta´vel a partir de uma cascata de
um preditor progressivo“multistep” e um preditor regressivo de um passo.
Uma outra forma de deduc¸a˜o de um equalizador ZF com atraso de equalizac¸a˜o
ajusta´vel e´ proposta em (Li & Fan, 2000), a partir da soluc¸a˜o de dois problemas de
predic¸a˜o. Esta refereˆncia apresenta a adaptac¸a˜o dos coeficientes de predic¸a˜o com
algoritmos LMS e RLS.
No presente trabalho, uma implementac¸a˜o adaptativa do preditor em cascata
(Slock & Papadias, 1995) (Papadias & Slock, 1999) poˆde enta˜o ser obtida, com base
nas estrate´gias de adaptac¸a˜o dos coeficientes de predic¸a˜o observadas em (Li & Fan,
2000).
Uma outra soluc¸a˜o ZF baseada em dois problemas de predic¸a˜o progressiva e´
proposta em (Li & Fan, 1999) (Li & Fan, 2001b) , a qual tambe´m realiza a adaptac¸a˜o
dos coeficientes de predic¸a˜o envolvidos por meio do algoritmo LMS ou do RLS.
Uma versa˜o do filtro de erro de predic¸a˜o em estrutura de trelic¸a em ambiente
multicanal e´ proposta em (Mannerkoski, 1999) (Mannerkoski & Taylor, 1999). E´
poss´ıvel demonstrar uma equivaleˆncia desta estrutura com soluc¸o˜es autodidatas ba-
seadas em predic¸a˜o linear multicanal.
5.1.1 Implementac¸a˜o Adaptativa de Soluc¸a˜o ZF de atraso 0
com Predic¸a˜o Multicanal Progressiva (Li & Fan, 2000)
A versa˜o adaptativa da soluc¸a˜o apresentada em (Slock, 1994) permite a ob-
tenc¸a˜o de uma estimativa de soluc¸a˜o ZF de atraso 0. A cada iterac¸a˜o do algoritmo
adaptativo, calculam-se os coeficientes do preditor progressivo multicanal e os coe-
ficientes do equalizador. Os coeficientes do preditor sa˜o adaptados recursivamente.
Tal adaptac¸a˜o pode ser realizada com o LMS ou com o RLS.
Ao se utilizar o LMS ou o RLS para a adaptac¸a˜o dos coeficientes do preditor, o
vetor de erro de predic¸a˜o progressiva multicanal ef (k) (4.21) faz as vezes do sinal de
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erro de estimac¸a˜o. E o vetor de amostras do sinal sobre o qual e´ realizada a predic¸a˜o
(4.20) e´ tomado como o sinal de “entrada” do algoritmo de adaptac¸a˜o.
Para se realizar a implementac¸a˜o adaptativa da soluc¸a˜o ZF, faz-se necessa´ria a
estimativa recursiva da matriz Ef (k) de variaˆncia do erro de predic¸a˜o progressiva
(4.22). Isto e´ feito da seguinte maneira:
Ef (k) = λEf (k − 1) + (1− λ)ef (k) eHf (k) (5.1)
A cada iterac¸a˜o, uma estimativa do vetor h (0) e´ obtida a partir da coluna de
Ef (k) com a maior norma (Li & Fan, 2000).
O procedimento para obtenc¸a˜o do algoritmo adaptativo correspondente esta´ re-
sumido na Tabela 5.1:
Tabela 5.1: Algoritmo adaptativo para obtenc¸a˜o de equalizador de atraso 0
— Inicializac¸a˜o: k = 0:
• Inicializar a estimativa da matriz variaˆncia de erro de predic¸a˜o: Ef (0) = δIP ,
sendo δ uma constante pequena;
— Para cada iterac¸a˜o k = 1, 2, 3 . . .
• Adaptar a matriz com os coeficientes de predic¸a˜o progressiva AL−1(k) e obter
o erro de predic¸a˜o progressiva ef (k) com o RLS ou com o LMS;
• Atualizar a estimativa de Ef (k) (5.1);
• Obter a estimativa hˆ(0) tomando-se a coluna de Ef (k) com a maior norma;
• calcular os coeficientes do equalizador FL,0 (k) como em (4.37), sendo h(0)
substitu´ıdo por sua estimativa hˆ(0). Nas iterac¸o˜es iniciais, o valor de
∥∥∥hˆ(0)∥∥∥
e´ pequeno. Assim, optou-se usar
∥∥∥hˆ(0)∥∥∥ ao inve´s de ∥∥∥hˆ(0)∥∥∥2 para o ca´lculo
do equalizador em (4.37), para evitar problemas de divergeˆncia.
A Figura 5.1 ilustra a etapa de obtenc¸a˜o adaptativa dos coeficientes do preditor
ALf e do vetor com o erro de predic¸a˜o progressiva ef .
60 CAPI´TULO 5. ALGORITMOS ADAPTATIVOS
u(k) Σ ef(k)
+
-
z-1
AL-1(k)
Figura 5.1: Adaptac¸a˜o do preditor de atraso 0
O apeˆndice A descreve com maiores detalhes a implementac¸a˜o do algoritmo
adaptativo correspondente a` soluc¸a˜o ZF de atraso 0 descrito na tabela 5.1.
5.1.2 Implementac¸a˜o Adaptativa da Proposta de Soluc¸a˜o
ZF de atraso 0, com Predic¸a˜o Multicanal Progressiva
A proposta de derivac¸a˜o de soluc¸a˜o ZF de atraso 0 apresentada na sec¸a˜o 4.3
tambe´m permite a derivac¸a˜o de uma versa˜o adaptativa, tal como a soluc¸a˜o ZF de
atraso 0 (Slock, 1994).
A implementac¸a˜o adaptativa segue a anterior, a` excec¸a˜o dos passos inter-
media´rios de obtenc¸a˜o recursiva da estimativa da matriz de variaˆncia de erro de
predic¸a˜o progressiva Ef (k) e obtenc¸a˜o da estimativa hˆ(0).
O procedimento para a derivac¸a˜o do algoritmo adaptativo e´ resumido na Tabela
5.2:
Pode-se observar que a implementac¸a˜o adaptativa da proposta de soluc¸a˜o ZF de
atraso 0 envolve uma complexidade computacional menor, uma vez que na˜o ha´ a
estimac¸a˜o recursiva da matriz de variaˆncia de erro de predic¸a˜o e os coeficientes do
equalizador sa˜o obtidos a cada iterac¸a˜o de uma forma mais simples que a apresentada
na subsec¸a˜o 5.1.1.
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Tabela 5.2: Versa˜o adaptativa da proposta de equalizador de atraso 0
— Inicializac¸a˜o: k = 0:
• Inicializar a estimativa da matriz variaˆncia de erro de predic¸a˜o: Ef (0) = δIP ,
sendo δ uma constante pequena;
— Para cada iterac¸a˜o k = 1, 2, 3 . . .
• Adaptar a matriz com os coeficientes de predic¸a˜o progressiva AL−1(k) e o erro
de predic¸a˜o progressiva ef (k) com o RLS ou com o LMS;
• Obter o equalizador ZF FL,0 diretamente a partir de (4.54).
5.1.3 Soluc¸a˜o ZF de atraso arbitra´rio a partir de um pro-
blema de Predic¸a˜o Progressiva e um de Predic¸a˜o Re-
gressiva (Li & Fan, 2000)
O algoritmo proposto em (Li & Fan, 2000) permite a obtenc¸a˜o de uma estimativa
de equalizador ZF de atraso arbitra´rio, a partir da combinac¸a˜o de dois problemas
de predic¸a˜o linear: predic¸a˜o progressiva e predic¸a˜o regressiva. A primeira etapa diz
respeito ao problema de predic¸a˜o progressiva: e´ obtido um equalizador ZF de atraso
0 de acordo com o esquema apresentado na subsec¸a˜o 5.1.1. A segunda etapa permite
a obtenc¸a˜o do equalizador ZF de atraso arbitra´rio d, a partir de um problema de
predic¸a˜o regressiva.
E´ definido o seguinte sinal de erro de predic¸a˜o regressiva sobre o sinal recebido:
Eb(k) = UL(k − d)−BHL (k)UL(k) (5.2)
E´ demonstrado em (Li & Fan, 2000) que a estimativa do equalizador ZF de atraso
arbitra´rio d pode ser obtida a partir da estimativa do equalizador ZF de atraso 0 e
da matriz com os coeficientes de predic¸a˜o regressiva BL:
FL,d(k) = BL(k)FL,0(k) (5.3)
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A implementac¸a˜o adaptativa e´ feita de tal forma que ambas as etapas empregam
ou o RLS ou o LMS para a adaptac¸a˜o dos coeficientes dos preditores.
O algoritmo descrito em (Li & Fan, 2000) pode ser resumido pela Tabela 5.3:
Tabela 5.3: Versa˜o adaptativa da soluc¸a˜o de atraso arbitra´rio a partir de predic¸a˜o
progressiva e regressiva
— Inicializac¸a˜o: k = 0:
• Inicializar a estimativa da matriz variaˆncia de erro de predic¸a˜o: Ef (0) = δIP ,
sendo δ uma constante pequena;
— Para cada iterac¸a˜o k = 1, 2, 3 . . .
• Obter a estimativa do equalizador ZF de atraso 0 conforme descrito anterior-
mente na subsec¸a˜o 5.1.1;
• Adaptar a matriz com os coeficientes de predic¸a˜o progressiva BL(k) e obter o
erro de predic¸a˜o progressiva Eb(k) com o RLS ou com o LMS;
• Calcular a estimativa do equalizador ZF de atraso d com (5.3)
Cabe notar que o procedimento correspondente a` soluc¸a˜o ZF de atraso 0 pode
ser simplificado utilizando-se o algoritmo proposto 5.1.2.
5.1.4 Soluc¸a˜o ZF de atraso arbitra´rio a partir de dois pro-
blemas de Predic¸a˜o Progressiva (Li & Fan, 1999)
O algoritmo proposto em (Li & Fan, 1999) permite a derivac¸a˜o de uma soluc¸a˜o
ZF de atraso arbitra´rio d envolvendo dois problemas de predic¸a˜o progressiva. Sa˜o
definidos dois sinais de erro de predic¸a˜o progressiva sobre o sinal recebido:
e1 (k) = UL (k)−AH1 UL (k − d) (5.4)
e2 (k) = UL (k)−AH2 UL (k − d− 1) (5.5)
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Sa˜o definidos ainda dois outros sinais de erro:
e3 (k) = UL (k)− e2 (k) (5.6)
e4 (k) = e2 (k)− e1 (k) (5.7)
A matriz de convoluc¸a˜o do canal e´ dividida em:
HL =
[
H1 H2 H3
]
(5.8)
de tal modo que H2 corresponda ao vetor de correlac¸a˜o cruzada p, tal como em
(3.51):
H2 =
[
01×P · · · 01×P hH (N − 1) · · · hH (0) 01×P · · · 01×P
]H
=
=
1
σ2x
p
(5.9)
O sinal recebido tambe´m pode ser dividido:
UL (k) =HLXL+N−1 (k) =
[
H1 H2 H3
]  Xd (k)x (k − d)
XL+N−d−2 (k − d− 1)
 (5.10)
E´ poss´ıvel demonstrar as seguintes igualdades:
e1 (k) = H1Xd (k) (5.11)
e3 (k) = H3XL+N−d−2 (k − d− 1) (5.12)
e4 (k) = H2 x (k − d) (5.13)
Definem-se as seguintes matrizes:
E1 (k) = E
[
e1 (k) e1 (k)
H
]
= σ2xH1H
H
1 (5.14)
E3 (k) = E
[
e3 (k) e3 (k)
H
]
= σ2xH3H
H
3 (5.15)
E4 (k) = E
[
e4 (k) e4 (k)
H
]
= σ2xH2H
H
2 (5.16)
Com isto, e´ poss´ıvel deduzir a expressa˜o do equalizador ZF de atraso d. A partir
de E4 (k), pode ser obtida uma estimativa do vetor H2. Tal estimativa e´ dada pelo
vetor LP × 1 l, o vetor de E4 (k) com a maior norma.
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O problema envolve enta˜o a minimizac¸a˜o da seguinte expressa˜o:
min
FL
FHLE1 (k)FL + F
H
LE3 (k)FL + α
∥∥lHFL − 1∥∥2 (5.17)
sendo α uma constante.
Para a implementac¸a˜o adaptativa desta proposta, e´ necessa´rio calcular a estima-
tiva das matrizes com as variaˆncias dos sinais de erro a cada iterac¸a˜o, o que tambe´m
pode ser feito de uma forma recursiva:
Ei (k) = λEi (k − 1) + (1− λ) ei (k) eHi (k) , i = 1, 3, 4 (5.18)
A exemplo das propostas anteriores, as matrizes com os coeficientes de predic¸a˜o
A1 (k) e A2 (k) podem ser adaptadas a cada iterac¸a˜o tanto com o LMS quanto com
o RLS.
Nesta proposta, os coeficientes do equalizador tambe´m sa˜o adaptados recursi-
vamente a cada iterac¸a˜o. Nas propostas anteriores, apenas os coeficientes dos pre-
ditores sa˜o adaptados, enquanto o equalizador e´ “recalculado” a cada iterac¸a˜o. A
expressa˜o de adaptac¸a˜o dos coeficientes do equalizador ZF pode ser obtida de duas
formas distintas – com o uso das matrizes Ei(k) (5.19) ou com as suas aproximac¸o˜es
instantaˆneas (5.20):
FL (k) = FL (k − 1)− µ [E1 (k)FL (k − 1) + E3 (k)FL (k − 1)+
+α
(
lH (k)F (k − 1)− 1) l (k)] (5.19)
FL (k) = FL (k − 1)− µ
[
e1 (k) e
H
1 (k)FL (k − 1) + e3 (k) eH3 (k)FL (k)+
+α
(
lH (k)F (k − 1)− 1) l (k)] (5.20)
O procedimento para a implementac¸a˜o do algoritmo adaptativo correspondente
pode ser enta˜o resumido de acordo com a Tabela 5.4
5.1.5 Soluc¸a˜o ZF baseada na Estrutura de Trelic¸a (Manner-
koski & Koivunen, 2000)
O algoritmo adaptativo baseado na estrutura de trelic¸a (Mannerkoski, 1999),
(Mannerkoski & Koivunen, 2000) fornece uma soluc¸a˜o ZF de atraso 0 (4.37).
Considera-se uma trelic¸a de L− 1 esta´gios, sendo L o comprimento do equalizador
equivalente. Os vetores com os erros de predic¸a˜o progressiva ef,m (k) e regressiva
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Tabela 5.4: Versa˜o adaptativa da soluc¸a˜o de atraso arbitra´rio a partir de dois pro-
blemas de predic¸a˜o progressiva
— Inicializac¸a˜o: k = 0:
• Ei (0) = δIP , i = 1, 3, 4; sendo δ uma constante pequena;
— Para cada iterac¸a˜o k = 1, 2, 3 . . .
• Adaptar as matrizes com os coeficientes de predic¸a˜o A1(k) e A2(k) e obter os
erros e1(k) e e2(k) com o LMS ou com o RLS;
• Calcular os erros e3(k) (5.6) e e4(k) (5.7);
• Atualizar as matrizes Ei (k) , i = 1, 3, 4 (5.18);
• Obter o vetor l(k) a partir da coluna de E4(k) com a maior norma;
• Adaptar os coeficientes do equalizador FL(k) com (5.19) ou (5.20).
eb,m (k) correspondentes ao m−e´simo esta´gio da trelic¸a sa˜o calculados de acordo
com o seguinte conjunto de equac¸o˜es:
ef,m (k) = kf,m (k) eb,m−1 (k − 1) + ef,m−1 (k)
eb,m (k) = kb,m (k) ef,m−1 (k) + eb,m−1 (k)
m = 1, . . . , L− 1 (5.21)
Nas equac¸o˜es (5.21), as matrizes (P × P ) kf,m (k) e kb,m (k) sa˜o, respectivamente,
as matrizes com os coeficientes de reflexa˜o progressiva e regressiva do m−e´simo
esta´gio da trelic¸a. A inicializac¸a˜o da trelic¸a a cada iterac¸a˜o e´ ef,0 = eb,0 = u (k).
A estimativa do vetor de coeficientes do canal h(0) e´ feita atrave´s de um procedi-
mento de “eigen-pair tracking”. O primeiro esta´gio da trelic¸a e´ ilustrado na Figura
5.2.
A estrutura fornece a estimativa da sa´ıda do equalizador ZF de atraso 0:
xˆ (k) =
hˆ (0)∥∥∥hˆ (0)∥∥∥ef,L−1 (k) (5.22)
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eb,0(k)
ef,1(k)
eb,1(k)
kf,1(k)
Figura 5.2: Esta´gio da estrutura de trelic¸a
Cabe notar que a estrutura de trelic¸a na˜o fornece diretamente os coeficientes de
predic¸a˜o AL−1 (4.37).
5.1.6 Proposta de Implementac¸a˜o Adaptativa da Cascata
de Preditores
A estrutura de cascata de preditores progressivo e regressivo (Slock, 1994), (Pa-
padias & Slock, 1999) permite a obtenc¸a˜o de uma soluc¸a˜o ZF de atraso de equa-
lizac¸a˜o arbitra´rio, o que pode ser uma vantagem em relac¸a˜o a` soluc¸a˜o ZF de atraso
0. Propo˜e-se enta˜o uma versa˜o adaptativa de tal estrutura. A cada iterac¸a˜o, as
matrizes ALf (k) BMb(k) sa˜o adaptadas com o RLS ou com o LMS.
A implementac¸a˜o adaptativa requer a estimativa recursiva da matriz com a
variaˆncia do erro de predic¸a˜o regressiva (4.45):
Eb (k) = λEb (k − 1) + (1− λ)eb (k) eHb (k) (5.23)
A cada iterac¸a˜o, a estimativa hˆ (df ) e´ obtida a partir da coluna de Eb(k) com a
maior norma.
O algoritmo adaptativo e´ resumido na Tabela 5.5.
Por fim, uma ilustrac¸a˜o da obtenc¸a˜o dos preditores de forma adaptativa e dos
erros de predic¸a˜o progressiva e regressiva e´ dada pela Figura 5.3.
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Tabela 5.5: Proposta de implementac¸a˜o adaptativa de cascata de preditores
— Inicializac¸a˜o: k = 0:
• Inicializar a estimativa da matriz variaˆncia de erro de predic¸a˜o regressiva:
Eb (0) = δIP , sendo δ uma constante pequena;
— Para cada iterac¸a˜o k = 1, 2, 3 . . .
• Adaptar a matriz com os coeficientes de predic¸a˜o progressiva ALf (k) e obter
o erro de predic¸a˜o progressiva ef (k) com o RLS ou com o LMS;
• Realizar a predic¸a˜o regressiva sobre ef (k), com a atualizac¸a˜o de BMb(k) e do
erro de predic¸a˜o regressiva eb(k);
• Atualizar a estimativa de Eb (k) (5.23);
• Obter a estimativa hˆ(df ) a partir da coluna de Eb (k) com a maior norma
(4.45);
• calcular os coeficientes do equalizador FL,d (k) como em (4.48), sendo h(df )
substitu´ıdo por sua estimativa hˆ(df ). Tambe´m neste caso, o termo
∥∥∥hˆ(df )∥∥∥2
e´ substitu´ıdo por
∥∥∥hˆ(df )∥∥∥ no sentido de evitar problemas de divergeˆncia na
implementac¸a˜o adaptativa do algoritmo.
z-Mb
eb(k)
Σ
+
-
BMb(k)
u(k) Σ ef(k)
+
-
z-(df+1)
ALf(k)
Figura 5.3: Adaptac¸a˜o da cascata de preditores progressivo e regressivo
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5.2 CMA em Equalizac¸a˜o Multicanal
A expressa˜o de atualizac¸a˜o do vetor de coeficientes do CMA (2.34) pode ser
reescrita para o caso multicanal:
FL (k + 1) = FL (k) + µUL (k)
(
R2 − |y (k)|2
)
y∗ (k) (5.24)
Inicialmente, o estudo do CMA em equalizadores fraciona´rios era pautado pelas
caracter´ısticas geralmente atribu´ıdas a estes equalizadores, tais como menor sensibi-
lidade a` amplificac¸a˜o de ru´ıdo. Recentemente, a considerac¸a˜o do modelo multicanal
associado a` operac¸a˜o de superamostragem tornou poss´ıvel determinar outras carac-
ter´ısticas do comportamento do CMA. A ana´lise do comportamento do CMA em
ambiente multicanal ocorre na literatura paralelamente ao desenvolvimento de es-
trate´gias de identificac¸a˜o de canal e equalizac¸a˜o autodidatas a partir de EO2 de
acordo com a abordagem multicanal.
A principal caracter´ıstica associada ao uso do CMA em ambiente multicanal
e´ a possibilidade de convergeˆncia global, dentro de determinadas condic¸o˜es ideais.
Essencialmente, a convergeˆncia global para o CMA e´ a contrapartida do resultado
de equalizac¸a˜o perfeita obtido pela Identidade de Bezout: na auseˆncia de ru´ıdo
aditivo e dado que os subcanais na˜o tenham zeros em comum e que a condic¸a˜o
sobre o comprimento do subequalizador seja atendida, todos os pontos de mı´nimo
da superf´ıcie de erro da func¸a˜o de custo CM correspondem a soluc¸o˜es ZF.
Cabe notar que, para um equalizador fraciona´rio, a soluc¸a˜o ZF pode ser atingida
para equalizadores de comprimento finito. Por outro lado, para equalizadores a` taxa
de s´ımbolo, o comprimento do equalizador deve tender a infinito para que possa se
aproximar de uma soluc¸a˜o ZF.
A seguir, sera˜o destacadas as contribuic¸o˜es de alguns trabalhos na literatura a
este respeito.
Em (Li & Ding, 1996), e´ apresentada uma prova da convergeˆncia global do CMA.
E´ demonstrado que todas as soluc¸o˜es poss´ıveis para o equalizador de acordo com
o crite´rio CM sa˜o mı´nimos globais, dadas as condic¸o˜es comentadas mais acima. A
ana´lise e´ baseada na correspondeˆncia entre o equalizador e a resposta combinada
canal-equalizador.
Uma breve considerac¸a˜o foi feita quanto a` presenc¸a de ru´ıdo aditivo, o que repre-
senta uma violac¸a˜o a uma das condic¸o˜es estabelecidas para a obtenc¸a˜o de equaliza-
dores ZF: afirma-se que, para quantidades “modestas” de ru´ıdo, os pontos de mı´nimo
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do CMA ainda permaneceriam pro´ximos aos correspondentes para a situac¸a˜o ideal
sem ru´ıdo.
A discussa˜o a respeito da convergeˆncia global do CMA e´ ampliada em (Ding,
1997). Sa˜o introduzidos os conceitos de pontos de equil´ıbrio associados a`s func¸o˜es de
custo dos diferentes algoritmos de Bussgang. Tais pontos de equil´ıbrio sa˜o divididos
em dependentes do canal e dependentes do algoritmo. Estes u´ltimos se relacionam
a` func¸a˜o de custo correspondente ao algoritmo de Bussgang. O CMA na˜o apresenta
pontos de equil´ıbrio insta´veis dependentes do algoritmo.
Uma vez respeitadas as condic¸o˜es para equalizac¸a˜o perfeita, o CMA na˜o apre-
senta pontos de equil´ıbrio dependentes do canal. Para fontes de mo´dulo constante,
todos os pontos de equil´ıbrio do algoritmo correspondem a mı´nimos globais.
As relac¸o˜es entre os equalizadores obtidos a partir do crite´rio CM e os obtidos a
partir do crite´rio EQM (ou soluc¸o˜es de Wiener) sa˜o investigadas em (Zeng et al.,
1998) para o caso multicanal. E´ considerado como exemplo o modelo de 2 subcanais
– P = 2. A ana´lise e´ feita com base em uma abordagem geome´trica.
Basicamente, a ide´ia consiste em definir uma regia˜o na superf´ıcie da func¸a˜o custo
CM de tal maneira que esta regia˜o apresente pelo menos um mı´nimo local. Define-
se uma soluc¸a˜o de Wiener que esteja pro´xima a esta regia˜o. E´ poss´ıvel demonstrar
com base na abordagem geome´trica que o vetor correspondente ao mı´nimo da func¸a˜o
CM e´ uma aproximac¸a˜o do vetor correspondente a` soluc¸a˜o de Wiener. Sa˜o derivados
limites para a localizac¸a˜o dos mı´nimos associados a` func¸a˜o de custo CM.
Outros trabalhos baseados na abordagem geome´trica sa˜o (Gu & Tong, 1999) e
(Zeng et al., 1999), nos quais as associac¸o˜es entre as soluc¸o˜es do crite´rio CM e as
soluc¸o˜es de Wiener sa˜o ampliadas.
Em (Johnson et al., 1998), os resultados presentes na literatura a respeito da
utilizac¸a˜o do CMA em um equalizador fraciona´rio sa˜o organizados na forma de
um tutorial. Este tutorial examina as condic¸o˜es sob as quais ocorre a equalizac¸a˜o
perfeita, tanto para o equalizador fraciona´rio como para o equalizador a` taxa de
s´ımbolo. Discutem-se os efeitos causados pela violac¸a˜o destas condic¸o˜es. A ana´lise
empregada pelo tutorial esta´ fortemente atrelada a` visualizac¸a˜o da superf´ıcie de erro
da func¸a˜o custo CM para um caso de 2 subcanais.
Dentro de certas condic¸o˜es ideais, a minimizac¸a˜o do crite´rio CM equivale a` equa-
lizac¸a˜o perfeita - crite´rio ZF. Tais condic¸o˜es sa˜o as seguintes:
• condic¸a˜o sobre o comprimento do equalizador: para o equalizador a` taxa de
s´ımbolo, o comprimento deve tender a infinito; para o equalizador fraciona´rio,
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a condic¸a˜o sobre o comprimento de cada subequalizador e´ a colocada em (3.59);
• auseˆncia de ru´ıdo aditivo;
• condic¸a˜o sobre os zeros da func¸a˜o de transfereˆncia associada ao canal: para o
equalizador a` taxa de s´ımbolo, tal condic¸a˜o impo˜e auseˆncia de zeros sobre o
c´ırculo unita´rio (nulos espectrais); para o caso fraciona´rio, vale a restric¸a˜o de
na˜o ocorreˆncia de zeros em comum entre os subcanais;
• o sinal emitido pela fonte deve ser de me´dia zero, branco, de mo´dulo constante
e subgaussiano.
Novamente, observa-se que e´ poss´ıvel obter uma soluc¸a˜o ZF com equalizadores
de comprimento finito para o caso fraciona´rio – multicanal.
O efeito das violac¸o˜es das condic¸o˜es para equalizac¸a˜o perfeita e´ discutido com o
aux´ılio da superf´ıcie de erro associada a` func¸a˜o de custo CM. A utilizac¸a˜o de fontes
que na˜o possuem mo´dulo constante – por exemplo, uma constelac¸a˜o 16-QAM –
provocaria um “achatamento” e uma “elevac¸a˜o” da superf´ıcie de erro, o que implica
uma menor velocidade de convergeˆncia e um maior erro quadra´tico me´dio associado.
A presenc¸a de ru´ıdo aditivo, por sua vez, causaria uma “deformac¸a˜o” da su-
perf´ıcie de erro no sentido de afastar os pontos de mı´nimo da posic¸a˜o correspondente
aos mı´nimos “ideais”. Assim, na˜o haveria mais uma equivaleˆncia perfeita entre os
mı´nimos do crite´rio CM e as soluc¸o˜es de Wiener; entretanto, os mı´nimos do crite´rio
CM ainda poderiam ser considerados “pro´ximos” a`s soluc¸o˜es de Wiener e o seu de-
sempenho no que diz respeito ao erro quadra´tico apo´s a convergeˆncia poderia ser de
certa forma comparado ao erro quadra´tico me´dio mı´nimo fornecido pela soluc¸a˜o de
Wiener.
E quanto a` violac¸a˜o da condic¸a˜o sobre os zeros dos subcanais, coloca-se que isto
pode acarretar uma maior sensibilidade a ru´ıdo e outras violac¸o˜es das condic¸o˜es de
convergeˆncia global. No caso em que os diversos subcanais apresentam um zero em
comum, os subequalizadores combinam-se com a parte “na˜o-comum” dos subcanais
no sentido de formar uma aproximac¸a˜o a` resposta inversa da componente comum
aos subcanais.
Dentre os va´rios pontos discutidos em (Johnson et al., 1998), coloca-se a
existeˆncia de pontos de sela associados a` superf´ıcie de erro, o que e´ apontado como
uma poss´ıvel causa da baixa velocidade de convergeˆncia normalmente atribu´ıda ao
CMA. E ainda, formula-se uma conjectura acerca da relac¸a˜o entre as soluc¸o˜es que
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podem ser obtidas pelo CMA e as soluc¸o˜es de Wiener: as poss´ıveis soluc¸o˜es obtidas
pelo CMA seriam as melhores em um sentido de mı´nimos quadrados.
Por fim, uma outra questa˜o discutida em (Johnson et al., 1998) diz respeito a`
caracter´ıstica de robustez do CMA frente a`s violac¸o˜es das condic¸o˜es de convergeˆncia
global. Por exemplo, na presenc¸a de ru´ıdo aditivo, a soluc¸a˜o atingida pelo CMA
estaria em certo sentido “pro´xima” a` soluc¸a˜o de Wiener correspondente.
Os resultados de simulac¸a˜o apresentados nesta dissertac¸a˜o relativos ao CMA
em ambiente multicanal verificara˜o o desempenho deste algoritmo com relac¸a˜o ao
erro quadra´tico me´dio atingido em situac¸a˜o de convergeˆncia na presenc¸a de ru´ıdo
aditivo e com a utilizac¸a˜o de uma fonte que na˜o apresenta a caracter´ıstica de mo´dulo
constante.
5.3 Discussa˜o
Este cap´ıtulo apresentou duas te´cnicas adaptativas propostas baseadas em
predic¸a˜o linear multicanal. Uma destas te´cnicas corresponde a` proposta de im-
plementac¸a˜o adaptativa de uma estrutura de preditores progressivo e regressivo em
cascata, enquanto a outra te´cnica e´ uma versa˜o adaptativa da proposta de soluc¸a˜o
ZF apresentada anteriormente. Outras te´cnicas de interesse inspiradas na aborda-
gem de predic¸a˜o linear tambe´m foram apresentadas. E ainda, o comportamento do
CMA em ambiente multicanal foi discutido, com o destaque para a sua caracter´ıstica
de convergeˆncia global.
Ale´m das soluc¸o˜es aqui discutidas, existem outras soluc¸o˜es poss´ıveis baseadas
em EO2, dentre as quais destacamos a apresentada em (Gesbert et al., 1997) e
as relativas a` minimizac¸a˜o da variaˆncia de sa´ıda do equalizador (Xu & Tsatsanis,
1999).
Em (Gesbert et al., 1997), e´ apresentada uma te´cnica baseada no uso de va´rios
equalizadores ZF, cada qual com um atraso de equalizac¸a˜o diferente, de modo que
a sa´ıda de um filtro atue como o sinal de treinamento de outro (MRE - “mutually
referenced equalizers”). O problema pode ser modificado de modo a acomodar a
minimizac¸a˜o de um crite´rio quadra´tico. A considerac¸a˜o de uma restric¸a˜o linear per-
mite a resoluc¸a˜o do problema de acordo com te´cnicas de predic¸a˜o linear. Uma cr´ıtica
que pode ser apresentada a` te´cnica MRE diz respeito a` elevada complexidade com-
putacional envolvida, devida ao grande nu´mero de paraˆmetros a serem adaptados,
uma vez que sa˜o considerados va´rios filtros conjuntamente.
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Uma outra soluc¸a˜o poss´ıvel (Xu & Tsatsanis, 1999) envolve a minimizac¸a˜o da
variaˆncia de sa´ıda do equalizador sujeita a restric¸o˜es. Nesta refereˆncia, sa˜o derivadas
te´cnicas de adaptac¸a˜o do tipo gradiente estoca´stico e baseadas no RLS.
O cap´ıtulo 6 discute o desempenho de algoritmos autodidatas a partir de resul-
tados de simulac¸a˜o, os quais se restringem a`s te´cnicas compreendidas nas sec¸o˜es 5.1
e 5.2.
6
Desempenho de Algoritmos Adaptativos
Autodidatas em Equalizac¸a˜o Multicanal
Neste cap´ıtulo, sa˜o exibidos e analisados os resultados de simulac¸a˜o referentes ao
desempenho dos algoritmos adaptativos de equalizac¸a˜o autodidata em dois exemplos
de ambiente multicanal. O primeiro exemplo apresenta uma estrutura multicanal
que pode ser associada a` superamostragem. O segundo exemplo leva em conta o
modelo associado a` recepc¸a˜o por arranjo de antenas com um canal de multipercursos.
E´ considerado o caso em que os atrasos dos percursos sa˜o mu´ltiplos do intervalo de
s´ımbolo, o que torna interessante a utilizac¸a˜o do arranjo de antenas em combinac¸a˜o
com a superamostragem.
A deduc¸a˜o das estrate´gias que envolvem a predic¸a˜o linear multicanal supo˜e a
auseˆncia de ru´ıdo aditivo, ou seja, todas conduzem a soluc¸o˜es ZF. Assim, uma das
questo˜es principais relativas ao desempenho das respectivas verso˜es adaptativas e´
a robustez destas a` presenc¸a de ru´ıdo aditivo. Quanto a` utilizac¸a˜o do CMA em
equalizac¸a˜o multicanal, os resultados permitem verificar o seu desempenho frente a
violac¸o˜es das condic¸o˜es de convergeˆncia global, principalmente no que diz respeito
a` presenc¸a de ru´ıdo aditivo e ao uso de fonte que na˜o apresenta mo´dulo constante.
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6.1 Equalizac¸a˜o de Estrutura Multicanal
Esta sec¸a˜o traz alguns resultados representativos de simulac¸a˜o relativos aos al-
goritmos autodidatas estudados na equalizac¸a˜o de dois subcanais. Primeiramente, o
desempenho da versa˜o adaptativa da proposta de soluc¸a˜o ZF de atraso 0 (subsec¸a˜o
5.1.2) e´ comparado com o da versa˜o que leva em conta a estimac¸a˜o da variaˆncia do
erro de predic¸a˜o progressiva (subsec¸a˜o 5.1.1). Em seguida, a influeˆncia do atraso de
equalizac¸a˜o e´ verificada com a utilizac¸a˜o da versa˜o adaptativa da cascata de predi-
tores (subsec¸a˜o 5.1.6). Tambe´m sa˜o verificados os demais algoritmos que permitem
o atraso de equalizac¸a˜o varia´vel (subsec¸o˜es 5.1.3 e 5.1.4), assim como o algoritmo
derivado da estrutura de trelic¸a (subsec¸a˜o 5.1.5). Por fim, sa˜o apresentados os re-
sultados relativos ao CMA.
6.1.1 Paraˆmetros de Simulac¸a˜o
A sequ¨eˆncia transmitida de s´ımbolos equ¨iprova´veis e independentes foi obtida de
uma constelac¸a˜o 16-QAM de variaˆncia unita´ria. A estrutura consiste de 2 subcanais
– P = 2, cada um dos quais de comprimento N = 4.
Os zeros associados aos dois 2 subcanais sa˜o dados a seguir pela Tabela 6.1.
Zeros dos subcanais
H0(z) H1(z)
-0,5000 + j0,6000 -1,2461 + j0,5077
0,9000 - j0.8000 1,2614 + j1,0880
0,3000 - j0,6000 0,4848 + j0,2793
Tabela 6.1: Zeros dos subcanais
O comprimento de cada subequalizador e´ feito L = 8. E´ considerado ru´ıdo
aditivo complexo com distribuic¸a˜o gaussiana em todas as simulac¸o˜es, com relac¸o˜es
sinal-ru´ıdo – SNR – variando entre 10 e 40 dB. A SNR e´ medida em relac¸a˜o ao sinal
transmitido. Para cada valor de SNR, e´ realizada uma simulac¸a˜o Monte Carlo com
50 ensaios.
Para cada valor de SNR empregado, os coeficientes dos subcanais sa˜o normaliza-
dos (Endres, 1997), (Pozidis et al., 1999) de forma que a variaˆncia do sinal a` sa´ıda
do canal, σ2 = hHhσ
2
x
P
+ σ2V (antes da adic¸a˜o do ru´ıdo gaussiano), seja igual a um.
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Desta maneira, com σ2x = 1, vem:
hHh = P
(
1− σ2V
)
(6.1)
Por exemplo, os coeficientes dos subcanais normalizados para uma SNR de 25
dB sa˜o dados pela Tabela 6.2:
ı´ndice do coeficiente i h0(i) h1(i)
0 0,4219 0,3375
1 -0,2953 + j0,3375 -0,1688 - j0,6329
2 0,0127 + j0,2700 -0,8649 + j0,0211
3 -0,2418 - j0,1114 0,2801 + j0,3173
Tabela 6.2: Coeficientes do canal normalizados para SNR = 25 dB
O diagrama de zeros dos subcanais da estrutura considerada esta´ na Figura
6.1. Os zeros do primeiro subcanal sa˜o representados por ◦ e os zeros do segundo
subcanal sa˜o representados por ∗.
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Figura 6.1: Diagrama de zeros de estrutura multicanal
As curvas de erro quadra´tico me´dio sa˜o obtidas a partir de uma me´dia de 50
realizac¸o˜es da curva de erro quadra´tico entre o sinal transmitido x(k−d) e o sinal re-
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cuperado pelo equalizador xˆ (k − d), obtido apo´s a aplicac¸a˜o de controle automa´tico
de ganho e correc¸a˜o de fase em y(k).
As operac¸o˜es de controle automa´tico de ganho e correc¸a˜o de fase implementadas
nas simulac¸o˜es sa˜o descritas com maiores detalhes no apeˆndice B.
A evoluc¸a˜o da curva de EQM permite avaliar a velocidade de convergeˆncia do
algoritmo autodidata. O valor final de EQM ao final de 30000 iterac¸o˜es e´ exibido
nas curvas EQM × SNR. Para as curvas do CMA, o nu´mero de iterac¸o˜es em cada
realizac¸a˜o foi aumentado para 60000 e o valor de EQM ao final destas 60000 iterac¸o˜es
e´ tomado para as curvas EQM × SNR.
Para alguns casos, tambe´m sera´ exibida a curva de interfereˆncia intersimbo´lica
residual. Esta quantidade e´ calculada da seguinte forma:
IIS =
N+L−2∑
i=0
|c(i)|2 −max|c(i)|2
max|c(i)|2 (6.2)
sendo c(i), i = 0, . . . , N + L − 2 o i−e´simo elemento da resposta combinada canal-
equalizador c. Na auseˆncia de ru´ıdo aditivo, a interfereˆncia intersimbo´lica residual
e´ a medida de qua˜o pro´xima a soluc¸a˜o final esta´ de uma soluc¸a˜o ideal ZF.
O crite´rio descrito em (Pozidis et al., 1999), (Endres, 1997) e´ adotado para
auxiliar a ana´lise dos resultados: no momento em que o algoritmo autodidata faz a
taxa de s´ımbolos errados (SER - “symbol error rate”) cair em torno de 10−2−10−1, e´
poss´ıvel transferir a operac¸a˜o de equalizac¸a˜o para um modo DD. E´ poss´ıvel deduzir
uma relac¸a˜o aproximada (Proakis, 1995) entre a SER e o erro quadra´tico me´dio –
EQM. Define-se um n´ıvel de EQM correspondente a` SER estipulada. Considera-se
que o algoritmo autodidata cumpre seu papel quando consegue levar o EQM ao n´ıvel
desejado.
A Figura 6.2 (Endres, 1997) mostra as curvas de SER em func¸a˜o da SNR na
entrada do decisor para va´rias constelac¸o˜es QAM de variaˆncia unita´ria. A SNR na
entrada no decisor e´ definida como SNR = 10 log (σ2x/σ
2
e), sendo σ
2
e o erro quadra´tico
me´dio ou a variaˆncia do “ru´ıdo” equivalente na entrada do decisor:
σ2e = σ
2
x
(
FHLHL − cH
) (
FHLHL − cH
)H
+ σ2VF
H
LFL (6.3)
Em (6.3), o primeiro termo do lado direito da igualdade corresponde a` inter-
fereˆncia intersimbo´lica residual, ou seja, a medida de quanto a resposta combinada
canal-equalizador c esta´ distante da resposta ideal – soluc¸a˜o ZF. O segundo termo
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do lado direito da igualdade corresponde a` amplificac¸a˜o da poteˆncia do ru´ıdo aditivo
pela norma quadra´tica do equalizador – “noise enhancement”.
O valor de EQM desejado para a transfereˆncia para o DD pode ser extra´ıdo da
Figura 6.2. Nas simulac¸o˜es, adota-se como o valor de refereˆncia o valor de EQM =
0,08, o que corresponde a uma SER de 0,0377 (reta tracejada) para a constelac¸a˜o
16-QAM. Como a variaˆncia do sinal transmitido e´ unita´ria, o EQM desejado de 0,08
e´ igual a` pro´pria variaˆncia do “ru´ıdo” equivalente.
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Figura 6.2: Curvas de taxa de erro de s´ımbolo para constelac¸o˜es QAM
Portanto, as curvas de EQM permitem verificar a velocidade com que o n´ıvel
de EQM estipulado e´ alcanc¸ado. Esta medida adicional pode ser considerada como
um indicativo da velocidade de convergeˆncia do algoritmo autodidata. E ainda, nas
curvas de EQM × SNR, a observac¸a˜o do n´ıvel de EQM estipulado com base no
crite´rio anterior pode auxiliar a verificac¸a˜o da robustez do algoritmo autodidata a`
presenc¸a de ru´ıdo aditivo, determinando-se a partir de qual valor de SNR o algoritmo
atinge o EQM estipulado ao final da convergeˆncia.
Nas simulac¸o˜es, os paraˆmetros de simulac¸a˜o correspondentes a passos de
adaptac¸a˜o e fatores de esquecimento foram ajustados no sentido de representar um
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compromisso razoa´vel entre a velocidade de convergeˆncia e o mı´nimo erro quadra´tico
me´dio poss´ıvel.
6.1.2 Desempenho dos Algoritmos Propostos: Equalizador
ZF de Atraso 0 e Cascata de Preditores
Primeiramente as duas verso˜es adaptativas do algoritmo de equalizac¸a˜o ZF de
atraso 0 sa˜o confrontadas: a baseada na estrate´gia proposta na subsec¸a˜o 5.1.2 e
a baseada nas estimativas da matriz de variaˆncia do erro de predic¸a˜o do vetor de
coeficientes h(0) a cada iterac¸a˜o (Li & Fan, 2000).
Na Figura 6.3, esta˜o as curvas EQM ×SNR para o equalizador ZF de atraso 0,
para o qual a adaptac¸a˜o dos preditores e´ feita com o RLS. O fator de esquecimento
empregado para o RLS e´ 0,999. Vale notar que o erro a priori do RLS e´ tomado
como o erro de predic¸a˜o. O EQM final e´ medido ao final da convergeˆncia em 30000
iterac¸o˜es. Tambe´m esta´ nesta Figura a curva de convergeˆncia para esta soluc¸a˜o
adaptativa, para uma SNR de 25 dB. Para maior clareza, apenas as 10000 primeiras
amostras da curva de convergeˆncia foram apresentadas.
A Figura 6.3(a) mostra as curvas EQM × SNR para as duas estrate´gias de
adaptac¸a˜o. Ambas possuem desempenho semelhante no que diz respeito ao valor
final de EQM e o EQM desejado – 0,08 – e´ atingido para valores de SNR maiores
que 20 dB.
A Figura 6.3(b) mostra as curvas de convergeˆncia de EQM para SNR = 25 dB.
Ambas as estrate´gias de adaptac¸a˜o teˆm desempenho semelhante no que diz respeito
a` velocidade de convergeˆncia e alcanc¸am o n´ıvel de EQM desejado em menos de 1000
iterac¸o˜es, embora atinjam o erro de regime em cerca de 10000 iterac¸o˜es. Embora a
estrate´gia proposta alcance o EQM desejado em menos iterac¸o˜es, ela conduz a um
n´ıvel ligeiramente maior de EQM final.
Vale notar que o EQM mı´nimo nestas condic¸o˜es de acordo com o crite´rio de
mı´nimos quadrados – erro de Wiener – e´ igual a 0,0166, enquanto o EQM final
atingido fica ligeiramente acima de 0,03.
A versa˜o adaptativa da estrate´gia proposta para obtenc¸a˜o de um equalizador ZF
de atraso 0 teve desempenho compara´vel a` estrate´gia que envolve a estimativa da
matriz de erro de predic¸a˜o.
Passamos agora a` verificac¸a˜o do desempenho da implementac¸a˜o adaptativa da
estrutura de cascata de preditores. O comprimento de cada subequalizador tambe´m
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Figura 6.3: Equalizador ZF de atraso 0, adaptac¸a˜o com o RLS
e´ L = 8. As ordens dos preditores progressivo e regressivo sa˜o, respectivamente,
Lf = 3 e Mb = 2. O paraˆmetro df do preditor progressivo e´ df = 2. O atraso de
equalizac¸a˜o e´ portanto d = df +Mb = 4. O desempenho da cascata de preditores
e´ comparado com o equalizador ZF de atraso 0 com estimativa da variaˆncia do
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erro de predic¸a˜o. O fator de esquecimento usado tanto para a adaptac¸a˜o do RLS
como para a adaptac¸a˜o da estimativa das matrizes de erros de predic¸a˜o envolvidas
e´ λ = 0, 9999.
A Figura 6.4(a) mostra as curvas EQM×SNR para o equalizador ZF de atraso 0
com estimativa da variaˆncia de erro de predic¸a˜o e para o equalizador ZF obtido com
a estrutura cascata, de atraso d = 4. O equalizador ZF de atraso d = 4 provoca uma
EQM final mais baixo e alcanc¸a o n´ıvel desejado de EQM para uma SNR menor.
A Figura 6.4(b) mostra as curvas de convergeˆncia de EQM para ambos os equa-
lizadores para uma SNR de 25 dB. O equalizador derivado da estrutura cascata
conduz a um EQM final mais baixo, atinge o EQM desejado em um nu´mero menor
de iterac¸o˜es e tem velocidade de convergeˆncia maior. No entanto, o valor de EQM
mı´nimo atingido com a cascata para 25 dB de SNR esta´ em torno de 2 × 10−2,
enquanto o erro mı´nimo de Wiener para d = 4 e´ 0,0035.
A Figura 6.4(b) e´ vista em mais detalhe a seguir (Figura 6.5): o EQM dese-
jado e´ atingido em cerca de 200 iterac¸o˜es para a cascata de preditores, enquanto o
equalizador ZF de atraso 0 leva cerca de 500 iterac¸o˜es.
Agora, o desempenho da implementac¸a˜o adaptativa da cascata de preditores e´
verificado para as duas formas de adaptac¸a˜o dos coeficientes dos preditores: com o
RLS e com o LMS.
A Figura 6.6(a) mostra as curvas de EQM×SNR para o equalizador ZF derivado
da estrutura cascata com os preditores adaptados ora com RLS , ora com LMS. O
passo de adaptac¸a˜o usado na adaptac¸a˜o dos preditores progressivo e regressivo com
o LMS e´ igual a µ = 0, 0055. A Figura 6.6(b) compara as curvas de convergeˆncia de
EQM para a estrutura de cascata com adaptac¸a˜o feita pelo RLS e pelo LMS a uma
SNR de 25 dB.
Quando os preditores sa˜o adaptados com o LMS, a velocidade de convergeˆncia e
o EQM final sa˜o severamente afetados. O desempenho com relac¸a˜o ao EQM poderia
ser melhorado a`s custas de uma velocidade de convergeˆncia ainda menor.
Os resultados anteriores apontaram para um melhor desempenho da estrutura
de cascata de preditores com relac¸a˜o ao erro quadra´tico me´dio de regime.
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Figura 6.4: Equalizador ZF de atraso 0 e cascata de preditores, adaptac¸a˜o com o
RLS
6.1.3 Demais Estrate´gias de Atraso de Equalizac¸a˜o Ar-
bitra´rio
Observam-se agora os resultados relativos a`s demais estrate´gias baseadas em
predic¸a˜o linear multicanal que permitem o ajuste do atraso de equalizac¸a˜o. Agora,
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Figura 6.5: Evoluc¸a˜o do erro quadra´tico me´dio - detalhe
as curvas com a evoluc¸a˜o de EQM passam a conter 30000 amostras.
Primeiramente, considera-se o algoritmo que se baseia em dois problemas de
predic¸a˜o progressiva (subsec¸a˜o 5.1.4), com uma comparac¸a˜o entre as soluc¸o˜es obtidas
com a estimativa recursiva das matrizes de erro de predic¸a˜o envolvidas (5.19) e
as obtidas com a estimativa instantaˆnea destas matrizes (5.20). A adaptac¸a˜o dos
preditores e´ feita com o RLS e o atraso de equalizac¸a˜o e´ feito novamente d = 4. O
fator de esquecimento usado tanto para a adaptac¸a˜o do RLS como para a adaptac¸a˜o
da estimativa das matrizes de erro de predic¸a˜o e´ λ = 0, 999. O passo de adaptac¸a˜o
para a atualizac¸a˜o dos coeficientes do equalizador e´ µ = 0, 08.
A Figura 6.7(b) permite observar que a estrate´gia de adaptac¸a˜o do equalizador
baseada na estimativa instantaˆnea das matrizes de erro de predic¸a˜o converge mais
rapidamente para o erro em regime – em torno de 10000 iterac¸o˜es – e o erro em
regime correspondente e´ menor – em torno de 7 × 10−3; na˜o obstante, a estrate´gia
de adaptac¸a˜o do equalizador baseada na estimativa recursiva permitiu o cruzamento
do EQM desejado em cerca de 500 iterac¸o˜es, enquanto a outra estrate´gia leva 1000
iterac¸o˜es.
Em seguida, a Figura 6.8 permite a comparac¸a˜o das curvas para a estrate´gia
baseada na estimativa instantaˆnea das matrizes de erro de predic¸a˜o com os atrasos
de equalizac¸a˜o 0 e 4.
A exemplo da comparac¸a˜o entre a cascata de preditores e o equalizador ZF de
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Figura 6.6: Cascata de preditores, adaptac¸a˜o com o RLS e o LMS
atraso 0, a considerac¸a˜o de d = 4 para este algoritmo tambe´m implica um melhor
desempenho no que diz respeito a` velocidade de convergeˆncia e ao EQM em regime
(Figura 6.8(a)). Para o atraso 0, o erro em regime e´ atingido em cerca de 15000
iterac¸o˜es.
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Figura 6.7: Dois problemas de predic¸a˜o progressiva, atraso = 4, adaptac¸a˜o com o
RLS
Como um u´ltimo exemplo de verificac¸a˜o de desempenho para o algoritmo baseado
em dois problemas de predic¸a˜o progressiva, a Figura 6.9 compara os resultados
da estrate´gia baseada na estimativa instantaˆnea para a adaptac¸a˜o dos coeficientes
dos preditores com o RLS e com o LMS. O passo de adaptac¸a˜o para o LMS foi
6.1. EQUALIZAC¸A˜O DE ESTRUTURA MULTICANAL 85
10 15 20 25 30 35 40
10−3
10−2
10−1
100
SNR (dB)
EQ
M
EQM desejado
atraso 0
atraso 4
(a) Erro quadra´tico me´dio final
0 0.5 1 1.5 2 2.5 3
x 104
10−3
10−2
10−1
100
iterações
EQ
M
EQM desejado
atraso 0 
atraso 4 
(b) SNR = 25 dB, curva de convergeˆncia
Figura 6.8: Dois problemas de predic¸a˜o progressiva, atrasos 0 e 4, adaptac¸a˜o com o
RLS
µ = 0, 0085.
A comparac¸a˜o anterior com a cascata de preditores apontou para um pior de-
sempenho com a adaptac¸a˜o dos preditores pelo LMS. Para este algoritmo, as curvas
obtidas sugerem que, para os valores de passo de adaptac¸a˜o e fator de esquecimento
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Figura 6.9: Dois problemas de predic¸a˜o progressiva, atraso = 4, adaptac¸a˜o com o
RLS e com o LMS
utilizados, a velocidade de convergeˆncia do algoritmo para a adaptac¸a˜o dos predito-
res com o LMS pode ser aumentada a`s custas de um erro em regime bastante alto,
em comparac¸a˜o com o RLS.
As curvas de erro do algoritmo baseado na combinac¸a˜o de predic¸a˜o progressiva
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e regressiva (subsec¸a˜o 5.1.3) esta˜o na Figura 6.10. O atraso de equalizac¸a˜o tambe´m
e´ feito d = 4 e a adaptac¸a˜o dos coeficientes dos preditores e´ realizada com o RLS.
O fator de esquecimento usado para a adaptac¸a˜o do RLS e para a adaptac¸a˜o da
estimativa das matrizes de erro de predic¸a˜o e´ λ = 0, 9999. Tambe´m sa˜o colocadas as
curvas de adaptac¸a˜o para o equalizador ZF de atraso 0 (com estimativa da matriz
de erro de predic¸a˜o), para efeito de comparac¸a˜o.
O EQM em regime para o equalizador de atraso 4, para o qual o algoritmo
converge em cerca de 10000 amostras, e´ de cerca de 2, 5× 10−2, ligeiramente abaixo
do obtido com o equalizador de atraso 0. O EQM desejado – 0,08 – e´ alcanc¸ado
em cerca de 400 amostras. A partir da Figura 6.10(a), pode ser observado que o
desempenho deste algoritmo e´ compara´vel ao do equalizador ZF de atraso 0, no que
diz respeito ao EQM final.
6.1.4 Desempenho do Algoritmo com Estrutura em Trelic¸a
A Figura 6.11 mostra as curvas de erro quadra´tico me´dio para o equalizador
baseado na estrutura de trelic¸a.
A curva com a evoluc¸a˜o do EQM para SNR = 25 dB (Figura 6.10(b)) indica
que a convergeˆncia se da´ em cerca de 15000 amostras, para um valor em torno de
3× 10−2. O EQM desejado e´ atingido em cerca de 800 iterac¸o˜es.
Grosso modo, pode-se dizer que o desempenho deste algoritmo e´ equivalente ao
obtido com a versa˜o adaptativa do equalizador ZF de atraso 0, embora o algoritmo
baseado na estrutura de trelic¸a envolva uma maior complexidade computacional.
6.1.5 CMA em Equalizac¸a˜o de Estrutura Multicanal
Finalmente, sa˜o apresentados alguns resultados de simulac¸a˜o representativos do
desempenho do CMA na equalizac¸a˜o do canal considerado. Em comparac¸a˜o aos
algoritmos baseados em predic¸a˜o linear, a caracter´ıstica do CMA que pode ser res-
saltada e´ a maior dificuldade quanto a` velocidade de convergeˆncia.
O procedimento de inicializac¸a˜o “center-spike” para o CMA pode ser esten-
dido para o caso multicanal da seguinte forma (Endres, 1997): o valor inicial
i−e´simo coeficiente de cada um dos subequalizadores (3.47) e´ feito igual a 1 –
f(i) = [1 1 · · · 1]T – e o restante inicia em 0. Nas simulac¸o˜es, foram rea-
lizadas duas inicializac¸o˜es diferentes: em uma, o “spike” (elemento unita´rio) era
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Figura 6.10: Predic¸a˜o progressiva e regressiva, atraso = 4, adaptac¸a˜o com o RLS
colocado na posic¸a˜o i = 0 de cada subequalizador – f(0) = [1 1 · · · 1]T ; em
outra, o “spike” era colocado na posic¸a˜o i = 2 – f(2) = [1 1 · · · 1]T .
Cada uma das duas estrate´gias de inicializac¸a˜o levou a convergeˆncia em torno de
soluc¸o˜es com respectivos atrasos de equalizac¸a˜o diferentes: a inicializac¸a˜o em i = 0
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Figura 6.11: Estrutura de trelic¸a, atraso = 0
levou a uma soluc¸a˜o com d = 0, enquanto a inicializac¸a˜o em i = 2 levou a uma
soluc¸a˜o com d = 4.
As curvas da Figura 6.12 mostram, como ja´ poderia se esperar, que a inicializac¸a˜o
i = 2 levou a um melhor desempenho com relac¸a˜o ao EQM em regime, uma vez
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corresponde a um atraso de equalizac¸a˜o na˜o nulo.
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Figura 6.12: CMA, diferentes estrate´gias de inicializac¸a˜o, 60000 iterac¸o˜es
O EQM em regime correspondente a d = 0 (Figura 6.12(b)) para SNR = 25
dB esta´ em torno de 0,02. O EQM mı´nimo para uma soluc¸a˜o de Wiener e´ 0,0166.
Isto aponta para uma robustez do CMA na presenc¸a de ru´ıdo aditivo. A soluc¸a˜o
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atingida e´ tal que o EQM correspondente se aproxima do erro de Wiener.
Ainda com respeito a` Figura 6.12(b), percebe-se que este algoritmo atinge o
EQM desejado em cerca de 10000 amostras, o que e´ bem alto, em comparac¸a˜o aos
algoritmos de predic¸a˜o linear, que levam algumas centenas de iterac¸o˜es para atingir
tal valor de EQM. Isto ilustra a caracter´ıstica de baixa velocidade atribu´ıda ao CMA.
A Figura 6.13 ilustra a influeˆncia do passo de adaptac¸a˜o na evoluc¸a˜o do erro
quadra´tico para o CMA. Sa˜o usados dois passos de adaptac¸a˜o: µ = 0, 0009 e
µ = 0, 0015; e a SNR utilizada nas simulac¸o˜es e´ 25 dB. Nas duas situac¸o˜es, a inici-
alizac¸a˜o do vetor de coeficientes e´ f(0) = [1 1 · · · 1]T . O passo de adaptac¸a˜o
maior esta´ associado a uma maior velocidade de convergeˆncia.
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Figura 6.13: Influeˆncia do passo de adaptac¸a˜o para a convergeˆncia do CMA
6.1.6 Discussa˜o
Os resultados de simulac¸a˜o apresentados acima, longe de representarem uma
ana´lise exaustiva do comportamento dos diversos algoritmos autodidatas estudados,
permitem a observac¸a˜o de algumas das caracter´ısticas mais gerais associadas ao
desempenho destes algoritmos.
Com relac¸a˜o a` velocidade de convergeˆncia, os algoritmos baseados em predic¸a˜o
linear apresentam em geral um melhor desempenho quando comparados ao CMA,
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especialmente para a velocidade com que se atinge um patamar pre´-estabelecido de
EQM que, em princ´ıpio, permitiria a transfereˆncia para o modo DD.
Contudo, a velocidade de convergeˆncia para o EQM de regime ainda pode ser
considerada baixa para os algoritmos baseados em predic¸a˜o linear. Os algoritmos
baseados em predic¸a˜o envolvem uma maior complexidade computacional. E ainda,
os resultados sugerem que tais algoritmos podem ter seu desempenho comprometido
em situac¸o˜es de baixa SNR.
6.2 Equalizac¸a˜o com Arranjo de Antenas
A discussa˜o seguinte diz respeito ao modelo correspondente ao arranjo de antenas
descrito na subsec¸a˜o 3.5.1. O canal de multipercursos considerado corresponde ao
caso em que os atrasos sa˜o mu´ltiplos do intervalo de s´ımbolo (3.68).
6.2.1 Paraˆmetros de Simulac¸a˜o
Considera-se um canal de dois percursos (Q = 2) incidindo em um arranjo linear
de duas antenas (K = 2). O sinal em cada antena (3.66) sofre superamostragem de
P = 2. O modelo resultante consiste de quatro subcanais.
A resposta ao impulso (3.66) e´ amostrada no intervalo [−3T, 3T ]. Cada um dos
subcanais tem, portanto, comprimento N = 7. O offset do instante de amostragem
T0 (2.3) pode ser dividido em T0 = t0+dT . Para que o canal seja considerado causal,
d deve ser negativo. No exemplo, temos que t0 = 0.2T e d = −3. O comprimento
de cada subequalizador e´ feito L = 7.
Os coeficientes dos percursos com atrasos 0 e T sa˜o, respectivamente, α0 = 1 e
α1 = 0, 5. Os aˆngulos de chegada dos percursos sa˜o, respectivamente, 0
0 e 300.
A cada antena, esta˜o associados dois subcanais. De acordo com (3.71), as duas
ra´ızes do termo em comum aos subcanais de cada antena sa˜o −0, 5 para a antena
l = 0 e −j0, 5 para a antena l = 1. As demais ra´ızes associadas aos subcanais
correspondentes a p = 0 e p = 1 sa˜o representadas na Tabela 6.3.
Uma dificuldade do modelo considerado e´ a presenc¸a de ra´ızes pro´ximas nos
subcanais: dois dos subcanais apresentam o par de ra´ızes 0, 0773±j0, 2258, enquanto
os dois outros subcanais apresentam as ra´ızes 0, 1502 ± j0, 2400. Na refereˆncia
(Johnson et al., 1998), comenta-se a respeito da possibilidade da existeˆncia de zeros
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Zeros dos subcanais de cada antena
ra´ızes comuns dos dois subcanais
correspondentes a p = 0
ra´ızes comuns dos dois subcanais
correspondentes a p = 1
−2, 0019 −0, 6521
0, 0773± j0, 2258 0, 1502± j0, 2400
2, 1420± j3, 2361 1, 4071± j3, 3717
Tabela 6.3: Ra´ızes comuns dos subcanais associados a cada antena
pro´ximos em subcanais em situac¸o˜es realistas, a partir da observac¸a˜o de medidas
experimentais de canais de multipercursos.
Os coeficientes dos subcanais associados normalizados para SNR = 30 dB esta˜o
na Tabela 6.4.
coeficientes dos subcanais
antena l = 0 antena l = 1
p = 0 p = 1 p = 0 p = 1
0,0294 0,0637 0,0294 0,0637
-0,0570 -0,1250 -0,0717 - 0,0147i -0,1569 - 0,0319i
0,1670 0,7016 0,2028 + 0,0358i 0,7800 + 0,0784i
0,9551 0,7131 0,8536 - 0,1014i 0,3232 - 0,3900i
0,3006 0,0537 -0,1262 - 0,4268i -0,1078 - 0,1616i
-0,0126 -0,0095 0,0505 + 0,0631i 0,0445 + 0,0539i
0,0253 0,0222 0,0000 - 0,0253i 0,0000 - 0,0222i
Tabela 6.4: Coeficientes dos subcanais normalizados para SNR = 30 dB
A Tabela mostra que alguns dos coeficientes dos subcanais sa˜o de pequena mag-
nitude. Em particular, o vetor h(0) formado pelo primeiro coeficiente de cada um
dos subcanais possui valores pequenos. Conforme discutido anteriormente, esta
condic¸a˜o representa uma dificuldade para os me´todos baseados em predic¸a˜o linear
que realizam a estimativa de h(0).
6.2.2 Resultados
Devido a` configurac¸a˜o do canal, um atraso de equalizac¸a˜o nulo e´ inadequado: o
erro de Wiener correspondente e´ alto. Assim, os algoritmos baseados no equalizador
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ZF de atraso 0 e na estrutura de trelic¸a foram desconsiderados neste exemplo.
Os demais algoritmos baseados em predic¸a˜o linear foram testados com o atraso
de equalizac¸a˜o ajustado para d = 6. O desempenho de todos eles e´ drasticamente
comprometido na presenc¸a de ru´ıdo aditivo, mesmo para valores altos de SNR.
Apenas o algoritmo baseado em dois problemas de predic¸a˜o progressiva apresenta
resultados satisfato´rios, e somente para valores de SNR acima de 30 dB. A Figura
6.14 mostra a evoluc¸a˜o de curvas de IIS residual e EQM para uma SNR de 30 dB.
A Figura 6.14(a) mostra as curvas de IIS residual para a cascata de preditores
e para o algoritmo baseado em dois problemas de predic¸a˜o progressiva (adaptac¸a˜o
dos preditores com o RLS). O valor alto de IIS residual indica que a cascata de
preditores na˜o atingiu uma situac¸a˜o de equalizac¸a˜o. As curvas de IIS residual para
as duas verso˜es (5.19) (5.20) do outro algoritmo convergem em torno de 0, 01.
A Figura 6.14(b) mostra as curvas de EQM correspondentes a`s duas verso˜es do
algoritmo baseado em dois problemas de predic¸a˜o progressiva para uma SNR de 30
dB. Para as duas verso˜es, o EQM em regime e´ da ordem de 0,01 e´ atingido em cerca
de 20000 iterac¸o˜es.
A mesma configurac¸a˜o de canal foi testada com o CMA, que mostrou certa
robustez a` presenc¸a de ru´ıdo aditivo. Neste exemplo, a inicializac¸a˜o do CMA seguiu
o procedimento anterior, sendo que o “spike” foi posicionado no quarto coeficiente
de cada subequalizador – i = 3. A Figura 6.15 mostra as curvas de IIS residual e
EQM para valores de SNR de 10 e 30 dB.
As curvas de IIS (Figura 6.15(a))para os dois valores de SNR considerados con-
vergem para valores em torno de 0,03. Isto indica que um resultado satisfato´rio foi
atingido, mesmo para a SNR 10 dB.
As curvas de EQM (Figura 6.15(b)) tambe´m apontam para um bom resultado.
Mesmo para a situac¸a˜o de SNR = 10 dB, o EQM desejado foi atingido.
6.2.3 Discussa˜o
O exemplo tratado nesta sec¸a˜o teve por motivac¸a˜o ilustrar a poss´ıvel associac¸a˜o
entre o modelo multicanal e o esquema de recepc¸a˜o baseado em um arranjo de
antenas, a partir de uma combinac¸a˜o do uso do arranjo de antenas com uma operac¸a˜o
de superamostragem.
No entanto, o modelo adotado para a representac¸a˜o do canal de multipercursos
resulta em algumas caracter´ısticas que representam dificuldades para a realizac¸a˜o
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Figura 6.14: Arranjo de antenas - algoritmos de predic¸a˜o linear Multicanal
da equalizac¸a˜o autodidata, especialmente para os me´todos baseados em predic¸a˜o
linear.
Os resultados alcanc¸ados sugerem que as soluc¸o˜es adaptativas baseadas em
predic¸a˜o linear na˜o sa˜o robustas a` presenc¸a de ru´ıdo aditivo para esta configurac¸a˜o
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Figura 6.15: Arranjo de antenas - resultados com o CMA
de canal. A presenc¸a de ru´ıdo aditivo representa uma dificuldade em se realizar a
estimativa de alguns dos coeficientes do canal de pequena magnitude.
E ainda, o modelo considerado e´ tal que os subcanais resultantes apresentam
ra´ızes bem pro´ximas. Esta caracter´ıstica do canal de multipercursos na˜o foi obser-
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vada em (Reddy et al., 1997) mas foi apontada em (Li & Fan, 2001a).
Dos algoritmos de predic¸a˜o linear, apenas um apresentou resultados satisfato´rios,
mesmo assim para um valor alto de SNR.
Neste exemplo, o CMA apresentou um bom desempenho no que diz respeito a`
robustez a ru´ıdo aditivo e a` presenc¸a de ra´ızes pro´ximas nos subcanais. No en-
tanto, as curvas correspondentes tambe´m apontam para uma baixa velocidade de
convergeˆncia.
6.3 Discussa˜o geral dos resultados
Neste cap´ıtulo, os resultados de simulac¸a˜o relativos ao desempenho dos algo-
ritmos adaptativos derivados de predic¸a˜o linear foram apresentados e analisados e
tambe´m comparados com os do CMA. O primeiro conjunto de resultados diz res-
peito a` equalizac¸a˜o de uma estrutura de dois subcanais. Como ja´ foi destacado, o
conjunto de resultados selecionado permite apreciar as caracter´ısticas mais abran-
gentes do comportamento dos algoritmos. Foram realizadas outras simulac¸o˜es com
outras configurac¸o˜es multicanal, e os resultados foram de modo geral semelhantes.
A partir do exemplo selecionado, observou-se a vantagem obtida em termos da
reduc¸a˜o do erro quadra´tico me´dio com o ajuste do atraso de equalizac¸a˜o, da´ı a
motivac¸a˜o para estrate´gias tais como a estrutura de preditores em cascata (Papadias
& Slock, 1999) e a baseada na combinac¸a˜o de dois preditores progressivos (Li & Fan,
1999). De uma forma geral, os algoritmos baseados apresentaram uma velocidade de
convergeˆncia superior em relac¸a˜o a` do CMA. No entanto, tais algoritmos apresentam
uma certa falta de robustez a` presenc¸a de ru´ıdo aditivo, como poˆde se observar nas
curvas de erro quadra´tico me´dio.
O apeˆndice C reproduz o artigo “Adaptive Approaches for Blind Equalization
Based on Multichannel Linear Prediction” (International Telecommunications Sym-
posium – ITS’2002 ), o qual conte´m os resultados de simulac¸a˜o relativos a` versa˜o
adaptativa da soluc¸a˜o de equalizac¸a˜o de atraso 0 e a` proposta de implementac¸a˜o
adaptativa da cascata de preditores pertencentes ao primeiro conjunto de resulta-
dos.
O segundo conjunto de resultados diz respeito ao modelo de recepc¸a˜o por ar-
ranjo de antenas, em um ambiente de multipercursos. Como no caso anterior, foram
realizadas outras simulac¸o˜es com outras configurac¸o˜es multicanal, com a variac¸a˜o
de paraˆmetros tais como nu´mero de antenas, comprimento do canal e aˆngulo de
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incideˆncia dos multipercursos. Os resultados escolhidos para a discussa˜o sa˜o enta˜o
representativos do desempenho dos algoritmos de equalizac¸a˜o autodidata nestas si-
mulac¸o˜es.
Neste caso, a questa˜o da robustez dos algoritmos de predic¸a˜o a` presenc¸a de ru´ıdo
aditivo e´ ainda mais flagrante. De todos os algoritmos em questa˜o, apenas um deles
apresentou desempenho satisfato´rio, ainda assim para valores altos de SNR.
7
Concluso˜es e Perspectivas
Esta dissertac¸a˜o de mestrado tratou do problema da equalizac¸a˜o autodidata
em sistemas de comunicac¸o˜es digitais, particularmente da utilizac¸a˜o de algoritmos
adaptativos para equalizac¸a˜o autodidata apoiados no modelo multicanal.
Apo´s uma breve exposic¸a˜o dos conceitos gerais ligados a` equalizac¸a˜o, o modelo
multicanal foi analisado com detalhe no cap´ıtulo 3. Foi visto como o modelo multi-
canal e´ derivado de uma operac¸a˜o de superamostragem e como pode ser associado
a` recepc¸a˜o por arranjo de antenas. A partir do modelo multicanal, foi enunciado o
resultado fornecido pela Identidade de Bezout relacionado a` equalizac¸a˜o ZF.
As te´cnicas para equalizac¸a˜o autodidata multicanal baseadas em EO2 sa˜o dividi-
das classicamente entre as relacionadas a` decomposic¸a˜o em subespac¸os e as apoiadas
em predic¸a˜o linear multicanal. O cap´ıtulo 4 apresentou tais te´cnicas de acordo com
esta divisa˜o. Quanto a` abordagem de predic¸a˜o linear, deu-se destaque para a ob-
tenc¸a˜o de soluc¸o˜es ZF a partir de predic¸a˜o linear progressiva e da combinac¸a˜o de
predic¸a˜o progressiva e regressiva em uma estrutura de cascata. Foi enta˜o apresen-
tada uma proposta de obtenc¸a˜o de soluc¸a˜o ZF a partir de predic¸a˜o linear progressiva,
a qual evita o ca´lculo da estimativa de uma matriz de erro de predic¸a˜o, reduzindo a
complexidade computacional envolvida.
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O estudo principal se deteve nos algoritmos adaptativos, sobretudo os oriundos
das te´cnicas EO2 baseadas em predic¸a˜o linear multicanal. Os algoritmos adaptativos
estudados foram descritos no cap´ıtulo 5. Duas te´cnicas adaptativas foram propostas,
sendo uma delas a versa˜o adaptativa da proposta de soluc¸a˜o ZF apresentada no
cap´ıtulo 4. A outra e´ uma versa˜o adaptativa da soluc¸a˜o ZF obtida por uma estrutura
de preditores em cascata. Outras te´cnicas de interesse apoiadas em predic¸a˜o linear
foram apresentadas: destas, uma corresponde a uma estrutura de trelic¸a e as demais
envolvem diferentes combinac¸o˜es de problemas de predic¸a˜o progressiva e regressiva.
E ainda, o comportamento do CMA em ambiente multicanal foi discutido, com o
destaque de sua caracter´ıstica de convergeˆncia global.
Os resultados de simulac¸a˜o comparativos envolvendo os diversos algoritmos au-
todidatas em estudo foram apresentados no cap´ıtulo 6. Com relac¸a˜o a` velocidade
de convergeˆncia, os algoritmos derivados de te´cnicas de predic¸a˜o linear apresentam
um melhor desempenho que o CMA. No entanto, os resultados sugerem que os algo-
ritmos de predic¸a˜o linear teˆm seu desempenho comprometido em situac¸o˜es de baixa
SNR. Esta caracter´ıstica foi especialmente notada para o modelo correspondente a`
propagac¸a˜o por canal de multipercursos e recepc¸a˜o por arranjo de antenas.
Conforme discutimos anteriormente, ha´ uma motivac¸a˜o adicional para o estudo
de soluc¸o˜es adaptativas para a equalizac¸a˜o multicanal devido ao seu potencial de
aplicac¸a˜o em esquemas de antenas inteligentes para sistemas de comunicac¸a˜o sem
fio. Neste contexto, e´ preciso que soluc¸o˜es mais robustas sejam desenvolvidas.
A melhoria das te´cnicas adaptativas de predic¸a˜o linear no que diz respeito a`
presenc¸a de ru´ıdo aditivo e velocidade de convergeˆncia figura como uma perspectiva
de trabalhos futuros. Uma outra questa˜o que pode ser investigada e´ a derivac¸a˜o
de te´cnicas adaptativas a partir do me´todo de subespac¸os. E ainda, a abordagem
multicanal pode se estender a esquemas MIMO – “multiple-input multiple output”
ou sistemas com va´rias entradas e va´rias sa´ıdas. Como um exemplo de trabalho que
ja´ aponta nesta direc¸a˜o, a refereˆncia (Asmi & Mboup, 2001) aborda a equalizac¸a˜o
autodidata para esquemas MIMO com canais variantes no tempo e na˜o-lineares.
A
Versa˜o Adaptativa da Soluc¸a˜o de atraso 0
baseada em Predic¸a˜o Linear
O cap´ıtulo 5 descreveu resumidamente os procedimentos para a obtenc¸a˜o das
soluc¸o˜es adaptativas baseadas no me´todo de predic¸a˜o linear multicanal. O algoritmo
correspondente a` versa˜o adaptativa da soluc¸a˜o ZF de atraso 0 baseada em predic¸a˜o
linear progressiva (Li & Fan, 2000) sera´ visto agora com mais detalhe: tal versa˜o
adaptativa e´ implementada de acordo com o seguinte conjunto de equac¸o˜es.
— Inicializac¸a˜o: k = 0
• Inicializar a estimativa da matriz variaˆncia de erro de predic¸a˜o: Ef (k):
Ef (0) = δIP (A.1)
• Inicializar a matriz com os coeficientes de predic¸a˜o AL−1(k):
AL−1(0) = 0P (L−1)×P (A.2)
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• Inicializar a matriz Q (k) (para a adaptac¸a˜o com o RLS):
Q (0) δ−1IP (L−1) (A.3)
— Para cada iterac¸a˜o k = 1, 2, 3 . . .
• Calcular o erro de predic¸a˜o progressiva e adaptar a matriz dos coeficientes de
predic¸a˜o com o RLS:
K (k) =
λ−1Q (k − 1)UL−1 (k − 1)
1 + λ−1UHL−1 (k − 1)Q (k − 1)UL−1 (k − 1)
ef (k) =
[
IP −AHL−1 (k − 1)
]
UL (k)
AL−1 (k) = A (k − 1) +K (k) e∗f (k)
Q (k) = λ−1Q (k − 1)− λ−1K (k)UHL−1 (k)Q (k − 1)
(A.4)
• Calcular o erro de predic¸a˜o progressiva e adaptar a matriz dos coeficientes de
predic¸a˜o com o LMS:
ef (k) =
[
IP −AHL−1 (k)
]
AL−1 (k + 1) = AL−1 (k) + µUL−1 (k − 1) e∗ (k)
(A.5)
• Estimar recursivamente a matriz de variaˆncia do erro de predic¸a˜o progressiva:
Ef (k) = λEf (k − 1) + (1− λ)ef (k) eHf (k) (A.6)
• Obter a estimativa hˆ(0) a partir da coluna de Ef (k) com a maior norma;
• Calcular o vetor de coeficientes do equalizador FL,0 (LP × 1):
FL,0 (k) =
 IP
−AL−1 (k)
 hˆ (0)∥∥∥hˆ (0)∥∥∥ (A.7)
B
Controle Automa´tico de Ganho e Correc¸a˜o
de Fase
Antes de passar pela operac¸a˜o de decisa˜o, o sinal recuperado pelo equalizador
deve sofrer controle automa´tico de ganho e correc¸a˜o de fase. A seguir, os procedi-
mentos para controle de ganho e correc¸a˜o de fase utilizados nas simulac¸o˜es compu-
tacionais sa˜o detalhados.
Seja y(k) o sinal recuperado pelo equalizador. O controle automa´tico de ga-
nho sobre y(k) (Macchi et al., 1993) e´ realizado da seguinte forma: cada amostra
recuperada y(k) sofre uma ponderac¸a˜o por um fator g(k), fator este adaptado re-
cursivamente.
y (k) = FHL (k)UL (k)
g(k) =
√
|G (k)|
xg (k) = g (k) y (k)
G (k + 1) = G (k) + µ
(
σ2x − |xg (k)|2
) (B.1)
O sinal xg(k) passa enta˜o a` correc¸a˜o de fase. No conjunto de equac¸o˜es abaixo,
dec (·) representa o decisor, xˆ (k − d) e´ a estimativa do sinal transmitido obtida apo´s
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o decisor e imag (·) representa a parte imagina´ria. A correc¸a˜o de fase e´ implementada
de acordo com o seguinte conjunto de equac¸o˜es.
xf (k) = exp (−jθ (k)) xg (k)
xˆ (k − d) = dec (xf (k))
ed (k) = xf (k)− xˆ (k − d)
θ (k + 1) = θ (k) + µ imag
(
ed (k)x
∗
f (k)
) (B.2)
C
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Adaptive Approaches for Blind Equalization 
Based on Multichannel Linear Prediction
State University of Campinas - UNICAMP, Brazil
Maurício Sol de Castro and João Marcos Travassos Romano 
Abstract – In this work, the problem of blind multichannel
equalization is considered. A strategy for saving computation
in zero-forcing equalizers design is proposed and its
performance is evaluated under an adaptive implementation
of an algorithm based on multichannel forward linear
prediction. Moreover, a cascade structure based on forward
and backward linear prediction is regarded: an adaptive
implementation of such a structure is also proposed and its
performance is verified through computer simulations.
I
I. INTRODUCTION
NT
in
cons
ERSYMBOL interference (ISI) is a major impairment
digital communications. Equalization is often
idered as a suitable countermeasure for ISI. Usually,
equalizer coefficients are adapted with a training
sequence, which is required to be periodically sent.
However, trained equalizers present important drawbacks
such as wasted bandwidth and the possibility of fading
occurrence during the training period. Blind equalization
is then an interesting alternative, so that a training
sequence is no longer needed.
Blind algorithms that make use of higher-order
statistics (HOS) are divided into explicit HOS-based
algorithms and implicit HOS-based algorithms, which
include the so-called Bussgang Algorithms. Both the
implicit and the explicit HOS-based algorithms suffer
from a slow convergence rate. Blind algorithms based on
second-order statistics (SOS) are believed to overcome
such a limitation. SOS-based algorithms exploit the
cyclostationarity of the received signal. Such a property is
preserved when the incoming signal is sampled at a rate 
higher than the symbol rate. It can be shown that such
oversampling leads to a multichannel model.
According to the Gardner’s pioneer work [4], 
identification of both magnitude and phase of
communication channels with SOS is possible due to the
cyclostationary properties of modulated signals. Tong et
al. proposed the use of cyclostationary SOS for blind
channel identification and equalization [5]. Most of
recently SOS-based blind identification and equalization
algorithms deal with a multichannel model, so that
cyclostationarity is exploited indeed in an implicit way.
M. S. Castro and J. M. T. Romano are with the Signal Processing for
Communications Laboratory, School of Electrical and Computer
Engineering, State University of Campinas (UNICAMP), Brazil
CP 6101, CEP 13083970. Phone: +55 19 37883802 Fax: +55 19 
32891395 E-mails: {sol,romano}@decom.fee.unicamp.br This work was
partially supported by The State of Sao Paulo Research Foundation
(FAPESP).
SOS-based blind techniques can be broadly divided
into two main approaches, namely the subspace methods
and the linear prediction methods. The linear prediction
approach was first proposed by Slock [1]. A zero-forcing
(ZF) solution based on multichannel forward linear
prediction is proposed in [1] and further elaborated in [2] 
and [3].
A cascade structure of a multichannel forward
prediction filter and a multichannel backward prediction
filter [2], [3] also provides a ZF solution. While the ZF
equalization based only on forward prediction leads to an
equalization delay equal to zero, the use of a cascade
structure makes possible the tuning of equalization delay,
which may lead to a lower steady-state estimation error.
This paper deals with the linear prediction method
for SOS-based blind equalization. Two original
contributions are proposed: First, a strategy to calculate a
ZF solution based on multichannel linear prediction is
derived. Such strategy reduces the computation involved
in the ZF equalizer algorithm based on multichannel
forward prediction [1-3], since the estimate of a forward
prediction error variance matrix is completely avoided. An
important issue is that an adaptive version of the algorithm
can be straightly derived.
The second proposition consists of an adaptive
implementation of a multichannel forward/backward
cascade structure. As pointed out, such algorithm allows
dealing with arbitrary equalization delays.  The
performance of the proposed technique is evaluated by
means of computer simulations.
The remainder of the paper is organized as follows.
The multichannel model and used notation are presented
in Section II. The original approach for ZF equalizers
design based on linear prediction [1]-[3] is briefly
presented in Section III. The proposed strategy for ZF
equalizers design is presented in Section IV. A description
of the adaptive implementation procedure proposed for the
forward/backward prediction cascade structure is
presented in Section V. Finally, Section VI is devoted to
our conclusions.
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II. BACKGROUND ON MULTICHANNEL
EQUALIZATION
The considered baseband model for the received
signal uniformly sampled at symbol rate 1/T is given by
, (1)        
i
kTviTkTxiThkTu 
where {x()} is the transmitted symbol sequence, {h()}
stands for the total channel impulse response comprised of
the transmission and reception filters and transmission
channel, and {v()} represents the additive white zero-
mean gaussian noise. The channel is modeled as a finite
impulse response (FIR) filter.
The received signal uniformly sampled at a rate P
times higher than the symbol rate – oversampling – is
given by:
 







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


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
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
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Oversampling is also known as fractional sampling.
The resulting oversampled or fractionally-spaced
sequence {u(kT/P)} may be divided into P symbol-rate
sequences {up(kT)}, p=0, …,P-1. From now on, the
temporal indices kT and iT will be respectively
represented by k and i, for the sake of simplicity. The k-th
sample of the (p+1)-th sequence is written as 
 (3)        



1
0
N
i
ppp kvikxihku x(
The fractionally spaced channel impulse response is
assumed to have length NP. It is worth noting that the
sequence {hp(0) … hp(N-1)} represents the (p+1)-th
subchannel  ¸so that the oversampled channel is comprised
of P symbol-rate subchannels also modeled as FIR filters.
In vector form, (3) can be written as: 
, (4)       



1N
oi
kikxik vhu
where       TPo kukuk 1 u  is the vector of P
received samples at time k,       TP kvkv 10 k v is
the corresponding vector of P noise samples and
      TP ihih 10 i h , i =0, …, N-1, is a vector with
the (i+1)-th samples of each subchannel.  Equation (4)
describes a single-input multiple-output (SIMO) system.
A vector of L successive samples of u(k) is given by
 (5)      kkXk LNLL VHU   1
where is the received
signal, is the
transmitted symbol vector, and
is the associated noise
vector. H is the channel convolution matrix, which is a 
LP X L+N-1 block-Toeplitz matrix given by:
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An estimate of the transmitted sample is then
obtained by filtering the received sample vector by a
fractionally spaced equalizer:
, (7) kL 
where d is the equalization delay and  kLF  is the
LP X 1 vector with all the equalizer taps at instant k. The
operator ()H denotes Hermitian transposition.
Regarding the multichannel model, each subchannel
is associated with a subequalizer comprised of L
coefficients. The equalizer vector is given by:
, (8) 
H
L 1 
where the P X 1 vector f , l = 0, …, L-1, defined as
, contains the (l+1)-th
coefficients of each subequalizer. Fig. 1 illustrates the
multichannel model and also the multichannel equalizer.
f
0
. . .
f
P-1
v
P-1
(k)


x(k-d)
^
Fig. 1: Multichannel model
In the absence of additive noise (v(k)=0), perfect
equalization is attainable according to the Bezout Identity
[3], provided that the P subchannels have no common
zeros. By generalizing this result, it is possible to obtain a 
ZF equalizer that leads to a combined channel-equalizer
response equal to a delayed Dirac function. This is
equivalent to pose:
 (9)  211 1  dNLxdxHL 00HF 
Indeed, (9) is a linear system of L+N-1 equations
and LP unknowns [3]. For a solution to exist, the
condition LP > L+N-1 holds, which imposes a condition
to the length L of each subequalizer.
III. ZF EQUALIZATION BASED ON 
MULTICHANNEL LINEAR PREDICTION
The guidelines for ZF equalizers design based on
multichannel linear prediction [1]-[3] are now briefly
summarized. First, the deduction of a ZF equalizer with
equalization delay equal to zero (zero-delay equalizer)
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based on multichannel forward linear prediction will be
shown. All of the deduction was based on the assumption
of absence of additive noise.
A multichannel one-step forward prediction error
over the received signal is defined as
(10)
     
   k
kkk
L
H
LP
L
H
Lf
UAI
UAue
1
11 1




where is the (L-1)P X P matrix with the optimal
multichannel forward prediction error coefficients and I
is the P X P identity matrix. The P X 1 forward prediction-
error variance matrix is shown [3] to be given by:
1LA
P
, (11)        002 HxHff fkE hhee 
where  is the variance of the transmitted symbol
sequence.
2
x
 Both A  and  can be extracted
from the autocorrelation matrix of the received
signal . It is shown in [3] that the following relation
holds:
1L

    fkE Hff ee 
kLU
     00101 hHAI  HLP 

(12)
Therefore, one may notice that
(13)     0010 1#   HAIh HLP
where       2# 000 hhh H . An estimate of h(0) may be
obtained from (11). The rightmost term of (13) is then
indeed the ideal combined channel-equalizer response
corresponding to d = 0. Hence, one can withdraw the ideal
ZF equalizer from (13): 
   HLPHZF 1#0, 0  AIhF  (14)
An equalization delay equal to zero may lead to a 
poor steady-state estimation-error performance for some
channels. A ZF equalizer obtained from a cascade of a 
forward predictor and a backward predictor [2],[3]
provides an adjustable equalization delay (d-delay
equalizer). Once again, absence of additive noise is 
assumed for deduction of the d-delay ZF equalizer.
 A (df +1)-step forward prediction error over the
received signal is written as 
     fLfHLff dkkk  1UAue  , (15) 
where is a PLLfA f X P matrix with the optimal
multichannel forward prediction coefficients. A one-step
backward prediction over the forward prediction error
signal is defined as
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where is a PMMbB b X P matrix with the optimal
multichannel backward prediction coefficients. The P X 1
backward prediction-error variance matrix is shown [3] to
equal:
        fHfxHbb ddkkE hhee 2   (17) 
The ZF equalizer is then obtained from the
convolution of forward and backward prediction-error
filters and is expressed by
(18)
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where      
2
#
ff
H
f ddd hhh  . An estimate of h(df)
may be obtained from (17). The estimate of the
transmitted symbol at instant k is given by
     kkMdkx LH dZFbf UF ,ˆ   (19) 
The equalization delay is d = df + Mb . The length of
each subequalizer is L = Lf + Mb + df + 1. Equalization
delay depends on an appropriate selection of the orders of
the forward and backward predictors.
IV. PROPOSED STRATEGY FOR OBTAINING A ZF
SOLUTION BASED ON LINEAR PREDICTION
The aforementioned ZF equalizer based on
multichannel forward linear prediction (zero-delay
equalizer) depends both on the optimal forward prediction
coefficients and on the forward prediction error variance
matrix. The proposed strategy also leads to a ZF solution
based on forward linear prediction and makes possible to
avoid estimation of the forward prediction error variance
matrix.
A. Proposed Solution
The proposed strategy consists of the following
steps:
- the forward-prediction-coefficients matrix is
obtained so as to satisfy (10);
- the first coefficient of each subequalizer is set to
unity:    T110 f  cf. (8); 
- finally, the remainder of the equalizer vector is
given by the sum of the columns of the forward-
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prediction-coefficients matrix: if one defines the optimal
forward prediction coefficients matrix as
, therefore 101   PL aaA 
(20)
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One may notice that the proposed ZF equalizer is
given by summing up the P columns of .
Regarding (12), the above sum-of-columns operation
corresponds to summing up the lines of .
Therefore, (12) becomes
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is then a ZF solution up to a gain factor. By
obtaining a ZF equalizer with such a procedure, it is no
longer necessary to obtain an estimate of a forward
prediction error variance matrix (11).
0,ZFF
B. Adaptive Implementation
A number of adaptive algorithms based on
multichannel linear prediction have been recently
proposed. For example, the adaptive algorithm described
in [6] involves both a forward and a backward prediction
over the received signal in order to provide an estimate of
a ZF solution. Another adaptive algorithm [7] estimates a 
ZF solution from two forward prediction operations over
the incoming signal in a similar fashion.
Now, based on the proposed solution described
above, an adaptive version of the ZF equalizer algorithm
design is implemented and its performance is tested
through simulations. The forward prediction error vector
is estimated at each iteration and the forward prediction
coefficients matrix may be adapted with either the
recursive least squares (RLS) or the least mean squares
(LMS) algorithm, as in [6] and [7]. For an adaptive
implementation of ZF equalizer algorithm, a recursive
estimation of the forward prediction-error variance matrix
(11) can be carried out at every iteration:
(22)         kkkEkE Hfff fee  11
where 01 acts as a forgetting factor.
An estimate of h(0) is obtained from (22) by taking
the column of (22) with largest norm [6].
The adaptive procedure can be then summarized as
follows:
- at each iteration k, the forward prediction error
vector is obtained and the forward prediction matrix (10) 
is adapted with either RLS or LMS algorithm;
- an estimate of h(0) is calculated from (22) and the
ZF equalizer is obtained through (14) or, equivalently;
- an estimate of ZF equalizer is obtained with the
proposed strategy (21), therefore avoiding the
intermediate step (22) and saving some computation.
C. Simulation Settings
The adaptive version of zero-delay ZF equalizer
algorithm is tested through a simulation example of
channel equalization. The transmitted symbol sequence is 
drawn from a unit-variance, uniformly distributed 16-
QAM constellation. The multichannel coefficients are 
shown in Table I. This example consists of two
subchannels (P=2) each of them with N=4. It is worth
noting that the channel coefficients were normalized [8]
so that the received signal variance is set to unity.
TABLE I
MULTICHANNEL COEFFICIENTS
coefficient index i h0(i) h1(i)
0 0.4219 0.3375
1 -0.2953 + 0.3375i -0.1688 - 0.6329i 
2 0.0127 + 0.2700i -0.8649 + 0.0211i 
3 -0.2418 - 0.1114i 0.2801 + 0.3173i 
The criterion described in [8] to help evaluate the
performance of a blind algorithm is adopted. When a 
symbol error rate (SER) of about 0.04 is achieved, it is
possible to transfer to a decision-directed operation mode.
For a unit-variance 16-QAM signal, the above SER level
corresponds to a mean-squared error (MSE) about 0.08
[9]. So, the blind algorithm is considered successful if it is 
able to achieve such a MSE transfer level.
The length of each subequalizer is L = 8. Additive
white Gaussian-distributed complex noise is applied in all 
simulations, at transmitted signal-to-noise (SNR) ratios
from 10 to 40 dB. Both adaptation strategies are
considered – either with or without error variance matrix
estimation (proposed strategy). Moreover, phase
correction and automatic gain control are applied after
equalization [10]. For each adaptation strategy and at each
SNR point, a Monte Carlo simulation of 50 trials is
performed and the final steady-state MSE at 30000
samples is shown in the MSE X SNR curves.
D. Simulation Results
Fig. 2 shows the MSE X SNR curves for both
adaptations strategies with RLS algorithm.  Both
strategies have similar steady-state MSE performance and
reach the transfer level only for SNR values greater than
about 20 dB.
Fig. 3 shows the MSE curves for SNR = 25 dB. Both
strategies have similar convergence speed performance
and reach the transfer level with less than 1000 samples.
Although the proposed strategy reaches the transfer level
with fewer samples, it leads to a slightly higher steady-
state MSE. 
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Fig. 2: zero-delay equalizer, adaptation with RLS
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Fig. 3: zero-delay equalizer, adaptation with RLS, SNR = 25 dB 
V. PROPOSED ADAPTIVE IMPLEMENTATION OF A 
ZF SOLUTION
The proposed adaptive implementation of a
forward/backward predictor cascade structure follows the
same procedure used in the previous section for derivation
of an adaptive version of a zero-delay ZF equalizer. The
main steps of the procedure are summarized below:
- at each iteration, is adapted with either RLS or
LMS – forward (d
LfA
f+1)-step prediction;
- one-step backward prediction is performed over
forward prediction error signal with adaptation of ;MbB
- an estimate of  backward prediction-error variance
matrix is calculated as in (21)
 (23)          kkkEkE Hbbb bee  11
- from (23), an estimate of h(df) is obtained by
taking the column of (23) with highest norm;
- an estimate of d-delay ZF equalizer may be 
obtained with (18). 
A. Simulation Settings
All the simulation framework of the previous section
is again considered. Once again, the subequalizer length is
made L = 8. The orders of multichannel forward and
backward predictors are Lf = 3 and Mb = 2, respectively.
The forward predictor step parameter is df = 2, hence the
equalization delay is d = 4. Either both forward and
backward prediction matrices are adapted with RLS or are
adapted with LMS. For the sake of comparison, the zero-
delay ZF equalizer is employed with estimation of
forward prediction-error variance matrix (22). 
B. Simulation Results
Fig. 4 shows the MSE X SNR curves for both zero-
delay and d-delay (cascade structure) with RLS algorithm.
The d-delay equalizer leads to a lower steady-state MSE, 
and reaches transfer level within a lower SNR condition.
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zero-delay: forward predictor
d - delay: cascade forward/backward
Transfer Level
Fig. 4: adaptation with RLS, zero-delay and d-delay ZF equalizers
Fig. 5 shows the convergence curves for both ZF
equalizers with RLS at SNR = 25 dB. The d-delay
equalizer presents a lower steady-state MSE and a faster
convergence. Also, it reaches the transfer level with fewer
samples when compared to zero-delay ZF equalizer.
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zero-delay: forward predictor
d - delay: cascade forward/backward
Fig. 5: adaptation with RLS, SNR = 25 dB, zero-delay and d-delay ZF
equalizers
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Fig. 6 presents the MSE X SNR curves for the
cascade structure with adaptation driven by RLS and
LMS. Fig. 7 compares the convergence curves for the
cascade structure with adaptation of forward and
backward predictors, driven by RLS and LMS, both with
SNR = 25 dB. 
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Fig. 6: d-delay equalizer, adaptation with RLS and LMS
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Fig. 7: d-delay equalizer, adaptation with RLS and LMS, SNR = 25 dB 
When the predictors are adapted with LMS, both
convergence speed and steady-state MSE performances
are severely affected. MSE for adaptation with LMS could
be somewhat improved at the expense of an even worse
convergence speed performance.
VI. CONCLUSIONS
In this paper, a strategy for obtaining a blind ZF
equalizer based on multichannel forward linear prediction
was proposed and its performance was evaluated under an
adaptive implementation. The proposed strategy was
shown to save some computation, since it avoids the
estimation of a prediction error variance matrix, and leads
to an effective adaptive version.
The cascade structure comprised of a forward and a
backward multichannel prediction error filters is known to
result in a blind ZF equalizer. An adaptive implementation
of such a structure was also proposed and so was its
performance evaluated through computer simulations.
The deduction of blind ZF equalizers based on
multichannel linear prediction relies on the assumption of
absence of additive noise. Simulations suggest that the 
performance of the above algorithms is to be harmfully
affected in low SNR environments. Intense research effort
is currently performed in order to improve the
performance of such algorithms regarding to robustness to
additive noise and convergence speed.
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