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Abstract 
In this paper we show how an algebraically reduced system can be constructed, for which the preconditioned conjugate 
gradient method converges faster than for the original system. For this method it is necessary that the original matrix is 
symmetric positive-definite. Our approach is based on an efficient projection on a well-chosen subspace and we show an 
application in which a cyclically reduced system is one step further reduced by this novel technique. 
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1. Introduction 
The numerical solution of partial differential equations (PDEs) with a self-adjoint operator of the 
form 
by discretization over a two-dimensional domain leads to a linear system 
B2 = ~. (1) 
Here B is a penta-diagonal symmetric M-matrix if regular rectangular grids and five-point 
discretization molecules are used for finite-difference approximation. The preconditioned conju- 
gate gradient (PCG) method [1, 6] is an efficient ool to solve (1). Red-black ordering of the 
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unknowns with one step of cyclic reduction [11] may be applied with the aim of improving the 
convergence of conjugate gradients [2]. It is well known that a number of iteration schemes 
(including PCG) converge more rapidly when applied to cyclically reduced system than when 
applied to (1), see for instance [2, 4, 5, 7, 8, 11]. Hence, the reduced system approach in conjunction 
with CG-type methods is of practical importance. 
This paper presents the efficient implementation of the PCG method for solving a reduced 
system by using an appropriate projection operator [14]. The proposed technique xploits the 
sparsity structure of the given matrix. Its application is not restricted to the solution of cyclically 
reduced system. To the contrary, in this paper it is shown that a cyclically reduced matrix (e.g., 
through red-black ordering) can be further educed by a suitably chosen A-orthogonal projection. 
The projector may be regarded as a singular preconditioning matrix [15]. It may be applied by 
itself or together with one of the commonly used preconditioners such as incomplete decomposi- 
tion [13]. The choice of a proper projector is the most difficult one in this approach. There are at 
least two approaches for the construction of the projection operator. The aim is to improve the 
distribution of eigenvalues [12]. However, this requires ome knowledge of the PDE, of the mesh, 
and the differencing technique [12, 15] and, hence, this approach is not sufficiently general. On the 
other hand, a proper projector may be built by exploiting the structure of the coefficient matrix of 
the system to be solved [14]. This allows one to develop an algorithm with more efficient iteration 
than for the standard method. In this case the eigenvalue distribution may also be occasionally 
slightly improved. The later approach is proposed here. We introduce a new projection operator 
for solving a (cyclically reduced) system. Numerical experiments have been carried out using one of 
the most difficult problems of computational physics. The results of our experiments show that the 
new version of the PCG algorithm is more efficient han the traditional one [2]. 
The outline of our paper is as follows. In Section 2 we give some preliminaries for the projected 
PCG algorithm. In Section 3 the new projection operator is introduced by exploiting the structure 
of the coefficient matrix of an already cyclically reduced system. In Section 4 we present the results 
of numerical experiments, including a comparison with the standard PCG method applied to 
a cyclically reduced system [2]. Finally, in Section 5 we formulate some conclusions. 
2. Preliminaries 
Let 
Ax = b, x, beN"  
be the system to be solved. Here A is an n x n symmetric M-matrix. 
We assume that A-conjugate vectors 
th, 
are given, where k < n. Denote E = span{/~o,/)l, ... ,/3k-1}. Then 
k~l ~,(A#i)T 
i=o Pi Pi 
(2) 
(3) 
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is the projection operator onto E along E* (~"= E E)E*), which is an orthogonal projector 
relative to the norm 
II x Ila = (xTAx) 1/2. (4) 
Obviously, 
R = I - Q (5) 
is the projection operator onto E* along E. In (5) I denotes the n x n identity matrix. 
Since ~" is the direct sum of the subspaces E and E*, any vector from ~" may be represented as 
a sum of its projection onto E along E* and its projection onto E* along E. In particular, the 
solution of (2) is expressed as 
x = y + z, (6) 
where y = Qx ~ E, z = Rx  ~ E*. 
The projection y may be expressed as a simple linear combination of vectors (3) 
k-1  




a i  - ~T  ^ . (8) 
Pi APi 
The projection z may be obtained by solving the projected system [14] 
Az = Rrb (9) 
or  
ARx = RTb. (10) 
The latter system is compatible since RTAx = Rrb is so and RTA = AR,  as it can be easily verified 
by direct computation. AR is a singular symmetric matrix and the conjugate gradient method can 
be applied to solve (10). 
The PCG method applied to (10) gives the component z of the solution of (2). After z has been 
obtained, x is found from (6). Obviously, before the PCG-iterations begin we have z0 = 0. We will 
denote the iterate vector of the projected PCG algorithm as xi = y + zi, i.e. y will be used as 
appropriate initial guess. It is clear that if Azs = RTb for some integer s, 1 ~< s ~< n - k then 
xs = y + z~ solves (2). We call the projected PCG algorithm as IGPCG [14]: 
1. Construct a preconditioner H. 
2. Compute r* = b - Ax*.  
3. Compute the projection y from (7). 
4. Setx0=x*+y,  r0=r* - -Ay ,  p0=0,  p0= 1. 
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. Iterate (for i = 1, 2,... until convergence): 
5.1. Solve the auxiliary system H/" = ri-1; 
5.2. t=  R/'; 
5.3. p /= r~_ 1 t; 
5.4. fli = P i /P i -  1; 
5.5. p~ = t + fl~P~-l ;
5.6. s = Api ;  
5.7. 6 = p~s; 
5.8. 0~i = p J6 ;  
5.9. xi = x i -1  + ~P~; 
5.10. ri = r i -1  - ~is. 
Here x* is the given initial approximation of x. Indeed the new projection operation (line 5.2) 
A-orthogonalizes the current direction vectors against the set (3). 
Thus, the solution of (2) may be obtained as a linear combination of k vectors (3) and at most 
n - k vectors p~ generated by the above algorithm since one may hope that the process terminates 
far before n -  k steps have been completed. It is important to note that part of this linear 
combination, namely y, is determined before the iteration process. 
The question is now whether the projected system (10) has better properties than the original 
system (2) ? F rom the Rayleigh-Ritz characterization of eigenvalues it follows that 
~min(AR) ~ ~min(A), ~max(AR) ~ ~max(A), 
where ~,min(X) and ),max(X) denote the smallest and the largest eigenvalue of a matrix X, respec- 
tively. If we consider the matrix pencil A - 2H and assume H to be symmetric positive definite then 
from [-9, Chap. 10, Section 7, Theorem 14] we obtain 
)~min(H-1AR) >1 2rain(H- XA), ~max(H-1AR) ~ ,~max(H- 1A). 
Thus, one may hope that the IGPCG method applied to (10) will converge at least as fast as the 
PCG method applied to (2). 
The problem is, how to choose the vectors (3) properly. The natural way is to orthogonalize some 
set of linearly independent vectors by a Gram-Schmidt  procedure with respect o the norm (4) [-12]. 
In [12] unit vectors have been taken in such a way that the resulting projected system would be 
well-conditioned. However, in this case the Gram-Schmidt  procedure is applied straightforwardly. 
It may be quite expensive as k is large. Moreover, as mentioned above, this requires some 
knowledge of the PDE under consideration, of the mesh, and the differencing technique used. We 
will use a different approach ere. We will try to take as many linearly independent unit vectors as 
possible. Furthermore, it is convenient to define unit vectors such that Gram-Schmidt  process 
would produce only few nonzero coefficients, which gives a simple relation for the vectors (3) and, 
hence, makes the computing y from (7), (8) to be cost effective. Obviously, both the above aims are 
contradictory. However, the clever choice of linearly independent vectors can be made [14]. 
Once the vectors (3) have been constructed then component  y of the solution of (2) may be 
computed and the projector R may be formed. If we compute and store the nonzero entries of 
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R explicitly then the product R~' may be very expensive to compute since normally R is more dense 
than A because of the use of the Gram-Schmidt procedure (see [14] for penta-diagonal examples). 
Fortunately, in fact the explicit form of R need not be computed. We should provide the 
matrix-vector product R~" which can be implemented in an effective manner without explicitly 
forming R. From (5) it follows 
k- I  ^ AT ^ 
PiPi A t  
t=  R~= f - ~, ^T--^ • 
i = o Pi "qPi 
From the practical point of view the main difference of this relation from (7), (8) is in the presence of 
A in the numerator. 
To our knowledge only a trivial choice for the set in (3), such as A-conjugate unit vectors, allows 
the construction of a practically computable R, see the IGICCG1 algorithm in [14]. It is simply 
a red-black ordering of the unknowns. If we implement he modified incomplete factorization 
preconditioning [10] for the projected (i.e. reduced) system in the IGPCG algorithm with this 
projector, then we obtain a method similar to one-step repeated red-black ordered algorithm [5]. 
If, moreover, we compute xplicitly the reduced matrix AR then the projection operation (line 5.2 of 
the IGPCG algorithm) will be useless and it should be expected from the iteration loop. The 
resulting algorithm will be exactly the method [2]. This kind of projection operators will not be 
considered here. 
3. The projector for a cyclically reduced system 
In this section we describe one of the possible choices for the vectors/~i (3) for the case when (2) is 
a cyclically reduced system. For deriving (2) from the original system (1) see [2, 7, 8, 11]. Then n is 
the number of the black unknowns. To explain how the set of linearly independent vectors under 
A-orthogonalization is taken let us consider the natural and the red-black orderings for a 9 x 9 
example which are presented in Figs. 1 and 2, respectively. After one step of cyclic reduction has 
been completed we have remaining black points of which the natural ordering is shown in Fig. 3. 
Without loss of generality (for the sake of convenience) we define the half bandwidth m of the 
original matrix to be odd. Then A will be of the structure as it is presented in Fig. 4, where 
j = ½(m - 1). Further we are forced to avoid the matrix representation of R and to use a more 
detailed description of the projector and the related vectors. 
Denote l = j ,  wi = gi i f j  is even and l = j  + 1, w~ = c~ if j  is odd. Then 11 = ½1. Let ei be the ith 
column of an n x n identity matrix. We take k = int[½(n + 1)] linearly independent unit vectors 
ezi+ 1, i ---- 0 ,  1, . . . ,  k - 1. They determine the ordering as it is presented in Fig. 5. It should be noted 
that similar coloring has been studied in [-7, 8] under different circumstances. Then the application 
of the Gram-Schmidt procedure with respect o the norm (4) yields the following simple formulas 
for the vectors (3) 
/~i=e2i+l, i=0 ,1  .... ,11--1, (11) 
Pi ~ e2i+l At- l )2i+l- lPi - l l ,  i = /1, . . . ,k -- 1, (12) 
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0 0 0 0 0 0 0 0 0 
1 10 19 18 37 46 ~d~ 64 
0 0 0 0 0 0 0 0 0 
2 11 20 29 318 47 56 65 74 
0 0 0 0 0 0 0 0 0 
3 12 21 30 39 48 57 (~ 7~ 
0 0 0 0 0 0 0 0 0 
4 13 22 31 40 49 ~l 67 76 
0 0 0 0 0 0 0 0 0 
5 14 23 3"2 41 ~0 59 68 77 
0 0 o o o o o o o 
6 15 24 33 41 51 60 69 78 
0 0 0 0 0 0 0 0 0 
7 16 25 34 43 5"2 61 70 79 
0 0 0 0 0 0 0 0 0 
8 17 26 35 44 $3 62 "/1 80 
0 0 0 0 0 0 0 0 0 
9 18 27 36 45 54 63 72 81 
Fig. 1. The natural ordering for a 9 x 9 grid. 
where/)2i+ 1 are expressed as 
/ )21+1 = - -  W2i+l/bl21+l, i=0 ,1 , . . . , k  - 1, 
with 
u2 i+ i=a2 i÷1,  i=0 ,1 , . . . , /1 -1  
U2i+l =a2 i+ l  + l )2 i+ l - lW2 i+ l - l ,  i= l l , . . . , k -1 .  
From (11), (12) it can be seen that the Gram-Schmidt  process produces only one nonzero 
coefficient. 
Substitut ion of (11), (12) into (7), (8) gives the following three-step formulas for comput ing the 
vector y. First we compute  
~'i * i 0,1, ll -- 1, F2 i+ l  ~ ~ . . . ,  
~'i = r*,+i + I )2 i+ l - l~" i - l l ,  i = ll ,  ... , k  - 1. 
Then 
~i=~i /u2 i+ l ,  i=O,  1 , . . . , k -1  
and finally the nonzero entries of the initial guess vector are computed by the backward substitu- 
tion 
Y2i+ 1 = ~i, i = k - -  1, . . . ,  k - l l ,  
(13) 
Y21+l = ~i + t~2 i+ lY2 i+ l+ l ,  i = k - -  11 - -  1, . . . ,0. 
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0 • 0 • 0 • 0 • 0 
1 46 10 ~5 19 64 28 73 37 
• 0 • 0 • 0 • 0 • 
42 6 51 15 60 24 69 33 78 
0 • 0 • 0 • 0 • 0 
2 47 11 56 20 65 29 74 38 
• 0 • 0 • 0 • 0 • 
43 7 $2 16 61 25 70 34 79 
0 • 0 • 0 • 0 • 0 
3 a 12 57 21 66 30 75 39 
• 0 • 0 • 0 • 0 • 
44 8 53 17 62 26 71 35 80 
0 • 0 • 0 • 0 • 0 
4 49 13 ~1 22 67 31 76 40 
• 0 • 0 • 0 • 0 • 
9 54 18 ~ 27 72 ~ 81 
0 • 0 • 0 • 0 • 0 
5 50 14 59 23 611 32 77 41 
Fig. 2. The red black ordering for a 9 x 9 grid. 
0 0 0 0 
5 14 23 32 
0 0 0 0 0 
1 I0 19 28 37 
0 0 0 0 
6 15 24 33 
0 0 0 0 0 
2 11 20 29 38 
0 0 0 0 
7 16 25 34 
0 0 0 0 0 
3 12 21 30 39 
0 0 0 0 
8 17 26 35 
0 0 0 0 0 
4 13 22 31 40 
0 0 0 0 
9 18 27 36 
Fig. 3. The remaining black points for a 9 x 9 grid after one step of cyclic reduction. 
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d i-m Cld-lgi-i fi-lai fl g iC i  di  
Fig. 4. Structure of the matrix of cyclically reduced system. 
0 • 0 • 
3 2? 12 
0 • 0 • 0 
1 25 10 34 19 
• 0 • 0 
23 $ 32  17 
• 0 • 0 • 
21 6 30  15 39 
0 • 0 • 
4 28 13 37  
0 • 0 • 0 
2 26 11 35 20 
• 0 • 0 
24 9 33 18 
• 0 • 0 • 
22 7 31 16 40 
0 • 0 • 
5 29 14 38 
Fig. 5. The ordering which determines basis vectors. 
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1 1.05 1 1 1•15 1 2 1.25 
Fig. 2. Test prob lem 1: spectrum of M(A) 1G(A). 
1.3 
As a first attempt to improving the parallelism, a block scaling of the linear system might be 
considered. This step is highly parallel and may increase the rate of convergence (see [10] ). When 
the blocks are sparse (i.e. A is sparse) or when the convergence is fast, this step results useless• 
We now introduce the parallel solution of the block bidiagonal system by means of one of the 
algorithms derived from the parallel factorizations of tridiagonal matrices described in [1]. 
Suppose that n = kp - 1, where p is the number of processors. Consider the following decomposi- 
tion of M(A): 
M(A)  = 
M(O) 
Cke T- 1 Dk 
elCk+l M(1)  
C2ke~- 1 D2k 
C(p-1)keT-1 D(p_ 1)k 
el C(p-1)k+ l M(p- 11 
where ei denotes a block vector of length k - i with only the ith block equal to an identity matrix of 
order r, and 
M(i) -_ 
Oik+ 1 
Cik+ 2 Dik + 2 
C( i  + 1) k - 1 D(i+ 1)k- 1 t " 
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In the general case, the residual updating, computing the matrix-vector product Ape, and 
calculating both inner products are performed only for the nodes where unit linearly independent 
vectors have not been defined. Hence, these operations are performed only for the grid points 
marked by one from two colors (all the black points in Fig. 5). Thus, the IGPCG algorithm deals 
with the algebraically reduced system. Since y is used as initial guess, the unknown should be 
updated for the full length vectors x and p, where p is fully nonzero vector because of projection 
operation. 
Note also, that the IGPCG method does not require any additional memory because nonzero 
entries of u and v could be stored instead of the odd entries of the residual and the main diagonal of 
A, which are not used inside the iteration loop. 
We will compare our new algorithm with the standard PCG method [-2] for which the amount of 
arithmetics i L(7tm + 6.5ta) plus the cost for H - l r  per iteration. Here tm and ta denote the CPU 
times for floating point multiplication and addition, respectively, and L ~ 2n is the order of the 
original system (1). The costs for one iteration of the IGPCG method is L(5.75tm + 5ta) plus the 
costs for H -  lr. Note that both methods require exactly the same amount of memory. 
In the next section we describe numerical experiments for the proposed method. 
4. Numerical experiments 
We have selected two test problems from practical applications, namely from semiconductor 
device simulation. The main reason for this choice is that drift-diffusion semiconductor device 
equations yield linear systems that are extremely difficult to solve [3]. 
The incomplete Choleski decomposition [13], in its root-free form, has been chosen as precondi- 
tioner. The modified incomplete factorization [10] has not been used since its performance is 
affected by rounding errors [17]. Diagonal scaling has not been used in our experiments because it
leads to loss of accuracy due to huge range of the entries of A. However, these approaches may be 
used in our IGPCG algorithm when the problem is not too difficult. 
Steady-state drift-diffusion charge transfer equations in their normalized form may be written as 
172q~ = ni~(exp (q~)4~,, - exp( -  ~p)~p) - C, 
V. (#,nieexp (~p) Vdp,,) = R, 




Here the electrostatic potential qg, 4~p = exp((pp), qb n = exp( -  q),) are used as variables; ~0p, q~, are 
quasi-Fermi levels for holes and electrons, respectively. Nonlinear models for the rate of genera- 
tion-recombination R, intrinsic concentration nie, and carrier mobilities #p, #, can be found, for 
instance, in [16] as well as appropriate boundary conditions. The doping concentration C is 
a given function of spatial coordinates. 
One of the commonly used approaches to solve the nonlinear system (14)-(16) is nonlinear 
block Gauss-Seidel or Gummel's method [16]. One iteration of Gummel's method requires 
to solve three linear systems. The involved matrices are symmetric M-matrices if the above 
variables are used [16]. The coefficient matrix of the Poisson equation (12) is strongly diagonally 
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Table 1 
P lanar transistor simulation 
199 
Method e = 6 E = 12 
(15) (16) (15) (16) 
N t N t N t N t 
PCG [2] 28 1.76 14 0.94 35 2.09 24 1.49 
IGPCG 27 1.43 13 0.77 33 1.70 23 1.21 
Table 2 
Shallow-profile transistor simulation 
Method e = 6 e = 12 
(15) (16) (15) (16) 
N t N t N t N t 
PCG 1-2] 38 5.93 23 3.73 49 7.53 42 6.53 
IGPCG 34 4.56 23 3.19 46 6.10 42 5.33 
dominant. Therefore, we will test our methods only on the continuity equations (15) and (16) which 
are more difficult to solve. Results will be presented for the first Gummel iteration. 
Two structures of bipolar transistor are used in our experiments. They are shallow-profile device 
and planar device [14]. The applied biases are taken from [14]. The grid is a 41 × 49 mesh for the 
shallow-profile transistor and a 23 x 35 mesh for the planar device. Strongly nonuniform meshes 
are used. All the experiments were carried out on an IBM PC AT 386/387 using double precision. 
Table 1 represents the number of iterations N and the CPU time t (in seconds) for solving 
both continuity equations for the planar transistor. Iterations were terminated when 
II rNll~/ll ro L[o~ < 10 -~. Table 2 represents hese values for shallow-profile device simulation. 
It can be seen that the IGPCG method is more efficient han the standard PCG algorithm based 
on red-black ordering [2]. So, the performance of the PCG method for cyclically reduced system 
may be further improved by suitable projection transformations. 
5. Conclusions 
A method for reducing self-adjoint linear systems has been proposed. This method exploits an 
appropriate projection operator and is used in combination with the IGPCG algorithm. The new 
approach is applied to a cyclically reduced system, but it is not necessary that A has been cyclically 
reduced. The trick may work for any positive definite A with a suitable structure. It has been 
demonstrated that the cyclic reduction may be repeated implicitly by a clever choice of the basis 
vectors. This is clearly an advantage, since straightforward epetition of the red-black ordering 
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reduction is inhibited by the more complicated structure of the reduced system. Using the structure 
and the A-orthogonality ofthe basis set, it appears to be possible to further educe the system in an 
efficient manner. The new projector has been discussed in detail. The use of the proposed projector 
reduces the iteration cost of the PCG algorithm. It is obvious that the extremal eigenvalues of the 
projected matrix are inside the spectrum of the original operator because of the projection. This 
leads to a reduced condition umber which is nice for the conjugate gradient method. Numerical 
experiments have been carried out for a relevant set of difficulty boundary value problems. The 
described method appears to be more efficient han the standard PCG algorithm with red-black 
ordering. 
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