Summary. The inversion of cumulative distribution functions is an important topic in statistics, probability theory and econometrics, in particular for computing percentage points of the distribution functions. The numerical inversion of these distributions needs accurate starting values, and for the standard distributions powerful asymptotic formulas can be used to obtain these values. It is explained how a uniform asymptotic expansions of a standard form representing several well-known distribution functions can be used for the asymptotic inversion of these functions. As an example we consider the inversion of the hyperbolic cumulative distribution function.
Introduction
We consider functions of the form
where a > 0, η ∈ R, and f is analytic and real on R with f (0) = 1. The special case f = 1 gives the normal distribution
where erfc z is the complementary error function
As shown in [1, 2] and [3, Chap. 10] the incomplete gamma functions and the incomplete beta function -which are the basic functions for several distribution functions -can be written in this form. In these references we have used uniform asymptotic expansions for inverting these distribution functions for large values of one or two parameters.
We explain how the incomplete gamma function
can be written in the standard form (1). Let λ = x a and t = aτ . Then
where
The transformation
gives the standard form
2 Asymptotic Representation of F a (η)
By using Laplace's asymptotic method (see [4, Chap. 2] ) it is not difficult to find the asymptotic estimates for large positive a and fixed values of η:
We see that the asymptotic behaviour of F a (η) is completely different in the three cases distinguished. Moreover, the asymptotic forms do not pass into each other when η changes sign. By using an integration by parts procedure we can obtain a single asymptotic representation of F a (η) which is valid for all η ∈ R. We write in (1) f (η) = [f (η) − f (0)] + f (0), where f (0) = 1, and use (2). Then we obtain by repeating integration by parts steps: 
