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Abstract 
We consider the problem of scheduling a set of tasks whose precedence relation is represent- 
able as a directed forest, on two identical machines, in order to minimize the total completion 
time. A new heuristic algorithm is presented which provides a l/4 approximate solution. This 
algorithm is based on the idea of critical jobs, where a job is a set of tasks corresponding to 
a maximal tree in the forest. A critical job is one whose total duration exceeds the total duration 
of all other jobs. In the paper, first a l/4 approximate algorithm for the case in which no job is 
critical is presented, then this algorithm is extended to the general case. The l/4 approximate 
bound is proved to be tight. The complexity of the proposed algorithm is studied. 
1. Introduction 
Problem P2/tree/Cmax (for the notation we refer to [5]) is the problem of 
scheduling n tasks on two identical machines, subject to precedence constraints of the 
tree type. Without loss of generality, we may assume the graph corresponding to the 
precedence relations to be an out-forest, i.e. the task corresponding to a given node 
must be processed before the tasks corresponding to the node’s children. 
Approximate algorithms for the solution of this problem, known to be strongly 
NP-hard [1], can be found in the literature. Among such algorithms we mention the 
List Scheduling ones which yield approximate solutions with a relative error of l/2 
[3], and the one based on the use of critical paths which leads to a l/3 approximation 
[4]. These algorithms can be easily generalized to the case of m machines producing 
approximations of (m - 1)/m and (m - l)/(m + 1) respectively. In the following we 
present a new approximate algorithm which yields solutions whose relative error is 
bounded by l/4. This algorithm is based on the use of so-called critical jobs and, in 
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some sense, its philosophy has been suggested by an exact algorithm for the preem- 
ptive case proposed in [2]. 
2. The problem 
Let tl, t2, . . . , n t be the tasks and M1 and M2 the machines. We denote by d(t) the 
duration (processing time) of task t, and by d(S) the sum of the durations of the tasks 
in S, where S is any subset of tasks. If F is the forest defining the precedence relation 
and T1, T2, . . . , T, are its maximal connected components, we can partition the set of 
the tasks into p subsets, J1, J2, . . . , Jp, where Ji contains all the tasks whose correspon- 
dent nodes are in Ti, for i = 1, . . . , p. Subsets J1, J2, . . . , J, are called jobs; so, a job is 
a maximal set of tasks which are linked together by precedence constraints (its tasks 
are unrelated to the tasks belonging to the other jobs). 
In the following, for any i, til, til, . . . , ti~,O are the tasks of job Ji ordered according to 
any of the total orders compatible with the partial order defined by the tree Ti. So doing, 
we will consider as given the order in which the tasks within each job are to be executed. 
Without loss of generality assume d(J,) 2 d(J,) 2 ... 2 d(J,). 
The scheduling problem we consider is to assign the tasks to the machines in order 
to minimize the maximum completion time i.e. the length of the time interval in which 
all the tasks are to be completed. 
Although it is not essential for the definition of the problem, we want to give here 
a brief description of the way we assume the data of the problem be given; it will be 
useful in the analysis of the algorithms’ complexity. We assume an instance of the 
problem to be represented as a forest with one node for each task; in the following we 
do not distinguish between nodes and tasks, so that the node corresponding to task 
t will be called t. For each node three pointers are available, one to thefather, one to 
theJirst son, if any, and one to the next sibling, if any (the sons of a node are ordered 
arbitrarily). Also pointers to the roots of the trees (jobs) contained in the forest are 
available. This is a quite standard data structure which allows to perform in linear 
time most of the operations defined on trees. Furthermore, for each node, t, there is 
a label with two elements: the duration of the task t, and the sum of the durations of all 
the tasks corresponding to the nodes in the subtree oft, i.e. the duration oft plus the 
durations of all the tasks which must follow t in the partial order. Note that, given the 
forest and the tasks’ durations, the labels can be computed in linear time; a bottom-up 
visit of the forest is sufficient. 
3. A particular case 
We say that a job J is critical if 
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where 
L = fj d(Ji). 
i=l 
Clearly there can be only one critical job at the most. A particular case is the one in 
which no job is critical; the following algorithm A finds a schedule of the tasks on the 
machines with l/4 approximation for this particular case. In the algorithm’s descrip- 
tion, w.l.o.g., we shall assume that the last task of each job is a dummy task with 
duration set to 0. 
Algorithm A 
(1) For i = 1,2, . . . ,p, assign job Ji to the currently less loaded machine. Let Jh be 
the job which ends last; w.1.o.g. assume J,, to be assigned to Ml. Let T1 and Tz, with 
T1 > TZ, be the ending times of machines Ml and M2 respectively. If T1 = TZ, then 
STOP: return the schedule (which is obviously optimal). 
(2) For each job Jk, with k d h, assigned to the first machine compute: 
s: = T1 i T2 - yd(t,), S,2 = 
j=i* 
y d(tk,) - T1 2 T2, 
j=i*_l 
J,, = @k,., tk,.+,, . . . , tk,,,,) if 6k = 6:, 
k 
(tk;,_ ,Y tk<.> . . . , tk,,,,) if 6k = && 
yk = J,\J;:. 
(3) For each job Jk, with k d h, assigned to the second machine compute: 
i 
0) 
i* = min i: x&k,) < d(J,,) - 
TI - T2 
jzzi 
2 , 
6; = d(J,) _ T1 ; T2 _ 
q(k) 
1 d(tk,), 6,’ = T1 ; T2 + F d(tk,) - d(J,), 
j = i* j=i*-1 
J,, = @k,., tklr+l, ... ) tk,,,,) if dk = & 
k 
(tk,._ ,P tk,., . . . , tk,,l,) if bk = & 
J, = J , J,, 
k k k ’ 
(4) Let E = argmin{& k = 1, . . . ,h). 
IfJE is one of the jobs assigned to Ml then move part J{ of job JE to machine Mz. Jobs 
Ji, and Ji shall be processed one as the first job and the other as the last one on their 
respective machine. 
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Else, move part Jf of job JL to machine M, and job Jh to machine M2. Again, jobs 
J; and Jf shall be processed one as the first job and the other as the last one on their 
respective machine. 
(5) Return the schedule so obtained. 
The two quantities 6: and 6,’ are the displacements with respect o the lower bound 
L/2 of the makespan obtained by splitting job k immediately before task i* and 
immediately before task i* - 1 respectively. 
Clearly, being 2 d i* < q(k), such quantities are always well defined. The upper 
bound on i* derives from the assumption that d(&,,,,) be 0 for all k, while the lower 
bound derives from the fact that there are two tasks at least for each job (one is the 
dummy one) and from the inequalities 
T, - Tz 
2 
< d(Jh) < d(Ji), i = 1, . . . ,h - 1, 
and 
TI - Tz 
4Jd - 2 < d(Jh) < d(Ji), i = 1, . . . , h - 1. 
The correctness of the algorithm follows from the above considerations and from 
Proposition 1 which is given next. 
Proposition 1. The schedule returned by algorithm A is feasible. 
Proof. The jobs are unrelated, so any schedule in which the tasks of each job are 
performed sequentially in an order which satisfies the precedence relations is feasible 
independent of the relative order of the jobs. This is true for all the jobs which are not 
split provided we process the tasks in the lexicographic order (which has been chosen 
in such a way to satisfy the partial order relation). This is also true for job Jk which has 
been split into two sub-jobs: in fact its lower sub-job is processes by the machine it was 
assigned at step 1 as the first one while its upper sub-job is processed by the other 
machine as the last, and, being the total duration of the job less than L/2, the 
assumption that J;i starts while J; is still processing enerates a contradiction. In fact, 
suppose this to be the case: the situation is the one illustrated in Fig. 1, where, w.l.o.g., 
J; is assigned to the first machine, Jiu, represents all the jobs assigned to MI except Jr, 
and JM, is the analogous of JM, for M2. 
The job durations are d(J;) = a, d(Ji) = d, d(JM,) = b and d(JM2) = c. In our 
hypotheses a > c. Clearly, JE being not critical, a + d d b + c. Then, job Jg is the 
longest job, and the schedule obtained by assigning it to M2, while all the other are 
assigned to MI (see Fig. 2), has makespan c + b < a + b, and is better than the one of 
Fig. 1. 
But this schedule cannot be better than the one obtained at step 1 of Algorithm A. 
Then, the choice of splitting JE at step 4 gave rise to an increase of the makespan, 
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Fig. 1. 
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M2 J; Jl 
1 
Fig. 2. 
which is not possible. So, a contradiction has been obtained, and the proof is 
completed. 0 
The following proposition provides a bound on the relative error, RA, of the 
algorithm’s solution. 
Proposition 2. RA < l/4. 
Proof. Denoting by ZA the objective function’s value of the solution provided by 
Algorithm A and by Z,,, the optimal value, we have 
ZA 6 g + 61; B z,,, + & (1) 
26~ < d(t,c,,_,), k = 1, . . . , h, (2) 
Zopr > 2 min (d(&+,), k = 1, . . . , h) > 4&, (3) 
where, for each k, i* is the index found either at steps 2 or 3. 
In (3) the first inequality follows from the fact that, all the jobs being non-critical, 
h cannot be less than 3. Hence there are at least two tasks belonging to different jobs 
assigned to the same machine, while the second inequality follows from (2). 
Then, from (1) and (3) it follows that 
R = ‘A - zopt 61; 1 A Z <---=_, opt 46x 4 
and the proof is so completed. 0 
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Now, maintaining the assumption that all the jobs are non-critical, consider the 
variant in which there is one particular job, say J,, whose first task &is bound to be 
processed, by the machine to which it has been assigned, as its first task. 
In this case, we may apply Algorithm A disregarding the new constraint, and, once 
a schedule has been obtained, we modify it, if necessary, by moving backward task 
trl in order to make it to start at time 0. So doing, we get a new schedule which is 
feasible unless r # il; and both J,. and J; have been assigned by A to the same machine; 
in fact, in this case both task t,, and job Ji should be placed in first position on the 
same machine and a conflict arises. This case can easily be taken into account by 
a simple modification of the algorithm. The modified algorithm, which will be used in 
Algorithm B of Section 4, is given next. 
Algorithm A’ 
(1) As in Algorithm A. 
(2) As in Algorithm A if job J, has been assigned to the second machine; otherwise 
do: 
for each job Jk, with k < h, assigned to the first machine compute: 
i* = max 
i 
i: i d(tk,) < 71 - T2 
j= 1 I 2 ’ 
s: = T1 ; T2 - i Qk,), s,” = i*&tk) - T1 ; *2, 6, = min{$, $}, 
j= 1 j=l 
J,, = @k,? tk$ . . . , tk..) if 6k = c%, 
k 
(tk,, tk,, . . . ) tk,*+,) if & = s,“, 
J, = J ,,,, 
k k k’ 
(3) As in Algorithm A ifjob J,. has been assigned to the first machine; otherwise do: 
for each job Jk, with k d h, assigned to the second machine compute: 
i* = max i: i d(tkj < d(J,,) - T1 - T2 
j= 1 
2 , 
6; = d(J,) _ T1 ; T2 _ 
i* 
1 d(tk,), 8,’ = *’ ; Tz + ‘ii; d(tk,) - d(J,,), 
j=l 
dk = min {I$, a:}, 
J;= j:~~~~~~;:::;~:;),) !;;I,“;’ J;= J,\J;:. 
’ k k, 
(4) As in Algorithm A. 
(5) Return the schedule so obtained. 
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It is easy to convince one self that Propositions 1 and 2 remain valid also for the 
schedule yielded by Algorithm A’. 
Note that job Ji is split by the algorithm in such a way that it is always possible to 
process its first part (either J; or Ji) as the first job on one of the machines and its 
second part as the last job on the other machine. 
Now, we consider the complexity of the algorithms. Since A and A’ differ only in the 
order the tasks within each job are scanned, we analyze the complexity of only one of 
them, say A; the results obtained apply to the other too. 
We assume the jobs to be implemented as a list, where each element of the list (job) 
points to the list of the tasks belonging to that job, and the jobs are ordered according 
to decreasing durations. Starting from the forest, the list of the jobs can be obtained in 
O(n) time; the sorting requires an additional O(p log p) time. 
Step 1 of the algorithm can be easily implemented in O(p) time. Steps 2 and 3 imply 
the execution of O(n) elementary operations for the computation of the indices i*, one 
for each job, plus O(a) operations to split each job into two sub-jobs and to compute 
the bk values. Step 4 requires O(p) elementary operations; in fact, g can be computed 
while executing steps 2 and 3 so that to make constant the complexity of step 4. 
Then, the following result holds. 
Proposition 3. The time complexity of both algorithm A and Algorithm A’ (including the 
sorting operation) is O(n + plogp). 
4. The general case 
Now we consider the case in which one critical job may be present; note that, by the 
definition of critical job, at most one job can be critical. 
Note that the effect of processing the first task of a job is to create new jobs: in fact, if 
we remove the root from a tree, we get a set of new trees (as many as are the sons of the 
root). Of course, if that job was non-critical then also the new jobs created are 
non-critical, and if it was critical at most one of its sons can be critical. 
The following algorithm produces for the general case a schedule whose relative 
error is bounded by l/4. 
Algorithm B 
(1) While a critical job exists, assign its first task to the first machine and redefine 
the set of available jobs. 
While the first machine processes the first task of the currently critical job, the 
non-critical ones are assigned to the second machine in any order. 
Let z be the first time when all the current jobs are non-critical. If initially there is no 
critical job then z is equal to 0. 
(2) If, at time r, either machine 2 is idle or it has just completed a task, apply 
Algorithm A, starting from time T to all the jobs which are still to be processed. 
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Else, let t, be the task currently processed by M2 and Jp the job it belonged to. Let 
us call t;, the yet unprocessed portion of task t,, at time r and Jb the job containing 
t6, together with all the tasks of Jp which follow t,,. Apply algorithm A’ to the new 
problem containing all the yet unprocessed jobs with Jp replaced by the new job 
Jb and with the constraints that its first task be processed as the first on the second 
machine (the machines might need to be switched at the end in order to ensure that 
tb, be processed by the second machine); this constraint is needed to have task 
t, processed without interruption. 
Clearly algorithm B yields a feasible schedule. As an example consider the tree in 
Fig. 3, where each node corresponds to a task; each task is denoted by a letter while 
the numbers are the tasks’ durations. 
According to the algorithm, we first assign task a to the first machine, then, once 
a has been completed, we have two new jobs with b and 1 as their first tasks, 
respectively. The job starting with b is critical, thus we assign b to the first machine. 
While b is processed, we can process tasks 1, m and n on the second machine. At the 
completion of b, the situation is that there are 4 jobs, with first tasks c, d, e and p. The 
job starting with d is critical and we assign d to the first machine; while the first 
machine is busy processing d, all the other jobs can be processed by the second 
machine. Note that, 5 being the duration of d, and 4 the total duration of the other 
jobs, the second machine remains idle for one unit of time waiting for the first to 
complete its task. At the completion of d, we have two jobs, one containing taskfand 
the other containing tasks g, h and i. The one starting with g is critical so we process 
g on the first machine whilefis being processed by the second one. At the completion 
Fig. 3. 
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of g, we have three new jobs, containing respectively the yet unprocessed portion off, 
h and i. Since now no critical job is left, and in this particular case all the jobs being of 
equal duration, we can assign the last portion offand h to the first machine and i to the 
second one. Note that in this particular case the schedule obtained is the optimal one. 
Lemma 4. After the execution of the_first task of a critical job J,, ifthere is still a critical 
job this is one of the jobs into which J, is split after the execution of itsJirst task. 
Proof. We have a critical job J, and a set of non-critical jobs JN = {Ji:Ji is not 
critical}. By definition d(J,) > d(J,). 
Let r be the root of J,. While the first machine executes r, the other machine 
executes tasks belonging to the jobs of JN if any. When r has been processed, if JN is 
not empty (if d(J,) d d(r) the lemma is proved) we have that d(J,) - d(r) > 
d(J,) - d(r), so the remaining jobs in JN are still non-critical, and if one critical job 
exists this must be one of the jobs whose root task is one of the sons of r. 0 
As for the approximation, the following result holds. 
Proposition 5. RB is smaller than or equal to l/4. 
Proof. In the time interval [O,r] the first machine processes tasks which, because of 
the lemma correspond to a chain in the graph representing the partial order relation. 
So, such tasks need to be processed in series. In the meanwhile the second machine 
processes the other available tasks, and if it remains idle it is because no available task 
is present. Then we have 
where L, is the total duration of the jobs left after time r, that is the jobs given as input 
to either Algorithm A or Algorithm A’. 
With the notation introduced before, we have 
This formula is analogous to (1) in the proof of Proposition 3, while (2) and (3) hold also 
here. In fact, after time r all the remaining jobs are non-critical with respect o L,; so, by 
definition, there must be at least two jobs. If there are only two jobs, then Ti = T2 and 
the solution is optimal, while, if the jobs are three or more, then (3) holds. 
Then, from (4) and (3) it follows that 
RB = 
ZB - zo,, bi 1 
Z opt 
Gs=j’ 
and the proof is so completed. 0 
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5. Complexity analysis 
Now, in order to analyze the computational complexity of Algorithm B, we need to 
go into some implementation details. 
First, we introduce the following variables and data structures: li is the ending time 
of the task currently assigned to machine i. LMi is the list of the task assigned to 
machine Mi. LJ is the list of jobs not yet assigned to any machine 
(LJ = [Jt, J2, . . . , Jp,], where each Ji is a list of tasks Ji = [ti,, ti,, . . . , ti,,J). We 
assume that if there is one critical job, it is placed in the first position of the list; this 
can be done in the initialization phase with linear cost. 
Given a list L, we define the operations: 
Head(L), which returns the first element of L. 
Tail(L), which returns the last element of L. 
Delete-Head(L), which deletes the first element of L. 
Delete-Tail(L), which deletes the last element of L. 
Insert (J, L), which inserts the element J in the last position of L. 
Insert-Head(J, L), which inserts the element J in the first position of L. 
Then, we define the following special operations: 
Split(J), which cancels from job J the first task and returns a set of lists F = {J(l), 
Jc2’, . . , J(‘)}, where J@) is the sublist of J containing all the elements which belong to 
the subtree of the ith child of Head(J), r being the number of children of He&(J). This 
procedure can be performed in linear time using the data structure described in 
section 2. 
Initialize, which, given the description of the problem (see Section 2), constructs the 
list LJ, visits the jobs and computes the node labels. This operation is performed in 
O(n) time. 
Rest(M, /,,1), which returns the portion of the last job assigned to machine 44, 
which at time 1 is still uncompleted, and set l,+, to the ending time of the last task 
assigned to M which starts before 1. The cost of this operation is linear in the number 
of tasks of the partitioned job. 
Sort(LJ), which performs a sorting of the jobs in LJ according to decreasing 
durations. 
Now, we present an implementation of Algorithm B, which will be used for the 
complexity analysis. 
Begin 
Initialize; 
while (Head is a critical job) do 
J: = Head( Delete-Head( 
Znsert(Head(J), LM1); 
I,: = 1, + d(Head(J)); 
while (12 < 11) and (LJ not empty) do 
Znsert(Tail(LJ), LM2); 
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12 := 12 + d(Tail(LJ)); 
Delete-Tail(LJ) 
endwhile; 
if l2 < l1 then 12:= l1 
F: = Split(J); 
for each J in F do 
If (J is critical) then Insert-Head(J, LJ) 
else Insert(J, LJ) 
endfor 
endwhile; 
if l2 < l1 then Insert(Rest(LM,, 12, 11), LJ); 
Sort(LJ); 
if 1, < l1 then execute Algorithm A 
else execute Algorithm A 
end. 
The initialization phase, as described, runs in O(n). The external while cycle assigns 
n’ < n tasks to the machines producing p’ new jobs, with p’ B n - n’ + 1 (the “ + 1” 
depends on the fact that one of the tasks can be split); all the basic operations being 
executable in constant time, the computational cost is O(n). Then, Algorithm A (or 
Algorithm A’) is applied to an instance with n” < n - n’ + 1 tasks and p’ < n” jobs. So, 
the overall complexity is O(n + p’ log@) = O(nlogn). 
Now we show how this complexity can be reduced with a little modification to 
Algorithm B: before the execution of Algorithms A or A’, instead of sorting the entire 
list of jobs we can search for the three longest of them (in O(p’) time) and sort these 
three jobs in constant time; then, we assign these jobs to the machines in decreasing 
order of weight, while the others are processed in any order. With this modification 
the sorting is eliminated and the complexity reduced to O(n). 
The relative error of the solution obtained with this modified version of the 
algorithm is still bounded by l/4. In fact, two cases must be considered: 
(i) The job J, which ends last is one of the first three; in this case the solution is the 
same as the one given by the original version of the algorithm, since all the jobs from 
the fourth one are assigned to the same machine. 
(ii) If J, is not one of the first three jobs, then 
d(Jr) d i _I d(Ji) <i, 1 d(Ji) 9: 
I - 1, ,I I = 1, ,p 
and being 
Tr - Tz < d(J,) 
we have that 
z <Ci.,d(Ji)+d(J)=L+d(J,)<L+L152 
B-. 
2 
r 
2 2‘ 2 8 ’ 4 Opt 
so the relative error is still less than or equal to l/4. 
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Then, we can state the following result: 
Proposition 6. Algorithm B can be implemented to run in O(n). 
6. The approximation bound is tight 
Now, we show that the l/4 approximation bound is tight, i.e. no sharper bound can 
be found for the proposed algorithm. 
Consider the instance of Fig. 4, where each node/task has two labels, the bold one is 
the task name while the other is the task duration; k denotes a very large integer. 
Here there are three jobs, Ji = {a}, Jz = {b, e,f> and J3 = {c, g, h}, all non-critical, 
so that Algorithm A can be applied. The algorithm first assigns the jobs to the 
machines as depicted in Fig. 5. 
In this solution it is Ti = 10k + 2 and Tz = 6k. The computations of steps 2 and 
3 of the algorithm give the following results for the three jobs: 
Job 1: J’, = 0, J’; = {a}, d1 = 3k, 
Job 2: Ji = {b,e,}, J’; = {f}, & = 2k - 1, 
Job 3: J; = {c, g>, J; = {h}, S3 = 2k - 1; 
then job J; is moved to the second machine obtaining the schedule of Fig. 6. 
The solution obtained has a value of lOk, while the optimal solution, the one 
depicted in Fig. 7, has a value 8k + 1. 
The relative error is 
ZA - RA= -&,t 10k - (8k + 1) 2k 1 1 - 
= 
z opt 8k + 1 =8k+lxG+-. 4 
k 
b 
k 
C 
Fig. 4. 
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It is straightforward to derive from the instance of Fig. 4 an instance for the case in 
which a critical job exists, on which Algorithm B yields a solution with asymptotic 
error equal to l/4. 
It is worth noting that with a different linearization of the partial order within the 
jobs a better result could have been achieved. For example with the jobs defined as 
follows 
Jr = (a>, Jz = (Uef, J3 = {c, kg). 
Algorithm A yields a solution with value 9k + 2, so obtaining an asymptotic approxi- 
mation of l/8. That suggests a possible line along which one can try to improve the 
results presented here. 
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