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ABSTRACT
This paper presents a fast algorithm for smooth digital elevation
model interpolation and approximation from scattered elevation data.
The global surface is reconstructed by subdividing it into overlap-
ping local subdomains using a perfectly balanced binary tree. In
each tree leaf, a smooth local surface is reconstructed using radial
basis functions. Finally a hierarchical blending is done to create the
final C1-continuous surface using a family of functions called Par-
tition of Unity. We present two terrain data sets and show that our
method is robust since the number of data points in the Partition of
Unity blending areas is explicitly specified.
Categories and Subject Descriptors
G.1.2 [Numerical Analysis]: Approximation of Surfaces and Con-
tours
General Terms
Algorithms
Keywords
DEM, contours, interpolation, approximation, scattered data, GIS,
grid, computational geometry
1. INTRODUCTION
This paper deals with the creation of Digital Elevation Models
(DEM) from elevation samples more particularly for processing in
Geographical Information Systems (GIS) applications. Originally,
mathematician researchers based their work on signal reconstruc-
tion from irregular sampling models. More and more point based
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models are manipulated for various applications (GIS, virtual real-
ity, video games, etc.). A massive emergence of point based acqui-
sition peripherals: 3D scanners, satellites, radar, etc creates these
models.
DEMs can be seen as regular grids of elevation. They are used in
many applications such as environment, territory development, vir-
tual reality and video games, geology, hydrography, civil and mil-
itary engineering, etc. Sources for recent elevation models come
from variable sources such as dual satellite images or Synthetic
Aperture Radar (SAR). Sources for DEM are, for example, the
United States Geological Survey (USGS) in the United States or
the Institut Géographique National (IGN) in France. When work-
ing on older documents, DEM can be created using contour lines
– isolines – extracted from scanned topographic maps [1,25,26] or
provided by operators such as USGS in the form of Digital Line
Graphs (DLG). The problem with DEM reconstruction is to find a
specific interpolation model which can produce a continuous sur-
face in a reasonable computational time for a great number of ele-
vation samples. Moreover, the resulting smooth DEM should be as
close as possible to the real terrain even if, of course, it is not pos-
sible to reproduce the earth complexity only from sparse elevation
data.
In this paper, we propose to use a Radial Basis Function (RBF)
scheme to interpolate elevation samples. These sparse samples can
be extracted by subsampling contour lines. According to Franke
[9], RBF are known to be one of the sharpest and stablest methods
to solve scattered data approximation and interpolation problems.
We propose to enhance this model by an adapted Partition of Unity
– PoU – approach which permits to prevent a combinatorial explo-
sion to solve the RBF equation system.
The paper is organized as follows. In section 2, related works de-
veloped about the contour lines and scattered data interpolation do-
main before focusing on previous works about RBF are described.
Then, in section 3 we present the RBF principle enhanced by our
hierarchical PoU algorithm for limiting computing costs.
Finally, an application to this DEM interpolation from terrain
data – irregularly sampled or known on contour lines – is presented
in section 4. Results in term of time consumption and visual aspects
applied to 3D-terrain reconstruction are shown. The comparison is
made by varying the number of known elevation points and intrin-
sic parameters of our algorithm.
2. RELATED WORKS
Many approaches have been proposed for terrain interpolation
based on two incoming data types: scattered elevation samples of
terrain, and contour lines which can also be seen as a subset of
the first one. In this section we first quickly review the most used
contour lines interpolation techniques. Then, we focus on previous
works related to the scattered data interpolation problem.
2.1 Contour lines interpolation
Many research works have been done on the specific contour
line interpolation question. One of the first methods is based on
the inverse distance weighted averaging [22, 23] but it generates
a lot of artifacts and the resulting model is not guaranteed to be
C1-continuous. A commonly used family of methods studied in
[5,7,11,12] uses Partial Differential Equations (PDE) models such
as the Laplacian or the so-called thin-plate model solved using
iterative methods. The best known thin-plate implementation is
computed by TOPOGRID [16] provided by the commercial soft-
ware ArcInfo and performs a first pass to compute ridge lines and
streams in order to create more realistic DEMs. However, the major
drawbacks of these methods are the computing time and the terrac-
ing and ringing artifacts they generate. Another algorithm based on
a front propagation of euclidian or geodesic distances is presented
by Soille in [24]. This is a fast method but the created DEMs are
not smooth on contour lines and peaks and pits are not interpolated
and remain flat areas. More recently, Gousie et al. [13] propose
to iteratively compute intermediate contours between each contour
line pairs. Peaks and pits are considered separately by computing
a Hermite spline that follows the slope trend. The final DEM is
obtained after one or more smoothing passes, but according to the
authors, some artifacts remain and the surface has a tendency to be
stratified.
2.2 Scattered data interpolation
The subject of scattered data interpolation is a very extensive
one. Excellent overviews can be found in [10, 19, 21]. In this sec-
tion, we present the most popular techniques insisting on methods
involving RBF.
The earliest technique in this research field is known as the Shep-
ard method [22]. The C0-continuous interpolant is based on in-
verse distance weighting average of data. This is a global method
where all data are used for the evaluation of each unknown point.
Sibson [23] introduced a variant of this method by modifying the
weighted function to take into account only points present in a disc
of a fixed radius centered on the evaluated point.
Another popular method constructs an interpolant as a piece-
wise union of patches (usually low degree multivariate polynomi-
als) joined together with a certain continuity. Bartles [2] used this
approach with spline and Bezier patches. These patches are ex-
tensively used in the area of the geometric design and give a user
freedom to model and change the shape of the object. Haber et
al. [14] propose a C1-continuous surface generated from triangular
Bezier patches.
A more recent method proposed by Lee et al. [18] uses mul-
tilevel B-splines. These splines are introduced to compute a C2-
continuous surface through a set of irregularly spaced points using
a coarse-to-fine hierarchy of control lattices. According to Bertram
et al. [4], a drawback of this method is that the global refinement
of lattices is inefficient when accurately reproducing small local
features. In [4], authors also uses B-splines in a hierarchical way.
They combine adaptive clustering, based on quadtrees with piece-
wise polynomial least square approximations. These polynomials
are combined to a B-spline surface with multiple knots at the cluster
boundaries. Finally, a knot removal algorithm is used to combine
the fitted patches into a global and smooth surface.
Another approach, that Franke [9] identified as the most accu-
rate and stable one to scattered data interpolation, is to define the
interpolation function as a linear combination of radially symmetric
basis functions, each centered on a data point. The unknown coef-
ficients are determined by solving a linear system of size n. Unfor-
tunately, since this method has a global support, the linear system
is made of a matrix a symmetric and full matrix. That means that
a direct solution of the system is in O
 
n3  which is not acceptable
for large data sets with thousands of points.
To overcome this problem, Wendland [28] uses compactly sup-
ported RBFs and the linear system becomes sparse. This algorithm
has been further improved by Kojekine et al. [17] by organizing
the sparse matrix into a band-diagonal sparse matrix which can be
solved more efficiently by using iterative methods. Unfortunately,
the radius of support has to be chosen globally, which means that
the method is not robust against highly non-uniformly distributed
point sets where the density of the samples may vary significantly.
Another approach has been proposed by Carr et al. [6]. It is based
on the fast evaluation of RBF proposed by Beatson et al. [3] using
fast multipole methods. Unfortunately, the far field expansion has
to be done separately for every basis function, and is very complex
to implement.
In a theoretical paper, Wendland [29] proposed another improve-
ments of radial basis functions reconstruction method based on the
PoU and spatial decomposition into regular cells. This idea has
been recently applied for implicit surface reconstruction by Ohtake
et al. [20] and Tobor et al. [27].
In this paper, we propose an efficient model based on this previ-
ous approach which combines RBF and a hierarchical PoU recon-
struction.
3. METHOD DESCRIPTION
Our algorithm for an efficient reconstruction of terrain is based
on the well-known RBF interpolation and PoU integration in order
to compose small local solutions into a global one. An improve-
ment of PoU (called hierarchical) optimizing the reconstruction and
the evaluation time is also proposed here.
There are two stages in the reconstruction scheme: reconstruc-
tion of the function f and its evaluation at a point p. The PoU-based
reconstruction being quasi-independent from geometry partition-
ing, we propose a new partition scheme that minimizes the time of
each of the two stages. First it seems clear that the minimal recon-
struction time is reached if all the local subdomains have an equal
number of points. Second, the f
 
p  evaluation time is shorter if the
partitioning scheme allows a fast search of the domains contain-
ing p. Our reconstruction and evaluation scheme optimizes these
two processing times. This scheme also allows more control over
robustness and stability of the numerical solution.
We begin with a presentation of the theoretical background of
our method, then, our new hierarchical approach of reconstruction
and evaluation scheme is detailed. Finally a short complexity anal-
ysis is done.
3.1 Theoretical background
3.1.1 RBF reconstruction
Given the set of N pairwises distinct points  p1 	

 pN  of
dimension 2: pk  pxk  pyk  2 , and the set of values  h1 			 hN  ,
we want to find a function f :  2   satisfying the constraints
f
 
pi   hi i  1 		 N  (1)
As such a problem having an infinite number of solutions, the vari-
ational techniques with RBF give a solution that minimizes an “en-
ergy” or “smoothness” of the reconstructed function. Duchon [8]
has showed that the simplest smoothing function is a linear combi-
nation of rotation-invariant basis functions
f
 
p  
N
∑
i   1 ωiφ  p  pi   π   p   (2)
We denote here

pi  p j  the Euclidean distance, ωi the linear com-
bination weights (to be computed), φ :    a conditionally pos-
itive definite basis function, and π a polynomial of degree m de-
pending on the choice of φ .
For a reconstruction of topographic elevation data the best choice
proposed by Hardy [15] is the multiquadric function:
φ
 
r   r2  α2 (3)
where α controls smoothness against fidelity to the data. The asso-
ciated polynomial π of degree 1 is defined by:
π
 
p   c0  c1px  c2py (4)
As we have an under-determined system with N  3 unknowns (ωi
and c0  c1  c2) and only N equations, so-called natural additional
constraints for the coefficients ωi are added in order to ensure or-
thogonality, so that
∑ωi  ∑ωipxi  ∑ωipyi  0 (5)
The equations (1), (2), and (5) determine the following linear
system:
Ax  b (6)
A 
	 Φ P
PT 0  (7)
Φ  φ  pi  pj   i   1    N
j   1    N
P   1 pxi pyi  i   1   N
x ω1  ω2 	 		 ωN  c0  c1  c2  T (8)
b  h1  h2 				 hN  0  0  0  T (9)
The solution vector x is composed of the weights ωi and the
polynomial coefficients ci for equation (2) and represents a solution
of the interpolation problem given by (1).
3.1.2 Partition of unity principle
The main idea of the PoU method is to divide the global domain
of interest into smaller overlapping subdomains where the problem
can be solved locally. More precisely, the difficult global problem
is decomposed into several smaller local problems and their local
solutions are combined together by using weighting functions that
act as smooth blending functions to obtain the global solution.
Notice that our new hierarchical approach requires the decom-
position into two subdomains per hierarchical step. We introduce
here only the simplest case; the extension on more subdomains be-
ing straightforward and out of the scope of this paper.
Consider the global domain Ω and divide it into two overlapping
subdomains Ω1 and Ω2 with Ω  Ω1  Ω2 and Ω1  Ω2  /0. On
this set of subdomains  Ω1  Ω2  , we construct a partition of unity,
i.e. a collection of non-negative functions  λ1  λ2  with limited
support supp
 
λi  Ωi and with λ1  λ2  1 in the entire domain
Ω.
For each Ωi, a set  i   p    p  Ωi  is defined, then a local
reconstruction function fi is computed. The global reconstruction
function fpou is then defined as a combination of the local functions
fpou
 
p   f1   p  λ1   p  f2   p  λ2   p  (10)
The condition λ1  λ2  1 is obtained from any other set of smooth
functions Λ1, Λ2 by a normalization procedure
λi
 
p   Λi
 
p 
Λ1
 
p  Λ2   p  with i  1  2 (11)
The weighting functions Λi have to be continuous at the boundary
of the subdomains Ωi. We define the weighting functions Λi as the
composition of a distance function Di :  n   0  1  , where Di   p  
1 at the boundary of Ωi and a decay function V :  0  1    0  1  , i.e.
Λi
 
p   V  Di   p  .
For a 2D axis-aligned box defined from the two opposite corners
S and T we use the following distance function Di
Di
 
p   1  ∏
r  x  y 4
 
pr  Sr    Tr  pr  
Tr  Sr  2  (12)
The choice of the decay function V determines the continuity be-
tween the local solutions fi in the global reconstruction function
fpou. We suggest to use one of the following decay functions that
were chosen by including some simple constraints similar to the
construction of base spline functions (V
 
0   1, V   1   0, V    0  
V    1   0, etc.):
continuity  0 : V 0   d   1  d
continuity  1 : V 1   d   2d3  3d2  1
The plots of the distance function D and the weighting functions
are shown in Figure 1.
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Figure 1: Interpretation of the distance function D and weight-
ing functions Λ.
3.2 Our hierarchical approach
Our reconstruction algorithm is composed of two steps. First,
the global domain of interest is subdivided recursively into overlap-
ping local subdomains containing a quasi-equal number of points
using a tree structure based mainly on the k-d principle (section
3.2.1). These overlapping regions are used into the PoU based pro-
cess of local solution blending. Second, the local reconstruction
functions in the leaf nodes is computed using variational techniques
with RBF.
The evaluation of the global reconstruction function by a PoU
blending of the local reconstruction functions is done in recursive
manner and propagated bottom-up from the leaf nodes (section
3.2.2). The very last blending is made into root node that describes
the global reconstruction function.
3.2.1 Binary domain decomposition
Starting from the unorganized point set  and the entire domain
of interest Ω0 (generally defined by bounding box of  ), the binary
tree domain decomposition method adaptively subdivides Ω0 using
a kd-tree-like structure. The tree is built in a top-down recursive
process starting from the root node, where the entire domain Ω0 is
subdivided into two overlapping subdomains Ω11 and Ω
1
2 containing
an near-equal number of points n11 and n
1
2 in the respective point
sets  11 and  12 . All subdomains Ωlk at level l are themselves
subdivided recursively into two overlapping subdomains Ωl   1k  1 and
Ωl   1k  2 containing a near equal number of points nl   1k  1 and nl   1k  2 in the
respective point sets  l   1k  1 and  l   1k  2 . The recursion is terminated,
when the number of points in a subdomain falls below a threshold
Tlea f .
Let us now give some insight how to subdivide a domain Ωlk .
First, the minimum number of points nlo  Card
   l   1k  1   l   1k  2 
in the overlapping zone Ωl   1k  1  Ωl   1k  2 has to be specified explicitly
as an overlap quota q   0  1  of the number of points nlk:
nlo  k  qnlk (13)
Then, the minimum number of points nl   1k in the subdomains can
be calculated as follows:
nl   1k   nlo  k  nlk2  (14)
The extent of the two overlapping subdomains Ωl   1k  1 and Ωl   1k  2
is computed using a k-d tree principle. First, the longest axis of
Ωlk is determined. Second, we collect the point sets  l   1k  1 (respec-
tively  l   1k  2 ) containing the nl   1k points with the lowest (respec-
tively highest) values with respect to the longest axis. In prac-
tice, we rearrange the points  lk with respect to their values of
the longest axis and we take first (respectively last) nl   1k points: by
setting i1  nl   1k and i2  nlk  nl   1k  1, we rearrange the points so
that pi  pi1 for 1  pi  pi1 and pi  pi2 for pi2  pi  pnl :
 lk   l  1k 	 1
  p1 				 pi2  1  pi2  			 pi1  pi1   1  			 pnl 
  l  1k 	 2 (15)Finally, Ωl   1k  1 and Ωl   1k  2 are defined by the bounding boxes of  l   1k  1
and  l   1k  2 and the points  l   1k  1 ,  l   1k  2 as the subsets of  l   1k that
is contained in Ωl   1k  1 , Ωl   1k  2
Note that the  l   l   1  Ωl   1   l   1 step is necessary if
the initial point set  is a subset of a regular grid and then the pi2  1
and pi2 from (15) can have the same coordinate on the partition
axis.
Consider the resulting recursive algorithm for the binary tree do-
main decomposition shown in Algorithm 1 that has to be called
using  ! Ω " . Finally, Figure 2 illustrates the first
levels of the resulting binary tree with the corresponding overlap-
ping subdomains.
3.2.2 Evaluation
For the evaluation of the global reconstruction function f at a
point p, the local reconstructions are blended together by recur-
sively applying the PoU method bottom-up in the binary tree com-
puted in the first reconstruction step (section 3.2.1). Starting from
Algorithm 1 Decompose(  , Ω)
Require: points  , domain Ω
Ensure: binary tree
set n  Card    
if n  Tlea f then
set no  qn
rearrange the points in  according to the longest axis of Ω
determine the points  1,  2
determine the subdomains Ω1, Ω2
determine the points  1,  2
Decompose(  1, Ω1)
Decompose(  2, Ω2)
else
Calculate local RBF reconstruction for 
end if
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Figure 2: First steps of the binary tree domain decomposition
into overlapping subdomains.
the root node, at every intern node of the binary tree level l the re-
construction function f l is given by the PoU blending of the local
reconstruction functions of the two child nodes f l   11 and f l   12 :
f l
 
p   f
l   1
1
 
p  Λl   11   p  f l   12   p  Λl   12   p 
Λl   11   p  Λl   12   p  (16)
The full recursive algorithm 2 illustrates the evaluation at a point
p by applying the recursive PoU blending and it has to be called by[\]^`_]a b p  dc" .
Algorithm 2 Evaluate(p, l)
Require: point p, level l
Ensure: f
 
p 
if p not in Ωl then
return 0
end if
if l is the leaf level then
return frb f
 
p 
else
f1 = Evaluate(p, l  1) at the left child
f2 = Evaluate(p, l  1) at the right child
compute Λ1, Λ2 from children
return f    f1Λ1  f2Λ2 fe   Λ1  Λ2 
end if
3.3 Complexity analysis
The solution of the linear system (6) of size N requires O
 
N3 
floating point operations and O
 
N2  core-memory cells. For one
single evaluation the global RBF approach requires O
 
N  opera-
tions. Thus it is clear that direct methods are not suitable for a
number of constraints greater than several thousands.
In our reconstruction scheme the binary tree height is about H 
log
 
N e Tlea f  , the number of leaf nodes is about L  N e Tlea f and
each leaf contains at most Tlea f constraints. The reconstruction is
composed of a subdivision stage which performs O
 
N logN  float-
ing point operations, and a RBF reconstruction stage in O
 
LT 3lea f
 
O
 
L   O   N  operations.
The evaluation of f
 
p  can be done in bounded time due to the
limited number of subdomains including p where the evaluation of
the local RBF function is done in a constant time.
4. RESULTS AND DISCUSSION
To illustrate our method we present two examples. The first one
uses a downsampled full DEM model, the second involves a set of
contour lines. In the following tables, we denote #leafs the number
of tree leafs, ttree the binary tree creation time in seconds, trec the
local reconstruction time in seconds (RBF reconstruction into each
leaf), teval the evaluation time of the global interpolation function
for all grid nodes, and ttotal the global interpolation time in seconds.
For all our tests, we fixed empirically the overlapping quota to 20%.
It is clear that if this quota is too small, some artefacts can appear
in overlapped areas which not match the neighborhood data; if the
quota is too high, the generated terrain becomes too smooth.
Note that all results presented in this section have been computed
on a PC with an Intel Pentium IV 4GHz processor and with a 1.5GB
memory.
4.1 Mount Washington
As a first experiment we used an USGS DEM of Mount Wash-
ington 1. It consists in a 932   1384 grid (=1,289,888 total points,
see Fig. 4(a) and 4(b)). The elevations vary from 170 to 1913 me-
ters.
The original model has been randomly downsampled to 43,419
points, that is 3.3% of the original (see Fig.4(c)). Remaining data
points have been used to interpolate the terrain on the initial grid.
Finally, the reconstructed DEM is compared with the original one
using the Root Mean Square Error – RMSE. Numerical results us-
ing a smoothing factor α  2 (note that α does not influence the
computing time) for our implementation are enumerated in table 1.
Table 1: Numerical results for Mount Washington DEM,
43,419 data points (on 1,289,888 total points) with α  2
Tlea f #leafs ttree trec teval ttotal RMSE
1600 128 22 854 188 1066 5.04
800 256 20 374 157 531 5.05
600 512 16 170 100 287 5.05
200 2048 15 32 59 108 5.06
100 4096 18 16 46 81 5.09
We can see that for very different Tlea f values, RMSE values
stay very closed. This is due to the fact that data points are quasi-
regularly dispersed on the grid and in this case the result is inde-
pendent of the Tlea f choice.
Figure 3 confirms the theoretical time complexity of our algo-
rithm. First, the original model was downsampled to several smaller
point sets (i.e. from 1% to 20% of the original size). For each
downsampled dataset the reconstruction function (with Tlea f  100
and α  2) is computed and the DEM of original model size is
evaluated. Finally, the RMS error is computed against the full
dataset. Note also that RMSE decreases while the number of point
increases.
1Available on the website of the Department of Geological Sci-
ences at the University of Washington in Seattle: a a  _
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Figure 3: Plots of time consuming analysis and RMSE. RBF
reconstruction is linear and the global evaluation
Fig.4(d) shows a 3D view of the interpolated terrain with param-
eters α  5 and Tlea f  800. We can see that most of the terrain
features have been preserved even if the terrain is quite smooth.
4.2 Mount St. Helens
For this experiment, we used a set of contour lines represent-
ing the Mount Saint Helens volcano, in Washington State, after the
eruption of May 18, 1980.
We use the full contour data which consists of 21 contours (21,442
data points) drawn on a 449   497 grid (=223,153 total points, see
Fig.5(a)). Contour line relative elevations vary from 20 to 740 me-
ters. Table 2 shows numerical results for this data set.
Table 2: Numerical results for Mount St Helens’s contour lines:
21,442 data points (grid is 223,153 total points)
Tlea f #leafs ttree trec teval ttotal
1200 32 4 89 13 107
800 64 2 41 10 53
400 128 3 17 7 28
Figures 5(b) and 5(c) show the interpolated model with two dif-
ferent smoothnesses with Tlea f  800. With Tlea f  100, the global
interpolated model is quite correct but on the left of figure 5(d) we
can see that some terrain areas are flat and have not been correctly
reconstructed. This is due to the fact that some leaf areas contain
many data points with almost the same elevation. That means that
manual interventions are sometimes needed in order to interactively
correct the interpolation parameters.
Next, we use randomly downsampled contour line data. Only
2,332 data points from the previous 21,442 points are conserved,
that is about 10% (see Fig.6(a)). Computing times are summed up
in table 3 and figure 6(b) depicts the resulting terrain with α  2
and Tlea f  800. Compared with figure 5(b), the obtained terrain
conserves perfectly the global appearance and most of the details of
the previous model with 10 times less of data. No oscillations can
be observed between sample points, and this is even more true with
higher values of α . That means that this kind of downsampling is
not a problem for reconstructing DEM from contour lines, and can
be used to speed up the reconstruction process.
(a) Original DEM with
1,314,992 points
(b) 3D-view of the original DEM
(c) DEM subsampled to
43,419 points (3.3% of ini-
tial set)
(d) 3D-view of the interpolated DEM with Tlea f  800 and α  5. ttotal  531s
Figure 4: Mount Washington DEM interpolation from scattered points
(a) Original contour lines set made of
21,442 points on the grid
(b) 3D-view of the interpolated DEM with α  2,
Tlea f  800 and ttotal  53s
(c) α  10 and Tlea f  800. ttotal  53s (d) α  2 and Tlea f  100. ttotal  10s
Figure 5: Mount St. Helens interpolation from contour lines
(a) Contour lines resampled to 2,332
data points
(b) α  2 and Tlea f  800. ttotal  9s
Figure 6: Mount St. Helens interpolation from downsampled contour lines
Table 3: Numerical results for Mount St. Helens’s downsam-
pled contour lines: 2,332 data points (grid is 223,153 total
points)
Tlea f #leafs ttree trec teval ttotal
1200 4 0 8 7 16
800 8 0 3 5 9
400 16 0 1 3 5
5. CONCLUSION
We presented a new efficient and easy to implement algorithm
for interpolating scattered data. It is based on Hardy’s multiquadric
RBF and the Partition of Unity approach. The global domain is
spatially decomposed into overlapping rectangles in a hierarchical
manner, then, the local RBF reconstruction is computed and the
local solutions are recursively blended together. The RBF approach
is chosen to guaranteed a robust solution even against non-uniform
data. The PoU decomposition and blending is used to accelerate the
process. It can be used to parallelize the reconstruction scheme on
a multiprocessor system and to out-of-core processing in the case
of a huge amount of data.
Note that the general method is independent of the local re-
construction method. Furthermore, the hierarchical PoU approach
can be combined with other methods (such the Shepard’s [22] or
Lee’s [18] methods), in order to improve them.
We have used visual aspects, sensitivity to parameters, timing re-
quirements to test characteristics of our method. In term of visual
aspects, the algorithm generates credible smooth terrains. Our re-
construction scheme has a linear behavior with respect to the size of
initial data and near-constant evaluation time. The reconstruction is
completely automatic, but the numerical stability can be improved
by manually tuning the set of initial parameters of PoU blending.
Our algorithm is used to reconstruct smooth DEMs from unorga-
nized elevation samples especially from contour lines. Obviously
it is a general framework of reconstruction and it can be applied to
many other interpolation problems for other scientific applications
that process scattered data in two, tree, or more dimensions, for ex-
ample hypsography, geology, finite element method, MRI medical
imaging, shape transformations, image inpainting and more others.
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