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Abstract
It has been recently observed that a good embedding
is all we needed to solve many few-shot learning bench-
marks. In addition, other work has strongly suggested that
MAML mostly works via this same method: by learning a
good embedding. This highlights our lack of understand-
ing of what meta-learning algorithms are doing and when
they work. In this work we provide preliminary results that
shed some light towards understanding meta-learning algo-
rithms better. In particular we identify 3 interesting proper-
ties: 1) It’s possible to define a synthetic task that results in
higher degree of meta-adaptation, thus suggesting that cur-
rent few-shot learning benchmarks might not have the prop-
erties needed for the success of meta-learning algorithms 2)
meta-overfitting occurs when the number of classes (or con-
cepts) are finite and this issue disappears once the task has
an unbounded number of concepts 3) more adaptation for
MAML does not necessarily result in representations that
have adapted more or even perform better. Finally, we sug-
gest that to understand meta-learning algorithms better it is
imperative that we go beyond tracking only absolute perfor-
mance and in addition formally quantify the degree of meta-
learning and track both metrics together. Reporting results
in future work this way should help us identify the sources of
meta-overfitting more accurately and hopefully design more
flexible meta-learning algorithms. In the appendix we also
discuss that quantifying AI safety too is important but is left
as future work.
1. Introduction
Few-shot learning is a research challenge that assess an
AI model’s capacity to quickly adapt to new tasks or new
environments. This has been the leading area where AI re-
searchers apply meta-learning algorithms - where a strategy
that learns-to-learn quickly is likely to be the most promis-
ing. However, it was recently shown by [24] that a model
that only has a good embedding is able to match and beat
many modern sophisticated meta-learning algorithms. In
addition there seems to be growing evidence that this is a
real phenomena e.g. [3, 5, 9, 13]. Furthermore, carefully
analysis of the representations learned by MAML [10] (on
few-shot learning tasks) reveal that this algorithm mainly
works by learning a feature that is re-usable for many tasks
[23] (i.e. what we are calling a good embedding) in modern
few-shot learning benchmarks.
These discoveries reveal a lack of understanding on
when meta-learning algorithms work. This is the main mo-
tivation for this work. In particular our contributions are:
1. It’s possible to define a synthetic task that results in
higher degree of meta-adaptation, thus suggesting that
current few-shot learning benchmarks might not have
the properties needed for the success of meta-learning
algorithms
2. Meta-overfitting occurs when the number of classes (or
concepts) are finite and this issue disappears once the
task has an unbounded number of concepts
3. More adaptation for MAML does not necessarily re-
sult in representations that have adapted more or even
perform better.
Note: this paper’s main goal is to summarize and par-
tially expand on the results presented for the research
project presented for the class Learning to Learning [2] with
professor Wang at UIUC. For the project video presentation
see [18]. Thus, a recapitulation of meta-learning and re-
lated techniques has been omitted and will be assumed, but
the following are good resources [1, 2].
2. Related Work
Previous work has shown that having a good represen-
tation is sufficient to achieve high meta-accuracy on mod-
ern few-shot learning tasks (e.g. mini-Imagenet, tiered-
Imagenet, Cifar FS, FC100, Omniglot, etc) [24]. In addition
related work shows variants of models that primarily rely
on a good embedding that support these claims [3, 5, 9, 13].
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However, in depth analysis of meta-learning algorithms or
there adaptations are lacking. The main work we are aware
that does carry this analysis is [23] and to some degree [25]
(though their main goal is to propose a large scale few-shot
learning benchmark).
3. Unified Framework for studying Meta-
learning and Absolute performance
We propose that future work in meta-learning should not
only reports absolute performance but quantify and report
the degree of meta-learning their algorithms have. This is
crucial not only for better understanding of meta-learning
algorithms but also because if our eventual goal is Artifi-
cial General Intelligence (AGI), then we must make delib-
erate efforts to measure and define it an actionable way. In
addition, such a metric can be useful to be able to diag-
nose plausible causes of meta-overfitting. For example, a
high degree of meta-learning coupled with a high general-
ization gap between meta-train and meta-test errors would
suggest meta-overfitting. This would be extremely useful as
this might suggest fixes for meta-overfitting (e.g. regulariz-
ing the meta-learner, getting more meta-experience through
data or larger set of concepts to learn from, and more).
In this work me make a humble but valuable first step -
inspired by [23] - by defining the degree of meta-learning
by measuring the normalized degree of change in the repre-
sentation after using meta-adaptation A i.e.
ML(f) = Diff(f,A(f))
in this work we set ML(f) to be Canonical Correlation
Analysis (CCA) [21] and (squared) Normalized Euclidean
Distance (NED) [12]. We also hope that in the future a
metric for AI safety is ubiquitously reported as proposed
in [19].
4. Benchmarks that require meta-learning
4.1. Motivation
Our goal in this section is to define a benchmark that
requires meta-learning (and not only a good embedding) to
be solved effectively. The idea is to measure the CCA and
(squared) NED of a MAML representation after adaptation
for our new benchmark. The hope is that if models trained
on this benchmark have a higher CCA than 0.1 (CCA value
form previous work [23]) then it is good evidence this new
benchmark benefits of meta-learning and can be detected at
a higher degree than previous work [23]. For more details of
further experiments that be needed to make these inferences
conclusive see the future work section in the appendix.
4.2. Synthetic task that requires meta-learning
4.2.1 Overview and Goal
The main idea is to sample functions to be approximated
such that the final layer needs little of no adaption but the
feature layers require a large amount of adaption. This type
of task would forcibly require that the meta-learner learns
a representation that requires the feature layer to change
by a lot to achieve good meta-test performance. Thus, to
perform well, not only would it be good to adapt all the
layers at meta-evaluation time but additional performance
might be obtained from an initial (meta-learned) represen-
tation that can be changed flexibly to perform well on any
task. Therefore we believe this type of task is a sufficient for
meta-learning to occur. In other words, tasks must not all
have the same shared representation to be solved for meta-
learning to be useful and detectable.
4.2.2 Definition
We propose the first set of benchmarks to be regression
functions (but can be easily extend to classification as
briefly explained in the appendix). Therefore one task will
be a specific function sampled from a distribution of similar
functions. An example task can be seen in figure 1 We will
choose the family of functions to be fully connected neural
networks (FCNN) with a fixed amount of layers (in our ex-
periments we used a total of 4 fully connected layers). The
process to sampled one function is as followings: we will
have two pair of parameters, one to sample the parameters
for the representation layer and one to sample the param-
eters for the final layer using a Gaussian distribution. We
denote the first generation parameters with (µ(1), σ(1)) and
the latter (µ(2), σ(2)). Then each task is sampled as follows:
• Sample the representation parameters w(l) ∼
N(µ(1), σ(1)) for each layer l ∈ [L− 1]
• Sample the final layer parameters w(L) ∼
N(µ(2), σ(2))
The idea is that σ(1) < c · σ(2) (for some c ∈ R) so that
the variance in tasks is due to the representation and there-
fore adapting the representation layer is necessary. We also
hope this property can be exploited by the meta-learning al-
gorithm during meta-training. Note that the scientific chal-
lenge of the study is to find the constant c for a bench-
mark(s) such that the constants allow for the properties we
hope to observe to be noticeable Although, in practical the
actual value for c might not important.
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Figure 1. This plot shows an example function regression task.
4.2.3 Results on Benchmark that requires meta-
learning
In this section we report the different amounts of CCA and
(squared) NED exhibited on different benchmarks we cre-
ated.
Figure 2. Shows the correlation between degrees of meta-learning
(measured with squared NED and CCA) as the standard deviation
of the task increases. We also show the meta-validation loss vs the
standard deviation of the task. The meta-validation loss increases
because as the representation layers are more different the tasks
are harder to adapt to resulting in higher losses. The models used
for each point in the plot are models selected from early stopping
(using the meta-validation MSE loss). The models are the same
architecture as the target function (4 layers fully connected neural
network) with ReLU activation function.
Figure 2 is the most important plot in this section as it
shows that the degree of meta-learning is higher than pre-
vious work [23]. We want to emphasise that our value of
CCA is around of 0.53 ± 0.2 which is much higher than
that of previous work of approximately 0.1 and is statisti-
cally significant. Note this higher squared NED/CCA than
0.1 was observed across all of our experiments (over 10 dif-
ferent benchmarks), even with models that had overfitted
and were close to converging (e.g. see figure 7). This is
suggestive that these tasks require meta-learning. In addi-
tion we notice squared NED increases as the standard de-
viation of the representation layer increases, however, this
has to be investigated further as it’s unclear if it’s a consis-
tent observation. We do believe further experiments when
σ(1) < σ(2) is essential for our results to be conclusive (ide-
ally squared NED/CCA decreases to zero as σ(1) → 0).
In addition, figure 6 shows that as the number of inner
steps for the MAML meta-learner increases, the NED/CCA
does not increase. This suggests that a few number of steps
were required to adapt this representation. This might sug-
gest that MAML did find a good representation. However,
the representations were trained with MAML with 1 inner
step which might mean MAML found an optimal represen-
tation requiring 1 step (or few). Further studies are needed
to disentangle these competing hypothesis but it is interest-
ing to see the squared NED/CCA remained much higher
than previous work [23].
5. Meta-overfitting
In this section we discuss the large gap between meta-
train and meta-test/validation loss that we observed - what
we term meta-overfitting. This meta-generalization gap in-
creases as the models were meta-trained further. We suggest
to track degree of meta-learning to diagnose possible causes
for meta-overfitting.
5.1. Finite number of tasks
In this work we observed that when the number of tasks
(functions) are finite (200 for this work) we consistently ob-
served meta-overfitting as shown in figure 3. This was ob-
served in over 30− 50 experiments with a finite number of
tasks.
In addition, meta-overfitting was observed in real few-
shot learning benchmarks as shown in figure 5 with mini-
Imagenet. With the standard Pytoch ResNet18 one can ob-
serve a meta-generalization gap of about 30% and on a state
of the art ResNet12 [24] a meta-generalization gap of about
20%.
5.2. Infinite number of tasks
We believe it is important to highlight that meta-
overfitting was not observed when the number of tasks is
unbounded as shown in figure 4. This suggests that when
the number of tasks are unbounded but sampled from a re-
lated set of tasks, meta-learning algorithms can leverage
their power to adapt without meta-overfitting.
To measure the amount of meta-learning we also did the
NED/CCA analysis as in section 3 and observed a value of
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about 0.65 (in a statistically significant way). This implies
that the degree of meta-learning is higher when the num-
ber of tasks is unbounded. We predict that a model with-
out meta-learning (e.g. without MAML) would perform at
chance and thus predict meta-learning is necessary to solve
such a benchmark (in fact it is unclear how to train it with
an unbounded number of tasks).
5.3. How do we go forward if meta-overfitting ex-
ists?
We believe that the results in this section shows that
the current benchmarks need to be changed for them to be
useful benchmarks for meta-learning. As an initial sug-
gestion, we suggest that the number of image classes in-
creases by considerably until the probability that 4 classes
are common between any two N-way,K-shot tasks is small.
We believe this is a good suggestion because although
Choose(64, 5) = 7, 624, 512 might seem like a large num-
ber of tasks, there being only 64 different classes implies
there is a high probability that two tasks will have a sub-
stantial amount of sharing of image classes. Making this
argument precise and coming up with a good definition for
task similarity for real few-shot learning vision tasks will be
important future work.
We also want to argue that although it might seem useful
to have a finite number of tasks and design meta-algorithms
that don’t meta-overfit, we believe a more promising di-
rection is to identify conditions were meta-algorithms are
needed especially because humans are able to learn from an
infinite pool of concepts and use them in rich ways [16, 15].
Therefore although meta-overfitting is a interesting concept
to study, we believe also designing tasks that mimic more
closely were humans require meta-learning might be a more
promising path for achieving machines that reason like hu-
mans (and quantify general intelligence in the process [19]).
6. Effects of more meta-adaptation
In this section we report the results obtained when we
increase the number of inner steps in MAML. In particu-
lar we track the the meta-loss and degree of meta-learning
(measured via squared NED and CCA).
Figure 6 shows that as the number of inner steps in-
creases both meta-learning and performance become satu-
rated. This suggest that MAML seems to be robust to meta-
overfitting as the number of inner steps increases. Under-
standing why this happens would be interesting, although,
other work shows that deep neural networks have been ob-
served to be resilient to overfitting with SGD [22] implying
this might not be entirely surprising.
In addition, the loss of a 4-layered fully connected neural
network model meta-trained with MAML with no adapta-
tion has an error of about 22.0 - which is much higher than
the models adapted with further inner steps. Further steps
Figure 3. Shows meta-overfitting when the number of tasks (func-
tions) is finite at 200 tasks. The curve is the learning curve for
a 4-layered fully connected neural network trained with MAML
[10] (using episodes [10]). It is particularly interesting to note that
the meta-validation loss increases as the meta-iterations increases
while the meta-train loss decreases. We use a (large) meta-batch
size of 75 for meta-evaluation and meta-train to decrease the noise
during training. This is a regression task so the blue curves can be
ignored.
Figure 4. Shows that meta-overfitting does not occur and in fact
perfect meta-generalization occurs when the number of tasks
(functions) is unbounded when training with MAML. In other
words the meta-train and meta-validation error are indistinguish-
able and decrease together as the meta-iterations increases. This
benchmark was created using the sinusoidal task suggested as in
[10]. For better comparison with previous experiments using our
synthetic tasks it will be interesting to repeat those experiments
but one of the benchmarks we suggest. This is a regression task so
the blue curves can be ignored.
decreases the loss to about 9.0 providing further support that
the meta-learner is crucial to perform well on this task. Note
however, that adaption of the final layer to convergence as
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Figure 5. Shows that meta-overfitting is a real phenomenon even
in real few-shot learning benchmarks. This is the standard Pytorch
ResNet18 trained to convergence on the mini-Imagenet bench-
mark. Note that the noise of the meta-accuracy is due to having
a meta-batch size of 1 to speed up experiments. We consistently
saw that increases in meta-batch size lead to decreases noise in
the learning curves but we didn’t re-run these experiments since it
can take up to a week to reproduce on a Quadro RTX 6000 using
Pytorch libraries torchmeta and higher [8, 11].
in [24] would be an interesting comparison since that would
compare the loss of a model using only a good representa-
tion and a model adapted with all it’s layers.
Figure 6. Shows the correlation between degree of meta-learning
(measured with squared NED and CCA) as the number of inner
steps in MAML increases. The models used are models selected
using early stopping using the meta-validation set e.g. models with
the minimum meta-validation MSE loss. This is the model used
for figure 3.
7. Discussion
We believe that these results are exciting. We show that
the synthetic tasks we suggested consistently showed higher
degree of meta-learning measured by two different met-
rics. However, it will be important to investigate why the
degree of meta-learning does not seem to increase as the
task difference is increased. In addition, further control ex-
periments where the meta-learning representation used for
adaptation is obtained from supervised pre-trained could re-
veal if MAML is truly doing rapid learning compared to a
representation that has no such prior built into it (but cru-
cially that also performs well). We also suggest a more in
depth analysis of the regime for σ(1) < 1.0 where we ex-
pect the degree of meta-learning to eventually be zero (since
eventually all synthetic tasks should be using approximately
the same representation).
It would also be interesting to reproduce these experi-
ments with few-shot learning benchmarks with real images.
However, a similar role to increasing σ(1) would be required
- something that measures similarity of two N-way, K-shot
tasks. The best similarity measure we have is the probability
that two N-way, K-shot tasks share at least 4 image classes.
A more sophisticated development of measures quantifying
task similarity for N-way, K-shot classification tasks would
be fascinating and crucial.
We believe the meta-overfitting phenomenon is the most
consistent result we discovered and was reproduced with
over 30 − 50 experiments. This was also observed with
experiments done with pytorch ResNet models and ResNet
models from [24] on mini-Imagenet. This is a real phe-
nomenon and the synthetic benchmarks reveal a strong cor-
relation with the number of tasks available. Interesting ex-
periments could be to plot the generalization gap (with a
synthetic classification task) and demonstrate it decreases
as the number of tasks decreases (although we have the case
when the number of tasks is infinite and meta-overfitting is
not observed). In addition, we believe verifying these find-
ings with many few-shot learning tasks would be interest-
ing. One possibility is taking a union of many vision clas-
sification tasks and re-scaling all images to be of the size of
mini-Imagenet. Then we would redo the experiment 4 but
with this benchmark composed of real images.
For discussion of future work see the future work section
in the appendix.
8. Conclusion
From these results we argue that the best way to go
forward is to identify the situation were meta-learning is
needed. We believe its better to design better benchmarks
that inherently require meta-learning. In particular we
believe efforts to deliberately identify what is needed to
achieve human level intelligence and tracking it in few-shot
leanring benchmarks is a better path than trying to fix the
meta-overfitting problem without a deliberate goal in mind.
The experiments show that when the benchmarks have
properties that require meta-learning (e.g. number of con-
cepts are unbounded or tasks require different represen-
tations) meta-learning is detectable and even has perfect
meta-generalization. We also showed more adaptation is
not always helpful but also doesn’t meta-overfit. We also
showed that it is important to track and quantify degree of
meta-learning and it’s relation to absolute performance.
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We hope these results motivate future work to make more
deliberate efforts for designing benchmarks that require hu-
man level meta-learning.
9. Broader Impact
9.1. Quantifying general intelligence through meta-
learning
There is valuable efforts that try to make benchmarks
which require higher level cognition e.g. [26]. An example
of work that tries to quantify AGI and proposes a bench-
mark is [6]. We believe the second approach is likely to
have more impact in the long run because it also deliberately
quantifies general intelligence. We believe that suggesting
benchmarks without clearly specifying the long term goal or
measuring the metric we are trying to optimize is a subop-
timal approach. However, we do believe grounding bench-
marks on tasks that humans are able to perform is a good
idea but suggest to augment these proposals with metrics
and explicit discussions of general intelligence.
Another approach we believe has high potential is pro-
gram synthesis [4] and theorem proving [20, 7] because hu-
mans create higher abstractions that are composed and re-
sue thus suggesting to meta-learning might be taking place.
We believe that higher level cognition tasks are a challeng-
ing to assess meta-learning algorithms.
9.2. Quantifying AI safety
We also believe quantifying and tracking metrics for AI
safety as early as possible is crucial. Few-shot learning is
likely one of simplest - and arguably the atomic buildings
blocks for general intelligence. We believe AI safety could
be enriched if research community deliberately tracks, dis-
cusses and report it in all it’s research - especially in meta-
learning research. For a brief proposal see [19].
9.3. Summary
We hope that this discussion inspires the AI community
- but especially the meta-learning research community - to
always report their progress using, what we will call the “the
big three” [19]:
1. the score for absolute performance (to ensure useful-
ness)
2. the score for general skill acquisition (to ensure flexi-
bility and general intelligence)
3. the AI safety score (to ensure positive outcome).
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11. Appendix
11.1. Analysis of meta-overfitted models
In this section we discuss the properties of meta-
overfitted models. We do this both as a function of the stan-
dard deviation of the representation layer σ(1) (in figure 7)
and the number inner steps (figure 8).
Figure 8 shows how ReLU models were only trained un-
til 5 inner steps, as any further made the errors explode in
magnitude (errors above 1021). Surprisingly however, the
degree of meta-learning (as measured with squared NED
and CCA) remained higher than 0.1 from previous work
[23]. However, note how the degree of meta-learning had a
high variance and was less stable 7 than our other plots that
used models selected form early stopping.
Figure 7. Shows how ReLU overfitted models show more noisy
CCA/NED values. Note it is still above 0.1 compared to previous
work [23].
Figure 8. Shows that we could only train MAML up to 5 inner
steps before it exploded to error with magnitude above 1021. This
shows meta-overfitted models with ReLU are unstable.
11.2. Analysis of Architectures with Sigmoid func-
tion
One hypothesis is that sigmoid models might allow bet-
ter meta-learning when using MAML [10]. This is because
during the meta-training phase the backward pass through
the gradient operation would be present rather than being
zero (since ReLU models are locally linear [10]).
The conclusion seems to be that sigmoid neural networks
do exhibit a higher degree of meta-learning since 0.6 > 0.5
(in a statistically significant way) as can bee seen in fig-
ure 5. Note that we did do additional experiments on mini-
Imagenet that are yet to be analyzed.
11.3. Role of Backbone on meta-accuracy
In this section we describe the relation of the depth of
a Pytorch ResNet model with the meta-test accuracy. The
motivation for these experiments is that if we can close the
gap on mini-Imagenet to over 90% by only increasing the
back bone depth then this would provide strong evidence
that such benchmarks really only need a good embedding.
However, we discovered that for the ResNets used in [24]
it seems that accuracy saturates at 80% (results not shown
in paper) but when using the Pytorch models we see meta-
overfitting and decreasing meta-test error 9. This suggests
that even this simple scenario of few-shot learning still has
still space for meta-learning to be a solution.
Figure 9. Shows that as the backbone of the Pytorch ResNets
increases to 152 the meta-accuracy on mini-Imagenet decreases.
These models were trained with supervised union training is in
[24]. The meta-adaption algorithm used logistic regression and
was adapted to convergence on the final layer as in [24]. When
using the Pytorch ResNet models instead of the special ResNets
designed for mini-imagenet [24] we observe see that the meta-
accuracy decreases 9.
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11.4. Analysis of meta-learned initialization
In this section we an experiment where fix the ResNet18
meta-learned initialization and use the adaption that only
adapts the final later as in [24]. The results in figure 10
are mixed but it is interesting to note MAML with no inner
steps performs worse than a random neural network. This
result is interesting because this is very similar to super-
vised pre-raining in that no meta-learner is present during
training but instead of seeing all 64 images it sees 5 ran-
domly (but uses no meta-learner). We would have expected
that the initialization obtained would have been equivalent
to one with supervised pre-training. Since they are not it
shows a MAML is at the very least capable of learning a
representation that is invariant to concept permutation.
Figure 10. Shows relation of meta-test accuracy with models with
a different meta-learned initialization. PT stands for Pre-trained
on Imagenet. Not Pt stands for a random model. All models are
ResNet18s from PyTorch. SL 64 stands for supervised union pre-
training on mini-imagenet using all 64 labels during meta-training.
MAML0 stands for only using episodic meta-training (i.e. MAML
with zero inner steps). MAML1 (15) and MAML1 (100) stand for
training using MAML with a query set of size 15 to 100. The
meta-adaptation is the same as in [24] (training logistic regression
in the final layer to convergence).
11.5. Training with zero number of inner steps
We believe it is an interesting observation that MAML
with 0 inner steps (MAML0) (i.e. only using episodic meta-
training) resulted in very different meta-learned initializa-
tion compared to MAML with 1 inner step (MAML1) on
mini-Imagenet. Previous work observed that supervised
pre-training [24] with all 64 images during meta-training
results in a strong baseline. With this in mind it is natural
to ask: what is the difference between seeing all 64 im-
ages during supervised pre-training or seeing only 5 using
episodic training? With this in mind we trained MAML0
and obtained a model that performs at chance. Figure 11
compares MAML0 with MAML1 to show that MAML0 ob-
tains a model that has a very high meta-training loss. Ad-
ditionally, figure 10 shows such an initialization performed
even worse than random. This is surprising but it seems
that meta-learned initialization with MAML1 learn at least
a model that is invariant to permutation of the order of the
classes. Unfortunately, this result seems to only be repro-
ducible in classification since training MAML0 in a syn-
thetic regression task did converge to have model with low
meta-train loss 12. This suggests future studies would be
interesting to disentangle the casual factors.
Figure 11. Compares MAML0 (only episodic training) vs
MAML1 (MAML with 1 inner step). MAML0 remains close
to chance with a high loss while MAML1 converges. This sug-
gests MAML0 is not equivalent to supervised pre-training and that
MAML1 does learns a representation that is invariant to class or-
der permutation.
Figure 12. Shows MAML0 (only episodic training) getting zero
meta-train loss (red curve) for a synthetic regression task. This
suggests that meta-learning in regression and classification might
not be enitrely equivalent. Note that meta-overfitting is still ob-
served (purple curve). This is a regression task so the blue curves
can be ignored.
11.6. Tips and tricks for episodic meta-training
From our experiments we suggest the following (when
episodic meta-training [10]):
8
1. Use a large number of query examples e.g. greater than
popular 15 (since they often speeds up convergence of
the meta-learning algorithm).
2. A large meta-batch size (since it’s important to be able
to have a low level of noise when tracking the meta-
validation error/loss for doing early stopping). We
found empirically for 75−100 tasks to be a good meta-
batch size.
3. Episodic training as suggested in [10] is expensive and
takes at least a week to train on mini-Imagenet on a
Quadro RTX 6000 using torchmeta and higher [8, 11],
so these suggestions are important.
11.7. Future work
11.7.1 Summary
1. We need to compare the amount of rapid learning
(measured via CCA) more carefully in the case where
σ(1) < σ(2) bellow the current 0.5 (since this case is
where a fixed embedding is enough to solve a task sam-
pled form our synthetic benchmarks).
2. We need to compare the following inequality:
CCA(A(fmaml), fmaml) > CCA(A(fsl), fsl). If
the inequality holds then it’s true that the rapid learn-
ing of fmaml is larger than that of fsl, since showed a
larger representation change.
3. Defining a synthetic benchmark that is a classifica-
tion problem that also requires meta-learning (or rapid
learning with MAML).
4. We also hope to construct a (real) benchmark from im-
ages that requires meta-learning. Formally, we pro-
pose a good start would be a benchmark were the prob-
ability of two task having the same class be small,
otherwise we are more likely to see overfitting. Al-
ternatively, a benchmark that requires the tasks to be
different by at least requiring a different representa-
tion. We believe compositionality is an ideal bench-
mark since this would allow sophisticated re-use of
lower level representations and simultaneously have an
unbounded number of tasks. Humans are able to richly
and flexibly cope with both. Additionally, it would be
interesting to be able to quantify the distance between
two different N-way, K-shot tasks to make these ideas
more rigorous.
5. An interesting benchmark with a large number of
classes with real images is taking the union of many
vision classification tasks and re-scaling all images to
be of the size of mini-Imagenet.
6. Plotting the meta-generalization gap (with a synthetic
classification task) and demonstrate it decreases as
the number of tasks increases would be interesting
(note however we already have the limiting case when
the number of tasks is unbounded and the meta-
generalization gap is zero).
7. An interesting experiment would be to train a deep
neural network with the episodic training (but without
the MAML inner loop) but have an unbounded num-
ber of tasks and see if the test error keeps increases
(or stays at chance as observed when this is done with
mini-Imagent 11).
8. An interesting hypothesis to investigate is if meta-
learning algorithms get representation that are optimal
for their respective meta-learner (or adaptation rule). If
this is true it means methods like [24] can be improved
by making the entire pipeline differential and learning
it end-to-end [17].
9. Test meta-learning algorithms in domains were higher
level cognition is required and thus compositionality is
essential e.g. program synthesis [4] and theorem prov-
ing [20, 7].
10. Deliberately design an AI safety measure as proposed
in [19] for few-shot learning.
11. Propose a robust and widely accepted general intelli-
gence metric that is applicable for many environments
and tasks - in particular for few-shot learning. We be-
lieve deliberate efforts for general intelligence are im-
portant.
11.7.2 Proposal on Synthetic classification task that
possibly require meta-learning
Synthetic tasks that use classification instead of regression
are not hard to define. Two possible alternatives are: 1) a
mixture of Gaussians but the standard deviation controls the
radius of limit of how far the classes can be from each other
2) another option is the similar as with a mixture of Gaus-
sians but have the (vector) samples be weights of a Neural
Networks (so that the goal is to identify from which Neural
Network data is coming from)
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