Bistatic Radar Land Clutter Characterization at X-band by Mohan, Abishek
   
 
 
Bistatic Radar Land Clutter Characterization at X-band   THESIS  
 Presented in Partial Fulfillment of the Requirements for the Degree Master of Science in the Graduate School of The Ohio State University  By Abishek Mohan, B.E. Graduate Program in Electrical and Computer Science  The Ohio State University 2015   
Master's Examination Committee: Prof. Christopher J. Baker, Advisor Prof. Joel T. Johnson   
                Copyright by Abishek Mohan 2015    
Abstract 
There is an increasing interest in operating radars in bistatic configuration, especially in military and stealth applications, to exploit the covert nature of bistatic receivers. Given that a radar’s detection performance is limited by the vast amount of natural and man-made clutter, rather than noise, it is imperative to design reliable detectors. In order to design such detectors, the statistical characteristics of the clutter need to be taken into account.  
In this thesis, experiments were carried out in the X-band to gather land clutter data in simultaneous monostatic and bistatic configurations. The data so gathered was processed and analyzed to evaluate the statistics of bistatic land clutter and to understand their variation as a function of bistatic angle. Comparison of the bistatic clutter statistics to the monostatic counterparts were also made.  
The amplitude statistics show that for bistatic angles between 2° and 30°, clutter fits the log-normal distribution, with µ varying between 0.95 and 1.35, and a nearly constant 𝜎𝜎 of 0.75. For bistatic angles 14° and lower, the clutter is also well modeled by a K-distribution with shape parameter between 1 and 3; and also by Weibull distribution with shape parameter between 1.4 and 1.7, scale parameter between 3.6 and 4.5. The low bistatic angle case tends to the monostatic case. The monostatic clutter, was also best modeled using Weibull and the K-distributions, ii  
with mean shape parameters of 1.55 and 2.7 respectively, and mean Weibull scale parameter of 4.4.  
The shape parameter for the K-distribution and the Weibull distribution were lower for higher bistatic angles and tended to the mean value of the monostatic shape parameter as the bistatic angle was reduced to the monostatic case suggesting that the bistatic clutter is spikier than the monostatic.  
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Chapter 1: Introduction 
Radars in MIMO, or Multiple Input Multiple Output, configuration have been the subject of much research [1]–[3] and experimental systems have been developed [4]. MIMO radars can either be collocated [3] – no separation between the radar transmitter and the receiver, or distributed [2] – the radar transmitter and the receiver are physically separated. Distributed MIMO, also referred to as multistatic radar, can be modeled as a series of bistatic channels [5]. Therefore, understanding radars in bistatic configuration can help understand distributed MIMO better.  
Bistatic radars have their own long history with some of the earliest experiments being bistatic in nature [6]. Austin reports in [6] on the famous Daventry experiments of 1935 that served as a proof that radar was possible. The radar system that was built and used in the Daventry experiments was in fact a passive bistatic radar. Despite being less common than monostatic radar systems, bistatic systems can offer certain advantages. These include [7][8]  
• Higher detection probability of stealthy targets. 
• Reduced susceptibility to retro jammers because of the physical separation between the transmitter and the receiver(s).  
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• In military applications such as semi-active homing missiles.  
• Clutter tuning operations for SAR and MTI operations.  
These advantages, being unique to the bistatic systems, have made bistatic radars a subject of much research.  
While there has been a great deal of research into monostatic radar clutter, see [9]–[13] and references there in, the same cannot be said of the bistatic clutter. This is hardly surprising given the difficulties involved in conducting such experiments. Some of the practical difficulties are listed below.  
• Calculations as simple as the range are not as straight forward as in the monostatic case due to the geometric complexities (see section 3 for more on bistatic geometry). 
• The number of variables that need to be accounted for, such as the out-of-plane angle, bistatic angle, elevation angle, transmit and receive ranges etc.-, is very large.  
• The physical separation of the transmitter from the receiver(s) may result in possible triggering issues leading to erroneous results.  
• Centralized control PCs for acquisition and processing to avoid triggering issues may lead to extremely long cables that are not only cumbersome to setup, but also lead to high degree of losses.  
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• Identifying a good experimental site can be challenging. A good site would provide a wide range of possible bistatic angles, elevation angles of interest (near grazing or otherwise) among others.  
• Airborne clutter measurements cause issues with calibration that result in variation in the shape and size of resolution cells [14], [15]. 
Understanding clutter is an important radar problem because the detection capabilities of many radar systems are more clutter limited than noise limited. Therefore there is a great deal of interest in understanding bistatic radar clutter to enable better detection performance using radars in bistatic and distributed MIMO configuration. 
The main aim of this research is to gather and empirically analyze bistatic land clutter data to support the validation of theoretical bistatic clutter models. The objective here is not just to understand bistatic land clutter, but also to understand and come up with feasible experimental strategies to perform such experiments. With these objectives in mind, experiments were conducted to gather land clutter data in simultaneous monostatic and bistatic configurations. The primary focus is on statistical characterization of bistatic land clutter with particular emphasis on evaluating the variations in clutter statistics as a function of bistatic angle, and also comparison of these statistics to the monostatic counterparts. 
The reminder of this thesis is structured as follows. Section 2 is a survey of the current literature containing bistatic radar land clutter. Section 3 reviews the 3  
fundamentals of radar theory relevant to this research, a summary of clutter theory, and a review on theory of probability and statistics relevant to this research. Section 
4 is a description of the radar system used in the experiments, along with the basic radar data pre-processing methods employed. Section 5 contains a detailed description of the experimental setup and geometry followed by an analysis on the quality of data gathered. It further includes an in-depth analysis of the results of statistical processing of the various datasets. Section 6 summarizes the findings of the research and highlights all the key results.  
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Chapter 2: Literature Review 
As noted above, bistatic radars have been built since the inception of the concept of a radar. But, in all these decades, few experiments have been conducted relating to bistatic clutter characterization. A significant number of those that have been conducted relate to estimating the normalized radar cross section (NRCS). This section discusses some of the prominent bistatic clutter measurements campaigns. Although this thesis deals with land clutter, some important bistatic sea clutter experiments are also discussed in this section to help understand trends in bistatic clutter.  
Among the earliest bistatic clutter studies is the one by Cost [16]. Bistatic measurements of land clutter, which included smooth and rough sand, loam, soy bean plant foliage and dry grass, were conducted at X-band covering a wide range of bistatic angles. A notable finding from these measurements was the increase in clutter RCS by as much as 20 dB when the out of plane (OOP) angle was increased to 180⁰ (the backscatter region). 
Between 1967-69, a vast set of bistatic airborne land and sea clutter data were gathered, and to date remains the most comprehensive set of bistatic clutter data available [17]–[19]. X-band clutter measurements were carried out with a CW radar with the transmitter and the receiver mounted on separate aircrafts. The land 5  
clutter scene included open grassland, trees, and buildings. Also included is an in-plane summary results for forest and urban clutter. There is very little documentation about the prevailing conditions during the experiments, particularly for the sea clutter experiments. The famous plots from Domville experiments, indicating the backscatter coefficient for different angles of incidence and scattering, contains only a few measured points with the rest being interpolations [8]. The results reported are mostly confined to the backscatter coefficient, except for a couple of PDFs that indicate a longer tail than that predicted by Rayleigh PDF. 
Another bistatic land and sea clutter experiment focusing mostly on RCS evaluation was performed by Weiner in [20]. The findings as reported in [21] indicate that the clutter cell area increases with increasing bistatic angle, except for those angles approaching the backscatter region. The land clutter patch included tall weeds and scrub trees. Measurements were carried out at 1.3 GHz and 10 GHz.  Also reported is the large RCS in the forward direction as compared to the backscattered direction, with the difference being as large as 30 dB. There is also a comparison between the bistatic and the monostatic RCS indicating that the RCS at an angle of 90⁰ from the backscattered region is lower in the bistatic case, while they are of comparable value at 45⁰.  
Ulaby reported land clutter measurements at a much higher frequency of 35 GHz in [22]. The land clutter patch included smooth and rough sand, trees, and gravel. Once again, the results focus on the RCS evaluation and it is reported that the RCS reduced 
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with increasing OOP angle. Further, the RCS increased as the bistatic angle was decreased to approach monostatic. 
Stevens W.G. and Rangaswamy M., report the statistical properties of bistatic land clutter at 3.2 GHz at a grazing angle of 15⁰ and a scattering angle of 84⁰ [23]. The land clutter patch consisted of early-growth deciduous trees and brush. The analysis was performed on 1000 range bins with 1.5m range resolution. This paper introduced a novel technique for evaluating the PDFs wherein, the best fit PDF is estimated on a range bin by range bin basis. Although Weibull distribution appeared to fit the best, some range bins better fit Beta distribution and Log-normal distribution.  
The next paper, by Kochanski T., et al., is on X-band bistatic sea clutter measurements at low illumination angles [24]. The empirical PDFs are reported to have fit well to a Log-normal distribution, with appreciable fits to Weibull and exponential as well. The mean backscatter is reported as -45 dB.  
The remaining set of papers discussed here report results of the same bistatic sea clutter measurements carried out at the UK and South Africa in 2010. Simultaneous monostatic and out-of-plane bistatic sea clutter measurements were carried out at S-band, for bistatic angles from 30° to 120°. Griffiths, H.D., et al. in [25] propose an empirical model to express the mean NRCS for a given measurement geometry and sea conditions.  
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Al-Ashwal, et al. in [26] report the PDF fits and also compare the NRCS of the bistatic with the monostatic. Except for a bistatic angle of 90⁰, the NRCS was about the same in both the bistatic and the monostatic cases. Both the monostatic and the bistatic data fit well to a K-distribution. However, the K-distribution shape parameter was larger for the bistatic case. A larger shape parameter suggests that the clutter amplitude is less spiky.   
Al-Ashwal, et al. report in [27] the results of the average reflectivity from the sea clutter experiments. The monostatic and the bistatic average normalized RCS is compared and reported as a ratio of the bistatic RCS to the monostatic RCS.  This ratio was smallest for the bistatic angle case of 90°. The ratio at a bistatic angle of 60° was lower for a low sea state measure as compared to a measurement at a higher sea state. The trends are comparable to Ewell and Zehner’s results [28]. 
Al-Ashwal, et al. report in [29] the results of the amplitude statistics from the sea clutter experiments. It was found that the bistatic clutter was less spiky for the high sea state data. The data fit the KA distribution with the shape parameter being higher in the presence of high amplitude specular spikes. 
Al-Ashwal, et al. compare the measured results of the monostatic and the bistatic sea clutter data with simulated results in [30]. The monostatic results were in good agreement with the simulations, but the bistatic results were inconclusive. There was no good agreement between the measured and the simulated results.  
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Chapter 3: Theory  
RADAR is an acronym for RAdio Detection And Ranging. In its simplest form, a radar transmits a radio wave and measures the time to receive an echo from a target and thereby determines the range and angle to the target. By ensuring coherence of the radar, the target radial velocity can be measured. More advanced systems can detect and track moving objects, produce high-resolution images in two and three dimensions and undertake digital beam forming. Radar systems are broadly classified as either continuous wave (CW) type or pulsed type depending on the type of signal transmitted. Radar is often preferred over its optical counterpart because it can operate in almost any weather condition and in day and night. [7], [31]. 
 
3.1. Radar Fundamentals 
This section is a brief discussion of basic radar theory, restricted to pulsed type operation. The curious reader is referred to [7], [31]–[33] for further information. 
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Figure 1: Typical monostatic radar operation. 
  
 
Figure 2: Typical bistatic radar operation and geometry. 
 
The typical operation of a radar in monostatic and bistatic configuration are illustrated respectively in fig. 1 and fig. 2. A North referenced co-ordinate system is used in fig. 2. The variables used in the figures are described below. 
• Tx : Transmitter. 
• Rx : Receiver.  
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• R : Range to the target.  
• L : Baseline length. 
• Rt : Transmitter-to-target range. 
• Rr : Receiver-to-target range. 
• β : Bistatic angle. 
• θt : Transmitter look angle, clockwise is positive. 
• θr : Receiver look angle, clockwise is positive. 
The fundamental difference between a monostatic and a bistatic radar system is that in a monostatic radar system the transmitter and the receiver are collocated, while in the bistatic case, they are physically separated by a distance called baseline length (L). The distance L is not quantified, but Skolnik in [34] defines the distance to be “comparable with the target distance” for a radar to be considered bistatic. Although monostatic radars used a single antenna for transmit and receive, some radars have been designed with independent antennas for transmit and receive to reduce leakage of the transmit signal into the receiver. So long as the antennas are placed close to each other in comparison to the distance to the target, this type of system is still regarded as monostatic. (Sometimes, they are referred to as a pseudo-monostatic systems). Monostatic radars can be viewed as a special case of bistatic radars with L = 0.  
The subsequent sections explore the significant differences between the monostatic and the bistatic systems along with relevant equations and figures.   
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3.1.1. Measuring Range with a Radar 
In the monostatic case, assuming that the consecutive pulses are adequately separated, the range,𝑟𝑟, to the target can be calculated by measuring the time, ∆𝑡𝑡, taken for a pulse to travel from the radar transmitter to the target and back to the radar receiver.  
 
𝑟𝑟 =  𝑐𝑐 ∆𝑡𝑡2  (3.1)  
Where ‘c’ is the velocity of propagation of the EM wave in air, which is 3 ×  108 m/s.  
In the bistatic case, it is only possible to estimate the bistatic range, 𝑟𝑟𝑏𝑏, (or the range sum or two-way range), defined as the sum of transmitter-to-target range and receiver-to-target range. Again, if the total time taken for the pulse to travel from the transmitter to the bistatic receiver is ∆𝑡𝑡,  
 
 𝑟𝑟𝑏𝑏 = 𝑅𝑅𝑡𝑡 +  𝑅𝑅𝑟𝑟 =  𝑐𝑐∆𝑡𝑡 (3.2)  
However, the receiver-to-target range, Rr, can be calculated using knowledge of triangle geometry as and the geometry of fig. 2 [8]  
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𝑅𝑅𝑟𝑟 =  �𝑅𝑅𝑡𝑡2 + 𝐿𝐿2 − 2𝑅𝑅𝑡𝑡𝐿𝐿 𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝑡𝑡  (3.3)  
 
 
Figure 3: Bistatic iso-range contours. 
 
Figure 4: Monostatic iso-range contours. 
 
Clearly, the iso-range contours, the locus of points in a plane having the same range to the target from the antenna, for a monostatic system is a circle of radius 𝑟𝑟. The same in three dimensions is a sphere of radius 𝑟𝑟. For a bistatic system however, the locus of points with constant bistatic range is an ellipse with the constant bistatic range, 𝑅𝑅𝑡𝑡 +  𝑅𝑅𝑟𝑟 , as its major axis [8]. The transmitting and the receiving antennas are located at each of the two foci. The same in three dimensions is an ellipsoid. Iso-range contours for bistatic and monostatic systems are illustrated in fig. 3 and fig. 4 respectively.  
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3.1.2. Radar Range Equation 
The radar range equation gives a qualitative relationship between the Signal-to-Noise Ratio (SNR) and the range to the target. The radar range equation for a monostatic system is 
 
𝑅𝑅 = � 𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟𝜆𝜆2𝜎𝜎(4𝜋𝜋)3(𝑆𝑆𝑆𝑆𝑅𝑅)𝑘𝑘𝑇𝑇𝑜𝑜𝐵𝐵𝐵𝐵𝐿𝐿𝑠𝑠�1 4�   (3.4)  
And the same for a bistatic system is 
 
𝑅𝑅𝑡𝑡𝑅𝑅𝑟𝑟 = � 𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟𝜆𝜆2𝜎𝜎𝑏𝑏(4𝜋𝜋)3(𝑆𝑆𝑆𝑆𝑅𝑅)𝑘𝑘𝑇𝑇𝑜𝑜𝐵𝐵𝐵𝐵𝐿𝐿𝑠𝑠�1 2�  (3.5) 
 
   
where, 
• Pt: Transmit power (Watts). 
• Gt: transmitter gain. 
• Gr: receiver gain. 
• λ: transmit signal wavelength (m).  
• σ: target RCS (sq. m). 
• 𝜎𝜎𝑏𝑏: Bistatic radar cross section (sq. m) 
• R: Range to target (Monostatic) in meters. 
• F: receiver noise figure. 
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• To: ambient temperature. 
• Ls: System losses. 
• B: Receiver/Signal Bandwidth. 
• k: Boltzmann’s constant. 
• SNR: Signal-to-noise ratio.  
• Rt: Transmitter-to-target range (bistatic) in meters. 
• Rr: Receiver-to-target range (bistatic) in meters. 
To understand the nature of dependence of monostatic range 𝑅𝑅 on the 𝑆𝑆𝑆𝑆𝑅𝑅, it is possible to re-write (3.4) keeping all other parameters constant as 
 
𝑆𝑆𝑆𝑆𝑅𝑅 =  𝐶𝐶 1
𝑅𝑅4
 (3.6)  
where 
  
 
𝐶𝐶 =  𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟𝜆𝜆2𝜎𝜎(4𝜋𝜋)3𝑘𝑘𝑇𝑇𝑜𝑜𝐵𝐵𝐵𝐵𝐿𝐿𝑠𝑠 (3.7)  
This implies that regions of constant range 𝑅𝑅 correspond to regions of constant 
𝑆𝑆𝑆𝑆𝑅𝑅. From section 3.1.1, it can be concluded that the regions of constant 𝑆𝑆𝑆𝑆𝑅𝑅 is again a circle of radius 𝑅𝑅.  
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Similarly, keeping all parameters constant in (3.5) except 𝑅𝑅𝑡𝑡, 𝑅𝑅𝑟𝑟 and 𝑆𝑆𝑆𝑆𝑅𝑅 illustrates the dependence of the bistatic range on the 𝑆𝑆𝑆𝑆𝑅𝑅.  
 
𝑆𝑆𝑆𝑆𝑅𝑅 =  𝐶𝐶′ 1(𝑅𝑅𝑡𝑡𝑅𝑅𝑟𝑟)2 (3.8)  
Where 𝐶𝐶′ is as defined in (3.7), but with the bistatic radar cross section instead of the monostatic. Therefore, region of constant SNR corresponds to a region with constant product RtRr. 
 
 
Figure 5: Ovals of Cassini. 
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Rt and Rr form the two sides of a triangle. [35] defines an oval of Cassini as the locus of the vertex of a triangle when the sides adjacent to the vertex is constant and the length of the opposite side is fixed. On comparison to the bistatic triangle geometry in fig. 2, the vertex is the target site, while the adjacent sides are Rt and 𝑅𝑅𝑟𝑟 . Therefore, contours of constant SNR for the bistatic case are ovals of Cassini as illustrated in fig. 5.  
The circumference of the ovals of Cassini shrink with increasing SNR, and eventually collapse around the foci, i.e. the transmitting and receiving sites. As an oval collapses around the foci, it breaks into two at a point on the baseline, called the cusp. The shrinking also occurs when the baseline length increases.  
 
3.1.3. Pulse Width 
The time duration for which the transmit signal is on is called the pulse width of the signal. It is commonly denoted by τ. The physical length of the pulse in the air, L, is related to the pulse width τ as 
 𝐿𝐿 =  𝑐𝑐𝑐𝑐 (3.9)                                                                                                                                                 
where c is the velocity of propagation. The pulse width is an important parameter that determines the energy content of the signal, which ultimately affects the SNR 
17  
and in extension the detection capabilities of the radar. Pulse width also provides a measure of the radar’s resolution capability, see section 3.1.6.  
 
3.1.4. Pulse Repetition Frequency (PRF) 
The number of pulses transmitted per second is called the Pulse Repetition Frequency (PRF). It is measured in Hertz. The inverse of the PRF is the Pulse Repetition Interval (PRI) or the interpulse period. Fig. 6 below is a representation of a simple pulse, indicating its pulse width (PW) and the PRI. 
 
 
Figure 6: Pulse repetition interval. 
  
3.1.5. Maximum Unambiguous Range 
It is important that the radar is able to associate each received echo with the pulse that generated it. If this condition is not met, range ambiguities arise. The maximum range at which a target can be located such that the leading edge of the received 18  
backscatter from the target is received before the transmission of the next pulse begins is defined as the maximum unambiguous range. The maximum unambiguous range, 𝑅𝑅𝑢𝑢, in the monostatic case is thus determined by the pulse repetition frequency. It is measured in meters. 
 𝑅𝑅𝑢𝑢 = 𝑐𝑐2𝑃𝑃𝑅𝑅𝐵𝐵 (3.10)  
The maximum unambiguous range for the bistatic case, (𝑅𝑅𝑡𝑡 + 𝑅𝑅𝑟𝑟)𝑢𝑢 is  
 (𝑅𝑅𝑡𝑡 + 𝑅𝑅𝑟𝑟)𝑢𝑢 = 𝑐𝑐𝑃𝑃𝑅𝑅𝐵𝐵 (3.11)  
When the maximum range of interest is beyond that predicted by (3.10) or (3.11), PRF switching techniques can be used to resolve range ambiguities. 
 
3.1.6. Range Resolution 
The radar’s range resolution is an indicator of the ability of the radar to distinguish between targets closely spaced in range. Alternatively, it can be viewed as the minimum distance between two concentric iso-range contours in order for the radar to be able to distinguish between targets closely spaced in range. For an unmodulated pulse, the monostatic range resolution, 𝛥𝛥𝑅𝑅, is directly proportional to the pulse width of the transmitted signal.  
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 ∆𝑅𝑅 = 𝑐𝑐𝑐𝑐2  (3.12)  
For a pulsed radar transmitting an unmodulated signal, the pulse width is approximately equal to the inverse of the signal bandwidth 𝐵𝐵. Therefore, (3.12) can be re-written as 
 ∆𝑅𝑅 = 𝑐𝑐2𝐵𝐵 (3.13)  
where, 𝐵𝐵 = 1/τ. 
 
 
Figure 7: Bistatic range resolution. 20  
 
The same metric for a bistatic radar can be viewed as the minimum distance between two confocal iso-range contours in order for the radar to be able to distinguish between targets closely spaced in range. From the illustration in fig. 7 above, it is evident that the bistatic range resolution is a function of the bistatic angle β. For an unmodulated pulse, the bistatic range resolution, 𝛥𝛥𝑅𝑅𝑏𝑏 , is directly proportional to the pulse width of the transmitted signal.  
 ∆𝑅𝑅𝑏𝑏 = 𝑐𝑐𝑐𝑐2cos (𝛽𝛽 2⁄ ) (3.14)  
The value of the range resolution is minimum along the extended baseline where β is zero, and is equal to the corresponding monostatic range resolution. This geometry is often called over the shoulder. The maximum occurs along the perpendicular bisector to the major axis, where β is maximum for a given iso-range contour. For targets on the baseline, where β is 180⁰,  ∆𝑅𝑅𝑏𝑏 → ∞ and targets cannot be separated.   
 
3.1.7. Pulse Compression 
Equation (3.12) implies that to improve range resolution, the pulse width should be reduced. But there is a practical limitation to the extent to which the pulse width can be reduced while maintaining the SNR, or signal-to-noise ratio, required to achieve a 21  
good probability of detection. This is a direct consequence of the fact that the pulse length of a signal is proportional to its energy content, defined as the product of pulse width and the transmit power. The energy of the backscattered signal as detected by the radar is directly proportional to the energy of the transmitted signal. This implies that longer the pulse width of the transmitted signal, higher is the energy of the pulse leading to higher SNR. As such, the SNR at the radar’s receiver is a function of the length of the transmit signal. Arbitrarily increasing the pulse width to improve detection performance will degrade the resolution in range, as can be seen from (3.12). From (3.13) we know that the radar’s range resolution is inversely proportional to the bandwidth. One effective way to decouple the bandwidth-pulse width relationship, and thereby achieve good resolution and detection performance, is to implement pulse compression technique.  
Pulse compression involves modulating the transmit signal (in amplitude, phase or frequency) to increase the effective bandwidth while maintaining the pulse width such that B ≫ 1/τ. The most common type of pulse compression is linear frequency modulation (LFM), wherein the frequency of the transmit waveform is varied linearly with time. Suppose a long pulse of duration T is modulated linearly in frequency so as to spread the energy over a bandwidth B. The product BT, called the time-bandwidth product, refers to the pulse compression gain and is also the factor by which the SNR would increase after pulse compression. Mathematically, pulse compression is equivalent to implementing a matched filter, which is further equivalent to the correlation of the received signal with the transmitted pulse.  22  
Matched filter operation results in a response that is typical of a sinc(⋅) function. The peak corresponds to the target location with the first sidelobe being approximately 13 dB below the peak. The sidelobes extend for as long as twice the width of the pulse. The presence of sidelobes causes a degradation in the radar performance by possibly masking the return from a second target within a pulse width of the first. Performance metrics such as peak sidelobe ratio are used to characterize radar performance in the presence of sidelobes. Many windowing options are available that suppress the sidelobe response, albeit at the expense of an increase in the width of the mainlobe [36].  
A typical matched filter response is shown in fig. 8. The simulated target was at 450m. The sidelobes are 13 dB below the peak.  
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Figure 8: Typical Matched Filter response. 
 
A matched filter is a filter that maximizes the SNR. For a signal u(t), the time domain impulse response, h(t), of the matched filter is given by the time-reversed, complex conjugate of u(t). 
 h(t) = u*(T-t) (3.15)  
where, * denotes complex conjugate.   
If F(w) is the Fourier Transform of u(t), then  
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𝐵𝐵(𝑤𝑤) = � 𝑢𝑢(𝑡𝑡) exp(−𝑗𝑗𝑤𝑤𝑡𝑡)𝑑𝑑𝑡𝑡∞
−∞
 (3.16)  
The time domain output signal from the receiver, for a receiver with a transfer function H(w) is   
 
𝑔𝑔(𝑡𝑡) = � 𝐵𝐵(𝑤𝑤)𝐻𝐻(𝑤𝑤) exp(𝑗𝑗𝑤𝑤𝑡𝑡)𝑑𝑑𝑑𝑑∞
−∞
  (3.17)  with maximum value at t = to. 
 The power spectrum of the noise at the output of the receiver is given by  
 𝐺𝐺(𝑤𝑤) =  𝑁𝑁𝑜𝑜
2
 |𝐻𝐻(𝑤𝑤)|2 (3.18)  
where, No/2 is the noise spectral density at the output. 
 
The average noise power is therefore given by  
 
𝑆𝑆 =  𝑆𝑆𝑜𝑜2 � |𝐻𝐻(𝑤𝑤)|2∞−∞ 𝑑𝑑𝑑𝑑 (3.19)  
The energy of the input signal is given by   
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𝐸𝐸 =  � |𝐵𝐵(𝑤𝑤)|2𝑑𝑑𝑑𝑑∞
−∞
 (3.20)  
The optimum radar detector maximizes the ratio of peak signal power to the average noise power. Therefore  
 |𝑔𝑔(𝑡𝑡𝑜𝑜)|2
𝑆𝑆
 =  |∫ 𝐵𝐵(𝑤𝑤)𝐻𝐻(𝑤𝑤) exp(𝑗𝑗𝑤𝑤𝑡𝑡𝑜𝑜)𝑑𝑑𝑑𝑑∞−∞ |2𝑆𝑆𝑜𝑜2 ∫ |𝐻𝐻(𝑤𝑤)|2∞−∞ 𝑑𝑑𝑑𝑑  (3.21)  
Therefore, applying the Cauchy-Schwarz’s inequality to the above equation, we obtain 
 |𝑔𝑔(𝑡𝑡𝑜𝑜)|2
𝑆𝑆
 ≤  2𝐸𝐸
𝑆𝑆𝑜𝑜
 (3.22)  
Therefore, the maximum SNR occurs when equality holds for the above equation. 
 𝐻𝐻(𝑤𝑤) =  𝐾𝐾 𝐵𝐵∗(𝑤𝑤) exp (−𝑗𝑗𝑤𝑤𝑡𝑡𝑜𝑜) (3.23)  
where K is a constant gain. This suggests that the Frequency response of a matched filter is equal to the complex conjugate of the frequency response of the signal. In the frequency domain, the matched filter applied to pulse compression is given by 
 𝐺𝐺(𝑤𝑤) =  𝐻𝐻(w)𝐵𝐵(𝑤𝑤) =  𝐾𝐾 𝐵𝐵∗(𝑤𝑤) exp(−𝑗𝑗𝑤𝑤𝑡𝑡𝑜𝑜)𝐵𝐵(𝑤𝑤) (3.24)  26  
In the time domain, the impulse response of a matched filter is given by  
 ℎ(𝑡𝑡) =  𝐾𝐾2𝑢𝑢∗(𝑡𝑡𝑜𝑜 − 𝑡𝑡) (3.25)  
which is time-delayed, time-reversed, complex conjugate of the transmit waveform. 
Thus the time domain output of the matched filter is the convolution of the input signal with the impulse response. 
 
𝑔𝑔𝑜𝑜(𝑡𝑡) =  1𝑇𝑇� 𝑢𝑢(𝑐𝑐) 𝑢𝑢∗(𝑐𝑐 +  𝑡𝑡𝑜𝑜 − 𝑡𝑡)𝑑𝑑𝑐𝑐𝑇𝑇2−𝑇𝑇2  (3.25)  
which, in the absence of noise, is the auto-correlation of the input signal. Chapter 20 of [7] explains pulse compression in greater detail. 
 
3.1.8. Pulse Integration 
Pulse integration refers to the summation of the echo pulses to obtain an increase the SNR and thereby the detection performance of the radar system. A coherent integration of ‘n’ pulses increases the SNR by a factor of n (or 10log10(n) in dB). Coherent integration implies that the signal is added in amplitude and phase. Gain prediction for incoherent integration is not as straight forward. According to[37], the gain is approximately n0.7.  
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Pulse integration is sometimes used as a test for system coherence since it is straight forward to predict how the SNR should change as a function of the number of pulses integrated.  
 
3.1.9. Coherent Processing Interval 
Suppose n pulses of a target echo are coherently integrated. The time that corresponds to the gathering of the n pulses that are processed coherently is referred to as a coherent processing interval or CPI. It therefore has the duration 
𝑠𝑠/PRF. The PRF and the frequency of the transmit signal is usually the same in each CPI, but they can be varied on a CPI to CPI basis depending on the processing goals.  
 
3.2. Clutter Theory 
[7] defines radar clutter as a radar return from an object or objects that is of no 
interest to the radar mission. For an airborne radar trying to detect moving targets on ground, any returns from the ground itself (concrete, vegetation etc.) or buildings, mountains are all treated as clutter. The return from such objects may be stronger than the returns from the objects/targets of interest. Even when such returns are not stronger than the returns from targets of interest, the radar’s detection performance is likely determined by the clutter power rather than the 
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noise floor. This can be attributed to higher transmit and receive gains on modern radars and also the ever increasing man-made clutter.  
Detection in presence of clutter is very different from detection in presence of noise alone because of the differences in the statistics between that of noise and clutter. Chapter 5 of [7] provides a description of clutter and its types, clutter characteristics and clutter modeling. Below is a summary of comparison clutter and noise from [7].  
Thermal noise, or simply noise, is random but the mean value of noise is constant and independent of spatial position, transmitted frequency, transmitted radar signal, radar’s range and azimuth resolution or environmental parameters. Noise is statistically independent between pulses. Its power spectrum is constant across frequencies. Also, white, complex Gaussian noise is Rayleigh distributed in amplitude.  
Clutter, on the other hand, may vary as a function of spatial position, transmitted frequency, transmitted radar signal, the radar’s range and azimuth resolution or environmental parameters. Clutter signal may also be correlated between pulses. Clutter amplitude may show no variation at all, or show extreme variation with longer tailed PDFs compared to the Rayleigh. These characteristics of clutter make it difficult to provide a general characterization and bespoke, situation specific characterizations must be used.  
Given the fact that many radars’ detection capabilities are limited by clutter, and not noise, it is extremely important that clutter is statistically well characterized to 29  
enable better detection performance. Also, the variations in resolution, area of illumination and so on caused by the bistatic geometry (refer section 3.1) result in the bistatic clutter characteristics to be different from that for the monostatic.  
(3.6) can be re-written to provide SNR as a function of range 
 
𝑆𝑆𝑆𝑆𝑅𝑅 = 𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟𝜆𝜆2𝜎𝜎𝑏𝑏(4𝜋𝜋)3(𝑅𝑅𝑡𝑡𝑅𝑅𝑟𝑟)2𝑘𝑘𝑇𝑇𝑜𝑜𝐵𝐵𝐵𝐵𝐿𝐿𝑠𝑠 (3.26) 
 
   
Also, SNR is the ratio of signal power to noise power. The thermal noise power in a radar receiver, 𝑃𝑃𝑛𝑛, is given by [37] 
 𝑃𝑃𝑛𝑛 = 𝑘𝑘𝑇𝑇𝑜𝑜𝐵𝐵𝐵𝐵 (3.27)  
With the other variables defined as in (3.6). Therefore, (3.26) can now be expressed in terms of received power, 𝑃𝑃𝑟𝑟 , rather than SNR.  
 
𝑃𝑃𝑟𝑟  = 𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟𝜆𝜆2𝜎𝜎𝑏𝑏(4𝜋𝜋)3(𝑅𝑅𝑡𝑡𝑅𝑅𝑟𝑟)2𝐿𝐿𝑠𝑠 (3.26) 
 
   
With the other variables defined as in (3.6). From (3.26), it is evident that the energy in the backscattered signal is directly proportional to the RCS. The RCS is a function of the area of illumination. It can be expressed as 
 𝜎𝜎𝑏𝑏 = 𝜎𝜎𝑜𝑜𝐴𝐴 (3.27)  30  
Where, 
• 𝜎𝜎𝑏𝑏: Bistatic radar cross section (sq. m). 
• 𝜎𝜎𝑜𝑜: Normalized radar cross section, unitless. 
• 𝐴𝐴 : clutter area of illumination (sq. m). 
Normalized radar cross section is defined as the scattering coefficient or the radar cross section per unit area[21]. The scattering coefficient varies with changing bistatic angle and in turn results in varying clutter amplitude statistics. The already complex nature of clutter is thus exaggerated by the inclusion of newer variables defining the bistatic geometry. It is for this reason that very little exists in literature about bistatic clutter.  
 
3.3. Probability Theory 
Characterizing the clutter signal, which is random, involves the use of statistical parameters such as the mean, the standard deviation, moments and probability density functions (PDFs). This section is a brief discussion about the most commonly occurring probability density functions in radar clutter literature [9], [38], [39].  The probability density functions of interest based on the frequency of their appearance in published literature on radar clutter include the Rayleigh distribution, the Weibull distribution, the Log-normal distribution and the K-distribution. It is therefore important to understand what each of these distributions signify and how they differ from one another.  31  
The empirical PDF calculated is fitted to the distributions mentioned above. The best fit PDF is estimated by the method of moments [9]. In this method, the raw moments of order one and two are calculated from the measured data. Assuming these moments to be the moments fitting the above said distributions, the corresponding distribution parameters are computed. Along with the description of each distribution, the corresponding equations to compute the distribution parameters from the moments are discussed below. 
 
3.3.1. Rayleigh Distribution 
The Rayleigh distribution has a probability density function that is described as [40] 
 
𝑝𝑝(𝑥𝑥) =  2𝑥𝑥
𝛼𝛼
exp �−𝑥𝑥2
𝛼𝛼
� (3.28)  
Where x≥0 is the amplitude of the random variable (ex. Amplitude of fluctuating 
clutter), and α is a constant. The Rayleigh distribution describes clutter consisting of a large number of nearly equal and randomly distributed scatterers. The Rayleigh distribution is also used to describe the amplitude statistics of complex white Gaussian noise [7].  
The equation relating the raw moments to the Rayleigh scale parameter is [41] 
 𝐸𝐸{𝑥𝑥𝑛𝑛} = 𝜎𝜎𝑛𝑛2𝑛𝑛 2⁄ Γ(1 + 𝑠𝑠 2⁄ ) (3.29) 
32  
where, 𝜎𝜎 = �2 𝛼𝛼⁄  is the Rayleigh scale parameter. 
 
3.3.2. Weibull Distribution 
The Weibull distribution has a probability density function that is described as [41] 
 
𝑝𝑝(𝑥𝑥) = 𝑘𝑘
𝜆𝜆
�
𝑥𝑥
𝜆𝜆
�
𝑘𝑘−1
𝑒𝑒−(𝑥𝑥 𝜆𝜆⁄ )𝑘𝑘  (3.30)  
Where, k > 0 is called the shape parameter, λ > 0 is called the scale parameter. The Weibull distribution reduces to the exponential distribution for k = 1 and to Rayleigh distribution for k = 2 and λ = √𝛼𝛼, where α is as in (3.28). The Weibull distribution is widely used for describing distributed ground clutter. Lower values of shape parameter indicates that the clutter is spiky. Higher values of scale parameter implies that the PDF is stretched along the 𝑥𝑥 − 𝑎𝑎𝑥𝑥𝑠𝑠𝑠𝑠 with higher variance.  
The equation relating the raw moments to the Weibull shape and the scale parameter is [9] 
 𝐸𝐸{𝑥𝑥𝑛𝑛} = 𝜆𝜆𝑛𝑛Γ(𝑠𝑠 𝑘𝑘⁄ + 1) (3.31)  
where, again, 𝑘𝑘 is the Weibull shape parameter and 𝜆𝜆 is the Weibull scale parameter.  
 
33  
3.3.3. Log-normal Distribution 
The Lognormal distribution has a probability density function that is described as [40] 
 
𝑝𝑝(𝑥𝑥)  = 1
𝑥𝑥𝜎𝜎√2𝜋𝜋 𝑒𝑒𝑥𝑥𝑝𝑝 �−(ln𝑥𝑥 −  𝜇𝜇)22𝜎𝜎2 � (3.32)  
Where x is the amplitude of the random variable, µ = mean(ln x), σ2 = var(ln x). µ is the natural logarithm of the log-normal scale parameter and 𝜎𝜎 is the shape parameter. The log-normal distribution describes a distribution of a random variable, the logarithm of which has normal distribution. The log-normal distribution is characterized by a long tail, which makes it suitable to describe clutter that attains very large amplitudes for higher percentages of time in comparison to that of Rayleigh distributed clutter.  
The equation relating the raw moments to the log-normal shape and the scale parameter is [42] 
 
𝐸𝐸{𝑥𝑥𝑛𝑛} = 𝑒𝑒𝑥𝑥𝑝𝑝 �𝑠𝑠𝜇𝜇 + 12𝑠𝑠2𝜎𝜎2� (3.33)  
where 𝑒𝑒𝑥𝑥𝑝𝑝(⋅) is the exponential operator, with 𝜇𝜇 and 𝜎𝜎2 as defined above.  
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3.3.4. K-distribution 
The K-distribution has a probability density function that is described as [40] 
 
𝑝𝑝(𝑥𝑥) =  2𝑏𝑏
Г(𝜈𝜈)  �𝑏𝑏𝑥𝑥2 �𝜈𝜈 𝐾𝐾𝜈𝜈−1(𝑏𝑏𝑥𝑥) (3.34)  
Where x is the amplitude of the random variable, Г(⋅) is the Gamma function, Kν is 
the modified Bessel function of the third kind of order ν, b is the scale parameter, ν is the shape parameter. A random variable described by the K-distribution can be viewed as the product of a fast varying, Rayleigh distributed speckle and a slowly varying amplitude component with a long decorrelation time. The shape parameter can take values in the range of 0.1 to near infinity, with the latter corresponding to Rayleigh distribution. A lower value of shape parameter implies that the clutter is 
spiky. K-distributed data with very high values of shape parameter, say above 10, is generally considered to be Rayleigh.  
The equation relating the raw moments to the K-distribution shape and the scale parameter is [9] 
 
𝐸𝐸{𝑥𝑥𝑛𝑛} = (2𝜇𝜇)𝑛𝑛 2⁄ Γ(𝜈𝜈 + 𝑠𝑠 2⁄ )Γ(𝑠𝑠 2 + 1⁄ )
𝜈𝜈𝑛𝑛 2⁄ Γ(𝜈𝜈)  (3.35)  
where, 𝜇𝜇 = 2𝜈𝜈 𝑏𝑏2⁄ . 
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3.3.5. Goodness of Fit Test 
Fitting random data to a distribution can only be achieved to a certain accuracy. To test this accuracy, many goodness of fit tests have been proposed such as the Kolmogorov Smirnov test, the Anderson-Darling test, Cramer-von Mises test, -etc.  The Anderson-Darling (AD) test is described here. 
For a random sample X1, X2, . . ., Xn,  with empirical cumulative distribution 𝐵𝐵𝑛𝑛(𝑥𝑥), to be considered as a part of a continuous population with a distribution function 𝐵𝐵(𝑥𝑥), the AD goodness of fit statistic, 𝐴𝐴𝑛𝑛2, is [43] 
 
𝐴𝐴𝑛𝑛
2 = 𝑠𝑠� {𝐵𝐵𝑛𝑛(𝑥𝑥) − 𝐵𝐵(𝑥𝑥)}2
𝐵𝐵(𝑥𝑥){1 − 𝐵𝐵(𝑥𝑥)} 𝑑𝑑𝐵𝐵(𝑥𝑥)∞−∞  (3.36)   
It is treated as a measure of distance between the hypothetical distribution and the empirical distribution. 
 
3.4. Normalized Intensity Moments 
Normalized Intensity Moments (NIMs) are often of interest in clutter characterization. The nth order normalized intensity moment, 𝑀𝑀𝑛𝑛, for complex data of the form, ai = pi + iqi, is computed as 
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𝑀𝑀𝑛𝑛 =  1𝑀𝑀∑ 𝐼𝐼𝑖𝑖𝑛𝑛𝑀𝑀𝑖𝑖=1[ 1𝑀𝑀∑ 𝐼𝐼𝑖𝑖]𝑀𝑀𝑖𝑖=1 𝑛𝑛 (3.37)  
where, Ii = pi2 + qi2 and n is the moment order. 
The standard values of the normalized intensity moments for Rayleigh distributed data of orders 2, 3 and 4 are 2, 6 and 24 respectively, for sufficiently large sample size. When the normalized intensity values for clutter data are comparable to these values, the clutter distribution is said to be Rayleigh distributed in amplitude. Computing the standard deviations for simulated Rayleigh data of small sample sizes is of high interest, since data sample sizes in reality may not be sufficiently large to produce accurate moment values. A Monte Carlo simulation, to evaluate the statistical parameters of the Rayleigh distributed NIMs for various sample sizes was performed and is detailed in the next section.  
 
3.4.1. Monte-Carlo Simulation for Rayleigh NIMs 
When averaged over repeated draws from a Rayleigh distribution of small sample size, the NIMs will produce a spread about the mean values of 2, 6 and 24 for 2nd, 3rd and 4th order moments respectively. The spread is likely to be high for very small sample sizes and converge to zero as the sample size increases infinitely. An 
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estimate of this spread is essential in determining whether or not the clutter data from the experiments is Rayleigh distributed.  
The Monte-Carlo simulation, to evaluate the statistical parameters of the Rayleigh distributed NIMs, can be performed in the following four steps- 
a) Generating Rayleigh distributed random data for different sample sizes (small and large), typically from 100 to 10000. 
b) Evaluating the 2nd, 3rd and 4th order NIMs for the generated data for each sample size. 
c) Repeating steps (a) and (b) for a specified number of times, typically 1000 or 10000. 
d) Computing the mean and standard deviation for each sample size case. 
Sets of Rayleigh distributed random data of sample sizes varying from 100 samples to 10000 samples, in steps of 100 samples, were generated for the purpose of this simulation. The standard deviation for the 2nd, 3rd and 4th order NIMs for the generated data is plotted as a function of sample size in fig. 9. The y-axis is plotted in logarithmic scale for easier representation of small and large values. As expected, the standard deviation is much higher for smaller sample sizes. It falls rapidly from 15, for a sample size of 100, to 4 for a sample size of 2000 and to just under 2 for a sample size of 10000 – all for the 4th order NIMs. For the 3rd order NIMs, the standard deviation rapidly falls from 1.8, for a sample size of 100, to 0.4 for a sample 
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size of 2000 and to 0.2 for a sample size of 10000. A similar trend can be observed for the standard deviation of the second order NIMs as well. 
Another important statistic that will help better appreciate the variation of the moments with sample size is the coefficient of variation. The coefficient of variation is defined as the ratio of the standard deviation to the mean. Coefficient of variation for the 2nd, 3rd and 4th order NIMs for the generated Rayleigh data is plotted as a function of the sample size in fig. 10. A coefficient of variation of 0.66 for a sample size of 100 suggests that the value of the 4th order NIM can vary as much as 66% from the expected value of 24 for the 4th order NIM- which is equal to a variation of just under 16. This could potentially lead to erroneously assuming a Rayleigh distributed data to be non-Rayleigh when the sample size is small. The coefficient of variation rapidly falls to 17% for the 2000 sample mark, and gradually reduces to 9% for the 10000 sample mark. Similarly, for the 3rd order NIMs, the coefficient of variation falls rapidly from 30% at the 100 sample size mark to just under 7.5% for the 2000 sample mark and gradually reduces to under 4% for the 10000 sample size mark. A similar trend can be observed for the coefficient of variation of the second order NIMs as well. 
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Figure 9: Standard Deviation, Rayleigh 
 NIMs of order 2, 3 and 4. 
 
        Figure 10: Coefficient of variation, 
        Rayleigh NIMs of order 2, 3 and 4. 
 
The results from this simulation can be used to successfully predict whether or not the clutter data from the experiments is Rayleigh distributed. Going by the fact that 95% of the values lie within the second standard deviation, the measured clutter data will be concluded to be Rayleigh distributed if the NIMs lie within two standard deviations from the mean value. 
 
3.5. Correlation 
Statistical estimates rely on data sample space being IID, or Independent and Identically Distributed. A set of mutually exclusive random variables is said to be iid if each random variable has the same probability distribution [1]. A useful tool to test linear dependence of random variables is the autocorrelation function. The autocorrelation, 𝑟𝑟𝑥𝑥(𝑙𝑙), for a signal 𝑥𝑥[𝑠𝑠], of length N is defined as [36] 
0 2000 4000 6000 8000 10000
10-2
10-1
100
101
102
Standard Deviation for Rayleigh NIMs (Simulated)
Sample Size
S
ta
nd
ar
d 
D
ev
ia
tio
n
 
 
3rd Order NIMs
4th Order NIMs
2nd Order NIMs
0 2000 4000 6000 8000 10000
10-2
10-1
100
Coefficient of Variation for Rayleigh NIMs (Simulated)
Sample Size
C
oe
ffi
ci
en
t o
f V
ar
ia
tio
n
 
 
3rd Order NIMs
4th Order NIMs
2nd Order NIMs
40  
 
𝑟𝑟𝑥𝑥(𝑙𝑙) = �𝑥𝑥[𝑠𝑠]𝑥𝑥∗[𝑠𝑠 − 𝑙𝑙]𝑁𝑁
𝑛𝑛=0
 (3.38)  
For the length N signal, the length of the autocorrelation function is 2N-1. 
In radar literature, two important correlation parameters – spatial and temporal are used to describe the linear dependence of the radar signal in space and time. [7] defines spatial correlation length as the minimum surface distance from a given point 
at which the featured will have significantly changed. It describes the degree of randomness as a function of range for the radar data. Similarly, the temporal correlation describes the degree of randomness of the scene as a function of time – i.e. from one pulse to the next or from one CPI to the next. 
A simulation of uncorrelated data of length 500 is shown in fig. 11 and its associated autocorrelation function truncated to lags -40 to +40 is shown in fig. 12.  
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Figure 11: Simulated uncorrelated data. 
 
Figure 12: Auto-correlation function of 
the uncorrelated data. 
 
A simulation was carried out to test the effect on the autocorrelation due to over sampling of uncorrelated data. It was found that the decorrelation time increases by the same factor at which the data is oversampled. This was tested for uncorrelated data by generating noise-like data. The results are shown in fig. 13. The blue curve is the uncorrelated data and the red is the same uncorrelated data upsampled by a factor of 4.  
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Figure 13: Effect of oversampling on correlation. 
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Chapter 4: Radar System Description 
This section describes the software defined radar used in the experiments followed by the modifications made to the system as part of this research.  
4.1. Description of the SDR 
Frankford in [44] describes in detail the development of the software defined radar (SDR)that was built at The Ohio State University to conduct research on concepts such as MIMO and adaptive waveforms. The description below is a summary of[44].  
The SDR is equipped with two independent transmit and receive channels. With the aid of a fully programmable, dual-channel, arbitrary pulsed waveform generator, the SDR transmitter is capable of generating waveforms with an instantaneous bandwidth of up to 500 MHz at any center frequency in the range of 2-18 GHz. A switching matrix enables the two transmit channels and the receive channels to be switched multiplexed among four dual polarized transmit/receive antennas.  
Frankford, et al. break up the radar into three parts in their description namely, the 
Digital Back End, the RF Front End and an Antenna Switch Matrix.  
The digital back end mainly consists of two PCI carrier cards. One of the two is dedicated to signal processing. With two quad-DSP modules, the eight 32-bit fixed 
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point DSPs operate at 1GHZ clock rate. Each quad-DSP module is equipped with an FPGA that serves as an intercommunication between the processors in a module.  
The second PCI carrier card hosts the ADC and DAC modules with their associated FPGAs. The DAC is a dual channel 14-bit device, operating at 1GSPS (Giga Sample Per Second) providing an instantaneous bandwidth of 500 MHz in each channel. The ADC is a dual channel 8-bit device with 0.5V peak-to-peak. Owing to the extremely high data rates, the DAC and the ADC are equipped with their own FPGAs.   The effective number of bits on the ADC is however at 6.8. This translates to a peak-to-peak voltage resolution of [45]  
∆V =  0.526.8 − 1 = 4.5 mV   (4.1) The equivalent RMS voltage is 
 
∆Vrms =  0.0022√2 = 1.6 mV   (4.2)  Therefore, the minimum detectable power in a 50 ohm matched system is 
 Pmin =  0.0016250 = 51.25 nW (4.3) 
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  Which translates to -72.9 dBW (= -42.9 dBm). 
The dynamic range for an ADC with ENOB 6.8 is  
 DR = 6.8 * 6 = 40.8 dB (4.4)  Therefore, the maximum power that the ADC can handle is 40.8 dB above the minimum detectable power. This translates to a maximum power of -32.1 dBW (= -2.1 dBm). Table 1 below summarizes the power handling capabilities of the ADC.  
 
 Power (nW) Power (dBW) Power (dBm) 
Minimum Power 51.25 -72.9 -42.9 
Maximum Power 61.66E+4 -32.1 -2.1 
Table 1: Dynamic Range of the ADC. 
 
The switching matrix feature of the SDR is not used in the bistatic radar clutter experiments and therefore, it is not discussed here. The reader is referred to [44]for more information.  
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4.2. Modifications to the SDR to support bistatic clutter measurements 
Early measurements with the SDR indicated that the signal-to-noise ratios were low and there was room for improvement in effectively utilizing the entire dynamic range of the ADC. The choices of amplification were - adding two low noise amplifiers, one in each receive channel, or a single high power amplifier on the transmit. Adding amplifiers anywhere else in the receive chain was almost impossible given the space constrained build of the SDR receiver front end. Adding two LNAs would require two additional sources of power and additional cabling for each LNA. Therefore, it was decided to include a high power amplifier in the transmit side, which was simple and cost effective.  
The high power amplifier selected to maximize the backscatter power provided 35 dB of gain with maximum output power of 3W. It was placed immediately before the transmit antenna and just after the 15m length of cable, used to provide a bistatic baseline, so that the losses in the cable would ensure the amplifier does not saturate. The receiver channels were appropriately attenuated to prevent saturation of any active components in the receivers. This resulted in a net gain of about 20 dB in SNR compared to the original radar design. 
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4.3. Data Pre-processing 
The raw data from the ADC is transformed into a matrix of size M x N, where M is the number of fast-time samples and N is the number of pulses. A typical data matrix contains fast time samples along the columns and slow time samples along the rows.  
The raw data matrix, 𝑅𝑅𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑 , from ADC can readily be scaled into volts. Given the peak-to-peak reference voltage, 𝑉𝑉, and the resolution of the ADC, 𝑠𝑠, the voltage equivalent representation, 𝑉𝑉𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑, is given by 
 
𝑉𝑉𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑 = V2𝑛𝑛 − 1𝑅𝑅𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑  (4.5)  
The DC offset is then subtracted from the data. To achieve this, given M fast-time samples of radar data, the mean of the M samples is subtracted from each of the M samples to remove the DC offset.  
Following conversion to a voltage scale, the real samples are converted to a discrete-time analytic signal using manipulation of the Fourier Transform. The Fourier transform, or spectrum, of real-valued data is complex symmetric [36]. Computing the corresponding analytic signal will help eliminate the spectral redundancy by retaining only the positive frequency components [46]. Marple, in [46], proposes a frequency-domain based algorithm to effectively compute the discrete-time analytic signal for a given real-valued signal. For a length-N, real valued, time-domain signal 
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𝑥𝑥(𝑡𝑡), Marple’s algorithm to create a complex-valued N-point discrete-time analytic signal is summarized below. 
• The N-point Discrete-Time Fourier transform [36], 𝑋𝑋[𝑠𝑠], of the signal 𝑥𝑥(𝑡𝑡) is computed. 
• The N-point discrete-time analytic signal transform, 𝑍𝑍[𝑠𝑠] is given by  
𝑍𝑍[𝑠𝑠] =
⎩
⎪⎪
⎨
⎪⎪
⎧
𝑋𝑋[0],           𝑑𝑑𝑓𝑓𝑟𝑟 𝑠𝑠 = 02𝑋𝑋[𝑠𝑠], 𝑑𝑑𝑓𝑓𝑟𝑟 1 ≤ 𝑠𝑠 ≤ 𝑆𝑆2 − 1
𝑋𝑋 �
𝑆𝑆2� , 𝑑𝑑𝑓𝑓𝑟𝑟 𝑠𝑠 = 𝑆𝑆20,   𝑑𝑑𝑓𝑓𝑟𝑟 𝑆𝑆2 + 1 ≤ 𝑠𝑠 ≤ 𝑆𝑆 − 1.
 
(4.6)  
• The N-point discrete-time analytic signal is computed as the N-point inverse DTFT of 𝑍𝑍[𝑠𝑠] [36]. 
Also proposed in [46] is a decimated discrete-time analytic signal of half sample rate, which differs only in the way 𝑍𝑍[𝑠𝑠] is formed from 𝑋𝑋[𝑠𝑠]. The 𝑁𝑁
2
 point one-sided discrete-time analytic signal transform is given by 
 
𝑍𝑍[𝑠𝑠] = �𝑋𝑋[0] + 𝑋𝑋 �𝑆𝑆2� , 𝑑𝑑𝑓𝑓𝑟𝑟 𝑠𝑠 = 0 2𝑋𝑋[𝑠𝑠],      𝑑𝑑𝑓𝑓𝑟𝑟 1 ≤ 𝑠𝑠 ≤ 𝑆𝑆2 − 1  (4.7)  
This is the approach used in this work.  
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Finally, the range profiles can then be generated using the discrete-time analytic signal by doing the matched filter operation as discussed in section 3.1.7. 
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Chapter 5: The Experiment 
Land clutter measurements at X-band in simultaneous monostatic and bistatic configurations were carried out from the roof of the Electro Science Lab, at The Ohio State University using the SDR (see section 4) on the 5th of July 2015. The experiments reported on here were the last in a set of three measurement activities during which the experimental method was refined. This section is a detailed description of the experiments performed including the experimental setup and geometry considerations, the data processing and the data quality analysis. This section concludes with the results and analysis of the statistics of the clutter data gathered.  
 
5.1. Experimental Setup  
This section discusses the experimental setup.  
5.1.1. Basic Description 
A scrubby patch of land, consisting of long grass and twig-like branches located at the back of the Electro Science Lab was chosen as the clutter scene. The entire experiment was setup on the roof of the old ESL building to facilitate an appropriate elevation angle. Figures 14 and 15 are images from Google Maps, taken sometime 51  
during late fall 2014. The scene hasn’t changed significantly since. Fig. 14 shows ESL and the surrounding area, while fig. 15 focuses on the clutter patch of interest.  
 
 
Figure 14: ESL and surrounding area. 
 
Figure 15: Arial view of clutter patch. 
 
Fig. 16 below is an illustration of the experimental setup. The baseline length is measured as the distance between the middle of the pseudo-monostatic radar system and the bistatic receiver. The antennas were at a height of ≈9m from the ground. The monostatic receiver was set to be at a distance of 0.6m from the transmitter. Note that an additional 1.5m cable was attached from the high power transmit amplifier to the transmit antenna.  
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Figure 16: Experimental Setup. 
 
The point in the clutter patch, 50m from the center of the baseline, was chosen as the point of antenna focus. This point corresponds to an elevation angel of ≈10°, given the height of the antennas from the ground. The position was marked by pushing a plastic shovel into the ground that was visible from the roof of the ESL. The bistatic angle is estimated at this point for each of the measurements. The alignment of the antennas was achieved by eye with the intent of pointing the antenna boresight at the plastic shovel.  
Between measurements, both the pseudo-monostatic system and the bistatic receiver were simultaneously moved towards the middle of the baseline. As the 53  
baseline length reduced, so too did the bistatic angle for the measurements. This process of moving both nodes of the radar ensures that the clutter patch remains the same between measurements. Further, the bistatic triangle is isosceles. That means the two-way monostatic range is the same as the bistatic range making it easy to compare the monostatic and the bistatic data.  
Fifteen different bistatic measurements, ranging from bistatic angle of 2⁰ to 30⁰ were recorded, along with the associated monostatic data.  
 
 
Figure 17: Clutter scene on the day of the experiments. 
 
Fig. 17 above is a picture of the clutter scene taken on the day of the experiments. A lot of unwanted near range clutter was present, such as the car, a large log-period 54  
antenna and its mounting structure. Range gating was used to remove these objects from the data, a technique that was easy to achieve given the SDR’s fine range resolution. This is discussed in greater detail later in the section.  
Figures 18 and 19 below are additional pictures from the day of the experiments. 
Fig.18 is a picture of the monostatic transceiver setup with the high power amplifier, while fig. 19 shows both the monostatic transceiver and the bistatic receiver.  
 
           
Figure 18: Monostatic transceiver.                                      Figure 19: Complete setup. 
     55  
5.1.2. Data Log 
 
Parameter Value Units Sampling rate 1 GHz Pulse Length 1 µs. Pulse Repetition Frequency 500 Hz CPI spacing 2 s Pulses in 1 CPI (Frame) 128 N/A Frequency Band of operation 9.75 – 10.25 GHz Waveform Bandwidth 500 MHz Antenna Beam-width 16 degrees. Monostatic Range Resolution 30 cm 
Table 2: Important operating parameters. 
 
Table 2 above lists the important operational parameters used for the experiments. The day of the experiments was warm, but cloudy with very little wind – the gusts were up to 3mph. The clutter patch was shadowed, to a certain extent, by the buildings and trees. The recorded high for the day was 72 F, while the low was 61 F (courtesy: NOAA). 
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The received signal was recorded in counts of frames, at 2 second intervals. A frame consists of 128 pulses at acquired 500 Hz and each pulse is 2000 samples long. All data recorded are in vertical polarization. Each data set is a collection of 150 frames.  
For the data set corresponding to each bistatic angle, 2 further frames of noise + interference data were recorded by keeping the receivers turned on and the transmitter turned off. The noise files are identified as betaXX_noise, where XX corresponds to the two digit bistatic angle representing the corresponding clutter data set. The clutter datasets themselves are identified as betaXX_clutter.  
Table 3 indicates the values of attenuator pads used for data sets beta30_clutter to beta14_clutter.  
 
Tx (RF) 
(dB) 
Rx (RF) (dB) Tx (IF) 
(dB) 
RX (IF) (dB) 
Monostatic Bistatic Monostatic Bistatic 10 0 0 6 17 12 
Table 3: Attenuator padding - part I. 
 
For beta12_clutter and onwards, the attenuator pads used are listed in table 4 below. The bistatic receiver was padded down to avoid ADC saturation caused by near range unwanted clutter.  
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Tx (RF) 
(dB) 
Rx (RF) (dB) Tx (IF) 
(dB) 
RX (IF) (dB) 
Monostatic Bistatic Monostatic Bistatic 10 0 0 6 17 14 
Table 4: Attenuator padding - part II. 
 
A dedicated loopback dataset, where an attenuated sample of the output of the radar is fed directly into the receiver, was also gathered. This dataset has a high SNR of 35 dB for the loopback. This dataset is organized in the same way as all the other sets, 2000 fast-time samples in each pulse with 128 pulses in each CPI. Table 5 below lists all of the attenuation pads used during the tests. This loopback dataset is used for stability analysis of the radar. (See section 5.2.2.) 
 
 Loopback (dB) Transmit – IF (dB) Receive – IF (dB) Monostatic Channel 30 6 17 Bistatic Channel 34 6 12 
Table 5: Attenuation pads used during the tests. 
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5.1.3. Near Range Unwanted Clutter 
A lot of unwanted near range clutter was present. Following are the near range unwanted clutter entities observed in one or more of the clutter data sets, which were of comparable power levels to that of the desired clutter.  
• A car at a distance of approximately 30m from the back of the ESL. 
• A large log periodic antenna mounted on a large wooden, circular, pillar-like support on one end and attached to the back wall of the ESL on the other. 
• A large dish antenna mounted on the back wall of the ESL. 
Of all the near range unwanted clutter, the car was the farthest away (nearest to the desired clutter patch). To verify that the strong returns from ranges closer to the desired clutter patch was indeed that of the car, a corner reflector was placed on top of the car and a range profile was generated. Upon comparison of this data with the range profile without the corner reflector, the position of the car was accurately identified in the range profile. There was no source of significant unwanted clutter beyond the range to the car. (Note, these datasets were not recorded.) 
As noted above, range gating was used to prevent these clutter objects from interfering with the intended clutter patch. The distance from the furthest unwanted object to the clutter patch was about 25m two-way range. The sidelobe level of the matched filtered chirp that far down was low enough to not cause any concerns. So, it was concluded that the near range clutter could be ignored.  
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5.2. Data Quality Analysis 
The clutter-to-noise ratio (CNR) across the fifteen datasets, the amplitude and phase stability of the radar system, and the statistics of the noise data were all evaluated to confirm the quality of the clutter data. The signal of interest being that of the clutter, the term clutter-to-noise ratio preferred over signal-to-noise ratio when referring to the clutter signal power above the noise floor.  
 
5.2.1. Clutter-to-noise ratio evaluation 
The raw ADC data was processed to produce the matched filtered data, as discussed in section 4.3. The 128 matched filtered pulses in each CPI was then integrated to obtain, what is referred to as, one frame of data.  This resulted in 150 frames of data, each with 1000 fast-time samples, within any given dataset. The Marple’s algorithm with down sampling (see section 4.3) was used to generate the discrete-time analytic function to avoid the effects of oversampling the data on its correlation properties (see section 3.5). 
With the knowledge of the range to the clutter scene at the rear of the ESL, the 1000 fast-time samples were range gated to include only those range bins that mapped to the clutter region of interest.  
A sample range profile, for the case of 26° bistatic angle, for the monostatic and the bistatic clutter are illustrated in fig. 20 below. The loopback range on the range 
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profile was identified at 16.19m two-way range. Fig. 21 is a cropped version of the same range profile showing the clutter swath that was eventually selected. The range axis indicates the true two-way range after accounting for the cable length and the loopback range.  
 
 
Figure 20: Sample Range Profile. 
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Figure 21: Sample Range Profile (Clutter swath). 
 
The clutter-to-noise ratios (CNR) were then evaluated on the range-gated dataset. After careful consideration, a swath of 55m was chosen where the CNR, as far out as one half of a  standard deviation away from the mean, was still above 15 dB on the integrated CPIs. This implies that 38.2% of the range bins in the clutter dataset have 
CNR ≥ 15dB. Choosing a smaller swath did not result in a significant change in the standard deviation. Therefore, the 55m swath was chosen as the clutter region of interest owing to its high mean CNRs.  
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The chosen 55m swath corresponds to true two-way range of 82m to 137m, after accounting for the cable lengths. This gives 93 resolution cells in the swath, which corresponds to 93 range bins. 
In order to be thorough with the analysis, the mean and the median CNR were also evaluated on the pulses before integration and the results are presented in fig. 22. The statistics were calculated using 128 pulses of clutter data. The blue line corresponds to the mean, while the red corresponds to the median CNRs. The black error bars correspond to the one half standard deviation mark. It is possible to plot monostatic data as a function of bistatic angle since for every bistatic measurement made, a corresponding monostatic measurement was made. (See section 5.1.2 on experimental data log for more details.) 
 
 
Figure 22: Clutter-to-noise ratio on a pulse. 
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The mean CNR on a pulse was 11 dB, which is very low to be able to perform meaningful statistical analysis. This was anticipated following the power budget analysis prior to experiments and hence integration was employed to improve the CNR of the datasets.  
 
 
Figure 23: Clutter-to-noise ratio on a frame. 
 
The mean and the median CNR were then evaluated on the frames and the results are presented in fig. 23. The statistics were calculated using the 150 frames of data within a dataset. Again, the blue line corresponds to the mean, while the red corresponds to the median CNRs. The black error bars correspond to the one half standard deviation mark.  
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The mean CNR on a pulse was 11 dB, while the mean CNR on a CPI was 31 dB, a gain of 20 dB. Theoretically, the integration of 128 pulses should yield a gain of 21 dB in CNR, (see section 3.1.8 on pulse integration) which is a good match to that obtained, indicating the clutter did not decorrelate during a CPI. The close match between the mean and the median indicates that the results give a good estimate of the central tendency of the CNR. The high standard deviation implies that there are points of extremely high and extremely low CNRs in the clutter swath, which may be undesirable. 
It should be noted that the gains in the receivers are different, and so were the attenuator pads used on them during the experiments. This compromise was made in order to make the full use of the limited dynamic range of the ADC. As such it is not appropriate to directly compare the bistatic and the monostatic CNRs. However, with the knowledge of the receiver gains and the attenuation pads used during the experiments, it was evaluated that the bistatic receiver has 7 dB higher gain than the monostatic receiver in datasets corresponding to bistatic angles 14⁰ and higher, and 5 dB higher in the other datasets. See section 5.1.2 on experimental data log for details on the attenuation pads used.) 
 
5.2.2. Amplitude and Phase Stability 
The amplitude and phase stability were evaluated on the loopback response in the data as we would ideally expect it to be stable. In the transmit channel of the radar is 65  
a coupler that bleeds off a small amount of the signal that is then injected directly in to the receiver. This signal is referred to as the loopback signal and is used here to evaluate the system stability.  
The stability is evaluated by calculating the mean and the standard deviation of the amplitude and the phase for the range bin containing the peak of the loopback. The peak was consistently in the same range bin for all of the 128 pulses in either channel of the radar. The stability results are summarized in table 6 below. The amplitude mean and the standard deviations are computed in linear scale and then converted to dB. The phase statistics are presented in degrees.  
 
Amplitude and Phase Statistics across 128 pulses  Mean amplitude 
Amplitude Standard Deviation 
Mean phase 
Phase Standard Deviation  V dBV V dBV Degrees Degrees Monostatic Channel 36.3 31.2 0.7 -2.7 134.4 1.17 Bistatic Channel 55.6 34.9 0.9 -0.6 -128.7 1.1 
Table 6: Amplitude and Phase statistics - across 128 pulses. 
 66  
The amplitude and phase statistics between the CPIs were also computed. The 128 pulses in each CPI were coherently integrated and the amplitude and phase stability estimated over the fifty available integrated pulses. Again, the peak was consistently in the same range bin for all of the 50 integrated returns in either channel. The results are summarized in table 7 below.  
 
Amplitude and Phase Statistics across 50 CPIs  Mean amplitude 
Amplitude Standard Deviation 
Mean phase 
Phase Standard Deviation  V dBV V dBV Degrees Degrees Monostatic Channel 36.3 31.2 0.07 -23.5 134.3 0.12 Bistatic Channel 55.6 34.9 0.09 -21 -128.8 0.22 
Table 7: Amplitude and Phase statistics - across 50 CPIs. 
 
In summary we see that the system has good phase stability with a standard deviation/RMS error of ≈ 1° between the pulses.  The amplitude errors are also very small with both channels exhibiting standard deviations less than 0 dB.   We also note the improvement in amplitude and phase stability when the evaluation is 67  
performed across coherently integrated CPIs.  This can be attributed to the digital nature of the system ensuring that all pulses are identical—the coherent integration therefore adds 21 dB to the SNR reducing the effect of thermal noise on the system stability. It is therefore concluded that the radar system is coherent.  
 
5.2.3. Analysis of noise data 
Statistics of the noise data were estimated on 128 pulses of noise data containing 2000 fast-time samples each (using the noise_only_10ghz dataset). The I, Q and amplitude PDFs were plotted, see fig. 24-26, and the normalized intensity moments (NIMs) were estimated. The amplitude PDF fit was Rayleigh, as expected. The I and Q channel PDFs were zero-mean Gaussian. The I channel amplitude histogram, although zero-mean Gaussian, did appear jittered.  
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Figure 24: Normalized Amplitude Histogram - Monostatic receiver. 
  
 
Figure 25: Normalized Histogram (I-
Data) - Monostatic receiver. 
 
Figure 26: Normalized Histogram (Q 
data) – Monostatic receiver.  
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The results were similar for the bistatic receiver, but the I-channel was closer to the ideal Gaussian than in the monostatic case. Correspondingly, the moments for the bistatic receiver were closer to the Rayleigh moments than the monostatic.  
Further the second, third and fourth normalized intensity moments were calculated and the results are tabulated in table 8 below. NIMs are computed as described in 
section 3.4. 
 
 Ideal Values 
for Rayleigh 
Dist. 
Monostatic 
Channel 
Bistatic Channel 
Second Normalized Intensity Moment (M2) 2 2.04 2.02 Third Normalized Intensity Moment (M3) 6 6.39 6.13 Fourth Normalized Intensity Moment (M4) 24 27.23 24.81 
Table 8: Normalized Intensity Moments - Noise data. 
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The deviation in the moments away from the Rayleigh values is attributed to the distortion observed on the I-channel data. Given the high CNR on the integrated frames, it was concluded that a white Gaussian noise assumption would not impact the results in any way.  
 
5.3. Geometry Considerations 
This section discusses three potential geometry issues that need to be addressed before any further analysis can be done – the variation in the range cell areas as a function of range, the variation in the bistatic angle between the edges and the center of a range cell and the variation in the bistatic angle as a function of range.  
 
5.3.1. Range cell area variation 
The variation in the range cell areas have to be taken into account in the estimation of the normalized RCS. The knowledge of the clutter area illuminated is key to calculating the range cell areas. The total area illuminated by the transmit antenna in a monostatic radar system is also illuminated by the radar receive antenna, but the same is not true for the bistatic case. The net area of illumination is the common area illuminated by both the transmit and the receive antennas. With the knowledge of the total area illuminated and the range resolution, the range cell areas can be 71  
calculated. The analysis is restricted to the 55m, two-way range, swath of clutter as discussed earlier.   
 
 
Figure 27: Range cell area variation. 
 
The ratio of the range cell areas between the largest and the smallest range cells, for a given dataset and within the area of illumination is plotted in fig. 27 above.  
The ratio is converted to the dB scale and the bistatic angle is presented in degrees. The fact that the clutter cell area increases with increasing bistatic angle is consistent with that reported in [20] and [47]. [20] is unavailable, but largely 
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reproduced in chapter 9 of [21]. The variation in the range cell areas is a little over 8 dB for the widest bistatic angle case of 30⁰, and a little over 2 dB for the lowest bistatic angle case. This implies that the range cell area variation is significant and needs to be accounted for while calculating the normalized RCS.  
 
5.3.2. Intra-range-cell bistatic angle variation 
The bistatic angle calculated at the center of a range cell may not be the same if calculated at the edge of the same range cell, given the 16⁰ antenna beam-width. The difference in the bistatic angle between the center and the edges of a range cell was computed and the result is displayed in fig. 28 below. 
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Figure 28: Intra-range-cell bistatic angle variation. 
 
The worst case variation is still under 0.3⁰- for the widest bistatic angle case, which corresponds to a mere 1% variation. This is considered negligible and no action is taken to compensate for it. 
 
5.3.3. Bistatic angle variation as a function of range 
The variation in the bistatic angle is estimated as the difference in the bistatic angle between the nearest and the farthest ranges of interest in the 55m swath of clutter. The nearest range of interest is 82m and the farthest is 137m, both ranges are two-
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way. This variation is computed for each of the fifteen datasets, corresponding to fifteen bistatic angles, and the result is presented in fig. 29 below. Although, the difference in the bistatic angle between the nearest and the farthest range cell of interest is as high as 14⁰, for the widest bistatic angle case, the actual variation of the bistatic angle is almost symmetric about the chosen value of β for any given dataset. Thus, the bistatic angle chosen for a particular dataset is a fair approximation to represent that entire dataset.  
 
 
Figure 29: Bistatic angle variation as a function of range. 
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5.4. Results and Analysis 
This section includes discussion of the results on data correlation, the normalized intensity moments of the clutter data and their empirical PDF fits. Also discussed are the results of the normalized RCS analysis. 
 
5.4.1. Data Correlation 
The spatial and the temporal correlations were evaluated on integrated CPIs on the chosen swath of clutter data. (See section 3.5 on correlation.) For the 93 range bins and 150 frames in each data set, the spatial and the temporal correlation for both, the monostatic and the bistatic clutter data, were evaluated with a decorrelation threshold of 0.5. The results are presented in fig. 30 and 31. For the spatial correlation, the blue lines represent mean decorrelation lag and the red lines represent the median decorrelation lag. For the temporal correlation, the red lines represent the mean decorrelation lag and the blue error bars represent the standard deviation about the mean.  
The monostatic clutter decorrelates in one to two lags spatially (0.3m to 0.6m in 
range), and in two to four lags temporally (4 to 8 seconds). The bistatic clutter decorrelates in one to four lags spatially (0.3m to 1.2m in range) and, again, in two to four lags temporally (4 to 8 seconds). The lack of strong winds on the day of the experiment is likely the reason for the long temporal decorrelation. 
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Figure 30: Spatial and Temporal 
Correlation - Monostatic Clutter.  
 
Figure 31: Spatial and Temporal 
Correlation - Bistatic Clutter. 
 
There is a trend of longer spatial decorrelation at higher bistatic angles, with the time to decorrelation converging to that of the monostatic at lower bistatic angles. This is in contrast to the bistatic sea clutter experiments [26].  
The correlation results suggest that the data is not iid, implying that statistical analysis cannot be carried out as such. (See section 3.5.) However, an iid dataset can be created by selecting every 2nd range bin and every 3rd frame. The correlation analysis was performed again on this new iid dataset. The results are presented in 
fig. 32 and 33. Again, for the spatial correlation, the blue lines represent mean decorrelation lag and the red lines represent the median decorrelation lag. For the 
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temporal correlation, the red lines represent the mean decorrelation lag and the blue error bars represent the standard deviation about the mean. 
 
 
Figure 32: Spatial and Temporal 
Correlation - Monostatic Clutter (iid).  
 
Figure 33: Spatial and Temporal 
Correlation - Bistatic Clutter (iid). 
 
The decorrelation length computed on the new iid data is shorter than that computed on the non-iid dataset earlier. The monostatic clutter data decorrelates in one lag spatially and in under two lags temporally. The bistatic clutter decorrelates in 1-2 lags spatially, and in under two lags temporally. Again, the bistatic clutter takes longer to decorrelate spatially than the monostatic.  
It was concluded that the extracted dataset would be treated as iid. Some attempts were made at even more decimation to try and achieve faster decorrelation. 
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Although not reported on here, further decimation did not result in faster decorrelation and only served to reduce the number of data points available for further processing.  
 
5.4.2. Normalized Intensity Moments 
Normalized intensity moments were computed for both, the monostatic and the bistatic datasets, using the method discussed in section 3.4. The decimated iid dataset was used for this purpose. The NIMs were computed on a frame-by-frame basis, which were then averaged to produce a single set of NIMs for each of the datasets.  
Also, the Monte Carlo simulation discussed in section 3.4.1 was repeated to estimate the mean and the standard deviation for Rayleigh NIMs, of orders 2 and 3, for a data size of 2350 – which corresponds to the size of the clutter dataset. The results of the Monte Carlo simulation are presented in table 9. 
 
 Mean NIM after 10000 simulations Standard deviation after 10000 simulations 
Sample Size 2nd order 3rd order 2nd order 3rd order 2350 2.00 5.99 0.04 0.39 
Table 9: Monte Carlo simulation - Rayleigh NIMs. 79  
The NIMs, of orders 2 and 3, for the monostatic clutter data are plotted in fig. 34 along with the results of the Monte Carlo simulation. The dotted line indicates the mean from the Monte Carlo simulation and the error bars indicate plus and minus two standard deviation. The solid lines represent the NIM of the clutter data.  
 
 
Figure 34: Normalized Intensity Moments - Monostatic Clutter data. 
 
The plot for the 2nd order NIM (top plot in fig. 34) indicates that the 2nd order NIM for the monostatic clutter is consistently above the 2 standard deviation mark of the 
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Rayleigh NIM. The plot for the 3rd order NIM however, (bottom plot in fig. 34) indicates that some datasets might possess Rayleigh moments. Fig. 35 is a zoomed in version of the 3rd order NIM for monostatic clutter. It is clear that two datasets fall within the 2 standard deviation mark of the Rayleigh NIMs. Given the high CNR in the datasets, it is possible to conclude that the NIMs are not driven by noise, but rather an attribute of the clutter itself.  
 
 
Figure 35: Zoomed in version of 3rd order NIM - Monostatic Clutter data. 
 
The same process is repeated for the bistatic clutter data, and the results are presented in fig. 36.  
The NIMs for the bistatic clutter all lie above the 2 standard deviation mark of the Rayleigh NIMs. The NIMs are higher for higher bistatic angles, particularly for the set of bistatic angles from 14° through 24°. It appears to converge to the monostatic NIM values, as the bistatic angle is decreased gradually to 2°. Although, what is 81  
intriguing is that the monostatic dataset, associated with the corresponding bistatic dataset of bistatic angle 2°, shows a very high NIM value compared to its bistatic counterpart, even though they are both pseudo-monostatic cases. This could just be a bad dataset, but warrants further investigation. 
 
  
Figure 36: Normalized Intensity Moments - Bistatic Clutter Data. 
 
5.4.3. Amplitude Statistics 
The amplitude statistics are described in terms of the best-fit PDFs. The empirical PDF of the data is compared to some of the common PDFs in clutter literature such as those discussed in section 3.3.  
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The method of moments is used to estimate the parameters of the best-fit distributions. The PDF is then calculated using these parameters (see section 3.3). The decimated iid data set is used for this purpose. All of the 2350 data points – 50 frames containing 47 range bins each, were used to estimate the empirical PDF and the moments. 
Using the moments thus computed, best-fit PDFs were evaluated for the Log-normal distribution, the Weibull distribution, the Rayleigh distribution and the K-distribution. This was repeated for each dataset for, both, the monostatic and the bistatic clutter data. The best fit to the empirical PDF is analyzed by overlaying the empirical PDF on the best fit PDFs. A sample plot is shown in fig. 37 and fig. 38, for the monostatic and the bistatic clutter respectively. 
 
 
Figure 37: Empirical and best-fit PDFs - 
Monostatic Clutter. 
 
Figure 38: Empirical and best-fit PDFs - 
Bistatic Clutter.  83  
The sample PDF illustrated corresponds to a bistatic angle of 28°, along with its associated monostatic clutter dataset. The tail of the PDF is longer than that defined by Rayleigh distribution. By eye, the empirical PDF appears to fit Log-normal the best – for both the monostatic and the bistatic clutter data, with a fair degree of fit to the Weibull and the K-distribution. There is also an indication of a bimodal distribution. The fine resolution of the radar implies that the averaging of the returns from a single resolution cell happens on a small sample size. This means that there is a greater probability of picking up a persistent scatterer as compared to a radar whose resolution is coarse causing a bimodal distribution. However, this has not been verified in this research. 
By eye comparisons of the PDFs are not sufficient to determine which fits the data the best.  In order to help make this decision, goodness of fit tests were employed.  
The Anderson-Darling goodness of fit test statistic is used as a metric of comparison in order to establish a best-fit distribution to the empirical PDF. The Anderson-Darling (AD) goodness of fit statistic is computed for each of the best fit distributions and the results are summarized in fig. 39 and fig. 40 below, for the monostatic and the bistatic clutter data respectively. 
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Figure 39: Anderson-Darling test statistic 
- Monostatic Clutter data. 
 
Figure 40: Anderson-Darling test statistic 
- Bistatic Clutter data.  
The Anderson Darling statistic is normalized by the threshold. Therefore, when the Anderson-Darling test statistic value is less than 1, it is concluded that the corresponding fit is valid. In most cases, it so happens that the value of the test statistic is > 1 for all PDFs compared. This is attributed to the apparent bimodal characteristic in the empirical PDF. In such a case, the PDF whose test statistic is the closest to 1 is considered to be the best-fit.  
With this metric for comparison, it appears that the monostatic clutter is modeled well by a Weibull and a K-distribution, closely followed by a log-normal distribution. This result is comparable to the one reported by Billingsley, et al., in [9], where they report a Weibull fit for X-band ground clutter. The Rayleigh distribution appears to fit the least of all the PDFs compared.  
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For the bistatic clutter however, log-normal appears to be the best-fit for higher bistatic angles. For lower bistatic angles, Weibull, log-normal and the K-distribution all appear to fit to a good degree. Again, the Rayleigh distribution appears to fit the least of all the PDFs, except for the 26° bistatic angle case, where the test statistic value is 1.2. This dataset needs to be investigated further before any firm conclusions can be made. 
The bistatic clutter data, for bistatic angles tending to the monostatic, are modeled well by a Weibull and a K-distribution. This is in agreement to the results from the monostatic dataset. To completely model the degree of fit, the best-fit distribution parameters were evaluated.  
The shape parameter for both, the Weibull and the K-distribution, and the scale parameter for Weibull were calculated and the results are summarized in fig. 41 and 
fig. 42. If the fifteen monostatic clutter measurements are treated as fifteen independent observations of the same scene, a mean statistic can be calculated for the distribution parameters. This mean is represented by the dashed lines in fig. 41 and fig. 42. Also included in Fig. 41 are the Weibull shape and the scale parameters for both the monostatic and the bistatic clutter data. A trend line for the bistatic parameters is represented by the solid lines. Fig. 42 includes the K-distribution shape parameter for the monostatic and the bistatic clutter data.  
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Figure 41: Weibull distribution parameters. 
  
 
Figure 42: K-distribution parameters.   
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Note again, that the bistatic clutter data for β = 26° shows a very high value of shape parameter for the best-fit K-distribution suggesting that it may be Rayleigh distributed. Given the high CNR in the data set, it is possible to conclude that the result here is not driven by noise, but in fact, may be an attribute of the clutter itself.  
It is clear from fig. 42 that the K-distribution shape parameter is lower for higher bistatic angles and tends to the monostatic mean as the bistatic angle is reduced to the monostatic case. Similar trends are observed in the shape parameter values for the Weibull distribution. This implies that the clutter amplitude is spikier in the bistatic case. This suggests that detection in the bistatic configuration for a given threshold, under the clutter environment defined in this experiment, may produce a higher probability of false alarm than in the monostatic geometry for the same threshold. This is in contrast to what is reported in the bistatic sea clutter measurements in [26]. It is, however, important to note that the difference in the total illuminated area between the monostatic case and the bistatic case has not been accounted for in the evaluation of the distribution fits. 
Now, the log-normal sigma (or the shape parameter) and the µ for, both, the monostatic and the bistatic clutter data are presented in fig. 43 and fig. 44 respectively. µ is the natural logarithm of the scale parameter (see section 3.3).  
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Figure 43: Lognormal distribution 
parameters - Monostatic Clutter data. 
 
Figure 44: Lognormal distribution 
parameters -Bistatic Clutter data.  
The shape parameter does not vary significantly as a function of the bistatic angle. However, the scale parameter metric, µ, shows an increasing trend for increasing bistatic angles. Higher scale parameter implies that the corresponding PDF has a longer tail with higher probability of large values. This again leads to the same conclusion that the bistatic clutter at higher bistatic angles is spikier than at lower bistatic angles, making it prone to higher probability of false alarms for a given threshold.  
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Chapter 6: Conclusion and Future Work 
Simultaneous monostatic and bistatic land clutter measurements were carried out at X-band from the rear of the Electro Science Laboratory at The Ohio State University. All of the measurements were in-plane, with an elevation angle of ≈10°. Clutter data was gathered at bistatic angles between 2° and 30°, in steps of 2°. The radar system used was shown to be coherent. The power levels on the datasets were on an average 30 dB above the noise floor.  
The bistatic clutter data shows good fit to the log-normal distribution, with evidences of K-fit and Weibull fit for lower bistatic angle cases. The monostatic clutter fits best to the Weibull and the K-distribution, confirming the trend observed in the bistatic clutter case for lower bistatic angles.  
The shape parameter for the K-distribution and the Weibull distribution were found to be lower for higher bistatic angle cases, implying that the bistatic clutter is spikier than the monostatic. This suggests that detection in the bistatic configuration for a given threshold, under the clutter environment defined in this experiment, may produce a higher probability of false alarm than in the monostatic geometry for the same threshold. 
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Furthermore, the scale parameter for the best-fit Log-normal distribution was found to be higher for the higher bistatic angle cases, giving rise to the same conclusion that the bistatic clutter at larger bistatic angles is spikier than at smaller bistatic angles. It is, however, important to note that the difference in the total illuminated area between the monostatic case and the bistatic case has not been accounted for in the evaluation of the distribution fits.  
Although this conclusion of bistatic land clutter being spikier is not in agreement with the bistatic sea clutter experiments in [26], it is important to note that the comparison made here is between land clutter at X-band and sea clutter at S-band. Furthermore, the bistatic angles considered in [26] are 30°, 60° and 90°, while the range of bistatic angles considered in this land clutter experiments is 2° - 30°.  
Unlike most of the bistatic clutter experiments reported, where the out-of-plane angle is varied, the results in this thesis are based on in-plane bistatic angle variations. As such, it is impractical to compare these results directly with the results of the out-of-plane experimental campaigns.  
The fact remains that there are no bistatic land clutter experiments reported in scientific literature that match the experimental conditions reported on here. It has been shown in this thesis that such experimental campaigns can be carried out successfully. The results presented here represent a solid starting point. However, there is a substantial scope for future research with this data set such as - estimating the normalized RCS, trying to fit bimodal or multimodal distribution to the data, -etc.  91  
Until such a time when other similar experiments are carried out and reported, the vast collection of clutter data gathered during this experimental campaign remains a valuable resource. It is believed that this research work will motivate many enthusiastic radar engineers to follow suit.  
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