A theory for calculating time-and frequency-domain optical spectra of pigment-protein complexes is presented using a density matrix approach. Non-Markovian effects in the excitonvibrational coupling are included. A correlation function is deduced from the simulation of 1.6 K fluorescence line narrowing spectra of a monomer pigment-protein complex ͑B777͒, and then used to calculate fluorescence line narrowing spectra of a dimer complex ͑B820͒. A vibrational sideband of an excitonic transition is obtained, a distinct non-Markovian feature, and agrees well with experiment on B820 complexes. The theory and the above correlation function are used elsewhere to make predictions and compare with data on time-domain pump-probe spectra and frequencydomain linear absorption, circular dichroism and fluorescence spectra of Photosystem II reaction centers.
I. INTRODUCTION
Understanding the complex role of proteins in charge and energy transfer reactions presents an interesting challenge for theory. In recent years the picture describing proteins as a rigid scaffold has changed. Protein dynamics is recognized as playing a significant part in the reaction. One of the more spectacular pieces of evidence on how chemical reactions can trigger conformational motion ͑and vice versa͒ comes from single molecule experiments on protein motors. 1 In addition to these large scale motions on a microsecond time scale much faster reactions involving energy or charge transfer processes are influenced by small amplitude protein vibrations on a picosecond time scale. The complex structure of the proteins allows them to exhibit this extremely broad dynamic range.
The complexity of the protein is also the source of a main difficulty in modeling these systems. There is no simple unique model for the protein, and different descriptions focus on different experiments. For example, conformational motion can be neglected when interpreting subpicosecond experiments. Instead, the protein can be regarded as existing in different conformations, reflecting a static disorder. This circumstance may lead, for example, to an inhomogeneous broadening of optical transition lines of chromophores bound to the protein, or to a distribution of charge and energy transfer rates. Our aim in the present paper is to obtain dynamic variables, such as the spectral density and correlation functions, which characterize protein dynamics relevant to exciton relaxation in photosynthetic pigment-protein complexes. These functions are then incorporated into a theory of various types of optical spectra.
To obtain a realistic correlation function for the transition energies of the photosynthetic pigments, we first examine experiments 2 on a model system consisting of an ␣-helix and a bound bacteriochlorophyll molecule, the B777-complex. It appears to be the only example at present of a successful step by step separation of a photosynthetic antenna complex into single-pigment-protein units, namely the preparation of the B777-complex starting from the bacterial LH1 core antenna. A structure of the B777-complex is shown in Fig. 1 . It was adapted from the known structure of the bacterial LH2 antenna system 3 by removing the B800 bacteriochlorophyll that is missing in the LH1 antenna complex. A low-resolution structural study exists for the LH1 complex. 4 It appears that the basic pigment-protein subunits of the bacterial antennas LH1 and LH2 are related to each other and also to the bacterial reaction center. The latter is believed to be the ancestor of the plant reaction centers of photosystems I and II. 5, 6 A simplifying feature of the experiments 2 on the B777-complex is that the specific interaction occurs between a single pigment and the protein, rather than involving, in addition, larger aggregate pigment-pigment and pigmentprotein interactions.
An exact result for linear optical absorption and fluorescence was obtained for harmonic models by Kubo and Toyozawa 7 and Lax. 8 A very similar formulation was used in a harmonic model for the nonadiabatic electron transfer rate. 9, 10 All such approaches have in common the calculation of a transition rate between two weakly coupled electronic states which interact with a large variety of effective harmonic vibrations. Georgievskii et al. 11 gave a generalization of this approach for anharmonic systems. They used linear response theory and a second-order cumulant expansion to relate the transition rate to a correlation function and a spectral density. 11 The same relation is obtained in a harmonic oscillator model. Since the second-order cumulant expansion is valid for a greater class of systems, it is inferred that a description for anharmonic systems in terms of effective har-monic oscillators can be found. An earlier approach with the same goal is given by Loring et al. 12 and by Chandler. 13 In contrast to the two-level system discussed above no exact analytic solution exists for relaxation rates of a multilevel system coupled to a large manifold of harmonic or effective harmonic oscillators. Accordingly, approximate theories have been used, as in Refs. 14 -30. The multilevel Redfield theory, [15] [16] [17] an example of a Markovian theory, has been applied to photosynthetic antenna systems. [20] [21] [22] We recall that in a Markovian theory for a statistical density operator (t) the equation of motion d (t)/dt depends only on the properties of the system at t and not on properties at earlier times, i.e., there are no memory effects of the earlier behavior. As noted later (t) is a reduced statistical operator describing the electronic motion, reduced in the sense that it is thermally averaged over an equilibrium distribution of the vibrational motion. In general, it is the reduction in degrees of freedom from the description of the dynamics of a large system to that of a small subsystem that gives rise to nonMarkovian, or memory, effects.
If, for example, the coupling of the exciton to some selected vibrational modes is treated nonperturbatively, as was done in some effective mode models, 31 ,32 all ''memory'' is automatically included for the coupling to these modes.
There is no reduced description involved. However, such an approach is computationally intensive and so has been limited to a small number of electronic pigment states and effective vibrational modes. The largest system treated so far, we believe, is a chlorophyll dimer consisting of nine electronic states coupled to two effective vibrational modes. 32 An alternative approach of comparable numerical intensity is given by a path integral formulation. 33, 34 We present an alternative and numerically less intensive approach which uses perturbation theory for part of the exciton-vibrational coupling. It will be shown how the nonMarkovian effects for a whole manifold of low-frequency protein vibrations can be included in the theory. For this purpose we determine from experiment the couplingweighted density of vibrational states of the protein, the socalled spectral density J(). Markovian treatments [20] [21] [22] of photosynthetic antenna systems are extended in the present article by exploring non-Markovian effects for the excitonvibrational interaction. A measure of non-Markovian effects, we argue, is the production of vibrational sidebands in optical absorption and fluorescence spectra: If the interaction between the electronic and vibrational motion is such that the correlation function for the optical transition energy for the creation of the exciton decays rapidly the present process is Markovian. In such a short time there is no time for vibrations to be excited and so there are no vibrational sidebands. An earlier non-Markovian formulation of the density matrix theory 28 for linear absorption and circular dichroism spectra is refined in the present article to include a more accurate summation of the exciton-vibrational coupling terms and is also extended to include the description of fluorescence line narrowing spectra and to time-domain pump-probe spectra.
When non-Markovian effects are studied the choice of an operator ͑the projection operator͒ used for the derivation of the equations of motion for the reduced statistical operator is critical. Different projection operators can be best compared by a generalized cumulant expansion method developed by Kubo 35 and by van Kampen. 36 As pointed out by Hashitsume et al. 37 and Mukamel et al. 38 the time-convolutionless projection operator technique developed by Shibata et al. 37, 39 and by Tokuyama and Mori 40 corresponds to a socalled partial ordering prescription ͑POP͒ in the timeordering of the cumulant expansion, [37] [38] [39] whereas a more widely used projection operator technique developed by Zwanzig 41 corresponds to a chronological ordering prescription ͑COP͒. [37] [38] [39] The POP leads to an ordinary differential equation of motion with time-dependent coefficients for the reduced statistical operator (t), whereas the COP results in an integro-differential equation for (t) containing a convolution. In POP the memory effects appear in the timedependent coefficients while in COP they appear in the history of (t). Besides mathematical convenience the guidelines for the choice of the time-ordering prescription may not be clear. At infinite order both prescriptions become equivalent. In the Markovian limit they also become equivalent.
One way, chosen recently by Palenberg et al. 42 to evaluate the convergence of the two time-ordering prescriptions, is to compare with an exact result. However, the latter exists only for relatively simple systems. In their study of a dimer with dichotomously fluctuating site energies POP yielded the better results for the time-dependent population of dimer states. The electronic coupling between the two states was included exactly. On the other hand, for a two-level system where the levels are coupled weakly by an external field and the correlation function of the energy gap decays exponentially Mukamel showed 43 how the ordering prescription is related to the stochastic properties of the energy gap: The COP equation for such a system yields the optical absorption lineshape known 44 for a two-level system with a dichotomously fluctuating energy gap. The POP equation for the same system gives 43 the lineshape function obtained 44 for a system where the energy gap is modulated by a Gaussian random process. In the present study the choice of ordering prescription was based on the fact that the second-order POP description reduces in the one-pigment limit to the exact solution for the linear absorption because of the assumed Gaussian nature of the bath, whereas the second-order COP does not.
The paper is organized as follows: The standard spinboson type theory is used in Sec. II to extract the correlation function of the pigment transition energy from fluorescence line narrowing spectra measured 2 at 1.6 K on B777-complexes. The non-Markovian density matrix equations are discussed in Sec. III. Various phenomena in the frequencyand time-domain are treated in Sec. IV using POP and include the description of circular dichroism, linear absorption, fluorescence and pump-probe spectra. Fluorescence line narrowing spectra of B820 complexes are calculated and compared with the experimental data. 2 The approximations and results are discussed in Sec. V. A summary is given in Sec. VI. Various relations used in the text are derived in Appendices A-E. The COP method and results are described in Appendix F.
The theory in the present article is applied elsewhere 45 to the photophysical properties of PS-2 reaction centers of green plants, specifically to the calculation of absorption, fluorescence, circular dichroism and pump-probe spectra.
II. CORRELATION FUNCTION OF THE ELECTRONIC ENERGY GAP: EXTRACTION FROM FLUORESCENCE LINE NARROWING SPECTRA OF B777-COMPLEXES
The B777-complex in Fig. 1 is used here as a model system to learn about the local interaction between a pigment and the protein in photosynthetic antennae. In this section a spectral density J() of the pigment-protein interaction is extracted from the recently measured 2 1.6 K fluorescence line narrowing spectra of B777-complexes measured at different excitation wavelengths. From this J() the correlation function C(t) of the optical transition energy of the pigment is obtained.
We use the site-selective fluorescence spectra rather than the absorption spectrum for this purpose because the static disorder in the absorption spectrum introduced by the protein and solvent environment overwhelms other details of that spectrum. In fluorescence line narrowing spectroscopy the fluorescence signal I(, exc ) of selectively excited pigments depends on the excitation energy ប exc :
͑2.1͒
where ␣ h and I h are the homogeneous absorption and fluorescence spectra, respectively, of the complex with the (0 →0) transition energy at ប 10 , and a Gaussian distribution function P inh ( 10 Ϫ 10 ) is assumed, for the inhomogeneity in 0→0 transition frequencies 10 of the complexes in the sample, with a maximum at 10 .
To use Eq. ͑2.1͒ it is necessary to calculate the homogeneous absorption and fluorescence spectra of a pigment coupled to a variety of vibrational degrees of freedom of the system. Standard theories for treating this problem 7, 8, 16 assume that the vibrations can be treated as effective harmonic oscillators that do not change their frequencies upon electronic excitation of the pigment. We will make the same assumption.
The calculations are based on the spin-boson type Hamiltonian:
where the Hamiltonian H 0 of the electronic ground state is a Hamiltonian H vib of unshifted harmonic oscillators,
͑2.3͒
and the Hamiltonian H 1 of the excited electronic state ͉1͘ is given as
where T nucl denotes the kinetic energy of nuclei and ប 10 is the energy difference between the minima of the potential energy surfaces ͑PES͒ of the excited and the ground electronic state, ͉1͘ and ͉0͘, respectively, of the pigment in the B777-complex. This Hamiltonian is the one-pigment version of the multi-pigment Hamiltonian given later. The denote the relevant frequencies and Ϫ2g the shift in minimum of the excited state PES relative to the ground state. For notational convenience a dimensionless coordinate Q ϭq ͱ2 /ប is used ͑e.g., Ref. 16͒, where the q are the usual ͑mass-weighted͒ normal coordinates. The Q can be written as C ϩ ϩC , i.e., in terms of the usual creation and annihilation operators of vibrational quanta of protein mode .
The homogeneous absorption and fluorescence signals are given by 8, 16 
where 10 is the transition dipole moment, n the refractive index of the sample and the lineshape functions D ␣/I () for absorption ͑␣͒ and fluorescence (I) are 8, 16 
͑2.9͒
This J() describes how the configuration of nuclei of the protein changes upon electronic excitation of the pigment.
The n() in Eq. ͑2.8͒ is the mean number of vibrational quanta for an oscillator of frequency in thermal equilibrium:
The lineshape function, Eq. ͑2.7͒, can be written as a sum of two terms: a zero-vibrational quantum (0→0) transition and vibrational sidebands:
which can also be written as
Here ␦(Ϫ 10 ) refers to the 0→0 transition and the "Ϯ(Ϫ 10 )… to the absorption (ϩ) or fluorescence (Ϫ) vibrational sidebands. The homogeneous lineshape functions D ␣ () and D I () are mirror symmetric with respect to the energy ប 10 , i.e., D ␣ (Ϫ 10 )ϭD I ( 10 Ϫ), reflecting the assumption that the vibrational frequencies of the effective harmonic oscillators do not depend on the electronic state of the pigment. The integrated intensity of the vibrational sideband ͐ Ϫϱ ϱ d (Ϫ 10 ) relative to that of the zero-vibrational quantum transition e ϪG(0) , equals e G(0) Ϫ1, and is a measure of the exciton-vibrational coupling strength. The significance of G(0) is that at temperature Tϭ0, it can be shown from Eq. ͑2.8͒ to equal S, the well-known Huang-Rhys factor
where g 2 also equals the average change 8 in number of vibrational quanta with energy ប in an optical transition from any specific initial vibrational state. Since the displacement of the minima of the potential energy surfaces of the two electronic states with respect to each other equals Ϫ2g , the more this displacement, the larger is S.
The exciton-vibrational coupling is weak when SӶ1, and strong when Sӷ1. The typical coupling in photosynthetic antenna complexes lies in an intermediate range S Ϸ1, 50-53 a notable exception being the red-absorbing antenna states of photosystem I (SϾ2). 54 -56 Introducing the results for the homogeneous absorption and fluorescence lineshape functions Eqs. ͑2.12͒ into Eq. ͑2.1͒, using Eqs. ͑2.5͒ and ͑2.6͒, yields the fluorescence line narrowing spectrum at a frequency , excited at a frequency exc , which includes an inhomogeneous distribution function P inh having a maximum at 10 
The first term on the right in Eq. ͑2.15͒ is the resonant fluorescence at the excitation wavelength and originates from the 0→0 transitions ␦( exc Ϫ 10 ) in absorption followed by the 0→0 transition ␦(Ϫ 10 ) in fluorescence. The factor e Ϫ2G(0) P inh ( exc Ϫ 10 ) does not appear to have been extracted experimentally 2 for the present system, because of interference by scattered light from the excitation. 57 The second term on the right side of Eq. ͑2.15͒ contains two types of sidebands: The first arises from excitation of the 0→0 transition ␦( exc Ϫ 10 ) followed by fluorescence yielding the sideband ( 10 Ϫ), and the second from excitation of the sideband ( exc Ϫ 10 ) and followed by fluorescence at the 0→0 transition ␦(Ϫ 10 ). The last term on the right hand side of Eq. ͑2.15͒ contains excitation of a sideband and fluorescence to a sideband.
The above expression simplifies when the pigmentprotein coupling is weak. We use this case as a first step in an iterative procedure to extract J() from the data: For weak coupling the shape of the vibrational sideband () at low temperatures is the same as the shape of the spectral density J(), as can be seen by approximating e G(t) Ϫ1 by G(t) in Eq. ͑2.11͒ and setting n()ϭ0 in Eq. ͑2.8͒. Further, since the vibrational sideband in absorption at low temperatures must be only on the high-energy side of the 0→0 transition, a 0→0 transition is the major contributor to the low-energy wing of the absorption spectrum. In this case the shape of the vibrational sideband in fluorescence line narrowing spectra is given by the ( exc Ϫ) appearing in Eq. ͑2.15͒. The following strategy was therefore chosen to extract J() from the spectrum:
The shape of the sideband in the fluorescence line narrowing spectrum excited in the low-energy wing of the absorption spectrum was used as a first guess for the spectral density J(). An empirical functional form which is an extension of earlier 21, 22, 25, 27, 28, 50 functional forms was used for J():
͑2.16͒
It contains the parameters s i , i , p and q, k i being the normalization factors, p/( i (qϩ1) ⌫"(qϩ1)/p…), and the sum s 1 ϩs 2 being equal to the S of J() in Eq. ͑2.13͒. An initial value Sϭ1 was used, typical for pigment-protein complexes as discussed before. The fit was iterated by next calculating () in Eqs. ͑2.8͒-͑2.12͒ numerically and then calculating the spectrum from Eq. ͑2.15͒. This fit was performed for the lowest excitation energy ប exc used in the experiment. Using this first estimate for the shape of J(), the Sϭs 1 ϩs 2 was varied next to fit the dependence of I(, exc ) on the excitation frequency exc in Eq. ͑2.15͒. At higher excitation energies the last contribution in Eq. ͑2.15͒ involving sidebands in absorption and in emission becomes important and leads to a broadening of the sideband seen in the spectrum in Fig. 2 at short wavelengths. Since the weight of the sidebands is determined by S this broadening effect can be used to estimate S.
The fit at the different exc 's in Fig. 2 was obtained for Sϭ1. 3 . The J() so determined is shown in the upper half of Fig. 3 . The optimized parameters are s 1 ϭ0.8, s 2 ϭ0.5, ប 1 ϭ0.069 meV, ប 2 ϭ0.24 meV, pϭ0.5, qϭ3. For p ϭ0.5 and qϭ3 the spectral density, Eq. ͑2.16͒, is
͑2.17͒
The maxima of the two contributions in the above sum occur at frequencies 36 i , i.e., at 20 and 70 cm Ϫ1 . Because s 1 Ͼs 2 the first maximum determines the maximum of J() in Fig. 3 .
If the system were treated as a continuum of harmonic vibrations, as in the Debye model of specific heat, the density of the vibrations, namely the ͚ ␦(Ϫ ) in Eq. ͑2.9͒, would contribute a factor 2 to the J() and there would be a cut-off in , because of the finite number of coordinates. The remaining dependence on in Eq. ͑2.17͒, exp Ϫ(/ i ) 1/2 would then arise from this cut-off and from the dependence of g 2 in Eq. ͑2.9͒ on and hence on . The parameters of the Gaussian distribution function P inh ( 10 Ϫ 10 ), used in the calculation of the fluorescence line narrowing spectrum in Eq. ͑2.14͒, were determined from the linear absorption spectrum 2 of the B777-complex in Fig.  4 . The maximum of P inh occurs at a frequency 10 corresponding to a wavelength of 782 nm ͑and so shifted to the red of the absorption maximum at 777 nm͒ and the width of the inhomogeneous distribution function ͑FWHM͒ is 600 cm Ϫ1 .
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The correlation function C(t) of the transition energy XϭH 1 ϪH 0 of the pigment is given as 
͑2.19͒
The ␦X is the deviation of X from its mean value ͗X͘, where the time dependence is determined by H vib ,
The C(t) is obtained in terms of the spectral density J() ͑Appendix A͒:
͑2.22͒
As seen in the lower half of Fig. 3 the real part of C(t) exhibits a strongly damped oscillation. It and the imaginary part of C(t) are essentially zero after about 100 fs. About 5% of the initial correlation is seen in the inset of Fig. 3 to decay on a 500 fs time scale. This C(t) of the B777-complex will be related later to an excitonic correlation function and will be used for the description of dissipation and optical spectra in larger complexes, containing more than one pigment.
III. DENSITY MATRIX THEORY OF EXCITON RELAXATION
We next introduce an exciton-vibrational Hamiltonian H and from it obtain the equations of motion for the excitonic density operator (t). In the following H is given by the sum, H ex ϩH vib ϩH ex-vib ϩH ex-rad . It contains the exciton term H ex ,
where ϭ0 denotes the electronic ground state at energy E 0 ϭ0, ϭM a one-exciton state at energy E M , ϭ2M a two-exciton state at energy E 2M , a vibrational term H vib in Eq. ͑2.3͒ composed of unshifted harmonic oscillators, and H ex-vib an exciton-vibrational coupling term,
The operator V contains the coupling between one-exciton states ϭM , ϭN, and between two-exciton states ϭ2M, ϭ2N, and can be expressed in terms of the eigencoefficients of the exciton states c m (M ) , c mn (2M ) and coupling constants g (m) ,
all other matrix elements V in Eq. ͑3.2͒ being zero. The c's and E are obtained 59 from the one-and two-exciton state eigenvalue problems, as usual ͑e.g., Ref. 30͒. As input parameters for this diagonalization procedure the intermolecular couplings V mn and optical transition energies X m of the pigments at the minimum position of the potential energy surface of the electronic ground state are needed. 16 To take into account a modulation of X m by the vibrations, the X m is expanded about the minimum position of the ground state PES. The linear dependence is described by the excitonvibrational coupling constants g (m) ϭ‫ץ‬X m /‫ץ‬Q ͉ 0 . The Hamiltonian H ex-rad describing the coupling of the aggregate to the external pump and probe fields is, in the rotating wave approximation,
where F M 0 (t) describes the absorptive radiative coupling of the ground state ͉0͘ to the one-exciton state ͉M ͘ and F 2NM (t) the coupling of the one-exciton ͉M ͘ to the twoexciton state ͉2N͘,
.
͑3.7͒
The emissive radiative couplings are F 0M (t)ϭF M 0 * (t) and
The external field is characterized by the envelopes E ⍀ s (t) of the pump (sϭpu) and probe (sϭpr) pulses, their carrier frequencies ⍀ s , and their polarization vectors e ជ s . The scalar products of e ជ s and the dipole moments of the excitonic transitions
͑3.8͒
where the local dipole moment ជ m characterizes the S 0 →S 1 transition of the pigment at site m, and ជ M ϵ ជ 0→M is the dipole moment of the excitation of the one-exciton state ͉M ͘ and ជ M →2N is the dipole moment of the optical transition from the one-exciton state ͉M ͘ to the two-exciton state ͉2N͘. In treating the dynamics of the excitons a reduced statistical operator (t) is introduced, 15, 16 as noted earlier, (t) ϭtr vib ͕Ŵ (t)͖, where the statistical operator Ŵ (t) of the entire system is reduced by taking the trace with respect to all vibrational coordinates of the protein and the pigments. When there is no coupling to external light fields the system is in its ground state and the statistical operator Ŵ (t) factorizes into a vibrational and an excitonic part W (t) ϭW eq ͉0͗͘0͉. This factorization occurs prior to a time t 0 , the time of the first interaction with an external field. This W eq is the equilibrium statistical operator of the vibrations in Eq. ͑2.19͒, with H vib given by Eq. ͑2.3͒.
The coupling with the external field then causes the excitonic and vibrational part to depart from equilibrium. Because the excited states are coupled to the vibrations the statistical operator of the optically excited states does not factorize as for the ground state. The density matrix theory provides a way to treat the correlations between excitonic and vibrational degrees of freedom. 60 Different techniques can be used to obtain an equation of motion for the reduced statistical operator (t). The following equations ͑3.9͒-͑3.12͒ apply to the present nonMarkovian treatment of the exciton-vibrational problem. A second-order cumulant expansion 35 for the time-evolution operator yields
where the Liouville operator L ex ,
describes the dissipation-free dynamics of the excitonic system, and the L ex-rad (t) the exciton-radiational coupling,
the square brackets denoting commutators, as usual. The last term in Eq. ͑3.9͒ contains the dissipative part due to the exciton-vibrational coupling. Different prescription schemes for the cumulant expansion have been used to obtain this dissipative part, 35, 38 as discussed in the Introduction. We use the partial ordering prescription ͑POP͒ 38,61 first. As discussed later it is the more appropriate of the two for the present problem. Results obtained from the alternative chronological ordering prescription ͑COP͒ 26, 28, 38, 41 are given later for comparison.
The dissipative part of the equation of motion obtained from second-order POP is 
͑3.14͒
The equations of motion for the exciton density matrix (t) are given in Appendix B in terms of the correlation function C(t) of the optical energy gap of the pigments. The various phenomena are treated in the following sections using these equations.
IV. TREATMENT OF PHENOMENA
A. Linear absorption, circular dichroism and fluorescence
Linear absorption
The linear absorption spectrum ␣() is obtained as the real part of a Fourier-Laplace transform of the dipoledipole correlation function D(t), 43, 62 
with the lineshape function D M (),
Using the quantum master equation in Appendix B the equation of motion for M 0 (t) is
where ប LK ϭE L ϪE K and ប M 0 ϭE M these E M being the exciton energies in Eq. ͑3.1͒. The correlation function
The latter contains the eigencoefficients of exciton states c m (M ) and a two-site correlation function,
͑4.5͒
The time-dependence in Eq. ͑4.5͒ is the same as that in Eqs.
͑2.21͒ and ͑3.13͒. The ␦X m is the deviation of the transition energy of the mth pigment from its mean value,
For m n, Eq. ͑4.5͒ describes the correlation of the modulation of electronic energies at site ͑i.e., pigment͒ m with that at site n. We next introduce 22 a radius R c for the correlations of protein vibrations at different sites, assuming an exponential decay for the dependence on the distance R mn between the pigments m and n:
The ͗␦X m (t)␦X m (0)͘ has R mn ϭ0 and will be assumed to be site-independent and is given by the C(t) in Eq. ͑2.22͒. The C(t) appears in the lower half of Fig. 3 and, we recall, was calculated from the spectral density J() extracted from fluorescence line narrowing spectra of the B777-complex. Using Eqs. ͑2.22͒ and ͑4.7͒ the correlation function in Eq. ͑4.4͒ can be written as
The secular approximation, 15, 16, 62 which neglects certain oscillating parts in the equation of motion by setting LϭM in Eq. ͑4.3͒, is used next. It is discussed in Appendix B and simplifies Eq. ͑4.3͒ to yield a homogeneous equation that can be solved analytically:
The solution of Eq. ͑4.10͒ is
͑4.12͒
For simplicity, a Markov approximation will next be applied to the off-diagonal part of the exciton-vibrational coupling, namely to the terms in Eq. ͑4.12͒ with K M . This approximation is valid either when the KϭM terms dominate the exciton-vibrational coupling (␥ M M ӷ͉␥ MK ͉) or, when on a coarse grained time axis, tӷ1/͉ MK ͉. The latter condition follows from the oscillating factor e i MK in Eq. ͑4.12͒ which tends to cancel the contributions to the integral for times ӷ1/͉ MK ͉. The diagonal terms with M ϭK do not contain such an oscillating factor. In the presence of static disorder the respective coupling constants ␥ M M are larger than the ͉␥ MK ͉ appearing in the off-diagonal terms, as discussed later.
In this way an exact treatment in Eq. ͑4.12͒ is used, however, for the diagonal part ␥ M M of the exciton-vibrational coupling.
The integral in Eq. ͑4.12͒ for the off-diagonal terms K M then becomes
The non-Markovian solution of Eq. ͑4.12͒ is given for comparison in Appendix C. The Fourier-Laplace transform C ( MK ) of the correlation function C() is related to the local spectral density J() ͑Appendix A͒: 
The diagonal part of the exciton-vibrational coupling is taken into account exactly in the integral
where the function G(t) was introduced in Eq. ͑2.8͒ and where
is the reorganization energy. E is calculated for the present J() to be 102 cm Ϫ1 . The lineshape function for absorption is next obtained from
͑4.18͒
where the 0→0 transition from the ground state ͉0͘ to an
The time-dependent function G M (t) in Eq. ͑4.18͒ is
and the inverse dephasing time
is determined by the rate constants k M →K of relaxation from exciton state ͉M ͘ to exciton state ͉K͘,
Circular dichroism
For the calculation of the CD spectrum the dipole strength ͉ M ͉ 2 in Eq. ͑4.1͒ is replaced by the rotational strength r M of the excitonic transition,
where
Here R ជ mn is a vector from site m to site n and the • and ϫ denote the usual scalar and vector products.
Fluorescence
The density matrix theory used thus far considers equilibrium fluctuations about the equilibrium position of nuclei of the electronic ground state. When the assumption is made that a rapid vibrational relaxation occurs in the excitonic states it is useful in treating the fluorescence from state ͉M ͘ to introduce a coordinate transformation of the Hamiltonian to coordinates relative to the equilibrium position of the M th excitonic PES ͑Appendix D͒. The shifted electronic energies ប K0 Ј are given by Eq. ͑4.25͒, including KϭM and K M ,
͑4.25͒
with ␥ M MKK following from Eq. ͑4.9͒:
͑4.26͒
One has thus obtained a modified exciton-vibrational coupling Hamiltonian resulting from the shifted equilibrium position. Using this transformed Hamiltonian and the resulting exciton-vibrational correlation functions, the quantum master equation ͑4.10͒ is used in Appendix E to obtain an expression for the fluorescence signal,
͑4.28͒
where the asterisk denotes the complex conjugate and where
͑4.30͒
Here, MK
(0)ϭ0 was used.
The lineshape functions for absorption and circular dichroism D M () in Eq. ͑4.18͒ and the D M Ј () for fluorescence in Eq. ͑4.28͒ are used in a later section to calculate fluorescence line narrowing spectra of B820 complexes. These equations were also used in our recent application 45 to calculate various optical spectra of Photosystem II reaction centers.
B. Time-resolved pump-probe spectra
A now standard theory 14 is next used in conjunction with the present non-Markovian density matrix description to calculate pump-probe spectra. We first recall the relevant expression.
14 In a pump-probe experiment the absorption of a weak probe pulse is measured as a function of the delay time d after the pump pulse. The pump-probe signal ⌬␣( d ) is defined as the difference between the absorption ␣( d ), measured by the probe pulse delayed for d with respect to a pump pulse, and the absorption ␣ 0 measured by the probe pulse alone. The energy loss S(t) of the probe pulse in the sample can be calculated from the light-induced polarization P(t) according to 14 S͑t ͒ϭ2⍀ pr E ⍀ pr ͑ t ͒Im͕e i⍀ pr t P͑t ͖͒, ͑4.31͒
where P(t) contains terms of first-and third-order in the external field. Fifth-and higher-order terms are neglected.
The nonlinear polarization P(t) is
where n agg is the number density of aggregates in the sample. The detector in a pump-probe experiment measures a timeintegrated signal,
Only the third-order terms in Eq. ͑4.32͒ survive the difference ⌬␣(), and the pump-probe signal can be written as
with the dispersed signal being
with the scalar products M (pr) and M →2N
(pr) defined in Eq. ͑3.8͒. Instead of observing a time-integrated signal ⌬␣( d ) by a single detector the probe pulse signal can be dispersed in a monochromator and its frequency dependence measured, the dispersed signal being the ⌬␣ disp ( d ,) in Eqs. ͑4.34͒ and ͑4.35͒. The polarization terms M 0 (3) () and 2NM (3) () in Eq. ͑4.35͒ are obtained from a hierarchy of equations for the density matrix (n) (t) and a Fourier transformation. Here, (n) (t) is of nth-order in the external fields in the expansion
͉ ex-rad are generated by the field part of the equations of motion,
͑4.37͒
The hierarchy starts with the zeroth-order density matrix element, taken as (0) ϭ␦ 0 ␦ 0 .
It is assumed that the pump pulse acts before the probe pulse and that the vibrational relaxation on the PES of the exciton is fast enough that the probe pulse detects vibrationally equilibrated exciton populations and that any coherences between different exciton states have decayed. In this case the second-order density matrix elements reduce to (2) 
(2) (t). The equations of motion for the diagonal elements, the exciton state occupation probabilities M M (2) (t), are given by Eq. ͑4.38͒ using a Markov approximation for the offdiagonal exciton-vibrational coupling as before,
where the dephasing constants M Ϫ1 and rate constants k M →K are given by Eqs. ͑4.21͒-͑4.22͒.
The first-order density matrix element M 0 (1) (t) on the right-hand side of Eq. ͑4.38͒ is obtained as ͑Appendix B͒
A delta function-shaped probe pulse A pr e ជ pr ␦(tϪt pr ) at time t pr ϭt pu ϩ d is assumed and leads to the third-order density matrix elements, arising from the field parts of the equations of motion for (3) 
In this and subsequent equations we distinguish between terms arising from the ground state population 00 (2) (t) and those arising from the excited state population M M (2) (t). In the limit of fast vibrational relaxation considered, as discussed in Appendix D, the statistical operator of the exciton state at time t pr is W eq (M ) M M (2) (t pr ). Here, W eq (M ) denotes the equilibrium statistical operator for the vibrations in the M th PES. The equations of motion for the third-order density matrix elements are then obtained as
The 
The GB͑͒ is
where the equation 00 (2) (t)ϭϪ͚ K KK (2) (t), resulting from the identity ͚ ϭ1, was used, 
͑4.48͒
with the lineshape function
and
The frequencies 2NM Ј in Eq. ͑4.48͒ are
͑4.51͒
The shifted one-exciton energies M 0 Ј are those in Eq. ͑4.25͒, and the two-exciton energies 2K0 Ј are
͑4.52͒
where E is the reorganization energy in Eq. ͑4.17͒ and where
͑4.53͒
and we have
͑4.54͒
Here and represent the different one-and two-exciton states in Eq. ͑4.51͒. The coupling constant ␥ 2N2K in Eq. ͑4.51͒ is
The inverse dephasing time in Eq. ͑4.49͒,
Ϫ1 , contains the one-exciton dephasing constant in Eq. ͑4.30͒ and the two-exciton constant 2N Ϫ1 :
͑4.56͒
where ␥ 2N2K is given by Eq. ͑4.55͒ and 2N2K Ј are obtained from Eqs. ͑4.52͒ and ͑4.54͒.
For large delay times d ϭt pr Ϫt pu the pump-probe signal becomes independent of d because an equilibrium distribution of the exciton state occupation probabilities P M (eq) is reached. The ground state bleaching GB͑͒ in Eq. ͑4.45͒ contains the effect of depopulation of the electronic ground state by the pump pulse and therefore is constant at times after the pump pulse. The stimulated emission SE(, d ) in Eq. ͑4.47͒ and excited state absorption ESA(, d ) in Eq. ͑4.48͒ contain information about the time-dependent population of exciton states: Only those one-exciton states which are populated at a given delay time d will contribute to SE(, d ) and ESA(, d ).
The equations in this section were used recently to calculate pump-probe spectra of Photosystem II reaction centers.
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C. Fluorescence line narrowing spectra of B820 complexes
The fluorescence line narrowing spectra 2 of B820 complexes are calculated next using the spectral density J() extracted from the fluorescence line narrowing spectra of the B777-complex in Sec. II. The B820 complex is modeled as a dimer of two B777 subunits with the intermolecular coupling of 230 cm Ϫ1 determined in Refs. 65-67 from the circular dichroism and the difference spectra, singlet minus triplet. The geometry of optical transition dipoles was taken from the LH2 complex. 3 The dependence of the fluorescence line narrowing spectra on the excitation energy ប exc is given by the dimer analog of Eq. ͑2.1͒ for the monomer:
where ␣( exc ) denotes the homogeneous absorption spectrum ͓Eqs. ͑4.1͒ and ͑4.18͔͒ of the dimer complex and I() is the homogeneous fluorescence spectrum given by Eqs. ͑4.27͒ and ͑4.28͒. In contrast to Eq. ͑2.1͒ for the monomer, where the disorder average was performed partly analytically, now the disorder average is performed numerically by a random generation of dimer site energies. A Gaussian distribution function of FWHMϭ500 cm Ϫ1 and a mean site energy of the two pigments corresponding to 808 nm were determined from the fit of 1.6 K linear absorption spectrum, 2 ͗␣()͘ disorder , using Eqs. ͑4.1͒ and ͑4.18͒. The POP theorycalculated and measured absorption spectra are compared in Fig. 5 . For efficient numerical sampling of the disorder in Eq. ͑4.57͒, the 0→0 transition was broadened by adding an inverse dephasing time of (2 ps) Ϫ1 to the inverse dephasing time M Ϫ1 in Eq. ͑4.21͒. This additional broadening 68 does not influence the shape of the vibrational sideband, because the latter has a large breadth from other sources. As noted before the 0→0 was not compared with the present experiment, because of scattered light from the excitation in the experiment. For the correlation radius of protein vibrations a value of R c ϭ5 Å was chosen, estimated in an earlier article 45 from pump-probe spectra of PS-2 reaction centers. The calculation procedure consists of the following steps: ͑i͒ random generation of site energies, ͑ii͒ the calculation of the exciton energies and eigencoefficients by a diagonalization, ͑iii͒ the calculation of absorption ␣( exc ) at the excitation energy, ͑iv͒ the calculation of the fluorescence spectrum I(), ͑v͒ performing the disorder average ͗¯͘ disorder by repetition of steps ͑i͒-͑iv͒, and the summation of the results for ␣( exc )I(). The fluorescence line narrowing spectra are calculated using this prescription and the parameters given above and are compared with the measured spectra 2 in Fig. 6 . An alternative partial summation of the excitonvibrational coupling was obtained by using a chronological ordering prescription ͑COP͒ in Appendix F. The integrodifferential equations for the density matrix obtained in a COP reveal a lineshape function similar to the Markovian Lorentzian lineshape given later in Eq. ͑5.4͒ but with a frequency-dependent broadening function that allows one to describe the high energy part of the vibrational side band, as seen in the calculation of fluorescence line narrowing spectra 69 in Fig. 8 , which corresponds to Fig. 6 calculated with POP. The mean site energy of the pigments in the COP calculations was 806 nm, determined from the linear absorption in Fig. 7 .
V. DISCUSSION
A. The correlation function C"t…
The correlation function C(t) of the energy gap of the pigment in the B777-complex is shown in Fig. 3 . Although fluorescence line narrowing and hole burning spectra have been calculated for different pigment-protein complexes before, [50] [51] [52] [53] we are not aware of a correlation function C(t) having being extracted from such data. A second and merely technical difference from earlier work is the present use of the FFT for the calculation of the spectra, which facilitates the use of a more general shape of the spectral density J(). Sometimes a combination of Gaussian and Lorentzian functional forms 50 and sometimes 51 a spectral density with q ϭ2 and pϭ1 in Eq. ͑2.16͒ are used instead, with qϭ2 being inferred from the Debye density of states for bulk crystals.
The shape of the C(t) versus t plot is needed in the subsequent theory. The major part of C(t) in Fig. 3 is seen to decay on a 100 fs time scale, and a small part ͑5%͒ on a 500 fs time scale. One can infer that for any multi-pigment system composed of pigment-protein subunits of structure similar to that of the B777-complex, significant non-Markovian effects in the exciton transfer dynamics can be expected only when exciton transfer occurs on a 100 fs ͑or shorter͒ time scale. Such ultrafast transfer times have been observed in a number of antennas, among them the LH2, 70 LH1, 70 LHCII 71 and the photosynthetic reaction centers of bacteria and green plants. 72 In that case a non-Markovian theory is expected to provide a more detailed understanding of such experiments. As discussed in detail below an important feature that can be deduced from C(t) concerns the appearance of vibrational sidebands in optical spectra, which has a non-Markovian origin.
B. Fluorescence line narrowing spectra of B820-complexes
The extracted J() in Fig. 3 was used for the calculation of fluorescence line narrowing spectra of dimeric B820-complexes. The resulting comparison with the experiment 2 on B820-complexes is shown in Fig. 6 . The non-Markovian theory predicts the correct shape of the vibrational sideband at different excitation energies. A small difference in the two inhomogeneous widths 600 cm Ϫ1 and 500 cm Ϫ1 deduced for the pigment transition energies of the B777-complex and the B820-complex might, if real, be due to a greater exposure of the B777 pigment to the solvent, 73 as suggested in Ref.
2. The widths ͑FWHM͒ of 500 cm Ϫ1 and 600 cm Ϫ1 were determined here from the calculation of linear absorption spectra shown in Figs. 4 and 5 . The additional narrowing of the main peak in the B820 absorption spectrum from 500 cm
Ϫ1
for the pigments to 350 cm Ϫ1 for the excitonic transition in Fig. 5 is caused by the intermolecular coupling, the socalled resonance energy transfer narrowing. 75 The inhomoge- neous broadening of exciton states in larger antenna complexes is smaller (70-240 cm Ϫ1 ) 76 -79 than the 350 cm Ϫ1 for B820, presumably because of lesser exposure to the solvent and stronger resonance energy transfer narrowing. The highenergy shoulder in the spectrum in Fig. 5 in the experimental and calculated spectrum is due to transition to the upper exciton state, which exhibits only small oscillator strength because of an unfavorable geometry of optical transition dipoles of the pigments. The fact that the experimental shoulder is more pronounced than the calculated one may arise from the additional unbound chlorophyll a in the sample, an effect not taken into account here.
C. The fast modulation limit: Markovian lineshapes
The Markovian limit for the absorption and fluorescence lineshapes will be considered first. For this purpose the M 0 (t) in Eq. ͑4.12͒ is investigated and written as
where Eqs. ͑4.13͒ and ͑4.21͒ were used, and
The introduction of the dephasing time M in Eq. ͑4.21͒ is based on a Markov approximation for the off-diagonal terms of the exciton-vibrational coupling and is valid if the exciton relaxation is slow when compared to the decay time c of the exciton-vibrational correlation function C(t), i.e., M Ͼ c . For the C(t) in Fig.  3 c Ϸ100 fs, neglecting the small amplitude tail of C(t) that decays in a 500 fs time scale. The Markovian limit for the absorption lineshape function is obtained by approximating
͑5.2͒
This approximation is valid, if
as discussed for a two-level system in Ref. 43 . In this socalled fast modulation limit 44 there is no time for the excitation of vibrational quanta and a Lorentzian lineshape function, centered at M 0 in Eq. ͑4.19͒ is obtained
The equality ͐ 0 ϱ dC () 
D. Non-Markovian lineshapes: Comparison of POP and COP
A non-Markovian theory based on Eqs. ͑4.18͒ and ͑4.28͒ yields vibrational sidebands, in agreement with experiment. 2 A partial ordering prescription ͑POP͒ gave the best agreement with the sideband obtained in the experiment as seen in the contrast between Figs. 6 and 8. The COP theory is seen to fail in the description of the low-energy part of the sideband, whereas the POP theory agrees reasonably with experiment in the whole spectrum, as seen in Fig. 6 . In addition, the POP lineshape function, Eq. ͑4.18͒, reduces to the exact spin boson result, Eq. ͑2.7͒, in the limit of a twolevel system, i.e., for ␥ MK ϭ␦ MK , whereas the COP theory does not. Hence, the nonperturbative summation 81 of the diagonal part of the exciton vibrational coupling obtained in the POP theory but not in the COP led to a better agreement with the experiment.
The choice of ordering prescription used for a given system can be based on the statistical properties of the bath, as discussed by Mukamel in Ref. 43 : If the dynamics of the bath can be mapped onto a random Gaussian process the partial ordering prescription is preferable, whereas a discrete stochastic process, for example, a two-state jump model is best included in a COP treatment of the lineshape function, 43 as noted in the Introduction. The reaction coordinate for the present problem is the pigment's optical energy gap X(t) that enters the correlation function C(t) in Eq. ͑2.18͒. X(t) is given as a linear combination of harmonic oscillator coordinates in Eq. ͑2.20͒. A combination of harmonic terms can be mapped onto a non-Markovian Gaussian stochastic process, irrespective of whether a quantum or classical description is used for the oscillators, shown by Mukamel 82 using a generating function approach. Hence, the better agreement of POP for the present system is a consequence of the Gaussian properties of the reaction coordinate X(t).
As seen in the B820 absorption spectra in Figs. 5 and 7, the calculation of inhomogeneous spectra gives very similar results in both theories, POP and COP, due to the averaging. Due to the different sidebands in the two theories the mean site energies estimated from the calculation of the absorption spectra differ by 2 nm, the COP site energy being lower in energy to compensate the more prominent contributions to the high-energetic part in the vibrational sideband. The numerical effort is somewhat less in the COP calculations.
E. Excitonic potential energy surfaces
We also used POP and COP theories recently to calculate various photophysical properties, among them time-resolved pump-probe spectra of PS-2 reaction centers. 45 It was seen there that in the pump-probe spectra the exciton state relaxation did not change considerably when a Markov approximation was applied. The major effect of the latter was on the lineshape function of the optical transitions rather than on the time-dependent change of the spectrum. Since the exciton relaxation is determined by the off-diagonal terms of the exciton-vibrational coupling, whereas the vibrational sidebands are determined by the diagonal part of that coupling, it seems reasonable to apply, as we have done in the POP treatment, a Markov approximation to the off-diagonal terms and to describe the diagonal terms by a non-Markovian method. In doing so a first-order picture of mutually shifted excitonic PES arises, where the shift is given by the diagonal part of the exciton-vibrational coupling. The exciton relaxation occurs between such PES and is described by the off-diagonal part in Eq. ͑4.22͒. The diagonal part of each excitonic state is characterized by an excitonic reorganization energy E (M ) ϭ␥ M M E and an excitonic Huang Rhys factor S M ϭ␥ M M S. Here, E is the reorganization energy of the local pigmentprotein coupling in Eq. ͑4.17͒ and S is the local Huang Rhys factor. The value of ␥ M M depends on the delocalization of excitons and vibrations: Electronic delocalization leads to a decrease in the coupling ␥ M M to local protein vibrations.
The rate of exciton relaxation given in Eq. ͑4.22͒ contains the vibrational term C (Re) ( MK ) in Eq. ͑4.15͒. This term describes how the protein can dissipate the electronic energy by absorption "1ϩn( MK )… or emission n( KM ), of vibrational quanta, thus ensuring energy conservation during exciton relaxation. The electronic factor ␥ MK entering the rate in Eq. ͑4.22͒ is given in Eqs. ͑4.11͒ and ͑4.9͒. In the limit of delocalized protein vibrations (R c ӷR mn ) ␥ MK ϭ͉͗M ͉K͉͘ 2 ϭ␦ MK , and so no relaxation occurs, whereas for localized protein vibrations (
2 , which can be as small as zero for localized electronic states
It equals 1/N for completely delocalized excitons, N being the number of pigments. Thereby, a fast exciton relaxation reflected in a large ␥ MK for M K is promoted by localized protein vibrations and partly delocalized electronic states. Delocalized protein vibrations could, however, lead to dissipation via the modulation of interpigment couplings, a modulation which was neglected here.
F. Approximations
Key approximations used in the present article are the following:
The secular approximation, used in the description of dissipation and described in Appendix B. The approximation has been investigated recently in a model study on a dimer 83 and in a calculation of fluorescence depolarization in the B850 antenna complex of purple bacteria. 84 The study of B850 complexes, which is the first nonsecular study of a photosynthetic antenna system, showed rather minor contributions from the nonsecular terms to the depolarization 84 in the parameter range of most interest for experiment. 85 A dimer model 83 showed larger contributions which depended on the parameters. It would be useful to see whether the inclusion of nonsecular terms contributes more in line narrowing optical spectra, which can resolve the homogeneous lineshapes.
The third-order perturbation theory used in the present article for the coupling of excitons to the external fields restricts the theory to pump-probe spectra whose intensity is proportional to the intensity of the pump field. The experiments on pigment-protein complexes are usually performed in this regime, so simplifying the interpretation of the experiments. A notable exception is the investigation of excitonexciton annihilation in studies of the intensity dependence of pump-probe spectra ͑e.g., Ref. 86͒. The present neglect of the field-dependence of dissipation is well justified when the third-order perturbation theory is valid. 87 In the calculation of pump-probe spectra a finite pump pulse and a delta function probe pulse were assumed. The pump pulse was chosen to be finite rather than a delta function in order to include a finite spectral width. That finite width is necessary to excite selectively certain exciton states, whereas a delta function probe pulse with its white spectrum is able to probe the whole spectrum. In the experiment such a white spectrum is often generated by a stochastic mixture of finite pulses with different carrier frequencies ͑e.g., Ref.
88͒. In this case the theory would contain the appropriate spectral properties, and the time-resolution would be different only for short delay times where the actual two pulses might overlap. In principle it is, however, possible to use also in the experiment a longer pump pulse for selective excitation and a shorter probe pulse for better time-resolution and a greater spectral width of detection.
In the calculation of the pump-probe spectra it was assumed that there was fast vibrational relaxation within an excitonic state and so coherences created by the pump pulse between different exciton states were neglected. This approximation was used to obtain a simple relation between time-dependent populations of exciton states, nonMarkovian optical lineshapes and pump-probe spectra. An inclusion of coherent vibrational motion found in some pigment-protein complexes [89] [90] [91] [92] [93] [94] is beyond the scope of the present approach, which considers equilibrium fluctuations of the vibrations. A Markov approximation could have been used to include coherences between different exciton states. 22 A correlation radius 22 for the protein vibrations relates the correlation function of the exciton-vibrational coupling in the quantum master equation to a local correlation function C(t). This C(t) thus characterizes the modulation of the local pigment energies by the protein dynamics and is related to the local spectral density J() in Eq. ͑2.22͒. J() appears in the time-dependent formulation of the lineshape function in Eqs. ͑2.7͒ and ͑2.8͒, of the optical transition of the pigment and can thus be determined from independent experiments. A more detailed analysis of the molecular dynamics in photosynthetic proteins, using normal mode calculations or molecular dynamics simulations, could provide information on the size of the correlation radius R c and also on the importance of static and dynamic disorder in interpigment couplings, 95 which was neglected here. It remains to be established whether the decay of the correlation function of the protein vibrations is indeed exponential, 96 as assumed in Eq. ͑4.7͒.
G. Comparison with other theories
The present theory is related in spirit to a theory developed by Mukamel and co-workers 23, 24, 97 and to a recent approach by Ohta, Yang and Fleming. 98 The overall goal of these theories, including the present one, is to find an appropriate description of both the exciton-vibrational and the excitonic coupling. This problem also has a long history in the field of molecular crystals, where Green's function techniques were used to obtain results for linear optical spectra, as, for example in Refs. 99 and 100. A difference between molecular crystals and photosynthetic antennas is that in the latter the vibrational and electronic structure does not have the periodic symmetry found in the former. Even where the X-ray structures appear symmetric as for the LH2 complex, 3 disorder effects reduce the symmetry of the electronic and vibrational states. 101 However, the general problem of finding an appropriate basis set of eigenfunctions remains. In the present paper the exciton states were defined for the equilibrium position of nuclei in the electronic ground state and the exciton-vibrational coupling was expressed in this basis as usual.
In the Liouville pathway correlation function approach employed by Mukamel and coworkers 23 the diagonal part of the exciton-vibrational coupling is taken into account exactly, while the contributions to optical lineshape functions from the off-diagonal parts of the exciton-vibrational coupling were neglected. 23 The present result for the linear absorption in Eqs In the presence of static disorder it can be expected that ͉␥ MK ͉Ͻ␥ M M for K M and a large part of the shift of electronic energies is contained in the term with ␥ M M in Eq. ͑4.19͒. In this case the present POP theory of linear absorption and the theory in Ref. 98 can be expected to give similar results. One conceptional advantage of the present theory is that it rests solely on a density matrix formulation and is therefore more readily extended than another approach 98 which combines two different theories, the density matrix theory and the correlation function approach. Extensions of the present theory are given in Appendices C and F by a non-Markovian treatment of the off-diagonal parts of the exciton-vibrational coupling in the POP theory ͑Appendix C͒ and in the COP theory ͑Appendix F͒.
Whereas in the calculation of the linear optical spectra the present theory contains the results of earlier correlation function approaches 23, 98 as limiting cases, in the case of nonlinear spectra there are nevertheless advantages of the correlation function approach. 23 The main advantage of the latter is the inclusion of wave packet dynamics inside the excitonic PES which the present theory cannot describe. The theory of pump-probe spectra in Ref. 23 also contains coherent shorttime contributions which were neglected here. An advantage of the present theory is its relative simplicity.
The population relaxation rates obtained in the correlation function approach 23, 24, 103 contain the mutual shifts of excitonic PES, whereas the present theory treats them in a standard Redfield type 30 way. A recent comparison 103 of both types of rates shows that they agree if the spectral density J() is sufficient broad in energy to cover all transition energies between the different exciton levels. A Markovian approximation for the off-diagonal elements of the excitonvibrational coupling was applied in the present POP treatment as well as in the correlation function approach 23 for the description of exciton relaxation. The COP theory in Appendix F uses a Fourier-Laplace transform to treat the equations of motion for the exciton state populations in a non-Markovian way. Non-Markovian contributions become important when the population relaxation is faster or on the same time scale as the vibrational relaxation and lead to nonexponential relaxation dynamics of excitons as discussed earlier.
VI. SUMMARY
The theory developed in the present article includes nonMarkovian effects in the exciton-vibrational coupling in the calculation of frequency-and time-domain optical spectra of pigment-protein complexes. The presence of nonMarkovian effects was inferred from the presence of vibrational sidebands found at low temperatures in different pigment-protein complexes, since they are absent in a Markovian treatment. Additional evidence arises from a comparison of the decay of the correlation function of the optically probed energy gap of the pigments and ultrafast exciton re-laxation times measured in different antennas. [70] [71] [72] The correlation function itself was estimated from fluorescence line narrowing spectra of B777-complexes.
The present theory provides a step towards a more microscopic understanding of the dynamic role of proteins in inducing exciton relaxation. This role appears in the rate constant k M →K in Eq. ͑4.22͒ and its dependence on the delocalization of protein vibrations and excitons appears via ␥ MK and the spectral density J() of the protein. The J() was obtained from fluorescence line narrowing spectra of B777-complexes. This J() was used to calculate fluorescence line narrowing spectra of a two-pigment system, the B820 complex, using two different summations techniques for the exciton-vibrational coupling, POP and COP. Only one of the two, the second-order POP allows for an exact summation of the diagonal part of the exciton-vibrational coupling and therefore reduces to the exact result in the one-pigment limit.
Only it gave agreement with the vibrational sideband found experimentally. This result was explained by the stochastic properties of the reaction coordinate X(t), i.e., the optical energy gap of the pigments.
An interesting feature of the exciton-vibrational dynamics in photosynthetic antenna systems is the intermediate coupling strength of both the exciton-vibrational ͑E ϭ100 cm Ϫ1 , local reorganization energy estimated from the J() of B777-complexes͒ and the excitonic coupling ͑V 12 ϭ230 cm Ϫ1 in B820-complexes͒, a situation treated in the present approach by introducing excitonic potential energy surfaces.
As seen in our recent contribution 45 on PS-2 reaction centers, the theory is readily implemented numerically, including an average over disorder in electronic pigment energies and orientations of the different complexes in the sample.
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APPENDIX A: CORRELATION FUNCTION AND RELATION BETWEEN C "… AND SPECTRAL DENSITY J"…
The correlation function C(t) in Eq. ͑2.22͒ is obtained, using Eqs. ͑2.20͒ and ͑2.21͒ and using Q ϭC ϩC ϩ . We have
where W eq is the equilibrium statistical operator in Eq. ͑2.19͒. The vibrational Hamiltonian in Eq. ͑2.3͒ can be expressed in terms of the creation and annihilation operators as where
). The correlation function can be expressed in terms of the spectral density in Eq. ͑2.9͒, as shown in Eq. ͑2.22͒. Applying the Fourier-Laplace transform Eq. ͑F5͒ to that equation then gives
Noting that the last factor in Eq. ͑A3͒ equals ␦(ϪЈ) ϩiဧ, where ဧ denotes the Principal Part one arrives at Eqs. ͑4.15͒ and ͑4.16͒.
APPENDIX B: EXCITON REPRESENTATION OF THE POP EQUATIONS AND CORRELATION FUNCTIONS OF THE EXCITON-VIBRATIONAL COUPLING
The different phenomena in Sec. IV are treated using the equations of this Appendix. In the representation of exciton states ,,... ͓Eq. ͑3.1͔͒, the equation of motion ͑3.9͒ becomes
where ប ϭE ϪE ͓cf. Eq. ͑3.1͔͒, and K (t) denotes the time-dependent dissipative function
and C (t) denotes the exciton-vibrational correlation function for one-and two-exciton states,
V (t) being a matrix element of Eq. ͑3.13͒. The property C (t)ϭC * (Ϫt) was used.
The correlation function, Eq. ͑B3͒, can be expressed in terms of site correlation functions and exciton eigencoefficients for the one-exciton states ͑ϭM , ϭN, ϭK and ϭL͒ as shown in Eq. ͑4.4͒. The respective correlation function for the two-exciton states is
and for the one-and two-exciton states we have
As demonstrated in the text the above correlation functions C (t) can be factorized into an electronic part ␥ and a vibrational part C(t) by introducing a correlation radius R c of protein vibrations in Eq. ͑4.7͒,
where the factor ␥ depends on the exciton eigencoefficients and the correlation radius. The one-exciton function ␥ M NKL is given in Eq. ͑4.9͒. The two-exciton function ␥ 2M 2N2K2L is
and the mixed one-and two-exciton function ␥ 2M 2NKL is
The above functions are used in the calculation of pumpprobe spectra in Eqs. ͑4.55͒ and ͑4.53͒, taking into account Eq. ͑B12͒. The dissipative part of the equation of motion ͑B1͒ can be further simplified by introducing a rotating wave approximation for the dissipative parts, also known in the literature as a secular approximation. 15, 16, 62 Specifically, only those elements of the sum ͚ contribute which contain the same free time evolution e i t as the density matrix on the left side of this equation. 15, 16, 62 All other contributions lead to oscillating terms ͑nonsecular terms͒ in the solution which average to zero on a coarse-grained time axis. This secular approximation serves to decouple the equations of motion for the diagonal elements (t), which are the exciton state occupation numbers, from those for the off-diagonal elements (t), , which describe the phase relationship of the different exciton states.
The respective dissipative parts of the equations of motion for the diagonal parts become
and those for the off-diagonal elements are
with
␥ ϵ␥ ͑B12͒
In Sec. IV the solution for the first-order density matrix element M 0 (1) (t) on the right hand side of Eq. ͑4.38͒ is obtained from Eqs. ͑B1͒ and ͑B2͒, using Eqs. ͑4.36͒ and ͑4.37͒, applying the secular approximation to the dissipative terms ͓Eq. ͑B10͔͒ and the Markov approximation to the offdiagonal part of the exciton-vibrational coupling as before, and setting t 0 ϭ0 in Eq. ͑B2͒. This choice of t 0 implies that the pump-pulse acts at positive times close to zero. The M 0 (1) (t) then becomes
which may be conveniently calculated: A Fourier-Laplace transform is introduced to treat the convolution in Eq. ͑B14͒ and the inverse is then taken and Eq. ͑4.39͒ is obtained.
APPENDIX C: NON-MARKOVIAN SOLUTION FOR OFF-DIAGONAL TERMS OF EXCITON-VIBRATIONAL COUPLING
A non-Markovian description of the off-diagonal exciton-vibrational coupling in the calculation of the lineshape function for linear absorption is readily obtained: The non-Markovian solution of the integral in Eq. ͑4.13͒ is
͑C1͒
The Markovian limit, Eq. ͑4.13͒, is reached for large times tӷ1/ MK .
APPENDIX D: VIBRATIONALLY EQUILIBRATED EXCITED STATES AND EXCITONIC POTENTIAL ENERGY SURFACES
In the following the diagonal part of the excitonvibrational coupling Hamiltonian of the one-exciton states, Eq. ͑3.3͒, is used to define excitonic potential energy surfaces ͑PES͒. 29, 30 The vibrational Hamiltonian in Eq. ͑2.3͒ was defined with respect to the equilibrium position of nuclei for the electronic ground state. To obtain a PES U M for an exciton state ͉M ͘, it is useful when the system is vibrationally relaxed in that state, to combine the vibrational Hamiltonian and the diagonal part of the one-exciton part of the Hamiltonian of the exciton vibrational coupling, Eq. ͑3.2͒, in the usual fashion to obtain
The coupling constants g (M ,N) are
͑D2͒ and the PES minimum is
The introduction of this PES is useful only when the diagonal part of the exciton-vibrational coupling is larger than the off-diagonal part, i.e.,
When the excitonic states are completely localized one sees from Eq. ͑D2͒ that g (M ,N)/g (M ,M )ϭ0 for M N. Hence, condition ͑D4͒ is fulfilled if the excitonic states are partly localized, for example, by static disorder. In this case it can be assumed that the new equilibrium position of the vibrations for a vibrationally relaxed exciton state ͉M ͘ occurs at
according to Eq. ͑D1͒. A purely electronic density matrix is not able to describe this reorganization of the nuclei, since it treats the vibrations as a passive system staying in thermal equilibrium. However, there are situations where a knowledge of the dynamics of this reorganization is not needed, for example, in the study of steady-state fluorescence from equilibrated excited states. Alternatively, the intra-exciton PES relaxation might be so fast that in a study of pumpprobe spectra it can be assumed that the probe pulse will find vibrationally equilibrated excited states. Since the equilibrium position is known from Eq. ͑D5͒, the aggregate Hamiltonian, Eqs. ͑3.1͒-͑3.2͒, can be transformed using a new coordinate Q ЈϭQ ϩ2g (M ,M ) which reflects the new equilibrium position of nuclei in the exciton state M . To use the density matrix theory it is convenient to order the Hamiltonian with respect to the dependence on the coordinate Q Ј .
The vibrational Hamiltonian consists of the quadratic terms
The linear terms define the exciton-vibrational coupling Hamiltonian,
where the two-exciton coupling constant g (2K,2N) is
The coordinate-independent terms contribute to the excitonic Hamiltonian,
͑D9͒
with the shifted excitonic energies of the one-exciton states,
Eq. ͑4.25͒ then is obtained from the above equation, using Eqs. ͑D2͒, ͑4.6͒, ͑4.7͒, and ͑4.26͒. The shifted two-exciton energies ប 2K0 Ј are
and Eq. ͑4.52͒ follows using Eqs. ͑D8͒, ͑B5͒, ͑B6͒, ͑4.6͒, ͑4.7͒, and ͑4.53͒.
Using the concept of excitonic PES introduced in Appendix D to take into account vibrationally relaxed excitonic states, the equation of motion for the density matrix M 0 (t) reads, using a POP description, as
which yields the fluorescence signal in Eqs. ͑4.27͒ and ͑4.28͒. Alternatively, a COP description for the dissipative parts gives
The transform of the above equation is
with the ⌫ M Ј () given later in Eq. ͑F9͒. By introducing this result for M 0 () and Eq. ͑E11͒ into Eq. ͑E12͒, Eq. ͑F8͒ for the fluorescence lineshape is obtained, taking into account Eq. ͑4.27͒.
APPENDIX F: TREATMENT OF PHENOMENA USING THE CHRONOLOGICAL ORDERING PRESCRIPTION "COP…
The dissipative part of the equation of motion, Eq. ͑3.9͒, using a COP reads 38 25 have been introduced to transform the set of integro-differential equations for the density matrix into a set of ordinary differential equations. The coupling to the external light field in Ref. 25 was included nonperturbatively, and a Lorentzian form of the spectral density was assumed. The present approach includes the external pump and probe fields in thirdorder perturbation theory and neglects the field dependence of dissipation. However, an arbitrary functional form of the spectral density is treated here. An alternative weak field perturbation approach, which is also not restricted to a special type of spectral density, employs an expansion in terms of Laguerre polynomials. Ј are those in Eq. ͑4.25͒, the two-exciton energies 2N0 Ј are defined in Eq. ͑4.52͒ and 2NM Ј ϭ 2N0 Ј Ϫ M 0 Ј .
