Diseño e implementación de un servidor de vídeo adaptativo en simulador de redes ad hoc by Muñoz Jaime, Cristina
  
 
   Universitat Politècnica de Catalunya Escola Tècnica Superior d’Enginyeria de Telecomunicació de Barcelona Departament d’Enginyeria Telemàtica 
 
 
 
Diseño e implementación de un 
servidor de vídeo adaptativo en 
simulador de redes ad hoc 
 
 
 
  Proyectista: Cristina Muñoz Jaime  Directora: Mónica Aguilar Igartúa Noviembre 2009  

Contenidos 
- 1 - 
 
 
 
 
 
 
Contenidos 
 
 
 
1. INTRODUCCIÓN Y OBJETIVOS   ............................................................................................... 13
2. VIDEO-STREAMING   .............................................................................................................. 15
2.1 CARACTERÍSTICAS DE VIDEO-STREAMING   ....................................................................................... 15
2.2 COMPRESIÓN DE VÍDEO   .............................................................................................................. 16
2.2.1 Tipos de cuadros y dependencias   .................................................................................. 16
2.2.2 Formato MPEG-4   ........................................................................................................... 17
2.3 RTP/RTCP   .............................................................................................................................. 18
2.3.1 Paquetes RTP   ................................................................................................................. 18
2.3.2 Paquetes RTCP   ............................................................................................................... 19
3. REDES MANET (MOBILE AD HOC NETWORK)   ........................................................................ 23
3.1 PRINCIPALES CARACTERÍSTICAS Y LIMITACIONES   .............................................................................. 24
3.2 APLICACIONES   .......................................................................................................................... 25
3.3 PROTOCOLOS DE ENCAMINAMIENTO   ............................................................................................ 25
3.3.1 Clasificación   ................................................................................................................... 26
3.3.2 AODV (Ad Hoc On Demand Distance Vector)   ................................................................ 28
3.3.2.1 Descubrimiento de ruta   .......................................................................................................................... 28
3.3.2.2 Mantenimiento de rutas   ......................................................................................................................... 29
3.3.3 Comparativa DSR y AODV   ............................................................................................. 30
4. HERRAMIENTAS UTILIZADAS EN EL PROYECTO   ..................................................................... 33
4.1 SIMULADOR DE REDES: NCTUNS 4.0   ........................................................................................... 33
4.1.1 Características requeridas para el PC   ............................................................................ 34
4.1.2 Instalación   ..................................................................................................................... 34
4.1.2.1 Aspectos en consideración   ..................................................................................................................... 34
4.1.2.2 Pasos de la instalación   ............................................................................................................................ 34
4.1.3 Iniciar NCTUns   ............................................................................................................... 35
4.1.4 Fases de simulación   ....................................................................................................... 35
4.1.5 Ejemplo de una red MANET en NCTUns 4.0   .................................................................. 36
4.1.5.1 Diseño de la red a simular   ...................................................................................................................... 36
4.1.5.2 Configuración del entorno de simulación   ............................................................................................... 40
4.1.5.3 Visualización de escenario simulado   ...................................................................................................... 40
4.2 CODIFICADOR DE VÍDEO: TMPGENC 4.0 XPRESS   ........................................................................... 41
4.3 EXTRACTOR DE TRAZAS PARA SU ANÁLISIS: MPEG4 PARSER   ............................................................. 41
4.4 BONNMOTION   .......................................................................................................................... 42
5. APLICACIONES CREADAS EN EL PROYECTO   ........................................................................... 45
5.1 APLICACIÓN PARA LA TRANSMISIÓN ADAPTATIVA DE FLUJOS DE VÍDEO   ............................................... 45
 Diseño e implementación de un servidor de vídeo adaptativo en simulador de redes Ad Hoc  
- 2 - 
 
5.1.1 Visión general   ................................................................................................................ 45
5.1.2 Bloque 0. Simulaciones inciales   ..................................................................................... 46
5.1.3 Bloque 1. Control adaptativo de la codificación  ............................................................ 47
5.1.4 Bloque 2. Emisión adaptativa de paquetes RTCP   .......................................................... 50
5.1.5 Bloque 3. Gestión del payload   ....................................................................................... 54
5.1.6 Bloque 4. Fragmentación de los cuadros   ...................................................................... 58
5.1.7 Bloque 5. Paquetes de relleno (padding)   ...................................................................... 61
5.1.8 Bloque 6. Gestión de paquetes RTP en recepción   ......................................................... 62
5.1.9 Bloque 7. Ficheros y parámetros de entrada   ................................................................ 66
5.1.10 Bloque 8. Ficheros de salida   .......................................................................................... 66
5.2 EXTRACCIÓN DEL VÍDEO CODIFICADO   ............................................................................................ 70
5.3 GENERACIÓN DE FLUJOS DE VÍDEO REAL PARA SER TRANSMITIDO   ....................................................... 70
6. SIMULACIONES   .................................................................................................................... 73
6.1 DISEÑO DE LOS EXPERIMENTOS   .................................................................................................... 73
6.1.1 Primera etapa de experimentación   ............................................................................... 74
6.1.2 Segunda etapa de experimentación   .............................................................................. 75
6.1.3 Tercera etapa de experimentación   ............................................................................... 76
6.2 CARACTERÍSTICAS COMUNES DE LAS SIMULACIONES   ........................................................................ 77
6.2.1 Trazas y vídeos utilizados   .............................................................................................. 77
6.2.2 Patrón movilidad   ........................................................................................................... 77
6.2.3 Distancia entre nodos   .................................................................................................... 78
6.2.4 Tipo de comunicaciones   ................................................................................................ 78
6.2.5 Otros parámetros de la aplicación   ................................................................................ 79
6.2.6 Métricas analizadas   ...................................................................................................... 79
6.3 ANÁLISIS DE DATOS EN REDES ESTÁTICAS   ....................................................................................... 81
6.3.1 Aplicación adaptativa   .................................................................................................... 81
6.3.1.1 Retardo extremo a extremo   ................................................................................................................... 81
6.3.1.2 Comportamiento de los paquetes   .......................................................................................................... 87
6.3.1.3 Comportamiento de los frames   .............................................................................................................. 90
6.3.1.4 Comportamiento de los GOP   .................................................................................................................. 95
6.3.2 Aplicación estándar   ....................................................................................................... 96
6.3.2.1 Retardo extremo a extremo   ................................................................................................................... 96
6.3.2.2 Comportamiento de los paquetes   .......................................................................................................... 98
6.3.2.3 Comportamiento de los frames   ............................................................................................................ 100
6.3.2.4 Comportamiento de los GOPs   .............................................................................................................. 101
6.3.3 Contraste aplicación vs. no aplicación   ........................................................................ 102
6.3.3.1 Retardo extremo a extremo   ................................................................................................................. 102
6.3.3.2 Comportamiento de los paquetes   ........................................................................................................ 103
6.3.3.3 Comportamiento de los frames   ............................................................................................................ 104
6.3.3.4 Comportamiento de los GOPs   .............................................................................................................. 105
6.4 ANÁLISIS DE DATOS EN REDES MOVIMIENTO   ................................................................................ 106
6.4.1 Escenario con aplicación   ............................................................................................. 107
6.4.1.1 Retardo extremo a extremo   ................................................................................................................. 107
6.4.1.2 Comportamiento de los paquetes   ........................................................................................................ 108
6.4.1.3 Comportamiento de los frames   ............................................................................................................ 108
6.4.1.4 Comportamiento de los GOPs   .............................................................................................................. 109
7. CONCLUSIONES Y LÍNEAS FUTURAS DE TRABAJO   ............................................................... 111
7.1 CONCLUSIONES   ....................................................................................................................... 111
7.2 LÍNEAS FUTURAS   ..................................................................................................................... 112
8. ANEXOS   ............................................................................................................................. 115
8.1 MANUAL USUARIO APLICACIÓN   ................................................................................................. 115
8.2 CÓDIGO DE LAS APLICACIONES PROGRAMADAS   ............................................................................. 116
Contenidos 
- 3 - 
 
9. REFERENCIAS Y BIBLIOGRAFÍA   ........................................................................................... 141
  
 Índices de Tablas y Figuras 
- 5 - 
 
 
 
 
 
Índices de Tablas y Figuras 
 
 
 
Tablas  
Tabla 2.1 Características de los cuadros según tipo   ................................................................... 16
Tabla 3.1 Protocolos encaminamiento: DSR vs AODV   ................................................................ 30
Tabla 4.1 Requerimientos básicos del sistema   ........................................................................... 34
Tabla 4.2 Fichero .params generado por Bonnmotion   ............................................................... 43
Tabla 5.1 Cálculo del intervalo RTCP   ........................................................................................... 53
Tabla 5.2 Cálculo del intervalo RTCP modificado   ........................................................................ 53
Tabla 5.3 Número de paquetes por frame   .................................................................................. 64
Tabla 5.4 Ficheros de salida   ........................................................................................................ 66
Tabla 6.1 Simulaciones de la primera etapa de experimentación   .............................................. 74
Tabla 6.2 Simulaciones de la tercera etapa de experimentación   ............................................... 75
Tabla 6.3 Simulaciones de la segunda etapa de experimentación   ............................................. 76
Tabla 6.4 Retardo medio en redes estáticas utilizando la aplicación adaptativa [ms]   ............... 81
Tabla 6.5 Incremento retardo medio [ms]   .................................................................................. 82
Tabla 6.6 Retardo según número de comunicaciones. Escenario 50 nodos en 1250m x 500m   . 86
Tabla 6.7 Porcentaje de paquetes perdidos por fuente.   ............................................................ 87
Tabla 6.8 Porcentaje de cuadros perdidos por fuente.   ............................................................... 91
Tabla 6.9 Porcentaje de cuadros emitidos en el origen   .............................................................. 93
Tabla 6.10 Tiempo de emisión en cada calidad   .......................................................................... 94
Tabla 6.11 Pérdidas (%) según tipo del cuadro   ........................................................................... 95
Tabla 6.12 Relación RTCP emitidos en destino   ......................................................................... 103
Tabla 6.13 Calidad media de GOP para red estática   ................................................................. 105
 
Figuras 
Figura 2.1 Esquema de recepción del vídeo   ................................................................................ 15
Figura 2.2 Ejemplo de dependencias de predicción entre frames (MPEG) [1]   ........................... 17
Figura 2.3 Estructura de encapsulado de una secuencia de vídeo   ............................................. 18
Figura 2.4 Estructura paquete RTP   .............................................................................................. 18
Figura 2.5 Estructura paquete RTCP tipo SR   ............................................................................... 20
Figura 3.1 Representación de una red ad-hoc   ............................................................................ 23
Figura 3.2 Campos del paquete RREQ   ......................................................................................... 28
Figura 3.3 Campos del paquete RREP   ......................................................................................... 29
Figura 4.1 Parámetros generales de la simulación   ..................................................................... 36
Figura 4.2 Características de los dispositivos   .............................................................................. 37
Figura 4.3 Pila de protocolos   ....................................................................................................... 37
Figura 4.4 Parámetros módulo Wphy   ......................................................................................... 38
Figura 4.5 Red 50 nodos en 1250m x 500 m   ............................................................................... 38
 Diseño e implementación de un servidor de vídeo adaptativo en simulador de redes Ad Hoc  
- 6 - 
 
Figura 4.6 Recorrido del nodo   ..................................................................................................... 39
Figura 4.7 Aplicaciones del nodo   ................................................................................................ 39
Figura 4.8 Información del dispatcher   ........................................................................................ 40
Figura 4.9 Herramientas de reproducción   .................................................................................. 40
Figura 4.10 Pantalla formato codificación de TMPGEnc 4.0 XPress   ........................................... 41
Figura 4.11 Pantalla de MPEG4 Parser   ........................................................................................ 42
Figura 5.1 Relación entre las aplicaciones utilizadas   .................................................................. 45
Figura 5.2 Esquema general de la aplicación   .............................................................................. 46
Figura 5.3 Diagrama de flujo de la elección de codificación   ....................................................... 47
Figura 5.4 Tipos de evaluación de la conexión (simple y con ciclo de histéresis)   ....................... 49
Figura 5.5 Gestión del ancho de banda RTCP   ............................................................................. 51
Figura 5.6 Variación ancho de banda RTCP lineal y escalonada   ................................................. 52
Figura 5.7 Ejemplo de un fichero de trazas   ................................................................................. 55
Figura 5.8 Contenido paquetes RTP   ............................................................................................ 56
Figura 5.9 Ejemplo del fichero payload_send   ............................................................................. 56
Figura 5.10 Ejemplo del fichero payload_received   ..................................................................... 57
Figura 5.11 Representación tipos de endianismo   ....................................................................... 57
Figura 5.12 Representación de siguiente paquete tras un frame I   ............................................. 59
Figura 5.13 Representación de paquete anterior tras un frame I   .............................................. 59
Figura 5.14 Instante de llamada y transmisión real   .................................................................... 60
Figura 5.15 Estados del canal   ...................................................................................................... 61
Figura 5.16 Diagrama de flujo de la gestión de paquetes RTP   .................................................... 62
Figura 5.17 Buffer en situación de reinicio número de secuencia   .............................................. 63
Figura 5.18 Diagrama de flujo de la gestión del buffer de recepción   ......................................... 65
Figura 5.19 Ejemplo del fichero LOST_sample   ............................................................................ 67
Figura 5.20 Ejemplo del fichero verificacio_snd   ......................................................................... 68
Figura 5.21  Ejemplo del fichero verificacio_recv   ....................................................................... 68
Figura 5.22 Ejemplo de fichero receiver   ..................................................................................... 69
Figura 5.23  Ejemplo de fichero receiver_resum   ........................................................................ 69
Figura 5.24 Ejemplo de fichero Delay_Frame   ............................................................................. 69
Figura 6.1 Conjunto de simulaciones realizadas   ......................................................................... 73
Figura 6.2 Simulaciones de la primera etapa de experimentación   ............................................. 75
Figura 6.3 Simulaciones de la tercera etapa de experimentación   .............................................. 76
Figura 6.4 Simulaciones de la segunda etapa de experimentación   ............................................ 77
Figura 6.5 Límites de las comunicaciones   ................................................................................... 79
Figura 6.6 Ejemplo de dependencias de predicción entre frames (MPEG) [1]   ........................... 80
Figura 6.7 Sistema básico de la aplicación   .................................................................................. 81
Figura 6.8 Evolución del retardo en función del tiempo (0 a 100 segundos)   ............................. 83
Figura 6.9 Evolución del retardo en función del tiempo (100 a 300 segundos)   ......................... 84
Figura 6.10 Evolución del retardo en función del tiempo (300 a 400 segundos)   ....................... 84
Figura 6.12 Retardo medio según número de comunicaciones  .................................................. 85
Figura 6.11 Ejemplo de retardo medio según escenario   ............................................................ 85
Figura 6.13 Escenario 50 nodos 1250mx500m - Realización 1   ................................................... 88
Figura 6.14 Porcentaje de paquetes perdidos en red de 50 nodos en 500m x 500m   ................ 88
Figura 6.15 Paquetes perdidos para 10 transmisiones simultáneas   ........................................... 89
Figura 6.16 Paquetes perdidos según comunicaciones activas   .................................................. 90
Figura 6.17 Cuadros perdidos en función del tiempo (6 y 10 transmisiones)   ............................ 91
Figura 6.18 Cuadros perdidos en red de 50 nodos en 500m x 500m   ......................................... 92
Figura 6.19 Pérdidas de cuadros en función de las transmisiones simultáneas   ......................... 92
Figura 6.20 Calidad de los cuadros emitidos en una red de 50 nodos en 1250m x 500m   .......... 94
Figura 6.21 Calidad de GOP en una red de 50 nodos en 500m x 500m   ...................................... 96
Figura 6.22 Sistema básico aplicación estándar   .......................................................................... 96
 Índices de Tablas y Figuras 
- 7 - 
 
Figura 6.23 Retardo medio en redes estáticas utilizando la aplicación estándar [ms]   ............... 97
Figura 6.24 Retardo en función del tiempo para red densa. Aplicación estándar   ...................... 97
Figura 6.25 Porcentaje de cuadros descartados. Red densa con 10 transmisiones   ................... 98
Figura 6.26 Porcentaje de paquetes perdidos en aplicación estándar   ....................................... 99
Figura 6.27 Porcentaje de paquetes perdidos según comunicaciones activas (a) 20 nodos - 
500mx500m (b) 50 nodos - 500mx500m   (c) 50 nodos - 1250mx500m   .................................. 100
Figura 6.28 Porcentaje de cuadros perdidos para vídeo de (a) alta calidad (b) baja calidad   ... 101
Figura 6.29 Porcentaje de cuadros perdidos para vídeo de (a) 20 nodos - 500mx500m (b) 50 
nodos - 500mx500m (c) 50 nodos - 1250mx500m   ................................................................... 101
Figura 6.30 Retardo medio según aplicación   ............................................................................ 102
Figura 6.31 Paquetes perdidos según aplicación   ...................................................................... 103
Figura 6.32 Paquetes perdidos medio según comunicaciones simultáneas   ............................. 104
Figura 6.33 Cuadros perdidos medios   ....................................................................................... 105
Figura 6.34 Calidad GOP según transmisiones en escenario 20 nodos – 500m x 500m   ........... 106
Figura 6.35 Esquema de la red con la aplicación adaptativa   .................................................... 107
Figura 6.36 Retardo medio en función velocidad   ..................................................................... 107
Figura 6.37 Valores medios de paquetes perdidos según velocidad   ........................................ 108
Figura 6.38 Porcentaje de cuadros perdidos para vídeo de (a) 20 nodos - 500mx500m (b) 50 
nodos - 500mx500m (c) 50 nodos - 1250mx500m   ................................................................... 109
Figura 6.39 Valores medios de la calidad GOP  en redes con movilidad   .................................. 110
  
  
Agradecimientos 
- 9 - 
 
 
 
 
 
 
Agradecimientos 
 
 
 
Al escribir estas palabras finaliza una larga etapa marcada por la falta de tiempo y muchas 
cosas a abarcar. Hace ya casi dos años que comencé este PFC, conjuntamente con un par de 
asignaturas, a la vez que trabajando como becaria, lo que posteriormente se transformó en un 
trabajo de ocho horas. La verdad es que ha sido difícil compaginarlo todo, y evidentemente 
detrás de todo esto ha habido mucha gente que, de una manera u otra,  me ha ayudado a que 
todo saliera adelante. Gracias a todos por esos momentos compartidos. 
En primer lugar, quiero agradecer la comprensión y paciencia de mi familia: mis padres, 
hermana y cuñado, que no solo han tenido que padecer los efectos de mi estrés, sino también 
animarme cuando me desesperaba. 
A mi novio David, por estar a mi lado desde el principio, por todo el apoyo y la comprensión, y 
por echarme un cable cuando hacía falta. ¡Esos días enteros de infiltrada en el C5 finalmente 
han dado sus frutos! Gràcies carinyo. 
También he de agradecer a Mónica, mi directora, y Guillermo, el doctorando con el que he 
trabajado, todos los conocimientos e ideas aportados para sacar adelante este trabajo. Con 
todos los problemas que nos hemos encontrado, finalmente ¡lo hemos conseguido! 
Y por supuesto a mis amigos de la universidad, en especial a Nuria, Anna, Marcial y Albert, con 
los que he compartido penurias y freakadas durante todos estos años, pero que también han 
sido un gran apoyo moral, ayudándome a comprender que no circulo tan a contracorriente. 
Finalmente, pero no por ello menos importante, muchas gracias a Jary y a la gente de SJDV, 
mis amigos de toda la vida, quienes tantas veces y con tanta facilidad, me han obligado a 
desconectar del trabajo y el PFC.  
 Cris 
 
 
  
  
Glosario de acrónimos 
 
- 11 - 
 
 
 
 
 
 
Glosario de acrónimos 
 
 
 
ADV – Adaptive Distance Vector  
AODV – Ad Hoc On-Demand Distance Vector 
API - Application Programming Interface 
BER – Bit Error Rate 
CBR – Constant Bit Rate 
CIF – Common Intermediate Format 
CNAME – Canonical Name 
CPU – Central Processor Unit 
CSMA/CA – Carrier Sense Multiple Access with Collission Avoidance 
CSRC – Content Source 
CTS – Clear To Send 
DSR – Dynamic Source Routing 
DSDV – Destination-Sequenced Distance Vectoring 
EWMA – Exponential Weighted Moving Average 
FEC – Forward Error Correction 
GOP – Group of Pictures 
GUI - Graphical User Interface 
IP – Internet Protocol 
MAC – Medium Access Control 
MANET – Mobile Ad Hoc Network 
mdat – Media Data 
MSDU – MAC Service Data Unit 
MTU – Maximum Transmission Unit 
MPEG – Moving Picture Experts Group 
NCTUns – National Chiao-Tung University network simulator 
NTP – Network Time Protocol 
QoS – Quality of Service 
RR – Receive Report 
 Diseño e implementación de un servidor de vídeo adaptativo en simulador de redes Ad Hoc  
- 12 - 
 
RERR – Route Error 
RREP – Route Reply  
RREQ – Route Request  
RTCP – Real-time Transport Control Protocol 
RTP – Real-time Transport Protocol 
RTS – Request To Send 
SDES – Source Description  
SDP – Session Description Protocol 
SELinux – Security-Enhanced Linux 
SR – Sender Report 
SSRC – Synchronization Source  
TTL – Time to Live  
UDP – User Datagram Protocol 
VOP – Vídeo Object Planes 
ZRP – Zone Routing Protocol 
 
  
Introducción y objetivos  
 
- 13 - 
 
 
 
 
 
 
1. Introducción y objetivos 
 
 
 
Durante muchas décadas, el vídeo ha sido un tipo de servicio utilizado tanto para fines 
divulgativos como para el entretenimiento. Inicialmente era capturado y transmitido de forma 
analógica, pero la llegada de los circuitos integrados y los ordenadores, condujo a la 
digitalización del vídeo, facilitando la revolución de las técnicas de compresión necesarias para 
la transmisión de datos [1]. 
Hoy en día, el ritmo de vida de las personas lleva a una necesidad de trabajar y comunicarse 
sin depender de una infraestructura de comunicaciones fija, ya que todo individuo quiere estar 
informado y comunicado, independientemente del momento y de su ubicación, lo que implica 
que los dispositivos terminales deben ser polivalentes y multifuncionales. De esta manera, en 
plena sociedad de la información, crece el interés por los sistemas de comunicación 
descentralizados, pues así lo demuestra el crecimiento del número de terminales inalámbricos 
y portátiles. Por ello, en los últimos años se han dedicado gran cantidad de recursos al estudio 
de las redes ad-hoc, y en especial a su versión móvil, las MANET (Mobile Ad Hoc Networks) [2] 
que aún se hallan en proceso de desarrollo e investigación. 
Paralelamente, la mejora constante en las prestaciones de los dispositivos empleados, ha 
permitido el desarrollo de aplicaciones con mayores requisitos de ancho de banda y 
restricciones en el retardo y las  pérdidas, como por ejemplo videoconferencia, descargas de 
ficheros de vídeo y por supuesto video-streaming. No obstante, los sistemas utilizados 
habitualmente para la transmisión de estos servicios, como por ejemplo Internet o las redes 
ad-hoc, no ofrecen actualmente ningún tipo de calidad de servicio, por lo que el diseño de 
mecanismos y protocolos específicos son objeto de numerosas áreas de investigación con 
objetivo de desarrollar plataformas capaces de ofrecer dichos servicios multimedias con cierto 
nivel de calidad de servicio. 
En resumen, la necesidad de estar informados en todo momento y la llegada de redes 
inalámbricas de ancho de banda elevado, requiere que los servicios multimedia, como por 
ejemplo el video-streaming, dispongan de soluciones que permitan su transmisión en tiempo 
real sobre entornos inalámbricos, soportando a su vez la movilidad del usuario.  
El objetivo de este proyecto final de carrera es evaluar las prestaciones de un servicio de 
video-streaming adaptativo. El algoritmo de adaptación deberá tener en cuenta las diferentes 
condiciones de operación de las redes IP en entornos de red altamente dinámicos, como las 
MANET. Es decir, deberá considerar la variabilidad del ancho de banda, de las pérdidas y del 
jitter. La aplicación ha sido desarrollada para transmitir una secuencia vídeo, utilizando los 
protocolos RTP (Real Time Protocol) y RTCP (Real Time Control Protocol) [3] sobre UDP como 
protocolos de transporte para la transmisión de flujos de vídeo sobre redes móviles ad-hoc 
(MANET). 
En primer lugar, con este estudio se pretende conocer si la utilización, en redes estáticas, de 
una aplicación adaptativa como la propuesta, permite al usuario obtener una mejor calidad 
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con respecto a la experimentaría utilizando una aplicación “convencional”. Con este fin se 
analizarán diversas métricas objetivas, como por ejemplo el retardo extremo a extremo, las 
pérdidas  de cuadros de vídeo y paquetes, y finalmente la calidad global del vídeo en función 
del tipo de cuadro obtenido por el receptor. En segundo lugar, se evaluará el comportamiento 
de la aplicación diseñada en escenarios MANET con diversos grados de movilidad. 
Para la realización de este proyecto, se emplearán herramientas de evaluación comúnmente 
utilizadas en la investigación de redes móviles, como son el simulador de redes NCTUns [4] y el 
generador de patrones de movilidad Bonnmotion [5].  
Esta memoria consta de nueve capítulos estructurados de la siguiente manera: Los dos 
primeros capítulos definen los conceptos teóricos básicos para comprender los principales 
aspectos en que se enmarca este trabajo. Así pues, en el capítulo 2 se describen las 
características del video-streaming, donde se incluye información sobre la compresión de 
vídeo y los protocolos de sesión utilizados, y en el capítulo 3, se describen rasgos 
característicos de las redes MANETs, así como el protocolo de encaminamiento AODV (Ad Hoc 
On Demand Distance Vector) [6]. 
Los dos capítulos posteriores detallan las herramientas empleadas para la generación de los 
resultados, así como información de cómo utilizarlas. En el capítulo 4 se muestran los 
programas diseñados para realizar las funciones de fuentes externas de vídeo, mientras que en 
el capítulo 5, se describen detalladamente las aplicaciones que diseñadas a lo largo de este 
proyecto.  
En el capítulo 6 se presentan las condiciones de los escenarios estudiados, así como un análisis 
exhaustivo de los resultados de las simulaciones llevadas a cabo. Finalmente, en el capítulo 7 
se reflejan las conclusiones extraídas y se proponen algunas líneas de trabajo futuro que 
permitirían proseguir el estudio desarrollado en este proyecto. 
 
 
 
  
Video-streaming  
 
- 15 - 
 
 
 
 
 
 
2. Video-streaming 
 
 
 
Video-streaming es un método de transmisión de vídeo sobre una red que permite al usuario 
visualizar el vídeo en tiempo real sin necesidad de almacenar el archivo en su totalidad, sino 
que se muestran fragmentos del contenido a medida que éste es recibido y decodificado. 
Debido a la naturaleza instantánea del video-streaming, se requieren ciertas características 
mínimas de ancho de banda, retardo y pérdidas. Sin embargo, los sistemas habitualmente 
utilizados para su transmisión, como por ejemplo internet o las redes ad-hoc, no ofrecen 
ningún tipo de calidad de servicio, por lo que el diseño de mecanismos y protocolos específicos 
son objeto de múltiples áreas de investigación. 
2.1 Características de video-streaming 
El servicio video-streaming consiste en la transmisión de vídeo para su reproducción en tiempo 
real. Este flujo de vídeo, es recibido de forma continuada por el usuario final, mientras es 
entregado por el proveedor del vídeo. Esto comporta una ventaja respecto a estilo tradicional, 
puesto que la descarga de archivo completo genera tiempos de transferencia muy elevados, 
debido al gran tamaño de estos ficheros. Así, el usuario puede reproducir el vídeo a medida 
que lo va recibiendo, sin necesidad de esperar a recibirlo completamente. 
Este tipo de sistemas toleran un cierto nivel de pérdidas. Este fenómeno se traduce como 
cortes, por lo que si no se producen en ráfagas de larga duración o la pérdida de varios cuadros 
de tipo I (véase sección 2.2.1), el efecto puede pasar inadvertido. De esta manera, si las 
pérdidas son infrecuentes, el usuario final solo percibe pequeñas indisponibilidades que no 
alteran su impresión general. 
Sin embargo, este tipo de datos tienen limitaciones temporales significativas, o lo que es lo 
mismo, son muy extremadamente sensibles al retardo, por lo que si los datos no llegan a 
tiempo el proceso de visualización se pausará, o bien el vídeo y el audio no se reproducirán 
síncronamente, provocando molestias para el receptor por la falta continuidad de flujo de 
vídeo. 
Con el fin de evitar esta situación se introduce un buffer, tal y como se puede observar en la 
Figura 2.1, con el que almacenar una cantidad de paquetes a la espera de completar los 
cuadros pendientes de visualizar.  
 
Figura 2.1 Esquema de recepción del vídeo 
Buffer recepción
video disponible
Tasa constante
de emisión
Velocidad de 
llegada variable
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No obstante, existe otro problema relativo al retardo que no queda solucionado, se trata del 
jitter o variación del retardo. Siguiendo este modelo, cuando la variación del jitter supera la 
capacidad del buffer, el vídeo se detendrá. Además, si la velocidad de transmisión o de la red 
es mayor que la tasa de reproducción del vídeo, requerirá mayor tamaño de buffer, dado que 
necesita que el vídeo esté disponible con antelación, aunque a cambio se disminuye la 
importancia del jitter. 
Con el objetivo de mitigar los efectos del retardo y las pérdidas, muchos programas emplean 
técnicas a nivel aplicación, así como algoritmo de codificación resistentes ante las pérdidas. Así 
pues, la aplicación que se presenta en este proyecto no es sino, otra implementación de este 
concepto. 
2.2 Compresión de vídeo 
Las técnicas de compresión de ficheros de vídeo actuales se basan en aprovechar las 
similitudes que se dan entre los frames de una secuencia. La redundancia temporal y/o 
espacial que existe entre cuadros consecutivos, son debidos a que suelen contener los mismos 
objetos aunque posiblemente desplazados. Otro de los propósitos de la compresión es la 
reducción de datos intrascendentes en la señal de vídeo, es decir, se pretende codificar solo 
aquellas características del vídeo que son visualmente importantes y de esta manera, no 
malgastar bits en información que es irrelevante. [1] 
2.2.1 Tipos de cuadros y dependencias 
Una secuencia de vídeo consiste en un conjunto de cuadros o imágenes, que pueden ser  
codificados como imágenes independientes. No obstante, dado que los cuadros próximos 
habitualmente son muy similares, se puede alcanzar una mayor compresión codificando solo 
las diferencias respecto un frame anterior y prediciendo en el receptor la totalidad del cuadro. 
Un factor importante para que la predicción sea acertada, se halla en la correcta estimación 
del movimiento. 
Tabla 2.1 Características de los cuadros según tipo 
Tipo de cuadro Cuadro I Cuadro P Cuadro B 
Ratio de compresión Baja Buena  Excelente 
Cantidad información Mucha  Poca Mínima 
Cantidad cuadros Uno por GOP Según codificación. 
Suele haber varios. 
Según codificación. 
Suele haber muchos. 
Consecuencia de 
pérdida del cuadro 
No se podrá decodificar 
ningún cuadro de todo 
ese GOP 
No se podrá decodificar 
los cuadros restantes 
del GOP 
Sin repercusiones en 
otros cuadros 
 
Los cuadros se pueden clasificar en tres categorías diferentes: cuadros de tipo I (Intra-coded 
frame), donde los cuadros son codificados de forma independiente del resto, cuadros de tipo P 
(predictively coded frame), donde el cuadro es codificado en función al cuadro anterior y los 
cuadros de tipo B (bi-directionally predicted frame), en cuyo caso el cuadro es codificado 
usando el cuadro posterior y anterior. En la Tabla 2.1 se presentan características de los 
diferentes cuadros según el tipo al que pertenecen. 
Estos tres grupos de cuadros se combinan para formar un GOP (Group of Pictures), 
normalmente con entre 4 y 20 frames cada uno. Esta ordenación de los cuadros de diferentes 
tipos conforma un patrón, el cuál es repetido cada GOP. 
La relación entre los diferentes tipos de cuadros se muestra en la Figura 2.2 para el formato 
MPEG (Moving Picture Expert Group), que es el estándar empleado en las simulaciones de este 
proyecto, con la diferencia de que se utilizarán 16 cuadros por GOP en lugar de los 9 
representados. 
Video-streaming  
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Figura 2.2 Ejemplo de dependencias de predicción entre frames (MPEG) [1] 
Este tipo de codificación almacena los cambios de la imagen, no la imagen en sí (a excepción 
del cuadro de tipo I), con el objetivo de ahorrar espacio y con ello, ancho de banda en su 
transmisión. Sin embargo, esto provoca una fuerte dependencia entre los distintos cuadros, 
que en el caso de una secuencia cerrada de 16 cuadros (IBBPBBPBBPBBPBBP) se limitan a un 
único GOP. 
Es importante la correcta elección en las dependencias de predicción entre cuadros, ya que 
puede tener un efecto significativo en el comportamiento de video-streaming, dado que la 
eficiencia y resistencia a errores puede variar en función de la codificación utilizada. 
2.2.2 Formato MPEG-4 
MPEG-4, formalmente denominado ISO/IEC 14496, es un estándar desarrollado por el grupo 
MPEG para la representación y entrega de información multimedia sobre gran variedad de 
protocolos de transporte. Esto incluye gestión interactiva de secuencias de vídeo, 
representación de audio y vídeo, así como funcionalidades de sistema tales como 
multiplexación, sincronización y en un marco de descriptores orientados a objetos [7]. 
Debido a la gran cantidad de características que conforman el estándar MPEG-4, no todas ellas 
están disponibles en todas las implementaciones. Así pues, con el objetivo de gestionar la 
diversificación, el estándar incluye el concepto de perfil (profile) y nivel, lo que permite definir 
conjuntos específicos de capacidades que pueden ser implementados para cumplir con 
objetivos particulares. 
Un fichero MP4 se compone de estructuras contenedoras, también llamados estructuras 
atómicas o simplemente átomos, y pueden contener otros átomos de nivel inferior. Estos 
contenedores pueden ser de “datos” o bien de “metadatos”, es decir, con información relativa 
a los propios datos, como por ejemplo el tipo de datos que contiene un contenedor específico.  
Los átomos están formados por una cabecera de 8 bytes donde se indica la longitud (incluida la 
cabecera) del contenedor y el tipo de átomo del que se trata.  
Estructura mdat para vídeo 
Los datos multimedia son almacenados en el átomo de nivel superior de tipo mdat (media 
data). Estos datos pueden ser de cualquier tipo: texto, audio, voz, imágenes sintéticas, etc. En 
este proyecto se utilizarán cuadros de vídeo codificado.  
Cada cuadro contiene un identificador de 4 bytes de inicio de cuadro, cuyo valor es x00 00 01 
B6, y los dos siguientes bits indican el tipo de cuadro VOP (Vídeo Object Planes) del que se 
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trata, este valor será 00 para los de tipo I, 01 para los P y 02 en los B. En la Figura 2.3 se 
muestra de forma gráfica los conceptos anteriormente definidos. 
 
Figura 2.3 Estructura de encapsulado de una secuencia de vídeo 
2.3 RTP/RTCP 
Real Time Protocol y Real Time Control Protocol [3] son dos protocolos de nivel sesión y 
complementarios que transportan flujos de datos en tiempo real sobre redes unicast o 
multicast, como por ejemplo sistemas de streaming, videoconferencia o VoIP.  
Dada la naturaleza instantánea de los datos, la retransmisión de los paquetes emitidos 
supondría que el receptor los descartara, por llegar fuera de tiempo. Por esta razón, el 
protocolo de transporte utilizado es UDP (User Datagram Protocol). 
Una sesión RTP utiliza dos puertos consecutivos. En el primero, habitualmente el puerto par, 
se transmiten los paquetes RTP, es decir, los datos a transmitir encapsulados en paquetes RTP. 
Mientras que el segundo contiene los paquetes RTCP, que son los que proporcionan de un 
mecanismo de realimentación para informar sobre la calidad en la distribución de los datos. 
No obstante, si lo que se quiere emitir es audio y vídeo, cada flujo se emitirá por una sesión 
RTP distinta, por lo que se requerirán 4 puertos UDP. De esta manera, cada participante puede 
escoger el tipo de datos que quiere recibir (solo audio, solo vídeo o ambos). 
2.3.1 Paquetes RTP 
Una sesión RTP consiste en la agrupación de un conjunto de participantes que se comunican 
mediante paquetes de tipo RTP. Para cada participante, la sesión utiliza un socket concreto 
(dirección de transporte y dos puertos), de forma que un nodo puede ser miembro de 
múltiples sesiones RTP. 
 
Figura 2.4 Estructura paquete RTP 
PAYLOAD
V P X CC M PT Número de secuencia
Timestamp
Identificador SSRC
Lista CSRC (tantos como fuentes)
Video-streaming  
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En la Figura 2.4 se muestra la forma del paquete RTP, cuyos campos de cabecera se definen a 
continuación: 
Versión – V (2bits): Versión de RTP, habitualmente 2. 
Padding – P (1 bit): Indica si hay bits de relleno en el payload. En este caso, el último byte del 
paquete contiene el número de bytes que deben ser ignorados. Este relleno o padding es útil 
para algoritmos de encriptación. 
Extensión – X (1 bit): Cuando está activo señala que existe una extensión de la cabecera, a 
continuación de los campos básicos.  
Contador de CSRC – CC (4 bits): Contiene la cantidad de CSRC o Content Source que se 
introducirán en el campo posterior “lista de CSRC” de la misma cabecera. 
Marker – M (1 bit): Este campo ayuda a distinguir los paquetes RTP dentro de un flujo 
concreto. La interpretación de estas marcas queda definida por el perfil, o bien, la propia 
aplicación. 
Tipo de payload – PT (7 bits): Identifica el formato del payload y determina su interpretación a  
nivel aplicación. 
Número de secuencia (16 bits): Se trata de un contador de valor inicial aleatorio, que se 
incrementa en una unidad por cada paquete enviado. Este valor es utilizado para detectar 
pérdidas de paquetes RTP o recuperar el orden de emisión de los mismos. 
Timestamp (32 bits): Este campo contiene el instante de muestreo del primer byte del paquete 
RTP, de forma que se pueda sincronizar varios flujos de datos. También sirve para calcular el 
jitter o varianza del retardo entre diversos paquetes. El valor inicial de este campo es aleatorio, 
pero no varía en paquetes que han sido generados simultáneamente, es decir, los paquetes de 
un mismo cuadro tienen el mismo valor de timestamp. Hay que tener en cuenta que la 
frecuencia de este reloj depende del formato de los datos del payload, y está definido en el 
perfil utilizado. 
Identificador SSRC (32 bits): Synchronization Source (SSRC) es el identificador de la fuente 
emisora, cuyo valor es un número aleatorio y único dentro de una misma sesión RTP. 
Lista de CSRC (32 bits por fuente): Identifica las fuentes que contribuyen en el payload 
contenido en este paquete. Estas fuentes son introducidas por los mezcladores cuando, por 
ejemplo, se emiten datos de audio de varios participantes que son mezclados en un mismo 
paquete.  
2.3.2 Paquetes RTCP 
Este protocolo permite la monitorización de la entrega de los datos de una forma escalable 
para redes multicast de gran tamaño, dado que suele utilizar como máximo un 5% del ancho 
de banda de la sesión RTP. Además, se caracteriza por proveer de funciones de identificación, 
así como de un control mínimo los flujos RTP, mediante la transmisión periódica de paquetes 
RTCP a todos los participantes de la sesión. 
Existen cinco tipos de paquetes RTCP: 
 SR Informe de emisor
 
: Contiene estadísticas de transmisión y recepción que provienen 
de participantes que son emisores activos. 
RR Informe del receptor
 
: Contiene estadísticas de participantes que pertenecen a la 
sesión pero no envian datos. 
SDES Descripción de la fuente
 
: Contiene información propia de la fuente, incluidos el 
CNAME o nombre canónico. 
BYE Mensaje de finalización: Indica el fin de la intervención en la sesión RTP. 
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 APP Mensaje de aplicación
Los paquetes de tipo SR y RR, son los que contienen información de los flujos de datos, y son 
los que se han utilizado en la aplicación diseñada en este proyecto, por lo que se explicarán 
con mayor detalle.  
: Contiene información con funciones especificas de una 
determinada aplicación. 
En la Figura 2.5 se ha representado un informe de emisor o SR. este tipo de paquete RTCP se 
diferencian tres secciones, la cabecera,  información de la fuente que lo emite y tantos bloques 
como fuentes escuchadas por el emisor del paquete. Así pues, un RR simplemente es un SR  sin 
la información propia de la fuente emisora, ya que ésta no emite un flujo RTP. 
 
Figura 2.5 Estructura paquete RTCP tipo SR 
A continuación, se define el significado de los nuevos campos, respecto el paquete RTP, 
mostrados en la Figura 2.5. 
Contador de Informes – RC (5 bits): Contiene el número de bloques o RR contenidos en este 
paquete. Este valor puede ser nulo. 
Tipo de paquete – PT (8 bit): Indica de qué tipo de paquete RTCP se trata, según la tabla 
siguiente: 
PT Tipo de RTCP 
200 SR  
201 RR 
202 SDES 
203 BYE 
204 APP 
 
SSRC del emisor
NTP timestamp (bits más significativos)
NTP timestamp (bits menos significativos)
V P RC PT Longitud
RTP timestamp
Contador de paquetes del emisor
Contador de octetos del emisor
SSRC 1
Fraction lost
Mayor número de secuencia recibido
Jitter
Timestamp del último SR
Retardo del último SR
Total paquetes perdidos
Cabecera
Información
del emisor
Bloque 1
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Longitud  (16 bits): Contiene la longitud del paquete RTCP incluyendo la cabecera del propio 
paquete y los bits de relleno. 
NTP timestamp (64 bits): Indica la marca de tiempo NTP concreta de la emisión del paquete. 
Esta información se utiliza en los nodos receptores para medir el retardo de propagación. 
RTP timestamp (32 bits): Indica la marca de tiempo, respecto la referencia RTP. Se utiliza para 
sincronizar los flujos RTP y RTCP. 
Contador de paquetes / octetos del emisor (32 bits cada uno): Contienen el número de 
paquetes / bytes transmitidos por el emisor desde el inicio de la sesión. No obstante, se debe 
tener en cuenta que si el emisor cambia su SSRC, este contador se reinicia. 
Fraction lost (8 bits): Contiene la tasa de pérdida de paquetes RTP desde el último SR o RR 
emitido. Este campo queda definido por la parte entera del siguiente cálculo: 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓 = 𝑝𝑝𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑓𝑓𝑝𝑝𝑙𝑙 𝑝𝑝𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑙𝑙/(256 ∗ 𝑝𝑝𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑓𝑓𝑝𝑝𝑙𝑙 𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓𝑙𝑙) 
Total paquetes perdidos (24 bits): Indica el número de paquetes RTP perdidos desde el inicio 
de la conexión. 
Mayor número de secuencia recibido (32 bits): Los 16 bits menos significativos indican el 
número de secuencia recibido más alto en un paquete RTP, mientras que los 16 restantes 
contienen una extensión que varia con cada fuente. 
Jitter (32 bits): Contiene la estimación de la varianza del tiempo entre llegadas de paquetes 
RTP, medido en las unidades de tiempo del timestamp. Se calcula según la siguiente operación:  
𝐽𝐽 = 𝐽𝐽′ + (|𝐷𝐷| − 𝐽𝐽′)/16  con 𝐷𝐷(𝑓𝑓, 𝑗𝑗) = �𝑅𝑅𝑗𝑗 − 𝑆𝑆𝑗𝑗 � − (𝑅𝑅𝑓𝑓 − 𝑆𝑆𝑓𝑓) 
Donde 𝐽𝐽′ es el jitter anterior, 𝑅𝑅 es el momento de llegada del paquete y 𝑆𝑆 el instante de 
generación del paquete. 
Timestamp del último SR (32 bits): Contiene los 32 bits centrales del NTP timestamp del 
último SR emitido por la fuente de este bloque. 
Retardo del último SR (32 bits): Contiene el retardo entre el último SR enviado por la fuente 
analizada y este bloque. Está expresado en unidades de 1/65536 segundos. 
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3. Redes MANET (Mobile Ad Hoc 
Network) 
 
 
 
Una red móvil ad-hoc (MANET, Mobile Ad-Hoc Network) consiste en un conjunto de nodos 
móviles que pueden conectarse espontáneamente entre sí mediante enlaces inalámbricos, sin 
la necesidad de utilizar una infraestructura de red subyacente. 
Debido a que una red MANET está formada por terminales móviles, este tipo de red ostenta 
una movilidad y flexibilidad mayor que las redes fijas. Además, se minimiza la gestión de la 
propia red al configurarse autónomamente sus nodos, sin necesidad de un elemento 
centralizador. No obstante, las redes MANET deben adaptarse en cada instante de tiempo al 
tráfico de los nodos de red móviles, así como a las condiciones de propagación y a los patrones 
de movilidad.  
En la Figura 3.1 se presenta un ejemplo de una red MANET, así como una muestra de la 
variedad de dispositivos de diferentes características que la pueden formar. 
 
 
 
Figura 3.1 Representación de una red ad-hoc 
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3.1 Principales características y limitaciones 
Las MANET comparten muchas de las características de las redes Ad Hoc, debido a que se trata 
de un subtipo de éstas. En esta sección se exponen los aspectos más significativos de las redes 
MANET. 
Topología dinámica 
Debido a la libertad de movimiento de los terminales, los nodos pueden asociarse y 
desasociarse de la red de forma espontánea. No obstante, al tratarse de un sistema autónomo, 
los elementos son capaces de reorganizarse. Es por este motivo, que la topología puede 
cambiar de forma rápida y arbitraria a lo largo del tiempo. 
Esta naturaleza dinámica de las redes MANET provoca que los protocolos de enrutamiento 
utilizados en redes cableadas no sean válidos ni eficientes y sea necesaria la utilización de 
nuevos protocolos más adecuados a las características particulares de estas redes.  
Enlaces de capacidad variable y ancho de banda limitado 
Los enlaces inalámbricos entre los nodos de una red ad-hoc tienen un ancho de banda limitado 
y son propensos a errores de transmisión, provocados por unos niveles de ruido, atenuación e 
interferencia superiores al de las infraestructuras fijas. Se debe añadir también que las rutas 
disponibles pueden variar constantemente.  
Estos dos factores favorecen que las rutas y vecindades se modifiquen de forma repentina y 
con ello el retardo y/o validez presente en los enlaces, que altera el retardo final de la 
comunicación y el ancho de banda disponible para la misma.  
Consumo de energía 
La eficiencia energética es un aspecto sumamente importante en la redes MANET, puesto que 
todos los terminales utilizan algún tipo de batería como alimentación. Dichas baterías tienen 
capacidades limitadas, por lo que son un recurso escaso a tener en cuenta. 
Este aspecto comporta que la implementación física sea distinta a la de los terminales fijos. Los 
dispositivos de estas redes son habitualmente ligeros y portables para facilitar su movilidad, y 
suelen tener opciones de períodos de inactividad o letargo, con el objetivo de una mayor 
conservación de la energía.  
La reducción en el consumo energético afecta al rendimiento de la comunicación, ya que 
puede limitar la capacidad de procesado, almacenamiento, las potencias de transmisión y 
recepción e incluso influir en el diseño de los protocolos de comunicación. 
Terminales autónomos 
Los nodos actúan por naturaleza como dispositivos finales, es decir, son emisores o receptores 
de información. Sin embargo, en redes de este tipo se requiere que actúen también como 
encaminadores de paquetes para otros nodos, por lo que deberán ejercer ambas tareas de 
forma simultánea. Esta doble función convierte a cada terminal en un elemento autónomo. 
Debido a que un nodo desempeña funciones de encaminamiento, el dispositivo deberá realizar 
ciertas tareas de mantenimiento, es decir, deberá ejecutar los algoritmos de enrutamiento con 
la información de que disponga y actualizar convenientemente las tablas de rutas. 
Funcionamiento distribuido 
Una red ad-hoc no opera basado en una centralización y conectividad organizada, si no que la 
gestión y control de la red se reportan a todos los elementos que la forman. Por esta razón es 
importante que cada nodo sea autónomo, de forma que sepa administrar toda la información 
de que puede disponer.  
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Seguridad física limitada 
El carácter descentralizado de este tipo de red, generan una robustez contra ataques que 
actúan sobre un único punto. Sin embargo, una red inalámbrica ad-hoc presenta inherentes 
vulnerabilidades, especialmente frente a ataques de tipo “eavesdropping”, “spoofing” y 
“denial-of-service”.  
Las medidas que se suelen tomar para resolver este tipo de problemas, consiste en la 
utilización de técnicas criptográficas. Esta solución, no obstante, podría ocasionar 
repercusiones negativas en redes MANET, dado la limitación de recursos de sus terminales. 
3.2 Aplicaciones 
Las redes MANET permiten tener una gran flexibilidad y se establecen de forma rápida, por lo 
que son muy atractivas en multitud de escenarios. A continuación se han agrupado los 
escenarios en diferentes categorías donde este tipo de redes son más utilizados. 
Aplicaciones militares  
Las redes MANET tienen sus orígenes en el sector militar. Se desarrollaron como una forma 
flexible de establecer comunicaciones en escenarios sin ningún tipo de infraestructura, o 
donde únicamente existe infraestructura enemiga. 
Servicios de emergencia 
Estos escenarios contemplan operaciones de emergencia, rescate y salvamento que tengan 
lugar en zonas que no disponen de infraestructura o ésta no se halle operativa. También se 
engloban en esta categoría los desastres naturales, puesto que no es posible asegurar el 
funcionamiento de la red fija propia del lugar.  
Zonas de difícil acceso 
Estas aplicaciones se realizan en lugares donde no es posible o no resulta rentable instalar una 
red cableada, como por ejemplo la comunicación de transportes marítimos. 
Redes comunitarias 
Este tipo de escenarios tienen como objetivo crear redes multimedia de forma esporádica 
entre puntos de acceso correspondiente a subredes diferentes. Dentro de esta categoría se 
hallarían la comunidades de vecinos o redes en lugares públicos como aeropuertos, estadios… 
Redes de sensores 
Este tipo de redes se dedican a la monitorización de sucesos que no se dan en puntos 
concretos.  Actualmente están en auge y existen infinidad de aplicaciones emergentes.  
Los más destacados se encuentran en la domótica, el campo de la medicina y el uso de 
nanosensores y en el sector industrial. 
Redes de comunicación vehicular  
Las redes VANET (Vehicular Ad Hoc Network) estudian los escenarios relacionados con 
vehículos en carretera. Esta comunicación se puede producir tanto vehículo a vehículo (V2V), 
como con la infraestructura (I2V y V2I). 
Existen multitud de aplicaciones en este campo, desde la interacción con sensores y 
actuadores hasta la programación de servicios para el usuario. 
3.3 Protocolos de encaminamiento 
Dado que una red ad-hoc móvil es inherentemente dinámica, no existe un único método de 
encaminamiento válido, si no que dependiendo del escenario concreto en el que se trabaje 
existe una estrategia mejor.  
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En el momento de escoger el protocolo de encaminamiento más adecuado, se deberá tomar 
en consideración: los patrones de movilidad de los nodos, las características de los dispositivos 
y el tipo de tráfico que se transmite. 
La mayoría de protocolos de encaminamiento empleados en redes cableadas no son aptos 
para MANETs, puesto que están basadas en actualizaciones periódicas de las rutas y crean un 
gran overhead, llegando a causar una lenta adaptación a los cambios topológicos. Así pues, 
estos protocolos deberían seguir los siguientes criterios para reducir los efectos de las algunas 
de las limitaciones en una red ad-hoc. 
Modo de operación distribuido 
El protocolo de encaminamiento debe trabajar correctamente bajo un modo operativo 
distribuido. Se trata de una cualidad esencial para este tipo de redes, dada su naturaleza 
descentralizada. 
Modo operación inactivo 
Con el objetivo de la conservación de energía, los dispositivos deben ser capaces de 
permanecer inactivos en cualquier instante, es decir, alcanzar un estado en el que no haya 
transferencia de información.  
Señalización mínima 
El ancho de banda es limitado, por lo que el overhead generado debe reducirse al máximo. 
Esta  disminución de los mensajes de control ayuda además a reducir el consumo de las 
baterías y mejora la eficiencia de las comunicaciones.  
Tiempo de procesado mínimo 
Los algoritmos empleados deberían ser relativamente simples, puesto que la complejidad 
añadida aumenta el tiempo de proceso, así como la utilización de los recursos de los 
terminales.  
Libre de bucles 
Debe evitarse que los paquetes circulen en la red de forma permanente, puesto que 
únicamente incrementaría los niveles de congestión de la red. Por esta razón, se suele definir 
un tiempo de vida o bien un número de saltos tras el cual es paquete se elimina. 
Gestión eficiente de la movilidad 
La topología de las redes MANETs es cambiante, dad la movilidad de sus nodos, por lo que las 
sesiones sufren frecuentemente caídas de enlaces y por tanto de rutas. Así pues, estos 
protocolos deberían converger de forma rápida a las rutas óptimas tras un cambio topológico.  
Interacción con la capa MAC 
Dado que los enlaces inalámbricos tienen una probabilidad mayor de error, fluctuaciones de 
capacidad e incluso de colisiones, los protocolos deben interaccionar con la capa MAC, con el 
fin de encontrar rutas alternativas en enlaces de calidad mayor y con una congestión menor.  
3.3.1 Clasificación 
En los protocolos de encaminamiento unicast pueden diferenciarse tres grandes grupos: 
proactivos, reactivos e híbridos.  
Proactivos 
En este tipo de protocolos cada nodo contiene la información de encaminamiento hacia el 
resto de dispositivos existentes en la red, independientemente de si los nodos se hayan activos 
o no. Estos datos se suelen almacenar en forma de tablas de rutas que se actualizan 
periódicamente o al detectar un cambio de topología. 
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Al existir un flujo de datos adicional entre nodos para mantener las tablas de rutas 
actualizadas, se genera un incremento de tráfico que provoca inconvenientes en las redes 
congestionadas. Como contrapartida, el retardo de los paquetes es muy reducido ya que las 
rutas están siempre actualizadas y válidas. 
El tipo de información que se almacena, así como el número de tablas y el procedimiento de 
actualización, suponen la diferencia entre los diversos protocolos de esta clase. Los más 
representativos son: DSDV (Destination-Sequenced Distance Vector) [8] y ADV (Adaptive 
Distance Vector) [9]. 
Reactivos 
Los protocolos que se hallan bajo esta categoría, están diseñados específicamente para reducir 
la carga de señalización debido a que solo mantienen actualizada la información de las rutas 
activa. Esto quiere decir que solo almacenan las rutas de aquellos nodos que requieren enviar 
información a un destino concreto. 
Esta política de actuación, evita que los nodos actualicen cualquier ruta, de forma que se 
reduce la información de broadcast, a costa de incrementar el retardo, puesto que inicia el 
proceso de búsqueda de una ruta válida, o también llamado proceso de “descubrimiento de 
ruta”. 
El descubrimiento ocurre por inundación del paquete de petición de la ruta en la red. Cuando 
esta petición llega al destino, se envía al origen la respuesta utilizando la misma ruta en 
sentido inverso. 
Dependiendo de las características del proceso de encaminamiento, los protocolos se puede 
subdividir en: 
 
Cada paquete contiene la dirección completa de todas las direcciones que ha de 
atravesar desde el origen al destino. Los nodos intermedios no necesitan mantener 
actualizada su tabla de rutas, puesto que solo reenvían los paquetes según la 
información de la cabecera. 
Encaminamiento desde el Origen 
Este tipo de protocolos no son escalables por varias razones: Un número de nodos 
elevado, comporta una cabecera excesiva en cada paquete, puesto que el número de 
direcciones también aumenta. Por otro lado, dado que los nodos intermedios no están 
actualizados, la probabilidad de caída del enlace es alta.  
El protocolo más conocido y extendido que utiliza encaminamiento en el origen es DSR 
(Dynamic Source Routing) [10]. 
 
En este caso cada paquete solo contiene dos direcciones: la del destino y la del 
siguiente salto, con lo que se reduce considerablemente la cabecera de los paquetes, 
especialmente si éste ha de atravesar gran número de nodos. De esta forma, cada 
nodo intermedio debe usar su propia tabla de rutas para encaminar el paquete hacia 
su destino. 
Encaminamiento punto a punto (o salto a salto) 
Esta estrategia hace que las rutas puedan adaptarse mejor a los cambios topológicos, 
ya que cada nodo debe actualizar su tabla de encaminamiento sólo cuando quiere 
enviar un paquete. 
La desventaja se halla en que el nodo intermedio debe almacenar y mantener  
actualizada la información de encaminamiento para cada ruta activa que lo atraviese. 
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Nº secuencia 
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En este grupo el protocolo más significativo es AODV (Ad hoc On-Demand Distance 
Vector) [11]. 
Híbridos 
En este tipo de protocolos se combinan ambas filosofías. En el ámbito local se aplican 
conceptos proactivos, mientras que en un nivel global se utiliza sigue una línea reactivos. 
Los protocolos de este grupo dividen la red en zonas, de forma que dentro de ellas tienen un 
comportamiento proactivo, con lo que mantienen todas las rutas actualizadas, mientras que 
entre diversas zonas utilizan la estrategia de descubrimiento. 
Los híbridos más representativos son ZRP (Zone Routing Protocol) [2]. 
3.3.2 AODV (Ad Hoc On Demand Distance Vector) 
La actualización topológica de todas las rutas de una red consume muchos recursos, por lo que 
no es una técnica adecuada para las redes MANET. Es por esta razón, que se ha escogido el 
protocolo AODV (Ad Hoc On Demand Distance Vector), al tratarse de un protocolo de 
encaminamiento reactivo, dinámico y adaptativo. 
Una de las características diferenciadoras de AODV es el uso de un número de secuencia y 
temporizador para cada ruta, que es generado por el destino en la fase inicial del 
descubrimiento de la ruta y se almacena en los nodos que han sido partícipes de esta 
búsqueda. Este número permite distinguir entre información nueva y antigua, de tal manera 
que se evita la formación de lazos y la transmisión de rutas caducadas. La función principal del 
temporizador es evitar usar enlaces de los que hace tiempo que no se conoce su estado. Así 
pues, dadas varias opciones para llegar a un mismo destino, el origen utilizara aquella ruta con 
un número de secuencia mayor, es decir la ruta más reciente. 
3.3.2.1 Descubrimiento de ruta 
Este proceso característico de los protocolos reactivos, consiste en la búsqueda de una ruta 
válida para alcanzar el destino y se origina cada vez que el emisor ha de comunicarse con otro 
nodo destino del que no tiene información en su tabla de rutas. Hay que tener en cuenta que 
para evitar el uso de rutas obsoletas, las entradas de las tablas de encaminamiento se eliminan 
tras un cierto periodo de tiempo, que depende del tamaño de la red. 
Tal y como se expone en la RFC-3561 [11], para obtener esta ruta, el nodo origen inunda a sus 
vecinos de paquetes de petición de ruta, o paquetes RREQ (Route Request). Cada receptor de 
este paquete, comprueba si hay en su tabla de encaminamiento una ruta al destino 
especificado en cuya situación responde con un paquete RREP (Route Reply). En caso 
contrario, cuando la ruta no se ha hallado o bien el  número de secuencia es inferior al de la 
petición, este nodo emite su propio RREQ a sus propios vecinos y así sucesivamente, hasta que 
agota el número máximo de saltos del paquete RREQ o encuentra al destino.  
Una vez el emisor recibe el RREP la transmisión de datos se inicia formalmente. 
Paquetes RREQ 
La información contenida en los paquetes de petición de ruta se muestra en la Figura 3.2. 
El contador de saltos y el identificador de petición se utilizan para controlar el alcance y validez 
de la inundación. Este identificador junto con la dirección IP del origen, identifica de forma 
Figura 3.2 Campos del paquete RREQ 
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univoca cada paquete RREQ, puesto que se trata de contador propio de cada nodo que se va 
incrementando a medida que se generan y envían RREQ [6].  
Los números de secuencia previenen el uso de una ruta obsoleta, puesto que el número de 
secuencia en el destino identifica la última ruta conocida hasta este nodo, y el del origen la 
ruta que se tenía cuando se emitió la petición.  De esta forma se garantiza que no se responda 
con una ruta anterior a la buscada. 
Según el modo de actuación del protocolo AODV, es posible que un nodo reciba varios 
paquetes RREQ, provenientes de diferentes vecinos. No obstante, cuando un nodo intermedio 
recibe un RREQ con el mismo identificador de petición y dirección de origen, el dispositivo 
omite (y no reenvía) esta última petición de ruta. 
Paquetes RREP 
Contienen los datos enviados desde el destino al origen, es básicamente una copia reducida de 
los datos contenidos en un RREQ, tal como se puede observar comparando ambos figuras 
esquemáticas: Figura 3.2 y Figura 3.3 
Esta información es actualizada en las tablas de encaminamiento de los nodos intermedios, 
que atraviesa el paquete RREP en su camino hacia el origen. 
En el caso de que un cierto nodo recibiera un segundo RREP, esta información solo se tendría 
en cuenta, en caso de que el paquete tuviera un número de secuencia mayor o un número de 
saltos menor al almacenado previamente, en cuyo caso se invalidarían los RREP previos. De 
esta forma se reduce el número de paquetes de respuesta recibidos, a la vez que se garantiza 
la ruta más rápida y actualizada. 
3.3.2.2 Mantenimiento de rutas 
Una vez obtenida un camino entre origen y destino, la ruta se considera válida solo durante un 
cierto tiempo de tiempo, puesto que el protocolo AODV está orientado a redes con 
dispositivos móviles, y es muy probable que un camino anteriormente válido pasado un 
tiempo deje de serlo. 
En este contexto, la movilidad de los nodos se percibe como un cambio de vecindario. El 
mantenimiento de las rutas, es decir, el control y la actualización de los cambios topológicos se 
pueden realizar a través de los datos recibidos por el nodo emisor (iniciando un proceso de 
descubrimiento de ruta), por el destino y nodos intermedios (emitiendo un mensaje de error 
RERR) o bien mediante los llamados paquetes hello, un cierto tipo de mensaje RREP, que emite 
el nodo para saber si el enlace sigue siendo válido.  
Cada vez que un dispositivo recibe un paquete de broadcast de un vecino, se actualiza la 
información de conectividad, de forma que contenga el nodo que le ha enviado el paquete. En 
el supuesto que en un cierto intervalo (hello interval) un nodo no emita ningún paquete a sus 
vecinos activos, el nodo enviará un paquete hello que contiene su dirección IP y número de 
secuencia [6].   
Mediante esta técnica, se garantiza la detección de las caídas en los enlaces entre dos puntos, 
pero no se detecta la validez de la ruta extremo a extremo, puesto que los paquetes hello solo 
se envían a los nodos colindantes, es decir, con TTL igual a 1 salto. No obstante, si el nodo del 
Figura 3.3 Campos del paquete RREP 
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Dirección IP 
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que no se reciben paquetes hello se halla en una ruta activa, se notificará al resto de nodos de 
esta ruta de la caída de este enlace, con el objetivo de generar nuevas búsquedas. 
3.3.3 Comparativa DSR y AODV 
A continuación se realiza una comparativa entre los dos protocolos reactivos más usuales en 
este tipo de redes, de forma que se aprecien las similitudes y diferencias, así como ventajas e 
inconvenientes de ambos protocolos. 
Tabla 3.1 Protocolos encaminamiento: DSR vs AODV 
Características DSR AODV 
Tipo de 
protocolo  
Reactivo con encaminamiento desde 
el origen. 
 Reactivo con encaminamiento salto 
a salto. 
Orígenes  Es descendiente de DSR y DSDV. 
Rutas Múltiples rutas por destino. Una única ruta por destino. 
Cada paquete lleva incluida toda la 
ruta, todos los nodos intermedios. 
Cada paquete solo contiene la 
dirección origen y destino 
Se almacenan todas las rutas 
conocidas en el origen. Mayor 
necesidad de almacenamiento en 
este nodo, mientras que no es 
necesaria en nodos intermedios. 
En nodos intermedios, se guarda 
una entrada por destino activo. No 
obstante, no es necesario tanto 
espacio en el origen, puesto que 
solo guarda una ruta por destino. 
Descubrimiento 
de ruta 
Descubrimiento de rutas basado en el reenvío de peticiones 
Se generan más paquetes, puesto 
que se almacenan todas las rutas 
existentes. 
Se generan más procesos de 
descubrimiento, puesto que solo se 
mantiene una ruta por destino. 
Ambos buscan una ruta solo si se requiere enviar un paquete. 
Gestión rutas Si un enlace se cae el origen es 
notificado. 
Si un enlace cae, se notifica al 
predecesor hasta llegar al origen. 
El origen conoce la antigüedad de las 
rutas. 
Distingue entre rutas nuevas y 
antiguas mediante un número de 
secuencia. 
Solo la fuente emisora interviene en 
el encaminamiento. 
Todos los nodos participan en el 
encaminamiento. 
Se pueden reutilizar viejas rutas que 
siguen siendo válidas. Sin embargo, 
puede que haya otras nuevas que no 
se han buscado. 
Rutas más actualizadas, pues solo 
mantiene la última recibida.  
Características 
técnicas 
Mejores valores de retardo y 
latencia en escenario de movilidad 
reducida y poco tráfico. 
Mejores valores de retardo y 
latencia cuando carga de tráfico o 
movilidad elevada. 
Mayor overhead por paquete, ya 
que contiene toda la ruta en la 
cabecera del mismo. 
Mayor overhead al generarse más 
veces el proceso descubrimiento de 
ruta. 
 Requiere enlaces bidireccionales. 
 
Tras analizar ambos protocolos en la Tabla 3.1, se ha considerado que para las simulaciones 
generadas en este proyecto, era conveniente utilizar aquel con menor overhead por paquete y 
rutas actualizadas, es decir, AODV. Los datos en tiempo real requieren del retardo mínimo de 
entrega, por lo que es necesario que las rutas sean actuales, especialmente si se trata con una 
red móvil. Además la fragmentación de los cuadros según una MTU de 1500 bytes, implica un 
menor número de datos útiles, que en redes de gran tamaño y múltiples nodos, con 
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dispositivos de rango de transmisión reducido, puede acarrear una cabecera de elevado 
tamaño, puesto que ha de almacenar muchas direcciones IP. 
Para verificar estas hipótesis, se hicieron pruebas con la aplicación adaptativa con ambos 
protocolos de encaminamiento, para evaluar cual ofrecia mejores resultados en los escenarios 
considerados. Sin embargo, el módulo DSR que provee NCTUns no funciona correctamente, 
detalle que acabó por decidir también la elección del protocolo de encaminamiento a utilizar. 
Durante esta fase de pruebas se descubrió que existía un bug, y gracias a la ayuda del grupo de 
desarrollo de NCTUns, se solucionó el error que existía en el módulo DSR y que producía que el 
tiempo de simulación pasara a ser negativo, provocando la salida del sistema. Estos cambios 
han sido introducidos en versiones posteriores del simulador.  
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4. Herramientas utilizadas en el 
proyecto 
 
 
 
Los simuladores de redes implementados en software son herramientas muy útiles para 
estudiar el comportamiento de las redes de forma individualizada e interactiva, ya que 
permiten evaluar el sistema bajo una gran variedad de condiciones de red. 
Los simuladores permiten realizar pruebas de la tecnología en desarrollo a bajo coste, 
especialmente si lo comparamos con el elevado coste que tendrían estas pruebas sobre una 
tecnología ya madura. Por esta razón son muy apreciados en el campo de la investigación de 
redes, puesto que representan una alternativa viable para desarrollar, probar y diagnosticar 
protocolos de protocolos, sin necesidad de disponer de los dispositivos y estableciendo unas 
condiciones específicas difíciles de emular utilizando elementos reales.  
4.1 Simulador de redes: NCTUns 4.0 
Debido a los recursos reducidos de que se disponen, los simuladores tradicionales cuentan con 
limitaciones importantes. Esto se debe a que un  simulador presenta una versión simplificada 
de los resultados, respecto a las que un dispositivo real podría realizar, ya que se simulan 
implementaciones de protocolos con limitados detalles para reducir la complejidad y coste del 
desarrollo. 
Otro inconveniente de la mayoría de los simuladores es que las aplicaciones deben escribirse 
para utilizar la API (Application Programming Interface) interna del propio simulador, si esta 
existe, así que deben ser recompiladas por el propio simulador, formando un único, gran y 
complejo programa. 
Para superar estas dos limitaciones, los autores de NCTUns (National Chiao Tung University 
network Simulator) [4] proponen una novedosa metodología de simulación de re-entrada en el 
kernel, lo que significa que modifica el kernel de Linux. Utilizando este sistema, se genera una 
implementación real de la pila de protocolos que proporcionará resultados más realistas. 
Asimismo, este método permite que aplicaciones reales puedan ser ejecutadas en la red 
simulada, es decir, que NCTUns actúe también como emulador, función que otros simuladores 
no proporcionan.  
NCTUns es un software libre, con distribución de código abierto, lo que facilita la creación de 
nuevas aplicaciones. Otro aspecto relacionado con el desarrollo del simulador es que los 
objetos simulados en NCTUns no están contenidos en un único programa, sino que se hallan 
distribuidos en múltiples e independientes componentes que se ejecutan concurrentemente 
en una máquina UNIX, con lo que se mejora la eficiencia del código. 
Adicionalmente, y fuera del estudio de este proyecto, NCTUns permite realizar mediciones de 
atenuación, interferencia y ancho de banda en cualquier tipo de red, así como simular varios 
tipos de redes en fase de desarrollo como las redes ópticas. 
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NCTUns 4.0 usa una arquitectura distribuida que puede contemplada como un bloque de ocho 
componentes. A continuación se definirán únicamente aquellos con las que se ha trabajado de 
una forma más directa:  
 Interfaz Gráfica o GUI (Graphical User Interface). El usuario puede generar topologías 
de red, configurar módulos de protocolos, especificar trayectorías de los nodos, etc.  
 Distribuidor del trabajador de simulación o dispatcher. Se encarga de gestionar los 
recursos. En caso de utilizar varias máquinas como motores de simulación, envía un 
trabajo a una o varias disponibles, para incrementar la capacidad del caudal simulado. 
 Coordinador o coordinator. En cada servidor de simulación debe haber un 
coordinador, que ejecuta los trabajos indicados por el dispatcher y adecua la pila de 
protocolos según las especificaciones de la simulación. 
 Aplicaciones a varios niveles de usuario. En este componente se incluiría la aplicación 
diseñada en este Proyecto Final de Carrera. 
4.1.1 Características requeridas para el PC 
Para la instalación de NCTUns y garantizar la ejecución de las simulación sin contratiempos, es 
necesario que la máquina utilizada cumpla con unos requerimientos mínimos a nivel software 
y hardware. En la Tabla 4.1 se indican las características recomendados para esta versión. 
Tabla 4.1 Requerimientos básicos del sistema 
Sistema Operativo Hardware Software 
Fedora 7.0 Procesador 1,6 GHz. 
256 MB de memoria RAM. 
300 MB de espacio libre en el disco. 
Compilador gcc 
Privilegios de administrador 
El ordenador utilizado en las simulaciones de este proyecto está equipado con un procesador 
Intel ® CoreTM Duo 2.0 GHz y 2 GB RAM. Se ha realizado una partición primaria tipo EXT2 de 
40GB de memoria, para la instalación de Fedora 7.0. 
4.1.2 Instalación 
NCTUns es un software de código abierto, que se puede descargar desde la siguiente página: 
http://nsl10.csie.nctu.edu.tw/. El paquete de descarga que es gratuito, incluye además del 
propio simulador, documentación sobre el mismo y dos manuales: la guía de funcionamiento y 
la de desarrollo.  
4.1.2.1 Aspectos en consideración 
La versión 4.0 se diseñó originariamente para funcionar sobre un sistema operativo Linux de 
distribución Fedora 7.0 de RedHat que utiliza un núcleo 2.6.21 de Linux, aunque existen  
versiones superior de este sistema operativo que solucionan algunos bugs detectados. 
NCTUns modifica el kernel existente, por lo que se genera un nuevo sistema operativo sobre el 
inicial, es decir, sobre Fedora 7.0. Hay que tener en cuenta que si el usuario actualiza el 
sistema operativo, de forma que comporte una modificación del kernel, se producirán errores 
en el simulador, dado que se sobrescribe este segundo “sistema operativo” y puede provocar 
la inhabilitación de ciertas funciones o zonas de memoria. 
4.1.2.2 Pasos de la instalación 
Una vez descargado y descomprimido el fichero correspondiente, se debe ejecutar el script 
install.sh, el cual instalará una imagen precompilada del núcleo de Linux para usar NCTUns 4.0. 
Además constituirá su jerarquía interna de carpeta a partir de /usr/local/nctuns  y creará 
interfaces túnel en /dev.  
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Durante la instalación se pedirá el modo de configuración de la SELinux (Security-Enhanced 
Linux), en cuyo caso ha de deshabilitarse para el correcto funcionamiento del simulador. 
También se recomienda establecer las variables de entorno tales como NCTUNSHOME, 
NCTUNS_TOOLS y NCTUNS_BIN, de forma que se agilice el acceso a la aplicación. 
Tras estos pasos ya se puede ejecutar el programa nctunsclient, tal y como se indica en el 
siguiente apartado.  
4.1.3 Iniciar NCTUns 
El simulador lanza la interfaz gráfica o GUI mediante la instrucción nctunsclient. No 
obstante, tal como se ha comentado en el apartado 4.1, NCTUns consta de diversos 
componentes. Por esta razón, no es suficiente ejecutar la interfaz gráfica, si no que deben  
iniciarse los dos módulos indispensables de NCTUns: el coordinator y el dispatcher; los cuales 
requieren ser ejecutados con privilegios de administrador.  
Un aspecto previo a la ejecución de estos módulos, como  se verá en la sección 5.1.2, es borrar 
todas las reglas existente si no se ha detenido el servicio iptables.  A continuación, se 
presenta el script utilizado en este proyecto, para la ejecución automática del simulador, que 
simplemente consta de la definición de las variables de contorno y la ejecución de los dos 
módulos mencionados.  
 
 
#!/bin/bash  
export NCTUNSHOME=/usr/local/nctuns 
export NCTUNS_TOOLS=$NCTUNSHOME/tools 
export NCTUNS_BIN=$NCTUNSHOME/bin 
 
/usr/local/nctuns/bin/dispatcher &  
/usr/local/nctuns/bin/coordinator 
 
Como se puede observar en los comandos utilizados, el primer proceso se lanza en modo 
background, por lo que la información reportada por consola corresponderá únicamente a la 
del coordinator. La función básica del dispatcher es la gestión de múltiples servidores, y en este 
proyecto únicamente se ha utilizado una máquina para simular los escenarios, por lo que la 
información que provee este módulo es mínima y se ha decidido no mostrarla, aunque en caso 
necesario puede ejecutarse cada módulo en una consola diferente. 
Una vez estos procesos se hallan activos, solo hay que abrir un nuevo terminal sin privilegios 
de administrador donde se ejecutará el comando nctunsclient, para generar la interfaz 
gráfica. 
4.1.4 Fases de simulación 
Cualquier simulación generada con la GUI ha de completar las siguientes cuatro etapas:  
 Diseño de la topología (D)
 
: Consiste en dibujar la topología de red, es la única etapa 
que permite añadir elementos, por lo que si posteriormente se producen cambios de 
este tipo, se deberá volver a la etapa inicial. 
Edición de propiedades (E)
 
: El usuario puede definir las capas de protocolos de cada 
elemento, su posición, rutas, tráficos a generar, direcciones IP, etc.  
Ejecutar simulación (R)
 
: En esta fase se generarán todos los eventos a la velocidad 
indicada previamente. 
Reproducción (P): A partir de los datos obtenidos de la simulación, este modo muestra 
de forma visual el funcionamiento del sistema, ya sea mediante gráficos o la animación 
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de los paquetes en la red. También se puede extraer datos estadísticos de cada 
instante de la simulación 
Se debe recordar que justo antes de lanzar la simulación hay que acceder al menú “Menu” >  
“Settings” > “Dispatcher”, dentro del cual se indicará el puerto e IP a la que se enviará el 
trabajo del dispatcher junto con la información del usuario que lo solicita (login de la sesión y 
contraseña). 
4.1.5 Ejemplo de una red MANET en NCTUns 4.0 
Como se observará a continuación, NCTUns utiliza una sintaxis sencilla y efectiva que se realiza 
a través de la interfaz gráfica del usuario, y permite definir la topología, los parámetros y la 
configuración de la simulación.  
4.1.5.1 Diseño de la red a simular 
En la generación de este ejemplo, se ha recreado el escenario con una red de 50 nodos en 
unas dimensiones de 1250m x 500m y dos transmisiones activas, con un patrón de movilidad 
generado por Bonnmotion donde los nodos se mueven con velocidad entre 0 y 3 m/s. Cada 
dispositivo tiene un rango de transmisión de 125 m, un alcance de interferencia de 200m y 
todos ellos utilizan el protocolo de encaminamiento AODV. 
Configuración básica del escenario 
En primer lugar se definirán los aspectos generales de la simulación, tales como el tiempo de 
simulación, las dimensiones o el tipo de información que se quiere obtener. Para la 
configuración de los parámetros que se muestran en la Figura 4.1 debe accederse al menú 
“G_Setting” > “Simulation”. 
 
Figura 4.1 Parámetros generales de la simulación 
Diseño de la topología de red 
La ubicación de los terminales, así como el movimiento de los mismos a lo largo del tiempo de 
simulación, queda definida por el patrón de movilidad generado con Bonnmotion como se 
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muestra en el apartado 4.4. Así pues, solo hay que importar el fichero .mdt según presenta a 
continuación. 
En el estado de diseño (D), se ha de acceder al menú “G_Tools” > “Import Mobile Nodes and 
Their Path from File”, donde se escogerá el fichero que contiene el modelo de la simulación. 
Posteriormente se define las características propias de los terminales que componen la red, en 
nuestro caso se trataran de nodos móviles ad-hoc.  
 
Figura 4.2 Características de los dispositivos 
El resto de parámetros a modificar se hallan en la pila de protocolos, a la que se ha de acceder 
mediante el botón “Node Editor” correspondiente al tipo de nodo deseado. En esta pantalla, 
cuya imagen se puede ver en la Figura 4.3, se representan todas las capas y protocolos que 
intervienen en los dispositivos.  
 
Figura 4.3 Pila de protocolos 
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Para obtener las características de la red definidas en este ejemplo, se debe eliminar el 
protocolo de encaminamiento que aparece por defecto, y seleccionar el protocolo AODV que 
se encuentra en la pestaña “MROUTED”. Una vez colocado el nuevo módulo, se debe unir a las 
capas adyacentes mediante links.  
También se debe modificar la capa física, para adaptar los rangos de interferencia y 
transmisión a los requeridos, tal como se puede ver en la Figura 4.4. Para ello, simplemente 
hay que clicar dos veces sobre el módulo “Wphy”. 
 
Figura 4.4 Parámetros módulo Wphy 
Una vez modificadas todas las características de la pila de protocolos, se debe aplicar los 
cambios a todos los nodos que componen la red, mediante el botón C.T.A.N (Copy to all node) 
de la pantalla Figura 4.3.  
Finalmente aparecerá la topología diseñada, junto con las trayectorias de los nodos.  
 
 
Figura 4.5 Red 50 nodos en 1250m x 500 m 
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Inserción de tráfico en los nodos 
La introducción del tráfico, o bien de cualquier otro tipo de aplicación, en los dispositivos, se 
debe realizar en la fase de edición de propiedades (E). En este estado, al clicar dos veces sobre 
cualquier nodo aparecerá una pantalla con múltiple pestañas con información específica de 
este nodo. En la Figura 4.6 y Figura 4.7, se muestran las que más útiles:  
 
Figura 4.6 Recorrido del nodo 
 
Figura 4.7 Aplicaciones del nodo 
En la primera pestaña (Figura 4.6) se representa el recorrido que realizará el nodo en cuestión, 
mostrando información de cada uno de los tramos que lo componen. Desde esta pantalla, se 
puede alterar la trayectoria, así como modificar la velocidad o el instante que se para tras 
llegar a su destino parcial. En la segunda imagen (Figura 4.7) se indican todas las aplicaciones 
que se ejecutarán en el nodo, como puede ser la inserción de tráfico, y el inicio y final de ésta. 
Se debe tener en cuenta que para aplicaciones que cuenten con un servidor y un cliente, el 
inicio de la aplicación receptora, debe ser ligeramente inferior al de la aplicación emisora, para 
que el nodo destino se halle preparado cuando empiecen a llegarle datos.  
En este ejemplo, dado que solo existen dos comunicaciones activas, se añadirá en cada nodo la 
función correspondiente (rtpsendrecv y rtprecvonly). No obstante, para las redes simuladas 
en este trabajo donde intervienen hasta 20 nodos de forma activa, es más práctico modificar el 
fichero .xtpl que se genera al crearse la topología de red. A continuación, se muestra el código 
que debe aparece en una fuente emisora, que por defecto tiene la expresión <ApplicationList 
Number="0" /> 
 
 
<ApplicationList Number="1" > 
<Application> 
<BeginTime>0.01</BeginTime> 
<EndTime>300</EndTime> 
<Command>rtpsendrecv 1.0.1.1 7350 S1@d.org vídeo_tst_sndr1.sdp 
-t Matrix_LQ_192k.txt Matrix_HQ_384k.txt param.txt</Command> 
<File> vídeo_tst_rcvr1.sdp </File> 
<SrcPort>0</SrcPort> 
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      <DstPort>0</DstPort> 
      <ProtocolType>0</ProtocolType> 
      <DirectionType>0</DirectionType> 
      <TrafficStreamID>0</TrafficStreamID> 
      <TrafficType></TrafficType> 
      <Mean_Data_Rate>0</Mean_Data_Rate> 
      <Nominal_Packet_Size>0</Nominal_Packet_Size> 
      <DelayBound>0</DelayBound> 
      <Maximum_Service_Inteval>0</Maximum_Service_Inteval> 
    </Application> 
</ApplicationList> 
 
4.1.5.2 Configuración del entorno de simulación  
Una vez diseñada la red a simular es necesario configurar en “G_Setting” > “Dispatcher”, cierta 
información que posteriormente utilizará el dispatcher, de forma que este trabajo se ejecute 
correctamente en la máquina. 
Dado que en este ejemplo, así como en las restantes simulaciones de este proyecto, se utiliza 
una única máquina de simulación, es decir, ya que ambos componentes (dispatcher y 
coordinator) se ejecutan en la misma máquina, la dirección IP puede ser la de loopback, cuyo 
valor por defecto es la 127.0.0.1, pero en caso de que esta no funcione se puede introducir la 
IP de la máquina. 
 
Figura 4.8 Información del dispatcher 
También se debe indicar el nombre del usuario que solicita este trabajo, así como su 
contraseña de sesión, y de forma opcional la dirección de correo. Por medidas de seguridad 
este usuario no puede tener privilegios de administrador.  
4.1.5.3 Visualización de escenario simulado 
Tras los pasos anteriores, ya es posible simular la red diseñada desde el estado de simulación 
(R). Para ello se debe seleccionar la opción “Simulation” > “Run”, que tras pedir guardar todos 
los cambios, dará inicio a ejecución del trabajo.  
Una vez finalizada la simulación y desde el estado de reproducción (P), la GUI permite 
visualizar de forma gráfica la red en cualquier instante simulado, desde la ubicación de los 
nodos a los flujos de datos emitidos por cada nodo.  
 
Figura 4.9 Herramientas de reproducción 
Esta animación contiene además herramientas (Figura 4.9) que facilitan la tarea de 
reproducción, gracias a que permiten activar, detener, ralentizar o acelerar la simulación y así 
localizar en el tiempo eventos de interés. 
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4.2 Codificador de vídeo: TMPGEnc 4.0 XPress 
TMPGEnc 4.0 XPress es un software de vídeo de codificación desarrollado por Pegasys Inc., que 
ofrece una amplia gama de posibilidades y opciones, con una lista extendida de formatos de 
importación y salida [12].  
En este trabajo se ha utilizado esta aplicación para generar la secuencia de vídeo a transmitir 
por la fuente emisora, cuyas características se definen en la sección 6.2.1 dentro del capítulo 
de simulaciones. 
 
Figura 4.10 Pantalla formato codificación de TMPGEnc 4.0 XPress 
4.3 Extractor de trazas para su análisis: MPEG4 Parser 
La aplicación diseñada en este Proyecto Final de Carrera requiere además del archivo de vídeo, 
de un fichero de trazas donde se indique la longitud de cada uno de los cuadros. Con este 
objetivo se ha utilizado una aplicación que extrae esta información del vídeo codificado. 
MPEG4 Parser es una aplicación desarrollada por Patrick Seeling de la Universidad de Arizona 
[13], que analiza los límites de los cuadros de un flujo de vídeo codificado según el estándar 
MPEG4, e imprime los tamaños de cada cuadro en un archivo de formato .csv. 
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Figura 4.11 Pantalla de MPEG4 Parser 
El fichero de salida consta de dos columnas y tantas filas como cuadros se detecten en el 
vídeo. En cada entrada se indica el tipo de cuadro (I, P o B) y el número de bytes que lo 
componen.  
4.4 Bonnmotion 
En este proyecto se ha generado el movimiento de los nodos, mediante una aplicación llamada 
Bonnmotion desarrollado por el grupo de Sistemas de Comunicaciones en el Instituto de la 
Informática IV de la Universidad de Bonn, Alemania.  
Bonnmotion [5] es un software de uso libre programado en Java, que crea y analiza escenarios 
de movilidad, como herramienta para la investigación de características de redes MANET. Esta 
aplicación se ejecuta en línea de comandos, según la siguiente sintaxis: 
 
bm <parámetros> <aplicación> <parámetros de la aplicación> 
 
Esta aplicación permite generar múltiples patrones de movilidad, los modelos implementados 
por Bonnmotion más comunes y extendidos son: 
- Modelo Random Waypoint. 
- Modelo Gauss-Markov. 
- Modelo Manhattan Grid. 
- Modelo Reference Point Group Mobility. 
Al aplicar uno de estos modelos de movilidad, Bonnmotion genera dos archivos de salida. El 
primero, con el sufijo “.params”, incluye el valor del conjunto completo de parámetros 
utilizados para generar la simulación, puesto que por línea de comandos solo aparecen los más 
representativos. El segundo, con el sufijo “.movements.gz”, contiene los datos del movimiento 
de los nodos. 
Llamada a la función 
A modo de ejemplo, se mostrará la llamada a la aplicación Bonnmotion para un escenario de 
50 nodos con dimensiones de 500m x 500m, siguiendo el modelo Random Waypoint. Todas las 
llamadas a función que se muestran en este ejemplo se han de realizar dentro del directorio 
bin de la estructura que se genere en la instalación. 
 
bm -f red_50_500x500 RandomWaypoint -n 50 –x 500 –y 500 -d 400 –i 3600 
 
En esta la línea de comandos el parámetro –f indica el nombre de los ficheros resultantes, 
mientras que -n es el número de nodos existentes, -x y -y las dimensiones del escenario y -d 
su duración.  
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Otro aspecto de interés es el parámetro –i e indica el desfase inicial . Este campo suele tener 
un valor elevado, puesto que se ha observado que con el modelo Random Waypoint, los nodos 
tienen mayor probabilidad de hallarse cerca del centro del área de simulación, mientras son 
distribuidos uniformemente sobre esta área, y de esta manera se evita este fenómeno. [5] 
Ficheros de parámetros 
De cada simulación se realizarán 5 repeticiones, lo que significa que habrá que generar 5 
patrones de movilidad diferente con los mismos parámetros de entrada. Para ello, 
simplemente se ha de modificar el valor del campo randomSeed que aparece en el fichero 
.params. Este fichero de parámetros se genera tras la llamada anterior y tiene la forma 
indicada en la Tabla 4.2. 
Tabla 4.2 Fichero .params generado por Bonnmotion 
red_50_500x500.params Significado campos 
 
model=RandomWaypoint 
ignore=3600.0 
randomSeed=1229193042110 
x=500.0 
y=500.0 
duration=400.0 
nn=50 
circular=false 
dim=3 
minspeed=0.0 
maxspeed=5.0 
maxpause=60.0 
 
 
Modelo movilidad 
Desfase inicial 
Semilla 
Longitud 
Altura 
Duración 
Número de nodos 
Posiciones en forma circular 
Tipo de movimiento  
Velocidad mínima 
Velocidad máxima 
Pausa máxima 
 
 
De este fichero se puede modificar todos los campos necesarios, y volver a recompilar el 
fichero de parámetros modificados para obtener el nuevo patrón de movilidad, según la 
siguiente línea de comandos: 
 
bm –f red_50_500x500_modificada –I red_50_500x500.params RandomWaypoint 
 
Conversión formato NCTUns 
BonnMotion también permite obtener los ficheros de salida en un formato compatible con 
otras aplicaciones o simuladores. Sin embargo, esta opción aún no está disponible para 
NCTUns. Así pues, para realizar esta conversión de formato, en este trabajo se ha utilizado una 
aplicación implementada por Guillermo Díaz Delgado, estudiante de doctorado del 
Departamento de Ingeniería Telemática de la Universitat Politècnica de Catalunya.  
A continuación, se muestra la llamada a función de esta aplicación, cuyo único parámetro de 
entrada es el nombre del fichero del que se quiere realizar la conversión, precedido por el 
argumento –f. 
 
bm NCTUnsFile –f red_50_500x500_modificada 
 
Esta aplicación devuelve dos ficheros, el primero con extensión .bonn se presentan los datos 
en un formato que permite una visualización rápida del patrón de movimiento de cada nodo, 
mientras que en el fichero .mdt contiene los datos en la forma que los requiere NCTUns. 
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5. Aplicaciones creadas en el 
proyecto 
 
 
 
En este capítulo se explica detalladamente la implementación de las diferentes aplicaciones 
diseñadas en el ámbito de este proyecto. 
Inicialmente, este proyecto final de carrera solo contemplaba el desarrollo de una única 
aplicación dinámica y adaptativa en función del canal detectado. Sin embargo, debido a las 
características técnicas y de diseño de la misma, se ha hecho necesario el uso de otras 
herramientas, definidas en el capítulo 4, e incluso la creación de otros programas, para 
ejecutar unas simulaciones realistas y coherentes con el desarrollo realizado. 
En la Figura 5.1 se representan en diferente color estos dos tipos de aplicaciones, en función 
de si la herramienta era externa (naranja) o bien propia (verde). 
 
Figura 5.1 Relación entre las aplicaciones utilizadas 
5.1 Aplicación para la transmisión adaptativa de flujos de vídeo 
Como se ha comentado anteriormente, con el objetivo de mitigar los efectos de retardo y 
pérdidas propios del video-streaming, se emplean diversas técnicas a nivel aplicación. Así pues, 
este programa no es sino otro método propuesto para tal propósito.  
5.1.1 Visión general  
Esta aplicación, cuyo esquema completo se representa en la Figura 5.2, consta de dos partes 
claramente diferenciadas, según el tipo de elemento que la ejecute, es decir, dependiendo de 
si el nodo actúa como emisor o receptor las funciones a realizar serán diferentes.  
De esta manera, cada fuente emisora o servidor de video-streaming dispondrá de los vídeos 
codificados con diferentes calidades, y la aplicación adaptativa asociada a este elemento 
decidirá en cada momento de qué fichero tomará el siguiente cuadro de vídeo, dependiendo 
de las condiciones instantáneas de la red. 
Raw Video
Codificador de video
TMPEG 4.0 XPress
Video HQ
(384k)
Video LQ
(192k)
video_frames
MPEG Parser
Cuadros HQ
Trazas HQ
video_frames
MPEG Parser
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adaptativa
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A continuación, se transmitirá la información por la red hasta alcanzar el destino, atravesando 
tantos elementos intermedios como fuere necesario, según la ruta establecida por el protocolo 
de encaminamiento. 
 
Figura 5.2 Esquema general de la aplicación 
En los nodos destino, la aplicación recibirá los cuadros de vídeo, e informará al origen con los 
datos estadísticos del flujo recibido, para que esté pueda determinar el estado del canal 
existente. 
5.1.2 Bloque 0. Simulaciones inciales 
Previamente a la programación de la aplicación y con el objetivo de familiarizarse con la 
implementación de NCTUns del protocolo RTP/RTCP, se realizaron diversas simulaciones con 
condiciones similares a las que se ejecutarían posteriormente. El resultado no fue el esperado, 
puesto que no se generaban los archivos correspondientes a la recepción de paquetes 
RTP/RTCP recibidos en ninguno de los nodos partícipes de la comunicación.  
Tras una exhaustiva búsqueda del error, tanto en el código como en la configuración del 
simulador, se detectó que el problema se hallaba en la creación del socket, por las siguientes 
dos razones. 
En primer lugar, el simulador requiere de una tabla de rutas vacía. Por esta razón, deben 
borrarse las reglas existentes después de cada inicio de sesión, puesto que Fedora 7.0 crea 
rutas por defecto. Esto provocaba que al ejecutarse una simulación, los paquetes RTP, RTCP, 
fueran capturados por el kernel, pero no entregados  al simulador.  
Para solucionar esta cuestión, simplemente ha de ejecutarse con perfil de administrador la 
siguiente línea de comandos: 
iptables -f 
El segundo problema se hallaba en la elección del puerto utilizado. A priori y según la 
documentación proporcionada por los desarrolladores del simulador, se puede escoger 
cualquier puerto no utilizado por otro proceso. En el ejemplo proporcionado [14] se 
recomienda usar el puerto 5400. Sin embargo, no se trata de un este puerto estándar, y los 
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puertos útiles para este tipo de aplicación varía en función de la máquina y de la inicialización 
del sistema. Así pues, cada vez que se arranca el sistema operativo, se ha de comprobar que el 
número de puerto que se vaya a utilizar y modificar el fichero sdp proporcionado a la 
aplicación.  
Para poder comprobar las características y disponibilidades de los puertos se utiliza el 
siguiente comando:  
netstat 
La elección del puerto n se decide en base a las siguientes propiedades: 
- El puerto debe estar abierto y no ser utilizado por ningún otro proceso. 
- El tipo de configuración, el puerto debe ser de tipo stream 
- El puerto n+1 también ha de cumplir estas dos características 
Como se puede ver, la aplicación requiere de dos puertos, dado que el primero es usado para 
transmitir y recibir el flujo de vídeo, es decir, el que utilizaran los paquetes RTP, mientras que 
en el puerto contiguo se reserva para los paquetes RTCP, que contienen datos para el control e 
información de la sesión. 
5.1.3 Bloque 1. Control adaptativo de la codificación 
En este bloque, el objetivo principal se basa en desarrollar un algoritmo que decida cuál es la 
tasa de transmisión adecuada en función del estado del canal. En el siguiente diagrama de flujo 
se muestra el planteamiento seguido en este diseño. 
 
Figura 5.3 Diagrama de flujo de la elección de codificación 
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En primer lugar, se monitorizará de forma continuada el medio desde el punto de vista del 
emisor, mediante la información contenida en los paquetes RTCP recibidos del nodo destino. 
Así pues, siempre que la fuente emisora reciba un paquete RTCP se deberá calcular y actualizar 
su percepción del medio según el algoritmo de la Figura 5.3.  
En caso de considerarse necesario un cambio en la codificación de los cuadros emitidos, el 
emisor deberá esperar al inicio del siguiente GOP para efectuar este cambio, de forma que el 
receptor sea notificado de la nueva codificación. Por esta razón en el encapsulado de todos los 
frame I, se incluirá un campo que indique la codificación utilizada en el presente GOP. La 
implementación concreta de este último paso se explicará con mayor detalle en el apartado 
5.1.6. 
Detección de los paquetes RTCP 
La versión inicial de la aplicación al recibir un paquete RTCP, actualiza parámetros tales como 
jitter, retardo y paquetes perdidos y los mapea en un fichero de salida.  
Con el fin de mantener esta funcionalidad modificando el mínimo posible la librería estándar, 
se ha optado por detectar la llegada de los paquetes RTCP desde el código de la aplicación 
implementado en la fuente emisora. 
Para ello, se utilizan dos variables inactivas en la estructura member_t: recv_rtcppkt_num y 
recv_rtcpbytes_num, que proporcionan información sobre el número de bytes y paquetes 
RTCP recibidos por el nodo. Además se han de inicializar a cero cada vez que se agrega un 
nuevo miembro a la sesión (en la función add_new_member que se halla en el fichero 
rtp_member_api.c) y actualizarlas cuando sea conveniente (en la función receive_rtcp_pkt 
dentro del fichero rtp_session_api.c). 
Con esta modificación de la librería, la aplicación del nodo emisor puede detectar la recepción 
de paquetes RTCP comparando su propio contador con el valor acumulado real. 
Cálculo de las pérdidas del canal 
Este apartado comprende el cálculo de las pérdidas mostrado en la Figura 5.3. 
Según las especificaciones del RFC 1889, el campo fraction lost contenido en el paquete RTCP 
está expresado como un número en coma fija. Sin embargo, dado que para los cálculos 
posteriores se trabajará con probabilidad de pérdida de un paquete, se ha de convertir este 
valor en un porcentaje, según la siguiente transformación: 
 𝑝𝑝𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑓𝑓𝑗𝑗𝑝𝑝 𝑝𝑝𝑝𝑝 𝑝𝑝é𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓 256�  Ecuación 5-1 
 
Sobre la probabilidad resultante se aplicará un filtro EWMA, de forma que si se dan errores en 
el canal de transmisión en forma de ráfagas no afecte a la percepción global del canal. Así pues 
se evita que una medida tenga una desviación elevada respecto a las anteriores. 
Un filtro EWMA cumple la siguiente expresión: 
 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓[𝑓𝑓] = (1 − 𝛼𝛼) ∗ 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓[𝑓𝑓 − 1] + 𝛼𝛼 ∗ 𝑣𝑣𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓_𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓 Ecuación 5-2 
En esta ecuación, la variable lost[i] se refiere al porcentaje de pérdidas actual y 
valor_instantaneo al valor contenido en el paquete RTCP tras aplicar la Ecuación 5-1. También 
se incluye la constante α, un factor que representa el peso de este valor en el conjunto del 
cálculo. 
El valor del parámetro α depende rá del dinamismo de las pérdidas de la red. Así pues, si  el 
porcentaje de paquetes perdidos varía lentamente se aconseja una alfa de valor elevado, 
mientras que si las pérdidas cambian rápidamente, una alfa pequeña es más adecuada. 
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Dado que generalmente los errores en  el medio inalámbrico se producen en forma de ráfagas, 
puede asumirse que las pérdidas del sistema a simular variaran repentinamente. Por esta 
razón se ha escogido 𝛼𝛼 = 0.25.  
Evaluación del canal 
A priori, la forma más sencilla de evaluar si la calidad conexión es buena o mala, se basa en 
establecer un umbral en las pérdidas calculadas anteriormente, a partir del cual se considera 
un canal de alta tasa de errores. En nuestro caso, monitorizamos de forma continua las 
pérdidas de paquetes RTP que transportan el flujo de vídeo de fuente a destino. Eso se hace 
mediante la monitorización del campo fraction lost de los paquetes de control RTCP en sentido 
contrario, de destino a fuente. 
Según versión simplificada del canal, mientras las pérdidas no superen este umbral se 
transmitirá el vídeo de alta calidad y por encima de este valor, la fuente emisora enviaría el 
vídeo de baja calidad. El diseño y la evaluación de este servicio adaptativo ha sido el principal 
objetivo de este Proyecto Final de Carrera. 
Sin embargo, en el caso de que las pérdidas del canal se hallen alrededor de este umbral, la 
visión percibida de la calidad de conexión cambiaria constantemente. En definitiva, se 
originaría un sistema nervioso, puesto que con pequeñas variaciones en el porcentaje de 
paquetes perdidos, se cambiaria el estado percibido, cuando en realidad la desviación es 
mínima. 
 
Figura 5.4 Tipos de evaluación de la conexión (simple y con ciclo de histéresis) 
Para solucionar este inconveniente, se ha aplicado un ciclo de histéresis tal como se muestra 
en la gráfica derecha de la Figura 5.4, de manera que el canal no cambie constantemente de 
estado y así se evita modificar frecuentemente el flujo de vídeo emitido.  
Con esta nueva configuración, se observa que incluso en el supuesto de tener un valor de 
pérdidas cercano a uno de los umbrales y posteriormente traspasarlo, es necesario un 
incremento o decremento considerable de las pérdidas para volver al estado inicial. 
La implementación de este ciclo de histéresis se ha realizado de la siguiente manera: 
 
si (estado anterior era bueno) Y (perdidas actuales > umbral superior)  
nuevo estado = malo 
si (estado anterior era malo) Y (perdidas actuales > umbral inferior) 
nuevo estado = bueno 
en caso contrario 
nuevo estado = estado anterior 
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Cambio calidad al inicio de GOP 
Dado que los vídeos transmitidos han sido codificados mediante la compresión MPEG, no se 
puede considerar que cada cuadro forme una imagen completa e independiente al resto, sino 
que ciertos cuadros solo almacenan los cambios respecto a la imagen de referencia, es decir, 
existen dependencias entre diferentes cuadros del mismo GOP. Así pues y debido a las 
limitaciones del decodificador, todos los cuadros de un GOP deben utilizar la misma 
codificación para que éste pueda mostrar la secuencia correctamente.  
Este aspecto se debe controlar dentro de la aplicación del nodo emisor, pues es quien decide 
qué cuadro se transmite en cada momento. La implementación de esta funcionalidad ha 
consistido en introducir un contador de cuadros completos enviados, para detectar el inicio de 
un GOP. Solo en este momento, se determinará la calidad utilizada en los siguientes cuadros, 
en función del último estado del canal.  
Según este método, habrá que distinguir dos estados de la red, que, si bien similares, pueden 
diferir: el instantáneo y el utilizado por el GOP. Esto significa que durante la transmisión de un 
GOP no se modificará la codificación de los cuadros emitidos, aunque el estado del canal así lo 
indicara. 
5.1.4 Bloque 2. Emisión adaptativa de paquetes RTCP 
El intervalo mínimo entre paquetes RTCP se define en 5 segundos, para evitar ráfagas de 
paquetes de este tipo que limiten excesivamente el ancho de banda disponible [3]. Esta 
restricción provoca una pérdida de resolución en las estadísticas obtenidas y con ello, una 
respuesta muy lenta de la aplicación. 
Para llegar a un compromiso entre el ancho de banda utilizado y la precisión de las medidas, se 
ha optado por controlar de forma dinámica la frecuencia de envío de paquetes RTCP en el 
nodo receptor según la calidad de la conexión. El propósito de este método es reducir el 
período entre emisiones de paquetes RTCP cuando el porcentaje de paquetes perdidos es 
elevado para tener mayor resolución en las estadísticas, e incrementarlo a medida que la 
calidad de conexión mejora, puesto que no es necesario tal nivel de detalle. Ambas variaciones 
se realizarán de forma gradual, para reducir el impacto de incrementos bruscos en las 
pérdidas. 
Con este algoritmo se consigue una mejor monitorización del canal cuando la conexión tiene 
pérdidas elevadas, a costa de incrementar el número de paquetes RTCP que circulan por la 
red. Lo cual puede ser un problema, dado que añadimos elementos que favorecen una mayor 
congestión del medio. Por esta razón, se establece una cota inferior en el período de emisión 
de estos paquetes. 
La implementación de este planteamiento se ha realizado mediante la modificación de la 
fracción del ancho de banda dedicado a la emisión de paquetes RTCP.  
Definición del tiempo mínimo de emisión entre paquetes RTCP 
En la librería RTP de NCTUns, dado que está basada en la RFC1889, el tiempo mínimo 
estipulado para la generación de paquetes RTCP es de 5 segundos (excepto para el primer 
paquete en cuyo caso este intervalo se reduce a la mitad).  
El escenario considerado para esta aplicación, comprende una velocidad de 30 frames por 
segundo con 16 frames por GOP.   5 𝑙𝑙𝑝𝑝𝑠𝑠𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑙𝑙 ∗ 30 𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙 𝑙𝑙𝑝𝑝𝑠𝑠𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓� = 150 𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙 150 𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙16 𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙 𝐺𝐺𝐺𝐺𝐺𝐺� = 9,375 𝐺𝐺𝐺𝐺𝐺𝐺𝑙𝑙 ≈ 9 𝐺𝐺𝐺𝐺𝐺𝐺𝑙𝑙 
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Así pues, en el mejor de los casos, transcurrirían 150 frames, es decir unos 9 GOPs, antes de 
poder cambiar de codificación. Idealmente, se desea una adaptación instantánea al medio, por 
lo que este tiempo de respuesta es inaceptable. 
Otro aspecto a destacar es la necesidad de utilizar la misma codificación en todo el GOP, con el 
fin de que el decodificador no sea excesivamente complejo. Según esta limitación, solo será 
estrictamente necesario evaluar el canal una vez cada GOP, dado que si se recibiera más de un 
paquete RTCP en este intervalo, solo se consideraría el último paquete recibido. 
𝑓𝑓𝑓𝑓𝑝𝑝𝑡𝑡𝑝𝑝𝑓𝑓 𝑝𝑝𝑝𝑝 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑙𝑙𝑡𝑡𝑓𝑓𝑙𝑙𝑓𝑓ó𝑓𝑓 𝐺𝐺𝐺𝐺𝐺𝐺 =  130 𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙 𝑙𝑙𝑝𝑝𝑠𝑠𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓� ∗ 16 𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙 𝐺𝐺𝐺𝐺𝐺𝐺� = 0,533 𝑙𝑙 
Así pues, dado que el intervalo de transmisión de un GOP se sitúa en 533 milisegundos se 
debería establecer el tiempo mínimo en 0,5 segundos. Sin embargo, como se verá más 
adelante en esta misma sección, el valor nominal será finalmente de 0,25 segundos. Los 
cambios referentes al tiempo mínimo se producirán en la variable RTCP_MIN_TIME contenida 
en el fichero rtp_config.h. 
Cálculo de la variación de las pérdidas  
El intervalo entre la emisión de dos paquetes RTCP cambia en función de la variación de las 
pérdidas. Por esta razón, en este extremo de la comunicación también se requiere conocer la 
calidad del canal. Así pues, el nodo receptor al detectar la emisión de un nuevo paquete RTCP, 
mediante la variable send_rtcppkt_num en la estructura session, calcula el porcentaje de 
paquetes perdidos mediante la Ecuación 5-2.  
A continuación, se calculará la variación de las pérdidas respecto a la ponderación anterior de 
la siguiente manera: 
𝑣𝑣𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓ó𝑓𝑓 = 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓[𝑓𝑓] − 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓[𝑓𝑓 − 1] = 𝛼𝛼 ∗ (𝑉𝑉𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓_𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓 − 𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓[𝑓𝑓 − 1]) Ecuación 5-3 
Gestión del ancho de banda dedicado a RTCP 
Según el estándar para los protocolos RTP/RTCP [3], se aconseja que el ancho de banda para la 
señalización no supere el 5% del ancho total disponible para la sesión. Sin embargo, por las 
razones comentadas anteriormente, esta recomendación se incumplirá con el objetivo de 
obtener una rápida adaptación a los cambios del canal. Sin embargo, no es conveniente utilizar 
un porcentaje demasiado elevado puesto que reduciría los recursos existentes para la 
transmisión de los paquetes RTP. 
Tomando en consideración estos dos aspectos, se definirá como cota inferior el 5% del ancho 
de banda disponible (canal en buenas condiciones) y el 10% como cota superior (canal con 
muchas pérdidas). En el caso de no alcanzar estos límites la variación de las pérdidas se 
gestionará según se muestra en la Figura 5.5. 
 
Figura 5.5 Gestión del ancho de banda RTCP 
Siguiendo este proceso, el tiempo entre la emisión de dos paquetes RTCP se irá reduciendo 
progresivamente a medida que el canal empeora, dado que el aumento de la fracción del 
ancho de banda será proporcional al aumento de las pérdidas. El efecto contrario se producirá 
a cuando mejora la calidad de la conexión, pero en este caso de forma más gradual. El objetivo 
Variación pérdidas <0 Pérdidas disminuyen 1% BW RTCP disminuye 0.5%
Variación pérdidas >0 Pérdidas aumentan             1% BW RTCP aumenta     1%
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de esta moderación es garantizar la mejora real del canal mediante un tiempo mayor de 
monitoreo.  
La variación de este ancho de banda puede aplicarse de forma lineal o escalonada, cuya 
representación se muestra en la Figura 5.6. En el primer supuesto, cualquier variación de las 
pérdidas tiene su representación proporcional en la fracción del ancho de banda dedicado al 
RTCP, mientras que en la forma escalonada, se cuantifica uniformemente el incremento de las 
pérdidas, de manera que sólo sean detectados los incrementos proporcionales a un 1%. 
 
Figura 5.6 Variación ancho de banda RTCP lineal y escalonada 
En principio, el método lineal es más fiel al estado del canal, a cambio de modificar 
constantemente el ancho de banda utilizado para la emisión de paquetes RTCP. Este 
comportamiento no sería el más adecuado para una red MANET, puesto que consumiría 
recursos en el receptor de forma continuada, para variaciones mínimas en las pérdidas.  
Según estos conceptos la gestión del ancho de banda dedicado al protocolo RTCP quedará 
implementado de la siguiente manera: 
 
si (pérdidas aumentan)  
temp_fracción_RTCP = fracción_anterior_RTCP + incremento perdidas 
sino (pérdidas disminuyen)  
temp_fracción_RTCP = (fracción_anterior_RTCP + incremento perdidas) / 2 
// en este caso el incremento será negativo 
 
si (temp_fracción_RTCP  < 5%) 
fracción RTCP = 5% 
si (temp_fracción_RTCP  > 10%)  
 fracción RTCP = 10% 
en caso contrario ( 5% < temp_fracción_RTCP < 10%)  
 fracción RTCP = temp_fracción_RTCP   
 
 
Intervalo nominal entre paquetes RTCP 
En las simulaciones realizadas para verificar el correcto funcionamiento de las nuevas 
propiedades implementadas, se observa que no hay diferencias significativas en los intervalos 
entre paquetes RTCP para los dos casos extremos (ancho de banda del 5% y 10%). Este 
comportamiento se debe al elevado ancho de banda del que dispone la sesión tal y como 
comprobaremos a continuación. 
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La función rtcp_interval existente en la librería estándar para la definición del próximo 
intervalo RTCP, calcula en primer lugar el tiempo según la Ecuación 5-4, donde n es el número 
de participantes de la sesión. 
 
𝑓𝑓 = 𝑓𝑓𝑣𝑣𝑠𝑠_𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝_𝑙𝑙𝑓𝑓𝑠𝑠𝑝𝑝 ∗ 𝑓𝑓
𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝_𝑏𝑏𝑏𝑏  Ecuación 5-4  
A continuación, controlando que este período no sea inferior al mínimo definido para RTCP, se 
le aplica un factor de aleatoriedad cuyo rango se encuentra entre 0,5 y 1,5 veces su valor. 
Finalmente, se divide entre un factor de corrección, para compensar que el algoritmo de back-
off de la librería converja hacía un valor inferior al ancho de banda del RTCP. 
Según se puede observar, variando el ancho de banda dedicado para RTCP se altera el tiempo 
de emisión del siguiente paquete. Hay que tener en cuenta que el parámetro modificado en el 
apartado anterior era la fracción del ancho de banda de la sesión que se dedicaría al uso de 
paquete RTCP, por lo que se ha de aplicar la siguiente operación. 
 𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝_𝑏𝑏𝑏𝑏 = 𝑏𝑏𝑏𝑏_𝑙𝑙𝑝𝑝𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓 ∗ 𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝_𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 Ecuación 5-5 
Una de las condiciones contempladas en los escenarios estudiados, consiste en una sesión 
compuesta de una única pareja emisor-receptor. Este dato determina el número de 
participantes y el tamaño medio de los paquetes RTCP, puesto que al haber solo dos miembros 
en la sesión, únicamente se emitirá un bloque de estadísticas RR, con lo que se reducirá el 
tamaño del paquete a 60 bytes (32 bytes para el RR y 28 bytes en el SDES). 
En la Tabla 5.1 se presentan todos los parámetros que intervienen en el cálculo del intervalo 
de tiempo nominal entre paquetes RTCP, es decir, sin aplicar la función de aleatoriedad ni el 
factor de corrección. El ancho de banda disponible de la sesión, viene dada por la velocidad 
estipulada en el fichero de perfil SDP, que se ha situado inicialmente en 1,6 Mbps (200000 
bytes/s).  
Tabla 5.1 Cálculo del intervalo RTCP 
Tipo de Canal avg_size n bw_session rtcp_fraction rtcp_bw T 
Pocas pérdidas 
60 bytes 2  200000 bytes/s 
5% 10000 12 ms 
Muchas pérdidas 10% 20000 24 ms 
 
Dado que se ha establecido el valor mínimo entre paquetes RTCP en 0,5 segundos, y en 
ninguno de los dos casos se supera, no existirá ninguna diferencia en el intervalo en que se 
emiten estos paquetes. 
La solución diseñada para conseguir un intervalo adaptativo en función del canal, se ha 
orientado hacia el incremento el tiempo nominal calculado mediante la modificación de 
parámetros tales como la capacidad del canal y la fracción de ancho de banda disponible para 
RTCP. 
Dado que el sentido receptor-emisor solo se utiliza para la transmisión de paquetes RTCP, se 
ha decidido disminuir la velocidad hasta 384 Kbps (48000 bytes/s). Además, se ha reducido los 
umbrales superior e inferior de la fracción dedicada a RTCP al 1% y 0,5% respectivamente. 
Tras estas consideraciones el intervalo de emisión de paquetes RTCP queda de la siguiente 
manera: 
Tabla 5.2 Cálculo del intervalo RTCP modificado 
Tipo de Canal avg_size n bw_session rtcp_fraction rtcp_bw T 
Pocas pérdidas 
60 bytes 2  48000 bytes/s 
0.5% 240 500 ms 
Muchas pérdidas 1% 480 250 ms 
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Como se puede observar tras los cambios aplicados se continúa sin alcanzar el tiempo mínimo 
requerido, por lo que con el fin de no modificar ningún otro parámetro, se establecerá en 0,25 
segundos el tiempo mínimo entre paquetes RTCP. Si bien es un intervalo menor al tiempo de 
transmisión de un GOP, hay que tener en cuenta que no se ha considerado el retardo en la 
transmisión, por lo que en redes saturadas, es posible que el paquete RTCP tenga un retardo lo 
suficiente grande como para entrar en la ventana de transmisión del GOP siguiente.  
Por otro lado, el hecho de reducir la fracción del ancho de banda disponible para RTCP, 
también altera el planteamiento seguido en la sección anterior. No obstante, tiene sencilla 
solución, pues solo se han de modificar los umbrales utilizados. 
Intervalo aleatoriedad 
Según marca el estándar [3], el intervalo entre paquetes RTCP varía aleatoriamente en un 
rango entre 0,5 y 1,5 veces su valor nominal, es decir, el calculado hasta el momento, con el 
objetivo de evitar la sincronización indeseada entre paquetes de múltiples participantes de la 
sesión.  
A medida que la fracción del ancho de banda dedicado para RTCP disminuye, el período entre 
dos emisiones de este tipo de paquetes aumenta. Asimismo, cuando este período es elevado 
la cantidad de valores que puede tomar tras aplicar la aleatorización indicada también se 
incrementa, dado que los límites del rango de valores posibles se distancian entre sí. 
Según los valores anteriores, para el caso de una fracción del RTCP del 1%, con un período 
nominal de 250 ms, el valor resultante se obtendría entre 125 y 375 ms y mientras que para el 
0,5% (500 ms), este rango se situaría en 250 - 750 ms. 
Si se mantuvieran estos valores, el emisor podría llegar a recibir hasta cuatro paquetes RTCP 
en el tiempo de transmisión de un GOP. Esto no ocasiona ningún inconveniente en el nodo, 
pero comportaría señalización en la red que no tendría ninguna utilidad, puesto que solo 
podría emplear el último de los paquetes recibidos. 
No obstante, el hecho de que exista solapamiento entre los rangos cuyo centro son los valores 
nominales extremos, elimina las ventajas del generar paquetes RTCP de forma dinámica, dado 
que no se diferenciará entre un canal de de pérdidas elevados y una conexión de buenas 
prestaciones.  
Por estas razones, se ha decidido disminuir el rango de aleatorización a un valor entre 0,8 y 1,2 
veces el valor nominal. Bajo estas circunstancias, en caso de obtener un canal de bajas 
pérdidas (factor 0,5%) el tiempo entre paquetes variaría entre 400 y 600 ms, y para una calidad 
de conexión mala (factor 1%) se reduciría este tiempo hasta 200 - 300 ms. 
Efectos sobre la fuente emisora 
Hasta el momento, todos los cambios estaban orientados a variar el intervalo de emisión de 
los paquetes del nodo receptor. Sin embargo, al realizarse modificaciones sobre la librería, 
estos cambios afectan también al emisor tal y como se mostrará a continuación. 
En la fuente emisora se mantiene el ancho de banda disponible para la sesión (1,6 Mbps), pero 
como la fracción de la capacidad dedicada al tráfico RTCP se ha reducido, la frecuencia de 
emisión entre paquetes de este tipo se reducirá considerablemente, llegando a generarse un 
único paquete RTCP cada 10 o 15 segundos, lo cual podría llegar a ser excesivo en ciertos 
escenarios. 
5.1.5 Bloque 3. Gestión del payload  
En esta sección se expondrá el tipo de encapsulado aplicado sobre los paquetes de vídeo a 
nivel aplicación, con el objetivo de introducir nuevas funcionalidades que mejoren y faciliten la 
visualización del vídeo 
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Almacenamiento en buffers diferenciados 
A la aplicación se le pasa como parámetros de entrada dos tipos de fichero: dos archivos de 
vídeo codificados con dos tasas diferentes, y sus respectivos ficheros de trazas, extraídos 
según se muestra en la Figura 5.1. A continuación se muestra el formato de los ficheros de 
trazas utilizados: 
 
4047 0.033333 I 
342 0.033333 P 
72 0.033333 B 
68 0.033333 B 
343 0.033333 P 
68 0.033333 B 
68 0.033333 B 
405 0.033333 P 
101 0.033333 B 
78 0.033333 B 
493 0.033333 P 
109 0.033333 B 
109 0.033333 B 
1311 0.033333 P 
227 0.033333 B 
221 0.033333 B 
 
Figura 5.7 Ejemplo de un fichero de trazas 
Según se puede observar, cada línea del fichero representa un frame. La primera columna 
indica el número de bytes que contiene el cuadro de vídeo considerado, y la segunda el tiempo 
que ha de esperar la aplicación antes de transmitir el siguiente cuadro.  
En la aplicación, los datos de cada una de estas tipologías se almacenarán en un array 
diferente al comienzo de la aplicación, independientemente de la duración del vídeo. Otro de 
los pasos previos al inicio de la sesión, consiste en extraer el primer GOP del vídeo codificado 
para cada una de las dos calidades, con lo que se obtendrán dos buffers con el mismo 
contenido de vídeo pero diferente codificación, de forma que el emisor pueda seleccionar el 
flujo inmediatamente. 
Información de la codificación 
El principal objeto de esta aplicación, es transmitir GOP de diferentes calidades a lo largo de la 
sesión RTP para adaptarse a las circunstancias del sistema. No obstante, el receptor debe ser 
capaz de reconocer la codificación que se ha utilizado en cada cuadro para poder 
decodificarlos correctamente. Así pues, para facilitar la detección de la codificación empleada 
en cada caso, se introduce un campo en la cabecera del paquete RTP que indique la calidad 
actual del cuadro. 
Inicialmente se estudiaron dos posibilidades: reservar un campo de dos bits en cada paquete 
emitido, o bien, reservar un campo mayor, pero únicamente en el primer cuadro de cada GOP, 
es decir, en los frames de tipo I.  
La primera opción es más fiable, pues se conoce con exactitud la codificación de cada cuadro, 
mientras que si colocamos este identificador solo en cada frame I y éste se pierde,  el receptor 
no conocería la codificación aplicada en el resto de cuadros. Sin embargo, dado que el GOP no 
puede descodificarse sin la información del frame I, la perdida de precisión es asumible. 
En este estudio se ha empleado el segundo método, con el que además se podrá detectar 
fácilmente el inicio de un número GOP. Así pues, los cuadros se encapsularan de la foma 
representada en la Figura 5.8. 
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Cuadros I 
 
Cuadros P y B 
 
Figura 5.8 Contenido paquetes RTP 
Comprobación de datos emitidos  
Con el fin de comprobar el correcto funcionamiento de la aplicación, y observar de forma 
visual los datos que se están transmitiendo, se genera un fichero en el emisor donde se 
muestran todos los bytes emitidos agrupados en palabras hexadecimales.  
El contenido del payload se ha representado en hexadecimal y con una pequeña separación 
cada palabra de 32 bits para hacerlo visualmente más atractivo y facilitar la comparación entre 
este fichero (payload_send) y su homologo en recepción (payload_received) que se expondrá 
en la siguiente sección. 
El fichero de salida además contiene información complementaria a los datos de vídeo, como 
son: el número de cuadro emitido, el número del paquete y el total de paquetes que contiene 
el cuadro y el tamaño del paquete y del cuadro en bytes. Además en caso de que el cuadro 
transmitido sea uno de tipo I, se mostrará información adicional con el número del GOP que se 
inicia. 
 
FRAME 1 Packet 1/2  bytes(packet):84   (frame I  GoP 1)   frame_size 144     
B57CDFFF FBFEE8DE E3E1E1E0 E0E3E2E1 E1E1E1E0 E1E2E1E1 E0DFE2E3 C1928F93 
85828AA3 C0CED4D4 D5D8DADA D2CFD3CE CCD4D9D8 D9DBDAD9 D9000000 DCD8D9DD 
DAD7D9DA DDDFDEDB DCDEDFDE DEDCDAD9 D9DEDEDC   
-  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  - - -  
FRAME 1 Packet 2/2  bytes(packet):60   (frame I  GoP 1)   frame_size 144     
B57CDFFF FBFEE8DE E3E1E1E0 E0E3E2E1 E1E1E1E0 E1E2E1E1 E0DFE2E3 C1928F93 
85828AA3 C0CED4D4 D5D8DADA D2CFD3CE CCD4D9D8 D9DBDAD9 D9000000   
---------------------------- end of frame 1 ----------------------------- 
 
FRAME 2 Packet 1/1  bytes(packet):52   frame_size 52     
DEE1E0DD DCDCDCD9 D4D6DBDB DADAD6C0 9E909394 9596948F 8F969B98 8D847B76 
71707B7B 7381B0D8 D8D3DDDD DDDEDADA DCDCDCDC   
---------------------------- end of frame 2 ----------------------------- 
 
Figura 5.9 Ejemplo del fichero payload_send 
Este fichero es de gran utilidad para verificar el comportamiento de ciertos algoritmos de la 
aplicación y detectar anomalías con facilidad, no obstante, consume gran parte de los recursos 
y provoca que la simulación se ralentice considerablemente, por lo que únicamente se ha 
utilizado en el proceso de diseño. 
Comprobación de datos recibidos  
Siguiendo el mismo razonamiento que en la sección anterior, se ha generado un fichero de 
salida en el receptor que muestra el contenido de los paquetes RTP recibidos, así como otros 
datos referentes al propio paquete.  En esta ocasión, no habrá información general sobre el 
cuadro, puesto que el receptor no conoce el tamaño ni el número de paquetes del cuadro 
hasta que éste finaliza. 
Como se ha comentado anteriormente, la visualización de los datos permite verificar no solo la 
correcta transmisión de los datos del vídeo, sino también los algoritmos implementados en 
capas superiores como la asignación de la codificación, la fragmentación de los cuadros, etc. 
Cabecera RTP
Codificación GOP
Payload
Cabecera RTP
Payload
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seq: 7634 Frame I (HQ_encoding) timestamp: 1858295903 
B57CDFFF FBFEE8DE E3E1E1E0 E0E3E2E1 E1E1E1E0 E1E2E1E1 E0DFE2E3  
C1928F93 85828AA3 C0CED4D4 D5D8DADA D2CFD3CE CCD4D9D8 D9DBDAD9  
D9000000   
------------------------------------------------------------------ 
seq: 7635 timestamp: 1858301902  last encoding: HQ  
D5D8DDDB D3D4DBDD   
------------------------------------------------------------------ 
seq: 7636 timestamp: 1858304901  last encoding: HQ 
DEDCDAD9 D9DEDEDC   
------------------------------------------------------------------ 
seq: 7637 timestamp: 1858307900  last encoding: HQ 
DDDFDEDB DCDEDFDE   
------------------------------------------------------------------ 
seq: 7638 timestamp: 1858310899  last encoding: HQ 
DEE1E0DD DCDCDCD9 D4D6DBDB DADAD6C0 9E909394 9596948F 8F969B98  
8D847B76 71707B7B 7381B0D8 D8D3DDDD DDDEDADA DCDCDCDC DDDCD8DC  
DD000000   
------------------------------------------------------------------ 
 
Figura 5.10 Ejemplo del fichero payload_received 
En la Figura 5.10 se puede observar algunos datos no aparecían en el fichero del emisor, como 
el número de secuencia y la marca temporal en la que emitió el cuadro, con el objetivo de 
identificar unívocamente el paquete recibido en varios ficheros de la fuente emisora. 
Otro detalle que se ha incluido es la calidad del paquete. La codificación del GOP solo está 
contenida en la cabecera RTP del primer paquete de cada cuadro de tipo I, por lo que la 
información de este campo no es precisa si el anterior cuadro tipo I no ha sido recibido.  
Endianismo 
Endianismo describe la forma como se representan los datos de longitud mayor a un byte y es 
dependiente de la arquitectura de la CPU del sistema. A efectos prácticos, también se puede 
definir como el formato en que los datos de más de un byte son almacenados en la memoria, y 
detalla la localización del byte más y menos significativo en una dirección de memoria. 
Little Endian 
 
Big Endian 
 
Figura 5.11 Representación tipos de endianismo 
Tal y como se puede observar en la Figura 5.11 existen dos maneras de representar los datos 
en memoria: 
 Little Endian – Sitúa el byte menos significativo en el dirección de inicio de los datos (es 
la dirección más baja) 
 Big Endian – Sitúa el byte menos significativo en la dirección más alta. 
La importancia del endianismo en este proyecto, se halla en la interpretación correcta de los 
datos, de forma que el usuario pueda ver el fichero de salida que se muestra en la Figura 5.9 
correctamente, es decir, con tal y como transmitidos por la red, y no como están almacenadas 
en memoria. 
A B C D ABCD
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Dado que para la realización de esta aplicación, se ha utilizado un procesador Intel ® Core 2 
Duo T7300, se trabaja con palabras cuya ordenación es little endian. Sin embargo, la 
transmisión se produce en big endian, puesto que este es el formato empleado en una red IP.  
Así pues, al escribir las palabras en el fichero, se deberá pasar previamente al formato de la red 
mediante la función hton.  
5.1.6 Bloque 4. Fragmentación de los cuadros  
El objetivo de este bloque es que la propia aplicación sea capaz de fragmentar los cuadros para 
entregarlos a la capa MAC con el tamaño adecuado según los requisitos de la conexión, es 
decir, se busca conformar paquetes que no superen la MTU (Maximum Transmission Unit) de 
la red. 
La decisión de fragmentar a nivel aplicación, se produce por dos motivos:  
 Evitar ambigüedades a la hora de detectar si un error proviene de la capa MAC o del 
propio canal. 
 Monitorizar con exactitud el comportamiento del canal, ya que al fragmentar a nivel 
aplicación, incluimos en la cabecera RTP un número de secuencia en cada uno de los 
paquetes emitidos, con lo que podemos conocer exactamente que fragmento se ha 
perdido. 
Tamaño máximo de los paquetes RTP 
Según la librería RTP incluida en NCTUns, la longitud máxima de un paquete RTP es de 40960 
bytes, lo que implicaría 40988 bytes con la cabecera IP. Sin embargo, la máxima MSDU para 
IEEE 802.11 es 2304 bytes[15], lo que significa un MTU real de 2272 bytes en la capa de red.  
Pese a ello, en este proyecto se ha definido la MTU en 1500 bytes para mantener la 
compatibilidad con el estándar IEEE 802.3. De esta forma, se facilitaría el transporte de las 
tramas a través de una red de estas características, con lo que no se limita la ubicación física 
del destinatario a una que forme parte de la misma red que la fuente emisora.  
Fragmentación diferenciada 
Cuando se transmite un vídeo en streaming, el tamaño máximo de un paquete viene dado por 
la siguiente expresión: 
𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓ñ𝑓𝑓 𝑝𝑝𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑓𝑓𝑝𝑝 = 𝑏𝑏𝑓𝑓𝑓𝑓𝑙𝑙 𝑝𝑝𝑓𝑓𝑓𝑓 𝑡𝑡𝑝𝑝𝑝𝑝𝑙𝑙𝑓𝑓𝑓𝑓𝑓𝑓8 ∗ 𝑓𝑓𝑡𝑡𝑝𝑝𝑝𝑝𝑙𝑙𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓 ∗ 𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝  𝑝𝑝𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑓𝑓𝑝𝑝𝑙𝑙  Ecuación 5-6  
Esta función no se suele aplicar cuando se trabaja con trazas, porque todos los parámetros se 
conocen de antemano y están controlados en la composición de la secuencia de vídeo. Sin 
embargo, en el momento de transmitir el vídeo, el retraso entre paquete (que está 
determinado por el parámetro framerate del fichero sdp) puede variar debido a las 
condiciones de la red y la saturación del propio nodo, por lo que se debe comprobar que este 
tamaño no sea más restrictivo que el valor máximo obtenido en el apartado anterior. 
Delimitación de los cuadros 
En las primeras fases del diseño de la aplicación se consideraba que cada cuadro de vídeo era 
transmitido en un único paquete. Sin embargo, se ha de tener en cuenta el tamaño real de 
cada cuadro, por lo que el receptor debe poder discernir entre varios cuadros consecutivos 
dentro del flujo de datos que el emisor envía, es decir, el receptor debe ser capaz de detectar 
donde comienza y acaba cada cuadro.  
Con este objetivo se modificará el contenido del campo marker de la cabecera RTP, de forma 
que varíe su valor en función de la posición del paquete dentro del cuadro al que pertenece. Se 
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han planteado dos posibles implementaciones: Marcar el primer paquete de cada cuadro con 
un valor diferente en el campo marker o hacer en el último paquete del cuadro. 
En este método la pérdida de identificación de los cuadros surge cuando se pierde el primer 
paquete del siguiente cuadro. Esta situación comporta que el algoritmo desconozca cuando 
finaliza el cuadro actual, por lo que ambos cuadros se dan por perdidos. 
Marcador en el primer paquete del cuadro 
A título de ejemplo se ilustrará el peor caso: la pérdida del primer paquete del frame P o B 
consecutivo a un cuadro de tipo I.  
 
Figura 5.12 Representación de siguiente paquete tras un frame I 
Como se puede observar en la Figura 5.12, una vez transmitidos los 𝑓𝑓 paquetes del cuadro de 
tipo I, se produce la pérdida del siguiente paquete, el que lleva el identificador de inicio de 
cuadro. Al desaparecer este fragmento el receptor desconoce si el paquete perdido 
corresponde al paquete 𝑓𝑓 + 1 del frame I o bien al primer paquete del siguiente cuadro, por lo 
que ambos cuadros se darán por perdidos. 
De esta manera, aunque todos los paquetes del frame I se hayan recibido correctamente, se 
debe descartar este cuadro. 
Con este método alternativo, también pueden llegar a descartarse dos cuadros al perderse un 
paquete, con la única diferencia de que esta situación ocurre al perderse el último paquete de 
un cuadro, en lugar del primero. 
Marcador en el último paquete del cuadro 
Sin embargo, con esta táctica se evita perder los cuadros de tipo I cuando se pierde el paquete 
anterior, es decir, la situación representada en la Figura 5.13. 
 
Figura 5.13 Representación de paquete anterior tras un frame I 
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A priori, con esta disposición de paquetes recibidos, además de perder el cuadro anterior, se 
desconocería el inicio de frame I, con la consecuente pérdida de éste. No obstante, dado que 
en payload de los cuadros de tipo I se ha introducido información referente a la codificación 
del GOP, puede detectarse este inicio. 
Problema de sobreescritura 
En la fase inicial del trabajo aún no se habían generado las dos secuencias de vídeo de 
diferente tasa de codificación que se han empleado en las simulaciones finales. Así pues, a 
modo de prueba se utilizó un tamaño de cuadro fijo, cuyo valor sería el de un cuadro de 
formato CIF 4:2:0 según el modelo YUV, lo que equivale a 352 pixels x 288 pixels x 12 bits/pixel 
= 1216512 bits (148,5 kB) por cuadro. 
En esta prueba, se simuló una red peer-to-peer fija con la secuencia Foreman como vídeo de 
ambas calidades. Este vídeo se halla en formato YUV 4:2:0 y tiene una duración de 300 
cuadros. En este punto del diseño, la aplicación almacena al inicio de la sesión todo el vídeo en 
dos buffers, uno por cada supuesta calidad. Así pues, la reserva de espacio en memoria es de 
148,5 kB/cuadro * 300 cuadros =44550 kB, o lo que es lo mismo 43,5 MB de memoria por cada 
vídeo utilizado. 
Bajo estas condiciones, no se consigue realizar ninguna transferencia de datos. Esto se debe a 
que al reservar desde el principio todo este espacio en la memoria y no liberarlo en ningún 
momento, se produce una sobreescritura de otras variables dentro del área de memoria del 
código que se está ejecutando, por lo que en un cierto instante de ejecución, el valor de unas 
variables concretas se modifica de forma aleatoria. 
Para solucionar este problema, se debe cambiar el planteamiento formulado, de forma que 
solo se almacenarán en memoria los frames de un GoP en lugar del vídeo completo.  El único 
inconveniente es que se debe mantener el fichero abierto durante toda sesión. 
Problema del tamaño del frame 
Tras este cambio de enfoque, si bien se consigue transmitir un fragmento del vídeo siguiendo 
el algoritmo implementado, todavía se observa un comportamiento anómalo en la simulación.  
El problema se halla en que el tiempo de ejecución de una iteración de la transmisión de un 
paquete, es menor que el tiempo de transmisión del propio paquete, y por tanto el siguiente 
paquete quedará a la espera de poderse enviar. Este concepto se representa en la Figura 5.14, 
siendo los cuadros, el buffer de transmisión y las flechas, las llamadas a la función de emisión 
de un paquete RTP. 
Como se puede apreciar en este esquema, la velocidad a la que los paquetes se ponen en cola 
en el buffer de transmisión es superior a la tasa de transmisión de los paquetes. Debido a este 
funcionamiento, tras un número suficiente de paquetes emitidos, el buffer se desborda. De 
esta manera, cuando el buffer se ha llenado, la aplicación se bloquea quedando a la espera de 
la siguiente posición libre, acción que nunca sucederá debido a que la misma aplicación que 
debe transmitir para liberar una posición, está bloqueada esperando a que ésta se libere. 
 
Figura 5.14 Instante de llamada y transmisión real 
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Según se ha comprobado en las simulaciones realizadas, este comportamiento se produce 
cuando se intentan transmitir más de 20 cuadros de un tamaño superior a 29,3 kbytes. 
Es posible solucionar este problema variando completamente la implementación del código, 
pero dado que avanzadas técnicas de codificación y compresión de hoy en día, es muy difícil 
que haya tantos frames seguidos que superen está extensión.  
5.1.7 Bloque 5. Paquetes de relleno (padding) 
En las simulaciones se ha detectado que los primeros paquetes tienen una probabilidad de 
pérdida mayor. Esto se debe principalmente, a que no existe una ruta definida entre emisor y 
receptor, por lo que el protocolo de encaminamiento requiere de un cierto tiempo para 
hallarla, especialmente si la red está cargada, y este tiempo extra puede provocar que se 
reciba fuera del plazo para una correcta visualización. 
Para solucionar este inconveniente y minimizar las pérdidas del fichero de vídeo, se han 
introducido paquetes de relleno al inicio de la sesión, previamente a la transmisión de cuadros 
de vídeo. De esta forma al emitir el primer paquete del vídeo, el canal ya se habrá estabilizado 
y la ruta establecido. Estos paquetes no llevarán datos sino únicamente bits de relleno, y al 
tratarse de paquetes pequeños no añadirán demasiado overhead en el sistema. 
Según esta nueva configuración, se han definido tres posibles estados del canal según las 
características de la conexión, según se muestra en la Figura 5.15. 
Formato del paquete 
Los paquetes de relleno, no contendrán información útil, por lo que la pérdida de alguno o 
incluso del conjunto de todos ellos no afectará a la transmisión del vídeo. No obstante, han de 
tener un formato especial de forma que el receptor pueda distinguirlos de los paquetes que 
contienen vídeo.  
Por esta razón se han definido estos paquetes de relleno con todos los bits del payload iguales. 
Esta disposición de bits es altamente improbable, a excepción de un cuadro de vídeo 
completamente blanco o negro.  Además es imposible que esto ocurra en un cuadro de tipo I, 
dado que en estos cuadros se ha introducido un campo la codificación del GOP, cuyo valor 
únicamente puede ser 20 o 10. 
Otro aspecto a tomar en consideración es la cantidad y el tamaño de este tipo de paquetes. 
Dado que por norma general, se procura a minimizar el overhead derivado de datos no útiles, 
se enviarán escasos paquetes de este tipo. Su longitud también será reducida, aspecto que 
favorece la rapidez de procesado en el emisor, ya que no se realiza la etapa de fragmentación. 
En las simulaciones realizadas, se emiten cinco paquetes de 128 bytes. Sin embargo, estos 
parámetros pueden modificarse en función del comportamiento del sistema, para conseguir 
un efecto óptimo para cada escenario estudiado.  
Figura 5.15 Estados del canal 
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5.1.8 Bloque 6. Gestión de paquetes RTP en recepción 
El receptor es el encargado de almacenar los cuadros enviados por el emisor y extraer la 
información contenida, así como de generar un flujo que el decodificador pueda interpretar. 
Esto significa que una vez recibidos los paquetes de un mismo cuadro, se han de procesar para 
comprobar que esté completo y no haya expirado el plazo de validez para su visualización, tras 
lo cual se puede entregar al decodificador.  
Para diferenciar estos dos tipos de datos, se requieren dos buffers diferentes, a los que se 
denominaran: 
- Buffer de recepción – Almacena información y el contenido de los paquetes recibidos, 
mientras esperan al resto de paquetes que conforman el cuadro al que pertenecen o a 
que se completen los cuadros anteriores.  
- Buffer del decodificador – Almacena de forma ordenada los cuadros completos y que 
han llegado en el tiempo máximo establecido, listos para ser decodificados. Solo 
contiene los cuadros pendientes de visualizar por el usuario.  
Gestión de los nuevos paquetes RTP 
Debido a que los datos deben tratarse en tiempo real, cada vez que el receptor recibe un 
paquete RTP debe examinarse el buffer de recepción, de forma que ser reduzca al máximo el 
tiempo que un cuadro tarda entre su llegada al nodo y la visualización correspondiente. 
 
 
Figura 5.16 Diagrama de flujo de la gestión de paquetes RTP 
Según el algoritmo de la Figura 5.16, al recibirse un nuevo paquete RTP, se introduce el nuevo 
elemento en el buffer de recepción. A continuación se evalúa si el sistema se halla en un 
estado de discontinuidad en los cuadros, es decir, si la pérdida de algún cuadro anterior ha 
provocado el desconocimiento del número de secuencia del cuadro siguiente.  
De hallarse en esta situación, intenta recuperar la secuencia perdida mediante la detección de 
un final de cuadro (m=1) o el inicio de GOP. 
Se establece seq_frame
Libera los elementos anteriores
¿Discontinuidad?
seq_frame < 0
Nuevo paquete
m=1 o fr I
Gestión del buffer de recepción
¿Paquete 
RTP?
Encapsulado en 
formato 'packet recv'
Se introduce elemento
en buffer de recepción
Si
Si
Si
No
No
No
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Finalmente y de forma independiente al camino seguido, se examina el buffer de recepción 
por si se ha producido alguna modificación en el mismo que deba gestionarse. 
Buffer de recepción 
La aplicación debe filtrar el flujo de paquetes recibidos, para que el decodificador solo obtenga 
cuadros completos a su entrada. De esta manera, el nodo destino no requiere de un 
decodificador complejo para ser capaz de visualizar los datos recibidos. 
No obstante, esto comporta que la aplicación disponga de memoria para almacenar los 
paquetes recibidos hasta que se completa el cuadro al que pertenecen. Este buffer no solo 
debe contener la porción del cuadro contenido en el paquete RTP, sino que además debe 
recoger otros datos necesarios para la identificación del fragmento obtenido.  
Cada elemento de este registro estará formado por un objeto de estructura packet_recv, 
cuyos campos enumeran a continuación. 
 
typedef struct{ 
 unsigned int  m:1;   /* marker bit */ 
 unsigned int  seq:16; /* sequence number */ 
 double        ts_recv; /* timestamp reception */ 
 double        ts_send; /* timestamp emission */ 
 int  cod;  /* encoding used HQ/LQ */ 
 int    type_fr:2;   /* When MP4 I,P,B. Otherwise I or not I */ 
 int  *payload; 
 int payload_length;  
} packet_recv; 
 
Esta información se adquiere de tres fuentes: Del fragmento de vídeo, es decir, del payload del 
paquete (type_fr, payload), de la cabecera RTP del paquete (m, seq, ts_send) y finalmente de 
la propia aplicación (ts_recv, cod). 
Control de secuencia. 
El buffer de recepción dispone de los datos de forma ordenada, en función del número de 
secuencia de cada paquete regulado según una ventana de recepción. Según las 
especificaciones del protocolo RTP, el tamaño del campo dedicado al número de secuencia del 
paquete es de 16 bits, es decir, un valor máximo de 65535. 
Dado que el valor inicial de secuencia es número aleatorio y que las simulaciones pueden tener 
una duración considerable, y por tanto un elevado número de paquetes emitidos, este valor 
máximo puede ser superado con facilidad. Este fenómeno es controlado mediante el reinicio 
de este contador.  
 
Figura 5.17 Buffer en situación de reinicio número de secuencia 
Por esta razón, durante el proceso de ordenación, el buffer de recepción debe prever esta 
situación. Esto significa, que es posible que un número de secuencia menor se halle situado en 
una posición posterior a un valor mayor, tal como se aprecia en la Figura 5.17. 
El algoritmo que se ha ideado para controlar esta anomalía, consiste en buscar la posición en el 
buffer de la forma habitual, o sea, sin tener esta situación en consideración, y una vez 
identificado esta posición verificar que no se trate de este caso. Se considerará que si el 
número de secuencia es mayor al tamaño de la cola, no se puede producir esta situación. 
En el caso de que se cumplan esta condición, es decir, número secuencia menor  al número de 
posiciones de la cola, se recorrerá el buffer en el sentido inverso, de la última posición a la 
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primera, hasta que se halle la primera secuencia menor, y en caso de no hallarla, se cola en la 
siguiente posición del último elemento. 
Tamaño del buffer de recepción 
Al trabajar con contenidos en tiempo real, los datos recibidos tendrán un cierto tiempo de 
validez, tras el cual ya no serán útiles y se pueden desechar. Esta caducidad de la información 
está asociada al tiempo de espera máximo de un cuadro, para la correcta visualización de la 
secuencia de vídeo.  
Con el objetivo de reducir la memoria ocupada por datos que ya no válidos, se ha planteado el 
buffer de recepción como una cola circular, por lo que el tamaño es un factor crítico para que 
no se pierdan datos útiles.  
Si se supone el caso ideal, es decir, con un sistema sin pérdidas, el tamaño del buffer 
correspondería al número de fragmentos que tiene el cuadro de mayor longitud, de forma que 
los paquetes se almacenaran en orden hasta que dicho frame estuviera completo. 
No obstante, dado a que el canal por lo general tiene pérdidas y se ha implementado un 
proceso de espera antes de dar un cuadro por perdido, el buffer debe ser capaz de almacenar 
los paquetes que lleguen en este intervalo de tiempo. 
El tiempo máximo de espera de un cuadro se ha definido en 2 segundos, lo que para el 
framerate utilizado (30 cuadros por segundo) supone una recepción de 60 cuadros. Si se 
considera el cuadro de mayor tamaño del vídeo codificado a 384kbps, serían necesarios 9 
paquetes para transmitirlo en una red de MTU máxima de 1500 bytes. Así pues, en el peor de 
los casos se trataría con una cola de 600 elementos.  
Según se puede observar en los datos estadísticos de ambas secuencias de vídeo mostrados en 
la Tabla 5.3, habitualmente solo serán necesarios entre uno y dos paquetes para transmitir un 
cuadro completo.  
Tabla 5.3 Número de paquetes por frame 
 Media Intervalo confianza 
del 95% 
Superan 2 
paquetes (%) 
Superan 4 
paquetes (%) 
Vídeo alta calidad (384kbit/s) 1,6667 0,0174 12,59 2,88 
Vídeo baja calidad (192kbit/s) 1,1623 0,0099 2,72 0,31 
Con el objetivo de ajustar al máximo el tamaño del buffer a los requisitos del sistema, se ha 
optado por considerar una cola de 240 posiciones (en media de 4 paquetes por cuadro). De 
esta forma, se reduce considerablemente la probabilidad de que el buffer se desborde sin 
desaprovechar excesivos recursos. 
Discontinuidad de cuadros 
Dado que los paquetes suelen llegar al destino en forma de ráfagas y que cada vez que un 
cuadro se pasa al decodificador, todas las posiciones relativas a este frame se liberan en el 
buffer de recepción, por lo que hay períodos en las que no hay ningún elemento en cola.  
Para que estos instantes no provoquen la desorganización del flujo posterior, debido a la falta 
de un punto de referencia, se crea la variable seq_frame que contiene el número de secuencia 
del primer paquete del cuadro siguiente al último emitido. No obstante, cuando se pierde el 
último paquete de un cuadro, el receptor desconoce el valor de esta secuencia, por lo todos 
los paquetes que lleguen a posteriori al destino se consideran como continuación del cuadro 
incompleto y por tanto no válidos (nunca se completará dicho cuadro), hasta que aparezca un 
indicador de fin de cuadro según el campo ‘marker’, o bien el inicio de GOP, mediante el 
campo especifico de codificación agregado a la cabecera RTP. 
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Así pues, cuando seq_frame tiene un valor negativo, indica que existe una discontinuidad en la 
recepción de los cuadros, y que la aplicación se está recuperando de este estado de 
indeterminación. 
Gestión de los buffers  
El código implementado en el receptor no solo recibe e introduce la información en los buffers 
correspondiente, sino que decide que cuados se visualizarán e incluso el instante en que estos 
datos pasan a la cola del decodificador. Este proceso se puede visualizar en la Figura 5.18. 
 
Figura 5.18 Diagrama de flujo de la gestión del buffer de recepción 
Esta gestión de las colas, se realiza con el propósito de examinar si se ha producido algún 
cambio en el estado del buffer de recepción, que comporte la ejecución de acciones 
posteriores. Esta comprobación se realiza habitualmente cuando se recibe un nuevo paquete 
RTP, puesto que es posible que acabe de completar un cuadro, pero también es beneficioso 
realizarlo asiduamente, para controlar que la ventana de recepción esté actualizada, sin 
considerar los elementos que hayan expirado. 
Como se puede observar en la Figura 5.18, el primer aspecto que se evalúa es si el primer 
cuadro de la cola está completo, si esto es así, se verifica que ninguno de los elementos que lo 
conforman haya expirado,  en cuyo caso se pasa al buffer del decodificador. En caso contrario, 
se examina si en el buffer existe algún elemento que haya sobrepasado el tiempo de espera 
máximo, para liberar las posiciones pertinentes. 
¿Frame 
completo?
¿Algun paquete del 
frame ha expirado?
Calculo Delay
Payload se pasa al 
buffer del decoder
Se liberan las posiciones
en el buffer de recepción
¿Hay elementos en 
buffer de recepción?
Si
Si
No
No
¿Algun paquete del 
buffer ha expirado?
Busqueda en buffer
m=1 o frame I
¿Hay alguno?
Definición seq_fr
Si
Si
EXIT
No
No
NoSi
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5.1.9 Bloque 7. Ficheros y parámetros de entrada 
Como se ha comentado anteriormente, existen dos aplicaciones diferenciadas en función de la 
función del nodo, por lo que la llamada a la función varía dependiendo de si el nodo actúa 
como fuente emisora (rtpsendrecv)  o receptora (rtprecvonly). 
En la aplicación inicial proporcionada por NCTUns, la línea de comando utilizada para 
ejecutarlas tiene la siguiente forma: 
  
 
rtpsendrecv local_ip local_port cname file.sdp [–t vídeo_file ] 
rtprecvonly local_ip local_port cname file.sdp 
 
El parámetro de entrada ‘cname’  contiene un nombre canónico, es decir, un identificador 
único de este usuario. Habitualmente en este campo suele introducirse una dirección de 
correo. En el fichero SDP, se incluyen datos para la configuración de la sesión RTP, tales como 
ancho de banda de la sesión, instante de inicio y fin, etc. 
Tras los cambios aplicados al código original,  el usuario ha de introducir nuevos argumentos 
en la llamada a función del emisor: umbral superior e inferior del ciclo de histéresis, el peso del 
valor instantáneo α y un segundo fichero de vídeo. Esto supone introducir once parámetros de 
entrada. Sin embargo, la configuración del simulador solo detecta los diez primeros 
argumentos. 
Así pues, se generará un fichero complementario con los parámetros adicionales quedando la 
llamada a la función de la siguiente manera: 
 
 
rtpsendrecv ip port cname file.sdp –t HQ_file LQ_file paramsFile 
rtprecvonly ip port cname file.sdp paramsFile 
 
Dado que la aplicación encapsula los cuadros según un fichero de trazas, que no toma en 
consideración ningún tipo de cabeceras, propias del contenedro mp4, los vídeos empleados se 
debe procesar para adaptarlo a estos requisitos. La aplicación diseñada para este proceso se 
detallará en el apartado 5.2. 
Otro aspecto a comentar, es la posibilidad ejecutar esta aplicación sin los ficheros de trazas 
correspondientes, en cuyo caso solo es necesario eliminar el quinto parámetro, el símbolo –t. 
No obstante, se perderían algunas de las funcionalidades previstas, puesto que el programa 
desconoce la longitud de cada uno de los cuadros de los dos vídeos, y opta por establecer un 
valor fijo de bytes. 
5.1.10 Bloque 8. Ficheros de salida 
En esta sección se mostrarán los ficheros de salida generados por la aplicación, a excepción de 
los ya comentados en el apartado 5.1.5. Estos ficheros contienen información del escenario 
simulado. 
Tabla 5.4 Ficheros de salida 
Ficheros del emisor Ficheros del receptor 
LOST_sample 
Verificacio_snd 
Payload_send 
Delay_Frame 
Receiver 
Receiver_resum 
Verificacio_recv 
Payload_received 
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Formato del nombre de fichero 
Las simulaciones a realizar contemplan escenarios con múltiples comunicaciones simultáneas, 
lo que significa que en una única simulación pueden surgir múltiples receptores y emisores. Es 
por esta razón que el nombre de los ficheros debe distinguir entre las diferentes sesiones 
existentes y según la función de la máquina, si el nodo actúa en emisión o recepción. 
De esta manera, y con el fin de evitar que cualquiera de los ficheros sea escrito por otros 
procesos de la misma categoría, es decir, otros emisores o receptores, se deberá dotar de un 
elemento distintivo al nombre del fichero. En esta aplicación se ha optado por incluir el último 
campo de la dirección IP del propio nodo.  
Esta técnica favorece además, el discernimiento rápido y claro de las funciones de cada 
máquina, además de agilizar y facilitar el análisis de los datos de las simulaciones. 
Siguiendo el patrón previamente comentado, el nombre de un fichero tiene la siguiente 
estructura:  nodeXX_NombreFichero 
Este formato tiene un pequeño inconveniente. Dado que únicamente se ha utilizado el último 
campo de la dirección IP, el número de nodos que generaran un nombre diferente quedará 
limitado al valor máximo de este campo, es decir, a 256 nodos [0,255]. No obstante, este 
efecto no provocará ningún problema en este trabajo, puesto que no se han proyectado redes 
de gran cantidad de dispositivos, por lo que este formato es adecuado. De todos modos, de 
superarse este número máximo de nodos, sería suficiente con cuidar que dos nodos que 
fueran susceptibles a tener igual este campo de la dirección IP, no tuvieran la misma categoría. 
Fichero LOST_sample 
Representa los datos con los que se evalúa el estado del canal, así como la decisión tomada 
por el algoritmo, y que definirá la codificación utilizada en el siguiente GOP. Además, se incluye 
el número de GOP completos que se han transmitido desde la recepción de un paquete RTCP 
condicionados al resultado obtenido por la evaluación del mismo. 
 
 
# Values for Fraction Lost  
# The thresholds considered are:  
#   Lower limit - 0.050000 (percent) 
#   Upper limit - 0.100000 (percent) 
 
Initial  losses_now: 0.000000  losses_EWMA(i-1): 0.000000   
losses_EWMA(i): 0.000000  Good quality channel  +1+1+1 
Rtcp 1 (time_sim 1.567000) lost_now: 0.148438  losses_EWMA(i-1): 0.000000
 losses_EWMA(i): 0.111328  Bad quality channel  +1 
Rtcp 2 (time_sim 2.000000) lost_now: 0.000000  losses_EWMA(i-1): 0.111328
 losses_EWMA(i): 0.027832  Good quality channel  +1 
Rtcp 3 (time_sim 2.567000) lost_now: 0.000000  losses_EWMA(i-1): 0.027832
 losses_EWMA(i): 0.006958  Good quality channel  +1 
Rtcp 4 (time_sim 3.067000) lost_now: 0.000000  losses_EWMA(i-1): 0.006958
 losses_EWMA(i): 0.001740  Good quality channel  +1 
Rtcp 5 (time_sim 3.500000) lost_now: 0.000000  losses_EWMA(i-1): 0.001740
 losses_EWMA(i): 0.000435  Good quality channel   
 
Figura 5.19 Ejemplo del fichero LOST_sample 
 
En la Figura 5.19 se muestra un fragmento de uno de estos archivos. Se puede observar que al 
inicio del fichero aparecen los datos que el usuario ha introducido como parámetros en la 
llamada a la función, que definen el umbral superior e inferior a partir del cual se define el 
ciclo de histéresis. Otros campos reflejados en este extracto son: 
 time_sim – es el instante de recepción del paquete RTCP 
 losses_now – indica el valor del campo fraction lost del paquete RTCP. 
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 losses_EWMA – es el valor de las pérdidas aplicando el método EWMA 
Ficheros verificacio_snd y verificacio_recv  
Estos dos ficheros que se obtienen según si el dispositivo es un nodo emisor o receptor, son 
especialmente útiles para comprobar la transmisión correcta de los paquetes y la calidad de 
los mismos. A continuación, se muestra un extracto de cada uno de ellos. 
 
 
Frame 16  Packet: 1/3  0.700000  Quality: HQ sequence: 46083  I 1456 bytes  
<-- beginning GoP (num 1) 
Frame 16  Packet: 2/3  0.700000  Quality: HQ sequence: 46084  - 1460 bytes 
Frame 16  Packet: 3/3  0.700000  Quality: HQ sequence: 46085  - 1147 bytes 
Frame 17  Packet: 1/4  0.734000  Quality: HQ sequence: 46086  P 1460 bytes 
Frame 17  Packet: 2/4  0.734000  Quality: HQ sequence: 46087  - 1460 bytes 
Frame 17  Packet: 3/4  0.734000  Quality: HQ sequence: 46088  - 1460 bytes 
Frame 17  Packet: 4/4  0.734000  Quality: HQ sequence: 46089  - 529 bytes 
 
Figura 5.20 Ejemplo del fichero verificacio_snd 
 
 
RTP rcv: 24   0.705198  sequence: 46083  m= 0 Quality: HQ <--beginning 
GoP 
RTP rcv: 25   0.708625  sequence: 46084  m= 0 Quality: HQ 
RTP rcv: 26   0.710294  sequence: 46085  m= 1 Quality: HQ 
RTP rcv: 27   0.740695  sequence: 46086  m= 0 Quality: HQ 
RTP rcv: 28   0.742293  sequence: 46087  m= 0 Quality: HQ 
RTP rcv: 29   0.744070  sequence: 46088  m= 0 Quality: HQ 
RTP rcv: 30   0.746490  sequence: 46089  m= 1 Quality: HQ 
 
Figura 5.21  Ejemplo del fichero verificacio_recv 
Existen campos comunes tal como el instante de detección de paquete (ya sea en emisión o 
recepción, número de secuencia o sequence,  que permite identificar rápidamente el mismo 
paquete en ambas fuente o el tipo de codificación del paquete (alta o baja calidad). Además en 
ambos ficheros se indica de una forma especial el inicio de un nuevo GOP o lo que es lo mismo 
el inicio de un cuadro de tipo I, con lo que se obtiene un mejor seguimiento de forma visual de 
la secuencia de vídeo. 
En el fichero verificacio_recv no se muestra el número de cuadro transcurrido, puesto que el 
nodo receptor desconoce tanto la disposición del cuadro, como la longitud en número de 
paquetes del mismo. No obstante, el campo marker (en el fichero representado por m) 
proporciona una visión del inicio y final de cada cuadro, siempre que los números de secuencia 
sean correlativos, dado que la pérdida de un paquete supone descartar todo el frame y 
posiblemente del siguiente, al desconocer si este paquete indica el inicio o fin del mismo. 
Entre los campos propios del emisor surgen: el número de cuadro dentro de la secuencia, el 
número de paquete, el tipo de cuadro y el número de bytes de vídeo. En el caso del orden de 
paquetes dentro de cada cuadro, se muestra siempre el número del paquete y el número de 
paquetes total que contiene el cuadro. 
En el procesado de los datos mediante MATLAB ® se han utilizado conjuntamente ambos 
ficheros de forma que utilizando el número de secuencia como indicador único se puede 
obtener toda la información referente a este paquete. 
Ficheros receiver y receiver_resum 
En este caso se muestran los datos con los que se calcula el intervalo RTCP. Estos ficheros 
propios del receptor, se han creado en la sección 5.1.4 para controlar el correcto 
funcionamiento del algoritmo adaptativo RTCP. 
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El fichero receiver Figura 5.22 se muestran todos los datos que aportan información en el 
diseño de este algoritmo, mientras que receiver_resum Figura 5.23 solo contiene los campos 
más significativos. Esta duplicidad de los datos se ha realizado de esta manera, dado que una 
visualización rápida de los diferentes campos es necesaria para un primer análisis, pero una 
vez detectada la anomalía se requiere una enumeración completa de todos los campos que 
intervienen en el algoritmo. 
 
 
rtcp nº 542  simulation time 147.015000  
              current losses: 0.000000  
              increment: -0.045898  
              average losses (EWMA): 0.045898  
              rtcp_bw_fraction: 0.500000 %  
              interval (rtcp): 0.405488  
              next_rtcp: 147.345918  
 
rtcp nº 543  simulation time 147.309000  
              current losses: 0.664062  
              increment: 0.154541  
              average losses (EWMA): 0.509521  
              rtcp_bw_fraction: 1.000000 %  
              interval (rtcp): 0.214517  
              next_rtcp: 147.500808  
 
Figura 5.22 Ejemplo de fichero receiver 
 
 
rtcp 542  now 147.015000 losses now: 0.000000   losses ewma: 0.045898
 next rtcp: 147.345918 
rtcp 543  now 147.309000 losses now: 0.664062   losses ewma: 0.509521
 next rtcp: 147.500808 
 
Figura 5.23  Ejemplo de fichero receiver_resum 
Delay_Frame 
En este tipo de archivo se sintetiza la información a nivel de cuadros detectados por el 
receptor.  
En la Figura 5.24 puede observarse como los campos característicos de estos archivos son 
relativos a datos de cada cuadro: instante de recepción de la totalidad del cuadro, calidad de la 
codificación, tipo de cuadro, retardo total, cantidad de paquetes por cuadro y finalmente 
número de secuencia del primer paquete que conforma el cuadro. 
 
 
recv_frame 0.177072 HQ  I packets/frame 3  Delay 0.007540 seq_ini_frame 46065 
recv_frame 0.201715 HQ  P packets/frame 1  Delay 0.032183 seq_ini_frame 46068 
recv_frame 0.235001 HQ  B packets/frame 1  Delay 0.032139 seq_ini_frame 46069 
recv_frame 0.268537 HQ  B packets/frame 1  Delay 0.032345 seq_ini_frame 46070 
recv_frame 0.301397 HQ  P packets/frame 1  Delay 0.031875 seq_ini_frame 46071 
 
Figura 5.24 Ejemplo de fichero Delay_Frame 
Cabe destacar un caso que de cierta forma falsearían los datos reales de la secuencia de vídeo. 
La calidad de los cuadros no es completamente exacta puesto que contiene la última calidad 
obtenida por el receptor. Así pues, si el primer paquete de un cuadro de tipo I se perdiera, lo 
mismo sucedería con la codificación del GOP y sin embargo se mostraría una calidad que 
podría ser diferente a la real. No obstante, este comportamiento no tiene ningún efecto en la 
visualización del vídeo recibido, puesto que si se pierde el cuadro de tipo I, no es posible 
decodificar los cuadros restantes. 
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5.2 Extracción del vídeo codificado 
La aplicación creada en este proyecto transmite directamente los cuadros de vídeo puros, es 
decir, sin considerar las cabeceras u otros datos referentes al flujo o al formato, propios del 
contenedor MP4. Por esta razón, se deben tratar previamente los vídeos utilizados, con el 
objetivo de eliminar todos los datos que sean propios del contenedor. Así pues, se ha diseñado 
un programa adicional con el que se extraen los cuadros contenidos en un archivo de tipo 
MP4, es decir con .mp4 o .m4v.   
La aplicación se ha programado con lenguaje C considerando una arquitectura de 64-bits, por 
lo que es posible que haya ciertas incompatibilidades al ejecutarlo en máquinas de diferente 
arquitectura. 
La llamada de esta función tiene la siguiente expresión, donde source_file es el vídeo que se 
quiere analizar y dest_file es el fichero donde se guardará la información extraída. 
 
 vídeo_frames source_file dest_file 
Partiendo del encapsulado de vídeo de MPEG-4 que se ha descrito en la Figura 2.3, el 
algoritmo realizará la búsqueda del string “mdat” y se posicionará 4 bytes antes, de forma que 
se conozca la longitud en bytes de esta estructura, puesto que la lectura de todo este 
contenedor provoca la finalización de la aplicación. Seguidamente, se busca el primer inicio de 
cuadro (x00 00 01 B6), y se copia desde este punto hasta el final del contenedor mdat, en el 
fichero de salida.  
Información adicional del proceso, como son la posición donde se ha hallado un nuevo cuadro, 
o bien la longitud del mismo, aparecerá por consola. A continuación, se muestra un extracto 
de estos datos al ejecutar uno de los ficheros.  
 
mdat encontrado en i=39 
Campo longitud 20162537 
Se han leido 20162529 bytes (19 MB) de Matrix_HQ_384k.mp4 
Se han escrito 20162529 bytes (19 MB) en Matrix_HQ_coded.txt 
5.3 Generación de flujos de vídeo real para ser transmitido 
El empleo de una aplicación que intercala cuadros del mismo vídeo original codificado con dos 
tasas diferentes, comporta que el vídeo emitido no se pueda visualizar como tal. Así pues, para 
conocer la degradación real del vídeo en el destino, es necesaria una nueva herramienta que 
genere la secuencia de vídeo emitida. 
Franky, cuyo nombre proviene de Frankenstein, construye un archivo con el vídeo real 
transmitido por el nodo origen, escogiendo los cuadros de una u otra calidad, según se define 
en el fichero de trazas generado por la aplicación adaptativa. 
La llamada a esta función se realiza de la siguiente manera: 
 
 
franky trace_file HQ_vídeo_file LQ_vídeo_file dest_file 
 
 
Los vídeos pasados como argumentos deben ser los extraídos con la aplicación vídeo_frames, 
y como fichero de trazas utilizaremos los archivos nodeX_verificacio_snd, generados por la 
propia aplicación en cada fuente emisora.  
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line Frame 5341  Paquet: 1/3  178.299000   Qualitat: HQ   sequence: 21678 
Longitud frame 1671 
Longitud frame 3089 
cursors: LQ 4281697 HQ 8710551 
line Frame 5341  Paquet: 2/3  178.299000   Qualitat: HQ   sequence: 21679 
line Frame 5341  Paquet: 3/3  178.299000   Qualitat: HQ   sequence: 21680 
 
En esta aplicación la información que aparecerá por línea de comandos es la que se puede 
observar en el cuadro superior. Básicamente la aplicación muestra por pantalla cada una de las 
líneas leídas en el fichero, indicando el tamaño del frame del fichero de baja y alta calidad,  por 
este orden, en el caso de tratarse de un paquete con el inicio de cuadro. Además de la posición 
del cursor tras la lectura en cada uno de los ficheros para poder verificar que no hay errores 
durante la ejecución del programa. 
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6. Simulaciones 
 
 
 
En esta parte del estudio se reproducirán, mediante simulación, diferentes escenarios de redes 
MANET transmitiendo streaming de vídeo bajo distintas condiciones de operación. Para ello se 
utilizará la herramienta de simulación de redes NCTUns [4] versión 4.0, la cual es gratuita y ha 
sido desarrollada por el Laboratorio de Sistemas de Red (Network Systems Laboratory, NSL) de 
la Universidad Nacional Chiao-Tung (National Chiao-Tung University, NCTU) de Taiwán. Los 
resultados de las simulaciones realizadas con la aplicación adaptativa diseñada en este 
proyecto serán analizados y contrastados con resultados obtenidos utilizando una aplicación 
convencional no adaptativa, con el objeto de resaltar las posibles ventajas y desventajas. 
6.1 Diseño de los experimentos 
Para la realización de los experimentos de simulación se ha elegido utilizar un diseño de 
experimentos (DOE) de tipo factorial, con el fin de determinar el efecto de los diferentes 
factores (parámetros variables de simulación) en el comportamiento y rendimiento de las 
redes y de la aplicación desarrollada. En total se han definido tres etapas de experimentación. 
Las dos primeras se realizarán utilizando la aplicación adaptativa propuesta, mientras que en la 
tercera etapa se utilizará una aplicación convencional no adaptativa. Todas las simulaciones se 
repetirán varias veces para obtener valores estadísticamente válidos, en este trabajo se ha 
trabajado con simulaciones de cinco repeticiones. 
Según los criterios expuestos en el párrafo anterior, en la Figura 6.1 se han representado el 
conjunto global de las simulaciones realizadas, diferenciándose las tres etapas de 
experimentación cuya definición se realizará en el siguiente apartado. 
 
Figura 6.1 Conjunto de simulaciones realizadas 
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Estas simulaciones se ejecutaran en cada una de las configuraciones de dimensiones y nodos 
escogidos. Estas combinaciones se han establecido de la siguiente manera:  
 Red mediana – superficie mediana (SM) y red mediana (RM) 
 Red grande – superficie grande (SG) y red grande (RG) 
 Red densa – superficie mediana (SM) y red grande (RG) 
Inicialmente también se evaluó una red dispersa, es decir, una superficie grande (SG) con una 
red mediana (SM). No obstante, tras las primeras pruebas se observó que, dada la falta de 
continuidad de las sesiones, este escenario no era el más adecuado para evaluar la bondad de 
la aplicación. Esto es debido a que en un escenario tan disperso como éste, y teniendo en 
cuenta el limitado rango de transmisión de los nodos, origen y destino pueden quedar 
incomunicados durante la mayor parte del tiempo de simulación. Por esta razón, se desestimó 
esta configuración.  
Durante la experimentación se simularán 30 diferentes escenarios de redes MANET para la 
transmisión de streaming de vídeo utilizando una aplicación adaptativa. Además, se realizarán 
18 simulaciones bajo diferentes condiciones de operación utilizando una aplicación 
convencional no adaptativa para efectos de comparación. En total se llevarán a cabo 48 
simulaciones diferentes. 
6.1.1 Primera etapa de experimentación 
La primera etapa de experimentación se llevará a cabo en escenarios con las redes mediana 
(RM) en superficie mediana (SM) y grande (RG) en las superficies mediana (SM) y grande (SG). 
En esta etapa de experimentación se han definido tres valores para la variable Tx en el caso de  
Tabla 6.1 Simulaciones de la primera etapa de experimentación 
Parámetro de simulación Valor 
Superficie mediana (SM) 500 m x 500 m 
Red mediana (RM) 20 nodos 
Máxima velocidad de los nodos (Vmax) 0 m/s 
Número de transmisiones simultáneas (Tx) {2, 6, 10} 
Superficie mediana (SM) 500 m x 500 m 
Red grande (RG) 50 nodos 
Máxima velocidad de los nodos (Vmax) 0 m/s 
Número de transmisiones simultáneas (Tx) {2, 6, 10} 
Superficie grande (SG) 1250 m x 500 m 
Red mediana (RG) 20 nodos 
Máxima velocidad de los nodos (Vmax) 0 m/s 
Número de transmisiones simultáneas (Tx) {2, 6, 10} 
En la Figura 6.2 se muestran las simulaciones a realizar en el espacio de los factores Vmax y Tx. 
Estos escenarios son comunes en los tres tipos de redes estudiadas: superficie mediana y red 
mediana, superficie mediana, red grande y superficie grande y red grande. 
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Figura 6.2 Simulaciones de la primera etapa de experimentación 
El número de simulaciones en esta etapa es equivalente a 3 x 3, esto es, 9 diferentes 
escenarios de simulación.  
6.1.2 Segunda etapa de experimentación 
La segunda etapa de experimentación se realizará con las combinaciones de superficie y 
tamaño de red utilizados en las simulaciones de la etapa anterior, es decir, en escenarios con 
una red mediana (RM) en una superficie mediana (SM); una red grande (RG) en una superficie 
mediana (SM), y una red grande (RG) en una superficie grande (SG).  
En esta etapa, se llevarán a cabo las simulaciones especificadas en la Tabla 6.2, cuyo rasgo 
diferenciador estriba en evaluar dos valores de calidad del vídeo (VQ). En estas simulaciones 
los nodos permanecerán estáticos. 
Tabla 6.2 Simulaciones de la tercera etapa de experimentación 
Parámetro de simulación Valor 
Superficie mediana (SM) 500 m x 500 m 
Red mediana (RM) 20 nodos 
Máxima velocidad de los nodos (Vmax) 0 m/s 
Número de transmisiones simultáneas (Tx) {2, 6, 10} 
Calidad del vídeo transmitido (VQ) {LQ, HQ} 
Superficie mediana (SM) 500 m x 500 m 
Red grande (RG) 50 nodos 
Máxima velocidad de los nodos (Vmax) 0 m/s 
Número de transmisiones simultáneas (Tx) {2, 6, 10} 
Calidad del vídeo transmitido (VQ) {LQ, HQ} 
Superficie grande (SG) 1250 m x 500 m 
Red grande (RG) 50 nodos 
Máxima velocidad de los nodos (Vmax) 0 m/s 
Número de transmisiones simultáneas (Tx) {2, 6, 10} 
Calidad del vídeo transmitido (VQ) {LQ, HQ} 
 
En la Figura 6.3 se muestran las simulaciones a realizar para los diferentes escenarios 
propuestos para los experimentos de esta etapa, utilizando una aplicación convencional no 
adaptativa para la transmisión de vídeo con dos diferentes calidades. 
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Figura 6.3 Simulaciones de la tercera etapa de experimentación 
El número de simulaciones de esta última etapa de experimentación es igual a 3 x 3 x 2, esto 
es, 18 diferentes escenarios de simulación. 
6.1.3 Tercera etapa de experimentación 
Finalmente, en la última etapa de experimentación se introducirán situaciones que implican 
diferentes grados de movilidad, manteniendo las redes mediana, grande y densa definidas 
anteriormente. Las simulaciones específicas de esta etapa se reflejan en la Tabla 6.3, con tres 
valores para la variable Vmax y varios valores para la variable Tx. 
Tabla 6.3 Simulaciones de la segunda etapa de experimentación 
Parámetro de simulación Valor 
Superficie mediana (SM) 500 m x 500 m 
Red mediana (RM) 20 nodos 
Máxima velocidad de los nodos (Vmax) {1, 3, 5} m/s 
Número de transmisiones simultáneas (Tx) {2, 6*, 10} 
Superficie mediana (SM) 500 m x 500 m 
Red grande (RG) 50 nodos 
Máxima velocidad de los nodos (Vmax) {1, 5} m/s 
Número de transmisiones simultáneas (Tx) {2, 6*,  10} 
Superficie grande (SG) 1250 m x 500 m 
Red grande (RG) 50 nodos 
Máxima velocidad de los nodos (Vmax) {1, 5} m/s 
Número de transmisiones simultáneas (Tx) {2, 6*, 10} 
* Únicamente para el caso de Vmax  3 m/s  
 
En la Figura 6.4 se muestran las simulaciones a realizar en el espacio de los factores Vmax y Tx. 
Estos escenarios son comunes en los tres tipos de redes estudiadas: 
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Figura 6.4 Simulaciones de la segunda etapa de experimentación 
El número de simulaciones de esta última etapa de experimentación es igual a 3 x 3 x 2 y 3 x 1, 
esto es, 21 diferentes escenarios de simulación. 
6.2 Características comunes de las simulaciones 
En primer lugar, se definirán los aspectos relevantes previos a la realización de las 
simulaciones, como son la descripción de los patrones de movilidad y las características de las 
trazas utilizadas. Asimismo también se expondrán las razones para el empleo de estas 
condiciones en concreto y el tratamiento de la información para adecuarse a las 
especificaciones del simulador o bien de la aplicación. 
6.2.1 Trazas y vídeos utilizados 
El vídeo transmitido en las simulaciones se trata de un clip YUV 4:2:0 progresivo con resolución 
CIF (Common Intermediate Format) de 352x288 pixels. La duración será de 300 segundos de 
duración, codificado MPEG-4 ASP@L3 a 30 cuadros por segundo, y con GOPs formados por 16 
cuadros según la siguiente secuencia: IBBPBBPBBPBBPBBP.  
La decisión de utilizar GOPs cerrados, viene dado a que en la aplicación adaptativa se producen 
cambios de la calidad de cuadros consecutivos, y por tanto el receptor puede generar errores. 
Esto se produciría cuando el decodificador recibe un cuadro de tipo B, en donde los dos 
cuadros de los que depende tienen calidades diferentes. 
El stream de salida será únicamente la pista de vídeo, cuya matriz de cuantificación es de tipo 
H.263 y sin detección de cambios de escena. 
Bajo estas condiciones se han creado dos ficheros de vídeo comprimido con calidades 
diferentes a partir del mismo vídeo original. En el vídeo de alta calidad (HQ vídeo), se utilizará 
una tasa de codificación de 384kbps, mientras que para la de baja calidad (LQ vídeo) será a 
192kbps.  
Las trazas se han generado mediante la aplicación MPEG4 Parser (véase apartado 4.3), 
introduciendo además una columna que indica el tiempo entre el cuadro actual y el siguiente. 
En este caso, tendrá un valor constante de 0,0333 segundos, puesto que utilizamos un 
framerate de 30 cuadros por segundo. 
6.2.2 Patrón movilidad 
En una red inalámbrica ad hoc los nodos pueden moverse de forma libre dentro de unos 
límites establecidos. Para que una pareja de nodos pueda comunicarse, se debe formar una 
ruta con posiblemente algún elemento que actúe de nodo intermedio, también móvil. Debe 
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considerarse que un usuario contempla esta movilidad de forma relativa, pues en general se 
producen pausas cortas, habitualmente de duración inferior a 60 segundos, imaginando que es 
el tiempo máximo que un usuario tomaría para decidir el nuevo rumbo. 
Siguiendo estas consideraciones se ha escogido un modelo Random Waypoint. Este modelo de 
movilidad escoge un destino a una velocidad aleatoria entre el rango definido [𝑣𝑣𝑡𝑡𝑓𝑓𝑓𝑓  , 𝑣𝑣𝑡𝑡𝑓𝑓𝑚𝑚  ], y 
al alcanzarlo decide si se produce una pausa y en este caso su duración entre el rango definido [0 , 𝑓𝑓𝑡𝑡𝑓𝑓𝑚𝑚  ], antes de iniciar su siguiente trayecto. 
Los parámetros utilizados en Bonnmotion (véase el apartado 0) para la generación del 
movimiento en un escenario de densidad elevada a velocidad máxima, ha sido la siguiente: 
 
model=RandomWaypoint 
ignore=3600.0 
randomSeed=1229193042110 
x=500.0 
y=500.0 
duration=400.0 
nn=50 
circular=false 
dim=3 
minspeed=0.0 
maxspeed=5.0 
maxpause=60.0 
 
El fichero es común para la generación de todas las realizaciones de una misma simulación, a 
excepción del parámetro randomSeed,  ya que es de otra manera se obtendría un movimiento 
idéntico para todos los patrones. 
Cabe remarcar, que se han tenido que simular una mayor cantidad de patrones de movilidad 
que número de realizaciones para cada simulación. La razón es que existen modelos en las 
varias sesiones RTP se cortaban por falta de conectividad entre servidor - cliente, y de esta 
forma podían escogerse los que minimizaban este efecto, con el objetivo de comparar los 
resultados en igualdad de condiciones. 
6.2.3 Distancia entre nodos 
Inicialmente se trabajó con rangos de transmisión de 100 metros. Sin embargo, debido a las 
relativamente elevadas dimensiones de los escenarios simulados (500m x 500m y 1250m x 
500m), en las redes poco densas las sesiones se cortaban muchas conexiones, con lo que era 
imposible obtener el número máximo de comunicaciones simultáneas establecidas en la 
sección 6.1. 
Las alternativas planteadas para resolver este problema eran múltiples: aumentar el número 
de nodos, aumentar de alcance del nodo, modificar los patrones de movilidad, etc. Finalmente 
se optó por incrementar el rango de transmisión hasta 125 metros, como forma de facilitar la 
conectividad entre el origen y destino, puesto que era la forma más realista y que menos 
afectaba al diseño realizado. Aún así, existen instantes en que algunas comunicaciones se 
desconectan, pero suelen ser solo de forma temporal. 
Así pues se ha establecido el radio de transmisión de 125 m y el radio de colisión de 200 m. 
6.2.4 Tipo de comunicaciones 
En este proyecto se ha establecido que los terminales solo puedan actuar como emisor o 
receptor, es decir, una fuente no puede ser también destino. Además, un nodo solo debe 
participar de forma activa en una comunicación. 
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Otro aspecto característico de todas las simulaciones, es la forma consecutiva de emisión de 
las fuentes. Cada servidor comenzará a emitir con un desfase de 10 segundos respecto al 
anterior, tal y como se puede ver en la Figura 6.5. 
 
Figura 6.5 Límites de las comunicaciones 
Con esta técnica, se pretende observar el efecto de cada nuevo flujo incorporado al sistema en 
las diversas métricas estudiadas, así como examinar la fase de desconexiones a partir de 300 
segundos de una forma gradual. 
6.2.5 Otros parámetros de la aplicación 
Dado que en este trabajo no se pretende estudiar el rendimiento del protocolo de 
encaminamiento utilizado, este aspect se mantendrá fijo a lo largo de todas las simulaciones 
realizadas y se utilizará el protocolo de encaminamiento reactivo unicast y unipath AODV. 
Por otro lado, tal como se ha explicado de forma detallada en el capítulo 5.1, la aplicación ha 
sido diseñada para aceptar ciertos argumentos de entrada, que modifican el dinamismo del 
sistema. Estos parámetros se introducen en un fichero anexo a la aplicación, y tendrá la 
siguiente expresión: 
 
limINF= 10 
limSUP= 40 
alfa= 0.25 
rutaHQ= \Projecte\vídeo_files\HQ_vídeo  
rutaLQ= \Projecte\vídeo_files\LQ_vídeo 
 
En las simulaciones realizadas en este proyecto, se han escogido un valor del 10%  y 40% como 
umbrales inferior e superior del ciclo de histéresis para el cambio de codificación emitida. Así 
como una alfa, o ponderación de las pérdidas instantáneas del 25%. 
Los campos restantes simplemente indican la ubicación y el nombre de los respectivos ficheros 
de vídeo a emitir, mientras que en la llamada a la función adaptativa se encuentran las rutas 
de los archivos de las trazas.  
6.2.6 Métricas analizadas  
Para este estudio se han buscado métricas objetivas y cuantificables, que representen el 
comportamiento de la aplicación en diversos escenarios y bajo diferentes condiciones de 
velocidad y transmisiones simultáneas. 
Los datos obtenidos de las simulaciones, han sido procesados mediante MATLAB, aunque 
previamente se han tenido que tratar los ficheros, para eliminar todos los caracteres de texto, 
pues si bien ayudan a comprender los datos observados, no son aceptados por esta 
herramienta de cálculo. 
 
0 s 10 s 20 s 30 s 300 s 310 s 320 s 330 s
Fuente 1
Fuente 2
Fuente 3
Fuente 4
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En cada simulación se han ejecutado 5 realizaciones, de forma que los resultados obtenidos 
sean valores estadísticos fiables, y se han tratado como eventos independientes, mientras que 
las fuentes tienen una cierta dependencia entre sí, y se han utilizado diferentes ponderaciones 
(en función de la métrica) para evaluar  el peso de cada una. 
En este proyecto se analizarán las siguientes métricas: 
 Retardo extremo a extremo: Contempla el retardo de los cuadros completos, en lugar de 
los paquetes, puesto que el decodificador debe recibir los cuadros en un tiempo máximo o 
la reproducción se pausará. 
 Paquetes: Básicamente se analizarán las pérdidas, promediando las diferentes fuentes y 
realizaciones pertenecientes a una misma simulación. 
 Cuadros: Se estudiarán las pérdidas, considerando como tal los cuadros incompletos, pero 
también aquellos que han llegado en un tiempo superior a 2 segundos.  
 Calidad de GOP: Esta métrica intenta emular con datos estadísticos la percepción que 
tendrá el usuario final. Para ello se ha calculado un porcentaje de calidad según la cantidad 
y tipo de cuadro recibidos en cada GOP. 
Como se ha comentado en el apartado 2.2.1 existen diversas dependencias entre los 
cuadros de un GOP, por lo que la importancia de cada uno es distinta. Como se puede 
observar en la Figura 6.6, un cuadro de tipo I0 es necesario para la correcta decodificación 
de los cuadros B1, B2 y P3. Cabe descatar que los cuadros de tipo B dependen siempre de dos 
cuadros para ser visualizados en el destino. En este caso los cuadros B1 y B2, no solo 
dependerían del frame incial del GOP I0, sino también del cuadro P3. 
De esta manera si un cuadro de tipo I no alcanza el destino, ninguno de los cuadros 
posteriores del mismo GOP se podría decodificar, mientras que en el caso de que se 
perdiera un tipo P, la visualización quedaría parcialmente dañada y finalmente si 
desapareciera un cuadro de tipo B, la degradación sería mínima, puesto que ningún otro 
cuadro depende de ellos. 
 
Figura 6.6 Ejemplo de dependencias de predicción entre frames (MPEG) [1] 
Observando este tipo de dependencia jerárquica, se ha asignado un peso específico a cada 
cuadro, de forma que tengan en cuenta las características anteriormente comentadas. Así 
pues se ha considerado como más valioso el cuadro de tipo I, seguido de los cuadros de tipo 
P, cuya importancia decrece a medida que evoluciona el GOP, y finalmente los cuadros de 
tipo B, manteniendo todos ellos el mismo valor. 
La ponderación de cada uno de los cuadros queda pues, de la siguiente manera: 
 Valor cuadro tipo I = 0.30 
Valor 1er cuadro tipo P = 0.22 
Valor 2o cuadro tipo P = 0.16 
Valor 3o cuadro tipo P = 0.11 
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Valor 4rto cuadro tipo P = 0.07 
Valor 5o cuadro tipo P = 0.04 
Valor cuadro tipo B = 0.01 
6.3 Análisis de datos en redes estáticas  
En esta sección, se estudia el comportamiento de las redes estáticas para las tres 
implementaciones consideradas: Aplicación estándar con vídeo de alta calidad, aplicación 
estándar con vídeo de baja calidad y aplicación adaptativa con vídeos de ambas calidades.  
Estas simulaciones engloban los resultados correspondientes a la primera y tercera etapa de 
experimentación. En estos escenarios los dispositivos no constan de movilidad alguna, no 
obstante continua siendo una red ad-hoc, puesto que no existe ningún elemento centralizador 
de tráfico ni establecimiento definido de las rutas. 
6.3.1 Aplicación adaptativa 
En este apartado se han realizados las simulaciones de la primera etapa de experimentación, 
por lo que se usa la aplicación diseñada e implementada para este proyecto.  
En la Figura 6.7 se muestra, de forma resumida el esquema que sigue el sistema para la 
transmisión del vídeo. El servidor de vídeo dispone de dos películas de calidades diferentes, y 
la aplicación escoge en cada instante que cuadros emitirá en función de las pérdidas de la red. 
Esta información es generada mediante los paquetes RTCP que emite el cliente o receptor de 
este flujo de vídeo. 
 
Figura 6.7 Sistema básico de la aplicación 
A continuación, se presentarán los resultados obtenidos de este grupo de simulaciones, en los 
aspectos estudiados, así como otros parámetros de interés, desencadenados por los propios 
resultados de estas métricas. 
6.3.1.1 Retardo extremo a extremo 
En esta sección se estudiará el retardo total de un frame. Este concepto  contempla el tiempo 
que transcurre desde que el primer paquete se emite hasta la llegada a la fuente destino del 
último paquete, independientemente del número de nodos intermedios que atraviese cada 
paquete. 
Valores medios 
En primer lugar se ha analizado el retardo medio extremo a extremo de las comunicaciones. 
Esta medida se ha calculado ponderando los retardos medios de cada fuente y realización en 
función del número de frames recibidos. 
Tabla 6.4 Retardo medio en redes estáticas utilizando la aplicación adaptativa [ms] 
Nº transmisiones máximas 2 6 10 
20 nodos -500m x 500m 110,2 295,0 301,9 
50 nodos - 500m x 500m 107,4 280,2 313,1 
50 nodos - 1250m x 500m 63,8 264,9 275,8 
 
Servidor
ReceptorRed MANET
RTP RTP
RTCP
RTCPElección calidad
según perdidas
HQ
LQ
Encapsulado
RTP
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Como se puede observar en la tabla anterior, la red que provee de menor retardo a los frames 
emitidos es la de mayores dimensiones, independientemente del caso estudiado. Esto es 
debido a que al existir un mayor espaciado entre nodos respecto a la red densa, se reduce la 
probabilidad de colisiones ya que el radio de transmisión es limitado. Otro factor a considerar 
en este efecto es la ubicación de los nodos, puesto que al no modificarse su posición, se 
establecen las vecindades que mantendrá durante toda la comunicación, detalle que 
determina la ruta o rutas posibles a lo largo de la simulación y en consecuencia, el retardo 
derivado de esta distribución de los dispositivos. 
El retardo medio en una red estática aumenta a medida que se amplía la cantidad de 
transmisiones simultáneas en la red. Este incremento varía de forma diferente según se 
cambie la densidad de tráfico, y se pueden diferenciar dos supuestos: El progreso de baja a 
media  densidad (de dos a seis transmisiones) y de media a alta (de seis a diez transmisiones). 
A continuación se muestra cómo este aumento del retardo medio desacelera sustancialmente 
a medida que se incrementan el número de  fuentes emisoras. 
Tabla 6.5 Incremento retardo medio [ms] 
Nº transmisiones  2 → 6 6 → 10 
50 nodos - 1250m x 500m 201,1 10,9 
50 nodos - 500m x 500m 172,8 32,9 
20 nodos -500m x 500m 184,8 6,9 
 
Uno de los factores que intervienen en esta reducción, es la restricción en el tiempo de 
recepción de un cuadro, pues cada cuadro debe llegar antes del instante en que se le requiere 
para el proceso de decodificación de la imagen. El receptor descarta todos los paquetes con un 
retardo mayor a dos segundos considerándolos como perdidos, puesto que alterarían el 
correcto flujo en la visualización del vídeo resultante. Así pues, dado que el tiempo máximo de 
retardo queda limitado a dos segundos, el cálculo real de este valor queda alterado. No 
obstante, no tendría sentido evaluar el retardo de aquellos cuadros que posteriormente se 
descartarán por no entrar en la máxima ventana de tiempo establecida. 
Sin embargo, el principal motivo que provoca este comportamiento es el nivel de saturación 
de la red. Si se parte de una baja densidad de tráfico y se introduce un cierto número de 
fuentes emisoras, el incremento en el retardo medio será mayor que si la red está inicialmente 
saturada, puesto que una parte de este incremento en el retardo se ha traducido en pérdidas.  
Evolución en función del tiempo 
Además de evaluar los resultados globales del retardo, también es interesante observar su 
evolución en función del instante de simulación.  
En términos generales el retardo actúa de la siguiente manera: conforme se incorporan nuevas 
fuentes emisoras a la red, el retardo se incrementa y una vez finalizada esta etapa los valores 
se estabilizan dentro de unos límites. Posteriormente el retardo vuelve a decrecer, a medida 
que las comunicaciones van concluyendo. Para estudiar el comportamiento en su fase inicial se 
ha representado las curvas de retardo de las simulaciones en las que se transmiten diez 
fuentes emisoras, puesto que su duración en esta etapa es mayor.  
Las conexiones se incorporan de forma gradual a la red, una nueva transmisión se inicia cada 
10 segundos. Para examinar todos los efectos que tienen lugar en esta fase, se ha escogido las 
simulaciones que contemplaban hasta 10 comunicaciones simultáneas, y una representación 
de los  100 primeros segundos de la simulación, para mostrar únicamente la duración de esta 
primera etapa. 
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Figura 6.8 Evolución del retardo en función del tiempo (0 a 100 segundos) 
En la Figura 6.8 puede observarse que durante los primeros 60 segundos, existe un aumento 
en el retardo, momento a partir del cual remite esta tendencia. Este comportamiento 
concuerda con los resultados obtenidos en el apartado anterior, en el que se apreciaba que la 
diferencia del retardo medio entre 6 y 10 transmisiones era menor a la que se daba entre 2 y 6 
transmisiones. 
Como se ha comentado anteriormente, los motivos de este comportamiento son dos: por un 
lado la restricción de la aplicación, que no acepta cuadros con un retardo mayor a 2 segundos, 
y por otro la saturación de la propia red, ya que al generar mayores pérdidas muchos cuadros 
no se evalúan en el computo final del retardo por haber sido descartados. 
Por otro lado, cada vez que se incorpora una nueva fuente al sistema, se produce un 
incremento puntual en el retardo. Esto se debe a que al introducirse un nuevo flujo, el 
protocolo de enrutamiento necesita un cierto tiempo para hallar un camino entre el origen y el 
destino, así como actualizar las tablas de rutas de los nodos intermedios. Además, el 
enrutamiento no ha sido optimizado para la nueva configuración puesto que la red no ha 
contemplaba el último flujo, y por tanto se produce una acumulación de paquetes en las colas 
de los nodos intermedios, que ocasiona un aumento añadido en el retardo. Si la red no está 
excesivamente congestionada, AODV el protocolo de enrutamiento que se ha utilizado en 
estas simulaciones, se encarga de modificar las rutas de forma que el retardo se reduzca, y es 
por esta razón que tras este eventual incremento, el retardo vuelve a unos valores normales.  
En la segunda etapa, es decir, en el intervalo de tiempo en que todas las comunicaciones están 
activas, el retardo es variable, aunque se aprecia una tendencia decreciente a medida que 
aumenta el instante de simulación.  
Tal y como puede observarse en la Figura 6.9, los valores que toma el retardo de un cuadro en 
los primeros instantes se halla entre 350 y 850 milisegundos, mientras que al final de este 
período este margen está definido de 250 a 650 milisegundos. 
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Figura 6.9 Evolución del retardo en función del tiempo (100 a 300 segundos) 
Esta mejora en el retardo proviene principalmente de la optimización de rutas del sistema. El 
hecho de trabajar con un intervalo de duración elevado y tratarse de una red estática, permite 
que el sistema converja hacia un valor inferior, dado que tiene tiempo suficiente para 
reconfigurar los flujos de forma que se añada menor retardo. Otro factor que favorece la 
reducción de este valor, es el hecho de que existe una probabilidad mayor de que alguna de 
las comunicaciones se haya desconectado,  a causa de la pérdida de varios paquetes RTCP del 
receptor al emisor, y al haber una fuente emisora menos, la saturación de la red y el retardo 
sea menor.  
Finalmente, en el período de desconexiones de las fuentes la tendencia es de una reducción 
del retardo que es especialmente pronunciada cuando la quinta fuente finaliza su transmisión 
en el instante de 340 segundos. 
 
Figura 6.10 Evolución del retardo en función del tiempo (300 a 400 segundos) 
En este período de tiempo las diferencias entre los diferentes escenarios son más notables que 
en  fases anteriores. Como se puede observar en la Figura 6.10, la red de menor número de 
nodos y dimensiones, alcanza antes un valor reducido en el retardo de los frames que recibe, 
mientras que la red de 50 nodos y un espacio mayor, requiere de un mayor tiempo para 
percibir la reducción de tráfico en el sistema.  
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Evolución en función del número de transmisiones simultáneas  
En esta sección se analizará las diferencias entre retardos medios según el escenario y el 
número de transmisiones soportadas. 
En la Figura 6.11 se puede divisar la apariencia generada para este tipo de gráficas. 
La nomenclatura que se ha utilizado es la siguiente: 
 Para cada caso en que varía el número de 
transmisiones, hay 9 barras que representan los 
valores de los 3 casos para los 3 escenarios 
simulados. 
 La diferencia de colores indica que se trata de 
escenarios diferentes. 
 El orden de las barras dentro de cada subgrupo, 
señala el número máximo de fuentes emisoras 
que tiene la simulación, de la siguiente manera: 
Primera barra → 2 fuentes 
Segunda barra → 6 fuentes 
Tercera barra → 10 fuentes 
A continuación se muestra la gráfica resultante, tras simular los tres escenarios con sus 
correspondientes subcasos. A medida que se incorporan más transmisiones al sistema, se 
produce un crecimiento del retardo ocasionado por el aumento de tráfico en la red. Este 
incremento es especialmente pronunciado entre 3 y 6 transmisiones. Debe señalarse que esta 
magnitud varía en función de la simulación y el escenario tratado. Esta diferencia se debe a 
que en la medida del retardo influyen varios parámetros dependientes de las características de 
la red, como por ejemplo la calidad de los cuadros transmitidos. Si la mayoría de los cuadros 
son de baja calidad, habrá un menor número de paquetes por cuadro y por tanto la red 
tardará más tiempo en tener un nivel de congestión significativo. En esta situación la duración 
del estado de fuerte crecimiento será mayor, pero tendrá una pendiente más suavizada. 
 
Figura 6.12 Retardo medio según número de comunicaciones 
En la Figura 6.12 se puede observar que para un número moderado de transmisiones (entre 4 
y 7 transmisiones) el escenario de 20 nodos en un espacio de 500m x 500m tiene un menor 
retardo, mientras que cuando hay muchas fuentes emisoras es ligeramente mejor el escenario 
de mayores dimensiones, pero idéntica densidad de nodos, es decir, 50 nodos en 1250m x 
500m.  
Figura 6.11 Ejemplo de retardo 
medio según escenario 
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El causante de ambos efectos es el número de nodos intermedios que han de atravesar los 
frames. De los tres escenarios estudiados, la red de 20 nodos  en 500m x 500m es la que 
precisa de un menor número de saltos. En el escenario de mayores dimensiones los frames 
han de recorrer una distancia mayor pero con idéntico radio de transmisión, por lo que se 
requerirá de más saltos para alcanzar el destino. Finalmente, en el caso de la red densa al 
ubicar más dispositivos en el mismo espacio, es inevitable atravesar un número mayor de 
ellos. 
Cada nodo encaminador que se atraviesa añade un tiempo de proceso al retardo, por lo que 
en condiciones de tráfico moderado sin signos de congestión en la red, las rutas con pocos 
nodos intermedios originan menor retardo. Por esta razón, la mejor opción es la red pequeña 
de poca densidad. 
En la situación contraria, la limitación del sistema viene dada por la congestión. Cuando el 
tráfico de la red es elevado y hay un cierto nivel de congestión en la red, se genera en cada 
nodo un tiempo asociado a la espera en cola, que deja de ser despreciable. En este caso, es 
preferible que existan muchos nodos encaminadores, puesto que al haber varias rutas 
alternativas para alcanzar el destino, la congestión de cada una será menor y se reducirá el 
tiempo derivado de las colas de los nodos intermedios. Sin embargo, observamos que la red de 
grandes dimensiones obtiene mejores resultados que la densa. Esto es debido a que la 
densidad de la red afecta directamente al número de colisiones. 
Otro detalle que se puede detectar en la Figura 6.12, es el elevado retardo existente de 1 a 3 
comunicaciones activas en el escenario 50 nodos en 1250m x 500m cuando hay un máximo de 
6 transmisiones. Una de las razones es la cantidad reducida de datos que se han extraído para 
el cálculo de estos valores medios, puesto que solo se han simulado 5 realizaciones y además 
en estos casos concretos se estudian pocas fuentes activas en un intervalo de 10 segundos.  
Sin embargo, al estudiar este caso según podemos observar en la Tabla 6.6 hay realizaciones 
en las que percibe un mayor retardo, especialmente cuando se hallan transmitiendo un 
número reducido de fuentes.  
Tabla 6.6 Retardo según número de comunicaciones. Escenario 50 nodos en 1250m x 500m 
Nº realización Nº transmisiones 
1 2 3 4 5 6 
1 0.0447 0.3629 0.3229 0.2417 0.0537 0.0947 
2 0.7247 0.2220 0.2303 0.2334   0.2502 0.3538 
3 0.3062 0.2124 0.2950   0.3354 0.4125 0.3574 
4 0.0764 0.1080 0.0865 0.1242 0.2852 0.3437 
5 0.0726 0.1285 0.2659 0.2532 0.2192 0.2301 
Valor medio 0.2449 0.2068 0.2401 0.2376   0.2442 0.2759 
A medida que existen menos fuentes transmitiendo de forma simultánea, el efecto de cada 
una de ellas es mayor, por lo que pequeños retardos, como por ejemplo el producido por el 
protocolo AODV para el descubrimiento de rutas dejan de ser despreciables. Por otro lado 
debemos tomar en consideración que al tratar con el escenario de 1250m x 500m, las rutas 
suelen recorrer mayores distancias atravesando gran cantidad nodos, puesto que su radio de 
transmisión está limitado a 125 metros. 
Como hemos comentado anteriormente, a medida que se incorporan al sistema más 
comunicaciones, la comunicación que retardo elevado pierde importancia sobre el total de la 
realización, al equilibrarse con otras fuentes que tienen características que óptimas para 
minimizar el retardos (pocos nodos intermedios, distancias cortas, baja densidad de tráfico…) o 
bien la eliminación de los efectos puntuales que han afectado la simulación durante un 
período concreto (descubrimiento de rutas, inicialización del sistema…). 
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6.3.1.2 Comportamiento de los paquetes 
La evolución general de los paquetes se basa en un incremento de las pérdidas a medida que 
se aumenta el número máximo de comunicaciones en la simulación. Cuantas más fuentes se 
hallen operativas simultáneamente, mayor será el tráfico que circula por la red, y por tanto 
hay una probabilidad mayor de pérdidas, causadas principalmente por colisiones y saturación 
en los nodos.  
Pérdidas medias por fuente  
En primer lugar se analizarán los valores medios de las pérdidas, obtenidos ponderando cada 
una de las fuentes de una realización según el número de paquetes emitidos y considerando 
las cinco simulaciones como realizaciones independientes entre sí. 
Según este procedimiento se han obtenido los resultados de la Tabla 6.7, donde se puede 
observar un crecimiento de las pérdidas de entre un 10% y un 20%, respecto al número 
anterior de transmisiones. 
Tabla 6.7 Porcentaje de paquetes perdidos por fuente. 
Nº transmisiones máximas 2 6 10 
50 nodos - 1250m x 500m 7,51% 24,56% 31,27% 
50 nodos - 500m x 500m 0,16% 17,08% 31,67% 
20 nodos - 500m x 500m 0,27% 20,22% 36,18% 
Otro detalle a remarcar es la extrema desviación de los valores normales en el caso de las 
pérdidas de 2 transmisiones para el escenario de grandes dimensiones. Este valor proviene de 
una única realización con un valor muy elevado de paquetes perdidos provocado por una 
desconexión de ambas comunicaciones durante un período de unos 40 segundos, debido a la 
falta de recepción de paquetes RTP de forma consecutiva. Este suceso viene dado por una 
distribución dispersa de los nodos para realización en concreto.  
A continuación se muestra una captura de la topología de este escenario. Las dos 
comunicaciones existentes se dan entre los nodos 1 – 8 y 3 – 5. Como se puede observar en la 
imagen, ambas transmisiones comparten varios nodos intermedios comunes, uno de los cuales 
(nodo 3) es la fuente emisora de una de las comunicaciones. Dicho nodo realiza múltiples 
funciones que se pueden clasificar en dos grupos, según si actúa como emisor o encaminador. 
Como enrutador se encarga de encaminar dos flujos de paquetes distintos, donde uno de ellos 
origina continuamente una gran cantidad de datos. En el caso de ejercer de fuente emisora, las 
tareas son mucho más diversas como ejemplo encapsulación de los vídeos en paquetes RTP 
con la consecuente fragmentación de los frames de gran tamaño, evaluación del medio según 
el algoritmo adaptativo implementado, gestión de los paquetes RTCP recibido del receptor, 
etc. Esta dualidad de funciones en el nodo 3 genera una gran cantidad de pérdidas, al soportar 
una carga de trabajo elevado de forma continuada. 
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Figura 6.13 Escenario 50 nodos 1250mx500m - Realización 1 
 
El aumento de las pérdidas de los paquetes, conlleva una disminución en la cantidad de 
paquetes obtenidos en el destino y en la frecuencia media de paquetes recibidos. El descenso 
de este último parámetro nos indica las dificultades del receptor final en el instante de 
visualizar el vídeo, puesto que a menor número de paquetes por segundo recibidos, menor 
número de frames se obtendrán y por tanto la calidad del vídeo quedará degradada e incluso 
aparecerán intervalos de tiempo sin imagen alguna. 
Evolución de las pérdidas en función del tiempo 
El comportamiento de las pérdidas de paquetes es muy similar a la evolución del retardo. Así 
pues, en la fase en la que se produce la incorporación de las fuentes a la red, las pérdidas 
aumentan gradualmente y tras un tiempo éstas comienzan a disminuir debido a la 
estabilización del sistema. 
En la siguiente figura se cuantifican los porcentajes de paquetes perdidos de uno de los 
escenarios, y la evolución anteriormente comentada se cumple para las tres simulaciones. Se 
observa que para simulaciones con diferente número máximo de fuentes activas, las únicas 
diferencias se hallan en el valor medio de las pérdidas, los instantes en que comienzan las 
diferentes fases y la duración de estas etapas. 
 
Figura 6.14 Porcentaje de paquetes perdidos en red de 50 nodos en 500m x 500m 
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Otro aspecto que se aprecia en la gráfica, es la aparición de un escalón hacia el final de la 
simulación de 10 transmisiones simultáneas. Este evento viene dado por la desconexión de la 
sesión RTP de varias  fuentes y dado que en este punto de la simulación hay pocas fuentes 
activas y las pérdidas de los receptores restantes son prácticamente nulas, se produce un 
porcentaje de paquetes perdidos constante y elevado. 
Al representar los tres escenarios bajo el mismo número máximo de comunicaciones tal como 
se aprecia en la Figura 6.15, se genera el mismo comportamiento que en los casos anteriores, 
por lo que se puede afirmar que esta evolución es independiente de las condiciones de la red. 
Los valores instantáneos de los tres escenarios son muy similares, detalle que se confirma con 
los valores medios obtenidos en la Tabla 6.7. 
No obstante, cabe remarcar que en el caso de la red de dimensiones mayores, no se producen 
desconexiones en las comunicaciones, mientras que en los restantes casos y en especial en la 
red pequeña son más propensas a este tipo de eventos. Esto es debido a la concentración de 
tráfico en un área reducida, que comportará un mayor número de dispositivos compartiendo 
el mismo medio y por tanto la probabilidad de colisión será mayor. 
 
Figura 6.15 Paquetes perdidos para 10 transmisiones simultáneas 
A priori puede dar la sensación de que la mayor parte de la simulación transcurrirá con el 
emisor transmitiendo paquetes de baja calidad, puesto que las pérdidas superan fácilmente el 
umbral superior del 10% en el supuesto de 10 transmisiones simultáneas. Sin embargo, en el 
apartado 6.3.1.3 referente a los cuadros, se observará que esto no es exactamente así. 
Evolución de las pérdidas en función del número de transmisiones simultáneas  
Los tres escenarios, como se ha visto en el subapartado anterior tienen una evolución 
temporal bastante similar una vez superada la fase transitoria o de incorporación de las 
fuentes. Esto provoca que las diferencias entre las redes cuando haya 10 fuentes activas sean 
muy parecidas.  
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Figura 6.16 Paquetes perdidos según comunicaciones activas 
En la Figura 6.16 se puede observar además de este efecto, que cuando el sistema soporta 
poca carga, aparecen significativas diferencias entre las tres topologías de red. Esto se debe a 
que el tiempo representado es mucho menor, una décima parte del tiempo que se transmiten 
10 transmisiones simultáneas, y por tanto el número de muestras adquiridas es mucho menor,  
lo cual desvirtúa en cierta medida la comparativa. El segundo motivo es tiempo de adaptación 
del sistema ante un nuevo flujo de datos, por lo que en los instantes iniciales seguramente se 
producirá un incremento de las pérdidas. 
Calidad de los paquetes 
La aplicación que se ha diseñado, busca adaptarse de forma adaptativa al medio que detecta 
con información de los nodos que participan en la transmisión, y actúa sobre la calidad de la 
comunicación. Esta acción la ejecuta el emisor modificando la calidad de los frames que envía 
a su receptor, pero el parámetro que decide si es necesario o no este cambio de calidad, es la 
cantidad de paquetes perdidos independientemente de la calidad de estos. Por esta razón, en 
esta sección no se estudiará la evolución y diferencias de ambas calidades. 
6.3.1.3 Comportamiento de los frames 
Un cuadro de vídeo está compuesto de uno o múltiples paquetes, de manera que el análisis 
que se mostrará referente a los frames tendrá rasgos similares al comportamiento observado 
en el apartado 6.3.1.2 en el que se estudiaban los paquetes.   
No obstante, dado que en esta sección se utilizan dos flujos de vídeo de diferente calidad, el 
número de paquetes por cuadro es muy variable. Como norma general, los cuadros de mejor 
calidad tienen un tamaño mayor, por lo que el número de paquetes necesarios para contener 
toda esta información también aumenta. El efecto contrario ocurre con los cuadros de baja 
calidad, llegando incluso a contenerse en un único paquete, especialmente si se tratan de 
cuadros de vídeos de tipo B. 
Pérdidas medias por fuente 
Esta medida se ha calculado obteniendo el porcentaje de cuadros perdidos en cada una de las 
fuentes de una simulación y  ponderándolos según el número de cuadros enviados por el nodo 
emisor en cada caso. Posteriormente, se promedian los cinco resultados parciales (uno por 
cada realización), ya que cada realización es independiente de las restantes. 
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Tabla 6.8 Porcentaje de cuadros perdidos por fuente. 
Nº transmisiones máximas 2 6 10 
50 nodos - 1250m x 500m 7,97  29,37 39,32 
50 nodos - 500m x 500m 0,18 24,62 42,77 
20 nodos - 500m x 500m 0,40 25,77 42,78 
Los resultados obtenidos siguiendo este algoritmo, son los representados en la Tabla 6.8. Al 
comparar esta tabla con la relativa a los valores medios de paquetes perdidos (Tabla 6.7), se 
puede observar que ambas evolucionan de la misma forma. Sin embargo, el porcentaje de 
cuadros perdidos es ligeramente superior, debido a que la pérdida de un único paquete 
provoca la pérdida de la totalidad del cuadro e incluso la del siguiente, si se trata del último 
paquete del frame. 
Evolución de las pérdidas en función del tiempo 
Tal y como sucedía con el porcentaje de paquetes perdidos, las pérdidas de frames aumentan 
a medida que se transmiten nuevos flujos de vídeo en el sistema, y posteriormente este valor 
se reduce.  
Según se puede observar en la Figura 6.17 cuando la red hay menor cantidad de tráfico (6 
comunicaciones simultaneas), el porcentaje de cuadros perdidos se estabiliza alrededor de 
entre el 25% y el 28%, según el escenario considerado, mientras que cuando el tráfico es 
mayor, tarda mucho más en estabilizarse. En este último caso, el valor alrededor de cual se 
estabiliza es de un 43%. 
 
Figura 6.17 Cuadros perdidos en función del tiempo (6 y 10 transmisiones) 
Otro aspecto relevante, es el comportamiento de los cuadros en función de su calidad. Se 
dejará fuera de este análisis, la evolución cuando existen únicamente dos fuentes activas, 
puesto que las pérdidas en este caso son tan reducidas, que la aplicación difícilmente ha de 
cambiar la codificación de la fuente, por lo que prácticamente siempre se transmiten cuadros 
de alta resolución. 
En la Figura 6.18 muestra el porcentaje de cuadros perdidos  en función del tiempo, según la 
calidad de los mismos para 6 y 10 transmisiones simultáneas. En las dos situaciones 
representadas, el comportamiento de los cuadros perdidos de alta calidad es similar al de las 
pérdidas totales, entretanto que los cuadros de baja calidad tienen pérdidas más elevados y 
con una varianza mucho mayor. 
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El hecho de que estos valores tan elevados sólo afecten ligeramente en el cómputo total de las 
pérdidas, se debe a que la fuente emisora inicialmente envía del vídeo de mayor tasa de 
transmisión, y la aplicación solo modificará la calidad de la transmisión cuando detecte que 
tiene problemas en recibir estos paquetes. Es por esta razón que los cuadros de baja calidad 
tienen muchas más pérdidas, dado que cuando se emiten a esta calidad ya conocemos que la 
red tiene pérdidas superiores al 10%. 
 
Figura 6.18 Cuadros perdidos en red de 50 nodos en 500m x 500m 
En la Figura 6.18 también se puede observar que el número de cuadros emitidos de baja 
calidad para el caso de diez transmisiones tiene más peso en el total de las pérdidas. Esto se 
debe a que al incrementarse el tráfico en la red, se generan más colisiones y aumentan las 
pérdidas, así que la aplicación debe recurrir más a menudo a la emisión del vídeo de peor 
resolución. Además, como la red tiene peores prestaciones durante estos instantes (si no se 
emitirían cuadros de alta calidad), se obtienen pérdidas más elevadas.  
Evolución de las pérdidas en función del número de transmisiones simultáneas  
En la sección anterior se ha podido observar como existen diferencias significativas en el 
comportamiento según la calidad de los cuadros considerados. A continuación, se examinará la 
evolución de las pérdidas en función del número de comunicaciones simultáneas. 
 
Figura 6.19 Pérdidas de cuadros en función de las transmisiones simultáneas 
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En la Figura 6.19 se puede apreciar como las pérdidas de cuadros de baja calidad son muy 
reducidas, cuando por la red circula poco tráfico. Mientras que a partir de un cierto número de 
flujos las pérdidas se hacen muy variables, es decir, no se observa ningún tipo de evolución 
constante, sino que actúa según picos de valores extremos. Cabe destacar que la red densa 
engloba pérdidas más elevadas para un gran número de comunicaciones. 
Por el contrario, es justamente la red de 50 nodos en un espacio de 500m x 500m, la que 
reporta un mejor comportamiento cuando el tráfico es moderado (entre 6 y 9 transmisiones). 
En general, la evolución de los cuadros de mayor resolución consiste en crecimiento 
prácticamente constante, aunque es cierto que para algunos escenarios las pérdidas decrecen 
cuando hay un número elevado de transmisiones simultáneas, debido generalmente a la 
desconexión de algunas sesiones. 
Calidad de los cuadros emitidos 
Se ha comentado varias veces en este capítulo la poca repercusión que tienen los cuadros de 
vídeo codificados en baja calidad en el comportamiento general de los cuadros. Para observar 
estos hechos en la Tabla 6.9 se han representado los valores medios de cuadros emitidos en el 
origen. 
Tabla 6.9 Porcentaje de cuadros emitidos en el origen  
  Frames 
HQ  (%) 
Intervalo de 
confianza 
(95%) 
Frames 
LQ  (%) 
Intervalo de 
confianza 
(95%) 
Frames 
relleno (%)   
RED MEDIANA 
20 nodos 
500x500m 
2tx 99,6 (99,1 , 100,1) 0,3 (-0,2 , 0,8) 0,1 
6tx 88,1 (82,4 ,  93,9) 11,8 ( 6,1 , 17,5) 0,1 
10tx 79,8 (72,8 ,  86,8) 20,2 ( 13,2 , 27,2) 0,1 
RED DENSA 
50 nodos 
500x500m 
2tx 99,9 (99,7 ,  100) 0,1 ( 0,0 , 0,2) 0,1 
6tx 83,1 (75,5 ,  90,7) 16,8 ( 9,2 , 24,4) 0,1 
10tx 77,2 (75,0 ,  79,3) 22,8 ( 20,6 , 24,9) 0,1 
RED GRANDE 
50 nodos 
1250x500m 
2tx 97,6 (93,3 , 101,9) 2,4 (-1,9 , 6,6) 0,1 
6tx 82,0 (72,0 ,  92,0) 18,0 ( 8,0 , 28,0) 0,1 
10tx 83,1 (80,4 ,  85,8) 16,8 ( 14,1 , 19,5) 0,1 
 
Según estos resultados, la mínima diferencia de cuadros emitidos de una y otra calidad es del 
55%. Dada la gran desigualdad en la cantidad de cuadros ambas calidades, los que están 
codificados con mejor resolución tienen un peso mucho mayor en el comportamiento general 
de las simulaciones.  
Otro aspecto significativo es el incremento progresivo de los cuadros de vídeo de baja 
resolución, y por tanto disminución de cuadros de alta calidad, a medida que se incorporan 
más fuentes emisoras en el sistema. Esta conducta nos indica que el algoritmo implementado 
se vuelve más activo a medida que el tráfico de la red se incrementa.  
Calidad de los cuadros emitidos en función del tiempo 
Con el fin de observar la evolución temporal de la calidad emitida por el origen, debe tenerse 
en cuenta que se ha trabajado con múltiples realizaciones, por lo que se ha de definir un 
criterio con el que decidir si un intervalo se considera que emite en alta o baja calidad. Para 
ello se ha considerado que si el promedio de cuadros de vídeo del intervalo supera el 50%, el 
intervalo es de la calidad correspondiente. Sin embargo, puede darse el caso de que ninguna 
de las dos calidades existentes superen este umbral, puesto que la fuente también emite 
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paquetes de relleno al inicio de la transmisión, con lo que es posible que un intervalo quede en 
una zona de indeterminación. 
 
Figura 6.20 Calidad de los cuadros emitidos en una red de 50 nodos en 1250m x 500m 
En la Figura 6.20 se muestra la evolución temporal de ambas calidades en la red de mayores 
dimensiones. Según se puede observar en esta gráfica, la mayor parte de los cuadros emitidos 
son de alta calidad. No obstante, cabe remarcar la disminución de este tipo de cuadros al 
incrementar el número de sesiones simultáneas, llegando a decaer la emisión de cuadros de 
alta calidad alrededor de un 20%. Evidentemente, esta reducción en el vídeo de alta 
resolución, provoca que los cuadros restantes sean transmitidos en una calidad peor. Este 
comportamiento es compartido por los tres tipos de redes estudiadas. 
A continuación, se ha calculado el tiempo que se transmite en cada calidad siguiendo el criterio 
anteriormente expuesto. Según se aprecia en la Tabla 6.10, se envía básicamente el vídeo 
codificado en alta calidad, y un porcentaje reducido del de baja calidad. Esto se debe a que los 
cuadros con un reducida tasa de transmisión se hallan temporalmente dispersos, es decir, las 
fuentes habitualmente no coinciden en emitir simultáneamente cuadros de esta calidad, y por 
ello, en cada intervalo suele haber un menor número de cuadros de poca resolución con 
respecto a los de alta calidad, lo que comporta que la percepción es que mayoritariamente se 
emiten cuadros de alta calidad. 
Tabla 6.10 Tiempo de emisión en cada calidad 
  Emisión 
frames 
HQ  (%) 
Intervalo de 
confianza 
(95%) 
Emisión 
frames 
LQ  (%) 
Intervalo de 
confianza 
(95%) 
Casos 
indetermi
nados (%) 
  
RED MEDIANA 
20 nodos 
500x500m 
2tx 93,3 (85,1 , 101,5) 0,7 (-0,5 , 2,0) 6,0 
6tx 87,6 (78,7 ,  96,6) 4,9 ( 0,8 , 8,9) 7,5 
10tx 94,7 (93,0 ,  96,4) 1,4 ( 0,3 , 2,5) 3,9 
RED DENSA 
50 nodos 
500x500m 
2tx 99,6 (99,4 ,  99,9) 0,1 (-0,1 , 0,2) 0,3 
6tx 91,8 (84,7 ,  98,9) 3,6 (-0,2 , 7,5) 4,6 
10tx 95,1 (93,7 ,  96,5) 2,7 ( 1,8 , 3,6) 2,2 
RED GRANDE 
50 nodos 
1250x500m 
2tx 99,3 (98,5 , 100,1) 0,0 ( 0,0 , 0,1) 0,7 
6tx 95,7 (93,1 ,  98,3) 0,8 (-0,1 , 1,7) 3,5 
10tx 92,4 (87,6 ,  97,1) 2,2 ( 0,6 , 3,8) 5,4 
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En la Tabla 6.10 se observa también, un  elevado valor en los casos indeterminados. Esta 
variable engloba dos tipos de situaciones diferenciadas: la emisión de paquetes de relleno y la 
paridad de cuadros en un intervalo entre ambas calidades. El primer aspecto tiene una 
repercusión mínima dado que el número de intervalos que se ven afectados por los paquetes 
de relleno es muy reducido, alrededor del 0,1%. Así pues, el valor de esta variable indica la 
probabilidad de que en un intervalo se reciban de cada calidad la misma cantidad de cuadros.  
6.3.1.4 Comportamiento de los GOP 
Aunque la correcta recepción de los cuadros es un concepto básico, para la visualización del 
vídeo es todavía más importante el tipo de cuadros que se recibe, dado que el decodificador 
no podrá montar la secuencia de vídeo si no recibe los cuadros de tipo I. Por esta razón se ha 
analizado las pérdidas según tipos de cuadros y la calidad global de los GOPs. 
Tipos de frames 
En primer lugar, se analizarán las pérdidas de cada tipo de cuadro en los diferentes escenarios 
simulados.  
Según la Tabla 6.11, se aprecia una perdida mayor en los cuadros de tipo I respecto a los 
restantes. Este comportamiento se debe a dos razones, en primer lugar se emite una cantidad 
menor de cuadros de este tipo, lo que comporta que la pérdida de un cuadro tenga una mayor 
repercusión en el total. En segundo lugar, los cuadros de tipo I habitualmente tienen un mayor 
tamaño, por lo que aumenta el número de paquetes necesario para transmitir un único cuadro  
y con ello la probabilidad de que se pierda el cuadro completo. 
Tabla 6.11 Pérdidas (%) según tipo del cuadro 
 20 nodos – 500m x 500m 50 nodos – 500m x 500m 50 nodos – 1250m x 500m 
2 tx 6 tx 10 tx 2 tx 6 tx 10 tx 2 tx 6 tx 10 tx 
Tipo I 0,49 25,54 36,99 0,18 25,50 41,17 8,10 23,75 36,66 
Tipo P 0,36 24,53 36,28 0,16 24,58 40,45 7,95 23,15 35,77 
Tipo B 0,33 23,79 35,66 0,16 23,90 39,88 7,89 22,58 35,14 
En un escenario concreto se observa además, el crecimiento de las pérdidas a medida que se 
incrementan el número de comunicaciones en el sistema, siendo este aumento de cuadros 
perdidos más pronunciado al pasar de dos a seis transmisiones. 
Un detalle significativo que se observa en la Tabla 6.11 es el elevado valor en las pérdidas para 
la red de mayores dimensiones en el caso de dos comunicaciones simultáneas. Este aspecto, 
provocado por la distancia de los nodos y el gran número de salto que genera, se ha 
comentado con gran detalle en la sección 6.3.1.2 referente al comportamiento de los 
paquetes. 
De estos resultados, se puede concluir que la red de mejores prestaciones ante las pérdidas de 
cuadros de vídeo, depende en gran medida de la cantidad de tráfico inyectado en el sistema. 
Así pues, para un tráfico reducido la red densa ofrece un mejor comportamiento en las 
pérdidas, mientras que si éste es moderado o incluso elevado tendremos valores menores en 
la red de grandes dimensiones. 
Calidad del GOP 
Para evaluar el impacto de los cuadros perdidos por la red, se ha generado un indicador que 
pondera los cuadros de vídeos recibidos según su importancia dentro de un GOP. De esta 
forma un cuadro de tipo I tiene un peso del 30% sobre el total, pero si no se recibe la calidad 
se considera nula, puesto que el decodificador no puede interpretar los restantes cuadros. 
La evolución general de esta calidad se degrada a medida que se transmiten nuevos flujos de 
vídeos en el sistema, y alcanza su peor nivel al iniciarse la última fuente, tal y como puede 
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observarse en la Figura 6.21. A partir de este instante la calidad mejora ligeramente de forma 
gradual.  
 
Figura 6.21 Calidad de GOP en una red de 50 nodos en 500m x 500m 
6.3.2 Aplicación estándar  
En este apartado se han utilizado las aplicaciones RTP/RTCP del propio simulador NCTUns. 
Como se puede ver en la representación del esquema básico del sistema (Figura 6.22), la 
aplicación convencional, también consta de dos subaplicaciones: la del emisor y el receptor.  
 
Figura 6.22 Sistema básico aplicación estándar 
No obstante, este código inicial ha sido modificado ligeramente, con el objetivo de generar los 
mismos ficheros de salida que la aplicación diseñada para este proyecto, de forma que los 
resultados obtenidos en ambas simulaciones sean comparables. 
6.3.2.1 Retardo extremo a extremo 
En esta sección se estudiarán los mismos conceptos que en el supuesto de utilizar la aplicación 
adaptativa.  
En todos los datos que se muestran a continuación aparecen los resultados de ambas calidades 
de forma conjunta, no obstante, debe recordarse que provienen de simulaciones 
independientes, pues se emiten dos secuencias de vídeos de tamaño y calidad completamente 
diferente. 
Valores medios 
Debido a que el número y tamaño de los paquetes que conforman un cuadro aumenta cuando 
la tasa de codificación es mayor, es lógico que el retardo total del cuadro también aumente 
respecto al cuadro de baja calidad, puesto que el destino ha de recepcionar un mayor número 
de fragmentos.  
En la Figura 6.23 se han representado los valores medios de retardo en cada simulación, 
incluyendo el intervalo de confianza del 95%. En esta gráfica se puede observar la diferencia 
entre ambas calidades, que justifica lo comentado en el apartado anterior, así como una 
tendencia creciente a medida que se aumenta el número de sesiones simultáneas. 
Servidor
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RTP RTP
RTCPRTCP
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Figura 6.23 Retardo medio en redes estáticas utilizando la aplicación estándar [ms]  
Evolución en función del tiempo 
Al comparar la aplicación estándar con los vídeos obtenidos al aplicar las distintas tasas de 
codificación utilizadas, se han detectado las discrepancias que se exponen a continuación.  
Existe un comportamiento diferenciado según si en el sistema intervienen un número reducido 
de comunicaciones (2 y 6 transmisiones), o bien éste es elevado (10 transmisiones). En el 
primer caso, el retardo del vídeo de alta calidad es significativamente mayor al vídeo con una 
tasa de codificación menor durante la mayor parte del tiempo de simulación. Sin embargo, 
cuando la red consta de 10 sesiones diferentes, este incremento del retardo solo es aparente 
en la etapa inicial y final de la simulación, es decir, solo se da este comportamiento cuando se 
introducen nuevas sesiones en la red, o bien estas comunicaciones van finalizando. Este 
comportamiento se puede observar en las gráficas representadas en la Figura 6.24. 
 
Figura 6.24 Retardo en función del tiempo para red densa. Aplicación estándar 
De esta evolución temporal se puede deducir que en una red congestionada, el retardo de los 
cuadros es muy parecido, independiente del tamaño y número de paquetes que lo conformen, 
es decir, que ambas calidades tienen un retardo similar cuando emiten simultáneamente el 
número máximo de comunicaciones. 
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Sin embargo, se ha especificar que el comportamiento mostrado se refiere al retardo de los 
frames considerados como válidos. Esto significa que en los datos anteriores no se han 
computado los cuadros recibidos que quedan fuera de la ventana de recepción, puesto que 
impediría al cliente una fluida visualización del vídeo. 
En la Figura 6.25 se muestra el porcentaje de cuadros completos que han sido descartados por 
el receptor, es decir, el porcentaje de cuadros recibidos con un retraso superior a 2 segundos. 
La red utilizada para este estudio es la misma que en el anterior análisis, es decir, la red de 50 
nodos en un espacio de 500m x 500m, pero considerando solo el caso de transmitir un máximo 
de diez comunicaciones.  
Según se puede apreciar en la gráfica, la cantidad de estos cuadros cuando están operativas las 
diez sesiones para el vídeo de alta y baja calidad, rondan alrededor del 15% y el 10% 
respectivamente, siendo superior el número de cuadros completos descartados en el vídeo 
con mayor tasa de codificación.  
 
Figura 6.25 Porcentaje de cuadros descartados. Red densa con 10 transmisiones 
Esto implica la desaparición de una elevada cantidad de cuadros recibidos. No obstante, en el 
contexto de la comunicación y no únicamente el receptor, las pérdidas derivadas de descartar 
los frames con un retardo excesivo se reduce significativamente. De esta forma, para la red de 
densidad elevada y 10 transmisiones simultáneas, solo entre un 5% y un 6% del total de las 
pérdidas se debe al retardo existente en el sistema. 
Al combinar los datos de ambos análisis se observa que definitivamente, el retardo global 
queda influenciado por el tamaño de los frames y dado que se utiliza la técnica de 
fragmentación a nivel aplicación, a efectos prácticos implica que en el retardo de cuadro 
interviene el número de paquetes que lo forman.  
En este estudio se han utilizado dos tasas de codificación diferentes, por lo que el vídeo con la 
tasa reducida tendrá un retardo menor. No obstante, se ha definido una restricción en la 
validez de los cuadros completos recibidos y este criterio provoca que la diferencia del retardo 
según el tamaño de los cuadros no se aprecie en los resultados obtenidos.  
6.3.2.2 Comportamiento de los paquetes 
La diferencia a nivel de paquetes entre dos flujos de vídeo con diferentes tasas de codificación, 
consiste en la cantidad de paquetes necesarios para emitir el mismo cuadro de vídeo. Así pues, 
en el caso de escoger una calidad reducida, el número de paquetes emitidos por la fuente es 
menor. Debido a estas características, no se compararán las secuencias según sus valores 
absolutos. 
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Pérdidas medias por fuente  
La evolución de los paquetes perdidos en los tres escenarios considerados son prácticamente 
iguales, aunque con diferentes niveles de referencia. Tal y como se aprecia en la Figura 6.26 
existe un crecimiento de las pérdidas a medida que se aumenta el número máximo de 
participantes en el sistema.  
En esta gráfica se puede observar además, la divergencia progresiva entre ambas calidades. 
Por norma general, las pérdidas del vídeo con la menor tasa de codificación, suele tener 
mejores valores de paquetes perdidos, puesto que se introduce una cantidad menor de datos 
en el sistema. Esta situación es aún más manifiesta cuando se incorpora un mayor número de 
fuentes al escenario, ya que el volumen de datos total es mayor y la saturación de la red 
aumenta, por lo que la distancia entre los valores de ambos vídeos va creciendo 
paulatinamente. 
 
Figura 6.26 Porcentaje de paquetes perdidos en aplicación estándar 
Otro aspecto destacable, es la evolución del intervalo de confianza en función del número 
máximo de transmisiones del sistema. Este valor tiende a ser superior con 6 comunicaciones 
que en el caso de 10 transmisiones. Esto se debe, principalmente, a que con número menor de 
transmisiones, hay más posibilidades de que existan regiones por lo que circulen menor 
cantidad de datos, y de esta manera se produzcan menos pérdidas. Sin embargo, la ocupación 
de estos enlaces es dependiente de la ubicación de los nodos activos, lo que comporta grandes 
discrepancias entre las diferentes realizaciones ejecutadas para un mismo escenario, 
provocando tal como se ha observado una mayor dispersión en los valores medios calculados. 
Evolución de las pérdidas en función del tiempo 
Como ya se ha comentado, al emitir en todos los nodos el vídeo codificado con una menor tasa 
de codificación, el nivel de pérdidas es menor que al utilizar el vídeo de alta calidad. Este 
comportamiento no es resultado de los valores medios, sino que se puede observar cómo se 
da a lo largo de todo el periodo de simulación. 
Evolución de las pérdidas en función del número de transmisiones simultáneas  
A medida que participan nuevas fuentes en la comunicación, aumenta el nivel de los paquetes 
perdidos, asimismo existe una diferencia del 20% entre las pérdidas del vídeo de una y otra 
calidad. Este distanciamiento se produce a partir de la quinta comunicación que se incorpora. 
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Figura 6.27 Porcentaje de paquetes perdidos según comunicaciones activas (a) 20 nodos - 500mx500m 
(b) 50 nodos - 500mx500m   (c) 50 nodos - 1250mx500m 
En la Figura 6.27 se muestran las pérdidas de los tres escenarios estudiados, que justifica lo 
que se ha comentado en el párrafo anterior, y a su vez, permite visualizar las diferencias de 
evolución entre ellas. 
Así pues, si se observan las gráficas de los extremos, que contienen los resultados de los 
escenarios de misma densidad, se puede apreciar que a partir de un cierto número de 
comunicaciones, el porcentaje de paquetes de alta calidad perdidos queda relativamente 
constante, mientras que la tendencia de las pérdidas es siempre creciente, en el escenario 
denso o bien con los paquetes de baja calidad. Esto significa se ha llegado a un nivel de 
saturación en el sistema.  
Este umbral de saturación de la red se halla entre el 45% y el 50% de las pérdidas, cuyo valor 
no se alcanza nunca al emitir la secuencia de vídeo de baja calidad, mientras que el alta 
resolución se supera en las tres redes estudiadas. No obstante, en el caso de la red densa, este 
valor se alcanza cuando intervienen 10 comunicaciones simultáneas, por lo que no se puede 
apreciar esta estabilización de las pérdidas.  
6.3.2.3 Comportamiento de los frames 
Pérdidas medias por fuente 
En la aplicación estándar se emplea un único flujo de vídeo. De esta manera, la evolución de 
los cuadros será prácticamente idéntica a la de los paquetes, puesto que todos pertenecerán a 
la misma calidad. De hecho, el intervalo de confianza de estos dos tipos de datos es muy 
similar, con una diferencia máxima en media del 1%. 
No obstante, existen variaciones mayores en los resultados de las pérdidas, dado que la 
desaparición de un paquete supone la de la totalidad del cuadro, por lo que las pérdidas de de 
los frames tienden a ser ligeramente superiores que la de los paquetes.  
Evidentemente, esta diferencia entre ambas magnitudes es mayor en medida que un cuadro 
se fragmenta en un mayor número de paquetes, puesto que se eleva la probabilidad de que 
alguno de estos fragmentos no llegue al destino o supere el tiempo máximo de espera. Así 
pues, para el vídeo de alta calidad se observa un aumento entre el 5% y 10%, mientras que 
para la secuencia de menor resolución, este incremento ronda entre el 1% y el 6%. 
Evolución de las pérdidas en función del tiempo 
Del mismo modo que se ha visto en los valores medios de cuadros perdidos, no se presentan 
grandes diferencias, respecto a la evolución temporal de los paquetes, e incluso los valores 
resultantes son bastante similares, con diferencias de tan solo un 5%. 
Evolución de las pérdidas en función del número de transmisiones simultáneas  
La cantidad de cuadros perdidos es muy elevada, especialmente al transmitir el vídeo de alta 
resolución, en cuyo caso supera el 50% a partir de 8 comunicaciones activas simultáneas. 
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Figura 6.28 Porcentaje de cuadros perdidos para vídeo de (a) alta calidad (b) baja calidad 
En la gráfica relativa a los cuadros de alta calidad de la Figura 6.28, se puede apreciar una 
cierta estabilización de valores para en un número elevado de transmisiones simultáneas, 
provocado por la saturación de la red, comportamiento que ya se observaba al realizar el 
análisis de los paquetes.  
A diferencia de la evolución de paquetes, las tres redes requieren de un menor número de 
comunicaciones para entrar en este estado y mantienen unos valores de pérdidas muy 
cercanos. Esto se debe a que en el caso de las pérdidas de cuadros, no solo intervienen las 
pérdidas del sistema (como en el caso de los paquetes), sino que también se ha de tener en 
consideración el valor retardo, puesto el receptor puede descartar cuadros adicionales si es 
excesivo. 
De esta forma, se confirma que en los instantes previos a la saturación de la red se incrementa 
considerablemente el retardo, por lo que a efectos prácticos las pérdidas en las tres redes son 
muy similares. 
6.3.2.4 Comportamiento de los GOPs 
La calidad recibida de los GOP está influenciada en gran medida por la calidad de vídeo 
emitido. De esta manera, el comportamiento de esta medida diferirá para cada una de las dos 
secuencias de vídeo utilizadas en las simulaciones. 
En la Figura 6.29 muestra para cada escenario estudiado, la evolución temporal del vídeo de 
alta y baja calidad, representada por los colores verde y azul respectivamente,  así como la 
diferencia entre ambos valores en cada instante de tiempo, en rojo. Se ha considerado la 
situación en la que pueden existir hasta 6 fuentes emisoras. 
   
Figura 6.29 Porcentaje de cuadros perdidos para vídeo de (a) 20 nodos - 500mx500m (b) 50 nodos - 
500mx500m (c) 50 nodos - 1250mx500m 
En estas tres gráficas se aprecia como la calidad de GOP siempre es mayor cuando se emite el 
vídeo de peor calidad, puesto que al requerir menos paquetes para transmitir el mismo 
cuadro, la probabilidad de perder el cuadro se reduce. Este fenómeno es especialmente 
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significativo en los cuadros de tipo I, ya que habitualmente es el que tiene un mayor tamaño, y 
también el cuadro indispensable en un GOP para exista algún tipo de imagen.  
Sin embargo, es el único aspecto que comparten todos los escenarios. Se puede observar que 
aunque el rango de valores de la calidad por GOP sean similares, el comportamiento temporal, 
especialmente en el vídeo de alta calidad, y las discrepancias en las calidades de ambos vídeos 
difieren entre cada uno de los escenarios. 
Se han mostrado los resultados cuando se dan 6 comunicaciones simultáneas, porque es la 
situación que presenta mayor divergencia entre ambas calidades de vídeo. Así pues, de existir 
solo 2 parejas de nodos activas, las diferencias son mínimas y puntuales; mientras que para el 
caso de 10 fuentes emisoras las diferencias entre las dos calidades son algo menores pero 
dentro de un rango similar, pero con el problema de que el nivel de referencia de la calidad del 
vídeo de mayor tasa de codificación es mucho más bajo, ocasionando problemas de 
visualización de las gráficas, al confundirse con la línea roja de las diferencias. 
6.3.3 Contraste aplicación vs. no aplicación 
6.3.3.1 Retardo extremo a extremo 
La nueva aplicación incorpora nuevas funcionalidades de gestión de colas, evaluación del canal 
y reporte de múltiples estadísticas entre otros detalles. Estas modificaciones, como veremos a 
continuación, ralentiza el tiempo de respuesta del nodo a una información entrante.  
Tal como se puede apreciar en la Figura 6.30, existe un retardo mayor de los cuadros en la 
aplicación diseñada, del orden de 20 ms superior al valor de la estándar emitiendo vídeo de 
alta calidad.  
La principal explicación de este fenómeno viene dado por el incremento de tareas a realizar en 
los nodos. El destino debe gestionar dos buffers, el de recepción y el del decodificador, así 
como, evaluar cuando se debe descartar un cuadro, etc. La fuente emisora, por su parte, debe 
realizar comprobación, escoger el GOP a transmitir, así como extraerlo del fichero 
correspondiente y fragmentarlo según la MTU, antes de transmitirlo. Todas estas tareas, no se 
realizan en la aplicación original de NCTUns, por lo que evidentemente se consumen 
numerosos recursos que prolongan el tiempo de recepción de los cuadros.  
 
Figura 6.30 Retardo medio según aplicación 
El otro aspecto responsable de este aumento en el retardo, es el control dinámico en la 
emisión de paquetes RTCP. En la nueva implementación, el tiempo entre dos paquetes RTCP se 
adapta al estado del canal, por lo que cuando existe una carga elevada de tráfico, se 
incrementa el número de paquetes generados. Este aumento en los paquetes de señalización 
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respecto a la aplicación estándar, comportan un mayor nivel de saturación en los nodos 
intermedios, y por tanto un incremento en el retardo extremo a extremo. 
A modo de ejemplo, se han escogido dos fuentes receptoras de dos realizaciones diferentes, 
para examinar el comportamiento de los paquetes RTCP. El escenario escogido es el de 
dimensiones 500m x 500m bajo un número máximo de 6 transmisiones simultáneas. 
Tabla 6.12 Relación RTCP emitidos en destino 
  Realización 2 Realización 4 
 
 RTCP 
emitidos 
Tiempo entre 
RTCP (ms) 
Varianza del 
intervalo 
RTCP 
emitidos 
Tiempo entre 
RTCP (ms) 
Varianza del 
intervalo 
N
od
o 
8 
Adaptativa 1118 320,66 0,0082 1233 292,39 0,0069 
Estándar HQ 675 101,77 0,0408 668 305,80 0,0218 
Estándar LQ 665 338,90 0,0180 668 350,41 0,0152 
N
od
o 
10
 Adaptativa 941 379,93 0,0064 1198 297,51 0,0068 
Estándar HQ 625 349,96 0,0232 623 328,30 0,0223 
Estándar LQ 624 350,01 0,0241 626 373,89 0,0150 
En la Tabla 6.12 se puede apreciar que el número de paquetes emitidos por fuente en la 
aplicación implementada se dobla respecto a la original. La emisión de esta cantidad de 
paquetes RTCP no consume un ancho de banda elevado, puesto que se emiten del orden de 
9000 cuadros en la simulación, lo que significa unos 18000 paquetes RTP. Sin embargo si se 
considera que este número de paquetes es emitido por cada fuente la suma asciende a 
aproximadamente 6600 paquetes, es decir, unos 2500 paquetes más que la aplicación 
estándar.  
Otro detalle que se puede observar en este análisis, es la disminución en la varianza del 
intervalo existente entre la emisión de dos paquetes RTCP. Lo que quiere decir que el tiempo 
que transcurre hasta la emisión del siguiente paquete está mucho más acotado. Esto se debe a 
la reducción del factor de aleatoriedad que se ha aplicado en el diseño de la aplicación según 
se ha visto en la sección 5.1.4. 
6.3.3.2 Comportamiento de los paquetes 
La aplicación diseñada trata de adaptarse al medio existente, modificando la calidad del vídeo 
emitido, con lo que el número de paquetes por cuadro es menor, e incluso se produce un 
decremento del tamaño de los paquetes. 
 
Figura 6.31 Paquetes perdidos según aplicación 
En la Figura 6.31 se puede observar la reducción de las pérdidas producida en la aplicación 
adaptativa sobre la emisión de vídeo de alta calidad. Esta mejora se produce en los dos 
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escenarios con mayor cantidad de nodos, mientras que para la red de 20 nodos en 
dimensiones de 500m x 500m los resultados de ambas emisiones son prácticamente idénticos. 
El comportamiento temporal de esta métrica varía sustancialmente en función el escenario 
simulado y el número de comunicaciones máximas existentes. A modo de ejemplo, en la 
situación de 10 transmisiones, en la red densa la aplicación adaptativa tiene pérdidas menores 
(entre un 2% y 5%) a lo largo de toda la simulación respecto al vídeo de alta calidad; mientras 
que en el sistema no denso de iguales dimensiones, los resultados de ambos flujos son muy 
parecidos, y la aplicación adaptiva únicamente supone una mejora en la fase de finalización de 
las sesiones, así como la ausencia de picos de paquetes perdidos con duración limitada que se 
producen con el vídeo de tasa de codificación elevada. 
Adicionalmente, se han detectado algunas particularidades propias de la red al margen del tipo 
de aplicación o flujo utilizado. Así pues, en el sistema de mayores dimensiones se originan un 
mayor número de desconexiones. Esto se debe a que la distribución más espaciada de los 
nodos, provoca la generación de nodos que canalizan múltiples  flujos de vídeos, es decir, 
datos de varias comunicaciones, por lo que aumenta el número de colisiones y la probabilidad 
de desbordamiento de la cola de este nodo.  
Aunque existan diferencias importantes en la evolución de los paquetes perdidos en el eje 
temporal según la tipología de red, los resultados son muy parecidos si se evalúa el número de 
transmisiones simultáneas para una carga moderada de tráfico.  
 
Figura 6.32 Paquetes perdidos medio según comunicaciones simultáneas 
En la Figura 6.32 se ha representado el comportamiento general de cada tipo de emisión, 
promediando los tres escenarios simulados. Como se puede observar en esta gráfica, a partir 
de 5 comunicaciones activas simultáneas se percibe una mejora sustancial de entre un 4% y un 
10% respecto al vídeo de alta calidad emitido con la aplicación estándar. Estos resultados se 
producen cuando se manejan máximos de 6 y 10 fuentes emisoras, no es así cuando solo se 
tratan con dos comunicaciones, puesto que habitualmente no existe congestión en la red y no 
se puede aprovechar totalmente las características adaptativas de la aplicación diseñada. 
6.3.3.3 Comportamiento de los frames 
Al representar el valor medio de cuadros perdidos (Figura 6.33), se puede apreciar como la 
gráfica tiene una evolución idéntica a la que observada en los paquetes (Figura 6.31). No 
obstante, los valores son ligeramente superiores al porcentaje de los paquetes, llegando en el 
peor de los casos hasta un 11% de diferencia.  
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Figura 6.33 Cuadros perdidos medios 
Otro aspecto que se puede observar comparando ambas gráficas, es que en el caso de 
transmitir únicamente cuadros de baja calidad, la distancia se reduce significativamente. Esto 
se debe a que el número medio de fragmentos necesario para transmitir un cuadro es menor 
que para el vídeo de alta calidad o el adaptativo, así que habitualmente hay menos paquetes 
en el sistema, y por tanto las pérdidas se reducen (tanto de paquetes como de cuadros) y 
distancian entre ellas, por lo que las disparidades entre estas dos magnitudes también 
disminuyen. 
Si se evalúa el porcentaje de cuadros perdidos, en función del número de comunicaciones 
existentes, se  obtienen los mismos resultados, independientemente del escenario. Así pues, la 
aplicación adaptativa en una red estática siempre tiene una mejor robustez antes las pérdidas 
que la aplicación estándar emitiendo cuadros de alta calidad. Además, esta mejora se 
incrementa a medida que la red tiene mayor congestión, ya que para un menor número de 
transmisiones simúltaneas esta diferencia es más reducida. 
6.3.3.4 Comportamiento de los GOPs 
La distribución de las pérdidas es un factor más importante para el usuario final que el número 
de paquetes y cuadros perdidos. Por esta razón, es de gran importancia la calidad global 
percibida  por el receptor. 
Según los cálculos medios de calidad de GOP mostrados en la Tabla 6.13, la aplicación 
adaptativa presenta unos resultados mejores que la transmisión con la aplicación estándar de 
únicamente vídeo de alta calidad, pero sin alcanzar los valores del vídeo con una tasa de 
codificación menor.  
Tabla 6.13 Calidad media de GOP para red estática 
 20 nodos  
500m x 500m 
50 nodos  
500m x 500m 
50 nodos  
 1250m x 500m 
2 tx 6 tx 10 tx 2 tx 6 tx 10 tx 2 tx 6 tx 10 tx 
Vídeo LQ 99,81% 85,84% 65,36% 99,91% 92,06% 64,80% 99,68% 86,62% 62,65% 
Vídeo HQ 99,18% 65,63% 44,68% 99,98% 66,58% 42,14% 93,97% 57,16% 46,68% 
Adaptativo 99,62% 67,02% 52,50% 99,87% 68,90% 46,46% 91,39% 66,59% 48,07% 
 
La aplicación adaptativa, por tanto produce una mejora de entre un 1,4% y un 9,4% sobre el 
vídeo de alta calidad emitido de la forma habitual. Este incremento de la calidad percibida por 
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el usuario, se limita a sistemas con una carga de tráfico elevada, es decir, con 6 o 10 
transmisiones simultáneas. Cabe destacar además que, la aplicación tiene una degradación en 
el servicio entre el 13% y 23% respecto al vídeo con una tasa de codificación menor. 
En Figura 6.34 se puede apreciar como en el escenario de densidad media y tamaño reducido, 
la aplicación adaptativa obtiene una calidad superior a la de la aplicación estándar emitido el 
vídeo de alta calidad. Otro aspecto a remarcar, es la similitud en la degradación de la calidad 
de estas dos técnicas de emisión, debido a que la aplicación adaptativa emite 
mayoritariamente cuadros de alta calidad. 
Es posible mejorar los resultados en la aplicación adaptativa sin necesidad de modificar el 
código existente. Una primera opción pasaría por optimizar los valores de los umbrales en el 
ciclo de histéresis, que determina la codificación a emitir. También se debería estudiar con 
mayor detalle el impacto del peso del valor instantáneo de las pérdidas sobre el cálculo 
general. 
 
Figura 6.34 Calidad GOP según transmisiones en escenario 20 nodos – 500m x 500m 
Estas dos medidas permitirían un mejor conocimiento del canal, y por tanto una mejor 
adaptación al medio, así como un aumento substancial en la calidad de los GOPs. No obstante, 
no es posible superar los resultados medios de la aplicación estándar del vídeo de baja calidad, 
puesto que esto implicaría la emisión continuada de un tamaño de cuadro igual o menor al de 
baja calidad, para reducir la probabilidad de pérdida de un cuadro, y contrariaría los objetivos 
de este proyecto. 
6.4 Análisis de datos en redes movimiento  
En la sección 6.3 se ha estudiado el comportamiento de la aplicación, así como una detallada 
comparativa con la aplicación estándar según dos calidades de vídeo distintas. En esta sección, 
sin embargo, únicamente se evaluará el efecto que se produce a existir dispositivos móviles 
cuando se utiliza la aplicación diseñada. A modo de ejemplo, en la Figura 6.35 se muestra una 
posible estado de la red para un instante dado. 
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Figura 6.35 Esquema de la red con la aplicación adaptativa 
6.4.1 Escenario con aplicación 
La movilidad de los nodos implica variaciones en el comportamiento del sistema respecto al 
concepto de redes estáticas. A continuación, se analizarán los resultados obtenidos en las 
simulaciones que implican nodos con velocidades máximas de 1, 3 y 5 m/s.  
6.4.1.1 Retardo extremo a extremo 
Tras evaluar el retardo medios de los tres escenarios bajo diferentes velocidades, cuyos 
valores se muestran en la Figura 6.36, los resultados indican que el retardo medio está sujeto a 
las características propias de la red, como son la ubicación de los nodos y los patrones de 
movilidad.  
 
Figura 6.36 Retardo medio en función velocidad 
Se aprecia que el retardo es generalmente mayor en la red estática, principalmente provocado 
por la ubicación fija de los nodos. Es por esta razón que si existe un nodo o grupo de nodos con 
gran confluencia de rutas, el retardo de aquella realización será muy elevado en el transcurso 
de la duración total de la simulación, mientras que si hay una cierta movilidad, es muy 
probable que esta concurrencia de tráfico solo afecte a un intervalo de tiempo, con lo que el 
retardo medio se reduce.  
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6.4.1.2 Comportamiento de los paquetes 
La movilidad en los nodos, implica casi siempre una pérdida de visibilidad entre el servidor y el 
cliente, por lo que es habitual que se produzca un incremento sustancial de los paquetes que 
se pierden. En casos extremos se pueden ocasionar desconexiones, si la duración de este 
intervalo con pérdida de información es suficientemente elevada, del orden de decenas de 
segundos. 
En la Figura 6.37 se puede observar, como el porcentaje de las pérdidas se incrementa 
conforme la velocidad máxima de los nodos aumenta, llegando a alcanzar valores del 50% de 
paquetes perdidos. Este resultado se obtiene en redes donde hay nodos moviéndose a 5 m/s, 
por lo que en redes poco pobladas como las estudiadas hasta el momento, es normal que se 
produzcan múltiples desconexiones y un grandes pérdidas.  
En la red de 20 nodos con 10 transmisiones simultáneas, se aprecia una significativa reducción 
de paquetes perdidos respecto a otros escenarios. Este fenómeno se debe a varias razones: La 
primera de ellas que el escenario tiene unas dimensiones menores, por lo que existen más 
posibilidades de interaccionar con otros terminales que actúen como nodos intermedios. La 
segunda es que la baja densidad de la red ocasiona una disminución en el número de cambios 
de rutas, de forma que se reduce la pérdida de paquetes debida a la búsqueda de la nueva 
ruta. Asimismo, puede observarse una cantidad menor de desconexiones para la red de 20 
nodos, por lo que el número de paquetes recibidos será mayor y el porcentaje final también se 
verá reducido. 
 
 
Figura 6.37 Valores medios de paquetes perdidos según velocidad 
6.4.1.3 Comportamiento de los frames 
Los valores medios de los paquetes perdidos, son muy similares al de los cuadros con 
variaciones máximas del 10%, razonable al transmitir cuadros compuestos por varios 
paquetes. 
La evolución en función del tiempo de esta magnitud es diferente en función del escenario y la 
velocidad simuladas. En la Figura 6.38 se muestra el porcentaje de cuadros perdidos para las 
tres redes estudiadas, en la situación de 10 comunicaciones activas. En estas gráficas cada 
color corresponde a una velocidad diferente, siguiendo el siguiente convenio: Rojo para la red 
estática, azul para 1 m/s, verde para 3 m/s y cian para 5 m/s. 
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Figura 6.38 Porcentaje de cuadros perdidos para vídeo de (a) 20 nodos - 500mx500m (b) 50 nodos - 
500mx500m (c) 50 nodos - 1250mx500m 
El aspecto más significativo es la clara reducción de las pérdidas en el escenario de 20 nodos. 
Esta característica se había detectado en el valor medio de las pérdidas de paquetes, pero tras 
observar la evolución temporal, puede afirmar que esta mejora corresponde a las 
características de la red, y no al efecto de una única realización. 
En este escenario, se observa también como los valores para 0 y 1 m/s son bastante similares, 
obteniendo incluso mejores resultados en la red con movilidad. No obstante, para velocidades 
elevadas se aprecian mayores discrepancias, que aparecen máximos locales de una duración 
limitada, añadido a un incremento constante respecto a las pérdidas de la red estática. 
Como se ha comentado anteriormente, el comportamiento de las pérdidas varía 
sustancialmente en función de la red escogida y la velocidad a la que circulan sus nodos. De 
esta manera, únicamente en la red densa aplicando 5 m/s, se puede observar un elevado pico 
(del 90% de cuadros perdidos) en la fase final de la fase de incorporación de tráfico en el 
sistema.  
No obstante, hay rasgos comunes en las redes de mayor número de nodos que las diferencia 
de la más pequeña. En primer lugar, se puede apreciar un incremento de las pérdidas al inicio 
de la etapa de desconexiones  en las dos redes de 50 nodos. Asimismo, existe un ligero 
crecimiento del porcentaje de paquetes perdidos, tras la fase de activación de emisores con 
velocidades de 3 y 5 m/s, mientras que este fenómeno, no se produce para la red de 20 nodos 
ni simulaciones con menores velocidades. 
Cabe destacar que en la mayoría de los casos la tendencia temporal de las pérdidas sigue el 
mismo patrón que los obtenidos en redes estáticas, es decir, que existe un fuerte crecimiento 
durante la fase de introducción de fuentes emisoras, y tras alcanzar un máximo estas pérdidas 
se estabilizan, descendiendo ligeramente, hasta el inicio de la etapa de desconexiones donde 
decrece bruscamente. 
6.4.1.4 Comportamiento de los GOPs 
El movimiento de los nodos siempre implica un aumento de las pérdidas tal como se ha visto 
en los apartados anteriores, por lo que es lógico que la calidad global percibida se degrade. En 
la Figura 6.39 se observa la reducción en la calidad de GOP de los valores medios de cada 
situación simulada en las redes con movilidad.  
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Figura 6.39 Valores medios de la calidad GOP  en redes con movilidad 
Existen dos factores principales que influyen en la degradación respecto los valores de las 
redes estáticas. En primer lugar, una mayor velocidad de los nodos provoca mayores pérdidas 
independientemente del escenario. Así pues, se observará una peor calidad conforme la 
movilidad sea mayor. El segundo aspecto a considerar es el volumen tráfico existente, dado 
que cuanto mayor carga transporta la red, peor soporta el incremento de señalización 
derivado de la búsqueda de las rutas en el sistema. 
Cada escenario tiene, no obstante, sus propias particularidades que también ayudan a modelar 
los valores obtenidos. De esta manera, en el escenario de la red de mayores dimensiones, la 
movilidad implica además un fuerte incremento de la varianza, generado por la rápida 
variación de las distancias recorridas por los paquetes. 
Por otra parte, la red con menor número de nodos es la que presenta una degradación menor 
respecto a su contrapartida estática, debido principalmente a sus buenos resultados con 
tráfico elevado, y en el caso de tener una velocidad entre 0 y 1 m/s incluso se mejora este 
valor en un 2,81%. Este fenómeno se produce en algunas realizaciones en las que la red 
estática, tenía problemas de conectividad entre emisor y receptor, o bien varios flujos 
compartían un mismo nodo intermedio, dado que la movilidad de los nodos soluciona estas 
cuestiones al comportar cambios en las rutas. 
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7. Conclusiones y líneas futuras de 
trabajo 
 
 
 
El objetivo de este Proyecto Final de Carrera es el diseño, implementación y evaluación de 
prestaciones de un servicio de video-streaming capaz de adaptarse automáticamente a las 
condiciones variables de operación de las redes MANET (Mobile Ad Hoc Network). Para ello, 
cada nodo emisor determinará si envía el vídeo con una u otra tasa de transmisión, en base a 
una métrica dada. Dicha métrica procede de la información de retorno que envía el receptor, y 
en nuestro caso consiste en la pérdida de cuadros de vídeo durante la transmisión del flujo de 
vídeo. A continuación, se detallan las conclusiones extraídas de los resultados obtenidos en el 
capítulo 6, utilizando el simulador de redes NCTUns, con múltiples realizaciones en cada uno 
de los escenarios definidos en el apartado 6.1. 
7.1 Conclusiones  
La finalidad de este Proyecto Final de Carrera consistía en diseñar y realizar una 
implementación práctica de un servicio adaptativo de video-streaming de forma que la 
calidad de visualización de vídeo del usuario final mejore. De acuerdo con los resultados 
obtenidos y presentados podemos concluir que éstos objetivos han sido cumplidos, ya que se 
ha implementado con éxito la aplicación requerida, presentando notables mejoras respecto 
del servicio de partida.  
Cabe destacar las dificultades presentadas en cuanto al desarrollo y la ampliación del código 
del simulador, puesto que aún se halla en fase de desarrollo. No obstante, en este proyecto se 
ha contribuido a detectar y solucionar uno de los errores del propio simulador NCTUns en el 
módulo de encaminamiento DSR del simulador. Dicho error fue comunicados a los autores del 
código quienes ya incluyeron su solución en versiones posteriores. 
Hasta este punto se definen los aspectos generales conseguidos en este trabajo. A 
continuación, se detallarán las principales conclusiones extraídas de los resultados obtenidos 
en los apartados 6.3 y 6.4 del capítulo 6 de evaluación de resultados. 
En primer lugar, comparando la aplicación adaptativa que hemos diseñado con la aplicación 
estándar emitiendo solo cuadros de vídeo de alta calidad, cabe  destacar la mejora de la 
calidad global respecto a la continuidad del vídeo con la aplicación diseñada en este proyecto. 
Sin embargo, estas dos implementaciones permiten obtener una calidad bastante peor que 
cuando se emite el vídeo de baja calidad. Así pues, los resultados de la aplicación adaptativa se 
hallan entre estos dos límites, es decir,  por debajo de los valores obtenidos con el vídeo con 
tasa de menor codificación, pero superior al que utiliza una tasa mayor. Este comportamiento 
se debe a que el alrededor del 90% nuestra aplicación del tiempo se halla emitiendo cuadros 
de alta calidad, y por tanto los resultados se asemejarán más al vídeo con mayor resolución. 
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Este incremento de la calidad de GOP está asociado a una disminución de los paquetes y de los 
cuadros perdidos, por lo que estas dos métricas también mejorarán respecto a la emisión en 
alta calidad. No así el retardo extremo a extremo de los cuadros, que por el contrario 
experimentan un ligero incremento respecto a las dos implementaciones de la aplicación 
estándar. Esto es debido al tiempo necesario para conmutar entre los flujos de alta y baja 
calidad. Como se ha comentado detalladamente en el apartado 6.3.3.1, este incremento en el 
retardo se produce por el consumo de recursos del origen y el destino, al incrementarse 
significativamente las tareas que deben realizar estos nodos; así como el hecho de que el 
control dinámico del flujo RTCP diseñado, introduzca un mayor número de paquetes en el 
sistema. 
El segundo aspecto a destacar es la disparidad de resultados entre los diferentes escenarios 
simulados. De esta manera, la bondad de la métrica estudiada en cada caso, también depende 
del resto de variables, es decir, de la velocidad, del número de transmisiones, del patrón de 
movilidad y de la aplicación utilizada. Por estas razones no se puede afirmar que exista una red 
óptima respecto de la evaluación de una métrica o para una velocidad específica, sino que en 
función de diversas características pueden esperarse unos resultados mejores o peores.  
Otra característica de gran importancia es el empeoramiento de las medidas cuando se aplica 
un cierto grado de movilidad en los nodos que constituyen la red. En estas situaciones la 
calidad global se degrada, así como la pérdida de paquetes y cuadros, debido a diversas 
razones como pueden ser la aparición de segmentos de red aislados, la existencia de un nodo 
concentrador de tráfico, etc.  
En este estudio se ha comprobado que el comportamiento temporal de las pérdidas, tanto 
para una carga de tráfico moderada como elevada, es independiente de otros factores como 
son la velocidad o el número de transmisiones activas. Esta misma tendencia se observa  en el 
retardo extremo a extremo. Ambas métricas tienen una evolución donde pueden distinguirse 
tres fases: incorporación secuencial de nuevas fuentes, mantenimiento del máximo número 
de fuentes y desconexión progresiva de las comunicaciones. La primera etapa se caracteriza 
por un fuerte incremento de las pérdidas por cada nueva incorporación al sistema. Durante la 
segunda fase las pérdidas se estabilizan, llegando incluso a decaer ligeramente a partir de un 
cierto instante que depende de las condiciones del escenario. Finalmente, en el intervalo de 
desconexiones existe también un descenso, solo que en este caso el decaimiento depende de 
si en la fase anterior se había producido o no un decremento de las pérdidas.  
En lo que a pérdidas se refiere, en todos los casos puede distinguirse un fuerte incremento 
inicial conforme se incorporan nuevas fuentes. No obstante, al llegar al punto de saturación de 
la red, existe un cambio en la tendencia anterior, pasando a ser igualmente creciente pero con 
una pendiente mucho menor. Dicho punto de saturación depende del número de 
comunicaciones activas y del escenario, por lo que existen casos en los que no se llega a la 
saturación.  
En definitiva, la aplicación desarrollada en este proyecto supone una mejora global en la 
percepción de la secuencia del usuario final, entendiendo como tal el valor de la calidad de los 
GOP en función de la cantidad y el tipo de los cuadros recibidos en el mismo. No obstante, 
cabe recordar que esta mejora viene asociada a un ligero incremento del retardo extremo a 
extremo de los cuadros de vídeo.  
7.2 Líneas futuras 
A lo largo de todo el trabajo realizado han surgido ideas para mejorar los resultados obtenidos. 
Algunos han sido finalmente implementados, pero dada la duración limitada de este Proyecto 
Final de Carrera ha sido imposible incorporar y verificar todas las ideas que se nos planteaban.  
Conclusiones y líneas futuras de trabajo 
 
- 113 - 
 
En esta sección se reflejarán algunas de estas ideas, temas complementarios que podrían 
significar una mejora de la transmisión de video-streaming desde el enfoque seguido en este 
trabajo, dejando de lado las mejoras propias de la programaciópn de la aplicación, tales como 
distinguir varios formatos de vídeo, añadir una interfaz gráfica propia, etc. 
 La primera cuestión a evaluar, se centraría en la optimización de los umbrales escogidos 
para el cambio de codificación por parte de la aplicación. Como se puede ver en los 
resultados obtenidos, el comportamiento en el eje temporal de las pérdidas es diferente 
para las tres redes simuladas, por lo que ajustando estos límites según el escenario, 
posiblemente se mejoraría la adaptación al medio. Es más, dicho umbral podría 
programarse de forma adaptativa al estado de la red, en función de la medida de las 
pérdidas que se conoce la fuente gracias al mecanismo de feedbak de los paquetes RTCP 
(Real-time Transport Control Protocol). 
 Otro matiz pendiente de estudio, es el comportamiento del sistema si se utilizara la técnica 
de reserva de medio al transmitir un flujo de datos entre dos nodos. De esta forma se 
disminuirían el número de colisiones de los paquetes cuando se generan nodos 
concentradores debido a la topología de la red. 
 En las simulaciones ejecutadas, se han optado por utilizar AODV (Ad Hoc On-Demand 
Distance Vector) como protocolo de enrutamiento. No obstante, debería observarse el 
comportamiento de otros protocolos de encaminamiento, con el fin de detectar mejores 
compatibilidades con la aplicación diseñada. 
 Un aspecto que se podría implementar para reducir la pérdida de calidad de los GOPs, 
consistiría en robustecer los paquetes de los cuadros de tipo I e incluso P, ya sea utilizando 
un mecanismo de FEC (Forward Error Correction) o mediante un trato diferenciado 
prioritario en las colas de espera de los nodos. Esto se lograría incluyendo técnicas de 
gestión de la QoS (Quality of Service) a través del uso de prioridades.  
 En este proyecto únicamente se ha trabajado con la selección de cuadros de dos secuencias 
de vídeo con diferentes calidades. Así pues, sería interesante estudiar la evolución de las 
diferentes métricas cuando existen tres o incluso cuatro ficheros con distinta tasa de 
codificación. Cabe destacar, que este concepto puede complicar en cierta medida la 
gestión de los ficheros, incrementar el retardo y comprometer los recursos del servidor o 
fuente emisora, que ha de almacenar estos vídeos. Sin embargo, dada la continua mejora 
de las capacidades de los dispositivos, es una característica a evaluar.  
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8. Anexos 
 
 
 
8.1 Manual usuario aplicación 
La aplicación adaptativa no requiere que se utilice conjuntamente con un simulador de redes, 
sino que por el contrario es un programa que puede ser ejecutado en cualquier distribución de 
Linux. Cabe destacar, sin embargo, la necesidad de que la máquina represente los datos en 
memoria según el sistema Little Endian. 
Esta pequeña guía pretende presentar de forma rápida y sencilla, como llamar a la función, así 
como los parámetros necesarios para su correcto funcionamiento. Se trata de una  
información adicional a la incluida en los sub-apartados 5.1.9 y 5.1.10, referente a los ficheros 
y parámetros, tanto de entrada como de salida, requeridos y generados por la aplicación. 
Nodo emisor 
El dispositivo que actúe como nodo emisor, deberá contar además de con el código de la 
aplicación rtpsendrecv, con las librerías estándar de Linux. 
La llamada a la función debe tener la siguiente expresión:  
 
rtpsendrecv ip port cname file.sdp –t HQ_file LQ_file paramsFile 
 
La descripción de los argumentos modificables es la siguiente: 
- ip: Dirección IP propia del nodo.  
- port: Puerto que se utilizará para la conexión RTP. 
- cname: Canonical name. Identificador único entre los miembros de una misma sesión. 
Suele indicarse como tal la dirección de correo. 
- file.sdp: Fichero de datos del protocolo SDP (Session Description Protocol). Incluye datos 
como el ancho de banda de la sesión RTP, la dirección IP del nodo destino y los límites 
temporales de la simulación. 
- HQ_file: Secuencia de video de alta calidad, con la mayor tasa de codificación. 
- LQ_file: Secuencia de video de baja calidad, con la menor tasa de codificación. 
- paramsFile: Fichero de parámetros propios de la aplicación, tales como el nombre de los 
ficheros de trazas, el factor de ponderación instantánea o los umbrales de pérdidas 
considerados para el cambio de codificación. 
Debe destacarse que todos los ficheros referenciados en esta aplicación, ya se traten de los 
introducidos como argumento de la función o se hallen en el archivo de parámetros, deben 
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incluir, además del propio nombre del archivo, la ruta completa para acceder al directorio en 
el que se hallan.  
Nodo receptor 
La maquina cuya función sea un receptor de la aplicación, debe tener los ficheros de código 
correspondiente a rtprecvonly, así como el archivo packet_reception, que contiene funciones 
auxiliares para la gestión de paquetes RTP. 
En este caso la llamada a la función tiene la siguiente expresión:  
 
rtprecvonly ip port cname file.sdp paramsFile 
 
En este caso, solo se deben pasar una lista más reducida de parámetros, cuya descripción ya se 
ha definido en la sección anterior. 
8.2 Código de las aplicaciones programadas 
A continuación se incluye el código de la aplicación adaptativa, con los algoritmos diseñados 
en el capítulo 5.1. La aplicación se compone de tres ficheros: el primero contiene el código del 
emisor, el segundo el del receptor y en el tercero se han incluido las funciones auxiliares. 
 
  
/* 
 * Copyright (c) from 2000 to 2006  
 *  
 * Network and System Laboratory,  
 * Department of Computer Science,  
 * National Chiao Tung University, Taiwan 
 * All Rights Reserved. 
 *  
 * 03/01/2006 
 */ 
   
/* 
 * A simple rtp_send_receive application for NCTUns. 
 * We receive & send both RTP and RTCP packets. 
 */ 
 
/* 
 * Adaptative server for switching between two vídeo quality 
depending on the value of channel's losses. 
 * Cristina Muñoz Jaime 
 * ENTEL - UPC, Barcelona 
 * May 2009 
 */ 
  
#include "rtp.h" 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <sys/types.h> 
#include <sys/socket.h> 
#include <netinet/in.h> 
#include <errno.h> 
#include <sys/time.h> 
#include <sys/param.h> 
#include <netdb.h> 
#include <unistd.h> 
#include <packet_reception.c> 
 
#define INFO 0 /* Add extra information in the file which contains 
the payload */ 
#define MAX_TRACE_FILE_SIZE 10000 /* 300s @ 30fps */ 
 
#define FRAMESxGOP 16 
#define GOOD_CHANNEL 02 /* Channel with few losses */  
#define BAD_CHANNEL 01 /* Channel with losses */ 
#define INITIAL 00  /* Initial channel (initial padding packets) */ 
#define PAD_INI 5 /*number of packets containning Initial Padding */ 
#define LONG_PAQ_INI 128 /* size (in bytes) of the Intial Padding */ 
 
#define CODIF_1 10  /* LQ encoding */ 
#define CODIF_2 20  /* HQ encoding */ 
#define MAX_MTU 1460 /* maximum size (in bytes) of a packet (without 
headers) */ 
#define bytes_FRAME_HQ 27000 /* CIF de format 4:2:0 --> 152064 */ 
#define bytes_FRAME_LQ 27000 /* QCIF de format 4:2:0 --> 37584 */ 
 
#define MAX_PKT_SIZE 30000 /* Maximun size (in bytes) supported by 
the transmission buffer */ 
#define IS_MP4 1 /* Whether the vídeo format is mp4 or not */ 
 
rtperror    err;  /* the error that RTP lib returns */ 
session_id  sid;  /* we can track the rtp by session_id (sid:session 
identify) */ 
protocol_t  proto = udp;  /* the protocol that rtp(rtcp) use */ 
socktype rtp_sockt, rtcp_sockt;  /* track of socket, and assign to 
RTP, RTCP sockets */ 
u_int8  ttl = 0;  /* it is only useful in mlticast that will be omit 
in unicast case */ 
double  session_bw; /* session bandwidth  */ 
char    *local_ip, *remote_ip, *cname; 
int     local_port, remote_port, i = 0; 
char    *codec_name, marker = 1, *reason = "byebye!";  
double  rtp_start_time, rtp_stop_time, rtp_interval, starttime, 
nexttime, now; 
int codec_num, i, packet_size, is_audio; 
 
int addtimestamp, reads, nfds = 0, recbuflen = RTP_MAX_PKT_SIZE; 
double bits_per_sample, delay, ms_pkt, sampling_rate, framerate; 
struct  timeval start_tv, now_tv, timeout_tv, nexttime_tv; 
fd_set afds, rfds; 
 
int trans_mode;/* we control bandwidth by trace file if trans_mode is 
TRUE */ 
int trans_size1[MAX_TRACE_FILE_SIZE+1], 
trans_size2[MAX_TRACE_FILE_SIZE+1]; /*transmission packet size 
(bytes) */ 
double  trans_delay1[MAX_TRACE_FILE_SIZE+1], 
trans_delay2[MAX_TRACE_FILE_SIZE+1]; /* transmission delay time, 
in second */  
int *sendbuf1[MAX_TRACE_FILE_SIZE],*sendbuf2[MAX_TRACE_FILE_SIZE]; 
double  llindar_inf, llindar_sup; // Threshold to control the quality 
of the channel  
double alfa; // weight given to the current losses in EWMA 
char  *HQfile, *LQfile; 
 
void err_handle(rtperror err); 
 
/* Adds the string nodeX to the file name (in order not to overwrite 
*same kind of files from different nodes)*/ 
void rename_node(char *concepte){ 
 char arxiu[60]; 
 
  
 strcpy(arxiu,"node"); 
 strcat(arxiu,(char*)(local_ip+6)); 
 strcat(arxiu,concepte); 
 strcpy(concepte,arxiu); 
} 
 
/* Write the payload over the file *filename */ 
void write_payload(int *ptr, char *filename, int frame, int paquet, 
int tamany, int paq_x_fr,int bytes){ 
 FILE *fp; 
 
 fp=fopen(filename,"a+"); 
 
 if(INFO==1){  
  if(frame == -1) 
   fprintf(fp,"INITIAL PADDING "); 
  else 
   fprintf(fp,"FRAME %d ",frame); 
  
fprintf(fp,"Packet %d/%d  bytes(packet):%d   
",paquet,paq_x_fr,bytes); 
  if((frame%FRAMESxGOP)==0){ 
fprintf(fp,"(frame I  GoP %d)\t", 
frame/FRAMESxGOP); 
  } 
  fprintf(fp,"frame_size %d\n",tamany); 
 } 
 
 for(i=0;i<(bytes/sizeof(int));i++){ 
  fprintf(fp,"%X",ntohl(*ptr)); 
  ptr++; 
 } 
 switch(bytes%sizeof(int)){ 
  case 1: 
   fprintf(fp,"%X",(u_int8)*ptr); 
   break; 
  case 2: 
   fprintf(fp,"%X",htons(*ptr)); 
   break; 
  case 3: 
   fprintf(fp,"%X",htons(*ptr)); 
   fprintf(fp,"%X",(u_int8)(*ptr>>16)); 
   break; 
 } 
 
 if(INFO==1){ 
  if(paquet==paq_x_fr){ // last packet of the frame 
   fprintf(fp,"\n------------------------------- end of 
frame %d -------------------------------\n\n", 
frame); 
  }else{ 
   fprintf(fp,"\n-  -  -  -  -  -  -  -  -  -  -  -  -  
-  -  -  -  -  -  -  -  -  -\n");  
  } 
 } 
 fclose(fp); 
} 
 
/* Allocates the payload (contained in file fp1) in a memory buffer. 
Returns -1 if the file has been finished, 0 otherwise */ 
int process_payload(int *buffer, int frame, int cod, int size, FILE 
*fp1){ 
 int bytes; 
 int *ptr; 
 
/* The codification is introduced in the payload if it is a 
frame I */ 
 if((frame%FRAMESxGOP)==0){  
  *buffer=(int)cod; 
  ptr=buffer+1; 
 } 
 else 
  ptr=buffer; 
   
 // The payload is loaded in memory  
 bytes=fread(ptr,1,size,fp1); 
 
 if(feof(fp1)) 
  return -1; 
 else  
  return 0; 
} 
 
/* Calculates the number of packets required to send all the frame.*/ 
int calcul_paquet(int size, int lim_paq, int frame,int *limit,int 
num_frames_ok){ 
  
 //The total size of a frame is increased when it is a frame I  
 if((frame%FRAMESxGOP)==0){ 
  size+=sizeof(int); 
 } 
 
 // Fragmentation criteria:  
//the most restrictive between packet_size and MAX_MTU (for 
vídeo) and just MAX_MTU (for traces) 
 if(trans_mode){ 
  *limit=MAX_MTU; 
 } 
 else{  
  if(lim_paq>MAX_MTU) 
  
   *limit=MAX_MTU; 
  else 
   *limit=lim_paq; 
 } 
  
 //Number of packets required 
if( ((size>0)&&(trans_mode))||((num_frames_ok>0)&& 
(!trans_mode)&&(num_frames_ok>=(frame%FRAMESxGOP)))){ 
  if((size%(*limit))!=0) 
   return (size/(*limit))+1; 
  else 
   return size/(*limit); 
 } 
 else 
  return -1; 
} 
 
/* SDP : Session Description Protocol, RFC 2327. 
 * we parse the SDP generated by NCTUns GUI, you can edit the sdp   
 * file by yourself and rewrite the sdp_parse() 
 * for parsing the sdp file */ 
void sdp_parse(session_id sid, char **argv){ 
 FILE    *fp; 
 char    line[50], *token; 
 
     fp = fopen(argv[4], "r"); 
 if (fp) { 
 while (fgets(line, 50, fp) != NULL) { 
  token = strtok(line, "\t\n "); 
  if (!strncmp(token, "e=", 2)) {/* email address */ 
   char    *tmp; 
              tmp = token + 2; 
          token = strtok(NULL, "\t\n "); 
 
        err = rtp_set_sdes_item(sid, RTCP_SDES_EMAIL, tmp, 
atoi(token)); 
   if (err) 
    err_handle(err); 
                  printf("set email=%s with interval %d for sending 
SDES RTCP packet.\n", tmp, atoi(token)); 
         } 
  else if (!strncmp(token, "p=", 2)) {  /* phone number */ 
   char    *tmp; 
             tmp = token + 2; 
             token = strtok(NULL, "\t\n "); 
 
             err = rtp_set_sdes_item(sid, RTCP_SDES_PHONE, tmp, 
atoi(token)); 
             if (err) 
                 err_handle(err); 
                 printf("set phone=%s with interval %d for sending 
SDES RTCP packet.\n", tmp, atoi(token)); 
         } 
         else if (!strncmp(token, "b=AS:", 5)) { 
              char    *tmp; 
           tmp = token + 5; 
 
             session_bw = atof(tmp); 
              err = rtp_set_session_bw(sid, session_bw); /* set 
session bandwidth for this application */ 
             if (err) 
                err_handle(err); 
                 printf("set session bandwidth=%lf\n", session_bw); 
          } 
        else if (!strncmp(token, "t=", 2)) {  /* time the session 
is active, NOTE! max_time is 4200 in NCTUns. */ 
             char    *tmp; 
 
             tmp = token + 2; 
             rtp_start_time = atof(tmp); /* the rtp session start 
time */ 
 
             token = strtok(NULL, "\t\n "); 
             rtp_stop_time = atof(token); /* the rtp session stop 
time */ 
             printf("rtp_start_time = %lf, rtp_stop_time = %lf\n", 
rtp_start_time, rtp_stop_time); 
          } 
         else if (!strcmp(token, "m=audio")){// media type is audio  
is_audio = 1; 
 
token = strtok(NULL, "\t\n "); 
remote_port = atoi(token); 
 
token = strtok(NULL, "\t\n "); 
token = strtok(NULL, "\t\n "); 
codec_num = atoi(token); 
          } 
        else if (!strcmp(token, "m=vídeo")) {//media type is video  
              is_audio = 0; 
 
   token = strtok(NULL, "\t\n "); 
             remote_port = atoi(token); 
       } 
         else if (!strncmp(token, "a=rtpmap:", 9)) {/* rtpmap */ 
            char    *tmp, *temp, *rate; 
              tmp = token + 9; 
 
             codec_num = atoi(tmp); 
 
             token = strtok(NULL, "\t\n "); 
  
            tmp = strchr(token, '/'); 
              codec_name = strndup(token, (tmp - token)); 
 
             temp = strchr((tmp + 1), '/'); 
            rate = strndup((tmp + 1), (temp - (tmp + 1))); 
              sampling_rate = atof(rate); 
   free(rate); 
 
             bits_per_sample = atof(temp + 1); 
            printf("codec_num = %d, codec_name = %s, sampling_rate = 
%lf, bits_per_sample = %lf\n",                                       
codec_num,codec_name,sampling_rate,bits_per_sample); 
      } 
          else if (!strncmp(token, "a=ptime:", 8)) { /* ptime */ 
              char    *tmp; 
             tmp = token + 8; 
 
             ms_pkt = atof(tmp); 
             printf("ptime = %lf (ms)\n", ms_pkt); 
      } 
      else if (!strncmp(token, "a=framerate:", 12)) { /* 
framerate */ 
              char    *tmp; 
              tmp = token + 12; 
 
             framerate = atof(tmp); 
             printf("frames/sec = %lf\n", framerate); 
        } 
          else if (!strcmp(token, "c=IN")) {  /* IN: internet */ 
             char    *tmp; 
          tmp = token + 4; 
            token = strtok(NULL, "\t\n "); 
            if (!strcmp(token, "IP4")) { 
              token = strtok(NULL, "\t\n "); 
             /* add the destination address(es) */ 
            err = rtp_add_dest_list(sid, token, remote_port, 
ttl, proto, proto); 
              if (err) 
               err_handle(err); 
 
    printf("add the sending address %s\n", token); 
        } 
  } 
 else {  // unknown type, ignore it. 
  } 
} 
} 
else { 
 fprintf(stderr, "Can't open file - %s , process terminated\n", 
argv[4]); 
      exit(1); 
 } 
} 
 
void err_handle(rtperror err){ 
        if (err < 0) {  /* warning */ 
                fprintf(stderr, "%s\n", RTPStrError(err)); 
        } 
        else if (err) { /* error */ 
                fprintf(stderr, "%s\n", RTPStrError(err)); 
      exit(1); 
        } 
} 
 
/* set local receive addr, CNAME, and startup the connectoin */ 
void initial_session(int argc, char **argv, session_id sid){ 
 char *token, line[500]; 
 FILE *fp, *fp1; 
 
 int i = 0; 
 
        /* setting commad line information */ 
        local_ip        = argv[1]; 
        local_port      = atoi(argv[2]); 
        cname           = argv[3]; 
 
        /* set local receive addr */ 
        err = rtp_add_sour_list(sid, local_ip, local_port, proto, 
proto); 
        if (err) 
          err_handle(err); 
 
        /* set CNAME. (see RFC 3550) */ 
        err = rtp_set_sdes_item(sid, RTCP_SDES_CNAME, cname, 1); 
        if (err) 
                err_handle(err); 
 
  /* add the RTP Session's host address to send to and setup 
the socket. (NOTE : port != 0)*/ 
        err = rtp_open_connection(sid); 
        if (err) 
                err_handle(err); 
  
 if ( (argc > 7) && !strcmp(argv[5], "-t") ) { /* when it is a 
Trace file is provided */ 
  // HQ Traces File 
  fp1 = fopen(argv[6], "r"); 
  if (fp1) {  
      while((fgets(line, 50, fp1) != NULL)&& 
(i<MAX_TRACE_FILE_SIZE)){   
  
    trans_size1[i] = atoi(strtok(line, "\t\n ")); 
    
    if (MAX_PKT_SIZE < trans_size1[i] || trans_size1[i] 
< 0) { 
     fprintf(stderr,"The packet size of %s packet %d 
is illegal.\n",argv[6],i); 
     exit(1); 
    } 
    
    trans_delay1[i] = atof(strtok(NULL, "\t\n ")); 
    if (trans_delay1[i] < 0) { 
     fprintf(stderr,"The packet delay of %s packet %d 
is illegal.\n",argv[6],i); 
                    exit(1); 
                } 
    i++;    
   } 
   trans_delay1[i] = -1; 
   trans_size1[i] = -1; 
   fclose(fp1);    
  } 
  else { 
fprintf(stderr,"File %s couldn't be opened\n\n", 
argv[6]); 
            exit(1); 
        } 
 
  // LQ Traces File 
  i = 0; 
  fp1 = fopen(argv[7], "r"); 
  if (fp1) {  
   while((fgets(line, 50, fp1) != NULL)&& 
(i<MAX_TRACE_FILE_SIZE)){ 
    trans_size2[i] = atoi(strtok(line, " \t\n"));  
     
    if (MAX_PKT_SIZE < trans_size2[i] || trans_size2[i] 
< 0) { 
     fprintf(stderr,"The packet size of %s packet %d 
is illegal.\n",argv[7],i); 
     exit(1); 
    } 
 
    trans_delay2[i] = atof(strtok(NULL, " \t\n")); 
    if (trans_delay2[i] < 0) { 
     fprintf(stderr,"The delay size of %s packet %d 
is illegal.\n",argv[7],i); 
                 exit(1); 
               } 
    i++;    
   } 
   trans_delay2[i] = -1; 
   trans_size2[i] = -1; 
   fclose(fp1);   
  } 
  else { 
fprintf(stderr,"File %s couldn't be 
opened\n\n",argv[7]); 
             exit(1); 
        } 
 
        trans_mode = TRUE; 
 } 
 else if(argc>6){ /* When no Trace File is provided (just real 
vídeo) */ 
  fp1=fopen(argv[5],"r"); 
  if(!fp1){ 
   fprintf(stderr,"File %s couldn't be 
opened\n\n",argv[5]); 
   exit(1); 
  } 
  fclose(fp1); 
  
  fp1=fopen(argv[6],"r"); 
  if(!fp1){ 
fprintf(stderr,"File %s couldn't be 
opened\n\n",argv[6]); 
   exit(1); 
  } 
  fclose(fp1);  
    
  trans_mode = FALSE; 
 } 
 
 // parameters whether for real video or traces file  
 if(trans_mode && (argc > 8)){  
  fp = fopen(argv[8], "r"); 
 } 
 else if(!trans_mode && (argc>7)){ 
  fp = fopen(argv[7], "r"); 
 } 
 if (fp) { 
        while(fgets(line, 500, fp) != NULL) { 
    token = strtok(line, "\t\n "); 
    if (!strncmp(token, "limINF=", 7)) { 
     token = strtok(NULL, "\n\t "); 
     llindar_inf=atof(token)/100; 
    } 
    else if(!strncmp(token, "limSUP=", 7)){ 
     token = strtok(NULL, "\n\t  "); 
     llindar_sup=atof(token)/100;   
    
    } 
  
    else if(!strncmp(token, "alfa=", 5)){ 
     token = strtok(NULL, "\n\t "); 
     alfa=atof(token); 
    } 
    else if(!strncmp(token, "rutaHQ=", 7)){ 
     token = strtok(NULL, "\n\t "); 
     HQfile = malloc((strlen(token)+1)*sizeof(char)); 
     memcpy(HQfile,token,(strlen(token)+1)* 
sizeof(char)); 
      
     printf("HQ file: %s\n",HQfile); 
    } 
    else if(!strncmp(token, "rutaLQ=", 7)){ 
     token = strtok(NULL, "\n\t "); 
     LQfile = malloc((strlen(token)+1)*sizeof(char)); 
     memcpy(LQfile,token,(strlen(token)+1)* 
sizeof(char)); 
  
     printf("LQ file: %s\n",LQfile); 
   } 
  } 
  fclose(fp);  
 } 
 else{ 
  fprintf(stderr,"File of parameters couldn't be 
opened\n\n"); 
  exit(1); 
 } 
} 
 
/* 
* Evaluates the quality of the channel (when a RTCP packet arrives 
based on the fraction field)  
*/ 
int condicions_canal(session_id sid, u_int32 *num_rtcp, int net, 
double *lost){ 
 session *rs; 
 member_t *member = NULL; 
 FILE *fp; 
 double actual, temp; 
 char filename[60]; 
 
 if(get_session(sid, &rs)>0){ 
  fprintf(stderr,"Error getting the session"); 
  exit(0); 
 } 
 get_member_by_ssrc(rs, rs->rtp_sendpkt.rtphdr.ssrc, &member); 
 
  strcpy(filename,"_LOST_sample"); // File with channel 
characteristics 
 rename_node(filename); 
 if( (fp=fopen(filename, "r")) == NULL ){ 
  fp = fopen(filename, "a+"); 
  fprintf(fp,"# Values for Fraction Lost \n"); 
  fprintf(fp,"# The thresholds considered are: \n"); 
  fprintf(fp,"# \t Lower limit - %f (percent)\n", 
llindar_inf); 
  fprintf(fp,"# \t Upper limit - %f (percent)\n\n", 
llindar_sup);   
  fprintf(fp,"Initial\t losses_now: %f\t losses_EWMA(i-1): 
%f\t losses_EWMA(i): %f\t Good quality channel \t",0.0, 
0.0,0.0); 
  fclose(fp); 
 } 
 else 
  fclose(fp); 
  
 if(member->recv_rtcppkt_num > *num_rtcp){ // When a new RTCP 
packet is received 
  struct timeval now_rtcp; 
  gettimeofday(&now_rtcp,NULL); 
 
  // Transform of fraction field into a probability  
  actual = (double)member->rtcp_rr.fraction / 256;   
 
  // Average losses (EWMA)  
  temp = actual*(1 - alfa) + (*lost)*alfa; 
 
  // Update network condition (according to the thresholds 
and previous state) 
  if((net==GOOD_CHANNEL)&&(temp>llindar_sup)){ 
   net = BAD_CHANNEL; 
  } 
  else if((net==BAD_CHANNEL)&&(temp<llindar_inf)){ 
    net = GOOD_CHANNEL; 
       } 
 
  // Information update  
  fp = fopen(filename, "a+"); 
  fprintf(fp,"\nRtcp %lu (time_sim %f)", *num_rtcp+1, 
timeval_to_double(now_rtcp)); 
  fprintf(fp,"\t lost_now: %f", actual); 
  fprintf(fp,"\t losses_EWMA(i-1): %f",*lost); 
  fprintf(fp,"\t losses_EWMA(i): %f", temp); 
  if(net==GOOD_CHANNEL) fprintf(fp,"\t Good quality channel 
\t"); 
  else fprintf(fp,"\t Bad quality channel \t"); 
  fclose(fp); 
 
  // Variable update  
  
  *num_rtcp = member->recv_rtcppkt_num; 
  *lost = temp; 
 } 
  
 return net; 
} 
 
/* Allocates a GOP in sendbuf.  
 * Returns the numbers of frames read */ 
int read_GOP(int net,FILE *fpHQ,FILE *fpLQ,int frame){ 
 int end_file, size_LQ, size_HQ; 
 int temp = frame%FRAMESxGOP; 
 
 if(!trans_mode){ // for vídeo (without traces) a fixed frame 
size is set, it should be changed depending on the vídeo 
format 
  size_LQ = bytes_FRAME_LQ; 
  size_HQ = bytes_FRAME_HQ; 
 } 
  
 // A whole GOP is allocated in the correct memory buffer  
 while((temp<FRAMESxGOP)&&(!feof(fpLQ))&&(!feof(fpHQ))) { 
  if(trans_mode){ 
   size_LQ = trans_size1[frame+temp]; 
   size_HQ = trans_size2[frame+temp]; 
  } 
 
  if(net==BAD_CHANNEL){ 
  
   end_file=process_payload(sendbuf1[temp],temp,CODIF_1, 
size_LQ,fpLQ); 
   fseek(fpHQ,(long)size_HQ,SEEK_CUR); // the cursor move 
for a whole frame  
  } 
  else{ 
   end_file=process_payload(sendbuf2[temp],temp,CODIF_2, 
size_HQ,fpHQ); 
   fseek(fpLQ,(long)size_LQ,SEEK_CUR); // the cursor move 
for a whole frame 
  } 
  temp++; 
 } 
 
 return temp-1; 
} 
 
/*[ application_name local_ip local_port cname sdp_file [-t 
trace_fileLQ trace_fileHQ] param_file ] */ 
int main(int argc, char **argv){ 
 int net_GoP=INITIAL, net=GOOD_CHANNEL; // Network conditions  
 int limit; // Fragmentation restriction  
   
 u_int32 num_rtcp=0; // counter for RTCP packets received 
 int frame = 0; // counter for frame 
 int num_frames; // number of frames in a GoP 
 int index_paq=0; // counter for packet send 
 int RTPxFrame=1; // number of RTP packets in the current frame  
 unsigned char type_fr; // kind of the current frame (I,P,B) 
  
 int recvbuf[RTP_MAX_PKT_SIZE]; // reception buffer 
 int sendbuf_ini[LONG_PAQ_INI]; // initial padding buffer 
  
 int buffer_size;  
 double buffer_delay;  
 double lost=0; // average weighed losses probability (EWMA) 
  
 // auxiliar variables 
 FILE *fp, *fpHQ, *fpLQ;  
 char filename[60], *ptr; 
 session *rs; 
 struct timeval time; 
 int i,n; 
  
   /*create a rtp session, we will assign unique value to identify */ 
    err = rtp_create(&sid); 
    if (err) { 
            err_handle(err); 
    } 
 
    sdp_parse(sid, argv);   /* parse the sdp file */ 
 
    /* The application will sleep "rtp_start_time" time if 
"rtp_start_time" > 0 when the application is start. 
     * NOTE! This is not the same with Start Time in NCTUns 
     * EX:if the Start Time in NCTUn is 5and rtp_RTP_start_time is 3, 
     *      then the real time to startup the applicaion is 8.  */ 
    if (rtp_start_time > 0) 
            usleep( ((int) rtp_start_time * 1000000) ); 
 
    // Testing whether there are traces files or not 
 if(!strcmp(argv[5], "-t")) 
  trans_mode=TRUE; 
 else  
  trans_mode=FALSE; 
 
 /* Reserve memory for the variables */ 
 for(i=0;i<FRAMESxGOP;i++){ 
  if(trans_mode){ 
   sendbuf1[i]=malloc(MAX_PKT_SIZE); 
   sendbuf2[i]=malloc(MAX_PKT_SIZE); 
  } 
  else{ 
  
   sendbuf1[i]=malloc(bytes_FRAME_LQ+sizeof(int)); 
   sendbuf2[i]=malloc(bytes_FRAME_HQ+sizeof(int)); 
  } 
 }  
 
  /* set local receive addr, CNAME, and startup the connectoin*/ 
    initial_session(argc, argv, sid);       
 
 /* Management of sockets */ 
 err = rtp_get_sour_rtpsocket(sid, &rtp_sockt); /* get source 
rtp socket */ 
 if (err)  
  err_handle(err); 
 err = rtp_get_sour_rtcpsocket(sid, &rtcp_sockt);/* get source 
rtcp socket */ 
 if (err)  
  err_handle(err); 
 
 if (rtp_sockt > nfds || rtcp_sockt > nfds) { 
  if (rtp_sockt > rtcp_sockt) { 
   nfds = rtp_sockt; 
  } 
  else { 
   nfds = rtcp_sockt; 
  } 
 } 
  
 FD_ZERO(&afds); 
 FD_ZERO(&rfds); 
 FD_SET(rtp_sockt, &afds); 
 FD_SET(rtcp_sockt, &afds); 
 
 /* Initiate timing references */ 
 gettimeofday(&start_tv, NULL); 
 starttime = (start_tv.tv_sec + start_tv.tv_usec / 1000000.); 
 nexttime = starttime; 
 rtp_interval = rtp_stop_time - rtp_start_time; 
 
 if(get_session(sid, &rs)>0){ 
  fprintf(stderr,"Error getting the session"); 
  exit(0); 
 } 
 
 if(!trans_mode) { /* throughput is static */ 
         if (is_audio) /* media type is audio */ 
           delay   = (ms_pkt / 1000.); 
         else 
          delay   = (1. / framerate); 
 
  /* bytes of each packet = ((bits/sample) / 8 ) * (clock 
rate) * ( each delay of packet in sec ) */ 
  packet_size = (int) ( (bits_per_sample / 8.)* sampling_rate 
* delay); 
  if(RTP_MAX_PKT_SIZE < packet_size) { 
fprintf(stderr, "The packet size is bigger than 
RTP_MAX_PKT_SIZE\n"); 
   exit(1);  
  } 
 } 
 
 /* Creation of the Initial Padding packet */ 
 for(i=0;i<(LONG_PAQ_INI/sizeof(int));i++){ 
  sendbuf_ini[i]=0xFFFFFFFF; 
 } 
 
 i=index_paq=0; 
 
 /* Opening the vídeo/traces files */ 
 if(!trans_mode){ 
  fpLQ = fopen(argv[5],"r"); 
  fpHQ = fopen(argv[6],"r"); 
 } 
 else{ 
  fpLQ = fopen(LQfile,"r"); 
  fpHQ = fopen(HQfile,"r");  
 } 
 
 if( !fpLQ || !fpHQ){ 
  fprintf(stderr,"Error opening the input files"); 
  exit(-1); 
 } 
 
 /* Transmission loop */ 
 while (rtp_interval > 0) {  // each iteration sends a whole 
frame (independently of the number of packets of the frame) 
  memcpy(&rfds, &afds, sizeof(rfds)); 
 
  // update the channel conditions through "fraction lost" 
RTCP field  
  net = condicions_canal(sid, &num_rtcp, net, &lost);  
 
// The change of quality is  done just at the beginning of 
a GOP (I frame) 
  if( ((frame%FRAMESxGOP)==0)&&(index_paq>=PAD_INI) ) {  
   net_GoP = net; 
   num_frames=read_GOP(net,fpHQ,fpLQ,frame); 
  } 
 
  // Definition of the current frame (size, delay, payload) 
  
  switch(net_GoP){ 
   case BAD_CHANNEL: 
    if(trans_mode){ 
     buffer_size = trans_size1[frame]; 
     buffer_delay = trans_delay1[frame]; 
    } 
    else{ 
     buffer_size = bytes_FRAME_LQ; 
     buffer_delay = delay; 
    } 
    ptr=(char*)sendbuf1[frame%FRAMESxGOP]; 
    break; 
     
   case GOOD_CHANNEL: 
    if(trans_mode){ 
     buffer_size = trans_size2[frame]; 
     buffer_delay = trans_delay2[frame]; 
    } 
    else{ 
     buffer_size = bytes_FRAME_HQ; 
     buffer_delay = delay; 
    } 
    ptr=(char*)sendbuf2[frame%FRAMESxGOP]; 
    break; 
     
   case INITIAL: 
    buffer_size = LONG_PAQ_INI; 
    buffer_delay = 0.03333;  
    break; 
  } 
 
  if (buffer_size < 0) { 
   strcpy(filename,"_verificacio_snd"); 
    rename_node(filename); 
   fp = fopen(filename, "a+"); 
   fprintf(fp,"\nEnd of the file"); 
   fclose(fp); 
   break;  
  } 
 
  // Number of packets for the current frame 
  if(net_GoP!=INITIAL){ 
   RTPxFrame = calcul_paquet(buffer_size,packet_size, 
frame,&limit,num_frames); 
  } 
 
  if (!is_audio){ // vídeo trace file  
   time = double_to_timeval(buffer_delay); 
addtimestamp = timeval_to_rtptime(&time,rs-
>rtp_sendpkt.rtphdr.pt,rs->rtp_timerate); 
  } 
  else // audio trace file  
   addtimestamp =((int)buffer_delay*(bits_per_sample/8.) ); 
   
  gettimeofday(&now_tv,NULL); 
  // Management of the packets of the current frame 
  for(i=0;i<RTPxFrame;i++,index_paq++){ 
   /* File update */ 
   strcpy(filename,"_verificacio_snd"); 
    rename_node(filename); 
 
   fp = fopen(filename, "a+"); 
   fprintf(fp,"\nFrame %d ",frame);  
   fprintf(fp," Packet: %d/%d",i+1,RTPxFrame); 
   fprintf(fp,"  %f  ",timeval_to_double(now_tv));  
 
   switch(net_GoP){ 
    case BAD_CHANNEL:   
     fprintf(fp, "\tQuality: LQ\t"); 
     break; 
    case GOOD_CHANNEL: 
     fprintf(fp, "\tQuality: HQ\t"); 
     break; 
    case INITIAL: 
     ptr=(char*)sendbuf_ini; 
     fprintf(fp, "\tInitial Padding (0xFF)"); 
     break; 
   } 
    
   fprintf(fp,"\tsequence: %d",rs->rtp_sendpkt.rtphdr.seq); 
    
   if((i==0)&&(net_GoP!=INITIAL)&&(IS_MP4)){ // Valid just 
for MP4 (this info is in the first packet of the 
frame) 
    if((frame%FRAMESxGOP)==0) 
     type_fr = type_frame((int*)(ptr+sizeof(int)));  
    else 
     type_fr = type_frame((int*)ptr); 
 
    switch(type_fr){ 
     case 0: 
      fprintf(fp, "\tI"); 
      break; 
     case 1: 
      fprintf(fp, "\tP"); 
      break; 
     case 2: 
      fprintf(fp, "\tB"); 
      break; 
     default: 
      fprintf(fp,"\t-"); 
    } 
  
   } 
   else 
    fprintf(fp,"\t-"); 
 
   fclose(fp); 
 
   /* RTP packets transmission */ 
   if(i==(RTPxFrame-1)){ // last packet 
    
    marker=1; // indicates ending of frame 
    if(RTPxFrame!=1){  // More than one packet/frame 
     // Just the remaining bytes are sent 
     if((frame%FRAMESxGOP)==0) 
      n=buffer_size+sizeof(int)-(limit*i); 
     else 
      n=buffer_size-limit*i;  
    }else{ 
     n=buffer_size; 
    } 
 
    //File update 
    fp = fopen(filename, "a+");  
    if(((frame%FRAMESxGOP)==0)&&(i==0)&&(!INITIAL)) // A 
frame I has an int to differentiate itself 
     fprintf(fp,"\t%d bytes",n-sizeof(int)); 
    else 
     fprintf(fp,"\t%d bytes",n); 
    fclose(fp);     
 
    // Sending RTP packet 
    err = rtp_send(sid, marker, addtimestamp, codec_num, 
(int8 *)ptr, n); 
     
    /*This part is to write the payload to a file */  
    /* strcpy(filename,"_payload_send"); 
    rename_node(filename); 
    if(net_GoP==INITIAL){ 
write_payload((int*)ptr,filename,-1,i+1, 
buffer_size, RTPxFrame,n); 
    }else{ 
     if(((frame%FRAMESxGOP)==0)&&(i==0)){ 
write_payload((int*)(ptr+sizeof(int)),filena
me,frame,i+1,buffer_size,RTPxFrame,n-
sizeof(int)); 
     } 
     else 
write_payload((int*)ptr,filename,frame,i+1, 
buffer_size,RTPxFrame,n); 
     } */ 
   } 
   else{ // not the last packet 
    marker=0; 
 
    //File update 
    fp = fopen(filename, "a+"); 
    if(((frame%FRAMESxGOP)==0)&&(i==0)) // A frame I has 
an int to differentiate itself 
     fprintf(fp,"\t%d bytes",limit-sizeof(int)); 
    else 
     fprintf(fp,"\t%d bytes",limit); 
    fclose(fp); 
 
    // Sending RTP packet 
    err = rtp_send(sid, marker, addtimestamp, codec_num, 
(int8 *)ptr, limit); 
 
   /* This part is to write the payload to a file */ 
   /*  strcpy(filename,"_payload_send"); 
    rename_node(filename); 
    if((frame%FRAMESxGOP)==0){  
write_payload((int*)(ptr+sizeof(int)),filename, 
frame,i+1,buffer_size,RTPxFrame,limit-
sizeof(int)); 
    } 
    else 
write_payload((int*)ptr,filename,frame,i+1, 
buffer_size,RTPxFrame,limit); */ 
 
    ptr+=limit; // cursor move to next packet 
   } 
 
   /* Update network files */ 
      if(((frame%FRAMESxGOP)==0)&&(i==0)&&(net_GoP!=INITIAL) 
){  
    fp = fopen(filename, "a+"); 
    fprintf(fp," <-- beginning GoP (num 
%d)",frame/FRAMESxGOP); 
    fclose(fp); 
     
    strcpy(filename,"_LOST_sample"); 
    rename_node(filename); 
    fp = fopen(filename, "a+");  
    fprintf(fp,"+1"); // One more GoP in that encoding 
    fclose(fp); 
   } 
 
   if (err) 
             err_handle(err); 
 
  
   addtimestamp = 0; // The timestamp in all the packets of 
the frame must be the same (increment = 0) 
  } /* End of transmission of Frame[i]*/ 
 
  /* Variables update */ 
  if(index_paq>PAD_INI) 
   frame++; 
 
  rtp_interval -= buffer_delay;  
  nexttime += buffer_delay; 
 
  gettimeofday(&now_tv, NULL); 
  now = (now_tv.tv_sec + now_tv.tv_usec / 1000000.); 
 
  /* Management of RTCP packets */ 
  err = get_rtcp_timeout(sid, &timeout_tv);    /* get 
the send_rtcp_packet time */ 
  if (err)  
   err_handle(err); 
 
  if (time_expire(&timeout_tv, &now_tv) && 
(timeval_to_double(timeout_tv)!=0)) { 
   err = rtp_check_on_expire();   /* rtcp on_expire */ 
   if (err)  
    err_handle(err); 
   
   err = get_rtcp_timeout(sid, &timeout_tv); /* get the 
send_rtcp_packet time */ 
   if (err)  
    err_handle(err); 
  } 
 
  /* Listening to channel */ 
  while (now < nexttime) {   // not send next packet until 
now >= nexttime 
if (time_expire(&timeout_tv, &now_tv) && 
(timeval_to_double(timeout_tv)!=0)) { 
    err = rtp_check_on_expire(); /* rtcp on_expire */ 
    if (err)  
     err_handle(err); 
    
    err = get_rtcp_timeout(sid, &timeout_tv); /* get the 
send_rtcp_packet time */ 
    if (err)  
     err_handle(err); 
   } 
 
   /* BECAREFUL, if we disable RTCP, the timeval we get 
will be 0 */ 
   if (timeval_to_double(timeout_tv) == 0 || nexttime < 
timeval_to_double(timeout_tv))  
    nexttime_tv = double_to_timeval(nexttime - now); 
   else  
    nexttime_tv = double_to_timeval(timeval_to_double( 
timeout_tv) - now); 
   
   if (select(nfds + 1, &rfds, (fd_set *)0, (fd_set *)0, 
&nexttime_tv) < 0) { 
    if (errno == EINTR) 
     continue; 
    else   
     printf("select error: %d\n", errno); 
   } 
   
   if (FD_ISSET(rtp_sockt, &rfds)) { 
    err = on_receive(sid, rtp_sockt,(char *)recvbuf, 
&recbuflen); 
    if (err)  
     err_handle(err); 
   } 
   else if (FD_ISSET(rtcp_sockt, &rfds)) {   
    err = on_receive(sid, rtcp_sockt, (char *)recvbuf, 
&recbuflen); 
    if (err)  
     err_handle(err); 
   } 
  
   gettimeofday(&now_tv, NULL); 
   now = (now_tv.tv_sec + now_tv.tv_usec / 1000000.); 
  } // end loop - while(now < nexttime) 
 
 } //end loop - while (rtp_interval) 
 
 /* Closing files and sockets*/ 
 fclose(fpHQ); 
 fclose(fpLQ); 
 
 err = rtp_close_connection(sid, reason); 
 if (err)  
  err_handle(err); 
   
 err = rtp_delete(sid); 
 if (err)  
  err_handle(err); 
   
 return 0; 
}  
  
/* 
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/* 
* A simple rtp_receive_only application for NCTUns. 
* We receive both RTP and RTCP packets, but only send RTCP packet to 
the address set by rtp_add_dest_list(). 
*/ 
 
/* 
 * Client with adaptative RTCP emission depending on the value of 
channel's losses. 
 * Cristina Muñoz Jaime 
 * ENTEL - UPC, Barcelona 
 * May 2009 
 */ 
  
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <sys/types.h> 
#include <sys/socket.h> 
#include <netinet/in.h> 
#include <errno.h> 
#include <sys/time.h> 
#include <sys/param.h> 
#include <netdb.h> 
#include <unistd.h> 
 
#include <rtp.h> 
#include <rtp_session_api.h> 
#include <packet_reception.c> 
 
/* INFO show extended information (about payload) when it is set to 
1. When 0, the file contains just the payload, so vídeo can be 
reproduced */ 
#define INFO  1  
 
extern rtcp_rr_t last_rtcp_send; /* Last RTCP packet sent by this 
node */ 
 
rtperror err;  /* the error that RTP lib returns */ 
session_id sid;  /* we can track the rtp by session_id (sid:session 
identify) */ 
protocol_t proto = udp; /* the protocol that rtp(rtcp) use */ 
socktype rtp_sockt, rtcp_sockt; /* track of socket, and assign to 
RTP, RTCP sockets */ 
u_int8 ttl = 0; /* it is only useful in mlticast that will be omit in 
unicast case */ 
 
double  session_bw;  /* session bandwidth  */ 
char  *local_ip, *remote_ip, *cname; 
int local_port, remote_port, i = 0; 
char *codec_name, marker = 0, *reason = "byebye!"; 
int *sendbuf,recvbuf[RTP_MAX_PKT_SIZE]; 
double  rtp_start_time, rtp_stop_time, rtp_interval, starttime, 
nexttime, now; 
int  codec_num, i, packet_size, is_audio; 
int   addtimestamp, reads, nfds = 0, recbuflen = RTP_MAX_PKT_SIZE; 
double   bits_per_sample, delay, ms_pkt, sampling_rate, framerate; 
struct  timeval  start_tv, now_tv, timeout_tv, nexttime_tv; 
fd_set  afds, rfds; 
double  alfa; // weight given to the current losses in EWMA 
 
/* Variables of reception/decoder buffers */ 
packet_recv buffer[MAX_PACKET]; // Queue of packet received 
(reception buffer) 
int  buf_decoder[MAX_MTU*MAX_PACKET]; // Decoder buffer, contains 
the complete frames 
int first, last; // Specify the active packets in the reception 
buffer 
long index_decod; 
int  seq_frame; // First sequence number of the first incompleted 
frame  
double max_delay_fr; 
 
void err_handle(rtperror err); 
 
/* Adds the string nodeX to the file name (in order not to overwrite 
same kind of files from different nodes)*/ 
void rename_node(char *concept){ 
 char file[60]; 
 
 strcpy(file,"node"); 
 strcat(file,(char*)(local_ip+6)); 
 strcat(file,concept); 
 strcpy(concept,file); 
} 
 
/*Writes the payload (contained in *pointer) in the file filename*/ 
  
int write_payload_recv(char *filename,int *pointer,rtp_hdr_t 
header,int size,int codif,int type_fr){ 
 FILE *fp; 
 int value,j,*ptr; 
 
 value=(int)*pointer; 
 ptr=pointer; 
 
 fp=fopen(filename,"a+"); 
 if(INFO==1){ // Extended information about the payload 
  if(type_fr==0){ // Frame I 
   switch(codif){ 
    case CODIF_1: 
     fprintf(fp,"seq: %u Frame I (LQ_encoding) 
timestamp: %lu \n",header.seq,header.ts); 
     ptr+=1; 
     codif=CODIF_1; 
     break; 
    case CODIF_2: 
     fprintf(fp,"seq: %u Frame I (HQ_encoding) 
timestamp: %lu \n",header.seq,header.ts); 
     ptr+=1; 
     codif=CODIF_2; 
     break; 
   }  
  }else{ 
   fprintf(fp,"seq: %u timestamp: %lu  ",header.seq, 
header.ts); 
   if(codif==CODIF_1) 
    fprintf(fp,"last encoding: LQ \n"); 
   else 
    fprintf(fp,"last encoding: HQ \n"); 
  } 
 } 
 
 for(j=0;j<(size/sizeof(int));j++){ 
  if((*ptr==0) && (*(ptr+1)==0))  
   break; 
  fprintf(fp,"%X",htonl(*ptr));  // Fedora architecture is 
little-endian 
  ptr++; 
  if(INFO==1) // This way is easier to visualize the data 
   fprintf(fp," "); 
 } 
 switch(size%sizeof(int)){ // Remaining bytes of payload 
  case 1: 
   fprintf(fp,"%X",(u_int8)*ptr); 
   break; 
  case 2: 
   fprintf(fp,"%X",htons(*ptr)); 
   break; 
  case 3: 
   fprintf(fp,"%X",htons(*ptr)); 
   fprintf(fp,"%X",(u_int8)(*ptr>>16)); 
   break; 
 } 
  
 if(INFO==1){ // Separation between frames 
  fprintf(fp," "); 
  fprintf(fp,"\n---------------------------------------------
---------------------\n"); 
 } 
 fclose(fp); 
 
 return codif; 
} 
 
/* SDP : Session Description Protocol, RFC 2327. 
* we parse the SDP generated by NCTUns GUI, you can edit the sdp file 
by yourself and rewrite the sdp_parse()  
* for parsing the sdp file */ 
void sdp_parse(session_id sid, char **argv){ 
 FILE    *fp; 
 char    line[50], *token; 
 
 fp = fopen(argv[4], "r"); // sdp file 
 if (fp) { 
  while (fgets(line, 50, fp) != NULL) {    
   token = strtok(line, "\t\n "); 
   if (!strncmp(token, "e=", 2)) {  /* email address */ 
    char    *tmp; 
    tmp = token + 2; 
    token = strtok(NULL, "\t\n "); 
     
    err = rtp_set_sdes_item(sid, RTCP_SDES_EMAIL, tmp, 
atoi(token)); 
    if (err) 
     err_handle(err); 
 
printf("set email=%s with interval %d for sending 
SDES RTCP packet.\n", tmp, atoi(token)); 
   } 
   else if (!strncmp(token, "p=", 2)) { /* phone number */ 
    char    *tmp;  
    tmp = token + 2; 
    token = strtok(NULL, "\t\n "); 
 
    err = rtp_set_sdes_item(sid, RTCP_SDES_PHONE, tmp, 
atoi(token)); 
    if (err) 
     err_handle(err); 
 
  
printf("set phone=%s with interval %d for sending 
SDES RTCP packet.\n", tmp, atoi(token)); 
   } 
   else if (!strncmp(token, "b=AS:", 5)) { 
    char    *tmp;  
    tmp = token + 5; 
 
    session_bw = atof(tmp); 
    err = rtp_set_session_bw(sid, session_bw); /* set 
session bandwidth for this application */ 
    if (err)  
     err_handle(err); 
 
    printf("set session bandwidth=%lf\n", session_bw); 
   } 
else if (!strncmp(token, "t=", 2)) {  /* time the 
session is active, NOTE! max_time is 4200 in NCTUns. */ 
    char    *tmp;  
 
    tmp = token + 2;  
    rtp_start_time = atof(tmp); /* the rtp session start 
time */ 
 
    token = strtok(NULL, "\t\n "); 
    rtp_stop_time = atof(token); /* the rtp session stop 
time */ 
 
    printf("rtp_start_time = %lf, rtp_stop_time = 
%lf\n", rtp_start_time, rtp_stop_time); 
   } 
   else if (!strcmp(token, "m=audio")) { /* media type is 
audio */ 
    is_audio = 1; 
 
    token = strtok(NULL, "\t\n "); 
    remote_port = atoi(token); 
 
    token = strtok(NULL, "\t\n "); 
    token = strtok(NULL, "\t\n "); 
    codec_num = atoi(token); 
   } 
else if (!strcmp(token, "m=vídeo")) { /* media type is 
vídeo */ 
    is_audio = 0; 
 
    token = strtok(NULL, "\t\n "); 
    remote_port = atoi(token); 
   } 
   else if (!strncmp(token, "a=rtpmap:", 9)) { /* rtpmap */ 
    char    *tmp, *temp, *rate; 
    tmp = token + 9; 
 
    codec_num = atoi(tmp); 
 
    token = strtok(NULL, "\t\n "); 
    tmp = strchr(token, '/'); 
    codec_name = strndup(token, (tmp - token)); 
 
    temp = strchr((tmp + 1), '/'); 
    rate = strndup((tmp + 1), (temp - (tmp + 1))); 
    sampling_rate = atof(rate); 
    free(rate); 
 
    bits_per_sample = atof(temp + 1); 
    printf("codec_num = %d, codec_name = %s, 
sampling_rate = %lf, bits_per_sample = %lf\n",  
codec_num, codec_name,sampling_rate, 
bits_per_sample); 
   } 
   else if (!strncmp(token, "a=ptime:", 8)) { /* ptime */ 
    char    *tmp;  
    tmp = token + 8; 
 
    ms_pkt = atof(tmp); 
    printf("ptime = %lf (ms)\n", ms_pkt); 
   } 
   else if (!strncmp(token, "a=framerate:", 12)) { /* 
framerate */ 
    char    *tmp;  
    tmp = token + 12; 
 
    framerate = atof(tmp); 
    printf("frames/sec = %lf\n", framerate); 
   } 
   else if (!strcmp(token, "c=IN")) { /* IN: internet */ 
    char    *tmp;  
    tmp = token + 4; 
    token = strtok(NULL, "\t\n "); 
    if (!strcmp(token, "IP4")) {     
     token = strtok(NULL, "\t\n "); 
     /*add the destination address(es)*/ 
     err = rtp_add_dest_list(sid, token, remote_port, 
ttl, proto, proto); 
     if (err)  
      err_handle(err); 
 
     printf("add the sending address %s\n", token); 
    } 
   } 
   else {  // unknown type, ignore it. 
  
   } 
  } 
 } 
 else { 
  fprintf(stderr, "Can't open file - %s , process 
terminated\n", argv[4]); 
  exit(1); 
 } 
} 
 
 
void err_handle(rtperror err){ 
 if (err < 0) { /* warning */ 
  fprintf(stderr, "%s\n", RTPStrError(err)); 
 } 
 else if (err) { /* error */ 
  fprintf(stderr, "%s\n", RTPStrError(err));  
  exit(1); 
 }   
} 
 
/* set local receive addr, CNAME, and startup the connectoin */ 
void initial_session(int argc, char **argv, session_id sid){ 
 FILE *fp; 
 char line[50], *token; 
 
 /* setting commad line information */ 
 local_ip        = argv[1]; 
 local_port      = atoi(argv[2]); 
 cname           = argv[3]; 
 
 /* set local receive addr */ 
 err = rtp_add_sour_list(sid, local_ip, local_port, proto, 
proto); 
 if (err) 
  err_handle(err); 
 
 /* set CNAME. (see RFC 3550) */ 
 err = rtp_set_sdes_item(sid, RTCP_SDES_CNAME, cname, 1); /*  
for CNAME SDES */ 
 if (err) 
  err_handle(err); 
 
 /* add the RTP Session's host address to send to and setup the 
socket. (NOTE : port != 0)*/ 
 err = rtp_open_connection(sid); 
 if (err) 
  err_handle(err); 
} 
 
void queue_management(int new_rtp){ 
 char filename[60]; 
 struct timeval now_local; 
 FILE *fp; 
 int pack, iter=1, pos; 
 int expired_packet; // Detects when a packet of the reception 
buffer has expired  
 
 strcpy(filename,"_cua"); 
 rename_node(filename); 
 fp=fopen(filename,"a+");  
 
 // Management of the queue 
 while(iter==1){  
  gettimeofday(&now_local,NULL); 
if((pack=frame_completed(buffer,first,last,seq_frame))>0){ 
// Test if the frame has been completed 
   fprintf(fp,"Frame complete: "); 
 
   // Test wether the frame is on time or no 
   expired_packet = timeout_timestamp(buffer,first, 
(first+pack)%MAX_PACKET,timeval_to_double(now_local),fp,
max_delay_fr);  
 
   if(expired_packet<0){ //Management of valid frames 
(update queue and output file) 
    strcpy(filename,"_Delay_Frame"); 
    rename_node(filename); 
 
    pos=last_packet_recv(buffer, first, pack); 
    calcul_delay(filename,now_local,buffer[first], 
pack,buffer[pos]); 
 
    fprintf(fp,"%d packets sent to the decoder buffer", 
pack); 
    copy_to_decoder(buffer, buf_decoder, pack, first, 
&index_decod);  
   } 
   else 
    fprintf(fp,"  Frame expired "); 
 
 // Release memory resources  
 // Note that frame date will not longer be used: a) valid frame 
is sent to the decoder buffer b) expired frame are discarded. 
 free_address(buffer,first,(first+pack)%MAX_PACKET); 
  
   // Variables update 
   seq_frame = (buffer[(first+pack-1)%MAX_PACKET].seq)+1;  
   first = (first+pack)%MAX_PACKET; 
  
   if(last==first) // No elements in the queue, stop the 
loop 
  
    iter=0; 
    
  }else{ // frame incomplete     
   // Test if there are a packet expired in the queue 
expired_packet = timeout_timestamp(buffer,first,last, 
timeval_to_double(now_local),fp,max_delay_fr); 
 
   if(new_rtp || expired_packet>=0) 
    fprintf(fp,"Frame INcomplete ");    
//When a packet expires, the next valid frame is 
sought. 
   if(expired_packet>=0){ 
    fprintf(fp,"  Packet(s) expired"); 
pos = search_final_frame(expired_packet,last, 
buffer); // Search the position for the next ending 
of frame 
     
    if(pos >= 0){ // Free all up to the beginning of the 
next frame 
     free_address(buffer,first,pos+1); 
     seq_frame = buffer[pos].seq + 1; 
     first = (pos+1)%MAX_PACKET; 
    } 
    else { // If there isn't any m=1, wait for next 
packet  
     iter = 0; 
     seq_frame = -1; 
    } 
   } 
   else{ 
    iter = 0; 
   } 
  } 
  if(new_rtp || expired_packet>=0){ 
   fprintf(fp,"\n"); 
   if(iter==1) 
    fprintf(fp,"\t\t"); 
  } 
 } 
 
 fclose(fp); 
} 
 
int rtcp_update(session_id sid, double *lost, int num_rtcp){ 
 session *rs; 
 double current, inc, rtcp_bw; 
 struct timeval interval, now_rtcp; 
 FILE *fp; 
 char file[60]; 
  
 if(get_session(sid, &rs)>0){ 
  fprintf(stderr,"Error getting the session"); 
  exit(0); 
 } 
 
 if(rs->send_rtcppkt_num > num_rtcp){ // When a new RTCP has 
been sent 
  gettimeofday(&now_rtcp, NULL); 
 
  // Transform of fraction field into a probability  
  current= (double) last_rtcp_send.fraction/256; 
 
  // Increase of losses (EWMA) 
  inc = alfa*(current - *lost);  
 
  // Average losses (EWMA)  
  *lost = current*(1 - alfa) + (*lost)*alfa; 
 
  // Modify the interval between RTCP packets 
  if(inc>0) { 
// It increases linearly. Ex: if losses +1% --> interval 
+0.1%  
   rtcp_bw = rs->rtcp_bw_fraction + (double) ((int) 
(inc*1000)) /10000; // Multiplied by 1000 in order to 
have 2 decimals 
  }else{ 
   // Reduced by half. Ex: if losses -1% --> interval -
0.05% 
   rtcp_bw = rs->rtcp_bw_fraction + (double) ((int) 
(inc*1000/2)) /10000;  
 
   // If there are very small decrement (would not be 
detected), a higher value is forced. 
   if(inc>-(0.05/100)){  
    rtcp_bw = rs->rtcp_bw_fraction - (0.01/100);  
   } 
  } 
 
  if(rtcp_bw <= 0.005) // Lower limit 0.5%  
   rs->rtcp_bw_fraction = 0.005; 
  else{ 
   if (rtcp_bw >= 0.01) // Upper limit 1% 
    rs->rtcp_bw_fraction = 0.01; 
   else 
    rs->rtcp_bw_fraction = rtcp_bw; 
  }  
  rs->rtcp_rule.rtcp_bw=rs->session_bw*rs->rtcp_bw_fraction; 
 
  // Update next RTCP packet time generation (re-scheduled) 
  rtcp_interval(sid, &interval); 
  
  rs->rtcp_rule.next_rtcp_send=add_timeval(&(rs-
>rtcp_rule.last_rtcp_send),&interval); 
  if(time_expire(&(rs->rtcp_rule.next_rtcp_send),&now_rtcp)){ 
rs->rtcp_rule.next_rtcp_send= 
add_timeval(&now_rtcp,&interval);  
  } 
rtcp_schedule(sid, EVENT_REPORT, &(rs-
>rtcp_rule.next_rtcp_send)); 
   
  // Files update 
  strcpy(file,"_receiver_resum"); 
  rename_node(file); 
  fp=fopen(file, "a+"); 
  fprintf(fp,"rtcp %lu \t",rs->send_rtcppkt_num); 
  fprintf(fp,"now %f\t",timeval_to_double(now_rtcp)); 
  fprintf(fp,"losses now: %f\t", current); 
  fprintf(fp,"losses ewma: %f\t",*lost); 
  fprintf(fp,"next rtcp: %f\n",timeval_to_double(rs-
>rtcp_rule.next_rtcp_send)); 
  fclose(fp); 
   
  strcpy(file,"_receiver"); 
  rename_node(file);   
  fp=fopen(file, "a+"); 
  fprintf(fp,"rtcp nÂº %lu",rs->send_rtcppkt_num); 
fprintf(fp,"\t simulation time %f \n", 
timeval_to_double(now_rtcp)); 
  fprintf(fp,"             \t current losses: %f \n", 
current); 
  fprintf(fp,"             \t increment: %f \n", inc); 
  fprintf(fp,"             \t average losses (EWMA): %f \n", 
*lost); 
  fprintf(fp,"             \t rtcp_bw_fraction: %f %% \n", 
rs->rtcp_bw_fraction*100); 
  fprintf(fp,"             \t interval (rtcp): %f \n", 
timeval_to_double(interval)); 
  fprintf(fp,"             \t next_rtcp: %f \n\n", 
timeval_to_double(rs->rtcp_rule.next_rtcp_send)); 
  fclose(fp);   
 } 
 
 return (int) rs->send_rtcppkt_num; 
}  
 
int rtp_update(int codif,int num_rtp_recv,int timerate){ 
 rtp_hdr_t header; 
 int type_fr, *ptr, pos; 
 char filename[60]; 
 FILE *fp; 
 struct timeval now_local; 
 packet_recv packet; 
  
 memcpy(&header, (char*)recvbuf, sizeof(rtp_hdr_t)); 
 gettimeofday(&now_local,NULL); 
 
ptr=recvbuf+(sizeof(rtp_hdr_t)/sizeof(int)); // point to 
payload 
 
 // Detection of frame I and the encoding of the GOP. 
 if((*ptr == CODIF_1)||(*ptr == CODIF_2)){ 
  codif=*ptr; 
  ptr++; 
  type_fr = 0; 
 } 
 else{ 
  type_fr = 1; 
  if(IS_MP4){ // To dectect other kind of frames (P and B) 
   type_fr = type_frame(ptr);  
  } 
 } 
 
 /* This part is to write the payload to a file */ 
 /* strcpy(filename,"_payload_received"); 
 rename_node(filename); 
 codif= 
 load_recv(filename,ptr,header,recbuflen,codif,type_fr); */  
 
 // File update  
 strcpy(filename,"_verificacio_recv"); 
 rename_node(filename); 
 fp=fopen(filename,"a+"); 
 if(fp){ 
  fprintf(fp,"\nRTP rcv: %d   %f \tsequence: %d \tm= %d", 
num_rtp_recv, timeval_to_double(now_local),header.seq, 
header.m); 
  if(codif==CODIF_1) 
   fprintf(fp,"\tQuality: LQ"); 
  else 
   fprintf(fp,"\tQuality: HQ");  
 
  if(type_fr==0) 
   fprintf(fp,"\t<--beginning GoP"); 
 
  fclose(fp); 
 } 
 else{ 
  printf("Error while opening the file: %s\n",filename); 
  exit(0); 
 } 
 
 // The structure packet_recv is filled with the information of 
the RTP packet 
  
 fill_packet_recv_struct(&packet,header,codif,type_fr,ptr, 
now_local,timerate,starttime);  
 
 // The new packet is enqueued in the reception buffer  
 if(last==first) // No active elements 
  pos=first; 
 else 
  pos=search_position(header.seq,buffer,first,last); // The 
correct position of the new packet is searched 
 
 err=put_packet(packet,pos,buffer,first,&last); 
 
 if(seq_frame<0){ // Waiting for a marker to indicates beginning 
or ending of a frame 
  if(type_fr==0){ 
   seq_frame = packet.seq; 
   free_address(buffer,first,pos); 
   first = (pos)%MAX_PACKET; 
  }else{ 
   if(packet.m==1){ 
    seq_frame = packet.seq +1; 
    free_address(buffer,first,pos+1); 
    first = (pos+1)%MAX_PACKET; 
   } 
  } 
 } 
 
 strcpy(filename,"_cua"); 
 rename_node(filename); 
 fp=fopen(filename,"a+"); 
 fprintf(fp,"(%f) first %d last %d\t", 
timeval_to_double(now_local), first,last);  
 fprintf(fp,"seq_frame %d ",seq_frame); 
 fclose(fp); 
 
 queue_management(1); 
 
 return codif; 
} 
 
/* 
* [ application_name local_ip local_port cname sdp_file 
parameters_file ] 
*/ 
int main(int argc, char **argv){ 
 double lost=0;  
 int num_rtcp=0, codif=CODIF_2, num_rtp_recv=0; 
 session *rs; 
  
 /* create a rtp session, we will assign unique value to 
identify */ 
 err = rtp_create(&sid); 
 if (err) { 
  err_handle(err); 
 } 
  
 /* parse the sdp file */ 
 sdp_parse(sid, argv);  
  
 /* Initializing reception and decoder buffer */ 
 ini_buffer(&first,&last,&seq_frame,&index_decod); 
 memset(&buffer,0,sizeof(packet_recv)*MAX_PACKET); 
 memset(&buf_decoder,0,sizeof(int)*MAX_PACKET*MAX_MTU);  
  
 /* The application will sleep "rtp_start_time" time if 
"rtp_start_time" > 0 when the application is start.  
 * 
 * NOTE! This is not the same with Start Time in NCTUns  
 * EX:if the Start Time in NCTUn is 5, and rtp_start_time is 3,  
 *  then the real time to startup the applicaion is 8. 
 */ 
 if (rtp_start_time > 0)  
  usleep( ((int) rtp_start_time * 1000000) ); 
 
 /*set local receive addr, CNAME, and startup the connectoin */ 
 initial_session(argc, argv, sid);  
 
 if (is_audio)  /* media type is audio */ 
  delay   = (ms_pkt / 1000.); 
 else  
  delay   = (1. / framerate); 
 
 /* Management of sockets */ 
 err = rtp_get_sour_rtpsocket(sid, &rtp_sockt); /* get source 
rtp socket */ 
 if (err) 
  err_handle(err); 
 err = rtp_get_sour_rtcpsocket(sid, &rtcp_sockt); /* get source 
rtcp socket */ 
 if (err) 
  err_handle(err); 
  
 if (rtp_sockt > nfds || rtcp_sockt > nfds) { 
  if (rtp_sockt > rtcp_sockt) 
   nfds = rtp_sockt; 
  else 
   nfds = rtcp_sockt; 
 } 
  
  
 FD_ZERO(&afds); 
 FD_ZERO(&rfds); 
 FD_SET(rtp_sockt, &afds); 
 FD_SET(rtcp_sockt, &afds); 
  
 /* Initiate timing references */ 
 gettimeofday(&start_tv, NULL); 
 now_tv = start_tv; 
 starttime = (start_tv.tv_sec + start_tv.tv_usec / 1000000.); 
 now = starttime; 
 rtp_interval = rtp_stop_time - rtp_start_time; 
  
 get_session(sid,&rs); 
 
 /* Reception loop */ 
 while ((now - starttime) <= rtp_interval) { 
  memcpy(&rfds, &afds, sizeof(rfds)); 
  
  err = get_rtcp_timeout(sid, &timeout_tv); /* get the 
send_rtcp_packet time */ 
  if (err)  
   err_handle(err); 
 
if (time_expire(&timeout_tv, &now_tv) && 
(timeval_to_double(timeout_tv)!=0)) { 
   err = rtp_check_on_expire(); /* rtcp on_expire */ 
   if (err)  
    err_handle(err); 
    
   err = get_rtcp_timeout(sid, &timeout_tv); /* get the 
send_rtcp_packet time */ 
   if (err)  
    err_handle(err); 
  } 
 
  nexttime_tv = 
double_to_timeval(timeval_to_double(timeout_tv) - now); 
   
  if (select(nfds + 1, &rfds, (fd_set *)0, (fd_set *)0, 
&nexttime_tv) < 0) { 
   if (errno == EINTR) 
    continue; 
   else {  
    printf("nexttime_tv.tv_sec = %ld\n", 
nexttime_tv.tv_sec); 
    printf("nexttime_tv.tv_usec = %ld\n", 
nexttime_tv.tv_usec); 
    printf("select error: %d\n", errno); 
   } 
  } 
 
  queue_management(0); 
 
  if (FD_ISSET(rtp_sockt, &rfds)) { 
err = on_receive(sid, rtp_sockt, (char*)recvbuf, 
&recbuflen); 
   num_rtp_recv++; 
   if (err)  
    err_handle(err);  
 
   codif = rtp_update(codif,num_rtp_recv,rs->rtp_timerate); 
  } 
  else if (FD_ISSET(rtcp_sockt, &rfds)) { 
err = on_receive(sid, rtcp_sockt, (char*)recvbuf, 
&recbuflen); 
   if (err) 
    err_handle(err);  
  } 
  
  // Interval RTCP packets update  
  num_rtcp = rtcp_update(sid, &lost, num_rtcp); 
 
  gettimeofday(&now_tv, NULL); 
  now = (now_tv.tv_sec + now_tv.tv_usec / 1000000.); 
  
 } // End loop - while ((now - starttime) <= rtp_interval) 
 
 /* Closing files and sockets*/ 
 err = rtp_close_connection(sid, reason); 
 if (err) { 
  err_handle(err); 
 } 
  
 err = rtp_delete(sid); 
 if (err) { 
  err_handle(err); 
 } 
     
 return 0; 
} 
 
 
 
 
 
 
 
 
 
 
 
 
  
/* 
 * Auxiliar Functions 
 * Cristina Muñoz Jaime 
 * ENTEL - UPC, Barcelona 
 * May 2009  
*/ 
#include <stdio.h> 
#include <sys/types.h> 
#include <stdlib.h> 
#include <string.h> 
#include "rtp_api.h" 
 
#define RTP_MAX_PT 128 
#define MAX_MTU 1460 
#define MAX_SEQ 65536 
#define MAX_PACKET 240 // Maximum number of packets contained in 
reception buffer 
#define CODIF_1 10 
#define CODIF_2 20 
#define IS_MP4 1 
 
extern int RTP_TIMERATE[RTP_MAX_PT]; 
 
/* Struct to store each of the RTP packets received */ 
typedef struct{ 
   
 unsigned int  m:1;  /* marker bit */ 
 unsigned int seq:16; /* sequence number */ 
 double ts_recv; /* timestamp reception */ 
 double ts_send; /* timestamp emission */ 
 int  cod;  /* encoding used HQ/LQ */ 
 int  type_fr:2; /* When IS_MP4 1 type of frame (I,P,B) otherwise 
(I or not I) */ 
 int  *payload; 
 int  payload_length;  
  
} packet_recv; 
 
/* Transform rtptime into a simulation time */ 
double rtptime_to_double(u_int32 rtp_time, int pt, int timerate){ 
 if (timerate) { 
  return (((double)rtp_time) * timerate / 1000000); 
 } 
 else { 
  if (RTP_TIMERATE[pt]) { 
   return (((double)rtp_time)*RTP_TIMERATE[pt] / 1000000); 
  } 
  else { 
   fprintf(stderr,"There is no rtp timerate defined"); 
   exit(-1); 
  }  
 } 
} 
 
/* Initiate the variable of a queue */ 
void ini_buffer(int *first,int *last,int *seq_frame, long 
*index_decod){ 
 *first = *last = 0; 
 *index_decod = 0; 
 *seq_frame = -1; 
} 
 
/* Fill the fields of a struct packet_recv */ 
void fill_packet_recv_struct(packet_recv *packet,rtp_hdr_t header,int 
cod,int I,int *address_payload, struct timeval time,int rate,double 
start){ 
 int i, *ptr;  // 'i' is the number of int (not of bytes) 
  
 packet->m = header.m; 
 packet->seq = header.seq; 
 packet->cod = cod; 
 packet->type_fr = I; /* I==0 (and jus if IS_MP4 P==1, B==2)*/ 
 packet->ts_recv = timeval_to_double(time); 
 packet->payload = malloc(MAX_MTU); 
 ptr=address_payload; 
 
 // Time of emission from de origin in simulation time units 
 packet->ts_send = rtptime_to_double(header.ts-header.ssrc, 
header.pt,rate)+start; 
 
 // The size of the packet is undefined so the payload has to 
look over 
 for(i=0;i<((MAX_MTU)/sizeof(int));i++,ptr++){  
   if(i<((MAX_MTU/sizeof(int))-2)) // Avoids ptr+1 exceed 
the payload 
    if((*ptr==0) && (*(ptr+1)==0)) // When 2 
consecutives \0 means there is not more data 
     break;   
       
   *(packet->payload + i)=*ptr; 
 } 
  
 packet->payload_length = i*sizeof(int); 
  
 if(i>=(MAX_MTU/sizeof(int))&&((MAX_MTU%sizeof(int))>0)){ 
  switch(MAX_MTU%sizeof(int)){ // The remaining bytes are 
treated separately 
   case 1: 
    memcpy((packet-> payload+i),ptr, sizeof(char)); 
    packet->payload_length++; 
  
    break; 
   case 2: 
    memcpy((packet->payload+i),ptr, sizeof(char)*2); 
    packet->payload_length+=2; 
    break; 
   case 3: 
    memcpy((packet->payload+i),ptr, sizeof(char)*3); 
    packet->payload_length+=3; 
    break; 
  } 
 } 
} 
 
/* The packet is put between the markers (first, last) in the correct 
order (by sequence number order) */ 
int put_packet(packet_recv packet, int pos, packet_recv *buf,int 
first,int *last){ 
 int i; 
 packet_recv *ptr, *prev; 
 
 ptr = buf + (*last); 
 if(*last!=0) 
  prev = ptr-1; 
 else 
  prev= buf + (MAX_PACKET-1); 
 // Test whether the position is between first/last or not  
 if( (first<*last) && ((first>pos)||(pos>*last)) ){ 
printf("The sequence number is out of range. This packet 
will not be introduce in the buffer \n"); 
  return -1; 
 }else if( (first>*last) && ((first>pos)&&(pos>*last)) ){ 
printf("The sequence number is out of range. This packet 
will not be introduce in the buffer \n"); 
  return -1; 
 } 
 
 if( first == (*last +1)%MAX_PACKET){ 
  printf("The buffer is going to be overwritten. This packet 
will not be introduced in the buffer \n"); 
  return -2; 
 } 
  
 if(pos!=*last){ 
  // All packets are shifted until pos  
  for(i=*last;i!=((pos)%MAX_PACKET);i--){ 
   *ptr = *prev; 
   ptr = prev; 
   if((prev-1) < buf){ // If we are at the beginning of 
buffer 
    prev = buf + (MAX_PACKET -1); 
   } 
   else 
    prev--; 
 
   if(i==0) 
    i=MAX_PACKET; 
  } 
 } 
  
 // The packet is introduced 
 *ptr = packet; 
  
 // Variables update  
 *last=((*last)+1)%MAX_PACKET; 
 return 0; 
} 
 
/* Free the memory used for the allocation the payload of the 
elements between first and last */ 
void free_address(packet_recv *buf, int first, int last){ 
 packet_recv *ptr; 
 int iter=1,finish; 
  
 ptr = buf + first; 
 if(first<=last) 
  finish = last - first; 
 else 
  finish = (MAX_PACKET - first)+last; 
  
 while(iter<=finish){ 
  free(ptr->payload); 
  iter++; 
 
  if(ptr==(buf + (MAX_PACKET-1))) 
   ptr = buf; 
  else 
   ptr++;  
 } 
} 
 
/* Returns the position where the packet should be introduced */ 
int search_position(u_int16 seq, packet_recv *buf,int first, int 
last){ 
 int i=first; 
 packet_recv *queue; 
 
 do{ 
  queue = buf + i; 
  if(queue->seq > seq){ 
   if(seq > MAX_PACKET) // It is very probable that no 
element in the queue belong to the lastest of the number 
sequence 
  
    return i;  
   else{ // The sequence number has surely been resumed 
    
    if(((buf+last-1)->seq)>(MAX_SEQ-MAX_PACKET)) // If 
last value is around seq number 65535  
     return last; 
    else{ // If last value is last value is around seq 
number 0 
     if(last==0) 
      i=MAX_PACKET-1; 
     else      
      i=last-1; 
 
     do{ 
      queue = buf+i; 
      if(queue->seq<seq) 
       return (i+1)%MAX_PACKET; 
       
      if(i==0) 
       i=MAX_PACKET-1; 
      else 
       i--; 
     }while((queue->seq<MAX_PACKET)&&(i!=first)); 
      
     return (i+1)%MAX_PACKET; 
    }  
   }     
  } 
  if(i==(MAX_PACKET-1)) 
   i=0; 
  else  
   i++; 
    
 }while(i!=last); 
 
 return i; 
} 
 
/* Returns the position of the first packet containing m=1 */ 
int search_final_frame(int pos, int last, packet_recv *buf){ 
 packet_recv *ptr; 
 int i=0,finish; 
  
 ptr = buf + pos; 
 if(pos<=last) 
  finish = last - pos; 
 else 
  finish = (MAX_PACKET - pos)+last; 
 
 do{ 
  if(ptr->m==1) 
   return (pos + i)%MAX_PACKET; 
  i++; 
 
  if(ptr==(buf + (MAX_PACKET-1))) 
   ptr = buf; 
  else 
   ptr++; 
 }while(i < finish); 
 
 return -1; 
} 
 
/* Returns the position of the packet with the highest time of 
reception */ 
int last_packet_recv(packet_recv *queue, int first, int packets){ 
 packet_recv *tmp; 
 int i=0, pos=-1; 
 double valor=0; 
 tmp = queue + first; 
 do{ 
  if(tmp->ts_recv > valor){ 
   valor = tmp->ts_recv; 
   pos = (first + i)%MAX_PACKET; 
  } 
  
  tmp++; 
  i++; 
  if(tmp > (queue + MAX_PACKET - 1)) 
   tmp=queue; 
 }while(i<packets); 
 
 return pos; 
} 
 
/* Returns the type of frame based on the data of the payload*/ 
int type_frame(int *payload){ 
 unsigned char *ptr, type_frame; 
 long value; 
 
 ptr= (unsigned char *)payload; 
 value = (long) (*payload); 
 
 if(htonl(value) == 0x000001B6) 
  type_frame = (*(ptr+4))>>6; 
 else 
  type_frame = -1; 
 
 return type_frame;  
} 
  
 
/* Test if there is a complete frame */ 
int frame_completed(packet_recv *queue, int first, int last, int 
ini_frame){ 
 packet_recv *next, *current; 
 int packets=1,iter,i; 
  
 current = queue + first;  
 if(first < (MAX_PACKET-1)) 
  next = current + 1; 
 else 
  next = queue; 
 
 if(first<=last) 
  iter = last - first; 
 else 
  iter = (MAX_PACKET - first)+last; 
 
 if((ini_frame>0)&&(current->seq == ini_frame)){ 
  for(i=first+1;iter>0;iter--,i++){   
   if(current->m==0){ // it is not the last packet of the 
frame 
    if(((current->seq+1)%(MAX_SEQ)) != next->seq){ 
     packets=-1; 
     break; 
    } 
    else{ 
     packets++; 
     current = next; 
 
     if((i+1)==MAX_PACKET) 
      next = queue;  
     else 
      next++; 
    } 
   } 
   else{ // frame complete 
    break; 
   } 
  } 
  return packets; 
  
 }else{ 
  return 0; 
 } 
} 
 
/* Test that the time has not expired. 
*  Returns -1 if no packet has expired or the position in the queue 
where the first expired packet is */ 
int timeout_timestamp(packet_recv *buffer,int first,int last,double 
now,FILE *fp,double max_delay){ 
 int i; 
 packet_recv *ptr; 
 
 ptr = buffer + first; 
 
 if(first<=last) 
  i=first; 
 else 
  i=first-MAX_PACKET; 
 
 for(;i<last;i++){ 
   
  if((now - ptr->ts_send) > max_delay){ // if the difference 
is greater, the packet has expired 
   return (i+MAX_PACKET)%MAX_PACKET; 
  } 
 
  if(ptr->m == 1) // It means all the packets of this frame 
are on time 
   break; 
 
if(((i+MAX_PACKET)%MAX_PACKET)==(MAX_PACKET-1)) // last 
element of the buffer,  
   ptr=buffer; 
  else  
   ptr++; 
 } 
  
 return -1; 
} 
 
/* Introduce all the payload of the packets in the decoder buffer */ 
void copy_to_decoder(packet_recv *buffer, int *buf_decoder, int 
packets, int first, long *index_decoder){ 
 packet_recv *temp; 
 int *ptr; 
 int i,j;// 'j' is the number of int (not of bytes) 
  
 temp = buffer + first; 
 ptr = buf_decoder + (*index_decoder); 
 
 for(i=0;i<packets;i++){ 
// The decoder buffer is a kind of circular queue, so data 
is introduced int by int 
  for(j=0;j<(temp->payload_length/sizeof(int));j++){ 
   *ptr = *(temp->payload + j); 
   if((*index_decoder)< (MAX_PACKET*MAX_MTU-sizeof(int))) 
    ptr++; 
   else 
  
    ptr = buf_decoder; 
     
   *index_decoder = (*index_decoder+sizeof(int))% 
(MAX_MTU*MAX_PACKET); 
  } 
 
  if(i==(MAX_PACKET-first-1))  
   temp = buffer; 
  else if(i<(packets-1)) // Change to next structure just if 
it is not the last packet  
    temp++;    
 } 
} 
 
/* Calculates delay of a frame */ 
void calcul_delay(char *filename,struct timeval now,packet_recv 
first_packet,int packets, packet_recv last_packet){ 
 FILE *fp; 
 
 fp=fopen(filename,"a+"); 
  
 // Current time (time of reception of all the frame) 
 fprintf(fp,"recv_frame %f\t",timeval_to_double(now)); 
 
 // Vídeo Quality 
 if(first_packet.cod==CODIF_1) 
  fprintf(fp,"LQ\t"); 
 else 
  fprintf(fp,"HQ\t");  
 
 // Type of frame 
 if(IS_MP4){  
  switch(type_frame(first_packet.payload)){ 
   case 0: 
    fprintf(fp,"I\t"); 
    break; 
   case 1:  
    fprintf(fp,"P\t"); 
    break; 
   case 2:  
    fprintf(fp,"B\t"); 
    break; 
   default: 
    fprintf(fp,"-\t"); 
  } 
 }else{ 
  if(first_packet.type_fr==0) 
   fprintf(fp,"I\t"); 
  else 
   fprintf(fp,"-\t"); 
 } 
 
 // Number of packets in the frame  
 fprintf(fp,"packets/frame %d\t",packets); 
 
 // Delay 
fprintf(fp,"Delay %f\t",last_packet.ts_recv - 
last_packet.ts_send); 
 
 // Sequence number (of the first packet) 
 fprintf(fp,"seq_ini_frame %d\n",first_packet.seq); 
 
 fclose(fp); 
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