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Abstract - -B ind ing polynomials and p-irreducibility are important concepts in biochemistry. In 
this paper, we study the p-irreducibility of binding polynomials with degree four and present, for the 
first time, an explicit criterion for p-irreducibility, which is expressed by polynomials in the coefficients 
of a given binding polynomial. (~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The concept of the binding polynomial, introduced by Wyman [1], is a fundamental tool in 
many mathematical models which are developed to describe and interpret the so-called "protein- 
ligand binding" processes involved in many physiological processes. If a protein macromolecule 
has n binding sites, then the binding polynomial has degree n and can be written in the form 
P(x) = 1 +/31x + ~2X2n t - ' ' '  -~" ~n xn, where x represents ligand activity and/3~ > 0 (1 < i < n) are 
the overall equilibrium constants. (In the case of hemoglobin, the binding polynomial is generally 
of degree four.) 
DEFINITION 1. (See [2].) A positive polynomial is a real polynomial whose leading and constant 
coet~cients are positive and whose remaining coet~cients are nonnegative. A positive factorization 
of a polynomial is a nontrivial factorization in which each factor is a positive polynomial. A p- 
irreducible polynomia} is a positive polynomial which does not admit a positive factorization. 
Binding polynomials are always positive polynomials. If a binding polynomial can be fac- 
tored into two polynomials with positive coefficients; it is natural  to interpret each factor as a 
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binding polynomial  for a subset of the binding sites. Therefore, the p- irreducibi l i ty of binding 
polynomials  has very close relationships with the so-called concepts, "site l inkage" and "positive 
cooperat iv i ty"  [2]. 
The  problem of determining the p- irreducibi l i ty of a binding polynomial  has been discussed 
extensively in l i terature [1-4]. For a binding polynomial  wi th degree three, the result is trivial. 
Briggs [2] gave a cr iter ion for p- irreducibi l i ty of posit ive polynomials wi th degree four by locating 
the roots of the polynomials.  In this paper, we present a new result,  an expl icit  criterion for 
p- irreducibi l i ty of posit ive polynomials with degree four, which is expressed by polynomials in 
the coefficients of the given polynomial .  As far as we know, there are no results on p- irreducibi l i ty 
of posit ive polynomials  wi th degree higher than four yet. 
The rest of this paper is organized as follows. The next section states the main result of 
the paper,  followed by a section that  provides prel iminary definit ions and theorems from other 
sources (without  proof).  After  that  is a section which gives proofs for a number  of "building 
block" proposit ions used in the main proof. The  last section provides the main proof  that  the 
criterion is correct. 
2. MAIN  RESULT  
Let f (u )  = u 4 + au 3 ÷ bu 2 q- cu % d be a posit ive polynomial .  Then  f is p- irreducible if and 
only if one of the following six cases holds: 
(1) D4>0AF<0,  
(2) a=OAc=OAb2-4d<O,  
(3) D4<OAF <OAc l<OAc2<O,  
OAF < 0ACl  > 0Ads  < 0Ad7 <: 0, 
OAa=OAb=O,  
OAF < 0Ac2  :> 0Ae5 < 0Ae7 ( 0, 
(4) D4 _< 
(5) D4 _< 
(6) D4 < 
where 
F 
D4 
= abc - a2d - c 2, (i.e., the Hurwitz  determinant  of f ) ,  
: a 2 b 2 C 2 - -  4 a 2 b 3 d - 6 a 2 d c 2 + 18 b c 3 a + 144 b d c 2 + 144 b d 2 a 2 
- 192cd2a - 27c 4 ÷ 256d 3 - 4b3c 2 ÷ 16b4d-  128d2b 2 - 4a3c  a 
- 27a  4 d 2 - 80cadb 2 + 18a 3 cdb,  (the discr iminant of f ) ,  
d5 = 3ba  2 - 9ca  - 4b 2, 
d7 = 48 cdb  + 60abc  2 - 60 b 2 da - 15dca  2 - 27b 2 a 2 c + 21 ba 3 d + 6 ba 4 c 
- 27c 3 ÷ 8b4a - 4cb  3 - 2b3a 3 _ 6c2a  3 + 48ad 2, 
e5 = -3ba2 d ÷ 2db  2 ÷ b2 ac  ÷ 3bc  2 -8d  2-8dca-2c  2a 2, 
e7 -- 27 c 6 + 8 c 4 b 3 - 27 d 3 a 6 - 64 d 3 c 2 ÷ 96 d 2 c 3 a ÷ 9 c 2 a 4 d 2 - 88 b 2 a 3 c d 2 
÷ 90 b d 3 a 4 - 3 b c a a ÷ 64 b a c d 3 ÷ 8 b 4 a 2 d 2 - 4 b 3 a 4 d 2 + 16 d 2 b 2 c 2 
- 48 d 3 b 2 a 2 - 96  c a 3 d 3 - 6 b c 4 d - 72  a b 2 c 3 d + 45  b c a 5 d 2 
÷14ba3 dc  3 ÷ l16bc2 d2 a 2 - 7b2 c4 a2 ÷ 4b4 a3 cd  T18b3 a2 dc  2 
÷ 4 c 5 a 3 - 16 a b 3 c d 2 - 17 b 2 a 4 d c 2 - 4 c 3 a s d + 4 c 4 a 4 b - 9 d c 4 a 2 
- b 3 a 3 c 3 ÷ 64 d 4 a 2, 
cl = d -b ba 2 -ca ,  
c2 =d 2 -dca+bc  2. 
3. PREL IMINARIES  
A real polynomial  is said to be stable if all its zeros lie in the left half-plane of the complex plane. 
Obviously, a stable polynomial  with degree greater than two must have a posit ive 
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THEOREM 1. ROUTH-HURWITZ. A reM polynomial g(x) = x 4 q- el x3 q- e2 x2 q- c3x -4- c4 is s tab le  
if and only if F3 = clc2c3 - c2c4 - c 2 > O. 
DEFINITION 2. (See [5,6].) Given a polynomiM with general symbolic oe~cients f (x )  = aox n + 
a l x n-1 +"  • + an, the following (2n + 1) x (2n + 1) matrix is cal]ed the discrimination matrix of 
f (x )  and denoted by Discr (f). 
"ao a l  a2  
0 nao (n -1 )a l  
a0 al 
0 nao 
• . a n 
' " a n -  1 
" • an-1  an  
• • 2an-2  an-1  
ao  a l  • " • 
0 nao .. .  
ao a l  
• "" an  
" " " a n -  1 
an 
Denote by dk (k -- 1, 2 . . . . .  2n + 1) the determinant of the submatrix of Discr (f)  formed by the 
first k rows and the first k columns. 
DEFINITION 3. (See [5-7].) Let D} = d2}, k = 1 . . . . .  n. We cab [D1 . . . .  , Dn] the discriminant 
sequence o f f (x )  and denote it by DiscrList(f, x ) . Furthermore, we cMl [ d l d2 , d2d3 , . . . , d2nd2n+l] 
the negative root discriminant sequence of f (x )  and denote it by n.r.d.(f).  
DEFINITION 4. (See [5].) We call [sign(B1),sign(B2),..~,sign(Bn)] the sign list of a given se- 
quence [B1, B2 . . . .  , Bn]. 
DEFINITION 5. (See [5].) Given a sign list [Sx,S2,...,Sn], we construct its revised sign list, 
[tl, t2 , . . . ,  tn], as follows: 
• if [si, si+x . . . .  , si+j] is a section of the given list, where 
st # 0, s~+l . . . . .  s~+j-1 = 0, si+j # O, 
then, we replace the subsection [si+ 1, . . . ,  st+j-1] by the first j - 1 terms of [-s~, -s i ,  st, st, 
-s~, - s i ,  si, si . . . .  ], i.e., let 
ti+r = (--1)[(r+l)/2l "si, r = 1,2, . . .  , j  -- 1; 
• otherwise, let tk = Sk, i.e., no changes for other terms. 
THEOREM 2. (See [5].) Given a polynomial f (x )  with reM coefficients, f (x )  = ao xn + alx n-1 + 
• .. + an, if the number of sign changes of the revised sign list of [Dl( f ) ,  D2(f)  . . . .  , D~(f)] is v, 
then, the number of distinct pairs of conjugate imaginary roots of f (x )  equals v. Furthermore, 
if the number of nonvanishing members of the revised sign list is l, then, the number of distinct 
real roots of f (x )  equals l - 2v. 
THEOREM 3. (See [7,6].) Let [dl, d2 . . . . .  d2n+l] be the principal minor sequence of Discr(f), the 
discrimination matrix of the following polynomiM, 
f (x )  = aox n + alx n-1 +. . .  + an (ao 7 ~ O, an ~ 0). 
1. Denote the number of sign changes and the number of nonvanishing members of the 
revised sign list of n.r.d.(f), [dld2, d2d3,... ,d2nd2n+l], by # and 21, respectively. Then, 
the number of distinct negative roots of f (x )  equals l - #. 
2. Let L1,L2, and L3 stand for [d2,d4,...,d2n], [dl ,d3,. . .  ,d2n+l], and [dld2, d2d3,. . . ,  
d2nd~,~+l], respectively. If we denote the number of nonvanishing members and the nmn- 
bet of sign changes of the revised sign lists of Li (1 < i < 3) by li and vi, respectively, 
then ,  l 3 = 11 + 12 - 1, v3 = Vl + v2. 
3. I f  d2m-t = d2m+l = O, for some m (1 < m <_ n), then, d2m = O. 
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4. BU ILDING-BLOCK PROPOSIT IONS 
PROPOSITION 1. I f  f (U) has four real roots (counted with multiplicity), f ( u ) must have a positive 
factorization, i.e., f (u )  is not p-irreducible. 
PROOF. Because all the coefficients of f (u )  are nonnegative, f (u )  has no positive roots by 
Descartes' rule of sign. So, if ul ,u2,u3, and u4 are the four real roots of f (u) ,  then f (u)  = 
(U -- U l ) (U -- U2)(U -- U3)(U -- U4) is a positive factorization. 
PROPOSITION 2. f(u) has exactly one pair (counted with multiplicity) of pure imaginary roots 
if and only i ra  ~ 0 A F =abc - c 2 - a2d = O. f has two pairs (counted with multiplicity) of pure 
imaginary roots i f  and only if a = c = 0 A b 2 - 4d >_ O. 
PROOF. Suppose f03i)  = O, where/3 # 0, then, (~a - b~2 + d) + (c13 - a133)i = O. Thus, we have 
equations PS : {c - aj32 = 0, f14 _ b~2 + d = 0}. So, f (u )  has exactly one pair (counted with 
multiplicity) of pure imaginary roots if and only if PS has two real roots with respect o/3, which 
is true if and only if a # 0 A F = abe - c 2 - a2d = O. f has two pairs (counted with multiplicity) 
of pure imaginary roots if and only if PS has four real roots (counted with multiplicity), which 
is true if and only if a = c = 0 A b 2 - 4d > 0. | 
PROPOSITION 3. I f  f has at least one pure imaginary root, then, f has a positive factorization. 
PROPOSITION 4. Suppose f has no real roots, then f is p-irreducible if and only i f  f has one 
pair of imaginary roots in the right half-plane and another pair in the left half-plane. 
PROOF. First, f being p-irreducible implies by Proposition 3 that f does not have pure imaginary 
roots. Second, if all the imaginary roots lie in the left half-plane, f obviously has a positive 
factorization. Finally, if all the imaginary roots lie in the right half-plane, the coefficient of u 3 
will be negative. That 's  impossible. Thus, the "necessity" part of the proposition is proven. The 
sufficiency is obvious. 
PROPOSITION 5. Let DiscrList(f, u) = [1, D2, D3, D4] and F = abc - c 2 - a2d. We have D4 = 
0AF<0~D3<0.  
PROOF. First, by the definition of DiscrList(f, u), we know that D4 is indeed the discriminant 
of f (u) .  So, D4 = 0 implies f has repeated roots. Second, F < 0 implies by Theorem 1 that f(u) 
is not stable and thus, does not have four real roots (counted with multiplicity). Third, if f (u)  
has no real roots, then, f (u )  = (u 2 +xu+y)2 ,  for somex_> 0, y > 0, x 2 -4y  < 0. I fx  = 0, 
then, I" = 0. Therefore, r < 0 implies x > 0 and x > 0 implies f (u )  is stable, which contradicts 
F < 0 (by Theorem 1). Therefore, f (u )  must have two real roots (counted with multiplicity) and 
a pair of imaginary roots. By Theorem 2, that is to say, 03 < 0. | 
5. MAIN  PROOF 
Let [1, D2, D3, D4] be the discriminant sequence of f (u) .  We divide the problem into two cases. 
CASE ( I ) .  f(u) has no real roots. 
First, we have Da _> 0. Otherwise, if D4 < 0, the revised sign list of [1, D2, D3, D4] has one 
sign change and four nonvanishing members, which means f has two real roots (by Theorem 2) 
and thus, contradicts (I). 
On the other hand, if Da = 0, then, f (u )  has repeated roots, which means (in Case (I)) 
f (u )  = (u 2 + xu + y)2, for some x > 0, y > 0, x 2 - 4y < 0. That  is to say, f is not p-irreducible. 
So, in Case (I), we can assume that D4 > 0. 
Second, f has one pair of imaginary roots in the right half-plane and another pair in the left 
half-plane if and only if f is not stable and has no pure imaginary roots. We know that, by 
Proposition 2 and Theorem 1, f is not stable and has no pure imaginary roots if and only if 
F < 0 v (a = c = 0 A b 2 - 4d < 0). Therefore, by Proposition 4, f is p-irreducible if and only if 
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(in Case (I)) F < 0 V (a = c = 0 A b 2 - 4d < 0). Noticing that  D4 > 0 and a = c = 0 A b 2 - 4d < 
0 ===~ D4 >0,  
(D4 > 0 A F < 0) V (a = c = 0 A b 2 - 44 < 0).  
Finally, it should be pointed out that if the above condition holds, we are indeed in Case (I), 
(i.e., f has no real roots). D4 > 0 implies by Theorem 2 that f has either 0 or two distinct pairs 
of conjugate imaginary roots. On the other hand, F < 0 V Ca = c = 0 A b 2 - 4d < 0) implies by 
Theorem 1 that f is not stable. So, f can not have four real roots (counted with multiplicity). 
Thus, the above condition we have implies f has no real roots. 
CASE (I I ) .  f (u)  has two real roots (counted with multiplicity) and two imaginary roots, i.e. (by 
Theorem 2), D4 < 0 V (D4 = 0A D3 < 0). 
I f F  = 0 and a = 0, then, c=0.  Because a =c= 0Ab 2 -4d_> 0 impl ies  by Proposit ion 2 
that  f has no real roots, we must havea  = c=0Ab 2 -4d  < 0. That  implies D4 > 0, which 
contradicts Case (II). So, in Case (II), we can not have F = 0 and a = 0 at the same time. If 
F = 0 and a ¢ 0, f has a positive factorization by Proposit ions 2 and 3. So, we always assume 
that  F < 0 in the following discussions. 
We do not have to consider the situation when f has pure imaginary roots or the four roots 
of f all lie in the left half-plane because that requires a positive factorization. Furthermore, it's 
easy to verify that,  in Case (II), all the other distr ibution of the four roots in the complex plane 
can not happen except that the two real roots lie in the left half-plane and the two imaginary 
roots lie in the right half-plane. So, clearly, we need only to find the condition for f not to have 
a positive factorization in which one factor has degree one and another has degree three. So, let 
f (u)  = (u + x)(u 3 + yu 2 + zu + w), where x, y, z and w are real numbers, then, 
f l=a-x -y=O,  
f2 =b-xy -z=O,  
f3 =c-xz -w=O,  
f4 =d-xw=O.  
We need to find the condition for y and z not to have non-negative solution(s) simultaneously 
under constraints a _> 0, b _> 0, c >_ 0, d > 0 and Case (II). Now, let 
gl =rem( f3 ,  f l , x )  =c- -w-za+zy ,  
g2 = rem (f2, f l ,  x) ,  
g3 = rem (f4, f l ,  x) ; 
hi = rem (g2, gl, w) = y2 _ ay + b -  z, 
h2 
ll 
12 
= rein (93, gl, w) ; 
= rem (h2, hi,  z) 
=y4_3ay3+ (3a 2+b)  y2+ (c -2ab-a3)  y+d+ba 2 -ca ,  
= resultant(/1, hi, y) 
= z 4 - 2bz 3 + (2d + ac+ b2)z 2 + (a2d-  2bd-  abc -  c2)z + d 2 - dca + bc2; 
where rem (p, q, r) means the remainder o fp  divided by q with respect o (w.r.t.) r, and resultant 
(p, q,r), means the Sylvester esultant of p and q w. r . t . r .  I t 's easy to see that the solutions of 
equations {ll(y) = O, hi(y, z) = O, gl(Y, z, w) = 0, f l (y ,x )  = 0} are exactly those of equations 
{fl =0 ,  f2=0,  f3=0,  f4 =0}.  
By direct computations, we have DiscrList(/1, y) = DiscrList(f,  u) = [1, D2, D3, D4]. Therefore, 
by Theorem 2, f (u)  verifies the Case (II) if and only if l l(y) has exactly two real roots (counted 
with multiplicity). Because /2(z) is the resultant of I1 and hi w.r.t, y, it is not difficult to 
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prove that 12 has exactly two real zeros (counted with multiplicity) if and only if ll has exactly 
two real zeros (counted with multiplicity) when F < 0. Suppose (yi, z~, wi, xi) (i = 1, 2) are the 
two real solutions (counted with multiplicity) of equations {fl -- 0, f2 = 0, f3 = 0, f4 = 0}, 
then, y~ (i = 1, 2) are exactly the two real zeros (counted with multiplicity) of ll (y) and zi (i - 1,2) 
are exactly the two real zeros (counted with multiplicity) of/2(z). 
Let Cl and c2 be the constant coefficients of l l (y) and/2(z),  respectively, i.e., 
Cl = d+ ba 2 - ca, c2 = d 2 - dca + bc 2. 
If Cl = 0, then, y = 0 is a root of l l (y) = 0 and thus, (y, z) = (0, b) is a nonnegative solution 
of {ll = 0, hi = 0}. So, f has a positive factorization. 
If c2 = d 2 - dca + bc 2 = O, then, ac - d >_ O and z = O is arooto f /2 (z )  = 0. Substituting 
z = 0 into {fl = 0 , f2 = 0, f3 = 0, fa = 0}, we can easily find y = (ac - d) /c  >_ O. Thus, f has 
a positive factorization. 
Therefore, we always assume that cl # 0 and c2 # 0 in the following discussions. We now 
divide Case (II) into three subcases. 
SUBCASE (i). We discuss the condition for each of l l (y) and 12(z) has one positive root and one 
negative root. Because 
hl =y2-ayTb-z=O,  a>_O, b>O,  
z is positive when y is substituted by the negative root, and therefore, z must be negative when 
y is substituted by the positive root. So, if each of l l (y) and /2(z) has one positive root and 
one negative root, f is p-irreducible. By Descartes' rule of sign, this condition is equivalent o 
cl < 0 A c2 < 0. Noticing that Ix(y) will have repeated real roots and thus, will not have one 
positive root and one negative root if D4 = 0 A D3 < 0, we get, 
D4 < OAF < 0ACl < 0Ac2 < 0 
SUBCASE (ii). We discuss the condition for/I(Y) to have two negative roots (counted with mul- 
tiplicity). By direct computation, we know that the odd order principal minor of Discr(/1) is 
[1 , -a ,  ds,dr ,c lD4],  where ds and d7 are polynomials in a,b,c,  and d. If Cl < 0, ll(y) will have 
one positive root and one negative root. So, in Subcase (ii), Cl > 0. 
• Assume D4 < 0. 
The number of nonvanishing members of the revised sign list of n.r.d.(ll) equals eight. 
So, by Theorem 3, ll (y) has two (distinct) negative roots if and only if the number of the 
sign changes of the revised sign list of n.r.d.(/1) is two. In Case (II), the revised sign list 
of [1, D2, D3, D4] has one sign change. So, by Theorem 3, we need to find the condition 
for the revised sign list of [1 , -a ,  d5, dr, clD4] to have one sign change. 
If a > 0, then, the sign list of [1, -a ,  ds, dr, ClD4] is [1, -1 ,  sign(d5), sign(dr), -1]. So, 
by the definition of revised sign list (Definition 5), we have a > 0 A d5 < 0 A d7 < 0. 
If a = 0, then, the sign list of [1, -a ,  d5, dr, clD4] is [1, 0, sign(d5), sign(dr), -1]. So, we 
have (a=0Ad5 =0Adr  <0)  V(a=0/~d5 <0Ad7 <0) .  
Noticing that D4 < 0 A F < 0 A Cl > 0 is a premise, and 
D4 <0Aa=0Ad5-=-0~b=0Ac 1 >0AF<0Ad7 <0,  
a=OAb=O~ds =O, 
we get 
(D4<0AF<0Ac l  >0Ads<0Ad7<0)  
V(D4 < 0As  = 0Ab = 0). 
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• Assume D4 = 0 A D3 < 0. 
The two real roots of/ l (y)  must be the same and the number of nonvanishing members 
of the revised sign list of n.r.d.(/t) equals six. So, by Theorem 3, l l (y)  has one distinct 
negative root if and only if the number of sign changes of the revised sign list of n.r.d.(ll) 
is two. In Case (II), the revised sign list of [1, D2, D3, D4] has one sign change. So, by 
Theorem 3, we need to find the condition for the revised sign list of [1 , -a ,  d5, dT, clD4] 
to have one sign change. 
By Theorem 3, ds and d7 cannot be 0 at the same time because Da = d6 ¢ 0. Further- 
more, we have d7 ¢ 0. Otherwise, if d7 = 0, the number of nonvanishing members of the 
revised sign list of n.r.d.(/1) is an odd number, which is impossible by Theorem 3. 
If a > 0, then, the sign list of [1 , -a ,  d5,dT, elD4] is [1, -1,  sign(d5), sign(dT),0]. So, by 
Definition 5, we have a > 0 A d5 < 0 A d7 < 0. 
If a = 0, then, the sign list of [1, -a ,  d5, dT, clD4] is [1,0, sign(ds), sign(d7), 0]. So, we 
have (a = 0 Ads = 0Ad7 < 0) V (a = 0 Ads < 0Ad7 < 0). 
Noticing that D4 = 0 A D3 < 0 A F < 0 A cl > 0 is a premise and 
D4 = 0Aa = 0Ad5 = 0 ~ b = 0ACl > OAF < 0Ad7 < 0, 
D4 =OAa=OAb=O~d5 =0AF<0,  
we get 
(D4 = 0ADa < OAF < 0 ACl > 0 Ads < 0Ad7 < 0) 
V (D4=OAD3<OAa=OAb=O) .  
By Proposition 5, the above conditions are equivalent to 
(D4 - -0AF  <0Ac]  >0Ads  <0Ad7 < 0) V (D4 =0Aa = 0Ab= 0). 
Now, we obtain that 11 (y) has two negative roots (counted with multiplicity) if and only if 
(D 4 _< OAF < 0ACl > 0Ads  < 0Ad7 < 0) V (D4 _< 0Aa = 0Ab = 0). 
SUBCASE (iii). We discuss the condition for 12(z) to have two negative roots (counted with 
multiplicity). Let [el, e3, e5, e7, eg] = [1, -b,  e5, e7, e2F2D4] be the odd order principal minor of 
Discr(/2), where e5 and e7 are polynomials in a, b, c, and d. By almost the same discussions as in 
Subcase (ii), we get the condition for 1,2(z) to have two negative roots (counted with multiplicity) 
is D4 _< OAF < 0Ac2 ~ 0Ae5 < 0Ae7 < 0. 
That completes the proof of our main result stated in Section 2. 
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