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An examination of the axiomatic properties of state shows that critical properties 
of a centralized state do not generalize to the decentralized case. This eliminates a 
class of possible approaches to decentralized control from consideration, and 
suggests that any viable approach to decentralized control will require a 
fundamental reformulation of the concept of state. 
I. INTRODUCTION 
The concept of decentralization f a control process has been an elusive 
goal for system theorists for many years (see Sandell etal, 1978 for an 
overview and 156 references). The concept of several separate but 
cooperating controllers has much appeal, particularly from an applications 
viewpoint, yet attempts to extend modern design methods for centralized 
control into this new area have been unsuccessful in creating a general 
approach. This leads one to suspect hat there may be something fundamen- 
tally different about decentralized control, and a principle candidate for the 
source of this difference is the concept of state. The state of a system, 
conceptually, contains all information ecessary to unambiguously predict 
the response of a system to future inputs; hence, a controller operating in a 
stochastic environment is forced, at least when solving an optimal control 
problem, to use all available information to determine the state of the system 
as precisely as possible. With several controllers working together, this 
places the system state in a role which couples their operations, and leads to 
a strong interdependence among control actions (with the possibility of 
pathological behavior, to say nothing of analytical difficulties 
[Witsenhausen, 1968; Sandell and Athans, 1976; Ho etaI., 1978]) which 
defeats the notion of compatible, but independent, derivation of control aws. 
One possible approach to designing decentralized control laws is to posit 
that each controller has some model associated with it describing all the 
entities external to it (including the system, communications channels to 
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other controllers, and the other controllers themselves), and that control 
laws, which use the data obtained from the external world, are derived from 
the structure defined by this model. This would only require that the models 
used by the various controllers be consistent in some sense (and, taken 
together, completely describe the system dynamics). While this approach is 
analogous to the optimal control structures in the special cases of cost- 
penalized estimation [Barta, 1978] or detection [Tenney and Sandell, 1980] 
in a non-feedback environment, i  will be shown that such strictly consistent 
state-space models do not exist for any feedback control setting unless the 
system trivially decomposes into independent subsystems, one for each con- 
troller. 
The culprit behind this result is, as suggested above, the concept of state, 
and its axiomatic properties that are taken for granted in a centralized 
framework. This suggests that future approaches to decentralized control 
which seek to avoid these difficulties hould start with a reappraisal of the 
fundamental properties of state. 
II. NOTATION 
The approach of the sequel will be set in a general framework. The 
notation used to support it will follow that established in [Zadeh and Desoer, 
1963] and adhere to the following conventions. 
1. Subscripts: refer to the controller with which the variable is associated. 
2. Spaces: 
X state space of system 
YI, Y2 output spaces 
U1, U2 input spaces 
3. Time Functions: All time functions will be defined over some finite 
interval (s, t] c ~ .  This interval will be explicitly noted as 
f(t;  (s, s 1]), 
which is the value of the function 
f :  (S, sl] ~F  
at time t. However, the special intervals (t °, t] and (t, t 1 ] will recur often, so 
functions on them will be noted with the appropriate superscript: 
f°(s)  =f(s ;  (t °, 1]), f0: (t o, t] ~F ,  (1) 
f l ( s )=f (s ; ( t ,  tl]), f l : ( t ,  tl]-~F. (2) 
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Functions of interest are: 
x(.; .) 
yl(.; .),y2(.; .) 
. 
is: 
state trajectory 
output rajectories 
ul(.; .), u2(.; .) input trajectories. 
Concatenation: The concatenation of two time functions, denoted 
f ( - ;  (s °, SI])= g(.; (s °, s])h(.; (s, 81]), (3) 
g(t;(s o ,s]) if s °<t4s  
f ( t ; (s° ,s l ] )= h(t;(s, sl]) if s<t4s '  (4) 
undefined else. 
As there will be no multiplication of functions, this will be unambiguous. 
5. Other Functions: Functions which map into a set of time functions will 
be marked with an overbar. Figure 1 shows the usual functions which define 
a decentralized control structure and their relation to one another. 
III. THE PROBLEM 
The problem of "state" acting to couple controllers together, and thereby 
forcing complex control laws to arise, can be illustrated with a simple, well- 
known example ]Whittle and Rodge, 1974]. Assume the system of Fig. 1 is 
linear, time invariant, and driven by independent, white Gaussian noise 
processes: 
~(t) =Fx(t) + GlUl(t ) + Gzu2(t ) + w(t), 
yl(t)-----Hlx(t ) + vl(t), 
Y2(t) = g2x(t) + v2(t), (5) 
w(t) ..~ g(o, Q), vx(t ) ~. g(o, R 1), v2(t ) ,-, Y(0, R2), 
with 
x(t) 
ul(t ) E ~m,,  u2(t) E ~m2, 
Yl(t) e ~P~, yz(t) e ~p2. 
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lu,(,) 
u2(t) 
controller 
i 
[ yt(tl ~,~hl(x,ol,o2.t) [ 
= rj h2(x,ut,u2,t) ~-  
. . . . . . . . . .  s,_~,o_~ ; i
controller 
FIG. 1. Decentralized control system structure. 
The objective of controllers Ca and C 2 is to minimize the objective function: 
'Jl J=  lim xr(T)Pox(r )  -~- uT('g) Plltl(T) 
T-~ct9 T
+ ur(r) e2u2(r ) dr. (6) 
This is a particularly simple control problem, for when C 1 and C2 are 
allowed to communicate perfectly, the solution takes the form 
2 
ci: }i(t) = F.ft(t ) + ~ K~(yj(t) -- Hj~i(t)) + GjLj.fs(t ), (7) 
j=l 
ui(t ) = Li.fi(t), (8) 
where K 1 and K 2 are the n Xpl and n×p 2 Kalman-Bucy filter gain 
matrices, and L 1 and L2 the m I X n and rn 2 ×n optimal control gain 
matrices. Note that communication between CI and C2 need consist of yl(t) 
only; C 2 must send Y2(t) to C1 and thus each can reconstruct the controls of 
the other since they maintain identical state estimates .fi(t). 
However, when all communication between the two is prohibited, 
problems arise. Each controller must estimate not only the state of the 
system ~i(t) given its observations, but also the controls generated by the 
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other controller. This latter estimation is required in order to include the 
effects of those controls on the state evolution, and hence on those controls 
required of the one controller in order to achieve long term optimality. 
This leads to the following problem. Let each controller be of the form 
}i(t) = F~i(t)  + I~i(yi(t ) -- I~i2i(t)) + Grui(t ), (9) 
ui(t ) = Li~i(t ), 
as suggested by (7) and (8), where 
is an "augmented" state estimate vector which includes both system 
variables and the state estimates internal to the companion controller, and 
Fi, /~i, and Gi the corresponding n~×n~, p~Xn~, and m~×p~ matrices. 
Then, each controller is itself a linear system of dimension n;, and the 
opposite controller can estimate its internal state as well as that of the 
system using an n i + n dimensional vector ~(t), and the linear structure 
postulated for it is indeed optimal. This "second-guessing" argument leads to 
the relations 
n 1 ~< n 2 -~ r/, 
nz~n~ + n, 
for which no finite solution (nl, nz) exists [Whittle and Rudge, 1974], 1 and 
so no such control scheme exists with a finite dimensional realization for 
each controller. 
The problem here is that the state of the system, x(t), is required by each 
controller not only at the present ime t, but effectively for all future times as 
it responds to possible controls Ui(t ). In the centralized case, this is computed 
using the complete system model and is used implicitly in the dynamic 
programming to determine the optimal controls ul(t ) and uz(t ) together. In 
the decentralized case, this cannot happen; C 1 cannot compare the effects of 
applying one value of u~(t) versus another without (at least implicitly) 
computing the corresponding state trajectories, which requires knowledge of 
Cz's future inputs. Thus the determination of Ul(t) is coupled to the function 
uz(.; (t, oe)) through the state trajectory. (Note hat if u2(r; (t, 0o)) does not 
affect this trajectory, as in [Barta, 1978], this problem does not arise). 
This leads one to wonder if there is an alternative way of formulating each 
controller's optimization problem in a more general way such that this inter- 
Note that a proof of this assertion based on the intuitive belief that equality should hold is 
fallacious; in certain nonlinear systems models can be found where a finite solution to the 
analogous inequalities does exist. For the linear case, the cited reference uses frequency 
domain techniques to prove nonexistance. 
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dependence vanishes in a manner akin to that of [Barta, 1978]. This may 
entail definition of a local state space for C 1, say, which is augmented by 
certain variables associated with C2, perhaps with extremely nonlinear 
dynamics even for a system such as that of (5). C1 then might select u~(t) on 
the basis of its observations Yl('; [0, t)) and this local model; and this Ul(t) 
would be optimal when combined with a u2(t ) generated by C 2 in a like 
manner, The next section will explore this possibility in a very general 
setting. 
IV. THE AXIOMS OF STATE 
The point of the above discussion is that x(t) is not a complete state of the 
system for either controller in a decentralized setting. It is incomplete in that 
perfect knowledge of x does not allow either controller to predict the 
response of the system to a proposed input sequence, yet this is the property 
of state which makes it so useful when dynamic programming is used to find 
the optimal control. This section will review those fundamental properties of 
state, and show that the alternative approach suggested at the end of 
Section III is futile due to a characteristic of state which does not generalize 
to the decentralized case. 
The approach ere parallels that of [Zadeh and Desoer, 1963, Sect. 1.6]. 
The emphasis here will be on developing the properties required of a decen- 
tralized version of state, not the solution of the resulting control problem, so 
will focus on the corresponding input-output relations. Thus it will develop 
the axiomatic requirements for the existence of some augmented state for 
each controller which plays a role exactly analogous to that of state in the 
centralized case. 
Without loss of generality, consider a system with two inputs and two 
outputs, one of each for each controller. 
DEFINITION. The input space associated with a controller C,. is Ui, and 
the input segment space Ui(O, T) is the set of all functions mapping some 
interval contained in (0, T] to U i 
Ui(0, T) : {ui(.; (t °, tl])[ 0 ~< t o ~< t ~ ~< T}. (10) 
DEFINITION. The output space associated with Ci is Yi, and the output 
segment space is 
Yi(O, T) = {y~(.; (t °, tl])[O ~< t o ~< t I ~< T}. (11) 
This allows consideration of a system as a relation between input and output 
segment spaces: 
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DEFINITION. A system S, with two controllers, is a relation: 
S _c UI(0, T) ×/_72(0, T) X Y~(0, T) × Y2(0, T) 
satisfying the two conditions below. 
The interpretation of this relation is that if 
(12) 
(u,(.;(t°,t l]),u2(.;(t°,t l]),yl(.;(t°,t l]),yz(.;(t°,t l])ES (13) 
then output segments Yl('; ( t°, tl]) and Y2(', ( t°, t~]) may appear when input 
segments u~(.; (t °, tl]) and u2('; (t °, tl]) are applied. 
The conditions which must be satisfied by a system S are that (a) some 
output is possible for each pair of inputs possible, and (b) the restriction of a 
possible quadruple to some subinterval over which it is defined, is also a 
possible quadruple. That is, S must satisfy 
CONDITION 1. For each Ul(-; (t °, tl]) C UI(0, T) and each 
u2(.;(t°,t~])GU2(O,T), there exists at least one pair y~(.; (t°,tl]), 
Y2('; ( t°, tl]) satisfying (13). 
CONDITION 2. For each quadruple satisfying (13), all quadruples 
(u,(.; (t 2, t3]), u2(.; (tL t3l),yl(.; (tL t31), y2(.; (t 2, ?])), 
are elements of S, provided 
t o ~< t2 • t 3 ~< t1. (14) 
In order to assure that any input segment over an interval (t °, t ~] can be 
selected, regardless of what preceeds or follows it, consider only uniform 
systems. 
DEFINITION. A system S is uniform if for each element s of it satisfying 
(13), there exists another element of S defined over (0, T] of which s is a 
restriction to 
(t o , t  1] ___ (0, T].  
With this abstract definition of a system in hand, the properties of a state 
space can be constructed. Recall that it is desired to explore the question of 
the existence of state spaces for C 1 and C 2 which describe the system for 
each to use in deriving its controls. Let X i be a potential state space for Ci; 
the particular state xi(t ) should summarize all past information ecessary to 
predict he future response of the system, y;(.; (t, T]), to any possible future 
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input segment ui(.; (t, T]). Thus it is desired to construct a local system 
model 
gi(t) : Xi × U~(t, T) ~ Yi(t, T ), O <~ t <~ T, (15) 
which can be placed in the form of a state transition function and an output 
function. This will require Si(t) and X i to satisfy three consistency axioms as 
described below. 
First, it is convenient to define the set of initial conditions at some time t, 
resulting from initial state x ° at t o and interim input segment u°( • ), which 
yield the same output segment y]( • ) when input segment u](.) is applied as 
did x ° when u°(.) u~(.) was applied. (Recallf~(.) =f ( . ;  (t, tx]).) 
DEFINITION. Qi(x °, u°(.)u](.)) is defined as the set 
{xil for all y](.) satisfying 
yO(. ) y](. ) = ,@(x o, uO(. ) u~(. )), y](.) = fft(x~,y](.))}, (16) 
which is the set of states x i which the system can occupy at time t and can 
lead to y~(.) when u](.) is applied as input, where y](.) is the response to 
u°(.) u](.) restricted to It, tl]. 
This set will be useful in specifying the way Si(t 1) must related to Si(t2). 
The three fundamental xioms of state are" 
AXIOM 1. Mutual Consistency. I f  o (ui('), u°('), yO(.), yO(.)) ~ S, then 
there exists an (x 1, x2) ~ X1 X X2 such that 
yO(.) = g,(to; x,, u°(.)), 
(17) 
y0(.) = g2(t 0, x2, u°(.)). 
Also, each quadruple satisfying (17) for some (x 1, x2) is an element of S. 
This axiom merely requires that the system described by S as an input 
output relation is consistent with that described by (17) as an 
input-state-output relation. 
AXIOM 2. Existence of State for All Time. The set of states resulting 
from the application of u°(.), and hence serving as initial conditions for all 
possible u~(. ), namely 
0 Qi( x°, u~(.) u)(.)) (18) 
u~(') 
is non-empty. 
STATE IN CENTRALIZED CONTROL 9 
0 This requires that the state space x i be complete nough so that for any xi 
at t °, any input segment u°(.) will lead to some x i at t which contains enough 
0 and u°(.) to determine xactly the same y~(.) in information about x i 
response to u~(.) as if y~(.) had been determined by applying u°(-) u~(.) in 
state xp at t °. 
AXmM 3. Unique Response. At each time t, xi(t ) and u~(.) are sufficient 
to uniquely determine the output y~(.) of the system. That is, if xi(t ) = Yi(t) 
and u~(t) = ff~(t), then 
gi(t; xi, u](. )) = gi(t; xi, ff]('))" (19) 
This is described in [Zadeh and Desoer, 1963] as "the key property of the 
notion of state." It requires that nothing other than the input u](-), and the 
current state xi(t ), affects the output y~(.). 
So far, the axiomatic requirements for the existence of state space 
description for C 1 and C 2 have been formulated. These must be satisfied for 
any description of S which allow C1 and C 2 to solve independent control 
problems which are somehow equivalent to the original problem. As this is 
the goal of decentralized control, then these are important to examine. 
Clearly there is a class of systems for which state spaces can be found 
which satisfy Axioms 1 through3; those systems which consist of two 
subsystems operating independently, one corresponding to each controller as 
in Fig. 2. Let X be a state space for such a system; those systems which 
decompose in this manner satisfy the 
INDEPENDENCE ASSUMPTION. I f  
(yl(.) ,y~(.)) = &t;  x, (ul(.), u~(.))), 
(y]( . ) ,  y~(.)) = &t;  x, (al( .) ,  a~(.))), 
(20) 
then for all x, u~(.), and ff~(.) 
~1{.) = ~71(.) ~ yl(.)  = Yl(.) (21) 
and for all x, ul(. ) and ff](') 
4( - )  = a'~(.) - y{(.)  = y;( .) .  (22) 
This states that each output y](.) depends only on the state x and the 
input from the corresponding controller, u~(.). If the overall system S has a 
state space representation, then it is easy to see that this additional 
assumption guarantees the satisfaction of the axioms above, particularly 
Axiom 3. 
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Case of two independent subsystems. 
However, this is the only class of systems which satisfy these axioms! The 
only systems which can be found to give an independent state space 
representation, with any state space, to each controller are those which 
trivially decompose into independent subsystems! 
THEOREM. Axioms 1, 2, and 3 imply the Independence Assumption. 
Proof. Let X=X 1 X X z. If X 1 and X 2 satisfy Axioms 1-3, then X 
satisfies the corresponding axioms for a centralized state space and thus 
provides a state space for S. In addition, if 
(y~(.),y~(.)) = (g,(t, x,, ul(. ) ), g2(t; x2, u~(.))), 
(23) 
(y{(.), y~(.)) = (~,(t; Xl, ~ll(')), &(t; X~, ~{(.))), 
are a pair of input-output-state relations on X 1 × X z, then for any x, u~(.), 
a~(.) 
UI( ' )  = a l ( ' )  ::~ ~'~1 (/; X l '  U I ( ' ) )  : "~I( t; X I '  f f l ( ' ) )  (24) 
by Axiom 3, which in turn implies 
YI(') =g1('). (25) 
Similar manipulation yields for any x, ul(.), ffl('), 
u~(.) = ff~(.) ~y~(. )  = 37~(.). (26) 
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V. CONCLUSION 
Basically, this result states that it is meaningless to speak of the state of a 
system from the point of view of one controller in a decentralized system 
(unless the system has a trivial decomposit ion) regardless of how clever one 
may be in defining states, state transition functions, etc. Non-determinacy in 
the evolution of the outputs seen by a controller (in response to its own 
inputs) is due to inputs from other controllers and is unavoidable. This 
means that the usual tools of optimal control cannot be brought to bear on 
each controller independently, and that it is this fundamental concept of state 
which couples the control problems. (This is not to say that reasonable 
approximations to an optimal control law cannot be found this way; rather, 
it says that no formal theory of decentralized control will reduce a particular 
problem to independent subproblems as long as the notion of state remains 
unaltered). Thus state space approaches to control law design cannot be 
extended to the decentralized case (although other approaches, particularly 
for suboptimal designs which lie in a predetermined class of admissible 
controllers, can and have been successfully pursued). This fundamental 
incompatibi l i ty of state and decentral ization may be responsible for some of 
the frustration in the field of decentralized control; and future attempts to 
establish a theory of this sort will have to reconsider the role of state as a 
major component. 
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