This paper presents a new air traffic complexity metric based on non-linear dynamical systems. Previous work has shown that the structure and organization of traffic are important factors in the perception of the complexity of an air traffic situation. The new metric captures these important aspects of complexity by identifying the organization of trajectories in a traffic pattern. This paper investigates only the features of this new metric without quantifying directly the connection between complexity and the metric. Authors of previous work in this area have proposed metrics that generally have not explicitly addressed the effects of organization in the traffic flow on complexity. In order to capture the effect of organization, the metric is based on a dynamical system which fits as closely as possible the observations given by the aircraft positions and speeds. Two approaches are presented. The first one is based on a linear dynamical system and produces an aggregate complexity metric. The second approach, uses a non-linear dynamical system model that fits the observations without error. This metric can be used to identify high (or low) complexity areas on a map, and, by capturing the organization properties of the traffic, captures some of the key factors involved in ATC complexity. A complexity map for the northwest area of France is shown as an example of the application of the model to real radar data. Such maps are an example of the usefulness of these methods for comparing the relative complexity of different regions of airspace.
INTRODUCTION
Currently, about 7500 flights occur everyday over France, a crossroad for European airspace. This traffic generates a large amount of controller workload. In order to safely handle this load, airspace is divided into sectors, managed by air traffic controllers. For several years, a constant increase of air traffic has induced more and more congestion in the control sectors. Two strategies can be used to reduce congestion. The first one consists in adapting the demand to the existing capacity (slot-route allocation, collaborative decision making etc...). The second one adapts the capacity to the demand (modification of the air network, new design of the sectorisation, new airports, new policies, etc.).
Currently, the capacity of a sector is measured as the number of aircraft flying across the sector during a given period of time. However, observations indicate that at times controllers will accept planes beyond the capacity threshold, while in other situations they refuse traffic before the maximum capacity is reached. This phenomenon indicates that the simple measure of traffic rate does not fully account for a controller's workload. In order to better quantify the congestion in a sector, this study synthesizes a traffic complexity metric that captures the effects of the traffic configuration and is thus thought to be more relevant than simply the number of aircraft in the sector.. Most complexity metrics that have been proposed to date have focused only on the speed vector distribution with the associated disorder metric capturing only some features of the traffic complexity. The objective of our work is to build a metric that captures the intrinsic organization of a set of trajectories in a 4D space (3D for the space and 1D for the time).
Such a metric has many applications in the air traffic management area. For instance, when a sector is designed [4] , a more sophisticated metric would help create airspace that achieves an appropriate distribution of controller workloads. Complexity metrics can also be applied to the traffic assignment [3, 5] problem for which an optimal time of departure and a route are searched for each aircraft in order to reduce the congestion in the airspace. A complexity metric may also be used to design new air networks, to support dynamic sectorization, and to define future ATM concepts (Free Flight). Complexity metrics may also be used to qualify and quantify the performance of Air Traffic service providers and enable a more objective consultation between airlines and providers.
The work presented in this paper is based on a dynamical systems modeling of an air traffic situation. A dynamical system describes the evolution of a given state vector. If such a vector is given by the position of aircraft  X =[ x,y,z ] T , a dynamical system associates a speed vector
T to each point in the airspace. The key idea is to find a dynamical system that models the observed aircraft trajectories. Based on this dynamical system modeling, a trajectory disorder metric can be computed.
The first part of the paper summarizes the previous related works. The second part presents a linear dynamical system modeling for which the complexity metric can be represented as a complex coordinate system. This system allows easy identification of any organization in the distribution of the speed vectors of aircraft in the air traffic situation. The third part introduces a non linear extension of the previous dynamical system modeling that can be applied to a set of radar observations to model any observed traffic. Such a non linear modeling can be used to produce maps of traffic complexity by identifying areas with high (or low) complexity. This non linear modeling can be extended with time and can be applied directly to trajectory segments instead of speed vectors. The fifth part presents results obtained from simulated traffic and gives an example of a traffic complexity map for the Northwest of France.
PREVIOUS RELATED WORK
Several reviews of complexity in ATC have been completed; these reviews and the literature in general, have recognized that airspace complexity is related to both the structure of the traffic and the geometry of the airspace [17, 18] . However, the relationship between the organization of traffic generated by structure and complexity does not appear to have been captured in the many metrics that have been proposed to date.
Significant research interest in the concept of ATC complexity was generated by the "Free Flight" operational concept. Integral to Free Flight was the notion of dynamic density. Conceptually, dynamic density is a measure of ATC complexity that would be used to define situations that were so complex that centralized control was required [15] .
Laudeman et al. from NASA [13] developed a metric called "Dynamic Density" that is based on the traffic characteristics of the airspace. The "Dynamic Density" is a weighted sum of the traffic density (number of aircraft), the number of heading changes (> 15 degrees), the number of speed changes (>0.02 Mach), the number of altitude changes (>750 ft), the number of aircraft with 3-D Euclidean distance between 0-25 nautical miles, the number of conflicts predicted in 25-40 nautical miles. These factors are summed together using weighting factors that were determined by showing different traffic scenarios to several controllers. B.Sridhar from NASA [16] , has developed a model to predict the evolution of such a metric in the near future. Efforts to define "Dynamic Density" have identified the importance of a wide range of potential complexity factors, including structural considerations.
However, the instantaneous position and speeds of the traffic itself does not appear to be enough to describe the total complexity associated with an airspace. A few previous studies have attempted to include structural consideration in complexity metrics, but have done so only to a restricted degree. For example, the Wyndemere Corporation proposed a metric that included a term based on the relationship between aircraft headings and dominant geometric axis in a sector [11] . The importance of including structural consideration has been explicitly identified in work at Eurocontrol. In a study to identify complexity factors using judgment analysis, "Airspace Design" was identified as the second most important factor behind traffic volume [12] . Histon, et, al. [9, 10] investigated how this structure can be used to support structure-based abstractions that controllers appear to use to simplify traffic situations.
The previous models do not take into account the intrinsic traffic disorder thought to be a key driver of complexity. The first efforts addressing the effect of disorder can be found in [7] which introduced two classes of metrics that measure the disorder of a traffic pattern. The first class is based on geometrical properties and proposes new metrics which are able to extract features on the traffic complexity such as proximity (measures the level of aggregation of aircraft in the airspace), convergence (the rate of change of the relative distance between aircraft) and sensitivity (this metric measures how sensitive the relative distance between aircraft is to a control maneuver). The second class is based on a dynamic system modeling of the air traffic and uses the topological entropy as a measure of disorder of the traffic pattern.
G.Aigoin has extended and refined the geometrical class by using a cluster based analysis [1] . Two aircraft are said to be in the same cluster if the product of their relative speed and their proximity (a function of the inverse of the relative distance) is above a threshold. For each cluster, a metric of relative dependence between aircraft is computed and the whole complexity of the cluster is then given by a weighted sum of the matrix norm. Those norms give an aggregated measure of the level of proximity of aircraft in clusters and the associated convergence. From the cluster matrix, it is also possible to compute the difficulty of a cluster (it measures how hard it is to solve a cluster). Multiple clusters can exist within a sector, and their interactions must also be taken into account. A measure of this interaction has been proposed by G.Aigoin [1] . This technique allows multiple metrics of complexity to be developed such as average complexity, maximum and minimum cluster complexities, and complexity speeds.
Another approach based on fractal dimension has been proposed by S.Mondoloni and D, Liang in [14] . Fractal dimension is a metric comparing traffic configurations resulting from various operational concepts. It allows in particular to separate the complexity due to sectorization from the complexity due to traffic flow features. The dimension of geometrical figures is well-known: a line is of dimension 1, a rectangle of dimension 2, and so on. Fractal dimension is simply the extension of this concept to more complicated figures, whose dimension may not be an integer. The block count approach is a practical way of computing fractal dimensions: it consists in describing a given geometrical entity in a volume divided into blocks of linear dimension d and counting the number of blocks contained in the entity N. The fractal dimension D0 of the entity is thus :
The application of this concept to air route analysis consists in computing the fractal dimension of the geometrical figure composed of existing air routes. An analogy of air traffic with gas dynamics then shows a relation between fractal dimension and conflict rate (number of conflicts per hour for a given aircraft). Fractal dimension also provides information on the number of degrees of freedom used in the airspace: a higher fractal dimension indicates more degrees of freedom. This information is independent of sectorization and does not scale with traffic volume.
Fractal dimension is thought to be an aggregate metric for measuring the geometrical complexity of a traffic pattern.
Some new geometrical metrics have been developed in [6] , which are able to capture the level of disorder or the level of organization for some traffic patterns. For instance, it is possible to create configurations of aircraft where the speed vectors are very different, even if there are no changes in the relatives distances between aircraft. An example would be if all aircraft were holding in a circle around a common point. To capture those features, the covariance and the Koenig metrics have been developed. The covariance metric identifies disorder or organization in movement associated with translation motion of aircraft in the situation. The Koenig metric identifies disorder or organization associated with rotational motion of the set of aircraft in the situation. Previous metrics of complexity do not appear to capture the impact on complexity of all the possible organizations of air traffic (high vs. low density, how vs. low convergence, translation organization, curl organization, etc.). In contrast, the topological entropy (Kolmogorov entropy) appears to be a metric that is able to capture most of these important drivers of complexity. The non-linear form is able to identify structure within the trajectories, for example flows of aircraft following the same path at the same speed. The next section will describe the linear and the nonlinear forms of this metric in detail.
LINEAR DYNAMICAL SYSTEM MODELING

Principle
This metric is based on the modeling of a set of trajectories by a linear dynamical system. This allows for the identification of different organizational structures of the aircraft speed vectors such as translation, rotation, divergence, convergence or a mix of them.
Site visits to air traffic facilities and a review of previously identified ATC complexity factors suggests that organization in the distribution of aircraft position and speeds can have an important effect on the perceived complexity of the traffic situation [9] . In particular, situations where the relative distances between aircraft do not change over time are more predictable and would appear to be easier to control. We identify these situations as being composed of "fully organized traffic." In order to capture the complexity associated with a lack of such organization, the air traffic situation is modeled as a dynamic situation. The set of aircraft trajectories is modeled by a linear dynamical system, which is defined by the following equation :
where r X is the state vector of the system :
This equation associates a vector speed to a position in the space coordinate r X . This represents a particular vector field. The static behavior of this vector field is given by the vector r B , and the linear mapping between the speed vector r & X and the position vector r X is given by the matrix A.
The eigenvalues of the matrix A describe and summarize the evolution of the system. The real parts of those eigenvalues are related with the convergence or the divergence property of the system in the direction of the eigenvector. When such eigenvalues have positive real parts, the system is in an expansion mode and when they are negative, the system is in a contraction mode. Furthermore, the imaginary part of the eigenvalues are related to the level of curl tendency of the system. Depending on those eigenvalues, a dynamical system can evolve in contraction, expansion, rotation or a combination of those three modes. Figure 1 shows four typical examples for which the A matrix and the associated eigenvalues are computed. The small squares are the initial positions of aircraft at a given time(this represents the observation given by a radar for instance with the associated speed vector). As it can be seen on the figures, the aircraft are initially located on a circle with diameter 2d. The positions of aircraft 2 and 3 are symmetric with respect to the x axis. The speed norms of aircraft are the same and have been fixed at v. In the four situations, the aircraft are evolving in a two dimensions space, so our state vector will be limited to those two dimensions:
This restriction enhances the simplicity of the equations for those examples, but the method works the same way in the three dimensional case. The computation of the four matrices A and vectors r B is given by the following equations.
Situation 1 Situation 2 Situation 3 Situation 4
Given the matrices in Equation 5, Equation 2 holds for all observations for all situations. For instance, the position r X of aircraft 1 in the fourth situation is given by:
Equation 7
which is the speed of the initial observation for this aircraft (1) in the situation 3.
For those four situations, the equation 2 fits exactly with the observations. This exact fitting is not always possible with a linear system but a LMS (Least Mean Square) procedure can be used to generate a best fit between the dynamical system and the observations. The eigenvalues associated to the matrices A are given by the vectors figure 2 where the small vertical strip illustrates the eigenvalues of situations that are examples of "organized" dynamical systems. In this coordinate system, the organized situations (in translation, curve, or both) are located around the imaginary axis (shadow area), which represents the eigenvalues with a small real part.Thus, the eigenvalues of the A matrix can be interpreted an indicator of the overall degree of organization of the linear dynamical system. The following section develops a method for computing these eigenvalues, or Kolmogorov entropy, for more complicated situations.
This is illustrated in
Kolmogorov Entropy Computation
A dynamical system can also be considered as a map T from the state space X to itself. Based on this mapping T, one can define the topological entropy (or Kolmogorov entropy) of the dynamical system which measures the level of mixing of X by T . This entropy is associated with the changes of the relative distances between points from X by T . The topological entropy of a dynamical system is then a disorder indicator of the distribution of the aircraft in the airspace. Unlike a statistical entropy that requires many samples to be reliable, the topological entroy is independent of the number of samples and thus can be computed for situations where there are few aircraft in a sector.
The Kolmogorov entropy is computed with the help of the eigenvalue decomposition of the matrix A :
where D is the diagonal matrix of the eigenvalues. Based on the observations of the aircraft (positions and speed vectors), the dynamical system has to be adjusted to minimize errors. This fitting has been done with a Least Square Minimization (LMS) method [2] . For each considered aircraft i, it is assumed that the position  X = [ x i ,y i ,z i ] and speed vector 
known. An error criterion between the dynamical system model and the observation is computed :
The minimization of this criterion with the LMS induces an optimum set of parameters: A = P -1 ⋅ D ⋅ P and r B . In order to avoid matrix ill-conditioning problems in the system identification, a singular value decomposition approach is used to perform the LMS regression of the A matrix and the r B vector. An immediate consequence is that when a singular value is not large enough, the associated dimension will not be taken into account in the computation of the Kolmogorov entropy of the system. This will ensure that the matrix A can always be determined for the dimension space where the traffic is evolving. The eigenvalues of the matrix A (equivalent to those of matrix D) are complex numbers. In order to produce a scalar metric, the Kolmogorov Entropy, the larger absolute value of the real part of those complex eigenvalues is computed and the largest value identified. The sign of this larger real part is related with the mode of the system (contraction or expansion). If those eigenvalues are drawn in the complex coordinates, they give information about the level of contraction/expansion of the system and also its curl tendency. Such a metric can identify any speed vector organization (translation, round about or both) because it is sensitive to relative distances between aircraft. The associated eigenvalue evolution is then computed and is represented in figures 4 and 5. The evolution of the real part of the larger eigenvalue for the situation is given in figure 4 . The metric starts negative, indicating the situation is globally converging and after the "crossing" the metric becomes positive, indicating the situation is now globally diverging. If this eigenvalue is represented in the complex coordinate system (see figure 5 ), the locus of the conjugate eigenvalue begins from the left side (the start is symbolized by crosses) and moves toward the right side. The analysis of such loci may be used in order to compare different traffic situations.
Linear dynamical system modeling produces an aggregate metric for any traffic situation that is interpreted as an indication of the overall organization of the situation. In order to identify particular areas in the airspace with high (low) complexity, a non-linear dynamical system can be used.
NON LINEAR EXTENSION
Introduction
Evolution equations of the form :
with V C 2 vector field depending on parameters ω , describe systems whose integral curves may fit exactly the observed trajectories (which is generally not possible with linear models). There are many classical ways of obtaining a class of parameterized vector fields which fulfill the fitting requirement. Vector splines control the smoothness of vector fields, and are consistent with the low acceleration guidance control laws used for civil aircraft maneuvers are based on low acceleration guidance laws. An approach similar to the linear case is used: first, the approximating model is computed; then Kolmogorov entropy is estimated using sampled integral curves of the underlying vector field.
Div-Curl Splines
Computing topological entropy for a given traffic situation requires interpolating a vector field given a limited set of samples (positions and speeds of aircraft at a given time). Vector spline interpolation seeks the minimum of a function of the form:
where r V is a vector field defined on a domain D ⊂ R n ; L is an elliptic differential operator controlling smoothness of the solution; and   X i ,  V i  i= 1 .. N are the interpolation data [8] . By introducing the adjoint operator L T , the optimal vector field can be shown to be a linear combination of the shifted version of the elementary solution kernel of the differential operator L T L. A special case is the so-called "div-curl" splines with the criterion :
with α , β positive reals controlling the smoothness of the approximation by focusing on constant divergence or constant curl.
Dynamic Div-Curl Splines
Div-Curl splines work well for spatial vector field interpolation (wind or marine flows data for example). However, in our case, aircraft trajectories may intersect even if there is no conflict. In such situations, the classical div-curl interpolation cannot provide a solution since the crossing point will become a singular point in the approximating vector field. To deal with this situation, a family of spatio-temporal splines are introduced. The splines are obtained from the optimal solution of a dynamic interpolation problem. This problem is to find a time-dependent vector field 
under the constraints:
where α is a positive real. This value controls the relative importance of the vector field variation thru time over the discrepancy of r V as measured by the differential operator L. Taking α = 0 will yield to a constant vector field over time, while α → +∞ will focus on the differential part.
Solving the Associated Variational Problem
Let L be an elliptic differential operator of order p with constant coefficients. L T will denote the adjoint operator of L. We will assume in the following that the vector field r V has fixed value at 0 and T and that for all t ∈ [0, T ], r V (t, .) belongs to the Sobolev space H p . Furthermore, the mapping t → r V (t, .) must be at least two times continuously differentiable.
Let γ : [0, T ] → C p (R n , R n ) a variation of X (that is time-dependent H p vector field γ (0, .) = (T, .) = 0). Simple calculus shows that the gradient of :
with respect to γ , is the linear mapping:
The constraints on X require that:
One can find an elementary solution e of the partial differential operator:
and use its relocated representative e t i ,  X i to represent the evaluation operator at t i ,  X i  .
Combining this with the gradient previously obtained and using Lagrange multipliers (denoted λ i ,i=1 .. N ) shows that the optimal solution is of the form :
Equation 19
with r V 0 an element of the kernel of the operator:
Complexity Map Computation
The metric chosen for complexity computation relies on a measure of sensitivity to initial conditions of the underlying dynamical system called Lyapunov exponents. In order to determine the Lyapunov exponents, consider a point and trace its evolution as it is transported by the dynamical system. Let r X be fixed (initial point) and let φ be a point trajectory of the dynamical system given by:
Assume now that trajectory is disturbed by a small perturbation r ε , we have:
where D  X φ t, {  X ¿ is the differential of the vector field at r X that satisfies:
The Lyapunov exponents are the singular values of the matrix D  X φ t, {  X ¿ and can be thought of as local shear values for the dynamical system. When Lyapunov exponents are high, the trajectory of a point under the action of the dynamical system is very sensitive to initial conditions (or parameters on which the vector field may depend), and the future of the situation cannot be reliably predicted. On the other hand, small values of the Lyapunov exponents mean that the future is highly predictable, which, as described above, is thought to be an indicator of situations that controllers find less complex. Thus, the Lyapunov exponent map can be interpreted as a description of relative degree of organization of the underlying dynamical system. It identifies the places where the relative distances between aircraft do not change with time (low real value) and the ones where the relative distances change rapidly (high real value).
Let us now describe the practical procedure for computing complexity maps. First, the optimal dynamic div-curl approximation for the observed trajectories is computed, based on the defining equations. This step requires a solution to the linear system.
The second step computes the second derivatives matrix D  X φ t, {  X ¿ at each point of the grid  X for the dynamical system trajectory φ starting at r X . This is done by solving the differential equation (23) with a Runge-Kutta integrator. The complexity value at point r X is then obtained by averaging Lyapunov exponents over the time:
Equation 24
RESULTS
In order to validate the previous method, complexity maps have been computed for several scenarios. The complexity maps show the evolution of Lyapunov exponents in time and space (the level of predictability of the trajectories for a given 4D point (space and time)). Two situations are presented in this paper, but this method can be used for any traffic sample. The first experiment contained four artificial traffic situations with some common geometrical properties. The complexity in the airspace is computed in a 3D grid for which only the horizontal cuts are presented in the interface. This process enables the visualization of the complexity in any part of the airspace. The separation norm being different in the horizontal direction (ex 5 nmi) and the vertical direction (1000ft), the complexity has been computed with a non-isotrop distance, meaning that two aircraft separated by 5 nmi in the horizontal plane or 1000ft in the vertical direction have the same "distance" in the new non-isotropic coordinate system for which the unit are separation norm in any direction. As the method is based on deteriming a dynamic system that represents the traffic situation at any moment, a complexity map can be computed at any arbitrary moment in time. Figure 6 presents the situation after 5 minutes of flightbased on the trajectories shown in figure 5 . The black squares show the current positions of aircraft and moving directions are given by the associated little black line (these lines represent the current speed vectors of aircraft).
The results shown are consistent with the expectations from previous work. The first situation with 8 aircraft in parallel has a very small complexity value because small deviations will make little difference to the prediction of the future behavior of the aircraft situation (Kolmogorov entropy can also be interpreted as the level of predictability of a traffic situation). In the second situation, the metric shows a strong interaction of the trajectories at the central crossing point. This interaction was so strong that a different intensity scaling was used in order to reveal the peak at the centre. The third situation locates a potential interaction of the trajectories in the curl. Finally, in the fourth situation, the dark areas locate the positions where the aircraft are (or will be) in interaction: the darker the region the greater the interaction between aircraft in terms of rate of convergence.
The second experiment has been performed using radar traffic data with a large number of aircraft. The data was obtained from the "Coubron" radar site that covers the north west of France. The radar data used was collected over 3 hours on September 24, 2002. A software packaged was developed to produce a complexity map at one minute intervals. The maps can be combined in order to produce a movie. Figure 7 presents one of those maps for a given time. The small squares are individual aircraft (black for the selected altitude level and shadow for the others) and the arrows give the distribution of the vector field for the selected altitude. The map shows the disorder in the aircraft trajectories located in a small layer around flight level 150 (from FL145 till FL165 (the size of this layer is a parameter of the software)). The traffic located in the dark areas is unpredictable as the relative distances between aircraft in those areas are chaotic with time. In contrast, the traffic in the white areas is very predictable (the relative distance between aircraft do not change a lot with time) which is associated with reduced complexity for the controller. For instance if a pair of aircraft are separated in a white area, that pair will stay separated in the near future.
A complexity map can be built for any airspace (e.g. a particular area, sector, TMA etc…). The complexity map is very useful for comparing different airspaces as it shows and quantifies regions of the highest complexity. For example, the complexity around Paris is clearly the highest on the map. For the same level of traffic (same number of aircraft), the complexity distribution of different areas can be compared, potentially supporting the quantification of relative differences between airspace. Furthermore, the complexity maps may also provide additional insights into how different examples of structure in the airspace affects the degree of organization of traffic and hence the impact on the perceived complexity of controlling that traffic..
CONCLUSION
We have presented in this paper a new air traffic complexity metric based on a non-linear vector field model of air traffic. Extending previous results on topological entropy, this method identifies organization in the traffic pattern, an important factor in assessing ATC complexity. This approach is based on trajectory segments instead of position and speed samples at a given time. The trajectory segments can take into account the past and the future (prediction) on the current aircraft position and thus is consistent with the controller's approach. Future work will expend the method to include intent information that is available to the controller throught the flight plan. The quasi-interpolation algorithm allows real-time processing on operational traffic even for large areas (Europe or US). Unlike linear models that produce mean complexity indicators, the nonlinear one may give local information, thus providing a way of displaying maps of complexity. In a future work, such a tool will be applied to a comparison of US and European airspace by producing complexity maps for a full day of traffic.
