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We present a theoretical and experimental study of boundary-driven acoustic streaming in an
inhomogeneous fluid with variations in density and compressibility. In a homogeneous fluid this
streaming results from dissipation in the boundary layers (Rayleigh streaming). We show that in an
inhomogeneous fluid, an additional non-dissipative force density acts on the fluid to stabilize partic-
ular inhomogeneity configurations, which markedly alters and even suppresses the streaming flows.
Our theoretical and numerical analysis of the phenomenon is supported by ultrasound experiments
performed with inhomogeneous aqueous iodixanol solutions in a glass-silicon microchip.
Acoustic streaming is the steady vortical flow that ac-
companies the propagation of acoustic waves in viscous
fluids. This ubiquitous phenomenon [1, 2], studied as
early as 1831 by Faraday observing the motion of fine-
grained powder in the air above a vibrating Chladni
plate [3], is driven by a non-zero divergence in the non-
linear momentum-flux-density tensor. In a homogeneous
fluid, such a divergence is caused by dissipation of acous-
tic energy by one of two mechanisms. One mechanism
is dissipation in the thin boundary layers that emerge
near walls in order to match the acoustic fluid velocity
with the velocity of the boundary. The resulting stream-
ing, called boundary-driven Rayleigh streaming [4, 5], is
typically observed in standing wave fields near walls [6]
or suspended objects [7]. The other mechanism is the
attenuation of acoustic waves in the bulk of the fluid,
which produces streaming known as bulk-driven Eckart
streaming [8] (or the ”quartz wind”), typically observed
in systems much larger than the wavelength [9]. Both
cases have been extensively studied theoretically [10–13],
and the phenomenon has continued to attract attention
due its importance in processes related to thermoacous-
tic engines [14–16], ultrasound contrast agents, sonopora-
tion, and drug delivery [17–19], and the manipulation of
particles and cells in microscale acoustofluidics [20–27].
In recent experiments on fluids, it was discovered that
inhomogeneities in density ρ0 and compressibility κ0, in-
troduced by a solute concentration field, can be acous-
tically relocated into stabilized configurations [28, 29].
In subsequent work [30, 31], we showed that fast-time-
scale acoustics in such inhomogeneous fluids gives rise to
a time-averaged acoustic force density acting on the fluid
on the slower hydrodynamic time scale, and that this
force density leads to the observed relocation and sta-
bilization of the inhomogeneities. The experiments also
indicated that boundary-driven streaming is suppressed
in inhomogeneous fluids [29], and we hypothesized that
this hitherto unexplored phenomenon can be explained
by the non-dissipative acoustic force density.
In this Letter, we investigate the above hypothesis
by unifying the theories of acoustic streaming [10–13]
and the acoustic force density [30]. We verify analyti-
cally the limiting cases of the unified theory, and pro-
ceed to develop a full numerical model of boundary-
driven acoustic streaming in inhomogeneous viscous flu-
ids. The multiple-time-scale model describes the dy-
namics and interactions on both the fast acoustic time
scale and the slow hydrodynamic time scale. We use
the theory to simulate the evolution of the acoustic
streaming, as an acoustically stabilized density profile
evolves by diffusion and advection. We furthermore
measure experimentally the evolution of the acoustic
streaming in an inhomogeneous aqueous iodixanol solu-
tion in an ultrasound-activated glass-silicon microchan-
nel. Our main findings are (i) that the competition be-
tween the boundary-induced streaming stresses and the
inhomogeneity-induced acoustic force density introduces
a dynamic length scale ∆ of the streaming vortex size, (ii)
that initially ∆ ∆hom ∼ min
{
λ/8, H/4
}
, where ∆hom
is the characteristic vortex size in a homogeneous fluid
set by the acoustic wavelength λ or the channel height
H, and (iii) that in the bulk farther than ∆ from the
boundaries, the streaming flow is suppressed. The vortex
size ∆ increases in time, as the inhomogeneity is smeared
out by diffusion and advection, and the vortices eventu-
ally expand into the bulk, making the acoustic streaming
pattern similar to that in a homogeneous fluid. These
findings are rationalized by simple scaling arguments.
While our analysis of acoustic streaming in inhomo-
geneous fluids should be of considerable fundamental in-
terest, the suppression of acoustic streaming furthermore
has potential applications in nanoparticle manipulation
and enrichment. Indeed, acoustic streaming has been
a major show-stopper in the successful acoustophoretic
manipulation of bioparticles such as exosomes, vira, and
small bacteria [32], the reason being the unfavorable scal-
ings of the acoustic radiation force and the streaming-
induced drag force with smaller particle sizes [22, 33].
Already, there have been attempts to suppress acoustic
streaming using pulsed actuation [34, 35], or to engineer
streaming patterns in special geometries that allow nano-
particle manipulation [36–38]. In this work, we use the
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2FIG. 1. (color online) Sketch of the acoustofluidic silicon chip
(grey) sealed with a glass lid, that allows the optical system
(purple) to record the motion of the tracer beads (red tra-
jectories) in the channel cross-section of width W = 375 µm
and height H = 130 µm. A 20% iodixanol solution (dark
blue) is injected in the center and laminated by pure water
(light blue). The piezoelectric transducer (brown) excites the
resonant half-wave pressure field p1 (inset, green) at 2 MHz.
standard chip design sketched in Fig. 1, which allows the
injection of a layered fluid creating a density gradient
across the channel width [29, 30].
Separation of time scales.— The foundation of the the-
ory unifying the acoustic force density and the acoustic
streaming is the separation of time scales between the
fast acoustic time scale t ∼ 0.1 µs and the slow hydro-
dynamic time scale τ ∼ 10 ms [30]. Because of the large
separation in time scales (τ ∼ 105t), the acoustic fields
can be solved for while keeping the hydrodynamic degrees
of freedom fixed at each instance in time τ . Assuming the
system to be time-harmonically actuated at the angular
frequency ω, the density ρ is thus written as
ρ = ρ0(r, τ) + ρ1(r, τ) e
−iωt. (1)
Here, ρ0 is the hydrodynamic density, and ρ1 is the per-
turbation associated with the acoustic pressure and ve-
locity fields p1 and v1.
Fast-time-scale acoustics.— Using perturbation expan-
sions of the form Eq. (1) for all fields in the equations for
the conservation of fluid momentum and mass, one can
show that the first-order equations for the acoustic per-
turbations v1, p1, and ρ1, can be written as
−iωρ0v1 =∇ · σ1, (2a)
−iωκ0p1 = −∇ · v1, (2b)
−iωρ0κ0p1 = −iωρ1 + v1 ·∇ρ0. (2c)
Here, σ1 is the first-order of the fluid stress tensor, ob-
tained by replacing p by p1 and v by v1 in the usual
expression for the fluid stress tensor σ [30]. The local
speed of sound is c0 = 1/
√
ρ0κ0.
In viscous acoustics, the oscillation velocity v1 goes to
zero at walls on the length scale set by δ =
√
2ν0/ω,
with ν0 = η0/ρ0, where ν0 and η0 are the kinematic and
dynamic viscosities, respectively. In water at 2 Mhz the
boundary layer thickness is δ = 0.4 µm. It is within these
narrow boundary layers, that the time-averaged stresses
driving the streaming is generated. Neglecting viscosity
in the acoustics, Eq. (2) reduces to the standard wave
equation in inhomogeneous media [39, 40].
Slow-time-scale dynamics.— The fluid inhomogeneity
is caused by a solute concentration field s(r, τ), which is
being transported on the slow timescale. This changes
the hydrodynamic fluid density ρ0, compressibility κ0,
and dynamic viscosity η0. Consequently,
ρ0 = ρ0
[
s(r, τ)
]
, κ0 = κ0
[
s(r, τ)
]
, η0 = η0
[
s(r, τ)
]
.
(3)
The specific dependence of ρ0, κ0, and η0 on concentra-
tion s of iodixanol are known from measurements [29, 30].
The hydrodynamics on the slow timescale τ is governed
by the momentum-continuity and the mass-continuity
equations for the fluid velocity v(r, τ) and pressure
p(r, τ), and the advection-diffusion equation for the con-
centration s(r, τ) of the solute with diffusivity D, [30]
∂τ (ρ0v) =∇ ·
[
σ − ρ0vv
]
+ fac + ρ0g, (4a)
∂τρ0 = −∇ ·
(
ρ0v
)
, (4b)
∂τs = −∇ ·
[−D∇s+ vs]. (4c)
Here, g is the acceleration due to gravity, σ is the fluid
stress tensor, and fac is the acoustic force density.
All types of time-averaged acoustic flows, whether the
classical Rayleigh and Eckart streaming flows [10–13],
or the recently described relocation flows due to fluid
inhomogeneities [30], are driven by the divergence in
the oscillation-time-averaged acoustic momentum-flux-
density tensor
〈
Πac
〉
[41]. A unifying formulation that
spans all phenomena is achieved by defining fac as,
fac = −∇ ·
〈
Πac
〉
. (5)
The oscillation-time-averaged acoustic momentum-flux-
density tensor
〈
Πac
〉
depends on products of the first-
order acoustic fields. It is given by〈
Πac
〉
=
〈
p11
〉
1 +
〈
ρ0v1v1
〉
, (6a)〈
p11
〉
=
1
4
κ0|p1|2 −
1
4
ρ0|v1|2. (6b)
In this expression,
〈
p11
〉
is a local oscillation-time-
averaged acoustic pressure. Importantly, in the general
case of an inhomogeneous fluid, it depends on the solute
concentration s,
〈
p11
〉
=
〈
p11(s)
〉
.
Combining Eqs. (5) and (6), we obtain the general ex-
pression for the acoustic force density valid for viscous
inhomogeneous acoustics,
fac = −∇
〈
p11
〉−∇ · 〈ρ0v1v1〉. (7)
This expression for fac may be simplified in two special
cases. First, in a viscous homogeneous fluid (with s = 0),
the local pressure
〈
p11
〉
does not depend on s. As a
3result, the gradient term in fac in Eq. (7) can be absorbed
into the pressure p in the momentum equation (4a) by
redefining the pressure to be p˜ = p+
〈
p11
〉
. Hence,
fhomac = −∇ ·
〈
ρ0v1v1
〉
. (8)
Indeed, this is how the driving terms are often presented
in the classical [10–12] and more recent [6, 9, 42] works
on acoustic streaming, the governing equations being the
time-independent versions of Eqs. (4a) and (4b).
Second, considering inhomogeneous but inviscid acous-
tics, we recently demonstrated that Eq. (7) yields [30],
f inviscac = −
1
4
|p1|2∇κ0 −
1
4
|v1|2∇ρ0. (9)
It was further demonstrated that this non-dissipative
force density is responsible for the slow-time-scale re-
location of the fluid inhomogeneities into stable field-
dependent configurations [30, 31].
In the context of boundary-driven acoustic streaming
in an inhomogeneous fluid, the content of Eqs. (7)-(9) is
as follows: In the boundary layers, dissipation of acous-
tic energy leads to time-averaged stresses, confined on
the length scale δ, that causes boundary-driven stream-
ing flows. However, in the presence of gradients in the
density and compressibility of the fluid, a non-dissipative
acoustic force density furthermore acts to stabilize cer-
tain inhomogeneity configurations, which may counter-
act the advective streaming flow. While Eqs. (8) and (9)
demonstrate that these two force densities are present in
viscous and inhomogeneous fluids, the two contributions
cannot in general be separated analytically.
Numerical model in 2D.— The dynamics in the 2D
channel cross-section is solved numerically under a stop-
flow condition with the initial condition sketched in
Fig. 1 using a weak-form finite-element implementation
in COMSOL Multiphysics [43] with a regular grid of rect-
angular mesh elements [44]. We use a segregated solver,
which solves the time-dependent problem in two steps. In
the first step, the fast-time-scale acoustics in the inhomo-
geneous media, as governed by Eq. (2), is solved while
keeping the hydrodynamic degrees of freedom fixed on
the timescale τ . This allows evaluating the time-averaged
acoustic force density fac in Eq. (7). In the second step,
the slow-time-scale dynamics governed by Eq. (4) is in-
tegrated in time using a generalized alpha solver with a
damping parameter of 0.25, and a maximum time step of
∆τ = 7.5 ms, while keeping the acoustic energy den-
sity fixed at Eac = 50 Pa [45]. This model extends
our previous model work [30, 31] by explicitly solving
for the fast-time-scale viscous acoustics in the inhomoge-
neous medium, which is necessary for computation of the
boundary-layer stresses that drive acoustic streaming.
Experimental method.— The experiments were per-
formed in a standard long straight microchannel of height
H = 130 µm and width W = 375 µm in a silicon-glass
chip with a piezoelectric transducer bonded underneath.
A laminated flow of water and an aqueous 20%-iodixanol
solution (OptiPrep) was injected to form a concentration
gradient with the denser fluid at the center, see Fig. 1.
General Defocusing Particle Tracking (GDPT) [46] was
used to record the motion of 1 µm-diameter polystyrene
tracer beads. The fluid streaming velocity was computed
by subtracting the radiation-force-component from the
bead veloicty [22, 47]. At time τ = 0 s, the flow was
stopped, and the GDPT measurements (10 fps) were con-
ducted with the peak-to-peak voltage at the transducer
input set to 2.5 V, which corresponds to Eac = 52 Pa [48],
and a frequency sweep from 1.95 to 2.05 MHz in cycles
of 10 ms, which yields a standing half-wave across the
width [49]. For each set of measurements, the particle
motion was recorded for 160 s to observe the evolution
of the acoustic streaming. The experiment was repeated
N = 16 times to improve the statistics.
Results.— The experimental data and the simulation
results for the acoustic streaming patterns in the chan-
nel cross-section are plotted for comparison in Fig. 2.
The figure shows the inhomogeneous-fluid streaming at
τ = 35 s (1st column), and τ = 55 s (2nd column),
as well as the steady homogeneous-fluid streaming (3rd
column). In the rows are (a) the raw experimental
particle positions, (b) the grid-interpolated experimen-
tal velocity field, and (c) the simulated velocity field.
The inhomogeneous-fluid streaming pattern evolves to-
wards the homogeneous steady-state as diffusion (and,
to a lesser extent, advection) diminishes the acoustically
stabilized inhomogeneity, which has an initial 10% ex-
cess mass density ρˆ∗ at the center as compared to the
sides [50]. At τ = 35 s and 55 s, the excess mass density
ρˆ∗ has been reduced to 4% and 2%, respectively.
Evidently, the inhomogeneous-fluid streaming is ini-
tially confined close to the boundaries and suppressed
in the bulk as compared to homogeneous-fluid stream-
ing. To quantify this suppression of streaming, we de-
fine the vortex size ∆ as the orthogonal distance from
the boundary to the center of the streaming roll (where
v = 0). In Fig. 3(a), the simulated vortex size ∆ and
the excess mass density ρˆ∗ are plotted as functions of
time. The vortex size ∆ increases slowly in time, as
the excess mass density ρˆ∗ decreases by diffusion, until
a transition occurs when a critically weak inhomogene-
ity is reached. At this point the streaming expands into
the bulk and becomes similar to the streaming pattern in
a homogeneous fluid. Figure 3(a) shows that ∆ and ρˆ∗
are inversely related, supporting the hypothesis that the
inhomogeneity-induced part of the acoustic force density
[Eq. (9)] suppresses the boundary-driven streaming.
We may further assess the validity of the above-
mentioned hypothesis by estimating ∆ from a scaling
argument. In the homogeneous-fluid case, the only rel-
evant length scales are the channel dimensions H and
W (the acoustic wavelength is λ0 = 2W by the assump-
4FIG. 2. (color online) Acoustic streaming in the inhomogeneous fluid at τ = 35 s (1st column) and τ = 55 s (2nd column),
measured experimentally in a symmetric 10 s interval, and in the corresponding homogenized fluid (3rd column). (a) Exper-
imental particle positions (blue points). (b) Experimental streaming velocity amplitude |v| (0 µm/s, black; 35 µm/s, white)
with the arrows (cyan) indicating the direction. Spatial bins with no data points are excluded (grey). (c) Simulated streaming
velocity amplitude |v| (0 µm/s, black; 35 µm/s, white) with the arrows (cyan) indicating the direction.
tion of a half-wave resonance). In the shallow-channel
limit, the explicit analytical solution yields ∆hom = (1−
1/
√
3)(H/2) = 28 µm [6]. In a density-stratified medium,
another length scale becomes relevant, namely the length
scale Lρ of the gradient of the density ∇ρ0 ≈ ρ0/Lρ.
Writing ρ0 = ρ
(0)
0 [1 + ρˆ], the inhomogeneity-induced part
of the acoustic force density [Eq. (9)] is of the order
fac ≈ Eac∇ρˆ. We may then estimate ∆ as the length
scale on which the shear stress η0∇2vR ≈ η0vR/∆2, as-
sociated with the boundary-driven Rayleigh streaming
velocity amplitude vR =
3
2Eacρ
−1
0 c
−1
0 [4], is balanced by
fac. This scaling argument yields, using the early-time
values ρˆ ≈ 0.1 and Lρ ≈W/2,
∆ ≈
√
3
2
ν0
c0
1
|∇ρˆ| ≈
√
3
2
ν0
c0
Lρ
ρˆ
≈ 2 µm. (10)
This estimate for ∆ is an order of magnitude smaller
than ∆hom, in good agreement with the experiments and
simulations. It supports the hypothesis that ∆  ∆hom
due to the inhomogeneity-induced acoustic force density.
Equation (10) furthermore illustrates why the vortex size
∆ grows in time; as time progresses, the inhomogene-
ity weakens by diffusion, i.e. |∇ρˆ| decreases, and conse-
quently ∆ grows.
The time scale characterizing the growth of the vor-
tex size ∆ towards the value ∆hom is consequently set
by diffusion. In the 2D simulation, where the diffu-
sion is essentially 1D (across the width), the time scale
of diffusion across one third of the channel width is
τdiff,1D = (2D)
−1(W/3)2 = 87 s. Figure 3(a) shows
a rapid transition in the simulated vortex size occur-
ring around τ ≈ 90 s, see also Supplementary Mate-
rial [51]. However, in the experiment we find that the
transition occurs earlier and less rapid around τ ≈ 60 s,
see Fig. 3(b). Because axial variations in the acoustic
field cannot be avoided in the experiment [52], and be-
cause such variations lead to the loss of translational in-
variance, one can argue that axial concentration gradi-
ents render the diffusion 2D instead of 1D, which would
halve the diffusion time, τdiff,2D = (4D)
−1(W/3)2 = 43 s.
Most likely, the effective diffusion in the experiment is in
between the idealized 1D and 2D diffusion. In Fig. 3(b),
the experimental data for the vortex size ∆ is plotted
as a function of time τ , along with the simulation result
for unscaled and rescaled time for 1D and 2D diffusion,
respectively. The experimental data fall mostly between
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FIG. 3. (color online) (a) Simulation results for the vortex
size ∆ (left axis, blue curve), ∆hom (left axis, dashed blue
line), and the excess mass density ρˆ∗ (right axis, green curve)
as functions of time τ . (b) Experimental results for ∆ (red
dots with errorbars) and ∆hom (red line with yellow error bar
band), plotted with the simulation results for ∆ (blue curve
for unscaled time; light blue curve for rescaled time; see text)
and ∆hom (dashed blue line) as functions of time τ .
5the two curves, and given that there are no free fitting pa-
rameters the agreement between theory and experiment
is reasonable.
The 2D simulation successfully captures the essential
physics of the experiment, including the initial suppres-
sion of streaming followed by the growth of the vortex size
and the transition to a steady state. However, Fig. 3(b)
indicates that the simulation overestimates the long-time
limit of ∆. Interestingly, this is caused by an imperfect
homogenization in 2D due to a delicate balance between
the advective flows and the diffusive currents, leaving a
slight over-concentration at the sidewalls (small negative
ρˆ∗; see Fig. 3(a) at τ = 160 s). Experimentally, how-
ever, the lack of perfect translational symmetry leads to
homogeneous-fluid streaming at long time scales in agree-
ment with homogenized-fluid simulations, see Fig. 3(b).
Conclusion.— Theoretically, numerically, and exper-
imentally, we have investigated the problem of acous-
tic streaming in inhomogeneous fluids with acoustically
stabilized inhomogeneities. We have unified the theo-
ries of acoustic streaming and the acoustic force den-
sity, and developed a numerical model that simulates
viscous inhomogeneous acoustics (the fast-time-scale dy-
namics) and the resulting flows due to the generalized
acoustic force density (the slow-time-scale dynamics), al-
lowing the interpretation of our experiments performed
with aqueous iodixanol solutions in microchannels. We
find that acoustic streaming is markedly different in ho-
mogeneous and inhomogeneous fluids as summarized by
the main findings (i) - (iii) listed in the introduction.
Our study is fundamental in scope, but the suppression
of acoustic streaming in inhomogeneous fluids may en-
able ultrasound handling of nanoparticles in standard
acoustophoretic chips.
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