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Abstract
In this paper a fourth order starting algorithm for variable step implicit Runge–Kutta methods is developed
using the approach of equistage approximation proposed in (IMA J. Numer. Anal. 22 (2002) 153). This
starting algorithm is used in combination with the well known RADAU5 code and numerical results are
provided.
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1. Introduction
In the last years the question of <nding appropriate initial iterates when solving the stage equa-
tions of implicit Runge–Kutta and related methods has been addressed. In [3,5,6,11,14,15,19] the
case of implicit Runge–Kutta methods for ordinary di@erential equations is studied. In [18] start-
ing iterates for implicit Runge–Kutta methods for di@erential algebraic equations are considered and
[4] is devoted to study starting algorithms for implicit Runge–Kutta–NystrBom methods. The starting
algorithms developed in all these papers involve the values of all the stages at either one or two
previous steps. In [2] a di@erent approach is considered: the computation of the <rst iterate for
each stage only involves values of the same stage at several previous steps. This idea is related to
the equistage interpolation successfully used in [12] in the context of delay di@erential equations.
The starting algorithms constructed in [2] were only developed for <xed-step implicit Runge–Kutta
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methods. They were used with a <xed-step implementation of the Gauss method of order four and
an appropriate PoincarHe transformation [7,17] leading to a variable-step symplectic integrator with
improved behaviour. A natural way of continuing the work in [2] is to study to what extent the same
idea is advisable when the implicit Runge–Kutta method is implemented with a standard variable
step size strategy. In this paper we construct a fourth-order starting algorithm of this kind which is
valid for Runge–Kutta methods with order and stage order greater than or equal to 3 and we report
on our experience when using such a starting algorithm with the variable step RADAU5 code [10].
Let us consider an autonomous di@erential system of ordinary di@erential equations in RD
dy
dt
= F(y); y(t0) = y0 (1)
and an implicit Runge–Kutta method with s stages and Butcher tableau
c A
bT
; (2)
where A = (aij)si; j=1, c = [c1; : : : ; cs]
T and bT = [b1; : : : ; bs]. Let us recall that the stage order of the
Runge–Kutta method (2) is de<ned as the largest integer q for which condition
s∑
j=1
aijcl−1j =
cli
l
for 16 l6 q; 16 i6 s
holds. For instance, the stage order of the 3-stage Radau IIA method, which is the integrator imple-
mented in RADAU5, is 3.
Given (2) and an approximation yn to the solution of (1) at time level tn, the numerical approxi-
mation yn+1 at time level tn+1 = tn + hn is de<ned by
Yni = yn + hn
s∑
j=1
aij F(Ynj ); 16 i6 s; (3)
yn+1 = yn + hn
s∑
i=1
biF(Yni ): (4)
The vectors Yni are the so-called internal stages. In practice, the increments Z
n
i =Y
n
i −yn, 16 i6 s,
n¿ 0 are introduced as new unknowns (see [8,10,20]) and the algebraic equations (3) to be solved
for the stage vectors become
Zni = hn
s∑
j=1
aijF(yn + Znj ); 16 i6 s: (5)
When the solution of (5) is obtained, (4) with Yni=Z
n
i+yn, 16 i6 s, provides the new approximation
yn+1. However, if matrix A in (2) is invertible, a more advantageous way to compute yn+1 is [10,20]
yn+1 = yn +
s∑
i=1
bˆiZni ; n= 0; 1; 2; : : : ;
with bˆT = bT A−1.
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When using RADAU5, the system of equations (5) is solved using a simpli<ed Newton iteration
and the starting values are obtained by extrapolation of the collocation polynomial at the previous
step (see [10] for details). This means that the standard starting values are third-order approximations
to the exact values of the stages. Although the sensitivity of the simpli<ed Newton iteration with
respect to the initial iterate is not so strong as for the <xed point iteration [13,16] (in general the
number of iterations per step is much smaller if simpli<ed Newton iteration is used and it is advisable
to use at least two iterations per step to properly estimate the convergence rate), an improvement is
expected if a fourth-order starting algorithm is combined with RADAU5.
In Section 2 we construct a fourth-order variable step starting algorithm which can be used with
any implicit Runge–Kutta method with order and stage order greater than or equal to 3. This includes,
for instance, the three stages Radau IIA and Gauss methods. Section 3 is devoted to present and
discuss numerical results and the conclusions are given in Section 4.
2. A fourth-order starting algorithm for variable step implicit Runge–Kutta methods
As in [2] we only consider the case D = 1, since for D¿ 1 everything can be extended compo-
nentwise. We look for starting values for the ith stage de<ned as a linear combination of values of
the same stage at previous steps. More precisely,
Zn; [0]i =
K∑
k=1
dnik Z
n−k
i ; 16 i6 s; n¿K; (6)
in such a way that
Zni − Zn; [0]i =O(h5n); 16 i6 s;
i.e., the starting algorithm has order 4. The value of K will be determined later on and it will be
as small as possible.
As the Runge–Kutta method is now implemented with variable step sizes, we denote by h the step
size to advance from the actual time tn to tn+1 (h= hn) and for the previous steps we introduce the
ratios rk such that tn−k = tn−(k+1)+ rk+1h for k=0; : : : ; K−1. This means that hn−k = rkh; 16 k6K .
According to (3)–(5), it is clear that
Zn−ki = yn + h
s∑
j=1
rkaijF(Yn−kj )− yn;
Yn−li = yn − h
l−1∑
m=1
s∑
j=1
rmbjF(Yn−mj ) + h
s∑
j=1
rl(aij − bj)F(Yn−lj );
for 16 i6 s, 16 l6 k6K . Then, Zn−ki can be interpreted as the Runge–Kutta approxi-
mation obtained with the implicit Runge–Kutta method with k × s stages and Butcher
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Fig. 1. Rooted trees of order less than or equal to 4.
tableau
r1c − r1e r1(A− B)
r2c − (r1 + r2)e −r1B r2(A− B)
...
...
. . . . . .
rkc − (r1 + · · ·+ rk)e −r1B · · · −rk−1B rk(A− B)
0T · · · 0T rkaTi
; (7)
where B= ebT, e = [1; : : : ; 1]T ∈Rs and ai = [ai1; : : : ; ais]T.
Hence, the Taylor expansion of Zn−ki is [20, Eq. (4.7)],
Zn−ki =
∞∑
m=1
hm
m!
∑
t∈Tm
(t)(t)ki (t)F(t)(yn); (8)
where Tm denotes the set of rooted trees with m vertices and for each rooted tree t; (t) is the
number of monotonic labellings of t; (t) is the density function of the rooted tree t; F(t)(yn) is the
elementary di@erential associated with the rooted tree t evaluated at yn and ki (t) is the elementary
weight of the Runge–Kutta method with Butcher tableau (7), as de<ned in [1, Section 304].
In the following lemma we establish the relations between ki (t) and i(t), the elementary weights
of the ith stage of the original Runge–Kutta method (2), for all the rooted trees of order less than
or equal to 4 (see Fig. 1). Following [1], i(t) denotes the elementary weight of the Runge–Kutta
method with tableau (2), where bT has been replaced by aTi , the ith row of matrix A.
Lemma 1.
ki () = rki(); (9)
ki (t21) = r
2
ki(t21)− rk
(
k∑
l=1
rl
)
i(); (10)
ki (t31) = r
3
ki(t31)− 2r2k
(
k∑
l=1
rl
)
i(t21) + rk
(
k∑
l=1
rl
)2
i(); (11)
ki (t32) = r
3
ki(t32)− r2k
(
k∑
l=1
rl
)
i(t21)
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+ rk
(
−
(
k∑
l=1
r2l
)
(t21) +
k∑
l=1
r2l +
k∑
l=1
l∑
m=1
rlrm
)
i();
ki (t41) = r
4
ki(t41)− 3r3k
(
k∑
l=1
rl
)
i(t31) + 3r2k
(
k∑
l=1
rl
)2
i(t21)− rk
(
k∑
l=1
rl
)3
i();
ki (t42) = r
4
ki(t42)− r3k
(
k∑
l=1
rl
)
(i(t31) + i(t32))
+ r2k

(1− (t21))
(
k∑
l=1
r2l
)
+
k∑
l=1
l∑
m=1
rlrm +
(
k∑
l=1
rl
)2i(t21)
− rk
(
k∑
l=1
rl
)((
k∑
l=1
r2l
)
(t21) +
k∑
l=1
l∑
m=1
rl rm
)
i();
ki (t43) = r
4
ki(t43)− 2r3k
(
k∑
l=1
rl
)
i(t32) + r2k
(
k∑
l=1
rl
)2
i(t21)
− rk

( k∑
l=1
r3l
)
(t31) +
k∑
l=1
rl
(
l∑
m=1
rm
)2
− 2
k∑
l=1
r2l
(
l∑
m=1
rm
)
(t21)

i();
ki (t44) = r
4
ki(t44)−
1
2
r3k
(
k∑
l=1
rl
)
i(t31) +
1
2
r2k
(
k∑
l=1
rl
)2
i(t21)
− rk

( k∑
l=1
r3l
)
(t32) +
1
2
k∑
l=1
rl
(
l∑
m=1
rm
)2
− 1
2
k∑
l=1
r2l
(
l∑
m=1
rm
)i(): (12)
Proof. The proof is straightforward from (7) and the de<nition of the elementary weights of a
Runge–Kutta method in terms of its coeQcients (see [1,9]).
Lemma 2. If the order and the stage order of the Runge–Kutta method (2) are at least 3, then
the following relations hold:
ki (t32) =
1
2
k
i (t31);
ki (t42) =
1
2
k
i (t41); 
k
i (t44) =
1
2
k
i (t43); 
k
i (t43) =
1
3
k
i (t41):
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Proof. It is enough to insert
i(t32) = 12i(t31);
i(t42) = 12i(t41); i(t44) =
1
2i(t43); i(t43) =
1
3i(t41)
and
(t21) = 12 ; (t32) =
1
2(t31); (t31) =
1
3
into the corresponding relations of Lemma 1. Here (t) denotes the elementary weight of the Runge–
Kutta method (2) associated with the rooted tree t (see e.g., [1,20]). Notice that the above relations
are a direct consequence of the order and the stage order of (2).
Lemma 3. If the order and the stage order of the Runge–Kutta method (2) are at least 3, then
the Taylor expansion of Zn−ki is given by
Zn−ki = h
k
i ()F1 + h
2ki (t21)F2 + h
3ki (t31)F3 + h
4ki (t41)F4 + O(h
5); (13)
where ki (); 
k
i (t21); 
k
i (t31) and 
k
i (t41) are de6ned by (9)–(12), respectively and
F1 =F()(yn);
F2 =F(t21)(yn);
F3 =F(t31)(yn) + 12F(t32)(yn);
F4 =F(t41)(yn) + 12F(t42)(yn) +
1
3F(t43)(yn) +
1
6 F(t44)(yn):
Proof. It is a direct consequence of (8) and Lemma 2.
Notice that Fl; 16 l6 4, depends on n but does not depend on k. Furthermore, for k=0, relation
(13) is still valid just replacing ki (t) by i(t) for the trees t involved.
In what follows, we assume that both the order and the stage order of the Runge–Kutta method
(2) are at least 3. According to (13), it is enough to consider the bushy trees ; t21; t31 and t41,
highlighted in Fig. 1 by underlining their labels. These are the trees (up to order 4) which lead to
independent order conditions for Runge–Kutta methods with stage order greater than or equal to 3.
In order to determine the coeQcients dnik in (6) to get a fourth-order starting algorithm, we consider
an iterative construction which allows us to eliminate as many terms as possible from the Taylor
expansion of Zni −
∑K
k=1 d
n
ik Z
n−k
i by increasing K , the number of steps involved. The idea behind
this construction is very close to the well known extrapolation methods for ordinary di@erential
equations, which provide higher order approximations by appropriately combining approximations of
lower order (see e.g., [9,10]).
To start with, we consider the following auxiliary di@erences:
E˜n−ki =
1
rk
Zn−ki −
1
rk+1
Zn−(k+1)i ;
for 06 k6 3, where r0 = 1 must be understood. Using (13) and (9)–(12) it is clear that the Taylor
expansion of E˜n−ki for k = 0; 1; 2; 3 is
E˜n−ki = h
2A(k + 1)F2 + h3B(k + 1)F3 + h4C(k + 1)F4 + O(h5);
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where
A(k) = (rk−1 − rk)i(t21) + rki(); k = 1; 2; 3; 4;
B(1) = (1− r21)i(t31) + 2r21i(t21)− r21i();
B(k) = (r2k−1 − r2k )i(t31) + 2
(
rk
k∑
l=1
rl − rk−1
k−1∑
l=1
rl
)
i(t21)
+

(k−1∑
l=1
rl
)2
−
(
k∑
l=1
rl
)2 i(); k = 2; 3; 4;
C(1) = (1− r31)i(t41) + 3r31i(t31)− 3r31i(t21) + r31i();
C(k) = (r3k−1 − r3k )i(t41) + 3
(
r2k
k∑
l=1
rl − r2k−1
k−1∑
l=1
rl
)
i(t31)
+ 3

rk−1
(
k−1∑
l=1
rl
)2
− rk
(
k∑
l=1
rl
)2 i(t21)
+

( k∑
l=1
rl
)3
−
(
k−1∑
l=1
rl
)3 i(); k = 2; 3; 4:
CoeQcients A(k), B(k) and C(k); 16 k6 4, depend on i and n but, for the sake of simplicity, we
have omitted this explicit dependence.
Let us now consider, for 16 k6 3, the following linear combinations
˜˜En−k+1i = A(k + 1)E˜
n−k+1
i − A(k)E˜n−ki :
It is not diQcult to see that
˜˜En−k+1i = h
3D(k)F3 + h4G(k)F4 + O(h5);
where
D(k) = A(k + 1)B(k)− A(k)B(k + 1); G(k) = A(k + 1)C(k)− A(k)C(k + 1):
Now, for k = 1; 2 we de<ne
˜˜˜
En−k+1i = D(k + 1)
˜˜En−k+1i − D(k) ˜˜En−ki ;
which leads to
˜˜˜
En−k+1i = h
4H (k)F4 + O(h5);
with
H (k) = D(k + 1)G(k)− D(k)G(k + 1); k = 1; 2:
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Finally, it is easy to see that
H (2)
˜˜˜
Eni − H (1)
˜˜˜
En−1i =O(h
5): (14)
Rewriting this last equality in terms of E˜n−ki ; 06 k6 3, we get
1E˜ni − 2E˜n−1i + 3E˜n−2i − 4E˜n−3i =O(h5);
where
1 = H (2)D(2)A(2);
2 = H (2)D(2)A(1) + H (2)D(1)A(3) + H (1)D(3)A(3);
3 = H (2)D(1)A(2) + H (1)D(3)A(2) + H (1)D(2)A(4);
4 = H (1)D(2)A(3);
and going another step backward we get
Zni − dni1 Zn−1i − dni2 Zn−2i − dni3 Zn−3i − dni4 Zn−4i =O(h5);
with
dnik = (−1)k+1
k + k+1
rk1
; 16 k6 4; (15)
where 5=0 must be understood. Notice that in (15) 1 could be zero (if either H (2)=0 or D(2)=0
or A(2) = 0). This would lead to division by zero when computing coeQcients dnik and it should
be checked on throughout the code. In the numerical experiments we present in Section 3 with the
variable-step RADAU5 code we have never found division by zero.
To achieve order 4 we iteratively have removed powers of h, from 1 to 4. As long as in (13)
there is only one term accompanying each power of h, we need to iterate our process at least four
times and this requires K = 4. Then, the starting algorithm
Zn; [0]i = d
n
i1 Z
n−1
i + d
n
i2 Z
n−2
i + d
n
i3 Z
n−3
i + d
n
i4 Z
n−4
i ;
with coeQcients dnik ; 16 k6 4, de<ned by (15) satis<es Z
n
i − Zn; [0]i =O(h5) for 16 i6 s.
Remark 1. If h remains constant for four consecutive steps, the coeQcients dnik in (15) are
dni1 = 4; d
n
i2 =−6; dni3 = 4; dni4 =−1, which are the same obtained in [2] for <xed step size.
Remark 2. Notice that, analogously to (14),
˜˜˜
Eni = D(2)
˜˜Eni − D(1) ˜˜En−1i =O(h4);
˜˜Eni = A(2)E˜
n
i − A(1)E˜n−1i =O(h3);
E˜ni = Z
n
i −
1
r1
Zn−1i =O(h
2):
Rewriting these equalities in terms of Zn−ki , 16 k6 3, a family of variable step starting algorithms
of consecutive orders from 3 to 1 is obtained.
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Table 1
Average of simpli<ed Newton iterations per step
Tol = 10−n 4 5 6 7 8 9 10 11 12 13 14
Hires S3 2.4 2.5 2.5 2.7 2.6 2.4 2.5 2.3 2.3 2.3 2.2
I3 2.5 2.7 2.8 2.8 2.8 2.7 2.6 2.6 2.4 2.4 2.3
I4 2.7 2.8 3.0 2.8 2.7 2.5 2.6 2.4 2.3 2.2 2.1
Pollu S3 1.9 2.0 2.0 2.1 2.2 2.2 2.1 2.1 2.0 2.0 2.0
I3 2.2 2.5 2.6 2.6 2.3 2.5 2.5 2.4 2.4 2.5 2.4
I4 2.5 2.6 2.6 2.6 2.6 2.6 2.5 2.3 2.3 2.2 2.1
Ringmod S3 — — — 1.5 1.5 1.6 1.7
I3 — — 1.7 1.8 1.8 1.9 1.9
I4 — — — 1.7 1.7 1.7 1.7
Medakzo S3 2.4 2.3 2.2 2.2 1.9
I3 2.9 2.8 2.4 2.4 2.4
I4 3.0 2.9 2.4 2.4 2.2
Emep S3 2.7 2.6 2.5 2.4 2.2 2.2 2.3
I3 3.2 3.0 2.9 2.7 2.5 2.5 2.6
I4 3.3 3.0 2.8 2.6 2.3 2.3 2.3
Plei S3 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
I3 2.2 2.0 2.0 2.0 2.0 2.0 2.2 2.6 2.6 2.6 2.3
I4 2.1 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
3. Numerical experiments
As mentioned in the introduction, we report here on our experience when the fourth-order start-
ing algorithm developed in Section 2 is used with the variable step RADAU5 code, based on the
well known Radau IIA method with three stages and order 5 [10]. We have compared three im-
plementations of RADAU5 which only di@er in the starting algorithm for the simpli<ed Newton
iteration. The third and fourth order equistage initializers (represented in Table 1 by I3 and I4,
respectively) are compared with the standard third-order algorithm based on the extrapolation of the
collocation polynomial (S3 in Table 1). As the equistage starting algorithms require the values of
the internal stages at either three or four previous steps, for the <rst step null starting values are
used and S3 provides the starting iterates for steps two to three in the case of I3 and two to four
for I4.
As test problems we have considered the Test Set for Initial Value Problem Solvers from the
University of Bari, maintained by Mazzia and Iavernaro (see http://hilbert.dm.uniba.it/∼testset/). For
each example, with the exception of EMEP problem for which the absolute error tolerance has been
set equal to 1, we have set the relative error tolerance equal to the absolute error tolerance. The
largest tolerance we have used in our numerical experiments is 10−4 and the smallest tolerance
depends on each problem and has been set equal to a hundred times the value of the tolerance
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Fig. 2. Average errors in the starting algorithm against tolerance for S3 (circles) and I4 (stars) when integrating the van
der Pol oscillator in [0,1].
used to compute the reference solution. The reference solutions provided in the test set have been
used to compute errors. When plotting errors against CPU time, the three implementations exhibit a
very similar behaviour for most of the ODE problems being considered. Instead of including in the
present paper eQciency diagrams for all the test problems, we have considered it more convenient to
summarize our <ndings in Table 1. This table displays the averages of simpli<ed Newton iterations
per step for all the ODE problems and the three initializers (“—” means that the code was unable
to complete the integration). In all the experiments the initial step size has been taken equal to
10−6. In Table 1 we <rst observe that S3 always requires less iterations per step than I3. On the
other hand, comparing both equistage initializers, we see that I4 is preferable to I3 for the smaller
tolerances being used. Finally, we also observe that I4 behaves very similar to S3, although there
is no improvement in using the higher order starting algorithm. As pointed out in [6] the highest
order does not always mean the smallest error.
To clarify what is happening with our equistage initializer, we have integrated the van der Pol
oscillator in [0,1] with " = 10−6 [10]. We use RADAU5 with starting algorithms S3 and I4 and
tolerances 10−6; 10−8; 10−10; 10−12 and 10−14. In Fig. 2 we have plotted the average errors in the
starting algorithm against tolerance for both initializers. More precisely, for each tolerance, we <rst
compute (
∑3
i=1 ‖Zn; [0]i − Zni ‖2)1=2 at each step and then, the mean over all the steps is plotted. We
have represented the data associated with S3 using circles joined by a solid line, while stars joined
by a dashed line correspond to I4. We observe that the slope of the line corresponding to I4 is larger
than the slope of the solid line associated with S3. This means that the order of I4 is certainly larger
than the order of S3, as expected. However, for tolerances larger than 10−11, the errors obtained with
I4 are larger than those generated by S3. These results agree with the comments in [8] concerning
the <xed step counterpart of the starting algorithm proposed in Section 2 (“: : : due to the increasing
error constants, the accuracy is improved only for small step sizes.”).
Although the starting algorithm proposed in Section 2 has been developed for ordinary di@erential
equations, in practice it can also be used with RADAU5 to integrate di@erential algebraic equations of
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Fig. 3. EQciency diagrams for Andrews’ problem (left) and Fekete problem (right).
index at most 3. We have integrated all the index two and index three problems included in the IVPS
test set from the University of Bari. In Fig. 3 we have plotted eQciency diagrams for Andrews’
squeezer mechanism, which is an index three problem (left) and Fekete problem, an example of
index two system (right). More precisely, we have plotted in semilogarithmic scale the CPU time
required in the computation against the logarithm of the error with opposite sign. As in Fig. 2, the
stars joined by a dashed line correspond to I4 while the circles joined by a solid line represent
the data obtained with S3. Again the initial step size has been set equal to 10−6 and the absolute
and relative error tolerances are the same, ranging from 10−4 to 10−12 for Andrews’ problem and
from 10−4 to 10−10 for Fekete problem. In both cases we observe that for smaller tolerances the
fourth-order starting algorithm becomes preferable. In fact, for the index three problem the use of
I4 leads to an improvement in the eQciency of the code for almost all the tolerances we have
considered.
4. Conclusions
According to the numerical results described in Section 3, we can conclude that the improvement
obtained with the starting algorithm developed in Section 2 is not worth. Although the order of the
approximation is higher than with the standard interpolation (O(h5) against O(h4)), the constant in
front of the leading term h5 is too large. Only for small tolerances and certain test problems there is
a real improvement. This agrees, on one hand, with the comments in [8] concerning the <xed step
counterpart of the starting algorithm proposed in Section 2 and, on the other hand, with [6] where
the authors claim that “algorithms with high order are not always preferable to other [algorithms]
with lower orders”.
In [6] the idea of using a variable-order starting algorithm based on interpolation polynomials
of di@erent degrees is proposed. Remark 2 provides us with a family of equistage initializers of
di@erent orders that could also be implemented in variable-order mode. However, we <nd out that
the equistage starting algorithms have revealed themselves not robust enough compared with the
starting algorithms based on interpolation.
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Finally we want to stress that although we have included in the present paper numerical results
for two DAEs, our initializer has been developed in the context of ODEs. Then it is not our aim to
compete with starting algorithms specially tailored for DAEs, as those proposed in [18].
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