A measurement of the double-differential inclusive dijet production cross section in proton-proton collisions at √ s = 7 TeV is presented as a function of the dijet invariant mass and jet rapidity. The data correspond to an integrated luminosity of 36 pb −1 , recorded with the CMS detector at the LHC. The measurement covers the dijet mass range 0.2 TeV to 3.5 TeV and jet rapidities up to |y| = 2.5. It is found to be in good agreement with next-to-leading-order QCD predictions.
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In Quantum Chromodynamics (QCD), events with two high transverse momentum jets (dijets) arise in proton-proton collisions from parton-parton scattering, where the outgoing scattered partons manifest themselves as hadronic jets. The invariant mass M JJ of the two jets is related to the proton momentum fractions x 1,2 carried by the scattering partons: M 2 JJ = x 1 · x 2 · s, where √ s is the centre-of-mass energy of the colliding protons. The dijet cross section as a function of M JJ can be precisely calculated in perturbative QCD and allows also a sensitive search for physics beyond the Standard Model, such as dijet resonances or contact interactions. In this Letter, the measurement of the double-differential inclusive dijet production cross section (p + p → jet + jet + X) is reported as a function of the dijet invariant mass and jet rapidity at √ s = 7 TeV. The data were collected with the Compact Muon Solenoid (CMS) detector at the CERN Large Hadron Collider (LHC) during the 2010 run and correspond to an integrated luminosity of 36 pb −1 . The measured cross section is compared to the QCD predictions in an unexplored kinematic region, beyond the reach of previous measurements [1] [2] [3] . The parton momentum fractions probed in this measurement correspond to 8 · 10 −4 ≤ x 1 · x 2 ≤ 0.25. Dedicated searches for dijet resonances and contact interactions with the CMS detector have been reported elsewhere [4] [5] [6] .
The CMS coordinate system has its origin at the centre of the detector, with the z-axis pointing along the direction of the counterclockwise beam. The azimuthal angle is denoted as φ, the polar angle as θ, and the pseudorapidity is defined as η = − ln [tan (θ/2)]. The central feature of the CMS detector is a superconducting solenoid, of 6 m internal diameter, that produces an axial magnetic field of 3.8 T. Within the field volume are the silicon pixel and strip tracker, a lead-tungstate crystal electromagnetic calorimeter (ECAL) and a brass/scintillator hadronic calorimeter. Outside the field volume, in the forward region (3 < |η| < 5), is an iron/quartzfiber hadronic calorimeter. Muons are measured in gas detectors embedded in the steel return yoke outside the solenoid, in the pseudorapidity range |η| < 2.4. A detailed description of the CMS experiment can be found in Ref. [7] .
Jets are reconstructed using the anti-k T clustering algorithm [8] with size parameter R = 0.7. The clustering is performed using four-momentum summation, where the chosen size parameter allows for the capture of most of the parton shower and improves the dijet mass resolution with respect to smaller sizes. The rapidity y and the transverse momentum p T of a jet with energy E and momentum p = (p x , p y , p z ) are defined as y =
2 ln
E+p z E−p z and p T = p 2 x + p 2 y , respectively. The inputs to the jet clustering algorithm are the four-momentum vectors of the reconstructed particles. Each such particle is reconstructed with the particleflow technique [9] which combines the information from several subdetectors. The resulting jets require an additional energy correction to take into account the non-linear and nonuniform response of the CMS calorimetric system to the neutral-hadron component of the jet (the momentum of charged hadrons and photons is measured accurately by the tracker and the ECAL, respectively). The jet-energy corrections are derived using simulated events, generated by PYTHIA6.4.22 (PYTHIA6) [10] and processed through the CMS detector simulation based on GEANT4 [11] , and in situ measurements with dijet and photon+jet events [12] . An offset correction is also applied to take into account the extra energy clustered in jets due to additional proton-proton interactions within the same bunch crossing (pile-up). The jet-energy correction depends on the η and p T of the jet, and is applied as a multiplicative factor to the jet four-momentum vector. The multiplicative factor is in general smaller than 1.2. For a jet p T = 100 GeV the typical factor is 1.1, decreasing towards 1.0 with increasing p T . The dijet mass is calculated from the corrected four-momentum vectors of the two jets with the highest p T (leading jets):
The relative dijet-mass resolution, estimated from the simulation, ranges from 7% at M JJ = 0.2 TeV to 3% at M JJ = 3 TeV.
The data samples used for this measurement were collected with single-jet high level triggers (HLT) [13] which required at least one jet in the event to satisfy the condition p T > 30, 50, 70, 100 and 140 GeV, respectively, in uncorrected jet transverse momentum. The lower-p T triggers were prescaled and the corresponding integrated luminosity of each trigger sample, L eff , is listed in Table 1 . In the offline analysis, events are further required to have at least one well reconstructed proton-proton interaction vertex [14] and at least two reconstructed particleflow jets with p T 1 > 60 GeV and p T 2 > 30 GeV (corrected). In order to suppress nonphysical events, the two leading jets must satisfy loose identification criteria: each jet should contain at least two particles, one of which is a charged hadron. Furthermore, the jet energy fraction carried by neutral hadrons and photons should be less than 99%. If either of the leading jets fails the identification criteria, the event is discarded. The measurement is performed in five rapidity regions, defined by the maximum absolute rapidity |y| max = max (|y 1 |, |y 2 |) of the two leading jets in the event. The use of the variable |y| max divides the phase space of the dijet system into exclusive rapidity bins, which correspond to different scattering angles at the centre-of-mass frame. Low values of |y| max probe the large-angle scattering (s channel), while large values of |y| max probe the small-angle scattering (t channel). For the construction of the invariant mass spectrum, each dijet-mass bin is populated by events collected only with the fully efficient trigger with the highest threshold. The efficiency for each trigger path was measured using events collected with a lower threshold single-jet trigger and cross-checked with events collected with single-muon triggers. The double-differential cross section is defined as
where N is the number of events in the bin, L eff is the integrated luminosity of the data sample from which the events are taken, C is a correction factor for bin-to-bin migration, is the product of the trigger and event selection efficiencies (greater than 99%), and ∆M JJ and ∆|y| max are the invariant mass and rapidity bin widths, respectively. The width of the mass bins is progressively increased, proportional to the mass resolution. The correction factor C is taken from the simulation, as follows. Jets reconstructed with the same clustering algorithm from generated particles are smeared according to the simulated energy resolution and the correction factor C is defined as the ratio of the generated over the smeared numbers of events in a given dijet-mass bin. It ranges between 0.95 and 0.98, depending on the dijet mass and the rapidity region. Figure 1 shows the double-differential cross section as a function of the dijet mass in different bins of |y| max . The exact mass ranges and the cross-section values are reported in Tables 2-6 . The quoted reference mass for each bin is the mass value m 0 that sat-
f (m) dm, where m 1 , m 2 are the bin boundaries and
with parameters obtained from a fit to the mass spectrum. The definition of the reference mass follows the approach described in [15] .
The systematic uncertainty on the measured cross section is asymmetric and dominated by the uncertainty on the jet-energy scale. The latter varies between 3% and 5% [12] and introduces a 15% (60%) uncertainty on the cross section at M JJ = 0.2 TeV (3 TeV). The uncertainty on the integrated luminosity is estimated to be 4% [16] and propagates directly to the cross section. The jet-energy resolution uncertainty of 10% [17] propagates to the dijet mass resolution, which affects the unsmearing correction, introducing a 1% uncertainty on the cross section. Other sources of experimental uncertainty, such as the jet angular resolution and the Monte Carlo p T spectrum used to calculate the smearing effect, introduce negligible uncertainties on the cross section. The quoted experimental systematic uncertainties of the individual dijet-mass bins are almost 100% correlated.
The theoretical prediction for the double-differential cross sections consists of a next-to-leadingorder QCD calculation and a nonperturbative correction to account for the multiparton interactions (MPI) and hadronisation effects. The NLO calculations are done using the NLOJet++ program (v2.0.1) [18] within the framework of the fastNLO package (v1.4) [19] at renormalization and factorization scales (µ R and µ F ) equal to the average transverse momentum p ave T of the two jets. The NLO calculation is performed using the CT10 [20] , MSTW2008NLO [21] and NNPDF2.0 [22] parton distribution functions (PDF) at the corresponding three default values of the strong coupling constant α S (M Z ) = 0.1180, 0.1202 and 0.1190, respectively, recommended by the PDF4LHC working group [23] . The central value of the NLO calculation is taken as the average of the minimum and the maximum values predicted by the envelope of the 68% confidence level uncertainty of the three PDF. The non-perturbative effects are estimated from the simulation, using the event generators PYTHIA6 (tunes D6T [24] and Z2 [25] ) and HER-WIG++ 2.4.2 [26] . The non-perturbative correction is defined as the ratio of the cross section predicted with the nominal generator settings divided by the cross section predicted with the MPI and hadronisation switched off. The central value of the non-perturbative correction is calculated from the average of the three models considered, and ranges from 30% at the lowest dijet mass value in each rapidity region, to 5% at M JJ = 3 TeV. The PDF variation introduces a 5% (30%) uncertainty on the theoretical prediction at a dijet mass of 0.2 TeV (3 TeV), while the variation of α S (M Z ) by 0.002 introduces an additional 2-4% uncertainty. The renormalization and factorization scale uncertainty is estimated as the maximum deviation at the six points (µ F /p ave T , µ R /p ave T ) = (0.5, 0.5), (2, 2), (1, 0.5), (1, 2), (0.5, 1), (2, 1), introducing a +2% (+8%), −5% (−13%) uncertainty at M JJ = 0.2 TeV (3 TeV) in the central rapidity bin (|y| max < 0.5), and +2% (+5%), −10% (−32%) uncertainty at M JJ = 0.7 TeV (3 TeV) in the outermost rapidity bin (2.0 < |y| max < 2.5). An additional uncertainty of 15% (2%) at M JJ = 0.2 TeV (3 TeV) is caused by the non-perturbative correction. Overall, the PDF uncertainty dominates at high masses, while the non-perturbative correction uncertainty is dominant at low masses. Figure 2 shows the comparison between the data and the theoretical prediction in the various bins of |y| max . It also shows the components of the theoretical uncertainty. The agreement observed for the entire mass range and in all rapidity bins is good. The experimental uncertainty is comparable to the theoretical uncertainty and the data can be used to constrain the ingredients of the QCD calculations.
In summary, a measurement of the double-differential dijet cross section as a function of the dijet mass and |y| max has been presented. Using 36 pb −1 of data from proton-proton collisions at √ s = 7 TeV collected with the CMS detector, the measurement covers the dijet-mass range from 0.2 TeV to 3.5 TeV in five rapidity bins, up to |y| max = 2.5. The data are in good agreement with the theoretical prediction, showing that QCD accurately describes the parton-parton scattering in this kinematic region. Figure 2 : Ratio of the measured double-differential dijet production cross section over the theoretical prediction in different rapidity bins. The solid band represents the experimental systematic uncertainty and is centered around the points. The error bars on the points represent the statistical uncertainties. The theoretical uncertainties due to PDF and the strong coupling constant α S (M Z ) (solid blue), renormalization and factorization scales (dashed red), and nonperturbative effects (dashed-dotted green) are shown as curves centered around unity. Table 3 : Double-differential dijet mass cross section in the rapidity range 0.5 < |y| max < 1.0. The reference mass is the point at which the cross section is drawn in Figs. 1 and 2 and is calculated as described in the text. The experimental systematic uncertainties of the individual dijet-mass bins are almost 100% correlated. 
