Although it is well known that feedback does not increase capacity of an additive white Gaussian channel, Yanagi gave the necessary and sufficient condition under which the capacity C n,F B (P ) of discrete time non-white Gaussian channel is increased by feedback. In this paper we show that the capacity C n,F B (P ) of the Gaussian channel with feedback is a concave function of P , and give two type of inequalities: both 1 α C n,F B (αP ) and C n,F B (αP ) + 1 2 ln 1 α are decreasing functions of α > 0. As their application we can obtain two upper bounds on the capacity of discrete time blockwise white Gaussian channel with feedback. The results are quite useful when power constrant P is relatively not large.
I. INTRODUCTION
The following model for the discrete time Gaussian channel with feedback is considered:
Y n = S n + Z n , n = 1, 2, . . .
where Z = {Z n ; n = 1, 2, . . .} is a non-degenerate, zero mean Gaussian process representing the noise and S = {S n ; n = 1, 2, . . .} and Y = {Y n ; n = 1, 2, . . .} are stochastic processes representing input signals and output signals, respectively. The channel is with noiseless feedback, so S n is a function of a message to be transmitted and the output signals Y 1 , . . . , Y n−1 . For a code of rate R and length n, with code words x n (W, Y n−1 ), W ∈ {1, . . . , 2 nR }, and a decoding function g n : R n → {1, . . . , 2 nR }, the probability of error is
where W is uniformly distributed over {1, . . . , 2 nR } and independent of Z n . The signal is subject to an expected power constraint
and the feedback is causal, i.e., S i is dependent of Z 1 , . . . , Z i−1 for i = 1, 2, . . . , n. Similarly, when there is no feedback, S i is independent of Z n . It is well known that a finite block length capacity is given by C n,F B (P ) = max 1 2n ln |R
where the maximum is on R (n) X symmetric, nonnegative definite and B strictly lower triangular, such that
T r[(I + B)R
(n)
Similarly, let C n (P ) be the maximal value when B = 0, i.e. when there is no feedback. Under these conditions, Cover and Pombra proved the following.
Proposition 1 (Cover and Pombra [5])
For every > 0 there exist codes, with block length n and 2 n(C n,F B (P )− ) codewords, n = 1, 2, . . ., such that Pe (n) → 0, as n → ∞. Conversely, for every > 0 and any sequence of codes with 2 n(C n,F B (P )+ ) codewords and block length n, Pe (n) is bounded away from zero for all n. The same theorem holds in the special case without feedback upon replacing C n,F B (P ) by C n (P ).
When block length n is fixed, C n (P ) is given exactly.
Proposition 2 (Gallager [10])
C n (P ) = 1 2n
It is well known that the capacity of white Gaussian channel is not increased by feedback. Yanagi gave the necessary and sufficient condition under which the capacity of discrete time Gaussian channel is increased by feedback. When Z is completely non-white, then C n (P ) < C n,F B (P ). When Z is blockwise white, C n (P ) < C n,F B (P ) for P > P 0 , where P 0 is given exactly. However we can not exactly obtain the capacity of blockwise white Gaussian channel with feedback, so we are interested in the upper bounds of the capacity. We need the following definition and proposition which were already obtained by Yanagi.
Definition 1 (Ihara and Yanagi
Z is said to be white when
Z is said to be blockwise white when R 
for any P > 0.
Z is completely non-white, then
where nP 0 = mr m − (r 1 + . . . + r m ) and r m is the smallest eigenvalue ofR Z .
In this paper, we first show that the Gaussian feedback capacity C n,F B (P ) is a concave function of P . And secondly we define two new functions F (P, α) and G(P, α) relative to C n,F B (P ). Then we discuss the behaviours of functions F (P, α) and G(P, α) when α → 0 or α → ∞ for any fixed P > 0. At last, by using these results above, we give some new representions of C n,F B (P ) by self-reformation with parameter α and obtain some upper bounds on the capacity of discrete time blockwise white Gaussian channel with feedback. The paper is organized as follows: In secton II, we prove the concavity of the capacity C n,F B (P ) as a function of P by using useful propositions and lemma. In section III, we give the behaviours of the two functions of F (P, α) and G(P, α) when α → 0 or α → ∞. By using these propositions, we give two upper bounds on the capacity of discrete time blockwise white Gaussian channel with feedback. In section IV, we give some better upper bounds of the capacity of discrete time blockwise white Gaussian channel with feedback. Finally, in section V, we give an example. For the sake of simplicity, we use the
. . from the next section.
II. CONCAVITY OF GAUSSIAN FEEDBACK CAPACITY
Before proving the concavity of C n,F B (P ), we need some known results. We denote ranA, kerA as the range of A, the kernel of A, respectively.
Proposition 4 (Douglas [7]) Let H is a real Hilbert space and let B(H) be the all of bounded linear operators on H. And let A, B ∈ B(H).
Then the following assertions are equivalent.
Furthermore when the above condition (iii) holds, C is uniquely determined such that the following three conditions are satisfied: 
be a real and separable Hilbert space with Borel
Y , where V is a unique bounded linear operator such that V :
Proposition 6 (Cover and Pombra [5])
Let A and B be nonnegative definite matrices. For any α, β ≥ 0 satisfying α + β = 1, we have
Lemma 1 Let R S be the covariance matrix of a random vector S. For any α, β ≥ 0 satisfying α + β = 1, the following formulas hold.
(ii) αR S 1 + βR S 2 ≥ R αS 1 +βS 2 , where, if 0 < α < 1, then the equality holds if and
Proof of Lemma 1. (i)
It is easy to obtain the following relations by the properties of non-negative definite matrices.
Then we have the result (i).
(ii) We can directly get the result (ii) from (i), because R S 1 −S 2 is non-negative definite matrix.
(iii) It is easy to see from (i). Let S 1 = S * 1 + Z and S 2 = S * 2 + Z, then
Then we have the result (iii). ✷ Theorem 1 C n,F B (P ) is a concave function with respect to P. That is, for any P 1 , P 2 ≥ 0 and for any α, β ≥ 0 satisfying α + β = 1,
Proof of Theorem 1. We can define C n,F B (P ) as the following
where Γ(P ) = {S; T r[R S ] ≤ nP }. By Lemma 1 (i) we have
Here (a) follows from the Lemma 1 (i), and (b) follows from Proposition 5, where V ≤ 1, and (c) follows from the fact that we can gain R αS 1 +βS 2 ≤ αR S 1 + βR S 2 by Lemma 1 (ii) and (R αS 1 +βS 2 )
W by Proposition 4 (iii), where W ≤ 1. By getting determinants on the both sides of the equation above, we have
Here (e) follows from Proposition 6. Therefore
We can get both the S 1 ∈ Γ(P 1 ) attaining to C n,F B (P 1 ) and the S 2 ∈ Γ(P 2 ) attaining to C n,F B (P 2 ). Then the right hand side of (2) has
and W V ≤ W V ≤ 1, we maximize the left hand side of (2) over Γ(αP 1 +βP 2 ) and we get C n,F B (αP 1 + βP 2 ) ≥ LHS.
Then we have
III. PROPERTIES OF FUNCTIONS F (P, α) AND G(P, α)
We have the following theorems.
Theorem 2 Let
for any P > 0, α > 0.
(a) For any P > 0, F (P, α) is a decreasing function of α.
(c) For any P > 0, lim α→∞ F (P, α) = 0.
Corollary 1 For any
P > 0, 0 < α ≤ 1 αC n,F B ( P α ) ≤ C n,F B (P ) ≤ 1 α C n,F B (αP ).
Corollary 2 If P ≥ Q, then
C n,F B (P ) C n,F B (Q) ≤ P Q . Theorem 3 Let G(P, α) = C n,F B (αP ) + 1 2 ln 1 α (a) For any P > 0, G(P, α) is a decreasing function of α. (b) For any P > 0, lim α→0 G(P, α) = ∞. (c) For any P > 0, lim α→∞ G(P, α) = 1 2 ln P n √ r 1 . . . r n .
Corollary 3 For any
P > 0, 0 < α ≤ 1 C n,F B ( P α ) + 1 2 ln α ≤ C n,F B (P ) ≤ C n,F B (αP ) + 1 2 ln 1 α .
Corollary 4 If
Proof of Theorem 2.
(a) By setting P 1 = P , P 2 = 0 in Theorem 1, we have the following:
Then F (P, α) is a decreasing function of α.
(b)
Since it is the result given by Dembo [8] in the case of P = 1, it is easy to obtain our result.
(c) Since
we show lim
When α is sufficiently large, αP is also sufficiently large. Then we have the following relations.
By taking the limit of the both sides, we obtain the result. ✷
Proof of Theorem 3.
(a) By Baker [1] 
Since
, we maximize the RHS of (3) under T r[R S ] ≤ nP and we have 1 2n ln
We maximize the LHS of (4) under
and we have
Let 0 < α ≤ β. It follows from (5) that
Hence G(P, α) is a decreasing function of α.
we obtain the result (b).
(c) By Dembo [8] ,
As α → ∞, we have
Thus we have the result (c). ✷
Proof of Corollary 1.
Follows directly from Theorem 2.
Proof of Corollary 2.
Proof of Corollary 3.
Follows directly from Theorem 3.
Proof of Corollary 4.
IV. BLOCKWISE WHITE GAUSSIAN CHANNELS
We consider the Gaussian channel with blockwise white noise whose covariance matrix is 
be the eigenvalues of a covariance matrix R 
When P > P 0 , we set αP = P 0 and 1 α = P P 0 . Then we can obtain the following relations by Proposition 3 :
We also give other upper bound which is stronger than (6). For any P > P 0 and 0 < Q < P 0 , there exists 0 < λ < 1 such that λP + (1 − λ)Q = P 0 . By Theorem 1 and Proposition 3 (3) (b), we have
When we set Q → P 0 , we have a new upper bound of C n,F B (P ).
In conclusion, we can show in this paper that (6), (7) and (8) are better upper bounds of C n,F B (P ) which is the capacity of discrete time blockwise white Gaussian channel with feedback. When P is bigger than P 0 and not so large, (6), (7) and (8) are the exact refinements of these results which have been obtained before.
V. Examples
We consider the following example. Its eigenvalues are r 1 = 1, r 2 = 2, r 3 = 3, r 4 = 5,. We want to compare the relationship between our results and upper bounds given by Proposition 2, Proposition 7, Proposition 8, Proposition 9, Proposition 10 with the following graphics (Figure 1 ) under the example. We can show that (6), (7) and (8) are better than some upper bounds obtained before. The following propositions were already obtained.
Proposition 7 (Cover and Pombra [5], Ebert [9], Pinsker [12])
C n (P ) ≤ C n,F B (P ) ≤ 2C n (P ).
Proposition 8 (Cover and Pombra [5])
C n (P ) ≤ C n,F B (P ) ≤ C n (P ) + 1 2 ln 2. 
Proposition 10 (Yanagi [16])
C n (P ) ≤ C n,F B (P ) ≤ C n (P 2 ).
where P 2 = λ n−1 n (1 + P λ n−1 ) n − 1 and λ n−1 is the smallest eigenvalue of R Comparison between C 4 (P ) and some upper bounds of C 4,F B (P ). The curves of figure 1 are Prop.10, Prop.9, Prop.7, (7), Prop.8, (6), (8) , C 4 (P ) in order from above.
