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Abstract
Consider a collection of particles whose state evolution is described through a system of interacting
diffusions in which each particle is driven by an independent individual source of noise and also by a
small amount of noise that is common to all particles. The interaction between the particles is due to
the common noise and also through the drift and diffusion coefficients that depend on the state empirical
measure. We study large deviation behavior of the empirical measure process which is governed by two
types of scaling, one corresponding to mean field asymptotics and the other to the Freidlin-Wentzell small
noise asymptotics. Different levels of intensity of the small common noise lead to different types of large
deviation behavior, and we provide a precise characterization of the various regimes. We also study large
deviation behavior of interacting particle systems approximating various types of Feynman-Kac func-
tionals. Proofs are based on stochastic control representations for exponential functionals of Brownian
motions and on uniqueness results for weak solutions of stochastic differential equations associated with
controlled nonlinear Markov processes.
AMS 2010 subject classifications: 60F10, 60K35, 60B10, 60H10, 93E20.
Keywords: large deviation principle, weakly interacting diffusions, mean field systems with common
noise, Feynman-Kac functionals, controlled nonlinear Markov processes, mean field stochastic control
problems, controlled McKean-Vlasov equations, Friedlin-Wentzell asymptotics.
1 Introduction
In this work we study large deviation properties of interacting particle systems that are described through a
certain collection of stochastic differential equations. In order to motivate the problems of interest, consider
the following classical setting. Let {Wi(t), 0 ≤ t ≤ T }∞i=1 be an iid collection of m-dimensional standard
Brownian motions on some probability space (Ω,F , P ). By Sanov’s theorem, for every x ∈ Rm, the empirical
measure
µn
.
=
1
n
n∑
i=1
δ{x+Wi}
satisfies a large deviation principle (LDP) on P(C ([0, T ] : Rm)) with rate function I(·) given as
I(γ) = R(γ‖θx), γ ∈ P(C ([0, T ] : Rm)). (1.1)
Here C ([0, T ] : Rm) is the space of continuous functions from [0, T ] to Rm equipped with the uniform topology,
and for a Polish space S, P(S) denotes the space of probability measures on S that is equipped with the
topology of weak convergence. Also, θx denotes the Wiener measure with initial value x, and the quantity
R(γ‖θx) denotes the relative entropy of γ with respect to θx. A precise definition of a large deviation principle
is given in Section 1.1, however formally such a result says that, for large n,
P (µn ∈ A) ≈ exp
{
−n inf
γ∈A
I(γ)
}
for Borel sets A ⊂ P(C ([0, T ] : Rm)).
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There is another representation for the rate function which, although notationally more demanding, is
useful when studying more general settings. For a Polish space S, we will denote by B(S) the Borel σ-field
on S. Let R denote the set of all positive measures r on B(Rm × [0, T ]) such that r(Rm × [0, t]) = t for all
t ∈ [0, T ]. This space is equipped with the topology of weak convergence. Let R1 ⊂ R be defined as
R1
.
=
{
r ∈ R :
∫
Rm×[0,T ]
‖y‖ r(dy dt) <∞
}
.
Then R1 is a Polish space when equipped with the the Wasserstein-1 metric. Under this metric, rn → r in
R1 if and only if rn → r as a sequence in R and
∫
Rm×[0,T ] y rn(dy dt)→
∫
Rm×[0,T ] y r(dy dt). Let
Z1
.
= X ×R1 ×W , where X = W = C ([0, T ] : Rm),
and denote by (X, ρ,W ) the three coordinate maps on this space. Define
P2(Z1)
.
=
{
Θ ∈ P(Z1) : EΘ
[∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
<∞
}
,
where EΘ denotes expectation on (Z1,B(Z1),Θ). Let E1 denote the subset of P2(Z1) consisting of prob-
ability measures Θ such that, under Θ, W (t) is a standard Brownian motion with respect to the canonical
filtration Ft
.
= σ{X(s),W (s), ρ(A× [0, s]);A ∈ B(Rm), s ≤ t}, and a.s.
X(t) = x+
∫
Rm×[0,t]
y ρ(dy ds) +W (t), t ∈ [0, T ]. (1.2)
Then the rate function I(·) in (1.1) has the following alternative representation:
I(γ) = inf
Θ∈E1:[Θ]1=γ
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2ρ(dy ds)
]
, (1.3)
where [Θ]1 is the marginal of Θ on the first coordinate. Viewing ρ as a (relaxed) control, the right side of the
above display gives a representation for the rate function as the value function of a stochastic control problem
in which the goal is to produce a state process X with a specified law γ using the state dynamics (1.2) and
a (nonanticipative) control process ρ which has the least cost, where the cost is given by the expectation on
the right side of (1.3).
The above interpretation is a useful point of view and analogous stochastic control representations can
be given more generally. Consider for example the case where we are given an iid collection of d-dimensional
diffusions {Xi}i∈N described through the stochastic differential equations
Xi(t) = x+
∫ t
0
b(Xi(s)) ds+
∫ t
0
σ(Xi(s)) dWi(s), x ∈ Rd, t ∈ [0, T ], i ∈ N, (1.4)
where for simplicity we assume that the coefficients b : Rd → Rd and σ : Rd → Rd×m are Lipschitz functions
so that the equations have a unique pathwise solution. Letting
µn =
1
n
n∑
i=1
δXi , (1.5)
the rate function associated with the LDP for µn on P(C ([0, T ] : Rd)) takes the same form as (1.3) except
X = C ([0, T ] : Rd) and the class E1 is now the collection of all probability measures in P2(Z1) under which
W is as before and (X, ρ,W ) are related as
X(t) = x+
∫ t
0
b(X(s)) ds+
∫ t
0
σ(X(s)) dW (s) +
∫
Rm×[0,t]
σ(X(s))y ρ(dy ds), t ∈ [0, T ].
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The system of equations in (1.4) have no interaction. We now introduce a small amount of coupling between
the equations given through a Brownian motion that is common to all particles as follows:
Xni (t) = x+
∫ t
0
b(Xni (s)) ds+
∫ t
0
σ(Xni (s)) dWi(s) + κ(n)
∫ t
0
α(Xni (s)) dB(s), x ∈ Rd, t ∈ [0, T ], i ∈ N,
(1.6)
where B is a k-dimensional standard Brownian motion independent of {Wi}i∈N, α : Rd → Rd×k is a Lipschitz
map, and κ(n) → 0 as n → ∞. In this case, since {Xni }1≤i≤n are not independent, the large deviation
behavior of
µn =
1
n
n∑
i=1
δXn
i
(1.7)
cannot be deduced from Sanov’s theorem, and in fact this behavior crucially depends on the manner in which
κ(n)→ 0. The measures µn in (1.5) and in (1.7) converge to the same limit but the rates of convergence as
measured by the large deviation rate function are different. Indeed, as an elementary corollary of Theorems
2.1 and 2.3 we give a complete characterization of the convergence rate for different choices of the small
noise coefficient κ(n) (see Remark 2.3). Specifically, when κ(n) = n−1/2 the rate function is governed by a
generalization of the stochastic control problem in (1.3) that can be described as follows. For ϕ ∈ L2([0, T ] :
R
k), the space of square-integrable functions from [0, T ] into Rk, let E1[ϕ] denote the subset of P2(Z1)
consisting of all probability measures under which W is, as before, a m-dimensional Brownian motion with
respect to the canonical filtration {Ft}, and the coordinate processes X, ρ, and W are related to ϕ through
the equation
X(t) = x+
∫ t
0
b(X(s)) ds+
∫ t
0
σ(X(s)) dW (s) +
∫
Rm×[0,t]
σ(X(s))y ρ(dy ds) +
∫ t
0
α(X(s))ϕ(s) ds, t ∈ [0, T ].
Then the rate function I(·) associated with the empirical measures µn in (1.7), with κ(n) = n−1/2, is given
as
I(γ) = inf
ϕ∈L2([0,T ]:Rk)
{
inf
Θ∈E1[ϕ]:[Θ]1=γ
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2
∫ T
0
‖ϕ(t)‖2 dt
}
. (1.8)
The right side of (1.8) is once more the value function of a stochastic control problem, however this time there
are two types of controls. One of the controls, represented by ρ, is random and nonanticipative and arises
from the aggregated contributions of the individual Brownian noises, whereas the second control, represented
by ϕ, is nonrandom and corresponds to the small common Brownian noise that impacts all particles.
As another consequence of results obtained in this work we give rates of convergence, in terms of the
associated large deviation rate function, of particle approximations for Feynman-Kac functionals of the form
E
[
e
∫
T
0
c(X1(s))dsg(X1(T ))
]
, (1.9)
where g and c are bounded and continuous functions and X1 is given by (1.4) (with i = 1). Denote by
M+(R
d) the space of finite measures on Rd equipped with the topology of weak convergence (see Section
1.1), and consider the C ([0, T ] : M+(R
d))-valued random variables νn defined as
νn(t) =
1
n
n∑
i=1
e
∫
t
0
c(Xni (s))ds+κ(n)
∫
t
0
β(Xni (s))dB(s)δXn
i
(t), t ∈ [0, T ], (1.10)
where {Xni } are given by (1.6) and β is a bounded and continuous function. Then, as n→∞, 〈g, νn(T )〉 .=∫
g(x) νn(T )(dx) converges to the Feynman-Kac functional in (1.9) for all choices of sequences κ(n) → 0.
As a special case of Theorems 2.2 and 2.4, we obtain the rate associated with this convergence for different
forms of κ(n).
The above results correspond to the simple setting where the law of large number behavior of the system
of particles is the same as that for an iid particle system. Our main interest in the current work is in diffusions
interacting through the empirical measure of the particle system with both individual and common sources
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of noises, given by a system of equations of the following form:
dXni (t) = b(X
n
i (t), µ
n(t)) dt + σ(Xni (t), µ
n(t)) dWi(t) + κ(n)α(X
n
i (t), µ
n(t)) dB(t),
Xni (0) = x
n
i , µ
n(t) =
1
n
n∑
i=1
δXn
i
(t), 1 ≤ i ≤ n, t ∈ [0, T ],
(1.11)
where b : Rd×P(Rd)→ Rd, σ : Rd×P(Rd)→ Rd×m, and α : Rd×P(Rd)→ Rd×k are appropriate maps and
{xni }1≤i≤n ⊂ Rd (see Section 2.1 for precise conditions on the coefficients and the initial conditions). The law
of large number behavior of such systems of particles is described by nonlinear equations of McKean-Vlasov
type (cf. [20, 24]). The large deviation behavior of the associated empirical measure process is governed by
two types of scaling, one corresponding to mean field asymptotics (as the number of particles n → ∞) and
the other to the Freidlin-Wentzell small noise asymptotics (as the noise intensity κ(n)→ 0).
Models as in (1.11) are often referred to as weakly interacting particle systems and have been extensively
studied, see [20, 6, 9, 10, 26, 22, 24, 16, 23, 21] and many others. Originally motivated by problems in
statistical physics, in recent years such systems have arisen in many applied probability problems such as
stochastic networks [1, 17], information theory [3, 4], mathematical neuroscience [2], population opinion
dynamics [15], nonlinear filtering [19, 11], and mathematical finance [13, 14], among others.
In the setting where there is no common Brownian motion, i.e. κ(n) = 0, large deviation principles
for the empirical measure have been studied in [10]. A different approach, based on certain variational
representations for exponential functionals of finite dimensional Brownian motions [5] and weak convergence
arguments, was taken in [8]. The latter paper, which is the starting point of this work, in addition to relaxing
some conditions from [10] (e.g. nondegeneracy of noise) provided a new representation for the rate function
in terms of value functions of certain stochastic control problems of the mean field type. In the systems
with common noise that are considered in the current work, once more problems of stochastic control are
key in the formulation of the rate function (see (2.3)), however this time there are two types of controls
that play somewhat different roles in the dynamics. As already noted below (1.8) in a simpler setting, the
control that arises from the individual noises is random and nonanticipative whereas the control from the
common Brownian motion is nonrandom. In game theoretic terminology, the first control arises from the
aggregated actions of the n individual players whereas the second control corresponds to the action of a single
major agent that impacts the dynamics of all n players. Our results give a complete characterization of the
asymptotic behavior for different choices of κ(n). Specifically, taking κ(n) = n−r, Theorems 2.1 and 2.3 show
that when r = 1/2, rates of decay of P (µn ∈ A) for non-typical events A are of the form e−nI(A), where the
exponent I(A) is described through a stochastic control problem with controls for both the aggregated player
and the major agent. However, when r > 1/2, the contribution of the common Brownian motion becomes
negligible and the rate function only involves the aggregated player control. Finally, when 0 < r < 1/2, the
decay rates of P (µn ∈ A) are of the the form e−n2rI(A), and this time the stochastic control problem only
involves the major agent control while the contributions from the individual particle dynamics are averaged
and emerge through the nonlinear Markovian dynamics of the controlled state process.
In order to study rates of convergence of Feynman-Kac functionals analogous to those in (1.9), we consider
the following system of coupled equations:
dXni (t) = b(X
n
i (t), µ
n(t)) dt + σ(Xni (t), µ
n(t)) dWi(t) + κ(n)α(X
n
i (t), µ
n(t)) dB(t),
dAni (t) = A
n
i (t)c(X
n
i (t), µ
n(t)) dt+Ani (t)γ
T (Xni (t), µ
n(t)) dWi(t) + κ(n)A
n
i (t)β
T (Xni (t), µ
n(t)) dB(t),
Xni (0) = x
n
i , A
n
i (0) = a
n
i , µ
n(t) =
1
n
n∑
i=1
θ(Ani (t))δXni (t), 1 ≤ i ≤ n, t ∈ [0, T ],
(1.12)
where c : Rd × P(Rd) → R, γ : Rd × P(Rd) → Rm, and β : Rd × P(Rd) → Rk are suitable maps and
{(xni , ani )}1≤i≤n ⊂ Rd × R+ (see Section 2.2 for precise conditions). Note that in the special case where
θ(x) = x, γ(x, µ) = 0, and the coefficients do not depend on the empirical measure (i.e. b(x, µ) = b(x), and
similarly for σ, α, c, β), µn reduces to (1.10) (with c replaced by cn = c− κ(n)2βTβ/2). In the general case
the finite weighted empirical measures µn(t) take the form
µn(t) =
1
n
n∑
i=1
θ
(
e
∫
t
0
c˜n(X
n
i (s),µ
n(s))ds+
∫
t
0
γT (Xni (s),µ
n(s)) dWi(s)+
∫
t
0
βT (Xni (s),µ
n(s)) dB(s)
)
δXn
i
(t), (1.13)
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which covers a broad family of interacting particle models for exact and approximate Feynman-Kac distri-
bution flows (cf. [11]). Our main result is Theorem 2.2, which gives a large deviation principle for {µn}
in C ([0, T ] : M+(Rd)) under appropriate conditions on the coefficients and the initial conditions. We will
prove this result under two different types of conditions. The first set of conditions require in particular that
γ = 0 and θ is a Lipschitz function (e.g. θ(x) = x). Note that for θ(x) = x, when γ = 0 is violated, a large
deviation principle is not available even in the most elementary settings (see Remark 2.2(c)). The second set
of conditions allows γ to be more general but imposes logarithmic growth conditions on θ. See Section 2 for
precise assumptions for our results.
We now make some comments on proof techniques. The starting point, as in [8], is a stochastic control
representation for exponential functionals of finite dimensional Brownian motions [5]. Two types of controls
appear in this representation, first type, denoted as uni , is associated with individual Brownian motions Wi
(one control for each i) and the other type, denoted as vn, is associated with the common Brownian motion B.
The two types of controls are scaled differently in the representation, and the analysis of this scaling, which
depends on κ(n), produces the different types of large deviation behavior for various choices of κ(n). The
proof of the large deviation upper bound, as is standard in the weak convergence method, relies on analyzing
the tightness properties of various controls and controlled processes and on the characterization of weak limit
points. Once again, tightness properties depend crucially on the rate at which κ(n) → 0, and the forms of
the limit points under different conditions on κ(n) reveal the different types of large deviation behavior. The
key step in the proof of the lower bound is establishing uniqueness of weak solutions of stochastic differential
equations associated with certain controlled nonlinear Markov processes. With such a uniqueness result one
can then construct a sequence of near optimal controls and controlled processes on certain infinite dimensional
path spaces such that the associated state processes and costs converge in an appropriate manner.
The paper is organized as follows. Section 2 introduces the models, gives our precise assumptions, and
presents the main results. In particular, Section 2.1 considers the empirical measure problem while Section 2.2
presents results for interacting particle models for Feynman-Kac functionals. The first two sections consider
the case where the common noise intensity κ(n) is of order n−1/2, and in section 2.3 we present results for
other choices of κ(n) (i.e. of larger or smaller order than n−1/2). Sections 3 through 5 contain the proofs of
our main results. The two appendices contain proofs of some auxiliary results.
1.1 Notation and Conventions
We will denote by C ([0, T ] : Rd) the space of continuous functions from [0, T ] to Rd, equipped with the
sup-norm topology corresponding to the distance
d(ψ1, ψ2) = sup
0≤t≤T
‖ψ1(t)− ψ2(t)‖ for ψ1, ψ2 ∈ C ([0, T ] : Rd).
For a Polish space S, C (S) will denote the space of continuous functions from S into R, and Cb(S) will denote
the space of continuous and bounded frunctions from S into R. We denote by L2([0, T ],Rk) the space of
functions from [0, T ] into Rk that are square integrable with respect to Lebesgue measure. Let P(S) denote
the space of all probability measures on S equipped with the usual weak convergence topology. If S is a
product space of the form S1×· · ·×Sk, then for Θ ∈ P(S) and i = 1, . . . k, we denote by [Θ]i the ith marginal
of Θ, which is a probability measures on Si. Notations [Θ](i1,...,ir), for 1 ≤ r ≤ k and 1 ≤ i1 < i2, . . . < ir ≤ k,
will be interpreted in a similar manner. Let M+(S) denote the space of finite positive measure on S, also
with the topology of weak convergence. In particular, for γn, γ ∈ M+(S), γn → γ under this topology if and
only if for every f ∈ Cb(S),
∫
f dγn →
∫
f dγ. For γ ∈ M+(S) and a γ-integrable function f : S → R, we
will denote
∫
S f(x) γ(dx) as 〈f, γ〉. C k(Rd) [resp. C kc (Rd)] will denote the space of functions [resp. functions
with compact support] from Rd to R that are continuously differentiable up to order k. For a bounded map
f : S → R, we denote supx∈S |f(x)| as ‖f‖∞.
A function I : S → [0,∞] is called a rate function if it has compact level sets, i.e. for each a ∈ [0,∞),
{x ∈ S : I(x) ≤ a} is compact in S. A collection {Xn}n∈N of S-valued random variables is said to satisfy the
Laplace principle on S with rate function I (and speed a(n)→∞) if for every F ∈ Cb(S),
lim
n→∞
1
a(n)
logE
[
e−a(n)F (Xn)
]
= − inf
x∈S
(F (x) + I(x)) . (1.14)
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The Laplace upper bound (with rate function I and speed a(n)) refers to the inequality (for every F ∈ Cb(S))
lim inf
n→∞
(
− 1
a(n)
logE
[
e−a(n)F (Xn)
])
≥ inf
x∈S
(F (x) + I(x)) ,
and the Laplace lower bound (with rate function I and speed a(n)) refers to the complementary inequality
lim sup
n→∞
(
− 1
a(n)
logE
[
e−a(n)F (Xn)
])
≤ inf
x∈S
(F (x) + I(x)) .
It is well known [12] that the Laplace principle (resp. Laplace upper bound, Laplace lower bound) holds
with rate function I (and speed a(n)→∞) if and only if the large deviation principle (resp. large deviation
upper bound, large deviation lower bound) holds with rate function I (with the same speed function), where
the large deviation upper bound refers to the inequality
lim sup
n→∞
1
a(n)
logP (Xn ∈ F ) ≤ − inf
x∈F
I(x) for each closed F ⊂ S,
the large deviation lower bound to the inequality
lim inf
n→∞
1
a(n)
logP (Xn ∈ G) ≥ − inf
x∈G
I(x) for each open G ⊂ S,
and the large deviation principle to the validity of both sets of inequalities. In view of this equivalence,
throughout this work we will only consider Laplace asymptotics.
2 Main Results
In this section we introduce the models of interest, state our precise assumptions, and present the main
results.
2.1 Diffusions Interacting Through the Empirical Distribution
Consider a filtered probability space (Ω,F , P, {Ft}) where the filtration satisfies the usual conditions. Let
{Wi}∞i=1 be an iid collection ofm-dimensional Brownian motions on this space. Also, let B be a k-dimensional
Brownian motion that is independent of the collection {Wi}∞i=1 . We assume that, for every s, {Wi(t) −
Wi(s), B(t)−B(s), i ≥ 1, t ≥ s} is independent of Fs, so that Wi and B are {Ft}-martingales.
Consider, for n ∈ N, a collection of stochastic processes {Xni }ni=1 with sample paths in C ([0, T ] : Rd)
given by the system of equations in (1.11) where κ : N → R+ satisfies κ(n) → 0 as n → ∞, and b, σ, and α
are suitable coefficients.
We will make the following assumption on the initial conditions.
Condition 2.1. There exists ξ0 ∈ P(Rd) such that for all ξ0-integrable f : Rd → R,
lim
n→∞
1
n
n∑
i=1
f(xni ) = 〈f, ξ0〉.
Furthermore, supn≥1
1
n
∑n
i=1 ‖xni ‖2 <∞.
We will require the coefficients b, α, and σ to be Lipschitz continuous. In order to state this condition
precisely, we recall the bounded-Lipschitz metric on the space of measures. Recall that M+(R
d) denotes the
space of positive measures on Rd equipped with the weak topology. This topology can be metrized by the
bounded Lipschitz metric
dBL(ν1, ν2) = sup
f∈BL(Rd)
|〈f, ν1〉 − 〈f, ν2〉| , νi ∈ M+(Rd), i = 1, 2,
where
BL(Rd) =
{
f ∈ C (Rd) : ‖f‖∞ ≤ 1 and f is Lipschitz with Lipschitz constant bounded by 1
}
.
The following is the main condition on the coefficients.
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Condition 2.2. The map b is Lipschitz and the maps σ, α are bounded and Lipschitz from Rd × M+(Rd)
to Rd, Rd×m, and Rd×k respectively. Namely, there is a K ∈ (0,∞) such that for each x, y ∈ Rd and
µ, ν ∈ M+(Rd),
1. ‖σ(x, µ)‖2 + ‖α(x, µ)‖2 ≤ K2, and
2. ‖b(x, µ)− b(y, ν)‖+ ‖σ(x, µ)− σ(y, ν)‖ + ‖α(x, µ)− α(y, ν)‖ ≤ K (‖x− y‖+ dBL(µ, ν)).
For Theorem 2.1 we can replace M+(R
d) with P(Rd) in the above condition, however it is convenient to
formulate the condition as above in order to have a common set of conditions for Theorems 2.1 and 2.2. For
the LDP we will assume in addition that the diffusion coefficient σ depends on the state of the system only
through the empirical measure:
Condition 2.3. For x ∈ Rd and µ ∈ M+(Rd), σ(x, µ) = σ(µ).
Under Condition 2.2 it follows by standard arguments that for each n there is a unique pathwise solution
of (1.11). Abusing notation, let µn be a random variable with values in P(C ([0, T ] : Rd)) defined as
µn
.
= 1n
∑n
i=1 δXni . Note that µ
n(s) is the (random) marginal distribution at time instant s associated with
µn. We will occasionally denote the map t 7→ µn(t), as µn(·) which is viewed as a P(Rd)-valued stochastic
process with continuous sample paths or, equivalently, a random variable with values in C ([0, T ] : P(Rd)).
Our first main result gives a large deviation principle for µn in P(C ([0, T ] : Rd)). We begin by introducing
the associated rate function. This function will be described in terms of solutions to certain controlledMckean-
Vlasov equations which we now introduce. Recall the Polish spaces R and R1 of relaxed controls from the
Introduction.
Given ϕ ∈ L2([0, T ] : Rk) and a continuous map ν : [0, T ]→ P(Rd), consider the controlled nonlinear SDE
S1[ϕ, ν], on some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}), equipped with an m-dimensional F¯t-Brownian
motion W :
S1[ϕ, ν]
.
=


dX¯(t) = b(X¯(t), ν(t)) dt +
(∫
Rm
σ(X¯(t), ν(t))y ρt(dy)
)
dt+ σ(X¯(t), ν(t)) dW (t)
+ α(X¯(t), ν(t))ϕ(t) dt,
X¯(t) ∼ ν(t), t ∈ [0, T ], ν(0) = ξ0,
(2.1)
where ξ0 ∈ P(Rd) is as in Condition 2.1. In the above equation ρ is an R1-valued random variable such
that ρ([0, t]× A) is F¯t-measurable for every A ∈ B(Rm) and t ∈ [0, T ], and X¯ is an F¯t-adapted stochastic
process with sample paths in C ([0, T ] : Rd). The notation X¯(t) ∼ ν(t) signifies that X¯(t) has probability
distribution ν(t), i.e. P¯ ◦X(t)−1 = ν(t). We note that S1[ϕ, ν] is driven by two types of controls, the control
ϕ is a deterministic function whereas ρ represents a random control in the dynamics.
A triple (X¯, ρ,W ) that solves S1[ϕ, ν] for a given ϕ and ν can be viewed as a Z1-valued random variable,
where
Z1
.
= X ×R1 ×W , X .= C ([0, T ] : Rd), and W .= C ([0, T ] : Rm).
The distribution of (X¯, ρ,W ) on Z1 is an element of P(Z1) and is called a weak solution of the controlled
SDE S1[ϕ, ν]. Define
P2(Z1)
.
=
{
Θ ∈ P(Z1) : EΘ
[∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
<∞
}
,
where in the above display EΘ denotes expectation on (Z1,B(Z1),Θ) and, abusing notation, ρ is the second
coordinate map on (Z1,B(Z1)), i.e.
ρ(x, r, w)
.
= r, (x, r, w) ∈ Z1.
Note that, the above expectation can be written as
EΘ
[∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
=
∫
R1
∫
Rm×[0,T ]
‖y‖2 r(dy dt) [Θ]2(dr).
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For Θ ∈ P(Z1), let νΘ : [0, T ]→ P(Rd) be defined as
νΘ(t)(B)
.
= Θ {(x, r, w) ∈ Z1 : x(t) ∈ B} , B ∈ B(Rd).
Note that if Θ is a weak solution of S1[ϕ, ν], then ν(t) = νΘ(t) for all t ∈ [0, T ]. For a given ϕ ∈ L2([0, T ] : Rd),
let E1[ϕ] denote the subset of P2(Z1) given as
E1[ϕ]
.
= {Θ ∈ P2(Z1) : Θ is a weak solution to S1[ϕ, νΘ]} . (2.2)
Then the candidate rate function for the LDP for µn is
I1(ν)
.
= inf
ϕ∈L2([0,T ]:Rk)
{
inf
Θ∈E1[ϕ]:[Θ]1=ν
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt
}
, (2.3)
for ν ∈ P(X ), where λ ∈ (0,∞) is introduced below.
The following is the first main result of this work. It gives a LDP in the case κ(n) is of the order n−1/2.
Later in Section 2.3 we will consider the large deviation behavior when κ(n) is of smaller or higher order than
n−1/2. Part 1 below gives a law of large numbers result while part 2 establishes a large deviation principle.
Denote the element δ{0}(dy) dt of R as r
o.
Theorem 2.1. Suppose that Conditions 2.1, 2.2 hold and that κ(n)→ 0 as n→∞.
1. There is a µ∗ ∈ P(X ) such that µn → µ∗ in probability. Furthermore, µ∗ can be characterized as the
first marginal [Θ]1 of Θ, where Θ is the unique element in P(Z1) that is a weak solution of S1[0, νΘ]
and satisfies [Θ]2 = δro .
2. Suppose in addition that Condition 2.3 is satisfied and that
√
nκ(n) → λ ∈ (0,∞). Then {µn}n∈N
satisfies a large deviation principle on P(X ) with speed n and rate function I1.
Proof of Theorem 2.1 will be given in Section 3.
Remark 2.1. Since the map ν 7→ {t 7→ ν(t)} from P(X ) to C ([0, T ] : P(Rd)) is a continuous map, we
have by the contraction principle that µn(·) regarded as a sequence of random variables with values in
C ([0, T ] : P(Rd)) satisfies a LDP as well.
2.2 Interacting Particle Systems for Feynman-Kac Functionals
In this section we consider a setting where the interaction term is given in terms of a weighted empirical
measure of the states of the particles and where the weights are governed by another system of stochastic
equations. Let (Ω,F , P, {Ft}), {Wi}, B be as in Section 2.1. Consider for n ∈ N, a collection of stochastic
processes {(Xni , Ani )}ni=1 with sample paths in C ([0, T ] : Rd×R+) given by the system of equations in (1.12).
Here θ : R+ → R+, κ : N → R+, and b, σ, α, c, γ, and β are suitable maps. Note that µn(t) in this set
of equations can also be represented as on the right side of (1.13). In addition to Condition 2.2 on the
coefficients, we will assume the following condition.
Condition 2.4. The maps c, γ, β are bounded and Lipschitz from Rd ×M+(Rd) to Rd, Rm, and Rk respec-
tively. Namely, there is a K ∈ (0,∞) such that for each x, y ∈ Rd and µ, ν ∈ M+(Rd),
1. ‖c(x, µ)‖2 + ‖γ(x, µ)‖2 + ‖β(x, µ)‖2 ≤ K2, and
2. ‖c(x, µ)− c(y, ν)‖+ ‖γ(x, µ)− γ(y, ν)‖+ ‖β(x, µ)− β(y, ν)‖ ≤ K (‖x− y‖+ dBL(µ, ν)).
The weights in the random measure µn(t) are determined through the map θ on which we make the
following assumption.
Condition 2.5. Either one of the following hold:
(a) θ ∈ C 2(R+) and
sup
x∈R+
|θ′(x)x| + sup
x∈R+
|θ′′(x)x2| <∞. (2.4)
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(b) There is a L ∈ (0,∞) such that |θ(x) − θ(y)| ≤ L|x− y| for all x, y ∈ R+.
Condition 2.5(b) simply says that θ is a Lipschitz function. It is easily checked that under Condition
2.5(a), θ is Lipschitz as well. The latter condition, in addition, implies an (at most) logarithmic growth on θ.
Under Conditions 2.2, 2.4, and 2.5, there is a unique pathwise solution to the system of equations in
(1.12). Although the proof is standard, we provide a sketch in Appendix B. The object of interest is the
stochastic process {µn(t)}t∈[0,T ] which is regarded as a random variable with values in C ([0, T ] : M+(Rd)).
Our second main result gives a large deviation principle for µn(·) in this path space. We introduce two
additional conditions that will be needed for this result. For the initial values {(ani , xni )} in (1.12) we will
assume the following in addition to Condition 2.1:
Condition 2.6. There exists η0 ∈ P(Rd × R+) such that for all η0-integrable g : Rd × R+ → R,
lim
n→∞
1
n
n∑
i=1
g(xni , a
n
i ) = 〈g, η0〉.
Furthermore,
sup
n≥1
1
n
n∑
i=1
(ani )
2 <∞ and sup
n≥1
1
n
n∑
i=1
(log ani )
− <∞.
Note that when both Conditions 2.1 and 2.6 hold, we have [η0]1 = ξ0, where [η0]1 is the marginal distribution
of η0 on R
d.
Finally, for the large deviations result, in addition to Condition 2.3, we will assume that the diffusion
coefficient γ depends on the state of the system only through the empirical measure, namely:
Condition 2.7. For x ∈ Rd and µ ∈ M+(Rd), γ(x, µ) = γ(µ).
We now present the rate function that will govern the LDP for {µn(·)}. Given ϕ ∈ L2([0, T ] : Rk) and
ν ∈ C ([0, T ] : M+(Rd)) as in Section 2.1, consider the controlled nonlinear SDE S2[ϕ, ν] given on some
filtered probability space (Ω¯, F¯ , P¯ , {F¯t}), equipped with an m-dimensional F¯t-Brownian motion W :
S2[ϕ, ν]
.
=


dX¯(t) = b(X¯(t), ν(t)) dt +
(∫
Rm
σ(X¯(t), ν(t))y ρt(dy)
)
dt+ σ(X¯(t), ν(t)) dW (t)
+ α(X¯(t), ν(t))ϕ(t) dt,
dA¯(t) = A¯(t)c(X¯(t), ν(t)) dt +
(∫
Rm
A¯(t)γT (X¯(t), ν(t))y ρt(dy)
)
dt
+ A¯(t)γT (X¯(t), ν(t)) dW (t) + A¯(t)βT (X¯(t), ν(t))ϕ(t) dt,
〈f, ν(t)〉 = E¯[θ(A¯(t))f(X¯(t))] for every f ∈ Cb(Rd), t ∈ [0, T ], (X¯(0), A¯(0)) ∼ η0,
(2.5)
where E¯ denotes expectation with respect to P¯ . Here ρ is as in Section 2.1, and X¯ and A¯ are F¯t-adapted
stochastic processes with sample paths in C ([0, T ] : Rd) and C ([0, T ] : R+), respectively, such that
E¯
[
sup
0≤t≤T
θ(A¯(t))
]
<∞.
A quadruple (X¯, A¯, ρ,W ) that solves S2[ϕ, ν] is a Z2-valued random variable, where
Z2
.
= X × Y ×R1 ×W , Y .= C ([0, T ] : R+),
and X ,W ,R1 are as before. The distribution of (X¯, A¯, ρ,W ) on Z2 is an element of P(Z2) and is called a
weak solution of S2[ϕ, ν]. Let
P2(Z2)
.
=
{
Θ ∈ P(Z2) : EΘ
[∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
<∞, EΘ
[
sup
0≤t≤T
θ(A¯(t))
]
<∞
}
.
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Note that if Θ ∈ P2(Z2) then νΘ ∈ C ([0, T ] : M+(Rd)), where νΘ is defined as
〈f, νΘ(t)〉 .= EΘ
[
θ(A¯(t))f(X¯(t))
]
for f ∈ Cb(Rd), t ∈ [0, T ], (2.6)
and if such a Θ is a weak solution of S2[ϕ, ν], then, for every t ∈ [0, T ], ν(t) = νΘ(t). Let ν0 ∈ M+(Rd) be
defined by
〈f, ν0〉 .=
∫
Rd×R+
θ(a)f(x) η0(dx da) for f ∈ Cb(Rd), (2.7)
where η0 is as in Condition 2.6. Note that any weak solution Θ of S2[ϕ, νΘ] satisfies ν0 = νΘ(0). Given
ϕ ∈ L2([0, T ] : Rd), let
E2[ϕ]
.
= {Θ ∈ P2(Z2) : Θ is a weak solution to S2[ϕ, νΘ]}.
The candidate rate function is given as
I2(ν)
.
= inf
ϕ∈L2([0,T ]:Rk)
{
inf
Θ∈E2[ϕ]:νΘ=ν
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt
}
, (2.8)
for ν ∈ C ([0, T ] : M+(Rd)). The following is the second main result of this work. As in Section 2.1 here we
only consider the case where κ(n) is of order n−1/2. Values of κ(n) of higher or lower order than n−1/2 will
be considered in Section 2.3.
Once more, the first part of the theorem below gives a law of large numbers (LLN) and the second part
establishes a LDP. The proof is given in Section 4.
Theorem 2.2. Suppose that Conditions 2.1, 2.2, 2.4, 2.5, and 2.6 hold and that κ(n)→ 0 as n→∞.
1. There is a µ∗ ∈ C ([0, T ] : M+(Rd)) such that µn → µ∗ in probability. Furthermore, µ∗ can be
characterized as the map t 7→ νΘ(t), where Θ is the unique element in P(Z2) that is a weak solution
of S2[0, νΘ] and satisfies [Θ]3 = δro .
2. Suppose that σ and γ satisfy Conditions 2.3 and 2.7, and either (i) θ satisfies Condition 2.5(a), or
(ii) θ satisfies Condition 2.5(b) and γ ≡ 0. Also suppose that √nκ(n) → λ ∈ (0,∞). Then {µn}n∈N
satisfies a large deviation principle on C ([0, T ] : M+(R
d)) with speed n and rate function I2.
Remark 2.2. (a) Consider the empirical measure of {Xni (s), Ani (s)} on Rd × R+, given as
µˆn(s)
.
=
1
n
n∑
i=1
δ(Xni (s),Ani (s))
.
Then the system in equation (1.12) can be written in form of a system as in (1.11) in which Xni is
replaced by the pair (Xni , A
n
i ). With such a rewriting, one may attempt to deduce Theorem 2.2 as a
corollary of Theorem 2.1. However, with this reformulation, the conditions needed for Theorem 2.1 are
too restrictive. In particular, conditions assumed in the statement of Theorem 2.2 will, in general, not
imply the conditions of Theorem 2.1 (with the new coefficients obtained through the reformulation).
Specifically, requiring Conditions 2.2 and 2.3 for the reformulated system will say that θ is bounded and
γ ≡ 0.
(b) A minor modification of the proof of Theorem 2.2 shows in fact that the joint empirical measure
1
n
∑n
i=1 δ(Xni ,Ani ) satisfies a LDP on P(C ([0, T ] : R
d × R+)). Note that since θ may be unbounded, the
map Θ→ νΘ is not continuous (in fact in general not even well defined) on all of P(C ([0, T ] : Rd×R+))
and so one cannot deduce a LDP for µn from that of the joint empirical measure by a direct application
of the contraction principle. In any case, the amount of work needed to establish the LDP for µn is about
the same as that needed for the LDP for the joint empirical measure.
(c) In Theorem 2.2, for the case where θ satisfies Condition 2.5(b), we require that γ ≡ 0. The reason for
this restrictive requirement on γ can be seen as follows. Consider the simplest example of a θ satisfying
Condition 2.5(b), namely θ(x) = x. Consider also the simplest form of a non-zero γ in (1.12), namely
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γ(x, µ) = γ ∈ Rm \ {0}. Also suppose that β ≡ 0, c(x, µ) ≡ c ∈ R, and that ani = 1 for all i, n. Then the
second set of equations in (1.12) reduces to
Ani (t) = cA
n
i (t) dt+ γA
n
i (t) dWi(t), A
n
i (0) = 1, 1 ≤ i ≤ n.
Namely,
Ani (t) = exp
{(
c− γ
2
2
)
t+ γWi(t)
}
.
In this case, a LDP for µn(·) will in particular say (by the contraction principle) that the sequence
{µn(1)(Rd)} satisfies a LDP. However the latter is just a LDP for the empirical mean of iid random
variables, {Ani (1}, namely 1n
∑n
i=1 A
n
i (1), which is the subject of Crame´r’s theorem. However the key
condition for this theorem, namely the finiteness of the moment generating function in a neighborhood
of the origin, fails to hold in this case.
2.3 Intensity of the common noise
The LDP in Theorems 2.1 and 2.2 are established under the condition that the common noise intensity κ(n)
is O(1/
√
n). If this intensity approaches 0 at a different rate, the form of the rate function is expected to
be different. In this section we discuss such results. We will consider two cases: Case I:
√
nκ(n) → 0, and
Case II:
√
nκ(n)→ ∞. Let E1[ϕ] for a given ϕ ∈ L2([0, T ] : Rk) be as in Section 2.1. In order to define the
rate function in the second case, we consider, for a ϕ as above and a ν ∈ C ([0, T ] : P(Rd)), the controlled
nonlinear SDE S˜1[ϕ, ν], on some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}), equipped with a m-dimensional
F¯t-Brownian motion W :
S˜1[ϕ, ν]
.
=
{
dX¯(t) = b(X¯(t), ν(t)) dt + σ(X¯(t), ν(t)) dW (t) + α(X¯(t), ν(t))ϕ(t) dt,
X¯(t) ∼ ν(t), t ∈ [0, T ], ν(0) = ξ0.
(2.9)
The difference between the above equation and the equation in (2.1) is the absence of the control term ρt on
the right side of (2.9). The distribution, on X ×W , of a pair (X¯,W ) that solves (2.9) for a given ϕ and ν
will be called a weak solution of S˜1[ϕ, ν].
For a ϕ ∈ L2([0, T ] : Rk), let
E˜1[ϕ]
.
=
{
Θ ∈ P(X ×W ) : Θ is a weak solution to S˜1[ϕ, νΘ]
}
. (2.10)
For ν ∈ P(C ([0, T ] : Rd)), we denote the map t 7→ ν(t), once more as ν. The following result gives a LDP
when κ(n) is different from O(1/
√
n). Recall that we assume κ(n) → 0 as n → ∞. Also recall the space
X = C ([0, T ] : Rd).
Theorem 2.3. Let {µn}n∈N be as in Section 2.1. Suppose that Conditions 2.1 and 2.2 hold.
(i) Suppose in addition that Condition 2.3 is satisfied. If
√
nκ(n) → 0 as n → ∞, then {µn} satisfies a
LDP on P(X ) with speed n and rate function I˜1 given as
I˜1(ν)
.
= inf
Θ∈E1[0]:[Θ]1=ν
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
, ν ∈ P(X ). (2.11)
(ii) If
√
nκ(n)→∞ as n→∞, then {µn} satisfies a LDP on P(X ) with speed κ(n)−2 and rate function
I˜1 given as
I˜1(ν)
.
= inf
ϕ∈L2([0,T ]:Rk)
{
inf
Θ∈E˜1[ϕ]:[Θ]1=ν
1
2
∫ T
0
‖ϕ(t)‖2 dt
}
, ν ∈ P(X ). (2.12)
The proof of Theorem 2.3 is very similar to that of Theorem 2.1 and therefore we will only provide a
sketch and leave the details to the reader. This sketch is given in Section 5.
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Remark 2.3. Consider the special case discussed in the Introduction (see (1.6)) in which the interaction only
comes through the common Brownian motion. For this special case the results in Theorems 2.1 and 2.3
(by some minor proof modifications) say the following. Suppose that the coefficients b, σ and α in (1.6) are
Lipschitz. Also, suppose first that
√
nκ(n)→ λ ∈ (0,∞). Then {µn} as introduced in (1.7) satisfies a LDP
in P(X ) with speed n and rate function I defined in (1.8). If
√
nκ(n) → 0, then {µn} satisfies a LDP
with speed n and rate function I˜1 as in (2.11) and where E1[·] is as introduced below (1.7). Finally, when√
nκ(n)→∞, then {µn} satisfies a LDP with speed κ(n)−2 and rate function I˜1 given simply as
I˜1(ν) = inf
ϕ
{
1
2
∫ T
0
‖ϕ(t)‖2 dt
}
,
where the infimum is taken over all ϕ ∈ L2([0, T ] : Rk) such that the solution {X} of the controlled SDE
X(t) = x+
∫ t
0
b(X(s)) ds+
∫ t
0
σ(X(s)) dW (s) +
∫ t
0
α(X(s))ϕ(s) ds, t ∈ [0, T ],
has probability law ν.
One can also give an analogue of Theorem 2.3 for Feynman-Kac weighted measures of the form in Section
2.2. We state such a result and leave proof details to the reader.
Consider, for a ϕ ∈ L2([0, T ] : Rk) and a ν ∈ C ([0, T ] : M+(Rd)), the controlled nonlinear SDE S˜2[ϕ, ν],
on some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}), equipped with a m-dimensional F¯t-Brownian motion W :
S˜2[ϕ, ν]
.
=


dX¯(t) = b(X¯(t), ν(t)) dt + σ(X¯(t), ν(t)) dW (t) + α(X¯(t), ν(t))ϕ(t) dt,
dA¯(t) = A¯(t)c(X¯(t), ν(t)) dt + A¯(t)γT (X¯(t), ν(t)) dW (t) + A¯(t)βT (X¯(t), ν(t))ϕ(t) dt,
〈f, ν(t)〉 = E¯[θ(A¯(t))f(X¯(t))] for every f ∈ Cb(Rd), t ∈ [0, T ], (X¯(0), A¯(0)) ∼ η0,
(2.13)
where E¯ denotes expectation with respect to P¯ . The distribution, on X ×Y ×W , of (X¯, A¯,W ) that solves
(2.13) for a given ϕ and ν will be called a weak solution of S˜2[ϕ, ν]. For a ϕ ∈ L2([0, T ] : Rk), let
E˜2[ϕ]
.
=
{
Θ ∈ P(X × Y ×W ) : Θ is a weak solution to S˜2[ϕ, νΘ]
}
.
Theorem 2.4. Let {µn}n∈N be as in section 2.2. Suppose that Conditions 2.1, 2.2, 2.3, 2.4, 2.6, and 2.7
hold. Also suppose that, either (i) θ satisfies Condition 2.5(a), or (ii) θ satisfies Condition 2.5(b) and γ ≡ 0.
(i) If
√
nκ(n) → 0 as n → ∞, then {µn} satisfies a LDP on C ([0, T ] : M+(Rd)) with speed n and rate
function I˜2 given as
I˜2(ν)
.
= inf
Θ∈E2[0]:νΘ=ν
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
, ν ∈ C ([0, T ] : M+(Rd)). (2.14)
(ii) If
√
nκ(n) → ∞ as n → ∞, then {µn} satisfies a LDP on C ([0, T ] : M+(Rd)) with speed κ(n)−2 and
rate function I˜2 given as
I˜2(ν)
.
= inf
ϕ∈L2([0,T ]:Rk)
{
inf
Θ∈E˜2[ϕ]:νΘ=ν
1
2
∫ T
0
‖ϕ(t)‖2 dt
}
, ν ∈ C ([0, T ] : M+(Rd)). (2.15)
3 Proof of Theorem 2.1.
Part 1 follows by a standard argument (cf. [25]), however for completeness we give a sketch in the Appendix.
We now consider part 2.
From the well known equivalence between a LDP and a Laplace principle (cf. [12]) it suffices to show
that the function I1 introduced in (2.3) is a rate function and for every F ∈ Cb(P(X )) the following upper
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and lower bounds are satisfied.
Laplace Upper Bound
lim inf
n→∞
− 1
n
logE
[
e−nF (µ
n)
]
≥ inf
ν∈P(X )
[F (ν) + I1(ν)] . (3.1)
Laplace Lower Bound
lim sup
n→∞
− 1
n
logE
[
e−nF (µ
n)
]
≤ inf
ν∈P(X )
[F (ν) + I1(ν)] . (3.2)
The upper bound is shown in Section 3.1 and the lower bound is treated in Section 3.2. The upper bound
proof does not require Condition 2.3 and we present an argument assuming only Conditions 2.1 and 2.2. The
proof of the statement that I1 is a rate function is very similar to that of the upper bound and thus we only
give a brief sketch which appears in Section 3.3. Proofs rely on a certain stochastic control representation
for the Laplace functional on the left side of (3.1) and (3.2) which we now present.
Given some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}) that supports iid m-dimensional Brownian motions
{Wi}∞i=1 and a k-dimensional Brownian motion B that is independent of the collection {Wi}∞i=1 and such
that for every s, {Wi(t)−Wi(s), B(t)−B(s), i ≥ 1, t ≥ s} is independent of F¯s, denote by A 1,n the class of
F¯t-progressively measurable processes u : [0, T ]× Ω→ Rnm such that
E¯
[∫ T
0
‖u(s)‖2 ds
]
<∞.
For u ∈ A 1,n, we will write u = (u1, . . . , un), where ui is the ith component of u and is m-dimensional. For
M ∈ (0,∞), let
SM
.
=
{
v ∈ L2([0, T ] : Rk) :
∫ T
0
‖v(s)‖2 ds ≤M
}
.
This space will be equipped with the weak topology under which it is a compact space. Note that⋃
M∈N
SM = L
2([0, T ] : Rk).
Also let
A
2
M
.
=
{
Progressively measurable Rk-valued processes v such that v ∈ SM P¯ -a.s.
}
,
and
A
2 .=
{
Progressively measurable Rk-valued processes v such that E¯
[∫ T
0
‖v(s)‖2 ds
]
<∞
}
.
For (u, v) ∈ A 1,n×A 2, consider the controlled analogue of the system in (1.11), driven by controls (u, v):
dX¯ni (t) = b(X¯
n
i (t), µ¯
n(t)) dt+ σ(X¯ni (t), µ¯
n(t))ui(t) dt+ α(X¯
n
i (t), µ¯
n(t))v(t) dt
+ σ(X¯ni (t), µ¯
n(t)) dWi(t) + κ(n)α(X¯
n
i (t), µ¯
n(t)) dB(t),
X¯ni (0) = x
n
i , 1 ≤ i ≤ n,
(3.3)
where µ¯n(t) = 1n
∑n
i=1 δX¯ni (t). Using the Lipschitz and boundedness conditions on the coefficients it is easy
to check that the above system of equations has a unique solution. We also consider the empirical measure
µ¯n = 1n
∑n
i=1 δX¯ni which is a P(X )-valued random variable. A form of the following representation was first
shown in [5]. The representation given below, that allows for an arbitrary filtered probability space on the
right side was given in [7] (see also [8]). All expectations will be denoted by E unless specified otherwise.
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Theorem 3.1. For any F ∈ Cb(P(X )) and for each n ∈ N,
− 1
n
logE
[
e−nF (µ
n)
]
= inf
(u,v)∈A 1,n×A 2
E
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖v(t)‖2 dt+ F (µ¯n)
]
. (3.4)
Furthermore, for every δ > 0, there is an M <∞ such that for each n ∈ N,
− 1
n
logE
[
e−nF (µ
n)
]
≥ inf
(u,v)∈A 1,n×A 2
M
E
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖v(t)‖2 dt+ F (µ¯n)
]
− δ.
(3.5)
We now use the above result to complete the proof of (3.1) and (3.2).
3.1 Laplace Upper Bound
Throughout this section we assume that Conditions 2.1 and 2.2 are satisfied. As noted previously, the upper
bound proof does not require Condition 2.3 and so this condition will not be used in this section.
Fix F ∈ Cb(P(X )) and δ ∈ (0, 1). From Theorem 3.1 there is an M <∞ such that for each n ∈ N, one
can find (un, vn) ∈ A 1,n ×A 2M such that
− 1
n
logE
[
e−nF (µ
n)
]
≥ E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
− δ, (3.6)
where µ¯n = 1n
∑n
i=1 δX¯ni and X¯
n
i are given by (3.3) (repalcing (u, v) with (u
n, vn)). We will next show that
lim inf
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≥ inf
ϕ∈L2([0,T ]:Rk)
inf
Θ∈E1[ϕ]
(
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1)
)
.
(3.7)
Since δ ∈ (0, 1) is arbitrary, the inequality in (3.1) is immediate from (3.7) on using the definition of I1 in
(2.3).
We now prove (3.7). From (3.6) it follows that
sup
n∈N
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt
]
≤ 2‖F‖∞ + 1. (3.8)
The following lemma shows that under such a uniform boundedness property, one has the tightness of certain
key occupation measures.
Lemma 3.2. Suppose for some M ∈ (0,∞), {(un, vn)}n∈N is a sequence with (un, vn) ∈ A 1,n × A 2M for
each n, and suppose {un}n∈N satisfies, for some L ∈ (0,∞),
sup
n∈N
E
[
1
n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt
]
≤ L. (3.9)
Define P(Z1)-valued random variables
Qn(A× R× C) .= 1
n
n∑
i=1
δX¯ni (A)δρ
n
i
(R)δWi(C), A×R× C ∈ B(Z1), (3.10)
where X¯ni is defined as in (3.3) (repalcing (u, v) with (u
n, vn)), and
ρni (E ×B) .=
∫
B
δun
i
(t)(E) dt, E ∈ B(Rm), B ∈ B([0, T ]). (3.11)
Then {(Qn, vn)}n∈N is tight as a sequence of P(Z1)× SM -valued random variables.
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Proof. Since SM is compact, tightness of {vn} is immediate. The third marginals of Qn are clearly tight
sinceWi are iid. The first marginal of Q
n, namely [Qn]1, equals µ¯
n. For each n let γn = E[µ¯n]. For tightness
of {µ¯n}n∈N, it suffices to prove that the family {γn}n∈N of measures on X is relatively compact.
By using the growth properties on the coefficients it follows that, for some c1 ∈ (0,∞) and all n ∈ N,
E
[
sup
0≤s≤T
‖X¯ni (s)‖2
]
≤ c1
(
1 + ‖xni ‖2 + E
[∫ T
0
‖uni (s)‖2 ds
])
. (3.12)
Thus,
sup
n∈N
∫
X
sup
0≤t≤T
‖ψ(t)‖2 dγn(ψ) = sup
n∈N
1
n
n∑
i=1
E
[
sup
0≤t≤T
‖X¯ni (t)‖2
]
≤ c1 sup
n∈N
(
1 +
1
n
n∑
i=1
‖xni ‖2 + E
[
1
n
n∑
i=1
∫ T
0
‖uni (s)‖2 ds
])
<∞, (3.13)
where the last inequality is from (3.9) and Condition 2.1.
Next note that for any ǫ ∈ (0, 1) and t ∈ [0, T − ǫ],
‖X¯ni (t+ ǫ)− X¯ni (t)‖2 ≤ c2
(∥∥∥∥
∫ t+ǫ
t
b(X¯ni (s), µ¯
n(s)) ds
∥∥∥∥
2
+
∥∥∥∥
∫ t+ǫ
t
σ(X¯ni (s), µ¯
n(s))uni (s) ds
∥∥∥∥
2
+
∥∥∥∥
∫ t+ǫ
t
α(X¯ni (s), µ¯
n(s))vn(s) ds
∥∥∥∥
2
+
∥∥∥∥
∫ t+ǫ
t
σ(X¯ni (s), µ¯
n(s)) dWi(s)
∥∥∥∥
2
+κ(n)2
∥∥∥∥
∫ t+ǫ
t
α(X¯ni (s), µ¯
n(s)) dB(s)
∥∥∥∥
2
)
.
Thus for any stopping time τ taking values in [0, T − ǫ], using the Cauchy-Schwarz inequality, the linear
growth of b, and the boundedness of α and σ,
E
[∥∥X¯ni (τ + ǫ)− X¯ni (τ)∥∥2] ≤ c3ǫ
(
1 + E
[
sup
0≤s≤T
‖X¯ni (s)‖2
]
+ E
[∫ T
0
‖uni (s)‖2 ds
])
,
where the constant c3 does not depend on n, ǫ, or the stopping time τ . Denoting by Tǫ the collection of all
stopping times τ , with respect to the canonical filtration generated by the coordinate process on X , taking
values in [0, T − ǫ], we now have
sup
τ∈Tǫ
∫
X
‖ϕ(τ + ǫ)− ϕ(τ)‖2 dγn(ϕ) ≤ c3ǫ
(
1 +
1
n
n∑
i=1
E
[
sup
0≤s≤T
‖X¯ni (s)‖2
]
+ E
[
1
n
n∑
i=1
∫ T
0
‖uni (s)‖2 ds
])
≤ c3ǫ
(
1 +
∫
X
sup
0≤t≤T
‖ψ(t)‖2 dγn(ψ) + L
)
.
Using (3.13) in the above display,
lim sup
ǫ→0
sup
n∈N
sup
τ∈Tǫ
∫
X
‖ϕ(τ + ǫ)− ϕ(τ)‖2 dγn(ϕ) = 0.
Thus from the Aldous-Kurtz tightness criterion, we have that the collection γn is relatively compact which,
as noted previously, gives the tightness of the collection {µ¯n} = {[Qn]1}.
Finally we consider the second marginals of Qn. Define
g(r)
.
=
∫
Rm×[0,T ]
‖y‖2 r(dy dt), r ∈ R1.
15
We note that g has compact level sets. Indeed, for c ∈ R+, let Lc = {r ∈ R1 : g(r) ≤ c} denote the
corresponding level set. By Chebyshev’s inequality,
sup
r∈Lc
r
({
y ∈ Rd : ‖y‖ > M}× [0, T ]) ≤ sup
r∈Lc
g(r)
M2
≤ c
M2
→ 0
as M → ∞. This shows that Lc is relatively compact in R. Let {rn} ⊂ Lc be a sequence that converges in
R to some r∗. By Fatou’s lemma, g(r∗) ≤ c, and so r∗ ∈ Lc. Also, by the uniform integrability that follows
from
sup
n≥1
∫
Rm×[0,T ]
‖y‖2 rn(dy dt) = sup
n≥1
g(rn) ≤ c,
the moments of rn also converge to the moments of r
∗. Thus rn → r∗ in R1, establishing compactness of Lc
in R1. Let G : P(R1)→ [0,∞] be given as
G(θ)
.
=
∫
R1
g(r) θ(dr).
Then G is a tightness function on P(R1) (namely it has relatively compact level sets), and thus to establish
the tightness of the second marginals {[Qn]2}, it suffices to show that
sup
n≥1
E[G([Qn]2)] <∞. (3.14)
For each n ∈ N,
E[G([Qn]2)] = E
[∫
R1
g(r) [Qn]2(dr)
]
= E
[
1
n
n∑
i=1
∫
Rm×[0,T ]
‖y‖2 ρni (dy dt)
]
= E
[
1
n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt
]
≤ L.
This proves (3.14) and completes the proof of the tightness of {[Qn]2}. The result follows.
The next lemma characterizes the weak limit points of the sequence (Qn, vn). Recall the collection E1[ϕ]
from (2.2).
Lemma 3.3. Suppose, for some M ∈ (0,∞), {(un, vn)}n∈N is a sequence with (un, vn) ∈ A 1,n × A 2M for
each n, and such that {un}n∈N satisfies (3.9) with some L ∈ (0,∞). Let Qn be defined as in Lemma 3.2. If
(Qn, vn) converges in distribution, along some subsequence, to (Q, v), then Q ∈ E1[v] a.s.
Proof. Let (Q, v) be a weak limit point of (Qn, vn) given on some probability space (Ω∗,F ∗, P ∗). Note that
by Fatou’s lemma,
E∗
[∫
R1
∫
Rm×[0,T ]
‖y‖2 r(dy dt) [Q]2(dr)
]
≤ lim inf
n→∞
E
[
1
n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt
]
≤ L, (3.15)
Thus Q ∈ P2(Z1), P ∗-a.s. Also, since
∫ T
0
‖v(s)‖2ds ≤M , v ∈ L2([0, T ] : Rk) P ∗-a.s. To complete the proof,
we need to argue that for P ∗-a.e. ω ∈ Ω∗, Q(ω) is a weak solution to S1[v(ω), νQ(ω)].
Denote the canonical coordinate variables on Z1 by (z, r, w). By Condition 2.1, [Q
n]1 ◦ (z(0))−1 → ξ0
weakly, which shows that, for P ∗-a.e. ω, under Q(ω), z(0) has distribution ξ0. Denote by {Ht}0≤t≤T the
canonical filtration on (Z1,B(Z1)), namely
Ht
.
= σ{z(s), w(s), r(A × [0, s]), A ∈ B(Rm), s ≤ t}. (3.16)
For f ∈ C 2c (Rd ×Rm), ϕ ∈ L2([0, T ] : Rk), and Θ ∈ P(Z1), consider the process {MΘf,ϕ(t)}0≤t≤T defined on
the probability space (Z1,B(Z1),Θ) by
MΘf,ϕ(t, (z, r, w))
.
= f(z(t), w(t)) − f(z(0), 0)−
∫ t
0
∫
Rm
L
Θ
s (f)(z(s), y, w(s)) rs(dy) ds
−
∫ t
0
〈α(z(s), νΘ(s))ϕ(s),∇xf(z(s), w(s))〉 ds,
(3.17)
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where
L
Θ
s (f)(x, y, w)
.
= 〈b(x, νΘ(s)) + σ(x, νΘ(s))y,∇xf(x,w)〉
+
1
2
d∑
j,j′=1
(σσT )jj′ (x, νΘ(s))
∂2f
∂xj∂xj′
(x,w) +
1
2
m∑
j=1
∂2f
∂w2j
(x,w)
+
d∑
j=1
m∑
j′=1
σjj′ (x, νΘ(s))
∂2f
∂xj∂wj′
(x,w)
(3.18)
for x ∈ Rd and y, w ∈ Rm. Let, for B ∈ (0,∞), ζB : Rm → Rm be such that ζB is a continuous function
with compact support satisfying ζB(y) = y for ‖y‖ ≤ B and ‖ζB(y)‖ ≤ ‖y‖+ 1 for every y ∈ Rm. It will be
convenient to also consider, along with L Θs , the operator L
Θ,B
s which is defined by replacing y on the right
side of (3.18) with ζB(y). Similarly, define M
Θ,B
f,ϕ by replacing L
Θ
s in (3.17) with L
Θ,B
s .
It suffices to show that for each f ∈ C 2c (Rd×Rm), any time instants 0 ≤ t0 < t1 ≤ T , and any Ψ ∈ Cb(Z1)
that is measurable with respect to the sigma field Ht0 , we have,
EQ(ω)
[
Ψ
(
M
Q(ω)
f,v(ω)(t1)−M
Q(ω)
f,v(ω)(t0)
)]
= 0 for P ∗-a.e. ω ∈ Ω∗. (3.19)
In the rest of the proof we suppress ω from the notation. Fix a choice of (t0, t1,Ψ, f) and define Φ :
P(Z1)× SM → R by
Φ(Θ, ϕ) = EΘ
[
Ψ
(
MΘf,ϕ(t1)−MΘf,ϕ(t0)
)]
. (3.20)
Also, for every B ∈ (0,∞), define ΦB by replacingMΘf,ϕ with MΘ,Bf,ϕ in the definition of Φ. We will now show
that (a) for everyB ∈ (0,∞), ΦB is a bounded and continuous map on P(Z1)×SM , (b) supnE∗|ΦB(Qn, vn)−
Φ(Qn, vn)| → 0 and E∗|ΦB(Q, v)−Φ(Q, v)| → 0 as B →∞, and (c) Φ(Qn, vn)→ 0 in probability as n→∞.
The statement in (3.19) is an immediate consequence of (a)-(c).
We first show (a). Let (Θn, ϕn)→ (Θ, ϕ) in P(Z1)× SM as n→∞. Note that this means
∫ T
0
〈ϕn(s)−
ϕ(s), h(s)〉 ds→ 0 for all h ∈ L2([0, T ] : Rk). Thus,
|ΦB(Θ, ϕn)− ΦB(Θ, ϕ)| ≤ ‖Ψ‖∞EΘ
∣∣∣∣
∫ t1
t0
〈α(z(s), νΘ(s))(ϕn(s)− ϕ(s)),∇xf(z(s), w(s))〉 ds
∣∣∣∣
= ‖Ψ‖∞EΘ
∣∣∣∣∣
∫ T
0
1[t0,t1](s)
〈
(ϕn(s)− ϕ(s)), αT (z(s), νΘ(s))∇xf(z(s), w(s))
〉
ds
∣∣∣∣∣
→ 0
(3.21)
as n→∞, where the last convergence follows on observing that h(·) = αT (z(·), νΘ(·))∇xf(z(·), w(·))1[t0,t1](·)
is in L2([0, T ] : Rk) and using dominated convergence theorem. Next note that
sup
ϕ¯∈SM
∣∣∣EΘn [Ψ · (MΘ,Bf,ϕ¯ (t1)−MΘ,Bf,ϕ¯ (t0))]− EΘ [Ψ · (MΘ,Bf,ϕ¯ (t1)−MΘ,Bf,ϕ¯ (t0))]∣∣∣→ 0 (3.22)
as n →∞. This convergence is a consequence of the following facts: (i) Continuity and boundedness of the
map (z, r, w) 7→ f(z(t), w(t)) − ∫ t
0
∫
Rm
L Θ,Bs (f)(z(s), y, w(s)) rs(dy) ds, (ii) the continuity and boundedness
of the map (z, w) 7→ αT (z(s), νΘ(s))∇xf(z(s), w(s)), (iii) the property that supϕ¯∈SM
∫ T
0
‖ϕ¯(s)‖2ds ≤M , and
Cauchy-Schwarz inequality. Next, for some c1 ∈ (0,∞) (possibly depending on B), and all t ∈ [0, T ], ϕ¯ ∈ SM
∣∣∣MΘn,Bf,ϕ¯ (t)−MΘ,Bf,ϕ¯ (t)∣∣∣ ≤
∫ T
0
∫
Rm
∣∣L Θn,Bs (f)(z(s), y, w(s))−L Θ,Bs (f)(z(s), y, w(s))∣∣ rs(dy) ds
+
∫ T
0
|〈(α(z(s), νΘn(s)) − α(z(s), νΘ(s))ϕ¯(s),∇xf(z(s), w(s))〉| ds
≤ c1
(∫ T
0
dBL(νΘn(s), νΘ(s))
2 ds
)1/2
.
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Since, for every s ∈ [0, T ], νΘn(s)→ νΘ(s), we now have
sup
ϕ¯∈SM
∣∣∣EΘn [Ψ · (MΘn,Bf,ϕ¯ (t1)−MΘn,Bf,ϕ¯ (t0))]− EΘn [Ψ · (MΘ,Bf,ϕ¯ (t1)−MΘ,Bf,ϕ¯ (t0))]∣∣∣→ 0 (3.23)
as n→∞. Combining (3.22) and (3.23)
sup
ϕ¯∈SM
|ΦB(Θn, ϕ¯)− ΦB(Θ, ϕ¯)| → 0
as n→∞. Together with (3.21), the above display completes the proof of (a).
In order to see (b), note that, for some c2 ∈ (0,∞), and every n ∈ N,
E|ΦB(Qn, vn)− Φ(Qn, vn)| ≤ c2E
[
EQn
[∫ T
0
∥∥∥∥
∫
Rm
(y − ζB(y)) rs(dy)
∥∥∥∥ ds
]]
= c2E
[
1
n
n∑
i=1
∫ T
0
‖uni (s)− ζB(uni (s))‖ds
]
≤ c2
B
E
[
1
n
n∑
i=1
∫ T
0
2(‖uni (s)‖+ 1)‖uni (s)‖ds
]
≤ 4c2(L+ T )
B
. (3.24)
The first statement in (b) is now immediate. The second statement in (b) is shown similarly by using (3.15).
Finally we consider (c). By the definition of Qn and since νQn(s) = µ¯
n(s),
Φ(Qn, vn)
= EQn
[
Ψ
(
MQ
n
f,vn(t1)−MQ
n
f,vn(t0)
)]
=
1
n
n∑
i=1
Ψ(X¯ni , ρ
n
i ,Wi) ·
(
MQ
n
f,vn(t1, (X¯
n
i , ρ
n
i ,Wi))−MQ
n
f,vn(t0, (X¯
n
i , ρ
n
i ,Wi))
)
=
1
n
n∑
i=1
Ψ(X¯ni , ρ
n
i ,Wi) ·
(
f(X¯ni (t1),Wi(t1))− f(X¯ni (t0),Wi(t0))
−
∫ t1
t0
L
Qn
s (f)(X¯
n
i (s), u
n
i (s),Wi(s)) ds−
∫ t1
t0
〈
α(X¯ni (s), µ¯
n(s))vn(s),∇xf(X¯ni (s),Wi(s))
〉
ds
)
,
By Itoˆ’s formula, for each i, a.s.
f(X¯ni (t1),Wi(t1))− f(X¯ni (t0),Wi(t0))
=
∫ t1
t0
L
Qn
s (f)(X¯
n
i (s), u
n
i (s),Wi(s)) ds+
∫ t1
t0
〈
α(X¯ni (s), µ¯
n(s))vn(s),∇xf(X¯ni (s),Wi(s))
〉
ds
+
∫ t1
t0
[∇xf(X¯ni (s),Wi(s))]T σ(X¯ni (s), µ¯n(s)) dWi(s) +
∫ t1
t0
[∇wf(X¯ni (s),Wi(s))]T dWi(s)
+ κ(n)
∫ t1
t0
[∇xf(X¯ni (s),Wi(s))]T α(X¯ni (s), µ¯n(s)) dB(s)
+
κ(n)2
2
∫ t1
t0
tr
(
(ααT )(X¯ni (s), µ¯
n(s))D2xf(X¯
n
i (s),Wi(s))
)
ds.
Writing Ψni = Ψ(X¯
n
i , ρ
n
i ,Wi), we then have
Φ(Qn, vn) =
1
n
n∑
i=1
Ψni
∫ t1
t0
[∇xf(X¯ni (s),Wi(s))]T σ(X¯ni (s), µ¯n(s)) dWi(s)
+
1
n
n∑
i=1
Ψni
∫ t1
t0
[∇wf(X¯ni (s),Wi(s))]T dWi(s) +T n1 ,
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where using the fact that κ(n)→ 0 as n→∞, we have that T n1 → 0 in probability as n→∞.
Denote the first two terms on the right side of above display as J1n and J
2
n respectively. Using the
boundedness of Ψni , σ, ∇xf , the independence of the Wi, the fact that Ψni are Ht0 measurable, and Itoˆ’s
isometry, E[(J1n)
2] ≤ c3/n for some c3 ∈ (0,∞) and all n ∈ N. Thus J1n → 0 in probability as n → ∞.
Similarly, J2n → 0 in probability as n→∞. Combining the above observations we have that Φ(Qn, vn)→ 0
in probability, completing the proof of (c) and therefore of the lemma.
Finally we complete the proof of the Laplace upper bound (3.1) by proving (3.7). By the definition of
Qn,
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
= E
[∫
R1
(
1
2
∫
Rm×[0,T ]
‖y‖2 r(dy dt)
)
[Qn]2(dr) +
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F ([Qn]1)
]
.
Recall the uniform bound (3.8). Then from Lemmas 3.2 and 3.3, (Qn, vn) is tight and if (Q, v) is a weak limit
point then Q ∈ E1[v] a.s. Assume without loss of generality that (Qn, vn) → (Q, v) along the full sequence.
Then by Fatou’s lemma and since
√
nκ(n)→ λ,
lim inf
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≥ E
[∫
R1
(
1
2
∫
Rm×[0,T ]
‖y‖2 r(dy dt)
)
[Q]2(dr) +
1
2λ2
∫ T
0
‖v(t)‖2 dt+ F ([Q]1)
]
≥ inf
ϕ∈L2([0,T ]:Rk)
inf
Θ∈E1[ϕ]
(
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1)
)
,
where the last inequality uses the fact that Q ∈ E1[v] a.s. This completes the proof of the Laplace upper
bound.
3.2 Laplace Lower Bound
Throughout this section we assume that Conditions 2.1, 2.2, and 2.3 are satisfied. Fix ε > 0 and F ∈
Cb(P(X )). Choose a ϕ ∈ L2([0, T ] : Rk) and a Θ ∈ E1[ϕ] such that
1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1) ≤ inf
ν∈P(X )
[F (ν) + I1(ν)] + ε. (3.25)
We will show that there is an M ∈ (0,∞) and a sequence (un, vn) with un ∈ A 1,n and vn ∈ A 2M constructed
on some filtered probability space such that
lim sup
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≤ 1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1).
(3.26)
The Laplace lower bound (3.2) is then immediate from Theorem 3.1 on noting that ε > 0 is arbitrary. The
key ingredient in the proof of (3.26) is the following uniqueness result. Define the map ϑ : Z1 → Z ϑ1 .=
R
d ×R1 ×W as ϑ(z, r, w) .= (z(0), r, w). For Θ ∈ P(Z1), let Θϑ .= Θ ◦ ϑ−1 be the probability measure on
Z ϑ1 induced by Θ under ϑ.
We will say that weak uniqueness holds for (2.1) if, for any given ϕ ∈ L2([0, T ] : Rk) and Θ(1),Θ(2) ∈ E1[ϕ],
whenever Θ
(1)
ϑ = Θ
(2)
ϑ , we have that Θ
(1) = Θ(2).
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Lemma 3.4. Weak uniqueness holds for (2.1).
Proof. Fix ϕ ∈ L2([0, T ] : Rk) and Θ(1),Θ(2) ∈ E1[ϕ]. Suppose that Θ(1)ϑ = Θ(2)ϑ
.
= Λ. Note that Θ(i), i = 1, 2
can be disintegrated as
Θ(i)(dx, dr, dw) = Θ˜(i)(r, w, x0, dx)Λ(dx0, dr, dw).
Consider Zˆ1 = X ×X × Rd ×R1 ×W . Define Θˆ ∈ P(Zˆ1) as
Θˆ(dx(1), dx(2), dx0, dr, dw)
.
= Θ˜(1)(r, w, x0, dx
(1))Θ˜(2)(r, w, x0, dx
(2))Λ(dx0, dr, dw)
and denote the coordinate maps on Zˆ1 as (X
(1), X(2), X0, ρ,W ). Note that the process W is a Brownian
motion with respect to the canonical filtration
Hˆt
.
= σ
{
X(1)(s), X(2)(s), ρ(A× [0, s]),W (s), A ∈ B(Rm), s ∈ [0, t]
}
, t ∈ [0, T ],
and for i = 1, 2, X(i) satisfy (2.1) with X¯ replaced with X(i) and ν(t) replaced with ν(i)(t)
.
= νΘ(i)(t).
Also, X(i)(0) = X0 for i = 1, 2. In order to prove the lemma it suffices to show that X
(1) = X(2) a.s. Let
u(t)
.
=
∫
Rm
yρt(dy), t ∈ [0, T ]. Then EΘˆ
∫ T
0 ‖u(t)‖2dt < ∞. By the Lipschitz properties of b, α, and σ, the
property that σ(x, v) ≡ σ(v), and since ϕ ∈ L2([0, T ] : Rk), we have that, for some c1 ∈ (0,∞) and for any
t ∈ [0, T ],
EΘˆ
[
sup
0≤s≤t
‖X(1)(s)−X(2)(s)‖2
]
≤ c1
∫ t
0
(
EΘˆ‖X(1)(s)−X(2)(s)‖2 + dBL(ν(1)(s), ν(2)(s))2
)
ds
+ c1EΘˆ
(∫ T
0
dBL(ν
(1)(s), ν(2)(s)) · ‖u(s)‖ ds
)2
.
(3.27)
Since
EΘˆ
(∫ t
0
dBL(ν
(1)(s), ν(2)(s)) · ‖u(s)‖ ds
)2
≤
∫ t
0
dBL(ν
(1)(s), ν(2)(s))2 ds ·EΘˆ
[∫ T
0
‖u(s)‖2 ds
]
and EΘˆ
∫ T
0
‖u(s)‖2 ds <∞, we have, for all t ∈ [0, T ],
EΘˆ
[
sup
0≤s≤t
‖X(1)(s)−X(2)(s)‖2
]
≤ c2
∫ t
0
(
EΘˆ‖X(1)(s)−X(2)(s)‖2 + dBL(ν(1)(s), ν(2)(s))2
)
ds.
Furthermore, for each t,
dBL(ν
(1)(t), ν(2)(t)) = sup
f∈BL(Rd)
∣∣∣∣
∫
Zˆ1
f(X(1)(t)) dΘˆ −
∫
Zˆ1
f(X(2)(t)) dΘˆ
∣∣∣∣ ≤ EΘˆ‖X(1)(t)−X(2)(t)‖.
Thus, for some c3 ∈ (0,∞), we have, for all t ∈ [0, T ],
EΘˆ
[
sup
0≤s≤t
‖X(1)(s)−X(2)(s)‖2
]
≤ c3
∫ t
0
EΘˆ
[
sup
0≤s≤τ
‖X(1)(s)−X(2)(s)‖2
]
dτ.
By Gronwall’s inequality, this shows that X(1) and X(2) are indistinguishable on [0, T ] and completes the
proof of the lemma.
Now we return to the construction of (un, vn) that satisfy (3.26), where recall that Θ and ϕ are chosen
to satisfy (3.25). Let (X¯, ρ,W ) be the coordinate maps on the space (Z1,B(Z1),Θ) equipped with the
canonical filtration Ht, defined in (3.16), namely
Ht = σ {X(s), ρ(A× [0, s]),W (s) : A ∈ B(Rm), s ≤ t} .
Since Θ ∈ E1[ϕ], equation (2.1) is satisfied with ν(t) = νΘ(t) and νΘ(0) = ξ0.
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Disintegrate Θϑ as
Θϑ(dx, dr, dw) = ξ0(dx) [Θ]3(dw) Λˆ0(x,w, dr).
Let V
.
= C ([0, T ] : Rk) and define
Ω′
.
= (R1 ×W )∞ × V , F ′ .= B(Ω′).
Elements of Ω′ are of the form (r, w, β), where β ∈ V , r = (r1, r2, . . .), w = (w1, w2, . . .), ri ∈ R1 and wi ∈ W
for each i ∈ N. On the measurable space (Ω′,F ′) define the random variables
Wi(t, (r, w, β))
.
= wi(t), B(t, (r, w, β))
.
= β(t), ρi(r, w, β)
.
= ri,
for each t ∈ [0, T ] and i ∈ N. Let Γ be the standard Wiener measure on V . Recall the initial values {xni }
introduced in Section 2.1. For each n ∈ N, define the probability measure Pn on (Ω′,F ′) by
dPn(r, w, β) =
[
n⊗
i=1
[Θ]3(dwi) Λˆ0(x
n
i , wi, dri)
∞⊗
i=n+1
[Θ](2,3)(dri, dwi)
]
⊗ Γ(dβ).
Under Pn, {Wi}1≤i≤n and B are mutually independent Brownian motions. Define the sequence {Λn}n∈N of
P(Rd ×R1 ×W )-valued random variables on (Ω′,F ′) by
Λn(A×R× C) = 1
n
n∑
i=1
δxn
i
(A)δρi(R)δWi(C), A×R× C ∈ B(Rd ×R1 ×W ).
Then by Condition 2.1,
Pn ◦ (Λn)−1 → δΘϑ . (3.28)
Let, for n ∈ N, vn .= ϕ. Denoting ∫ T0 ‖ϕ(s)‖2ds .= M , we have that vn ∈ SM for every n. Next, for each
i ∈ N, let
ui(t)
.
=
∫
Rm
y (ρi)t(dy), t ∈ [0, T ], (3.29)
where (ρi)t(dy) dt = ρi(dy dt), and for each n ∈ N, let (X¯n1 , . . . , X¯nn ) be the solution on (Ω′,F ′, Pn) of the
system (3.3), where µ¯n(t) = 1n
∑n
i=1 δX¯ni (t) for each t ∈ [0, T ]. Unique solvability of the above equation is a
consequence of our assumptions on the coefficients, namely Condition 2.2.
For each n, define the occupation measure Qn by (3.10), replacing ρni with ρi. That is,
Qn(B ×R×D) .= 1
n
n∑
i=1
δX¯ni (B)δρi(R)δWi(D), B ×R×D ∈ B(Z1).
Let En denote expectation over the probability measure Pn. Then
lim sup
n→∞
En
[
1
n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt
]
= lim sup
n→∞
1
n
n∑
i=1
∫
R1×W
∫ T
0
∥∥∥∥
∫
Rm
y rt(dy)
∥∥∥∥
2
dt Λˆ(xni , w, dr) [Θ]3(dw)
= EΘ
[∫ T
0
∥∥∥∥
∫
Rm
y ρt(dy)
∥∥∥∥
2
dt
]
≤ EΘ
[∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
<∞, (3.30)
where the second equality is from Condition 2.1. It follows from Lemma 3.2 that {(Qn, vn)}n∈N is tight.
If (Q, v) is a limit point of this sequence defined on some probability space (Ω˜, F˜ , P˜ ), then v = ϕ P˜ -a.s.,
and, by Lemma 3.3, Q ∈ E1[v] = E1[ϕ] P˜ -a.s. Recall that Θ ∈ E1[ϕ] as well. By (3.28), for P˜ -a.e. ω ∈ Ω˜,
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Qϑ(ω) = Θϑ. Thus by the weak uniqueness established in Lemma 3.4, Q = Θ P˜ -a.s., and so Q
n → Θ in
probability. Finally,
lim sup
n→∞
En
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
= lim sup
n→∞
En
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F ([Qn]1)
]
≤ 1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1),
(3.31)
which follows from (3.30), the equality vn = ϕ, the weak convergence Qn → Θ, and the assumption that√
nκ(n)→ λ. This proves (3.26) and completes the proof of the lower bound.
3.3 Rate Function Property
In this section we sketch the proof of the fact that I1 defined in (2.3) is a rate function. The proof is very
similar to the Laplace upper bound and so some details are left to the reader. We will assume Conditions
2.1 and 2.2 are satisfied. Like with the proof of the upper bound, Condition 2.3 is not needed.
Fix L ∈ (0,∞), let ΓL .= {ν ∈ P(X ) : I1(ν) ≤ L}, and let {νn} be a sequence in ΓL. We need to show
that the sequence has a limit point that lies in ΓL. From the definition of I1, we can find, for each n, a
ϕn ∈ L2([0, T ] : Rk) and a Θn ∈ E1[ϕn] with [Θn]1 = νn such that
EΘn
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕn(t)‖2 dt ≤ L+ 1
n
. (3.32)
In particular, {ϕn} ⊂ SM whereM = 2(L+1)λ2. An argument similar to the proof of Lemma 3.2 shows that
the sequence (Θn, ϕn) is relatively compact in P(Z1) × SM . Suppose that (Θn, ϕn) → (Θ, ϕ) along some
subsequence. Then (along the subsequence) νn → ν .= [Θ]1. Sending n→∞ and using lower semicontinuity,
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt ≤ L.
Furthermore, since Θn ∈ E1[ϕn], Φ(Θn, ϕn) = 0 for each n, where Φ is as in (3.20). As shown in Lemma 3.3,
for each B <∞, ΦB(Θn, ϕn)→ ΦB(Θ, ϕ). Also a similar argument as in (3.24) shows that, as B →∞,
sup
n∈N
|ΦB(Θn, ϕn)− Φ(Θn, ϕn)| → 0, |ΦB(Θ, ϕ)− Φ(Θ, ϕ)| → 0.
It then follows that Φ(Θ, ϕ) = 0, proving that Θ ∈ E1[ϕ]. Thus, since ν = [Θ]1,
I1(ν) ≤ EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt ≤ L.
The result follows.
4 Proof of Theorem 2.2.
In this section we prove Theorem 2.2. Proof of part 1 follows by standard arguments and is therefore left to
the Appendix. Proof of part 2 follows similar steps as that for Theorem 2.1. Namely, we prove the Laplace
upper and lower bounds and show that the function I2 introduced in (2.8) is a rate function. The upper
bound is established in Section 4.1 while the lower bound is given in Section 4.2. The rate function property
is verified in Section 4.3.
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For (un, vn) ∈ A 1,n ×A 2M , we consider the following system of controlled SDEs:
dX¯ni (t) = b(X¯
n
i (t), µ¯
n(t)) dt+ σ(X¯ni (t), µ¯
n(t))uni (t) dt+ α(X¯
n
i (t), µ¯
n(t))vn(t) dt
+ σ(X¯ni (t), µ¯
n(t)) dWi(t) + κ(n)α(X¯
n
i (t), µ¯
n(t)) dB(t),
dA¯ni (t) = A¯
n
i (t)c(X¯
n
i (t), µ¯
n(t)) dt+ A¯ni (t)γ
T (X¯ni (t), µ¯
n(t))uni (t) dt+ A¯
n
i (t)β
T (X¯ni (t), µ¯
n(t))vn(t) dt
+ A¯ni (t)γ
T (X¯ni (t), µ¯
n(t)) dWi(t) + κ(n)A¯
n
i (t)β
T (X¯ni (t), µ¯
n(t)) dB(t),
X¯ni (0) = x
n
i , A¯
n
i (0) = a
n
i , 1 ≤ i ≤ n,
(4.1)
where µ¯n(t) is the weighted empirical measure
µ¯n(t) =
1
n
n∑
i=1
θ(A¯ni (t))δX¯ni (t). (4.2)
The existence and uniqueness of strong solutions of the above system of equations is argued in the same way
as for the uncontrolled system in (1.12) (see Appendix B).
The following representation follows along the lines of Theorem 3.1. Let K
.
= C ([0, T ] : M+(R
d)).
Theorem 4.1. For any F ∈ Cb(K ) and for each n ∈ N,
− 1
n
logE
[
e−nF (µ
n)
]
= inf
(u,v)∈A 1,n×A 2
E
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2
∫ T
0
‖v(t)‖2 dt+ F (µ¯n)
]
. (4.3)
Furthermore, for every δ > 0, there is an M <∞ such that for each n ∈ N,
− 1
n
logE
[
e−nF (µ
n)
]
≥ inf
(u,v)∈A 1,n×A 2
M
E
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2
∫ T
0
‖v(t)‖2 dt+ F (µ¯n)
]
− δ. (4.4)
4.1 Laplace Upper Bound
In this section we show that for every F ∈ Cb(K )
lim inf
n→∞
− 1
n
logE
[
e−nF (µ
n)
]
≥ inf
ν∈K
[F (ν) + I2(ν)] , (4.5)
where I2 is as in (2.8). Throughout the section we assume that Conditions 2.1, 2.2, 2.4, 2.5, and 2.6 are
satisfied. We will not make use of Conditions 2.3 and 2.7 for the upper bound proof.
Fix F ∈ Cb(K ) and δ ∈ (0, 1). From Theorem 4.1, there is an M < ∞ and, for each n ∈ N, (un, vn) ∈
A 1,n ×A 2M such that
− 1
n
logE
[
e−nF (µ
n)
]
≥ E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
− δ. (4.6)
We will next show that
lim inf
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≥ inf
ϕ∈L2([0,T ]:Rk)
inf
Θ∈E2[ϕ]
(
EΘ
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F (νΘ)
)
,
(4.7)
where νΘ is as in (2.6). Since δ ∈ (0, 1) is arbitrary, the desired bound in (4.5) is immediate from the above
inequality on recalling the definition of I2 in (2.8). In the rest of this section we prove (4.7).
We begin by observing that from (4.6) we have, as in Section 3.1, that (3.8) is satisfied. The next two
lemmas are analogues of Lemmas 3.2 and 3.3. In Lemma 4.2 below, the result under Condition (ii) in (4.10)
will be used for the proof of the LLN sketched in the Appendix.
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Lemma 4.2. Suppose for some M ∈ (0,∞), {(un, vn)}n∈N is a sequence with (un, vn) ∈ A 1,n × A 2M for
each n, and suppose {un}n∈N satisfies, for some L ∈ (0,∞),
sup
n∈N
E
[
1
n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt
]
≤ L. (4.8)
Define the P(Z2)-valued random variable Q
n as
Qn(A×R × C) = 1
n
n∑
i=1
δ(X¯n
i
,A¯n
i
)(A)δρni (R)δWi(C), A×R× C ∈ B(Z2), (4.9)
where ρni is as in (3.11). Suppose that
either (i) γ ≡ 0, or (ii) uni ≡ 0 for all i, n, or (iii) Condition 2.5(a) holds. (4.10)
Then {(Qn, vn)}n∈N is tight as a sequence of P(Z2)× SM -valued random variables.
Proof. Tightness of {vn} is immediate from the compactness of SM . The tightness of [Qn]3 and [Qn]4 follows
as in the proof of Lemma 3.2. Finally we show the tightness of [Qn]1,2. If (i) or (ii) in (4.10) hold, this
tightness follows as the proof of the tightness of [Qn]1 in Lemma 3.2 on recalling Condition 2.6, the linear
growth property of θ, and using the following estimate instead of (3.12):
E
[
sup
0≤s≤T
(‖X¯ni (s)‖2 + (A¯ni (s))2)
]
≤ c1
(
1 + ‖xni ‖2 + (ani )2 + E
[∫ T
0
‖uni (s)‖2 ds
])
. (4.11)
For case (iii) in (4.10), we cannot ensure the above square integrability property. However, one can proceed
as follows. By Itoˆ’s formula,
θ(A¯ni (t)) = θ(a
n
i ) +
∫ t
0
θ′(A¯ni (s))A¯
n
i (s) dD
n
i (s)
+
1
2
∫ t
0
θ′′(A¯ni (s))A¯
n
i (s)
2
(‖γ(X¯ni (s), µ¯n(s))‖2 + κ(n)2‖β(X¯ni (s), µ¯n(s)‖2) ds,
where
Dni (t) =
∫ t
0
c(X¯ni (s), µ¯
n(s)) ds +
∫ t
0
γT (X¯ni (s), µ¯
n(s)) dWi(s) + κ(n)
∫ t
0
βT (X¯ni (s), µ¯
n(s)) dB(s)
+
∫ t
0
γT (X¯ni (s), µ¯
n(s))uni (s)ds+
∫ t
0
βT (X¯ni (s), µ¯
n(s))vn(s)ds.
By the boundedness of the coefficients and using (2.4), i.e. supx |θ′(x)x|+supx |θ′′(x)x2| <∞, we then have,
for some c2 ∈ (0,∞),
E
[
sup
0≤s≤T
(‖X¯ni (s)‖2 + (θ(A¯ni (s)))2)
]
≤ c2
(
1 + ‖xni ‖2 + (ani )2 + E
[∫ T
0
‖uni (s)‖2 ds
])
. (4.12)
Using the above integrability, the tightness of [Qn]1 follows as in the proof of Lemma 3.2. In order to show
the tightness of [Qn]2 we will use the fact that the map φ(·) 7→ eφ(·) is a continuous map from C ([0, T ] : R)
to C ([0, T ] : R+). With this fact, it suffices to show that the collection { 1n
∑n
i=1 δlog A¯ni (·), n ∈ N} is tight as
a sequence of P(C ([0, T ] : R))-valued random variables. This tightness follows, once again as in the proof of
Lemma 3.2, from Condition 2.6 and the estimates
E
[
sup
0≤s≤T
∣∣log(A¯ni (s))∣∣
]
≤ c3
(
1 + | log ani |+ E
[∫ T
0
‖uni (s)‖2 ds
])
(4.13)
24
and
E
[∣∣log A¯ni (τ + ǫ)− log A¯ni (τ)∣∣2] ≤ c3ǫ
(
1 + E
[∫ T
0
‖uni (s)‖2 ds
])
,
where τ is a stopping time taking values in [0, T − ǫ], and the constant c3 does not depend on n, i, ǫ, or the
stopping time τ .
Lemma 4.3. Let {(un, vn)}n∈N be as in Lemma 4.2. Suppose that one of the conditions in (4.10) is satisfied.
Also suppose that (Qn, vn) converges, in distribution, along a subsequence to a P(Z2)× SM -valued random
variable (Q, v). Then Q ∈ E2[v] a.s.
Proof. Suppose that (Q, v) is given on the probability space (Ω∗,F ∗, P ∗). In a similar manner as in the
proof of Lemma 3.3 (in particular using (4.11) and (4.12)) we see that Q ∈ P2(Z2) P ∗-a.s. We need to show
that Q(ω) is a weak solution to S2[v(ω), νQ(ω)] for P
∗-a.e. ω ∈ Ω∗. Note that [Qn]1,2 ◦ (z(0), ς(0))−1 → η0
weakly, which shows that, for P ∗-a.e. ω, under Q(ω), (z(0), ς(0)) has distribution η0, where (z, ς, r, w) denote
the canonical coordinate variables on Z2.
Thus to prove the result it suffices to show that for every f ∈ C 2c (Rm × R+ × Rd), for a.e. ω, MQ(ω)f,v(ω) is
a martingale under Q(ω) with respect to the canonical filtration H˜t
.
= σ{z(s), ς(s), w(s), r(A × [0, s]), A ∈
B(Rm), s ≤ t}, t ∈ [0, T ], where for each ϕ ∈ L2([0, T ] : Rk) and Θ ∈ P2(Z2), the process {MΘf,ϕ(t), 0 ≤ t ≤
T } is defined on (Z2,B(Z2),Θ) by
MΘf,ϕ(t, (z, ς, r, w)) = f(z(t), ς(t), w(t))− f(z(0), ς(0), 0)−
∫ t
0
∫
Rm
L
Θ
s (f)(z(s), ς(s), y, w(s)) rs(dy) ds
−
∫ t
0
〈α(z(s), νΘ(s))ϕ(s),∇xf(z(s), ς(s), w(s))〉 ds
−
∫ t
0
ς(s)βT (z(s), νΘ(s))ϕ(s)
∂f
∂a
(z(s), ς(s), w(s)) ds,
(4.14)
and where
L
Θ
s (f)(x, a, y, w) = 〈b(x, νΘ(s)) + σ(x, νΘ(s))y,∇xf(x, a, w)〉 +
(
ac(x, νΘ(s)) + aγ
T (x, νΘ(s))y
) ∂f
∂a
(x, a, w)
+
1
2
d∑
j,j′=1
(σσT )jj′ (νΘ(s))
∂2f
∂xj∂xj′
(x, a, w) +
1
2
a2‖γ(x, νΘ(s))‖2 ∂
2f
∂a2
(x, a, w)
+
1
2
d∑
j=1
a(σγ)j(x, νΘ(s))
∂2f
∂xj∂a
(x, a, w) +
1
2
m∑
j=1
∂2f
∂w2j
(x, a, w)
+
d∑
j=1
m∑
j′=1
σjj′ (x, νΘ(s))
∂2f
∂xj∂wj′
(x, a, w) +
m∑
j=1
aγj(x, νΘ(s))
∂2f
∂a∂wj
(x, a, w),
(4.15)
for (x, a, y, w) ∈ Rd × R+ × Rm × Rm.
In order to prove the martingale property, as previously, it suffices to show that for any time instants
0 ≤ t0 < t1 ≤ T , and any Ψ ∈ Cb(Z2) that is measurable with respect to the sigma field H˜t0 , we have,
EQ(ω)
[
Ψ
(
M
Q(ω)
f,v(ω)(t1)−M
Q(ω)
f,v(ω)(t0)
)]
= 0, for P ∗-a.e. ω ∈ Ω∗. (4.16)
We suppress ω in the notation of the remaining proof. Fix a choice of (t0, t1,Ψ, f) and define Φ : P2(Z2)×
SM → R by
Φ(Θ, ϕ) = EΘ
[
Ψ
(
MΘf,ϕ(t1)−MΘf,ϕ(t0)
)]
. (4.17)
Fix B ∈ (0,∞). For Θ ∈ P2(Z2), define L Θ,Bs by replacing y on the right side of (4.15) by ζB(y) and νΘ
by νBΘ , where ζB is as in the proof of Lemma 3.3 and ν
B
Θ ∈ K is defined as
〈f, νBΘ (t)〉 .= EΘ [(θ(ς(t)) ∧B)f(z(t))] , t ∈ [0, T ], f ∈ Cb(Rd). (4.18)
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Similarly defineMΘ,Bf,ϕ by replacing L
Θ
s with L
Θ,B
s and νΘ with ν
B
Θ in (4.14). Finally, define ΦB by replacing
MΘf,ϕ with M
Θ,B
f,ϕ on the right side of (4.17). Then, as before, we will argue (a) for every B ∈ (0,∞), ΦB
is a bounded and continuous map on P2(Z2) × SM , (b) supnE[|ΦB(Qn, vn) − Φ(Qn, vn)| ∧ 1] → 0 and
E∗[|ΦB(Q, v)− Φ(Q, v)| ∧ 1]→ 0 as B →∞, (c) Φ(Qn, vn)→ 0 in probability as n→∞. The statement in
(4.16) is immediate from (a)-(c).
Part (a) is shown exactly as in the proof of Lemma 3.3. Next consider (b). Using the Lipschitz property
of the coefficients, for some c1 ∈ (0,∞) and all n ∈ N,
|ΦB(Qn, vn)− Φ(Qn, vn)| ≤ c1 sup
0≤t≤T
dBL
(
νQn(t), ν
B
Qn(t)
)(
1 +
1
n
n∑
i=1
∫ T
0
‖uni (s)‖ ds
)
+
c1
n
n∑
i=1
∫ T
0
‖uni (s)− ζB(uni (s))‖ ds.
(4.19)
Also,
sup
0≤t≤T
dBL
(
νQn(t), ν
B
Qn(t)
) ≤ 1
n
n∑
i=1
sup
0≤t≤T
θ(A¯ni (t))1{sup0≤t≤T θ(A¯ni (t))>B} ≤
1
nB
n∑
i=1
sup
0≤t≤T
[
θ(A¯ni (t))
]2
.
(4.20)
Combining this with the bounds in (4.11), (4.12), we have, for some c2 ∈ (0,∞) and every B <∞,
sup
n∈N
E
[
sup
0≤t≤T
dBL
(
νQn(t), ν
B
Qn(t)
)] ≤ c2
B
.
Fix ǫ ∈ (0, 1) and using (4.8) choose m1 ∈ (0,∞) such that
sup
n∈N
P
(
1
n
n∑
i=1
∫ T
0
‖uni (s)‖ds > m1
)
< ǫ.
Then using the inequality E[(UV ) ∧ 1] ≤ P (V > m1 + 1) + (m1 + 1)E[U ] for non-negative random variables
U and V , we have
E
[{
c1 sup
0≤t≤T
dBL
(
νQn(t), ν
B
Qn(t)
)(
1 +
1
n
n∑
i=1
∫ T
0
‖uni (s)‖ds
)}
∧ 1
]
≤ ǫ+ (m1 + 1)c1c2
B
.
Using this estimate in (4.19), for some c3 ∈ (0,∞),
sup
n∈N
E [|ΦB(Qn, vn)− Φ(Qn, vn)| ∧ 1] ≤ c3(1 +m1)
B
+ ǫ.
Sending B → ∞ and since ǫ is arbitrary, we have the first statement in (b). The second statement in (b)
follows in a similar manner on noting the properties
E∗
[
EQ
[
sup
0≤t≤T
θ(ς(t))2
]]
<∞, E∗
[
EQ
[∫ T
0
∥∥∥∥
∫
Rm
y rs(dy)
∥∥∥∥
2
ds
]]
<∞,
which follow from analogous (uniform in n) bounds when Q is replaced by Qn and E∗ by E.
Finally we consider (c). For each n ∈ N,
Φ(Qn, vn)
= EQn
[
Ψ
(
MQ
n
f,vn(t1)−MQ
n
f,vn(t0)
)]
=
1
n
n∑
i=1
Ψ(X¯ni , A¯
n
i , ρ
n
i ,Wi)
(
MQ
n
f,vn(t1, (X¯
n
i , A¯
n
i , ρ
n
i ,Wi))−MQ
n
f,vn(t0, (X¯
n
i , A¯
n
i , ρ
n
i ,Wi))
)
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=
1
n
n∑
i=1
Ψ(X¯ni , A¯
n
i , ρ
n
i ,Wi)
(
f(X¯ni (t1), A¯
n
i (t1),Wi(t1))− f(X¯ni (t0), A¯ni (t0),Wi(t0))−
∫ t1
t0
U
n(s) ds
)
,
where, noting that νQn(s) = µ¯
n(s),
U
n(s)
.
= L Q
n
s (f)(X¯
n
i (s), A¯
n
i (s), u
n
i (s),Wi(s)) + [∇xf(X¯ni (s), A¯ni (s),Wi(s))]Tα(X¯ni (s), µ¯n(s))vn(s)
+ A¯ni (s)β
T (X¯ni (s), µ¯
n(s))vn(s)
∂f
∂a
(X¯ni (s), A¯
n
i (s),Wi(s)).
By Itoˆ’s formula, for each i and n, we have a.s. that
f(X¯ni (t1), A¯
n
i (t1),Wi(t1))− f(X¯ni (t0), A¯ni (t0),Wi(t0))
=
∫ t1
t0
U
n(s) ds+
∫ t1
t0
[∇xf(X¯ni (s), A¯ni (s),Wi(s))]Tσ(X¯ni (s), µ¯n(s)) dWi(s)
+ κ(n)
∫ t1
t0
[∇xf(X¯ni (s), A¯ni (s),Wi(s))]Tα(X¯ni (s), µ¯n(s)) dB(s)
+
∫ t1
t0
∂f
∂a
(X¯ni (s), A¯
n
i (s),Wi(s))A¯
n
i (s)γ
T (X¯ni (s), µ¯
n(s)) dWi(s)
+ κ(n)
∫ t1
t0
∂f
∂a
(X¯ni (s), A¯
n
i (s),Wi(s))A¯
n
i (s)β
T (X¯ni (s), µ¯
n(s) dB(s)
+
∫ t1
t0
[∇wf(X¯ni (s), A¯ni (s),Wi(s))]T dWi(s) +T ni ,
where, for some c1 ∈ (0,∞), |T ni | ≤ c1κ(n)2 for all n, i. Letting Ψni = Ψ(X¯ni , A¯ni , ρni ,Wi), fni (s) =
f(X¯ni (s), A¯
n
i (s),Wi(s)), and using similar notation for derivatives of f , we have a.s. that
Φ(Qn, vn) =
1
n
n∑
i=1
Ψni
[∫ t1
t0
[∇xfni (s)]Tσ(X¯ni (s), µ¯n(s)) dWi(s) +
∫ t1
t0
∂fni (s)
∂a
A¯ni (s)γ
T (X¯ni (s), µ¯
n(s)) dWi(s)
+
∫ t1
t0
[∇wfni (s)]T dWi(s)
]
+T n,
where, as in the proof of Lemma 3.3, T n → 0 in probability. Now by the same argument as in Lemma 3.3,
Φ(Qn, vn)→ 0 in probability, proving (c). Thus we have Φ(Q, v) = 0 a.s., which proves (4.16) and completes
the proof.
We now complete the proof of (4.7). In addition to the standing assumptions of this section (namely
Conditions 2.1, 2.2, 2.4, 2.5 and 2.6 ) suppose that if Condition 2.5(a) is not satisfied then γ = 0.
Since µ¯n = νQn , we have
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
= E
[∫
R1
(
1
2
∫
Rm×[0,T ]
‖y‖2 r(dy dt)
)
[Qn]2(dr) +
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (νQn)
]
,
where [Qn]2 denotes the second marginal of Q
n. Recalling the bound (3.8), we have from Lemmas 4.2 and 4.3
that, (Qn, vn) is tight and if (Q, v) is a weak limit point then Q ∈ E2[v] a.s. Assume without loss of generality
that (Qn, vn)→ (Q, v) along the full sequence. We claim that (Qn, vn, νQn)→ (Q, v, νQ), in distribution, in
P(Z2)× SM ×K . For Θ ∈ P(Z2) and B ∈ (0,∞), define νBΘ ∈ K as in (4.18), i.e.
νBΘ (t)(C)
.
= EΘ [(θ(ς(t)) ∧B) 1C(z(t))] , C ∈ B(Rd).
27
Then it is easy to check that, since θ(·) ∧ B is a bounded Lipschitz function, Θ 7→ νBΘ is a continuous map
from P(Z2) to K for every B. Also, from (4.20), for some c1 ∈ (0,∞),
sup
n∈N
E
[
sup
0≤t≤T
dBL
(
νQn(t), ν
B
Qn(t)
)] ≤ c1
B
sup
n∈N
E
[
1
n
n∑
i=1
sup
0≤t≤T
(
θ(A¯ni (t))
)2]→ 0
as B → ∞, since supn∈NE[ 1n
∑n
i=1 sup0≤t≤T (θ(A¯
n
i (t)))
2] < ∞, which follows from (4.11) and linear growth
of θ when property (i) of (4.10) holds and from (4.12) when property (iii) in (4.10) is satisfied. Combining
the above uniform convergence with the fact that (Qn, vn, νBQn)⇒ (Q, v, νBQ ) for every B proves the claim.
Finally by Fatou’s lemma and since
√
nκ(n)→ λ,
lim inf
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≥ E
[∫
R1
(
1
2
∫
Rm×[0,T ]
‖y‖2 r(dy dt)
)
[Q]2(dr) +
1
2λ2
∫ T
0
‖v(t)‖2 dt+ F (νQ)
]
≥ inf
ϕ∈L2([0,T ]:Rk)
inf
Θ∈E2[ϕ]
(
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F (νΘ)
)
.
This proves (4.7) and completes the proof of the Laplace upper bound.
4.2 Laplace Lower Bound
Throughout this section we assume that Conditions 2.1-2.7 are satisfied. Additionally we assume that if
Condition 2.5(a) does not hold then γ = 0. We will proceed as in Section 3.2.
Fix ε > 0 and F ∈ Cb(K ). Choose a ϕ ∈ L2([0, T ] : Rk) and a Θ ∈ E2[ϕ] such that
1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F (νΘ) ≤ inf
ν∈K
[F (ν) + I2(ν)] + ε.
We will show that there is a M ∈ (0,∞) and a sequence (un, vn) with un ∈ A 1,n and vn ∈ A 2M constructed
on some filtered probability space such that
lim sup
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≤ 1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F (νΘ).
(4.21)
The Laplace lower bound
lim sup
n→∞
− 1
n
logE
[
e−nF (µ
n)
]
≤ inf
ν∈K
[F (ν) + I2(ν)]
is then immediate from Theorem 4.1 on noting that ε > 0 is arbitrary. We begin with the following uniqueness
result. Analogous to Section 3.2, define the map ϑ : Z2 → Z ϑ2 .= Rd × R+ × R1 × W as ϑ(z, ς, r, w) .=
(z(0), ς(0), r, w). For Θ ∈ P(Z2), let Θϑ .= Θ◦ϑ−1 be the probability measure on Z ϑ2 induced by Θ under ϑ.
We will say that weak uniqueness holds for (2.5) if, for any given ϕ ∈ L2([0, T ] : Rk) and Θ(1),Θ(2) ∈ E2[ϕ],
whenever Θ
(1)
ϑ = Θ
(2)
ϑ , we have that Θ
(1) = Θ(2).
Lemma 4.4. Weak uniqueness holds for (2.5).
Proof. Fix ϕ ∈ L2([0, T ] : Rk) and Θ(1),Θ(2) ∈ E2[ϕ]. Suppose that Θ(1)ϑ = Θ(2)ϑ
.
= Λ. Note that Θ(i), i = 1, 2
can be disintegrated as
Θ(i)(dx, da, dr, dw) = Θ˜(i)(dx, da, x0, a0, r, w)Λ(dx0, da0, dr, dw).
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Consider Zˆ2 = X × Y ×X × Y ×Z ϑ2 , and define Θˆ ∈ P(Zˆ2) as
Θˆ(dx(1), da(1), dx(2), da(2), dx0, da0, dr, dw)
.
= Θ˜(1)(dx(1), da(1), x0, a0, r, w) Θ˜
(2)(dx(2), da(2), x0, a0, r, w) Λ(dx0, da0, dr, dw),
and denote the coordinate maps on Zˆ2 as (X
(1), A(1), X(2), A(2), X0, A0, ρ,W ). Note that {W (t), t ∈ [0, T ]}
is a Brownian motion with respect to the canonical filtration
Hˆt
.
= σ
{
X(i)(s), A(i)(s), ρ(A× [0, s]),W (s), i = 1, 2, A ∈ B(Rm), s ∈ [0, t]
}
, t ∈ [0, T ],
and for i = 1, 2, (X(i), A(i)) satisfy (2.5) with (X¯, A¯) replaced with (X(i), A(i)) and ν(t) replaced with
ν(i)(t)
.
= νΘ(i)(t). In order to prove the lemma it suffices to show that (X
(1), A(1)) = (X(2), A(2)) a.s. Let
u(t)
.
=
∫
Rm
y ρt(dy), t ∈ [0, T ]. Then, EΘˆ
∫ T
0 ‖u(t)‖2 dt <∞. By similar estimates as in the proof of Lemma
4.2 we see that
when Condition 2.5(a) is satisfied, EΘˆ
[
sup
0≤s≤T
(
‖X(i)(s)‖2 + (θ(A(i)(s)))2
)]
<∞ for i = 1, 2, (4.22)
and
when γ = 0, EΘˆ
[
sup
0≤s≤T
(
‖X(i)(s)‖2 + (A(i)(s))2
)]
<∞ for i = 1, 2. (4.23)
Consider first the case γ = 0. For t ∈ [0, T ], define
g(t) = EΘˆ
[
sup
0≤s≤t
‖X(1)(s)−X(2)(s)‖2
]
, h(t) =
(
EΘˆ
[
sup
0≤s≤t
|A(1)(s)−A(2)(s)|
])2
.
Since θ is a Lipschitz function under Condition 2.5, we have
dBL
(
ν(1)(s), ν(2)(s)
)
≤ sup
f∈BL(Rd)
EΘˆ
∣∣∣θ(A(1)(s))f(X(1)(s))− θ(A(2)(s))f(X(2)(s))∣∣∣
≤ EΘˆ
[
θ(A(1)(s))‖X(1)(s)−X(2)(s)‖
]
+ LEΘˆ
∣∣∣A(1)(s)−A(2)(s)∣∣∣ ,
where L is the Lipschitz constant for θ. Then by the Cauchy-Schwarz inequality and (4.23), for some
c1 ∈ (0,∞),
sup
0≤s≤t
dBL
(
ν(1)(s), ν(2)(s)
)2
≤ c1(g(t) + h(t)) for all t ∈ [0, T ]. (4.24)
By the Lipschitz properties of b, σ, and α, the property σ(x, ν) = σ(ν), the Burkholder-Davis-Gundy and
Cauchy-Schwarz inequalities, and the fact that
∫ T
0
‖ϕ(s)‖2 ds < ∞, there are c2, c3 ∈ (0,∞) such that, for
all t ∈ [0, T ],
g(t) ≤ c2EΘˆ
[∫ t
0
sup
0≤τ≤s
(
‖X(1)(τ) −X(2)(τ)‖2 + dBL
(
ν(1)(τ), ν(2)(τ)
)2)
ds
]
+ c2EΘˆ
[(∫ t
0
sup
0≤τ≤s
dBL
(
ν(1)(τ), ν(2)(τ)
)
· ‖u(s)‖ ds
)2]
≤ c3
∫ t
0
(g(s) + h(s)) ds. (4.25)
Furthermore, since γ = 0, for j = 1, 2, A(j)(t) = eY
(j)(t), where
Y (j)(t) = Y (j)(0) +
∫ t
0
c(X(j)(s), ν(j)(s)) ds+
∫ t
0
βT (X(j)(s), ν(j)(s))ϕ(s) ds.
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Using the inequality |ex− ey| ≤ (ex ∨ ey)|x− y|, the Lipschitz property of c and β, (4.24) and (4.23), and the
Cauchy-Schwarz inequality, there is c4 ∈ (0,∞) such that
h(t) ≤
(
EΘˆ
[
sup
0≤s≤t
(A(1)(s) ∨ A(2)(s))|Y (1)(s)− Y (2)(s)|
])2
≤ EΘˆ
[
sup
0≤s≤t
(A(1)(s) ∨ A(2)(s))2
]
EΘˆ
[
sup
0≤s≤t
|Y (1)(s)− Y (2)(s)|2
]
≤ c4
∫ t
0
(g(s) + h(s)) ds.
(4.26)
Thus,
g(t) + h(t) ≤ (c3 + c4)
∫ t
0
(g(s) + h(s)) ds for every t ∈ [0, T ],
and hence by Gronwall’s inequality, g(T )+ h(T ) = 0, from which it follows that (X(1), A(1)) and (X(2), A(2))
are indistinguishable on [0, T ].
Consider now the case where Condition 2.5(a) is satisfied. Define
h˜(t) =
(
EΘˆ
[
sup
0≤s≤t
| logA(1)(s)− logA(2)(s)|
])2
.
Since c5
.
= supx∈R+ |θ′(x)x| <∞, we have
|θ(ex)− θ(ey)| ≤ sup
z∈R+
|θ′(z)z| · |x− y| = c5|x− y| for all x, y ∈ R.
Thus,
dBL
(
ν(1)(s), ν(2)(s)
)
≤ sup
f∈BL(Rd)
EΘˆ
∣∣∣θ(A(1)(s))f(X(1)(s))− θ(A(2)(s))f(X(2)(s))∣∣∣
≤ EΘˆ
[
θ(A(1)(s))‖X(1)(s)−X(2)(s)‖
]
+ c5EΘˆ
∣∣∣logA(1)(s)− logA(2)(s)∣∣∣ .
Hence, using (4.22), for some c6 ∈ (0,∞),
sup
0≤s≤t
dBL
(
ν(1)(s), ν(2)(s)
)2
≤ c6(g(t) + h˜(t)) for all t ∈ [0, T ].
Now exactly as in (4.25), we have that for some c7 ∈ (0,∞),
g(t) ≤ c7
∫ t
0
(g(s) + h˜(s)) ds for every t ∈ [0, T ].
Note that, for some c8 ∈ (0,∞),(
EΘˆ
[∫ t
0
(
γ(ν(1)(s))− γ(ν(2)(s))
)T
u(s) ds
])2
≤ c8
∫ t
0
dBL
(
ν(1)(s), ν(2)(s)
)2
ds.
Using this estimate and Lipschitz properties of c, γ, and β, we now have that, for some c9 ∈ (0,∞)
h˜(t) ≤ c9
∫ t
0
(g(s) + h˜(s)) ds for every t ∈ [0, T ].
Thus
g(t) + h˜(t) ≤ (c7 + c9)
∫ t
0
(g(s) + h˜(s)) ds for every t ∈ [0, T ],
which shows the indistinguishability of (X(1), logA(1)) and (X(2), logA(2)) and hence the indistinguishability
of (X(1), A(1)) and (X(1), A(1)) on [0, T ].
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We now complete the proof of the lower bound by constructing (un, vn) that satisfy (4.21). Let (X¯, A¯, ρ,W )
be the coordinate maps on the space (Z2,B(Z2),Θ) equipped with the canonical filtration H˜t defined as in
the proof of Lemma 4.3. Since Θ ∈ E2[ϕ], equation (2.5) is satisfied with ν(t) = νΘ(t). Disintegrate Θϑ as
Θϑ(dx, da, dr, dw) = η0(dx, da) [Θ]4(dw) Λˆ0(x, a, w, dr).
Let V ,Ω′,F ′ and coordinate processses Wi, B, ρi be as introduced in Section 3.2. As before, let Γ be the
standard Wiener measure on V . Next, for each n ∈ N, define the probability measure Pn on (Ω′,F ′) by
dPn(r, w, β) =
[
n⊗
i=1
[Θ]4(dwi) Λˆ0(x
n
i , a
n
i , wi, dri)
∞⊗
i=n+1
[Θ](3,4)(dri, dwi)
]
⊗ Γ(dβ).
Under Pn, {Wi}1≤i≤n and B are mutually independent Brownian motions. Define the sequence {Λn}n∈N of
P(Rd × R+ ×R1 ×W )-valued random variables by
Λn(A×B × R× C) = 1
n
n∑
i=1
δxn
i
(A)δan
i
(B)δρi (R)δWi(C), A×B ×R× C ∈ B(Rd × R+ ×R1 ×W ).
Then by Condition 2.6,
Pn ◦ (Λn)−1 → δΘϑ . (4.27)
Let, for n ∈ N, vn .= ϕ. Then vn ∈ SM for every n, where M .=
∫ T
0
‖ϕ(s)‖2ds. Next, define ui by (3.29)
and for each n ∈ N let (X¯n1 , A¯n1 . . . , X¯nn , A¯nn) be the solution on (Ω′,F ′, Pn) of the system in (4.1) (with uni
replaced with ui).
Define the occupation measure Qn by the right side of (4.9), replacing ρni with ρi. Let E
n denote
expectation over the probability measure Pn. Then, as in (3.30) (using Condition 2.6 instead of 2.1), we see
that
lim sup
n→∞
En
[
1
n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt
]
= EΘ
[∫ T
0
∥∥∥∥
∫
Rm
y ρt(dy)
∥∥∥∥
2
dt
]
<∞. (4.28)
It now follows from Lemma 4.2 that {(Qn, vn)}n∈N is tight. If (Q, v) is a limit point of this sequence defined
on some probability space (Ω˜, F˜ , P˜ ), then v = ϕ P˜ -a.s., and, by Lemma 4.3, Q ∈ E2[v] = E2[ϕ] P˜ -a.s. Also,
Θ ∈ E2[ϕ]. By (4.27), for P˜ -a.e. ω ∈ Ω˜, Qϑ(ω) = Θϑ. Thus by the weak uniqueness established in Lemma
4.4, Q = Θ P˜ -a.s. Thus we have Qn → Θ in probability. A similar argument as in Lemma 4.3 now shows
that (Qn, νQn)→ (Θ, νΘ) in probability. Finally,
lim sup
n→∞
En
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
= lim sup
n→∞
En
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (νQn)
]
≤ 1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+
1
2λ2
∫ T
0
‖ϕ(t)‖2 dt+ F (νΘ),
which follows from (4.28), the equality vn = ϕ, the convergence (Qn, νQn) → (Θ, νΘ), and the assumption
that
√
nκ(n)→ λ. This proves (4.21) and completes the proof of the lower bound.
4.3 Rate Function Property of I2
The proof is very similar to the argument in Section 3.3 and so we omit the details and note only that we
use the argument in Lemma 4.3 to show that if for Θn,Θ ∈ P2(Z2), Θn → Θ, and a bound as in (3.32) is
satisfied for every n, then under the conditions of Theorem 2.2, νΘn → νΘ in K .
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5 Proof Sketch of Theorem 2.3.
In Section 5.1 we sketch the proof of part (i) of the theorem while part (ii) is sketched in Section 5.2.
5.1 Case I:
√
nκ(n)→ 0
Recall that we assume Conditions 2.1, 2.2, and 2.3 hold. For the Laplace upper bound we start with the
inequality in (3.6) for some (un, vn) ∈ A 1,n ×A 2M . This inequality gives the uniform bound in (3.8). With
this uniform bound, the tightness of the sequence of P(Z1)-valued random variables Q
n defined in (3.10) is
shown as in Lemma 3.2.
Furthermore, the inequality in (3.8) also shows that
E
[∫ T
0
‖vn(t)‖2dt
]
≤ 2nκ(n)2(2‖F‖∞ + 1)→ 0 as n→∞,
since nκ(n)2 → 0. Thus vn → 0 in L2([0, T ] : Rk), in probability.
Now a similar argument as in Lemma 3.3 shows that if Q is a weak limit point of Qn, then Q ∈ E1[0]
a.s. Finally, with (un, vn) as above and µ¯n defined as below (3.3), taking the limit as n → ∞ along any
convergent subsequence of {(Qn, vn)},
lim inf
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≥ lim inf
n→∞
E
[
1
2n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+ F (µ¯n)
]
≥ E
[∫
R1
(
1
2
∫
Rm×[0,T ]
‖y‖2 r(dy dt)
)
[Q]2(dr) + F ([Q]1)
]
≥ inf
Θ∈E1[0]
(
EΘ
[
1
2
∫
Rm×[0,T ]
‖y‖2 ρ(dy dt)
]
+ F ([Θ]1)
)
,
where the last inequality uses the fact that Q ∈ E1[0] a.s. Since δ ∈ (0, 1) in (3.6) is arbitrary, recalling the
definition of I˜1 in (2.11), the above inequality completes the proof of the Laplace upper bound.
For the proof of the lower bound we proceed as follows. Fix ε > 0 and F ∈ Cb(P(X )). Choose Θ ∈ E1[0]
such that
1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+ F ([Θ]1) ≤ inf
ν∈P(X )
[
F (ν) + I˜1(ν)
]
+ ε. (5.1)
Using this Θ, define (Ω′,F ′, Pn), as in Section 3.2. Also, take vn = 0 for every n. Then with ui defined as
in (3.29) and µ¯n and Qn constructed as below (3.29), we have exactly as in (3.31) that
lim sup
n→∞
− 1
n
logE
[
e−nF (µ
n)
]
≤ lim sup
n→∞
En
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2nκ(n)2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
= lim sup
n→∞
En
[
1
2n
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ F ([Qn]1)
]
≤ 1
2
EΘ
[∫
Rm×[0,T ]
‖y‖2ρ(dy dt)
]
+ F ([Θ]1).
In particular, in obtaining the last equality we have used the uniqueness result in Lemma 3.4 (applied to
the case where ϕ = 0). Combining the above inequality with (5.1) and since ε > 0 is arbitrary, we have the
desired lower bound.
Finally, the proof that I˜1 is a rate function can be carried out as in Section 3.3. We omit the details.
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5.2 Case II:
√
nκ(n)→∞
For this case we assume Conditions 2.1 and 2.2. Condition 2.3 is not needed. In a similar manner to Theorem
3.1 it can be shown that for any F ∈ Cb(P(X )) and for each n ∈ N,
− κ(n)2 logE
[
e
− 1
κ(n)2
F (µn)
]
= inf
(u,v)∈A 1,n×A 2
E
[
κ(n)2
2
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2
∫ T
0
‖v(t)‖2 dt+ F (µ¯n)
]
,
(5.2)
where µ¯n is as introduced below (3.3). Furthermore, for every δ > 0, there is an M <∞ such that for each
n ∈ N,
− κ(n)2 logE
[
e
− 1
κ(n)2
F (µn)
]
≥ inf
(u,v)∈A 1,n×A 2
M
E
[
κ(n)2
2
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2
∫ T
0
‖v(t)‖2 dt+ F (µ¯n)
]
− δ.
(5.3)
Fix F ∈ Cb(P(X )) and δ ∈ (0, 1). Select, for each n ∈ N, (un, vn) ∈ A 1,n ×A 2M such that
− κ(n)2 logE
[
e
− 1
κ(n)2
F (µn)
]
≥ E
[
κ(n)2
2
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
− 2δ, (5.4)
where µ¯n = 1n
∑n
i=1 δX¯ni and X¯
n
i is given by (3.3) (repalcing (u, v) with (u
n, vn)). The uniform bound in
(3.8) now gets replaced by
sup
n∈N
E
[
κ(n)2
2
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2
∫ T
0
‖vn(t)‖2 dt
]
≤ 2(‖F‖∞ + 1). (5.5)
This in particular says that
E
[
1
n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt
]
≤ 4(‖F‖∞ + 1)
nκ(n)2
→ 0 as n→∞, (5.6)
since nκ(n)2 → ∞. Define Qn by (3.10), where ρni are as in (3.11). The tightness of (Qn, vn) is shown as
in Lemma 3.2. Let (Q, v) be a weak limit point (along some subsequence) given on some probability space
(Ω∗,F ∗, P ∗). Then using (5.6) we see that
E∗
[∫
R1
∫
Rm×[0,T ]
‖y‖2 r(dy dt) [Q]2(dr)
]
≤ lim inf
n→∞
E
[
1
n
n∑
i=1
∫ T
0
‖uni (t)‖2 dt
]
= 0.
Thus we have that [Q]2 = δro , where we recall that r
o(dy dt) = δ{0}(dy) dt. Also, as in Lemma 3.3, it can be
seen that Q ∈ E1[v] a.s. Combining this fact with [Q]2 = δro and recalling the definition of E˜1 given in Section
2.3, we now see that [Q](1,3) ∈ E˜1[v] P ∗-a.s. Taking the limit as n→∞ along a convergent subsequence
lim inf
n→∞
E
[
κ(n)2
2
n∑
i=1
∫ T
0
‖uni (t)‖2 dt+
1
2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
≥ E∗
[
1
2
∫ T
0
‖v(t)‖2 dt+ F ([Q]1)
]
≥ inf
ϕ∈L2([0,T ]:Rk)
inf
Θ∈E˜1[ϕ]
(
1
2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1)
)
,
where the last inequality uses the fact that [Q](1,3) ∈ E˜1[v] P ∗-a.s. Combining this with (5.4) and recalling
that δ ∈ (0, 1) is arbitrary completes the proof of the Laplace upper bound.
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Now we consider the lower bound. Fix ε > 0 and F ∈ Cb(P(X )). Choose a ϕ ∈ L2([0, T ] : Rk) and a
Θo ∈ E˜1[ϕ] such that
1
2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θo]1) ≤ inf
ν∈P(X )
[
F (ν) + I˜1(ν)
]
+ ε, (5.7)
where I˜1 is as in (2.12). Define Θ on (Z1,B(Z1)) as Θ(dz, dr, dw) = Θ
o(dz, dw) δro(dr). Using this Θ,
define (Ω′,F ′, Pn) as in Section 3.2. Also, let vn = ϕ for every n. Note that ui defined through (3.29)
satisfies ui = 0 P
n-a.s. Now with µ¯n and Qn constructed as below (3.29), we have as in (3.31) that
lim sup
n→∞
−κ(n)2 logE
[
e
− 1
κ(n)2
F (µn)
]
≤ lim sup
n→∞
En
[
κ(n)2
2
n∑
i=1
∫ T
0
‖ui(t)‖2 dt+ 1
2
∫ T
0
‖vn(t)‖2 dt+ F (µ¯n)
]
= lim sup
n→∞
(
1
2
∫ T
0
‖ϕ(t)‖2 dt+ En [F ([Qn]1)]
)
=
1
2
∫ T
0
‖ϕ(t)‖2 dt+ F ([Θ]1).
The last equality uses a uniqueness result of the type in Lemma 3.4 which is shown in the same manner. In
particular, since [Θ]2 = δro , the proof does not require Condition 2.3 since the analogue of the last term on
the right side of (3.27), namely
EΘˆ


(∫ T
0
(
‖X(1)(s)−X(2)(s)‖+ dBL(ν(1)(s), ν(2)(s))
)
‖u(s)‖ ds
)2 ,
is simply zero. Combining the above inequality with (5.7) and since ε > 0 is arbitrary, we have the desired
lower bound.
Finally, the proof that I˜1 in (2.12) is a rate function is carried out as before and is omitted.
A Proof Sketch of Theorem 2.1(1)
Let ρni = r
o for all i = 1, . . . n and n ∈ N. With this choice of ρni , define Qn by (3.10) by replacing X¯ni with
Xni . By Lemmas 3.2 and 3.3, {Qn} is tight and any weak limit point Q satisfies Q ∈ E1[0]. This in particular
shows that the nonlinear SDE
dX˜(t) = b(X˜(t), µ˜(t)) dt+ σ(X˜(t), µ˜(t)) dW (t),
X˜(t) ∼ µ˜(t), t ≥ 0, µ˜(0) = ξ0,
(A.1)
has a weak solution, namely on some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}) equipped with anm-dimensional
F¯t-Brownian motionW , there is an F¯t-adapted process X˜ with sample paths in C ([0, T ] : R
d) which satisfies
the above equation. Furthermore, using standard Lipschitz estimates, martingale inequalities, and Gronwall’s
lemma, we see that pathwise uniqueness holds for (A.1). Thus, by the Yamada-Watanabe results (cf. [18,
Chapter IV]) there is a unique weak solution to (A.1). Denote this weak solution (namely the probability
law of (X˜,W ))) as Θ∗(1,3). Let Θ
∗ ∈ P(Z1) be defined as Θ∗(dx, dr, dw) = Θ∗(1,3)(dx, dw) δro (dr). Then any
weak limit point Q of Qn must equal Θ∗ a.s. As argued above, Θ∗ is the unique element in P(Z1) that is a
weak solution of S1[0, νΘ] and satisfies [Θ
∗]2 = δro . The result follows.
B Proof Sketch of Theorem 2.2(1)
It was noted in Section 2.2, that the system of equations in (1.12) has a unique strong solution under
Conditions 2.1, 2.2, 2.4, 2.5, and 2.6. This can be seen as follows. Note that, with ζ = b, σ, α, the maps
(x, a) = (x1, . . . , xn, a1, . . . , an) 7→ (ζ(x1, µ(x, a)), . . . , ζ(xn, µ(x, a))),
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and with ς = c, γT , βT , the maps
(x, a) 7→ (a1ς(x1, µ(x, a)), . . . , anς(xn, µ(x, a))),
where µ(x, a) = 1n
∑n
i=1 θ(ai)δxi , are locally Lipschitz functions with (at most) linear growth from R
nd×Rn+
to appropriate Euclidean spaces. For example, for (x, a), (x˜, a˜) ∈ Rnd × Rn+,
|b(xi, µ(x, a))− b(x˜i, µ(x˜, a˜))| ≤ K(‖xi − x˜i‖+ dBL(µ(x, a), µ(x˜, a˜)))
≤ K
(
‖xi − x˜i‖+ 1
n
n∑
i=1
(|θ(ai)− θ(a˜i)|+ θ(ai)‖xi − x˜i‖)
)
.
The local Lipschitz property of (x, a) 7→ b(x1, µ(x, a)) is immediate from the above estimate on recalling that
under Conditon 2.5, θ is a Lipschitz function. Properties on other coefficients can be verified in a similar
manner. Existence and uniqueness of strong solutions of (1.12) follows from this.
We are interested in the asymptotic behavior of t 7→ µn(t) regarded as a sequence of C ([0, T ] : M+(Rd))-
valued random variables, where µn(t) is defined as in (1.12). In order to characterize the limit of µn, we
consider the nonlinear SDE S2[0, µ˜] in (2.5) with ρ(dy dt) = r
o(dy) dt, namely the following equation given
on some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}), equipped with an m-dimensional F¯t-Brownian motion
W :
dX˜(t) = b(X˜(t), µ˜(t)) dt+ σ(X˜(t), µ˜(t)) dW (t)
dA˜(t) = A˜(t)c(X˜(t), µ˜(t)) dt+ A˜(t)γT (X˜(t), µ˜(t)) dW (t),
〈f, µ˜(t)〉 = E¯[θ(A˜(t))f(X˜(t))], f ∈ Cb(Rd), t ≥ 0, (X˜(0), A˜(0)) ∼ η0.
(B.1)
Let Z˜2
.
= X × Y × W , and denote the canonical coordinate maps on this space as (X˜, A˜,W ). Let H˜t .=
σ{X˜(s), A˜(s),W (s), s ≤ t} be the canonical filtration on this space. By a weak solution of (B.1) we mean a
probability measure Θ on Z˜2 such that, under Θ, W is a standard H˜t-Brownian motion and the system of
equations (B.1) are satisfied a.s.
As before, let ρni = r
o for all i = 1, . . . , n and n ∈ N. Define Qn by (4.9) by replacing (X¯ni , A¯ni ) with
(Xni , A
n
i ). By Lemmas 4.2 and 4.3, {Qn} is tight and any weak limit point Q satisfies Q ∈ E2[0] (we use
(4.10)(ii) here). In particular, this shows that [Q]1,2,4 is a weak solution of (B.1). The following result shows
the equation in fact has a unique weak solution.
Lemma B.1. Under Conditions 2.1, 2.2, 2.4, 2.5, and 2.6, equation (B.1) has a unique weak solution.
Proof. It sufices to show that the equation has a unique pathwise solution, namely that if (X˜(i), A˜(i), µ˜(i)),
i = 1, 2 are two solutions of (B.1) given on some filtered probability space (Ω¯, F¯ , P¯ , {F¯t}) equipped with
an m-dimensional F¯t-Brownian motion W (namely, (X˜
(i), A˜(i)) are continuous {F¯t} adapted processes and
(B.1) is satisfied with (X˜, A˜, µ˜) replaced with (X˜(i), A˜(i), µ˜(i)), i = 1, 2), and such that (X˜(1)(0), A˜(1)(0)) =
(X˜(2)(0), A˜(2)(0)) P¯ -a.s., then
(X˜(1), A˜(1), µ˜(1)) = (X˜(2), A˜(2), µ˜(2)) P¯ -a.s. (B.2)
Using Conditions 2.1 and 2.6 on the initial random variables and Conditions 2.2 and 2.4 on the coefficients,
it is easy to check by Gronwall’s inequality that
E¯
[
sup
0≤t≤T
(
‖X˜(i)(t)‖2 + A˜(i)(t)2
)]
<∞ for i = 1, 2. (B.3)
Let
g(t) = E¯
[
sup
0≤s≤t
‖X˜(1)(s)− X˜(2)(s)‖2
]
and h(t) =
(
E¯
[
sup
0≤s≤t
|A˜(1)(s)− A˜(2)(s)|
])2
.
Then, exactly as for (4.24), there is a c1 ∈ (0,∞) such that for all 0 ≤ s ≤ t ≤ T ,
dBL
(
µ˜(1)(s), µ˜(2)(s)
)2
≤ c1(g(t) + h(t)).
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By the Lipschitz property of b and σ, we then have that for some c2 ∈ (0,∞) and all 0 ≤ t ≤ T ,
g(t) ≤ c2
∫ t
0
(g(s) + h(s)) ds.
Writing A˜(i)(t) = eY˜
(i)(t) for i = 1, 2 and using the bounded Lipschitz properties of c and γ, we see as in
(4.26) that for some c3 ∈ (0,∞) and all 0 ≤ t ≤ T ,
h(t) ≤ c3
∫ t
0
(g(s) + h(s)) ds.
Thus, g(t) + h(t) ≤ (c2 + c3)
∫ t
0
(g(s) + h(s)) ds for all t ∈ [0, T ] which, by Gronwall’s inequality, then
shows that g(T ) + h(T ) = 0 . Thus (X˜(1), A˜(1)) and (X˜(2), A˜(2)) are indistinguishable on [0, T ] which proves
(B.2).
We now complete the proof of Theorem 2.2(1). Denoting the unique weak solution of (B.1) as Q∗(1,2,4) we
now have that [Qn](1,2,4) → Q∗(1,2,4) in probability as n→∞. LetQ∗(dx, da, dr, dw)
.
= Q∗(1,2,4)(dx, da, dw)δro(dr).
Then Qn → Q∗ in probability. Note that Q∗ is the unique element Θ in P(Z2) that is a weak solution of
S2[0, νΘ] and satisfies [Θ]3 = δro . Using the estimate supn∈NE[
1
n
∑n
i=1 sup0≤t≤T A
n
i (t)
2] <∞, which follows
by the argument in (4.11), it now follows exactly as in the proof of the Laplace upper bound (see arguments
below the proof of Lemma 4.3) that νQn → νQ∗ in K , in probability, where for Θ ∈ P2(Z2), νΘ is defined
as in (2.6).
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