Abstract. In order to improve the accuracy and reliability of the multi-sensor data fusion, a new modified reciprocal fuzzy neartude based approach to calculate the weights of the fusion model is proposed. Through the research of the fusion model, it is found that the fuzzy neartude is more practical than fuzzy membership for the calculation of the weights. The fusion performance of the five types of fuzzy neartude is analyzed, and the reciprocal fuzzy neartude is proved to be one of the best for the resolution and mount of calculation. However, the neartude cannot suppress the singular data well. To address the problem, the reciprocal fuzzy neartude is modified. The simulation analysis shows that the modified reciprocal fuzzy neartude based approach can fuse the multi-sensor data with high accuracy and reliability.
Introduction
According to the topology of the sensor data fusion modules, the sensor data fusion can be divided into distributed fusion and centralized fusion; according to the difference of input data types, it can be divided into homogeneous data fusion and heterogeneous data fusion; according to the different levels of the fusion module in sensor system, it can be divided into data level fusion, feature level fusion and decision level fusion [1] .
The sensor data fusion algorithm includes the least squares algorithm, fuzzy weighted fusion algorithm , Calman filtering algorithm [2] , clustering algorithm [3] , neural network algorithm [4] , template method [5] and D-S evidence reasoning algorithm [6] and so on, as shown in table 1. Fuzzy weighted fusion algorithm is to use fuzzy mathematics method for determining the weights of sensors in data fusion, and with strong applicability, moderate calculation cost and high precision, it is commonly used in the data level fusion, especially for homogeneous data. Some researchers [7] use fuzzy membership to solve the weights, but the membership degree solution needs a priori knowledge, which sometimes can not be obtained. To solve this problem, Li Xiong [8] adopted the fuzzy neartudeas as the fusion weight. In addition, Zhang Jun [9] adopted the correlation function in fuzzy theory to determine the weights and achieve satisfied fusion accuracy.
Fuzzy weighted fusion method
Fuzzy Processing of Sensor Data.In the ordinary set, we use the characteristic function U (x) to represent the set U. The U(x) =1 indicates that the ele/ment x belongs to the set U, and the U(x) =0 indicates that the element does not belong to the set U. The characteristic function here can only take 0 and 1, two values. If the value of the characteristic function extends from the set {0,1} to the continuous value on the interval [0,1], then we get the fuzzy set. The closer the eigenvalue of the element is to 1, the greater the possibility to which the element belongs to the fuzzy set; and the smaller the opposite. The eigenfunction in fuzzy set theory is also called the membership function.
The eigenvalue is called the membership degree, which represents the support degree of the element to the concept of the set.
Suppose that N sensors are used to measure an object, and the measurement data set is {A 1 ,A 2 ,…,A n }, where the measured data of a single sensor is a m-dimensioned vector A i =(x i1 , x i2 ,…, x im ). Because of the error between the measured data and the real value, the two dimensional concept of "whether the measurement data is valid" is blurred, and the fuzzy sets of measurement data are defined. For A 1 in the measurement data set, it is not possible to say whether it belongs to the fuzzy set, but to some extent the fuzzy set. This degree of membership reflects the validity of the sensor measurement data, that is, the proximity between the measured data and the real value.
Suppose that the membership degree of the elements in the above fuzzy sets is a 1 , a 2 ,…, a n , where a i is the real number on the [0,1] interval, then the Zadeh vector expression for the fuzzy sets of the measured data is [10] as follows: This fusion model does not take into account the differences in accuracy and reliability of each sensor measurement, but gives each sensor the same weight, i.e., 1/n. In fact, we want to give the more accurate and reliable sensors the greater weight when weighted average is used. The fuzzy membership degree discussed above reflects the proximity between the measured data and the real value of the sensor, so it can be used as the weight. The formula (2) shows that the membership degree is the key to the fuzzy weighted fusion method. Delphi method, fuzzy statistics method, increment method and factor weighting synthesis method are the main methods to solve the membership degree [10] . No matter what method is used to solve the degree of membership, either the subjective experience of experts or a large number of experimental data are needed, and most of the time, these conditions are not met. At the same time, the fuzzy-neartude-based fusion model can solve this problem. Fusion Model Based on Fuzzy Neartude.In fuzzy set theory, fuzzy neartude refers to the proximity between two fuzzy sets, the axiomatic definition of it is: for fuzzy sets (or fuzzy vector) A, B, C, assume there is a mapping R which satisfy F(U)×F(U)→[0,1] and follows:
(
is the fuzzy neartude of A and B. When A is a vector of sensor measurement data, and B for the vector of real value, R(A, B) reflects the proximity between sensor measurement data and real value. In practical applications, the real value vector B is not known, and the average of multi-sensor measurements is used as its approximate estimate. Therefore, the weighted fusion model based on fuzzy neartude is defined as follows: ( )
Where d AB refers to the distance between the fuzzy vector A and B, which can be Hamming distance, Enclid distance, Hausdorf distance, Chebyshev distance, and so on. Which distance is chosen depends on the specific situation, where the Hamming distance is defined as Hamming distance is simple in structure and low in computation. Although the resolution is not high, it is enough to meet most application requirements.
Lattice Neartude [12] ( ) ( ) ( )
In which x i and y i ∈[0,1]。Lattice operation symbols "∧" and "∨" that refers to the minimum and maximum operations respectively.
Maximum and Minimum Neartude [10] ( ) 
In the above five types of fuzzy neartude, there is a serious defect in the Lattice Neartude: the condition of R g (A,A)=1 defined by the fuzzy neartude is not completely satisfied. In fact, the definition is only satisfied when A=0 and x i =0. To solve this problem, Jiang Hao[15] make some excellent work and provide a Modified Lattice Neartude as follows:
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The ideal proximity should have the characteristics of high resolution, small calculation and being able to reject singular data. Because larger calculation and poor rejection of the singular data, the lattice neartude, the maximum and Minimum neartude, the arithmetic mean minimum neartude, and the geometric mean minimum neartude are not popular as to the distance neartude. Modified Reciprocal Distance Neartude.The 3 kinds of distance neartude are compared in our research. For the amount of calculation, the subtractive distance neartude is maximum, the reciprocal distance neartude is minimum, and the exponential distance neartude is middle; for the resolution, the highest is the exponential one, then the reciprocal, and the subtractive the lowest; For the singular data reduction, the exponential one is the best then the subtractive, and the reciprocal is the worst. Therefore, without considering the amount of calculation, the exponential distance neartude degree is the best.
Although reciprocal distance neartude has the minimum amount of computation, but its singular data rejection ability is poor, and it needs a threshold to eliminate the singular data before fusion. The threshold value is normally selected by measuring environment and expert experience, so it is not practical and reliable. In order to solve this problem, the reciprocal distance neartude can be modified as follows:
Where M is the distance amplification index, greater than 1. In general, the larger the M value, the stronger the singular value rejection capability and the higher the resolution. However, if the M value is too large, it will affect the fusion accuracy. When the M takes the appropriate value, the modified reciprocal distance neartude can not only fuse data with more reliablity, but also with higher accuracy.
Simulation Examples and Analysis
Referring to the data in document [11] , the fuzzy weighted average fusion method is simulated and analyzed. Data is the measurement result of 7 temperature sensors to an 850 degree thermostat at the same time. And 1 or 2 singular data are added to the obtained data.
The Hamming distance is selected. The weighted fusion model based on the subtractive distance neartude the reciprocal distance neartude, the exponential distance neartude and the modified reciprocal distance neartude(M=10) is compared, and the fusion results are shown in table 2. The neartude value is shown in Figure 1-3 From simulation data above, we can see that when there is no singular data, all types of fuzzy neartude have good precision in fusion; when there is 1 singluar data, the fusion precision of all types were decreased, and the reciprocal decreased most; when there are 2 singular data, the precision of the subtractive and the exponential were decreased obviously, only the modified reciprocal is still high. The simulation analysis shows that the modified reciprocal fuzzy neartude has higher fusion accuracy and reliability.
Conclusions
Multi-sensor data fusion can make up for the shortage of single sensor measurement, improve measurement accuracy, reliability. Fuzzy weighted fusion method is a common method for similar data fusion in sensor data level.
In this paper, the theory of fuzzy weighted fusion is analyzed in detail. It is considered that the fuzzy neartude is used as the weight of the fusion model, which is more practical than the membership degree. Through the comparison of several commonly used fuzzy neartude, it is found that the reciprocal distance neartude has the highest resolution and the minimum amount of computation, but type of exponential and reciprocal type of distance close to the best performance, where the type of distance close to high resolution, minimum amount of computation, but for the bad suppression capability of singular data, its application is limited. In order to solve this problem, the modified reciprocal distance neartude is proposed by adding distance magnification index M. Simulation results show that the proposed method has obvious suppression effect on singular data, and has higher fusion accuracy and reliability. The research of this paper is not good enough. In the future, we will study (1) the influence of M value on the fusion effect; (2) the problem of weight calculation in the multiplicative fusion model.
