We prove that the group of reversible cellular automata (RCA), on any alphabet A, contains a perfect subgroup generated by six involutions which contains an isomorphic copy of every finitely-generated group of RCA on any alphabet B. This result follows from a case study of groups of RCA generated by symbol permutations and partial shifts with respect to a fixed Cartesian product decomposition of the alphabet. For prime alphabets, we show that this group is virtually cyclic, and that for composite alphabets it is non-amenable. For alphabet size four, it is a linear group. For non-prime non-four alphabets, it contains copies of all finitelygenerated groups of RCA. We also obtain that RCA of biradius one on all large enough alphabets generate copies of all finitely-generated groups of RCA. We ask a long list of questions.
Introduction
Automorphism groups of subshifts have been a topic of much interest in recent years [43, 53, 50, 18, 14, 17, 21, 20, 16, 23, 48, 51, 3] , with most results dealing with either the case of highly constrained subshifts such as minimal and lowcomplexity subshifts, or the case of weakly constrained subshifts such as SFTs. This paper is about the second case.
Reversible cellular automata or RCA (on a finite alphabet A) are the automorphisms, i.e. shift-commuting self-homeomorphisms, of the full shift A Z , and form a group denoted by Aut(A Z ). We write this group also as RCA(A), and as RCA(|A|) up to isomorphism. Since this group is not finitely-generated [10] , from the perspective of geometric group theory it is of interest to try to understand its finitely-generated subgroups. In this paper, we construct "universal" such subgroups, with a maximal set of finitely-generated subgroups.
A simple way to construct RCA is the technique of partitioned cellular automata. Fix a Cartesian product decomposition A = B 1 ×B 2 ×· · ·×B k of the finite alphabet A. The partial shifts shift one of the tracks with respect to this decomposition of the alphabet, e.g. identifying x ∈ A Z as (y 1 , y 2 , · · · , y k ) ∈ B Z 1 × B Z 2 × · · · × B Z k in an obvious way, we map σ 1 (y 1 , y 2 , · · · , y k ) = (σ(y 1 ), y 2 , ..., y k ) where σ is the usual shift map, and similarly we allow shifting the other tracks independently. The symbol permutations apply the same permutation of A in each position of x ∈ A Z . These maps are reversible, and thus any composition of them is as well.
When a partial shift and a symbol permutation are composed (in some fixed order), we obtain a partitioned RCA. In this paper, we denote the group generated by symbol permutations and partial shifts by PAut[B 1 ; B 2 ; ..., B k ] -this group contains the partitioned RCA and their inverses, but also several other things, see Section 2.2 for details. The group PAut[B 1 ; B 2 ; ..., B k ] is a subgroup of RCA 1 (A Z ) , the group of RCA generated by those with biradius one. When n 1 , n 2 , ..., n k ∈ N, we also write PAut[n 1 ; ...; n k ] for the abstract group PAut[B 1 ; B 2 ; ..., B k ] where |B i | = n i , up to isomorphism.
A theorem of [31] shows that, up to passing to a subaction of the shift (and using the induced basis for the algebra of clopen sets), all RCA come from composing partial shifts and symbol permutations. Our main result is that for any robust enough composite alphabet B × C, even without passing to a subaction of the shift, RCA in PAut[B; C] can simulate any RCA on any alphabet in the following algebraic sense. Definition 1. Let G be a group. A subgroup H ≤ G is universal if there is an embedding G ֒→ H. It is f.g.-universal if for every finitely-generated subgroup K ≤ G there exists an embedding K ֒→ H. This is proved in Section 4.1. The embeddings of finitely-generated subgroups are dynamical, in the sense that we concretely simulate cellular automata on encoded configurations.
The set of finitely-generated subgroups of RCA(A) does not depend on A as long as |A| ≥ 2 by [35] , so when PAut[m; n] is f.g.-universal in RCA(mn), it also contains a copy of every finitely-generated subgroup of RCA(k) for any other k ∈ N + . For the same reason, the theorem implies that for any nontrivial alphabet A, RCA(A) contains an f.g.-universal finitely-generated subgroup since it contains a copy of each PAut[m; n] (a stronger statement about sofic shifts is given below).
The group RCA(A) is neither amenable nor locally linear when |A| ≥ 2, so the following result shows that Theorem 1 is optimal. Both nonamenability and nonlinearity for PAut[m; n] for m ≥ 2, n ≥ 3 follow directly from f.g.-universality, but we give instead a uniform natural construction that proves the second and fourth item simultaneously by embedding groups of the form Z Table 1 gives the characterizations of f.g. subgroups of PAut[m; n], by giving, in each case, a well-known group whose f.g. subgroups are the same as those of PAut[m; n]. The number k ≥ 2 in the table is arbitrary. We can also state the result in terms of alphabet size alone. Write PAut(A) for the group PAut[B 1 ; B 2 ; ..., B k ] seen through any bijection π : A → B 1 × B 2 × · · · × B k where |A| = |B 1 ||B 2 | · · · |B k | is a full prime decomposition of A. The subgroup of RCA(A) obtained does not depend (even as a set) on the choice of the B i and that of π, see Section 2.2. Again up to isomorphism we write PAut(n) for the group PAut(A) where |A| = n.
Theorem 3. Let n ≥ 2.
• If n ∈ P, then PAut(n) ∼ = Z × S n .
• If n = 4, then PAut(n) ∼ = Z • If n / ∈ P ∪ {4}, then PAut(n) is f.g.-universal in RCA(n).
The group is virtually cyclic if and only if it is amenable if and only if n ∈ P.
Finally, we obtain a corollary about the group RCA 1 (n) of RCA generated by those with biradius one. This classifies the possible sets of f.g. subgroups for a cofinite set of alphabet sizes.
Theorem 4. RCA 1 (n) ≤ RCA(n) is f.g.-universal for all large enough n. This is proved in Theorem 9. As mentioned above, one motivation for the result is that the groups Aut(A Z ), and more generally Aut(X) for mixing SFTs X, are not finitely-generated, and thus do not fit very neatly in the framework of geometric group theory. Thus, it is of interest to look for finitely-generated subgroups which are representative of the entire group. On the other hand, in cases where we do not obtain universality, such study provides new examples of "naturally occurring" finitelygenerated RCA groups.
The set of finitely-generated subgroups of Aut(A Z ) is relatively big: It is closed under direct and free products and finite extensions [48] , contains the graph groups (a.k.a. right-angled Artin groups) [35] , and contains a group not satisfying the Tits alternative [49] (we give another proof in Proposition 5). In the journal version of [3] we prove that there is an f.g. subgroup with undecidable torsion problem. Since the constructions of the present paper are constructive, Theorem 1 combined with [33] provides a new proof of this. 1 We state one corollary obtained in the symbolic dynamics setting (other embedding theorems are surveyed in [49] ). A sofic shift is a subshift defined by a regular language of forbidden patterns; in particular all full shifts A Z are trivially sofic.
Theorem 5. Let X be a sofic shift. Then the following are equivalent:
• The group Aut(X) has a perfect subgroup generated by six involutions containing every f.g. subgroup of Aut(A Z ) for any alphabet A.
• X has uncountable cardinality.
This is proved in Theorem 10
We also summarize some properties of the abstract group obtained, for easier reference.
Theorem 6. There exists a finitely-generated residually finite perfect group G such that, letting G be the class of finitely-generated subgroups of G:
• G has decidable word problem and undecidable torsion problem, and does not satisfy the Tits alternative, and
• G is closed under finite extensions, direct products and free products, and contains all f.g. graph groups (that is, right-angled Artin groups).
Any group with this list of properties is necessarily not a linear group over any field, contains every finite group, and every finitely-generated abelian group and free group. We are not aware of many naturally occurring residually finite groups with such properties; for example the Tits alternative rules out linear groups, hyperbolic groups 2 and fundamental groups of 3-manifolds [36, 22] , and having all finite groups as subgroups rules out automata groups.
In Section 6, we state some open questions. We include old classics, restated in terms of our new universal subgroups, and we also ask some new ones. We also ask several questions about the existence of (f.g.-)universal subgroups in other non-finitely generated groups of interest, namely other cellular automata groups, automata groups and the rational group, the group of Turing machines [3] , topological full groups and (full) homeomorphism groups.
Definitions

Conventions and terminology
Our conventions for the naturals are 0 ∈ N, N + = N \ {0}, and the set of primes is P. Intervals are discrete unless otherwise specified, i.e. [a, b] = [a, b] ∩ Z. Some basic knowledge of group theory [45] , symbolic dynamics [38] and cellular automata is assumed, and we try to follow standard conventions.
An alphabet is a finite set. A subshift is a shift-invariant closed subset of A Z for an alphabet A, where the shift σ :
The subshift carries the knowledge of the alphabet (the alphabet represents a fixed basis of expansivity). If X is a subshift, a basic cylinder is a cylinder of the form [a] i where a is in the alphabet of X. Basic cylinders form a subbase of the topology.
The automorphisms of a subshift X are the self-homeomorphisms of X that commute with the shift σ, and they form a group denoted by Aut(X). When X = A Z , we write Aut(X) also as RCA(A), and RCA(|A|) for the abstract group up to isomorphism.
Words over an alphabet A [39] form a monoid A * under concatenation, which is denoted u · v or uv. A word u is m-unbordered if vu = uv ′ =⇒ |v| = 0 ∨ |v| ≥ m, and unbordered if it is |u|-unbordered. Configurations x ∈ A Z are two-way infinite words. Often they have a periodic left and right tail, and a left tail with repeating word u is written ω u and a right tail as u ω . The position of the origin is left implicit when specifying infinite words. Finite words are 0-indexed in formulas. In text we use the standard English ordinals, so the "first symbol" of a word w is w 0 rather than w 1 .
The clopen sets in A Z are precisely the Boolean algebra generated by basic cylinders. We say a clopen set
. Clearly u is m-unbordered if and only if [u] i is an m-unbordered clopen set in the full shift.
For two words u, v of the same length, write
The Hamming distance of two words u, v is |D(u, v)|. The Hamming distance is the path metric in the Hamming graph (of length n over alphabet Σ) whose vertices are Σ n and edges (u, v) where |D(u, v)| = 1. If a ∈ A and u ∈ A * write |u| a for the number of a-symbols in u. The reversal of a word is denoted by w T and defined by w T i = w |w|−1−i . We also reverse other things such as subshifts, by reversing points in the sense x T i = x −i , and cellular automata, by conjugating with the reversal map.
If X and Y are subshifts and X × Y their Cartesian product subshift (with the diagonal action), then X and Y are referred to as tracks, and the first track is also referred to as the left or top track. Write RAut(X × Y ) for the subgroup of Aut(X × Y ) containing those f that never modify the X-track (i.e. ∀x, y : r] . A biradius of a reversible cellular automaton f is any number larger than the radii of f and f −1 . The neighborhoods are sets N such that f (x) 0 depends only on x| N , and bineighborhoods are defined in the obvious way.
For two groups G, H, we write H ≤ G for the literal inclusion, and H ֒→ G when H can be embedded into G.
The symmetric (resp. alternating) group on a set A is Sym(A) (resp. Alt(A)) and S n is the group Sym(A) for any |A| = n, up to isomorphism; similarly A n = Alt(A) for |A| = n.
Composition of functions is from right to left and all groups (including permutation groups) act from the left unless otherwise specified. When permutations are written in cycle notation, we use whitespace or ; as the separator of the permutees. Usually we permute initial segments of N and elements of Σ n for a fixed finite alphabet Σ and n ∈ N.
The commutator conventions are
For g, h elements of the same group, write g h = h −1 gh. If φ : X → Y is bijection, we also use the notion for conjugation in the groupoid sense:
If A, B are groups, then an A-by-B group is one that admits an epimorphism to B with kernel A. A virtually H group is one that admits H as a subgroup of finite index. If A, B or H are properties instead, the interpretation is existential quantification over groups with said property.
The (transfinite) derived series of a group G is
] for successor ordinals and G (α) = β<α G (β) for limit ordinals. If this stabilizes at G (k) = 1 for a finite ordinal k (i.e. G is solvable), then k is called the the derived length of G. This series terminates at some ordinal α, and G (α) is called the perfect core of G. The (transfinite) lower central series is G 0 = G, G α+1 = [G, G α ] for successor ordinals and G α = β<α G β . This always stabilizer at some ordinal α, and we call G α the hypocenter.
A linear group is a (not necessarily finitely-generated) subgroup of a group of finite-dimensional matrices over a field, i.e. a subgroup of GL(n, F ) for some field F and some n ∈ N. We also use "linear" as an adjective, in the same sense.
We make a few simple observations about decidability, and an informal understanding suffices: Let P be a family of propositions. We say P is semidecidable if there exists an algorithm that, given a proposition P , eventually writes the answer "yes" if P ∈ P, and eventually writes "no" or never writes anything if P / ∈ P. We say P is decidable if P and {¬P | P ∈ P} are both semidecidable. 
where σ :
i is the usual shift map, and the symbol permutationsπ defined by applying a permutation π in every cell, or
in symbols, where π ∈ Sym(B 1 × B 2 × · · · × B k ) is arbitrary. We usually identifȳ π with π. These maps are reversible, so PAut[
We write PAut(A) for the following subgroup of Aut(A Z ): Let |A| = n and let n = p 1 · p 2 · ... · p k where p i are the prime factors of n in any order. Pick a bijection π : generated by symbol permutations and partial shifts using the two bijections. Now, by definition, G and G ′ are conjugate subgroups of Aut(A Z ), by the symbol permutation π −1 • π ′ by a direct computation. This symbol permutation is in both of the groups G and G ′ , so in fact the groups are equal.
3 Generators for some groups
Controlled actions
Suppose we are dealing with a group action that is conditioned on some type of events, and write g| E for the "action of g in case E holds". Then
since in the case of less than two events, the commutator cancels. When the acting group is perfect (e.g. an alternating group on at least 5 objects), commutators [g, h] are a generating set for the group, so if we can condition actions of G on some set of events E, we can condition them on any event in the ring of sets generated by E, i.e. unions, intersections and relative complements of events. The Boolean algebra where the events live is typically the algebra of clopen sets in some space. The same idea can be used with S 3 and S 4 , using the fact that they are not nilpotent, and their hypocenters are A 3 and A 4 , respectively. Concretely, using for example the formula [(0 1 2), (0 1)] = (0 1 2), we can condition an even permutation on the intersection of two events, assuming one is a "primitive event" (so we can apply an arbitrary permutation conditioned on it), and the other is any "composite even (so by induction we can apply an even permutation conditioned on it). See for example Lemma 4 for a formal result to this effect.
We do not give a general formalization of this idea, as often the events are entangled with whatever is being acted on, so one should rather consider this a proof technique. Informally, we refer to actions that "depend on events" as controlled or conditioned actions, and use terms such as "increase the control" to refer to the tricks described above. The main application is to subshifts, whose Boolean algebra of clopen sets is generated by basic cylinders [a] i .
Alternating groups and 3-hypergraphs
The following lemma is from [7] , and is probably a well-known fact about alternating groups. A hypergraph G is weakly connected if the graph G ′ , whose edges are those 2-subsets of V (G) that are contained in some hyperedge of G, is connected.
Lemma 2. Let G be a hypergraph with all hyperedges of size 3, and let G be the group generated by three-cycles corresponding to the hyperedges of G. If G is weakly connected, then G = Alt(V (G)).
Universal families of reversible logical gates
If you can permute two adjacent cells of words (evenly), you can permute words of any length (evenly), by the following Lemma 3 which strengthens a result of [7] . Many results like this are known, see e.g. [1, 6, 54] , but usually (conjugation by) free reordering of wires is allowed, so these results are not directly compatible with ours. In our application, wire reordering is not possible. (The swap of two wires is directly among the generators only if |A| ≡ 0, 1 mod 4.) Lemma 3. Let A be a nontrivial finite alphabet with |A| ≥ 3. If n ≥ 2, then every even permutation of A n can be decomposed into even permutations of A 2 applied in adjacent cells. That is, the permutations
are a generating set of Alt(A n ) where π ranges over Alt(A 2 ), and i ranges over 0, 1, 2, ..., n − 2.
Proof. It is enough to show that the 3-cycles (u; v; w) where for some j, |{u j , v j , w j }| = 3, and u i = v i = w i for i = j, are generated. Namely, the result then follows by applying Lemma 2 to the hypergraph with vertices A n and edges (u, v, w) that only differ in one position.
It is enough to show that the permutation that applies the cycle (0 1 2) in coordinate j if all other coordinates contain 0, and is the identity otherwise, is generated. Namely, the other generators are conjugate to it or its inverse by even symbol permutations. Let us fix the coordinate j, and for a set of coordinates N ∋ j and permutation π, write π| N for the permutation that applies π in coordinate j if all coordinates in N contain 0, and is the identity otherwise. In each case, π has the property that, when applied to a word ab, if a = 0 then the value of a changes if and only if b = 0, and it always changes to 1 in this case. Let ψ be the map that applies π successively in the subwords
Observe that if w j−ℓ,...,j−1 w j+1,...,j+r = 0 ℓ+r , then ψ(w) j+1 ∈ {0, 1} and ψ(w) j+1 = 1 ⇐⇒ w j+r+1 = 0.
Let β apply the permutation (01; 11)(02 12) at [j, j + 1]. Note that β does not modify any coordinate other than j. Now, since (0 1 2) = [(0 1 2), (0 1)], we have
and we conclude.
As hinted by the title of the section, it is useful to think of permutations applied to subwords as "reversible logical gates", and we say a family of gates is universal if it generates all the even gates on A n for large enough n. Combining the previous lemma with any standard set of generators for Alt(A 2 ), we obtain a set of two gates that generates all other gates. It is well-known that as n tends to infinity, the fraction of pairs (g, h) ∈ Alt(n) with g, h = Alt(n) tends to 1 [19] , so almost any two even random permutations of A 2 form a universal family of reversible gates. We conjecture that a single gate suffices for n large enough.
The previous lemma does not hold for |A| = 2: When |A| = 2, all permutations of A 2 are affine for the natural linear structure of A 2 , so they will also give only affine maps with respect to the natural linear structure of A n . In fact, they do not generate all even permutations of A 3 . On the other hand, it is known that if |A| = 2, then the set of all even permutations of A 4 generates all even permutations of A n for any n (swaps, flips and the Toffoli gate are even as permutations of A 4 ), and a quick search in GAP [24] shows that the set of all even permutations of A 4 is generated by the the even permutations of A 3 . Thus, on the binary alphabet the lemma is true if A 2 is replaced by A 3 (starting from n ≥ 3).
Structure and universality of PAut[...]-groups
We prove Theorem 1 in Section 4.1. Theorem 2 is a combination of Lemma 8, Theorem 7 and Theorem 8, which are proved in sections 4.2, 4.3 and 4.4, respectively. In addition to the results mentioned, we discuss some basic structural properties of subgroups which arise in the course of the proof.
Universal groups
In this section, we perform the main engineering task of building copies of every finitely generated group of RCA in the PAut[B; C] groups.
Definition 2. Suppose F ⊂ B
Z is an n-unbordered clopen set and π :
The map π| F performs the permutation π on the second track under every occurrence of F on the first track. One should think of this as a conditional application of π on the second track, where the condition is that the first track contains a point that is in F . The definition makes sense, since due to the fact F cannot overlap a translate of itself by less than n steps (by n-unborderedness), permutations can unambiguously modify a contiguous interval of n cells to the right of the place where F occurs. In all nonspecified cases we output the contents of the central cell.
Definition 3. Let X be a subshift and G a group acting on a set A. For a clopen set C ⊂ X and g ∈ G, define g| C :
Define the shift by σ(x, a) = (σ(x), a) where σ denotes both the new and the usual shift map. We denote the group generated by these maps by G| X . We denote by P (X, G) the subgroup generated by the shift on X and maps g| C where g ∈ G and C is a basic cylinder.
The P (X, G) is by analog with the 'P ' in PAut, as these groups can be simulated rather transparently with elements of PAut. See Section 4.5 for some basic observations about these groups.
Lemma 4. Let X ⊂ Σ Z be a subshift and G a group acting on a finite set A. Then for all clopen C, P (X, G) contains g| C for all g in the hypocenter of G.
Proof. It is enough to prove this for cylinders, i.e. C = [w] m for a word w and m ∈ Z. This is clearly true if C is a basis set (conjugate by the shift to account for the m).
The following lemma separates the PAut[2; 2] case from others, by finding a large locally finite subgroup in PAut[B × C]. (The conclusion is true also for |C| = 2, but is trivial in that case.) Lemma 5. Let |B|, |C| ≥ 2. Then for every even permutation φ of C and any clopen
Proof. For every n, the hypocenter of S n is A n . It is easy to see that the shift on either track, together with symbol permutations that only modify the second track, implement the group P (B Z , G) in a natural way where G = S |C| , and the claim follows from the previous lemma.
Proof. We may assume |B| ≥ 2, |C| ≥ 3. Any clopen set F is a union of disjoint basic cylinders [u] i , and it follows from the assumption that the word u is necessarily n-unbordered for each u appearing in this decomposition of F . We can take each i and the lengths |u| to be equal, and if
for a finite set of words u j ∈ B m , then the union is disjoint and
for any π ∈ Alt(C n ), because by the assumption that F is n-unbordered, each coordinate can be affected by at most one of these ℓ applications of π. By conjugation with the shift, it is enough to show that π| [u] 0 ∈ PAut[B; C] for any n-unbordered word u and any π ∈ Alt(C |u| ). We may suppose B = {0, ...,
Since u is n-unbordered, it follows that the maps ψ| [u] 0 , where 
, is weakly connected as a hypergraph. Thus, we can perform any even permutation of C 2 in any two consecutive symbols under each occurrence of u by Lemma 2. By Lemma 3, we can then perform any even permutation in each segment of length n under every occurrence of u. Note that by n-unborderedness, these permutations indeed happen in disjoint segments of y, for distinct occurrences of u in x.
Suppose first that |B| is even. Then we claim that the map
We claim that
where ψ = (0 1)(2 3) · · · ((|B| − 2) (|B| − 1)), E = {0, 2, 4, ..., |B| − 2} ⊂ B, and :
Z exchanges the tracks. Conjugation by is performed in the groupoid sense, and means that we modify the first track conditioned on the second track. To see that the formula holds, observe that since the set of positions where 0 occurs in y never changes, the effect on x is cancelled. If y i+k = 0, then the symbol at x i will be even during exactly one of the two applications, while otherwise it is even either zero times or two times, and the flip cancels out.
, it does (0 1 2) at y i at least if x [i,i+|u|−1] = u and y i+k = 0, which is what we want (for k = 1). Let us analyze its side-effects. If x [i,i+|u|−1] = u and y i+k = 0, then as long as k < n, y i+k is nonzero after all partial applications (since u is n-unbordered and f k does not modify the set of coordinates where 0 occurs), so in this case the rotation (0 1 2) cancels, and y i retains its value. In fact, one quickly sees that the only danger is the coordinate y i−k , when
In this coordinate, we apply the flip (1 2) if and only if y i+k = 0 and y i ∈ {0, 1} (if y i+k = 0, then since [f k , (0 1 2)| [u] 0 ] was applied twice, the flip cancels).
To account for these problematic coordinates y i−k where
i.e. rotate y i backward if x [i,i+|u|−1] = u, apply the above map, and rotate back. The effect on y i is as above, namely rotation by (0 1 2), since rotations form an abelian group. Thus, in total we do (0 2 1) at y i whenever y i+k = 0,
But now at y i−k we actually perform the flip (1 2) under the precise same condition on the original value of y i , i.e. y i ∈ {1, 2}, since before the second application, we rotated it back to its original value. Thus this undesired flip is undone. Repeating all of the above twice, we perform (0 1 2) at y i under the same condition y i+1 = 0, x [i,i+|u|−1] = u. In other words,
is in PAut[B; C], and the result follows from Lemma 3 as explained above. Next, suppose |B| is odd, let a = [u] k and consider the definition
where again k < n, and ψ = (0 1 2 · · · (|B| − 1)). This map applies (1 2) at y i iff y i+k = 0 or x i+k = a. We can in fact repeat the previous argument almost verbatim.
= u and y i+k = 0, then as long as k < n, y i+k is nonzero after all partial applications (since u is n-unbordered and f ′ k does not modify the set of coordinates where 0 occurs), so in this case y i retains its value. Again the only danger are the coordinates y i−k such that x [i,i+|u|−1] = u. In this coordinate, we apply the flip (1 2) if and only if either y i+k = 0 and y i ∈ {0, 1}, or if u 0 = a.
Whether or not u 0 = a, as in the case when |B| is even,
is precisely the desired map (00; 10; 20)
Remark 1. The two cases depending on the parity of |B| are really about the two cases (|B|, |C|) ∈ {(2, 3), (3, 3)}, which were solved last. For larger |C|, we can separate data and control, and for example for |C| ≥ 6 (and any |B| ≥ 2), since Alt(C \ {0}) is perfect, one can rather directly write a formula for an arbitrary even permutation of C \ {0} at y i controlled by x [i,i+|u|−1] = u and y i+1 = 0, without side effects. After this, one again concludes by Lemma 5 and Lemma 3.
Lemma 7. Let |B|, |C| ≥ 2 and A = B × C, and let G ≤ Aut(A Z ). Suppose that for unbordered words w of any large enough length ℓ, the maps π| [w]i and π| [ww] i are in G for all π ∈ Alt(C ℓ ) and i ∈ Z. Then G contains an embedded copy of every finitely-generated group of cellular automata.
Proof. Let r ≥ 1 be arbitrary and large enough, let ℓ = 24r and pick a corresponding unbordered word w.
We first associate to any f ∈ Aut(C Z ) (with any radius) an elementf ∈ RAut((B × C) Z ) which simulates the action of f in a natural way, so that f →f is an embedding.
The mapf is defined as follows: Suppose (x, y) ∈ B Z × C Z and consider a maximal occurrence of w m in x with m finite (points x with this property are dense since |w| ≥ 2 and w is unbordered). We split the subword of y under the occurrence of w
The application off will be defined for f of any radius, but let us already address what will happen when the radius is at most r. When f has radius at most r, we will be able to constructf (which is defined below) inside G by performing a sequence of operations that changes the words u i and v i , by applying permutations to the subwords u i v i and the (non-contiguous) subwords v i−1 u i below the occurrence of The main simulation happens on the words u i and v i , while the purpose of the primed versions is simply to ensure that all the permutations performed are even: for any permutation π : X → X, the diagonal permutation π × π : X × X → X × X is even.
We think of u i as being on top of the word v i , and think of the boundaries of the maximal run F m as completing the top and bottom word into a conveyor belt; similarly for the primed words u
m . This defines the global rule off uniquely, as the unique continuous extension, and it is easy to see thatf is always an automorphism (sincef −1 is an inverse). If the biradius of f is r ′ , then that off is 4r ′ + ℓ where the factor 4 comes from skipping over words representing contents of other simulated tapes, e.g. skipping over v i , u ′ i , v ′ i when rewriting u i , and ℓ is needed because we need to know whether the sequence of ws continues. Since the word to which f is applied only depends on x, and we are directly simulating the action of f on an encoded configuration, the map f →f is a homomorphism, and since w m can appear in x for arbitrarily large m, this is an embedding of Aut(C Z ) into Aut(A Z ). See [48] for more detailed explanations of similar arguments. Now, we show that for any f ∈ Aut r (C Z ), the mapf is indeed in G, which implies that G contains an embedded copy of the subgroup of Aut(C Z ) generated by elements of biradius r or less, which concludes the proof since Aut(C Z ) = r RCA r (C) and every finitely-generated group of cellular automata over any alphabet is a subgroup of Aut(C Z ) [35] . We now recall the concept of stairs from [31] . Define L ⊂ C 4r as the left stairs of f , i.e. the possible contents u v of stairs in spacetime diagrams (where the arrow of time points down), or in symbols
and R ⊂ C 4r the right stairs of f defined symmetrically. Then |L||R| = |C| 6r by the argument of [31] , namely the local rules of f and f −1 set up an explicit bijection between suitably concatenated left and right stairs and words of length 6r. Define γ L : C 6r → L and γ R : C 6r → R for the maps which extract the left and right stair corresponding to a word, and γ L : C 6r →L andγ R : C 6r →R for the corresponding versions for f T . The left stairs of f T are in bijection with the right stairs of f and vice versa: we haveγ L = γ R (w T ) T in a natural sense. Then, writingL for the left stairs of f T , we have |L||L| = |L||R| = |C| 6r and similarly for right stairs. Let α L : L ×L → C 6r and α R : R ×R → C 6r be any bijections. Define also the maps β L , β R : C 6r → C 3r which simply extract the left and right half of a word.
We now do a sequence of rewrites. First, for all i (simultaneously) we do
which can be performed by applying a suitable even permutation on the second track, conditioned on having w on the first track. To see that this permutation is even, observe that the first permutation is diagonal (i.e. of the form π × π for a permutation π) and the second is even as the words u i , u ′i , v i , v ′i are of even length (so in fact any permutation of the order of the words is even). Now "between" consecutive occurrences of w for 1 ≤ i < m, i.e. in the middle of each occurrence of ww, do
by performing a suitable even permutation of words of length ℓ on the second track, conditioned on [ww] −12r on the first track. Note that the permutation is applied with an offset, and an individual application under an occurrence of ww will not modify the 12r leftmost and rightmost symbols under the occurrence.
In total at this step we modify all but the 12r left-and rightmost cells under a maximal occurrence of w m . To see that this permutation is well-defined, observe that β R (ū i )β L (ū i+1 ) can be deduced from (γ R (u i ), γ L (u i+1 )) by applying the local rule of f (and similarly for v-words and the primed versions). This is clear from drawing the corresponding spacetime diagrams, see [31] for the detailed argument. Now, we deal with the remaining 12r coordinates under left corners of maximal occurrences w m by applying the (even) permutation
, and similarly for the primed versions. We deal with the right borders similarly.
Finally, to obtain the correct contents under w m , we only need to perform the position swap
under each occurrence of w.
Proof. Lemma 6 implies that for any unbordered u, any π ∈ Alt(C |u| ) can be performed controlled by any |u|-unbordered clopen set, in particular [u] i and [uu] i for any i. We conclude by Lemma 7.
Lemma 7 also directly applies to the commutator subgroup of RCA(B × C) (since large enough alternating groups are perfect), so we also obtain that the commutator subgroup (even the perfect core) of RCA(B × C), for any |B|, |C| ≥ 2, is f.g.-universal. See Theorem 10 for a stronger result.
The prime case
Proof. Let |A| = n and observe that PAut(A) = PAut[A]. The shift σ commutes with symbol permutations, no symbol permutation is a non-trivial shift map on a full shift, and PAut[A] is by definition generated by symbol permutations and the shift σ . Thus, the shift and the symbol permutations form a complementary pair of subgroups in PAut[A], and thus PAut[A] is an internal direct product of σ and the symbol permutations, which form a finite group isomorphic to Sym(A).
The linear case
By Lemma 8, PAut(A) is linear (even over R) for somewhat uninteresting reasons when |A| is prime. The case |A| = 4 gives a linear group as well, but a more interesting one. The crucial point is that all permutations of Z 2 2 are affine, so all symbol permutations are "affine".
Write Z 2 [x x x, x x x −1 ] for the ring of Laurent polynomials over the two-element field Z 2 . Write Z 2 ((x x x) ) for the field of formal Laurent series over Z 2 (with only finitely many negative powers of x x x), which contains the ring Z 2 [x x x, x x x −1 ]. For any (commutative unital) ring R, write GL(n, R) for the group of invertible n-by-n matrices over R.
Theorem 7. The group PAut(4) is linear, and has an 8-dimensional representation over Z 2 ((x x x) ). In fact,
Proof. We begin with the second claim. By renaming, we may assume the Cartesian product decomposition is A = {(0, 0), (0, 1), (1, 0), (1, 1)}, and we give A the Z 2 2 -structure that arises from bitwise addition modulo 2 with respect to this decomposition. Give also A Z the structure of an abelian group, by cellwise addition.
Consider maps of the form x → f (x) + a Z , where a ∈ A and f is a reversible linear cellular automaton in the sense that f (x + y) = f (x) + f (y) for all x, y ∈ A Z . A straightforward computation shows that such maps form a subgroup G of Aut(A Z ). The subgroup K of maps x → x + a Z for a ∈ A is isomorphic to Z 2 2 , and a direct computation shows that it is normal in G. The subgroup H of reversible linear cellular automata is also a subgroup, and we have KH = G, K ∩ H = 1. It follows that G = K ⋊ H is an internal semidirect product.
We can in a standard way see H as the group GL(2, Z 2 [x x x, x x x −1 ]), by writing the local rule of a cellular automaton f satisfying f (x + y) = f (x) + f (y) as a matrix, so G ∼ = Z (4) are contained in G since all symbol permutations of A are affine, and conversely it is straightforward to show that linear symbol permutations and partial shifts are a generating set for H, see e.g. [32] , and the maps x → x + a Z are among generators of PAut(4) as well. It follows that PAut(4) = G.
For the first claim, since [G : H] = 4 and H is a 2-dimensional matrix group, where the entries can be seen to be in the field Z 2 ((x x x)), the induced representation of G is 8-dimensional over the same field.
2 is the following: Let
be the group homomorphism obtained by applying the ring homomorphism extending x x x i → 1 in each entry. The action φ is the pullback of the natural action of GL(2, Z 2 ) on Z 2 2 through h. The group PAut(A) contains free groups when |A| = 4, as shown in the next section. It also contains a copy of the lamplighter group Z 2 ≀ Z (actually two natural embeddings of it, one acting on the first track and one on the second).
Non-linearity and non-amenability
We prove that apart from trivial cases (where the group is virtually cyclic and thus linear over any field admitting invertible matrices of infinite order), none of PAut[B; C] are amenable, and PAut[2; 2] is the only linear case. This follows from natural embeddings of groups of the form (Z/mZ) ω * (Z/kZ) ω , where m ≤ |B|, k ≤ |C|.
In all cases |B|, |C| ≥ 2 except PAut[2; 2], all groups of the form G ω * H ω are in PAut[B; C] for finite groups G, H, by f.g.-universality and by closure properties by Theorem 11, but we give the simple direct argument and explain why the groups (Z/mZ) ω * (Z/kZ) ω are indeed typically not even subdirect products of linear groups. The embedding is by RCA with one-sided bineighborhoods, thus we also obtain these subgroups in Aut((B × C) N ). For G a group, write G ω for the direct union of G n as n → ∞ (with the natural inclusions). For groups G, H write G * H for their free product.
Proof. Let B = {0, ..., m − 1}, C = {0, ..., k − 1}. The assumption |G| ≤ m, H ≤ k is equivalent to the assumption that G and H act on B and C, respectively, with at least one free orbit. Fix such an action. By renaming, we may assume 1 ∈ {0, ..., m − 1} and 1 ∈ {0, ..., k − 1} are representatives of the free orbits of G and H, respectively. The group G ω is generated by the following maps: for g ∈ G and i ∈ Z, define
Extend f g,i to a cellular automaton by shift-commutation. These maps are easily seen to be in PAut[B; C], as f g,0 is a symbol permutation and the others are conjugate to it by partial shifts. Clearly we obtain a copy of G by fixing i. Varying i, the maps commute since G is abelian. By applying them to (0 Z , ω 0.10 ω ) we see that they do not satisfy any additional relations, and thus we have a copy of G ω . Define similarly f h,i for h ∈ H, by changing the roles of the tracks.
Of course restricting i to N + , the maps f g,i and f h,i still give copies of G ω and H ω , respectively. Denote these copies by G ′ ∼ = G ω and H ′ ∼ = H ω . We show that together they satisfy no other relations, that is, the maps f g,i , f h,i for i > 0 generate a copy of
′ for even i, and that ℓ is even (the other three cases are completely symmetric). For each odd i there is a "maximal" copy of G used by f i , i.e. the reduced presentation of f i contains some f gi,ri with r i ≥ 1 maximal and g i ∈ G \ {1 G }. Similarly, for even i there is some maximal copy of H used, denote
Now, a direct computation shows the f w acts nontrivially on the following configuration:
· 1 = 1 and h −1 i · 1 = 1 since 1 is a representative of the free orbit on both tracks, and thus the rightmost "active" 1 moves to the right on each step.
Lemma 10. Let G and H be nontrivial groups. Then G ω * H ω is not amenable.
Proof. We prove the stronger fact that a free product of two groups G, H does not contain the free group on two generators if and only if it is amenable if and only if it is virtually cyclic if and only if G ∼ = H ∼ = Z 2 . Namely, Z 2 * Z 2 is the infinite dihedral group, which is virtually cyclic. If g, g ′ ∈ G \ {1 G }, g = g ′ and h = 1 H , then gh and g ′ h freely generate a free group. This follows from the normal form theorem of free products [40] .
The following lemma is classical. We give a direct proof mimicking [45, Theorem 8.1.11] as suggested by user Panurge on the MathOverflow website [30] .
Lemma 11. Suppose G is a linear p-group with bounded exponent over a field of characteristic q = p. Then G is finite.
Proof. We may assume G acts on a vector space V of dimension d over an algebraically closed field F . Suppose g e = 1 for all g ∈ G, where e is a power of p. It follows from g e = 1 that each root of the characteristic polynomial of g is an eth root of unity (consider for example the Jordan normal form of g). There are at most e such roots λ 1 , ..., λ e ′ , e ′ ≤ e, so there are at most (e ′ ) d choices for the trace tr(g) = d j=1 λ ij of any element of g ∈ G.
Suppose now that G is irreducible. In this case by [45, Theorem 8.1.9] , the fact that elements of G have finitely many possible traces implies that G itself is finite.
Otherwise, there is a non-trivial subspace closed under the action of G. The subgroup L of G that fixes both U and V /U is of finite index in G, by induction on dimension: the assumptions on characteristic and bounded exponent hold for actions on subspaces and quotient spaces, so the actions of G on these spaces factor through finite groups, and the intersection of two finite index subgroups is of finite index. Now, picking any basis of m vectors for U and extending it by n vectors to a basis of V , we see that the corresponding matrix representation of L is by unitriangular matrices: each matrix is a block matrix of the form In M 0 Im where I m , I n are the m × m and n × n identity matrices, respectively, and M is an n × m matrix.
Suppose M = 1 is a unitriangular matrix over a field of characteristic q, and has order dividing e. Suppose the nonzero entries are above the diagonal, and consider the action of M on row vectors from the right. Let i be the leftmost column of M containing a nonzero off-diagonal entry. Now clearly the exponent of M , acting on the subspace of row vectors where all but the i leftmost coordinates are 0, is divisible by q. Thus the exponent of M on the whole space is also divisible by q. Since the order of M divides e, a power of p, the order of M must be 1, which is a contradiction with M = 1. This means we must have L = 1.
It follows that |G| = [G : L]|L| < ∞.
Lemma 12. Let G and H be non-trivial finite groups. If G and H are not pgroups for the same prime p, then G ω * H ω is not a subdirect product of finitely many linear groups.
In particular the assumption includes the case where one of G, H is not a p-group for any p.
Proof. The assumption implies that p||G|, q||H| for some distinct primes p, q, so by Cauchy's theorem there exist g ∈ G, h ∈ H such that ord(g) = p, ord(h) = q. It is then enough to prove that Z ω p * Z ω q is not a subdirect product of finitely many linear groups.
Suppose it is, and let
where the G i are linear groups. Let the characteristics of the underlying fields be p 1 , ..., p ℓ , respectively. Let I p , I q ⊂ [1, ..., ℓ] be defined by i ∈ I p ⇐⇒ p i = p and i ∈ I q ⇐⇒ p i = q. Let π i be the natural projection
By the previous lemma, π i (Z ω p ) is finite for i / ∈ I p . Thus, the intersection of the kernels of all these maps is some K p ≤ Z ω p of finite index, in particular K p is non-trivial. Similarly we have a finite-index subgroup K q ≤ Z ω q . Then K p , K q ≤ K commute, which is a contradiction, since the subgroup they generate should be a free product
The previous lemma implies in particular that a free product of linear groups need not be linear (or even a subdirect product of finitely many linear groups) when the characteristics of the fields over which they are linear are distinct, since the group Z ω p is a linear group for every prime p (for example a linear group of RCA by a matrix implementation of Lemma 9). By [42] (see also [55] ), the group G ω * H ω is linear if and only if G ω and H ω are both linear over a field of the same characteristic. We note that to just prove non-linearity of PAut[B; C] for |B| ≥ 2, |C| ≥ 3, it suffices to observe that this group contains copies of Z n 2 and Z n 3 for all n, which follows e.g. by Lemma 11.
As a side note, we mention that the embedding in Lemma 9 is by one-sided RCA with one-sided inverses, which, unlike the result for PAut[B; C], does not follow from closure properties. Proposition 1. Let A = B × C, and let G, H be abelian groups with |G| ≤ |B| and |H| ≤ |C|.
Proof. In the construction of Lemma 9, the generators are involutions and their neighborhoods are contained in −N. Flipping the neighborhoods does not change the group, and gives reversible maps in Aut(A N ).
For |A| ≥ 8, Aut(A N ) is non-linear, as it does not even satisfy the Tits alternative [49] . By the previous proposition, Aut(A N ) is also non-linear for |A| = 6.
Modifying just one track
The proof of Lemma 5 implements the maps φ| F by elements of PAut[B; C] which only modify the second track. This is an interesting example of a finitelygenerated subgroup of PAut(A), for any alphabet A / ∈ P ∪ {4}. Out of general interest, we take a brief look at its structure, which is much easier to understand than that of PAut(A).
This provides a new proof of the two-sided case of [49] . Proof. Since there is a homomorphism that tracks the movement of the second track [31] , the group does not change if we replace the partial shift on the second track by the one on the first track. Observe also that every cell on the second track behaves independently. The isomorphism simply tracks what happens at the origin.
This motivates the study of the groups P (B Z , H), especially when H is a symmetric group. Proposition 3. Let |B| ≥ 2, let H ≤ Sym(C) be a finite permutation group, and let G = P (B Z , H). If H has derived length ℓ, then G has derived length ℓ + 1. If H is not solvable, G is not virtually solvable.
Proof. Let φ be the homomorphism that tracks the movement of the first track. Then G is ker φ-by-Z. Let K = ker φ, and observe that [G, G] ≤ K since Z is abelian.
Elements g ∈ K do not modify the "controlling configuration" B Z and only perform permutations on C depending on the controlling word. Thus, K is a subgroup of the uncountable direct product H 1 where 1 = 2 ℵ0 . Whenever every element of [H, H] can be expressed as a bounded product of commutators, we have [H X , H X ] = [H, H] X for any set X. It follows that when H is finite, the derived length of H 1 is the same as that of H, so the derived length of G is at most one more than the derived length of H.
On the other hand, [G, G] ≤ K contains a subgroup mapping homomorphically onto H: consider the elements [σ, g| [1] 0 ] where g runs over G. If x = ω 0.10 ω , then [σ, g| [1] 0 ] acts as g on C, so the homomorphism that maps elements of K to their action under the controlling configuration x is indeed surjective onto H. It follows that the derived length of G is at least one more than that of H.
If H is not solvable, G is not virtually solvable since it has H n as a subquotient for all n, which can be seen by conjugating elements g| [1] 0 by shifts and considering the action on elements of the form (σ i (x), a) with again x = ω 0.10 ω .
Corollary 1. Let |B|, |C| ≥ 2. Then G = P (B Z , Sym(C)) is (locally finite)-by-Z. If |C| ∈ {2, 3, 4}, the group has derived length |C|. If |C| ≥ 5, it is not virtually solvable.
Proof. In the previous proof, it was observed that G is ker φ-by-Z, and the kernel of φ is clearly locally finite when H is finite since H 1 is locally finite. Thus G is (locally finite)-by-Z. For the claims about derived length, observe that S 2 is abelian, S 3 is metabelian and S 4 has derived length three, while S n for n = 5 is non-solvable. Proof. The group is easily seen to contain copies of Z n 2 and Z n 3 for arbitrarily large n, since conjugating g| [1] 0 where g is a generator of Z k , by the shift, we obtain a commuting set of maps which generate an internal direct product of copies of Z k , and the action is faithful, by considering the points (σ i (x), a) with
The group is never nilpotent: let g ∈ Sym(C) be arbitrary and let g 0 = g| [1] 
for all i (and of course if |C| ≥ 3 already Sym(C) is not nilpotent).
We recover the two-sided case of [49] . Let N ⊂ Z be a finite neighborhood and A an alphabet. Let RCA N (A Z ) be the set of RCA with bineighborhood (the union of neighborhoods of the RCA and its inverse) contained in N . One interesting class of naturally occurring RCA groups is obtained by varying (|A|, N ) and studying the group RCA N (A Z ) they generate. The case N = {−r, ..., r}, that is, biradius r, and more generally cases where N is a contiguous interval, are of particular interest.
In the context of the present paper, one could concretely ask, for example, which of these groups are linear and which contain all finitely-generated groups of cellular automata. As an immediate corollary of the main theorem, we obtain the minimal contiguous bineighborhood size and biradius for f.g.-universality, for all but finitely many alphabets. Theorem 9. Let n ≥ 2 and let G n = RCA 1 (n) . The group G 2 is virtually cyclic, while G n ≤ RCA(n) is f.g.-universal whenever n ≥ 6 is composite, or n ≥ 36. If N = {a, a + 1} for some a then RCA N (n) is not f.g.-universal for any n.
Proof. In the case |A| = 2, N = {−1, 0, 1} we obtain the so-called elementary cellular automata. It is known that the group generated by reversible elementary cellular automata is Z × Z/2Z, generated by the shift and the bit flip.
Let now U be the set of all numbers n such that RCA 1 (n) is f.g.-universal in RCA(n). By Theorem 1, U contains all composite numbers except possibly 4, since PAut(n) ≤ RCA 1 (n) .
Let now k, m ∈ N be arbitrary. Then if |A| = n = k 2 + m, we can decompose the alphabet A as A = B 2 ⊔C where |B| = k. A radius-1 cellular automaton can treat elements of C as walls (which are never modified), and use the elements of B 2 as two B-tracks, wrapping into a conveyor belt next to elements of C. From this we obtain an embedding of the group RCA 1 (k) in RCA 1 (n) . Since RCA(k) has the same subgroups as RCA(n), the f.g.-universality of RCA 1 (k) in RCA(k) then implies f.g.-universality of RCA 1 (n) in RCA(n). Thus,
For the last claim, consider a contiguous neighborhood of size 2. Such a neighborhood is either entirely in N or in −N, so if f and f −1 both have such neighborhood for all generators, they can be seen as elements of Aut(A N ). No subgroup of Aut(A N ) contains every finite group [9] , so such a group cannot be f.g.-universal.
In general, as |A| grows the subgroups of RCA {0,1} (A Z ) range over all finitely-generated groups of one-sided cellular automata by standard blocking arguments, so these groups can be very interesting, even though they are never f.g.-universal in Aut(A Z ). The last claim is only true for contiguous neighborhoods of size two, and the theorem does not apply to e.g. N = {−1, 1}. Indeed, for the purpose of group embeddings one can consider the case N = {−1, 1} to be the case of "radius-1/2 RCA", and by a standard blocking argument (see [41] ) and a little bit of work one can then indeed generate f.g.-universal groups this way (for some alphabets). Proof. Let |B| = m, |C| = n and A = B × C × B × C. The symbol permutations For every symbol permutation π ∈ Sym(B × C), the diagonal permutation π × π : A → A is even.
Sofic shifts and the perfect core
Lemma 13. Let |B| = m, |C| = n. Then the maps (a, a ′ , b, b ′ ) → (b, a ′ , a, b ′ ) and (a, a ′ , b, b ′ ) → (a, b ′ , b, a ′ ) are in Alt(B × C × B × C) if and only if 2| m 2 n and 2| n 2 m. Proof. The permutation (a, a ′ , b, b ′ ) → (b, a ′ , a, b ′ )
is even if and only if the number of unordered pairs
It is well-known that Alt(A) is generated by three involutions, so let |F | = 3 be any set of symbol permutations corresponding to such a generating set. Then F ∪ F σ1•σ2 generates all of B , C , ւ ր B and ւ ր B , thus it generates σ B and σ C . Now, it is easy to see that σ B and σ C and the symbol permutations π × π simulate four independent copies of PAut[B; C] in PAut[B; C; B; C]: one in the even cells of the top track, one in the odd cells, and similarly two copies on the bottom track. Thus the group G = F ∪ F σ1•σ2 contains an embedded copy of PAut[B; C]. Since Alt(A) is perfect, all the generators of G can be written as a product of commutators of elements in Alt(A), so also G is perfect.
Theorem 10. Let X be a sofic shift. Then the following are equivalent:
• The group Aut(X) is not elementarily amenable.
Proof. Suppose first that X is uncountable. Standard embedding theorems [35, 48] show that Aut(A Z ) ֒→ Aut(X) for any alphabet A. The choice |B| = 2, |C| = 4 satisfies the assumptions of Lemma 14. Let A = B × C × B × C, so that PAut[B; C] is f.g.-universal and contained in PAut(A). Let G be the group provided by Lemma 14. Then G is a finitely-generated perfect subgroup of PAut(A), generated by six involutions, which contains every group of cellular automata on any alphabet. We have G ֒→ PAut(A) ≤ Aut(A Z ) ֒→ Aut(X). For any countable subshift X, Aut(X) is elementarily amenable by [52] , thus cannot contain a free group, thus cannot contain every finitely-generated subgroup of Aut(A Z ) for any nontrivial alphabet A. This paper is unpublished, but the case of countable sofics can be obtained by adapting [47, Proposition 2] .
Note that we do not claim that Aut(X) has an f.g.-universal f.g. subgroup for any X other than a full shift. See Question 8 The perfect core c(G) of a group G is the largest subgroup H such that H = [H, H]. The group c(G) is contained in the commutator subgroup of G and (by definition) contains every perfect subgroup of G. Note that the conclusion of the previous theorem is stronger than simply finding an f.g.-universal f.g. subgroup of the perfect core, since a perfect group can contain non-perfect subgroups.
The abstract statement
Proof. Pick G ≤ PAut(64) as in the proof of Theorem 10, so G is finitelygenerated and perfect, and contains every finitely-generated group of cellular automata on every alphabet. Groups of RCA on full shifts are residually finite and f.g. groups of RCA have decidable word problems [10] , so G has these properties. The periodicity of RCA is undecidable [33] . The f.g.-universality of G, together with the fact our proofs are algorithmic, then implies that it has an undecidable torsion problem.
Since the Tits alternative does not hold in Aut(A Z ) [49] and all f.g. graph groups are subgroups of Aut(A Z ) [35] , the same results hold for G. The set G has the same closure properties as the set of subgroups of Aut(A Z ), which by [35] include finite extensions and by [48] include direct products and free products.
Finitely subgenerated cellular automata groups
We are not able to find a universal f.g. subgroup in Aut(A Z ). Here, we make some basic observations about which non-finitely-generated subgroups of Aut(A Z ) can be embedded in our f.g.-universal f.g. groups. For any group G, write SG for its set of subgroups, and write SFG for its finitely subgenerated subgroups, i.e. those subgroups H ≤ G such that H ≤ K for some finitely-generated subgroup of G. write G ′ = SF RCA(A) for some nontrivial alphabet A (recall that this does not depend on A).
Lemma 15. Let G be a group. We have SG = SFG if and only if G has a universal finitely-generated subgroup, i.e. G ֒→ K ֒→ G for some f.g. group K.
Proof. If SG = SFG, then since G ∈ SG there is a finitely-generated subgroup
Lemma 16. Suppose G has an f.g.-universal f.g. subgroup. If SG is closed under countable free products (resp. countable direct products), then so is SFG. If SG is closed under direct products and finite extensions, then so is SFG.
Proof. For finite direct and free products, the result follows since K n and K * K * · · · * K are finitely-generated for any f.g.-universal f.g. group K. For infinite ones, observe that in particular K * K ≤ K and K × K ≤ K for any f.g.-universal f.g. K, which implies that the set of subgroups of K is also closed under countable free and direct products [48] .
Every finite extension of a group H is a subgroup of H ≀ S n for large enough n, and conversely H ≀ S n has H n as a finite-index subgroup. Suppose H ∈ SFG, i.e. H ≤ K for an f.g.-universal f.g. K. Since SG is closed under direct products and finite extensions, the wreath product of K by any symmetric group S n is in SFG, thus H ≀ S n ≤ K ≀ S n ≤ K, implying that every virtually-H group is in SFG.
Theorem 11. The class G ′ is closed under countable free and direct products and finite extensions.
From these closure properties, we obtain also that the free product of all finite groups, constructed as a CA group in [2] , is in G ′ .
We conjecture that all countable locally finite residually finite groups are in G ′ , as it seems clear that the construction in [35] can be performed directly. We do not know whether the group constructed in [12] is in G ′ .
Questions
Automorphism groups of full Z-shifts
The following question was mentioned in the introduction. The latter question is two questions in one: the author does not know whether the commutator subgroup is finitely-generated, and does not know whether it has the first property. The question is also open at least for all transitive SFTs, but outside full shifts we do not even know when Aut(X) and Aut(Y ) have the same subgroups (or even finitely-generated subgroups).
In Theorem 4, we do not know the f.g.-universality status of RCA 1 (n) for n ∈ {3, 4, 5, 7, 11, 13, 17, 19, 23, 29, 31}.
We have not looked at these in detail.
Throughout the article, we have allowed the use of any symbol permutation. One obtains a large class of RCA groups by varying the permutation group allowed. If we restrict to even permutatations, then for many alphabets, in particular whenever |B| and |C| are large enough, the arguments of the present paper can be used to establish f.g.-universality.
It is an open question whether Aut({0, 1}) is generated by the shift map and involutions [10] . By Theorem 10, the assumption that a group of cellular automata is generated by involutions does not put any restrictions on at least its set of subgroups. Two involutions are not enough, as Z 2 * Z 2 is the dihedral group which is virtually cyclic. We conjecture that three involutions can generate an f.g.-universal group of RCA.
For a finitely-generated group G = g 1 , ..., g k , we say f ∈ G is distorted if f is infinite and satisfies wn(f n ) = O(n) where
It is open whether Aut(A Z ) contains elements which are distorted in some finitely-generated subgroup. Note that if G is finitely generated and f ∈ G is distorted in a subgroup f ∈ H ≤ G, then f is also distorted in G. Thus, by our main result, we can use PAut(A) as the canonical subgroup, and state the problem equivalently without quantification over f.g. subgroups:
Question 3. Does PAut(A) contain distortion elements for some alphabet A?
By the universality result, the question stays equivalent if we fix |A| = 6. In [15] , a notion of range-distortion is defined. This notion is implied by distortion, and occurs in automorphism groups of all uncountable sofic shifts [27] . Since our group-embeddings are by simulation, it follows that PAut(A) also contains range-distorted elements.
Finitely-generated linear groups can contain distorted elements, as for example the discrete Heisenberg group (of invertible unitriangular 3 × 3 matrices over Z) has distorted cyclic center. However, distortion cannot happen in linear groups over fields with positive characteristic by [ Another natural direction to take is to further study the poset P of finitelygenerated subgroups of Aut(A Z ) up to embeddability (and identifying G ≈ H ⇐⇒ G ≤ H ≤ G). For example, this poset contains all finitely-generated free groups as one element. This poset embeds in a natural way in the lattice L whose elements are subgroup-and isomorphism-closed collections of f.g. subgroups of Aut(A Z ), under inclusion. The lattice L obviously has a maximal element, namely the family of all f.g. subgroups of Aut(A Z ). Our main result states that this top element is actually in P.
Finally, it would also be of interest to study universality for submonoids of End(A Z ), the endomorphism monoid of A Z consisting of all cellular automata under composition, taking the identity CA id as the monoid identity. The invertible part of a universal or f.g.-universal submonoid must then be universal or f.g.-universal in Aut(A Z ), so this problem is at least as hard as the problem studied here.
One can also consider the semigroup of cellular automata without fixing an identity element, and define universality and f.g.-universality similarly, allowing any idempotent CA to play the role of the identity CA.
First-order theory of RCA(A)
The existence of a universal subgroup implies that some types of questions turn into questions about a fixed finitely-generated group. Not all do -global properties such as homomorphic images need not behave well under passing to universal subgroups, see Example 3 for an example of a universal subgroup with a different abelianization. Another class of questions which a priori need not behave well under passing to universal subgroups is the first-order theory of Aut(A Z ), and one of the motivations for the search for universal subgroups was to understand this theory better. When viewed in this framework, our universality result is very weak, and in the end the conclusion is somewhat orthogonal.
In model-theoretic terms, our main result finds in Aut(A Z ) a substructure which is finitely-generated and contains every finitely-generated substructure of Aut(A Z ) as a substructure. This model-theoretic point of view leads to several questions.
Recall that a subgroup H of a group G is elementary if every true first-order sentence in G with parameters in H is also true directly in H. Here, first-order sentences have quantifies over elements of the group, and the language is that of group theory, that is, multiplication, identity and inverses.
3 For example the free group F m (on m free generators) is an elementary subgroup of F n when 2 ≤ m < n < ∞ [34] . Question 4. Is there a finitely-generated group H of cellular automata which contains Aut(A Z ) (or at least every finitely-generated group of cellular automata) as an elementary subgroup? Can we take H = PAut(A)?
Question 5. Does Aut(A Z ) have any finitely-generated elementary subgroups, and can the subgroup H in the previous question be taken to be elementary?
These questions are related to the problem of understanding the first-order theory of the groups Aut(A Z ). One motivation is that it is not known whether Aut({0, 1} Z ) ∼ = Aut({0, 1, 2} Z ) [8] , and we have not proved that the groups PAut(A) are all distinct either, for distinct alphabets A. If these groups had a different first-order theory, then of course they would not be isomorphic. An elementary embedding H ≤ G in particular implies equality of the first-order theories, which is called elementary equivalence (while a non-elementary embedding between two groups does not directly imply any inclusion relation between their first-order theories). The author does not know whether Aut({0, 1} Z ) and Aut({0, 1, 2} Z ) are elementarily equivalent. Any elementary embedding of Aut({0, 1} Z ) into Aut({0, 1, 2} Z ) would necessarily map σ → σ or σ → σ −1 , since any non-shift can be identified by Ryan's theorem [46] , and for any fixed |k| = 1, a first-order sentence can separate σ and σ k since σ does not have any roots in these two groups [28] . The author is not aware of any embedding of Aut({0, 1} Z ) into Aut({0, 1, 2} Z ) which maps σ into {σ, σ −1 }. The universal fragments of the first-order theories of PAut(A) (for composite |A| ≥ 10) and Aut(A Z ) (for any |A| ≥ 2) coincide with the corresponding fragment of the family of all finite groups, since every finite group can be embedded in these groups, and they are residually finite. It follows from a theorem of Tarski that these fragments are undecidable, 4 and thus also the existential fragment is undecidable.
5 To obtain this result, it is enough to show that PAut(A) has all finite groups as subgroups, which is much weaker than f.g.-universality.
It would be of interest to find first-order (or higher-order) statements that single out (classes or orbits of) infinite order RCA other than the shift, as this would connect the algebra to the dynamics. In other words, can one find definable sets of RCA with interesting properties? Is there a definable f.g.-universal f.g. subgroup? Is the commutator subgroup [RCA(A), RCA(A)] firstorder definable?
One interesting first-order statement about Aut(A Z ) is the finitary version of Ryan's theorem [46] in [37] , which states that there exist two automorphisms whose centralizers intersect to the center of the group, i.e. ∃a, b : ∀c : (ac = ca ∧ bc = cb =⇒ ∀d : dc = cd).
The center of the group is σ [46] , so the orbit of the shift map is definable. It is not clear to the author whether the shift map itself, i.e. the set {σ, σ −1 }, is first-order definable.
Universality in other groups
In this section, we ask universality questions for some of our favorite groups and make some basic observations. Of course, one can ask about universality in other groups, and we invite the reader to add their favorite groups to the list.
We begin by noting that there is are some well-known non-finitely generated group that have universal finitely-generated subgroups: Example 2: The abelian group (Q d , +) is not f.g. but Z d is an f.g.-universal f.g. subgroup. On the other hand, (R d , +) has no f.g.-universal f.g. subgroup or a countable universal subgroup, by Hamel bases.
Example 3: The (non-abelian) free group on ℵ 0 (free) generators has a universal finitely-generated subgroup, namely the free group on two generators, since free groups with finitely or countably many generators all embed into each other. The free group on ℵ 1 generators does not have a universal finitely-generated subgroup (since f.g. groups are countable), but the free group on two generators is an f.g.-universal subgroup of it, for the same reason as in the previous case.
In the examples, the reason for non-universality was rather trivial (cardinality). Is there a countable group containing an f.g.-universal f.g. subgroup which is not universal? Is there one containing an f.g.-universal f.g. subgroup but no universal f.g. subgroup? We expect that the answers are positive, but do not know such examples (though Aut(A Z ) could an example of both phenomena for all we know).
The groups Aut(A N ) for different |A| have a different set of subgroups in general, as there are strong restrictions on even the finite subgroups [9] . Thus, we cannot expect a finitely-generated subgroup that contains a copy of every cellular automata group on every alphabet, unlike in the two-sided case. However, for a fixed alphabet we do not see a reason why f.g.-universality would not be possible. (The case |A| = 2 is trivial [28] .) Question 6. Is there an (f.g.-)universal f.g. subgroup of Aut(A N ) for some finite alphabet |A| ≥ 3?
Very little is known about embeddings between automorphism groups of higher-dimensional subshifts, even two-dimensional full shifts, for example it is not known whether we can have Aut(A Z 2 ) (see [29] ). The following question seems to lead into similar problems. An obvious direction to look at are sofic shifts. For some simple sofics it is easy to show there are no f.g.-universal subgroups, but for most of them we have no idea. In particular, we do not know the answer for any mixing SFT. This problem does not seem feasible at the moment: It is not known when Aut(Y ) embeds into Aut(X) for mixing SFTs X, Y . Trying to find self-embedding of subgroups of Aut(X) into Aut(X) runs into similar difficulties.
The author does not know another class of subshifts where such a universality question would be interesting. We note, however, that the non-f.g. automorphism groups of minimal subshifts constructed in [10, 50] both have an f.g.-universal f.g.-subgroups, namely σ . In [10] , (Q, +) is constructed, in [50] , the dyadic rationals.
It is shown in [5] that the asynchronous rational group (consisting of all asynchronous finite-state transductions defining a self-homeomorphism of A N , for a finite alphabet A) is not finitely-generated, so one can ask for universality results. The set of subgroups of the asynchronous rational group does not depend on the alphabet.
As for synchronous automata groups, as with one-sided subshifts, one needs to fix a single alphabet, or even finite groups pose a problem for universality (since there is no boundedly-branching rooted tree where all finite groups act). When one alphabet is fixed, the group of all synchronous automata transductions is not finitely generated, as it has infinite abelianization (consider the signs of permutations performed on different levels or the tree). Especially in connection with Theorem 3.3 of [4] , one could also ask whether there are universal automata groups within automata groups of bounded activity.
Question 10.
Is there an (f.g.-)universal f.g. subgroup of the group of reversible Turing machines of [3] ?
A large finitely-generated subgroup of "elementary Turing machines" is constructed in the journal version of [3] , but the author does not know whether it is f.g.-universal.
Topological full groups are another class where such a question can be asked. It seems plausible that marker arguments can be used to prove universality results at least on full shifts. Question 11. Let X be a subshift. When does the topological full group of X have an (f.g.-)universal f.g. subgroup?
Some other groups with similar symbolic flavor are Thompson's V [13] and 2V [11] , but these groups are finitely-generated.
All the groups considered above of course act on Cantor space. The homeomorphism group of Cantor space or any manifold of positive finite dimension is uncountable, and thus not finitely-generated. The homeomorphism group of Cantor space contains uncountably many non-isomorphic f.g. subgroups, and thus cannot contain an f.g.-universal subgroup, but it is not immediately clear to the author what happens with, for example, manifolds of positive finite dimension.
Question 12. Let X be a topological space. When does the homeomorphism group of X contain an (f.g.)-universal f.g. subgroup?
