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SUBCRITICAL WELL-POSEDNESS RESULTS FOR THE ZAKHAROV-KUZNETSOV
EQUATION IN DIMENSION THREE AND HIGHER
SEBASTIAN HERR AND SHINYA KINOSHITA
Abstract. The Zakharov-Kuznetsov equation in space dimension d ≥ 3 is considered. It is proved that the
Cauchy problem is locally well-posed in Hs(Rd) in the full subcritical range s > (d− 4)/2, which is optimal
up to the endpoint. As a corollary, global well-posedness in L2(R3) and, under a smallness condition, in
H1(R4), follow.
1. Introduction
We consider the Zakharov-Kuznetsov equation with the quadratic nonlinearity
∂tu+ ∂x∆u = ∂xu
2 in (−T, T )× Rd
u(0, ·) = u0 ∈ Hs(Rd)
(1.1)
where u = u(t, x,y) is real-valued and ∆ denotes the Laplacian with respect to (x,y) ∈ R × Rd−1 . The
equation (1.1) arises as an asymptotic model wave propagation in a magnetized plasma [4, 32]. It was
introduced in [33] in d = 2, 3, see also [23] for a formal derivation. More recently, it was rigorously derived
from the Euler-Poisson system as a long-wave and small-amplitude limit, see [24, Section 10.3.2.6]. The
Zakharov-Kuznetsov equation (1.1) generalizes the Korteweg-de Vries equation (which is the case d = 1). In
particular, it has solitary wave solutions. Recently, their asymptotic stability has been proven in [10].
Real-valued solutions of (1.1) conserve the L2-norm and the energy
1
2
∫
Rd
|∇x,yu(t, x,y)|2dxdy + 1
3
∫
Rd
u(t, x,y)3dxdy.
If u is a solution, then for any λ > 0 the function
uλ(t, x,y) = λ
2u(λ3t, λx, λy)
also solves (1.1). This implies that sc := (d − 4)/2 is the critical Sobolev regularity for (1.1) in the sense
that the corresponding (homogeneous) Sobolev norm is invariant under the rescaling described above.
In this paper, we will focus on the case of spatial dimensions d ≥ 3 and prove local well-posedness of the
Cauchy problem associated with (1.1) in the full sub-critical range. Let Hs(Rd) denote the Sobolev space
of tempered distributions on Rd all derivatives up to order s in L2(Rd), see Subsection 2.1 for a precise
definition.
Theorem 1.1. Let d ≥ 3. For any s > (d − 4)/2, the Cauchy problem for (1.1) is locally well-posed in
Hs(Rd).
Note that the energy-subcritical dimensions are d ≤ 5, and the L2-subcritical dimensions are d ≤ 3. From
the conservation laws mentioned above and the Gagliardo-Nirenberg inequality we deduce
Corollary 1.2. If d = 3, the Cauchy problem for (1.1) is globally well-posed for real-valued initial data in
L2(R3). If d = 4, the Cauchy problem for (1.1) is globally well-posed for real-valued initial data in H1(R4)
with sufficiently small L2(R4)-norm.
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Previous results. The Cauchy problem for the Zakharov-Kuznetsov equation and the so-called generalized
Zakharov-Kuznetsov equation
∂tu+ ∂x∆u = ∂xu
k+1, (k ∈ N),
have been studied extensively. In dimension d = 2 and for the quadratic nonlinearity (k = 1), Faminsk˘ı
[11] proved global well-poseness in H1(R2), Linares and Pastor [25] proved local well-posedness for s > 3/4,
Gru¨nrock and Herr [15] and Molinet and Pilod [29], proved local well-posedness for s > 1/2, and recently the
second named author [20] proved local well-posedness for s > −1/4, which is optimal up to the end-point. In
dimension d = 2 and for the cubic nonlinearity (k = 2) Biagioni and Linares [7] proved global well-posedness
in H1(R2), Linares and Pastor [25] proved local well-posedness for s > 3/4 and [26] global well-posedness for
s > 53/63, Ribaud and Vento [30] proved local well-posedness for s > 1/4, and recently Bhattacharya, Farah
and Roudenko [6] proved global well-posedness for s > 3/4, and the second named author [21] proved local
well-posedness for s = 1/4. In dimension d = 3 and for the quadratic nonlinearity (k = 1) Linares and Saut
[27] proved local well-posedness for s > 9/8, Ribaud and Vento [31] proved local well-posedness for s > 1
and in B1,12 (R
3), and Molinet and Pilod [29] proved global well-posedness for s > 1. In dimension d ≥ 3 and
for the cubic nonlinearity (k = 2) Gru¨nrock [16] proved local well-posedness in the full sub-critical range
s > d/2− 1 and the second named author [21] proved small data global well-posedness at the scaling critical
regularity s = d/2− 1. For more results in the case k ≥ 3, we refer to the papers [12], [14], [26], [30], [14].
Strategy of proof. Theorem 1.1 will be proved by a contraction argument in Fourier restriction spaces
Xs,b, which is based on the bilinear estimate provided in Theorem 3.1 below. Since the general strategy of
proof is standard, we refer to [13, Section 2] for details and precise formulations and focus on the key bilinear
estimate.
In the low-regularity analysis of the Korteweg-de Vries equation, the set of time-resonances plays a crucial
role, see [8, 19]. It is the set of spatial frequencies allowing the product of two solutions to the homogeneous
equations to form another solution to the homogeneous equation. In the case of the KdV equation, it is the
set
{(ξ, ξ1) ∈ R2 : 3ξ(ξ − ξ1)ξ1 = 0},
while in the case of the ZK equation it is significantly more complex. More precisely, it is the set
{(ξ,η, ξ1,η1) ∈ R2d : 3ξ(ξ − ξ1)ξ1 + ξη − ξ1η1 − (ξ − ξ1)(η − η1) = 0}.
First well-posedness results [15, 29] did not rely on the structure of this set. Recently, the second author [20]
established well-posedness of the Zakharov-Kuznetsov equation in d = 2 for s > −1/4, which turned out to
be optimal within the purely perturbative regime (up to the endpoint). The key observation is that the bulk
of frequencies close to the resonant set are transversal. This allows to invoke the Loomis-Whitney inequality
[28], more precisely a nonlinear generalization thereof [5, 3, 22]. This strategy has been used previously
in the case of the low-dimensional Zakharov system, see [1, 2], in which case the resonant set is easier to
understand.
Outline of the paper. In Section 2 we will discuss preliminaries concerning notation, Strichartz and
transversal estimates. The key bilinear estimate is stated as Theorem 3.1 in Section 3 and first reductions
are performed. The proof of Theorem 3.1 is then split into cases, which are treated in the following Sections
4 – 6. In an appendix we include a proof of the well-known transversal L2 estimate from Section 2.
2. Preliminaries
2.1. Notation. We write A . B if there exists C > 0 such that A ≤ CB and A ≪ B if A ≤ cB for some
small enough c < 1. Also, A ∼ B means A . B and B . A.
Let N , L ≥ 1 be dyadic numbers, i.e. there exist n1, n2 ∈ N0 such that N = 2n1 and L = 2n2 ,
and ψ ∈ C∞0 ((−2, 2)) be an even, non-negative function which satisfies ψ(t) = 1 for |t| ≤ 1 and letting
ψN (t) := ψ(tN
−1)− ψ(2tN−1), ψ1(t) := ψ(t), the equality
∑
N
ψN (t) = 1 holds. Here and in the sequel we
use the convention that capitalized summation indices run over 2N0 . Let d ≥ 3. We distinguish the first
and the other spatial variables. To be precise, (x,y) ∈ R × Rd−1 denotes the space variables. Similarly,
(ξ,η) ∈ R× Rd−1 denotes the frequency variables of (x,y).
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Let u = u(t, x,y). Ftu, Fx,yu denote the Fourier transform of u in time, space, respectively. Ft,x,yu = û
denotes the Fourier transform of u in space and time. For s ∈ R define Hs(Rd) to be the space of all
tempered distributions f = f(x,y) on Rd satisfying
‖f‖Hs :=
( ∫
Rd
(1 + |ξ|2 + |η|2)s|Fx,yf(ξ,η)|2dξdη
) 1
2
< +∞.
We define frequency and modulation projections PN , QL as
(Fx,yPNu) := ψN (| · |)(Fx,yu), Q̂Lu(τ, ξ,η) := ψL(τ − ξ(ξ2 + |η|2))û(τ, ξ,η).
Let Br(p) ⊂ Rd denote the open ball with radius r > 0 and center p ∈ Rd, and define the spatial Fourier
multiplier PBr(p)f = F−1x,y1Br(p)Fx,yf , where 1Br(p) denotes the characteristic function of Br(p).
We now define Xs,b(Rd+1) spaces. Let s, b ∈ R.
Xs, b(Rd+1) :=
{
f ∈ S ′(Rd+1) | ‖f‖Xs, b :=
(∑
N,L
N2sL2b‖PNQLf‖2L2t,x,y(Rd+1)
)1/2
< +∞
}
.
For convenience, we define the set in frequency as
GN,L := {(τ, ξ,η) ∈ Rd+1 |ψL(τ − ξ(ξ2 + |η|2))ψN (|(ξ,η)|) 6= 0.}
A simple calculation shows Xs, b = Xs, b and (Xs, b)∗ = X−s,−b, for s, b ∈ R.
Define the propagator for the linear Zakharov-Kuznetsov equation U(t) = e−t∂x∆ and the one-dimensional
Fourier multiplier |∂x|s = F−1x |ξ|sFx.
2.2. Strichartz type estimates and transversal estimates. We start with a Strichartz or (dual) re-
striction type estimate, where curvature properties of the characteristic set of the differential operator are
used.
Proposition 2.1. Let d ≥ 3 and 0 ≤ s ≤ 1/4. Then, for all p ∈ Rd and r > 0 we have
‖|∂x|sU(t)PBr(p)f‖L4t,x,y . r
d−3
4 +s‖PBr(p)f‖L2x,y.
Proof. It suffices to show the endpoint cases s = 0 and s = 1/4. We follow the proof of the Strichartz
estimates of the KP-II type equations on cylinders, see Theorem 2 in [17] and [16]. The Littlewood-Paley
theorem implies that it suffices to show the claim under the condition
suppFx,yf ⊂ {(ξ,η) | 2k ≤ |ξ| ≤ 2k+1} ∩Br(p), (2.1)
where k is an arbitrary integer. Let ψ : Rd−1 → C. We recall the classical (non-endpoint) Strichartz estimate
of the Schro¨dinger equations on Rd−1, i.e.
‖eit∆yψ‖LptLqy . ‖ψ‖L2y ,
where (p, q) is an admissible pair satisfying 2 < p ≤ ∞ and 2/p = (d−1)(1/2−1/q). Let (4, q0) be admissible.
Since f satisfies (2.1), if we fix ξ ∈ R, by using the Sobolev inequality and the above Strichartz estimate, we
easily get
‖eitξ∆yFxf(ξ, ·)‖L4tL4y ≤ r
d−3
4 |ξ|− 14 ‖eit∆yFxf(ξ, ·)‖L4tLq0y
≤ r d−34 |ξ|− 14 ‖Fxf(ξ, ·)‖L2y . (2.2)
Therefore, it follows from Plancherel’s theorem in x, Ho¨lder’s inequality, we get
‖U(t)PBr(p)f‖2L4t,x,y = ‖(U(t)PBr(p)f)(U(t)PBr(p)f)‖L2tL2x
≤
∥∥∥∥∫
R
∥∥∥(eit(ξ−ξ′)∆yFxf(ξ − ξ′, ·))(eitξ′∆yFxf(ξ′, ·))∥∥∥
L2ty
dξ′
∥∥∥∥
L2
ξ
≤
∥∥∥∥∫
R
‖eit(ξ−ξ′)∆yFxf(ξ − ξ′, ·)‖L4ty‖eitξ
′∆yFxf(ξ′, ·)‖L4tydξ′
∥∥∥∥
L2ξ
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Now, we use (2.2) and continue with
‖U(t)PBr(p)f‖2L4t,x,y . r
d−3
2
∥∥∥∥∫
R
(|ξ − ξ′||ξ′|)− 14 ‖Fxf(ξ − ξ′, ·)‖L2y‖Fxf(ξ′, ·)‖L2ydξ′
∥∥∥∥
L2ξ
. r
d−3
2
∥∥∥∥∫
R
‖Fxf(ξ − ξ′, ·)‖L2y‖Fxf(ξ′, ·)‖L2ydξ′
∥∥∥∥
L∞ξ
≤ r d−32 ‖f‖2L2x .
This completes the proof for s = 0. Here we used 2k ≤ |ξ′| ≤ 2k+1 and 2k ≤ |ξ − ξ′| ≤ 2k+1. Similarly, we
have
‖|∂x|1/4U(t)PBr(p)f‖2L4t,x,y = ‖(|∂x|
1/4U(t)PBr(p)f)(|∂x|1/4U(t)PBr(p)f)‖L2tL2x
. r
d−3
2
∥∥∥∥∫
R
‖Fxf(ξ − ξ′, ·)‖L2y‖Fxf(ξ′, ·)‖L2ydξ′
∥∥∥∥
L2ξ
. r
d−2
2
∥∥∥∥∫
R
‖Fxf(ξ − ξ′, ·)‖L2y‖Fxf(ξ′, ·)‖L2ydξ′
∥∥∥∥
L∞ξ
≤ r d−22 ‖f‖2L2x,y ,
where we used (2.1) again. 
Next, we recall the standard bilinear estimate which exploits transversality, see e.g. [9, Lemma 2.6] for a
proof with a general phase function and for references. We also provide a proof in the appendix.
Proposition 2.2. Let d ≥ 2, N2 ≤ N1, ϕ(ξ,η) = ξ(|ξ|2 + |η|2). Suppose that
supp ûN1,L1 ⊂ GN1,L1 ∩ (R×Br(p)), supp v̂N2,L2 ⊂ GN2,L2 ,
and there exists K which satisfies K & rN1 and
|∇ϕ(ξ1,η1)−∇ϕ(ξ2,η2)| & K,
for all (ξ1,η1), (ξ2,η2) in the spatial Fourier support of uN1,L1 and vN2,L2 , respectively. Then, we have
‖uN1,L1 vN2,L2‖L2t,x,y . r
d−1
2 K−
1
2 (L1L2)
1
2 ‖uN1,L1‖L2t,x,y‖vN2,L2‖L2t,x,y . (2.3)
In particular, if N2 ≤ 2−3N1 and
supp ûN1,L1 ⊂ GN1,L1 , supp v̂N2,L2 ⊂ GN2,L2 ,
we have
‖uN1,L1 vN2,L2‖L2t,x,y . N−11 N
d−1
2
2 (L1L2)
1
2 ‖uN1,L1‖L2t,x,y‖vN2,L2‖L2t,x,y . (2.4)
A trilinear estimate based on transversality is the following generalization of the classical Loomis-Whitney
inequality, which is Corollary 1.5 in [3], see also [5, 22].
Proposition 2.3. Assume that for i ∈ {1, 2, 3} the surface Si ⊂ R3 is an open and bounded subset of S∗i
which satisfies the following three conditions:
(i) For a convex Ui ⊂ R3 such that dist(Si, U ci ) ≥ diam(Si) we have
S∗i = {λi ∈ Ui | Φi(λi) = 0,∇Φi 6= 0,Φi ∈ C1,1(Ui)}.
(ii) The unit normal vector field ni on S
∗
i satisfies the Ho¨lder condition
sup
λ,λ′∈S∗i
|ni(λ)− ni(λ′)|
|λ− λ′| +
|ni(λ)(λ − λ′)|
|λ− λ′|2 . 1.
(iii) There exists δ > 0 such that diam(Si) . δ and the matrix N(λ1, λ2, λ3) = (n1(λ1), n2(λ2), n3(λ3))
satisfies the transversality condition
δ ≤ |detN(λ1, λ2, λ3)| ≤ 1, for all (λ1, λ2, λ3) ∈ S∗1 × S∗2 × S∗3 .
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Then, for functions f ∈ L2(S1) and g ∈ L2(S2), the restriction of the convolution f ∗ g to S3 is a
well-defined L2(S3)-function which satisfies
‖f ∗ g‖L2(S3) . δ−
1
2 ‖f‖L2(S1)‖g‖L2(S2).
3. The key bilinear estimate
The main contribution of this paper is the following:
Theorem 3.1. For any s > (d− 4)/2, there exist b ∈ (12 , 1) and b′ ∈ (b− 1, 0), such that
‖∂x(uv)‖Xs, b′ . ‖u‖Xs, b‖v‖Xs, b . (3.1)
The remainder of the paper will be devoted to its proof. By a duality argument and dyadic decompositions,
we observe that
(3.1) ⇐⇒
∣∣∣∣∫ w∂x(uv)dtdxdy∣∣∣∣ . ‖u‖Xs, b‖v‖Xs, b‖w‖X−s,−b′ . (3.2)
We will use the shorthand notations
wN0,L0 := QL0PN0w, uN1,L1 := QL1PN1u, vN2,L2 := QL2PN2v.
Obviously, (3.2) follows from∑
Nj ,Lj
(j=0,1,2)
∣∣∣∣∫ (∂xwN0,L0)uN1,L1vN2,L2dtdxdy∣∣∣∣ . ‖u‖Xs, b‖v‖Xs, b‖w‖X−s,−b′ . (3.3)
For brevity, we write
Lmax012 := max(L0, L1, L2), N
max
012 := max(N0, N1, N2), N
min
012 := min(N0, N1, N2).
3.1. Reductions. Here, we prove (3.3) in the following relatively simple cases:
(1) Lmax012 & (N
max
012 )
3,
(2) Nmin012 ∼ 1 and Lmax012 ≪ (Nmax012 )3
We will use Propositions 2.1 and 2.2, respectively.
We first assume Lmax012 & (N
max
012 )
3 and show∣∣∣∣∫ wN0,L0 uN1,L1 vN2,L2dtdxdy∣∣∣∣
. (Nmin012 )
d−3
2 (Nmax012 )
− 32+3εL
1
2−ε
0 (L1L2)
1
2 ‖uN1,L1‖L2‖vN2,L2‖L2‖wN0,L0‖L2
(3.4)
for some small ε > 0. Clearly, this inequality gives (3.3). Here we only consider the case L0 & (N
max
012 )
3. The
other two cases L1 & (N
max
012 )
3 and L2 & (N
max
012 )
3 can be treated similarly. By the almost orthogonality, we
may replace uN1,L1 and vN2,L2 by PBuN1,L1 and PB′vN2,L2 where PB and PB′ denote the spatial frequency
localization operators for some fixed balls B and B′ with radius Nmin012 , respectively. It follows from the
Ho¨lder’s inequality and Proposition 2.1 that∣∣∣∣∫ wN0,L0 (PBuN1,L1) (PB′vN2,L2)dtdxdy∣∣∣∣
. ‖wN0,L0‖L2‖PBuN1,L1‖L4‖PB′vN2,L2‖L4
. (Nmin012 )
d−3
2 (Nmax012 )
− 32+3εL
1
2−ε
0 (L1L2)
1
2 ‖uN1,L1‖L2‖vN2,L2‖L2‖wN0,L0‖L2,
which completes the proof of (3.4).
Next we deal with the case Nmin012 ∼ 1 and Lmax012 ≪ (Nmax012 )3. If 1 ∼ N0 ∼ N1 ∼ N2, by using the L4
Strichartz estimate, we get∣∣∣∣∫ wN0,L0 uN1,L1 vN2,L2dtdxdy∣∣∣∣ . ‖wN0,L0‖L2‖uN1,L1‖L4‖vN2,L2‖L4
. (L1L2)
1
2 ‖uN1,L1‖L2‖vN2,L2‖L2‖wN0,L0‖L2 ,
5
which implies (3.3). Thus, by symmetry, we only need to consider 1 ∼ N0 ≪ N1 ∼ N2 and 1 ∼ N2 ≪ N0 ∼
N1. The both cases are treated by Proposition 2.2. First we assume 1 ∼ N0 ≪ N1 ∼ N2 and show the
following. ∣∣∣∣∫ wN0,L0 uN1,L1 vN2,L2dtdxdy∣∣∣∣
. N−11 (L0L1)
1
2 ‖uN1,L1‖L2‖vN2,L2‖L2‖wN0,L0‖L2 ,
(3.5)
which immediately yields (3.3) since −2s < 4−d ≤ 1 and L0 ≪ N31 . We deduce from N0 ∼ 1 and the almost
orthogonality, we can replace uN1,L1 by PBuN1,L1 with a fixed ball of spatial frequency B whose radius is 1.
Thus, by the Ho¨lder’s inequality and Proposition 2.2, we observe∣∣∣∣∫ wN0,L0 (PBuN1,L1) vN2,L2dtdxdy∣∣∣∣ ≤ ‖wN0,L0(PBuN1,L1)‖L2‖vN2,L2‖L2
. N−11 (L0L1)
1
2 ‖uN1,L1‖L2‖vN2,L2‖L2‖wN0,L0‖L2 ,
which completes the proof of (3.5). Similarly, if 1 ∼ N2 ≪ N0 ∼ N1, by replacing uN1,L1 with PBuN1,L1 , it
follows from the Ho¨lder’s inequality and Proposition 2.2 that∣∣∣∣∫ wN0,L0 (PBuN1,L1) vN2,L2dtdxdy∣∣∣∣ ≤ ‖(PBuN1,L1)vN2,L2‖L2‖wN0,L0‖L2
. N−11 (L1L2)
1
2 ‖uN1,L1‖L2‖vN2,L2‖L2‖wN0,L0‖L2 ,
which verifies (3.3).
As a consequence, we can assume Lmax012 ≪ (Nmax012 )3 and 1≪ Nmin012 in the sequel.
4. Proof of the key bilinear estimate: Case 1
The goal of this section is to establish (3.3) under the following assumptions.
Assumption 1.
(1) Lmax012 ≪ (Nmax012 )3, (2) 1≪ N0 . N1 ∼ N2, (3) max(|ξ1|, |ξ2|) ≥ 2−5N1.
Proposition 4.1. Assume Assumption 1. Then we get∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−4
2 +2ε
0 N
−1−ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
(4.1)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Remark 4.2. (i) Since Lmax012 ≪ (Nmax012 )3, it is easily observed that (4.1) yields (3.3).
(ii) By replacing the role of ŵN0,L0 with that of v̂N2,L2 , we can show∣∣∣∣∫
∗
v̂N2,L2(τ, ξ,η)ûN1,L1(τ1, ξ1,η1)ŵN0,L0(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−4
2 +2ε
2 N
−1−ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
(4.2)
under the assumptions
(1) Lmax012 ≪ (Nmax012 )3, (2’) 1≪ N2 . N0 ∼ N1, (3) max(|ξ1|, |ξ2|) ≥ 2−5N1.
Clearly, (4.2) gives (3.3) under the same assumptions as above.
We divide the proof of Proposition 4.1 into the three cases.
(Ia) max(|η1|, |η2|)≪ N1,
(Ib) min(|η1|, |η2|)≪ N1, max(|η1|, |η2|) ∼ N1,
(Ic) |η1| ∼ |η2| ∼ N1.
First, we consider the case (Ia): Note that the assumptions 1≪ N0 . N1 ∼ N2 and max(|η1|, |η2|)≪ N1
imply |ξ1| ∼ |ξ2| ∼ N1.
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Following [2], for A ∈ N we choose a maximally separated set {ωjA}j∈ΩA of spherical caps of Sd−1 of
aperture A, i.e. the angle ∠(θ1, θ2) between any two vectors in θ1, θ2 ∈ ωjA satisfies |∠(θ1, θ2)| ≤ A−1. and
the characteristic functions {1ωjA} satisfy 1 ≤
∑
j∈ΩA
1ωjA
(θ) ≤ 2d, for all θ ∈ Sd−1.
Further, we define the function
α(j1, j2) = inf
{
|∠(±θ1, θ2)| : θ1 ∈ ωj1A , θ2 ∈ ωj2A
}
which measures the minimal angle between any two straight lines through the spherical caps ωj1A and ω
j2
A ,
respectively. It is easily observed that for any fixed j1 ∈ ΩA there exist only a finite number of j2 ∈ ΩA
which satisfies α(j1, j2) ∼ A−1. Based on the above construction, for each j ∈ ΩA we define
SAj =
{
(τ, ξ,η) ∈ R× (Rd \ {0}) : (ξ,η)|(ξ,η)| ∈ ω
j
A
}
and the corresponding localization operator
F(RAj u)(τ, ξ,η) = 1ωAj
( (ξ,η)
|(ξ,η)|
)
Fu(τ, ξ,η).
In addition, we define
C(Ia) = {(ξ,η) ∈ Sd−1 | |η| ≪ 1.}, ΩA,(Ia) = {j ∈ ΩA |ωjA ∩ C(Ia) 6= ∅.}
Proposition 4.3. Assume Assumption 1. Let A≫ 1 be dyadic, j1, j2 ∈ ΩA,(Ia) and α(j1, j2) . A−1. Then
we have ∥∥∥∥1GN1,L1∩SAj1
∫
v̂N2,L2 |SAj2 (τ2, ξ2,η2)ŵN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)dσ2
∥∥∥∥
L2
. A−
d−1
2 N
d−3
2
1 (L0L2)
1
2 ‖v̂N2,L2 |SAj2 ‖L2‖ŵN0,L0‖L2, (4.3)∥∥∥∥1GN2,L2∩SAj2
∫
ŵN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)ûN1,L1 |SAj1 (τ1, ξ1,η1)dσ1
∥∥∥∥
L2
. A−
d−1
2 N
d−3
2
1 (L0L1)
1
2 ‖ŵN0,L0‖L2‖ûN1,L1 |SAj1 ‖L2 . (4.4)
In addition, if |ξ| ≫ A−1N1, we get∥∥∥∥1GN0,L0 ∫ ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 N
d−3
2
1 (L1L2)
1
2 ‖ûN1,L1|SAj1 ‖L2‖v̂N2,L2 |SAj2‖L2 . (4.5)
Proof. First, we show (4.5). We observe that Lmax012 ≪ N31 yields |ξ| ≪ N1. Indeed, we calculate that
3Lmax012 ≥
∣∣(τ − ξ(ξ2 + |η|2))− (τ1 − ξ1(ξ21 + |η1|2))
− ((τ − τ1)− (ξ − ξ1)((ξ − ξ1)2 + |η − η1|2))∣∣
=
∣∣3ξξ1(ξ − ξ1) + ξ|η|2 − ξ1|η1|2 − (ξ − ξ1)|η − η1|2∣∣
=: |Φξ,η(ξ1,η1)|.
Since j1, j2 ∈ ΩA,(Ia) and Lmax012 ≪ N31 , |ξ1| ∼ |ξ − ξ1| ∼ N1 and |η1| ≪ N1, |η − η1| ≪ N1, the above
inequality implies |ξ| ≪ N1. By following the standard Cauchy-Schwarz argument, we get∥∥∥∥1GN0,L0 ∫ ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
≤ sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ,η)|1/2
∥∥∥∥∣∣∣ûN1,L1 |SAj1 ∣∣∣2 ∗ ∣∣∣v̂N2,L2 |SAj2 ∣∣∣2
∥∥∥∥1/2
L1
≤ sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ,η)|1/2‖ûN1,L1|SAj1 ‖L2‖v̂N2,L2 |SAj2 ‖L2,
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where E(τ, ξ,η) ⊂ Rd+1 is defined by
E(τ, ξ,η) = {(τ1, ξ1,η1) ∈ GN1,L1 ∩ SAj1 | (τ − τ1, ξ − ξ1,η − η1) ∈ GN2,L2 ∩ SAj2}.
Thus, it suffices to show
sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ,η)| . A−(d−2)Nd−31 L1L2. (4.6)
Clearly, for fixed (ξ1,η1), it holds
sup
(τ,ξ,η)∈GN0,L0
|{τ1 | (τ1, ξ1,η1) ∈ E(τ, ξ,η)}| . min(L1, L2). (4.7)
A simple calculation yields
|∂ξ1Φξ,η(ξ1,η1)| = |3ξ(ξ − 2ξ1) + η · (η − 2η1)|, (4.8)
|∇η1Φξ,η(ξ1,η1)| = 2|(ξ − ξ1)η − ξη1|. (4.9)
Let r1 = |(ξ1,η1)|, r2 = |(ξ−ξ1,η−η1)| and (θ1, θ′1) = (ξ1/r1,η1/r1), (θ2, θ′2) = ((ξ−ξ1)/r2, (η−η1)/r2) ∈
Sd−1. Since (θ1, θ
′
1
)× (θ2, θ′2) ∈ ωj1A ×ωj2A with α(j1, j2) . A−1 and |ξ| ≪ N1, we have |(θ1, θ′1) + (θ2, θ′2)| .
A−1. Furthermore, the assumption (θj , θ
′
j) ∈ C(Ia) implies |θ1| ∼ |θ2| ∼ 1 and max(|θ′1|, |θ′2|)≪ 1. Therefore,
we deduce from the assumption A−1N1 ≪ |ξ| that
|η| = |r1θ′1 + r2θ′2| ≤ |r1 − r2||θ′1|+ r2|θ′1 + θ′2|
≤ |r1θ1 − r2θ1|+ r2|θ′1 + θ′2| ≤ |r1θ1 + r2θ2|+ 2r2|(θ1, θ′1) + (θ2, θ′2)| ≤ 2|ξ|.
Hence, if (τ1, ξ1,η1) ∈ E(τ, ξ,η), the above inequality and (4.8), (4.9) yield
|∂r1Φξ,η(ξ1,η1)| = |(θ1∂ξ1 + θ′1 · ∇η1)Φξ,η(ξ1,η1)|
≥ |θ1||∂ξ1Φξ,η(ξ1,η1)| − |θ′1||∇η1Φξ,η(ξ1,η1)|
& |ξ|N1 ≥ A−1N21 ,
which implies that r1 is confined to a set of measure ∼ Amax(L1, L2)/N21 for fixed θ1, θ′1 since, as we saw
above, it holds that
max(L1, L2) &
∣∣(τ1 − ξ1(ξ21 + |η1|2))+ ((τ − τ1)− (ξ − ξ1)((ξ − ξ1)2 + |η − η1|2))∣∣
= |(τ − ξ(ξ2 + |η|2))+Φξ,η(ξ1,η1)|.
Therefore, we get
|{(ξ1,η1) | (τ1, ξ1,η1) ∈ E(τ, ξ,η)}|
=
∫
θ′1
∫
θ1
∫
r1
1E(τ,ξ,η)(r1, θ1, θ
′
1
)rd−11 dr1dθ1dθ
′
1
.A−(d−2)Nd−31 max(L1, L2).
This and (4.7) give (4.6).
Next, we consider (4.3). By the same argument it suffices to prove
sup
(τ1,ξ1,η1)∈GN1,L1
|E1(τ1, ξ1,η1)| . A−(d−1)Nd−31 L0L2, (4.10)
where
E1(τ1, ξ1,η1) =
{
(τ2, ξ2,η2) ∈ GN2,L2 ∩ SAj2 | (τ1 + τ2, ξ1 + ξ2,η1 + η2) ∈ GN0,L0
}
.
As above, we have
3Lmax012 ≥
∣∣3(ξ1 + ξ2)ξ1ξ2 + (ξ1 + ξ2)|η1 + η2|2 − ξ1|η1|2 − ξ2|η2|2∣∣
=: |Φ(1)ξ1,η1(ξ2,η2)|.
We compute |∂ξ2Φ(1)ξ1,η1(ξ2,η2)| & N21 , |∇η1Φ
(1)
ξ1,η1
(ξ2,η2)| ≪ N21 , and with the same notation for polar
coordinates as above , we obtain
|∂r2Φ(1)ξ1,η1(ξ2,η2)| & N21 .
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If (τ2, ξ2,η2) ∈ E1(τ1, ξ1,η1), then for a fixed angular part (θ2, θ′2) of (ξ2,η2), the radial direction r2 is
confined to an interval of length . max(L0, L2)/N
2
1 . By the analogue of (4.7) we conclude (4.10) and the
proof of (4.3) is complete.
Finally, (4.4) follows by symmetry. 
Proposition 4.4. Assume Assumption 1. Let A ≫ 1 be dyadic, j1, j2 ∈ ΩA,(Ia), α(j1, j2) ∼ A−1 and
|ξ1 + ξ2| . A−1N1. Then we get∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
(4.11)
Proof. In the proof of Proposition 4.3 we proved |η| . |ξ|+A−1N1 . A−1N1. Thus, by almost orthogonality,
we may assume that ηj is confined to a ball whose radius is comparable to A
−1N1. We write ηj = (ηj ,η
′
j).
Further, without loss of generality, we can assume max(|η′1|, |η′2|) . A−1N1. Indeed, we can apply a rotation
in the η-subspace, since the phase function is invariant under such rotations.
Since α(j1, j2) ∼ A−1, we have max(|ξ1η2 − ξ2η1|, |ξ1η′2 − ξ2η′1|) ∼ A−1N21 . We first consider the case
|ξ1η2 − ξ2η1| ∼ A−1N21 . For fixed η′1, η′2, we will show that∣∣∣∣∫
∗ˆ
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1(η′1)‖L2τξη‖v̂N2,L2(η
′
2)‖L2τξη‖ŵN0,L0(η
′)‖L2τξη ,
(4.12)
where dσˆj = dτjdξjdηj and ∗ˆ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2). (4.12) implies (4.11) because∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2|SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
.
∫ ∣∣∣∣∫
∗ˆ
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣ dη′1dη′2
.A
1
2N−21 (L0L1L2)
1
2
×
∫
‖ûN1,L1 |SAj1 (η
′
1)‖L2τξη‖v̂N2,L2 |SAj2 (η
′
2)‖L2τξη‖ŵN0,L0(η
′
1 + η
′
2)‖L2τξηdη
′
1dη
′
2
.A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2,
where we used the support conditions in the last step.
Now, we prove (4.12). We use the shorthand notation
fη′1(τ1, ξ1, η1) = ûN1,L1 |SAj1 (τ1, ξ1,η1), gη′2(τ2, ξ2, η2) = v̂N2,L2 |SAj2 (τ2, ξ2,η2),
hη′(τ, ξ, η) = ŵN0,L0(τ, ξ,η),
and show ∣∣∣∣∫
∗ˆ
hη′(τ, ξ, η)fη′1(τ1, ξ1, η1)gη′2(τ2, ξ2, η2)dσˆ1dσˆ2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2 ‖fη′1‖L2τξη‖gη′2‖L2τξη‖hη′‖L2τξη .
(4.13)
Applying the transformation τ1 = ξ1(ξ
2
1 + η
2
1 + |η′1|2) + c1 and τ2 = ξ2(ξ22 + η22 + |η′2|2) + c2 and Fubini’s
theorem, we find that it suffices to prove∣∣∣∣∫ hη′(φη′1,c1(ξ1, η1) + φη′2,c2(ξ2, η2))fη′1(φη′1,c1(ξ1, η1))gη′2(φη′2,c2(ξ2, η2))dξ1dη1dξ2dη2
∣∣∣∣
. A
1
2N−21 ‖fη′1 ◦ φη′1,c1‖L2ξη‖gη′2 ◦ φη′2,c2‖L2ξη‖hη′‖L2τξη , (4.14)
where hη′(τ, ξ, η) is supported in c0 ≤ τ − ξ(ξ2 + η2 + |η′|2) ≤ c0 + 1 and
φη′j ,cj (ξj , ηj) = (ξj(ξ
2
j + η
2
j + |η′j |2) + cj , ξj , ηj) for j = 1, 2.
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We use the scaling (τ, ξ, η)→ (N31 τ, N1ξ, N1η) to define
f˜η′1(τ1, ξ1, η1) = fη
′
1
(N31 τ1, N1ξ1, N1η1), g˜η′2(τ2, ξ2, η2) = gη
′
2
(N31 τ2, N1ξ2, N1η2),
h˜η′(τ, ξ, η) = hη′(N
3
1 τ,N1ξ,N1η).
Let η˜j = N
−1
1 η
′
j , c˜j = N
−3
1 cj . The inequality (4.14) reduces to∣∣∣∣∫ h˜η′(φη˜1,c˜1(ξ1, η1) + φη˜2,c˜2(ξ2, η2))f˜η′1(φη˜1,c˜1(ξ1, η1))g˜η′2(φη˜2,c˜2(ξ2, η2))dξ1dη1dξ2dη2
∣∣∣∣
. A
1
2N
− 32
1 ‖f˜η′1 ◦ φη˜1,c˜1‖L2ξη‖g˜η′2 ◦ φη˜2,c˜2‖L2ξη‖h˜η′‖L2τξη ,
Note that |η˜j | . A−1 and we easily see |ξj | ∼ 1, |ηj | ≪ 1 and |ξ1η2 − ξ2η1| ∼ A−1 if (ξ1, η1) ∈ supp(f˜η′1 ◦
φη˜1,c˜1), (ξ2, η2) ∈ supp(g˜η′2 ◦ φη˜2,c˜2). Therefore, letting η˜ = N
−1
1 η
′, we can assume that h˜η′ is supported in
S3(N
−3
1 ) where
S3(N
−3
1 ) =
{
(τ, ξ, η)
∣∣∣ |(ξ, η)| . A−1, c0
N31
≤ τ − ξ(ξ2 + η2 + |η˜|2) ≤ c0 + 1
N31
}
.
By density and duality, it suffices to show that for continuous f˜η′1 and g˜η
′
2
it holds that
‖f˜η′1 |S1 ∗ g˜η′2 |S2‖L2(S3(N−31 )) . A
1
2N
− 32
1 ‖f˜η′1‖L2(S1)‖g˜η′2‖L2(S2) (4.15)
where S1, S2 denote the following surfaces
S1 ={φη˜1,c˜1(ξ1, η1) ∈ R3 | (ξ1, η1) ∈ supp(f˜η′1 ◦ φη˜1,c˜1)},
S2 ={φη˜2,c˜2(ξ2, η2) ∈ R3 | (ξ2, η2) ∈ supp(g˜η′2 ◦ φη˜2,c˜2)}.
(4.15) is immediately obtained by the following.
‖f˜η′1 |S1 ∗ g˜η′2 |S2‖L2(S3) . A
1
2 ‖f˜η′1‖L2(S1)‖g˜η′2‖L2(S2) (4.16)
where
S3 =
{
(ψη˜(ξ, η), ξ, η) ∈ R3 | |(ξ, η)| . A−1, ψη˜(ξ, η) = ξ(ξ2 + η2 + |η˜|2) + c
′
0
N31
}
,
for any fixed c′0 ∈ [c0, c0 + 1]. Since diam(S3) . A−1, by the almost orthogonality and harmless decomposi-
tions, we may assume
diam(Si)≪ A−1 for i = 1, 2, 3. (4.17)
For any λi ∈ Si, there exist (ξ1, η1), (ξ2, η2), (ξ, η) such that
λ1 = φη˜1,c˜1(ξ1, η1), λ2 = φη˜2,c˜2(ξ2, η2), λ3 = (ψη˜(ξ, η), ξ, η),
and the unit normals ni on λi are written as
ni(λi) =
1√
1 + (3ξ2i + η
2
i + |η˜i|2)2 + 4ξ2i η2i
(−1, 3ξ2i + η2i + |η˜i|2, 2ξiηi)
for i = 1, 2, and the same for n3(λ3). Clearly, the surfaces S1, S2, S3 satisfy the following Ho¨lder condition.
sup
λi,λ̂i∈Si
|ni(λi)− ni(λ̂i)|
|λi − λ̂i|
+
|ni(λi)(λi − λ̂i)|
|λi − λ̂i|2
. 1. (4.18)
We may assume that there exist (ξ̂1, η̂1), (ξ̂2, η̂2), (ξ̂, η̂) such that
(ξ̂1, η̂1) + (ξ̂2, η̂2) = (ξ̂, η̂),
φη˜1,c˜1(ξ̂1, η̂1) ∈ S1, φη˜2,c˜2(ξ̂2, η̂2) ∈ S2, (ψη˜(ξ̂, η̂), ξ̂, η̂) ∈ S3,
otherwise the left-hand side of (4.16) vanishes. Let λ̂1 = φη˜1,c˜1(ξ̂1, η̂1), λ̂2 = φη˜2,c˜2(ξ̂2, η̂2), λ̂3 = (ψη˜(ξ̂, η̂), ξ̂, η̂).
For any i = 1, 2, 3 and λi, λ̂i ∈ Si (4.17) implies that
|ni(λi)− ni(λ̂i)| ≪ A−1. (4.19)
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From (4.17) and (4.18), once the following transversality condition
A−1 . |detN(λ1, λ2, λ3)| for any λi ∈ Si. (4.20)
is verified, we obtain the desired estimate (4.16) by applying the nonlinear Loomis-Whitney inequality from
Proposition 2.3. Using |ξ̂j | ∼ 1, |η̂j | ≪ 1, |η˜j | . A−1 and |ξ̂1η̂2 − ξ̂2η̂1| ∼ A−1, we compute
|detN(λ̂1, λ̂2, λ̂3)| &
∣∣∣∣∣∣det
 −1 −1 −13ξ̂21 + η̂21 + |η˜1|2 3ξ̂22 + η̂22 + |η˜2|2 3ξ̂2 + η̂2 + |η˜|2
2ξ̂1η̂1 2ξ̂2η̂2 2ξ̂η̂
∣∣∣∣∣∣
&
∣∣(ξ̂1η̂2 − ξ̂2η̂1)(3(ξ̂21 + ξ̂1ξ̂2 + ξ̂22)− (η̂21 + η̂1η̂2 + η̂22))
+ (ξ̂1η̂2 + ξ̂2(η̂1 + η̂2))|η˜1|2 − 2(ξ̂1η̂1 − ξ̂2η̂2)η˜1 · η˜2 − (ξ̂1(η̂1 + η̂2) + ξ̂2η̂1)|η˜2|2
∣∣
& A−1,
which implies (4.20) due to (4.19). In the above computation, we used multi-linearity in the columns to
separate the contributions of η˜1, η˜2 and η˜ from the main one corresponding to the first line above.
Next, we treat the case |ξ1η′2 − ξ2η′1| ∼ A−1N21 . Without loss of generality, we assume |ξ1η′2 − ξ2η′1| ∼
A−1N21 where η
′
1 and η
′
2 are the first components of η
′
1
and η′
2
, respectively. By replacing the role of (η1, η2)
with that of (η′1, η
′
2) in the proof in the previous case, it suffices to show∣∣∣∣∫
∗¯
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ¯1dσ¯2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1(η¯1)‖L2
τξη′
‖v̂N2,L2(η¯2)‖L2
τξη′
‖ŵN0,L0(η¯)‖L2
τξη′
,
(4.21)
where η¯j ∈ Rd−2 denotes ηj excluding η′j , dσ¯j = dτjdξjdη′j and ∗¯ denotes (τ, ξ, η′) = (τ1+τ2, ξ1+ξ2, η′1+η′2).
Similarly to the previous case, (4.21) is established by the nonlinear Loomis-Whitney inequality. To avoid
redundancy, we here only consider the transversality condition, which is given by∣∣(ξ1η′2 − ξ2η′1)(3(ξ12 + ξ1ξ2 + ξ22)− (η′12 + η′1η′2 + η′22))
+ (ξ1η
′
2 + ξ2(η
′
1 + η
′
2))|η¯1|2 − 2(ξ1η′1 − ξ2η′2)η¯1 · η¯2 − (ξ1(η′1 + η′2) + ξ2η′1)|η¯2|2
∣∣
& A−1N41 ,
where we used |ξ1η′2 − ξ2η′1| ∼ A−1N21 , |η′j | . A−1N1 and |η¯j | ≪ N1. 
Proposition 4.5. Assume Assumption 1. Let A≫ 1 be dyadic, j1, j2 ∈ ΩA,(Ia), α(j1, j2) ∼ A−1. Then we
get ∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
(4.22)
Proof. Proposition 4.4 gives (4.22) if |ξ1+ ξ2| . A−1N1. Thus we assume |ξ1+ ξ2| ≫ A−1N1. We show that
|ξ1 + ξ2| ≫ A−1N1 provides
|Φ(ξ1,η1, ξ2,η2)| :=
∣∣3ξ1ξ2(ξ1 + ξ2) + (ξ1 + ξ2)|η1 + η2|2 − ξ1|η1|2 − ξ2|η2|2∣∣
&A−1N31 . (4.23)
Since Lmax012 & |Φ(ξ1,η1, ξ2,η2)|, this and Proposition 4.3 verify (4.22). Recall that the assumptions j1,
j2 ∈ ΩA,(Ia) and |ξ1 + ξ2| ≫ A−1N1 imply max(|η1|, |η2|)≪ N1, |η1 + η2| . |ξ1 + ξ2|. Therefore, we have
|(ξ1 + ξ2)|η1 + η2|2 − ξ1|η1|2 − ξ2|η2|2|
≤|ξ1 + ξ2|(|η1 + η2|2 + |η1|2) + |ξ2(|η1|2 − |η2|2)|
≪N21 |ξ1 + ξ2|,
which immediately yields (4.23). 
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Proof of (4.1) in the case (Ia). Assume that (ξj ,ηj)/|(ξj ,ηj)| ∈ C(Ia). Define
IAj1,j2 =
∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣ .
We observe ∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
.
∑
1≪A≤N
3/2
1
∑
α(j1,j2)∼A−1
IAj1,j2 +
∑
α(j1,j2).N
−3/2
1
I
N
3/2
1
j1,j2
.
Note that 〈|(ξ1 + ξ2,η1 + η2)|〉 ∼ N0 & A−1N1 if (τ1, ξ1,η1)× (τ2, ξ2,η2) ∈ SAj1 × SAj2 with α(j1, j2) ∼ A−1.
Thus, the former term is estimated by using Proposition 4.5 as∑
1≪A≤N
3/2
1
∑
α(j1,j2)∼A−1
IAj1,j2
.
∑
1≪A≤N
3/2
1
∑
α(j1,j2)∼A−1
N
d−3
2
0 N
− 32
1 (L0L1L2)
1
2 ‖ûN1,L1 |SAj1 ‖L2‖v̂N2,L2 |SAj2 ‖L2‖ŵN0,L0‖L2
.
∑
1≪A≤N
3/2
1
N
d−3
2
0 N
− 32
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
. (logN1)N
d−3
2
0 N
− 32
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
By using (4.3) in Proposition 4.3 for the latter term, we completes the proof. 
Next, we treat the case (Ib) min(|η1|, |η2|) ≪ N1, max(|η1|, |η2|) ∼ N1. Without loss of generality, we
assume |η1| ∼ N1 and |η2| ≪ N1. Note that N1 ∼ N2 and |η2| ≪ N1 imply |ξ2| ∼ N1. We define
F (ξ1,η1, ξ2,η2)
= (ξ1η2 − ξ2η1)
(
3(ξ21 + ξ1ξ2 + ξ
2
2)− (η21 + η1η2 + η22)
)
+ (ξ1η2 + ξ2(η1 + η2))|η′1|2 − 2(ξ1η1 − ξ2η2)η′1 · η′2 − (ξ1(η1 + η2) + ξ2η1)|η′2|2.
Recall that this function F (ξ1,η1, ξ2,η2) appeared in the proof of Proposition 4.4 and provided a transver-
sality of the three hypersurfaces.
Lemma 4.6. Assume Assumption 1, |η1| ∼ N1 and |η2| ≪ N1. Then we have |F (ξ1,η1, ξ2,η2)| & N41 .
Proof. We show Lmax012 & N
3
1 if |η1| ∼ N1, |η2| ≪ N1 and |F (ξ1,η1, ξ2,η2)| ≪ N41 . Since |η1| ∼ N1,
|η2| ≪ N1, it is observed that
|F (ξ1,η1, ξ2,η2)| ≪ N41 =⇒
∣∣ξ2η1(3(ξ21 + ξ1ξ2 + ξ22)− η21)− ξ2η1|η′1|2∣∣≪ N41
=⇒∣∣|η1|2 − 3(ξ21 + ξ1ξ2 + ξ22)∣∣≪ N21 . (4.24)
We use the function Φ(ξ1,η1, ξ2,η2) which was defined in the proof of Proposition 4.5. It follows from
|η2| ≪ N1 and (4.24) that there is 0 < c≪ 1 such that
|Φ(ξ1,η1, ξ2,η2)| ≥ |3ξ1ξ2(ξ1 + ξ2) + ξ2|η1|2| − |2(ξ1 + ξ2)η1 · η2 + ξ1|η2|2|
≥ |ξ2||3ξ1(ξ1 + ξ2) + 3(ξ21 + ξ1ξ2 + ξ22)| − cN31
= 3|ξ2||2ξ21 + 2ξ1ξ2 + ξ22 | − cN31
& N31 ,
which completes the proof. 
Lemma 4.6 suggests that we can obtain (4.1) by the same argument as in the proof of Proposition 4.4.
We omit the details.
Lastly, we consider the case (Ic) |η1| ∼ |η2| ∼ N1.
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In this case, we perform an angular decomposition in the η-space. In the same way as above (see [2]),
for A ∈ N we choose a maximally separated set {ωjA}j∈ΩA of spherical caps of Sd−2 of aperture A−1, i.e.
the angle ∠(θ1, θ2) between any two vectors in θ1, θ2 ∈ ωjA satisfies |∠(θ1, θ2)| ≤ A−1 and the characteristic
functions {1ωjA} satisfy 1 ≤
∑
j∈ΩA
1ωjA
(θ) ≤ 2d, for all θ ∈ Sd−2. Further, we define the function
α(j1, j2) = inf
{
|∠(±θ1, θ2)| : θ1 ∈ ωj1A , θ2 ∈ ωj2A
}
.
For each j ∈ ΩA we define
SAj =
{
(τ, ξ,η) ∈ R× R× (Rd−1 \ {0}) : η|η| ∈ ω
j
A
}
and the corresponding localization operator
F(RAj u)(τ, ξ,η) = 1ωAj
( η
|η|
)Fu(τ, ξ,η).
Let k = (k(1), . . . , k(d)) ∈ Zd. We define regular cubes {CAk }k∈Zd whose side length is A−1N1 and {C˜Ak }k∈Zd
as
CAk = {x = (x1, . . . , xd) ∈ Rd | xi ∈ A−1N1[k(i), k(i) + 1) for all i = 1, . . . , d.},
we set C˜Ak = R× CAk , and lastly we define EAj,k = S
A
j ∩ C˜Ak .
Proposition 4.7. Assume Assumption 1 and |η1| ∼ |η2| ∼ N1. Let α¯(j1, j2) ∼ A−1 and k1, k2 ∈ Zd. Then
we get ∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |EAj1,k1 (τ1, ξ1,η1)v̂N2,L2 |EAj2,k2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 , (4.25)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Proof. After rotation, we can assume |η1η′2 − η2η′1| ∼ A−1N21 and |η′j | . A−1N1. Recall that ηj and
η′j are first and second components of ηj, respectively. For simplicity, we use ηˇj ∈ Rd−3 which satisfies
ηj = (ηj ,η
′
j) = (ηj , η
′
j , ηˇj). Similarly to the proof of Proposition 4.4, for fixed ξ1, ξ2, ηˇ1, ηˇ2, it suffices to
show ∣∣∣∣∫
∗˜
ŵN0,L0(τ, ξ,η)ûN1,L1 |EAj1,k1 (τ1, ξ1,η1)v̂N2,L2 |EAj2,k2 (τ2, ξ2,η2)dσ˜1dσ˜2
∣∣∣∣
.A
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1(ξ1, ηˇ1)‖L2
τηη′
‖v̂N2,L2(ξ2, ηˇ2)‖L2
τηη′
‖ŵN0,L0(ξ, ηˇ)‖L2
τηη′
, (4.26)
where dσ˜j = dτjdηjdη
′
j and ∗˜ denotes (τ, η, η′) = (τ1+τ2, η1+η2, η′1+η′2).We follow the proof of Proposition
4.4. Assume that ξ1, ξ2, ηˇ1, ηˇ2 are fixed. We use the functions f˜ξ1,ηˇ1 , g˜ξ2,ηˇ2 on R
3 that are defined as
f˜ξ1,ηˇ1(τ1, η1, η
′
1) = ûN1,L1 |EAj1,k1 (N
3
1 τ1, ξ1, N1η1, N1η
′
1, ηˇ1),
g˜ξ2,ηˇ2(τ2, η2, η
′
2) = v̂N2,L2 |EAj2,k2 (N
3
1 τ2, ξ2, N1η2, N1η
′
2, ηˇ2),
and show the following estimate:
‖f˜ξ1,ηˇ1 |S1 ∗ g˜ξ2,ηˇ2 |S2‖L2(S3) . A
1
2 ‖f˜ξ1,ηˇ1‖L2(S1)‖g˜ξ2,ηˇ2‖L2(S2). (4.27)
Here, c0, c1, c2 ∈ R, ξ˜ = N−11 ξ, ξ˜j = N−11 ξj , ηj = N−11 ηˇj, η = N−11 ηˇ and for
φξj ,ηˇj ,cj(η, η
′) = (ξj(ξ
2
j + |η|2) + cj , η, η′),
the surfaces are given as
S1 = {φξ˜1,η1,c1(η1, η
′
1) ∈ R3 | (η1, η′1) ∈ supp(f˜ξ1,ηˇ1 ◦ φξ˜1,η1,c1)},
S2 = {φξ˜2,η2,c2(η2, η
′
2) ∈ R3 | (η2, η′2) ∈ supp(g˜ξ2,ηˇ2 ◦ φξ˜2,η2,c2)},
S3 =
{
(ψξ˜,η¯(η, η
′), η, η′) ∈ R3 | ψξ,ηˇ(η, η′) = ξ(ξ2 + |η|2) + c0
}
.
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Since diam(S1) . A
−1, diam(S2) . A
−1, we can assume diam(S3) . A
−1. We easily confirm that S1, S2,
S3 satisfy the necessary regularity and diameter conditions to use the nonlinear Loomis-Whitney inequality.
Thus, here we only confirm that S1, S2, S3 satisfy the suitable transversality condition. We define λi ∈ Si
as
λ1 = φξ˜1,η1,c1(η1, η
′
1), λ2 = φξ˜2,η2,c2(η2, η
′
2), λ3 = (ψξ˜,η¯(η, η
′), η, η′).
The unit normals ni on λi are described explicitly as
ni(λi) =
1√
1 + 4ξ˜2i (η
2
i + η
′
i
2)
(
−1, 2ξ˜iηi, 2ξ˜iη′i
)
,
for i = 1, 2, and the same for n3(λ3). Letting η̂1 = (η̂1, η̂1
′), η̂2 = (η̂2, η̂2
′), η̂ = (η̂, η̂′), η̂1 + η̂2 = η̂ and
λ̂1 := φξ˜1,η1,c1(η̂1) ∈ S1, λ̂2 := φξ˜2,η2,c2(η̂2) ∈ S2, λ̂3 := (ψξ˜,η¯(η̂), η̂) ∈ S3,
we show
A−1 . |detN(λ̂1, λ̂2, λ̂3)|,
which means the transversality of S1, S2, S3 and completes the proof. We observe
|detN(λ̂1, λ̂2, λ̂3)| &
∣∣∣∣∣∣det
 −1 −1 −12ξ˜1η̂1 2ξ˜2η̂2 2ξ˜η̂
2ξ˜1η̂1
′ 2ξ˜2η̂2
′ 2ξ˜η̂′
∣∣∣∣∣∣
&
∣∣(η̂1η̂2′ − η̂2η̂1′)(ξ˜21 + ξ˜1ξ˜2 + ξ˜22)∣∣
&A−1.
Here we used the assumptions |η1η′2− η2η′1| ∼ A−1N21 and max(|ξ1|, |ξ2|) ∼ N1 which imply |η̂1η̂2′− η̂2η̂1′| ∼
A−1 and max(|ξ˜1|, |ξ˜2|) ∼ 1, respectively. 
Proposition 4.8. Assume Assumption 1 and |η1| ∼ |η2| ∼ N1. Let α¯(j1, j2) ∼ A−1. Then we get∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−4
2 +2ε
0 N
−1− 32 ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Before we state a proof, let us see that Proposition 4.8 establishes (4.1) in the case (Ic).
Proof of (4.1) in the case (Ic). For convenience, we use
I
A
j1,j2 :=
∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣ .
We observe that ∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
.
∑
2≤A≤N61
∑
α¯(j1,j2)∼A−1
I
A
j1,j2 +
∑
α¯(j1,j2).N
−6
1
I
N61
j1,j2 .
For the former term, by using Proposition 4.8 and the almost orthogonality of j1, j2 which satisfy α¯(j1, j2) ∼
A−1, we get ∑
2≤A≤N61
∑
α¯(j1,j2)∼A−1
I
A
j1,j2
.
∑
2≤A≤N61
N
d−4
2 +2ε
0 N
−1− 32 ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
. N
d−4
2 +2ε
0 N
−1−ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
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For the latter term, since the size of the set {(ξ1,η1)|(τ1, ξ1,η1) ∈ SN
6
1
j1 } is less than ∼ N
−5(d−2)+2
1 ≤ N−31 ,
we easily obtain
I
N61
j1,j2 . N
− 32
1 L
1
2
1 ‖ûN1,L1 |SAj1 ‖L2‖v̂N2,L2 |SAj2 ‖L2‖ŵN0,L0‖L2,
which completes the proof of (4.1) in the case (Ic). 
The next subsection is devoted to the proof of Proposition 4.8. Note that, as in the proof of Proposition
4.4, by rotating η1, η2, we can assume |η1η′2 − η2η′1| ∼ A−1N21 and |η′j | . A−1N1. Further, by performing
the invertible linear transformation (ξj , ηj) → (ξj + ηj ,
√
3(ξj − ηj)), it is easily observed that Proposition
4.8 is equivalent to Proposition 4.9 below.
4.1. Proof of Proposition 4.8. As justified by the above discussion, in this subsection we assume the
following:
Assumption 1’.
(1) Lmax012 ≪ (Nmax012 )3, (2) 1≪ N0 . N1 ∼ N2, (3) max(|ξ1 + η1|, |ξ2 + η2|) ≥ 2−5N1.
Proposition 4.9. In addition to Assumption 1’, suppose that |ξj − ηj | ∼ N1, |η′j| . A−1N1 where j = 1, 2
and |(ξ1 − η1)η′2 − (ξ2 − η2)η′1| ∼ A−1N21 . Then we get∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1(τ1, ξ1,η1)gN2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−4
2 +2ε
0 N
−1− 32 ε
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2,
(4.28)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy
supp fN1,L1 ⊂ GN1,L1 , supp gN2,L2 ⊂ GN2,L2 , supphN0,L0 ⊂ GN0,L0 , (4.29)
GN,L := {(τ, ξ,η) ∈ Rd+1 | 〈|(ξ,η)|〉 ∼ N, 〈τ − (ξ3 + η3)− (ξ + η)|η′|2〉 ∼ L}.
We consider Proposition 4.9 instead of Proposition 4.8. The advantage in this way is that we can reuse the
propositions and lemmas that were established in the paper by the second author [20] which was concerned
with the 2D Zakharov-Kuznetsov equation. In [20], the following symmetrized 2D Zakharov-Kuznetsov
equation was considered.
∂tu+ (∂
3
x + ∂
3
y)u = 4
− 13 (∂x + ∂y)(u
2), (t, x, y) ∈ R× R2.
This equation is equivalent to the original 2D Zakharov-Kuznetsov equation, which can be seen by applying
the above linear transformation (ξj , ηj) → (ξj + ηj ,
√
3(ξj − ηj)) to the original 2D Zakharov-Kuznetsov
equation. See [15].
Now we turn to Proposition 4.9. Note that the assumptions in Proposition 4.9 suggest that we can assume
A−1N1 . N0. We divide the proof into the two cases
| sin∠ ((ξ1, η1), (ξ2, η2)) | & 1 and | sin∠ ((ξ1, η1), (ξ2, η2)) | ≪ 1.
First, we consider the case | sin∠ ((ξ1, η1), (ξ2, η2)) | & 1.
Definition 4.10. Let M ≫ 1 be a dyadic number and ℓ = (ℓ(1), ℓ(2)) ∈ Z2. We define square-tiles {T Mℓ }ℓ∈Z2
whose side length is M−1N1 and {T˜ Mℓ }k∈Z2 as follows:
T Mℓ := {(ξ, η) ∈ R2 | (ξ, η) ∈M−1N1
(
[ℓ(1), ℓ(1) + 1)× [ℓ(2), ℓ(2) + 1)
)}
T˜ Mℓ := R× T Mℓ × Rd−2.
Definition 4.11 (Whitney type decomposition). Let A, M , M̂ be dyadic such that 1≪ M̂ ≤M ≤ A and
Φ(ξ1, η1, ξ2, η2) = ξ1ξ2(ξ1 + ξ2) + η1η2(η1 + η2),
F (ξ1, η1, ξ2, η2) = ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2).
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We define
Z1M = {(ℓ1, ℓ2) ∈ Z2 × Z2 | |Φ(ξ1, η1, ξ2, η2)| ≥M−1N31 for all (ξj , ηj) ∈ T Mℓj },
Z2M = {(ℓ1, ℓ2) ∈ Z2 × Z2 | |F (ξ1, η1, ξ2, η2)| ≥M−1N21 for all (ξj , ηj) ∈ T Mℓj },
ZM = Z
1
M ∪ Z2M ⊂ Z2 × Z2, RM =
⋃
(ℓ1,ℓ2)∈ZM
T Mℓ1 × T Mℓ2 ⊂ R2 × R2.
It is clear that M1 ≤M2 =⇒ RM1 ⊂ RM2 . Further, we define
QM =
{
RM \RM
2
for M > M̂,
R
M̂
for M = M̂.
and a set of pairs of integer pair Z ′M ⊂ ZM as⋃
(ℓ1,ℓ2)∈Z′M
T Mℓ1 × T Mℓ2 = QM .
We easily see that Z ′M is uniquely defined and
M1 6=M2 =⇒ QM1 ∩QM2 = ∅,
⋃
M̂≤M≤M0
QM = RM0
where M0 ≥ M̂ is dyadic. Thus, we can decompose R2 × R2 as
R
2 × R2 =
 ⋃
M̂≤M≤M0
QM
 ∪ (RM0)c.
Lastly, we define
A = {(τ1, ξ1,η1)× (τ2, ξ2,η2) ∈ Rd+1 × Rd+1 | | sin∠ ((ξ1, η1), (ξ2, η2)) | & 1},
Z˜M = {(ℓ1, ℓ2) ∈ Z ′M |
(
T˜ Mℓ1 × T˜ Mℓ2
)
∩ (GN1,L1 ×GN2,L2) ∩ A 6= ∅}.
By the same argument as for the 2D case in [20], we can obtain the following estimate.
Proposition 4.12. Assume |η′j | . A−1N1 and (4.29). Let A, M be dyadic which satisfy 1 ≪ M ≤ A and
(ℓ1, ℓ2) ∈ Z˜M . Then we get∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|T˜Mℓ1 (τ1, ξ1,η1)gN2,L2 |T˜Mℓ2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |T˜M
ℓ1
‖L2‖gN2,L2 |T˜M
ℓ2
‖L2‖hN0,L0‖L2 ,
(4.30)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Proof. Since |η′j | . A−1N1, for fixed η′1, η′2, it suffices to show∣∣∣∣∫
∗ˆ
hN0,L0(τ, ξ,η)fN1,L1 |T˜Mℓ1 (τ1, ξ1,η1)gN2,L2 |T˜Mℓ2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
.M
1
2N−21 (L0L1L2)
1
2 ‖fN1,L1|T˜Mℓ1 (η
′
1
)‖L2τξη‖gN2,L2 |T˜Mℓ2 (η
′
2
)‖L2τξη‖hN0,L0(η
′)‖L2τξη ,
(4.31)
where dσˆj = dτjdξjdηj and ∗ˆ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2). (4.31) is established by the same
argument as for Propositions 3.3-3.5 in [20] which considered the Cauchy problem of the 2D Zakharov-
Kuznetsov equation. The only difference is that, in [20] it was assumed that fN1,L1 , gN2,L2 , hN0,L0 satisfy
supp fN1,L1 ⊂ GN1,L1 , supp gN2,L2 ⊂ GN2,L2 , supphN0,L0 ⊂ GN0,L0 ,
GN,L := {(τ, ξ,η) ∈ Rd+1 | 〈|(ξ,η)|〉 ∼ N, 〈τ − (ξ3 + η3)〉 ∼ L},
instead of (4.29). We will see that, because of the assumptions M ≤ A and |η′j | . A−1N1, the proofs of
Propositions 3.3-3.5 in [20] can be transferred. Firstly, either |Φ(ξ1, η1, ξ2, η2)| ≥M−1N31 or |F (ξ1, η1, ξ2, η2)| ≥
16
M−1N21 holds under the assumption (ℓ1, ℓ2) ∈ Z˜M . We first assume |Φ(ξ1, η1, ξ2, η2)| ≥ M−1N31 and show
(4.31). For simplicity, we use
fη′1(τ1, ξ1, η1) := fN1,L1 |T˜Mℓ1 (τ1, ξ1,η1),
gη′2(τ2, ξ2, η2) := gN2,L2 |T˜Mℓ2 (τ2, ξ2,η2),
hη′(τ, ξ, η) := hN0,L0(τ, ξ,η).
Since
3Lmax012 ≥
∣∣∣τ1 + τ2 − ((ξ1 + ξ2)3 + (η1 + η2)3)− (ξ1 + ξ2 + η1 + η2)|η′1 + η′2|2
− (τ1 − (ξ31 + η31)− (ξ1 + η1)|η′1|2)− (τ2 − (ξ32 + η32)− (ξ2 + η2)|η′2|2)
∣∣∣
& |Φ(ξ1, η1, ξ2, η2)|+O(A−2N1) &M−1N31 ,
the following estimates which correspond to Proposition 3.3 in [20] immediately yields (4.31).∥∥∥∥1GN0,L0 ∫ fη′1(τ1, ξ1, η1)gη′2(τ − τ1, ξ − ξ1, η − η1)dσˆ1
∥∥∥∥
L2τξη
. (MN1)
− 12 (L1L2)
1
2 ‖fη′1‖L2τξη‖gη′2‖L2τξη , (4.32)∥∥∥∥1GN1,L1∩T˜ Ak1
∫
gη′2(τ1, ξ2, η2)hη
′(τ1 + τ2, ξ1 + ξ2, η1 + η2)dσˆ2
∥∥∥∥
L2τξη
. (MN1)
− 12 (L0L2)
1
2 ‖gη′2‖L2τξη‖hη′‖L2, (4.33)∥∥∥∥1GN2,L2∩T˜ Ak2
∫
hη′(τ1 + τ2, ξ1 + ξ2, η1 + η2)fη′1(τ1, ξ1, η1)dσˆ1
∥∥∥∥
L2τξη
. (MN1)
− 12 (L0L1)
1
2 ‖hη′‖L2τξη‖fη′1‖L2τξη . (4.34)
Here we sketch the proof of (4.32) only. The other estimates (4.33) and (4.34) can be obtained in the same
way as for (4.32). We first observe that the assumptions imply
max
(|(ξ21 − (ξ − ξ1)2|, |(η21 − (η − η1)2|) & N21 . (4.35)
If (4.35) does not hold, we can assume one of the following.
(1) |ξ1 − (ξ − ξ1)| ≪ N1 and |η1 − (η − η1)| ≪ N1,
(2) |ξ1 − (ξ − ξ1)| ≪ N1 and |η1 + (η − η1)| ≪ N1,
(3) |ξ1 + (ξ − ξ1)| ≪ N1 and |η1 − (η − η1)| ≪ N1,
(4) |ξ1 + (ξ − ξ1)| ≪ N1 and |η1 + (η − η1)| ≪ N1.
(1) and (4) contradict the angular assumption | sin∠ ((ξ1, η1), (ξ − ξ1, η − η1)) | & 1. We show (2) con-
tradicts one of the assumptions. Clearly, max(|ξ1|, |ξ − ξ1|) & N1 holds because of the angular condition
| sin∠ ((ξ1, η1), (ξ − ξ1, η − η1)) | & 1. Without loss of generality, we can assume |ξ1| & N1. This and the in-
equality |ξ1−(ξ−ξ1)| ≪ N1 in (2) yield min(|ξ|, |ξ−ξ1|) & N1 which, combined with |η| = |η1+(η−η1)| ≪ N1
in (2), gives
3Lmax012 ≥ 3max
(|τ − ξ3 − η3|, |τ1 − ξ31 − η31 |, |τ − τ1 − (ξ − ξ1)3 − (η − η1)3|)+O(A−2N31 )
≥ |ξξ1(ξ − ξ1) + ηη1(η − η1)|+O(A−2N31 )
≥ |ξξ1(ξ − ξ1)| − |ηη1(η − η1)|+O(A−2N31 )
& N31 +O(A−2N31 ) & N31
which contradicts Lmax012 ≪ N31 . Similarly, we can show that (3) contradicts at least one of the assumptions.
Without loss of generality, we assume |ξ21 − (ξ − ξ1)2| & N21 .
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We turn to show (4.32). By the Cauchy-Schwarz inequality, we get∥∥∥∥1GN0,L0 ∫ fη′1(τ1, ξ1, η1)gη′2(τ − τ1, ξ − ξ1, η − η1)dσˆ1
∥∥∥∥
L2
τξη
≤
∥∥∥∥1GN0,L0 (∣∣fη′1∣∣2 ∗ ∣∣gη′2 ∣∣2)1/2 |E(τ, ξ, η)|1/2
∥∥∥∥
L2τξη
≤ sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ, η)|1/2
∥∥∥∣∣fη′1∣∣2 ∗ ∣∣gη′2 ∣∣2∥∥∥1/2L1τξη
≤ sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ, η)|1/2‖fη′1‖L2τξη‖gη′2‖L2τξη ,
where E(τ, ξ, η) ⊂ R3 is defined by
E(τ, ξ, η) := {(τ1, ξ1, η1) ∈ supp(fη′1) | (τ − τ1, ξ − ξ1, η − η1) ∈ supp(gη′2)}.
Thus, it suffices to show
sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ, η)| . (MN1)−1L1L2. (4.36)
For fixed (ξ1, η1), we easily have
sup
(τ,ξ,η)∈GN0,L0
|{τ1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| . min(L1, L2). (4.37)
Let C(ξ,η′, ξ1,η
′
1
) = (ξ1 + η1)|η′1|2 + (ξ − ξ1 + η − η1)|η′ − η′1|2. We observe
max(L1, L2) &|(τ1 − ξ31 − η31) + (τ − τ1)− (ξ − ξ1)3 − (η − η1)3 − C(ξ,η, ξ1,η1)|
=|(τ − ξ3 − η3) + 3(ξξ1(ξ − ξ1) + ηη1(η − η1))− C(ξ,η, ξ1,η1)|.
Thus, we deduce from |∂ξ1 (ξξ1(ξ − ξ1)) | = |ξ21 − (ξ − ξ1)2| & N21 , |η′1| . A−1N1 and |η′ − η′1| . A−1N1
that, for fixed η1, it holds that
sup
(τ,ξ,η)∈GN0,L0
|{ξ1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| . N−21 max(L1, L2). (4.38)
Lastly, since (τ1, ξ1, η1) ∈ supp(fη′1) implies (ξ1, η1) ∈ T Mℓ1 , we have
sup
(τ,ξ,η)∈GN0,L0
|{η1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| .M−1N1. (4.39)
The estimates (4.37)-(4.39) complete the proof of (4.36).
Next we show (4.31) under the assumption |F (ξ1, η1, ξ2, η2)| ≥M−1N21 by following the proof for Propo-
sition 3.5 in [20]. By Fubini’s theorem, (4.31) reduces to∣∣∣∣∫ hη′(ϕη′1,c1(ξ1, η1) + ϕη′2,c2(ξ2, η2))fη′1(ϕη′1,c1(ξ1, η1))g(ϕη′2,c2(ξ2, η2))dξ1dη1dξ2dη2
∣∣∣∣
.M
1
2N−21 ‖fη′1 ◦ ϕη′1,c1‖L2ξη‖gη′2 ◦ ϕη′2,c2‖L2ξη‖hη′‖L2τξη , (4.40)
where hη′(τ, ξ, η) is supported in c0 ≤ τ − ξ3 − η3 − (ξ + η)|η′|2 ≤ c0 + 1 and
ϕη′j ,cj (ξ, η) = (ξ
3 + η3 + (ξ + η)|η′j |2 + cj, ξ, η) for j = 1, 2.
Note that if η′
1
= η′
2
= η′ = 0, (4.40) corresponds exactly to the inequality (3.17) in [20]. Similarly to the
proof of Proposition 4.4, we define
f˜η′1(τ1, ξ1, η1) = fη′1(N
3
1 τ1, N1ξ1, N1η1),
g˜η′2(τ2, ξ2, η2) = gη′2(N
3
1 τ2, N1ξ2, N1η2),
h˜η′(τ, ξ, η) = hη′(N
3
1 τ,N1ξ,N1η),
and prove
‖f˜η′1 |S1 ∗ g˜η′2 |S2‖L2(S3) .M
1
2 ‖f˜η′1‖L2(S1)‖g˜η′2‖L2(S2), (4.41)
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where η˜j = N
−1
1 η
′
j , η˜ = N
−1
1 η
′, c˜j = N
−3
1 cj and
S1 ={ϕη˜1,c˜1(ξ1, η1) ∈ R3 | (ξ1, η1) ∈ supp(f˜η′1 ◦ ϕη˜1,c˜1)},
S2 ={ϕη˜2,c˜2(ξ2, η2) ∈ R3 | (ξ2, η2) ∈ supp(g˜η′2 ◦ ϕη˜2,c˜2)},
S3 =
{
(ϕη˜(ξ, η), ξ, η) ∈ R3 | ϕη˜(ξ, η) = ξ3 + η3 + (ξ + η)|η˜|2 + c
′
0
N31
}
.
Clearly, S1, S2, S3 satisfy necessary regularity and diameter conditions to apply the nonlinear Loomis-
Whitney inequality. Define λi ∈ Si as
λ1 = ϕη˜1,c˜1(ξ1, η1), λ2 = ϕη˜2,c˜2(ξ2, η2), λ3 = (ϕη˜(ξ, η), ξ, η),
then the unit normals ni on λi can be described explicitly as
ni(λi) =
1√
1 + (3ξ2i + |η˜i|2)2 + (3η2i + |η˜i|2)2
(−1, 3ξ2i + |η˜i|2, 3η2i + |η˜i|2) ,
for i = 1, 2, and the same for n3(λ3). We define
n
0
i (λi) =
1√
1 + 9ξ4i + 9η
4
i
(−1, 3ξ2i , 3η2i ) ,
for i = 1, 2, and the same for n03(λ3). Since |η˜j | . A−1, |η˜| . A−1, we easily get |nj(λj)− n0j(λj)| ≪ A−1 ≤
M−1. Therefore we only need to show
|det(n01(λ1), n02(λ2), n03(λ3))| &M−1
with (ξ1, η1) + (ξ2, η2) = (ξ, η). We calculate
|det(n01(λ1), n02(λ2), n03(λ3))| &
∣∣∣∣∣∣det
−1 −1 −13ξ21 3ξ22 3ξ2
3η21 3η
2
2 3η
2
∣∣∣∣∣∣
& |ξ1η2 − ξ2η1||ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2)|
&M−1.
Here we used | sin∠ ((ξ1, η1), (ξ2, η2)) | & 1, and (ξ1, η1) ∈ supp(f˜η′1 ◦ ϕη˜1,c˜1), (ξ2, η2) ∈ supp(g˜η′2 ◦ ϕη˜2,c˜2)
which implies |F (ξ1, η1, ξ2, η2)| ≥M−1. 
The key ingredient to show (4.28) is the almost orthogonality of ℓ1 and ℓ2 which satisfy (ℓ1, ℓ2) ∈ Z˜M .
However, in [20] it was found that there exist pairs of tiles which do not satisfy the almost orthogonality.
Thus we perform the decompositions which was introduced in [20], see [20, Remark 3.3] for the details.
Definition 4.13 (Def. 3 in [20]). Let K0, K1, K2, K′0, K′1, K′2 ⊂ R2 and K˜0, K˜1, K˜2, K˜′0, K˜′1, K˜′2 ⊂ Rd+1
be defined as follows:
K0 =
{
(ξ, η) ∈ R2 |
∣∣∣η − (√2− 1) 43 ξ∣∣∣ ≤ 2−20N1} ,
K1 =
{
(ξ, η) ∈ R2 |
∣∣∣η − (√2 + 1) 23 (√2 +√3)ξ∣∣∣ ≤ 2−20N1} ,
K2 =
{
(ξ, η) ∈ R2 |
∣∣∣η + (√2 + 1) 23 (√3−√2)ξ∣∣∣ ≤ 2−20N1} ,
K′0 =
{
(ξ, η) ∈ R2 | (η, ξ) ∈ K0
}
,
K′1 =
{
(ξ, η) ∈ R2 | (η, ξ) ∈ K1} ,
K′2 =
{
(ξ, η) ∈ R2 | (η, ξ) ∈ K2} ,
K˜i = R×Ki × Rd−2, K˜′i = R×K′i × Rd−2 for i = 0, 1, 2.
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We define the subsets of R2 × R2 and Rd+1 × Rd+1 as
K =(K0 × (K1 ∪ K2)) ∪ ((K1 ∪ K2)×K0) ⊂ R2 × R2,
K˜ =(K˜0 × (K˜1 ∪ K˜2)) ∪ ((K˜1 ∪ K˜2)× K˜0) ⊂ Rd+1 × Rd+1,
K′ =(K′0 × (K′1 ∪ K′2)) ∪ ((K′1 ∪ K′2)×K′0) ⊂ R2 × R2,
K˜′ =(K˜′0 × (K˜′1 ∪ K˜′2)) ∪ ((K˜′1 ∪ K˜′2)× K˜′0) ⊂ Rd+1 × Rd+1,
and their complements as
(K)c = (R2 × R2) \ K, (K˜)c = (Rd+1 × Rd+1) \ K˜
(K′)c = (R2 × R2) \ K′, (K˜′)c = (Rd+1 × Rd+1) \ K˜′.
Lastly, we define
ẐM = {(ℓ1, ℓ2) ∈ Z˜M |
(T Mℓ1 × T Mℓ2 ) ∩ ((K)c ∩ (K′)c) 6= ∅},
and ZM as the collection of (ℓ1, ℓ2) ∈ Z2 × Z2 which satisfies
T Mℓ1 × T Mℓ2 6⊂
⋃
M̂≤M ′≤M
⋃
(ℓ′1,ℓ
′
2)∈ẐM
(
T M ′ℓ′1 × T
M ′
ℓ′2
)
,
(
T˜ Mℓ1 × T˜ Mℓ2
)
∩ (GN1,L1 ×GN2,L2) ∩ A ∩
(
(K˜)c ∩ (K˜′)c
)
6= ∅.
Lemma 4.14 (Lemma 3.7 in [20]). For fixed ℓ1 ∈ Z2, the number of ℓ2 ∈ Z2 such that (ℓ1, ℓ2) ∈ ẐM is finite
(uniformly bounded). Furthermore, the same claim holds true if we replace ẐM by ZM .
Now we show (4.28) under the assumption (ξ1, η1)× (ξ2, η2) ∈ (K)c ∩ (K′)c.
Proposition 4.15. Assume the same conditions as in Proposition 4.9. Suppose further that | sin∠ ((ξ1, η1), (ξ2, η2)) | &
1 and (ξ1, η1)× (ξ2, η2) ∈ (K)c ∩ (K′)c. Then we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1(τ1, ξ1,η1)gN2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 ,
(4.42)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
Proof. By the definitions of ẐM and ZA, (GN1,L1 ×GN2,L2) ∩ A ∩ (K˜)c ∩ (K˜′)c are contained in⋃
M̂≤M≤A
⋃
(ℓ1,ℓ2)∈ẐM
(
T˜ Mℓ1 × T˜ Mℓ2
)
∪
⋃
(ℓ1,ℓ2)∈ZA
(
T˜ Aℓ1 × T˜ Aℓ2
)
.
Therefore, we get
(LHS) of (4.42)
≤
∑
M̂≤M≤A
∑
(ℓ1,ℓ2)∈ẐM
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|T˜Mℓ1 (τ1, ξ1,η1)gN2,L2 |T˜Mℓ2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
+
∑
(ℓ1,ℓ2)∈ZA
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |T˜ Aℓ1 (τ1, ξ1,η1)gN2,L2 |T˜ Aℓ2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
=:
∑
M̂≤M≤A
∑
(ℓ1,ℓ2)∈ẐM
I1 +
∑
(ℓ1,ℓ2)∈ZA
I2.
For the former term, we deduce from Proposition 4.12 and Lemma 4.14 that∑
(ℓ1,ℓ2)∈ẐM
I1 .
∑
(ℓ1,ℓ2)∈ẐM
A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |T˜Mℓ1 ‖L2‖gN2,L2 |T˜Mℓ2 ‖L2‖hN0,L0‖L2
. A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2.
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Consequently, we obtain∑
M̂≤M≤A
∑
(ℓ1,ℓ2)∈ẐM
I1 . A
− d−32 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 .
Next we consider the latter term. The assumption |η′j | . A−1N1 implies that space variables of supp(fN1,L1 |T˜ Aℓ1 )
and supp(gN2,L2 |T˜ Aℓ2 ) are confined to regular cubes which side lengths are comparable to A
−1N1, respectively.
Since the linear transformation (ξj , ηj)→ (ξj + ηj ,
√
3(ξj − ηj)) is invertible, Proposition 4.7 yields
I2 . A
− d−32 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1|T˜ Aℓ1 ‖L2‖gN2,L2 |T˜ Aℓ2 ‖L2‖hN0,L0‖L2 .
Hence, by Lemma 4.14, we get∑
(ℓ1,ℓ2)∈ZA
I2 . A
− d−32 N
d−6
2
1 (L0L1L2)
1
2
∑
(ℓ1,ℓ2)∈ZA
‖fN1,L1 |T˜ Aℓ1 ‖L2‖gN2,L2 |T˜ Aℓ2 ‖L2‖hN0,L0‖L2
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 .
This completes the proof. 
Next we deal with the case (ξ1, η1) × (ξ2, η2) ∈ (K ∪K′). The strategy of proof is the same as for the
case (ξ1, η1) × (ξ2, η2) ∈ (K)c ∩ (K′)c. By symmetry, it suffices to show the estimate (4.28) for the case
(ξ1, η1)× (ξ2, η2) ∈ (K1 ∪ K2)×K0.
Definition 4.16 (Def. 4 [20]). Let m = (n, z) ∈ N× Z. We define the increasing sequence {aM,n}n∈N as
aM,1 = 0, aM,n+1 = aM,n +
N1√
(n+ 1)M
.
and sets RM,m,1, RM,m,2 as follows:
RM,m,1 =
{
(ξ, η) ∈ R2
∣∣∣∣∣ aM,n ≤ |η − (
√
2 + 1)
2
3 (
√
2 +
√
3)ξ| < aM,n+1,
zM−1N1 ≤ η − (
√
2 + 1)
2
3 ξ < (z + 1)M−1N1
}
,
RM,m,2 =
{
(ξ, η) ∈ R2
∣∣∣∣∣ aM,n ≤ |η + (
√
2 + 1)
2
3 (
√
3−
√
2)ξ| < aM,n+1,
zM−1N1 ≤ η − (
√
2 + 1)
2
3 ξ < (z + 1)M−1N1
}
R˜M,m,1 =R×RM,m,1 × Rd−2, R˜M,m,2 = R×RM,m,2 × Rd−2.
We will perform the Whitney type decomposition by using the above sets instead of simple square tiles. We
define for i = 1, 2 that
M1M,i =
{
(m, ℓ) ∈ (N× Z)× Z2
∣∣∣∣∣ |Φ(ξ1, η1, ξ2, η2)| ≥M
−1N31
for any (ξ1, η1) ∈ RM,m,i and (ξ2, η2) ∈ T Mℓ
}
,
M2M,i =
{
(m, ℓ) ∈ (N× Z)× Z2
∣∣∣∣∣ |F (ξ1, η1, ξ2, η2)| ≥M
−1N31
for any (ξ1, η1) ∈ RM,m,i and (ξ2, η2) ∈ T Mℓ
}
,
MM,i =M
1
M,i ∪M2M,i ⊂ (N× Z)× Z2,
RM,i =
⋃
(m,ℓ)∈MM,i
RM,m,i × T Mℓ ⊂ R2 × R2.
Furthermore, we define M ′M,i ⊂MM,i as the collection of (m, ℓ) ∈ (N× Z)× Z2 such that
RM,m,i × T Mℓ ⊂
⋃
M̂≤M ′<M
RM ′,i.
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By using M ′M,i, we define
QM,i =

RM,i \
⋃
(m,ℓ)∈M ′M,i
(RM,m,i × T Mℓ ) for M > M̂,
R
M̂,i
for M = M̂,
and M˜M,i =MM,i \M ′M,i. Clearly, the followings hold.⋃
(m,ℓ)∈M˜M,i
RM,m,i × T Mℓ = QM,i,
⋃
M̂≤M≤M0
QM,i = RM0,i,
where M0 ≥ M̂ is dyadic. Lastly, we define
ẐM,i = {(m, ℓ) ∈ M˜M,i | (R˜M,m,i × T˜ Mℓ ) ∩ (GN1,L1 ×GN2,L2) ∩ (K˜i × K˜0) 6= ∅},
ZM,i = {(m, ℓ) ∈M cM,i | (R˜M,m,i × T˜ Mℓ ) ∩ (GN1,L1 ×GN2,L2) ∩ (K˜i × K˜0) 6= ∅},
where M cM,i = (N× Z)× Z2 \MM,i. We easily see that
(GN1,L1 ×GN2,L2) ∪ (K˜i × K˜0) ⊂
⋃
(m,ℓ)∈ẐM,i
(R˜M,m,i × T˜ Mℓ ) ∪
⋃
(m,ℓ)∈ZM,i
(R˜M,m,i × T˜ Mℓ ).
Lemma 4.17 (Lemma 3.9 in [20]). Let i = 1, 2. For fixed m ∈ N × Z, the number of k ∈ Z2 such that
(m, k) ∈ ẐM,i is finitely many. On the other hand, for fixed k ∈ Z2, the number of m ∈ N × Z such that
(m, k) ∈ ẐM,i is finitely many. Furthermore, the claim holds true whether we replace ẐM,i by ZM,i in the
above statements.
Proposition 4.18. In addition to the hypothesis of Proposition 4.9, assume that | sin∠ ((ξ1, η1), (ξ2, η2)) | &
1 and (ξ1, η1)× (ξ2, η2) ∈ (K1 ∪K2)×K0. Then we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1(τ1, ξ1,η1)gN2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 ,
(4.43)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
Proof. To avoid redundancy, we only treat the case (ξ1, η1)×(ξ2, η2) ∈ K1×K0. The case (ξ1, η1)×(ξ2, η2) ∈
K2×K0 can be dealt with in the similar way. Similarly to the proof of Lemma 4.15, by the following inclusion
(GN1,L1 ×GN2,L2) ∪ (K˜1 × K˜0) ⊂
⋃
(m,ℓ)∈ẐM,1
(R˜M,m,1 × T˜ Mℓ ) ∪
⋃
(m,ℓ)∈ZM,1
(R˜M,m,1 × T˜ Mℓ ),
we get
(LHS) of (4.43)
≤
∑
M̂≤M≤A
∑
(m,ℓ)∈ẐM,1
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |R˜M,m,1(τ1, ξ1,η1)gN2,L2 |T˜Mℓ (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
+
∑
(m,ℓ)∈ZA,1
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |R˜A,m,1(τ1, ξ1,η1)gN2,L2 |T˜ Aℓ (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
=:
∑
M̂≤M≤A
∑
(m,ℓ)∈ẐM,1
I1 +
∑
(m,ℓ)∈ZA,1
I2.
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The former term is estimated by Proposition 4.12 and Lemma 4.17 as∑
(m,ℓ)∈ẐM,1
I1
.
∑
(m,ℓ)∈ẐM,1
A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |R˜A,m,1‖L2‖gN2,L2 |T˜Mℓ ‖L2‖hN0,L0‖L2
. A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2,
which yields ∑
M̂≤M≤A
∑
(m,ℓ)∈ẐM,1
I1 . A
− d−32 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2.
We deal with the latter term in the same manner as that for the proof of Proposition 4.15. The assumption
|η′
2
| . A−1N1 means that support of gN2,L2 |T˜ Aℓ2 is contained in a regular cube which side length is comparable
to A−1N1. Thus, by the almost orthogonality and Proposition 4.7, we obtain
I2 . A
− d−32 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |R˜A,m,1‖L2‖gN2,L2 |T˜ Aℓ ‖L2‖hN0,L0‖L2 .
Hence, it follows from Lemma 4.17 that∑
(m,ℓ)∈ZA,1
I2 . A
− d−32 N
d−6
2
1 (L0L1L2)
1
2
∑
(m,ℓ)∈ZA,1
‖fN1,L1 |R˜A,m,1‖L2‖gN2,L2 |T˜ Aℓ ‖L2‖hN0,L0‖L2
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2.
This completes the proof. 
Next, we consider the case | sin∠ ((ξ1, η1), (ξ2, η2)) | ≪ 1. Similarly to the case | sin∠ ((ξ1, η1), (ξ2, η2)) | &
1, we follow the proof for the 2D Zakharov-Kuznetsov equation.
Definition 4.19. Let M be dyadic. Define
ΘMk =
[ π
M
(k − 2), π
M
(k + 2)
]
∪
[
−π + π
M
(k − 2), −π + π
M
(k + 2)
]
,
D
M
k = {(r cos θ, r sin θ) ∈ R2 | r ≥ 0, θ ∈ ΘMk },
D˜
M
k = R×DMk × Rd−2.
Let I, (I)c ⊂ R2 × R2 be defined as follows:
I =
(
D
211
0 ×D2
11
0
)
∪
(
D
211
210 ×D2
11
210
)
, I˜ =
(
D˜
211
0 × D˜2
11
0
)
∪
(
D˜
211
210 × D˜2
11
210
)
,
(I)c = (R2 × R2) \ I, (I˜)c = (Rd+1 × Rd+1) \ I˜.
Note that
D
211
0 =
{
(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 |min (|θ|, |θ − π|) ≤ 2−10π} ,
D
211
210 =
{
(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 |min
(∣∣∣θ − π
2
∣∣∣ , ∣∣∣θ + π
2
∣∣∣) ≤ 2−10π} .
We begin with the case (ξ1, η1)× (ξ2, η2) ∈ (I)c. Note that max(|ξ1 + η1|, |ξ2 + η2|) ≥ 2−5N1 in Assumption
1’ allows us to assume
(ξ1, η1)× (ξ2, η2) /∈
(
D
211
29×3 ×D2
11
29×3
)
. (4.44)
Remark that
D
211
29×3 =
{
(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 |min
(∣∣∣∣θ − 3π4
∣∣∣∣ , ∣∣∣θ + π4 ∣∣∣
)
≤ 2−10π
}
.
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Proposition 4.20. Assume |η′j| . A−1N1, (4.44) and (4.29). Let A, M be dyadic which satisfy 1≪M ≤ A
and (k1, k2) satisfies D
M
k1
×DMk2 ⊂ (I)c, 16 ≤ |k1 − k2| ≤ 32. Then we get∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2 ‖L2‖hN0,L0‖L2 ,
(4.45)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Proof. It suffices to show∣∣∣∣∫
∗ˆ
hN0,L0(τ, ξ,η)fN1,L1|D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
.M
1
2N−21 (L0L1L2)
1
2 ‖fN1,L1 |D˜Mk1 (η
′
1)‖L2τξη‖gN2,L2 |D˜Mk2 (η
′
2)‖L2τξη‖hN0,L0(η
′)‖L2τξη ,
(4.46)
where dσˆj = dτjdξjdηj and ∗ˆ denotes (τ, ξ, η) = (τ1+τ2, ξ1+ξ2, η1+η2). As we saw in the proof of Proposition
4.12, since M ≤ A and |η′j| . A−1N1, we can show (4.46) by following the proof of Proposition 3.14 in [20].
We omit the proof. 
Proposition 4.21. In addition to the hypothesis of Proposition 4.9, assume that | sin∠ ((ξ1, η1), (ξ2, η2)) | ≪
1, (4.44) and (ξ1, η1)× (ξ2, η2) ∈ (I)c. Then we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1(τ1, ξ1,η1)gN2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 ,
(4.47)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
Proof. We define that
J
(I)c
M = {(k1, k2) | 0 ≤ k1, k2 ≤M − 1,
(
D
M
k1 ×DMk2
) ⊂ (I)c ∩ (D21129×3 ×D21129×3)c .}
We perform the Whitney type decomposition as
(I)c ∩
(
D
211
29×3 ×D2
11
29×3
)c
=
⋃
64≤M≤A
⋃
(k1,k2)∈J
(I)c
M
16≤|k1−k2|≤32
D
M
k1 ×DMk2 ∪
⋃
(k1 ,k2)∈J
(I)c
A
|k1−k2|≤16
D
A
k1 ×DAk2 .
Note that | sin∠ ((ξ1, η1), (ξ2, η2)) | ≪ 1 implies M ≫ 1. We observe
(LHS) of (4.47)
≤
∑
1≪M≤A
∑
(k1,k2)∈J
(I)c
M
16≤|k1−k2|≤32
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
+
∑
(k1,k2)∈J
(I)c
A
|k1−k2|≤16
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|D˜Ak1 (τ1, ξ1,η1)gN2,L2 |D˜Ak2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
=:
∑
1≪M≤A
∑
(k1,k2)∈J
(I)c
M
16≤|k1−k2|≤32
I1 +
∑
(k1 ,k2)∈J
(I)c
A
|k1−k2|≤16
I2.
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The former term is dealt with by Proposition 4.20 as follows.∑
1≪M≤A
∑
(k1,k2)∈J
(I)c
M
16≤|k1−k2|≤32
I1
.
∑
1≪M≤A
A−
d−2
2 M
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2
. A−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 .
For the latter term, we only consider the case |(ξ, η)| ≫ A−1N1. The case |(ξ, η)| . A−1N1 can be treated
by Proposition 4.7. By Lemma 3.12 in [20] and |η′j | . A−1N1, we easily observe that |(ξ, η)| ≫ A−1N1 gives
|Φ(ξ1,η1, ξ2,η2)| & A−1N31 . Thus, it suffices to show the following bilinear estimates.∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Ak1 (τ1, ξ1,η1)gN2,L2 |D˜Ak2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 N
d−3
2
1 (L1L2)
1
2 ‖fN1,L1 |D˜Ak1 ‖L2‖gN2,L2 |D˜Ak2‖L2 ,∥∥∥∥1GN1,L1∩D˜Ak1
∫
gN2,L2 |D˜Ak2 (τ2, ξ2,η2)hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)dσ2
∥∥∥∥
L2
. A−
d−1
2 N
d−3
2
1 (L0L2)
1
2 ‖gN2,L2 |D˜Ak2 ‖L2‖hN0,L0‖L2,∥∥∥∥1GN2,L2∩D˜Ak2
∫
hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)fN1,L1 |D˜Ak1 (τ1, ξ1,η1)dσ1
∥∥∥∥
L2
. A−
d−1
2 N
d−3
2
1 (L0L1)
1
2 ‖hN0,L0‖L2‖fN1,L1 |D˜Ak1 ‖L2,
that are verified by showing∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Ak1 (τ1, ξ1,η1)gN2,L2 |D˜Ak2 (τ − τ1, ξ − ξ1,η − η1)dσˆ1
∥∥∥∥
L2
. N
− 12
1 (L1L2)
1
2 ‖fN1,L1 |D˜Ak1 (η
′
1
)‖L2‖gN2,L2|D˜Ak2 (η
′
2
)‖L2 ,∥∥∥∥1GN1,L1∩D˜Ak1
∫
gN2,L2 |D˜A
k2
(τ2, ξ2,η2)hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)dσˆ2
∥∥∥∥
L2
. (AN1)
− 12 (L0L2)
1
2 ‖gN2,L2 |D˜Ak2 (η
′
2
)‖L2‖hN0,L0(η′)‖L2 ,∥∥∥∥1GN2,L2∩D˜Ak2
∫
hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)fN1,L1 |D˜Ak1 (τ1, ξ1,η1)dσˆ1
∥∥∥∥
L2
. (AN1)
− 12 (L0L1)
1
2 ‖hN0,L0(η′)‖L2‖fN1,L1 |D˜Ak1 (η
′
1)‖L2 ,
respectively. These estimates are established in the same manner as for Proposition 3.13 in [20]. We omit
the details. 
Next we treat the case (ξ1, η1)×(ξ2, η2) ∈ I. By symmetry, we may assume (ξ1, η1)×(ξ2, η2) ∈ D2110 ×D2
11
0
and show the following.
Proposition 4.22. Under the hypothesis of Proposition 4.9, we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |D˜2110 (τ1, ξ1,η1)gN2,L2 |D˜2110 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−4
2 +2ε
0 N
−1− 32 ε
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜2110 ‖L2‖gN2,L2 |D˜2110 ‖L2‖hN0,L0‖L2,
(4.48)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
We note that the proof is almost the same as that for Proposition 3.18 in [20]. Therefore, we only give a
sketch of the proof here.
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Definition 4.23. Let M ≫ 1 and K be dyadic which satisfy 210 ≤ K ≤ 2−10M . We define that
K
K
M =
{
k ∈ N | M
K
≤ k ≤ 2M
K
, M − 2M
K
≤ k ≤M − M
K
}
,
KM =
{
k ∈ N | 0 ≤ k ≤ 210, M − 210 ≤ k ≤M − 1} .
The following proposition corresponds to Proposition 3.19 in [20].
Proposition 4.24. Suppose that |η′j | . A−1N1 and functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29). Let M
be dyadic such that 1≪M ≤ A, |k1 − k2| ≤ 32 and(
D
M
k1 ×DMk2
) ⊂ I.
Then we have ∥∥∥∥1GN1,L1∩D˜Mk1
∫
gN2,L2 |D˜Mk2 (τ2, ξ2,η2)hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)dσ2
∥∥∥∥
L2
. A−
d−2
2 M−
1
2N
d−3
2
1 (L0L2)
1
2 ‖gN2,L2 |D˜Mk2 ‖L2‖hN0,L0‖L2, (4.49)∥∥∥∥1GN2,L2∩D˜Mk2
∫
hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)fN1,L1 |D˜M
k1
(τ1, ξ1,η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 M−
1
2N
d−3
2
1 (L0L1)
1
2 ‖hN0,L0‖L2‖fN1,L1 |D˜Mk1 ‖L2. (4.50)
In addition to the above assumptions,
(1) assume N0 ≫M−1N1, then we have∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 (MN0)
− 12N
d−2
2
1 (L1L2)
1
2 ‖fN1,L1 |D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2 ‖L2 . (4.51)
(2) assume k1 ∈ KKM , then we have∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 K
1
4N
d−3
2
1 (L1L2)
1
2 ‖fN1,L1 |D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2‖L2 . (4.52)
(3) assume M ≪ A, k1 ∈ KM and either 16 ≤ |k1 − k2| ≤ 32 or |ξ| ≥M−3/2N1, then we have∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 M
1
4N
d−3
2
1 (L1L2)
1
2 ‖fN1,L1|D˜M
k1
‖L2‖gN2,L2 |D˜M
k2
‖L2. (4.53)
Proof. (4.49) and (4.50) are given by∥∥∥∥1GN1,L1∩D˜Mk1
∫
gN2,L2 |D˜Mk2 (τ2, ξ2,η2)hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)dσˆ2
∥∥∥∥
L2
. (MN1)
− 12 (L0L2)
1
2 ‖gN2,L2|D˜M
k2
(η′2)‖L2‖hN0,L0(η′)‖L2 ,∥∥∥∥1GN2,L2∩D˜Mk2
∫
hN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)fN1,L1 |D˜Mk1 (τ1, ξ1,η1)dσˆ1
∥∥∥∥
L2
. (MN1)
− 12 (L0L1)
1
2 ‖hN0,L0(η′)‖L2‖fN1,L1|D˜Mk1 (η
′
1
)‖L2 ,
respectively. These estimates are obtained in the same manner as for (4.33) and (4.34) in Proposition 4.12,
respectively. We omit the proof.
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Next we consider (4.51). We will show∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ − τ1, ξ − ξ1,η − η1)dσˆ1
∥∥∥∥
L2
. (MN0)
− 12 (L1L2)
1
2 ‖fN1,L1 |D˜Mk1 (η
′
1
)‖L2‖gN2,L2 |D˜Mk2 (η
′
2
)‖L2 . (4.54)
We write (ξ1, η1) = r1(cos θ1, sin θ1), (ξ − ξ1, η − η1) = r2(cos θ2, sin θ2). Similarly to the proof of (4.32), it
suffices to show
|∂r1(ξξ1(ξ − ξ1) + ηη1(η − η1))| & N0N1. (4.55)
We may assume |(ξ, η)| ≥ N0/2 ≫ M−1N1. By the assumption |k1 − k2| ≤ 32, we easily confirm that
|η| ≤ 2|ξ| ∼ N0 which implies (4.55).
Lastly, we consider (4.52) and (4.53). It suffices to show∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ − τ1, ξ − ξ1,η − η1)dσˆ1
∥∥∥∥
L2
. N
− 12
1 (L1L2)
1
2 ‖fN1,L1 |D˜Mk1 (η
′
1
)‖L2‖gN2,L2 |D˜Mk2 (η
′
2
)‖L2 , (4.56)
for k1 ∈ KKM , |k1 − k2| ≤ 32 and∥∥∥∥1GN0,L0 ∫ fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ − τ1, ξ − ξ1,η − η1)dσˆ1
∥∥∥∥
L2
.M
1
4N
− 12
1 (L1L2)
1
2 ‖fN1,L1 |D˜Mk1 (η
′
1
)‖L2‖gN2,L2|D˜Mk2 (η
′
2
)‖L2 , (4.57)
for k1 ∈ KM and either 16 ≤ |k1 − k2| ≤ 32 or |ξ| ≥M−3/2N1. (4.56) and (4.57) are established in the same
way as that for (3.67) and (3.68) in Proposition 3.19 in [20]. Thus, here we only confirm that it holds
‖|∇x| 12p |∇y| 12p uN,L‖LptLqxy . L
1
2 ‖uN,L‖L2xyt , if
2
p
+
2
q
= 1, p > 2, (4.58)
where supp ûN,L ⊂ GN,L. Let c ∈ R. (4.58) is given by the Strichartz estimates.
‖|∇x|
1
2p |∇y|
1
2p e−t(∂
3
x+∂
3
y−(∂x+∂y)c)ϕ‖LptLqxy . ‖ϕ‖L2xy , (4.59)
if 2/p+ 2/q = 1, p > 2. We can establish (4.59) by applying Theorem 3.1 in [18]. Employing (4.58) with
p = q = 4, we can show (4.56) and (4.57) by the same argument as that for (3.67) and (3.68) in Proposition
3.19 in [20], respectively. 
First we consider the case k1 ∈ KKM .
Proposition 4.25. Let M be dyadic such that 1 ≪ M ≤ A. Assume that |η′j | . A−1N1, N0 ≫ M−1N1,
k1 ∈ KKM , k2 satisfy |k1 − k2| ≤ 32. Then we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 N
− 12
0 N
d−5
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M
k1
‖L2‖gN2,L2|D˜M
k2
‖L2‖hN0,L0‖L2 ,
(4.60)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
Proof. We easily confirm that |Φ(ξ1, η1, ξ2, η2)| & N0N21 holds. This and Proposition 4.24 immediately yield
(4.60). 
Proposition 4.26. Let M be dyadic such that 1 ≪ M ≤ A. Assume that |η′j | . A−1N1, N0 ∼ M−1N1,
k1 ∈ KKM , k2 satisfy 16 ≤ |k1 − k2| ≤ 32. Then we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2|D˜Mk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 K
1
2N
− 12
0 N
d−5
2
1 (L0L1L2)
1
2 ‖fN1,L1|D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2 ‖L2‖hN0,L0‖L2 ,
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
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Proof. It suffices to show∣∣∣∣∫
∗ˆ
hN0,L0(τ, ξ,η)fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
. (MK)
1
2N−21 (L0L1L2)
1
2 ‖fN1,L1 |D˜Mk1 (η
′
1
)‖L2
τξη
‖gN2,L2|D˜Mk2 (η
′
2
)‖L2
τξη
‖hN0,L0(η′)‖L2τξη ,
(4.61)
for fixed η′
1
, η′
2
. By using Proposition 4.24 and smallness of |η′
1
| and |η′
2
|, (4.61) can be obtained in the
same way as for Proposition 3.20 in [20]. We omit the details. 
Next we deal with the case (k1, k2) ∈ KM × KM .
Definition 4.27. LetM and ν be dyadic such that 1≪M ≤ A2/3, 2 ≤ ν ≤ AM−3/2 and m = (m(1),m(2)) ∈
Z
2. We define rectangle-tiles {T M,νm }m∈Z2 whose short side is parallel to ξ-axis and its length isM−3/2ν−1N1,
long side length is M−1ν−1N1 and prisms {T˜ M,νm }m∈Z2 as follows.
T M,νm := {(ξ, η) ∈ R2 | ξ ∈M−
3
2 ν−1N1[m(1),m(1) + 1), η ∈M−1ν−1N1[m(2),m(2) + 1)}
T˜ M,νm := R× T M,νm × Rd−2.
Recall that
Φ(ξ1, η1, ξ2, η2) = ξ1ξ2(ξ1 + ξ2) + η1η2(η1 + η2),
F (ξ1, η1, ξ2, η2) = ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2).
Let k := (k1, k2) ∈ KM × KM . We define Z1M,ν,k as the set of (m1,m2) ∈ Z2 × Z2 such that
|Φ(ξ1, η1, ξ2, η2)| ≥M− 32 ν−1N31 for any (ξ1, η1)× (ξ2, η2) ∈ T M,νm1 × T M,νm2 ,(T M,νm1 × T M,νm2 ) ∩ (DMk1 ×DMk2) 6= ∅,
|ξ1 + ξ2| .M−3/2N1 for any (ξ1, η1)× (ξ2, η2) ∈ T M,νm1 × T M,νm2 .
Similarly, we define Z2M,ν,k as the set of (m1,m2) ∈ Z2 × Z2 such that
|F (ξ1, η1, ξ2, η2)| ≥M−1ν−1N21 for any (ξ1, η1)× (ξ2, η2) ∈ T M,νm1 × T M,νm2 ,(T M,νm1 × T M,νm2 ) ∩ (DMk1 ×DMk2) 6= ∅,
|ξ1 + ξ2| .M−3/2N1 for any (ξ1, η1)× (ξ2, η2) ∈ T M,νm1 × T M,νm2 ,
and
ZkM,ν = Z
1
M,ν,k ∪ Z2M,ν,k, RkM,ν =
⋃
(m1,m2)∈ZkM,ν
T M,νm1 × T M,νm2 ⊂ R2 × R2.
It is clear that ν1 ≤ ν2 =⇒ RkM,ν1 ⊂ RkM,ν2 . Further, we define
QkM,ν =
{
RkM,ν \RkM,ν/2 for ν > 2,
RkM,2 for ν = 2.
and a set of pairs of integer pair ẐkM,ν ⊂ ZkM,ν as⋃
(m1,m2)∈ẐkM,ν
T M,νm1 × T M,νm2 = QkM,ν .
Clearly, ẐkM,ν is uniquely defined and
ν1 6= ν2 =⇒ QkM,ν1 ∩QkM,ν2 = ∅,
⋃
2≤ν≤ν0
QkM,ν = R
k
M,ν0
28
where ν0 ≥ 2 is dyadic. Lastly, we define ZkM,ν as the collection of (m1,m2) ∈ Z2 × Z2 which satisfies
T M,νm1 × T M,νm2 6⊂
⋃
2≤ν′≤ν
⋃
(m′1,m
′
2)∈Ẑ
k
M,ν′
(
T M,d′m′1 × T
M,d′
m′2
)
,
(T M,νm1 × T M,νm2 ) ∩ (DMk1 ×DMk2) 6= ∅,
|ξ1 + ξ2| .M−3/2N1 for any (ξ1, η1)× (ξ2, η2) ∈ T M,νm1 × T M,νm2 .
Proposition 4.28. Assume |η′j | . A−1N1 and (4.29). Let M and ν be dyadic such that 1 ≪ M ≤ A2/3,
2 ≤ ν ≤ AM−3/2, 16 ≤ |k1 − k2| ≤ 32 and (m1,m2) ∈ ẐkM,ν. Then we get∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|T˜M,νm1 (τ1, ξ1,η1)gN2,L2 |T˜M,νm2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 Mν
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |T˜M,νm1 ‖L2‖gN2,L2 |T˜M,νm2 ‖L2‖hN0,L0‖L2 ,
(4.62)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Proof. It suffices to show the following inequality.∣∣∣∣∫
∗ˆ
hN0,L0(τ, ξ,η)fN1,L1 |T˜M,νm1 (τ1, ξ1,η1)gN2,L2|T˜M,νm2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
.Mν
1
2N−21 (L0L1L2)
1
2 ‖fN1,L1 |T˜M,νm1 (η
′
1
)‖L2
τξη
‖gN2,L2 |T˜M,νm2 (η
′
2
)‖L2
τξη
‖hN0,L0(η′)‖L2τξη .
(4.63)
Similarly to the proof of Proposition 4.12, since |η′j | . A−1N1, we can reuse the proofs of Propositions 3.22
and 3.23 in [20] with slight modifications to get the estimate (4.63). We omit the proof. 
Lemma 4.29. Let M and d be dyadic such that 1 ≪ M ≤ A2/3, 2 ≤ ν ≤ AM−3/2 and k1, k2 ∈ KM . For
fixed m1 ∈ Z2, the number of m2 ∈ Z2 such that (m1,m2) ∈ ẐkM,ν is finitely many. Furthermore, the same
claim holds true if we replace ẐkM,ν by Z
k
M,ν .
Proposition 4.30. Let 1≪M ≤ A2/3. Assume that |η′j | . A−1N1 and k1, k2 ∈ KM satisfy 16 ≤ |k1−k2| ≤
32. Then we have∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−3
2 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2‖L2‖hN0,L0‖L2 ,
(4.64)
where functions fN1,L1 , gN2,L2 , hN0,L0 satisfy (4.29).
Proof. First we consider |ξ1 + ξ2| ≫ M−3/2N1. It is easily observed that |ξ1 + ξ2| ≫ M−3/2N1 means
|Φ(ξ1, η1, ξ2, η2)| ≫M−3/2N21 . Then, by using (4.53) in Proposition 4.24, we obtain∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1|D˜M
k1
(τ1, ξ1,η1)gN2,L2 |D˜M
k2
(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 M
1
4N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜Mk1 ‖L2‖gN2,L2|D˜Mk2 ‖L2‖hN0,L0‖L2 ,
which completes the proof for the case |ξ1 + ξ2| ≫M−3/2N1.
We consider the case |ξ1+ξ2| .M−3/2N1. For simplicity, we assume supp fN1,L1 ⊂ D˜Mk1 and supp gN2,L2 ⊂
D˜
M
k2
, and use
Im1,m2M,ν :=
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |T˜M,νm1 (τ1, ξ1,η1)gN2,L2 |T˜M,νm2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
29
Let ν0 denote the maximal dyadic number which satisfies ν0 ≤ AM−3/2. By the definition of ẐkM,ν and
Z
k
M,ν , we observe that
(LHS) of (4.64) ≤
∑
2≤ν≤ν0
∑
(m1,m2)∈ẐkM,ν
Im1,m2M,ν +
∑
(m1,m2)∈Z
k
M,ν0
Im1,m2M,ν0 .
It follows from Proposition 4.28 and Lemma 4.29 that∑
(m1,m2)∈ẐkM,ν
Im1,m2M,ν
. A−
d−2
2 Mν
1
2N
d−6
2
1 (L0L1L2)
1
2
∑
(m1,m2)∈ẐkM,ν
‖fN1,L1 |T˜M,νm1 ‖L2‖gN2,L2 |T˜M,νm2 ‖L2‖hN0,L0‖L2
. A−
d−2
2 Mν
1
2N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2,
which gives ∑
2≤ν≤ν0
∑
(m1,m2)∈ẐkM,ν
Im1,m2M,ν
. A−
d−3
2 M
1
4N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1|D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2 ‖L2‖hN0,L0‖L2 .
Since |ξ1 + ξ2| .M−3/2N1, we can assume N0 ∼M−1N1. Then this completes the desired estimate for the
first term. For the second term, we first note that T M,ν0m ⊂ R2 is a rectangle set whose short-side length is
∼ A−1 and long-side length is ∼ A−1M1/2. Then we can decompose T M,ν0m into ∼ M1/2 number of square
tiles whose side length is A−1. Thus, by Proposition 4.7 and the almost orthogonality, we observe
Im1,m2M,ν0 . A
− d−32 M
1
4N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1|T˜M,ν0m1 ‖L2‖gN2,L2 |T˜M,ν0m2 ‖L2‖hN0,L0‖L2 .
Consequently, by Lemma 4.29, we obtain∑
(m1,m2)∈Z
k
M,ν0
Im1,m2M,ν0 . A
− d−32 M
1
4N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2 ‖L2‖hN0,L0‖L2,
which completes the proof. 
Proof of Proposition 4.22. We should recall that we can assume A−1N1 . N0. Let M be dyadic such that
1≪M ≤ A2/3 and M0 be the maximal dyadic number which satisfies M0 ≤ A2/3. We define
KIM = {(k1, k2) | 0 ≤ k1, k2 ≤M − 1, (DMk1 ×DMk2 ) ⊂ (D2
11
0 ×D2
11
0 ).}
It is observed that
D
211
0 ×D2
11
0 =
⋃
1≪M≤M0
⋃
(k1 ,k2)∈K
I
M
16≤|k1−k2|≤32
D
M
k1 ×DMk2 ∪
⋃
(k1 ,k2)∈K
I
M0
|k1−k2|≤16
D
M0
k1
×DM0k2 .
Let us write
Ik1,k2M :=
∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |D˜Mk1 (τ1, ξ1,η1)gN2,L2 |D˜Mk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣ .
We calculate that ∣∣∣∣∫
∗
hN0,L0(τ, ξ,η)fN1,L1 |D˜2110 (τ1, ξ1,η1)gN2,L2 |D˜2110 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
.
∑
1≪M≤M0
∑
(k1 ,k2)∈K
I
M
16≤|k1−k2|≤32
Ik1,k2M +
∑
(k1,k2)∈K
I
M0
|k1−k2|≤16
Ik1,k2M0 .
30
We consider the former term. Since M ≤ A2/3 and 16 ≤ |k1 − k2| we may assume A−2/3N1 . N0. This and
210K ≤ M mean A−(d−2)/2K1/2N−1/20 N (d−5)/21 . A−(d−3)/2N−1/40 N (2d−11)/41 . Then by using Propositions
4.25, 4.26 and 4.30, we obtain∑
(k1 ,k2)∈K
I
M
16≤|k1−k2|≤32
Ik1,k2M
. A−
d−3
2 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2
∑
(k1,k2)∈K
I
M
16≤|k1−k2|≤32
‖fN1,L1|D˜Mk1 ‖L2‖gN2,L2 |D˜Mk2 ‖L2‖hN0,L0‖L2
. A−
d−3
2 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 .
Therefore, we obtain∑
1≪M≤M0
∑
(k1,k2)∈K
I
M
16≤|k1−k2|≤32
Ik1,k2M
. (logA)A−
d−3
2 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2.
This gives the desired estimate since A−1N1 . N0.
For the latter term, letting 210 ≤ K ≤ 2−10M0, we first assume k1 ∈ KKM0 . Define
Kk1,k2M,M0 = {(k′1, k′2) | (DMk′1 ×D
M
k′2
) ⊂ (DM0k1 ×DM0k2 ).}
Let M ′ be the maximal dyadic number which satisfies M ′ ≤ AK−1/2. If |k1 − k2| ≤ 16, we have
D
M0
k1
×DM0k2 =
⋃
2M0≤M≤M ′
⋃
(k′1 ,k
′
2)∈K
k1 ,k2
M,M0
16≤|k′1−k
′
2|≤32
D
M
k′1
×DMk′2 ∪
⋃
(k′1 ,k
′
2)∈K
k1,k2
M′,M0
|k′1−k
′
2|≤16
D
M ′
k′1
×DM ′k′2 .
This implies
Ik1,k2M0 .
∑
2M0≤M≤M ′
∑
(k′1 ,k
′
2)∈K
k1 ,k2
M,M0
16≤|k′1−k
′
2|≤32
I
k′1,k
′
2
M +
∑
(k′1,k
′
2)∈K
k1 ,k2
M′,M0
|k′1−k
′
2|≤16
I
k′1,k
′
2
M ′ . (4.65)
For the former term, we may assume N0 & A
−1K1/2N1. It follows from Propositions 4.25 and 4.26 that∑
2M0≤M≤M ′
∑
(k′1 ,k
′
2)∈K
k1 ,k2
M,M0
16≤|k1−k2|≤32
I
k′1,k
′
2
M
. (logA)A−
d−2
2 K
1
2N
− 12
0 N
d−5
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M0k1 ‖L2‖gN2,L2|D˜M0k2 ‖L2‖hN0,L0‖L2
. (logA)A−
2d−5
4 K
3
8N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M0k1 ‖L2‖gN2,L2 |D˜M0k2 ‖L2‖hN0,L0‖L2.
We next consider the latter term. If N0 ≫ N1/M ′ Proposition 4.25 yields
I
k′1,k
′
2
M ′ . A
− d−22 N
− 12
0 N
d−5
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M′
k′1
‖L2‖gN2,L2 |D˜M′
k′2
‖L2‖hN0,L0‖L2
. A−
2d−5
4 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M′
k′1
‖L2‖gN2,L2 |D˜M′
k′2
‖L2‖hN0,L0‖L2 .
Next we assumeN0 . N1/M
′. We divide the proof into the two cases. First we assume |ξ| ≫M ′−1K−1/2N1 ∼
A−1N1 which provides |Φ(ξ1, η1, ξ2, η2)| & A−1N31 . Thus, by (4.52) in Proposition 4.24 and N0 . N1/M ′,
we obtain
I
k′1,k
′
2
M ′ . A
− d−32 K
1
4N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M′
k′1
‖L2‖gN2,L2 |D˜M′
k′2
‖L2‖hN0,L0‖L2
. A−
2d−5
4 K
3
8N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1|D˜M′
k′1
‖L2‖gN2,L2 |D˜M′
k′2
‖L2‖hN0,L0‖L2 .
31
Next we treat the case |ξ| . A−1N1. Since N0 . N1/M ′ ∼ A−1K1/2N1, |(ξ, η)| is confined to a rectangle set
whose long-side length is ∼ A−1K1/2N1 and short-side length is ∼ A−1N1. Therefore, after decomposing
|(ξ, η)| into ∼ K1/2 square tiles whose side length is A−1, we utilize Proposition 4.7 and get
I
k′1,k
′
2
M ′ . A
− d−32 K
1
4N
d−6
2
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M′
k′1
‖L2‖gN2,L2 |D˜M′
k′2
‖L2‖hN0,L0‖L2
. A−
2d−5
4 K
3
8N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1|D˜M′
k′1
‖L2‖gN2,L2 |D˜M′
k′2
‖L2‖hN0,L0‖L2 .
Collecting the above estimates, we obtain
Ik1,k2M0 . (logA)A
− 2d−54 K
3
8N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2
× ‖fN1,L1 |D˜M0k1 ‖L2‖gN2,L2 |D˜M0k2 ‖L2‖hN0,L0‖L2 .
(4.66)
Lastly, we assume k1 ∈ KM0 . In the same way as the proof for the latter term of (4.65), we can obtain
Ik1,k2M0 . A
− d−32 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1 |D˜M0k1 ‖L2‖gN2,L2 |D˜M0k2 ‖L2‖hN0,L0‖L2 . (4.67)
Consequently, since K ≤ A2/3, (4.66) and (4.67) complete the proof as follows.∑
(k1,k2)∈K
I
M0
|k1−k2|≤16
Ik1,k2M0 .
∑
210≤K≤2−10M0
∑
k1∈K
K
M0
|k1−k2|≤16
Ik1,k2M0 +
∑
k1∈KM0
|k1−k2|≤16
Ik1,k2M0
. (logA)A−
d−3
2 N
− 14
0 N
2d−11
4
1 (L0L1L2)
1
2 ‖fN1,L1‖L2‖gN2,L2‖L2‖hN0,L0‖L2 .

Proof of Proposition 4.9. Collecting Propositions 4.15, 4.18, 4.21, 4.22, since A−1N1 . N0, we completed
the proof of Proposition 4.9. 
5. Proof of the key bilinear estimate: Case 2
It remains to show (3.3) when the supports of ûN1,L1 and v̂N2,L2 are both contained in {(τ, ξ,η) ∈
R×R×Rd−1 | |ξ| ≤ 2−5Nmax012 }. Throughout this section, Lmax012 ≪ (Nmax012 )3 and Nmin012 ≫ 1 are assumed. Let
us start with the case 1≪ N0 . N1 ∼ N2.
Assumption 2. Let α be dyadic such that 25 ≤ α ≤ N31 and we assume that
(1) 1≪ N0 . N1 ∼ N2,
(2) α−1N1 ≤ max(|ξ1|, |ξ2|) ≤ 2α−1N1.
Proposition 5.1. Assume Assumption 2. Then we obtain∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−2
2
0 N
−1+ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
(5.1)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
We first note that max(|ξ1|, |ξ2|) ≤ 2α−1N1 means |ξ| ≤ 4α−1N1. Then, if Lmax012 & α−1N31 , we easily get
(5.1) by utilizing the L4 Strichartz estimate. Hereafter, we assume Lmax012 ≪ α−1N31 .
Definition 5.2. Let k = (k(1), . . . , k(d)) ∈ Zd. We define cubes {Cα,Ak }k∈Zd and {C˜α,Ak }k∈Zd as
Cα,Ak =
{
x = (x1, . . . , xd) ∈ Rd
∣∣∣∣∣ x1 ∈ A
−1α−1N1[k(1), k(1) + 1),
xi ∈ A−1N1[k(i), k(i) + 1) for i = 2, . . . , d,
}
,
and C˜α,Ak := R× Cα,Ak . Lastly we define Eα,Aj,k = S
A
j ∩ C˜α,Ak .
32
Proposition 5.3. Assume Assumption 2. Let 16 ≤ |j1 − j2| ≤ 32 and k1, k2 ∈ Zd. Then we get∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |Eα,Aj1,k1 (τ1, ξ1,η1)v̂N2,L2 |Eα,Aj2,k2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. αA−
d−3
2 N
d−6
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
(5.2)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Proof. We use the same notations as in the proof of Proposition 4.7. Similarly to the proof of Proposition
4.7, by applying a suitable rotation to η1, η2, we can assume |η1η′2 − η2η′1| ∼ A−1N21 , |η′j | . A−1N1 and,
for fixed ξ1, ξ2, ηˇ1, ηˇ2, we will show∣∣∣∣∫
∗˜
ŵN0,L0(τ, ξ,η)ûN1,L1|Eα,A
j1,k1
(τ1, ξ1,η1)v̂N2,L2|Eα,A
j2,k2
(τ2, ξ2,η2)dσ˜1dσ˜2
∣∣∣∣
.α
3
2A
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1(ξ1, ηˇ1)‖L2
τηη′
‖v̂N2,L2(ξ2, ηˇ2)‖L2
τηη′
‖ŵN0,L0(ξ, ηˇ)‖L2
τηη′
. (5.3)
Let ℓ = (ℓ(1), ℓ(2)) ∈ Z2 and
Gα,Aℓ := {(η, η′) ∈ A−1α−
1
2N1
(
[ℓ(1), ℓ(1) + 1)× [ℓ(2), ℓ(2) + 1)
)},
G˜α,Aℓ := R2 × Gα,Aℓ × Rd−3, Hα,Aj,k,ℓ := S
A
j ∩ C˜α,Ak ∩ G˜α,Aℓ .
Define Lα,Ak1 = {ℓ ∈ Z2 | C˜
α,A
k1
∩ G˜α,Aℓ 6= ∅}. We easily observe that the number of ℓ1 ∈ Lα,Ak1 is comparable to
α. Therefore, for fixed ℓ1 ∈ Lα,Ak1 , it suffices to show∣∣∣∣∫
∗˜
ŵN0,L0(τ, ξ,η)ûN1,L1 |Hα,Aj1,k1,ℓ1 (τ1, ξ1,η1)v̂N2,L2 |Eα,Aj2,k2 (τ2, ξ2,η2)dσ˜1dσ˜2
∣∣∣∣
. αA
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1‖L2
τηη′
‖v̂N2,L2‖L2
τηη′
‖ŵN0,L0‖L2
τηη′
. (5.4)
Indeed, by using this estimate, we have
(LHS) of (5.3) ≤
∑
ℓ∈Lα,Ak1
(LHS) of (5.4)
. αA
1
2N−21 (L0L1L2)
1
2
∑
ℓ1∈L
α,A
k1
‖ûN1,L1|Hα,Aj1,k1ℓ1 ‖L2τηη′‖v̂N2,L2‖L2τηη′‖ŵN0,L0‖L2τηη′
. α
3
2A
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1‖L2
τηη′
‖v̂N2,L2‖L2
τηη′
‖ŵN0,L0‖L2
τηη′
.
We show (5.4). By the almost orthogonality, we can assume that v̂N2,L2 is restricted to Hα,Aj2,k2,ℓ2 with fixed
ℓ2 ∈ Lα,Ak2 . By the same argument as in the proof of Proposition 4.7, we establish
‖f˜ξ1,ηˇ1 |S1 ∗ g˜ξ2,ηˇ2 |S2‖L2(S3) . αA
1
2 ‖f˜ξ1,ηˇ1‖L2(S1)‖g˜ξ2,ηˇ2‖L2(S2), (5.5)
where we used the similar notations that were defined in the proof of Proposition 4.7: The functions are
f˜ξ1,ηˇ1(τ1, η1, η
′
1) = ûN1,L1|Hα,Aj1,k1,ℓ1 (N
3
1 τ1, ξ1, N1η1, N1η
′
1, ηˇ1),
g˜ξ2,ηˇ2(τ2, η2, η
′
2) = v̂N2,L2 |Hα,Aj2,k2,ℓ2 (N
3
1 τ2, ξ2, N1η2, N1η
′
2, ηˇ2),
and with φξj ,ηˇj ,cj (η, η
′) = (ξj(ξ
2
j + |η|2) + cj , η, η′), we define
Sj = {φξ˜j ,ηj ,cj (ηj , η
′
j) ∈ R3 | (N1ηj , N1η′j) ∈ Gα,Aℓj }, (j = 1, 2),
S3 =
{
(ψξ˜,η¯(η, η
′), η, η′) ∈ R3 | ψξ,ηˇ(η, η′) = ξ(ξ2 + |η|2) + c0
}
,
where c0, c1, c2 ∈ R, ξ˜ = N−11 ξ, ξ˜j = N−11 ξj , ηj = N−11 ηˇj , η = N−11 ηˇ. Since diam(S1) . A−1α−1/2,
diam(S2) . A
−1α−1/2, we may assume diam(S3) . A
−1α−1/2. We establish (5.5) by using the nonlinear
Loomis-Whitney inequality. However, it is observed that the hypersurfaces S1, S2, S3 do not satisfy the
necessary diameter condition. To be specific, the diameters of the three hypersurfaces are all comparable
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to A−1α−1/2 and the transversality is comparable to A−1α−2. To overcome this difficulty, we employ new
functions.
f˜αξ1,ηˇ1(τ1, η1, η
′
1) = f˜ξ1,ηˇ1(τ1, α
1
2 η1, α
1
2 η′1), g˜
α
ξ2,ηˇ2(τ2, η2, η
′
2) = g˜ξ2,ηˇ2(τ2, α
1
2 η2, α
1
2 η′2).
Then, (5.5) can be rewritten as
‖f˜αξ1,ηˇ1 |Sα1 ∗ g˜αξ2,ηˇ2 |Sα2 ‖L2(Sα3 ) . (Aα)
1
2 ‖f˜αξ1,ηˇ1‖L2(Sα1 )‖g˜αξ2,ηˇ2‖L2(Sα2 ), (5.6)
where φαξj ,ηˇj ,cj(η, η
′) = (ξj(ξ
2
j + α(η
2 + η′
2
) + |ηˇ|2) + cj , η, η′) and
Sαj = {φαξ˜j ,ηj ,cj (ηj , η
′
j) ∈ R3 | (α
1
2N1ηj , α
1
2N1η
′
j) ∈ Gα,Aℓj }, (j = 1, 2)
Sα3 =
{
(ψα
ξ˜,η¯
(η, η′), η, η′) ∈ R3 | ψαξ,ηˇ(η, η′) = ξ(ξ2 + α(η2 + η′2) + |ηˇ|2) + c0
}
,
Now we verify that the hypersurfaces Sα1 , S
α
2 , S
α
3 satisfy the suitable conditions to utilize the nonlinear
Loomis-Whitney inequality. Let
λ1 = φ
α
ξ˜1,η1,c1
(η1, η
′
1) ∈ Sα1 , λ2 = φαξ˜2,η2,c2(η2, η
′
2) ∈ Sα2 , λ3 = (ψαξ˜,η¯(η, η′), η, η′) ∈ Sα3 .
We can write the unit normals n1(λ1), n2(λ2), n3(λ3) on λ1, λ2, λ3 as
nj(λj) =
1√
1 + 4α2ξ˜2j |ηj |2
(
−1, 2αξ˜jηj , 2αξ˜jη′j
)
, (j = 1, 2)
and n3(λ3) accordingly. Since |ξ˜1| ≤ 2α−1, |ξ˜2| ≤ 2α−1, we easily observe that the hypersurfaces satisfy the
necessary regularity conditions, and the diameters of hypersurfaces are all comparable to A−1α−1. Thus, we
consider the transversality here. Let (η̂1, η̂1
′), (η̂2, η̂2
′), (η̂, η̂′) satisfy (η̂1, η̂1
′) + (η̂2, η̂2
′) = (η̂, η̂′) and
λ̂1 = φ
α
ξ˜1,η1,c1
(η̂1, η̂1
′) ∈ Sα1 , λ̂2 = φαξ˜2,η2,c2(η̂2, η̂2
′) ∈ Sα2 , λ̂3 = (ψαξ˜,η¯(η̂, η̂′), η̂, η̂′) ∈ Sα3 .
It suffices to show
(Aα)−1 . |detN(λ̂1, λ̂2, λ̂3)|.
We have
|detN(λ̂1, λ̂2, λ̂3)| &
∣∣∣∣∣∣det
 −1 −1 −12αξ˜1η̂1 2αξ˜2η̂2 2αξ˜η̂
2αξ˜1η̂1
′ 2αξ˜2η̂2
′ 2αξ˜η̂′
∣∣∣∣∣∣
&α2
∣∣(η̂1η̂2′ − η̂2η̂1′)(ξ˜21 + ξ˜1ξ˜2 + ξ˜22)∣∣ & A−1α−1.
Here we used the assumptions α−1N1 ≤ max(|ξ1|, |ξ2|) ≤ 2α−1N1 which implies |ξ˜21 + ξ˜1ξ˜2 + ξ˜22 | ∼ α−2, and
|(η̂1, η̂1′)| ∼ |(η̂2, η̂2′)| ∼ α−1/2, |η1η′2 − η2η′1| ∼ A−1N21 which imply |η̂1η̂2′ − η̂2η̂1′| ∼ (Aα)−1. 
Proposition 5.4. Assume Assumption 2. Let 16 ≤ |j1 − j2| ≤ 32. Then we obtain∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)v̂N2,L2 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−2
2
0 N
−1
1 (L0L1L2)
1
2 ‖ûN1,L1 |SAj1 ‖L2‖v̂N2,L2 |SAj2 ‖L2‖ŵN0,L0‖L2,
(5.7)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Proof. In the case A ∼ 1, since |ξ| . α−1N1 and N0 ∼ N1 ∼ N2, Proposition 5.3 immediately gives (5.7).
Therefore, we assume A≫ 1. Furthermore, without loss of generality, we can assume |η1η′2−η2η′1| ∼ A−1N21 ,
|η′j | . A−1N1. Let M be dyadic such that 2 ≤M ≤ A and suppose that k1, k2 satisfy 16 ≤ |k1 − k2| ≤ 32.
We first show the following inequality.∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. (M−
1
2 +A−
1
2M
1
2 )N
d−2
2
0 N
−1
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
(5.8)
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We divide the proof of (5.8) into the two cases |η1 + η2| .M−1N1 and |η1 + η2| ≫M−1N1.
Case |η1 + η2| .M−1N1
Let us fix η′1, η
′
2. (5.8) is verified by showing the following estimate.∣∣∣∣∫
∗ˆ
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
.M−
1
2N−11 (L0L1L2)
1
2 ‖ûN1,L1(η′1)‖L2τξη‖v̂N2,L2(η
′
2
)‖L2τξη‖ŵN0,L0(η
′)‖L2τξη .
(5.9)
We first observe that |η1 + η2| . M−1N1 provides |ξ1 + ξ2| . α−1M−1N1. To see this, we assume M ≫ 1
since M ∼ 1 is a trivial case. If we write (ξ1, η1) = (r1 cos θ1, r1 sin θ1), (ξ2, η2) = (r2 cos θ2, r2 sin θ2), by the
assumptions, we easily check |r1− r2| .M−1N1, | cos θ1+cos θ2| . α−1M−1 and | cos θ1| . α−1. Therefore,
|ξ1 + ξ2| = |r1 cos θ1 + r2 cos θ2| ≤ |(r1 − r2) cos θ1|+ r2| cos θ1 + cos θ2|
. α−1M−1N1.
Thus, it suffices to show∣∣∣∣∫
∗ˆ
ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
. αM
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1(η′1)‖L2τξη‖v̂N2,L2(η
′
2
)‖L2τξη‖ŵN0,L0(η
′)‖L2τξη .
(5.10)
To show (5.10), we apply a dyadic decomposition to |η1 + η2|. Let m ∈ N0 and define
S
m
δ = {η ∈ R |mδ−1N1 ≤ |η| ≤ (m+ 1)δ−1N1}.
Since |η1 + η2| . M−1N1, we can see {η1 + η2} ⊂
⋃
m.α
S
m
αM . Therefore, for fixed m ∈ Z, we only need to
show ∣∣∣∣∫
∗ˆ
1SmαM (η)ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)dσˆ1dσˆ2
∣∣∣∣
. (αM)
1
2N−21 (L0L1L2)
1
2 ‖ûN1,L1(η′1)‖L2τξη‖v̂N2,L2(η
′
2)‖L2τξη‖ŵN0,L0(η
′)‖L2τξη .
(5.11)
By employing the nonlinear Loomis-Whitney inequality, we can establish (5.11) in the same manner as that
for Proposition 4.4. We omit the details.
Case |η1 + η2| ≫M−1N1
Next we consider the case |η1 + η2| ≫M−1N1. It follows from 2N0 ≥ |η1 + η2| ≫M−1N1 that
(A−1N1)
d−2
2 = (A−1M)
d−2
2 (M−1N1)
d−2
2 . (A−1M)
1
2N
d−2
2
0 .
Therefore, since |η′j | . A−1N1, for fixed η′1, η′2, it suffices to prove∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1|D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. A−
d−2
2 N
d−4
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2.
(5.12)
Let a dyadic number M˜ satisfies 1 ≤ M˜ ≪M . We apply a dyadic decomposition to |η1 + η2|. Suppose that
|η1 + η2| satisfies M˜−1N1 ≤ |η1 + η2| ≤ 2M˜−1N1. Then, by the same observation as in the previous case,
we get |ξ1 + ξ2| . α−1M˜−1N1. Therefore, it suffices to show that for M˜−1N1 ≤ |η1 + η2| ≤ 2M˜−1N1 the
following holds true.∣∣∣∣∫
∗
ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2|D˜αMk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. αM˜
1
2A−
d−2
2 N
d−6
2
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
(5.13)
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We observe that the condition M˜−1N1 ≤ |η1 + η2| ≤ 2M˜−1N1 yields |Φ(ξ1,η1, ξ2,η2)| & (αM˜)−1N31 . To
see this, we first observe
|ξ1η2(2η1 + η2) + ξ2η1(η1 + 2η2)| =
∣∣3
2
(ξ1η2 + ξ2η1)(η1 + η2) +
ξ1η2 − ξ2η1
2
(η1 − η2)
∣∣
≥ |(ξ1η2 + ξ2η1)(η1 + η2)| − |(η1 − η2)(ξ1η2 − ξ2η1)|
& (αM˜−1)N31 .
Here we used M˜−1N1 ≤ |η1 + η2| and |ξ1η2 − ξ2η1| . (αM)−1N21 which follows from (ξ1, η1) × (ξ2, η2) ∈
D
αM
k1
×DαMk2 with |k1−k2| ≤ 32. Hence, since |η′j | . A−1N1, |ξ1+ξ2| ≪ |η1+η2| and max(|ξ1|, |ξ2|) ∼ α−1N1,
|η1| ∼ |η2| ∼ N1, we calculate
|Φ(ξ1,η1, ξ2,η2)| ≥ |3ξ1ξ2(ξ1 + ξ2) + ξ1η2(2η1 + η2) + ξ2η1(η1 + 2η2)|+O(α−1A−2N31 )
≥ |ξ1η2(2η1 + η2) + ξ2η1(η1 + 2η2)| − 3|ξ1ξ2(ξ1 + ξ2)|+O(α−1A−2N31 ) ≥ (αM˜)−1N31 .
This observation also implies that we can assume |η1 + η2| ≪ N1 since Lmax012 ≪ α−1N1. Thus we assume
M˜ ≫ 1 hereafter. By using the assumptions M˜−1N1 ≤ |η1 + η2| = |η| ≤ 2M˜−1N1 and |η′j | . A−1N1, we
show the following bilinear estimates.∥∥∥∥1GN0,L0 ∫ ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ − τ1, ξ − ξ1,η − η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 N
d−3
2
1 (L1L2)
1
2 ‖ûN1,L1 |D˜αMk1 ‖L2‖v̂N2,L2 |D˜αMk2 ‖L2 , (5.14)∥∥∥∥1GN1,L1∩D˜αMk1
∫
v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)ŵN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)dσ2
∥∥∥∥
L2
. A−
d−2
2 M˜−
1
2N
d−3
2
1 (L0L2)
1
2 ‖v̂N2,L2 |D˜αMk2 ‖L2‖ŵN0,L0‖L2 ,∥∥∥∥1GN2,L2∩D˜αMk2
∫
ŵN0,L0(τ1 + τ2, ξ1 + ξ2,η1 + η2)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)dσ1
∥∥∥∥
L2
. A−
d−2
2 M˜−
1
2N
d−3
2
1 (L0L1)
1
2 ‖ŵN0,L0‖L2‖ûN1,L1|D˜αMk1 ‖L2 .
These estimates, combined with Lmax012 & |Φ(ξ1,η1, ξ2,η2)| ≥ (αM˜)−1N31 , imply (5.13). We only consider
first estimate (5.14) here. The other estimates can be handled in the similar way since |η1| ∼ |η2| ≫ |η1+η2|.
By the same argument as for the proof of Proposition 4.3, the following estimates establish the claim (5.14).
sup
M˜−1N1≤|η|≤2M˜−1N1
|E(τ, ξ,η)| . A−(d−2)Nd−31 L1L2, (5.15)
where
E(τ, ξ,η) = {(τ1, ξ1,η1) ∈ GN1,L1 ∩ D˜αMk1 |(τ − τ1, ξ − ξ1,η − η1) ∈ GN2,L2 ∩ D˜αMk2 }.
We recall the function Φξ,η(ξ1,η1) which was defined in the proof of Proposition 4.3 as
max(L1, L2) &
∣∣(τ1 − ξ1(ξ21 + |η1|2))+ ((τ − τ1)− (ξ − ξ1)((ξ − ξ1)2 + |η − η1|2))∣∣
= |(τ − ξ(ξ2 + |η|2))+Φξ,η(ξ1,η1)|.
Let (τ1, ξ1,η1) ∈ E(τ, ξ,η). Since |ξ| ≪ |η| and |η′| . A−1N1, |η′1| . A−1N1, for fixed η1, it is easily
observed
|∂ξ1Φξ,η(ξ1,η1)| = |3ξ(ξ − 2ξ1) + η(η − 2η1)|+O(A−2N21 )
& |η|N1 ∼ M˜−1N21 .
This, |η| ∼ M˜−1N1 and |η′1| . A−1N1 complete the proof of (5.15).
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Next we assume |k1 − k2| ≤ 16 and show∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αAk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αAk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−2
2
0 N
−1
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
(5.16)
Similarly to the proof of (5.8), we divide the proof into the two cases.
Case |η1 + η2| . A−1N1
As we saw above, we may assume |ξ1 + ξ2| . (Aα)−1N1. Thus Proposition 5.3 implies (5.16).
Case |η1 + η2| ≫ A−1N1
We only need to follow the proof of (5.8) in the case |η1 + η2| ≫M−1N1. We omit the details.
We now see that the two estimates (5.8) and (5.16) yield (5.7). For simplicity, we use
Iα,Mk1,k2 =
∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1 |D˜αMk1 (τ1, ξ1,η1)v̂N2,L2 |D˜αMk2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣ .
It follows from (5.8) and (5.16) that
(LHS) of (5.7) ≤
∑
2≤M≤A
∑
16≤|k1−k2|≤32
Iα,Mk1,k2 +
∑
|k1−k2|≤16
Iα,Ak1,k2
.
∑
2≤M≤A
(M−
1
2 +M
1
2A−
1
2 )N
d−2
2
0 N
−1
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
+N
d−2
2
0 N
−1
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
. N
d−2
2
0 N
−1
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
which completes the proof of (5.7). 
In the same manner as in the proof of (4.1) in the case (Ic) (see p.14), Proposition 5.4 gives Proposition
5.1. We omit the proof.
6. Proof of the key bilinear estimate: Case 3
Next we deal with 1≪ N2 . N1 ∼ N0.
Assumption 3. Let α be dyadic such that 25 ≤ α ≤ N31 and we assume that
(1) 1≪ N2 . N1 ∼ N0,
(2) α−1N1 ≤ max(|ξ1|, |ξ2|) ≤ 2α−1N1.
Proposition 6.1. Assume Assumption 3. Then we get∣∣∣∣∫
∗
|ξ| ŵN0,L0(τ, ξ,η)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. N
d−4
2 +2ε
2 N
−ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2,
(6.1)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
Since |ξ| . α−1N1, (6.1) is given by the following estimate.
Proposition 6.2. Assume Assumption 3. Let 16 ≤ |j1 − j2| ≤ 32. Then we get∣∣∣∣∫
∗
v̂N2,L2(τ, ξ,η)ûN1,L1 |SAj1 (τ1, ξ1,η1)ŵN0,L0 |SAj2 (τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
. αN
d−4
2 +2ε
2 N
−1−ε
1 (L0L1L2)
1
2 ‖ûN1,L1 |SAj1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0 |SAj2 ‖L2 ,
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ,η) = (τ1 + τ2, ξ1 + ξ2,η1 + η2).
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By exchanging the roles of ŵN0,L0 and v̂N2,L2 , we can establish Proposition 6.2 in the same manner as
Proposition 5.4. In addition, by following the proof of (4.1) in the case (Ic), Proposition 6.2 yields Proposition
6.1. We omit the details.
Now we show (3.3) with the condition
supp ûN1,L1 ∪ supp v̂N2,L2 ⊂ {(τ, ξ,η) ∈ R× R× Rd−1 | |ξ| ≤ 2−5Nmax012 }. (6.2)
Proof of (3.3) under (6.2). By symmetry, we can assume N2 ≤ N1. Let us consider 1 ≪ N0 . N1 ∼ N2.
We define
Eα := {(ξ1, ξ2) |α−1N1 ≤ max(|ξ1|, |ξ2|) ≤ 2α−1N1},
F := {(ξ1, ξ2) | max(|ξ1|, |ξ2|) ≤ N−21 }.
Applying dyadic decomposition to max(|ξ1|, |ξ2|), we see∣∣∣∣∫ (∂xwN0,L0)uN1,L1vN2,L2dtdxdy∣∣∣∣
.
∑
25≤α≤N31
∣∣∣∣∫
∗
|ξ|ŵN0,L0(τ, ξ,η)1Eα(ξ1, ξ2)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
+
∣∣∣∣∫
∗
|ξ|ŵN0,L0(τ, ξ,η)1F (ξ1, ξ2)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣ .
The first term can be handled by Proposition 5.1 as follows.∑
25≤α≤N31
∣∣∣∣∫
∗
|ξ|ŵN0,L0(τ, ξ,η)1Eα(ξ1, ξ2)ûN1,L1(τ1, ξ1,η1)v̂N2,L2(τ2, ξ2,η2)dσ1dσ2
∣∣∣∣
.
∑
25≤α≤N31
N
d−2
2
0 N
−1+ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
. N
d−2
2
0 N
−1+2ε
1 (L0L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 ,
which implies (3.3) since s > (d− 4)/2 and Lmax012 ≪ N31 . Next we consider the second term. The inequality
max(|ξ1|, |ξ2|) ≤ N−21 implies |ξ| ≤ 2N−21 . Therefore, the L4 Strichartz estimate is enough to verify the
claim.
By using Proposition 6.1, the case 1 ≪ N2 . N0 ∼ N1 can be treated in the similar way. We omit the
details. 
Appendix A. Proof of Proposition 2.2
First we consider (2.3). Set B˜r(p) = R× Br(p) and ζ = (ξ,η), ζj = (ξj ,ηj). By Plancherel’s theorem, it
suffices to show∥∥∥∥∫ ûN1,L1 |B˜r(p)(τ1, ζ1)v̂N2,L2(τ − τ1, ζ − ζ1)dτ1dζ1∥∥∥∥
L2
. r
d−1
2 K−
1
2 (L1L2)
1
2 ‖ûN1,L1‖L2‖v̂N2,L2‖L2 . (A.1)
By performing a harmless decomposition, we may replace r with r′ such that r′ ≪ d−1r in the above.
Furthermore, by the almost orthogonality, we can assume that there exists p′ ∈ Rd such that ζ−ζ1 ∈ Br′(p′).
Since ϕ is a cubic polynomial, we deduce from N2 ≤ N1 that
sup
1≤i,j≤d
(|∂i∂jϕ(ζ1)|+ |∂i∂jϕ(ζ − ζ1)|) . N1.
Therefore, because K & rN1, we easily observe
|∇ϕ(ζ) −∇ϕ(ζ′)| ≪ K if ζ, ζ′ ∈ Br′(p).
This implies that there exists j ∈ N such that 1 ≤ j ≤ d and
|∂jϕ(ζ1)− ∂jϕ(ζ2)| & K, (A.2)
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for all ζ1, ζ2 which satisfy that there exist τ1 and τ2 such that (τ1, ζ1) ∈ supp ûN1,L1 ∩ B˜r′(p) and (τ2, ζ2) ∈
supp v̂N2,L2 ∩ B˜r′(p′), respectively. Now we turn to show (A.1). By the Cauchy-Schwarz inequality, we get∥∥∥∥∫ ûN1,L1 |B˜r(p)(τ1, ζ1)v̂N2,L2(τ − τ1, ζ − ζ1)dτ1dζ1∥∥∥∥
L2
≤
∥∥∥∥(|ûN1,L1 |2 ∗ |v̂N2,L2|2)1/2 |E(τ, ζ)|1/2∥∥∥∥
L2
≤ sup
τ,ζ
|E(τ, ζ)|1/2
∥∥∥|ûN1,L1 |2 ∗ |v̂N2,L2 |2∥∥∥1/2
L1
≤ sup
τ,ζ
|E(τ, ζ)|1/2‖ûN1,L1‖L2‖v̂N2,L2‖L2,
where E(τ, ζ) ⊂ Rd+1 is defined by
E(τ, ζ) := {(τ1, ζ1) ∈ GN1,L1 ∩ B˜r′(p) | (τ − τ1, ζ − ζ1) ∈ GN2,L2}.
Thus, it suffices to show
|E(τ, ζ)| . rd−1K−1L1L2. (A.3)
If we fix ζ1, it is easily observed that
|{τ1 | (τ1, ζ1) ∈ E(τ, ζ)}| . min(L1, L2). (A.4)
Next, if we fix (ζ1,1, . . . , ζ1,j−1, ζ1,j+1, . . . , ζ1,d), since max(L1, L2) & |ϕ(ζ1)+ϕ(ζ− ζ1)|, the inequality (A.2)
implies that ζ1,j is confined to an interval whose length is comparable to max(L1, L2)/K. This, combined
with (A.4) and ζ1 ∈ Br′(p), yields (A.3).
To see (2.4), it suffices to show
|ζ1| ≥ 2|ζ2| =⇒ |∇ϕ(ζ1)−∇ϕ(ζ2)| & |ζ1|2,
which is immediately verified by |∂ξϕ(ξ,η)| = |3ξ2 + |η|2| ≥ |(ξ,η)|2 and |∂ξ1ϕ(ξ1,η1)| ≤ 3|(ξ1,η1)|2. 
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