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Abstract
A high accurate spectral algorithm for one-dimensional variable-order fractional percolation equa-
tions (VO-FPEs) is considered. We propose a shifted Legendre Gauss-Lobatto collocation (SL-GL-
C) method in conjunction with shifted Chebyshev Gauss-Radau collocation (SC-GR-C) method to
solve the proposed problem. Firstly, the solution and its space fractional derivatives are expanded
as shifted Legendre polynomials series. Then, we determine the expansion coefficients by reduc-
ing the VO-FPEs and its conditions to a system of ordinary differential equations (SODEs) in
time. The numerical approximation of SODEs is achieved by means of the SC-GR-C method. The
under-study’s problem subjected to the Dirichlet or non-local boundary conditions is presented and
compared with the results in literature, which reveals wonderful results.
Keywords: Collocation method; Shifted Legendre-Gauss-Lobatto quadrature; Shifted Cheby-
shev Gauss-Radau quadrature; Fractional derivatives; Variable-order fractional non-
linear percolation equations
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1. Introduction
Several numerical methods are presented for acquiring hight accurate solutions for fractional dif-
ferential equations (Doha et al. (2012) and Bhrawy et al. (2012)). Spectral methods (Canuto et al.
(2006), Khader and Megahed (2015), Abdelkawy and Taha (2014)) have been widely used in many
fields in the last four decades. In the early times, the spectral methods based on Fourier expansion
have been used in few fields such as a simple geometric field and periodic boundary conditions.
Recently, they have been developed theoretically and used as powerful techniques to solve various
kinds of problems. Based on the accuracy and the exponential rates of convergence, spectral meth-
ods have an excellent reputation when compared with other numerical methods. The expression of
the problem solution as a finite series of some functions is the major step of all types of spectral
methods. Then, the coefficients will be chosen such that the absolute error is diminished as well
as possible while the numerical solution will be enforced to almost satisfy the partial differen-
tial equations (PDEs) in spectral collocation method (Bhrawy (2014), Khader (2018), Bhrawy and
Abdelkawy (2015)). In other words, the residuals may be permitted to be zero at chosen points.
Fractional calculus is a division of calculus theory. That makes PDEs more relevant to represent
many phenomena in different fields like fluid mechanics, biology, chemistry, viscoelasticity, engi-
neering, finance, and physics fields. The concept of the variable-order fractional allows the power
of the fractional operator to be a function of the independent variable. The early studies of variable-
order fractional is firstly discussed by Samko and Ross (1993), Lorenzo and Hartley (2002) and
Lorenzo (2007). Several phenomena may be more accurately represented via variable-order frac-
tional operators. Mechanical (Coimbra (2003)), diffusion (Chen et al. (2012)), FIR filters (Tseng
(2006)) multi-fractional Gaussian noises (Sheng et al. (2011)) and physical models (Sheng et al.
(2010)) can be more accurately described by variable order derivatives mathematical models.
Few numerical methods are introduced and discussed to solve numerically the variable-order frac-
tional problems. Convergence and stability of the explicit finite-difference method have been stud-
ied in Lin et al. (2009) to solve the variable-order nonlinear fractional diffusion equation. By means
of Fourier analysis, Chen (2013) obtained numerical solutions for the two-dimensional variable-
order modified diffusion equations. Finite difference techniques (Chen et al. (2011), Zhang et al.
(2014)) are proposed for treatment of PDEs with fractional variable-order. Zhao et al. (2015), in-
troduced two algorithms of the second-order approach to solve the time variable-order fractional
problem. Also, the finite difference method has been applied by Xu and Ertürk (2014) to fractional
integro-differential equations with variable-order.
By means of the SL-GL-C and SC-GR-C schemes, the numerical solutions of the VO-FPEs are ob-
tained. Several studies based on percolation flow models have been listed in many fields including
groundwater hydraulics, groundwater dynamics, seepage hydraulics, and fluid dynamics in porous
media. For the temporal and spatial discretizations, we used the spectral collocation approach. The
SL-GL-C with a suitable treatment of the boundary or non-local conditions is firstly applied for
spatial discretization. This modification greatly improves the accuracy of our scheme. Then, the
VO-FPE is transformed to SODEs with initial valued vector. Secondly, the temporal discretiza-
tion has been achieved by means of the SC-GR-C. As a result, a system of algebraic equations is
2




This paper is arranged as follows. Some revelent properties of Riemann-Liouville fractional deriva-
tives (R-LFDs), shifted Legendre polynomials and shifted Chebyshev polynomials are listed in the
coming section. The third section deals with one-dimensional fractional percolation problems with
classical and non-classical boundary conditions. In Section 4, three numerical examples are tested.
Remarks are included in the last section.
2. Preliminaries and notation
2.1. Riemann-Liouville fractional derivative
The fractional integration of order ν > 0 is exist in different formulae (Miller and Ross (1993)).












Γ(γ + 1 + µ)
xγ+µ. (2)





where m− 1 < µ ≤ m, m ∈ N and m is the smallest integer greater than µ.
Lemma 2.1.
If m− 1 < µ ≤ m, m ∈ N, then,






, x > 0. (4)
2.2. Shifted Legendre Gauss-Lobatto interpolation
In this subsection, we list some approximation results for the shifted Legendre Gauss-Lobatto
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Next, denoting by ‖u‖ and (u, v) the norm and inner product of space `2[−1, 1]. The set of Pk(x)




Pj(x)Pk(x) dx = hkδjk, (6)











Let SN [−1, 1] be the set of all polynomials of degree at most N (N ≥ 0). Thus, for any ϕ ∈







where xN,i (0 ≤ i ≤ N ) and $N,i (0 ≤ i ≤ N ) are denoted to the nodes and Christoffel numbers
of Legendre Gauss-Lobatto (L-GL) interpolation on the classical interval [−1, 1], respectively. The
norm and discrete inner product are defined as:
‖u‖w = (u, u)
1
2




Let us denote by P`,k(x) the shifted Legendre polynomials which defined on the interval [0, `].
These polynomials can be engendered from the recurrence relation:
(k + 1)P`,k+1(x) = (2k + 1)(
2x
`
− 1)P`,k(x)− kP`,k−1(x), k = 1, 2, · · · . (10)




(−1)j+k (j + k)!
(j − k)! (k!)2 `k
xk. (11)




(−1)k+j (k + j)!





(−1)k+j (k + j)! k!
(−k + j)! (k!)2 `k Γ(k + ν + 1)
xk+ν , j = 0, 1, · · · , N,
(12)
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where P`,j(0) = (−1)j . The orthogonality condition is∫ `
0
P`,j(x)P`,k(x)w`(x) dx = h
`
k δjk, (13)















u(t)P`,i(t)dt, i = 0, 1, 2, · · · . (14)





2.3. Shifted Chebyshev Gauss-Radau interpolation
The Chebyshev polynomials are defined on the interval [−1, 1], by
Tk(t) = cos(k arccos(t)), k ≥ 0. (16)
Also,




, then, we introduce the following norm and inner product of the the weighted
space L2wc as:
‖u‖wc = (u, u)
1
2











πδkj, ς0 = 2, ςk = 1, k ≥ 1. (19)
Now, we define the following norm and discrete inner product
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‖u‖wc = (u, u)
1
2






Let us denote by Tτ,n(t) the shifted Chebyshev polynomials which defined on the interval [0, τ ].




(−1)n−k (n+ k − 1)! 2
2k
(n− k)! (2k)! τ k
tk, (21)
where Tτ,n(0) = (−1)n and Tτ,n(τ) = 1.
The orthogonality condition is
∫ τ
0
Tτ,m(t)Tτ,n(t)wT (t)dt = δmn
chτn, (22)






π, with c0 = 2, ci = 1, i ≥ 1.












u(t)Tτ,j(t)wτ(t)dt, j = 0, 1, 2, · · · . (24)
3. One-dimensional space VO-FPEs
Based on SL-GL-C and SC-GR-C methods, three algorithms have been derived for the numeri-
cal treatment of VO-FPEs with different types of boundary conditions. The main objective of this
method is to discretize the VO-FPE in the spatial direction with a modification treatment of the
conditions, to generate a SODEs of the unknown coefficients of spectral expansion in time direc-
tion. Then, SC-GR-C method is applied to solve this system.
6















+ χ(x, t), (x, t) ∈ [0, `]× [0, τ ], (25)
subject to the initial condition
φ(x, 0) = g2(x), x ∈ [0, `], (26)
and boundary conditions
φ(0, t) = g3(t), φ(`, t) = g4(t), t ∈ [0, τ ], (27)

















. Now, the SL-GL-C method has been used to transform the VO-FPE (25)-
(27) into a SODEs. Thus, we collocate the spatial variable by means of the SL-GL-C method
at x`N,i points. We list the major procedure of the SL-GL-C method to solve VO-FPE related to


































Abdelkawy: Accurate Spectral Algorithms for Solving Variable-order
Published by Digital Commons @PVAMU, 2020
AAM: Intern. J., Vol. 15, Issue 2 (December 2020) 1011
















































(−1)i+k (i+ k)!Γ(1 + k)




















































the previous fractional derivatives can be computed at the shifted Legendre Gauss-Lobatto inter-

















%n,sφs(t), n = 0, 1, · · · , N, (38)
where,
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In the novel SL-GL-C method, the residual of (25) is set to zero at N − 1 of SL-GL points.
Furthermore, the boundary conditions (27) are satisfied exactly at the two collocation points 0 and
`.




























%n,sφs(t) + %n,0g3(t) + %n,Ng4(t)
)
, n = 1, · · · , N − 1,
(40)
subject to the initial values
φn(0) = g2(x
`
N,n), n = 1, · · · , N − 1. (41)












F1(t, φ1(t), φ2(t), · · · , φN−1(t))




FN−2(t, φ1(t), φ2(t), · · · , φN−1(t))
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3.2. Initial, boundary and non-local integral conditions











+ χ(x, t), (x, t) ∈ [0, `]× [0, τ ], (45)
subject to the initial condition
φ(x, 0) = g2(x), x ∈ [0, `], (46)
the boundary condition
φ(0, t) = g3(t), t ∈ [0, τ ], (47)
and the non-local integral condition
∫ b2
b1
φ(x, t)dt = g4(t), 0 ≤ b1 < b2 ≤ `, t ∈ [0, τ ]. (48)
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where, χ(x, t), g1(x), g2(x), g3(t) and g4(t) are given valued functions. Here, we take care
















φs(t)dx = g2(t), 0 ≤ b1 < b2 ≤ `. (49)
































































N,n, t), n = 1, · · · , N − 1, (53)
where,
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N,n, t), n = 1, · · · , N − 1, (54)
subject to the initial values
φn(0) = g2(x
`
N,n), n = 1, · · · , N − 1. (55)












F1(t, φ1(t), φ2(t), · · · , φN−1(t))




FN−2(t, φ1(t), φ2(t), · · · , φN−1(t))
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3.3. SC-GR-C scheme for time variable













F1(t, φ1(t), φ2(t), · · · , φN−1(t))




FN−2(t, φ1(t), φ2(t), · · · , φN−1(t))
FN−1(t, φ1(t), φ2(t), · · · , φN−1(t))

, (59)




























We use the SC-GR-C method to deal with the temporal variable t. We approximate φn(t), n =




an,ςTτ,ς(t), n = 1, · · · , N − 1. (61)














τ,ς (t), n = 1, · · · , N − 1, (62)
here T (1)τ,k (t) represents the first time derivative of shifted Chebyshev polynomials which can be
easily evaluated at any point tτK,s (shifted Chebyshev Gauss Radau points).
Adopting (61)-(62), Equations (59)-(60) can be rewritten in the form:
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In the proposed technique, the residual of (63) has to be enforced to zero at (M(N−1)) collocation
points. Otherwise, we collocate Equation (63) at the (M(N − 1)) shifted Chebyshev collocation




















n = 1, · · · , N − 1, s = 1, · · · ,M,
(65)
by virtue of (64), we get
M∑
ς=0
an,ςTτ,ς(0) = τn, n = 1, · · · , N − 1. (66)
The set of previous equations is equivalent to a system of (N − 1)(M + 1) algebraic equations in
the unknowns ai,j, i = 1, · · · , N − 1; j = 0, · · · ,M ,
14




κ1,0 . . . κ1,M
κ2,0 . . . κ2,M
· · · . . . · · ·
· · · . . . · · ·
· · · . . . · · ·
κN−2,0 . . . κN−2,M




ξ1,0 . . . ξ1,M
ξ2,0 . . . ξ2,M
· · · . . . · · ·
· · · . . . · · ·
· · · . . . · · ·
ξN−2,0 . . . ξN−2,M

































M,s)), n = 1, · · · , N − 1, s = 1, · · · ,M .
(69)
After the coefficents ai,j are determined, it is very easy to compute the approximate solution














To show the effectiveness of our scheme and the accuracy of the results, we adapt the above analysis
into some numerical examples. We also give a comparison between the obtained results with others
of those which used novel implicit finite difference method (Chen et al. (2011)).
Example 4.1.













x2 − x1−ν(x) (ν(x)− 2 + x ln(x)ν ′(x))
)
,
(x, t) ∈ [0, 1]× [0, 1],
(71)
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Figure 1. The absolute error of the problem (71), where N = M = 16
related to the initial-boundary conditions
φ(x, 0) =x2, x ∈ [0, 1],
φ(0, t) =0, φ(1, t) = e−t, t ∈ [0, 1].
(72)
The exact solution of (71) is φ(x, t) = e−tx2. The maximum absolute error (ME) of equation (71)
are listed in Table 1 with several values of N and M .
Table 1. ME for problem (71)
N = M 4 8 12 16
ME 6.59× 10−6 1.50× 10−11 1.05× 10−15 5.27× 10−16
Three-dimensional graph of the absolute error (AE) of problem (71) at N = M = 16 is displayed
in Figure 1. In addition, the curve of the AE of problem (71) at x = 0.0 is displayed in Figure 2.
Moreover in Figure 3, we sketch the logarithmic graphs of ME (log10ME) at different values of
N(N = M = 4, 6, · · · , 16), which ensure an accurate approximation and reasonable convergence
rates of the proposed method.
Example 4.2.











− e−tx2 − e
−tΓ(3)
Γ(2.5)
(45x0.5 − 3.5x2.5), x ∈ [0, 1], t > 0,
(73)
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Figure 3. Convergence of problem (71)
related to the initial-boundary conditions
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φ(x, 0) =x2, x ∈ [0, 1],
φ(0, t) =0, φ(1, t) = e−t, t > 0.
(74)
The exact solution of (73) is φ(x, t) = e−tx2.
A comparison between the ME achieved by using the proposed method and novel implicit finite
difference method (Chen et al. (2011)) is introduced in Table 2.
Table 2. ME for problem (73) for Tend = 10
Our Method at N = M = Method (Chen et al. (2011)) at ∆t = ∆x =
8 12 16 20 140
1
80
3.56297 × 10−4 6.71811 × 10−7 4.36289 × 10−10 1.2151 × 10−13 1.5187 × 10−7 7.6818 × 10−8
Example 4.3.













x2 − x1−ν(x) (ν(x)− 2 + x ln(x)ν ′(x))
)
,
(x, t) ∈ [0, 1]× [0, 1],
(75)
subject to the initial-boundary conditions
φ(x, 0) =x2, x ∈ [0, 1],
φ(0, t) =0, t ∈ [0, 1],
(76)





, t ∈ [0, 1]. (77)
The exact solution of (75) is φ(x, t) = e−tx2.
Using different choices of nodes, ME of the problem (75) are declared in Table 3. Figure 4 compares
the graphs of numerical and exact solutions of problem (75) for three values of t. In addition, the
curve of the AE of problem (75) at x = 0.0 is plotted in Figure 5
Table 3. ME for problem (75)
N 4 6 8 10 12
ME 8.0274× 10−5 3.0037× 10−7 5.9460× 10−10 4.6385× 10−13 9.1038× 10−15
18
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Figure 4. x-direction curves of exact and approximate solutions of problem (75), where N = M = 12














Figure 5. t-direction curve of AE related to the problem (75), where N = M = 12
5. Conclusion
For one-dimensional space, we introduce an accurate and efficient numerical algorithm related to
SL-GL-C and SC-GR-C methods to get the numerical solutions for VO-FPEs. According to the
19
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numerical results obtained above, we can conclude the high accuracy of our technique. The under-
line problem subject to the Dirichlet or non-local boundary condition is presented and compared
with the results in literature, which reveals wonderful results.
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