Abstract-This paper deals with the statistical segmentation of multisensor images. In a Bayesian context, the interest of using hidden Markov random fields, which allows one to take contextual information into account, has been well known for about 20 years. In other situations, the Bayesian framework is insufficient and one must make use of the theory of evidence. The aim of our work is to propose evidential models that can take into account contextual information via Markovian fields. We define a general evidential Markovian model and show that it is usable in practice. Different simulation results presented show the interest of evidential Markovian field model-based segmentation algorithms. Furthermore, an original variant of generalized mixture estimation, making possible the unsupervised evidential fusion in a Markovian context, is described. It is applied to the unsupervised segmentation of real radar and SPOT images showing the relevance of the proposed models and corresponding segmentation methods in real situations.
I. INTRODUCTION
T HIS PAPER addresses the problem of unsupervised statistical segmentation of multisensor images. We place ourselves in the context of hidden Markov field (HMF) models, which have shown their effectiveness over the past two decades. The success of these models is mainly due to the following two properties. First, they allow one to take into account the spatial interactions between pixels, which can render different Bayesian methods of segmentation very effective. The pioneering papers [2] , [13] , [21] , [23] have been followed by many others and, understandably, only a small part of this rich bibliography can be mentioned (numerous references can be found in [6] , [8] , [16] ). Second, the parameter estimation problem can be solved by different general methods like estimation-maximization [10] , stochastic gradient [43] , or iterative conditional estimation [25] these different methods prove rather tedious. However, different simulations and real image segmentation results presented in different papers attest that the parameter estimation step does not lessen the effectiveness of the real parameter based methods. We may mention [7] and [44] for EM-based methods, [43] for SG-based methods, [5] , [19] , [24] , [31] , and [32] for iterative conditional estimation (ICE)-based ones, and [2] , [21] for different other methods. Most of these papers treat one sensor image. However, the multisensor case is quite similar to the one sensor case, at least in the Gaussian and reasonable SNR case, which is usually considered ( [41] , among others). So roughly speaking, when a HMM, possibly with unknown parameters, is well suited to the data considered and when the noise is not too strong, there is no serious difficulty in performing segmentation.
The purpose of our work is to extend, using the theory of evidence [1] , [15] , [34] , [37] , these well known methods to some situations in which the use of classical HMFs poses difficulties. Of course, the use of theory of evidence in image processing is not new and has already given satisfactory results in various problems, like medical image classification [4] , or SAR image interpretation [39] . So the originality of our approach is to use this theory in a Markovian context. In fact, when the "pixel-by-pixel" multisensor image segmentation is concerned, the theory of evidence can be useful in numerous situations. For example, if we have two classes, "forest" and "water," and if we know that the proportion of forest is between 20% and 30% (so the proportion of water is between 70% and 80%), we can model this knowledge putting 20% on the class forest, 70% on the class water, and 10% on the class "water-or-forest." This prior knowledge is then merged with the knowledge provided by the observation via the Dempster-Shafer combination rule, resulting in a probability measure, which then appears as a generalization of the classical posterior probability. An analogous process can be applied when the priors are known exactly but one of sensors is very noisy and its probabilistic model (distribution of the noise) is very unreliable. Another example, which will be treated in some detail in this paper, is the following: the proportions of the two classes and the noise distributions are well known. However, there are some clouds. As we will see in the following, the presence of clouds can be modeled by a probability on the set (forest, water, and water-or-forest).
Let us remark that the generalization considered in this paper is one possible generalization among many others [1] , whose respective extensions to Markov models may be considered topics for further work.
The organization of the paper is as follows. In the next section, we briefly recall the classical HMF model. In Section III, we specify some elements of the theory of evidence and specify, in the simple pixel-by-pixel context, how they can generalize the classical Bayesian image segmentation methods. Section IV is devoted to a new "evidential" HMF model we propose. Different experiments, related with synthetic or real images, are presented in Section V. Section VI concludes the paper.
II. MULTISENSOR HIDDEN MARKOV FIELDS
We recall in this section the classical multisensor hidden Markov field (MHMF). Given the set of pixels, we consider two sets of random variables , called "random fields." For sensors, each takes its values in a finite set of classes , and each takes its values in . The segmentation problem consists of estimating the unobserved realization of the field from the observed realization of the field , where are digital images representing the same scene. It is then generally solved by the use of a Bayesian strategy, which is optimal with respect to some criterion.
The field is said to be Markovian with respect to a neighborhood if its distribution can be written as
where set of cliques (a clique being a subset of that is either a singleton or a set of pixels mutually neighbors with respect to ); restriction of to ; function, which depends on only and which takes its values in . In order to define the distributions of conditional on , we will assume that the following three conditions hold.
1) The random variables are independent conditionally on .
2) The distribution of each conditional on is its distribution conditional to . 3) The random variables are independent conditionally on (i.e., the sensors are independent). Due to theses hypotheses, all the distributions of conditional on are defined for classes by distributions on . To be more precise, let denote the density of the distribution of conditional to . Thus, the distribution of is defined by the functions and the densities . The posterior distribution of is
It is then possible to perform the segmentation by the maximum a posteriori (MAP) method (2.4) or the maximum posterior mode (MPM) method (2.5)
The first problem can be solved by the simulated annealing of Geman et al. [13] and the second one by the algorithm of Marroquin et al. [23] . Let us also mention the iterated conditional mode (ICM) of Besag [2] , which is a fast approximation of the MAP.
Remark 2.1: Let us comment on the hypotheses 1)-3) mentioned previously, some of which appear as rather strong, at least in some situations. Although quite unrealistic, 1) generalizes the "white noise," notion that is widely used in signal processing. In fact, in Gaussian case, if we consider the random field of white Gaussian noise with unit variance for each variable , we have . Although open to criticism, such models are currently used in image processing based on HMF models and seem to be very robust. In other words, this obviously wrong hypothesis does not significantly undermine, at least in situations described in different papers, the applicability of the different processing steps. So we will keep it for this paper and offer some remarks about possible extensions in perspectives, Section VI. The hypothesis 2) does not seem overly strong. The hypothesis 3) can be removed at this stage, however, it will be useful when considering "evidential" sensors. Now, sensors can really be independent in some situations, and thus in such situations 3) is justified. Some further remarks on this hypothesis will be developed in Section VI.
III. DEMPSTER-SHAFER COMBINATION RULE IN PIXEL-BY-PIXEL CONTEXT
Let us position ourselves at one pixel and consider the following problem. We have two classes with the prior probability given by , and two images of a same scene: a radar image and an optical one. The radar image is very noisy, which is modeled by two noise distributions and . The optical image is not very noisy, but there are some clouds. So in spots without clouds, the grey level is distributed according to a probability density for the first class, and it is distributed according to a probability density for the second class. In spots hidden by the clouds, the grey level is distributed according to a probability density . The problem is to decide, from the observed , whether the pixel belongs to the class one or to the class two. If there were no clouds, i.e., if , the fused information would be expressed, according to the classical probabilistic model, by the probability
Furthermore, in the Bayesian context, the probability can be fused with the prior probability , where and , resulting in the posterior probability
Finally, we can say that we have three probability distributions defined on : the prior probability , the probability defined by the observation in the first sensor by and the probability defined by the observation in the second sensor by
The posterior probability (3.2) is then simply the normalized product of these three probabilities:
, and . So the "Bayesian fusion" simply is a normalized product. How does one generalize this fusion to take the presence of clouds into account? One possible way of using the theory of evidence is the following. For the optical sensor, there are three classes:
, where is the class "clouds." However, we are only interested in whether a given pixel is or . Thus, if it is a "cloud" pixel, we have no information about or . In the theory of evidence, such a situation is modeled by considering a probability on , which is called a "mass function." The probability of , which is the probability of , models the uncertainty due to the presence of clouds. Here this mass function is naturally defined by and Furthermore, the Dempster-Shafer combination rule, which is specified in the general case below, allows one to fuse , , and in the following manner:
So in the presence of clouds, the probability (3.2) becomes
We can see, according to (3.2) and (3.4), how generalizes the classical posterior distribution. When there are no clouds, i.e., , the Dempster-Shafer fusion result becomes the classical posterior probability . In a general way, let us consider a set of classes , the power set of , and mass functions , which are probabilities on . Recall that if a mass function only charges the singletons, it can be assimilated to a classical probability on . Such a mass function will be called "Bayesian" or "probabilistic." Roughly speaking, models the prior information and models the information contained in the observation of sensors. The Dempster-Shafer combination rule, which enables one to aggregate these different pieces of information, is as follows: This defines a probability on , which will be denoted by . We have the following well known property.
Proposition 3.1: If at least one mass function among is probabilistic, is probabilistic.
Returning to our segmentation problem, we simply replace, at a given pixel, by the power set of the power set of . Thus, in the same manner as in the classical case, we now consider that we have classes. The densities of the distributions of conditional to , which correspond to the densities of the classical model, will be denoted by . For a given observation , the mass functions are defined by (3.7) and , modeling the prior information, is independent of the observation . However, remember that for a given , we can have for some sensors , and for some others. The whole information, from which we must perform the segmentation, is then represented by . There exist different decision rules, for instance the classical Bayesian decision, in the case of probabilistic . In order to simplify things we will consider in this paper that either , or at least one mass function among , is probabilistic. Thus, is probabilistic by virtue of Proposition 3.1, and our segmentation rule will be the Bayesian rule corresponding to a given loss function.
Remark 3.1: As noticed in the simple case above, the evidential model is a generalization of the classical Bayesian model in the following way. When all mass functions are probabilistic, then the mass function is simply the posterior distribution of .
Remark 3.2:
The pixel-based approach described previously can actually be applied to other problems of classifying objects that are "spatially" independent.
Remark 3.3: Assuming probabilistic, we obtain a "generalization" of the classical Bayesian theorem. In fact, the probability distribution we obtain generalizes the classical posterior distribution. However, the situation here is different from the context of the Generalized Bayesian Theorem of Smets [36] :
is defined by the observation , and it does not depend on the classes in .
IV. DEMPSTER-SHAFER FUSION IN MARKOV FIELD CONTEXT
Let us consider that is a classical Markov field, as in Section II, and we have sensors, which possibly are evidential. We are looking for a consistent generalization of the classical HMM recalled in Section II. In the classical case and according to the hypotheses 1)-3), the distribution of the field is (4.1)
First, according to the pixel-by-pixel approach specified in the previous section, we propose replacing the Bayesian fusion by the "evidential fusion" of the previous section:
, with each defined by (3.7). Second, the consistency with the classical model leads us to keep the product , which models the spatial independence, conditionally on the class process, of the observations. Finally, the information contained in the observation will be modeled by the mass function defined on each , with each in by
So the product , which is in the classical case a "Bayesian fusion" of the prior probability with the piece of evidence provided by the observation, must be replaced by , which is a probability according to the Proposition 3.1, and which extends to the evidential sensors case the classical posterior probability.
We have seen that in the classical HMFs case, the use of different Bayesian classification methods was possible because of the Markovianity of the posterior distribution of . So we have to verify that the probability distribution is a Markov distribution.
We have the following. which completes the proof. Finally, when at least one sensor is evidential, their fusion is easily done in the pixel-by-pixel way. When at least one of them is probabilistic (as in the simple example of clouds in optical and radar images above), the result of the fusion is a probability measure and then the posterior Markov distribution of is obtained as in the classical case, with in (2.3)
replaced by the fused probability . If all sensors are evidential, in (2.3) is replaced with (4.3). Remark 4.1: Let us notice that the model we propose appears, with respect to the richness of possibilities of the theory of evidence [11] , [35] , [38] , [40] , as a quite particular one. This particularism is mainly due to the particular form of defined by (4.2). However, even in this particular setting, the fusion is workable and it extends the possibilities of the widely used HMFs.
Remark 4.2:
We have assumed that all sensors were concerned with the same frame of discernment . However, when sensors are concerned with partially overlapping frames, there exist different, more general methods of evidential fusion [17] , [38] that may be used in the context considered in this paper.
Remark 4.3: The Markovian approach described in this section can also be applied to other problems of classifying objects. The main property to be verified is some spatial interaction among classes of considered objects, and this interaction can be reasonably modeled by a Markov field distribution.
V. EXPERIMENTS
This section is devoted to three series of experiments. In all series, we consider four algorithms: two local algorithms and two global ones. Algorithm global Bayesian (GB) is the classical probabilistic MPM algorithm, which uses the sole Bayesian sensor. Algorithm global evidential (GE) is the new algorithm described in the previous section. In the same way, blind Bayesian (BB) will denote the classical Bayesian, which will use the sole Bayesian sensor, pixel-by-pixel method. Finally, we will call blind evidential (BE) the method which will use the fused information from the both Bayesian and Evidential sensors, in the pixel-by-pixel way. The aim of the experiments is to study how the use of the evidential sensor can improve the segmentation methods which use the only Bayesian sensor, in pixel-by-pixel way as well as in the Markovian one.
The first series of experiments, described in the Section V-A, is concerned with some hand-drawn images. Section V-B is devoted to the unsupervised fusion using an original variant of the generalized mixture estimation [9] , [14] , and in the last Section V-C, we present some results of real world images segmentation.
A. Simulated Images
Let be a set of three classes and the power set of . We will consider two cases. In the first one, the evidential sensor is a consonant one, which means that the mass function defined by this sensor is a probability on with , , and . According to the general fusion rule, for a probability on and , a probability on , the result of the Dempster-Shafer fusion is the probability on given by , , and . The Bayesian image (Image 1, Fig. 1 ) is a realization of a Markov field.
The results concerning the second case are presented in Table II and Fig. 2 (they are extracted from [3] , where we have proposed the algorithm GE in a heuristic manner). These results concern the case , and , with , , , , and . The Bayesian image is the same as Image 1, Fig. 1 , and the evidential image (Image 2, Fig. 2 ) is obtained from Image 1 by a stochastic sampling analogous to the sampling used in the first case. As above, the noise variance is equal to one, and the different means are presented in Table II .
These different results show that the use of the evidential sensor can be beneficial, as well in the blind case as in the Markovian one. The more interesting cases are those in which the Bayesian images are much noisier that the evidential ones.
Of course, other situations could be considered in an analogous manner. According to the generalized setting of Sections III and IV, analogous segmentations could be used in every situation where we have a Bayesian sensor and an evidential one, the latter being able to distinguish some elements of the power set .
B. Parameter Estimation and Unsupervised Image Fusion
When dealing with real images, the parameter estimation problem becomes an important factor. Although the considerations to follow are quite general, in order to simplify things, we shall place ourselves in a particular, relatively simple, case. Concerning the Markov class field we take a very simple Potts model, in which the energy [see (2. 2)] is a sum over the couples of neighbor pixels:
. We take the potential function defined by if , and if . Furthermore, let us consider , and . Thus we have to determine , , and concerning the Bayesian sensor, and , , , and concerning the Evidential one. Estimating these functions from the observations is the mixture estimation problem and we propose to solve it by applying a new variant of a recent method of "generalized" mixture estimation [14] . A mixture is called generalized when the form of each component is not known; however, it belongs to a given set of forms. For instance, if each of the densities , , and can be Normal or exponential, we have eight possibilities of classical mixtures and the additional difficulty is to determine in which case we lie.
Remark 5.2:
The generalized mixture estimation is more general than classical mixture estimation in that when the two classes have the same form of noise, it remains valid. Now, it is possible to have two classes with different forms of noise. For instance, the form of the sea surface variability can depend on weather and so, when the weather changes, the "noise" form can evolve. Furthermore, the noise for a given class can already be a mixture of distributions; the "vegetation" class can contain "grass," "trees," "bushes," and thus the distribution of "vegetation" can no longer be of a classical form. When trying to find a good approximation for this distribution, the general mixture offers more possibilities than the classical one.
Of course, if we know the forms of different noise processes, we have to use a classical mixture estimation like Gibbsian expectation-estimation method (GEM [7] ), ICE [25] , or SG [43] .
The proposed method is as follows. 1) Consider , which is a classical HMF described in Section II. We assume that each of the densities , , and can be a normal, beta, or gamma density. We apply our method, whose novelty is specified in the following, to estimate this Markovian generalized mixture. 2) Consider without any Markovian structure. The distribution of is thus a classical mixture on of four distributions , , , and . We could still apply our method to treat this mixture as a generalized mixture, although in simulations below, we consider that it is a Gaussian mixture and we estimate it with the classical ICE.
The general mixture estimation method proposed in [14] , called the ICE-GEMI algorithm, is an iterative method. At step , let and be current prior Table III. parameters and current densities , , and . The updating is as follows. a) Simulate , a realization of , according to its and -based distribution conditional to . Calculate , with the Younes method [42] . b) For , consider . Let . For each estimate from the three "candidate" densities: (normal), (beta), and (gamma). c) For , choose between , , and using a decision rule that gives . d) Update by putting . The novelty of our method is situated at the decision rule level. In [9] , the rule is based on the use of the Pearson system, in which one calculates the skewness and the kurtosis, and in [14] , the rule is the minimization of the Kolmogorov distance. The decision rule we propose here is based on kernel estimation, and the step c) becomes i) For , calculate are in , and is the normal kernel ; ii) take among , , and the density such that . This procedure, which will be called ICE-KERNEL, turns out to perform better, at least in the setting of our experiments, than the Pearson system-based method (ICE-PEAR [9] ). Remark 5.3: The ICE-GEMI algorithm can be used in the most "pessimistic" context, in which one has no training data. Of course, if one has a set of training data , the data can be used in different, and simpler, estimation procedures. In particular, if we have a programmed some version of ICE-GEMI, we can use it by removing the iterations and using instead of .
As an example, let us consider , , , and Normal, with variance 1 and means 0, 2, 4, and 1, respectively, whose parameters are estimated by classical ICE. Thus, concerning these densities, we consider a particular case, though a generalized ICE could also be applied. The forms (beta B, gamma G, or Normal N, see, for instance, [18] for different precise forms) and parameters of are given in Table III , which also contains the Bayesian error ratio of GB and GE segmentations. Having the true distributions and the optimal segmentation results based on them, we then evaluate the parameter estimation effectiveness on the one hand, and the effectiveness of the estimated parameter based MPM segmentations, on the other hand.
Concerning the detection of the distribution forms, we note that ICE-KERNEL finds the right forms, and ICE-PEAR makes one mistake. It is interesting to note that ICE-based segmentation, which is necessarily based on normal distributions, here gives better results than the ICE-PEAR-based segmentation. This is not surprising because very badly estimated parameters can still give good segmentation results.
Finally, we note that the ICE-KERNEL-based fused MPM segmentation is close to the True Laws-based fused MPM segmentation.
C. Real Images Fusion
Let us consider a radar and an optical image, given on Fig. 4 , of a same scene. We have four classes, and the presence of clouds in the SPOT image will be modeled by an evidential model. So we have , and the mass function concerning the evidential sensor will be defined on , with , , , , and . Let us assume that all noise distributions are Gaussian. Thus, we have nine means and nine variances to estimate. Concerning the Markov class field we take the same Potts model as in the previous section. Thus, the prior distribution is defined by the only real parameter . We estimate all these parameters by a particular ICE. The parameters of the four Bayesian Gaussian densities and are estimated from the Bayesian image and the five Gaussian densities corresponding to the evidential sensor are estimated from the evidential one . The results of estimation and rates of wrongly classified pixels are presented in Table IV , and the real images and different segmentation results are given on Fig. 4 .
We have to remark that the results of the real image segmentation methods presented here may not be optimal. In fact, as the prior Markov field is quite rudimentary, the model considered is a rather simple one. However, our main goal was just to verify whether the general trends noticed in the simulation studies previously were preserved in an unsupervised segmentation of real Table IV , we may say that they are. Concerning the possibly non-Gaussian forms of the noise densities, the results of generalized mixture estimation and the rates of wrongly classified pixels are given in Table V. We can see that the generalized mixture estimation gives different forms which are not necessarily Gaussian. However, in the problem of interest, we notice that the error rates in Table V are not significantly different from the error rates in Table IV . Thus, at least in cases treated here, one may use classical Gaussian mixture estimation.
Let us briefly mention an another example, which is somewhat different from all examples studied in this section. We have always assumed having one Bayesian sensor and an evidential one. However, according to the Proposition 4.1, all sensors can be evidential in such a way that their fusion remains evidential. In particular, we can consider just one evidential sensor. We present in Fig. 5 a radar image of a chalky plateaux in southern France, which mainly contain pastures and woods. Because of the relief, some spots, which are in black in Fig. 5 , do not produce any radar echo. We still consider the simple Ising model, in which the parameter is estimated from the ground truth by the stochastic gradient [42] , which gives . We then consider two models. In the first one, we do not consider the ignorance spots and assume that we have two classes. The two noise densities, assumed Gaussian, are then estimated by the SEM [22] , and the real image is segmented into two classes by the classical MPM. The error ration is 21.7%. In the second model, we consider three classes and, as before, we estimate three Gaussian noise densities , , and with the SEM. The density corresponding to the unobserved spots, according to (4.3) in Proposition 4.1, the MPM is applied using the two "artificial" noise terms and . The new error ratio is 16.6%, which improves the quality of the segmentation. 
VI. CONCLUSIONS
We proposed in this paper a new HMM, extending the classical Bayesian HMM, allowing one to segment multisensor images. Its main novelty was to show how a link with the theory of evidence can be advantageously made. In fact, in some real situations, as in the case of cloud presence in optical satellite images, modeling the resulting uncertainty with evidential mass functions is quite straightforward and improves the segmentation results. Furthermore, different simulation studies showed that there exist other situations in which taking into account an additional evidential sensor can improve the segmentation performed from the sole Bayesian sensor. Concerning the possibly unsupervised segmentation in the Markovian context considered, we have proposed an original method of generalized mixture estimation. Finally, two examples of real image segmentations showed the favorable behavior of the proposed methods in real situations.
We have used HMFs in this paper, but the use of other Markov models for prior distribution, like Markov chains [14] , [30] , Markov trees [20] , or still more general Markov networks [33] could be considered. As mentioned in [26] , the Markov trees model seems particularly well suited to the situations when we have to deal with evidential priors.
As perspectives for further work, we may view two directions. The first is to extend different Bayesian Markov models toward "correlated" sensors. Such extensions, which would relax the hypothesis 3) of Section II, have been briefly discussed in [29] , which extends the classical probabilistic case studied in [27] . The second is to try to relax, in the evidential sensor context, the hypothesis 1) of Section II. We have recently proposed a solution of this problem in the classical probabilistic context by introducing "pairwise" Markov fields [28] . Such models, in which the couple (classes, observations) is a Markov field, are more general than the classical HMFs. In fact, the class field distribution is not necessarily a Markov distribution. So, some "evidential" pairwise Markov fields models could possibly be studied to take into account some spatial dependence of observations conditionally on classes.
