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Abstract
In this thesis multi-scale design methods for topology optimizations are presented.
The goal of these methods is to find manufacturable designs, with a close to optimal
stiffness at a reduced computational cost compared to well-established topology
optimization methods.
First, the theory of homogenization-based topology optimization is discussed.
The modeling of microscopic details is considered, as well as optimal microstructures
that have extremal stiffness. This theory is well-developed and can be used to find
an overall optimal material distribution at low computational cost. A downside of
these optimal multi-scale designs is that they cannot be manufactured on a single
length-scale. The main contribution of the research in this thesis is to develop and
extend on new methods, such that these optimal designs can be interpreted on a
single scale, while still being close to what is theoretically possible.
Simple and close to optimal single-scale microstructures are presented that are
optimized for multiple anisotropic loading conditions. A method to approximate
optimal microstructures on a single-scale is proposed, which are close (e.g. 10-15%) to
the theoretical bounds. When used as starting guess for topology optimization these
proposed microstructures can be further improved, outperforming topology optimized
designs using classical starting guesses both in performance and simplicity. Further-
more, a class of simple periodic truss lattice structures is presented that exhibit
near-optimal performance in the high porosity limit, while still being well-connected.
The performance difference between closed and open-walled microstructures is pre-
sented for anisotropic loading situations, where it is demonstrated that the maximum
difference occurs when isotropic microstructures are considered.
Furthermore, a method to interpret spatially varying microstructures on a single-
scale is presented. Using this method high-resolution and near optimal designs can
be achieved on a standard PC in less than 10 minutes. An extension of this method
to enforce a minimum feature size and a method to locally adapt the microstructure
spacing are shown. The promise and drawbacks of this multi-scale design method
are discussed with emphasis on the full-scale performance. Furthermore, the overall
solution procedure is shown as well as an extension of the method to obtain coated
designs, i.e. a solid shell surrounding porous infill material. In a similar work,
the link between Michell’s theory of least-weight trusses and optimal laminates is
exploited to extract a discrete frame structure from a continuum design. Subsequent
frame optimization results in convergence towards known optimal solutions at low
computational cost.
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1 Introduction
1.1 Motivation and goal
Topology optimization is a mature design method, with various applications in
industry. Recently, Aage et al. [2017] optimized the material distribution in an
airplane wing using more than 1 billion design variables. This giga-scale design gives
engineers new insights in how wing design can be performed; however, at a very
large computational cost (a high-performance computer with 8000 cores was needed).
Hence, to fully exploit topology optimization as a design tool, a large reduction in
computational cost is needed.
This reduction in cost can be achieved by considering multi-scale modeling
techniques. To be more specific, it is well-known that the optimal shape for a
compliance minimization problem consists of periodic composites on a microscopic
length-scale. Homogenization-based topology optimization is a well-established design
method to find an optimal material distribution of these composite microstructures
at low computational cost. However, a downside of these optimal multi-scale designs
is that they cannot be manufactured on a single length-scale. This might be the
reason why the interest in this method has faded in favor of the popular density-based
design methods.
The main goal of this Ph.D. project is to develop and extend existing methods to
interpret optimal homogenization-based designs on a single scale. The corresponding
single-scale designs have to be:
• Close in performance to what is theoretically possible.
• Simple to manufacture.
• Obtained in a short time.
In this thesis I will discuss several steps that have to be taken to satisfy these
requirements. Emphasis is put on the numerical implementation details, potential
pitfalls and on the performance of the obtained single-scale designs.
It has to be noted that the study is restricted to mechanical problems in the
context of linear elasticity. However, parts of the theory can be applied to problems
considering different physics or non-linear behavior. Furthermore, overlaps between
the presented work and different research fields, e.g. geometry modeling, are discussed.
1.2 Structure of the thesis
The goal of this thesis, is to present all methods, required to interpret homogenization-
based design on a single-scale and the practical issues involved in doing so. A broad
overview of the considered topics is given, to present the reader a clear picture on
how multi-scale design can be performed. I have tried to describe all methods such
that an interested reader can implement them and can understand why certain design
choices are made. For clarity I have repeated some parts of the attached papers in
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this thesis; however, it should be noted that for consistency a different notation for
some variables is used.
Since a lot of topics are considered, it is not possible to discuss all the details.
Therefore, I assume that the readers are familiar with linear algebra, the finite element
method (FEM) [Cook et al., 2001; Szabó and Babuska, 1991], numerical algorithms
for constrained optimization [Nocedal and wright, 2006], and density-based topology
optimization [Bendsøe and Sigmund, 2004]. A good overview on recent developments
in the field of topology optimization is given in the review papers by Deaton and
Grandhi [2013]; Sigmund and Maute [2013].
This thesis is structured as follows. A discussion on homogenization-based
topology optimization is given in Chapter 2. In Chapter 3 different methods are
presented to create simple, near-optimal single-scale microstructures, optimized for
multiple anisotropic loading cases. A method to approximate a spatially varying
multi-scale design on a single-scale is given in Chapter 4. An overview of the entire
multi-scale design procedure is given in Chapter 5. Here I discuss practical issues, as
well as the problem of getting a good parameterization for 3D and multiple load case
designs. Finally, this thesis is concluded with Chapter 6, where the most important
results are discussed, and recommendations are given for future work.
2
Homogenization-based topology
optimization
In this chapter I will introduce the concept and definitions of homogenization-based
topology optimization. The method is a multi-scale design method in the sense that
the design consists of composite materials, which are assumed to be periodic on
a microscopic length-scale. Only on a much larger length-scale (the macroscopic
length-scale) are the properties of these composites, e.g. directions of lamination and
corresponding layer widths allowed to vary. Hence, the required computational cost
to evaluate the response of a design consisting of these microscopic details would be
astronomical. To overcome this problem one can use the theory of homogenization
to calculate the effective macroscopic properties of a complex but periodic composite.
A macroscopic description of these ’homogenized’ properties allows one to model the
response of such a multi-scale design at a reasonable computational cost.
In homogenization-based topology optimization the goal is to find the macroscopic
material description of these composite materials that minimizes a desired objective
J , subject to a number of constraints. In this thesis I focus on a classical type of
optimization problem in the setting of linear elasticity, i.e. compliance minimization
(maximizing stiffness) of a design consisting of two-phase composite materials, with
an upper bound on the usage of one material phase.
This chapter starts with a short description of the need for a design description
by composite materials. Afterwards, the homogenization method is introduced,
including its applications for the derivation of optimal composite materials and other
types of material design. Subsequently, homogenization-based topology is introduced,
where different problem formulations are considered. This chapter is concluded with
a literature overview of the field of multi-scale topology optimization approaches.
2.1 Brief introduction to the relaxed design space
Structural optimization has been applied in many fields, one of the most classical being
truss optimization, where Michell [1904] used a continuum description to represent an
optimal truss design. As is discussed by many authors, amongst others Prager and
Rozvany [1977], this continuum description is a limit case. Only by allowing for an
infinite number of truss members, the solution of Michell [1904] can be approached.
In other words, when one tries to represent the truss like continua using N discrete
bars, a better solution can be found with N + 1 members.
Similarly, Cheng and Olhoff [1981] found that for the case of optimizing the
reinforcement of a circular plate under pressure, more stiffener-like thickness variation
could be found if they allowed for more. Hence, the solution is dependent on the
mesh. They concluded that in the limit of an infinitely fine mesh there would be an
infinite number of stiffening members [Cheng, 1981; Olhoff et al., 1981]. Only by
restricting the variation in the shape as is done by Niordson [1983] existence of a
solution can be shown.
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Similarly it can be shown that a material distribution problem in 2 or 3 dimensions
has no solution when a continuous material description is used, i.e. a point-wise
material or void description. The lack of being able to determine whether there exists
a solution using only a finite number of e.g. thickness variations can be problematic.
However, by restricting the freedom using either: slope constraints [Petersson and
Sigmund, 1998], perimeter control [Ambrosio and Buttazzo, 1993], or length-scale
enforcement through filter methods [Bourdin, 2001] existence of a solution can be
shown. Nevertheless, these solutions are not optimal, since a smaller length-scale
will result in a better performance.
Kohn and Strang [1986] discuss that the optimal solution of a material distribution
problem can be solved by relaxing the solution space. In this case the problem becomes
well-posed such that an optimal solution can be found. Relaxing the design space
means the use of a continuous composite description, allowing for more freedom than
a point-wise material or void description. Performing topology optimization using a
continuous composite description will be the topic of the remainder of this chapter.
2.2 Homogenization and optimal microstructures
In this section I will discuss the equations that can be used to determine the effective
properties of a periodic composite unit-cell. The discussion is brief, and meant as a
simple indication to the reader where some of the results come from. For a rigorous
discussion on the well-developed theory of homogenization the reader is referred
to the books of Allaire [2002]; Bensoussan et al. [1978]. The work by Guedes and
Kikuchi [1990] is recommended for a reader interested in the practical aspects of
numerical homogenization using the finite element method (FEM). Finally, a publicly
available MATLAB code to estimate the effective properties of a composite material
in 2D is introduced by Andreassen and Andreasen [2014].
2.2.1 Review of homogenization equations
Consider domain Ω ∈ RN for N = 2, 3, shown in Figure 2.1(a), for which we want to
model the displacement field u for a given set of applied body forces b and tractions t
that are applied at Neumann boundary ΓN . Using the assumption of linear elasticity
the governing equations are written as,
∇ · σ + b = 0 ∀x ∈ Ω,
σ · n = t ∀x ∈ ΓN ,
u = uD ∀x ∈ ΓD,
σ = E : ε ∀x ∈ Ω,
ε = 12
(
∇u+∇uT
)
∀x ∈ Ω.
(2.1)
Here the first equation describes the balance of momentum, with σ the stress
tensor. n represents the vector normal to the domain boundary Γ = ΓN ∪ ΓD, with
ΓN ∩ΓD = ∅. At the Dirichlet boundary ΓD prescribed displacements uD are applied.
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Furthermore, the fourth-order elasticity tensor E is used to link the strains ε to the
stresses.
b
t
ΓD 
ΓN Ω
(a) Domain Ω. (b) Periodic composite in Ω.
Figure 2.1: Modeling domain Ω and a microscopic periodic composite in Ω.
Now let Ω consists of composite microstructures, hence if one zooms in with a
microscope at a point x one can see a periodic sequence of base-cells as shown in
Figure 2.1(b), which are of order , which is a very small positive number. Y is
used to describe the periodic unit-cell (base-cell), which is a parallelogram in R2 or a
parallelepiped in R3.
The composite properties are allowed to vary smoothly on macroscopic level
x; however on the microscopic level y = x/ the composite is assumed to be
periodic. This means that all quantities (e.g. elastic constants and displacements)
have dependencies on these two scales x and y. In the limit of  → 0, there are a
large number of periodic unit-cells at a point x. This means that the dependence of
properties on y can be considered periodic, which is called Y -periodic. Due to the
dependence on x and y it is assumed that the displacement field u can be expressed
as an asymptotic expansion.
u(x,y) = 0u0(x,y) + 1u1(x,y) + 2u2(x,y) + .... (2.2)
This expression for u can be substituted into the governing equations. The corre-
sponding formulation can be sorted in powers of  and after various calculations it
can be shown that the displacement coefficient u0 only depends on the macroscopic
length-scale x. Furthermore, a description of the effective, or so-called homogenized
properties of the elasticity tensor EH can be found, such that the macroscopic
displacement behavior in Ω can be modeled. To do this, consider the equilibrium in
a unit-cell for an applied macroscopic unit-strain ε0,
1
2
∫
Y
Eijpq
( ∂vi
∂yj
+ ∂vj
∂yi
)(∂χp
∂yq
+ ∂χp
∂yq
)
dY =
∫
Y
Eijpq
( ∂vi
∂yj
+ ∂vj
∂yi
)
ε0pqdY . (2.3)
Here χ is the microscopic displacement field corresponding to the macroscopic applied
strain ε0, and v is a virtual displacement in the space of kinematically admissible
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displacement fields. The microscopic displacement field can be used to identify the
locally varying strain εpq,
εpq(χ) =
1
2
(∂χp
∂yq
+ ∂χp
∂yq
)
. (2.4)
Using the locally varying strain the homogenized elasticity tensor can be derived as,
EHijkl =
1
|Y |
∫
Y
(
Eijkl − Eijpq 12
(∂χklp
∂yq
+
∂χklp
∂yq
))
dY . (2.5)
Here χkl are the microscopic displacement fields corresponding to three unit-strains
in 2D, and six unit-strains in 3D. Furthermore, |Y | indicates the volume occupied
by the unit-cell. In different notation the effective properties can be calculated as,
EHijkl =
1
|Y |
∫
Y
Epqrs
(
ε0(ij)pq − εijpq
)(
ε0(kl)rs − εklrs
)
dY . (2.6)
The effective properties EHijkl can be used into Equations 2.1 to model the macroscopic
responses in Ω by taking into account the composite material at a reasonable
computational cost.
2.2.2 Optimal microstructures for compliance minimization
The homogenization equations can be used to determine bounds on the properties
that can be achieved by using several material phases. This study is restricted to
two-phase composites, where it has to be noted that void, i.e. the lack of material
can also be seen as a material phase. In general, these two-phase composites consist
of a better performing phase, which is more expensive, such that the goal is to find
the optimal composite arrangement subject to an upper bound in volume of the best
phase.
There is a vast amount of literature in which researchers try to find bounds on
the properties that composite materials can achieve. Classical bounds by Reuss
[1929] and Voigt [1966] have been used by Paul [1960] in the context of elasticity,
these bounds later have been improved by Hashin and Shtrikman [1963]. The bounds
were improved in a sense that the set of possible properties composite materials can
exhibit is tightened. Similar to studies on finding the bounds, a large amount of
works deal with finding composite materials that are able to achieve these bounds or
parts of them. In other words, the goal is to find material descriptions that allows the
composite to perform at the limit of what is possible. E.g. Sigmund [2000] contains
an extensive study on isotropic microstructures achieving maximum bulk moduli
bounds. Good starting points for the reader interested to know more about material
bounds and composite materials that can reach these bounds are the books by Allaire
[2002]; Cherkaev [2000]; Milton [2002] and reference therein.
Several research groups independently and more or less simultaneously realized
that sequential laminates using a finite number of layers are a class of two-phase
composites that can achieve the theoretical upper bounds for maximum strain
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energy [Francfort and Murat, 1986; Lurie and Cherkaev, 1984; Milton, 1986; Norris,
1985]. These so-called rank-N laminates have the nice feature that the corresponding
effective elastic properties can be derived analytically. Using this property the
minimum number of layers N required for different classes of problems has been
identified in subsequent studies [Avellaneda, 1987; Francfort et al., 1995]:
• Rank-2 laminates with orthogonal layers, for plane problems s.t. a single strain.
• Rank-3 laminates, for plane problems s.t. multiple strains.
• Rank-3 laminates with orthogonal layers, for problems in 3D s.t. a single strain.
• Rank-6 laminates for problems in 3D s.t. multiple strains.
A periodic laminate of rank-1 in the context of planar elasticity can be seen in
its local frame of reference (y1, y2) in Figure 2.2 (a). The layered material with
period [0, 1]×R consists of two different orthotropic materials with elasticity tensors
E+ and E− representing the expensive/stiff (+) and compliant material (-). The
orientation of the laminate in the global frame of reference (x1, x2) can be described
by the layer normal n1 and layer tangent t1. Furthermore, the relative layer width
of the stiff material is described by parameter µ1 ∈ [0, 1], hence the layer width of
the compliant material is (1− µ1).
In a similar fashion, a parameterization of a rank-2 laminate can be realized,
where the compliant material is replaced by a rank-1 microstructure . Please note
that the rank-1 laminate is periodic at an infinitely finer length-scale compared to
the length-scale of the second rank, such that the properties of the rank-1 laminate
can be assumed uniform on the length-scale of the second rank. This process can be
repeated N times to create a rank-N laminate.
θ1 x1
x2
n1
μ1
(1-μ1)
t1(+)
(-)
Figure 2.2: A rank-1 laminate, of which one period is shown, the stiff material (+)
has width µ1, while the compliant material (-) has width (1− µ1).
Using the homogenization equations and by assuming perfect bonding between
the two materials one can directly derive the elasticity tensor ER1 of this rank-1
laminate. An excellent explanation of this process is given by Hassani and Hinton
[1998a,b,c]. However, a different and probably more intuitive way to understand the
derivation of the constitutive properties is to use the smear-out technique discussed
by Olhoff et al. [1981], which is in detail described in [Bendsøe and Sigmund, 2004;
Krog and Olhoff, 1997]. Below I will give a brief summary of the approach.
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The homogenization equations described above can be used to describe a macro-
scopic stress field σ0ij as,
σ0ij = EHijklε0kl =
1
|Y |
∫
Y
Eijkl
(
ε0kl − εkl(χ)
)
dY . (2.7)
The locally varying elasticity tensor Eijkl can be written as,
Eijkl =
{
E+ijkl, in material (+),
E−ijkl, in material (-).
(2.8)
Furthermore, there is constant strain in each of the materials,
(
ε0kl − εkl(χ)
)
=
{
ε+ij , in material (+),
ε−ij , in material (-).
(2.9)
Hence, ε+ij and ε−ij are constant fields. Equations 2.8 and 2.9 can be combined to find
the constant stress fields in each of the materials.
Eijkl
(
ε0kl − εkl(χ)
)
=
{
σ+ij , in material (+),
σ−ij , in material (-).
(2.10)
A definition for the macroscopic strain ε0ij can be obtained if Equation 2.9 is integrated
over period Y ,
ε0ij =
1
|Y |
∫
Y
(
ε0kl − εkl(χ)
)
dY = µ1ε+ij + (1− µ1)ε−ij . (2.11)
Similarly, an expression for the macroscopic stress tensor σ0ij can be obtained, if
Equations 2.8-2.10 are combined,
σ0ij =
1
|Y |
∫
Y
Eijkl
(
ε0kl − εkl(χ)
)
dY = µ1E+ijklε
+
kl + (1− µ1)E−ijklε−kl. (2.12)
Using Equations 2.7-2.11, and 2.12, it is possible to describe the homogenized elasticity
tensor of a rank-1 laminate ER1ijkl in terms of local strains and known quantities,
(E+ijkl − ER1ijkl)µ1ε+kl = (1− µ1)(ER1ijkl − E−ijkl)ε−kl. (2.13)
Hence, the goal is to find a description of ε+ij and ε−ij to allow for an analytical
description of ER1ijkl. To do so, we make use of the continuity conditions at the
interface between material (-) and (+):
1. The normal component of the stress along the interface is continuous.
2. The shear components of the stress is continuous along the interface.
3. The tangential component of the strain has to be continuous along the interface.
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These three conditions can be written as,
σ+ijn
1
in
1
j = σ−ij(−n1i )(−n1j ) or E+ijklε+kln1in1j = E−ijklε−kln1in1j ,
σ+ijn
1
i t
1
j = σ−ij(−n1i )(−t1j ) or E+ijklε+kln1i t1j = E−ijklε−kln1i t1j ,
ε+ijt
1
i t
1
j = ε−ij(−t1i )(−t1j ).
(2.14)
Furthermore, the following description for the difference between ε+ij and ε−ij is used,
ε+ij − ε−ij = c1n1in1j +
c2
2 [n
1
i t
1
j + t1in1j ] + c3t1i t1j , (2.15)
with ci constants. These constants can be found by subsituting Equation 2.15 into
the interface conditions and assuming that the strong material (+) is isotropic with
Young’s modulus E0 and Poisson’s ratio ν0. Hence, after some manipulations one
can write,
ε+ij = ε−ij −
(1− ν20)
E0
Λ1ijkl(E+klmn − E−klmn)ε−mn. (2.16)
With,
Λ1ijkl = n1in1jn1kn1l +
t1in
1
j t
1
kn
1
l + n1i t1j t1kn1l + t1in1jn1kt1l + n1i t1jn1kt1l
2(1− ν0) . (2.17)
One can substitute Equation 2.16 into Equation 2.13 and after extensive but not
necessarily difficult derivations the elasticity tensor of the rank-1 laminate can be
obtained,
ER1ijkl = E+ijkl − (1− µ1)
(
(E+ijkl − E−ijkl)−1 −
µ1(1− ν20)
E0
Λ1ijkl
)−1
. (2.18)
Similarly, one can derive the compliance tensor CR1 using this method, as well as
the expressions in 3D. It has to be mentioned that if a rank-N laminate is considered,
there exists an alternative method to write the properties without directly using
relative layer widths µi. Instead a volume fraction ρ is used for material (+) and
relative layer contributions pn are used s.t.
∑N
n=1 pn = 1. In this way the properties
for a rank-N laminate can be described as,
ERNijkl = E+ijkl − (1− ρ)
(
(E+ijkl − E−ijkl)−1 −
ρ(1− ν20)
E0
N∑
n=1
pnΛnijkl
)−1
. (2.19)
Furthermore, in 2D the entire space of possible rank-N laminate properties for
a fixed volume fraction can be uniquely described by using only 4 trigonometric
moments [Avellaneda and Milton, 1988].
m1 =
N∑
n=1
pncos(2θn), m2 =
N∑
n=1
pnsin(2θn),
m3 =
N∑
n=1
pncos(4θn), m4 =
N∑
n=1
pnsin(4θn),
(2.20)
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where these four moments can be substituted in Equation 2.19. The feasible set of
momentsM is described using the result of Krein and Nudelman [1977].
M = m ∈ R4, s.t.

m21 +m22 ≤ 1,
−1 ≤ m3 ≤ 1,
2m21
1+m3 +
2m22
1−m3 +
m24
1−m23 −
4m1m2m4
1−m23 ≤ 1.
(2.21)
The description in terms of moments has been used to prove many properties of
rank-N laminates. Furthermore, Lipton [1994a] has introduced a method to link
these moments to a rank-3 laminate description, finding relative layer contributions
pn and angles θn, which describe vectors nn and tn. For 3D problems Díaz and
Lipton [2000] showed that 15 moments are needed to describe the space of possible
rank-6 laminates for a given volume fraction ρ.
Finally, it has to be mentioned that an important property of finite rank laminates
is that for any set of applied strains and a fixed volume fraction ρ, the sum of
strain energies is concave, w.r.t. the description of the elasticity tensor ERN .
The proof is given by Lipton [1994b] and it has several important implications.
Naturally, this property also implies that for a set of applied stresses the sum of
complementary energies is convex w.r.t. compliance tensor CH . Furthermore, for
a given microstructure density distribution in domain Ω it is possible to find the
optimal composite design to achieve maximum stiffness.
2.2.3 Inverse homogenization for microstructural design
The theory of numerical homogenization, can also be turned around to find a
microstructure with some desired effective properties. This process of designing a
material with desired homogenized properties was introduced by Sigmund [1994] and is
generally referred to as the inverse homogenization method. In the context of elasticity,
this design method has led to materials with negative Poisson’s ratio [Andreassen
et al., 2014; Clausen et al., 2015b; Larsen et al., 1997; Sigmund, 1994], materials with
maximum shear and bulk moduli [Sigmund, 1999, 2000], or materials with increased
buckling strength [Neves et al., 2002; Thomsen et al., 2018].
Besides elasticity problems, Sigmund and Torquato [1996, 1997] considered thermal
expansion problems, while Torquato et al. [2002] included thermal and electrical
conductivity. Microstructures optimized for both bulk modulus and fluid permeability
have been proposed by Guest and Prévost [2007]. Furthermore, topology optimization
of photonic and phononic materials have been considered by Bonnecaze et al. [2003];
Jensen and Sigmund [2011]. It should be mentioned that a more detailed discussion
of the field of material design using topology optimization for various types of physics
is given in the recent review papers by Cadman et al. [2013]; Osanov and Guest
[2016] and the Ph.D. thesis by Andreassen et al. [2015].
Finally, inverse homogenization is extensively used to design microstructures that
maximize the stiffness with respect to a certain set of strains or stresses acting on it.
As is discussed in Chapter 3 and in [P3] it is possible to approximate a rank-3 laminate
by a single-scale design, to identify how much one loses in performance if one goes
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from multi-scale to single-scale composites. The design of these microstructures with
extremal stiffness is used extensively in multi-scale topology optimization methods.
This is amongst others, is the topic of the next section.
2.3 Topology optimization using the relaxed space
Consider the total potential energy Πtot in domain Ω, which depends on the internal
Πint and external Πext work. Note that Ω consists of composite materials and the
effective properties EH are known.
Πtot = Πint−Πext = 12
∫
Ω
ε(u) : EH : ε(u)dΩ−
∫
Ω
b ·udΩ−
∫
Γn
tN ·udΓn. (2.22)
The corresponding stationary point that minimizes the total potential energy can be
found by solving the following variational problem,∫
Ω
ε(u) : EH : ε(v)dΩ =
∫
Ω
b · vdΩ−
∫
Γn
tN · vdΓn. (2.23)
with v the test field. Both u and v are in the space of kinematically admissible
displacement fields U . The compliance of a structure is the applied external work
Πext, which we want to minimize. Hence, the goal is to find a structure that maximizes
the potential energy Πtot, while equilibrium is satisfied in case of a single load. In
case of nF independent load-cases it possible to find objective J , which is the sum
of the weighted compliances for each load case, i.e.
J =
nF∑
k=1
wk
(∫
Ω
bk · ukdΩ +
∫
Γn
tkN · ukdΓn
)
= −2
nF∑
k=1
wkΠktot. (2.24)
Here wk corresponds to the weighting factor of the kth load case. It should be noted
that different objectives than the weighted sum of compliances can be considered,
e.g to minimize the largest compliance of the nF load-cases [Krog and Olhoff, 1997].
Besides an equilibrium for each load case, an upper bound on the volume fraction of
the expensive material phase (+) is posed, referred to as Vmax.∫
Ω
ρdΩ ≤ Vmax
∫
Ω
dΩ. (2.25)
A compliance minimization problem using the relaxed design space with multiple
load cases can thus be written as,
max
ρ∫
Ω
ρdΩ≤Vmax
max
EH(ρ)∈Ead
min
uk∈U

nF∑
k=1
wkΠktot
 , (2.26)
where Ead indicates the admissible set of elasticity tensors considered. This can
for example be the set of rank-3 microstructures. For a plane problem EH of a
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rank-3 laminate can be described using three different parameterizations. First, one
can use a density ρ and four trigonometric moments m1,m2,m3,m4, using these
moments requires two point-wise inequality constraints to bound the feasible set of
moments (see Equation 2.21). Second, the rank-3 laminate can be parameterized
using a density ρ, relative layer contributions p1, p2, p3 and layer orientations θ1, θ2, θ3.
This requires a single point-wise equality constraint, since
∑3
i=1 pi = 1. Finally, a
rank-3 laminate can be parameterized using relative layer widths µ1, µ2, µ3 and layer
orientations θ1, θ2, θ3. In this way, ρ is a function of the relative layer widths. Hence,
such a problem can be written as,
max
µ,θ∫
Ω
ρ(µ)dΩ≤Vmax
min
uk∈U

nF∑
k=1
wkΠktot
 . (2.27)
There are many different ways to solve the optimization problems written in
Equations 2.26 and 2.27. One can derive the optimality conditions and solve the
problem as a large system using a Newton method, e.g. [Hoppe et al., 2006; Kočvara
and Mohammed, 2016]. This is the so-called simultaneous analysis and design
(SAND) approach. However, by far the most conventional approach is to solve
Problem 2.26 in a sequence of separable convex approximations, see e.g [Fleury,
1993]. For a given design and applied load cases the equilibrium Equation 2.23 is
solved, and subsequently using the fixed displacements field a convex sub-problem
is created to update the parameters describing the elasticity tensor based on their
gradients and possibly second-order derivatives. This process can then be repeated
until convergence, and is called the nested analysis and design (NAND) approach.
The most widely used method to update the design variables is the method of moving
asymptotes (MMA) introduced by Svanberg [1987]. However, besides this first-order
method, several other optimization algorithms can be used, see e.g the recent review
paper by Rojas-Labanda and Stolpe [2015].
In this thesis and papers [P1],[P2] and [P4] I will consider the NAND approach,
in combination with the MMA for the update of the design variables. Consider
Equation 2.27, then for fixed displacement fields uk the gradients of objective J can
be derived with respect to the parameters describing the design. This is in general
done by solving for adjoint states λk; however, a compliance minimization problem
has the nice property of being self-adjoint. Hence, λk = −uk.
2.3.1 Hierarchical problem form
In some cases it can be beneficial to interchange the maximization w.r.t EH and the
minimization w.r.t. u in Equation 2.26. The reason for that is that maximization
w.r.t EH can be solved as a local problem. Solving it locally, would mean that
one can parallelize these local subproblems, but also that the KKT-matrix used
in the optimization step can be split up in smaller matrices. This is especially
beneficial considering the large amount of point-wise constraints inherent to a rank-3
parameterization using trigonometric moments m.
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For a function φ depending on two parameters x, y we have the following classical
result,
max
x
min
y
φ(x, y) ≤ min
y
max
x
φ(x, y), (2.28)
where the equality holds if φ is concave in x and convex in y. As is shown by Lipton
[1994b] the strain energy density E for any set of applied strains is concave, w.r.t.
the elasticity tensor of a rank-N laminate for a fixed composite density ρ. The strain
energy density can be written as,
E = 12
nF∑
k=1
wk
(∫
Ω
ε(uk) : EH : ε(uk)dΩ =
nF∑
k=1
wkΠkint. (2.29)
Using the concavity of the strain energy density, Lipton [1994b] showed that there
exists a saddle point, which allows the interchange the min- and max-operators in
Equation 2.26 without loss in optimality. Hence, Equation 2.26 can be rewritten as,
max
ρ∫
Ω
ρdΩ≤Vmax
min
uk∈U
 maxEH(ρ)∈Ead
{
E(εk, ρ)
}
−
nF∑
k=1
wkΠkext
 . (2.30)
Such a problem can be solved efficiently using a parameterization of a rank-3 laminate
with four trigonometric moments and the following three-step algorithm for a design
update in a NAND approach [Díaz et al., 1995]:
1. For a fixed design ρ,m1,m2,m3,m4 solve displacement fields uk.
2. For fixed ρ and uk maximize the local strain energy density E .
3. Update the density s.t. the global volume constraint based on the gradients.
The local problems to maximize the strain energy density can be solved for each point
independently. This allows for a parallel computation of the update of moments m.
In general, one can have a microstructure description which is not concave in
strain energy, e.g. if microstructure design using an inverse homogenization method
is considered. Nevertheless, a procedure using Equation 2.30 still makes sense. A
hierarchical solution method as proposed by Rodrigues et al. [2002] is in general the
only way to make the massive amount of computations manageable.
2.3.2 Relation to SIMP
The solid isotropic microstructure with penalty (SIMP) method is the best-known
topology optimization method. Introduced by Bendsøe [1989] and in slightly modified
form by Zhou and Rozvany [1991], the method assumes an isotropic elasticity tensor
defined by a density variable ρ ∈ [0, 1], Poisson’s ratio ν0 and a Young’s modulus E0,
which are the material properties of the fully solid isotropic material. The effective
Young’s modulus E∗ can be interpolated for intermediate values of density ρ using,
E∗(ρ) = 10−9E0 + (1− 10−9)E0ρp. (2.31)
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Here the penalization parameter p > 1 makes it non-economical to have material
with intermediate density. Hence, the density distribution converges towards binary
values, meaning the design can easily be interpreted by an engineer. Please note that
the interpolation introduced by Sigmund [2007] is considerer here, which allows the
density to be exactly zero, while still having a small (10−9E0) stiffness, such that
the displacement can be modeled on a fixed finite element mesh.
Although initially considered as an artificial material model, Bendsøe and Sigmund
[1999] have shown that intermediate values of density can be considered to be isotropic
microstructures. However, to not violate the Hashin-Shtrikman bounds [Hashin and
Shtrikman, 1963] the penalization parameter p needs to be bounded from below,
where this bound depends on ν0 and the dimension of the design domain. Since
the elasticity tensor EH completely depends on the density distribution ρ, the
minimization problem 2.26 using the SIMP method can be written as,
max
ρ∫
Ω
ρdΩ≤Vmax
min
uk∈U

nF∑
k=1
wkΠktot
 . (2.32)
Several codes are publicly available to perform compliance minimization using
the SIMP method. Sigmund [2001] introduced a MATLAB program to do topology
optimization in 2D, which was later improved for efficiency by Andreassen et al.
[2010]. For topology optimization in 3D there is the MATLAB code by Liu and Tovar
[2014], while Aage et al. [2014] introduced a code for efficient large scale topology
optimization in the PETSc framework.
As a final note, it is known that setting p = 1 for 2D problems corresponds to the
variable thickness sheet design problem as introduced by Rossow and Taylor [1973],
where ρ can be interpreted as a thickness in the third dimension. A problem of this
type (p = 1) is convex and existence of a solution is known (a detailed discussion is
given in Bendsøe and Sigmund [2004]). Since this is not the case for a problem using
p > 1, it is generally recommended to start the optimization iterations using p = 1
and then increase the value of p using a continuation approach (see e.g. [Sigmund
et al., 2016]).
2.4 Literature review of multi-scale design methods
There is a vast amount of research on different methods to perform multi-scale
topology optimization for compliance minimization problems. These methods can
be broadly classified into two categories: 1) multi-scale methods using optimal
microstructures, 2) multi-scale methods using single-scale microstructures optimized
using inverse homogenization, possibly with severe restrictions on the microstructure
shape.
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2.4.1 Topology optimization using optimal multi-scale
microstructures
After the landmark contribution on topology optimization by Bendsøe and Kikuchi
[1988], Bendsøe [1989] was the first to consider the use of optimal rank-2 laminates
for the solution of a topology optimization problem in 2D s.t a single load case.
Similarly, this class of microstructures was considered by Allaire and Francfort [1993];
Allaire and Kohn [1993], where the dual problem of 2.26 is solved, which is in terms
of stresses rather than displacements. By doing so, it was shown that the optimal
complementary energy can be written only in terms of the stress tensor σ, where the
relative layer widths and orientations follow from σ. A similar problem reduction for
in terms of strain tensor ε is provided by Jog et al. [1994]; however, in this case the
microstructure density ρ remains a design variable.
Besides single load case problems, multiple load case problems have been consid-
ered for 2D problems. This problem has been solved for both plane problems [Allaire
et al., 1996; Cherkaev et al., 1998] and plate optimization problems [Díaz et al., 1995;
Hammer et al., 1997; Krog and Olhoff, 1997]. In the case of plate problems, several
parameterizations can be considered, e.g. a reinforced plate consisting of compliant
core material.
A generalization to 3D structures has been made by Allaire et al. [1997]; Cherkaev
and Palais [1996]; Díaz and Lipton [1997]; Olhoff et al. [1998] where orthogonal rank-3
laminates are considered, which are optimal for single load cases. Furthermore, Díaz
and Lipton [2000] considered the 3D design problem with multiple independent load
cases. To solve such a problem, they parameterized the rank-6 laminate using 15
trigonometric moments m and a local volume fraction ρ.
An important benefit of using optimal microstructures is that complex designs can
be represented on a relatively coarse mesh. The reason is that a point-wise composite
material description holds much more information than a point-wise material or
void description, as is the case using the SIMP method. This allows for an overall
efficient solution procedure. Hence, performing multi-scale topology optimization
with optimal microstructures can give an engineer valuable insights about the optimal
design (e.g. material use and layer directions) in a relatively short time. Furthermore,
a lower bound on the compliance J can be found, which cannot be beaten by a
single-scale design method.
Finally, it has to be mentioned that if one is purely interested in having an efficient
reference objective value J , there is the possibility to solve the optimization problem
using a free material optimization (FMO) formulation. This method, introduced
by Ringertz [1993] and Bendsoe et al. [1994], considers the symmetric positive definite
elasticity tensor EH itself as the design variable. A relation between a local density
distribution can be made by considering either the trace norm or the Frobenius
norm of EH . For an overview of FMO methods, as well as efficient interior-point
algorithms to solve large-scale optimization problems, I refer the interested reader to
the Ph.D. thesis of Weldeyesus et al. [2014] and references therein.
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2.4.2 Topology optimization using single-scale microstructures
The seminal paper on topology optimization by Bendsøe and Kikuchi [1988] is the first
work to consider multi-scale topology optimization with single-scale microstructures.
The considered class of single-scale microstructures are square unit-cells, with a
rectangular hole. The parameters describing elasticity tensor EH are the height a1
and width a2 of the hole, as well as the unit-cell orientation θ. The corresponding
unit-cell parameterization can be seen in Figure 2.3
y1
y2
a1
a2
y1
y2
x1
x2
θ
Figure 2.3: Layout of the unit-cell with a rectangular hole, in local (y1,y2), and
global (x1,x2) coordinate system.
The 2D optimization problem s.t. a single load is solved in a very similar manner
as when optimal rank-2 laminates are used. Furthermore, the designs using the
square unit-cell with rectangular hole perform very close to optimal rank-2 designs.
A more general multi-scale optimization method using single-scale microstructures
is the hierarchical optimization method introduced by Rodrigues et al. [2002]. Here
the optimization from Equation 2.30 is considered, where the local problems are
optimized using an inverse homogenization approach. Compared to the use of rank-N
laminates, a very large number of design variables is involved. For a result in a
relatively short time the method has to be parallelized [Coelho et al., 2011], which
can easily be done since the local sub-problems are independent of each other. It
should be mentioned that in the context of shape optimization the method has been
extended by Barbarosie and Toader [2012], and for non-linear elasticity by Xia and
Breitkopf [2017].
An often hear critique of the above-mentioned method is that the involved com-
putational cost is very large, and that the microstructures are not connected. To
reduce the computational cost, one can restrict the number of allowable microstruc-
tures [Sivapuram et al., 2016]; however, this does not say anything about connectivity.
To circumvent this Liu et al. [2008] use only one type of microstructure. Hence,
the macroscopic density distribution can either have the prescribed microstructure
density or is void, while the microstructure is optimized to achieve the overall best
performance. The use of graded structures, e.g. [Cramer et al., 2015; Wang et al.,
2017] allows for slightly more freedom. In these approaches, there is a base geometry
described by a level-set, which can be thresholded at several levels for varying density.
Hence, this base shape ensures connectivity between the microstructures. However, it
should be noted that none of these works using a restricted number of microstructures,
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describe a comparison in performance with designs optimized using the unrestricted
hierarchical approach by Rodrigues et al. [2002].
Besides using heavily restricted microstructures, one can also enforce continuity
through constraints. Zhou and Li [2008b] proposed a method to connect different
microstructures using an interface zone. Unfortunately, this connection method
does not contain any information about the load transfer and therefore should be
used with care. Another method to ensure well-connected microstructures, with less
restriction is the sequential approach introduced by Schury et al. [2012]. Here the
optimal density and elasticity distribution is first found using FMO. Afterwards, the
microstructures are approximated on a single scale using inverse homogenization,
while continuity is enforced.
Interestingly, all above-mentioned methods with restricted and or connected
microstructures lack a full-scale analysis of the optimized shape. This raises the
question if the connectivity between the microstructure is only cosmetic, or if it
actually allows for efficient load transfer. The work by Zhang and Sun [2006] is one
of the few, that does compare the difference in performance of a full-scale analysis
with a homogenization-based analysis. More details on the scale effect of structures
designed by the inverse homogenization method, and analysis on the full domain can
be found in the work by Coelho et al. [2016].
Finally, it should be mentioned that Lazarov [2014] and Alexandersen and Lazarov
[2015] employ the multi-scale finite element method (MsFEM) for the design of large
scale high-resolution designs. There is no separation of scales assumed for the design
description, instead the equilibrium equations are solved in a multi-scale manner.
Furthermore, the design description can be specified as periodic, allowing for an
even more efficient solution method. In this case, large scale well-connected periodic
designs can be obtained with an excellent performance on the full scale. Nevertheless,
the involved computational cost is still high compared to homogenization-based
topology optimization using optimal microstructures.
2.4.3 Concluding remarks
Over the recent decades a variety of different methods have been proposed to do
multi-scale topology optimization. A large part has focused on optimal or near-
optimal microstructures; however, partially due to mature AM methods a great deal
of attention has been given to methods to get well-connected designs as well.
For many of the latter approaches the performance is still modeled by assuming
separation of scales. This raises the question on how well these designs actually
perform, and if the connectivity is only ensured for visualization. Furthermore,
there seems to be a lack of knowledge about the classical and well-established multi-
scale optimization methods, since no comparisons are made on how much is lost in
performance, compared to truly optimal microstructures.
In general, it is my opinion that explicitly enforcing single-scale microstructures
optimized using inverse homogenization to be connected throughout domain Ω poses
a too large restriction on the performance of the design. I believe that it is better
to find a close to optimal microstructure description, which is globally smoothly
varying such that it can be interpreted by geometrical means as is proposed by Pantz
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and Trabelsi [2008]. Finding such a parameterization, which should be close to the
optimal multi-scale microstructures will be discussed in more detail in Chapters 4
and 5.
3
Interpretations of optimal
microstructures on a single scale
Although multi-scale microstructures can reach the optimal energy, there are no
means to practically manufacture them. Therefore, it is important to identify the
reduction in performance when optimal microstructures are interpreted on a single
scale. Two-phase composites with an isotropic stiff phase defined by E0 and ν0 and
a void phase are considered. The most classical case, compliance minimization of
a plane stress problem with a single load case is considered first. For this type of
problem there actually exists a class of single-scale microstructures, which can reach
the optimal energy for certain loading conditions.
Furthermore, it is well-known that in the low volume fraction limit a multi-scale
microstructure reduces to one on a single scale. This theory can be used for the
design of truss lattice structures (TLS) in 3D. Here a simple and periodic class of
lattice structures is considered, that remains close to the optimal energy bound for
anisotropic loading situations. Furthermore, the difference between optimal closed-
wall microstructures, i.e. plate lattice structures (PLS) and truss lattice structure
will be shown.
This chapter is concluded by a discussion on optimal microstructures for plane
stress problems, i.e. rank-3 laminates. The non-uniqueness of these laminates will be
discussed, and I will discuss how these optimal microstructures can be interpreted
on a single scale, with a relatively small loss in optimality.
3.1 Topology optimization in 2D using a single loading case
It is well-known that a rank-2 laminate with orthogonal layers can reach the optimal
energy bound for a single load case. For a fixed microstructure volume fraction
ρ, and a microstructure oriented along the principal stress directions, the relative
layer widths µ1 and µ2 can be written in terms of, the principal stresses (σI and
σII) [Allaire and Kohn, 1993]. Hence, the optimal energy, which can be reached by a
rank-2 laminate can be written as a ratio of the principal stresses ησ = σI/σII .
Interestingly, when this ratio is positive, i.e. when ησ ≥ 0, there exists a class
of single-scale microstructures, the so-called Vigdergauz structures that can reach
the optimal energy bound [Grabovsky and Kohn, 1995; Vigdergauz, 1994]. These
microstructures have an inclusion that can be described by a geometrical relation.
An example of such a Vigdergauz microstructure obtained inverse homogenization
for ρ = 0.5, E0 = 1, ν0 = 1/3, and ησ = 0.25 can be seen in Figure 3.1(a), while
an optimized structure for ησ = 0.5 is shown in Figure 3.1(b). Unfortunately, as
discussed by Allaire and Aubry [1999], there is no single-scale microstructure that
can achieve the optimal energy for ησ < 0.
A comparison between the energy that can be obtained for different optimally
oriented microstructures using ρ = 0.5 and different values of ησ can be seen in
Figure 3.2 [Bendsøe and Sigmund, 1999]. For ησ ≥ 0 the rank-2 and Vigdergauz
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(a) ησ = 0.25. (b) ησ = 0.5.
Figure 3.1: Vigdergauz microstructures, obtained using inverse homogenization for
two different principal stress ratios, with ρ = 0.5 and ν0 = 1/3.
microstructures reach the same optimal energy. For ησ < 0 it can be seen that the
obtained energy using Vigdergauz microstructures is very close to the energy that
can be obtained using the sub-optimal square unit-cells with a rectangular hole,
introduced by Bendsøe and Kikuchi [1988].
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Figure 3.2: Comparison of complementary energies as a function of principal stress
ratio for ρ = 0.5 and various microstructures, picture from [Bendsøe and Sigmund,
1999] included with permission from Ole Sigmund.
To identify the performance loss of using single-scale microstructures, consider
the cantilever beam example shown in Figure 3.3(a), which is optimized using both
rank-2 laminates and the square unit-cell with a rectangular hole. The compliance
minimization problem is solved in a nested analysis and design approach. The
domain is discretized in nx × ny bi-linear finite elements, which each have a unique
microstructure, e.g. for a rank-2 laminate described by θe, µe,1 and µe,2 for element
e. As shown by Pedersen [1989, 1990], the optimal orientation of an orthotropic
composite coincides with the principal stress directions. Hence, the design vector
containing the unit-cell orientations θ is updated in each minimization step, using
the displacement and corresponding stress calculation. Subsequently, design vectors
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µ1 and µ2 are updated based on their gradients using the updated microstructure
orientation. The discretized optimization problem can thus be written as,
min
µ1,µ2,θ
: J (µ1,µ2,θ,U),
s.t. : K(µ1,µ2,θ)U = F,
: vTρ(µ1,µ2)− VmaxA ≤ 0,
: 0 ≤ µ1,µ2 ≤ 1.
(3.1)
where v is the vector containing the element volumes, Vmax is the maximum allowed
fraction of the material in Ω, with A is the area of Ω. Stiffness matrix K is a function
of µ1,µ2 and θ. F describes the loads acting on the domain, and U describes the
solution of the equilibrium equation. For the design update of µ1,µ2 the MATLAB
implementation of the Method of Moving Asymptotes (MMA) introduced by Svanberg
[1987] is used.
Two issues remain. First, it has been shown by Díaz and Sigmund [1995] that a
checkerboard-like pattern analyzed using bi-linear finite elements possesses higher
stiffness than an optimal rank-2 laminate with same average density. To avoid
these artificially stiff patterns, a classical density filter [Bourdin, 2001; Bruns and
Tortorelli, 2001] with a radius R slightly larger than element length h is used, i.e.
R = 1.5 h. The second issue is that the compliance tensor for a rank-2 laminate using
a stiff material and void is singular. Many different methods have been suggested to
overcome this issue, see e.g. [Allaire, 2002]. In this numerical example, an isotropic
weak material using Emin = 10−4E0 is simply added to the effective properties.
?
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(a) Design domain and BC’s. (b) Rank-2, 80× 40 elements. (c) Rectangular hole, 80× 40
elements.
(d) sign{ησ} for (c). (e) SIMP, 80× 40 elements. (f) SIMP, 200× 100 elements.
Figure 3.3: The Michell cantilever, optimized using different microstructure represen-
tations for different mesh sizes, with Vmax = 0.4, E0 = 1, and ν0 = 0.3.
The resulting compliance values J for the rank-2 design and for the microstructure
with the rectangular hole can be seen in Table 3.1. The corresponding optimized den-
sity distributions using a discretization of 80×40 elements are shown in Figures 3.3(b)
22 Chapter 3. Interpretations of optimal microstructures on a single scale
and (c). The difference in compliance between the single-scale and multi-scale mi-
crostructure is small. Furthermore, the increase in performance using Vigdergauz
microstructures instead of the unit-cell with rectangular hole would be negligible,
since ησ is negative in almost the entire domain, as can be seen in Figure 3.3(d).
Here the blue color indicates ησ < 0, while yellow means ησ ≥ 0. Please note that
the yellow regions close to the Dirichlet boundary correspond to regions where one
layer direction vanishes, i.e. ησ = 0.
Table 3.1: Compliance values J for the Michell cantilever, optimized using different
discretizations and microstructures, for Vmax = 0.4, E0 = 1 and ν0 = 0.3.
Microstructure 40× 20 80× 40 120× 60 160× 80 200× 100
Rank-2 69.28 69.21 69.48 69.78 70.13
Rectangular hole 71.92 71.00 70.67 70.69 71.04
SIMP 79.86 75.72 73.66 73.06 72.58
Finally, the homogenization-based designs are compared with standard density-
based designs. To do so, the SIMP methods is used with a continuation scheme
that starts with penalization factor p = 1, every 50 iterations p increases by 0.25
until p = 4, in the final iterations no filtering is applied to ensure convergence to
binary values. Two different designs are shown in Figure 3.3(e) and (f), while the
compliance values for different mesh sizes are shown in Table 3.1. It can be seen
that, as expected, the compliance values are improved when more design freedom is
allowed. Nevertheless, the homogenization-based designs perform better, especially
for coarse design descriptions. A method to interpret these coarse-scale designs on a
very fine scale is presented in [P1] and Chapter 4.
3.2 Optimal microstructures in the low density limit
In the previous section, the result of Allaire and Aubry [1999] was discussed, which
states that some extremal elasticity tensors EH are only realizable by multi-scale
composites, i.e. laminates of rank more than one. This statement can actually be
relaxed in the low density limit. As is shown by Bourdin and Kohn [2008] a rank-N
laminate can be approximated by summing the contributions of individual rank-1
laminates. Hence, for the compliance tensor of a rank-3 laminate described using
relative layer widths µ and layer orientations θ we have the following relation,
ER3(µ1, µ2, µ3, θ1, θ2, θ3) ≈
3∑
i=1
ER1(µi, θi)−O(ρ2). (3.2)
Here the error is thus in the order of the microstructure volume fraction ρ squared,
if ρ→ 0 the error thus becomes negligible. Furthermore, in the low density limit,
ρ =
N∑
i=1
µi. (3.3)
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3.2.1 The Michell-problem in the low density limit
Actually, it was shown by Allaire and Kohn [1993] and Bendsøe and Haber [1993]
that a single load case problem in 2D using rank-2 laminates in the low-density
limit corresponds to the lay-out theory of Michell trusses Michell [1904]. This is a
continuum description of two orthogonal fields of tension/compression, with members
that are directed along the principal stress/strain, and no interaction between these
two members. Hence the corresponding elasticity tensor can be written in Voigt
notation as,
EH = RT (θ)
E0µ1 0 00 E0µ2 0
0 0 0
R(θ), (3.4)
where relative widths µ1 and µ2 are scaling parameters proportional to the size of the
principal stresses/strains and θ describes the orientation of the principal directions.
To circumvent a singular elasticity tensor, a background isotropic stiffness tensor is
added, with a Young’s modulus Emin, several orders of magnitude lower than E0.
The topology optimization problem is almost identical to Equation 3.1; however,
there is no upper bound on layer widths µ1 and µ2, and the volume constraint can
be seen as a scaling parameter.
More details on solving this type of topology optimization problems can be found
in [P2]. Furthermore, a similar approach using truss-like continua has been applied
for the case of multiple loads by Zhou and Li [2008a, 2010].
3.2.2 Finding optimal lattice structures in the low density limit
The approach of Bourdin and Kohn [2008] can be applied to represent rank-N
laminates on a single scale. In 2D, this corresponds to truss lattice structures
(TLS), and in 3D to plate lattice structures (PLS). In a similar fashion, truss lattice
structures can be assembled in 3D. The elasticity tensor ET of a TLS using nt
number of trusses can be defined as,
ET =
nt∑
i=1
µiR
T (ni)E0R(ni). (3.5)
With E0 is the elasticity of a single truss member with unit-area in its own frame of
reference, i.e. E01111 = E0, while all other terms in E0 are zero. Furthermore, R is
the classical rotation matrix which depends on ni, the pointing direction of bar i.
The above lattice description has been used by Christensen and Waals [1972]
to determine the analytical properties of an isotropic TLS. By integrating over the
entire space of possible orientations and assuming equal thickness µ for each member,
they derived the effective Young’s modulus E∗T and Poisson’s ratio ν∗T of an isotropic
TLS.
E∗T =
ρ
6E0, ν
∗
T =
1
4 .
(3.6)
Much more recently, Gurtner and Durand [2014]; Latture et al. [2018]; Messner [2016]
found simple periodic isotropic TLS parameterizations.
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In [P5] we were interested in finding TLS with maximum strain energy beyond
isotropy. To this end, the space of possible lattice orientations can be discretized
using a large number of equispaced members. Subsequently, the corresponding areas
can be optimized, as proposed by Bourdin and Kohn [2008]. However, the number of
possible lattice members needs to be very large in 3D, e.g. (> 104) to get close to a
true optimal energy. A much more simple approach is to discretize a low number
of truss members e.g. (6-10), using pointing direction ni and member area µi per
truss i as design variable. This discretization can be used to find the minimum
complementary energy CT for nσ stress cases,
min
n,µ
: CT =
nσ∑
k=1
1
nσ
σk :
( nt∑
i=1
µiR
T (ni)E0R(ni)
)−1
: σk − γµ‖µ‖,
s.t. :
nt∑
i=1
µi ≤ ρ¯,
: 0 ≤ µ ≤ ρ¯.
(3.7)
Here, ρ¯ is a volume constraint. The regularization term γµ‖µ‖ penalizes truss
members with the same orientation, with γµ ≥ 0 the regularization factor and ‖ · ‖
the Euclidean norm. This approach is tested for a large number of different stress
cases, i.e. we considered nσ ranging from 2 to 7, where for each value nσ 500 loading
conditions have been randomly generated. More details on how these random stresses
are created can be found in [P5].
Interestingly, the optimization method using Equation 3.7 outperforms the method
of Bourdin and Kohn [2008] both in computational cost and performance. The
performance difference is due to the fact that tiny changes in truss orientation
can have a significant effect on the energy. The fact that the method continuously
outperforms the convex optimization method by Bourdin and Kohn [2008], means that
the obtained complementary energy can be considered as an optimal reference bound
for practical comparison purposes. Furthermore, it has to be mentioned that using
the developed reference approach an isotropic TLS with only 6 periodic members
has been found. Unfortunately however, the TLS itself cannot be constructed as a
stable lattice since the members cannot be connected.
3.2.3 Periodic lattice structures
Besides an optimal lattice description, we are looking for one which can be periodically
tessellated in space. To do so, inspiration can be drawn from the field of geometry
and crystallography, e.g. by looking at the well-known Bravais lattice structures and
possible combinations of them Zok et al. [2016]. In [P5] we consider the parallelepiped
13 bar TLS, shown in Figure 3.4(b), which is composed of 3 periodic edge bars, 6
periodic face bars and 4 periodic body bars.
The orientation of all bars in this periodic TLS can be described by 6 Euler angles
θ (describing the orientation of the 3 periodic edge bars), and two length variables
s describing the lengths of two of the edge bars, the third one is always kept at
unit-length. Using these 8 variables, the orientation of all face and body bars can be
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Figure 3.4: Proposed truss lattice structures (TLS) in cubic cells, including (a) four
TLS with 7 periodic sets of members, and (b) a TLS with 13 periodic sets of bars.
Blue, red and green bars indicate edge, face and body bars respectively.
described. Furthermore, a member area variable is required for each unique periodic
member, which means a total of 21 variables is required to parameterize the 13 bar
TLS.
The most important result of [P5] is that 4 different 7 bar TLS can be identified,
which are all subsets of the 13 bar TLS; however, independent of each other as is
shown in Figure 3.4(a). The first two TLS, L7− I and L7− II exhibit rigid behavior
in most directions, while L7− III and L7− IV are able to behave rigidly in certain
directions and compliant in the other. We proposed that for any type of anisotropic
loading, one of these four simple 7 bar lattice structures will perform very close to the
optimal energy bound, allowing an engineer to use this simple periodic microstructure
in a design.
To test this hypothesis, the 5 periodic structures of Figure 3.4 are all optimized
for the 3000 random load cases, using optimization Problem 3.7. For each load
case we find the best performing 7-bar TLS with lowest complementary energy C7,
which is compare to the postulated bound CT using a non-periodic microstructure
description to obtain relative difference d7,
d7 = C
7 − CT
CT . (3.8)
A similar difference can be found for the 13-bar TLS. For each number of stresses nσ,
the maximum relative differences (i.e. worst performance) out of the 500 possibilities
are shown in Table 3.2.
Table 3.2: Maximum relative difference among 500 random loading situations in each
group of nσ stress cases.
nσ 2 3 4 5 6 7
max
{
d7
}
2.51E-06 3.99E-07 1.09E-03 6.7E-04 2.34E-14 2.54E-14
max
{
d13
}
1.82E-06 4.80E-07 1.09E-03 6.71E-04 3.45E-14 5.04E-14
From these experiments very important conclusions can be drawn. First, the
difference between the best 7 bar TLS and the 13 bar TLS is negligible. Second, the
largest error difference occurs when 4 or 5 stresses are considered. The reason is that
in this case the optimal elasticity tensor has one eigenvalue close to zero, when one
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applies eigen decomposition of this tensor. The optimizer struggles to reach such
a solution. A third conclusion is that for the lower number of stresses nσ ≤ 5 the
elasticity tensor in general exhibits one or more zero eigenvalues, e.g. a single bar
has only one non-zero eigenvalue.
When there is one eigenvalues close to zero, the best lattice design is either
obtained using L7−III or L7−IV , which can behave compliant in certain directions.
When more stresses are applied, the best designs are either from the L7− I or the
L7−II parameterization. In this case, the error with the optimal solutions is negligible.
However, even the worst energy difference is only 0.1% from the postulated energy
bound. Such a deviation is completely acceptable for engineering practice, hence the
class of proposed 7 bar TLS is not only simple and manufacturable, but also highly
optimal.
3.2.4 The difference between plate and truss lattice structures
It is well-known that plate lattice structures (PLS) are more optimal than TLS. Using
a similar method as for the TLS, Christensen [1986] found that effective Young’s
modulus E∗P and Poisson’s ratio ν∗P of an isotropic PLS.
E∗P =
2ρE(7− 5ν0)
3(1− ν0)(9 + 5ν0) , ν
∗
P =
1 + 5ν0
9 + 5ν0
. (3.9)
Hence, for an isotropic microstructure PLS with a material Poisson’s ratio of ν0 = 1/3,
the effective stiffness energy ratio between a PLS and TLS becomes R = CT /CP = 3.
This ratio can also be found for the anisotropic loading conditions, discussed before.
To do so, the TLS model with the postulated optimal energy bound (Equation 3.7)
is compared with the energy obtained using a rank-6 parameterization in the low
volume fraction limit. The comparison is done for all tested random stress situations,
and ratio R is plotted against measure of anisotropy M . Where,
M = |e|‖e‖ − 1, (3.10)
with e the eigenvalue vector of the elasticity tensor of the optimized TLS. Hence,
for a single bar we have only one non-zero eigenvalue and M = 0. Furthermore, it
can be shown that for an isotropic TLS M = 1. The corresponding M −R chart is
shown in Figure 3.5.
It can be seen that R is bounded between R = 1 for a single uni-axial stress
and R = 3 for pure isotropy. Hence, for anisotropic loading conditions the stiffness
inferiority of TLS compared to PLS is not more than a factor of 3. Furthermore, it
can be seen that increasing the number of random stresses results in a more isotropic
design. It can also be shown that there exists an explicit relation for the bounds on
stiffness inferiority for a single random stress tensor, these are indicated by the gray
areas shown in the Figure. For more details, the reader is referred to [P5].
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Figure 3.5: Energy ratios between optimal TLS and PLS, the gray region indicates
the bounds for single stress cases with 3 orthogonal bar or plate sets, the colored
dots indicate various groups of stress case numbers.
3.3 Simple microstructures based on optimal rank-3
laminates
As is discussed before, the extremal properties of rank-N microstructures using
a finite volume fraction cannot be achieved on a single length-scale. To identify
this optimality gap, Guedes et al. [2003] compared the performance of single-scale
microstructures, optimized using inverse homogenization, with the energy bounds for
optimal rank-3 laminates. In [P3] we went one step further, to find out if it possible
to exploit information of the optimal rank-3 laminates, for the design of single-scale
microstructures. However, to begin the non-uniqueness of optimal rank-3 laminates
will be discussed.
3.3.1 On the non-uniqueness of rank-3 laminates
The goal is to minimize the complementary energy C on a periodic microstructure
subjected to nσ stress cases,
C = 12
nσ∑
j=1
wjσ
j : CRN : σj (3.11)
With wj the relative weighting of the j-th stress, such that
∑nσ
j=1 wj = 1. As is
discussed in Section 2.2.2, different methods exist to parameterize a rank-N laminate
for a fixed volume fraction ρ of the stiff material. E.g. similar to Equation 2.19, we
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can write the compliance tensor CRN as,
CRNijkl = C+ijkl − (1− ρ)
(
(C+ijkl − C−ijkl)−1 − ρE0
N∑
n=1
pnt
n
i t
n
j t
n
k t
n
l
)−1
. (3.12)
Where tn corresponds to the vector tangent to layer n. Furthermore, CRN can be
written in terms of the 4 trigonometric momentsm. The benefit of such an approach
is that the optimal energy is uniquely defined by these moments. However, the two
constraints on the set of feasible momentsM (Equation 2.21) have to be added to
the minimization problem.
Consider the four stresses applied to a periodic unit-cell, which are weighted using
parameter χ ∈ [0, 1] as proposed by Guedes et al. [2003]. The four cases, with their
respective weights are shown in Figure 3.6, and can be written out as,
w1σ1 =
χ
2
[−1 0
0 1
]
, w2σ2 =
χ
2
[
0 1
1 0
]
,
w3σ3 =
1− χ
2
[
1 0
0 0
]
, w4σ4 =
1− χ
2
[
0 0
0 1
]
.
(3.13)
(1-χ)/2χ/2 (1-χ)/2χ/2
Figure 3.6: Illustration of the four stress cases and their respective weights.
For given ρ = 0.5 and χ = 0.7, the optimal complementary energy C and
compliance tensor CRN can be obtained in terms of moments. Subsequently, the
method by Lipton [1994a], can be used to obtain a rank-3 parameterization in terms
of pn and θn based on the set of optimal moments. A detailed description on the
implementation of this method is given in the Appendix of [P3]. Using this method
at least 4 non-unique rank-3 parameterizations can be retrieved. To indicate this
non-uniqueness, the 4 parameterizations are represented in Figures 3.7(a)-(d). It can
be observed that the layer orientations for each of the 4 rank-3 parameterizations
are different; furthermore, the hierarchy of the rank-3 laminate is indicated using
different layer spacings.
If the parameterization of CRN from Equation 3.12 is used, another optimal
rank-3 parameterization can be obtained as is shown in Figure 3.7(e). Here optimal
means that the difference in C with a moment parameterization is negligible i.e.
10−12.
To find out how many non-unique rank-3 laminate parameterizations exist, an
extra constraint is added to the optimization problem using the compliance tensor
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(a) From m (1). (b) From m (2). (c) From m (3). (d) From m (4). (e) From θ and p.
Figure 3.7: Visualizations of optimal rank-3 laminates with indicated hierarchy,
optimized for the 4 stress cases using ρ = 0.5 and χ = 0.7, a parameterization in
moments m and using Equation 3.12 is used.
description form Equation 3.12. This constraint restricts the first layer orientation
θ1 to be a constant value cθ. Using a large number of numerical tests, it can be
shown that for any constant cθ ∈ [0, pi] the same optimal complementary energy C
and compliance tensor CRN can be retrieved. Hence, there exist an infinite number
of rank-3 laminates that reach optimal energy for ρ = 0.5 and χ = 0.7. A large
number of numerical tests have been performed for other values of ρ and χ. For all
cases it was found that restricting θ1 to be constant did not affect the optimality of
the solution.
It has to be noted that more challenging loading conditions might exist, for which
only a finite number of optimal layer directions can be used. Nevertheless, the above
result indicates that if one optimizes a rank-3 laminate for ultimate stiffness, it might
be possible to optimize for something extra, besides finding the optimal energy.
3.3.2 An approximation of rank-3 laminates on a single scale
As proposed in [P3] it is possible to approximate a rank-3 laminate as a single scale
periodic microstructure. To do so, assume that all layer spacings λ1, λ2, λ3 have a
similar order of magnitude, subsequently these spacings can be adapted to describe
the unit-cell as a periodic parallelogram as indicated in Figure 3.8.
y
xθ3-π/2
θ2-θ1 θ1-θ3
λ1
λ3
λ2
Figure 3.8: Parallelogram used as unit-cell and corresponding dimensions.
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Since the layer spacings are relative to each other, it is possible to set λ3 = ,
with  indicating the microscopic length-scale, and calculate the other two spacings
using standard geometric relations.
λ1 =
∣∣sin(θ1 − θ3)∣∣ ∣∣∣∣ tan(θ2 − θ3) − tan(θ1 − θ3)
∣∣∣∣ ,
λ2 =
∣∣sin(θ2 − θ3)∣∣ ∣∣∣∣ tan(θ2 − θ3) − tan(θ1 − θ3)
∣∣∣∣ . (3.14)
In case the optimal laminate is only a rank-2 laminate, the corresponding layer
spacings are set equal. The area |Y | of the parallelogram is described as,
|Y | =
∣∣∣∣∣ 2tan(θ2 − θ3) − 
2
tan(θ1 − θ3)
∣∣∣∣∣ . (3.15)
The layer widths can be approximated on the single scale using the relative contribu-
tion of each layer, i.e. pn for n = 1, 2, 3. The width of each layer used on the single
scale wn, is then obtained as,
wn = ψpn, n = 1, 2, 3. (3.16)
Here ψ is a scaling parameter found using a bi-section algorithm, such that the
projected microstructure has the same volume fraction ρ as the stiff material in the
rank-3 laminate.
With the layer widths and relative spacings known, it is possible to describe the
periodic microstructure as an implicit geometry description ρ˜. Each of the periodic
layers i can be described by a periodic function ρ˜i,
ρ˜i(x) = H
((1
2 +
1
2S
{
2pi(ni · x)
λi
})− wi(x)). (3.17)
Here S ∈ [−1, 1] corresponds to the sawtooth function in MATLAB, which is used
in [P4] rather than in [P1] and [P3] . Furthermore H is the Heaviside function making
sure that the exact layer width is obtained. The microstructure description ρ˜ can be
recovered as,
ρ˜(x) = min
1,
3∑
i=1
ρ˜i(x)
 . (3.18)
Figure 3.9 shows an example of a single-scale microstructure, approximated as a
parallelogram shape.
3.3.3 Inverse homogenization for ultimate stiffness
The effective properties of a rank-3 laminate approximated on a single scale, hereafter
referred to as Mapped Rank-3, can be calculated using numerical homogenization.
However, it is even more interesting to find out if the performance can be improved
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Figure 3.9: Left: rank-3 microstructure with indicated hierarchy, Right: approximated
single-scale microstructure. Illustrations are based on a rank-3 laminate with, ρ = 0.7,
θ1 = pi/3, p1 = 2/7, θ2 = −pi/6, p2 = 2/7, θ3 = pi/6 and p3 = 3/7.
using inverse homogenization. This is done in [P3], where a design from a starting
guess based on the rank-3 laminate (Mapped SG), is compared to designs obtained
using classical starting guesses in the context of inverse homogenization for material
design (e.g. [Guedes et al., 2003]). These classical starting guesses are a random
density field (Random SG), and a homogeneous density field (Homog. SG), which is
slightly perturbed to avoid constant sensitivities throughout the domain.
An explicit length-scale fmin is enforced on the solid features of the microstructure
using the smoothed Heaviside projection scheme introduced by Guest et al. [2004].
To allow for a fair comparison in the enforced length-scale, all unit-cell areas |Y | are
scaled to unit-area. More details on the numerical implementation of the inverse
homogenization algorithm, and on how the Random SG and Homog. SG are obtained
can be found in [P3] and references therein.
The four stress cases from above, are used to obtain optimal rank-3 designs, and
perform the inverse homogenization for the various starting guesses. The resulting
complementary energies C normalized using the energy bound from the rank-3 designs
are shown in Figure 3.10, for 11 equally spaced values of χ and two different minimum
feature sizes fmin for the solid material.
It can be seen that the Mapped Rank-3 always performs within 10-15% of the
optimal energy bound. Using inverse homogenization this can be improved to 5-8%
of the energy bound. This performance is very constant for all values of χ, while
relatively simple and manufacturable microstructures can be obtained, as indicated in
Figures 3.11(a) and (b). For a small feature size, better (but also worse) performing
designs can be obtained using Homog. SG and Random SG. This is due to non-convex
nature of the inverse homogenization problem that prevents the design from Mapped
SG to deviate far from the shape corresponding to Mapped Rank-3. The designs
of the Homog. SG and Random SG consist of more complex members as can be
seen in Figures 3.11(c) and (d); however, this might be more problematic in terms of
manufacturability.
Please note that the design obtained using Homog. SG consists of parallel
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Figure 3.10: Normalized complimentary energy for different values of χ, ρ = 0.5.
Left: fmin = 0.05, right: fmin = 0.15.
(a) Mapped Rank-3. (b) Mapped SG. (c) Random SG. (d) Homog. SG.
Figure 3.11: Resulting structures shown in a domain of size 2× 2 with the unit-cell
highlighted, for χ = 0.7, ρ = 0.5, and a length-scale of fmin = 0.05.
members in the same direction, mimicking the class of extremal composites proposed
by Sigmund [2000]. As is discussed in [P3] the approximation of a rank-3 on a single
scale can be modified to allow for such designs as well. Finally, it is interesting to
note that for a larger feature-size fmin = 0.15 both the Mapped Rank-3 and Mapped
SG exhibit a constant performance for different values of χ. Even more important
is that designs using Mapped SG now significantly outperform the designs obtained
with the classical starting guesses. Similar results have been obtained for different
volume fractions and loadings as is shown in [P3].
4
Interpreting multi-scale designs
on a single scale
In this chapter I will present a method to interpret homogenization-based designs on
a single scale. The approach is inspired by the work of Pantz and Trabelsi [2008],
which showed that the composite shape of an optimized rank-2 design could be
projected/enlarged to a solid-void design on a fine but realizable scale.
I start this Chapter by presenting a method to interpret the topology optimized
designs that use the microstructure of Bendsøe and Kikuchi [1988], an approach
presented in [P1]. However, extensions that can be envisioned for different types of
microstructures, and 3 dimensions will be discussed as well.
A key requirement for the presented method is that the input data has to be
smooth, i.e. the angle field describing the microstructure orientation should be
smoothly varying through domain Ω. The presentation in this chapter is based on
the assumption that the considered fields are smooth. Methods to obtain smooth
input fields will be the topic of Section 5.3.
4.1 Projecting a spatially variant microstructure
As is discussed in Section 3.3, an implicit geometry description ρ˜(x) can be used to
describe a periodic sequence of uniform rank-3 laminates, based on the layer normals
ni, and layer widths wi. A similar description can be made for the square unit-cell
with rectangular hole shown in Figure 2.3. Instead of interpreting this periodic
microstructure as a solid from which a periodic arrangement of holes is subtracted,
it is possible to think of it as two periodic layers superimposed on each other [Pantz
and Trabelsi, 2008]. The first layer, which is used to describe the height of the hole,
can be described by normal direction n1, and layer tangent t1,
n1(x) = t2(x) =
[−sin(θ(x))
cos(θ(x))
]
, n2(x) = t1(x) =
[
cos(θ(x))
sin(θ(x))
]
. (4.1)
Here, n2 and t2, are normal and tangent of the layer describing the width of the
hole. The corresponding layer widths can be defined as, wi(x) = (1− ai(x)).
4.1.1 Creating a map of the composite shape
Unfortunately, Equation 3.17 cannot be used to describe layer i if ni(x) is spatially
varying. Instead, the composite shape needs to be approximated using a mapping
function φi, which maps the domain Ω to a periodic set in R2. This mapping can
then be used to obtain,
ρ˜i(x) = H
((1
2 +
1
2S
{
Piφi(x)
} )− wi(x)). (4.2)
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Here Pi is a periodicity scaling, which as will be discussed later depends on mapping
function φi. Ideally mapping φi should preserve the orientation θ and shape of the
microstructures. Hence, a conformal (angle preserving) map should be considered.
Geometry modeling using conformal mapping is a research field in itself, with a
large number of applications in fields such as cartography e.g. the Mercator projection,
texture mapping [Lévy et al., 2002] and mesh generation [Kälberer et al., 2007]. Allaire
et al. [2018] showed that a homogenization-based topology can be projected on a
single scale using a conformal mapping approach. Moreover, they required their
mapping to remain not only angle preserving, but also proportionality preserving,
i.e. the mapped square unit-cell is ensured to have equal spacing between both
orthogonal contour lines such that it does not become a rectangle. As a requirement
for the mapping, the field describing the unit-cell orientation should be harmonic,
i.e. ∆θ = 0 ∈ Ω. Although the approach by Allaire et al. [2018] is promising and
works well, we propose a slightly different approach, for the following reasons:
• The optimal orientation of the microstructures is not necessarily harmonic.
• In large parts of the domain one of the layer widths vanishes i.e. wi(x) = 0;
hence, it does not matter if the mapped shape is square or rectangular. More
specific, the requirements for mapping functions φi can be relaxed when the
layer width vanishes or when the structure is solid, i.e. ρ(x) = 1.
• The shape of the unit-cell is not necessarily square or cubic. If a spatially
varying rank-3 laminate is projected to a single-scale, there is no need to pose
a restriction on the shape.
As proposed in [P1] we only require the parameterization φi to be accurate in Ω˜i,
where,
x ∈ Ω˜i if wi(x) > 0 and ρ(x) < 1. (4.3)
Furthermore, the angle field θ is not required to be harmonic, instead the angle field
from the topology optimization algorithm is directly used to calculate φi. To obtain
this mapping function φi the following two requirements have to be satisfied in Ω˜i:
• φi should be constant in the direction perpendicular to ni.
• The spacing between the contour lines of φi should be as regular as possible
without violating the first requirement.
To solve for φi, the following spatially weighted constrained least-squares minimization
problem is introduced,
min
φi(x)
: I(φi(x)) = 12
∫
Ω
αi1(x)
∥∥∥∇φi(x)− ni(x)∥∥∥2 dΩ,
s.t. : αi2(x)∇φi(x) · ti(x) = 0.
(4.4)
The domain is split up into three parts, which dictate the weights on the objective
αi1 and the weights on the constraints αi2,
αi1(x) =

0.01 if wi(x) = 0,
0.1 if ρ(x) = 1,
1 if x ∈ Ω˜i.
, αi2(x) =

0 if wi(x) = 0,
0 if ρ(x) = 1,
1 if x ∈ Ω˜i.
(4.5)
4.1. Projecting a spatially variant microstructure 35
The term αi1 is introduced to relax the requirements for φi in regions that are either
solid or void, where the low values still ensure some regularization to the lattice
spacing. Furthermore, the term αi2 is used to turn off exact angular enforcement in
these regions. Please note that it is possible to ignore the calculation of φi completely
in regions where wi = 0, such an approach is used in [P4].
In 3D there is one more constraint, since ∇φi, should be orthogonal to a plane
spanned by ti,1 and ti,2,
min
φi(x)
: I(φi(x)) = 12
∫
Ω
αi1(x)
∥∥∥∇φi(x)− ni(x)∥∥∥2 dΩ,
s.t. : αi2(x)∇φi(x) · ti,1(x) = 0,
s.t. : αi2(x)∇φi(x) · ti,2(x) = 0.
(4.6)
The constraint in the calculation of the mapping functions φi ensures that the
microstructure is oriented with the material frame of reference, at the cost of relaxed
periodicity. The local spacing can be identified by making use of the Euclidean
norm of the derivatives of φi, i.e. ‖∇φi‖. If ‖∇φi‖ > 1, then the corresponding
layer distance is locally compressed, similarly if ‖∇φi‖ < 1 the corresponding layer
distance is locally stretched. In general, one would like to impose an average layer
distance , which can be interpreted as the unit-cell size. To do so, it is possible
define periodicity scaling parameter Pi based on the average lattice spacing in the
domain of interest Ω˜i,
Pi =
2pi

∫
Ω˜i dΩ˜i∫
Ω˜i ||∇φi(x)||dΩ˜i
. (4.7)
4.1.2 Practical implementation
There are many ways to solve the minimization problem I in Equations 4.4 and 4.6.
For example, the constraint for the angle enforcement can be either applied using
Lagrange multiplier λ(x) as proposed in [P1], or using a penalty approach with
penalty parameter γφ as proposed in [P4]. Numerical experiments have shown that
both methods give similar results; however, using Lagrange multipliers the discretized
system is a saddle point problem, with more unknowns. Hence, for computational
efficiency a penalty approach is pursued.
Furthermore, the problem can either be discretized using a finite difference method
as proposed in [P1] or a finite element method as done in [P4]. Numerical experiments
have shown that the finite difference scheme could lead to spurious oscillations, see
e.g. Figure 8 in [P1]. These oscillations have not been observed when a finite element
method is used to solve for φi. Hence, this is the preferred method.
Finally, it has to be mentioned that the the complete sequence of topology
optimization, creating mapping fields, and creating an implicit geometry description
can be solved in a multi-scale manner. It is known that homogenization-based
topology optimization can be performed on a relatively coarse mesh T c, while it
can still contain a lot of details. The implicit geometry function ρ˜ is a continuous
description of the projected shape as long as the mapping functions φi and widths wi
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have a continuous description. For practical purposes ρ˜ is evaluated using a discrete
number of points; however, at fine mesh T f , such that hf ≤ hc/20. Furthermore,
numerical experiments the best results are obtained if φi are calculated on an
intermediate mesh T i, with hi ≤ hc/4. An overview of this multi-scale approach
can be seen in Figure 4.1, where it has to be noted that the interpolation of the
layer widths wi and orientation vectors ni between the meshes is done using linear
interpolation.
w1,w2
n1,n2
w1,w2
ϕ1,ϕ2
Figure 4.1: The different types of meshes and how they are linked.
4.1.3 Numerical examples
To demonstrate the approach consider domain 2D domain Ω = [0, 5]× [0, 5], with
the normal vectors, shown in Figure 4.2(a). The boundary of the domain has a solid
coating with a width of 0.1. The corresponding projected shape using  = 0.5, and
γφ = 103 can be seen in Figure 4.2(b). Similarly, a 3D type of example is made that
is shown in Figure 4.2(c).
(a) ρ, n1 and n2. (b) 2D projection,  = 0.5. (c) 3D projection,  = 0.5.
Figure 4.2: Examples to demonstrate the projection of spatially variant design in 2-
and 3D.
4.1. Projecting a spatially variant microstructure 37
Finally, the optimized design for the Michell cantilever, using the square unit-cell
with the rectangular hole, shown in Figure 3.3(c) is projected on a fine mesh T f
of 1600× 800 elements as can be seen in Figures 4.3(a) and (b). For both Figures,
γφ = 103, for the first figure, an average unit-cell spacing of  = 40 hf is used, while
for the latter  = 60 hf .
(a)  = 40 hf . (b)  = 60 hf .
Figure 4.3: Projection of topology optimized Michell cantilever shown in Figure 3.3(c).
The designs are projected on a fine mesh of 1600× 800 elements.
4.1.4 Projecting complex microstructures
Consider the periodic microstructure shown in Figure 3.11(d), such that Y =
[0, 1[×[0, 1[. The material distribution in Y is known and described by ψI(y).
Assume that the microstructures are locally periodic; but with a macroscopically
varying orientation θ. Similar as above, one can use Equation 4.4 to create φ1 and
φ2, which can subsequently be used to get a geometry description ρ˜ of the sequence
of spatially oriented microstructures,
ρ˜(x) = ψI(modulo
{
P1φ1(x), 2pi
}
,modulo
{
P2φ2(x), 2pi
}
). (4.8)
The corresponding projection of this sequence of microstructures is shown in Fig-
ure 4.4(a). Furthermore, it should be noted that the presented approach, also works
for microstructures described as a parallelogram or parallelepiped. E.g. consider the
microstructure shown in Figure 3.11(a), which can be mapped in a similar manner,
as shown in Figure 4.4(b).
The approach described here is very similar to texture mapping. Actually, for
this type of mapping, it will be better when a shape preserving conformal map is
used, e.g. [Allaire et al., 2018]. Investigating such an approach for projecting uniform
microstructures with spatially varying orientation, will be the topic of future studies.
Finally, I should mention another possibility of projecting a microstructure, which
is by representing it as a complex exponential Fourier series as proposed by Rumpf
and Pazos [2012]. A similar Equation as 4.4 is used, to calculate mapping function φi,
which corresponds to the direction vector field of the i-th spatial harmonic. Hence, a
downside of this approach is that a large number of mapping functions needs to be
calculated, making it more cumbersome.
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(a) Sequence of unit-cells from Figure 3.11(d). (b) Sequence of unit-cells from Figure 3.11(a).
Figure 4.4: Sequence of spatially oriented unit-cells for two types of microstructures.
4.2 Practical considerations for the projection approach
The optimization problem solved in Equation 4.4 works well for a smoothly varying
normal vector ni. Unfortunately, the vector describing the microstructure orientation
is rotationally symmetric. Rotating the microstructure 180 degrees has no influence
on its shape or constitutive properties. However, it means that Equation 4.4 cannot
be directly used. Furthermore, the orientation fields can point towards a single point,
which is a so-called singularity. If this happens, the gradients of the corresponding
mapping field become very large, resulting in a highly distorted projection in other
parts of the domain.
4.2.1 Rotational symmetry
To demonstrate the problem of rotational symmetry on the projected shape, consider
the projected design shown in Figure 4.3(a). If orientation vectors ni are rotated 180
degrees in a part of the domain, the shape shown in Figure 4.5 is obtained. Here,
the red-shaded areas indicate where the orientation vectors are rotated.
Figure 4.5: Projected shape obtained with similar settings as the Michell cantilever
from Figure 4.3(a); however, the shaded areas indicate that the orientation vectors
are rotated 180 degrees.
For a 2D single load case problem, the orientation can be smoothly defined with
a rotational symmetry of 180 degrees. This pi ambiguity means that one cannot
4.2. Practical considerations for the projection approach 39
directly use the obtained angles to calculate φi. Several methods can be envisioned
to overcome this problem, one of them using a well-known image analysis technique
called connected component labeling [Shapiro and Stockman, 2001], as proposed
in [P1].
The main idea of this method is to divide the image into separate components,
such that the elements in each of the components have uniform or near-uniform
properties. Using this technique it is possible to find the components in Ω˜i where
the vectors are rotated with pi. To identify if neighboring elements k and adjacent
elements l are in the same component, the following two conditions should be satisfied.
1. ni(xk) · ni(xl) > 0.
2. Elements k and l should both be in Ω˜i.
The first condition assumes that the orientation field is smooth and should not rotate
more than pi/2 between two adjacent elements. The second condition is used to find
the boundaries of regions in which there is no material in layer i, or when the shape
is solid. Furthermore, it has to be noted that the technique works equally well on
irregular meshes, provided that the adjacent elements are known.
To demonstrate the procedure, consider the vector field ni shown in Figure 4.6(a).
It is assumed that condition 2 is always satisfied. A component label is assigned to
each of the elements as is shown in Figure 4.6 (b). The different components can
then be oriented consistently by making sure that the difference in orientation of ni
at these boundaries is close to k2pi, where k is an integer. This aligns the angle field
in a consistent fashion, and subsequently the mapping field φi can be obtained by
Equation 4.4.
(a) ni plotted on top of θi.
1 1 1 1 1 11 1 1 1
1 1 1 1 1 11 1 1 1
1 1 1 1 1 11 1 2 2
1 1 1 1 1 11 2 2 2
1 1 1 1 2 21 3 2 2
1 1 1 2 2 22 3 2 2
1 1 1 2 2 22 2 2 2
1 1 1 2 2 22 2 2 4
1 1 2 2 2 22 2 2 4
1 2 2 2 2 22 2 4 4
(b) Component labels.
Figure 4.6: Vector field ni, which exhibits rotational symmetry, and the corresponding
connected component labeling.
The approach described above only works when the vector field is smoothly
defined up to 180 degrees. There are cases where the angle field changes rapidly, e.g.
at the introduction of a point load. However, at these points the volume fraction in
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the microstructure ρ is solid, which means such a point is not in Ω˜i, and the mapping
is calculated correct.
Besides the approach described above, different methods exist to treat the problem
of rotational symmetry. Pantz and Trabelsi [2008] reformulated the problem and solved
for vector fields vi instead of the scalar fields φi. By doubling the amount of unknowns
the issue of rotational symmetry can be overcome. However, the implementation of
this approach is not necessarily straightforward. Another promising method has been
proposed by Allaire et al. [2018]. A discontinuous Galerkin finite element approach
is used to calculate mappings φi. The orientations are described at each element
node and are only required to be continuous within each discontinuous finite element,
hence a globally smooth vector field with continuity up to 2pi is not required.
4.2.2 Treatment of singularities
A singularity in the orientation field means that the orientation vectors locally
converge towards a single point, such that ∇θi →∞. Classical examples of singu-
larities in the context of structural optimization can be found by using the Michell
layout theory applied to the MBB-beam, Michell cantilever or L-shaped beam exam-
ples [Lewiński and Rozvany, 2008; Lewiński et al., 1994a,b; Rozvany, 1998]. In these
works a singularity is referred to as a fan-like shape. An example of a singularity can
be found if the L-shaped beam example shown in Figure 4.7(a) is considered. Here a
singularity occurs at the corner of the design domain. In general, these singularities
occur at the boundary of the domain Ω where a load or displacement condition is
applied. In such cases the density field ρ = 1 , which means that the mapping fields
φi are relaxed, and the shape can be projected correctly using Equation 4.4 as is
shown in Figure 4.7(b).
?
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(a) Design domain and boundary conditions. (b) Projected shape on 1600× 1600 elements.
Figure 4.7: The L-shaped beam example, optimized using Vmax = 0.3, where member
directions point to the corner, which has a singularity in the angle field.
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It should be mentioned that in [P2] the calculation of φi is relaxed in regions
where the angle field is quickly changing. The reason being that Michell’s problem
of least-weight trussed is considered, which means that no upper bound on the
layer widths is used. In other words, the calculation of the mapping is relaxed
when the angle field changes quickly instead of when ρ = 1. Another possibility to
avoid singularities at the boundary of the domain is to restrict the gradient of the
orientation, i.e. use a curvature restriction on the vector fields ni, in such a case the
singularity will be pushed out of the domain [Allaire et al., 2018].
In the examples considered in [P1], [P2] and [P4] an internal singularity does
not occur in Ω˜i. However, it should be mentioned that optimization examples with
internal singularities can be envisioned. If this is the case, the singularity can result
in a highly distorted mapping. In the context of projecting homogenization-based
designs, an approach to modify mapping functions φi at singularities has been
proposed by Pantz and Trabelsi [2010].
Although the treatment of singularities has not been investigated in detail dur-
ing this work, it should be considered to further advance the topic of projecting
homogenization-based designs. In this context, it can be beneficial to look at the
research field of computer graphics, where a large portion of works consider the treat-
ment of singularities. For example Polthier and Preuß [2003] propose an algorithm to
automatically detect singularities. In [Kälberer et al., 2007] this approach is used to
cut up the domain on which th mapping functions are calculated, later on these cuts
are tied together without a loss in performance. Other approaches for the treatment
of singularities can be found in [Bommes et al., 2009; Jiang et al., 2014; Nieser et al.,
2011] and references therein.
4.3 Control of the projected shape
As is discussed, the Euclidean norm of the gradient of the mapping fields ‖∇φi‖,
holds information about the local spacing of the projected shape. This information is
valuable, and can be exploited to further improve the performance of the projected
homogenization-based design.
4.3.1 Enforcing minimum length-scale
The local spacing corresponding to layer i in the projected shape λi can be calculated
as,
λi(x) =
2pi
Pi‖∇φi(x)‖ . (4.9)
This local spacing can be used to get a description of the actual feature size on the
solid fi for layer i.
fi(x) = wi(x)λi(x). (4.10)
In [P1] we proposed a method to add a minimum feature size fmin to the solid at
places where this feature size was violated. This was done to avoid having members
with a thickness of only 1 element, which cannot be correctly modeled using bi-linear
finite elements. Furthermore, small feature sizes cannot be manufactured, and are
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not robust against manufacturing errors [Wang et al., 2010]. To ensure a minimum
feature size on the solid it is possible to obtain a modified local width w∗i in cases
where the feature size on the solid is violated, such that
w∗i (x) =
{
wi(x), if fi(x) ≥ fmin,
fmin
λi(x) , if fi(x) < fmin.
(4.11)
This new width w∗i is then used in Equation 4.2. However, this means that the
volume of the projected shape is slightly increased. As is discussed in [P1] and
in the next chapter, it is possible to slightly restrict the solution space and avoid
very small and large values in wi, hence this increase in volume can be considered
acceptable. Another possibility is to perform once more homogenization-based
topology optimization for fixed orientations, and by restricting bounds on wi such
that the minimum feature size fmin is always satisfied.
4.3.2 Adaptive periodicity projection
Solving for mapping fields φi using Equation 4.4, or as a conformal map means that
the layer spacing is relaxed to allow for exact angle enforcement. This can lead to
some significant differences in the size of the projected unit-cells as can be seen in
Figures 4.3 (a) and (b). To overcome this issue, it is possible to locally adapt the layer
widths as proposed in [P4]. Inspiration for adapting the periodicity came from coated
structures which have been topology optimized using a density-based approach [Wu
et al., 2017]. In these optimized structures it could be seen that structural members
close to an applied boundary condition where branching out to enhance load transfer
and to avoid large spacings between these members.
The methodology of adapting the layer spacing is explained in detail in [P4]
and will not be repeated here. However, the core concept will be introduced using
Figure 4.8. Consider the projected design shown in Figure 4.8(a), where it can be
seen that the local unit-cell spacing significantly changes throughout the domain. It
is possible to locally adapt the periodicity of the projected shape by using ¯˜ρi instead
of Equation 4.2,
¯˜ρi(x) = H
((1
2 +
1
2S(2
(ωi(x)+1)piφi(x) + ωi(x)pi)
)− wi(x)). (4.12)
In this formulation ωi is a discrete periodicity scaling parameter. When ωi = 0, the
function is identical to Equation 4.2, provided that  = 1 and Pi = 1. However, when
ωi = 1, the function becomes similar for  = 0.5. Hence, the periodicity is doubled
when ωi is increased by one. The effective lattice spacing can be bounded to the
interval [2−1/2, 21/2] using,
ωi(x) = round
(
log
( 1
||∇φi(x)||
) 1
log(2)
)
. (4.13)
The projected shape in Figure 4.8(b) corresponds to the one in Figure 4.8(a); however,
using Equations 4.12 and 4.13 instead of Equation 4.2. From the figure it can be
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seen that the average spacing between the members is more uniform; but as expected,
there are discontinuities when ωi changes. Several methods can be envisioned to
reconnect the disconnected members. The projected shape shown in Figure 4.8(c) is
obtained using the method proposed in [P4].
(a) ρ˜, original approach. (b) ¯˜ρ, using 4.12 (c) ¯˜ρ, connected.
Figure 4.8: Projection on a fine mesh T f of 1000× 1000 elements using  = 80 hf ,
to illustrate the adaptive periodicity projection approach.
It can be seen that smoothly splitting members are obtained. Numerical ex-
periments have indicated that these splits have an almost negligible effect on the
performance. Furthermore, it has to be mentioned that in the zone where a member
splits, the unit-cell spacing is restricted to [−3/2, 1/2]. The corresponding feature
size fi of a member is thus bounded by [wi−3/2, wi1/2]. Finally, the projected shape
of the Michell cantilever from Figure 4.3(a) using the adaptive periodicity approach
is shown in Figure 4.9
Figure 4.9: Projection of topology optimized Michell cantilever shown in Figure 3.3(c),
on a fine mesh of 1600× 800 elements. The adaptive periodicity projection approach
is used using  = 40 hf .
4.3.3 Extracting a discrete truss or frame structure
Besides adapting the layer spacing, or a strict length-scale enforcement, mapping
fields φi can also be used to extract a discrete truss or frame structure. Such an
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approach is proposed in [P2], where Michell’s problem of least-weight trusses is
considered for a single load case problem in 2D. Below a brief summary of the
developed approach will be given; however, for more details the reader is referred
to [P2].
The lack of an upper bound on the layer widths µi of the single-scale microstructure
allows for the use of point loads and point supports for the design domain. However,
as discussed above, these supports are prone to singularities in orientation field θ.
To avoid a distorted mapping at these supports, the calculation of φi is relaxed at
points where the angle field is rapidly changing. An example of both mapping fields
φ1 and φ2 for a Michell cantilever problem with point load and supports can be seen
in Figure 4.10(a).
(a) Mapping functions φ1 and φ2. (b) Elements and nodes for  = 50 hf .
Figure 4.10: The nodes and element-connectivity extracted from the mapping func-
tions for the Michell cantilever problem.
Instead of using Equation 4.2, we can draw a contour line for every discrete value
of φi, scaled to an average spacing using Equation 4.7. This can be done using
standard MATLAB functions (e.g. contour), such that the coordinates of these lines
can be extracted. Using this information it is possible to derive the nodal positions
and element connectivity of the frame structure, an example nodes and connectivity
corresponding to the mapping fields from Figure 4.10(a) is shown in Figure 4.10(b).
Besides the geometry information of the frame structure, it is also possible to
obtain element areas based on the homogenization-based design. By making use of
the local spacing information λi of the scaled mapping fields (i.e. scaled using Pi),
a polygon can be drawn around an element, as can be seen in Figure 4.11(a). The
layer width µi corresponding to the considered element can be integrated within the
polygon and divided by the element length to obtain element area A. Finally, it is
possible to remove all elements with an area that is smaller than threshold area Aη,
to get the element area distribution shown in Figure 4.11(b).
The next step is to assign boundary conditions (BC’s) to the appropriate nodes.
At locations where the angle field is rapidly changing, the mapping is relaxed such
that not all elements are exactly pointing towards the correct location of where the
BC is applied. These points correspond to so-called fan-like BC’s in the analytical
solutions for Michell’s problem of least-weight trusses (see e.g. [Lewiński et al.,
1994b]). Hence, if the angle field is rapidly changing, all nodes within radius RBC ,
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(a) Polygon around element. (b) Material mapped to elements.
Figure 4.11: Procedure for mapping material from the continuum solution of
homogenization-based topology optimization to discrete frame elements.
are pulled and merged exactly into one node at the BC, as can be seen in Figure 4.12.
For all other boundary conditions, at which the angle field is not rapidly changing,
the closest node is put to the exact location of where the BC is applied.
Figure 4.12: Operation that pulls in all nodes and elements within RBC to generate
a fan-like BC.
In a final step, all non-BC nodes, connected to only one or two elements are
removed. Nodes connected to a single element are removed together with the
corresponding elements. Nodes connected to only two elements are unstable and are
therefore removed. The corresponding two elements are subsequently merged into a
single element in a volume preserving manner. If due this merging operation two
elements are crossing, then the largest of the two is removed. The frame structures
for the Michell cantilever and L-shaped beam can be seen in Figures 4.13(a) and (b),
respectively.
As is proposed in [P2], these frame structures can be post-optimized in a subse-
quent geometry and topology optimization step. A benefit of the approach above
is that the initial frame structures from Figure 4.13 can be obtained in a relatively
short time (both are obtained in less than 5 minutes including homogenization-based
topology optimization). Furthermore, by changing  the number of elements in the
frame design can be changed. Although this results in an increasing computational
cost, it does not scale as bad as a growth method [Martínez et al., 2007], where the
required time to insert a new member scales exponentially.
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(a) Michell cantilever. (b) L-shaped beam.
Figure 4.13: Frame structures extracted from homogenization-based topology opti-
mization.
5
Multi-scale topology
optimization for single scale
designs
In this chapter, I will discuss how the theory of the previous chapters can be combined
to obtain high-resolution designs at a low computational cost. First, I will discuss
methods to improve the performance of the projected designs. Numerical examples
from [P1] will be shown, to demonstrate the effectiveness of the approach.
Furthermore, a method to do homogenization-based topology optimization of
coated structures, proposed in [P4], will be discussed. Coated structures consist
of a solid interface and porous infill material, where it should be noted that these
structures can have desirable properties compared to classical density-based designs.
Finally, I will discuss one of the most critical issues in doing multi-scale topology
optimization, which is the optimization of the orientation of the microstructure. Both
layer widths and orientations need to be smooth throughout domain Ω to allow for a
design to be projected on a single scale. Hence, besides an optimal design something
extra is required.
5.1 Practical considerations for multi-scale design
All practicalities to perform multi-scale design for a single load case problem in 2D
will be discussed in this Section. However, a large part of the discussed methods can
also be applied to problems with multiple load cases or problems in 3 dimensions.
5.1.1 Note on discretization and boundary conditions
Consider the Michell cantilever shown in Figure 3.3(a), parameterized using square
unit-cells with a rectangular hole. As shown in Table 3.1, the compliance values
J c, are relatively constant for different optimization meshes T c. This might seem
counter intuitive, since a finer mesh allows for more design freedom and the influence
of the density filter is reduced. However, the fact that this effect is not represented
in the compliance values is purely due to h-refinement. To demonstrate this, the
homogenization-based designs are interpolated on a fine mesh T f of 1600 × 800
elements using nearest-neighbor interpolation. The corresponding compliance values
J f , can be found in Table 5.1.
As expected, a finer T c allows for better performing structures; however, it should
be noted that the designs are smoothly varying. For a coarse mesh of 80×40 elements
the total time it takes to do homogenization-based topology optimization is less
than 5 minutes. Hence, it can be concluded that a mesh consisting of less than 5000
elements in 2D is sufficient to use as input for the projection approach described in
Chapter 4.
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Table 5.1: Compliance values J c on different optimization meshes, and on a mesh
of 1600 × 800 elements, for the Michell cantilever with a clamped support (see
Figure 3.3(a)) and with point supports. Vmax = 0.4, E0 = 1 and ν0 = 0.3.
40× 20 80× 40 120× 60 160× 80 200× 100
Normal supports J c 71.92 71.00 70.67 70.69 71.04
Normal supports J f 76.27 72.42 71.35 71.07 71.26
Point supports J c 90.46 98.91 104.22 108.38 111.90
Point supports J f 142.68 140.05 139.59 139.60 139.94
It should be noted that if point supports are used, the mesh convergence is
different. To demonstrate this, a similar study as above is performed for the Michell
cantilever with point-supports, used in [P2]. The corresponding compliance values
J c on the coarse mesh at which the optimization is performed, and the values J f
on the fine mesh are also shown in Table 5.1.
Besides the standard effect of h-refinement, stress concentrations can be observed
at the point supports. The smaller the element size, the larger the stress concentration.
Hence, a large difference in the performance can be observed when the design is
analyzed at a different discretization. It is therefore recommended that point loads
and point supports are avoided in the context of multi-scale design. Furthermore,
it should be noted that this type of supports does not make sense when practical
design examples are considered.
Furthermore, it is recommended to strictly enforce solid material at the Dirichlet
and Neumann boundary conditions, as is proposed in [P4] . This reinforces the
structure and prevents large load concentrations; furthermore, it prevents a degraded
performance for possibly misaligned mapping fields φi at the supports. Finally,
I should mention that except for symmetry conditions, it is not recommended to
strongly enforce a roller support at a finite length, since this can result in artificial
bending moments. As is proposed in [P4] it is better to apply such a support as a
multi-point constraint.
5.1.2 Procedure to restrict large and small widths
In Figures 4.3(a) and (b) it can be seen that in a large part of the domain, extremely
thin members occur. These thin members cannot be manufactured, and have to be
avoided. Not only to reduce the number of regions where length-scale fmin has to
be enforced using the approach discussed in Section 4.3.1; but also, to get a clear
distinction between regions that consist of a microstructure Ω˜I and regions that are
solid and void.
Instead of having thin strips of solid material or void, it is desired that the
physical parameters that describe the height and width of the hole ¯˜a1 and ¯˜a2, are
either 0, 1, or on the interval [η, 1− η]. In [P1] an interpolation scheme is proposed
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that links the density filtered design variables a˜i to the physical dimensions ¯˜ai,
¯˜ai = a˜i
(
1− H¯(β, (1− η), a˜i)
)
H¯(β, η, a˜i) +
(
β − 1
β
+ a˜i
β
)
H¯(β, (1− η), a˜i). (5.1)
Where H¯ is the well-known smoothed Heaviside function, introduced by Wang et al.
[2010],
H¯(β, η, a˜i) =
tanh(βη) + tanh(β(a˜i − η))
tanh(βη) + tanh(β(1− η)) . (5.2)
with parameter β controlling the sharpness of the projection. The interpolation
scheme for different values of β and η is shown in Figure 5.1. The order of lines in
the legend shows the continuation approach that is taken, with 50 iterations per step.
This means that the material interpolation scheme begins close to a linear function,
gradually η is increased to enforce the length-scale on solid and void. Finally, β is
increased to ensure that the far majority of physical dimensions of the hole are either
0, 1 or in the region [η, 1− η].
Figure 5.1: Interpolation scheme plotted for the intervals where the behavior is
non-linear, for different values of η and β, that follow the order of the continuation
approach.
Numerical experiments, have indicated that the effect of this continuation scheme
on the performance of the homogenization-based designs is negligible. Furthermore,
the width wi = (1− ¯˜ai), can be used to determine whether a region is a microstructure
Ω˜i, or solid or void. Hence,
x ∈ Ω˜i if wi(x) > η and ρ(x) < (1− η). (5.3)
Please note that µi can be substituted into the Equation when rank-N microstructures
are considered as microstructure. Finally, it should be mentioned that a similar
method can be used to only restrict small (or large) values of ¯˜ai, such an approach
has been proposed in [P2].
5.1.3 Clean up of the projected designs
Designs projected on a fine scale can contain non-load carrying structural members.
These can be explained by the interpolation of the widths wi from T c onto T f . Since
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a linear interpolation method is used, structural members that do not carry any
loads can arise at high-contrast regions. To remove these members a simple iterative
update scheme has been proposed in [P1]. In this scheme a finite element analysis is
performed at T f ; afterwards, the solid elements that have a strain energy density E
lower than 0.1% of the mean strain energy density E¯ are set to void. To make sure
that the length-scale fmin is still satisfied after each iteration, an open-close filter
operation [Sigmund, 2007] is applied.
The combination of removal of solid elements with a low strain energy density,
followed by the open-close filter operation, generally convergences within 5-10 itera-
tions. Besides a clean and well-connected design, the performance of the design on
the fine-scale J f is immediately known.
5.1.4 Overview of the multi-scale design approach
All methods presented so far can be combined to obtain high-resolution manufac-
turable microstructures at a low computational cost. The different steps that have
to be taken are shown below:
1. Homogenization-based topology optimization, using the restriction approach
presented in Section 5.1.2, on coarse mesh T c.
2. Consistent alignment of ni on T c, using connected component labeling as
presented in Section 4.2 on T c.
3. Calculating mapping functions φi as shown in Section 4.1, on intermediate
mesh T i.
4. Calculating w∗i to satisfy feature-size fmin, using the method presented in
Section 4.3.1, on fine mesh T f .
5. Projection of the shape using Equation 4.2 or Equation 4.12 on fine mesh T f .
6. Removal of the non-load carrying materials using the iterative method described
in Section 5.1.3 on mesh T f .
It has to be mentioned that the approach can be applied using different mi-
crostructures, e.g. square unit-cells using rectangular holes, or rank-3 microstructures.
A requirement; however, is that the angle fields obtained from homogenization-based
topology optimization are smooth up to 180 degrees, which unfortunately is not a
trivial task. A detailed discussion on methods to obtain smooth angle fields and
their limitations will be given later in this Chapter.
To demonstrate the effectiveness of the proposed approach, the Michell cantilever
from Figure 3.3(a) is once more used. As is discussed in [P1] the topology optimization
is performed on a mesh of 80 × 40 elements using a the square unit-cells with
rectangular holes and a volume constraint Vmax = 0.5, resulting in J c = 58.31. The
performance of this homogenization-based design interpolated on T f using nearest
neighbor interpolation is J f = 61.32. The volume fraction V φ and compliance J φ of
the projected shape for various values  and minimum feature sizes fmin are shown
in Table 5.2. Furthermore, the required time on the coarse, intermediate, and fine
mesh are given by T c, T i and T f , respectively.
It is interesting to see that J φ is lower than J f ; however, the explanation for this
is simple. In the projection procedure the properties wi and θi are interpolated using
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Table 5.2: Performance and computational cost of the projection method, when
the Michell cantilever, optimized using the square unit-cell with rectangular hole, is
projected on a fine mesh consisting of 1600× 800 elements.
 fmin V
φ J f J φ T c T i T f T tot
20 hf 2 hf 0.503 61.32 60.27 199.5 s 10.7 s 145.2 s 355.4 s
20 hf 3 hf 0.519 61.32 58.21 199.5 s 10.2 s 260.6 s 470.3 s
20 hf 4 hf 0.540 61.32 56.23 199.5 s 10.8 s 266.6 s 476.9 s
30 hf 2 hf 0.500 61.32 60.93 199.5 s 10.7 s 150.3 s 360.5 s
30 hf 3 hf 0.509 61.32 59.72 199.5 s 11.2 s 233.6 s 444.3 s
30 hf 4 hf 0.518 61.32 58.71 199.5 s 10.5 s 285.3 s 495.3 s
40 hf 2 hf 0.500 61.32 59.55 199.5 s 10.7 s 115.5 s 325.7 s
40 hf 3 hf 0.505 61.32 59.03 199.5 s 10.2 s 145.6 s 355.3 s
40 hf 4 hf 0.510 61.32 58.57 199.5 s 10.0 s 148.7 s 358.2 s
linear-interpolation while a nearest-neighbor interpolation is used to evaluate J f .
Furthermore, it can be seen that for reasonable ratios of fmin > 10, the violation of
the volume constraint due to the explicit length-scale enforcement is small. However,
if the ratio is small, e.g. fmin = 5 a lot of material is added as can be seen in
Figure 5.2(a). From Figure 5.2(b) it can be seen, that the besides a manufacturable
shape, a design performing close to the coarse scale compliance is obtained. Hence,
using the proposed approach a near-optimal design is obtained using more than
a million elements, in less than 10 minutes on a standard PC. Compared to a
density-based approach using a continuation scheme, on a similarly fine mesh (see
e.g. [Sigmund et al., 2016]), a reduction in computational cost by more than 50 times
is achieved!
(a)  = 20 hf , fmin = 4 hf , J φ = 56.23, and
V φ = 0.540.
(b)  = 40 hf , and fmin = 4 hf , Jφ = 58.57,
and V φ = 0.510.
Figure 5.2: Michell cantilever problem projected on a fine scale of 1600× 800.
5.2 Multi-scale design of coated structures
Coated structures consist of a solid material and a porous infill. This class of structures
can benefit from the desired properties of using porous infill material, e.g. good energy
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absorption, an high thermal and acoustic insulation properties. Compared to their
solid counterparts, coated structures can exhibit increased buckling stability [Clausen
et al., 2016], and a better performance w.r.t unpredicted loading conditions and
material deficiency [Wu et al., 2018].
In the context of density-based topology optimization, Clausen et al. [2015a, 2017]
presented a method to optimize a coated structure with a solid isotropic shell and
porous isotropic infill material. This approach has been extended by Wu et al. [2017]
to allow for a density-based infill material. This means that a more complex and
locally optimized infill description can be used; however, at a high computational
cost since a fine mesh is required for fine details. To get a locally optimized infill
description at a low computational cost, it is possible to represent the spatially
varying infill by homogenized microstructures, as is proposed in [P4].
5.2.1 Homogenization-based topology optimization of coated
structures
Analogous to Clausen et al. [2015a], we use two fields to distinguish between regions
of the domain that consist of coating Ωc, lattice-like infill Ωl or void Ωv. To do so,
field ϕ is used to represent the base structure and field τ to describe the coating,
such that,
x ∈

Ωv if ϕ(x) = 0 and if τ(x) = 0,
Ωl if ϕ(x) = 1 and if τ(x) = 0,
Ωc if τ(x) = 1.
(5.4)
Successive filter operations are used to obtain ϕ and τ . The first filter operation
that is used is the Helmholtz-type PDE-based density filter [Lazarov and Sigmund,
2011], for which scalar R describes the length-scale imposed by the filter operation.
Furthermore, the smoothed Heaviside projection function introduced by Wang et al.
[2010] is used (see, Equation 5.2), where scalar η ∈ [0, 1] is the threshold parameter,
and β determines the steepness of the projection. The successive smoothing projection
and gradient operations are shown in Figure 5.3.
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Figure 5.3: Subsequent filtering steps, allowing to separate the base structure ϕ and
the coating τ .
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The design field µ is filtered and projected twice using filter radius R1, and
parameters β1 and η1, which indirectly control the length-scale of ϕ. The base
structure which is now either 0 or 1, is smoothed again using R2 < R1, the coating
layer can then be defined by taking the Euclidean norm of the spatial gradients of ϕ˜.
‖∇ϕ˜‖ is then normalized such that the largest possible gradient norm corresponds
to 1. For this, a normalization factor α is used that can be related to R2 as
is described in [Clausen et al., 2015a]. The normalized gradient norm, written
as ‖∇ϕ˜‖α is subsequently projected using β2 and η2 to define the coating field
τ = ‖∇ϕ˜‖α. In Clausen et al. [2015a] an analytical relation is shown between R2 and
the maximum coating thickness, which is used to determine R2 for a user-specified
coating thickness tref .
R2 =
√
3
ln(2) tref ≈ 2.5tref . (5.5)
It can be seen that for the design field a double smoothing and projection (DSP)
approach as proposed by Christiansen et al. [2015] is used. The reason is that
numerical experiments using a single smoothing and projection (SSP) approach
showed the possibility that fields ϕ and τ describing the base structure and coating,
did not converge exactly to 0 or 1. More details on the parameter for the chosen
filter scheme and the parameter choices are given in [P4]. Furthermore, it should
be noted that the use of homogeneous Neumann boundary conditions used in the
smoothing operation with the PDE-based filter causes artifacts on the optimized
design near the domain boundary. A method to treat this, based on the domain
extension approach proposed by Clausen and Andreassen [2017] is given in [P4].
With the description of the coating and the infill, it is possible to interpolate the
elasticity tensor E, and the density description ρ throughout domain Ω.
ρ(ϕ, τ, a1, a2) = ρI(a1, a2)ϕ+ (1− ρI(a1, a2)ϕ)τ. (5.6)
Similarly, the local elasticity tensor E can be defined.
E(ϕ, τ, θ, a1, a2) = 10−9E0 +
(
EI(θ, a1, a2)−10−9E0
)
ϕp+(E0−EI(θ, a1, a2)ϕp)τ.
(5.7)
For the infill material, the square unit-cell with rectangular hole is used (see Fig-
ure 2.3). The elasticity tensor of the infill EI is based on the orientation θ, and
height a1 and width of the hole a2. Furthermore, ρI is the local density of the
infill material, and E0 the elasticity tensor of the solid coating. Parameter p is a
penalization parameter, to penalize intermediate values of ϕ. More details regarding
the implementation, parameter choices and sensitivity analysis are given in [P4].
Finally, I should mention that the above-mentioned procedure works for any class
microstructures for the infill material, e.g. rank-N laminates.
5.2.2 Numerical examples
To demonstrate the performance of the method, consider the MBB-beam example
shown in Figure 5.4. The dotted line represents the extended filter domain, while
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Figure 5.4: Design domain Ω and boundary conditions of the MBB-beam. Ω is
indicated using gray material, the extended filter domain is bounded by the dotted
line.
the design domain is sown in gray. Furthermore, solid material is prescribed at the
boundary conditions, which are applied in a distributed sense.
Different optimization problems can be envisioned with various restrictions on
the infill material. Three problem forms are shown, all using a constant infill density
ρI . The simplest (Problem 0 ) is to use an isotropic infill material as is proposed
by Clausen et al. [2015a], with a Young’s modulus that satisfies the upper Hashin-
Shtrikman bound [Hashin and Shtrikman, 1963]. For Problem 1 orthotropic infill
material using a square hole, i.e. a1 = a2 is considered. For Problem 2 the shape of
the hole is allowed to vary with an upper bound au on a1 and a2.
For the examples a discretization of 300 × 100 elements is used; furthermore
Vmax = 0.4, R1 = 0.15 L and tref = 0.03 L is used. The compliance values J c
corresponding to the three problem types for different infill volume fractions ρI are
shown in Table 5.3.
Table 5.3: Compliance J c for different problem formulations and different infill
densities ρI .
ρI = 0.4 ρI = 0.5 ρI = 0.6 ρI = 0.7 ρI = 0.8 ρI = 0.9
Problem 0 362.83 325.94 297.78 279.80 256.68 237.63
Problem 1 318.45 291.14 274.92 266.85 251.38 236.37
Problem 2 267.92 247.52 234.30 227.02 219.67 217.73
As expected a better performance is obtained when more anisotropy is intro-
duced in the microstructures. Furthermore, it is clear that for larger infill densities
the structures converge to the results of a three-field SIMP approach (SIMP with
smoothing and projection). The MBB-beam optimized using three-field SIMP has a
corresponding compliance J c = 213.57. Finally, I should mention that more types of
optimization problems can be envisioned, e.g. using a spatially varying infill density
ρI as is described in [P4].
The optimized coated structures can be projected on a fine mesh of 3000× 1000
elements, using Equations 4.2 and 4.4. In Figure 5.5(a) the design using Problem
1 and ρI = 0.5 is shown for  = 20 hf . The compliance of the projected design
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J φ = 307.93 is very similar to the compliance of the homogenization-based design
on the fine mesh J f = 305.32.
(a) Without adaptive periodicity. (b) With adaptive periodicity.
Figure 5.5: Projected designs for the MBB-example optimized using Problem 1
and ρI = 0.5, the designs are projected on a mesh of 3000 × 1000 elements, using
 = 20 hf .
Unfortunately however, the local layer spacing λi is distorted, resulting in long
thin members, which are prone to local buckling. To avoid long thin members, the
same design can be projected using the adaptive periodicity approach presented in
Section 4.3.2. The projected shape with a similar compliance of J φ = 307.58 is
shown in Figure 5.5(b).
Finally, the proposed approach to do multi-scale design for coated structures is
compared to the method by Wu et al. [2017] where the infill is optimization using
a density-based approach. For the approach by Wu et al. [2017] similar settings as
for the example with ρI = 0.5 and Problem 2 are used; however, the optimization is
performed on a resolution of 600× 200 element to represent fine details. It should be
noted that the optimization procedure took nearly five hours, hence a finer resolution
was not considered practical. The performance of this structure, evaluated at a fine
mesh of 3000× 1000 elements is J f = 281.95, and the corresponding structure can
be seen in Figure 5.6(a).
(a) Infill design using SIMP. (b) Proposed multi-scale procedure.
Figure 5.6: Comparison of the MBB-beam example using a SIMP-based approach [Wu
et al., 2017], and the proposed multi-scale approach using Problem 2 and ρI = 0.5.
The homogenization-based design using ρI = 0.5 and Problem 2, evaluated at a
fine mesh of 3000× 1000 elements has J f = 256.31. The corresponding projected
design using the adaptive periodicity approach with  = 20 hf can be seen in
Figure 5.6(b). Compliance J φ = 261.96 is significantly lower than the design with
density-based infill, while the multi-scale design procedure took less than 24 minutes.
Hence, using a multi-scale design method better performing and more detailed
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design can be achieved, with a reduction of at least an order of magnitude in the
computational cost, compared to conventional density-based topology optimization.
5.3 Optimizing the microstructure orientation
Besides requiring optimal microstructures, the projection procedure described in the
previous chapter, requires the layer widths and orientations to be smoothly varying
throughout domain Ω. Hence, it is not possible to interpret a rank-2 laminate on
a single scale when the two layers are interchanged locally. In general, it can be
observed that if the layer orientations θi vary smoothly, the corresponding widths wi
vary smoothly as well. Therefore, I will discuss several methods that can be used to
obtain smooth and continuous layer orientations. This is an active research topic
in itself, that overlaps with the research field of composite optimization for tape
layering machines (see e.g. [Peeters et al., 2015]).
5.3.1 Orientation based on the principal directions
As is discussed by Pedersen [1989, 1990], the optimal orientation of an orthotropic
composite is aligned with the principal strain directions. It can be shown that
for a stationary point, the principal stress and strain directions are the same. A
similar result can be derived when the optimization problem is written in terms
of stresses [Allaire, 2002] As is discussed by Norris [2005], these results can be
extended in 3D. Furthermore, it can be shown that in a similar fashion to [Pedersen,
1989], optimality conditions can be derived for orienting an orthotropic composite
s.t. multiple loading conditions [Díaz and Bendsøe, 1992].
Hence, it is possible to obtain optimal microstructure orientations for orthogonal
microstructures (e.g. rank-2 or the square unit-cell with rectangular hole) based on
the principal stresses. This requires an accurate stress calculation in Ω for each
design iteration; subsequently, the orientation of the microstructures can be updated
to align with these directions. In 2D it is possible to sort the principal stresses
such that the two principal values σI and σII and directions are continuous through
the domain (i.e. smooth up to 180 degrees). In other words, the directions do not
interchange if there is multiplicity in the eigenvalues or when the absolute values are
similar. To do so, the principal stress values can be calculated from stress tensor σ
as,
σI =
σ11 + σ22
2 +
√
(σ11 − σ222 )
2 + σ212,
σII =
σ11 + σ22
2 −
√
(σ11 − σ222 )
2 + σ212.
(5.8)
The eigenvectors corresponding to σI and σII can subsequently be used to align the
microstructures. Where it has to be noted that the above-mentioned sorting has
been used in [P1], [P2] and [P4].
Unfortunately, such a smooth parameterization cannot be found in 3D, due to the
cubic root that has to be solved for in the eigenvalue problem. By using Cardano’s
method [Smith, 1961] there is an inherent ordering in the obtained principal stress
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values, i.e. σI ≥ σII ≥ σIII , this means that the layer directions swap 90 degrees at
points where there is multiplicity in the eigenvalues.
Several methods have been tested to determine whether it is possible to identify
the surfaces where there is multiplicity of eigenvalues. For example, calculating the
discriminant of the cubic equation should give such an indication, i.e. when the
discriminant goes to zero two or more eigenvalues are identical. Unfortunately, the
calculated stress values using tri-linear finite elements are not accurate enough to
allow for such a procedure. A more accurate stress description can be obtained by
either using higher-order finite elements [Szabó and Babuska, 1991], or using stress
recovery techniques [Payen and Bathe, 2012; Sharma et al., 2018; Zienkiewicz and
Zhu, 1992] ; however, these methods have not been implemented in this work.
5.3.2 Comparing gradient-based update vs. principal directions
It is also possible to align the microstructure orientation based on the gradients.
A downside of such an approach is that extra design variables are required in the
gradient-based optimization algorithm. However, the performance of the optimized
designs is not affected. To demonstrate this, consider the Michell cantilever example
shown in Figure 3.3(a).
A rank-2 laminate is used to parameterize the microstructure, with E0 = 1,
ν0 = 0.3 and Vmax = 0.3. Five different methods are used to test the alignment
of the microstructure. Using Method 1, the orientation is updated for each design
iteration, based on the principal directions. Afterwards, design vectors µ1 and
µ2 are updated using the new orientation. For Method 2, µ1 and µ2 are updated
based on the old orientation, used to calculate displacement fields of the current
iteration. Furthermore, gradient-based optimization for the angles is performed
using a uniform starting guess (SG) for the angle field θ = 0 (Method 3 ), and SG
of θ = pi/4 (Method 4 ). Finally, gradient-based optimization is performed with a
SG based on the principal directions for a domain consisting of isotropic material
(Method 5 ). The corresponding compliance values for all alignment methods and
using different discretizations can be seen in 5.4.
Table 5.4: Compliance values J c for the Michell cantilever, optimized using different
discretizations and different alignment methods.
Method 40× 20 80× 40 120× 60 160× 80 200× 100
1 89.61 89.37 89.51 89.79 90.19
2 89.63 89.37 89.56 89.78 90.19
3 89.41 89.13 89.29 89.86 91.17
4 89.39 89.04 89.02 89.38 89.48
5 89.40 89.11 89.16 89.24 89.42
It can be seen that the designs obtained with the different alignment methods
perform almost identical, where it has to be noted that similar observations can be
made for other optimization examples. Especially the order of how the layer widths
µi are updated using principal directions, does not seem to have an influence on
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the performance. In general, slightly better objective values can be reached using
gradient-based alignment for the angles. A possible explanation can be that the
gradients are directly obtained w.r.t. the primal fields instead of the stresses, which
are less accurate. If gradient-based optimization is performed using a starting guess
based on the principal directions, smooth and continuous angle fields can be obtained.
A similar experiment can be performed in 3D, resulting into the same conclusions.
However, when the principal stress directions are used for the alignment, layer jumps
can occur when two eigenvalues are very close, i.e. the corresponding directions
interchange during the iterations. Therefore, in 3D examples it is recommended to
update both layer widths and orientations based on their gradients.
5.3.3 Methods to regularize orientation
The optimized angles in 3D are only smooth up to 90 degrees, which means that
the mapping functions φi cannot be calculated correctly. Therefore, it is important
to look at methods that can restrict/regularize the change in orientation, such that
smooth angle fields are ensured.
In this context Greifenstein and Stingl [2016] considered slope constraints on
the orientation field. This method works well, and the maximum curvature can
be restricted such that smooth angle fields are obtained. However, introducing a
large number of additional constraints significantly slows down the optimization
process. Furthermore, putting a severe restricting the orientation can result in a
reduced optimality, since it is very likely the optimizer gets stuck in worse local
minima compared to an unconstrained optimization problem, for which the optimized
solution might be smooth.
To overcome the large number of local constraints, and to allow for smooth
orientations, Nomura et al. [2014] introduced a vector based angle parameterization.
The vector based representation allows for the angle θ to be represented by 2 vector
components in x and y-direction in 2D, and three components in 3D [Petrovic et al.,
2017]. The angle defined by the vector components is considered twice the angle of
the microstructure θ. Hence, the same vector is used to describe a microstructure if
it is rotated 180 degrees. Regularization is performed independently on the x and y
components of the vector using a PDE-based filter scheme. The filtered components
are then projected back to a vector of unit-length. Although the method looks
promising, no exact maximum restriction can be ensured since the filter is applied
on the unprojected vector components. Furthermore, the numerical examples shown
in [Nomura et al., 2014] indicate that the proposed regularization can lead to quite a
large reduction of optimality.
In a different approach, Allaire et al. [2018] also use vector to represent the
microstructure orientation in 2D. The orientation is regularized by penalizing the
Euclidean norm of the curvature, i.e. the angle gradient. It should be noted that the
starting guess used in the regularization is based on the principal directions. This
means that optimized angle field is smooth throughout the domain, while no bad
performing local optima are encountered.
Besides, using a vector based parameterization of the orientation, a regularization
can be envisioned directly using the orientation angle θ. To do so, consider edge or
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face n between two adjacent elements i and j. A penalty function Pn ∈ [0, 1] can
be envisioned, which is based on the square of the inner product between two layer
normals,
Pn = 12 −
1
2cos
{
2θ(xi)− 2θ(xj)
}
. (5.9)
Here the penalization value is 1 for an angle difference of pi/2, and 0 if the angle
difference is kpi for any integer k. Penalty function Pn can be used to apply a local
curvature constraint between each adjacent pair of elements. However, it is also
possible to aggregate the penalty functions for all edges/faces nf using a factor
q, such that a single regularization function Jθ can be added to the optimization
objective.
Jθ = γθ
( nf∑
n=1
Pqn
)1/q
. (5.10)
Numerical experiments for various values of γθ and q indicate, that it is impossible
to get an angle field that is smoothly defined up to 180 degrees, without a severe
reduction in compliance J , when a uniform starting guess is used. However, when
the principal directions are used in 2D examples as starting guess, smooth orientation
fields have been obtained. In general a norm aggregation q of 1 is recommended, since
locally it can be required that the angle changes rapidly, e.g. close to a boundary
condition.
Unfortunately, no good regularization method has been developed to obtain angle
fields that are smooth up to pi in 3D. However, it should be mentioned that very
recently, Geoffroy-Donders et al. [2018] proposed a regularization method that seems
to work well for 3D problems s.t. a single loading case.
5.3.4 Multi-scale design for multiple load cases
As is discussed before, there are many different ways to parameterize a microstructure
for multiple loading cases. To demonstrate these differences, the two load bridge
example shown in Figure 5.7 is considered. It should be noted that the loads and
supports are applied in a distributed manner, with equal weights for load cases;
furthermore, the problem is solved for E0 = 1, ν0 = 0.3, Emin = 10−4E0 and
Vmax = 0.2.
First of all, a parameterization using a density field ρ and four trigonometric
moments m is used. A hierarchical optimization problem is solved, since the strain
energy can be maximized for each element separately. Although this approach is
used by Díaz et al. [1995], it is highly unstable. The local elasticity tensor ERN
differs drastically during the design iterations, which means that convergence can
only be guaranteed by severe restrictions on the allowed change of the design. Better
results are obtained if the local problems concern minimization of the complementary
energy (see, e.g. [Cherkaev et al., 1998]). Nevertheless, it is still required to have a
maximum allowable change of 0.05 on the design variables during the iterations.
The optimization procedure with a moment parameterization is computationally
demanding, due to the large number of local sub-problems. Unfortunately, this meant
that a design on a coarse mesh of 40×20 elements, was the largest resolution that can
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Figure 5.7: Design domain Ω and boundary conditions of the two load bride example.
The loads and supports are applied in a distributed manner.
be achieved in less than a day on a standard PC using a single core MATLAB code.
To identify if better results can be obtained with other rank-N parameterizations,
the relative layer widths µi and orientations θi of a rank-N design are updated using
an optimization problem of Equation 2.27. This approach reduces the computational
cost with more than 3 orders of magnitude compared to a moment parametrization,
allowing for finer meshes as can be seen in Table 5.5.
Table 5.5: Compliance values J for the two load bridge example, optimized using
different discretizations and different alignment methods.
Method 40× 20 80× 40 120× 60 160× 80 200× 100
moment form 38.39 - - - -
rank-2 38.41 38.65 38.99 39.42 40.00
rank-3 37.97 38.10 38.23 38.36 38.45
rank-4 37.97 38.08 38.26 38.41 38.62
rank-3 reg 38.53 38.59 38.88 39.08 39.30
rank-(2nσ) (princ.) 39.97 39.19 39.31 39.77 40.62
rank-(2nσ) (princ. as SG) 37.95 38.06 38.18 38.32 38.45
It can be seen that the difference in performance using rank-2 an rank-3 laminates
is surprisingly small. Using only 2 layers, a near-optimal design can be achieved.
As expected, introducing a rank-4 parameterization does not result in a better
performing design compared to an optimal rank-3; however, both perform better
than a design with a moment parameterization. Furthermore, the regularization
scheme presented above, is used to obtain smooth orientation fields θ1, θ2 and θ3
of the rank-3 design. As can be seen in Table 5.5 the corresponding performance
(depending on γθ) is slightly worse. However, all orientation fields are smooth and the
corresponding design can be projected on a single scale using Equations 4.2 and 4.4,
as can be seen in Figure 5.8(a).
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(a) Rank-3, regularized orientation. (b) Rank-4, SG based on principal directions.
Figure 5.8: Two angle parameterizations of the two load bridge example, projected
on a fine mesh of 1600× 800 elements, using  = 20 hf .
Although the fields describing the orientation and layer widths are smooth
throughout Ω, it can be seen that the projected shape is not completely well-
connected. Structural members, which are projected from the first layer seem to
correspond in another part of the domain to the second layer, resulting in a slight
mismatch at the transition from one layer to the other. This leads to a worse
compliance for the projected design J φ = 69.71.
To identify if continuous projected members can be achieved from the load to
the supports, the principal stress directions of each individual load case are used as
layer directions. Hence, a rank-(2nσ) laminate is used, resulting in 4 layers for the
two load bridge example. The resulting compliance when the layer directions are
updated using these principal directions can also be seen in Table 5.5. Furthermore, a
rank-(2nσ) is used where the orientation is updated in a gradient-based fashion, with
a SG based on the principal directions. The corresponding projected design, shown
in Figure 5.8(b) consists of overlapping members. Hence, two or more layers have
similar orientation and finite width. Unfortunately, an evaluation of the compliance of
the projected shape J φ = 182.49 reveals that the fine scale design has a significantly
reduced performance compared to the homogenization-based design.
To conclude, for multiple load-case problems it is not enough to have smooth
and continuous orientation field to achieve well-performing single-scale designs.
Something extra is needed, e.g. separate layers with the same orientation need
to be avoided. Finding a method that can do this, such that the projected designs
have similar performance as the homogenization-based designs remains a topic of
research. Nevertheless, the projected shapes shown in Figures 5.8 can be obtained in
less than 5 minutes, and can give valuable information to engineers on the shape of
an optimal design.

6 Concluding remarks
This thesis considered the interpretation of multi-scale designs optimized for maximum
stiffness on a single length-scale. By performing homogenization-based topology
optimization with optimal or near-optimal microstructures, a multi-scale design can
be obtained in less than 10 minutes for 2D problems on a standard PC. Even 3D
designs, although not presented in this thesis, can be obtained without requiring
parallelized codes.
It is my opinion that this relatively short time allows engineers and designers
to quickly gain insight in the optimal material distribution, layer directions, and
the lower bound on the performance for compliance minimization problems. Hence,
it is somewhat disappointing to see that almost none of the works on multi-scale
topology optimization show a comparison with what is theoretically possible if
optimal microstructures are used. Especially, since the results in this thesis and
attached papers do indicate that it pays off to exploit the existing knowledge on
optimal microstructures.
In the context of material design it is shown that when an optimal rank-3
laminate is known, simpler and better performing microstructures can be reached
compared to the use of classical starting guesses. Furthermore, a class of simple
and manufacturable truss lattice structures has been proposed, which performs close
to what is theoretically possible. Not only are these designs highly optimal for
anisotropic loading conditions, their simple geometry allows for manufacturing using
3D printing techniques.
Multi-scale designs for 2D problems subject to a single loading case can be
efficiently approximated on a single-scale. Several methods are presented to control
the corresponding feature size and microstructure spacing. However, for the treatment
of singularities and other improvements it can be beneficial to look to the field of
geometry processing, since similar types of problems are considered.
Compared to standard density-based topology optimization, the required com-
putational cost can be reduced by more than 50 times! Nevertheless, extensions to
multiple load cases and 3D are not trivial, partially due to the non-uniqueness of
the optimal microstructures and partially due to the large number of layers involved.
Nevertheless, smooth multi-scale designs for multiple load cases can be projected on
a single scale, and although not completely well-connected, these projected shapes
still provide great insight on the optimal design, at a low computational cost.
More research has to be performed on the development of regularization methods,
to allow for well-connected and smoothly varying layers throughout the macroscopic
domain. It is my belief that a good method can and will be found, due to the
non-uniqueness of the optimal microstructures, which allows for something extra to
be optimized. A major challenge when regularization methods are considered is to
avoid a large reduction in optimality. A smooth and well-connected shape that is far
from optimal is not desired anyway. Hence, the obtained designs should always be
compared to what is truly optimal.
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Finally, it is important that more complex problems than compliance minimization
are considered. E.g. Krog and Olhoff [1997] consider optimization of fundamental
frequency for free vibration problems. Different types of physics or non-linear behavior
should be considered for multi-scale design problems. A key part of the work here
includes finding an optimal or near-optimal class of microstructures that cover the
space of desired extremal properties. Doing this might be a Ph.D. project in itself.
However, if a well-performing macroscopically smooth parameterization can be found,
the potential savings in computational cost can be enormous.
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Summary
This paper presents a projection method to obtain high-resolution, manufacturable
structures from efficient and coarse-scale homogenization-based topology optimiza-
tion results. The presented approach bridges coarse and fine scale, such that the
complex periodic microstructures can be represented by a smooth and continuous
lattice on the fine mesh. A heuristic methodology allows control of the projected
topology, such that a minimum length scale on both solid and void features is ensured
in the final result. Numerical examples show excellent behavior of the method, where
performances of the projected designs are almost equal to the homogenization-based
solutions. A significant reduction in computational cost is observed compared to
conventional topology optimization approaches.
KEYWORDS
high-resolution, homogenization, manufacturing constraints, topology optimization
1 INTRODUCTION
Nowadays, the wide-spread availability of computational resources has resulted in topology optimization as a mature design
method, with numerous applications in industry. Nevertheless, large-scale topology optimization still comes at a high computa-
tional cost, dominated by the finite element analysis.1 Furthermore, to ensure near optimal solutions, continuation approaches
have to be used, which increase the number of design iterations and computational time. Theoretically, it is known that the
optimal topology consists of periodic composites with infinitesimally small features. In homogenization-based topology opti-
mization, the space of admissible designs is relaxed to allow such composites.2 In this way, that provided the basis for the
original works in topology optimization, optimal solutions could be obtained at a much lower computational cost compared to
density-based topology optimization.
Even more than an optimal design, a manufacturable structure is required, which can of course not consist of infinitesi-
mally small features. To get manufacturable designs out of the relaxed solutions, several multiscale techniques have been used.
Rodrigues et al proposed a hierarchical optimization scheme that combines free material optimization on the macroscale, with
an optimization of the microstructure using inverse homogenization.3 This approach was later extended to allow for parallel
computations,4 as well as for nonlinear elasticity.5 To reduce the computational cost, one can also consider to restrict the amount
of unique microstructures throughout the domain; however, this comes at a reduction of optimality.6,7 A limitation of these
methods is that the connectivity between neighboring microstructures is not guaranteed. Greifenstein and Stingl approached
this problem by constraining the variation of the material.8 Multiscale techniques such as the aforementioned approaches have
received rapid growing interest, in part spurred by the increased availability of additive manufacturing techniques. By far, most
of the published work (all of which shall not be listed here) is based on “separation of scales”, i.e., it is assumed that micro-
scopic patterns are much smaller than the macroscopic details, in turn allowing for separate modelling of the microscale and
1148 Copyright © 2017 John Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/nme Int J Numer Meth Engng. 2018;113:1148–1163.
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macroscale. In connection with additive manufacturing, one should also mention the treatment of in-fill, i.e., porous structures
that, apart from weight saving, also may increase buckling stability of topology optimized structures, see Clausen et al.9,10
In a different approach, Lazarov and Alexandersen use the multiscale finite element method to design high-resolution man-
ufacturable structures.11,12 These works do not assume separation of scales and hence provide better analysis and design
of structures with finite periodicity, although the computational cost is high compared to homogenization-based topology
optimization.
In a very appealing approach, Pantz and Trabelsi introduced a method to project the microstructures from the relaxed design
space to obtain a solid-void design with finite length scale.13,14 The local structure is oriented along the directions of lamination
such that a well-connected design is achieved. This approach paves the way for coarse-scale topology optimization where the
projection can be performed on a high-resolution mesh in a postprocessing step, without a need for cumbersome and expensive
multiscale formulations. In a related study, Rumpf and Pazos show that any type of (also spatially varying) unit cell, represented
by a Fourier series, can be projected on a fine scale mesh.15,16
This paper shall be seen as a simplification and improvement of the approach introduced by Pantz and Trabelsi.13,14 We sim-
plify the projection approach and introduce procedures for controlling the size and shape of the projected design, such that
high-resolution (e.g., 1.3 million elements in 2D), near-optimal, and manufacturable lattice designs can be achieved within a few
minutes in a single processor MATLAB code on a standard PC. This short time allows a designer to get high-resolution manu-
facturable designs at speeds, which potentially can make high-resolution topology optimization an integrated part of interactive
design processes.17
The paper is organized as follows: the methodology of numerical homogenization, and how it can be used in the context of
topology optimization is introduced in Section 2. The projection method and its implementation details are presented in Section
3. In Section 4, a method to control the shape of the projected designs is shown. Corresponding numerical examples are shown
in Section 5. Finally, the most important conclusions of this study are presented in Section 6.
2 HOMOGENIZATION-BASED TOPOLOGY OPTIMIZATION
It is well-known that formany topology optimization problems, the optimal solutions can be found in the relaxed design space, ie,
the space allowing for microstructural materials that have an infinitely fast variation in solid and void regions.18-20 At the micro-
scopic scale, these microstructures are assumed to be uniform, hence they can be represented by periodic unit cells. While at
the macroscopic scale, geometries and orientations are spatially varying such that optimal structural properties can be obtained.
In the original works on topology optimization, microstructures were either described by square cells with rectangular holes2
or as layered materials.21 Similar to these works, we apply topology optimization to compliance minimization of linear-elastic
plane problems subject to a single load case, where the main focus of this study is on the physical realization of these optimized
topologies.
Avellaneda has shown that the optimal solution for minimum compliance problems is in the space of layered materials, the
so-called rank-n laminates.20 Here, rank-2 laminates are optimal for plane problems subject to a single load case, and rank-3
laminates are optimal for plane problems subject to multiple load cases. Unfortunately, rank-n laminates require different length
scales, which poses a challenge on their physical realization. Therefore, we restrict ourselves to the suboptimal (but close in
performance) square unit cells with rectangular holes, used by Bendsøe and Kikuchi.2 An illustration of one unit cell, with its
local coordinate system (y1,y2) and link to the global coordinate system (x1,x2), is seen in Figure 1.
2.1 Numerical homogenization
The macroscopic constitutive properties of the unit cell in its local coordinate system (y1,y2) form the homogenized elasticity
tensorCH. These properties, which depend on the parameters describing the height a1 and width a2 of the hole*, can be obtained
using numerical homogenization. A discussion on the theory of homogenization is outside the scope of this work; instead, the
interested readers are referred to previous works,22-25 in which detailed descriptions of the theory and implementation can be
found.
In topology optimization, the parameters a1 and a2 are spatially varying and subject to change during each design iteration.
Therefore, it is cumbersome to perform numerical homogenization for each variation in a1 and a2. Instead, we can calculate CH
for a large number of combinations of a1 and a2 and interpolate between them, as proposed by Bendsøe and Kikuchi.2 To do so,
*Hence, a1 determines the stiffness of the unit cell in the y1-direction, and a2 determines the stiffness of the unit cell in the y2-direction
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FIGURE 1 Layout of the unit cell with a rectangular hole, in local (y1,y2) and global (x1,x2) coordinate system
FIGURE 2 The indices of the homogenized elasticity tensor CH for different values of a1 and a2, where Estrong = 1 and 𝜈 = 0.3
the publicly available and easy-to-use MATLAB code by Andreassen and Andreasen is used.26 With this code, a mesh consisting
of 100 × 100 bilinear finite elements has been created, on which CH has been determined for 51 × 51 different combinations
of a1 and a2. The used material properties are E = 1 and 𝜈 = 0.3, while a very compliant material plays the role of void, ie,
Evoid = 10−9E. To avoid discontinuities in elastic properties, we treat the hole as an infinitesimally thin crack when one of the
parameters ai takes the value 0. The resulting curves for the 4 unique indices of the homogenized elasticity coefficients are
shown in Figure 2, where linear interpolation is applied to obtain values between the data points.
With these curves known, the macroscopic elasticity tensor in the global reference frame C can be calculated.
C(a1, a2, 𝜃) = RT (𝜃)CH(a1, a2)R(𝜃), (1)
where R is the well-known rotation matrix. Finally, the amount of material in unit cell m can be calculated as
m = 1 − a1a2. (2)
2.2 Topology optimization formulation
Topology optimization is a material distribution problem, where the goal is to find an optimized material distribution that
minimizes an objective function, subject to a number of constraints.27 In this study, we will restrict ourselves to minimizing
compliance  , for single load-case problems, subject to an upper bound on the volume. The design domain is discretized in
elements, in which the shape and orientation of the microstructure are assumed to be uniform. The local design variables a1,
a2, and 𝜃 can thus be combined into design vectors a1, a2, and 𝜽.
The topology optimization problem is solved in nested form, by successive minimizations w.r.t. design variables a1, a2, and 𝜽;
where for each design iteration, the equilibrium equations are satisfied by finite element analysis. As is shown by Pedersen,28,29
the optimal orientation of an orthotropic composite coincides with the principal stress directions, hence 𝜽 is aligned accord-
ingly for each minimization step. Subsequently, design vectors a1 and a2 are updated at each minimization step based on their
gradients. The discretized optimization problem can thus be written as
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min
a1,a2,𝜽
∶  (a1, a2,𝜽,U),
s.t. ∶ K(a1, a2,𝜽)U = F,
∶ vTm(a1, a2) − Vmax ⩽ 0,
∶ 0 ⩽ a1, a2 ⩽ 1,
(3)
where m(a1, a2) describes the amount of material within an element (see Equation 2), v is the vector containing the element
volumes, and Vmax is the maximum allowed volume of the material in the design domain. Stiffness matrix K is a function of
a1, a2, and 𝜽; F describes the loads acting on the domain; and U describes the solution of the equilibrium equation. For the
design update of a1 and a2, the MATLAB implementation of the method of moving asymptotes is used.30
As shown in Díaz and Sigmund,31 checkerboard patterns can occur since the strain energy density of these patterns is over-
estimated using bilinear finite elements. To prevent the checkerboarding, the solution space is restricted using a density filter
applied to a1 and a2 independently.32,33 A small filter radius rmin of 1.5 times the element width hc is used, since the filter only
has to prevent the occurrence of checkerboard patterns and should not impose a length scale on the design. The physical dimen-
sions of the hole ̄̃a1 and ̄̃a2 are the filtered design variables. These values are used to determine the homogenized elasticity
tensor CH and to determine the amount of material within a unit cell m.
2.3 Test problems
In this study, 2 test problems are considered. The first is a cantilever problem, subject to a distributed unit load over 20% of the
right boundary, shown in Figure 3A. A volume constraint of 0.5 is set, and a coarse discretization of 80× 40 elements is used to
solve the homogenization-based topology optimization problem. The second problem is a Michell-type problem with circular
support, subject to a distributed unit load over 10% of the right boundary, shown in Figure 3B. For this problem, a volume
constraint of 0.25 is set, while a mesh of 80 × 60 elements is used to perform the topology optimization. For both problems, a
solid material with unit stiffness, and a Poisson’s ratio of 𝜈 = 0.3, is used.
FIGURE 3 Boundary conditions of the 2 numerical examples considered in this study
FIGURE 4 Optimized topology for the 2D cantilever problem, using 80 × 40 elements
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To verify the homogenization-based topology optimization algorithm, the cantilever beam problem is solved, which results
in a compliance of 58.35. This value is very close to the value of 56.73 obtained using the more optimal rank-2 laminate as
microstructure, reported in Sigmund et al.34 The unit-cell densities of the optimized topology can be seen in Figure 4A. A
close-up of this design can be seen in Figure 4B, where the red and blue lines correspond to 1 − a1 and 1 − a2, respectively.
The challenge is now to convert this result to a practically realizable structure with the highest possible precision using the least
computational effort.
3 PROJECTION OF MICROSTRUCTURES ON THE FINE SCALE
Almost any type of periodic microstructure can be represented by a complex exponential Fourier series with spatially varying
parameters.15,16 This allows one to project a complex microstructure on a fine scale, yet maintaining a smooth and continuous
lattice.
3.1 Projecting a uniform microstructure
The unit cell with a rectangular hole, used in the topology optimization problem, is simple enough to be represented by just 2
orthogonal cosine waves.13,14 The first cosine wave describes the part of the unit cell aligned with y1, while the second cosine
wave describes the part aligned with y2. Each of these cosine waves can be obtained independently from each other, thus we
here restrict ourselves to the derivation of the first cosine wave ?̃?1. This cosine wave is oriented using unit vector e1, such that
it is constant in the direction of y1, hence e1 is orthogonal to y1.
?̃?1(x) = 1
2
+ 1
2
cos(P(e1 · x)), (4)
where e1 can be written for the local orientation angle 𝜃 as
e1 =
[
− sin(𝜃)
cos(𝜃)
]
. (5)
P is a term that scales the periodicity based on the size of the unit-cell 𝜀:
P = 2𝜋
𝜀
(6)
Homogenization-based topology optimization is based on an infinite periodicity, i.e., 𝜀 → 0; however, this can of course not
be realized. Therefore, the microstructures have to be magnified towards a fine but realizable scale on the macroscopic level,
using a finite 𝜀. To take into account the height of the void (a1), and to get a clear solid-void design, a Heaviside step function
is used. Here ?̃?1 is projected to a a physical design 𝜌1, where the threshold parameter 𝜂1 is based on a1.
𝜌1(a1(x)) = H(?̃?1(x) − 𝜂1(a1(x))), (7)
𝜂1(a1(x)) = 1
2
+ 1
2
cos(𝜋(1 − a1(x))). (8)
The shape of the projected unit cell can then be retrieved using
𝜌(x) = min{𝜌1(x) + 𝜌2(x), 1}. (9)
where the second cosine wave 𝜌2 is oriented using unit vector e2, which is orthogonal to e1. The projection procedure of a
sequence of uniform rectangular unit cells can be seen in Figure 5. Figure 5A and Figure 5B show cosine waves ?̃?1 and ?̃?2
obtained using Equation 4, while the projected shape of the lattice obtained using Equation 9 is seen in Figure 5C. The domain
has unit width and height, with 𝜀 = 0.25.
3.2 Projecting a spatially variant microstructure
Equation 4 does not hold when the orientation of the microstructures is spatially varying. A unit cell cannot be square if the
spatial variation in angles has to be satisfied. Instead, we use a mapping function 𝜙1, which maps the optimization domain Ω
onto a periodic set in R2 that describes the composite,13,14 ie, 𝜙1 ∶ Ω → R2. Using this mapping function, we can reformulate
Equation 4 such that the cosine wave 𝜌1 can be described by
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FIGURE 5 Projection of a uniform microstructure on a fine scale using just 3 parameters, a1 = 0.7, a2 = 0.5, and 𝜃 = 𝜋∕6
𝜌1(x) = 1
2
+ 1
2
cos(P𝜙1(x)). (10)
The challenge is thus to find a suitable parameterization 𝜙1, such that each point in Ω corresponds to the correct composite
shape. We can solve for 𝜙1 by minimizing the least-squares error between unit vector e1 and the gradient of 𝜙113,15:
min
𝜙1(x)
∶ (𝜙1(x)) = 1
2∫Ω‖∇𝜙1(x) − e1(x)‖2dΩ. (11)
However, this is a best fit that tries to take both the enforcement of the angle and lattice spacing into account simultaneously.16
We will argue that the projected shape resembles the homogenization-based topology best if the angles are enforced exactly,
at the cost of a relaxed lattice spacing. To further enforce that the unit cells are oriented corresponding to the output of the
homogenization problem, 𝜙1 has to be constant in the direction of e2. Equation 11 can thus be reformulated in the following
constrained least-squares minimization problem.
min
𝜙1(x)
∶ (𝜙1(x)) = 1
2∫Ω‖∇𝜙1(x) − e1(x)‖2dΩ,
s.t. ∶ ∇𝜙1(x) · e2(x) = 0.
(12)
Finally, it has to be mentioned that domain Ω can be split up into 3 parts: a void domain Ωv, a part of the domain that is
completely solid Ωs, and a part that describes a lattice structure Ωl. These 3 different parts are defined as
x ∈
{Ωv if m(x) = 0,
Ωs if m(x) = 1,
Ωl if 0 < m(x) < 1.
(13)
The mapping 𝜙1 should be just described accurately in Ωl, hence we can relax the accuracy of 𝜙1 in Ωs and Ωv to make sure
the best projection is obtained. To do this, we reformulate the constrained least-squares minimization problem into a spatially
weighted problem.
min
𝜙1(x)
∶ (𝜙1(x)) = 1
2∫Ω𝛼1(x)‖∇𝜙1(x) − e1(x)‖2dΩ,
s.t. ∶ 𝛼2(x)∇𝜙1(x) · e2(x) = 0,
(14)
where
𝛼1(x) =
{
0.01 if x ∈ Ωv
0.1 if x ∈ Ωs
1 if x ∈ Ωl
, 𝛼2(x) =
{
0 if x ∈ Ωv
0 if x ∈ Ωs
1 if x ∈ Ωl
. (15)
The term 𝛼1 is introduced to relax the projection of 𝜙1 in Ωv and Ωs, where the low values still ensure some regularization to
the lattice spacing. Furthermore, the term 𝛼2 is used to turn off exact angular enforcement in these regions. If equally weighted,
requirements to the enforcement of angles in Ωv, where orientations may be badly determined, would severely influence the
outcome in important higher density regions. Similarly, for Ωs, the orientation of the unit cell is less important since it will
neither affect the constitutive properties nor the projected shape. The Lagrangian corresponding to Equation 14 can thus be
written as
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(𝜙1(x), 𝜆(x)) = ∫Ω
𝛼1(x)
2
‖∇𝜙1(x) − e1(x)‖2 − 𝜆(x)𝛼2(x)(∇𝜙1(x) · e2(x))dΩ, (16)
where 𝜆 is the Lagrange multiplier corresponding to the constraint.
3.3 Projecting a rotationally symmetric spatially variant microstructure
The optimization problem solved in Equation 14 works well for a smoothly varying angle field 𝜃. Unfortunately, the principal
stress directions used to calculate 𝜃 are rotationally symmetric, hence there may be jumps of size 𝜋 in the optimized angle
field. This rotational symmetry has neither an influence on the shape of the microstructure nor on its constitutive properties.
However, it means that Equation 12 cannot be used, unless vectors e1 and e2 are oriented in a consistent fashion. To circumvent
this problem, Pantz and Trabelsi13 reformulated the problem and solved for vector fields v1 and v2 instead of the scalar fields
𝜙1 and 𝜙2.
We argue that the approach proposed by Pantz and Trabelsi overly complicates the procedure and propose that the vector
fields e1 and e2 can be oriented consistently in a straightforward fashion, in turn avoiding the computational burden in solving
for vector fields v1 and v2. To do so, we use a well-known image-processing technique called connected component labeling.35
The main idea is to divide the image into separate components, where the pixels in each of the components have uniform or
near-uniform properties. Using this technique, it is possible to find the components in the design domain where the angle field
𝜃 is rotated with 𝜋. To identify if voxel i and adjacent voxel j are in the same component, the following 2 conditions should be
satisfied.
1. The relative difference between 𝜃i and 𝜃j should be smaller than 𝜋∕2.
2. Voxels i and j should both be in Ωv or should both be in Ωs ∪ Ωl
The first condition assumes that the principal stress field is smooth and should not rotate more than 𝜋∕2 between 2 adjacent
elements. The second condition is used to find the boundaries of regions in which there is no material. This is important
when considering the Michell-type problem with the circular support. Here, we want the support to be a separate component
that does not influence the orientation of angle field 𝜃 outside of the support. Connected component labeling is a well-known
image-processing task, for which various efficient implementations exist.35 Furthermore, it has to be noted that the technique
works equally well on irregular meshes, provided that the adjacent elements are known.
To demonstrate the procedure, consider the vector field e1 shown in Figure 6A. We assume a nonvoid domain, i.e., condition
2 is always satisfied, and perform the connected component label algorithm described above. A component label is assigned to
each of the elements, and it can be seen in Figure 6B that the edges of the components correspond to the places where angle field
𝜃 is rotated by 𝜋. The different components can then be oriented consistently by making sure that the difference in 𝜃 at these
boundaries is close to k2𝜋, where k is an integer. This aligns the angle field in a consistent fashion, and hence the projection
can be performed using Equation 14.
FIGURE 6 Angle field 𝜃, which exhibits rotational symmetry, and the corresponding connected component labeling
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FIGURE 7 The different types of meshes and how they are linked
3.4 Numerical implementation of the projection method
The solution of the topology optimization problem, obtained on coarse mesh  c, is projected onto a fine scale mesh  f , where
hf < hc∕15 to obtain a high-resolution design at a low computational cost. The calculation of 𝝓1 and 𝝓2 is done on an inter-
mediate mesh  i, where the mesh-size is a trade-off between the computational cost and the quality of the result; however, a
general rule of thumb is that hi < hc∕3.15 An overview of these 3 different meshes and how they are related can be found in
Figure 7; where in the coarse mesh  c, the red lines correspond to 1 − a1, while the blue lines correspond to 1 − a2.
Different numerical methods exist to find 𝜙1 and 𝜆. Here, we solve the minimization problem of Equation 14 in finite differ-
ence form, where the solution vectors 𝝓1 and 𝝀 contain the corresponding unknowns on the intermediate mesh. The resulting
discretized Lagrangian can be written as
(𝝓1,𝝀) = 1
2
‖A1(D𝝓1 − E)‖2 − 𝝀TA2BD𝝓1, (17)
where D is a finite difference matrix, vector, E contains the unit vectors e1 at all discrete points, and matrix B holds the values
of e2. It has to be noted that A1 and A2 are diagonal matrices such that the spatial weighting terms are taken into account, hence
A1 contains values of
√
𝛼1 at the corresponding discrete points. Using the discretized Lagrangian and constraint, we can solve
for 𝝓1 and 𝝀 using the following KKT-system:[
DTAT
1
A1D −DTBTAT2A2BD 0
] [
𝝓1
𝝀
]
=
[
DTAT
1
A1E
0
]
. (18)
The solution of 𝜙1 is prone to local high-frequency variations, as can be seen in Figure 8A. These variations can be prevented by
solving for 𝜙1 on a finer mesh; however, this increases the cost of the projection. Furthermore, it was observed that smoothing
𝜙1 resolved the issue equally well. To smooth scalar field 𝜙1, a density filter with a radius of 2hi is used in a postprocessing
step. The effect of this smoothing operation can be seen in Figure 8B.
3.5 Scaling the periodicity
The projection procedure ensures that the local microstructure is oriented with 𝜃, at the cost of the lattice spacing. The local
lattice spacing is described by ||∇𝜙1|| and ||∇𝜙2||. If the angle is uniform throughout the domain, both values are 1, since e1
and e2 are unit vectors. Hence, ||∇𝜙i|| > 1 means that cosine wave i is locally compressed, while ||∇𝜙i|| < 1 means that the
cosine wave is locally stretched. To make sure that the average size of the projected unit cell corresponds to 𝜀, we have to find
the average lattice spacing p̄i in the part of the domain that consists of material (Ω ⧵Ωv).
p̄i =
∫(Ω⧵Ωv)||∇𝜙i(x)||d(Ω ⧵Ωv)
∫(Ω⧵Ωv)d(Ω ⧵Ωv)
(19)
Hence, p̄i > 1 means that cosine wave i is compressed in the domain of interest. Therefore, the periodicity for the ith cosine
wave Pi has to be scaled using
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FIGURE 8 Smoothing of field 𝜙1 using a density filter
FIGURE 9 Projection of the test problem on a fine scale of 1600 × 800 elements
Pi =
2𝜋
𝜀
1
p̄i
. (20)
The cantilever beam, for which the homogenization-based topology is shown in Figure 4, is treated as above. Here,  c consists
of 80 × 40 elements,  i consists of 320 × 160 elements, and the final shape shown in Figure 9A is obtained on a fine mesh
consisting of 1600 × 800 elements, using 𝜀 = 15hf. The projection resembles the optimized shape well, and the corresponding
compliance calculated on the fine mesh f = 63.6. Similarly, the test problem has been projected for 𝜀 = 30hf as shown in
Figure 9B, with the corresponding compliance of 61.2. It is interesting to note that in this case, a larger magnification leads to
a better performing design. This is because of a larger number of small features being disconnected when 𝜀 = 15hf. How to
resolve these small and sometimes disconnected features is the subject of the next section.
4 CONTROL OF THE SHAPE OF THE PROJECTED MICROSTRUCTURE
The size of the microstructures can be varied using 𝜀. However, this parameter does not provide any control of the feature size
of the individual structural members. Furthermore, if we take a closer look at Figure 9A, we can identify structural members
that do not seem to carry any load, see close-ups in Figure 10A, as well as structural members that are so thin that they cease
to exist, see Figure 10B.
To avoid these undesired features, some control of the projected design is required. Therefore, we present a heuristic method
that enforces a minimum feature size fmin on both solid and void. First, we propose a continuation scheme that restricts the shape
of the microstructures to prevent the occurrence of unit cells with very small structural members. Nevertheless, this approach
still results in locations where the feature size of the projected design f is smaller than fmin; therefore, material is added at these
locations until manufacturability is ensured. Furthermore, we present a method that removes the material in nonload-carrying
regions. Finally, we show an overview of all steps that have to be taken to project the homogenization-based structure.
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FIGURE 10 Close-up of the cantilever beam, projected on a fine scale of 1600 × 800 elements, with 𝜀 = 15hf
FIGURE 11 Interpolation scheme plotted for the intervals where the behavior is non-linear, for different values of 𝜂 and 𝛽, that follow the order
of the continuation approach
4.1 Restriction of solution space
Microstructures with value of a1 and a2 close but not equal to 0 or 1 have to be prevented. These values describe unit cells with
very thin strips of solid or void, which cannot be manufactured when the solution is projected on a fine scale. Instead, we want
these values to either be 0, 1, or in a region [𝜂, 1 − 𝜂], which is bounded by length-scale 𝜂 on both the solid and void. To get a
solution that satisfies these conditions, the following interpolation scheme is used, which links the filtered design variables ã1
and ã2 to the physical dimensions of the void ̄̃a1 and ̄̃a2.
̄̃a1 = ã1
(
1 − H̃(𝛽, (1 − 𝜂), ã1)
)
H̃(𝛽, 𝜂, ã1) +
(
𝛽 − 1
𝛽
+ ã1
𝛽
)
H̃(𝛽, (1 − 𝜂), ã1), (21)
where H̃ is the smoothed Heaviside function,36
H̃(𝛽, 𝜂, ã1) =
tanh(𝛽𝜂) + tanh(𝛽(ã1 − 𝜂))
tanh(𝛽𝜂) + tanh(𝛽(1 − 𝜂))
. (22)
𝛽 controls the sharpness of the projection, and 𝜂 controls the threshold value. For a high value of 𝛽 and 𝜂 = 0, we have that
̄̃a1 = ã1. The interpolation function for different values of 𝛽 and 𝜂 can be found in Figure 11. The order of lines in the legend
shows the continuation approach that is taken, using 50 iterations per step. First, the material interpolation scheme is close to a
linear function, but gradually, 𝜂 is increased to enforce the length scale on solid and void. Finally, 𝛽 is increased to ensure that
the far majority of physical dimensions of the hole are either 0, 1, or in the region [𝜂, 1 − 𝜂], such that the small feature sizes
are avoided.
The cantilever beam problem has been solved using the continuation approach resulting in a compliance of 58.31 compared
to the compliance of 58.35 using only density filtering. The difference between these values is negligible; similar differences
have been observed for different mesh-sizes and different optimization problems. This shows that even though the solution
space is restricted, equally well performing topologies can be found at different local minima. Hence, based on our experience,
the presented approach does not negatively affect the performance of the design for the chosen parameters.
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4.2 Satisfying the local feature-sizes
The presented restriction method greatly reduces the violation of length-scale fmin in the projected design. Nevertheless, it
does not enforce an explicit length scale on the projected shape. It is possible to identify the projected feature-sizes fs and fv,
corresponding to the solid and void, respectively, using the local periodicity and a1 and a2.
fs,i(x) =
𝜀(1 − ai(x))||∇𝜙i(x)|| , (23)
fv,i(x) =
𝜀ai(x)||∇𝜙i(x)|| . (24)
If fs,i(x) is smaller than fmin, the feature size of the solid is violated. To compensate for this, a new value a∗i is found such that
the length scale is satisfied.
a∗i (x) = 1 −
fmin
𝜀
||∇𝜙i(x)|| (25)
Similarly, if fv,i < fmin, the hole is too small. However, we observed that removing material to satisfy the length scale has a
significant negative effect on the optimality of the projected shape. Therefore, to make sure that the feature size is satisfied, the
hole is closed instead, ie, a∗i = 0. This approach adds material to the structure and thus violates the volume constraint Vmax used
in the optimization problem. Nevertheless, we argue that this violation is small, e.g., 5% of Vmax, if reasonable values for 𝜀 and
fmin are used. The restriction of the solution space discussed previously makes sure that most of the unit cells in the domain
do not have small feature sizes. Furthermore, the nonload carrying structural members shown in Figure 10A still have to be
removed, which will reduce the violation of the volume constraint.
4.3 Removal of material at nonload carrying solids
Nonload carrying structural members, see, e.g., Figure 10A, can partially be explained by using the restriction method presented
above, but mostly by the interpolation of a1 and a2 from  c onto  f . Since a linear interpolation method is used, isolated
structural members can arise at high-contrast regions. To remove these structural members, we use a simple iterative update
scheme. In this scheme, a finite element analysis is performed at the fine scale; afterwards, the solid voxels that have a strain
energy density ce lower than 0.1% of the mean strain energy density c̄e are set to void. To make sure that the length scale fmin
on both the solid and void is still satisfied after each iteration, we perform an open-close filter operation as is proposed by
Sigmund.37 This operation efficiently eliminates features smaller than the filter size but leaves other details virtually untouched.
The combination of removal of solid voxels with a low strain energy density, followed by the open-close filter operation, is a
heuristic method to get smooth and manufacturable microstructures. Nevertheless, we have observed excellent behavior of this
method and generally convergence is obtained within 5 to 10 iterations. Alternatively, one could use the projected microstructure
as a starting guess for fine-scale topology optimization. However, even when an efficient topology optimization framework is
used, e.g. Andreassen,38 the corresponding optimization will require significantly more time-consuming fine-scale iterations
until convergence and probably result in no significant improvement in performance.
4.4 Overview of the projection procedure
The methods described in the previous sections are combined to obtain high-resolution manufacturable microstructures at low
computational cost. The different steps that have to be taken are shown below:
1. Homogenization-based topology optimization for rectangular unit cells using the restriction approach presented in section
4.1, on coarse mesh  c.
2. Connected component labeling and consistent alignment of e1 and e2, using the methodology presented in section 3.3 on  c.
3. Calculating mapping functions 𝜙1 and 𝜙2 as shown in section 3.4, on intermediate mesh  i.
4. Satisfying feature-size f, using the method presented in section 4.2, on fine mesh  f .
5. Projection of the cosine waves using Equations 7 to 10 on fine mesh  f .
6. Removal of the nonload carrying materials using the iterative method described in section 4.3 on mesh  f .
93
GROEN AND SIGMUND 1159
5 NUMERICAL EXAMPLES
The solution of the cantilever beam problem has been projected on a fine mesh consisting of 1600 × 800 elements.
The homogenization-based topology optimization took 199.4 seconds, and the subsequent connected component labeling
0.1 seconds. Hence, the total time spent on the coarse mesh Tc = 199.5 seconds. The compliance of the optimized
homogenization-based topology c = 58.31. The projection is performed for various sizes of the unit cell 𝜀, and several values
of fmin. The corresponding compliance on the fine scale f and volume Vf of the projected structures can be found in Table 1.
Furthermore, Ti which is the time it took to calculate 𝜙1 and 𝜙2 on the intermediate mesh is shown, as well as Tf the time it
took to satisfy the feature size, project the cosine waves, and remove the nonload carrying members on the fine mesh. Finally,
the time for the entire procedure Ttot is given in Table 1.
A small unit-cell size combined with a large minimum length-scale leads to a large violation of the volume constraint.
This is visualized for 𝜀 = 20hf and fmin = 4hf in Figure 12A, where most structural members have a width corresponding
to fmin. However, for reasonable combinations of 𝜀 and fmin, the volume constraint is hardly violated. A good rule of thumb
is that
fmin
𝜀
> 10 such that the violation of the volume constraint is within 2% of Vmax. Furthermore, it is very interesting to
see that for these projected structures excellent results are achieved, where the compliance is close to the performance of the
homogenization-based topology. For 𝜀 = 40, and a small feature-size fmin = 2, we obtain a structure that does not violate the
volume constraint, see Figure 12B, while the performance is within 2% of the homogenization-based topology. Using a larger
feature size fmin = 4, slightly increases the volume; however, this results in a topology for which the performance is almost
identical to the homogenization-based topology. Furthermore, this larger feature-size ensures manufacturability as can be seen
in Figure 13.
The presented procedure for calculating mapping functions 𝜙1 and 𝜙2 is highly efficient resulting in an average time of
10.6seconds. The time it took to project the structure on the fine scale and satisfy the feature size is negligible compared to
the cost of removing the nonload-carrying materials. The cost for this iterative procedure depends on the required number of
iterations, where an average iteration costs approximately 28 seconds. This means that the total time to optimize and project the
design Ttot never exceeded 500seconds, where it has to be noted that all experiments have been performed on a standard PC,
using a single-core MATLAB code.
TABLE 1 Performance and computational cost of the projection method, when the
cantilever beam problem is projected on a fine mesh consisting of 1600 × 800 elements
𝜀 fmin Vf c f Tc Ti Tf Ttot
20hf 2hf 0.503 58.31 60.27 199.5 s 10.7 s 145.2 s 355.4 s
20hf 3hf 0.519 58.31 58.21 199.5 s 10.2 s 260.6 s 470.3 s
20hf 4hf 0.540 58.31 56.23 199.5 s 10.8 s 266.6 s 476.9 s
30hf 2hf 0.500 58.31 60.93 199.5 s 10.7 s 150.3 s 360.5 s
30hf 3hf 0.509 58.31 59.72 199.5 s 11.2 s 233.6 s 444.3 s
30hf 4hf 0.518 58.31 58.71 199.5 s 10.5 s 285.3 s 495.3 s
40hf 2hf 0.500 58.31 59.55 199.5 s 10.7 s 115.5 s 325.7 s
40hf 3hf 0.505 58.31 59.03 199.5 s 10.2 s 145.6 s 355.3 s
40hf 4hf 0.510 58.31 58.57 199.5 s 10.0 s 148.7 s 358.2 s
FIGURE 12 Cantilever problem projected on a fine scale of 1600 × 800
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FIGURE 13 Projection of the cantilever problem, on a fine scale of 1600× 800 using 𝜀 = 40hf and fmin = 4hf . The compliance f = 58.57, while
Vf = 0.510
TABLE 2 Performance and computational cost of the projection method, when the
Michell-type problem with circular support is projected on a fine mesh consisting of
1200 × 900 elements
𝜀 fmin Vf c f Tc Ti Tf Ttot
20hf 2hf 0.248 84.31 75.57 225.6 s 16.8 s 109.6 s 352.0 s
20hf 3hf 0.266 84.31 73.44 225.6 s 17.5 s 112.7 s 355.8 s
20hf 4hf 0.297 84.31 62.76 225.6 s 16.1 s 150.4 s 392.1 s
30hf 2hf 0.236 84.31 76.68 225.6 s 17.7 s 174.2 s 417.5 s
30hf 3hf 0.241 84.31 74.72 225.6 s 17.5 s 132.5 s 375.6 s
30hf 4hf 0.252 84.31 71.89 225.6 s 15.7 s 175.3 s 416.6 s
40hf 2hf 0.250 84.31 68.37 225.6 s 16.5 s 111.6 s 353.7 s
40hf 3hf 0.252 84.31 67.83 225.6 s 17.3 s 112.6 s 355.5 s
40hf 4hf 0.256 84.31 66.51 225.6 s 17.7 s 92.9 s 336.2 s
To require the same resolution using a standard density-based topology optimization approach, a minimum of 100 iterations
is required, each costing approximately 25 seconds. Furthermore, for a standard topology optimization approach, a contin-
uation strategy is required to get as close to the optimal solution as obtained by the suggested projection approach. Such a
continuation approach requires approximately 1000 iterations,34 which would mean a total optimization time of approximately
25 000 seconds. Because of its optimization at a coarse scale, the presented method is thus able to be reduce the computational
cost by more than 50 times.
The proposed scheme is also applied to the Michell-type problem with circular support. The coarse-scale optimization per-
formed on a mesh of 80× 60 elements resulted in a compliance of 84.31 obtained within 225.4 seconds. The shape is projected
on a fine mesh of 1200×900 elements, for various sizes of the unit cell 𝜀, and several values of fmin. The corresponding volume,
compliance, and times it took for each part of the procedure are shown in Table 2
It is interesting to see that for 𝜀 = 30hf, the volume of the projected and postprocessed shape is smaller than the volume
constraint in the topology optimization problem. The reason for this is that 2 peaks of the cosine waves are located exactly
at the boundary of the void domain and are not well connected to the rest of the structure, as can be seen in Figure 14A.
Therefore, these waves are nonload carrying and removed by the fine-scale optimization procedure as can be seen in Figure 14B.
This unfortunate result is purely a problem of the periodicity P having an unlucky value such that the projected structure at
some positions is not well connected. If we use 𝜀 = 40hf, the peaks of the cosine waves are positioned in a better way and
excellent results are obtained. The projection using 40hf and 3hf is shown in Figure 15, the violation of the volume constraint is
negligible, and the corresponding compliance is 67.83. It is interesting that this value is much lower than the compliance of the
homogenization-based topology. This difference can be explained by the enforcement of the circular boundary condition, which
is known to have a very strong influence on the resulting compliance for this classical example. If the homogenization-based
topology optimization is performed on a finer scale, the boundary is approximated more accurately, and it was observed that
the compliance converges to the value obtained using the projection.
From the numerical examples, we can conclude that the presented method is able to provide high-resolution (more than a
million elements), near-optimal, manufacturable topologies, at low computational cost. However, the exact locations of the
peaks of the cosine waves are difficult to predict; therefore, the projected shape can have some poorly connected structural
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FIGURE 14 The Michell-type problem with circular support projected on a fine mesh consisting of 1200× 900 elements. 𝜀 = 30hf and fmin = 3hf
FIGURE 15 The Michell-type problem with circular support projected on a fine mesh consisting of 1200 × 900 elements. 𝜀 = 40hf and
fmin = 3hf . The compliance f = 67.83, while Vf = 0.252
members, as is demonstrated in Figure 14A and Figure 14B. This problem can be circumvented by shifting the cosine waves
slightly, or by solving the projection procedure as a true multiscale approach. In such an approach, the topology optimized shape
is also the shape that can be projected best.
Finally, a close inspection of Figures 13 and 15 shows that the projected shapes are not perfectly symmetric. The reason for
this are angular fluctuations in low density regions. The influence of these regions on the projection is small; nevertheless, it can
still result in a slight asymmetry as is best visible around the circular support in Figure 15. This asymmetry can be circumvented
by reducing the computational domain at which the projection is performed to the nonvoid regions or by enforcing symmetry
in all variable sets. We will leave further improvements in this direction to future works.
6 CONCLUSION
An efficient approach to obtain near-optimal, high-resolution, manufacturable microstructures from coarse scale optimization
studies has been presented. The methodology projects the unit cells of homogenization-based topology optimization on a fine
mesh with minimum computational effort, where emphasis has been put on how to treat the rotational symmetry in the optimized
angle field. Furthermore, an efficient method to control the shape of the projected design has been presented, such that the final
topology satisfies a length-scale on both solid and void regions. Based on numerical experiments, this heuristic method has
shown to produce near-optimal designs, at a speed which for the considered 2D examples is 50 times lower than conventional
density-based topology optimization methods.
This overall promising performance paves the way for extending the proposed methodology to multiload problems, where
more complex unit cells need to be considered. Furthermore, the excellent performance for single load-case minimum compli-
ance problems allows for a natural extension of the methodology to 3D applications, where cubic unit cells with rectangular
holes will have to be considered. We are confident that the presented methodology is robust enough to allow these extensions,
such that its potential for incorporation in an efficient, interactive design process can be further revealed.
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Abstract
In this article, we propose a novel method to obtain a near-optimal frame structure, based on the solution of a
homogenization-based topology optimization model. The presented approach exploits the equivalence between Michell’s
problem of least-weight trusses and a compliance minimization problem using optimal rank-2 laminates in the low volume
fraction limit. In a fully automated procedure, a discrete structure is extracted from the homogenization-based continuum
model. This near-optimal structure is post-optimized as a frame, where the bending stiffness is continuously decreased, to
allow for a final design that resembles a truss structure. Numerical experiments show excellent behavior of the method,
where the final designs are close to analytical optima, and obtained in less than 10 minutes, for various levels of detail, on a
standard PC.
Keywords Optimal frame design · Optimal truss design · Michell theory · Topology optimization
1 Introduction
A classical topic within structural optimization is to find
solutions for Michell’s problem of least-weight trusses
(Michell 1904). Computational methods to solve these prob-
lems of optimal truss design date back to the early sixties,
when Dorn et al. (1964) introduced the ground structure
approach. This approach requires a fixed set of nodal joints
and elements, which make up the ground structure. The
cross-sectional areas of these elements are then optimized,
classically using linear programming methods. In recent
years two easy-to-use implementations have been presented.
Soko´ł T (2011) has published a 99 line code programmed
in Mathematica, while Zegard and Paulino (2014) present a
frame work for arbitrary 2D domains in MATLAB.
A downside of ground structure approaches is that the
location of the nodal joints has a large influence on the
Communicated by: Gregoire Allaire
 J. P. Groen
jergro@mek.dtu.dk
1 Department of Mechanical Engineering, Solid Mechanics,
Technical University of Denmark, Nils Koppels Alle, B.404,
2800 Kgs. Lyngby, Denmark
performance of the design. To get a near-optimal solution
a large set of nodes and potential elements have to be
considered. Furthermore, the large number of members and
the fact that some of these members are overlapping poses a
limit on the manufacturability of these designs.
It is also possible to include the location of the nodes as
design variables, i.e. both size and geometry are optimized,
as introduced by Dobbs and Felton (1969) and Pedersen
(1969). In this case a small set of nodes and elements
suffices to get a near-optimal design; however, due to
the non-linearity of the combined size and geometry
optimization problem the initial position of nodes and
connectivity still has a large influence on the result.
To get close to the optimal distribution of nodes and
elements, growth methods have been considered (Rule
1994). Martı´nez et al. (2007) introduce an efficient growth
method where sequentially a node and elements are
introduced, size and topology optimization are performed,
and geometry optimization is applied. The resulting
designs are close in performance to analytical solutions for
Michell’s problem of least-weight trusses and obtained in
a relatively short time. However, due to the nature of the
heuristics involved in the growth method, it may not always
converge to a near-optimal solution as is discussed by He
and Gilbert (2015). Another downside of the growth method
is that the procedure of finding an appropriate position to
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insert a new joint becomes increasingly slow when more
members are considered.
In an approach somewhat related to the present, He and
Gilbert (2015) make use of an efficient ground structure
method, in which not all members are considered initially,
but adaptively inserted (Gilbert and Tyas 2003). The posi-
tion of this set of nodes is then optimized in a subsequent
geometry optimization step. Furthermore, crossing elements
are treated by inserting new nodes at crossings, leading to
near-optimal and manufacturable designs in a short time.
In a different approach Zhou and Li (2008, 2011) use
truss-like continua to get a near-optimal distribution of
material and orientations. In a semi-automated approach
starting points for ray tracing are manually selected, the
grid formed by these rays is interpreted as a truss structure,
on which subsequent size and geometry optimization is
performed. Similar to this approach, Gao et al. (2017)
obtain an initial ground structure for size optimization,
using principal stress trajectories. These trajectories are
obtained when the domain is modeled as an isotropic
medium; however, here it should be mentioned that these
principal stress lines do not necessarily correspond to the
principal directions for an orthotropic truss-like material.
In both of the above mentioned approaches the initial
member areas are not chosen based on the continuum
model, but are found in a subsequent sizing optimization
model.
In this article, we propose a novel method to obtain
a near-optimal set of nodes and elements, based on the
solution of a homogenization-based topology optimization
model. The approach is fully automatic and the extracted
structure remains close to optimal. In a final step, the
nodal positions and element areas are further optimized, and
redundant nodes and elements eliminated. An overview of
the proposed method can be seen in Fig. 1.
As discussed by Bendsøe and Haber (1993), the
compliance minimization problem in the low volume
fraction limit, using optimal rank-2 laminates, reduces to
Michell’s problem of least-weight trusses. In this limit a
rank-2 laminate can be represented by a combination of
two orthogonal rank-1 laminates acting on the same length-
scale (Bourdin and Kohn 2008), similar to the truss-like
continua used by Zhou and Li (2008). Such a microstructure
can be projected on a fine scale using the method proposed
in Pantz and Trabelsi (2008) and Groen and Sigmund
(2017). However, we can also use the information of
the mapping functions, required to do the projection, to
establish nodes and initial connectivity. Furthermore, based
on the optimal material distribution of the continuum model,
a near-optimal initial starting guess for element areas is
obtained.
Although the projected structure is close to the optimal
solution, it is not always in the space of statically
Fig. 1 Proposed procedure to obtain a solution to Michell’s problem
of least-weight trusses for a Michell cantilever
determinate structures. Hence, when modeled as a truss
structure, the stiffness matrix can be singular. To tackle
the problem of a singular stiffness matrix in the context
of topology optimization several approaches have been
proposed. Bruns (2006) uses a pseudo-inverse method,
Washizawa et al. (2004) use Krylov subspace methods, and
Ramos and Paulino (2016) use a potential energy approach
with Tikhonov regulation. However, as a simple and reliable
alternative we choose to model the structure as a thin frame
structure and gradually decrease the bending contribution
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using a continuation scheme. As an added benefit, our
approach allows to study the relation between optimized
frame and truss structures.
The combined procedure of obtaining a near-optimal
initial structure and post-optimization, for designs with
several hundreds of nodes, requires less than 10 minutes,
using a single processor MATLAB code on a standard
PC. This short time potentially allows designers to use
topology optimization as an interactive tool in the design
process, Aage et al. (2013). To demonstrate the performance
of the proposed approach five examples are considered.
The cantilever beam shown in Fig. 1, and the MBB-
beam, MBB-beam with void domain, L-shaped domain
and Michell cantilever with circular support shown in
Fig. 2a–d, respectively. The paper is organized as follows:
The methodology of the homogenization-based topology
optimization is introduced in Section 2. In Section 3
the theory used to obtain a near-optimal frame structure
from projection of the rank-2 laminates is explained.
The procedure to do further optimization is introduced in
Section 4. The corresponding tests on the performance and
efficiency of the developed method are shown in Section 5.
Finally, the most important conclusions of this study are
summarized in Section 6.
2 Homogenization-based topology
optimization
Two orthogonal rank-1 laminates are used as microstructure
to perform the homogenization-based topology optimiza-
tion. The microstructures are defined by μ1, and μ2, which
are the relative widths of the isotropic material in layer 1
and 2 respectively, and angle θ , which describes the angle
between the material frame of reference to the global frame
of reference. The corresponding constitutive properties C
in the global coordinate system are written in matrix form
using Voigt notation; furthermore, the macroscopic volume
fraction m can be calculated as,
C(μ1, μ2, θ) = RT (θ)
⎡
⎣
Eμ1 0 0
0 Eμ2 0
0 0 0
⎤
⎦R(θ)
+ Emin
1 − ν2
⎡
⎣
1 ν 0
ν 1 0
0 0 1−ν2
⎤
⎦
m(μ1, μ2) = μ1 + μ2 (1)
Here E is the Young’s modulus of the isotropic material,
and R is the transformation matrix rotating constitutive
(a)
(c) (d)
(b)
Fig. 2 Design domains and boundary conditions of examples used in this paper
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properties from the material frame of reference to the global
frame of reference. For stability reasons a small isotropic
stiffness (Emin = 0.005E and ν = 0.3) is added to the
composite constitutive properties.
Design domain  is discretized in ne bi-linear finite
elements, each consisting of a uniform microstructure
described by local design variables μ1, μ2, and θ . The
optimization problem, aimed at minimizing compliance
J , is solved in a nested-approach, where the design
vectors describing the relative widths μ1, and μ2 are
updated using the Method of Moving Asymptotes (MMA),
(Svanberg 1987). As discussed by Pedersen (1989, 1990),
the optimal orientation of an orthotropic composite is
along the directions of principal stresses, hence at each
design iteration the angles θ are updated accordingly.
In Michell’s problem of least-weight trusses the relative
material distribution has to be found, hence μ1 and μ2 are
only bounded from below, and the volume constraint can be
arbitrarily set to one. The discretized optimization problem
can thus be written as,
min
μ1,μ2,θ
: J (μ1,μ2, θ ,U)= FT U
s.t. : K(μ1,μ2, θ)U = F
: vT m(μ1,μ2) − 1
ne∑
e=1
ve ≤ 0
: 0 ≤ μ1,μ2 (2)
Where v is the vector containing the element volumes
ve. Stiffness matrix K is a function of μ1, μ2, and θ , F
is the load vector, and U describes the displacement field.
To avoid checkerboard patterns due to the use of bi-linear
finite elements, a standard density filter with a filter radius
of 1.5 element widths is applied on both fields μ1 and
μ2 independently, Bourdin (2001) and Bruns and Tortorelli
(2001). Furthermore, small values of μ1 and μ2 need to
be prevented to make a clear distinction between regions
consisting of material and regions which are void, as is
proposed in Groen and Sigmund (2017). To do so, the
following material interpolation scheme is used,
¯˜μi = μ˜i tanh(βη) + tanh(β(μ˜i − η))
tanh(βη) + tanh(β(1 − η)) (3)
Where μ˜i is the filtered width, and ¯˜μi is the physical
laminate width used to calculate the constitutive properties.
By carefully choosing a continuation scheme for the
threshold parameter η, and the sharpness of the projection
β, small widths between 0 and η can be banned from the
solution space with little effect on the performance of the
design. The parameters used for the continuation approach
can be found in Fig. 3, where the legend shows the order of
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
 = 500,  = 0.00
 = 100,  = 0.01
 = 100,  = 0.02
 = 100,  = 0.03
 = 150,  = 0.04
 = 150,  = 0.05
 = 300,  = 0.05
 = 1000,  = 0.05
Fig. 3 Interpolation scheme plotted for different values of η and β, the
order of the lines follows the continuation approach
the scheme that is taken, using 50 iterations per step. Here
the choice for η = 0.05, means that no microstructures are
allowed that contain less than 5% of the average volume.
3Mappingmicrostructures onto frame
structure
In recent works homogenization-based topologies have
been projected as smooth and continuous lattice structures
using two orthogonal layers (Pantz and Trabelsi 2008, 2010;
Groen and Sigmund 2017). For each of the two orthogonal
layers of the unit cell used in the homogenization-based
topology optimization, a mapping function is determined
that is locally aligned with the direction of lamination.
Using these two mapping functions, φ1 and φ2 respectively,
a continuous sequence of unit cells can be projected by
means of cosine functions.
In this section, we present an alternative method to create
a near-optimal frame structure based on φ1 and φ2, which
subsequently can be used for further optimization. The
discussion on the derivation of the mapping functions will
be kept limited, since this is not the main goal of this work.
For a detailed derivation the reader is referred to Groen and
Sigmund (2017).
3.1 Mapping a periodic composite shape
Mapping functions φ1 and φ2 can be obtained independently
of each other, using a similar approach, therefore we
restrict ourselves to the derivation of φ1. A suitable
parameterization of φ1 has to fulfill two requirements:
1. φ1 should be constant in the direction of lamination in
non-void domains, such that the frame structure can be
described as contour lines.
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2. The spacing between the contour lines of φ1 in these
non-void domains, should be as regular as possible
without violating the first requirement.
These requirements are not equally weighted throughout
domain . As shown in Fig. 1, a part of the homogenization-
based topology does not consist of material, hence the
mapping functions do not have to be accurate here.
Furthermore, requirement 1 is too strict in regions where
the angle field changes rapidly, e.g. at the Dirichlet BC’s in
the cantilever beam example. Therefore domain  is split
in three subdomains, a smooth lattice domain l , a void
domain v , and a domain θ in which the angle field is
rapidly changing. These domains are defined as,
x ∈
⎧⎨
⎩
v if ¯˜μ1(x), ¯˜μ2(x) < η
θ if ¯˜μ1(x), ¯˜μ2(x) ≥ η and ∇θ(x) > γθ
l if ¯˜μ1(x), ¯˜μ2(x) ≥ η and ∇θ(x) < γθ
(4)
where, γθ is a threshold that dictates whether the angular
field is rapidly changing or not.
γθ = π
4
1
hc
(5)
Here hc is the element length used in the homogenization-
based topology optimization. Due to the selected threshold,
θ contains the parts of the domain where the angle field
is close to singular. Using these different domains, we can
solve for mapping function φ1 by means of a spatially
weighted constrained least-squares minimization problem.
min
φ1(x)
: I(φ1(x)) = 1
2
∫

α1(x) ‖∇φ1(x) − e1(x)‖2 d
s.t. : α2(x)∇φ1(x) · e2(x) = 0 (6)
where,
α1(x) =
⎧⎨
⎩
0.01 if x ∈ v
0.1 if x ∈ θ
1 if x ∈ l
, α2(x) =
⎧⎨
⎩
0 if x ∈ v
0 if x ∈ θ
1 if x ∈ l
(7)
Furthermore, unit vectors e1, e2 depend on the local direc-
tions of lamination θ ,
e1 =
[ −sin(θ)
cos(θ)
]
, e2 =
[
cos(θ)
sin(θ)
]
(8)
It can be seen that the constraint, which dictates exact
angular enforcement, is only active in l , i.e. the part of
the domain where the lattice is smooth. Experiments have
shown that a high gradient in angle field in combination
with angular enforcement results in a severely distorted
lattice spacing, hence the calculation of φ1 in θ is relaxed.
Since φ1 does not have to be accurate in v , its calculation is
heavily relaxed to allow for the best approximation in other
parts of .
Furthermore, it has to be noted that the principal stress
directions used to calculate θ are rotationally symmetric,
hence there may be jumps of size π in angle field θ . These
(a)
(c) (d)
(b)
Fig. 4 The nodes and element-connectivity extracted from the mapping functions for the Michell cantilever problem
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jumps are identified using connected component labeling
and aligned consistently as suggested in Groen and Sigmund
(2017), to allow for a smooth projection using (6).
The mapping functions for the Michell cantilever are
shown in Fig. 4a. The microstructure is optimized on a
coarse mesh of 80 × 40 elements. Afterwards, mapping
functions φ1 and φ2 are calculated on a six times finer mesh
of 480 × 240 elements, This is done to get smooth and
accurate values for φ1 and φ2 yet still at low computational
cost.
3.2 Extraction of nodes and connectivity
The contour lines of mapping functions φ1 and φ2, shown
in Fig. 4b resemble a frame-like structure. Using standard
MATLAB functions (e.g. contour), these contour lines
can be extracted, from which nodal positions and con-
nectivity of the initial frame structure are established. To
obtain highly accurate locations of the contour lines, map-
ping functions φ1 and φ2 are interpolated on a fine mesh of
1600 × 800 elements, i.e. 20 times finer than the mesh used
for homogenization-based topology optimization.
For simplicity, we choose to draw a contour line when
mapping function φi takes a whole value. To influence the
number of contour lines, φi is multiplied with periodicity
scaling parameter Pi , which is based on a user-defined
average length of a frame member ε.
Pi = 1
ε
∫
(\v) d( \ v)∫
(\v) ‖∇φi(x)‖2 d( \ v)
(9)
Where the integrals scale mapping functions φi w.r.t. their
average spacing. It can easily be seen that a large value of
ε results in a small number of nodes and elements, while
a small value results in a detailed frame structure. Finally,
to make sure that a contour line passes through a specific
point, e.g. the load-node, functions φ1 and φ2 can be shifted,
before the contour-lines are extracted. An overview of the
nodes and element connectivity for the Michell cantilever
can be seen in Fig. 4, here figures (c) and (d) show the nodes
and connectivity for ε = 20 hf , and ε = 50 hf respectively.
3.3 Mapping of material distribution to element
areas
Relative areas are assigned to the frame elements based
on the values of ¯˜μ1, and ¯˜μ2 from the homogenization-
based topology optimization. To transfer the continuous
material distribution to the discrete elements, a polygon is
drawn around each element, which describes the area in
the continuum domain the element covers. An example of
such a polygon can be seen in Fig. 5a. These polygons are
(a)
(b)
(c)
Fig. 5 Procedure for mapping material from the continuum solution
of homogenization-based topology optimization to discrete frame
elements
obtained using the spacing of the contour lines, wi , which
can be approximated locally using mapping function φi .
wi(x) = 1‖∇φi(x)‖2
(10)
For each node of an element this spacing is calculated, and
by taking a step orthogonal to the element with a stepsize of
half the spacing the corresponding polygon can be drawn.
By integrating the values of ¯˜μ1 or ¯˜μ2 in each of the polygons
and dividing by the element length, a near-optimal initial
area distribution of the frame structure is obtained based
on the continuum solution, see e.g. Fig. 5b. Finally, we can
identify the threshold area Aη, which is the area that an
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Fig. 6 Operation that pulls in all
nodes and elements within
RBC = 100 hf to generate a
fan-BC
average sized frame element (i.e. with length ε) should have
if ¯˜μi = η.
Aη = ηε (11)
Bars that have an area smaller than this value, occur when
a part of the polygon, used for integrating the volume, is
within v . Hence, elements with a mapped area that is
smaller than Aη are removed, as can be seen in Fig. 5c.
3.4 Assigning boundary conditions
A distinction is made between how two different types
of boundary conditions (BC’s) are applied to the frame
structure. Most nodes to which a BC needs to be assigned
(in this work referred to as standard-BC’s) can be identified
easily, e.g. by finding the intersection with a line along
which the BC’s have to be applied. However, the analytical
solutions for Michell’s problem of least-weight trusses
(Hemp 1973; Lewin´ski et al. 1994a, b; Lewin´ski and
Rozvany 2008), also consists of boundary conditions that
can be interpreted as source points from which multiple
elements originate. These so-called fan-BC’s can be found
for example at the nodal Dirichlet BC’s in the analytical
solution of the Michell cantilever example (Lewin´ski et al.
1994b). Careful inspection of the contour lines obtained for
this example (Fig. 4b) reveals that multiple contour lines
point to the location where these BC’s have to be applied. To
allow for these fan-BC’s in the initial structure, all elements
and nodes within radius RBC = 1/8 L of both BC’s are
pulled exactly into the boundary nodes, as is shown in Fig. 6.
We can automatically identify if a boundary condition
needs to be a standard-BC or a fan-BC. Therefore, we look
at orientation field θ , inside radius RBC of the boundary
nodes. At locations where a fan-BC needs to be inserted,
the angular field is rapidly changing, hence we can simply
check if points close to a nodal BC are inside θ .
3.5 Preparation of initial frame structure
To clean up and improve the stability of the initial structure,
normal nodes (i.e. non-boundary conditions) connected
to only one or two elements are removed. In the case
of a node connected to a single element, the element
cannot carry any load, hence both node and element are
removed. Furthermore, connections between two elements
are unstable and do not exist in the solution space for
Michell’s problem of least-weight trusses. Therefore the
corresponding elements are merged into a single element,
while the node is removed. In some situations this operation
will result in crossing elements. If this happens the largest
element in a crossing is removed. Finally, it has to be
mentioned that all operations that modify the structure, e.g.
assigning BC’s, are made volume preserving. Hence, the
relative material distribution throughout the domain remains
as close to the material distribution of the continuum model
as possible.
The initial frame structure for the Michell cantilever
obtained using the approach described above, for ε = 50 hf
can be seen in Fig. 7a. Similarly, the initial structures for
the MBB-beam and the Michell cantilever with circular
(a)
(b)
(c)
Fig. 7 Initial structures extracted from homogenization-based topol-
ogy optimization for ε = 50 hf
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support, both for ε = 50 hf , can be seen in Fig. 7b and c
respectively.
3.6 Void regions inside design domain
The mapping procedure described above can easily be
extended to take specified void regions in the design domain
into account. However, special care needs to be taken at
the corners of these void regions, since the homogenization
based microstructures are either oriented parallel to the void
region, or oriented to go exactly through the corner point
of a void region. This highly optimal use of the available
design space can result in mapped elements that cross the
void domain. Furthermore, it should be noted that corners of
a void region can also be a source of a fan similar to the fan-
BC’s. As discussed by Lewin´ski and Rozvany (2008) the
optimal solution for the L-shaped domain, shown in Fig. 2c,
consists of a fan at the corner of the void domain.
To accommodate for these fan corner nodes, a check is
performed for each corner of a specified void domain. If
points within RBC of these corners are inside θ , a fan is
created in the exact same manner as a fan-BC. At a corner of
the void domain, which is not a fan, and at which an element
crosses, a node is inserted and the crossing element is split
in two elements.
The projected frame structure for the L-shaped domain
can be seen in Fig. 8a, the initial frame structure for the
(a)
(b)
Fig. 8 Initial structures extracted from homogenization-based topol-
ogy optimization for ε = 50 hf
MBB-beam with a rectangular region of void is shown in
Fig. 8b, where for both structures ε = 50 hf .
4 Post size- and geometry-optimization
In this section we propose a frame optimization scheme
that ensures solutions close to the solutions of Michell’s
problems of least-weight trusses, hence with a negligible
bending contribution. Furthermore, we propose a strategy to
avoid: 1) elements that are very thin, 2) elements that are
very short, and 3) elements that are parallel and partially
overlap, since each of these three cases result in a singular
stiffness matrix when modeled as truss.
4.1 Motivation for frame analysis
It is well-known that solutions of Michell’s problem of least-
weight trusses are in the space of statically determinate
structures, Pedersen (1969). However, it is not possible
to use truss elements to assess the performance of the
mapped structures. Small misalignments close to boundary
conditions, e.g. at the symmetry conditions for the MBB-
beam example, may result in indeterminate structures.
Nevertheless, a post-optimization scheme is required, such
that the projected structures converges towards solutions of
Michell’s problem of least-weight trusses. To do so, frame
elements are used that, contrary to truss elements, not only
carry axial loads but also have bending stiffness.
For such an analysis appropriate relations between the
domain length L and element areas have to be chosen,
such that the bending stiffness does not become dominant.
A circular cross-section is chosen for the frame elements,
hence for given element i the relation between axial (ka)
and bending (kb) stiffness is given by,
ka
kb
∝ l
2
i
Ai
(12)
where li is the length of the element and Ai the
corresponding area.
The design vector for geometry optimization xn holds the
coordinates of the nodal positions. To get a well conditioned
optimization problem the length of the domain is scaled
such that xn ∈ [0, 10]. The vector of element areas A is
obtained using the design vector for size optimization xe,
and the maximum allowable element area Amax .
A(xe) = xeAmax∀ xe ∈ [0, 1[ (13)
Here xe is based on the relative material distribution in the
mapped elements. The relative values in xe are scaled down
far enough such that the upper bound of 1 never becomes
active to prevent that A > Amax . Therefore, the relation
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between bending and axial stiffness is only controlled by
choosing an appropriate value for Amax . Hence, Amax is
chosen differently for each optimization example such that
the relation between the mean values of ka
kb
(i.e. k¯a
kb
) is
always exactly the same at the start of the post-optimization
scheme, e.g. k¯a
kb
= 100.
To converge towards a design that is purely loaded
in axial direction, the relative importance of the bending
stiffness is slowly decreased using a continuation scheme.
In this scheme Amax and the volume constraint V ∗ are
lowered by 12.5 % for every 10 iterations. This does not
have an effect on the relative distribution of axial loads;
however, it does make it uneconomical to have elements that
are not purely loaded in axial direction. The continuation
scheme start after the first 100 iterations and is continued
until Amax is less than 2.5% of its initial value. At this
point the contribution of the bending stiffness to the strain
energy is negligible, as will be discussed in more detail in
Section 5. The choice for the steps used in the continuation
scheme result from a trade-off between the performance
of the design and computational cost. For smaller steps,
significantly more iterations are required to optimize the
design, resulting in a slightly better objective. Similarly, a
larger stepwise reduction in bending stiffness, means that
the algorithm converges more quickly; however, resulting in
a reduced performance.
4.2 Optimization scheme
The frame optimization problem is solved to minimize
compliance Jf , subject to a volume constraint V ∗, which
is the amount of material in the frame members at the
first iteration. The optimization problem is solved in nested
form using a gradient-based optimization scheme, where we
use the Method of Moving Asymptotes (MMA) to update
the design variables (Svanberg 1987). The corresponding
optimization problem can be written as,
min
xn,xe
: Jf (xn, xe,U) = FT U
s.t. : K(xn, xe)U = F
:
∑ne
i=1 li (xn)Ai(xe)
V ∗
− 1 ≤ 0
: xn,l ≤ xn ≤ xn,u
: xe,l ≤ xe ≤ xe,u (14)
Where xe,l , xe,u, xn,l and xn,u are the lower and upper
bounds for the size and geometry design vectors respec-
tively. For each design iteration lower and upper bounds on
the design variables are adaptively selected. These bounds
are chosen such that the design changes gradually, further-
more, the bounds on xn make sure that elements will not
cross each other, or move into the specified void domains.
4.3 Removal of thin elements
During the optimization, values in xe can become close
to 0, hence these elements contain almost no material.
Typically, these are prevented by using a lower bound on the
areas; however, this adds artificial stiffness to the structures,
and can also prevent structures from becoming statically
determinate. Therefore, elements smaller than a selected
threshold will be removed from the solution space. This
threshold is based on the value of Aη used in the mapping
procedure, but scaled with the same factor used to obtain xe.
Furthermore, the threshold is consistently updated during
the continuation scheme.
By removing thin elements from the frame mesh, normal
nodes (i.e non-BC’s) can be connected to only one or
two elements, making the structure unstable. To avoid this
undesired effect, the exact same procedure is applied as
discussed in Section 3.5.
4.4 Merging of close nodes
It is well-known that for some elements the nodes move
towards the same point, making the corresponding element
length zero. This effect, sometimes referred to as melting
nodes (Achtziger 2007), will cause a singularity in the
stiffness matrix and is therefore undesired. To take this
into account, the nodes of elements shorter than a selected
threshold lshort will be merged, removing a node from the
solution space in an approach similar to He and Gilbert
(2015). The value for the threshold lshort is selected to be
one fifth of the average size of the projected element ε,
scaled with the same scaling factor used to obtain xn.
By merging nodes, it is possible that non-unique
elements exist between two nodes. To take this undesired
effect into account, one of the corresponding elements is
removed, and the volume of both elements is contained by
the remaining element.
4.5 Merging of parallel and partially overlapping
elements
It is possible that during post-optimization two or more
elements, located along boundaries of the design domain
are partially overlapping and parallel. This situation can be
observed at the lower boundary of the MBB-beam example
with a void, shown in Fig. 9. Here, there is an element
between node 1 and node 2, an element between node 2 and
node 3, and an element between node 1 and node 3.
Although all three elements are unique, it is unphysical
that the elements overlap, furthermore, this can have an
undesired effect on the condition-number of the stiffness
matrix. To remedy this, the longest element is split into two
elements. In this case the two smaller elements already exist,
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Fig. 9 MBB-beam with a rectangular region of void, to demonstrate that elements can be parallel and partially overlap. There is an element
between node 1 and node 2, an element between node 2 and node 3, and an element between node 1 and node 3
and the volume of the longest elements is transferred to the
smaller elements consistently.
5 Numerical examples
An overview of all parameters used in this work can be
found in Table 1. The horizontal lines are used to show
a division in parameters used in: 1) homogenization-based
topology optimization, 2) calculation of mapping functions,
3) post-optimization. Please note that we use ε = 50 hf ,
unless otherwise stated. In the following, we demonstrate
the suggested procedure on a number of examples and
compare with analytical solutions when available.
5.1 Michell cantilever
The near-optimal initial structure for the Michell cantilever,
shown in Fig. 7a, has been optimized using the presented
post-optimization scheme. The result, shown in Fig. 10, can
be modeled as a truss, i.e. it is statically determinate.
To assess the performance of the optimized design, one
can look at the non-dimensional mass when evaluated as
truss Mt , which for a Michell cantilever can be calculated
as Rozvany (1998) and Bendsøe et al. (1994),
Mt =
√
MEJt
FL
(15)
Here M is the volume of the final structure, and Jt the
compliance when modeled as a truss structure. The non-
dimensional mass for the optimized Michell cantilever is
7.0391, which is close to the optimal value, Mopt = 7.0247,
found in a table in Graczykowski and Lewin´ski (2010).
This means that the non-dimensional mass of the optimized
structure is just 0.204% higher than the analytical optimum.
Furthermore, the compliance when the structure is modeled
as a truss Jt , is almost identical to the compliance modeled
as a frame structure Jf = 7.0390, used in the post-
optimization scheme. It is possible to identify a measure
(fb) of the total contribution of the bending stiffness on Jf .
fb = Jf − U
T
t Ft
Jf × 100% (16)
Here Ut and Ft correspond to the displacement indices
of the solution and load vector respectively, i.e. excluding
indices corresponding to rotation. The bending contribution
for the optimized Michell cantilever is 0.00045%. A plot of
this contribution for each iteration of the post-optimization
scheme can be seen in Fig. 11.
Due to the continuation scheme, the bending contribution
is lowered every 10 iterations after the 100th iteration.
However, it is more interesting to see that the bending
contribution is drastically reduced in the first few iterations.
The reason is that tiny misalignments of nodal positions
close to the boundary conditions severely deteriorate the
Table 1 Parameters used in the
numerical experiments Parameter Definition Value
E Young’s modulus of material in continuum model 1
Emin Young’s modulus of background material 0.005 E
ν Poisson’s ratio for isotropic background material 0.3
rmin Filter radius used in continuum topology optimization 1.5 hc
η Minimum feature size per layer in the microstructure 0.05
γθ Threshold value that determines whether angular field is rapidly changing π4
1
hc
α1 Spatially variant parameter to relax the objective of projection [0.01, 0.1 , 1]
α2 Spatially variant parameter to relax the constraint of projection [0, 1]
ε average length of the frame member 50 hf
RBC Radius to search for a f an-BC, and to pull in all nodes to BC 1/8 L
lshort Short element length which dictates when two nodes are merged 0.2 ε
k¯a
kb
Starting relation between the mean axial and bending stiffness 100
Amax,end
Amax,start
Measure for reduction in bending stiffness 0.025
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Fig. 10 Optimized structure for the Michell cantilever, using initial
structure for ε = 50 hf
performance of the structure (e.g. singular matrix when
modeled as truss). When modeled as a frame structure,
the initial bending stiffness provides stability; however,
the performance is improved when these nodes are better
aligned, hence the contribution of the bending to the
compliance is reduced.
The optimization is performed for the Michell cantilever
using three different levels of detail of the initial structure,
i.e. ε = 20 hf , ε = 50 hf , and ε = 100 hf . The optimized
structures for ε = 20 hf , and ε = 100 hf can be seen in
Fig. 12a and b respectively.
The corresponding size of the fine mesh on which the
nodes and elements are obtained, the number of nodes
Nn, number of elements Ne, the performance measured
in non-dimensional masses (Mf and Mopt ), the error ξ
between Mf and the analytical solution Mopt and the
contribution of the bending stiffness fb can be found in
Table 2. As expected, a finer initial structure results in a
better performing design. Furthermore, the time to do the
homogenization-based topology optimization on the coarse
mesh Tc, the time to obtain the initial structure Tφ , the
time to do the post-optimization Tf , and the total time Ttot
are shown. Here it has to be noted that all experiments
are performed using a single processor MATLAB code
on a standard PC. Hence, large potential for further time
reduction exists.
Fig. 11 Contribution of the bending stiffness to the overall compliance
for the Michell cantilever
(a)
(b)
Fig. 12 Optimized structures for the Michell cantilever
It can be seen that a more detailed structure comes at a
larger computational cost, which is dominated by the sen-
sitivity analysis for the post-optimization scheme. Further-
more, the increased level of detail means an increase in com-
putational cost to obtain the initial mesh, since more contour
lines of mapping function φ1 and φ2 need to be considered.
Nevertheless, the increase in computational cost is signif-
icantly smaller compared to growth methods, where the
time to insert a new member scales exponentially.
5.2 Stability of optimized results
The far majority of the optimized structures for the other
examples is unstable when modeled as a truss. To explain
this we can take another look at Fig. 9, where the bottom
of the MBB-beam with a rectangular void is shown. In this
example, a condition for stability when modeled as truss, is
that node 1 and node 2, should have the exact same value
for their y-coordinate. Even the slightest misalignment (e.g.
10−6) will result in an unstable structure since node 1, is
only supported in the x-direction.
When modeled as frame, even the smallest bending
contribution, will prevent such an instability. Hence, for
the post-optimized MBB-beam shown in Fig. 13, the ele-
ment that is connected to the middle node of the sym-
metry boundary is nearly horizontal; however not exactly.
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Table 2 Performance and computational cost of the near optimal truss and frame structures
Ex. Proj. mesh ε Nn Ne Mf Mopt ξ fb Tc Tφ Tf Ttot
1 1600 × 800 20 hf 453 900 7.0327 7.0247 0.114% 0.00032% 96.0 s 104.2 s 339.9 s 540.0 s
1 1600 × 800 50 hf 103 202 7.0392 7.0247 0.206% 0.00045% 96.0 s 22.9 s 67.5 s 186.4 s
1 1600 × 800 100 hf 32 60 7.0545 7.0247 0.422% 0.00059% 96.0 s 18.4 s 29.3 s 143.7 s
2 1600 × 1200 50 hf 380 710 2.1248 2.1401 −0.720% 0.0173% 136.3 s 47.0 s 288.4 s 487.5 s
2 1600 × 1200 100 hf 122 212 2.1474 2.1401 0.340% 0.0021% 136.3 s 30.5 s 72.7 s 255.3 s
3 2520 × 840 50 hf 106 208 14.1878 14.0937 0.663% 0.0055% 152.1 s 45.1 s 94.8 s 292.0 s
3 2520 × 840 100 hf 40 74 14.2675 14.0937 1.218% 0.0085% 152.1 s 32.6 s 43.8 s 228.4 s
4 2520 × 840 50 hf 40 67 14.5616 – – 0.0029% 146.6 s 48.5 s 65.8 s 260.9 s
4 2520 × 840 100 hf 19 28 14.6425 – – 0.0031% 146.6 s 43.3 s 37.8 s 227.7 s
5 1600 × 1600 50 hf 26 46 9.3004 9.283 0.187% 0.0074% 178.4 s 53.3 s 58.2 s 289.8 s
5 1600 × 1600 100 hf 15 24 9.3284 9.283 0.487% 0.0044% 178.4 s 45.8 s 37.0 s 261.2 s
Where example 1) is the Michell cantilever, 2) the Michell cantilever with circular support, 3) the MBB-beam, 4) the MBB-beam with void, and
5) the L-shaped domain
Unfortunately, this statical indeterminacy means that we
cannot assess the performance as a truss, and hence an
exact comparison between the optimal value for the non-
dimensional mass, Mopt = 14.0937 and Mt is not possible.
Nevertheless, we argue that the bending contribution is
sufficiently small, fb = 0.0055% to allow for a com-
parison between Mopt and the non-dimensional weight
calculated with the compliance from the frame model,
Mf = 14.1878.
To demonstrate this we decrease Amax by different
orders of magnitude, such that the bending stiffness of
the node at the symmetry boundary is reduced. As can
be seen in Table 3, this will lead to an increase in non-
dimensional mass of the frame model (Mf ). However, the
contribution of the purely axial stiffness M(UTt Ft ) remains
almost perfectly intact. The reason for this is that the node
at the symmetry boundary is the only node that causes
an instability. Only this node is affected by a decrease in
bending stiffness, hence the increase in strain energy in the
system is purely due to the near horizontal element being
stretched. This increase in energy has a negligible effect on
the energy in the rest of the system, even for low values
of Amax , and therefore we argue that Mf can be used to
compare with the optimal solution Mopt .
Fig. 13 Optimized structure for the MBB-beam, using initial structure
for ε = 50 hf
5.3 Discussion of results
The post-optimized structures for the MBB-beam, Michell
cantilever with circular support, MBB-beam with rectangu-
lar void and L-shaped domain, all for ε = 50 hf can be seen
in Fig. 13, Fig. 14a, b and c respectively. While the corre-
sponding performance and the different times can be seen in
Table 2. It is interesting to see that the optimized structures
perform very close to the optimal solution, at a negligi-
ble bending contribution. However, the performance of the
MBB-beam with rectangular void cannot be compared to an
analytical solution, since this solution is not known.
Furthermore, it is interesting to see that the non-
dimensional mass for the Michell cantilever with circular
support is lower than the analytical optimum. This does not
come from the fact that it is modeled as a frame, nor does it
come from the analytical solution being wrong. The simple
reason is that the boundary of the extracted structure is not
perfectly circular as can be seen in Fig. 14a. This jagged
boundary has its origin in the coarse-scale homogenization-
based topology optimization model, where the circular
Table 3 Non-dimensional mass of the frame structure Mf , and purely
axial contribution of the non-dimensional mass M(UTt Ft ) when the
area is scaled down
Area scaling Mf M(UTt Ft ) fb
Amax 14.1878 14.1870 0.0055%
10−1 Amax 14.1890 14.1890 0.0050%
10−2 Amax 14.1940 14.1890 0.0340%
10−3 Amax 14.2370 14.1890 0.3360%
10−4 Amax 14.6600 14.1890 3.2120%
10−5 Amax 18.3610 14.1900 22.7140%
10−6 Amax 39.4440 14.3250 63.6830%
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(a)
(b)
(c)
Fig. 14 Optimized structures extracted from homogenization-based
topology optimization for ε = 50 hf
boundary is approximated by coarse square elements. In our
algorithm, this is the boundary that is transferred down from
the coarse-scale topology optimization model to the frame
model, hence the difference with the analytical optimum.
Besides the fact that the final structures perform well,
it has to mentioned that the total procedure comes at a
relatively low computational cost, i.e. all examples have
been obtained within 10 minutes using a single processor
MATLAB code on a standard PC. The homogenization-
based topology optimization can be done in a couple of
minutes, where the difference in time between the examples
comes from different mesh sizes. E.g. the Michell cantilever
is optimized on a mesh of 80 × 40 elements, while the
L-shaped domain is optimized on a mesh consisting of
80×80 elements. The extraction time for the initial structure
does increase when the average spacing ε is decreased.
However, this increase in computational cost is more or less
quadratically related to 1/ε, which is a significant advantage
over growth methods that scale exponentially when fine
designs are considered.
6 Conclusion
An approach to obtain near-optimal frame structures has
been presented, where the discrete structures are based
on the solution of a homogenization-based topology opti-
mization model. The coarse-scale homogenization-based
continuum solution is used to create a close to optimal ini-
tial structure, which is obtained by solving for two mapping
functions and using their corresponding contour lines. Fur-
thermore, accurate integration of the continuum solution
allows for a good starting guess for the element areas. After-
wards, these initial structures are optimized using a frame
optimization code, to avoid the problem of a singular matrix
when modeled as truss. To make sure that the final struc-
tures are close to the known solutions of Michell’s problem
of least–weight trusses, we gradually reduce the bend-
ing stiffness such that the final structures are only loaded
in axial direction.
Based on numerical experiments, we can conclude that
the presented approach produces near-optimal frame struc-
tures at a relatively low computational cost. This promising
performance paves the way for extending the methodology
to multiple load problems. In these problems, the optimal
continuum solution is in the space of rank-3 microstruc-
tures, compared to the orthogonal microstructures used in
the current approach. The extension to 3-dimensions is also
possible, based on orthogonal projection of (sub-optimal)
truss-like microstructures.
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Abstract
With the goal of identifying optimal elastic single-scale microstructures for multiple loading situations, the paper shows that
qualified starting guesses, based on knowledge of optimal rank-3 laminates, significantly improves chances of convergence
to near optimal designs. Rank-3 laminates, optimal for a given set of anisotropic loading conditions, are approximated on
a single scale using a simple mapping approach. We demonstrate that these mapped microstructures perform relatively
close to theoretical energy bounds. Microstructures with a performance even closer to the bounds can be obtained by using
the approximated rank-3 structures in a further step as starting guesses for inverse homogenization problems. Due to the
nonconvex nature of inverse homogenization problems, the starting guesses based on rank-3 laminates outperform classical
starting guesses with homogeneous or random material distributions. Furthermore, the obtained single-scale microstructures
are relatively simple, which enhances manufacturability. Results, obtained for a wide range of loading cases, indicate that
microstructures with performance within 5–8% of the theoretical optima can be guarantied, as long as feature sizes are not
limited by minimium size constraints.
Keywords Inverse homogenization · Optimal microstructures · Starting guess
1 Introduction
For many engineering applications, it is of interest to design
periodic materials with tailored or extremal properties. The
use of topology optimization to such design problems was
introduced by Sigmund (1994) and is generally referred
to as inverse homogenization. Since its introduction, the
approach has been applied to many design problems, such as
materials with negative Poisson’s ratio (Larsen et al. 1997;
Andreassen et al. 2014; Clausen et al. 2015), materials with
maximum shear and bulk moduli (Sigmund and Bendsøe
1999; Sigmund 2000), or materials with increased buckling
strength (Neves et al. 2002; Thomsen et al. 2018). Besides
elasticity problems, the method has been successfully
applied to design materials, e.g., thermal, fluid, and wave
guiding problems, as well as a large number of other
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jergro@mek.dtu.dk
1 Department of Mechanical Engineering, Solid Mechanics,
Technical University of Denmark, Nils Koppels Alle, B.404,
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applications. A detailed discussion and overview of the field
of material design is given in the recent review paper
by Osanov and Guest (2016).
In the context of elasticity, several researchers have
looked into multiscale or so-called hierarchical designs.
Here, the topology optimization problem is divided into a
global material distribution problem and local composite
material design problems at the microscale. The composite
microstructures are tailored for maximum strain energy,
subject to the local stresses or strains (Rodrigues and
Guedes 2002; Coelho et al. 2011; Xia and Breitkopf 2017).
Hence, at each local point, an inverse homogenization
problem is solved to optimize the microstructures for one
or more loading cases. To reduce the computational cost
associated with the large number of inverse homogenization
problems or to ensure less complex manufacturing, one
can restrict the amount of unique microstructures; however,
this comes with a loss of optimality (Liu et al. 2008;
Schury et al. 2012; Sivapuram et al. 2016). Anyway,
when assuming separation of scales, multiscale design
approaches require repeated and pointwise optimization of
local microstructures, subjected to one or more load cases.
It is well-known that composite microstructures, assem-
bled from two isotropic materials (possibly one of them
being void), satisfying the optimal bound on complemen-
tary energy (i.e., maximal strain energy) can be realized
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as so-called rank-3 laminates (Lurie and Cherkaev 1984;
Francfort and Murat 1986; Milton 1986; Avellaneda 1987),
for plane problems under the assumption of linear elas-
ticity. For extensive details on rank-N laminates and
homogenization-based topology optimization, the reader
is referred the monographs by Cherkaev (2000), Allaire
(2002), and Bendsøe and Sigmund (2004). In fact, Guedes
et al. (2003) compared the performance of microstructures
optimized using inverse homogenization with the energy
bounds that can be reached using optimal rank-3 laminates.
Interestingly, however, this has never lead to a detailed study
that aims at using knowledge of the optimal rank-3 lam-
inates for the design of single-scale microstructures using
inverse homogenization.
Apart from rank-N laminates, single-scale, so-called
Vigdergauz microstructures have been conceived and ana-
lyzed by analytical means (Vigdergauz 1994a, b; Grabovsky
and Kohn 1995; Liu et al. 2007), or have come out as
result of many topology optimization approaches, e.g.,
(Sigmund and Bendsøe 1999; Sigmund 2000). Vigder-
gauz structures may achieve the maximum bulk modulus
bound (i.e., are optimal for hydrostatic loading), but can-
not achieve the maximum shear modulus bound simulta-
neously (i.e., a single-scale structure cannot produce the
theoretically maximal isotropic Young’s modulus). A proof
that more length scales are required to reach the the-
oretical bounds is given by Allaire and Aubry (1999).
Hence, it is clear that imposing a single-scale constraint on
microstructure design inherently will put a limit on achiev-
able performance, but on the other hand, this optimality
gap may be acceptable considering that the microstruc-
tures become manufacturable. For other works and discus-
sions on single-scale microstructures with respect to theo-
retical bounds, the readers are referred to Bourdin and Kohn
(2008), Sigmund et al. (2016), and Berger et al. (2017).
In this work, we propose a systematic approach for
creating near-optimal single-scale microstructures, based
on the layer directions and relative widths of optimal
rank-3 laminates (see, e.g., Fig. 1). We demonstrate that
Fig. 1 Left: rank-3 microstructure with indicated hierarchy; right:
approximated single-scale microstructure. Illustrations are based on a
rank-3 laminate with ρ = 0.7, θ1 = π/3, p1 = 2/7, θ2 = −π/6,
p2 = 2/7, θ3 = π/6, and p3 = 3/7
this approximation of the microstructures already per-
forms relatively close, e.g., 5–15%, to the optimal ener-
gy bounds. Furthermore, we demonstrate that this perfor-
mance can be further improved by using these single-scale
microstructures as starting guess for an inverse homogeniza-
tion problem. In general, the nonconvex nature of the inverse
homogenization problem results in convergence to infe-
rior or very complex microstructures when using traditional
starting guesses, such as uniform or random material distri-
butions. It is shown that the proposed starting guesses from
rank-3 laminates perform overall better than conventional
starting guesses, especially when lower volume fractions are
considered. Besides this better performance, the optimized
microstructures using rank-3 inspired starting guesses are
geometrically much simpler, in turn facilitating a simpler
manufacturing process.
2 Interpreting optimal microstructures
on a single scale
The theory to obtain optimal rank-N laminates is well-
established, as mentioned before, and only included here
for completeness. In this work, we parameterize the optimal
rank-3 laminate in terms of four trigonometric moments as
introduced by Avellaneda and Milton (1988). Afterwards,
we use the method of Lipton (1994) to reconstruct a rank-3
laminate from the optimal moments. Finally, we propose a
novel method to approximate the rank-3 microstructure by
a single-scale microstructure.
2.1 Optimal microstructures by themoment
formulation
We seek to minimize the complementary work C on a
periodic microstructure subjected to ns stress cases.
C = 1
2
ns∑
j
wjσ j : CH : σ j , (1)
where, σ j is the stress tensor corresponding to the j th load
case, wj is the relative weighting such that
∑ns
j=1 wj =
1, and CH describes the effective material compliance
tensor of the considered microstructure. For a finite-rank
microstructure, the effective compliance tensor can be
written as follows:
CH = C+ − (1 − f )
(
(
C+ − C−)−1 − fE+
N∑
n=1
pn(tn ⊗ tn) ⊗ (tn ⊗ tn)
)−1
, (2)
with C+ and C− being the properties of the stiff (+) and
compliant (-) material respectively, f is the volume fraction
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of the stiff material, while E+ is its corresponding Young’s
modulus. Furthermore, tn represents the tangent vector of
layer n, while pn ≥ 0 describes the relative contribution of
the nth layer, s.t.
∑N
n=1 pn = 1. Finally, ⊗ indicates the
dyadic product.
For convenience, we can rewrite the fourth-rank tensor
using the following orthogonal basis of second-rank tensors
as follows:
ξ1 =
1√
2
[
1 0
0 −1
]
, ξ2 =
1√
2
[
0 1
1 0
]
, ξ3 =
1√
2
[
1 0
0 1
]
.
(3)
Furthermore, we can reduce the number of variables des-
cribing the effective laminate properties using the following
four moments as follows:
m1 =
N∑
n=1
pncos(2θn), m2 =
N∑
n=1
pn sin(2θn),
m3 =
N∑
n=1
pncos(4θn), m4 =
N∑
n=1
pn sin(4θn). (4)
Hence, we can write as follows:
ξ :
(
N∑
n=1
pn(tn ⊗ tn) ⊗ (tn ⊗ tn)
)
: ξ = M,
M = 1
4
⎡
⎣
1 + m3 m4 −2m1
1 − m3 −2m2
2
⎤
⎦ . (5)
As described by Krein and Nudelman (1977), the feasible
set of moments M can be described as follows:
M = m ∈ R4,
s.t .
⎧
⎪⎨
⎪⎩
m21 + m22 ≤ 1,−1 ≤ m3 ≤ 1,
2m21
1+m3 +
2m22
1−m3 +
m24
1−m23
− 4m1m2m4
1−m23
≤ 1.
(6)
Hence, for a given set of loadings conditions, and material
properties f , E+ and E− = 10−9E+, we can find the
optimal set of moments, minimizing C, to find the optimal
effective compliance tensor. As discussed by Lipton (1994),
this is a convex problem with respect to the moments. This
problem is solved using the built-in version of the interior-
point method in MATLAB. We specify the gradients of the
objective and constraints, while the Hessian is approximated
using a finite-difference scheme. Furthermore, Lipton
(1994) proposed a procedure to reconstruct the relative layer
contributions pn and orientations θn of some of the rank-3
laminates corresponding to the optimal moments, which is
for convenience repeated in the Appendix.
2.2 Approximation of a rank-3 laminate on a single
scale
We abandon the separation of length scales specific to
rank-3 laminates and try to approximate the third-layered
composite on a single scale. To do so, we need (1) to create
a periodic unit-cell respecting the original layer orientations
and (2) to make sure that the relative contributions of the
different layer widths are preserved on the single scale.
To transform a rank-3 layered composite into a single-
scale periodic lattice structure (see, illustration in Fig. 1),
the spacing of each layer λn has to be adapted, such that the
unit-cell can be described using a parallelogram (as shown
in Fig. 2).
In this work, layer 3 is set to be the base layer, with a
layer spacing λ3 = 1. Using standard geometric relations,
the other two layer spacings can be calculated as follows:
λ1 = |sin(θ1 − θ3)|
∣∣∣∣
λ3
tan(θ2 − θ3) −
λ3
tan(θ1 − θ3)
∣∣∣∣ ,
λ2 = |sin(θ2 − θ3)|
∣∣∣∣
λ3
tan(θ2 − θ3) −
λ3
tan(θ1 − θ3)
∣∣∣∣ . (7)
The area A of the parallelogram is described as follows:
A =
∣∣∣∣∣
λ23
tan(θ2 − θ3) −
λ23
tan(θ1 − θ3)
∣∣∣∣∣ . (8)
To make the unit-cell have unit-area, the corresponding
layer spacings are normalized to the following:
λ˜1 = λ1√
A
, λ˜2 = λ2√
A
, λ˜3 = λ3√
A
. (9)
For the case that the reconstructed laminate is only a rank-
2 laminate, we set the corresponding layer spacings equal,
while maintaining a unit-area.
For the layer widths, we make use of the parameters that
describe the relative contribution of each layer, i.e., pn for
xθ3-π/2
θ2-θ1 θ1-θ3
λ1
λ3
λ2
y
Fig. 2 Parallelogram used as unit-cell and corresponding dimensions
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n = 1, 2, 3. The width of each layer used on the single scale,
wn, is then obtained as follows:
wn = ψpn, n = 1, 2, 3. (10)
Here, ψ is a scaling parameter found using a bi-section
algorithm, such that the projected microstructure has the
same volume fraction f as the stiff material in the rank-3
laminate.
With the layer widths and relative spacings known, we
can project the periodic microstructure. For this, we use
an approach similar to the recently proposed projection
approaches presented in Pantz and Trabelsi (2008), Groen
and Sigmund (2017), and Allaire et al. (2018). A periodic
sequence of layer n on a single scale has a material
distribution ρ˜n which can be described as follows:
ρ˜n(x) = H
(
cos
(
2π(nn · x)
λ˜n
)
− cos(πwn)
)
. (11)
Here, x describes the spatial location, nn describes the layer
normal of layer n, and H is the Heaviside function. Finally,
the individual layer contributions can be combined in the
total density distribution of the microstructure as follows:
ρ(x) = min {ρ˜1(x) + ρ˜2(x) + ρ˜3(x), 1} . (12)
Figure 1 shows an example of a resulting single-scale
microstructure.
3 Optimization for single-scale
microstructures
The unit-cell description given above can be used to param-
eterize the unit-cell using a discrete number of elements,
such that density-based topology optimization can be per-
formed. The unit-cell description of (12) is used to form
design vector, ρ. Subsequently, the vector containing the
physical densities, ˆ¯ρ, can be obtained based on the design
vector, ρ, using a smoothing and projection step, as will be
discussed below in more detail. To tailor the microstructure
properties such that the weighted complementary energy C
is minimized an inverse homogenization approach is used.
The topology optimization problem is solved in nested form,
i.e., for each design iteration and given material distribu-
tion, the homogenized constitutive properties, as well as
the objective function and its corresponding derivatives are
calculated. Afterwards, the material distribution is updated
based on the gradients. The discretized optimization prob-
lem can thus be written as,
min
ρ
: C(ρ) = 1
2
ns∑
j
wjσ j : CH ( ˆ¯ρ(ρ)) : σ j ,
s.t. : vT ˆ¯ρ(ρ) − f ≤ 0,
: 0 ≤ ρ ≤ 1. (13)
Here, v is a vector containing the volumes of each density
element, and CH ( ˆ¯ρ(ρ)) is the homogenized compliance
tensor. To obtain this tensor we make use of the publicly
available MATLAB code of Andreassen and Andreasen
(2014), which is modified to return the sensitivities of the
objective w.r.t. design variables. More details regarding the
sensitivity analysis for inverse homogenization problems
can be found in Sigmund (1994), Guedes et al. (2003),
and Bendsøe and Sigmund (2004). Furthermore, we use
the MATLAB implementation of the Method of Moving
Asymptotes (MMA) introduced by Svanberg (1987) to
update the design varilables.
To ensure a well-posed problem, control of the minimum
feature size of solid regions, as well as discreteness of
optimized designs, the physical densities ˆ¯ρ, are related to
design variables ρ using the Heaviside projection scheme
introduced by Guest et al. (2004). This scheme employs a
standard density filter using filter radius R, which is slightly
modified to take the periodicity of the unit-cell into account.
The filtered design variables ρ¯ are subsequently projected
to the physical densities ˆ¯ρ using a smoothed Heaviside
function. Here parameter β controls the steepness of this
projection step. At the start of the iteration scheme β is
chosen as 0.01 to allow ˆ¯ρ to have intermediate values. After
15 iterations, β is increased to 1. Afterwards, β is doubled
every 15–100 iterations until β = 32. The exact number
of iterations before β is doubled depends on whether the
maximum change in the design variables is less than 0.01.
When β = 32 at least 100 iterations are required before
the optimization scheme is terminated, which happens
when the maximum change in the design variables is less
than 0.01.
4 Numerical examples
In all examples, three different starting guesses are used; for
the design vector, ρ was used in the inverse homogenization
problems. The reason we use the starting guess for ρ instead
of ˆ¯ρ is that we would like the physical densities to have
intermediate values in the beginning of the iteration scheme.
A pure binary (0-1) starting guess usually converges or
sticks to bad local minima.
First of all, the rank-3 laminate mapped on a single scale
is used (Mapped SG). The performance of the optimized
design is compared to a design obtained with a starting
guess containing a random density field (Random SG),
as well as a starting guess using a homogeneous density
field (Homog. SG). Furthermore, we directly evaluate the
performance of the rank-3 microstructure approximated on
the single scale (Mapped Rank-3) obtained using (12).
Finally, we compare all results to the energy bound given by
the optimal rank-3 laminate (Rank-3).
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The Random SG is obtained by generating a random
sequence of numbers on the interval [0, 2f ] using the ran-
dom number generator in MATLAB, restarted using a seed
value of 1. These random numbers are subsequently scaled
between 0 and min(1, 2f ). This means that the volume
of the starting guess cannot be larger than 0.5. Obviously,
however, larger values of f can be obtained during the sub-
sequent topology optimization procedure. Finally, a density
filter is applied to the random densities to ensure some conti-
nuity in the initial guess. The Homog. SG is not truly homo-
geneous; otherwise, numerical problems will arise from
having identical sensitivity values for all elements. Instead,
all elements are set to the value of f , except for the ele-
ments within a filter radius R of the unit-cell center, which
are set to 0. In this manner, the starting guess is perturbed
independently of mesh refinement.
Both the Random SG and the Homog. SG are optimized
in a unit-cell of dimensions 1 × 1. To make comparisons
with the rank-3-inspired parallelogram unit-cell starting
guesses more fair, we also tried to include the angle between
the axes as an additional design variable. However, this
increased design freedom did in general not lead to better
designs; hence, we stick to a square unit-cell for the Random
SG and Homog. SG in the following.
4.1 Example 1: Small ﬁlter radius
This first three examples are based on four stress cases,
which are weighted using parameter χ ∈ [0, 1] as proposed
by Guedes et al. (2003). The four cases, with their respective
(1-χ)/2
χ/2
(1-χ)/2
χ/2
Fig. 3 Illustration of the four stress cases and their respective weights
used in examples 1, 2, and 3
weight are shown in Fig. 3, and can be written out as
follows:
w1σ1 = χ
2
[ −1 0
0 1
]
, w2σ2 = χ
2
[
0 1
1 0
]
,
w3σ3 = 1 − χ
2
[
1 0
0 0
]
, w4σ4 = 1 − χ
2
[
0 0
0 1
]
. (14)
The enforced length scale in this example is 2R = 0.05,
corresponding to 5% of the side length in a square unit-cell.
This small feature size allows for quite fine structural mem-
bers. Furthermore, a volume fraction of f = 0.5 is used,
and the unit-cells are discretized using 200 × 200 elements.
The found objective values C for different starting
guesses and 11 equally spaced values of χ are shown in
the top of Fig. 4. These results are in agreement with the
results obtained by Guedes et al. (2003). In the normalized
plot shown in the bottom of Fig. 4, starting guesses are
compared based on their relative performance, i.e., the
results are normalized using the energy bound of the rank-3
microstructure.
Fig. 4 Top: resulting complimentary energy C for different values of
χ , f = 0.5, and a length scale of 0.05. Bottom: values normalized
using the rank-3 energy bound
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From the objective values observed in this example, it
is not yet clear that the proposed starting guess has much
benefit. Only when χ = 0.1, χ = 0.3, χ = 0.4, and
χ = 0.6, the Mapped SG outperforms the other two start-
ing guesses. The single-scale microstructures correspon-
ding to χ = 0.7 are shown in Fig. 5. It is clear from
Fig. 5c that using Random SG results in somewhat chaotic
looking optimized microstructures, which, although well-
performing, may become problematic in terms of manu-
facturability. Therefore, we focus in the remainder on a
comparison between the use of Mapped SG and Homog. SG
Furthermore, it can be observed that the structures gene-
rated with Homog. SG are more complex and consist of
many members at the smallest allowable feature size. On the
other hand, the microstructures generated with Mapped SG
have few large design features, while being only marginally
worse in terms of performance. These fewer and larger design
features may be desirable from a manufacturing viewpoint.
An interesting observation is made from comparing
the optimized designs using Mapped SG and Homog. SG
obtained for χ = 0, shown in Fig. 6a, b. Here, the Mapped
SG got stuck in the slightly suboptimal single length-
scale design dictated by the starting guess, whereas the
Homog. SG design resulted in a split bar structure, some-
what mimicking the special class of extremal composites
proposed by Sigmund (2000). Actually, the “true optimal”
single-scale microstructure will probably be one where the
width and number of the split bars are exactly determined by
Fig. 5 Resulting structures shown in a domain of size 2 × 2 with the
unit-cell highlighted, for χ = 0.7, f = 0.5, and a length scale of 0.05
Fig. 6 Resulting structures shown in a domain of size 2 × 2 with the
unit-cell highlighted, for χ = 0.0, f = 0.5, and a length-scale of 0.05
the imposed minimum length scale. This can be mimicked
by modifying the Mapped SG starting guess to accommo-
date for these extremal composites. In practice, this is done
by splitting thick members of the mapped design into mem-
bers that are close to the minimum feature size as seen
in Fig. 6c. As expected, the relative performance of the
improved mapping, which is 1.10 is lower than the value of
1.12 for the Mapped Rank-3. The corresponding optimized
design, shown in Fig. 6d resembles the extremal Sigmund
composite, and its normalized performance of 1.03 outper-
forms the microstructure obtained using the Homog. SG,
which has a relative performance of 1.04. Nevertheless, we
abandon this more advanced starting guess in the follow-
ing, in favor of producing simpler and easier to manufacture
designs.
4.2 Example 2: large ﬁlter
This example uses the same load case and volume fraction
as example 1, but imposes a larger minimal length scale
of 0.15, corresponding to 15% of the square domain.
Hence, the microstructures optimized using Random SG’s
and Homog. SG’s are forced to find structures with thicker
features, closer to the feature sizes of the Mapped SG.
The relative objective function values are shown in Fig. 7.
It is clear that designs optimized using Mapped SG now
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Fig. 7 C normalized using the rank-3 energy bound, for different
values of χ , f = 0.5, and a length scale of 0.15
outperform the microstructures using Random SG’s and
Homog. SG’s in terms of objective function value. Some
optimized designs using Random SG’s and Homog. SG’s
are even outperformed by the Mapped Rank-3, which is
obtained using purely geometrical means. Finally, it can be
seen from Figs. 4 and 7 that both the mapped structures
and subsequently optimized microstructures have a very
stable relative objective function value across the load cases,
compared to the other starting guesses.
When comparing, the resulting structures for χ = 0.3
(shown in Fig. 8), it can be seen that the structure obtained
by the Mapped SG is still very simple compared to the one
obtained by the Homog. SG, as the latter contains smaller
holes.
4.3 Example 3: low volume fraction
The same load cases are used as for the previous two
examples; however, in this example, a lower volume fraction
of f = 0.2 is used in combination with a minimum feature
size of 0.05. The resulting performance values are shown in
Fig. 8 Resulting structures shown in a domain of size 2 × 2 with the
unit-cell highlighted, for χ = 0.3, f = 0.5, and a length scale of 0.15
Fig. 9 C normalized using the rank-3 energy bound, for different
values of χ , f = 0.2, and a length scale of 0.05
Fig. 9. It can be seen that the results using the Mapped SG
clearly outperform the other starting guesses, except for the
case with χ = 0, where all methods perform equally well.
When inspecting the resulting structures shown for χ =
0.1 in Fig. 10 and for χ = 0.8 in Fig. 11, it can again
be seen that the designs based on the Mapped SG are
simple triangle structures. However, it can also be seen
that the diagonal bar crossing the center of the unit-cell in
Fig. 10b has exactly the imposed minimum length scale
as feature width. Interestingly, this bar is thicker than the
bar following directly from Mapped Rank-3, as shown
in Fig. 10a. Hence, the imposed feature size limits the
optimality of the optimized microstructure. This effect can
also be seen in Fig. 9 where the relative compliance value is
slightly higher for χ = 0.1 than for all other values of χ . A
similar effect can be observed for χ = 0.1 in Fig. 7.
4.4 Example 4: rotating uni-axial stresses
For this final example, we introduce a new loading case with
three uni-axial stresses, independently applied in different
directions as illustrated in Fig. 12. The angle parameter χ
Fig. 10 Resulting structures shown in a domain of size 2 × 2 with the
unit-cell highlighted, for χ = 0.1, f = 0.2, and a length scale of 0.05
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Fig. 11 Resulting structures shown in a domain of size 2 × 2 with the
unit-cell highlighted, for χ = 0.8, f = 0.2, and a length scale of 0.15
is increased in steps of 5◦ from 0 to 60◦, resulting in a load
case varying from a single load to three uni-axial loads with
60◦ symmetry. The example is performed with a volume
fraction of f = 0.25, using a minimum feature length of
0.05.
The resulting normalized objective function values are
shown in Fig. 13, where it can be seen that using the Mapped
SG results in much better objective function values for all
cases. Another important observation is that the Mapped
Rank-3 outperforms the optimized structure for values of
χ = 5◦, 10◦, 15◦, 20◦, 25◦, 30◦. This is, as discussed
before, due to the minimum length scale not being enforced
in the reconstruction of the rank-3 laminate, as is shown
in Fig. 14. After the topology optimization procedure, the
concerned members have either the imposed length scale or
are removed completely.
5 Discussion and conclusions
When comparing the various starting guesses as applied
here, it is important to note that two different unit-
cell parameterizations are used. Due to the parallelogram
element shapes, features will have different jaggedness in
the solid-void interface depending on orientation. To avoid
negative effects caused by this difference, the optimization
problems have been resolved using a sufficiently fine mesh
such that the minimum feature size is at least ten finite
elements wide in all examples.
0o χ
2χ
(1) (2) (3)
Fig. 12 Illustration of three uni-axial loads, with angles 0, χ , and 2χ
Fig. 13 C normalized using the rank-3 energy bound, for different
values of χ corresponding to example 4, f = 0.25, and a length scale
of 0.05
To demonstrate the effect of the element size, we
calculated the complementary energy of the four structures
shown in Fig. 14, for different mesh sizes. We used nearest-
neighbor interpolation to make sure the interpolations are
volume preserving; the corresponding energies for different
element sizes, h, can be found in Fig. 15. The difference
in complementary energy is small, even when the mesh is
Fig. 14 Resulting structures shown in a domain of size 2 × 2 with the
unit-cell highlighted, for χ = 20◦, f = 0.25, and a length scale of
0.05
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Fig. 15 The designs shown in Fig. 14 interpolated on different
meshes uses nearest-neighbor interpolation to demonstrate the small
discretization error
refined to 1000 × 1000 elements; furthermore, the relative
differences between the different designs remain the same.
This means that the chosen discretization of 200 × 200
elements is sufficient.
Furthermore, the skewness of the parallelogram used in
the Mapped SG makes it impossible to recreate the same
structure in a square domain, as they are repeated differently
through space. The choice of using a square unit-cell for the
other two starting guesses was made since this resulted in
the best performing microstructures.
The objective values obtained using the Mapped SG
display a constant excellent performance, where the results
are always around 5–8% from the energy bound. Only when
the imposed feature size is larger than a member needs
to be, this closeness to theoretical optimality is violated.
Furthermore, the optimized microstructures using Mapped
SG are much simpler than their counterparts optimized
using Random SG or Homog. SG. This simplicity in the
microstructures possibly allows for a more robust behavior
towards manufacturing uncertainties, and for a simpler
manufacturing process in general.
Only in example 1, it was shown that the use of the
Homog. SG could lead to a slightly better performance.
The reason for this, is that this starting guess does not
suppress the occurrence of thin features, as happens using
Mapped SG. Hence, the optimized microstructures based
on Homog. SG seem to converge better towards the type
of extremal composites proposed by Sigmund (2000).
However, we also demonstrated that the Mapped SG could
be improved when the minimum allowed feature size
allows for a representation close to Sigmund’s class of
extremal materials. Nevertheless, we did not pursue this
approach further in this work, since we believe that the
simplicity of the microstructures using the Mapped SG are
an important feature. Furthermore, it is noteworthy that
for examples 2, 3, and 4, large differences are observed
between performance of Mapped SG and the other two
starting guesses. Hence, it really pays off to use a “smart”
starting guess as suggested here. Especially, since the cost
of obtaining the approximated rank-3 microstructure on the
single scale is negligible compared to the cost of performing
inverse homogenization.
The approximated rank-3 laminates directly analyzed
and without optimization (Mapped Rank-3), already per-
form within 5–15% of the energy bound posed by the rank-3
laminate. This promising result justifies the recent interest
into projection methods that postprocess homogenization-
based topologies on a single scale (Pantz and Trabelsi 2008;
Groen and Sigmund 2017; Allaire et al. 2018). This result
also indicates that similar performance close to theoreti-
cal optima can be obtained when multiple load cases are
considered. Furthermore, it is notable that the main differ-
ence between the Mapped Rank-3 and the microstructures
optimized from the Mapped SG are rounded corners at the
intersection of connecting bars. This indicates that some
more or less heuristic postprocessing scheme may be pos-
tulated, that is applied directly on the Mapped Rank-3,
potentially eliminating the need for inverse homogenization
for this type of problems entirely.
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Appendix: Reconstructing a rank-3 laminate
frommoments
In this section, we discuss the method proposed by
Lipton (1994) to reconstruct the relative layer contributions
pn and orientations θn of a rank-3 laminate from the
optimal moments. Our discussion is similar to the practical
implementation given by Dı´az et al. (1995), and included
for completeness.
We can reduce the set of optimal moments from four
to three, by rotating the set of moments (m1,m2,m3,m4)
to (m˜1, m˜2, m˜3, 0) using a change of reference frame and
rotation angle γ such that θ˜n = θn + γ and the following:
m˜1 =
N∑
n=1
pncos(2θ˜n), m˜2 =
N∑
n=1
pn sin(2θ˜n),
m˜3 =
N∑
n=1
pncos(4θ˜n), m˜4 =
N∑
n=1
pn sin(4θ˜n). (15)
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By using the rotated reference frame for the specification of
the layer tangents tn, used in (5), the following relations can
be found as follows:
m˜1 = m1cos(2γ ) − m2 sin(2γ ),
m˜2 = m1 sin(2γ ) + m2cos(2γ ),
m˜3 = m3cos(4γ ) − m4 sin(4γ ),
m˜4 = m3 sin(4γ ) + m4cos(4γ ). (16)
Hence, we can find γ that ensures m˜4 = 0 using the
following:
γ = 1
4
arctan
(−m4
m3
)
. (17)
From (17), it can be seen that γ is periodic every π/4. This
means that there are at least four rotated sets m˜ to describe
the microstructure. Furthermore, the feasible rotated set of
moments M˜ is bounded by the same constraints as in (18).
M˜ = m˜ ∈ R3, s.t .
⎧
⎪⎨
⎪⎩
m˜21 + m˜22 ≤ 1,−1 ≤ m˜3 ≤ 1,
2m˜21
1+m˜3 +
2m˜22
1−m˜3 ≤ 1.
(18)
Feasible set M˜ is a convex set as can be seen in Fig. 16.
The boundary of this convex set ∂M˜ satisfies the
following:
2m˜21
1 + m˜3 +
2m˜22
1 − m˜3 = 1, (19)
while the four corner points also satisfy the following:
m˜21 + m˜22 = 1. (20)
It can easily be verified using (15) that the four corner
points m˜ = {1, 0, 1}, {−1, 0, 1}, {0, 1,−1} and {0,−1,−1}
correspond to rank-1 laminates, with the corresponding
layer directions θ˜1 = 0, π/2, π/4, and −π/4 respectively.
Hence, if both (19) and (20) are satisfied, the microstructure
is a rank-1 microstructure. Depending on the choice of γ ,
the unique layer orientation θ1 can be obtained; furthermore,
corresponding p1 = 1.
Fig. 16 Convex set M˜
Since M˜ is a convex set, each point m˜ can be described
as a combination of a corner point a˜ and a point b˜ on ∂M˜
as follows:
m˜ = αa˜ + (1 − α)b˜. (21)
Since a˜ corresponds to a rank-1 laminate, point b˜ on
boundary ∂M˜ has to correspond to a rank-2 laminate.
Hence,
2b˜21
1 + b˜3
+ 2b˜
2
2
1 − b˜3
= 1. (22)
Furthermore, we have the following:
α = m˜1 − b˜1
a˜1 − b˜1
= m˜2 − b˜2
a˜2 − b˜2
= m˜3 − b˜3
a˜3 − b˜3
. (23)
If we take one of the corner points, e.g., a˜ = {1, 0, 1}, we
can solve for b˜ and α, using the Equations above. We know
that the rank-2 laminate can be described using two relative
layer contributions pb˜1 and p
b˜
2 , and two angles θ
b˜
1 and θ
b˜
2 ,
such as the following:
pb˜1 + pb˜2 = 1,
b˜1 = pb˜1cos(2θ b˜1 ) + pb˜2cos(2θ b˜2 ),
b˜2 = pb˜1 sin(2θ b˜1 ) + pb˜2 sin(2θ b˜2 ),
b˜3 = pb˜1cos(4θ b˜1 ) + pb˜2cos(4θ b˜2 ). (24)
This is system of four equations can be solved for the four
unknowns. To do so, one can describe b˜ in terms of two
angles, 0 ≤ t ≤ 2π and 0 ≤ β ≤ π/2 (Lipton 1994).
{
b˜1, b˜2, b˜3
}
= {cos(β)cos(t), sin(β) sin(t), cos(2β)} .
(25)
The corresponding solution for the rank-2 laminate can then
be written as follows:
s = cos2(2β) − 2cos(2β)cos(2t) + 1,
δ = arctan
( √
s
1 − cos2(2β)
)
,
pb˜1 =
1
2
(
1 + 2cos(2β) sin(2t)√
s
)
,
pb˜2 = 1 − pb˜1,
θ b˜1 = arctan
(
pb˜2 sin(2δ) − sin(β) sin(t)
−(pb˜1 + pb˜2cos(2δ) + cos(β)cos(t))
)
,
θ b˜2 = θ b˜1 + δ. (26)
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The corresponding rank-3 laminate in global frame of
reference can thus be written as follows:
p1 = α, θ1 = −γ,
p2 = (1 − α)pb˜1, θ2 = θ b˜1 − γ,
p3 = (1 − α)pb˜2, θ3 = θ b˜2 − γ . (27)
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Highlights
• Homogenization-based topology optimization of coated structures is performed using orthotropic infill material.
• Near-optimal designs can be obtained on a relatively coarse mesh.
• The designs are subsequently projected on a fine but realizable scale.
• The infill is kept as regular as possible using a novel scheme that adaptively refines the periodicity.
• The projected designs perform excellent in terms of compliance.
• A reduction in computational cost of at least one order of magnitude is achieved compared to density-based optimization of
coating and infill.
Abstract
This paper concerns compliance minimization and projection of coated structures with orthotropic infill material in 2D.
The purpose of the work is two-fold. First, we introduce an efficient homogenization-based approach to perform topology
optimization of coated structures with orthotropic infill material. The design space is relaxed to allow for a composite material
description, which means that designs with complex microstructures can be obtained on relatively coarse meshes. Second, a
method is presented to project the homogenization-based designs on a fine but realizable scale. A novel method to adaptively
refine the lattice structure is presented to allow for a regular spacing of the infill. Numerical experiments show excellent behavior
of the projected designs, with structural performance almost identical to the homogenization-based designs. Furthermore, a
reduction in computational cost of at least an order of magnitude is achieved, compared to a related approach in which the
infill is optimized using a density-based approach.
c⃝ 2019 Elsevier B.V. All rights reserved.
Keywords: Topology optimization; Coated structures; Homogenization; High-resolution; Infill
1. Introduction
Topology optimization is recognized as an important design method, with numerous applications in industry
and academia. Furthermore, the flexibility offered by additive manufacturing (AM) methods makes topology
∗ Correspondence to: Department of Mechanical Engineering, Solid Mechanics, Technical University of Denmark, Nils Koppels Alle´,
Building 404, 2800 kgs. Lyngby, Denmark.
E-mail address: jergro@mek.dtu.dk (J.P. Groen).
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Fig. 1. Overview of the proposed methodology to obtain high-resolution coated designs, with composite orthotropic infill.
optimization the ideal design method for this rapidly growing field. In recent years a large number of works have
considered incorporation of constraints posed by the AM process directly into the optimization framework. Examples
are geometric constraints to restrict the overhang angle [1–4], and methods to restrict the length-scale of the design
as well as to make them robust against manufacturing variations, see [5] for a detailed review of such methods. For
a global overview on the state of the art and future trends in topology optimization for additive manufacturing, the
reader is referred to [6].
Most additive manufacturing processes, such as Fused Deposition Modeling (FDM) work with a solid shell to
represent the surface, reinforced by porous infill. The reason these so-called coated structures are considered instead
of solid structures are high strength-to-weight ratio, good energy absorption characteristics, and high thermal and
acoustic insulation properties [7]. Furthermore, porous structures can alleviate thermal hot-spots that are prone to
cause large stresses in printed designs [8,9]. Compared to their solid counterparts, coated structures with porous infill
can obtain significantly increased buckling stability [10], as well as a better performance w.r.t. unpredicted loading
conditions and material deficiency [11], at the cost of slightly increased compliance. We do; however, remind the
reader that truss or lattice-like infill is inferior to close-walled cell structures when only considering stiffness, as
e.g. discussed in [12]. On the other hand, here we consider the 2D-case where the differentiation between open-
and closed-walled structures does not directly apply.
Traditionally, the porous infill in coated structures consists of repetitive infill patterns (e.g., triangles and
hexagons). However, Wu et al. [11] proposed a density-based method to design bone-inspired microstructures as
porous infill. In another approach Clausen et al. [13,14] presented a method to optimize a coated structure, using
a solid shell and an isotropic base material that can be interpreted as a uniform porous infill. There, density-based
optimization was applied and using successive filtering operations a clear distinction between coating and infill
material could be made. In a natural subsequent step these methods have been combined to concurrently design
both the coating and the infill [15]. Similar to density-based methods, level-set methods have been used to design
for material interface properties [16,17]. This approach was recently extended to first design a coating layer, and
subsequently an infill [18]. Besides the computational mechanics community, the computer graphics community
has recently proposed many works on the optimization of porous structures, e.g. [19–21].
In this work we extend the method of Clausen et al. [13] to design coated structures with a macroscopically
varying orthotropic infill material. The design space is relaxed to allow for a composite material description, which
means that designs with complex microstructures can be obtained on relatively coarse meshes, e.g. 300 × 100
elements as is shown in Fig. 1(a). To describe the periodic infill composite we make use of the well-known square
unit-cell with a rectangular hole [22], shown in Fig. 1(b). Recent studies [23,24] inspired by Pantz and Trabelsi
[25,26] have shown that microstructures with a rectangular hole can be projected on a much finer mesh to obtain
manufacturable designs, thereby avoiding the need for separation of scales. Our work is continuing on the projection
procedure presented in [23,27], where an explicit constraint is used to align the projected microstructure with the
directions of lamination. To keep the unit-cell spacing as regular as possible we also introduce a novel scheme that
adaptively refines the periodicity as can be seen in Fig. 1(c), where a resolution of 3000 × 1000 elements is used.
The paper is organized in two parts. The first part encompasses homogenization-based topology optimization for
coated structures. The theory is introduced in Section 2, while numerical experiments regarding performance of the
optimized results and comparisons to the use of isotropic infill material are discussed in Section 3. The second part
of this article deals with the projection method to obtain high-resolution manufacturable structures on a fine mesh.
The theory and implementation will be discussed in Section 4, while numerical experiments on the performance
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and numerical efficiency of the projected structures are discussed in Section 5. Finally, Section 6 contains the most
important conclusions of this study.
2. Homogenization-based topology optimization for coated structures
A coated structure consists of two material phases, a coating and an infill as can be seen in Fig. 1(a). Clausen
et al. [13] introduced an elegant method to obtain a coated structure using only a single field as design variable.
Successive filter and projection operations allowed for a clear distinction between coating, isotropic infill and void.
The use of composite infill material, introduced in this work, will add extra design variables. Nevertheless, the
method to distinguish between infill and coating remains almost the same.
2.1. Successive filter operations
The procedure to distinguish between coating and infill makes use of two well-established filter methods in
topology optimization. The first is a smoothing operation using the density filter. The second is a projection step
to force the smoothed values on the interval [0, 1] towards either 0 or 1.
2.1.1. Smoothing
As basis for subsequent projection we use the Helmholtz-type PDE-based density filter [28],
−
( R
2
√
3
)2∇2φ˜ + φ˜ = φ. (1)
Here scalar R corresponds to the length-scale imposed by the filter operation. φ is the unfiltered field, while φ˜ is
the filtered field. Homogeneous Neumann boundary conditions are applied at the boundary of the filter domain. A
discussion on undesired boundary effects of standard filter methods will be given later in this section.
2.1.2. Projection
Projection methods have been successfully applied in topology optimization to obtain black-and-white de-
signs [29,30]. Here we use the formulation for the smoothed Heaviside projection proposed by Wang et al. [31],
¯˜
φ = tanh(βη)+ tanh(β(φ˜ − η))
tanh(βη)+ tanh(β(1− η)) . (2)
Here ¯˜φ is the projected field. β determines the steepness of the projection, i.e. when β → ∞ a sharp step is
modeled. In general, a continuation approach is used for β, i.e. a low value is used during the first iterations, after
which β is gradually increased. Furthermore, η ∈ [0, 1] is the threshold parameter where η > 0.5 corresponds to
an erosion operation, while η < 0.5 corresponds to a dilation operation.
2.1.3. Combining the filters to obtain a coated structure
Analogous to Clausen et al. [13] we use successive filter operations to obtain field ϕ describing the base structure
and field τ describing the coating. Additional variables, which will be introduced in Section 2.2, are used to describe
the shape of the infill. However, these variables do not affect the distinction between coating Ωc, infill Ωl or void
Ωv regions.
x ∈
⎧⎪⎨⎪⎩
Ωv if ϕ(x) = 0 and if τ (x) = 0,
Ωl if ϕ(x) = 1 and if τ (x) = 0,
Ωc if τ (x) = 1.
(3)
The successive smoothing projection and gradient operations used in this work can be seen in Fig. 2.
The design field is filtered and projected twice using filter radius R1, and projection parameters β1 and η1, which
indirectly control the length-scale of ϕ. The base structure which is now either 0 or 1, is smoothed again using
R2 < R1, such that the resulting field ϕ˜ has smooth boundaries. The coating layer can then be defined by taking
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Fig. 2. Subsequent filtering steps, allowing to separate the base structure ϕ and the coating τ .
the Euclidean norm of the spatial gradients of ϕ˜. ∥∇ϕ˜∥ is then normalized such that the largest possible gradient
norm corresponds to 1. For this we use a normalization factor α, which is related to R2 using [13],
α = R2√
3
. (4)
The choice of notation for this normalized gradient norm ∥∇ϕ˜∥α might seem odd; however, it is used to be consistent
with the work of Clausen et al. [13] and Wu et al. [15]. Hence, the term shall be read as the Euclidean norm of
∇ϕ˜ divided by scalar α, rather than as the usual definition, which would be the Lα- norm of ∇ϕ˜.
The normalized gradient norm ∥∇ϕ˜∥α is subsequently projected using β2 and η2 to define the coating field
τ = ∥∇ϕ˜∥α . In [13] an analytical relation is shown between R2 and the maximum coating thickness. This is used
to select R2 for a user-specified coating thickness tre f as,
R2 =
√
3
ln(2)
tre f ≈ 2.5tre f . (5)
The motivation for using a double smoothing and projection (DSP) approach for the design field is that numerical
experiments using a single smoothing and projection (SSP) approach showed the possibility that fields ϕ and τ
describing the base structure and coating, did not converge exactly to 0 or 1. A similar observation can be made
from Fig. 13 in [13], where it is difficult to distinguish between infill and void. To circumvent this undesired effect
we use the DSP approach as proposed by [32]. More details on the effect of this DSP approach versus the SSP
approach used in [13] will be given in Section 3.
2.1.4. Note on the filter boundary conditions
It is well-known that the use of homogeneous Neumann boundary conditions used in the smoothing operation
of Eq. (1) causes artifacts on the optimized design near the domain boundary. To circumvent this undesired effect,
we make use of the domain extension approach proposed by Clausen and Andreassen [33]. In this approach the
physical domain is padded using void elements (µ = 0), except at boundaries at which the displacement field is
constrained. The extension distance dext > R1 is chosen large enough, such that the homogeneous Neumann filter
boundary conditions do not affect the final design. All filtering operations, finite element analysis and objective and
constraint calculations are performed on this extended domain. An overview of the design domain Ω and boundary
conditions for the MBB-beam example including the extended domain can be seen in Fig. 3.
Solid blocks of material are used at the two boundary conditions. This guarantees a minimum feature size of
twice the coating thickness, e.g. 2tre f , and reinforces the structure thus preventing load concentrations. Furthermore,
the load is applied in a distributed fashion over the complete top of the solid block, while the displacement constraint
is applied in an average sense over the bottom of the lower block. This is done to prevent load concentrations when
the optimized structure is mapped on a finer mesh, as will be discussed later on.
The domain extension approach works well for robust topology optimization problems or three-field SIMP
optimization problems (density filtering, followed by projection), using η = 0.5. However, in the context of coated
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Fig. 3. Design domain Ω and boundary conditions of the MBB-beam example. Ω is indicated using gray material, while the extended filter
domain is bounded by the dotted line.
Fig. 4. Layout of the unit-cell with a rectangular hole, in local (y1, y2), and global (x1, x2) coordinate system.
structures, it is possible that half of the coating (tre f /2) can exceed the design domain. To make sure that the
optimized structure is within the bounds of Ω , the elasticity tensor in the padded domain is multiplied by penalization
parameter q < 1, while q = 1 ∈ Ω . Numerical experiments have shown that the use of q = 0.2 effectively restricts
optimized structures to Ω .
2.2. Interpolation of elastic properties and density
For the numerical examples we restrict ourselves to coating and infill made from the same material, with Young’s
modulus E0 = 1, Poisson’s ratio ν0 = 0.3, and mass density m0 = 1; however, extension to different coating and
infill material is trivial. As infill we use the square unit-cell with rectangular hole introduced by Bendsøe and
Kikuchi [22], shown in Fig. 4.
The constitutive properties which are close in performance to the optimal rank-2 laminate are obtained using
numerical homogenization. A database of the constitutive properties in the local frame for a large number of different
combinations for the height a1 and width a2 of the hole has been created. Afterwards, we can interpolate the effective
properties EH and sensitivities for any combination of a1 and a2. The corresponding elasticity tensor of the infill
in the global frame of reference EI can be calculated as,
EI (θ, a1, a2) = R(θ )EH (a1, a2)R(θ )T , (6)
with R being the well-known frame rotation matrix using angle θ describing the angle between material and global
frame of reference. The mass fraction of the microstructure m I is given as,
m I = 1− a1a2. (7)
With the properties of the coating and infill known, we can define the interpolation of the density ρ and elasticity
tensor E throughout the design domain. To this end, we use material indicator ϕ and coating indicator τ , such that,
ρ(ϕ, τ, a1, a2) = m I (a1, a2)ϕ + (1− m I (a1, a2)ϕ)τ. (8)
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Similarly, the local elasticity tensor E can be defined.
E(ϕ, τ, θ, a1, a2) = 10−9E0 + q
(
EI (θ, a1, a2)− 10−9E0
)
ϕ p1 + q(E0 − EI (θ, a1, a2)ϕ p1 )τ p2 , (9)
where, E0 is the elasticity tensor for the isotropic coating material, and p1 and p2 are penalty parameters to penalize
intermediate values of ϕ and τ . Please note that the model using isotropic infill from Clausen et al. [13] can easily
be recovered from Eqs. (8) and (9).
2.3. Problem formulation
We focus on the minimization of a compliance functional J for plane stress, single load-case problems under
the assumption of linear elasticity. We discretize the design domain by bi-linear finite elements, and the material
properties are assumed to be element-wise constant. The microstructures of the infill are described by design vectors
a1, a2, θ which determine the width and height of the hole as well as the unit-cell orientation, while the coating
and base structure are defined by µ.
The topology optimization problem is solved in nested form. For each design iteration the equilibrium equations
are satisfied by FE-analysis. As shown by Pedersen [34,35], the optimal orientation of an orthotropic composite
coincides with the principal stress directions, hence the unit-cell orientation θ is updated in each minimization step
after the displacement and corresponding stress calculation. Subsequently, design vectors µ, a1 and a2 are updated
based on their gradients using the updated microstructure orientation. The discretized optimization problem can
thus be written as,
min
µ,a1,a2,θ
: J (µ, a1, a2, θ ,U),
s.t. : K(µ, a1, a2, θ )U = F,
: vTρ(µ, a1, a2)− Vmax A ≤ 0,
: al ≤ a1, a2 ≤ au,
: 0 ≤ µ ≤ 1,
(10)
where v is the vector containing the element volumes, and Vmax is the maximum allowed volume fraction of the
material in the design domain, while A is the area of Ω . Stiffness matrix K is a function of µ, a1, a2, and θ . F
describes the loads acting on the domain, and U describes the solution of the equilibrium equation. The vectors
al and au on interval [0, 1] describe the lower and upper bound on the hole size of the microstructure, subject to
au > al . For the design update of µ, a1 and a2 the MATLAB implementation of the Method of Moving Asymptotes
(MMA) introduced by Svanberg [36] is used.
The formulation above is the most general formulation. We allow full freedom for the microstructures, within
bounds al and au . To avoid fully void or solid infill material we use al ≥ 0.1 and au ≤ 0.9, where the exact values
are problem dependent. In some optimization examples we do not want to exploit the full design freedom of the
microstructures. Therefore, we present in total 4 different problem formulations that will be used throughout this
work; however, note that more problem formulations can be envisioned.
Problem 0: Fixed microstructure density, isotropic microstructure
This is the original coating approach as proposed in [13]. We specify an infill mass fraction m I , and choose a
stiffness for the isotropic microstructure E I that satisfies the upper bound of the Hashin–Shtrikman bounds [37],
E I = m
I
3− 2m I . (11)
Problem 1: Fixed microstructure density, equal widths of hole
This is the simplest problem using the orthotropic microstructure. The infill has a user-defined mass fraction m I ,
and both widths are set equal such that,
ai =
√
1− m I , i = 1, 2. (12)
136
728 J.P. Groen, J. Wu and O. Sigmund / Computer Methods in Applied Mechanics and Engineering 349 (2019) 722–742
Problem 2: Fixed microstructure density, variable widths of hole
Again we have a user-defined mass fraction m I . However, a1 and a2 are allowed to vary such that m I is always
satisfied. Hence, we need one design variable to describe the shape of the rectangular hole. For this we use variable
a1, such that
a2 = 1− m
I
a1
, (13)
Furthermore, we can set box-constraints al and au on a1 to restrict the set of allowed microstructures. Here we
always use an upper bound of au = 0.9, after which we calculate al which will be larger than 0.1.
Problem 3: Variable microstructure density, variable widths of hole
This is the most general optimization problem, which is the problem shown in Eq. (10), with variables µ, a1 and
a2 updated using the MMA. This means that contrary to the previous problems, the microstructure density can vary.
To avoid artificially stiff checkerboard-like patterns of infill material, we here need to regularize design vectors a1
and a2 into a˜1 and a˜2 describing the physical size of the hole using a density filter with a filter radius just larger
than the finite element size.
2.4. Sensitivity analysis
The sensitivity of the self-adjoint objective function J with respect to any design variable x can be derived as,
∂J
∂x
= −UT ∂K
∂x
U = −
∑
j
uTj
∫
Ω j
BT
∂E j
∂x
BdΩ j u j , (14)
where j indicates the set of elements for which the elasticity tensor E j is influenced by x due to filter operations.
2.4.1. Sensitivities w.r.t. µ
The sensitivity of compliance J w.r.t the variable determining the base structure of element e (ϕe)is,
∂J
∂ϕe
= −uTe
∫
Ωe
BT
dEe
dϕe
BdΩeue −
∑
k
uTk
∫
Ωk
BT
dEk
dτ
dτ
dϕe
BdΩkuk . (15)
Here k indicates the set of elements for which the elasticity tensor Ek is influenced by ϕe due to filter operations.
Furthermore,
dEe
dϕe
= qp1
(
EI (θ, a1, a2)− 10−9Ec
)
ϕ p1−1e − qp1EI (θ, a1, a2)ϕ p1−1e τ p2 , (16)
dEk
dτ
= qp2(Ec − EI (θ, a1, a2)ϕ p1 )τ p2−1, (17)
The derivative of coating field τ w.r.t the element base structure ϕe is omitted here, but can be found in [13]. With
the derivatives of the objective w.r.t ϕ known, it is easy to get the derivatives w.r.t design field µ. These are standard
chain rule modifications for the two smoothing and two projection steps. These expressions are well-known and
can be found in [28] and [31].
2.4.2. Sensitivities w.r.t. ai
For an optimization problem of type 3 (full freedom), where both a1 and a2 are design variables, we can write
the sensitivity of the elasticity tensor w.r.t the filtered variable determining the size of the hole of element e as,
∂Ee
∂ a˜e,1
= qRe ∂E
H
e
∂ a˜e,1
RTe ϕ
p1
e − qRe
∂EHe
∂ a˜e,1
RTe ϕ
p1
e τ
p2 . (18)
The derivative of the homogenized elasticity tensor w.r.t. the parameter describing the height of the hole a˜e,1 is
obtained by taking the derivative of the interpolation basis, used for the interpolation of the homogenized elasticity
tensor. The standard chain rule modification to get the derivative w.r.t the design variable a1 is again trivial.
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Table 1
The parameters that are used in all numerical examples in this work.
p1 3 Stiffness penalization of base structure ϕ
p2 1 Stiffness penalization of coating indicator τ
η1 0.5 Threshold parameter used to obtain ϕ
η2 0.5 Threshold parameter used to obtain τ
βstart 2 Starting steepness parameter for the projection
βend 128 Final steepness parameter for the projection
q 0.2 Penalization of elasticity tensor in padded domain
Fig. 5. Design domain Ω and boundary conditions of the bridge example. Ω is indicated using gray material, while the extended filter
domain is bounded by the dotted line.
For an optimization problem of type 2, where we only have one variable per element to describe the shape of
the hole a1 we can write,
∂Ee
∂ae,1
= qRe
( ∂EHe
∂ae,1
− 1− m
I
a2e,1
∂EHe
∂ae,2
)
RTe ϕ
p1
e − qRe
( ∂EHe
∂ae,1
− 1− m
I
a2e,1
∂EHe
∂ae,2
)
RTe ϕ
p1
e τ
p2 . (19)
2.5. Parameters to control the optimization problem
An overview of all parameters that are kept the same in all numerical examples in this work can be seen in
Table 1.
These parameter choices have been extensively motivated using numerical experiments. For example, the choice
for not penalizing the coating (p2 = 1) might seem counter-intuitive at first sight; however, numerical examples
using p2 > 1 yielded solutions that more easily ended up in worse local minima. For the steepness parameter of the
projection operation we use β1 = β2, which we start at βstart and double every 30− 100 iterations until βend . The
exact number if iterations before β is doubled depends on whether the maximum change in each design variable
becomes less than 0.01.
3. Numerical examples for topology optimization of coated structures
For the numerical experiments in this paper we focus on the MBB-beam example shown in Fig. 3. Furthermore,
we use the bridge example for which the loads and boundary conditions, including padded domain are shown in
Fig. 5.
3.1. Experiments on the MBB-beam example
For the experiments on the MBB-beam example we use a discretization of 300 × 100 finite elements. A volume
constraint of Vmax = 0.4, R1 = 0.15 L and tre f = 0.03 L is used. The problem formulations with the fixed
138
730 J.P. Groen, J. Wu and O. Sigmund / Computer Methods in Applied Mechanics and Engineering 349 (2019) 722–742
Table 2
Compliance J c for different problem formulations and different infill densities m I . Label DSP indicates a double smoothing and projection
approach is used to obtain ϕ, while label SSP indicates that a single smoothing and projection step is used.
m I = 0.4 m I = 0.5 m I = 0.6 m I = 0.7 m I = 0.8 m I = 0.9 m I = 1.0
Problem form 0 DSP 362.83 325.94 297.78 279.80 256.68 237.63 215.53
Problem form 1 DSP 318.45 291.14 274.92 266.85 251.38 236.37 215.53
Problem form 2 DSP 267.92 247.52 234.30 227.02 219.67 217.73 215.53
Problem form 0 SSP 360.45 325.75 291.49 273.20 254.35 236.55 213.57
Problem form 1 SSP 315.42 292.41 274.16 258.53 245.42 235.16 213.57
Problem form 2 SSP 266.02 246.83 231.44 224.44 220.19 217.84 213.57
Fig. 6. Density distributions for the MBB-beam example using m I = 0.5 and optimized for different problem formulations using the double
smoothing and projection (DSP) approach.
Fig. 7. Density distributions for the MBB-beam example optimized for different infill volume fractions m I .
microstructure density (problems 0–2), have been used to optimize the structure for various infill volume fractions
(m I = 0.4, m I = 0.5, m I = 0.6, m I = 0.7, m I = 0.8 and m I = 0.9). The corresponding compliance values on the
coarse optimization mesh J c can be seen in Table 2.
It can be seen that the compliances J c become lower as more freedom is introduced in the microstructures, i.e.
going from problem 0 to 2. The corresponding density distributions for optimized results using m I = 0.5 are shown
in Fig. 6.
From Table 2 it is clear that for larger infill densities the structures converge to the results of a three-field
SIMP approach (SIMP with smoothing and projection). This can also be seen in Fig. 7(a) and (b). The MBB-beam
optimized using three-field SIMP with these filter settings has a corresponding compliance J c = 213.57, and can
be seen in Fig. 7(c).
The structures using a single smoothing and projection (SSP) approach seem to have a slightly better compliance.
However, this is at the cost of undetermined coating and infill, as seen in Fig. 8(a) and (b), where small features of
void can be observed, that are not bounded by coating. The reason for vanishing coating can be seen in Fig. 8(c)
and (d). At locations where the coating is vanishing the field describing the base structure ϕ has non-binary values.
Since there is no sharp transition from 0 to 1, the corresponding normalized gradient norm ∥∇ϕ˜∥α is smaller than
threshold η2, resulting in a void region without coating. The DSP approach greatly reduces the possibility of ϕ
being non-binary.
We cannot guarantee that a double smoothing and projection (DSP) approach will result in binary features in
base structure and coating fields ϕ and τ . However, numerical experiments have shown a reduction of around 90%
in the occurrence of vanishing coating compared to the SSP approach. The rare cases where a void region is not
bounded by coating is when there is a thin feature of ϕ = 0. These thin features result in ϕ˜ not going to zero in
the middle of this void feature, and consequently the corresponding normalized gradient norm ∥∇ϕ˜∥α is smaller
than threshold η2. A large number of numerical experiments have been performed to test the effects of threshold
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Fig. 8. Density distributions for the MBB-beam example optimized using a single smoothing and projection (SSP) step.
Fig. 9. Density distributions for the MBB-beam example optimized using problem form 1, a DSP approach and m I = 0.5 for a coating
thickness of tre f = 0.06 L , and different filter radii R1.
Table 3
Compliance J c for problem formulations 3 using the DSP and SSP approach for various bounds on the shape of the microstructure.
al 0.2 0.2 0.3 0.3 0.4 0.4 0.5 0.5 0.6 0.6
au 0.8 0.9 0.8 0.9 0.8 0.9 0.8 0.9 0.8 0.9
DSP 222.81 207.12 228.70 212.42 236.29 219.35 245.61 229.48 259.57 245.15
SSP 226.91 207.09 231.91 212.32 238.04 219.38 248.50 229.34 261.96 244.97
parameters η1, η2 and filter radii R1 and R2. Unfortunately, changing thresholds η1 and η2 only results in reduced
performance.
To show the effect of changing coating thickness tre f and filter radius R1, the density distribution using problem
form 1, a DSP approach and m I = 0.5 can be seen in Fig. 9(a) and (b) for a thicker coating tre f = 0.06 L , and
2 values of R1. As can be seen, increasing tre f results in more coating compared to the amount of infill material,
which defies the goal of the present work (to design coated structures). In general, the coating thickness is uniform;
however, in case of a small feature it can be seen that the coating thickness reduces. Especially in combination
with a low value of R1, there is an increased possibility of a vanishing coating. Hence, it is recommended to have
R1 > R2.
A possible remedy to avoid the problem of vanishing coatings completely can be to apply image processing after
homogenization-based optimization and explicitly enforce coating if required. An alternative approach could be to
strongly enforce the length-scale of the coating using the method of Zhou et al. [38]. Testing both these ideas will
be the topic of future work.
Finally, when we use the optimization problem with full freedom (problem 3), an even better performing structure
than using standard three-field SIMP can be obtained. In Table 3 one can find the compliance values corresponding
to several lower al and upper au bounds on the parameters that describe the shape of the hole.
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Fig. 10. Density distribution for the MBB-beam example optimized with DSP approach for the most general optimization problem, shown
for various bounds on the shape of the microstructure.
Fig. 11. Density distribution for the bridge design example, for all 4 types of optimization problems.
It can be seen that the lowest compliance can be reached when there is the largest freedom for parameters ai to
vary. To illustrate this, consider the density distribution shown in Fig. 10(a). Here the microstructures are allowed
to be nearly solid al = 0.2 and also get close to void au = 0.9. Hence, there is no need to create holes. However,
if the bounds are set a bit tighter, e.g. al = 0.3 and au = 0.8 holes will originate in the optimized structure, as can
be seen in Fig. 10(b).
3.2. Bridge design example
The second optimization example considered is the bridge design example, shown in Fig. 5. The optimization
is performed on a coarse mesh of 200 × 100 elements. A volume constraint of Vmax = 0.2, R1 = 0.15 L and
tre f = 0.03 L are used. The optimized designs and their compliance values, for m I = 0.5, and for problem forms
0–2 are shown in Fig. 11(a)–(c). The design optimized for problem form 3, using al = 0.2 and au = 0.8 is shown
in Fig. 11(d). Finally, it is noted that this example also has been solved using a three-field SIMP approach, the
corresponding compliance of such a design is 24.50.
It is interesting to note that the two small void areas in the top of Fig. 11(d) are not bounded by coating material.
This is a rare case where even the DSP approach cannot guarantee coating everywhere. Although this does not
happen in many cases, it is still an undesired effect.
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4. Projecting coated structures with microstructures as infill
To project the infill as a smooth and continuous lattice structure, two mapping functions φ1 and φ2 have to be
determined, representing the two orthogonal layers of the sequence of unit-cells [23,25,26]. These mapping functions
are then later used to project the composite shape of the microstructures on a fine mesh. We will not go into full
detail on the derivation of the mapping functions; instead we focus on changes and improvements compared to the
approach presented in [23].
4.1. Projecting a periodic composite shape
Contrary to previous approaches we do not solve for the mapping function in the void part of Ω , i.e. we create a
conformal, albeit regular mesh on Ωm = Ωc⋃Ωl . Both mapping functions φ1 and φ2 can be obtained independently
of each other; therefore, we restrict ourselves to the derivation of φ1. A suitable parameterization of φ1 has to fulfill:
1. φ1 should be constant in the direction perpendicular to the layer normal n1.
2. The spacing between the contour lines of φ1, should be as regular as possible without violating the first
requirement.
To solve for φ1 we use the following minimization problem,
min
φ1(x)
: I(φ1(x)) = 12
∫
Ωm
∥∇φ1(x)− n1(x)∥2 dΩm,
s.t. : ∇φ1(x) · t1(x) = 0.
(20)
Here t1 is tangential to normal vector n1, hence both depend on the local directions of lamination θ ,
n1(x) = t2(x) =
[−sin(θ (x))
cos(θ (x))
]
, n2(x) = t1(x) =
[
cos(θ (x))
sin(θ (x))
]
. (21)
It has to be noted that the parameter describing the direction of lamination θ is rotationally symmetric, hence there
may be jumps of size π in the angle field θ . These jumps are identified using connected component labeling and
aligned consistently as suggested in [23], to allow for a smooth projection using Eq. (20).
The mapping functions can then be used to project the optimized shape. As opposed to Groen and Sigmund [23]
that used a cosine we here use a triangle wave function S using the sawtooth function in MATLAB.
ρ˜1(x) = 12 +
1
2
S(P1φ1(x)), (22)
where P1 is a periodicity scaling parameter. The exact widths of the microstructure are then projected using
Heaviside function H ,
ρ1(x) = H
(
ρ˜1(x)− (1− a1(x))
)
. (23)
After solving for the densities of both layers independently, they can be combined to obtain the density field ρ,
ρ(x) = max(ρ1(x)+ ρ2(x)+ τ, 1). (24)
The mapping problem is solved using bi-linear finite elements on an intermediate mesh using element size
hi = hc/2, on which angle field θ (after consistent alignment) is interpolated using linear interpolation. The
constraint is not enforced explicitly; but in penalty form using penalty parameter γ . For large values of γ the
constraint enforces mapping functions φ1 and φ2 to be aligned with θ , at the cost of relaxed periodicity.
Locally we can identify the spacing of the mapping by making use of the Euclidean norm of the derivatives of the
mapping functions ∥∇φi∥. If the value of ∥∇φi∥ > 1, then the corresponding layer distance is locally compressed,
similarly if ∥∇φi∥ < 1 the corresponding layer distance is locally stretched. In general we would like to impose
an average layer distance ε. To do that we can determine periodicity scaling parameter Pi as,
Pi =
2π
∫
Ωm
dΩm
ε
∫
Ωm
∥∇φi (x)∥dΩm . (25)
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Fig. 12. Example of the mapping procedure, using ε = 80 h f . To demonstrate the use of a coarse T c , intermediate T i and fine mesh T f .
After scaling, the mapping functions are interpolated on a fine mesh where h f ≤ hc/10, and the microstruc-
ture can be projected using Eqs. (22)–(24). The normalized gradient norm ∥∇ϕ˜∥α is interpolated using linear
interpolation from coarse to fine mesh, afterwards the projection to obtain a clear coating τ = ∥∇ϕ˜∥α is performed.
To demonstrate the mapping procedure consider the simple test case shown in Fig. 12(a). Here we have a coated
structure on coarse mesh T c consisting of 50 × 50 coarse elements, where the coating layer is exactly 1 element
wide. The square microstructure has a1 = a2 = 0.9 and the corresponding angle field is shown in Fig. 12(b). The
mapping is performed on T i using 100 × 100 elements, where φ1 and φ2 are shown in Fig. 12(c) and (d). The
corresponding projection on T f consisting of 1000 × 1000 elements is shown in Fig. 12(e).
4.2. Method to adaptively refine the periodicity
Fig. 12(d) shows a large variation in the layer spacing throughout the domain. However, for performance, and
manufacturability of 3D printed structures, a regular spacing is desired. A possible solution to obtain a more regular
spacing is to relax the angle constraint by using a small value for γ ; however, this results in a decreased performance.
Close inspection of optimization results from Wu et al. [15] (where the infill is freely optimized using SIMP)
shows that structural members tend to split in two to counter increasing spacing between structural members. This
observation leads to the idea of locally adapting the periodicity, to have a layer spacing as close to ε as possible.
Instead of using Eq. (22) we use a function such that the periodicity is adapted using discrete periodicity scaling
parameter λi , corresponding to the i th mapping function, to obtain
ρ˜i (x, λi (x)) = 12 +
1
2
S(2(λi (x)+1)πφi (x)+ λi (x)π ). (26)
When λi = 0, we have the same function as Eq. (22) with ε = 1. However, when λi = 1, we have the same
function as when ε = 0.5. Hence, the periodicity is doubled. To get the periodicity in Eq. (26) as close to ε as
possible we choose λi as,
λi (x) = round
(
log
( 1
ε∥∇φi (x)∥
) 1
log(2)
)
. (27)
A plot of λ1 corresponding to φ1 in Fig. 12(c) can be seen in Fig. 13(a); similarly, λ2 can be seen in Fig. 13(b).
The corresponding projection using Eq. (26) can be seen in Fig. 13(c), where it can be seen that the effective lattice
spacing is now bounded to the interval [ε2−1/2, ε21/2].
Unfortunately however, the projected structure in Fig. 13(c) is now discontinuous. To reconnect the bars a
transition zone ΩT,i is needed. To this end, we use a convolution operation to obtain λ˜i , shown in Fig. 13(d),
using a linearly decaying convolution kernel with radius R∗. Using λ˜i , we can determine splitting parameter ψi ,
which is used to identify if we are in the transition zone between two discrete values of λi .
ψi (x) = modulo(λ˜i (x), 1). (28)
If ψi = 0, then we are outside ΩT,i and we can use Eq. (26), as shown in Fig. 13(e) and (f), while inside ΩT,i the
value of ψi is shown.
In ΩT,i a structural member splits from a low periodicity (floor(λ˜i )) to a higher periodicity (ceil(λ˜i )), where
both corresponding functions ρ˜i are shown in Fig. 14(a). To model this splitting of members inside ΩT,i , we create
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Fig. 13. Visual explanation of adaptive periodicity and required transition zone, to split the structural members for R∗ = 0.8ε.
Fig. 14. Functions used in the transition zone to let a structural member split up into two members.
function Fi , which is a function of φi , λ˜i , and ψi . Fi consists of a base wave, on the interval [0, 2]. This base wave
is defined as ρ˜i for a low periodicity (i.e. floor(λ˜i )) multiplied by 2, from which a part of width 1/2ψi is subtracted
as is shown for ψi = 0.5 in Fig. 14(b). Afterwards, another sawtooth-like wave is added to create Fi . The distance
between the peaks in Fi linearly increases with ψi , as can be seen in Fig. 14(c)–(d).
It has to be mentioned that Eq. (23) cannot be used to impose the exact widths on Fi to obtain ρi . The reason
is that, due to the choice of base wave, the peak of Fi is close to 2 for ψ → 0. Hence, we need to numerically
determine the threshold for the Heaviside function that we use to obtain ρi from Fi , for a given combination of ai
and ψi . To do so, a bi-section scheme is used. The projection of the structure from Fig. 12 using adaptive periodicity
scaling can be seen for different values of R∗ in Fig. 15(a)–(c). Here it can be observed that increasing R∗ leads to
a smoother transition for splitting of structural members. Numerical experiments have shown that the compliance of
projected designs is the lowest when the transition goes as smooth as possible. Hence, R∗ = 1.6ε has been found
to give the best results.
Finally, it has to be mentioned that using the adaptive periodicity projection approach the local unit-cell spacing
is restricted to the interval [ε−1/2, ε1/2], except in the transition zone where this can be in the range [ε−3/2, ε1/2].
The corresponding feature size of a member is thus bounded by [(1− au)ε−3/2, (1− al)ε1/2]. Such a bound cannot
be derived explicitly for the original mapping approach.
144
736 J.P. Groen, J. Wu and O. Sigmund / Computer Methods in Applied Mechanics and Engineering 349 (2019) 722–742
Fig. 15. Projection on a fine mesh T f using various radii for the convolution kernel R∗, using ε = 80 h f .
Table 4
Compliance on coarse J c , and on fine mesh J f , for the MBB-beam example using the same settings as in Table 2, optimized with problem
form 1, for several infill densities m I . Different interpolation methods for the coating are used.
Interpolation m I = 0.4 m I = 0.5 m I = 0.6 m I = 0.7 m I = 0.8 m I = 0.9
J c – 318.45 291.14 274.92 266.85 251.38 236.37
J f Nearest-neighbor 320.17 295.52 279.40 270.27 256.75 239.82
J f Linear 328.34 305.32 286.30 273.18 258.39 239.09
5. Numerical examples for projection of coated structures
The presented projection approach allows the coarse-scale optimized structure to be interpreted on a much finer
mesh T f . We will demonstrate the performance of the projected designs J φ , and compare these results to the
compliance of the homogenization-based designs on the coarse mesh J c. Three different sources are identified that
can lead to a difference between J φ and J c: the effect of h-refinement, the interpolation of the coating from T c onto
T f , and the projection procedure. First, the effect of the former two will be discussed. Afterwards, various numerical
examples will be used to demonstrate the potential of the projection approach in terms of both performance and
computational cost.
5.1. Effect of mesh refinement and interpolation of coating
To test the effect of h-refinement, we interpolate the designs optimized with problem form 1 from
Table 2 on a fine mesh (3000 × 1000 elements) using nearest-neighbor interpolation. The compliance values
of the homogenization-based design on the coarse mesh J c will be compared to the compliance values of the
homogenization-based design on the fine mesh J f . Corresponding results are shown in Table 4.
As expected J f is larger than J c due to more accurate displacement calculation. Furthermore, the effect of the
nearest-neighbor interpolation can be seen in Fig. 16(a), where the jagged edges of the coating correspond to 10
elements. To avoid these jagged-edges we use a linear interpolation to map the normalized gradient norm ∥∇ϕ˜∥α
onto the fine mesh. The corresponding values of J f demonstrating the effect of this interpolation are shown in
Table 2 as well.
It can be observed that interpolation of ∥∇ϕ˜∥α using nearest-neighbor interpolation leads to a better performance
than linear interpolation. This seems rather counter-intuitive, since the latter method results in a smooth coating
without jagged edges as can be seen in 16(b). However, it can be seen that the use of linear interpolation causes
somewhat strange jumps close to the bottom right boundary condition, which is assumed to be the cause of the
increased error between J c and J f .
Despite a slightly increased compliance, linear interpolation is used for the mapping of ∥∇ϕ˜∥α onto T f . The
reason is that the reference coating thickness is more uniform using this interpolation method. A future remedy can
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Fig. 16. Density distribution for the MBB-beam example interpolated on a fine mesh of 3000 × 1000 elements, using different interpolation
methods for ∥∇ϕ˜∥α . The structure optimized using problem form 1, with m I = 0.5.
Fig. 17. Projection of the MBB-beam example for a problem of type 1, using m I = 0.5, on a fine mesh of 3000 × 1000 elements, where
J f = 305.32. No adaptive periodicity is used, results are shown for various values of angle constraint importance γ and ε.
be to define the coating and interface on a much finer mesh than the coarse analysis mesh using a multi-resolution
approach, e.g. [39,40].
5.2. Effect of the different projection procedures
To demonstrate the performance of the projection method, we consider the MBB-beam example optimized using
problem form 1, for m I = 0.5. The structure is projected on a fine mesh (3000 × 1000 elements), without the
adaptive periodicity approach. We perform the projection for two different values of γ , γ = 10 and γ = 103
to demonstrate the effect of the angle constraint enforcement. Furthermore, we project the structure for 3 different
average unit-cell sizes ε. The corresponding projected structures, the compliance J φ and the volume of the projected
structures Vφ are shown in Fig. 17.
From the bottom row it can be observed that a strong constraint enforcement (γ = 103) leads to structures
performing very close to J f , i.e. within 1%! Unfortunately however, we can identify a locally very distorted
periodicity. These stretched unit-cells can lead to Vφ exceeding imposed volume constraint Vmax , and do not ensure
a uniform infill. Lowering the angle constraint enforcement to γ = 10, as is shown in the top row, yields much
more regular infill patterns; however, at the cost of a slightly reduced performance.
A distorted periodicity can also lead to long thin members as can be seen in Fig. 17(d). As was shown by [10]
coated structures have an increased critical buckling load; however, thin unsupported infill members will reduce this
desired effect by being prone to local buckling. Hence, regular projected unit-cells are required to retain a regular
infill.
To use the best of both worlds, (exact angle enforcement, and regular unit-cells), we apply the adaptive periodicity
projection approach as proposed in the previous section. The projected structures for γ = 103 and different spacings
can be seen in Fig. 18(a)–(c).
It can be seen that values for J φ are again within 1% of J f , while a more uniform infill is maintained.
Unfortunately, the proposed adaptive periodicity mapping procedure does not work perfectly yet when λ˜i is rapidly
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Fig. 18. Projection of the MBB-beam example for a problem of type 1, using m I = 0.5, on a fine mesh of 3000 × 1000 elements, where
J f = 305.32. Adaptive periodicity projection is used, results are shown for various values of angle constraint importance γ and ε.
Fig. 19. Comparison of the MBB-beam example using a SIMP-based approach [15], and the proposed projection based approach for the
infill. Uniform infill density with m I = 0.5 is used while the microstructure is allowed to vary (problem form 2).
changing. This can be best seen in the top right of the MBB-beam shown in Fig. 18(c), where the periodicity is
locally undergoing a large change, such that there is no space to form nice and clear branches between different
periodicities.
To prevent large jumps in periodicity the angle enforcement can be relaxed; therefore, the projection using
ε = 30h f is shown for various values of γ in Fig. 18(d)–(f). Here it can be seen that γ = 10, is the only value that
completely prevents any of these local effects. Despite being slightly misaligned with the optimal orientation, the
effect on the performance is small and the projected structures still perform within 5% of the homogenization-based
designs.
To conclude, the proposed adaptive periodicity projection approach in combination with using γ = 103 shows a
clear potential. The structures perform almost identically to the homogenization-based designs; while the projected
structures consist of near-regular infill. In future work, different formulations for adapting the periodicity in regions
with large changes in periodicity will be further investigated, to improve this new and promising method even more.
5.3. Comparison with coated structures optimized using SIMP
To further demonstrate the performance of the approach proposed in this work, we compare it to the work of Wu
et al. [15]. In this approach a coated structure is created, where the infill is optimized using a density-based approach
as can be seen for the MBB-beam example in Fig. 19(a). Here, a discretization of 600 × 200 elements is used,
with R1 = 0.15 L and tre f = 0.03 L; furthermore, Vmax = 0.4, m I = 0.5.
The method produces coated structures, where the infill has a locally uniform density, with no restriction on
the freedom of the microstructure (close to an optimization problem of form 2). The optimization required a
total time Ttot = 292 min using 600 design iterations. Hence, a more detailed design on a finer mesh is deemed
computationally too expensive. The proposed projection procedure does not have a strong restriction on the level
of detail of the projected shape, since the topology optimization can be performed on a relatively coarse mesh. The
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Table 5
Compliance values for optimization mesh J c and for fine mesh J f , as well
as volume fraction V and optimization time Topt (shown in [hh:mm:ss]), for the
MBB-beam example using the approach by Wu et al. [15].
m I J c J f V Ttot
0.5 270.21 281.95 0.394 04:52:00
0.6 241.36 247.54 0.400 04:58:00
0.7 227.84 231.94 0.400 05:00:00
Table 6
Compliance values for optimization mesh J c , fine mesh J f and projected design J φ , as well as volume fraction Vφ and time breakdown
(shown in [hh:mm:ss]), for the MBB-beam example optimized using problem form 2 and projected using adaptive periodicity.
m I ε J c J f J φ Vφ Topt Tφ Ttot
0.5 20h f 247.52 256.31 261.96 0.397 00:23:00 00:00:20 00:23:20
0.5 30h f 247.52 256.31 260.68 0.401 00:23:00 00:00:25 00:23:25
0.5 40h f 247.52 256.31 257.61 0.409 00:23:00 00:00:30 00:23:30
0.6 20h f 234.30 242.53 242.03 0.400 00:21:19 00:00:20 00:21:39
0.6 30h f 234.30 242.53 239.29 0.402 00:21:19 00:00:25 00:21:44
0.6 40h f 234.30 242.53 239.21 0.404 00:21:19 00:00:30 00:21:49
0.7 20h f 227.02 230.83 233.92 0.400 00:21:11 00:00:19 00:21:30
0.7 30h f 227.02 230.83 231.26 0.404 00:21:11 00:00:24 00:21:35
0.7 40h f 227.02 230.83 230.26 0.405 00:21:11 00:00:29 00:21:40
design optimized for problem form 2, with m I = 0.5 and au = 0.9 is projected on a fine mesh of 3000 × 1000
elements, using γ = 103, ε = 20h f and the adaptive periodicity projection approach as can be seen in Fig. 19(b).
For a fair comparison the structure optimized using the approach of Wu et al. [15] is mapped on a fine mesh of
3000 × 1000 elements using nearest-neighbor interpolation. The compliance values for both approaches, for various
infill densities m I are shown in Tables 5 and 6. Furthermore, a breakdown of the computational cost in optimization
time Topt , mapping time Tφ as well as the total time Ttot is shown. It has to be noted that all simulations are done
using a single processor MATLAB code on a standard PC running Windows 7.
It can be seen that the compliance values of the structures optimized using the mapping approach are in general
lower than the compliance values obtained using the approach of Wu et al. [15]. The larger m I , the smaller the
difference between the compliances obtained using both methods. Furthermore, it can be observed that a larger value
of ε results in a slightly larger volume of the projected structures, which results in a lower compliance. Another
benefit of the projection approach is the clear solid and void structures, in contrast to elements with intermediate
density from the infill optimized with SIMP [15].
However, the most important result is the computational efficiency of the proposed mapping method. Coated
designs of high resolution (3 million elements!) can be obtained in less than half an hour, thanks to the proposed
coarse scale homogenization-based optimization. While, the method by Wu et al. [15] already requires close to
5 h on a relatively coarse mesh of (600 × 200) elements. A reduction in computational cost of at least an order
of magnitude can thus be obtained by the proposed approach, which allows for topology optimization as a more
integrated part of the structural design process.
5.4. Room for improvement
As discussed in the previous section, the adaptive periodicity projection approach will restrict the local unit-
cell spacing to the interval [ε2−1/2, ε21/2], except in the transition zone. When the angle changes slowly the
microstructure is spaced in a very regular manner, as can be seen in the main load carrying member of Fig. 20(a).
In the top left of the bridge-example the angle field is rapidly changing. Hence, there is no room for a smooth
transition through all the periodicities and the spacing is slightly less regular as in the rest of the domain. A more
worrying effect can be seen in the projected figure optimized for problem form 3, shown in 20(b). Here there is
a singularity in the angle field below the void in the top left corner. Although the angle constraint ensures that
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Fig. 20. Projected structures of the bridge example on a fine mesh of 2000 × 1000, elements using the adaptive periodicity approach,
ε = 20h f and γ = 103.
most bars are well aligned with θ , and the performance is within 2% of the homogenization-based performance, it
can be seen that there is a jump in orientation of mapping functions φi . We note that the observed singular points
have low or negligible stresses, making the appearance less critical in terms of objective value. However, to avoid
large changes in orientation and prevent the occurrence of singularities the angle field can possibly be regularized,
e.g. using the approach presented by Allaire et al. [24]. We are confident that such a regularization will get J φ
even closer to J f and result in even more regular mapped designs.
6. Concluding remarks
An efficient approach to perform topology optimization of coated structures with orthotropic infill has been
presented. Performing homogenization-based topology optimization allows for the modeling of designs with
complex microstructures on a relatively coarse mesh, thus resulting in low computational cost. Furthermore, the
double smoothing and projection (DSP) approach ensures in almost all cases a clear distinction between coating,
infill and void.
In the second part of the work, a projection approach is presented to map the coated designs from the assumption
of infinite periodicity on a fine but realizable scale. A novel method to adaptively refine the periodicity is presented to
allow for a regular spacing of the infill. Numerical experiments demonstrate that the projected designs, despite a lack
of separation of scales, are very close (within 1%–2%) to the homogenization-based performance. Furthermore, a
comparison with [15] where the infill is optimized using a density-based method, shows that the projection procedure
yields similar or even better performing designs at a finer resolution and at a computational cost which is at least
10 times lower, and potentially more in a case of mutual refinement.
This overall promising approach allows for extension of the method to 3D or to more complex loading situations.
The main challenge here will lie in finding a parameterization that allows for smoothly varying microstructures
through the domain. We are confident that such a parameterization can and will be found.
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Abstract
This paper identifies four categories of optimal truss lattice structures (TLSs) that together provide
ultimate stiffness for arbitrary multi-loading scenarios in the low volume fraction limit. Each cate-
gory consists of 7 periodic sets of straight bars, forming periodic parallelepiped unit cells. Compared
to other optimal TLSs, the identified TLSs most probably have the simplest possible geometries
with the least number of bar sets. Macroscopic properties of a TLS are estimated using a superposi-
tion model, and an optimization problem is solved to determine the exact geometries of the optimal
TLSs. Systematic optimization results, run for thousands of random multi-loading conditions, are
compared to (postulated) theoretical bounds for both truss and plate lattice structures. The results
clearly demonstrate near-optimality of the identified TLSs (relative difference mostly within ma-
chine precision except in few cases up to 0.1%) for any loading scenarios in linear elasticity. At the
same time, the optimal anisotropic TLSs always have inferior stiffness to the corresponding optimal
plate lattice structures and this inferiority is bounded between 1 (single uniaxial load) and a factor
of 3 (optimal isotropy).
Keywords: Truss lattice structure, maximum stiffness, anisotropic lattice structure, multiple
loading, energy bound
1. Introduction
Microstructures are called optimal if their effective properties attain the theoretical bounds.
Specifically in elasticity, optimal microstructures with ultimate stiffness can be recognized by ex-
amining Hashin-Shtrikman energy bounds [1, 2]. To date, various groups of optimal elastic mi-
crostructures have been proposed. For instance, isotropic sphere assemblages [3] and Vigdergauz-
type constructions [4, 5, 6] can achieve the maximum bulk modulus bound but they cannot attain
the maximum shear modulus bound simultaneously. Independently, [7, 8, 9] suggested so-called
rank-n laminates for attaining the optimal stiffness in both isotropy and anisotropy, where the
laminates are made by sequential layerings at n length scales. Moreover in [10, 11], the authors
proved that at most n= 3 and n= 6 are needed to construct optimal 2D and 3D rank laminates,
respectively. This type of composite was further improved to cover all the theoretically allowable
elastic properties by using infinitely rigid and compliant constituents [12]. Another class of optimal
microstructures achieving the stiffness bounds was proposed by Sigmund [13], formed by a combi-
nation of solid material regions and rank-n laminates (n = 1 in 2D and n = 3 in 3D). One should
∗Corresponding author: ywang@mek.dtu.dk
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note that the optimal stiffness can be attained only by closed-walled plate lattice structures (PLSs).
Nowadays, persistent efforts are made to look for other types of optimal microstructures, especially
when considering their manufacturability [14, 15].
Despite possessing sub-optimal stiffness, truss lattice structures (TLSs) may have superior
strength and buckling performance [16]. Also, additive manufacturing technology, like powder-
based Selective Laser Melting, may hinder realization of plate-like optimal composites. Therefore,
it remains of great importance to look for optimal TLSs with maximum stiffness. Most studies
in this area have focused on identification of optimal isotropic TLSs, especially in the low volume
fraction limit (i.e. volume fraction going to zero). In that case, the maximum Young’s modulus is
analytically calculated [17] and the optimal TLSs can be explicitly represented using single-scale
bars. In 2D, triangular-type TLSs have long been recognized as optimal [18]; and in 3D a class of
optimal isotropic TLSs was formed by combining two or three elementary TLSs [19, 20, 21], where
the compound TLSs can be named following the system developed in [22]. If a moderate den-
sity is concerned, either rounded corners [23] or multi-scale features are demanded to improve the
stiffness. Beyond isotropy, Deshpande et al. [24] proposed an octet-type TLS, whose stiffness and
strength scale almost linearly up to moderate densities; and it was later fabricated using advanced
3D printing technique at sub-micrometer length scales [25]. However, there still remain big gaps,
first to recognize 3D optimal anisotropic TLSs with ultimate stiffness for any prescribed loading
scenarios, and second, to quantitatively study stiffness inferiority of the optimal TLSs compared to
the corresponding optimal PLSs.
This paper identifies four categories of optimal TLSs for attaining maximum stiffness for any
anisotropic loading conditions in the low volume fraction limit. Each category is built from 7 pe-
riodic sets of straight bars, forming periodic parallelepiped unit cells. Compared to other optimal
TLSs with more bar sets or non-extending bars, the identified TLSs have most probably the sim-
plest geometries achievable and are hence preferable in practical applications. In the low volume
fraction limit, the elastic properties of a TLS are efficiently estimated using a superposition model.
An optimization problem is then solved to determine the cell shapes and bar areas for representing
the optimal TLSs. Near-optimality of the identified TLSs are verified through thousands of numer-
ical tests with multiple loading cases, including the special case of optimal stiffness with isotropy.
Furthermore, we quantitatively investigate the inferior stiffness of the optimal TLSs to their coun-
terpart PLSs and conclude that the stiffness inferiority of any optimal TLSs is bounded between 1
and 3, referring to single uniaxial stress cases and optimal isotropy, respectively.
In the following, we first formulate an optimization problem to obtain optimal TLSs subject to
any prescribed loading conditions. Secondly, a postulated energy bound is established for identifying
optimal anisotropic TLSs. Thirdly, we identify four categories of optimal TLSs and discuss their
geometrical advantages and mechanical performance. Finally, stiffness optimality of the identified
TLSs and stiffness inferiority of the optimal TLSs are verified by numerical experiments.
2. Method
2.1. Design model
This study concerns TLSs formed by m distinct sets of continuous bars, each individual set
involving infinite number of parallel equidistant bars, as illustrated in Fig. 1. In the low volume
fraction limit, nodal geometries and locations have marginal effects on the macroscopic properties
of the TLS [26]. In this regard, the elastic stiffness matrix D of a TLS can be estimated by directly
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adding up stiffness matrices of each individual bar set [17, 18]
D =
m∑
i=1
aiT
T
i D0Ti (1)
where Ti = T (pi) is the 3D rotation matrix; pi and ai indicate the normalized pointing direction
and relative cross-sectional area of the ith bar set, respectively; and D0 is the stiffness matrix for
a single uniaxial bar set.
The optimization problem for identifying optimal TLSs with maximum stiffness is formulated
by
Minimize
χ
J =
Nσ∑
k=1
wkσ
T
kC(χ)σk − γ‖a‖
Subject to ρ ≤ ρ
χ ≤ χ ≤ χ
(2)
Here, J is the weighted complementary energy subject toNσ prescribed stresses σk, wk the weighting
factor and C = D−1 the effective compliance tensor. The regularization term γ‖a‖ penalizes
duplicated bars in the final design with γ ≥ 0 being the regularization factor and ‖ · ‖ denoting the
L2-norm of the area vector a = {ai}. The design variable vector χ indicates geometric parameters
representing the TLSs, constrained by [χ,χ] (their exact definitions for specific design problems are
given in Section 2.4). A volume fraction constraint is imposed to evaluate optimized energies from
different candidates at the same volume fraction level ρ. Because ai actually reveals the relative
volume fraction of each bar set, the total volume fraction ρ of a TLS can be obtained by summing
up each ai, i.e.
ρ =
m∑
i=1
ai (3)
2.2. Energy bound for anisotropic TLSs
To our best knowledge, no tight theoretical formulation has been set up for identifying optimal
anisotropic TLSs. Therefore, a postulated reference bound is used in this study. Analogously to
rank-n laminate cases [10, 18], the postulated bound can be established as the optimal energies
obtained by optimizations of TLSs involving finite sets of straight bars. For single loading cases,
the optimal stiffness is attained by orientating three bar sets in the principal strain (or stress)
directions [27]; and for multi-loading cases, the orientations and areas of at least 6 bar sets are
freely optimized by running optimization (2). In order to ensure convergence to true optima, we
performed optimizations by varying bar numbers from 6 to 10 and chose the minimum value among
all the solutions as the reference energy. It is worth noting that the obtained TLSs using this free
optimization strategy could typically encounter connectivity issues. Hence, the obtained energy
values only make theoretical sense for evaluating the performance of our identified TLSs.
2.3. Identified optimal TLSs
The key contribution of our study is to identify four categories of optimal TLSs with simple
connected geometries that are able to attain maximum stiffness subject to any loading conditions.
These TLSs can be represented by periodic parallelepiped unit cells, and they are built by joining cell
vertices to form edge, face and body bars in various combinations. All the bars are continuously
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extended when periodically repeating the unit cell over space. Note that multiple parallel bars
belong to an identical bar set, and thus from a macroscopic view, each TLS is comprised of only
7 periodic sets of bars. The identified TLSs in cubic unit cells are illustrated in Fig. 1(a) (labelled
L7−I to L7−IV ).
The reasons to use 7 sets of well-connected bars are twofold. On one hand, at least 7 sets of
bars are needed to produce optimal isotropic TLSs (using 3 edge and 4 body bar sets) [19, 21]; and
on the other hand, making use of 7 sets of bars turn out to provide near-optimal stiffness based on
extensive numerical experiments. There must exist other optimal TLSs with more bar sets, such
as the intuitive TLS with 13 sets of bars shown in Fig. 1(b) (labelled L13)1. However, the TLSs
consisting of 7 bar sets are preferable as they have the simplest geometries with the least number
of necessary bar sets and can provide the same maximum stiffness as the L13.
Because of their distinct geometries, the four L7 TLSs cover different mechancial properties.
Here, L7−I and L7−II may behave rigidly in different directions due to their triangular-type rigid
frames on various crossed planes, and therefore they may produce optimal rigid TLSs. Conversely,
the other two TLSs may be preferred to produce rigidity only in certain directions but may be
compliant in other directions. Numerical results (see Section 3.1) show that the suggested four L7
TLSs together are able to attain near-optimal stiffness subject to any loading conditions, although
there exist many other L7 TLSs formed by various combinations of bar sets.
(b)
L13
(a)
L7-I L7-II L7-III L7-IV
Fig. 1: Identified TLSs in periodic cubic unit cells, including (a) four L7 TLSs with 7 bar sets and (b) a
L13 TLS with 13 bar sets, where different colors in (a) indicate the 7 distinct sets of bars.
2.4. Numerical implementation
Geometries of the optimal TLSs are determined by optimizing three groups of design variables
(see Fig. 2). The first group is referring to the relative areas of the bar sets and has m = 7 variables
for the L7 TLSs. The other two groups of variables are used to determine the shapes of the
parallelepiped unit cells, referring to the orientation angles θj and the length ratios sk of the cell
edges. As the orientation of each cell edge is characterized by two angles, the optimization totally
demands six θj. Moreover, two sk are used to indicate length ratios of three edges. Orientations
of all the other bar sets with the predefined connections can be calculated in terms of θj and sk.
Using these variables, the properties of the TLS are estimated by Eq. (1). To this end, the design
variable vector in Eq. (2) is written as
χ = {ai, θj, sk} (i = 1, 2, ...,m; j = 1, 2, ..., 6; k = 1, 2) (4)
restricted by 0 ≤ ai ≤ ρ, −2pi ≤ θj ≤ 2pi and 0.1 ≤ sk ≤ 3.
1The L13 TLS involves 3 sets of edge bars, 6 sets of face bars and 4 sets of body bars [21].
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Fig. 2: Angle variables θj and length ratio variables sk representing a parallelepiped unit cell of L7−III.
To solve the optimization problems, we first employ a gradient-based interior-point algorithm to
get close-to-optimal solutions and then use a global pattern search algorithm to further descrease
the optimized energy values2. All the optimized TLSs satisfy the optimality conditions, i. e. the
sum of the strain energy density in each bar set over all loading cases is equal to a constant. Also,
the gradients with respect to the angle and length ratio variables are zeros. Due to symmetries both
in the topologies and in the loadings, we provide additional observations regarding optimal strain,
stress and strain energy densities on each bar set for the optimal isotropic TLSs in Appendix A.
3. Results and discussions
3.1. Stiffness optimality
Near-optimality of the identified TLSs is verified by optimization for thousands of random
loading conditions, where the number of stress cases Nσ is varied from 2 to 7. For each Nσ, 500
loading conditions are randomly generated3 with wk = 1/Nσ. For each loading condition, the four
identified L7 TLSs are tested using a fixed γ ∈ [0, 0.01], and for each TLS, hundreds of random
initial guesses are used to ensure the best solutions. The procedure is terminated if maximum
changes in both objective functions and design variables are smaller than 10−15.
The optimization results are shown in Fig. 3. For a specific loading condition, the performance
of the optimized TLS is measured by the relative energy difference d = (J −Jr)/Jr, where J and Jr
are the optimized energy of the best-performing TLS among four L7 TLSs and the reference energy
by the free design strategy in Section 2.2, respectively. In each group of Nσ, the worst case among
500 solutions has the difference dmax, as stated in Table 1. In addition, the minimum eigenvalue
emin of D/ρ is used to examine if an optimal TLS behaves rigidly only in specific directions or in all
directions. This measure is normalized by the minimum eigenvalue for the optimal isotropic TLS,
2The two optimizers are available by the “fmincon” and “patternsearch” functions embedded in the Matlab
optimization toolbox.
3Each stress case in a loading condition is generated by prescribing three random principal stresses on interval [-1
1], which are then rotated by three random angles on interval [-pi pi].
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which is eisomin = 1/15 (obtained by Eq. (A1) in Appendix), and the normalized eigenvalue is denoted
by emin = emin/e
iso
min.
From Fig. 3, it is seen that the optimal TLSs can be divided into compliant TLSs (left part)
and rigid TLSs (right part). Compliant TLSs can be observed for Nσ ≤ 5, and have close-to-zero
emin. They offer stiffness only in specific directions and perform compliant in other directions. For
Nσ = 2 and 3, the maximum stiffness can be obtained by using any one of the four L7 TLSs. The
small but non-zero numerical errors of 10−6 and 10−7 arise from the fact that the compliant TLSs
are highly sensitive to small misalignments of geometric parameters. For Nσ = 4, the optimal TLSs
offer more complex directional stiffness as required by the increased number of stress cases, hence
the optimal performance is more challenging to achieve and a bigger dmax is found. This error comes
from the fixed configurations of the identified TLSs and the strong restriction implicitly introduced
by periodicity. In that case, L7−III and L7−IV dominate the best solutions as they can behave
more compliant than the two other TLSs. Nevertheless, the claimed dmax is below 0.1% for all these
cases, which is fully acceptable for practical means.
In the right part of Fig. 3, the optimal TLSs show rigidity with moderate emin, which are found
in parts of the results for Nσ = 5 and in all the results for Nσ = 6 and 7. Here, L7−I and L7−II are
preferred to attain maximum stiffness with negligible dmax (machine precision). Particularly, L7−I
itself provides maximum stiffness in almost all the tests for emin > 0.2. This is mainly attributed
to its configuration fully formed by tetrahedron frames. Furthermore, the identified L7 TLSs can
together obtain stiffness as close to those using L13 (see Table 1).
As a special but important subcase, optimal isotropic TLSs (see the red solid triangle in Fig. 3)
are obtained by applying a specific multi-loading condition (see Eq. (A3) or (A4) in Appendix).
Besides being able to reproduce the stiffest TLSs proposed in [19], the optimization also yields many
other optimal isotropic TLSs. Two examples are presented in Appendix (see Fig. A.1), which are
formed by a number of rigid triangular frames and have the maximum Young’s modulus matching
the theoretical value. To our knowledge, these two TLSs have not appeared in the literature before.
Table 1 Maximum relative difference among 500 solutions in each group of stress case number.
Compliant TLSs Rigid TLSs
Nσ 2 3 4 5 5 6 7
dmaxL7 2.51×10−6 3.99×10−7 1.09×10−3 6.71×10−4 7.59×10−14 2.34×10−14 2.54×10−14
dmaxL13 1.82×10−6 4.80×10−7 1.09×10−3 6.71×10−4 5.49×10−14 3.45×10−14 5.04×10−14
3.2. Stiffness inferiority
The stiffness inferiority of optimal TLSs compared to known optimal PLSs can be evaluated
by studying their energy ratios R = JTLS/JPLS. Here, JPLS is obtained by using rank-6 laminates
(in the low volume fraction limit) [1] and JTLS corresponds to the postulated energy from the free
optimization strategy. The results for single stress cases are also taken into account. In addition, we
use an index M = |e|/‖e‖−1 to measure the degree of anisotropy of each optimal TLS, |e| and ‖e‖
for L1- and L2-norms of eigenvalue vector e, indicating averaged and total stiffness, respectively
[28]. It can be checked that M is bounded on the interval [0, 1], where M = 1 corresponds to an
optimal isotropic TLS and M = 0 stands for a single bar member. Note that M is invariant to
orientations of TLSs. Also note that M can have various values for a specific loading condition since
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Fig. 3: Relative difference of the best-performing L7 TLSs for 6 × 500 testing problems. Different colors
distinguish various L7 TLSs; different symbols distinguish different load numbers Nσ; and different scale
factors and ranges are separately used for the optimized results of compliant TLSs (left part) and rigid
TLSs (right part).
different TLSs might yield the same energy. For the comparisons, the base material has assumed
Poisson’s ratio of ν0 = 1/3, but conclusions do not change for other Poission’s ratios.
The obtained M −R chart is plotted in Fig. 4. The results clearly verify that the optimal TLSs
always have lower stiffness than the optimal PLSs. More importantly, one can observe that the
stiffness inferiority of any optimal anisotropic TLS is well bounded. Therein, minimum R = 1
appears for a single uniaxial stress, where the two microstructures have a single bar and plate set in
the loading direction, indicating no stiffness reduction by using TLSs; and maximumR = 3 (function
of ν0 as seen in Appendix) is reached if all the plates in the PLSs are fully loaded, e.g. for a single
loading case with three equal principal stresses, where the TLSs will have the maximum stiffness
inferiority. The values of 1 < R < 3 (see colored dots) means that the TLSs can have intermediate
inferior stiffness, if there exist plates in the PLSs not fully loaded. Especially, for single stress
cases, R can be (analytically) evaluated by using three orthonormal bar and plate sets (see grey
regions in Fig. 4 and discussions in Supplementary Material). Note that the optimal isotropic TLSs
have the maximum inferior stiffness, with only 1/3 Young’s modulus of the optimal isotropic rank-6
laminates, which matches the theoretical estimation in [17] (also see Appendix). Finally, increasing
the number of random stress cases will make optimal TLSs behave more isotropically.
4. Summary
We have identified four optimal TLS categories with simple geometries attaining maximum
stiffness for arbitrary loading scenarios. Their near-optimal stiffness (below 0.1% of bounds) are
verified through thousands of tests with various number of stress cases. In addition, we conclude
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Fig. 4: Energy ratios between optimal TLSs and PLSs, grey regions for single stress cases with 3 bar and
plate sets and colored dots for various groups of stress case numbers.
that the optimal TLSs always have inferior stiffness within the range of 1 and 3 compared to
PLSs. At this stage, one can readily use these optimal TLSs in stiffness-preferred multi-scale design
problems [29].
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Appendix A. Optimal isotropy
Analytical properties
In the low volume fraction, Christensen [17] analytically studied the elastic properties of optimal
isotropic microstructures. For optimal TLSs, it has
E∗
ρ
=
1
6
, ν∗ =
1
4
(A1)
with E∗ and ν∗ the relative Young’s modulus and effective Poisson’s ratio of the optimal TLSs,
respectively.
For optimal PLSs, it has
E∗
ρ
=
2(7− 5ν0)
3(1− ν0)(9 + 5ν0) , ν
∗ =
1 + 5ν0
9 + 5ν0
(A2)
with ν0 denoting the Poisson’s ratio of the base material. The stiffness and compliance matrices
can be calculated accordingly.
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Loading conditions
Among many others, two loading conditions are used to obtain isotropic TLSs. The first con-
dition applies 6 uniaxial stress cases, whose loading directions (denoted by n) match the normal
directions of 6 ranks in the optimal isotropic rank-6 laminates [11], stated by
n1 = {0, 0, 1}, nk = {sin 2β cos 2kα, sin 2β sin 2kα, cos 2β} (k = 2, ..., 6) (A3)
with α = pi/5 and cos 2β = 1/
√
5. The weighting factors are set by wk = 1/6 for k = 1, 2, ..., 6.
The second condition involves 7 uniaxial stress cases, whose loading directions are
n =
1 0 0 q −q q q0 1 0 q q −q q
0 0 1 q q q −q
T , wi
wj
=
8
9
(i = 1, 2, 3; j = 4, 5, 6, 7) (A4)
with q =
√
3/3.
The components of each stress case can then be calculated by rotating a uniaxial stress vector
σ0 = [1, 0, 0, 0, 0, 0]
T to the above directions through σi = R
T
i σ0Ri, with Ri = R(ni) being the
rotation matrix.
Optimal isotropic TLSs
Two new optimal isotropic TLSs are presented in Fig. A.1, together with the corresponding
geometric parameters. Both the obtained TLSs have only two different bar areas. Although running
optimization (2) can yield other optimal isotropic TLSs, they may have complex geometries with
more than two different bar areas. Specifically note that the optimal isotropic TLSs have unit axial
strains for all the involved bar sets, i. e. i =
∑Nσ
k=1wkp
T
i (Cσk)pi = 1. Furthermore, because of the
same constituent material, the bar sets also have a constant axial stress, and therefore, they have
an equal strain energy density, hence meeting the optimality conditions.
Fig. A.1: Two optimal isotropic TLSs with maximum Young’s modulus. The left TLS has 7 bar sets
satisfying s1/s2 = 2, θ1 = pi/3 and ai/aj = 1.2; and the right TLS has 9 bar sets satisfying s1/s2 ≈ 0.8165,
θ1 = pi/3 and ai/aj = 1.6, with i and j for blue and yellow bar sets, respectively.
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Supplementary: Energy ratios for single stress cases
For single stress cases, the maximum stiffness can be attained by orientating three orthonormal
sets of bars (for open TLSs) or plates (for PLSs) in the directions of principal stresses [27]. The
prescribed stress condition can then be characterized by the three principal stresses σi, stated by
σ = [σ11, σ22, σ33, σ23, σ13, σ12]
T = [σ1, σ2, σ3, 0, 0, 0]
T (S1)
with σij the stress components in Cartesian-index notation and −1 ≤ σi ≤ 1. Any rotations of the
stress vector will not change the achievable maximum stiffness. Moreover, adding extra bar or plate
sets is not able to further improve the maximum stiffness since the three σi are orthonormal.
The relative areas of three bar sets in the optimal TLSs can be analytically calculated by
ai
aj
=
|σi|
|σj| (i, j = 1, 2, 3; i 6= j) (S2)
with | · | the absolute number. Referred to the optimal PLSs, the thickness of each plate set should
be determined by running optimizations, except for special loading conditions.
The obtained M − R chart is presented in Fig. S.1. The special left-bottom corner is observed
with R = 1 for a single uniaxial stress. Besides, the results can be classified into two groups,
obtained by either (I) all positive principal stresses with σi ≥ 0 (see the red-shaded region) or (II)
two positive and one negative principal stresses with σi,j ≥ 0 and σk ≤ 0 (see the blue-shaded
region). Note that changing the signs of all σi simultaneously will retain the energy ratios.
In the group (I) results, the following two situations can be examined.
(1) For prescribed stress cases satisfying
σi + σj − σk ≥ 0 (i, j, k = 1, 2, 3; i 6= j, i 6= k, j 6= k) (S3)
In these cases, all the plate sets in the PLSs are fully loaded and optimal thicknesses ti can be
analytically calculated by
ti + tj
tj + tk
=
σk
σi
(i, j, k = 1, 2, 3; i 6= j, i 6= k, j 6= k) (S4)
Therefore, the optimal TLSs would have the maximum inferior stiffness, i.e.R = 3, as seen by the
red solid line on the top edge of the chart. Particularly, the two ends of the line correspond to the
results obtained by using two (and one zero) and three equal σi.
(2) In other stress cases with Eq. (S3) not satisfied, the plates are not fully loaded. Therefore,
the optimal TLSs have lower inferior stiffness with R < 3. Particularly, if there exist one zero
principal stress like σi = 0, σj,k 6= 0, the two optimal microstructures have two bar and one plate
sets, respectively, and the results form the left-side boundary of the red-shaded region. On the other
side, the results subject to stress cases of σi = σj and 2σi ≤ σk form the right-side boundary of the
region. Interestingly, these results are found to involve only two plate sets with normal directions
along i and j.
In the group (II) results, condition (S3) cannot be met, and thus it has R < 3. The right-side
boundary of the blue-shaded region is formed by the results subject to stress cases with two equal
principal stresses (σi = σj). Especially, the result point from σi = σj = −σk further partitions the
boundary into two parts, where the lower and upper lines are obtained from stress cases of |σi| < |σk|
and |σi| > |σk|, respectively. Otherwise, the internal points can be achieved with σi 6= σj.
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Fig. S.1: Energy ratios between optimal TLSs and PLSs using three bar and plate sets for single loading
cases. The red and blue regions and dots indicate the results from group (I) with σi ≥ 0 and group (II)
with σ1,2 ≥ 0 and σ3 ≤ 0, respectively.
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