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In this dissertation, we present generalized techniques which allow for the tracking 
and classification of vehicles by tracking various Point(s) of Interest (PoI) on a vehicle. 
Tracking the various PoI allows for the composition of those points into 3D geometries 
which are unique to a given vehicle type. We demonstrate this technique using passive, 
simulated image based sensor measurements and three separate inertial track formulations. 
We demonstrate the capability to classify the 3D geometries in multiple transform domains 
(PCA & LDA) using Minimum Euclidean Distance, Maximum Likelihood and Artificial 
Neural Networks. Additionally, we demonstrate the ability to fuse separate classifiers from 
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The demands on the surface transportation systems in the world are predicted to 
grow tremendously as the number of vehicles on the roads increases. In order to meet the 
challenges presented by the increased demand,  Intelligent Transportation Systems (ITS) 
(also referred to as Intelligent Traffic Systems) require reliable traffic information to increase 
efficiency on existing roads and to determine priorities for new road construction [1] [2]. 
Additionally, many rural areas possess no existing infrastructure for ITS thus leaving gaps in 
the desired traffic information flow [3]. Given that the majority of ITS data gathering 
solutions are fixed installations, there exists a need for mobile platforms to collect reliable 
traffic parameter data. In order to supply the necessary planning information, various 
techniques have been developed to calculate macroscopic traffic flow parameters such as the 
volume, occupancy, and speed of traffic [4]. However, as the capabilities of ITS become 
increasingly complex and the areas it must service grow, the techniques which supply the 
vital traffic information must also evolve and improve. 
Overview of Dissertation 
In this Dissertation, we present a mobile generalized technique which allows for the 
tracking and classification of vehicles by tracking Point(s) of Interest (PoI) on a vehicle. In the 
context of this discussion, PoI are defined as physical locations on the vehicle which can be 
consistently located from image frame to image frame using image processing techniques.  
Tracking the PoI allows for the composition of those points into 3D geometries which are 
unique to a given vehicle type. We demonstrate this technique using passive, simulated image 
 
2 
based detector measurements and an inertial track formulation. We demonstrate the capability 
to classify the 3D geometries in multiple linear transform domains using Minimum Euclidean 
Distance, Maximum Likelihood and Artificial Neural Networks. Additionally, we demonstrate 
the ability to fuse separate classifiers from multiple linear transform domains via Bayesian 
Networks to achieve ensemble classification.  
The requirements for this approach include the capability to consistently track the PoI 
on a vehicle, knowledge of the kinematics of the detector providing the measurements, and 
the ability to transform all measurements into a common inertial reference frame. The 
technique is independent of the image processing used to detect the PoI. 
 
 
Fig. 1. System Diagram 
 
The diagram in Figure 1 depicts the steps required for the proposed approach. Step 
one is to process a frame of video using an appropriate Image Processing (IP) Module 
capable of identifying the required PoI. For the context of this discussion, the frame of 
video can be defined as a frame of data from any type of passive imaging device, including 
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but not limited to, visible, multi-spectral, or hyperspectral data. For the purposes of our 
simulation, the IP Module transforms simulated 3D truth positions to noisy 2D angle 
measurements for use by the Inertial Tracker. In step two, the Inertial Tracker uses the angle 
measurements from each PoI to converge upon a 3D position vector representing the 3D 
location of each PoI in the reference frame. The 3D positions of the PoI are then grouped 
into a 3D geometry corresponding to the vehicle. In step three, the Feature Extraction 
module utilizes the 3D Geometry and extracts vector angles and magnitudes to be used as 
features for classification. Depending upon the classification approach being evaluated, the 
vector angles and magnitudes are either sent directly to the Classification module in their 
Native Spatial Domain or are pre-processed by the Domain Transform module. If the vector 
angles and magnitudes are sent to the Domain Transform module, they are transformed 
using either PCA or LDA before being sent to the Classification module. In the 
Classification Module, vehicle classification is performed with Minimum Euclidean Distance, 
Maximum Likelihood or Artificial Neural Networks using the vector angle and magnitude 
features represented in one or more domains. 
Contributions 
All of the approaches listed below are independent of the particular method being 
used to detect the PoI assuming the PoI consistently correlates to the same physical location 
on the vehicle. Additionally, the detection method must be able to consistently identify two 
or three PoI depending upon whether the two or three PoI approach is chosen. The unique 
contributions presented in this Dissertation are as follows: 
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1. A generalized, mobile, extensible, multi-feature, multiple PoI Kalman Filter 
3D Geometry based framework for vehicle tracking and classification. 
2. A two feature, two PoI, two Kalman Filter 3D Geometry based approach for 
single platform inertial tracking and classification of constant velocity 
vehicles in the Native Spatial, Principal Component Analysis (PCA) and 
Linear Discriminant Analysis (LDA) domains using Minimum Euclidean 
Distance, Maximum Likelihood, Artificial Neural Networks and Bayesian 
Network based ensemble classifiers. 
3. A three feature, two PoI, two Kalman Filter 3D Geometry based approach 
for single platform inertial tracking and classification of constant velocity 
vehicles in the Native Spatial, PCA and LDA domains using Minimum 
Euclidean Distance, Maximum Likelihood, Artificial Neural Networks and 
Bayesian Network based ensemble classifiers. 
4. A seven feature, three PoI, three Kalman Filter 3D Geometry based 
approach for single platform inertial tracking and classification of constant 
velocity vehicles in the Native Spatial, PCA and LDA domains using 
Minimum Euclidean Distance, Maximum Likelihood, Artificial Neural 
Networks and Bayesian Network based ensemble classifiers. 
5. A sixteen feature, three PoI, three Kalman Filter 3D Geometry based 
approach for single platform inertial tracking and classification of constant 
velocity vehicles in the Native Spatial, PCA and LDA domains using 
Minimum Euclidean Distance, Maximum Likelihood, Artificial Neural 
Networks and Bayesian Network based ensemble classifiers. 
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6. A two feature, two PoI, single Kalman filter constrained 3D Geometry based 
approach for single platform inertial tracking and classification of constant 
velocity vehicles in the Native Spatial, PCA and LDA domains using 
Minimum Euclidean Distance, Maximum Likelihood, Artificial Neural 
Networks and Bayesian Network based ensemble classifiers. 
7. A three feature, two PoI, single Kalman filter constrained 3D Geometry 
based approach for single platform inertial tracking and classification of 
constant velocity vehicles in the Native Spatial, PCA and LDA domains 
using Minimum Euclidean Distance, Maximum Likelihood, Artificial Neural 
Networks and Bayesian Network based ensemble classifiers. 
8. A seven feature, three PoI, single Kalman filter constrained 3D Geometry 
based approach for single platform inertial tracking and classification of 
constant velocity vehicles in the Native Spatial, PCA and LDA domains 
using Minimum Euclidean Distance, Maximum Likelihood, Artificial Neural 
Networks and Bayesian Network based ensemble classifiers. 
9. A sixteen feature, three PoI, single Kalman filter constrained 3D Geometry 
based approach for single platform inertial tracking and classification of 
constant velocity vehicles in the Native Spatial, PCA and LDA domains 
using Minimum Euclidean Distance, Maximum Likelihood, Artificial Neural 





Using physics based principles and high fidelity simulation we demonstrate an 
approach to consistently track and identify a given vehicle type using the 3D geometry of the 
PoI. Angles and vector lengths are extracted from the 3D geometry and are used as features 
for classifying three separate vehicle types. The vehicle types chosen for the simulation were 
a Toyota Sienna Minivan, a Toyota Camry Sedan, and a Toyota Tundra pickup truck. The 




CHAPTER TWO:  
LITERATURE REVIEW 
The relevant literature and prior work can be grouped into the following sections: 
ITS Vehicle Detection & Classification Prior Work, Feature Calculation and Pattern 
Recognition. The ITS Vehicle Detection & Classification Prior Work section will provide a 
survey of existing technology and approaches. The Feature Calculation and Pattern 
Recognition sections will provide the background information necessary to understand the 
techniques proposed in this Dissertation.  
ITS Vehicle Detection & Classification Prior Work 
The design of ITS vehicle detection and classification approaches varies widely 
depending upon the nature of the sensors used. The sensors can be classified as being either 
intrusive versus non-intrusive and active versus passive.  Intrusive sensors require that they 
are embedded in the road way in order to operate and consequently require changes to the 
road for implementation. Non-Intrusive sensors are able to operate with a degree of 
standoff and can be positioned next to or above the road way. Active sensors emit a signal 
of some kind which enable detection of the vehicles, whereas passive sensors operate on 
energy already existing in the environment. The most prevalent approaches are summarized 






Table 1  
ITS Vehicle Detection & Classification Approaches 
Technology Passive or  Active Intrusiveness 
Pneumatic Road Tubes Passive Intrusive 
Inductive Loop Detectors Passive Intrusive 
Magnetic Sensors Passive Intrusive 
Weigh In Motion Passive Intrusive 
Radar Active Non-Intrusive 
Ultrasonic Active Non-Intrusive 
Passive Acoustic Passive Non-Intrusive 
Multi-Modal Both Both 
Image Based Passive Non-Intrusive 
 
In the following sections, we will provide an overview of the approaches listed in 
Table 1.  The various approaches all measure one, two or three of the following macroscopic 
traffic flow parameters: volume, occupancy, and speed. Volume is a flow rate which 
measures the number of vehicles passing a point for a given period of time. Speed measures 
the rate at which the traffic is moving and occupancy is the percent of time the detector 
zone is occupied by a vehicle [4]. The techniques proposed in this dissertation are capable of 
measuring all three macroscopic parameters. 
Pneumatic Road Tubes 
Pneumatic road tubes detect vehicles by sending a burst of air pressure through a 
tube when a vehicle passes over the tube. The burst of air closes a switch, which in turn 
produces an electric current which can be monitored by a counter. The advantages of 
pneumatic road tubes include quick installation, low power usage, and low cost. 
Disadvantages include less than desired accuracy, durability, and not being suitable for high 
speed roads [1][5]. In [2] the authors investigate the accuracy of pneumatic road tubes and 
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finds that although the average error count for long term use tends to be near zero, shorter 
term use had an average error count close to ten percent. This leads to the conclusion that 
the level of inaccuracy is being masked by positive and negative counting errors. 
Additionally, the accuracy of speed data was found to be a concern. 
Inductive Loop Detectors 
An Inductive Loop Detector (ILD) consists of a loop of insulated wire buried in a 
shallow saw-cut in the roadway which is connected to an electronics unit. The electronics 
unit excites the wire with an electric current with a frequency between 10 KHz and 50 KHz 
creating an inductive loop. When a vehicle passes over or stops above the loop, the 
inductance is decreased; the oscillation frequency in the circuit increases and the electronics 
unit sends a signal to a controller allowing the vehicle to be counted. Inductive loop 
detectors are typically found in Single Loop and Dual Loop configurations. The data 
supplied by conventional Single Loop detectors includes vehicle passage, presence, count 
and occupancy. Dual Loop detectors, which are typically implemented as two consecutive 
single loops, provide the additional output of vehicle speed. The advantages of inductive 
loop detectors include low cost and maturity of the technology. Disadvantages include 
disruption of traffic for installation and repair and stress associated with temperature and 
traffic volume [1] [5]. Ongoing research continues to experiment with varying configurations 
of features and classifiers for Single Loop [6][7][8][9] Dual Loop [10][11] and inner/outer 




Magnetic sensors detect the presence of a ferrous metallic object, such as a vehicle, 
by monitoring for the changes in the Earth’s magnetic field caused by the object. There are 
two types of magnetic sensors used for detecting vehicles, the two axis flux gate 
magnetometer and an induction coil magnetometer. The two axis flux gate magnetometer 
detects anomalies in the Earth’s magnetic field caused by the presence of a vehicle. An 
induction coil magnetometer detects changes in the magnetic flux caused by the changing 
magnetic field values. Magnetic sensors are less susceptible than Inductive Loop Detectors 
to stress caused by traffic. Disadvantages include the need to modify roadways for 
installation or maintenance which results in road closures. Additionally, most magnetic 
sensors cannot detect stationary vehicles [1][5]. Areas of active research include development 
of new types of magnetic sensors [14] [15] as well as attempts to implement magnetic 
sensors as wireless sensor networks [16][17][18]. 
Weigh-In-Motion 
There are three primary types of Weigh-In-Motion (WIM) sensors: Bending Plate, 
Piezoelectric and Capacitance Matts. Weigh-In-Motion systems estimate the vehicle weight 
as well as how much weight is carried by each wheel assembly[1]. WIM systems were first 
introduced in Alberta Canada in 1982 [19] and play a critical role in monitoring and 
controlling road damage due to overweight vehicles[20][21].  A Bending plate consists of a 
plate with strain gauges attached to one side. The gauges record the strain to the plate 
applied by the passing vehicles which can then be translated into weight. In practice Bending 
Plate WIM systems are typically coupled with two ILDs to measure vehicle speed [1].  
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Piezoelectric sensors generate an electric current in response to the pressure 
generated by a passing vehicle. Piezoelectric sensors are often coupled with two ILDs which 
allow the added capability of measuring vehicle speed [1]. Capacitance mats consist of two 
metal sheets with a dielectric material between them. The spacing of the two metal sheets is 
reduced when a vehicle passes over them. This spacing decrease causes a change in the 
resonant frequency of the circuit of which the mats are a part. Consequently, by monitoring 
the resonant frequency of the circuit, the weight of the passing vehicle can be determined 
[1]. New types of WIM sensors are currently being developed [20][22] and more complex 
signal processing techniques implemented [23][24][25][26][27] to provide better estimates of 
vehicle weight and classification capability.  
Radar 
 To detect a vehicle, radars transmit a signal in either the millimeter or microwave 
regions of the electromagnetic spectrum. When the vehicle passes through the wave, part of 
the energy is reflected back to a receiver, resulting in detection of the object.  The two 
primary forms of radar used for vehicle detection are Continuous Wave (CW) Doppler and 
Frequency Modulated Continuous Wave (FMCW). CW Doppler transmits a signal at 
constant frequency which is then Doppler shifted as it reflects off a moving vehicle. The 
primary disadvantage to this approach is the inability to detect stationary vehicles [1].  
FMCW radar transmits a signal which is constantly changing in time, which allows it 
to detect stationary vehicles. These radars are used both in forward scanning [28][29][30] and 
side scanning modes [31][32] depending upon the desired application. Additionally, other 




Ultrasonic sensors emit sound waves which range in frequency between 25 KHz and 
50 KHz and measure the reflections from objects within the beam width. The reflected 
energy allows the sensor to determine the range of the object in the beam. If a range other 
than the background road is detected, it is counted as a vehicle. An ultrasonic sensor can 
measure speed by emitting signals at two closely spaced incident angles and recording when 
the vehicle crosses each beam. Additionally, constant frequency sensors can use the Doppler 
principle to measure vehicle speed [1]. In addition to downward configurations, ultrasonic 
sensors can also be used in side looking configurations [36][37][38]. 
Passive Acoustic Sensors 
Passive acoustic sensors detect a vehicle using the acoustic signature produced by the 
vehicle[1]. Acoustic sensor networks can be implemented both by traditional wired models 
or by the use of wireless networks [39][40]. The networks can be utilized for detection and 
speed measurement of individual vehicles [41][42] [43] or be used to infer the general 
cumulative state of traffic flow [44]. 
Multimodal Fusion Approaches 
Multi-modal type fusion approaches provide the opportunity to fuse multiple forms 
of information to arrive at an overall better solution. Sensing modalities that are currently 
being researched include video, audio, seismic, magnetic and infrared[45].  Specifically, 
visible wavelength cameras are being combined with modalities such as acoustic[46], 
Doppler radar[47], inductive loop detectors[48] and Infrared cameras[49]. By combining 
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visible cameras with other modalities, one can mitigate the weaknesses of traditional visible 
camera, such as the inability to function in the dark and the inability to directly measure 
range. Additionally, multispectral and hyperspectral information can also be used for 
classification purposes [50]. 
Image Based 
Image based vehicle detection and classification techniques primarily focus on either 
background modeling, foreground object detection or a combination of both. Background 
modeling allows for detection of vehicles by determining a vehicle is not part of the 
background [51][52]. Foreground object detection utilizes features from the vehicle to 
separate it from the background and perform additional classification [53]. Typically, the two 
approaches are coupled for increased performance [54][55].  These techniques can be 
applied to a single camera or multi-camera system as discussed in [56][57]. 
Background Modeling 
Background modeling can range in complexity depending upon how robust the 
method is to change in the background. Using background modeling to identify vehicles has 
the benefit of not being specific to any particular object or object set. The simplest form of 
background modeling is to use a prior video frame as the background and subtract the 
earlier frame from the current as shown in [52]. However, this approach is only effective at 
identifying moving vehicles given that stationary vehicles will be treated as part of the 
background and subtracted out. 
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 In order to capture the potential variability of a given background pixel, Gaussian 
Probability Density Functions (PDF) where used to model the mean and variance of 
background pixels. Using the PDF for both the background and foreground classes, the 
likelihood of a pixel given each class could be calculated and the image can be segmented 
appropriately [58][59]. Additionally, if prior probabilities are incorporated, the probability of 
background given the pixel value and the probability of foreground given the pixel value can 
each be calculated for image segmentation purposes [51]. 
Despite the additional descriptive capability provided by Gaussian PDFs for the 
purpose of discriminating foreground and background pixels, they are still found to be 
lacking over a wide range of conditions [60]. Consequently, Mixture of Gaussians (MoG) 
were leveraged to more accurately model the pixel variability as shown in [61] [62]. By using 
the MoG PDF for both the background and foreground classes, the likelihood of a pixel 
given each class could be calculated and the image can be segmented appropriately.  
In addition to statistical model approaches, Codebook based techniques are also 
popular for background modelling. Codebook based techniques cluster samples at each pixel 
and constructs code words to represent the data.  In a codebook based approach, each pixel 
has its own codebook which allows for tremendous flexibility but also increases the 
complexity of the model [63].  
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Foreground Object Detection and Classification 
Foreground object detection and classification approaches can be broadly grouped in 
the following two areas: Motion Based Detection and Feature based Detection & 
Classification. As the name implies, Motion based detection techniques utilize features 
derived from the motion of the foreground object whereas Feature Detectors extract 
features from the imagery to detect and classify foreground vehicles. 
Motion Based Detection 
Motion based detection uses motion based features for detection. Motion based 
detection only works for vehicles moving above a certain threshold. The simplest form of 
motion based detection is frame differencing, which subtracts a prior video frame from the 
current and uses the resulting differences as features for detection [52]. In [54] and [64] the 
authors utilizes motion vector fields to further discriminate between foreground and 
background. Another approach shown in [65] demonstrates temporal matching of feature 
points over multiple frames which is a combination of motion based and feature based 
detection. 
Feature Detection & Recognition 
Detecting and classifying vehicles based on features equates to a pattern recognition 
task and consequently, there are many methods by which it can be achieved.  Apart from the 
actual classification mechanism employed (e.g. SVMs, Neural Networks, Maximum 
Likelihood) the true distinction between the approaches lies in the choice of features [53].  
Feature extraction techniques currently used in vehicle detection and classification include: 
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Edge & Corner, Histogram Oriented Gradients (HOG), and Transform Domain 
approaches. Other less common approaches include Deep Learning Convolutional Neural 
Networks [66] and Scale Invariant Feature Transform (SIFT) [67][68] with various 
recognition approaches . 
Edges and corners are intuitive and powerful features for detection and classification 
of vehicles.  In [65] the author demonstrates the use of the Harris corner detector to detect 
corners across multiple frames and perform temporal matching between them for the 
purposes of vehicle detection and tracking. Similarly, in [69] the author uses the Generalized 
Hough Transform (GHT) to find corners which are used to track a vehicle over time. 
In [70] the author demonstrates the use of the Sobel transform to find vehicle edges and 
define bounding boxes for detection and tracking. In [55] background subtraction is 
combined with edge detection to segment vehicles from the background over varying 
illumination conditions.  Many of the Edge & Corner based techniques would provide viable 
PoI for the methods presented in this dissertation.  
As articulated in [71], HOG features are calculated using the gradient direction histogram 
of an image. It not only provides both gradient and edge information but also mitigates the 
effects of varying illumination. The magnitude of the gradient is determined by Equation 1 
and the direction by Equation 2.  
 
𝒎(𝒙, 𝒚) = √(𝑰(𝒙 + 𝟏, 𝒚) − 𝑰(𝒙 − 𝟏, 𝒚))𝟐 + (𝑰(𝒙, 𝒚 + 𝟏) − 𝑰(𝒙, 𝒚 − 𝟏))𝟐 ( 1 ) 
 
𝜽(𝒙, 𝒚) = 𝐭𝐚𝐧−𝟏 (
𝑰(𝒙,𝒚+𝟏)−𝑰(𝒙,𝒚−𝟏)
𝑰(𝒙+𝟏,𝒚)−𝑰(𝒙−𝟏,𝒚)




Once the gradient is calculated, the image is separated into sub-bins which are then turned 
into histograms of the gradient values. The histograms are then concatenated into a large 
feature vectors. The feature vectors are then passed to a boosting [72], SVN [73][74][75][76] 
or similar type classifiers[77] such that classification can be performed. Though the specific 
implementation of HOG based approaches varies, many of the approaches found in 
literature would provide viable PoI for the methods presented in this dissertation. 
As is the case with many feature based approaches, implementation in a transform 
domain is often beneficial and is demonstrated in [78] where Mexican Hat Wavelets are used 
for adaptive edge detection before being fed to SVM for classification. The most popular 
transform techniques shown in the literature where the PCA [79][80] and wavelet 
transforms. The most popular wavelet chosen was the Haar [81][82][83][84]. Regardless of 
the approach or transform chosen, the basic premise was to use the transform coefficients as 
feature vectors for classification by an SVM, Ada Boost or similar classifier. Transform 
domain techniques offer another category of techniques for providing viable PoI for the 
methods presented in this dissertation. 
 In general, although there is a great deal of image based tracking work which is 
applicable to this area, the large majority of it centers on 2D image tracking. The approaches 
detailed in this work provide a true kinematic representation of the PoI by modelling it in 




In order to estimate the true position and velocity of the PoI in 3D space such that 
their respective geometries could be calculated, it is necessary to track the PoI in an Inertial 
Reference Frame R such that the position of the PoI is invariant to the position of the 
platform sensor.  This is accomplished via the implementation of an Extended Kalman 
Track Filter to optimally estimate the Cartesian Position and Velocity in the Reference 
Frame R using angle measurements measured in the Detector Frame D.  An Inertial 
Reference Frame is defined as a frame which is not undergoing any type of acceleration [85].  
 
Figure 1 Inertial Track Geometry 
 
The diagram shown in in Figure 1 is a standard Track Geometry from which the 
Kalman Track Filter Equations can be derived. It represents the positions of the Detector 
and PoI A with respect to the track Reference Frame R. Additionally; it represents the 
orientation of the Detector Frame D with respect to the Reference Frame R. To transform 
angles expressed in the Detector Frame D to angles expressed in the Reference frame R, one 
must first define the vector in the Detector Frame D.  This is accomplished by defining a 
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unit vector aligned with the X-Axis of the Detector Frame D and rotating it to point towards 
PoI A. The rotation is accomplished by creating an Euler rotation matrix [86] with the 
azimuth and elevation angles of PoI A relative to the Detector Frame D as shown in 
Equation 3 and Equation 4.  
 
 ?⃗⃗? 𝑫𝑨




] ( 3 ) 
 
𝚽𝑫 = [
𝐜𝐨𝐬𝜽 𝐜𝐨𝐬𝝍 𝐜𝐨𝐬 𝜽 𝐬𝐢𝐧𝝍 −𝐬𝐢𝐧𝜽
−𝐬𝐢𝐧𝝍 𝐜𝐨𝐬 𝝍 𝟎
𝐬𝐢𝐧𝜽 𝐜𝐨𝐬𝝍 𝐬𝐢𝐧𝜽 𝐬𝐢𝐧𝝍 𝐜𝐨𝐬 𝜽
] =  𝚽[𝜽𝑫]𝚽[𝝍𝑫] ( 4 ) 
 
After the vector between the Detector and PoI A has been defined, it must then be 
transformed into the Reference Frame R. This is accomplished via an Euler Transformation 
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𝐜𝐨𝐬 𝜽 𝐜𝐨𝐬 𝝍 −𝐬𝐢𝐧𝝍 𝐬𝐢𝐧𝜽 𝐜𝐨𝐬 𝝍
𝐜𝐨𝐬 𝜽 𝐬𝐢𝐧𝝍 𝐜𝐨𝐬 𝝍 𝐬𝐢𝐧𝜽 𝐬𝐢𝐧𝝍
−𝐬𝐢𝐧𝜽 𝟎 𝐜𝐨𝐬 𝜽
] = 𝑪[𝜽𝑫
𝑹]𝑪[𝝍𝑫
𝑹] ( 6 ) 
 
Finally, by using the unit vector between the Detector bore sight and PoI A expressed in the 
R frame, the azimuth and elevation angles of the detection can be calculated using Equation 








𝑹 ) ( 7 ) 
 
𝜽𝑫𝑨
𝑹 = −𝐬𝐢𝐧−𝟏( ?⃗⃗? 𝑫𝑨𝒁
𝑹 ) ( 8 ) 
 
The azimuth and elevation angles between the Detector and PoI A expressed in the 
Reference Frame R will be the angular measurement inputs for the Track Filter equations. 
Pattern Recognition 
In order to achieve the desired vehicle classification, multiple sets of features, 
represented in three separate domains are evaluated using four separate classification 
approaches.  
Information Representation in Multiple Domains 
The efficiency of representing information can vary greatly depending upon the 
chosen domain and the associated basis vectors employed to represent the information. 
Representing information more efficiently, i.e. with fewer coefficients, is the foundation of 
many dimensionality reduction and compression techniques.  Transformation from one 
domain to another is accomplished via a linear transformation wherein all the energy, i.e. the 
information, of a signal is retained [87]. 
The Fourier Transform effectively demonstrates the benefits of representing 
information in alternative domains when the case of a single cosine is considered. A cosine 
wave in the time domain requires numerous points to capture the structure of the signal. 
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Alternatively, that same cosine in the Fourier domain is fully characterized by a single 
coefficient. Given that any time domain signal can be represented as a combination of sines 
and cosines, the Fourier Domain is often effective at compactly representing very complex 
time domain signals [87]. 
Domain transformation for the purpose of dimensionality reduction has multiple 
benefits when used to preprocess data prior to pattern recognition. By reducing the size of 
the feature vector presented to a classifier, the processing burden required to do the 
classification is reduced. There is an upfront processing cost for transforming the data; 
however the efficiency of many transform techniques mitigates the transformation cost and 
typically the processing savings on the back end classification far exceeds the transformation 
costs [88][89]. The fact that each domain represents a given signal differently can be 
exploited for the purposes of recognition or compression. Fusing of information from 
multiple domains provides a more robust ensemble classifier than can be obtained by using a 
single domain representation [90][91]. In this dissertation we consider data in the Native 
Spatial domain, the PCA domain and the LDA domain.  
Domain transformation and by extension dimensionality reduction also addresses 
what is known as the “Curse of Dimensionality”. The “Curse of Dimensionality” refers to 
the fact the volume of the feature space increases rapidly as a function of the number of 
dimensions of the feature vector. The feature space increases so rapidly that the available 
training data becomes sparse as compared to the total volume of the feature space and 
consequently does not provide an accurate representation of the various classification types 
[92].  This issue if mitigated by dimensionality reduction because the number of features is 
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reduced and by extension the volume of the feature space is reduced making the available 
data less sparse. 
Native Spatial Domain 
The domain in which the data was collected or initially calculated is referred to as the 
Native Spatial Domain.  Other than the calculation of the features, there are no additional 
steps required to process the data in the Native Spatial Domain. Consequently, any 
correlation between features will persist thus allowing for the possibility of redundant 
information in the feature set. Additionally, classification approaches that assume the 
features are uncorrelated or independent will also have diminished efficacy. 
PCA 
PCA provides a mechanism by which the Native Spatial data can be represented in a 
transform domain where the basis vectors are orthogonal.  In other words, PCA attempts to 
find the most efficient representation of the data, thus removing redundant information in 
the feature set. PCA assumes the transformation from the Native Spatial domain to the PCA 
domain is a linear process. Additionally, it is assumed that the distribution of the feature set 
is Gaussian, thus the mean and variance of the feature set are sufficient statistics for the 
distribution. Finally, PCA assumes large variances are indicative of the important 
characteristics of the signal [93]. Given that PCA is a domain transform, it can be used as a 
pre-processing step before evaluating features in numerous discriminant functions or 
classifiers. The work in this dissertation applies PCA to the Native Spatial vector angle and 
magnitude feature set prior to the features being evaluated by the Minimum Euclidean 
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Distance, Maximum Likelihood, Artificial Neural Network and Bayesian Ensemble 
classifiers. In general, PCA has numerous applications in a wide array of disciplines including 
compression [94][95], detection [96][97] and classification [89]. 
PCA accomplishes feature de-correlation by pre-multiplying a given feature matrix 
with the transpose of Eigenvectors which were calculated from statistically similar data. The 
proof below [93] shows that for a given matrix X, feature de-correlation can be achieved by 
pre-multiplying a given feature matrix with the transpose of Eigenvectors.  This is proven by 
considering the N by M matrix X consisting of N rows of M features.  Our goal is to define 
a matrix A which could transform X  into Y, as shown in Equation 9, such that the columns 
of Y are uncorrelated with one another. 
 
𝒀 = 𝑨𝑿 ( 9 ) 
 
De-correlation of the columns of Y will be achieved if the non-diagonal elements of the  
covariance of Y are zero. In order to demonstrate the de-correlation, the covariance of Y can 
be calculated as shown in Equation 10. 
 
𝜮𝒀 = 𝒀𝒀
𝑻 ( 10 ) 
 
By substituting Equation 9 in Equation 10, Equation 11 expresses the covariance of Y in 
terms of X and A.  
 
𝜮𝒀 = 𝑨𝑿𝑿




Substituting the covariance for X into Equation 11 leads to the covariance of Y in terms of 
A and covariance of X as shown in Equation 12.  
 
𝜮𝒀 = 𝐀𝜮𝑿𝑨
𝑻 ( 12 ) 
 
Using Eigen decomposition, the covariance of X can be factored into Equation 13 were E is 
the orthogonal eigenvector matrix calculated from the covariance of X and Λ is a diagonal 
matrix containing the eigenvalues calculated from the covariance of X. 
 
𝜮 = 𝑬𝜦𝑬−𝟏 ( 13 ) 
 
Given that the inverse of an orthogonal matrix is its transpose and the eigenvector matrix is 
an orthogonal matrix, equation 14 can be stated. 
 
𝑬−𝟏 =  𝑬𝑻 ( 14 ) 
 
The substitution of Equations 13 and 14 into Equation 12 will result in equation 15. 
 
𝜮𝒀 = 𝐀𝑬𝑿𝜦𝑿𝑬𝑿
𝑻𝑨𝑻 ( 15 ) 
 
Equating the transpose of the eigenvector matrix to A, as shown in Equation 16, and 









𝑻𝑬𝑿 ( 17 ) 
 
Equation 17 can be simplified by recognizing the multiplication of a matrix by its transpose 
results in an identity matrix. 
 
𝜮𝒀 = 𝑰𝜦𝑿𝑰 ( 18 ) 
 
Furthermore, any matrix multiplied by an identity matrix is unchanged, allowing us to drop 
the identity matrices from equation 18, thus simplifying to what is shown in equation 19. 
 
𝜮𝒀 = 𝜦𝑿 ( 19 ) 
 
Finally, Equation 19 states the covariance of Y is equal to the diagonal eigenvalue matrix of 
X. The diagonal covariance matrix proves de-correlation because the off diagonal terms are 
zero. 
LDA 
The aim of Linear Discriminant Analysis is to find a domain in which data can be 
represented such that the likelihood of discrimination is maximized. It achieves this by 
maximizing the ratio shown in Equation 27, which is the ratio of the “between class scatter” 
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matrix to the “within class scatter” matrix expressed in the LDA transform domain [98].  
This approach is in contrast to PCA which is concerned with the most efficient 
representation of the data [93]. Though its name implies LDA is a discriminant function, it is 
in fact a linear transform which can be used as a pre-processing step before evaluating 
features in numerous discriminant functions or classifiers. The work in this dissertation 
applies the LDA transform to the Native Spatial vector angle and magnitude feature set prior 
to the features being evaluated by the Minimum Euclidean Distance, Maximum Likelihood, 
Artificial Neural Network, Bayes Ensemble classifiers.  
The nature of the LDA transform results in a natural dimensionality reduction where 
the number of resulting dimensions is the number of types being classified minus one [92]. 
For example, in this dissertation we are evaluating the classification performance of three 
separate vehicle types. Consequently, applying the LDA transform to the feature set, 
regardless of whether the feature set contains two, three, seven or sixteen Native Spatial 
features, will result in an LDA feature set with two LDA features. In general, LDA has been 
used for dimensionality reduction and classification in numerous applications in a wide array 
of disciplines [99][100][101][102]. 
As with any linear transform, the LDA transform is achieved by multiplication of the 
LDA weight matrix with the Native Spatial features matrix. Equations 20 through 34 
demonstrate how to calculate the LDA w matrix.  The first step in calculating the LDA w 
matrix [98] is to calculate the scatter matrix for each type as shown in Equation 20. The 
scatter matrix is the equivalent of the covariance matrix for that type. 
 
𝑺𝒊 = ∑ (𝒙 − 𝝁𝒊)(𝒙 − 𝝁𝒊)
𝑻
𝒙∈𝝎𝒊  ( 20 ) 
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∑ 𝒙𝒙∈𝝎𝒊  ( 21 ) 
 
Step three is to calculate the “within class scatter” matrix by summing the scatter matrices 
for each type as shown in Equation 22. 
 
𝑺𝑾 = ∑ 𝑺𝒊
𝑪
𝒊=𝟏  ( 22 ) 
 
Step four is the calculate the overall mean value for all features in all types by taking the 
mean values for each type, weighting it by the number of samples of that type, summing the 
results across all types and dividing by the number of types as shown in Equation 23. 
 





𝒊=𝟏  ( 23 ) 
 
Step five is to calculate the “between class scatter” matrix as shown in Equation 24. 
 
𝑺𝑩 = ∑ 𝑵𝒊( 𝝁𝒊 −  𝝁)( 𝝁𝒊 −  𝝁)
𝑻𝑪
𝒊=𝟏  ( 24 ) 
 
Step six is to represent the “between class scatter” matrix in the LDA transform domain in 





𝑻𝑺𝑩𝒘 ( 25 ) 
 
Step seven is to represent the “within class scatter” matrix in the LDA transform domain in 




𝑻𝑺𝑾𝒘 ( 26 ) 
 
Step eight is to define the equation for the ratio of the “between class scatter” matrix to the 
“within class scatter” matrix expressed in the LDA transform domain but in terms of the 
Native Spatial domain as shown in Equation 27. 
 






 ( 27 ) 
 
Step ten is to maximize the ratio of the “between class scatter” matrix to the “within class 
scatter”. To do so, we must take the derivative of Equation 27 with respect to the weighting 




























] 𝑺𝑩𝒘 − [
𝒘𝑻𝑺𝑩𝒘
𝒘𝑻𝑺𝑾𝒘
] 𝑺𝑾𝒘 = 𝟎 ( 31 ) 
 
Step eleven is to Simplify Equation 31 by cancelation and substitution resulting in Equation 
32. 
 
𝑺𝑩𝒘 − 𝑱𝑺𝑾𝒘 = 𝟎 ( 32 ) 
 
Step twelve is to re-organize Equation 32 such that it can be expressed as the generalized 
Eigenvalue equation shown in Equation 33. 
 
𝑺𝑾
−𝟏𝑺𝑩𝒘 = 𝑱𝒘 ( 33 ) 
 
Step thirteen is to solve the generalized Eigenvalue equation as show in Equation 34 such 
that the Eigenvector matrix can be calculated. The w matrix is equivalent to the matrix of the 
non-trivial Eigenvectors. 
(𝑺𝑾
−𝟏𝑺𝑩 − 𝑱𝑰)𝒘 = 𝟎 ( 34 ) 
 
Step fourteen, the final step, is to multiply the Native Spatial feature matrix by the transpose 





Four classification approaches where chosen to demonstrate the classification & 
identification capabilities of the approach: Minimum Euclidean Distance, Maximum 
Likelihood, Artificial Neural Networks (ANN) and Bayesian Ensemble. Each classifier can 
be evaluated in multiple transform domains. 
Minimum Euclidean Distance 
The first classifier, Minimum Euclidean Distance, also referred to as a minimum 
distance classifier, utilizes the first order statistics, or mean value, of the feature vector to 
infer a classification or identification. It is assumed that the mean value of a feature vector 
for a given vehicle type is the “Truth” data for that given vehicle type. 
 
𝑫(𝑿𝒊 , 𝑪𝒏) = √∑ (𝑿𝒊 − 𝝁𝒄𝒏)
𝟐𝑲
𝒊=𝟏  ( 35 ) 
 
Classification and or identification is achieved by comparing the unknown feature 
vector 𝑋𝑖 to the truth value 𝜇𝑐𝑖 of each class. The class which results in the smallest 
Euclidean distance between the unknown feature vector 𝑋𝑖 and the truth value 𝜇𝑐𝑖 is 
selected as the vehicle type of the unknown feature vector [103]. 
Maximum Likelihood 
The second classifier, Maximum Likelihood, utilizes the first and second order 
statistics, mean and variance, of the feature vector to infer a classification or identification. It 
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is assumed that the mean value of a feature vector for a given vehicle type is the “Truth” 
data for that given vehicle type. Furthermore, the variance for a given feature vector for a 
given vehicle type is calculated by calculating the variance among the training samples 
generated by the simulation. Maximum likelihood classification operates under the 
assumption that a feature from a given class will achieve its highest likelihood when 
evaluated in the PDF which is representative of its true class [92]. 
 









−𝟏(𝑿𝒊 − 𝝁𝑪𝒏)) ( 36 ) 
 
In this disseration, it is assumed that each feature will follow a Gaussian distribution 
with the calculated variance centered around the the true mean value. Classification and or 
identificaiton is achieved by calculating a Gaussian distribution for each vehicle type and 
then calculating the Likelihood the unknown feature vector 𝑋𝑖 is part of the the vehicle type 
distribution. The vehicle type distribution which results in the highest likelihood is selected 
as the vehicle type of the unknown feature vector 𝑋𝑖. An alternative formulation for this 
classifier could have calculated the log likelihood of a distribution. 
Feed Forward Artificial Neural Networks 
Unlike Euclidean Distance classifiers, feed forward Artificial Neural Networks have 
the ability to utilize non-linear decision boundaries. This is accomplished by a multi-layer 
neural network which first projects the non-linear features into a domain where they are 
linearly separable and then finds a linear boundary to perform classification [92].  In this 
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Dissertation, a feed forward neural network classifier was trained and implemented to assess 
each set of features in each domain with the goal of vehicle classification. Neural Networks 
are used for various applications over multiple disciplines and problem domains. 
Applications include license plate recognition [104], traffic incident detection [105], 
pedestrian detection [106], vehicle classification [107][108] and facial recognition [109]. 
Bayes Ensemble Classifier 
Bayesian Networks allow Subject Matter Experts (SMEs) to embed domain specific 
knowledge into the information fusion process. They provide a scalable mechanism by 
which complex relationships between random variables can be modeled and exploited for 
the purposes of information fusion. One of the primary tasks for Bayesian Networks when 
applied to the problem of information fusion is to infer the value of an unknown or hidden 
state by using the values of observable states, i.e. states that can be measured. This is done 
by leveraging a posteriori knowledge, or knowledge gained through experience [110], of the 
relationships between the hidden state and the observable state.  In other words, by using 
the knowledge of the relationship between the two states, knowing information about one 
state allows you to infer information about the other state [92]. Bayesian Networks are used 
for various applications over multiple disciplines and problem domains. Applications include 
sensor fusion [111], wireless networking [112], resource allocation [113], speech processing 
[114] and classification [115][116][117][118][119].  
There are many methods by which Bayesian Networks can achieve information 
inference. The two primary approaches are exact and inexact methods. With exact methods, 
such as variable elimination or junction trees, one computes the conditional probability 
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distributions analytically over the various states. However, when the computational 
complexity of exact inference becomes too great, we turn to inexact or approximation 
methods which trade computation time for accuracy [120]. 
To provide an intuitive explanation of the process of information inference using 
Bayesian Networks, the variable elimination approach [121] is demonstrated in Figure 2 
below. The example demonstrates the steps of combining and marginalizing distributions to 
arrive at the desired conditional probability. Sub-Diagram A of Figure 2 demonstrates a 
simple Bayesian Network with four nodes or variables. For the purpose of this explanation, 
node X will be the true type of an object of interest which cannot be directly measured. The 
fact it cannot be directly measured makes it a hidden node. Nodes A and B both represent 
the output of two separate classifiers attempting to determine X. Both A and B can be 
directly measured. Node R, which can be measured, represents the range of the object 
represented by X.  The probability of nodes A and B correctly identifying the object 
represented by X is dependent on both the value of X and the value of R.  
To capture the a posteriori relationship between A, B, X and R, conditional 
distributions are calculated using historical data. If the conditional distributions are discrete, 
they are referred to as Conditional Probability Tables (CPTs) .The conditional distribution 
for node A is represented by the expression 𝑃(𝐴|𝑋𝑅) and the conditional distribution for 
node B by the expression 𝑃(𝐵|𝑋𝑅). Given that neither X nor R have parent nodes, their 
values are not dependent on any other variable allowing their prior probabilities to be 





Figure 2 Bayesian Inference 
 
The values of either A, B or R can be used to infer information about the value of X. 
For the purposes of this explanation, it is assumed the values of A, B and R are known and 
the goal is to calculate the conditional distribution which represents the probability of X 
given A, B and R as represented by the expression 𝑃(𝑋|𝐴𝐵𝑅).  Step one of the information 
inference is to join node A with node R. This is accomplished by multiplying the conditional 
distribution 𝑃(𝐴|𝑋𝑅) with the prior probability 𝑃(𝑅) resulting in 𝑃(𝐴𝑅|𝑋). It should be 
noted that there are many valid orders in which the nodes could be combined. Step two is to 
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multiply the conditional distribution 𝑃(𝐵|𝑋𝑅) with the prior probability 𝑃(𝑅) resulting 
in 𝑃(𝐵𝑅|𝑋).  Performing those two joins will result in the new network shown in sub-
diagram B. Step three is then to join 𝑃(𝐴𝑅|𝑋) with 𝑃(𝑋) resulting in in joint 
probability 𝑃(𝑋𝐴𝑅). Similarly, we must join 𝑃(𝐵𝑅|𝑋) with 𝑃(𝑋) resulting in 𝑃(𝑋𝐵𝑅) 
which creates the new network shown in Figure 2 sub-diagram C. Step four is to multiply 
together 𝑃(𝑋𝐴𝑅) with  𝑃(𝑋𝐵𝑅) resulting in 𝑃(𝑋𝐴𝐵𝑅) as shown in Figure 2 sub-diagram 
D. Step five is to sum out, or marginalize, 𝑃(𝑋𝐴𝐵𝑅) with respect to X resulting in the joint 
distribution 𝑃(𝐴𝐵𝑅) as shown in Figure 2 sub-diagram E. Finally, step six is to divide 
𝑃(𝑋𝐴𝐵𝑅) by 𝑃(𝐴𝐵𝑅) resulting in the conditional distribution 𝑃(𝑋|𝐴𝐵𝑅) as shown in 
Figure 2 sub-diagram F. The expression 𝑃(𝑋|𝐴𝐵𝑅) represents the probability for a given 
value of X conditional upon the observable states A, B and R.  
Figure 3 depicts the structure of the Bayes Ensemble Classifier used in this 
dissertation. The structure implies the output of the LDA classifier and PCA classifier are 
both dependent upon the true vehicle type and the range of the vehicle from the airborne 
platform.   
 




The a posteriori relationship between the true vehicle type, Range and a classifier is 
expressed through the use of a Conditional Probability Table (CPT). The CPT can be 
calculated by assembling a confusion matrix from a classifiers prior performance as a 
function of range and true type and then normalizing it. Using the CPT and the prior 
probabilities, the output from both the LDA and PCA classifiers can be fused into a single 
ensemble classifier. This process is repeated for each classification approach, each filter type 






To demonstrate the efficacy of the proposed approaches for vehicle classification, 
the following system was implemented in Matlab using high fidelity physics based 
simulation. An aerial platform (such as a small UAV, plane or helicopter) with a stabilized 
passive imaging system having an Instantaneous Field Of View (IFOV) of 50 micro-radians 
was simulated at varying ranges, altitudes and angular geometries with respect to  three types 
of vehicles. The vehicles were traveling at a constant velocity towards the aircraft. Figure 4 
depicts a placement grid for each of the vehicles for a single aircraft altitude. The placement 
grid varied from ± 2° in azimuth with increments of 1º and 200 meters (m) to 600 meters in 
range with increments of 100 meters. There were a total of 25 possible positions. The 
altitude of the craft is determined by the desired platform to vehicle elevation angle. The 
elevation angle varied from 1° to 4º with increments of 1°. During the simulation, five of 
each vehicle type are placed at each of the grid positions and moved towards the aerial 
platform at a constant velocity. This is repeated for each of the desired elevation angles.  
 
 
Figure 4 Vehicle Placement 
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For each of the variants of vehicle position, type and motion the aerial platform 
maintains a constant altitude as determined by the desired initial engagement elevation angle 
and moves towards the vehicles. The aircraft performs a maneuver similar to a sine wave in 
which it perturbs its elevation and azimuth position relative to the vehicle of interest. This 
maneuver is required in order to give the necessary observability via inference into the 
unobservable states of the track filter. Each engagement in the simulation ran for six seconds 
with a frame update rate of 30Hz.  
In a non-simulated implementation, each frame of imagery would be fed to an image 
processing algorithm, which would then extract the PoI from the imagery. The angular 
measurement of the PoI would then be sent to the inertial tracker such that there 3D 
positions could be inferred. Given that our approach is independent of any specific front 
end image processing algorithms, the aerial platform and the PoI are modelled as centroids 
in 3D Earth Centered Earth Fixed (ECEF) inertial space.  To achieve the correct PoI 
placement, an ECEF position and orientation is chosen for the aerial platform and the PoI 
are placed relative to the aerial platform sensor, such that the desired engagement geometry 
is achieved as shown Figure 5A. The absolute ECEF position of the PoI can then be 
calculated by adding the absolute ECEF position of aerial platform to the relative vectors 





Figure 5  Aerial Platform & Vehicle ECEF Placement 
 
The physical characteristics chosen for the vehicle PoI were the top center of the 
windshield, passenger side headlight and drivers side mirror. The 3D geometry of the PoI 
where modeled as having a rigid geometry to one another to match the rigid geometry of the 
PoI on the vehicle. Once the 3D PoI for each vehicle type where placed at the correct 
location and orientation for each of the various runs, they were transformed from a 3D 
position to the 2D angular measurement (azimuth and elevation) as would be seen by the 
stabilized passive imaging system.  
 In order to increase the fidelity of the simulation and assess the robustness of the 
approach to noise, four separate levels of noise where added to each of the azimuth and 
elevation measurements before they were passed to the tracker.  The noise was modelled as 
zero mean Gaussian noise with a standard deviation equivalent to one of the following: 50 
micro-radians, 100 micro-radians, 150 micro-radians and 200 micro-radians. The noise levels 
corresponded to 1, 2, 3 or 4 IFOVs respectively. It was assumed all angular noise was 
uncorrelated with one another.  
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The simulation software architecture used to implement the approach detailed above 
is shown in Figure 6 and can be split into three main components: Platform to Vehicle 
Geometry Generation, Tracking & Feature Calculation and Classification. In order to ensure 
the generality of the proposed approaches are adequately tested, separate sets of training and 
test data were generated for the purposes of classifier training and testing.  The large 
majority of the software in the simulation was written in the course of this research; however 
the evaluation of the Bayesian networks was performed using the Bayes Net Toolbox For 
Matlab [122] and the training and evaluation of the feed forward  Neural Networks was done 
using the Matlab Neural Network Toolbox [123]. 
 




The three vehicle types chosen for the simulation were a Toyota Sienna Minivan, a 
Toyota Camry Sedan, and a Toyota Tundra pickup truck. The unique physical dimensions 
and geometries of each of the vehicle types was measured and modeled in the simulation. 
Table 2 lists the magnitudes and Euler angular relationships of the vectors which connect 
the three PoI as represented in the Velocity Frame V.  Velocity Frame V is defined as 
follows. The X-Axis of the reference frame V will be aligned with the velocity vector of PoI 
A on the vehicle. The Y-Axis and Z-Axis will be calculated using cross product operations 
and when combined with the X-Axis will result in a right handed coordinate system to serve 
as reference frame V.   The vector lengths and angles listed in Table 2 are considered to be 
the “Truth” for the purposes of vehicle classification. 
 
Table 2  
Vehicle Type Features in “V” Frame 
Type 𝜽𝑨𝑩 𝝍𝑨𝑩 𝒓𝑨𝑩 𝜽𝑨𝑪 𝝍𝑨𝑪 𝒓𝑨𝑪 𝜽𝑩𝑪 𝝍𝑩𝑪 𝒓𝑩𝑪 
1 
Sienna 
-21.3° 25.8° 1.82(m) -21.3° -76.6° 1.12(m) 6.69° -126.2° 2.19(m) 
2 
Camry 
-16.5º 21.4° 1.96(m) -19.0° -68.2° 1.01(m) 6.21° -131.6° 2.11(m) 
3 
Tundra 















Figure 9 Vehicle Type 2 – Camry - Forward 
 
 






Figure 11 Vehicle Type 3 – Tundra - Forward 
 
 





Kalman Filters are Bayesian Filters (aka Dynamic Bayesian Networks) that integrate 
measurable observations (aka measurements) over time to infer the values of latent or 
hidden states that can’t be directly measured. The distribution of the measurable state is 
dependent upon the value of the hidden state.  Consequently, a priori knowledge of the 
relationship between the hidden and measurable states along with knowledge of how the 
hidden state distribution evolves over time allows for the inference of the hidden state 
distribution using measurements from the measurable states. By iterating between prediction 
and measurement, the estimate of the posterior distribution of the hidden state is improved, 
allowing the filter to converge upon the true distribution for the hidden state. Although a 
common use for Kalman Filters are tracking applications, the ability to integrate multiple 
measurements over time to infer information provides a powerful tool for the purposes of 
classification, identification and information fusion.  For the work in this dissertation, the 
Kalman filter will be used to estimate the position and velocity information for the PoI, such 
that the required angle and magnitude features can be calculated and used for classification 
purposes. 
Kalman Filters make the following simplifying assumptions to improve 
computational efficiency. The Kalman filter assumes the state and measurement noise 
distributions are normal (Gaussian) distributions. Additionally, it assumes the a priori model 
which relates the measurable state to the hidden state is a linear relationship, meaning that it 
can be accomplished via matrix multiplication. Additionally, it assumes the model which 
predicts the evolution of the hidden state over time is also a linear relationship. If these 
assumptions are correct, the Kalman filter provides the optimal solution for estimation of 
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the states. By making these assumptions, calculating the posterior distribution for the 
unknown state is a fairly straight forward algebraic operation which can be efficiently 
implemented using matrix operations in modern processors [124][125]. It’s for this reason, 
Kalman filters have found such ubiquitous application for multiple engineering applications. 
Unfortunately, the Gaussian and linear assumption are not always correct which lead to sub-
optimal estimation performance. In the context of a standard track filter, the assumption is 
the kinematic laws that govern the motion of a target are a set of linear equations. That 
assumption is correct if a Cartesian based tracker is being used. However, the next 
assumption is the relationship between the angular measurements and the Cartesian track 
states is linear. That assumption is incorrect. In order to mitigate the linearity issue with 
Kalman filters, Extended Kalman filters are typically implemented. Essentially, the non-
linear relationships are linearized by approximating the non-linear equations with first order 
Taylor series approximations. These approximations are valid as long as the derivative of the 
non-linear equation is linear for small changes [124][125]. An additional issue with Extended 
Kalman filters is the level of complexity required to linearize the non-linear equations can 
become prohibitive to implementation. Regardless, Kalman filters and their extended 
brethren provide a powerful tool for estimation of information that is not directly 
measurable thus providing a value state estimation tool. 
As indicated, the Kalman filter achieves estimation using iterative predication, 
measurement and update steps. Consequently, a predicted state vector can be calculated by 
propagating the current state estimate forward in time using the state transition matrix, as 
shown in Equation 38. 
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] ( 37 ) 
 
𝑿 ̂𝒌|𝒌−𝟏 = 𝐅𝒌𝑿 ̂𝒌−𝟏  ( 38 ) 
 
Additionally, the State Covariance must also be propagated forward in time using the state 
transition matrix as shown in Equation 39. 
 
𝑷𝒌|𝒌−𝟏 = 𝐅𝒌𝑷𝒌−𝟏𝐅𝒌
𝑻 ( 39 ) 
 
After the prediction step, the update step is performed by taking an angular measurement of 
the PoI and calculating a residual. The residual is calculated as shown in Equation 40 by 
mapping the propagated state estimate into measurement space using the measurement 
mapping matrix and then subtracting it from the measurement vector. 
 
𝒚𝒌 = 𝒛𝒌− 𝑯𝒌𝑿 ̂𝒌|𝒌−𝟏 ( 40 ) 
 
Once the residual is obtained, the Kalman Gain matrix can be calculated as shown in 
Equation 41 and Equation 42 in order to perform the Update step. 
 
𝑺𝒌 = 𝐇𝒌𝑷𝒌|𝒌−𝟏𝐇𝒌








Once the Kalman gain is calculated as shown in Equation 42, the Update step can be 
performed as shown in Equation 43. 
 
𝑿 ̂𝒌|𝒌 = 𝑿 ̂𝒌|𝒌−𝟏 + 𝑲𝒌𝒚𝒌 ( 43 ) 
 
Finally, the Covariance must be updated with the latest information from the measurement 
as shown in Equation 44. 
 
𝑷𝒌|𝒌 = (𝑰 − 𝑲𝒌𝑯𝒌)𝑷𝒌|𝒌−𝟏 ( 44 ) 
Six State Track Filter Derivation 
The first group of proposed approaches utilizes separate six state track filters to 
independently track two or three PoI. To do so, an Extended Kalman Filter was 
implemented to infer Cartesian position and velocity from angle measurement. The 
derivation of the filter shown in Equations 45 through Equation 74 follows the general 
derivation outlined in [124][126][127] with modifications made to fit the problem at hand. 
The first step of the derivation of the Six State filter is to define the filter state as shown in 
Equation 45. 
 









The predicted state estimate for the next time step can be computed by applying the state 
transition function to the current state estimate ?̂?.  Alternatively, the predicted state is 
equivalent to the state transition function applied to the true state ?̅? plus the Process Noise 
vector w, as shown in Equation 46. 
 
𝑿 ̂𝒌|𝒌−𝟏 = 𝒇(𝑿 ̂𝒌−𝟏 ) = 𝒇(𝑿 ̅𝒌−𝟏 ) + 𝒘 ( 46 ) 
 




















 ( 47 ) 
 
The Covariance, Q, is defined as the Expected Value of the Process Noise vector w 
multiplied by the transpose of the Process Noise vector w, as shown in Equation 48. 
 
𝑸 =  𝚬{𝒘𝒘𝑻} ( 48 ) 
 
In order to calculate the residual required for the update step of the filter, the state estimate 
?̂? must be mapped to measurement space. The mapping from state space to measurement 
space is achieved by using the measurement mapping equation as shown in Equation 49. 
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Alternatively, the predicted measurement z is equivalent to the mapping of the true state 
vector ?̅? to measurement space plus the measurement noise vector v. 
 
𝒛𝒌|𝒌−𝟏 = 𝒉(𝑿 ̂𝒌|𝒌−𝟏) = 𝒉(𝑿 ̅𝒌|𝒌−𝟏) + 𝒗 ( 49 ) 
 
The measurement noise vector v is defined as shown in Equation 50  
 
𝒗 =  [
𝝈𝝍
𝝈𝜽
] ( 50 ) 
 
The Measurement Covariance, R, is defined as the Expected Value of the measurement 
noise vector v multiplied by the transpose of the measurement noise vector v as shown in 
Equation 51.  
 
𝑹 =  𝚬{𝒗𝒗𝑻} ( 51 ) 
 
As indicated earlier, the predicted state estimate for the next time step can be computed by 
applying the state transition function to the current state estimate ?̂?. If the state transition 




















The matrix F is computed by deriving the Taylor Series approximation of the state transition 
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𝐅 = 𝐈 + 𝚽 ∗ 𝚫𝐭  ( 54 ) 
 







𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎
𝟎 𝟏 𝟎 𝟎 𝚫𝐭 𝟎
𝟎 𝟎 𝟏 𝟎 𝟎 𝚫𝐭
𝟎 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟏 𝟎
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The measurement vector is shown in Equation 56. 
 




𝑹 ] ( 56 ) 
 
In order to correctly apply the residual differences to the state estimate and covariance, the 
measurement mapping matrix must be computed. The measurement mapping matrix 
quantifies how errors in the measurement vector propagate to errors in the state estimate 
and state covariance. The measurement mapping matrix is computed by perturbing the 
measurement vector with respect to the state vector. Consequently, the relationship between 
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changes in the state vector and changes in the measurement vector is quantified in Equation 
57.  
 
𝜹𝒛 ̅ =  
𝜹𝒛
𝜹𝑿 ̅
∗ 𝜹𝑿 ̅ + 𝒗 ( 57 ) 
 
To linearize the relationship, the Jacobian of the measurement vector is calculated with 
respect to the state vector, which results in the measurement mapping matrix shown in 
Equation 59. 
 



















































] ( 59 ) 
 
Equations 60 through 74 articulate the calculations required to fully specify the H matrix. 
 
𝝍𝑫𝑨




𝑹 ) ( 60 ) 
 
Partial derivative of 𝜓𝐷𝐴












+ ( ?⃗⃗? 𝑫𝑨𝒀
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𝑹 = 𝟎 ( 63 ) 
 
Partial derivative of 𝜓𝐷𝐴














𝑹 =  𝟎 ( 64 ) 
 
Calculate the magnitude 𝑟𝐷𝐴: 
 
𝒓𝑫𝑨 = √( ?⃗⃗? 𝑫𝑨𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒁
𝑹 )
𝟐
   ( 65 ) 
 



























  ( 68 ) 
 











𝑹 =  𝟎  ( 69 ) 
 








) ( 70 ) 
 
Partial derivative of 𝜃𝐷𝐴
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Partial derivative of 𝜃𝐷𝐴














𝑹 = 𝟎 ( 74 ) 
Nine State Filter Derivation 
Use of a six state track filter requires that each image point of interest be tracked 
independently of one another. Such an approach does not utilize the known geometric 
relationship between the points. By tracking the two point geometry in a single filter, the a 
priori knowledge of the rigid geometry can be used to improve the state estimate and the 
classification results. The first step of the derivation of the Nine State filter is to define the 
filter state as shown in Equation 75. 
 







] ( 75 ) 
 
The predicted state estimate for the next time step can be computed by applying the state 
transition function to the current state estimate ?̂?.  Alternatively, the predicted state is 
equivalent to the state transition function applied to the true state ?̅? plus the Process Noise 
vector w, as shown in Equation 76. 
 

































 ( 77 ) 
 
The Covariance, Q, is defined as the Expected Value of the Process Noise vector w 
multiplied by the transpose of the Process Noise vector w as shown in Equation 78. 
 
𝑸 =  𝚬{𝒘𝒘𝑻} ( 78 ) 
 
In order to calculate the residual required for the update step of the filter, the state estimate 
?̂? must be mapped to measurement space. The mapping from state space to measurement 
space is achieved by using the measurement mapping equation as shown in Equation 79. 
Alternatively, the predicted measurement z is equivalent to the mapping of the true state 
vector ?̅? to measurement space plus the measurement noise vector v. 
 











] ( 80 ) 
 
The Measurement Covariance, R, is defined as the Expected Value of the measurement 
noise vector v multiplied by the transpose of the measurement noise vector v as shown in 
Equation 81.  
 
𝑹 =  𝚬{𝒗𝒗𝑻} ( 81 ) 
 
As indicated earlier, the predicted state estimate for the next time step can be computed by 
applying the state transition function to the current state estimate ?̂?. If the state transition 






















] ( 82 ) 
 
The matrix F is computed by deriving the Taylor Series approximation of the state transition 














𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎











 ( 83 ) 
 












𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎











 ( 85 ) 
 
The measurement vector is show in Equation 86. 
 


















 ( 86 ) 
 
In order to correctly apply the residual differences to the state estimate and 
covariance, the measurement mapping matrix must be computed. The measurement 
mapping matrix quantifies how errors in the measurement vector propagate to errors in the 
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state estimate and state covariance. The measurement mapping matrix is computed by 
perturbing the measurement vector with respect to the state vector. Consequently, the 
relationship between changes in the state vector and changes in the measurement vector is 
quantified in Equation 87.  
 
𝜹𝒛 ̅ =  
𝜹𝒛
𝜹𝑿 ̅
∗ 𝜹𝑿 ̅ + 𝒗 ( 87 ) 
 
To linearize the relationship, the Jacobian of the measurement vector is calculated with 
respect to the state vector, which results in the measurement mapping matrix shown in 
Equation 89. 
 






] ( 89 ) 
 



















































































] ( 92 ) 
 
𝝍𝑫𝑨




𝑹 ) ( 93 ) 
 
Partial derivative of 𝜓𝐷𝐴












+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )











+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )





𝑹 = 𝟎 ( 96 ) 
 
Partial derivative of 𝜓𝐷𝐴














𝑹 =  𝟎 ( 97 ) 
 
61 
Partial derivative of 𝜓𝐷𝐴














𝑹 =  𝟎 ( 98 ) 
 
Calculate the magnitude of 𝑟𝐷𝐴: 
 
𝒓𝑫𝑨 = √( ?⃗⃗? 𝑫𝑨𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒁
𝑹 )
𝟐
   ( 99 ) 
 

























  ( 102 ) 
 


























𝑹 = 𝟎 ( 104 ) 
 








) ( 105 ) 
 
Partial derivative of 𝜃𝐷𝐴























































Partial derivative of 𝜃𝐷𝐴














𝑹 = 𝟎 ( 109 ) 
 
Partial derivative of 𝜃𝐷𝐴














𝑹 = 𝟎 ( 110 ) 
 
Find 𝜓𝐷𝐵
𝑅  and 𝜃𝐷𝐵


























































































𝑹 = 𝐭𝐚𝐧−𝟏 (
 ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹
 ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 ) ( 114 ) 
 
Partial derivative of 𝜓𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )





𝑹 = 𝟎 ( 117 ) 
 
Partial derivative of 𝜓𝐷𝐵














𝑹 =   𝟎 ( 118 ) 
 
Partial derivative of 𝜓𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )









𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )





𝑹 = 𝟎 ( 121 ) 
 
To calculate the magnitude of  𝑟𝐷𝐵: 
 
𝒓𝑫𝑩 = √( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒁
𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )
𝟐
   ( 122 ) 
 
 







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹
𝒓𝑫𝑩

















𝑹 =  𝟎  ( 126 ) 
 







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹
𝒓𝑫𝑩
 ( 129 ) 
 




𝑹 = −𝐬𝐢𝐧−𝟏 (
 ?⃗⃗? 𝑫𝑨𝒁
𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹
𝒓𝑫𝑩
) ( 130 ) 
 
Partial derivative of 𝜃𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )∗( ?⃗⃗? 𝑫𝑨𝑿


















𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )∗( ?⃗⃗? 𝑫𝑨𝒀

















𝟐 +( ?⃗⃗? 𝑫𝑨𝒁











 ( 133 ) 
 
Partial derivative of 𝜃𝐷𝐵














𝑹 = 𝟎 ( 134 ) 
 
Partial derivative of 𝜃𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )∗( ?⃗⃗? 𝑫𝑨𝑿

















𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )∗( ?⃗⃗? 𝑫𝑨𝒀



















𝟐 +( ?⃗⃗? 𝑫𝑨𝒁











 ( 137 ) 
Twelve State Filter Derivation 
Use of a multiple six state track filter approach requires that each PoI be tracked 
independently of one another. Such an approach does not utilize the known geometric 
relationship between the points. By tracking the three point geometry in a single filter, the a 
priori knowledge of the rigid geometry can be used to improve the state estimate and the 
classification results. The first step of the derivation of the Twelve State filter is to define the 
filter state as shown in Equation 138. 
 

















 ( 138 ) 
 
The predicted state estimate for the next time step can be computed by applying the state 
transition function to the current state estimate ?̂?.  Alternatively, the predicted state is 
equivalent to the state transition function applied to the true state ?̅? plus the Process Noise 
vector w, as shown in Equation 139. 
 













































 ( 140 ) 
 
The Covariance, Q, is defined as the Expected Value of the Process Noise vector w 
multiplied by the transpose of the Process Noise vector w as shown in Equation 141. 
 
𝑸 =  𝚬{𝒘𝒘𝑻} ( 141 ) 
 
In order to calculate the residual required for the update step of the filter, the state estimate 
?̂? must be mapped to measurement space. The mapping from state space to measurement 
space is achieved by using the measurement mapping equation as shown in Equation 142. 
Alternatively, the predicted measurement z is equivalent to the mapping of the true state 
vector ?̅? to measurement space plus the measurement noise vector v. 
 
























 ( 143 ) 
 
The Measurement Covariance, R, is defined as the Expected Value of the measurement 
noise vector v multiplied by the transpose of the measurement noise vector v as shown in 
Equation 144.  
 
𝑹 =  𝚬{𝒗𝒗𝑻} ( 144 ) 
 
As indicated earlier, the predicted state estimate for the next time step can be computed by 
applying the state transition function to the current state estimate ?̂?. If the state transition 















































 ( 145 ) 
 
The matrix F is computed by deriving the Taylor Series approximation of the state transition 
















𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
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𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎














 ( 146 ) 
 















𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟎 𝚫𝐭 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝟏 𝟎














 ( 148 ) 
 
The measurement vector is show in Equation 149.  
 


























 ( 149 ) 
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In order to correctly apply the residual differences to the state estimate and covariance, the 
measurement mapping matrix must be computed. The measurement mapping matrix 
quantifies how errors in the measurement vector propagate to errors in the state estimate 
and state covariance. The measurement mapping matrix is computed by perturbing the 
measurement vector with respect to the state vector. Consequently, the relationship between 
changes in the state vector and changes in the measurement vector is quantified in Equation 
150.  
 
𝜹𝒛 ̅ =  
𝜹𝒛
𝜹𝑿 ̅
∗ 𝜹𝑿 ̅ + 𝒗 ( 150 ) 
 
To linearize the relationship, the Jacobian of the measurement vector is calculated with 
respect to the state vector, which results in the measurement mapping matrix shown in 
Equation 152. 
 
𝜹𝒛 ̅ =  𝑯 ∗ 𝜹𝑿 ̅ + 𝒗 ( 151 ) 
 
𝑯 = [
𝑯𝟏𝟏 𝑯𝟏𝟐 𝑯𝟏𝟑 𝑯𝟏𝟒
𝑯𝟐𝟏 𝑯𝟐𝟐 𝑯𝟐𝟑 𝑯𝟐𝟒
𝑯𝟑𝟏 𝑯𝟑𝟐 𝑯𝟑𝟑 𝑯𝟑𝟒
] ( 152 ) 
 
























































































































𝑹 ) ( 157 ) 
 
Partial derivative of 𝜓𝐷𝐴












+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )












+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )





𝑹 = 𝟎 ( 160 ) 
 
Partial derivative of 𝜓𝐷𝐴














𝑹 =  𝟎 ( 161 ) 
 
Partial derivative of 𝜓𝐷𝐴














𝑹 =  𝟎 ( 162 ) 
 
Partial derivative of 𝜓𝐷𝐴














𝑹 =  𝟎 ( 163 ) 
 
To calculate the magnitude of vector 𝑟𝐷𝐴: 
 
𝒓𝑫𝑨 = √( ?⃗⃗? 𝑫𝑨𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒁
𝑹 )
𝟐





























  ( 167 ) 
 











𝑹 =  𝟎  ( 168 ) 
 











𝑹 = 𝟎 ( 169 ) 
 























) ( 171 ) 
 
Partial derivative of 𝜃𝐷𝐴


















































 ( 174 ) 
 
 
Partial derivative of 𝜃𝐷𝐴


















Partial derivative of 𝜃𝐷𝐴














𝑹 = 𝟎 ( 176 ) 
 
Partial derivative of 𝜃𝐷𝐴














𝑹 = 𝟎 ( 177 ) 
 
Find 𝜓𝐷𝐵
𝑅  and 𝜃𝐷𝐵




















































































































𝑹 = 𝐭𝐚𝐧−𝟏 (
 ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹
 ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 ) ( 182 ) 
 
Partial derivative of 𝜓𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )





𝑹 = 𝟎 ( 185 ) 
 
Partial derivative of 𝜓𝐷𝐵


















Partial derivative of 𝜓𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )





𝑹 = 𝟎 ( 189 ) 
 
Partial derivative of 𝜓𝐷𝐵














𝑹 =  𝟎 ( 190 ) 
 
To calculate the magnitude of 𝑟𝐷𝐵: 
 
𝒓𝑫𝑩 = √( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒁
𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )
𝟐
   ( 191 ) 
 







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
𝒓𝑫𝑩







𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹
𝒓𝑫𝑩
  ( 194 ) 
 











𝑹 =  𝟎  ( 195 ) 
 







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒀
𝑹
𝒓𝑫𝑩






𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹
𝒓𝑫𝑩
 ( 198 ) 
 











𝑹 =  𝟎 ( 199 ) 
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𝑹 = −𝐬𝐢𝐧−𝟏 (
 ?⃗⃗? 𝑫𝑨𝒁
𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹
𝒓𝑫𝑩
) ( 200 ) 
 
Partial derivative of 𝜃𝐷𝐵








𝑹 +  ?⃗⃗? 𝑨𝑩𝒁
𝑹 )∗( ?⃗⃗? 𝑫𝑨𝑿
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Partial derivative of 𝜃𝐷𝐵



















Partial derivative of 𝜃𝐷𝐵
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Partial derivative of 𝜃𝐷𝐵














𝑹 = 𝟎 ( 208 ) 
 
Find 𝜓𝐷𝐶
𝑅  and 𝜃𝐷𝐶
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𝑹 = 𝐭𝐚𝐧−𝟏 (
 ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹
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Partial derivative of 𝜓𝐷𝐶








𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹 )
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑪𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹 )







𝑹 +  ?⃗⃗? 𝑨𝑪𝑿
𝑹
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑪𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹 )







𝑹 = 𝟎 ( 216 ) 
 
Partial derivative of 𝜓𝐷𝐶
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Partial derivative of 𝜓𝐷𝐶
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Partial derivative of 𝜓𝐷𝐶








𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹 )
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑪𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹 )







𝑹 +  ?⃗⃗? 𝑨𝑩𝑿
𝑹
( ?⃗⃗? 𝑫𝑨𝑿
𝑹 +  ?⃗⃗? 𝑨𝑪𝑿
𝑹 )
𝟐
+ ( ?⃗⃗? 𝑫𝑨𝒀
𝑹 +  ?⃗⃗? 𝑨𝑪𝒀
𝑹 )










Equation to calculate𝑟𝐷𝐶: 
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Partial derivative of 𝜃𝐷𝐶
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Partial derivative of 𝜃𝐷𝐶
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Partial derivative of 𝜃𝐷𝐶
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Partial derivative of 𝜃𝐷𝐶
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Native Spatial to PCA Domain 
The transformation of the vector angle and magnitude features from the Native 
Spatial domain to the PCA domain was achieved by projecting the Native Spatial data onto 
the principal eigenvectors calculated from the training data. 
 
Figure 13 Eigenvector Generation 
 
As shown in Figure 13, Eigenvectors are calculated for each range, feature set and vehicle 
type and applied to the unknown data before classification. The number of Principal 
Components used for each approach is listed in Table 3. 
Table 3 
Number Of Principal Components Used For Each Approach 
Approach # Of Principal Components 
2 Feature 2 
3 Feature 3 
7 Feature 6 




Native Spatial to LDA Domain 
The transformation of the vector angle and magnitude features from the spatial 
domain to the LDA domain was achieved by multiplying the LDA weighting matrix with the 
spatial data matrix. The LDA weighting matrix was calculated as shown in Figure 14.  
 
 





TWO FEATURE CLASSIFICATION OF VEHICLES 
Using the dot product formula to calculate the relative angel between two vectors 
provides a convenient mechanism for characterizing the orientation between those vectors. 
For the proposed two feature classification technique, the vectors or interest are the vector 
between PoI A and PoI B on the vehicle and the velocity vector of PoI A. The velocity 
vector of PoI A is assumed to have a constant orientation to the vector between PoI A and 
PoI B on the vehicle regardless of vehicle orientation. It’s worth re-noting, one of the 
requirements for the proposed techniques is the velocity vector of the vehicle is constant. In 
other words, the vehicle can’t be turning or changing lanes. Given that the velocity vector is 
being used a reference vector, the two feature approach is only applicable to moving 
vehicles. Equations 240 and 241 demonstrate the calculation of the features used for the two 
feature classification approach. The features are derived either from the dot product angle or 
the length of the vectors. 
 
𝒓𝑨𝑩 = √(?⃗⃗? 𝑩
𝑹 − ?⃗⃗? 𝑨
𝑹 )
𝟐










) ( 241 ) 
 
The two feature classification approach was implemented using two separate Kalman 
Filter formulations. The first formulation, referred to as Filter Type 1, employed two 
separate six state filters which each independently tracked a point of interest. Using the 3D 
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position information contained in each six state filter for their respective point of interest, 
the vectors and angles of interest were calculated. The second formulation, referred to as 
Filter Type 2, employed a single nine state filter which uses knowledge of the feature 
geometry to track both PoI as a single rigid structure.  Using the 3D position information for 
the PoI contained in the nine state filter, the vectors and angles of interest were calculated. 
The symbols corresponding to the different domain data types tested in each classifier are 
depicted in Figure 15. 
 
 




Experimental Results – Filter Type 1 - Six State Filters 
The classification performance of Filter Type 1 for the two feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise.  
Noise Level of 50 microradians 
 
Figure 16 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 




Figure 17 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 
Likelihood: Moving Vehicle - Noise Level of 50 microradians- Filter Type 1 
 
 
Figure 18 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  




Noise Level of 100 microradians 
 
Figure 19 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
 
 
Figure 20 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 




Figure 21 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
Noise Level of 150 microradians 
 
Figure 22 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 




Figure 23 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 
Likelihood:  Moving Vehicle - Noise Level of 150 microradians – Filter Type 1 
 
 
Figure 24 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  
Moving Vehicle - Noise Level of 150 microradians - Filter Type 1 
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Noise Level of 200 microradians 
 
Figure 25 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 1 
 
 
Figure 26 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 




Figure 27 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  




Experimental Results – Filter Type 2 - Nine State Filter 
The classification performance of Filter Type 2 for the two feature appraoch is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 28 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 





Figure 29 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 
Likelihood:  Moving Vehicle - Noise Level of 50 microradians – Filter Type 2 
 
 
Figure 30 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 2 
 
102 
Noise Level of 100 microradians 
 
Figure 31 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 2 
 
 
Figure 32 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 




Figure 33 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 2 
Noise Level of 150 microradians 
 
Figure 34 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 




Figure 35 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 
Likelihood:  Moving Vehicle - Noise Level of 150 microradians – Filter Type 2 
 
 
Figure 36 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  
Moving Vehicle - Noise Level of 150 microradians - Filter Type 2 
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Noise Level of 200 microradians 
 
Figure 37 Percent Recognition of Vehicle Types -vs- Range with Two Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 2 
 
 
Figure 38 Percent Recognition of Vehicle Types -vs- Range with Two Feature Max 




Figure 39 Percent Recognition of Vehicle Types -vs- Range with Two Feature ANN:  




Two Feature Conclusions 
The performance for the two feature classification performance averaged across all 
ranges and noise levels for both Filter Type 1 and Filter Type 2 is shown in Table 4 and 
Table 5. 
Table 4  
Two Feature Correct Classification Percentage For Filter Type 1 Averaged Across All Range 
and Noise Levels 
Approach % Correct 
PCA ANN 81.05 
ANN Ensemble 79.03 
Max Likelihood Ensemble 78.92 
PCA Max Likelihood 78.27 
LDA Max Likelihood 77.40 
Native ANN 77.17 
Euclidean Ensemble 75.62 
LDA Euclidean 75.58 
LDA ANN 75.53 
Native Max Likelihood 73.38 
PCA Euclidean 71.87 
Native Euclidean 67.13 
Table 5  
Two Feature Correct Classification Percentage For Filter Type 2 Averaged Across All 
Ranges and Noise Levels 
Approach % Correct 
Native ANN 100.00 
PCA Max Likelihood 100.00 
PCA ANN 100.00 
LDA Euclidean 100.00 
LDA Max Likelihood 100.00 
LDA ANN 100.00 
Euclidean Ensemble 100.00 
Max Likelihood Ensemble 100.00 
ANN Ensemble 100.00 
Native Max Likelihood 99.68 
PCA Euclidean 99.48 




Filter Type 1, the two six state filters, did well initially, but performance dropped off 
significantly as range increased. This indicates the two six state filter approach is sensitive to 
the effects of noise, which are linearly amplified as a function of distance. Intuitively, this is 
consistent with the model being used to construct the vectors in 3D space. Given that the 
3D location of each point of interest is being reconstructed independently, and the noise on 
each angle measurement for each point is independent, the predicted geometries can easily 
diverge in the presence of significant noise and lead to highly skewed feature values.  Filter 
Type 2, the combined nine state filter, consistently performed well, thus demonstrating its 
robustness for dealing with noise and added range. This was a result of the nine state filters a 
priori knowledge of the rigid geometry connecting the PoI which served to constrain the 
geometry to its true form.  This outcome was confirmed by both the plotted data and table 
of average results. Consequently, we conclude Filter Type 2 is the superior solution for 
estimating the required parameters for implementing the two feature approach. 
Filter Type 2 do not provide much insight into the effects of evaluating the features 
in different transform domains, simply because of how well all of the classifiers did in all of 
the data domains. Conversely, Filter Type 1 provided more varied results for the purpose of 
evaluating the utility of transforming the features with LDA or PCA prior to evaluation in 
the classifiers. Two of the three native spatial domain approaches scored in the bottom three 
in terms of classification performance.  Additionally, the native spatial domain approach that 
did not score in the bottom three was the approach which implemented the feed forward 
neural network for classification. As noted earlier in the text, the neural network maps the 
native spatial domain data into a new domain before classification occurs. Essentially, the 
neural network is performing a domain transform operation similar to PCA or LDA prior to 
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classification. Therefore, we conclude the native spatial domain features can be more 
effectively represented in a transform domain for the purposes of classification. 
Again, Filter Type 2 did not provide much insight into the effects of evaluating the 
different classification approaches due to the high performance levels across the board. 
However, Filter Type 1 results were more varied and do provide insight into the 
performance of the different classification approaches. The top three performers in terms of 
classification for Filter Type 1 were ANN based. The top performer was an ANN based 
ensemble approach which utilized both the LDA and PCA domain features and then fused 
the results using a Bayesian Network. Consequently, the ensemble approach benefited from 





THREE FEATURE CLASSIFICATION OF VEHICLES 
Euler angles provide a mechanism to represent orthogonal angular information with 
separate values [128][129][130], rather than collapsing all angular information into a single 
value as is done with a dot product. However, the values of the Euler angles are dependent 
on the reference frame to which they are relative. For the purposes of classification, one 
must choose a reference frame in which the Euler angles are constant.  For the three feature 
approach detailed in this section, the reference frame to which the Euler angles are 
referenced will be calculated using the velocity vector of PoI A of the vehicle. The velocity 
reference frame is referred to as frame V.  The X-Axis of the reference frame V will be 
aligned with the velocity vector of PoI A on the vehicle. They Y-Axis and Z-Axis will be 
calculated using cross product operations and when combined with the X-Axis will result in 
a right handed coordinate system to serve as reference frame V.  The velocity vector of PoI 
A is assumed to have a constant orientation to the vector between PoI A and PoI B on the 
vehicle regardless of vehicle orientation. It’s worth re-noting, one of the requirements for the 
proposed techniques is the velocity vector of the vehicle is constant. In other words, the 
vehicle can’t be turning or changing lanes. Given that the velocity vector is being used a 
reference frame, the three feature approach is only applicable to moving vehicles. Equation 
242 through Equation 244 demonstrates the calculation of the features for the three feature 
classification approach. The features are derived either from the Euler angles or the lengths 





𝑽 = 𝐬𝐢𝐧−𝟏 (?⃗⃗? 𝑨𝑩𝒛𝒊
𝑽 )  ( 242 ) 
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The three feature classification approach was implemented using two separate 
Kalman Filter formulations. The first formulation, referred to as Filter Type 1, employed 
two separate six state filters which each independently tracked a point of interest. Using the 
3D position information contained in each six state filter for their respective point of 
interest, the vectors and angles of interest were calculated. The second formulation, referred 
to as Filter Type 2, employed a single nine state filter which use knowledge of the feature 
geometry to track both PoI as a single rigid structure.  Using the 3D position information for 
the PoI contained in the nine state filter, the vectors and angles of interest were calculated. 
The symbols corresponding to the different domain data types tested in each classifier are 
depicted in Figure 40. 
 
 
Figure 40 Data Domain Three Feature Classification Plot Symbols 
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Experimental Results – Filter Type 1 - Six State Filter 
The classification performance of Filter Type 1 for the three feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 41 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 





Figure 42 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 
Likelihood:  Moving Vehicle - Noise Level of 50 microradians – Filter Type 1 
 
 
Figure 43 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 1 
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Noise Level of 100 microradians 
 
Figure 44 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
 
 
Figure 45 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 




Figure 46 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
Noise Level of 150 microradians 
 
Figure 47 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 




Figure 48 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 
Likelihood: Moving Vehicle - Noise Level of 150 microradians – Filter Type 1 
 
 
Figure 49 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  




Noise Level of 200 microradians 
 
Figure 50 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 1 
 
 
Figure 51 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 




Figure 52 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  




Experimental Results – Filter Type 2 - Nine State Filter 
The classification performance of Filter Type 2 for the three feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 53 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 




Figure 54 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 
Likelihood: Moving Vehicle - Noise Level of 50 microradians – Filter Type 2 
 
 
Figure 55 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 2 
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Noise Level of 100 microradians 
 
Figure 56 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 2 
 
 
Figure 57 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 




Figure 58 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 2 
Noise Level of 150 microradians 
 
Figure 59 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 




Figure 60 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 
Likelihood: Moving Vehicle - Noise Level of 150 microradians – Filter Type 2 
 
 
Figure 61 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  
Moving Vehicle - Noise Level of 150 microradians - Filter Type 2 
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Noise Level of 200 microradians 
 
Figure 62 Percent Recognition of Vehicle Types -vs- Range with Three Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 2 
 
 
Figure 63 Percent Recognition of Vehicle Types -vs- Range with Three Feature Max 





Figure 64 Percent Recognition of Vehicle Types -vs- Range with Three Feature ANN:  




Three Feature Conclusions 
The performance for the three feature classification performance averaged across all 
ranges and noise levels for both Filter Type 1 and Filter Type 2 is shown in Table 6 and 
Table 7. 
Table 6  
Three Feature Correct Classification Percentage For Filter Type 1 Averaged Across All 
Range and Noise Levels 
Approach % Correct 
Max Likelihood Ensemble 86.87 
PCA Max Likelihood 86.42 
LDA Max Likelihood 85.88 
Euclidean Ensemble 84.92 
LDA Euclidean 84.65 
Native ANN 84.05 
ANN Ensemble 83.45 
PCA ANN 82.70 
LDA ANN 80.38 
Native Max Likelihood 78.40 
PCA Euclidean 74.23 
Native Euclidean 71.75 
Table 7  
Three Feature Correct Classification Percentage For Filter Type 2 Averaged Across All 
Ranges and Noise Levels 
Approach % Correct 
Native ANN 100.00 
PCA Max Likelihood 100.00 
PCA ANN 100.00 
LDA Euclidean 100.00 
LDA Max Likelihood 100.00 
LDA ANN 100.00 
Euclidean Ensemble 100.00 
Max Likelihood Ensemble 100.00 
ANN Ensemble 100.00 
Native Max Likelihood 100.00 
PCA Euclidean 100.00 




Filter Type 1, the two six state filters, did well initially, but performance dropped off 
significantly as range increased. This indicates the two six state filter approach is sensitive to 
the effects of noise, which are linearly amplified as a function of distance. Intuitively, this is 
consistent with the model being used to construct the vectors in 3D space. Given that the 
3D location of each point of interest is being reconstructed independently, and the noise on 
each angle measurement for each point is independent, the predicted geometries can easily 
diverge in the presence of significant noise and lead to highly skewed feature values. Filter 
Type 2, the combined nine state filter, consistently performed well, thus demonstrating its 
robustness for dealing with noise and added range. This was a result of the combined nine 
state filters a priori knowledge of the rigid geometry connecting the PoI which served to 
constrain the geometry to its true form.  This outcome was confirmed by both the plotted 
data and table of average results. Consequently, we conclude Filter Type 2 is the superior 
solution for estimating the required parameters to implement the three feature approach. 
Filter Type 2 results do not provide much insight into the effects of evaluating the 
features in different transform domains, simply because of how well all of the classifiers did 
in all of the data domains   Conversely, Filter Type 1 provides more varied results for the 
purpose of evaluating the utility of transforming the features with LDA or PCA prior to 
evaluation in the classifiers. Two of the three native spatial domain approaches scored in the 
bottom three in terms of classification performance.  Additionally, the native spatial domain 
approach that did not score in the bottom three was the approach which implemented the 
feed forward neural network for classification. As noted earlier in the text, the neural 
network maps the native spatial domain data into a new domain before classification occurs. 
Essentially, the neural network is performing a domain transform operation similar to PCA 
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or LDA prior to classification. Therefore, we conclude the native spatial domain features can 
be more effectively represented in a transform domain resulting in superior classification 
performance. 
Again, Filter Type 2 did not provide much insight into the effects of evaluating the 
different classification approaches due to the high performance levels across the board. 
However, Filter Type 1 results were more varied and do provide insight into the 
performance of the different classification approaches. The top four performers using Filter 
Type 1 were transform domain based classifiers. The top performer was the Maximum 
Likelihood ensemble approach which implemented a Maximum Likelihood classifier for 
both the LDA and PCA domain features, and then fused the results of the independent 
classifiers into a single result using a Bayesian Network. Consequently, the ensemble 





SEVEN FEATURE CLASSIFICATION OF VEHICLES 
Euler angles provide a mechanism to represent orthogonal angular information with 
separate values [128][129][130], rather than collapsing all angular information into a single 
value as is done with a dot product. However, the values of the Euler angles are dependent 
on the reference frame to which they are relative. For the purposes of classification, one 
must choose a reference frame in which the Euler angles are constant.  For the seven feature 
approach detailed in this section, the reference frame to which the Euler angles are 
referenced will be calculated using the vector between PoI A and PoI B on the vehicle. The 
reference frame is referred to as frame AB.  The X-Axis of the reference frame AB will be 
aligned with the AB vector of the vehicle. They Y-Axis and Z-Axis will be calculated using 
cross product operations and when combined with the X-Axis will result in a right handed 
coordinate system to serve as reference frame AB.  Equation 245 through Equation 251 
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𝑨𝑩 ) ( 251 ) 
The seven feature classification approach was implemented using two separate 
Kalman Filter formulations. The first formulation, referred to as Filter Type 1, employed 
three separate six state filters which each independently tracked a PoI. Using the 3D position 
information contained in each six state filter for their respective PoI, the vectors and angles 
of interest were calculated. The second formulation, referred to as Filter Type 3, employed a 
single twelve state filter which use knowledge of the feature geometry to track all three PoI 
as a single rigid structure.  Using the 3D position information for the PoI contained in the 
twelve state filter, the vectors and angles of interest were calculated. The symbols 
corresponding to the different domain data types tested in each classifier are depicted in 
Figure 65. 
 
Figure 65 Data Domain Seven Feature Classification Plot Symbols 
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Experimental Results – Filter Type 1 - Six State Filter 
The classification performance of Filter Type 1 for the seven feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 66 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 






Figure 67 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 
Likelihood: Moving Vehicle - Noise Level of 50 microradians – Filter Type 1 
 
 
Figure 68 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 1 
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Noise Level of 100 microradians 
 
Figure 69 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
 
 
Figure 70 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 




Figure 71 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
Noise Level of 150 microradians 
 
Figure 72 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 




Figure 73 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 
Likelihood: Moving Vehicle - Noise Level of 150 microradians – Filter Type 1 
 
 
Figure 74 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  
Moving Vehicle - Noise Level of 150 microradians - Filter Type 1 
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Noise Level of 200 microradians 
 
Figure 75 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 1 
 
 
Figure 76 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 




Figure 77 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  




Experimental Results – Filter Type 3 - Twelve State Filter 
The classification performance of Filter Type 3 for the seven feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 78 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 





Figure 79 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 
Likelihood: Moving Vehicle - Noise Level of 50 microradians – Filter Type 3 
 
 
Figure 80 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 3 
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Noise Level of 100 microradians 
 
Figure 81 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 3 
 
 
Figure 82 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 




Figure 83 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 3 
Noise Level of 150 microradians 
 
Figure 84 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 





Figure 85 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 
Likelihood: Moving Vehicle - Noise Level of 150 microradians – Filter Type 3 
 
 
Figure 86 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  
Moving Vehicle - Noise Level of 150 microradians - Filter Type 3 
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Noise Level of 200 microradians 
 
Figure 87 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 3 
 
 
Figure 88 Percent Recognition of Vehicle Types -vs- Range with Seven Feature Max 




Figure 89 Percent Recognition of Vehicle Types -vs- Range with Seven Feature ANN:  




Seven Feature Conclusions 
The performance for the seven feature classification performance averaged across all 
ranges and noise levels for both Filter Type 1 and Filter Type 3 is shown in Table 8 and 
Table 9. 
Table 8  
Seven Feature Correct Classification Percentage For Filter Type 1 Averaged Across All 
Range and Noise Levels 
Approach % Correct 
PCA ANN 89.77 
ANN Ensemble 89.05 
Max Likelihood Ensemble 86.37 
PCA Max Likelihood 85.72 
LDA Max Likelihood 85.18 
Native ANN 85.17 
Euclidean Ensemble 84.38 
LDA Euclidean 84.27 
LDA ANN 80.87 
Native Max Likelihood 79.47 
PCA Euclidean 68.17 
Native Euclidean 64.03 
Table 9  
Seven Feature Correct Classification Percentage For Filter Type 3 Averaged Across All 
Ranges and Noise Levels 
Approach % Correct 
Native ANN 100.00 
PCA Max Likelihood 100.00 
PCA ANN 100.00 
LDA Euclidean 100.00 
LDA Max Likelihood 100.00 
LDA ANN 100.00 
Euclidean Ensemble 100.00 
Max Likelihood Ensemble 100.00 
ANN Ensemble 100.00 
Native Max Likelihood 99.98 
PCA Euclidean 99.98 




Filter Type 1, the three six state filters, did well initially, but performance dropped 
off significantly as range increased. This indicates Filter Type 1 is sensitive to the effects of 
noise, which are linearly amplified as a function of distance. Intuitively, this is consistent 
with the model being used to construct the vectors in 3D space. Given that the 3D location 
of each PoI is being reconstructed independently, and the noise on each angle measurement 
for each point is independent, the predicted geometries can easily diverge in the presence of 
significant noise and lead to highly skewed feature values.  Filter Type 3, the combined 
twelve state filter, consistently performed well, thus demonstrating its robustness for dealing 
with noise and added range. This was a result of the twelve state filters a priori knowledge of 
the rigid geometry connecting the PoI which served to constrain the geometry to its true 
form.  This outcome was confirmed by both the plotted data and table of average results. 
Consequently, we conclude Filter Type 3 is the superior solution for estimating the required 
parameters for implementing the seven feature approach. 
Filter Type 3 did not provide much insight into the effects of evaluating the features 
in different transform domains, simply because of how well all of the classifiers did in all of 
the data domains. Conversely, Filter Type 1 provided more varied results for the purpose of 
evaluating the utility of transforming the features with LDA or PCA prior to evaluation in 
the classifiers. Two of the three native spatial domain approaches scored in the bottom three 
in terms of classification performance.  Additionally, the native spatial domain approach that 
did not score in the bottom three was the approach which implemented the feed forward 
neural network for classification. As noted earlier in the text, the neural network maps the 
native spatial domain data into a new domain before classification occurs. Essentially, the 
neural network is performing a domain transform operation similar to PCA or LDA prior to 
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classification. Therefore, we conclude the native spatial domain features can be more 
effectively represented in a transform domain for the purposes of classification. 
Again, Filter Type 3 did not provide much insight into the effects of evaluating the 
different classification approaches due to the high performance levels across the board. 
Conversely, Filter Type 1 results were more varied and did provide insight into the 
performance of the different classification approaches. The top two using Filter Type 1 were 
ANN based classifiers implemented using transform domain features. A close third in terms 
of performance was the maximum likelihood ensemble approach. The maximum likelihood 
ensemble approach implemented a maximum likelihood classifier for both the LDA and 
PCA domain features and then fused the results of the independent classifiers into a single 
result using a simple Bayesian Network. Consequently, the ensemble approach benefited 
from the advantages of using both the LDA and PCA domain features. Ultimately, ANN 
transform domain based approach provided the best solution for seven feature classification; 
however if an alternative approach is required, the maximum likelihood ensemble classifier 





SIXTEEN FEATURE CLASSIFICATION OF VEHICLES 
Euler angles provide a mechanism to represent orthogonal angular information with 
separate values [128][129][130]. Additionally, the dot product formula provides a convenient 
mechanism for characterizing the orientation between two vectors with only a single value. 
Both approaches present valuable sources of information if handled correctly.  However, the 
values of the Euler angles and dot product angles are dependent on the reference frame to 
which they are relative. For the purposes of classification, one must choose a reference 
frame in which the Euler angles and dot products are constant.  For the sixteen feature 
approach detailed in this section, the reference frame to which the Euler angles and dot 
products are referenced will be calculated using the velocity vector of PoI A of the vehicle. 
The velocity reference frame is referred to as frame V.  The X-Axis of the reference frame 
V will be aligned with the velocity vector of PoI A of the vehicle. They Y-Axis and Z-Axis 
will be calculated using cross product operations and when combined with the X-Axis will 
result in a right handed coordinate system to serve as reference frame V.  The velocity 
vector of point A is assumed to have a constant orientation to the vectors between PoI A 
and PoI B, PoI A and PoI C and PoI B and PoI C on the vehicle regardless of vehicle 
orientation. It’s worth re-noting, one of the requirements for the proposed techniques are 
the velocity vector of the vehicle is constant. In other words, the vehicle can’t be turning or 
changing lanes. Given that the velocity vector is being used a reference frame, the sixteen 
feature approach is only applicable to moving vehicles. Equation 252 through Equation 267 
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The sixteen feature classification approach was implemented using two separate 
Kalman Filter formulations. The first formulation, referred to as Filter Type 1, employed 
three separate six state filters which each independently tracked a PoI. Using the 3D position 
information contained in each six state filter for their respective PoI, the vectors and angles 
of interest were calculated. The second formulation, referred to as Filter Type 3, employed a 
single twelve state filter which use knowledge of the feature geometry to track all three PoI 
as a single rigid structure.  Using the 3D position information for the PoI contained in the 
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twelve state filter, the vectors and angles of interest were calculated.  The symbols 
corresponding to the different domain data types tested in each classifier are depicted in 
Figure 90. 
 
Figure 90 Data Domain Sixteen Feature Classification Plot Symbols 
Experimental Results – Filter Type 1 - Six State Filter 
The classification performance of Filter Type 1 for the sixteen feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 91 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 




Figure 92 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 
Likelihood: Moving Vehicle - Noise Level of 50 microradians – Filter Type 1 
 
 
Figure 93 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 1 
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Noise Level of 100 microradians 
 
Figure 94 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 
Distance: Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
 
 
Figure 95 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 




Figure 96 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 1 
Noise Level of 150 microradians 
 
Figure 97 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 




Figure 98 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 
Likelihood: Moving Vehicle - Noise Level of 150 microradians – Filter Type 1 
 
 
Figure 99 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  




Noise Level of 200 microradians 
 
Figure 100 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians- Filter Type 1 
 
 
Figure 101 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 




Figure 102 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  




Experimental Results – Filter Type 3 - Twelve State Filter 
The classification performance of Filter Type 3 for the sixteen feature approach is 
detailed in this section for constant velocity vehicles with varying levels of noise. 
Noise Level of 50 microradians 
 
Figure 103 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 





Figure 104 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 
Likelihood: Moving Vehicle - Noise Level of 50 microradians – Filter Type 3 
 
 
Figure 105 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  
Moving Vehicle - Noise Level of 50 microradians - Filter Type 3 
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Noise Level of 100 microradians 
 
Figure 106 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 100 microradians - Filter Type 3 
 
 
Figure 107 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 




Figure 108 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  
Moving Vehicle - Noise Level of 100 microradians - Filter Type 3 
Noise Level of 150 microradians 
 
Figure 109 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 




Figure 110 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 
Likelihood: Moving Vehicle - Noise Level of 150 microradians – Filter Type 3 
 
 
Figure 111 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  
Moving Vehicle - Noise Level of 150 microradians - Filter Type 3 
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Noise Level of 200 microradians 
 
Figure 112 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Euclidean 
Distance:  Moving Vehicle - Noise Level of 200 microradians - Filter Type 3 
 
 
Figure 113 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature Max 




Figure 114 Percent Recognition of Vehicle Types -vs- Range with Sixteen Feature ANN:  




Sixteen Feature Conclusions 
The performance for the sixteen feature classification performance averaged across 
all ranges and noise levels for Filter Type 1 and Filter Type 3 is shown in Table 10 and Table 
11. 
Table 10  
Sixteen Feature Correct Classification Percentage For Filter Type 1 Averaged Across All 
Range and Noise Levels 
Approach % Correct 
LDA Max Likelihood 96.03 
LDA Euclidean 95.72 
Euclidean Ensemble 95.72 
Max Likelihood Ensemble 95.62 
Native ANN 94.52 
ANN Ensemble 93.05 
PCA ANN 92.07 
LDA ANN 89.70 
PCA Max Likelihood 86.75 
Native Max Likelihood 80.67 
PCA Euclidean 73.38 
Native Euclidean 67.72 
Table 11  
Sixteen Feature Correct Classification Percentage For Filter Type 2 Averaged Across All 
Ranges and Noise Levels 
Approach % Correct 
Native Max Likelihood 100.00 
Native ANN 100.00 
PCA Euclidean 100.00 
PCA Max Likelihood 100.00 
PCA ANN 100.00 
LDA Euclidean 100.00 
LDA Max Likelihood 100.00 
LDA ANN 100.00 
Euclidean Ensemble 100.00 
Max Likelihood Ensemble 100.00 
ANN Ensemble 100.00 
Native Euclidean 99.90 
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The robustness of Filter Type 1 varied as a function of the data domain in which the 
features were represented, as well as the classifier being used. The Euclidean Distance and 
Maximum Likelihood classifiers operating on features represented in the LDA domain 
demonstrated the highest performance and the least sensitivity to noise and increasing range. 
Additionally, the ensemble classifiers operating jointly on LDA and PCA data also 
demonstrated high performance and low sensitivity to noise and increasing range. 
Conversely, Minimum Euclidean Distance and Maximum Likelihood classifiers operating 
solely on features represented in either the native spatial or PCA domains degraded quickly 
in performance as range and noise levels increased.   
Filter Type 3, the twelve state filter, performed extremely well, thus demonstrating its 
robustness for dealing with noise and increasing range. Its increased performance was a 
result of the twelve state filters a priori knowledge of the rigid geometry connecting the PoI, 
which served to constrain the geometry to its true form. Consequently, we conclude Filter 
Type 3 is the superior solution for estimating the required parameters to implement the 
sixteen feature approach. 
Filter Type 3 results do not provide much insight into the effects of evaluating the 
features in different transform domains, simply because of how well all of the classifiers did 
in all of the data domains. Conversely, Filter Type 1 provides more varied results for the 
purpose of evaluating the utility of transforming the features with LDA or PCA prior to 
evaluation in the classifiers. Two of the three native spatial domain approaches scored in the 
bottom three in terms of classification performance, which indicates the LDA and PCA 
representations of the features are superior for classification purposes.  Additionally, the 
remaining native spatial domain approach that did not score in the bottom three was the 
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approach which implemented the feed forward neural network for classification. As noted 
earlier in the text, the neural network maps the native spatial domain data into a new domain 
before classification occurs. Essentially, the neural network is performing a domain 
transform operation similar to PCA or LDA prior to classification. Consequently, we 
conclude the native spatial domain features can be more effectively represented in a 
transform domain resulting in superior classification performance. 
Again, Filter Type 3 did not provide much insight into the effects of evaluating the 
different classification approaches due to the high performance levels across the board. 
Filter Type 1 results were more varied, but no clear conclusion can be reached as to which 
classification approach was superior. This is due to the fact the top five performers included 
all three classification approaches and there wasn’t a significant difference in the level of 





CHAPTER EIGHT:  
CONCLUSSIONS AND FUTURE WORK 
Conclusions 
The choice of filter was the largest factor in determining the success of each of the 
proposed technique. Filter Type 2 and Filter Type 3 showed superior immunity to the 
deleterious effects of increased noise and range. Consequently, Filter Type 2 and Filter Type 
3 where able to more consistently converge on the correct 3D representation of the PoI. 
This superior convergence capability translated into more accurate vector representations 
from which the classification features could be calculated. The classification approaches 
utilizing features represented in a transform domain consistently outperformed features 
represented in the native spatial domain. Therefore, we conclude the native spatial domain 
features can be more effectively represented in a transform domain for the purposes of 
classification. Maximum likelihood based techniques consistently demonstrated high 
performance relative to their peers across all four sets of features and also achieved the 
highest overall performance. Therefore, we conclude a maximum likelihood based approach 
to be the best choice based on both performance and complexity of implementation. 
Overall, increasing the number of features did result in increasing classification 
performance. Table 12 lists the average classification percentage for all classification 
techniques for each set of proposed features averaged over all ranges and noise levels. The 
table shows a definite upward trend in average classification percentage as the number of 
features increases. Additionally, Table 13 lists the maximum classification percentage 
achieved for all classification techniques for each set of proposed features averaged over all 
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ranges and noise levels. Again, the table shows a definite upward trend in maximum 
classification percentage achieved as the number of features increases. 
Inevitably, despite the outstanding performance of t Filter Type 2 and Filter Type 3, 
continuously increasing the noise and range will cause the performance to decline. The 
insights gained from Filter Type 1 results in regards to the use of transform domain features 
and varying classification approaches can provide guidance when determining the best 
transform domain / classifier combination to maximize the performance of Filter Type 2 
and Filter Type 3. 
 
Table 12  
Average Classification Percentage For All Multipoint Techniques Averaged Across All 
Range and Noise Levels 
Approach Average % 
Correct For 
Filter Type 1 
Average % Correct 
For Filter Type 2 or 
Filter Type 3 
2 Feature 75.91 99.57 
3 Feature 81.98 100.00 
7 Feature 81.87 99.97 
16 Feature 88.41 99.99 
 
Table 13  
Maximum Classification Percentage For All Multipoint Techniques Averaged Across All 
Range and Noise Levels 
Approach Max % Correct 
For Filter 
Type 1 
Max % Correct For 
Filter Type 2 or 
Filter Type 3 
2 Feature 81.05 100.00 
3 Feature 86.87 100.00 
7 Feature 89.77 100.00 
16 Feature 96.03 100.00 
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 One of the primary advantages of this approach, as opposed to purely image based 
approaches, is its ability to maintain a state vector which indicates the position and velocity 
of the vehicle even during data drop outs or missed detections. Such data drop outs or 
missed detections are inevitable under real world conditions. The state based approach will 
allow the methods proposed in this work to coast through those drop outs while still 
providing the vector angle and magnitude features needed for classification. 
Future Work 
Although the approaches presented in this work are specific to two or three PoI, the 
framework is easily extendable to as many PoI as desired, assuming the computational 
burden can be handled by the hardware. The framework can be altered to identify stationary 
targets simply by removing the velocity states from the filter derivation. Additionally, the 
approaches could also be altered to track and identify turning vehicles by incorporating 
acceleration states into the filter derivation.  Implementing the techniques using particle 
filters as an alternative to Kalman filters to perform the optimal estimation presents an 
opportunity to better handle the non-linearities present in the tracking and measurement 
equations at the expense of greater computational overhead. Modifying the filter derivation 
to employ multiple cameras would enable a triangulation type approach for passively 
determining vehicle range. This change would allow for the proposed approaches to be 
implemented on fixed sensor installations such as roadside cameras. Additionally, fusing the 
outcome of these approaches with other classifiers which utilize orthogonal sensor modality 
information would increase the robustness and performance of the approaches. 
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Although the simulation used for this work had a great deal of fidelity, 
improvements can be made to account for additional real world factors. For example, the 
simulation did not model data drop outs or track miscorrelations. Also, additional sources of 
error can be modelled such as gimbal jitter or LOS reconstruction misalignments. Although 
the classification performance for some of the approaches achieved one hundred percent 
accuracy, it is highly unlikely this would occur in a real world situation. By adding additional 
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Table 14  
Symbol Definitions 
Description Symbol 
Unit vector from boresight of Detector D to PoI A expressed in the D Frame.  ?⃗? 𝐷𝐴
𝐷  
Euler Rotation Matrix to rotate vector aligned with x-axis of D frame towards PoI A. Φ𝐷 
Euler Transformation matrix to transform vector from D frame to R frame. 𝐶𝐷
𝑅 
Unit vector from boresight of Detector D to PoI A represented in R Frame. ?⃗? 𝐷𝐴
𝑅  








6x1 vector representing State Estimate. ?̂? 
3x1 vector representing position in State Estimate.  ?̂?𝐷𝑇
𝑅  
3x1 vector representing velocity in State Estimate.  ?̂?𝐷𝑇
𝑅  
State Transition Matrix at time k. F𝑘 
State Estimate at time k-1. 𝑋 ̂𝑘−1 
State Estimate at time k given State Estimate at time k-1. 𝑋 ̂𝑘|𝑘−1 
State Estimate at time k given measurement at time k. 𝑋 ̂𝑘|𝑘 
State Covariance at time k – 1 𝑃𝑘−𝟏 
State Covariance at time k given State Covariance at time k -1. 𝑃𝑘|𝑘−1 
State Covariance at time k given measurement at time k. 𝑃𝑘|𝑘 
Measurement residual at time k 𝑦𝑘 
Measurement vector at time k 𝑧𝑘 
Measurement mapping matrix at time k  𝐻𝑘 
Residual Covariance at time k 𝑆𝑘 
Kalman gain at time k 𝐾𝑘 
Vector between PoI A and PoI B expressed in the R frame. 𝑋 𝐴𝐵
𝑅  
Velocity vector of PoI A expressed in the R frame. ?⃗? 𝐴
𝑅 
Magnitude of vector 𝑋 𝐴𝐵
𝑅  𝑟𝐴𝐵 
Dot product angle between 𝑋 𝐴𝐵
𝑅  and ?⃗? 𝐴
𝑅 𝛾𝐴𝐵 
Elevation Euler Angle of 𝑋 𝐴𝐵
𝑉  expressed in the V frame. 𝜃𝐴𝐵𝑖
𝑉  
Azimuth Euler Angle of 𝑋 𝐴𝐵
𝑉  expressed in the V frame. 𝜓𝐴𝐵𝑖
𝑉  
Perturbation or partial derivative δ 
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