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Cross-layer interaction of Distributed Coordination Function (DCF) of 802.11 MAC protocol and TCP transport protocol leads
to two types of unfairness. In a mixed traﬃc scenario, short-lived TCP flows suﬀer from poor performance compared to the
aggressive long-lived flows. Since the main source of Internet traﬃc is small file web transfers, this issue forms a major challenge
in current WLANs which is called size-based unfairness. In addition, when sharing an access point bottleneck queue, upstream
flows impede the performance of downstream flows resulting in direction-based unfairness. Proposed solutions in the literature
mostly rely on size-based scheduling policies. However, each proposed method is able to solve any of these two mentioned aspects,
none of them can provide both size-based and direction-based fairness in a unique solution. In this paper, we propose a novel
queue management policy called Threshold-Based Least Attained Service-Selective Acknowledgment Filtering (TLAS-SAF). We
show analytically and by simulation that TLAS-SAF is capable of providing both direction-based and size-based fairness and can
be taken into account as a unique solution to be applied at access point buﬀers.
1. Introduction
IEEE 802.11 Wireless LAN has become a prevalent technol-
ogy in the market due to the higher demand of users to
access to the Internet from diﬀerent locations. Access to the
network is provided by many companies and organizations
using wireless hotspots in public locations such as oﬃces,
shopping malls, airports, and restaurants as well as end users
establishing local wireless networks to surf the Internet at
home as a viable alternative to Ethernet connectivity.
TCP is the dominant transport protocol in the Internet,
carrying typically over 80% of the bytes of a given link. The
majority of applications such as peer-to-peer file sharing,
web pages, email service, and podcasting have employed TCP
as their transport layer protocol and it is likely to remain the
transport layer of most applications in those environments
in future.
Hence, fair and eﬃcient provision of service between
TCP data flows is crucial from user perspective. A number of
problems due to the use of TCP in 802.11 wireless networks
have been identified over the years owing to the fact that TCP
has been initially optimized for wired networks.
Wireless 802.11 LANs can operate in either infrastructure
mode or ad-hoc mode. In this paper, our focus is on infras-
tructure mode only which employs an Access Point (AP) on
a wireless channel relaying traﬃc to and from the Internet.
Wireless 802.11 MAC protocol uses two techniques which
are Distributed Coordination Function (DCF) and Point
Coordination Function (PCF) [1]. The main objective of
DCF is to provide all WLAN stations with equal opportunity
to access the transmission medium. DCF when coupled with
TCP as transport-layer protocol can result in both flow level
direction-based and size-based unfairness.
Cross-layer interaction of DCF and TCP leads to
the unfair bandwidth allocation between downstream and
upstream flows in benefit of upstream flows which is called
direction-based unfairness since it deals with direction of
flows. In fact, the equal opportunity of DCFmakes the down-
stream queue at the AP a bottleneck so that data packets of
downstream flows will get dropped when acknowledgment
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packets of upstream flows occupy the AP buﬀer resulting in
lower bandwidth for downstream flows [2]. Another situa-
tion that causes unfairness in infrastructure-based WLANs
is when long-lived and short-lived TCP flows compete for
the downstream bottleneck queue at the access point. In this
situation, which is a sample of size-based unfairness, packets
from the long-lived flows can occupy more buﬀer space than
the short-lived flows due to the TCP flow and congestion
control mechanisms, causing higher loss for the short-lived
flows and hence unfairness in benefit of long-lived flows.
Extensive research has been done to study unfairness
phenomenon in WLANs. Fairness issues caused by cross-
layer interaction of MAC and TCP have been studied by
[3–5]. To alleviate these unfairness problems, several queue
management mechanisms have been proposed which were
not eﬃcient and consistent and thus have not been facilitated
by applications. This is because these solutions only solve
either size-based or direction-based unfairness while even
sometimes causing unfairness in another aspect. There is a
need for a unique solution which can solve both types of
unfairness.
The main objectives of this paper are three-fold. Firstly,
we demonstrate and evaluate diﬀerent types of unfairness
phenomenon (short-lived versus long-lived flows as well as
upstream versus downstream flows) in IEEE 802.11 WLAN.
Secondly, we propose a novel queue management policy
called “Threshold-based Least Attained Service Scheduling-
Selective Acknowledgment Filtering (TLAS-SAF)” to alleviate
mentioned types of unfairness to an acceptable level, and
thirdly, we evaluate the eﬃciency and validation of our
scheme using various simulation scenarios.
This paper is organized into five sections including
this introductory section. The rest of the sections are as
follows. Section 2 gives an overview of fairness issues in
IEEE 802.11 WLANs based on diﬀerent scenarios as well
as diﬀerent solutions proposed to provide fair and eﬃcient
bandwidth allocation among wireless nodes and cites-related
works. Section 3 describes our proposed TLAS-SAF queue
management policy. Section 4 describes the methodology
used in this paper. The simulation framework, simulation
parameters, setting and environment, assumptions, models,
and performance metrics are described in this section.
Section 5 discusses the performance of TLAS-SAF using
simulation results. Section 6 concludes the overall research
study and outlines future works.
2. Literature Reviews
This section addresses two typical unfairness issues caused
by cross-layer interaction between DCF and TCP, namely,
size-based and direction-based unfairness. It also reviews
various solutions proposed in the literature to provide fair
bandwidth allocation among TCP flows in infrastructure
mode WLANs.
Fairness issues caused by TCP andMACprotocol interac-
tion are discussed in [4–8]. Pilosof et al. [5] observed unfair
allocation of the network bandwidth between upstream flows
and downstream flows through network measurements.
A comprehensive simulation study was also conducted to
identify the causes of unfairness. The authors reported that
the buﬀer size at the AP plays an important role in the
wireless channel bandwidth allocation. They proposed a
simple solution to alleviate TCP flow-level unfairness that
sets the advertised receiver window of all flows to B/n at
the base station, where B is the buﬀer size of base station and
n is the number of TCP flows. As a result, the downstream
flows can achieve their fair share of the bandwidth.
Fair bandwidth allocation among short-lived flows and
long-lived flows (i.e., mice and elephants) in wireless LANs
has become an open issue in recent years since it has been
extensively studied in wired networks [9–14]. TCP as a
dominant transport protocol in computer networks and
specifically in the Internet has been implemented to transfer
large bulk data. Consequently, when it couples with DCF
mechanism in IEEE 802.11 MAC protocol, it leads to the
unfairness in bandwidth allocation among flows in benefit
of long-lived flows. In fact, in wireless part, the unfairness
problem between short-lived flows and long-lived flows can
be more severe compared to the wired networks, since the
packet loss rate and the bit error rate are usually higher owing
to the nature of the wireless channel.
Several solutions to the size-based unfairness in WLANs
have been proposed [3, 15, 16] which are mostly based
on size-based scheduling policies operating in network and
transport layer in contrast to the methods proposed in [6, 8]
which rely on the MAC layer modification. The closest work
to our research is [3] which employs a queue management
approach to provide size-based fairness, namely, “Threshold
based Least Attained Service (TLAS)”. In addition, authors
in [3] tried to alleviate the direction-based unfairness in
WLANs based on original variant of TLAS, “Least Attained
Service (LAS)” scheduling.
However LAS can solve direction-based unfairness, it
results in starvation of long-lived flows and hence deterio-
rating the size-based unfairness. On the other hand, TLAS is
able to prevent large flows to get starved and guarantee size-
based fairness, but it is unable to guarantee the direction-
based fairness. Subsequently, there is a need for a unique
queue management solution for both types of fairness to be
employed in access point buﬀers. Our aim in this research is
to propose such a method that can provide size-based as well
as direction-based fairness in one algorithm.
2.1. Direction-Based Fairness. In infrastructure-based-
WLAN, access point acts as a relay between wireless and
wired network. Consider a scenario based on Figure 1
in which K stations and an AP are contending for the
access to the channel. Equal opportunity nature of DCF
provides all stations including AP the same number of access
opportunities to the wireless medium.
In this situation, eachmobile station approximately gains
1/(K+1) share of the total transmit opportunities over a long
time interval. As a result, since AP is responsible to transmit
downstream data to all wireless nodes, the downstream and
upstream shares of transmit opportunities would become
1/(K + 1) and K/(K + 1) accordingly resulting in overall
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Figure 1: Scenario of AP operation.
upstream transmit opportunities to be K times more than
downstream. But AP has to transmit half of the total packets
in the system and hence is a bottleneck. This is owing to the
fact that 1/(K + 1) downstream transmission would also be
shared bym flows. If each station transmits one downstream
and one upstream flows,
t(flowi) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
1
K(K + 1)
, mD = K ; type(flowi) = D,
1
K + 1
, mU = K ; type(flowi) = U ,
(1)
where t(flowi) is the transmission opportunities for flowi and
type(flowi) can either be D or U which stand for Download
and Upload, respectively. From (1), we can deduce that flows
in downstream direction would suﬀer from lower number of
transmission opportunities which leads to their lower share
of bandwidth compare to the upstream flows.
In fact, DCF does not diﬀerentiate between AP and
other stations in term of access to the channel making
the downstream progress slowly. This happens because in
presence of both types of flows, data packets of downstream
flows and acknowledgment packets of upstream flows enter
to the bottleneck queue due to the half-duplex nature of
AP downstream queue. It means that communication is
possible in both directions, but stations cannot send data
simultaneously, and must be one by one. In general, the
same channel is used for both transmission and reception.
Consequently, the AP queue will be shared by downstream
data packets and upstream ACK packets in contrast to the
full duplex wired links in which upstream and downstream
packets flows enter to separate queues.
When AP queue in WLAN as a bottleneck overflows,
packet loss occurs. But the impact of the packet loss for
downstream data packets is not the same as upstream ACK
packets. Data packet loss can be detected by sender using
either triple duplicate ACK mechanism in TCP or retrans-
mission timeout (RTO). In the first case, three duplicate
ACKs will lead to the congestion window of TCP flow to
be halved. In the latter case, congestion window will be
set to one returning to slow-start mode. In both situations,
packet loss will eventually lead to the significant throughput
degradation. However, in the moment of an ACK loss,
the subsequent ACK packet will acknowledge the arrival of
previous one relying on cumulative nature of TCP ACKs and
its loss impact on flow throughput can be seen negligible.
By this overview, we can deduce that when upstream
ACK packets arrive to the AP bottleneck queue, they lead
to the loss of downstream data packets and hence lower
throughput for downstream flows. In contrast, existence
of downstream data packet has not a considerable impact
on upstream flows. In fact, AP downstream bottleneck
queue plays an important role in the degree of unfairness
between upstream and downstream flows (direction-based
unfairness). Authors in [3, 5] found that the key parameter
defining the unfairness degree is AP queue size.
Most access points in WLANs are using fixed size queues.
When number of flows contending for channel bandwidth
increases these queues enter to the saturation phase. In
this situation, consequent drop happens for data packets
as well as ACK packets which eventually lead to the lower
bandwidth for downstream flows as explained before. But
queue saturation never ends up owing to the fact that ACK
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loss does not decrease upstream flows congestion window
and ACK packets will fill the buﬀer causing downstream data
packets loss rate to get worse. To overcome this problem,
AP buﬀer size must be large enough to accommodate all
packets sending from wireless nodes. In this situation, each
flow’s congestion window will eventually reach to the TCP
advertised receiver window which is the maximum bound of
the window for each flow.
2.2. Size-Based Fairness. TCP transport protocol has been
initially designed to optimize throughput for long-lived bulk
data transfer. TCP congestion and flow control mechanisms
have been implemented and designed in such a way that
large data flows can enjoy from the best eﬀort bandwidth
allocation. While TCP slow-start probes the network capac-
ity, it is followed by steady state and congestion avoidance
phases. However, small files data transfers often donot reach
to the steady state and congestion avoidance phases and
their transfer terminate while they are in their slow-start
phase. Consequently, they normally use a smaller portion
of bandwidth compare to the long-lived flows since they
showmore conservative behavior due to the small congestion
window in slow-start phase.
In infrastructure-based WLANs, when short-lived and
long-lived flows share a common downstream bottleneck
queue at AP, long-lived flows show a more aggressive
behavior compared to the conservative short-lived flows and
occupy most of the buﬀer space which eventually leads to
the higher packet loss for short-lived flows. In fact, small file
transfers are prone to the packet loss since their congestion
window is too small to trigger the “triple duplicate ACK”
mechanism and any loss in these flows normally leads to the
“retransmission timeout” which sets the congestion window
to one packet only resulting in poor performance and very
low throughput. Furthermore, packet loss of short-lived
flows can even become more costly knowing the fact that
wireless links are prone to the bursty bit errors due to
the nature of wireless channel. In fact, burstiness of errors
in wireless channel transmissions may lead to the several
packet losses in the same window resulting in performance
degradation of TCP flows. All these issues cause that short-
lived flows suﬀer from higher variability of transfer time
compared to the long-lived flows.
Studies have revealed that Internet traﬃc shows a high
variability property and most of the TCP flows are short,
while more than half of the bytes are carried by less than
5% of the largest flows [17, 18]. Since Web data transfer
is the most popular service in the Internet, small files are
expected to comprise the main fraction of the Internet
traﬃc. In contrast, the largest flows seen in the Internet are
originated from peer-to-peer file sharing services that have
become popular in the recent years. The high variability of
Internet traﬃc can negatively aﬀect the end user experience
in general due to the nature of TCP transport protocol
and FIFO scheduling mechanism used in most network
routers. In WLANs, the situation is even worse because of
the reasons mentioned previously. While most of the traﬃc
flows triggered by user interactions are short-lived flows, size
based unfairness issue in WLANs leads to the degradation of
interactivity experienced by end users.
Several solutions have been proposed to solve the
problem of size-based unfairness in IEEE 802.11 WLANs
mostly relying on size-aware scheduling policies [3, 15, 16].
A size-aware scheduling policy refers to the queue scheduling
scheme that diﬀerentiates and prioritizes packets based on
their corresponding flow size. Mentioned proposed solutions
normally use a class of size-aware scheduling policies which
gives service priority to packets from short flows to improve
overall user perceived performance without penalizing the
performance of long flows too much.
2.3. Related Works. In this part, we will study various
methodologies proposed to solve any of size-based or
direction-based unfairness in 802.11 WLANs. These are
Advertised Receiver Window Setting, Dynamic Buﬀer Sizing
and diﬀerent variants of size-aware scheduling policies (e.g.,
LAS and TLAS). Furthermore, we will explain that none of
these works are able to solve both types of unfairness.
Advertised Receiver Window Setting. AP buﬀer size needed
for TCP fairness is estimated by [5] as
B ≥ (∂MW +NW), (2)
where ∂ is the number of ACK packets per data packets
in TCP, W is the TCP-advertised receiver window for all
flows, and N and M refer to the number of downstream and
upstream flows, respectively. A more accurate estimation of
minimum buﬀer size to achieve fairness in the scenario of
one TCP upstream flow and several TCP downstream flows
is estimated by [19] as
B ≥W + 4N
√
0.38
(
W2 + 2W
)
3
. (3)
From (3), the work [20] infers that the maximum value of
the advertised receiver window associated with AP buﬀer size
ensuring fairness is calculated as
WB = −2N
2 − 3B +√4N2 + 12N2B + 6N2B2
2N2 − 3 . (4)
In real infrastructure-based WLANs, AP is normally
connected to the wired link and provides Internet service via
that link. Thus, data is in transit in the link proportional to
the link delay. Consequently, amount of total buﬀer includ-
ing the data in transit in the link and AP buﬀer increases
proportional to the increase of link delay. Considering data
in transit in the link, the maximum value of the advertised
receiver window ensuring fairness is calculated by [20] as
WD ≤W ≤WB +WD, (5)
where WD is the TCP window size associated with link delay
and calculated as
WD =
(
delaywired + delaywireless
)
thrtotal
4(N + 1)packet size
, (6)
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where thrtotal is the total achievable throughput on the
channel. Both TCP fairness and total throughput are ensured
as long as advertised receiver window size is the value within
the range of (5). Proposed method in [20] guarantees per-
flow fairness among TCP flows while maintaining maximum
achievable throughput. From (3), we can also infer that as
the number of downstream flows (N) increases, the needed
buﬀer size B increases in proportion with N implying the
high impact of number of downstream flows on needed
buﬀer size to assure fairness.
Dynamic Buﬀer Sizing. In contrast to the static buﬀer sizes
employed in mentioned methods, in the work [21] proposed
a dynamic buﬀer sizing method to achieve flow level fairness
in IEEE 802.11e WLANs. In proposed method by [21]
adaptive buﬀer size to achieve fairness is calculated by
B = min
(
T
Tserv
+ a,Bmax
)
, (7)
where T is the target queuing delay which should be
guaranteed to each packet and Tserv(t) is the interservice time
of queue at time t and a is the overprovisioning amount to
accommodate short-term fluctuations of AP queue service
rate. Authors in [21] proposed Tserv to be calculated by
Tserv = αTserv + (1− α)(te − ts), (8)
where ts and te refer to the arrival time of packet to the
head of queue and successfully receive time of MAC ACK
of that particular packet, respectively. Using this method,
AP buﬀer size adapt its size in such a way that can provide
fair bandwidth allocation among upstream and downstream
flows.
Least Attained Service Scheduling. LAS is a preemptive
scheduling policy that favors short jobs without prior
knowledge of the job sizes. To this end, LAS gives service
to the job in the system that has received the least amount
of service so far [22]. At any given moment, the set of jobs
which have received the least service share the processor (or
any resource). A newly arrived job always preempts the job
currently in service and keeps the processor until it gets
finished, or until the next arrival occurs, or until it has
achieved an amount of service equal to that received by the
job preempted on arrival, whichever occurs first. In the past,
LAS was believed to heavily penalize large jobs. However, it
has recently been proved that the mean response time of LAS
highly depends on the job size distribution [23].
The concept of job has been employed by processor
sharing policies as a piece of workload which arrived to
a system at once. However, in computer networks this
definition might not be correct since a flow of packets does
not arrive at once to a network resource. In fact, in computer
network a flow is consisting of a sequence of packets arriving
in timely manner that are multiplexed with other flows.
Consequently, analytical modeling of LAS for jobs cannot
simply apply to flows. Instead, we use simulation techniques
to study the performance of LAS in network flows.
Based on LAS definition in network flows, the next packet
to be served is the one that belongs to the flow that has
received the least amount of service so far. Consequently,
LAS will serve packets from a newly arriving flow until that
flow has received an amount of service equal to the amount
of least service received by a flow in the system before its
arrival. If two or more flows have received an equal amount
of service, they share the system resources fairly. In a network
priority queue LAS, as a queue management policy, operate
as follows. When a packet arrives to a full queue, LAS first
inserts the arriving packet at its appropriate position in
the queue (based on the service it has received so far) and
then drops the packet which is at the end of the queue [3].
Therefore, LAS gives buﬀer space priority to short-lived flows
as the packet discarding policy under LAS biases against flows
that have utilized the network resources the most.
Studies have shown that LAS significantly reduces the
mean transfer time and loss rate of short TCP flows as
compared to DropTail first-in first-out (FIFO) scheduler,
with a small increase in mean transfer time of large flows.
They also show that under moderate load values a large flow
under LAS is not starved when competing with short TCP
flows. In contrast, the performance of long-lived flows under
LAS deteriorates severely when competing at high load with
short flows.
LAS scheduling policy has been proposed to be employed
by network routers recently [13, 23]. A flow is identifiable at
the network router by its source and destination addresses
and ports. To implement LAS, router employ a counter for
each flow to keep track of the service that flow has received
so far. When a new packet arrives at the network, router
compares its corresponding flow’s counter to other counters
and insert the packet in the queue position according to its
flow received service in a sorted way.
A simpler implementation of LAS can employ TCP
packet sequence number as the amount of service which
its flow has received so far since TCP sequence numbers
are associated with the number of received packets at the
destination and can be taken into account as achieved service
of flow. In this situation, priority queue is sorted based on
packet sequence numbers. When a new packet arrives at the
queue, it will be inserted at its appropriate position based
on its sequence number and finally in case of full queue,
the packet with maximum sequence number (at the tail of
queue) will be discarded. In the situation when no sequence
number more than packet sequence number is found in a
full queue, the arriving packet will simply get discarded since
it should normally belong to a flow which has received the
maximum service compared to other flows so far. Finally,
when all flows received the equal service to that flow, arriving
packets from it can be served in queue.
One drawback of LAS scheduling scheme is that one
newly arriving long-lived flow can block all other existing
long-lived flows until the time it receives the same service
they achieved. In this case, all other long-lived flows get
starved which causes severe unfairness among long-lived
flows. Threshold-based least attained service (TLAS) schedul-
ing has been proposed to solve this type of unfairness.
Its main idea is to give the newly arriving flow service
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priority up to a certain threshold (e.g., 50 packets). Once the
threshold is reached, FIFO scheduling is employed on this
flow [3]. Authors in [3] showed by simulation that TLAS can
guarantee fairness for short-lived flows as well as long-lived
flows.
Since LAS (and also TLAS) gives highest priority to
the first packets of each flow, it prevents these packets to
wait in the queue as they experience little or no queuing
delay resulting in decrease of RTT for first packets of flow.
Since the RTT dominates the transmission time of short
flows, reduction in RTT results in reduction of transmission
time of short flows [22]. In the presence of congestion
in slow-start phase, packet loss will eventually trigger the
retransmission timeout (RTO) because congestion window
is too small to trigger the triple duplicate ACK mechanism.
Since the computation of RTO depends on RTT sample in
TCP protocol, RTTLAS will be smaller than RTOFIFO owing to
the fact that RTTLAS is smaller than RTOFIFO as we previously
mentioned. This leads to reduction of transfer time in LAS
policy compared to FIFO even in the presence of congestion.
LAS as a Solution for Size-Based and Direction-Based Unfair-
ness in 802.11 WLANs. In addition to the wired network
routers, LAS scheduling variants have been proposed to be
used in infrastructure-based wireless local area networks so
as to solve the size-based and direction-based unfairness
problem at the AP router as WLANs suﬀer from the poor
performance of short-lived and also downstream flows [3,
16, 24].
In wired networks where links are in general full duplex,
LAS is applied to each direction of the link independently
from each other. In the case of 802.11 WLANs where wireless
channel is half duplex, in the work [24] proposed to apply
LAS on a connection basis which means that the priority of
a packet at the AP is based on the total amount of traﬃc
sent by the corresponding connection. For the case of TCP
acknowledgments, packet priority will be set equal to the
amount of bytes carried by the data packets on the other
direction of the connection.
Two diﬀerent solutions based on LAS queuemanagement
policy are proposed by authors in [3] to solve size-based
and direction-based unfairness in 802.11 WLANs. For size-
based unfairness, they employed TLAS with threshold of
50 packets to prevent long-lived flows to get starved while
guaranteeing better performance for short-lived flows. In
addition, they used LAS to solve direction-based unfairness
by achieving fair bandwidth allocation among downstream
and upstream flows. However, these two variants of least
attained service scheduling could solve both types of unfair-
ness independently from each other, none of them can solve
both unfairness problems as a unique solution.
In fact, using TLAS to achieve size-based fairness will
not guarantee direction-based fairness since TLAS gives the
equal service to all flows until a certain threshold which
normally is a small value and it behaves as FIFO for the rest of
transmission period resulting in direction-based unfairness
for most part of the transmission period (specifically for
long-lived downstream flows). On the other hand, while
Table 1: Comparison of WLAN-oriented solutions.
Method
Size-based
fairness
Direction-
based
fairness
Comment
LAS [3, 16] No Yes Starvation of long flows
TLAS [3, 16] Yes No
Advertised
window No Yes
setting [5, 20]
[6, 8]
No Yes
MAC
modification/802.11e
[11] Yes No
[24] No Yes
Adaptive
dynamicBuﬀer
sizing [21]
No Yes
using LAS to provide direction-based fairness, current long-
lived flows get locked by arrival of a new long-lived flow.
In addition, when the traﬃc workload is too high and
AP buﬀer is normally saturated, applying LAS will lead to
the penalizing of long-lived flows resulting in their higher
variation of transfer time.
Since implementation of two diﬀerent queue manage-
ment policies in AP buﬀer of WLANs is not possible, there
should be a unique solution to guarantee size-based and
direction-based fairness among competing TCP flows to be
applied at the physical AP infrastructures. Our aim in this
research is to propose such a method in which both types
of fairness in 802.11 WLANs can be assured. We call this
method as Threshold-based Least Attained Service-Selective
ACK filtering (TLAS-SAF) which barrows its idea from two
diﬀerent queue management policies studied in [3], namely,
TLAS and Selective Packet Marking-ACK Filtering (SPM-AF).
The closest work to our research is [3] and we develop our
methodology based on the concepts practiced and evaluated
by this work.
Comparison of Proposed Methods in the Literature. In order
to evaluate and compare the WLAN-oriented solutions
proposed in previous sections we have categorized them as
in Table 1. It is obvious that none of these solutions could
solve both typical types of unfairness in 802.11 WLANs.
3. TLAS-SAF Queue Management Policy
In Section 2.3, we explained with detail that TLAS can
improve performance of short-lived flows without deteri-
oration of long-lived flows (size-based fairness), but it is
unable to guarantee direction-based fairness. On the other
hand, LAS can provide fair bandwidth allocation among
downstream and upstream flows (direction-based fairness)
but it leads to the starvation of long-lived flows. Hence,
there is a need of a unique algorithm to solve both types of
problems in one scheme.
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Figure 2: TLAS-SAF flow chart.
To achieve this solution, we propose a novel queue
management policy called Threshold-based Least Attained
Service-Selective ACK Filtering (TLAS-SAF). This algorithm
barrows its main idea from two diﬀerent queue manage-
ment policy, namely, Threshold-based Least Attained Service
(TLAS) and Selective Packet Marking-ACK filtering (SPM)
[3, 25]. It sets a minimum threshold for service that should
be guaranteed for every network flow and it behaves the
same as LAS with all packets below that threshold. Once
service threshold is reached for a flow it behaves with flow
as SPM-AF (specified in [3]) does. Consequently, TLAS-SAF
inherits TLAS capability to provide size-based fairness while
employing SPM-AF characteristics for larger flows to provide
direction-based fairness as well.
TLAS-SAF works as follows: it firstly gives service
priority to newly arriving packets of a flow until a certain
threshold (e.g., 50 packets). Once threshold is reached, FIFO
scheduling will be imposed on this flow. If packet of a flow
below threshold encounters to a full buﬀer, TLAS-SAF looks
for a packet of a below-threshold flow which has received the
maximum service so far (similar to TLAS) and discards it.
But if received service for such a flow was less than received
service of arriving packet flow, the arriving packet will be
discarded instead.
However, some data packets in network flows are more
crucial than others since their loss result in retransmission
timeout (RTO) while loss of other data packets will trigger
fast retransmission mechanism. Authors is [3] show that if
any data packets loss happens when the congestion window
is smaller than four packets, it leads to the coarse-grained
RTO because congestion window is too small to trigger triple
duplicate ACK mechanism to fast retransmit data packet. In
this case, TLAS-SAF gives priority to data packets which
their congestion window is smaller than four for the flows
have already passed the threshold. In full buﬀer situation, if
any new data packet with corresponding congestion window
smaller than four arrives and its flow has already achieved
the threshold service, it will be admitted in FIFO order at the
queue but an ACK packet from above threshold flows will be
discarded from the queue.
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Figure 3: Network topology used in ns-2 simulations.
In legacy TCP protocol as well as most of the other TCP
variants, the value of congestion window is only available
at the TCP sender. To provide the availability of per-flow
congestion window value to AP, a slight modification of
TCP protocol is required. In our ns-2 implementation, we
modified the TCP header to carry the congestion window
of its corresponding flow. Once a packet is admitted at AP
queue, it retrieves the congestion window value from packet
header. One possible solution for real test-bed experiments
is to use the unassigned options bits in TCP packet header
to carry the congestion window value. This can be further
implemented in TCP source code in Linux kernels. By the
way, for this paper, our research scope is limited to the
simulation only.
In fact, loss of ACK packets in a flow has negligible
impact on performance of network flows relying on cumula-
tive nature of ACK packets since the next ACK packet for that
flow will supersede the information in the previous ACKs. In
addition, TLAS-SAF treats ACKs in such a way that at any
given moment only one ACK from a certain upper threshold
flow exists in queue providing more buﬀer space for data
packets. For these flows when an ACK arrives to a full buﬀer,
TLAS-SAF checks whether any other ACK from its flow exists
in queue and if found it will simply get discarded. TLAS-SAF
does not discard any ACK or data packet of flows that have
not reached to the threshold to accommodate upper thresh-
old packets providing better performance and response time
for short-lived flows. Figure 2 shows a schematic flowchart of
TLAS-SAF.
Calculation of current received service in TLAS-SAF is
quite straightforward. TLAS-SAF assumes that each flow
associated with a newly arrived packet has already received
an amount of service corresponding to its packet sequence
number. Thus the priority value of each packet is set to its
sequence number. However, for ACK packets, the priority
is set to the sequence number of the last data packet it
acknowledges. In ns-2, ACK packet sequence numbers are set
to the data packet sequence numbers they acknowledge and
ACK flows donot have diﬀerent sequence series than their
corresponding data packets, making calculation of received
service of a flow much simpler.
Another important issue in TLAS-SAF is to choose an
appropriate value for threshold to optimize the performance
of this algorithm under Internet traﬃc flows. Threshold
value selection in TLAS has been studied in [26, 27]. These
works mention that a good threshold value is the one
that is able to capture all short flows and therefore its
selection depends on traﬃc pattern that TLAS is operating
in. Small threshold values result in a behavior more similar
to DropTail/FIFO while large values of threshold lead to a
behavior more similar to LAS and therefore are not favored
due to the starvation of large flows. Since Internet traﬃc flow
sizes are highly variable and majority of flows are small size
web data transfers we choose to set the threshold value at 50
packets to cover themajority of short flows. This value is used
for both TLAS and our proposed TLAS-SAF simulations.
4. Research Methodology
In this section, we explain about all aspects of our research
methodology such as simulation tool, framework, settings
and environment, and parameters being used to evaluate the
performance of TLAS-SAF. In addition, simulation model,
network topology, assumptions, and performance metrics
are explained with details in this section.
To evaluate the performance and validity of our TLAS-
SAF queue management policy, we compare its performance
with the traditional FIFO/DropTail buﬀer management
scheme as well as other proposed variants of size-based
scheduling policies, namely, LAS and TLAS through exten-
sive simulations in ns-2 [28]. Network Simulator-2 (ns-2) is
a popular discrete event simulator which has been taken into
account as a de facto standard tool for networking research
among academicians. To support these queue management
policies, we extend ns-2 by implementing new C++ classes.
Figure 3 shows network topology used for ns-2 simu-
lations in this research. There are n number of wireless
nodes and one wireless station as Access Point (AP) in
an infrastructure-based IEEE 802.11 WLAN. A server is
connected to AP via a wired link. All wireless stations
exchange data to and from a server via AP. All nodes are in
equal range of 5m from AP.
Our set of simulations constitutes of two parts. First
part belongs to the direction-based (upstream versus down-
stream flows) performance evaluation and validation of
our proposed TLAS-SAF scheme compared to the other
queue management policies (DropTail, LAS, and TLAS). The
second part relates to the size-based (short-lived versus long-
lived flows) performance evaluation of our proposed scheme
compared to the other queue management policies. We study
our proposed scheme under these two sets of simulations to
prove that it can improve the level of fairness for both size-
based and direction-based aspects.
Table 2 shows the common simulation parameters for
both direction-based (upstream versus downstream flows)
and size-based simulations (short-lived versus long-lived
flows). IEEE 802.11b MAC protocol has been used in all
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Table 2: Common simulation setup parameters for all simulations.
Examined protocols
TLAS-SAF, TLAS, LAS,
DropTail
Simulation area 670× 670m
Propagation model Two-ray ground
Traﬃc type TCP
MAC layer 802.11
Antenna Omni
Node to AP distance 5m
Threshold (TLAS, TLAS-SAF) 50 packets
802.11 MAC setting
MAC version 802.11b
Slot time 20 μs
SIFS 10 μs
Preamble length 72 bits
Short retry limit 7
retransmissions
Long retry limit 4
retransmissions
PLCP Header Length 48 bits
MAC basic rate 1Mbps
MAC data rate 11Mbps
CWMin 31
CWMax 1023
TCP setting
TCP protocol TCP NewReno
Packet size 1460 bytes
Segment per ACK 1 (ns-2 default)
Application FTP
AP to Server link
Bandwidth 100Mbps
Wired delay 2ms
Queue policy DropTail
of our simulations. MAC parameters are specified based on
IEEE 802.11b MAC specifications. TCP NewReno variant
has been used as our preferred transport protocol for our
evaluations since this variant is popular in current trend of
computer networks. FTP application is used to generate TCP
traﬃc for large/small files as well as upload/download data
transfers. Traﬃc is relayed to and from server by AP via
100Mbps wired link with wired delay of 2ms.
4.1. Size-Based Fairness Evaluation. To evaluate size-based
fairness n number of wireless nodes is defined which is varied
from 6 to 46 nodes. Half of this wireless stations transfer large
files with a fixed file size of 1000 data packets (packet size
equal to 1460 bytes) using FTP connections. Each of these
stations downloads 10 such large files sequentially. The other
half of the wireless stations generate small 10 packets file
size download traﬃc with exponential on-oﬀ distribution of
interarrival times with burst time of 500ms and idle time of
500ms and with the same packet size as the large files. The
small file transfers are repeated until all large file transfers
are finished. Consequently the total simulation time depends
on the end of large flows transmission.
Table 3 shows the simulation parameters used for size-
based fairness evaluation under diﬀerent queue management
policies. We simulated this scenario for diﬀerent number of
nodes starting from 6 nodes to 46 nodes to make diﬀerent
workloads and of course diﬀerent number of short-lived and
long-lived flows in system. Node numbers are chosen to be
even so that they can be halved to short-lived and long-lived
flow generators equally.
4.2. Direction-Based Fairness Evaluation. Tenmobile stations
are placed within 5m of the AP. Half of mobile stations are
TCP senders. They upload data to the server using fixed-
size data packets (1460 bytes). The other wireless stations
are TCP clients, downloading data from the server using the
same TCP data packet size as the upstream flows. We run
each simulation for duration of 300 seconds simulation time
to determine steady state throughput. Since AP buﬀer size
is a dominant factor determining the degree of direction-
based fairness in WLANs we repeated our simulation under
diﬀerent AP buﬀer sizes starting from 5 packets to 200
packets.
4.3. Assumptions. The following assumptions have been
made in evaluation of our proposed TLAS-SAF scheme using
mentioned simulation scenarios.
(i) All mobile nodes are fixed in their positions under
our simulation scenarios. We are not concerned
about mobility models since this is out of paper
scope.
(ii) All radios of mobile stations are turned to 802.11b
channel.
(iii) No interference or noise exists over wireless channel.
(iv) No propagation error model is assumed.
(v) No link/channel failure is assumed.
(vi) All wireless stations are in range of AP and can
communicate data to and from AP.
4.4. Performance Metrics. In this paper, three performance
metrics have been used to evaluate the performance of our
proposed TLAS-SAF queue management policy compared to
the LAS, TLAS, and conventional DropTail/FIFO. These are:
Mean transfer time, Coeﬃcient of variation of transfer time,
and Jain’s Fairness index [29]. The first twometrics have been
employed to evaluate the size-based fairness and the last one
is used to evaluate the direction-based fairness. Jain’s fairness
index is calculated by
FI =
(∑n
i=1 xi
)2
n
∑n
i=1 x
2
i
(9)
which rates the fairness of a set of flows when there are n
flows and xi is the throughput for the ith flow. The results
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Table 3: Simulation parameters for size-based fairness evaluation.
Simulation time
End of large files
transmission
Number of nodes 6−46 nodes
Default AP buﬀer size 50 packets
Nodes generating
short-lived flows
Half of total
Nodes generating
long-lived flows
Half of total
Number of large flows per
station
10
Number of short flows per
station
1 (repeating)
Large flow size 1000 packets
Short flow size 10 packets
Large flow arrival time Sequentially
Short flow distribution Exponential ON-OFF
Short flow burst time 250, 500, 1000ms
Short flow idle time 250, 500, 1000ms
Table 4: Simulation parameters for direction-based fairness evalu-
ation.
Simulation time 300 seconds
Number of nodes 10 nodes
AP buﬀer size 5−200 packets
Nodes generating
upstream flows
Half of total
Nodes generating
downstream flows
Half of total
Number of flows per
station
1 (continuously)
range from 1/n as the worst case and 1 as the best case when
all flows receive the same allocation of bandwidth.
5. Results and Discussions
In this section, we present the results of simulations that are
processed by ns-2 according to the simulation parameters
and setup defined previously. In addition, we discuss and
analyze the graphs generated based on simulation outputs.
5.1. Size-Based Fairness Evaluation. In first set of our sim-
ulations, we evaluated the Coeﬃcient of Variation (CoV)
of transfer time for large files and small files when con-
ventional DropTail/FIFO queue management policy applied
at AP buﬀer to demonstrate the size-based unfairness
phenomenon. Figure 4 shows the CoV of transfer time for
small files and large files when the number of nodes is varied
from 6 to 46 and DropTail/FIFO applied at AP downstream
queue. From this figure, it is obvious that presence of long-
lived flows led to the higher variation of transfer time of
small files while existence of short-lived flows had no specific
impact over large file transfers.
The situation gets even worse for short-lived flows
when number of wireless nodes increases. We can deduce
that under DropTail/FIFO queue management policy in a
mixed traﬃc scenario, short-lived flows suﬀer from higher
variation of transfer time compared to the long-lived flows
as previously justified. To solve this problem Least Attained
Service scheduling is introduced which gives priority to the
flows received the least service so far. The first packet to be
served under LAS at AP downstream queue is a packet that
its flow has received the minimum service among all other
active flows in network.
However, LAS can improve the small file transfer time
CoV to a high extent, it leads to the starvation of long-lived
flows (and consequently large-file transfers). This drawback
of LAS is alleviated by introducing another variant of LAS
which is called Threshold-based LAS (TLAS) which gives
service priority to network flows until a certain Threshold
and it applies DropTail/FIFO over the rest of flows that have
passed the threshold.
Figure 5 shows the CoV of small files and large files
transfer time under our proposed TLAS-SAF and compares
its performance with TLAS, LAS and, previously studied
DropTail/FIFO policy. Figure 5(a) clarifies that LAS can alle-
viate the unfairness phenomenon against short-lived flows.
While small files CoV of transfer time under DropTail/FIFO
increased proportionally to the number of wireless nodes and
reached to 2.96 for 46 nodes, LAS was able to keep this to a
certain level of below 0.5 for all numbers of wireless stations.
In contrast, LAS deteriorated large file transfers since it
increased large files CoV of transfer time proportionally to
the number of wireless nodes resulting in CoV of 1.7 for 46
nodes.
It is shown that while TLAS is able to keep small files
CoV of transfer time at a constant level (between 0.6 to 1.2)
for all numbers of wireless stations, it also achieves a good
performance of large file transfers since it maintains a steady
CoV level of below 0.5 for large file transfers. However TLAS
can improve the CoV of small files transfer time when 46
wireless nodes are in WLAN from 2.96 as in DropTail/FIFO
to 1.2, it compromises for almost 0.5 in CoV compare to LAS
to alleviate the starvation phenomenon of long-lived flows.
Since CoV of below one is assumed to be low variation the
diﬀerence between small files CoVs of LAS and TLAS can be
seen negligible.
Figure 5 also reveals that TLAS-SAF achieves comparable
results to TLAS for both small and large file transfers. Similar
to TLAS, TLAS-SAF is able to achieve a certain level of
CoV of transfer time for small files (0.6 to 1.3) while not
deteriorating large file transfers. The reason why we choose
TLAS-SAF over TLAS is due to the fact that TLAS is unable
to guarantee direction-based fairness while TLAS-SAF is
designed to provide both types of fairness.
To investigate the performance of TLAS-SAF under
diﬀerent traﬃc patterns, we repeated our simulations for
diﬀerent inter-arrival times of short flows. Figures 6 and 7
show the CoV of transfer time for small and large files when
inter-arrival times of short flows are set to 250ms and 1
second, respectively. These figures indicate that similar to
TLAS, TLAS-SAF is able to keep the CoV of transfer time for
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Figure 4: CoV of transfer time under DropTail/FIFO (short flows interarrival time = 500ms): (a) small files; (b) large files.
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Figure 5: CoV of transfer time under TLAS-SAF and other studied policies (short flows interarrival time = 500ms): (a) small files; (b) large
files.
both short and large flows at certain level bound below one
under both higher and lower traﬃc volume of short flows
and diﬀerent number of wireless nodes.
We considered an unexpected behavior in CoV of large
files in LAS under inter-arrival times of 250ms (Figure 6(b))
when their CoV of transfer time decreases for number of
nodes higher than 30. We justify this behavior by knowing
the fact that all large flows possibly get starved equally
in LAS under high load of short flows since short flow
packets occupy the buﬀer almost permanently. Therefore,
with increase of large files transfer time to a very high
number, their CoV tends to decrease. We further observe this
issue when we study the mean transfer time of these flows.
Figures 8 and 9 demonstrate the mean transfer time of
small and large file transfers, respectively, for TLAS-SAF and
other queue management policies. While small files mean
transfer time under DropTail/FIFO increases proportionally
to the increase of number of nodes, LAS could reduce it
to a maximum bound of below 0.5 second under diﬀerent
number of flows and inter-arrival times. But as we justified
previously, large files mean transfer time get deteriorated
compared to DropTail/FIFO for short inter-arrival times and
hence under higher traﬃc (Figure 9(a)). It only becomes
almost equal to DropTail/FIFO when we increased the short
flow inter-arrival time to 1 second and therefore generated
low-volume traﬃc (Figure 9(c)).
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Figure 6: CoV of transfer time under TLAS-SAF and other studied
policies (short flows inter-arrival time = 250ms): (a) small files. (b)
large files.
All these issues justify our previous claim that LAS is
unable to provide size-based fairness under high load. On the
other hand, TLAS and TLAS-SAF could maintain a trade-
oﬀ between DropTail/FIFO and LAS while compromising
around 0.5 second for small files and reducing large files
transfer times significantly compared to LAS. The close
performance results of TLAS and TLAS-SAF proves our
previous claim that TLAS-SAF inherits the characteristics of
TLAS under high variance network flow sizes.
Regarding the previously mentioned anomaly of CoV of
large flows under high traﬃc in LAS, the study of mean
transfer time proves our justification as LAS mean transfer
time increased sharply with increase of number of nodes due
to the equal starvation of all long-lived flows (Figure 9(a)).
5.2. Direction-Based Fairness Evaluation. In second set of
simulations, we calculated the Jain’s Fairness Index for
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Figure 7: CoV of transfer time under TLAS-SAF and other studied
policies (short flows inter-arrival time = 1 second): (a) small files.
(b) large files.
a scenario consisting of upstream and downstream flows
sharing an AP downstream queue bottleneck. Since AP
buﬀer size is a dominant factor determining the degree of
fairness among these flows, we repeated this simulation for
AP buﬀer size range of 5 to 200 packets. Figure 10(a) shows
the fairness index of TCP flows when DropTail/FIFO queue
management policy applied at AP buﬀer. It indicates that for
small buﬀer sizes, presence of upstream flows leads to the
unfair bandwidth allocation against downstream flows.
If AP buﬀer size increases, there will be more buﬀer space
to accommodate downstream packets resulting in better
fairness index. Fair bandwidth allocation happens when AP
buﬀer size is 200 packets. The reason behind this issue is that
in ns-2 TCP advertised window is set to 20 by default. This
means at any given moment there would be maximum 20
data packets in transit from AP downstream queue for each
individual flow.
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Figure 8:Mean transfer time of small files for short flow interarrival
time: (a) 250ms; (b) 500ms; (c) 1 second.
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Figure 9: Mean transfer time of large files for short flow interarrival
time: (a) 250ms; (b) 500ms; (c) 1 second.
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Figure 10: Jain’s fairness index: (a) DropTail/FIFO. (b) TLAS-SAF
and other policies.
Since we have 5 stations each of which generating one
downstream flow, the total TCP data packets in transit will be
100 packets. The other 5 stations (upstream flow generators)
receive ACK packets via AP. In ns-2, the number of segments
per ACK is set to one by default (however, in reality it is set to
two segments per ACK). This means 100 ACK packets need
to be transited via AP downstream queue giving the total 200
packets based on
B ≥ (∂MW +NW) = 5(20) + 5(20) = 200, (10)
where ∂ is number of ACK packet per data packets in TCP
and W is the TCP-advertised receiver window for all flows
and N and M refers to the number of downstream and
upstream flows, respectively, as specified in [5].
In fact, AP buﬀer sizes are designed to be small. A
large buﬀer size results in longer queuing delay as well as
complex architecture and implementation issues and higher
cost. For high-speed WLANs the situation gets even worse
since the total bandwidth used by a wireless router results
in very large buﬀer spaces. Thus, LAS policy is introduced to
solve the unfairness for small buﬀer sizes. Figure 10(b) shows
Jain’s fairness index of network flows similar to the previous
simulation scenario when proposed TLAS-SAF, LAS, and
TLAS employed in AP buﬀer.
It indicates that LAS achieves a good level of fairness
(Jain’s index between 0.85 and 1.0) while TLAS behaves as
worse as DropTail/FIFO for the whole range of AP buﬀer
sizes. As we explained, employing LAS cannot guarantee
size-based fairness. On the other hand, TLAS is also unable
to provide direction-based fairness. Based on Figure 10(b)
we can deduce that TLAS-SAF was able to provide fair
bandwidth allocation among downstream and upstream
flows for AP buﬀer sizes above 40 packets. It achieved a
fairness index in range of between 0.93 and 1.0 for these AP
buﬀer sizes outperforming LAS in term of overall fairness.
However, fairness index declined to 0.51 when AP buﬀer size
decreased to 5 packets only.
Since there are 10 flows in this scenario, the minimum
required buﬀer size to guarantee a minimum congestion
window of four packets for each flow will be 40. If buﬀer size
is smaller than 40 at least one of the flows will always have
a congestion window less than four resulting in permanent
ACK dropping based on TLAS-SAF algorithm. Consequent
ACK drops from the queue will eventually lead to the
retransmission of packets or RTO and hence results in lower
fairness index. By the way, most AP buﬀer sizes in current
trend of market are larger than 50 packets and this issue does
not form a drawback to employment of proposed TLAS-SAF
in AP buﬀers.
6. Conclusion and Future Works
Several solutions have been proposed to solve the two main
types of unfairness caused by cross-layer interaction of DCF
mechanism of IEEE 802.11MAC protocol and TCP transport
protocol. These two types of unfairness are in benefit of long-
lived versus short-lived and upstream versus downstream
flows. The majority of Internet traﬃcs are small file web
transfers which are downloaded from the Internet to the
wireless clients via AP bottleneck. Proposed solutions in the
literature are mostly based on size-based scheduling policies
which give service priority to small-size flows. However, these
solutions can solve any of discussed unfairness issues, they
are still unable to guarantee both types of required fairness.
To solve this issue, we proposed TLAS-SAF queue
management policy to be applied at AP downstream queues.
Simulations results show that TLAS-SAF is able to provide
better service for short-lived flows while not deteriorating
long-lived flows. These achievements in service improvement
are in terms of mean and variation of transfer time and
queuing delay experienced. Based on simulation results, we
observed that TLAS-SAF was able to provide a good degree
of fairness among upstream and downstream flows achieving
the closest fairness index to one for most of the AP buﬀer
sizes compared to other studied queue management policies.
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Consequently we can conclude that TLAS-SAF can be taken
into account as a unique solution for both size-based and
direction-based fairness issues in IEEE 802.11 WLANs while
other proposed solutions in the literature can only perform
well in one of these aspects.
Future trend of technology in 802.11 WLANs provide
more bandwidth and better quality of service to end users.
However, we focused on 802.11b only, we believe that more
research activity should be taken to focus on fairness issues in
high-speed 802.11n and QoS-oriented 802.11e WLANs. In
addition to proposed queue management policies at access
point, adaptive dynamic buﬀer sizing can be seen as an
interesting solution to prevent buﬀer spaces to become bigger
in high-speed WLANs. In the future, we will try to focus
on interaction of newer 802.11 MAC protocols and TCP
variants to evaluate the performance of our proposed model.
In addition to simulations, test-bed experiment results must
be taken into consideration to prove the performance of
TLAS-SAF in real networks.
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