Applications of Growth Curve Prediction by Lee, Jack C. & Geisser, Seymour
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1. Introduction. 
In this paper we continue the study of partial or conditional prediction 
from the growth curve model. Previously we (1972) presented theoretical investi-
gations of this problem and now we apply these results focusing on an 
empirical or data analytic point of view. The model considered is 
E (YPXN) = xpxm ""mxrArxN 
where rr is unknown, X and A are known.design matrices of ranks m < p 
and r < N respectively. Further, the columns of Y are independent 
and p-dimensional multinormal variates having a conunon unknown covariance 
matrix E • 
For conditional prediction we assume that after observing the sample 
Y, some partial observations on V, namely v<1>, are also at hand and 
our interest is in predicting v<2) given Y and V(l) where 
pl 
VpxK = P2 ( v<1)) V(2) 'P1 + P2 = P• 
We assume that V is drawn from the growth curve model such that 
E(Vf rr, E) = X'1"F where FrxK is a known design matrix, usually formed by 
some columns of A, and the columns of V, given rr and E, are independent 
and p-dimensional multivariate normal with connnon covariance matrixE. Utilizing 
a(B~yesian analysis, we (1972) derived the requisite distributions for predicting 
V ?J given v(l) and Y. 
We shall now present an empirical ~omparison of the relative merits of 
several predictors for predicting v\2 J for various 
covariance matrix models. In the comparison of predictors we utilize the 
data given by Potthoff and Roy (1964) and Grizzle and Allen 
(1969), viz. the ?.7 vectorial observations in a dental study 
and the 20 vectorial observations in a ramus height study. In the 
prediction study the samples are of size 4 x 26 and 4 X 19 respectively 
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and are different for each V predicted, i.e., the samples are all of the 
observations except the vector predicted, and we shall predict the last 
component given the first three and the previous sample, i.e., p1 = 3, 
p2 = 1. In Section 2 we shall list the predictors to be compared and 
in Sections 3 and 4 we compare the predicto~s based on the aforementioned 
data sets. In Section 5 we make some concluding remarks and suggestions 
for handling other data sets. 
2. Conditional Predictors. 
In what follows, predictors (A) - {D) were developed by Lee and 
Geisser (1972) and {E) - {I) are some heuristic predictors that may have 
some value. 
A) Approximate Mean {A.ME.) for arbitrary positive definite (p.d.) E. 
When ·E is arbitrary p.d., the approximate mean of v<2) given 
V(l), obtainable from (2.11) of (1972) , is 
(2.1) 
where 
(2.2) 
S = Y(I - A1 (AA'f1A)Y 1 
E =(Lall Lal2) 
a La21 La22 
L = x(x•£-1x)-1x'M-1+ XBfz(z'EZ)-1z•~•x• + o•z•is•x + XBEZD + o•z•£zo 
a 
M = 1 - F 1 (HH'f1F 
H = (A, F) 
n = (z'z)-1z' 
B = (x 'x)-1x' 
- 2 -
... ) 
-
-
-
ml 
... 
.. 
-
-
-
-
ml 
-
-
-
-
.. 
-
.. 
' 
" and I! is some estimat·e of E. In this study we employ an unbiased 
,.. ,.. ( )-1 
estimate of E for I!, namely, E = N-r s. 
(2.3) 
where 
(2.4) 
B) Mode for the arbitrary p.d. E. 
The mode is the value vC2 ) which maximizes 
m 
f(V(2}1v<1)) « [K + (v(2)_ II. )' Q(1>cv<2)_ )~-(N+l-m)/2 1 ~2-1 22 I-L2.1 ~ 
•[K + (V(2)_ ~ )'Q(2)(V(2)_ ~ ) 
2 ~-1 22 ~-1 
+ (V(2)_ ~ )~Q(3)(V(2)_ • )]-(N+l-r)/2 2•1 22 l,L2•1 
•[K + (v(2}_ i )'Q(2}(v(2}_ - )](N+l-r-m}/2 
3 2•1 22 1-L2,1 
Kl= 1 + (v(l)_ x<1)#rf)'Q(1} (v(1) __ x(1),-r) 
11•2 
= x<2)TF _ Q(1)-Q(1)(v(1)_ x<1)1F) 
µ.2 •l 22 21 ,r, 
K = M-1+ (V(l)_ f(l))'Q(2) (V(l)_ V(l)) + (V(l)_X(l);p)'Q(3) (V(l)_X(l)#rF} 
2 11'2 11•2 
,.. (.q(l)) 
V = V(2) 
( x(l)) X = X(2) 
- _ v<2)_ Q(2)-Q(2)(v{l)_ v<1)) 
~2-1 - 22 21 
(
z{l)) 
z = z(2) 
~ = X{2) #rF _ Q (3)-Q (3) {V(l) .. X (1) ~) 2•1 22 21 
K = M-1 + (V(l) - V(l)) 'Q (2) (v{l) - V(l)) 3 11•2 
Q(i) _ Qll Ql2 
( 
(i) (i)) 
- Q(i) Q(i) 
21 22 
Q(i) - Q(i)_ Q(i)Q(i)-Q(i) 
11•2 - 11 12 22 21 ' 
and G- is a g .. inverse of G satisfying oor·G = G with the convention that G- = 0 
if G = O. The predictive density (2.3) was derived previously by 
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the authors (1972). It was also.demonstrated there that the mode 
could be obtained by a 2-dimensional search procedure. However when 
p2 = 1, it is clear that we may plot (2.3) and obtain the mode directly. 
c) Approximate Mean (A.ME.) for the Rao Simple Structure (s.s.) 
Covariance Model. 
When s.s. holds ~ = xrx' + zez', then the approximate mean of v<2> 
given is 
(2.5) 
where 
(2.6) 
Tl= (x'x)-1x'YA'(AA'). 
We note that ES is obtained from J given by (6.3) of Lee and 
Geisser (1972) with t being the mode of F(•; N+l-r-m, N+l-p+m) , an 
F distribution. 
D) Mode for s.s. Covariance. 
The mode of the conditional distribution of . v<2 ) given V(l) when 
E = xrx' + Z9Z' satisfies 
(2.7) 
where 
(2.8) 
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* From (2.7) we can search for a X 
f(v(2 ) lv(l)) where 
(2.9) f(v<2 >1v< 1>) ~ [b + (v<2}_ }'c (vC2 )_ )1-(N+l}/2 1 ~-1 22 ~.1 
•[b + (v(2}_ }'E (v(2}_ )]-(N+l-r)/2 
2 ~-2 22 ~-2 
and 
b - 1 + (v ( l) - X ( l) T F ) 'C (v ( l) - X ( l) T F ) 
1 - 1 11•2 1 
c11,2 = c11- c12c;2c21 
(2.10} 
b - 1 + (v(l) _ x< 1>T F) 'E (v(l} _ x< 1>T F) 
2 - 1 11•2 1 
Ell•2 = Ell- E12E~E21 • 
The predictive density (2.9) is derived by the authors (1972). 
E) Quasi-Least_-Squares Predictor (Q.L. s.). 
This predictor is defined as xC2 )~
4 
where t
4 
minimizes 
where ~ is the MLE of ~, 
(2.11) 
,,. 
E11 is an estimate of E11 obtained from the sample for 
E = (Ell El2) 
I:21 I:22 
which is the covariance matrix of the model considered, and n22 is the 
lower right-hand corner of the covariance matrix of the predictive distri-
bution. Hence the Q.L.S. predictor is 
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(2.12) 
A We note that in this study we adopt unbiased estimates of E for E 
out of the totality of estimators previously given (1972). 
F) Simple Least Squares Predictor (s~L.s.)~ 
For this predictor we simply fit a regression·based on V(l) 
without covariance adjustment, i.e., .s.L.s. is, when it exists, 
(2.13) 
It is clear that for this predictor we take into account V(l) only. 
G) p1-Point Predictor (p1- PT.). 
For this predictor we estimate ~ if possible by using the first 
p1 columns only, i.e., p1- PT. is 
(2 .14) 
when it exists. 
H) Marginal Predictor (M.P.). 
This predictor is obtained by averaging over the simple least squares 
fits for all individuals and is 
(2.15) 
where 
and e is an {N-1) x 1 vector consisting of all l's. 
I) Ad hoc Predictor (Ad hoc}. 
This predictor is essentially a combination of two predictors, m1 
as defined above and ~ = x<2 )~
5 
as given in (2.13). Then the Ad hoc 
predictor, when it exists, is 
- 6 .. 
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(2.17) ( -1 -1)-1( -1 -1 ) p = s +s S ml+s m2 
a m1 ~ m1 ~ 
where · S 
~ 
is 522 , as mentioned in {E), when the covariance matrix of 
the model considered is of Rao 1s simple structure, and S is the 
~ 
predictive covariance matrix corresponding ·to ~, i.e., 
(2.18) 
3. Potthoff-Roy Data. 
In order to have some idea of the plausibility of the s.s. model 
for this set of data we apply the testing statistic as given by Lee and 
Geisser (1972) to the entire observation set. The design matrices X and 
A are the same as those used in Khatri (1966), i.e., 
-3 l -1 
1 
3 
and A: 2 x 27 composed of 11 (1, 0) columns followed by 16 (0, 1) columns, 
since the first 11 are girls and the last 16 are boys. In other words we 
have two groups,each of whose means are linear in time. 
The testing statistic is then 
(3.1) 
which is 
(3.2) 
I 
I (X 's;1xrll 
IBSB' I = 0.8633 
distributed as u2 ,2 ,24 • Hence we have 
23 l-JT;_ 
tl = 2 --- -F4,46 • 
JT;_ 
So t 1 = 0.88, which indicates that the null hypothesis t = xrx' + Z8Z
1 
is not rejected. Thus we shall not rulE! out the possibility that the 
covariance matrix is of this particular structure. 
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We next compare the following predictors:. 
Covariance Model 
Arbitrary 
Rao's Simple Structure 
Predictor 
Approximate Mean 
Mode 
Quasi-Least-Squares Predictor 
p1 Point Predictor 
Approximate Mean 
Mode 
Quasi-Leas~-Squares Predictor 
Pi Point Predictor 
Marginal Pr.edictor 
Simple Lea~,t Squares Predictor 
(A.Me.) 
{Mode) 
(Q.L. s.) 
(pi-PT.) 
(A.Me.) 
{Mode) 
(Q.L.S.) 
(pi-PT.) 
(M.P.) 
(s.L.S.) 
Ad hoc Preclictor {Ad hoc) 
The data of Potthoff-Roy is reproduced in Table 1. In order to 
compare the predictors we have set p1 = 3 and p2 = 1, i.e., we are 
thus predicting the last observation. For prediction purposes we withhold 
one vector and use the rest for predicting the last component of that 
vector and repeat this for each of the 27 vectors. This gives us 27 
predicted values for the 27 last observations. The observations in the 
last column of Table 1 and the values obtained using the various predictors 
are presented in Table 2 together with the mean squared deviation (MSD) 
and the mean absolute deviation (MAD) from the actual observed values. With 
respect to the MSD, the ad hoc predictor appears to be "best," foll.owed 
by the mode of f(v{2 )1v(l)), and then the quasi-least-squares predictor, 
all based on S.S. model. If individual 20 (a seemingly aberrant vectorial 
observation) is deleted, then the mode of f(v( 2)1v{l)) based on s.s. model 
is best, followed by the ad hoc predictc,r and the approximate mean of 
- 8 • 
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TABLE 1 
DENTAL MEASUREMENT OF 11 GIRLS AND 16 BOYS 
* IND/AGE 8 14 10 12 
1 21 20 21.5 23 
2 21 21.5 24 25.5 
3 20.5 24 24.5 26 
4 23.5 24.5 25 26.5 
5 21.5 23 22.5 23.5 
6 20 21 21 22.5 
7 21.5 22.5 23 25 
8 23 23 23.5 24 
9 20 21 22 21.5 
10 16.5 19 19 19.5 
11 24.5 25 28 28 
12 26 25 29 31 
13 21.5 22.5 23 26.5 
14 23 22.5 24 27.5 
15 25.5 27.5 26.5 27 
16 20 23.5 22.5 26 
17 24.5 25.5 27 28.5 
18 22 22 24.5 26.5 
19 24 21.5 24.5 25.5 
20 23 20.5 31 26 
21 27.5 28 31 31.5 
22 23 23 23.5 25 
23 21.5 23.5 24 28 
24 17 24.5 26 29-5 
25 22.5 25.5 25.5 26 
26 23 24.5 26 30 
27 22 21.5 23.5 25 
(135.39 67.92 97.76 67.76) 
s _ 67.92 1o4.82 73.18 82.93 
- 97.76 73.18 161.39 103.27 
67.76 82.93 103.27 124.64 
DISPLAY OF ESTIMATED VARIANCES, COVARIANCES AND CORRELATIONS 
5.42 2.72 
0.57 4.18 
o.66 0.5 
0.52 0.73 
3.91 2.71 
2.92 3.32 
6.~-6 4.13 
0.73 4.99 
*Individuals 1-11 are boys, 12-27 girls. 
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TABLE 2 
,:, 
ACTUAL OBSERVED VALUES AND PREDICTION 
0 ARBITRARY COVARIANCE RA0 1S SIMPLE STRUCTURE COVARIANCE 
A.ME. Mode Q.L.S. p1-PT. A.ME. Mode Q.L.S. PcPI'• M.P. s.L.s. Ad Hoc 
23 22.08 22.13 22.65 20.81 22.29 22.23 22.76 21.07 24.25 21.33 21.74 
25.5 24.02 24.02 24.34 24.81 24.12 24.19 24.43 24.97 23.96 25.17 25.05 
26 25.72 25.66 25.61 27.64 25.52 25.68 25.47 27.32 23.87 27.00 26.40 
26.5 25.89 25.88 24.77 25.92 25.93 25.90 24.00 25.88 23.87 25.83 25.82 
23.5 24.27 24.26 23.94 23.69 24.19 24.15 23.86 23.53" 24.15 23.33 23.41 
22.5 22.61 . 22.61 23.17 21.84 22.6o 22.52 23.11 21.76 24.27 21.67 22.21 
25 24.12 24.12 23.97 23.92 24.13 24.11 23.96 23.88 24.03 23.83 23.83 
24 24.57 24.59 23.87 23.57 24.66 24.52 23.88 23.62 24.11 23.67 23.67 
21.5 23.17 23.19 23.76 23.00 23.14 23.10 23.70 23.00 24.30 23.00 23.00 
19.5 21.41 21.38 23.12 21.06 21.02 21.03 22.87 20.93 24.51 20.67 21.27 
28 27.36 27.37 26.05 28.98 27.38 27.64 26.14 29.10 23.66 29.33 28.44 
31 28.76 28.81 27.95 28.89 28.95 28.95 28.01 29.08 27.10 29.67 28.74 
26.5 25.30 25.31 25.86 23.92 25.22 25.10 25.79 23.88 27.43 23.83 23.85 
27.5 25.53 25.56 25.76 23.78 25.53 25.36 25.78 23.94 27.38 24.17 24.42 
.... 27 30.03 30.00 27.74 28.09 29.40 29.23 27.55 27.81 27.33 27.50 27.47 0 
~b 25.85 25.Bo 26.50 25.19 25.50 25.48 26.28 24.90 27.44 24.50 24.62 
28.5 28.54 28.57 27.67 28.08 28.46 28.43 27.65 28.12 27.25 28.17 28.16 
26.5 25.70 25.75 26.30 24.86 25.72 25.70 26.33 25.07 27.40 25.33 25.57 
25.5 25.26 25.35 25.22 22.51 25.39 25.25 25.49 23.15 27.48 23.80 25.26 
'*26 32.74 32.26 30.62 33.67 32.18 31.22 30.84 34.66 27.27 32.83 28.47 
31.5 31.45 31.43 29.26 31.94 31.28 31.6o 29.30 32.10 27.03 32.33 31.64 
25 25.84 25.89 25.80 23.58 25.84 25.65 25.73 23.62 27.50 23.67 23.69 
28 26.29 26.29 26.66 25.76 26.14 26.10 26.55 25.64 27.33 25.50 25.58 
29.5 26.6o 26.64 30.24 33.46 25.97 26.20 29.51 32.30 27.14 31.50 29.57 
26 28.28 28.27 27.80 28.09 27.88 27.80 27.58 27.82 27.38 27.50 27.48 
30 27.6o 27.62 27.37 27.50 27.50 27.50 27.33 27.50 27.19 27.50 27.50 
25 25.05 25.10 25.67 23.34 25.10 24.89 25.71 23.57 27.50 23.83 24.28 
MSDl** 3.734 3.462 3.057 5.536 3.375 2.877 2.970 5.509 5.417 4.ooo 2.110 
MSD2** 2.128 2.08E 2.354 3.488 2.035 1.940 2.182 2.835 5.563 2.36o 1.957 
MAD*** 1.351 1.329 1.353 1.809 1.314 1.245 1.28o 1.720 1.927 1.532 1.142 
* IND. 20 ** MSDl is the Mean Sq. Deviation and MSD2 is the Mean Sq. Deviation excluding IND. 20 
*** MAD is the Mean Absolute Deviation 
,, . 
f(V(2)1v(l)) based on the s.s. model and then the mode and the approximate 
mean of f(v( 2) I V(l)) based on the arbitrary covariance. With respect to 
the MAD,the ad hoc predictor is best, followed by the mode of f(v< 2>1v(l)), 
the quasi-least-squares predictor and the approximate mean of f(v<2 >1v(l)) all 
based on s.s. model. On the other hand the s.s. modal predictor yields closer values 
to the actual observations than the ad hoc predictor for about 65'f; of the individuals. 
The exact and approximate p~d.f. of v<2 )·given V(l) when s.s. 
model holds are plotted in Figure 1 for V(l)'= (26, 25, 29), i.e., the 
12th individual. The approximation given here is the t approximation 
developed by Lee and Geisser (1972). There is virtually no discernable 
difference between the exact density and its t approximation. 
•3 
.25 
.2 
.15 
.1 
FIGURE 1 
23 25 27 - 29 .. 31 33 
EXACT AND APPROXIMATE f(V( 2 ) IV(l)) WHEN s.s. HOLDS 
From the above analysis it seems that the mode, the approximate mean 
of the predictive distribution of v<2 ) given V(l) and the quasi-least-
squares predictor all based on s.s. model as well as the ad hoc predictor, 
are reasonably good predictors for this data set. Because of the practically 
perfect fit of the approximate p;d.f. to the exact p.d.f. of v<2) given V(l) 
as shown in Figure 1, any predictive regi~n obtained from the approximate 
- 11 -
-distribution of v<2) given V(l) based on s.s. model can be expected 
to yield excellent approximations. In previous analyses of this data 
set,(Potthof and Roy (1964) and Khatri (1966)), the underlying assumption 
has been that the covariance matrix was arbitrary. The study here 
indicates that better results may be attained by assuming that s.s. obtains, 
at least for prediction purposes. 
4. Grizzle-Allen Data. 
Here, we will again first apply the test for s.s. model. The design 
matrix X is the same as before while A is a 1 x 20 vector consisting 
of all l's. Again linearity is assumed. 
The testing statistic is 
(4.1) A = l(x's-1x)-ll 
2 IBSB I I = 0.6358 
which is distributed as u2 ,2 , 17. Hence we have 
(4.2) 16 1-JT; t2 = 2 --- -F4,34 • JT; 
Thus t 2 = 2.03287, which indicates rejection of the null hypothesis that 
the covariance matrix is of this particular structure is at approximately 
the 12 percent level. At this level of significance it would appear that 
the s.s. model should not necessarily be ruled out as a potential possibility. 
Hence we will compare the following predictors for several different 
covariance models: 
Covariance Model 
Arbitrary Covariance 
- 12 • 
Predictor 
Approximate Mean (A.ME.) 
Mode (Mode) 
Quasi-Least-Squares Predictor (Q.L.s.) 
p1 Point Predictor (p1-PT.) 
Rao 1s Simple Structure Covariance 
Serial Structure 
Rao 1s Factor Structure 
Approximate Mean 
Mode 
Quasi-Least-Squares Predictor 
p1 Point Predictor 
\
Quasi-Least-Squares Predictor 
p1 Point Predictor 
!Quasi-Least-Squares Predictor p1 Point Predictor 
(A.ME.) 
(Mode) 
(Q.L.s.) 
(pl-PT•) 
(Q.L.S.) 
(p1-PT.) 
(Q.L.S.) 
(p1-PT.) 
Simple Least Squares Predictor(S.L.S.) 
Ad ho.c Predictor (Ad hoc) 
We note that Serial Structure stands for the case where the covariance 
matrix is of the form 
E = 
a1 ,a2 , ••• ,a • • p 
a • • : 2. • • • • 
•• •• ·a2 
. . 
ap, ••• ;a2;a1 
and Rao's Factor Structure {F.s.), Rao (1967), stands for the case where 
E =ere'+ a 2I, r is p.d. but unknown, a2 is an unknown scalar, and 
C is a known matrix. For the F.s. covariance we follow Rao (1967) and 
Grizzle and Allen (1969), namely, C is assumed to be an arbitrary known 
matrix. We consider the transformation 
(4.3) 
then 
(4.4) 
* y = 
A* 
E = 
= 
y 
* The estimate of the covariance matrix of Y is 
(BSB 1 Bsz1 
z;~z~ ) ZiSB
1 Zisz1 . 
0 
- 13 -
-We also note that the following four conditions are satisfied in the 
choice of transformation (1) B'z1 = 0, (2) z'x = o, (3) 2 z~c = o and 
(4) ZiZ2 = O. We thus see that the estimate of the original covariance 
matrix can be obtained as 
(4.5) (;;}1 
The data of Grizzle-Allen are reproduced in Ta&le 3. In order to 
compare the predictors we have set pl= 3, p2 = 1, i.e., we are predicting 
the last observation. For prediction purposes we withhold one vector 
and use the rest for predicting the last component of that vector and 
repeat this for each of the 20 vectors. This gives us 20 predicted values 
for the 20 last observations. The observations in the last column of 
Table 3 and the predicted values obtained from the predictors are presented 
in Table 4A and Table 4B together with the MSD and the MAD from the actual 
observed values and estimate of ~. With respect to the MSD, the simple 
least squares predictor is "best," followed by the ad hoc predictor, the 
approximate mean, the mode of f(v( 2 ) lv(l)) am the p1 point predictor 
all based on s.s. and then the p1 point predictor based on serial covariance 
and arbitrary covariance. With respect to the MAD, the simple least squares 
predictor is best, followed by the p1 point predictor based on s.s. and 
serial covariance and then the mode and the approximate mean of f(v( 2)fv(l)) 
based on s.s. model. Comparison among the quasi-least-squares predictors 
reveals that with respect to the MSD, the predictor based on aerial covariance 
is best, followed by those based on arbitrary covariance, F.s., while with 
respect to the· MAD, the predictor based on arbitrary covariance is best, 
followed by those based on serial covar:i.ance and s.s. 
- 14 -
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(4.6) 
TABLE 3 
RAMUS HEIGHT OF 20 BOYS 
IND/AGE 8 
1 47.8 
2 46.4 
3 46.3 
4 45.1 
5 47.6 
6 52.5 
7 51.2 
8 49.8 
9 48.1 
10 45 
11 51.2 
12 48.5 
13 52.1 
14 48.2 
15 49.6 
16 50.7 
17 47.2 
18 53.3 
19 46.2 
20 46.3 
(
120.27 
s _ 117.59 
- 109.76 
105.42 
8.5 9 9.5 
48.8 49 49.7 
47.3 47.7 48.4 
46.8 47.8 48.5 
45.3 46._l 
48.5 
53.2 
53 
50 
50.8 
47 
51.4 
49.2 
52.8 
48.9 
50.4 
51.7 
47.7 
54.6 
47.5 
47.6 
117.59 
122.54 
116.92 
112.55 
48.9 
53.3 
54.3 
50.3 
52.3 
47.3 
51.6 
53 
53.7 
49.3 
51.2 
52.7 
48.4 
55.1 
48.1 
51.3 
109.76 
116.92 
131.ii-4 
131.98 
47.2 
49.3 
53.7 
54.5 
52.7 
54.4 
48.3 
51.9 
55.5 
55 
49.8 
51.8 
53.3 
49.5 
55.3 
48.4 
51.8 
105.42 ) 112.55 
131.98 
141.83 
DISPIAY OF ESTIMATED VARIANCES, COVARIANCES AND CORRELATIONS 
6.33 6.19 5.78 5.55 
0.97 · 6.45 6.15 5.92 
0.87 0.9'2 6.92 6.95 
0.81 0.85 0.97 7.46 
- 15 -
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TABLE 4A 
"; 
ACTUAL OBSERVED VALUES AND PREDICTIONS .. 
0 ARBITRARY COVARIANCE RAO'S SIMPLE STRUCTURE COiARIANCE 
A.ME. Mode Q.L.S. pl-PT. A.ME. Mode Q.L.S. pl-PT. 
49.7 49.77 49.76 50.67 50.02 49.87 49.78 50.52 49.67 
48.4 48.56 48.56 49.90 48.61 48.59 48.54 49.85 48.39 
48.5 48.87 48.85 49.68 48.22 48.65 48.62 49.91 48.51 
47.2 47.11 47.10 48.45 46.16 46.85 46.77 48.87 46.54 
49.3 49.75 49.74 50.57 49.8~ 49.77 49.72 50.49 49.60 
53.7 54.oo 54.oo 52.90 54.09 54.07 54.oo 52.67 53.75 
54.5 55.34 55.37 ~.18 56.19 55.56 55.50 53.83 55.90 
52.7 50.91 50.91 50.82 50.49 50.79 50.89 50.94 50.54 
54.4 52.31 52.34 53.61 55.34 53.68 53.83 53.07 54.51 
48.3 47.94 47.97 50.21 49.13 48.51 48.52 49.98 48.63 
51.9 52.43 52.41 51.64 51.80 52.25 52.14 51.64 51.Bo 
55.5 53.78 53.85 53.24 54.92 53.64 53.51 53.19 54.77 
55 54.50 54.50 53.00 54.39 54.52 54.51 53.05 54.48 
,-a 49.8 50.14 50.13 50.67 50.02 50.11 50.06 50.63 49.88 0\ 51.8 52.10 52.09 51.75 52.00 52.07 52.06 51.75 52.00 
53.3 53.61 53.61 52.69 53.70 53.65 53.66 52.65 53.10 
49.5 49.33 49.32 50.02 48.88 49.19 49.15 50.15 48.98 
55.3 55.93 55-94 54.38 56.61 56.09 56.08 53.91 56.09 
48.4 49.03 49.03 50.37 49.41 49.14 49.13 50.25 49.12 
51.8 53.71 53.73 52.22 52.70 53.44 53.66 52 .86 _ 54 .01 
MSD .8583 .8422 1.591 .7988 .6972 .7264 1.769 .7307 
MAD .6791 .6715 1.087 .7204 .6344 .6275 1.200 .56.59 
( I I ( [ [ ( l [ [ [ ( [ [ ( [ [ ( ( 
TABLE 4B I) 
J 
ACTUAL OBSERVED VALUES AND PREDICTIONS 
0 SERIAL COVARIANCE . RA0 1S FACTOR STRUCT. 
Q.L. s. p1-PT. Q.L.s. P1-PT. s.L.s. Ad Hoc 
49.7 50.34 49.42 50.72 50.11 49.73 49.75 
48.4 49.71 48.24 49.92 48.67 48.43 48.45 
48.5 49.95 48.65 49.64 48.17 48.47 48.48 
47.2 48.87 46.67 48.50 46.16 46.50 46.54 
49.3 50.36 49.43 50.6o 49.88 49.63 49.64 
53.7 52.62 53.59 52.95 54.15 53.Bo 53.78 
54.5 53.84 55.80 54.13 56.20 55.93 55.91 
52.7 ;0.90 50.59 50.85 50.46 50.53 50.53 
54.4 52.78 54.01 53.66 55.42 54.6o 54.51 
48.3 49.38 47.74 50.32 49.36 48.73 48.89 
51.9 51.64 51.Bo 51.65 51.80 51.Bo 51.80 
55.5 53.95 56.o4 52.98 54.23 54.73 54.17 
._. 55.0 53.11 54.56 53.o4 54.36 54.47 54.46 -.:r 
49.8 50.54 49.78 50.69 50.05 49.90 49.90 
51.8 51.75 52.00 51.76 52.00 52.00 52.00 
53.3 52.68 53.70 52.71 53.70 53.70 53.70 
49.5. 50.13 49.o4 50.01 48.86 48.97 48.97 
55.3 53.91 55.92 54.34 56.61 56.13 56.07 
48.4 50.o4 48.83 50.42 49.52 49.17 49.19 
51.8 53.10 54.28 51.87 52.10 53.40 53.21 
MSD 1.523 .7356 1.672 .89)0 .6405 .6691 
MAD 1.122 .5711 1.091 .7665 .5650 .5829 
-· w 
From the above analyses it seems that the simple least squares 
predictor, the ad hoc predictor and ~he p1 point predictor are good 
predictors for this data set. 
The above study does not indicate clearly which covariance model 
is most appropriate for this data set for the purposes of prediction, 
since the "best" predictors are not necessarily ~elated to a particular 
model. However, the serial model is su3pected of being most appropriate 
here but unfortunately predictive density results are not yet available 
for this model. 
5. Concluding Remarks. 
From this empirical study, there i3 some support for the robustness 
of the ad hoc predictor in the sense th.it no matter·what the perturbation 
from the real model {provided it is not described), this procedure seems 
to provide reasonable predictions. In case the real model is known, then 
better predictors will undoubtedly be those obtained ur~cr that particular 
model. We thus tentatively recommend the following procedure in predicting 
growth data: First of all, apply the t~~sting statistic to see if the s.s. 
is tenable. If the null hypothesis is aot rejected, then predictors 
corresponding to this model as well as the ad hoc predictor should be 
computed. If the ad hoc predictor turns out to be best either use it or 
conduct a search for a more appropriate covariance pattern. On the other 
hand, if the ad hoc predictor is considerably poorer than those based on 
s.s. model, one ought to choose the best among the predictors based on that 
structure. If the null hypothesis does not appear to be tenable, then the 
predictors corresponding to the arbitrary covariance as well as the ad hoc 
predictor should be computed and again j,f the ad hoc predictor is best a 
search for a suitable pattern is in ord<.ir if possible, and the predictors 
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should be modified to take into account whatever pattern seems appropriate. 
If the ad hoc predictor is much worse and no pattern apparent, then choose 
the best amongst the predictors based on the arbitrary covariance. A 
predictive region can also be obtained by using a normal or t approximation 
depending on the covariance structures. 
The ad hoc predictor, it is to be noted, has the drawback that it 
will not always exist. On the other hand, under most circumstances, the 
quasi-least-square predictor is rather easy to compute, as compared.with the 
first four conditional predictors and may lead to reasonable predictions~ 
Bes ides, this method can also be used t•> extend predictions to the 
p+1th , ••• , p+tth components of a given individual when the correlation 
th th pattern between p+l , ••• , p+t and the whole p vector has an 
ascertainable pattern. For example, if t 4X4 is of the pattern 
E = cr2 
p2 p3 
1 p p2 
p 
1 
then from the sample covariance matrix we can estimate cr2 and p as 
82 and p. If we are interested in pr(~dicting the 5th time point for 
any individual, say Y1 for Y4xN = (Y. , ••• , YN), then we can use the 
quasi-least-square predictor 
where 
_A _< *' -1 *)-i_*' -1<. Y1) X'l' = X X n -x -x n 
q q q flA 
X=(i i)• 
X-= (1, 5), 
x* = (X.), 
x 
1 
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1 p p2 p3 ~4 
p 1 p p2 p3 
0 = 62 p2 p 1 p A2 p 
' q p3. p2 p 1 A p 
p4 p3 p2 p 1 
and 
The central purpose of this paper was to illustrate the computational 
feasibility of certain prediction methods on real data sets for a particular 
prediction problem. In accomplishing this we have also tacitly suggested 
a data analytic technique for providing comparisons among competitive predictors. 
More formally we now propose that if a itata·analyst is interested in prediction 
he should avail himself of the opportun::.ty of sorting alternatives on the 
data set itself. 
In our example we assumed linear growth curve and searched for the 
best predictors under various covariance patterns. Certainly the method 
could just as well have been turned around to deter~!~d wh~ther the growth 
curves were linear or some other polynor1ial in time, the logic of course 
being that the situation which rendem tl~e best prediction is mostly likely 
to obtain. Hence we maintain that this approach can be a valuable guide in 
determining generally which of a variety of models may be best suited for 
the data at hand even for purposes other than prediction. The term "models" 
not only includes the structure of the likelihood itself but also those 
elusive Bayesian prior assumptions. With regard to the latter, Bayesians 
are prone to either subjective speculation or mathematical convenience 
coherent or otherwise, rather than data analytic justification. 
The computations reported in this paper were done on APL terminals 
at State University of New York at Buffc-.lo and the University of Minnesota. 
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