Abstract. A multiplicity theorem is obtained for periodic solutions of nonautonomous second-order systems with partially periodic potentials by the minimax methods.
Introduction and main results

Consider the second-order systems ü(t) + F (t, u(t)) = e(t) a . e .t ∈ [0, T ] u(0) − u(T ) =u(0) −u(T ) = 0 (1) where T > 0 and F : [0, T ] × R
N → R satisfies the following assumption: F (t, x) is measurable in t for every x ∈ R N and continuously differentiable in x for a.e. t ∈ [0, T ], and there exist f, g ∈ L 1 (0, T ; R + ) and α ∈ [0, 1[ such that |F (t, 0)| + |∇F (t, x)| ≤ f (t)|x| α + g(t) (2) for all x ∈ R N and a.e. t ∈ [0, T ]. Suppose that F (t, x) is T i -periodic in x i , 1 ≤ i ≤ r, that is,
for a.e. t ∈ [0, T ], all x ∈ R N and all integers k i , 1 ≤ i ≤ r, where (e i ) (1 ≤ i ≤ N ) is the canonical basis of R N . With periodic potentials, that is, (3) holding with r = N , the existence and multiplicity theorems are obtained for the nonautonomous second-order system (1) in [1] and [2] respectively. Note that (2) holds automatically with α = 0 in this case. Under the condition (2) with α = 0, [3] and [4] consider the nonautonomous secondorder system (1) with partially periodic (that is, (3) holding with 0 ≤ r ≤ N ) and partially uniformly coercive potentials (F (t, x) → +∞ for every (x 1 , . . . , x r ) ∈ R r as (x r+1 , . . . , x N ) tends to infinity in R N −r ). Recently [5] obtains the same result as [4] by replacing the partially uniformly coercive condition with the partially semicoercive condition (that is,
. In this paper we obtain the same result as [4] and [5] but under weaker coercivity conditions. In fact, we consider the nonautonomous second-order system (1) with the partially periodic potential and sublinear nonlinearity (that is, (2) holding with 0 ≤ α < 1), which is motivated by [5] and [6] . Some results mentioned above are unified and generalized. The following main results are obtained by the minimax methods.
Theorem. Suppose that (3) holds and e
Assume that (2) holds and
as x tends to infinity in 0 × R N −r . Then problem (1) has at least r +1 geometrically distinct solutions in H 
is a Hilbert space with the norm given by 
for all x ∈ R N and a.e. t ∈ [0, T ] and
as x tends to infinity in 0 × R N −r . Assume that (3) and (4) hold. Then problem (1) has at least r + 1 geometrically distinct solutions in H 1 T . Remark. Our Theorem unifies and generalizes Theorems 1-3 in [5] and Theorems 1-2 in [6] , which are the special cases of our Theorem corresponding to α = 0 and r = 0 respectively. Thus Theorem 2.1 in [4] , Theorems 1.5, 1.6 and 4.8 in [7] and Theorem 0.3 in [2] all are the corollaries of our Theorem. There are functions F satisfying our Theorem and not satisfying the results in [1] - [10] . For example, let 0 < α < 1 and
and e ∈ L 1 (0, T ; R N ) satisfying (4).
Proof of theorem
and Wirtinger's inequality
for all u ∈ H 1 T (see Proposition 1.3 in [7] ). Putû(t) = P u + Qu + u(t), where
and
Then ϕ is continuously differentiable by Theorem 1.4 in [7] , because (2) implies that
for a.e. t ∈ [0, T ] and all x ∈ R N . Moreover, one has
It follows from (3) that ψ is well-defined. Moreover, ψ is continuously differentiable. Now we begin to prove our main result.
Proof of Theorem.
In the case that (5 + ) holds, the proof relies on the generalized saddle point theorem due to Liu [4] . First assume that (π(u n )) is a (PS) sequence for ψ, that is, ψ(π(u n )) is bounded and ψ (π(u n )) → 0. Then ϕ(u n ) is bounded and ϕ (u n ) → 0. It follows from (2) and Sobolev's inequality (6) that
for all u ∈ H 1 T and some positive constants C 1 , C 2 and C 3 , where we have made use of the fact that |Qu| is bounded. Hence one has
for large n and positive constant C 4 by the fact that ϕ (u n ) → 0, (4) and Sobolev's inequality. It follows from Wirtinger's inequality (7) that
for large n, which implies that
for some C > 0, C 5 > 0 and all large n. By (2) and Sobolev's inequality (6) we have
for all u ∈ H 1 T and some positive constants C 6 , C 7 and C 8 . It follows from the boundedness of {ϕ(u n )}, (8) , (4), (9) and Sobolev's inequality (6) that
for all large n and some constants C 9 , C 10 . Then (10), (8) and (5 + ) imply that (|P u n |) is bounded. In fact, if not, without loss of generality we may assume that |P u n | → ∞ as n → ∞. Then from (8) and (10) one obtains (8) , which implies thatû n is bounded. Arguing then as in Proposition 4.1 in [7] , we conclude that the (P S) condition is satisfied. Now we check the link condition that
for all π(u) ∈ Y × V . Hence, by (4), Sobolev's inequality (6) and (11), we have
for all π(u) ∈ Y × V , which implies (a). It follows from (4) and (2) that
for all x ∈ R N and some constants C 13 and C 14 . Hence we have, by (5
uniformly for all Qx ∈ R r , which implies (b). It follows from the generalized saddle point theorem (Theorem 1.7 in [4] ) that ψ has at least r + 1 critical points. Hence ϕ has at least r + 1 geometrically distinct critical points. Therefore, in this case, problem (1) has at least r + 1 geometrically distinct solutions in H 1 T .
In the case that (5 − ) holds, the proof relies on Theorem 4.12 in [7] . By (4), (9) and Sobolev's inequality (6), we have for all u ∈ H 1 T , which implies that ϕ is bounded from below. Moreover, the functional ϕ satisfies the (P S) G condition; that is, for every sequence (u n ) in H 1 T such that ϕ(u n ) is bounded and ϕ (u n ) → 0, the sequence π(u n ) has a convergent subsequence (see Definition 4.2 in [7] ). In fact, the boundedness of ϕ(u n ), (5 − ) and (12) imply that ( u n ) and (P u n ) are bounded. Hence (û n ) is bounded. As in the proof of Proposition 4.1 in [7] , (û n ) has a convergent subsequence; so does π(u n ) = π(û n ). Now the Theorem in this case follows from Theorem 4.12 in [7] .
