Quantifying quantum mechanical uncertainty is vital for the increasing number of experiments that reach the uncertainty limited regime. We present a method for computing tight variance uncertainty relations, i.e., the optimal state-independent lower bound for the sum of the variances for any set of two or more measurements. The bounds come with a guaranteed error estimate, so results of pre-assigned accuracy can be obtained straightforwardly. Our method also works for POVM measurements. Therefore, it can be used for detecting entanglement in noisy environments, even in cases where conventional spin squeezing criteria fail because of detector noise.
INTRODUCTION
Uncertainty relations quantitatively express a phenomenon which is ubiquitous in quantum mechanics: Given two observables A and B, it is usually impossible to prepare a state such that the respective outcome distributions of these observables are both sharp. Of course, for the best known example of this, the position and momentum observables, the relation is in every textbook. It was first established by Kennard [1] , who turned Heisenberg's heuristic ideas [2] into a quantitative statement. In particular, it was his idea to consider the variances [3] of momentum and position in the state ρ as the mathematical expression of sharpness. Kennard's relation ∆ 2 ρ (P ) ∆ 2 ρ (Q) ≥ 2 /4 is tight, i.e., the constant on the right hand side is the best possible, because it is attained for Gaussian pure states.
The aim of our paper is to provide an efficient method to obtain the best possible bounds for any given pair of measurements A, B. This is of direct use in the increasing number of experiments that reach the uncertaintylimited regime. A particular application is the certification of entanglement via steering inequalities [4] [5] [6] . In such applications, even if one does not necessarily need an optimal bound, it is crucial to have a correct one, i.e., a bound valid for all states. Any algorithm based on computing the uncertainties "for sufficiently many states" will fail to guarantee this correctness. In particular, in high dimensional Hilbert spaces, typical states will not have uncertainties near the boundary, so it is actually hard to explore the set of uncertainty pairs (∆ 2 ρ (A), ∆ 2 ρ (B)) "from within". Our method uses instead an "outer" approximation, which has the virtue that in every step it provides a correct bound. The bound is iteratively improved, converging to the optimal one. This feature sets our method apart from several recent works, in which ad hoc methods were used to provide uncertainty bounds. The problem of getting optimal uncertainty bounds becomes more difficult as the dimension d of the Hilbert space increases. Indeed, naively it would seem to be a search problem on the 2d − 2 dimensional manifold of pure states, which in ρ) (red solid convex body), namely as finding that vertical displacement of the surface z = x 2 + y 2 (green paraboloid) which just touches C from below. We successively approximate C by polytopes (blue edges, boxed vertices) from the outside, and perform the minimization on this polytope. This gives a converging sequence of correct state-independent uncertainty relations.
bad cases might scale exponentially with d. However, we can do much better. We reformulate the problem as a geometric problem in three dimensions, namely of getting a sequence of outer polyhedral approximation of a certain convex set, see Fig. 1 . Any such approximation gives a valid uncertainty bound. In the iteration step, i.e., for computing a tighter approximation, one has to compute the lowest eigenvalue of a certain hermitian combination of the operators A and B. Those eigenvalue problems now determine the scaling of our method as a function of dimension, which will be a low order polynomial in d. Moreover, if additional information is available about A and B, for example, if they are both sparse in the same basis, eigenvalue computations can be speeded up considerably, and our method will speed up by the same factor.
Tight uncertainty bounds have only been obtained for a few specific pairs of observables. One example is angular momentum measurement, where bounds for two or arXiv:1705.10679v1 [quant-ph] 30 May 2017 three orthogonal spin components [4, 7, 8] are known. In those cases symmetry crucially helps to reduce the problem. Other examples are qubits [9] , for which the low dimension allows an analytical solution.
There are also variants, in which the sharpness of a distribution is measured by other quantities than the usual variance [10] [11] [12] [13] , for instance entropies [14, 15] , or where more than two observables are considered simultaneously [16, 17] . Quite different methods [18] are needed for optimal measurement uncertainty relations [10] , or information-disturbance bounds [10] , so we will not consider these aspects here.
METHODS

Linear state independent bounds
Since we are interested in state-independent bounds [19] we have no use for the often-cited general relation by Robertson [20] (and its improvements [21] We therefore consider bounds of the form
Here, c is the largest constant for which the above holds on any quantum state ρ. Since our method handles arbitrary A and B we can also admit factors here, i.e., inequalities of the form α∆ ) to a half-plane, and together they outline the uncertainty set (or, more precisely its "lower convex hull", see Fig. 4 and [7, 9, 18] ).
To see the connection to eigenvalue problems we write the optimal constant in (1) as
Here we just wrote the variance as the minimal quadratic deviation, using that the minimum with respect to a is attained at the expectation a = A ρ . On the other hand, if we fix a and b, the minimization with respect to ρ is exactly the ground state problem for the operator in parentheses. This suggested our previous ansatz [7] , which we call the see-saw algorithm: One alternatingly minimizes with respect to ρ and (a, b). In many practical cases this converges quickly, and with the safeguard of trying out several initial values it seems fairly reliable. However, in general the method of Alternating Minimization may easily fail to find the global minimum, and there is no proof of convergence. Intermediate results of the
Two dimensional sketch of geometry and the basic algorithm: The set C (red) with its outer approximation P(R) (blue and blue dasehd) and the extremal points E(R) (white squares). By adding the direction r , the polyhedral approximation is refined and the lower bound c−(R) is improved from µ(v * ) (dashed green parabola) to µ(v * * ) (green parabola).
see-saw algorithm give an upper bound on c, but as an upper bound on a lower bound this is useless for applications. Moreover, there are indications that the see-saw algorithm actually may get trapped.
Geometry of outer approximations
In contrast, the method described in this paper is an outer method, in which all intermediate steps give valid lower and upper bounds on c. Its geometric core is the joint numerical range
where S(H) denotes the state space, i.e., the set of density operators. Notice first that this set contains all the information necessary to compute c from (2).
With the quadratic functional µ(x) := z − x 2 − y 2 of x = (x, y, z) ∈ R 3 we find c = min
Now the set C is clearly convex and compact, because the state space S(H) has these properties, and they are preserved by the map taking ρ to the tuple of expectations. The set C is therefore completely described by the linear inequalities it satisfies. To get such inequalities, let r = (r 1 , r 2 , r 3 ) be a real vector, and consider H(r) = r 1 A + r 2 B + r 3 (A 2 + B 2 ). Let h(r) denote the smallest eigenvalue of this operator. Then, for any state ρ, and hence the corresponding tuple x ∈ C of expectations:
Now let R ⊂ R 3 be any finite set of vectors, and consider the polytope P(R) of those points x, which just satisfy the inequalities (5) with r ∈ R. Since these vectors satisfy fewer constraints than C, we have C ⊂ P(R), i.e., this is an outer approximation of C. Denote by E(R) the set of extreme points of P(R), which is also finite. Then
Here we have used, firstly, that the minimum over a larger set is smaller, and, secondly, that the functional µ is concave, so that the minimum over a compact convex set is attained at an extreme point. Hence for every finite set R of directions, we get a lower bound on c, which is computed as a finite minimum over E(R). On the other hand, for each r ∈ R we get a point x * (r), with equality in Eq. (5). Then
So for every set R, this procedure estimates the optimal constant c up to a precision ε = c + (R) − c − (R).
Basic algorithm
The idea of the algorithm is now to let the set R grow step by step, which shrinks P(R), so c − (R) increases and c + (R) decreases (see Fig. 2 and Fig. 3) . The algorithm terminates when ε is below the target accuracy.
Apart from the set R it is useful to keep track of the polytope P(R) in the form of a list of vertices E(R) and edges. To arrive at the next approximation R = R∪{r }:
1. Determine a vertex v * ∈ E(R) at which µ becomes minimal, and set
2. Solve the minimum-eigenvalue problem for H(r ). This provides the bound h(r ) for the new inequality (5), and an expectation tuple x * corresponding to the ground state.
3. Compute µ(x * ) and update c + (R ), if this is smaller than the current value.
4. Take the new inequality (5), and compute the intersections with all current edges of P(R). This will give some new extreme points for E(R ), and corresponding edges. Improving the outer approximation of C (red convex body) by adding more directions to the set R. Every direction r ∈ R gives a face of P(R) (blue polytope). New directions are chosen such that the vertex with the lowest value of µ will be cut off. Example generated from randomly chosen A, B ∈ R 10×10 .
is that, whenever possible, it will eliminate the vertex v * from P(R ), and thus strictly increase c − (R), unless there are other vertices with the same value of µ, which have first to be eliminated in a similar manner. A proof of this statement is provided in the appendix. As an application of our method, we derived the uncertainty relations for two non-orthogonal spin components, see the appendix.
Generalization to POVMs
Our method can be applied with minimal modifications to generalized measurements, i.e. observables given by positive operator valued measures (POVMs). In general, a POVM measurement A is described by its outcomes {a i } and corresponding effects {E i } [22, 23] , where the probability of obtaining the outcome a i ∈ R is given by tr(ρE i ). The moments of an outcome distribution are then given by the expectations of the moment op-
The only difference from the "standard" projection valued case is that the identity A (n) = A (1) n no longer holds. But this is not required for our method.
We therefore only need to express variances as ∆ 
APPLICATION TO ENTANGLEMENT DETECTION
In [4, 5] , it was shown that every state-independent uncertainty relation like (4) yields a non-linear entanglement witness, when applied to local measurements in a bipartition. Here the following scenario is considered: Two parties, Alice and Bob, can perform local measurements A 1 , A 2 such as B 1 , B 2 , on an unknown quantum state ρ. Their goal is to decide if ρ is entangled or not. For this, they measure the 'sum observables' M 1 , M 2 , given by
In the POVM case this is generalized to measuring A i on Alice's side, B i on Bob's, and adding the outcomes, which results in
where c A and c B are the optimal uncertainty constants for the observable pairs (A 1 , A 2 ) and (B 1 , B 2 ), respectively. Since the variance is concave, this inequality holds also for all convex combinations of uncorrelated states, i.e., for all separable states [4] . Hence if (12) is violated, ρ must be entangled. Of course, there is also an uncertainty bound c M for the observable pair (M 1 , M 2 ). So the interesting range allowing the conclusion "ρ is entangled" is marked by
For angular momentum measurements, (12) can be seen [24] as a spin-squeezing criterion. As such, it requires the same experimental data as other spin squeezing criteria, see [25, 26] , namely only a measurement of first and second moments of the total angular momentum. In contrast to entanglement criteria based on single outcomes, this requirement is very advantageous in typical experimental implementation, especially including many particle systems, see [27] .
We further sharpen this criterion by applying it to the observable pairs (µA 1 , λA 2 ) and (µB 1 , λB 2 ). In this way we get two convex regions of pairs (∆ 2 ρ (M 1 ), ∆ 2 ρ (M 2 )): A larger one containing the pairs achievable with arbitrary states, given by the bounds of the type c M , and a smaller one attainable by separable states, given by the bounds of the type c A + c B . As Fig. 4 shows, this increases the parameter range for which entanglement can be certified. The linear uncertainty bound with equal weights as a function of the local noise, evaluated for measurements M 1 and M 2 on separable and entangled states is shown by Fig. 8 .
Entanglement detection with noisy detectors
The generalization to POVMs increases the possibilities for entanglement detection. Suppose for the sake of discussion that before hitting the detector each subsystem goes through a known noisy channel. This typically increases variance [28] , so traditional spin squeezing inequalities would often fail to detect entanglement. Indeed the state after the action of the noisy channels may well fail to be entangled. On the other hand, we might be interested in the presence of entanglement before the action of the noise. This is the appropriate view when the noise is inherent in the detection process. The noise is thus applied in the Heisenberg picture, turning even a standard projection valued measurement into Uncertainty regions for entangled and separable states. Superposition of the graphs for different noise levels α: green= 0, blue= 0.2, red= 0.5. In this example we consider local measurements of orthogonal spin-1 components, i.e.
a proper POVM. This might easily find entanglement, which would go undetected by a direct application of the spin squeezing criterion.
These possibilities are shown in Fig. 4 by superimposing the entanglement detection regions for three different noise levels of a partially depolarizing channel ρ → (1 − α)ρ + αρ 0 , where ρ 0 ∝ 1I is the maximally mixed state, and α is a noise parameter. Increasing α shifts the diagram towards larger variances, but even for a modest noise level of α = 0.2 the entanglement detection region lies entirely in the region where traditional spin squeezing (corresponding to α = 0) would never find any entanglement.
CONCLUSIONS AND OUTLOOK
We provided an algorithm for determining the optimal uncertainty bounds for two arbitrary observables. The precision of the bound is controlled as a duality gap, so terminating the iteration at any step gives a certified lower uncertainty bound together with an error estimate.
The method can, in principle, be extended to more observables, or to variances based not on quadratic but higher order deviations. However, this would increase the dimension of the geometric problem. Thus at every new approximation step one has to determine the intersection of the polytope with the new supporting hyperplane. This requires a better book-keeping of the topological structure of the polytopes, and a local version of the vertex enumeration problem [29] .
The inequalities derived here have an immediate application to entanglement detection by generalized spin squeezing criteria. The possibility to use arbitrary observables (rather than orthogonal angular momentum components) greatly increases the versatility of this method.
It is an apparently open problem how strong the method becomes with arbitrary A i , B j , i.e. is every entangled state violating a local uncertainty relation. The problem has been studied carefully for orthogonal spin components [5, 6 ], but we do not know of a characterization of the (un-)detectable, possibly entangled states.
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y . This results in a region C that is rotational symmetric, as well. As the variance sum itself shares the same symmetry the optimum on C will be attained on a continuum of points. In these examples the optimal value of the uncertainty bound is not attained on a finite set of points, hence we have no localization of the algorithm. This benchmarks the worst case with respect to scaling. In the above example we rescaled the spectra of the operators to the unit interval. From the figure above can been seen that the algorithm shows the same scaling behaviour in all three cases. This illustrates that, the amount of steps the algorithm takes for reaching a certain target precision, is independent of the underlying Hilbert space dimension. This is a worst case scenario, because our method has to improve the outer approximation on a continuum of points. Hence, no localization of the algorithm can be expected, and no transition in a linear scaling regime happens, for this compare Fig. 5 with Fig. 6 . Note that, in this highly symetrical case there is no need to performe the algorithm on the whole set C. If we take care of the ounderlying symmetry the problem reduces to a fast scaling problem on a two dimensioal subset of C again.
Examples
Non-orthogonal spin components: We computed the minimal uncertainty for a measurement of two spin-s components that span an angle φ. Without loss of generality we can assume one of the components to be given by L z and the other one to lie in the L z − L x plane. So we can take L φ = cos φL z + sin φL x .
The value of the uncertainty bound in dependence of the angle φ is shown in Fig. 7 and Tab. II. Linear uncertainty bounds with equal weights in dependence of local noise, evaluated for measurements M1 and M2 on separable and entangled states. Any state that yields a variance sum below the blue solid line is entangled.
