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Elevated ozone in rural areas is believed responsible 
for crop losses of i to 2 billion dollars annually. 
S. Si l lman, J. A. Logan and S. C. Wofsy [1] 
Abst rac t - -Whi le  the ozone layer in the stratosphere is shielding the Earth's surface from radioac- 
tivity, high ozone concentrations in the troposphere have damaging effects on plants, animals and 
humans when they exceed certain critical levels. This is why it is necessary to resolve successfully 
three tasks: 
(i) to determine in a sufficiently accurate way, the critical levels of the ozone concentrations, 
(ii) to reduce the ozone concentrations to the critical levels, and 
(iii) to develop reliable and robust control strategies by which the ozone concentrations can be 
kept under the critical levels. 
Both the second task and the third task are very expensive. Therefore, the high ozone concentrations 
must be reduced to the critical levels, but no more. Furthermore, it is necessary to reduce (as much 
as possible) the economical costs of these actions. Mathematical models can be used in the search of 
an optimal solution of the tasks listed above. 
A mathematical model for studying air pollution levels in Europe ( the  Dan ish  Eu ler ian  Model )  
will be shortly discussed. The model consists of a system of 35 partial differential equations and leads 
to huge computational tasks, when it is handled numerically. Therefore, it is necessary to use big 
modern high-speed computers (with vector and/or parallel capabilities). 
The Danish Eulerian Model has been used to run various scenarios in order to study some of the 
relationships between emission sources in Europe and high ozone concentrations. Modern visualiza- 
tion techniques have been applied to illustrate better the effects of different emission reductions used 
in the scenarios on the ozone concentrations and to draw some conclusions. 
Keywords - -Excess  ozone, Critical levels, Scenarios, Mathematical models, Visualization. 
1. LONG-RANGE TRANSPORT OF  A IR  POLLUTANTS 
Air pollutants can be transported over long distances, mainly by advection due to the wind (but 
diffusion phenomena and chemical transformations under the transport also play an important 
role). This means that high concentrations may be detected also in areas where there are no big 
emission sources. Furthermore, air pollutants are deposited on the earth's urface, not only in 
areas where there are big emission sources, but also in the surrounding areas. This explains why 
the long-range transport of air pollutants i an important process, which must be studied carefully 
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in order to understand fully all phenomena that lead to high concentrations of air pollutants in 
areas far away from big emission sources. 
The pollutants, both when these are dispersed in the atmosphere and when these are deposited 
on the surface, can be harmful for plants, animals, and humans if their concentrations are over 
certain levels (called either acceptab le  or cr i t ical  levels; the term critical levels will be used 
in this paper). This imposes, or at least may impose, a requirement to reduce the concentrations 
that exceed the critical levels. However, it must immediately be stressed that the reduction of the 
air pollution is an expensive process (or, at least, very often is an expensive process). Therefore, 
one must be very careful. It is necessary to define exactly what kind of reduction is wanted 
and where it is necessary to achieve reductions. The critical levels of the concentrations and the 
depositions are to be determined precisely, and the air pollution must be reduced to these levels, 
but no more, because the extra efforts may be very expensive and, therefore, may cause great 
economical difficulties (for some countries, at least). 
Mathematical models of air pollution phenomena (and, first and foremost, of long-range trans- 
port phenomena) are indispensable tools in the efforts to solve the problems sketched above. 
Moreover, many problems connected with an optimal reduction of the air pollution to critical 
levels can successfully be solved on ly  if reliable mathematical ir pollution models are used (see, 
for example, [2]). 
Ozone is one of the harmful air pollutants. High ozone concentrations can damage plants 
during their growing period. Therefore, it is necessary to study the ozone concentrations, and 
what is even more important, to understand the source-receptor relationships in connection with 
the distribution of ozone concentrations over large areas. This is not an easy task, because 
ozone reacts with many chemical species. Therefore, advanced chemical schemes, which contain 
a sufficient number of chemical species must be used in the models. The problem of finding an 
optimal chemical scheme for a large air pollution model is still an open problem. It is commonly 
accepted, however, that a good chemical scheme must contain many chemical species (nitrogen 
pollutants, sulphur pollutants, many radicals, and many hydrocarbons). 
The number of chemical species used in different large air pollution models varies from 20 to 
about 200 (see, for example, [3-11]). The use of less than 20 chemical species will require crude 
parameterization f some chemical processes, and thus, the use of such chemical schemes is not 
advisable, when the accuracy requirements hat are to be satisfied are not very crude. On the 
other hand, the use of more than 200 chemical species is connected with huge tasks that cannot 
be handled on the computers available at present without imposing a sequence of simplifying 
assumptions. This leads to a crude parameterization f the other physical processes involved in 
the air pollution models (advection, diffusion, deposition, and emission) and/or to discretizations 
of the models on coarse grids.  It should be pointed out that even the use of more than 100 
chemical species (but less than 200) leads to the necessity both to apply certain simplifying 
assumptions and/or to use coarse grids (however, computers are becoming faster and faster, and 
therefore, such actions will probably not be necessary in the near future). 
The above discussion shows clearly that a good chemical scheme for studying in an adequate 
way the distribution of the ozone concentrations on large areas must comprise a considerable 
number of species. This leads to huge computational tasks, which can successfully be solved only 
if fast (and sufficiently accurate) numerical methods are used, and if the air pollution models are 
run on big high-speed computers. 
The use of a particular mathematical model, the Danish Eulerian Model [12], in the solution 
of the tasks sketched above will be discussed in this paper. A short description of the Danish 
Eulerian Model will be presented in Section 2. In Section 3, the concept of "excess ozone concen- 
trations" will be introduced following a definition given in [13]. The difficulties which arise when 
the excess ozone concentrations over large areas are to be studied will be discussed in Section 4. 
Results obtained by using several carefully chosen scenarios will be presented in Section 5. Some 
concluding remarks concerning future plans will be given in Section 6. 
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2. MATHEMATICAL  DESCRIPT ION 
OF THE DANISH EULERIAN MODEL 
The long-range transport of air pollutants over Europe is described by a system of partial 
differential equations (PDE's): 
Ocs O(uc~) O(vc~) O(wcs) 
Ot Ox Oy Oz 
+N\ ox)+Nt, yoy)+N\ oz) (1) 
+ Es + Qs(Cl,C2,...,Cq) - (tCls + t~2s)cs, 
s - -1 ,2 , . . . ,q .  
Many air pollution models can be described mathematically b  using the generic formulae (1). 
The particular model that will be studied in this paper is the Danish Eulerian Model. This model 
is fully described in [12]. 
It is very important o check carefully the reliability of a mathematical model that has to 
be used in meaningful simulations. The reliability of the algorithms implemented in the Danish 
Eulerian Model, as well as the reliability of the results obtained by this model, have been discussed 
in several papers. In the latter case, it is necessary to check separately the reliability of the 
concentrations calculated over land and the reliability of the concentrations calculated over water 
(during the transport over seas and oceans). The reliability of the concentrations calculated over 
land has been studied in [12,14,15]. Concentrations calculated by the Danish Eulerian Model 
have been compared with measurements taken at EMEP stations in different European countries 
(EMEP, European Evaluation and Monitoring Programme, is a common European environmental 
project in which nearly all European countries participate). The reliability of the concentrations 
calculated over water has been studied in [16]. Concentrations calculated over the North Sea 
have been compared with measurements in this paper (the measurements have been collected 
abroad by the R. R. S. Challenger over the Southern Bight of the North Sea during seven cruises 
in the period March-October 1989). The performance of different numerical algorithms used in 
the model, as well as their accuracy, have been studied in [12,17,18]. 
The number of equations q is equal to the number of species that are involved in the model and 
varies in different studies. Until now the model has mainly been used with a chemical scheme 
containing 35 species (it may be necessary to involve more species in the future; experiments 
with chemical schemes containing 56 and 168 species have recently been carried out). The 
chemical scheme with 35 species is the well-known CBM IV  scheme (described in [19]), with a 
few enhancements which have been introduced in order to make it possible to use the model in 
studies concerning the distribution of ammonia-ammonium concentrations in Europe, as well as 
the transport of ammonia-ammonium concentrations from Europe to Denmark. 
The different quantities that are involved in the mathematical model have the following mean- 
ing: 
* the concentrations are denoted by cs; 
. u, v, and w are wind velocities; 
• Kx, Ky, and Kz are diffusion coefficients; 
• the emission sources in the space domain are described by the functions Es; 
• a18 and t¢28 are deposition coefficients; 
• the chemical reactions are described by the nonlinear functions Q8(cl, c2,... ,  ca). 
The nonlinear functions Qs are of the form 
q q q 
Qs (cl,c2,... ,Cq) = - Z asici + Z Z ~Sijcicj' s = 1,2, . . .  ,q. (2 / 
i=1 i=1 j= l  
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This is a special kind of nonlinearity, but it is not obvious how to exploit his fact during the 
numerical treatment of the model. 
It follows from the above description of the quantities involved in the mathematical model that 
all five physical processes (advection, diffusion, emission, deposition, and chemical reactions) can 
be studied by using the above system of PDE's. The most important processes are the advection 
(the transport) and the chemical reactions. Kernels for these two parts of the model must be 
treated numerically by using accurate algorithms. 
2.1. Splitt ing the Model  
It is difficult to treat the system of PDE's (1) directly. This is the reason for using different 
kinds of splitting. A simple splitting procedure, based on ideas discussed in [20,21] can be defined, 
for s -- 1, 2, . . . ,  q, by the following submodels: 
Ot - Ox  Oy (3) 
ot -ox \ ) +N \ (4) 
dc (3) 1(3) c(:)) 
dt - Es + Q, ~cl ,c2 , . . . ,  (5) 
dc~ 4) 
- + 4) 
dt 
0-7- = Oz + \ -5 ; /  } " (7) 
The horizontal advection, the horizontal diffusion, the chemistry, the deposition, and the verti- 
cal exchange are described with the systems (3)-(7). This is not the only way to split the model 
defined by (1), but the particular splitting procedure (3)-(7) has three advantages: 
(i) the physical processes involved in the big model can be studied separately, 
(ii) it is easier to find optimal (or good) methods for the simpler systems (3)-(7) than for the 
big system (1), and 
(iii) if the model is to be considered as a two-dimensional model (which often happens in 
practice), then one should just skip system (7). 
2.2. Space Discretization 
Assume that the space domain is a parallelepiped which is discretized by using an equidistant 
grid with Nx x Ny × Nz grid-points, where Nx, N~, and Nz are the numbers of the grid-points along 
the grid-lines parallel to the Ox, Oy, and Oz axes. Assume further that the number of chemical 
species involved in the model is q -- Ns. Finally, assume that the spatial derivatives in (1) are 
discretized by some numerical algorithm. Then the system of PDE's (1) will be transformed into 
a system of ODE's (ordinary differential equations) 
dg 
d---t = f(t, g), (8) 
where g(t) is a vector-function with Nx × Nu × Nz × Ns components. Moreover, the components 
of function g(t) are the concentrations (at time t) at all grid-points and for all species. The 
right-hand side f(t ,  g) of (8) is also a vector function with Nx × N~ x Nz × Ns components 
which depends on the particular discretization method used and of the concentrations of the 
different chemical species at the grid-points. If the space discretization method is fixed, and if 
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the concentrations are calculated (at all grid-points and for all species), then the right-hand side 
vector in (8) can also be calculated. 
As mentioned above, the large air pollution models are not discretized irectly. Some kind of 
splitting is always used. If the model is split into a submodel as in the previous ection, then the 
application of discretization methods (normally different methods for the different submodels) 
will lead to the following ODE systems: 
dg(1) 
- s(" (9) 
dt 
dg(2) 
- ( lO)  
dt 
dg(3) 
---- S (3) (t ,g (3)) (11) 
dt 
dg(4) 
- -  S (4) (t,g (4)) (12) 
dt 
dg(5) 
- s (5) (13) 
dt 
where g(i) and f(i), i -- 1, 2, 3, 4, 5, are again vector-functions with Nx x N v × Nz x Ns components. 
The functions S (i), i = 1,2, 3, 4, 5 depend on the discretization methods used. Some particular 
numerical methods that can be used in the discretization of the five submodels (3)-(7) in order 
to obtain ODE systems of type (9)-(13) are listed below. 
The discretization ofthe spatial derivatives in the submodel describing the horizontal advection, 
the PDE system (3), can be carried out either by using pseudospectral expansions or by applying 
finite elements [12,18]. Other numerical methods can also be applied. It is important to emphasize 
that the resulting system (9) contains q -- N8 independent ODE systems (i.e., one such system 
per each chemical species). This fact could easily be exploited on parallel computers. 
The discretization of the second-order spatial derivatives in the horizontal diffusion submodel, 
the PDE system (4), is quite similar. Both the pseudospectral algorithm and finite elements can 
be used. Again, other numerical algorithms can also be applied. The number of independent 
systems of ODE's in the resulting system (10) is again q -- Ns; i.e., the same as in the previous 
case. It may be useful to apply different numerical algorithms in the advection and diffusion 
parts (see again [12,18]). 
The transition from (5) to (11), as well as the transition from (6) to (12), is trivial, because there 
are no spatial derivatives in (5) and (6). In the first case, the resulting ODE system (11) contains 
Nx x Ny × Nz independent systems, each of them with Ns equations (because the chemical species 
at a given grid-point react with each other, but not with chemical species at other grid-points). 
In the second case, the resulting system (12) consists of Nx x N u x N~ × Ns independent ODE's 
(because the deposition of a given species at a given grid-point depends neither on the deposition 
of the other species nor on the deposition processes at the other grid-points). It is seen from the 
above discussion that a lot of parallel tasks arise in a natural way when the ODE systems (11) 
and (12) are to be handled. 
Finite elements can be applied in the discretization of the spatial derivatives in the vertical 
exchange submodel (7). The resulting ODE system (13) consists of Nx x Ny × Ns independent 
ODE systems; each of them is defined on a vertical grid-line, and therefore, contains N~ equations. 
2.3. T ime In tegrat ion  
It is necessary to couple the five ODE systems (9)-(13). The coupling procedure is connected 
with the time-integration f these systems. Assume that the values of the concentrations (for 
all species and at all grid-points) have been found for some t = t,~. According to the notation 
introduced in the previous ection, these values are components of the vector-function g(tn). The 
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next time-step, time-step n + 1 (at which the concentrations are found at t,~+l = tn -}- At, where 
At  is some increment), can be performed by integrating successively the five systems (9)-(13). 
The values of g(tn) are used as an initial condition in the solution of (9). The solution of each 
of the systems (9)-(12) is used as an initial condition in the solution of the next system. The 
solution of the last system, system (13), is used as an approximation to g(tn+l). In this way, 
everything is prepared to start the calculations in the next time-step, step n ÷ 2. 
Predictor-corrector methods with several different correctors are used in the solution of the 
ODE systems (9) and (10). The correctors are carefully chosen so that the stability properties of 
the method are enhanced [22]. 
Several different methods have been tried in the solution of the ODE system (11); see [12]. 
The QSSA (quasi-steady-state pproximation; see, for example, [23,24] is simple and relatively 
stable, but not very accurate (therefore, it has to be run with a small time-stepsize). The 
classical numerical methods for stiff ODE systems (such as the Backward Euler Method, the 
Trapezoidal Rule and Runge-Kutta lgorithms) lead to the solution of nonlinear systems of 
algebraic equations, and therefore, they are more expensive; see, for example, [25,26]. On the 
other hand, these methods can be incorporated with an error control and perhaps with larger 
time-steps. The extrapolation methods (see [27-31]) are also promising. It is easy to calculate an 
error estimation and to carry out the integration with large time-steps when these algorithms are 
used. However, it is difficult to implement such methods in an efficient way when all five systems 
(9)-(13) are to be treated successively. The experiments with different integration methods for 
the chemical submodel (11) are continuing. The QSSA will be used in most of the experiments 
described here. Other numerical methods for the chemical part of a large air pollution model are 
discussed in, for example, [32-37]. 
The next ODE system, (12), contains (see the previous ection) Nx x Ny × Nz x Ns independent 
ODE's. Moreover, all these ODE's are linear. Therefore, they are solved exactly during the 
numerical treatment of the model. 
The last ODE system, (13), can be solved by using many classical time-integration methods. 
The so-called/~-method (see [26]) is used in the three-dimensional version of the Danish Eulerian 
Model [12]. 
2.4. Need for H igh-Speed Computers  
The size of the systems that arise after the space discretization and the splitting procedures 
used to treat (1) numerically is enormous. Consider the case where the model is two dimensional, 
and let us assume that the model is discretized on a (96 × 96) grid (such a grid is used in the 
Danish Eulerian Model after 1993) and that q -- 35. Then the number of equations in each of the 
four systems of ODE's (9)-(12) is 322,560. The time-stepsize used in the advection step is 15 min. 
The chemical submodel (11) cannot be treated with such a large time-stepsize (because it is very 
stiff, especially when photochemical reactions are involved). Therefore, six small time-steps are 
carried out for each advection time-step (this means that the chemical time-stepsize is 2.5 min.). 
From this description, it is clear that, in fact, nine systems of ODE's (each of them containing 
322,560 equations) are to be treated per advection step. Assume that a one-month run is to be 
carried with the model. This will result in 3,456 advection time-steps (taking here into account 
that it is necessary to use five extra days in order to start up the model). 
Consider now the case where the model is three dimensional. Assume that ten layers are used 
in the vertical direction. Then the number of equations in every system of ODE's is 3,225,600 
(i.e., ten times greater than in the previous case). The number of systems that are to be treated 
at every time-step is increased from four to five. The number of time-steps remains the same, 
3,456. The chemical submodel must again be integrated by using smaller time-steps. 
It is clear that such large problems can be solved only  if new and modern high-speed com- 
puters are used. Moreover, it is necessary to select the right numerical algorithms (which are 
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most suitable for the high-speed computers available) and to perform the programming work 
very carefully in order to exploit fully the great potential power of the vector and/or parallel 
computers. The Danish Eulerian Model has already been successfully run on several high-speed 
computers (see [12,17,18]). However, it is still necessary to improve the performance of the differ- 
ent algorithms on different high-speed computers. Therefore, many more experiments are needed 
(and will be carried out in the future). High-quality software for some standard mathematical 
problems is now available (see, for example, [38,39]) and one should try to use it extensively in 
large air pollution models. 
3. EXCESS OZONE CONCENTRATIONS 
It is commonly accepted now that "ozone is one of the major air pollutants that, in high con- 
centration, can endanger health and damage plants" [1,40-45]. Moreover, it is also commonly 
accepted that the ozone concentrations (and especially the high ozone concentrations) depend 
nonlinearly on the NOx emissions and on the VOC emissions (VOC: Volatile Organic Com- 
pounds); see again the above references. Some experiments, in which the NOx emissions and/or 
the VOC emissions have been varied have been performed in [12,14,15] in order to study the 
effect of the emission variations on some concentrations, and first and foremost, on the ozone 
concentrations. The main purpose of this paper will be more ambitious: we should like to study 
the effect of the emission variations on the amount of ozone that might cause damages on certain 
plants and on forest trees. 
It is necessary to define what is the critical quantity of the ozone in the atmosphere that will 
probably cause damages on the plants. Assume that 
• the time-period under consideration contains N hours, 
• the ozone concentrations are measured in ppb, 
• ci is the calculated by the model mean value of the ozone concentration i hour i, where 
i -- 1 ,2 , . . . ,N ,  
• c is the critical ozone concentration which has been found relevant for the objectives of 
the particular study (note that if the objectives are changed, then the value of c may also 
change). 
The quantity EXCESS(c), which is defined by the following formula: 
N 
EXCESS(c) = ~ max(ci - c, 0) (14) 
i=1  
will be called excess ozone with regard to the critical concentration c. 
The definition given above is very similar to that used in [13, p. 924]. The only difference is 
that the definition here is valid for any appropriate value for the critical concentration c, while 
the special value c = 75 ppb is used in [13]. This means that the definition given in this section 
is slightly more general and more flexible; it can be used in different studies (where as a rule c 
will vary when the objectives are varied; see above). The flexibility of the new definition will be 
illustrate with two examples in the following two sections. 
3.1. Harmfu l  Ef fects  of  H igh  Ozone Concent ra t ions  on Crops  
Consider the case where harmful effects of high ozone concentrations on crops during the 
growing period are to be studied. Let us assume that the following conditions are satisfied: 
• the time-period under consideration contains three months (May, June, and July), 
• the summation in (14) is performed only for the day hours (or, more precisely, the period 
from sunrise to sunset), 
• the critical value of the ozone concentrations is set to c = 40 ppb. 
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It  is believed that the ozone concentrations are harmful for the crops if the value of 
EXCESS(40) obtained from (14) by using the three conditions imposed in this section is greater 
than 5300 ppb-h; this value has recently been proposed by a large group of experts in this field in 
the Workshop Summary of a UN-ECE report on critical levels for ozone (see [46, p. 5]). The crit- 
ical value 5300 ppb.h is derived by using experimental data; see [47,48], as well as the references 
in these two papers. 
The term "ACT40" is used in [46] (ACT40: accumulated exposure over a threshold of 40 ppb); 
the term "excess ozone," which is used in this paper seems to be older [13,49]. The term "excess 
ozone" is used also in the report of [46]; see the contribution of [50]. 
3.2. Harmfu l  Ef fects  of  H igh  Ozone  Concent ra t ions  on Forest  Trees  
Consider the case where harmful effects of high ozone concentrations on forest trees (during the 
summer period) are to be studied. Let us assume now that the following conditions are satisfied: 
• the time-period under consideration contains ix months (April, May, June, July, August, 
and September), 
• the summation in (14) is performed both for the day hours and for the night hours, 
• the critical value of the ozone concentrations is again set to c -- 40 ppb. 
It is believed that the ozone concentrations are harmful for the forest trees if the value of 
EXCESS(40) obtained from (14) by using the three conditions imposed in this section is greater 
than 10,000ppb.h. This value has been chosen as a prov is iona l  cr i t ica l  level for ozone 
in connection with forest trees at the Workshop on Critical Levels for Ozone held in Bern, 
Switzerland in 1993 (see again [46, p. 15]; see also [51] and the references in this paper). 
It should be noted that the same notation for the excess ozone, EXCESS(40) is used both in 
the case where harmful effects on crops are to be studied and in the case where harmful effects 
on forest trees are to be studied. Of course, the values of the excess ozone are different in these 
two cases. However, from the context, it will be clear how the excess value is calculated. 
4. DIFF ICULT IES  IN THE CALCULAT ION 
OF EXCESS OZONE 
The calculation of excess ozone is a much more stringent ask than the task of calculation of 
ozone concentrations. A model that calculates reasonable approximations to the ozone concen- 
trations may have difficulties with the calculation of good approximations to the excess ozone. 
The two major difficulties in the calculation of excess ozone will be shortly discuss in the next 
two sections. 
4.1. Need of  Smal l  T ime-Steps  
The strong diurnal variations that are typical for the ozone concentrations may cause difficulties 
for some trajectory models. The strong diurnal variations lead to a requirement for small time- 
steps (one must have several instantaneous concentrations in order to calculate the desired hourly 
mean values of the concentrations). This requirement is always satisfied for the Eulerian models. 
For some trajectory models, however, this requirement is not satisfied, because in such models 
a few trajectories only arrive at the receptor points (typically only four trajectories: arriving at 
6:00, 12:00, 18:00 and 24:00; see, for example, [13,45]). Some interpolation rules can be used, but 
this produces extra numerical errors. 
4.2. Need for Accurate  Methods  
Another difficulty arises because the differences c~ - c are to be used in calculation of (14). 
These differences may be in the range of uncertainty of the model even in the case where ci is 
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sufficiently accurate. A simple example can be given to illustrate this statement. Consider the 
values of the exact concentration c exact and the calculated concentration c calc. Assume that 
exact = 41, talc = 45, c = 40. (15) C i C i 
Then, the value of the relative error of the calculated ozone concentration (in percent) is given 
by 
100 L cY  act - c ca~c I 
< 9.8, (16) 
cexact  
which in many cases is quite acceptable. 
Assume now that the contribution of hour i for the excess ozone is to be calculated. The exact 
contribution is 
exact  c i -- c = 1, (17) 
while the calculated contribution is 
¢calc __ C = 5 .  (18) 
The relative error (in percent) of the contribution to the excess ozone for hour i is given by 
100 [ c exact ca lc  
_, -c~ L=400. (19) 
I c~xact--c I 
It  is clearly seen that, although the ozone concentration has been calculated in a sufficiently 
accurate way, the contribution to the ozone excess for hour i is quite wrong. 
Of course, this is an extreme situation. Nevertheless, this example illustrates the fact that 
more accurate methods are to be used when excess ozone is to be calculated (the same is true if 
excess values for some other pollutants are to be computed). 
5. RUNNING THE MODEL WITH D IFFERENT SCENARIOS 
The Danish Eulerian Model [12,14,15,18] has been run by using 
• meteorological data for five consecutive years (1989-1993), and 
• several emission scenarios. 
The meteorological data contains data files which are to be read at the end of every period of 
six hours (wind fields, precipitation fields, mixing height fields, temperature fields, cloud covers 
fields, humidity fields). Since the time-steps used in the model (At = 15 min.) are much smaller 
than six hours, linear interpolation is used to obtain the needed values of the meteorological 
parameters, when these are not directly available from the data files. 
Four emissions input data files are used in the model: SO2, NO=, anthropogenic VOC, and 
NH3 emissions. The first three files have been obtained from EMEP (European Monitoring and 
Evaluation Programme), while the fourth file has been obtained from [52]. These data files contain 
yearly means of the emissions at the EMEP grid. Simple linear interpolation rules are used to 
obtain variation on seasonal and (if necessary) on diurnal bases (see more details in [14,15]). 
Natural VOC emissions are also used in the model. These are calculated on hourly basis by 
using the procedure proposed by L/ibkert and Sch5p [53]; see again [14,15]. 
Four types of scenarios have been used in the attempts to establish some relationships between 
emissions and excess ozone. 
• Bas ic  runs.  These runs have been performed by using the European emissions for 1989. 
One run has been performed for each of the six months of interest (April, May, June, July, 
August, and September) and for each of the five years for which we have meteorological 
data. This means that the total number of the basic runs is 30. 
• Runs  w i th  reduced NO= emiss ions.  All NOz emissions in Europe have been reduced 
by the same amount (k%; several different values of k have been used). Then, the same 
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runs as in the previous case have been performed; the total number of runs for a given 
value of k is 30. 
• Runs  w i th  reduced  VOC emissions. All anthropogenic VOC emissions in Europe 
have been reduced by the same amount (k%; the same values of k as in the previous case 
have been used). Then the same runs as in the first case have been performed; the total 
number of the runs for a given value of k is again 30. 
• Runs  where  both  the NOx emissions and the VOC emissions are reduced.  All 
NOx emissions and all anthropogenic VOC emissions in Europe have been reduced by the 
same amount (k%; the same values of k as in the previous two cases have been used). 
Then, the same runs as in the first case have been performed; the total number of the runs 
for a given value of k is as in the previous cases 30. 
Only results obtained with k = 30% will be presented in this section. However, results obtained 
with other values of k have been taken into account when different conclusions are drawn. In 
a similar way, mainly the results from 1989 (which is, in a sense, the worst year in this period, 
with greatest values of the excess ozone) will be presented, but the results from the other years 
have been taken into account when different conclusions are drawn. 
The main purpose with these runs was to study the relationships between the emission sources 
and the excess ozone (including here the excess ozone in Denmark). The results from some of 
the runs will be discussed in this section. 
5.1. Compar i son  wi th  Measurements  
Comparisons with measurements have been carried out for 1989. For this year, measurements 
at 20 stations in different European countries (most of them, 10, in Germany) have been available. 
There are three groups of stations: 
• stations where the calculated excess ozone is considerably less than the measured excess 
ozone, 
• stations where the measured excess ozone is considerably less than the calculated excess 
ozone, 
• stations where the calculated excess ozone is in relatively good agreement with the mea- 
sured excess ozone. 
The stations from the first group are all in Germany. Some results from 1989 are given in 
Table 1. It is not very clear why the model underestimates the excess ozone in some German 
sites. There are no ozone measurements on hourly basis in the German stations for 1990. The 
following questions are to be answered in connection with the results in Table 1. 
• Is there anything special with some of the German stations. 7 
• Is the model underestimating large ozone concentrations? 
• Are the German emissions used in the model too high? 
• Are there other reasons for the discrepancies? 
Table 1. Calculated and measured excess ozone concentrations i  1989 in six German 
stations. In the column under "Missings," the numbers of hours for which there axe 
no measurements are given. 
Station Country Calculated Measured Missings 
Westerland W. Germany 15567 (53%) 29108 108 (5.2%) 
Waldhof W. Germany 9745 (40%) 24132 166 (7.5%) 
Schauinsland W. Germany 28283 (55%) 51184 300 (13.5%) 
Deuselbach W. Germany 24561 (57%) 43299 21 (0.9%) 
Hohenwestedt W. Germany 9371 (64%) 14680 87 (3.9%) 
Bassum W. Germany 11296 (52%) 21590 6 (0.3%) 
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It is necessary to emphasize two important facts: 
(i) the discrepancies are not very large, and 
(ii) both the calculated and the measured excess ozone concentrations are much greater (at 
each of these six German stations) than the critical level of 5300 ppb.h. 
The stations where the model overestimates the excess ozone are given in Table 2. It is seen 
that  the reason for the overestimation, in some of the cases, is caused by the fact that  a lot of 
measurements are missing (up to 75%; see the results for Offagne). If the missing measurements 
are not too many, then the results could be considered as rather good for some of the stations 
such  as  Ansbach  and  St. Den i j s .  
Tab le  2. Calcu lated and  measured  excess ozone  concentrat ions in 1989 in seven 
European stations. In the co lumn under  "Missings," the numbers  of hours  for wh ich  
there are no  measurements  are given. 
Station Country Calculated Measured Missings 
Ansbach W. Germany 19795 11990 (61%) 123 ( 5.6 %) 
St. Denijs Belgium 10440 5506 (53%) 294 (13.3%) 
Offagne Belgium 29480 3107 (11%) 1663 (75.3%) 
Eupen Belgium 19762 6017 (30%) 311 (14.1%) 
Arkona E. Germany 12690 5930 (47%) 166 (7.6%) 
Monte Vehlo Portugal 25064 78 (0%) 1032 (46.7%) 
Ispra Italy 38948 20700 (53%) 0 (0.0%) 
The stations where the agreement between calculated excess ozone and measured excess ozone 
are reasonably good are shown in Table 3. These stations are in Scandinavia nd Germany. The 
model results obtained in Northern Europe tend to be better (when compared with measure- 
ments). 
It  is difficult to draw detailed conclusions. However, the results for most of the stations (also 
for some stations in Table 1 and Table 2) are fairly good, taking into account he uncertainties in 
the emissions (up to 30%) and the difficulties that  arise when excess ozone is calculated. Indeed, 
for most of the stations, the discrepancy between the two compared quantities is between 10% 
and 50%, which is comparable with the uncertainties in the emissions. 
Table 3. Calculated and measured excess ozone concentrations in 1989 in seven 
stations in North Europe. In the column under "Missings," the numbers of hours for 
which there are no measurements are given. 
Station Country Calculated Measured Missings 
Ulborg Denmark 11307 8627 (76%) 164 (7.4%) 
Roervik Sweden 10377 7379 (71%) 0 (0.0%) 
Norra Kvill Sweden 7393 10559 (142%) 0 (0.0%) 
Vavihill Sweden 8733 11713 (134%) 471 (21.3%) 
Neuglobsow E. Germany 6435 7527 (117%) 25 (1.1%) 
Rottenborg W. Germany 24508 17446 (71%) 402 (18.2%) 
Meinerzhagen W. Germany 16334 13593 (12 %) 270 (12.2%) 
5.2. Compar ing  the  Resu l t s  f rom the  Bas ic  Runs  
The results obtained in the basic runs for the five years (1989-1993) are given in Figures 1-5. 
It is seen that, although the values of the excess ozone vary, the patterns are practically the same. 
• The excess ozone in Southern Europe is high (usually more than seven times greater than 
the critical value of 5300 ppb.h). 
• The excess ozone in Central and Western Europe is also pretty high (it normally exceeds 
several times the critical value). 
• Only in the Northern Scandinavia nd in Northern Russia, the excess ozone is, as a rule, 
under the critical level. 
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The results in Figures 1-5, as well as the results in Tables 1-3, indicate that it is necessary  
to  reduce  the  excess  ozone in a large par t  o f  Europe  and  in Denmark .  
5.3. Runs  w i th  Reduced NOx Emiss ions  
Several scenarios with reduced NOx emissions have been carried out. The results for 1989 in 
the case where all European NOx emissions have been reduced by 30% are shown in Figure 6. The 
following conclusions can be drawn by comparing the results in Figure 6 with the corresponding 
results from the basic runs and also by using results from other experiments. 
• The reduction of the NOx emissions leads, in general, to a reduction of the excess ozone 
in Europe; compare the results for 1989 from the basic run (Figure 5) with the results in 
Figure 6. The excess ozone in Denmark is reduced considerably. 
• There are, however, areas in Europe where the excess ozone is increased when the NOx 
emissions are reduced. It is difficult to see this effect by comparing the results in Figure 5 
with the results in Figure 6. However, if the results obtained by reducing the NOx emissions 
are related to the results from the basic run (instead of relating them to the critical value 
of the excess ozone), then the effect can be clearly seen. The plot in Figure 10 shows that 
the ozone excess in some parts of Central and Western Europe is increased considerably, 
when the NOx emissions are decreased. 
• The distribution of the nitrogen oxide concentrations in Europe is given in Figure 9. 
Comparing Figure 9 with Figure 10, one can see that the ozone excess is increased when the 
NOx emissions are reduced precisely in the areas in which the concentrations of nitrogen 
oxide are highest. The same conclusion can be drawn when the results in Figure 10 are 
compared with the distribution of the NO~ emissions in Europe. 
5.4. Runs  w i th  Reduced Anthropogen ic  VOC Emiss ions  
The experiments with reduced NOx emissions were repeated with corresponding reductions of 
the anthropogenic VOC emissions (and by using the basic NOx emissions). Again only results 
from 1989 will be presented, but the results from the other experiments are taken into account, 
when conclusions are drawn. The main conclusions that can be drawn from the runs are given 
below. 
• In the whole domain, excluding the Southern parts, a reduction of the anthropogenic 
VOC emissions eems to be more efficient than the corresponding reduction of the NOx 
emissions. This is seen by comparing the results in Figure 7, where the distribution of 
the excess ozone concentrations in Europe due to the reduction of the anthropogenic VOC 
emissions is given, with the results in Figure 6, where the distribution of the ozone excess 
concentrations due to the reduction of the NO~ emissions is given. 
• The reduction of the excess ozone due to the reduction of anthropogenic VOC emissions 
is greatest in the areas where the nitrogen oxide concentrations are highest; compare the 
results given in Figure 7 with those given in Figure 5. 
It  should be emphasized here that only the anthropogenic VOC emissions are reduced. This 
means that the total VOC emissions in Europe are not evenly reduced. In areas where the 
natural VOC emissions are a considerable part of the total VOC emissions, the effect of reducing 
the anthropogenic VOC emissions will be weaker. This is the case for some of the countries in 
Southern Europe, where the amount of the natural VOC emissions can (in some summer periods) 
exceed 50% of the total VOC emissions. The weaker effect of the reduction of the anthropogenic 
VOC emissions on the reduction of the critical excess ozone in the countries in Southern Europe 
is seen in Figure 11. 
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5.5. Reduc ing  Both  the  NO~ and the  Anthropogen ic  VOC Emiss ions  
In the third group of experiments, both the NOx emissions and the anthropogenic VOC emis- 
sions were reduced (the reductions being the same as in the cases where only the NO~ emissions 
and only the anthropogenic VOC emissions were reduced; see the previous two sections). Only 
results for 1989 are given, but results from other years have been used in all conclusions. 
• The reductions of the excess ozone obtained by the simultaneous reduction of the NOx 
emissions and the anthropogenic VOC emissions are, in general, greater than the reduc- 
tions of the excess ozone caused by reducing either only the NOx emissions or only the 
anthropogenic VOC emissions; compare the results given in Figures 5-8. 
• Even the simultaneous reduction of both emissions do not result in reducing the excess 
ozone to the critical excess ozone level of 5300 ppb.h in a very large part of Europe. It 
should be mentioned here that even when all NO~ emissions and all anthropogenic VOC 
emissions in Europe are reduced by 95% (such an experiment has also been carried out), 
there are still regions in Europe where the excess ozone is greater than 5300 ppb.h. 
• If only the reduction of the excess ozone is important, then in some parts of Western 
Europe it may be better to reduce only the anthropogenic VOC emissions; compare the 
results in Figure 7 and Figure 8. This is only an illustration of the fact that the common 
reduction of the European emissions, with the same amount everywhere, will not always 
be the optimal solution. 
5.6. Compar i son  of  the  Reduct ions  f rom the  D i f ferent  Scenar ios  
The reductions of the excess ozone in relation to the critical excess ozone level of 5300 ppb.h are 
given in Figures 6-8 for the three scenarios used. The reductions of the excess ozone in relation 
to the basic run can be seen in Figures 10-12. It is time now to try to answer the question: 
"What is the best scenario?" While it is obvious that different answers to this question are true 
for different parts in Europe, it is also obvious that other visualizations are needed in order to 
give more detailed answers (because the situation is not very clear when the plots mentioned 
above are studied). A comparison of the different scenarios is presented in Figures 17-19. The 
following conclusions can be drawn from the results presented in these figures. 
• The reductions obtained by using 70% NOx emissions are compared with the reductions 
obtained by using 70% anthropogenic VOC emissions in Figure 17 (in fact, percentages are 
obtained by dividing the two reductions and multiplying the result by 100). It is seen that 
in a large part of Europe the reduction of the excess ozone achieved when the anthropogenic 
VOC emissions are decreased by 30% (in the whole space domain) are greater than the 
reductions of the excess ozone achieved when the NOx emissions are decreased (again in 
the whole space domain) by 30%. The opposite is true in the Southern Europe as well as 
in parts of Russia, the Atlantic Ocean, and Northern Scandinavia where greater eductions 
of the excess ozone are achieved when the NOx emissions are decreased, in the whole space 
domain, by 30%. For Northern Scandinavia, this is not very important, because the excess 
ozone there is under the critical level 5300 ppb.h; see Figures 5-8. 
• The reductions obtained by decreasing by 30% both the NO~ emissions and the anthro- 
pogenic VOC emissions are compared with the reductions obtained by using 70% NOx 
emissions in Figure 18 (as in the previous case, percentages are obtained by dividing the 
two reductions and multiplying the result by 100). It is seen that nearly in the whole of 
Europe, the reduction of the excess ozone is greater when both emissions are reduced (by 
30% in the whole space domain). This is not true only for the Southern part of Europe 
and a part of the Atlantic Ocean, where the reductions of the excess ozone are greater 
when only the NOx emissions are reduced (by 30% in the whole space domain). 
• The reductions obtained by decreasing by 30%, both the NOx emissions and the an- 
thropogenic VOC emissions are compared with the reductions obtained by using 70% 
anthropogenic VOC emissions in Figure 19 (percentages are again obtained by dividing 
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the two reductions and multiplying the result by 100). It is seen that in nearly all parts 
of the Western and Central Europe, the reduction of the excess ozone is greater if the 
second scenario is used (i.e., if only the anthropogenic VOC emissions are reduced by 30% 
in the whole space domain). This is, in fact, also true for a part of the Atlantic Ocean, 
but the excess ozone there is under the critical level (see Figures 5-8). In all other parts of 
the space domain of the model, the reductions of the excess ozone are greater when both 
emissions are simultaneously reduced by 30% in the whole space domain. 
The results presented in this section indicate that it is not easy to design a good control 
strategy that can give an optimal answer to the questions where  and by  how much some 
emissions are to be reduced in order to keep the excess ozone under the critical levels. Long 
series of experiments with different scenarios are to be carried out in order to give an adequate 
answer to these questions. The models used in the simulations hould be fast and reliable. 
Furthermore, fast and robust visualization routines, by which output data stored in enormous 
files could be represented in different ways, are also needed in the efforts to understand better 
different rends hidden behind millions and millions of numbers. 
5.7. E f fects  of  Reduced European Emiss ions  on Ozone  Excess  in Denmark  
The effects of the reductions of emissions in the whole of Europe on the ozone excess in 
Denmark will be studied in some more detail in this section. Some results for 1989 are shown in 
Figures 13-16. In these figures, the same data as the data in Figures 5-8 are used on a part of 
the space domain including the Southern part of Scandinavia. It  is seen that 
• The excess ozone in the whole of Denmark is greater than 175% of the critical excess 
ozone (5300 ppb.h) when the basic emissions are used. This means that the excess ozone 
is about twice greater than the critical level of 5300 ppb.h. 
• If only the NOz emissions are reduced by 30%, then the excess ozone in Denmark is reduced 
by an amount up to 30% (the reduction in the Northern Jutland being the greatest; see 
Figure 14). 
• If only the VOC emissions are reduced by 30%, then the excess ozone in Denmark is 
reduced by an amount of about 40%-50% in nearly the whole of Denmark; see Figure 15. 
• If  both the NOz emissions and the anthropogenic VOC emissions are reduced by 30%, then 
the excess ozone is reduced by an amount of 48%-56% in nearly the whole of' Denmark; 
see Figure 16. 
• For all three reductions of European emissions by 30% (only the NOz emissions, only 
the VOC emissions, and both the NOz and VOC emissions), the excess ozone in Denmark 
remains over the critical level of 5300 ppb.h. However, if both the NOx and VOC emissions 
are reduced by 40%, then the ozone excess in Denmark is reduced under the critical level 
of 5300 ppb.h. 
5.8. Ef fects  of  Reduc ing  On ly  the  Dan ish  Emiss ions  on the  Ozone  Excess  
An experiment has been carried out in order to determine what the influence of the Danish 
emissions is on the ozone excess concentrations in Denmark and in the countries surrounding 
Denmark. All Danish emissions have been set to zero (also the sulphur emissions and the ammonia 
emissions). The results obtained in this run have been compared with the results obtained in the 
case where the Danish emissions are not suppressed. The percentages obtained in this comparison 
are given in Figure 20. The results presented in Figure 20 can be summarized as follows. 
• An isolated removal of the Danish emissions has only a modest influence on the levels of 
excess ozone in Europe; the changes vary from about -9% to about 5%. 
• The excess ozone in Denmark is slightly increased. 
• The excess ozone in the surroundings of Denmark is slightly decreased. 
• The excess ozone in the areas far away from Denmark is practically unchanged. 
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SUMMER 1990 SUMMER 1991 
03  excess  va lues  (bas ic  emis . )  03  excess  va lues  (bas ic  emis . )  
Figure 1. D ist r ibut ion of the excess ozone (percent- Figure 2. Distr ibut ion of the excess ozone (percent- 
ages: 100 • EXCESS/5300)  in 1990. ages: 100 * EXCESS/5300) in 1991. 
SUMMER 1992 SUMMER 1993 
03  excess  va lues  (bas ic  emls . )  03  excess  va lues  (bas ic  emis . )  
Figure 3. Distr ibut ion of the excess ozone (percent- Figure 4. Distr ibut ion of the excess ozone (percent- 
ages: 100 * EXCESS/5300) in 1992. ages: 100 * EXCESS/5300) in 1993. 
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SUMMER 1989 SUMMER 1989 
03  ex~s88 va luee  (basdc emiL )  03  exeeu va lue8  (70X N0X eznle~) 
Figure 5. Distr ibut ion of the excess ozone (percent- Figure 6. Distr ibut ion of the excess ozone (percent- 
ages: 100 * EXCESS/5300) in 1989. ages: 100 * EXCESS/5300) in 1989 when the NOx 
emissions are reduced by 30%. 
SUMMER 1989 SUMMER 1989 
03  exceg8 va lues  (70~ VOC emi8. )  08  excea8 va lues  (70~ N0X and VOC. emis  
| l-- "~. ,~,  . . ,w  imlm- ~ me- lD  
Figure 7. Distr ibut ion of the excess ozone (per- Figure 8. Distr ibut ion of the excess ozone (percent- 
centages: 100 * EXCESS/5300) in 1989 when the ages: 100 * EXCESS/5300) in 1989 when both the 
anthropogenic VOC emissions are reduced by 30%. NOx and anthropogenic VOC emissions are reduced 
by 30%. 
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JULY 1989 SUMMF~ 1989 
NO NITROGEN OXIDE CONCENTI~ATIONS 03  reduct ion l  (70~ N0X emi~)  
- - - - - - - -  1 
Figure 9. Distr ibut ion of the concentrat ions of Figure 10. The  excess ozone in 1989 (the run where 
nitrogen oxide in Europe in July 1989. the NOz emissions are reduced by 30% related to the 
basic run). 
SUMMER 1989 SUMMF~ 1989 
03 reduct ions  (70Z VOC eml~)  03 reduct ions  (70~ N0X and V0C emi~)  
Figure 11. The  excess ozone in 1989 (the run where Figure 12. The excess ozone in 1989 (the run where 
the anthropogenic VOC emissions are reduced by both the NOx .and the anthropogenic VOC emissions 
30% related to the basic run). are reduced by 30% related to the basic run). 
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SUMMER 1989 SU]~fER 1989 
03 exo~m va lues  (basic emile.) 03 reduct ions  (70X N0X emiL )  
I1"==_----. - - - - - - - -  ll?-i 
Figure 13. Distr ibut ion of the  excess ozone (percent- Figure 14. Distr ibut ion of the excess ozone in 1989 
ages: 100 * EXCESS/5300)  in 1989. (the run where the NOx emissions are reduced by 
30% related to the basic run). 
SUMMER 1989 SUMMER 1989 
03 reduoUons  (?0Z V0C e~)  03 reduot tons  (70Z NOX and VOC eml~)  
Figure 15. Distr ibut ion of the excess ozone in 1989 Figure 16. Distr ibut ion of the  excess ozone in 1989 
(the run where the anthropogenic VOC emissions are (the run where the NOz and the anthropogenic VOC 
reduced by 30% related to the basic run). emissions are reduced by 30% related to the  basic 
run). 
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SUMMER 1989 SUMMER 1989 
03 (70X YOC) / (70~ NOX) 03  (70~ NOX + 70~ VOC)/(70~ NOX) 
Figure 17. The reductions corresponding to 70% Figure 18. The reductions corresponding to 70% 
VOC emissions divided by the reductions corre- NOz and 70% VOC emissions divided by the 
sponding to 70% NOx emissions, reductions corresponding to 70% NO~ emissions. 
SUMMER 1989 JULY 1989 
03 (70~ NOX + 70~ VOC)/(70Z VOC) 03 (EURO--DK EMIS.)/(EURO EroS.) 
Figure 19. The reductions corresponding to 70% Figure 20. Distribution of the excess ozone in tile 
NOz and 70% VOC emissions divided by the case where all Danish emissions are set to zero 
reductions corresponding to 70% VOC emissions. (percentages in relation to the basic run). 
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6. CONCLUDING REMARKS AND FUTURE PLANS 
Several experiments, in which different scenarios have been used to study the effects of varying 
certain emissions on the excess ozone, have been discussed in this paper. Many of the conclusions 
have been presented in the previous section. Some general remarks concerning such kind of 
experiments are given below. 
• Such simulations require a large number of runs with big codes. More than 720 runs 
have been performed in the simulation discussed in this paper. Therefore, both fast 
numerical algorithms and fast computers are needed. Moreover, good implementation of
the numerical algorithms on the modern high-speed computers is absolutely necessary. 
Some of these problems have been discussed in Section 2. It should be emphasized that it 
was possible to perform this simulation only because the implementation of the numerical 
algorithms from Section 2 is rather efficient. However, it should also be emphasized here 
that further improvements are absolutely necessary. These computational problems have 
also been discussed in a paper written by a large group of American scientists; see [8]. 
• A large air pollution model produces a lot of output data in such simulations. About 
one Gbyte of output data has been produced in the particular simulation described here. 
These data have to be handled with fast visualization programs in order to represent the 
digital data graphically, which allows us to better see the trends hidden behind millions 
(and even billions) of numbers. Animation programs are in some cases giving us even 
better insight, describing dynamically the processes that are of interest. A large set of 
visualization and animation programs have been prepared and used to illustrate the main 
conclusions from the different runs. Again, many more efforts in this direction are needed 
and better and faster programs have to be prepared in order to better treat similar (or 
even more complicated) situations. 
• While the difficulties related to the runs of the large air pollution models on computers 
and the problems related to the treatment of very large output data sets in order to 
visualize the results are gradually decreased because the computers become faster and 
bigger, the problems with high quality input data (both meteorological data and emission 
data) become more and more important. Any improvement of the model is unavoidably 
implying a requirement for better quality of the input data. The preparation of high 
quality input data sets for the models is one of the greatest problems when large simulation 
processes are to be carried out. 
• The air pollution problem is a regional problem. Therefore, it must be solved on a regional 
basis. Small countries, like Denmark, are not able to solve their air pollution problems by 
reductions of their own emissions (this has been illustrated in Section 5.7). 
• The reduction of the air pollution in a large region, like Europe, by the same amount is 
probably not the optimal solution (an example has been discussed in Section 5). A careful 
search for optimal solutions of different air pollution problems must be carried out when 
the economical price of the reductions is high (and this is, as a rule, always the case). 
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