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Abstract
A Dirichlet k-partition of a closed d-dimensional surface is a collection of k
pairwise disjoint open subsets such that the sum of their first Laplace-Beltrami-
Dirichlet eigenvalues is minimal. In this paper, we develop a simple and efficient
diffusion generated method to compute Dirichlet k-partitions for d-dimensional
flat tori and spheres. For the 2d flat torus, for most values of k = 3–9,11,12,15,16,
and 20, we obtain hexagonal honeycombs. For the 3d flat torus and k =
2, 4, 8, 16, we obtain the rhombic dodecahedral honeycomb, the Weaire-Phelan
honeycomb, and Kelvin’s tessellation by truncated octahedra. For the 4d flat
torus, for k = 4, we obtain a constant extension of the rhombic dodecahe-
dral honeycomb along the fourth direction and for k = 8, we obtain a 24-cell
honeycomb. For the 2d sphere, we also compute Dirichlet partitions for k = 3–
7,9,10,12,14,20. Our computational results agree with previous studies when a
comparison is available. As far as we are aware, these are the first published
results for Dirichlet partitions of the 4d flat torus.
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1. Introduction
For d ≥ 2, let U be either an open bounded domain in Rd with Lipschitz
boundary or a closed, smooth, d-dimensional manifold. For k ≥ 2 fixed, the
Dirichlet k-partition problem for U is to choose a k-partition, i.e., k disjoint
quasi-open sets U1, U2, . . . , Uk ⊆ U , that attains
min
U=∪`∈[k]U`
∑
`∈[k]
λ1(U`) (1)
where
λ1(U) := min
u∈H10 (U)
‖u‖L2(U)=1
E(u) and E(u) :=

∫
U
|∇u|2 dx u ∈ H10 (U)
∞ otherwise
.
(2)
Here, E is the Dirichlet energy and λ1(U) is the first Dirichlet eigenvalue of
the Laplace-Beltrami operator, −∆, on U with Dirichlet boundary conditions
imposed on ∂U . We refer to any k-partition that attains the minimum in (1)
as a Dirichlet k-partition of U , or simply a Dirichlet partition when k and U
are understood. Observe that by the monotonicity of Dirichlet eigenvalues, any
Dirichlet partition satisfies U = ∪ki=1Ui, which justifies the use of the word
“partition” in the name. The existence of optimal partitions in the class of
quasi-open sets was proved in [1] and, subsequently, several papers have inves-
tigated properties of optimal partitions including the regularity of the partition
interfaces and the asymptotic behavior as k →∞ [2, 3, 4]. Dirichlet partitions
arise in the study of Bose-Einstein condensates [5, 6, 7], models for interacting
agents [8, 9, 7, 10, 11], and have recently been studied in the context of data
analysis [12, 13, 14].
1.1. Results
In this paper, we develop an efficient diffusion generated method for comput-
ing Dirichlet partitions of d-dimensional flat tori and spheres; see Algorithm 1.
The method is best motivated by a mapping formulation of Dirichlet partitions
that we review in Section 2. The method is very simple, consisting of iterating
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the following three steps: (i) Evolve k functions on U by the diffusion equation
until time τ . (ii) At each point of U , find which of the k functions is largest and
set the other functions to zero. (iii) Renormalize each of the k functions. This
method is implemented using the Fast Fourier Transform (FFT) and Spherical
Harmonic Transform (SHT), as described in Section 3.
in Section 4, we present results of extensive numerical experiments. For
the 2d flat torus, for most values of k = 3–9,11,12,15,16, and 20, we obtain
hexagonal honeycombs. For the 3d flat torus and k = 2, 4, 8, 16, we obtain the
rhombic dodecahedral honeycomb, the Weaire-Phelan honeycomb, and Kelvin’s
tessellation by truncated octahedra. For the 4d flat torus and k = 4, we obtain
a constant extension of the rhombic dodecahedral honeycomb along the fourth
direction and for k = 8, we obtain a 24-cell honeycomb. For the 2d sphere, we
also compute Dirichlet partitions for k = 3–7,9,10,12,14,20. Our results agree
with previous studies when a comparison is available. As far as we are aware,
these are the first published results for Dirichlet partitions of the 4d flat torus.
For each of the flat tori considered, we have fixed a periodic box and the
value k and approximate the optimal partition. This is an easier problem than
determining the optimal partition as k → ∞. It has been observed that, for
two-dimensional domains, as k →∞, a regular tiling of hexagons is optimal [4].
In four dimensions, our computational study suggests that, as k →∞, a regular
24-cell honeycomb is a good candidate minimizer.
2. A diffusion generated method for computing Dirichlet partitions
In this section we first describe a mapping reformulation of the Dirichlet
partitioning problem, (1). Motivated by the formulation of the problem, we
introduce an efficient diffusion generated method for computing Dirichlet parti-
tions; see Section 2.2. A brief comparison of our method with previous methods
is given in Section 2.3
3
2.1. Mapping reformulation of Dirichlet partitions
Let Σk denote the coordinate axis in Rk and define the Sobolev space
H10 (U ; Σk) = {u ∈ H10 (U ;Rk) : u(x) ∈ Σk a.e.}.
Since at most one component of a vector v ∈ Σk is non-zero, it follows that if
u ∈ H10 (U ; Σk) is continuous, then the sets U` = u−1` (R \ {0}) partition U .
The Dirichlet partition problem for U is equivalent to the mapping problem
min
{
E(u) : u = (u1, . . . , uk) ∈ H10 (U ; Σk),
∫
U
u2`(x) dx = 1 ∀ ` ∈ [k]
}
, (3)
where E(u) :=
∑k
`=1
∫
U
|∇u`|2 dx is the Dirichlet energy of u [2]. We refer
to a solution of (3) as a ground state of U , which, without loss of generality,
we may assume to be nonnegative. In particular, if u is a quasi-continuous
representative of a ground state such that each component function u` assumes
only nonnegative values, then a Dirichlet partition U = q`U` is given by U` =
u−1` (0,∞) for ` = 1, . . . , k. Likewise, the first Dirichlet eigenvectors u` of a
Dirichlet partition q`U` may be assembled into a function u ∈ H10 (U ; Σk) that
solves the mapping problem (3).
2.2. Computational methods for Dirichlet partitions
We consider the mapping formulation for Dirichlet partitions, (3), for which
there are basically three ingredients: (i) the Dirichlet energy, (ii) the constraint
that u(x) ∈ Σk, and (iii) the constraint that
∫
U
u2` = 1. Algorithm 1 iteratively
handling these three ingredients. We begin with an initial vector valued function
u0 ∈ H10 (U ;Rk). Since Σk ⊂ Rk, we can consider the unconstrained gradient
flow of the Dirichlet energy until time τ , which is exactly the evolution by the
diffusion equation, given in the Diffusion Step of Algorithm 1. Let u˜`(x) =
u`(τ, x) denote the solution at time τ > 0. Next, for each point x ∈ U , we
consider the closest value in Σk to u˜(x). This is exactly the Projection Step
of Algorithm 1. In this step, a rule should be devised to break any ties, but
in practice we do not observe any. Finally, we renormalize each component
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of the vector to satisfy the L2(U) constraint as in the Renormalization Step
of Algorithm 1. These three steps are iterated until the condition that the
partitions memberships didn’t change in the previous iteration, i.e.,∑
`∈[k]
‖χ{us`>0} − χ{us−1` >0}‖ = 0 (4)
where χ{·} denotes the indicator function.
We refer to this algorithm as “diffusion generated” as it contains a diffusion
step, similar to the Merriman-Bence-Osher (MBO) diffusion generated motion
for approximating mean curvature flow [15, 16, 17]. This method has subse-
quently been extensively analyzed and extended to more general contexts; see
[18, 19, 20].
2.3. Comparison with other methods for computing Dirichlet partitions
There are variety of approaches to computing Dirichlet partitions, which we
organize by the way in which the energy (1), or equivalently (3), is relaxed.
One relaxation of the constraint u(x) ∈ Σk is the following. Consider the
function f : Rk → R, given by f(x) = ∑ki 6=j x2ix2j . It is not difficult to see that
f(x) ≥ 0 and Σk = f−1(0). For ε > 0, we can consider the relaxation of (3),
given by
min
{
Eε(u) : u = (u1, . . . , uk) ∈ H10 (U ;Rk),
∫
U
u2`(x) dx = 1 ∀ ` ∈ [k]
}
, (5)
where the relaxed energy is given by Eε(u) := E(u) + 12ε2
∫
U
f(u(x)) dx. Prop-
erties of this relaxation can be found in [6, 2] and it was used to devise compu-
tational methods in [6, 21, 22].
In particular, in [21], Q. Du and F. Lin introduce a three-step diffusion
generated motion similar to the one considered in Algorithm 1. However, in the
second step, rather than taking the closest point in Σk, the following system of
ODEs is solved until time τ ,
d
dt
u˜` =
1
ε2
∑
j 6=`
u˜2j
 u˜`, ` ∈ [k].
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Algorithm 1: A diffusion generated algorithm for computing Dirichlet
partitions.
Input: Let U be a d−dimensional Euclidean subset or a closed surface,
τ > 0 be a time-parameter, and u0 ∈ H1(U ;Rk) be an initial
condition.
Output: An approximate ground state, us ∈ H1(U ;Rk), satisfying (3).
for s = 1, 2, . . . do
1. Diffusion Step. Solve the initial value problem for the diffusion
equation until time τ with initial value given by each of the
components of us−1(x):
∂tu`(t, x) = ∆u`(t, x)
A(0, x) = us−1` (x).
Let u˜`(x) = u`(τ, x).
2. Projection Step. Set
u∗` (x) =

u˜`(x) if u˜`(x) = max
j∈[k]
u˜j(x)
0 otherwise
.
3. Renormalization Step. Set us`(x) =
u∗` (x)
‖u∗` (x)‖ where ‖ · ‖ denotes
the L2(U) norm.
if (4) is satisfied, then
STOP
This is precisely the gradient flow of the second term of the relaxed energy Eε.
Numerically, this system is solved using the Gauss-Seidel method. However, the
small parameter ε here restricts the mesh size and fats the interface between
any two partitions. Also, the authors only considered 2-dimensional case there.
Another approach, developed in first [4], is based on a Schro¨dinger operator
relaxation of (1) and was further used in [12, 13, 23, 24].
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Other related ideas based on a stochastic interpretation can be found in
[10, 11].
3. Implementation of Algorithm 1
In this section, we describe a numerical implementation of Algorithm 1 for
d-dimensional flat tori and spheres. Although Algorithm 1 could in principle be
implemented in more generality, our implementation relies on the Fast Fourier
Transform (FFT) or Spherical Harmonic Transform (SHT).
3.1. Implementation for flat tori
In this section, we consider the implementation of Algorithm 1 on the com-
putational domain Ω = [−1, 1]d (d = 2, 3, 4) with edges identified (periodic
boundary conditions).
The diffusion step in Algorithm 1 for partition ` is to solve
∂tu`(t, x) = ∆u`(t, x) x ∈ Ω, t ≥ 0, (6a)
u`(0, x) = u
s−1
` (x) x ∈ Ω (6b)
u` satisfies periodic boundary conditions on ∂Ω. (6c)
It is well-known that the solution for the diffusion equation for a scalar function
on Rd at time t = τ can be expressed as the convolution of the heat kernel,
Gdτ (x) = (4piτ)
− d2 exp
(
−|x|
2
4τ
)
,
and the initial condition, us−1` (x). For our periodic domain, Ω ⊂ Rd, we denote
by Gp,τ the periodic heat kernel, given by
Gp,τ (x) =
∑
α∈Zd
Gdτ (x− α).
The solution, u˜`(x) = u`(τ, x) to (6) at time t = τ has matrix components given
by u˜` = Gp,τ ∗ us−1` , where ∗ denotes the convolution.
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We denote the Fourier transform and its inverse by F and F−1, respectively.
Using the convolution property that F(Gp,τ ∗us−1` ) = F(Gp,τ ) F(us−1` ), we can
express the solution to (6) as
u˜` = F−1
( F(Gp,τ ) F(us−1` ) ) .
In our numerical implementation, due to the periodic boundary condition,
can efficiently compute an approximation to the Fourier transform and its in-
verse using the fast Fourier transform (FFT) and inverse fast Fourier transform
(iFFT). That is, an approximate solution to (6) is evaluated via
u˜` = iFFT
(
FFT(Gp,τ ) FFT(u
s−1
` )
)
.
It is well known that the computational complexity of the FFT is O(nd log n)
where n is the number of grid points in each direction. The total computational
complexity of this Algorithm 1 is then
(#steps) · k ·O(nd log n).
3.2. Implementation on a spherical surface
In this section, we consider the implementation on the computational domain
Ω = S2 which is a spherical surface with radius 1. Here is is understood that ∆
is the Laplace-Beltrami operator on the spherical surface. We parameterize S2
in spherical coordinates,
(x, y, z) = (sin θ sinφ, sin θ cosφ, cos θ), (7)
where θ ∈ [0, pi] is the inclination and φ ∈ [0, 2pi] is the azimuth. It is well known
that the eigenfunctions of the Laplace Beltrami operator on the spherical surface
are the spherical harmonic functions, Y ml , where
Y ml (θ, φ) =
√
(2l + 1)
4pi
(l −m)!
(l +m)!
Pml (cos(θ))e
imφ, l ∈ N, m ∈ {−l, . . . , l}.
with the corresponding eigenvalues being −l(l+1). Denote SHT as the spherical
harmonic transform and iSHT as the inverse spherical harmonic transform. For
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each partition `, the initial condition u`(t = 0, x) can be decomposed by n
2
spherical harmonic functions:
u`(t = 0, x) =
n∑
l=0
l∑
m=−l
s`l,mY
m
l .
Using the spherical harmonic functions to express the solution of the surface
diffusion equation at t = τ , the coefficients are given by s`l,me
−l(l+1)τ . The
solution to the diffusion equation can be computed by the inverse spherical
harmonic transform,
u`(τ, x) = iSHT
(
SHT (u`(0, x)) e
−l(l+1)τ
)
.
4. Numerical results
In this section, we use the implementation of Algorithm 1, described in
Section 2, to compute approximate Dirichlet partitions. The algorithms are
implemented in MATLAB. For the results in two, three, and four dimensional
periodic space, we used fast Fourier transform (FFT) to solve the heat diffusion
equation; see in Sections 4.1, 4.2, and 4.3. For the results on the sphere, we
used the spherical harmonic transform to solve the surface diffusion equation
on a spherical surface; see Section 4.4. For all numerical results, we initialize
the algorithm by computing the Voronoi tessellation for a random point set in
U and use the normalized indicator functions for this tessellation. Below, we
simply refer to this as initializing using a random tessellation. All reported
results were obtained on a laptop with a 2.7GHz Intel Core i5 processor and
8GB of RAM.
To compare the energies between configurations and for different size do-
mains and values of k, we consider the normalized energy
E(k, U) := min
U=∪`U`
|U | 2d
k1+
2
d
k∑
`=1
λ(U`). (8)
This quantity is invariant under homothety, i.e., E(k, αU) = E(k, U) and has
9
the property that for m ∈ N,
E(mdk,mU) = min
∪`U`
m2|U | 2d
md+2k1+
2
d
mdk∑
`=1
λ(U`) = min∪`U`
|U | 2d
k1+
2
d
1
md
mdk∑
`=1
λ(U`) ≤ E(k, U).
where the last inequality comes from repeating the k-Dirichlet partition on U—
m times in each direction— to form a mdk-Dirichlet partition on mU . We report
values for an approximation of E in (8), given by
E˜(k, U) :=
|U | 2d
k1+
2
d
1
τ
(
k −
k∑
`=1
〈u`, e∆τu`〉
)
(9)
≈ |U |
2
d
k1+
2
d
k∑
`=1
〈u`,−∆u`〉,
where the {u`}`∈[k] have unit L2(U) norm. See [19, 20] for more intuition on
this approximate energy.
4.1. 2d flat torus
It was proven by T. Hales that the regular hexagon tessellation is the equal-
area partition that minimizes surface area [25]. In two-dimensional Euclidean
space, it has been conjectured that this tessellation is also a Dirichlet partition
[2]. Computationally the problem of partitioning 2D rectangles, either with
periodic or Dirichlet boundary conditions, has been addressed in [10, 21, 4, 12,
24] and embedded tori have been studied in [22, 24]. In all of these studies, for
large values of k, regular hexagons are ubiquitous.
In Figure 1, we display Dirichlet partitions for the [−1, 1]2 periodic domain
discretized by 2562 uniform grid points with k = 3 − 9, 11, 12, 15, 16 and 20.
The code was executed several times initialized using random k-tessellations.
For these values of k, the algorithm always converges to the same pattern, but
for larger values of k, we observe local minima. In this experiment, we use
τ = 0.0625 for k = 20 and τ = 0.125 for all other values of k. In Table 1, we
display the average CPU time for each value of k. Here, the average CPU time
is calculated by averaging the CPU time for each of the 10 experiments (with
random initial conditions).
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The partitions obtained are similar to those found previously. Since the
domain has aspect ratio equal to one, regular hexagons cannot be used to tile
the domain, so the hexagons are slightly distorted. To better see the irregular
Dirichlet partitions for k = 5 and k = 7, in Figure 2, we plot their periodic
extensions. These numerical results demonstrate that, although Algorithm 1 is
simple, it is efficient and stable. In Table 1, we also tabulate the values of E˜ in
(9) for different values of k.
Table 1: Values of E˜ in (9) and the average CPU time for different values of k.
k 3 4 5 6 7 8
E˜ 2.39 2.13 2.23 2.18 2.17 2.09
Average CPU time (s) 3.02 1.89 5.09 3.49 6.89 6.36
k 9 11 12 15 16 20
E˜ 2.11 2.09 2.03 1.97 1.99 1.70
Average CPU time (s) 9.89 11.02 8.42 16.18 21.45 35.38
4.2. 3d flat torus
In three dimensions, the minimal total surface area partition is unknown.
Lord Kelvin conjectured that a packing of truncated octahedra was optimal [26].
However, R. Weaire and D. Phelan discovered another structure comprised of
two polyhedra which has a slightly smaller surface area [27]. For the three-
dimensional Dirichlet partitioning problem, as far as we are aware, very little
is known analytically and only a few papers have investigated the problem
computationally [11, 24]. Interestingly, both the Kelvin and the Weaire-Phelan
structures appear as Dirichlet partitions, depending on the domain and value
k. In this section, we compute Dirichlet partitions using Algorithm 1 for the
periodic cube, [−1, 1]3 and k = 2, 4, 8, 16.
For k = 2 and for every initialization using a random tessellation we tried, we
obtained a partition given by a slab, which is shown in the left panel of Figure 3.
If we choose an initial condition so that the interface is the implicit equation of
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the surface, cos(x)+cos(y)+cos(z) = 0, we obtain a partition that has interface
that is similar to the Schwarz P surface, displayed in the right panel of Figure 3.
These partitions are similar to ones reported in [11, 13]. In this experiment, the
cube is discretized by 1283 uniform grid points and τ = 0.25. The CPU time
for the first one is 26 seconds and the CPU time for the second one is 3 seconds.
For k = 4 and initialization using a random tessellation, we obtain a partition
of the cube by four identical rhombic dodecahedron structures which is displayed
in Figure 4. In this experiment, the cube is discretized by 1283 uniform grid
points and τ = 0.125. The CPU time for this experiment is 112 seconds.
For k = 8 and initialization using a random tessellation, we obtain a partition
of the cube that is similar to the Weaire-Phelan structure. Figure 5 displays
different views of a periodic extension of the partition. Figures 6 and 7 display
different views of the first and second type Weaire-Phelan structures. In this
experiment, the cube is discretized by 1283 uniform grid points and τ = 0.0625.
The CPU time for this experiment is 1200 seconds. A rougher, but similar result
can also be obtained by discretizing the cube with 643 uniform grid points and
using τ = 0.0625 in 81 seconds. In the numerical experiments, our algorithm
occasionally converged to other local minimizers. However, our experiments
indicate that the algorithm usually converges to the Weaire-Phelan structure,
implying that the basin of attraction for this structure is larger.
For k = 16 and initialization using a random tessellation, we obtain a parti-
tion of the cube that is a packing of truncated octahedra, similar to the structure
Lord Kelvin studied. Figure 8 displays different views of a periodic extension of
this partition. In this experiment, the cube is discretized by 1283 uniform grid
points and τ = 0.0625. The CPU time for this experiment is 3556 seconds.
In Table 2, we also tabulate the values of E˜ in (9), the CPU time, and the
τ used for different values of k.
4.3. 4d flat torus
To our knowledge, neither partitions that minimize the total surface area
or Dirichlet partitions in four dimensional space have been studied. In this
12
Table 2: Values of E˜ in (9), the CPU time, and the τ used for different values of k.
k 2(left) 2(right) 4 8 16
E˜ 3.43 3.61 3.07 2.68 2.47
CPU time (s) 26 3 112 1200 3556
τ 0.25 0.25 0.125 0.0625 0.0625
section, we compute Dirichlet partitions using Algorithm 1 for the tesseract,
[−1, 1]4, with periodic boundary conditions and k = 4, 8.
For k = 4 and initialization using a random tessellation, we obtain a constant
extension of a rhombic dodecahedral honeycomb along the fourth direction. A
rhombic dodecahedral honeycomb is plotted in Figure 4; we do not include a
figure of this extension.
For k = 8 and initialization using a random tessellation, we obtain a partition
of the tesseract as shown in Figure 9. The four columns of this plot correspond to
slices perpendicular to the x1−, x2−, x3−, and x4−axes, respectively. The eight
rows correspond to the slices at xj =-1, -0.75, -0.5, -0.25, 0, 0.25, 0.5, and 0.75,
respectively. The partition obtained is known as a 24-cell honeycomb, which is
a tessellation by 24-cells. In the experiment, the tesseract was discretized by
644 grid points and τ = 0.0625. The CPU time was 9803 seconds.
4.4. Results for Sphere
Finally, we consider Dirichlet partitions for a sphere. It has been conjectured
that the 3 Dirichlet partition of the sphere is the “Y-partition” [28]. Dirichlet
partitions have been computed on the sphere for several values of k, see [12, 22,
24]. In this section, we compute Dirichlet partitions using Algorithm 1 for the
sphere. Our results are consistent with previous results.
In Figures 10 and 11, we display Dirichlet partitions on the sphere for k = 3–
7,9,10,12,14, and 20, obtained from an initialization using a random tessellation.
In Table 3, the CPU times for each case are given. For parameterization as in
(7), the inclination and azimuthal coordinates are discretized by 2562 uniform
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grid points and τ = 0.008. Values of E˜ in (9) for different values of k are
displayed in Table 3.
Table 3: Values of E˜ in (9) and the average CPU time for different values of k.
k 3 4 5 6 7
E˜ 13.49 13.64 14.16 13.73 13.96
CPU time (s) 180 485 727 901 1231
k 9 10 12 14 20
E˜ 13.65 13.54 13.08 12.95 12.20
CPU time (s) 2040 2165 1631 1769 9011
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Figure 1: From left to right and top to bottom: Dirichlet partitions on the [−1, 1]2 periodic
domain discretized by 2562 uniform grid points with k =3–9,11,12,15,16, and 20. The last
one is computed using τ = 0.0625 while others are all computed using τ = 0.125. The average
CPU time for each case is 3.02, 1.89, 5.09, 3.49, 6.89, 6.36, 9.89, 11.02, 8.42, 16.18, 21.45, and
35.38 seconds respectively.
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Figure 2: The periodic extension of the k = 5 (left) and k = 7 (right) Dirichlet partitions to
a larger domain. In both panels, the red lines are the boundary of [−1, 1]2. See Figure 1.
Figure 3: (left) A k = 2 Dirichlet partition of the periodic cube [−1, 1]3 with interface given
by parallel planes. (right) The periodic cube [−1, 1]3 is partitioned into two components by
a surface that is similar to the Schwarz P surface. In this experiment, the cube is discretized
by 1283 uniform grid points and τ = 0.25. The CPU time for the left case is 26 seconds while
the CPU time for the right case is 3 seconds.
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Figure 4: A k = 4 Dirichlet partition of the periodic cube, [−1, 1]3 consisting of rhombic
dodecahedra (left). On the right, we periodically extend the obtained partition to show how
the rhombic dodecahedra fit together. In this experiment, the cube is discretized by 1283 grid
points and τ = 0.125. The CPU time for this experiment is 112 seconds.
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Figure 5: A k = 8 Dirichlet partition of the periodic cube, [−1, 1]3, which is similar to the
Weaire-Phelan structure. The different panels show a 3d view (top left), a vertical view
(top right), a front view (bottom left), and a side view (bottom right). There are 6 type–
one Weaire-Phelan structures and 2 type–two Weaire-Phelan structures in the partition; see
Figures 6 and 7 for plots of these structures. In each panel, we have extended the partition
periodically, so that it is easier to see how the structures fit together. In this experiment,
the cube is discretized by 1283 uniform grid points and τ = 0.0625. The CPU time for this
experiment is 1200 seconds.
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Figure 6: (left) A type–one Weaire-Phelan structure, (center) a vertical view, and (right)
a front view. The side view is same as the front view.
Figure 7: (left) A type–two Weaire-Phelan structure, (center) a vertical view, and (right)
a front view. The side view is same as the vertical view.
Figure 8: (left) A k = 12 Dirichlet partition of the periodic cube, [−1, 1]3, by equal trun-
cated octahedra, similar to Kelvin’s structure. The partition has been periodically extended.
(center) A vertical view. (right) A side view. The front view is same as the vertical view.
In this experiment, the cube is discretized by 1283 uniform grid points and τ = 0.0625. The
CPU time for this experiment is 3556 seconds.
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Figure 9: A k = 8 Dirichlet partition of the periodic tesseract, [−1, 1]4, by 24-cells. The
four columns correspond to the slides perpendicular to the x1−, x2−, x3−, and x4−axis
respectively. The eight rows correspond to the slices at xj =-1, -0.75, -0.5, -0.25, 0, 0.25, 0.5,
0.75, respectively. The CPU time was 9803 seconds.
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Figure 10: Column 1: k-Dirichlet partitions of a sphere. Column 2: Vertical view. Column 3:
Front view. Column 4: Side view. From top to bottom: k-Dirichlet partitions of a sphere with
k = 3–7. The CPU time for each case was 180, 485, 727, 901, and 1231 seconds respectively.
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Figure 11: Column 1: k-Dirichlet partitions of a sphere. Column 2: Vertical view. Column
3: Front view. Column 4: Side view. From top to bottom: k-Dirichlet partitions of a sphere
with k = 9,10,12,14, and 20. The CPU time for each case was 2040, 2165, 1631, 1769, and
9011 seconds respectively.
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