We investigate the asymptotics of eigenvalues of sample covariance matrices associated with a class of nonindependent Gaussian processes (separable and temporally stationary) under the Kolmogorov asymptotic regime. The limiting spectral distribution (LSD) is shown to depend explicitly on the Kolmogorov constant (a fixed limiting ratio of the sample size to the dimensionality) and parameters representing the spatio-and temporal-correlations. The Cauchy, M-and N-transforms from free harmonic analysis play key roles to this LSD calculation problem. The free multiplication law of free random variables is employed to give a semi-closed-form expression (only the final step is numerical based) of the LSD for the spatio-covariance matrix being a diagonally dominant Wigner matrix and temporal-covariance matrix an exponential off-diagonal decay (Toeplitz) matrix. Furthermore, we also derive a nonlinear shrinkage estimator for the top eigenvalues associated with a low rank matrix (Hermitian) from its noisy measurements. Numerical studies about the effectiveness of the estimator are also presented.
I. INTRODUCTION
Many applications in signal processing and other sciences involve modeling a dependency across a wide range of spatial and temporal scales, e.g., [1] , [2] , [3] , [4] , [5] . Traditionally, statistical theory has been concerned with studying the properties of a spatio-temporal process as the sample size tends to infinity, while the number of variables is fixed. Nevertheless, there are always a few snapshots available to us about the underlying process in practice. A key challenge in spatio-temporal data analysis is therefore to summarize or infer the process behavior with these finite samples. In this article, we will discuss the limiting behavior of the empirical spectral distribution associated with a class of Gaussian processes (large, non-independent, separable and temporally stationary).
For convenience, we denote by U (s, t) a spatio-temporal process. Particularly, the covariance function cov(U (s, t), U (s , t )) provides us a succinct but informative summary on the process. If no further structure exists, cov(U (s, t), U (s , t )) depends entirely on the space-time indexes (s, t) and (s , t ). However, stationary and separability are often imposed to ensure that the covariance function could be manipulated easily [6] .
Specifically, a spatio-temporal random function possesses temporally stationary covariance if cov(U (s, t), U (s , t )) depends on the time index only through the temporal lag t − t [4] . Similarly, it has spatially stationary covariance if cov(U (s, t), U (s , t )) depends on s and s only through the spatial separation s − s . A spatio-temporal process has stationary covariance if it has both spatially and temporally stationary covariance. Under this assumption, there exists a function c(·, ·) such that cov(U (s, t), U (s , t )) = c(s − s , t − t ).
The separability, which offers significantly computational benefits, is a desirable property for the spatio-temporal models [6] , [7] , [8] . A process U (s, t) has a separable covariance function if cov(U (s, t), U (s , z )) = σ s (s, s )σ t (t, t ) for some spatio-and temporal-covariances σ s (·, ·) and σ t (·, ·). Roughly speaking, with the separability, the spatioand temporal-correlations are "decoupled" completely. Moreover, with both the separability and temporal stationary, the associated covariance function could be written as cov(U (s, t), U (s , z )) = σ s (s, s )σ t (t − t ).
In this article we will employ a framework inspired by random matrix theory to characterize the asymptotic behaviour of large sample covariance matrices associated with a class of separable and temporally stationary Gaussian processes (noises). The setting in random matrix theory differs substantially from traditional situation where the number of variables is fixed, but the sample size for examination tends to infinity. The proposed asymptotic approach allows us to obtain the limiting of the eigenvalues (under the condition that the number of variables and samples size both tend to infinity) and predict the behavior of the empirical eigenvalues associated with large sample covariance matrices with reasonable accuracy. This is the primary motivation for this article.
We begin with the definition of separable Gaussian process. Specifically, for the samples of a separable Gaussian process, we consider a matrix U N,T with the form U N,T = (Σ s N )
, where W N,T is a random matrix consisting of N × T independent identically distributed (i.i.d.) Gaussian random variables, Σ s N and Σ t T are N × N and T × T non-negative definite matrices, representing spatio-and temporal-covariances, respectively. Clearly, with the impact of (Σ s N ) 1 2 and (Σ t T ) 1 2 , U N,T consists of non-independent Gaussian random variables. For the associated sample covariance matrix C N , we mean
i.e., the dimensionality of variables is comparable to the size of available samples (the Kolmogorov condition falls into this regime also). That will introduce computational and statistical challenges, including spurious correlation, noise accumulation and scalability.
A good illustration for massive data processing is the development in wireless communication [13] , [14] . Basically, the more antennas the transmitter/receiver are equipped with, the more degrees of freedom could be achieved. The LTE standard allows for up to eight antennas at the base station. The massive MIMO goes even further, which consists of a very large number of antennas (hundreds or thousands), simultaneously serves a great number of user terminals (tens or hundreds). Therefore, it's necessary to know what will happen for a large system limit, where the numbers of antennas and user terminals grow infinitely large with the same speed [15] , [14] .
Unfortunately, the Kolmogorov condition limits the applicability of many well-known approaches [16] . We consider the covariance matrix estimation as an example. Given an N × T data matrix X, consisting of T samples drawn from multivariate Gaussian distribution N (0, I N ), it is well-known that the sample covariance matrix is a good approximate of the population covariance matrix when N remains fixed and T → ∞, i.e., lim T →∞ 1 T XX * = I N . By contrast, for the situation where the dimension N is comparable to the sample size T , many new phenomena arise. Perhaps the first high-dimensionality phenomenon is that, if N T , the empirical eigenvalues do not converge to their population counterparts even as the sample size grows. The famous Marcenko-Pastur law (illustrated in Theorem II.3) gives a celebrated function for the asymptotic behavior of eigenvalues of a large sample covariance matrix associated with multivariate Gaussian distributions. We can see from Fig. 1 that the eigenvalues of the sample covariance matrices are more spread out, or dispersed, than the population eigenvalues.
Such a paradigm shift to big/massive data in signal processing will lead to significant progresses on the development of new theory and method. Although there exist various distinct statistical problems, we primarily focus on the limiting spectral statistics associated with large sample covariance matrices. To this end, a framework inspired by random matrix theory and several transforms from free harmonic analysis will be adapted.
The organization of this article is as follows. A brief description of random matrix theory is given in Section II.
The roles of Cauchy transform in the calculation of Marčenko-Pastur distribution and top eigenvalues of a low-rank spiked covariance model are also discussed. In Section III, we present some preliminaries for free probability theory.
For those who are familiar with this may skip most of the section. Section IV focuses on the models of spatio-and temporal-covariance matrices. We restrict the spatio-and temporal-covariance matrices to a diagonally dominant Wigner matrix and a bi-infinite Toeplitz matrix, respectively. Section V is dedicated to the calculation of Cauchy, M-and N-transforms associated with the Marčenko-Pastur distribution, diagonally dominant Wigner matrix and biinfinite Toeplitz matrix. All of the associated Cauchy, M-and N-transforms are analytical. Finally, the article turns to the calculation of LSD of large sample covariance matrices associated with autoregressive Gaussian processes.
We also have a very short discussion on the nonlinear shrinkage estimator for the top eigenvalues of a low rank matrix (Hermitian) from its noisy measurements in Section VI.
II. RANDOM MATRIX THEORY AND CAUCHY TRANSFORM
Random matrix theory, which studies how the eigenvalues behave asymptotically when the order of an underlying random matrix grows, is gaining increasing attention for analyzing complex high-dimensional data. Early interest in random matrices arose in the context of multivariate statistics, it was Wigner who introduced random matrix ensembles and derived the first asymptotic result [17] , [18] . Since then, there have been a large number of literatures studying the asymptotic behavior of various random matrices. In this section, we will introduce some necessary concepts in random matrix theory. For a thorough treatment on random matrix theory, we refer the reader to [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] .
Definition II.1. Given an N × N Hermitian matrix M N , the empirical spectral distribution (or ESD for short) is defined as, for x ∈ R, Random matrix theory asserts that there exist some classes of Hermitian random matrices M N whose (random)
ESD µ M N (x) converges, as N → ∞, towards a non-random function µ(x). This function µ, if it exists, is called the limiting spectral distribution (LSD for short). Moreover, for many Hermitian random matrices, the corresponding LSD is supported on a bounded interval (bulk) and illustrating sharp edges on the boundary. The eigenvalue significantly outside of the interval (noise) will be a good indicator of the non-random behavior (signal).
We now introduce Cauchy transform, which uses complex-analytic methods and has turned out to be a powerful tool in the calculation of LSDs.
Definition II.2. Let C + = {z ∈ C|Im(z) > 0} be the complex upper half-plane and µ a probability measure on R. The Cauchy transform G µ (z) is an analytic function defined as, for z ∈ C + ∪ R\supp(µ),
A probability measure could be retrieved from its Cauchy transform via the so-called Stieltjes inversion formula.
Particularly, if x is a continuous point of µ,
With this Stieltjes inversion formula, the statistical information on a probability measure is completely encoded in the corresponding Cauchy transform function. However, it is worth noting that, for an arbitrary probability distribution, it might not be possible to obtain an analytical or even an easy numerical solution via the Stieltjes inversion formula. Next we will consider Cauchy transform associated with a Hermitian random matrix. By Definition II.1, we know that dµ M N (t) is the summation of a series of Dirac delta functions that concentrate around the eigenvalues of M N . The associated Cauchy transform is then defined as, for z ∈ C + ∪ R\supp(µ M N ),
A. Marčenko-Pastur law
The Cauchy transform was used by Marčenko and Pastur to derive the well-known Marčenko-Pastur law of large dimensional Gram matrices of random matrices with i.i.d. Gaussian entries [28] . 
From Theorem II.3, we see that the Marčenko-Pastur distribution is supported on
Thus one of the high-dimensional phenomena relates to Kolmogorov condition is that the sample eigenvalues are more spread out than the population eigenvalues for large N and T . Fig. 1 (a) illustrates this phenomenon for N = 4000
and T = 8000. All population eigenvalues are equal to 1 (in green), but the 4000 sample eigenvalues have a histogram (in blue) that spreads over a range. Fig. 1(b) illustrates the Marčenko-Pastur law for different values of the Kolmogorov constant c.
B. A low-rank spiked sample covariance model
In recent years, some authors investigated in detail the low rank "spiked" covariance matrix model, e.g., [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] , [39] , [40] . A spiked sample covariance matrix Y N consists of a known "base" covariance matrix C N (bulk, noise) and a low-rank perturbation X N (spikes, signals)
where the eigenvalues of X N , or the signal strengths θ 1 , . . . , θ i are often taken as unknown. We assume that the rank r is relatively small and stays fixed in the asymptotic regime. In particular, there exist a notable high-dimensional phenomenon -the eigenvalue phase transition.
In [41] , Benaych-Georges, F. and Nadakuditi, R.R. focused on the role of Cauchy transform in calculating the top eigenvalues of the low-rank spiked covariance model. They showed that the limiting non-random eigenvalues associated with the perturbed matrix depend explicitly on the levels of the spikes and the LSD of the bulk via the Cauchy transform.
Theorem II.4 (Eigenvalue phase transition for observation [41] ). Consider a sample covariance matrix Y N =
Without loss of generality, we assume that r N , θ 1 ≥ . . . ≥ θ r ≥ 0 and, as
. Let a be the supremum of the support of µ C . Then the eigenvalues of Y N exhibit the following behavior. As N → ∞, for each 1 ≤ i ≤ r,
otherwise.
(II.2)
Corollary II.5 (Eigenvalue phase transition for estimation).
. Let a be the supremum of the support of µ C . Then for any η i > a + , there exists a corresponding θ i such that
Remark II.6. It is worth noting that the supremum of the support of µ C (denoted by a) is actually a critical point for eigenvalue estimation. That means, as N → ∞, for any
Corollary II.5 yields a method to estimate top eigenvalues associated with a low rank matrix from its noisy
is a (nonlinear shrinkage) estimator for the i-th largest eigenvalue of X N .
Next, we employ an example in [41] , where C N is a Wigner matrix, to illustrate the eigenvalue phase transition phenomena. A Wigner random matrix V N is an Hermitian matrix consisting of i.i.d. random variables with zero mean and unit variance. Benaych-Georges, F. and Nadakuditi, R.R. demonstrated that, for
(II.3)
On the other hand, the proposed estimator for the eigenvalues associated with a low rank matrix from its noisy measurements is 
directly.
III. FREE PROBABILITY IN A NUTSHELL
Free probability is a mathematical theory developed by Voiculescu around 1983. The freeness or free independence is an analogue of the classical notion of independence. A comprehensive study on free probability could be found in [26] , [27] .
The significance of free probability to random matrix theory lies in the fundamental observation that random matrices consisting of independent entries also tend to be asymptotically free. Roughly speaking, free probability replaces the vague notion of generic position between eigenspaces associated with random matrices by a mathematical precise concept of freeness and provides a framework to calculate the LSD of f (A N , B N ) based on LSDs of A N and B N . Consequently, many tedious calculations in random matrix theory, particularly those of an algebraic or combinatorial nature, can be performed efficiently and systematically with free probability theory [27] .
In the following, we will present some preliminaries for free probability theory. For those who are familiar with these may skip most of this section.
We generally refer to a pair (A, φ), consisting of a unital algebra A and a unital linear functional φ : A → C with φ(1) = 1, as a non-commutative probability space. The elements of A are always called non-commutative random variables. φ(a j1 · · · a jn ) for random variables a 1 , . . . , a k ∈ A are always called moments. 
Definition III. 2 ([26] ). Let (A, φ) be a non-commutative probability space. The non-commutative random variables a 1 , . . . , a r ∈ A are said to be free or freely independent if the generated unital subalgebras A i = alg(1, a i )(i = 1, . . . , s) are free in A with respect to φ.
Remark III.3. With freeness, it is possible to calculate the mixed moments of a and b from the moments of a and b. In this sense, freeness could be considered and treated as the non-commutative analogue to the concept of independence of classical random variables.
Remark III.4. Suppose µ and ν are two compactly supported probability measures. If there exist two free random variables a and b having distributions µ and ν, respectively, then the distributions of the non-commutative random variables a + b and ab depend only on µ and ν [42] , [23] .
There are many classes of random matrices which show asymptotic freeness. In fact, Gaussian random matrices and deterministic matrices, Haar distributed unitary random matrices and deterministic matrices, Wigner random matrices and deterministic matrices all become asymptotically free with respect to the normalized trace [26] . We only present one theorem to demonstrate that randomly rotated deterministic matrices become free in the asymptotic regime. where a and b are free. This convergence holds also almost surely. So in particular, we have that A N and H N B N H * N are almost surely asymptotically free.
A. Free harmonic analysis
We begin with the definition of Cauchy transform associated with a self-adjoint random variable. Actually, the distribution of a self-adjoint random variable a in a C * -probability space (A, φ) can be identified by a compactly supported probability measure µ a on R, i.e., for all n ∈ N, φ(a n ) = R t n dµ a (t).
With the Cauchy transform associated with probability measure µ a , we can then define the Cauchy transform of a as
Next, we will define several transforms on the complex upper half-plane that will be used frequently in this article. The first is the M-transform, defined as
Lemma III.6. For a probability measure µ, let M µ (z) be the associated M-transform. Then Re (M µ (iy)) < 0, for all y > 0, and lim y→∞ M µ (iy) = 0. Furthermore, if y > 0 and supp(µ) ∈ (0, ∞), Im (M µ (iy)) < 0.
Proof. Since M µ (iy) = −yIm(G µ (iy)) − 1 + iyRe(G µ (iy)), we have that, for y > 0,
By the assumption that supp(µ) ∈ (0, ∞), Im (M µ (iy)) = R + −yt y 2 +t 2 dµ(t) < 0 for all y > 0. Finally, with the dominated convergence theorem, we have lim y→∞ Re (M µ (iy)) = 0 and lim y→∞ Im (M µ (iy)) = 0, which lead to lim y→∞ M(iy) = 0.
Theorem III.7 (Free multiplication law [10] , [9] ). For a non-commutative random variable a, let M a (z) be the associated M-transform. We define the N-transform N a (z) as a function such that M a (N a (z)) = z, or equivalently, N a (M a (z)) = z. For freely independent random variables a and b, the N-transform of ab obeys the 'non-commutative multiplication law':
Since the trace operator is invariant under cyclic permutations, there exist similar cyclic properties for the Mand N-transforms. Proof. On account of the definition of M-transform, we have M M (z) = k≥1 tr(M k ) z k . Since AB and BA have the same non-zero eigenvalues and AB is Hermitian, all of the eigenvalues of BA are real. Then
Applying the scaling property of inverse functions yields
IV. SEPARABILITY BETWEEN THE SPATIO-AND TEMPORAL-CORRELATIONS
As mentioned in Section I, the separability brings us significant computational advances. For example, if we address a separable Gaussian process U = (Σ s N ) Proof. Since U = (Σ s N )
Remark IV.2. The separability between spatio-and temporal-correlations reduces the model complexity greatly.
Consider the estimation of covariance matrix as an example, the number of parameters for a separable Gaussian random process is O(N 2 + T 2 ), in contrast to O(N 2 T 2 ) for a general Gaussian random process.
The objective of this study is to characterize the asymptotic behaviour of the sample covariance matrices
. We place certain restrictions on Σ s N and Σ t T so that they are completely defined by simple parameters that could be estimated easily. In the remainder of this article, a diagonally dominant Wigner matrix and a shift invariant (Toeplitz) structure are imposed on the spatio-covariance matrix Σ s N and the temporalcovariance matrix Σ t T , respectively. When Σ s N is a diagonally dominant Wigner matrix and Σ t T is a deterministic Toeplitz matrix, we could assume the asymptotic freeness between 1
The assumption is relatively weak because the left-singular vectors of W N,T compose a Haar-like random matrix. The asymptotic freeness follows immediately from Theorem III.5.
The key idea for the calculation of LSD of C N is through the non-commutative multiplication law of the Ntransform (Theorem III.7). Specifically, with the asymptotic freeness between 1
(cyclic property)
Theorem II.3 shows that, as N, T → ∞ and N T → c ∈ (0, 1), the ESD of 1 T W N ×T W T N ×T converges weakly and almost surely to Marčenko-Pastur distribution. By the assumption that Σ t
A. Restrictions on the spatio-and temporal-covariance matrices
Next, we will give a brief exposition of the restrictions on the spatio-and temporal-covariance structures. It is well-known that the autoregressive (AR) model provides flexibility in terms of understanding the lag-dependence structures. Particularly, AR(1) often appears as a building block in more complex models. For an AR(1) Gaussian process, we actually restrict the spatio-covariance matrix Σ s N to a diagonally dominant Wigner matrix and impose a 'shift invariant' structure to the temporal-covariance matrix Σ t T , respectively.
Specifically, let U i (t) be a jointly wide-sense stationary AR(1) Gaussian process, i.e., for 1 ≤ i ≤ N ,
Here |r| < 1, e i (t) is white noise with zero mean. We first calculate the spatio-covariance function
Applying the jointly wide-sense stationarity between U i (·) and U j (·) yields
In practice, there often exists non-trivial cross correlation term r
. Nevertheless, it's not easy to calculate the cross correlation term accurately. To reduce the complexity of the model, we further assume that the random variables in the collection { r
with zero mean and standard deviation β. Additionally, we assume that
Finally, the spatio-covariance matrix is modeled as Σ s N = αI N + βV N , where V N is a Wigner random matrix. We now turn to the structure of the temporal-covariance matrix Σ t T associated with an autoregressive Gaussian process. For a wide-sense stationary process, it is natural to impose 'shift invariance' on the temporal-covariance matrix Σ t T , i.e., the entries of Σ t T depend only on the difference between the indices,
With the assumption that Σ t T distr − − → Σ t , Σ t becomes a bi-infinite Toeplitz matrix (the indices range over all integers)
Moreover, for a stationary AR(1) Gaussian process U i (t) ≈ rU i (t − 1) + e i (t), the covariance between the observations at time a and b is
Finally, the bi-infinite Toeplitz matrix becomes a bi-infinite exponential off-diagonal decay matrix, i.e., Σ t [a, b] = r |a−b| .
Remark IV.3. We emphasize that the AR process could be considered as a mean-field model to study the behavior of large and complex stochastic models [43] , [44] . That means rather than considering individual signals, the spectrum of the homogeneous covariance matrix is a mean-field approximation of the spectrum of the original heterogenous covariance matrix. We use the mean-field model on spectrum in [44] for a better illustration. With a slight abuse of notation, consider two N × T sample matrices
. The ESDs of 1 T U U T and 1 TŪŪ T are plotted in Fig. 3 , from which we can see that there is no significant difference between the two ESDs.
Finally, we have the explicit form of the sample covariance matrix
where W N ×T is a Gaussian random matrix, Σ s N = αI N + βV N and Σ t T [a, b] = r |a−b| . The aim of this article is to calculate the LSD of C N , under the Kolmogorov condition (N → ∞, T → ∞ and N T → c).
V. CAUCHY, M-AND N-TRANSFORMS
We have shown in Section IV that, under the assumption of freeness (relatively weak),
This section is dedicated to the calculation of Cauchy, M-and N-transforms associated with the Marčenko-Pastur distribution, diagonally dominant Wigner matrix (Σ s ) and bi-infinite Toeplitz matrix (Σ t ). It is worth noting that all of these three N-transforms are analytical, so is N C (z).
Before that, we give a lemma that will be used frequently in the following calculations. For the proof we refer the reader to [26] . Unless otherwise stated, we define that z = |z| e iθz , where 0 ≤ θ z < 2π, and √ z = |z|e i θz 2 . If m ∈ C + , then ζ 1 ∈ int(Γ) and ζ 2 ∈ int(Γ). Here Γ = {ζ : |ζ| = 1} is the unit circle in complex plane.
A. Marčenko-Pastur distribution
We first calculate the Cauchy, M-and N-transforms associated with the Marčenko-Pastur distribution. When c < 1, the Marčenko-Pastur density function is reduced to
Consider the associated Cauchy transform
Then make the substitution ω = e iθ to write G M-P (z) as a contour integral
where Γ = {ω : |ω| = 1}. By Lemma V.1 and the residue theorem, we are able to show the closed-form expressions of the Cauchy and M-transforms:
Finally, with the inverse relationship M M-P (N M-P (z)) = z, we find that N M-P (z) satisfies
Solving this equation will give rise to N M-P (z) = (1 + z)(1 + cz) z .
B. Diagonally dominant Wigner matrices
We are now in a position to calculate the Cauchy, M-and N-transforms associated with the shifted semi-circle distribution. The well-known semi-circle law is presented first for completeness.
Theorem V.2 (Semi-circle law [20] ). Let V N be an N × N Wigner matrix. Then, with probability 1, the ESD of V N converges to a non-random distribution function µ V given by:
Proposition V.3 (Shifted semi-circle law). Let Σ s N = αI N + βV N , where V N is a Wigner matrix, α ≥ 0 and β > 0. Then, with probability 1, the ESD of Σ s N converges to a non-random distribution function µ Σ s given by:
otherwise. Proof. On account of the spectral mapping theorem, we have that, for any α ≥ 0 and β > 0, λ i (αI N + βV N ) = α + βλ i (V N ). The shifted semi-circle law then follows from the semi-circle law.
Proposition V.3 asserts that the shifted semi-circle distribution is supported on [α − 2β, α + 2β]. Fig. 4 shows an excellent agreement between the shifted semi-circle distribution (in red) and the ESD (in blue) of a diagonally dominant Wigner matrix with N = 4000 (one realization).
The Cauchy transform associated with the shifted semi-circle distribution can be calculated in much the same manner as the Marčenko-Pastur distribution. Specifically, it follows immediately from Proposition V.3 that
Applying t = 2β cos θ (0 ≤ θ ≤ π) yields
Then make the substitution ω = e iθ to write G Σ s as a contour integral
where Γ = {ω : |ω| = 1}. By Lemma V.1 and the residue theorem, we are able to show the closed-form expressions of the Cauchy and M-transforms
With the inverse relationship M Σ s (N Σ s (z)) = z, we find that N Σ s (z) satisfies a quadratic equation
Solving this equation will lead to
On account of Lemma III.6, we see that, for all y > 0, Re (M(iy)) < 0 and lim y→∞ M(iy) = 0. Therefore,
Finally, we have the closed-form expression of the N-transform
2z .
C. Infinite shift invariant (Toeplitz) matrices
We now turn to the calculation of Cauchy, M-and N-transforms associated with a bi-infinite Toeplitz matrix.
A standard technique to deal with infinite matrices is via the two-dimensional discrete-time Fourier transform.
Specifically, we can perform Fourier transform on the row and column indices to produce a function with frequency variables ω 1 For a bi-infinite Toeplitz matrix Σ t [a, b] = f (a − b) and an infinite matrix G, the discrete-time Fourier transform of the product GΣ t is
Next, we will consider the matrix G = (zI − Σ t ) −1 . It is easy to check that zĜ(ω 1 , ω 2 ) − GΣ t (ω 1 , ω 2 ) =
A trivial verification shows that the Fourier transform maps an infinity identity matrix I[a, b] = δ(a − b) to a Dirac delta function, i.e.,Î(ω 1 , ω 2 ) = 2πδ(ω 1 + ω 2 ). We then have that
It follows immediately that
We can see easily from Equation V.1 that G = (zI −Σ t ) −1 is actually a shift invariant (Toeplitz) matrix. Applying the normalized trace to the infinite matrix G yields that
and
We are now in a position to calculate the Cauchy, M-and N-transforms associated with the bi-infinite exponential
dω.
Make the substitution ζ = e iω to write M Σ t (z) as a contour integral
where Γ = {ζ : |ζ| = 1}. We finally give a theorem to describe the LSD associated with an exponential off-diagonal decay matrix via the Stieltjes inversion formula.
Theorem V.4. Let Σ t T be a T × T exponential off-diagonal decay matrix, i.e., Σ t T [a, b] = r |a−b| , 0 < r < 1. As T → ∞, the spectral distribution of Σ t T converges to a distribution function µ Σ t given by:
where a = 1−r 1+r and b = 1+r 1−r .
For a better illustration of Theorem V.4, we show in Fig. 5 (a) the theoretical LSD (in red) and the spectral distribution of the matrix Σ t T (in blue) with T = 4000 and r = 0.5 (one realization). There is an excellent agreement between the LSD and the spectral distribution. Fig. 5(b) plots the LSDs for different values of r. We can see that the support of the theoretical LSD spreads out as the value of r increases.
Finally, with the inverse function M Σ t (N Σ t (z)) = z, we find that N Σ t (z) satisfies
Solving this yields
Furthermore, due to M Σ t (z) ∈ C − for any z ∈ C + , we have
VI. SPECTRUM OF LARGE SAMPLE COVARIANCE MATRICES OF AUTOREGRESSIVE GAUSSIAN PROCESSES
The task now is to calculate the LSD associated with a sample covariance matrix
where W N ×T is a Gaussian random matrix, Σ s N = αI N + βV N and Σ t T [a, b] = r |a−b| . Instead of obtaining the associated M-and Cauchy transforms directly, our approach actually relies on finding the canonical equations that the transforms satisfy.
For the convenience of the reader, we first list the N-transforms associated with the Marčenko-Pastur distribution, a diagonally dominant Wigner matrix Σ s N = αI N + βV N and a bi-infinite exponential off-diagonal decay matrix
With the inverse function M Σ t (N Σ t (z)) = z and M a (z) = zG a (z) − 1, we find that M C (z) and G C (z) satisfy
respectively. Furthermore, with some algebras, Equation VI.1 could be written as an 8-th order polynomial
In much the same way as the calculations in Section V, in order to calculate the LSD, we need to determine the roots of the polynomial in G C firstly and then use the Stieltjes inversion formula. Nevertheless, unlike the situations in Section V, it seems hopeless to find the closed-form expression of G C by solving Equation VI.2 directly. We finally give a semi-closed-form expression of the LSD. Specifically, since the support of the LSD is unknown, we could conjecture such a region and solve numerically Equation VI.2 for every z. The Stieltjes inversion formula can then be used to obtain the LSD. Fig. 6(a) with the Marčenko-Pastur distribution in Fig. 1(a) , we can see that the support of the distribution in Fig. 6(a) becomes much larger. Fig. 6(b) , Fig. 6 (c) and Fig. 6(d) show the behaviors of the LSDs for different values of r, c and β, while other parameters are fixed. We may notice from Fig. 6(b) and Fig. 6(c) that the support of the LSD spreads out as the value of c or r decreases.
We demonstrate in Fig. 7 the LSD and ESDs associated with the heterogenous and homogeneous AR(1) processes.
The setting is the same as that in Fig. 3 . We find that there both exists a good agreement between the theoretical LSD and ESD. 
A. Low-rank spiked sample covariance matrices
We now look more closely at the eigenvalue phase transition associated with a low-rank spiked sample covariance model Y N = X N + C N , where C N is the sample covariance matrix of a separable spatio-temporal process, i.e.,
We make the same assumptions as before: X N is with rank r N and non-negative eigenvalues θ 1 ≥ . . . ≥ θ r ≥ 0, W N ×T is a Gaussian random matrix, Σ s N = αI N + βV N , Σ t T [a, b] = r |a−b| and C N distr − −− → C.
We first study the phase transition phenomenon for observation. Theorem II.4 states that, for any θ i > G −1 C (G C (z)) = z, we have the equation that G −1 C (z) satisfies
With some algebras, it could be written as a 4-th order polynomial The phase transition phenomena are demonstrated in Fig. 8 , from which we can see there exists a greater amount of upward bias for observation ( Fig. 8(a) ) and shrinkage for estimation ( Fig. 8(b) ). It is also worth noting that the uncertain region for eigenvalue estimation becomes larger ( Fig. 8(b) ). This is primarily because the eigenvalues of sample covariance matrix of the form C N = 1 T (Σ s N ) At last, we will have a very brief discussion on the performance of nonlinear shrinkage estimators for top eigenvalues. As indicated in Section II-B, for N sufficiently large, if λ i (Y N ) > sup (supp(µ C )),
is a nonlinear estimator for the i-th largest eigenvalue of X N . Since we have no explicit expression for G µ C (·), the performance of the estimator is verified by numerical experiments. Fig. 9 shows boxplots of the error of the estimator θ i = 1 Gµ C (λi(Y N )) for C N being sample covariance matrices associated with heterogenous ( Fig. 9(a) ) and homogeneous ( Fig. 9(b) ) AR(1) processes (N = 4000, T = 8000), respectivley. We let X N be a deterministic matrix with rank 10. For each θ i , a boxplot based on 500 trials is generated. This procedure results in 10 boxplots that are displayed side-by-side. We can conclude from these boxplots the nonlinear shrinkage estimator is pretty accurate. 
