In this study, participants memorized frequent or rare target words in silence or while ignoring frequent or rare distractor words. Distractor words impaired recall performance, but low-frequency distractor words caused more impairment than did high-frequency distractor words. We demonstrate how to solve the identifiability problem for Schweickert's (1993) multinomial processing tree model of immediate recall, and then use this model to show that irrelevant speech affected both the probability with which intact target word representations were available for serial recall and the probability of successful reconstruction of item identities based on degraded short-term memory traces. However, the type of irrelevant speech-low-versus high-frequency words-selectively affected the probability of intact target word representations. These results are consistent with an explanation of the irrelevant speech effect within the framework proposed by Cowan (1995) , and they pose problems for other explanations of the irrelevant speech effect. The analyses also confirm the validity of Schweickert's process model.
Task-irrelevant auditory stimuli impair serial recall of visually presented words. A substantial body of knowledge has been accumulated about the variables that do and do not affect this "irrelevant sound effect" (Baddeley, 2000; Jones & Tremblay, 2000; Neath, 2000) . For instance, the size of the irrelevant sound effect seems to be independent of the phonological and semantic similarity between the to-be-remembered material and the irrelevant material, and for quite some time it seemed to be independent of whether irrelevant spoken material is meaningful or not (Buchner, Irmen, & Erdfelder, 1996; Colle & Welsh, 1976; LeCompte & Shaibe, 1997; Salamé & Baddeley, 1982) . In contrast, the irrelevant material's acoustic properties, particularly the changing-state property, play a substantial role (Jones, 1993; Jones, Beaman, & Macken, 1996) . We report evidence of another variable that affects immediate recall performance-that is, the frequency of auditory distractor words in the language.
Given that immediate serial recall must rely heavily on working memory processes, theories of working memory play an important role in explaining the irrelevant sound effect. These theories fall into one of two categories-theories that explicitly specify a role for attention in the irrelevant sound effect and theories that do not but instead assume that irrelevant sounds have automatic access to the representational structure that is also used for the primary task of maintaining a suitable representation of the to-be-recalled words (cf. Elliott, 2002 ). An exemplar of the latter category is Baddeley's modular working memory model (Baddeley, 1986 (Baddeley, , 1996 Baddeley & Logie, 1999) . Within this model, it is assumed that the preferred strategy for the immediate serial recall, at least of short word lists, is to convert visually presented words into a phonological representational format so that the words can be maintained in the limited-capacity phonological loop module of working memory. Irrelevant auditory speech is said to gain automatic access to this store where it interferes with the target representations, which results in the impairment of serial recall (Baddeley, 1986; Salamé & Baddeley, 1982 , 1989 . The impairment is assumed to occur in a structure in which the representational format is exclusively phonological. Therefore, nonacoustic distractor properties must not affect serial recall performance. The above mentioned irrelevance of the semantic content of the irrelevant distractor information for the size of the irrelevant speech effect seemed consistent with this prediction, although more recent research showed that semantic content may adversely affect recall performance (Buchner, Rothermund, Wentura, & Mehl, 2004; Neely & LeCompte, 1999) . Importantly for the present context, word frequency as a nonacoustic distractor feature also should not affect serial recall performance. The same prediction can be derived from the objectoriented episodic record model (Jones, 1993; Jones & Macken, 1993) . Within this model, the crucial process in immediate serial recall is that of seriation of the tobe-recalled objects. These objects are temporarily assembled on a structure referred to as a blackboard, where they are linked by a series of production rules. Objects from the visual domain-the to-be-recalled target words in the present task-and the links interconnecting them are constructed by means of articulation, but once on the blackboard, objects are represented in a code in which they are undifferentiated in terms of their modality of origin. Auditory objects-the distractor words in the present case-result from preattentive segmentation processes. Irrelevant auditory material disrupts serial recall of visual objects because a set of competing links is established automatically among auditory objects, and the links interfere with those for the visual objects. In other words, it is the integrity of the links, not the integrity of the item representations per se, that limits serial recall performance; if a link to an item is lost, the item is no longer available for recall. Perhaps the greatest strength of the object-oriented episodic record model is that it correctly predicts the changing-state effect-that is, a more disruptive effect of irrelevant sound that is characterized by a greater degree of segmentation (Jones & Tremblay, 2000) . Importantly for the present research, the frequency of words in a language cannot determine the number of changes inherent in the auditory signal, which is why word frequency of irrelevant distractors should not affect serial recall performance.
Within Cowan's (1995 Cowan's ( , 1999 attention-and-memory framework, working memory is functionally defined by the set of cognitive processes that are needed to retain information stored in long-term memory in a highly accessible state. The focus of attention represents the most highly activated subset of objects in working memory. In serial recall tasks such as the one considered here, the rehearsed target items represent the focus of attention. Irrelevant auditory distractors may interfere in two ways with those targets. First and foremost, distractors may automatically attract attention, thereby recruiting processing resources away from the currently attended targets. A reduction of attention available for rehearsing the target items reduces their activation levels and, hence, the probability of successful recall of the targets. Second, given that interference occurs between representations in memory that are similar, acoustic distractors may interfere with the representations of target items that were recoded phonologically. Within this framework, the type of auditory distractor could affect serial recall performance if one type of distractor were to recruit more attention, leaving fewer resources for the rehearsal processes that constitute the present focus of attention. Thus, provided that the processing of very frequent words is less resource demanding than the processing of extremely rare words, the latter could impair recall even more than the former.
The feature model (Nairne, 1990; Neath, 2000) assumes that the features of the irrelevant sounds overwrite a certain number of elements of the feature vectors of the targets, which degrades the target representations in working memory. With fewer intact features, there is a reduction in the probability of successfully matching a degraded target item representation to the representations in long-term memory. Recall depends on a successful match, which is why irrelevant speech should reduce the probability of successful recall from working memory. The feature model also includes an attentional parameter that can be changed to reflect the amounts of processing resources available for the memorization task. If the processing of very rare words attracted more of a limited attentional resource than the processing of very frequent words, ignoring the former type of distractors should leave relatively less attention for the memorization task, resulting in serial recall performance that is even worse for rare than it is for frequent words. In addition, as Neath (2000) has pointed out, the feature model allows deriving the prediction that the factors of irrelevant speech and serial position do not interact. This is necessarily so because within the feature model, the overwriting of target features is assumed to occur irrespective of the targets' serial positions.
To this end, we derived predictions from competing theories of working memory for the effects of the frequency of irrelevant words on raw serial recall performance. In a next step, we want to derive predictions more directly for processes that can be assumed to underlie serial recall. A multinomial model specifying these processes has been proposed by Schweickert (1993) and was evaluated by Hulme et al. (1997) . This model should not be seen as a separate theory of working memory, competing with the other theories. Rather, it should be viewed as a "measurement model" (e.g., Batchelder & Riefer, 1999; Riefer & Batchelder, 1988 )-that is, as a tool that provides for measuring the cognitive processes that are relevant for evaluating each of the working memory theories discussed so far. Figure 1 illustrates Schweikert's (1993) model. It assumes that, at the time of recall, an intact representation of a target item may exist so that it can be recalled without hesitation and correctly. This occurs with probability i s , where s represents the serial position of the item. By assuming a separate i s parameter for each serial position s, the model allows the probability of an existing intact memory trace to differ among serial positions. With probability 1Ϫi s , there is no intact item representation. However, a degraded memory trace may still exist on the basis of which the item identity can be "reconstructed," with probability r j , where j represents an experimental situation with a certain overall probability of successful reconstruction that is the same for items at all serial positions. It follows that parameter r j should be affected by variables that influence the degree of difficulty of reconstructing targets from degraded short-term memory traces, which is a function of both the degree of degra-dation of the target's short-term memory trace and the accessibility of the long-term memory representation against which it is matched. For instance, frequent words should have more accessible long-term memory representations than do rare words. They should therefore be reconstructed more readily than rare words, which is why parameter r j is predicted to be larger for frequent than for rare words. In contrast, parameter r j should not vary as a function of variables that influence the number of intact item representations in short-term memory. However, such variables are predicted to affect the i s parameters that represent the probability of the existence of an intact item representation. For instance, assuming a limited-capacity auditory short-term memory, it can be predicted that more intact representations of short than of long words can be maintained by rehearsal. Thus, parameters i s , but not parameters r j , should vary as a function of variables such as word length.
The predictions of the model can be illustrated using the data from Experiment 3 of Hulme et al. (1997) , which are reproduced in Table A1 of Appendix A. Participants memorized series of seven words that were sampled without replacement from one of four eight-word sets: short-length high-frequency words; short-length lowfrequency words; medium-length high-frequency words; and medium-length low-frequency words. In essence, participants recalled a larger number of short-than of medium-length words, they recalled a larger number of frequent than of rare words, and these two effects were more pronounced at intermediate serial positions.
Although Hulme et al. (1997) referred to Schweickert's (1993) model when analyzing their results, they did not fit the model to the complete data sets of their experiments, and they did not test specific hypotheses using appropriate restrictions imposed on model parameters. We report such results, using the data from their Experiment 3, for two reasons. First, these results confirm the model's validity. Second, the design of the experiment reported below is similar to Hulme et al.'s Experiment 3, so their results are particularly relevant for the present purposes.
Obtaining unique parameter estimates, correct goodnessof-fit statistics, and appropriate degrees of freedom for Schweickert's (1993) multinomial model is not straightforward, however. Because two model parameters are used for fitting a single frequency of correct recall, one easily runs into problems of parameter identifiability. In Appendix B, we discuss ways of coping with this problem and Global model fit (including two identifiability constraints) G 2 (12) ϭ 11.80 p ϭ .46 Hypothesis tests ∆G 2 (6) ϭ 30.00 p Ͻ .0001 i 1, short length ϭ i 1, medium length * i 2, short length ϭ i 2, medium length i 3, short length ϭ i 4, medium length i 4, short length ϭ i 4, medium length i 5, short length ϭ i 5, medium length i 6, short length ϭ i 6, medium length i 7, short length ϭ i 7, medium length r short length, high-frequency ϭ r short length, low frequency ∆G 2 (2) ϭ 125.38 p Ͻ .0001 r medium length, high frequency ϭ r medium length, low frequency r short length, high frequency ϭ r medium length, high frequency * ∆G 2 (1) ϭ 0.02 p ϭ .89 r short length, low frequency ϭ r medium length, low frequency suggest a method that works well for most applications. This method was used for all applications of Schweickert's (1993) model in the present article. Table 1 displays the results of the global model fit as well as of the tests of specific substantive hypotheses for the data of Hulme et al. (1997, Experiment 3) . 1 Obviously, the overall G 2 goodness-of-fit statistic for the general model containing 14 i s parameters (one for each serial position and each word length) and 4 r j parameters (one for each target word frequency and each word length) is excellent. The specific prediction that word length affects the probability of the existence of intact item representations and hence, in model terms, the i s parameters, is tested by imposing the additional restrictions that, for each serial position s, parameter i s is identical for short-and medium-length words. These additional restrictions generate six degrees of freedom (one for each of the seven serial positions minus one because one restriction already served as an identifiability constraint for the general model; see Appendix B), so that the restricted model has 18 degrees of freedom. The appropriateness of the additional set of restrictions is tested by subtracting the χ 2 -distributed G 2 goodness-of-fit statistic for the global, unrestricted model, which has 12 degrees of freedom, from the χ 2 -distributed G 2 goodnessof-fit statistic for the restricted model, which has 18 degrees of freedom. The resulting ∆G 2 difference test statistic is also χ 2 -distributed with 18Ϫ12 ϭ 6 degrees of freedom. 2 As predicted, the hypothesis clearly must be rejected so that we may conclude that word length affects the probability of the existence of intact item representations. Word frequency, in contrast, should affect the reconstruction parameter r j . Consistent with this prediction, the hypothesis that parameter r j is identical for high-and low-frequency words must also be rejected. Finally, there is no reason for word length to affect the probability of a successful reconstruction process. The excellent fit of the model with the restriction that parameter r j is the same for short-and medium-length words is clearly consistent with this prediction. This is parallel to conclusions arrived at by Schweickert, Chen, and Poirier (1999) on the basis of descriptive comparisons of the values of parameter estimates (although, as we show in Appendix B, absolute values of parameter estimates, cannot be interpreted as probability estimates and only ratios of differences between parameter estimates are uniquely determined by the data). In sum, then, we may conclude that Schweickert's multinomial model is valid and successfully explains serial recall data.
Our intention was to use this established model for the purpose of testing predictions derived from the models of the irrelevant speech effect discussed above. Basically, while participants memorized high-and low-frequency target words as in Hulme et al. (1997) , no distractors (silent control condition), high-frequency distractor words, or low-frequency distractor words had to be ignored.
Our first goal was to replicate the basic findings of Hulme et al. (1997, Experiment 3) , that the model fits the serial recall data (which implies that serial position selectively affects the i s parameters, but not the r j parameters, which are assumed to be identical across all serial positions) and that target word frequency affects the r j parameters. Next, hypotheses about the effects of irrelevant speech could be tested. All working memory models considered in the introduction predict that, when compared with the silent control condition, irrelevant speech reduces the probability with which intact target representations are available for immediate recall. Thus, the i s parameters should differ among the silent control and the two irrelevant speech conditions.
The models differ with respect to the predicted effect of distractor word frequency on the i s parameters: Models that allow for attentional resources to play a role in the irrelevant sound effect (Cowan, 1995 (Cowan, , 1999 Nairne, 1990; Neath, 2000) can predict smaller i s parameters in the presence of low-rather than high-frequency distractor words because low-frequency distractor words require more processing resources that could otherwise have been used for keeping the memory representations of the target words active and intact. In contrast, the modular working memory model (Baddeley, 1986 (Baddeley, , 1996 Baddeley & Logie, 1999) as well as the object-oriented episodic record model (Jones, 1993; Jones & Macken, 1993) cannot account for effects of nonacoustic distractor features and thus predict a null effect of distractor word frequency on the i s parameters.
The models also differ in their predictions for the r j parameters. According to the object-oriented episodic record model, to-be-recalled items are linked, and auditory distractors interfere by establishing competing links (Jones, 1993; Jones & Macken, 1993) . Without a link pointing to a target item, there is no mechanism by which it can be recalled. In other words, a target representation can only be accessible (when it is pointed to by a link) or not, which is why irrelevant speech according to this model should affect the i s parameters as explicated above, but irrelevant speech should not affect the r j parameters, which should be identical for the silent control and the two distractor conditions.
In contrast, the feature model (Nairne, 1990; Neath, 2000) predicts that the r j parameters differ between the silent control and the two irrelevant speech conditions. This is so because the features of the irrelevant sounds are assumed to overwrite a certain number of elements of the feature vectors of the target representations, which cause these representations to become more degraded, and, hence, less likely to be amenable to successful reconstruction than target representations in the silent control condition.
The same prediction may be derived for the modular working memory model (Baddeley, 1986 (Baddeley, , 1996 Baddeley & Logie, 1999) and within the framework of Cowan (1995 Cowan ( , 1999 , although this deduction is somewhat less stringent. In essence, interference between targets and distractors may occur to the degree to which these two item types share a representational format. If the term interference is taken to imply that target representations may become degraded by the presence of distractors, these two models' predictions for the r j parameters are parallel to the feature model's predictions.
However, it seems that the modular working memory model would also be compatible with a different pattern of results. One could assume that, when auditory distractors enter the limited-capacity phonological store, target items are lost completely because of the limited number of items that can be held simultaneously in that store. According to this interpretation of the model, auditory distractors should only affect the i s parameters as described above, but not the r j parameters.
METHOD Participants
The participants were 54 students (35 women) who were paid for their participation. Their age ranged from 19 to 30 years (M ϭ 23). All participants were tested individually.
Materials
The participants wore headphones that were plugged directly into an Apple iMac computer, which controlled the experiment. Sounds were produced at a level of 72 Ϯ 5 dB(A).
Word frequency was determined using the German language corpus available in the CELEX database (Centre for Lexical Information, 1991). The selected words, their frequencies in the corpus, and independent concreteness ratings of 127 students from the same population as the participants are reported in Table A3 of Appendix A.
The entire set of 32 six-letter, two-syllable words were divided into two sets of high-and low-frequency words. The four sets were matched, as well as possible, in average concreteness and in the frequencies of different types of vowels, while maximizing the difference in frequency between high-and low-frequency words. The two sets of high-frequency words were also matched, as well as possible, in word frequency, as were the low-frequency word sets.
For one randomly determined half of the participants, the visually presented target words were from Sets 1 (high frequency) and 3 (low frequency), and the auditory distractors were from Sets 2 (high frequency) and 4 (low frequency). For the other half of the participants, the assignment to the target and distractor categories was reversed.
The auditory distractors were spoken by a female voice and were digitally recorded at 44.1 kHz using 16-bit encoding. Each word was edited to last 700 msec and was normalized so as to minimize amplitude differences among the words.
Procedure
The experiment began with three practice sequences during which seven visually presented two-syllable training words had to be remembered for immediate verbal serial recall. Each word was presented for 700 msec. There was no pause between words. After a retention interval of 1 sec, the words had to be recalled in the order in which they had been presented. The participants responded with the German analogue to the word "blank" for each word they could not recall. The participants' responses were recorded by a tape recorder for later evaluation.
The 48 experimental sequences were parallel to the training sequences but consisted of seven visually presented words that were randomly drawn without replacement from the eight words of one of the word sets reported in Table A3 of Appendix A. These target words had to be remembered for immediate serial recall. Twentyfour of the sequences were composed of high-frequency target words, and 24 were composed of low-frequency target words. Within the 24 sequences of each target type, no auditory distractors were presented on 8 randomly selected sequences, high-frequency distractor words were presented aurally on another set of 8 randomly selected sequences, and low-frequency distractor words were presented aurally on a final set of 8 sequences. On sequences with distractors, seven of the 700-msec auditory distractor words were selected randomly without replacement from the set of eight words of the relevant word set. Thus, one auditory distractor was presented parallel to one visual target with no period of silence between distractor presentations.
On average, the experiment lasted about 40 min, after which the participants were informed about its purpose.
Design
The independent variables were target type (high-vs. lowfrequency words; within-subjects), distractor type (silence, highfrequency words, and low-frequency words; within-subjects), and serial position. The dependent variable was the participants' serial recall performance, that is, the number of visually presented words correctly recalled at the serial position at which they were presented.
The most relevant independent variable was that of the distractor type. Given a total sample size of N ϭ 54, α ϭ .05, and an "average" population correlation between the levels of this repeated measures factor of ρ ϭ .50 (estimated from pilot data), distractor effects of size f 2 ϭ 0.25 (medium size effects in terms of the conventions suggested by Cohen, 1977) could be detected with a probability of 1 Ϫ β ϭ .98. For planned contrasts between only two distractor type conditions (e.g., between high-and low-frequency distractors) and otherwise identical parameters, the power was 1 Ϫ β ϭ .95. 3 The level of α was set to .05 for all analyses reported in the present article. Partial R 2 s are reported as a measure of the size of an effect. Figure 2 illustrates the three basic properties of the data. First, performance differed as a function of the serial position. Second, high-frequency targets were recalled better than low-frequency targets. Third, recall was best when no distractors were present, clearly worse with high-frequency distractor words, and even worse with low-frequency distractor words. A repeated measures multivariate analysis of variance 4 showed statistically significant main effects of serial position [F(6,48) The results of the analyses based on the multinomial model of immediate recall processes (Hulme et al., 1997; Schweickert, 1993) , again using the method suggested in Appendix B, are summarized in Table 2 (model fit and hypothesis tests) and in Figure 3 (parameter estimates) . First, the full model with 21 i s parameters (one for each serial position and each distractor type condition) and 6 r j parameters (one for each target word frequency and each distractor type condition) fits the data very well. Second, we replicated the finding of Hulme et al. (1997, Experiment 3 ) that parameter r j varies as a function of the target word frequency: The model with the restriction that the r j parameters do not differ between highand low-frequency targets must be rejected. Third, all working memory models predict the i s parameters to vary as a function of the distractor type conditions. Indeed, the model with the restriction that, for each serial position s, parameter i s does not differ among the three irrelevant speech conditions must be rejected. These results confirm the validity of Schweickert's process model, allowing us to conclude that irrelevant speech affects the probability with which intact short-term memory traces are available for immediate recall. Next, we report the specific tests that help to differentiate among working memory models.
RESULTS
First, the i s parameters were smaller for low-frequency distractors, as compared with high-frequency distractors, as is indicated by the significant ∆G 2 statistic obtained for the model imposing equality constraints on the i s parameters for the high-and low-frequency distractors only. This result contradicts the predictions based on the modular working memory model (Baddeley, 1986 (Baddeley, , 1996 Baddeley & Logie, 1999) and the object-oriented episodic record model (Jones, 1993; Jones & Macken, 1993) but is consistent with the predictions derived from Cowan's (1995 Cowan's ( , 1999 framework, as well as the feature model (Nairne, 1990; Neath, 2000) .
Second, the additional restriction that the r j parameters do not differ as a function of the irrelevant speech condition also must be rejected. This is inconsistent with the object-oriented episodic record model (Jones, 1993; Jones & Macken, 1993) but is consistent with the other models considered here.
Third and finally, imposing equality constraints only on the r j parameters for high-and low-frequency distractors does not produce a significant decrease in goodnessof-fit, so that the hypothesis of equal r j parameters for high-and low-frequency distractors can be maintained. Thus, we may conclude that irrelevant speech serves to degrade short-term memory representations, but it does so irrespective of the distractor word frequency.
DISCUSSION
The analyses based on the raw serial recall performance measure and the model-based analyses converge in that their results are clearly incompatible with working memory models that do not specify a role for attention. Specifically, the data are inconsistent with current formulations of the modular working memory model (Baddeley, 1986 (Baddeley, , 1996 Baddeley & Logie, 1999) and the object-oriented episodic record model (Jones, 1993; Jones & Macken, 1993) . These models predict that nonacoustic distractor properties must not affect serial recall performance and that, in terms of Schweickert's (1993) process model of immediate recall, parameters i s must not vary as a function of distractor word frequency. Both of these predictions were disconfirmed. The object-oriented episodic record model also predicts that a memory trace in short-term memory is either accessible (when a link points to it) or not (when an auditory distractor successfully competes for that link). In other words, traces cannot be degraded, which is why this model predicts that parameter r j , in contrast to parameter i s , should remain unaffected by the pres- ϭ i 1, high-frequency distractors ϭ i 1, low-frequency distractors * i 2, silence ϭ i 2, high-frequency distractors ϭ i 2, low-frequency distractors i 3, silence ϭ i 3, high-frequency distractors ϭ i 3, low-frequency distractors i 4, silence ϭ i 4, high-frequency distractors ϭ i 4, low-frequency distractors i 5, silence ϭ i 5, high-frequency distractors ϭ i 5, low-frequency distractors i 6, silence ϭ i 6, high-frequency distractors ϭ i 6, low-frequency distractors i 7, silence ϭ i 7, high-frequency distractors ϭ i 7, low-frequency distractors i 1, high-frequency distractors ϭ i 1, low-frequency distractors * ∆G 2 (6) ϭ 50.47 p Ͻ .0001 i 2, high-frequency distractors ϭ i 2, low-frequency distractors i 3, high-frequency distractors ϭ i 3, low-frequency distractors i 4, high-frequency distractors ϭ i 4, low-frequency distractors i 5, high-frequency distractors ϭ i 5, low-frequency distractors i 6, high-frequency distractors ϭ i 6, low-frequency distractors i 7, high-frequency distractors ϭ i 7, low-frequency distractors r high-frequency targets, silence ϭ r low-frequency targets, silence ∆G 2 (3) ϭ 57.97 p Ͻ .0001 r high-frequency targets, high-frequency distractors ϭ r low-frequency targets, high-frequency distractors r high-frequency targets, low-frequency distractors ϭ r low-frequency targets, low-frequency distractors r high-frequency targets, silence ϭ r high-frequency targets, high-frequency distractors ϭ ∆G 2 (2) ϭ 21.04 p Ͻ .0001 r high-frequency targets, low-frequency distractors * r low-frequency targets, silence ϭ r low-frequency targets, high-frequency distractors ϭ r low-frequency targets, low-frequency distractors r high-frequency targets, high-frequency distractors ϭ ∆G 2 (1) ϭ 0.85 p Ͼ .50 r high-frequency targets, low-frequency distractors * r low-frequency targets, high-frequency distractors ϭ r low-frequency targets, low-frequency distractors * These parameter restrictions served as identifiability constraints (see Appendix B for details). ‡ The likelihood-ratio goodnessof-fit statistic G 2 is approximately χ 2 distributed. ence or absence of irrelevant auditory distractors. The present results contradict this expectation.
In contrast, the feature model (Nairne, 1990; Neath, 2000) is generally consistent with the results. However, the model predicts that the performance impairment due to irrelevant speech should occur uniformly across all serial positions. This prediction was disconfirmed by the finding that the size of the effect of irrelevant speech depended on the serial position. Note that this disconfirmation was possible only because the feature model makes a strong prediction, with respect to which the other models are simply silent. Also, although the interaction between irrelevant speech and serial position observed here and in other experiments from our lab (Buchner, Irmen, & Erdfelder, 1996; Buchner et al., 2004 ) is problematic for the feature model, the empirical situation pertaining to the interaction between irrelevant speech and serial position is inconsistent (cf. Neath, 2000) so that more evidence is needed before a firm judgment on this issue can be reached.
The framework proposed by Cowan (1995 Cowan ( , 1999 ) is most compatible with the present results. It correctly predicted that rare auditory distractor words would impair serial recall performance even more than high-frequency words because the probability i s of an intact target word memory representation is further reduced if target words are learned in the presence of attention-attracting lowfrequency distractors. Thus, we conclude that the results reported here seem best explained within this framework.
This conclusion converges with those reached earlier by others. For instance, Elliott (2002) found, in a developmental study, that the impairment in recall performance caused by irrelevant sounds decreased with increasing age. If we assume that attentional selection abilities get better as children grow older, this result supports the hypothesis that attention plays a role in the maintenance of information in working memory. Neely and LeCompte (1999) reported that the semantic similarity between targets and distractors plays a role for serial recall performance. This result cannot be accounted for by the modular working memory model and the objectoriented episodic record model, because both models imply that only acoustic distractor features affect serial recall performance. It is for the same reason that these models cannot account for the findings reported by Buchner et al. (2004) , who reported that both positively and negatively valent distractor words caused more disruption of serial recall performance than did neutral dis- tractors, and negative distractors caused more disruption than did positive distractors. Given that research using the Stroop task has shown that the attention-grabbing power of emotionally valent words is larger than that of neutral words, and that negative words attract more attention away from concurrent cognitive processes than do positive words (Pratto, 1994; Pratto & John, 1991; Wentura & Rothermund, 2003; Wentura, Rothermund, & Bak, 2000) , the results of Buchner et al. also support explanations of the irrelevant speech effect within working memory models that do specify an explicit role of attention in the maintenance of information for immediate serial recall.
For three of the working memory models considered here-the feature model, Cowan's (1995) model, and one possible variant of the modular working memory modelwe had assumed that the identity of to-be-recalled items may be reconstructed by successfully matching degraded short-term memory traces against a long-term memory representation, a process represented by parameter r j in Schweickert's (1993) process model of immediate recall. In other words, long-term memory processes may be involved in immediate serial recall performance. Does this possible involvement of long-term memory in task performance imply that immediate recall experiments such as the present one cannot be used to test models of working memory? In answering this question, it is important to note that the detrimental effects of irrelevant speech in the present experiment as well as in other experiments that are typical of the field occur during rehearsal, and not during recall when, presumably, long-term memory processes come into play. Thus, immediate recall experiments such as the present one seem to represent a valid experimental paradigm for testing short-term memory models.
Aside from these considerations, the results reported here confirm the validity of Schweickert's (1993) process model of immediate recall, and they show how to obtain unique parameter estimates, correct goodness-offit statistics, and appropriate degrees of freedom for this prima facie nonidentifiable model so that it can be used for statistical tests that are closer to the processes assumed to underlie overt recall performance. Note-Average values are presented in italics below each word set. Values of 0 represent the fact that a particular word was a proper German word as defined within a standard dictionary but did not occur in the evaluated text body of about 6 million words.
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APPENDIX B Handling Identifiability Problems in Schweickert's (1993) Multinomial Model of Immediate Serial Recall
For one serial recall position, Schweickert's (1993) model explains a single correct recall probability by two parameters, i s and r j (see Figure 1) . Because identifiable models cannot have more parameters than degrees of freedom in the data (Bamber & van Santen, 1985 Hu & Batchelder, 1994) , the model is obviously not identified for a single recall probability. Using a two-factorial S ϫ J design where one factor (e.g., serial position) affects only the probability of an intact item representation i s , s ϭ 1, . . . , S, and the other factor (e.g., word frequency) affects only the probability of a successful redintegration of a degraded item representation, r j , j ϭ 1, . . . , J, it is possible to obtain additional degrees of freedom in the data that exceed or at least are equal to the number of parameters to be estimated. Unfortunately, however, this still does not suffice to obtain an identifiable model in the present case. To illustrate, let us assume that S ϭ J ϭ 2, so that a 2 ϫ 2 design with four independent correct recall probabilities p 11 , p 12 , p 21 , and p 22 is available for estimating four model parameters i 1 , i 2 , r 1 , and r 2 . Although the "parameter counting rule" (Bamber & van Santen, 1985 is not violated in this case, it is possible to find for any set i s and r j of parameter values a different set i′ s and r′ j of parameter values predicting exactly the same recall probabilities. This also holds if S Ͼ 2 or J Ͼ 2.
Proof: Let c be any positive real-valued constant. B1 Define i′ s : ϭ 1 Ϫ c(1 Ϫ i s ) and r′ j : ϭ 1 Ϫ (1/c)(1 Ϫ r j ). Then it is easy to see that for all levels s, s ϭ 1, . . . , S, of the first factor and j, j ϭ 1, . . . , J, of the second factor, the parameters i′ s and r′ j predict the same correct recall probabilities as the parameters i s and r j :
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Hence, as in the Rasch model (Rasch, 1960) , in the BTL model (Luce, 1959) , and in the Fuzzy Logic Model of Perception (see Crowther, Batchelder, & Hu, 1995) , parameters are not uniquely determined by the cell probabilities although the number of parameters does not exceed the number of independent cell probabilities for the data. As a consequence, parameter estimates cannot be interpreted as probability estimates because probabilities require absolute scales (see also Crowther et al., 1995) . Fortunately, in the present case, the parameters form a special type of interval scale where both the unit of measurement and the zero point depend on the choice of the constant c. This implies that differences between parameters of one parameter family (i.e., the r or the i parameters) form a ratio scale such that ratios of parameter differences are uniquely determined by the data.
For example, if the parameters for three successive serial positions are i 1 ϭ .60, i 2 ϭ .30, and i 3 ϭ .15, it would not be meaningful (in the sense defined by Roberts, 1979) to interpret these numbers as probabilities of there being intact memory traces. The parameters i 1 ϭ .80, i 2 ϭ .65, and i 3 ϭ .575, among others, could also predict the same data if the r j parameters were modified accordingly. However, since the differences between parameters form a ratio scale, any permissible rescaling of the parameters [i.e., any transformation of the type i′ s : ϭ 1Ϫ c(1 Ϫ i s ) and r ′ j : ϭ 1 Ϫ (1/c)(1 Ϫ r j )] does not change the difference ratio. Thus, it remains true for all possible sets of parameters applied to our example that the difference between i 1 and i 2 is twice as large as the difference between i 2 and i 3 . Thus, although the absolute values of the parameters cannot be interpreted as probabilities, we can derive meaningful statements about parameter differences and, as a corrolary, about the rank order of parameters in Schweikert's (1993) model. This appears to be sufficient for most applications of the model.
The lack of identifiablity of Schweickert's (1993) model also has some consequences for goodness-of-fit tests of this model. These tests require identifiable models. One possible way to transform Schweickert's model into an identifiable model would be to design a special experimental condition that allows a priori determination one or more of the r j or i s parameters. For example, one could try to find an experimental condition in which the probability of correct recall equals zero. B2 For such a condition, the parameters i 0 ϭ r 0 ϭ 0 are implied and the only possible scale factor is c ϭ 1 because all other values of c would cause at least one parameter value to be outside the interval (0, 1). Unfortunately, however, this solution of the identifiability problem does not offer a solution to the goodness-of-fit test problem. The reason is that the G 2 χ 2 goodness-of-fit statistic and other possible χ 2 statistics can be shown to be asymptotically χ 2 distributed only if (1) the model is locally identifiable and (2) none of the parameter values approaches the boundary of the parameter space (e.g., Hu & Batchelder, 1994) . Hence, the typical asymptotic goodness-of-fit test cannot be applied when there is one condition where both parameters lie at the boundary of the parameter space (i.e., i 0 ϭ r 0 ϭ 0).
If, as in the present case, an experimental condition allowing to determine at least one nonboundary parameter 0 Ͻ i s Ͻ 1 or 0 Ͻ r j Ͻ 1 a priori is lacking, using an arbitrary "identifiability constraint" cannot be avoided. In the case of a two-factorial design, a single parameter fixation suffices to render the model identifiable. However, because the parameters are constrained to be elements of the unit interval (0, 1), it is important to select the identifiability constraint such that no additional parameter estimate approaches the boundary of the parameter space. Roughly speaking, identifiability constraints are appropriate if they do not cause an increase in the goodness-of-fit statistic, compared with the nonidentifiable model without the identifiability constraint(s).
If multiple two-factorial designs are analyzed simultaneously, as in the case of the data reported by Hulme et al. (1997) and in the present article, one identifiability constraint is required for each two-factorial design. Because one can freely select, subject to some inequality constraints, the value of one of the parameters for each two-factorial design ahead of time, estimating this parameter does not use up a degree of freedom. Hence, the degrees of freedom of the global model test amount to the total number of independent data categories minus the number of model parameters plus the number of parameters that need to be constrained in order to render the model identifiable.
This was the strategy we employed in the analyses reported in the present article. B2. The authors thank R. Schweickert for suggesting this possibility.
(Manuscript received January 12, 2004; revision accepted for publication March 30, 2004.) 
