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Abstract 
Past studies of savings and consumption have provided detailed descriptions of 
consumer behaviors among many different study populations. However, these studies 
frequently do not examine the impacts of credit cards alongside these savings and 
consumption processes. In addition, these studies fail to account for how savings and 
spending have become transformed within a rural context. The few writings that do examine 
the effect of place assume that rural residents--particularly farmers in the Midwest--act more 
responsibly than their urban counterparts. This study examines rural savings and credit card 
behaviors in a rural context using parallel data from two statewide random samples in Iowa. 
I hypothesize that, contrary to popular belief, rural Iowa residents' and Iowa farmers' savings 
and credit card behaviors do not differ significantly from each other or from those of the 
general population. 
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Chapter One: Introduction 
In 1996, the cable channel Lifetime aired a program called "Debt". Contestants for 
the game show did not compete for cash or prizes in any traditional sense, but competed to 
have their debts paid off. Merskin ( 1998) conducted a content analysis of episodes of this 
program and found that credit card spending and high levels of debt were portrayed as 
normalized behavior. Contestants did not seem to exhibit any reservations or shame about 
the consumer debt they were competing to have paid off. Merskin concludes that this 
television program provides evidence that a shift has occurred in modem U.S. consumption 
patterns and that consumer debt has become acceptable among the contemporary population. 
There has recently been a surge of interest in consumer issues among social scientists. 
Many are recognizing that this is an important area to study. Consumption, and in particular 
consumption through credit cards, has gained salience in recent years among sociologists in 
particular. It was in the 1990' s that the American Sociological Association recognized this 
surge in interest and formed a separate research group forum dedicated to the advancement of 
consumer studies within the field. 
The vast majority of sociological studies of consumer spending seek to sound an 
alarm to a "dangerous" emerging behavioral pattern. In his analysis of the linkage between 
credit cards and marketing, Klein ( 1994) finds that the availability of credit cards has made a 
greater number of consumer spending opportunities accessible to a greater number of people. 
As Roberts and Martinez (1997) point out, this greater accessibility may be a cause of 
concern. Roberts and Martinez found that credit card availability was positively correlated 
with compulsive buying. However, there has also been a recent call for more balanced 
expositions of consumption. Ritzer (2002), while certainly one of the best known 
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contemporary critics of consumer behavior in the United States, also reminds us that no 
behavior is purely "good" or "bad." He urges consumer scholars to look for the positive 
aspects of their research quarry at the same time they recognize the negative aspects. 
Regardless of the particular nature and scope of these research studies, they all openly 
agree that consumption behaviors are important sociological issues requiring further study. 
However, many of these same studies tacitly agree on another issue. The majority of 
consumer studies that do not look at the entire US population instead examine an urban 
population. The selection of this context alone implies something important. Sociologists 
who study consumption in an urban context expect to find significant patterns there. To me, 
this implies that equally significant patterns are not expected in rural areas. While this may 
not be an overt decision on the part of the researcher, the systematic exclusion of rural 
contexts from the study of consumer behavior implies that consumption in these rural 
contexts is known or unimportant. This study argues that consumption in rural Iowa, and 
other rural areas, is far from known or unimportant. 
Davidson ( 1990) wrote of the economic decline he observed in Iowa following the 
farm crisis of the 1980' s. In his book, he touched upon several issues that could easily lead 
one to dismiss the power of consumption in rural areas while he sought to dispel the myth of 
a rural Jeffersonian paradise. In his accounts of the interviews with rural residents, it is clear 
that the idea of hard work and thrift remain important rhetorical elements of rural self-
conceptions. This conception hardly supports the idea that rural areas pursue saving in the 
same way as do their urban counterparts. In the economic decline that he documents, the 
rising presence of poverty in rural Iowa doesn't suggest the presence of consumerism. 
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Davidson describes how the loss of local jobs and the transition away from an agricultural 
economic base has had dire consequences for rural residents. 
However, economic activity is not absent in rural areas in his study. Davidson 
describes how rural residents often travel to distant towns to make their purchases, much to 
the consternation of one local businessman. Davidson also notes how the boom period of the 
1970' s allowed farm households to experience a level of consumption they had not known 
before. In the years of decline that followed this boom, it is easy to assume that this 
consumption simply went away. Farm families were forced to give up their land and take 
off-farm jobs in order to survive. Local businesses closed. However, these farm failures did 
not necessarily lead farmers to leave their rural homes. Economic decline in rural towns did 
not necessarily make all the residents relocate or stop consuming. While Davidson did not 
examine the more enduring presence of consumer behaviors, we cannot assume that it simply 
went away. It is possible that the consumer behavior born in the 1970's remains, taking 
place in an urban context instead of in the small towns. It may be that consumption became 
invisible rather than ceasing to exist. 
This study will focus on a rural population in Iowa. Within this rural context, I will 
seek to answer two general research questions. The first stems from the comment made by 
Ritzer that I noted earlier in this section. While many studies of consumer behavior provide 
evidence of the negative impacts of credit cards, I will seek to provide evidence of one 
positive aspect. I will examine, theoretically and empirically, the ways in which credit cards 
function in ways similar to that of savings. Specifically, I want to examine whether or not 
rural people's use of credit cards bears any parallels to rural people's use of savings. The 
second general research question guiding this study has already been touched upon in the 
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preceding paragraphs. Previous studies have provided us with information on how savings, 
credit cards, and consumption are patterned within either the general population or an urban-
only context. Few studies have examined the similarities and differences between consumer 
behavior in rural and urban contexts. In this study, I wish to examine the features of savings, 
credit card, and consumption patterns over an income distribution and compare these patterns 
with those found in previous studies. I expect that the rural household data for this study will 
provide evidence that consumer activities do not occur in fundamentally different patterns. 
If the findings produced by this study are consistent with those of previously 
completed urban studies, the generalizability will have been expanded for the entire body of 
literature. If the findings produced by this study are not consistent with those found in urban 
studies, any previously assumed generalizability of these urban studies to rural populations 
will have been called into question. In addition, this study may provide evidence for an 
important positive aspect of credit card usage. 
This study is organized into five chapters that follow this introduction. In chapter 
two, I will delve into various existing theories of savings, credit, and consumption. This 
chapter contains important theoretical justifications supporting the view of credit cards as a 
form of savings. Chapter two also contains an exposition of the theoretical framework that 
forms the context in which the remaining chapters have been structured. Chapter three 
contains a review of the myriad empirical findings related to savings, credit cards, and 
consumption. In this chapter, I provide a summary of the relevant literature and introduce 
twelve hypotheses. In chapter four, I describe the details of the research methodology used 
for this study, define the key variables identified in the hypotheses, and operationalize these 
variables. In chapter five, I review the empirical findings from the data for this study, 
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including descriptions of demographic information, variable reliability, and tests of the 
twelve hypotheses. The concluding chapter, chapter six, contains my assessment of the 
meaning of the hypothesis test results. In this concluding chapter, I will address the general 
research questions I proposed earlier in this first chapter. 
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Chapter Two: Savings, Credit, and Consumption Theory 
When compared to other economic concepts, I observed an apparent under-
conceptualization of consumer behavior. This does not mean that no theories of consumer 
behavior exist. Many prominent economic and sociological minds have made some 
comment on consumer behavior. However, few have sought to develop a systematic analysis 
of the consumer. It is within the field of economics that the most attention has been paid to 
this type of analysis. I will begin this chapter by briefly summarizing some basic aspects of 
the microeconomic approach to studies of household consumption. I will then introduce two 
early sociological observations of consumption behavior, followed by a more detailed 
summary of existing sociological theories of savings, credit, and consumption. Underlying 
these first three sections is a concern that consumer issues remain under-conceptualized and 
relatively unconnected with each other. The remaining sections of this chapter are devoted to 
drawing connections between savings and credit, delving into a philosophical framework that 
may help to study these concepts in a more connected fashion, and placing the relevant 
sociological and economic theories within this philosophical framework. 
The Microeconomic Theory of the Consumer 
Household 1 economic decisions are studied within microeconomics using a concept 
called "revealed preference." This concept, in tum, is used to develop "indifference curves" 
which are then used to develop equations for "consumer demand" (The microeconomic 
model presented here is taken from Binger and Hoffman, 1998: 119-124). According to 
1 In microeconomic consumer theory, the agent is normally the individual. However, in 
order to remain consistent throughout this study, I will refer to consumption decisions at the 
household level whenever feasible. This change remains true to the theoretical assumptions 
of Keynes' consumption function (Keynes, 1936) and therefore does not invalidate the 
economics conclusions derived in the original theory. 
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microeconomic consumer theory, households face choices among consumption items. Each 
household would like to consume an infinite amount of goods, but is restricted by the total 
income available. With the inclusion of this income constraint, each household must choose 
one particular combination of goods and services from among infinite possible combinations. 
To make this decision, each household attempts to maximize it's level of "utility." 
Within micro-economic theory, utility is defined as "some measurable level of 
satisfaction that a consumer gets from consuming a good" (Binger and Hoffman, 1998: 107). 
However, economists openly acknowledge that utility cannot be observed in any direct 
manner. Nonetheless, for each possible combination of goods and services, economic theory 
holds that there exists an un-measurable but certain amount of utility for the consuming 
household. It logically follows that some different combinations of goods and services 
would produce precisely the same level of utility. In this case, the household is said to be 
"indifferent" between these goods combinations. If one were to gather together all the 
different goods combinations that produce each distinct utility level, one would have a set of 
"indifference curves." As shown in figure 1, an indifference curve in a two-commodity 
scenario is convex to the origin. This curvilinear shape results from the declining marginal 
utility of both goods. If a person has little of good A but a lot of good B, that person would 
theoretically be willing to give up a relatively large amount of good B to acquire a relatively 
small amount of good A. The opposite would be true if a person had a large quantity of good 
A and a small quantity of good B. In this second case, a person would theoretically be 
willing to give up a relatively large amount of good A to get a relatively small amount of 
good B. In a certain sense, the indifference curve is said to represent the "internal rates of 
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trade" at which a given individual will substitute one good for another while maintaining a 
constant level of utility. 
Because the household's consumption choices are limited by income, not all possible 
goods combinations may be obtained. Thus, the household must try to pick an affordable 
goods combination that provides the highest level of utility. In a simplified model where 
each household must choose between a combination of only two goods, the household's 
income may be represented by a downward-sloping "budget line." The budget line is a 
straight line representing the limits of the household's purchasing power given an income. 
The points at which the budget line intersects the X and Y axes may be calculated by 
dividing the household's income by the price of good A and good B respectively. 
Indifference curves, as discussed above, are strictly convex to the origin. A typical budget 
line and indifference curve is shown in Figure 1. While not shown in the figure, multiple 
indifference curves could be constructed for any given household. Each of these indifference 
curves would maintain the basic shape shown in figure 1 but would radiate outward from the 
origin in a wave-like fashion. This series of indifference curves represents increasingly 
higher levels of utility as one moves upwards and to the right. If a household were to 
experience an increase in income, this would be represented graphically as a parallel 
rightward shift of the budget line. If this were to occur, the household would choose a 
different combination of goods lying on a higher indifference curve. Regardless of actual 
income, the household will choose the goods combination represented by the tangency point 
between the budget line, as determined by current income, and the highest attainable 
indifference curve. 
GoodB 
--
0 
----~ 
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Indifference curve (representing all possible 
combinations of good A and B that provide the same 
level of utility) 
____ -· The utility maximizing choice of the consumer 
Good A 
Figure 1. A Graphical Representation of Consumer Utility 
Maximization 
Micro-economists offer a way to confirm the treatment of the household consumption 
decision presented above. For a given household, if one combination of goods is chosen over 
many other available combinations, the chosen combination is said to be "revealed preferred" 
to the others. These multiple points are uncovered by systematically changing income and 
price levels. By doing this, micro-economists create a situation where a goods combination 
chosen at one particular set of income and price levels is no longer affordable at a second set 
of income and price levels. At this second level of income and prices, the household chooses 
a different combination of goods. As income and prices are allowed to vary many times, 
economists are able to observe a wide variety of purchasing choices. After making a 
subjective determination of which goods combinations provide an identical level of utility to 
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the household, the various points may then be connected with one another to represent an 
indifference curve2. 
At this point however, an important conceptual leap has been made. Microeconomic 
consumer theory states that these two choices, which are not directly compared with one 
another by the consumer, are mathematically equivalent with respect to utility and therefore 
may be treated as points along a single indifference curve. Not only is the assumption made 
that households really do seek to calculate a maximum utility but that household utility 
remains unchanged as income and prices are made to vary. However, rather than address this 
conceptual vagueness, most economists proceed with a well-established routine of 
mathematical analysis based on the theorized model. 
The background economics material I have just reviewed is not included in this 
chapter because I wish to debunk a major theoretical tool used by economic scholars. 
Rather, I have included this analysis to show how the economic study of consumption 
behavior is fundamentally uncertain. The measurement of household utility is ultimately a 
subjective exercise and that subjectivity must be taken into account when considering the 
conclusions reached. In the study of production, micro-economists do not have the same 
measurement problem as they do with household utility. With respect to production, inputs 
and outputs can both be objectively measured. Economic scholars, with enough resources, 
2 This process is termed the "revealed preference" approach. The various combinations 
represented by a single indifference curve are said to logically represent a single level of 
utility because these choices were "not revealed preferred to one another." In other words, 
after subjectively determining that certain combinations of goods provide the same level of 
household utility, some economists use this approach to argue that a household is indifferent 
between two combinations of goods because they did not choose one over the other. This 
conclusion is reached even though the "equivalent" combinations of goods were not available 
under the same conditions. 
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can directly measure the output of a firm and measure the inputs required to produce this 
output. Because of this greater level of certainty, far greater amounts of analysis and theory 
development are undertaken with respect to production rather than with respect to 
consumption. This disproportionately higher level of attention to business decisions exists in 
sociology as well as in economics. 
In The Handbook of Economic Sociology (Smelser and Swedberg, 1994), the editors 
seek to survey the state of knowledge in the sub-field of economic sociology. In doing so, 
one can observe that far more attention is paid to the decisions made by producers of 
products than the households that consume those same products. Only one chapter focuses 
explicitly on the household while an entire section is devoted to the sociology of firms, 
organizations, and industry. But why does such a disparity exist? 
The reason for a higher level of interest in the economic production may simply result 
from the greater availability of information. Social scientists can directly observe the 
economic behaviors and decisions of firms by studying monetary transactions. These 
transactions tend to be routinely recorded and are potentially available as research data if a 
firm allows the researcher access. While some of the monetary transactions of households 
may also be directly monitored, the decision-making process is much more elusive and the 
ends sought by the household (utility) cannot be measured in a way that provides 
comparability across households. In other words, the utility a given household obtains 
through a particular combination of goods purchases is almost certainly going to be particular 
to that household. This measurement problem may be an underlying reason why there have 
been relatively more social scientific studies of production than of consumption. While there 
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have been relatively fewer sociological studies of consumption than of production, social 
theorists have done work on consumption. 
Early Sociological Studies of Consumption 
At the end of the l 91h century, many social theorists were making interesting 
observations about household consumption. Perhaps the most pointed collection of 
consumption observations can be found in The Theory of the Leisure Class (Veblen, 
1899/1981). In this work, the author seeks to examine the myriad incarnations of 
"conspicuous consumption." The author, while primarily examining the consumption 
behavior of the wealthy, finds evidence of conspicuous consumption across all income 
groups, in churches, in sports, in government, and in many other unlikely places. While I 
will provide a more specific examination of some of these propositions later, Veblen's 
observations on clothing expenditures, quoted below, provide an interesting introduction to 
his overall theory. 
It will be in place, by way of illustration, to show in some detail how the economic 
principles so far set forth apply to everyday facts in some one direction of the life 
process. For this purpose, no line of consumption affords a more apt illustration than 
expenditure on dress. It is especially the rule of the conspicuous waste of goods that 
finds expression in dress, although the other, related principles of pecuniary repute 
are also exemplified in the same contrivances. 
No one finds difficulty in assenting to the commonplace that the greater part of the 
expenditure incurred by all classes for apparel is incurred for the sake of a respectable 
appearance rather than for the protection of the person. (Veblen, 1899/1981: 167-
168) 
Veblen believes that expenditures over and above the satisfaction of the use-value, regardless 
of the economic position of the person making the expenditure, are to be regarded as 
wasteful. Veblen acknowledges that the expenditure on clothing in excess of the level 
necessary to provide protection is a purchase made towards social standing. If the household 
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head wears extravagant clothing then that person accrues honor through conspicuous 
consumption. In this analysis, Veblen clearly takes the position that conspicuous 
consumption is undesirable. Veblen, however, was not the only social theorist who looked at 
clothing expenditures during this time period. 
Addams ( 1902/2002) provides an interesting glimpse into the lives of the working-
class women living in Chicago. While the primary focus of this work revolves around the 
status of women as exploited property, Addams makes an interesting observation about the 
consumption choices of the working-class "girls" she studies. In her descriptions of a typical 
social observation made by volunteer charity workers, Addams notes: 
The subject of clothes indeed perplexes the visitor constantly, and the result of her 
reflections may be summed up in this wise: The girl who has a definite social 
standing, who has been to a fashionable school or to a college, whose family live in a 
house seen and known by all her friends and associates, may afford to be very simple, 
or even shabby to her clothes, if she likes. But the working girl, whose family lives in 
a tenement, or moves from one small apartment to another, who has little social 
standing and has to make her own place, knows full well how much habit and style of 
dress has to do with her position. Her income goes into her clothing, out of all 
proportion to the amount which she spends upon other things. (Addams, 1902/2002: 
19) 
On the surface, it seems as though Addams observation stands irreconcilable to Veblen's. 
Veblen holds that clothing expenditures by the working poor are vestiges of honor conveyed 
upon one's "master" through conspicuous clothing consumption. Veblen argues that this 
behavior is wasteful and evidence of an irrational adherence to antiquated beliefs. Addams 
observes the same phenomenon and concludes that, while the behavior may seem irrational 
to some, there exists a logical reason for continuing to neglect one's home comfort so that 
one may continue purchasing fashionable clothing. 
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The comparison of these two theorists reveals a need for a flexible analytical 
framework to be used in the analysis of household consumption. With such a framework, we 
can gain the ability to see more deeply into these, and other, theories and thus gain insight 
into why they reach such different conclusions. In this chapter, I will present one possible 
framework for this analysis. Without such a framework, concepts may still be studied in 
isolation. However, I feel this type of analysis does not provide a strong way to connect the 
concepts of savings, credit, and consumption and thus sacrifices a richer understanding of 
these existing theories. A brief look at past analysis shows how hard it is to make 
connections when savings, credit, and consumption exist as isolated concepts. 
Previous Attempts at Connecting the Concepts 
Many theorists do make some comment on household characteristics such as 
consumption, savings, and credit. However, these same theorists normally study each of 
these phenomena with respect to their impact on the firm. Minimal attempt is made to 
connect the elements of household consumption within the context of the household itself. A 
prime example of this can be found in Parsons' and Smelser's work (1956). In this work, the 
authors proceed with their analysis using a distinct structural framework. In this model, a 
society is conceived as consisting of four "differentiated sub-systems," each performing a 
distinct function that promotes the stability of the overall social system3. 
The first functional imperative of a social system, "characterized by an 
institutionalized value system" is "to maintain the integrity of that value system and its 
3 The authors then proceed to divide each subsystem into four similarly arranged sectors and 
each sector into four similarly arranged sub-sectors. However, for the purposes of this paper, 
a detailed examination is not required. The phenomena of interest are discussed within the 
context of the four sub-systems of the society as a whole. 
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institutionalization" (Parsons and Smelser, 1956: 16). The authors label this the "latent-
pattern maintenance and tension management" sub-system. The institution of the household 
serves to perform this function through the socialization of its members into the established 
societal value system. 
The second functional imperative of a social system is labeled the "adaptation" sub-
system and is performed by the "economy". Adaptation is defined as "controlling the 
environment for purposes of attaining goal states" where goal states are defined to be "a 
relation between the system of reference and one or more situational objects which (given the 
value system and its institutionalization) maximizes the stability of the system" (Parsons and 
Smelser, 1956: 17-18). "Economy" is roughly synonymous with business in this analysis. In 
other words, businesses contribute to the stability of the social system by efficiently 
allocating scarce resources towards some pre-established goals. 
The third functional imperative involves the process of deciding upon the goals the 
society should pursue. This function is performed by the "goal-gratification" sub-system. In 
the Parsons-Smelser model, goal-gratification is performed by the "polity," which is largely 
synonymous with government. Within the government, decisions are made with respect to 
"the situation's significance as a source of consummatory goal gratification or attainment" 
(Parsons and Smelser, 1956: 17). In other words, the government ultimately decides which 
goals are worth pursuing and proceeds to orient the other sub-systems towards achieving 
those goals. 
The fourth functional imperative of a social system "is to 'maintain solidarity' in the 
relations of the units in the interest of effective functioning" (Parsons and Smelser, 1956: 18). 
This sub-system is labeled the "integrative" sub-system, however Parsons and Smelser do not 
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, 
specifically identify an analogous societal institution. In their descriptions however, it seems 
that the integrative sub-system is quite similar to the police. The authors recognized that 
conflicting interests would arise as businesses, households, and government interact. Thus, 
as the household serves to socialize its members into societal appropriate behavior, the 
integrative sub-system enacts sanctions against those who do not act in accordance with this 
socialization. 
With this general framework established, we can examine how Parsons and Smelser 
handle the concepts of consumption, savings, and credit. In this model, consumption results 
from a double exchange between households and businesses. Businesses offer wages in 
exchange for labor in the first exchange. In the second exchange, households offer a portion 
of their wage earnings in exchange for the goods produced by businesses. With respect to 
this process, savings are conceptualized only as a residual of consumption, represented by the 
household wages that are not spent on consumable goods. 
Savings are returned to the system as investment in the business sector via the 
government sub-system, which includes banks4• The government, through its banking sector, 
proceeds to complete the cycle of funds through a double exchange with the business sector. 
Banks first provide credit to businesses in exchange for "rights to intervene." Next, the 
government provides encouragement for the businesses to produce so they may be able to 
repay their loans. In exchange for this encouragement, businesses allow the government 
some say in what gets produced and how production occurs. In simpler terms, a bank 
4 The authors justify the placement of banks within the government sub-system due the large 
amount of regulation of the banking industry and the centralized control enacted through the 
Federal Reserve System. The authors acknowledge that banks are business as well, but feel 
the actions of banks more closely coincide with the functional imperative of goal-
establishment than that of resource allocation in the production process. 
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provides credit on the condition that it may shut the business down if it feels the business is 
not acting appropriately. The government then sets regulations such that businesses have the 
ability to repay their loans. However, in exchange for favorable regulation, businesses must 
acknowledge the government's right to regulate the content and methods of production. 
It is interesting to note here that credit to households is not included in this model. In 
addition, households have no ownership interest in businesses, businesses do not consume or 
save, and all residual household income must be recycled through banks back to businesses. 
The authors do acknowledge that their system is a simplification however. They note that the 
primary function of the economy is oriented towards resource allocation but that it also 
functions to a lesser extent to establish goals, maintain societal norms, and enforce normative 
sanctions. Similarly, the government, households, and police all have primary and secondary 
functions. Using this aspect of the model, it is possible to establish all of the missing 
elements noted above. However, it is most important at this point to note that the linkages 
between consumption, savings, and credit are not explicitly analyzed. This constitutes a 
compartmentalization of concepts that limits the depth of analysis of consumption, savings, 
and credit. 
Weber (1947) sets forth a wide range of propositions and explanations with respect to 
economic phenomena. However, of the 342 pages of text, less than three deal explicitly with 
the relationship between consumption, savings, and credit. In this work, Weber is largely 
repeating the common economic theory of the day. Savings is conceptualized as a type of 
"hoarding" of money for the purpose of acquiring greater levels of societal power (Weber, 
1947: 179). Money, saved or newly earned, provides the means towards consumption and 
the subsequent acquisition of utility. As Weber continues his brief explanation, we can see 
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that savings is a sort of pooling of money left over after consumption. Credit is then granted 
from those with savings (income in excess of consumption) to those without (consumption in 
excess of savings). Money is thus the mechanism that maintains the process of consumption. 
Credit is the mechanism that keeps the flow of money from stagnating in unproductive pools. 
In this analysis, Weber has revealed little to enrich the theoretical analysis provided by 
economists. An important addition, however, lies with respect to the concept of power. 
Weber notes that the reason why households seek to collect money and allow it to be lent out 
is to ultimately gather control over some portion of the future. 
Simmel ( 1907 /1978) provides a much more intricate analysis of savings, credit, and 
consumption than any of the other theorists examined thus far. Simmel goes beyond a 
description of what savings, credit, and consumption are and proceeds to elaborate what each 
means in some sense. For example, Simmel acknowledges that credit is a mechanism that 
allows saved resources to return to productive employment. However, Simmel notes some 
additional characteristics of credit during his time. 
I wish to cite but one instance of the relevant features of credit transactions which, 
although not common, is none the less very apposite. A traveller relates that an 
English businessman once gave this definition: 'The common man is one who buys 
goods for cash payment; a gentleman is one to whom I give credit and who pays me 
every six months with a cheque.' It is primarily the basic attitude that is worthy of 
note here: namely that it is not necessary to be a gentleman in order to obtain credit, 
but rather that whoever demands credit is a gentleman. That credit transactions seem 
to reflect greater distinction may be traced back to two different sentiments. First, 
they demand trust. (Simmel, 190711978: 479-480) 
In this excerpt, we can see that there is some element of prestige that we have not seen 
before. Conducting transactions with credit rather than with cash bestows some degree of 
observable reputability upon the user of credit. This counters the common notion that those 
who are indebted are subject to the power their lenders may exercise over them. In this 
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instance, it appears that the act of demanding credit may be a demonstration of power over 
the lender. However, Simmel does not provide empirical evidence that supports this 
proposition. 
Simmel adds an additional observation with respect to credit shortly following this 
discussion. For Simmel, the idea of distance between an individual and the phenomenon 
being studied is of prime importance. With respect to credit, Simmel theorizes that credit 
acts to distance the individual from businesses at which the individual makes purchases, from 
her or his own money, and even from the item purchased. With the advent of credit 
transactions, the individual is no longer restricted to making purchases using only money in 
hand. Credit allows the individual to pay less attention to the cost of an item and also to 
consume beyond what she or he actually has available to make payment with. Credit also 
allows for an increased distance between an individual and the business itself. Purchases on 
credit, in Simmel's time and today, allow the purchaser to be absent when the purchase is 
made. In Simmel's day, this occurred when a purchaser would order goods from a merchant, 
who would then deliver them directly to the household, and later submit a bill. 
Today's Internet and catalog transactions posses many of the same qualities. Goods 
may be ordered without entering the physical place of business, subsequently delivered, and 
finally paid for upon a submission of a bill. In both instances, credit allows the purchaser to 
be absent because she or he is no longer required to immediately provide cash payment 
which necessarily requires the joint presence of buyer and seller. However, the concept of 
credit remains isolated from the concepts of savings and consumption in this analysis. These 
other concepts, examined in entirely separate sections of Simmel's book, are connected only 
through the common medium of money itself. 
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Simmel never explicitly deals with the concept of savings in this work. At the same 
time, it can always be inferred in every analysis undertaken. The Philosophy of Money 
revolves around the analysis of the many intricate and unexpected consumptive uses in which 
money is employed. However, if money itself can be held as a form of savings5 one could 
view this entire work as an indirect examination of the reasons why people save. While the 
volume of topics Simmel examines is far too large to adequately review here, a common 
view of money underlies his analysis. This view places money, and inferentially savings, as 
a means to consume a diverse array of goods and services. However, as is visible in the 
analysis of the topics of greed, avarice, and extravagance, Simmel at times displaces 
consumption as the end product and examines money as an end in itself. In this second type 
of analysis, consumption becomes a peripheral concept. While this method of analysis of the 
multiform relationship between savings and consumption is far from complete, it provides 
our first glimpse of the mechanism I propose can provide for a unified analysis of savings, 
credit, and consumption. This mechanism uses the concepts of norms, means, and ends as 
lenses with which to examine the phenomena of interest. However, before I begin discussing 
this mechanism in greater detail, I would like to make another type of connection between 
the previously isolated and differentiated concepts of savings and credit. 
Similarities Between Savings and Credit 
So far, I have only been discussing savings and credit in very general terms. Savings 
has been examined only in so far as it consists of a general accumulation of money. Credit 
has been examined only as some form of debt, cash or otherwise, owed to another person. In 
5 This is possible because money, in stable economic situations, does not quickly deteriorate 
in value over time. 
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these general terms, the only obvious similarity between savings and credit is that both are 
generally measured in money terms. A closer look at macroeconomic work, however, 
reveals a much closer relationship between the two concepts. 
In macroeconomic analysis, a "savings" variable is often introduced while analyzing 
consumption decisions over time. In these types of models, individuals make decisions 
regarding consumption levels during different periods in their lives. Over one's entire 
lifetime, the discounted value of one's lifetime income and the discounted value of one's 
lifetime consumption are exactly equal. The most simplified version of this model does not 
allow an individual to die in debt or with excess assets. However, during any given period, 
an individual may have more income than he or she wishes to immediately consume. An 
individual, during another given period, may also have less income available than he or she 
wishes to consume. In the former case, the individual either repays debts or accumulates 
assets for use at a later date (saving) while in the latter case the individual either uses 
previously saved assets or borrows against future earnings. All of these four scenarios, 
saving, savings withdrawals, debt repayments, or borrowings, are accounted for in 
macroeconomic analysis through a single variable. This variable, while frequently identified 
as "savings," can have both positive and negative values. When "savings" is positive the 
individual collects interest income, but when "savings" is negative the individual pays 
interest. 
In this analysis, we can see greater similarities between savings and credit than was 
previously apparent. The only difference between the two appears to be with respect to 
interest; for one interest is income while for the other interest is an expense. Savings and 
credit are used interchangeably as a means to consume. The only restriction, as discussed 
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previously, is that the individual is assumed to hold no assets and owe no debts upon the 
individual's death. 
This interchangeability, however, is possible only because several important 
assumptions are made with respect to savings and credit. In order to analyze savings and 
credit with a single variable, macroeconomists assume the rate of interest received on 
positive savings and the rate of interest paid on negative savings were equal. Anyone who 
has ever deposited money at a bank and also borrowed knows that this is not true in the real 
world. Interest received on $100 deposited will always be less than the interest paid on $100 
borrowed if both transactions occurred during the same time period6. If we no longer assume 
equality on the two rates of interest, we must begin working with two separate variables. 
However, these separate variables remain more alike than not. 
Macroeconomists also assumes full certainty with respect to each individual's levels 
of income and desired levels of spending over the individual's entire lifetime. When each 
individual becomes independent of her or his parent's household, she or he knows how much 
income she or he will have over her or his entire life and calculates what levels of goods to 
consume. However, there is clearly more uncertainty in the real world than this. More 
recent economic models have eliminated the need for this assumption by theorizing that an 
individual will acknowledge risk and uncertainty by taking precautionary measures in the 
form of additional savings. I will discuss this point in more detail during the development of 
my hypotheses. 
6 The qualification that both the savings and borrowing transaction occur at the same time 
eliminates the possibility the an individual would save at a high rate of interest, wait a period 
of time during which interest rates both on savings and borrowing fell dramatically, and then 
proceed to borrow. With this time difference included, it is possible for the rate of interest on 
positive savings to actually be lower than the rate of interest on borrowings. 
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However, another assumption is more important than either of the previous two when 
examining the similarities and differences between savings and credit. Macroeconomists 
simplify this analysis by assuming that assets held as savings are perfectly "liquid." In other 
words, an individual can add or subtract sums to savings without waiting and without paying 
any transaction costs. Credit is modeled symmetrically. An individual in this model is able 
to borrow any amount up to the discounted value of his or her remaining lifetime income at 
any time without waiting or paying transaction costs. Not all forms of savings and not all 
types of borrowing have this liquidity feature. 
For example, assets may be accumulated in the form of stock market investments, 
retirement accounts, or antique collections. The owner of these types of assets has "saved," 
but she or he will not be able to immediately withdraw money from these in order to 
consume some other good. Withdrawals from these types of assets may take days or even 
years. Similarly, credit is usually not fully liquid. Potential borrowers face application 
processes, credit rating requirements, and many other restrictions. Knowing this, we can see 
that most forms of savings and credit are not at all like macroeconomists assume them to be. 
However, a small subset of savings and credit vehicles remains very similar. 
Demand deposit accounts, including checking and savings accounts, or physical 
holdings of cash are forms of savings that can immediately be used for consumption. These 
forms of savings may usually be added to or subtracted from without restriction and 
sometimes accrue some positive rate of interest income. Revolving credit accounts, 
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including unsecured7 lines of credit (e.g. credit cards) and secured lines of credit (e.g. home 
equity lines of credit), once established, make borrowed funds immediately available. 
While it is certainly true that some forms of savings and credit are fundamentally 
different, savings accounts and credit cards may be similar enough to allow some parallel 
forms of analysis. Both are highly liquid sources of money. Both may serve as means of 
consumption. Both are associated with some rate of interest, one positive and the other 
negative. And, I argue, both can serve as buffers against risk. This last parallel warrants 
further discussion because borrowing on credit cards, especially over the long term, is 
usually viewed as a risky and irresponsible behavior. However, an application of Giddens' 
theory of modernity supports the view of credit cards as possible buffers against risk. 
Giddens (1990) examines and contrasts the nature of life in pre-modem times and 
modem times. Individuals living in the pre-modem era faced "threats and dangers" resulting 
from nature, violence from neighboring peoples, and uncertainty regarding religious 
salvation (Giddens, 1990: 102). To counter these dangers, individuals relied upon their 
families, religion, and local communities to lend support. In the modem era, humankind has 
countered the most prevalent dangers of the natural world. We have learned how to treat and 
cure many diseases, produce a more stable food supply, and safeguard ourselves against 
natural disasters (i.e. floods, fire, etc.). People living in the modem era also no longer face 
the same kinds of interpersonal risk. While we may still face the risk of violence or unethical 
behavior by people around us, this risk is substantively different from the risk of war from a 
neighboring village. In addition, Giddens theorizes that our fear of salvation is no longer as 
7 Unsecured loans do not require that the lender have legal rights to claim some asset of the 
borrower if he or she fails to repay the loan. Secured loans are backed by some physical 
asset, such as an automobile or home. 
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salient as it once was because our religious convictions have become fundamentally less 
strong. The result of all of these changes has been that the trust we formerly placed in our 
families and communities has been transferred to abstract systems run by specialists. 
However, according to Giddens, we now face a new danger resulting from our limited 
knowledge of the workings of these abstract systems. Rather than facing well-known 
dangers coming from nature or geographically proximate rival groups, we now live with the 
risk of the failure of these abstract systems. 
Savings accounts and credit cards may be linked together through this analysis 
because they are both abstract systems. When we place money in a savings account or 
establish a credit card account, we are placing our trust in both as stable sources of funds to 
be used in the event of large or unexpected expenditures. Most of us do not fully understand 
the details about where our funds go or come from, but we trust those in control of these 
instruments to keep the system running. Thus, when we face an unexpected occurrence such 
as an automobile breakdown, we no longer rely on our family, friends, and neighbors to help 
us fix the problem. Instead, we rely upon our own financial resources, such as savings and 
credit cards, to hire another expert to fix the car. 
It is in this way that I argue that savings accounts and credits cards serve as 
interchangeable buffers against risk. When my car breaks down, I can use either saved funds 
or a portion of my available credit line to pay for the repair. While the consequences that 
follow differ (I have to repay the credit card company), both savings accounts and credit 
cards serve the same intermediate purpose as financial reserves. 
With the ability to treat savings and credit cards similarly (having established 
parallels in terms of liquidity, as means for consumption, and as buffers against risk), I can 
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more fluidly examine the literature on either concept. Using due caution arising from very 
real differences between the two concepts, I can extend the existing literature on savings 
motives to develop motives for holding credit cards and vice versa. As I now return to the 
development of the norms, means, and ends method of analysis, I will use this tool. 
A Three Part Analysis of Ethics within Philosophy 
As I briefly mentioned while characterizing certain aspects of Simmel's work, he 
looks at money as both a means and an ends. This line of thought helped Simmel to identify 
interesting relationships with respect to money and reflected a wider philosophical debate 
occurring in the 191h century. During this time period, scholars were acutely aware of and 
influenced by differing philosophical schools of thought with respect to ethics. I believe it is 
useful to review this debate and attempt to apply the relevant philosophical frameworks to 
the study of savings, credit cards, and consumption. In this sense, this section of the chapter 
will not directly provide testable hypotheses. Instead, in this section I will provide the 
background information on three philosophical perspectives that I will subsequently use as an 
organizational framework for my hypotheses. 
How a person views an object or phenomenon largely depends upon the vantage point 
from where the person views it. Within the philosophy discipline, this observation is used in 
the analysis of ethical action. However, as with sociological analyses of savings, credit, and 
consumption, there is no singular starting point for the philosophical analysis of action. We 
might begin by asking a general question, "How can we tell if an action is ethical?" Before 
approaching this question, we might ask an even more general question, "What aspect of 
action is most important?" The answer to this second, more general question has been 
commonly approached in three different ways; 1) the emphasis may lay in the societal norms 
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guiding an action, 2) the way one chooses to perform a given action (means), or 3) the ends 
accomplished by the action (Luper and Brown, 1999). The preeminent philosophers 
providing insight into these respective positions are Aristotle, Immanuel Kant, and John 
Stuart Mill. 
Aristotle (350 BCE/1985: pp 33-53) defines ethical action as activity in accordance 
with socially determined patterns. In other words, Aristotle presents a relativistic argument. 
An action is viewed as ethical if it is consistent with the actions of ethical people. A person 
becomes an ethical person by habitually acting in an ethical fashion. While this logic has a 
circular nature to it, Aristotle grounds the argument by referencing the society in which the 
individual lives. A person, in order to become an ethical individual, needs to form habits 
consistent with the ethical people of the previous generations. Over time and between 
societies, judgments of actions with respect to ethics may vary, but there nonetheless exists a 
method of evaluation. For example, the premeditated murder of a random person is viewed 
as unethical while the execution of the murderer (within a society that allows capital 
punishment) is viewed as ethical. Both murder and execution involve the same action (e.g. 
the purposeful death of another individual), the first is condemned and the second is 
condoned according to societal custom. If we look at another example, one could easily see 
that the taking of property from another person without permission could be viewed 
differently depending on the society within which the action was taken. In United States 
today, this type of action would be viewed as unethical. However, in a culture without the 
institution (habit) of private property, such an action may be quite acceptable. This emphasis 
on adherence to socially determined institutions lies in a dominant position to considerations 
of the means employed or the ends achieved by a particular action. Following one's referent 
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group's norms is much more important for judging the merit of an action than how one 
chooses to accomplish the action (means) or the final outcome of the action (ends). This 
emphasis on a society's norms as the method for judging between good and bad lies in stark 
contrast to the philosophy of Kant. 
In his first formulation of the "categorical imperative," Kant (according to Kupfer, 
2003) places his emphasis for judging actions with the means one uses in achieving the 
desired ends. In doing so, Kant outlined a three-step procedure to be used for this judgment. 
First, a person must identify the goal (ends) he or she wishes to pursue and a possible way 
(means) to achieve that goal8. Next, the person must determine whether all the members of a 
society can possibly undertake the same action ("universalizable") without harming that 
society. If the means chosen cannot be universalized, a person must not choose that means. 
If the means chosen can be universalized, the person must then check whether this means 
contradicts what one believes to be a natural law9• An action is thus permitted only if all the 
members of a society can undertake the action without harming that society and 
simultaneously not contradict a subjectively perceived natural law. 
Kant provides an example for the use of the categorical imperative. If a person 
wishes to enjoy a life of leisure, this might be achieved by simply choosing not to work. This 
action could be universalized because one could imagine a society where all it's members 
could simply live off the bounty of the land without cultivating. However, this action (not 
8 In the second formulation of the categorical imperative, Kant eliminates any use of other 
people as means unless they are treated with respect (as ends-in-themselves) at the same 
time. 
9 Admittedly, this judgment is quite subjective. In certain respects, this appeal to naturalness 
may be outdated as many scholars currently contend that it is quite difficult to defend any 
action as natural. Scholars have long recognized that what is deemed natural relies on certain 
fundamental assumptions that may not be shared by every member of a given society. 
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working), according to Kant, is a violation of nature because we are neglecting our natural 
ability to perform work. Thus, the means chosen (not working) to accomplish a life of 
leisure is deemed to be bad. It is important to note, however, that Kant does not pass 
judgment on the ends chosen or make reference to the prevailing norms of the society. 
Aristotle, as we saw earlier, places his emphasis for judging an action on societal norms. 
Kant places his emphasis on the means employed. There exists, however, a third 
philosophical viewpoint that places the emphasis on the ends. 
The prime example of a focus on an action's results lies within the concept of 
"utilitarianism" as formulated by Mill. Mill (1863/1999) defines happiness as the presence 
of pleasure and the absence of pain. The best action that can be taken is one that provides the 
highest possible level of happiness. Using this perspective, an individual must be conscious 
both of the desired ends and the proposed means. However, unlike Kant, Mill places the 
deciding interest with the ends, whereby the ends come to justify the means. 
The philosophies of Aristotle, Kant, and Mill appear to be irreconcilable with each 
other in many ways. However, this disagreement does not stem from some logical flaw 
within any of the three methods of reasoning. The disagreement lies with respect to each 
philosopher's respective answer to the more general question described in the introduction to 
this section. Each philosopher chooses differently whether norms, means, or ends are most 
important and then proceeds to develop an argument based on the outcome of that decision. 
A closer look at the disparate sociological theories of savings, credit, and consumption shows 
that a particular theoretical stand largely stems from the outcome of the same decision. 
By placing the concepts of savings, credit, and consumption individually at each of 
the three respective positions (norms, means, ends) it is possible to develop vastly different 
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and often conflicting theories with respect to the same concept. From this point forward, I 
will identify an analysis of savings, credit, and consumption based on an examination of 
societal norms the "normative position." Accordingly, I will term an analysis focusing on 
means the "means position" and an analysis focusing on ends the "ends position." A 
summary of the key elements with respect to savings, credit, and consumption within these 
three positions is summarized in table 1, which appears at the end of this chapter. To begin, 
let us examine the sociological implications resulting from the normative position. 
The Normative Position 
The key feature of the normative position is the presence of a comparison of the 
socially stated norms of savings, credit, and consumption to observed norms and behaviors. 
Adorno ( 1991: 53-84) provides a picture of the consumer that shows this quintessential 
aspect of the normative position. 
Since the beginning of the industrial era an art has been in vogue which is adept at 
promoting the right attitudes and which has entered into alliance with reification 
insofar as it proffers precisely for a disenchanted world, for the realm of the prosaic 
and even banausic, a poetry of its own nourished upon the work ethic. Goebbels then 
prescribed it in the form of an iron romanticism for totalitarian purposes. It was not 
without good reason that writings like 'Hinter Pflug and Schraubstock' ('Behind 
Plough and Vice') and even 'Soll und Haben' ('Debit and Credit'), which were 
recommended to the young as particularly suitable fare, enjoyed such popularity in 
Germany. Such works are sited around the fundamental fracture within bourgeois 
education. Officially, this education is oriented towards the realm of the ideal, 
towards 'alles Schone und Gute' ('Everything that is beautiful and good'), it 
encourages admiration for the heroic individual and glorifies the values of candour, 
unselfishness and generosity. And yet from our earliest youth all of this is only 
admitted on the condition that it is not after all to be taken seriously. With every 
gesture the pupil is given to understand that what is most important is understanding 
the demands of 'real life' and fitting oneself properly for the competitive realm, and 
that the ideals themselves were either to be taken as a confirmation of this life or were 
to be immediately placed in its service. (Adorno, 1991: 53) 
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There are several revealing parts of this quote. First, Adorno makes plain that his position 
follows Marx. While Marx focuses on issues of labor and production and Adorno focuses on 
consumption, both share the view of an agent acting under conditions of false-consciousness. 
But this focus on false-consciousness reveals that his subsequent analysis may be 
classified as normative. What interests Adorno is that observed behaviors do not match the 
stated societal ideals. His judgment of consumption results from a contradiction between a 
stated ideal of individualism and an observed phenomenon of cultural determinism. 
According to Adorno, the perpetrators of mass culture tout the individualism provided 
through the purchase of their products while at the same time seeking to mold people's 
thoughts and actions according their own singular vision. 
This position clearly is very similar to that taken by Aristotle. The normative position 
views actions (in this case, consumption) according to how well they mesh with a socially 
determined standard. Adorno sees that the products of mass culture do not promote the 
societal value of individualism. It does not matter to him whether the products of mass 
culture can be used as a means toward some greater good or whether they contribute directly 
towards the consumer's well being. Ritzer (2001) provides an additional contemporary 
analysis that reaches similar conclusions. Ritzer views credit cards as tools of efficiency but 
states that this efficiency, contrary to the common beliefs of individuals, is a tool of control 
rather than freedom. However, Marxist theorists are not alone in the use of the normative 
position. 
Weber ( 1904/2002) examines the origins of western capitalism. In his analysis, 
Weber pays particular attention to normative shifts with respect to savings and consumption. 
In pre-capitalist Europe, the protestant sects separated themselves from their Catholic 
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counterparts in doctrine and action. Unlike members of Catholic congregations, protestants 
were encouraged to seek affirmation of salvation through the pursuit of an occupational 
"calling." Occupational success was taken as a sign of salvation because it was thought that 
only the righteous would receive this type of blessing from god. According to Weber, the 
monetary savings accumulated through industrial pursuits was originally viewed as a 
glorification of god rather than as individual profit. 
Modem capitalism, however, brought about a normative shift. While savings was 
originally accepted only so far as it served as evidence of god's power, societal values 
eventually changed to allow savings to be used to increase the individual's level of 
consumption. In this respect, Weber uses the normative position to examine savings and 
consumption10. However, Weber also uses the ends position in other parts of this same 
analysis. This portion of Weber's work will be discussed in the section covering the ends 
position. However, I would like to first discuss the means position. 
The Means position 
The key feature of the means position is that savings, credit, or consumption causally 
precede at least one additional, tangible concept which in tum leads to a more abstract 
concept such as happiness. A critical part of this line of argument is that savings, credit, or 
consumption goods are actually fully or partially used up in the process. Addams, as well as 
Parsons and Smelser, views savings, credit, and consumption as an indirect means to 
happiness. Keynes and economists working in the tradition he established view savings and 
10 This type of analysis could be extended to the concept of credit following from the 
similarities between savings and credit examined earlier. 
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credit from this position as well but, as we shall see, change course with respect to 
consumption. I will begin with an examination of Addams' theory. 
A cursory glance at Addams' analysis of consumption does not appear to fit with the 
means position. Like Veblen, she observes consumption as a means to achieving social 
acceptance. Unlike Veblen, she does not condemn this pattern of consumption. Addams 
states that consumption contributes directly to social standing. Without an intermediate 
tangible concept between consumption and social acceptance, why have I stated that Addams 
uses the means position? I have done so because, while social acceptance may be viewed as 
an abstract concept, in Addams' analysis social acceptance is not the final ends being sought. 
Working class "girls" use their consumption choices as means to achieve a higher 
social standing. This higher social standing, however, is then used to gain access to 
otherwise unobtainable occupations and available mates. These more preferred occupations 
and mates then, presumably lead to the ultimate end of happiness. In this line of argument, 
consumption goods are physically used to obtain, indirectly through social standing, a 
tangible mate or occupation that then provides happiness. Thus Addams' position can 
reasonably be classified as the means position. It then makes sense that her final judgment, 
with respect to the consumption choices of the people she studied, differs from Veblen's 
judgment. Veblen, as we shall see shortly, arrives at a different conclusion because he takes 
a different theoretical position, the ends position. However, I will next examine Parsons' and 
Smelser' s theoretical stand. 
Parsons and Smelser (1956) briefly examine savings, credit, and consumption. This 
analysis has already been outlined earlier in this chapter and this will only be reviewed 
briefly. Savings, which results as a residual of consumption, is returned to the economic 
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system, through financial intermediaries, in the form of credit for business investment. 
While Parsons and Smelser, as we shall shortly see with Keynes, view consumption as a 
direct means to happiness, this is not the primary concern of their analysis. Savings, credit, 
and consumption all serve primarily as a means to economic stability. Without consumption, 
production would come to a stop. Without savings, credit and business investment would 
also stop. In Parsons' and Smelser's view, individuals do derive happiness from 
consumption, but they derive more happiness from knowing that their social world is stable. 
In this sense, people are happy at the individual level if happiness (defined as stability in this 
case) is present at the societal level. The agent in this type of model thus uses savings, credit, 
and consumption as means to system stability, which in tum leads to the happiness of the 
people in the system. With this arrangement, I argue that Parsons and Smelser approach their 
analysis from the means position, which as you will recall corresponds to Kant's 
philosophical position. 
In contrast, Keynes' (1936) position is more strongly associated with Mill's 
utilitarianism than with Kant's focus on means. While certainly not the first macroeconomist 
to use the concept of utility to analyze consumer decisions, Keynes is one of the most 
influential. For this reason, I will focus on Keynes' theory rather than attempt a more 
sweeping summary of macroeconomic theory in general. Keynes' consumer theory is based 
on the analysis of the abstract concept of utility, which may be thought of as a synonym for 
happiness. However, while the overall aim is utility, the concepts of savings and credit are 
analyzed as indirect means towards this utility. In harmony with the definition of the means 
position provided above, Keynes analyzes savings and credit as means and does not place 
these concepts in direct precedence to the final ends (utility) being examined. 
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Savings and, by extension, reserves of credit satisfy distinct motivations according to 
Keynes. These motives are: 
(i) To build up a reserve against unforeseen contingencies; (ii) To provide for an 
anticipated future relation between the income and the needs of the individual or his 
family different from that which exists in the present, as, for example, in relation to 
old age, family education, or the maintenance of dependents; (iii) To enjoy interest 
and appreciation, i.e. because a larger real consumption at a later date is preferred to a 
smaller immediate consumption; (iv) To enjoy a gradually increasing expenditure, 
since it gratifies a common instinct to look forward to a gradually improving standard 
of life rather than the contrary, even though the capacity for enjoyment may be 
diminishing; (v) To enjoy a sense of independence and the power to do things, 
though without a clear idea or definite intention of specific action; (vi) To secure a 
masse de manreuvre to carry out speculative or business projects; (vii) To bequeath a 
fortune; (viii) To satisfy pure miserliness, i.e. unreasonable but insistent inhibitions 
against acts of expenditure as such. 
These eight motives might be called the motives of Precaution, Foresight, 
Calculation, Improvement, Independence, Enterprise, Pride and Avarice. (Keynes, 
1936: 107-108) 
The reasons for accumulating savings or credit reserves may be reduced to three primary 
classifications. A person may save to transfer income across time (the precaution and 
foresight motives) and thus make expenditures normally within the reach of one's current 
income possible during times of reduced income. Under this motive, a person would save in 
order to continue to consume in the event of personal injury or retirement. A person may 
save to make possible expenditures that would otherwise be unobtainable with current 
income levels (the calculation, improvement, independence, and enterprise motives). Finally 
a person might save in order to facilitate the future consumption of one's heirs (the pride 
motive). All seven of these motives clearly serve as means to consumption in future time 
periods, whether by oneself or by subsequent generations. Thus, Keynes' analysis of savings 
and credit reserves matches well with the means position. 
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But what about the eighth motive? Keynes does not examine the avarice motive in 
much detail. Keynes' theory relies on savings being used as a means for consumption or 
investment. He scoffs at the avarice motive because savings is being used as an ends rather 
than a means. This dislike for ends, however, only applies to the concepts of savings and 
credit. In his analysis of consumption, Keynes no longer analyzes from the means position. 
Instead, he fully articulates a theory of consumption from the ends position. 
The Ends position 
Following his listing of the motives for saving, Keynes proceeds to list six 
corresponding motives for consumption: "Enjoyment, Shortsightedness, Generosity, 
Miscalculation, Ostentation and Extravagance" (Keynes, 1936: 108). All six of these 
motives coincide in some way to the production of happiness. The motives of enjoyment, 
ostentation, and extravagance most clearly fit this abstraction, equating to happiness through 
continued existence, social pride, and luxury respectively. Shortsightedness, by analogy with 
the savings motive of foresight, may be defined as a preference for smaller amounts of 
happiness in the present as opposed to larger amounts of happiness in the future. Generosity 
may be defined as happiness derived through facilitating the happiness of others. 
Miscalculation may be defined as the happiness that you did enjoy in the present, but would 
have chosen to forgo if you could have seen the future. Each of these six motives for 
consumption clearly causally precedes the more abstract concept of happiness. Because of 
this arrangement, Keynes' theory of consumption cannot originate from the means position. 
The ends position must at this point be distinguished from the means position. While 
the means position requires that savings, credit, or consumption goods be partially or fully 
used up, the ends position does not require this. Savings, credit, or consumption goods can 
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be used but they can also be retained. The other distinguishing feature of the ends position is 
that the concepts of savings, credit, and consumption immediately lead to a final, more 
abstract concept. Keynes' idea of consumption assumes that consumption goods are fully or 
partially consumed. However, it cannot be classified within the means position because 
happiness derives immediately from consumption. Veblen and Weber, as mentioned earlier 
also approach the concepts of savings, credit, and consumption from the ends position. 
However, both do so without requiring that savings, credit, or consumption goods actually be 
consumed in order to directly equate to happiness. 
While discussing the normative shift from savings and consumption as glorification 
to savings and consumption as individual property, Weber (1904/2002) identifies savings as 
an end in itself. In pre-capitalist and early capitalist times, Protestants most frequently saved 
and consumed in the form of business reinvestment rather than unproductively hoarding 
money or engaging in conspicuous consumption. Business reinvestment was viewed as a 
glorification of god because it provided an earthly (yet humble) display of divine 
benevolence towards the faithful. In another sense, an economically successful business was 
seen as evidence of one's own salvation. In these two ways, the acquisition and (humble) 
display of monetary success became an accepted part of life. After the emergence of modem 
capitalism, Protestants continued to view accumulated wealth with great respect. However, 
more secular motives eventually replaced the original religious rationale for seeking profits 
and making purchases. In the end, the ability to accumulate and display wealth became a 
way to glorify the individual. As described earlier, Weber seems to see the shift between the 
pre-capitalist and modem capitalist conceptions of savings and consumption from the 
normative position. However, it appears as though he views both of these concepts, within 
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each respective timeframe, from the ends position. In both time periods, savings and 
consumption directly produce some abstract benefit; this benefit is divine glorification in the 
former and personal glorification in the latter. 
In the excerpt from The Theory of the Leisure Class found near the beginning of this 
chapter, Veblen (189911981) makes clear that consumption goods are held out as trophies to 
be admired by one's community. Veblen, in declaring conspicuous consumption wasteful, 
acknowledges that the only use of this manner of consumption is for adding to one's social 
standing. In fact, one does not need to even partially consume a desirable good in order to 
accrue the "pecuniary reputation" associated with it. With respect to consumption, Veblen's 
approach clearly falls within the ends position. Veblen is not concerned with what is being 
consumed as much as why it is being consumed. Consumption in order to satisfy a 
requirement of life is acceptable while consumption for the sake of appearances is not. 
While there are differences in the goods one would consume for these two purposes, 
Veblen's primary concern is the ends being sought. Veblen looks at the concepts of savings 
and credit in much the same way. 
While Veblen acknowledges that savings have a use value, he is primarily concerned 
with its use as an end in itself. In part of his discussion of savings, Veblen states: 
Consumption becomes a larger element in the standard of living in the city than in the 
country. Among the country population its place is to some extent taken by savings 
and home comforts known through the medium of neighbourhood gossip sufficiently 
to serve the like general purpose of pecuniary repute. These home comforts and the 
leisure indulged in - where the indulgence is found - are of course in great part to be 
classed as items of conspicuous consumption; and much the same is to be said of 
savings. The smaller amount of the savings laid by by the artisan class is no doubt 
due, in some measure, to the fact that in the case of the artisan the savings are a less 
effective means of advertisement, relative to the environment in which he is placed, 
than are the savings of the people living on farms and in the small villages. (Veblen, 
1899/1981: 88-89) 
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In this excerpt, we can see quite clearly that Veblen views unused savings as a trophy good, 
much as he sees conspicuous consumption. It is also interesting to note that Veblen saw the 
prevalence of conspicuous consumption in all walks of life. While the form may vary 
according to locality, the underlying motive of repute remains present in all cases. In the 
passage on credit from Simmel cited earlier in this chapter, we see much the same viewpoint. 
Simmel was careful to fully specify the association between credit and status. In part 
of the passage identified earlier, Simmel says "it is primarily the basic attitude that is worthy 
of note here: namely that it is not necessary to be a gentleman in order to obtain credit, but 
rather that whoever demands credit is a gentleman" (Simmel, 190711978: 479-480). Simmel 
places the concept of credit causally prior to gentlemanly status. The gentleman does not 
demand credit because it is inherently more useful for making purchases. Rather, the 
gentleman demands credit because it is part of the symbolic package of behavior that signals 
to others that he is of high status. Because Simmel's primary concern is with the abstract 
ends achieved through demanding credit rather than the use value of it, the approach can be 
classified within the ends position. 
Conclusion 
As I conclude this chapter, a brief summary is in order. I first argued that, while past 
theorists have examined savings, credit, and consumption, they have not fully articulated the 
relations between them. While these concepts were not the primary concern within the 
overall works in which they appear, scholars following these leads may be faced with a 
confusing array of often disagreeing theoretical starting points. I first sought to more closely 
position the concepts of savings as credit, arguing they are more alike than not. I then began, 
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using the same method used by philosophers to examine the issue of ethics, to establish a 
level of cohesion between disparate bits of social theory. This unifying framework can then 
be used to see more deeply into the varying theories of savings, credit, and consumption. As 
may be apparent by now, the classification of theories according to norms, means, or ends is 
a very subjective exercise. In many cases, a given theory may be classified into multiple 
categories. 
Table 1. A Summary of the Theoretical Positions Relevant to Savings, Credit, and 
Consumption with Respect to the Normative, Means, and Ends Positions. 
Normative Position Means Position Ends Position 
Savings An analysis of An analysis of An analysis of 
savmgs m savings highlighting savings highlighting 
comparison to the how it contributes to how savings is held 
prevailing savings some other concrete for its own sake 
behaviors of other function beyond the rather than as a 
households direct connection to means to some other 
personal well being end 
Credit An analysis of credit An analysis of credit An analysis of credit 
that takes into highlighting how it highlighting how 
account how others serves as a link to the use of credit 
use credit or how consumption or itself is related to 
credit may serve as savmgs social status 
an instrument of 
control 
Consumption An analysis of the An analysis of An analysis of 
diversity of consumption that consumption that 
consumption (or focuses on the assumes a direct 
lack thereof) or how secondary effects of relation to personal 
particular purchase consumption well being 
behaviors fit with beyond the direct 
non-consumption satisfaction of basic 
related societal needs 
norms 
However, this subjectivity does not reduce the usefulness of the framework for the analysis 
of economic issues. Theorists such as Veblen typically look at consumption from only one 
position. In doing so, I believe these theories are unnecessarily limited in explanatory power. 
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Because Veblen examines consumption as an ends alone, his conclusions are easily 
countered by a theorist such as Addams who examines consumption as a means. By 
maintaining a simultaneous awareness of the potential normative, means, and ends elements 
of each of these concepts, we gain a valuable new tool. An awareness of all three positions 
can give us a better perspective on the why people save, borrow, or consume as they do. 
This added perspective aids our ability to derive robust conclusions and testable hypotheses, 
as I will do in a later chapter. However, before I begin doing so, I will first review what has 
already been tested in prior empirical studies. 
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Chapter Three: Review of the Empirical Literature 
Introduction 
Perhaps the most utilized theory of consumption, savings, and credit to emerge in the 
second half of the 201h century was the life-cycle hypothesis (see Modigliani and Bromberg, 
1954). This hypothesis, in short, predicted that individuals would save and borrow in a way 
that allowed for constant levels of consumption over one's entire life. One's wage earnings 
when young are typically low, rise throughout one's working years, and then disappear upon 
retirement. To maintain a constant level of consumption, one would borrow when young, 
repay one's loans and save when middle-aged, and withdraw from savings following 
retirement. This hypothesis has been frequently combined with the permanent-income 
hypothesis, which states that individuals calculate their consumption levels based on long-
term income expectations rather than actual short-term income (see Friedman, 1957). This 
second hypothesis implies that individuals will not change their consumption levels during 
what they perceive to be temporary income declines. Instead, individuals will borrow in 
order to maintain their standard of living and repay their loans once their income has returned 
to its "permanent" level. 
Both of these hypotheses fit well with the mode of consumption analysis that 
prevailed during the 1950's through the 1980's. As discussed in the context of Parsons' and 
Smelser's work in the preceding chapter, analysis during this time period typically portrayed 
consumption as a by-product of the production process. However, the analytical framework 
began to change during the 1980's and 1990's. Today, as Miles and Paddison (1998) put it, 
"social scientists no longer appear to regard consumption as a mere afterthought of the 
production process." As a result of this shift, researchers are beginning to engage in more 
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novel types of consumption analysis. One creative analysis found that people "consume" 
unexpected commodities, such as education itself (Edwards and Usher, 1997). In addition, 
several researchers conclude that consumption, rather than being a neutral process as 
previously assumed, could actually constitute a barrier to class mobility (Cohen, 2003; Miles, 
1998; Wilska, 2002). 
While studies of consumption now move well beyond the structuralist studies of the 
1950's, it is clear that consumption remains fertile ground for investigation (Miles, 1998), 
and no wonder. Consumption is central to the American way of life and has been for quite 
some time. As evidence of the power of shopping in our modern lives, Schor ( 1998: 161) 
notes that, "even Thanksgiving, arguably our most authentic holiday, was moved a week 
earlier by Franklin Roosevelt in 1939 at the urging of a department store owner hoping to 
lengthen the shopping season." 
In this chapter, I will explore some recent findings in the study of consumption. I will 
begin with an examination of consumption itself, and then turn my attention to studies of 
savings and credit cards respectively. Each major section is divided into four main sub-
sections covering 1) the forms that consumption, savings, and credit may assume, 2) how 
consumption, savings, and credit are affected by selected demographic variables, 3) how 
place (rural vs. urban, farm vs. non-farm) affects consumption, savings, and credit, and 4) 
hypotheses. I will begin by examining the forms of consumption. 
Consumption 
The Forms of Consumption 
Researchers studying class have frequently examined how consumption patterns vary 
between groups. Consumption patterns, which represent types of purchases, are 
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differentiated from consumption amounts, which represent the amount spent regardless of 
what products are actually purchased. Many studies reveal that consumption patterns cluster 
around occupations (Bihagen, 1999; Schor, 1998; Tomlinson, 2003; Wilska, 2002). 
However, occupational groups such as proprietors have been particularly hard to group 
(Bihagen, 1999). And while differences in consumption patterns between classes may exist, 
others have found that they decrease as people age (Tomlinson, 2003) or have only appeared 
in the last few decades (Miles and Paddison, 1998). Holt (1998) points out that class-neutral 
consumption patterns have come to the fore in the U.S. but also notes that differences remain. 
Others focus on the leveling of consumption patterns occurring both in Western nations 
(Conroy, 1998; Felson in Semon, 1979; Peterson and Kem, 1996) and internationally (Ritzer, 
2001; Swain, 1999). In spite of the homogenization of consumption patterns made possible 
through consumption venues such as outlet malls (Conroy, 1998), many individuals living in 
the U.S. simply aspire towards remarkably similar purchases even if they are not actually 
able to make those purchases a reality (Schor, 1998). Surprisingly, some researchers have 
even noted how individuals with low incomes or with parents with low incomes engage in a 
luxury-consuming lifestyle (Holt, 1998), recreational shopping, or impulse buying more 
frequently than those with higher incomes (Wilska, 2002). 
Consumption and Income 
Other researchers have looked at consumption amounts, generally focusing on how 
spending varies as income rises. Studies have shown that households with lower levels of 
income have not necessarily consumed a smaller proportion of their income than those with 
higher income levels (De Graaf, 1991) and actually spent a higher proportion (Ards and 
Myers, 2001). In terms of absolute consumption quantities, cross-sectional and longitudinal 
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studies find that consumption amounts do increase as income rises (De Graaf, 1991; Katz-
Gerro, 2002; Nichtenberg, 1996). For example, Schor (1998) found that 63% of U.S. 
households earning $50,000 to $100,000 annually increased their consumer spending through 
the 1990's. Even researchers who conclude that higher income does not necessarily lead to 
higher consumption note that people's consumption can rise as fast or faster than pay 
increases (Bihagen, 1999; Diener and Biswas-Diener, 2002). Some researchers even equate 
higher incomes with higher consumption to such a degree as to use household expenditures 
as a proxy for income (Marr and Mccready, 1996)! While there is general agreement that 
overall consumption rises as income rises, several studies find that this occurs at a declining 
rate (Bihagen, 1999; Lux, 2000; Felson in Semon, 1979). Thus while absolute consumption 
amounts likely rise as income rises, the proportion of household income spent declines. A 
similar pattern may be found in the literature on consumption and education, which makes 
sense because higher income is generally highly correlated with higher education levels. 
Consumption and Education 
Most studies examining the relationship between consumption and education find that 
higher levels of education correlate with higher levels of consumption (Bihagen, 1999; 
Dhawan-Biswal, 2002; Lux, 2000). Others add that while this relationship holds for total 
consumption levels, correlations are not as strong when particular spending categories are 
examined (Lee, 2002). Others note that decreasing differences in education levels in the 
West may lead to decreasing differences in consumption levels (Dhawan-Biswal, 2002). 
Overall, there is little disagreement between these findings and those reviewed previously 
with respect to the income-consumption relationship. However, when reviewing the 
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literature on life-cycle effects and consumption, I did not find such a higher degree of 
consensus. 
Consumption and Age11 
As noted in the introduction, the most studied consumption hypothesis may be the 
life-cycle hypothesis (Modigliani and Bromberg, 1954). However, this theory has not always 
found empirical support. Lux (2000), in a cross-sectional study, found that age was 
indeterminately correlated with consumption, which lends some support, but others have 
found that consumption levels and desires are not level over one's life course. Some studies 
have found that young people are more consumerist (Rigi, 2003; Schor, 1998). Another 
study found that consumption levels rise at about the same rate that incomes rise as one ages 
regardless of the age cohort to which one belongs (Easterlin, 2001). Others found that 
individuals who were 65 years old or older experienced declining consumption rather than 
constant consumption financed by savings (Lee, 2002; Wilska, 2002). Marr and Mccready 
( 1996) conclude that, although life-cycle variables are important to look at, more explanatory 
power may be found in non-life-cycle variables. For additional summary material on 
empirical evidence that does not support the life-cycle hypothesis, see Maital and Maital 
(1994). 
Consumption and Family Size 
While age is not the only life-cycle variable examined, similar results follow from a 
review of the literature on the family-size and consumption relationship. While one study 
11 While reviewing the literature for this thesis, many studies include age as an independent 
variable. In these studies, age and age cohort effects are typically not differentiated from one 
another. Certain studies did identify cohort effects, but most only looked at age. Based on 
the available literature, it is thus difficult to discern whether age or cohort was more 
significant with respect to consumption, savings, credit cards, risk, and trust. 
47 
concluded that increased household size was correlated with higher levels of consumption 
(Lee, 2002), most concluded that this life-cycle variable is indeterminately correlated with 
consumption (De Graaf, 1991; Lux, 2000). While this paper will include life-cycle variables 
as controls, they are not the primary focus. The relationship between place and consumption 
is of much greater interest in this analysis. 
Urban vs. Rural Consumption 
Consumption is normally portrayed in the literature as an urban phenomenon. As 
Miles and Paddison (1998) state, "the city continues to provide the prime context within 
which consumer experiences are both constructed and acted out." They conclude that 
consumption is central to our lives and that cities are central to consumption. They are not 
alone (Cohen, 2003). Several studies have found that consumption levels are higher in urban 
areas when compared to rural areas (Bihagen, 1999; De Graaf, 1991; Lee, 2002; Lux, 2000), 
although these results may stem from higher costs in urban environments, different 
consumption choices, or higher absolute amounts of purchased goods. However, others note 
that this may be changing. In an analysis of rural and urban consumption in Eastern Canada, 
Dhawan-Biswal (2002) found that, while urban consumption is still greater than rural 
consumption, the gap has been closing. Schor ( 1998) adds that, while the opportunity for 
consumption has historically been an urban experience, the spread of retail commerce has 
made consumption opportunities available to a larger percentage of the population. Others 
go further and conclude that consumption levels have effectively homogenized between rural 
and urban areas (Barlett, 1991) and across many regions of the world (Beck, 2001; Miles, 
1998; Tripathy, 1988). But most do not go so far as to conclude that consumption has 
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actually equalized. Holt (1997) notes that, while consumption levels may be trending 
towards homogenization, important differences in quality and style of consumption remain. 
If one focuses one's analysis on rural or urban areas only, the picture becomes more 
complicated. One study found that consumption gaps have emerged in urban areas in spite of 
an overall trend towards homogenization across rural and urban (Miles and Paddison, 1998). 
Another study similarly found that consumption patterns have become more homogenous in 
rural areas than in urban areas (Dhawan-Biswal, 2002). If the social conditions in rural and 
urban areas significantly differ from one another, then consumption levels might also differ 
(Holt, 1997). Empirical findings do seem to support the conclusion that rural areas consume 
in qualitatively and quantitatively different ways compared to urban areas within the same 
region (Lux, 2000; Martin, 1996; Rigg and Ritchie, 2002; Rudd and Kline, 1976). However, 
the smallest differences may be found in the developed world. Rigg and Ritchie (2002), for 
instance, argue that consumption in the developed world may reasonably be thought of as 
homogenous across rural and urban areas. Another study found that some elements of 
Western consumption patterns could be found in all but the most isolated areas (Wells, 
1972). However, it is important to remember that rural and urban areas are not homogenous 
entities. Because the effect of place is central to the present study, it is important to examine 
differences within rural places among farmers and non-farmers. It is to this topic that I now 
tum. 
Farmer vs. Non-farmer Consumption 
There is good reason to believe that farmers and non-farmers in rural areas consume 
differently. For instance, if a wage-earning household in a rural area overspends to the point 
of financial difficulty, it is unlikely that the household will discontinue wage-labor as a 
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result. However, if a farm household finds itself in a financial bind, there is a very real 
possibility that it will have no choice but to discontinue farming and tum to wage-labor as a 
source of income. If this happens, one would expect that, over time, households that remain 
·in farming would tend to be those that spend a smaller proportion of household income. 
Evidence of this self-selection effect has been found in the Southern U.S. (Barlett, 1991). 
Another important difference between farm and non-farm households is how consumption is 
financed. Leon and Rainelli (1976) point out that farmers merge farm and household 
expenditures. In this sense, farmers use their gross income first to meet farm needs and only 
use the residual income for household spending (additional support for this view can be 
found in Coughenour, 1992; Milic-Czemiak, 1996). These studies support the idea that farm 
and non-farm households approach consumer decisions from a fundamentally different 
perspective. These differences in approach likely lead to differences in consumption 
practices. 
Some studies have shown that farmers consume less than their non-farm neighbors 
(Brangeon and Jegouzo, 1995; Leon and Rainelli, 1976). However, others have suggested 
these consumption differences may result more from economic circumstances than from 
differences in consumption propensities (Trbanc, 1996). Farm households do not necessarily 
consume less than non-farm households and have even demonstrated the tendency to 
consume in larger quantities than their non-farm neighbors (Milic-Czemiak, 1996). Other 
studies conclude that differences in consumption practices, such as those just noted, are 
diminishing. However, this shift toward more homogeneous consumption levels between 
farmers and their non-farm neighbors may have only recently emerged. One researcher 
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points out that as agriculture declines as the economic base for an area, consumption patterns 
tend to equalize (Panelli, 2001). 
Most studies conclude that farmers consume differently than their non-farm 
neighbors. Even while acknowledging that these differences may have decreased over time, 
Mid-Western U.S. farmers are still believed to perhaps be the most resistance to consumption 
homogenization with the more general U.S. pattern (Barlett, 1991). This literature is based 
on the perception that rural households in the Mid-West do not engage in consumer activities 
in the same way as households in other regions of the United States. This perception is one 
that I would like to address in the present study. 
Consumption Hypotheses 
Using this existing literature, it is now possible for me to place the first hypotheses 
for this study into the framework established in the preceding chapter. Table 2, found at the 
end of this chapter, provides a summary of my twelve hypotheses and locates them within 
this framework. This framework, as you may recall, consists of the three concepts of 
consumption, savings, and credit cards as viewed from the normative, means, and ends 
positions. The existing study findings help to produce a picture of consumption, after 
controlling for life-cycle variables, that exhibits a very specific pattern among the general 
population as income and education rise. To be specific, this pattern is that absolute 
consumption quantities rise as income rises but at a declining rate. In terms of consumption 
proportions, the percentage of one's income consumed declines at an increasing rate as 
incomes rise. This overall pattern constitutes a "norm" for consumption among the wider 
U.S. population. 
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According to the theoretical framework elaborated in the previous chapter, it is 
important to evaluate the norms of consumption while at the same time evaluating the means 
and ends of consumption. While the examination of norms that I undertook differs greatly 
from those done by Adorno, there are similarities as well. By comparing the patterns of 
consumption between a rural sample and others' findings in more urban samples, it is 
possible to look for similarities in behavior and, if found, infer similarities in consumption 
motivations. To examine the norms of consumption, I propose two hypotheses. I 
hypothesize that, due to the homogenization of consumption patterns in the U.S. that has 
been underway for several decades, rural and farm household consumption will be higher 
among households with higher incomes (Hypothesis #1). The present study utilizes two 
distinct data sets, one of rural residents and a second on farmers specifically. I will describe 
in greater detail these two data sets in the next chapter. I additionally hypothesize that there 
will be no significant differences in consumption between the respondents to these two 
parallel surveys (Hypothesis #2). 
I will also, in keeping with the general framework established in the preceding 
chapter, examine consumption from the ends position. The analysis for this theoretical 
position will seek to identify if respondents engage in what Veblen termed "conspicuous 
consumption." While most of the work done in this area has been theoretical in nature, 
several of the above findings apply. Studies have generally found that those persons who are 
more materially oriented engage in higher levels of consumption and over-consumption. In 
this view, those persons who are more materialistic may consume to acquire "trophies." 
However, to allow room for other types of "trophies" that I will explain shortly, this general 
finding must be qualified somewhat. Respondents who are monetarily oriented will 
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generally seek to display their material wealth; those monetarily oriented respondents who 
are also materially oriented will display their wealth through increased consumption while 
those who are not materially oriented will display their wealth through increased savings. 
Hypothesis #3 concerns the former group and hypothesis #6 concerns the latter. I 
hypothesize that respondents who exhibit both a greater monetary orientation and 
materialistic orientation will exhibit the highest levels of consumption (Hypothesis #3). 
Savings 
Forms of Savings 
Just as we saw that consumption varies in surprising ways from what our common 
sense tells us, savings also varies. When we think of savings, it is easy to limit our view to 
that of a savings account at a bank. However, savings may also exist in other forms. For 
instance, Wang (1995) notes that, while older persons save through a traditional deposit 
account, the young "save" by purchasing durable goods. Savings may also take the form of 
business or stock investments (Wilska, 2002), capital gains 12 (Ratcliff and Maurer, 1995), 
and more. Savings itself may even be viewed as a type of consumption activity. As Wilska 
(2002) notes, it may be increasingly difficult to classify purchases of stocks as savings or 
consumption as this mode of savings has aspects of both. 
How a person chooses to save may vary across differing segments of the population. 
Savings through a stock market typically attracts those individuals with higher incomes 
(Ratcliff and Maurer, 1995; Straight, 2001; Wilska, 2002), thereby leaving traditional savings 
12 A capital gain is defined as an increase in the value of an already-owned asset. For 
instance, one experiences savings through capital gains if the value of one's house increases 
over and above the dollar amount spent on home improvements. This type of savings is not 
converted into cash unless the asset is sold. 
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accounts as the most popular method among those with lower incomes. However, as Ratcliff 
and Maurer ( 1995) note, the diversification of assets away from traditional savings accounts 
has only begun since the 1950' s. Because of this evidence that bank savings accounts are 
used less frequently among those with higher incomes, it will be important to pay particular 
attention to any differences in savings levels that occur among those respondents with the 
highest incomes. 
Savings and Income 
As with consumption, there seems to be a natural connection between higher 
individual savings and higher income. This view has been widely supported in the literature 
(Espenshade, 1975; Havanon, Knodel, and Sittitrai, 1992; Luo, 1998; Schor, 1998; Stanford 
and Usita, 2002; and Wakita, Fitzsimmons, and Liao, 2000). However, among certain 
segments of the population, this relationship may not hold. Torrey ( 1988) found that higher 
wage earnings among those ages 65 or greater actually correlate with lower savings. This is 
not entirely unexpected since persons with less in savings may have no choice but to remain 
in the workforce whereas their counterparts with higher savings can afford to retire. But 
studies have found that savings propensities may be higher among those who make less 
money (Bihagen, 1999). However, 90% of savings is held by the top 40% of income earners 
in the U.S. (Froud, Johal, Haslem, and Williams, 2001). These empirical findings point 
strongly to a positive correlation between income and savings. 
Savings and Education 
Similar patterns may be found for the education-savings relationship. Higher levels 
of education are found for those with higher savings (Wakita et al 2000; Stanford and Usita, 
2002). Schor (1998) challenges this conclusion, finding that the greater one's education, the 
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lower one's savings because the positive correlation between education and spending is so 
strong. However, if we look at consumption and savings together, these findings do not 
necessarily contradict one another. Households with higher educations spend and consume 
more than households with lower educations. Schor finds that the percentage a person is 
willing to save declines as education rises. But because income and education are usually 
positively correlated, the absolute dollar amount saved still increases as education increases. 
Savings and Age 
It makes sense that savings might vary over the life cycle, as predicted by the life-
cycle hypothesis (support for this may be found in Fumham and Goletto-Tankel, 2002; 
Schor, 1998). While this may be true, it may be a more recent occurrence than is commonly 
thought (Ratcliff and Maurer, 1995). Nonetheless, studies have found that saving begins at 
low levels among the young, declines when children are born, rises dramatically once those 
children leave the household, and then declines into retirement (Wang, 1995). A finding that 
British youth find savings a futile activity adds additional support for this general picture 
(Fumham and Goletto-Tankel, 2002) as does Hrung's (2001) examination of youth savings 
behavior among African-American cohorts following the implementation of the 1964 Civil 
Rights Act (CRA). However, because Hrung found that savings levels dramatically 
increased among the young during this period, one could also argue that this finding does not 
provide support for the life-cycle hypothesis. One would have expected a large increase in 
borrowing as a result of the CRA rather than higher savings. Other findings also question 
portions of the life-cycle hypothesis, noting how savings are actually fairly evenly desired 
across age groups (Wilska, 2002) and rebounds - that is to say contributions to savings 
resume - among the oldest portions of a population (Walker and Schwenk, 1991). One study 
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found a linear decline in savings as age increased (Wakita et al, 2000) and another found that 
withdrawals from savings do not necessarily occur following retirement (Torrey, 1988). 
Torrey concludes that, while an age life-cycle effect certainly exists with respect to income, it 
may not exist for savings. 
Savings and Family Size 
While reviewing the literature on the life-cycle variable of family size, I found much 
less agreement. While some argue that it is common sense for larger households to save less 
(Havanon et al, 1992; Luo, 1998; Schor, 1998; Wakita et al, 2000), one study found that 
household size does not have such a clear effect (Kelley, 1976). Another study revealed that 
savings increased following the birth of each of the first two children, and only declined with 
additional children (Espenshade, 1975). Wakita et al (2000) add to this alternative position 
by finding that increasing the household size from one to two people increases savings, 
although this may ultimately result only because the second person adds income. However, 
these conflicting findings may result because of fundamental differences between the 
societies in which the observations were made. Espenshade (1975) notes that positive 
correlations between family size and savings become smaller as a given society modernizes. 
As mentioned with respect to consumption, however, life-cycle variables are not the primary 
focus of this study and will be retained where possible as control variables. 
Rural vs. Urban Savings 
As with the effect of place on consumption, how savings differs among rural and 
urban, farm and non-farm populations is central to this study. There appears to be a common 
perception that rural residents and farmers save to a greater extent than their non-rural 
counterparts. This common perception has found support in the literature (Luo, 1998, 
56 
Etzioni in Redmond, 2000). However, higher savings in rural areas may simply result from 
fewer opportunities to consume and may not necessarily reflect a higher desire to save 
(Wang, 1995). 
Farmer/Self-Employed vs. Wage-Earner Savings 
Among the self-employed (which includes farmers), savings is thought to be higher 
than among those employed as wage earners because of a need to cope with larger variations 
in income and greater overall risks. Among individuals with an ownership interest in one or 
more small businesses in Taiwan (who derive at least part of their incomes from non-wage 
sources), this relationship seems to hold (Luo, 1998), but among the self-employed in the 
UK, Meager and Bates (2001) found that average savings levels were below those of their 
wage-earning counterparts. While the same study also concludes that this results from lower 
total net incomes, one must be cautious when extending this finding to farmers. Leon and 
Rainelli (1976) studied U.S. farmers and conclude that savings should be viewed as an active 
process rather than a mere residual of consumption. For farmers, consumption may actually 
be a residual of income after savings and therefore lead to a higher tendency to save, even 
among those with lower incomes. Other studies have found that farmers and the self-
employed, unlike their wage-earning counterparts, manage to save even when incomes are 
very low (Adams, 1978; Brangeon and Jegouzo, 1995; Luo, 1998). But this must not be 
assumed to be universal among all farmers in all regions (Milic-Czemiak, 1996). 
Savings Hypotheses 
The literature on savings also produces a fairly clear image of household behavior. 
After controlling for life cycle variables, higher levels of income and education are correlated 
with higher levels of savings. However, as with consumption, the proportion of household 
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income saved does not strictly rise as income and education rises. Those at the top of the 
!ncome/education distribution are much more likely to save in stock markets. Those at the 
bottom of the income/education distribution are more likely to save by purchasing durable 
goods. The pattern that emerges then is one where savings in a savings account follows a 
"S" shaped curve. The proportion of one's income put into a savings account begins at a 
very low level among the lowest income households. Savings levels then sweep upward over 
the middle-income rages before leveling off or declining among the higher incomes. This 
pattern constitutes a "norm" for savings behavior in the U.S. 
The theoretical framework established in the previous chapter holds than an analysis 
of savings must include some normative aspect in addition to the means and ends aspects. 
By comparing the behaviors of respondents to those noted by other studies I can determine if 
rural Iowans adhere to the same "norms." As with consumption, my analysis of savings 
behavior asks very different questions than does Keynes and others. Keynes' theory set forth 
several possible motivations for saving. While this study does not measure these motivations 
directly, if savings patterns from this study are similar to savings patterns found in previous 
studies, one can infer a similarity of motivation. To examine the normative aspect of 
savings, I propose two hypotheses. I hypothesize that rural and farm households' savings 
begins at a low level, increases over the middle-income range, and then declines over the 
highest-income range (Hypothesis #4) and that there are no significant differences between 
farmer only and rural households in savings patterns (Hypothesis #5). 
Examining savings from the ends position is a much more difficult proposition. 
Veblen's theory posits that, particularly among rural populations, savings serves much the 
same role as consumption in terms of status. An examination of savings as an end-in-itself 
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requires some method of examining the "trophy" element of savings behavior. As already 
hypothesized with respect to consumption, households exhibiting a more monetary and 
materialist orientation should consume more. Given income as a constraint, higher 
proportions of income spent necessarily decreases the proportion of income available for all 
other uses. However, as noted previously, monetarily oriented households only use 
consumption for display if they are also materially oriented. Those monetarily oriented 
households that are not materially oriented may hold savings as their "trophy." Therefore, I 
hypothesize that savings will be higher among monetarily oriented households that are not 
materially oriented (Hypothesis #6). 
Risk and Trust 
Risk, Trust, and Savings 
At this point, I would like to diverge from the literature review format as it has been 
progressing thus far. I would like to briefly discuss an issue that is linked to savings behavior 
within economics and related to Giddens' theory as presented in the preceding chapter. In 
economics, uncertainty within the life cycle has a definite effect on savings behavior. If an 
individual has reason to believe that his or her income may be lower than expected, he or she 
recalculates consumption and savings plans to take account of potentially reduced income, 
just in case it actually happens. In this way, the higher one's perception of income risk, the 
more one would want to save money. Using Giddens' idea of trust in abstract systems, this 
can be extended to trust in general. If one cannot place one's trust in traditional, 
interpersonal support structures, one may be more likely to place one's trust in abstract 
systems, such as savings, credit cards, or consumption. As I will now briefly review, trust 
and risk appear in various ways depending on place or employment. 
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Income Risk 
Studies of rural households have noted that income risk is more prevalent in rural 
households than in urban households (Wang, 1995). In addition, a study in the UK revealed 
that the self-employed experienced greater income variation than wage earners (Meager and 
Bates, 2001). This study also notes that few self-employed individuals have incomes close to 
the average. Instead, self-employed persons' incomes are sharply polarized and skewed. A 
few very high-earning self-employed persons occupy the top of the distribution while most 
struggle at the bottom. Thus, these studies reveal the tenuous nature of the self-employed, 
particularly those in rural areas, with respect to income. This is not to say that wage earners 
face no income uncertainty, however. Wage earners are subject to shifting employment 
patterns and sometimes-uncertain job prospects that the self-employed simply do not face to 
the same degree. However, once a job is acquired, these studies seem to agree that it is the 
self-employed or rural workers who face the greatest income uncertainty. And it is farmers 
who may be viewed as the most vulnerable to income uncertainty of all. For example, a 
study of workers in Poland revealed a polarization of incomes among the self-employed, but 
it was predominantly farmers who clustered at the bottom of the income distribution while 
other self-employed persons occupied the top (Milic-Czerniak, 1996). In this study, 56% of 
farmers could be classified as low-income and it was those farmers who experienced the 
most dramatic decline in income during difficult economic times. Regardless of region, it 
makes sense that farmers would experience the greatest income variability because they face 
simultaneous risks due to weather, markets, and government policies. 
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Interpersonal Trust 
However, there are risks other than those with respect to income, namely risk from 
others' behaviors, such as costs incurred as a result of others' criminal activities or the lack 
of a social safety net that may be relied upon in times of financial difficulties. With respect 
to this type of risk, it is people in socially disadvantaged groups who face the most risk 
(Ross, Mirowsky, and Pribesh, 2002). One would expect then that people living in urban 
areas would experience higher risk (as measured by lack of trust). One study confirms this, 
finding lower levels of trust in Chicago when compared to less populated areas (Ross et al, 
2002). It is interesting to note, however, that this study did not find differences in trust 
between suburbs of Chicago, small towns, or rural areas. A second study, this time in Costa 
Rica, found similarly that rural people had higher levels of trust than those in more urban 
areas (Seligson and Salazar X, 1979). When interpersonal trust was separated from trust in 
the government in this same study, interpersonal trust remained higher in rural areas, but trust 
in the government was higher in urban areas. This seems to support the idea that there is an 
inverse relationship between trust in abstract systems (government) and interpersonal trust13. 
However, trust in abstract systems is not necessarily only present in urban areas. Foster 
(2002) found remarkable levels of trust in an abstract system (money) by documenting how it 
had been incorporated into rural ceremonies in Papua New Guinea. In this sense, there is 
evidence that rural people do trust abstract systems because a people in a society far removed 
from Western culture adapted to and developed trust in a governmental institution. 
13 This also suggests that one should use factor analysis to look at different types of trust that 
may be present in a general line of questions about trust. 
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Risk, Trust, and Consumption/Credit Cards 
Regardless of where levels of risk or trust are highest, several studies can help us 
understand the relationship between risk, trust, and the other key concepts of this study. For 
example, Beck (2001) notes that higher levels of economic risk may lead to lower 
consumption. Presumably, this would be translated into higher savings and thus support the 
hypothesis put forth at the beginning of this section. In contrast, those who experience less 
interpersonal trust may come to rely more on abstract systems, such as consumption. This 
can be inferred from a study finding that children from disrupted families were found to 
engage more frequently in compulsive buying (Rindfleisch, Burroughs, and Denton, 1997). 
This may also be inferred from a study where individuals with higher levels of anxiety were 
found to have higher credit card debt to income ratios (Drentea, 2000). This issue should be 
examined further, but at this point I would like to propose several hypotheses related to the 
literature on risk and trust before I return to the main discussion of consumption, savings, and 
credit cards. 
Risk and Trust Hypotheses 
A line of inquiry revolving around measures of trust fits well into the general 
framework within which I have been placing hypotheses. If a person places trust in savings, 
credit cards, or consumption, it implies that that person views these concepts as means. It 
would not make sense for one to trust a "norm" or a "trophy" in any meaningful way. The 
hypotheses that follow, therefore, engage the three key concepts of this study from the means 
position. Keynes' theory and Friedman's permanent income hypothesis predict that 
individuals will save to counter unexpected risks. I hypothesize that households facing more 
financial risk will seek to buffer that risk by holding higher levels of savings (Hypothesis #7). 
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Giddens theory of trust in abstract systems, through which I argued that savings and credit 
cards exhibit some degree of interchangeability, can be used to extend Keynes' and 
Friedmans' theories to credit cards. In this sense, financial risk can be countered by holding 
larger credit card reserves. I therefore also hypothesize that households facing more financial 
risk maintain larger credit card reserves (Hypothesis #8). 
The third risk/trust hypothesis I propose stems from the research findings on 
consumption. In these study findings, individuals facing lower interpersonal trust engaged in 
more consumerist behavior. These findings do not necessarily match well with the preceding 
two hypotheses. One the one hand, persons facing more financial risk save more and on the 
other those having less interpersonal trust consume more. This apparent contradiction may 
be resolved if we maintain the differentiation between financial risk and interpersonal trust. I 
hypothesize that households facing lower levels of interpersonal trust will exhibit greater 
consumption (Hypothesis #9). 
Credit Cards 
Introduction 
It is widely accepted that the advent of the credit card in the 1950's changed the 
world of consumption (Whitely in Miles and Paddison, 1998). In spite of this, however, 
credit card behaviors and impacts remain under-studied (Edelberg and Ritzer according to 
Drentea, 2000). At the tum of the millennium, there were 158 million credit cardholders in 
the U.S. holding about 248 million Visa cards and 181 million MasterCards (Manning 2000 
in Ritzer, 2002). Without counting store, gas, or other types of credit cards, this equates to 
about 2.71 credit cards per cardholder. Fumham and Goletto-Tankel (2002) found that 
British youth now use credit, debit, or store cards for 39.6% of all purchases. 
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While it can be seen that credit cards have become a common part of many people's 
lives, studies have found that people fear credit cards (Ards and Myers, 2001). Not 
surprisingly, credit card debt frequently is viewed as non-normative (Drentea, 2000). This 
fear may result from a belief that the mere availability of a credit card will lead to 
uncontrolled spending. Studies have shown how spending becomes less controllable when 
credit cards are available (Schor, 1998; Roberts and Martinez, 1997). This may be part of the 
reason why average total household consumer debt has risen to the point where it 
approximately equals average household income (Schor, 1998). Schor follows up on this 
assertion by noting that credit card marketers have successfully led consumers to hold more 
credit cards and to borrow more on these cards. In her analysis of the television show Debt 
which aired on the Lifetime channel during the mid 1990' s, Merskin ( 1998) argues that 
consumer debt has been viewed as a "sin." However, Merskin also notes how this show 
reveals the normalization of consumer debt. Others have likewise found that credit cards 
have become de-stigmatized through users' experience with them (Maital and Maital, 1994). 
While fear of credit cards may persist, it may be that this fear is declining over time. For this 
reason, it may be wise to be slow to judge credit cards as a "sin" and balance our analysis 
with the positives that may exist as well (Ritzer, 2002). Following this line of reason, 
analyzing credit cards as a form of savings, as outlined in the preceding chapter (and 
supported by the findings of Redmond, 2000), may help provide for a more balanced 
analysis. 
Forms of Credit Card Usage 
Credit cards, just as with consumption and savings, can take on a surprisingly large 
variation of meanings and uses. While most people view credit cards as a tool of 
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convenience rather than a type of installment loan, most cardholders do actually pay some 
amount of finance charge in a given year (Schor, 1998). This does not happen only because 
people miscalculate incomes and overspend, but also because of financial crises that 
probably could not have been foreseen (Drentea, 2000). For this reason, it is important to not 
automatically conclude that credit card debt is the result of over-consumption. For some 
segments of the population, credit cards are used as installment loans. One study notes that 
disadvantaged social groups rely on credit cards (and savings) while those with higher 
income rely on home-equity loans (and stocks) (Ards and Myers, 2001). Three decades 
earlier, another study found that lower-income individuals tended to use credit cards more 
frequently, for more routine items, and in place of bank loans while higher-income 
individuals used credit cards infrequently, primarily for luxury goods purchases, and for 
convenience (Plummer, 1971). 
Credit Cards and Income 
Based on these findings, one would expect credit card use and debt to be strongly 
associated with income (for a good review of this relationship, see Medina and Chau, 1998). 
However, studies have generally found that credit card usage no longer occurs as it did in the 
1970' s. Plummer ( 1971) found that credit card usage did increase with income, but that 
credit card debt decreased as income rose. Drentea (2000) finds that credit card debt now 
rises as income increases. Schor (1998) also notes this and concludes that individuals with 
higher incomes have more social exposure to those with even greater incomes (such as one's 
supervisor) and thus feel pressured to mimic a more expensive lifestyle and spend beyond 
their means. 
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Credit Cards and Education 
If credit card usage and debt both rise as income rises, one would also expect usage 
and debt to rise as education rises. This appears to be the case. Plummer (1971) found that 
credit card usage increased as education increased. More recent studies have also found that 
credit card debt increases as education increases (Drentea, 2000; Medina and Chau, 1998). 
Credit Cards and Age 
According to the life-cycle hypothesis, borrowing should be most heavy among the 
young, decline with repayment in middle age, and be minimal or non-existent after 
retirement. There is no reason to believe that this hypothesis cannot be applied to credit card 
debt as well. Several studies lend support to this hypothesis. One study found that credit 
card use declines as age increases (Medina and Chau, 1998). Another found that credit card 
debt was higher among the young and virtually non-existent among the elderly (Drentea, 
2000). However, Plummer (1971) found credit card usage to be highest among the middle-
aged rather than among the young. This may be an outdated finding, but more recent studies 
have found that credit card debt is low among the young (Fumham and Goletto-Tankel, 
2002) and higher among the middle-aged (Drentea, 2000). 
Credit Cards and Place 
I could only find one study that directly addressed the impact of place on credit card 
usage or debt. Plummer (1971) found that credit card usage was higher among urban 
populations when compared with rural populations. However, with the spread of merchant 
acceptance of credit cards in the intervening three decades, it is highly likely that this finding 
should be disregarded. What we see here then is that we know very little about how credit 
66 
card use and debt varies between rural and urban areas and between farmers and non-
farmers. 
Credit Card Hypotheses 
While there has been little examination of regional differences in credit card usage, I 
nonetheless propose hypotheses similar to those put forward earlier with respect to 
consumption and savings. There is sufficient empirical evidence to suggest that credit card 
usage "norms" have homogenized within the U.S. The pattern that has emerged, once again 
controlling for life-cycle variables, is that credit card usage and debt both increase as income 
and education increases. There is also some indication that this pattern curtails at higher 
income levels. As discussed above, individuals with high incomes are much more likely to 
utilize home-equity loans in place of credit card debt. Thus credit card debt may initially rise 
and then fall off. 
The theoretical framework established in the preceding chapter suggests that one 
examine the norms of credit card behavior in addition to the means and ends aspects of that 
behavior. In the theory described in the previous chapter, there was no explicit theory that 
could be applied to the study of credit card norms. Nonetheless, I will proceed with an 
analysis in order to remain consistent with my analyses of consumption and savings. To 
examine these credit card norms, I need to compare the patterns found in other studies with 
the patterns found in the present study. To do this, I propose two hypotheses. I hypothesize 
that rural and farm households conform to this "norm" of credit card debt (Hypothesis #10). 
I also hypothesize that there are no significant differences in credit debt patterns between 
farmers and non-farmers (Hypothesis #11). 
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To capture the ends perspective as outlined in the previous chapter, I need to examine 
ways in which the display of credit cards may be present among the study sample. This 
display element of credit was suggested by Simmel, who argued that the use of credit served 
to enhance the reputation of the person demanding that credit. It is highly unlikely that credit 
card debt, although perhaps normalized among the general population, constitutes a "trophy" 
to be displayed to others. Credit card usage, however, may still have this characteristic. 
While Simmel's notion of honor in credit usage has been around for a long time, it may 
retain some use in the present study. Undoubtedly, the meaning of credit has changed. 
However, one study notes the idea that cash payment is a sign of bad credit (Ards and Myers, 
2001). One might use credit cards to demonstrate to others one's good standing with 
creditors. In this sense, credit card usage can be viewed as a type of "trophy." I hypothesize 
that increased credit card usage will be positively related to higher income levels (Hypothesis 
#12). 
Conclusion 
As I conclude this literature review, it should be clear that consumption has by far 
received the most empirical attention. While the evidence related to savings is certainly less 
abundant, it has also been studied fairly well. The same however cannot be said for credit 
cards. The literature available for review of this key concept is sparse to say the least. This 
is one of the gaps in the literature that the present study hopes to help fill. 
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Table 2. Summary of Hypotheses for Savings, Credit Card, and Consumption 
Patterns by Normative, Means, and Ends Positions. 
Hvootheses Conceot Position 
#1: The data from the farm poll and rural poll will show Consumption Normative 
that consumption amounts are positively correlated with 
household income, but at a declining rate (Page 51) 
#2: There will be no significant differences in the Consumption Normative 
consumption/income relationship between the farm and 
rural poll data (Page 51) 
#3: Respondents exhibiting a monetary orientation and Consumption Ends 
materialistic orientation will exhibit the highest 
consumption levels (Page 52) 
#4: Savings levels among rural and farm households will Savings Normative 
be positively correlated with household income at an 
increasing rate over the lower income range and at a 
decreasing rate over the higher income range (Page 57) 
#5 There will be no significant differences in the Savings Normative 
savings/income relationship between the farm and rural 
poll data (Page 57) 
#6: Respondents exhibiting a monetary orientation but not Savings Ends 
a materialistic orientation will exhibit the highest savings 
levels (Page 58) 
#7: Households facing greater financial risk will seek to Savings Means 
buffer against that risk by holding higher levels of savings 
(Page 61) 
#8: Households facing greater financial risk will seek to Credit Cards Means 
buffer that risk by holding higher levels of credit card 
reserves (Page 62) 
#9: Households with lower levels of interpersonal trust Consumption Means 
will exhibit higher levels of consumption (Page 62) 
#10: Credit card debt levels will be positively correlated Credit Cards Normative 
with income over the lower income range but will become 
negatively correlated over the higher income range (Page 
66) 
#11: There will be no significant differences in the credit Credit Cards Normative 
card debt/income relationship between the farm and rural 
poll data (Page 66) 
#12: Credit card usage will be positively and linearly Credit Cards Ends 
correlated with household income (Page 67) 
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Chapter Four: Research Methods 
The Unit of Analysis 
In the literature review in the preceding chapter, there is little consistency in the unit 
of analysis. Some studies examine savings, credit, or consumption using the individual as 
the unit of analysis. Others examine these concepts at the household level. Yet others pursue 
an aggregate analysis where entire communities, regions, or nations are the unit of analysis. 
The data available for this study were obtained at the household level. The household unit of 
analysis, however, entails both methodological advantages and shortcomings. 
Beck (2001 :264) expresses little respect for the household as unit of analysis, calling 
it part of "zombie sociology." He argues that our present definitions of households no longer 
adequately capture the members living within. For example, a household may consist of a 
nuclear family only, several members of an extended family, a single individual, a single 
parent with children, cohabitating couples, gay or lesbian partners, and many other 
variations. In this sense, it is limiting to collapse all this variety into one catchall category. 
The data gathered in the course of this study do not include variables that capture household 
structure. In this sense, I am proceeding on the assumption that the household, regardless of 
its specific form, remains a valid level of measurement. Most of the studies I reviewed 
proceed using the same assumption. 
A second drawback in using the household as the unit of analysis exists when one 
looks at individuals' consumption within a given household. Historically, the single member 
of a given household most frequently associated with consumption activities has been the 
female. I found numerous studies that framed consumption as a gendered activity, where 
females consume more than males (Bihagen, 1999; Conroy, 1998; Katz-Gerro, 2002; Schor, 
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1998). However, other studies have questioned this interpretation. Cook (1995), Nyman 
(1996), and Plummer (1971) conclude that we must differentiate from women as consumers 
for themselves and women as purchasing agents for the household. Cook (1995), Hilton 
(2002), and McRobbie (1997) go further, stating that the notion of consumption as women's 
"work" has only emerged since about 1920. 
The distinction between consumption for oneself and consumption on behalf of others 
is important. Using the household as the unit of analysis does tend to hide some information 
because household resources are not shared equally among household members (Nyman, 
1996). Among households with both male and female adults, the majority of resources have 
typically been consumed by the male members (Nyman, 1996; Tomlinson, 2003; Warren, 
Rowlingson, and Whyley, 2001). Among households consisting of women only, equality in 
consumption with male-headed households has likewise been difficult to achieve, especially 
for poor and working-class women (McRobbie, 1997). Utilizing the household as the unit of 
analysis masks these distinctions. 
In spite of these two challenges, using the household as the unit of analysis makes 
sense. According to Proud et al (2001:73), households are an appropriate unit of analysis for 
savings behavior because "they are the site of financial consolidation where individuals, 
especially partners, pool income and expenditure." De Graaf ( 1991) concurs. As stated at 
the beginning of this section, I will be using the household as the unit of analysis. However, 
there are certain steps that may be taken to avoid a complete "masking" of intra-household 
dynamics. 
The data do not include information on respondents' or spouses' genders. However, 
the data permit the distinction between married and unmarried households, and this will be 
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included in my analysis as has been suggested (Diener and Biswas-Diener, 2002). I can look 
at the effects of respondents' and spouses' age and education to differentiate the separate 
impacts these may have on the variables of interest. This method has been used before to 
control for intra-household dynamics in terms of consumption (De Graaf, 1991). 
Additionally, even though a single member of each household completed the 
questionnaire itself, one cannot generalize to the individual. The nature of the questions 
asked of respondents was such that any adult member of the household could provide reliable 
answers. However, these answers were gathered as indications of the household's position 
rather than that of the individual alone. The exclusion of a gender variable therefore only 
limits certain aspects of analysis at the individual level and does not restrict the validity of 
the responses obtained. 
Justification of the Survey Method 
To answer the two research questions posed in the introduction and elaborated in the 
hypotheses found in the preceding chapter, this study will need to obtain frequency and 
distribution information from a large sample of rural Iowa households. Mailed survey 
questionnaires provided the most efficient means of gathering this information. In addition, 
because the nature of the information is especially suited to a survey instrument, mailed 
questionnaires provide valid data for the purpose of answering my research questions. 
The methodology for this study is somewhat different from most survey researches 
because two parallel questionnaires were distributed to two separate samples. The first 
survey - the Iowa Farm and Rural Life Poll (hereafter referred to as the "farm poll") - has 
been mailed to a sample of Iowa farmers in January or February of each year since 1985. 
The 2003 version of this questionnaire was mailed in February. The second survey - the 
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Iowa Rural Life Poll (hereafter referred to as the "rural poll") - was mailed to a sample of 
rural Iowa residents for the first time in March of 2003. Reminder postcards followed the 
initial questionnaire mailings to each household as did replacement questionnaires for those 
households that had not yet responded. The questions contained on the 2003 rural poll were 
a subset of those found on the 2003 farm poll. This parallel question format allows me to 
compare across populations with a high degree of reliability. Additionally, the design of the 
farm poll - a sort of panel design - permits comparisons across time as well as access to 
additional information from a static subset of respondents. I will summarize additional 
details with respect to each sample, response rates, and other methodologically important 
information in a later section of this chapter. 
To enhance the internal validity of the survey instruments, three separate researchers 
carefully screened the question content and wording on multiple occasions throughout the 
development of the survey instruments. This screening process eliminated typographical 
errors as well as provided a check on the appropriateness of the content of each question. 
This screening also entailed a detailed examination of the answer categories to ensure that the 
response categories were mutually exclusive and exhaustive. 
In addition to these considerations, a high ethical standard has been maintained 
throughout the study process. Beginning with the cover letter accompanying the 
questionnaires, explicit attention was made to communicate the voluntary and confidential 
nature of study participation. Identifying information was included on the questionnaires for 
mailing purposes only. All references linking these identifying numbers and actual names 
were removed shortly after the data had been entered. In addition, the data entry work -
performed under contract by the National Agricultural Statistics Service (NASS) of the 
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United States Department of Agriculture (USDA) - was separated from the data analysis 
work - performed by others and myself at Iowa State University. This separation of work 
responsibilities helps to ensure that the final release of results remains free of personal 
identifying information. Finally, the study findings presented in the next chapter will appear 
in aggregate form only. Together, these precautions ensure that respondent confidentiality is 
maintained. 
Implied consent is obtained in this type of study if the respondent completes and 
returns the study questionnaire. The questions asked on each survey were also screened and 
rewritten to reduce the possibility that respondents will feel offended or intruded upon. For 
example, strongly opinionated language was not used with these questions. In addition, 
questions that required respondents to provide potentially sensitive information were worded 
so that respondents would feel more comfortable. For example, rather than ask the 
respondent to provide an exact income figure, the response categories were designed so the 
respondent would only need to identify the income range appropriate to their household 
income levels. Because some information was deemed too sensitive to ask of respondents, 
such as actual credit card balances, the survey questions were designed to minimize the 
quantity of potentially sensitive information asked. 
Description of the Farm Poll 
The sample for the farm poll consists of a large panel of respondents. Beginning with 
the first farm poll in 1985, a statewide random sample of farmers was drawn from the 
USDA's list of farm households in the state. Subsequent years' surveys were then sent to 
this same panel of respondents. The size of this panel is reduced annually by restricting 
questionnaire mailings to those farm households that responded to either of the two 
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preceding years' farm polls. For example, a farm household was included in the 2003 farm 
poll sample if the household had responded to either the 2002 or 2001 farm poll. Thus, a 
household is removed from the panel if a mailed questionnaire is not completed for two 
consecutive years. 
This design, over time, has the potential to lead to a self-selected sample. To 
counteract this tendency, the sample has been periodically refreshed using the current USDA 
list off arm households in the state. This process was last completed prior to the 2000 farm 
poll. For the 2003 farm poll, questionnaires were mailed to 2463 Iowa farm households. Of 
these, 195 were returned as undeliverable, yielding a final sample of 2268 households. 1747 
usable responses were received for a response rate of 77%. If one considers the number of 
responses in comparison to the 4977 households included in the respondent panel for the 
2000 farm poll without making allowances for any undeliverable questionnaires 
accumulating between 2000 and 2003, the response rate was 35%. 
In order to check whether the representativeness of the farm poll has been 
compromised over time, I compared selected demographic variables from the 2003 farm poll 
with those from the 2002 Census of Agriculture (NASS, 2004). A summary of these 
comparisons may be found in Table 3. Substantive differences do appear between the 2003 
farm poll and the 2002 Census of Agriculture. The 2003 farm poll data over-represents farm 
households operating 180 acres or more, with $10,000 or greater gross farm sales14, operators 
aged 55 years or greater, and operators working off-farm 199 days or less each year. 
14 The measurement of gross farm sales for the 2002 census of agriculture includes farm 
program payments while the measurement of gross farm sales for the 2003 farm poll does 
not. Were farm program payments to be included in gross farm sales for the 2003 farm poll, 
the difference between the farm poll and census figures would be larger. 
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Table 3: Comparisons of Selected Demographic Variables between the 2003 Farm 
Poll and 2002 Census of Agriculture (Iowa only) 
Farm Size 
Average farm size (acres) 
Percent of farms sized 1-9 acres 
Percent of farms sized 10-49 acres 
Percent of farms sized 50-179 acres 
Percent of farms sized 180-499 acres 
Percent of farms sized 500-999 acres 
Percent of farms sized 1,000-1,999 acres 
Percent of farms sized 2,000 acres or larger 
Gross Farm Sales 
Percent of farms with sales of less than $2,500 
Percent of farms with sales of $2,500-$9,999 
Percent of farms with sales of $10,000-$99,999 
Percent of farms with sales of $100,000-$499,999 
Percent of farms with sales of $500,000 or more 
Age 
Average age (years) 
Percent of farmers under 25 years of age 
Percent of farmers aged 25-34 years 
Percent of farmers aged 35-44 years 
Percent of farmers aged 45-54 years 
Percent of farmers aged 55-64 years 
Percent of farmers aged 65-7 4 years 
Percent of farmers aged 75 years and over 
Off-Farm Employment 
Percent of farmers with no off-farm work 
Percent of farmers with 1-49 days off-farm work 
Percent of farmers with 50-99 days off-farm work 
Percent of farmers with 100-199 days off-farm work 
Percent of farmers with 200 or more days off-farm work 
I 
2003 Farm I 2002 IA Ag 
Poll Data Census Data 
420 350 
1.2 5.3 
7.3 17.8 
23.9 26.8 
36.3 27.3 
20.5 14.4 
9.1 6.9 
1.8 1.4 
6.5 26.0 
7.6 9.6 
48.6 34.2 
33.0 24.9 
4.2 5.2 
59.4 54.3 
0.0 1.8 
1.2 6.9 
8.6 20.6 
25.6 27.3 
30.4 21.6 
22.8 14.3 
11.3 7.4 
57.6 44.3 
8.5 7.1 
4.4 3.7 
7.6 7.4 
21.9 37.6 
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The data from the 2003 farm poll may only cautiously be generalized to the Iowa 
farm population based on this information. Respondents to the 2003 farm poll are more 
likely than the overall Iowa farm population to operate a more "traditional" farm: a farm 
where the farm operator considers farming to be his/her primary occupation. The opinions 
given by these respondents may then be generalized to other similar farm households but not 
necessarily to all farm households. 
Description of the Rural Poll 
The sample for the rural poll consists of a statewide random sample of rural Iowa 
households purchased from Experian15 • A rural Iowa household was defined as any 
household in the state of Iowa whose zip code does not correspond to a municipality with a 
population in excess of 25,000 people or correspond to a municipality physically adjacent to 
a municipality with a population in excess of 25,000 people. For a detailed listing of 
municipalities (and corresponding zip codes) that were excluded from this sample, see 
Appendix A. Experian drew a random sample of 6000 households, using this list of excluded 
zip codes. Questionnaires were mailed to these 6000 households. 671 questionnaires were 
returned as undeliverable, yielding a final sample size of 5329. 2288 surveys were returned, 
yielding a response rate of 43%. 
Definitions and Operationalizations of Key Concepts 
In the hypotheses outlined in the previous chapter, I put forth multiple key concepts and the 
expected interrelations between many of them. While some of these concepts seem self-
15 Experian is a private company that maintains a comprehensive database of personal 
information on US residents. While a major portion of their business consists of the 
provision of credit reports to lending institutions, Experian also provides mailing lists that 
can be used for survey work. 
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explanatory, a more detailed discussion of definitions and operationalizations is necessary at 
this time. This section will outline how I defined the variables put forth in the hypotheses 
and how these variables were measured on the various questionnaires. A complete copy of 
the 2002 farm poll, 2003 farm poll, and 2003 rural poll may be found in Appendix B, C, and 
D respectively. 
Hypothesis #1 addresses the expected relationship between income, individual 
education levels, consumption quantities, and consumption proportions. The concept of 
income may be further differentiated into household income and gross farm income. 
Household income may be defined as the liquid financial resources stemming from paid 
work, asset sales, investment returns, gifts, or government transfer payments from all adult 
members of a household16 net of any taxes, involuntary deductions, or asset acquisition costs. 
In its pure form, household income is a continuous variable. However, respondents to both 
the rural poll and the farm poll were asked to indicate the categorical income range within 
which their total household income belonged. Specifically, respondents were asked to 
"please circle the category that best represents your total family income from all sources for 
2002, including the sale of farm products, off-farm work, pensions, etc." Respondents were 
provided with eight response categories: 1) Less than $2,500, 2) $2,500 to $9,999, 3) $10,000 
to $19,999, 4) $20,000 to $34,999, 5) $35,000 to $49,999, 6) $50,000 to $74,999, 7) $75,000 
to $99,999, and 8) $100,000 or more. In a certain sense, this operationalization is 
problematic because it does not specify that households provide their after-tax income. 
However, this does provide an adequate measure of household income. 
16 A household is defined as all individuals who share a primary residence. A household is 
operationalized as all persons living at a common address. 
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As suggested by Milic-Czerniak ( 1996) and Coughenour ( 1992), respondents engaged 
in farming as an occupation may engage in economic decisions on the basis of gross farm 
income rather than total household income. For this reason, hypothesis #1 may be examined 
among farmers with respect to both household and gross farm income. Respondents to the 
farm poll were asked to provide a measure of their gross farm income. Gross farm income is 
defined as the total of all farm related commodity sales prior to receipt of farm program 
payments and prior to deductions for production related expenses. Gross farm income was 
measured by asking farm poll respondents, "which category best represents your gross farm 
sales for 2002?" Respondents were provided with eight response categories: 1) Less than 
$2,500, 2) $2,500 to $9,999, 3) $10,000 to $19,999, 4) $20,000 to $39,999, 5) $40,000 to 
$99,999, 6) $100,000 to $249,999, 7) $250,000 to $499,999, and 8) $500,000 or more. This 
provides a measure of gross farm sales that then serves as a proxy for gross farm income. 
Individual education levels may be defined as the number of years of formal 
schooling received by an individual at the time the questionnaire was completed. 
Respondents to both the farm poll and the rural poll were asked to indicate the number of 
years of education the respondent and the respondent's spouse had obtained. This provides a 
measure of respondents' and (if married) spouses' education. As discussed earlier in this 
chapter, the relationship of both measures of education will be included in the analysis of 
consumption, savings, and credit card patterns. 
Defining and operationalizing consumption quantities and proportions present a 
challenge in the present study. While consumption quantity may be defined as the dollar 
amount spent during the most recent calendar year on purchases, loan payments, and other 
living expenses (including taxes) by all members of a household and consumption proportion 
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may be defined as the ratio of consumption quantity to household income, direct questions of 
this nature were not asked. As described above, respondents to both the farm poll and the 
rural poll were asked to provide a measure of household income. In addition, respondents to 
both polls were asked to indicate the percent of total family income contributed to a bank 
related savings vehicle, which could include regular savings accounts, certificates of deposit, 
etc. While I recognize that contributions to savings accounts and household consumption 
together do not equal 100% of total household income, the operationalized measures of 
consumption quantities and proportions will proceed on this limiting assumption. 
Consumption quantities may be measured by multiplying the average income within each 
respective respondent's chosen net income response category by one minus the percentage of 
household income contributed to a savings account. For example, a household that saves 
10% of total household income and has household income falling between $20,000 and 
$34,999 would be calculated as 90% of $27,499.50, which equals $24,749.55. Consumption 
proportions may be measured as one minus the percentage of household income contributed 
to a savings account. This method provides a measure of consumption quantities and a 
measure of consumption proportions. 
Hypothesis #3 describes the expected relationship between consumption and a 
combination of two distinct lifestyle orientations: 1) monetary and 2) materialistic. A 
monetary orientation is defined as the importance of financial gain as a household objective. 
A materialistic orientation is defined as the importance of purchased items as a household 
objective. Respondents to the 2002 farm poll were asked questions related to these two 
definitions. Respondents were asked, "How would you rank the importance of each of the 
following objectives/goals of your farm?" Among the objectives were "making money" and 
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"maintaining a comfortable lifestyle." With respect to each of these objectives, respondents 
were asked to indicate whether the importance of the objective on a five-point scale ranging 
from "not important" to "very important." Responses to the objective of "making money" 
provide a measure of monetary orientation. Responses to the objective of "maintaining a 
comfortable lifestyle" provide a measure of materialistic orientation. Because this line of 
questioning was only present on the 2002 farm poll, hypotheses relying on these variables 
may only be examined among respondents to the 2003 farm poll who also participated in the 
2002 farm poll. 
Hypothesis #4 describes the expected relationship between savings behavior and 
income or education. As I described above with respect to consumption, savings may be 
differentiated into savings quantities and savings proportions. Savings quantity may be 
defined as the dollar amount retained from household income during the most recent calendar 
year after deducting all purchases, loan payments, and other living expenses made by all the 
members of a household. Savings proportion may be defined as the ratio of savings quantity 
to household income. Neither of these concepts was directly measured as they have been 
defined, although the operationalization of savings proportion is reasonably similar. Savings 
proportion was measured by asking respondents to indicate the percentage of the total family 
income contributed to a savings account. Savings quantity may be measured in a manner 
analogous to that used to measure consumption quantity. By multiplying the measure for 
savings proportion by the average income within each respective respondent's chosen net 
income response category. For example, the savings quantity of a household with 
contributions to savings of 10% and household income between $20,000 and $34,999 would 
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be calculated by multiplying 10% by $27,499.50, yielding a savings quantity of $2,749.95. 
This provides a measure of savings quantities and a measure of savings proportions. 
Hypothesis #7 relies on the concept of financial risk. This may be defined as the 
degree to which a household's net income is subject to short-term and long-term fluctuations. 
One possible measure of this is farm versus non-farm occupation. As described in the 
previous chapter, research has found that farmers' incomes have greater variation and are far 
more likely to be low when compared to non-farmers' incomes. Respondents to the farm 
poll are individuals in households where all or a portion of household income derives from 
farm activities. Respondents to the rural poll, while including some farmers, are much more 
likely to obtain income through wage labor. It is then possible to create an ordinal scale of 
financial risk based on the approximate percentage of income obtained through farm work. 
Respondents to the farm poll were asked, "What percent of your total family income is from 
the farm?" 17 Respondents were then presented with five response categories: 1) Less than 
10%, 2) 11 % to 25%, 3) 26% to 50%, 4) 51 % to 75%, and 5) 76% to 100%. To construct a 
scale measure of financial risk, respondents to the rural poll are automatically assigned a 
score of one18, representing the lowest amount of financial risk. Respondents to the farm poll 
are assigned a financial risk score based on the percent of total income from the farm. Those 
obtaining less than 10% from the farm are assigned a score of two, 11 % to 25% a score of 
17 The percentage of total family income from the farm yielded a Pearson correlation of .554, 
significant at the .01 level, with gross farm income. Because of this high level of correlation, 
this measure of financial risk adequately takes into account farm sales. In the analysis, it will 
therefore not be necessary to conduct a separate analysis of this correlation for each level of 
ftross farm income. 
8 I recognize that an unknown percentage of the respondents to the rural poll are engaged in 
farming as an occupation. However, responses to the rural poll may still be classified 
differently because only a subset are farmers while the entire sample for the farm poll are 
engaged in farming. 
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three, 26% to 50% a score of four, 51%to75% a score of five, and 76% to 100% a score of 
SIX. 
Hypothesis #8 utilizes the concept of credit card reserves. This may be defined as the 
dollar amount available through credit card, gas card, or store card lines of credit. While I do 
not have a direct measure of this, I do have available the number of such cards held by each 
household. I acknowledge that the available credit limits attached to these cards varies from 
card to card within a household and between households. However, the number of credit 
cards should provide some measure of the more general concept. While the number of credit 
cards held by a household is technically a ratio level variable, because this information is 
being used as a proxy for credit card reserves, I will treat it as an ordinal level measure in my 
analysis. 
Hypothesis #9 relies on the concept of interpersonal trust. This may be defined as the 
degree to which a household relies on or, conversely, is wary of others in and near one's 
place of residence. Respondents to both the farm poll and rural poll were asked how strongly 
they disagreed or agreed (measured on a five point scale ranging from strongly disagree to 
strongly agree) that they 1) "can always count on my neighbors when (they) need help," 2) 
"feel the need to keep the doors locked when no one is at home," 3) "don't worry too much 
about theft because my neighbors keep a watchful eye on my property," and that 4) 
"compared to other communities, my neighbors have more trust in each other." The 
responses to these four questions will then be added19 to create a measure of interpersonal 
19 The addition of the responses to these four statements may only be undertaken after 
recoding the responses to some of the questions because of question wording. For instance, a 
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There are, however, alternative operationalizations of the concept of interpersonal 
trust that may be calculated for those respondents to the 2003 farm poll who also responded 
to the 2002 farm poll21 • Respondents to the 2002 farm poll were asked to respond to a series 
of seven statements22: 1) the general, ethical standards in society have declined, 2) at one 
time a person's word was as good as a signed contract; now you must get it in writing, 3) I 
used to take a person's word as a measure or his/her honor, but now-a-days you can't always 
simply accept what a person tells you, 4) even among friends and neighbors, I am concerned 
that they no longer feel obliged to honor their word, 5) often people admit they are not being 
ethical in paying the full amount of their taxes, 6) one reason ethical standards have declined 
is that people have lost respect for authority, and 7) farmers' ethical standards have declined. 
A second line of questions23 asked respondents, "over the last ten years, how have ethical 
standards changed among the following." The nine groups identified include 1) local 
merchants, 2) farmers, 3) elected local officials, 4) lenders, 5) elected state officials, 6) 
agribusiness in your community, 7) clergy, 8) neighbors, and 9) youth and young adults. 
respondent who strongly agreed that "I can always count on my neighbors when I need help" 
receives a raw score of five as does a respondent who strongly agrees that "I feel I need to 
keep the doors locked when no one is at home." Therefore, the raw response scores for 
statement two must be reversed prior to final scale calculation. 
20 I used Cronbach' s Alpha test of scale reliability for this measure. For the farm poll, this 
test yielded an Alpha of .5934 while for the rural poll this test yielded an Alpha of .5757. 
21 Unfortunately, parallel data is not available for respondents to the rural poll and the 
analysis using this line of questions is limited to a subset of farm poll respondents, as 
described above. 
22 I used factor analysis and Cronbach's Alpha test of scale reliability for this measure. All 
seven components of this scale loaded on a single factor, which accounted for 46.29% of the 
total variance in the scale. Cronbach's test yielded an Alpha of .7988. 
23 I used factor analysis and Cronbach's Alpha test of scale reliability for this measure. All 
seven components of this scale loaded on a single factor, which accounted for 42.53% of the 
total variance in the scale. A subset of the scale items loaded on a second factor, which 
accounted for an additional 12.79% of the variance. Cronbach's test yielded an Alpha of 
.8286. 
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Hypothesis #10 adds the concepts of credit card usage and credit card debt to the list 
of concepts to be used in the current study' s analysis section. Credit card usage may be 
defined as the frequency with which a household uses a credit card, gas card, or store card to 
make purchases. Credit card debt may be defined as the total dollar amount presently owed 
on all credit cards, gas cards, and store cards. Respondents were not asked directly how 
much money they owed on credit cards. They were asked, "Do you generally pay off your 
credit card balances nearly every month?" In addition, respondents were asked, "Have your 
credit card balances increased, decreased, or remained constant over the past two years?" 
However, many respondents indicating they generally paid off their credit card balances also 
responded that their balances had increased substantially. Based on this contradictory set of 
responses, one becomes uncertain whether the indication of increased credit card balances 
was interpreted as increased credit card debt or increased credit card usage. To maintain 
validity, this question should not be included in the analysis. Therefore, the 
operationalization of credit card debt consists of a measurement of whether the household 
has credit card debt or does not. 
The operationalization of credit card usage is much less problematic. Respondents 
were asked, "How often do you use your credit card for the following purchases?" 
Respondents were then presented with six types of purchases: 1) clothing, 2) vacation/travel, 
3) appliances and furniture, 4) eating out/entertainment, 5) groceries, and 6) gasoline and 
asked to rate their frequency of use on a five-point scale ranging from "never" to "always"" 
The summation of these responses provides a measure of credit card usage24• 
24 I used Cronbach's Alpha test of scale reliability for this measure. For the farm poll, this 
test yielded an Alpha of .8242 while for the rural poll this test yielded an Alpha of .7901. 
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The next chapter will contain more detailed descriptions of the actual data from the 
2003 farm poll and 2003 rural poll and describe my tests of the hypotheses. 
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Chapter Five: Study Findings 
As anticipated prior to the distribution of the rural poll and farm poll questionnaires, 
respondents were somewhat reluctant to reveal personal financial information. In particular, 
the response rates for the questions regarding credit card usage were markedly lower than the 
more general response rates. Of the 2288 usable responses to the rural poll, 2171 
respondents completed the questions on savings and 1850 completed at least a subset of the 
questions concerning credit cards. Of the1747 usable responses to the farm poll, 1690 
respondents completed the questions on savings and 1502 completed at least a subset of the 
questions concerning credit cards. 
This chapter will begin with a summary of the frequencies and distributions of the 
responses to the demographic, savings, and credit card questions for both the rural poll and 
the farm poll. Following this, I will present a statistical and descriptive evaluation of the 
hypotheses set forth in chapter three. 
Demographic Summary 
Respondents to the rural poll ranged in age from 19 to 96 years, averaging 54.65 
years of age. Respondents indicated their spouses (if applicable) ranged in age from 19 to 92 
years, averaging 52.40 years of age. Respondents indicated an average of 13.52 years of 
education (some college) with responses ranging from five to 25 years of education 
(elementary to post-doctorate). Respondents indicated their spouses averaged 13.41 years of 
education with responses ranging from six to 22 years of education. Median household 
income fell in the $35,000 to $49,999 range. A comparison of demographic characteristics 
between respondents to the rural poll and respondents to the farm poll may be found in table 
4. 
87 
Table 4. Comparisons of Respondent Demoeraphic Characteristics. 
Farm Poll Rural Poll 
Mean Respondent Age 59.39 54.65 
Mean Spouse Age 56.95 52.40 
Mean Respondent Education 13.20 13.52 
Mean Spouse Education 13.51 13.41 
Median Gross Income $40,000 to $99,999 
Median Net Income $35,000 to $49,999 $35,000 to $49,999 
Median Percent of Income from Farm 26% to 50% 
Respondents to the farm poll ranged in age from 24 to 90 years, averaging 59.39 
years of age. Respondents indicated their spouses (if applicable) ranged in age from 25 to 94 
years, averaging 56.95 years of age. Respondents indicated an average of 13.20 years of 
education (some college) with responses ranging from five to 22 years of education 
(elementary to post-doctorate). Respondents indicated their spouses averaged 13.51 years of 
education with responses ranging from eight to 21 years of education. Median gross farm 
income fell in the $40,000 to $99,999 range. Median household income fell in the $35,000 to 
$49,999 range. The median percent of household income derived from the farm fell in the 
26% to 50% range. 
Among respondents to the rural poll, 79 .4% (1723 of 2171 respondents) indicated 
their household had a savings account. Among those respondents with savings accounts, 
58.6% (980 of 1672 respondents) indicated their household regularly deposited money into 
this savings account. When asked to characterize how their savings balance had changed 
over the previous one-year period, 2.2% (38 of 1706 respondents) indicated their savings 
account balance had increased substantially, 32.9% (561of1706 respondents) indicated their 
balance had increased, 30.1 % ( 514 of 1706 respondents) indicated their balance had 
remained the same, 26.4% (451of1706 respondents) indicated their balance had decreased, 
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Table 5. Summary of Fann Poll and Rural Poll Responses to Questions Pertaining to 
Savin2s Accounts. 
Fann Poll Rural Poll 
Percent with a savings account 78.7 79.4 
Percent regularly contributing to this savings account 54.2 58.6 
Balance trends 
Increased substantially 3.5 2.2 
Increased 31.8 32.9 
Remained the same 32.6 30.1 
Decreased 23.2 26.4 
Decreased substantially 8.8 8.3 
Average percent of income saved 9.97 9.54 
and 8.3% (142 of 1706 respondents) indicated their balance had decreased substantially. 
Respondents to the rural poll with savings accounts, on average, save 9.54% of their 
household income with responses ranging from 0% to 75%. A comparison of these 
responses with the responses to the fann poll may be found in table 5. 
Among respondents to the fann poll, 78.7% (1288of1637 respondents) indicated 
their household had a savings account. Among those respondents with savings accounts, 
54.2% (632of1163 respondents) indicated their household regularly deposited money into 
this savings account. When asked to characterize how their savings balance had changed 
over the previous one-year period, 3.5% (42 of 1201 respondents) indicated their savings 
account balance had increased substantially, 31.8% (382of1201 respondents) indicated their 
balance had increased, 32.6% (392of1201 respondents) indicated their balance had 
remained the same, 23.2% (279 of 1201 respondents) indicated their balance had decreased, 
and 8.8% (106 of 1201 respondents) indicated their balance had decreased substantially. 
Respondents to the rural poll with savings accounts, on average, save 9.97% of their 
household income with responses ranging from 0% to 50%. 
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Among respondents to the rural poll, households held an average of 3.37 credit cards 
with responses ranging from one to 25 credit cards per household. Seventy percent of rural 
poll respondents indicated they generally paid their full credit card balances each month 
(1291 of 1845 respondents). When asked to characterize how their credit card balances had 
changed over the previous two-year period, 4.1 % (74 of 1812 respondents) indicated their 
balances had increased substantially, 15.9% (289 of 1812 respondents) indicated their 
balances had increased, 56.8% (1029 of 1812 respondents) indicated their balances had 
remained the same, 17 .3 % (313 of 1812 respondents) indicated their balances has decreased, 
and 5.9% (107 of 1812 respondents) indicated their balances had decreased substantially. A 
comparison of these responses to the responses to the farm poll may be found in table 6. 
Among respondents to the farm poll, households held an average of 3.05 credit cards 
with responses ranging from zero to 40 credit cards per household. Eighty-nine percent of 
rural poll respondents indicated they generally paid their full credit card balances each month 
(1327 of 1485 respondents). When asked to characterize how their credit card balances had 
changed over the previous two-year period, 1.1 % (15 of 1422 respondents) indicated their 
balances had increased substantially, 9.5% (135 of 1422 respondents) indicated their 
Table 6. Summary of Farm Poll and Rural Poll Responses to Questions Pertaining to 
Credit Cards. 
Farm Poll Rural Poll 
Average number of credit cards per household 3.05 3.37 
Percent generally paying off these credit cards each month 89.4% 70.0% 
Balance trends 
Increased substantially 1.1 % 4.1% 
Increased 9.5 15.9 
Remained the same 76.2 56.8 
Decreased 10.3 17.3 
Decreased substantially 3.0 5.9 
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balances had increased, 76.2% (1084of1422 respondents) indicated their balances had 
remained the same, 10.3% (146 of 1422 respondents) indicated their balances has decreased, 
and 3.0% (42 of 1422 respondents) indicated their balances had decreased substantially. 
Respondents to both the rural poll and farm poll were asked to indicate the frequency 
with which they used a credit card to make selected types of purchases. By constructing a 
scale measure based on these responses, I can compare these usage patterns between the two 
respondent groups. There are six five-point scales that are then, as described in the previous 
chapter, summed to create a 30-point composite scale. On average, respondents to the rural 
poll use a credit card marginally more frequently to make clothing purchases and 
substantively more frequently to make appliance and furniture purchases. On average, 
respondents to the farm poll use a credit card marginally more frequently to make 
vacation/travel, eating out/entertainment, and groceries purchases while using a credit card 
substantively more frequently to purchase gasoline. However, these differences largely 
cancel out in the composite measure, where respondents to the farm poll use credit cards to 
make purchases only marginally more frequently than respondents to the rural poll. A 
summary of these means may be found in table 7. A summary of the percentage distributions 
upon which these means are based may be found in table 8. 
Table 7. Avera2e Credit Card Use on Selected Purchase Cate2ories. 
Farm Poll Rural Poll 
Overall 15.01 14.82 
Clothing 2.67 2.75 
Vacation/travel 3.34 3.22 
Appliances and furniture 1.97 2.25 
Eating out/entertainment 2.25 2.18 
Groceries 1.69 1.65 
Gasoline 3.08 2.81 
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Table 8. Credit Card Usage Patterns for Respondents to the Rural Poll and Farm 
Poll. 
Item Poll Never Rarely Sometimes Usually Always 
Clothing Farm 19.9% 24.5% 30.6% 18.5% 6.5% 
Rural 16.1 24.0 35.6 17.1 7.2 
Vacationffravel Farm 11.9 13.4 20.5 37.0 17.3 
Rural 13.0 13.8 26.0 32.4 14.7 
Appliances and Farm 48.7 23.0 15.1 9.2 4.0 
furniture 
Rural 38.4 22.7 20.7 12.2 6.1 
Eating Farm 36.8 22.l 24.4 12.3 4.4 
out/entertainment 
Rural 38.8 23.9 22.0 10.3 4.9 
Groceries Farm 61.9 19.4 9.4 6.3 3.1 
Rural 63.7 18.2 10.5 4.3 3.2 
Gasoline Farm 19.6 14.1 24.7 21.9 19.7 
Rural 27.9 16.2 21.4 16.1 18.4 
Hypotheses Tests 
Hypothesis #1 predicts that, among respondents to the farm and rural poll, household 
income will be positively correlated with the amount a household consumes. This hypothesis 
further predicts that this relationship will follow a decreasing curvilinear pattern. Among 
respondents to the farm poll, there is a significant positive relationship between the measure 
for household income and the measure for consumption quantity, as measured by a Pearson 
coefficient of .967 (significant at the .01 level). This relationship remains significant (at the 
.01 level) after controlling for respondents' and spouses' age and education (a partial 
correlation of .966). Using the curve estimation function in SPSS, I found that the 
relationship was curvilinear, but not in the direction expected. The relationship between 
household income and consumption quantity is positive and increasing for respondents to the 
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farm poll25 . However, because household income enters into the calculation of consumption 
quantities, as outlined in the previous chapter, and the correlations are so high, further 
examination of this relationship is required. Using the curve estimation function, I found that 
a positive quadratic shape emerged when household income was converted from a simple 
scale measure to the dollar-based measure used to calculate consumption quantity. The 
positive quadratic relationship between consumption quantity and household income may 
then be an artifact of this conversion. In evaluating my hypotheses, I will therefore place 
minimal emphasis on this finding. 
For respondents to the farm poll, I can substitute gross farm income for household 
income to evaluate this hypothesis without encountering the same hazard. Gross farm 
income and household income are significantly correlated (at the .01 level), yielding a 
positive Pearson correlation of .185. A significant (at the .01 level) and positive Pearson 
correlation of .185 exists between gross farm income and consumption quantity. This 
relationship holds after controlling for respondents' and spouses' age and education, yielding 
a significant (at the .01 level) partial correlation of .0826. The relationship between gross 
farm income and consumption quantity is linear rather than quadratic26 
Among respondents to the rural poll, similar findings emerged. A positive and 
significant (at the .01 level) Pearson correlation of .972 exists between household income and 
consumption quantity. This relationship remains after controlling for respondents' and 
25 The inclusion of a quadratic term yielded a higher correlation (R2 of .97657) than that 
provided by the linear term alone (R2 of .96663) and the positive Beta coefficient for the 
quadratic term passed the T-test of significance at the .01 level. 
26 The inclusion of a quadratic term yielded a higher correlation (R2 of .18537) than that 
provided by the linear term alone (R2 of .18515), but the negative Beta coefficient for the 
quadratic term failed the T-test with a .7145 significance level. 
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spouses' age and education, yielding a significant (at the .01 level) and positive partial 
correlation of .9600. As I found with the farm poll data, this relationship is positively 
quadratic27 . 
Hypothesis #1 also predicts that the percentage of household income consumed will 
decrease at an increasing rate as household income increases. There is a significant (at the 
.01 level) negative Pearson correlation of -.175 between these two variables among the farm 
poll data. This relationship holds even after controlling for respondents' and spouses' age 
and education, yielding a significant (at the .01 level) partial correlation of -.167. However, 
using the curve estimation function reveals that this relationship is better captured as a linear 
relationship than as a curvilinear relationship28 . 
Among rural poll respondents, there is a significant (at the .01 level) and negative 
Pearson correlation of -.297 between household income and consumption proportion. This 
relationship holds after controlling for respondents' and spouses' age and education, yielding 
a significant (at the .01 level) negative partial correlation of -.241. This relationship is also 
best captured as linear rather than curvilinear29• This evidence, combined with the evidence 
pertaining to the household income/consumption quantity relationship described above 
provides mixed support for hypothesis #1. The portion of hypothesis #1 that posits a positive 
correlation between income and consumption is accepted. The portion of hypothesis #1 that 
27 The inclusion of a quadratic term yielded a higher correlation (R2 of .98096) than that 
provided by the original term alone (R2 of .97234) and the positive Beta coefficient for the 
quadratic term passed the T-test of significance at the .01 level. 
28 The inclusion of a quadratic term yielded a higher correlation (R2 of .17589) than that 
provided by the original term alone (R2 of .17522), but the negative Beta coefficient for the 
quadratic term failed the T-test with a significance of only .5334. 
29 The inclusion of a quadratic term yielded a higher correlation (R 2 of .29801) than that 
provided by the original term alone (R2 of .29659), but the negative Beta coefficient for the 
quadratic term failed the T-test with a significance of only .1686. 
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Table 9. Comparison of the Farm Poll and Rural Poll Consumption Correlations 
Farm Poll Rural Poll Inter-Correlation 
Significance 
Consumption Quantity 
Pearson Correlation .967 .972 .0128 
Partial Correlation .966 .960 .0414 
Curve Estimation Positive Positive 
Quadratic Quadratic 
Consumption Percentage 
Pearson Correlation -.175 -.297 .0002 
Partial Correlation -.167 -.241 .0562 
Curve Estimation Linear Linear 
posits a negative correlation between income and the percentage of income consumed is 
accepted. The portion of hypothesis #1 that posits a decline in consumption quantity and 
consumption percent at the upper end of the income range is rejected. 
Hypothesis #2 predicts that, with respect to the income/consumption relationship 
predicted in hypothesis #1, there will be no significant differences between the farm poll and 
rural poll respondents. The comparative statistics for these two respondent groups are 
summarized in table 9. While there exist similarities between the two data sets, differences 
seem to be apparent. The rural poll data revealed a stronger relationship between 
consumption and household income than did the farm poll data. The directions and curve 
patterns among the data are the same for both data sets. However, the strengths of the 
correlations, particularly with respect to consumption percentage, are stronger among the 
rural poll data than the farm poll data. However, these apparent differences are not 
necessarily statistically significant. To test for statistically significant correlations between 
the two data sets, I used Fisher's Z transformation. As shown in table 9, the Pearson and 
partial correlations between income and consumption quantity are significant at the .05 level, 
as is the correlation between consumption percentage and income. However, I place less 
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empirical weight on the results that use consumption quantity as a variable for the reasons 
identified earlier. If one focuses primarily on the income/consumption percentage 
relationship to evaluate hypothesis #2, the evidence provides partial support. The 
uncontrolled correlations are statistically significant between the two samples. However, 
when one controls for respondents' and spouses' age and education, the correlations are no 
longer significantly different at the .05 level between the two samples. Based on this 
evidence, I cannot reject hypothesis #2. There are no statistically significant differences in 
the consumption/income relationship between respondents to the farm poll and respondents 
to the rural poll. 
Hypothesis #3 predicts that consumption amounts and percentages will be relatively 
higher among persons exhibiting both a greater monetary and materialistic orientation. 
Because my measures of monetary orientation and materialistic orientation are five-point 
scales, I began my analysis by looking at the mean consumption quantities and percentages 
found in the resulting five by five matrix. However, I soon found the sample size pertinent to 
many of the cells of this matrix were far too small to accurately reflect on the hypothesis in 
question. As a result, I collapsed both orientation measures into two categories based on the 
median value of each. The sample sizes corresponding with the four cells of this new matrix 
were adequate to examine the third hypothesis. The results of this analysis have been 
summarized in table 10 and 11. As shown in table 10, a higher monetary orientation 
corresponds with a lower consumption quantity regardless of the materialistic orientation. A 
higher materialistic orientation also corresponds with a lower consumption quantity 
regardless of monetary orientation, although this relationship is not as strong. Among 
respondents with a low materialistic orientation, those with a low monetary orientation 
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Table 10. Consumption Quantity Means within the Matrix of Monetary versus 
Materialistic Orientation. 
Monetary Orientation 
Low High 
Materialistic Orientation Low $50,773 $48,365 
High $46,594 $46,329 
Table 11. Consumption Percentage Means within the Matrix of Monetary versus 
Materialistic Orientation. 
Monetary Orientation 
Low High 
Materialistic Orientation Low 94.06% 95.27% 
High 94.67% 95.16% 
average a consumption quantity of $50, 773 compared with $48,365 for those with a high 
monetary orientation. Among respondents with a high materialistic orientation, those with a 
low monetary orientation average a consumption quantity of $46,594 compared with $46,329 
for those with a high monetary orientation. Among respondents with a low monetary 
orientation, those with a low materialistic orientation average a consumption quantity of 
$50,773 compared with $46,594 for those with a high materialistic orientation. Among 
respondents with a high monetary orientation, those with a low materialistic orientation 
average a consumption quantity of $48,365 compared with $46,329 for those with a high 
materialistic orientation. This pattern is the exact opposite of that predicted in hypothesis #3. 
As shown in table 11, a higher monetary orientation corresponds with a higher 
consumption percentage regardless of materialistic orientation. A higher materialistic 
orientation corresponds with a higher average consumption percentage among those with a 
low monetary orientation. However, this association is reversed among those with a higher 
monetary orientation. Among respondents with a low materialistic orientation, those with a 
low monetary orientation average a consumption percentage of 94.06% compared with 
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95.27% for those with a high monetary orientation. Among respondents with a high 
materialistic orientation, those with a low monetary orientation average a consumption 
percentage of 94.67% compared with 95.16% for those with a high monetary orientation. 
Among respondents with a low monetary orientation, those with a low materialistic 
orientation average a consumption percentage of 94.06% compared with 94.67% for those 
with a high materialistic orientation. Among respondents with a high monetary orientation, 
those with a low materialistic orientation average a consumption percentage of 95.27% 
compared with 95 .16% for those with a high materialistic orientation. 
This pattern (as shown in table 11) provides almost no support for hypothesis #3 
because those with both high monetary and high materialistic orientations consume a greater 
average percentage of household income than do those with both low monetary and low 
materialistic orientations. The highest consumption percentage is found among those with a 
high monetary orientation and a low materialistic orientation. However, because there is 
little difference between a mean of 95.27% and 95.16%, there remains somewhat limited 
support for the third hypothesis with respect to the consumption percentage variable. While 
hypothesis #3 was refuted with the data on consumption quantity, the analysis based on 
consumption percentage is somewhat more persuasive because it is not based on a measure 
of household income. As shown in table 12, average household income is highest among 
those with both low materialistic and low monetary orientations. 
Table 12. Household income Means within the Matrix of Monetary versus 
Materialistic Orientation. 
Monetary Orientation 
Low High 
Materialistic Orientation Low 5.43 5.24 
High 5.11 5.09 
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Thus, the pattern revealed in my analysis of consumption quantity may only be an 
artifact of the pattern of household income. It is because of this that I place more emphasis 
on consumption percentage in evaluating hypothesis #3 and conclude that there exists some 
support. However, there is not enough evidence to conclusively accept this hypothesis. 
Therefore, I reject hypothesis #3. There is no statistically significant difference between 
respondents exhibiting both a monetary and a materialistic orientation and other respondents. 
Hypothesis #4 predicts that the percentage of household income placed in a savings 
account is positively correlated with household income. Furthermore, this hypothesis 
predicts that this relationship is curvilinear, taking a negative quadratic shape. The amount 
of household income placed in savings was therefore expected to rise as incomes rose, but at 
a decreasing rate. Among respondents to the farm poll, there is a significant (at the .01 level) 
positive Pearson correlation of .385 between household income and savings quantity. This 
relationship holds after controlling for respondents' and spouses' age and education, yielding 
a significant (at the .01 level) positive partial correlation of .372. This relationship appears to 
take a positive quadratic form rather than linear30• Among respondents to the farm poll, there 
is also a significant (at the .01 level) positive Pearson correlation of .175 between the 
percentage of net income saved and household income. This relationship also holds after 
controlling for respondents' and spouses' age and education, yielding a significant (at the .01 
30 Using curve estimation in SPSS, a linear relationship yielded an R2 of .38493 significant at 
the .01 level. The addition of a quadratic term resulted in a higher R2 of .39602 significant at 
the .01 level and the quadratic term passed the T-test of significance at the .01 level. 
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level) positive partial correlation of .167. This relationship appears to be linear rather than 
curvilinear31 . 
Among respondents to the rural poll, there is a significant (at the .01 level) positive 
Pearson correlation of .509 between household income and savings quantity. This 
relationship holds after controlling for respondents' and spouses' age and education, yielding 
a significant (at the .01 level) positive partial correlation of .443. This relationship takes a 
positive quadratic form rather than linear32. Among respondents to the rural poll, there was 
also a significant (at the .01 level) positive Pearson correlation of .297 between household 
income and savings percent. This relationship holds after controlling for respondents' and 
spouses' age and education, yielding a significant (at the .01 level) positive partial correlation 
of .241. This relationship takes a linear form rather than curvilinear33. Based on this 
evidence, the portion of hypothesis #4 that posits a positive correlation between income and 
savings is accepted. However, the portion of hypothesis #4 that predicts the dollar amount 
and percentage of income placed into savings will decline for respondents in the higher 
income range is rejected. 
31 Using curve estimation in SPSS, a linear relationship yielded an R2 of .13154 significant at 
the .01 level. While the addition of a quadratic term resulted in a higher R 2 of .13522 
significant at the .01 level, a T-test of the quadratic term revealed a significance at the .3515 
level. 
32 Using curve estimation in SPSS, a linear relationship yielded an R2 of .50853 significant at 
the .01 level. The addition of a quadratic term resulted in a higher R2 of .54272 significant at 
the .01 level. The partial correlation for the quadratic term was positive and passed the T-test 
for significance at the .01 level. 
33 Using curve estimation in SPSS, a linear relationship yielded an R2 of .29659 significant at 
the .01 level. The addition of a quadratic term resulted in a higher R2 of .29801 significant at 
the .01 level. However, a T-test of the partial correlation for the quadratic term was only 
significant at the .1686 level. 
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Hypothesis #5 predicts that there will be no significant differences between 
respondents to the farm poll and rural poll in terms of the savings quantity/household income 
relationship and the savings percentage/household income relationship. Table 13 
summarizes the relevant statistics for these two data sets. As with hypothesis #2, a 
superficial examination does not appear to lend support to hypothesis #5. The direction of 
correlation and curve shape are the same for both data sets. However, the strength of 
correlation is unilaterally stronger among respondents to the rural poll when compared to the 
farm poll. Using Fisher's Z transformation, I tested whether the correlations were 
statistically significant between the two data sets. Both the uncontrolled and controlled 
correlations between savings quantity and income are significantly different between the two 
data sets. However, I cannot rely upon this result with complete confidence because the 
calculation of savings quantity suffers from the same problem as the calculation of 
consumption quantity. Therefore, just as I placed reduced emphasis on consumption quantity 
in earlier hypothesis tests, I now place reduced emphasis on savings quantity. To formally 
test hypothesis #5, I will instead place most of my emphasis on the savings 
percentage/income relationship. The uncontrolled correlations for the relationship 
significantly differ between the farm and rural poll data sets. However, the controlled 
correlations do not differ statistically at the .05 level. Therefore, I cannot reject hypothesis 
#5. Based on this analysis, there are no statistically significant differences in the 
savings/income relationship between respondents to the farm poll and respondents to the 
rural poll. 
Hypothesis #6 predicts that savings quantities and savings percentages will be highest 
among farm poll respondents who are monetarily oriented but not materially oriented. As I 
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Table 13. Comparison of the Farm Poll and Rural Poll Savin~s Correlations 
Farm Poll Rural Poll Inter-Correlation 
Significance 
Savings Quantity 
Pearson Correlation .385 .509 .0000 
Partial Correlation .372 .443 .0358 
Curve Estimation Positive Positive Quadratic 
Quadratic 
Savings Percentage 
Pearson Correlation .175 .297 .0002 
Partial Correlation .167 .241 .0562 
Curve Estimation Linear Linear 
did when examining this relationship with respect to consumption quantity and percentage, I 
constructed a two-by-two matrix based on low and high monetary and materialistic 
orientations. I then calculated the mean savings quantity and percentage for each of the four 
cells in this matrix. The results with respect to savings quantity and savings percentage may 
be found in tables 14 and 15 respectively. Contrary to my hypothesis, the highest savings 
quantity occurred for those respondents with both a low materialistic and monetary 
orientation. Among those respondents with a high materialistic orientation, there was no 
difference in savings quantity between respondents with low or high monetary orientations. 
With respect to savings percentages, the pattern that emerges in table 15 is exactly 
opposite of that predicted in hypothesis #6. Among respondents with either a low or high 
materialistic orientation, those with a low monetary orientation have higher average savings 
percentages than those with a high monetary orientation. Among respondents with either a 
low or high monetary orientation, those with a high materialistic orientation have higher 
average savings percentages than those with a low materialistic orientation. Based on this 
examination, I reject hypothesis #6. 
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Table 14. Savings Quantity Means within the Matrix of Monetary versus 
Materialistic Orientation. 
Monetary Orientation 
Low High 
Materialistic Orientation Low $3,624 $2,849 
High $3,003 $3,003 
Table 15. Savings Percentage Means within the Matrix of Monetary versus 
Materialistic Orientation. 
Monetary Orientation 
Low High 
Materialistic Orientation Low 10.36% 9.39% 
High 10.74% 9.83% 
Hypothesis #7 predicts that households facing greater financial risk will hold higher 
levels of savings. As found in my examination of financial risk and consumption, the data 
from the rural poll do not yield significant results on this relationship. Therefore, the 
examination of hypothesis #7 will likewise be restricted to the data from the farm poll. 
Among respondents to the farm poll, there is a significant (at the .01 level) negative Pearson 
correlation of -.085 between savings quantity and financial risk. However, this relationship 
does not remain significant (yielding a negative partial correlation of -.052 with significance 
of .058) after controlling for respondents' and spouses' age and education. There is however 
a significant (at the .01 level) but not strong Pearson correlation of -.084 between financial 
risk and savings percentage. This relationship remains significant (at the .01 level) after 
controlling for respondents' and spouses' age and education, yielding a negative partial 
correlation of -.072. 
It was expected that households facing greater financial risk would seek to hold 
higher savings quantities and would save a higher percentage of household income. 
However, the data from the farm poll show that the opposite is supported. The greater one's 
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financial risk, the less percentage of household income and absolute quantity one's 
household saves. This conclusion is not a residual of the household's ability to save. After 
adding household income as an additional control variable, there remains a significant (at the 
.05 level) negative partial correlation of -.0642 between savings quantity and financial risk. 
In addition, after adding household income as an additional control variable to the savings 
percentage/financial risk analysis, there also remains a significant (at the .01 level) negative 
partial correlation of -.0746. Together, this analysis leads me to reject hypothesis #7. There 
is no significant relationship between household savings and financial risk levels. 
Hypothesis #8 predicts that households facing greater financial risk will hold greater 
credit card reserves. Among respondents to the farm poll, I found a significant (at the .05 
level) negative Pearson correlation of -.056 between financial risk and credit card reserves. 
However, this relationship did not remain significant after controlling for respondents' and 
spouses' age and education nor did it reappear after additionally controlling for household 
income. Based on this evidence, hypothesis #8 should be rejected. However, I recognize 
that the number of credit cards one holds does not necessarily reflect the available credit line 
on those credit cards. A household may hold more credit cards than average but maintain a 
balance on all those credit cards. It is therefore possible for a household with more credit 
cards to have less available credit than one with fewer credit cards, assuming the latter 
household does not carry a balance on their cards. To examine this possibility, I examined 
the intersections of financial risk, number of credit cards, and whether or not a household 
regularly pays the full balance on those credit cards. I examined the average number of 
credit cards held within a two-by-five matrix (see table 16). 
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Table 16. Average Number of Credit Cards within a Matrix of Credit Card 
Payoff and Financial Risk. 
Credit Cards Paid Off Monthly 
No Yes 
Low 3.79 2.96 
4.13 3.21 
Financial Risk Moderate 2.83 3.08 
4.94 3.00 
High 3.17 2.75 
Among respondents who do not generally pay off their credit cards each month, there 
appears to be an indeterminate relationship between the number of credit cards held and the 
level of financial risk. The average number of credit cards held among this subset of the 
farm poll respondents alternately rises, falls, rises, and falls again as financial risk increases. 
Among respondents who do generally pay off their credit cards each month, there appears to 
be a negative relationship between the number of credit cards held and the level of financial 
risk. The average number of credit cards held rises initially, but then steadily declines as 
financial risk increases. I give greater weight to the trend found among those who generally 
pay off their credit card balances because this subset has available credit through their credit 
cards. This same conclusion cannot be reached among the subset of respondents who do not 
generally pay off their credit cards. As described earlier, this subset may not have any 
available credit regardless of the number of credit cards held. The data obtained from the 
subset of farm poll respondents who do generally pay off their credit cards monthly do not 
provide support for hypothesis #8. Taken together, the analysis leads me to reject hypothesis 
#8. There is no statistically significant relationship betwe~n credit card reserves and 
household financial risk levels. 
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Hypothesis #9 predicts that households facing lower levels of interpersonal trust will 
consume greater quantities and percentages of household income. Among respondents to the 
farm poll, I found a significant (at the .05 level) positive Pearson correlation of .057 between 
interpersonal trust34 and consumption quantity. However, this relationship does not remain 
significant after controlling for respondents' and spouses' age and education. I found no 
significant correlations among respondents to the farm poll between consumption percentage 
and interpersonal trust before or after controlling for respondents' and spouses' age and 
education. Among respondents to the rural poll, I found a significant (at the .01 level) 
negative Pearson correlation of -.079 between interpersonal trust and consumption quantity. 
This relationship did not remain significant after controlling for respondents' and spouses' 
age and education. I also found a significant (at the .01 level) positive Pearson correlation of 
.093 between interpersonal trust and consumption percentage. This relationship also did not 
remain significant after controlling for respondents' and spouses' age and education. 
However, because this first measure of interpersonal trust is not as reliable as I would prefer, 
I tested this hypothesis among the farm poll respondents using the two alternate measures 
discussed in the preceding chapter. 
The second measure of interpersonal trust appears to be more reliable than the first. 
Factor analysis of this measure revealed that all seven items loaded on only one common 
factor35. Reliability analysis confirms the adequacy of this measure of interpersonal trust, 
yielding Cronbach's Alpha of .7988. This factor is significantly (at the .01 level) but not 
34 This measure of interpersonal trust is only marginally reliable among both the farm poll 
data (Cronbach's Alpha of .5934) and rural poll data (Cronbach's Alpha of .5757). However, 
because this measure of interpersonal trust is the only one available for both the farm poll 
and rural poll, I retained the variable for the analysis. 
35 This factor alone explains 46.29% of the variance in the seven items. 
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strongly correlated with the first measure. I found a Pearson correlation of .110 between the 
two. When I examined the relationship between consumption quantity and this second 
measure of interpersonal trust, I found no significant correlations before or after controlling 
for respondents' and spouses' age and education. I likewise found no significant correlation 
between the second measure of interpersonal trust and the percentage of household income 
consumed. 
The third and final measure of interpersonal trust is marginally more reliable than the 
second measure. Factor analysis of this measure revealed that all nine items loaded primarily 
on a single factor, with a subset of the items loaded less strongly on a second factor. The 
first factor appears to be a general notion of interpersonal trust while the items loading on the 
second factor involved questions of the ethical nature of governmental (local and state) or 
quasi-governmental (lenders) individuals36• Reliability analysis confirms the adequacy of 
this measure of interpersonal trust, yielding Cronbach's Alpha of .8286. This factor is 
significantly (at the .01 level) but marginally correlated with the first measure, as evidenced 
by a Pearson correlation of .199. However, this third measure is more strongly correlated 
with the second measure, as shown by a Pearson correlation of .405 significant at the .01 
level. When I examined the relationship between consumption quantity and this third 
measure of interpersonal trust, I found no significant correlations before or after controlling 
for respondents' and spouses' age and education. I likewise found no significant correlation 
between the third measure of interpersonal trust and the percentage of household income 
36 The first factor explains 42.53% of the overall variance in the nine items while the second 
factor explains an additional 12.79%. 
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consumed. Because all three operationalizations of interpersonal trust were found to be 
uncorrelated with consumption, I can reject hypothesis #9. 
Hypothesis #10 predicts that the presence of credit card debt will begin at a moderate 
level among respondents with the lowest incomes, rise as household incomes rise, but later 
fall to a low level as household incomes continue to rise. An examination of the data from 
the farm poll does not appear to support this hypothesis. However, some support for this 
hypothesis was seen in the rural poll data. The presence of credit card debt, as detailed in the 
preceding chapter, is measured through a yes/no question. Respondents who generally pay 
off their credit card balances each month receive a score of 1 and those who do not receive a 
score of 2. Thus, a higher average response among a subset of respondents reveals a higher 
proportion of that subset that is unable to pay off their credit cards. Among respondents to 
the farm poll, there does not appear to be any definitive pattern of credit card debt across 
household income categories. The proportion of farm poll respondents with credit card debt 
consists of a series of three increasing trends, each beginning successively lower than the 
previous. Credit card debt over the $0 to $19 ,999 income range increases from 1.10 to 1.13 
to 1.19. Credit card debt over the $20,000 to $74,999 range begins at a somewhat lower 
level than the $0 to $19,999 range, at 1.08, before rising to 1.11and1.13. Credit card debt 
among households with net incomes of $75,000 or greater begins somewhat lower again than 
the $20,000 to $74,999 range, at 1.06, before rising to 1.11 for the highest household income 
category. This information, along with the corresponding credit card debt levels found with 
the rural poll data set may be found in table 17. 
While the farm poll data set reveals a zigzag pattern, the rural poll data reveal a more 
consistent pattern. Excluding the credit card debt figure for the lowest income group, which 
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Table 17. Comparisons of Credit Card Debt by Household income Category 
amon2 Respondents to the Farm Poll and Rural Poll 
Farm Poll Rural Poll 
Less than $2,500 1.10 1.58 
$2,500 to $9,999 1.13 1.27 
$10,000 to $19,999 1.19 1.33 
$20,000 to $34,999 1.08 1.31 
$35,000 to $49,999 1.11 1.35 
$50,000 to $74,999 1.13 1.31 
$75,000 to $99,999 1.06 1.26 
$100,000 or more 1.11 1.19 
appears to be an outlier, credit card debt generally becomes higher over the $2,500 to 
$49,999 income range. Credit card debt begins at 1.27, rises to 1.33, declines only slightly to 
1.31 before rising to a peak of 1.35 for the $35,000 to $49,999 income group. Credit Card 
debt levels then fall steadily for households with incomes of $50,000 and higher, falling from 
1.35 to 1.31to1.26 to 1.19. 
I used binary logistic regression, which computes the relationship between ordinal 
level independent variables and nominal level dependent variables, to evaluate the 
significance of the relationship between credit card debt and household income. While there 
appears to be a very weak downward trend in credit card debt as net income rises among the 
farm poll data, this relationship is not significant. The binary logistic regression procedure 
yielded a coefficient of -.043 with a significance level of .392. The same procedure did 
confirm a significant (at the .05 level) negative coefficient of -.088 among the same variables 
in the rural poll data. However, this relationship does not appear to be significantly 
curvilinear within the rural poll data37• For the farm poll data, neither a linear or curvilinear 
37 Using the curve estimation function in SPSS, an R2 of .05944 and negative Beta coefficient 
of -.05944 were found to be significant at the .05 level using a linear analysis. The addition 
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relationship was significant at the .05 level. Taken together, these findings provide minimal 
support for hypothesis #10. Credit card debt does appear to rise and then fall as income rises 
among respondents to the rural poll, but this relationship is not as strong as is needed to 
conclusively support the hypothesis. The data from the farm poll do not allow me to reject 
the portion of hypothesis #10 that predicts a negative correlation between credit card debt 
and income. However, the portion of hypothesis #10 that predicts the highest levels of credit 
card debt among respondents with moderate incomes is rejected. 
Hypothesis #11 predicts that significantly similar patterns of credit card debt and 
credit card usage will be found between respondents to the farm poll and rural poll. Table 18 
provides a summary of the relevant statistics for both data sets. The data from the farm poll 
and rural poll appear to be substantively different with respect to the credit card debt/net 
income relationship and the credit card usage/net income relationship. While the direction of 
association and linear nature of the relationship is common between the two data sets, the 
Table 18. Comparisons of Credit Card Debt and Usage Statistics Between the 
Farm Poll and Rural Poll. 
Farm Poll Rural Poll Inter-Correlation 
Significance 
Credit Card Debt 
Binary logistic coefficient -.043jlS -.088 .2076 
Curve shape Linearj~ Linear 
Credit Card Usage 
Pearson correlation .170 .109 .0836 
Partial correlation .097 .115 .6528 
Curve shape Linear Positive 
Quadratic 
of a negative quadratic term did increase the R2 to .07168, however the quadratic term failed 
the T-test with a significance level of .0932. 
38 This correlation was not significant at the .05 level while the corresponding correlation for 
the rural poll was significant at the .05 level. 
39 While neither a linear or quadratic relationship was found to be significant at the .05 level, 
the linear relationship was more significant at .3925 than the quadratic relationship at .6571. 
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strength of association is much greater for the rural poll data than for the farm poll data. 
However, as shown in table 18, the correlations pertaining to the farm and rural poll samples 
are not statistically significant at the .05 level. This comparison leads me to accept 
hypothesis #11. There is no statistically significant difference in the credit card debt/income 
relationship or the credit card usage/income relationship between respondents to the farm 
poll and respondents to the rural poll. 
Hypothesis #12 predicts that credit card usage will increase in a linear fashion as 
household income increases. Among respondents to the farm poll, there is a significant (at 
the .01 level) positive Pearson correlation of .170 between credit card usage and household 
income. This relationship remains significant (at the .01 level) after controlling for 
respondents' and spouses' age and education, yielding a positive partial correlation of .097. 
This relationship is linear rather than curvilinear40• Among respondents to the rural poll, 
there is also a significant (at the .01 level) positive Pearson correlation of .109 between credit 
card usage and household income. This relationship also remains significant (at the .01 
level) after controlling for respondents' and spouses' age and education, yielding a positive 
partial correlation of .115. This relationship, however, is curvilinear as opposed to linear41 . 
Overall, the data for the farm poll and rural poll provide support for hypothesis #12. Credit 
card usage, as predicted, rises in a linear fashion as household income rises among 
40 Using the curve estimation function in SPSS, an R2 of .17045 significant at the .01 level 
was found for the linear relationship. When a quadratic term was added, the R2 increased 
marginally to .17078, but the positive Beta coefficient for the quadratic term failed the T-test 
with a significance of .6867. 
41 Using the curve estimation function in SPSS, an R2 of .25698 significant at the .01 level 
was found for the linear relationship. When a quadratic term was added, the R2 increased 
marginally to .26297 and the positive Beta coefficient for the quadratic term passed the T-test 
with a significance of .0165. 
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respondents to the farm poll. Among respondents to the rural poll, credit card usage does rise 
as household income rises, but at an increasing rate rather than in a linear fashion. However, 
this curvilinear relationship is only marginally stronger than the linear relationship. Based on 
this evidence, I cannot reject hypothesis #12. 
Table 19 summarizes the results of the hypothesis tests. In the final chapter of this 
thesis, I will discuss these findings further, provide additional analysis on certain dimensions 
of savings and credit card patterns among the two samples, and connect these findings to the 
theory and literature reviewed in chapters two and three. 
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Table 19. Summary of Hypotheses Test Results 
Hvootheses Test Results 
#1: The data from the farm poll and rural poll will The general positive 
show that consumption amounts are positively correlation portion is accepted 
correlated with household income, but at a declining while the curvilinear portion 
rate is rejected 
#2: There will be no significant differences in the Accepted 
consumption/income relationship between the farm 
and rural poll data 
#3: Respondents exhibiting a monetary orientation and Rejected 
materialistic orientation will exhibit the highest 
consumption levels 
#4: Savings levels among rural and farm households The general positive 
will be positively correlated with household income at correlation portion is accepted 
an increasing rate over the lower income range and at while the curvilinear portion 
a decreasing rate over the higher income range is rejected 
#5 There will be no significant differences in the Accepted 
savings/income relationship between the farm and 
rural poll data 
#6: Respondents exhibiting a monetary orientation but Rejected 
not a materialistic orientation will exhibit the highest 
savings levels 
#7: Households facing greater financial risk will seek Rejected 
to buffer against that risk by holding higher levels of 
savings 
#8: Households facing greater financial risk will seek Rejected 
to buffer that risk by holding higher levels of credit 
card reserves 
#9: Households with lower levels of interpersonal trust Rejected 
will exhibit higher levels of consumption 
#10: Credit card debt levels will be positively The overall negative 
correlated with income over the lower income range correlation portion is accepted 
but will become negatively correlated over the higher while the curvilinear portion 
mcome range is rejected 
#11: There will be no significant differences in the Accepted 
credit card debt/income relationship between the farm 
and rural poll data 
#12: Credit card usage will be positively and linearly Accepted 
correlated with household income 
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Chapter Six: Discussion and Conclusion 
When I proposed the hypotheses for this study, I expected to observe few differences 
in savings, credit card usage, or consumption patterns between respondents to the farm poll, 
respondents to the rural poll, and the general pattern found within the US. Upon testing these 
hypotheses, however, many important differences were found. Yet these differences were 
not strong enough to lead me to conclude that rural residents (farm and non-farm alike) 
behave in a fundamentally different manner than their urban counterparts. 
The strongest findings of this study involved the hypotheses derived from the 
normative position. The consistent lack of statistical differences in consumption, savings, 
and credit card patterns between the farm and rural poll data and the general similarities 
between this study's and others' findings suggest similar motivations for consuming, saving, 
and borrowing on credit cards. I will discuss these similarities in greater detail later in this 
chapter. 
With respect to the hypotheses derived from the means position, I found a consistent 
lack of statistically significant results. In terms of consumption, savings, and credit cards, I 
found no evidence that these were used as buffers against either financial or interpersonal 
risk. This is not to say that my analysis of means-derived hypotheses was without value. 
Keynes' and Friedman's theories suggest that savings will be higher among people who are 
uncertain about their financial future. It is important to know that these two theories are not 
supported by this study. A more difficult challenge is to judge Giddens' theory of trust in 
abstract systems and my usage of this theory to draw similarities between savings and credit 
cards. I did find some support for the interchangeability of savings and credit cards in the 
findings of this study. The presence and absence of statistical associations remains consistent 
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for both savings and credit card hypotheses. Both savings and credit card reserves were 
found to be unrelated with a use as a buffer against risk. Households with higher incomes 
exhibited higher savings and higher credit card usage than lower-income households. 
Although this evidence is certainly limited, there is no reason to conclude that savings and 
credit cards are non-interchangeable. 
With respect to the ends-position hypotheses, there was little statistical evidence that 
could be used to evaluate the value of the general framework. The only ends-derived 
hypothesis that found support was related to credit card usage. This hypothesis alone is not 
sufficient to evaluate how consumption, savings, and credit cards might be used as 
"trophies." However, the lack of comment within this study's results should not dissuade 
researchers from including an evaluation of ends in future research. I found that the norms, 
means, and ends framework succeeded in its primary purpose: the provision of a method to 
balance my analysis. The inclusion of hypotheses from each of the three positions, I believe, 
ensured some degree of depth in the analysis that followed. However, only the readers of 
this study can decide if this comes through or not. 
I will conclude this study by elaborating on some of the shortcomings of this study, 
reviewing and interpreting some of the hypothesis tests of the preceding chapter, situating 
these findings within the theory reviewed in chapter two and the literature reviewed in 
chapter three, and addressing the general research questions proposed in chapter one. 
Limitations to the Study Findings 
Perhaps the greatest limitation to the findings of this study stems from the 
unavailability of more detailed information. In particular, the portions of hypotheses #1, #4, 
and #10 that predicted a particular curvilinear pattern had to be rejected based on this study's 
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data. Because of the sensitive nature of household finances, the questions were worded in a 
manner that would provide usable information without substantially lowering the response 
rate. It seems this cautionary move was justified. The response rate for the questions used as 
data for this study were somewhat lower than the response rate to other questions on the 2003 
rural poll and 2003 farm poll, but not as low as they likely would have been had we asked 
more detailed questions about household finances. However, had we risked a substantially 
decreased response rate to the financial questions by seeking more detail, the data may have 
allowed a richer analysis. In the context of this study, certain hypotheses that I have rejected 
may find support by using interval or ratio level measures of savings, credit, and 
consumption. 
The measures of consumption and risk in particular constitute limitations for this 
study. Both were measured on an ad hoc basis. If you will recall, consumption was 
measured using the data on household income and savings, rather than in a direct manner. 
The inclusion of a more direct measure of consumption would have avoided many of the 
problems I noted in my hypotheses tests. The measures of risk were also less applicable to 
the situation that I would have liked. The questions used to measure financial and 
interpersonal risk were originally designed with other purposes in mind. Had more direct 
measures of these been available, it is possible that my "means" hypotheses would have 
produced more interesting results. 
The measurement of income also constitutes a limitation on for this study. The 
highest income category included on the questionnaire was $100,000 or greater. I cannot say 
whether the expected curvilinear patterns were or were not masked by this. It is possible that 
a curve was present among households with incomes much higher than $100,000. Previous 
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studies found these patterns among the very top few percent of households in terms of 
income. The measurement of income for this study does not allow the same level of detail 
when conducting the analysis. 
In addition, this study was limited by a focus on bank savings accounts and credit 
cards. Had more detailed information been gathered on all types of savings and all types of 
credit, one could have better examined whether high-income households' savings and 
borrowing patterns differed significantly from those of low-income households. Without 
information on other types of savings and credit, this study was limited in the types of 
hypotheses that could be proposed. The added information would have added depth to this 
study's analysis. 
In future research, these measurement issues should be taken into account. The 
concerns over jeopardizing the response rate by asking for detailed personal financial 
information was likely legitimate. However, the information foregone as a result of this 
decision would have been quite valuable. Future research into savings, credit, and 
consumption in rural areas should seek this more detailed information. It may be possible to 
create survey questionnaires where high levels of detail and a high response rate may both be 
obtained. It may also be possible to employ other survey methods so as to avoid facing this 
compromise at all. 
The second major limitation of this study involves my ability to generalize to the 
study population. The response rate for the rural poll (43%) is marginal in terms of 
generalizing these study findings, although I cannot say for certain where the cutoff should 
be. The accuracy of the sampling frame for the rural poll, however, constitutes a second 
concern in terms of the generalizability of this study. Surveys could not be mailed to 11 % of 
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the addresses purchased from Experian. Although I do not know the level at which this issue 
is a concern, it does bear noting. 
The response rate for the farm poll (77%) is sufficient to allow generalization. 
However, the response rate for the farm poll, in comparison to the original sample size for 
the current panel, is only about 35%. This figure is a conservative estimate because I do not 
know how many responses could not be gathered (due to address errors, respondent death, et 
cetera) but it is likely close to the actual figure. The staff at the National Agricultural 
Statistics Service diligently maintains the name and address list for the farm poll. Therefore, 
it is unlikely that the number of responses that could not be gathered would substantially 
change this 35% response rate. In addition, comparisons with the 2002 census of agriculture 
figures provide reason to believe that respondents to the farm poll are not entirely 
representative of the general farm population in Iowa. Because of these factors, one must use 
caution before generalizing these findings. 
Interpreting the Hypotheses Test Results 
The most basic, and perhaps obvious, relationships hypothesized in this study were 
generally supported by the data from both the farm poll and the rural poll. Previous studies 
found that the dollar amount consumed by high-income households was greater than among 
households with lower incomes (De Graaf, 1991; Katz-Gerro, 2002; Nichtenberg, 1996). In 
this study, consumption quantity was positively related to household income for respondents 
to both polls. The data from both polls showed a significant positive relationship between 
the dollar amount consumed by a household and the household's income. This relationship 
remained significant in both data sets after controlling for the age and education of both the 
respondent and the respondent's spouse. 
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Consumption, as a percentage of household income, was lower among households 
with higher incomes. The data for both polls showed a significant negative relationship 
between the percentage of household income consumed and the household's income. This 
relationship also remained significant in both data sets after controlling for the age and 
education of both the respondent and the respondent's spouse. In a very general sense, this 
supports the idea that farm, rural, and urban households follow similar consumption "rules." 
The data from the farm poll do not support the idea that farm households restrain 
consumption levels at a level that merely satisfies the more basic needs and engage in 
increased consumption only upon retirement. Instead, the data from the farm poll support the 
idea that farm households increase their consumption when household income increases. 
The data from the rural poll show that rural households in general also do not restrain 
themselves from household consumption. Several studies suggested that rural households 
would engage much less in consumption than the findings of this study suggest. 
The literature on savings frequently shows a positive correlation between savings and 
household income (Espenshade, 1975; Havanon et al 1992; Luo, 1998; Schor, 1998; Stanford 
and Usita, 2002; Wakita et al, 2000). In this study, households with higher incomes were 
able to save more money than households with lower incomes. I found strong positive 
correlations between the dollar amount a household was able to save annually and the 
household's income. Positive correlations were also found between the percentage of 
household income saved and household income. These relationships held even after the 
inclusion of age and education as control variables. I tested for and found these same 
relationships in both the farm poll and rural poll data sets. The results of these hypotheses 
tests also support the idea that farm, rural, and urban households behave similarly. Amongst 
119 
respondents to the farm and rural polls, there is no evidence that savings displaced 
consumption at any income level. Veblen and others suggested that rural people, particularly 
farmers, would save a much higher proportion of household income because consumption 
was not part of the rural experience. The data for this study suggest that respondents to the 
farm and rural polls follow the same general savings patterns as the wider population. 
The literature predicts that credit card debt will begin at a moderate level, increase 
over the lower half of the income distribution, and decrease to a low level over the upper half 
of the income distribution. If one were to look for a linear relationship, one would expect a 
negative correlation between credit card debt and household income. Among respondents to 
the farm poll, I found no significant correlation between these two variables. A review of the 
average of the credit card debt measure among the farm poll data shows that average debt 
levels remained nearly unchanged across all income categories. However, I did find a 
significant negative relationship between household income and credit card debt among the 
rural poll data, as shown by a correlation of -.088. I can then reasonably conclude that the 
general pattern found in the literature is also found in the data for this study. 
Households with higher incomes tended to use their credit cards more frequently than 
households with lower incomes. Significant positive correlations between credit card usage 
and household income were present in both the rural and farm poll data sets. This 
relationship remained in both data sets after controlling for respondents' and spouses' age 
and education. This pattern also remains consistent with the pattern found in the literature 
for the general US population. While the adoption of credit cards probably did come more 
slowly to rural areas, sufficient time has passed since the introduction of the credit card to 
enable widespread credit card access. The patterns of credit card usage reveals that 
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respondents to both the rural and farm polls engage in frequent credit card use for many 
different types of purchases. The use of credit cards for convenience and installment loan 
purposes almost certainly exists in rural areas. The general pattern of increased credit card 
use among households with higher incomes supports the idea that credit card use has become 
normalized behavior in rural areas (if credit card use was viewed as non-normal behavior, 
one would not expect respondent households with average incomes to engage in frequent use 
of the credit card). 
While the most general aspects of the hypotheses found support in both data sets, 
nearly every finer nuance of the hypotheses could not be supported. The literature (Bihagen, 
1999; Lux, 2000; Felson in Semon, 1979) predicts that the dollar amount consumed by a 
household will be higher among households with higher incomes. As noted above, this is 
supported by the present study. However, the literature also predicts that the dollar amount 
consumed will increase at a decreasing rate as one moves from lower to higher income 
households. I did not find support for such a relationship in either data set. In both data sets, 
I found that the dollar amount consumed increased at an increasing rate as household 
incomes increased. However, I also found that this curvilinear relationship was most likely 
only an artifact of the process of constructing my variable for consumption quantity. Among 
respondents to both the rural and farm polls, the relationship may best be classified as linear. 
The literature (Ratcliff and Maurer, 1995; Straight, 2001; Wilska, 2002) also predicts 
that the dollar amount a household saves will rise at an increasing rate over the lower half of 
the income distribution and rise at a decreasing rate over the upper half of the income 
distribution. In this study, household savings increased at an increasing rate amongst both 
the farm and rural poll data sets. Even among the highest earning households responding to 
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either poll, the dollar amount saved never began to increase at a decreasing rate. As I noted 
with my discussion of the relationship between household income and the dollar amount 
consumed by a household, this relationship may be an artifact of the process of constructing 
the variable for savings quantity. The construction of this variable relies on a conversion of 
household income from an ordinal scale to a dollar figure. This process produces an 
upwardly curving pattern in income that likely carries over to the savings quantity variable 
itself. In this light, the savings and household income relationship is best viewed as linear. 
The literature predicted that credit card debt would be highest among the middle-
income households and lower amongst both the low-income and high-income households. 
Among the data for the farm poll, there was no curvilinear relationship between credit card 
debt and household income. The average of the measure for credit card debt varied little 
over the entire income distribution for the farm poll data set. While I did find a subtle 
curvilinear relationship between credit card debt and household income within the rural poll 
data set, this relationship was not significant at the .05 level. Therefore, I did not find 
significant evidence of the subtle relationships predicted in the literature. 
I found no support for the curvilinear patterns predicted by the literature with respect 
to consumption, savings, or credit card debt. However, I cannot eliminate the possibility that 
these curvilinear relationships would be found with a more highly detailed data set. The 
highest income category a respondent to either poll could choose was "$100,000 or higher." 
It is possible that this income level is not high enough to reveal the differences suggested in 
the literature. Households may not begin to shift a significant portion of their savings to 
alternative savings vehicles, such as the stock market, unless household income is well above 
$100,000. Households may not begin to curb the rate at which consumption increases until a 
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similarly high household income level is reached. It is possible that the data for both the 
farm and rural poll are similar to the lower half of the income distribution of prior studies. If 
this is true, the patterns in the farm and rural poll data more closely match previous study 
findings. The data for this study are sufficiently limited so as to preclude making conclusive 
statements of support or non-support with respect to the expected curves in consumption, 
savings, and credit card debt. 
Beyond Hypothesis Testing 
However, the data are sufficiently detailed to allow me to comment on the more 
general aspects of consumption, savings, and credit card patterns over the income 
distribution. The data from the farm and rural poll, as noted earlier in this chapter, reveal the 
same general relationships as others have found in previous studies. As such, this does not 
allow me to reject the null hypothesis of no substantive differences between savings, credit 
cards, or consumption of farm, rural, and urban households. I cannot conclude that farm and 
rural households' savings, credit card use, and consumption occurs in a fundamentally 
different pattern than occurs among more urban households. 
To be sure, there are likely to be differences in form and meaning, as Holt (1997) 
concludes, between the households in this study and more urban households. The number 
and types of retail outlets available obviously varies greatly from region to region. This 
observation alone would open the possibility for consumption differences between any two 
samples. In fact, there are striking differences between the farm and rural poll respondents in 
this study. In almost every instance, the strength of the correlations was stronger among the 
rural poll data than among the farm poll data. Consumption quantity was more highly 
correlated with household income among the rural poll data. Consumption percentage was 
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more highly correlated with household income among the rural poll data. Savings quantity 
was more highly correlated with household income among the rural poll data. Savings 
percentage was more highly correlated with household income among the rural poll data. 
Credit card debt was more highly correlated with household income among the rural poll 
data. Credit card usage was more highly correlated with household income among the rural 
poll data. 
However, when I applied statistical tests to these correlations, I found that 
appearances could be deceiving. The controlled consumption percentage/income 
relationship, which receives the most weight in the analysis of the consumption hypotheses, 
was not statistically significant between the two data sets. The controlled savings 
percentage/income relationship, which likewise receives the most weight in the analysis of 
the savings hypotheses, was also not statistically significant at the .05 level between the farm 
and rural poll data sets. None of the credit card correlations were statistically significant 
between the two data sets. 
The lack of statistically significant differences in the strength of correlation between 
the rural poll and farm poll data does not support others' findings (Bihagen, 1999; Schor, 
1998; Tomlinson, 2003; Wilska, 2002) that economic behaviors are more similar within 
occupations than between occupations. While respondents to the rural poll are certainly not 
of a single occupation, respondents to the farm poll at least share a common occupation. 
Because of this, one could expect the data from the farm poll to differ from that of the rural 
poll. However, I found evidence that does not allow me to reach the expected conclusion. 
Other studies (Lux, 2000; De Graaf, 1991; Lee, 2002; Bihagen, 1999) have concluded that 
consumption is fundamentally lower in rural areas, particularly among farmers. Respondents 
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to the farm poll consumed, on average, $48,817 or 94.74% of their household income. In 
comparison, respondents to the rural poll consumed, on average, only $42,401or94.76% of 
their household income. Respondents to both polls therefore consume, on average, 
approximately the same percentage of household income. The only reason the dollar amount 
consumed differs is because average incomes differ. Contrary to others' study findings, it is 
farmers who make and spend more in rural Iowa than the average rural Iowan. 
These findings do support Dhawan-Biswal's (2002) finding that consumption occurs 
homogeneously within rural contexts. Apparent differences in savings, credit card use, and 
consumption are not statistically verified from the data for this study. In addition, I cannot 
conclusively state that any differences I did find do not result from confounding 
circumstances. In fact, there is a very good chance that data limitations alone prevent greater 
similarity between the observed patterns amongst the farm poll and rural poll data. 
Observed differences, as mentioned earlier, may result from confounding 
circumstances. As Leon and Rainelli (1976) point out, farmers frequently merge farm and 
household consumption. This occurs with respect to credit and savings as well. One reason 
farmers have lower levels of credit card debt may be because they use other forms of credit 
in place of credit cards. Agricultural lenders include household living expenses in their cash 
flow analyses of farm borrowers. These cash flow analyses are one crucial source of 
information used by the lender in deciding the credit limit for a particular farmer's operating 
loan. In this way, the merger of farm and household finances affects the way a farmer 
borrows for household expenditures. 
Farm households also have more opportunities to merge household and farm savings. 
Farmers, and other small business owners, do not necessarily have to hold savings in the 
125 
form of cash or cash equivalents. Wage-earning households can choose to build equity 
(save) in their homes or through the purchase of consumer durables, as noted in chapter 
three. However, farm households can build equity (save) in many additional ways. Farm 
households can, for example, build equity in their machinery, crop or livestock inventories, 
or farmland. Farm households have greater flexibility when it comes to saving in alternate 
ways. In this way, farm and household savings may both be converted to an alternate form. 
Because farm households can more effectively combine household and business 
consumption, savings, and credit use I cannot conclude that the differences I observed 
between the farm and rural poll reflect "real" differences in actual behaviors. Farm 
households may consume, save, and borrow for the same amounts and types of purchases as 
their non-farming neighbors without appearing to do so in the data for this study. Much 
more detailed economic information would be required to definitively compare farm and 
rural households' consumption, savings, and consumer borrowing behaviors. Therefore, it is 
possible that data limitations prevented even stronger similarities from emerging in both the 
farm and rural poll data. 
There is sufficient evidence to conclude that "consumerist" behaviors occur in rural 
Iowa similarly to how they occur in more urban contexts. Manning (in Ritzer, 2002) notes 
that American households, on average, held 2. 71 credit cards. Respondents to the farm poll, 
on average, held 3.05 credit, gas, and store cards. Respondents to the rural poll, on average, 
held 3.37 credit, gas, and store cards. Because of differences in the way this information was 
gathered for this study and Manning's study, I cannot make a statistical comparison between 
these figures. However, it does appear that Plummer's (1971) finding that credit cards are 
not used in rural areas is outdated. Consumption experiences in rural Iowa bear a striking 
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resemblance to those reported in previous studies if one looks at the relative patterns and 
percentages as opposed to the absolute ones. 
The average number of credit cards held by respondents to either poll may seem like 
evidence of financial conservatism until one recognizes that the U.S. average is strikingly 
similar and that responses ranged from zero to 40 credit cards per household in this study. 
The average dollar amount consumed by a rural household may seem conservative when 
compared to the average dollar amount consumed by urban households. However, the data 
for this study show the average rural household consumes 95% of their household's income. 
The lower absolute dollar amounts consumed in rural Iowa are only an artifact of lower 
household incomes. When one looks at the relative patterns found in this study, it is much 
more difficult to conclude that rural and urban areas engage in economic activity in a 
fundamentally different way. Too often, previous studies have glossed over this distinction 
between absolute and relative patterns. Rural households are not immune from consumption 
or credit card related phenomenon. In fact, a striking number of rural households are in the 
same consumer financial trouble Schor (1998) finds in the general U.S. population. 
Six percent of farm households that completed the financial questions asked on the 
2003 farm poll indicating they either had no savings or had made net withdrawals from 
savings in the past year also indicated they did not generally pay off their credit card balances 
each month. Among respondents to the rural poll answering these same questions, 16.8 
percent likewise did not generally pay off their credit card balances each month and either 
did not have a savings account or had experienced declining savings balances in the past 
year. These subsets of the farm poll and rural poll respondents are in financial trouble. 
While the data used for this study do not provide insight into why these households are in 
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this financial situation, the presence of consumer financial problems in a rural context is 
important. Particularly with respect to the rural poll data set, the results of this study show 
that consumer issues are no longer urban-only issues. While credit card usage and 
consumption opportunities may have once been lesser among rural populations, households 
living in rural areas are finding ways to consume. Furthermore, the general patterns of 
consumption, again allowing for unseen differences in form and meaning, found in urban 
areas have now been found in a rural context. Miles and Paddison (1998) concluded that 
consumption was primarily an urban phenomenon. The results of this study help to remind 
us that, although household purchases are made in towns and cities, not everyone making 
those purchases lives there. 
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Appendix A: Listing of Cities and Towns in Iowa Excluded from the Iowa 
Rural Life Poll Sampling Frame 
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Listing of Cities and Towns in Iowa Excluded from the Iowa Rural Life 
Poll Sampling Frame 
Ames Dubuque Area 
Burlington Area • Dubuque 
• Burlington • Asbury 
• West Burlington • Sageville 
Council Bluffs Fort Dodge 
Clinton Area Iowa City Area 
• Clinton • Iowa City 
• Comanche • Coralville 
Cedar Rapids Area • University Heights 
• Cedar Rapids Marshalltown 
• Robins Mason City 
• Hiawatha Muscatine 
• Marion Ottumwa 
Des Moines Area Quad Cities Area 
• Des Moines • Davenport 
• Altoona • Bettendorf 
• Ankeny • Riverdale 
• Johnston • Eldridge 
• Grimes • Buffalo 
• Urbandale Sioux City Area 
• Waukee • Sioux City 
• Clive • Sergeant Bluff 
• Windsor Heights Waterloo Area 
• West Des Moines • Waterloo 
• Pleasant Hill • Cedar Falls 
• Norwalk • Hudson 
• Evansdale 
• Elk Run Heights 
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Appendix B. 2002 Iowa Farm and Rural Life Poll 
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IOWA STATE UNNERSITY 
OF SCIENCE AND TECHNOLOGY 
February 2002 
Dear Iowa Farm Operator: 
Department of Sociology 
303 East Hall 
Ames, Iowa 50011-1070 
515-294-6481 
FAX 515-294-0592 
bakerj@iastate.edu 
I hope you will complete the attached 2002 Iowa Farm and Rural Life Poll and return it in the 
enclosed postage-paid business envelope. We appreciate your responding to this questionnaire. 
Iowa State University initiated this project in 1982 with the cooperation of the Iowa Department 
of Agriculture and Land Stewardship. 
The information from the survey will be used by our staff to design research and extension 
programs directed towards the needs of farm families. Information from previous polls has been 
widely cited in the press and used by state leaders in addressing issues you have identified. 
Many of the topics included in the survey were suggested by farm operators and are important to 
all of us who are concerned about the future of agriculture and rural Iowa. The questionnaire 
should only take 20-30 minutes to complete. I want to emphasize that the information you 
provide is strictly confidential. 
Please complete and return the questionnaire as soon as possible. On the last page there is space 
for you to suggest ideas or topics for next year's survey. Once the data are tabulated and 
summarized, you will be able to receive a copy of the findings. If you have questions about the 
survey or about the project, feel free to call me collect at the number listed below. 
Thank you for participating in the 2002 Iowa Farm and Rural Life Poll. 
Sincerely, 
~~ 
Paul Lasley 
Extension Sociologist and 
Director, Iowa Farm and· Rural Life Poll 
(515) 294-0937 (Collect) 
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2002 IOWA FARM AND RURAL LIFE POLL 
RURAL ISSUES 
1. Please rate the following issues, in terms of their importance to the future of rural Iowa, 
by circling the number that best represents your opinion. 
Not Moderately Very 
lml!ortant lml!ortant lml!ortant 
a. Declining number of farms in the state ............ 1 2 3 4 5 
b. Consolidation of rural services, such as public 
schools, the court system, hospitals, etc ........... 1 2 3 4 5 
c. The growth and expansion of national 
retail chain stores .............................................. 1 2 3 4 5 
d. The inability of rural communities to 
provide quality jobs at salaries competitive 
with urban jobs ................................................. 1 2 3 4 5 
e. Lack of access to telecommunication 
technology such as high speed internet access. 1 2 3 4 5 
f. Loss of competitive markets for farm 
products ............................................................ 1 2 3 4 5 
g. Out-migration of young people ........................ 1 2 3 4 5 
2. There are many explanations about the lack of profits in farming. How much influence 
do you feel each of these factors have on farm income? (Circle one number for each 
factor.) 
LEVEL OF INFLUENCE ON FARM INCOME 
None A Little Some A Lot 
a. Market power of food processors ........................ 1 2 3 4 
b. Lack of competition among agricultural 
suppliers .............................................................. 1 2 3 4 
c. Too heavy reliance upon purchased inputs 
such as fuel, fertilizer, etc .................................... 1 2 3 4 
d. Government subsidies that have encouraged 
overproduction .................................................... 1 2 3 4 
e. Land values/rental rates ....................................... 1 2 3 4 
f. Outside ownership of farms by investors ............ 1 2 3 4 
g. Inadequate markets .............................................. 1 2 3 4 
h. Production contracts with agribusinesses ............ 1 2 3 4 
1. Unfair trade practices of other countries ............. 1 2 3 4 
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ETHICS 
3. In recent years there has been increased discussion about ethics and ethical behavior 
and how these might have changed. Please circle one number which best indicates your 
views on the following statements: 
Strongly Somewhat Not Somewhat Strongly 
Disagree Disagree Sure Agree Agree 
a. The general, ethical standards in 
society have declined ..................... 1 2 3 4 5 
b. At one time a person's word was as 
good as a signed contract; now you 
must first get it in writing ............... 1 2 3 4 5 
c. I used to take a person's word as a 
measure of his/her honor, but now-
a-days you can't always simply 
accept what a person tells you ........ 1 2 3 4 5 
d. Even among friends and neighbors, 
I am concerned that they no longer 
feel obliged to honor their word ..... 1 2 3 4 5 
e. Often people admit they are not 
being ethical in paying the full 
amount of their taxes ...................... 1 2 3 4 5 
f. One reason ethical standards have 
declined is that people have lost 
respect for authority ....................... 1 2 3 4 5 
g. Farmers' ethical standards have 
declined .......................................... 1 2 3 4 5 
4. Over the past 10 years, how have the ethical standards changed among the following 
(circle one number for each): 
Greatly Somewhat Remained Somewhat Greatly 
Declined Declined the Same lml!roved lml!roved 
a. Local merchants ......................... 1 2 3 4 5 
b. Farmers ....................................... 1 2 3 4 5 
c. Elected local officials ................. 1 2 3 4 5 
d. Lenders ....................................... 1 2 3 4 5 
e. Elected state officials ................. 1 2 3 4 5 
f. Agribusiness in your community 1 2 3 4 5 
g. Clergy ......................................... 1 2 3 4 5 
h. Neighbors ................................... 1 2 3 4 5 
I. Youth and young adults .............. 1 2 3 4 5 
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FARM GOALS 
5. How would you rank the importance of each of the following objectives/goals of your 
farm? (Circle one number for each objective/goal.) 
Not Moderately Very 
Important lmJ!ortant lmJ!Ortant 
a. Making money .................................................. 1 2 3 4 5 
b. Maintaining a comfortable lifestyle ................. 1 2 3 4 5 
c. Spending time with family ............................... 1 2 3 4 5 
d. Feeding the world ............................................. 1 2 3 4 5 
e. Being able to work outside ............................... 1 2 3 4 5 
f. Being my own boss .......................................... 1 2 3 4 5 
g. Place to raise a family ...................................... 1 2 3 4 5 
h. Working with nature ......................................... 1 2 3 4 5 
1. Passing farm on to children .............................. 1 2 3 4 5 
J. Preserving a family tradition ............................ 1 2 3 4 5 
k. Ensuring an adequate retirement.. .................... 1 2 3 4 5 
1. Being viewed as a conservationist ................... 1 2 3 4 5 
m. Being viewed as a good neighbor .................... 1 2 3 4 5 
6. Now taken all together, how would you rate the success of your farm? (Circle one number.) 
7. 
Not 
Successful 
1 2 3 
Somewhat 
Successful 
4 5 6 
Very 
Successful 
7 
How important have the following activities or events been to the success of your farm? 
(Circle one number for each activity/event.) 
Not Moderately Very 
lmJ!ortant lmJ!ortant lmJ;!ortant 
a. Hard work ......................................................... 1 2 3 4 5 
b. Formal education and training ......................... 1 2 3 4 5 
c. Attention to detail ............................................. 1 2 3 4 5 
d. Timing (sales, beginning or ending 
production efforts) ............................................ 1 2 3 4 5 
e. Luck .................................................................. 1 2 3 4 5 
f. Accurate information about the farming 
operation ........................................................... 1 2 3 4 5 
g. Off-farm employment ...................................... 1 2 3 4 5 
h. Involving family in decisions ........................... 1 2 3 4 5 
I. Careful consideration of available options ....... 1 2 3 4 5 
j. Government policies ........................................ 1 2 3 4 5 
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8. What kinds of farming activities do you like and dislike? Please rate each activity on the 
five-point scale, by circling the one number that best reflects your preference for these 
common farm tasks. 
Dislike Enjoy 
Greatly Indifferent Greatly 
a. Working on machinery ..................... 1 2 3 4 5 
b. Crop/field work ................................ 1 2 3 4 5 
c. Exploring new ideas ......................... 1 2 3 4 5 
d. Record keeping/paperwork .............. 1 2 3 4 5 
e. Marketing/purchasing crops ............. 1 2 3 4 5 
f. Marketing/purchasing livestock ....... 1 2 3 4 5 
g. Working with livestock .................... 1 2 3 4 5 
h. Purchasing equipment ...................... 1 2 3 4 5 
1. Going to f arrn meetings .................... 1 2 3 4 5 
9. First, please indicate whether you use financial record keeping for each of the following 
tasks, and second, circle the number which best indicates the importance of records for 
each task. 
USE RECORDS I Low IMPORTANCE High I No Yes 
a. Provide financial information to lender . 1 2 1 2 3 4 5 
b. Provide information to landlords ............ 1 2 1 2 3 4 5 
c. Provide potential information to 
investors ................................................. 1 2 1 2 3 4 5 
d. Provide information to government 
agencies, such as FSA ............................ 1 2 1 2 3 4 5 
e. Identify unprofitable parts of operation . 1 2 1 2 3 4 5 
f. Monitoring cash flow ............................. 1 2 1 2 3 4 5 
g. Market planning and analysis ................. 1 2 1 2 3 4 5 
h. Evaluate government program options .. 1 2 1 2 3 4 5 
10. How many hours per month are spent keeping and analyzing your farm's financial 
records? 
_______ hours 
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FARM MANAGEMENT SYSTEMS 
11. To what extent do you use the following practices to manage nitrogen? (Circle one 
number for each practice.) 
Do Not Limited Moderate Heavy 
Use Use Use Use 
a. Soil testing ..................................................... 1 2 3 4 
b. Crop rotations ................................................ 1 2 3 4 
c. Animal manure .............................................. 1 2 3 4 
d. Plant legumes ................................................ 1 2 3 4 
e. Yield goals ..................................................... 1 2 3 4 
f. Late spring nitrogen test.. .............................. 1 2 3 4 
g. Integrated Crop Management (ICM) ............. 1 2 3 4 
h. Variable fertilizer rates .................................. 1 2 3 4 
I. Test strips ...................................................... 1 2 3 4 
j. N-Serve or N-Stabilizer. ................................ 1 2 3 4 
k. Stalk N tests ................................................... 1 2 3 4 
1. Aerial photos or remote sensing .................... 1 2 3 4 
m. Soil temperatures ........................................... 1 2 3 4 
n. SPAD (chlorophyll) meter ............................ 1 2 3 4 
12. In Column A, please indicate each form of nitrogen you applied on your corn acres last 
year. (Check all that apply.) In Column B, please indicate what percent of your corn 
acres received this form of nitrogen. 
I ColumnA I 
a. Anhydrous Ammonia 
b. Liquid Nitrogen 
c. Dry (granular) Nitrogen 
d. Manure 
Column B 
(percent of com acres) 
% ---
% ---
% ---
% ---
13. How did you determine what nitrogen fertilizer rates to use? (Check all that apply.) 
a. Crop nutrient requirements based upon yield goals. 
b. Apply fertilizer based upon prior experience. 
c. Follow recommendations from fertilizer dealer/supplier. 
d. Follow recommendation from crop consultant. 
e. Use validated field tests from my own farm to establish optimal rates. 
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14. If you apply manure, which of the following do you most rely upon in deciding 
what rates to apply? (Check the Q!!£. you most rely upon.) 
1. Nutrient content analysis 
2. Manure management plan 
3. Prior experience 
15. If you apply manure, how do you achieve the desired application rate? (Check all that 
apply.) 
1. Follow spreader manufacturer recommendations 
2. Keep equipment properly calibrated 
3. Use flow controllers 
16. How do you feel about the amount of nitrogen fertilizer most farmers apply to their 
crops? Do you feel they apply ... (Please circle one.) 
1. Too little .......................................... 1 
2. About the right amount ................... 2 
3. Too much ......................................... 3 
17. Since 1997, have you made any systematic changes in the amount of nitrogen you apply 
to your corn acres? 
No -------11li.• Go to Question 18 on the following page. 
Yes -----~ A) Was this an increase or decrease? 
D Increase D Decrease 
B) Why did you make these changes? (Circle the numbers for all that 
apply.) 
I. To reduce costs 
2. Concern over groundwater pollution 
3. Concern over health effects 
4. Follow new understanding for my land and operation 
5. Credit taken from manure/legumes 
6. Use validated field test from own farm to establish optimal rates 
7. Increase yield 
8. Recommendation by supplier/dealer 
9. Recommendation by crop consultant 
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18. Please indicate your opinion on the following ... (Circle one number for each statement.) 
Strongly Somewhat Somewhat Strongly 
Disagree Disagree Uncertain Agree Agree 
a. The pollution effects of 
nitrate fertilizer are quite 
unimportant compared to 
their benefits ................................ 2 3 4 5 
b. Most farmers are too concerned 
with making profits and not 
concerned enough about 
preventing pollution ..................... 1 2 3 4 5 
c. Increased use of sustainable 
farming practices would help 
maintain our natural resources ..... 2 3 4 5 
d. The need for an adequate supply 
of food limits the use of 
sustainable farming practices on a 
commercial basis .......................... 2 3 4 5 
e. Modem farming relies too heavily 
upon commercial fertilizers ......... 2 3 4 5 
f. Modem farming relies too heavily 
upon insecticides and herbicides .. 2 3 4 5 
g. There is too much attention about 
the harmful effects of pesticides 
and too little about their benefits .. 2 3 4 5 
h. Farmers would use more 
sustainable farming methods 
if more research information was 
available ....................................... 2 3 4 5 
1. There is too much concern 
about food safety issues ............... 1 2 3 4 5 
J. The best way to establish 
appropriate nitrogen levels is 
through trial and error on my own 
fields ............................................. 1 2 3 4 5 
k. Low prices for nitrogen fertilizer 
contributes to its over-use ............ 1 2 3 4 5 
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EXPANDING THE LIVESTOCK INDUSTRY 
19. There are many people in Iowa who believe livestock production should be expanded 
to assist in economic development. Please circle the number that best represents how 
you feel about each of the following statements. 
Strongly Somewhat Somewhat Strongly 
Disagree Disagree Uncertain Agree Agree 
a. Farmers in my neighborhood 
should be encouraged to raise 
more: 
hogs .................................... 1 2 3 4 5 
cattle ................................... 1 2 3 4 5 
poultry ................................ 1 2 3 4 5 
b. Farmers in my neighborhood 
should be encouraged to invest 
money in my neighborhood to 
raise: 
hogs .................................... 1 2 3 4 5 
cattle ................................... 1 2 3 4 5 
poultry ................................ 1 2 3 4 5 
20. Please provide your opinions about the livestock industry. Some people believe that 
odors and livestock are just part of living in the country, while others are very 
sensitive to the presence of livestock. How do you feel about the following statements? 
(Circle one number for each statement.) 
Strongly Somewhat Somewhat Strongly 
Disagree Disai:ree Uncertain Ai:ree Ai:ree 
a. If people choose to live in the 
country then they must accept 
the presence of livestock .......... 1 2 3 4 5 
b. Most livestock producers do a 
good job of controlling odors 
and noises from their livestock 
operation .................................. 1 2 3 4 5 
c. I don't care whether my 
neighbor raises livestock as 
long as this doesn't affect my 
quality of life ............................ 1 2 3 4 5 
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QUALITY OF LIFE 
21. Below are general statements about how well people are living in your community. 
Some of the questions ref er to "quality of life" which means the degree of satisfaction 
with all aspects of life. (For each statement, please circle the one number that most 
closely reflects your feelings.) 
Become Become Remain Become Become 
Much Somewhat the Somewhat Much 
Worse Worse Same Better ~ 
a. During the past five years, has the 
quality of life for farm families in 
your community ............................... 1 2 3 4 5 
b. During the past five years, has the 
quality of life for your family .......... 1 2 3 4 5 
c. In the next five years, will the 
quality of life for farm families in 
your community .............................. 1 2 3 4 5 
d. In the next five years, will the 
quality of life for your family .......... 1 2 3 4 5 
e. In the next five years, will the 
overall economic prospects for 
Iowa farmers .................................... 1 2 3 4 5 
FINANCIAL CONDITIONS IN FARMING 
22. How do you feel about the current financial well-being of .•• (Circle one number for 
each statement.) 
Not A A Slight A Moderate A Serious 
Problem Problem Problem Problem 
a. Farmers in your area ................... 1 2 3 4 
b. Agribusiness firms in your area . 1 2 3 4 
c. Financial institutions in your 1 2 3 4 
area ............................................. 
d. Your own farm ........................... 1 2 3 4 
23. Which category best represents your gross farm sales for 2001? (Please circle the 
number corresponding to your answer.) 
1. Less than $2,500 5. $40,000 to $99,999 
2. $2,500 to $9 ,999 6. $100,000 to $249,999 
3. $10,000 to $19,999 7. $250,000 to $499,999 
4. $20,000 to $39,999 8. $500,000 or more 
Not 
Sure 
5 
5 
5 
5 
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24. Please circle the category that best represents your total family income from all 
sources for 2001, including the sale of farm products, off-farm work, pensions, etc. 
1. Less than $2,500 5. $35,000 to $49,999 
2. $2,500 to $9,999 6. $50,000 to $74,999 
3. $10,000 to $19,999 7. $75,000 to $99,999 
4. $20,000 to $34,999 8. $100,000 or more 
25. What percent of your total family income is from the farm (please circle one): 
1. Less than 10% 3. 26% to 50% 5. 76% to 100% 
2. 11 % to 25% 4. 51 % to 75% 
There is a continuing debate on the financial health of farming. Some people believe the problem 
is being exaggerated, while others claim the financial condition is a very serious problem. One of 
the difficulties in addressing the situation is the lack of information about the financial health of 
Iowa farmers. To help us establish the seriousness of the problem, we'd like you to answer the 
following questions: 
26. As of January 2002, what was the estimated current market value of your farm assets? 
$ ___________ (Total Assets) 
27. As of January 2002, what were your estimated total liabilities, including all loans 
for land, machinery, buildings and livestock? 
$ ___________ (Total Liabilities) 
FARM CHARACTERISTICS 
28. Please indicate the number of acres in the following crops in 2001: 
Owned Acres Rented Acres 
a. Com ............................................ . 
b. Soybeans ..................................... . 
c. Wheat ......................................... . 
d. Oats ............................................. . 
e. Sorghum ..................................... . 
f. Hay or pasture ............................ . 
g. Conservation Reserve Acres ...... . 
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29. Please indicate the number of animals on your farm as of January 1, 2002: 
Number 
a. Beef cows and calves ....................................................... . 
b. Cattle on feed ................................................................... . 
c. Dairy cattle ..................................................... , ................. . 
d. Hogs (breeding stock) ...................................................... . 
e. Market hogs including feeder pigs ................................... . 
f. Hens and pullets ............................................................... . 
g. Other chickens .................................................................. . 
h. Turkeys ............................................................................. . 
1. Other ................................................................................. . 
RESPONDENT CHARACTERISTICS 
Farm 
()perator Spouse 
30. What are the ages of: 
31. How many years of education for: 
32. How many days of off-farm work in 2001: 
What issue or topic would you like to see on next year's survey? ----------
General comments: 
~-------------------------
Thank you for participating in the 2002 Iowa Farm and Rural Life Poll. 
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Appendix C. 2003 Iowa Farm and Rural Life Poll 
IOWA STATE UNNERSITY 
OF SCIENCE AND TECHNOLOGY 
February 2003 
Dear Iowa Farm Operator: 
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Department of Sociology 
107 East Hall 
Ames, Iowa 50011-1070 
We hope you will complete the attached 2003 Iowa Farm and Rural Life Poll and return it in the 
enclosed postage-paid business envelope. We appreciate your responding to this questionnaire. 
Iowa State University initiated this project in 1982 with the cooperation of the Iowa Department of 
Agriculture and Land Stewardship and the Iowa Agricultural Statistics Service. 
The information from the survey will be used by our staff to design research and extension programs 
directed towards the needs of farm families. Information from previous polls has been widely cited in 
the press and used by state leaders in addressing issues you have identified. 
Many of the topics included in the survey were suggested by farm operators and are important to all of 
us who are concerned about the future of agriculture and rural Iowa. The questionnaire should only 
take 20-30 minutes to complete. We want to emphasize that the information you provide is strictly 
confidential. 
Please complete and return the questionnaire as soon as possible. On the last page there is space for 
you to suggest ideas or topics for next year's survey. Once the data are tabulated and summarized, 
you will be able to receive a copy of the findings. If you have questions about the survey or about the 
project, feel free to call one of us collect at the number listed below. 
Thank you for participating in the 2003 Iowa Farm and Rural Life Poll. 
Sincerely, 
Paul Lasley 
Extension Sociologist and 
Co-Director, Iowa Farm and Rural Life Poll 
(515) 294-8322 (Collect) 
,&~-
Peter Korsching 
Professor and Co-Director, 
Iowa Farm and Rural Life Poll 
(515) 294-8322 (Collect) 
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2003 IOWA FARM AND RURAL LIFE POLL 
I. Community Well-Being 
1. Please rate your community on each of the following by circling the appropriate 
numbers. Circle 8 if a particular service is not available. 
Very Not 
Poor Fair Good Good Available 
a. Health care and medical services ... 1 2 3 4 8 
b. Public schools ................................ 1 2 3 4 8 
c. Shopping facilities .......................... 1 2 3 4 8 
d. Quality of housing .......................... 1 2 3 4 8 
e. Variety of recreation and 
entertainment ................................. 1 2 3 4 8 
f. Child care services ......................... 1 2 3 4 8 
g. Senior citizen programs ................. 1 2 3 4 8 
h. Job opportunities ............................ 1 2 3 4 8 
i. Programs for youth ........................ 1 2 3 4 8 
j. Police protection ............................ 1 2 3 4 8 
k. Condition of streets and roads ....... 1 2 3 4 8 
I. Condition of parks .......................... 1 2 3 4 8 
m. Water quality .................................. 1 2 3 4 8 
n. Fire protection ................................ 1 2 3 4 8 
o. Garbage collection ......................... 1 2 3 4 8 
p. Internet access ............................... 1 2 3 4 8 
q. Local sources of news .................... 1 2 3 4 8 
r. The public library ............................ 1 2 3 4 8 
s. Community civic spirit .................... 1 2 3 4 8 
t. Acceptance of newcomers ............. 1 2 3 4 8 
u. Friendliness of your community ...... 1 2 3 4 8 
v. Overall quality of government 
services .......................................... 1 2 3 4 8 
W. Overall quality of life ....................... 1 2 3 4 8 
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2. Do you think Iowa taxpayers currently spend too much, about the right amount, or not 
enough money on ... 
Not enough About right Too much Don't know 
a. Public schools (K through grade 12) ....... 1 2 3 4 
b. Community colleges ................................ 1 2 3 4 
c. State colleges and universities ................ 1 2 3 4 
d. Economic development ........................... 1 2 3 4 
e. Prisons and jails ...................................... 1 2 3 4 
f. Social services for the elderly .................. 1 2 3 4 
g. Programs that provide assistance to 
poor families ........................................... 1 2 3 4 
h. Programs that assist low-income 
working parents with the costs of child 
care ......................................................... 1 2 3 4 
i. Programs that help with health care 
costs for those who can't afford them ...... 1 2 3 4 
j. State highways and road systems ........... 1 2 3 4 
k. Promoting tourism ................................... 1 2 3 4 
I. Attracting new businesses and 
industries to the state .............................. 1 2 3 4 
m. Vocational training .................................. 1 2 3 4 
n. Environment and conservation 
programs ................................................. 1 2 3 4 
0. Support of county government ................ 1 2 3 4 
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3. In the next set of questions, please indicate whether you AGREE or DISAGREE with 
each of the following statements about your COMMUNITY. 
Strongly Strongly 
Disagree Disagree Undecided Agree Agree 
a. I can always count on my neighbors 
when I need help ........................... 1 2 3 4 5 
b. I don't have time to visit with my 
neighbors ...................................... 1 2 3 4 5 
c. My neighbors can always count on 
me when they need help ............... 1 2 3 4 5 
d. Our neighborhood is closely knit ... 1 2 3 4 5 
e. Compared to other communities, my 
neighbors have more trust in each 
other ............................................. 1 2 3 4 5 
f. Family ties and friendships make this 
community special to me ............... 1 2 3 4 5 
g. I can think of no other place to live 
where I would feel safer ................ 1 2 3 4 5 
h. People in this community enjoy each 
others' friendship ........................... 1 2 3 4 5 
i. This community is not a safe place 
to raise kids ................................... 1 2 3 4 5 
j. I don't worry too much about theft 
because my neighbors keep a 
watchful eye on my property ......... 1 2 3 4 5 
k. I feel I need to keep the doors locked 
when no one is at home ................ 1 2 3 4 5 
II. Economic Development 
4. There is much discussion over the direction of economic development in the state. We 
would like your opinion on what directions you think the state should pursue. Please 
circle the number corresponding to your opinion for each of the following economic 
development ideas. 
Strongly Somewhat Somewhat Strongly 
Oeeose Oeeose Uncertain sueeort Sueeort 
a. Emphasize tourism in the state ..... 1 2 3 4 5 
b. Attract biotechnology industries .... 1 2 3 4 5 
c. Emphasize more local 
processing of grains and 
livestock ....................................... 1 2 3 4 5 
d. Emphasize more manufacturing 
jobs in nonagricultural industries ... 1 2 3 4 5 
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Strongly Somewhat Somewhat Strongly 
01212ose 01212ose Uncertain Su1212ort Su1212ort 
e. Place more state emphasis on 
agricultural exports ....................... 1 2 3 4 5 
f. Fund more biotechnology 
research for new products and 
uses for agricultural produce ........ 1 2 3 4 5 
g. Diversify agricultural production 
to include specialty crops .............. 1 2 3 4 5 
h. Encourage Iowa's universities 
and colleges to focus on 
economic development.. ............... 1 2 3 4 5 
i. Focus on main street business 
development ................................. 1 2 3 4 5 
j. Provide tax incentives to 
companies to locate in the state ... 1 2 3 4 5 
k. Focus on retention and 
expansion of existing industries .... 1 2 3 4 5 
I. Promote gambling opportunities 
for tourism .................................... 1 2 3 4 5 
m. Focus on improving and 
maintaining rural infrastructure 
such as roads, schools, housing, 
etc ................................................ 1 2 3 4 5 
n. Provide venture capital for new 
home-grown businesses ............... 1 2 3 4 5 
0. Increase the state's population to 
match the growth rate in 
neighboring states ........................ 1 2 3 4 5 
p. Offer tax incentives or other 
financial rewards to employers 
who hire Iowa graduates to help 
retain the young population in 
the state ....................................... 1 2 3 4 5 
q. Provide funding for access to 
modern communications 
technology in every town in Iowa .. 1 2 3 4 5 
r. Raise wages to attract and retain 
people .......................................... 1 2 3 4 5 
s. Increase sales tax to provide 
property tax relief .......................... 1 2 3 4 5 
t. Consolidate county governments 
to provide better efficiency for 
the taxpayer ................................. 1 2 3 4 5 
5. 
6. 
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State and local governments are promoting many different strategies to 
increase jobs, income, and quality of life for rural Iowa residents. How desirable or 
undesirable would the following types of facilities be to your community? 
Neither 
Highly Undesirable Highly 
Undesirable Undesirable nor Desirable Desirable Desirable 
a. Manufacturing plant.. ...... 1 2 3 4 5 
b. Low income housing 
complex ......................... 1 2 3 4 5 
c. Sewage treatment plant . 1 2 3 4 5 
d. Confinement hog lot.. ..... 1 2 3 4 5 
e. Casino ............................ 1 2 3 4 5 
f. Prison ............................ 1 2 3 4 5 
g. Solid waste landfill ......... 1 2 3 4 5 
h. Four lane highway .......... 1 2 3 4 5 
i. Race track ...................... 1 2 3 4 5 
j. Slaughter plant.. ............. 1 2 3 4 5 
k. Shopping mall ................ 1 2 3 4 5 
I. Theme park .................... 1 2 3 4 5 
m. Hospital .......................... 1 2 3 4 5 
n. Senior citizen care 
center ............................. 1 2 3 4 5 
o. Windmill farm ................. 1 2 3 4 5 
p. Reservoir ....................... 1 2 3 4 5 
q. Farmers' market.. ........... 1 2 3 4 5 
Do you or does anyone else in your household operate a business other than the farm? 
No (Go to Question 7) 
Yes If yes, what kind of business is it (check all that apply)? 
___ Crafts or homemade items such as woodworking or pottery 
___ Operate a booth at a farmers' market or flea market 
___ Farm related business, such as seed sales, custom work 
___ Services such as lawn care or car wash 
___ Personal services such as beautician, bookkeeping or photography 
___ Entertainment and recreation such as a restaurant or video rental store 
___ Repair and maintenance such as welding or auto repair 
___ Other (Specify)-------------
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Ill. Biotechnology and Food Safety 
7. Circle the number that best represents your opinion about the use of biotechnology in 
food production. 
Strongly Not Strongly 
Disagree Disagree Sure Agree Agree 
a. Cloning livestock, like calves and 
sheep, will produce safer food ............... 1 2 3 4 5 
b. I wouldn't eat meat products that I knew 
were produced by genetic modification .. 1 2 3 4 5 
c. I am bothered that it is illegal to label 
milk that has been produced through 
biotechnology ........................................ 1 2 3 4 5 
d. Genetically modified corn is no different 
from corn produced by more traditional 
crop breeding methods .......................... 1 2 3 4 5 
e. The consolidation of biotechnology 
agribusiness firms will make it more 
difficult to produce sate food .................. 1 2 3 4 5 
f. A domestic biotechnology industry will 
protect against safety problems arising 
from imported foods ............................... 1 2 3 4 5 
g. It's difficult to know whether 
biotechnology will improve food safety ... 1 2 3 4 5 
h. Government should regulate 
biotechnology to ensure food safety ...... 1 2 3 4 5 
i. It is dangerous to have so much of the 
nation's food supply in the hands of just 
a few firms ............................................. 1 2 3 4 5 
j. State universities should play a major 
role in preserving the integrity of our 
nation's food supply ............................... 1 2 3 4 5 
k. New discoveries by university scientists 
should be available without restriction 
to companies that wish to market these 
products ................................................ 1 2 3 4 5 
I. Biotechnology will enable farmers to 
become less dependent upon 
agricultural chemicals ............................ 1 2 3 4 5 
m. Larger farms will benefit more from 
biotechnology than smaller farms .......... 1 2 3 4 5 
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8. Genetically modified organisms (GMOs) are created by inserting a modified gene or a 
gene from another variety or species. Please indicate whether you agree or disagree 
with the following statements on GMO production and its impacts. 
Strongly Strongly 
Disagree Disagree Undecided Agree Agree 
a. Weeds, insects, and plant diseases will 
find a way to develop resistance to 
GMO crops ............................................ 1 2 3 4 5 
b. Laws should be enacted to segregate 
GMO crops from non-GMO crops .......... 1 2 3 4 5 
c. All products made from GMO crops 
should be labeled to tell them apart 
from non-GMO products ........................ 1 2 3 4 5 
d. Better acceptance of GMOs throughout 
the world will open new markets for 
Iowa crops ............................................. 1 2 3 4 5 
e. Companies that reject the use of GMO 
grains for their products contribute to 
feelings of concern about the safety of 
GMOs among the general public ........... 1 2 3 4 5 
f. Increased planting of GMO crops is just 
adding to the problem of 
overproduction ....................................... 1 2 3 4 5 
g. The production of GMO crops will 
provide new opportunities for Iowa 
farmers .................................................. 1 2 3 4 5 
IV. Family Financial Situation: Retirement 
9a. At what age do you expect to retire? ____ _ 
9b. Are you setting aside money for retirement? 
No (Go to Question 1 Oa) 
Yes If yes, do you feel that the money you are setting aside, along with any Social 
Security you may receive, will be adequate to provide a comfortable retirement? 
____ More than adequate 
____ Just adequate 
____ Not adequate 
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V. Family Financial Situation: Savings 
10a. Do you have a savings account? 
No (Go to Question 10c) 
Yes If yes, do you regularly put money into your savings account? 
Yes No __ _ 
10b. Over the last year, has the balance in the savings account increased, remained the 
same, or decreased? 
____ Increased substantially 
____ Increased 
____ Remained the same 
____ Decreased 
____ Decreased substantially 
10c. About what percent of your total family income are you able to save? _____ % 
VI. Family Financial Situation: Credit Card Usage 
11 a. How many credit cards, store cards, and gasoline cards do you have? ____ _ 
(If none, go to Question 12) 
11 b. Do you generally pay off your credit card balances nearly every month? Yes No __ 
11 c. Have your credit card balances increased, decreased, or remained constant over the 
past two years? 
____ Increased substantially 
____ Increased 
____ Remained the same 
____ Decreased 
____ Decreased substantially 
11 d. How often do you use your credit card for the following purchases? 
Never Rarely Sometimes 
a. Clothing ............................................... 1 2 3 
b. Vacation/travel ..................................... 1 2 3 
c. Appliances and furniture ...................... 1 2 3 
d. Eating out/entertainment.. .................... 1 2 3 
e. Groceries ............................................. 1 2 3 
f. Gasoline .............................................. 1 2 3 
Usually Always 
4 5 
4 5 
4 5 
4 5 
4 5 
4 5 
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VII. Financial Conditions in Farming 
12. How do you feel about the current financial well-being of ... 
Not A A Slight A Moderate A Serious Not 
Problem Problem Problem Problem Sure 
a. Farmers in your area .............. 1 2 3 4 5 
b. Agribusiness firms in your 1 2 3 4 5 
area ........................................ 
c. Financial institutions in your 1 2 3 4 5 
area ........................................ 
d. Your own farm ........................ 1 2 3 4 5 
13. Which category best represents your gross farm sales for 2002? (Please circle the 
letter corresponding to your answer.) 
a. Less than $2,500 e. $40,000 to $99,999 
b. $2,500 to $9,999 f. $100,000 to $249,999 
c. $10,000 to $19,999 g. $250,000 to $499,999 
d. $20,000 to $39,999 h. $500,000 or more 
14. Please circle the category that best represents your total household income from all 
sources for 2002, including the sale of farm products, off-farm work, pensions, etc. 
a. Less than $2,500 
b. $2,500 to $9,999 
c. $10,000 to $19,999 
d. $20,000 to $34,999 
e. $35,000 to $49,999 
t. $50,000 to $74,999 
g. $75,000 to $99,999 
h. $100,000 or more 
15. What percent of your total household income is from the farm (please circle one): 
a. Less than 1 0% c. 26% to 50% e. 76% to 100% 
b. 11% to 25% d. 51% to 75% 
There is a continuing debate on the financial health of farming. Some people believe the problem is 
being exaggerated, while others claim the financial condition is a very serious problem. One of the 
difficulties in addressing the situation is the lack of information about the financial health of Iowa 
farmers. To help us establish the seriousness of the problem, we'd like you to answer the following 
questions: 
16. As of January 2003, what was the estimated current market value of your farm assets, 
including land, buildings, livestock, machinery, etc? 
$ (Total Assets) 
17. As of January 2003, what were your estimated total liabilities, including all loans 
for land, machinery, buildings and livestock? 
$ ___________ (Total Liabilities) 
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VIII. Respondent Characteristics 
18. What are the ages of ......................................... . 
19. What is the highest level of education (in 
years) for ............................................................ . 
20. How many days of off-farm work in 2002? If 
none, please enter O .......................................... . 
IX. Farm Characteristics 
Farm 
Operator 
If Married, Please 
Report for Your 
Spouse 
21. Please indicate the number of acres in the following crops planted in 2002 on land 
owned or rented: 
Owned Acres Rented Acres 
a. Corn .............................................. . 
b. Soybeans ...................................... . 
c. Wheat ........................................... . 
d. Oats .............................................. . 
e. Sorghum ....................................... . 
f. Hay or pasture ............................. .. 
g. Conservation Reserve Acres ........ .. 
22. Please indicate the number of animals on your farm as of January 1, 2003: 
Owned by You Owned by Others 
a. Beef cows and calves ................... . 
b. Cattle on feed ................................ . 
c. Dairy cattle .................................... . 
d. Hogs (breeding stock) .................. .. 
e. Market hogs including feeder pigs .. 
f. Hens and pullets ........................... . 
g. Other chickens ............................. .. 
h. Turkeys ......................................... . 
i. Other ............................................. . 
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What issue(s) or topic(s) would you like to see on next year's survey? 
General comments: 
Thank you for your help. 
Paul Lasley 
Peter Korsching 
Co-Directors 
Iowa Farm and Rural Life Poll 
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Appendix D. 2003 Iowa Rural Life Poll 
IOWA STATE UNNERSITY 
OF SCIENCE AND TECHNOLOGY 
May 2003 
Dear Iowa Resident, 
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Department of Sociology 
107 East Hall 
Ames, Iowa 50011-1070 
Many important changes are occurring in Iowa. Some communities are struggling to keep up with 
population changes and the radical restructuring of the economy, yet other communities are doing 
fine. One of the best ways to learn how communities are adjusting to these changes is to ask Iowans 
like you. This information is useful for developing policies and programs to help communities adjust to 
the changes. 
You were randomly selected to participate in this statewide survey of Iowa residents living in the 
country and in towns of less than 25,000. The information you provide will be combined with other 
respondents to provide a snapshot of the important issues and trends affecting small town and 
country life. All information will be kept confidential, and no one will be able to identify your 
responses. Information from the survey will be helpful to Iowa State University staff and state and 
local policy makers as we address the important needs of rural Iowa, rural communities, and small 
cities. 
This survey is a cooperative project of the Iowa Department of Agriculture and Land Stewardship, the 
Iowa Agricultural Statistics Service, and Iowa State University. Many topics included in the survey 
have been suggested by community leaders as issues they face in improving the quality of life in 
Iowa. 
Please complete and return the questionnaire as soon as possible. It should only take a few minutes 
for you to complete. On the back page is space for you to write additional thoughts or ideas about 
issues that you would like to see included in future surveys. If you have questions about the survey, 
feel free to call us at the number listed below. Thank you in advance for helping us with the survey. 
Sincerely, 
Paul Lasley 
Extension Sociologist and 
Co-Director, Iowa Rural Life Poll 
(515) 294-8322 (Collect) 
Peter Korsching 
Professor and Co-Director, 
Iowa Rural Life Poll 
(515) 294-8322 (Collect) 
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2003 IOWA RURAL LIFE POLL 
I. Economic Development 
1. There is much discussion over the direction of economic development in the state. We 
would like your opinion on what directions you think the state should pursue. Please 
circle the number corresponding to your opinion for each of the following economic 
development ideas. 
Strongly Somewhat Somewhat Strongly 
OQQose OQQOSe Uncertain .SUQQOrt SUQQOrt 
a. Emphasize tourism in the state ..... 1 2 3 4 5 
b. Attract biotechnology industries .... 1 2 3 4 5 
c. Emphasize more local 
processing of grains and 
livestock ....................................... 1 2 3 4 5 
d. Emphasize more manufacturing 
jobs in nonagricultural industries ... 1 2 3 4 5 
e. Place more state emphasis on 
agricultural exports ....................... 1 2 3 4 5 
f. Fund more biotechnology 
research for new products and 
uses for agricultural products ........ 1 2 3 4 5 
g. Diversify agricultural production 
to include specialty crops .............. 1 2 3 4 5 
h. Encourage Iowa's universities 
and colleges to focus on 
economic development.. ............... 1 2 3 4 5 
i. Focus on main street business 
development ................................. 1 2 3 4 5 
j. Provide tax incentives to 
companies to locate in the state ... 1 2 3 4 5 
k. Focus on retention and 
expansion of existing industries .... 1 2 3 4 5 
I. Promote gambling opportunities 
for tourism .................................... 1 2 3 4 5 
m. Focus on improving and 
maintaining rural infrastructure 
such as roads, schools, housing, 
etc ................................................ 1 2 3 4 5 
n. Provide venture capital for new 
home-grown businesses ............... 1 2 3 4 5 
0. Increase the state's population to 
match the growth rate in 
neighboring states ........................ 1 2 3 4 5 
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Strongly Somewhat Somewhat Strongly 
oeeose oeeose Uncertain sueeort sueeort 
p. Offer tax incentives or other 
financial rewards to employers 
who hire Iowa graduates to help 
retain the young population in 
the state ....................................... 1 2 3 4 5 
q. Provide funding for access to 
modern communications 
technology in every town in Iowa .. 1 2 3 4 5 
r. Raise wages to attract and retain 
people .......................................... 1 2 3 4 5 
s. Increase sales tax to provide 
property tax relief .......................... 1 2 3 4 5 
t. Consolidate county governments 
to provide better efficiency for 
the taxpayer ................................. 1 2 3 4 5 
2. State and local governments are promoting many different strategies to increase jobs, 
income, and quality of life for rural Iowa residents. How desirable or undesirable would 
the following types of facilities be to your community? 
Neither 
Highly Undesirable Highly 
Undesirable Undesirable nor Desirable Desirable Desirable 
a. Manufacturing plant.. .......... 1 2 3 4 5 
b. Low income housing 
complex ............................. 1 2 3 4 5 
c. Sewage treatment plant ..... 1 2 3 4 5 
d. Confinement hog lot.. ......... 1 2 3 4 5 
e. Casino ................................ 1 2 3 4 5 
f. Prison ................................ 1 2 3 4 5 
g. Solid waste landfill ............. 1 2 3 4 5 
h. Four lane highway .............. 1 2 3 4 5 
i. Race track .......................... 1 2 3 4 5 
j. Slaughter plant.. ................. 1 2 3 4 5 
k. Shopping mall .................... 1 2 3 4 5 
I. Theme park ........................ 1 2 3 4 5 
m. Hospital .............................. 1 2 3 4 5 
n. Senior citizen care center ... 1 2 3 4 5 
o. Windmill farm ..................... 1 2 3 4 5 
p. Reservoir ........................... 1 2 3 4 5 
q. Farmers' market.. ............... 1 2 3 4 5 
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II. Community Well-Being 
3. Do you think Iowa taxpayers currently spend too much, about the right amount, or not 
enough money on ... 
Not enough About right Too much Don't know 
a. Public schools (K through grade 12) ....... 1 2 3 4 
b. Community colleges ................................ 1 2 3 4 
c. State colleges and universities ................ 1 2 3 4 
d. Economic development ........................... 1 2 3 4 
e. Prisons and jails ...................................... 1 2 3 4 
f. Social services for the elderly .................. 1 2 3 4 
g. Programs that provide assistance to 
poor families ........................................... 1 2 3 4 
h. Programs that assist low-income 
working parents with the costs of child 
care ......................................................... 1 2 3 4 
i. Programs that help with health care 
costs for those who can't afford them ...... 1 2 3 4 
j. State highways and road systems ........... 1 2 3 4 
k. Promoting tourism ................................... 1 2 3 4 
I. Attracting new businesses and 
industries to the state .............................. 1 2 3 4 
m. Retaining existing business in the state ... 1 2 3 4 
n. Vocational training .................................. 1 2 3 4 
o. Environment and conservation 
programs ................................................. 1 2 3 4 
p. Support of county government ................ 1 2 3 4 
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4. In the next set of questions, please indicate whether you AGREE or DISAGREE with 
each of the following statements about your COMMUNITY. 
Strongly Strongly 
Disagree Disagree Undecided Agree Agree 
a. I can always count on my neighbors 
when I need help ........................... 1 2 3 4 5 
b. I don't have time to visit with my 
neighbors ...................................... 1 2 3 4 5 
c. My neighbors can always count on 
me when they need help ............... 1 2 3 4 5 
d. Our neighborhood is closely knit ... 1 2 3 4 5 
e. I feel I need to keep the doors locked 
when no one is at home ................ 1 2 3 4 5 
f. Compared to other communities, my 
neighbors have more trust in each 
other ............................................. 1 2 3 4 5 
g. Living in rural or small town Midwest 
is much safer than big cities in these 
times of potential violence ............. 1 2 3 4 5 
h. Family ties and friendships make this 
community special to me ............... 1 2 3 4 5 
i. Living on the West Coast or East 
Coast is just as safe as living in the 
Midwest. ........................................ 1 2 3 4 5 
j. This community is not a safe place 
to raise kids ................................... 1 2 3 4 5 
k. I can think of no other place to live 
where I would feel safer ................ 1 2 3 4 5 
I. Here in the Midwest we don't need 
to be very concerned about violence 
from terrorism ................................ 1 2 3 4 5 
m. People in this community enjoy each 
others' friendship ........................... 1 2 3 4 5 
n. Parents need to be increasingly 
watchful these days to protect their 
children from potential harm from 
strangers ....................................... 1 2 3 4 5 
0. I worry more these days about my 
family's safety even here in my own 
community .................................... 1 2 3 4 5 
p. I don't worry too much about theft 
because my neighbors keep a 
watchful eye on my property ......... 1 2 3 4 5 
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Ill. Biotechnology and Food Safety 
5. Circle the number that best represents your opinion about the use of biotechnology in 
food production. 
Strongly Not Strongly 
Disagree Disagree Sure Agree Agree 
a. Cloning livestock, like calves and 
sheep, will produce safer food ............... 1 2 3 4 5 
b. I wouldn't eat meat products that I knew 
were produced by genetic modification .. 1 2 3 4 5 
c. Genetically modified corn is no different 
from corn produced by more traditional 
crop breeding methods .......................... 1 2 3 4 5 
d. A domestic biotechnology industry will 
protect against safety problems arising 
from imported foods ............................... 1 2 3 4 5 
e. It's difficult to know whether 
biotechnology will improve food safety ... 1 2 3 4 5 
f. Government should regulate 
biotechnology to ensure food safety ...... 1 2 3 4 5 
g. New discoveries by university scientists 
should be available without restriction 
to companies that wish to market these 
products ................................................ 1 2 3 4 5 
h. Biotechnology will enable farmers to 
become less dependent upon 
agricultural chemicals ............................ 1 2 3 4 5 
i. Larger farms will benefit more from 
biotechnology than smaller farms .......... 1 2 3 4 5 
IV. Family Financial Situation: Retirement 
6a. At what age do you expect to retire? ____ _ 
6b. Are you setting aside money for retirement? 
No (Go to Question 7a) 
Yes If yes, do you feel that the money you are setting aside, along with any Social 
Security you may receive, will be adequate to provide a comfortable retirement? 
____ More than adequate 
____ Just adequate 
____ Not adequate 
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V. Family Financial Situation: Savings 
7a. Do you have a savings account? 
No (Go to Question 7c) 
Yes If yes, do you regularly put money into your savings account? 
Yes No __ _ 
7b. Over the last year, has the balance in the savings account increased, remained the 
same, or decreased? 
____ Increased substanUally 
Increased ----
---- Remained the same 
____ Decreased 
____ Decreased substantially 
7c. About what percent of your total family income are you able to save? _____ % 
VI. Family Financial Situation: Credit Card Usage 
Sa. How many credit cards, store cards, and gasoline cards do you have? ____ _ 
(If none, go to Question 9) 
Sb. Do you generally pay off your credit card balances nearly every month? Yes __ ,No __ 
Sc. Have your credit card balances increased, decreased, or remained constant over the 
Sd. 
past two years? 
____ Increased substantially 
____ Increased 
____ Remained the same 
____ Decreased 
____ Decreased substantially 
How often do you use your credit card for the following purchases? 
Never Rarely Sometimes 
a. Clothing ............................................... 1 2 3 
b. Vacation/travel ..................................... 1 2 3 
c. Appliances and furniture ...................... 1 2 3 
d. Eating out/entertainment. ..................... 1 2 3 
e. Groceries ............................................. 1 2 3 
f. Gasoline .............................................. 1 2 3 
Usually Always 
4 5 
4 5 
4 5 
4 5 
4 5 
4 5 
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VII. Respondent Characteristics 
Respondent 
If Married, Please Report for 
Your Spouse 
9. What are the ages of ......................................... . 
10. What is the highest level of education (in 
years) for .......................................................... . 
11. Please circle the category that best represents your total household income from all 
sources for 2002. 
a. Less than $2,500 
b. $2,500 to $9,999 
c. $10,000 to $19,999 
d. $20,000 to $34,999 
e. $35,000 to $49,999 
f. $50,000 to $74,999 
g. $75,000 to $99,999 
h. $100,000 or more 
What issue(s) or topic(s) would you like to see on next year's survey? 
General comments: 
Thank you for your help. 
Paul Lasley 
Peter Korsching 
Co-Directors 
Iowa Rural Life Poll 
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