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CUNTZ-KRIEGER ALGEBRAS AND A GENERALIZATION OF
CATALAN NUMBERS
KENGO MATSUMOTO
Abstract. We first observe that the relations of the canonical generating
isometries of the Cuntz algebra ON are naturally related to the N-colored
Catalan numbers. For a directed graph G, we generalize the Catalan numbers
by using the canonical generating partial isometries of the Cuntz-Krieger alge-
bra O
AG
for the transition matrix AG of G. The generalized Catalan numbers
cGn , n = 0, 1, 2, . . . enumerate the number of Dyck paths and oriented rooted
trees for the graph G. Its generating functions will be studied.
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1. Introduction
In the theory of combinatorics, the process of enumerating objects of various
nature has been considered (cf. [26], [27], etc.). It yields a sequence of positive
integers and its generating function. The Catalan numbers are one of typical ex-
amples of such sequences. The numbers enumerate various objects, brackets, Dyck
paths, rooted trees, triangulation of polygons, etc. (cf. [4], [18], etc. ).
In this paper, we will first observe that the operator relations of the canonical
generating isometries of the Cuntz algebra ON are naturally related to the N -
colored Catalan numbers c
(N)
n , n = 0, 1, 2, . . . . The Cuntz-Krieger algebras are nat-
ural generalization of the Cuntz algebras from the view point of topological Markov
shifts. They are defined by a directed graph and have generating partial isometries
satisying certain operator relations coming from the structure of the graph. For
a directed graph G, we generalize the Catalan numbers by using the canonical
generating partial isometries of the Cuntz-Krieger algebra OAG for the transition
matrix AG of G. We call the generalized Catalan numbers cGn , n = 0, 1, 2, . . .
G-Catalan numbers. We will then show that the generalized Catalan numbers
enumerate the Dyck paths and the oriented rooted trees associated to the graph
G. Let {v1, . . . , vN} be the vertex set of G. The generalized Catalan numbers
cGn , n = 0, 1, 2, . . . are of the form
cGn =
N∑
i=1
cGn (i), n = 0, 1, 2, . . .
1
where cGn (i) enumerate the numbers rooted at the vertex vi, and c
G
0 (i) is defined to
be 1 for i = 1, . . . , N so that cG0 = N . They satisfy the following relation:
cGn+1(i) =
n∑
k=0
cGn−k(i)
N∑
j=1
AG(j, i)c
G
k (j) (1.1)
where AG(j, i) for vi, vj ∈ V denotes the number of directed edges from vj to vi
in the graph G. Let fG(x) be the generating function for the G-Catalan numbers
cGn , n = 0, 1, . . . . It is defined by
fG(x) =
∞∑
n=0
cGn x
n. (1.2)
Let fGi (x) be the generating function for the sequence c
G
n (i), n = 0, 1, . . . . The
functions satisfy the following equations
fG(x) =
N∑
i=1
fGi (x), (1.3)
fGi (x) = 1 + xf
G
i (x)
N∑
j=1
AG(j, i)f
G
j (x) for i = 1, . . . , N. (1.4)
We will prove that the family fGi (x), i = 1, . . . , N of functions is uniquely deter-
mined by the above relations by the implicit function theorem (Theorem 6.5). The
radius of convergence of fGi (x) does not depend on i = 1, . . . , N , and is determined
algebraically as a solution of an eigenvalue problem of a certain matrix associated
with the transition matrix AG of the graph G (Theorem 7.2). We will prove a
formula of cGn (i) by using the matrix AG. Put
Fi(w1, . . . , wN ) = (wi + 1)
N∑
j=1
AG(j, i)(wj + 1),
Fni (w1, . . . , wN ) = Fi(w1, . . . , wN )
n, i = 1, . . . , N.
We will show the following integral formulae
cGn (i) =
1
2pin
√−1
∫
C
Fnj (w1, . . . , wN )
wnj
dwi, i, j = 1, . . . , N
hold, where the above integral is a contour integral along a closed curve C around
the origin (Theorem 8.1). By using the above formulae, we will compute some ex-
amples. In particular, the G-Catalan numbers for the graph G bellow are computed
as
Figure 1
cGn =
2
n
(
3n+ 1
n− 1
)
+
1
n
(
3n
n− 1
)
=
2
n+ 1
(
3n
n
)
.
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Hence
cG0 = 2, c
G
1 = 3, c
G
2 = 10, c
G
3 = 42, c
G
4 = 198, . . . .
This sequence is regarded to be the Fibonacci version of the Catalan numbers. The
radius of convergence of the function fG(x) is computed to be 427 .
We will also define generalized Catalan numbers cG,ϕn by using KMS state ϕ on
the C∗-algebra OAG for the gauge action. The numbers cG,ϕn are computed by the
G-Catalan numbers with the Perron-Frobenius eigenvalue and its eigenvector for
the matrix AG (Proposition 9.3).
2. The Cuntz algebras and Catalan numbers
Throughout this section N is a fixed positive integer greater than 1. For a set
Ω, we denote by |Ω| the number of Ω. Let S1, . . . , SN be a family of bounded linear
operators on a Hilbert space satisfying the following condition
N∑
j=1
SjS
∗
j = 1, S
∗
i Si = 1 for i = 1, . . . , N (2.1)
Let ON be the C∗-algebra generated by the family S1, . . . , SN . The algebra ON
is called the Cuntz algebra ([2]). It is well-known that the algebraic structure of
ON does not depend on the choice of the family S1, . . . , SN satisfying the relations
(2.1). For a word µ = (µ1, . . . , µn) of {1, . . . , N}, we put
Sµ = Sµ1 · · ·Sµn and S∗µ = S∗µn · · ·S∗µ1 .
Put ΣN = {S∗1 , . . . , S∗N , S1, . . . , SN}. LetWN2n be the set of all words of ΣN of length
2n:
WN2n = {(X1, . . . , X2n) | Xi ∈ ΣN , i = 1, . . . , 2n}.
For X = (X1, . . . , X2n) ∈ WN2n, define piN (X) to be the element X1 · · ·X2n in ON .
By [2, 1.3 Lemma], every piN (X) for a word X in W
N
2n is one of the forms:
0, 1, SµS
∗
ν for some words µ, ν of {1, . . . , N}.
We set
BNn = {X ∈WN2n | piN (X) = 1}.
Define the numbers
c
(N)
0 = N, c
(N)
n = |BNn | for n = 1, 2, . . . .
The following proposition is a key in our further discussions
Lemma 2.1. Let X = (X1, . . . , X2n) be a word in B
N
n .
(i) The number of S∗i , i = 1, . . . , N and Si, i = 1, . . . , N in X is the same.
(ii) The number of S∗i , i = 1, . . . , N in any starting segment from the leftmost
of X is not less than the number of Si, i = 1, . . . , N in the same segment.
Proof. (i) is clear.
(ii) Let µ, ν be the word of {1, . . . , N} with same length. Then (2.1) implies
S∗µSν =
{
1 if µ = ν,
0 if µ 6= ν.
Hence, if the number of S∗i , i = 1, . . . , N in some starting segment from leftmost of
X is less than the number of Si, i = 1, . . . , N in the same segment. The operator
piN (X) is reduced to the word of the form SjpiN (Y ) for some j = 1, . . . , N and
3
some word Y in ΣN . The word SjpiN (Y ) however is not abe to be 1 for any word
Y . Thus the assertion holds. 
Let cn be the usual Catalan number
1
n+1
(
2n
n
)
. The above two properties in Lemma
2.1 characterize the regular bracket structures ([18, p.26]), so that we have
Proposition 2.2.
c(N)n = N
n × cn, n = 0, 1, . . . .
The numbers Nn × cn are called the N -colored Catalan numbers.
Proof. Let (1, . . . , (N , )1, . . . , )N be the N pairs of 2N brackets. Consider the fol-
lowing correspondence between the brackets (1, . . . , (N , )1, . . . , )N and the operators
S∗1 , . . . , S
∗
N , S1, . . . , SN such as
(i→ S∗i , )i → Si for i = 1, . . . , N.
One easily sees that the set of regular brackets exactly corresponds to the set of
words of BNn . 
For example, the word
S∗f4S
∗
f3
Sf3S
∗
f2
S∗f1Sf1Sf2Sf4 · S∗f3S∗f2Sf2Sf3
corresponds to the word of brackets
(f4(f3)f3(f2 (f1)f1)f2)f4 · (f3 (f2)f2)f3
for f1, f2, f3, f4 ∈ {1, . . . , N}. We note that for every word X = X1, . . . X2n of BNn ,
the leftmost symbol X1 must be S
∗
i for some i and the rightmost symbol X2n must
be Sj for some j. We denote i by l(X) and j by r(X) respectively.
3. The Cuntz-Krieger algebras and generalized Catalan numbers
Let G = (V,E) be a directed finite graph with vertex set V and edge set E.
Consider the associated edge matrix AG for G defined by for e, f ∈ E
AG(e, f) =
{
1 if t(e) = s(f),
0 otherwise
where t(e), s(f) denote the terminal vertex of edge e and the source vertex of
edge f . We henceforth assume that every vertex of G has an incoming edge and
an outgoing edge so that AG has no zero rows or columns. Consider the Cuntz-
Krieger algebra OAG for the matrix AG that is the universal C∗-algebra generated
by partial isometries Se, e ∈ E subject to the following relations:∑
f∈E
SfS
∗
f = 1, S
∗
eSe =
∑
f∈E
AG(e, f)SfS
∗
f for e ∈ E. (3.1)
For a vertex v ∈ V we put
Pv =
∑
f∈E,v=s(f)
SfS
∗
f .
By the above relations, we know that
(i) PvPu = 0 if u 6= v for u, v ∈ V ,
(ii) Pt(e) = S
∗
eSe for e ∈ E.
The algebra OAG is often called a graph algebra and denoted by OG [16, 17].
Let {e1, . . . , e|E|} be the edge set E. Put ΣG = {S∗e1 , . . . , S∗e|E| , Se1 , . . . , Se|E|}.
We denote by WG2n the set of all words of ΣG of length 2n. For a word X =
(X1, . . . , X2n) ∈ WG2n, define piG(X) = X1 · · ·X2n ∈ OAG as an element of the
algebra OAG . Let S1, . . . , S|E| be the canonical generating isometries of the Cuntz-
algebra O|E| satisfying (2.1). Put Σ|E| = {S∗1 , . . . , S∗|E|, S1, . . . , S|E|} and define the
correspondence
ΦG : ΣG −→ Σ|E|
by setting
ΦG(S
∗
ei
) = S∗i , ΦG(Sei) = Si, i = 1, . . . , |E|.
The correspondence ΦG is naturally extended to words of ΣG. We set
BGn = {X ∈ WG2n | piG(X) 6= 0,ΦG(X) ∈ B|E|n }.
A word X = (X1, . . . , X2n) of B
G
n is called a G-Catalan word. Hence a word
X = (X1, . . . , X2n) of ΣG is a G-Catalan word if and only if X1 · · ·X2n 6= 0 in OAG
and ΦG(X1) · · ·ΦG(X2n) = 1 in O|E|. We set
cG0 = N, c
G
n = |BGn | for n = 1, 2, . . .
where N denotes the number |V | of the vertex set V . We call the sequaence
cGn , n = 0, 1, . . . the generalized Catalan number associated with the graph G, or
G-Catalan numbers for brevity.
Let ΛG be the topological Markov shift
ΛG = {(fi)i∈Z ∈ EZ | AG(fi, fi+1) = 1, i ∈ Z}
defined by the matrix AG. We denote by Λ∗G the set of all admissible words of the
subshift ΛG (cf. [19]).
Lemma 3.1. For f1, . . . , fk ∈ E, the following identity
S∗fkS
∗
fk−1
· · ·S∗f2S∗f1Sf1Sf2 · · ·Sfk−1Sfk = AG(f1, f2)AG(f2, f3) · · ·AG(fk−1, fk)S∗fkSfk
holds. If in particular f1 · · · fk ∈ Λ∗G, we have
S∗fkS
∗
fk−1
· · ·S∗f2S∗f1Sf1Sf2 · · ·Sfk−1Sfk = S∗fkSfk .
Proof. By using relations (3.1) recursively, the above identities are straightforward.

Lemma 3.2. For every X in BGn , there exists a vertex v(X) ∈ V such that
piG(X) = Pv(X).
Proof. By Proposition 2.2 and Lemma 3.1, one sees that for every X in BGn , the
element piG(X) is of the form
piG(X) = S
∗
fk1
Sfk1S
∗
fk2
Sfk2 · · ·S∗fkmSfkm
for some words fk1 , fk2 , · · · fkm . Since S∗fkj Sfkj = Pt(fkj ), one has
piG(X) = Pt(fk1 )Pt(fk2 ) · · ·Pt(fkm ).
As piG(X) 6= 0 and PuPv = 0 for u 6= v, one obtains
t(fk1) = t(fk2) = · · · = t(fkm).
By putting v = t(fk1), one concludes that piG(X) = Pv. 
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Put for e ∈ E
BGn [e] = {X = (X1, . . . , X2n) ∈ BGn | (S∗e , X1, . . . , X2n, Se) ∈ BGn+1}.
We note the following lemma
Lemma 3.3. A word X in BGn belongs to B
G
n [e] if and only if v(X) = s(e).
Proof. For X = (X1, . . . , X2n) ∈ BGn , it follows that
piG((S
∗
e , X1, . . . , X2n, Se)) = S
∗
epiG(X)Se = S
∗
ePv(X)Se.
As S∗ePv(X)Se 6= 0 if and only if Pv(X) ≥ SeS∗e . The latter condition is equivalent to
the condition v(X) = s(e). Hence the word (S∗e , X1, . . . , X2n, Se) belongs to B
G
n+1
if and only if v(X) = s(e). 
For X = (X1, . . . , X2n) ∈ BGn , the leftmost symbol X1 must be S∗e for some
e ∈ E and the rightmost symbol X2n must be Sf for some f ∈ E. We denote e by
l(X) and f by r(X) respectively. Hence X is of the form
X = (S∗l(X), X2, . . . X2n−1, Sr(X)).
As S∗l(X)Sl(X) = S
∗
r(X)Sr(X) = Pv(X), one sees t(l(X)) = t(r(X)) = v(X). The
following property for brackets is well-known.
Lemma 3.4. For a G-Catalan word X = (X1, . . . , X2n+2) in B
G
n+1, there uniquely
exists k ∈ N with 0 ≤ k ≤ n such that
(X2, . . . , X2k+1) ∈ BGk , X2k+2 = X∗1 , (X2k+3, . . . , X2n+2) ∈ BGn−k.
This lemma means by putting
Y = (X2, . . . , X2k+1), Z = (X2k+3, . . . , X2n+2),
the word X is decomposed as
X = (S∗l(X), Y, Sl(X), Z), Y ∈ BGk , Z ∈ BGn−k,
in a unique way.
Lemma 3.5. For e, f ∈ E, and Y = (Y1, . . . , Y2k) ∈ BGk , Z = (Z1, . . . , Z2(n−k)) ∈
BGn−k, the word (S
∗
f , Y1, . . . , Y2k, Sf , Z1, . . . , Z2(n−k)) ∈ WG2n+2 belongs to BGn+1[e] if
and only if
Y ∈ BGk [f ], Z ∈ BGn−k[e] and t(f) = s(e).
Proof. By Lemma 3.3, Y belongs to BGk [f ] if and only if v(Y ) = s(f), and Z belongs
to BGn−k[e] if and only if v(Z) = s(e). As we have
piG((S
∗
f , Y1, . . . , Y2k, Sf , Z1, . . . , Z2(n−k))) = S
∗
fPv(Y )SfPv(Z),
the above element is not zero if and only if v(Y ) = s(f) and v(Z) = t(f). The
latter condition is equivalent to the conditions
Y ∈ BGk [f ], Z ∈ BGn−k[e] and t(f) = s(e).

Hence we have
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Lemma 3.6. For e ∈ E, the equality
BGn+1[e] =
⊔
f∈E
AG(f,e)=1
n⊔
k=0
BGk [f ]×BGn−k[e]
holds through the correspondence
X = (S∗f , Y, Sf , Z) ∈ BGn+1[e] −→ (Y, Z) ∈ BGk [f ]×BGn−k[e].
We set
cG0 [e] = 1, c
G
n [e] = |BGn [e]| for n = 1, 2, . . . , e ∈ E.
For e, f ∈ E, define an equivalence relation e ∼ f by the condition s(e) = s(f).
The equivalence relation e ∼ f implies BGn [e] = BGn [f ] and hence cGn [e] = cGn [f ].
For a vertex u ∈ V , we define
BGn (u) = {X ∈ BGn | v(X) = u}
so that BGn = ⊔u∈VBGn (u). We set for a vertex u ∈ V ,
cG0 (u) = 1, c
G
n (u) = |BGn (u)| for n = 1, 2, . . . , u ∈ V.
Therefore we have
Proposition 3.7.
(i) cGn =
∑
u∈V
cGn (u).
(ii) cGn+1[e] =
n∑
k=0
cGn−k[e]
∑
f∈E
AG(f, e)cGk [f ].
(iii) if s(e) = u, we have cGn (u) = c
G
n [e].
Proof. The assertions are all obvious. 
4. Dyck paths associated with the graph G
We will define Dyck paths associated with a given directed graph G. We will
enumerate them and define the sequence dGn , n = 0, 1, . . . of numbers. We will prove
that
dGn = c
G
n for n = 0, 1, . . . .
Let G = (V,E) be a directed graph. Let G∗ denote the transposed graph of G.
The vertex set V ∗ of G∗ is V and the edge set E∗ of G∗ is the edges reversing the
directions of edges of G.
A Dyck path γ is a continuous broken line located in the upper half plane and
consisting of vectors (1, 1) and (1,−1) starting at the origin and ending at the x-
axis (see Figure 2). For a Dyck path γ = (γ1, . . . , γ2n), where γi is one of vectors
(1, 1) and (1,−1), if γi is a vector (1, 1), there uniquely exists γi+k satisfying the
following conditions:
(1) γi+k is a vector (1,−1).
(2) (γi+1, γi+2, . . . , γi+k−1) is a Dyck path of length k−1 ( hence k−1 is even).
We call the edge γi+k the partner of γi.
For an edge e ∈ E, we denote by e∗ the edge of G∗ obtained by reversing the
direction of e. A G-Dyck path of length 2n is a Dyck path γ labeled {e∗, e | e ∈ E}
by the following rules:
(1) vectors (1, 1) are labeled e∗ for e ∈ E,
7
Figure 2
(2) vectors (1,−1) are labeled e for e ∈ E,
(3) a vector (1, 1) labeled e∗ follows a vector (1, 1) labeled f∗ if and only if
t(f∗) = s(e∗) in G∗,
(4) a vector (1, 1) labeled e∗ follows a vector (1,−1) labeled f if and only if
t(f) = s(e∗) in G∗,
(5) a vector (1,−1) labeled e follows a vector (1, 1) labeled f∗ if and only if
e = f ,
(6) the partner of a vector (1, 1) labeled e∗ is labeled by e.
Let DGn be the set of all G-Dyck paths of length 2n. For γ = (γ1, . . . , γ2n) ∈ DGn ,
the leftmost vector γ1 must be e
∗ for some e∗ ∈ E∗, and the rightmost vector γ2n
must be f for some f ∈ E. We denote e∗ and f by l(γ)∗ and r(γ) respectively. We
set
dG0 = N, d
G
n = |DGn | for n = 1, 2, . . . .
The following lemmas are paralle to lemmas in the previous section.
Lemma 4.1. For a G-Dyck path γ = (γ1, . . . , γ2n+2) in D
G
n+1, there uniquely exists
k ∈ N with 0 ≤ k ≤ n such that
(γ2, . . . , γ2k+1) ∈ DGk , γ2k+2 = γ∗1 , (γ2k+3, . . . , γ2n+2) ∈ DGn−k.
Put for e ∈ E
DGn [e] = {(γ1, . . . , γ2n) ∈ DGn | (e∗, γ1, . . . , γ2n, e) ∈ DGn+1}.
Lemma 4.2. For e, f ∈ E, and η = (η1, . . . , η2k) ∈ DGk , ζ = (ζ1, . . . , ζ2(n−k)) ∈
DGn−k, the path (f
∗, η1, . . . , η2k, f, ζ1, . . . , ζ2(n−k)) belongs to DGn+1[e] if and only if
η ∈ DGk [f ], ζ ∈ DGn−k[e] and t(f) = s(e).
We set
dG0 [e] = 1, d
G
n [e] = |DGn [e]| for n = 1, 2, . . . , e ∈ E.
Recall that the equivalence relation ∼ in E is defined by e ∼ f if s(e) = s(f).
Hence we have e ∼ f implies DGn [e] = DGn [f ] and hence dGn [e] = dGn [f ]. For a vertex
u ∈ V , we define
DGn (u) = {γ ∈ DGn | t(r(γ)) = u}
and
dG0 (u) = 1, d
G
n (u) = |DGn [u]| for n = 1, 2, . . . , u ∈ V.
Therefore we have
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Proposition 4.3.
(i) dGn =
∑
u∈V
dGn (u),
(ii) dGn+1[e] =
n∑
k=0
dGn−k[e]
∑
f∈E
AG(f, e)dGk [f ],
(iii) if s(e) = u, we have dGn (u) = d
G
n [e].
Proof. The assertions are all obvious. 
Therefore we have
Theorem 4.4. For n = 0, 1, . . . , we have dGn [e] = c
G
n [e] for e ∈ E and dGn (u) =
cGn (u) for u ∈ V , so that
dGn = c
G
n .
5. Trees associated with graph G
We will define trees associated with a given directed graph G. Let tGn be the
numbers of such trees with n edges. We will prove that
tGn = c
G
n for n = 0, 1, . . . .
A rooted tree is a plane tree with a distingushed vertex. The distinguished vertex
is called the root (see Figure 3).
n = 1
n = 2
n = 3
Figure 3
It is well-known that the ordinary Catalan numbers enumerate the number of
the rooted trees. In this section we consider trees associated with graph G.
Let G = (V,E) be a directed graph and G∗ = (V ∗, E∗) the transposed graph of
G. A G-rooted tree T with n edges is an oriented rooted tree with n edges satisfying
the following conditions:
(1) each edge with vertices is labeled by edges with vertices of G∗,
(2) an edge e∗ of T follows an edge f∗ of T if and only if e∗ follows f∗ in the
graph G∗.
Let TGn be the set of all G-rooted trees with n edges. We set
tG0 = N, t
G
n = |TGn | for n = 1, 2, . . . .
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For a vertex u ∈ V and an edge e ∈ E, let TGn (u) be the set of all G-rooted trees
whose root is the vertex u, and TGn [e] the set of all G-rooted trees whose root is the
source of e. Put
tG0 (u) = 1, t
G
n (u) = |TGn (u)| for n = 1, 2, . . . ,
tG0 [e] = 1, t
G
n [e] = |TGn [e]| for n = 1, 2, . . . .
Proposition 5.1. For n = 0, 1, . . . , we have tGn [e] = d
G
n [e] for e ∈ E and tGn (u) =
dGn (u) for u ∈ V , so that
tGn = d
G
n .
Proof. For a G-Dyck path γ in DGn , by considering vectors (1, 1) in γ, one gets a
G-rooted tree. This correspondence yields bijective mappings between DGn and T
G
n ,
between DGn (u) and T
G
n (u), and between D
G
n [e] and T
G
n [e]. 
6. Generating functions
We will next study the generating functions of the sequance cGn , n = 0, 1, . . . . Let
fG(x) be the generating function for the sequence cGn , n = 0, 1, . . . , that is defined
by
fG(x) =
∞∑
n=0
cGn x
n (6.1)
as a formal power series. For a vertex u, v ∈ V , we denote by AG(v, u) the number
of edges from v to u in G. By proposition 3.7 the following proposition holds.
Proposition 6.1. For n = 0, 1, . . . , we have
cGn+1(u) =
n∑
k=0
cGn−k(u)
∑
v∈V
AG(v, u)c
G
k (v).
To study the sequence cGn , n = 0, 1, . . . and its generating function f
G(x), we
provide the generating functions for the sequences cGn (u), n = 0, 1, . . . for u ∈ V .
Let {v1, . . . , vN} be the vertex set V of G. We put
cGn (i) = c
G
n (vi), AG(i, j) = AG(vi, vj) for i, j = 1, . . . , N.
Let fGi (x) be the generating function for the sequence c
G
n (i), n = 0, 1, . . . . It is
defined by
fGi (x) =
∞∑
n=0
cGn (i)x
n, i = 1, . . . , N (6.2)
as a formal power series. The preceding proposition implies the following equalities
cGn+1(i) =
n∑
k=0
cGn−k(i)
N∑
j=1
AG(j, i)c
G
k (j), i = 1, . . . , N (6.3)
so that we have
Proposition 6.2.
(i) fG(x) =
∑N
i=1 f
G
i (x),
10
(ii)
fGi (x) = 1 + xf
G
i (x)
N∑
j=1
AG(j, i)f
G
j (x), for i = 1, . . . , N. (6.4)
Proof. (i) The equality is clear. (ii) By (6.3), one has
fGi (x)− 1 = x
∞∑
n=0
cGn+1(i)x
n
= x
∞∑
n=0
n∑
k=0
cGn−k(i)x
n−k
N∑
j=1
AG(j, i)c
G
k (j)x
k
= x
N∑
j=1
∞∑
n=0
AG(j, i)
n∑
k=0
cGn−k(i)x
n−kcGk (j)x
k
= x
N∑
j=1
fGi (x)AG(j, i)f
G
j (x).

Lemma 6.3.
cGn (i) ≤ ‖AG‖n1 cn, i = 1, . . . , N, n = 0, 1, . . .
where ‖AG‖1 = max1≤i≤N
∑N
j=1 AG(j, i) and cn =
1
n+1
(
2n
n
)
the Catalan number.
Proof. We will prove the above identity by induction. Fix i = 1, . . . , N. For n = 0,
the inequality is trivial. For n = 1, one sees that cG1 (i) =
∑N
j=1 AG(j, i) ≤ ‖AG‖1.
Assume that the inequality holds for all n ≤ k. As ∑kl=0 ck−lcl = ck+1, it follows
that
cGk+1(i) =
k∑
l=0
cGk−l(i)
N∑
j=1
AG(j, i)c
G
l (j)
≤
k∑
l=0
‖AG‖k−l1 ck−l
N∑
j=1
AG(j, i)‖AG‖l1cl
= ‖AG‖k+11 ck+1
Hence the desired inequality holds. 
We denote by RGi the radius
1
lim supn→∞
n
√
cGn (i)
of convergence of fGi (x).
Lemma 6.4. Suppose that G is irreducible.
(i) RGi = R
G
j , i, j = 1, . . . , N .
(ii) 14‖AG‖1 ≤ RGi , i = 1, . . .N.
Proof. Put αi = lim supn→∞
n
√
cGn (i).
(i) By the relation (6.3), one has cGn+1(i) ≥ cG0 (i)AG(j, i)cGn (j). Assume that
AG(j, i) 6= 0. As cG0 (i) = 1, one has cGn+1(i) ≥ cGn (j) so that αi ≥ αj . Since G is
irreducible, one sees that αi = αj for all i, j = 1, . . . , N .
(ii) It is well-known that lim supn→∞ n
√
cn = 4. By the preceding lemma, the
inequality αi ≤ 4‖AG‖1 is immediate. 
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We note that the value 14‖AG‖1 is not best possible in general (see Section 8).
Therefore the functions fGi (x) defined by (6.2) exists in a neighborhood of the
origin, and they satisfy the relations (6.4). Conversely, the following proposition
states that the functions are uniquely determined by only the relations (6.4).
Theorem 6.5. A family fi(x), i = 1, . . . , N of functions satisfying the relations
fi(x) = 1 + xfi(x)
N∑
j=1
AG(j, i)fj(x), i = 1, . . . , N (6.5)
uniquely exists in a neighborhood of the origin, and they are differentiable.
Proof. We first note that by the above equalities one has
fi(0) = 1, i = 1, . . . , N.
Consider the family of polynomials defined by
Fi(x, y1, . . . , yN ) = xyi
N∑
j=1
AG(j, i)yj − yi + 1, i = 1, . . . , N.
Put y = (y1, . . . , yN ) ∈ RN . We set the RN -valued C∞-function F on R× RN
F(x,y) =

F1(x, y1, . . . , yN)
F2(x, y1, . . . , yN)
...
FN (x, y1, . . . , yN )
 .
We note that F(0, 1, . . . , 1) = 0. Since
∂Fi
∂yj
=
{
xyiA(i, i) + x
∑N
k=1 A(k, i)yk − 1 if j = i,
xA(j, i)yi if j 6= i,
one has the Jacobian matrix of F as
∂F
∂y
=

∂F1
∂y1
· · · ∂F1
∂yN
...
...
∂FN
∂y1
· · · ∂FN
∂yN

=x
y1 . . .
yN


tA(1, 1) · · · tA(1, N)
...
...
tA(N, 1) · · · tA(N,N)

+x

∑N
k=1
tA(1, k)yk
. . . ∑N
k=1
tA(N, k)yk
−
1 . . .
1
 .
Hence we have
∂F
∂y
(0, 1, . . . , 1) = −
1 . . .
1
 6= 0.
By the implicit function theorem, one sees the assertion. 
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We note that the functions f1(x), . . . , fN(x) are holomorphic in a neighborhood of
the origin.
Let f1(x), . . . , fN (x) be a family of functions satisfying the equalities (6.5). They
are uniquely defined by a neighborhood of the origin by Proposition 6.5. Let f
(n)
i (x)
be the n-th derivative of fi. Since the family of the functions is unique, the i-th
G-Catalan numbers cGn (i) are given by
cGn (i) =
f
(n)
i (0)
n!
, n = 0, 1, . . . .
We henceforth assume that G is irreducible. We denote by RG the radius R
G
i of
convergence of fGi (x) as in Lemma 6.4. We put IRG = {x ∈ R | |x| < RG}.
Lemma 6.6.
(i) fi(x) 6= 0 for x ∈ IRG and fi(x) > 1 for 0 < x ∈ IRG .
(ii) There exists M > 0 such that |fi(x)| < M for all x ∈ IRG , i = 1, . . . , N .
Proof. (i) Since fi(x) = f
G
i (x) on x ∈ IRG , the assertion (i) is clear by definition
of fGi (x).
(ii) Suppose that there exists j = 1, . . . , N and xn ∈ IRG such that limn→∞ |fj(xn)| =
∞. Since |fj(xn)| ≤ fj(|xn|), we may assume that xn > 0 by considering |xn| in-
stead of xn. Take i = 1, . . . , N such that AG(j, i) = 1. As we have
fi(xn)− 1 ≥ xnfi(xn)fj(xn),
the inequality
1 ≥ 1− 1
fi(xn)
≥ xnfj(xn) ≥ 0
holds by (i). By hypothesis, one sees that limn→∞ xn = 0, a contradiction to the
fact 1 = fj(0) with the continuity of fj at 0. 
Proposition 6.7. The functions fi(x), i = 1, . . . , N satisfying (6.5) can be defined
at x = RG, and they are lower semi-continuous at x = RG.
Proof. Take an increasing sequence xn in IRG such that xn ↑ RG. For each i =
1, . . . , N , the sequence {fi(xn)}n=0,1,... is increasing and bounded by the preceding
lemma so that the functions fi(x) can be defined at x = RG, and they are lower-
continuous at x = RG. 
Therefore we have
Theorem 6.8. The family fi(x), i = 1, . . . , N of functions satisfying (6.5) uniquely
exists on [−RG, RG] for some RG > 14‖A‖1 . They can not be defined outside of the
interval [−RG, RG].
We note the following proposition.
Proposition 6.9. If {j | A(j, i1) = 1} = {j | A(j, i2) = 1}, then we have fi1(x) =
fi2(x).
Proof. Put gi(x) =
∑N
j=1 AG(j, i)fj(x). As fi(x) is equal to
1
1−xgi(x) for x 6= 0,
one sees fi1(x) = fi2(x) for x 6= 0 by hypothesis. As fi1(0) = fi2(0) = 1, we have
fi1(x) = fi2(x). 
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7. The radius of convergence of the generating functions
In this section, we will study how to find the radius RG of convergence of the
functions fi(x), i = 1, . . . , N satisfying (6.5). For an N × N matrix A and t =
(ti)
N
i=1 ∈ RN , we set
x(t)i = ti −
N∑
k=1
tkA(k, i)ti, (tAt)(i, j) = tiA(i, j)tj .
for i, j = 1, . . . , N . Hence we have an N ×N matrix tAt. We set
CA = {t = (ti)Ni=1 ∈ RN | ti > 0, x(t)i = x(t)j > 0 for i, j = 1, . . . , N}.
We note that
CAG = {(xfGi (x))Ni=1 ∈ RN | 0 < x ∈ IRG}
by the relations (6.4) and Theorem 6.8. Let A˜ be the N ×N matrix defined by
A˜(i, j) = LA −A(i, j), i, j = 1, . . . , N
where LA = maxi,j A(i, j). For t = (ti)
N
i=1 ∈ CA, the value x(t)i does not depend
on i = 1, . . . , n. We denote it by x(t). We say that A satisfies condition (C) if
ker(tAt− x(t)) ∩ ker(tA˜t+ x(t)) = {0}
for all t = (ti)
N
i=1 ∈ CA.
Lemma 7.1. A matrix A satisfies condition (C) if and only if
ker(tAt− x(t)) ∩ 1⊥ = {0}.
for all t = (ti)
N
i=1 ∈ CA, where 1⊥ = {(ri)Ni=1 ∈ RN |
∑N
i=1 ri = 0}.
Proof. We will show that for (ri)
N
i=1 ∈ ker(tAt − x(t)), the vector (ri)Ni=1 belongs
to ker(tA˜t+ x(t)) if and only if
∑N
i=1 ri = 0. As (ri)
N
i=1 ∈ ker(tAt− x(t)), one has
N∑
i=1
x(t)ri =
N∑
i=1
tiri −
N∑
i,k=1
tkA(k, i)tiri =
N∑
i=1
tiri −
N∑
i=1
x(t)ri
so that
2x(t)
N∑
i=1
ri =
N∑
i=1
tiri.
Since x(t) > 0, one knows that
∑N
i=1 ri = 0 if and only if
∑N
i=1 tiri = 0. Now
tA˜t
 r1...
rN
 =

LAt1
∑N
j=1 tjrj − t1
∑N
j=1 A(1, j)tjrj
...
LAtN
∑N
j=1 tjrj − tN
∑N
j=1 A(N, j)tjrj
 = LA N∑
j=1
tjrj
 t1...
tN
−x(t)
 r1...
rN

Hence
∑N
i=1 ri = 0 if and only if (ri)
N
i=1 belongs to ker(tA˜t+ x(t)). 
It is easy to see that the matrices
[N ],
1 · · · 1... ...
1 · · · 1
 , [1 11 0
]
satisfy condition (C).
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We will prove the following theorem:
Theorem 7.2. Suppose that a matrix AG satisfies condition (C). Let fi(x), i =
1, . . . , N be the functions satisfying (6.5). If a real number x0 ∈ R is the radius
RG of convergence of the functions fi(x), then there exist positive real numbers
t1, . . . , tN such that
det(tAGt− x0) = 0, x0 = ti −
N∑
j=1
tjAG(j, i)ti for i = 1, . . . , N
where tAGt is the N ×N matrix defined by tAGt = [tiAG(i, j)tj ]i,j=1,...N . In par-
ticular, there exists an eigenvector [si]i=1,...,N of the matrix tAGt for the eigenvalue
x0 with
∑N
i=1 si = 1 such that
x0 =
1
2
N∑
i=1
tisi.
Therefore the radius of convergence of fi(x) is algebraically determined as a
solution of an eigenvalue problem for the matrix tAGt with some conditions.
Proof. Put ti = xfi(x), i = 1, . . . , N in (6.5) so that we have equalities
x = ti − ti
N∑
j=1
AG(j, i)tj , i = 1, . . . , N. (7.1)
This implies that (ti)
N
i=1 belongs to CA for 0 < x ∈ IRG . Consider x = x(t1, . . . , tN )
as a function of (t1, . . . , tN) so that the radius RG of convergence is the maximum
value of the function x = x(t1, . . . , tN ). Put
ψi(t1, . . . , tN ) = ti − ti
N∑
j=1
AG(j, i)tj , i = 1, . . . , N
and
f(t1, . . . , tN ) = ψ1(t1, . . . , tN ),
g2(t1, . . . , tN ) = ψ1(t1, . . . , tN )− ψ2(t1, . . . , tN ),
· · ·
gN (t1, . . . , tN ) = ψ1(t1, . . . , tN )− ψN (t1, . . . , tN ).
Hence the radius RG is obtained by solving the constrained extremal problem of f
with constrained conditions:
g2(t1, . . . , tN ) = · · · = gN(t1, . . . , tN ) = 0.
Suppose that
N∑
j=2
cj
∂gj
∂ti
(t1, . . . , tN ) = 0, i = 1, . . . , N
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for some cj ∈ R, j = 2, . . . , N . One then has
∂ψ1
∂t1
(t1, . . . , tN)
∂ψ2
∂t1
(t1, . . . , tN ) · · · ∂ψN∂t1 (t1, . . . , tN )
∂ψ1
∂t2
(t1, . . . , tN)
∂ψ2
∂t2
(t1, . . . , tN ) · · · ∂ψN∂t2 (t1, . . . , tN )
...
... · · · ...
∂ψ1
∂tN
(t1, . . . , tN)
∂ψ2
∂tN
(t1, . . . , tN ) · · · ∂ψN∂tN (t1, . . . , tN )


∑N
j=2 cj
−c2
...
−cN
 = 0.
As one sees
∂ψi
∂tj
=
{
1−∑Nk=1 AG(k, i)tk −AG(i, i)ti if i = j
−AG(j, i)ti if i 6= j,
by putting
r1 =
N∑
j=2
cj , r2 = −c2, . . . , rN = −cN ,
one has
(1−
N∑
k=1
tkAG(k, i))ri =
N∑
j=1
AG(i, j)tjrj , i = 1, . . . , N.
By (7.1), one has
x
 r1...
rN
 = tAGt
 r1...
rN
 , N∑
i=1
ri = 0.
Since the matrix AG satisfies condition (C), one gets ri = 0, i = 1, . . . , N . This
means that the rank of the matrix [
∂gj
∂ti
(t1, . . . , tN )]i=1,...,N, j=2,...,N is N − 1. Now
suppose that the function f(x) takes its maximum value x0 at (t1, . . . , tN ) under the
conditions that gi(t1, . . . , tN ) = 0 for i = 2, . . . , N. Then there exists real numbers
λ1, . . . , λN such that
∂f
∂ti
(t1, . . . , tN ) +
N∑
j=2
λj
∂gj
∂ti
(t1, . . . , tN ) = 0, i = 1, . . . , N.
It then follows that
∂ψ1
∂ti
(t1, . . . , tN ) +
N∑
j=2
λj(
∂ψ1
∂ti
(t1, . . . , tN )− ∂ψj
∂ti
(t1, . . . , tN )) = 0
so that
∂ψ1
∂t1
(t1, . . . , tN )
∂ψ2
∂t1
(t1, . . . , tN ) · · · ∂ψN∂t1 (t1, . . . , tN )
∂ψ1
∂t2
(t1, . . . , tN )
∂ψ2
∂t2
(t1, . . . , tN ) · · · ∂ψN∂t2 (t1, . . . , tN )
...
... · · · ...
∂ψ1
∂tN
(t1, . . . , tN )
∂ψ2
∂tN
(t1, . . . , tN) · · · ∂ψN∂tN (t1, . . . , tN )


1 +
∑N
j=2 λj
−λ2
...
−λN
 = 0.
Put
s1 = 1 +
N∑
j=2
λj , s2 = −λ2, . . . , sN = −λN .
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Similarly to the above discussions, we have
x0
 s1...
sN
 = tAGt
 s1...
sN
 , N∑
j=1
sj = 1.
In this case we have
x0 =
N∑
i=1
tisi −
N∑
i,j=1
tjAG(j, i)tisi =
N∑
i=1
tisi − x0.
so that we get
x0 =
1
2
N∑
i=1
tisi.
Therefore we obtain the assertion. 
8. Integral formulae of the G-Catalan numbers
The G-Catalan numbers cGn (i) are coefficients of its generating functions f
G
i (x)
so that one has
cGn (i) =
1
n!
dnfGi (x)
dxn
(0) =
1
2pi
√−1
∫
C
fGi (z)
zn+1
dz
where C denotes a positively oriented closed curve around the origin in the complex
plane. In this section, we present a formula of cGn (i) by using the relations (6.4).
We set
Fi(w1, . . . , wN ) = (wi + 1)
N∑
j=1
AG(j, i)(wj + 1),
Fni (w1, . . . , wN ) = Fi(w1, . . . , wN )
n, i = 1, . . . , N.
We will prove the following integral formulae
Theorem 8.1.
cGn (i) =
1
2pi
√−1n
∫
C
Fnj (w1, . . . , wN )
wnj
dwi, i, j = 1, . . . , N, (8.1)
where the above integral is a contour integral along a positively oriented closed curve
C around the origin in the complex plane.
Proof. Put wi(x) = f
G
i (x)− 1. The relations (6.4) go to
wi(x) = x
N∑
j=1
(wj(x) + 1)AG(j, i)(wi(x) + 1) = xFi(w1(x), . . . , wN (x)).
As
lim
x→0
wi(x)
x
= Fi(w1(0), . . . , wN (0)) =
N∑
j=1
AG(j, i) > 0,
the rotation number of wi(x) is 1. One sees that
w′i(z) = f
′
i(z)
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and
1
z
=
Fj(w1(z), . . . , wN (z))
wj(z)
.
It then folows that
cGn (i) =
1
2pi
√−1n
∫
C
f ′i(z)
zn
dz
=
1
2pi
√−1n
∫
C
Fnj (w1(z), . . . , wN (z))
wnj (z)
w′i(z)dz.

9. Catalan numbers associated to KMS states
In this section, we enumerate G-Catalan numbers by using KMS states on the
Cuntz-Krieger algebra OAG for the gauge actions. We denote by T the group of
complex numbers with modulus one. The gauge action αG is an action of T to
the automorphisms on OAG defined by αGz (Se) = zSe for z ∈ T, e ∈ E. For a real
number β ∈ R, a state ϕ on OAG is called a KMS state at inverse temperature β if
the following equality holds
ϕ(ab) = ϕ(bαGt+iβ(a)), t ∈ R
for a in the dense analytic elements of OAG and b ∈ OAG . In [7], it has been proved
that under the condition that the matrix AG is aperiodic, KMS state exists if and
only if β is log rG, and the admitted KMS state is unique, where rG is the Perron-
Frobenius eigenvalue for the matrix AG. In what follows, we fix a KMS state ϕ on
OAG . We define the (G,ϕ)-Catalan numbers cG,ϕn , n = 0, 1, . . . by setting
c
G,ϕ
0 = 1, c
G,ϕ
n =
∑
X∈BGn
ϕ(piG(X)), n = 1, 2, . . . .
These numbers are not necessarily integers. For i = 1, . . . , N , we put the (G,ϕ)-
Catalan numbers cG,ϕn (i), n = 0, 1, . . . rooted at the vertex vi by setting
c
G,ϕ
0 (i) = ϕ(Pvi ), c
G,ϕ
n (i) =
∑
X∈BGn (vi)
ϕ(piG(X)), n = 1, 2, . . . .
By the preceding discussions, one has
Lemma 9.1. For n = 0, 1, . . . , and i = 1, . . . , N , we have
(i) cG,ϕn =
N∑
i=1
cG,ϕn (i).
(ii) cG,ϕn (i) = c
G
n (i)ϕ(Pvi ).
(iii) cG,ϕn+1(i) =
n∑
k=0
N∑
j=1
cGk (j)AG(j, i)c
G,ϕ
n−k(i).
Proof. (i) is clear.
(ii) For X ∈ BGn , the word X belongs to BGn (i) if and only if v(X) = vi. The
latter condition is equivalent to the condition piG(X) = Pvi . This implies the
assertion (ii).
(iii) The desired equality comes from (ii) with (6.3). 
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The generating functions fG,ϕ(x) and fG,ϕi (x) for the sequences c
G,ϕ
n and c
G,ϕ
n (i)
respectively are also defined by
fG,ϕ(x) =
∞∑
n=0
cG,ϕn x
n, f
G,ϕ
i (x) =
∞∑
n=0
cG,ϕn (i)x
n for i = 1, . . . , N.
Then the following lemma is direct from the preceding lemma.
Lemma 9.2. For i = 1, . . . , N , we have
(i) fG,ϕ(x) =
N∑
j=1
f
G,ϕ
j (x).
(ii) fG,ϕi (x) = f
G
i (x)ϕ(Pvi ).
(iii) fG,ϕi (x) = ϕ(Pvi) + x
N∑
j=1
fGj (x)AG(j, i)f
G,ϕ
i (x).
The radii of convergence of the functions fG,ϕ(x), fG,ϕi (x) coincide with that of
fG(x) if G is irreducible.
Therefore we have
Proposition 9.3. Suppose that AG is aperiodic. Let [te]e∈E be the positive eigen-
vector for the Perron-Frobenius eigenvalue rG of the matrix [A
G(e, f)]e,f∈E satis-
fying
∑
e∈E te = 1. For a vertex vi ∈ V, i = 1, . . . , N , take an edge ei ∈ E such that
t(ei) = vi. Then we have
cG,ϕn (i) = rGc
G
n (i)tei , c
G,ϕ
n = rG
N∑
i=1
cGn (i)tei
and hence
f
G,ϕ
i (x) = rGf
G
i (x)tei , f
G,ϕ(x) = rG
N∑
i=1
fGi (x)tei .
Proof. As in [7], the vector [ϕ(SeS
∗
e )]e∈E is the unique positive eigenvector for the
Perron-Frobenius eigenvalue rG of the matrix [A
G(e, f)]e,f∈E satisfying
∑
f∈E ϕ(SfS
∗
f ) =
1. Hence we have ϕ(SeS
∗
e ) = te for e ∈ E. It follows that
ϕ(S∗eSe) =
∑
f∈E
AG(e, f)ϕ(SfS
∗
f ) = rGte
and ϕ(Pvi ) = ϕ(S
∗
ei
Sei) = rGtei . By the preceding lemma, one has c
G,ϕ
n (i) =
rGc
G
n (i)tei and c
G,ϕ
n = rG
∑N
i=1 c
G
n (i)tei . 
10. Examples
1. Consider the following graph G1 having N -loops with a single vertex.
Since AG1 = [N ], we have
fG1(x) = fG11 (x) and f
G1
1 (x)− 1 = xNfG11 (x)2
so that
fG1(x) =
1−√1− 4Nx
2Nx
.
We choose the minus sign before the root of 1 − 4Nx because limx→0 fG1(x) = 1.
Although one directly konows that the radius RG1 of convergence of f
G1(x) is equal
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Figure 4
to 14N because of 1 − 4xN ≥ 0, we will see RG1 = 14N by using Theorem 7.2 as
in the following way. Suppose that a positive real number x0 is RG1 . There exists
t > 0 such that
tNt− x0 = 0, x0 = t− tNt.
By these equations we have t = 12N and x0 =
1
4N . We will next compute c
G1
n .
Althogh by the Newton Binomial formula for (1− 4Nx) 12 one may easily compute
cG1n , we will use Theorem 8.1 as follows. Put F (w) = N(w + 1)
2 so that we have
cG1n =
1
2pin
√−1
∫
C
Fn(w)
wn
dw =
1
n
Nn
(
2n
n− 1
)
= Nncn.
Since ϕ(Pv1 ) = 1, the equality c
G1,ϕ
n = c
G1
n holds.
2. Let G2 be the directed graph with N vertices such that for any ordered pair
of two vertices u, v, there uniquely exists an edge from u to v. Hence the transition
matrix AG2 is
1 · · · 1... ...
1 · · · 1
 . The generating functions fG2i satisfy the following
equalities
fG2i (x) − 1 = xfG2i (x)
N∑
j=1
fG2j (x), i = 1, . . . , N.
By Proposition 6.9, one has fG2i (x) = f
G2
j (x) for i, j = 1, . . . , N . By the above
equalities, we have
fG2i (x) − 1 = xNfG2i
2
(x).
Therefore we have
fG2i (x) = f
G1(x) =
1−√1− 4Nx
2Nx
.
Hence we have
RG2 = RG1 =
1
4N
,
fG2(x) = NfG2i (x) =
1−√1− 4Nx
2x
,
cG2n =
N∑
i=1
cG2n (i) = Nc
G1
n =
1
n
Nn+1
(
2n
n− 1
)
= Nn+1cn
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By the equality ϕ(Pvi) =
1
N
, we note
c(G2,ϕ)n = c
G2
n ·
1
N
= cG1n = N
ncn.
3. Let G3 be the directed graph with AG3 =
[
1 1
1 0
]
.
Figure 5
We then have
fG3(x) = fG31 (x) + f
G3
2 (x).
Put fi(x) = f
G3
i (x), i = 1, 2. They satisfy the following relations:
f1(x) − 1 = x(f1(x) + f2(x))f1(x),
f2(x) − 1 = xf1(x)f2(x)
so that the equalities
f2(x)
2 = f1(x), xf2(x)
3 − f2(x) + 1 = 0 (10.1)
hold. We will compute the radius RG3 of convergence of the function f
G3(x).
Suppose that a positive real number x0 is RG3 . By Theorem 7.2, there exist t1, t2 >
0 such that
det(
[
t21 t1t2
t2t1 0
]
−
[
x0 0
0 x0
]
) = 0,
x0 = t1 − (t1 + t2)t1, x0 = t2 − t1t2.
One easily sees that t1 =
1
3 , t2 =
2
9 and hence x0 =
4
27 . We will next compute
cG3n by using Theorem 8.1. Put wi(x) = fi(x) − 1, i = 1, 2 and
F1(w1, w2) = (w1 + 1){(w1 + 1) + (w2 + 1)}, F2(w1, w2) = (w1 + 1)(w2 + 1).
We then have
wi(x) = xFi(w1(x), w2(x)), i = 1, 2.
It follows that by (10.1)
Fn2 (w1(z), w2(z)) = (w2(z) + 1)
3n,
w′1(z) = 2(w2(z) + 1)w
′
2(z).
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By Theorem 8.1, one has
cG3n (1) =
1
n
1
2pi
√−1
∫
C
Fn2 (w1(z), w2(z))
wn2 (z)
w′1(z)dz
=
1
n
1
2pi
√−1
∫
C
(w2(z) + 1)
3n
wn2 (z)
2(w2(z) + 1)w
′
2(z)dz
=
2
n
1
2pi
√−1
∫
C
(w2 + 1)
3n+1
wn2
dw2
=
2
n
1
2pi
√−1
3n+1∑
k=0
(
3n+ 1
k
)∫
C
wk−n2 dw2
=
2
n
(
3n+ 1
n− 1
)
.
Similarly we have
cG3n (2) =
1
n
1
2pi
√−1
∫
C
Fn2 (w1(z), w2(z))
wn2 (z)
w′2(z)dz
=
1
n
1
2pi
√−1
∫
C
(w2(z) + 1)
3n
wn2 (z)
w′2(z)dz
=
1
n
1
2pi
√−1
∫
C
(w2 + 1)
3n
wn2
dw2
=
1
n
1
2pi
√−1
3n∑
k=0
(
3n
k
)∫
C
wk−n2 dw2
=
1
n
(
3n
n− 1
)
.
Thereofore we obtain
cG3n = c
G3
n (1) + c
G3
n (2) =
2
n
(
3n+ 1
n− 1
)
+
1
n
(
3n
n− 1
)
=
2
n+ 1
(
3n
n
)
.
Hence
cG30 = 2, c
G3
1 = 3, c
G3
2 = 10, c
G3
3 = 42, c
G3
4 = 198, . . . .
This sequence is regarded to be the Fibonacci version of the Catalan numbers.
We remark the following equality on the radius RG3 of convergence of the func-
tion fG3(x):
lim
n→∞
cGn
cGn+1
= lim
n→∞
cGn (2)
cGn+1(2)
= lim
n→∞
(n+ 1)3n!(2n+ 3)(2n+ 2)
(3n+ 3)!
=
4
27
.
We note that by the equality f1(x) = f2(x)
2 one has
cG3n (1) =
n∑
k=0
cG3k (2)c
G3
n−k(2)
so that the formula
2
n
(
3n+ 1
n− 1
)
=
n∑
k=0
1
k
(
3k
k − 1
)
1
n− k
(
3n− 3k
n− k − 1
)
holds.
22
We denote by β the golden ratio 1+
√
5
2 . It is the Perron-Frobenius eigenvalue of
the matrix AG3 =
1 1 00 0 1
1 1 0
 . The vector
β−2β−3
β−2
 is the unique positive eigenvector
for the eigenvalue β whose sum is one. It then folllows that ϕ(P1) = β
−1, ϕ(P2) =
β−2. Therefore we have
cG3,ϕn (1) = c
G3
n (1) · ϕ(P1) =
1
β
2
n
(
3n+ 1
n− 1
)
,
cG3,ϕn (1) = c
G3
n (2) · ϕ(P2) =
1
β2
1
n
(
3n
n− 1
)
and
cG3,ϕn = c
G3,ϕ
n (1) + c
G3,ϕ
n (2) =
2nβ + (1− n)
(n+ 1)(2n+ 1)
(
3n
n
)
=
n
√
5 + 1
(n+ 1)(2n+ 1)
(
3n
n
)
.
11. Concluding remarks
Let ΛG be the topological Markov shift of the edges of the graph G as in Section
3. Let F (AG) be the sub-Fock space associated with the matrix AG. It is the
Hilbert space of the direct sum F (AG) =
⊕∞
n=0 Fn(A
G) of the sequence Fn(A
G) of
the finite dimensional Hilbert spaces whose orthonomal basis consists of the vectors
indexed by the admissible words of the topological Markov shift ΛG of length n for
n = 1, 2, . . . . For n = 0, the space F0(A
G) denotes the one dimensional vector space
CΩ of the vacuum vector Ω. Let Te, e ∈ E be the creation operators on F (AG). By
[6] (cf.[8]), the quotient images T¯e, e ∈ E by the C∗-algebra of compact operators
on F (AG) satisfy the relations (3.1). We put TG =
∑
e∈E Te. Then the equality
< (TG + T
∗
G)
2nΩ | Ω >= cGn was pointed out by Yoshimichi Ueda. The author
thanks to him for his suggestion. Related discussions are seen in several papers of
free probability theory (cf. [5],[11],[29],[30], etc.).
By the above formula of the G-Catalan numbers, one may generalize the numbers
cGn to general subshifts. For a general subshift Λ over alphabet Σ, let F (Λ) be the
sub-Fock Hilbert space associated with it ([20]). The creation operators Tα for
α ∈ Σ are similarly defined. We put the operator TΛ =
∑
α∈Σ Tα on F (Λ). We
may define the Λ-Catalan numbers cΛn by the formula
cΛn =< (TΛ + T
∗
Λ)
2nΩ | Ω > .
The numbers will be studied in [23]
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