I. INTRODUCTION

I
N THE PAST ten years, one-dimensional (1-D) cellular automata (CA) PRNGs were studied extensively [10] - [13] , [15] - [23] . However, 1-D programmable CA (PCA) still failed some randomness tests. To improve the randomness of 1-D PCA, the idea of controlling the status of CA cells has been proposed in [20] . In later papers [21] and [22] , this idea was further refined to the concept of neighbor-changing CA (NCA). The randomness test results on the improved 1-D PCA showed that they are better than 1-D PCA. In [23] , neighbor-changing 1-D PCA are evolved to its best performance with minimal cost. But it is not easy to implement in hardware design due to its irregular structures.
On the other hand, some researchers began to employ two-dimensional (2-D) CA in pseudorandom number generation to improve further the randomness quality of CA PRNGs. Tomassini et al. [14] evolved a 64-cell 2-D CA that could pass the DIEHARD test [7] . Though the structural complexity is higher in 2-D CA, test results showed that 2-D CA are comparable to neighbor-changing 1-D CA in randomness.
In this paper, we propose a variation of 2-D CA that has an array structure and the interconnection among cells is simpler than that in a normal 2-D CA. Due to its special structure, the neighborship among some cells in this 2-D CA is asymmetric. Asymmetric neighborship is a unique property of 2-D CA. The structural complexity of asymmetric-neighborship 2-D CA could be as simple as 1-D CA, except that the neighbor connection of boundary cells is more complex. The ENT [25] and DIEHARD test results on this structure of 2-D CA with asymmetric neighborship show that their randomness could compete with neighbor-changing 1-D CA and normal 2-D CA under certain array setting, output method, and transition rule. Further, multiobjective genetic algorithm (MOGA) is applied to evolve its structure. The evolved 10 5 2-D CA (with asymmetric neighborship) could generate good random number sequences that pass DIEHARD. Also, we try to reduce the number of cells in the evolved 10 5 2-D CA (with asymmetric neighborship) while maintaining their randomness quality.
To avoid ambiguity, 2-D CA described in this paper refers to a 2-D CA with asymmetric neighborship property and with such a simple array structure than a normal 2-D CA, which will be discussed later.
The paper is organized as follows. In Section II, we first give an overview on 1-D CA PRNGs, introduce structure and properties of 2-D CA PRNGs, and present randomness test results on 10 5 2-D CA without using an evolution algorithm. Section III presents the evolution algorithm and randomness results on the evolved 2-D CA. Section IV discusses the process to minimize the cost of 2-D CA. Section V provides a conclusion.
II. CA PRNGS
A. 1-and 2-D CA PRNGs
Following the idea of uniform CA, Hortensius [17] studied rule 90-150 programmable CA (PCA) and rule 30-45 PCA. Their study showed that rule 90-150 PCA has better potential than rule 30-45 PCA in pseudorandom number generation. These two PCAs are 1-bit PCA, where the rule control signal for each programmable cell is 1-bit. Later in 1996, Sipper and Tomassini [15] evolved a 2-bit 50-cell PCA with a mélange of rule 90, 150, and 165, where the rule control signal for each programmable cell is 2-bit. Also, Tomassini et al. [13] evolved another 2-bit 50-cell PCA with the rule combination 90, 105, 150, and 165 in 1999. These two 2-bit PCA were evolved 0278-0070/04$20.00 © 2004 IEEE using a cellular programming evolutionary algorithm, while the two 1-bit PCA proposed by Hortensius were handcrafted. The DIEHARD test results showed that although 2-bit PCA are better than 1-bit PCA in randomness, they still fail to pass all the tests in DIEHARD with time spacing as 1.
To further improve the randomness quality of nonuniform CA, we proposed controllable cellular automata (CCA) in [22] . A CCA is a CA in which the action (how the state of a cell is updated in each cycle) of some cells can be controlled via cell control signals. If a cell is under control via some cell control signal, it is a controllable cell; otherwise, it is a basic cell. CCA is the combination of controllable cells and basic cells. Both controllable cells and basic cells have rule control signals.
The action of a controllable cell is decided by its current cell control signal. A controllable cell can be normal (when the cell control signal is 0) or active (when the cell control signal is 1). When the controllable cell is normal, the computation of the states of the controllable cell and its neighbors are as usual (according to the current rule control signals and the states of its neighbors). When the controllable cell is active, the state computation of the controllable cell and its neighbors are specified by some predefined action. If an active controllable cell keeps its latest state while its neighbors bypass it, it is a neighbor-changing controllable cell. The randomness and properties of neighbor-changing 1-D CA have been discussed in [21] - [23] . The randomness of neighbor-changing 1-D CA is the best among 1-D CA PRNGs but it is not ideal for very large scale integrated design due to its irregular structures.
All of the 1-D CA introduced above are three-neighborhood CA, i.e., state computation depends on the left and right neighbors in addition to itself. In [1] , Barry et al. expanded the neighborhood size to four and introduced a nonlocal neighborhood connection scheme. They found a number of 64-cell 1-D CA PRNGs passing DIEHARD through exhaustive searching.
CA with 2-D grids are conventional or normal 2-D CA. Generally, two types of neighborhood are considered in a normal 2-D CA: five cells, consisting of the cell along with its four immediate nondiagonal neighbors (known as the von Neumann neighborhood) and nine cells, consisting of the cell along with its eight surrounding neighbors (known as the Moore neighborhood). In this paper, 2-D CA refers to 2-D CA with the von Neumann neighborhood.
The first work on these 2-D grid CA PRNGs was done by Chowdhury et al. [5] Aside from the vertical boundary cells, all cells have two directly connected cells, which would consequentially be their left and right neighbors. In the case of vertical boundary cells, they have three directly connected cells. Choosing left and right neighbors from these three cells is another concern. We define consistent neighborship as follows. In a column of vertical boundary cells, each cell uses the same neighboring cell position relative to it, as its left and right neighbors. As an example, each of the cells in the first column of array would treat the cells connected directly below and right to it as its left and right neighbors respectively. Simply put, neighbor assignment has a pattern for each column of cells. This is called consistent neighborship. On the other hand, if the cells in one column do not follow a uniform pattern of neighbor assignment, it is called inconsistent neighborship. Inconsistency in neighborship is described column-wise, i.e., in the same CA, one column may exhibit consistent neighborship while another column may use inconsistent neighborship.
Using the basic model, neighborships of cells were evolved using a genetic algorithm. From the basic model, only neighborships of vertical boundary cells can be varied. Thus, only vertical boundary cell neighborships were evolved. The configurations obtained are tested using ENT test. The results showed that inconsistent neighborship performs better than a consistent one (see the Appendix).
To provide a rational analysis, we summarize our approach as follows. First, we start by introducing three different structures under the basic model, which uses consistent neighborship. Next, we analyze these structures by gradually increasing its complexity through connections, i.e., enhancing the basic model. Then, we involve some new CA properties called asymmetric neighborship property. Finally, we find good CA structures by using another genetic algorithm. Evolving CA structure means finding good neighborship of cells, which may be inconsistent.
According Each corner cell could be connected to three cells as shown in Fig. 2 . Each vertical boundary cell could be connected to five cells. For example, vertical boundary cell could be connected to cell , cell 1, cell , cell 2, and cell . But the number of neighbors for each cell remains as three. Hence, for corner cells and vertical boundary cells, there exists more than one combination to select neighbors from more than two connected cells. For each corner cell, there are three combinations to select two neighbors from three cells. For each vertical boundary cell, there are ten combinations to select from five cells.
In the following, we present two 2-D CA structures with different neighbor connections-2-D CA-4 and 2-D CA-5. In 2-D CA-4, the left neighbor of a corner cell is the one next to it the same row; the right neighbor is the one next to it in the diag- 
C. Parameters
Randomness varies with different structures-the neighbor connection of cells. To show this, the randomness of different 2-D CA structures is compared with 1-D uniform CA and neighbor-changing 1-D CA. Other than structure, there are several other factors that could affect the randomness quality of 2-D CA with fixed number of cells. They are setting of L and A (in short, array setting), transition rule selected (rule selection), and output method. Our methodology in studying these issues is to focus on one factor while fixing the other two at one time. Here, we study array setting first, with rule selection and output method following.
Because 2-D CA-1, CA-2, and CA-3 obtain similar randomness, we choose 2-D CA-3 as an example to study the randomness of 2-D CA based on the basic model. On the other hand, Rule Selection: Although the overall structure of the basic and enhanced CA is 2-D, the structure of each horizontal cell is identical to that of a cell in 1-D uniform CA in terms of cell structure and neighbor connection. Work on 1-D uniform CA has shown that their randomness depends highly on the rules used [19] . Due to their structure similarity, it won't be surprising to see that the randomness of 2-D CA also varies under different rules.
Output Methods: We already know that in 1-D CA, adjacent cells have correlations because bits are generated by the horizontal cells. In 2-D CA, we choose to avoid generating the output bits in the horizontal direction. Hence, the random number sequences could be recorded in many methods. Our study is to find out the output bits should be extracted in the vertical direction or horizontal direction. The following methods have been tested. Fig. 4 shows each output method.
D. Randomness Test Results
The randomness of 10 5 CA-1, CA-2, CA-3, CA-4, and CA-5 is shown in Table I CA is 10 000 bytes. 100 initial seeds are tested for each individual CA. The transition rule used is rule 150. Both of them obtain better randomness than 1-D uniform CA. Table I shows that 2-D CA under the basic model could not outperform 1-D uniform CA. The comparison between the basic model (CA-1, CA-2, CA-3) and the enhanced model (CA-4, CA-5) shows that the randomness of 2-D CA is improved under the enhanced model. Yet when compared with neighbor-changing 1-D CA, the randomness of CA-4 and CA-5 is still lower, which may mean that these CA need to be further evolved to compete with neighbor-changing 1-D CA. The randomness of CA-5 is better than that of CA-4. Considering that the structural complexity of CA-5 is higher too, we could deduce that the randomness of these CA is closely related to their complexity levels.
Using CA-3 and CA-5 as examples, 50-cell 2-D CA is studied under various array settings. Table II In the previous experiments, we use rule 150. In the following, we test the randomness of 10 5 2-D CA-3 and CA-5 under different rules. We test rule 30, 90, 105, and 165 because they are reported as the best rules for 1-D uniform CA [17] . Table III shows the ENT test results. The experiment condition is the same as that in Table I and Table II. The ENT test results show that 2-D CA-3 cannot generate good random number sequences under all the rules tested, while 2-D CA-5 outperform 1-D uniform CA under all the transition rules except rule 30. Generally, rule 30 is not a good choice for 10 5 2-D CA, but we cannot exclude the possibility that it could generate good results under other array settings and output methods. Comparison on the remaining rules shows that the randomness improvement of 2-D CA-5 is most prominent with rule 150. Hence, we choose to apply rule 150 on 2-D CA cells in our work.
The ENT/DIEHARD test results of 2-D CA-5 under output method 0 to 9 are shown in Table IV . The experiment condition is the same as that in Tables I-III. The length of sequences for DIEHARD test is 10 000 000 bytes. It shows that method 5-8 could generate better random number sequences than the other methods, which shows that output in the vertical direction is better than output in the horizontal or diagonal direction. We can deduce that output bit extraction in the vertical direction The question is can we find other structures that generate better random number sequences than 2-D CA-5 and at the same time pass DIEHARD? In the next section, the structure of 2-D CA is to be evolved.
III. EVOLUTIONARY MULTIOBJECTIVE OPTIMIZATION APPROACHES
The objective of the evolution process is to find some 2-D CA that could generate good random number sequences. Because DIEHARD test is too time-consuming, we use ENT test results to evaluate the randomness of these CA in this work. Different from Tomassini et al.'s method [14] that uses entropy value alone as the objective to evolve 2-D CA, we choose to use entropy value along with SCC and chi-square values as objectives to get a more comprehensive evaluation. Some 2-D CA may get good entropy values but fair SCC values while some other 2-D CA may get reverse results. Because entropy, SCC, and chi-square values may not be aligned, we cannot simply add them together to generate one single value as objective. Hence, single-objective evolution algorithm does not make sense here.
MOGA is then used to evolve the structure of 2-D CA. MOGA is widely used to solve engineering problems where simultaneous optimization of multiple, often competing, objectives is required. Various schemes have been developed in recent years [6] . These techniques could be divided into two categories: the population-based approach and the Pareto-based approach. On the whole, the population-based approach has a common deficiency that it tends to generate solutions such that the performance of one objective is extremely good while the other objectives are not so [6] . Hence, we use the Pareto-based approach.
Different from the population-based approaches, the Pareto-based approach performs selection/reproduction by referring not only to the objective values themselves but also to the dominance property of them. Among several proposed schemes, we choose Fonseca and Fleming's [2] as our basic algorithm. In their scheme, the rank of each individual is defined as one plus the number of individuals in the current population that dominates it. The randomness of 2-D CA is evaluated using ENT. 100 initial seeds are tested and the average performance is taken as the randomness of the tested CA. The three objectives are the average entropy value, average 1-SCC value, and the chi-square pass rate. The relationship of these objectives has been extensively studied in [22] . Each 32-bit chromosome identifies one CA structure. The detail is presented in Algorithm 1.
A. Evolutionary Algorithm-MOGA
Algorithm 1: Evolution of the 2-DCA structure Input:
chromosomes randomly initiated. //evolution While (stopping criteria is not true) do
Calculate the objective values of each chromosome; Calculate the Pareto-rank of each chromosome; Perform crossover and mutation to generate child chromosomes; Calculate the objective values of each child chromosomes; Calculate the Pareto-rank of each child chromosome; Copy the first half of parent chromosomes and first half of child chromosomes to the next generation; End while Output chromosomes in the last generation
The input of the evolution process is chromosomes that are randomly initiated. The output is chromosomes in the last generation. The total population size is set at 80. The stopping criterion is the maximum stagnation steps , which is set at 300
. Or, if the best chromosome keeps unchanged for 200 continuous evolution steps, the evolution process will be stopped. The 1-point crossover rate is set at 0.95. The bit mutation rate is set at 0.05. During reproduction, half of the better-performing parents and child chromosomes will be copied into the next generation.
B. Evolution Results
The final objective of the evolution process is to find some 2-D CA to pass DIEHARD. However, due to the limitation of the computation ability, we use ENT test results to evaluate the randomness of these 2-D CA during the evolution process. DIEHARD test is applied to the whole population every ten evolution steps to check whether the evolved CA could pass DIEHARD. In the last population, three out of 80 chromosomes are found to pass DIEHARD. These three chromosomes are considered as the final evolution results. The structures of the evolved CA are shown in Fig. 6 . It shows that neighbor connections in the diagonal direction are indispensable to obtain good randomness quality in these CA. The structural complexity of the evolved three CA is similar. Compared with 50-cell 1-D NCA, the randomness of the evolved 10 5 2-D CA is better because 50-cell 1-D NCA could not pass DIEHARD without any spacing. According to the work of Tomassini et al. [14] , an evolved 8 8 2-D CA could pass DIEHARD without any spacing while the randomness of their 2-D CA with smaller size is not known yet. We may conclude that our 2-D CA could be as good as the conventional 2-D CA at least. But the structural complexity of our 2-D CA is lower than that of the conventional 2-D CA with the same size.
C. Discussion on Evolution Results
In this section, we evolve transition rule and output method along with our 2-D CA structures to find whether output method 5 and rule 150 are the best choice as indicated in Section II. The chromosome shown in Fig. 5 is expanded with seven additional bits. Fig. 7 shows the expanded part of the chromosome. Bits 33-36 represent the output method 0-9. Bits 37-39 represent the eight rules. The evolution algorithm is the same as Algorithm 1. All the evolution parameters are the same too.
Evolving 10 5 2-D CA for 1000 steps, we find that all the chromosomes in the last population use rule 150. Most of the chromosomes use output method 5, while a few use output method 6. The randomness of these few chromosomes is further tested with DIEHARD under output method 5 and 6. Their DIEHARD test results are the same under the two output methods although they obtain better ENT test results under output method 6. In addition, we evolve output method and transition rule along with the structures of these 8 6 2-D CA. Similar results are obtained for 8 6 2-D CA. Rule 150 is used by all the chromosomes in the last generation and output method 5 is used by most of them. The evolution results on these 10 5 and 8 6 CA confirm our previous suggestion that output method 5 and rule 150 are the best choice for 10 5 CA or CA under similar array settings.
Referring to the structures of three evolved 10 5 CA presented in the last section, we can see that their complexity is close. It is possible to find some other 10 5 CA with less complex structures to pass DIEHARD by increasing evolution effort. Fig. 8 shows the number of chromosomes passing DIEHARD during the evolution process.
Using DIEHARD to test the chromosomes every ten evolution steps, we can see that the number of chromosomes passing DIEHARD increases. However, after approximately 150 time steps, i.e., from time steps 250 to 400, the number of chromosomes that can pass DIEHARD keeps unchanged. Given that our main objective is to find a structure that can pass DIEHARD, we are contented with getting a satisfactory result at lesser evolution time. This is because the evolution process is time-consuming and there is no guarantee that CA with simpler structures could be found in the end.
IV. REFINEMENT PROCEDURE TO REDUCE THE COST OF 2-D CA WITH ASYMMETRIC NEIGHBORSHIP
Since we know that 10 5 CA with asymmetric neighborship could pass DIEHARD we explore whether the cost of CA could be reduced while maintaining the randomness quality instead of going on with the evolution. Here, we try to reduce the cost by decreasing the number of cells in the evolved 10 5 CA. The evolved 10 5 CA-1 (chromosome 1) is used as the basic structure in this section.
There is no doubt that the good performance of 2-D CA mainly comes from the versatile interconnections among corner cells/horizontal cells and their neighbors. Hence, it is natural to keep these neighbor connections unchanged during our exploration. We keep the number and location of corner cells and vertical boundary cells fixed while reducing the number of horizontal cells in the evolved CA. First, we test the randomness of 9 5 CA by deleting one horizontal cell in each row. The ENT/DIEHARD test results are shown in Table V . It shows that the randomness of 9 5 CA drops dramatically. It could only pass 16 tests in DIEHARD.
Because the randomness of 9 5 2-D CA is unsatisfactory, the procedure goes back to 10 5 CA by reducing the number of horizontal cells in the evolved 10 5 CA one by one. The difference between the evolved 10 5 CA and 49-cell 2-D CA is that there is one horizontal cell less in the latter. Table V shows 
V. CONCLUSION
In this paper, we have introduced a variation of CA-2-D CA with an array structure and discussed the asymmetric neighborship in them. The array setting, rule selection and output method of such CA have been studied and some suggestions given. The structures of CA with asymmetric neighborship were evolved using MOGA. The evolved 10 5 CA could generate good random number sequences that pass DIEHARD. Compared with 1-D NCA and normal 2-D CA in similar size, our 2-D CA could perform better or as well. Further, we explored the possibility to reduce the number of horizontal cells in the evolved CA with asymmetric neighborship. We found that two horizontal cells could be deleted from the evolved 10 5 2-D CA without degrading the randomness quality when the two horizontal cells are not deleted from the same row. 
