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1 Introduction and main results
The classical Trudinger-Moser inequality asserts that, for $\alpha\in(0, \alpha_{N}]$ , there
exists $B_{N},$. $>0$ which depends only on $N(N\geq 2)$ and $\alpha$ satisfying
$\int_{1}\epsilon^{o|\uparrow r|^{\pi^{\text{ }}\neg-}}).\backslash \cdot\leq B_{!v.(\}}|t1|$ (1)
for all bounded $\Omega\subset \mathbb{R}^{N}$ and for $\iota\iota\in$ II $\prime^{\prime 1,N}()(\Omega)$ with $\Vert\nabla u\Vert_{L^{N}(\Omega)}=1$ , where
$\alpha_{N}$
$:=N|S^{N-1}|^{\frac{1}{N-1}}$ and $|S^{N-1}|$ is the surface area of the $(N-1)$-dimensional
unit sphere, see [14, 11]. Let
$/_{(\iota}e^{\alpha|\iota\prime|}$
$b_{N.\alpha}:=$
$v\in||_{()}^{1.\nwarrow}||\nabla_{t1}\Vert_{-\backslash ’=l}’.t^{t}-).\backslash \iota]J$ $|\Omega|$
The existence of a maximizer asssociated with $b_{N,\mathfrak{a}}$ is shown by Carleson-
Chang in [5] when $\Omega$ is an N-diineusional }$)al1$ and by Flucher [6] when $\Omega$ is
a general bounded domain in $\mathbb{R}^{2}$ .
There is an extension of this inequality to unbounded domains. Let $N\geq$
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It is known that there exists $D_{N.0}$. which only depends on $N$ and $\alpha$ satisfying
$1_{\mathbb{R}^{N}}^{\Phi_{N,\alpha}(\tau\iota^{\frac{\Lambda^{l}}{\Lambda’-1}})}$ $\leq$ $D_{N,\alpha}$ (2)
for all $u\in W_{0}^{1,N}(\mathbb{R}^{N})$ with $\Vert n\Vert_{I1^{1.N}(\mathbb{R}^{\Lambda})}=1$ . The inequality (2) with $N=2$
is introduced by Cao [4]. Later B. Ruf proved in [13] that $\alpha_{2}=4\pi$ is a critical
exponent. The case $N\geq 3$ is also treated in a recent paper [10].
The purpose of this note is to show the attainability of the best constant
$d_{N,\alpha}(\mathbb{R}^{N})$ associated with (2), where
$d_{N,\alpha}(\mathbb{R}^{N})$ $:=$
$\iota\iota\in 1/t^{J,N}(\mathbb{R}^{N}).||u\Vert_{I1^{1,N}(11^{N})}=1s^{t}up.\int_{\mathbb{R}^{N}}\Phi_{N,\alpha}(u^{\frac{N}{N-1}})$.
In [10], Li-Ruf proved that $d_{N}$ . with $N\geq 3$ and with $\alpha=\alpha_{N}$ (critical
case) is attained. The method used in [10] is a blow-up technique and cannot
be applied to the $N=2$ case. The two dimensional case with $\alpha=\alpha_{2}=4\pi$ is
treated by Ruf in [13] and it is claimed that $d_{2,4\pi}$ is attained. In the present
note, we treat the subcritical case and the critical case in a unified way based
on the concentration-compactness type argument [8, 9, 3, 2]. Moreover, we
also obtain the nonexistence result of maximizers for $d_{2,\alpha}$ with small $\alpha$ .
Our main results read as follows.
Theorem 1.1
Let $N\geq 2$ and let $\alpha_{N}=N|S^{N-1}|^{\frac{J}{\Lambda^{l}-J}}$ , where $|S^{N-1}|$ is the surface area of
the $(N-1)$ -dimensional unit sphere. Also, let
$B_{2}=p \neq r).q)\in H^{1}\grave{})\backslash t1]J\frac{\Vert\phi\Vert_{4}^{4}}{\Vert\nabla\phi\Vert_{2}^{2}||\phi\Vert_{2}^{2}}$ (3)
if $N=2$ . Then $d_{N,\alpha}(\mathbb{R}^{N})$ is attained for $0<\alpha<\alpha_{N}$ with $N\geq 3$ and for
$2/B_{2}<\alpha\leq\alpha_{2}=4\pi$ with $N=2$ .
The number $B_{2}$ is the best constant of the (two-dimensional) $H^{1}$ -Moser
inequality
$\Vert\phi\Vert_{4}^{4}\leq B_{2}\Vert\nabla\phi\Vert_{2}^{2}\Vert\phi\Vert_{2}^{2}$ , $\phi\in H^{1},$ $\emptyset\neq 0$ .
It is known that the interval $(2/B_{2,\subset 1’2}]$ is non-empty, see e.g. [15, 1].
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Theorem 1.2
Let $N=2$ . If $\alpha\ll 1$ . then, $d_{2.\iota v}(\mathbb{R}^{2})$ is not attained.
For the variational problem associated with (2), it is enough to con-
sider radially symmetric nonnegative functions by virtue of symmetrization.
Hence, in the following, we only consider radially symmetric, nonnegative
functions.
Notation $\Vert\cdot\Vert_{Lr(\zeta))}$ denotes the standard $L^{p}(\Omega)$ -norm. We occasionally
omit the subscript $\Omega$ and we also use tlie abbreviation $\Vert\cdot\Vert_{p}$ . The norm
of $W^{1,N}(\Omega)$ is defined by $\Vert u\Vert_{t1^{1l.N}(11)}^{N}:=\Vert\nabla\uparrow\iota\Vert_{L^{N}(tl)}^{N}+\Vert u\Vert_{L^{N}(\Omega)}^{N}$ . $B_{R}$ denotes
the ball in $\mathbb{R}^{N}$ with radius $R$ centered at the origin and $B_{R}^{c}$ its complement.
$\Lambda 4(\Omega)$ is a set consists of Radon ineasures in $\Omega$ . $W_{r}^{1,N}$ denotes the set consists
of radially symmetric $1l^{\gamma 1.N}$ -functions. $|B^{N}|$ and $|S^{N-1}|$ denote the volume of
the N-diinensional unit ball and the surface area of the $(N-1)$-dimensional
unit sphere, respectively. Let $\alpha_{N}:=N|S^{N-1}|^{\frac{1}{v-\iota}}$ . The constant $C$ may vary
from line to line. We pass to subsequences freely.
2 Proof of Theorem 1.1
The proof of Theorem 1.1 needs the study of the supremum of the value
$\int\Phi_{N,\alpha}(u^{\frac{N}{n^{N- 1}}})$ with vanishing or concentrating sequence $(c\iota_{n})$ . At first we
introduce the definition of a vanishing/concentrating sequence. Let us intro-
duce the following quantities which ineasure the lack of mass:
$\mu_{0}=\lim s^{\backslash }up1i_{l}ns^{\backslash }\iota\iota\iota)Rarrow\infty\tau\iotaarrow\infty/I3_{?},(|\nabla_{tl_{t1}}|^{N}+|\iota\iota_{r\iota}|^{N})$ , (4)
$\mu_{\infty}=\lim Rs\iota\iota p1irn\iota 1arrow s^{\backslash }\iota\infty\iota p.\int_{B_{P\dagger}’}(|\nabla c\iota_{r1}|^{N}+|u_{r\iota}|^{N})$ , (5)
$\nu_{0}=\lim_{Rarrow\infty}S^{\urcorner}11p\lim rs\iota\iota p.\int_{B_{H}}\Phi_{N_{(\gamma}}.(?l^{\frac{v}{\prime I\backslash r-J}})$ , (6)
$\nu_{\infty}=\lim s\iota\iota pli_{111_{L}^{\sigma}};\iota\iota p\oint\daggerarrow\infty’|arrow\infty\int_{I3_{fi}^{t}}\Phi_{A_{(Y}^{f}}.(\iota\iota^{\frac{\Lambda^{i}}{},\iota N-J})$ , (7)
$\eta_{0}=\lim Rs\iota\iota p1]_{111Sttp}\Piarrow\infty.1_{B_{l\prec}}^{|tt_{1}|^{N}.\tau}7\infty=1i_{Rarrow\infty narrow\infty}nl_{\iota}s\iota\iota pli_{1}ns\iota\iota p\int_{B_{R}^{c}}|u_{n}|^{N}$. (8)
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Definition 2.1
Let $(u_{n})\subset|/V^{1,N}$ be a sequence such that $u_{n}arrow u$ weakly in $i/V^{1,N}$ .
(a) It is said that $(u_{n})$ is a normalized concentrating sequence $((NCS)$ in
short) if $(u_{n})$ satisfies $|u_{n}\Vert_{W^{1.N}}=1$ . $u=0$ and $1 i_{l}n_{narrow\infty}\int_{B_{\rho}^{t}}$. $Vu_{n}|^{N}+|u_{n}|^{N}=$
$o(1)$ for all $\rho>0$ .
(b) It is said that $(u_{n})$ is a normalized vanishing sequence ($(NVS)$ in short)
if $(u_{n})$ satisfies I $u_{n}\Vert_{W^{1.N}}=1_{:}u=0$ and $\nu_{0}=0$ , where $l1_{0}$ is defined by (6).




$d_{nc1}(N, \alpha)=stlp$ { $c_{j}$ there exists a (NCS) $(u_{n})$ s.t. $c= \lim_{narrow}\sup_{\infty}\int\Phi_{N,\alpha}(u^{\frac{N}{n^{N-1}}})$ }
is called a normalized concentration limit.
(a) A number
$d_{\iota 1v1}(N, \alpha)=\sup$ { $c$ ; there exists a (NVS) $(u_{71})$ s.t. $c= \lim s\iota\iota pnarrow\infty\int\Phi_{N,\alpha}(u^{\frac{N}{n^{N-1}}})$ }.
is called a normalized vanishing limit.
Ruf proved in [13] that
$d_{nc}|(2, ()\cdot 2)=(\lrcorner\pi.$ (9)
Moreover, we can show the following:
Proposition 2.1
Let $N\geq 2$ .
(a) Let $\alpha\in(0, \alpha_{N}]$ . Then there holds $d_{11v1}(N, \alpha)=\frac{\alpha^{N- 1}}{(N-1)!}$ .
(b) It holds that $d_{N,\alpha}> \frac{\alpha^{N-1}}{(N-1)!}$ for $\alpha\in(0, \alpha_{N}]$ if $N\geq 3$ and for $\alpha\in(2/B_{2}, \alpha_{2}]$
if $N=2$ , where $B_{2}$ is the best $CO7|_{ne}\sigma\cdot tant$ of $H^{1}$ -Moser inequality defined by
(3).
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Let $N=2$ . From Proposition 2.1 and (9), we see that
$d_{2,\alpha 2}>d_{nv1}(2, \alpha_{2})=cy_{2}=4\pi>\epsilon)\pi=d_{nc}|(2, \alpha_{2})$ .
From this relation, it is observed that the main obstacle to the compactness
of the maximizing sequences for $d_{2.\mathfrak{a}_{2}}$ is not the concentrating behavior but
the vanishing behavior. Hence the exclusion of the vanishing behavior of
maximizing sequences is crucial for the verification of a maximizer associated
with $d_{2,\alpha 2}$ and this analysis is not given in [13].
Sketch of the proof of Theorem 1.1 Let $\alpha\in(0, \alpha_{N})$ if $N\geq 3$ and let
$\alpha\in(2/B_{2}, \alpha_{2}]$ if $N=2$ . Also let $(n_{t})$ be a maximizing sequence for $d_{N,\alpha}$ .
By virtue of the radially symmetric rearrangement, we can assume that $u_{n}$ is
a radially symmetric, nonnegative function which is decreasing in the radial
coordinate. Since $\Vert c\iota_{n}\Vert_{\mathcal{W}^{1.N}}\cdot=1$ , we can find $c\iota\in W^{1,N}$ such that
$u_{n}arrow n$ weaklv in I $V^{1.N}$ . (10)
Let $\phi_{R}^{0},$ $\phi_{R}^{\infty}\in C_{0}^{\infty}$ be cut-ofT functions satisfying
$0\leq\phi_{R}^{0}\leq 1$ , $\phi_{f\dagger}^{()}=1$ ill $B_{R}$ , $\phi_{R}^{0}=0$ ill $B_{R+1}^{c}$ , (11)
and
$0\leq\phi_{R}^{\infty}\leq 1$ , $\phi_{R}^{\infty}=0$ ill $B_{R}$ , $\phi_{R}^{\infty}=1$ in $B_{R+1}^{c}$ , (12)
respectively. Also let $u_{n,R}^{*}$ $:=\tau\downarrow,\downarrow\phi_{R}^{*}$ , where $*=0,$ $\infty$ . By direct computations,
we can show
$1=\mu_{0}+\mu_{\infty}$ , $1\geq?|0+’\prime_{X}$ aiid $d_{N.\alpha}=t\nearrow 0+\nu_{\infty}$ . (13)




$(\mu_{0}, \nu_{0})=(1,$ $d_{N},(\})$ and $(l/\infty’\nu_{\infty})=(0,0)$ (14)
$or$
$(\mu_{0}, \nu_{0})=(0,0)$ and $(l^{l}\propto’\nu_{\infty})=(1, d_{N.\alpha})$ . (15)
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Now we can show that vanishing cannot occur for maximizing sequences:
Proposition 2.2
It holds that
$(\mu_{0}, \nu_{0})=(1, d_{N.,)}.)$ and $(l^{\iota_{\infty}} , \nu_{\infty})=(0,0)$ . (16)
Proof of Proposition 2.2.
We show that (15) cannot occur. Indeed, assume that (15) is true. Note
that in this case, $(u_{n})$ is a norinalized vanishing sequence. Therefore, by
Proposition 2.1 (a), we have
$d_{N,\alpha}= \nu_{\infty}=1i_{\ln St1}Rpli_{\ln s^{\neg}\iota\iota p}1_{B_{R}^{r}}^{\Phi_{N.rv}(u^{\frac{N}{n^{N-1}}}})\leq d_{11V}l=\frac{\alpha^{N-1}}{(N-1)!}$ ,
which contradicts Proposition 2.1 (b). Consequently, the only possible case
is (14) and this completes the proof. 1
Proposition 2.3
It holds that $u\neq 0$ .
Proof of Proposition 2.3.
We only treat the case $N=2$ and $\alpha=\alpha_{2}$ , since the other case is rather
easy by virtue of the local compactness. Assume that the conclusion is not
true and that $u=0$ . We first show that, under this assumption, $(u_{n,R}^{0})$ is a
(NCS). To this end, it is enough to verify that
$\int_{B_{\rho}^{\Gamma}}(|\nabla?\iota_{77}^{()},H|^{2}+|u_{r\iota,R}^{0}|^{2})arrow 0$ (17)
as $narrow\infty$ for any $\rho>0$ . Let $?l_{t1}.R$ $:= \frac{1\prime_{\tau..fi}^{0}}{\Vert\nabla u_{R}^{0_{1}}||_{2}}$ . Since $\mu_{\infty}=0$ and $u_{n,R}^{0}arrow 0$
strongly in $L^{2}$ by the assumption, we see that
$\lim s^{t}\iota\iota p|\iotaarrow\infty\int_{\mathbb{R}^{2}}|\nabla\iota\iota_{\iota,F\dagger}^{(1}|^{2}\geq\frac{1}{2}$ (18)
for large $R$ . Fix such $R>0$ . Note that $u_{t\iota.R}^{0}arrow 0$ weakly in $H^{1}(\mathbb{R}^{2})$ . Thus
by the concentration-compactness lemma [8, 9], we obtain
$|Vu\prime_{n,R}|^{2}arrow\delta_{0}$ weakly in $\mathcal{M}(\mathbb{R}^{2})$ , $u_{\iota_{\}R}^{1}arrow 0$ strongly in $L^{2}$ (19)
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$narrow\infty$ .
Let $\phi_{\rho,R}$ be a smooth cut-off function satisfying $0\leq\phi_{\rho.R}\leq 1$ in $\mathbb{R}^{2}$ ,
$\phi_{\rho,R}=1$ in $B_{R}\backslash B_{\rho}$ and $\phi_{\rho.R}=0$ in $B_{\rho/2}\cup B_{R+1}^{c}$ . Then
$\int_{B_{\dot{\rho}}^{r}}(|\nabla u_{n,R}^{0}|^{2}+|u_{n,R}^{0}|^{2})=\int_{B_{\rho}^{r}\cap B_{R}}(|\nabla u_{n.R}^{0}|^{2}+|u_{n,R}^{0}|^{2})+\int_{B_{\rho}^{r}\cap B_{\dot{R}}^{c}}(|\nabla u_{n,R}^{0}|^{2}+|u_{n,R}^{0}|^{2})$ .
By (18) and (19), we obtain
$\int_{B_{\dot{\rho}}^{r}\cap B_{R}}(|\nabla u_{n,R}^{0}|^{2}+|u_{n,R}^{0}|^{2})\leq/B_{\rho}\cap B_{R}(|\nabla u_{r\iota.I\dagger}^{0}|^{2}+|u_{n,R}^{0}|^{2})\phi_{\rho,R}+o(1)$
$\leq\Vert\nabla u_{n,R}^{0}\Vert_{2}^{2}\int_{B_{J}^{r}\cap B_{R}}(|\nabla u_{n.R}^{0}|^{2}+|u_{\tau\iota.R}^{0}|^{2})\phi_{\rho,R}+o(1)\leq C\langle\delta_{0},$ $\phi_{\rho,R}\rangle+o(1)$
$=C\phi_{\rho.R}(0)+o(1)=o(1)$
as $narrow\infty$ . This relation gives (17). Combining this fact with $\mu_{\infty}=0$ , we
also see that $(u_{n})$ is a (NCS). Then by using (9), we have
$d_{2,\alpha 2}=n arrow\infty 1in1\int\Phi_{2.\alpha}(u_{7l}^{2})\leq f_{11C}|(2, \mathbb{R}^{2})=e\pi$,
which contradicts Propositioii 2.1 (b). Hence we have $u\neq 0$ . 1
Now the verification of the fact that. $c\iota$ is a inaximizer is rather standard.
3 Proof of Theorem 1.2
In this section, we always assunie that $N=2$ and $\alpha<4\pi$ . Let $\Lambda/I:=\{u\in$
$H^{1}(\mathbb{R}^{2});\Vert u\Vert_{H^{1}(\mathbb{R}^{2})}=1\}$ . For any $\iota$ ) $\in\Lambda l$ , we introduce the following family
of functions $v_{t}$ given by
$11_{t}(x\cdot):=\sqrt{t}\uparrow)(\sqrt{t}x)$ ,
where $t>0$ is a positive paranieter. Let $\prime u_{f}^{1}$ $:=v_{f}/\Vert c)\ell\Vert_{H^{1}(\mathbb{N}^{2})}$ . Then $w_{t}$ is a
curve in $M$ passing through $?$ ), siiice 1 $u_{p}\Vert_{H^{i}(\mathbb{R}^{2})}=1$ and $w_{1}=v_{1}/\Vert v_{1}||_{H^{1}}=$




Now we compute the left hand side of (20). By using the fact $\Vert v_{t}\Vert_{p}^{p}=$
$t^{(p-2)/2}\Vert v\Vert_{p}^{p}$ and $\Vert\nabla v_{f}\Vert_{2}^{2}=t^{4}\Vert$ Vi $|\Vert_{2}^{2}$ , we see that
$J_{2,\alpha}(u \prime_{t})=J_{2.\alpha}(\frac{v_{t}}{\Vert_{L)}\prime t\Vert_{H^{1}(\mathbb{R}^{2})}})=\sum_{j=1}^{\infty}\frac{\alpha^{j}}{j!}\frac{t^{j-1}\Vert v\Vert_{2j}^{2j}}{(t\Vert\nabla_{L)}\Vert_{2}^{2}+||v\Vert_{2}^{2})^{j}}$ .
Hence, in view of $\Vert v\Vert_{H^{1}}=1$ , we have
$\frac{d}{dt}J_{2,\alpha}(w_{t})_{t=1}$ $=$ $\sum_{j=1}^{\infty}\frac{\alpha^{j}}{j!}\frac{t^{j-2}\Vert v||_{2j}^{2j}}{(t\Vert\nabla_{11}\Vert_{2}^{2}+||?)\Vert_{2}^{2})^{j+1}}(-t\Vert\nabla v\Vert_{2}^{2}+(j-1)\Vert v\Vert_{2}^{2})_{t=1}$
$\leq$ $- \alpha\Vert v\Vert_{2}^{2}\Vert\nabla v\Vert_{9}^{2}\sim+\sum_{=?2}^{\infty}\frac{\alpha^{j}}{(j-1)!}\Vert v\Vert_{2j}^{2j}$
$=$ $\alpha\Vert v\Vert_{2}^{2}\Vert\nabla\tau)\Vert_{2}^{2}[-1+\sum_{j=2}^{\infty}\frac{\alpha^{j-1}}{(j-1)!}\frac{\Vert v||_{2j}^{2j}}{\Vert v\Vert_{2}^{2}\Vert\nabla v\Vert_{2}^{2}}]$ . (21)
Here we take any $\beta\in(\alpha, 4\pi)$ . By using the Gagliardo-Sobolev-Nirenberg
inequality with the sharp asymptotics $($ see $e.g.[12])$ , we have
$\frac{\Vert_{1J}||_{2j}^{2j}}{\Vert\prime\iota\}\Vert_{2}^{2}\Vert\nabla_{l)}\Vert_{2}^{2}}\leq C_{\beta}\frac{j!}{/3^{j}}$ ,
where $C_{\beta}$, is a constant only depend on/3. From this relation, we see that
(21) $\leq$ $( \}\Vert\uparrow)\Vert_{2}^{2}\Vert\nabla_{1.)}\Vert_{2}^{2}[-1+\alpha C,/\lrcorner\sum_{j=2}^{\infty}\frac{\alpha^{j-2}}{\beta}j]$
$\leq$ $0’\Vert_{U}\Vert_{2}^{2}\Vert\nabla\uparrow)\Vert_{2}^{2}[-1+\alpha C,’\beta C]$ , (22)




for $\alpha<1/(C_{\beta}C)$ . Hence, in view of (20), no $v$ can be a critical point of $J_{2,\alpha}$
in $\Lambda I$ when $\alpha<1/(C_{r’},C)$ . This completes the proof of Theorem 1.2.
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