We consider the problem of finding an induced subgraph in a random dregular graph such that its components have bounded size as the size of the graph gets arbitrarily large. We show that for any threshold τ , the largest size density of such an induced subgraph with component sizes bounded by τ is at most 2(log d)/d for asymptotically large d. A matching lower bound is known for independent sets.
Introduction
Consider the following problem on random d-regular graphs and Erdős-Rényi graphs of expected average degree d. A subset S of a graph G is a percolation set with clusters of size at most τ if all the components of the induced subgraph G[S] have size at most τ . For example, independent sets have clusters of size exactly 1, and induced matchings have clusters of size exactly 2. For fixed τ and d, what is the density, |S|/|G|, of the largest percolation sets S with clusters of size at most τ on the aforementioned graph ensembles?
We provide an asymptotically sharp upper bound to this problem for large d. Roughly speaking, for both these graph ensembles we prove that for large d and any τ the density of the largest percolation sets is at most 2 log d d with high probability. Precise statements follow in Section 1.2. These bounds are be derived from first moment estimates. First, we explain how this bound is sharp and provide some background to the problem.
Bollobás [3] showed that the density of the largest independent sets on random d-regular graphs is at most 2 log d d as d → ∞. Frieze and Luczak followed with matching lower bounds [8, 9] . Thus, our result shows that relaxing the problem from independent sets (τ = 1) to arbitrary τ provides no improvement for large d.
Bayati, Gamarnik and Tetali [2] proved that for each d the density of the largest independent sets in a random d-regular graph, or an Erdős-Rényi graph of average degree d, on n vertices converges almost surely as n → ∞. Their argument can be replicated for any τ to deduce the analogous result about convergence of the density of the largest percolation sets with clusters of size at most τ . 1 1.1. Preliminaries and terminology. We use the well-known configuration model as the probabilistic method to sample a random d-regular graph G n,d on n labelled vertices.
Recall that G n,d is sampled in the following manner. Each of the n vertices emit d halfedges, and we pair up these nd half-edges uniformly at random. (We tactically assume that nd is even.) These nd/2 pairs of half-edges can be glued into full edges to yield a random d-regular graph. There are (nd)!! = (nd − 1)(nd − 3) · · · 3 · 1 such graphs.
The resulting random graph may have loops and multiple edges, that is, it is a multigraph.
However, the probability that G n,d is a simple graph is uniformly bounded away from zero at n → ∞. In fact, Bender and Canfield [5] and Bollobás [4] showed that as n → ∞
Also, conditioned on G n,d being simple its distribution is an uniform d-regular simple graph on n vertices. It follows from these observations that any sequence of events that occur with probability tending to 1 in G n,d (as n → ∞) also occurs with probability tending to 1 for an uniformly chosen simple d-regular graph.
We denote by ER(n, p) a Erdős-Rényi graph on n vertices and edge inclusion probability p. Recall that every pair of vertices {u, v} is independently included as an edge of ER(n, p) with probability p. We are interested in the case p = d/n for a fixed d. The resulting graph is sparse in the sense that the expected average degree is d(1 − 1/n).
For a graph G and integer τ ≥ 1 we define α τ (G) = max |S| |G| : S is a percolation set with clusters of size at most τ . and α τ (ER(n, d/n)) that hold with high probability as n → ∞. 
The proofs of the theorems will show that α τ d and α τ ER(d) can be chosen independently of τ so long as τ = o( log d/ log log d), although this is not optimal.
Here is another interpretation of Theorems 1.1 and 1.2. Following the argument of Bayati, Gamarnik and Tetali [2] one can show that α τ (G n,d ) and α τ (ER(n, d/n)) converge almost surely, as n → ∞, to nonrandom limits α τ (d) and α τ (ER(d)), respectively. Indeed, using concentration estimates, such as Azuma's inequality, it is easy to see that
and α τ (ER(n, d/n)) − E [α τ (ER(n, d/n))] converge to zero almost surely. Then the techniques from [2] can be used unchanged to show convergence of 
Following the lower bound of Frieze and Luczak [8, 9] it follows that
For random 3-regular graphs we also provide upper and lower bounds on α(τ, 3) via combinatorial arguments.
For independent sets, McKay [12] has shown that α 1 (3) ≤ 0.4554 and more recently this has been improved to α 1 (3) ≤ 0.4509 in [1] . In the other direction, in [6] it is shown that α 1 (3) ≥ 0.4361 and this has been improved to α 1 (3) ≥ 0.4375 in [10] . To the best of our knowledge these are the best known bounds for α τ (3) for any value of τ .
We prove Theorems 1.1 and 1.3 in Section 2, and prove Theorem 1.2 in Section 3. We conclude in Section 4 with problems and comments on future directions for this work.
Percolation on random d-regular graphs
Let E denote the event that G n,d contains a percolation set of size αn with clusters of size at most τ . We will bound the probability of E by using the first moment method.
Let X n denote the number of loops and multiple edges in G n,d . It is a well-known fact (cf. chapter 9.2, [11] ) that X n converges in distribution to a Poisson random variable of finite mean. In particular, for any ǫ > 0 there exists a constant C d,ǫ such that P (X n > C d,ǫ ) ≤ ǫ for all n.
Let Z be the number of percolation sets of G n,d of size αn with clusters of size at most τ . Clearly,
Now, if S is a percolation set with clusters of size at most τ then the number of edges in G n,d [S] is at most τ 2 |S|+X n . Indeed, if we ignore the loops and multiple edges of G n,d then the subgraph G[S] is a simple graph where each component contains at most τ 2 edges.
Since there are at most |S| components, there are at most τ 2 |S| edges in G n,d [S] excluding the loops and multiple edges. However, there are at most X n edges of the latter kind.
Let Z i be the number of subsets S ⊂ V (G n,d ) such that |S| = αn and the number of edges
In order to calculate E [Z i ] be must first introduce some notation. For subsets S, T ⊂
If e = (e 1 , e 2 ) is an uniform random directed edge of G n,d then m(S, T ) = P (e 1 ∈ S, e 2 ∈ T ). 
Observe that the entries of M (S) sum to 1 and that the marginal distribution of M (S) along the rows, or columns, is (|S|/n, 1 − |S|/n). If we fix the edge
then Z i is the number of subsets S that satisfy M (S) = M (α, i). Finally, the entropy of a finitely supported probability distribution π is
Lemma 2.1. Up to a polynomial factor poly(n, d) the expectation
Proof.
3)
The number of pairings in the configuration model satisfying
As each pairing occurs with probability 1/(nd)!!,
Since m!! = m! 2 m/2 (m/2)! we can simply the above to
Using Stirling's approximation of m! ∼ √ 2πm(m/e) m we can deduce that the expression above is
Also, Stirling approximation implies n αn = O(poly(n)) exp {n H(α, 1 − α)}. The statement of the lemma now follows from the expression for E [Z i ] in (2.3).
Due to its importance and prevalence in the argument we name the expression
the entropy functional, ignoring dependencies on the variables. We conclude from Lemma 2.1 and (2.2) that in order to bound E [Z; X n ≤ C d,ǫ ] from above it suffices to bound the entropy functional for all 0 ≤ i ≤ t 2 αn + C d,ǫ . We make the tactical assumption that τ ≤ √ d, which ensures that the entries of M (α, i) are nonnegative for large n. If τ > √ d then we simply set α τ d = 1. For τ ≤ √ d define the quantities γ τ d (α) and α τ d by By continuity of the entropy function H is follows that
, and this is negative for x > 0. This can be seen by noting that the derivative of the expression is negative for x > 0 and the expression vanishes at x = 0.
Having concluded that α τ d → 0 we now bound the entropy functional and analyze its asymptotic behaviour for large d. Observe that for any 0
From the continuity of the entropy H we conclude that 
From (2.4) and (2.5) we conclude that
In order to understand the asymptotic behaviour of (2.6) α needs to be of order log d d . Set α = β log d d ; we omit expressing the dependence of β on d. The right hand side of (2.6) becomes
Taking τ = o( log d/ log log d) as d → ∞ and noting that t ≤ τ 2 we see that the above it at most
.
Recall 
Consequently, γ τ d (β log d d ) < 0 for all large d unless β ≤ 2 + o(1). Thus, α τ d ≤ (2 + o(1)) log d d . This establishes Theorem 1.1.
2.1. Bounds for random 3-regular graphs. We establish the bounds given in Theorem Proof. We can proceed by induction on |T |. Note that T is a tree by assumption and so it contains a leaf vertex v. Therefore, v has two neighbours in ∂T and these two vertices are not incident to any vertices of T other than v. The latter property holds because T ∪ ∂T So far the argument shows that α τ (G) < 3/4 if G has girth at least 3τ + 1. It is well-known that the number of cycles of length at most ℓ in G n,3 , say X n (ℓ), satisfies the property that X n (ℓ)/n → 0 almost surely as n → ∞ (cf. chapter 9.2, [11] ). If we remove a vertex of G n,3 from each cycle of length at most 3τ and carry out the analysis above then it is easy to see that α τ (G n,3 ) ≤ 3/4 + O(X n (3τ + 1)/n). Thus, α τ (3) ≤ 3/4 for all τ .
Proof of the lower bound in Theorem 1.3. The lower bound uses the following observation. Let T be a induced subgraph of a 3-regular graph G such that every vertex in T has at least one neighbour in V (G) \ T . Then the components of T are cycles or paths because every vertex in T has degree at most 2 in T .
We can find such a set T by taking the complement of a maximal independent set, for example. Within such T we can find a percolation set S with clusters of size at most τ and |S| ≥ τ −1 τ +1 |T |. To do this consider any component C of T of size ℓ = (τ + 1)q + r with 0 ≤ r ≤ τ . Since C is either a cycle or a path we can decompose it into q disjoint, consecutive paths of length τ + 1 each along with a final path of length r. We pick the initial segment of length τ from each of the paths of length τ + 1 and the initial segment of length r − 1 (provided r > 0) from the last path. The union of these segments is a percolation set with clusters of size at most τ . A simple calculation shows that the size of the union is at least τ −1 τ +1 ℓ. Taking the union of these percolation sets over all components of T gives us the desired set S.
It is shown in [1] that maximal independent sets of G n,3 have size at most 0.4509n with probability tending to 1 as n → ∞, that is, α 1 (3) ≤ 0.4509. Taking T to be any maximal independent set in G n,3 we conclude from the above that α τ (G n,3 ) ≥ τ −1 τ +1 × 0.5491 with probability tending to 1, and thus, α τ (3) ≥ τ −1 τ +1 × 0.5491.
Percolation on Erdős-Rényi graphs
We will prove Theroem 1.2. Let G ∼ ER(n, d/n). For τ ≥ 1 let S ⊂ V (G) be a percolation set with clusters of size at most τ such that |S| = αn. Let Z be the number of such S and for α 1 , . . . , α τ , let Z(α 1 , . . . , α τ ) denote the number of such S with the property that G[S]
contains α k n components of size k for each 1 ≤ k ≤ τ . Note that α = k kα k . Clearly,
where the sum is over all admissible α k .
As in the case of d-regular graphs we will estimate E [Z] and use the first moment method to bound P (Z ≥ 1). The expectation is of exponential order and we are thus interested in (log E [Z])/n. There are at most n τ admissible values of α 1 , . . . , α τ because each α k n is an integer between 1 and n. Therefore,
We define α ER d to be the largest α ∈ [0, 1] such that the limit supremum in n of the right hand side of (3.1) is non-negative. We will show that α ER
which establish Theorem 1.2.
We now bound E [Z(α 1 , . . . , α τ )]. This expectation is a sum of probabilities of configurations where each configuration stipulates a unique way a percolation set S with clusters of size at most t can arise and satisfy all the required constraints. In the following we describe these configurations.
First, there exists a partition of V (G) into ordered cells P 1 , . . . , P τ , P τ +1 such that |P k | = kα k n for 1 ≤ k ≤ τ . The cell P k consists of vertices that will form the components of size k. Then each P k is further partitioned into α k n unordered cells of size k. These mini-cells will form the components of size k. Therefore, the mini-cells must be connected in G and there can not exist any edge in G that connects two different mini-cells.
All the configurations have the same probability of begin present in ER(n, d/n), and thus,
is the product of the number of configurations and the probability that a configuration is present. We calculate these two quantities.
Number of configurations. The number of partitions of the vertex set V (G) into ordered cells P 1 , . . . , P τ +1 is the multinomial term
Given such a partition, the number of partitions of P k into α k n unordered mini-cells of size k is (kα k n)! (k!) α k n (α k n)! . Division by (α k n)! ensures that the mini-cells are unordered. The total number of unordered partitions of the mini-cells is thus
The total number of configurations is the product of (3.2) and (3.3) .
Probability of a configuration. The probability that a mini-cell of size k is connected is the probability that ER(k, d/n) is connected. Let p k = P (ER(k, d/n) is connected). There are α k n occurrences of p k and their contribution to the probability of a configuration is p α k n k . The probability that all the mini-cells are connected is
That the mini-cells remain disconnected in the induced subgraph is ensured by requiring that all edges that could connect vertices from different mini-cells are not present in G.
By elementary counting the number of such edges is (αn) 2 − k k 2 α k n /2. Thus, the probability associated to this event is
(3.5)
The probability of any configuration being present is the product of (3.4) and (3.5) . Hence,
We will estimate all of the terms above up to exponential order. For large d the main contribution to the expectation comes from (3.2) and (3.5) . Using Stirling's approximation it is easy to see that up to errors of order O(log n/n) the multinomial term in (3.2) is of exponential order
Since 1 − d n ≤ e −d/n we see that the probability in (3.5) is at most of exponential order
Now we account for the remaining terms. Observe that p k is the probability that at least one of the k k−2 trees on k vertices appear in ER(k, d/n). The probability that any given tree appears is (d/n) k−1 . By a union bound we conclude that p k ≤ k k−2 (d/n) k−1 . Therefore, up to exponential order, the term in (3.4) is at most
Finally the term in (3.3) can be estimated by Stirling's approximation. Its exponential order is
We conclude that the contribution of (3.3) and (3.4) to the expectation is at most of exponential order
Combining the above with the contribution from (3.2) and (3.5) and using (3.1) we see that lim sup n→∞ log E [Z] n ≤ sup α 1 ,...,ατ : 
On the other hand it is easy to check that the contribution from the remaining term in We conclude from this that unlessα ≤ 2+o (1) 
Concluding remarks
It is natural to consider percolation sets in G n,d or ER(n, d/n) with finite clusters as n → ∞ in the sense of the following limiting quantities: Our first moment estimates are not strong enough to show that α(d) or α(ER(d)) are asymptotically at most (2 + o(1)) log d d . However, we expect this to be the case. Since G n,d and ER(n, d/n) have a small number of cycles of fixed lengths, and as trees contain independent sets of density at least 1/2, one can show that α(d) ≤ 2α 1 (d) and α(ER(d)) ≤ 2α 1 (ER(d) ). Hence, a reasonable approach would be to show that for every d one has the bound α(d) = (1 + o(1)) α τ (d) as τ → ∞, and analogously for α(ER(d)).
It would also be of interest to obtain sharp estimates for α(d) for both small and sufficiently large, but fixed, values of d. Some lower bounds for α(3) are given in [6] and the approach provides good lower bounds for small values of d as well. On the other hand, [7] expresses the independence ratio α 1 (d) implicitly, but with exact formulae, for all sufficiently large values of d. Their approach is guided by predictions from statistical physics about the structure of independent sets in G n,d and these ideas may apply to percolation sets as well.
