Abstract: A simplified analytical model of the laser powder bed fusion (LPBF) process was used to develop a novel density prediction approach that can be adapted for any given powder feedstock and LPBF system. First, calibration coupons were built using IN625, Ti64 and Fe powders and a specific LPBF system. These coupons were manufactured using the predetermined ranges of laser power, scanning speed, hatching space, and layer thickness, and their densities were measured using conventional material characterization techniques. Next, a simplified melt pool model was used to calculate the melt pool dimensions for the selected sets of printing parameters. Both sets of data were then combined to predict the density of printed parts. This approach was additionally validated using the literature data on AlSi10Mg and 316L alloys, thus demonstrating that it can reliably be used to optimize the laser powder bed metal fusion process.
Introduction
Interest in laser powder bed fusion (LPBF) additive manufacturing (AM) has spiked in many industries, creating a high demand for new AM-ready metallic materials [1] . However, the mechanical properties, surface finish, and precision of LPBF parts are dependent on more than 60 processing parameters [2] , which all need to be optimized. There are currently two main ways to realize this process optimization for new alloys. Most often, this optimization is carried out by defining an experiment plan that covers different arrangements of laser power, scanning speed, hatching space, layer thickness, scanning strategy and part orientation for a given alloy [3] [4] [5] [6] [7] [8] [9] [10] . Once the specimens are printed, their mechanical properties are evaluated and a conclusion is drawn on the influence of the different processing parameters on the final part geometric and service attributes. This approach yields satisfying results, but requires multiple printing jobs and time-consuming post-processing experiments. It could easily be realized for a single alloy, but becomes prohibitively expensive if multiple process optimization campaigns are required.
Another way a new AM material can be introduced is by applying a numerical modeling approach with the objective of finding the appropriate printing parameters, as shown in [11] [12] [13] [14] [15] . However, due to a large number of variables, these models require significant time and computer resources to model a single laser track, let alone a complex part. Moreover, the more complex the model, the more laborious the calibration procedure, which makes the process optimization more cumbersome and labor-intensive.
In this work, we investigate the possibility of using a combination of a simplified analytical model of the melt pool and of an experimental calibration routine to create a density control algorithm for the algorithm for the laser powder bed fusion process. The main objective of this approach is to reduce the time, the number of printing jobs and the quantity of post-processing characterization work needed to optimize the process for any given powder feedstock and any given LPBF system.
Methodology
Previous studies have demonstrated that the density of LPBF manufactured parts is mostly dependent on the following three dimensionless melt pool metrics ( Figure 1 ): melt pool depth-tolayer thickness ratio (D/t), melt pool width-to-hatching space ratio (W/h), and melt pool length-tomelt pool width ratio (L/W), and that the highest density is generally obtained for 1.5  D/t  2, 1.5  W/h  2.5 and L/W < 2Pi [16, 17] . Based on these observations, we investigated the possibility of using the D/t, W/h and L/W ratios to correlate a specific combination of LPBF processing parameters (laser power, scanning speed, layer thickness, and hatching space) with the density of a printed material.
This study was conducted in three phases: first, the analytical model of a thermal field generated by a moving heat source in a solid body is used to evaluate the melt pool dimensions for a given set of LPBF processing parameters. Then, a relationship between the melt pool dimensions and the density of the printed material was found experimentally for a given material and LPBF system. Finally, using the numerical model developed and the experimental relationship found, the LPBF processing parameters were linked to the density of the manufactured parts with the objective of developing a porosity prediction algorithm for different materials and different LPBF systems. 
Melt Pool Calculations
First, calculations of the LPBF melt pool dimensions were carried out using the analytical model of a semi-infinite solid with a moving Gaussian heat source [19] . This model has been successfully used for the determination of the LPBF processing parameters for pure iron [18] and Ti-Zr-Nb alloy [20] . The Gaussian model involves a symmetrical distribution of laser irradiance across the beam. The energy from the laser is assumed to be applied on the powder bed surface for a time interval defined by the scanning speed and the laser spot size. In this case, for a Gaussian beam moving with a given velocity, the temperature distribution T(x·y·z) in the powder bed is calculated by Equations (1)- (3): 
First, calculations of the LPBF melt pool dimensions were carried out using the analytical model of a semi-infinite solid with a moving Gaussian heat source [19] . This model has been successfully used for the determination of the LPBF processing parameters for pure iron [18] and Ti-Zr-Nb alloy [20] . The Gaussian model involves a symmetrical distribution of laser irradiance across the beam. The energy from the laser is assumed to be applied on the powder bed surface for a time interval defined by the scanning speed and the laser spot size. In this case, for a Gaussian beam moving with a given velocity, the temperature distribution T(x·y·z) in the powder bed is calculated by Equations (1)-(3):
(1)
where T 0 is the powder bed temperature ( • C); A, the absorptivity; P, the laser power (W); k, the thermal conductivity (W/(m·K)); r f , the laser beam radius (m); Pe, the Peclet number; ν, the scanning speed (m/s); α, the thermal diffusivity (m 2 /s); ρ, the material density (kg/m 3 ); c p , the specific heat (J/(kg·K)), and t, time (s). The laser energy absorptivity A is estimated using Equation (4) from the Drude's theory [19, 21] :
where λ is the laser wavelength (µm), σ 0 , the electrical conductivity (S/m), and ρ 0 , the electrical resistivity of the irradiated material (Ohm·m).
Experimental Calibration

Materials, Equipment and Plan of Experiment
The experimental part of this study was conducted using the EOS-supplied IN625 powder and an EOSINT M280 LPBF system (EOS GmbH, Munich, Germany) equipped with a 400 W ytterbium fiber laser (beam radius r f = 50 µm). The initial temperature of the substrate (build platform) T 0 = 60 • C. To design the plan of experiments, the analytical model represented by Equations (1)- (4) was used first. To this end, the following physical properties of an irradiated body: thermal conductivity k 0 [22] , specific heat C p0 [23] , and electrical resistivity ρ 0 [24] need to be calculated, taking into account the effective powder bed density ϕ, the latter being the powder morphology and spreading mechanism-dependent:
In this work, the density φ of IN625 powder spread by a standard EOS metal doctor blade and measured using the encapsulated samples method [25] was found to be close to 60%. Given the preceding, the IN625 alloy properties used for calculations are shown in Table 1 . They were taken at room temperature, and it is considered that the preceding layer cools down to 60 • C between two scanning runs. The temperature distribution map shown in Figure 2 represents an example of calculations using Equations (1)- (5) . It corresponds to the following set of LPBF processing parameters: P = 270 W, v = 1000 mm/s, and t = 40 µm applied to IN625 powder (Table 1) . From this temperature map, the melt pool width, depth and length are delimited by the alloy melting temperature of 1350 • C: W = 173 µm, D = 89 µm, and L = 806 µm, which correspond to the following dimensionless metrics: D/t = 2.2 and L/W = 4.7 (since only a single track is modeled, the hatching space h is not considered at this stage). This calculation procedure can be repeated for any material and any given set of processing parameters. This calculation procedure can be repeated for any material and any given set of processing parameters. 
Melt Pool Dimensions-Density Relationship
To establish the relationship between the previously defined dimensionless melt pool metrics and the density of manufactured parts, 10 mm-diameter 15 mm-height cylindrical coupons of IN625 alloy were printed to cover a D/t ratio ranging from 1 to 3.5, W/h, from 0.5 to 3 and L/W, from 3 to 6. To find the LPBF parameters resulting in these melt pool dimensions, the following ranges of printing parameters were reversely computed using the melt pool model presented in Section 2.1: the laser power varying from 160 to 350 W, the scanning speed, from 560 to 2800 mm/s, and the hatching space, from 30 to 550 µ m; the layer thickness t was kept constant at 40 m (see Table 2 for the selected values of the LPBF processing parameters). Two specimens were printed for each set of printing parameters. After processing, the printed coupons were cut off the build plate and their densities measured using the Archimedes' technique (ASTM B962-15). Each density measurement using a SARTORIUS Secura 324-1s scale (Sartorius, Goettingen, Germany), having a precision of 0.001 g, was repeated at least 3 times. 
To establish the relationship between the previously defined dimensionless melt pool metrics and the density of manufactured parts, 10 mm-diameter 15 mm-height cylindrical coupons of IN625 alloy were printed to cover a D/t ratio ranging from 1 to 3.5, W/h, from 0.5 to 3 and L/W, from 3 to 6. To find the LPBF parameters resulting in these melt pool dimensions, the following ranges of printing parameters were reversely computed using the melt pool model presented in Section 2.1: the laser power varying from 160 to 350 W, the scanning speed, from 560 to 2800 mm/s, and the hatching space, from 30 to 550 µm; the layer thickness t was kept constant at 40 µm (see Table 2 for the selected values of the LPBF processing parameters). Two specimens were printed for each set of printing parameters. After processing, the printed coupons were cut off the build plate and their densities measured using the Archimedes' technique (ASTM B962-15). Each density measurement using a SARTORIUS Secura 324-1s scale (Sartorius, Goettingen, Germany), having a precision of~0.001 g, was repeated at least 3 times.
The results of this experiment are collected in Table 3 (Appendix A) and plotted in Figure 3 in the D/t-W/h-density coordinates. It can be seen from this figure that the density of IN625 coupons exceeding 99.5% (this value was selected arbitrarily to limit the amount of experimental data, while leaving enough space for optimization) was obtained for a D/t ratio ranging from 1.5 to 2.75 and a W/h ratio ranging from 1.8 to 2.8. The corresponding L/W ratio ranged from 3.8 to 4.6 (not shown on this diagram). Note that the calculated values fall close to the ranges recommended in the literature, which are 1.5 < D/t < 2, 1.5 < W/h < 2.5 and L/W < 2Pi [28] .
From Figure 3 , assuming that the calculated D/t, W/h ratios correspond to the effectively obtained melt pool dimensions, the materials density can be expressed as their function as follows:
where a0 = 0.512, a1 = 0.212, a2 = 0.225, a3 = −0.027, a4 = −0.384, and a5 = −0.031.
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Energy Density-Build Rate Processing Map
In this work, the LPBF processing conditions were expressed by a combination of two metrics: the volumetric laser energy density E (J/mm³) (7) and the material build rate BR (cm 3 /h) (8); the product of both corresponds to the laser power P (Watts).
Next, the analytical model (1-5) and Table 1 were used to map three E-BR areas corresponding to the experimentally obtained optimal ranges of the melt pool metrics (Figure 4a ): D/t = 1.5-2.75, W/h = 1.8-2.8, and L/W = 3.8-4.6. These maps are calculated by varying the laser power from 20 to 380 W; Figure 3 . Density of the printed coupons as a function of the D/t and W/h ratios; the calculated D/t-W/h area corresponds to the measured density of the printed material exceeding 99.5 ± 0.1%.
In this work, the LPBF processing conditions were expressed by a combination of two metrics: the volumetric laser energy density E (J/mm 3 ) (7) and the material build rate BR (cm 3 /h) (8); the product of both corresponds to the laser power P (Watts).
Next, the analytical model (1-5) and Table 1 were used to map three E-BR areas corresponding to the experimentally obtained optimal ranges of the melt pool metrics (Figure 4a ): D/t = 1.5-2.75, W/h = 1.8-2.8, and L/W = 3.8-4.6. These maps are calculated by varying the laser power from 20 to 380 W; the scanning speed, from 100 to 4000 mm/s; the hatching space, from 30 to 200 µm, and the layer thickness, from 20 to 80 µm.
Three E-BR areas of Figure 4a were then superposed in Figure 4b to schematically delimit a common processing window, which must guarantee the maximum density of printed IN625 parts. Next, the densities of the printed coupons ( Figure 3 and Table 1 in the Annex) were superposed on this processing window, and it can be seen that the coupons with a density ≥99.5% are indeed located, within a certain margin of error, in the numerically predicted optimal processing window. By refining the scanning steps and using calibration Equation (6), the described approach can then be used to build a more detailed processing map for IN625 powder (Figure 4c ). the scanning speed, from 100 to 4000 mm/s; the hatching space, from 30 to 200 m, and the layer thickness, from 20 to 80 m. Three E-BR areas of Figure 4a were then superposed in Figure 4b to schematically delimit a common processing window, which must guarantee the maximum density of printed IN625 parts. Next, the densities of the printed coupons ( Figure 3 and Table 1 in the Annex) were superposed on this processing window, and it can be seen that the coupons with a density ≥99.5% are indeed located, within a certain margin of error, in the numerically predicted optimal processing window. By refining the scanning steps and using calibration Equation (6), the described approach can then be used to build a more detailed processing map for IN625 powder (Figure 4c ). 
Validation Strategy for the Proposed Processing Optimization Approach
We hypothesize that such a combined processing optimization approach is valid for any material processed by a given LPBF system. In our case it is the EOS M280 LPBF system. To verify this hypothesis, the results of such an optimization were compared with the numerical and experimental data found in the literature. This comparison was carried out in two phases: first, the melt pool dimensions were calculated for AlSi10Mg and 316L powders using a simplified analytical model of this work (Equations (1)- (5)), and then compared against those obtained for the same feedstock material, but using more powerful finite element models (FEM). These FEM models take into account the optical penetration depth, the mass transfer-related phenomena, such as the Marangoni convection and the Rayleigh capillary flow, and the heat losses to the environment [11, 29] . Secondly, the numerically predicted densities for pure iron and Ti-6Al-4V alloy powders are compared with their experimentally measured equivalents from [6] and [18] . The optimal processing windows for all these validation studies were obtained using the algorithm previously presented. The data used for these calculations were taken from the corresponding literature sources. 
We hypothesize that such a combined processing optimization approach is valid for any material processed by a given LPBF system. In our case it is the EOS M280 LPBF system. To verify this hypothesis, the results of such an optimization were compared with the numerical and experimental data found in the literature. This comparison was carried out in two phases: first, the melt pool dimensions were calculated for AlSi10Mg and 316L powders using a simplified analytical model of this work (Equations (1)- (5)), and then compared against those obtained for the same feedstock material, but using more powerful finite element models (FEM). These FEM models take into account the optical penetration depth, the mass transfer-related phenomena, such as the Marangoni convection and the Rayleigh capillary flow, and the heat losses to the environment [11, 29] . Secondly, the numerically predicted densities for pure iron and Ti-6Al-4V alloy powders are compared with their experimentally measured equivalents from [6] and [18] . The optimal processing windows for all these validation studies were obtained using the algorithm previously presented. The data used for these calculations were taken from the corresponding literature sources.
Validation
Melt Pool Dimensions (Single Track)
As experimental validation of the melt pool model used in this study (Equations (1)- (5)) has already been carried out in our previous work [20] , a decision was made to extend the validation experiments to literature data. With this objective in mind, the single track melt pool dimensions calculated by the said analytical model were compared with those calculated by two different finite element models. Note that each of these models was experimentally validated by their authors for two different alloys: 316L [11] and AlSi10Mg [14] . For ease of understanding and because the width and the depth of the melt pool are the most important characteristics impacting the density of the printed material, the geometric validation was limited to these two characteristics.
Regarding 316L, the simulations were carried out with an initial powder bed temperature of 296 K (first track in [11] ), a fixed laser power of 110 W and a scanning speed ranging from 80 to 150 mm/s. For AlSi10Mg, the simulations were realized for a laser power ranging from 150 to 300 W and a fixed scanning speed of 200 mm/s [14] . In both cases, computations using (Equations (1)- (5)) were carried out using the physical properties taken from the corresponding literature sources (Table 3) . In other words, the electrical resistivity, the thermal conductivity and the specific heat capacity values used in our calculations were set identical to those used in [11] and [14] and recalculated for a 60% powder bed density. This last value was selected on the basis of our previous results because no such information was provided in the literature sources. The melt pool profiles calculated by the model of this study and those found in the literature are plotted in Figure 5 for different sets of printing parameters. The mean deviations between the results of the analytical and the finite element models are 4.3 ± 1.2% for 316L and 10.5 ± 5.8% for AlSi10Mg. (Note that the numerically estimated impact of a 5.8% deviation in the AlSi10Mg melt pool dimensions would have introduced only~0.2% variation in the predicted density values; the last number being calculated by introducing a value of 5.8% in the density Equation (6)).
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Melt Pool Dimensions (Single Track)
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Density of the Same Alloy Printed with Two Different Layer Thicknesses
Using a combination of the analytical modeling of melt pool dimensions (Equations (1)- (5)) and Equation (6) , representing the correspondence between the melt pool dimensions and the density of the printed parts, processing windows can be calculated for multi-track LPBF. To validate this approach, processing maps for Ti64 alloy printed with two layer thicknesses (30 and 60 um) are plotted in Figure 6 . The physical properties used for these calculations are collected in Table 4 .
Note that the powder bed densities (evaluated using the method of encapsulated samples [25] ) in these two cases are not identical: it is higher in the former than in the latter case, with ϕ = 70% for t = 30 µm and ϕ = 60% for t = 60 µm. These changes in the powder bed density are due to the differences in the powder spreading conditions for different layer thicknesses as demonstrated in [31] . If a layer thickness is smaller than the D90 value of the powder particle distribution [32] , the density increases because the biggest particles are kept at the top of the layer and finally swept out by the recoater [33] , which increases the powder bed density. It can be seen from Figure 6 that the higher the powder bed density (70%, Figure 6b , instead of 60%, Figure 6a) , the higher the optimal laser power density, while the lower the build rate of the process. Similar results were reported in [31] .
because the biggest particles are kept at the top of the layer and finally swept out by the recoater [33] , which increases the powder bed density. It can be seen from Figure 6 that the higher the powder bed density (70%, Figure 6b, instead of 60%, Figure 6a) , the higher the optimal laser power density, while the lower the build rate of the process. Similar results were reported in [31] . Table 4 . Physical properties of Ti64 powders used for melt pool modeling [26, 34] .
Ti64 (t = 60 m)
Ti64 (t = 30 m) The experimentally measured densities of Ti64 coupons printed with the layer thicknesses of t = 60 m (Figure 6a ) and 30m ( Figure 6b ) were then superposed on the calculated processing maps (these coupons were printed using EOS Ti64 powder and the EOS M280 system of this study). The mean porosity deviations for t = 60 m corresponded to 0.8%, while for t = 30 m, it was 0.4%.
Density of Two Different Alloys
The reliability of the proposed processing optimization approach was then studied for Fe [18] and AlSi10Mg [35] powders. The density predictions were made using the physical properties of Table 5 and the processing maps are plotted in Figure 7a ,b. The experimentally measured density values were superposed, and the deviations between the model and the experiment corresponded to 0.8% for Fe and 0.7% for AlSi10Mg powders. The experimentally measured densities of Ti64 coupons printed with the layer thicknesses of t = 60 µm (Figure 6a ) and 30 µm (Figure 6b ) were then superposed on the calculated processing maps (these coupons were printed using EOS Ti64 powder and the EOS M280 system of this study). The mean porosity deviations for t = 60 µm corresponded to 0.8%, while for t = 30 µm, it was 0.4%.
The reliability of the proposed processing optimization approach was then studied for Fe [18] and AlSi10Mg [35] powders. The density predictions were made using the physical properties of Table 5 and the processing maps are plotted in Figure 7a ,b. The experimentally measured density values were superposed, and the deviations between the model and the experiment corresponded to 0.8% for Fe and 0.7% for AlSi10Mg powders. Table 5 . Physical properties of Fe [3] and AlSi10Mg [20] powders used for melt pool modeling. 
Discussion and Application Example
Notwithstanding that the simplified analytical model used in this study does not take into account the specificities of a given printing system in terms of heat exchange and powder spreading conditions, which both influence the density of the manufactured parts, it was demonstrated that such a model could provide useful information in terms of the energy density and the build rate values, which are potentially suitable for the printing of dense parts. However, to determine the exact set of processing parameters, such as the laser power, speed, hatching space, and layer thickness, an additional condition must be respected, and this condition corresponds to the ratio between the hatching space and the layer thickness, h/t.
To establish such a condition, the previously developed model was used to plot the density of IN625 components as a function of the h/t ratio for different layer thicknesses (Figure 8a) . From this plot, it is clear that to maximize the material density, the selection of a hatching space must be related to the selection of a layer thickness (Figure 8b ). For example, to guarantee the maximum material density 99.8%, with a layer thickness of t = 30 m, the hatching space variations must be limited to the 50 to 80 m range, while for a layer thickness of t = 90 m, the hatching space variations must be limited to the 110 to 220 m range.
These results are shown in Figure 8b to present the h-t area corresponding to the maximum density of IN625 parts. In the same figure, corresponding h-t areas are plotted for AlSi10Mg (Table 3) and Ti64 (Table 4) alloys, for comparison. Finally, once obtained, such plots provide guidance for the selection of the most appropriate hatching space/layer thickness combinations. 
To establish such a condition, the previously developed model was used to plot the density of IN625 components as a function of the h/t ratio for different layer thicknesses (Figure 8a ). From this plot, it is clear that to maximize the material density, the selection of a hatching space must be related to the selection of a layer thickness (Figure 8b ). For example, to guarantee the maximum material density ≥99.8%, with a layer thickness of t = 30 µm, the hatching space variations must be limited to the 50 to 80 µm range, while for a layer thickness of t = 90 µm, the hatching space variations must be limited to the 110 to 220 µm range.
These results are shown in Figure 8b to present the h-t area corresponding to the maximum density of IN625 parts. In the same figure, corresponding h-t areas are plotted for AlSi10Mg (Table 3) and Ti64 (Table 4) Note that even though this combined modeling-experiment approach was validated for only one specific LPBF system (EOS M 280), we hypothesize that it can be extended to any LPBF system, provided an adequate calibration experiment is carried out. To this end, after generating the first processing map assuming the physical properties of the material taken from the literature and a Note that even though this combined modeling-experiment approach was validated for only one specific LPBF system (EOS M 280), we hypothesize that it can be extended to any LPBF system, provided an adequate calibration experiment is carried out. To this end, after generating the first processing map assuming the physical properties of the material taken from the literature and a powder bed density of 60%, a series of calibration coupons must be printed. Once the density of the printed coupons is measured, the model must be adjusted to fit the experimentally obtained values, by modifying the coefficients of Equation 6 . Finally, the relation between the hatching space and the layer thickness can be plotted for a maximum printed material density (see Figure 8b) . Once all these conditions are met, the LPBF processing parameters (laser powder, scanning speed, hatching space and layer thickness) can be determined using the following protocol:
The layer thickness is selected first to provide a required precision/performance relationship ( Figure 9a ). If we take t = 40 µm to favor precision, the processing map for this layer thickness can be built as shown in Figure 9c . 2.
As, in this case, h can vary from 50 to 110 µm (Figure 9b ), the highest hatch value of 110 µm can be specified to improve the process productivity. 3.
To print components with a material density ≥99.8% and a maximum allowable build rate of BR = 15 cm 3 /h (Figure 9 ), the corresponding volumetric laser energy density corresponds to E = 67 J/mm 3 (see the dot in Figure 9c ). Since t = 40 µm and h = 110 µm, the remaining LPBF parameters can easily be defined using the energy density and build rate definitions of Equations (7) and (8): laser power~285 W and scanning speed~960 mm/s [36] . Note that even though this combined modeling-experiment approach was validated for only one specific LPBF system (EOS M 280), we hypothesize that it can be extended to any LPBF system, provided an adequate calibration experiment is carried out. To this end, after generating the first processing map assuming the physical properties of the material taken from the literature and a powder bed density of 60%, a series of calibration coupons must be printed. Once the density of the printed coupons is measured, the model must be adjusted to fit the experimentally obtained values, by modifying the coefficients of Equation 6. Finally, the relation between the hatching space and the layer thickness can be plotted for a maximum printed material density (see Figure 8b) . Once all these conditions are met, the LPBF processing parameters (laser powder, scanning speed, hatching space and layer thickness) can be determined using the following protocol:
1. The layer thickness is selected first to provide a required precision/performance relationship ( Figure 9a ). If we take t = 40 m to favor precision, the processing map for this layer thickness can be built as shown in Figure 9c . 2. As, in this case, h can vary from 50 to 110 m (Figure 9b ), the highest hatch value of 110 m can be specified to improve the process productivity. 3. To print components with a material density 99.8% and a maximum allowable build rate of BR = 15 cm 3 /h (Figure 9 ), the corresponding volumetric laser energy density corresponds to E = 67 J/mm 3 (see the dot in Figure 9c ). Since t = 40 m and h = 110 m, the remaining LPBF As it is widely assumed that the smaller the layer thickness, the better the surface finish and part precision, but the lower the build rate, it is recommended to work with layer thicknesses of 30 or 40 µm when precision is required, and of 50 or 60 µm, when process productivity is more important.
Conclusions
A simplified analytical model of the LPBF process was used to develop the density prediction algorithm for a given powder feedstock and a given LPBF system. Using a set of density calibration coupons built with the laser power varying from 160 to 350 W; the scanning speed, from 500 to 2800 mm/s; the hatching space, from 30 to 550 µm, and the layer thickness, from 30 to 60 µm, this model was adapted for the IN625 alloy powder and an M280 EOS LPBF system. This approach was then validated for different alloys and processing conditions using literature data, thus demonstrating its potential for the LPBF process optimization. It was also shown that the layer thickness value has a direct influence on the creation of the processing map and must be taken into account during the calibration step. This step represents a must-follow requirement to improve the prediction capability of the model because it takes into account the specificities of a given LPBF system related to particular powder recoating and heat transfer conditions, which differ from one printer to another, and influence the final density of the manufactured parts. However, once calibrated for a selected LPBF system, the model could be used for different alloys processed with this same system, avoiding trial-and-error-based process optimization routines.
To further this work, a comprehensive study should be conducted to evaluate the influence of parts' geometry, size, orientation and support on the density predictions.
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Appendix A
