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Abstract
Varchenko introduced a distance function on chambers of hyperplane arrangements that gave
rise to a determinant whose entry in position (C,D) is the distance between the chambers C
and D. This article extends that distance function to pseudohyperplane arrangements, and
computes the corresponding determinant. Note that pseudohyperplane arrangements have
the nice property to be topological models for oriented matroids.
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1 Introduction
Varchenko introduced and computed a determinant defined from hyperplane arrangements
[16, § 1]. That determinant already appeared earlier in the implicit form of the determinant
of a symmetric bilinear form on a Verma module over a C-algebra [15, § 1]. It also plays a key
role to prove the realizability of variant models of quon algebras in quantum mechanics [12,
Theorem 4.2], [13, Proposition 2.1]. Since then, there have been some attempts to provide
cleaner proofs of the result of Varchenko, and even more refined determinants but still defined
from hyperplane arrangements [1, § 8], [8, Theorem 4.5], [14, Theorem 1.3]. Besides, the
associated matrix has been investigated from several angles. For hyperplane arrangements
in semigeneral position, Gao and Zhang computed its diagonal form [7, Theorem 2], and for
braid arrangements, Denham and Hanlon studied its Smith normal form [4, Theorem 3.3]
while Hanlon and Stanley computed its nullspace [9, Theorem 3.3]. This article studies the
extension of the Varchenko determinant to pseudohyperplane arrangements.
Definition 1.1. The coning of a set S ⊆ Rn is the set cS ⊆ Rn+1 defined as follows: Assume
that S is contained in the hyperplane
{
(x1, . . . , xn+1) ∈ Rn+1
∣∣ xn+1 = 1}. Then cS is the
set of all rays from the origin of Rn+1 passing through S.
For n ∈ N, letRn be the category of nonempty real open contractible n-dimensional manifolds.
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Definition 1.2. A pseudohyperplane in Rn is a set H ⊆ Rn such that
• H ∈ Rn−1, and H cuts Rn into two elements of Rn,
• cH ∈ Rn, and cH cuts Rn+1 into two elements of Rn+1.
Denote by LA the set formed by the nonempty intersections of elements in a finite set A of
pseudohyperplanes. It is a meet semilattice with partial order ≤ defined, for X,Y ∈ LA, by
X ≤ Y ⇐⇒ Y ⊆ X.
For every pseudohyperplane H in Rn, let H+, H− be both elements of Rn such that
H+ unionsqH unionsqH− = Rn and H+ ∩H− = H.
Definition 1.3. A pseudohyperplane arrangement or PA in Rn is a finite set A of
pseudohyperplanes such that, for every H ∈ A, and X ∈ LA such that H ∩X 6= ∅, we have
• either H ≤ X,
• or ∃i ∈ [n] : H ∩X ∈ Ri−1, H+ ∩X ∈ Ri, H− ∩X ∈ Ri.
In a 2-dimensional Euclidean space, a PA is also called a pseudoline arrangement [17,
Definition 7.25]. Hyperplane arrangements are naturally special cases of PAs, but a PA
is not even necessarily poset isomorphic to a hyperplane arrangement like the non-Pappus
configuration [17, Example 7.28]. Letting H0 := H for H ∈ Rn−1, a face F of a PA A in
Rn is a nonempty subset of Rn having the form F :=
⋂
H∈A
HH(F ) with H(F ) ∈ {+, 0,−}.
Denote the set formed by the faces of A by FA. It is a poset with partial order  defined, for
F,G ∈ FA, by
F  G ⇐⇒ ∀H ∈ A : H(F ) ∈
{
0, H(G)
}
.
The sign sequence of F ∈ FA is A(F ) :=
(
H(F )
)
H∈A. A chamber of A is a face whose
sign sequence contains no 0. Denote the set formed by the chambers of A by CA.
Assign a variable qεH , ε ∈ {+,−}, to every half-space Hε, H ∈ A. We work with the
polynomial ring RA := Z
[
qεH
∣∣ ε ∈ {+,−}, H ∈ A] with variables qεH . For two chambers
C,D ∈ CA, denote the set of half-spaces containing C but not D by
HC,D :=
{
HH(C)
∣∣ H ∈ A, H(C) 6= H(D)}.
The Aguiar-Mahajan distance v : CA × CA → RA is defined, for C,D ∈ CA, by
v(C,C) = 1 and v(C,D) =
∏
Hε∈HC,D
qεH if C 6= D.
Definition 1.4. LetA be a PA in Rn. Its Varchenko determinant is VA :=
∣∣v(D,C)∣∣
C,D∈CA .
The centralization of a PA A to a face F ∈ FA \ CA is the PA AF := {H ∈ A | F ⊆ H}.
The weight and multiplicity of F are respectively
bF :=
∏
H∈AF
q+Hq
−
H ∈ RA and βF :=
#{C ∈ CA | C ∩H = F}
2
∈ N
where H ∈ AF , and we will see in Theorem 3.5 that βF is independent of the chosen H.
This article aims to prove the following result.
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Theorem 1.5. Let A be a PA in Rn. Then, VA =
∏
F∈FA\CA
(1− bF )βF .
Remark that, for q+H = q
−
H and a pseudoline arrangement A, Olzhabayev and Zhang recently
computed VA from the diagonal form of the associated matrix [11, Theorem 1.2].
Example 1. Assign the variables q+i and q
−
i to the sets P
+
i and P
−
i respectively. A calculation
with SageMath of VAex , where Aex is the PA {P1, P2, P3, P4, P5} in Figure 1, gives∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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= (1− q+1 q−1 ) (1− q+2 q−2 )3 (1− q+3 q−3 )2 (1− q+4 q−4 )2 (1− q+5 q−5 )2 (1− q+2 q−2 q+4 q−4 q+5 q−5 ).
Figure 1: The PA Aex in R2
Let E := {+, 0,−}, and denote by ui the ith component of u ∈ En. For u, v ∈ En, u ◦ v is
the vector w ∈ En such that wi :=
{
ui if ui 6= 0,
vi otherwise
, and S(u, v) :=
{
i ∈ [n] ∣∣ ui = −vi 6= 0}.
Recall that an oriented matroid is a subset F ⊆ En satisfying the conditions
• (0, . . . , 0) ∈ F,
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• if u, v ∈ F, then u ◦ −v ∈ F,
• for each pair u, v ∈ F and every j ∈ S(u, v), there exists w ∈ F such that
wj = 0 and ∀i ∈ [n] \ S(u, v) : wi = (u ◦ v)i.
Folkman began to work on oriented matroids by 1967, but unfortunately died before publish-
ing his theory. Lawrence completed that theory, and published the results in a joint paper
with Folkman in 1978 [6]. Independently, Bland and Las Vergnas developed the same notion
of oriented matroids [3]. Those latter are abstractions for different mathematical objects such
as directed graphs [2, § 1.1] and convex polytopes [2, § 9]. An oriented matroid F is a poset
with partial order ≤ defined, for u, v ∈ F, by
u ≤ v ⇐⇒ ∀i ∈ [n] : ui ∈ {0, vi}.
A nonempty PA A is central if OA :=
⋂
H∈A
H 6= ∅. The Topological Representation Theorem
states that the face set FA of a central PA is an oriented matroid, and every oriented matroid
is poset isomorphic to a face set FA for a central PA A [6, § 4], [2, § 5.2].
Let Rn be the polynomial ring Z
[
a+i , a
−
i
∣∣ i ∈ [n]] with variables a+i , a−i . An element u of
an oriented matroid F is a tope if every component ui is different from zero. Denote the set
formed by the topes of F by TF. The Aguiar-Mahajan distance v : TF × TF → Rn is defined,
for s, t ∈ TF, by
v(t, t) = 1 and v(s, t) =
∏
i∈S(s,t)
asii if s 6= t.
The Varchenko determinant of an oriented matroid F is VF :=
∣∣v(t, s)∣∣
s,t∈TF .
The weight of a vector u ∈ F \ TF is the monomial bu :=
∏
i∈[n]
ui=0
a+i a
−
i ∈ Rn. Define the ith
boundary of a tope t ∈ TF to be ∂it := {u ∈ F | u ≤ t, ui = 0}. Let u ∈ F \ TF, and i ∈ [n]
such that ui = 0. The multiplicity of u is βu :=
#{t ∈ TF | max ∂it = u}
2
∈ N. We will see in
Theorem 3.5 that βu is independent of the chosen i.
Corollary 1.6. The Varchenko determinant of an oriented matroid F is equal to
VF =
∏
u∈F\TF
(1− bu)βu .
Proof. We use Theorem 1.5 and the fact that there exists a central PA A such that F is poset
isomorphic to FA [5, Theorem 3.5, Corollary 3.13].
Remark that with the condition a+i = a
−
i , we recover the Varchenko determinant for oriented
matroids recently computed by Hochsta¨ttler and Welker with tools from oriented matroid
topology [10, Theorem 1].
For the computing, we are inspired by the proof strategy of Aguiar and Mahajan for central
hyperplane arrangements [1, Theorem 8.11] by extending a Witt identity to central PAs in
Section 2, and by using that extension to determine the Varchenko determinant of central
PAs in Section 3. Then, we prove Theorem 1.5 by coning in Section 4.
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2 A Generalized Witt Identity
We extend the Witt identity [1, Proposition 7.30] to central PAs in this section, then we use
that extension to prove a key equality on the chambers of central PAs.
If A is a central PA, the fact it is poset isomorphic to an oriented matroid permits us to
deduce both properties:
• the set of faces FA is a monoid whose multiplication of F,G ∈ FA is the face FG ∈ FA
such that
∀H ∈ A : H(FG) =
{
H(F ) if H(F ) 6= 0,
H(G) otherwise,
• ∀F ∈ FA, ∃F˜ ∈ FA : A(F˜ ) = −A(F ).
A nested face of A is a pair (F,G) of faces in FA such that F ≺ G. Denote by F (F,G)A the
set of faces {E ∈ FA | F  E  G}. Moreover, letting cA := min {dimF | F ∈ FA}, the
rank of F ∈ FA is
rkF := dimF − cA.
Denote by χ the function Euler characteristic of the shape of a topological space. Furthermore,
assign a variable xC to each chamber C ∈ CA.
Proposition 2.1. Let A be a central PA in Rn, D ∈ CA, and (A,D) a nested face of A.
Then, ∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC = (−1)rkD
∑
C∈CA
AC=AD˜
xC .
Proof. We have
∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC =
∑
C∈CA
( ∑
F∈F (A,D)A
FC=D
(−1)rkF
)
xC .
• If AA(C) = AA(AD˜), then
∑
F∈F (A,D)A
FC=D
(−1)rkF = (−1)rkD.
Denote by F
(A,)
A the set of faces {F ∈ FA | A  F} =
{
F ∈ FA
∣∣ A\AA(F ) = A\AA(A)}.
Let f : F
(A,)
A → FAA be the bijection such that, if F ∈ F (A,)A , then f(F ) is the face of AA
such that AA
(
f(F )
)
= AA(F ).
• If AA(C) = AA(D), then∑
F∈F (A,D)A
FC=D
(−1)rkF = (−1)−cA
∑
F∈F (A,D)A
(−1)dimF
= (−1)cA
∑
F∈f
(
F
(A,D)
A
)(−1)dimF
= (−1)cAχ(f(D))
= 0.
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• The case AA(C) /∈
{
AA(D), AA(AD˜)
}
remains. Assume that AA(D) = (+, . . . ,+),
and define the PA AA(C) :=
{
H ∈ AA
∣∣ H(C) = −}. Moreover, if E ∈ CAA(C), denote
by F
(n−1,E)
AA(C) the set of faces {F ∈ FAA(C) | F  E, dimF = n − 1}. If #AA(C) > 1,
then
∀F ∈ F (n−1,E)AA(C) , ∃F
′ ∈ F (n−1,E)AA(C) \ {F} : int(F ∩ F ′) ∈ Rn−2.
We obtain, ∑
F∈F (A,D)A
FC=D
(−1)rkF = (−1)−cA
∑
F∈F (A,D)A
AA(C)(F )= (+,...,+)
(−1)dimF
= (−1)cA
∑
F∈f
(
F
(A,D)
A
)
AA(C)(F )= (+,...,+)
(−1)dimF
= (−1)cAχ
(
f(D) \
⋃
F∈F (n−1,f(D))AA(C)
F
)
= (−1)cA
(
χ
(
f(D)
)− χ( ⋃
F∈F (n−1,f(D))AA(C)
F
))
= 0.
Hence
∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC = (−1)rkD
∑
C∈CA
AA (C)= AA (AD˜)
xC = (−1)rkD
∑
C∈CA
AC=AD˜
xC .
Lemma 2.2. Let A be a central PA in Rn, C,D ∈ CA, and F ∈ FA such that F  C. Then,
v(C,D) = v(C,FD) v(FD,D).
Proof. On one side
HC,FD =
{
HH(C)
∣∣ H ∈ AF , H(C) 6= H(FD)} = {HH(C) ∣∣ H ∈ AF , H(C) 6= H(D)},
and on the other side
HFD,D =
{
HH(FD)
∣∣H ∈ A\AF , H(FD) 6= H(D)} = {HH(C) ∣∣H ∈ A\AF , H(C) 6= H(D)}.
The module of RA-linear combinations of chambers in CA is MA :=
{ ∑
C∈CA
xCC
∣∣∣ xC ∈ RA}.
Let {C∗}C∈CA be the dual basis of the basis CA of MA. Define the linear map γA : MA →M∗A,
for every D ∈ CA, by
γA(D) :=
∑
C∈CA
v(D,C)C∗.
Let BA be the extension ring
{
p∏
F∈FA\CA
(1− bF )kF
∣∣∣∣ p ∈ RA, kF ∈ N} of RA.
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Proposition 2.3. Let A be a central PA in Rn, and D ∈ CA. Then,
D∗ =
∑
C∈CA
xC γA(C) with xC ∈ BA.
Proof. The proof is similar to the proof of [1, Proposition 8.13]. For a nested face (A,D), let
m(A,D) :=
∑
C∈CA
AC=D
v(D,C)C∗ ∈M∗A.
One proves by backward induction that m(A,D) =
∑
C∈CA
xC γA(C) with xC ∈ BA. We
obviously have m(D,D) = γA(D). Then, Proposition 2.1 applied to xC = v(D,C)C∗ in
addition to Lemma 2.2 yield∑
F∈F (A,D)A
(−1)rkFm(F,D) = (−1)rkD
∑
C∈CA
AC=AD˜
v(D,C)C∗ = (−1)rkD v(D,AD˜)m(A,AD˜).
Hence, m(A,D) − (−1)rkD−rkA v(D,AD˜)m(A,AD˜) =
∑
F∈F (A,D)A \{A}
(−1)rkF−rkA+1m(F,D).
By induction hypothesis, for every C ∈ CA, there exists aC ∈ BA, such that∑
F∈F (A,D)A \{A}
(−1)rkF−rkA+1m(F,D) =
∑
C∈CA
aC γA(C).
Since A  AD˜ and A(A˜D˜) = D, by remplacing D with AD˜, there exists also eC ∈ BA for
every C ∈ CA such that
m(A,AD˜)− (−1)rkAD˜−rkA v(AD˜,D)m(A,D) =
∑
C∈CA
eC γA(C).
Therefore,
m(A,D) =
∑
C∈CA
aC + (−1)rkD−rkA v(D,AD˜) eC
1− bA γA(C).
Hence, D∗ = m(OA, D) =
∑
C∈CA
xC γA(C) with xC ∈ BA.
3 The Varchenko Determinant for Central Arrangements
In this section is computed the Varchenko determinant of central PAs. We first prove that it
has the form
∏
F∈FA\CA
(1− bF )lF , then we determine lF for each face F .
Definition 3.1. The Varchenko matrix of a PA A in Rn is MA :=
(
v(D,C)
)
C,D∈CA .
Proposition 3.2. Let A be a central PA in Rn. For every face F ∈ FA \ CA, there exists
lF ∈ N such that
det MA =
∏
F∈FA\CA
(1− bF )lF .
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Proof. It is clear that MA is the matrix representation of γA. The determinant of MA is a
polynomial in RA with constant term 1, so MA is invertible. From Proposition 2.3, we know
that, for every chamber D ∈ CA, there exist xC ∈ BA such that D∗ =
∑
C∈CA
xCγA(C). Hence,
γ−1A (D
∗) =
∑
C∈CA
xC C with xC ∈ BA.
As the matrix representation of γ−1A is M
−1
A , each entry of M
−1
A is then an element of BA.
To finish, note that M−1A =
adj(MA)
det MA
, where each entry of adj(MA) is a polynomial in RA.
Then, the only possibility is det MA has the form k
∏
F∈FA\CA
(1 − bF )lF , with k ∈ Z. As the
constant term of det MA is 1, we deduce that k = 1.
Definition 3.3. Let K be a subset of a PA A in Rn. An apartment of A is a chamber of
K. Denote the set formed by the apartments of A by KA.
The restriction of A to K ∈ KA is the PA AK = {H ∈ A | H ∩K 6= ∅}. The sets formed
by the faces and the chambers in K are FKA := {F ∈ FA | F ⊆ K} and CKA := CA ∩ FKA
respectively. Moreover, the Varchenko matrix of A restricted to the chamber K is
MKA :=
(
v(D,C)
)
C,D∈CKA
.
Corollary 3.4. Let A a central PA in Rn, and K ∈ KA. Then,
det MKA =
∏
F∈FKA \CKA
(1− bF )lF .
Proof. Set q+H = q
−
H = 0 for every H ∈ A \ AK . Then,
v(C,D) ⇐⇒ C = D or C,D ∈ CKA or C,D ∈ CK˜A .
Hence, for a suitable chamber indexing of the rows and the columns, we obtain
MA = MKA ⊕MK˜A ⊕ I,
where I is the identity matrix of order #CA − 2 #CKA . Using Proposition 3.2, we get
det MKA ⊕MK˜A =
∏
F∈FKA \CKA
(1− bF )lF
∏
G∈F K˜A \CK˜A
(1− bG)lG
=
∏
F∈FKA \CKA
(1− bF )lF (1− bF˜ )lF˜
=
∏
F∈FKA \CKA
(1− bF )lF+lF˜ .
Since MKA = M
K˜
A for a suitable row and column indexing, then lF = lF˜ .
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Let F ∈ FA, andH ∈ A such that F ⊆ H. Define the integer βHF :=
#{C ∈ CA | C ∩H = F}
2
.
Theorem 3.5. Let A be a central PA in Rn, and F ∈ FA. Then, βHF has the same value βF
for every H ∈ AF , and
det MA =
∏
F∈FA\CA
(1− bF )βF .
Proof. Take a face E ∈ FA \ CA. There exists an apartment K ∈ KA such that
E =
⋂
H∈AK
H ∩K.
We prove by backward induction on the dimension of E that
∀H,H ′ ∈ AE : βHE = βH
′
E = βE and det M
K
A =
∏
F∈FKA \CKA
(1− bF )βF .
Remark that βHF =
#{C ∈ CKA | C ∩H = F}
2
. It is clear that, if dimE = n− 1, then
βE = 1 and det M
K
A = 1− bE .
If dimE < n− 1, by induction hypothesis,
det MKA = (1− bE)lE
∏
F ∈ (FKA \CKA )\{E}
(1− bF )βF .
The leading monomial in det MKA is (−1)
#CKA
2
∏
C∈CKA
v(C,EC˜) =
(− ∏
H∈AE
q+Hq
−
H
)#CKA
2 . Then,
comparing the exponent of q+Hq
−
H , we get lE =
#CKA
2
−
∑
F ∈ (FKA \CKA )\{E}
F⊆H
βHF = β
H
E .
4 Proof of Theorem 1.5
We now consider any PA A in Rn. Define the central PA cA in Rn+1 by
cA := {cH}H∈A unionsq {H0} with H0 :=
{
(x1, . . . , xn+1) ∈ Rn+1
∣∣ xn+1 = 0}.
Setting q+H0 = q
−
H0
= 0, for a suitable row and column indexing, we get
McA = M
H+0
cA ⊕M
H−0
cA = M
H+0
cA ⊕M
H+0
cA .
Using Theorem 3.5 and the fact M
H+0
cA = MA, we finally obtain
det McA =
∏
F∈FA\CA
(1− bF )2βF = det M2A.

Page 9 of 10
H. Randriamaro VARCHENKO DETERMINANT
References
[1] M. Aguiar, S. Mahajan, Topics in Hyperplane Arrangements, Math. Surveys Monogr.
(226) (2017).
[2] A. Bjo¨rner, M. Las Vergnas, B. Sturmfels, N. White, G. Ziegler, Oriented Matroids,
Encyclopedia Math. Appl. (46) 2nd Ed. (1999).
[3] R. Bland, M. Las Vergnas, Orientability of Matroids, J. Combin. Theory Ser. B (24)
(1978), 94–123.
[4] G. Denham, P. Hanlon, Some Algebraic Properties of the Schechtman-Varchenko Bilinear
Forms, New Perspectives in Geometric Combinatorics, MSRI Publications 38, 1999.
[5] P. Deshpande, On Arrangements of Pseudohyperplanes, Proc. Indian Acad. Sci. Math.
Sci. (126) 3 (2016), 399–420.
[6] J. Folkman, J. Lawrence, Oriented Matroids, J. Combin. Theory Ser. B (25) (1978),
199–236.
[7] Y. Gao, Y. Zhang, Diagonal Form of the Varchenko Matrices, J. Algebraic Combin. (48)
(2018), 351–368.
[8] R. Gente, The Varchenko Matrix for Cones, PhD Thesis, Philipps-Universita¨t Marburg,
2013.
[9] P. Hanlon, R. Stanley, A q-Deformation of a Trivial Symmetric Group Action, Trans.
Amer. Math. Soc. (350) 11 (1998), 4445–4459.
[10] W. Hochsta¨ttler, V. Welker, The Varchenko Determinant for Oriented Matroids, Math.
Z. (293) 3-4 (2019), 1415–1430.
[11] A. Olzhabayev, Y. Zhang, Diagonal Form of the Varchenko Matrices for Oriented Ma-
troids, arXiv: 2001.06460.
[12] H. Randriamaro, A Deformed Quon Algebra, Commun. Math. (27) (2019), 103–112.
[13] H. Randriamaro, A Multiparametric Quon Algebra, Bull. Iranian. Math. Soc. (2020),
DOI: https://doi.org/10.1007/s41980-020-00414-5.
[14] H. Randriamaro, The Varchenko Determinant for Apartments, Results Math. (75) 3
(2020) 86.
[15] V. Schechtman, A. Varchenko, Quantum Groups and Homology of Local Systems, Alge-
braic Geometry and Analytic Geometry, Springer, 1990.
[16] A. Varchenko, Bilinear Form of Real Configuration of Hyperplanes, Adv. Math. (97) 1
(1993), 110–144.
[17] G. Ziegler, Lectures on Polytopes, Grad. Texts in Math. (152) 7th Pr. (2007).
Page 10 of 10
