By a result of Gersten and Short nite presentations satisfying the usual non-metric small cancellation conditions present biautomatic groups. We show that in the case in which all pieces have length 1, a generalization of the C(3)-T(6) condition yields a larger collection of biautomatic groups.
Introduction
Gersten and Short show in [5] that groups satisfying any of the usual non-metric small cancellation conditions C (6) , or C(4)-T(4), or C(3)-T(6) are biautomatic. Most of their argument with respect to C(3)-T(6) applies verbatim to a more general situation and yields small cancellation type presentations for a larger class of automatic groups. These presentations are essentially nite prees (in the sense of Frank Rimlinger [13] ) which satisfy two axioms introduced by Reinhold Baer [1] .
A pree, de ned below, is a set with a partial multiplication satisfying certain axioms. An example is an amalgam of two groups; the multiplication is de ned for pairs of elements within each group but is not de ned for pairs which are not within one group or the other. Amalgams obey an additional axiom which make them pregroups as de ned by John Stallings [14] . See the recent survey [4] for an introduction to prees and their axioms.
The axioms we employ, A(4) and A (5) , are given in Section 2. Their relation to the usual small cancellation conditions is discussed at the beginning of Section 3, where we develop a variation of small cancellation theory. There are many such variations, e.g. [6] [7] [8] [9] [10] [11] [12] . The one which seem closest to ours is by Uri Weiss [15] , who shows that V(6) groups with all pieces of length 1 are biautomatic. Condition V(6) denotes a generalization of the C(6) and C(4)-T(4) conditions. Section 4 contains the proof of our main theorem, Theorem 4.4, which says that the universal groups of nite prees satisfying Axioms A(4) and A(5) are biautomatic. As every nite group satis es these two axioms and is its own universal group, the class of groups covered by Theorem 4.4 includes all nite groups. Finite C(3)-T(6) groups, on the other hand, are all cyclic [2] . It would be interesting to have other examples of groups from Theorem 4.4 which are not C(3)-T (6) .
It is not hard to show that inverses are unique in a pree. Further if = , then = −1 etc. It follows that products = may be thought of as triangles. More precisely the six products obtained by reading the edge labels around the boundary of the triangle on the left-hand side of at any vertex are de ned if any one of them is. As usual an edge read against its orientation contributes the inverse of its label.
De nition 2.2 (The associative law). If and are de ned, then ( ) is de ned if and only if ( ) is; and when they are de ned, ( ) = ( ).
The associative law is equivalent to a geometric condition, namely that if three triangles t around a common vertex as in the right-hand side of Figure 1 , then the perimeter is also a valid triangle in .
De nition 2.3. The universal group of a pree is the group ( ) with generators and relators −1 for every product = de ned in . We write for the image of in ( ). Elements of ( ) are represented by words over the alphabet . Note that 1 is a letter in this alphabet.
De nition 2.4.
A word over is reducible if the product of two successive letters is de ned in . Otherwise the word is called irreducible or reduced.
It is straightforward to use Tietze transformations to change any nite presentation into one given by a nite partial multiplication table, and with more Tietze transformations one can insure that this multiplication table satis es the conditions of a pree. Thus every nitely presented group is the universal group of a nite pree, and the pree a ords a nite presentation for the group. Theorem 2.5. It is undecidable whether or not the canonical morphism : → ( ) from a pree to its universal group is an embedding.
This theorem is a special case of a result of Trevor Evans [3] which says that if the embedding problem is solvable for a class of nite partial algebras, then the word problem is solvable for the corresponding class of algebras. Now we present the additional axioms we need. There are two of them, and they have the geometric incarnations given in Figure 2 Axiom A(4). If the products −1 1 2 = 1 , −1 2 3 = 2 , −1 3 4 = 3 , and −1 4 1 = 4 are de ned, then at least one of the products +1 (indices read modulo 4) is de ned.
Axiom A(5). If the products −1 1 2 = 1 , −1 2 3 = 2 , −1 3 4 = 3 , −1 4 5 = 4 and −1 5 1 = 5 are de ned, then at least one of the products +1 (indices read modulo 5) is de ned.
Small cancellation theory
We require a simple extension of small cancellation theory for diagrams constructed from triangles.
All relations in the presentation for ( ) have length 3, and there are no pieces of length 2. Indeed can occur in at most one relator, namely the relator −1 corresponding to a product = de ned in . Thus the small cancellation condition C(3) holds.
Similarly the condition T(6) says that the perimeter of any diagram formed by tting two, three, four or ve triangles around a common vertex (as in Figure 2 and the right-hand side of Figure 1 ) contains a subword −1 for some ∈ . Axioms A(4) and A(5) on the other hand together with the Associative law enforce the weaker condition that the perimeter is reducible.
De nition 3.1.
A diagram is a planar directed labeled graph whose boundary is a simple closed curve and whose faces are triangles each with three distinct vertices. The label of the boundary of each face is a relator in . The number of triangular faces of a diagram is its area. The boundary word, determined up to cyclic permutation and inverse, is the label of the boundary path. Boundaries of triangles are sometimes called perimeters. For brevity boundary words are sometimes themselves called boundaries.
The label of a path in a diagram is the product of the labels of edges except that an edge traversed against its orientation contributes the inverse of its label. We may change the orientation of an edge as long as we invert its label. To remove a triangle with one or more edges on the boundary we remove the edges on the boundary except we keep any vertices which began with degree more than 2.
Lemma 3.2.
If is a diagram with area greater than 1, there is a triangle in with one or more edges on the boundary such that removing that triangle results in a diagram.
Proof. If there is a triangle with two edges on the boundary, then because the boundary is a simple closed curve, the common vertex has degree 2, and the triangle may be removed. Likewise a triangle with only one edge on the boundary and the opposite vertex in the interior of the diagram may be removed.
Suppose then that all triangles meeting the boundary have exactly one edge and its opposing vertex on the boundary. For each such triangle the complement of the diagram is divided into two parts. Since the triangle has two edges not on the boundary, both parts have positive area. Pick a triangle such that one of the complementary parts has minimum possible area. Since that area is positive, it must contain another triangle meeting the boundary. But then that triangle would give a complementary part of smaller area. Thus this last case cannot arise.
The preceding lemma has the following consequence. Lemma 3.3. Every diagram is generated by starting with a single triangle and attaching subsequent triangles in the following way. A triangle is attached to a diagram by identifying one or two edges of the triangle with an edge or two successive edges respectively of the boundary of the diagram so that identi ed edges have the same label and are oriented in the same direction or have inverse labels and are oriented in opposite directions. In addition two vertices of a triangle may not be identi ed when it is attached.
Lemma 3.4. If a diagram has two triangles with the same vertices, then it has an internal vertex of degree 2.
Proof. Let be a diagram. If has area 1, there is nothing to prove. Otherwise is formed by attaching a triangle to a diagram ὔ of smaller area. By induction we may assume ὔ does not have two triangles with the same vertices. Consequently the vertices of are also the vertices of some triangle ὔ of ὔ . But then these vertices must be the vertices of a path of length 2 on the boundary of ὔ . It follows that the middle vertex is an internal vertex of degree 2 in .
De nition 3.5.
A minimal diagram is one which has minimum area among all diagrams with the same boundary word (up to cyclic permutation and inverse.). Lemma 3.6. Let be a minimal diagram with boundary . If has an internal vertex of degree 2, then consists of two triangles joined along two edges and = −1 .
Proof. It is easy to see that no vertex of any diagram has degree 1. If is an internal vertex of degree 2, then is a vertex of two triangles both of which contain the two edges incident to . Hence both edges opposite have label = −1 . Unless both of these edges are on the boundary of , they can be combined to make a diagram of smaller area. If they are on the boundary, they must be the whole boundary because the boundary of is a simple closed curve. Thus consists of two triangles joined along two edges, and = −1 . where the rst sum is over all boundary vertices and the second is over all internal ones.
Proof. Argue by induction on area.
Let ( ) be the language of all labels of boundaries of diagrams. Each diagram determines multiple labels, as we may start at any vertex on the perimeter and proceed clockwise or counterclockwise. Notice that because we do not identify vertices when building a diagram by attaching triangles, the boundary of every diagram has length at least two.
Lemma 3.8. The language ( ) is the set of all words over the alphabet of length at least 2 such that is the identity in ( ).
Proof. Recall that ( ) is the quotient of the free semigroup over by the congruence ∼ with generators ∼ for all products = de ned in . Say that , ∈ are neighbors if one is obtained from the other by replacing a subword with . Observe that if and are neighbors of length at least 2, and is a diagram for ; then a diagram for can be obtained by attaching a triangle to .
Suppose | | ≥ 2 and de nes the identity in ( ). Then there is a sequence of neighbors
= is any product de ned in . As all elements of the sequence , 1 , 1 1 , 1 2 , . . . , 1 −1 , −1 have size at least 2, it follows that there is a diagram for . Conversely if is a perimeter label for a diagram , then by removing triangles we can reduce to a single triangle . The corresponding sequence of neighbors begins with and ends with a label of the perimeter of . It follows that = 1.
Biautomaticity
We consider a xed pree satisfying Axioms A(4) and A (5) and show that it is biautomatic. Much of our argument follows that in [5] . Proof. If an internal vertex has degree 3, then by the associative law from De nition 2.2 we can remove and all incident edges and still have a diagram over . Likewise if has degree 4 or 5, then Axioms A(4) and A (5) guarantee that one can discard and construct a diagram of smaller area by adding one or two internal edges. We must check that each new triangle created by the addition of edges has all vertices distinct. But if it did not, would have two triangles sharing the same three vertices, contrary to Lemma 3.4. See Figure 2 . Let be a word of length at least 3 de ning the identity in ( ), and let be a diagram of minimal area with boundary . Let 2 and 3 be the number of vertices of degree 2 and 3 respectively on the boundary of , and let 5 be the number of degree greater than 4. Then 2 2 + 3 ≥ 6 + 5 . Further, if equality holds, then all internal vertices have degree 6.
Proof. Each vertex of degree 2 contributes 2 to the left-hand side of equation (3.1) in Lemma 3.7. Likewise each vertex of degree 3 contributes 1, and vertices of degree greater than 4 contribute −1 or less. As all internal vertices have degree at least 6 by Lemmas 3.6 and 4.1, equation (3.1) yields the desired result. Proof. Let be such a word and apply Lemma 4.2 to a minimal diagram for . If 2 ≥ 2, then some boundary vertex in the interior of has degree 2, and we are done. The only other possibility is | | = 5, 2 = 1, and 3 = 4. But it is easy to see that there is no diagram with these parameters. Theorem 4.4. If is a pree satisfying Axioms A(4) and A(5), then embeds in ( ), and the multiplication in is induced by the multiplication in ( ).
Proof. The theorem is proved by the same small cancellation argument used in [5] . Let be a word of length at least 2 over which de nes the identity in ( ) and consider a diagram of minimum area for . We must show that if = , then = −1 ; and if = , then = −1 in . By Lemmas 3.6 and 4.1 we may assume that = and all internal vertices of have degree at least 6. By Lemma 4.2 there are either three boundary vertices of degree 2 or at least four boundary vertices. It follows that is a triangle.
The proof of the next theorem is given in a sequence of lemmas. It is useful to keep in mind the following example:
= {(0, 0), (0, 1), (0, −1), (1, 0), (−1, 0), (1, 1), (−1, −1)} with ( ) = × . The partial multiplication in is inherited from the usual addition in × .
Theorem 4.5.
If is a nite pree satisfying Axioms A(4) and A(5), then ( ) is biautomatic.
First we observe that Lemma 4.2 implies that in any diagram of minimum area there must be a number of intervals along the boundary consisting of two vertices of degree 2 or 3 either adjacent to each other or separated by vertices of degree 4. As in [5] we refer to these intervals as galleries. See Figure 3 . Note that some of the vertices in this gure might be identi ed in . In other words there is a morphism of diagrams from the gallery as illustrated to . Under this morphism the labeled vertices have distinct images and their degrees are preserved. The minimum number of galleries varies as in Table 1 depending on the value of 2 .
3
Galleries ≥ 3 ≥ 0 ≥ 2 ≥ 4 ≥ 6 Table 1 . E ect of 2 on 3 and the minimum number of galleries.
Now we augment De nition 2.4.
De nition 4.6. A word = 1 ⋅ ⋅ ⋅ over is irreducible if for all the product +1 is not de ned in , and it is strongly irreducible if in addition it cannot be shortened by attaching to it a gallery of type 34 3 as in Figure 3 and replacing by ℎ or by ℎ etc. Reductions of this latter type are called strong reductions.
Both reductions and strong reductions shorten a word's length by 1. There are also reductions corresponding to other types of galleries. Reductions corresponding to galleries of type 24 3 shorten the length of a word by 2.
Since galleries are diagrams over , it is clear that the above reductions do not change the element of ( ) represented by a word, over . Thus every word can be reduced to a strongly irreducible word representing the same group element.
Lemma 4.7. A word over is the label of a geodesic in ( ) if and only if it is strongly reduced and not the word 1. Further the set of strongly irreducible words is a regular language.
Proof. Clearly the set of irreducible words not equal to 1 is regular. Further it is straightforward to construct a nite automaton over the alphabet × ∪ × {$} which accepts a pair of words ( , $) if and only if and are words over and is obtained from from a single reduction corresponding to attaching a gallery to . Here $ is a padding symbol not in . The triangles of can serve as the vertices of a suitable automaton. It follows by standard techniques that the set of all words over which are strongly reducible forms a regular language. Hence its complement is regular and the intersection of the complement with the irreducible words not equal to 1 is regular too. Thus the second assertion of the lemma holds.
Clearly geodesics are strongly irreducible lest there be a shorter word denoting the same group element. Suppose that is strongly irreducible but not geodesic. In particular ̸ = −1 . Also | | ̸ = 1 by Theorem 4.4, so | | ≥ 3. By our hypothesis there must be a shorter word representing the same group element as . Thus there will be a diagram of minimum area with boundary label −1 . Pick so that has smallest possible area. Consider the possibilities in Table 1 . There cannot be three vertices of degree 2, because then at least one of them would be in the interior of or contradicting the fact that both are strongly irreducible. Likewise there can be no gallery all of whose vertices of degree 3 or 4 lie in the interior of or in the interior of . Thus there are four galleries and two vertices of degree 2. The only way they all t into is if | | ≥ 1, and the two boundary vertices separating the boundary segments with labels and are of degree 2 and are each part of two galleries. Each gallery has a vertex of degree 2 or 3 at its other end. Since these vertices are in the interior of or , they must be of degree 3. In particular | | ≥ 2.
Let and be the vertices separating and so that the boundary of consists of a path with label from to and a path with label also from to . Let = 1 2 ⋅ ⋅ ⋅ , and = 1 2 ⋅ ⋅ ⋅ , and denote by the boundary vertex between 1 and 2 . By the previous paragraph there is a gallery of type 24 3 attached to the boundary segment with label −1 1 1 ⋅ ⋅ ⋅ +2 . This gallery a ords a reduction of −1 1 1 ⋅ ⋅ ⋅ +2 to = 1 ⋅ ⋅ ⋅ +1 . It follows that the path from to with label 1 1 ⋅ ⋅ ⋅ +1 +3 ⋅ ⋅ ⋅ is a geodesic. If this path is , then we are done. Otherwise there are paths from to with labels 2 ⋅ ⋅ ⋅ and 1 ⋅ ⋅ ⋅ +1 +3 ⋅ ⋅ ⋅ . The rst label is clearly strongly irreducible, and the second is a geodesic. By induction on length, − 1 = − 1.
In order to show that ( ) is biautomatic, we must nd a set of words over which maps onto ( ) and such that for some constant two paths which begin and end a distance at most one apart and which have labels in -synchronously fellow travel. The set will consist of some geodesics, but not all of them. At this point in [5] use is made of the C3-T6 small cancellation hypothesis, which need not hold in our situation. We must proceed di erently.
De nition 4.8.
Let be the set of strongly reduced words = 1 ⋅ ⋅ ⋅ over with the property that whenever there is a valid diagram of the type illustrated in Figure 4 with ≥ 3. Then the product is de ned. Proof. The set of words which admit a valid diagram as in Figure 4 such that is not de ned is clearly regular. It follows from this observation and from Lemma 4.7 that is regular. To show that maps onto ( ) let be any element of ( ) and pick a geodesic = 1 ⋅ ⋅ ⋅ from 1 to with the property that the number of words representing the same group element as 1 2 is maximal, and subject to that the number representing the same group element as 3 4 is maximal, and so forth. Suppose admits a diagram as in Figure 4 for which is not de ned. Let , representing the same group element as 2 +1 2 +2 . As imply that = in . Thus the geodesic obtained by substituting ⋅ ⋅ ⋅ for 2 +1 ⋅ ⋅ ⋅ 2 + in contradicts the choice of .
It remains to show that for some constant two paths which begin and end a distance at most 1 apart and which have labels in , -synchronously fellow travel. Suppose = 1 ⋅ ⋅ ⋅ and = 1 ⋅ ⋅ ⋅ are labels of two such paths. Let be the group element reached by 1 ⋅ ⋅ ⋅ , and de ne ℎ likewise with respect to . We claim that for each there exists a such that ( , ℎ ), the distance in ( ) between and ℎ , is at most 2; and likewise with and reversed. Since and are both geodesics beginning a distance at most one apart, it follows by a straightforward argument that | − | ≤ 3; and hence that = 5 su ces. We use induction on + . If and are both at most 3, then the desired conclusion is immediate. Thus we assume ≥ 4 or ≥ 4. Since and are geodesics, it follows that ≥ 2 an ≥ 2. Because of the way is de ned, it su ces to show that ( 2 , ℎ 2 ) ≤ 1.
By hypothesis there are letters , ∈ such that −1 −1 represents the identity in ( ). Note that = 1 and = 1 are possible. Consider a corresponding diagram of minimum area with vertices labeled as in Figure 5 . a a 2 a n−1 a n Figure 5 . Two geodesics.
If is joined to ℎ −1 or ℎ to −1 in , then we are done by induction on + . Thus we may assume that only 0 or ℎ 0 can have degree 2. Hence either 2 = 1, and there are at least ve galleries or 2 = 0 and there are at least six galleries. As the vertices supporting a gallery cannot all lie on any one side, six galleries is the maximum there can be. Consequently the inequality in Lemma 4.2 is an equality, and all internal vertices must have degree 6.
Suppose 2 = 1. By symmetry we may assume 0 has degree 2. Because there are at least ve galleries, none attached to a single side, it must be that the other corner vertices all have degree 3. The situation is illustrated in Figure 6 . Now consider the subdiagram ὔ with corners 1 , , ℎ 1 , ℎ . Of course ὔ is a diagram of minimum area for its boundary. If either 1 or ℎ 1 has degree 2 with respect to this subdiagram, then there is an edge from 2 to ℎ 2 , and we are done. The alternative is that the corners of ὔ have degree 3, there are six galleries, and all internal vertices of ὔ have degree 6. See Figure 7 where the degree of 2 is 3 or 4 depending on whether or not = 3 and likewise for ℎ 2 and . We know that the vertices ℎ 1 , ℎ 2 , . . . are part of a gallery in ὔ . That is, in ὔ , ℎ 1 and ℎ have degree 3 for some ≥ 2 and all intervening boundary vertices have degree 4. But now De nition 4.8 implies that we can remove the edge from ℎ 1 to and replace it with an edge from 1 to ℎ 2 . With this change we obtain a diagram of minimum area with an internal vertex of degree 5 in contradiction to Lemma 3.6. It remains to consider the case in which has 2 = 0. Here we begin with the situation of Figure 8 and use the preceding argument. If ̸ = ℎ 2 , then we replace the edge from ℎ 1 to by one from to ℎ 2 thereby decreasing the degree of to 5 and obtaining a contradiction. We obtain a similar contradiction if ̸ = 2 . Finally if = ℎ 2 and = 2 , then we are done. 
