This paper presents a new controller validation method for linear multivariable time-invariant models. Classical prediction error system identification methods deliver uncertainty regions which are nonstandard in the robust control literature. Our controller validation criterion computes an upper bound for the worst case performance, measured in terms of the H∞-norm of a weighted closed loop transfer matrix, achieved by a given controller over all plants in such uncertainty sets. This upper bound on the worst case performance is computed via an LMI-based optimization problem and is deduced via the separation of graph framework. Our main technical contribution is to derive, within that framework, a very general parametrization for the set of multipliers corresponding to the nonstandard uncertainty regions resulting from PE identification of MIMO systems. The proposed approach also allows for iterative experiment design. The results of this paper are asymptotic in the data length and it is assumed that the model structure is flexible enough to capture the true system.
Introduction
In this paper, we develop robustness analysis tools which are appropriate for the particular uncertainty description delivered by the identification of a multi-input multi-output (MIMO) system. Additionally, we show how these tools can be used for experiment design. Along with a model, an identification experiment in the prediction error (PE) framework also delivers an uncertainty region D which contains the true system at some (user-chosen) probability level. Assuming that the model error is entirely due to variance effects, the identified uncertainty region D is a set of parametrized transfer matrices G(q, θ) whose parameter vector θ is constrained to lie in an ellipsoid U centered at the identified parameter vectorθ N and whose size is determined by the covariance matrix P (θ o ) of √ Nθ N , where N is the number of input-output data collected on the true system. Such uncertainty structure is nonstandard in the classical robustness analysis literature. However, the paper [4] has Email addresses: marta.barenthin@ee.kth.se (Märta Barenthin), x.j.a.bombois@tudelft.nl (Xavier Bombois), hakan.hjalmarsson@ee.kth.se (Håkan Hjalmarsson), gerard.scorletti@ec-lyon.fr (Gérard Scorletti).
shown that, for the case of a single-input single-output (SISO) true system, robustness analysis tools can be derived for this particular uncertainty structure. These robustness analysis tools pertain to the validation of a controller C designed from the identified model G(q,θ N ). In particular, it is shown how to compute in an H ∞ framework the worst case performance achieved by the controller C over the plants in D. If this worst case performance remains acceptable, the controller C can then be applied to the true system G o since the performance achieved by C over G o will be better than this worst case performance.
A larger uncertainty region D implies worse control performance. Furthermore, the shape of D depends on the experimental conditions under which the model and its uncertainty region have been identified. Based on this reasoning, research has been conducted in order to determine experimental conditions for which it is a-priori guaranteed that the obtained uncertainty region is small enough for the design of a robust controller achieving a given level of performance. This research has lead to the recent papers [10, 11, 5] where the robustness conditions developed in [4] are explicitly used for the design of experimental conditions. Another approach for combining input design and robust control design is presented in [2] .
The robustness conditions developed in [4] make extensive use of the fact that the true system is assumed SISO. As a consequence, these robustness tools cannot be extended as such to the case of MIMO systems 1 . Consequently, another approach is proposed in this paper to develop robustness analysis tools for the case of MIMO systems. For this purpose, the uncertain system is expressed as a linear fractional transformation (LFT) of a known transfer matrix M and an uncertain part ∆ only known to vary in a given set ∆. The robust performance properties of the uncertain system is then investigated based on the separation of graphs theorem [15, 8, 16] . Roughly speaking, the graph of a system is the set of its inputs/outputs. An extensive discussion on this topic can be found in [8, 16] . If we can describe all the quadratic constraints satisfied by the graphs of all uncertainties ∆ ∈ ∆, then a necessary and sufficient condition guaranteeing the robust performance of the uncertain system is obtained from the separation of graphs theorem. Testing this necessary and sufficient condition is in general not tractable. However, a condition which is tractable but only sufficient can be deduced if we restrict attention to an explicit parametrization of the quadratic constraints satisfied by the graphs of all uncertainties ∆ ∈ ∆. In [16] , such a parametrization (called set of multipliers) is derived for some classical uncertainty sets encountered in the robustness analysis literature. However, the set ∆ corresponding to the MIMO systems in the uncertainty region D is not at all classical. The set ∆ has indeed a very particular structure where the parameter vector θ of the systems in D is repeated on the diagonal. To the best of our knowledge, such structure has never been considered in the literature. Consequently, our main technical contribution is to determine a (very general) parametrization for the set of multipliers corresponding to the set ∆.
Based on this set of multipliers, we develop an optimization problem involving linear matrix inequality (LMI) constraints which allow to compute an upper bound for the worst case performance achieved by a controller over the plants in D. We can only obtain an upper bound for the worst case performance since we apply the separation of graphs theorem restricting attention to a set of multipliers which is parametrized in an explicit way. However, this intrinsic conservatism is here strongly reduced by the choice of a very general set of multipliers (see [17] for an analysis of this conservatism reduction). Another contribution of this paper is to show how we can perform experiment design using the results on the validation of a controller for performance (worst case performance computation). The experiment design problem is also formulated as an LMI-based optimization problem.
Note that experiment design for MIMO systems is also treated in [6] . However, unlike the approach to experiment design proposed in the present paper, the approach presented in [6] is non-convex and the results can only 1 In [3] , it is shown that the results in [4] can be extended to the case of multiple input single output systems, modulo the choice of a particular model structure. However, the extension of the result in [3] to MIMO systems is not possible.
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be obtained if the identification is performed in a model structure which is linear in the parameter vector, such as Finite Impulse Response and Laguerre [20] model structures.
Notation
The transpose of A is denoted A T and the complex conjugate transpose by A * . For positive definite and positive semidefinite matrices the notation A > 0 and A ≥ 0 is used, respectively. The norm · ∞ is the H ∞ -norm of the stable discrete transfer matrix A(e jω ), i.e. A ∞ = sup ω A(e jω ) where · denotes the maximum singular value. The symbol ⊗ denotes the Kronecker product and the Redheffer star product. Let M denote a complex matrix partitioned as
An (upper) LFT with respect to ∆ ∈ C q1×p1 is defined as the map
−1 exists, see [23] . The time shift operator is given by q, i.e. qr(t) = r(t + 1), q −1 r(t) = r(t − 1). Given an m × n matrix X, the operation Y = vec(X) produces the vector Y of size 1 × mn that contains the rows of the matrix X, stacked adjacent to each other.
Prediction Error Identification Aspects
We consider the following multivariable true system with output y ∈ R ny and input u ∈ R nu ,
where G o (q) is a stable transfer matrix. Furthermore, e(t) ∈ R ny is white noise and H o (q) is a stable inversely stable monic transfer matrix. The power spectrum of the additive noise v(t) is therefore given by
, where Λ o is the covariance of e(t), i.e. E{e(t)e T (t)} = Λ o . The true system will be identified within the following model structure chosen globally identifiable:
where the vector θ ∈ R n represents the parameters to be identified. We assume that this model structure has been chosen in such a way that it is flexible enough to capture the true system i.e. there exists a parameter vector θ o for which G o (q) = G(q, θ o ) and H o (q) = H(q, θ o ). The parameter estimate is then picked aŝ
where the predictorŷ(t, θ) is given by the stable filter
see [19, 13] . Notice that (4) requires knowledge of the true noise covariance. One way of handling this contradiction in a practical situation is to estimate Λ o iteratively, see Section 15.2 in [13] . Both open loop and closed loop identification of the true system (2) is considered. For closed loop identification, the setup is represented in Figure 1 where C id is the controller in the loop during identification and r(t) is the excitation signal added to the loop in order to identify the system. In this configuration, the input and output signals used for the identification are given by:
where
For open loop identification, the excitation signal is directly applied via the input u(t). Note that open loop identification is thus equivalent with closed loop identification for C id = 0. Consequently, for the sake of brevity, we will in the sequel only consider closed loop identification since open loop identification is only a special case.
When the model is flexible enough to capture the true system, a very important property of the prediction error estimateθ N is that it is asymptotically normally distributed around the true parameter vector
This allows one to determine uncertainty regions forθ N . In particular,θ N lies within the following ellipsoid in the parameter space:
with probability P r(χ 2 (n) ≤ χ). The symbol χ 2 (n) denotes the χ 2 -distribution with n degrees of freedom. A corresponding uncertainty region for the model is thus:
Note that U and P (θ o ) depend on the true, and unknown, system. In controller validation, for a given modelθ N , we can construct a confidence region Uθ N for θ o , where
withP N an estimate of 1 N P (θ o ) [13] . The true parameter vector θ o is contained, to a certain probability, in Uθ N . A corresponding confidence region for G o is thus:
In experiment design, the need for apriori system knowledge is a well known Achilles' heel [9, 14] . One common approach to handle this issue in practice is by replacing θ o by an initial estimate in (8) and then to use sequential procedures where the input design is altered on-line as more information becomes available, see e.g. [7] .
Controller Validation
In the previous section, we showed how a model G(θ N ) of the true system G o can be identified. Often, the purpose of this identified model G(θ N ) is the design of a controller C(θ N ) for the true system G o . Since it has been designed from the identified model, the designed controller achieves of course satisfactory performance with this model. However, it is not guaranteed that the designed controller also achieves satisfactory performance with the true system. Since the true system is unknown, we cannot directly verify whether the controller is satisfactory with G o . However, since we know that G o lies in the uncertainty region Dθ N , we can verify whether the designed controller achieves satisfactory performance with all systems G(θ) in Dθ N . If this is the case, the controller can be deemed validated since it is then guaranteed, with a probability chosen by the user, to achieve good performance with the true system. In this paper, we will measure the performance of a loop [G C] via the largest singular value of a weighted closed loop transfer function. A general expression of this weighted closed loop transfer function is:
where W l and W r are weight matrices of appropriate dimensions and the matrix F is one closed loop transfer function such as the sensitivity function (I + GC) −1 or the complementary sensitivity function GC(I + GC) −1 . In fact, the only constraint on F for the sequel is that it is a rational function of the system G (or, in other words, an LFT in G)
2 .
Remark 1 Also the noise model H(θ) can be included in the performance function (12) . The same LFT technique can be used in this case.
Based on the reasoning above, a very important quantity in order to validate the controller C(θ N ) designed with the identified model is the worst case performance achieved over the plants in the confidence region Dθ
The worst case performance (13) is thus a frequency function. Since
, the controller C(θ N ) can be deemed validated if the worst case performance remains below a given threshold representing the required performance. We will show in the sequel that an upper bound for the worst case performance at each frequency can be obtained using LMI-based optimization.
The problem of computing, at each frequency ω, the worst case performance achieved by a given controller C(θ N ) over the plants in the confidence region Dθ N can be formulated equivalently as determining at each frequency the scalar γ solving:
5 A Tractable Formulation of the Worst Case Performance Problem in the Robustness Analysis Framework
Computing the worst case performance at one frequency ω is thus equivalent to determining the smallest γ such that the constraint (14) holds. The constraint (14) as such is not tractable. However, we will show in this section that if we solve an LMI-based optimization problem then the constraint (14) is satisfied. For this purpose, we will show that J(G(θ), C) can be expressed as an LFT in (a function of) θ. (For an extensive discussion on LFT techniques, see i.e. [23] ). This will allow us to use the following classical result of the robustness analysis literature that we present in the sequel in its general form (see Proposition 1) before particularizing it to the problem considered in the present paper. This result considers a transfer matrix J of dimension n y,J × n u,J that can be expressed, for some given stable transfer matrix M (q), as an LFT in a parametric uncertainty ∆. The uncertainty ∆ varies in a given set ∆, which contains the point 0:
In order to be able to use the result of Proposition 1 to verify a constraint similar to (14) for this uncertain transfer matrix J, it is required to associate to the parametric uncertainty set ∆ a so-called set of multipliers.
The set A of multipliers used here is a set of affinely parametrized Hermitian matrices A satisfying:
The set A constitutes an affine parametrization of the quadratic constraints satisfied by the graph of all uncertainties ∆.
Proposition 1
Consider a performance level γ and a transfer matrix J as defined in (15) for a stable M and a parametric uncertainty ∆ varying in a given set ∆ containing 0. Suppose furthermore that we have associated a set of multipliers to ∆. Then, at a given frequency ω, a sufficient condition for
is the existence of a matrix A in the set A such that
PROOF. By the small gain theorem, expression (17) is equivalent to the fact that det(I−M (e jω )diag(∆, ∆ ext )) = 0 ∀∆ ∈ ∆ and for all complex matrices ∆ ext of dimension n u,J × n y,J such that ∆ ext < 1 γ , see e.g. [23, 18] . The sufficient condition presented in the statement of the proposition is then a consequence of the separation of graphs theorem [15, 8, 16] .
Remark 2 It is important to stress that, in order to verify (17) at different frequencies ω, the condition (18) can be verified with different matrices A ∈ A.
The broader the parametrization of the matrices A in the set of multipliers, the smaller the conservatism related to the non-necessary formulation of the condition (18) . Proposition 1 formulates the constraint (17) as a convex feasibility problem. In order to use this proposition to formulate the constraint (14) also as a convex feasibility problem it is required to rewrite the functional J(G(e jω , θ), C(e jω ,θ N )) as an LFT in which θ represents the uncertainty and then to determine the set A of multipliers corresponding to the uncertainty involved in this LFT.
LFT representation of
As mentioned above, the functional J must be formulated as an LFT. A first step towards this end is to note that G(q, θ) is a matrix of transfer functions for which each entry is a rational function of θ. Consequently, each entry of G(q, θ) is an LFT in θ. It is then a direct consequence of the properties of LFT functions that G(θ) is an LFT in
where the value ofñ depends on the particular parametrization (see the following example), but is always smaller than or equal to n u n y (the number of entries of the matrix G(q, θ)).
Example 1 An autoregressive exogeneous (ARX) model with 2 inputs/2 outputs is given by
Since G(θ) is an LFT in m(θ), it is also an LFT in m(δθ),
Note that we consider δθ instead of θ to fulfill the requirement of Proposition 1 of a parametric uncertainty varying in a set containing 0. Indeed, δθ is constrained to lie inŨ wherẽ
Now that we have shown that G(θ) is an LFT in m(δθ), we recall that J(G(θ), C) has been chosen as an LFT in G(θ) i.e. J(G(θ), C) = F(M J , G(θ)) for some known M J . Combining these two facts, we conclude that the transfer matrix J(G(θ), C) is also a LFT in m(δθ). Indeed,
Note that, as required by Proposition 1, M (q) is here stable since the loop [C(q,θ N ) G(q,θ N )] is stable.
Set A of multipliers
Given the LFT representation (23) , in order to use Proposition 1 to obtain a convex sufficient condition for (14) to hold, we need to determine the set A of multipliers corresponding to the uncertainty m(δθ) present in the LFT (23). The matrices A ∈ A must therefore satisfy (16) for the parametric uncertainty m(δθ) with δθ ∈Ũ withŨ defined in (22) . This set of multipliers is given in the following proposition. Before giving this proposition, it is important to recall that the more general the parametrization of the matrices A ∈ A is, the less conservative the sufficient condition presented in Proposition 1 is for the verification of (17) . Consequently, in Proposition 2, we present the most general affine parametrization we could find for the set of multipliers corresponding to the LFT (23).
Proposition 2 Consider the uncertainty m(δθ) with δθ ∈Ũ defined in (22) . Define the parametrized set A of matrices A as
In this set the matrices A 11 , A 12 and A 22 are affinely parametrized as follows:
The elements of this parametrization ( i.e. A 0 ,Ã,B, p lm andp lm , l = 1, 2, . . . ,ñ; m = 1, 2, . . . ,ñ) can take any values provided that 1) A 0 is a positive definite complex Hermitian matrix of dimensionñ ×ñ, 2)Ã ∈ R nñ×nñ belongs to the set
3)B ∈ R nñ×nñ belongs to the set
4) p lm ,p lm ∈ R n , l = 1, 2, . . . ,ñ and m = 1, 2, . . . ,ñ. PROOF. First, notice that, for all A 12 ,Ã andB as defined in the statement of the proposition, we have:
Then for any
Therefore, for every matrix A ∈ A, we can write
and we observe that this matrix is indeed positive definite when δθ ∈Ũ since A 0 > 0.
Remark 3
The determination of the set of multipliers corresponding to the uncertainty involved in the LFT (23) is the main technical contribution of this paper. Indeed, to our knowledge, such uncertainty structure has never been considered in the robustness analysis literature. An interesting feature of this set of multipliers is the skewsymmetric multipliersÃ andB in the diagonal block A 22 . Indeed, skew-symmetric terms (such as A 12 here) are generally only present in the off-diagonal blocks.
Remark 4
The matrices A ∈ A are explicit functions of the inverseP
N of the estimated covariance matrix. This is not an issue here sinceP N is known. However, this observation will be important when we consider experiment design in Section 6.
Sufficient convex formulation of constraint (14)
Gathering the LFT representation (23), the set of multipliers defined in Proposition 2 and the result of Proposition 1, we can now formulate the constraint (14) as a convex feasibility problem involving LMI constraints. (14) at a particular frequency ω and suppose that γ is given. Then, the constraint (14) holds if there exists a matrix A as parametrized in Proposition 2 such that the following LMI holds:
Theorem 1 Consider the constraint
for M (q) as defined in (23) .
PROOF. This theorem is a direct consequence of Proposition 1. Indeed, the functional J is represented by the LFT (23) and the matrix A as defined in Proposition 2 represent the set of multipliers for the uncertainty involved in (23) . Note that (35) is indeed an LMI since the matrix A is linearly parametrized in the elements A 0 , A,B, p lm andp lm , l = 1, 2, . . . ,ñ; m = 1, 2, . . . ,ñ.
Computing an upper bound for the worst case performance
Observe that (35) is not only affine in the matrices A 11 , A 12 , A 22 , but also in the variable γ 2 . Based on this observation, we are now ready to derive an algorithm to compute a frequency wise upper bound for the worst case performance achieved by the designed controller C(θ N ) over the plants in the confidence region Dθ PROOF. The worst case performance at the frequency ω can be computed by finding the smallest γ such that (14) holds. Consequently, this theorem is a direct consequence of Theorem 1.
Since Theorem 2 only delivers an upper bound for σ W C (C(e jω ,θ N ), Dθ N ), it may be important to check how conservative this upper bound is. Due to the very general parametrization of the set of multipliers, this conservatism should be limited (see [17] ). However, in order to have a good idea of the conservatism, we will, besides the upper bound, also compute a lower bound for σ W C (C(e jω ,θ N ), Dθ N ). This can be done e.g. by gridding the uncertainty region Uθ N and take, at each ω, the maximal value of ||J(G(e jω , θ), C(e jω ,θ N ))|| for the θ in this grid.
Experiment Design
Let us sum up what we have done until now. We consider the situation where a model G(θ N ) of the true system G o has been deduced by an identification experiment (in open loop or closed loop). Based on this model, we have designed a controller C(θ N ) for the true system. In order to verify whether this controller is satisfactory for the true system, we need to verify whether this controller achieves satisfactory performance with all plants in the constructed confidence region Dθ It can happen, the uncertainty region Dθ N being too large, that the worst case performance cost is too large for the controller to be applied to the true system. A new identification has therefore to be performed in order to obtain a more accurate model. Assuming that the number N of data in the second experiment is the same as in the initial experiment, the only method to reduce the size of the uncertainty region is to modify the power spectrum Φ r (ω) of the excitation signal r(t). Indeed, the asymptotic covariance matrix P (θ o ) which defines the size of U is uniquely influenced by Φ r (ω). In fact,
is an affine function in Φ r (ω) [13, 1, 5] :
For the MIMO case, the matrices R 1 (Φ r (ω), θ o ) and R 2 (θ o ) are given by the following proposition.
Proposition 3
The matrices R 1 (Φ r (ω), θ o ) and R 2 (θ o ) in (36) are given by
and θ i defines the i:th component of the vector θ.
PROOF. See Appendix A.
In the sequel, we will present a way to optimally determine the spectrum Φ r (ω) for the second experiment. This experiment design procedure is an extension to the MIMO case of the previous work done in the SISO case (see e.g. [12, 11, 5] ). An important step in this procedure is to parametrize the spectrum Φ r (ω). A common parametrization is as follows:
where m is a user-choice and the matrices c k ∈ R nu×nu , k = −m, . . . , m, must be such that c −k = c T k and such that Φ r (ω) ≥ 0, ∀ω. Using the Positive Real Lemma [22, 21] , the constraint that Φ r (ω) ≥ 0, ∀ω, can be recast into an LMI constraint on the matrices c k , k = −m, . . . , m, (see [12, 11, 5] ). The matrices c k , k = −m, . . . , m, in (44) entirely determine the spectrum Φ r (ω) and are the actual decision variables of the experiment design problem. In this aspect, it is important to note that any affine function of Φ r (ω) (such as e.g. P −1 (θ o )) is also an affine function of the frequency-independent matrices c k , k = −m, . . . , m,.
In this experiment design problem, our objective is to determine the matrices c k , k = −m, . . . , m, in (44) in such a way that the corresponding spectrum Φ r (ω) is the least disturbing spectrum 4 which nevertheless guarantees that the covariance matrix P (θ o ) is small enough for (45) to hold:
In (45), γ max (ω) is a given threshold representing the minimal admissible performance. Furthermore,θ N and C(θ N ) are the ones corresponding to the experiment we want to design and are thus unknown at the very moment we design the experiment. They are therefore replaced by initial estimates, cf Section 3. Reasonable initial estimates (see e.g. [5] ) are those obtained in the initial experiment 5 . See also [1] .
The constraint (45) is an infinite-dimensional constraint since it must hold at each frequency. This constraint can nevertheless be made finite-dimensional by considering a finite frequency grid Ω instead of the whole frequency range. The corresponding optimization problem is thus made up of one constraint per frequency in the finite grid Ω (see [11] ). Given the result of Theorem 1, this problem can be reformulated as: determine the matrices c k , k = −m, . . . , m, corresponding to the least costly spectrum for which we can still find, ∀ω ∈ Ω, a matrix A(ω) ∈ A for which it holds that:
Here, we use the notation A 11 (ω) etc. to stress that these matrices can be different at each frequency (see Remark 2) . Note also that, in the parametrization of the Φu r (ω) + Φy r (ω)dω , where ur and yr are defined in (6)- (7). This expression is affine in Φr(ω) and thus also in the matrices c k , k = −m, . . . , m, defining Φr(ω). 5 The parameter vectorθN identified in the first experiment is generally also used to approximate θo in (36).
set of multipliers A,P −1 N is replaced by N P −1 (θ o ). The constraint (46) at each ω ∈ Ω is dependent on the decision variables c k , k = −m, . . . , m, via the parametrization of A(ω). Indeed, A 22 (ω) is a function of P −1 (θ o ) and thus of the matrices c k , k = −m, . . . , m, via (36) and (44). Even though P −1 (θ o ) is affine in the matrices c k , k = −m, . . . , m, defining Φ r (ω) (see above), the constraint (46) is not an LMI due to the product of P −1 (θ o ) and the multiplier A 0 (ω) which is also a decision variable. The only solution is then to modify the set A of multipliers by fixing A 0 (ω) to a constant matrix e.g. the identity matrix. For a fixed A 0 (ω), (46) is an LMI in the matrices c k , k = −m, . . . , m, and these matrices can therefore be easily determined. Fixing A 0 (ω) nevertheless increases conservatism since the set of multipliers is then less general and it is furthermore very unlikely that the chosen A 0 (ω) is the optimal for the considered optimization problem. In order to improve the choice of A 0 (ω), we propose the following iterative procedure inspired by the so called D-K iterations [23] . In a first step, we determine the matrices c k , k = −m, . . . , m, with a fixed A 0 (ω) as already described. This delivers the matrices c k,int . In a second step, we then parametrize the matrices c k , k = −m, . . . , m, as c k = λc k,int with λ a to-be-optimized scalar and we then determine by dichotomy the smallest λ for which we can find at each frequency ω ∈ Ω a matrix A(ω) ∈ A for which (46) holds, but this time with a free A 0 (ω) ( (46) is indeed an LMI in A 0 for a fixed λ i.e. for fixed c k , k = −m, . . . , m). Denote ∀ω ∈ Ω by A 0,int (ω) the value for A 0 (ω) found with this optimal λ. Next we repeat the first step with A 0 (ω) now fixed to A 0,int (ω), etc. Note that multiplying the matrices c k,int by a scalar λ corresponds to multiplying the corresponding spectrum by λ, i.e. λΦ r,int (ω).
Remark 5 For the case the goal of the experiment design is to reduce the duration of the experiment, we can by dichotomy find the smallest N for which (46) holds ∀ω ∈ Ω, for a given Φ r (ω).
Numerical Illustration
Consider the model in Example 1 with the true dynamics of the system defined by 
Here Z = (1 q −1 q −2 . . . q −6 ) T and η s,1 , η s,2 , η s,3 are given in Appendix B. Furthermore, since the controller C start is of sufficient order, it is so that the closed loop identification can be performed consistently using the excitation of the noise e(t) exclusively i.e. with r(t) = 0. Therefore, we decide to collect N = 1000 data in this particular situation. The following parameter estimate is obtained: 
Now the proposed controller validation procedure will be applied. The closed loop expression (12) is given by
where W S (q) is a scalar weight transfer function whose inverse is plotted in Figure 3 6 and C 1 = C 1 (θ N,1 ) is a model based controller constructed using a 4-block H ∞ design method where one of the objectives is to satisfy that the H ∞ -norm of the right hand side of (50) is less than one. Here
where η 1,1 , η 1,2 , . . . , η 1,5 are given in Appendix B. The scalar χ in (8) is here chosen in such a way that θ o belongs to Uθ
with a probability of 95%. The largest acceptable worst case performance is specified as γ max (ω) = 1.05, ∀ω, and we will now use Theorem 2 to validate whether this requirement is fulfilled with the controller C 1 or not. The computed upper bound of the worst case performance is plotted in Figure 2 for a frequency grid of 100 points. It is clearly larger than our specified γ max (ω). The controller C 1 is therefore invalidated.
In order to get an idea of the conservatism of this upper bound, a lower bound is calculated using gridding and plotted in Figure 2 . It is clear that the lower bound is close to the upper bound. Thus in this case the conservatism is small.
Since the controller C 1 is deemed invalidated we now perform experiment design for Φ r (ω). The new designed identification experiment will deliver a model G(θ N,2 ) and a model based controller C 2 = C 2 (θ N,2 ) which guarantees the worst case performance γ max (ω). We still consider closed loop identification with C id = C start in the loop. This controller C start is also used as initial estimate for C(θ N,2 ) in (45). The design is based on knowledge on θ o , cf Section 3. Furthermore, we have chosen m = 9 in (44). The choice of A 0 (ω) is improved through 2 D-K like iterations, which decreases the cost function by 32%. The spectrum Φ r (ω) designed after these 2 iterations is shown in Figure 3 . A new parameter estimate 6 We have used MATLAB R Version 7.3.0.267 (R2006b) with Control System Toolbox. identified with 1000 data generated with the designed excitation signal r(t) 7 is given by: 
and a controller C 2 = C 2 (θ N,2 ) is designed (with the same H ∞ method as in the first experiment) as
where η 2,1 , η 2,2 , . . . , η 2,5 are given in Appendix B. In Figure 2 the resulting upper bound for the worst case performance achieved by C 2 over the plants in the uncertainty region identified along withθ N,2 is plotted. For each ω, it is clearly equal to or below γ max (ω) and therefore C 2 is validated. Also here, a lower bound for the worst case performance is calculated using gridding. It almost coincides with the upper bound.
Conclusions
This paper presents a new controller validation method for multivariable models obtained with standard PE identification methods. The confidence regions of such models are nonstandard in classical robust control theory. The main contribution is a parametrization of a certain set of multipliers which allows a classical robust control theory framework to be used for the considered confidence regions. Therefore, this paper is part of the wide-spread effort to connect PE system identification and robust control. Only variance errors are considered (i.e. not bias errors) and it is assumed that the data length is large. It is shown that the problem of computing an upper bound for the worst case performance (measured in terms of the H ∞ -norm of a weighted closed loop transfer matrix) achieved over all plants in the identified confidence region can be formulated as an LMI-based optimization problem. The method proposed can also be extended to experiment design. More specifically, the method enables us to design the spectrum or the duration of an external excitation signal such that a specified worst case performance is guaranteed. The design is suboptimal, however it can be improved by iterative procedures. A similar open loop expression for Ψ(t, θ o ) is found in [24] . When N → ∞ and the model structure is flexible enough to capture the true system, we have 
