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MACAULAY-LIKE MARKED BASES
C. BERTONE, F. CIOFFI, AND M. ROGGERO
Abstract. We define marked sets and bases over a quasi-stable ideal j in a polynomial
ring on a Noetherian K-algebra, with K a field of any characteristic. The involved
polynomials may be non-homogeneous, but their degree is bounded from above by the
maximum among the degrees of the terms in the Pommaret basis of j and a given integer
m. Due to the combinatorial properties of quasi-stable ideals, these bases behave well
with respect to homogenization, similarly to Macaulay bases. We prove that the family
of marked bases over a given quasi-stable ideal has an affine scheme structure, is flat
and, for large enough m, is an open subset of a Hilbert scheme. Our main results lead to
algorithms that explicitly construct such a family. We compare our method with similar
ones and give some complexity results.
Introduction
The investigation of rewriting procedures that give rise to efficient division algorithms
has a longstanding tradition. A rich literature attests to the many results and applications
that have been obtained in this field. Although the theory of Gro¨bner bases is maybe the
most famous topic in this context, many studies have been devoted also to term-order-free
procedures (see [32, 36, 12] and the references therein). Both approaches lead to the study
and the parameterization of families of ideals I in a polynomial ring S such that S/I has
a basis consisting of all the terms outside a given monomial ideal. When the ideals are
homogeneous, these families become a useful tool for the description of Hilbert scheme
features (e.g. [10, 33, 37, 27, 9]). Under certain hypotheses, these families are interesting
in themselves because they have useful properties, such as flatness [2, 14] or connectedness
[17, 27].
Nevertheless, as noted in [11, Remark 1.6], for Hilbert schemes of points, every point
has an open neighborhood that can be studied by suitable “affine” techniques. In the
same context, a similar approach is also used in [31, Chapter 18]. This paper is devoted
to the study of a rewriting procedure in an affine framework, i.e. the involved polynomials
and ideals need not be homogeneous. We construct polynomial ideal bases that are well-
suited for the investigation of open subsets of any Hilbert scheme (see [9, Subsection 1.4],
Proposition 6.13 and Theorem 6.14). To our knowledge, in the literature there are no
term-order-free polynomial bases for non-homogeneous ideals of any dimension with the
same properties.
Our results are inspired by previous works in a homogeneous setting [14, 7, 12]. Here,
we consider a field of arbitrary characteristic and quasi-stable ideals. These monomial
ideals play an analogous role to that of initial ideals in the Gro¨bner bases theory, but
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their combinatorial structure allows one to avoid the use of a term order. The starting
argument to move from the homogeneous to the affine framework is the good behavior
with respect to saturation of quasi-stable ideals. This behavior is inherited by the homoge-
neous ideals of the family corresponding to the given quasi-stable ideal (see Theorem 3.5).
Geometrically, this means that the corresponding schemes have no components contained
in the hyperplane at infinity. As a consequence we recover the well-known result that
the points of a Hilbert scheme corresponding to Cohen-Macaulay schemes form an open
subset (Corollary 3.9 and Remark 3.10).
We define marked sets and bases over a given quasi-stable ideal j and a related Noe-
therian confluent rewriting procedure (Definitions 4.1 and 4.2). These definitions depend
on a positive given integer m and on the Pommaret basis of j, which determine an upper
bound on the degree of the polynomials in every marked set and basis. We show that
every such a marked basis generates an ideal whose homogenization is computationally
determined by the basis itself (Theorem 4.10), with an evident similarity to the behavior
of Macaulay bases [24, Theorem 4.3.19]. We parameterize the family of ideals that are
marked over the given quasi-stable ideal by an affine scheme which we explicitly construct
(Theorem 6.6). The bound on the degree of the polynomials in the marked sets guarantees
that the number of parameters needed for the construction of the scheme is finite. We
prove that the corresponding family is flat and that, if the bound on the degree is large
enough, this scheme is an open subset of a suitable Hilbert scheme (Proposition 6.13 and
Theorem 6.14). In an affine context, the property of flatness is not immediate, even for
families of ideals with the same Hilbert polynomial and parameterized over an irreducible
scheme (Example 6.15).
The constructive proofs in this affine setting provide a better understanding of some
results already obtained in the homogeneous one in [7, 28]. For instance, Theorem 5.1
highlights which parameters are needed in the parameterization of the given families and
Theorem 5.4 explains the role of the satiety of the hyperplane section of the quasi-stable
ideal.
The last section is devoted to a detailed description of the algorithms arising from our
results, including a variant for the zero-dimensional case proved in Subsection 5.2. In
particular, we give an example in which we investigate the irreducible components of a
Hilbert scheme of curves (Example 7.2), compare our method with similar ones (Subsection
7.1) and give some complexity results. The latter consist of a bound on the degree of the
polynomials involved in a reduction and a bound on the maximal length of a sequence of
terms connected by a single step of reduction (Theorem 7.5). This last result allows us to
give also an evaluation of the maximal degree of the generators of the ideal defining the
affine scheme that parameterizes the marked family (Corollary 7.8).
1. Preliminaries
Given a field K, we will denote the polynomial ring K[x1, . . . , xn] by K[x] and the
polynomial ringK[x0, x1, . . . , xn] byK[x0,x], letting x := {x1, . . . , xn}. For anyK-algebra
A, A[x] will denote the polynomial ring A⊗KK[x] and A[x0,x] will denote A⊗KK[x0,x].
Obviously, A[x] is a subring of A[x0,x]. The variables are ordered in the following way:
x0 < x1 < · · · < xn. We systematically consider this setting from Section 2 on (see for
instance Definition 2.1).
Every K-algebra A that we take is Noetherian with unit 1 6= 0 and every morphism
between K-algebras preserves the unit.
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A term is a power product xα = xα00 ·. . .·x
αn
n . Let Tx and Tx0,x be the set of terms in the
variables x and {x0} ∪x, respectively. The degree of a term is deg(x
α) =
∑
αi = |α|. For
every term xα 6= 1 we let max(xα) := max{xi | αi 6= 0} and min(x
α) := min{xi | αi 6= 0}.
For any non-zero polynomial F ∈ A[x0,x], the support of F is the set supp(F ) of
terms xα in Tx0,x that appear in F with a non-zero coefficient. The degree of F is
deg(F ) := max{deg(xα)|xα ∈ supp(F )}.
For any set Γ of polynomials, we will denote by Γt the set of homogeneous polynomials
of Γ of degree t, by Γ≤t the set of polynomials of Γ of degree ≤ t. Furthermore, we denote
by 〈Γ〉 the A-module generated by Γ. When Γ is a homogeneous ideal, we denote by Γ≥t
the ideal generated by the homogeneous polynomials of Γ of degree ≥ t.
We refer to [29] and [24, Section 5] for basic results about Hilbert functions. For a
homogeneous ideal I of A[x0,x], we denote by HA[x0,x]/I the Hilbert function of A[x0,x]/I
and by PA[x0,x]/I(t) its Hilbert polynomial. For an ideal i of A[x], we denote by
aHA[x]/i
the affine Hilbert function of A[x]/i and by aPA[x]/i(z) its affine Hilbert polynomial.
A monomial ideal is an ideal generated by terms. For a monomial ideal J ⊂ A[x0,x]
(resp. ⊂ A[x]) we denote by BJ the minimal set of terms generating J and by N (J) its
sous-escalier, i.e. the set of terms in A[x0,x] \ J (resp. A[x] \ J).
The following definitions apply in every polynomial ring.
Definition 1.1. Given a monomial ideal J and an ideal I, a J-reduced form modulo I of a
polynomial F is a polynomial F0 such that F −F0 belongs to I and supp(F0) is contained
in N (J). If F0 is the unique possible J-reduced form modulo I of F , then it is called the
J-normal form modulo I of F and is denoted by Nf(F ). (When there is no ambiguity, we
omit the expression “modulo I”.)
Definition 1.2. [35] A marked polynomial is a polynomial F together with a specified
term of supp(F ) that will be called head term of F and denoted by Ht(F ).
Given F ∈ A[x0,x], we denote by F
a ∈ A[x] the polynomial obtained by setting x0 = 1
in F . Conversely, if f is a polynomial of A[x], then we denote by fh the polynomial
x
deg(f)
0 f(x1/x0, . . . , xn/x0) ∈ A[x0,x], which is called the homogenization of f .
Recall that the homogenization of a given ideal i ⊆ A[x] is the ideal ih := {fh|f ∈ i} ⊆
A[x0,x]. In general, if we homogenize a set of generators of i ⊆ A[x], we do not obtain a
set of generators of ih. However, the situation is far simpler for monomial ideals, because
the homogenization of a monomial ideal j of R is jh = (Bj) · A[x0,x]. Conversely, given
a homogeneous ideal I in A[x0,x] generated by a finite set of homogeneous polynomials
{F1, . . . , Fs}, we define the ideal I
a in A[x] as the ideal generated by the set {F a1 , . . . , F
a
s }.
The saturation Isat of a homogeneous ideal I in a polynomial ring is the saturation of
I with respect to the irrelevant maximal ideal. The ideal I is saturated if I = Isat, and is
m-saturated if It = (I
sat)t for every t ≥ m. The satiety sat(I) of I is the smallest m for
which I is m-saturated. A homogeneous polynomial F in A[x0,x] (resp. A[x]) is generic
for I if F is a non-zero divisor in A[x0,x]/I
sat (resp. A[x]/Isat). If I is an Artinian ideal,
then (we say that) every homogeneous polynomial F is generic for I (see [3, Definition
(1.5)])
The regularity reg(I) of a homogeneous ideal I ⊆ A[x0,x] (resp. ⊆ A[x]) is the maximal
degree of the generators of its syzygies modules. The ideal I is m-regular if m ≥ reg(I).
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2. Quasi-stable ideals and Pommaret bases
In the present section, we consider monomial ideals either in A[x] or in A[x0,x], unless
a different assumption is stated explicitly.
Definition 2.1. A monomial ideal J is quasi-stable if there is s ≥ 0 such that
xsjx
α
min(xα)
belongs to J , for every xα ∈ J and for every xj > min(x
α).
Now, we recall some of several properties characterizing the quasi-stable ideals.
Theorem 2.2. Let ℓ be in {0, . . . , n − 1}, J be a monomial ideal in a polynomial ring
R over K with variables {xℓ, . . . , xn}, and d be the Krull dimension of R/J . Recalling
that we ordered the variables so that xi < xi+1 for every i ∈ {ℓ, . . . , n − 1}, the following
conditions are equivalent:
(i) J is quasi-stable;
(ii) for each term xα ∈ J , for all non-negative integer m and for all integers i, j ∈
{ℓ, . . . , n} with i < j so that xα is divisible by xmi , there exists s ≥ 0 such that
xsjx
α
xmi
∈ J ;
(iii) for each term xα ∈ J and for all integers i, j ∈ {ℓ, . . . , n} with i < j so that xα is
divisible by xi, there exists s ≥ 0 such that
xsjx
α
xαii
∈ J ;
(iv) (J : x∞i ) = (J : (xi, . . . , xn)
∞), for every xℓ ≤ xi ≤ xn or ℓ ≤ i ≤ n.
(v) the smallest variable xℓ is not a zero divisor for R/J
sat and, for all ℓ ≤ j ≤ ℓ+d−1,
the variable xj+1 is not a zero divisor for R/(J, xℓ, . . . , xj)
sat.
Proof. An explicit proof of the equivalence between items (i) and (ii) is in [6, Theorem
3.4]. The equivalences among items (ii), (iii) and (iv) are proved in [22, Proposition 2.2].
The equivalence between items (iv) and (v) is proved in [5, Proposition 3.2]. 
Corollary 2.3. Let J be a monomial ideal of a polynomial ring R over the field K with
variables {xℓ, . . . , xn}, xj < xj+1 and d the Krull dimension of R/J . If BJ consists of
terms non-divisible by any of the smallest d variables, then it is quasi-stable. In particular,
if R/J is Artinian then it is quasi-stable.
Proof. Let m be the maximal irrelevant ideal of the ring R. If d = 0, i.e. J is Artinian,
then there exists a positive integer s such that Jm = mm, for every m ≥ s. Then J is
quasi-stable, by Theorem 2.2 (ii). If d > 0, then the smallest d variables form a regular
sequence of linear forms for R/J , hence R/J is a Cohen-Macaulay ring and we can apply
Theorem 2.2 (v). 
Corollary 2.4. Let j ⊆ A[x] and J ⊆ A[x0,x] be quasi-stable ideals.
(i) If xγ is a term in Tx, then x
γ belongs to N (j) ⊆ Tx if and only if x
r
0x
γ belongs to
N (jh) ⊆ Tx0,x for all r ≥ 0. Moreover, if f is a polynomial in A[x] with deg(f) = t,
then
f ∈ 〈N (j)≤t〉 ⇔ ∀ r ≥ 0, x
r
0f
h ∈ 〈N (jh)t+r〉.
(ii) If J ⊆ A[x0,x] is saturated, then a term x
γ belongs to N (J) ⊆ Tx0,x if and only
if (xγ)a belongs to N (Ja) ⊆ Tx. Moreover, if F is a homogeneous polynomial in
A[x0,x], then
F ∈ 〈N (J)t〉 ⇔ F
a ∈ 〈N (Ja)≤t〉.
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Proof. It is enough to recall that Bj = Bjh and BJ = BJa, because J is saturated, hence
J = (J : x∞0 ) by Theorem 2.2. 
Quasi-stable ideals can be characterized also by Pommaret bases.
Definition 2.5. [38] The Pommaret cone of a term xα is the set of terms CP(xα) =
{xδxα|max(xδ) ≤ min(xα)}. Given a finite set M of terms, its Pommaret span is
∪xα∈MCP(x
α).
The finite set of terms M is a weak Pommaret basis of (M) if the Pommaret span of
M is the set of terms in the ideal (M) and is a Pommaret basis if the Pommaret cones of
the terms in M are pairwise disjoint.
Theorem 2.6. [39, Definition 4.3 and Proposition 4.4] A monomial ideal J is quasi-stable
if and only if it has a Pommaret basis.
It is noteworthy that the Pommaret basis of a quasi-stable ideal is unique (e.g. [38,
Proposition 2.11 and Algorithm 2]). Hence, for every xγ belonging to a quasi-stable
ideal J , there is a unique xα ∈ P(J) such that xγ ∈ CP(x
α). In this case, observe that
max(xγ/xα) ≤ min(xα).
The following statement collects some further well-known results.
Lemma 2.7. Let J be a quasi-stable ideal and P(J) be its Pommaret basis.
(i) the regularity of J is the maximum among the degrees of terms in P(J).
(ii) the satiety of J is the maximum among the degrees of terms in P(J) which are
divisible by the smallest variable in the polynomial ring.
(iii) xα ∈ J \ P(J)⇒ xα/min(xα) ∈ J .
(iv) xβ ∈ N (J) and xix
β ∈ J ⇒ either xix
β ∈ P(J) or xi > min(x
β).
(v) xη ∈ N (J) and xη ·xγ ∈ J with xηxγ ∈ CP(x
α) for xα ∈ P(J) ⇒ (xηxγ)/xα <lex x
γ .
(vi) If J is saturated, then the smallest variable in the polynomial ring does not divide
any term in P(J).
Proof. Items (i) and (ii) are proved in [39, Theorem 9.2, Corollary 10.2]. Items (iii) and
(iv) follow by the definition of Pommaret basis. For (v), we can use exactly the same
arguments that have been applied in the proof of [7, Lemma 2.5]. Item (vi) is proved in
[39, Lemma 4.11]. 
Remark 2.8. Let j ⊆ A[x] be a quasi-stable ideal with Pommaret basis P(j). Then, the
homogenization jh = (Bj) · A[x0,x] is a saturated quasi-stable ideal and its Pommaret
basis is P(jh) = P(j). For a saturated quasi-stable ideal J ⊆ A[x0,x] we have BJ ⊂ A[x],
because J = J sat = (J : x∞0 ), by Theorem 2.2 (iv). Moreover, the ideal J
a = (BJ) · A[x]
is quasi-stable and its Pommaret basis is exactly P(J), by Lemma 2.7(vi).
If J is quasi-stable and s ≥ 0, then J≥s is quasi-stable too [39, Lemma 4.6]. Here we
describe the Pommaret basis of J≥s starting from that of J .
Lemma 2.9. [12, Proposition 4.7] The Pommaret basis of a quasi-stable ideal J is
P(J) =
{
xα ∈ J :
xα
min(xα)
∈ N (J)
}
.
Proposition 2.10. Let J be a quasi-stable ideal.
(i) P(J≥s) = P(J)≥s+1 ∪
(⋃
xα∈P(J)≤s
CP(x
α)s
)
, for every s ≥ 0.
(ii) If J is m-saturated, then P(J)ℓ = P(J
sat)ℓ, for every ℓ ≥ m+ 1.
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Proof. (i) We consider the description of P(J≥s) given in Lemma 2.9. First, we observe
that the set of terms xβ ∈ P(J≥s) with |β| > s is exactly the set P(J)≥s+1. If x
β belongs
to P(J≥s) with |β| = s, then there are two possibilities: either x
β belongs to P(J)s or
xβ ∈ CP(x
α), with xα ∈ P(J)<s and deg(x
β/xα) ≥ 1. In the latter case, xβ belongs to
CP(x
α)s. Conversely, for every x
α ∈ P(J)≤s and for every x
β ∈ CP(x
α)s, x
β/min(xβ)
does not belong to J≥s, hence x
β belongs to P(J≥s) by Lemma 2.7(iv).
(ii) Being J m-saturated, we have J≥t = (J
sat)≥t for every t ≥ m, hence N (J)t =
N (J sat)t for every t ≥ m. Then, it is enough to use Lemma 2.9. 
3. Saturation in marked families
In the present section we restrict our attention on homogeneous polynomials and ho-
mogeneous ideals in A[x0,x].
Definition 3.1. [12, Definition 5.1] Let J ⊂ A[x0,x] be a quasi-stable ideal.
A P(J)-marked set (or marked set over P(J)) G is a set of homogeneous monic marked
polynomials Fα in A[x0,x] such that the head terms Ht(Fα) = x
α are pairwise different
and form the Pommaret basis P(J) of J , and supp(Fα − x
α) ⊂ N (J).
A P(J)-marked basis (or marked basis over P(J)) G is a P(J)-marked set such that
N (J) is a basis of A[x0,x]/(G) as an A-module, i.e. A[x0,x] = (G) ⊕ 〈N (J)〉 as an A-
module.
The P(J)-marked family (or marked family over P(J)) Mf(P(J)) is the set of all
homogeneous ideals I that are generated by a P(J)-marked basis.
A consequence of Definition 3.1 is that a P(J)-marked set G is a P(J)-marked basis if
and only if every polynomial of A[x0,x] has a J-normal form modulo (G).
Definition 3.2. [12, Definitions 5.3 and 5.6] Let J ⊆ A[x0,x] be a quasi-stable ideal and
G = {fα}xα∈P(J) a P(J)-marked set. For each degree ℓ such that Jℓ 6= {0}, we denote by
G(ℓ) the set of homogeneous polynomials
G(ℓ) = {xηFα | x
ηxα ∈ Jℓ and x
ηxα ∈ CP(x
α)} ⊆ (G)ℓ
that are marked on the terms of Jℓ in the natural way Ht(x
ηFα) = x
ηxα.
For every ℓ ≥ 0, we will denote by
G(ℓ)
−−−−→ the reflexive and transitive closure of the
following reduction relation on A[x0,x]ℓ: F is in relation with F
′ if F ′ = F − λxηFα,
where xηFα belongs to G
(ℓ) and λ 6= 0A is the coefficient of the term x
η+α in F . We will
write F
G(ℓ)
−−−−→∗ F0 if F ∈ A[x0,x]ℓ, F
G(ℓ)
−−−−→ F0 and supp(F0) ⊆ N (J)ℓ.
Theorem 3.3. [12, Lemma 5.8, Theorems 5.9 and 5.13 and Corollary 5.11] Let J ⊆
A[x0,x] be a quasi-stable ideal and G a P(J)-marked set. Then, the reduction relation
G(ℓ)
−−−−→ is Noetherian and confluent and the followings are equivalent:
(i) G is a P(J)-marked basis;
(ii) 〈G(ℓ)〉 = (G)ℓ, for every ℓ such that Jℓ 6= {0};
(iii) F
G(ℓ)
−−−−→∗ 0, for every ℓ ≥ 0 and for every F ∈ (G)ℓ;
(iv) xiFα
G(ℓ+1)
−−−−−→∗ 0 for every ℓ ≥ 0, for every Fα ∈ Gℓ and for every xi > min(x
α).
We now show that, if J ⊆ A[x0,x] is a quasi-stable ideal, then the satiety of J is a bound
from above for the satiety of every ideal I ∈ Mf(P(J)) and the scheme Proj (A[x0,x]/I)
has no component at infinity. The following result is analogous to [7, Lemma 4.2].
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Lemma 3.4. Let J ⊆ A[x0,x] be an m-saturated quasi-stable ideal, F ∈ A[x0,x] a poly-
nomial of degree ℓ ≥ m and G a P(J)-marked set. Then
F ∈ 〈G(ℓ)〉 ⇔ x0F ∈ 〈G
(ℓ+1)〉.
Proof. If F ∈ 〈G(ℓ)〉 then x0 · F ∈ 〈G
(ℓ+1)〉 by definition. Conversely, if x0F ∈ 〈G
(ℓ+1)〉 ⊂
(G) then x0 · F
G(ℓ+1)
−−−−−→∗ 0 by Theorem 3.3. Moreover, observe that for every term
x0x
γ ∈ J ∩ supp(x0F ), we have x0x
γ /∈ P(J). Indeed, since deg(x0x
γ) = ℓ+ 1 ≥ m+ 1,
if x0x
γ ∈ P(J), then x0x
γ ∈ P(J sat), by Proposition 2.10(ii). But every term in P(J sat)
is not divisible by x0, by Lemma 2.7 (vi). Hence, in order to reduce every term x0x
γ by
G(ℓ+1)
−−−−−→ we use always polynomials divisible by x0, i.e. polynomials of type x0x
ηFα, with
xηFα belonging to G
(ℓ). 
Theorem 3.5. Let J ⊆ A[x0,x] be a quasi-stable ideal and I an ideal inMf(P(J)). Then:
(i) x0 is generic for I;
(ii) if J is saturated, then I is saturated;
(iii) sat(I) ≤ sat(J).
Moreover, (I : x∞0 ) = I
sat.
Proof. Let G be the P(J)-marked basis of I. Then, by Theorem 3.3(ii) and, assuming
that J is m-saturated, by Lemma 3.4, we obtain
F ∈ (I : x0)t ⇒ Fx0 ∈ It+1 = 〈G
(t+1)〉 ⇒ F ∈ 〈G(t)〉 = It
for every t ≥ m, i.e. (I : x0)t = It for every t ≥ m. By [3, Lemma (1.6)], this is equivalent
to the fact that I is m-saturated too and x0 is generic for I. 
Remark 3.6. If K is not an infinite field, there may not be a generic linear form for an
ideal I. However, even if K is finite, x0 is a generic linear form for a quasi-stable ideal J ,
and by Theorem 3.5, it is generic for I ∈ Mf(P(J)) too.
Corollary 3.7. Let J ⊆ A[x0,x] be a saturated quasi-stable ideal and m be a non-negative
integer. If I is a non-saturated ideal of Mf(P(J≥m)), then sat(I) = m and I = (I
sat)≥m.
Proof. Since I is not saturated, then by Theorem 3.5 the ideal J≥m is not saturated and
sat(J) = m. Since m is also the initial degree of the ideal I, we also have that sat(I) ≥ m.
By Theorem 3.5(iii), we have sat(I) = m and, in particular, I = (Isat)≥m. 
If J is a quasi-stable ideal, in general the family Mf(P(J)) contains saturated ideals,
even if J is not saturated, as the following example shows.
Example 3.8. We consider S = K[x0, x1, x2] over a field K of characteristic zero and
the saturated quasi-stable ideal J = (x22, x
3
1x2, x
4
1). In this case P(J) = BJ and S/J
has Hilbert polynomial 7. Geometrically, Proj (S/J) is a non-reduced scheme of length
7. The family Mf(P(J≥3)) is a dense open subset of Hilb
2
7 (see [9]), which has only one
component. Since 7 general points in P2 are not on a conic, there is an open subset of
Mf(P(J≥3)) made up of saturated ideals. More explicitly, we consider the P(J≥3)-marked
sets:
Gu,v = P(J≥3) \ {x
2
2x0, x
4
1} ∪ {x
2
2x0 − ux
2
1x2, x
4
1 + vux
2
1x
2
0 − vx2x
3
0}, u, v ∈ K
and define Iu,v := (Gu,v)K[x0, x1, x2]. Since dim(Iu,v)t = dim Jt for every t ≥ 3, Iu,v
belongs to Mf(P(J≥3)) and is saturated, for every u, v ∈ K.
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Corollary 3.9. Let J be a monomial ideal of K[x0,x] and d the Krull dimension of
K[x0,x]/J . If BJ consists of terms in K[xd, . . . , xn], then J is quasi-stable and K[x0,x]/I
is Cohen-Macaulay for every ideal I of Mf(P(J)).
Proof. It is enough to apply Corollary 2.3 and Theorem 3.5. 
Remark 3.10. By Corollary 3.9 we recover the well-known fact that the points of a
Hilbert scheme corresponding to arithmetically Cohen-Macaulay schemes form an open
subset, at least in characteristic 0. Indeed, up to a suitable coordinate change, every ideal
I with R/I Cohen-Macaulay belongs to a family Mf(P(J)), for an ideal J satisfying the
same hypotheses of Corollary 3.9 with d ≥ 1. For example, it is sufficient to consider
the generic initial ideal of I with respect to the graded reverse lexicographic term order.
If d = 1, then all the points of the Hilbert scheme correspond to arithmetically Cohen-
Macaulay schemes. If d > 1, then Mf(P(J)) can be embedded in a Hilbert scheme as
an open subscheme by [9, Subsection 1.4 and Theorem 3.1] and we conclude. We can
also observe that every quasi-stable saturated ideal J ⊂ A[x0,x] such that A[x0,x]/J is
Cohen-Macaulay is the so-called double-generic initial ideal of the irreducible components
containing J in a Hilbert scheme (see [8, Proposition 4(b) and Definition 5]).
4. The affine setting and homogenization
Let j ⊆ A[x] be a quasi-stable ideal and m a non-negative integer. Recall that J :=
Bj · A[x0,x] is a saturated quasi-stable ideal in A[x0,x] and J≥m = (j)
h
≥m.
Definition 4.1. A [P(j),m]-marked set G is a set of monic marked polynomials fα of
A[x] such that the head terms Ht(fα) = x
α are pairwise different and form the Pommaret
basis P(j) of j, and supp(fα − x
α) ⊆ N (j)≤t with t = max{m, |α|}.
A [P(j),m]-marked set G = {fα}xα∈P(j) is a [P(j),m]-marked basis if there is a P(J≥m)-
marked basisG with suitable integers kα such that x
kα
0 f
h
α belongs to G, for every x
α ∈ P(j).
The [P(j),m]-marked family Mf(P(j),m) is the set of all the ideals I ⊆ A[x] that are
generated by a [P(j),m]-marked basis.
We consider the following relation, whose definition involves a [j,m]-marked set.
Definition 4.2. Let G = {fα}xα∈P(j) be a [P(j),m]-marked set. We denote by GP the
set of polynomials
GP = {x
δfα |fα ∈ G and x
δxα ∈ CP(x
α)} ⊆ (G)
that are marked on the terms of j in the natural way Ht(xδfα) = x
δxα.
We will denote by
GP−−−→ the reflexive and transitive closure of the following reduction
relation on A[x]: f is in relation with f ′ if f ′ = f−λxδfα, where x
δfα ∈ GP and λ 6= 0A is
the coefficient of the term xα+δ in f . We will write f
GP−−−→∗ h if f
GP−−−→ h and h ∈ 〈N (j)〉.
Proposition 4.3. Let G ⊂ A[x] be a [P(j),m]-marked set.
(i) The reduction relation
GP−−−→ is Noetherian.
(ii) For every polynomial f ∈ A[x] there is f¯ ∈ 〈N (j)〉 such that f
GP−−−→∗ f¯ . The
polynomial f¯ is a j-reduced form of f modulo the ideal (G).
(iii) A[x] = 〈GP〉 ⊕ 〈N (j)〉.
(iv) The reduction relation
GP−−−→ is confluent.
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Proof. (i) It is enough to observe that if
GP−−−→ was not Noetherian, by Lemma 2.7(v)
applied to j we would find a strictly descending infinite chain of terms w.r.t. the lex term
order, that is impossible.
(ii) By the Noetherianity of the reduction relation
GP−−−→, there is always a finite number
of steps of the reduction
GP−−−→ from f to a polynomial f¯ that is reduced w.r.t.
GP−−−→. By
Definition 4.2, we must have f¯ ∈ 〈N (j)〉 and f − f¯ ∈ 〈GP 〉 ⊆ (G). Hence, f¯ is a j-reduced
form of f modulo the ideal (G).
(iii) By (ii) we obtain A[x] = 〈GP〉 + 〈N (j)〉. So, it is sufficient to show that 〈GP 〉 ∩
〈N (j)〉 = {0}. Let f be a non-zero polynomial belonging to 〈GP 〉 ∩ 〈N (j)〉. Since f
belongs to 〈GP 〉, we can write f =
∑
λδαx
δfα, for suitable λδα ∈ A \ {0} and x
δfα ∈
GP (we can obtain such a writing by applying
GP−−−→), and, in particular, every xδfα
appears only once. Since f belongs to 〈N (j)〉, for every xδfα appearing in the writing
f =
∑
λδαx
δfα, the terms in supp(x
δfα) ∩ j cancel with some terms of other polynomials
xδ
′
fα′ ∈ GP . Among the terms x
δHt(fα) appearing in the writing of f , consider the one
having maximal xδ according to the lex term order. This term xδxα should cancel with
some term in xδ
′
(fα′−x
α′), for some xδ
′
fα′ appearing in the summation. Suppose that for
some xη ∈ supp(fα′ −x
α′) ⊆ N (j) we have that xδ
′
xη = xδxα ∈ CP(x
α). Then, by Lemma
2.7 (v), it follows xδ
′
>lex x
δ, contradicting the maximality of xδ. Hence, the term xδxα
cannot be cancelled by any other term. We can conclude that f = 0.
(iv) This is a consequence of item (iii). 
Although the definition of [P(j),m]-marked basis G in A[x] relies on the existence of
a homogeneous marked basis in A[x0,x], the following two theorems give an equivalent
condition that only involves the j-reduced forms modulo (G) and their degrees.
Theorem 4.4. If G is a [P(j),m]-marked basis then every polynomial f ∈ A[x] has j-
normal form Nf(f) modulo (G) with deg(Nf(f)) ≤ max{deg(f),m}.
Proof. By Definition 4.1, there are a P(J≥m)-marked basis G and suitable integers kα
such that xkα0 f
h
α belongs to G, for every x
α ∈ P(j). Thus, for every element xδfα in GP
the polynomial xkα0 x
δfhα belongs to the ideal generated by G and, hence, every element in
〈GP 〉 belongs to (G).
By Proposition 4.3(ii), for every f ∈ A[x], there is f¯ ∈ 〈N (j)〉 such that f
GP−−→∗ f¯ .
Then, the polynomial f¯ is a j-reduced form of f modulo (G) and, by construction, f − f¯
belongs to 〈GP 〉. Thus, by the previous observation there is a suitable integer t such that
xt0(f − f¯)
h belongs to (G). In particular, letting
tf = max{0,deg(f¯)− deg(f)}, tf¯ = max{0,deg(f)− deg(f¯)},
we have x
t+tf
0 f
h − x
t+tf¯
0 f¯
h ∈ (G), where x
t+tf
0 f¯
h ∈ 〈N (J≥m)〉 by Corollary 2.4. Hence,
x
t+tf
0 f¯
h is the J≥m-normal form of x
t+tf¯
0 f
h modulo (G), by Theorem 3.3 (iii) being G a
P(J≥m)-marked basis. We would obtain a contradiction if f had more than one j-reduced
form modulo (G) and we can conclude that f¯ is the j-normal form of f modulo (G).
Now, it remains to show that the degree of the j-normal form modulo (G) of a polynomial
f is bounded from above by max{deg(f),m} and it is sufficient to argue on the terms of
A[x]. If a term xβ belongs to N (j), the thesis follows immediately because xβ coincides
with its j-normal form.
We now prove the statement for the terms in j, considering first the terms in P(j), then
the terms in j≤m \ P(j), and finally the remaining terms in j \ {P(j) ∪ j≤m}.
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If xβ belongs to P(j), then xβ
GP−−→∗ x
β − fβ and deg(x
β − fβ) ≤ max{|β|,m}, by
Definition 4.1.
Consider now xβ ∈ j≤m \ P(j) and let Hβ be the J≥m-normal form modulo (G) of the
term x
m−|β|
0 x
β in A[x0,x]. By Proposition 4.3 we know that every polynomial in A[x] has
a j-reduced form modulo (G). By the uniqueness of the reduced forms previously proved,
(Hβ)
a is the j-normal form of xβ modulo (G), i.e. xβ
GP−−→∗ (Hβ)
a and by construction we
have also deg((Hβ)
a) ≤ deg(Hβ) ≤ m.
Finally, let E be the set of terms xβ in j \ {P(j) ∪ j≤m} whose j-normal form modulo
(G) has degree exceeding |β| > m. Suppose E is non-empty and consider xβ ∈ E with
minimal degree t := deg(xβ) and minimal xi := min(x
β) among the monomials of E of
degree t. Recall that xβ belongs to j and its degree t is ≥ m + 1. By Lemma 2.7(iii),
the term xβ can be written as xβ
′
xi, with x
β′ ∈ j≤t−1 and xi = min(x
β). Let hβ′ be
the [j,m]-normal form modulo (G) of xβ
′
, hence xβ
′
− hβ′ ∈ (G). By the minimality
of t in E, we have hβ′ ∈ 〈N (j)≤t−1〉. For every monomial xix
η ∈ supp(xihβ′) ∩ j, we
can apply Lemma 2.7(iv) because xη ∈ N (j)≤t−1, obtaining that either xix
η belongs to
P(j) or xi > min(x
η). If xix
η ∈ P(j), then there is f ∈ G such that Ht(f) = xix
η
and xix
η GP−−→∗ T (f) with deg(T (f)) ≤ t by definition of G. Otherwise, xix
η = xα
′
xℓ,
with xα
′
∈ j and min(xγ) = xℓ < xi. Then, by the minimality of xi, every monomial of
supp(xihβ′)∩ j has a j-reduced form modulo (G) of degree ≤ t. This is a contradiction, so
E is empty. 
Theorem 4.5. Let G be a [P(j),m]-marked set. If every polynomial f ∈ A[x] has j-normal
form Nf(f) modulo (G) with deg(Nf(f)) ≤ max{deg(f),m}, then G is a [P(j),m]-marked
basis.
Proof. We construct a set of marked polynomials whose head terms are the terms in
j≤m ∪ P(j). For every term x
α in P(j), we simply consider the marked polynomial fα in
G and define Fα := x
tα
0 f
h
α ∈ A[x0,x], where tα := max{m− deg(fα), 0}.
By the hypothesis, for every term xβ ∈ j≤m\P(j), there is a unique polynomial Nf(x
β) ∈
〈N (j)〉 such that xβ
GP−−−→∗ Nf(x
β) and deg(Nf(xβ)) ≤ max{|β|,m} = m. Then, the
polynomial fβ = x
β − Nf(xβ) belongs to 〈GP 〉 ⊆ (G) and deg(fβ) ≤ m. We define
Fβ := x
tβ
0 f
h
β ∈ A[x0,x], where tβ := max{m− deg(fβ), 0}. Note that, by construction, F
a
α
and F aβ belong to (G).
The following set of polynomials
(4.1) G := {Fα}xα∈P(j) ∪ {Fβ}xβ∈j≤m\P(j) ⊆ A[x0,x]
is a P(J≥m)-marked set, by Proposition 2.10(i). By Theorem 3.3(iii), the marked set G is
a P(J≥m)-marked basis because, for every ℓ ≥ 0 and every F ∈ (G)ℓ, F
G(ℓ)
−−−−→∗ 0. Indeed,
assume that F
G(ℓ)
−−−−→∗ H. Note that, by Corollary 2.4 and by the construction of G, the
polynomial Ha is the j-normal form of F a modulo (G). Since also the null polynomial is
the j-normal form of F a modulo (G), we must have Ha = 0, hence H = 0. 
Corollary 4.6. Let G be a [P(j),m]-marked set. Then, G is a [P(j),m]-marked basis if and
only if every polynomial f ∈ A[x] has j-normal form Nf(f) modulo (G) with deg(Nf(f)) ≤
max{deg(f),m}.
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Notation 4.7. Let G be a [P(j),m]-marked basis. By Theorem 4.4, for every xβ ∈
j≤m \ P(j) we can consider the polynomial fβ := x
β − Nf(xβ), where Nf(xβ) belongs to
〈N (j)≤m〉. We denote by G the set {fβ}xβ∈j≤m\P(j) ⊆ (G).
Corollary 4.8. There is a bijective correspondence between the set of [P(j),m]-marked
bases and the set of P(J≥m)-marked bases.
Proof. If G is a [P(j),m]-marked basis, it is sufficient to consider the set G ∪ G and
homogenize this set of polynomials. Up to multiplication by a suitable power of x0, we
obtain the P(J≥m)-marked basis G as in (4.1).
Conversely, if G is a P(J≥m)-marked basis, we immediately obtain a unique [P(j),m]-
marked basis following Definition 4.1. 
The following result will give a better insight into the notion of [P(j),m]-marked basis.
Corollary 4.9. Let G be a [P(j),m]-marked set. The followings are equivalent:
(i) G is a [P(j),m]-marked basis;
(ii) A[x]≤t = (G)≤t ⊕ 〈N (j)≤t〉, for every t ≥ m;
(iii) aHA[x]/j(t) =
aHA[x]/(G)(t), for every t ≥ m.
Proof. We assume first that G is a [P(j),m]-marked basis and prove that statement (ii)
holds. Let f be a polynomial of A[x] and t := max{m,deg(f)}. By Theorem 4.4, f has a
unique j-normal form Nf(f) modulo (G) with deg(Nf(f)) ≤ t. Hence, f ∈ A[x]≤t can be
written as f = (f −Nf(f)) +Nf(f), where f −Nf(f) ∈ (G)≤t and Nf(f) ∈ 〈N (j)≤t〉. The
uniqueness of this writing is a consequence of the uniqueness of normal forms.
Conversely, assume now that A[x]≤t = (G)≤t ⊕ 〈N (j)≤t〉 for every t ≥ m. Hence, for
every f ∈ A[x]≤t, where t = max{m,deg(f)}, we consider the unique writing f = f1 + f2
with f1 ∈ (G)≤t and f2 ∈ 〈N (j)≤t〉. Hence, f2 is a j-reduced form modulo G for the
polynomial f , and deg(f2) ≤ t. Observe that this reduced form is unique: if f had two j-
reduced forms modulo (G), denoted by g1 and g2, then g1−g2 belongs to (G)≤t′∩〈N (j)≤t′〉
for a suitable t′ ≥ m, against the hypothesis. By Theorem 4.5, G is a [j,m]-marked basis.
The equivalence between (ii) and (iii) is immediate. 
Finally, we show that [P(j),m]-marked bases have the expected good behavior with
respect to the homogenization. We let Gh := {fh | f ∈ G} and G
h
:= {fh | f ∈ G}.
Theorem 4.10. If G is a [P(j),m]-marked basis and G is its corresponding P(jh≥m)-
marked basis (in the sense of Corollary 4.8), then (G) = (G)h≥m = (G
h ∪ G
h
)≥m and
(G)h = (Gh ∪G
h
)sat = (G)sat.
Proof. For every ideal in A[x], we can obtain its homogenization in A[x0,x] considering
the ideal generated by the homogenization of a set of generators and saturating it with
respect to the ideal (x0) (for example, see [24, Corollary 4.3.8]). Hence, if we consider the
set of generators G ∪G of (G), then we obtain (G)h = ((Gh ∪G
h
) : x∞0 ).
On the other hand, the ideal (G) ⊆ A[x0,x] belongs to Mf(P(j
h
≥m)) and ((G) : x
∞
0 ) =
(G)sat by Theorem 3.5, in particular ((G) : x∞0 )≥m = (G)
sat
≥m = (G), because G is
m-saturated by Corollary 3.7. By construction, G is contained in (Gh ∪ G
h
). Thus, the
inclusion ((G) : x∞0 ) ⊆ ((G
h ∪ G
h
) : x∞0 ) is obvious. For the other inclusion, let g be a
polynomial in ((Gh ∪ G
h
) : x∞0 ). Then, there is an integer t such that x
t
0g =
∑
ajx
δjfhαj ,
with fαj ∈ G ∪ G, and by construction there is an integer m such that x
t+m
0 g belongs
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to (G). So, also the other inclusion holds true and we obtain (G)sat = ((G) : x∞0 ) =
((Gh ∪ G
h
) : x∞0 ) = (G)
h. In particular, we have (G) = (G)sat≥m = ((G) : x
∞
0 )≥m =
((Gh ∪G
h
) : x∞0 )≥m = (G)
h
≥m.
We have also obtained (G)≥m ⊆ (G
h ∪ G
h
)≥m and (G
h ∪ G
h
)≥m ⊆ (G)
h
≥m, hence
the equality (Gh ∪ G
h
)≥m = (G)
h
≥m. Saturating both the homogeneous ideals, we get
(G)h = (Gh ∪G
h
)sat. 
Corollary 4.11. If G is a [P(j),m]-marked basis, then the satiety of the ideal (Gh ∪G
h
)
is bounded from above by m.
Theorem 4.10 highlights that [j,m]-marked bases behave well with respect to homog-
enization, similarly to Macaulay bases, for the standard grading [24, Theorem 4.3.19].
However, the [j,m]-marked basis G, jointly with G, is not a Macaulay basis for the ideal
(G), because the set Gh ∪ G
h
in general does not generate (G)h, a saturation is needed,
as shown by the following example.
Example 4.12. Consider j = (x2, x
4
1), m = 3 and G = {x2 − x
3
1+ x
2
1+ x1+ 2, x
4
1 − 2x
3
1 −
2 − x1} ⊂ K[x1, x2] which is a [P(j),m]-marked basis. By
GP−−−→, we can compute the
j-reduced forms modulo (G) of the monomials in j≤m \ P(j) and construct in this way the
following polynomials:
f1 := x
3
2 − 9x
3
1 − 10 − 7x1 + 21x
2
1, f2 := x
2
2x1 − x
3
1 + 6 + x1 − 3x
2
1,
f3 := x
2
2 + 3x
3
1 − 2− 3x1 − 7x
2
1, f4 := x2x
2
1 − x
3
1 − 2− 3x1 + x
2
1,
f5 := x2x1 − x
3
1 − 2 + x1 + x
2
1,
obtaining G = {f1, f2, f3, f4, f5}. In this case, (G)
h
≥3 is equal to (G
h ∪ G
h
)≥3, but the
equality does not hold if we consider the truncation of both ideals from degree 2 on. Indeed,
the polynomial 3f5 + f3 has degree 2, its homogenization belongs to (G)
h by definition,
however it does not belong to (Gh ∪G
h
).
5. Effective criterion for [P(j),m]-marked bases
Also in this section, j is a quasi-stable ideal in A[x] and m is a non-negative integer.
The following theorem will give an algorithmic criterion to test if a [P(j),m]-marked set
of polynomials is a [P(j),m]-marked basis (see Section 7). Furthermore, this theorem will
imply interesting theoretical results which improve the understanding of the structure of
marked bases and families (e.g. Corollaries 5.2 and 5.5, Proposition 6.13, Theorem 6.14).
Theorem 5.1. A [P(j),m]-marked set G is a [P(j),m]-marked basis if and only if the two
following statements hold:
(i) for every xβ ∈ j≤m \ P(j), x
β GP−−−→∗ hβ with hβ ∈ 〈N (j)≤m〉;
(ii) for every fα ∈ G and xi > min(x
α), xifα
GP−−−→∗ 0.
Proof. If G is a [P(j),m]-marked basis, both items (i) and (ii) hold by Theorem 4.4.
Indeed, by the uniqueness of j-reduced forms modulo (G), for every f ∈ (G), we have
Nf(f) = 0 and this implies (ii). Furthermore, the bound on the degree of the j-normal
forms modulo (G) implies (i).
We now prove that if (i) and (ii) hold, then we have A[x]≤t = (G)≤t ⊕ 〈N (j)≤t〉 for
every t ≥ m and then apply Corollary 4.9.
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We first prove that, if item (i) holds, then A[x]≤t = 〈GP 〉≤t⊕〈N (j)≤t〉 for every t ≥ m.
By Proposition 4.3, we have A[x] = 〈GP 〉 ⊕ 〈N (j)〉, because G is a [P(j),m]-marked set.
It is enough to consider a term xβ in A[x]≤t with t = max{m, |β|}, and to prove that the
unique writing xβ = gβ + hβ has gβ ∈ 〈GP〉≤t and hβ ∈ 〈N (j)≤t〉.
If xβ ∈ N (j), we take the writing xβ = 0 + xβ. If xβ ∈ P(j), then there is fβ ∈ G such
that Ht(fβ) = x
β and we have the writing xβ = fβ + (x
β − fβ) and conclude observing
that xβ − fβ ∈ 〈N (j)≤t〉 by the Definition 4.1. If x
β ∈ j≤m \ P(j), by item (i) we can
consider xβ
GP−−−→∗ hβ ∈ 〈N (j)≤m〉 and obtain the writing x
β = gβ + hβ , where gβ is the
polynomial computed by the reduction process
GP−−−→ which belongs to 〈GP〉≤t. For every
other term in A[x], we can repeat the arguments used in the final part of the proof of
Theorem 4.4.
We conclude proving that item (ii) implies that 〈GP 〉 = (G). We only prove the non-
obvious inclusion. In particular, we prove that xδfα belongs to 〈GP〉, for every fα ∈ G
and for every xδ.
If xδ = xi for some i, item (ii) implies that xifα belongs to 〈GP 〉.
Assume now that |δ| > 1, and by inductive hypothesis that xδ
′
fα belongs to 〈GP 〉 for
every xδ
′
<lex x
δ. We only consider the non-trivial case where xi := max(x
δ) > min(xα).
We define xδ
′
:= xδ/xi <lex x
δ and by inductive hypothesis we can consider the writing
xδ
′
fα =
∑
λγ′α′x
γ′fα′ , with x
γ′fα′ ∈ GP , λγ′α′ ∈ A and observe that x
γ′ <lex x
δ′ , by
Lemma 2.7 (v). Then we consider xδfα =
∑
λγ′α′xix
γ′fα′ . If xi < min(x
α′), then xix
γ′fα′
belongs to GP , otherwise it is sufficient to observe that xix
γ′ <lex x
δ, hence by inductive
hypothesis we have that xix
γ′fα′ ∈ 〈GP 〉. 
The following result highlights another feature of [P(j),m]-marked bases that involves
the notion of syzygy and is analogous to a property of Gro¨bner bases (see [1, 2] for the
role of this property in the study of flatness).
Corollary 5.2. If G is a [P(j),m]-marked basis, then every homogeneous syzygy of j lifts
to a syzygy of G.
Proof. By results of [39, Section 5], a set of generators of the module of the first syzygies
of j is given by the pairs (xi, x
δ) such that xix
α1 − xδxα2 = 0, where xα1 , xα2 ∈ P(j),
xi > max(x
α1) and xδxα2 ∈ CP(x
α2). Since G is a [P(j),m]-marked basis, for every
fα ∈ G and every xi > min(x
α), we have xifα
GP−−−→ 0 by Theorem 5.1 (ii). This means
that xifα =
∑
λix
δifαi , where x
δifαi ∈ GP . In particular, among the polynomials x
δifαi
there is xδ
′
fα′ such that xix
α ∈ CP(x
α′). 
In the following, we will focus our attention on two issues that improve the application
of Theorem 5.1.
5.1. Minimal m for a [P(j),m]-marked basis. Let ρ be the satiety of the quasi-stable
ideal j ⊆ A[x]. By Lemma 2.7 (ii) ρ is the maximal degree of the terms in P(j) divisible
by x1.
First of all, we show that, if m ≥ ρ and G is a [P(j),m]-marked basis, then the degree of
the [P(j),m]-normal form of every term in A[x] is bounded from above by the maximum
between m− 1 and the degree of the term itself.
Lemma 5.3. Let m ≥ ρ. If G is a [P(j),m]-marked basis, then for every term xβ ∈ A[x]
we have Nf(xβ) ∈ 〈N (j)≤t〉 where t = max{m− 1, |β|}.
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Proof. By Theorem 4.4, [j,m]-reduced forms modulo (G) are unique and for every xβ ∈
A[x] the degree of Nf(xβ) is bounded from above by max{m, |β|}. Furthermore, the j-
normal forms modulo (G) can be computed by
GP−−−→ (Proposition 4.3). Then, for every
xβ ∈ A[x], we have xβ
GP−−−→ Nf(xβ) ∈ 〈N (j)≤t〉, where t = max{m, |β|}. We now assume
that m ≥ ρ and prove that for every xβ ∈ A[x], the degree of Nf(xβ) is bounded from
above by max{m− 1, |β|}.
If xβ ∈ N (j), then Nf(xβ) = xβ ∈ N (j)≤|β|. If x
β ∈ j and |β| ≥ m, then t = |β| and, by
definition of [j,m]-reduced form modulo (G), we have supp(Nf(xβ)) ⊆ N (j)≤|β|. If x
β ∈ j
with |β| ≤ m − 1, then its [j,m]-normal form has degree lower than or equal to m. By
Proposition 4.3 (iii), there is a unique writing xβ =
∑
λδαx
δfα + hβ , where x
δfα ∈ GP ,
λδα ∈ A and hβ = Nf(x
β), being G a [P(j),m]-marked basis. We consider the equality
x1x
β =
∑
λδαx1x
δfα + x1Nf(x
β) and observe that
∑
λδαx1x
δfα belongs to 〈GP 〉, since
x1 ≤ min(x
α) for every xα ∈ P(j).
We can obtain Nf(x1x
β) by further reducing x1Nf(x
β). We focus on the terms x1x
ǫ
that appear in x1Nf(x
β) with |ǫ| = m. Since the degree of Nf(x1x
β) is bounded from
above by m by Theorem 4.4, then x1x
ǫ does not appear in Nf(x1x
β), because its degree
is m + 1. Hence, x1x
ǫ can be reduced by
GP−−−→, in other words x1x
ǫ belongs to j. By
Lemma 2.7 (iv), we should have x1x
ǫ ∈ P(j), but this contradicts the hypothesis m ≥ ρ.
As a consequence, there are no terms in Nf(xβ) whose degree exceeds m− 1. 
Theorem 5.4. A [P(j),m]-marked set G, with m ≥ ρ, is a [P(j),m − 1]-marked basis if
and only if G is a [P(j),m]-marked basis.
Proof. If G is a [P(j),m − 1]-marked basis, then A[x]≤t = (G)≤t ⊕ 〈N (j)≤t〉 for every
t ≥ m− 1 by Corollary 4.9. Then G is also a [P(j),m]-marked basis.
Conversely, let G be a [P(j),m]-marked basis. Then A[x]≤t = (G)≤t ⊕ 〈N (j)≤t〉 for
every t ≥ m and it is sufficient to prove that G is a [P(j),m − 1]-marked set and that
A[x]≤m−1 = 〈N (j)≤m−1〉 ⊕ (G)≤m−1. Then, we conclude by Corollary 4.9.
By Theorem 4.4 and Lemma 5.3, for every xα ∈ P(j) with |α| ≤ m − 1, the marked
polynomial fα = x
α−Nf(xα) belonging to G has degree ≤ m−1. Hence, G is a [P(j),m−1]-
marked set.
We now prove that for every xγ ∈ A[x] with |γ| ≤ m−1, there is a unique decomposition
xγ = g1 + g2 with g1 ∈ (G)≤m−1 and g2 ∈ 〈N (j)≤m−1〉.
Let xγ ∈ j (the other case being trivial) and |γ| ≤ m − 1. Since G is a [j,m]-marked
basis, we can compute Nf(xγ) and see by Lemma 5.3 that its degree is ≤ m− 1.
Therefore, xγ = (xγ −Nf(xγ)) + Nf(xγ) ∈ (G)≤m−1 + 〈N (j)≤m−1〉. Moreover, the sum
is direct as (G)≤m−1 + 〈N (j)≤m−1〉 is contained in (G)≤m ⊕ 〈N (j)≤m〉. 
Under the hypothesis that char(K) = 0, Theorem 5.4 is analogous to [7, Theorem 5.7]
for strongly stable ideals, but the proof given here for a [P(j),m]-marked basis is much
easier and gives a better insight into the algebraic structure of marked bases.
Corollary 5.5. Let G be a [P(j),m]-marked set with m ≥ ρ.
• G is a [P(j),m]-marked basis if and only if it is a [P(j), ρ − 1]-marked basis.
• G is a [P(j), ρ − 1]-marked basis if and only if
(i) for all xβ ∈ j≤ρ−1 \ P(j), x
β GP−−−→ hβ with hβ ∈ 〈N (j)≤ρ−1〉;
(ii) for every fα ∈ G, for every xi > min(x
α), xifα
GP−−−→ 0.
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5.2. The 0-dimensional case. We now turn to the special case of a [j,m]-marked set
G with K[x]/j Artinian. The algorithmic techniques that we can use to check if G is a
[P(j),m]-marked basis are more efficient in this special case. Indeed, if K[x]/j is Artinian,
then N (j) is a finite set of terms and we have that N (j)≤reg(j)−1 = N (j)≤reg(j)−1+r for every
positive integer r. Recall that reg(j) = max{|α| : xα ∈ P(j)} for a quasi-stable ideal j.
Proposition 5.6. Let G be a [P(j),m]-marked set, with m ≥ ρ. If N (j) is finite, then G
is a [P(j), ρ − 1]-marked basis if and only if xifα
GP−−−→ 0, for every fα ∈ G and for every
xi > min(x
α).
Proof. Since N (j) is finite, we have that ρ = reg(j) [3, Lemma (1.7)]. Then for every
xβ ∈ j≤ρ−1 \Bj, if x
β GP−−−→∗ hβ, then hβ always belongs to 〈N (j)ρ−1〉, since N (j) is finite.
Hence, condition (i) of Theorem 5.1 need not to be checked. 
6. Marked families and flatness
In the present section, we investigate the marked family Mf(P(j),m) for a given quasi-
stable ideal j ⊆ K[x] and an integer m ≥ 0. For every K-algebra A, in the following we
will denote by j also the ideal j ·A[x] and by 〈N (j)≤t〉A the A-module generated by N (j)≤t.
Recall that we denote by J the saturated ideal jh.
Our aim consists in proving that Mf(P(j),m) is endowed with an intrinsic scheme
structure because it can be obtained as the scheme representing a functor. In [9, 28] there
is an analogous study for homogeneous marked bases over a strongly stable ideal which
inspires the study described here.
First of all we prove that the definition of marked basis is natural, namely marked bases
are preserved by the extension of scalars.
Lemma 6.1. In the above setting, let I be an ideal in A[x].
(i) I is generated by a [P(j),m]-marked basis if and only if N (j)≤t is a basis for the
A-module A[x]≤t/I≤t for every t ≥ m.
(ii) If I is generated by a [P(j),m]-marked basis G and φ : A → B is a K-algebra
morphism, then B[x]≤t = (I ⊗A B)≤t ⊕ 〈N (j)≤t〉B for every t ≥ m and I ⊗A B is
generated by the [P(j),m]-marked basis φ(G).
Proof. (i) If I is generated by a [P(j),m]-marked basis and t ≥ m, then we conclude by
Corollary 4.9.
For the converse, we construct a [P(j),m]-marked set G ⊆ I. For every xα ∈ P(j), we de-
note by tα the integer max{|α|,m}. By hypothesis, there are fα ∈ I≤tα and hα ∈ 〈N (j)≤tα〉
such that xα = fα + hα. We now prove that the [P(j),m]-marked set G := {fα}xα∈P(j) ⊆
A[x] generates I. For every f ∈ I, by Proposition 4.3, we consider the unique polynomial
h ∈ 〈N (j)〉 such that f
GP−−−→∗ h. Hence, for t = max{deg(f),deg(h),m}, we have the
writing f = (f−h)+h in 〈GP 〉≤t⊕〈N (j)≤t〉 (see Proposition 4.3 (iii)). Since 〈GP 〉≤t ⊆ I≤t,
then by hypothesis on I, h = 0 and f ∈ 〈GP〉≤t ⊆ (G). By Corollary 4.9, we conclude
that I is generated by the [P(j),m]-marked basis G.
(ii) By hypothesis I is generated by a [P(j),m]-marked basis G, so that I ⊗A B is
generated by the [P(j),m]-marked set φ(G).
Furthermore, we have A[x] = I ⊕ 〈N (j)〉A and, by Corollary 4.9, A[x]≤t = I≤t ⊕
〈N (j)≤t〉A for every t ≥ m.
Recalling that the tensor product commutes with the direct sum we obtain both B[x] =
(I⊗AB)⊕〈N (j)〉B and, for every t ≥ m, B[x]≤t = (I≤t⊗AB)⊕〈N (j)≤t〉B ; as a consequence
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the inclusion of B-modules (I ⊗A B)≤t ⊇ I≤t ⊗A B turns ut to be an equality for every
t ≥ m. Therefore, B[x]≤t = (I ⊗A B)≤t ⊕ 〈N (j)≤t〉B and we conclude by (i) that φ(G) is
in fact a [P(j),m]-marked basis. 
Definition 6.2. We define the following functor between the category of Noetherian K-
algebras and that of sets:
MfP(j),m : Noeth-K-Alg→ Set
which associates to every Noetherian K-algebra A the set
MfP(j),m(A) := {I ⊆ A[x] | A[x]≤t = I≤t ⊕ 〈N (j)≤t〉A, ∀t ≥ m}.
and to every K-algebra morphism φ : A→ B the function
φ : MfP(j),m(A)→ MfP(j),m(B) given by φ(I) = I ⊗A B.
Note that φ(I) belongs to MfP(j),m(B) by Lemma 6.1(ii).
Remark 6.3. The symbol we have chosen to denote the functor MfP(j),m hints at a close
relation with [P(j),m]-marked bases. Indeed, by the previous Lemma 6.1(i), for every
Noetherian K-algebra A, MfP(j),m(A) is precisely the [P(j),m]-marked family in A[x].
We now explicitly construct an ideal U ⊂ K[C] so that the affine scheme Spec(K[C]/U)
represents the functor MfP(j),m.
For every xα ∈ P(j), let tα be the integer max{m, |α|}. We define the following set of
parameters:
(6.1) C := {Cαη | x
α ∈ P(j), xη ∈ N (j)≤tα}.
For each xα ∈ P(j), we consider the following marked polynomial in K[C][x]:
fα := x
α −
∑
xη∈N (j)≤tα
Cαηx
η.
We collect these marked polynomials in the following [P(j),m]-marked set.
(6.2) G := {fα | x
α ∈ P(j)} ⊆ K[C][x].
For every xβ ∈ j≤m \ P(j), let hβ be the unique polynomial in 〈N (j)〉K[C] such that
xβ
GP−−−→∗ hβ (see Proposition 4.3). We write
(6.3) hβ = h
(≤m)
β + h
(>m)
β
with h
(≤m)
β ∈ 〈N (j)≤m〉K[C] and h
(>m)
β ∈ 〈N (j)≤deg(hβ) \ N (j)≤m〉K[C].
For every fα ∈ G and for every xi > min(x
α), let hiα be the unique polynomial in
〈N (j)〉 ⊆ K[C][x] such that xifα
GP−−−→∗ hiα (see Proposition 4.3).
Notation 6.4. We denote by U ⊂ K[C] the ideal generated by the coefficients in K[C] of
the polynomials h
(>m)
β , for every x
β ∈ j≤m\P(j), and by the coefficients of the polynomials
hiα, for every fα ∈ G and for every xi > min(x
α).
Remark 6.5. The ideal U is exactly the ideal constructed by the superminimal reduction
of homogeneous polynomials in [7, Proposition 5.9], under the hypothesis that J = jh is
strongly stable. Hence, our construction includes the one in [7], but it is more general,
since we assume the weaker hypothesis that j (and hence jh) is quasi-stable.
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Theorem 6.6. In the above setting, MfP(j),m is a representable functor, whose represent-
ing scheme is MfP(j),m := Spec(K[C]/U), that we call [P(j),m]-marked scheme.
Proof. This result and its proof are analogous to [28, Theorem 2.6] for the case of strongly
stable ideals. For the sake of completeness, we propose also here the proof.
Consider the [P(j),m]-marked set G in (6.2). By Lemma 6.1, for every K-algebra A, a
[P(j),m]-marked set in A[x] is uniquely and completely defined by a K-algebra morphism
ϕ : K[C]→ A, defined by ϕ(Cαγ) = cαγ ∈ A for every x
α ∈ P(j), xγ ∈ N (j)max{|α|,m}. We
extend ϕ to a morphism from K[C][x] to A[x] in the obvious way.
It is sufficient to observe, by Theorem 5.1, that ϕ(G) ⊂ A[x] is a [P(j),m]-marked basis
if and only if the generators of U vanish at cαγ ∈ A.
Hence, ϕ(G) is a [P(j),m]-marked basis in A[x] if and only if ker(ϕ) ⊇ U. In this case,
ϕ factors through K[C]/U. The induced K-algebra morphism from K[C]/U to A defines
a scheme morphism Spec(A) → Spec(K[C]/U). Therefore, the scheme Spec (K[C]/U)
represents the functor MfP(j),m. 
Proposition 6.7. Let ρ be the satiety of j and A any Noetherian K-algebra.
(i) Ifm ≥ ρ, thenMfP(j),m(A) = MfP(j),ρ−1(A); in particular, MfP(j),m = MfP(j),m−1.
(ii) If m < ρ − 1, then MfP(j),m(A) ⊆ MfP(j),ρ−1(A); in particular, MfP(j),m−1 is a
closed subfunctor of MfP(j),m.
Proof. First, we assume m ≥ ρ and show MfP(j),m(A) = MfP(j),m−1(A) using analogous
arguments of [28, Theorem 3.4]. If I is an ideal of MfP(j),m(A), then A[x]≤t = I≤t ⊕
〈N (j)≤t〉A, for every t ≥ m, and by Lemma 6.1 I is generated by a [P(j),m]-marked basis
G. By Theorem 5.4, G is also a [P(j),m − 1]-marked basis, so by Corollary 4.9 I belongs
to MfP(j),m−1(A). Conversely, it is enough to observe that a [P(j),m− 1]-marked basis is
always also a [P(j),m]-marked basis. In case m < ρ− 1 it is sufficient to make the same
observation.
It remains to show that that MfP(j),m−1 is a closed subfunctor of MfP(j),m. We exploit
an idea already applied in the proof of [28, Theorem 3.4] that we adapt to our situation.
For the integer m, let C(m) be the set of parameters as in (6.1), U(m) the ideal as in
Notation 6.4 and let C(m−1) and U(m−1) the analogous ones for the integer m−1. By con-
struction we have C(m−1) ⊆ C(m). Hence we can consider the surjective homomorphism
Φ : K[C(m)]→ K[C(m−1)] which associates to C
(m)
αη the coefficient of xη in the polynomial
fα when considered for the integerm−1. Hence, if x
η does not appear in such a polynomial,
we associate 0 to C
(m)
αη and we obtain U(m−1) = U(m)+(C
(m)
αη : Φ(C
(m)
αη ) = 0). So, the homo-
morphism Φ induces a surjective homomorphism Φ¯ : K[C(m)]/U(m) → K[C(m−1)]/U(m−1)
which gives an isomorphism between MfP(j),m−1 and a closed subscheme of MfP(j),m. 
In [12] the authors define the representable functor
(6.4) MfP(J≥m) : Noeth-K-Alg→ Set
which associates to every Noetherian K-algebra A the set
MfP(J≥m)(A) := {I homogeneous ideal in A[x] | A[x] = I ⊕ 〈N (J≥m)〉A}
and to every K-algebra morphism φ : A→ B the function
φ : MfP(J≥m)(A)→ MfP(J≥m)(B) given by φ(I) = I ⊗A B.
We now show that the [P(j),m]-marked scheme MfP(j),m = Spec(K[C]/U) representing
MfP(j),m represents also the functor MfP(J≥m).
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Proposition 6.8. For every K-algebra A, there is a bijective correspondence between the
elements in MfP(J≥m)(A) and those in MfP(j),m(A).
Proof. It is sufficient to observe that an ideal i ⊂ A[x] is generated by a [P(j),m]-marked
basis if and only if the ideal (i)h≥m ⊂ A[x0,x] is generated by the corresponding P(J≥m)-
marked basis. Indeed, we have the bijective correspondence between [P(j),m]-marked
bases in A[x] and P(J≥m)-marked bases in A[x0,x] described in Corollary 4.8 and the
good behavior of marked bases in A[x] with respect to homogenization investigated by
Theorem 4.10. Thus, we obtain a bijection between MfP(j),m(A) and MfP(J≥m)(A), for
every Noetherian K-algebra A. 
Remark 6.9. Observe that if I ∈ MfP(J≥m)(A) and i ∈ MfP(j),m(A) are matched by the
correspondence of Proposition 6.8, then they define (up to homogenization of i) the same
projective scheme in PnA.
Corollary 6.10. The affine schemeMfP(j),m represents the functorMfP(J≥m) and MfP(j),m ≃
MfP(J≥m).
Proof. This is an immediate consequence of Proposition 6.8. 
Corollary 6.11. Let ρ be the satiety of j. If m ≥ ρ, then MfP(J≥m) = MfP(J≥m−1). If
m < ρ− 1, then MfP(J≥m−1) is a closed subfunctor of MfP(J≥m).
Proof. This is an immediate consequence of Propositions 6.7 and 6.8. 
Referring to the brief but exhaustive description given in [28, Section 4] and the ref-
erences therein, for any positive integer n and any Hilbert polynomial p(t), we consider
the Hilbert functor Hilbnp(t) : Noeth-K-Alg → Set which associates to any Noetherian
K-algebra A the set
(6.5)
Hilbnp(t)(A) =
{
X ⊂ PnA : X → Spec(A) is flat and has fibers with Hilbert polynomial p(t)
}
and to any K-algebra homomorphism φ : A→ B the map
Hilb
p(t)
n (φ) : Hilb
p(t)
n (A) −→ Hilb
p(t)
n (B)
X 7−→ X ×Spec(A) Spec(B).
It is well known that the Hilbert functor is representable and that it can be described
as a closed subfunctor of the Grassmannian functor GrNp(r) by a natural transformation
H : Hilb
p(t)
n −→ Gr
N
p(r), where r is the Gotzmann number of p(t) and N =
(n+r
n
)
. The
Grassmannian functor has a well-known cover by open subfunctors [16, Section III.2.7 and
Exercise VI - 18] given by the Plu¨cker embedding, which in our framework are defined
in the following way. For any set N of p(r) distinct monomials of K[x0,x]r, let J be the
monomial ideal generating by the monomials of K[x0,x]r outside N . The open subfunctor
GN of Gr
N
p(r) associates to every Noetherian K-algebra A the set
GN (A) := {A-submodules L ⊆ A[x0,x]r such that N generates A[x0,x]r/L}.
Using the terminology we have already introduced, if the monomials of K[x0,x]r \N form
the Pommaret basis of a quasi-stable monomial ideal J, then
GN (A) = {A-submodules L ⊆ A[x0,x]r generated by a P(J)-marked set }
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and
HN (A) = {L ∈ GN (A) and p(t) is the Hilbert polynomial of A[x0,x]/(L)}.
By means of the natural transformation H, the open cover given by the subfunctors GN
induces an open cover of open subfunctors HN of the Hilbert functor.
In [28] a relation between HN (A) and MfP(J)≥r is studied when J is a saturated strongly
stable ideal [28, Lemma 4.1, Corollaries 4.2 and 4.3]. We now study the analogous relation
on the more general assumption that J is a saturated quasi-stable ideal.
Lemma 6.12. Let p(t) be a Hilbert polynomial with Gotzmann number r and J be a
saturated quasi-stable ideal. Then, for every Noetherian K-algebra A
HN (J)r(A) 6= ∅ ⇔ the Hilbert polynomial of A[x0,x]/J is p(t).
and, if HN (J)r(A) 6= ∅, then
HN (J)r(A) = MfP(J)≥r (A).
Proof. This result and its proof are analogous to [28, Lemma 4.1] for the case of strongly
stable ideals.
First of all we observe that equality is a local property; therefore without loss of gener-
ality we assume that A is local.
If the Hilbert polynomial ofA[x0,x]/J is p(t) then Proj(A[x0,x]/J) belongs to HN (J)r(A).
Conversely, assume that X is a scheme in HN (J)r(A), let IX be the saturated defining ideal
of X, and let I := (IX)≥r. Then, by definition of P(J≥r)-marked set and by [12, Theorem
5.9], for every m ≥ r, Im has a free direct summand Pm with rank as an A-module equal
to that of Jm. Then, for every m ≥ r the rank of A[x0,x]m/Jm cannot be smaller than
that of A[x0,x]m/Im, namely than the value p(m) of the Hilbert polynomial p(t) at m,
because r is the Gotzmann number of p(t). On the other hand, this rank cannot be larger
than p(m) by Macaulay’s Estimate on the Growth of Ideals (see for example [19, Theorem
3.3]). Then, the Hilbert polynomial of Jm is p(t).
Hence, in every degree m ≥ r, the ideal Im coincides with the free A-module Pm, again
by [12, Theorem 5.9] we obtain Im ⊕ 〈N (J)〉m = Pm ⊕ 〈N (J)〉m = A[x0,x]m. Therefore,
by definition (IX)≥r ∈MfP(J≥r).
Conversely, if I ∈ MfP(J≥r)(A), then I is generated by a P(J≥r)-marked set and its
Hilbert polynomial is p(t), so that the scheme X defined by I belongs to HN (J)r(A). 
Proposition 6.13. Let ρ be the satiety of j and p(t) the Hilbert polynomial of K[x0,x]/J
with Gotzmann number r.
(i) HN (J)r = MfP(J≥r) ≃ MfP(j),r.
(ii) For every m ≥ 0, MfP(J≥m) and MfP(j),m are locally closed subfunctors of Hilb
n
p(t).
If m ≥ ρ− 1, then MfP(J≥m) and MfP(j),m are open subfunctors of Hilb
n
p(t).
(iii) For every m ≥ 0, the scheme MfP(j),m = Spec (K[C]/U) that represents the functor
MfP(j),m can be canonically embedded as a locally closed subscheme of the Hilbert
scheme Hilb
p(t)
n .
Proof. Item (i) is a direct consequence of Lemma 6.12 and Proposition 6.8.
For what concerns item (ii), it is enough to apply item (i) and Proposition 6.7, recalling
that HN (J)r is an open subfunctor of the Hilbert scheme.
Item (iii) is a direct reformulation of item (ii). The embedding that we consider is the
one of Remark 6.9. 
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ConsiderG as in (6.2) and G˜ ⊂ (K[C]/U)[x], where G˜ is the [j,m]-marked basis obtained
from G replacing every coefficient Cαη by its image in K[C]/U. Observe that by Remark
6.3 G˜ is the universal family of the functor MfP(j),m.
Theorem 6.14. Let j be a quasi-stable ideal in K[x], m a positive integer and A a K-
algebra. Every K-algebra morphism K[C]/U→ A defines the following flat family:
Proj
(
(K[C]/U)[x0,x]
/(
G˜
)h)
×Spec (K[C]/U) Spec (A)→ Spec (A).
Proof. Let φ : K[C]/U→ A be a morphism of K-algebras. By composing the correspond-
ing morphism of schemes with the embedding Spec (K[C]/U) →֒ Hilbnp(t) of Proposition
6.13 (iii), we get a morphism φ̂ : Spec (A) → Hilbnp(t). By definition of scheme represent-
ing a functor, Hom(Spec (A),Hilbnp(t)) = Hilb
n
p(t)(A). Hence, φˆ corresponds to a family
X
φ̂
⊆ PnA which is flat over Spec (A), by (6.5).
More precisely, if we consider A = K[C]/U, φ = Id, the universal family G˜ of the functor
MfP(j),m and the projection morphism
(K[C]/U)[x0,x]→ (K[C]/U)[x0,x]
/(
G˜
)h
,
we obtain the following flat family on Spec (K[C]/U)
X
Îd
= Proj
(
(K[C]/U)[x0,x]
/(
G˜
)h)
P
n
K × Spec (K[C]/U)
Spec (K[C]/U)
where × denotes the fibered product over Spec (K) and the vertical arrow is the projection
on the second factor. For every K-algebra morphism φ : K[C]/U → A, we obtain X
φ̂
=
X
Îd
×Spec (K[C]/U) Spec (A). 
The result of Theorem 6.14 is not obvious. In the following example, we exhibit a family
of ideals parameterized over an affine line, which is not flat although the ideals share the
same affine Hilbert polynomial.
Example 6.15. Consider K = C, n = 5. Let UT be the set containing the following
polynomials in K[x, T ] = C[x1, · · · , x5, T ]:
f1 := 144x
2
1 + 284x1x2 − 317x1x3 − 212x2x3 + 72x
2
3 − 43x3x4,
f2 := x1x4 − x3x4 − x1x2 + x2x3,
f3 := x1x2 − x1x3 − 2x2x3 + x2x4 + x3x4,
f4 := −4x1x2 + x1x3 + 4x1x5 + 4x2x3 − 5x3x4,
f5 := 4x1x2 − 5x1x3 − 8x2x3 + 4x2x5 + 5x3x4,
f6 := −4x1x2 + 3x1x3 + 4x2x3 − 7x3x4 + 4x3x5,
f7 := −90x
2
1 − 56x1x2 + 71x1x3 + 18x
2
2 − 34x2x3 + 109x3x4 + 18x
2
4,
f8 := 4x1x2 − 5x1x3 − 4x2x3 + x3x4 + 4x4x5,
f9 := 48x
2
1 + 68x1x2 − 83x1x3 − 44x2x3 − 25x3x4 + 12x
2
5,
f10(T ) := x3x4 − x2x3 + T
(
x31 + x
3
2 + x
2
2
)
.
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Let iT ⊆ K[x, T ] be the ideal generated by UT and, for every τ ∈ K, let iτ ⊆ K[x] be the
ideal generated by the set Uτ obtained specializing T to τ .
The fibers of the morphism Z = Spec (K[x, T ]/iT ) → A
1
K induced by the embedding
K[T ] →֒ K[x, T ]/iT , form a family in the sense of [20, Chapter II, Section 3, Definition at
page 89] and [15, beginning of Chapter 6]. For every τ ∈ A1K , the fiber Zτ over τ is the
scheme Spec(K[x]/iτ ).
By direct computations, we check that for all τ ∈ K the fibers Zτ have Hilbert poly-
nomial 12, hence correspond to points of the same Hilbert scheme Hilb512. Moreover, the
ideals iτ belong toMf(P(j), 3), where j is the strongly stable ideal generated by the follow-
ing terms: x25, x4x5, x
2
4, x3x5, x3x4, x
2
3, x2x5, x2x4, x1x5, x1x4, x
2
2x3, x
3
2, x1x2x3, x1x
2
2, x
2
1x3, x
2
1x2,
x41.
However, the family Z → A1K is not flat. We can prove this fact in several ways.
For instance, we can apply the criterion of Artin described in [1, Corollary to Proposition
3.1] (see also [2]). In fact, if we take the restrictions of the syzygies (h1, . . . , h10) ∈
K[x, T ]10 of the polynomials f1, . . . , f10(T ) at T = 0, we see that they do not generate
the module of syzygies of the polynomials f1, . . . , f10(0). For example, (0, 0, 0, 0, x4 ,−x2 +
x4, 0,−x2, 0, 2x1 + 2x4 − 4x5) is a syzygy of the polynomials f1, . . . , f10(0) that does not
lift to a syzygy of f1, . . . , f10(T ).
Moreover, it is noteworthy that, for τ = 0, Proj (K[x0,x]/(i0)
h) is a Gorenstein scheme
in P5K , while for other values of τ in K the scheme Proj (K[x0,x]/(iτ )
h) is not Gorenstein.
Since Gorenstein schemes constitute an open subset of Hilb512 [23, Theorem 3.31], this fact
confirms that Z → A1K is not flat.
Finally, let Y be the set of points in Hilb512 that correspond to the K-fibers of the
morphism Z → A1K , namely the schemes Proj (K[x0,x]/(iτ )
h) for τ ∈ K. We see that
Y is embedded in Hilb512 by a parameterization with parameter space {P} ∪ (A
1
K \ {0}),
where P is an isolated point. Indeed, we compute the [P(j), 3]-marked bases of the ideals
iτ and find out that Y is the set of K-points of a reducible scheme that is the union of two
irreducible components. The first component is an isolated point {P} and corresponds to
the case τ = 0. The second component is isomorphic to A1K \ {0} and corresponds to the
cases τ ∈ K \ {0}. Then, we apply Theorem 6.14 and obtain a flat family whose K-fibers
are the schemes defined by the ideals iτ , but the parameter space is {P} ∪ (A
1
K \ {0}) and
is not A1K .
7. Algorithms
In this section, we describe an algorithm for computing the affine scheme representing
the functor MfP(j),m. Recall that if j is a quasi-stable ideal, then its Pommaret basis can be
explicitly computed, for instance, by [18, Algorithm Involutive Completion]. Furthermore,
the regularity reg(j) and the satiety sat(j) can be computed by Lemma 2.7 (i) and (ii).
Let us suppose that the following functions are available:
• Coeff(g, xγ). It returns the coefficient of the monomial xγ in the polynomial g.
• LowerPart(g, t). Given a polynomial g and a non-negative integer t, it returns the
pair of polynomials (g1, g2) such that g = g1+g2, deg(g1) ≤ t and, for every x
γ ∈ supp(g2),
|γ| ≥ t+ 1.
• Reduction(g,G). Given a [j,m]-marked set G and a polynomial g, it returns the
polynomial h such that g
GP−−−→∗ h, h ∈ 〈N (j)〉 (according to Definition 4.2).
• LowTerms(j,m). It determines the set of terms in j≤m.
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1: Reduction1(j,m,G)
Input: j ⊂ K[x] quasi-stable ideal, m a non-negative integer, G a [P(j),m]-marked set.
Output: conditions to impose on the polynomials in G to fulfill Theorem 5.1 (i).
2: Equations1← ∅;
3: B ← LowTerms(j,m) \ P(j);
4: for all xβ ∈ B do
5: h← Reduction(xβ,G);
6: (h1, h2)← LowerPart(h,m);
7: for all xγ ∈ supp(h2) do
8: Equations1← Equations1 ∪ {Coeff(h2, x
γ)};
9: end for
10: end for
11: return Equations1;
1: Reduction2(j,m,G)
Input: j ⊂ K[x] quasi-stable ideal, m a non-negative integer, G a [P(j),m]-marked set.
Output: conditions to impose on the polynomials in G to fulfill Theorem 5.1 (ii).
2: Equations2← ∅;
3: for all fα ∈ G, xi > min(x
α) do
4: h← Reduction(xifα,G);
5: for all xγ ∈ supp(h) do
6: Equations2← Equations2 ∪ {Coeff(h, xγ)};
7: end for
8: end for
9: return Equations2;
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1: MarkedScheme(j,m)
Input: j ⊂ K[x1, . . . , xn] quasi-stable ideal, m a non-negative integer.
Output: an ideal defining the marked scheme Mf(j,m).
2: m0 ← min{m, sat(j)− 1};
3: G← ∅;
4: C ← ∅;
5: for all xα ∈ P(j) do
6: fα ← x
α;
7: for all xη ∈ N (j≤max{m0,|α|}) do
8: fα ← fα + Cαηx
η;
9: C ← C ∪ {Cαγ};
10: end for
11: G← G ∪ {fα};
12: end for
13: Equations← ∅
14: Equations← Reduction2(j,m0,G)
15: if m0=reg(j)− 1 and N (j≤reg(j)−1) = N (j≤reg(j)) then
16: return C,Equations
17: end if
18: Equations← Equations ∪Reduction1(j,m0,G)
19: return C,Equations
Theorem 7.1. Algorithm MarkedScheme(j,m) returns the set C of variables of a poly-
nomial ring over K and the generators of the ideal U which defines the representing scheme
Spec (K[C]/U) of the functor MfP(j),m.
Proof. We analyze the command lines of Algorithm MarkedScheme(j,m).
At line 2, if m ≥ ρ− 1 then the algorithm computes the scheme representing MfP(j),ρ−1
which is isomorphic to that representing MfP(j),m by Proposition 6.7. If m < ρ− 1, then
the algorithm computes exactly the scheme representing MfP(j),m.
From line 3 to line 12, the algorithm constructs the [j,m0]-marked set G as in (6.2) and
the set of parameters as in (6.1).
At line 14, using Algorithm Reduction2, the algorithm computes and collects in the
set Equations, which has been initialized at line 13, the coefficients belonging to K[C] of
the polynomials hiα, for every x
α ∈ P(j) and every xi > min(x
α).
From line 15 to line 17, the algorithm checks if N (j) is finite. If this is the case, the sets
C and Equations are returned (line 16). Thanks to Proposition 5.6 and Theorem 6.6, the
scheme Spec (K[C]/(Equations)) represents MfP(j),m0 .
Else, at line 18 the algorithm also computes and adds to the set Equations the coefficients
inK[C] of the polynomials h
(>m)
β , for every x
β ∈ j≤m\P(j), using Algorithm Reduction1.
Finally, at line 19 the algorithm returns the sets C and Equations, which define the
scheme Spec (K[C]/(Equations)) representing MfP(j),m0 by Theorem 6.6. 
In next example we explicitly investigate some features of a Hilbert scheme of curves
by the techniques developed in the previous sections, hence by applying our algorithm
MarkedScheme.
Example 7.2. Let us consider the Hilbert scheme Hilb33t+2 over a field of characteristic
zero. There are 4 saturated Borel-fixed ideals corresponding to points on this Hilbert
24 MACAULAY-LIKE MARKED BASES
scheme, which can be computed by the algorithm presented in [13], improved in [26] and
generalized in [6]:
b1 := (x3, x
4
2, x
2
1x
3
2), b2 := (x
2
3, x2x3, x1x3, x
4
2, x1x
3
2),
b3 := (x
2
3, x2x3, x
3
2, x
2
1x3), b4 := (x
2
3, x2x3, x
3
2, x1x
2
2).
The ideal b1 corresponds to the lex-segment point of Hilb
3
3t+2. It is well-known that such
a point belongs to a unique component, which is rational. We denote this component by
Y1. By a direct computation, we find that the dimension of Y1 is 18 and its general point
corresponds to the union of a plane cubic curve and two isolated points. By [34, Theorem
6], also b2 and b3 define points of Y1, while b4 does not.
By our methods, we explicitly construct the open subsetMf(P(b4), 2) ofHilb
3
3t+2 as an
affine subscheme of A38K , defined by 53 equations which can be computed by the Algorithm
MarkedScheme. By a direct computation on the ideal generated by these 53 equations,
we find that b4 is contained in two irreducible components Y2 and Y3. We find that the
dimension of Y2 is 12 and its general point corresponds to the disjoint union of a conic
and a line, while the dimension of Y3 is 15 and its general point corresponds to the union
of a twisted cubic curve and a point. For more details about Y2 and Y3 we refer to [8,
Example 6.8].
7.1. Comparison with similar methods. In summary, our algorithmMarkedScheme
essentially consists in a rewriting procedure particularly suitable for the computation of
the scheme parameterizing the family of marked bases over a given quasi-stable ideal
j ⊂ A[x]. The computation depends on the Pommaret basis of the ideal j and on a given
integer m that guarantees that this marked family is parameterized by a finite number
of parameters. Recall that this family is embedded in a Hilbert scheme (see Proposition
6.13).
There are essentially two other rewriting procedures already used for the same purpose,
which are described respectively in [7] and in [12]. More precisely, the method of [7], called
superminimal reduction, computes the same scheme as our algorithm MarkedScheme
but only provided that j is a strongly stable ideal (see Remark 6.5), constructing marked
bases over J≥m = (j)
h
≥m ⊂ A[x0,x]. The method of [12] computes an affine scheme
that parameterizes a P(J)-marked family for every quasi-stable ideal J ⊂ A[x0,x]. In
particular, it is able to compute a scheme that is isomorphic to the scheme which is
computed by MarkedScheme, because it constructs P(J≥m)-marked bases for every
quasi-stable ideal j.
We now highlight the main differences between MarkedScheme and the method of
[12]. First, the number of parameters which are involved in the computation of the ideal
defining the P(J≥m)-marked scheme following the lines of [12] is higher than the one in
Algorithm MarkedScheme. Indeed, in order to compute the ideal defining the P(J≥m)-
marked scheme as in [12], we need to use the set of parameters
C ′ = {C ′αη}xα∈P(J≥m),xη∈N (J≥m)|α| ,
which in general strictly contains the set C as in (6.1). Thus, the computation of [12]
involves more variables, and the result coincides with that of MarkedScheme only after
the elimination of the exceeding variables. Second, the number of polynomials that have to
be reduced by
G(ℓ)
−−−−→∗ in order to define the scheme according to the technique of [12] is very
high. Indeed, for every xβ ∈ j≤m \P(j), such that |β| < m, there is x
β′ = xβxt0 ∈ P(J≥m),
with t = m − |β| ≥ 1, by Proposition 2.10(i). Hence, the algorithm suggested by [12,
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Definition 6.1], according to Theorem 3.3 (iv), computes the polynomial reduction of n
polynomials xiFβ′ , i ∈ {1, . . . , n}, while in AlgorithmMarkedScheme, only the reduction
by
GP−−→∗ of the term x
β is computed.
On the other hand, it may happen that the algorithm of [12] is able to conclude its
computation in a very larger affine space, while in the same case the algorithm Marked-
Scheme does not return the output in a reasonable time (see Example 7.3). However,
MarkedScheme intrinsically involves also the elimination procedure of the unnecessary
parameters, hence a direct comparison of the execution timings with the algorithm in [12]
should include the elimination of variables from the output of [12].
In conclusion, either one of the two algorithms can be more advantageous, depending
on the purpose, as we observe in the following example in which we consider again the
study described in Example 7.2, but from different points of view.
Example 7.3. For the Hilbert scheme Hilb3t+2 considered in Example 7.2, we succeeded
in completing the computation of the marked family over the ideal b1 corresponding to
the lex-segment point by using an implementation of the method described in [12] for the
strongly stable case. But, we succeeded in the detection of the two irreducible components
Y2 and Y3 of the marked family over the ideal b4 thanks to the more concise representation
of the marked scheme obtained by the procedure MarkedScheme. Moreover, for the
ideals b1 and b2 we obtain the following performance, where:
• the execution timings are in seconds;
• NF means “after more than 90 hours we stopped the execution”;
• “construction” is the execution of the algorithm;
• “elimination” means the elimination of the exceeding variables and/or of possible
other eliminable variables after the construction.
We used Maple 18 under Windows 7 professional (64 bit), on a computer with a 3.50 GHz
Intel Xeon processor and 8 Gb RAM:
MS=MarkedScheme, CMR= method of [12]
m # param # eq construction elimination
b1 MS 4 45 NF
b1 CMR 4 311 822 0.9 NF
b2 MS 3 61 126 0.3 19.5
b2 CMR 3 127 289 0.3 12767.7
Concerning the method of [7], first we observe that we work under the more general
hypothesis that j is a quasi-stable ideal, while the results of [7] are proved under the
hypothesis that the considered monomial ideals are strongly stable. Anyway, the difference
between MarkedScheme and the method of [7] essentially consists in the fact that the
reduction process
GP−−−→ that we use to construct the scheme is much simpler to implement
and execute than the superminimal reduction for homogeneous polynomials. Indeed, each
step of superminimal reduction needs a multiplication by a power of the smallest variable
x0 (see [7, Definition 3.2 and Theorem 3.5] for details). The exponent of this power
can be very large and the subsequent multiplications might become a bottleneck for the
time of execution of algorithms using this polynomial reduction. In the affine setting this
problem corresponds to the fact that, in the course of the reduction, polynomials with
very high degree can be involved. This problem is strictly related to an evaluation of the
computational cost that we address in the next subsection.
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7.2. Some complexity results. Like the methods of [7, 12], our algorithm is based on
a rewriting procedure that for every polynomial f recognizes the unique decomposition
f =
∑
pigi + Nf(f) by using a marked basis {g1, . . . , gt}. Hence, as for the computation
of Gro¨bner bases, the computational cost of these methods could be described in terms
of the computational cost of the polynomial ideal membership problem (see [4, 30] and
the references therein). In this context, the key point is in fact the knowledge of bounds
on the degrees of the polynomials pi involved in the rewriting procedure (see [21, 25] and
the references therein). Generally, these bounds depend on the maximal degree of the
polynomials gi and
∑
pigi and on the number n of variables of the polynomial ring over
a field.
As it happens in our computation of marked schemes, we have to consider also the case
in which the polynomials g1, . . . , gt belong to K[C][x] and do not form a marked basis
yet. Anyway, even when g1, . . . , gt form a marked basis, we could have some problems.
We know that the degree of Nf(f) is ≤ max{deg(f),m} and so also the degree of
∑
pigi
is ≤ max{deg(f),m}. However, as we have already outlined, during the reduction
GP−−→,
polynomials pigi of degree higher than max{deg(f),m} can be involved, but this might
be not apparent when looking at
∑
pigi, due to some term cancellations, as the following
example shows.
Example 7.4. Consider j = (x2, x
t
1) ⊆ K[x1, x2] and, for every integer t ≥ 2, the polyno-
mials f1 := x2 − cx
t−1
1 , with c ∈ K
∗, and f2 := x
t
1. The set G := {f1, f2} is a [j, t]-marked
basis. The ring K[x1, x2]/j is Artinian, hence the normal form of every term in j≤t is
always null by Theorem 5.1 and Proposition 5.6. In particular, we have Nf(xt2) = 0 be-
cause xt2 = (
∑t−1
i=0 c
ixt−1−i2 x
i(t−1)
1 )f1 + c
tf t−12 , where the last addend is c
tx
t(t−1)
1 . Hence,
the maximal degree in the variables x1, x2 is t(t− 1).
Eventually, we obtain the following result that gives a bound for the maximal degree
of the polynomials occuring in the reduction of a term xβ by our method, more precisely
for the maximal degree of the polynomials pigi when G = {g1, . . . , gt} = {fαi}xαi∈P(j) is a
[P(j),m]-marked set. To reach this aim we will consider sequences of terms {xη0 , xη1, . . . , xηs}
such that for every 0 ≤ i < s
(7.1) xηi = xδixαi ∈ CP(x
αi), xηi+1 ∈ supp(xηi − xδifαi).
Theorem 7.5. Let G ⊂ A[x] be a [P(j),m]-marked set and d the maximal degree of the
polynomials in G. Then, the maximal degree of a polynomial occurring in the reduction of
a term xβ of degree h by
GP−−−→ is lower than or equal to (h− 1)dn−1 + d.
Moreover, for every sequence {xηi}i=0,...,s satisfying condition (7.1) we obtain
s ≤
{
h if d = 1
(h−1)(dn−1)
d−1 if d > 1.
Proof. By the hypothesis we have d ≤ max{m, |xα| : xα ∈ P(j)}. By Proposition 4.3,
we can take a sequence {xηi}i=0,...,s of terms satisfying condition (7.1), i.e. for every 0 ≤
i ≤ s − 1, xηi+1 appears in the first step of reduction of xηi by
GP−−−→ and belongs to j.
Thus, for every 0 ≤ i ≤ s − 1, there is a term xαi of the Pommaret basis P(j) such that
xηi = xαixδi ∈ CP(x
αi). We assume xη0 = xβ.
By Lemma 2.7(v), we have max(xδi) ≥ max(xδi+1) and if the equality holds then the
exponent of max(xδi) in xδi is higher than its exponent in xδi+1 .
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Observe that if d = 1 then all polynomials of G have degree 1 and h ≥ |xηi | for every
i ∈ {0, . . . , s} by construction. Moreover, in this case we obtain also s ≤ h by construction.
Hence, let d be ≥ 2.
We first consider the special case max(xδi) = xv for every i ∈ {0, . . . , s − 1} and either
max(xδs) < xv or x
ηs /∈ j. Note that s ≤ |xη0 | − |xα0 | because the exponent of xv in x
δi
strictly decreases at every step. By construction we have |xηi+1 | ≤ |xηi |+ d− 1, for every
0 ≤ i < s. Thus, we obtain
(7.2) |xηs | ≤ |xη0 |+ (d− 1)(|xη0 | − |xα0 |) = d|xη0 | − (d− 1)|xα0 |.
We can summarize the bounds for a sequence of the above special type as follows:
(1) the maximal degree of the terms is lower than or equal to d times the degree of
the first term minus d− 1;
(2) s ≤ degree of the first term minus 1.
Let us now consider the general case. Observe that the sequence {xηi}i=0,...,s is the union of
at most n consecutive sub-sequences of the above special type, because we have n variables
and max(xδi) ≥ max(xδi+1), where if the equality holds then the exponent of max(xδi) in
xδi is higher than its exponent in xδi+1 . We assume xηs /∈ j because every other sequence
can be extended to a sequence with this property.
For convenience, let ℓn+1 := 0 and hn+1 = h. Moreover, for every variable xv ≥ x1, let
ℓv := min{i ∈ {0, . . . , s} : max(x
δi) < xv or x
ηi /∈ j} and let us denote by hv the maximal
degree of the terms xηi with i ≤ ℓv. Note that h = hn+1 ≤ hn ≤ · · · ≤ h2 ≤ h1 and ℓ1 = s.
In particular, if max(xβ) = xj then we have h = hn+1 = · · · = hj+1. We first consider the
sub-sequences of the above special type {xηi}i=ℓv+1,...,ℓv for every v ∈ {2, . . . , n}. By (1)
for every v ∈ {2, . . . , n} we have hv ≤ (hv+1 − 1)d+ 1 and by recursion
hv ≤ (h− 1)d
n−v+1 + 1.
In particular, we obtain h2 ≤ (h− 1)d
n−1 + 1.
If xηℓ2 /∈ j then we can conclude. If xηℓ2 ∈ j then we consider the last sub-sequence
{xηi}i=ℓ2,...,s. In this case, for every ℓ2 ≤ i ≤ s−1 we have x
δi = xci1 for some non-negative
integers ci with cℓ2 = |x
ηℓ2 | − |xαℓ2 | ≤ h2 − 1 and cℓ2 > cℓ2+1 · · · > cs−1 by Proposition
4.3. Thus for every ℓ2 < i ≤ s we have |x
ηi | ≤ d+ cℓ2 ≤ d+ h2 − 1 by construction.
Therefore, the maximal degree of the terms in the whole sequence is lower than or equal
to (h− 1)dn−1 + d.
Let us now consider the number s of steps of the reduction
GP−−−→ we need to obtain the
term xηs from the term xη0 of the sequence {xηi}i=0...,s. By (2), for every v ∈ {2, . . . , n}
we consider the sub-sequence {xηi}i=ℓv+1,...,ℓv and have ℓv− ℓv+1 ≤ |x
ηℓv+1 |−1 ≤ hv+1−1.
Moreover, we have already proved that ℓ1−ℓ2 = s−ℓ2 ≤ h2−1. Then, s ≤
∑n
v=1(hv+1−1)
and we obtain the claimed bound. 
Remark 7.6. We observe that the first bound of Theorem 7.5 is sharp by exhibiting the
unique case in which the inequality is an equality, beyond the banal case xβ = 1 ∈ j. We
can have an equality only if:
• there are exactly n sub-sequences of special type, namely ℓv+1 6= ℓv for every v > 1;
• we have an equality in (7.2) for every v, i.e. |xαi | = 1 for every i.
Hence, xn, . . . , x2 must belong to j and N (j)≤d ⊆ {1, x1, . . . , x
d
1}. Moreover,
• at every step, xηi is replaced by a term in N (j)d, i.e. by x
d
1.
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With these constraints, every variable in xη0 is replaced by xd1 and we obtain hd as maximal
degree. Therefore, the only cases in which we have an equality are those presented in next
Example 7.7 because the two integers (h− 1)dn−1 + d and hd are equal only if n = 2.
Example 7.7. Let h, d be any two positive integers. Consider j = (x2) ⊆ K[x1, x2]
and the polynomial f1 := x2 −
∑d
i=0 aix
i
1 for some coefficient ai ∈ K, ad 6= 0. The set
G := {f1} is a [P(j), d]-marked basis. The normal form of the term x
h
2 is the polynomial
(
∑d
i=0 aix
di
1 )
h whose maximal degree is hd = (h− 1)dn−1 + d, where n = 2 is the number
of variables.
Let G ⊂ K[C][x] be the [P(j),m]-marked set which we defined in (6.2) and let d be the
maximal degree of the polynomials of G in the variables x.
Corollary 7.8. The maximal degree of the generators of the ideal U that are computed by
the algorithm MarkedScheme is ≤ d(d
n−1)
d−1 .
Proof. At every step of the rewriting procedure
GP−−−→ that the algorithmMarkedScheme
performs starting from the polynomials of G, the degree of the coefficients in the variables
C increases at most by 1. Then, we can conclude because by Theorem 7.5 we have at
most (h−1)(d
n−1)
d−1 steps, where h is the maximal degree of the terms to be reduced, that in
this case is ≤ d+ 1 by Theorem 5.1. 
Example 7.9. Let h, d be any two positive integers. Consider j = (x2, x
d
1) ⊆ K[x1, x2] and
the polynomials f1 := x2 − x
d−1
1 , f2 := x
d
1 − x
d−1
1 . The set G := {f1, f2} is a [P(j), d − 1]-
marked basis with polynomials of maximal degree d. In order to obtain the normal form of
the term xh2 we perform h steps of reduction by f1, getting x
h(d−1)
1 , and then h(d−1)−(d−1)
steps of reduction by f2 getting the normal form x
d−1
1 . Therefore the total number of steps
is (h− 1)d + 1.
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