We characterise the unbiasedness of the score function, viewed as an inference function, for a class of finite mixture models. The models studied represent the situation where there is a stratification of the observations in a finite number of groups. We show that if the observations belonging to the same group follow the same distribution and the K distributions associated with each group are distinct elements of a sufficiently regular parametric family of probability measures, then the score function for estimating the parameters identifying the distribution of each group is unbiased. However, if one introduces a mixture in the scenario described above, so that for some observations it is only known that they belong to some of the groups with a given probability (not all in {0, 1}), then the score function becomes biased. We argue then that under further mild regularity conditions, the maximum likelihood estimate is not consistent.
Introduction
It is well known that the score function is an unbiased estimating function under mild regularity conditions on the underlying statistical model (see [2, 3] ). This basic property is used in the classic proofs of consistency of the maximum likelihood estimate (see [4, 1] ). We present here a collection of examples based on finite mixture models for which the score function of a finite mixture model is a biased inference function, and the maximum likelihood estimate for those models is not consistent. The proof presented is simple and involves relatively elemental mathematical tools.
The type of finite mixture models discussed here naturally appears in many statistical contexts and applications. Informally, these models represent the situation where there is a stratification of the observations in a finite number of groups, say K disjoint groups. Suppose that the observations belonging to the same group follow the same distribution and that the K distributions associated with each group are distinct elements of a sufficiently regular parametric family of probability measures. We show that in this scenario, under mild regularity conditions, the score function for estimating the parameters identifying the distribution of each group is unbiased. However, we show also that the score function becomes biased if one introduces a mixture in the scenario described above. More precisely, suppose now that there are some observations for which we do not know in which group they belong to, still, instead, we can attribute probabilities of those belonging to different groups (and not all probabilities are in {0, 1}). In that case, the score function for estimating the parameters identifying the distribution of each group is biased.
In section 2 we briefly review some basic definitions and properties of inference functions and in section 3we define the mixture model described above formally. The result characterising when the score function is biased is proved in section 3.
Basic Facts on Inference Functions
Consider a parametric family of probability measures
defined on a common measure space (X , A, ν) which is denoted the basic model. We assume that P is dominated by a σ-additive measure ν and that suitable versions of the Radon-Nykodim derivatives, dP θ /dν( · ) = p( · ; θ), are chosen to represent each probability measure P θ in P. Moreover, suppose that the basic model is sufficiently regular to allow standard (well behaved) likelihood-based inference on θ. A function Ψ : X × Θ −→ R q such that for each θ ∈ Θ the component function Ψ( · ; θ) is measurable is called an inference function. Given an inference function Ψ and a sample x = (x 1 , . . . , x n ) we define an estimatê θ =θ(x) of the parameter θ as the solution to the equation
The inference function Ψ is said to be an unbiased inference function when
The inference function Ψ is a regular inference functionif it is unbiased and the properties (i) -(v) below hold for all θ ∈ Θ and all i, j in {1, . . . , q}:
(i) The partial derivative ∂Ψ(x; θ)/∂θ i exists for µ-almost every x ∈ X ;
(ii) The order of integration and differentiation may be interchanged as follows:
Bias of the Score Function of Finite Mixture Models
It can be shown (see [4] , Chapter 4) that the estimate sequence {θ n } is consistent and asymptotically normally distributed.
Basic setup
We consider below the situation where only K (for K ∈ N) distributions of P are realisable. More precisely, suppose that we observe the realisations of I (I ∈ N) independent random variables, say X 1 , . . . , X I . Suppose that there exists a finite set Θ K = {θ 1 , . . . , θ K } ⊂ Θ such that for each i ∈ {1, . . . , I}, there is one, and only one, θ i ∈ Θ K such that X i ∼ P θ i . Here the parameters θ 1 , . . . , θ K determine the probability laws of K different groups of observations termed the K components of the basic model P. It is assumed that the distributions of the components, P θ 1 , . . . , P θ K , are all different.
In the present setup, each observation belongs to one, and only one, component. We will consider below scenarios ranging from the situation where it is known to which component each observation belongs to (complete information or absence of mixture), to the situation where this information is only known for some or none of the observations (partial or complete mixture, respectively). In order to characterise these scenarios, we introduce a I × K matrix Π = [π i k ] i=1,...,I;k=1,...,K , such that for i = 1, . . . , I and k = 1, . . . , K, π i k ∈ [0, 1] and K j=1 π i j = 1 .
(
The finite mixed model defined by the basic model P and the mixing matrix Π is the model that for i = 1, . . . , I atributes the probability law given by the density
to the ith observation. Here π i k plays the role of the probability that the i th for all (or some) i ∈ {1, . . . , I} correspond to the situation where the components are unknown for all (or for some) observations and therefore there is complete (or partial) mixture; we say then that the model given by (4) contains a mixture.
Bias of the score function of finite mixed models
The proposition below shows that score function is biased when a finite mixed model contains a mixture. This will imply (under further regularity conditions) that the maximum likelihood estimate for finite mixed model containing a mixture is not consistent.
Proposition 1
Suppose that the statistical model related to the family P is sufficiently regular so that the score function S(x, θ) = I i=1 S i (x i , θ) is well defined and unbiased, i.e., for all θ ∈ Θ and all i ∈ {1, . . . , I},
Then the score function of the mixed model defined by the basic model P and the mixing matrix Π satisfying (3) (5) ) = 0 and therefore the score function is unbiased.
(⇐=) Suppose that the model given by (4) contains a mixture. We proof that in this case the score function is biased. Since the model given by (4) contains a mixture, then there exist an i ∈ {1, . . . , I} and a k and a k ′ ∈ {1, . . . , K} (k = k ′ ) such that 0 < π i k < 1 and 0 < π i k ′ < 1. Assume, without loss of generality, that π i j = 0 for all j ∈ {1, . . . , K} \ {k, k ′ }.
Denoting the differentiation operator with respect to θ k by ∆ θ k , we have that
therefore the score function is biased. ⊔ ⊓ Remark 1: It is well known that the score function is unbiased under mild regularity conditions on the statistical model (see [4] ); therefore, it is natural to ask where the proof of unbiasedness of the score function fails in the present example. The following sketch of the proof of unbiasedness of the score function enlighten this point. Denoting the density of an element of the basic model P by f ( · ; θ), we have, for each θ ∈ Θ,
Here the crucial part of the argument is the differentiation under the integration sign (a property obtained for example by assuming that the tails of the density function f ( · ; θ) decays sufficiently rapidly) used in (8), but this condition typically holds for all densities of the family P and therefore it holds also for mixtures of densities of P; therefore the classic proof typically does not fail at this point. Indeed, the classic proof of unbiasedness of S breaks before this point, namely at the factorization step used in (7).
Remark 2:
We sketch below an argument showing that, under mild regularity conditions, the maximum likelihood estimate is not consistent when the score function is biased. Since the purpose here is just to be illustrative, we consider the case where Θ ⊆ R and we assume all the regularity conditions required to keep the argument simple. Here we use the notion of consistency in probability (see [5] , page 232), i.e. , a sequence of estimates Suppose, by hypothesis of absurdum, that S is biased and that there is a sequence {θ n } of roots of 1/n n i=1 S(X i ; θ) that is consistent. Define for each θ * ∈ Θ the function λ θ * : Θ −→ R given by λ θ * (θ) = X S(x; θ)p(x; θ * )dν(x) and assume that the function λ θ * is continuous for any choice of θ * ∈ Θ.
Clearly, the score function S is unbiased if, and only if, λ θ (θ) = 0 for all θ ∈ Θ. If S is biased, then there exist θ * ∈ Θ such that λ θ * (θ * ) = 0. Since λ θ * is continuous in a neighbourhood of θ * , there exist an ǫ > 0 such that for all θ ∈ (θ * −ǫ, θ * + ǫ), λ θ * (θ) = 0. Since 1/n n i=1 S(X i ; θ * ) P θ * −a.s. −−−−→ λ θ * (θ * ), then for n sufficiently large 1/n n i=1 S(X i ; θ) will not have a root in (θ * −ǫ, θ * +ǫ). Therefore, for n sufficiently large, θ n − θ * > ǫ, P θ * − a.s., which contradicts the hypothesis of consistency of {θ n }.
Note that from the proof of the proposition 1 we have that λ θ (θ) = 0 for all θ ∈ Θ, so in fact the argument exposed in the previous paragraph holds for any θ ∈ Θ (not only for one particular value of the parameter θ).
Remark 3:
It is straightforward to extend proposition and the proof above to the case where there is a nuisance parameter (e.g. by introducing a parameter common to all the observation such as a scale parameter); the only difference is that the notation becomes more involved.
