Abstract. For 
Introduction
Vertex decomposable simplicial complexes and graphs are important in combinatorial topology and combinatorial commutative algebra, since they provide examples of shellable simplicial complexes, while vertex decomposable simplicial complexes and graphs are further sequentially Cohen-Macaulay, see [13] for a characterization of sequentially Cohen-Macaulay complexes.
For each graph G, Villarreal [20] constructed a full whiskered graph G W , i.e., for each vertex v of G, an end vertex is attached to v (the induced subgraph K 2 is called
Preliminaries
In this section, we introduce some relevant definitions and results on simplicial complexes, clutters, and minimal free resolutions. We use [14, 21] as basic references.
Recall that a simplicial complex ∆ on the vertex set [n] = {1, 2, . . . , n} is a collection of subsets of [n] such that if F ∈ ∆ and E ⊆ F , then E ∈ ∆. Each F in ∆ is called a face, and a facet F is a maximal face with respect to inclusion. A simplicial complex ∆ is called pure if all facets have the same cardinality. Denote by F (∆) the set of all facets of ∆ and, if F (∆) = {F 1 , F 2 , . . . , F t }, then ∆ can be denoted by F 1 , F 2 , . . . , F t . A nonface of ∆ is a subset F of [n] with F / ∈ ∆. Let N (F ) be the set of minimal nonfaces of ∆ with respect to inclusion. The dimension of a face F is dim F = |F | − 1 and, the dimension of ∆ is defined by dim ∆ = max{dimF | F ∈ ∆}. Recall that the Alexander dual ∆ ∨ of a simplicial complex ∆ is defined by ∆ ∨ = {[n] F | F / ∈ ∆}. For a face H of a simplicial complex ∆, recall the following notation ∆ H =: {F ∈ ∆ | H ∩ F = ∅}, lk ∆ (H) =: {F ∈ ∆ | H ∩ F = ∅, F ∪ H ∈ ∆}.
Note that whenever H = {x} is a vertex, the notations are usually written as ∆ x and, lk ∆ (x) respectively. Recall the following concept of a vertex decomposable simplicial complex, which is introduced by Provan and Billera [18] in pure case and, is extended to the nonpure case by Björner and Wachs [4] :
Definition 2.1. A simplicial complex ∆ with vertex set [ n ] is called vertex decomposable, if either ∆ is a simplex, or there is a vertex x of ∆ such that the following requirements are satisfied:
(α) Both ∆ x and lk ∆ (x) are vertex decomposable; (β) No facet of lk ∆ (x) is a facet of ∆ x, or equivalently,
A vertex x satisfying conditions (α) and (β) is called a shedding vertex of ∆. If x only satisfies condition (β), then we call it a weak shedding vertex.
A translation in the language of graphs is restated in the following 
A vertex x with the properties is called a shedding vertex of G. It is well known that a vertex cover of a graph G is a subset C of the vertex set V (G) such that C ∩ {i, j} = ∅ holds for all {i, j} ∈ E(G). A vertex cover S is called minimal if no proper subset of S is a vertex cover. Clearly, a subset C of V (G) is a minimal vertex cover of G if and only if V (G) C is a maximal independent vertex subset of G.
Recall that a graph G is said to be unmixed (or alternatively,well-covered), if all minimal vertex covers of G have the same cardinality. It is known that a Cohen-Macaulay graph is always unmixed, while a graph G is unmixed if and only if the simplicial complex Ind G is pure. The following result is well known: 
An order of the facets satisfying the conditions is called a shelling order.
For pure simplicial complexes, recall the following established implications:
vertex decomposable and pure =⇒ pure shellable =⇒ Cohen − Macaulay.
For nonpure simplicial complexes, it is known that vertex decomposable implies nonpure shellable, while nonpure shellable implies sequentially Cohen-Macaulay. For a face F of a simplicial complex ∆, let X F = i∈F x i . Recall that the StanleyReisner ideal of ∆ is defined by
For a graph G, note that G is said to be vertex decomposable (shellable, strongly shellable, (sequentially) Cohen-Macaulay, respectively), if the simplicial complex Ind G is vertex decomposable (shellable, strongly shellable, (sequentially) Cohen-Macaulay, respectively). Assume further G has vertex set {x 1 , . . . , x n } with edge set E(G), and let S = k[x 1 , x 2 , . . . , x n ] be the polynomial ring with n variables x i over a field k. Recall that the edge ideal associated to G is defined to be the ideal I(G) = x i x j | {x i , x j } ∈ E(G) of R, and it is clear that I(G) is identical with the Stanley-Reisner ideal I ∆ of the simplicial complex ∆ = Ind G. The edge ideal of a graph was introduced by Villarreal in [21] , and the Cohen-Macaulay property of the edge ideals was studied.
Hà and Van Tuyl in [12] studied the resolutions of edge ideals, finding some recursive methods for computing Betti numbers of triangular hypergraphs; Fröberg [11] gave a characterization on a property of the edge ideal I(G), namely, I(G) has a linear resolution if and only if the complement graph G is chordal.
The maximal facets of the complex Ind G π
Recall that a clique of a graph is an induced complete subgraph. Recall from [6] that a vertex clique-partition π of a graph G is a partition π = {W 1 , . . . , W d } of V (G) such that each subgraph induced on W i is a nonempty clique. Note that W i in [6] are allowed to be empty, and this is convenient for considering deletion and link when isolated vertices may occur. For the sake of computing Betti numbers, it is assumed that each W i in this paper is nonempty.
Let G be any graph, let π = {W 1 , . . . , W d } be a vertex clique partition of G, and let W = {s 
and, we consider enumeration of the facet set P(G π ); note that the facets of Ind G π have a kind of nice exchange property away from the facet W ; we can define a pre-partial order < in P(G π ), in the following way: in
Note that this really defines a partial order in
where W is the least element of the poset (P(G π ), ≤). We have 
are determined by the subsets {v 2 , v i } (3 ≤ i ≤ r); and this proves the second conclusion.
The first conclusion follows in a similar way.
Let F 1 , . . . , F s be the maximal elements of the poset, then clearly
holds. Note that F i W are all the maximal independent vertex set of the graph G, thus to count the number of maximal facets of the simplicial complex Ind G π , it is only necessary to count the number of the faces of the simplicial complex ∪
, and this depends on the mutual intersection property of the sets
Note that in [6, Proposition 3.8] , it is proved that the h-vector of Ind G π is identical with the f -vector of G.
We end this section with the following example:
Example 3.2. For the cycle graph G = C 2n , let G π =: G E be the clique-whiskered graph after adding n ears. Clearly, C 6 has the following five maximal independent vertex sets:
thus the number of faces of ∪
By Proposition 3.1, the vertex independence complex of the clique-whiskered graph C E 6 has 18 facets. 
Such a partition e π = {U 1 , . . . , U s } is called a clique cluster-partition of V (G) based on the vertex clique-partition π of G. Note that in a clique cluster-partition e π = {U 1 , . . . U s } based on a vertex clique-partition π = {W 1 , . . . , W d } of V (G), s ≤ t clearly holds true, while each U i is either identical with some W j or, is a union of more than one cliques from π which are mutually independent in the graph G.
Let e π = {U 1 , . . . U r } be a clique cluster-partition of V (G) based on the vertex cliquepartition π = {W 1 , . . . , W d } of a graph G. Assume further that U j contains more than one W l for j with 1 ≤ j ≤ r and, for each i with r + 1 ≤ i ≤ s, U i is identical with some W k i . Now we expand the graph G to a new and larger graph G md in the following Construction: Let A 1 , . . . , A d be mutually disjoint nonempty finite sets with A i ∩ V (G) = ∅ (∀i); let B 1 , . . . , B r be mutually disjoint nonempty finite sets such that
and the edge set E(G md ) are established in accordance with the following three rules: 
which is constructed and studied in [6] . We illustrate our construction G mc with the following example, where G is taken to be a very simple graph L 6 : Example 4.1. Let G be the line graph of length 5: (1) Consider the trivial clique decomposition π 1 : V (G) = ∪{v i } and, a clique cluster decomposition e π 1 : V (G) = {v 1 , v 3 , v 5 } ∪ {v 2 , v 4 , v 6 } based on π 1 . Then we have the corresponding cc-whiskered graph G cc : Then we have the corresponding mcc-whiskered graph G mc :
cc , of cardinality 6,7,8 respectively.
Recall that a simplicial complex ∆ is called (m, n) -pure, if for each facet F of ∆, m ≤ dim F ≤ n holds.
We begin with the following immediate observation: 
, then for r + 1 ≤ i ≤ s, each vertex of U i is adjacent to exactly one vertex of W , while each vertex of U i (1 ≤ i ≤ r) is adjacent to exactly two vertices of W . Now assume that
. Then for any maximal independent vertex set V of G cc , assume further that
Then it follows from |S ∪ T | = |S| + |T | − |S ∩ T | ≥ |S| and the facts
Note that the cardinalities of maximal independent facets of Ind G cc may fill the 
For any
holds true, and v is not adjacent to other vertices of
, together with some possible isolated vertex decomposable graphs, where u is the number of W j 's with U j ⊆ N G md [v] , t is the number of U j 's which consists of two W k and exactly one W k is contained in N G md [v] and, w is the number of
This complete the proof.
Note that there is an analogous result if all md are replaced by mc, where the phrase together with a possible isolated vertex decomposable graph is replaced by together with some isolated vertices.
The following known result is also needed:
Lemma 4.4. For any graph G, G is vertex decomposable if and only if all connected components of G are vertex decomposable.
For a given graph G, the choice of clique partitions π are generally varied and abundant; for any vertex clique partition π of G, the choice of clique cluster partitions e π are generally also varied and abundant. Thus starting from any graph G, a lot of distinct graphs G mc may be constructed; yet, these graphs share a common good property, i.e., they are vertex decomposable, as is shown in the following main result of this section; note that when passing from
, both the related π and e π have changed somewhat. 
is a mcc-whiskered graph together with some possible isolated vertex decomposable graphs, thus it is also vertex decomposable. Furthermore, if W is an independent vertex set of the graph Note that each vertex of G is a shedding vertex of G mc ; note that G mc is not unmixed in general. For a squarefree monomial ideal I of a polynomial ring S, recall from [13] that S/I is sequentially Cohen-Macaulay if and only if the Alexander dual I ∨ of I is componentwise linear.
By the above mentioned constructions, we immediately observe the following 
For a simplicial complex ∆ with n vertices and a field k, let S = k[x 1 , . . . , x n ] be a polynomial ring with n variables. Recall that the graded Betti numbers are defined by β 
P roof. In the proof of Lemma 4.3, if {v} = W 1 , then there exists an integer m = |A 1 | and a large enough r, such that the facet set of (Ind
where F 1 is a facet of Ind (G v) mc ; thus we have
mc ). Then the formulae follows from [17, Corollary 2.11(1)].
Corollary 4.9 actually also implies the following formulae concerning the projective dimension and Castelnuovo-Mumford regularity. In particular, proj − dim(I ∆ ∨ χ ) = reg(S/I ∆ ∨ χ ) = d + 1. The unmixed property of G π is crucial for this result. Note that G mc is generally not unmixed, and the class of mcc-whiskered graphs are much larger than the class of clique-whiskered graphs G π , thus the recursive formulae given in Corollary 4.9 is applied and effective, as the following example shows: Example 4.11. Assume n ≥ 1 and consider the cycle graph G = C 4n with V (G) = {v i | 1 ≤ i ≤ 4n}, and the vertices are drawn clockwise. Let the vertex clique partition be V (G) = ∪ 2n i=1 W i where W i = {v 2i−1 , v 2i }; let the clique cluster partition be V (G) = U 1 ∪ · · · ∪ U n , where U 1 = W 1 ∪ W 3 , U 2 = W 2 ∪ W 4 , · · · , U n = W 2n−2 ∪ W 2n . Consider the cc-whiskered graph G cc of type (2n, n), we have G cc v 4n = (G v 4n ) cc , which is a cc-whiskered graph of type (2n, n) on the line graph L 4n−1 ; while
cc , which is a cc-whiskered graph of type (4n − 1, n − 1) on the line graph L 4n−2 . We draw the three cc-whiskered graphs in Figures 4.4 
The link C cc Note that mcc whiskered graph will occur if we continue delete a vertex. By the recursive formulae in Lemma 4.9 and mathematical induction, the calculation of the graded Betti numbers β i,j of the cover ideal I c (C cc n ) are finally reduced to the computation of β i,j (J), where J is the ideal of S = k[x 1 , x 2 , . . . , x r ] generated by x 1 , x 2 · · · x r (r ≥ 2). Note that S/J has the following minimal free resolution by CoCoA [5] : 0 −→ S(−r) −→ S(−1) ⊕ S(−(r − 1)) −→ S, i.e., β −1,0 (J) = β 1,r (J) = β 0,1 (J) = β 0,r−1 (J) = 1.
