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Abstract 
 
As with other sensory modalities, the vestibular system recruits efferent circuitry 
to transport information from the central nervous system (CNS) to the sensory 
periphery. This efferent vestibular system (EVS) originates in the brainstem and 
terminates on vestibular hair cells and afferent fibres in the semicircular canals and 
otolith organs. Understanding how this central component outputs to the vestibular 
organs, and mediates motor and vestibular coordination, could potentially impact 
clinical treatment of vestibular disorders. 
 
Previous EVS work has primarily focused on the anatomy, pharmacology, 
synaptic mechanisms, and peripheral effects of efferent vestibular nucleus (EVN) 
activation. Although this work is fundamental to understanding this system and its 
mechanism of action, the behavioural function of the EVS is yet to be ascribed. For 
this, we need to appreciate the physiology of EVN neurons, and their context of 
activation within the CNS. In this thesis, I characterise the electrophysiological profile 
of EVN neurons, and trace their direct monosynaptic circuitry. My methodology 
includes whole-cell current- and voltage- clamp electrophysiology, and glycoprotein-
deficient rabies virus tracing techniques. Using these, I enrich understanding of EVN 
action, and hint at potential functional roles from their CNS partners. 
 
The data presented in this thesis provides novel insights into the EVS. EVN 
neurons are characterised with a homogeneous output, but a heterogeneous synaptic 
input profile. Inputs to the EVN originate from diverse areas in the brainstem and 
cortex. These findings suggest that the EVN modulates vestibular end organs in 
multiple different behavioural contexts. 
 
This work forms the basis of subsequent EVS behavioural investigations such as 
loss of function experiments targeting input regions via optogentic means and 
subsequent EVS recordings, or silencing of EVN activity and subsequent behavioural 
testing. Collectively, my results, these future directions, and the existing body of EVS 
literature, brings us closer than ever to understanding and ascribing a functional role 
for the EVS.  
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Chapter I 
1.1 General Background 
Balance and coordination are fundamental to interacting with, and navigating the 
environment. They are seemingly non-trivial tasks that have been replicated digitally. 
For example, humanoid robots can be designed to mimic human tasks such as 
arranging boxes on a conveyor belt, and to perform back flips – perhaps more 
successfully than most humans. A modern car can determine its own location with 
every turn to essentially drive and park itself. Drones, helicopters, aeroplanes, ships, 
and submarines alike exploit guidance technologies for effectively navigating their 
respective environments. However, despite the level of sophistication of these 
mechanical innovations, these systems still lag behind the natural system employed 
by vertebrates and invertebrates for millions of years.  
 
Engineered by evolution, the vestibular system is at the heart of animal 
locomotion. Its sensory organs, the otoliths organs and semicircular canals, measure 
linear and angular acceleration of the head respectively, and allow for the effective 
navigation within surrounding environments in multiple planes of motion. This ‘sixth 
sense’ serves as a righting system for the orientation of both head and body, and is 
rudimentary to survival.  
 
When compared to other sensory systems, the vestibular system was one of the 
last to be described (for a review see Wiest, 2015). Since Italian anatomist Gabriele 
Fallopio first described the anatomy of the inner ear in 1561, and French physiologist 
Pierre-Marie Flourens linked semicircular canals to balance and equilibrium in 1842 
(Wiest, 2015), we have learned much in terms of connectivity and function that have 
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built our knowledge and understanding of this system, and also impacted on clinical 
practice and treatments. For example, debilitating symptoms of vertigo, dizziness and 
nausea have been linked to vestibular dysfunction from trauma, disease or age. Given 
the functional and clinical significance of the vestibular system, it is somewhat 
surprising that the central neural circuitry responsible for this natural navigation 
system remains poorly understood.  
 
In its simplest form, motor and proprioceptive coordination is governed by 
communication between peripheral and central centres. Sensory information obtained 
from peripheral receptors of the external environment is relayed to the central nervous 
system via afferent pathways where it is integrated before recruiting efferent 
pathways to output to respective organs for modulation and adjustment. Direct 
afferent-efferent pathways also exist between peripheral and central centres (for 
example, specific reflex arcs in the spinal cord are monosynaptic). In this way, the 
nervous system is able to monitor and adapt to changes in both the external and 
internal environment. The former process is also true for the vestibular system. At the 
periphery, deflections in hair cell bundles send information to central vestibular nuclei 
via afferent fibres. At the level of the brainstem vestibular nuclei, a vestibular efferent 
system projects via the vestibulocochlear nerve back to the periphery and terminates 
on vestibular primary afferents as well as vestibular hair cells to modulate their 
activity and thus impact on vestibular coordination. In fact, the efferent vestibular 
system (EVS) has been shown to modulate both afferent (Goldberg and Fernàndez, 
1980; Boyle and Highstein, 1990; McCue and Guinan, 1994) and hair cell discharge 
(Holt et al., 2006; Boyle et al., 2009; Castellano-Munoz et al., 2010). Despite the 
observation of the divergent connectivity of the EVS, little is known about its 
functional role. To best understand how this system operates, a comprehensive profile 
of efferent vestibular nucleus (EVN) neurons is crucial.  
 
Although there is considerable literature establishing a pharmacological and 
anatomical profile of the EVS, as well as understanding the peripheral effects of 
efferent activation, a physiological profile of EVN neurons is lacking. Indeed, only 
two papers have investigated the physiology of EVN neurons directly – that is, with 
recordings of their intrinsic cellular activity. However, these studies are incomplete in 
that animals were either decerebrate and decerebellate (Marlinsky, 1995), or cell yield 
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was low (Leijon and Magnusson, 2014). Thus, there remains no comprehensive 
profile of neurons in the EVN of any species. In this thesis, I first aim to isolate the 
location of the EVN in the mouse brainstem before characterising the 
electrophysiological properties of these cells (including action potential shape, 
discharge properties, and synaptic input profile). Having established a comprehensive 
profile for efferent vestibular neurons, I then begin to create a map of their 
monosynaptic inputs to understand the context within which the nucleus is activated. 
By combining physiological recordings and anatomical tracing techniques, I build our 
understanding of how vestibular information is processed in the brain, and come 
closer to ascribing discrete functional roles for the vestibular efferent system in mice. 
 
This Chapter contains a brief introduction to the vestibular system at both the 
peripheral and central level. A specific EVS introduction is included as a published 
manuscript reviewing EVS research in Frontiers in Physiology in the following 
Chapter. In Chapter 3, the location, and electrophysiological profile of neurons within 
the EVN is established and presented as a published manuscript in PLoS One. In 
Chapter 4, I describe for the first time a method of tracing the direct monosynaptic 
inputs to the EVN and discuss the findings of this work in relation to a number of 
putative EVN targeting central nervous system (CNS) structures. The fifth and final 
Chapter details a summary of this thesis and discusses potential future directions of 
my research, as well as my conclusions. The appendix includes four other papers I 
have been involved during the course of my PhD candidature, and a note on how they 
relate to my research. 
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1.2 Peripheral Vestibular System 
The assembly of organs in the inner ear that comprise the vestibular labyrinth are 
labelled in Figure 1. Within the outer bony labyrinth lays a membranous system that 
forms three interconnected canals and two chambers in mammals (Goldberg, 1991). 
Together, they are the three semicircular canals and two otolith organs (the utricle and 
the saccule) respectively (Wersall, 1956; Hillman, 1972). Within these canals and 
chambers, a region of sensory neuroepithelium containing the sensory hair cells is 
located, and it is here that vestibular information is encoded before transmission to the 
CNS. Bending of the gelatinous cupula, and associated deflection of hair cells in the 
semicircular canals detect angular acceleration, while linear acceleration is detected 
by inertial shift in the otolithic membrane and associated hair cell deflection in the 
otolith organs.  
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Vestibular hair cells have two distinct morphologies (inset, Figure 1). Type I hair 
cells have a distinct amphora shape, while type II are predominately cylindrical 
(Lindeman, 1969; Goldberg, 1991). Interestingly, type I hair cells have been observed 
in the sensory neuroepithelium of reptiles, birds, and mammals, but not in fish and 
amphibians – hinting at a later evolutionary date relative to the remaining vestibular 
labyrinth (Gulley and Bagger-Sjoback, 1979; Lysakowski and Goldberg, 1997). For a 
review on the phylogenetic history of the peripheral vestibular system, see Carey and 
Amin (2006). 
 
Hair cells also differ in their afferent connections. Calyx afferent endings (inset, 
Figure 1) make contact with type I hair cells, thinner bouton afferent endings make 
contact with type II hair cells, and dimorphic afferents contact both type I and II hair 
cells (Lindeman, 1969; Schessel et al., 1991; Lysakowski et al., 1995). With respect 
to their physiology, vestibular afferent fibres display a resting discharge that is 
regular in bouton endings, and irregular in calyx endings, with dimorphic endings 
displaying a mixture of regular and irregular discharge (Goldberg and Fernandez, 
1977; Yagi et al., 1977; Baird et al., 1988; Goldberg et al., 1990b; Lysakowski et al., 
1995). Different combinations of calcium, and calcium-dependent potassium channels 
contribute to this difference in firing regularity (for review, see Eatock et al., 2008). 
Afferent resting discharge regularity also determines other intrinsic properties. For 
example, irregular fibres have a greater sensitivity to angular and linear forces than 
their regular counterparts, and also display phasic response dynamics while regular 
fibres displayed tonic response dynamics that remain active throughout the duration 
of the stimulus (Goldberg and Fernandez, 1971; Fernandez and Goldberg, 1976; 
Schneider and Anderson, 1976; Tomko et al., 1981; Curthoys, 1982; Baird et al., 
1988; Goldberg et al., 1990a; Lysakowski et al., 1995). Given the phasic, time-
dependent nature of irregular fibre responses, these afferents would be suited to signal 
the onset and cessation of stimuli (Goldberg, 1991). Dimorphic afferents on the other 
hand, display variable discharge properties depending on the region of the sensory 
epithelium they innervate (Fernandez et al., 1988; Brichta and Goldberg, 2000). For a 
concise summary of afferent discharge properties see Holt et al. (2011).  
 
Afferent physiological differences also extend to their response to efferent 
electrical stimulation, where regular fibres show smaller responses than irregular 
Chapter 1. General Introduction 
 8 
fibres (Goldberg and Fernàndez, 1980; McCue and Guinan, 1994; Marlinski et al., 
2004). These afferent responses could thus differentially modulate hair cell function. 
At the vestibular periphery, efferent endings contact type II hair cells and both 
afferent terminals directly (see inset Figure 1). Interestingly, efferents are known to 
branch more extensively than corresponding afferent fibres. For example, despite the 
contrast in parent axon numbers between afferents and efferents (20:1 respectively), 
afferent terminals only outnumber efferent terminals by 3:1 (Goldberg et al., 1990b; 
Lysakowski and Goldberg, 1997). Ultimately, hair cells and afferent fibres transduce 
sensory information from the external environment at the level of the periphery, and 
carry it back to the central vestibular system where it is processed. Several thorough 
reviews on this ‘sixth’ sense exist, some of which include Buttner-Ennever (2000); 
Lysakowski and Goldberg (2004); and Purves et al. (2008). 
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1.3 Central Vestibular System 
Pathways from the vestibular periphery to central vestibular regions are well 
documented (see Holstein, 2012 for more detailed reading). In short, having passed 
Scarpa’s ganglion (the location of vestibular primary afferent cell bodies), afferent 
fibres approach the vestibular nuclear complex (VNC) in the brainstem. These 
subpopulations include the medial, lateral, superior, and inferior vestibular nuclei, the 
major projections of which include the spinal cord, extraocular motor nuclei, 
thalamus, and cerebellum (Straka et al., 2005; but for a review, see Highstein and 
Holstein, 2006). Together, these nuclei maintain head and body positioning, 
coordinate head and eye movements, adjust posture, and also take part in the 
conscious perception of motion and gravity (Straka et al., 2005; for a review of 
vestibular role in cognition, see Hitier et al., 2014). In Chapter 3 of this thesis, 
recordings were obtained from EVN neurons, as well as from neighbouring medial 
vestibular nucleus (MVN) neurons and consequently, the MVN will be the focus for 
the remainder of this brief introduction.  
 
The MVN contains a heterogeneous population of neurons where the relationship 
between inputs and outputs is highly organised (Straka et al., 2005; Holstein, 2012). 
For example, a distinct population of MVN neurons receives information from the 
horizontal semicircular canals, and relays it to motor neuron pools in the ipsi- and 
contralateral abducens nuclei. These MVN neurons form an integrative centre for the 
classic three-neuron horizontal vesibulo-ocular reflex (VOR) – a compensatory reflex 
that stabilises images on the retina during self-motion (Spencer et al., 1989; Spencer 
and Baker, 1992). Irrespective of their functional subpopulation, MVN neurons fire 
spontaneously at rest, at rates between 10 and 30 spikes/s in rats (for reviews, see 
Gallagher et al., 1985; Lewis et al., 1987; Lewis et al., 1989; Darlington et al., 1995). 
Classically, neurons within the MVN were categorised based on their distinct 
electrophysiological properties into type A, B and C. The most obvious intrinsic 
cellular properties include afterhyperpolarisation shape and discharge pattern (see 
Figure 2A) (Serafin et al., 1991a; b; Johnston et al., 1994; Dutia and Johnston, 1998; 
Beraneck et al., 2003; Straka et al., 2005; Camp et al., 2010). However, these 
seemingly distinct populations of MVN neurons probably reflect a continuum (du Lac 
and Lisberger, 1995; Beraneck et al., 2003). 
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Interestingly, a subset of type B neurons, termed B+LTS, that displayed atypical 
discharge profile that include low-threshold calcium spikes, have been reported (see 
Figure 2B) (Serafin et al., 1991a; Sekirnjak and du Lac, 2002; Straka et al., 2005; 
Camp et al., 2010). At the cessation of a hyperpolarising stimulus, these neurons 
responded with a high frequency burst of action potentials superimposed on a plateau 
potential that decayed with variable durations, instead of an exponential decay in 
discharge rate (Camp et al., 2010). In the guinea pig, this subtype constitutes 10-15% 
of MVN neurons (Serafin et al., 1991a), and 13% in the mouse (Camp et al., 2010). 
Comparatively, recorded EVN neurons (see Chapter 3 for details) responded to the 
cessation of a hyperpolarising stimulus with a short burst of high frequency action 
potentials, superimposed on a subthreshold afterdepolarisation (ADP) that was 
mediated by T-type calcium channels. Importantly, B+LTS MVN neurons displayed a 
tonically active discharge at rest (Camp et al., 2010) that is not observed in EVN 
neurons (Leijon and Magnusson, 2014; Mathews et al., 2015). As well, the only other 
work that recorded directly from neurons within the EVN of mice reported a subtle 
shoulder but did not observe an obvious ADP (Leijon and Magnusson, 2014). This 
could however, have been due to a relative paucity of their recordings when compared 
to my experiments (9 vs. 77 recorded EVN neurons) that did not uncover this feature. 
Establishing whether the efferent vestibular neurons are encapsulated as a nucleus 
would help determine whether this small proportion of B+LTS MVN neurons was 
erroneously classified and instead reflects EVN neurons. 
 
Convergent synaptic inputs modulate MVN neuronal discharge profiles, and do 
so differently for each neuronal subtype. For example, type A neurons appear to have 
lower sensitivity to neuromodulators such as serotonin, histamine, noradrenaline, 
dopamine and substance P than type B neurons (Vibert et al., 1996; Vibert et al., 
1997; Vidal et al., 1999). As well, the activation of excitatory N-methyl-D-aspartate 
(NMDA) receptors promotes rhythmic oscillations in resting membrane potential with 
superimposed bursts of action potentials in type B, but not type A MVN neurons 
(Serafin et al., 1992; Vidal et al., 1996). While GABA-ergic inhibitory synaptic 
transmission is equally prevalent in both type A and B MVN neurons, glycinergic 
drive is almost exclusive to type B neurons (Camp et al., 2006). However, all MVN 
neurons display a reduced excitability when glycine receptor function is chronically 
attenuated (Camp et al., 2010). 
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This brief introduction to the MVN is a small representation of an exhaustive 
body of literature concerning intrinsic MVN neuronal properties. There is 
significantly less work dedicated to uncovering similar EVN neuronal features, as 
demonstrated in the following detailed introduction in Chapter 2. It is at this junction 
that I aim to begin characterising similar properties to those described above for the 
MVN, and also establish an electrophysiological profile of efferent vestibular nucleus 
neuronal outputs and inputs, before beginning to discuss EVN circuitry with other 
CNS structures. By doing so, I investigate the central components that constitute the 
output to our peripheral vestibular system. 
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Chapter II  
Specific efferent vestibular research came to the fore in the late 1950s when 
Engstrom (1958) noted two different types of nerve endings in the vestibular 
labyrinth. He proposed that the highly vesiculated endings were primary vestibular 
efferents, while those that were poorly vesiculated were afferents, based on their 
structure and spatial relation to hair cells (Engstrom, 1958). Central lesions confirmed 
that vesiculated endings were indeed efferents (Iurato et al., 1972). However, despite 
over sixty years of research, we are yet to ascribe a functional role to the vestibular 
efferent system.  
 
In this chapter, the characteristics of the EVS are described and presented as a 
published literature review in Frontiers in Physiology (Mathews et al., 2017a). The 
paper begins with an overview of EVS morphology and anatomy across vertebrates, 
before outlining vestibular afferent and hair cell responses to efferent activation. The 
review also considers physiological data from recorded EVN neurons that includes 
the paper described here in Chapter 3. The emphasis of this review though, is a 
summary of past and present theories concerning the functional role of the EVS, 
which I have categorised into five subgroups. They are: 1) differentiation of active 
and passive movements; 2) context dependent modulation of vestibular sensitivity; 3) 
top-down modulation of vestibular sensitivity; 4) efference copies of spinal motor 
commands; and 5) participation in vestibular plasticity. Unlike previous reviews that 
cover aspects of EVS research (for example, Holt et al., 2011; Jordan et al., 2013), I 
discuss this system with a particular focus on its functional role, and include papers 
published in the last five years.  
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Efferent circuits within the nervous system carry nerve impulses from the central
nervous system to sensory end organs. Vestibular efferents originate in the brainstem
and terminate on hair cells and primary afferent fibers in the semicircular canals and
otolith organs within the inner ear. The function of this efferent vestibular system (EVS)
in vestibular and motor coordination though, has proven difficult to determine, and
remains under debate. We consider current literature that implicate corollary discharge
from the spinal cord through the efferent vestibular nucleus (EVN), and hint at a
potential role in overall vestibular plasticity and compensation. Hypotheses range from
differentiating between passive and active movements at the level of vestibular afferents,
to EVS activation under specific behavioral and environmental contexts such as arousal,
predation, and locomotion. In this review, we summarize current knowledge of EVS
circuitry, its effects on vestibular hair cell and primary afferent activity, and discuss its
potential functional roles.
Keywords: efferent vestibular system, efferent vestibular nucleus, EVS, EVN, corollary discharge, VOR, vestibular,
vestibular plasticity
INTRODUCTION
The flow of information through the nervous system can be viewed as relatively simple. Sensory
stimuli from the external environment activates peripheral receptors and, in turn, sensory afferent
neurons. Alteration in firing patterns of sensory afferents encodes information used by the
central nervous system to modulate motor output. This linear description of nervous system
function is complicated by the central recruitment of efferent pathways, which innervate peripheral
sensors and modulate their activity. When considered in the context of sensory information,
efferent pathways provide the nervous system with the ability to adjust its own view of the
external environment. This type of efferent modulation is common in many vertebrate sensory
systems, some examples of which include olfactory efferents in the pigeon (Atoji and Wild, 2014),
somatosensory efferents in the rat (Zakiewicz et al., 2014), and retinal efferents in primates (Ortiz
et al., 2017).
A classic example of efferent modulation of sensory inflow can be found in the auditory system.
Auditory efferents (the olivocochlear system) have been implicated in noise protection, sound
localization, and the ability to discriminate signal from background noise (Kawase and Liberman,
1993; Kawase et al., 1993; Guinan, 2006, 2010; Ciuman, 2010). This latter function of signal
extraction could be used as a means of filtering self-generated sounds (Tomchik and Lu, 2006).
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For example, the medial olivocochlear bundle (MOC) has been
shown to restore the dynamic range (cochlear gain) and ensuing
signal responsiveness of the auditory nerve (Giraud et al., 1997;
Liberman and Guinan, 1998), probably in a context dependent
manner (for example during attention and experience; de Boer
et al., 2012), or in accordance with signals generated from
cortical (auditory) regions (Xiao and Suga, 2002). This “anti-
masking” hypothesis effectively enhances the perception of noise,
for example from self-generated sound, in a noisy environment
(for review, see Guinan, 2006). Other efferent systems exist in
the somatosensory system, where feedback from muscle spindles
can be modulated by Gamma (fusimotor) motor neurons. This
efferent projection may sensitize primary afferents to detect
changes in muscle length, as well as deviations from intended
movement, and extend the dynamic range of spindle responses
(Burke et al., 1979; Ellaway et al., 2015).
In general, efferent neurons are reasonably well characterized
in terms of their anatomy, physiology, and molecular properties,
and most efferent systems have at least a putative function
ascribed to them. The efferent vestibular system (EVS) however
has consistently received less attention, and as such, its direct
function has been difficult to define. The potential functional
significance of the EVS is underscored by the fact that all
vertebrates possess some form of a vestibular efferent system
(Meredith, 1988). However, despite previous physiological and
anatomical studies a conclusive functional role in mammals
remains unclear. Here, we briefly summarize current knowledge
concerning the anatomy, pharmacology, and physiological
actions of the EVS. The main purpose of this publication is
however to discuss potential mammalian functional roles within
sensorimotor circuits, brought about by a review of relevant
literature, with a particular focus on recent work. Although
this review focuses on labyrinth efferents, lateral line efferents
are also indirectly addressed when considering non-mammalian
species, particularly given evidence for common lateral line
and labyrinth efferents in the frog (see Hellmann and Fritzsch,
1996).
ANATOMY AND MORPHOLOGY OF THE
EVS ACROSS VERTEBRATES
The vestibular labyrinth provides the nervous system with
information regarding head and body movement in space. This
sensory information plays a critical role in our ability to interact
with the environment through our capacity for coordinated
motor actions, maintenance of balance, and spatial navigation.
Briefly, the vestibular component of this process includes the
generation of the initial movement signal by the activation of hair
cells in the semicircular canals and/or otolith organs in the inner
ear, and reaches the brain via primary sensory afferents. Efferent
projections arise from the brainstem and project to the periphery,
forming synapses with vestibular hair cells and afferents. For a
detailed review of this neuroanatomical organization including
cell body and dendritic morphology, axonal pathways to the
periphery, and peripheral branching patterns, see Holt et al.
(2011).
As mentioned above, all vertebrates possess some form of
a vestibular efferent system (Meredith, 1988; Highstein, 1991),
central neurons of which derive from a similar developmental
origin (for example rhombomere 4 in mice, and 4 and 5 in
chicken; see Hellmann and Fritzsch, 1996). In mice, efferent
vestibular nucleus (EVN) neurons express high levels of the
transcription factors Gata2 and Gata3 (Tiveron et al., 2003).
Knockout of Hoxb1 (which controls the expression of Gata2 and
Gata3) prevents the development of EVN neurons, along with
populations of spinally projecting cells in the medial and lateral
vestibular nuclei (Di Bonito et al., 2015).
The position of efferent vestibular neurons within their final
brainstem nuclei is remarkably conserved across species. This
conservation of both system and anatomical localization hints
toward a common function of this circuit. However, there
appears to be three main phylogenetic modifications of the EVN
as we transition fromnon-mammalian tomammalian vertebrates
(summarized in Figure 1).
Cell Body Clustering
In non-mammalian vertebrates efferent neurons are confined to a
single cluster (Claas et al., 1981; Eden and Correia, 1981; Fritzsch,
1981; Strutz, 1981, 1982a; Strutz and Schmidt, 1982; Fritzsch
and Crapon de Caprona, 1984; Pellegrini et al., 1985; Highstein
and Baker, 1986; Meredith and Roberts, 1987; Barbas-Henry and
Lohman, 1988; Fritzsch et al., 1989; Koyama et al., 1989; Birinyi
et al., 2001). However, the mammalian EVS can possess multiple
groups, dependent on species. Mouse and cat have only one
cluster of EVN neurons, located near the facial nerve genu (Warr,
1975; Leijon andMagnusson, 2014; Mathews et al., 2015). Studies
in chinchilla present a variable picture from a single EVN cluster
(Lysakowski and Singer, 2000) to three anatomically distinct
groups near the facial nerve, abducens nerve, and vestibular
nuclei (Marco et al., 1993). In other mammalian studies, more
than one cluster was observed with the major nucleus being
referred to as group e (Goldberg and Fernàndez, 1980), located
dorsal and/or ventral to the facial nerve (Shumilina et al., 1986;
Perachio and Kevetter, 1989). Smaller clusters are scattered in the
caudal pontine reticular nucleus and the medial reticular nucleus
(Strutz, 1982a,b). Does the appearance of multiple EVN clusters
hint at a different function for each group? It is possible that the
major cluster shares a functional homology in non-mammalian
vertebrates and mammals, and these smaller accessory clusters
represent an evolutionary addition with a separate function. To
our knowledge there have been no studies probing evolutionary
development of these separate EVN clusters, nor whether they
innervate different peripheral targets.
Peripheral Innervation Pattern
The mammalian EVN projects bilaterally in the chinchilla
(Marco et al., 1993; Lysakowski and Singer, 2000), guinea
pig (Strutz, 1982a,b; Shumilina et al., 1986), squirrel monkey
(Goldberg and Fernàndez, 1980), marmoset (Strutz, 1982a),
gerbil (Perachio and Kevetter, 1989), and cat (Warr, 1975). Non-
mammalian vertebrates on the other hand have a heterogeneous
projection profile. For example, the oyster toadfish (Highstein
and Baker, 1986), pigeon (Eden and Correia, 1981), chicken
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FIGURE 1 | Anatomy and morphology of the EVS across vertebrates. Studies that directly investigated EVS anatomy and morphology were separated under the
following categories—cell body clustering, innervation pattern, and dendritic arborization. Studies that assessed more than one category are mentioned in each
respective category they investigated. Where more than one cell body cluster was observed, the number of clusters is labeled and depicted with the respective
number of blue pictorial clusters. Uni- and bi-lateral projections are also labeled and depicted with pink lines from a coronal brainstem schematic out toward the inner
ear (drawings not to scale). Only one bilateral projection is drawn for Meredith and Roberts (1987) eel as they denoted it as a minor finding. Expansive green lines
along the brainstem tegmentum denote widespread arborization of dendrites, and shorter green lines depict restricted arborization, as labeled. Non-mammalian
species included all animals groups not classified as mammals.
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(Strutz and Schmidt, 1982), salamander (Claas et al., 1981;
Fritzsch, 1981), lizard (Barbas-Henry and Lohman, 1988), eel
(Meredith and Roberts, 1987), and frog (Myers et al., 1997),
project bilaterally, while the spectacled caiman (Strutz, 1981),
toad (Pellegrini et al., 1985), poeciliidae (fish) (Claas et al., 1981),
lamprey (Fritzsch et al., 1989), and the amphibian gymnophion
(Fritzsch and Crapon de Caprona, 1984) project unilaterally. The
functional reasons why mammalian (and some non-mammalian
vertebrate) neurons require the ability to modulate vestibular
input bilaterally though is unclear.
Dendritic Arborization
Dendritic arbors of efferent neurons are spread out across the
brainstem tegmentum, and also cross to the contralateral side
in animals such as the lamprey, toadfish, eel, salamander, and
amphibian (Fritzsch, 1981; Fritzsch and Crapon de Caprona,
1984; Highstein and Baker, 1986; Meredith and Roberts, 1987;
Fritzsch et al., 1989). In the lamprey and other non-mammalian
vertebrates, this widespread arborization could serve as a means
of obtaining information from both the ipsi- and contralateral
CNS that can then be used to modulate peripheral action
bilaterally despite unilateral efferent projection. This mechanism
could reflect an early approach to bilateral efferent modulation
given the phylogenetic age of the lamprey that precedesmammals
(Neidert et al., 2001). In chinchilla however, their dendritic
arbors are significantly more compact (Lysakowski and Singer,
2000). The relatively sparse studies of dendritic arborization in
different species though make it difficult to extrapolate whether
this reduction in arborization is ubiquitous. This information is
useful though, because dendritic patterns and arbor could reflect
specific transcription factors, cell surface receptors, various
cytoskeletal elements and pathways, as well as interactions
between synaptically connected neurons (reviewed in Jan and
Jan, 2010).
VESTIBULAR AFFERENT AND HAIR CELL
RESPONSES TO EVS ACTIVATION
Below, the literature concerning how primary vestibular afferents
and hair cells respond to vestibular efferent activation is
summarized (see also Figure 2).
A majority of non-mammalian, and all mammalian
vertebrates (i.e., fish and mammals, respectively) demonstrate
increases in background afferent discharge in response to
stimulation of the efferent pathway. These effects are particularly
pronounced in irregularly firing afferents and may result
in a concomitant reduction in sensitivity or gain (Goldberg
and Fernàndez, 1980; Highstein and Baker, 1985; Boyle and
Highstein, 1990; Boyle et al., 1991, 2009; McCue and Guinan,
1994; Marlinski et al., 2004; Sadeghi et al., 2009; Rabbitt
et al., 2010), similar to gain control mechanisms observed in
other efferent systems including the MOC described above
(see Introduction). While the predominant effect is afferent
excitation in these animals, Goldberg and Fernàndez (1980)
also observed inhibitory responses in three afferent fibers in the
squirrel monkey. Although this recording represented <1% of
their total recordings, it may hint toward heterogeneity of EVN
cell types, particularly since heterogeneity of afferent response to
EVS activation is found in other species.
Other such species where heterogeneous afferent responses
were found include red-eared turtles and amphibians, where
both excitatory and inhibitory afferent responses were routinely
observed; suggesting that the reduced number of inhibitory
responses found in mammals may represent an evolutionary
modification. It is notable that these responses were dependent
on the location of the afferent fiber within the crista (Rossi
et al., 1980; Bernard et al., 1985; Valli et al., 1986; Sugai et al.,
1991; Brichta and Goldberg, 2000; Holt et al., 2006). In the
frog, ipsilateral efferent-mediated effects were predominantly
excitatory (92% of recordings), while contralateral efferent-
mediated effects were inhibitory (95% of recordings; Myers et al.,
1997). Moreover, this efferent-mediated afferent inhibition is
dependent on the release of acetylcholine (ACh) at efferent
post-synaptic terminals (Rossi et al., 1980), the application of
which at the vestibular labyrinth mimics stimulation of the
efferent fibers and produces both inhibitory and excitatory effects
on afferent fibers (Guth et al., 1986; Norris et al., 1988; Holt
et al., 2003), though inhibition was predominant in saccular
afferents while excitation was predominant in semicircular
canal afferents (Guth et al., 1994; Perin et al., 1998; Holt
et al., 2001, 2003). Interestingly, efferent activation induces
larger excitation responses in irregular, than regularly firing
afferents (Marlinski et al., 2004), that can be decomposed
into fast (10–100ms kinetics), and slow (declines over several
seconds following an initial build) components (Goldberg and
Fernàndez, 1980; Brichta and Goldberg, 2000). Further, in
goldfish excitatory afferent post-synaptic potentials (EPSPs) were
shown to be abolished (Furukawa, 1981), and semicircular
canal afferent discharges were tonically inhibited (Hartmann and
Klinke, 1980) following efferent stimulation, suggesting that at
least in some species inhibition predominates central-peripheral
synaptic transmission.
Despite a relative scarcity of direct hair cell recordings, there
is a general consensus that vestibular efferent stimulation elicits
inhibition in target hair cells (Sugai et al., 1992; Boyle et al.,
2009; Castellano-Munoz et al., 2010; Rabbitt et al., 2010). This
is surprising particularly because excitation has been observed
in a minority of hair cells (Castellano-Munoz et al., 2010), and
efferent projections are extremely divergent to both hair cells and
afferents (Goldberg et al., 1990; Lysakowski and Goldberg, 1997).
Moreover, application of cholinergic agonists and antagonists
that activated mAChRs or nAChRs on vestibular hair cells
produced excitatory and inhibitory effects on the membrane
potential in the pigeon (Li and Correia, 2011). Cholinergic
excitation was also observed in the frog (Housley et al., 1990;
Holt et al., 2003). Nonetheless, this consensus presumably stems
from the neurotransmitter and receptor composition used by the
EVS (for a detailed review of EVN neurotransmitter profile, see
Holt et al., 2011). In particular, there is ample evidence for the
presence of acetylcholine in EVN neurons (Schwarz et al., 1986;
Perachio and Kevetter, 1989; Ishiyama et al., 1994), as well as in
the terminals in the sensory epithelium of vestibular end organs
(Hilding and Wersall, 1962; Kong et al., 1994; Matsuda, 1996).
Frontiers in Physiology | www.frontiersin.org 4 August 2017 | Volume 8 | Article 552
Mathews et al. Exploring Efferent Vestibular System Function
FIGURE 2 | Responses of primary vestibular afferents and hair cells to EVS activation and ACh application. Studies that electrically activated the EVS (i.e., efferent
fibers at the level of the vestibular nerve or the EVN itself), or applied acetylcholine (ACh) at the vestibular labyrinth, before measuring the responses of vestibular hair
cells or primary afferents were included in this Figure. They were categorized along the vertebrate scale, whether they measured vestibular hair cell or afferent
responses, and the nature of the response itself. Asterisk denotes papers where excitation or inhibition was stated by the authors as a minor response subset. As
labeled in this Figure, calyx and boutons endings of primary vestibular afferents are drawn in purple, while type I and II hair cells are drawn in yellow and red. These
simplified illustrations do not represent the anatomical differences between species; instead reflect general peripheral targets (i.e., hair cells or primary afferents).
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The release of ACh, and activation of nicotinic ACh receptors at
the efferent synapse produces inhibitory post-synaptic potentials
in hair cells of the inner ear and cochlea (Art et al., 1984; Sugai
et al., 1992; Elgoyhen et al., 1994, 2001; Goutman et al., 2005).
As previously described though, ACh has also been implicated
in excitatory (Rossi et al., 1980; Bernard et al., 1985; Sugai
et al., 1991; Holt et al., 2015), as well as inhibitory (Holt et al.,
2001, 2006) responses evoked in vestibular afferents by efferent
stimulation.
There is evidence that this heterogeneity of afferent and
hair cell responses by efferent stimulation across species is
related to distinct post-synaptic cholinergic receptors at efferent
synapses (for a detailed review, see Jordan et al., 2013). For
example, efferent-mediated activation of α9/10 nicotinic ACh
receptors (nAChR) in type II hair cells underlies their inhibition
(Elgoyhen et al., 1994, 2001; Oliver et al., 2000; Weisstaub et al.,
2002), while α6β2 nAChRs have been implicated in afferent
excitation (Holt et al., 2015). Moreover, the kinetics of slow
afferent excitation suggests that muscarinic AChRs (mAChRs)
mediate this response (reviewed in Jordan et al., 2013). Indeed
recent work in turtles demonstrated mAChR activation during
efferent-mediated slow excitatory responses of primary vestibular
afferents (Holt et al., 2017).
Establishing a neurotransmitter and receptor profile for the
EVN is helpful in formulating an improved understanding of its
function. EVN neurons are generally accepted to be cholinergic
but also express calcitonin gene-related peptide (CGRP; Perachio
and Kevetter, 1989; Tanaka et al., 1989; Ohno et al., 1991;
Wackym et al., 1991). Substances commonly co-expressed in
cholinergic neurons, or those that parallel auditory efferents may
also be present in EVN neurons. For example, adenosine 5′-
triphosphate (ATP) which is commonly released together with
ACh, noradrenaline, dopamine (DA) and GABA (Abbracchio
et al., 2009), has also been shown to depolarize vestibular hair
cells (Rennie and Ashmore, 1993; Aubert et al., 1994, 1995; Rossi
et al., 1994). Likewise, neuronal nitric oxide synthase (nNOS) that
synthesizes nitric oxide has been localized in EVN neurons as
well as their terminals within the end organs (Lysakowski and
Singer, 2000; Takumida and Anniko, 2002; Desai et al., 2005).
Opioid receptors have also been implicated in excitatory post-
synaptic input to vestibular afferents (Andrianov and Ryzhova,
1999; Vega and Soto, 2003) and inhibitory pre-synaptic input to
hair cells (Vega and Soto, 2003). Together, these studies highlight
the complexity of central-peripheral vestibular interactions and
again hint at diversity in functional output of the EVS both within
and across species.
PHYSIOLOGY OF EVN NEURONS
To date, few studies have directly recorded from neurons
within the EVN either in vitro or in vivo. Marlinsky (1995)
recorded the extracellular discharge activity of EVN neurons
in response to semicircular canal stimulation as well as
from their neighboring medial vestibular nucleus (MVN)
neurons in decerebrate and decerebellate guinea-pigs. Paralleling
MVN neuron responses, a majority of EVN neurons were
antidromically excited by ipsilateral but not contralateral
canal stimulation, suggesting direct vestibular afferent input
(Marlinsky, 1995). A minor subset of EVN neurons also
responded with an increased activity to contralateral canal
stimulation and contralateral tilt, which was also observed in
recordedMVN neurons (Marlinsky, 1995). Importantly, neurons
were classified as vestibular efferents if they were antidromically
excited following electrical stimulation of the anterior semi-
circular canal, while cells that were monosynaptically activated
were classified as MVN neurons. Although, this study implicates
the EVN in mediating changes to contralateral vestibular nuclei
interactions that occur at the level of peripheral sensors, the
classification of recorded neurons was not conclusive (for
example, retrograde staining of recorded neurons was not
performed to confirm their locations), and therefore provides
a caveat to their results. However, in addition to canal
stimulation, a significant increase in the discharge rate of
40% of peripheral efferent fibers was observed in response
to sciatic nerve stimulation in the frog (Caston and Bricout-
Berthout, 1984), suggesting that the function of the EVN
may be linked to the spinal circuits underlying locomotion, a
potential functional role elaborated further in Section The EVS
Signals Corollary Discharge between Vestibular and Other CNS
Structures.
More recent work has investigated the physiological
characteristics of EVN neurons including passive membrane
properties, discharge profiles, and synaptic input profile.
Cholinergic EVN neurons were identified in one study
using transgenic mice engineered to express enhanced green
fluorescent protein (eGFP) under the choline-acetyltransferase
(ChAT) promotor (Leijon and Magnusson, 2014). In another
study, the location of EVN neuronal recordings were confirmed
using retrograde tracing from the posterior semicircular canal
in ChAT:: tdTomato transgenic mice which confirmed the
location of cholinergic EVN neurons, and the staining of
each recorded neuron (Mathews et al., 2015). Both studies
were conducted in vitro. EVN neurons displayed a negative
membrane potential and characteristic firing pattern (Leijon
and Magnusson, 2014; Mathews et al., 2015), that appear to be
mediated by fast transient outward K+ currents (IA) (Leijon and
Magnusson, 2014). EVN neurons demonstrated two discharge
profiles at rest—spontaneous and non-spontaneously active
(Highstein and Baker, 1985; Mathews et al., 2015), perhaps
indicating a neuronal heterogeneity within the EVN. When
compared to lateral olivocochlear (LOC) neurons (as recorded
in Leijon and Magnusson, 2014)—typified with a long first
spike latency followed by tonic firing—vestibular efferent
neurons displayed onset burst spiking followed by sparse firing
(Leijon and Magnusson, 2014; Mathews et al., 2015), indicating
distinct functional roles of both inner-ear projecting brainstem
nuclei. However, the discharge profile of these EVN neurons
bears a striking resemblance to earlier electrophysiological
recordings of rat LOC neurons in response to depolarising
current steps from a hyperpolarized membrane potential (Fujino
et al., 1997). If these nuclei share similar firing patterns, it
could suggest a common functional role. For example, in
mice where the LOC system was lesioned, sound localization
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in space was impaired indicating a role for the LOC system
in balancing interaural cues (Darrow et al., 2006). Given the
ipsilateral and contralateral projection patterns of the EVN (see
Figure 1) a similar function in balancing vestibular asymmetries
may also be important for modulating bilateral vestibular
sensitivity.
Neighboring brainstem MVN neurons on the other
hand have been characterized by tonic discharge (Beraneck
et al., 2003; Camp et al., 2006, 2010), known to code for
intensity of inputs. Burst firing similar to that seen in
the EVN has previously been demonstrated to serve as a
“wake-up” call during dormancy in response to novel stimuli—
it has been suggested to be advantageous in improving
stimulus detectability and enhancing cortical activation
(Weyand et al., 2001; Sherman, 2005; Llinas and Steriade,
2006). It is plausible for EVN neurons to generate short
bursts in response to various synaptic inputs that serve to
modulate peripheral targets, and thus aid in quick vestibular
accommodation.
EVN neurons also demonstrate a high gain, or sensitivity to
inputs, when compared with MVN neurons (Mathews et al.,
2015)—they appear better suited to responding rapidly to
changes in synaptic strength (i.e., inputs). But what drives
EVN activation? It appears that individual EVN neurons receive
exclusively excitatory or inhibitory inputs, or a combination of
both (mixed), although excitatory inputs predominate (Mathews
et al., 2015). This suggests that the homogenous output of EVN
neurons is governed by an excitatory drive from other parts
of the CNS, at least in mice in vitro. While the afferent input
system demonstrates properties consistent with a feedback loop
(Plotnik et al., 2005), other direct connections to the EVN have
yet to be identified. A study that exploited pseudorabies virus
to trace polysynaptic inputs uncovered inputs from autonomic
centers including the hypothalamus, reticular formation, solitary
nucleus, raphe nucleus, as well as from other vestibular nuclei
and areas in the motor cortex (Metts et al., 2006). Establishing
a map of direct monosynaptic partners of the EVN could
shed light on the context in which this nucleus is activated
as well as its role in the central processing of balance and
coordination.
FUNCTIONAL ROLE/S OF THE EVS
The first studies of the vestibular efferent system began in
the 1960s, but despite over 50 years worth of physiological
recordings, anatomy, and pharmacology, its mammalian
functional role remains contentious. There are several broad,
and in many cases overlapping hypotheses based on the
fundamental vestibular efferent action of modulating hair cell
and primary sensory afferent firing. These broad hypotheses are
described below, and include:
(i) Differentiation of active and passive movements
(ii) Context dependent modulation of vestibular sensitivity
(iii) Top-down modulation of vestibular sensitivity
(iv) Efference copies of spinal motor commands
(v) Participation in vestibular plasticity.
The EVS Differentiates Between Active and
Passive Motion
One of the most popular suggestions surrounding EVS function
concerns the neural anticipation of volitional head movements.
It is understood that EVN neurons receive inputs and respond to
activation from semicircular canals (Schmidt, 1963; Precht et al.,
1971; Blanks and Precht, 1976), and otolith organs (Klinke and
Schmidt, 1968) from both ears. Efferent activation of afferent
fibers is non-uniform across vestibular end-organs (Plotnik et al.,
2002), and relative to afferent sensitivity (Highstein, 1992)—
such that low-gain afferents are minimally affected while high-
gain afferents are profoundly affected. This differential activation
of afferents that is specific to the context could potentially
contribute to the mechanisms used to differentiate the responses
(e.g., occulomotor) to volitional vs. passively-applied movement.
Indeed, an attractive early hypothesis implicated the EVS in
anticipation of volitional head movement and ensuing gaze shift,
by improving the dynamic range of primary vestibular afferents
(Goldberg and Fernàndez, 1980; Highstein, 1991; Brichta and
Goldberg, 2000). However, no changes were found in the resting
discharge of afferent fibers between passive, and active head
and eye movements in alert macaques under normal conditions
(Cullen and Minor, 2002) or after labyrinthectomy (Sadeghi
et al., 2007). For example, extracellular, single-unit semicircular
canal afferent recordings were comparable during passive head
rotations, as well as during volitional (including gaze shift
and pursuit) movements (Cullen and Minor, 2002). This has
also been demonstrated for passive and active linear head
movements (Jamali et al., 2009). Moreover, following unilateral
labyrinthectomy (UL), no differences were observed in canal
afferent sensitivity or phase—suggesting that they do not play
a role is vestibular compensation following labyrinthectomy
(Sadeghi et al., 2007). This role of the EVS in vestibular plasticity
and compensation is discussed in Section The Role of the
EVS in Vestibular Plasticity. Notably though, UL in macaques
resulted in a decrease in the proportion of regular and increase
in the proportion of irregular afferent fibers (Sadeghi et al.,
2007; Yu et al., 2014), while in contrast α9-knockout mice
displayed an increase in the proportion of regular and decrease
in the proportion of irregular afferent fibers (Han et al., 2007).
Therefore, it is plausible that the lack of change in sensitivity
during compensation observed by Sadeghi et al. (2007) could in
fact bemasked by changes in the distribution of afferent discharge
properties following UL. Overall, it appears that the EVS serves
a more complex role in motor and postural coordination
than simply coding active vs. passive head movements, which
represents only one example of context dependent modulation
of peripheral vestibular sensitivity.
The EVS Modulates Vestibular Sensitivity in
a Context Dependent Manner
Previous work has shown that vestibular reflexes can be altered
depending on environmental or behavioral context, such as
during a perceived threat to balance (Lim et al., 2016; Naranjo
et al., 2016). Pressure applied to skin, passive limb movement,
visual stimulation, as well as states of arousal and predation
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have all been demonstrated to activate the EVS (Schmidt, 1963;
Klinke, 1970; Precht et al., 1971; Highstein and Baker, 1985;
Highstein, 1992). For example, Highstein (1992) showed that
efferent neurons display a low (4–5 spikes/second), irregular
discharge frequency when the animal is at rest. Multimodal
stimulation including light touch, sound, visual stimuli as well
as vestibular sensation effectively increased efferent discharge
(Highstein and Baker, 1985; Highstein, 1992), however response
decay times varied between 100 and 600ms (Highstein and
Baker, 1985). This efferent “activation” was accompanied by
a proportionally increased level of animal arousal (Highstein,
1992). Locomotor activity could underlie the described efferent
activation under different stimuli and interestingly, a recent
study using tadpoles (Chagnaud et al., 2015) implicated the EVS
in corollary discharge from locomotion. However, given that
the oyster toadfish preparations were spinalized, this cannot be
inferred directly from this work. Highstein (1992) also supports
the hypothesis that efferent activation could serve as a “wake up
call” (see Section Physiology of EVNNeurons)—increasing firing
in neurons sequentially associated with vestibular processing. In
addition, electrical activation of vestibular efferents results in
behavior typical of aroused free-swimming toadfish (Highstein,
1992). These studies highlight the idea that the EVS is activated
under a diverse suite of contexts and an understanding of these
contexts will be informative for understanding specific functional
roles of the EVS.
If vestibular efferents are activated following both vestibular
and non-vestibular stimulation, it is interesting to speculate
whether the EVN could influence or be influenced by other
systems implicated in vestibular labyrinth activity, such as during
vestibular control of sympathetic responses. When compared
with other sensors, central processing of vestibular information
is profoundly convergent, with vestibular nuclei receiving inputs
from an array of cortical, cerebellar, and brainstem structures
(reviewed in Cullen and Roy, 2004). In fact, the EVN receives
polysynaptic innervation by autonomic centers including the
hypothalamus, reticular formation, solitary nucleus, and raphe
nucleus (Metts et al., 2006). Although, work is yet to explicitly
consider the role of the EVN in sympathetic responses, its
participation or influence remains plausible, particularly given
vestibular involvement in the vestibulo-sympathetic pathway
(Holstein et al., 2014, 2016). Indeed, vestibular activation has
been shown to alter sympathetic efferent discharge arising from
the thoracic spinal cord (Ray et al., 1997; Kerman et al., 2000;
Zakir et al., 2000; Voustianiouk et al., 2006). As well, there is
convincing evidence for vestibular participation in compensating
for posture-related blood pressure changes in cats and humans
(Yates and Miller, 1994; Kaufmann et al., 2002; Voustianiouk
et al., 2006), which is likely via vestibular output to the
diencephalon (Matsuda et al., 2004). In mice where auditory and
vestibular hair cells failed to differentiate, normal physiological
responses to hypergravtiy were absent (Murakami et al., 2002).
This may implicate a role for vestibular hair cells as primary
regulators of autonomic responses to elevated gravity levels.
Given hair cell and afferent responses to EVS activation (see
Section Vestibular Afferent and Hair Cell Responses to EVS
Activation), and the extensive innervation of these end organs by
the EVN neurons, it remains plausible that the EVS is not only
activated but also functions in maintaining and regulating these
reflexes.
Indeed, recent work has implicated central vestibular nuclei
in the vestibulo-sympathetic pathway and reflex. Particularly,
direct connections were shown between caudal vestibular nuclei,
and the caudal and rostral ventrolateral medulla (Holstein
et al., 2011), which partakes in vestibular-related blood pressure
changes (Yates and Bronstein, 2005). Spinal, medial, and superior
vestibular nuclei were also activated in response to sinusoidally-
modulated galvanic vestibular stimulation that modulated blood
pressure (Holstein et al., 2012). More recent work identified
central vestibular nuclei participation in sympathetic blood
pressure changes, but interestingly found no participation of
the efferent vestibular pathway during the vestibuolosympathetic
reflex (Holstein et al., 2014, 2016). Given that polysynaptic
connections to the EVN were identified with autonomic centers
such as the hypothalamus (Metts et al., 2006), it remains plausible
that the EVS contributes to other sympathetic activities.
Involvement of the EVS in Top-Down
Modulation of Vestibular Sensitivity
Most hypotheses regarding EVS function are concerned with
the modulation of afferent discharge on a short time scale—that
is, to modulate incoming afferent discharge for quick vestibular
accommodation. Early reports of excited efferents and afferents
during states of arousal in the oyster toadfish support this
suggestion (Highstein and Baker, 1985; Boyle and Highstein,
1990). To implicate vestibular efferents in afferent discharge,
Plotnik et al. (2002) obtained efferent-mediated responses by
adjusting the head position of decerebrate and anesthetized
chinchillas such that the innervated semicircular canal was
placed at near right angles to the plane of motion, so that
conventional rotational responses of vestibular afferent fibers
were nulled (Plotnik et al., 2002). Unlike the variety of responses
previously observed in semicircular canal afferents of decerebrate
pigeons to contralateral canal stimulation (Dickman and Correia,
1993), the responses here were solely excitatory, and also
considerably larger in irregular firing afferents in decerebrate
when compared with anesthetized chinchilla (Plotnik et al.,
2002). These type III responses (i.e., bidirectional excitatory
rotational responses) resembled those obtained from electrical
stimulation of efferent pathways and were abolished following
vestibular nerve sectioning (Plotnik et al., 2002). In addition to
these efferent-mediated rotational responses, Plotnik et al. (2005)
also observed periodic fluctuations (up to 300 spikes/s) in the
background discharge of irregular afferent fibers. The amplitude
of fluctuations positively correlated to the size of individual
afferent type III efferent-mediated rotational responses (Plotnik
et al., 2002, 2005), hinting at an excitatory feed-forward
positive feedback loop (Plotnik et al., 2005). Importantly, these
fluctuations are not observed in alert-behaving animals (Louie
and Kimm, 1976; Sadeghi et al., 2007, 2009). Nonetheless,
efferent-mediated afferent rotational responses were indeed
recorded in alert monkeys, but were typically small in irregular
fibers, suggesting that vestibular efferents weakly act upon
afferent discharge in the absence of high frequency shock trains
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(Sadeghi et al., 2009). Given the mutual excitation of afferents
and efferents, these findings support a positive feedback loop. It
is possible that this loop is mediated and modulated by higher
centers and/or other systems to generate motor and vestibular
coordination (for review, see Holt et al., 2011).
The EVS in the CNS could also serve in an auto-regulatory role
with peripheral vestibular receptors, further giving merit to the
suggestion of a feedback loop. A system of vestibular sensory auto
regulation, which involves central and peripheral mechanisms,
exists (Fitzpatrick andWatson, 2015). In healthy human subjects,
vestibular perceptual and balance responses [assessed via galvanic
vestibular simulation (GVS)] were measured before and after
10min of imposed canal conditioning (stochastic yaw rotation)
to explore central auto regulation of vestibular afferent activity
during ambient motion (Fitzpatrick and Watson, 2015). The
conditioning attenuated both reflexive and perceptual vestibular
responses, while the threshold for detecting the imposed stimulus
more than doubled and remained elevated for 30min. Given
the anatomical outlay of the EVS, that is the pre- and post-
synaptic connections made with primary vestibular afferents,
as well as receiving dendritic inputs from other vestibular
nuclei and other sensory centers (Metts et al., 2006), Fitzpatrick
and Watson (2015) implicate vestibular efferents in this auto
regulation. Although, this functional hypothesis is in line with
a feedback loop with vestibular afferents, there remains no direct
connection. As well, these changes could occur at any stage of
vestibular circuitry, be it central or peripheral.
The EVS Signals Corollary Discharge
between Vestibular and Other CNS
Structures
The vestibular system is continuously bombarded with altering
stimulus amplitudes and frequencies that it decomposes for
use in orientation, posture, and spatial navigation (Straka and
Dieringer, 2004; Angelaki and Cullen, 2008). In addition, active
movement generates sensory reafference that can interfere with
original extrinsic exafference signal transduction (Cullen, 2004;
Cullen et al., 2011). The vestibular system as a whole therefore
requires an adaptable neural processing circuitry to ensure the
optimization and accuracy of mechanosensory signal detection
and interpretation during motion (Carriot et al., 2014). A model
that adaptively adjusts for this sensory encoding is corollary
discharge, or efference copy, of the motor command (von Holst
and Mittelstaedt, 1950). They serve to inform associated brain
regions of impending movements and generate the expected
sensory outcomes for overall sensorimotor transformation
(Crapse and Sommer, 2008; Sommer and Wurtz, 2008). In
context of vestibular coordination, efference copy signals are
in a perfect position to influence the continuous fluctuations
of vestibular signaling, both peripherally and centrally, and
comply with the multimodal nature of the vestibular system.
The EVS may behave as a conduit for corollary discharge
and communications between other CNS structures (e.g., the
cerebellum and/or the spinal cord) and the vestibular system.
To date, only one study has linked corollary discharge signals
from the central pattern generator (CPG) circuitry in the spinal
cord to vestibular efferent neurons, albeit in amphibians. In larva
Xenopus frogs, Chagnaud et al. (2015) found evidence for EVN
neuronal transmission of frequency, duration and amplitude
components of locomotor CPG output to vestibular afferents, to
attenuate their stimulus encoding during self-motion, by using
semi-isolated in vitro preparations (Chagnaud et al., 2015). They
showed that central anterior and posterior vestibular nerve (AVN
and PVN, respectively) fibers are phase-coupled with ipsilateral
spinal ventral roots, and out-of-phase with contralateral spinal
ventral root discharge. By comparing the activity between fibers
in the central and peripheral aspects of the vestibular nerve
during fictive swimming (the tadpole correlate for tail-based
swimming), Chagnaud et al. (2015) demonstrate that EVN fibers,
and not neighboring afferent fibers, are indeed active during,
and are rhythmically coupled with locomotion. Combined Ca2+
imaging and electrophysiological recordings of efferent activity
during spinal CPG activity, showed similar Ca2+ dynamics in all
recorded efferent neurons suggesting that all neurons participate
in conveying locomotor corollary discharge to the periphery.
Stepwise removal of spinal cord segments found that corollary
discharge information originates from rostral spinal segments,
but alteration in firing patterns and exclusive ipsilateral coupling
following hemisection at the level of the obex, excluded input
from the reticular formation. Although, earlier work in mice
showed dendritic inputs from the reticular formation to the
EVN (Metts et al., 2006). Presumably this is the result of species
differentiation (amphibians and mammals), the polysynaptic
nature of the viral tracing, or could a reflection of ipsilateral
connections.
Moreover, paired recordings of afferent fibers during fictive
swimming and rotational stimuli revealed a relationship between
efferent firing and afferent encoding. Interestingly, the authors
observed an ∼45% diminished peak-to-peak amplitude of
dischargemodulation during locomotor CPG activity than before
locomotion in vestibular afferent fibers, suggesting a considerable
attenuation of their gain during locomotion. This work suggests
that locomotor corollary discharge is delivered via vestibular
efferents to the periphery in order to attenuate the sensitivity of
stimulus encoding during self-motion (Chagnaud et al., 2015). In
this way, the EVS is able to modify peripheral signal transduction
and encoding in real time, and partake in sensory up-down
channeling for multisensory postural coordination. Combined,
this work clearly demonstrates a role of the EVS in corollary
discharge during patterned locomotion, at least in amphibians
in vitro. While it is possible that similar processes occur in
mammals, this is yet to be demonstrated. Indeed, as the authors
point out, the origin of the rhythmic locomotor and voluntary
head movement corollary discharge signals are very different
between larval Xenopus and monkeys, respectively, suggesting
that both the nature and origin of motor programming can
exert differential influence on sensory signaling (Chagnaud et al.,
2015).
The Role of the EVS in Vestibular Plasticity
The EVS has also been implicated in vestibular plasticity,
particularly regarding the vestibuloocular reflex (VOR). EVS
signalingmediated by α9 nAChRs expressed at efferent vestibular
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synapses on hair cells, can elicit inhibitory responses in afferents
(Elgoyhen et al., 1994; Hiel et al., 1996; Anderson et al., 1997;
Holt et al., 2001; Zhou et al., 2013) (extensively reviewed in
Jordan et al., 2013), while α6β2 nAChRs have been implicated
in efferent-mediated afferent excitation of calyx/dimorphic
neurons (Holt et al., 2015). It has been recently shown that
α9 nAChRs may influence vestibular compensation following
unilateral labyrinthectomy (Eron et al., 2015; Hübner et al.,
2017). Given that the α9 subunit is expressed at EVN synapses,
a missense mutation in the gene coding for this receptor
subunit could compromise EVN output to the periphery. Indeed,
the efficacy of the VOR was compromised in α9 nAChR
knockout mice with ∼70% reduction in vestibular adaptive
ability (Hübner et al., 2015). Moreover, when compared to
the baseline functional recovery of control mice following
UL (∼75% ipsilesional and ∼90% contralesional), α9 nAChR
knockout mice only regained ∼30% ipsilesional and ∼50%
contralesional function (Hübner et al., 2017). These data
implicate central and/or peripheral EVS mechanisms in VOR
adaptability and compensation. However, there is also evidence
that peripheral vestibular mechanisms (including vestibular
afferent changes) do not play a role in vestibular compensation
(Sadeghi et al., 2007), and that efferent activity does not
play a role in VOR adaptability in awake behaving monkey
(Miles and Braitman, 1980), with the latter suggesting that
the adaptive mechanisms of the VOR reside within central
circuits.
Along with ACh, CGRP is also co-expressed by EVN neurons
and peripheral efferent terminals (Ohno et al., 1991; Luebke
et al., 2014), and partakes in vestibular efferent and peripheral
interaction. CGRP null mice demonstrated an ∼50% decrease
in VOR sensitivity (Luebke et al., 2014), further suggesting that
disruption to normal EVN activity reduces the functionality
and efficacy of the VOR. Interestingly, cholinergic staining of
the same animals appeared normal (Luebke et al., 2014), with
the authors suggesting chronic loss of CGRP from birth may
contribute to compensatory mechanisms that mediate VOR
plasticity. Of note however is the suggestion that CGRP in the
EVN (as well as the auditory efferent system) instead plays
a role in maturation of peripheral inner ear structures, for
example by contributing to maturation of mechanical properties
of the inner ear, or by tuning afferent responses (for review,
see Simmons, 2002). Regardless, with this caveat in mind it
remains reasonable to suggest that the function of the EVS could
include some level of influence or participation in vestibular
plasticity and compensation of the VOR. Further support
for the EVS’s role in the VOR comes from data regarding
KCNQ potassium channels. The activation of mAChRs and
closure of KCNQ potassium channels have been implicated in
driving efferent-mediated slow afferent excitation in turtle (Holt
et al., 2017). Interestingly, in KCNQ4 and KCNQ5 knockout
mice, VOR performance again is impaired (Spitzmaul et al.,
2013).
It should be noted that the EVN is not the only candidate
to mediate compensation and habituation of the VOR, and has
only been implicated in this function in recent literature (for
example, Luebke et al., 2014; Hübner et al., 2015, 2017). Indeed,
there is an extensive body of literature regarding the role of the
nodulus and uvula in dynamic (i.e., gain) control of the VOR
(some examples of which includeWaespe et al., 1985; Torte et al.,
1994).
SUMMARY
While incomplete, the functional role of most efferent systems
in the nervous system has been characterized. In the vestibular
system however, a conclusive functional role in mammals has yet
to be confirmed. While there is a consensus regarding vestibular
efferent morphology, location, and action on peripheral
vestibular hair cells and primary afferents, a distinct functional
role in motor and vestibular coordination had not yet been
ascribed. Reasons for this include limited recordings from
EVN neurons themselves, as well as a lack of understanding
of EVS circuitry within the nervous system of any species.
Recent work though has suggested potential functional roles.
For example, the EVS has been implicated in efference copy
generated from spinal cord circuitry during locomotion,
while participation in vestibular plasticity and compensation
has also been suggested. Older work has also demonstrated
vestibular efferent activation following specific behavioral and
environmental cues, suggesting a context dependent efferent
activity. Given the unique nature of each of these different
findings, it appears that the EVS functions distinctly under a
diverse range of conditions. Investigations concerning direct
monosynaptic inputs to the EVN would help establish the
overall circuitry involved in EVS function by highlighting
the direct connections the EVN makes with other parts
of the brain and spinal cord. Such information could help
establish the context/s within which the EVN is activated.
Moreover, combining monosynaptic tracing technologies with
electrophysiological recordings could further investigate the
role of the EVS in corollary discharge signaling in mammals.
For example, recent work showed that introducing rabies
glycoprotein during in vivo patch recording in mouse layer
5 pyramidal cells, followed by glycoprotein-deficient rabies
virus 2 days following resulted in the successful bridging of
physiological and synaptic properties with anatomical and
circuitry profiles of individually recorded neurons (Rancz et al.,
2011). Alternatively, genetically encoded neural indicators of
cellular activity can also be selectively expressed in neurons of
interest (via viral techniques), and allow monitoring of their
activity under different behavioral conditions in vivo (Perry et al.,
2015). Targeted EVNmanipulation (for example via optogenetic,
electrophysiological or viral means), and subsequent behavioral
testing, as well as direct recording or manipulation of EVN
neurons and their inputs, could also expand hypotheses
concerning EVS function.
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Chapter III 
This chapter includes a published manuscript entitled “Efferent vestibular 
neurons show homogeneous output but heterogeneous synaptic input profile in vitro”. 
It is the first comprehensive investigation into the underlying intrinsic physiological 
properties of the EVN. Only one other study has measured the intrinsic properties of 
EVN neurons in mice, and in this case, describes only nine individual EVN neurons 
(Leijon and Magnusson, 2014). I extend on this work with a larger sample of EVN 
neurons (n = 77), and provide significant additional analyses that uncover multiple 
new features of this important group of neurons. Recordings were also obtained from 
neighbouring MVN neurons as a comparator to EVN neurons. Analyses included a 
detailed histological assessment of the EVN, complete with the first description of the 
nucleus resulting from direct retrograde tracing from the vestibular periphery of mice. 
Further, I define passive membrane properties and discharge features of EVN neurons 
– that is, their ‘output’ profile (including a significant calcium-mediated 
afterdepolarisation), and for the first time describe their excitatory and inhibitory 
synaptic ‘input’ profile. Together, these data show that EVN neurons respond to 
stimulation in a very stereotypical manner, but this response is guided by a diversity 
of synaptic inputs. Ultimately, I propose that EVN neuron activity is mediated in a 
context dependent manner – that is, the context within which our EVN is activated 
(specifically, the origin of their synaptic inputs) is a defining feature of central 
vestibular control of balance. This publication establishes the first systemic 
assessment of a primary group of neurons responsible for maintaining peripheral 
sensitivity to natural head and body movements.  
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Abstract
Despite the importance of our sense of balance we still know remarkably little about the cen-
tral control of the peripheral balance system. While previous work has shown that activation
of the efferent vestibular system results in modulation of afferent vestibular neuron dis-
charge, the intrinsic and synaptic properties of efferent neurons themselves are largely
unknown. Here we substantiate the location of the efferent vestibular nucleus (EVN) in the
mouse, before characterizing the input and output properties of EVN neurons in vitro. We
made transverse serial sections through the brainstem of 4-week-old mice, and performed
immunohistochemistry for calcitonin gene-related peptide (CGRP) and choline acetyltrans-
ferase (ChAT), both expressed in the EVN of other species. We also injected fluorogold into
the posterior canal and retrogradely labelled neurons in the EVN of ChAT:: tdTomatomice
expressing tdTomato in all cholinergic neurons. As expected the EVN lies dorsolateral to
the genu of the facial nerve (CNVII). We then made whole-cell current-, and voltage-clamp
recordings from visually identified EVN neurons. In current-clamp, EVN neurons display a
homogeneous discharge pattern. This is characterized by a high frequency burst of action
potentials at the onset of a depolarizing stimulus and the offset of a hyperpolarizing stimulus
that is mediated by T-type calcium channels. In voltage-clamp, EVN neurons receive either
exclusively excitatory or inhibitory inputs, or a combination of both. Despite this heteroge-
neous mixture of inputs, we show that synaptic inputs onto EVN neurons are predominantly
excitatory. Together these findings suggest that the inputs onto EVN neurons, and more
specifically the origin of these inputs may underlie EVN neuron function.
Introduction
Our sense of balance is fundamental to our ability to interact with our environment, yet central
nervous control of peripheral vestibular activity remains poorly understood. The vestibular
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labyrinth receives dual innervation: the afferent component relays information regarding linear
and rotational motion of the head from the periphery to the brainstem, and the efferent divi-
sion which originates in the brainstem and terminates on vestibular hair cells and primary
afferents. These efferent neurons have been shown to exert direct inhibitory modulatory con-
trol over type II hair cells [1–3], and direct excitatory control of afferent nerve fibres contacting
both type I and type II hair cells [4–6].
Vestibular efferent neurons have been identified in all vertebrates studied and are typically
located within proximity to the genu of the facial nerve, although subtle variations exist
depending on the species [7–9]. Dendritic morphology also varies across species such that
mammals typically exhibit a bilateral organization of efferent projections whereas other verte-
brates display predominantly unilateral projections [5, 10–12]. In comparison to afferent fibres
only a small number of efferent neurons innervate the vestibular periphery [13]. However
efferent neurons bifurcate extensively, allowing for a single efferent fibre to innervate more
than one vestibular end organ and thus exert influence over hair-cell/afferent signalling in mul-
tiple planes of head motion [10, 13–16].
Previous work has described the effects of vestibular efferent activation on afferent sensitiv-
ity. For example, work in chinchilla and macaque has shown that electrical stimulation of effer-
ent fibres results in increased background discharge rate of afferent fibres, particularly the
irregularly discharging fibres [17, 18]. Similarly, work in toadfish has shown both increased
afferent discharge in response to efferent stimulation, and a simultaneous decrease in afferent
gain (i.e. reduced afferent sensitivity) [1, 4, 19].
Despite the observed effects of vestibular efferent activation, the underlying context of this
activation remains speculative. Most studies have focussed purely on the impact of efferent
activation on afferent signalling with little attention afforded to the intrinsic and synaptic influ-
ences on the central vestibular efferent neurons themselves [18, 20]. As such, single-cell record-
ings from efferent vestibular neurons under normal physiological conditions remain scarce.
Indeed, only one study has attempted to characterise the intrinsic physiological properties of
efferent vestibular nucleus neurons. Using a transgenic mouse model Leijon and Magnusson
(2014) showed that efferent vestibular neurons display a relatively hyperpolarised resting mem-
brane potential, a characteristic action potential discharge pattern in response to depolarising
current injection, relatively low discharge rates, and low gain. The authors suggest that the dis-
tinctive discharge pattern and low gain of these neurons facilitates the regulation of both the
fast and slow components of afferent response, and supports a feedback mechanism to mediate
gravity-induced vestibular activity, respectively [21].
Here we significantly extend on this work to a larger population of efferent vestibular
nucleus (EVN) neurons. We confirm the location of EVN neurons in the mouse brainstem
using choline acetyltransferase (ChAT) and calcitonin gene-related peptide (CGRP) immu-
nohistochemistry—both known to be expressed in EVN neurons [21–25], as well as retro-
grade tracing from the vestibular periphery. We then go further and describe the density of
these neurons within the nucleus. Next we examine the passive membrane properties and dis-
charge profile of efferent vestibular neurons, extending on previous work by including analy-
sis of a subthreshold afterdepolarization (ADP). As a further means of identifying this group
of neurons in vitro we also provide a comparison with neighbouring medial vestibular
nucleus (MVN) neurons. Finally, we describe for the first time the synaptic input profile of
efferent vestibular nucleus neurons using pharmacological blockade of excitatory and inhibi-
tory neurotransmission under whole-cell voltage-clamp conditions. This work provides fun-
damental insight into the underlying mechanisms of central control of peripheral vestibular
function.
Intrinsic and Synaptic Profiles of EVN Neurons
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Material and Methods
Animals and ethics statement
All experiments were performed using both male and female (3–5 weeks) C57Bl/6 mice. This
study was carried out in strict accordance with the recommendations of the Animal Care and
Ethics Committee of the University of Sydney (approved protocol number: K22/5.13/3/5983),
and the Institutional Animal Care and Use Committee of Columbia University (approved pro-
tocol number: AC-AAAG8461). All efforts were made to minimize animal suffering.
Tissue preparation
Mice were deeply anesthetised with an intra-peritoneal injection of ketamine (100 mg/kg) (Par-
nell Living Science, Australia) and decapitated. For electrophysiological recordings, the brain-
stem was exposed as follows: an incision was made in the skull at lambda, before the paired
parietal bones were reflected, and the occipital bone and inner ears were removed posteriorly.
The brainstem was continuously bathed in situ using ice-cold sucrose-modified artificial cere-
brospinal fluid (sACSF) containing (in mM): 236 sucrose, 26 NaHCO3, 11 glucose, 3 KCl, 1.25
NaH2PO4, 2 MgCl2, 2.5 CaCl2. The sACSF was gassed with carbogen (95% O2, 5% CO2) to
achieve a final pH of 7.2–7.3, ensuring tissue viability during electrophysiological recordings.
For electrophysiology the brainstem was isolated from its encasing bone and forebrain, and
then mounted rostral end down on a polystyrene (Styrofoam) block glued to the stage of a
vibrating microtome (DSKMicroslicer DTK-1000, Kyoto, Japan) using cyanoacrylate glue
(Selleys, Padstow, Australia). The microtome stage was transferred to a cutting chamber filled
with ice-cold sACSF continuously perfused with carbogen gas. Transverse slices were cut at
200 μm and those containing the genu of the facial nerve (typically 2–3 slices in total) were col-
lected in sACSF before being transferred to an incubation chamber containing ACSF (120 mM
NaCl substituted for sucrose) at room temperature (21–23°C), and allowed to equilibrate until
recording (typically 30 mins).
For immunohistochemistry, mice were prepared as described above for electrophysiology.
However, once the brainstem was exposed, the cranial vault was immersion-fixed in 4% parafor-
maldehyde in 0.1 M phosphate buffered saline (PBS, pH 7.4) at 4°C over four nights. The brain-
stem was then removed from the cranial vault and cryoprotected overnight at 4°C in 30%
sucrose in 0.1M PBS (pH 7.4). A CO2 freezing microtome (Leica, Germany) was used to make
consecutive 40 μm transverse sections of the brainstem from the apex of the spinal cord through
to the caudal end of the cerebellum. Sections were collected and stored in tissue culture wells
filled with 0.1 M PBS until use. For each sectioned brainstem, consecutive series (10 sections of
40 μm thickness) that included the facial nerve were processed for immunohistochemistry.
Immunohistochemistry
Following permeabilization in alcohol and blocking in peroxidase blocker (10% methanol,
0.3% H2O2), free-floating sections were incubated in goat polyclonal antibodies to CGRP
(1:500, Abcam ab36001) and ChAT (1:500, Abcam ab101755) for two hours at room tempera-
ture. Bound antibody was visualised using the avidin-biotin-peroxidase complex detection sys-
tem (ABC, Vector Laboratories) with 3, 3”-diaminobenzidine (Sigma-Aldrich, St Louis MO) as
the chromogen. After labelling, the sections were coated in warm alcoholic gelatine (40% etha-
nol, 0.5 g gelatine) mounted onto gelatine-coated slides, air-dried at room temperature over-
night, dehydrated in ethanol, cleared in xylene and cover-slipped with DPX (Sigma-Aldrich, St
Louis MO). Consecutive series of sections labelled using antibodies to CGRP and ChAT were
counterstained with cresyl violet (CV) and neutral red respectively before coverslipping.
Intrinsic and Synaptic Profiles of EVN Neurons
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Tissue sections were examined using a Leica DMLB microscope fitted with a ProgRes C14
camera (Jentopix, Jena Germany). The cell bodies of CGRP and ChAT positive neurons were
identified on the basis of location and CGRP/ChAT labelling [21, 26]. The total unbiased cell
number in the vestibular efferent nucleus was determined as follows: all nucleoli in CGRP/CV
positive neurons were counted by eye using a 40x objective, focussing through the 40 μm sec-
tions to ensure the identification of the nucleolus. Nucleoli were counted in each of the conse-
cutive sections in which the EVN appeared (~2–3 sections in total). Neuron size and the
volume of the EVN was determined using FIJI analysis software [27]. Using a 40x objective, the
nucleolus was brought into focus and photographed. The cells were traced with the polygon
tool and the major and minor diameters of neurons (20 cells per nucleus) were determined
using the ‘measure’ plugin in FIJI. For the volume of the EVN, the outline of the nucleus was
traced in images of each section and the area measured. The total volume of the nucleus was
determined as area multiplied by section thickness (40 μm) and the cell density as the number
of cells/volume.
Retrograde labelling
To identify cholinergic neurons projecting to the vestibular periphery, mice expressing Cre
under the control of the ChAT promoter (ChAT::cre; [28]) were crossed to ROSA-loxP-STOP-
loxP-tdTomato (Ai14; [29]) mice to generate ChAT:: tdTomato animals expressing tdTomato
in all cholinergic neurons. To selectively label vestibular efferent neurons, P12 ChAT:: tdTo-
matomice were anesthetised with 3% isoflurane in oxygen, the area behind the ear was shaved
and cleaned with iodine and isopropanol, and an incision was made 1 mm behind the right
pinna. The muscles were separated and the posterior semicircular canal was visualised through
the skull. A scalpel was used to thin the bone of the semicircular canal until a small (approxi-
mately 100 μm) hole was made. A pulled glass capillary (1.5 mm outer diameter; 1.12 mm
inner diameter; 8 μm bore width; World Precision Instruments) was used to introduce 100 nl
of 2% fluorogold (Sigma-Aldrich) in saline into the posterior canal over a period of 2 minutes,
and the capillary left in place for one minute after injection. The hole was filled with bone wax,
the skin incision sutured, and the animals given analgesics. Animals were sacrificed three days
after injection by transcardial perfusion with 4% paraformaldehyde in phosphate buffer. The
brains were removed and cryoprotected in 30% sucrose solution overnight. 50 μm sections
were cut on a cryostat, and the floating sections were immunostained with a rabbit anti-fluoro-
gold primary antibody (EMD-Millipore; 1:3000) and a FITC-conjugated secondary antibody
(1:100; Jackson Immunoresearch). Sections were mounted on glass slides, coverslipped with
mowiol (Sigma-Aldrich) and imaged using a Zeiss 510 confocal microscope.
Electrophysiology
The slice with the best visible genu of the seventh cranial nerve was transferred to a small glass-
bottom recording chamber and held down by a weighted net made from nylon strings fixed to
a horseshoe-shaped flattened platinum wire. The chamber was continuously perfused with
oxygenated ACSF at room temperature (21–23°C). Slices were observed using a fixed-stage
microscope (Olympus BX-51W1, Tokyo, Japan) at low power (10x) to localize the EVN. A
high power water immersion lens (40x) was used to visually identify individual efferent vestib-
ular neurons based on their anatomical location—dorsolateral to the genu of the facial nerve.
Micropipettes were fashioned from thin-walled borosilicate glass tubing (1.5 mm OD, Warner
Instruments, Hamden, Connecticut) using a two-stage protocol on a micropipette puller (PP-
830, Narishige, Tokyo, Japan) to achieve a final resistance of 3–5 MO. In order to characterise
action potential and discharge properties, micropipettes were filled with potassium-based
Intrinsic and Synaptic Profiles of EVN Neurons
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internal electrode solution containing (in mM): 70 potassium gluconate, 70 KCl, 2 NaCl, 10
HEPES, 4 EGTA, 4 Mg2-ATP, 0.3 Na3-GTP; with a final pH of 7.3 (adjusted using KOH). For
characterizing miniature inhibitory, and excitatory post synaptic currents (mIPSCs and EPSCs
respectively), pipettes were filled with a caesium-based internal electrode solution containing
(in mM): 130 CsCl, 10 HEPES, 10 EGTA, 1 MgCl2, 2 MG2ATP, and 0.3 Na3GTP; with a final
pH of 7.3 (adjusted u CsOH). Recording pipettes also contained 0.5 mg/mL Lucifer yellow (to
allow for post-recording mapping of recording sites).
A motorised micromanipulator (MP-225, Sutter Instrument, California, United States) was
used to manoeuvre the pipette within the slice. Recordings were targeted to the region dorsal to
the genu of the facial nerve. A>1 GO seal (infinite resistance) was established between the
micropipette and cell wall before negative pressure was applied via a suction port on the micro-
pipette holder to establish the whole-cell configuration. All whole-cell current-clamp and volt-
age-clamp recordings were captured (20 kHz) using a Multiclamp 700B amplifier (Molecular
Devices, Sunnyvale, California, USA). Data was acquired using Axograph X version 1.3.5
acquisition software (Axograph Scientific, Sydney, Australia) on an Intel-based Apple Macin-
tosh iMac computer.
Action potential and discharge properties
Recordings were made from cells with a healthy resting membrane potential between -49.6 and
-64.6 mV. All membrane voltages were corrected for a calculated liquid junction potential of
-4.6 mV. Series and input resistance were calculated from the response to a 10 mV hyperpolar-
izing voltage step from a holding potential of –70 mV at the beginning and end of each record-
ing. Data were rejected if the series resistance changed by>20% during the course of an
experiment. Pre-prepared protocols (hyperpolarizing and depolarizing steps, 20 pA amplitude
over 1 s) were injected via the recording pipette and the responses used to characterize action
potential (AP) and discharge properties of EVN neurons. Cells were classified as spontaneously
active if they fired five or more action potentials at rest over 3 seconds. Action potentials were
overlaid at their onset for both spontaneous and non-spontaneous cells and averaged to deter-
mine AP properties. APs were averaged from the first trace only for spontaneous cells or from
the entire protocol excluding the first 200 ms following a stimulus for non-spontaneous cells.
Spike amplitude was defined as the maximum membrane voltage (Vm) from the baseline (2.5
ms before the AP peak) and spike rise-time was defined as the time from 10% to 90% spike
amplitude. Spike width was defined as the width determined at 50% of peak amplitude [30].
Afterhyperpolarization (AHP) amplitude was defined as the difference between baseline and
the minimummembrane voltage of the trace. The afterdepolarization (ADP) was characterised
by pharmacological blocakade using tetrodotoxin (TTX; 1 μM) and 3,5-dichloro-N-[1-
(2,2-dimethyl-tetrahydro-pyran-4-ylmethyl)-4-fluoro-piperidin-4-ylmethyl]-benzamide
(TTA-P2; 1 μM).
Synaptic input profile
Excitatory postsynaptic currents (EPSCs) and miniature inhibitory postsynaptic currents
(mIPSCs) were isolated using pharmacological blockade in whole-cell voltage-clamp mode
using a CsCl-based internal solution (holding potential -70 mV). Series and input resistance
was calculated and monitored in the same way as for current clamp recordings of AP and dis-
charge properties above. Selective pharmacological blockers were added successively to the
bath to isolate individual excitatory and inhibitory currents. mIPSCs were isolated by the addi-
tion of 6-cyano-7-nitroquinoxaline-2-3-dione (CNQX; 10 μM) and TTX (1 μM) which block
EPSCs and action potential driven events resulting from AMPA/kainate glutamate receptors
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(GluR) and voltage-gated sodium channels respectively. Excitatory synaptic transmission was
isolated by the addition of GABAA receptor (GABAAR) antagonist bicuculline (10 μM), and
glycine receptor (GlyR) antagonist strychnine (1 μM). Putative unclamped AP type events that
had greater than 500 pA amplitude were not included in the analysis of EPSCs. Whilst rare,
these were easily identified from the captured and overlayed events collected for each cell. At
least 3 minutes of data were acquired following 2 minutes of exposure to the above blockers.
Only one cell was recorded per slice to avoid incomplete washout of pharmacological agents.
TTX was obtained from Alomone Laboratories (Jerusalem, Israel). All other pharmacological
agents were obtained from Sigma Chemicals (St. Louis, MO).
Both mIPSCs and EPSCs were analysed off-line using a semi-automated, sliding template
protocol within the Axograph analysis package that detected events above a specified threshold
level while compensating for changes in recording noise between traces. Amplitudes of at least
three times the noise SD (3σ) were accepted. mIPSCs and EPSCs detected by the template were
individually assessed and accepted for analysis based on two criteria: events did not overlap,
and records displayed a stable baseline (2.5 ms) prior to the rising phase and after the decay
phase. Accepted events were aligned at their onset and averaged. Peak amplitude, rise time (cal-
culated over 10–90% of peak amplitude), and decay time constant (calculated over 20–80% of
the decay phase) were calculated within the Axograph analysis software.
Data analysis
Student’s unpaired t-tests and ANOVA were used for comparisons between variables used to
assess action potential and discharge properties, and mIPSC and EPSC characteristics. All data
are presented as means ± SD. Statistical significance was set at p<0.05.
Results
Morphological characteristics of the EVN
The location of the EVN was determined by immunohistochemical labelling using antibodies
against CGRP and ChAT. Similar to previous studies in mice and rats [21, 25], small clusters of
both CGRP (Fig 1A and 1B) (n = 7) and ChAT (Fig 1C and 1D) (n = 4) immuno-positive neu-
rons were identified dorsolateral to the genu of the facial nerve (G7n). As expected ChAT and
CGRP also labelled neurons in the abducens nucleus (6n), ventromedial to the genu of the
facial nerve, as well as neurons in the vestibular nucleus (VN). The putative EVN location was
confirmed by retrograde labelling from the peripheral vestibular apparatus. Fluorogold was
injected into the posterior semicircular canal of ChAT:: tdTomatomice (n = 4). These mice
express the red fluorescent protein tdTomato in cholinergic (ChAT positive) neurons (red).
Fig 1E and 1F show that injected fluorogold (green) and ChAT positive tdTomato neurons are
co-localised (yellow), confirming the location of the efferent nucleus. It is important to note
that not all neurons in the posterior semicircular canal take up the flourogold, and as such only
a subset of neurons in the EVN are labelled. No other fluorogold-expressing neurons were
observed in the brainstem, confirming the specificity of the injections.
The total unbiased cell number in the EVN was determined by eye, focusing through 40 μm
sections, counting nucleoli in consecutive sections in which the EVN appeared. The efferent
nucleus is comprised of a small cluster of neurons (41.4 ± 5.2 neurons) per side (n = 5). Using
FIJI analysis software, neuronal size and nucleus density was calculated. Neurons were circular
in the centre of the nucleus and fusiform at the periphery (major axis 16.7 ± 3.3 μm; minor axis
9.4 ± 2.5 μm; circularity 0.7 ± 0.1). The volume of the nucleus was 1.61x10-3± 0.33x10-3mm3.
Although the volume of the EVN varied between animals, right and left volumes were remark-
ably similar, with a difference of 0.1–1% between sides.
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Fig 1. Immunohistochemical staining and retrograde tracing of the EVN. VN: vestibular nucleus;G7n: genu of seventh cranial nerve (facial nerve); 6n:
sixth cranial nerve nucleus (abducens nucleus). (A&C) Immunohistochemical staining for CGRP (n = 7) and ChAT (n = 4) respectively in transversely
sectioned mouse brainstem. The EVN is located dorsolateral to genu of seventh nerve (box). Neurons in the abducens and vestibular nucleus were also
labelled. (B&D)Higher power visualization of vestibular efferent nucleus. Arrowheads indicate CGRP and ChAT immuno-positive cells respectively. (E&F)
Fluorogold injection into the posterior canal of ChAT:: tdTomatomouse strain under low and high power respectively (n = 4). Arrowheads indicate co-
localization (yellow) of fluorogold (green) and tdTomato (red), confirming the location of vestibular efferent nucleus.
doi:10.1371/journal.pone.0139548.g001
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Passive membrane and action potential properties
Fifty-four EVN neurons and twenty-two MVN neurons were recorded from mouse brainstem
slices using the whole-cell current-clamp configuration. To confirm their location within the
EVN individual EVN neurons dialysed with Lucifer yellow (Sigma Chemicals, St. Louis, MO)
were imaged under fluorescent light. Of the fifty-four EVN neurons recorded, the locations of
thirty-seven EVN were mapped onto a schema from the Paxinos and Franklin mouse brain
atlas (plate 79 [31]) (Fig 2A). While post-recording site mapping was unavailable for the
remaining EVN neurons, all displayed stereotypical passive membrane and action potential
properties, as well as discharge profiles, and were thus included for further analysis. Since the
EVN is a small nucleus no attempt was made to investigate the properties of neurons in the ros-
trocaudal extent of the EVN. In our sample of EVN neurons, 30% (16/54) were identified
showed irregular spontaneous discharge (3.8 spikes/s), while the remaining 70% (38/54) were
not spontaneously active (Fig 2B). Importantly, no differences were observed in the resting
membrane potential of spontaneous and non-spontaneous subsets of EVN neurons
(-58.2 ± 6.2 vs. -55.8 ± 7.1 mV respectively). Passive membrane and action potential properties
of spontaneous and non-spontaneous EVN neurons, as well as neighbouring MVN neurons
are compared in Table 1. When passive membrane properties of spontaneous and non-sponta-
neous EVN neurons were compared no significant differences were observed (Table 1). When
compared with MVN neurons only one significant difference was observed. All EVN neurons
showed significantly lower capacitance than neighbouring MVN neurons (p<0.01 and
p<0.001 respectively; Table 1), a feature that suggests different neuronal morphologies that
could help delineate the two vestibular nuclei.
When the action potential properties of spontaneous and non-spontaneous neurons were
compared only one significant difference was observed. Interestingly spontaneous EVN neu-
rons displayed significantly deeper afterhyperpolarization (AHP) when compared with non-
spontaneous neurons (-23.1 ± 3.5 vs. -15.9 ± 7.7 mV, p<0.001), although this could be due to
altered channel kinetics during the current injection required to generate action potentials in
non-spontaneous neurons. Importantly, both spontaneous and non-spontaneous EVN neu-
rons showed slower action potential kinetics than MVN neurons. The difference was most pro-
nounced in the non-spontaneous EVN subset, which showed slower rise times (0.8 ± 0.3 vs.
0.4 ± 0.2 ms, p<0.001) and half-widths (1.5 ± 0.4 vs. 1.1 ± 0.4 ms, p<0.001) when compared
with neighbouring MVN neurons. Non-spontaneous EVN neurons also showed smaller AHP
amplitudes (-15.9 ± 7.7 vs. -23.3 ± 35.8 mV, p<0.001), although as mentioned above, this is
potentially due to the current pulses used to generate action potentials in these neurons. In
addition, all EVN neurons showed significantly smaller peak spike amplitudes than MVN neu-
rons (51.3 ± 10.8 and 52.0 ± 14.0 vs. 63.2±9.9 mV, p<0.001).
Discharge properties
EVN neurons responded to depolarizing current steps in a stereotypical way. All EVN neurons
fired a short, high frequency burst of action potentials (asterisk in Fig 2C) that adapted rapidly
over time at the onset of the depolarizing stimulus. Fig 2D shows the averaged instantaneous fre-
quency of a sample of EVN (n = 10) and MVN (n = 10) neurons plotted as a function of injected
depolarizing current amplitude. The slope of a linear fit was used to calculate the average gain
across the subset of neurons. EVN neurons displayed a significantly higher gain, i.e. they are
more sensitive to injected current [32] when compared with neighbouring MVN neurons (0.37
vs. 0.19 Hz/pA, p<0.001). Since no differences were observed in passive membrane properties of
EVN neurons and MVN neurons including input and series impedance, the differences in gain
are independent of intrinsic membrane properties and/or recording conditions [33].
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Fig 2. Discharge profiles of spontaneous and non-spontaneous EVN neurons. (A) Schematic view of transversely sectioned mouse brainstem. Inset
shows map of recording sites from a subset of EVN neurons (37/54 recorded neurons). VN: vestibular nucleus;G7n: genu of seventh cranial nerve (facial
nerve); 6n: sixth cranial nerve nucleus (abducens nucleus); 4V: fourth ventricle; EVN: efferent vestibular nucleus. (B) EVN neurons are either spontaneous
Intrinsic and Synaptic Profiles of EVN Neurons
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In a similar way to that described for depolarizing current injection, EVN neurons
responded to release from hyperpolarizing current steps with a characteristic high frequency
burst of action potentials superimposed on a 6.7±7.8 mV (range 1.4 to 20.2 mV) afterdepolari-
zation (ADP) (arrow in Fig 2E). This ADP increased with successively higher current ampli-
tudes and then plateaued (not shown). Fig 2F shows the pharmacological dissection of the
ADP. The addition of voltage-dependent sodium channel blocker TTX (1 μM) completely
abolished EVN neuron discharge unmasking the underlying ADP. The addition of the selective
T-type calcium channel blocker TTA-P2 (1 μM) abolished the ADP, confirming T-type cal-
cium channels as the underlying mechanism for this discharge property. Interestingly, this cal-
cium dependent feature is similar to that observed in other neurons implicated in gain
modulation functions including thalamocortical relay cells in the lateral geniculate nucleus
[34].
Synaptic input profile
To investigate the contribution of glutamate-, GABAA-, and glycine-receptor mediated EPSCs
and mIPSCs to the overall synaptic input profile of EVN neurons, whole-cell patch-clamp
recordings were made in voltage-clamp configuration. As described above for action potential
and discharge properties, each neuron (except one where mapping was unavailable), was
mapped onto a standard schematic from the mouse brain atlas (Fig 3A). Recordings were
made from 23 EVN neurons across the dorsoventral extent of the EVN in the presence of TTX
(1 μM) and CNQX (10 μM) or bicuculline (10 μM) and strychnine (1 μM), to isolate inhibitory
and excitatory synaptic activity respectively. Fig 3B shows that in a subset of neurons, addition
of TTX and CNQX abolished all activity (top two traces). Conversely, in some neurons addi-
tion of bicuculline and strychnine abolished all activity (bottom two traces). These subsets
firing (n = 16) (top trace) or non-spontaneously firing (n = 38) (bottom trace) at resting membrane potential and display homogenous discharge profiles in
response to depolarizing (C) and hyperpolarizing (E) step currents. EVN neurons respond with a short burst (*) of high frequency action potentials (AP) at the
onset of a depolarizing stimulus or the cessation of a hyperpolarizing stimulus. (D) Comparison of instantaneous frequencies as a function of injected
depolarizing current from a subset of MVN and EVN neurons from which the slope of linear fit was used to calculate the gain of each neuron. *** p<0.001. (F)
EVN neurons displayed an afterdepolarization (ADP) following release from inhibition (arrow in (E)). The ADP was mediated by T-type calcium channels—
TTX (1 μM) abolished all APs, and TTA-P2 (1 μM) abolished the remaining response.
doi:10.1371/journal.pone.0139548.g002
Table 1. Summary of passive membrane and action potential properties of spontaneous EVN, non-spontaneous EVN, and MVN neurons.
Properties Spontaneous EVN neurons (n = 16) Non-spontaneous EVN neurons (n = 38) MVN neurons (n = 22)
RMP (mV) -58.2 ± 6.2 -55.8 ± 7.1 -56.6 ± 4.1
Rs (MΩ) 9.0 ± 2.9 11.5 ± 5.4 10.1 ± 5.6
Ri (MΩ) 442.7 ± 194.6 481.1 ± 217.7 393.7 ± 270.7
Cm (pF) 14.0 ± 3.2 ** 12.1 ± 3.3 ††† 18.2 ± 5.8 ** †††
AP peak (mV) 51.3 ± 10.8 ** 52.0 ± 14.0 ††† 63.2 ± 9.9 ** †††
AP rise time (ms) 0.6 ± 0.4 0.8 ± 0.3 ††† 0.4 ± 0.2 †††
AP half-width (ms) 1.3 ± 0.5 1.5 ± 0.4 ††† 1.1 ± 0.4 †††
AHP (mV) -23.1 ± 3.5 ‡‡‡ -15.9 ± 7.7 ‡‡‡ ††† -23.3 ± 5.8 †††
All data are presented as means ± SD.
** p<0.01 between spontaneous EVN neurons and MVN neurons
††† p<0.001 between non-spontaneous EVN neurons and MVN neurons
‡‡‡ p<0.001 between spontaneous and non-spontaneous EVN neurons
Comparisons made using student’s unpaired t-test.
doi:10.1371/journal.pone.0139548.t001
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Fig 3. Identification and classification of excitatory and inhibitory profiles in EVN neurons. (A) Schematic view of transversely sectioned mouse
brainstem. Inset shows map of recording sites (22/23 recorded neurons). VN: vestibular nucleus;G7n: genu of seventh cranial nerve (facial nerve); 6n: sixth
cranial nerve nucleus (abducens nucleus); 4V: fourth ventricle; EVN: efferent vestibular nucleus. (B) Top trace: EPSCs recorded under normal conditions
before the addition of drugs. Second trace: addition of CNQX (10 μM) and TTX (1 μM). Third trace: mIPSCs recorded under normal conditions before the
Intrinsic and Synaptic Profiles of EVN Neurons
PLOS ONE | DOI:10.1371/journal.pone.0139548 September 30, 2015 11 / 21
were classified as exclusively excitatory or exclusively inhibitory expressing neurons respec-
tively (Fig 3B).
For the remaining EVN neurons, the initial pharmacological blockade with TTX (1 μM)
and CNQX (10 μM) reduced the frequency of synaptic events without abolishing activity. To
determine which receptors the remaining synaptic events were mediated by, bicuculline
(10 μM) and strychnine (1 μM) were introduced to the bath sequentially. In some neurons, the
addition of bicuculline abolished all remaining synaptic activity (Fig 3C). In other neurons, the
addition of strychnine (1 μM) instead abolished all remaining synaptic activity (Fig 3D). These
neurons expressed exclusively GABAAR or GlyR mIPSCs respectively. In a subset of neurons,
addition of bicuculline (10 μM) decreased the frequency of inhibitory synaptic input with the
remaining activity abolished with the subsequent introduction of strychnine (1 μM), indicating
a combination of GABAAR- and GlyR-mediated mIPSCs (Fig 3E). These neurons were classi-
fied as receiving a mixture of excitatory, and exclusively GABAAergic or glycinergic inputs, or a
combination of GABAAergic and glycinergic mIPSCs; hereafter termed mixed (GABAAergic),
mixed (glycinergic), and mixed (GABAAergic and glycinergic) respectively.
From the sample of 23 EVN neurons, 22% (5/23) received exclusively excitatory inputs
while 30% (7/23) received exclusively inhibitory inputs. 13% (3/23) received excitatory input
plus a mixture of GABAAergic and glycinergic input, 30% (7/23) received excitatory input plus
GABAAergic input, and 4% (1/23) received excitatory input plus glycinergic input. Despite a
heterogeneous synaptic input profile, Fig 3F shows that excitatory synaptic inputs predomi-
nate. In the subset of EVN neurons that receive a mixture of both excitatory and inhibitory
inputs, the ratio of excitation to inhibition expressed as the function of excitation/total to inhi-
bition/total is pushed heavily towards excitation (right of the line of unity). Of the mixed neu-
rons encountered 69% (9/13) were skewed in this way (Fig 3F).
The properties of GABAAR- and GlyR-mediated mIPSCs recorded from EVN neurons are
compared in Fig 4. GABAAR- and GlyR-mediated mIPSCs were isolated via pharmacological
blockade for analysis. The kinetics between inhibitory receptors differed significantly.
GABAAR-mediated mIPSCs had slower decay times (8.6 ± 2.6 vs. 4.5 ± 0.7 pA, p<0.001) than
GlyR-mediated mIPSCs. These kinetics are consistent with those reported for other neurons in
the vestibular nuclei [33]. The kinetics of GluR-mediated EPSCs (both spontaneous and action
potential driven) are shown alongside those of GABAAR- and GlyR-mediated mIPSCs in Fig 4.
Discussion
Morphological characteristics of the EVN
Vestibular efferent neurons have previously been identified dorsolateral to the genu of the
facial nerve in mammals [35, 36]. Prior to this report, only one study has identified the location
of these neurons in the mouse [21], although in this work no direct connectivity between the
vestibular periphery in the labelled EVN was shown. In order to investigate the intrinsic and
synaptic electrophysiological properties of efferent vestibular nucleus neurons we sought to
confirm the location of the EVN using CGRP and ChAT immunohistochemistry as well as
direct retrograde tracing from the vestibular periphery. Similar to Leijon and Magnusson
addition of drugs. Bottom trace: addition of strychnine (1 μM) and bicuculline (10 μM) abolished all synaptic activity. Some neurons received excitatory inputs
in conjunction with: GABAAR-mediated events (C) Bottom trace: addition of bicuculline to the bath abolished activity remaining after the addition of TTX and
CNQX (second trace); GlyR-mediated events (D) Bottom trace: addition of strychnine abolished remaining activity following the addition of TTX and CNQX
(second trace). (E)Other neurons received a combination of mIPSCs in addition to EPSCs. In these neurons, the addition of bicuculline reduced the
frequency of synaptic activity (third trace) that was abolished by addition of strychnine (bottom trace). Scale bar in (B) is the same for all traces. (F)
Frequencies of EPSCs and mIPSCs per cell calculated over a period of 30 seconds under the influence of excitatory and inhibitory synaptic activity blockers.
doi:10.1371/journal.pone.0139548.g003
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(2014), we identified the EVN as a small region dorsolateral to the genu of facial nerve, and the
number of neurons forming the nucleus was small, particularly in comparison to neighbouring
vestibular nuclei where the number is ten-fold higher [37]. The small number of neurons is not
surprising since previous work has shown that while efferent vestibular neurons make contact
with both major vestibular afferents and type II hair cells directly, these connections are
extremely divergent, i.e. a single efferent fibre makes contact with many afferents and hair cells
in the vestibular periphery [10, 14, 38].
EVN neuron passive membrane and action potential properties
Only one other study has measured the intrinsic properties of EVN neurons, and even so the
responses of only nine neurons were reported. Using a transgenic mouse model, Leijon and
Magnusson (2014) demonstrated that efferent vestibular neurons display a resting membrane
potential of -76.49 ± 2.68 mV, pronounced AHPs, relatively low discharge rate, and low gain.
In our larger sample of EVN neurons (n = 54) we found similar intrinsic electrophysiological
Fig 4. EPSC andmIPSC properties. (A) AMPA/kainate type glutamate receptor, GABAAR and GlyR-
mediated EPSCs and mIPSCs. (B) Averaged GABAAR- and GlyR- mediated mIPSCs, and AMPA/kainate
glutamate receptor mediated EPSC, isolated from the recordings shown above. (C) Bar graphs showing
GABAAR-, GlyR-mediated mIPSCs and AMPA/kainate glutamate receptor mediated EPSC amplitude, decay
time, rise time, and width. * p<0.05, ** p<0.01. Values within bars indicate the number of cells sampled.
Double diagonal lines indicate that EPSC and mIPSCs values are not compared, but are presented on same
bar graph for ease of demonstration.
doi:10.1371/journal.pone.0139548.g004
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properties to those reported by Leijon and Magnussen (2014) with a few exceptions. While we
found no difference in input impedance, we did find a much lower capacitance. In addition,
efferent vestibular neurons in our report showed faster action potential kinetics and more
depolarized resting membrane potentials. Moreover, in our study we observed EVN neurons
with two discharge profiles at rest—spontaneously active, and non-spontaneously active neu-
rons (70% of the recorded population). While Leijon and Magnussen (2014) did not report dis-
tinct discharge profiles at rest, this is presumably a function of the very hyperpolarised resting
membrane potential reported in their study. In addition, it is possible that these differences in
discharge profiles are unmasked within our larger sample. Indeed, slow, irregular spontaneous
activity of 4–5 spikes/s was previously reported in EVN neurons in the toadfish [39]. Despite
this distinction in our report all EVN neurons had low discharge frequency at rest, consistent
with the observations reported by Leijon and Magnusson (2014). For the spontaneously active
EVN neurons in our study, this property was regulated by a relatively pronounced AHP
(23.1 ± 3.5 mV), similar in amplitude to that reported by Leijon and Magnusson (2014). Since
both spontaneous and non-spontaneous EVN neurons displayed similar passive membrane
properties (including input impedance, and capacitance) the differences in AHP amplitude
and discharge profile are presumably independent of recording conditions [33].
EVN neuron discharge properties
All EVN neurons showed the same discharge profile—a short burst of high frequency APs at
the onset of a depolarizing stimulus and cessation of a hyperpolarizing current (asterisk in Fig
2C) usually followed by sparse firing. This profile, characterized by an initial short latency dis-
charge, was a feature also reported by Leijon and Magnusson (2014) who reported that upon
depolarization, EVN neurons fired a single onset spike followed by sparse firing. This is an
important point to note given that the location of the EVN lies in close proximity to the MVN,
and that neighbouring MVN neurons are characterized by tonic discharge [30, 33, 40] at rates
closer to 10–20 spikes/s [30, 41], suggesting that this may be a useful distinguishing feature for
other studies targeting this nucleus. While tonic firing codes for the intensity of inputs, burst
firing has been suggested to be advantageous in improving stimulus detectability and enhanc-
ing cortical activation, serving as a “wake-up call” during quiescent periods and in response to
novel stimuli [42, 43]. For example, Weyand et al. showed that in the cat LGN during wakeful-
ness (when tonic firing is the dominant discharge pattern) burst firing can be attributed to
novel visual stimulation [44]. It is plausible for EVN neurons to aid in quick vestibular accom-
modation by generating transient bursts of APs in response to varying synaptic inputs that
serve to modulate peripheral targets and adjust subsequent behaviour. One suggestion for the
mechanism underlying a burst discharge profile is that the initial high frequency transient APs
are related to the slow AHP (sAHP) phenomenon produced by voltage-dependent Ca2+-acti-
vated potassium currents that ultimately shape firing patterns (for a review see [45]). Slow
afterhyperpolarizations have been observed throughout the CNS, occurring only after burst fir-
ing of APs [46–48], and as such may underlie this feature of EVN neuron discharge. Another
possibility is that burst firing is generated following sufficient hyperpolarization to trigger a
low threshold all-or-none Ca2+ spike [49] mediated by T-type Ca2+ channels. Cations moving
through these channels have also been implicated in modelling firing patterns [50]. Similar to
thalamocortical relay cells described in the mouse LGN [34], EVN neurons also show calcium-
dependent ADP that contributes to burst firing (see Fig 2F). Although Leijon and Magnusson
(2014) reported a subtle shoulder at the onset of depolarization similar to our observations,
they did not show a measurable ADP following release from hyperpolarization. The reason for
this absence is not clear, although as described above it is possible that this feature was
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unmasked in our larger sample of EVN neurons, or that the relative hyperpolarized membrane
potential reported by Leijon and Magnusson (2014) obscured this feature. As described in our
results it is interesting to note that in our sample, the amplitude of the ADP was variable, possi-
bly contributing to the difference between the two studies.
We also compared EVN neuron and MVN neuron sensitivity to changes in the strength of
their inputs (i.e. gain) and showed that EVN neurons are significantly more sensitive to input
than MVN neurons. It is important to note though that for a small subset of non-spontane-
ously active EVN neurons, the gain is measured only from a small number of action potentials
at the start of a stimulus due to the paucity of tonic firing in these neurons. Despite this, we feel
that using the responses measured over a smaller amount of time is still a useful approxima-
tion, as there is little to no spike firing adaptation over the course of more prolonged stimuli
such as those used to calculate gain in MVN neurons. Thus EVN neurons appear to be more
suited to responding rapidly to alterations in synaptic strength without the requirement to
code for activity in the temporal domain, i.e. how long the synaptic barrage continues [51].
Synaptic profile of EVN neurons
The present study is the first electrophysiological characterization of the synaptic input profile
of EVN neurons. The data from mouse brain stem slices showed that 52% of recorded EVN
neurons received either exclusively excitatory (mediated by AMPA/kainate glutamate recep-
tors) or inhibitory (mediated by GABAA and glycine receptors) synaptic inputs. The remaining
neurons displayed a mixed input profile receiving excitatory with inhibitory inputs in combi-
nations of either: GABAAergic and glycinergic together (13%), solely GABAAergic (30%), or
solely glycinergic (4%). In light of the observation that some EVN neurons fire spontaneously
while others do not, it is tempting to question whether these discharge profiles relate to the
excitatory and inhibitory input profiles observed here. While this idea remains a possibility, we
suggest that it is unlikely given that the rate of spontaneous discharge observed here is very
low, and could not in most cases be considered tonic—unlike MVN neurons, [30, 33, 40].
Though it is no surprise that GABAA-mediated synaptic inhibition dominates in the mouse
EVN, as it does in neighbouring mouse MVN neurons [33], it is possible, based on the
observed discharge profile of EVN neurons and work in vestibular afferents in the periphery
[52], that GABA-ergic activity primarily acts to modulate fast glutamatergic excitation at the
central EVN synapse. Indeed, it remains important to note that within mixed neurons, the fre-
quency of excitatory activity mediated by AMPA/kainate glutamate receptors substantially
overshadows the frequency of inhibition (64% vs. 9% respectively). Together these data suggest
that the output of EVN neurons is predominately governed by combined excitatory drive from
other parts of the CNS.
Receptor subunit composition
When comparing inhibitory receptors, GABAAR-mediated mIPSCs exhibited slower kinetics
(including rise and decay times) than GlyR-mediated mIPSCs. These results are similar to
those reported for other rodent CNS regions where GABAAR- and GlyR-mediated mIPSCs
have been compared [53–57], as well as other vestibular nuclei recorded under similar condi-
tions [33, 58–60]. When combined with recent in situ hybridization and protein expression
studies, some insight into the subunit composition of relevant receptors in mouse EVN can be
gained. The available data in mice suggests that GABAARs are composed of α1, α2, α3, α4, γ2 δ
subunits [61, 62], whereas GlyRs are composed of α1 and β subunits [63, 64]. Although studies
in rat vestibular nuclei show that GluRs are composed of R1, R2/3 and R4 subunits [65, 66],
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studies that isolated GluR EPSC activity were performed in chicks [67, 68]. To our knowledge,
there are no studies in AMPA/kainate glutamate receptor subunit composition in mice.
Origin of synaptic inputs
Our results demonstrate that AMPA/kainate GluRs contribute to fast excitatory synaptic trans-
mission, and GABAARs and GlyRs contribute to fast inhibitory synaptic transmission in mouse
EVN neurons. The complete map of these inputs however, is unclear. EVN neurons have been
shown to receive inputs as part of a feedback pathway—efferent endings terminate on afferent
fibres as well as directly on type II hair cells and receive reciprocal innervation from these affer-
ent fibres [69]. More distal sources presumably also contribute to the synaptic profile of EVN
neurons. For example, viral transneuronal tracing revealed inputs from the hypothalamus,
amygdala, and motor cortices amongst other areas [70]. Finally, local circuitries including con-
tralateral projections from the opposite EVN, and other vestibular nuclei are also presumably a
source of synaptic inputs onto EVN neurons. Indeed retrograde tracing in rats using micro-
spheres identified neurons in the ipsilateral medial, lateral and superior vestibular nuclei project-
ing into the EVN [71]. Despite this information, it remains to be seen where the synaptic inputs
measured here originate, and whether these inputs share defined electrophysiological properties.
Functional implications
The data presented here show that mouse EVN neurons display diverse excitatory and inhibi-
tory input profiles; yet use this information to produce a characteristic, homogeneous dis-
charge output including a high frequency burst of APs at the cessation of a hyperpolarizing
stimulus or the onset of a depolarizing stimulus. As such it is tempting to suggest that the driv-
ers of the EVN are potentially more important than the final output i.e. the control of when the
EVN is activated, or under what specific set of conditions the EVN is stimulated, is the defining
feature of central control of peripheral vestibular sensitivity.
It has been shown that efferent vestibular fibres respond to stimulation of vestibular end
organs including the canals [72–74] and otolith organs [75], and to non-vestibular stimuli such
as epidermal pressure and limb movement [72, 76]. While the mechanisms are not well estab-
lished, common to most discussions of vestibular efferent function is the suggestion that effer-
ent neurons modulate peripheral vestibular activity by way of efferent-mediated excitation of
irregular afferent discharge [3–6, 77, 78] (but see [79]). For example, work in chinchilla dem-
onstrated efferent mediated afferent responses to rotation [80], as well as periodic fluctuations
in background discharge of irregular afferent fibres [81]. This irregular pattern consists of both
fast and slow response components and has also been reported in monkeys [5, 18], and cats
[6]. Leijon and Magnusson (2014) suggest that the distinctive discharge pattern may modulate
the sensitivity of irregular afferents in response to the fast and slow components of cupula acti-
vation during abrupt accelerations. Despite this, the purpose of this afferent modulation
remains unclear. An attractive early hypothesis was that vestibular efferent activity modulates
afferent discharge during volitional head movements—although Cullen and Minor (2002)
found no difference in vestibular efferent modulation of vestibular afferent discharge between
passive and active head movements in alert macaques. While from this observation it seems
unlikely that vestibular efference simply differentiates between active and passive movements,
it is reasonable to suggest that based on the diversity of inputs to the EVN [70], and the hetero-
geneity of synaptic profiles shown here, the EVN is suited to the modulation of peripheral sen-
sitivity in other context-dependent ways. For example, during states of arousal or predation
[39, 82], or under conditions that stimulate aspects of autonomic nervous system response,
including cardiovascular regulation [83] and stress [84].
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Conclusions
Effective interaction with our environment is dependent on our ability to maintain equilib-
rium. Previous work describing the central control of the peripheral vestibular organs have pri-
marily focused on end organs and afferent fibre discharge, while little attention has been
afforded to the intrinsic and/or synaptic properties of the efferent neurons that modulate them.
The present study is amongst the first systematic investigations of the intrinsic and synaptic
influences on efferent vestibular nucleus neurons in any species. In contrast to neighbouring
vestibular neurons, EVN neurons display a distinctive homogeneous discharge pattern and
receive heterogeneous synaptic inputs that make it possible that the functional role of these
neurons may be to signal changes in stimuli context; i.e. modulation of the sensitivity of vestib-
ular periphery in a state-dependent manner.
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Chapter IV 
4.1 Introduction 
Ascribing functional roles to CNS structures (for example, to the EVS) requires 
an understanding of the mechanisms that underlie information processing of that 
region. A systematic evaluation of neural circuitry, including cell anatomy as well as 
the connections between participating cells, is inherent to this understanding. This 
neural architecture is intricate and complex at the very least, and is therefore 
challenging to demarcate. Despite this, scientists have pioneered and exploited the 
application of a variety of different techniques to delineate neural circuitry. Some 
examples of these techniques include photostimulation (Callaway and Katz, 1993), 
electron microscopy (Wersall, 1956; Engstrom et al., 1972), electrophysiology 
(Mercer et al., 2005), genetic approaches (for review, see Luo et al., 2008), and 
fluorescent and non-fluorescent tracers and dyes (for review, see Vercelli et al., 2000) 
to name a few. Although these tools and methods have been used to obtain novel 
insights and advancements, they are limited principally in that they do not isolate 
directly connected neurons of interest. For a concise summary of progresses and 
problems in the field of neural tracing, see Lichtman and Denk (2011).  
 
The use of neurotropic polysynaptic viruses as tracers that can invade the CNS 
and spread transsynaptically offers a promising solution to these challenges. Their 
specificity, efficiency, and reliability of spread throughout the CNS however, depend 
on the species and strain of the virus. The two species of viruses most often used 
experimentally are from the Herpervirinae family (notably, herpes simplex virus 
(HSV), and pseudorabies virus (PrV)), and from the Rhabdoviridae family (notably, 
rabies virus (RABV), which has been used here for tracing EVN inputs). It should be 
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noted that herpes viruses are pantropic, and can therefore infect different cell types, 
but can still faithfully spread throughout functional neuronal connections in the CNS 
(Ekstrand et al., 2008). While both classes of virus have been used to trace neural 
circuitry, they have fundamental differences – for example, herpes are DNA viruses, 
while rabies are RNA viruses. They do however share a common feature – both viral 
classes have an envelope protein that is involved in infecting host cells (for a 
comparative review of both species, see Callaway, 2008). Pseudotyping of this 
envelope, that is engineering viral particles with foreign envelope proteins, offers 
neuroanatomists a unique approach to understand neural circuitry. For example, it is 
possible to restrict the initial viral infection of RABV to one synaptic boundary by 
genetically modifying its envelope glycoprotein (for further methodological details, 
see Wickersham et al., 2007b). Because RABV can spread selectively in the 
retrograde direction, and label inputs irrespective of distance, it can be used as a 
powerful tool for monosynaptic tracing. Existing genetic technologies can be 
exploited and/or optimised in conjunction with a similar RABV system to improve 
our understanding of how information is processed in the brain (Callaway and Luo, 
2015).  
 
Earlier transsynaptic tracing work though, involved the uptake (via aspiration) of 
neurotropic viruses such as vesicular stomatitis virus (VSV), also from the 
Rhabdoviridae family, and PrV to trace olfactory pathways (Sabin, 1938). Since then, 
these virus classes have been used to trace both peripheral and central pathways (Joshi 
et al., 1995; Vizzard et al., 1995; Fay and Norgren, 1997a; b; c; Leak et al., 1999 and 
others). Despite the wide use of these neurotropic viruses in the literature, their use in 
discerning neural circuitry is restricted. Primarily, tracing is multisynaptic where first 
order neurons cannot be distinguished from second order neurons. Additionally, there 
is an inherent preferential bias of labelling based on the virus, the cell type, and the 
synaptic conditions it is introduced to (Ugolini et al., 1987; Ugolini, 1995) – though it 
should be noted there is no evidence that this limitation does not apply to RABV. 
Rabies as a transsynaptic tracer has also been used widely to further our 
understanding of neural circuits. For example, rabies tracing has revealed different 
inputs terminating on two different cortical Layer 5 pyramidal neurons, suggesting 
distinct roles of these neurons (Kim et al., 2015). In conjunction with 
electrophysiological techniques and pharmacological manipulation, polysynaptic 
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rabies tracing has also been used to understand the complexity of vestibulospinal 
inputs and connectivity, particularly to cervical motor neurons (Lambert et al., 2016). 
As previously mentioned, RABV is not the only viral tracer available on the market 
for circuit mapping (for a review of viral neurotechnology, see Nassi et al., 2015). 
Though, alternative herpes viruses as tracers have been shown to induce rapid cell 
death and also instigate inflammatory responses in animals (Ugolini et al., 1987; 
Ugolini, 1992; Rinaman et al., 1993). As well, herpes viruses can move 
bidirectionally (Ugolini, 1992; Aston-Jones and Card, 2000) and between cells that 
are not synaptically connected (Ugolini, 2010). For another in depth comparison of 
herpes viruses and RABV as monosynaptic tracers, see Ugolini (2011).  
 
Therefore, to systematically map neural networks, it is essential for tracers to 
unambiguously ascertain only monosynaptic partners of neurons of interest. Modern 
genetic techniques have allowed versions of RABV to be produced that have synaptic 
transfer restricted to a single synapse. RABV vectors possess several advantageous 
features for this application (reviewed in Ginger et al., 2013). The most obvious 
advantage is its transportation capabilities – that is, it allows strict retrograde transfer 
in the CNS that is monosynaptic between connected neurons, with a relatively low 
cytotoxicity (Mebatsion et al., 1996b; Wickersham et al., 2007a; Dietzschold et al., 
2008). Moreover, RABV also has a broad range of host species (Gough and 
Jorgenson, 1976; Kelly and Strick, 2003; Moschovakis et al., 2004; Luis et al., 2013), 
is compact in nature, and its genome readily accepts genetic manipulation without 
diminishing stability (unlike other RNA viruses) (Mebatsion et al., 1996b; 
Conzelmann, 1998). I expand on this monosynaptic tracing technique below. 
 
4.1.1 Rabies Virology and G-deletion 
Rabies virus is a neurotropic, transsynaptic, negative single-strand RNA virus of 
the Rhabdoviridae family (Schnell et al., 2010). RABV is bullet shaped with a central 
core containing helical RNA genome that codes for five structural proteins including: 
nucleoprotein (N), large polymerase subunit protein (L), phosphoprotein (P), and 
matrix protein (M) (Dietzschold et al., 2005; Finke and Conzelmann, 2005; Schnell et 
al., 2010) (see Figure 3a for schematic). The envelope glycoprotein (G) has been 
shown to mediate rabies neuro-invasiveness by binding to a cell surface receptor 
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(Gaudin et al., 1993; Gaudin, 2000). Accordingly, G genetic deletion (Mebatsion et 
al., 1996a) abolishes transsynaptic propagation (Etessami et al., 2000).  
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RABV can be transmitted from an infected host, for example a bite (and ensuing 
saliva) from a diseased dog, at peripheral nerve terminals before travelling to higher 
order CNS structures. Although the molecular mechanisms that underlie transsynaptic 
transfer of rabies through the CNS are not entirely clear, and remain contested 
(Ghanem and Conzelmann, 2016), it has been shown that the specific proteins 
RABV-G, and also RABV-M (Pulmanausahakul et al., 2008), are necessary for 
spread both in vivo and in vitro (Etessami et al., 2000). Rabies virion components are 
transcribed, replicated and synthesised within the host (independent of RABV-G) 
(Schnell et al., 2010), before adopting the existing intracellular transport mechanisms 
(dependent on RABV-G) (Finke and Conzelmann, 2005; Schnell et al., 2010). 
Retrograde propagation of the now mature RABV particle occurs, and a new cycle of 
infection begins exclusively within synaptically connected cells (Ugolini, 1995). In 
other words, rabies infects a synaptic terminal, is transported to the cell body where it 
replicates and is transported to presynaptic sites. This sequence of synaptic transfer 
relies on the rabies envelope glycoprotein and its infected cell receptor, and continues 
until the host can no longer tolerate the transfer.  
 
Like the other polysynaptic viruses previously mentioned (namely PrV and HSV 
from the Herpervirinae family), RABV has been exploited in circuit tracing 
experiments because of its efficient, retrograde transsynaptic transfer. Rabies labelling 
is temporally dependent – that is, first order neurons are labelled before their 
respective connections (Ugolini, 1995). Therefore, detailed time course experiments 
are necessary to obtain accurate maps of peripheral to central circuits. The temporal 
differentiation between second- and higher- order neurons becomes obscured though, 
due to the convergent and feedback nature of many neural networks (Dum and Strick, 
2013), and also because two short range connections can be labelled before one long 
range connection. These limitations subsequently make it impossible to acquire 
accurate readings of viral tracing. The development of G deficient rabies virus 
(RABV-ΔG) (see Figure 3b for schematic) however (Mebatsion et al., 1996a; 
Etessami et al., 2000; Wickersham et al., 2007a; Wickersham et al., 2007b), overcame 
these transsynaptic restrictions. The RABV-ΔG virion is able to transcribe, replicate 
and synthesise within infected neurons (as these mechanisms do not require RABV-
G) (Mebatsion et al., 1996a; Etessami et al., 2000). The glycoprotein itself however, 
can be isolated from complementing cell lines and be later incorporated into the virus 
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(Mebatsion et al., 1996a). Thus, monosynaptic tracing is possible because cognate 
rabies G can be exogenously expressed in the neurons of interest to successfully 
recover transsynaptic properties of the RABV-ΔG virion, but limit movement by one 
synaptic boundary, where it is then trapped in the presynaptic partners that do not 
contain any G (Wickersham et al., 2007a; Wickersham et al., 2007b).   
 
The extensive use of RABV for monosynaptic tracing has already enhanced our 
understanding of neural organisation, and consequently the functional role of many 
CNS structures. For example, RABV tracing has revealed microcircuitry and novel 
relationships in the visual system (Cruz-Martin et al., 2014; Velez-Fort et al., 2014), 
motor and somatosensory systems (Choi and Callaway, 2011; Levine et al., 2014; 
Sreenivasan et al., 2015), and olfactory systems (Arenkiel et al., 2011; Miyamichi et 
al., 2011; Deshpande et al., 2013) to list a few. Some of the different ways RABV has 
been exploited for tracing neural circuitry is described below.  
 
4.1.2  RABV Monosynaptic Tracing  
The pioneering work from the Callaway Lab introduced the first RABV-ΔG 
system for monosynaptic tracing (Wickersham et al., 2007a; Wickersham et al., 
2007b). Here, the rabies virus, SAD-B19, was derived and adapted from the Street-
Alabama-Dufferin (SAD) vaccine strain (Wickersham et al., 2007a). This system 
relied on the avian (and importantly not mammalian) TVA receptor, as previously 
introduced. The genome for this receptor encoded with G, along with a fluorescent tag 
DsRed2, was delivered to the starter cell population. The presence of TVA permits 
the infection of pseudotyped EnvA-coated viruses such as SAD-B19-ΔG-eGFP 
because of the specificity inherent to the EnvA/TVA system. The resulting yellow 
fluorescence overlap of DsRed2/eGFP indicated starter cells, with green fluorescence 
as second-order cells (Wickersham et al., 2007b).  
 
Alternative approaches to this RABV-ΔG tracing technique have since been 
introduced (for reviews, see Ginger et al., 2013; Callaway and Luo, 2015; Ghanem 
and Conzelmann, 2016). As a result, there are currently different rabies strains with 
different degrees of pathogenicity and expression, as well as a variety of techniques to 
deliver rabies. One example of a different strain is the challenge virus strain (CVS), of 
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which the N2c variant of CVS-24 strain which can be grown in mouse brain or 
neuroblastoma cells (Morimoto et al., 1999) has been used here to trace inputs to the 
EVN. Recent work demonstrated the use CVS-N2c-ΔG as a more effective mapping 
tool when compared to SAD B19 (Reardon et al., 2016). Despite advancements in 
helper viruses and/or reagents to aid synaptic crossing and enhance circuit tracing to 
the SAD B19 strain (for example, in Kim et al., 2016), there have been no 
improvements to the virus particle itself. Stand-alone SAD B19 is toxic to cells 
following long-term exposure, and is relatively inefficient at transsynaptic transfer 
when compared to CVS-N2c (Reardon et al., 2016). In comparison, the CVS-N2c-ΔG 
derivative exhibits enhanced transsynaptic transfer that is not restricted to neuronal 
subtypes, produces lower levels of neurotoxicity, and remains compatible with many 
existing SAD B19 helper viruses and reagents (Reardon et al., 2016). Moreover, 
because CVS-N2c can be propagated in mouse cell lines, it is well adapted to mouse 
neurons – the animal model used here for EVN circuit mapping.  
 
Initial infections can be restricted to neurons with a common projection such as 
the EVNs projection to peripheral vestibular end organs. A variation of the RABV-ΔG delivery technique targets cell groups based on their common projections, and 
eliminates the need for the EnvA/TVA system. Here, RABV-ΔG and its native 
RABV-G are injected together with the G expressing retrogradely transported helper 
virus (Stepien et al., 2010; Yonehara et al., 2011). In this way, the monosynaptic 
inputs to the motor neuron pools that innervate discrete muscle groups (Stepien et al., 
2010), as well as from directionally selective retinal ganglion cells (Yonehara et al., 
2011) were determined. Other helper viruses such as recombinant adeno-associated 
virus (AAV) vectors are another means for delivering G to desired neurons. rAAV is 
particularly useful, and has been used here for G delivery to the EVN, because 
multiple genes can be packaged and expressed, and because they exhibit low levels of 
neuronal toxicity. In situations when larger genomes are expressed than can be 
accommodated by AAV (Dong et al., 2010), lentivirus or (onco-) retrovirus vectors 
are valuable alternatives (see Ghanem and Conzelmann, 2016).  
 
For successful RABV tracing, helper viruses such as rAAV are usually coupled 
with Cre dependent approaches, particularly since there are a variety of cell lines that 
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express Cre selectively in specific neuronal populations of interest (Gong et al., 
2003). Cre is an enzyme that recombines DNA between loxP sites, thus allowing gene 
expression only in selected neurons. This feature can be exploited in transgenic mice 
expressing Cre in neurons of interest, to selectively deliver G via helper viruses (such 
as AAV), in conjunction with later RABV-ΔG injections (Wall et al., 2010). This 
method has been successfully used to ascertain the direct inputs to dopaminergic 
neurons in the midbrain (Watabe-Uchida et al., 2012). Alternatively, Cre mouse lines 
can be crossed to animals expressing TVA receptor in a Cre-dependent manner (for 
example, in Li et al., 2013; Takatoh et al., 2013; Stanek et al., 2014; and Bourane et 
al., 2015). While this approach eliminates the need for helper virus injections, there is 
a lack of regional specificity of G expression (Callaway and Luo, 2015).  
 
4.1.3  RABV Monosynaptic Tracing of the EVN 
Importantly, despite the variety of retrograde transsynaptic tracing techniques and 
applications available, no attempt has been made to trace monosynaptic central and 
peripheral efferent vestibular circuitry. Previous polysynaptic tracing of the EVN 
however, where the Bartha strain of PrV was injected into unilateral horizontal 
semicircular canal neuroepithelium of gerbils for retrograde transfer through efferent 
terminals, revealed inputs from the hypothalamus, amygdala, and other motor cortices 
(Metts et al., 2006). Moreover, simultaneous injections of fluorescent tracers, such as 
Fluoro-Gold, into the flocculus or paraflocculus of the cerebellum and the vestibular 
sensory epithelium in gerbils resulted in double labelling at the EVN (Shinder et al., 
2001), suggesting that the EVN outputs to both regions. The EVN also presumably 
receives inputs from other vestibular nuclei as well as reciprocal, albeit indirect, 
innervation from afferent pathways. The findings reported in Chapter 3 suggest that 
information from other CNS structures communicate with the EVN to produce a 
unified strategy to modulate the responsiveness of the peripheral vestibular system, 
which in turn helps to maintain balance. However, without understanding which CNS 
regions directly input to the EVN, it is impossible to link vestibular efferent activity to 
behaviour, and to therefore test this hypothesis. Additionally, despite the extensive 
physiological investigation in Chapter 3, the underlying mechanisms and purpose of 
central nervous control of the peripheral vestibular labyrinth remain hypothetical. 
Expanding our knowledge of how the EVN contributes to behaviour requires an 
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awareness of the context within which the system is recruited by the brain to 
influence vestibular sensory input. The recent advances in recombinant viral 
transsynaptic tracing techniques provide a promising tool to identify monosynaptic 
connections to genetically identified neurons, such as those of the EVN. In this 
Chapter, I describe a method of investigating the direct monosynaptic partners to 
EVN neurons using recombinant rabies virus and, for the first time, investigate the 
monosynaptic circuitry of the EVN.  
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4.2 Methods 
4.2.1  Animals 
These experiments were conducted in strict accordance with the 
recommendations of the UK Animals (Scientific Procedures) Act (1986). All efforts 
were made to minimise animal suffering. I used ChAT-Cre knock in mice, engineered 
to express Cre under the control of the ChAT promoter (ChAT;;Cre) (Rossi et al., 
2011) (that is, in cholinergic neurons) without disrupting endogenous ChAT 
expression. EVN neurons are cholinergic (Perachio and Kevetter, 1989; Ohno et al., 
1991; Wackym et al., 1991). This expression of ChAT in the EVN (also demonstrated 
previously in Chapter 3, Mathews et al., 2015) allows us to exogenously express G 
and green fluorescent protein (GFP) selectively, via AAV injection, in the EVN. 
 
4.2.2  Molecular Biology 
The sequence for the expression of G and GFP via recombinant AAV (rAAV) in 
ChAT;;Cre neurons, and later CVS-N2c-ΔG infection are summarised in Figures 4 
(including a simplified flowchart of procedures in Figure 4c) and 5. Recombinant 
adeno-associated virus (for its low toxicity and easy handling) was first injected into 
ChAT;;Cre mice, to exogenously express G selectively in the EVN (Figure 4a). Cre 
catalyses ‘recombination’, or fusion between the loxP sites of DNA (floxing) – in 
other words, Cre is an enzyme that inverts, inserts, and deletes DNA sequences. If 
loxP sites are oriented in the same direction, the DNA between them will be excised, 
but if they are in opposing direction, the DNA becomes inverted. For my experiments, 
the sequence for G and GFP was encoded into plasmid DNA that was inserted into the 
rAAV (Figure 5a). The plasmid DNA is in the wrong orientation and includes two 
variants of loxP sites (natural and mutant, black and white respectively) that lies 
antiparallel, facing each other. In this combination and inverted orientation, Cre from 
ChAT positive neurons is triggered to select antiparallel loxP sites at random and 
inverts the coding region in-between (Figure 5b). Cre then acts upon the parallel loxP 
sites, and excises one of the loxP sites in between, effectively locking them in place 
(Figure 5c). With two antiparallel, different loxP sites, Cre can no longer excise DNA 
and the G and GFP are expressed in EVN neurons (Figure 5d). Once rAAV, including 
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G and GFP, is injected into the EVN stereotactically (for method see below), two 
weeks is allowed for expression in EVN neurons. This is followed by peripheral 
injections of rabies strain CVS-N2c-ΔG (because it has been propagated in mouse cell 
lines and has consequently become very well adapted in mouse neurons) into the 
posterior and horizontal semicircular canals of the same animals (Figure 4b). The 
CVS-N2c-ΔG virion has been engineered to express red fluorescent protein, mCherry, 
such that cells infected with the rabies virus will be stained red. Successful infections 
of both G and CVS-N2c-ΔG will result in red fluorescent EVN starter cells. 
Importantly, GFP is a nuclear stain (Kitamura et al., 2015) and thus, successful starter 
cells will also contain a yellow fluorescing nucleus where mCherry and GFP staining 
has overlapped (Figure 6). Direct inputs will only be stained red because they do not 
contain G-GFP (see Results).  
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4.2.3  Experimental Procedures 
The protocols I used to trace monosynaptic inputs to the EVN are detailed here. 
In sum, rAAV is first injected into the EVN before a peripheral injection of 
glycoprotein deficient rabies virus (Figure 4). Direct inputs to the EVN were then 
visualised using standard immunohistochemistry procedures. rAAV (McClure et al., 
2011), and CVS-N2c-ΔG rabies (Reardon et al., 2016) were engineered and produced 
by the Murray Laboratory, in the Sainsbury Wellcome Institute, University College 
London, where I conducted all of my experiments.  
 
4.2.3.1 rAAV Injections 
First, the coordinates for injection to the EVN were identified using the Paxinos 
and Franklin mouse brain atlas (Paxinos, 2001). Using the bregma and lambda 
coordinate system, these coordinates were later marked on the exposed skull of the 
animal. The stereotaxic apparatus was prepared: the microinjector (Nanoject II Auto-
Nanoliter Injector, Drummond) used to infect EVN neurons was turned on and an 
injecting pulled glass capillary (1.5 mm outer diameter; 1.2 mm inner diameter; 8 µm 
bore width; World Precision Instruments) was carefully attached onto the plunger. 
The pipette was back-filled with mineral oil (ensuring no air bubbles were present) to 
provide an interface between the metal plunger and the virus. rAAV was thawed and 
placed on ice to maintain viability until it was used.  
 
Mice were anesthetised using 3% (v/v) isoflurane in oxygen mixture, after which 
the fur on the top of the head was shaved. The head was stabilised and secured on the 
stereotaxic apparatus using the ear and bite bars, such that it was parallel to the 
ground and could not rotate laterally. Artificial tears (Maxitrol; Alcon Laboratories, a 
Novatris company, Texas) were generously applied over both eyeballs to avoid drying 
out. Hind paws were pinched to ensure adequate anaesthesia before proceeding with 
the experiment. The shaved region of the head was washed with iodine followed by 
70% isopropyl alcohol. An incision was made along the midline of the shaved region 
using forceps, scalpel, and surgical scissors to reveal the skull. The open wound was 
then cleaned once more with iodine and alcohol swabs. 
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Bregma, the anatomical meeting point of the sagittal and coronal sutures, and 
lambda, the intersection of the sagittal and lambdoid sutures, were located on the 
exposed skull. Once these points were determined, the dials on the stereotaxic 
apparatus were used to place the microinjector in the correct coordinates, leaving 
sufficient space above the skull for later drilling. The coordinates used for injecting 
rAAV were anterior/posterior: -5.8 mm from bregma, lateral: +/-0.5 mm (injected 
bilaterally). This location was marked with a pencil for later reference (Figure 7a).  
 
Following this preparation of the animal, the drill (Osada) was assembled. Using 
the drill, a 0.5 mm diameter hole was drilled in the skull over the previously marked 
region to access the region of the brain containing the EVN. The hole was drilled by 
applying gentle pressure in pulses and care was taken so as to not damage 
surrounding structures, or penetrate the brain. The hole made was then washed with 
saline to remove excess bone and bone dust.  
 
   The microinjector was set to ‘withdraw’, and approximately 1 µL of rAAV was 
withdrawn carefully, while ensuring no air bubbles formed. The needle was then 
lowered through the hole, and a total of 50 nL of rAAV was injected at a depth of -4.3 
mm from the pial surface (Figure 7b). These injections took approximately 5 seconds 
at each site, and included an additional 30 seconds at each site to allow the rAAV to 
diffuse out of the injection site to avoid drag as the pipette was raised. Following the 
injection, the pipette was slowly raised from the injection site, and placed in bleach to 
overreact the virus, before it could be safely discarded. Following this procedure, the 
hole was filled with bone wax, the skull cleaned with saline, and the skin glued 
together using Vetbond. The animals were given a subcutaneous injection of 
analgesics of Carpofen (5 mg/kg) and Marcaine (2 mg/kg). Animals were rehoused 
and placed over a heat pad until they recovered from the anaesthesia. They were 
frequently monitored over the next two weeks, with analgesics administered once 
daily at the same time.  
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4.2.3.2 RABVΔG Injections 
For the same animal, I waited two weeks following rAAV injection, before 
administering CVS-N2c-ΔG into the semicircular canals – allowing enough time for 
EVN neurons to express G and the red fluorescent protein mCherry. The lab bench 
was then set up in the following way: a large absorbent under-pad was placed over a 
heat pad on a clean lab bench. A tube with a large enough diameter to sit the mouse 
head in was directly connected to isoflurane, and secured on the heat pad using tape. 
This ensured that the animal was continuously anesthetised via inhalation. The drill 
was once again assembled.  
 
Once the animal was anesthetised, the area directly caudal to the right ear was 
shaved. The head was secured within the tube, and the right earflap was taped down 
to the tube, allowing unobstructed access to the semicircular canals. Artificial tears 
were generously applied over both eyeballs and hind limbs were pinched to ensure the 
animals were fully anesthetised before proceeding with the experiment. The shaved 
region was cleaned with iodine and alcohol swabs.  
 
A vertical incision perpendicular to the dentary bone (homologous to the human 
mandible of the lower jaw) and under the ear was made using a scalpel and surgical 
scissors, and care was taken not to damage surrounding nerves (Figure 8a). The 
encasing muscles, tissue, and fat were cut to expose the horizontal and posterior 
semicircular canals. By applying gentle pressure with the drill, a small hole 
(approximately 0.5 mm in diameter that also ruptured the endolymph) was made first 
in the posterior semicircular canal followed by the horizontal semicircular canal. The 
wound was cleaned with saline. A thin pulled glass pipette capillary (1.5 mm outer 
diameter; 1.2 mm inner diameter; 8 µm bore width; World Precision Instruments) was 
filled with CVS-N2c-ΔG, in the same method as for the rAAV. Approximately 1 µL 
of virus was carefully pipetted into both semicircular canals individually (Figure 8b, 
semicircular canal schematic adapted from Schutz et al., 2014), with care taken to 
avoid leakage. The wound was then cleaned with Kimwipes to remove any excess 
virus and saline. The two holes were sealed with bone wax and the skin sutured. 
Importantly, only one side of the animal was injected. Analgesics were administered 
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in the same way described above following the rAAV injection procedure, and the 
animals were regularly monitored until the brain was ready to be harvested.  
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4.2.3.3 Tissue Visualisation 
Mice were perfused (using 4% paraformaldehyde (PFA) in 0.1 M phosphate 
buffer saline (PBS)) and sacrificed, and their brains were harvested and immersion-
fixed in fresh 4% PFA at 4℃ for two hours. Brains were then transferred to 0.1 M 
PBS at 4℃, where they were housed until sectioning.  
 
Prior to sectioning, the brain was divided in two using a scalpel across the border 
between the cerebellum and cortex – resulting in a larger forebrain segment and 
another segment containing both the hind- and mid- brains. Both segments were then 
mounted in 4% agarose. A vibrating microtome (5100mz, Campden Instruments, 
England) was then used to make consecutive 50 µm transverse (coronal) sections of 
the hindbrain segment, from the apex of the spinal cord through to the caudal end of 
the cerebellum. Sections were collected and stored in tissue culture wells filled with 
0.1 M PBS until staining.   
 
For each sectioned hind- and mid-brain segment, a consecutive series of 50 µm 
sections that included the facial nerve (CNVII), a landmark for the location of the 
EVN (see Chapter 3), were processed for immunohistochemistry, and visualised. If 
monosynaptic tracing was successful in these sections (see details below), the 
remainder of the hind- and mid- brain segments were also immuo-processed. Finally, 
the forebrain segment from the same successful animal was then sectioned and 
stained to ultimately visualise the direct monosynaptic inputs to EVN neurons 
throughout the brain.   
 
Selected tissue sections were immunostained using rabbit anti-green fluorescent 
protein and mouse anti-mCherry primary antibodies (1:500; Life Technologies 
A6455, Abcam ab125096 respectively), and alexa fluoro anti-rabbit 488 and anti-
mouse 546 secondary antibodies (1:1000; Life Technologies A21206, Life 
Technologies A10036 respectively). They were then mounted on glass slides, air 
dried, and coverslipped with mowiol (Sigma-Aldrich). Slides were imaged using a 
Leica TCS SP8 X confocal microscope in conjunction with Leica Application Suite X 
(version 3.1.5.16308) software. 
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4.2.4  Preliminary Experiments 
Preliminary experiments were conducted in the Jessell Lab, Columbia University. 
Injection procedures and animals were the same as described above, with a few 
notable differences. Here, SAD-B19-ΔG rabies variant and TVA receptor were used 
in place of CVS-N2c-ΔG and rAAV respectively, and delivered to the EVN via 
EnvA/TVA system because it was well established in the laboratory (Zampieri et al., 
2014). This monosynaptic tracing protocol was built upon the original EnvA/TVA 
system where SAD-B19-ΔG was engineered to express GFP. The endogenous rabies 
envelope was replaced with EnvA from the avian sarcoma/leucosis subtype A virus, 
and expression was restricted to cells with complimentary avian TVA receptor 
(Wickersham et al., 2007b). Importantly, ChAT;;Cre mice were crossed with RGT 
mice designed to express G and TVA in cholinergic neurons (for more details, see 
Takatoh et al., 2013). In this way, TVA-G expression was controlled by Cre in 
cholinergic neurons and thus, circumvented rAAV injections. However, these animals 
displayed weaker gene expression and SAD-B19-ΔG infection was not restricted to 
the EVN because G was expressed in all cholinergic neurons. It was possible for 
injected SAD-B19-ΔG to infect the monosynaptic partners of synaptically connected 
cholinergic neurons to the EVN by adopting present G. Brains were harvested 10 days 
post canal injections. 50 µm sections of the hind- and mid- brain segment were cut on 
a cryostat, and floating sections were immunostained with rabbit GFP, Invitrogen A-
1122 and rabbit anti-ChAT (made in Jessell Laboratory, Columbia University) and 
Nissl. Sections were mounted on slides, coverslipped with mowial (Sigma-Aldrich) 
and imaged using Zeiss 510 confocal microscope.  
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4.3 Results 
All direct monosynaptic inputs to the vestibular efferent system began with the 
successful infection of rabies and glycoprotein together in a single EVN ‘starter’ 
neuron (Figure 6) in 1/7 animals tested (the low yield is addressed later in Section 
4.4.2). Here, CVS-N2c-ΔG tagged with mCherry appears red, while crossover with 
rAAV-G tagged with GFP results in a yellow nucleus of the same neuron. 
Interestingly, a potential direct input can be found within the EVN itself, in a 
neighbouring red neuron without a yellow nucleus (arrow, Figure 6 inset). However, 
the absence of a yellow nucleus could instead reflect another primary infection from 
the rabies canal injection, which did not adopt the G present from the prior rAAV 
injection.  
 
Preliminary data collected using SAD-B19-ΔG rabies strain, tagged with GFP, 
shows green infected EVN starter neuron/s (box, Figure 9a). Here, a standard nuclear 
counterstain such as DAPI would be useful in identifying different somas present 
from the initial infection. Inputs from neighbouring MVN and the intermediate 
reticular nucleus (IRN) are also visible (arrows, Figure 9a). The difference in size and 
shape of cell bodies and processes in these preliminary results when compared to 
results from later CVS-N2c-ΔG/rAAV experiments are presumably due to higher 
levels of neuronal toxicity inherent to the SAD-B19 strain, as well as potential 
leakage (Reardon et al., 2016). Interestingly, Purkinje cells within the first lobule of 
the cerebellum were also stained (Figure 9b). Figure 9 represents the first examples of 
monosynaptically connected neurons to the EVN. Along with previous retrograde 
tracing studies (Shinder et al., 2001; Metts et al., 2006; Chi et al., 2007), these 
findings establish potential target regions for conducting subsequent experiments (for 
example, electrophysiology). 
 
In the ensuing CVS-N2c-ΔG/rAAV tracing experiments, I observed EVN inputs 
from the brainstem, the cerebellum, and also from forebrain structures. Their 
descriptions are detailed below.  
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4.3.1  Brainstem 
Within the brainstem, I observed direct monosynaptic inputs from the single 
EVN starter neuron using the CVS-N2c-ΔG/rAAV system (Figure 6) from other 
central vestibular nuclei (VN), as well as from the reticular formation (RF). Figures 
10 and 11 show these direct inputs from within the brainstem respectively. This 
observation is again consistent with previous retrograde tracing work that used 
microspheres injected into the EVN of rats and revealed inputs from the medial, 
superior and lateral vestibular nuclei (MVN, SVN, LVN respectively), as well as the 
parvocellular reticular nucleus (PcRN), on the ipsilateral side (Chi et al., 2007). As 
expected, I show inputs from the central vestibular nuclei (Figure 10a-c). Specifically, 
I observed one direct input from the parvocellular component of the MVN (MVN-PC) 
(Paxinos, 2001) (Figure 10a), one from within the LVN (Figure 10b), and one from 
the SVN (Figure 10c). The laterality (that is, ipsi- or contralateral) of these inputs was 
not determined in these experiments. Neurons in the VN displayed a range of 
morphologies. The MVN neuron has a fusiform body with multipolar processes, the 
LVN neuron has a pyramidal body with multipolar processes, and the SVN neuron 
has a pyramidal body with unipolar processes.  
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In addition to the neurons observed in the VN, other brainstem structures also 
send direct monosynaptic inputs to EVN neurons. Figure 10d-e shows rabies labelled 
neurons in the prepositus nucleus (Pr), neighbouring the EVN dorsomedially, and 
from the locus coeruleus (LC). The labelled neuron in the Pr displayed a bulbous 
shaped body with two visible primary processes projecting outward from the soma, 
and closely resembles a ‘principle cell’ – the most common cell type in the Pr with 
dendritic trees arising from a few proximal dendrites (McCrea and Horn, 2006). The 
Pr is considered the neural integrator for horizontal eye and head movement signals 
(Escudero and Delgado-Garcia, 1988; Cullen et al., 1993; Kaufman et al., 2000; but 
for a review, see McCrea and Horn, 2006). Figure 10e shows an input from the LC, a 
region that contains one of the largest noradrenergic neuron populations, and partakes 
in arousal and alertness behaviours, (Berridge and Waterhouse, 2003; Samuels and 
Szabadi, 2008). The locations of these labelled inputs are summarised in Figure 10f, 
in two standardised maps adapted from the Paxinos and Franklin (2001) mouse brain 
atlas.   
 
An additional twelve neurons were identified throughout the RF (for locations, 
see Figure 11g) from the same single EVN starter neuron (Figure 6) – five within the 
caudal aspect of the pontine reticular nucleus (cPRN), four within the intermediate 
reticular nucleus (IRN), and three within the gigantocellular reticular nucleus (GRN) 
(including two located within its ventral aspect). Labelled neurons in the IRN appear 
fusiform in soma shape with one (Figure 11b) or two (Figure 11a, c) main processes. 
As expected, neurons in the cPRN (Figure 11d-f), and GRN (not shown) display a 
relatively larger soma structure compared with those in the IRN, as well as a stellate 
or pyramidal soma shape with multiple processes. These regions are known to contain 
‘giant’ neurons with approximately 50 µm soma size in the rat (Yeomans and 
Frankland, 1995). Together, these reticular nuclei make up part of the web of 
interconnected nuclei that constitute the reticular formation, and are anatomically and 
functionally distinct. Neurons in the cPRN build part of the pathway for the acoustic 
‘startle’ response – an intense postural motor response to auditory stimuli – where 
they integrate sensory and trigeminal information and carry it to the spinal cord 
(Lingenhohl and Friauf, 1994; Yeomans and Frankland, 1995; Koch, 1999). The GRN 
has been implicated in arousal behaviours (Boissard et al., 2002; Luppi et al., 2011), 
as well as motor coordination (Robinson et al., 1994; Tellegen and Dubbeldam, 
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1999). The IRN and GRN have also together been implicated in whisker movements 
in cats (Hattox et al., 2002). These functional roles as well as their potential 
implications to vestibular processing are addressed in Section 4.4.1.1.  
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4.3.2  Cerebellum 
In the cerebellum, five inputs were identified, the locations of which are 
summarised in Figure 12f. These include a Purkinje cell in the flocculus (Fl) (Figure 
12a) and a relatively small neuron in the fastigial nucleus (FN) (Figure 12b), as well 
as another three Purkinje cells in the second cerebellar lobule (Figure 12c-e). The 
identification of this vestibulo-cerebellar pathway is not surprising given the findings 
of Metts and colleagues (2006) who temporally traced polysynaptic inputs to the EVN 
of gerbils using canal injections of the Bartha strain of PrV, and sacrificed animals at 
5-hour increments. The authors identified inputs to the EVN from the cerebellum in 
their final experimental time-lapse stage (95 hrs) (Metts et al., 2006). For the first 
time however, I show direct monosynaptic connections between the cerebellum and 
the EVN. Neurons in the Fl fire in response to head motion and target motion, and 
also to eye movements and fixation (Leung et al., 2000; Kettner et al., 2002; but for 
review, see Kheradmand and Zee, 2011). The FN is one of four deep cerebellar nuclei 
with extensive afferent and efferent projections that hint at multiple functional roles 
(for review, see Zhang et al., 2016) such as axial and proximal motor control (Thach 
et al., 1992; Milak et al., 1997; Martin et al., 2000), and saccadic eye movements 
(Ohtsuka and Noda, 1991; Robinson et al., 1993). Cerebellar lobules are divided 
based on the ten distinct cerebellar cortical folds and are comprised of a molecular 
and granule layer. The Purkinje cells isolated here are typical in appearance – flask-
like cell body with divergent dendritic processes from a single axon (Figure 12c-e). 
These cells are GABAergic, and output inhibitory signals to deep cerebellar nuclei 
such as the FN.  
 
Together, preliminary experiments and the aforementioned results show direct 
monosynaptic inputs to the EVN from nearby central nervous structures. Importantly, 
imaging of the forebrain of the same successfully infected rabies and glycoprotein 
mouse revealed a diverse EVN circuitry that includes distant structures from various 
cortical layers and deeper nuclei. 
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4.3.3  Forebrain 
Interestingly, extending analysis to the forebrain reveals direct monosynaptic 
inputs to the EVN from a diversity of telencephalic and diencephalic structures. 
Figure 13a-d shows examples of 4 cortical regions: the primary motor cortex (M1), 
primary auditory cortex (A1), retrosplenial agranular cortex (RSA), and the frontal 
association cortex (FrA) respectively. The M1 neuron displays a pyramidal shaped 
cell body with a single long branching axon, and appears analogous in morphology to 
those retrogradely labelled using a lentivirus with rabies G fusion in Cre and 
TdTomato transgenic mice (Nelson et al., 2013). The A1 labelled input shows similar 
morphology to the M1 neuron with a single prominent axon, however this neuron has 
a flat stellate shaped cell body that includes multiple processes. While there is 
evidence for connections between these structures (for example, Nelson et al., 2013; 
Morillon et al., 2015), I show a broader EVN circuitry that includes inputs from these 
cortices. Neurons in the RSA and FrA appear fusiform in soma shape, with few 
processes. The FrA has been implicated in memory consolidation (Lai et al., 2012), 
and associative learning (Nakayama et al., 2015), while the RSA has been 
consistently jeopardised in neurodegenerative diseases that impair memory (for 
review, see Vann et al., 2009). The functional role of these structures, as well as how 
they relate to the EVN will be examined in detail in the following Section. 
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In diencephalic structures, two direct monosynaptic inputs to the EVN were 
isolated. Figure 13e-f shows these two labelled forebrain neurons located in the lateral 
hypothalamic area (LHA) (Figure 13e), and in the dorsal endopiriform nucleus 
(dEpN) (Figure 13f), bordering the piriform cortex (PC). The neuron in the LHA 
appears fusiform in cell body shape, with two primary processes. The LHA is 
involved in the arousal behaviours, owing to the activity and synaptic contacts 
between orexin-A neurons, glucose-sensitive neurons, and melanin-concentrating 
hormone neurons (Shiraishi et al., 2000; but for review, see Messina et al., 2014). The 
labelled dEpN neuron shares a similar soma shape with that of the LHA, however 
with no visible processes. Connections between the claustrum and dEpN also suggest 
a role in the spread of epileptiform activity through to central nervous structures 
(Majak et al., 2002). 
 
 
In summary, more than thirty direct monosynaptic inputs to the EVN were 
observed in 1/7 animal using the CVS-N2c-ΔG/rAAV system (see Table 1). Within 
the brainstem, I show direct inputs from neighbouring central vestibular nuclei, the 
prepositus nucleus, and also from the locus coeruleus (Figure 10) as well as in the 
reticular formation (Figure 11). The Pr contributes to gaze coordination, the LC 
functions in autonomic and wakefulness activities, and the collective structures of the 
RF are involved in maintaining states of arousal and consciousness. I also observed 
direct input from Purkinje cells in the cerebellum (Figure 12), which output to deep 
cerebellar nuclei that function in motor coordination. Interestingly, I show for the first 
time direct inputs to the EVN from a number of cortical sites (Figure 13a-d), 
including the motor and auditory cortices, as well as the retrosplenial agranular cortex 
that has been implicated in navigation and planning. I also show inputs from the 
lateral hypothalamic area (Figure 13e) that takes part in feeding and arousal 
behaviours, and the dorsal endopiriform nucleus which functions in epileptic 
behaviours. Together, these results show the diverse circuitry of monosynaptically 
connected inputs. As such, it is likely that these inputs converge and are integrated at 
the level of the EVN. By establishing this map of EVN circuitry, I help expand 
hypotheses concerning EVN function. 
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4.4 Discussion 
My work describes for the first time a potential map of monosynaptic circuitry 
where EVN neurons receive direct inputs that arise from diverse regions throughout 
the brain. My results suggest that the EVN receives information from numerous 
different sources, and is likely able to modulate peripheral vestibular function in 
multiple different contexts. By establishing this map, I bring us closer to linking 
efferent vestibular activity with behaviours such as states of arousal, predation, 
wakefulness, during motor and auditory coordination, and also during autonomic 
regulation. In the following Section, I explore the functional role of each EVN input 
region as determined from the Results (Section 4.3), including a discussion of their 
implication for efferent vestibular activity. Finally, I take into consideration 
methodological limitations for the rabies tracing technique I used, and any alterations 
that could increase experimental yield.  
 
4.4.1  Functional Role of Input Regions and 
Implications for the EVS 
This Section will be broken down into categories akin to Section 4.3 Results. 
That is, the functional role of inputs from within the brainstem, cerebellum, and 
forebrain will be discussed in more detail, in addition to how they contribute to 
hypotheses concerning EVN function.  
 
4.4.1.1 Brainstem 
Efferent vestibular nucleus  
A potential direct monosynaptic input to the EVN was identified from a 
neighbouring EVN neuron (arrow, Figure 6 inset). Although this neighbouring neuron 
could instead be another primary infected neuron, it is plausible that EVN neurons are 
synaptically connected; particularly since projections within the dorsal and ventral 
groups of the EVN were observed in the group of animals (gerbils) initially sacrificed 
by Metts et al. (2006) in their temporal polysynaptic tracing of the EVN. Modifying 
the viral packaging of RABV and G such they could both be delivered directly to the 
EVN would circumvent canal injections and confirm whether the EVN is indeed 
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monosynaptically connected. EVN neurons display either a slow, irregular 
spontaneous discharge or non-spontaneous discharge at rest (Highstein and Baker, 
1985; Mathews et al., 2015), but are homogeneous in their output with a 
heterogeneous synaptic input profile (Mathews et al., 2015). These findings suggest 
that EVN output is governed by inputs from other parts of the CNS. If inputs arise 
from a variety of regions throughout the CNS, as evidenced from my monosynaptic 
tracing results, synaptic connections within the EVN could aid in information sharing 
amongst efferent neurons such that all neurons are updated with relevant contextual 
information to eventually produce a unified response that modulates primary 
vestibular hair cell and afferent activity.  
 
Vestibular nuclear complex 
The vestibular nuclear complex (VNC), including the LVN, SVN, and MVN, 
receives a majority of primary vestibular afferent terminations and consequently, the 
sensory information gathered from external stimuli. As such, these neurons are the 
first neural ‘port of call’ for vestibular sensory information, and form signals that are 
used for both the perception of head and body orientations, and the initiation of 
vestibular-mediated reflexes (Zakir et al., 2000; McArthur et al., 2011; Carriot et al., 
2015; Kim et al., 2017).  Major outputs from the VNC include the thalamus, 
hippocampus, extraocular motor neurons, cerebellum, other brainstem nuclei 
including ipsilateral VNC neurons, and to the spinal cord, while major inputs in 
addition to peripheral vestibular end organs include the eyes, cerebellum, spinal cord, 
and contralateral VNC neurons (Straka et al., 2005). The MVN in particular receives 
the majority of gaze and posture related signals (Straka et al., 2005), and is the 
integrative centre for the VOR (Spencer et al., 1989; Spencer and Baker, 1992). The 
direct monosynaptic connection between the MVN and the EVN is of particular 
interest given that recent work demonstrated the role of the EVN in short-term VOR 
gain adaptation (Hübner et al., 2015). The diverse nature of VNC inputs and outputs 
means that vestibular signals contribute, albeit ‘silently’, to a range of CNS activities 
(as reviewed in Angelaki and Cullen, 2008), and also other sensori-motor functions 
(as reviewed in Medendorp and Selen, 2017).  
 
This vestibular information may form a sort of feedback loop with the vestibular 
periphery through direct connections with the EVN. The EVN can obtain processed 
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vestibular information and can output in real time to the periphery for adjustment and 
fine-tuning. As well, given the variety in MVN neuronal subtypes (Beraneck et al., 
2003; Camp et al., 2006; Camp et al., 2010), it would be interesting to delineate 
which specific type of MVN neuron is connected to the EVN.  
 
Prepositus nucleus 
Another neighbouring EVN input outside of the VNC arises from the prepositus 
nucleus (Pr), the functional role of which is well established (for review, see McCrea 
and Horn, 2006). At the Pr, temporally coded horizontal eye velocity signals are 
transformed into sustained horizontal eye positioning signals, allowing the Pr 
horizontal gaze control (Fukushima and Kaneko, 1995; Moschovakis, 1997). This is 
achieved via distinct subpopulations of Pr neurons with unique anatomical, 
electrophysiological, and chemical profiles (Delgado-Garcia et al., 2006; McCrea and 
Horn, 2006; Saito and Yanagawa, 2017), as well as through reciprocal connections 
with neighbouring Pr neurons (Dale and Cullen, 2015). Moreover, the efferent and 
afferent projections of the Pr support its functional role in gaze coordination, as well 
as in other central nervous activities. Efferent projections from the Pr terminate in 
gaze stabilisation and control regions of the brain including VOR pathways, 
perihypglossal nucleus, extraocular motor nuclei, the flocculus, inferior olive, 
reticular formation and the fastigial nucleus, as well as spatial perception regions of 
the brain such as the dorsal tegmental nucleus, and the thalamic interlaminar nucleus 
(McCrea and Horn, 2006).  
 
Recordings from head direction (HD) cells following lesions of the Pr in rats 
have found that complete lesioning resulted in a loss of firing in HD cells (Butler and 
Taube, 2015), implicating the Pr in HD circuitry. The Pr also receives strong inputs 
from the VNC, particularly with reciprocal connections to the MVN (Yoder and 
Taube, 2014). The link between the Pr and the vestibular system is further evidenced 
in human case studies where lesions of the Pr region were associated with vestibular 
dysfunction (Seo et al., 2004). This could involve disrupted connections with the 
EVN that modify the central output to the vestibular periphery. Moreover, could 
connections between the EVN, MVN and Pr, form a sort of feedback loop with the 
vestibular periphery for optimising gaze coordination?  
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Locus coeruleus 
Early functional reports for the noradrenergic nucleus locus coeruleus (LC) 
demonstrated a role in regulation of the sleep-wake cycle (Roussel et al., 1967; 
Hobson et al., 1975), and particularly during vigilance (Aston-Jones and Bloom, 
1981) where burst firing was recorded upon presentation of arousing stimuli 
following slow regular firing during quiet wakefulness. Given the widespread 
arborisation of individual LC neurons (with projections to the cerebral cortex 
including the frontal cortex and sensory regions, thalamic nuclei and limbic 
structures, and brainstem and cerebellar regions) many other putative roles have since 
been described (as reviewed in Sara, 2009). For example, the LC has been 
consistently linked to attention and working memory (Arnsten and Goldman-Rakic, 
1985; Gasbarri et al., 1994; Coull et al., 1999), synaptic plasticity and long-term 
potentiation (Harley, 1987; 2007), as well as memory consolidation (as reviewed in 
McGaugh and Roozendaal, 2009) and retrieval (Sara and Devauges, 1988; 1989). 
Recent work using functional magnetic resonance imaging (fMRI) in participants 
found increased LC activity to novel stimuli (assessed using an oddball paradigm) 
(Krebs et al., 2017). The role of the LC in attention and alertness behaviours would be 
a particularly useful input to the EVN, that could generate burst firing to activate the 
vestibular periphery under given circumstances.  
 
Although my results are the first to establish direct monosynaptic connections to 
the EVN, connections between the LC and the VNC have been previously identified 
(Cedarbaum and Aghajanian, 1978; Halberstadt and Balaban, 2007). The VNC and 
LC have also been jointly implicated in motion sickness behaviours such as vomiting 
and nausea (Balaban et al., 2014). Moreover, the LC has been linked to 
vestibulospinal reflexes (Andre et al., 1995; Pompeiano, 1998). For example, 
chemically exciting LC neurons with vasopressin, an excitatory neurotransmitter, 
resulted in changes to both posture and gain of vestibulospinal reflexes in the 
decerebrate cat (Andre et al., 1992). Recent work implicated the EVN in corollary 
discharge signals from the central pattern generator in the spinal cord of larva 
Xenopus frogs during self-generated locomotion (Chagnaud et al., 2015). It is possible 
that the mammalian EVN is similarly activated to respond to external sensory stimuli 
through the LC. 
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Reticular formation 
Interestingly, LC efferents also reach nuclei in the nearby reticular formation 
(RF) (Robertson et al., 2013) – a region that constitutes the majority (40%) of the 
observed inputs to the EVN here. Recent work demonstrated that activation of 
noradrenergic receptors within the caudal pontine reticular nucleus (cPRN) mediates 
their post-synaptic dynamics (Yang et al., 2016), implicating a role of the LC in RF 
function. A well-described function of the cPRN is its role in the mammalian startle 
reflex, where sudden acoustic, tactile, and/or vestibular stimuli result in rapid 
muscular activation, and arousal (Yeomans and Frankland, 1995; Lee et al., 1996; 
Yeomans et al., 2002). Specifically, cPRN neurons integrate auditory and trigeminal 
sensory input before projecting to facial, spinal and cranial motoneurons (Lingenhohl 
and Friauf, 1992; 1994). As a direct input to the EVN, the cPRN could provide time-
sensitive information to aid in quick vestibular accommodation in potentially 
threatening contexts.    
 
Other RF nuclei terminating on the EVN include the gigantocellular and 
intermediate reticular formation (GRN and IRN respectively). Similar to the cPRN, it 
has been shown that the GRN is involved in arousal, where specific lesions to GRN 
neurons were present in patients with sleep disorders, (Boissard et al., 2002; Luppi et 
al., 2011). The GRN has also been implicated in pain modulation where mechanical 
stimulation of rat tails activated nociceptive responses in GRN neurons (Nagata et al., 
2003). It has also been shown that GRN neurons project to the spinal cord in mice 
(Liang et al., 2016). In contrast, recent work implicated the IRN in hypothalamic and 
medullary behaviours stimulated from hunger, such as mastication and feeding 
behaviours (Nakamura et al., 2017). GABAergic IRN neurons were shown to mediate 
the hypothalamic neuropeptide Y (NPY)-induced inhibition of brown adipose tissue 
(BAT) thermogenesis, via their innervation of the premotor neurons that control BAT, 
to suppress overall energy expenditure after fasting (Nakamura et al., 2017). NPY is 
important to reducing metabolism and increasing feeding behaviours (Loh et al., 
2015). How this function relates to EVN control of peripheral vestibular function 
however, remains unclear.  
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4.4.1.2 Cerebellum 
Early retrograde tracing studies using fluorescent dyes investigated the origins of 
the EVN, and found no evidence of connections from the cerebellum (Strutz et al., 
1981; Pellegrini et al., 1985). In this Chapter, I instead observed direct monosynaptic 
inputs from the cerebellum and cerebellar nuclei to the EVN in mice – namely from 
the fastigial nucleus, the flocculus, and from the second cerebellar lobule (comprising 
part of the anterior cerebellar lobe). Given the extensive body of literature concerning 
the vestibulo-cerebellar network (for example, Billig and Balaban, 2004), as well as 
the identification of polysynaptic cerebellar inputs to the EVN in lobes VIII-X (Metts 
et al., 2006), my findings are not surprising. Cerebellar inputs to other vestibular 
nuclei such as fastigial and floccular inputs to for example, the MVN (addressed 
below) are well established. However while these contribute to a specific functional 
role for the respective vestibular nuclei, the functional role for the EVN remains 
elusive. 
 
Fastigial nucleus 
The neural circuitry of the fastigial nucleus (FN) underscores its function across 
various actions, primarily in ocular and motor control (for a thorough review, see 
Zhang et al., 2016). GABAergic axons of Purkinje neurons within the cerebellar 
vermis constitute the primary afferent pathway to the FN (Ito, 1984). Afferents have 
also been observed from the flocculus (Fuchs et al., 1994). Glutamatergic afferents 
however, arise from within the inferior olive (Courville et al., 1977), RF and the 
MVN (van der Want et al., 1987). Common inputs for both the FN and EVN include 
the locus coeruleus (Somana and Walberg, 1978), and lateral hypothalamic area 
(Dietrichs, 1984; Zhu et al., 2006). In addition to the monosynaptic projections to the 
EVN that I observed, the FN also connects extensively to multiple motor structures 
and other vestibular nuclei (Ito, 1984; Bloedel and Bracha, 1995). Moreover, 
polysynaptic inputs to lateral rectus motoneurons, which are responsible for 
horizontal eye movements, from the FN have recently been identified in monkeys 
(Prevosto et al., 2017). These connections, in addition to those from the MVN and Pr, 
highlight a role of the EVN in gaze coordination and oculomotor activity. 
 
Chapter 4. Monosynaptic Tracing 
 97 
The role for the FN specifically in both motor and oculomotor control has been 
demonstrated both clinically and experimentally. FN lesions in human patients 
resulted in loss of control over axial muscles when performing antigravity posture 
exercises (Ilg et al., 2008), and also saccadic hypermetria (Ramat et al., 2005). In 
monkeys and cats, FN inactivation diminished axial and appendicular muscle control, 
leading to worsened overall balance and posture but preserved fine motor 
coordination such as reaching and grasping (Milak et al., 1997; Martin et al., 2000). 
FN inactivation in monkeys also reduced the consistency and accuracy of saccades 
(Robinson et al., 1993). These functions of the FN, in addition to other observed EVN 
inputs such as the Pr, reinforce the idea that the EVN engages the vestibular periphery 
under specific contexts, particularly during motor and oculomotor performance. Or, 
that the EVN is involved in these pathways to provide fine temporal control of motor 
and oculomotor behaviours. This link is strengthened when considering the role of the 
remaining cerebellar inputs to the EVN.  
 
Flocculus  
In addition to forming a monosynaptic input to the EVN, the flocculus (Fl) has 
also been previously identified as a polysynaptic input to the EVN (Metts et al., 
2006). The Fl is a primary component of the vestibulocerebllum, in addition to the 
paraflocculus (PFl), and the nodulus and ventral uvula of the cerebellar vermis. This 
categorisation reflects its primary functions in oculomotor control, particularly the 
VOR (for reviews, see Kheradmand and Zee, 2011; Beh et al., 2017). In sum, lesions 
to the Fl and PFl in monkeys impaired both gaze holding ability and the smooth visual 
tracking of subjects while heads were still and in motion (Zee et al., 1981; Rambold et 
al., 2002). The lesioned monkeys were also unable to demonstrate adaptive VOR 
changes (Zee et al., 1981; Rambold et al., 2002). The Fl and PFl however, 
demonstrate unique responses to VOR eye movements and smooth pursuit tracking 
eye movements in monkeys, suggesting that they differentially exhibit control over 
these tasks (Nagao, 1992). Moreover, at the brainstem VNC that receives Fl 
collaterals (Nagao et al., 1997), diminished VOR performance following prolonged 
visuo-vestibular mismatch resulted in changes to synaptic transmission and intrinsic 
cellular properties (Carcaud et al., 2017).  
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Recent work has also demonstrated the importance of direction to VOR gain 
adaptation in floccular Purkinje cells (Voges et al., 2017). This, in addition to the 
aforementioned lesioned monkey studies, is particularly poignant for the EVN given 
that the EVS has recently been implicated functionally in VOR adaptability and 
compensation (Hübner et al., 2015; 2017). Could the EVN and floccular neurons 
optimise cerebellar motor learning using similar mechanisms? Or, are they involved 
in a common pathway to do so (explored further in Mathews et al., 2017b, see 
Appendix). 
 
The Fl has also been linked to auditory function, and this connection is 
particularly interesting given the direct input observed from the primary auditory 
cortex to the EVN. Direct projections to the Fl have been isolated from the cochlea in 
the chinchilla, monkey and cat (Rasmussen, 1990). Moreover, acoustic trauma 
resulted in degradation at the Fl (Morest et al., 1997). Under what environmental 
conditions could this information dictate EVN function, where efferents project to 
peripheral vestibular hair cells and afferents? Simultaneous injections of a 
combination of retrograde tracers at the FL and vestibular labyrinth resulted in double 
labelling of EVN neurons suggesting that the EVN also project to the Fl (Shinder et 
al., 2001). Is it possible then, for EVN neurons to participate in a circuitry for higher-
order processing of auditory information that also relies on vestibular input? It should 
be noted here that there is evidence for a common origin underlying vestibular and 
auditory efferents (for review, see Duncan and Fritzsch, 2012). 
 
In addition to VOR compensation and adaptability, another functional role of the 
EVS detailed in Chapter 2 is the computing of efference copy signals, or corollary 
discharge from the spinal cord. No spinal projections were observed to the Fl (Sengul 
et al., 2015), suggesting that if the EVS is indeed involved with computing efference 
copy signals from the spinal cord in mammals, it is not through a direct connection 
with the Fl. 
 
Purkinje cells 
Although there have been no investigations regarding the functional role of 
Purkinje cells specifically within the second cerebellar lobule of the cerebellum, at 
least to the best of my knowledge, it is interesting that the majority of cerebellar 
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inputs to the EVN I observed were specifically from this region. That is, 3/5 direct 
monosynaptic inputs were traced to Purkinje cells within the second lobule. The 
anterior lobe, comprised of lobules I-V, has been consistently linked with motor 
performance (Buckner et al., 2011). In monkeys, cerebellar loops were observed 
between Purkinje cells in the anterior lobe and the primary motor cortex (Kelly and 
Strick, 2003). Repeated ethanol exposure to mice pups, as part of a foetal alcohol 
spectrum disorders (FASD) study, found widespread reduction in Purkinje cell 
numbers in lobule II, amongst other cerebellar regions (Nirgudkar et al., 2016). Motor 
control, learning, and balance deficits are hallmarks of FASD (Green et al., 2013; 
Bearer et al., 2015).  
 
The anterior lobe also receives a share of inputs from the spinal cord that are 
directed to the cerebellum (Stoodley and Schmahmann, 2010). If the hypothesis 
proposed by Chagnaud et al. (2015) holds true in mammals, this link from the spinal 
cord to these Purkinje cells to the EVN could provide a means of supplying corollary 
discharge information to the EVS.  
 
4.4.1.3 Forebrain 
Monosynaptic inputs to the EVN from telencephalic and diencephaloic structures 
were identified. Specifically, telencephalic inputs arose from cortical structures 
including the motor and auditory cortices, the frontal association cortex, and also 
from the retrosplenial agranular cortex. In diencephalic structures, one monosynaptic 
input was observed from the lateral hypothalamic area while another from the dorsal 
endopiriform nucleus. Below are summaries of the known functional roles of each 
region with a discussion on their impact on vestibular processing. 
 
Primary motor cortex  
The primary motor cortex (M1), together with secondary motor cortices, is an 
important cortical brain region for motor control. Penfield and Boldrey’s seminal 
work included a somatotopic description (cortical homunculus) of the M1, where 
more brain matter is devoted to regions (muscles) that require greater motor control 
(Penfield and Boldrey, 1937). Although this ‘map’ built the foundations for motor 
research, it fails to encompass the sophisticated organisation and function for the M1. 
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For example, motions such as reaching and grasping are temporally coded along the 
M1 (Rouse and Schieber, 2016), and synchronous repetitive movements have been 
shown to modulate M1 representation (Classen et al., 1998; Liepert et al., 1999). 
Functionally, the M1 goes beyond classical gross motor coordination paradigms. For 
example, perceptual learning tasks have been shown to activate M1 regions (Ostry 
and Gribble, 2016). M1 neurons have also been shown to fire in anticipation of 
movement without actually moving, suggesting a cognitive involvement for the M1 
(Tanji and Evarts, 1976; Georgopoulos et al., 1989; Ashe et al., 1993). Moreover, 
recent work found that disruption to M1 activity reduced a subject’s sensitivity to 
interpret the motion of observed movement (Palmer et al., 2016). Direct access to 
perceptual, anticipatory and interpretive information makes the M1 a powerful 
forebrain input for the EVN, and supports EVN activation during passive movements, 
although the EVN does not appear to code differences in passive and active 
movements (Cullen and Minor, 2002).  
 
Primary auditory cortex 
Higher order processing and perception of sounds at the level of the primary 
auditory cortex (A1) is complex and provides useful information for the EVN. 
Individual A1 neurons variably respond to sounds, but demonstrate an overall 
population consistency in their responses, suggesting that A1 comprehension of the 
acoustic environment requires the collective collaboration of multiple neurons (Ni et 
al., 2017). A1 neurons are tuned to behaviourally relevant sounds and can segregate 
sounds from conflicting sources (Bar-Yosef and Nelken, 2007), potentially by 
adapting to incoming sounds along the auditory pathway (Rabinowitz et al., 2013). 
A1 neurons could alternatively employ a contrast gain control mechanism and adjust 
their sensitivity to sound changes in response to the contrast of sounds that are heard 
(Willmore et al., 2014). EVN neurons similarly receive heterogeneous inputs – be it 
excitatory, inhibitory or a combination of both – from a variety of different sources in 
the brain, but collectively respond with a unified output (Mathews et al., 2015). Could 
EVN neurons employ similar cellular mechanisms as A1 neurons when responding to 
incoming information? Moreover, could individual EVN neurons receive different 
input information?  
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Sound localisation is a crucial tool for communication and survival, and is 
spatially arranged across the auditory cortex (Lee and Middlebrooks, 2013). 
Unilateral A1 lesions result in only contralateral localisation deficits (Whitfield et al., 
1972), but bilateral A1 lesions impair performance throughout (Kavanagh and Kelly, 
1987; Smith et al., 2004). For the EVS, sound localisation and recognition 
information is valuable. In terms of survival, direct links to neurons that identify and 
recognise threatening sounds allow the EVN to rapidly engage vestibular targets to 
aid in quick motor and vestibular coordination for escape. Moreover, broader auditory 
circuitry includes other regions, such as the LC, that also input to the EVN. For 
example, behaviourally pairing rat LC activation with sound stimuli ultimately 
improved auditory perception (Martins and Froemke, 2015). In my earlier summary 
of LC functions, I highlighted roles in arousal, attention, and working memory, and its 
potential significance to the EVS. Activation of A1 neurons could also indirectly 
stimulate the EVN via the LC, and could provide more specific context for EVN 
activation. For example, sound is recognised and localised by A1 neurons, and 
information is sent directly to the EVN for immediate activation, and indirectly 
through the LC to potentially activate the vestibular periphery during quiescent 
periods or to generate a more tailored response from the EVN under unique 
environmental contexts. Although these hypotheses require further investigation, the 
variety of EVN inputs as well as their cortico-cortical connections highlights the 
complexity of vestibular sensation. 
 
Retrosplenial agranular cortex 
Although my findings are the first to directly link the EVN with the agranular 
retrosplenial cortex (RSA) (often dysgranular), they are not the first to connect the 
vestibular system with this cortical region. fMRI imaging of healthy human subjects 
found RSA activation during vestibular stimulation (Vitte et al., 1996). Lesion and 
neuroimaging studies have explored retrosplenial roles in memory and spatial 
navigation (see Vann et al., 2009; Sugar et al., 2011 for detailed reviews). The RSA in 
particular has been shown to contribute to spatial memory and navigation in the 
presence of visual aids (Pothuizen et al., 2009). Specific RSA lesions in the rat also 
revealed an impaired use of visual cues in a radial-arm maze (Vann and Aggleton, 
2005). This visual link is perhaps intuitive given that the RSA in particular receives 
projections from visual brain regions 18b and 17 in the occipital lobe (van Groen and 
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Wyss, 1992). Interestingly, recent work measured HD cell firing in the RSA neurons 
in rats where global and local environments were mismatched, and found 
bidirectional firing patterns suggesting that local cues dominate global cues when in 
conflict and implicates the RSA in the HD signalling (Jacob et al., 2017). Moreover, 
rats with RSA specific lesions showed impaired cross-modal object recognition 
ability where animals were given different sensory modalities to recognise the same 
object (Hindley et al., 2014). It appears that the RSA is involved in spatial orienting in 
a dyssynchronous environment, as well as during the integration of multimodal 
stimuli.  
 
The recent functional findings for the RSA aforementioned provide incredibly 
useful information to a system where afferent projections directly terminate on gravity 
sensor organs that provide head and body direction cues. Given the very essence of 
vestibular and motor coordination, it makes sense for the EVN to receive spatial 
navigation and HD cues. This sort of information could perhaps prime the vestibular 
labyrinth, through the EVN, to function under different potential contexts and 
optimise labyrinth activity accordingly. Moreover, given that the EVN receives inputs 
from a variety of cortical structures, including the RSA, could it too mediate some 
sort of similar integration for vestibular purposes? Or more specifically, could the 
EVN represent a region for multimodal integration for overall balance coordination?   
 
Frontal association cortex 
Responsible for higher order cognitive functions, the relative proportion and 
quantity of the association cortices in the forebrain increases as we ascend the 
vertebrate evolutionary tree. The degree of functional specialisation of each individual 
cortex remains contentious, particularly in human research that is limited in ascribing 
specific neurological correlates for behaviour (Yeo et al., 2015). For example, parts of 
the frontal association cortex (FrA), insular cortex, motor areas, cingulate cortex, and 
intraparietal sulcus were all activated across different behavioural tasks as measured 
by fMRI (Fedorenko et al., 2013). Because the FrA projects collaterals to the EVN, it 
will be the focus for the remainder of this brief summary. In humans and non-human 
primates, the FrA has been implicated in a variety of functional roles – from dementia 
pathology (Foster et al., 1984; Cutler et al., 1985) to working memory (Diester and 
Nieder, 2007) (for a review, see Nieder, 2017). Reciprocal connections have been 
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shown between the FrA and amygdala, motor cortex, thalamus, hippocampus, and 
other parts of the prefrontal cortex (McDonald, 1987; Conde et al., 1995; Lai et al., 
2012; Nakayama et al., 2015). These circuitries hint at a specific function in memory, 
learning and fear conditioning, and could be useful information for the vestibular 
system, particularly for the suppression of voluntary actions.  
 
Recent work in mice has demonstrated more specific functional roles of the FrA. 
Lai and colleagues (2012) found that fear conditioning induced rapid and long lasting 
dendritic spine elimination in the FrA, but fear elimination induced spine formation in 
the same dendritic branches. These opposing synaptic changes were both location 
specific and cue specific, where extinction training with a concurrent auditory cue 
induced spine formation nearby to those previously eliminated by the same cue (Lai et 
al., 2012). Moreover, compared to controls, spine formation was reduced under stress, 
but the rate of survival of newly formed spines during a 10-day recovery period 
following stress was greater (Shu and Xu, 2017). Together, this divergent synaptic 
plasticity and re-modelling implicate the FrA in stress-induced memory formation. In 
fear-induced memory formation, it has been shown that the FrA integrates contextual 
information from the perirhinal cortex and shock information from the insular cortex 
and basolateral amygdala, and encodes their association (Nakayama et al., 2015). This 
integration could induce the synaptic modifications previously mentioned to 
ultimately form memory. This is interesting for EVS function because it links 
vestibular efferent activity to fear- and stress-induced memory formation. It is 
plausible that the EVN is also activated upon recalling and encoding such memories 
to prime the vestibular periphery for potential threat, or to engage the vestibular 
system when anticipating danger based on prior experiences.  
 
Lateral hypothalamic area 
From diencephalic structures, two structures project onto the EVN – the lateral 
hypothalamic area (LHA), and the dorsal endopiriform nucleus (dEpN). There is a 
rich body of literature concerning the functional roles of the LHA, but far less so for 
the dEpN. The LHA comprises a diverse array of functionally and genetically distinct 
neurons – such as glutamic acid decarboxylase 65 (GAD65), orexin-A, and melanin-
concentrating hormone (MCH) neurons  – that contribute to its various described 
functions including locomotion (Bernardis and Bellinger, 1993; Berthoud and 
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Munzberg, 2011; Karnani et al., 2013; Stuber and Wise, 2016). MCH neuron ablation 
in mice results in hyperactive behaviours (Whiddon and Palmiter, 2013). Orexin 
neuron activation recruits GAD65 neurons, and GAD65 neuronal burst firing 
accompanies bouts of running, while ablation reduces locomotion but over-activation 
leads to hyper-locomotion (Kosse et al., 2017). The monosynaptic connection 
described here between the LHA and EVN strengthens the link between the EVN and 
coordinating movements for locomotor success. This link could potentially be used in 
unison with corollary discharge signals from the spinal cord, if the mammalian EVN 
indeed receives these signals (Chagnaud et al., 2015).  
  
The LHA has also been regionally divided, with different areas contributing 
uniquely to their respective function. The juxtaparaventricular and juxtadorsomedial 
subdivisions (LHAjp and LHAjd respectively) have been recently implicated in 
response to social threat behaviours (Motta et al., 2009; Hahn and Swanson, 2012). 
Following social defeat and stress from entrapment, enhanced gene precursor cFos 
expression was observed in the LHAjp and LHAjd (Faturi et al., 2014; Motta and 
Canteras, 2015). LHAjd lesioning in rats also reduced risk assessment behaviours 
following social defeat, implicating the LHA in defensive behaviours (Rangel et al., 
2016). Which of these regions input directly to the EVN? Or does the EVN instead 
receive collaterals from both regions? Either way, these functional roles strengthen 
the hypothesis that the EVN is activated under a diverse suite of behavioural contexts, 
potentially including social defeat and defensive behaviours. The LHA may prime the 
EVN, and in turn the vestibular periphery, during stressful environmental conditions 
to rapidly and effectively respond to threats and external stressors.   
 
Dorsal endopiriform nucleus 
The endopiriform nucleus (EpN), the dorsal aspect (dEpN) of which projects to 
the EVN, is known for its extensive long range axons that terminate in the forebrain, 
piriform cortex, entorhinal cortex, insular cortex, and amygdala, as well as the 
olfactory tubercle, perirhinal cortex, and subdivisions of the hippocampus (Haberly 
and Price, 1978; Luskin and Price, 1983; Behan and Haberly, 1999; Majak et al., 
2002). Reciprocal dEpN projections with the infralimbic cortex and lateral entorhinal 
cortex has been shown specifically in the rat, including double-labelled projections 
onto the same dEpN neuron from those structures (Watson et al., 2017). The dEpN 
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could be involved in the simultaneous integration and transmission of information 
from these regions (Watson et al., 2017), but a conclusive functional role has been 
difficult to ascertain. dEpN connections with the infralimbic and entorhinal cortices 
though, suggest a potential role in understanding fear extinction (Orsini and Maren, 
2012), and spatial navigation (Schmidt-Hieber and Hausser, 2013) respectively. The 
FrA and RSA, other inputs to the EVN, have also been implicated in stress and fear-
induced memory formation, and spatial navigation respectively. Perhaps the EVN 
receives convergent inputs from these regions to assess conditions and tailor an output 
for optimal, and specific, vestibular control and behaviour? Paired-pulse 
electrophysiological recordings similar to Sugai and colleagues (2012), could explore 
this hypothesis. 
 
Few studies in rats and mice have hypothesised different roles of the EpN. For 
example, like the FrA, a specific circuit between the basolateral amygdala and the 
EpN has been demonstrated, and implicates the EpN in contextual fear memory (Meis 
et al., 2008). The most supported functional hypothesis of EpN action however, is as 
the location for the origination of epileptiform excitatory potentials (Hoffman and 
Haberly, 1993; 1996; Demir et al., 2001). Recent findings have linked the EpN with 
olfactory and gustatory activity (Fu et al., 2004). Electrophysiology in rat EpN 
neurons showed that individual and also paired pulses at the piriform (olfactory) and 
gustatory cortices evoked a response from the EpN (Sugai et al., 2012). The EpN is 
involved in the synchronised integration of olfactory and gustatory information, 
and/or serves as a site for further processing of this information (Sugai et al., 2012). 
Over some of these functional roles, the dEpN and the broader EpN could inform the 
EVN for better control over motor and ensuing vestibular coordination. For example, 
vestibular senses would be affected during epileptic episodes such as seizures. Here, 
the dEpN could modify normal functioning of the vestibular periphery through the 
direct connection with the EVN.     
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4.4.2  Methodological Considerations 
In this Chapter thus far, I have described a method for tracing the monosynaptic 
inputs to neurons in the EVN, and used it to show specific regions within the 
brainstem, cerebellum, and forebrain that provide direct synaptic contacts with a 
neuron within the EVN. I have also discussed the functional role/s of these regions, 
and their ensuing implications for the EVS and vestibular coordination. In the 
following Section, I will focus my discussion to the methodological considerations for 
RABVΔG tracing, as well as future potential applications of my research including a 
particular emphasis on better understanding the EVS. The major drawbacks or 
limitations inherent to RABVΔG technologies have also been thoroughly described in 
recent reviews (Ginger et al., 2013; Callaway and Luo, 2015; Nassi et al., 2015; 
Ghanem and Conzelmann, 2016).  
 
Before considering these however, it is important to note that these experiments 
were conducted under a strict timeframe in a collaborating international laboratory in 
UCL, and concessions were necessary to obtain these data given the allocated time. 
For one, the experimental data presented would be enriched with the addition of a 
nuclear counterstain such as DAPI. mCherry (introduced with rAAV) stains the cell 
bodies of neurons, while GFP (introduced with CVS-N2c-ΔG) stains the nuclei of 
rabies infected inputs. Together their overlap at an EVN starter neuron results in a 
yellow stained nucleus (Figure 6). Because DAPI too is a nucleotide stain, it would 
confirm that the neurons stained throughout the brain are neither background nor 
artefacts of staining procedures, rather a true representation of direct monosynaptic 
inputs to the EVN. In addition, laterality was not determined in any of my sections. 
Making a small incision along the brain in future experiments for example, could 
resolve whether inputs that arose were contralateral or ipsilateral to the starter EVN 
neuron. Moreover, the spinal cord of the successfully infected animal was neither 
sectioned nor processed. The Straka laboratory recently found evidence for the EVN 
as the site of signalling of corollary discharge from locomotor activities in the spinal 
cord to the vestibular periphery (Chagnaud et al., 2015). Because their experiments 
were conducted in tadpoles, it would be interesting to see if inputs arose from the 
mouse spinal cord to the EVN. Such data could suggest a potential functional role of 
the EVS in mammals. Connections between the LVN and the spinal cord have 
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recently been observed using a similar RABVΔG technology (Zampieri et al., 2014), 
so the presence of spinal connections with the EVN seems entirely plausible.  
 
The primary frustrations encountered during my RABVΔG tracing experiments 
included the low success rate for infected starter neurons and their presynaptic 
contacts (1/7 animals in CVS-N2c-ΔG trials and 1/5 animals in preliminary trials 
using the SAD-B19-ΔG virus), and the under sampling or low cell yield of those that 
were successfully infected (in the CVS-N2c-ΔG trials) – that is, restricted to a single 
EVN starter neuron despite an average nucleus population of 40 neurons in the mouse 
(Mathews et al., 2015). This low success rate is a result of the primary infection 
technique at the vestibular periphery. Modifying RABVΔG and AAV such that both 
injections could be performed centrally at the level of the EVN, could potentially 
increase the number of EVN starter neurons. Although, delineating the circuitry of 
individual EVN neurons is also useful.  
 
When considering the drawbacks of RABV Δ G technologies, inefficient 
transsynaptic transfer is a common limitation for neuroanatomists for a variety of 
reasons. For one, despite the elegance of RABVΔG viral tracing, there is a limited 
understanding of the mechanisms that underpin transsynaptic labelling. For example, 
in their review, Ghanem and Conzelmann (2016) suggested synaptic activity is not a 
crucial factor to transsynaptic spread, rather attributing the structural features of 
synapses to efficient spread directly. Despite the correlation between the temporal 
dimension of RABVΔG transsynaptic spread and the strength of inputs (Ugolini, 
1995), modulation of synaptic activity via agonists and antagonists (e.g. TTX, 
bicuculline) did not significantly affect RABVΔG spreading (Arenkiel et al., 2011; 
Deshpande et al., 2013; Bergami et al., 2015). The exquisite retrograde specificity of 
RABVΔG spread has also come under question given that anterograde synaptic 
labelling has also been observed. Anterograde labelling using the RABVΔG system 
has been demonstrated from peripheral sensory neurons in the dorsal root ganglion 
(Tsiang et al., 1989; Bauer et al., 2014) to the spinal cord (Zampieri et al., 2014). 
However this directionality is likely a feature of sensory-CNS synapse dynamics and 
atypical synaptic connections such as axodendritic or axosomatic synapses (Zampieri 
et al., 2014; Callaway and Luo, 2015).  
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Under-sampling of neurons, including inputs and starter neurons, has also been 
observed in other CNS structures (reviewed in Ginger et al., 2013; Callaway and Luo, 
2015). A realistic calculation of the expected number of synaptic contacts of starter 
pyramidal neurons in layer 2/3 of the mouse visual cortex lies at ~600 (Feldmeyer et 
al., 2002; Feldmeyer et al., 2006). However, monosynaptic tracing techniques labelled 
fewer than 100 presynaptic partners of these starter neurons (Marshel et al., 2010). In 
contrast, counts for inputs to layer 5 pyramidal neurons reached up to ~700 (Rancz et 
al., 2011) and 249 presynaptic inputs were traced to a single starter neuron in layer 5 
of the somatosensory cortex (Miyamichi et al., 2011). Varying synaptic properties 
could contribute to this reduced expression and uptake of RABVΔG – a thorough 
understanding of transsynaptic crossing as previously mentioned, could help improve 
efficiency of spread. Importantly though, there are a few questions to consider when 
using this technique, given this lack of understanding. Do the different number of 
inputs from different brain regions described in this Chapter reflect a true preference 
for inputs from certain regions, or instead of the transfer mechanisms of RABVΔG 
spread? Moreover, should all inputs be labelled? Or, are they limited to a subset based 
on RABVΔG molecular biology and the boundaries of transsynaptic transfer?  
 
One way of optimising the efficiency of RABVΔG uptake at the periphery is by 
enhancing G expression from the primary injection of rAAV to the EVN. A recent 
study engineered an optimised glycoprotein (oG) with an optimised codon that 
included the extracellular region from Pasteur strain G and the cytoplasmic region of 
SAD B19 glycoprotein (termed PBG), and found this oG particle improved trans-
complementation and transsynaptic labelling by up to 20 fold (Kim et al., 2016). 
Modifying the glycoproteins used in my experiments to match this oG principle that is 
in line with native CVS-N2c glycoprotein and Pasteur strain G could enhance the 
uptake and expression of inputs and starter EVN neurons, particularly if used 
concurrently with the already more efficient CVS-N2c-ΔG virion (Reardon et al., 
2016). Additionally, the M protein of VSV has been implicated in adverse effects on 
virus expression and neuronal health (Ahmed and Lyles, 1997; Desforges et al., 
2001). For example, mutant VSV M was used to obtain physiological recordings 
because wild-type M proved too toxic (Beier et al., 2011). Given that RABV and 
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VSV share similar genetic makeup, investigations into enhancing RABV-M may be 
advantageous to rabies tracing technologies (Nassi et al., 2015). 
 
Importantly, while these improvements may increase the success rate of my 
tracing experiments in the future, they do not undermine my present results. The 
infection with a single RABV particle in a single neuron is sufficient for infection and 
propagation (Haberl et al., 2015). Moreover, infection and subsequent tracing of 
presynaptic partners from a single neuron has indeed been demonstrated previously, 
and these connections are not limited spatially with long range connections observed 
between olfactory bulb and basal forebrain areas (Miyamichi et al., 2011). Despite 
this, replicating these results and increasing the sample size is required to build a 
more thorough understanding of the direct connections to the EVN. Establishing this 
comprehensive ‘map’ of monosynaptic connections to the EVN would lay the 
foundations for future targeted ablation and function studies as detailed below.  
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4.5 Future Directions and Conclusions  
It becomes apparent throughout this Chapter that the EVN likely functions under 
a variety of scenarios, and coordinates vestibular action in multiple different contexts. 
A recurring theme that emerges is the brain-wide convergence and communication of 
input regions with each other, and also with the EVN. The EVS exemplifies the 
multimodal nature of the brain, and the vestibular system in particular, and hints at the 
powerful role of the EVS in motor and vestibular coordination. While this work 
brings us closer to understanding the functional role of this system, it also serves as a 
gateway for future research to understand the specific complexities of EVS function.  
 
Novel questions and hypotheses concerning EVS emerge from this body of work. 
For example, is the EVN activated during non-motor stimulation such as visual and 
auditory, particularly given the diversity of input regions? Also, what are the specific 
outputs to the EVN? Are EVN terminals restricted to only the peripheral labyrinth? 
Anterograde labelling investigating the peripheral innervation pattern of EVN neurons 
in gerbils identified dense innervation in each semicircular canal (Purcell and 
Perachio, 1997), but whether the EVN could potentially output to other structures, 
remains to be clarified. As well, why are there more than one group of EVN neurons 
described in some mammals but not others? Are these groups functionally or 
phylogenetically distinct? These are but a few examples of potential avenues for 
future EVS research.  
 
Importantly, a number of different experimental options exist to investigate these 
queries, including some compatible with the RABV tracing technology. RABV 
combined experiments need to however, consider the viable time frame of 10 days in 
mice before the virus instigates loss of physiological function and ultimately neural 
death (Osakada et al., 2011). Nonetheless, some particularly poignant examples for 
the EVS include electrophysiological recordings that stimulate inputs and record from 
the connected EVN starter neurons; or optogenetic manipulation and silencing of 
specifically labelled input neurons and subsequent behavioural, imaging, and 
physiological recordings of the EVN to obtain loss of function information. Fibre 
photometry, paired with behavioural tasks that isolate different EVN input regions 
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and activate the EVN under specific contexts could also be used to systematically 
explore EVS function in vivo.  
 
The future for EVS research is exciting and current. The work described in this 
Chapter brings us one step closer to entangling EVS function and opens up a plethora 
of new possibilities in EVS research. 
 
 
  
V 
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Chapter V 
5.1 Summary 
Our vestibular system, both central and peripheral, is at the root of our sense of 
balance. Dysfunction of this system places us at the mercy of debilitating symptoms 
of dizziness, vertigo, and nausea, and increases the likelihood of falls and fall-related 
injuries. Given this importance, it comes as a surprise that the central neural circuitry 
that contributes to our balance sense is so poorly understood. Specifically, literature 
concerning the efferent vestibular nucleus neurons that terminate on the vestibular end 
organs in the inner ear, are for the most part, focused on the anatomical and 
morphological aspects, or the synaptic mechanisms and peripheral modulation 
processes, to build an understanding of the elusive functional role for the EVS (for 
through reviews, see Holt et al., 2011; Jordan et al., 2013). There is significantly less 
work dedicated to uncovering the physiology of EVN neurons themselves, or to the 
central mechanisms that modulate them. To date, there is only one other study that 
sought to characterise the electrophysiological profile of EVN neurons (Leijon and 
Magnusson, 2014). In this thesis, I have sought to rectify this, by building upon the 
physiological aspects of EVN action, and determining the central contributions within 
which this system is activated, to ultimately bring us closer to ascribing a functional 
role. To do so, I have employed standard immunohistochemistry and whole-cell 
current- and voltage- clamp recording techniques (as detailed in Chapter 3), and also 
rabies viral tracing technologies (as detailed in Chapter 4) respectively. The data 
presented in both Chapters contributes directly to our understanding of how the EVS 
works, and provides new information concerning the greater context within which the 
system is activated. Together, they open new avenues for future research and 
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ultimately advance our understanding of the central mechanisms that underlie our 
sense of balance.  
 
The major findings of my immunohistochemistry and electrophysiological 
investigations of EVN neurons in mice (Chapter 3) are summarised below: 
 
1. The EVN is comprised of a small cluster of neurons (~40 on either side) that is 
located dorsolateral to the genu of the facial nerve (CNVII). 
 
2. EVN neurons display two discharge profiles at rest – spontaneously active or 
not spontaneously active (the majority). 
 
3. All EVN neurons respond to depolarising or hyperpolarising current steps 
with a short but high frequency burst of action potentials, followed by sparse 
firing.  
 
4. EVN neurons display a higher gain than neighbouring MVN neurons, making 
them more sensitive to injected current. 
 
5. EVN neurons display a calcium-dependent afterdepolarisation that contributes 
to their characteristic burst firing. 
 
6.  The EVN displays a heterogeneous synaptic input profile with neurons 
receiving excitatory, inhibitory, or mixed excitatory and inhibitory inputs.  
 
7. Despite this heterogeneous mixture of inputs, excitatory synaptic inputs 
predominate. 
 
In short, I found that EVN neurons display a homogeneous output profile and for 
the first time, I provide evidence for a heterogeneous synaptic input profile in mice in 
vitro. As outlined in Chapter 1-3, the location of the EVN in mice and the output 
profile of EVN neurons has been described briefly before (Leijon and Magnusson, 
2014), however this work only provide data from 9 neurons. I greatly expand on this 
work by collecting data from 77 EVN neurons, and combining my 
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immunohistochemistry procedures with direct retrograde labelling from the periphery 
to confirm the location of the EVN in mice. In addition, I also provide the first 
characterisation of the synaptic input profile for EVN neurons. These data are 
particularly exciting because it suggests that the context within which our EVN is 
activated is a defining feature of how our brains control our balance. This published 
work suggests that EVN neurons modulate vestibular end organs by generating 
characteristic bursts under specific circumstances (that is, in response to varying 
inputs) such as during predation and arousal. So in theory, other central nervous 
information is used by the EVN to produce a unified strategy to modulate the 
responsiveness of balance, which in turn helps maintain it. 
 
But how do we know under which context, or more precisely, which neural 
inputs drive EVN activation? To understand this, we would need to know which brain 
regions and neuronal cell types provide direct input to the EVN. My next course of 
action was to investigate the direct monosynaptic inputs to the EVN, and uncover this 
context of activation. The major findings of this work (Chapter 4) are summarised 
below: 
 
1. Direct monosynaptic inputs from the brainstem include the neighbouring 
vestibular nuclei, namely the LVN, SVN, and MVN, the reticular formation, 
locus coeruleus, and prepositus nucleus.   
 
2. Direct monosynaptic inputs from the cerebellum include the flocculus, 
fastigial nucleus and Purkinje cells in the second cerebellar lobule. 
 
3. Direct monosynaptic inputs from the forebrain include telencephalic structures 
such as primary motor and auditory cortices, the frontal association cortex, 
and retrosplenial agranular cortex, and diencephalic structures such as the 
lateral hypothalamic area, and the dorsal endopiriform nucleus.   
 
This body of work suggests that the EVN coordinates vestibular sense under a 
variety of different contexts. Importantly, the spinal cord was not sectioned and 
searched for a spinal origin of inputs, and is necessary to update this information with 
a whole central nervous schematic of direct monosynaptic inputs to the EVN. This 
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work brings us closer to understanding the functional role of the EVS, and acts as a 
foundation for future experiments (as detailed in the following Section 5.2). 
 
By combining physiological recordings and anatomical tracing technologies, I 
improved our understanding of how vestibular information is processed in the brain. 
Clinically, this information places us in a better position to develop treatment 
strategies to combat vestibular dysfunction by providing potential targets for 
developing novel treatment strategies for when disease or ageing impairs our 
vestibular ability.   
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5.2 Future Directions 
The body of work presented in this thesis demonstrates how the EVS signals 
primary hair cells and afferent fibres at the vestibular periphery – that is, by signalling 
short but high frequency burst of action potentials in response to changing inputs. 
Combined with existing EVN neuronal literature, this information builds 
understanding of the workings of individual EVN neurons, and their collective output 
to the periphery. It also highlights about a need to assess the inputs that terminate on 
the EVN. To that end, this work also includes the first data to address the 
monosynaptic context for EVN activation, and places the EVS within a broader CNS 
circuitry. Although my research enriches understanding of the EVS, and despite the 
numerous hypotheses and experiments previously conducted (as reviewed in Chapter 
2), its underlying functional role remains elusive. Here, I briefly explore potential 
avenues for future EVS research that could bring us closer to resolving this issue. 
 
Firstly, a Journal Club publication for The Journal of Physiology (see Appendix) 
by myself and colleagues (Wijesinghe et al., 2015) which comments on a recent 
publication (Bjorefeldt et al., 2015), highlights the importance of recognising the 
conditions under which electrophysiological experiments occur, and the caveats of 
interpreting data from such recordings. Here, current-clamp in vitro recordings were 
made in rat hippocampal CA1 and parietal layer 5 pyramidal neurons with either 
artificial cerebrospinal fluid (aCSF), such as that used in the experiments I have 
conducted in Chapter 3 of this thesis, and human cerebrospinal fluid (hCSF), to assess 
whether naturally occurring CSF influences such recordings. The authors found a 
five-fold increase in spontaneous action potential firing, with results mimicking those 
observed in vivo. To my knowledge, there are no in vivo recordings of EVN neurons 
in mice in the literature. Could aCSF occlude or dampen the level of spontaneous 
activity observed in EVN neurons? Would hCSF or mouse CSF produce different, 
perhaps even more accurate, representation of EVN electrical activity? These queries 
could be addressed in the future by conducting similar recordings substituting 
currently used aCSF with either hCSF, or native mCSF.   
 
Another point to address with future experimentation is increasing yield with 
RABVΔG tracing of EVN circuitry. The data described in Chapter 4 reflects one 
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successfully infected mouse from trials held at Columbia University, and another 
from University College London. The low success rate is to be expected provided the 
hit-and-miss nature of RABVΔG tracing techniques. Increasing the yield of EVN 
starter neurons will increase the probability of uncovering all monosynaptic 
connections to the EVN, and best reflect true EVN circuitry within the CNS. As part 
of this, sectioning of the spinal cord is also necessary. This is particularly poignant 
given the recent work by Chagnaud et al. (2015) in tadpoles that linked corollary 
discharge from locomotion in the spinal cord to the EVN. Inputs isolated in the spinal 
cord in mice could support this hypothesis for EVS function in a mammalian model.  
 
Given the collective data presented in this thesis, there is a handful of avenues, or 
experimental techniques, that are available that can be used in conjunction with my 
results to bring us closer to ascribing functional role/s of the EVS. For example, 
optogentic techniques that can be used to alter or ablate specific neuronal action can 
be applied to monosynaptic inputs identified by my work, or the EVN itself to 
unambiguously conduct functional tests. Alternatively, genetically encoded neural 
indicators of cellular activity (for example, calcium ion expression), can be expressed 
in neurons of interest (for example, EVN starter and presynaptic partners) using 
RABV ΔG techniques, and allow monitoring of their activity under different 
behavioural conditions in vivo (Perry et al., 2015). These avenues offer an opportunity 
for a great leap in functional EVS research because it can be used in conjunction with 
behavioural work in free moving mice to establish behavioural correlates of the EVN 
circuitry I have so far identified. The detailed literature review (Chapter 2) 
summarises different functional theories such as contextual EVS modulation of 
vestibular sensitivity (e.g. under arousal or predation), differentiating between passive 
and active motion, and signalling corollary discharge. Such experiments could allow 
us to assess these functional theories with unparalleled specificity.  
 
Electrophysiological techniques can also be implemented concurrently with 
optogentic tools. For example, the EVS has been implicated in VOR compensation 
and plasticity. Reducing the action of VOR related inputs to the EVN (such as MVN 
neurons), or altering general VOR ability, through optogenetic means, and while 
simultaneously recording from EVN neurons in vivo could provide more direct 
evidence and corroborate this role of the EVN. Moreover, electrophysiological 
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recordings could also be used to deduce whether aging affects EVN action. Other 
work I have been involved with during my candidature (see Appendix) found age-
dependent behavioural changes to motor performance following vestibular 
stimulation (Tung et al., 2016). Do central vestibular components such as the EVS 
degrade functionally with age? Electrophysiological recordings between old mice and 
young mice are necessary to draw this conclusion.  
 
Finally, there is also potential for conducting electrophysiological recordings in 
target neurons as identified by RABVΔG tracing. In this way, the electrical activity of 
EVN neurons can be identified in relation to a particular input by dual recordings, for 
example, that target both the EVN and a monosynaptically connected region. Recent 
work showed that introducing rabies glycoprotein during in vivo patch recording in 
mouse layer 5 pyramidal cells, followed by RABVΔG injection two days after, 
resulted in the successful bridging of physiological and synaptic properties with 
anatomical and circuitry profiles of individually recorded neurons (Rancz et al., 
2011). Such procedures could be used to shed light on whether the resting discharge 
profile of EVN neurons (spontaneous or non spontaneous) is affected by their input. 
Or whether identified inputs provide inhibitory or excitatory contacts with EVN 
neurons because a mixed profile was observed in my experiments. Ultimately, the 
implementation of these different experimental procedures with the data I have 
collected in this thesis provides new and exciting possibilities in EVS functional 
research.     
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5.3 Conclusions 
How the efferent vestibular system functions and modulates peripheral vestibular 
sensitivity is fundamental to ultimately understanding how our brain controls our 
sense of balance. New combinations of techniques are now available that allow for a 
systematic exploration of EVS function, particularly under different behavioural 
circumstances (for example, optogenetics combined with behavioural experiments, 
electrophysiological recordings combined with monosynaptic rabies virus tracing 
techniques). The body of work presented in this thesis builds the foundation for this 
future research. Here, I have characterised the electrophysiological profile of efferent 
vestibular nucleus neuron in vitro in mice and showed homogeneous output 
irrespective of resting discharge profile, but a heterogeneous synaptic input profile. 
For the first time, I have also traced the direct monosynaptic inputs to the EVN to 
develop a map of EVS neural circuitry within the central nervous system, and which 
emphasises the multimodal nature of the EVS and consequently the vestibular system. 
I believe that my advancements, and building upon them through the future directions 
described in the aforementioned Section 5.2, enrich understanding of the vestibular 
system as a whole, and form essential foundations toward the ultimate goal of 
understanding, managing, and treating vestibular-related disorders.  
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Appendix 
 
This appendix contains four publications I have been involved in, and authored, 
during the course of my PhD candidature, that are outside my direct study of the EVS. 
They, and a short summary including links with my EVS research, are as follows: 
 
1. Mathews, M.A., Mohammed Ali, F., Wijesinghe, R., and Camp, A.J. (2017b). 
Heading in the right direction: the importance of direction selectivity for 
cerebellar motor learning. J Physiol. doi: 10.1113/JP275441 
 
In Mathews et al. (2017b), we comment on Voges et al. (2017) who are the first to 
investigate direction selectivity and adaptive cerebellar motor learning, within the 
same experimental paradigm. The authors were able to link Purkinje cell activity (that 
is, simple and complex spiking from the mossy and climbing fibre systems 
respectively) to the direction of eye movements during the vestibulo-ocular reflex 
(VOR). Mechanisms that drive postsynaptic long-term potentiation probably underlie 
this VOR plasticity. In our comment, we explore the influence of other vestibular 
nuclei in this pathway, namely the MVN and EVN. This is particularly interesting 
given that the EVN has been shown to output to the flocculus (Shinder et al., 2001), 
and could be involved in this direction-selective cerebellar motor learning.  
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Background
In its most rudimentary form, information
processing in the nervous system is typically
bidirectional. Sensory afferent neurons
relay sensory information to the central
nervous system while efferent pathways
carry processed nerve impulses to peri-
pheral targets. Firing patterns from sensory
receptors that specifically code for direction
are particularly useful to our vestibular
and visual systems. Direction information
is also presumably important for motor
learning, adaptation and planning. In
the vestibular and visual system, this
direction-selective information is carried to
the cerebellum for processing via respective
afferent pathways, and could potentially
partake in cerebellar motor learning. Two
main afferent pathways to the cerebellum
include the mossy fibre (MF) system where
Purkinje cells (PCs) modulate simple spikes
(SSs) via parallel fibres and interneurons,
and the climbing fibre (CF) system, where
PCs produce complex spiking (CS). Given
the direction-selective nature of the CF
system in the compensatory eye movement
(CEM) system, it is presumed that the
general types of synaptic plasticity and
learning – i.e. postsynaptic or presynaptic
long-term depression and postsynaptic or
presynaptic long-term potentiation (LTP)
depending on the synapse – are also
direction-selective. The importance of
direction to vestibulo-ocular reflex (VOR;
CEMs from head rotations) adaptation,
though, has not yet been determined.
In a recent issue of The Journal of
Physiology, Voges and colleagues (2017)
investigated the role of direction-selective
information in the adaptive mechanisms of
the VOR, the specific neural correlates of
which remain unknown. In other words,
the authors queried to what extent the
MF and/or CF system (i.e. SS and/or
CS activity, respectively) influence this
particular cerebellar motor learning. MF
inputs typically arise from various brain-
stemnuclei, including vestibular nuclei, and
the cerebellum in turn projects back to the
vestibular nuclei to form a feedback loop.
CF inputs from the inferior olive receive
visual information from regions such as
the superior colliculus and basal optic
root. Presumably, these pre-cerebellar visual
and vestibular inputs carry information to
adjust PC firing under different behavioural
contexts that rely on direction-sensitive
information, for example reaching tasks and
visual tracking, and could also influence
PC synaptic plasticity. The authors hypo-
thesized that VOR cerebellarmotor learning
does indeed rely on direction-selective
information, specifically, that gain-increase
and gain-decrease training, which improve
and reduce the sensitivity of CEMs
during the VOR following visual feedback,
respectively, are optimal during contra-
versive head rotations (i.e. head movements
in the opposite direction to visual stimuli).
The authors also predict that the gain of SS
activity and eye movements will be counter
related toCSactivitywherein lowCSactivity
will result in gain increases while high CS
activity will result in gain decreases. In their
article, Voges et al. (2017) are the first to
investigate direction and adaptive learning
within the same experimental paradigm.
Presentation of data
The contribution of direction to cerebellar
motor learning was investigated by comb-
ining VOR gain adaptation experiments
with in vivo extracellular recordings from
floccular vertical-axis PCs (Voges et al.
2017). A turntable, where the head of a
mouse was fixed, was used to apply sig-
moidal vestibular stimulation, while visual
stimuli were delivered via a rear pro-
jection system. Vestibular gain-increase
experiments involved out-of-phase, and
gain-decrease experiments involved in-
phase, vestibular andvisual rotational input.
The experimental approach began with
baseline recordings of CEMs, recorded
via a video camera-based system, for
the optokinetic reflex (OKR), the visual
vestibulo-ocular reflex (VVOR) and the
VOR, followed by gain adaptation training
before probe trials and electrophysiology,
depending on the experiment.
To begin, the authors considered whether
unadapted CEMs, as well as SS and CS
spiking activity, were direction sensitive.
Indeed visually driven CEMs (i.e. OKR
and VVOR, but not VOR) demonstrated
increased sensitivity towards the nasal to
temporal (n–t) direction that was inde-
pendent of camera positioning and not
biased by left or right preference. SS spi-
king activity was significantly more modu-
lated for OKR andVVOR than for VOR, but
the rate of SS firing increased for n–t move-
ments and decreased for t–n movements
(i.e. from temporal to nasal). CS spiking
activity during CEMs differed from the
observed SS firing patterns. Although
there was no significant difference in the
depth of modulation between OKR and
VVOR, despite different gain and delay
values, they were both higher than ob-
served from VOR. Moreover, CS neurons
displayed a bimodal firing pattern (an
initial increase followed by decrease) during
n–t movements that was reversible in the
t–n direction. Importantly, Voges et al.
(2017) observed a significant change in
gain in CEMs during both gain-increase
and -decrease experiments in the n–t dir-
ection suggesting the mechanisms of gain
adaptation are direction-sensitive. These
data support a hypothesis implicating
movement direction in cerebellar motor
plasticity. Indeed ipsilateral eye movements
and SS modulation prefer the n–t direction
with contraversive head rotation.
To investigate the mechanisms behind flo-
ccular PC contribution to motor plasticity,
the authors recorded PC activity during
VOR gain adaptation. During gain-increase
experiments that facilitated eye movements
in the n–t direction, following a training
protocol, SS modulation increased with SS
firing pattern coding for both velocity and
position. CS activity, however, remained
constant. During VOR gain-decrease exp-
eriments that supressed eye movements in
the n–t direction, no changes were ob-
served to SS activity during both training
and probe trial sessions. CS modulation,
however, was bimodal during training
sessions but unchanged during probe trials,
albeit with a reduction in baseline firing
frequency. These results suggest that SS
C© 2017 The Authors. The Journal of Physiology C© 2017 The Physiological Society DOI: 10.1113/JP275441
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modulation could play a role in CEMs
during VOR adaptation. To confirm this,
the authors applied optogenetic techniques
and recorded from floccular PCs without
visual or vestibular stimuli. SS firing rate as
well as n–t eye movements increased with
increasing stimulus frequency. Indeed SS
activity contributes to CEMs during VOR
adaptation and direction-selective learning.
Significance of the article
In their publication Voges et al. (2017)
assess for the first time the contribution
of movement direction to VOR adaptive
learningwithin the sameexperimental para-
digm. Importantly, the authors were able
to link Purkinje cell activity, as well as
the nature of learning, to the direction of
eye movement. They observed that contra-
versive vestibular stimuli paired with ipsi-
versive visual stimuli in the n–t direction
attenuated CF CS activity to facilitate gain-
increase. This increase in gain was also
paired with increased SS activity from the
MF system. These findings, combined with
previous literature, suggest that mecha-
nisms that drive postsynaptic LTP partake
in VOR plasticity and cerebellar motor
learning, particularly since CF activity is
reduced.
Interestingly, other brain structures also
contribute to VOR plasticity – for example,
Hübner et al.,
2015; Mouse
Voges et al.,
2017; Mouse
Menzies et al.,
2010; Rat
Menzies et al.,
2010; Rat
Metts et al.,
2006; Gerbil
Mathews et al.,
2015; Mouse
EVN FI PCs MVN
VOR
adaptation
Vestibular
periphery
Figure 1. Potential vestibular participation in floccular control of direction-selective VOR adaptation
A schematic diagram linking several studies to illustrate how direction-selective information from the flocculus
is directly involved in cerebellar motor learning (dashed arrow), but could also be indirectly involved via central
vestibular nuclei (efferent and medial vestibular nucleus; EVN and MVN, respectively) as well as the peripheral
labyrinth (black and grey arrows, respectively). Fl, flocculus; PC, Purkinje cell; VOR, vestibulo-ocular reflex.
nucleiwithin the central vestibular complex,
including the medial and efferent vestibular
nucleus (MVN and EVN respectively), con-
tribute directly and indirectly to the VOR.
Whether direction-selective information is
also processed at these levels, however,
remains to be assessed, although floccular
inputs (the focus of this work) have
been shown to alter the synaptic activity
of MVN neurons that form part of the
integrative centre for the horizontal VOR,
and could account for VOR adaptability
(Menzies et al. 2010). Of additional note
is the role of the central efferent vestibular
system (EVS), which has recently been
shown to contribute to short-term VOR
adaptability (Hu¨bner et al. 2015). In their
work, the authors investigated the role of the
EVS in short-term VOR adaptive learning
with VOR gain-increase and -decrease
experiments in α9-knockout mice that
carry a missense mutation for α9 nicotinic
acetylcholine receptors (nAChRs), which
compromises the action of cholinergic EVN
neurons. Although the EVS moderately
impinged on VOR gain, it played a
significant role in VOR adaptation, with
an approximate 70% reduction in adaptive
ability when compared to control. The EVS
could also contribute to VOR learning.
This is of particular interest given the
potential synaptic connections between
cerebellar floccular PCs described here and
neurons within the EVN. Recent electro-
physiological characterization of EVN neu-
rons revealed heterogeneous synaptic input
(Mathews et al. 2015) consistent with poly-
synaptic tracing work demonstrating con-
nections between the EVN and many other
brain structures including the flocculus
(Metts et al. 2006). Although identification
of direct monosynaptic connections (as op-
posed to polysynaptic connections) is req-
uired, it is interesting to suggest that neu-
rons within the EVN and the flocculus
function in concert to optimize cerebellar
motor learning, and potentially, that
direction-selective information is also
processed at the level of the EVN to
modulate the sensitivity of peripheral
vestibular organs (see Fig. 1, black arrows).
Additionally, given the role of the MVN in
the VOR (for example, Menzies et al. 2010),
this direction-selective information could
also modulate MVN activity through feed-
back with the EVN and peripheral labyrinth
pathway, or directly with the flocculus (see
Fig. 1, grey arrows). Importantly, though,
Voges et al. (2017) observed greater SS
activity during optogenetic treatment than
during VOR adaptation suggesting that
these alternative VOR pathways may not
have been activated with this protocol.
As Voges et al. (2017) point out, whe-
ther similar mechanisms underlie VOR ad-
aptability for front-eyed mammals remains
C© 2017 The Authors. The Journal of Physiology C© 2017 The Physiological Society
J Physiol 000.00 Journal Club 3
to be confirmed. Nonetheless, their work
highlights the importance of preferred dir-
ection to learning at the level of the cere-
bellum. How direction affects other nuclei
that also contribute to VOR adaptability,
such as the efferent vestibular nucleus, is an
interesting avenue of further investigation.
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2. Tung, V. W. K., Burton, T. J., Quail, S. L., Mathews, M. A., & Camp, A. J. 
(2016). Motor Performance is Impaired Following Vestibular Stimulation in 
Ageing Mice. Frontiers in Aging Neuroscience, 8(12), 
doi10.3389/fnagi.2016.00012 
 
In Tung et al. (2016), we investigated the age-related effects of the vestibular system 
(that is, hair cell stimulation) on balance and motor coordination in mice. Here, we 
found vestibular mediated age-related changes to balance performance and motor 
coordination, as well as the ability to recover from hair cell stimulation. These 
findings hint at age-related changes in hair cell physiology. If peripheral vestibular 
structures are impacted with age, this could be true too for central structures such as 
the EVS. Perhaps a combination of age-related deterioration of peripheral and central 
vestibular physiologies culminates in vestibular dysfunction and disorder? 
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Balance and maintaining postural equilibrium are important during stationary and
dynamic movements to prevent falls, particularly in older adults. While our sense
of balance is influenced by vestibular, proprioceptive, and visual information, this
study focuses primarily on the vestibular component and its age-related effects on
balance. C57Bl/6J mice of ages 1, 5–6, 8–9 and 27–28 months were tested using
a combination of standard (such as grip strength and rotarod) and newly-developed
behavioral tests (including balance beam and walking trajectory tests with a vestibular
stimulus). In the current study, we confirm a decline in fore-limb grip strength and gross
motor coordination as age increases. We also show that a vestibular stimulus of low
frequency (2–3 Hz) and duration can lead to age-dependent changes in balance beam
performance, which was evident by increases in latency to begin walking on the beam
as well as the number of times hind-feet slip (FS) from the beam. Furthermore, aged
mice (27–28 months) that received continuous access to a running wheel for 4 weeks
did not improve when retested. Mice of ages 1, 10, 13 and 27–28 months were also
tested for changes in walking trajectory as a result of the vestibular stimulus. While no
linear relationship was observed between the changes in trajectory and age, 1-month-old
mice were considerably less affected than mice of ages 10, 13 and 27–28 months.
Conclusion: this study confirms there are age-related declines in grip strength and gross
motor coordination. We also demonstrate age-dependent changes to finer motor abilities
as a result of a low frequency and duration vestibular stimulus. These changes showed
that while the ability to perform the balance beam task remained intact across all ages
tested, behavioral changes in task performance were observed.
Keywords: ageing, balance, vestibular, vestibular stimulus, motor coordination, vestibular hair cell
INTRODUCTION
It is well documented that advancing age is a significant risk factor for falls. Loss of balance
and subsequent falls often lead to deleterious effects including repeated falls, anxiety, admission
into high care facilities such as nursing homes and hospitals, and in some cases death in older
adults (Rubenstein, 2006). Evidence shows that the majority of people at risk of experiencing
falls also have symptoms of impairment when assessed using common tests of vestibular
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function such as caloric and Sinusoidal Harmonic Acceleration,
and the Vertigo Symptom Scale questionnaire (Pothula et al.,
2004; Jacobson et al., 2008). Vestibular impairment has been
reported in subjects as young as 40 years of age and becomes
more common with increasing age (Agrawal et al., 2009), yet
the changes associated with the ageing vestibular system remain
poorly understood.
The vestibular system comprises two main components: a
peripheral component responsible for detecting accelerations
of the head, and a central component that relays information
from the periphery to central nervous system structures.
These structures initiate reflexive responses to changes in head
and body position and include the vestibulo-ocular (VOR),
vestibulo-collic (VCR) and vestibulo-spinal reflexes (VSR). The
reflexes can be used in the diagnosis of vestibular impairment
(Halmagyi and Curthoys, 1988; Colebatch et al., 1994), and as
such, age-related decline in balance function has been observed
as a deficit in reflex activity. For example, reductions in VOR
gain occur at high amplitude stimulation (Baloh et al., 1993)
and decreased amplitudes in click-evoked VCR responses in
older adults (Welgampola and Colebatch, 2001). While the VOR
appears relatively stable in mice, a small decrease in VOR
gain may occur during ageing (Stahl, 2004). Nonetheless, the
underlying cause of these deficits is not clear and may manifest
from alterations at any stage of vestibular processing from the
sensory hair cells in the periphery to the output motor neurons.
Many studies on the peripheral vestibular system have
been carried out using a range of animal species including
the frog (Straka et al., 1997; Martini et al., 2007), turtle
(Brichta et al., 2002), gerbil (Meredith and Rennie, 2015) and
mouse (Lee et al., 2005). Despite information learned from
this work, there is little understanding of how the properties
of central and peripheral structures vary, and subsequently
influence behavior during the process of natural ageing. Most
age-related studies have focused on characterizing the changes
that occur in the motor and balance performance of rodents
(Wallace et al., 1980; Ingram et al., 1981; Gage et al., 1984).
Indeed, results from studies using the common rotarod test
suggest that age-related deficits in motor coordination begin
as early as 4 months of age in mice. C57BL/6 mice showed
improvements in motor coordination between juvenile mice at
1 month of age and adult mice at 3 months of age, before
declining when tested at 7 and 13 months (Serradj and Jamon,
2007). Further, Fahlstrom et al. (2011) showed that 3 and 8-
month-old mice display better motor coordination than 28-
month-old mice—the mean life expectancy of laboratory mice
(Fahlstrom et al., 2011; The Jackson Laboratory, 2014). The
use of an elevated balance beam apparatus has also revealed
age-related deficits in motor coordination and balance in
rodents. C57BL/6 mice tested at 4 months of age performed
better than those tested at 18, and 24 months (Ingram et al.,
1981). This was consistent with the study conducted by
Fahlstrom et al. (2011) who reported that motor performance
declined between the ages of 3 and 28 months, with deficits
most evident at 28 months of age. Studies using rats
have also reported convincing age-related deficits in motor
coordination on the balance beam with some aged subjects
unable to complete the task (Wallace et al., 1980; Gage et al.,
1984).
While it is likely that the changes described above result from
a combination of vestibular, visual or proprioceptive alterations,
the direct contribution of the vestibular system to balance
impairment during ageing remains uncertain. Here, we confirm
that both grip strength and gross motor performance decline
with advancing age. We also demonstrate that a low frequency,
short duration rotatory vestibular stimulus is sufficient to reveal
age-related changes to balance performance. Finally, we show
that a short intervention (access to a running wheel for 4 weeks
as a form of voluntary exercise) is not sufficient to mitigate these
age-related changes.
MATERIALS AND METHODS
Animals
All procedures outlined were approved by the Animal Ethics
Committee at The University of Sydney. C57BL/6J mice (ARC
Perth, WA, Australia) between 1 and 29 months were tested on
the behavioral tasks described below. All mice were held at The
University of Sydney Bosch Rodent Facility on a 12 h light/dark
cycle with access to food and water ad libitum. Prior to tests, mice
were brought into the testing room for a 10 min acclimatization
period.
Assessment of Balance and Motor
Performance
Mice were tested using a battery of balance and motor
performance tasks as described below.
Grip Strength
The forelimb grip strength of mice was measured using a Digital
Force Gauge (Chatillon, USA). Mice were held by the base of the
tail close to the horizontal bar (attached to the force gauge) to
allow them to reach and grab onto the bar with their forelimbs.
Mice were then positioned so that their body was horizontal and
in line with the bar. They were then pulled horizontally away
from the bar by the tail until their grip was released. The tension
was measured and defined as grip strength. Mice were given 1
min inter-trial intervals (ITI) during which they were returned
to their cages with access to food and water. This procedure was
repeated for a total of five trials for each mouse (with the median
three values used for analysis). All grip strength values acquired
were normalized for body weight.
Rotarod
Motor performance was assessed using the protocol described in
Tung et al. (2014). Briefly, gross motor control was measured
using the rotarod (IITC Life Science, CA, USA). For this test, each
mouse was placed on a cylindrical dowel (69.5 mm in diameter)
raised 27 cm above the floor of a landing platform. Mice were
placed on the dowels for 5 min to allow them to acclimatize to
the test apparatus. Once initiated the cylindrical dowels began
rotating and accelerated from 5 rpm to a final speed of 44 rpm
over 60 s. During this time, mice were required to walk in a
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forward direction on the rotating dowels for as long as possible.
When the mice were no longer able to walk on the rotating
dowels, they fell onto the landing platform below. This triggered
the end of the trial for an animal and measurements of time to
fall (TTF) were collected. Passive rotations where mice clung to,
and consequently rotated with the dowel were also used to define
the end of the trial. Mice were then returned to their cages with
access to food and water for 10 min. This procedure was repeated
for a total of eight trials, with the first three trials used for training
and subsequent trials used for data analysis. Figure 1A shows
the stabilization of performance as measured by TTF for four
individual mice of different ages as a function of successive trials.
Balance Beam
More subtle motor coordination and balance was assessed using
a modified balance beam test (Tung et al., 2014). After initial
training, mice were given four practice trials where they were
required to traverse 60 cm of an elevated round beam (14 mm
FIGURE 1 | Example measurements of time to fall (TTF) from the
rotarod and time to traverse (TTT) the balance beam. (A) The stability of
TTF measurements was assessed by plotting TTF as a function of individual
trials for each individual mouse. Across our sample and for the four individuals
shown trials 1 to 3 on the rotarod were considered as training trials, while the
stable measurements of the remaining five trials were used for data analysis.
(B) Measurements of TTT on the balance beam were stable across trials, with
trials 1 to 4 used as practice and measurements made from trial 5 were used
to represent performance prior to the vestibular stimulus.
in diameter) in order to reach the shelter of a goal box. This
was followed by a 5th trial, which was used for data analysis.
The vestibular system was then challenged with a vestibular
stimulus where mice were placed in an opaque, low contrast
chamber that rotated, accelerating from rest to a maximum speed
of 2–3 Hz for 20 s. The maximum amplitude of the stimulus
was 0.60–1.36 g. Immediately after the vestibular stimulus,
mice were retested on the balance beam. Mice were given
1 min ITI during which they remained inside the darkened
goal box positioned at the end of the balance beam. All
trials conducted were video recorded at 30 fps for subsequent
analysis. Measurements recorded for analysis include time to
start (TTS) traversing after being placed on the beam, time
taken to traverse the beam (TTT), and the number of times the
hind-feet slip (FS) from the beam while traversing. Figure 1B
shows that TTT was remarkably consistent between trials and
across ages.
For mice that fell or were unable to perform the task, the
highest value for TTT and FS recorded for the age group
was assigned. Similarly, mice unable to perform the task post-
vestibular stimulus were assigned the highest post-stimulus
value recorded for that age group. If mice fell beyond the
starting line on the beam, TTS was recorded as normal,
however if the mouse fell immediately after being placed on
the beam or before reaching the start line, the highest value
of TTS recorded for that age group was allocated to that
trial.
To mitigate the effect of visual input during the vestibular
stimulus the interior surface of the chamber was lined with black
contact paper. To lessen the influence of normal gait width on
balance beam performance, 1-month-old mice were also tested
on a smaller 9.5 mm diameter beam.
Walking Trajectory
Mice were trained to walk diagonally from one corner of a
clear Perspex box (dimensions: 42.5 × 29.5 × 23 cm) to the
opposite corner where a darkened goal box was located. The
floor of the arena was lined with tracing paper. Training was
carried out in a similar manner to that used for balance beam
experiments, where mice were progressively placed further away
from the goal box and towards the starting location until they
were able to walk 30 cm unassisted from the starting position
to the goal box. Using a cotton tip, petroleum jelly (Vaseline)
was applied to the soles of the mouse’s hind-feet. Mice were
then placed at the starting position so that they could walk to
the goal box. This was repeated in instances where mice did
not walk directly to the goal box or required encouragement
by prodding, and was repeated until mice performed the task
unassisted. The unassisted trial was used for analysis. Mice
then underwent the vestibular stimulus (as above) and were
immediately placed back at the starting position to perform
the task. During the testing of 1-month-old mice, an additional
light source was used to encourage mice to walk towards the
goal box.
For analysis, graphite powder (Pressol) was used to color the
petroleum jelly residue on the tracing paper (Lee et al., 2012).
Photos of the tracing paper were analyzed using ImageJ version
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1.49d (NIH). All photos were scaled along the vertical axis and
converted into grayscale images. A pixel intensity threshold of
100 was then applied to create a binary image. An ellipse was then
fitted to the walking path of mice and the length of the minor axis
was used as a measure of deviation from the most direct walking
route between the start position and entry into the goal box.
Running Wheel
To assess the impact of short-duration voluntary exercise on
the motor and balance performance of aged mice, a running
wheel (Med Associates Inc., VT, USA) was added to each
cage of 27–28-month-old mice. The running wheel remained
in the cages for 4 weeks and were wirelessly connected to a
PC in order to monitor running wheel usage in each cage of
mice. After this period, mice were retested on all behavioral
tasks.
Data Analysis
IBM SPSS Statistics software (Version 21) was used for
statistical analysis. Unless otherwise stated, analysis was
conducted using either two-tailed Student’s t-test or ANOVA,
or their non-parametric equivalent, and significance was
set at p < 0.05. Either Tukey or Bonferroni post hoc tests
were used for multiple comparisons. Values are reported as
mean± SD.
RESULTS
Grip Strength and Gross Motor
Performance Declines with Age
Previous work has shown that the grip strength of mice
deteriorates with age (Fahlstrom et al., 2011). As expected we
also observed that fore-limb grip strength of mice declined
with age when measurements were normalized for weight.
(One-way ANOVA, F(3,30) = 6.727, p = 0.001). A post hoc
test showed that both 1 (4.44 ± 0.74 g/g) and 5–6-month-
old mice (4.36 ± 0.75 g/g) were stronger than 8–9-month-old
mice (3.41 ± 0.53 g/g, ps < 0.05) and 27–28-month-old mice
(3.29± 0.73 g/g, p< 0.01 and p< 0.05, respectively; Figure 2A).
However, no difference was observed between 1 and 5–6-month-
old mice.
Mice aged between 1 and 27–28 months were assessed for
gross motor performance and coordination using an accelerating
rotarod test. The performance of each mouse was measured
as the TTF from the rotating drum onto a landing platform.
Based on this test, gross motor performance declined with
increasing age (Kruskal-Wallis H, χ2 (3) 11.431, p = 0.01).
When individual age groups were compared, a number of
differences were observed. First, post hoc analysis showed that
8–9-month-old mice (13.81 ± 2.86 s) displayed shorter TTF
when compared with 1-month-old mice (19.42 ± 4.86 s;
p < 0.05) and 5–6-month-old mice (20.28 ± 6.54 s, p < 0.05;
Figure 2B). Interestingly, the motor performance of 27–28-
month-old mice (18.88 ± 7.22 s) did not differ from any other
age group.
FIGURE 2 | Gross motor performance and grip strength declines with
age. (A) The grip strength of mice, normalized for weight, declined with age.
Post hoc analysis showed 1 (n = 10) and 5–6-month-old mice (n = 7) were
stronger than 8–9-month-old mice (n = 9) and 27–28-month-old mice (n = 8).
Inset shows a representation of a mouse undergoing the grip strength test.
(B) Measurements of time to fall (TTF) decline with increasing age. Post hoc
analysis showed differences in TTF between 1 (n = 19) and 8–9-month-old
mice (n = 12), and 5–6 (n = 13) and 8–9-month-old mice. No difference was
observed between 27–28-month-old mice (n = 8) and other age groups. Inset
shows a schematic of a 1-month-old mouse (left) and 8–9 –month-old mouse
(right) on the rotarod apparatus in preparation for the rotarod test. Open
circles represent the mean recorded for individual mice, horizontal bars
indicate the mean for each age group, error bars = SD, ∗p < 0.05, ∗∗p < 0.01.
Balance and Motor Coordination Declines
in Older Animals After Vestibular
Stimulation
Mice of ages 1, 5–6, 8–9, and 27–28 months old were tested on
the balance beam apparatus before and after a rotatory vestibular
stimulus. In some instances, mice were unable to perform the
task and fell from the balance beam apparatus, particularly in
the 27–28 month age group where three of the eight mice fell in
the trial prior to the vestibular stimulus and four fell in the trial
after the vestibular stimulus. One 8–9-month-old mouse also fell
after undergoing the vestibular stimulus, however none of the 1
or 5–6-month-old mice fell.
Three different measures were used to assess changes in
balance beam performance across all age groups: TTS, TTT and
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number of foot slips (FS). These measurements were recorded
both before and after the vestibular stimulus (Table 1). Baseline
measurements of TTS did not change with age (Kruskal-Wallis
H, χ2 (3) 5.948, p = 0.114). In contrast, baseline measurements
of TTT (Kruskal-Wallis H, χ2 (3) 19.652, p < 0.001) and
FS (Kruskal-Wallis H, χ2 (3) 15.120, p = 0.002) both showed
increases with age.
Following the vestibular stimulus an age-related increase
in measurements of TTS was observed (repeated measures
ANOVA, F(3,27) = 3.573, p = 0.027), with the post hoc test
showing 1 (p < 0.01) and 5–6-month-old (p < 0.05) mice
were affected by the stimulus differently to 27–28-month-old
mice (Figure 3A). There was no age-dependent effect of the
vestibular stimulus on measurements of TTT (Figure 3B),
however an age-related difference was apparent in the incidence
of FS (repeated measures ANOVA, F(3,27) = 4.572, p = 0.010;
Figure 3C). Post hoc tests revealed greater increases in TTT and
FS for 27–28-month-old mice when compared to 1 (ps < 0.001),
5–6 (ps< 0.001), and 8–9-month-old mice (ps< 0.001).
Due to their age, 1-month-old mice have comparably smaller
gait widths than the older mice. Therefore, to assess whether
a smaller gait width to beam diameter ratio resulted in better
balance beam performance in younger mice, 1-month-old mice
(n = 5) were tested on a smaller (9.5 mm diameter) beam
using the same balance beam protocol and compared with
1-month-old control mice reported above (n = 9). No differences
in baseline measurements were observed due to the different
beam diameters. Furthermore, the different beam diameters did
not result in changes in balance beam measures following the
vestibular stimulus.
To determine whether visual input during the vestibular
stimulus influenced balance beam outcomes (e.g., via the
VOR), black contact paper was used to line the interior
surface of the vestibular stimulus chamber. When comparing
8–9-month-old mice with (n = 6) and without (n = 6) the
darkened vestibular chamber, no differences were shown for
all balance beam measures. Additionally, when 1 (n = 6) and
8–9-month-old mice (n = 6) were tested using the darkened
TABLE 1 | Balance beam measurements observed for each group before
and after vestibular stimulation.
Balance beam 1 month 5–6 months 8–9 months 27–28 months
measurements (n = 9) (n = 7) (n = 7) (n = 8)
TTS (s)
Before 0 ± 0 0 ± 0 0 ± 0 0.55 ± 1.02
After 0.04 ± 0.13 0.93 ± 2.09 2.81 ± 2.05 5.1 ± 5.01
TTT (s)
Before∗∗∗ 3.37 ± 0.89 3.51 ± 0.68 6.03 ± 3.59 12.2 ± 3.66
After 3.77 ± 0.67 4.8 ± 1.11 6.46 ± 2.05 12.53 ± 2.59
FS
Before∗∗ 0.22 ± 0.44 1.57 ± 1.99 1.71 ± 2.06 28.75 ± 14.57
After 0.89 ± 1.27 1.29 ± 2.36 1.57 ± 1.81 35.13 ± 19.18
Balance beam measurements taken before vestibular stimulation show times to
traverse (TTT) and the number of foot slips (FS) observed increase with age but no
changes evident for time to start traversing (TTS). ∗∗p < 0.01, ∗∗∗p < 0.001. Values
expressed as mean ± SD.
FIGURE 3 | Balance and motor performance is impaired in older mice
after vestibular stimulation. Age-related changes were assessed using
three different measures of balance beam performance across 1 (n = 9), 5–6
(n = 7), 8–9 (n = 7) and 27–28-month-old mice (n = 8). (A) The effect of the
vestibular stimulus on time to start (TTS) walking was increased with age such
that 27–28-month-old mice were more affected than 1-month-old and
5–6-month-old mice. (B) Changes observed in measurements of time to
traverse (TTT) as a result of the vestibular stimulus were not age-dependent,
however differences were apparent between 27–28-month-old mice and other
age groups. (C) An age-related effect of the vestibular stimulus was also
identified by the number of foot slips (FS). Error bars = SD, ∗p < 0.05,
∗∗p < 0.01, ∗∗∗p ≤ 0.001.
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chamber, no age-related changes were evident, suggesting the
results described above are independent of visually-mediated
effects.
Age-Related Changes in Walking
Trajectory Due to Rotatory Vestibular
Stimulus in Older Mice are Non-Linear
Walking trajectory was assessed in mice of ages 1, 10, 13,
and 27–28 months. For this test, mice traversed from the
designated start position to the goal box. Deviations from the
most direct route were quantified by the length of the minor
axis of an ellipse fitted to the walking path of each mouse. An
age-related increase in minor axis length was observed from
baseline measurements of walking trajectory (one-way ANOVA,
p = 0.001), with 1-month-old mice having much smaller minor
axis length than 10 (p = 0.001), 13 (p< 0.01), and 27–28-month-
old mice (p < 0.01, Figure 4).
Measurements taken after the vestibular stimulus showed
there was a non-linear relationship between the effect of the
stimulus on minor axis length and age such that minor axis
length did not increase as a function of age (p > 0.05). Instead,
post hoc tests revealed that changes in minor axis length in
1-month-old mice as a result of undergoing the vestibular
stimulus (before: 6.90 ± 1.66 mm vs. after: 6.64 ± 1.85 mm),
were significantly different from those observed in 10 (before:
24.98 ± 5.93 mm vs. after: 27.74 ± 6.23 mm, p < 0.01),
13 (before: 23.79 ± 6.85 mm vs. after: 28.61 ± 8.71 mm,
p < 0.01), and 27–28-month-old mice (before: 21.70 ± 5.00
mm vs. 30.28 ± 14.13 mm, p < 0.01; Figure 5). No differences
were observed between 10, 13, and 27–28-month-old mice. This
finding suggests that that the vestibular-mediated impact of age
on walking trajectory develops relatively early but subsequently
reaches a plateau.
4-Week Running Wheel Intervention has
Minimal Effect on Motor Behavior and
Balance in Aged Mice
After initial testing of 27–28-month-old mice with the grip
strength, rotarod, balance beam, and walking trajectory tests,
running wheels were added to their cages. These running wheels
were provided as a form of voluntary exercise and remained in
the cages for a period of 4 weeks, at the end of which mice
were retested. During the 4-week period with a running wheel,
two mice were euthanized due to poor health (see ‘‘Discussion’’
Section) and no changes in grip strength or TTF were observed
as a result of adding a running wheel into home cages.
During balance beam tests, three of the eight 27–28-month-
old mice fell during the trial prior to the vestibular stimulus
and four mice fell after the stimulus (as above). Two of these
mice fell before and after the stimulus and were excluded from
further testing due to health problems. At 29 months, after a
running wheel was added to home cages for 4 weeks, three of
FIGURE 4 | Walking trajectory before and after vestibular stimulus. Photos of walking patterns obtained for mice of ages 1 (n = 3), 10 (n = 7), 13 (n = 6) and
27–28 (n = 8) months were overlaid before and after the vestibular stimulus. An ellipse was fitted to the walking paths of each mouse and the length of the minor axis
was measured and used to quantify changes in walking trajectory with age.
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FIGURE 5 | Comparison of mean minor axis length before and after
vestibular stimulation for all age groups tested. No linear interaction was
found between the effect of the vestibular stimulus and ageing (p > 0.05,
repeated measures ANOVA). Post hoc comparisons showed non-linear,
age-related differences in minor axis length between 1-month-old mice (n = 3)
and 10 (n = 7, p < 0.01), 13 (n = 6, p < 0.01), and 27–28-month-old mice
(n = 8, p < 0.01). Error bars = SD, ∗∗p < 0.01.
the six mice fell in the trial prior to the stimulus. Two of these
mice also fell after the vestibular stimulus, and had fallen during
testing at 27–28months of age. There were no changes in baseline
measurements of TTS and TTT as result of the running wheel,
though there was an increase in the number of FS observed at 29
months of age (46.67 ± 20.59; Mann-Whitney U = 7, p = 0.029).
The running wheel did not improve balance beammeasures post-
vestibular stimulus. There was also no improvement in walking
trajectory observed as a result of adding a running wheel.
DISCUSSION
Here, we assessed the balance, motor coordination, walking
trajectory and grip strength of mice and describe changes that
occur across their lifespan. We also investigated their responses
to a low frequency rotatory vestibular stimulus and whether these
responses are altered as a result of ageing.
Considerations on Mouse Age
In this study, mice from 1–29 months of age were tested.
At 1 month of age, mice have been described as ‘‘juvenile’’
with abilities to swim, walk, and grasp objects (Fox, 1965). In
the vestibular epithelium, the proportion of type I vestibular
hair cells identified in the utricle of the mouse (Rüsch et al.,
1998) is similar to those previously reported in the guinea pig
(Lindeman, 1969), although afferent signaling remains immature
without the low sensitivity irregular afferents identified in adult
mice (Lasker et al., 2008). By 3 months of age mice are
adults and are classified as middle age at 14 months of age
(Lasker et al., 2008; Cheng et al., 2013). Mice that were tested
at 27–28 months were retested at 29 months of age, except
for two mice that were euthanized due to health problems.
At 29 months of age mice are well past their reported life
expectancy of 25.64 months for females and 26.79 months
for males (The Jackson Laboratory, 2014). Some mice in this
age group displayed signs of age-related disorders, including
kyphosis and cloudy eyes. Fahlstrom et al. (2011) also reported
changes in physical health in 29-month-old mice including a
reduction in weight and the presence of gray fur. Although
the number of mice exhibiting signs of physical ageing was
not quantified in this study, it would not be surprising if
they influenced motor performance and resulted in greater
variability in test measures across the age group, as suggested
by the standard deviations in balance beam measurements of
TTS, TTT, and FS (Figure 3). A previous study by Cheng
et al. (2013) has also noted greater variability in older mice
when examining acetylcholine receptor area in endplates at
neuromuscular junctions.
Assessment of Strength and Motor
Performance
Previous age-related studies on grip strength have led to varied
results. Fahlstrom et al. (2011) reported a decrease in grip
strength between ages 15 and 28 months in C57Bl/6 mice. In
contrast, Ingram et al. (1981) reported no age-related changes in
the same strain of mice between 4 and 24 months of age. We also
assessed the forelimb grip strength of mice across our age range,
and as, predicted observed a decrease in forelimb grip strength
with age. This decrease in grip strength occurred mainly between
ages 5–6 and 8–9 months. It is not clear where the discrepancy
in grip strength results arises, although in the case of Fahlstrom
et al. (2011) the method used to assess grip strength (suspension
test) varied to that used here and in Ingram et al. (1981). Further,
it is not clear how reductions in grip strength with advancing age
influence subsequent measurements of motor performance. For
this reason, we compared performance before and after a rotatory
stimulus in the same animal, thus negating the impact of grip
strength and other potential confounders such as weight, which
have been shown to impact on rotarod performance (McFadyen
et al., 2003).
The rotarod test is commonly used in the assessment of
motor coordination to characterize disease models (Carter
et al., 1999), determine the effects of pharmacological practises
(Cartmell et al., 1991) and phenotype strain and/or genetic
profiles (Ingram et al., 1981; Serradj and Jamon, 2007). Here,
we used the rotarod to show that motor coordination declines
during ageing, particularly beyond 8–9 months of age. The
age-related decline in motor coordination reported in this study
is consistent with Serradj and Jamon (2007), who observed
a decrease from as early as 7 months. While we saw no
differences in motor coordination between 27–28-month-old
mice and other age groups, Fahlstrom et al. (2011) reported that
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3 and 8-month-old mice performed better than 28-month-old
mice. Interestingly, Ingram et al. (1981) showed no differences
between 4, 18, and 24-month-old mice, which may suggest
that the deleterious effects occur before 4 months of age and
plateau. The precise timeline of age-related deterioration in
motor performance was not assessed here, but our findings
support the idea that age-related deterioration occurs in a non-
linear fashion.
Age-Related Changes in Balance
Performance
Similar to previous work in mice (Ingram et al., 1981; Fahlstrom
et al., 2011), our balance beam data show that gross balance
performance deteriorates during ageing. We show that TTT and
the number of FS were significantly higher in 27–28-month-
old mice. Ingram et al. (1981) showed an age-related decline
in their evaluation of balance ability in mice ranging from
4–24 months old with no differences observed between ages 18
and 24 months. Further, Fahlstrom et al. (2011) showed that
declines in walking speed were evident by 15 months and that
the number of FS observed also increased at 28 months. In
addition, approximately half the mice at 28 months of age did
not successfully perform the task in the study by Fahlstrom
et al. (2011), consistent with our observation that three of the
eight 27–28-month-old mice fell from the beam. In our analysis
we also observed a different strategy for traversing the beam
between the young and old mice. Some 27–28-month-old mice
traversed the balance beam with their hind feet grasping the
sides of the beam. Siegel (1970) observed that mice with no
tails also adopted this technique, presumably to compensate
for compromised ability to maintain balance on the beam. In
support of this, previous studies on rats suggest that older
animals retain the ability to recover from brain injuries such
as ischemia and seizure (Gray et al., 2002; Jin et al., 2004)
as reviewed in Popa-Wagner et al. (2011), and in addition,
age-related differences in gene expression have been identified
post-ischemia (Buga et al., 2012) and may account for this
compensation.
Vestibular Stimulation
A key question posed by our study was the contribution of
the vestibular system to the age-related changes in balance
performance observed. We used a novel approach to stimulate
hair cells in the semicircular canals of the peripheral vestibular
labyrinth and tested for age-related differences in subsequent
balance beam performance. The vestibular stimulus used was of
low frequency and short duration, with the aim of stimulating the
hair cells of the semicircular canals (predominately the horizontal
semicircular canal). Other studies have used centrifuges to
induce motion sickness in rats, and have also measured
consumption of either saccharin (Xiaocheng et al., 2012) or
kaolin (Yu et al., 2007) to measure the level of motion
sickness experienced by the rats. Here, no attempt was made to
quantify the degree of dizziness experienced by the mice, since
it would delay testing on the behavioral apparatus following
vestibular stimulation and potentially attenuate impact of the
stimulus.
Using this approach, our results demonstrate that with
increasing age, both TTS and the incidence of FS increase as
a result of vestibular stimulation, particularly in the 27–28-
month-old age group. Since no age-dependent effect of the
vestibular stimulus was observed in measurements of TTT,
the results suggest that ageing alters the ability of mice to
recover from vestibular hair cell stimulation, rather than the
ability to perform the task. Additionally, our results also
indicate this deterioration is likely to occur between ages
8–9 months and 27–28 months. A potential contributing
factor to this reduced capacity to recover from hair cell
stimulation is the decrease in VOR gain as suggested in the
study by Stahl (2004). Furthermore, both a decrease in VOR
gain and an increase in VOR latency have been observed
in older adults in humans (Baloh et al., 1993; Tian et al.,
2002).
One possibility that could account for the changes we
observed was that the larger size and weight of the older
mice may have shifted their center of mass beyond the width
of the beam and artificially reduced their performance on
the beam in comparison to younger mice where the center
of mass remained within the dimensions of the beam. To
account for this, 1-month-old mice were tested with a smaller
9.5 mm diameter beam (normalized to normal gait width).
No differences were observed in the performance of young
mice between the small and large beams. Further, stimulation
of the vestibular system with the rotatory stimulus did not
alter performance on the smaller beam. This suggests that
deterioration in balance (with and without stimulation of
hair cells) as age increases is not due to changes in gait
width or weight which has the potential to hinder the ability
for mice to grip onto the beam (Curzon et al., 2009). A
previous study by Altun et al. (2007) showed that although
there was a fall in weight measurements in aged rats, balance
beam scores continued to deteriorate. A second possibility
is that stimulation of the visual system during rotation, and
the potential differences in visual performance between young
and older mice may have influenced post-rotation balance
beam measurements. To alleviate this, matte black paper lined
the inside of the vestibular stimulus chamber in a subset of
experiments providing limited contrast or motion signals. We
observed no differences in balance beam measures with or
without reduced contrast suggesting that age-related declines
in balance beam performance post-vestibular stimulus are not
visually mediated.
Assessment of Walking Trajectory
For walking trajectory experiments, deviations from the most
direct walking route between the start location and the
goal box was measured. Overall statistical analysis showed
that stimulation of the vestibular hair cells had a non-
linear effect on walking trajectory across the ages tested,
with post hoc multiple comparisons revealing differences
between 1-month-old mice and 10, and 27–28-month-old mice.
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Importantly, some mice were observed to stay at the start
position for a variable period after the vestibular stimulus
and before beginning to walk towards the goal box. This
delay, presumably used by mice to recover from the vestibular
stimulus, was not quantified for these experiments, but likely
represents the TTS measurement for the balance beam task.
For this reason, the subsequent walking trajectories reported
here may underestimate the impact of vestibular stimulation
on walking trajectory. Finally, it should be noted that during
initial walking trajectory experiments, a light source was placed
behind the start location to encourage mice to walk towards
the relatively darker goal box (Costall et al., 1989). Since
minimal improvement in completing the walking trajectory task
was observed, the light source was removed from subsequent
experiments.
Voluntary Exercise as an Intervention
Against Age-Related Balance Decline
As a form of voluntary exercise, a running wheel was added to
the home cages of aged (27–28-month-old) mice for 4 weeks.
We observed an increase in the number of FS prior to the
vestibular stimulus, and no improvements in performance after
the vestibular stimulus that were attributable to the running
wheels. A previous study has reported running wheels improve
the motor coordination of younger mice. Mice housed with
running wheels after weaning and tested at approximately 3
months of age scored better in the accelerating rotarod test than
mice given a locked running wheel (Pietropaolo et al., 2006).
Whether the effectiveness of the running wheel to improvemotor
performance is dependent on the duration mice had access to
the running wheel, or the age at which it was provided to mice,
remains unclear. Since more than one mouse was housed in
the same cage, running wheel usage was not further analyzed to
determine if changes in test measures were correlated to running
wheel usage.
CONCLUSION
Currently, there are few studies that characterize age-related
changes in balance performance, and even fewer that investigate
age-related changes to vestibular-mediated balance performance.
This study aimed to investigate the changes that occur
when the vestibular hair cells are stimulated and shows
that age impacts on vestibular-mediated motor coordination
and balance performance. This information provides the
impetus to investigate age-related changes in vestibular
physiology at the level of the vestibular periphery (i.e., the
vestibular hair cells and primary afferents), and the central
vestibular components that form the output of the balance
system.
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In Wijesinghe (2015), we comment on Bjorefeldt et al. (2015) who compared the 
electrophysiologies of rat hippocampal CA1 and parietal layer 5 pyramidal neurons 
using artificial and human cerebrospinal fluid in vitro. They found that recordings 
using hACF resulted in a closer match to in vivo recordings, and highlights the 
stipulations of interpreting in vitro data. In our comment, we hint at the potential 
benefits of adopting native CSF for future electrophysiological in vitro recordings. 
For the EVN, substituting currently used aCSF for native mouse CSF may provide a 
truer reflection of in vivo electrophysiologies, and should be considered for future 
experimentation.  
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Over the last two decades the electrical
activity of individual neurons has typically
been studied under two broad experimental
paradigms: the whole-cell patch-clamp
configuration using fresh brain slices
in vitro, or whole-cell recordings in
anaesthetised animals in vivo. The in vitro
preparation utilises a modified Ringer
solution to bathe the brain slice during
recordings in an attempt to maintain
appropriate tonicity and cell viability. The
electrolyte balance, pH, sugar content
and osmolarity of this solution closely
match those of mammalian cerebrospinal
fluid and is referred to experimentally
as artificial cerebrospinal fluid (aCSF).
However, aCSF lacks the complexity of
naturally occurring mammalian CSF,
which contains pro-hormones produced
by the hypothalamus, neuropeptides
produced by central and peripheral
neurons, neurotransmitters and peri-
pherally circulating hormones that diffuse
across the blood–brain barrier.
In vivo, CSF is in equilibrium with the
interstitial parenchymal fluid. Therefore,
any components of theCSF can theoretically
influence the activity of neurons within
the parenchyma, most obviously if they
are in direct contact, but possibly via
diffusion through the parenchymal inter-
stitium. Indeed, the study of volume trans-
mission, which investigates themechanisms
by which intercellular communication
occurs through bulk flow of interstitial
fluid or CSF, suggests that there may
be significant non-synaptic mechanisms
of signal transmission that have been
under-recognised. While attempts have
been made to investigate the role of
individual components of native CSF on the
intrinsic properties of individual neurons
(An et al. 2008), it remains unclear
how significant the discrepancy between
artificially produced and native CSF may be
for the modulation of neuronal excitability
in in vitro electrophysiological experiments.
In the 1 January 2015 issue of the Journal
of Physiology, Bjorefeldt et al. (2015) explore
the interesting question of whether human
CSF (hCSF) has any direct influence on
the excitability of central neurons. Their
study of neuronal excitability is motivated
by two experimental observations. First,
in vivo recordings from neocortical neurons
demonstrate large amounts of spontaneous
excitatory synaptic activity andoftendisplay
spontaneous activity that is largely absent
in vitro. This is largely assumed to be
related to the loss of background synaptic
activity from the transection of fibres
during slice preparation; indeed, modelling
studies mimicking this background activity
have re-created in vivo-like recordings
successfully (Destexhe et al.2001). Secondly,
anatomical studies have demonstrated the
existence of neurons that possess fibres
that terminate in varicosities within the
ventricular or subarachnoidCSF, suggesting
that neurotransmitter or neuropeptide
spread via the CSF may be an additional
albeit less direct method of influencing
neuronal function.
Bjorefeldt and co-workers begin by
comparing current-clamp recordings of
hippocampal CA1 and parietal layer 5
pyramidal neurons in aCSF to hCSF.
Analysis of spontaneously active neurons
showed that hCSF induced a five-fold
increase in spontaneous action potential
firing and a moderate depolarisation in
membrane potential, which largely reversed
with 10 min of washout. Broadening
their analysis to all neurons, they found
that action potential firing threshold was
shifted to more hyperpolarised membrane
potentials in hCSF, explaining the increase
in spontaneous activity. Frequency–current
curves further highlight this change
in activity, with a leftward shift in
hCSF indicating a decrease in rheobase
(minimum injected current required to
evoke an action potential) without a
significant change in gain (slope of the
f–I curve). These results demonstrate that
both hippocampal CA1 and neocortical
layer 5 pyramidal neurons display more
spontaneous activity and are more sensitive
to incoming inputs in hCSF than in aCSF.
To investigate the mechanism behind
this increase in spontaneous activity, the
investigators study the effect of adding
a non-hydrolysable GTP analogue intra-
cellularly via the recording pipette to
render G-protein constitutively active. They
observed a reduced baseline membrane
potential and subsequent reduction in the
number of neurons displaying spontaneous
activity in aCSF, suggesting that constitutive
G-protein activation renders CA1 neurons
less excitable than native neurons with
baseline G-protein activity. The addition
of hCSF increased the frequency of
spontaneous excitatory post-synaptic
potentials (sEPSPs) and decreased the
input resistance to a similar extent to that
observed in the absence of GTPγS. The
authors conclude from these observations
that these changes occur via mechanisms
independent of G-protein activity. This is
in contrast to subsequent measurements
of rheobase, gain and maximal firing
frequency where the addition of GTPγS is
consistent with a reduction in postsynaptic
neuron excitability. Interestingly, the
authors primarily describe the impact
of constitutively active G-protein as an
‘occlusion’ of increased excitability as
opposed to a reduction of excitability (as
demonstrated by the change in slope in their
fig. 3G). Furthermore, the change in gain in
fig. 3G suggests an additionalmechanism(s)
to that observed in hCSF (fig. 2H) where
a leftward shift occurs without changes
in slope. This comparison is shown here
in Fig. 1A and allows examination of the
obtained results with respect to previously
described models of excitability control.
Figure 1B illustrates different mechanisms
involved in the control of the f–I response.
A leftward shift of the curve is associated
with an increase in intrinsic and/or synaptic
excitability (e.g. lower action potential
threshold) whilst a reduction in slope
is associated with reduced gain (e.g.
changes in intrinsic membrane properties,
as described in the current study, or
alternatively, as it has been proposed for
C© 2015 The Authors. The Journal of Physiology C© 2015 The Physiological Society DOI: 10.1113/JP270332
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other systems, due to balanced changes in
excitatory and inhibitory synaptic inputs).
Regardless, the authors demonstrate that
changes in excitability are dependent, at
least in part, on G-protein activity. This
finding is perhaps not unexpected given
the complexity of CSF composition and the
many other subcellular signalling pathways
that impinge on neuronal excitability.
To determine the synaptic correlates
of the observed changes in excitability,
the investigators recorded excitatory and
inhibitory postsynaptic currents (EPSCs,
IPSCs) from CA1 pyramidal neurons. They
found that hCSF increased the frequency of
action potential-dependent sEPSCswithout
any significant effect on their amplitude,
although there was no effect on IPSCs,
suggesting a differential effect on excitatory
and inhibitory transmission. This result
was corroborated by extracellular field
recordings performed within the CA1
stratum radiatum, where wash-in of hCSF
induced a large increase in the evoked field
EPSP magnitude, and significantly reduced
the paired pulse ratio at CA3–CA1 synapses.
Furthermore, this same facilitation of trans-
mission is not observed in the pre-
sence of a dialysed hCSF solution (to
remove substances < 8 kDa) or an aCSF
solutionwith human serum. Together, these
results suggest that synaptic transmission is
enhanced in hCSF, and is probablymediated
by low molecular weight neuromodulatory
factors only present within CSF.
Their study is the first to demonstrate a
direct influence of hCSF on the intrinsic
and synaptic properties of central neurons.
This influence is probably mediated by
neuromodulatory factors not present in
artificial electrolyte solutions traditionally
used for electrophysiological experiments.
This finding has significant implications
for experiments performed on acute brain
slices. Work in thalamic and cortical
neurons has attempted to circumvent this
deficiency using noise in the form of
randomly overlapping recorded synaptic
currents in dynamic clamp, or injected
current noise via the recording pipette
to mimic the high conductance state
of neurons embedded in these networks
(Chance et al. 2002; Wijesinghe et al. 2013).
The importance of providing neuro-
nal tissue in vitro with additional
organic components critical for their
metabolic and physiological responses has
long been recognized. Ames & Nesbett
(1981) designed an artificial extracellular
medium containing inorganic and organic
compounds that resemble the composition
of the CSF and found that the presence of
the organic compounds is critical for the
maintenance of morphological, metabolic
and electrophysiological properties of
retinal neurons. The study by Bjorefeldt
and colleagues emphasises the critical role
that these molecules play in neuronal
and network physiology and the need
to take this into account when studying
cellular processes highly dependent on
metabolic activity and protein synthesis,
such as plasticity phenomena, under in vitro
conditions.
Bjorefeldt and colleagues utilise hCSF
from both healthy subjects and subjects
with normal pressure hydrocephalus, pre-
sumably due to the logistical and technical
ease of collecting large volumes of CSF
required for their subsequent experiments.
This practice poses two important
questions. First, it would be interesting
to determine whether substituting rat
CSF has similar effects on neuronal
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Figure 1. Neuronal firing frequency vs. current (f–I) relationships
A, hCSF induces a leftward shift in the f–I curve. The intense response function recorded in aCSF in the presence
of intracellular GTPγ S undergoes a rightward shift, indicating lower excitability, but no change in gain (slope).
Neurons bathed in hCSF and dialysed with GTPγ S showed a rightward shift in the f–I curve and a change in slope,
consistent with a reduction in gain (modified from figs 2H and 3G of Bjorefeldt et al. 2015). B, schematic model
representing two types of modulatory mechanisms of neuronal excitability. The black solid trace corresponds to
the hypothetical relationship of neuronal firing rate as a function of injected current. Increased excitability can
take place if action potential threshold is lowered or when there is an increase in excitation (dotted line). The
slope of the f–I relationship can change if there are changes in intrinsic membrane properties, as suggested by
Bjorefeldt et al. (2015). In addition an alternative mechanism that has been widely described is a balanced change
in excitation and inhibition (dashed line), modified from Chance et al. (2002).
C© 2015 The Authors. The Journal of Physiology C© 2015 The Physiological Society
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excitability to those observed with
hCSF given that introducing biological
matter from another species may have
unrecognised effects on the tissue. Second,
the authors do not provide details
regarding medication use, hormonal status,
recreational druguseor comorbidities of the
subjects from which this CSF is obtained,
all of which can significantly influence the
protein and amino acid content of the
collected CSF. Accordingly these factors
could also influence excitability of neurons.
However, the collected samples have been
pooled such that the observed effects are
consistent across their experiments.
The results presented by Bjorefeldt and
colleagues are a timely reminder of the
importance of recognising the conditions
under which we study the CNS and the
caveats that must be considered when inter-
preting data collected in such experiments.
Finally, it would be interesting to see
whether these effects are observed in other
brain regions, particularly those in close
apposition to the cerebral aqueduct and
ventricles, such as the vestibular nuclei.
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In Zhang et al. (2015), we assessed the impact of near infrared light (NIr) therapy on 
neurons in the vestibular sensory epithelium. We delivered NIr transcranially to 
young and older mice, and found it sufficient to improve mitochondrial function 
(necessary for hair cell survival). Because this work assessed the affect on the entire 
vestibular sensory epithelium including hair cells, afferent fibres, and supporting 
cells, we were unable to specify the site of NIr action at the vestibular periphery. 
Nonetheless, the therapeutic effect of NIr treatment observed here suggests a potential 
clinical treatment option for vestibular disorders. It would be interesting to uncover 
whether NIr has a similar effect on EVN neurons.  
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Abstract
Strategies for attenuating decline in balance function with increasing age are predominantly focused on physical therapies including balance
tasks and exercise. However, these approaches do not address the underlying causes of balance decline. Using mice, the impact of near
infrared light (NIr) on the metabolism of cells in the vestibular sensory epithelium was assessed. Data collected shows that this simple and safe
intervention may protect these vulnerable cells from the deleterious effects of natural aging. mRNA was extracted from the isolated peripheral
vestibular sensory epithelium (crista ampullaris and utricular macula) and subsequently transcribed into a cDNA library. This library was then
probed for the expression of ubiquitous antioxidant (SOD-1). Antioxidant gene expression was then used to quantify cellular metabolism.
Using transcranial delivery of NIr in young (4 weeks) and older (8 - 9 months) mice, and a brief treatment regime (90 sec/day for 5 days), this
work suggests NIr alone may be sufficient to improve mitochondrial function in the vestibular sensory epithelium. Since there are currently no
available, affordable, non-invasive methods of therapy to improve vestibular hair cell function, the application of external NIr radiation provides a
potential strategy to counteract the impact of aging on cellular metabolism inthe vestibular sensory epithelium.
Video Link
The video component of this article can be found at http://www.jove.com/video/52265/
Introduction
Declining balance performance and subsequent falls are common, and unfortunately often defining features of natural aging1. The impact
of this decline can be both physical and social, and significantly reduces quality of life for older people. In response, physical therapies and
rehabilitation have been the focus of research into falls but have not been associated with consistent reduction in the prevalence of repeated
falls. At the same time, work investigating changes in the peripheral or central vestibular system (the system responsible for maintain balance) is
scarce, and potential therapeutic strategies targeting these systems and the underlying causes of imbalance limited.
Recent work on age-associated neurodegenerative disorders including age-related macular degeneration2-4, Alzheimer’s disease models5-8,
and Parkinson’s disease9-12 have shown neuroprotective effects of simple non-invasive application of near infrared (NIr) light. Further, in the
vestibular system, NIr has been used to increase the activity of vestibular primary afferent neurons in vitro13. While the mechanism of NIr light is
not well-understood, most studies using NIr have suggested that NIr stimulates mitochondria complex IV (cytochrome c oxidase)14-17 to facilitate
cellular metabolism. In the vestibular sensory epithelium the subcuticular plate of type I hair cells is dense in mitochondria18 and as such may
represent a site of action for therapeutic NIr treatment.
Here, a brief, non-invasive treatment regime of transcranially applied NIr that can be used to measure cellular metabolism (and by implication,
mitochondrial function) in the mouse vestibular sensory epithelium is described. Also discussed is a preparation of the vestibular sensory
epithelium and it is shown that NIr increases the expression of a ubiquitous anti-oxidant (superoxide dismutase 1) in the sensory epithelium –
previously shown to be important for cochlea hair cell survival19.
Protocol
Ethics Statement: All procedures outlined below were approved by the University of Sydney Animal Ethics Committee.
1. Animals
NOTE: 1 and 8 - 9 month old mice (C57/BL6) were obtained from the Animal Resources Centre (Perth, Australia). Mice were housed in the
Bosch Rodent Facility at the University of Sydney.
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1. House mice in standard mouse cages on a 12/12 hr light/dark cycle with access to food and water ad libitum.
2. Divide mice in each age group into near infrared (NIr) treated, or sham treated (control) groups for comparison.
2. Near Infrared (NIr) Irradiation and Sham Treatment
1. Shave the fur on the head and neck region of the mouse with an electric razor as closely as possible to prevent quick regrowth of hair before
the completion of the treatment regime. In order to maintain the pathogen-free status of the mice, use 70% ethanol to clean instruments
between shaving animals and F10 veterinary disinfectant between animals from separate cages. Do this 2 - 3 days prior to the beginning of
treatment so animals are not over-handled.
2. Restrain mouse by holding the proximal end of the tail and allow it to relax in the palm of one hand or bench top so as to minimize stress
which could lead to false results.
3. Hold the NIr (670 nm) LED (light emitting diode) device 1 - 2 cm away from the exposed (shaved) area and switch on the device for 90 sec
(Figure 1A).
 
NOTE: The temperature change as a result of 90 sec exposure was measured as <0.2 °C in 100 ml of water.
4. Repeat steps 2.2 - 2.3 for the sham treatment group of animals but leave the device switched off (Figure 1B).
5. Repeat steps 2.2 - 2.3 for the NIr-blocked treatment group of animals but cover the device with aluminium foil.
6. Repeat steps 2.2 - 2.5 daily at approximate 24 hr intervals for 5 consecutive days.
7. Extract the vestibular sensory epithelium (3 cristae and 1 utricular macula) from both ears on the fifth day post-treatment (See Section 3
below).
3. Tissue Extraction20
1. Prepare 300 ml of a glycerol-based artificial cerebrospinal fluid (ACSF) consisting of (in mM): 26 NaHCO3, 11 glucose, 250 glycerol, 2.5 KCl,
1.2 NaH2PO4, 1.2 MgCl2, and 2.5 CaCl2. Prior to the addition of CaCl2, gas the solution with carbogen (95% O2 and 5% CO2) to establish a
pH of 7.4 and avoid calcium precipitation (cloudiness). Chill the solution in a -80 °C freezer for 45 min so that an ice slurry is formed.
2. Prepare the RNA isolation lysis buffer in labelled screw top microtubes (stops the popping of lids when tube pressure changes between
freeze and thawing in liquid nitrogen) according to the instructions of the manufacturer or usual lab practices. Have liquid nitrogen ready in an
aluminium dewar flask.
 
NOTE: Use protective clothing and eyeware when handling liquid nitrogen. Ensure that liquid nitrogen is used in a well-ventilated room as the
volume of its gas form is approximately 700 times that of its liquid form and can cause asphyxiation.
3. Deeply anaesthetize mice with ketamine (400 mg/kg) via an intra-peritoneal injection. Allow the hind-limb reflex to completely subside as
indication that mice are fully anaesthetised.
4. Decapitate mice with sharp stainless steel scissors and make an incision along the sagittal skin of the skull using a razor blade (rounded
#22). At this point and throughout steps 3.5 - 3.9, keep the cranial vault, brain, and underlying vestibular apparatus as cool as possible by
regular application of ice-cold ACSF over the tissue.
5. Using the pointed arm of standard pattern scissors make a small incision in the skull at Lambda and cut along the sagittal suture.
6. Gently slide one arm of a shallow rongeurs beneath the parietal bone keeping the blade as close as possible to the inferior surface of the
bone without dragging the brain. Secure and pull away the parietal bone laterally and the occipital bone posteriorly until the brain is exposed.
7. Use a small stainless steel spatula and lift the brain away from the anterior and middle cranial fossa to expose the vestibulocochlear nerve
(CN VIII). Transect the nerve to prevent unnecessary tension on the primary afferent axons that directly innervate the vestibular hair cells.
8. Remove the brain in toto after transection of CN VIII.
9. Observe the bony labyrinth containing the cochlea and the peripheral vestibular organs in the middle cranial fossa. Make two small incisions
beside each bony labyrinth and excise the entire structure by holding the anterior semicircular canal and pulling laterally.
10. Immediately immerse excised labyrinths in a dissecting dish containing ice-cold ACSF solution (as described in step 3.1) while continuously
perfusing with carbogen.
11. Under a stereomicroscope, hold down the labyrinth by the cochlea and secure it to the bottom of the dish with forceps.
1. Use straight fine forceps to scratch a small opening in the bone above the anterior semicircular canal (SSC) ampulla.
2. Gently enlarge this opening by reaching immediately below the bone and flicking outwards away from the ampulla. Exercise caution
here to not push forceps into the opening and damage the fragile membranous labyrinth below. Continue in this fashion until the utricle,
anterior and lateral ampullae are all exposed. If possible remove the posterior ampulla also.
12. Using fine forceps, gently lift the utricle and ampullae away from the bony labyrinth until they are completely detached. Where possible, hold
them by their associated semicircular canals to avoid damaging the sensory epithelium. In some cases, the proximal part of the semicircular
membranous duct may need to be cut with iris scissors to release the ampullae from the bone.
13. Securely grasp the vestibular organs between the tip of forceps and place into the lysis buffer prepared earlier in step 3.2. Gently swirl the
forceps around in the buffer to ensure vestibular organs have detached from the forceps. Check this is the case by bringing the forceps under
the stereomicroscope.
1. Screw on the microtubule lid and freeze the sample in liquid nitrogen immediately.
4. RNA Extraction and RT-PCR
1. Follow standard methods of messenger RNA (mRNA) extraction according to manufacturer’s instructions or preferred lab protocols.
 
NOTE: A commercial kit that utilized carrier RNAs to help isolate small yields of mRNA was used in this protocol. Lower elution volumes can
be used to increase final concentrations of mRNA.
 
NOTE: Negative “no enzyme” controls (NECs) and “no DNA template” controls (NTCs) must also be completed to ensure validity of observed
effects.
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2. Apply standard methods of reverse transcription of mRNA to complementary DNA (cDNA) and amplification of target genes21-23.
Representative Results
To compare the impact of NIr treatment in young (4 weeks) and older (8 - 9 months) mice we measured the expression of antioxidant superoxide
dismutase 1 (SOD-1) in young (n = 16) and older (n = 20) mice that were NIr-treated, sham-treated, or NIr-blocked. Figure 2 shows a significant
increase in β-actin normalized SOD-1 expression of more than 2-fold in young NIr-treated animals compared to young sham-treated animals
(p < 0.01) and young NIr-blocked animals (p < 0.01). Older NIr-treated animals also showed more than a 2-fold up-regulation of SOD-1 when
compared with older NIr-blocked animals (p < 0.05).
 
Figure 1. NIr Treatment. (A) NIr LED device held 1 - 2 cm above the shaved region on the head of the mouse for 90 sec per day for 5
consecutive days in irradiation treated mice. (B) NIr LED device held above sham-treated mice in the same way but with the device turned off for
the duration of 90 sec. Please click here to view a larger version of this figure.
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Figure 2. Analysis of SOD-1 gene expression after 5 consecutive days of NIr treatment (90 sec/day). The vestibular sensory epithelium
was harvested on the fifth day and specific antioxidant gene probed for using RT-PCR. The SOD-1 gene was normalised to β-actin baseline
and densitometry conducted using ImageJ v1.48. Significant up-regulation (p < 0.01) of SOD-1 expression was observed in young NIr-treated
animals when compared with both young sham-treated and young NIr-blocked controls (4 weeks). Significant increase (p < 0.05) in SOD-1
expression was also observed in older NIr-treated animals when compared with older NIr-blocked animals (8 - 9 months). All graphs show the
fold change of SOD-1 gene expression compared to the young sham-treated control. Data represents mean ± SD. All data were analysed using
one-way ANOVA and statistical significance determined using Tukey’s multiple comparison post-hoc test. Please click here to view a larger
version of this figure.
Discussion
The representative results described here show that brief transcranial delivery of NIr light (90 sec/day for 5 days) is sufficient to raise the levels of
antioxidant expression in older mice when compared with sham-treated mice. While emitted heat could represent a source of mitochondrial and/
or neuronal activation, as reported for rat vestibular afferents24 – our measurement of heat emitted by the NIr LED device was <0.2°C over 90
sec, and as such is unlikely to cause the changes described here. Further, unlike the report highlighted above, the NIr treatment used here was
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not applied directly to the sensory epithelium or vestibular afferent neurons, and as such is also unlikely to impact on thermo sensitive channels
(e.g., TRPV4). Finally, previous work using the same NIr device in other brain regions have suggested that heat was not the source of observed
differences7,9.
While these results show an up-regulation of cellular responses to age-associated oxidative stress on the genetic level, it is not clear whether
these changes are further expressed at the protein level, or importantly, whether they are reflected in the overall balance performance of mice. In
addition, the up-regulation is shown for a single ubiquitous anti-oxidant. It is likely that multiple markers of cellular metabolism are affected by this
treatment regime. Further, since mRNA was extracted from the vestibular apparatus in toto (i.e., hair cells, supporting cells, vestibular afferents
and epithelium all present) it is not possible to relate observed changes in cellular metabolism in response to NIr light treatment to a specific
vestibular hair cell or primary afferent type. Importantly though, using the described preparation sufficient mRNA can be extracted from a single
mouse to allow future correlative studies between cellular metabolism and behavioural analysis of balance performance.
The high intensity LED device used here emits approximately 5 J/cm2 per 90 sec treatment- totalling 25 J of energy over 5 days. While the
advantage of the use of long wavelength light (including NIr) is penetrance, it cannot be assumed that the full 25 J of NIr light is delivered to the
vestibular sensory epithelium. In the mouse, light must penetrate at least 1 mm through layers of soft tissue and bone that protect the peripheral
vestibular apparatus and the brain. In humans this extends to centimetres. Thus the penetrance of light represents a limitation of the described
technique in regards to translation of NIr light treatment strategies into the clinical setting. Recent work however has employed optical fibres to
deliver NIr light to deep brain structures including the basal ganglia25, and sensory organs including the cochlea26. Based on this and the location
of the peripheral vestibular apparatus adjacent to the cochlea (and clinical access to it via the mastoid process), it is feasible to suggest that in
the human, direct stimulation of the vestibular sensory epithelium could be achieved through a small optical fibre triggered by an external device
– akin to a cochlea implant27.
Several conditions can be modified in the protocol described above to adapt to the interest of the investigator. First, the wavelength used here
(670 nm) can be extended to include longer wavelengths in the infrared range as previously reported in other sensory systems and animal
models. Second, treatment regimes can also be varied depending on whether short-term or long-term response is in question. Here a very brief
treatment regime was utilized, but this could be extended to longer durations, or even shorter durations to measure the dynamics of NIr induced
changes.
The main challenge of this protocol is to maintain the viability of the tissue during tissue extraction. Given the time required to remove the bony
labyrinth and excise the membranous labyrinth from it, it is critical to reduce metabolic breakdown. This is achieved by bathing the tissue in
ice-cold ACSF throughout the entire procedure and perfusing this solution continuously with carbogen. In addition, at the end of the dissection
procedure, further tissue degradation can be halted with the use of liquid nitrogen to flash freeze the extracted tissue. When appropriate, the
frozen tissue can be thawed and mRNA extracted for further gene analysis.
Although the methods described here do not describe the complete impact of NIr light treatment on cellular metabolism in the vestibular sensory
epithelium, further application of this strategy can be modified to include other age-associated markers of mitochondrial function28,29 and/ or
cellular metabolic insults such as hypoxia30. Ultimately, the ability to describe the vestibular cellular metabolic profile of an individual mouse will
allow the investigation of the correlations between balance performance and subcellular processes during ageing, and the impact of therapeutics
including NIr treatment.
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