Abstract-Recognizing text in natural photographs that contain specular highlights and focal blur is a challenging problem. In this paper we describe a new text segmentation method based on inverse rendering, i.e. decomposing an input image into basic rendering elements. Our technique uses iterative optimization to solve the rendering parameters, including light source, material properties (e.g. diffuse/specular reflectance and shininess) as well as blur kernel size. We combine our segmentation method with a recognition component and show that by accounting for the rendering parameters, our approach achieves higher text recognition accuracy than previous work, particularly in the presence of color changes and image blur. In addition, the derived rendering parameters can be used to synthesize new text images that imitate the appearance of an existing image.
I. INTRODUCTION
Scene text recognition, which aims to recognize text in natural scenes, remains a challenging problem. Compared to scanned documents, which are usually taken under uniform lighting with sharp focus, scene text images often contain undesirable lighting effects, such as specular highlights, glossy reflections, and shadows; and the camera's focal and motion blur add additional difficulty to the recognition task.
In this paper we describe a new algorithm for scene text segmentation by exploiting inverse rendering, i.e. decomposing an input image into basic rendering elements. This technique assigns each pixel in the image to a foreground (text) layer or a background layer. Previous work [1] has shown that accurate segmentation can significantly increase the success of the subsequent text recognition step. However, segmentation in natural photographs presents a challenge because effects such as highlights, shadows, and focal blur can severely limit the segmentation accuracy.
As our main contribution, we introduce inverse rendering into the segmentation algorithm. Given an input image, our method automatically infers parameters such as the light source, material properties (e.g. diffuse/specular reflectance and shininess) as well as a blur kernel size. By accounting for these rendering parameters and illumination effects (which are often the cause of color changes), our method can greatly improve the accuracy of segmentation, and consequently lead to improved text recognition results.
Our method solves the rendering parameters using both closed-form solutions as well as analysis via synthesis. Starting from an initial set of parameters and foreground/background labels, we run a computer graphics rendering algorithm to compute a synthesized image. We then use the error of the synthesized image with the input image to drive the updates of the parameters and assigned label. We formulate this process as an iterative optimization problem and solve it using an Expectation-Maximization (EM) algorithm. The end result decomposes the input image into a foreground and a background layer, and the associated material parameters for each pixel. Results show that our method can greatly improve text recognition in images that contain challenging effects such as specular highlights and image blur. Besides text recognition, our method can be used to synthesize new text images that mimic the appearance of an existing image.
II. RELATED WORK
Scene Text Recognition. Scene text recognition is an important research problem in computer vision. Among existing solutions, one popular approach is to use sliding windows over the whole image to extract features for text detection and recognition, such as [2] , [3] and [4] . Another approach is based on Maximally Stable Extremal Regions (MSERs). For example, in [5] MSER has been used for localizing text in images. In [6] , the MSER-based method is further improved by constructing an MSER tree and applying an effective pruning algorithm. Instead of using MSER, in [7] a feature calculator is integrated into the process of computing Extremal Regions (ER), which enables efficient evaluation of all ERs.
Text Segmentation. Text segmentation aims to detect and split an image into regions of text (foreground) and background. A classic approach for segmentation is to use thresholding. A survey of such approaches can be found in [8] . Traditional thresholding-based algorithms are suitable for scanned documents, which are usually taken under uniform lighting with sharp focus. Thus the pixel values naturally form two clusters. However, such an approach is difficult to apply in scene text segmentation, due to the significant color variations and illumination effects in natural images.
There are also segmentation methods based on colors. For example, [9] runs a k-means algorithm to cluster pixels into several groups. This produces several possible segmentations, from which the best is selected using an SVM algorithm. In [10] , the authors extract strokes and build a color distribution for embedded text segmentation tasks. A recent work in [1] introduced an MRF-based model, where they first use a Gaussian mixture model for clustering pixel colors, then use a graph cut algorithm for solving the MRF.
Despite the success of previous work, the segmentation of images that contain significant specular highlights and focal blur still presents a great challenge. For example, highlights can change the color of a text region, making it difficult to distinguish a foreground (text) pixel from a background pixel.
Using an appropriate lighting model will greatly help in such cases by accounting for illumination effects.
Physically-based Lighting Model. In computer graphics a standard lighting model is described by the integral of incident light with BRDFs (Bidirectional Reflectance Distribution Functions). The BRDF models have been well studied, ranging from the simplest Phong model [11] , which gives good approximation of specular reflections, to more sophisticated models or even measured BRDFs. A detailed analysis and comparison of different types of BRDF models can be found in [12] . For text segmentation tasks, we apply the lighting model to infer the diffuse and specular reflectance as well as the shininess of the material on both foreground and background. Since input images are usually captured at low resolution with low dynamic range colors, a very precise BRDF model is unnecessary. Thus in our experiments we apply the simple Phong BRDF model [11] , which has been shown to be sufficiently good for most images we have tested.
Inverse Rendering. Extracting illumination and BRDF information from images is known as inverse rendering and has been studied in previous work. While estimating BRDF from a single image in an unconstrained environment is generally intractable, researchers have proposed solutions based on multiple images, or with assumptions such as known lighting and/or 3D geometry [13] [14] [15] . A survey of inverse rendering can be found in [16] . In our paper, the BRDF estimation problem is solved by making certain assumptions of scene text images, explained in Section III.
III. LIGHTING MODEL
This section explains our lighting model. Given an input image I, we simultaneously assign foreground / background (i.e. segmentation) labels for each pixel and derive the lighting parameters, such that a rendered imageĨ using these parameters matches the input as close as possible.
Assumptions. For the text segmentation problem, we assume the illumination comes from a single point light, text (foreground) pixels have the same material (BRDF), and similarly with the background pixels. In addition, we assume the image is taken under orthographic projection (with little perspective distortion), and pixels exist on the same planar surface (thus have the same normal). These assumptions are valid for most text image patches we tested. If necessary, the number of parameters can be increased to accomodate more complicated scenarios. Notice that we make these assumptions only for the segmentation part of the algorithm. The recognition part doesn't rely on them.
Rendering Equation.
Denote a pixel p's screen coordinate as p s and world coordinate as p w . The Phong BRDF model describes the observed color of pixel p as the sum of a diffuse and specular color:
where
and L s (p) denote the diffuse and specular components respectively, and · denotes vector dot product. The other symbols are listed as follows: 
Since we assume foreground pixels have uniform material, they share the same set of parameters C d,f , C s,f , α f ; similarly, background pixels share another set of parameters
In addition, since most images are taken from a direction right above the surface normal, we have N = −V. For simplicity, we set the world coordinates such as N is along the z-axis, thus N = (0, 0, 1) and V = (0, 0, −1). Given the setup, equations 2 and 3 are now simplified to:
In fact we can get rid of the max(·) function in the above equations because S.z − p w .z > 0 is always true for visible pixels. Thus rearranging the terms we have:
Parameters. To summarize, in the simplified lighting model, the free parameters are the light source position S (relative to the depth of the text plane), the foreground/background label of each pixel, and the BRDF variables including the diffuse reflectance C d , specular reflectance C s and shininess α for foreground and background pixels separately. We will refer to them as the lighting parameters, denoted as θ. To simplify the equations further, we use a binary function T (p) to represent foreground/background labels:
And we denote the geometry terms in equations 6 and 7 as:
where subscript t is the binary foreground/background label. This then allows us to combine the foreground and background pixels together into a single equation:
This way the foreground or background lighting parameters will be automatically selected via the binary label T (p).
Blur Estimation Accurate text segmentation needs to consider possible blur effects in images, caused by either camera's focal blur or motion blur. By incorporating blur estimation into our algorithm, we can greatly improve the segmentation results in natural images. An example is shown in Figure 1 . We model the blur by convolving an image with a Gaussian kernel κ(·):
In discrete form, it is:
BecauseĨ(p) in equation 10 is expressed as the sum of four terms, we can associate the convolution with each term individually, thereby expressingĨ b (p) as:
where 
] ⊗ κ and so on). Therefore, in addition to the lighting parameters and segmentation labels, we will also need to estimate the blur kernel size (refer to Section IV-C).
IV. ALGORITHMS AND IMPLEMENTATION
In this section, we describe an EM (Expectation Maximization) algorithm for estimating the parameters discussed in the above section. Given an input scene text image, our goal is to compute a set of parameters θ, such that a rendered image using these parameters is as close as possible to the input, measured by the L2 norm. In other words, we formulate this as an optimization problem, and the target error function is:
where I(p) is the input andĨ b (p) is defined in equation 13. EM minimizes the error function iteratively by alternating between optimizing some parameters while keeping the remaining parameters fixed.
A. Solving the Lighting Parameters
We first discuss how to optimize the lighting parameters, assuming the segmentation labels and blur kernel size are fixed. To do so, we separate the lighting parameters θ into a linear set 
Since we want
= 0, we can re-write the above equation in matrix form, ⎡ ⎢ ⎣
where · denotes the dot product between two images (i.e. by treating an image as a long vector).
Clearly the equations for
, ∂Err ∂Cs,1 and ∂Err ∂Cs,0 will have a similar form. Therefore we can put them together as:
where Solving Non-linear Parameters After the linear parameters are optimized in the previous step, we will then move on to optimize the non-linear parameters θ N . Since we do not have a closed-form solution for θ N , we use a Levenberg-Marquardt algorithm with the objective function defined in equation 14 . The details of this algorithm can be found in [17] .
B. Foreground/Background Label Assignment
Now we discuss how to compute the labels assuming the other parameters are fixed. This problem can be formulated as minimizing the error function by tuning the segmentation labels T (p). The labels are initialized by performing a k-means clustering on the pixel colors, resulting in two clusters. We begin by describing the case where there is no blurring.
Label Assignment with No Blur Suppose for now that there is no blur. In this case from Equation 10 we have:
Thus |Ĩ b (p) − I(p)| is minimized if for every pixel p we pick its label T that results in the smallest error: To compute I deblur we use blind deconvolution with a maximum likelihood algorithm. Experimental results show that our approach works well in practice. Notice that this is different from running the deblurring algorithm as a pre-process to the whole pipeline, which will degrade the performance of our algorithm because of the ringing effects introduced by directly deblurring.
C. Blur Kernel Size
As described above, we model blur using a Gaussian kernel. Since we don't know the kernel size (i.e. σ in the Gaussian function) a priori, we take a few samples of σ in uniform steps, then run the EM algorithm to calculate the lighting parameters and segmentation labels for each sampled σ, and finally compare the reconstruction error E. Usually the lowest reconstruction error is achieved when the kernel size is close to ground truth. Therefore taking a sequence of increasing σ values, we keep running the computation until we observe an increase in the reconstruction error. This is analogous to how the camera's auto-focus works. To reduce the overall computation cost we pass the output labels and lighting parameters from the previous sampling step to the next one, and use them for initialization.
D. Summary
To summarize: our algorithm starts by assuming no blur, then gradually increases the σ of the Gaussian kernel from 1 to 10 in integer steps. During each step, we perform 3 EM iterations for updating the segmentation labels and estimating lighting parameters, except for when σ = 0 we perform 10 iterations of EM to allow for better convergence.
V. RESULTS
In this section we present experimental results. We ran the experiments on a single core of an Intel i5 3.2GHz CPU. It took a few seconds to a few minutes to segment one image, depending on the image size.
To begin, we present the segmentation results by using inverse rendering. since our algorithm extracts the lighting parameters and blur kernel size, we can reconstruct a rendered image. Figure 2 column (c) shows the reconstructed images. Note that they look very similar to the input images in column (a).
While we could directly compare the segmentation results of our approach to ground truth, in practice such ground truth is difficult to obtain. Moreover, the effectiveness of segmentation is ultimately measured by the accuracy of the final text recognition. Therefore we compare our approach to other segmentation methods in terms of the text recognition accuracy. We do so by using a complete scene text recognition system and varying the segmentation method used. In the following experiments we focus specifically on word spotting [18] , where we are given a pre-specified lexicon guaranteed to contain the ground truth, and the goal is to choose a word label from it.
Our recognition system uses a segmentation image to find an initial word label and then finds the closest word to that label in the lexicon. To find an initial label, we consider each connected component in a segmentation image to be a character, and we model the sequence of characters with a linear-chain conditional random field (CRF) model. For each character, we extract one histogram of oriented gradients (HOG) descriptor, centered and covering the character as the appearance features. We estimate the parameters of the CRF model using maximum likelihood training by minimizing the negative log-likelihood of the objective function. Then, we use this model to find an initial word label using the Viterbi decoding algorithm [19] . We use a software package for graphical models by Mark Schmidt [20] . Next, we calculate the edit distance between the initial label and each word in the lexicon. The edit distance is the minimum number of insertions, deletions or substitutions required to transform one string into another. We choose the lexicon word with the smallest edit distance as the final label.
We compare our text segmentation method to the state-ofthe-art text segmentation method by Mishra et al. [1] on the ICDAR 2003 scene data set [21] . We use the scene version of this data set because we were provided segmentations for direct comparison. We compute the accuracy using a lexicon containing all words in the test set (ICDAR FULL), and a lexicon with the ground truth word for the image plus 50 random words (ICDAR 50). The word-spotting accuracy is shown in Table I . From the results we can see that our method achieves higher accuracy in both cases. Some selected results for comparison are shown in Figure 3 . Note that Mishra et al's method may fail to segment small features (like the hole in the capital 'A' in Row I) while our method can handle these cases well. Since we consider blur estimation, our method is particularly effective in segmenting blurred images, as shown in Row II and III. Row IV shows an image where there is a smooth color transition due to lighting effects. This leads to incorrect segmentation in their method, while our method is able to handle it well.
Our method also has limitations in challenging scenes. Figure 4 shows a few failure cases. Rows I and II show cases where the foreground contains multiple colors, some of which are similar to the background. This causes our algorithm to incorrectly classify some foreground pixels into background. Row III shows a case where there is very strong highlight, which again causes some foreground pixels to have similar color with the background and lead to incorrect segmentation.
In addition to text recognition, our method can be used to synthesize new text images that look similar to existing images. To do so, we simply replace the label image with novel text, and render a new image with the same lighting parameters. This allows us to replace text in place, as is shown in Figure 5 .
VI. CONCLUSION AND FUTURE WORK
In this paper we introduce a new method where an inverse rendering approach is integrated into a text segmentation pipeline. We compare our new segmentation algorithm with previous methods by evaluating its accuracy on a word-spotting task. We demonstrate that our model is effective for modeling scene text images with single foreground material, single background material, and blur effect.
There are several directions for future research. First, in the current work we assume that the text image only contains two uniform materials, which limits the use of our algorithm to scenes with multiple materials. Thus an extension would be to segment pixels into multiple groups and have one set of reflectance parameters for each group. Another future research direction would be to incorporate a global language model into the pipeline, which will help in challenging scenes such as those with similar foreground/background colors, or those with a strong specularity that washes out part of the text.
