Summary. Approximate Bayesian Computations (ABC) are considered to be noisy. We show that ABC can be set up to estimate the mode of the true posterior density exactly, or alternatively provide unbiased estimates of model parameters. Further, ABC can be set up such that the Kullback-Leibler divergence of the ABC approximation to the true posterior density is minimal. The main idea is to construct -through statistical modelling of summary values -an appropriate probability space on which the ABC approximation can be controlled. We consider analytically tractable parametric models for summary values that are parameterised by summary parameters. ABC is reformulated in terms of testing the equivalence of summary parameters with observed and simulated summary values. Summary statistics are implicitly defined through these tests. Since the mathematical properties of testing procedures are well understood, we can understand and adjust the ABC approximation as desired. An example from infectious disease epidemiology using time series data illustrates the general theory in action. This shows that statistical modelling of the observed summary values -the "data" from an ABC perspective -leads to a well-defined probabilistic framework within which the ABC approximation can be controlled.
Introduction
Approximate Bayesian Computation (ABC) methods can handle intractable likelihoods and posterior densities π(θ|x) ∝ (x|θ)π(θ)
that arise under high-dimensional stochastic processes. ABC methods circumvent computations of the likelihood (x|θ) by comparing the observed data x to simulated data y in terms of many, lower-dimensional summary statistics S k . Observed and simulated summary statistics can be compared and combined in several ways, with little theoretical guidance available how to do so. Most commonly, summary statistics are compared with distances d k (S k (y), S k (x)) = S k (y) − S k (x), k = 1, . . . , K S , and then weighted either under a Mahalanobis approach (Beaumont et al., 2002) 1
or the intersection approach (Pritchard et al., 1999 )
under a user-defined tolerance c ≥ 0 (or c Propose θ ∼ π and simulate y ∼ ( · | θ ).
3:
Compute summary statistics S k (y ), k = 1, . . . , K S .
4:
Compute summary errors z k = d k S k (y ), S k (x) for all k.
5:
Accept (θ , z ) if for all k c
Go to line 2. 6: end for
In essence, ABC is a particular auxiliary variable Monte Carlo method, where the K summary errors take on the role of auxiliary variables. Integrating these errors out, the ABC likelihood approximation based on the above intersection approach is (x|θ) ≈ abc (x|θ) =
The approximation abc (x|θ) equals the likelihood if c − k = c + k (or c k = 0) for all k and if the summary statistics are sufficient for θ (Beaumont et al., 2002) . But in most applications, it is computationally not feasible to set c (Table 1) . Similar behaviour arose also for other distance functions such as z = log S 2 (y) − log S 2 (x) (again Table 1 ).
Nonetheless, the trends apparent in Table 1 suggest that there is a systematic reason for the large errors between (1) and the standard ABC approximation. Here, we aim to explain and control these errors in a sufficiently regular, yet flexible statistical framework.
Accurate ABC parameter inference
We set out to construct a theoretical framework for accurate Approximate Bayesian computations that is based on modelling distributions of summary values. The summary statistics in standard ABC are a function of these s Propose θ ∼ π and simulate data y ∼ ( · | θ )..
3:
Extract summary values s 1:m k (y ) from y for all k = 1, . . . , K T .
4:
Compute z k = T k s 1:m k (y ), s 1:n k (x) for all k.
5:
Accept (θ , z ) if for all k c see Ratmann et al. (2012) for details. ILI time series data is collected through national influenza surveillance systems and reflects true influenza A (H3N2) incidence to some degree. We added simulated incidence data under a compartment model (black lines); the model is given by (25) and parameters were set to R0 = 3.5, 1/φ = 0.9, 1/ν = 1.8, 1/γ = 10, ω = 0.08, N = 2 × 10 8 , 1/µ = 50, ϕ ↓ = 0.4, ϕ = 0.005, m ↓ = 4 × 10 6 , m = 0.01. We derived three sets of summary values based on annual attack rates, defined as cumulated seasonal incidence divided by the population size in that season: (B) ILI annual attack rates for the simulated and empirical ILI data, (C) the logarithm of the first order differences of the ILI annual attack rates, and (not shown) population-level attack rates that correspond to population-level incidence. The latter is only available for the compartment model, and for the Netherlands believed to lie within 10-20% (Cox and Subbarao, 2000) . (D-E) Every second value of the ILI annual attack rates and its log first order differences of the empirical data set (dots), and (F-G) the same for the simulated data set. (H) Every second value of the population-level attack rates of the simulation. Typical ABC summary statistics would be the sample mean and the sample standard deviation of the summary values in (D-H), so KS = 6 and KT = 3. We model the distribution of these summary values, here with a normal probalitity model (lines) defined by maximum likelihood estimates for µ and σ that are computed from the summary values.
Construction of the ρ-space through modelling summary values
The summary values s 1:n k (recall Figure 1) are interpreted as n independent realisations from an auxiliary probability model. The choice of the testing procedures, the tolerances and how the T k are combined for accurate ABC follows from probabilistic arguments that only require modelling of the summary values. The law of the observed and simulated summary values is thought to be analytically tractable, typically from the exponential family, and described by few auxiliary deterministic parameters such as location and dispersion. As the most basic case, we consider as in Figure 1 
2 ) and are interested in testing if the unknown µ(θ) and µ x are equal or similar. We refer to the parameters that are targeted in k = 1, . . . , K T hypothesis tests as the "summary parameters" ν k , potentially in the presence of "hidden parameters" such as σ 2 above. The summary parameters of the simulated data are denoted by ν k (θ) to reflect their dependence on θ. The summary parameters of the observed data are denoted by ν xk . The ν xk are unknown and replaced by estimatesν xk that are in view of the results below either unbiased (ν U xk ) or maximise the likelihood of the summary values (ν MLE xk ). We assume that there are at least one θ 0 , θ x such that ν xk = ν k (θ 0 ) andν xk = ν k (θ x ) for all k. This limits considerations to the case where a model can explain the data in terms of the summary values. In analogy to standard ABC, the simulated and observed summary parameters are then compared with a distance function ρ k = δ k ν k (θ),ν xk that takes on values in a subset ∆ k of the real line. In the above basic case, ρ k corresponds to the difference in the population means µ(θ) −μ x that are associated with the simulated and observed summary values s 1:m k (y), s 1:n k (x). As in standard ABC, the points of equality ρ k = δ k a, a are particularly interesting. Note these are often zero but not necessarily so as in Example 2 below. In contrast to standard ABC, we suggest to focus on comparing summary parameters, and think of standard ABC distances d k as test statistics to decide if the ν k (θ) andν xk underlying the generated summary values are equal or similar.
In this framework, it is explicit that ABC inference on θ proceeds indirectly through testing the equality of some but not necessarily all of the auxiliary parameters. Given these simple probability models for each of the s 1:n k , sufficient summary statistics
) can be easily found on ρ-space. Thus, based on this construction, the (typically) intractable ABC sufficiency problem is cast into a change of variable problem between the original parameter space Θ and the space of summary parameter errors.
Lemma 1. (Transformation lemma) Consider the link function
and suppose it is bijective and continuously differentiable. Since the S k are sufficient for ρ,
where |∂L(θ)| is the absolute value of the determinant of the Jacobian of (5) and the prior density π ρ is induced from π(θ) through the change of variables.
The n-ABC approximation to (6) is
where
for a fixed set of observed summary values s 1:n k (x). The subscript x emphasises that the observed data are fixed. We call (S 1:K S (x)|ρ) the summary likelihood on ρ-space, which is approximated by (8).
We have two reasons for transforming the ABC approximation into the form (7). First, we can characterise the form and behaviour of each of the P x R k | ρ k . It is the power in rejecting specific hypothesis test statistics T k for given ρ k (hence "R" for reject). We will suppose that test statistics are constructed in such a way that given ρ k , the T k can be considered independent of all other ρ j , i.e.
for all k, and characterise the multivariate P x R | ρ . This allows us to calibrate the free ABC parameters such that P x R | ρ is very close to (S 1:K S (x)|ρ) (see Theorems 2-4). Second, and as a result, the free ABC parameters are determined in a specific manner that is motivated by the theoretical framework in Sections 2.2-2.3. Practitioners do not have to understand these sections in full detail. In practice, summary values need to be identified and modelled so that appropriate test statistics are chosen (see Table 2 ) and the correct calibrations are applied (see Lemmas-2-5).
Equivalence test statistics
Our first aim is to describe the probabilistic behaviour of the multivariate ABC acceptance
, ∀k across ABC iterations once the distribution of the summary values has been modelled. We begin with the univariate case. Tests for the point null hypothesisH
are designed to declare ν k (θ) andν xk unequal. In ABC, the objective is to declare ν k (θ) andν xk equal. With this objective, Schuirmann (1981) established that the appropriate hypothesis framework is
for an equivalence region [τ
that contains the point of equality ρ k . Hereafter, we call the τ − k and τ + k the "tolerances". Note that the null and alternative are flipped compared toH 0k andH 1k . The summary parameters ν k (θ) andν xk are compared in such a way that level-α test statistics T k can be constructed. Table 2 lists the δ k and the corresponding T k for a variety of summary parameters and distributional assumptions on the summary values. The main difference to common two-sample equivalence test procedures (Wellek, 2003 ) is that we use one-sample equivalence test statistics because the data x is considered fixed in 
Mann-Whitney test (Wellek, 1996) dispersion normal
proportion binary
ext Hypergeom 2x2 (Wellek, 2003, p186) 
for continuous T k . Throughout, we assume that a solution to (11) with c
Although this is typically the case, it is not always so as illustrated in (Wellek, 2003, p31) . The size of the univariate test, sup
, is then equal to α and limits the probability to falsely accept ρ k at any ABC iteration. The power of the test gives the probability to correctly accept ρ k at any ABC iteration. We now provide an elementary example, which also shows that the limiting case τ
Example 2. (Estimating the variance of a normal model, continued) We revisit Example 1. Here, the m = n = 60 data points act as the summary values. Since these are normally distributed, we choose according to Table 2 the scaled χ 2 test and set
which is only a function of y. By (12),
. We set α = 0.01. The size-α ABC acceptance region [c − , c + ] is the solution of the equations
as illustrated in Figure 2A . We first consider the limit τ − = 1 = τ + . By (13), we can devise an ABC procedure to test σ 2 =σ 2 x with a non-trivial acceptance region [c − ,c + ], wherẽ c − < 1 <c + . To test equality of the summary parameters, it is not necessary to setc − =c + . However, the power in this ABC procedure is So, in the limit τ − = 1 = τ + , the ABC procedure will be extremely inefficient. Therefore, we focus on τ − < τ + . Then, the power function
is larger or equal than α and maximised somewhere in [τ − , τ + ], see Figure 2B . Calibrating the values τ − , τ + , e.g. to 0.477 and 2.2, we can ensure that the value of ρ with largest power coincides with ρ . Figure 2C illustrates that the power increases with m, but also with the width of H 1 (not shown). If, hypothetically, x could be re-simulated, then T /ρ is a function of x and y and follows an F distribution with n − 1, m − 1 degrees of freedom (Wang, 1997) . In this case, the power function is different and in particular not maximised at the point of equality when the same tolerances τ − = 0.477, τ + = 2.2 are used. It will be clear from Theorem 3 that, therefore, the more common two-sample approach would not lead to the desired inference properties.
The next step is to characterize the false positive and true positive probabilities when several summary parameters are jointly tested. For simplicity, we denote K T by K from now on. We will only need standard regularity conditions on the univariate T k (Wellek, 2003, p369) . Parts (i-ii) are due to Berger and Hsu (1996) and (iii) follows from Neyman and Pearson's fundamental lemma for two-sided hypotheses. 
(ii) Suppose in addition to (i) that for some k = 1, . . . , K, T k is size-α and that there is a sequence of parameter points
Then, T = (T 1 , . . . , T K ) with rejection region R is size-α for (16).
(iii) Suppose in addition to (i) that for all k, the family of distributions induced by T k is continuous in ρ k , independent of ρ j for j = k and strictly totally positive of order 3 (STP 3 ). Then the power of the multivariate T has a unique mode ρ max and decreases monotonically in each direction from ρ max .
Rejecting T corresponds to the ABC acceptance event
that Theorem 1(i) justifies line 5 in n-ABC. Part (ii) establishes that the intersection-union construction is not particularly inefficient. Part (iii) establishes when the probability of correctly accepting a vector of summary parameters has a sufficiently regular form for accurate ABC inference as described below. Importantly, we must separate the different models for the s 1:n k so that each T k does not depend on any ρ j , j = k. This means that e.g. we can test several population means jointly, but not the population mean and the variance of the same summary values because tests of location equivalence depend on σ 2 . The true positive ABC samples among all accepted ABC samples after completion of the algorithm are those θ for which ρ = L(θ) is in the equivalence region H 1 . As a corollary of Theorem 1, we obtain from Bayes Theorem that the percentage of true positive ABC samples is bounded below by Figure S1 plots the lower bound on the fraction of ABC true positives against the ABC acceptance probability P x (R). Since the ABC acceptance probability rarely exceeds 10%, we fix α = 0.01.
Indirect ABC inference
Our second aim is to construct accurate ABC estimators ofθ MAP or θ 0 even when tolerances are used, i.e. τ − k < ρ k < τ + k for all k. Our simple idea is to calibrate ABC such that the point of equality ρ is accepted most often. For the purpose of intuition, suppose the true summary parameters ν xk were known and consider only the point ρ . Of course, θ 0 is then the only solution of L −1
We obtain slightly different accuracy properties, depending on whether the ν xk are replaced byν
Under the assumptions of Theorem 1(iii), the univariate T k with critical region [c
that is monotonically increasing up to some ρ (Wellek, 2003, p371) . We say that test statistics with this property are centred at ρ max k . The following lemma shows that it is possible to calibrate the tolerances so that each T k is centred at its corresponding point of equality ρ k .
Then, the power function (17) is maximised at the point of equality ρ k if we choose the symmetrized tolerances τ
If the mappings h, H are not easily found, the following numerical procedure can often be applied. To obtain a sufficiently high ABC acceptance probability, we calibrate τ + k such that all univariate tests are well-powered. We will explain later why the maximum power is set to 0.9 and not larger. For calibrated tolerances, the point θ x = L −1 (ρ ) maximises the ABC approximation
to the likelihood, i.e. θ x = argmax θ P θ,x (R), as long as L is injective and the multivariate power is maximised at (ρ 1 , . . . , ρ K ). The latter requires us to assume
To extend this result to
we note that the influence of the typically non-constant |∂L(θ)| can be mitigated if P x (R|ρ) peaks on a small area around ρ . We say that the power controls the change of variables if π abc (ρ|x) decays faster around ρ than |∂L(θ)| increases around θ x = L −1 (ρ ). All the tests in Table 2 are consistent, that is power increases with n. Consequently, calibrated equivalence
decrease with n and the power concentrates on a smaller interval. One way to control the change of variables is therefore through sufficiently many observed and simulated summary values.
Let us first consider the case thatν xk is set toν 
(ii) Suppose further that the induced prior density π ρ does not change the location of ρ max , and that the power controls the change of variables. Then
Let us now consider the case thatν xk is set toν
Theorem 3. (Unbiased ABC) Suppose T = (T 1 , . . . , T K ) has been constructed as in Theorem 1(i), that each T k satisfies the assumptions in Theorem 1(iii) and that τ 
(ii) Suppose in addition to (i) that the conditional distribution of −T k under −ρ k equals the one of T k under ρ k for all k and all ρ k . Then, we have for the posterior meanθ ME abc of π abc (θ|x) that
Under the conditions in Theorems 2-3, the ABC approximation is now correctly centred in the sense of equations (19-22) but π abc (θ|x) may still be broader than π(θ|x) due to the diluting effect of the tolerances τ
In this case, we also calibrate the number m k of simulated data points used for each T k . Intuitively, larger m k > n increases the power of the tests in Appendix A.1 and thereby offsets the tolerance effect.
Lemma 5. (Univariate calibration of m k , numerical) Suppose the family of distributions induced by T k is continuous in ρ k and STP 3 , and that the equivalence test induced by T k is consistent. Consider rejection regions R k (m k ) for m k simulated and n observed summary values such that ρ
Denote the signed KullbackLeibler divergence between the probability densities associated with the summary likelihood and the power function by
k as before and denote the corresponding rejection region by R k (m k ).
5:
Compute the signed Kullback-Leibler divergence, κ(m k ).
6:
If m l = m u or j = J, set m k ←m k and stop. Else if κ(m k ) < 0, set m l ←m k and go to line 4. Else if κ(m k ) > 0, set m u ←m k and go to line 4. 7: end for
We obtain the following result from properties of the Kullback-Leibler divergence. x is set to the unbiased
Here we used again m = n on a different pseudo data set x. Finally, for increasing n = m, we compared n-ABC when τ + = 2.2 was fixed throughout to the case where both τ − , τ + were calibrated to maximum power of 0.9. To illustrate the calibration lemmas and Theorems 2-4, we first consider a case where the link function is the identity.
Example 3. (Estimating the variance of a normal model, continued) We continue Example 2 but setσ 2 x to the maximum likelihood estimate 1 n S 2 (x). Simulating the same number of data points across ABC iterations (n = m) and keepingσ 2 x fixed, the ratio of sum of squares is ρ n χ 2 m−1 distributed for normal summary values. The family of distributions induced by T varies only with ρ over ABC iterations, is continuous in ρ and STP 3 . We therefore applied Lemma 3 to calibrate τ − for given τ + . We could not find transformations h, H that satisfy the conditions in Lemma 2. Since |∂L(σ 2 )| = 1, the power controls the change of variables for any choice of n and τ + . For n = m = 60, we set τ + = 2.2 such that P x (c − ≤ T ≤ c + |ρ) peaks nicely around ρ = 1 (see Figure 2C ) and chose π(σ 2 ) = U(0.2, 4) such that π ρ is flat. As predicted by Theorem 2, the ABC maximum a posteriori estimate was very close to the mode of the posterior density ( Figure 3A ) with a mean absolute error of 0.002 over 4000 pseudo data sets x (see Table 3 ). For n = m, the variance of the ABC approximation to π(σ 2 |x) is inflated because the standardized power is broader than the summary likelihood. Calibrating m to 97 with Lemma 5, the KL divergence of π abc (σ 2 |x) to the posterior density was 0.05 (Figure 3B) . Increasing m further, π abc (σ 2 |x) concentrates more tightly at Figure 3B ), yielding a KL divergence of 0.76.
Next, we setσ is not unbiased. The mean of the ABC posterior was never accurate because the symmetry condition in Theorem 3(ii) is not satisfied as seen from Figure 2C .
ABC algorithms estimate the ABC approximation (7) to the true posterior density numerically. We denote this numerical approximation withπ abc (θ|x). The above accuracy statements hold for π abc (θ|x) and can be sensitive to the additional Monte Carlo error in π abc (θ|x). Intuitively, if the power function is flat in any of the K dimensions (recall e.g. Figure 2C ) and overwhelmed by Monte Carlo error, then the mode of the numerical approximationP x (R|ρ) to P x (R|ρ) may not be close to ρ . This suggests that the power should not be too large. We typically aim for a maximum power P x (R|ρ k ) around 0.9 for all k. x and increasing n = m from 60 to 5000. First, we calibrated only τ − for fixed τ + = 2.2 so that the power increases as illustrated in Figure 2C . Next, we calibrated both τ − , τ + such that P x (R|ρ ) = 0.9 (see Figure 3D ). For each n, algorithm n-ABC was run for 10 6 iterations under π(σ 2 ) = U (0.2, 4) for both scenarios. Since we know in this example that ρ = σ 2 /σ 2 , we can inspect the behaviour of n-ABC on ρ-space. Figure 3E illustrates for n = 200 thatπ τ (ρ|x) is flat around ρ for fixed τ + = 2.2, but peaks around ρ for fixed P x (R|ρ ) = 0.9. Consequently, for fixed τ + = 2.2,θ
MAP abc
can be any value such that L(θ MAP abc ) lies on the flat part ofπ τ (ρ|x). In particular, since the flat part ofπ τ (ρ|x) is not symmetric around ρ (see Figure 3E) , θ
is not necessarily unbiased when π abc (θ|x) is replaced byπ τ (θ|x) in Theorem 3 (see Figure 3F ).
More typically, L remains unknown and only an estimateρ is available at every ABC iteration. Histograms of theseρ may be very different from π abc (ρ|x), and may not be helpful to inspect the behaviour of ABC on ρ-space.
We conclude this section with an example where the link function is non-linear. is ν x2 = a 0 /(1 + a 2 0 ), which suggests to fit the MA(1) model via the summary parameters ν 1 and ν 2 . We compute unbiased estimatesν x1 ,ν x2 of ν x1 and ν x2 . The x t 's are normally distributed. Thus, to test the equivalence of ν 1 (θ) andν x1 , we use the scaled χ 2 -test from Example 3. To test the equivalence of ν 2 (θ) andν x2 , we use a two one-sided Z test (TOSZ) after a variance stabilizing transformation of the sample Pearson correlation (see Appendix A.1). The non-linear link function is L 12 : a, σ 2 → ρ 1 , ρ 2 , where
and the rate of change |det ∂L| is (1 − a 4 )/((1 + a 2 + a 4 )ν x1 ) (see Figure 4A ). The points of equality are ρ 1 = 1 and ρ 2 = 0. While the ρ k 's are each complicated functions of θ, the distributions of the two T k 's only vary with their own ρ k and satisfy Theorem 1(iii). |det ∂L| squeezes π abc (ρ|x) to the left of ρ 2 , and modulates the shape of the ABC posterior density.
We show that the ABC power function controls the change of variables more and more as the equivalence range tightens with n increasing from 500 to 10000. For simplicity, we considered n = m. For ν 1 , tolerances were calibrated as in Example 3. For the TOSZ, Lemma 2 applies with h, H being the identity mappings, so that we calibrate τ
As before, we consider a non-informative ABC prior on ρ, and ran n-ABC for 2 × 10 6 iterations for each n. First, we calibrated τ + 1 = 1.437 and τ + 2 = 0.311 to yield marginal power functions that maximise at ρ with 0.9 for n = m = 500. We then increased n = m and kept the tolerances unchanged. As the power functions begin to plateau at 1 around ρ , |det ∂L| acts more strongly and the (initially small) bias increases ( Figure 4B , light gray dots). Since L is known, we computedπ abc (θ|x) ∝π abc (ρ|x)|det ∂L(θ)| and its mode directly from the ABC approximation on ρ-space. We could therefore evaluate the expected bias that is attributable solely to the change of variables. The expected bias agrees well with the ABC simulations (see Figure 4B , light gray line).
Next, we calibrated τ + 1 , τ + 2 such that the respective power functions peak at ρ with 0.9 for any n. As τ + 1 , τ + 2 decrease with increasing n, |det ∂L| acts less strongly and the (initially small) bias vanishes ( Figure 4B , dark gray dots for ABC simulations and dark gray line for direct evaluation).
Finally, we repeated n-ABC 4000 times for fixed n = m = 5 × 10 3 and calibrated τ is an unbiased estimator for (a, σ 2 ) (see Table 3 and Figure 4C ).
ABC self-assessment
Following Theorems 1-4, accurate Approximate Bayesian Computations can be obtained when the distribution of summary values is appropriately modelled and when the link function is sufficiently regular. Our third aim is to show that these assumptions can be directly verified during ABC run-time. We begin with the statistical model of the summary values. At every n-ABC iteration, the distributional assumptions and the independence of the observed and simulated summary values s 1:n k (x), s 1:m k (y) can be tested. Here, we used the Shapiro-Francia test to assess normality, and tested for non-zero partial autocorrelations to assess independence (Royston, 1993; Box et al., 2011) . The corresponding p-values are stored at every iteration, and after completion of the algorithm their distribution is tested for departures from U(0, 1). If departures are observed, data transformations or alternative univariate test statistics are used to ensure the validity of Theorems 1-4.
Next, consider the K-dimensional link function L : θ → (ρ 1 , . . . , ρ K ). At every ABC iteration, we obtain Monte Carlo estimatesρ k of ρ k (θ) for all k = 1, . . . , K. Using standard estimation techniques (Loader, 1999) , we can reconstruct each of the K dimensions of the link function around the state space that is explored by the ABC routine as long as D is not too large. These local one-dimensional estimatesL k of L k : θ → ρ k are enough to test if the link function is injective around ρ because
Example 6. (Estimating a and σ 2 of a first order moving average model, continued) We illustrate ABC self-assessment routines on the MA(1) example above. We let n = m = 5000 for simplicity, calibrated τ − k , τ + k and considered the non-informative prior π δ as before. First, we only used ν 1 to fit a and σ 2 . The scaled χ 2 -test requires independent and normally distributed summary values, and we tested the validity of both requirements in a pilot n-ABC run. The p-values associated with the test of normality are uniformly distributed whereas the p-values associated with the independence test are not (see Figure 5A -B). We therefore thinned the x t 's and y t 's to time series of the form x 2 ,x 4 ,. . . ,x m , thereby meeting the assumptions of the test (see again Figure 5A -B). Using only ν 1 , the one-dimensional link function L 1 : a, σ 2 → ρ 1 with ρ 1 = ν 1 (a, σ 2 )/ν x1 is not injective and the level set at ρ 1 = 1 
In line with Theorem 3, the ABC fit of the corresponding n-ABC routine based on the scaled χ 2 -test under uniform priors on ρ 1 aligns around L −1 1 (ρ 1 ) (see Figure 5C ), andθ MAP abc is not an unbiased estimate of θ 0 (see Figure 4C ). To assess numerically if L 1 is injective, we obtained a local polynomial regression estimateL 1 of L 1 after the ABC run and computed L −1 1 (ρ 1 ), which is clearly much larger than {θ 0 } (see Figure 5D ).
Finally, we use both ν 1 and ν 2 to fit a and σ 2 . For the TOSZ, independent pairs (x t , x t+1 ), t = 1, . . . , m − 1 are required. Inspection of p-values associated with a test of independence showed that the original time series had to be thinned to (x 1 , x 2 ), (x 4 , x 5 ), . . . . Using both ν 1 and ν 2 , the two-dimensional link function is L 12 : a, σ 2 → ρ 1 , ρ 2 , where ρ 1 is as above and ρ 2 = atanh(ν 2 (a, σ 2 )) − atanh(ν x2 ). This link function is injective. The second level set at ρ 2 = 0 is
so that the intersection of the two level sets is indeed a single point,
. Now, the calibrated n-ABC routine based on the scaled χ 2 -test and the TOSZ aligns around (a x , σ 2 x ). The ABC posterior mode is unbiased as confirmed by averaging over 4000 pseudo data sets x (see Figure 4C) . Again, we reconstructed L 2 and L −1 2 with local polynomial regression (see Figure 5F ). We computed the intersection L −1 1 (ρ 1 ) ∩L −1 2 (ρ 2 ) which was a small ball around θ 0 , indicating numerically that the link function L 12 is injective.
Application to time series dynamics
To illustrate our approach on more complex settings, we finally return to the influenza A (H3N2) time series data in Figure 1 . We fit a two-patch epidemiological compartment model with n-ABC to the simulated and empirical data in Figure 1 . Very briefly, this model describes H3N2's disease dynamics in a population stratified into susceptible (S), infected but not yet infectious (E), infectious (I 1 and I 2 ) and immune (R) individuals across two large spatial areas. The transmission rate β
) is seasonally forced in the sink population that represents the Netherlands (indicated by ↓ ), and only weakly so in the source population (indicated by ) where the virus persists and from where the winter epidemics in the sink population are seeded. All parameters and accompanying prior distributions are described in Table 4 , and the model is easily simulated from Markov ‡ Fixed to Dutch demographic data http://statline.cbs.nl. Number of travellers encompass annual records.
§ Fixed to match influenza A (H3N2)'s estimated generation time ¶ assuming an average lifespan of 60 years, adjusted by net fertility rate in SE Asia * For the simulated data set, these parameters were fixed to the values reported in Figure 1 . transition probabilities derived from the deterministic ordinary differential equations
where is the number of newly infected individuals in the sink population per week. Further details can be found in (Ratmann et al., 2012) .
The statistical challenge is to identify sets of independent summary values per n-ABC iteration, and to model their distribution in terms of summary parameters. This will determine the δ k and T k that are used in the ABC algorithm. The magnitude, variation and correlation in annual attack rates, that is the cumulative incidence per winter season divided by population size in that season, are characteristic features of seasonal H3N2 dynamics. We consider annual attack rates of the ILI time series data (aILI), their first-order differences (fdILI) and independent estimates of annual population-level attack rates in H3N2 seasons (aINC), from which θ = (R 0 , 1/γ, ω) can be estimated (Ratmann et al., 2012) . The aILI of the simulated data are biennial, and those for the empirical data are weakly so (see Figure 1B) . We thus only retained every second summary value, giving n = 8 for aILI, aINC and n = 7 for fdILI. Independence and normality of these summary values could not be rejected for all k. Following pilot studies in which we determined the behaviour of the link function, we decided to estimate the equivalence of the respective simulated and observed population means (µ-aILI, µ-fdILI, µ-aINC). Given that the s 1:n k can be considered iid normal, the TOST for population means was chosen from Table 2 .
First, we re-estimated θ = (R 0 , 1/γ, ω) indirectly via µ-aILI, µ-fdILI and µ-aINC for 100 pseudo data sets x obtained under θ 0 = (3.5, 10, 0.08). Prior densities are given in Table 4 . Anticipating parameter correlations, we used an MCMC sampler instead of the rejection sampler on page 3 (Appendix A.3). Pilot runs over 50.000 MCMC iterations were conducted to identify a suitable MCMC proposal density, verify our indirect modelling assumptions and to reconstruct the link function and level sets. The intersection ∩ 3 k=1L −1 k forms a small ball around θ 0 , indicating that the link function is injective around ρ (Figures 6A,B) . In contrast to previous examples, the TOSTs require specification of the variance σ 2 y of the s 1:m k (y). Since σ 2 y changes across ABC iterations, we need to recalibrate τ
To examine the behaviour of ABC on ρ-space, we predictedρ k =L k (θ) through the reconstructed link functions. Plotting histograms ofρ k for accepted θ suggests that π abc (ρ|x) is very similar to the summary likelihoods and that π ρ has no influence ( Figure 6E ). By contrast, setting m k = n k results in broader ABC approximations ( Figure 6E ). The KL divergence between π(ρ|x) and π abc (ρ|x) is 3 times larger when the m k are not calibrated. Back on the original parameter space, π abc (θ|x) peaks close to θ 0 , and its variance is considerably smaller when the m k are calibrated ( Figure 6F ,G). Other marginal distributions are very similar as summarised in Table 4 for one pseudo data set x. Repeating this ABC procedure over 100 pseudo data sets confirmed thatθ
are unbiased estimators of θ 0 as predicted by Theorem 3 (Table 3) . Next, we estimated θ = (R 0 , 1/γ, ω) with the same n-ABC procedure from the influenza time series data of the Netherlands (Figure 1 ) and from broad estimates of the seasonal population-level attack rates in the Northern Hemisphere of 10-20% (Cox and Subbarao, 2000) . Longitudinal data on population-level attack rates are hard to obtain, and we assumed these are normally distributed with mean 0.175 and standard deviation 0.025, yielding a 95% interval of roughly [12.5%, 22.5%]. Final MCMC trajectories, n-ABC self-assessments and n-ABC inference are illustrated in Figures S2-S5 , and parameter estimates are given in Table 4 . Using standard ABC, we previously estimated mean and 95% credibility intervals of R 0 : 3.03, [1.77, 4.14], 1/γ : 9.8, [6.5, 12 .2] and ω : 0.15, [0.06, 0.26]. These confidence intervals are much broader that those obtained with accurate ABC. Moreover, for 1/γ and ω, previous estimates are outside the 95% credibility intervals in Table 4 , demonstrating that standard ABC estimates can be notably different from those obtained with accurate ABC. Nevertheless, the estimates in Table 4 should not be interpreted at face value since model (25) is known to be a poor description of influenza dynamics (Ratmann et al., 2012) .
Discussion
The behaviour of ABC parameter inference has not been well characterised in the typical setting when the summaries may not be sufficient and the critical regions (i.e. standard ABC tolerances) are c − k < c + k (Beaumont et al., 2002) . This has lead to the notion that ABC is noisy (Fearnhead and Prangle, 2012) . Here, we showed how and when modelling distributions of summary values leads to accurate ABC inferences. Let us recapitulate our results. The summary values s 1:n k are replicate data points on a summary level, and the summary statistics used in standard ABC are typically functions of the s 1:n k . Replication allows us to model the distribution of the s 1:n k 's statistically. Doing so, we construct an auxiliary probability space of summary parameter errors ρ = (ρ 1 , . . . , ρ K T ) that is motivated by the distributions of the observed and simulated ABC data points (i.e. the s 1:n k 's). We showed that if the distributions of summary values are sufficiently regular, then the ABC approximation can be controlled on ρ-space. Although sufficient summary statistics are available on this space, it is essential to calibrate the free ABC parameters appropriately to offset the effect of the tolerances. Note we defined the tolerances τ , τ + k may take place at every ABC iteration and efficient calibration routines are available from https://github.com/olli0601/abc.n. Controlling the ABC approximation on ρ-space, we are left with the a priori unknown link between the constructed ρ-space and the original parameter space of interest. The number K T of summary parameters required is determined by the resulting shape of the link function and in particular, K T should be such that the link function is bijective. The form of the distribution of the summary values -particularly the total number of hidden parameters involved -then determines the total number of summary statistics K S , and generally we have K S ≥ K T . So long as D is not too large, we could reconstruct the link function with regression techniques but faced difficulties to estimate the change of variables from finite differences. The time series example illustrated that this link function can be quite complex. The proposed theory does not restrict the shape of the link function, and this is in our experience why accurate ABC inferences can be obtained in complex scenarios despite the strong regularity conditions on ρ-space. The proposed theoretical framework thus extends concepts of indirect inference (Gouriéroux et al., 1993) to the standard ABC setting (2) or (3). However, no reliance is made on the asymptotic behaviour of indirect estimators as the number of observed summary values increases (n → ∞). Instead, we rely on the power behaviour of particular hypothesis test procedures across infinitely many ABC iterations, and (based on calibrating the τ + ) provisions are made that n-ABC algorithms are not overly sensitive to Monte Carlo error.
The working horse of accurate ABC are univariate classification procedures for which the false positive and true positive ABC acceptance probabilities can be well characterised on an intermediate probability space. We focus on classical equivalence hypothesis tests. Considering that in ABC auxiliary data are repeatedly simulated for given θ, it is natural to embed classical techniques within the ABC framework (Rubin, 1984) . Once the ABC false positives were limited to a small level α, our strategy was to characterise the behaviour of the univariate power functions from the total positivity of the distribution families induced by the T k 's (Karlin, 1968) . We were not always successful in doing so -for example, the conditions of Lemma 3 must (at present) be checked separately. Other approaches that circumvent total positivity may be possible (Brown et al., 1981) . Understanding the univariate power functions analytically then allowed us to adjust the ABC approximation to the summary likelihood on the intermediate ρ-space as desired through calibrations of τ Table 2 allow for this level of mathematical understanding, and we consider them as canonical "building blocks" for accurate ABC inference. Wellek (2003) gives more elementary examples, which emphasises that accurate ABC is not limited to testing the equivalence of population means of normally distributed summary values. Nevertheless, canonical choices may have their limitations. For example, discarding summary values as in the time series application is not optimal and the annual attack rates in Figure 1D are always non-negative. This suggests that testing procedures can and should be tailored to each specific application for more efficient statistical computing. Further developments towards nonparametric testing procedures or even Bayesian alternatives would provide useful extensions for accurate ABC (Munk and Czado, 1998; Wellek, 2003) .
Theorem 1 shows how sufficiently regular multivariate testing procedures can be easily constructed from disparate univariate tests. We can combine the various univariate building blocks in Table 2 in a flexible manner across different distributional assumptions on the summary values and different target parameters, so long as the associated tests are conditionally independent. No downwards adjustment on the level of the individual tests is necessary to obtain a multivariate level-α equivalence test statistic. The common Mahalanobis approach is limited to testing population means of summary values, and the main practical difficulty is to estimate the required K T × K T dimensional covariance matrix for every θ and small n. These drawbacks prompted us to formulate Theorem 1 under our assumption (9). Nevertheless, the multivariate power function of the Mahalanobis approach can be characterised (Wellek, 2003, p221ff) , although this test is not exactly level-α (Anderson and Hauck, 1983) .
Clearly, the proposed testing approach for accurate ABC is restricted to using ABC kernel functions of the form (2) or (3). We do not view this restriction to be particularly limiting. It has been repeatedly suggested that the choice of the tolerances is more critical to the ABC approximation than the form of the ABC kernel, and our results point in the same direction. That said, it may be possible to link classification procedures more generally to a variety of ABC kernels when these are interpreted as loss functions.
In standard ABC, the choice of the free ABC parameters and the c − k , c + k in particular reflect in part numerical concerns. While the particular specifications of the test statistics and the calibrations guarantee accurate ABC inference, all these ABC parameters are no longer available to tune Monte Carlo algorithms. In our experience, traditional Monte Carlo techniques for improving convergence and mixing (Gilks et al., 1996; Doucet et al., 2001) need more carefully exploited for accurate ABC than for standard ABC. Adding to this numerical challenge, our approach requires m > 1 iid summary values, and these may not always be possible to compute from a single data set y. In principe, m > 1 is always possible to obtain through repeat data simulations y 1 , . . . , y m in line 3 of n-ABC, albeit at increasing computational cost. When replicate data points on a summary level can be computed from a single data set, accurate ABC is not considerably more computationally expensive than standard ABC, and the main additional cost arises when the calibrated m k are considerably larger than n.
The basis for accurate ABC is to first identify summary values, and then to model their distribution appropriately. Here, we considered summary values that can be modelled with elementary statistical distributions. In other cases, summary values might be described as outcomes of analytically tractable processes such as the coalescent or diffusions (Hudson, 1991; Kutoyants, 2003) . It would be useful to extend our results to these situations, and such extensions could rest on the large sample theory for equivalence tests (Lehmann and Romano, 2005) . The underlying common feature of either of these modelling approaches is that models of summary values are thought to describe stable and characteristic features extracted from high-dimensional data (Wood, 2010) . For example, the time series in Figure 1A is not stationary, but the series of every second annual attack rate in Figure 1B can be considered to be approximately stationary, and it seems reasonable to test for the equivalence of the underlying population means. Once the distribution of the summary values are appropriately modelled, the technical testing machinery follows automatically and a complete understanding thereof is not required for practitioners. This highlights the importance of understanding the data on a summary level and places statistical analyses of summary values at the heart of accurate ABC. In conclusion, we hope to have offered a technically new and insightful perspective on ABC, demonstrating in particular that ABC can be as accurate as Bayesian computations for which the likelihood is known. y ) and their Z-transformations z x , z y , using z(r) = atanh(r), which are approximately normal with mean x , y and variance 1/(ñ − 3) (Hotelling, 1953) . Letˆ x = z x , which is a slightly biased estimate of x (Hotelling, 1953) . We reject the TOSZ
when simultaneously T + < u α and T − > u 1−α , where u α is the lower 100α percentile of a standard Normal. Since the one-sided tests are both approximately size α, the TOSZ is also approximately size-α (Berger and Hsu, 1996) . It is centred at ρ = 0 when τ − = −τ + . Under the normal approximation, the power of the TOSZ is in this case
A.2. Proofs
Recall that P x (R|ρ) and P θ,x (R) are defined in (8) and (18), and consider the partial link functions L θν : θ → ν and L ν k ρ k : ν k → ρ k . All summary parameters ν k are compared independently of each other, and each ν k may be a complicated function of the original θ. Throughout, we suppose that L θν and L ν k ρ k are bijective. Denote the concatenation of L ν k ρ k by L νρ . We suppose that (9) holds for all R k including c
Proof of Theorem 1: (i) Berger and Hsu (1996) noted that for every ρ ∈ H 0 , there is a k in 1, . . . , K such that ρ ∈ H 0k and therefore
(ii) Under the additional assumptions, Berger and Hsu (1996) noted that
(iii) Under the additional assumptions, Theorem A.1.5(iii) in (Wellek, 2003) shows that for each k, P x (R k |ρ k ) has a unique mode at ρ
and decreases monotonically in either direction from ρ max k . Since the R k are conditionally independent given ρ,
and the claim follows.
2
Proof of Lemma 2: Let τ
for someτ > 0 and considerc
We first show that the image of the ABC-acceptance region under H is symmetric around zero for this choice of τ
By the assumed symmetry,
it follows from the assumptions on h and H that (A1) is monotonically in-and decreasing on (−∞,ρ
is symmetric around 0, and hence the maximum must be attained atρ
Proof of Lemma 3: The function τ Proof of Lemma 4: In view of Lemma 3, we only need to show that power increases/decreases as equivalence regions increase/decrease. Consider two tests φ 1 (y) = 1{c Let ψ(y) = φ 2 (y) − φ 1 (y). By Lemmas 3.7.1 and 3.4.2(iv) in (Lehmann and Romano, 2005) , ψ = 0 and E ρ ψ(y) > 0 for all ρ > τ − . Consider now φ 3 (y) = 1{c is the mode of the univariate ρ k → P x (R k |ρ k ), and decreases monotonically in each direction away from ρ max . For calibrated τ − k , argmax ρ P x (R|ρ) is therefore at ρ = (ρ k ) k=1:K and hence argmax θ P θ,x (R) is at L −1 (ρ ) as long as L is injective.
Consider now the MLE of (x|ν) =
(ii) We assume that π ρ does not change the location of the modes of P x (R|ρ) and of (x|ρ), so the modes of π abc (ρ|x) ∝ P x (R|ρ)π ρ (ρ) and π(ρ|x) ∝ (x|ρ)π ρ (ρ) are ρ . We have π abc (θ|x) = π abc (L(θ)|x)|∂L(θ)|. Since |∂L(θ)| − |∂L(θ )| grows slower than P x (R|ρ) decays around ρ , the mode of π abc (θ|x) is L −1 (ρ ). If the distribution family induced by T k does not contain hidden parameters, the power of the test is broader than (s k |ρ k ), so that (s k |ρ k ) also controls the change of variables. If the distribution family induced by T k contains hidden parameters, the power of the test is assumed to control the change of variables for all hidden parameters and therefore (s k |ρ k ) also controls the change of variables by the same argument. Hence, argmax θ π(θ|x) is L −1 (ρ ). We suppose that f abc (ρ k ; n) is broader than f (ρ k ) and non-zero, and that f (ρ k ) is not degenerate. We first show that κ(m) increases as m increases. Since T k is consistent, we have for fixed τ − , τ + that P x (R k (m + 1)|ρ k ) is larger than P x (R k (m)|ρ k ) for all ρ k . This implies by Lemma 4 that the calibrated [τ (Lehmann and Romano, 2005) , it follows that E ρ k ψ(y) < 0 for all ρ k = ρ k . This implies that f abc (ρ k ; m + 1) is tighter than f abc (ρ k ; m) and that there is m u such that κ(m u ) > 0. If κ(n) > 0, then m k is found. Else, there is m k between n and m u that minimises |κ(m)| and this m k can be found with a binary search algorithm.
Proof of Theorem 4: Since the prior densities π(ρ k ) are assumed flat, we have for all k that KL(π(ρ k |x)||π abc (ρ k |x)) = |κ(m k )| = ε k . Under the assumptions of Theorem 1(iii), we have P x (R|ρ) = K k=1 P x (R k |ρ k ) and similarly for (x|ρ) so that KL(π(ρ|x)||π abc (ρ|x)) = K k=1 ε k . Since the Kullback-Leibler divergence is invariant under parameter transformations, the claim follows. 
and otherwise stay at (θ, x). Return to n-MCMC-ABC1.
Throughout, we used a Gaussian proposal kernel. Annealing procedures were added to the covariance matrix of the Gaussian proposal kernel and the tolerances τ The lower bound on the probability of correctly rejecting a level-α equivalence test statistic is plotted as a function of the ABC acceptance probability.
A B Fig. S2 . ABC inference on the influenza A (H3N2) data from the NetherlandsLink function. n-ABC summary values are described in the main text, modelled trough Gaussian distributions (Figure 1 ) and therefore TOST procedures were used (Table 2) . Four MCMC chains were run under annealing for 50.000 iterations, and τ − k , τ + k , m k were recalibrated at every iteration. At every iteration, unbiased estimates of ρ were computed to reconstruct the link function, and to see if it is bijective. (A) The reconstructed level set of µ-aILI (black) is almost a hyperplane that is cut orthogonally by two sheets that form the level set of µ-fdILI (blue). Both level sets are very similar to those for simulated data. (B) The resulting lines (black) intersect with the level set of µ-aINC (blue) along a stretch of R0 values and at a second point. This suggests that ABC inference may align around a stretch of (R0, 1/γ) values and that a single best estimate is not identifiable. trajectories. An MCMC n-ABC procedure was set up and run for estimating θ = (R0, 1/γ, ω) from Dutch influenza A (H3N2) data as described in Figure S2 and the main text. MCMC trajectories of these p-values are plotted for (A) µ-aILI, (B) µ-fdILI and (C) µ-aINC during the first 15.000 MCMC iterations. Normality cannot be rejected for these summary values. Fig. S4 . ABC inference on the influenza A (H3N2) data from the Netherlands -θ trajectories. An MCMC n-ABC procedure was set up and run for estimating θ = (R0, 1/γ, ω) from Dutch influenza A (H3N2) data as described in Figure S2 and the main text. MCMC trajectories of the accepted model parameters are plotted for (A) R0, (B) 1/γ and (C) ω during the first 15.000 MCMC iterations. ABC inference on the influenza A (H3N2) data from the Netherlands -2D parameter estimates. An MCMC n-ABC procedure was set up and run for estimating θ = (R0, 1/γ, ω) from Dutch influenza A (H3N2) data as described in Figure S2 and the main text. The first 3000 iterations were discarded and 2D (average shifted) histograms were reconstructed from the pooled MCMC chains for (A) (R0, 1/γ) and (B) (1/γ, ω). As suggested by the reconstructed level sets in Figure S2 , the estimated ABC posterior density aligns around a line of (R0, 1/γ) values. Considering the distribution of ω, there is no clear mode in the ABC approximation.
