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Dedico este trabalho à minha família, especial-
mente à minha mãe.
Resumo
Nesta dissertação, baseada em um artigo de Juan A. Aledo, José M. Espinar e José A.
Gálvez, apresentamos estimativas de altura ótimas para superfícies em S2 × R e H2 × R
com curvatura Gaussiana K(I) constante e curvatura extrínseca positiva, caracterizando
os casos extremos como superfícies de revolução. Além disso, apresentamos uma fórmula
de representação para superfícies com curvatura Gaussiana constante em tais espaços
ambientes, dando especial atenção aos casos de K(I) = 1 em S2 × R e K(I) = −1 em
H2 × R.
Palavras-chaves: superfícies com curvatura constante, espaços produto, estimativas de
altura, fórmula de representação.
Abstract
In this master thesis, based on a paper of Juan A. Aledo, José M. Espinar and José
A. Gálvez, we present optimal height estimates for surfaces in S2 × R and H2 × R with
constant Gaussian curvature K(I) and positive extrinsic curvature, characterizing the
extreme cases as the revolution ones. Moreover, we present a representation formula for
surfaces with constant Gaussian curvature in such ambient spaces, with special attention
to the cases of K(I) = 1 in S2 × R and K(I) = −1 in H2 × R.
Keywords: surfaces with constant curvature, product spaces, height estimates, representa-
tion formula.
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1Introdução
Neste trabalho vamos lidar com superfícies de curvatura Gaussiana constante
nos espaços ambientes S2 × R e H2 × R. Estes dois espaços ambientes são chamados de
espaços produto, que são variedades tridimensionais dadas pelo produto de uma superfície
Riemanniana (S2 ou H2) com a reta real R. Estes espaços estão sendo muito estudados.
Citamos, como exemplos, [2] onde são estudadas superfícies completas; em [4] são dadas
condições necessárias e suficientes para que uma variedade Riemanniana n-dimensional
seja isometricamente imersa nos espaços produto mais gerais Sn × R e Hn × R.
Na maior parte deste trabalho, não precisaremos distinguir explicitamente
entre S2 × R e H2 × R, assim usaremos a notação usual M2(ε)× R, com ε = 1,−1, onde
M2(1) = S2 e M2(−1) = H2. Vamos considerar S2 × R como uma hipersuperfície do
espaço Euclidiano usual R4 e H2 × R como uma subvariedade Riemanniana do espaço de
Lorentz L4. Sejam Σ uma superfície Riemanniana e ψ : Σ → M2(ε) × R uma imersão.
Chamaremos de função altura h a quarta coordenada de tal imersão, e de função ângulo ν
a quarta coordenada do campo normal unitário N .
A referência principal que utilizamos é o artigo [1]. Os dois temas principais
deste artigo são estimativas de altura e representação para superfícies de curvatura
Gaussiana constante. A estimativa de altura estabelece uma cota máxima ótima para a
altura medida sobre um conjunto Ω ⊂ M2(ε). Veremos também que tal cota é atingida
se, e somente se, ψ é um hemisfério de uma superfície completa de rotação. Lidaremos
somente com superfícies de curvatura Gaussiana constante, mas resultados semelhantes
foram encontrados pelos mesmos autores para superfícies de curvatura média positiva
constante no artigo [3].
O teorema de representação nos permite escrever, para superfícies transversas,
os coeficientes da primeira e segunda formas fundamentais em termos da função altura h, ν
e da curvatura Gaussiana K(I), suposta constante. Reciprocamente, se K(I) é constante
e as funções h e ν satisfazem algumas condições, então existe uma única imersão, a menos
de isometria do espaço ambiente, cujos coeficientes de sua primeira e segunda forma
fundamentais são dados em termos de h, ν e K(I). Assim, teoremas de representação
2são importantes ferramentas, pois permitem garantir a existência de imersões e também
conhecer as expressões para suas primeira e segunda formas fundamentais. Como exemplo
de utilização de representação, citamos [8], no qual os autores utilizaram teoremas deste
tipo para classificar superfícies helicoidais planas no espaço hiperbólico H3.
A presente dissertação está dividida em cinco capítulos da seguinte forma:
O capítulo 1 é reservado para revisão de alguns conceitos básicos de geome-
tria Riemanniana, fixar a notação utilizada ao longo do texto, introdução de algumas
parametrizações especiais, dedução das equações fundamentais de uma imersão isométrica
(equações de Gauss, Ricci e Codazzi) e também para recordar o Princípio do Máximo de
Hopf.
No capítulo 2, discorremos sobre os espaços produto S2 × R e H2 × R. Aqui
damos a definição, vemos algumas propriedades e deduzimos as equações de compatibilidade
em tais espaços.
O capítulo 3 iniciamos com a introdução de uma forma quadrática. Damos
dois exemplos de superfícies completas. No primeiro teorema deste capítulo vemos que se
tal forma quadrática é identicamente nula, então a superfície deve ser uma parte de uma
superfície de revolução. E o segundo teorema deste capítulo estabelece a estimativa de
altura.
No capítulo 4, dividido em duas seções, temos o teorema da representação.
Na primeira seção são consideradas superfícies com curvatura extrínseca positiva, e na
segunda seção, superfícies com curvatura extrínseca negativa. Damos especial atenção
ao caso em que K(I) = 1 em S2 × R e K(I) = −1 em H2 × R. Nestes casos, uma
das condições de integrabilidade torna-se a clássica equação sinh-Gordon elíptica e a
sinh-Gordon hiperbólica, respectivamente.
No capítulo 5, em sua primeira seção, fizemos um resumo dos principais resul-
tados apresentados nesta dissertação. Na segunda seção, apresentamos alguns resultados
em cuja demonstração são utilizados estimativas de altura e representação semelhantes
aos que foram estudados neste trabalho. Fizemos isto com o intuito de demonstrar a
relevância dos temas que aqui foram abordados.
Ao longo deste trabalho, iremos supor que a diferenciabilidade a que nos
referimos é sempre C∞.
31 Preliminares
Neste capítulo, vamos introduzir alguns conceitos básicos, fixar a notação
utilizada, enunciar alguns resultados, bem como apresentar algumas equações fundamentais
para uma imersão isométrica que serão utilizadas em todo o trabalho.
1.1 Pares fundamentais
Neste trabalho, usaremos o termo superfície para nos referir a uma variedade
diferenciável orientável de dimensão 2. Dada uma superfície Σ, denotaremos por
• X (Σ) o conjunto de campos de vetores diferenciáveis em Σ e por C∞(Σ) o conjunto
das funções reais diferenciáveis em Σ.
• [ , ] o colchete de Lie de campos.
• Λr(Σ) o conjunto de aplicações diferenciáveis de produto cartesiano de X (Σ) r vezes
em X (Σ), isto é
T : X (Σ)× · · · × X (Σ)→ X (Σ).
• τ r(Σ) o subconjunto de aplicações de Λr que são C∞(Σ)− multilineares.
• Q(Σ) o conjunto de formas bilineares simétricas sobre Σ, que identificaremos com
suas formas quadráticas associadas. M(Σ) ⊂ Q(Σ) ao subconjunto formada por
aquelas que definem uma métrica Riemanniana R(Σ) ou Lorentziana L(Σ) sobre Σ,
isto é,M(Σ) ≡ R(Σ) ∪ L(Σ).
Uma forma bilinear em Σ é uma aplicação
T : X (Σ)×X (Σ)→ C∞(Σ)
tal que
(i) T (fX, Y ) = fT (X, Y ) = T (X, fY ) para quaisquer X, Y ∈ X (Σ), f ∈ C∞(Σ);
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(ii) T (X+Y, Z) = T (X,Z)+T (Y, Z) e T (X, Y +Z) = T (X, Y )+T (X,Z) para quaisquer
X, Y, Z ∈ X (Σ).
A propriedade (i) implica que o valor de T (X, Y ) em p ∈ Σ depende apenas dos
valores de X e Y em p. Assim, para cada p ∈ Σ, a forma bilinear T define uma aplicação
bilinear
Tp : TpΣ× TpΣ→ R,
em que TpΣ denota o plano tangente a Σ em p.
Diz-se que a forma bilinear T é simétrica se T (X, Y ) = T (Y,X) para quaisquer
X, Y ∈ X (Σ). Equivalentemente, T é simétrica se Tp é uma aplicação bilinear simétrica
para todo p ∈ Σ. Se, além disso, para cada p ∈ Σ a aplicação bilinear Tp é positiva definida,
isto é, Tp(Xp, Xp) > 0 para qualquer Xp ∈ TpΣ, então T é uma métrica Riemanniana em
Σ.
Se T é uma forma bilinear simétrica em Σ, sua forma quadrática associada é a
aplicação
Tˆ : X (Σ)→ C∞(Σ),
dada por Tˆ (X) = T (X,X) para qualquer X ∈ X (Σ). Em geral, usamos o mesmo símbolo
para representar uma forma bilinear simétrica e sua forma quadrática associada.
Vejamos como se exprime uma forma bilinear simétrica em uma superfície Σ















1, se i = j0, se i 6= j
Então, para cada p ∈ x(U), as aplicações bilineares {dxi ⊗ dxj | i, j = 1, 2} formam uma
base do espaço de aplicações bilineares {α : TpΣ × TpΣ → R}. Portanto, toda forma
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, 1 ≤ i, j ≤ 2, são funções reais diferenciáveis em x(U). Em
particular se T é simétrica, sua forma quadrática associada (denotada com o mesmo
símbolo T ) se exprime em x(U) por
T = Edx21 + 2Fdx1dx2 +Gdx
2
2, (1.1)
em que E = T11, F = T12 = T21 e G = T22.
Definição 1.1. A um par
(I, II) ∈ R(Σ)×Q ≡ P(Σ)
chamaremos par fundamental sobre Σ. Ao conjunto P(Σ) chamaremos conjunto de pares
fundamentais.
Ao par fundamental (I, II) está associado S : X (Σ)→ X (Σ) chamado operador
forma de (I, II), dado por
II(X, Y ) = I(SX, Y ).
Reciprocamente, dada uma forma quadrática II sobre a superfície, podemos
definir S associada a II como o único endomorfismo S que satisfaz
II(X, Y ) = I(SX, Y ).
Escrevendo
I = Edx2 + 2Fdxdy +Gdy2, (1.2)
II = edx2 + 2fdxdy + gdy2, (1.3)
definimos
H = H(I, II) =
1
2
Eg − 2fF +Ge
EG− F 2 , (1.4)
K = K(I, II) =
eg − f 2
EG− F 2 (1.5)
as curvaturas média e extrínseca, respectivamente, do par (I, II).
A partir da definição anterior, definimos as curvaturas principais do par como
sendo
k1 = H +
√
H2 −K,
k2 = H −
√
H2 −K.
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De onde observamos que denotamos k1 como a curvatura principal maior. Além disso,
denotaremos por a a curvatura assimétrica, isto é,




Diremos que o par (I, II) é umbílico em p ∈ Σ se II é proporcional a I, isto é
II(p) = λ(p)I(p), ou equivalentemente, as curvaturas principais coincidem nesse ponto.
No que se segue denotaremos por U(I,II) o conjunto de pontos umbílicos de Σ associados a
(I, II) e se não houver confusão somente escreveremos U . Claramente tal conjunto é um
fechado da superfície e ainda Σ′ =
(
Σ \ U(I,II)
) ∪ int (U(I,II)) é um conjunto denso em Σ.
Sabe-se que todo endomorfismo autoadjunto S é diagonalizável quando I é
Riemanniana, isto é, dado um ponto p ∈ Σ, existe uma base ortonormal do espaço tangente
{e1, e2} ∈ TpS tal que
S(ei) = ki(p)ei, i = 1, 2,
isto é, os autovalores, ki de S são as curvaturas principais do par. Logo, a curvatura
média (respectivamente curvatura extrínseca) do par é metade do traço (respectivamente









os campos coordenados associados a parametri-


































1.1 Pares fundamentais 7
são os coeficientes da conexão ∇ em U associados aos parâmetros (x, y), chamados símbolos
de Christoffel associados a métrica I, e veem dados por
Γ111 =
1
2(EG− F 2)(GEx − 2FFx + FEy), (1.6)
Γ211 = −
1
2(EG− F 2)(EEy − 2EFx + FEx), (1.7)
Γ112 =
1
2(EG− F 2)(GEy − FGx), (1.8)
Γ212 =
1
2(EG− F 2)(EGx − FEy), (1.9)
Γ122 = −
1
2(EG− F 2)(GGx − 2GFy + FGy), (1.10)
Γ222 =
1
2(EG− F 2)(EGy − 2FFy + FGx) (1.11)
que podem ser calculados facilmente a partir de (1.2).
Seja f : Σ → R uma aplicação diferenciável. O gradiente da aplicação f é
uma aplicação diferenciável grad f : Σ→ X (Σ) que associa a cada ponto p ∈ Σ um vetor
grad f(p) ∈ TpΣ tal que
dfp(v) = I(grad f(p), v), ∀ v ∈ TpΣ.
Se




EG− F 2 ∂u +
Efv − Ffu
EG− F 2 ∂v
(veja [7], Exercício 14, pág. 120).
Seja u : (M, g) → (N, h) uma aplicação diferenciável entre as variedades
Riemannianas M e N , de dimensões m e n, respectivamente. Sejam (xi) e (yα) sistemas de
coordenadas locais emM eN , respectivamente. Com essas coordenadas locais, expressamos
a aplicação u por
u(x) =
(




















= 0, 1 ≤ α ≤ n, (1.12)
















é o Laplaciano de u em M , gij é a matriz inversa de gij, e Γkij e Γ
′a
βγ representam os
coeficiente da conexão de Levi-Civita em M e N , respectivamente.
Agora, considere em






onde F é uma função positiva diferenciável. Escreveremos gij = F 2gij para indicar a matriz
inversa de gij, e façamos lnF = f . Indicaremos
∂
∂xj
f = fj. Então podemos concluir que
(veja cap. 8 de [5]):
Γkij = 0, Γ
i
ij = −fj, Γjii = fj, Γjij, Γiii = −fi. (1.13)
Sejam (M, g) e (N, h) 2-variedades Riemannianas orientáveis. Sejam (x1, x2) e
(y1, y2) coordenadas isotérmicas em M e N , respectivamente, por meio das quais, g e h










= ρ2dvdv¯, ρ > 0,
onde w = x1 + ix2 e v = y1 + iy2. Nessas condições, devido à (1.13), o sistema (1.12)


















= 0, para α = 1, 2.
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1.1.1 Complexificação de uma forma quadrática
Uma ferramenta que usaremos com grande frequência é a análise complexa.
Dito isto, recordemos como introduzir a variável complexa em uma superfície. Chamaremos
fibrado tangente complexificado de TΣ o fibrado
TCΣ = {X + iY : X, Y ∈ X (S)}.
Pode-se provar que se {X, Y } é uma base de TΣ, então {X, iX, Y, iY } é base de
TCΣ como fibrado real, e {X + iY,X − iY } é base como fibrado complexo. Em particular,
dada uma parametrização (x, y) em um aberto U de Σ, se considerarmos o parâmetro


































é uma base local para TCΣ.
Além disso, podemos definir as 1-formas complexas locais
dz = dx+ idy,
dz = dx− idy,








. Assim, trabalharemos indistintamente com uma
parametrização (x, y) ou um parâmetro complexo z = x+iy. Portanto, podemos reescrever
I = pdz2 + 2λ|dz|2 + pdz2, (1.15)
II = qdz2 + 2ρ|dz|2 + qdz2. (1.16)
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Podemos assim comprovar com um cálculo direto de (1.4) e (1.5) que
H = H(I, II) =
pq − 2λρ+ pq
2(|p|2 − λ2) , (1.21)
K = K(I, II) =
|q|2 − ρ2
|p|2 − λ2 . (1.22)


































sendo CΓkij os símbolos de Christoffel da conexão associados a parametrização (z, z).
Vejamos como se relacionam os símbolos de Christoffel Γkij associados a parame-







































(Γ111 − 2iΓ112 − Γ122)
∂
∂x
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Além disso, um cálculo direto, substituindo as equações (1.17) e (1.18), nas
expressões (1.6) - (1.11), obtemos que
CΓ111 =
1
2(|p|2 − λ2)(ppz − 2λλz + λpz), (1.32)
CΓ211 = −
1
2(|p|2 − λ2)(ppz − 2pλz + λpz), (1.33)
CΓ112 =
1
2(|p|2 − λ2)(ppz − λpz), (1.34)
CΓ212 =
1
2(|p|2 − λ2)(ppz − λpz), (1.35)
CΓ122 = −
1
2(|p|2 − λ2)(p pz − 2pλz + λpz), (1.36)
CΓ222 =
1
2(|p|2 − λ2)(ppz − 2λλz + λpz). (1.37)
O superíndice C se refere claramente a parametrização (z, z), do qual prescin-
diremos sempre e quando não existir confusão.
1.1.2 Curvatura
Um elemento de muita importância associado com a conexão ∇ é o tensor de
curvatura R, que é uma aplicação trilinear dado por
R(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z, X, Y, Z ∈ X (Σ) (1.38)
que mede o quanto deixa a métrica de ser plana, isto é, tem curvatura zero (espaço
Euclidiano). É um cálculo direto demonstrar que R é linear em todas as suas variáveis e
antisimétrica em suas duas primeiras variáveis.




‖Xp ∧ Yp‖ , p ∈ S, (1.39)
onde Xp, Yp ∈ TpS são linearmente independentes e
‖Xp ∧ Yp‖ =
√
‖Xp‖2‖Yp‖2 − 〈Xp, Yp〉2.
Notemos ainda que a definição de K(I) não depende dos vetores escolhidos,
mas exclusivamente do ponto onde estamos trabalhando. Além disso, um fato bastante
1.2 O tensor de Codazzi 12
conhecido é que K(I) determina completamente a curvatura R, quando estamos em
superfícies, mediante a identidade
R(X, Y )Z = K(I)
( 〈X,Z〉Y − 〈Y, Z〉X). (1.40)
Nos referiremos a K(I) como a curvatura intrínseca ou curvatura de Gauss, quando
estivermos trabalhando com superfícies.
Vamos escrever o tensor de curvatura e a curvatura intrínseca em um sistema































































































Além disso, usando (1.17) - (1.20) e (1.26) - (1.31), de forma análoga, podemos








((CΓ211)z − (CΓ212)z + CΓ111CΓ212 + CΓ211CΓ222 − CΓ112CΓ211 − CΓ212CΓ212).
(1.42)
1.2 O tensor de Codazzi
De forma intuitiva podemos dizer que, dada uma superfície Σ ⊂ R3, a geometria
intrínseca é aquela que depende da métrica e a extrínseca do endomorfismo de Weingarten
S. Assim como o tensor curvatura R mede o quanto deixa a métrica de ser plana, veremos
como podemos associar de forma natural um tensor ao operador S.
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Definição 1.2. Definimos o tensor de Codazzi associado a S como a aplicação TS ∈ Λ2(S)
dada por
TS(X, Y ) = ∇XSY −∇Y SX − S[X, Y ], X, Y ∈ X (Σ).
Vejamos algumas propriedades do Tensor de Codazzi que seguem diretamente
da definição.
Proposição 1.1.
Seja 〈, 〉 ∈ R(Σ). Então
1. TS é antisimétrico para qualquer S ∈ S(Σ, 〈, 〉).
2. TS ∈ τ 2(Σ). Ainda a aplicação
T : S(Σ, 〈, 〉) −→ τ 2(Σ)
S 7−→ TS
é uma aplicação R−linear. De fato, satisfaz
TfS(X, Y ) = fTS(X, Y ) +X(f)SY − Y (f)SX, X, Y ∈ X (Σ), f ∈ C∞(Σ). (1.43)
Demonstração. A antisimetria é imediata devido a antisimetria do colchete de Lie. A
linearidade com respeito a campos também é imediata devido a linearidade de S e do
colchete de Lie. Vejamos como se comporta com respeito a funções f ∈ C∞(Σ).
TS(fX, Y ) = ∇fXSY −∇Y S(fX)− S[fX, Y ]
= f∇XSY − Y (f)SX − f∇Y SX − S
(
f [X, Y ]− Y (f)X)
= f
(∇XSY −∇Y SX − S[X, Y ])
= fTS(X, Y ).
Logo TS ∈ τ 2(Σ).
Além disso, observamos que
TfS(X, Y ) = ∇XfSY −∇Y fSX − fS[X, Y ]
= fTS(X, Y ) +X(f)SY − Y (f)SX.
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Notemos que (1.43) nos permite estender o Tensor de Codazzi a funções do
seguinte modo: tomemos f ∈ C∞(Σ) e consideremos S = fId ∈ S(Σ, 〈, 〉). Então, como
∇ é livre de torção e TId = 0, temos que
Tf (X, Y ) = X(f)Y − Y (f)X
A motivação da definição deste tensor surge da teoria de superfícies em formas
espaciais. Neste caso, se temos uma superfície Σ ⊂ R3, sabe-se que o operador de
Weingarten de tais superfícies satisfaz a equação de Codazzi, isto é,
∇XSY −∇Y SX − S[X, Y ] = 0, X, Y ∈ X (Σ),
ou equivalentemente, pela definição anterior,
TS(X, Y ) = 0, X, Y ∈ X (Σ).
Logo, de forma natural, definimos, seguindo a notação empregada
Definição 1.3. Seja (〈, 〉 , S) ∈ P(Σ). Então diremos que S é de Codazzi com respeito a
〈, 〉 (ou que (〈, 〉 , S) é de Codazzi) se
TS(X, Y ) = 0, X, Y ∈ X (Σ).
Além disso, denotaremos por C(Σ) ⊂ P(Σ), chamado conjunto de Pares de
Codazzi, ao subconjunto de pares fundamentais cujo endomorfismo autoadjunto é de
Codazzi.
O Tensor de Codazzi, de forma intuitiva, mede o quanto deixa um par funda-
mental de ser de Codazzi.




Vejamos como ficam as equações anteriores quando trabalhamos numa vizi-
nhança coordenada. Dados (x, y) parâmetros locais sobre U ⊂ Σ e usando as propriedades
vistas do Tensor de Codazzi, é suficiente conhecer como atua TS sobre os campos funda-
mentais {∂x, ∂y}. Assim, dado (〈, 〉 , S) ∈ P(Σ) temos
TS(∂x, ∂y) = a∂x + b∂y
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para certos a, b ∈ C∞(U). Logo de (1.2) e (1.3)
〈TS(∂x, ∂y), ∂x〉 =
〈∇∂xS∂y −∇∂yS∂x, ∂x〉











〉− ex + 〈S∂x,Γ112∂x + Γ212∂y〉
= fx − ey + eΓ112 + f(Γ212 − Γ111)− gΓ211.
De forma análoga
〈TS(∂x, ∂y), ∂y〉 = gx − fy + eΓ122 + f(Γ222 − Γ112)− gΓ212.
Isto é, para parâmetros locais quaisquer (x, y) em que o par fundamental (I, II)
vem dado por (1.2) e (1.3) se verifica
〈TS(∂x, ∂y), ∂y〉 = gx − fy + eΓ122 + f(Γ222 − Γ112)− gΓ212, (1.44)
〈TS(∂x, ∂y), ∂x〉 = fx − ey + eΓ112 + f(Γ212 − Γ111)− gΓ211. (1.45)
Consequentemente, S ∈ S(Σ, 〈, 〉) é de Codazzi se, e somente se, as equações
(1.44) e (1.45) são identicamente nulas. Estas equações são conhecidas como as equações
de Codazzi.
De forma análoga, podemos reescrever as equações anteriores usando um
parâmetro local complexo z = x + iy, em que o par fundamental (I, II) vem dado por
(1.15) e (1.16). Desta forma
〈TS(∂z, ∂z), ∂z〉 = qz − ρz + qCΓ122 + ρ
(CΓ222 − CΓ112)− qCΓ212, (1.46)
〈TS(∂z, ∂z), ∂z〉 = −qz + ρz + qCΓ112 + ρ
(CΓ212 − CΓ111)− qCΓ211. (1.47)
Exemplo 1.1. Alguns pares de Codazzi surgem de forma natural no estudo de superfícies.
Por exemplo, a primeira e segunda formas fundamentais de uma superfície isometricamente
imersa em uma forma espacial tridimensional constitui um par de Codazzi. O mesmo
ocorre para superfícies tipo espaço em uma forma espacial Lorentziana tridimensional.
Mais geralmente, se uma superfície é imersa em uma forma espacial n-dimensional (semi-
Riemanniana) e possui um campo unitário normal N , então a métrica induzida e sua
segunda forma fundamental associada com N constitui um par de Codazzi.
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1.3 Parametrizações especiais
Sobre uma superfície podemos obter uma série de parametrizações especiais onde
é mais fácil trabalhar. Dentre elas estão as parametrizações por parâmetros isotérmicos,
duplamente ortogonais e os assintóticos. Assim, o que faremos agora é particularizar as
equações anteriores para um par fundamental (I, II) para estes tipos de parametrizações.
Observe que as equações a seguir são válidas para superfícies.
1.3.1 Parâmetros isotérmicos
Uma parametrização (s, t), com a orientação induzida da superfície em uma
vizinhança U ⊂ Σ, é dita isotérmica se para uma métrica Riemanniana I dada por (1.2)
se verifica
E = G > 0 e F = 0,
ou visto no parâmetro complexo z = s+ it, chamada parâmetro conforme, se para uma
métrica Riemanniana I. dada por (1.15), verifica-se
p = 0.
Sabe-se que tais parâmetros sempre existem localmente para qualquer métrica
Riemanniana e que podemos recobrir a variedade com este tipo de vizinhanças coordenadas.
Ainda, a mudança de carta entre vizinhanças isotérmicas positivamente orientadas é
holomorfa e portanto podemos ver Σ como uma superfície de Riemann.
Quando trabalharmos com parâmetros isotérmicos, sempre o faremos usando o
parâmetro complexo associado z, por isso veremos as equações para esta parametrização.
Proposição 1.2.
Seja (I, II) ∈ P(Σ) e z um parâmetro conforme para I. Então
I = 2λ|dz|2, (1.48)
II = qdz2 + 2Hλ|dz|2 + qdz¯2 (1.49)
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e se verificam as seguintes equações












Γ211 = 0, (1.53)
Γ112 = 0, (1.54)
TS(∂z, ∂z¯) = TH(∂z, ∂z¯) +
1
λ
(q¯z∂z + qz¯∂z¯), (1.55)




Demonstração. Já que z é um parâmetro conforme para I, temos que p = 0 e, portanto,
de (1.21), a curvatura média do par (I, II) é dada por H =
ρ
λ
. Assim, ρ = Hλ. De onde
obtemos (1.48) e (1.49) imediatamente.
Seja S o operador associado a II. Vejamos como atua S sobre campos; em
particular, somente necessitamos conhecer como atua sobre o campo ∂z. Se tomarmos
S∂z = a∂z + b∂z¯,
então já que
q = 〈S∂z, ∂z〉 = bλ,
λH = 〈S∂z, ∂z¯〉 = aλ
obtemos (1.51).
De (1.32) - (1.34), considerando p = 0, obtemos (1.52) - (1.54).











(Hλ)z¯ − q¯z −HλΓ222
)
∂z
= Hz∂z¯ −Hz¯∂z + 1
λ
(q¯z∂z − qz¯∂z¯)




isto é, (1.55) se verifica. É imediato verificar (1.56) tomando o produto escalar de ∂z com
(1.55).
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Por último, a equação da curvatura de Gauss é imediata de (1.42), a partir dos
símbolos de Christoffel e p = 0.
Conforme comentamos anteriormente, o parâmetro conforme é sempre possível
consegui-lo quando temos uma métrica Riemanniana sobre uma superfície. Assim, se
(I, II) ∈ P(Σ), onde II é uma métrica Riemanniana, também podemos considerar um
parâmetro conforme z para II. Neste caso o que teríamos é q = 0 em (1.16). Note ainda
que, devido à II ser Riemanniana, temos K(I, II) > 0. Para este parâmetro obtemos:
Proposição 1.3.
Seja (I, II) ∈ P(Σ), onde II é Riemanniana. Seja SI ∈ S(Σ, II) o endomorfismo
autoadjunto associado a I com respeito a II e SII ∈ S(Σ, I) o endomorfismo autoadjunto
associado a II com respeito a I. Seja z um parâmetro conforme para II, isto é,
I = pdz2 + 2λ|dz|2 + p¯dz¯2, (1.58)
II = 2ρ|dz|2 (1.59)
e denotemos
D = |p|2 − λ2.
Então se verificam as seguintes equações









































Demonstração. A primeira equação (1.60) obtém-se diretamente das definições de H e K,
(1.21) e (1.22), fazendo q = 0. Agora, para obter (1.61), se escrevermos SI∂z = a∂z + b∂z¯
para certas funções locais a, b, teremos de (1.58) e (1.59) que
p = II(SI∂z, ∂z) = bρ,
λ = II(SI∂z, ∂z¯) = aρ.
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Usando (1.60), resulta a expressão desejada. Analogamente, se SII∂z = a∂z + b∂z¯
0 = I(SII∂z, ∂z) = ap+ bλ,
ρ = I(SII∂z, ∂z¯) = aλ+ bp¯.
De onde obtemos, substituindo a e b, (1.62).
A equação que envolve os símbolos de Christoffel é geral, isto é, não depende
de que o parâmetro z seja conforme para II, como se pode ver de forma direta somando
ambos os símbolos das equações (1.32) e (1.35).













A equação (1.65) segue de (1.47), usando esta última equação e (1.63), logo
〈TSII (∂z, ∂z¯), ∂z〉 = ρz + ρ(Γ212 − Γ111)














Denotando α = 〈TSII (∂z, ∂z¯), ∂z〉, podemos concluir de (1.46),(1.47) e (1.29) -
(1.31) que −α¯ = 〈TSII (∂z, ∂z¯), ∂z¯〉.
1.3.2 Parâmetros duplamente ortogonais
Seja (I, II) um par fundamental sobre uma superfície Σ e p ∈ Σ′, sendo Σ′ o
conjunto formado pelo interior do conjunto de pontos umbílicos e o conjunto de pontos
não umbílicos. Então, existem parâmetros locais conhecidos comoduplamente ortogonais,
isto é, parâmetros em que F = f = 0,
I = Edu2 +Gdv2,
II = edu2 + gdv2.
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Como Σ′ é um conjunto denso em toda a superfície, usaremos que certas
propriedades são válidas para parâmetros duplamente ortogonais e deduziremos que essas
propriedades são válidas em toda a superfície por continuidade.
É importante não esquecer que os parâmetros anteriores (u, v) da parametriza-
ção por linhas de curvatura, isto é, e = k1E e g = k2G, onde k1 e k2 são as curvaturas
principais do par (I, II). Neste caso, se S é o endomorfismo autoadjunto associado a II e
{∂u, ∂v} são os campos coordenados associadas a parametrização (u, v), então
S∂u = k1∂u, S∂v = k2∂v.
Vejamos agora como ficam as equações nesta parametrização
Proposição 1.4.
Sejam (I, II) ∈ P(Σ), p ∈ Σ′ e (u, v) parâmetros locais duplamente ortogonais,
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Demonstração. Da expressão do par em coordenadas duplamente ortogonais, (1.67) e
(1.68), obtemos diretamente (1.69). Os símbolos de Christoffel são facilmente calculados
de (1.6) - (1.11), usando (1.67). Por outro lado,
TS(∂u, ∂v) = ∇∂uS∂v −∇∂vS∂u
= (k2)u∂v − (k1)v∂u − (k1 − k2)∇∂u∂v


























como queríamos demonstrar. As equações (1.77) e (1.78) são obtidas diretamente desta
última. Finalmente, (1.79) é um cálculo direto.
1.3.3 Parâmetros assintóticos
Como vimos na Subseção 1.3.1, quando II ∈ R(Σ) podemos considerar um
parâmetro conforme para esta métrica Riemanniana. Assim, mesmo quando II ∈ L(Σ) e
portanto K < 0, podemos obter parâmetros locais reais (x, y) para os quais e = g = 0,
isto é
I = Edx2 + 2Fdxdy +Gdy2,
II = 2fdxdy,
que são conhecidos como parâmetros assintóticos. De maneira intuitiva, podemos pensar
em tal parametrização como fizemos em parâmetros conformes (z, z¯) para uma métrica
Riemanniana. Isto é, em relação aos cálculos, o parâmetro x faz o papel de z e o parâmetro
y o papel de z¯.
Na proposição seguinte, consideraremos operadores autoadjuntos associados
a II, que será uma métrica Lorentziana. Isso não é problema, embora tudo o que foi
discutido acima está associado uma métrica Riemanniana para os operadores, uma vez que
o que realmente precisamos é que a métrica não degenere, independentemente do índice
da métrica.
Proposição 1.5.
Seja (I, II) ∈ P(Σ) onde II é Lorentziana. Suponhamos que existe SI ∈ S(Σ, II)
endomorfismo autoadjunto associado a I com respeito a II, isto é,
I(X, Y ) = II(SIX, Y ), X, Y ∈ X (Σ)
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e SII ∈ S(Σ, I) o endomorfismo autoadjunto associado a II com respeito a I, isto é,
II(X, Y ) = I(SIIX, Y ), X, Y ∈ X (Σ).
Seja (x, y) parâmetros assintóticos para (I, II), isto é
I = Edx2 + 2Fdxdy +Gdy2 (1.80)
II = 2fdxdy (1.81)
e denotemos por
D = EG− F 2.
Então se verificam as seguintes equações







































































Demonstração. Análoga a demonstração da proposição 1.4.
1.4 Formas Espaciais
Descreveremos nesta seção as formas espaciais, que são as variedades de curva-
tura seccional constante. Embora vamos apresentar também o espaço euclidiano, neste
trabalho, vamos lidar apenas com a esfera euclidiana e o espaço hiperbólico.
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Seja Mn+1(c) uma variedade Riemanniana de dimensão n+ 1, n ≥ 1, completa,
simplesmente conexa e com curvatura seccional constante c. Então o Teorema de Cartan
nos diz que, a menos de isometrias, Mn+1(c) é uma das seguintes variedades:
1.4.1 O espaço Euclidiano
Se c = 0, Mn+1(0) é o espaço euclidiano (n+ 1)-dimensional usual Rn+1, com
a métrica




1.4.2 A esfera Euclidiana













com a métrica induzida 〈 , 〉 =
n+1∑
i=0
dx2i , de Rn+2.
1.4.3 O espaço hiperbólico
Este é o caso em que c < 0. Para este espaço veremos três modelos diferentes.
O hiperbolóide de uma folha
Se c < 0, Mn+1(c) é o espaço hiperbólico (n+ 1)-dimensional usual, isto é, o
conjunto de Ln+2 dado por
Hn+1(c) =
{






, x0 > 0
}




Modelo do semiespaço superior
Consideremos o subconjunto de Rn+1 dado por
Rn+1+ = {(x1, . . . , xn+1) ∈ Rn+1 : xn+1 > 0}
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(dx21 + · · ·+ dx2n+1).
Modelo conforme da bola ou modelo de Poincaré






a métrica de curvatura seccional constante c dada por
ds2 =
4
(1 + c|x|2)2 (dx
2
1 + · · ·+ dx22),
onde x = (x1, . . . , xn) e | · | é a norma Euclidiana de Rn.
1.5 Equações fundamentais
Nesta seção vamos deduzir algumas equações que utilizaremos ao longo de todo
o trabalho.
Seja f : M →M uma imersão de uma variedade diferenciávelM de dimensão n
em uma variedade RiemannianaM de dimensão igual a k = n+m. Vamos considerar emM
a métrica induzida porM , isto é, sejam v1, v2 ∈ TpM , definimos 〈v1, v2〉 = 〈dfp(v1), dfp(v2)〉.
Assim f passa a ser uma imersão isométrica de M em M . Veremos como se relacionam as
geometrias de M e M .
Como f é uma imersão, para cada p ∈M , existe uma vizinhança U ⊂M de p
tal que f(U) ⊂M é uma subvariedade de M . Isto quer dizer que existem uma vizinhança
U ⊂M de f(p) e um difeomorfismo ϕ : U → V ⊂ Rk em um aberto V do Rk, tais que ϕ
aplica difeomorficamente f(U) ⊂ U em um aberto do subespaço Rn ⊂ Rk.
Identificaremos U com f(U) e cada vetor v ∈ TqM, q ∈ U , com dfq(v) ∈ Tf(q)M .
Usaremos tais identificações para estender, por exemplo, um campo local de vetores de
M a um campo local de vetores em M . Se U é suficientemente pequeno, tal extensão é
sempre possível.
Para cada p ∈M , o produto interno em TpM decompõe TpM na soma direta
TpM = TpM ⊕ (TpM)⊥,
onde (TpM)⊥ é o complemento ortogonal de TpM em TpM .
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Se v ∈ TpM, p ∈M , podemos escrever
v = vT + vN , vT ∈ TpM, vN ∈ (TpM)⊥.
Denominamos vT a componente tangencial de v e vN a componente normal de
v.
A conexão Riemanniana de M será indicada por ∇. Se X e Y são campos
locais de vetores em M , e X, Y são extensões locais a M , definimos
∇XY = (∇XY )T .
Pode-se verificar que esta é a conexão Riemanniana relativa a métrica induzida de M .
1.5.1 Segunda forma fundamental
Se X, Y são campos locais em M ,
B(X, Y ) = ∇XY −∇XY
é um campo local em M normal a M . Pode-se verificar que B(X, Y ) não depende das
extensões X, Y e que é uma aplicação bilinear e simétrica. Como B é bilinear, concluímos,
exprimindo B em um sistema de coordenadas, que o valor de B(X, Y )(p) depende apenas
de X(p) e Y (p).
Agora podemos definir a segunda forma fundamental. Seja p ∈M e η ∈ (TpM)⊥.
A aplicação Hη : TpM × TpM → R dada por
Hη(x, y) = 〈B(x, y), η〉 , x, y ∈ TpM
é uma forma bilinear simétrica.
Definição 1.4. A forma quadrática IIη definida em TpM por
IIη(x) = Hη(x, x)
é chamada a segunda forma fundamental de f em p segundo o vetor normal η.
Observe que à aplicação bilinear Hη fica associada uma aplicação linear auto-
adjunta Sη : TpM → TpM por
〈Sη(x), y〉 = Hη(x, y) = 〈B(x, y), η〉 .
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A proposição seguinte nos dá uma expressão da aplicação linear associada à
segunda forma fundamental em termos da derivada covariante.
Proposição 1.6.
Seja p ∈M, x ∈ TpM e η ∈ (TpM)⊥. Seja N uma extensão local de η normal a M . Então
Sη(x) = −(∇xN)T .
Demonstração. Seja y ∈ TpM e X, Y extensões locais de x, y, respectivamente, e tangente
a M . Então 〈N, Y 〉 = 0 de onde 〈∇XN, Y 〉+ 〈N,∇XY 〉 = 0, e portanto
〈Sη(x), y〉 = 〈B(X, Y )(p), N〉 =
〈∇XY −∇XY,N〉 (p)
=
〈∇XY,N〉 (p) = − 〈Y,∇XN〉 (p) = 〈−∇xN, y〉
para todo y ∈ TpM .
1.5.2 As equações fundamentais de uma imersão isométrica
No que se segue, usaremos sistematicamente as letras latinas X, Y, Z, etc.,
para indicar os campos diferenciáveis de vetores tangentes e as letras gregas ξ, η, ζ,
etc., para indicar os campos diferenciáveis de vetores normais. Dados X e η, já vimos
que a componente tangente de ∇Xη é dada por (∇Xη)T = −SηX. Passaremos agora
a estudar a componente normal de ∇Xη, que será chamada a conexão normal ∇⊥ da
imersão. Explicitamente,
∇⊥Xη = (∇Xη)N = ∇Xη − (∇Xη)T = ∇Xη + SηX.
Pode-se verificar que a conexão normal ∇⊥ possui as propriedades usuais de
uma conexão, isto é, é linear em X, aditiva em η, e
∇⊥X(fη) = f∇⊥Xη +X(f)η, f ∈ C∞(M).
De maneira análoga ao caso do fibrado tangente, introduz-se a partir de ∇⊥
uma noção de curvatura no fibrado normal que é chamada curvatura normal R⊥ da imersão
e definida por
R⊥(X, Y )η = ∇⊥Y∇⊥Xη −∇⊥X∇⊥Y η +∇⊥[X,Y ]η.
Assim a geometria da imersão de decompõe em duas geometrias: uma geometria
do fibrado tangente e uma geometria do fibrado normal.
1.5 Equações fundamentais 27
Proposição 1.7.
As seguintes equações se verificam:
(a) Equação de Gauss〈
R(X, Y )Z, T
〉
= 〈R(X, Y )Z, T 〉+ 〈B(X,T ), B(Y, Z)〉 − 〈B(Y, T ), B(X,Z)〉 .
(b) Equação de Ricci〈




R⊥(X, Y )η, ξ
〉
+ 〈Sη(SξX), Y 〉 − 〈Sξ(SηX), Y 〉 .
Demonstração. Note que
R(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z
= ∇Y
(∇XZ +B(X,Z))−∇X(∇YZ +B(Y, Z))+∇[X,Y ]Z +B([X, Y ], Z)
= ∇Y∇XZ +B(Y,∇XZ) +∇⊥YB(X,Z)− SB(X,Z)Y −∇X∇YZ +B(X,∇YZ)
−∇⊥XB(Y, Z) + SB(Y,Z)X +∇[Y,Z]Z +B
(
[X, Y ], Z
)
= R(X, Y )Z +B(Y,∇XZ) +∇⊥YB(X,Z)− SB(X,Z)Y +B(X,∇YZ)
−∇⊥XB(Y, Z) + SB(Y,Z)X +B
(
[X, Y ], Z
)
.
Fazendo o produto com T temos〈
R(X, Y )Z, T
〉








R(X, Y )Z, T
〉
= 〈R(X, Y )Z, T 〉+ 〈B(X,T ), B(Y, Z)〉 − 〈B(Y, T ), B(X,Z)〉 .
Vamos agora demonstrar a equação de Ricci
R(X, Y )η = ∇Y∇Xη −∇X∇Y η +∇[X,Y ]η
= ∇Y
(∇⊥Xη − Sη(X))−∇X(∇⊥Y η − Sη(Y ))+∇⊥[X,Y ]η − Sη([X, Y ])




= ∇⊥Y∇⊥Xη − S∇⊥XηY −∇Y Sη(X)−B(Y, Sη(X)









= R⊥(X, Y )η +B
(
X,Sη(Y )
)−B(Y, Sη(X))− S∇⊥XηY −∇Y SηX
+ S∇⊥Y ηX +∇XSηY − Sη[X, Y ].
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Fazendo o produto com ξ temos
〈




R⊥(X, Y )η, ξ
〉
+ 〈B(X,Sη(Y )), ξ〉 − 〈B(Y, Sη(X)), ξ〉
=
〈
R⊥(X, Y )η, ξ
〉
+ 〈SξX,SηY 〉 − 〈SξY, SηX〉 .
O resultado segue sabendo que Sξ e Sη são auto-adjuntas.
Tomando dois vetores x, y ortonormais, decorre da fórmula de Gauss que
K(x, y)−K(x, y) = 〈B(x, x), B(y, y)〉 − |B(x, y)|2.
Para o caso de hipersuperfícies f : Mn →Mn+1, a equação acima admite uma
forma mais simples. Sejam p ∈ M e η ∈ (TpM)⊥, |η| = 1. Seja {e1, . . . , en} uma base
ortonormal de TpM para a qual Sη = S é diagonal, isto é, S(ei) = λiei, i = 1, . . . , n onde
λ1, . . . , λn são os valores próprios de S também chamados de direções principais de M em
p. Note que B(ei, ej) = λijη, assim
λij = 〈B(ei, ej), η〉 = λi 〈ei, ej〉 = λiδij. (1.92)
Portanto B(ei, ej) = λiδijη, e segue de (1.92) que
K(ei, ej)−K(ei, ej) = λiλj.
Vamos agora obter a equação de Codazzi. SejaX (M)⊥ o conjunto de campos
normais e
B : X (M)×X (M)×X (M)⊥ −→ D(M)
(X, Y, η) 7−→ 〈B(X, Y ), η〉
Definamos
(∇ZB)(X, Y, η) = ZB(X, Y, η)−B(∇ZX, Y, η)−B(X,∇ZY, η)−B(X, Y,∇⊥Zη).
Proposição 1.8 (Equação de Codazzi).
Com a notação acima
〈
R(X, Y )Z, η
〉
= (∇YB)(X, Y, η)− (∇XB)(Y, Z, η).
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Demonstração. Calculemos primeiramente (∇YB)(X, Y, η).
(∇YB)(X,Z, η) = Y B(X,Z, η)−B(∇YX,Z, η)−B(X,∇YZ, η)−B(X,Z,∇⊥Y η)
= Y 〈B(X,Z), η〉 − 〈B(∇YX), η〉 − 〈B(X,∇YZ), η〉
− 〈B(X,Z),∇⊥Y η〉
=
〈∇⊥YB(X,Z), η〉− 〈B(∇YX,Z), η〉 − 〈B(X,∇YZ), η〉 . (1.93)
Analogamente
(∇XB)(Y, Z, η) =
〈∇⊥XB(Y, Z), η〉− 〈B(∇XY, Z), η〉 − 〈B(Y,∇XZ), η〉 . (1.94)
Por outro lado, na demonstração da Equação de Gauss, deduzimos a seguinte equação
R(X, Y )Z = R(X, Y )Z +B(Y,∇XZ) +∇⊥YB(X,Z)− SB(X,Z)Y +B(X,∇YZ)
−∇⊥XB(Y, Z) + SB(Y,Z)X +B
(
[X, Y ], Z
)
.
Fazendo o produto com η, temos〈
R(X, Y )Z, η
〉
= 〈B(Y,∇XZ), η〉+
〈∇⊥YB(X,Z), η〉− 〈B(X,∇YZ), η〉
− 〈∇⊥XB(Y, Z), η〉+ 〈B([X, Y ], Z), η〉 . (1.95)
De (1.93), (1.94) e (1.95), o resultado segue.
Se o espaço ambiente M tem curvatura seccional constante, a equação de
Codazzi se reduz a
(∇XB)(Y, Z, η) = (∇YB)(X,Z, η).
Se, além disto, a codimensão da imersão é igual a 1, podemos concluir que ∇⊥Xη = 0, de
onde,
(∇XB)(Y, Z, η) = X 〈B(Y, Z), η〉 −
〈
B(∇YX , Z), η
〉− 〈B(Y,∇ZX), η〉
= X 〈Sη(Y ), Z〉 − 〈Sη(∇XY ), Z〉 − 〈Sη(Y ),∇XZ〉
= 〈∇XSη(Y ), Z〉 − 〈Sη(∇XY ), Z〉 .
Analogamente,
(∇YB)(X,Z, η) = 〈∇Y Sη(X), Z〉 − 〈Sη(∇YX), Z〉 .
De (∇XB)(Y, Z, η) = (∇YB)(X,Z, η), obtemos
〈∇XSη(Y ), Z〉 − 〈Sη(∇XY ), Z〉 = 〈∇Y Sη(X), Z〉 − 〈Sη(∇YX), Z〉 .
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Como Z é arbitrário





Como vamos lidar com casos onde a codimensão é igual a 1, vamos ver como
ficam as equações fundamentais em tais casos.
Proposição 1.9.
Sejam f : M → M uma imersão isométrica de codimensão igual a 1; X, Y, Z campos
tangentes a M e N um campo normal unitário a M , então as seguintes equações se
verificam:
(a) Equação de Gauss
R(X, Y )Z −R(X, Y )Z = 〈SX,Z〉SY − 〈SY, Z〉SX.
(b) Equação de Codazzi





Demonstração. Como passo intermediário na demonstração da equação de Ricci, deduzimos
a seguinte equação





Como já observamos, se a codimensão da imersão é igual a 1, ∇⊥Xη = 0. Assim






〈∇XSY −∇Y SX,N〉 = 〈∇XSY,N〉− 〈∇Y SX,N〉
= X 〈SY,N〉 − 〈SY,∇XN〉− Y 〈SX,N〉+ 〈SX,∇YN〉
= −〈SY,−SX〉+ 〈SX,−SY 〉
= 0.
Isto é, o campo ∇XSY − ∇Y SX é um campo tangente a M . Logo, podemos trocar
∇XSY −∇Y SX por ∇XSY −∇Y SX na equação (1.96), obtendo
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A equação de Ricci, no caso de codimensão igual a 1, reduz-se a uma identidade
trivial. Vejamos como fica a equação de Gauss. Sejam X, Y, Z, T ∈ X (M) e N ∈ X (M)⊥
um campo normal unitário. Se a codimensão for igual a 1, temos que B(X,T ) = λN , de
onde
λ = 〈B(X,T ), N〉 = 〈SX, T 〉 .
Utilizando esta observação, podemos reescrever a equação de Gauss como
〈
R(X, Y )Z −R(X, Y )Z, T〉 = 〈〈SX,Z〉N, 〈SY, T 〉N〉 − 〈〈SY, Z〉N, 〈SX, T 〉N〉 ,
isto é,
〈
R(X, Y )Z −R(X, Y )Z, T〉 = 〈〈SY, Z〉SX − 〈SX,Z〉SY, T 〉 . (1.97)
A equação (1.97) é válida para qualquer T ∈ M , em particular substituindo T por N ,
obtemos
〈
R(X, Y )Z −R(X, Y )Z,N〉 = 0,
ou seja, R(X, Y )Z − R(X, Y )Z é um campo tangente a M . Logo, de (1.97), podemos
concluir que
R(X, Y )Z −R(X, Y )Z = 〈SX,Z〉SY − 〈SY, Z〉SX.
1.6 O princípio do Máximo
Nesta seção recordaremos o clássico Princípio do Máximo (PM) de H. Hopf
para equações elípticas de segunda ordem. Não estamos interessados em EDPs, mas sim
em suas aplicações a superfícies.






biuxi + cu = d, (1.98)
onde aij, bj, c e d são funções reais de classe C∞ que dependem somente de (x1, . . . , xn) ∈ Ω,
sendo Ω um domínio de Rn. Além disso, a matriz formada pelos aij, ou seja A =
(aij)i,j=1,...,n, é uma matriz simétrica e u é uma função diferenciável em Ω.
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Podemos representar a equação (1.98) por
Lu = d,














Ao operador L associaremos a forma quadrática Q : Rn → R dada pela matriz
A, isto é,




O seguinte passo é identificar os tipos de operadores L, dados por (1.99),
dependendo da forma quadrática associada
Definição 1.5. Diremos que um operador L do tipo dado em (1.99) é
• Elíptico se os autovalores da matriz A são todos positivos.
• Uniformemente elíptico se os autovalores da matriz A possuem uma cota inferior
constante positiva.
• Hiperbólico se os autovalores da matriz A são todos não nulos, mas existem autovalores
de sinais opostos.
• Parabólico se algum autovalor se anula.
Os métodos do princípio do máximo estão baseados na seguinte observação:
dada uma função u ∈ C2(Ω) tal que alcança um máximo em um ponto x0 ∈ Ω, então
grad0 u(x0) = 0 e Hess0 u(x0) ≤ 0 , onde grad0 e Hess0 denotam o gradiente e o Hessiano
de u em um ponto x0.
O PM fraco nos diz que, se Lu tem sinal, então o máximo ou o mínimo
(dependendo do sinal de Lu) de u no fecho de Ω alcança-se em algum ponto da fronteira
de Ω, ainda que também possa alcançar-se em algum outro ponto do interior.
Por sua vez, o PM forte nos diz que, sob certas condições sobre o operador L,
se Lu tem sinal e o máximo ou o mínimo (dependendo do sinal deLu) alcança-se em um
ponto interior, então u deve ser constante.
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Teorema 1.1.
Seja L um operador uniformemente elíptico em um domínio Ω ⊂ Rn. Suponhamos Lu ≥ 0
para uma função u ∈ C2(Ω). Então
• se c ≡ 0 e u alcança seu máximo em Ω, u é constante.
• se c ≤ 0, u alcança seu máximo em Ω e esse máximo é não negativo, u é constante.
Teorema 1.2.
Seja L um operador uniformemente elíptico em um domínio Ω ⊂ Rn, com fronteira ∂Ω
duas vezes diferenciável. Seja x0 ∈ ∂Ω tal que
1. u é de classe C1 em x0.




(x0) = 0, onde η é o normal interior de ∂Ω.
Então
• se c ≡ 0, u é constante.
• se c ≤ 0 e u(x0) ≥ 0, u é constante.
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2 Espaços produto
Neste capítulo, veremos a definição de espaços produto, como se comporta o
tensor curvatura em tais espaços e particularizaremos as equações de Gauss e Codazzi.
Veremos também as equações de compatibilidade que uma superfície imersa nestes espaços
deve satisfazer.
2.1 Aspectos gerais
Ao longo deste capítulo, trataremos com uma variedade 3-dimensional M2 × R
dada pelo produto de uma superfície Riemanniana M2, a que chamaremos de base, e a
reta real R, chamada fibra.
Um caso especial deste tipo de variedade é quando consideramos que sua base
seja uma superfície simplesmente conexa com curvatura constante, isto é, uma das formas
espaciais bidimensionais. Quando a curvatura da base é constante e igual a zero, o espaço
produto que obtemos é o espaço euclidiano tridimensional; portanto, omitiremos este caso.
Quando dissermos que a curvatura da base é constante, entenderemos que essa constante
é diferente de zero. Além disso, podemos supor que a curvatura é ±1. Com efeito, se
denotarmos por gc a métrica de curvatura constante c, então a métrica |c|gc tem curvatura
c
|c| . Assim, teremos que quando a curvatura da base é 1, nossa base é S
2, e quando é
−1 a base é H2. Para agrupar, escreveremos M2(ε), ε = 1,−1, sendo, M2(1) = S2 e
M2(−1) = H2.
Seja M2 uma superfície Riemanniana, cuja métrica denotaremos por gκ, onde
κ é a curvatura de Gauss de gκ, e consideraremos a variedade produto M2 × R. Sejam
pi e σ as projeções sobre a base, M2, e a fibra R, respectivamente. Então a métrica em
M2 × R é dada por
〈 , 〉 = pi∗(gκ) + σ∗(dt2),
onde dt2 é a métrica padrão em R.
Chamaremos seção horizontal, M2 × {t} = σ−1(t), a pré-imagem por σ de um
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ponto t da fibra, e seção vertical, {p} × R = pi−1(p), a pré-imagem por pi de um ponto p
da base.
Além disso, é claro que a métrica produto 〈 , 〉 verifica:








• Para cada (p, t) ∈ M2 × R, a seção horizontal, M2 × {t}, e a vertical, {p} × R são
ortogonais em (p, t).
Por comodidade omitiremos as projeções, sempre e quando não haja confusão
utilizando essa notação. Por exemplo, adiante escreveremos
〈 , 〉 = gκ + dt2.
É claro que a geometria do espaço produto depende fortemente da geometria
tanto de sua base como de sua fibra. Para o caso em que a fibra é a reta real, nosso caso,
dita dependência é maior da geometria da base que da fibra. Para ver como dependem
uma da outra, uma ferramenta básica é a noção de campos horizontais e verticais, isto é,
a projeção na base e na fibra, respectivamente, de um campo na variedade.




) ∈ T(p,t)(M2 × R) ≡ TpM2 × TtR,
onde Xh = dpi(X) ∈ X (M2) e Xv = dσ(X) ∈ X (R). Então, dizemos que X ∈ X (M2 × R)
é um campo horizontal (respectivamente campo vertical) se Xv ≡ 0 (respectivamente
Xh ≡ 0).
Se X é um campo horizontal, então X ∈ X (M2) ⊂ X (M2 × R), e seguiremos
denotando por X visto como campo em M2, sempre e quando não houver confusão com a
notação empregada. Analogamente, se Y é um campo vertical, Y ∈ X (R) ⊂ X (M2 × R),
e seguiremos denotando por Y visto como campo em R.
Denotaremos por ∇, ∇M2 e ∇R, as conexões de Levi-Civita associadas a
〈 , 〉 , gκ e dt2, respectivamente.
Para estudar como atua a conexão do ambiente somente é necessário saber
como atua sobre campos horizontais e verticais. Isto é o que nos diz o seguinte resultado
(ver [6], Proposição 56, pág. 89).
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Proposição 2.1.
Sejam X, Y ∈ X (M2) e V, W ∈ X (R), então
(1) ∇XY é um campo horizontal e (∇XY )h = ∇M2X Y ∈ X (M2).
(2) ∇VW é um campo vertical e (∇VW )v = ∇RVW ∈ X (R).
(3) ∇VX = ∇XV = 0.
A partir deste primeiro resultado, que se obtém de uma forma direta usando as
fórmulas de Koszul, poderemos estudar tanto as geodésicas, como a completude do espaço
produto (veja [6], Corolário 57, pág. 89).
Corolário 2.1.(1) Uma curva γ(s) =
(
α(s), β(s)
) ⊂ M2 × R é uma geodésica se, e
somente se, suas projeções α ⊂M2 e β ⊂ R são ambas geodésicas.
(2) M2 ×R é completa se, e somente se, M2 é completa (notemos que nossa fibra é a reta
real com a métrica usual, que é completa).
Dado um campo horizontal X ∈ X (M2), temos〈∇σ,X〉 = dσ(X) = 0,
onde ∇σ denota o gradiente de σ com respeito a 〈 , 〉. Portanto ∇σ ∈ X (R), que
denotaremos no que se segue por
∂
∂t









Logo, dado um campo X ∈ X (M2 × R), temos

















Como sempre, escreveremos ∂t no lugar de
∂
∂t
. Observa-se que ∂t é um campo
paralelo, o que segue da Proposição 2.1 e de que〈∇∂t∂t, ∂t〉 = 12∂t 〈∂t, ∂t〉 = 0.
De fato, se X ∈ (M2 × R), temos
∇X∂t = ∇Xh∂t + 〈X, ∂t〉∇∂t∂t = 0,
logo ∂t é um campo paralelo.
Agora veremos como se relacionam os tensores de curvatura R, M
2
R e RR de
M2 × R, M2 e R respectivamente (veja [6] , Corolário 58, pág. 89).
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Corolário 2.2.
Sejam X, Y, Z ∈ X (M2) e U, V, W ∈ X (R). Então
(1) R(X, Y )Z é um campo horizontal e (R(X, Y )Z)h = M
2
R(X, Y )Z ∈ X (M2).
(2) R(U, V )W é um campo vertical e (R(U, V )W )v = RR(U, V )W ∈ X (R).
(3) R é zero para qualquer outra escolha de X, . . . ,W .
Deste último Corolário, e tendo em conta que RR ≡ 0, temos
Corolário 2.3.
Sejam X, Y, Z ∈ X (M2 × R) e denotemos por Xh, Y h, Zh ∈ X (M2) as suas projeções
horizontais. Então
R(X, Y )Z = M
2
R(Xh, Y h)Zh.
Chamaremos de slices aos conjuntos da forma M2(ε)×{t0}, para algum t0 ∈ R
fixo.
2.2 Equações de compatibilidade
Ao contrário do que ocorre em formas espaciais, as equações de Gauss e Codazzi
não descrevem completamente o comportamento da superfície. Assim, o que faremos
será obter uma série de equações necessárias, entre elas a de Gauss e Codazzi, que uma
superfície imersa no espaço produto tem de satisfazer .
Para os casos particulares em que a base é H2 ou S2, tais equações são de fato
as equações de integrabilidade da superfície.
Vamos considerar o espaço homogêneo S2×R como a hipersuperfície do espaço
euclidiano tetradimensional usual R4 dada por
S2 × R = {(x1, x2, x3, x4) ∈ R4 : x21 + x22 + x23 = 1}.
Vamos também denotar H2 × R como a subvariedade Riemanniana do espaço
de Lorentz L4, com métrica induzida −x21 + x22 + x23 + x24, dada por
H2 × R = {(x1, x2, x3, x4) ∈ R4 : −x21 + x22 + x23 = −1, x1 > 0}.
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Sejam Σ uma superfície orientável e ψ : Σ → M2 × R uma imersão. Então,




M2 × R, a qual denotaremos por I. Sejam ∇ e R a conexão e o tensor de curvatura de ψ,
respectivamente, e S o endomorfismo de Weingarten de S associado ao normal unitário N
da superfície, isto é, SX = −∇XN, X ∈ X (ψ). Então II(X, Y ) = 〈SX, Y 〉 é a Segunda
Forma Fundamental da superfície. Além disso, denotemos por:
(1) T a projeção do vetor vertical ∂t sobre o espaço tangente de Σ.
(2) ν = 〈N, ∂t〉, a componente normal de N . A ν chamaremos função ângulo da superfície.
(3) h a função altura em Σ, isto é, a quarta coordenada da imersão ψ.
Observamos primeiramente que T é igual ao gradiente da função altura h. De
fato, como T ∈ X (Σ), temos
T = a∂u + b∂v,
para algumas funções reais a, b. Agora, escreveremos o campo ∂t em sua parte tangente e
normal, isto é,
∂t = T + νN. (2.1)
Fazendo o produto de (2.1), com ∂u e ∂v, obtemos
hu = 〈∂t, ∂u〉 = aE + bF,




EG− F 2 e b =
−Fhu + Ehv




EG− F 2 ∂u +
−Fhu + Ehv
EG− F 2 ∂v = gradh.
Proposição 2.2.
Sejam Σ uma superfície orientável e ψ : Σ→M2(ε)× R uma imersão com campo normal
unitário N e operador forma associado S. Denotaremos por h a função altura em Σ, por
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o espaço tangente de Σ. Então as seguintes equações são satisfeitas
K(I) = K + εν2, Gauss (2.2)
∇XSY −∇Y SX − S[X, Y ] = εν
( 〈Y, T 〉X − 〈X,T 〉Y ), Codazzi (2.3)
∇XT = νSX, (2.4)
dν(X) = −〈SX, T 〉 , (2.5)
‖T‖2 + ν2 = 1. (2.6)
Demonstração. De (2.1)
1 = 〈∂t, ∂t〉 = 〈T + νN, T + νN〉 = ‖T‖2 + ν2
e está demonstrado (2.6). Para demonstrar a terceira e quarta equações, lembre que ∂t é
um campo paralelo, logo ∇X∂t = 0. Assim, de (2.1), obtemos




N + ν∇XN. (2.7)
Podemos escrever
∇XT = (∇XT )t + cN.




= 0, concluímos que
〈∇XT,N〉 = c.
Como 〈T,N〉 = 0, resulta que
〈∇XT,N〉+ 〈T,∇XN〉 = 0,
logo
〈∇XT,N〉 = − 〈T,∇XN〉 = 〈T, SX〉 .
Segue de (2.7)





Tomando a parte tangente e a parte normal nesta igualdade, obtemos
∇XT = νSX e dν(X) = −〈SX, T 〉 .
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Dados X, Y, Z ∈ X (ψ), as equações de Gauss e Codazzi de uma superfície em
um espaço tridimensional são dadas, respectivamente, por
R(X, Y )Z −R(X, Y )Z = 〈SX,Z〉SY − 〈SY, Z〉SX, (2.8)
R(X, Y )N = ∇XSY −∇Y SX − S[X, Y ]. (2.9)
Logo, do Corolário (2.3), e usando que o tensor de curvatura de uma superfície
sempre se pode expressar como




Y h − 〈Y h, Zh〉Xh),
onde ε é a curvatura de Gauss de M2 no ponto em que estamos trabalhando, podemos
escrever,
Xh = X − c∂t,





= 0, obtemos que c = 〈X, ∂t〉, assim
Xh = X − 〈X, ∂t〉 ∂t.
Portanto para quaisquer X , Y , Z ∈ X (M2 × R)







Y h − 〈Y h, Zh〉Xh)
=
(( 〈X,Z〉 − 〈X, ∂t〉 〈Z, ∂t〉 )(Y − 〈Y, ∂t〉 ∂t)
− ( 〈Y, Z〉 − 〈Y, ∂t〉 〈Z, ∂t〉 )(X − 〈X, ∂t〉 ∂t))
= ε
(
〈X,Z〉Y − 〈Y, Z〉X − 〈X, ∂t〉 〈Z, ∂t〉Y + 〈Y, ∂t〉 〈Z, ∂t〉X




R(X, Y )Z = ε
(
〈X,Z〉Y − 〈Y, Z〉X − 〈X, ∂t〉 〈Z, ∂t〉Y + 〈Y, ∂t〉 〈Z, ∂t〉X




Assim, tomando Z = N e X, Y ∈ X (ψ) em (2.10)
R(X, Y )N = εν
( 〈Y, T 〉X − 〈X,T 〉Y )
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e temos, por (2.9), que a equação de Codazzi (2.3) se verifica.
Para obter a equação de Gauss o que faremos é multiplicar por um campoW





〈X,Z〉 〈Y,W 〉 − 〈Y, Z〉 〈X,W 〉
− 〈X, ∂t〉 〈Z, ∂t〉 〈Y,W 〉+ 〈Y, ∂t〉 〈Z, ∂t〉 〈X,W 〉
+
( 〈Y, Z〉 〈X, ∂t〉 − 〈X,Z〉 〈Y, ∂t〉 ) 〈∂t,W 〉)
(2.11)
e tomando X, Y ∈ X (ψ) uma base ortonormal e fazendo Z = X, W = Y , (2.11) fica
〈















R(X, Y )X, Y
〉
= εν2. (2.12)
Só falta notar que, dados X, Y ∈ X (ψ) linearmente independentes, temos
〈R(X, Y )X, Y 〉 = K(I)
e
K = detS = 〈SX,X〉 〈SY, Y 〉 − 〈SY,X〉 〈SY,X〉 . (2.13)
Em consequência, substituindo (2.12) e (2.13) em (2.9), obtemos (2.2).
Vamos ver agora como ficam as equações (2.2) - (2.6) quando z é um parâmetro
conforme para a segunda forma fundamental.
Lema 2.1.
Seja Σ um superfície orientável e ψ : Σ→M2(ε)×R uma imersão com curvatura extrínseca
positiva, K > 0. Assim, as equações de compatibilidade para a imersão ψ podem ser
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escritas em um parâmetro conforme para a segunda forma fundamental como
K(I) = K + εν2, Gauss (2.14)
ρz¯
ρ




















(αhz + α¯hz¯) + ν
2 = 1. (2.19)
Demonstração. Como a curvatura extrínseca K é positiva, sua segunda forma, II, é
definida. Escolhamos N tal que II é positiva definida. Como vamos considerar z um
parâmetro complexo conforme para a métrica Riemanniana II, podemos escrever
I = 〈dψ, dψ〉 = Ldz2 + 2M |dz|2 + Ldz¯2,
II = 〈dψ,−dN〉 = 2ρ|dz|2.










(α∂z + α¯∂z¯), (2.21)
onde
α = Lhz −Mhz¯. (2.22)
Agora, tomando X = ∂z¯ e Y = ∂z em (2.3), temos
∇∂z¯S∂z −∇∂zS∂z¯ − S[∂z¯, ∂z] = εν(〈∂z, T 〉 ∂z¯ − 〈∂z¯, T 〉 ∂z). (2.23)
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Note que [∂z¯, ∂z] = 0 e
〈∂z, T 〉 = (L¯hz −Mhz¯) 〈∂z, ∂z〉+ (Lhz¯ −Mhz) 〈∂z, ∂z¯〉
D
=
(L¯hz −Mhz¯)L+ (Lhz¯ −Mhz)M
D
=







De forma análoga, verificamos que 〈∂z¯, T 〉 = hz¯. Segue de (2.23) que
∇∂z¯S∂z −∇∂zS∂z¯ = εν(hz∂z¯ − hz¯∂z).
Fazendo o produto interno da equação anterior com ∂z¯, obtemos
〈∇∂z¯S∂z, ∂z¯〉 − 〈∇∂zS∂z¯, ∂z¯〉 = εν(hz 〈∂z¯, ∂z¯〉 − hz¯ 〈∂z, ∂z¯〉) = εν(L¯hz −Mhz¯),
logo
〈∇∂z¯S∂z, ∂z¯〉 − 〈∇∂zS∂z¯, ∂z¯〉 = ενα.
Podemos reescrever a equação acima na forma seguinte
∂z¯ 〈S∂z, ∂z¯〉 − 〈S∂z,∇∂z¯∂z¯〉 − ∂z 〈S∂z¯, ∂z¯〉+ 〈S∂z¯,∇∂z∂z¯〉 = ενα. (2.24)
Note que
〈S∂z, ∂z〉 = 〈S∂z¯, ∂z¯〉 = 0
e
〈S∂z, ∂z¯〉 = 〈S∂z¯, ∂z〉 = ρ.
Segue de (2.24) que
ρz¯ − 〈S∂z,∇∂z¯∂z¯〉+ 〈S∂z¯,∇∂z∂z¯〉 = ενα. (2.25)
Como
∇∂z∂z¯ = Γ112∂z + Γ212∂z¯,
∇∂z¯∂z¯ = Γ122∂z + Γ222∂z¯.
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Resulta que
〈S∂z,∇∂z¯∂z¯〉 = Γ122 〈S∂z, ∂z〉+ Γ222 〈S∂z, ∂z¯〉 = Γ222ρ,
〈S∂z¯,∇∂z∂z¯〉 = Γ112 〈S∂z¯, ∂z〉+ Γ212 〈S∂z¯, ∂z¯〉 = Γ112ρ.
De (2.25)
ρz¯ − Γ222ρ+ Γ112ρ = ενα.
Portanto, (2.3) é equivalente a
ρz¯
ρ




Por outro lado, tomando X = ∂z, da equação (2.4) segue
∇∂zT = νS∂z. (2.26)
Considerando o produto com ∂z¯
〈∇∂zT, ∂z¯〉 = ν 〈S∂z, ∂z¯〉 .
Por sua vez
〈∇∂zT, ∂z¯〉 = ∂z 〈T, ∂z¯〉 − 〈T,∇∂z∂z¯〉
= ∂zhz¯ − Γ112 〈T, ∂z〉 − Γ212 〈T, ∂z¯〉
= hzz¯ − Γ112hz − Γ212hz¯
e







Fazendo o produto de (2.26) com ∂z, obtemos
〈∇∂zT, ∂z〉 = ν 〈S∂z, ∂z〉 .
Procedendo de forma análoga







= hzz − Γ111hz − Γ211hz¯.
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Como







As equações (2.16) e (2.17) anteriores são equivalentes a (2.4).
Agora, escrevendo (2.5) para X = ∂z¯ e usando (2.20) e (2.21), temos


















Essa é expressão equivalente a (2.5).
Finalmente, de (2.21) e (2.22) temos




















(αhz + α¯hz¯) + ν
2 = 1.
O foco deste trabalho será em superfícies com curvatura Gaussiana constante.
Assim, de agora em diante suporemos que ψ tem curvatura Gaussiana constante K(I). A
fim de obter algumas estimativas para essas superfícies, calculamos o Laplaciano de h e ν
com respeito a segunda forma fundamental.
Proposição 2.3.
Seja ψ : Σ→M2(ε)×R uma imersão com curvatura Gaussiana constante K(I) e curvatura
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extrínseca positiva. Vamos considerar um parâmetro conforme z para sua segunda forma
fundamental tal que
I = 〈dψ, dψ〉 = Ldz2 + 2M |dz|2 + Ldz¯2,
II = 〈dψ,−dN〉 = 2ρ|dz|2, ρ > 0.
Então temos








Dz¯ = Lz¯L¯+ LL¯z¯ − 2MMz¯,

























Por outro lado, já que a curvatura Gaussiana de ψ é constante, diferenciando a
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K − ε(1− ν2)) .




























































































α = L¯hz −Mhz¯ = 〈ψz¯, ψz¯〉hz − 〈ψz, ψz¯〉hz¯
em relação a z¯, obtemos
αz = 2 〈ψzz¯, ψz¯〉hz + Lhzz − 〈ψzz, ψz¯〉hz¯ − 〈ψz, ψzz¯〉hz¯ −Mhzz¯.









11hz¯)− (Γ111M + Γ211L)hz¯
− (Γ112L+ Γ212M)hz¯ − L(Γ112hz + Γ212hz¯ + ρν)




12 − α¯Γ112 − νρM.
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Observamos que de (2.33), podemos concluir que αΓ212−α¯Γ112 = 0, e conjugando
































3 Estimativas de altura
Neste capítulo, obteremos estimativas de altura ótimas para gráficos emM2×R.
A altura do gráfico é medida em relação ao slice M2(ε)×{0}. Veremos também que o limite
máximo destas estimativas são atingidos se, e somente se, a imersão for um hemisfério de
uma superfície completa de rotação.
3.1 Estimativas de altura para superfícies de curvatura
Gaussiana constante
Vamos considerar a forma quadrática
Qdz2 =
(
(K(I)− ε) 〈ψz, ψz〉+ εh2z
)
dz2 (3.1)
que está bem definida para superfícies de curvatura Gaussiana constante e curvatura
extrínseca positiva (ver [2]).
Proposição 3.1.




(K(I)− ε) 〈ψz, ψz〉+ εh2z
)
dz2
é uma forma quadrática holomorfa.
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Demonstração. De (2.20), (2.22), (2.27) e (2.31) obtemos
Qz¯ = 2
(
K(I)− ε) 〈ψzz¯, ψz〉+ 2εhzhzz¯
= 2
(


































(|L|2 −M2)hz − (|L|2 −M2)hz
)
= 0.
Isto é, Qdz2 é uma forma quadrática holomorfa.
Também temos como uma consequência o seguinte corolário:
Corolário 3.1.
Seja Σ uma superfície satisfazendo
1. Σ é uma superfície plana em H2 × R, que é localmente um gráfico sobre H2. Então
a projeção η : H2 × R→ H2 × {0} ≡ H2 é uma aplicação harmônica para a segunda
forma fundamental.
2. Σ é uma superfície de curvatura Gaussiana constante igual a 1 em S2 × R com
‖T‖ 6= 0 em toda a superfície. Então a função altura é harmônica para a segunda
forma fundamental.
Demonstração. Observamos que, de (2.2) e (2.6), uma superfície plana em H2 × R tem
curvatura extrínseca positiva se, e somente se, ‖T‖ 6= 1 em toda a superfície. Ou
equivalentemente, a superfície é localmente um gráfico sobre H2.
Adicionalmente, para a superfície plana Σ
Qdz2 = (〈ψz, ψz〉 − h2z)dz2 = 〈ηz, ηz〉 dz2.
De onde
Qz¯ = 2 〈ηzz¯, ηz〉 (3.2)
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é holomorfa. Isto é, η é uma aplicação harmônica. De fato, escrevendo ηz = ηu− iηv, segue
de (3.2)
〈ηzz¯, ηu〉 − i 〈ηzz¯, ηv〉 = 0,
de onde 〈ηzz¯, ηu〉 = 〈ηzz¯, ηv〉 = 0, isto é, ηzz¯ é normal a H2, e portanto harmônica (veja
[10], exemplo 9).
A prova é análoga para o segundo caso.
Esses resultados devem ser entendidos como um análogo para o fato que η e h
são aplicações harmônicas para a métrica induzida de uma superfície mínima emH2 × R.
Mais geralmente, a função altura é uma aplicação harmônica para a métrica induzida de
uma superfície mínima no espaço produto M2 × R.
Nas nossas estimativas de altura veremos que os casos extremos são superfícies
completas de curvatura Gaussiana constante em M2(ε) × R (veja [2]). Assim, vamos
descrevê-los brevemente.
Exemplo 3.1 (K(I) - superfícies em H2 × R.). Seja K(I) uma constante positiva e
ψ(u, v) = (cosh k(v), senh k(v) cosu, senh k(v) senu, h(v))




























Então, ψ é, a menos de isometrias, a parametrização da única superfície
completa com curvatura Gaussiana constante K(I) em H2 × R.
Exemplo 3.2 (K(I)-superfícies completas em S2 ×R.). Vamos considerar uma constante
K(I) > 1 e
ψ(u, v) =
(
sen k(v), cos k(v) cosu, cos k(v) senu, h(v)
)
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Então, ψ é, a menos de isometrias, a parametrização da única superfície
completa com curvatura Gaussiana constante K(I) em S2 × R.
Provaremos que nossas estimativas alturas são alcançadas quando a forma
quadrática Qdz2 é identicamente nula. Assim, a fim de caracterizar esses exemplos temos
o seguinte teorema. Observamos que esse resultado é local e uma versão global é dada em
[2].
Teorema 3.1.
Seja ψ : Σ → M2(ε) × R uma imersão de curvatura Gaussiana constante K(I) > 0 se
ε = −1 (respec. K(I) > 1 se ε = 1). Vamos assumir que Qdz2 é identicamente nula sobre
Σ. Então ψ é uma parte de uma K(I)-superfície completa.
Demonstração. Para uma exposição clara vamos dividir essa demonstração em duas partes.
Primeiramente, mostraremos que a imersão deve ser helicoidal, isto é, ψ é invariante
sob um grupo contínuo de isometrias do espaço ambiente. Então, na segunda parte,
demonstraremos que as órbitas desse movimento helicoidal são círculos sobre os slices
M2(ε)× {h0}. Assim, concluiremos que ψ é uma superfície de revolução.
Seguindo [2], definimos a métrica




























Como Qdz2 ≡ 0, resulta que a (2, 0)−parte de A com respeito a II se anula. De (2.2) e
(2.6), K é positiva e então II é definida. Portanto, A e II são conformes. Em particular,
existe uma função λ sobre S tal que II = λA. E, de ([2], Lema 1), λ2 = K(I)− ε.
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Seja (u, v) coordenadas duplamente ortogonais para a primeira e segunda formas
fundamentais, isto é,




onde k1 e k2 são as curvaturas principais da imersão ψ. Lembre que essas coordenadas
estão disponíveis na vizinhança de todo ponto não umbílico bem como sobre o interior do
conjunto dos pontos umbílicos. Segue que, consideraremos esses pontos e, usando que esse
conjunto é denso em Σ, deduziremos que as propriedades obtidas podem ser estendidas
















































De (3.4) vemos facilmente que o conjunto dado pela união do interior do
conjunto onde hu = 0 e a do interior do conjunto onde hv = 0 é denso. De fato, se
hv(p) 6= 0 para algum ponto p ∈ Σ, existe uma vizinhança V de p onde hv 6= 0. Mas como
hvhv = 0, segue que hu = 0 em V . Consequentemente, podemos assumir que hu ≡ 0 na
vizinhança onde (u, v) são tomados.
Então, de (3.3), a curvatura principal k1 =
√
K(I)− ε é uma constante positiva.
Além disso, de (2.5)
νu = dν(∂u) = −〈S∂u, T 〉 = −〈k1∂u, T 〉 = −k1hu = 0.
Portanto, da equação de Gauss (3.1),
K(I) = k1k2 + εν
2.
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Derivando a equação acima em relação a u, obtemos 0 = k1(k2)u, de onde (k2)u = 0.










k1(k2 − k1)G = εh2v. (3.6)
Uma vez que estamos considerando uma vizinhança sem pontos umbílicos ou
vizinhança totalmente umbílica, observamos que se k1 ≡ k2 então, de (3.6), hv também é
identicamente nula. Portanto, h deve ser constante, isto é, a superfície estaria sobre um
slice e então K(I) = ε, o que é uma contradição.
Consequentemente, k1 6= k2 em nossa vizinhança e, de (3.6), Gu ≡ 0.
Se considerarmos a equação de Codazzi (2.3) para X = ∂u e Y = ∂v, obtemos
(k2 − k1)∇∂u∂v = k2∇∂u∂v − k1∇∂u∂v










Além disso, de (1.72) e (1.73)












e, como ∇∂u∂v =
ενhv








(ενuhv + ενhvu)(k2 − k1)− ενhv(k2)u
(k2 − k1)2 = 0,
isto é, a função E(u, v) pode ser escrita como E(u, v) = E1(u)E2(v) para funções positivas
E1 e E2.
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Finalmente, tomamos novos parâmetros (x, y) tais que
dx =
√
E1(u) du, y = v.
Então, a primeira forma fundamental, a segunda forma fundamental, h e ν somente
dependem de y, isto é, as funções E, G, k1, k2 e ν não dependem de (x, y), mas somente
de y.
Consequentemente, a imersão ψ(x, y) e ϕ(x, y) = ψ(x+x0, y), para um adequado
x0, tem as mesmas funções E,G, k1, k2, h e ν. Então, ψ(x, y) e ψ(x+x0, y) somente diferem
por uma isometria do espaço ambiente para cada x0 (veja [4]), isto é, ψ é helicoidal e as
órbitas são dadas por β(t) = ψ(x+ t, y).
Na segunda parte da prova, mostraremos que ψ é uma superfície de rotação.
Primeiramente, observamos que β(t) está contida em um slice porque a função altura
somente depende de y.
Em particular,
β(t) ⊂M2(ε)× {y} ≡M2(ε)
é invariante sob um grupo de isometrias de M2(ε). Então, a curvatura de β em M2(ε) é
constante.
Portanto, se ε = 1 então β está contida sobre um círculo de S2. De fato, seja
α : I → S2 ⊂ R3. Note que
∇α′α′ = α′′ − 〈α′′, α〉α. (3.7)
Como 〈α′, α〉 = 0, temos 〈α′′, α〉+ 〈α′, α′〉 = 0, de onde 〈α′′, α〉 = −1. De (3.7)
∇α′α′ = α′′ + α.
Consequentemente
k2 = |∇α′α′|2
= 〈α′′, α′′〉+ 2 〈α′′, α〉+ 〈α, α〉
= 〈α′′, α′′〉 − 1,
logo 〈α′′, α′′〉 = k2 + 1, k constante.
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Vendo α como curva em R3, α′′ = kEn, de onde k2E = k2 + 1 6= 0 constante.
Decorre de 〈α′, α〉 = 0, que 〈α′′, α〉+ 〈α′, α′〉 = 0. Assim
kE 〈n, α〉 = −1,
portanto
〈n, α〉 = − 1
kE
.
Derivando esta última equação e usando as fórmulas de Frenet
〈−kEt− τEb, α〉+ 〈n, t〉 = 0.
Segue que τE 〈b, α〉 = 0. Suponha τE 6= 0, então 〈b, α〉 = 0, de onde
〈b′, α〉+ 〈b, t〉 = 0,
logo −τE 〈n, α〉 = 0. Mas 〈n, α〉 = − 1
kE
, o que nos dá uma contradição. Logo τE = 0.
Assim τE = 0 e kE constante implicam que α é um círculo.
Por outro lado, se ε = −1, β está contida em um círculo de H2 se, e somente
se, sua curvatura é maior que 1. De fato, seja α : I → H2 ⊂ R31, tal que 〈α, α〉 = −1.
Escrevendo
α′′ = ∇α′α′ + λα
e fazendo o produto com α, obtemos 〈α′′, α〉 = −λ, de onde concluímos que
∇α′α′ = α′′ + 〈α′′, α〉α.
Decorre de 〈α′, α〉 = 0 que 〈α′′, α〉 = −〈α′, α′〉 = −1, assim
∇α′α′ = α′′ − α
e
k2 = |∇α′α′|
= 〈α′′, α′′〉 − 2 〈α′′, α〉+ 〈α, α〉
= 〈α′′, α′′〉+ 2− 1
= 〈α′′, α′′〉+ 1.
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Consequentemente
〈α′′, α′′〉 = k2 − 1.
Vendo α como uma curva em L3. Se k2 − 1 > 0, então α′′ = t′ é tipo espaço e
kL = |α′′| =
√
k2 − 1 6= 0. Temos
t′ = kLn,
n′ = −kLt+ τLb,
b′ = τLn.
Novamente, como 〈α′, α〉 = 0, concluímos que 〈α′′, α〉 = −1 e
〈n, α〉 = − 1
kL
. (3.8)
Supondo kL constante e derivando (3.8)
〈−kLt+ τLb, α〉+ 〈n, t〉 = 0,
logo τL 〈b, α〉 = 0 e, de forma análoga ao caso anterior, concluímos que τL = 0. Assim, se
n e t são tipo espaço, então b é tipo tempo constante, então a curva está contida num
plano euclidiano, de onde está num círculo.







onde ∇ denota a conexão de Levi-Civita em H2×R. Além disso, β pode ser parametrizado







. Então, o quadrado de sua




























= K(I) + 1 > 1.
Assim, β está contida em um círculo em qualquer caso e ψ deve ser uma
superfície de rotação. Finalmente, a prova finaliza como consequência do próxima lema.
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Lema 3.1.
Seja ψ : Σ → M2(ε) × R uma superfície de rotação tal que a curvatura principal k1
associada com seus paralelos coincidem. Se k1 > 1 para ε = −1 ou k1 > 0 para ε = 1
então, a menos de isometria, ψ é um pedaço da superfície completa de curvatura Gaussiana
constante descritas no Exemplo (3.1) ou Exemplo (3.2).
Demonstração. Vamos parametrizar
ψ(u, v) = (cosh k(v), senh k(v) cosu, senh k(v) senu, h(v)), se ε = −1,
ψ(u, v) = (sen k(v), cos k(v) cosu, cos k(v) senu, h(v)), se ε = 1,
com k′(v)2 + h′(v)2 = 1.
Então, um simples cálculo nos dá que as curvaturas principais associadas com
os paralelos são
k1 = h
′(v) coth(k(v)), se ε = −1, (3.9)
k1 = h
′(v) tan(k(v)), se ε = 1. (3.10)
Vamos analisar o caso em que ε = −1. Primeiramente, vamos verificar que as

























c2 + 1 sen cv√
c2 + sen2 cv
.
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h′(v) coth k(v) =
√
c2 + 1 sen cv√
c2 + sen2 cv
√





Suponha h′(v) coth k(v) = b. Se b > 0, tome o parâmetro v. Se b < 0
reparametrize por −v. Segue que as funções h(v) e k(v), apresentadas no exemplo (3.1),
são de fato soluções de (3.9). Usando que k′(v)2 + h′(v)2 = 1, as soluções para (3.9) são
dadas por
k(v) = k0(±(v + c0)), h(v) = ±h0(±(v + c0)) + c1 (3.11)
onde c0, c1 são duas constantes reais e k0(v), h0(v) são aquelas do Exemplo (3.1).
O caso em que ε = 1, é inteiramente análogo, no qual obteríamos as mesmas
expressões para as soluções de (3.10), como vistas em (3.11), para h(v) e k(v).
Portanto, ψ é, a menos de reparametrizações e translações verticais, um pedaço
da superfície completa de curvatura Gaussiana constante.
Agora, estamos prontos para obter nossa estimativa da altura.
Teorema 3.2.
Seja ψ : Σ → M2(ε) × R um gráfico compacto sobre um conjunto Ω ⊂ M2(ε), com
curvatura Gaussiana constante positiva K(I) > ε e cuja fronteira está contida em um slice
















se ε = 1. (3.13)
Além disso, a igualdade ocorre se, e somente se, ψ é o hemisfério de uma K(I)-superfície
completa.
Demonstração. Observe que, como K(I) é positiva e maior que ε, de (2.2) e (2.6) a
curvatura extrínseca K é também positiva. Podemos assumir, sem perda de generalidade,
que ψ está contida sobre o slice M2(ε)× {0} e então ν ≤ 0 em toda parte por causa da
escolha da orientação.
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, se ε = 1
e φ = h + f em Σ. Observe que φ = f ≤ 0 sobre ∂Σ. Nosso objetivo é mostrar que
φzz¯ ≥ 0 em Σ, porque sob essas condições o princípio do máximo assegura que φ ≤ 0 em
Σ. Deste último fato nossa estimativa para o máximo da altura segue facilmente, isto é, se
φ ≤ 0, então (3.12) e (3.13) ocorrem. Observe que esses limites são ótimos, porque eles
são atingidos para o hemisfério da K(I)-superfícies completas.
















|α|2 = αα¯ = (Lhz −Mhz¯)(Lhz¯ −Mhz) =










z¯ − 2M |hz|2). (3.15)




























= KM + ε
(|hz|2 −M‖T‖2)
= M(K − ε‖T‖2) + ε|hz|2
= M
(
K − ε(1− ν2))+ ε|hz|2
= M(K(I)− ε) + ε|hz|2.
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De [2], Lema 1, temos




















Já que M +
ε|hz|2
K(I)− ε é a (1, 1)-parte da métrica A com respeito a II, então















K(I)− ε)(M + ε|hz|2
K(I)− ε
) ≥ 0.
Finalmente, note que se a altura máxima é atingida, então φzz¯ ≡ 0. Isto é, Q
ou ν é identicamente nulo em Σ. Mas, ψ não pode estar contida em um cilindro porque
K(I) 6= 0, isto é, ν 6≡ 0. Portanto, Q ≡ 0 e o resultado segue do Teorema (3.1).
Observação 3.1. Do Teorema de Bonnet-Myers, pode-se deduzir que toda geodésica minimi-
zante em uma superfície ψ : Σ→M2(ε)× R com curvatura Gaussiana positiva K(I) tem
comprimento menor ou igual a
2pi√
K(I)
. Consequentemente, sempre existem estimativas
de altura para tais superfícies, embora essas estimativas estão longe de serem ótimas. Os
limites que nós fornecemos no teorema acima é, como vimos, ótimos.
Gostaríamos de salientar que a hipótese K(I) ≥ 1 em S2 ×R pode ser mudada
para K(I) > 0, K(I) 6= 1. De fato, se ψ : Σ→M2(ε)× R é uma superfície com curvatura
Gaussiana K(I), 0 < K(I) < 1, então lá não existe um ponto p onde a função altura atinge
um máximo ou mínimo, porque da equação de Gauss seria k1(p)k2(p) < 0 e assim em
qualquer vizinhança de p haveria pontos de maior ou menor altura que p. Em particular,
respondemos a questão posta pelos autores em [2].
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Proposição 3.2.
Não existe uma superfície completa com curvatura Gaussiana constante K(I), 0 < K(I) <
1, em S2 × R.
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4 Representação
Neste capítulo, veremos o teorema de representação para superfícies de curvatura
Gaussiana constante, que nos permite escrever as primeira e segunda formas fundamentais
em termos da função altura h, a quarta coordenada do seu normal unitário ν e da constante
K(I). Damos especial atenção aos casos particulares: K(I) = 1 em S2 × R e K(I) = −1
em H2 × R.
4.1 Representação de K(I)-superfícies com K > 0
Seja ψ : Σ→M2(ε)×R umaK(I)-superfície com curvatura extrínseca positiva e
assuma que II é positiva definida. Também assumiremos que a superfície é transversa para
cada slice M2(ε)×{t} para todo t ∈ R, isto é, T nunca se anula em Σ, ou equivalentemente,
ν2 < 1 em Σ. Nos referiremos a tais superfícies como superfícies transversas.
Vamos observar que os pontos onde ν2 = 1 é um conjunto isolado porque K < 0






e de (2.19) temos
αhz + αhz¯


















Por outro lado, de (2.14) e (2.18) obtemos
α =
ρνz¯
K(I)− εν2 . (4.2)
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Além disso, de (2.20), (2.14) e (2.19)
ρ2 = −DK = −K(I)− εν
2
1− ν2 (αhz + αhz¯). (4.3)
De (4.2) e (4.3)
α2 = − ν
2
z
(1− ν2)(K(I)− εν2)(αhz + αhz¯).










(1− ν2)(K(I)− εν2) .
Assim, substituindo as expressões acima encontradas para L e M em (2.22),
obtemos
α = − νzhz¯ + νz¯hz
(1− ν2)(K(I)− εν2)νz¯ (4.4)
e de (4.2)
ρ = −νzhz¯ + νz¯hz
1− ν2 > 0.
Neste ponto pode ser interessante observar que a métrica induzida e a segunda
forma fundamental podem ser recuperadas para qualquer superfície transversa com curva-
tura extrínseca positiva em termos de h, ν, K(I) e da estrutura conforme dada por II. De
fato, as equações de compatibilidade para a existência de uma imersão de uma superfície
Riemanniana simplesmente conexa com funções fixadas h : Σ → R e ν : Σ → (−1, 1) e
curvatura Gaussiana fixada são dadas pelo Lema (2.1).
As equações de compatibilidade são muito mais simples para uma superfície de
curvatura Gaussiana constante:
Teorema 4.1.
Sejam Σ uma superfície e ψ : Σ → M2(ε) × R uma K(I)-imersão transversa tal que
K > 0. Então, dada um parâmetro local conforme z para II, a primeira e segunda
formas fundamentais de ψ podem ser recuperadas em termos de sua função altura h, ν e
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(1− ν2)(K(I)− εν2) , (4.6)
ρ = −νzhz¯ + νz¯hz
1− ν2 > 0. (4.7)




(1− ν2)(K(I)− εν2)(νzhz¯ + νz¯hz), (4.8)
νzz¯ = − ν




Reciprocamente, sejam K(I) ∈ R e ε ∈ {−1, 1} uma constante, h : Σ → R
e ν : Σ → (−1, 1) funções sobre uma superfície de Riemann Σ simplesmente conexa
satisfazendo (4.8) , (4.9), K(I)− εν2 > 0 e νzhz¯ + νz¯hz < 0. Então, existe uma imersão
ψ : Σ→M2(ε)× R tal que Σ é uma K(I)-superfície transversa cuja primeira e segunda
formas são dadas por
I = Ldz2 + 2M |dz|2 + Ldz¯2,
II = 2ρ|dz|2,
onde L, M e ρ são definidas por (4.5), (4.6) e (4.7), respectivamente; cuja função altura
e a quarta coordenada de seu normal são dadas por h e ν, respectivamente; e a estrutura
dada por sua segunda forma fundamental é a de Σ. Além disso, essa imersão é única a
menos de isometria de M2(ε)× R.
Demonstração. Para a primeira parte observamos que (4.5), (4.6) e (4.7) já foram calcu-
lados. Além disso, (4.8) e (4.9) são equivalentes a (2.27) e (2.28) quando as expressões
anteriores de L, M e ρ são usadas.
Para a segunda parte, usando (4.5), (4.6) e (4.7), devemos verificar que as
equações (2.14) - (2.19) do Lema (2.1) são satisfeitas.
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D = |L|2 −M2 = − (νz¯hz + νzhz¯)
2
(1− ν2)2(K(I)− εν2) . (4.11)
De (2.20), (4.10) e (4.11) obtemos (2.14).
Resulta de (4.4)
αhz + α¯hz¯ = − 1
(1− ν2)(K(I)− εν2)(νz¯hz + νzhz¯)2. (4.12)
De (4.11) e (4.12) obtemos (2.19).
Verificamos (2.18) usando (2.20), (4.4) e (4.11).











(1− ν2)(K(I)− εν2) ,
segue que
LLz¯ −MLz = − 2ε(νzhz¯ + νz¯hz)
2ννz¯






Usando (4.11) e (4.13), obtemos
Γ112 =
εννz¯
K(I)− εν2 . (4.14)
Decorre de Γ212 = Γ112 que
Γ212 =
εννz
K(I)− εν2 . (4.15)

































De (2.32), (4.16) e (4.17) segue que
ρz¯
ρ





























































Lz(Lhz −Mhz¯) + (Lz¯ − 2Mz)(Mhz − Lhz¯)
]
. (4.21)
De (4.5) e (4.6)











K(1− ν2)(νz¯hz + νzhz¯)
= α
e












K(1− ν2)(νz¯hz + νzhz¯)
= −α¯.





























































Lzνz¯ − Lz¯νz = 2
1− ν2
[
hz(hzzνz¯ − hzz¯νz)− νz(νzzνz¯ − νzz¯νz¯)
K
]
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e
Lzνz¯ − Lz¯νz + 2Mzνz = 1
1− ν2
[
2hz(hzzνz¯ − hzz¯νz)− 2νz(νzzνz¯ − νzz¯νz¯)
K
+ 4Mνν2z
































































Essa representação tem especial interesse para superfícies transversas com
curvatura Gaussiana constante K(I) = 1 em S2 × R. Nesse caso, os slices são as únicas
superfícies completas com curvatura Gaussiana constante K(I) = 1 em S2 × R (veja [2]).
Além disso, as equações de compatibilidade podem ser reduzidas a equação sinh-Gordon
elípticas.
Assim, seja ψ : Σ → S2 × R uma imersão transversa com K(I) = 1 nas
condições anteriores. Já que ν2 < 1, segue de (2.14) que K > 0 e então podemos assumir
que II é uma métrica Riemanniana em Σ. Portanto, estamos sob as hipóteses do Teorema
4.1 e consequentemente a função altura h é harmônica para II e ν satisfaz
νzz¯ = −ν
(





Se definirmos ω = arctanh(ν), esta última equação torna-se
ωzz¯ + |hz|2 senh(ω) cosh(ω) = 0 (4.22)
e podemos reformular o Teorema 4.1 para essas superfícies como segue:
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Corolário 4.1.
Sejam Σ uma superfície conexa e ψ : Σ→ S2 × R uma imersão transversa com K(I) =
1. Então, dado um parâmetro conforme local z para II, a primeira e segunda formas
fundamentais de ψ podem ser recuperadas em termos de sua função altura h e ω =
arctanh(ν) como
L = cosh2(ω)h2z − ω2z , (4.23)
M = cosh2(ω)|hz|2 + |ωz|2, (4.24)
ρ = −(ωzhz¯ + ωz¯hz) > 0, (4.25)
onde ω satisfaz (4.22).
Reciprocamente, sejam h : Σ→ R uma função harmônica sobre uma superfície
Riemanniana simplesmente conexa Σ e ω : Σ→ R uma função satisfazendo ωzhz¯+ωz¯hz < 0
e (4.22). Então, existe uma imersão ψ : Σ→ S2×R tal que Σ é transversa com curvatura
Gaussiana constante K(I) = 1, cuja primeira e segunda formas fundamentais são dadas
por
I = Ldz2 + 2M |dz|2 +Ldz¯2,
II = 2ρ|dz|2,
onde L, M e ρ são definidas por (4.23), (4.24) e (4.25) respectivamente, cuja função
altura e quarta coordenada de seu normal são dadas por h e ν = tanh(ω), respectivamente;
e a estrutura dada por sua segunda forma fundamental é a de Σ. Além disso, essa imersão
é única a menos de isometria de S2 × R.
Já que hz 6= 0 em uma imersão transversa e hz é uma função holomorfa quando
K(I) = 1 em S2×R, podemos tomar um parâmetro conforme ζ tal que dζ = hzdz. Assim,
(4.22) torna-se a clássica equação sinh-Gordon elíptica
ωζζ¯ + senh(ω) cosh(ω) = 0.
4.2 Representação de K(I)-superfícies com K < 0
Resultados similares àqueles apresentados na seção anterior podem ser obtidos
para K(I)-superfícies transversas com curvatura extrínseca negativa. Neste caso, II é uma
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métrica Lorentziana e Σ pode ser considerada uma superfície de Lorentz com estrutura
conforme induzida.
Então, podemos tomar coordenadas assintóticas (u, v) para a superfície com
K < 0, tal que a primeira e segunda formas podem ser escritas como
I = Edu2 + 2Fdudv +Gdv2,
II = 2fdudv.
Após um desenvolvimento similar em essência aquele do caso de curvatura
extrínseca positiva obtemos alguns resultados que são enunciados sem uma demonstração
a fim de não repetir os mesmos cálculos.
Teorema 4.2.
Sejam Σ uma superfície conexa e ψ : Σ→ M2(ε)× R uma K(I)-imersão transversa tal
que K < 0. Então, dadas coordenadas assintóticas (u, v) para II, a primeira e segunda
















(1− ν2)(K(I)− εν2) , (4.28)
f = −νuhv + νvhu
1− ν2 > 0. (4.29)




(1− ν2)(K(I)− εν2)(νuhv + νvhu), (4.30)
νuv = − ν




Reciprocamente, sejam K(I) ∈ R e ε ∈ {−1, 1} constantes, h : Σ → R
e ν : Σ → (−1, 1) funções sobre uma superfície de Lorentz simplesmente conexa Σ
satisfazendo (4.30), (4.31), K(I)− εν2 < 0 e νuhv + νvhu < 0. Então existe uma imersão
ψ : Σ→M2(ε)× R tal que Σ é uma K(I)-superfície transversa cuja primeira e segunda
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formas fundamentais são dadas por
I = Edu2 + 2Fdudv +Gdv2,
II = 2fdudv,
onde E, F, G e f são definidas por (4.26), (4.27), (4.28) e (4.29), respectivamente; cuja
função altura e a quarta coordenada de seu normal são dadas por h e ν, respectivamente;
e a estrutura dada por sua segunda forma fundamental é a de Σ. Além disso, essa imersão
é única a menos de isometrias de M2(ε)× R.
Se ψ : Σ→ H2 × R é uma imersão transversa com K(I) = −1, segue de (2.14)








Por tomar ω = arctanh(ν), esta última equação torna-se
ωuv − huhv senh(ω) cosh(ω) = 0. (4.32)
Corolário 4.2.
Seja Σ uma superfície conexa e ψ : Σ→ H2 × R uma imersão transversa com K(I) = −1.
Então, dadas coordenadas locais assintóticas (u, v) para II, a primeira e segunda formas
fundamentais de ψ podem ser recuperadas em temos de sua função altura h e ω = arctanh(ν)
como
E = cosh2(ω)h2u + ω
2
u, (4.33)
F = cosh2(ω)huhv − ωuωv, (4.34)
G = cosh2(ω)h2v + ω
2
v , (4.35)
f = −(ωuhv + ωvhu) > 0, (4.36)
onde ω satisfaz (4.32).
Reciprocamente, sejam h : Σ→ R uma função harmônica sobre uma superfície
de Lorentz simplesmente conexa Σ e ω : Σ→ R uma função satisfazendo ωuhv + ωvhu < 0
e (4.32). Então, existe uma imersão ψ : Σ→ H2×R tal que Σ é transversa com curvatura
Gaussiana constante K(I) = −1, cuja primeira e segunda formas fundamentais são dadas
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por
I = Edu2 + 2Fdudv +Gdv2,
II = 2fdudv,
onde E, F, G e f são definidas por (4.33), (4.34), (4.35) e (4.36), respectivamente; cuja
função altura e a quarta coordenada do seu normal são dadas por h e ν = tanh(ω),
respectivamente; e a estrutura dada por sua segunda forma fundamental é a de Σ. Além
disso, essa imersão é única a menos de isometria de H2 × R.
Deste resultado, é fácil obter superfícies completas com K(I) = −1 em H2×R,
por exemplo, se tomarmos hu ≡ 0 e escolhermos convenientemente ω(u, v) = ω1(u) +ω2(v).
Além disso, já que huv = 0 se hu e hv não se anulam então tomando novos
parâmetros (u¯, v¯) tais que du¯ = hudu, dv¯ = hvdv a equação anterior (4.32) torna-se a
equação sinh-Gordon hiperbólica
ωu¯v¯ − senhω coshω = 0.
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5 Resumo e aplicações
Aqui apresentaremos os principais resultados vistos nesta dissertação e também
veremos algumas aplicações, sem demonstrações, relacionados à estimativas de altura e
representação.
5.1 Resumo
No capítulo 1, vimos a importante definição de Tensor de Codazzi e de pares
de Codazzi.
Vimos as formas assumidas pelas equações para os casos de parâmetros especiais,
a saber:
Proposição 1.2.
Seja (I, II) ∈ P(Σ) e z um parâmetro conforme para I. Então
I = 2λ|dz|2,
II = qdz2 + 2Hλ|dz|2 + qdz¯2
e se verificam as seguintes equações
























Seja (I, II) ∈ P(Σ) onde II é Riemanniana. Seja SI ∈ S(Σ, II) o endomorfismo auto-
adjunto associado a I com respeito a II e SII ∈ S(Σ, I) o endomorfismo autoadjunto
associado a II com respeito a I. Seja z um parâmetro conforme para II, isto é,
I = pdz2 + 2λ|dz|2 + p¯dz¯2,
II = 2ρ|dz|2,
e denotemos
D = |p|2 − λ2.











































Sejam (I, II) ∈ P(Σ), p ∈ Σ′ e (u, v) parâmetros locais duplamente ortogonais,





















































































Seja (I, II) ∈ P(Σ) onde II é Lorentziana. Suponhamos que existe SI ∈ S(Σ, II)
endomorfismo autoadjunto associado a I com respeito a II, isto é,
I(X, Y ) = II(SIX, Y ), X, Y ∈ X (Σ)
e SII ∈ S(Σ, I) o endomorfismo autoadjunto associado a II com respeito a I, isto é,
II(X, Y ) = I(SIIX, Y ), X, Y ∈ X (Σ).
Seja (x, y) parâmetros assintóticos para (I, II), isto é
I = Edx2 + 2Fdxdy +Gdy2,
II = 2fdxdy.
e denotemos por
D = EG− F 2.
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No capítulo 2, vimos a definição e algumas propriedades dos espaços produto,
como também as equações necessárias que uma superfície imersa nestes espaços deve
satisfazer.
Lema 2.1
As equações de compatibilidade para uma imersão ψ com curvatura extrínseca positiva
pode ser escrita em um parâmetro conforme para a segunda forma fundamental como
K(I) = K + εν2, Gauss
ρz¯
ρ




















(αhz + α¯hz¯) + ν
2 = 1.
No capítulo 3, está presente a estimativa para a altura máxima que pode
alcançar um gráfico de curvatura de Gauss constante positiva K(I) > 0 em H2 × R (ou
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K(I) > 1 em S2 × R) sobre um plano horizontal, caracterizando, de fato, as superfícies de
revolução como aquelas em que se alcança a distância máxima.
Teorema 3.2
Seja ψ : Σ→M2(ε)× R um gráfico compacto sobre um conjunto Ω ⊂M2(ε),
com curvatura Gaussiana constante positiva K(I) > ε e cuja fronteira está contida em um
















, se ε = 1.
Além disso, a igualdade ocorre se, e somente se, ψ é o hemisfério de uma K(I)-superfície
completa.
No capítulo 4, vimos os teoremas de representação para os casos de curvatura
extrínseca positiva e curvatura extrínseca negativa.
Para o caso de curvatura extrínseca positiva temos:
Teorema 4.1
Sejam Σ uma superfície e ψ : Σ → M2(ε) × R uma K(I)-imersão transversa
tal que K > 0. Então, dada um parâmetro local conforme z para II, a primeira e segunda
formas fundamentais de ψ podem ser recuperadas em termos de sua função alturah, ν e










(1− ν2)(K(I)− εν2) , (5.2)
ρ = −νzhz¯ + νz¯hz
1− ν2 > 0. (5.3)




(1− ν2)(K(I)− εν2)(νzhz¯ + νz¯hz), (5.4)
νzz¯ = − ν




Reciprocamente, sejam K(I) ∈ R e ε ∈ {−1, 1} uma constante, h : Σ → R
e ν : Σ → (−1, 1) funções sobre uma superfície de Riemann Σ simplesmente conexa
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satisfazendo (5.4) , (5.5), K(I)− εν2 > 0 e νzhz¯ + νz¯hz < 0. Então, existe uma imersão
ψ : Σ→M2(ε)× R tal que Σ é uma K(I)-superfície transversa cuja primeira e segunda
formas são dadas por
I = Ldz2 + 2M |dz|2 + Ldz¯2,
II = 2ρ|dz|2,
onde L, M e ρ são definidas por (5.1), (5.2) e (5.3), respectivamente; cuja função altura e
a quarta coordenada de seu normal são dadas por h e ν, respectivamente; e a estrutura
dada por sua segunda forma fundamental é a de Σ. Além disso, essa imersão é única a
menos de isometria de M2(ε)× R.
Para o caso de curvatura extrínseca negativa temos:
Teorema 4.2
Sejam Σ uma superfície conexa e ψ : Σ → M2(ε) × R uma K(I)-imersão
transversa tal que K < 0. Então, dadas coordenadas assintóticas (u, v) para II, a primeira
e segunda formas fundamentais de ψ podem ser recuperadas em termos de sua função















(1− ν2)(K(I)− εν2) , (5.8)
f = −νuhv + νvhu
1− ν2 > 0. (5.9)




(1− ν2)(K(I)− εν2)(νuhv + νvhu), (5.10)
νuv = − ν




Reciprocamente, sejam K(I) ∈ R e ε ∈ {−1, 1} constantes, h : Σ → R
e ν : Σ → (−1, 1) funções sobre uma superfície de Lorentz simplesmente conexa Σ
satisfazendo (5.10), (5.11), K(I)− εν2 < 0 e νuhv + νvhu < 0. Então existe uma imersão
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ψ : Σ→M2(ε)× R tal que Σ é uma K(I)-superfície transversa cuja primeira e segunda
formas fundamentais são dadas por
I = Edu2 + 2Fdudv +Gdv2,
II = 2fdudv,
onde E, F, G e f são definidas por (5.6), (5.7), (5.8) e (5.9), respectivamente; cuja função
altura e a quarta coordenada de seu normal são dadas por h e ν, respectivamente; e a
estrutura dada por sua segunda forma fundamental é a de Σ. Além disso, essa imersão é
única a menos de isometrias de M2(ε)× R.
5.2 Aplicações
Para mostrar a relevância das estimativas de altura e fórmulas de representação,
vamos ver nesta seção algumas aplicações destes resultados.
Vejamos, primeiramente, duas aplicações das estimativas de altura.
Em [12], foi utilizada uma estimativa de altura para provar o seguinte resultado:
Proposição 5.1.
Suponha M2 uma superfície compacta sem fronteira cuja curvatura de Gauss é limitada
inferiormente por 2τ , para algum número real τ , e suponha Σ uma H-superfície propria-
mente mergulhada em N = M2 × R. Se τ < 0, assuma que H2 ≥ |τ |. Então Σ não pode
estar contida em um semiespaço. Em particular, Σ deve ter pelo menos um fim superior e
um fim inferior.
Aqui H-superfície refere-se a superfícies de curvatura constante. Veja [12] para
maiores detalhes.
Teorema 5.1.
Suponha Σ ⊂ H3c uma superfície completa propriamente mergulhada com curvatura média
constante maior do que de uma horoesfera. Então
1. Σ não é homeomorfa a uma superfície fechada perfurada em um ponto.
2. Se Σ é homeomorfa a uma superfície fechada perfurada em dois pontos, Σ é Delaunay.
Em particular, Σ é topologicamente um cilindro.
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3. Se Σ é homeomorfa a superfície fechada perfurada em três pontos, então Σ permanece
a uma distância limitada de uma geodésica plana de simetria reflexiva. Além disso,
cada metade de Σ determinada pelo plano de simetria reflexiva é um gráfico sobre
este plano com respeito a função distância do plano.
Aqui H3c denota uma forma espacial completa simplesmente conexa tridimensi-
onal de curvatura seccional constante negativa c. Superfícies Delaunay são superfícies de
revolução de curvatura média constante. Veja [13] para maiores informações.
A estimativa de altura apresentada no capítulo 3 tem como hipótese que Σ seja
um gráfico compacto. Mas, como uma consequência do clássico princípio da reflexão de
Alenxandrox para slices em M2(ε)× R e pelo Teorema (4.2), temos o seguinte corolário:
Corolário 5.1.
Seja ψ : Σ→M2 × R um mergulho de uma superfície compacta com curvatura Gaussiana
constante positiva K(I) > ε, tal que sua fronteira ψ(∂Σ) (possivelmente vazia) está contida
em um slice M2(ε) × {t0}. Então a diferença da altura entre seu ponto mais alto e seu




















se ε = 1.
Além disso, se uma tal diferença é atingida, ψ(S) é, a menos de isometria, a K(I)-superfície
completa.
Conforme dissemos na introdução, representações constituem importantes
ferramentas, pois garantem a existência de imersões, como também conhecer as expressões
para a primeira e a segunda formas fundamentais em termos de algumas funções dadas, se
estas funções satisfazem determinadas condições.
Um resultado de representação para superfícies planas pode ser encontrado em
[8] em que dada uma φ harmônica, existe uma superfície plana emH3 parametrizada por
linhas de curvatura
I = cosh2 φ(u, v)(du)2 + senh2 φ(u, v)(dv)2 (5.12)






As parametrizações por linhas de curvatura existem na vizinhança de um ponto não
umbílico (para detalhes, seja [15], Teorema 2.4 e Corolário 2.7). Usando este resultado os
autores provaram uma caracterização geométrica para uma classes de funções φ, a saber:
Teorema 5.2.
Um flat front em H3 é helicoidal se, e somente se, há uma parametrização local por linhas
de curvatura em um vizinhança de um ponto não singular, tal que a primeira e segunda
formas fundamentais são dadas por (5.12) e (5.13), onde
φ = au+ bv + c e (a, b, c) 6= (0,±1, 0).
Um possível problema pode ser considerado de maneira análoga com o teorema
de representação para superfícies em S2×R e H2×R, isto é, caracterizar geometricamente
superfícies para uma dada classes de soluções para as equações (4.22) e (4.32), que são
transformadas em uma classe de equações conhecidas, as equações sinh-Gordon.
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