We construct a versal family of deformations of CR structures in five dimensions, using a differential complex closely related to the differential form complex introduced by Rumin for contact manifolds.
Introduction
A natural problem in several complex variables is that of classifying the deformations of an isolated singularity in a complex-analytic variety. The problem is solved by constructing a "versal family" of deformations of the singularity, which is, roughly speaking, a minimal family of deformations that includes biholomorphic representatives of all other deformations. (See Section 8 for a precise definition.)
Versal families for isolated singularities were first constructed from an algebraic point of view in the late 1960s and early 1970s by Tjurina, Grauert, and Donin [Tj, G, D] . Shortly thereafter, M. Kuranishi [K] outlined a program for relating deformations of an isolated singularity to deformations of the CR structure on a real hypersurface obtained by intersecting the variety with a small sphere surrounding the singular point (the "link" of the singularity). Then Kuranishi's construction was extended and simplified by subsequent work of the first author and others [A3, A4, A6, M1, M2, BM] .
A fundamental limitation of all of these results has been a dimensional restriction: Because the deformation complex that was introduced in [A3, A4, A6] failed to be subelliptic in low dimensions, these results only applied to CR manifolds of dimension 7 or more (and therefore to singularities of varieties whose complex dimension is at least 4).
The purpose of this paper is to extend the Kuranishi construction of versal families of CR structures to the case of 5-dimensional CR manifolds. The new idea here is a subelliptic estimate and consequent Hodge theory for a certain subcomplex of the standard deformation complex inspired by recent work of M. Rumin on contact manifolds.
Recently, Miyajima [M3] introduced an alternative approach to constructing versal families in all dimensions, based on analyzing deformations not only of the CR structure, but of the CR structure together with its embedding into C N . The present approach is of independent interest, however, because it represents a completion of the original Kuranishi program of constructing an intrinsicallydefined versal family of deformations of the CR structure itself. There appears to be little hope for extending this intrinsic approach to the case of 3-dimensional CR manifolds, because the relevant cohomology groups in that case are infinitedimensional.
Let (M, 0 T ′′ ) be a compact strictly pseudoconvex CR manifold of real dimension 5. Deformations of the CR structure of M can be represented as T ′ -valued (0, 1)-forms, where T ′ is a 3-dimensional complex subbundle of C ⊗ T M transverse to the antiholomorphic tangent bundle 0 T ′′ (see Section 2 for precise definitions). The space of such forms fits into a complex (Γ(M,
T ′ ), the standard deformation complex [A3, BM] . In earlier work on higher-dimensional CR deformation theory, the first author defined a subcomplex (Γ(M, E j ), ∂ j ) of the standard deformation complex corresponding to deformations of the CR structure that leave the contact structure fixed. When dim M = 2n − 1 ≥ 7, there is a subelliptic estimate on Γ(M, E 2 ), which leads to the construction of a versal family [A3, A4] . But if dim M = 5, there is no such estimate.
In this paper, inspired by the differential-form complex introduced by Rumin [R] for studying de Rham theory on contact manifolds, we extend the E i complex by defining a new second-order operator D:
where F is a one-dimensional subbundle of C ⊗ T M transverse to 0 T ′′ ⊕ 0 T ′′ . This is closely related to Rumin's complex, in a way we will explain in Section 4. A similar complex has also been used in [BM] .
Once we have proved an a priori estimate on Γ(M, E 1 ), it follows that there is a Kodaira-Hodge decomposition theorem on Γ(M, E 1 ). Using techniques similar to those in [A3, A4] , this leads to a construction of the versal family in the 5-dimensional case. We remark that Rumin has recently suggested a simpler proof of an analogous estimate for the complex version of his complex in arbitrary dimensions. We hope to pursue this further in another paper.
Background and Notation
Let (M, 0 T ′′ ) be a CR manifold. By this we mean that M is a smooth manifold of dimension 2n − 1 and 0 T ′′ is a complex subbundle of the complexified tangent
where by Γ(M, E) we mean the space of C ∞ sections of the bundle E. For convenience we will write 0 T ′ for 0 T ′′ and H for the real bundle Re( 0 T ′′ ⊕ 0 T ′ ). We assume that there is a global non-vanishing real one-form θ that annihilates H; that is, such that θ(X) = θ(X) = 0 for all X ∈ Γ(M, 0 T ′′ ). Since H is naturally oriented, the existence of such a form is equivalent to M being orientable.
We define the Levi form L θ by
If this Levi form L θ is positive definite or negative definite, then (M, 0 T ′′ ) is called strictly (or strongly) pseudoconvex. (After this section, we will always assume that our CR structure is strictly pseudoconvex.) Notice that the Levi form gives us a metric on H = Re( 0 T ′ ⊕ 0 T ′′ ) that extends to a Riemannian metric on all of T M by declaring that ξ is unit length and orthogonal to H. We will call this metric the Webster metric (see [W] ).
When (M, 0 T ′′ ) is strictly pseudoconvex, we will call a choice of 1-form θ a pseudohermitian structure. Let ξ be the unique real vector field satisfying θ(ξ) = 1 and dθ(ξ, X) = 0 for all X ∈ H. Notice that this implies that for every
Let F denote the complex line bundle Cξ, and set T ′ := 0 T ′ + Cξ. We then get vector bundle decompositions
and
Note that these decompositions depend on the choice of θ (and thus ξ) and so are not CR-invariant. We will often take advantage of these decompositions to project onto various components. For a vector X, let us write π F (X) for the
0 π ′′ (X) for the 0 T ′′ -component, according to these decompositions. Moreover, since we will often be dealing with vector-valued forms, let us use the same notation for the projection of, say,
It is often useful to identify
Notice that this identification depends on the choice of θ, and so is not CRinvariant. There is a natural bigrading on C ⊗ Λ k H * , so we may make a further
This allows us to identify, for example,
Finally, we note that we will use the Einstein summation convention whenever possible. We will use Roman indices (j, k, for example) to indicate sums from 1 to 2n − 1, and Greek indices (α, β, and so on) for sums from 1 to n − 1.
Review of CR deformation theory
In this section we survey previous work on the deformation theory of CR structures. This work was initiated by Kuranishi [K] as a CR analogue of his work on complex manifolds. Most of the work reviewed here was done by the first author [A1, A2, A3, A4] Following work of the first author [A2] , we introduce a first order differential operator
As in the case of scalar-valued differential forms, this generalizes to operators
with ∂ (p+1) ∂ (p) = 0 (see [A2] ). This complex is called the standard deformation
complex.
A complex subbundle E ⊂ C ⊗ T M is an almost CR structure (and the pair (M, E) is an almost CR manifold ) if E ∩ E = 0 and dim C E = n − 1. An almost CR structure E is at finite distance from
′′ is a bundle isomorphism. These almost CR structures are characterized by the fact that they are graphs over 0 T ′′ : there is a bijective correspondence between elements φ ∈ Γ(M, Hom(
at finite distance from 0 T ′′ (see, for example, [A1, Proposition 1.1, page 618]). The almost CR structure φ T ′′ is a CR structure exactly when it satisfies the integrability condition, which can be written as the non-linear partial differential equation
) are the parts of P (φ) that are degree k in φ. They are given by
See [A1, Theorem 2.1, page 619] and the proof given therein for details. If we consider only deformations φ that preserve the contact structure (that is, for which 
, then, the integrability condition becomes
We remark that contrary to appearances, the definition of Γ p is an algebraic condition on u, not a differential one. To see this, apply the one-form θ to both sides of equation (3.2). By the definition of Γ p , the left-hand side is zero, and so
Since u maps into 0 T ′ , which is annihilated by θ, the second sum is a sum of zeros. Using
This is an algebraic condition on u.
In fact, the spaces Γ p are smooth sections of vector bundles. There are [A3,
and φ T ′′ is integrable for φ ∈ Γ 1 if and only if P (φ) = ∂ 1 φ + R 2 (φ) = 0. It turns out that E 0 = 0 and the resulting complex
is a differential subcomplex of the standard deformation complex (see [A3, Theorem 2.2, page 314]). This subcomplex still contains enough information to be useful; for example, the inclusion map ι : 
, then there is a harmonic projector H such that Hu = 0 for all u ∈ Γ(M, E 2 ) and a Neumann operator N such that N Hu = HN u = 0 and u = N u + Hu for all u ∈ Γ(M, E 2 ). This construction fails if dim M = 5, as there is no subelliptic estimate for this complex.
The new complex
In this section, we introduce a new complex as a replacement for the differential subcomplex (3.9) of the standard differential complex. Set
We then get a new differential subcomplex of the standard differential complex (3.3):
This complex is a generalization of ideas of the first author that is new for use in this setting, but it has been introduced by Buchweitz and Millson [BM, page 82] based in part on ideas of the third author. It is straightforward to see that this is a complex: the definition of H 0 ensures that ∂ 0 u ∈ Γ(M, 0 T ′ ⊗ ( 0 T ′′ ) * ) and the fact that (4.2) is a subcomplex of the standard differential complex (3.3) means that, in fact, ∂ 0 u ∈ Γ(M, E 1 ).
We would like to make a few remarks about H 0 . It is not the space of smooth sections of a vector bundle over M ; rather, it is the image of a first order differential operator. We define this operator Γ(M, F ) → Γ(M, T ′ ) as follows: for Z ∈ Γ(M, F ), we may write Z = u · ξ for some smooth function u (namely, u = θ(Z)). We then get an element
Another way to write this is
because θ(Y ) = θ(X u ) = 0 and dθ(ξ, · ) = 0. Since our CR structure is strictly pseudoconvex, equation (4.3) uniquely determines X u . Thus H 0 is the image of the first order differential operator ρ :
It is this complex that we will use to get our subelliptic estimate and therefore our decomposition theorems. Notice that X u includes a first derivative of u. Using a local moving frame
Thus ρ is indeed a first order operator, and our composition D = ∂ T ′ • ρ is a second order operator.
Finally, we would like to relate our operator D to that of Rumin [R] . Define, for p + q ≥ n,
and set
Although the definition (4.7) seems to depend on non-invariant decomposition (2.4), we may actually express F k invariantly as
where θ, dθ is the ideal generated by θ and dθ. Since this ideal is CR-invariant, the definition of F k is as well. Below the middle dimension, we define a slightly different space. For p + q = k ≤ n − 1, set
n−1 is chosen so that dũ will be in F n . There is then a complex
which decomposes into subcomplexes
We hope to provide more details on these complexes in another paper. The relation between our complex (4.4) and Rumin's complex (4.9) occurs when p = n − 1 in Rumin's complex, in which case (4.9) is
and we note that
, if one exists. For any positive k, we get a map P k : Γ(M, E k ) → F n−1,k by interior multiplying the vector part of u ∈ Γ(M, E k ) into K M , then wedging the remainder with the form part of u.
The claim is that each P k is an isomorphism and the following diagram commutes:
Since K M always exists locally, the two complexes are locally isomorphic. If the canonical line bundle is trivial, then this complex version (4.9) of the Rumin complex is isomorphic to our new complex (4.4).
A subelliptic estimate and decomposition theorem
In this section, we state two of our main results. First, we produce a subelliptic estimate at Γ(M, E 1 ) for our complex (4.4) in the 5-dimensional case. Using this, we get a Hodge-Kodaira decomposition theorem for elements of Γ(M, E 1 ).
We begin with some preliminaries. Our choice of pseudohermitian structure θ determines the pseudohermitian connection ∇ (see [W, Ta] ): this is the unique connection that is compatible with H and its complex structure, for which θ and dθ are parallel, and satisfying an additional torsion condition. For any tensor field u on M , the total covariant derivative ∇u can be decomposed as
where ∇ ′ u involves derivatives only with respect to vector fields in 0 T ′ , and ∇ ′′ u only with respect to vector fields in
where · denotes the L 2 norm defined with respect to the Webster metric. (Note that in [A3] , the · 1 and · 2 norms were called · ′ and · ′′ , respectively.) We will write ( , ) for the hermitian inner product that corresponds to the norm · , and for any bundle E we will let Γ 2 (M, E) denote the completion of Γ(M, E) with respect to the L 2 norm. Define a second-order operator
where the adjoints are defined with respect to the complex (4.4). We use this operator and the norms defined above to express our subelliptic estimate in the following theorem. 
The details of the proof of this estimate will be confined to the next section. We define new norms that are Sobolev extensions of the Folland-Stein norms · k as follows. We set
The first parameter, k, specifies the number of derivatives in the H directions, whereas the second parameter, m, is the number of unconstrained derivatives.
(We remark that in [A3] these norms were written slightly differently: for example, · 2,m was · ′′ (m) .) Then our main estimate, Theorem 5.1, together with standard integration-by-parts techniques, gives us the following Sobolev estimate. for all φ ∈ Γ(M, E 1 ).
Let us write H for the harmonic elements of Γ(M, E 1 ), with respect to the Laplacian . In order to find a useful expression for H, we use the following lemma to express the adjoint of D in simpler terms.
Lemma 5.3. Let H 0 be the completion of H 0 under the L 2 norm, and π H0 :
Then we have the following relations:
Proof. The first conclusion follows from the relation between the standard deformation complex (3.3) and the complex (4.2) involving
This lemma then implies that we may write H as
The subelliptic estimate in Theorem 5.1 gives us the following Hodge-Kodaira decomposition theorem.
Moreover, there exists a Neumann operator
We will construct the Neumann operator N and the harmonic projector H by considering the differential equation
Let us write H ⊥ for elements of Γ 2 (M, E 1 ) that are orthogonal to H with respect to the L 2 norm. We begin with a fairly standard lemma.
Lemma 5.5. There is a constant c > 0 for which
Proof of Lemma 5.5. We assume the conclusion is false. That is, for each integer k > 0, we assume that there is an element
. Rescaling these u k if necessary, we may assume that u k 1 = 1 and therefore
The sequence {u k } is thus bounded with respect to · 2 , the Folland-Stein 2-norm. Any such set is precompact with respect to · 1 ; this means there is a subsequence {u kj } that converges weakly in Γ 2 (M, E 1 ) and strongly in the Folland-Stein 1-norm. Let u be its limit. On the one hand, u ∈ H ⊥ as each element u kj is. On the other hand, the closedness of the differential operator implies that u ∈ Dom and u = 0. Thus u ∈ H, so u = 0. But u 1 = 1, so this is a contradiction.
Proof of Theorem 5.4. By Lemma 5.5 and Theorem 5.1, the quadratic form
defines a norm that is equivalent to · 2 . We endow H ⊥ with this norm, and let Q(u, v) denote the associated symmetric bilinear form. Note that if u and v are smooth, then Q(u, v) = ( u, v).
By Lemma 5.5, the linear functional
Thus we have solved (5.3) for f ∈ H ⊥ . The Neumann operator is given by N f = u, the solution u ∈ H ⊥ to u = f in the above sense. This makes sense for f ∈ H ⊥ , so under the orthogonal decomposition Γ 2 (M, E 1 ) = H ⊕ H ⊥ we can extend N to all of Γ 2 (M, E 1 ) by declaring that it is identically zero on H. We define the harmonic projector H as orthogonal projection onto H under this decomposition. 
Proof of the subelliptic estimate
In this section, we prove Theorem 5.1, our subelliptic estimate. Since our manifold M is assumed to be compact, it will suffice to show that (5.1) holds for φ supported in a neighborhood of each point: assuming this, we can choose a locally finite collection {α i } of smooth nonnegative functions satisfying i α 2 i = 1, apply (5.1) to α i φ, and sum over i, yielding (5.1) plus some lower-order terms that can be absorbed into the right-hand side.
Let {e 1 , e 2 } be a local moving frame for 0 T ′ satisfying (4.5), from which it follows that
and let {θ 1 , θ 2 } be the dual sections of ( 0 T ′ ) * , thought of as one-forms according to the decomposition (2.3). We may then write φ ∈ Γ(M,
(Notice the implicit sums over α and β 1 through β j .) Throughout this section, we will assume φ is supported in the neighborhood on which our moving frame is defined, so that
We will often find it useful to look only at the top order derivatives. In light of the commutation relation (6.1), this unfortunately is not possible. Instead, we will look at only the top weight derivatives, where we allocate a weight of 1 to vector fields in H and a weight of 2 to ξ. We will then write ∼ for equal modulo lower weight terms. This generalizes to and , meaning greater than or less than, modulo negligible terms. Our main estimate (5.1) can thus be written
for all φ ∈ Γ(M, E 1 ). To prove this estimate, we will need a local expression for φ 2 2 rather than φ 2 . Modulo lower weight terms, this expression is 
)
Proof. In our local frame, we may write
where we have discarded all the terms without a derivative of a component of φ. This proves the second claim; the first claim follows from applying the one-form θ to both sides of (6.5):
where we have simplified using θ([e α , e β ]) = −iδ αβ . Finally, we prove equation (6.4). To compute this adjoint, we take the inner product of D * φ with an element uξ of Γ(M, F ), and integrate by parts:
If we write ψ = ψ α β e α ⊗ θ β for D(uξ) = ∂ 0 (uξ + i(e 1 u)e 1 + i(e 2 u)e 2 ) (again, there is no ξ ⊗ θ β term as D(uξ) ∈ Γ(M, E 1 )), then we can compute ψ α β = θ α (ψ(e β )). The inside term is not difficult to compute, and we get ψ(e β ) ∼ π ′ [e β , uξ + i(e 1 u)e 1 + i(e 2 u)e 2 ], so ψ α β ∼ ie β e α u. Undoing the integration by parts above gives equation (6.4).
The primary tool in our proof of Theorem 5.1 is the following lemma. This follows at least in part from the local expressions computed in Lemma 6.1 Lemma 6.2 (Key Estimate). For all φ ∈ Γ(M, E 1 ),
e 1 e 1 φ A similar argument shows that three of the cross terms on the right-hand side of (6.9) cancel all the cross terms of (6.8):
e 1 e 1 φ We now have more cross terms, this time involving ξ.
We will deal with some of these cross terms using integration by parts. The adjoint of e α is −e α , and so (using [e 2 , e 2 ] ∼ −iξ and other commutation relations), we have 
In our local frame, the right-hand side of this equation can be written as
where α and β run from 1 to 2, and j, k ∈ {1, 2, 1, 2}. We construct each of these estimates individually, and organize them in the following lemma.
Lemma 6.3. There exists a positive constant C such that
for all j, k ∈ {1, 2, 1, 2}, α, β, and φ ∈ Γ(M, E 2 ).
Proof. What we will show, in fact, is that for each j, k and each ǫ > 0 there is a constant C > 0 such that
The constant ǫ can be chosen to be dominated by all the different constants C, so that the sum of the various individual estimates (6.12) and (6.13) yields the subelliptic estimate (6.11).
We prove this lemma in stages: we produce the estimate (6.12) for each of the components φ Using the same method as in the proof of the φ 1 2 case, and noting that we have estimates for all of the φ 1 2 terms, we obtain estimates for e 1 e 2 φ 1 1 2 and e 2 e 2 φ 1 1 2 . Using our integration by parts trick, we see that We have estimates for both terms on the right-hand side, so this gives us estimates for e 1 e 1 φ 1 1 2 and e 2 e 1 φ 1 1 2 ∼ e 1 e 2 φ 1 1 2 . Now we produce an estimate for iξφ 2 . Making the appropriate changes in the proof of the φ 1 1 case will then give us a proof in this case as well. As this is the final case, we have now completed the proof of Lemma 6.3.
A family of CR structures
In this section, we introduce an explicit family of CR structures parameterized by a finite-dimensional analytic set, and show that it gives a local family of solutions to the deformation problem
We begin by saying precisely what we mean by a family of CR structures. Let (M, 0 T ′′ ) be a compact strictly pseudoconvex CR manifold of real dimension 2n − 1. By a family of deformations of a given CR structure 0 T ′′ we mean a triple (M, φ(t) T ′′ , T ), where T ⊂ C k is a complex analytic subset containing the origin o and φ :
is a complex analytic map such that, for each t ∈ T , φ(t) determines an integrable CR structure φ(t) T ′′ on M . Recall that this means that P (φ(t)) = 0 for all t ∈ T , as P is the integrability condition for CR structures at finite distance from 0 T ′′ . Finally, we require that φ(o) = 0; that is, that φ(o) corresponds to the original CR structure 0 T ′′ . Then our main result of this section is the following theorem.
Theorem 7.1. Let (M, 0 T ′′ ) be a compact, strictly pseudoconvex CR manifold of real dimension 5, and write H = ker for the set of harmonic elements of Γ(M, E 1 ). Then there is a complex-analytic map φ :
We will prove this theorem by constructing a locally complex analytic family of solutions to the deformation problem (7.1). We begin by producing some useful Sobolev estimates.
Our Laplacian is a fourth-order differential operator, and so we can expect that the Neumann operator gains four derivatives in the directions of C ⊗ H = 0 T ′ ⊕ 0 T ′′ . This is the content of the following lemma. Proof. We will show that
. Because is subelliptic, N u is smooth whenever u is smooth, so the required estimate follows by approximating with smooth sections.
The proof of (7.3) is by induction on m. By using a partition of unity we may assume that u is supported in the domain of a frame satisfying (6.1). Observe that Lemma 5.5 and the Cauchy-Schwartz inequality imply that u ≤ u . As usual, we will let ∼ and denote equality and inequality modulo lowerweight terms, which can be absorbed by using standard interpolation inequalities.
We begin by considering derivatives in the ξ direction. By Lemma 5.5 and Theorem 5.1,
Because ξ commutes with e α and e β modulo terms of weight 1, it follows that [ , ξ] is an operator of weight at most 4. Therefore, after integrating by parts, the second term above can be absorbed to yield Now we can prove (7.3) for the case m = 0. Observe that the commutation relations for e α and e β imply that [e α , L] is equal to a constant multiple of e α ξ modulo lower-weight terms. Therefore, using Lemma 5.5 and Theorem 5.1 again, we get
where P 4 is some operator of weight 4. Integrating by parts and using (7.4), we find Choosing ǫ small enough, we can absorb the u 4 term and obtain (7.3) when m = 0. Now assume that (7.3) holds for some m > 0. By induction, we have
If e denotes any of the vector fields e α or e β , then [ , e] = P 3 ξ + P 4 , where P 3 and P 4 are operators of weight 3 and 4, respectively. Thus Since u 4,m+1 is a sum of terms of the form and ξu 4,m and eu 4,m , this completes the induction.
Recall that, for φ ∈ Γ(M, E 1 ), the almost CR structure φ T ′′ is integrable exactly when P (φ) = ∂ 1 φ+R 2 (φ) = 0. With this in mind, we state the following proposition (compare to [A2, Proposition 3.12, page 813] 
Proof. The proof of this proposition is simply the fact that ∂ * 1 , L, and R 2 take derivatives only in the C ⊗ H directions; thus ∂ * 1 LR 2 (φ) can be written in a local frame for 0 T ′ as a homogeneous quadratic polynomial in the coefficients of φ and their derivatives, in which each monomial has a total of no more than four C ⊗ H derivatives. The assumption that m ≥ n and the Sobolev embedding theorem yield the result.
Thus Proposition 7.3 combined with Lemma 7.2 in the case ψ = ∂ * 1 LR 2 (φ) yields the following theorem. We now use Theorem 7.4 to prove the main theorem of this section, Theorem 7.1.
Proof of Theorem 7.1. We will solve this problem first in a Banach space: complete Γ(M, E 1 ) with respect to the norm 2,m for some integer m ≥ n to obtain a Banach space, which we denote by Γ 2,m (M, E 1 ). Consider the Banach analytic map from Γ 2,m (M, E 1 ) to itself given by
Theorem 7.4 implies that φ ∈ Γ 2,m (M, E 1 ) is actually mapped to another element of Γ 2,m (M, E 1 ). This is clearly an analytic local isomorphism. The Banach inverse mapping theorem then gives us an analytic inverse map; that is, an analytic function s → φ(s) from Γ 2,m (M, E 1 ) to itself such that
(7.5)
Our family (7.5) is locally (near the origin o) parametrized by the analytic set T defined in (7.2). To see this precisely, notice that equation (7.5) implies that for t ∈ H, ∂ 1 φ(t) + ∂ 1 N ∂ * 1 LR 2 (φ(t)) = 0 (7.6) (as ∂ 1 = 0 on H). Combining this with the definition of T , we see that
Since φ(t) depends complex analytically on t ∈ T , our T is a complex analytic subset of H.
Proof of Versality
In this section we prove that the family of CR structures constructed in Theorem 7.1 is versal, at least with respect to deformations of complex structure parametrized by smooth complex manifolds. In order to define the notion of versality, we first make clear our definition of deformations of a complex manifold U . (In practice, U will be a complex neighborhood of our CR manifold M , which is embedded as a hypersurface in a complex manifold N .) A family of deformations of the complex manifold U is a triple (U, π, S), where S ⊂ C k is a complex analytic subset containing the origin o, U is a complex analytic space that is differentiably (but not necessarily complex analytically) isomorphic to U × S, and π : U ≡ U × S → S is projection onto the second factor.
We remark that a family of deformations (U, π, S) of a complex manifold U gives rise to a unique
, depending complex analytically on S. Moreover, the complex structure over π −1 (s), defined by
is integrable. Conversely, by the Newlander-Nirenberg theorem, if such an ω(s) is given, at least in the case in which S is nonsingular, then we can construct a family of deformations (U, π, S) of the complex manifold U . Now suppose (M, 0 T ′′ ) is a strictly pseudoconvex CR manifold. A family of deformations (M, φ(t) T ′′ , T ) of CR structures over M is said to be versal if whenever (M, 0 T ′′ ) is embedded as a real hypersurface in an n-dimensional complex manifold N and (U, π, S) is any deformation of the complex structure on a neighborhood U of M in N , we have the following two conditions. First, there exists a neighborhood of the origin S ′ ⊂ S for which there is a holomorphic map h : S ′ → T and smooth embeddings f (s) :
is the identity map. Second, we note that ω(s) induces a CR structure over M when we consider M embedded in U via f (s). Let us denote this CR structure by ω(s)·f (s) T ′′ . If s is sufficiently close to the origin, this defines a unique deformation tensor ω(
Our requirement is that this CR structure be the same as the one induced by φ at the point h(s) ∈ T :
We will only deal with smooth deformations; that is, deformations in which the analytic space S is, in fact, a complex manifold, rather than a variety with singularities. We now state our main theorem of this section. Our proof can be modified to work in the case that S has a singularity, so the claim would be that the family of CR deformations is versal. We leave this claim to another paper.
Proof. We must construct h(s) and f (s). Suppose that we are given a family of deformations of a neighborhood U of M , (U, π, S). Let {U j } be a covering of U by coordinate domains, indexed by some finite set. Let {z 
For brevity, we will write this as
We can extend this to a local coordinate covering {U j × S} for (U, π, S) with transition functions τ
k and smooth in s. We use a similar abbreviation as above:
with the requirement that τ jk (z k , o) = τ jk (z k ). For simplicity, we use local complex coordinates {z 1 j (s), z 2 j (s), z 3 j (s)} depending complex analytically on the parameter s. That is, each function z k j (s) is a smooth function on U j and complex analytic on S, and the corresponding complex structure on π −1 (s) (as an element of Γ(U,
Similarly, the induced CR structure defined in equation (8.1) is also determined locally by h |α s α .
We are using multi-index notation, so if s = (s 1 , . . . , s r ) and α = (α 1 , . . . , α r ), then |α| = α 1 + · · · + α r and s α = s The proof of this theorem will follow from several lemmas and propositions. where we have written θ j|(m+1) for θ (m+1) | Uj .
Proof. Since our CR structure is strictly pseudoconvex, the map
is an isomorphism. Hence there is a Γ(M, 0 T ′ )-valued polynomial θ which such that κ m+1 (ω(s) · (f In order to show this, we first prove the next lemma.
Lemma 8.6. hold. In particular, R 3 (ω(s) · (f (m) j (s))) = O(|s| m+2 ) as φ(t) ∈ Γ(M, E 1 ).
Proof. We recall that P (ω(s) · (f (m) j (s) + g j|(m+1) (s) + θ j|(m+1) (s))) = O(|s| m+2 ).
(The map defined on each U j by f Proof. The first term on the left-hand side satisfies 
