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Abstract
Let M be a smooth compact connected manifold of dimension d ≥ 2, possibly with
boundary, that admits a smooth effective T2-action S = {Sα,β}(α,β)∈T2 preserving a smooth
volume ν, and let B be the C∞ closure of {h ◦ Sα,β ◦ h−1 : h ∈ Diff∞ (M,ν) , (α, β) ∈ T2}.
We construct a C∞ diffeomorphism T ∈ B with topological entropy 0 such that T × T is
loosely Bernoulli. Moreover, we show that the set of such T ∈ B contains a denseGδ subset of
B. The proofs are based on a two-dimensional version of the approximation-by-conjugation
method.
1 Introduction
An important question in ergodic theory (see, for example, [OW91, p.89]) dating back to the
foundational paper [Ne32] of von Neumann is:
Question. Are there smooth versions of the objects and concepts of abstract ergodic theory?
The objects that we consider are ergodic automorphisms of finite measure spaces, more pre-
cisely, ergodic measure-preserving bijections from an atom-free standard measure space of finite
measure to itself. By a smooth version of an ergodic automorphism we mean a C∞ diffeomor-
phism of a compact manifold preserving a C∞ measure equivalent to the volume element that is
(measure) isomorphic to that ergodic automorphism. The only known restriction for obtaining
a smooth version of such an automorphism is due to A. G. Kushnirenko, who proved that the
measure-theoretic entropy must be finite. However, there is a scarcity of general results on the
smooth realization problem.
The pioneering work in the area of smooth realization is the paper of D. Anosov and A. Katok
[AK70], who gave the first example of a smooth version of a weakly mixing automorphism of the
disk, using what is now called the approximation-by-conjugation method (sometimes abbreviated
as the AbC method), or the Anosov-Katok method. The related theory of periodic approxima-
tion was developed by Katok and A. Stepin [KS67]. These results have been applied in many
subsequent papers, e.g., [FS05], [FSW07], [GK00], and are also important for the present paper.
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Our main result is the smooth realization of a zero-entropy automorphism T whose Cartesian
product T × T is loosely Bernoulli, on any compact manifold, possibly with boundary, that
admits an effective smooth T2-action. In the positive entropy case, the smooth realization of
such an automorphism T already follows from the work of M. Brin, J. Feldman, and Katok
[BFK81], who showed that any compact manifold of dimension greater than one admits a smooth
Bernoulli diffeomorphism. In the present discussion, and throughout our paper, the entropy of an
automorphism means the measure-theoretic entropy with respect to the given invariant measure,
unless we specify otherwise. However, it follows from the work of S. Glasner and D. Maon [GM89]
and H. Furstenberg and B. Weiss [FuW78] that our example T also has topological entropy zero.
The loosely Bernoulli property was introduced by Katok [Ka75] in the case of zero entropy,
and, independently, by Feldman [Fe76] in the general case. This property is used to study
orbit equivalence of flows. Two ergodic measure-preserving automorphisms T and S are said
to be Kakutani equivalent if they are isomorphic to cross-sections of the same ergodic measure-
preserving flow (see Theorem 1.14 in [ORW82]). From Abramov’s entropy formula, it follows that
two Kakutani equivalent automorphisms must both have entropy zero, both have finite positive
entropy, or both have infinite entropy. It was a long-standing open problem whether these three
possibilities for entropy completely characterized Kakutani equivalence classes, but Feldman
[Fe76] showed that there are at least two non-Kakutani equivalent ergodic transformations T
and S of entropy zero, and likewise for finite positive entropy and infinite entropy. D. Ornstein,
D. Rudolph, and Weiss [ORW82] generalized Feldman’s construction to obtain an uncountable
family of pairwise non-Kakutani equivalent ergodic automorphisms in each of the three entropy
classes.
An ergodic automorphism T that is Kakutani equivalent to an irrational circle rotation (in
the case of entropy zero) or a Bernoulli shift (in case of non-zero entropy) is said to be loosely
Bernoulli. Zero-entropy loosely Bernoulli automorphisms are also called standard. There is a
metric on strings of symbols called the f metric (defined in Section 4) that was used by Feldman
to create a Kakutani equivalence theory for loosely Bernoulli automorphisms that parallels Orn-
stein’s d metric and his isomorphism theory for Bernoulli shifts. In case of zero entropy, the f
metric gives a simple characterization of loosely Bernoulli automorphisms [KS76]. (See Theorem
4.5 below.)
If T is an ergodic automorphism such that T × T is loosely Bernoulli, then T must itself
be loosely Bernoulli. However, the converse is not true. M. Ratner showed that for any (non-
identity) transformation T in the horocycle flow, T is loosely Bernoulli ([Ra78]), but T × T is
not loosely Bernoulli ([Ra79]). Katok gave the first example of a zero-entropy automorphism
T whose product with itself is loosely Bernoulli (described in Section 2 of [Ge81]). Moreover,
Katok [Ka03, Proposition 3.5] found a sufficient condition in terms of periodic approximations
of T for T ×T to be loosely Bernoulli (see Section 2.1). We prove that T ×T is loosely Bernoulli
under a slightly weaker hypothesis on the periodic approximations of T (see Proposition 4.1).
Automorphisms obtained from periodic approximations in this way are weakly mixing but not
mixing. However, there is also a zero-entropy mixing automorphism whose product with itself is
loosely Bernoulli ([Ge81]). All of the previously known zero-entropy examples with T ×T loosely
Bernoulli are not smooth. The zero-entropy example T in the present paper with T × T loosely
Bernoulli is a smooth weakly mixing diffeomorphism, but it is not mixing. We also show that
such examples are generic in the following sense: Suppose {Sα,β}(α,β)∈T2 is a smooth effective
toral action preserving a smooth volume ν on a compact connected manifoldM , and Diff∞(M,ν)
is the set of C∞ diffeomorphisms of M that preserve ν. Then the set of those transformations
T in the C∞ closure of {h ◦Sα,β ◦ h−1 : h ∈ Diff∞(M,ν), (α, β) ∈ T2} such that T × T is loosely
Bernoulli contains a dense Gδ subset in the C∞ topology.
In contrast to our results, A. Kanigowski and D. Wei ([KW]) recently proved that for a
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full measure set of parameters, the Cartesian product of two Kochergin flows ([Ko75]) with
different exponents is not loosely Bernoulli, even though the Kochergin flows themselves are
loosely Bernoulli. The case of a Cartesian product of a Kochergin flow with itself is not covered
by their proof, but Kanigowski and Wei suggest that analogous results may also hold in that
case. The Kochergin flows are smooth, but have one degenerate fixed point.
Another interesting recent result related to the smooth realization problem was obtained by
M. Foreman and Weiss in a series of papers [FW1, FW2, FW3], based partly on earlier joint
work with Rudolph [FRW11]. For M = T2,D2 or the annulus, they found a way to code smooth
diffeomorphisms on M constructed by the (untwisted) AbC method into some symbolic spaces
called uniform circular systems. Thereby, they were able to show that the measure isomorphism
relation among pairs of measure-preserving smooth diffeomorphisms on M is not a Borel set
with respect to the C∞ topology. As discussed in [FW1], this can be interpreted as an "anti-
classification" result for measure-preserving smooth diffeomorphisms on M .
2 Preliminaries
We begin by reviewing the concept of periodic approximation and several important related no-
tions and results. We continue with a presentation of the general scheme of the AbC (approximation-
by-conjugation) method. Finally we give definitions of distances on the space of C∞ functions
that will be useful later in this paper, especially in Section 7.
2.1 Periodic approximation in ergodic theory
The brief introduction to periodic approximation in this section is based on the more compre-
hensive presentation in [Ka03].
Let (X,µ) be an atom-free standard probability space. A tower t of height h(t) = h is an
ordered sequence of disjoint measurable sets t = {c1, ..., ch} of X having equal measure, which
is denoted by m (t). The sets ci are called the levels of the tower; in particular, c1 is the base.
Associated with a tower there is a cyclic permutation σ sending c1 to c2, c2 to c3,..., and ch to
c1. Using the notion of a tower we can give the next definition:
Definition 2.1. A periodic process is a collection of disjoint towers in the space X and the asso-
ciated cyclic permutations together with an equivalence relation among these towers identifying
their bases.
Remark 2.2. The towers of a periodic process, as defined in [KS67, KS70, Ka03], are actually
required to cover the space. However, this is not necessary for Theorems 2.7, 2.8, and 2.9 stated
at the end of this subsection. In fact, along a sequence of exhaustive periodic processes (to be
defined below), the limit of the measure of the union of the towers is equal to one, and this
slightly weaker condition can be substituted for having the towers cover. This follows from the
results of [Ka03, Section 1.1] for equivalent sequences of periodic processes.
Furthermore, we introduce the notion of a partial partition of a measure space (X,µ), which
is a pairwise disjoint countable collection of measurable subsets of X.
Definition 2.3. • A sequence of partial partitions νn converges to the decomposition into
points if and only if for every measurable set A and for every n ∈ N := {1, 2, . . . } there exists
a measurable set An, which is a union of elements of νn, such that limn→∞ µ (A4An) = 0.
We often denote this by νn → ε.
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• A partial partition ν is a refinement of a partial partition η if and only if for every C ∈ ν
there exists a set D ∈ η such that C ⊆ D. We write this as η ≤ ν.
Using the notion of a partition we can introduce the weak topology in the space of measure-
preserving transformations on a Lebesgue space:
Definition 2.4. 1. For two measure-preserving transformations T, S and for a finite partition
ξ the weak distance with respect to ξ is defined by d (ξ, T, S) :=
∑
c∈ξ µ (T (c)4S (c)).
2. The base of neighbourhoods of T in the weak topology consists of the sets
W (T, ξ, δ) = {S : d (ξ, T, S) < δ} ,
where ξ is a finite partition and δ is a positive number.
There are two partial partitions associated with a periodic process: The partition ξ into
all levels of all towers and the partition η consisting of the union of bases of towers in each
equivalence class and their images under the iterates of σ, where we disregard a tower once we
go beyond the height of that tower and we continue until the highest tower in the equivalence
class has been exhausted. Obviously, we have η ≤ ξ. We will identify a periodic process with
the corresponding triple (ξ, η, σ).
A sequence (ξn, ηn, σn) of periodic processes is called exhaustive if ηn → ε. Moreover, we
will call a sequence of towers t(n) from the periodic process (ξn, ηn, σn) substantial if there exists
r > 0 such that h
(
t(n)
) ·m (t(n)) > r for every n ∈ N.
Definition 2.5. Let T : (X,µ)→ (X,µ) be a measure-preserving transformation. An exhaustive
sequence of periodic processes (ξn, ηn, σn) forms a periodic approximation of T if
d (ξn, T, σn) =
∑
c∈ξn
µ (T (c)4σn (c))→ 0 as n→∞.
Given a sequence g (n) of positive numbers we will say that the sequence of periodic processes
(ξn, ηn, σn) is a periodic approximation of the transformation T with speed g(n) if the sequence
is exhaustive and d (ξn, T, σn) ≤ g (n) for all n.
There are various types of periodic approximations. We introduce the most important ones:
Definition 2.6. 1. A cyclic process is a periodic process which consists of a single tower of
height h. An approximation by an exhaustive sequence of cyclic processes with towers of
height hn is called a cyclic approximation. A good cyclic approximation will refer to a cyclic
approximation with speed o (1/h), that is, speed g(n), where g(n)hn → 0 as n→∞.
2. A type (h, h+ 1) process is a periodic process which consists of two towers of height h and
h + 1. An approximation by an exhaustive sequence of type (hn, hn+1) processes, where
the towers of height hn and the towers of height hn+1 are substantial, is called a type
(h, h + 1) approximation. Equivalently for some r > 0 we have µ
(
B
(n)
1
)
> rhn as well as
µ
(
B
(n)
2
)
> rhn+1 where the heights of the two towers t
(n)
1 and t
(n)
2 with base B
(n)
1 and
B
(n)
2 , respectively, are equal to hn and hn + 1. We will call the approximation of type
(h, h+ 1) with speed o (1/h) good and with speed o
(
1/h2
)
excellent.
3. An approximation of type (h, h+ 1) will be called a linked approximation of type (h, h+ 1)
if the two towers involved in the approximation are equivalent. This insures that the
sequence of partitions ηn generated by the union of the bases of the two towers and the
iterates of this set converges to the decomposition into points.
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From the different types of approximations various ergodic properties can be derived. For
example in [KS67, Corollary 2.1.] the following theorem is proven.
Theorem 2.7. Let T : (X,µ)→ (X,µ) be a measure-preserving transformation. If T admits a
good cyclic approximation, then T is ergodic.
Katok and Stepin deduced the following criterion for the weak mixing property:
Theorem 2.8 ([KS70], Theorem 5.1.). Let T : (X,µ) → (X,µ) be a measure-preserving trans-
formation. If T admits a good linked approximation of type (h, h + 1) or if T is ergodic and
admits a good approximation of type (h, h+ 1), then T is weakly mixing.
The concept of periodic approximation can also be used to show that T×T is loosely Bernoulli:
Theorem 2.9 ([Ka03], Proposition 3.5.). Let T : (X,µ) → (X,µ) be a measure-preserving
transformation. If T admits an excellent linked approximation of type (h, h+1) or if T is ergodic
and admits an excellent approximation of type (h, h+1), then T×T is standard (i.e., zero entropy
loosely Bernoulli).
Both forms of the hypothesis in Theorem 2.9 require an approximation of speed o(1/h2).
The speed of the type (h, h+ 1) approximation that we obtain for our example is only O(1/h2).
However, in Proposition 4.1 we weaken the hypothesis in Theorem 2.9, replacing speed o(1/h2)
by speed O(1/h2), while obtaining the same conclusion. Thus we obtain a diffeomorphism whose
product with itself is zero entropy loosely Bernoulli.
2.2 Approximation-by-conjugation method
As mentioned in the introduction, one of the most powerful tools of constructing smooth zero-
entropy diffeomorphisms with prescribed ergodic or topological properties is the AbC method
developed by Anosov and Katok in [AK70]. In fact, on every smooth compact connected manifold
M of dimension d ≥ 2 admitting a non-trivial circle action S = {St}t∈S1 preserving a smooth
volume ν this method enables the construction of smooth diffeomorphisms with specific ergodic
properties (e. g., weakly mixing ones in [AK70, section 5]) or non-standard smooth realizations of
measure-preserving systems (e. g., [AK70, section 6] and [FSW07]). These diffeomorphisms are
constructed as limits of conjugates Tn = H−1n ◦Sαn+1 ◦Hn, where αn+1 = pn+1qn+1 = αn+ 1kn·ln·q2n ∈
Q, Hn = hn ◦ Hn−1 and hn is a measure-preserving diffeomorphism satisfying S 1
qn
◦ hn =
hn ◦ S 1
qn
. In each step the conjugation map hn and the parameter ln ∈ N are chosen such that
the diffeomorphism Tn imitates the desired property with a certain precision. Then the parameter
kn ∈ N is chosen large enough to guarantee closeness of Tn to Tn−1 in the C∞-topology and so
the convergence of the sequence (Tn)n∈N to a limit diffeomorphism is guaranteed. See the very
interesting survey article [FK04] for more details and other results of this method.
Recently, the second author used the AbC method to construct C∞-diffeomorphisms admit-
ting a good linked approximation of type (h, h + 1) and a good cyclic approximation. Hereby,
he proved that on any smooth compact connected manifold M of dimension d ≥ 2 admit-
ting a non-trivial circle action S = {St}t∈S1 preserving a smooth volume ν the set of C∞-
diffeomorphisms T , that have a homogeneous spectrum of multiplicity 2 for T × T and a max-
imal spectral type disjoint with its convolutions, is residual (i. e., it contains a dense Gδ-set)
in Aα (M) = {h ◦ Sα ◦ h−1 : h ∈ Diff∞ (M,ν)}C
∞
for every Liouvillean number α ([Ku16]). In
[BK] S. Banerjee and the second author obtained a real-analytic version of that result on any
torus Td, d ≥ 2.
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As mentioned above our methods use a linked approximation of type (h, h+ 1) with speed of
approximation O (1/h2) in order to prove the loosely Bernoulli property of the Cartesian square.
Although we have not been able to construct a diffeomorphism admitting such an approximation
on manifolds admitting just an S1-action, we are able to do this on all smooth, compact and
connected manifolds M , possibly with boundary, admitting a smooth effective torus action S =
{Sα,β}(α,β)∈T2 (i. e., for each (α, β) ∈ T2 \{(0, 0)} there is an x ∈M such that Sα,β(x) 6= x). Our
construction can be thought of as a two-dimensional version of the AbC method. The assumption
of the existence of a T2-action was already suggested by B. Fayad and Katok [FK04, Section 7],
who stated that this assumption is likely to make it easier to produce approximations of type
(h, h+ 1) than if we just assume the existence of an S1-action.
Transformations obtained by the AbC method are usually uniformly rigid.
Definition 2.10. Let (X,B, µ) be a probability space, where X is a compact metric space with
metric d and B is the Borel sigma-field. A measure-preserving homeomorphism T : X → X is
called uniformly rigid if there exists an increasing sequence (mn)n∈N of natural numbers such
that supx∈X d (Tmn(x), x)→ 0 as n→∞.
In our setting we have T qnq
′
n
n = id and obtain uniform rigidity of the limit diffeomorphism
T provided a sufficient closeness between Tn and T (see Remark 7.4 for details). The following
result of Glasner and Maon, which depends on the earlier work of Furstenberg andWeiss [FuW78],
implies that our constructed diffeomorphism T has topological entropy zero.
Theorem 2.11 ([GM89], Proposition 6.3.). Let X be a compact metric space and T : X → X
be a uniformly rigid homeomorphism. Then the topological entropy of T is zero.
2.3 Metrics on smooth diffeomorphisms
Throughout this paper, M will denote a smooth compact connected manifold, possibly with
boundary, ν will be a smooth measure on M , M0 will denote the particular manifold with
corners, T2 × [0, 1]d−2, and µ will be Lebesgue measure on M0. As we explain in Section 3.1, it
suffices to prove the existence part of the Main Theorem for (M0, µ).
For k ∈ N, we let d˜k denote a complete metric on Ck(M), the set of Ck functions from M
to itself, such that a sequence (ϕn)n∈N in Ck(M) converges to ϕ ∈ Ck(M) if and only if ϕn and
its first k derivatives converge uniformly to ϕ and its first k derivatives. We define
d˜∞ (f, g) =
∞∑
k=0
d˜k (f, g)
2k ·
(
1 + d˜k (f, g)
) ,
for f, g ∈ C∞(M).
In the case ofM0, we use the same formula for d˜∞ in terms of the d˜k’s, but we give an explicit
definition of d˜k that will be convenient for our estimates in Section 7.
We let Diff∞(M,ν) and Diff∞(M0, µ) denote the set of ν-preserving C∞ diffeomorphisms
of M and the set of µ-preserving C∞ diffeomorphisms of M0, respectively. Note that these
sets are closed in the C∞ topology, i. e., the topology determined by the metric d˜∞. Since
C∞(M) and C∞(M0) are complete metric spaces with respect to the metric d˜∞, Diff∞(M,ν)
and Diff∞(M0, µ) are also complete metric spaces with respect to d˜∞.
As announced we discuss explicit metrics on Diff∞(M0), the space of smooth diffeomorphisms
of the manifold M0 = T2 × [0, 1]d−2 to itself. For a diffeomorphism f = (f1, ..., fd) : T2 ×
[0, 1]
d−2 → T2 × [0, 1]d−2, where f1, . . . , fd are the coordinate functions, let f˜ = (f˜1, . . . , f˜d) :
R2 × [0, 1]d−2 → R2 × [0, 1]d−2 be a lift of f to the universal cover, with coordinate functions
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f˜1, . . . , f˜d. Then for n,m ∈ Z, f˜i (θ1 +m, θ2 + n, r1, ..., rd−2) − f˜i (θ1, θ2, r1, ..., rd−2) ∈ Z for
i = 1, 2, and f˜i (θ1 +m, θ2 + n, r1, ..., rd−2) = f˜i (θ1, θ2, r1, ..., rd−2), for i = 3, . . . , d− 2.
For defining explicit metrics on Diffk
(
T2 × [0, 1]d−2
)
and throughout the paper the following
notation will be useful:
Definition 2.12. 1. For a sufficiently differentiable function f : Rd → R and a multiindex
~a = (a1, ..., ad) ∈ Nd0,
D~af :=
∂|~a|
∂xa11 ...∂x
ad
d
f,
where |~a| = ∑di=1 ai is the order of ~a, and N0 := {0, 1, 2, . . . }.
2. For a continuous function F : [0, 1]d → R,
‖F‖0 := sup
z∈[0,1]d
|F (z)| .
A diffeomorphism f ∈ Diffk
(
T2 × [0, 1]d−2
)
can be regarded as a map from [0, 1]d to Rd by
taking a lift of f to the universal cover and then restricting the domain to [0, 1]d. In this way
the expressions ‖fi‖0 , as well as ‖D~afi‖0 for any multiindex ~a with |~a| ≤ k, can be understood
for f = (f1, ..., fd) ∈ Diffk
(
T2 × [0, 1]d−2
)
. (Here ‖fi‖0 is taken to be the minimum value of
‖F‖0, over all choices of lifts of f , where F is the ith coordinate function of the lift.) Thus such
a diffeomorphism can be regarded as a continuous map on the compact set [0, 1]d, and every
partial derivative of order at most k can be extended continuously to the boundary. Therefore
the maxima that occur in the definition below are finite.
Definition 2.13. 1. For f, g ∈ Diffk
(
T2 × [0, 1]d−2
)
with coordinate functions fi and gi
respectively we define
d˜0 (f, g) = max
i=1,..,d
{
inf
p∈Z
‖(f − g)i + p‖0
}
,
as well as
d˜k (f, g) = max
{
d˜0 (f, g) , ‖D~a (f − g)i‖0 : i = 1, ..., d , 1 ≤ |~a| ≤ k
}
.
2. Using the definitions from 1. we define for f, g ∈ Diffk
(
T2 × [0, 1]d−2
)
:
dk (f, g) = max
{
d˜k (f, g) , d˜k
(
f−1, g−1
)}
.
Obviously dk describes a metric on Diffk
(
T2 × [0, 1]d−2
)
measuring the distance between
the diffeomorphisms as well as their inverses. As in the case of a general compact manifold the
following definition connects to it:
Definition 2.14. 1. A sequence of Diff∞
(
T2 × [0, 1]d−2
)
-diffeomorphisms is called conver-
gent in Diff∞
(
T2 × [0, 1]d−2
)
if it converges in Diffk
(
T2 × [0, 1]d−2
)
for every k ∈ N0.
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2. On Diff∞
(
T2 × [0, 1]d−2
)
we declare the following metric
d∞ (f, g) =
∞∑
k=0
dk (f, g)
2k · (1 + dk (f, g)) .
For k ∈ N∪{∞}, the metrics d˜k and dk give the same topology on Diffk
(
T2 × [0, 1]d−2
)
, but
d˜k is complete, while dk is not complete. We will refer to this topology as the Ck-topology, or the
Diffk-topology, to emphasize the fact that the topology is being induced on the subset Diffk(M0)
of Ck(M0). If we restrict to Diffk (M0, µ) , then the metrics dk and d˜k are both complete.
Again considering diffeomorphisms on M0 = T2× [0, 1]d−2 as maps from [0, 1]d to Rd we add
the following notation:
Definition 2.15. Let f ∈ Diffk(M0) with coordinate functions fi be given. Then
‖Df‖0 := max
i,j∈{1,...,d}
‖Djfi‖0
and
|||f |||k := max
{‖D~afi‖0 ,∥∥D~a (f−1i )∥∥0 : i = 1, ..., d, ~a multi-index with 0 ≤ |~a| ≤ k} .
3 Main result
As announced in the introduction, our main result is the smooth realization of a zero-entropy
automorphism T whose Cartesian product T × T is loosely Bernoulli, on any compact manifold
admitting an effective smooth T2-action. Moreover, we obtain a genericity statement in the space
B := {h ◦ Sα,β ◦ h−1 : h ∈ Diff∞ (M,ν) , (α, β) ∈ T2}C
∞
introduced in [FK04, Section 7.2].
Main Theorem. Let d ≥ 2 and let M be a d-dimensional smooth, compact and connected
manifold, possibly with boundary, admitting a smooth effective torus action S = {Sα,β}(α,β)∈T2
preserving a smooth volume ν.
Then there is a C∞-diffeomorphism T ∈ B = {h ◦ Sα,β ◦ h−1 : h ∈ Diff∞ (M,ν) , (α, β) ∈ T2}C
∞
of topological entropy 0 such that T × T is loosely Bernoulli. Furthermore, the set of such dif-
feomorphisms is residual in B in the C∞(M)-topology.
3.1 First steps of the proof
First of all, we show how constructions on M0 = T2 × [0, 1]d−2 with Lebesgue measure µ can
be transferred to a general smooth compact connected manifold M with an effective T2-action
S = {Sα,β}(α,β)∈T2 . Furthermore, let R = {Rα,β}(α,β)∈T2 be the standard action of T2 on T2 ×
[0, 1]
d−2, where the map Rα,β is given by Rα,β (θ1, θ2, r1, ..., rd−2) = (θ1 + α, θ2 + β, r1, ..., rd−2).
Hereby, we can formulate the following result (see [FK04, Proposition 6.4.]):
Proposition 3.1. Let M , d, ν, and S be as in the Main Theorem. Let B be the union of the
boundary of M and the set of points with a nontrivial isotropy group. There exists a continuous
surjective map G : T2 × [0, 1]d−2 →M with the following properties:
1. The restriction of G to T2 × (0, 1)d−2 is a C∞-diffeomorphic embedding.
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2. ν
(
G
(
∂
(
T2 × [0, 1]d−2
)))
= 0.
3. G
(
∂
(
T2 × [0, 1]d−2
))
⊇ B.
4. G∗ (µ) = ν.
5. S ◦G = G ◦ R.
By the same reasoning as in [FSW07, Section 2.2.] this proposition allows us to carry a
construction from
(
T2 × [0, 1]d−2 ,R, µ
)
to the general case (M,S, ν). For this purpose, it is
useful to introduce classes of diffeomorphisms on T2 × [0, 1]d−2 whose jets of all orders of the
difference to a rotation decay sufficiently fast near to the boundary. To make this precise we say
that a sequence ρ = (ρn)n∈N0 of continuous functions ρn : T
2 × [0, 1]d−2 → R≥0 is admissible if
every function ρn is positive on the interior. Let
C∞ρ
(
T2 × [0, 1]d−2
)
=
{
h ∈ C∞
(
T2 × [0, 1]d−2
)
: ∀n ∈ N0 ∃δn > 0 ∀ multiindices ~a ∈ Nd0 of order n:
|D~ah (~x)| < ρn (~x) for every ~x outside of T2 × [δn, 1− δn]d−2
}
.
Using the representation in coordinate functions f = (f1, . . . , fd) for a diffeomorphism f ∈
Diff∞
(
T2 × [0, 1]d−2
)
we define
Diff∞ρ,α,α′
(
T2 × [0, 1]d−2
)
=
{
f ∈ Diff∞
(
T2 × [0, 1]d−2
) ∣∣∣ fi − [Rα,α′ ]i ∈ C∞ρ (T2 × [0, 1]d−2)}
for (α, α′) ∈ T2.
Suppose T : T2 × [0, 1]d−2 → T2 × [0, 1]d−2 is a diffeomorphism obtained by T = limn→∞ Tn
with Tn = H−1n ◦Rαn+1,α′n+1 ◦Hn, where Tn = Rαn+1,α′n+1 in a neighbourhood of the boundary.
Furthermore, let (α, α′) = limn→∞ (αn, α′n). Then we define a sequence of diffeomorphisms:
T˜n : M →M T˜n (x) =
G ◦ Tn ◦G
−1 (x) if x ∈ G
(
T2 × (0, 1)d−2
)
Sαn+1,α′n+1 (x) if x ∈ G
(
∂
(
T2 × [0, 1]d−2
))
By [Ka79, Proposition 1.1] there exists an admissible sequence ρ such that the sequence
(
T˜n
)
n∈N
is convergent in the C∞-topology to the diffeomorphism
T˜ : M →M T˜ (x) =
G ◦ T ◦G
−1 (x) if x ∈ G
(
T2 × (0, 1)d−2
)
Sα,α′ (x) if x ∈ G
(
∂
(
T2 × [0, 1]d−2
))
provided T ∈ Diff∞ρ,α,α′
(
T2 × [0, 1]d−2
)
, i. e. the jets of all orders of the difference between T
and Rα,α′ decay sufficiently fast near to the boundary. Moreover, for arbitrary (A,B) ∈ T2 and
ε > 0, we get d∞
(
T˜ , SA,B
)
< ε if T and RA,B are sufficiently close in the Diff∞-topology and
the jets of all orders of the difference between T and Rα,α′ decay sufficiently fast near to the
boundary. In Proposition 3.2 we will see that these conditions on sufficient flatness and closeness
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can be satisfied in the constructions of this paper. We observe that T and T˜ are metrically
isomorphic.
Moreover, we will see in Remark 7.4 that due to T qn+1q
′
n+1
n = id, the diffeomorphism T is
uniformly rigid along the sequence (qnq′n)n∈N, provided Tn and T are sufficiently close. This also
yields T˜ qn+1q
′
n+1
n = id and the uniform rigidity of T˜ along the sequence (qnq′n)n∈N. Then both
transformations have topological entropy zero by Theorem 2.11.
Hence, it is sufficient to execute the construction of T in the Main Theorem in the case of(
T2 × [0, 1]d−2 ,R, µ
)
. In this setting we will show the following statement:
Proposition 3.2. Let (A,B) ∈ T2 be arbitrary. There are sequences (αn)n∈N , (α′n)n∈N of
rational numbers αn = pnqn , α
′
n =
p′n
q′n
converging to α and α′ respectively and a sequence of
measure-preserving smooth diffeomorphisms hn, that coincide with the identity in a neighbourhood
of the boundary and satisfy hn◦R 1
qn
, 1
q′n
= R 1
qn
, 1
q′n
◦hn, such that the diffeomorphisms Tn = H−1n ◦
Rαn+1,α′n+1 ◦Hn, where Hn = hn ◦Hn−1, converge in the C∞-topology to a limit T = limn→∞ Tn
with topological entropy 0, whose Cartesian product with itself is loosely Bernoulli. Moreover, for
every ε > 0 and every admissible sequence ρ, the parameters in the construction can be chosen
in such a way that d∞ (T,RA,B) < ε and T ∈ Diff∞ρ,α,α′
(
T2 × [0, 1]d−2).
We will prove the genericity statement in the Main Theorem in Section 9.
3.2 Outline of the proof
Since we have not been able to construct a diffeomorphism T admitting an excellent approxi-
mation of type (h, h + 1), we cannot apply the criterion in Theorem 2.9 to deduce the loosely
Bernoulli property for T ×T . However, we are able to construct a diffeomorphism T that admits
a linked approximation of type (h, h + 1) and speed O(1/h2). According to Proposition 4.1,
which may be of independent interest, this suffices for T × T to be loosely Bernoulli.
As indicated above, we will construct the smooth volume-preserving diffeomorphism T by a
variant of the approximation-by-conjugation method. We let α1 = p1q1 and α
′
1 =
p′1
q′1
be rational
numbers with q1 and q′1 relatively prime, and for n ∈ N, we let
αn+1 =
pn+1
qn+1
= αn +
1
qn+1
,
α′n+1 =
p′n+1
q′n+1
= α′n +
1
q¯′n+1
+Dn,
with pn+1 and qn+1 relatively prime, p′n+1 and q′n+1 relatively prime, and q¯′n+1 = qn+1 + qnq′n.
Smooth volume-preserving diffeomorphisms h0, h1, . . . of M0 = T2 × [0, 1]d−2 are chosen so
that hn ◦ R 1
qn
, 1
q′n
= R 1
qn
, 1
q′n
◦ hn for n ∈ N. For the construction of our example T , we let
H0 = h0 = id. Then we define Hn = hn ◦ Hn−1 for n ∈ N. We will choose the parameters
qn+1, Dn in Section 7 in such a way that we can guarantee that the sequence (Tn)n∈N , where
Tn = H
−1
n ◦ Rαn+1,α′n+1 ◦ Hn, converges in the C∞-topology to a limit diffeomorphism T and
that this limit T admits approximations by towers with the required speed. Moreover, we will
see in Remark 7.4 that due to T qn+1q
′
n+1
n = id the diffeomorphism T is uniformly rigid along the
sequence (qnq′n)n∈N. Then T has topological entropy zero by Theorem 2.11.
In Section 6 we construct the conjugation map hn mentioned before. Afterwards, we show
that the constructed diffeomorphism satisfies the requirements of our criterion for the loosely
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Bernoulli property of T × T . In particular, in Subsection 8.1, we give the explicit definition of
two sequences of towers whose height difference is one. Hereby, we show that T admits a linked
approximation of type (h, h+ 1) and speed O(1/h2). Finally, we prove the genericity statement
in Section 9.
4 Criterion for T × T loosely Bernoulli
The following proposition is a generalization of the result of Katok stated in Theorem 2.9. The
conclusion remains the same, but we assume that the speed of approximation is O(1/h2), instead
of o(1/h2).
Proposition 4.1 (Criterion for T ×T loosely Bernoulli). Let T : (X,µ)→ (X,µ) be a measure-
preserving automorphism. If T admits a linked approximation of type (h, h+1) and speed O(1/h2),
or if T is ergodic and admits an approximation of type (h,h+1) and speed O(1/h2), then T has
zero entropy and T × T is loosely Bernoulli.
Remark 4.2. By Theorem 2.8, either version of the hypothesis of Proposition 4.1 implies that
T is weakly mixing.
Suppose that a periodic process (ξ, η, σ) forms a periodic approximation of a measure-
preserving automorphism S : (X,µ) → (X,µ) and X˜ := ∪c∈ξc, the union of the levels in
the towers. Then there is a realization of σ as a measure-preserving automorphism of X˜ such
that E := {x ∈ X˜ : S(x) 6= σ(x)} has µ(E) = (1/2)d(ξ, S, σ). (See part 1.1 of [Ka03].) In this
section, we will always replace the permutation σ with a realization of σ as a measure-preserving
automorphism of the union of the levels of the towers.
Definition 4.3. If t is a tower of height h for a periodic process (ξ, η, σ) that forms a periodic
approximation of S, then we choose a realization of σ as above, and we define a column of t to
be a set {p, σ(p), . . . σh−1(p)} where p is a point in the base of t.
Definition 4.4. Suppose S : (X,µ) → (X,µ) is a measure-preserving automorphism and P =
(P1, . . . , Pq) is a finite measurable partition of X. If b and c are integers with b ≤ c, then the
S-P name of a point x ∈ X from time b to time c is the finite sequence (ab, ab+1, . . . , ac) where
Si(x) ∈ Pai for b ≤ i ≤ c. If b = 0 and c = n − 1 for some n ∈ N, then (a0, . . . , an−1) is called
the S-P-n name of x. If n ∈ N, and x, y ∈ X, then the f distance between the S-P-n names of
x and y is
fS,P,n(x, y) = 1− (m/n),
where m = sup
{
j : there exist 0 ≤ k1 < · · · < kj < n and 0 ≤ `1 < · · · < `j < n such that Skix
and S`iy are in the same element of P for i = 1, . . . , j}. That is, the f distance measures the
proportion of the symbols in the S-P-n names of x and y that cannot be matched, even if allow
some “sliding” along the names, but require that the order of the symbols in the names be kept
the same.
The following theorem is due to Katok and Sataev ([KS76]).
Theorem 4.5. Let S : (X,µ) → (X,µ) be an ergodic measure-preserving automorphism. Sup-
pose that for every finite measurable partition P and every  > 0, there exist a number α = α() >
0, a sequence of natural numbers Nn = Nn()→∞, and sets Kn = Kn() such that µ(Kn) > α
and for x, y ∈ Kn, fS,P,Nn(x, y) < . Then S has zero entropy and is loosely Bernoulli.
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Remark 4.6. In [KS76], “for every finite measurable partition” is replaced by “for a finite
generating partition.” But if we assume the hypothesis of Theorem 4.5 for every finite measurable
partition P, then it follows from [KS76] that the entropy of S is 0 on ∨∞−∞S−iP. Since this is
true for every finite measurable partition P, the entropy of S is zero on the original measure
space. Thus by Krieger’s finite generator theorem [Kr70] (which holds in case of finite entropy),
there exists a finite generating partition. Therefore Theorem 4.5 as stated here is equivalent to
the version in [KS76].
Proposition 4.1 will follow from Remark 4.2, Theorem 4.5, and Lemma 4.7 below.
Lemma 4.7. Assume that T : (X,µ) → (X,µ) is a measure-preserving automorphism and
admits an approximation of type (h, h + 1) and speed O(1/h2). Let P be a finite measurable
partition of X×X. Then there exist positive constants α0 and c2 such that for 0 < α < α0, there
exist a sequence of numbers Nn = Nn(α) with Nn →∞, and sets Gn = Gn(α) ⊂ X×X×X×X
with (µ× µ× µ× µ)(Gn) > α such that
fT×T,P,Nn((x, y), (x˜, y˜)) < c2
√
α, for all (x, y, x˜, y˜) ∈ Gn.
Proof. Let T be as in the hypothesis of this lemma. Let (ξn, ηn, σn) be an exhaustive sequence
of periodic processes associated to two substantial sequences of towers t(n)1 and t
(n)
2 of heights
mn − 1 and mn, respectively, where X = t(n)1 ∪ t(n)2 . Let r, c1 > 0 be constants such that
µ(t
(n)
i ) > r, for i = 1, 2, n ∈ N, and d(ξn, T, σn) ≤ c1/m2n for n ∈ N. The permutation σn of
the levels of t(n)1 and t
(n)
2 can be realized as a measure-preserving automorphism of X such that
En := {x ∈ X : T (x) 6= σn(x)} has measure (1/2)d(ξn, T, σn). Thus µ(En) ≤ c1/(2m2n).
Let α0 = min(r4/4, (.05r)2/c21), and assume 0 < α < α0. Let
Ên = ∪mn(1+d
√
αmne)
i=−(mn−1) σ
−i
n En.
Then µ(Ên) ≤
(
c1/(2m
2
n)
)(
mn(2 + d
√
αmne
) ≤ c1√α, for n sufficiently large. (How large n
has to be depends on α.) Let E˜n be the subset of Ên consisting of those points p such that the
entire column of p in t(n)1 or t
(n)
2 is in Ên. If x ∈ Fn := X \ E˜n, then there is some point x′ in
the column of x that is not in Ên. Then
∪mnd
√
αmne
i=0 {σi(x)} ⊂ ∪
mn(1+d√αmne)
i=−(mn−1) {σi(x′)} ⊂ X \ En.
(The fact that E˜n consists of entire columns of t
(n)
1 and t
(n)
2 will be convenient for estimating the
probability that condition (4.1) below holds.) We have µ(Fn ∩ t(n)i ) ≥ r− c1
√
α, for i = 1, 2 and
n sufficiently large.
Let G˜n be the subset of
(
t
(n)
1 × t(n)2 × t(n)1 × t(n)2
) ∩ (Fn × Fn × Fn × Fn) consisting of points
(x, y, x˜, y˜) with the additional property (4.1) given below. Let 0 ≤ s, s˜ ≤ mn − 1 be such that
σsn(y) is in the first level of t
(n)
2 and σ
s˜
n(y˜) is in the first level of t
(n)
2 . For (x, y, x˜, y˜) to be in G˜n
we require that
(4.1)
(level of σsn(x) in t
(n)
1 )− (level of σs˜n(x˜) in t(n)1 )
∈ {− ⌈α(mn−1)r4 ⌉ , . . . ,−1, 0, 1, . . . , ⌈α(mn−1)r4 ⌉} mod (mn − 1).
Condition (4.1) happens with probability at least
(
2
⌈
α(mn − 1)/r4
⌉
+ 1
)
/
(
mn− 1
)
> 2α/r4
among the points in
(
t
(n)
1 × t(n)2 × t(n)1 × t(n)2
)∩ (Fn×Fn×Fn×Fn). Thus (µ×µ×µ×µ)(G˜n) ≥
12
(
2α/r4
)(
r − c1
√
α
)4
>
(
2α/r4
)(
.95r)4 > (3/2)α. Let (x, y, x˜, y˜) ∈ G˜n. Suppose that(
level of σsn(x) in t
(n)
1
)
=
(
level of σs˜n(x˜) in t
(n)
1
)
+ k,
where k ∈ {1, . . . , ⌈α(mn − 1)/r4⌉}. (The other cases are similar.) Note that σs˜+mnn (y˜) is in
the first level of t(n)2 and σ
s˜+mn
n (x˜) is one level higher in t
(n)
1 than σ
s˜
n(x˜). Continuing with this
pattern, σs˜+kmnn (y˜) is in the first level of t
(n)
2 and σ
s˜+kmn
n (x˜) is in the same level of t
(n)
1 as σ
s
n(x).
Thus the ξn× ξn names of (x, y) from time s to time s+mn d
√
αmne− kmn match exactly with
the ξn × ξn names of (x˜, y˜) from time s˜+ kmn to time s˜+mn d
√
αmne . Thus
fσn×σn,ξn×ξn,mnd√αmne((x, y), (x˜, y˜)) <
(k+1)mn
mnd√αmne
<
(αm2n/r
4)+2mn√
αm2n≤ c˜2
√
α,
for c˜2 = 2/r4, provided n is sufficiently large. Since (T × T )i(x, y) = (σn × σn)i(x, y) for
(x, y) ∈ Fn × Fn and 0 ≤ i < mn d
√
αmne , it follows that
fT×T,ξn×ξn,mnd√αmne((x, y), (x˜, y˜)) < c˜2
√
α.
Since every element of P can be approximated by a finite union of products of measurable
subsets of X, there exist B ⊂ X × X and finite measurable partitions ξ and ξ̂ of X such
that (µ × µ)(B) > 1 − (α2/8), and if (x, y), (x˜, y˜) ∈ B and (x, y) and (x˜, y˜) are in the same
element of ξ × ξ̂, then (x, y) and (x˜, y˜) are in the same element of P. By the exhaustivity
assumption, if n is sufficiently large, then there is a set An ⊂ X with µ(An) > 1 − (α2/16)
such that if two points x, x˜ ∈ An are in the same element of ξn, then they are in the same
element of ξ and in the same element of ξ̂. Note that (µ × µ × µ × µ)((X × X × X × X) \
((An ×An ×An ×An) ∩ (B ×B))
)
< 4(α2/16)+2(α2/8) = α2/2. Let Gn consist of those points
(x, y, x˜, y˜) in G˜n such that the proportion of indices i among those i with 0 ≤ i ≤ mn d
√
αmne
such that (T × T × T × T )i(x, y, x˜, y˜) /∈ (An × An × An × An) ∩ (B × B) is less than α. Then
αmn d
√
αmne (µ×µ×µ×µ)(G˜n\Gn) < (α2/2)mn d
√
αmne . Thus (µ×µ×µ×µ)(G˜n\Gn
)
< α/2,
and (µ× µ× µ× µ)(Gn) > (3/2)α− (1/2)α = α. For (x, y, x˜, y˜) ∈ Gn, we have
fT×T,P,mnd√αmne((x, y), (x˜, y˜)) < c˜2
√
α+ 2α < c2
√
α,
for some constant c2 > 0. We take Nn = mn d
√
αmne . Then Nn → ∞ as n → ∞. The 2α
term in the above estimate comes from considering indices k1, . . . , kj and indices `1, . . . , `j that
achieve the supremum in the definition of fT×T,ξn×ξn,mnd√αmne((x, y), (x˜, y˜)), and removing at
most bαNnc of the ki’s (and the corresponding `i’s) for which (T × T )ki(x, y) /∈ (An ×An) ∩B,
and removing at most bαNnc of the `i’s (and the corresponding ki’s) for which (T ×T )`i(x˜, y˜) /∈
(An ×An) ∩B.
Proof of Proposition 4.1. If Gn ⊂ X×X×X×X is as in Lemma 4.7, then there exists (x0, y0) ∈
X ×X such that Kn := {(x, y) : (x0, y0, x, y) ∈ Gn} has (µ×µ)(Kn) > α, and for (x, y), (x˜, y˜) ∈
Kn,
fT×T,P,Nn((x, y), (x˜, y˜)) ≤ fT×T,P,Nn((x, y), (x0, y0)) + fT×T,P,Nn((x0, y0), (x˜, y˜)) < 2c2
√
α.
Thus the hypothesis of Theorem 4.5 holds for S = T×T, if we choose α() = min(α0, 2/(4c22)).
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5 Combinatorics of the construction
In this section we describe the underlying combinatorics of our construction. For this purpose,
we recall our choice of rotation numbers
αn+1 = αn +
1
qn+1
, α′n+1 = α
′
n +
1
q¯′n+1
+Dn
with pn+1 and qn+1 relatively prime, p′n+1 and q′n+1 relatively prime as well as the relation qn+1 =
q¯′n+1 − qnq′n. We will choose the numbers qn+1 and Dn in Section 7 in order to get convergence
of (Tn)n∈N in Diff
∞(M0, µ) and small “error terms” in the difference of the combinatorics of Tn
and the limit diffeomorphism T . Amongst others, we will impose the following conditions:
(A) qnq′n divides qn+1,
(B) qn and q′n are relatively prime,
(C) q¯′n+1 = qn+1 + qnq
′
n.
Additionally, we define the number
mn =
qn+1
qnq′n
+ 1 =
q¯′n+1
qnq′n
.
Since qn+1 is a multiple of qnq′n by equation (A), mn ∈ N. In fact, mn − 1 will be the height of
the first tower and mn the height of the second one. We put
rn := (mn − 1) · pn mod qn and r′n := (mn − 1) · p′n mod q′n.
Calculating modulo 1, we have
(mn − 1) · αn+1 = rn
qn
+
1
qnq′n
,(5.1)
(mn − 1) · α′n+1 =
r′n
q′n
+
1
qnq′n
− 1
q¯′n+1
+ (mn − 1) ·Dn = r
′
n
q′n
+
1
qnq′n
−∆n,(5.2)
mn · αn+1 = rn + pn
qn
+
1
qnq′n
+
1
qn+1
,(5.3)
mn · α′n+1 =
r′n + p
′
n
q′n
+
1
qnq′n
+mn ·Dn(5.4)
using the notation ∆n = 1q¯′n+1 − (mn − 1) ·Dn.
For the rest of this section, we will let Rα,β denote the automorphism of T2 given by (θ1, θ2) 7→
(θ1 + α, θ2 + β). That is, Rα,β is as in our previous definition in Subsection 3.1, except that we
only apply the map on the T2 factor of T2 × [0, 1]d−2. In later sections, we will go back to the
original definition of Rα,β .
Remark 5.1. We observe that after qnq′n ·(mn − 1) iterates of Rαn+1,α′n+1 there will be a perfect
recurrence in the θ1-coordinate but some small deviation in the θ2-coordinate. In order to obtain
a very small approximation error in Lemma 8.8 we aim for very good recurrence properties in the
tower base. Hence, we will define the base of the first tower (of height mn − 1) using the union
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of qnq′n sets of very small θ1-width
qnq
′
n
qn+1
and θ2-height about 12qnq′n in Subsection 8.1. On the
other hand, since mn ·Dn will be much smaller than 1qn+1 by inequalities (D) and (E) in Lemma
7.3, we have almost perfect recurrence in the θ2-coordinate and some slightly larger deviation in
the θ1-coordinate after qnq′n ·mn iterates of Rαn+1,α′n+1 . Thus the base of the second tower (of
height mn) will be defined using the union of qnq′n sets of very small θ2-height about
qnq
′
n
q¯′n+1
and
θ1-width about 12qnq′n .
According to equations (5.1) to (5.4), the rotation R rn
qn
+ 1
qnq′n
,
r′n
q′n
+ 1
qnq′n
is an approximation
of Rmn−1αn+1,α′n+1 and R rn+pnqn + 1qnq′n ,
r′n+p′n
q′n
+ 1
qnq′n
is an approximation of Rmnαn+1,α′n+1 . With regard to
these approximations, we make the following observations:
Lemma 5.2. The sets
Rk
rn
qn
+ 1
qnq′n
,
r′n
q′n
+ 1
qnq′n
((
0,
1
qnq′n
)
×
(
0,
1
qnq′n
))
mod
(
1
qn
,
1
q′n
)
, 0 ≤ k < qnq′n
are disjoint. The same holds true for the sets
Rk
rn+pn
qn
+ 1
qnq′n
,
r′n+p′n
q′n
+ 1
qnq′n
((
0,
1
qnq′n
)
×
(
0,
1
qnq′n
))
mod
(
1
qn
,
1
q′n
)
, 0 ≤ k < qnq′n.
Proof. In order to deduce the first statement, we prove that for every pair (i, j), where 0 ≤ i <
q′n, 0 ≤ j < qn, there is exactly one 0 ≤ k = k(i, j) < qnq′n such that
(5.5) k ·
(
rn
qn
+
1
qnq′n
)
≡ i
qnq′n
mod
1
qn
and k ·
(
r′n
q′n
+
1
qnq′n
)
≡ j
qnq′n
mod
1
q′n
.
These equations are equivalent to
k ≡ i mod q′n and k ≡ j mod qn.
Since qn and q′n are relatively prime, the Chinese remainder theorem implies that there is a
unique solution k with 0 ≤ k < qnq′n.
The proof of the second statement in the lemma is similar. In fact, the same k = k(i, j)
is also a solution to the equations in (5.5) if we replace rn and r′n by rn + pn and r′n + p′n,
respectively.
We consider the family of rectangles
S
(1)
i,j =
[
i
qnq′n
, i+1qnq′n
]
×
[
j+(1/2)
qnq′n
, j+1qnq′n
]
, for 0 ≤ i < qn, 0 ≤ j < q′n,
S
(2)
i,j =
[
i
qnq′n
, i+1qnq′n
]
×
[
j
qnq′n
, j+(1/2)qnq′n
]
, for 0 ≤ i < qn, 0 ≤ j < q′n,
in
[
0, 1qn
]
×
[
0, 1q′n
]
. Moreover, we consider the iterates
S
(1)
k : = R
k
rn
qn
+ 1qnqn′
,
r′n
q′n
+ 1
qnq′n
(S
(1)
0,0), for 0 ≤ k < qnq′n,
S
(2)
k : = R
k
rn+pn
qn
+ 1qnqn′
,
r′n+p′n
q′n
+ 1
qnq′n
(S
(2)
0,0), for 0 ≤ k < qnq′n.
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Figure 1: Schematic representation of the combinatorics (with pn = 2, p′n = 1, qn = 3, q′n = 5,
rn = 2, r′n = 1): The sets S
(1)
k are colored in grey, the sets S
(2)
k in black and both types of sets
are labelled by k.
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See also Figure 1 for a sketch of these iterates. By the Lemma 5.2, for every pair (i, j), where
0 ≤ i < q′n, 0 ≤ j < qn, there is exactly one 0 ≤ k = k(i, j) < qnq′n such that S(1)k has the same
position as S(1)i,j mod
(
1
qn
, 1q′n
)
. Similarly, for every pair (i, j), where 0 ≤ i < q′n, 0 ≤ j < qn, the
same k = k(i, j) is the unique k such that S(2)k has the same position as S
(2)
i,j mod
(
1
qn
, 1q′n
)
. In
particular, there are assignments 0 ≤ an,s(i, j) < qn, and 0 ≤ a′n,s(i, j) < q′n , s = 1, 2, such that
S
(s)
k(i,j) = R an,s(i,j)
qn
,
a′n,s(i,j)
q′n
(S
(s)
i,j ),
for all 0 ≤ i < q′n, 0 ≤ j < qn, s = 1, 2.
As mentioned in Remark 5.1, two towers will be defined in Subsection 8.1. The T2 factor of
the base of the first tower will consist of qnq′n sets of θ1-width
qnq
′
n
qn+1
and θ2-height about 12qnq′n ,
one in each S(1)k(i,j), 0 ≤ i < q′n, 0 ≤ j < qn (the grey rectangles in Figure 1). On the other hand,
the T2 factor of the base of the second tower will consist of qnq′n sets of θ2-height about
qnq
′
n
q¯′n+1
and θ1-width about 12qnq′n , one in each S
(2)
k(i,j), 0 ≤ i < q′n, 0 ≤ j < qn (the black rectangles in
Figure 1).
6 Construction of conjugation maps
We present step n in our inductive process of construction. Accordingly, we assume that we
have already defined the rational numbers α1, ..., αn, α′1, ..., α′n ∈ S1 and the conjugation map
Hn−1 = hn−1 ◦ ... ◦ h0 ∈ Diff∞(M0, µ). We will construct the new conjugation map hn as
a composition hn = hn,2 ◦ hn,1. Both maps hn,1 and hn,2 will be constructed with a precise
description of so-called “good domains” where we have good control on the action of the particular
map. This will be important when we prove that the sequence of partitions consisting of the
tower levels is generating and calculate the speed of approximation.
We will make use of Lemma 6.2 below, which is essentially the same as [AK70, Lemma 1.1].
First we need the following definition.
Definition 6.1. Let Bdr = {x = (x1, . . . , xd) ∈ Rd : x21 + · · ·+ x2d ≤ r2}. A d-cell in a manifold
X is a set F ⊂ X such that for some  > 0, there exists a one-to-one non-singular C∞ map
φ : int(Bd1+)→ X with φ(Bd1 ) = F.
Lemma 6.2. Let d ≥ 2 and let X be a connected smooth d-dimensional orientable manifold,
possibly with boundary, with a smooth volume ω. Let Fi and Gi, i = 1, . . . , k, be two systems
of d-cells in X such that Fi ∩ Fj = ∅ and Gi ∩ Gj = ∅ for i 6= j. Moreover, for i = 1, . . . , k,
suppose that Θi is an orientation-preserving volume-preserving C∞ diffeomorphism from Fi onto
Gi extendable to a diffeomorphism between open neighborhoods of Fi and Gi. Then there exists
an orientation-preserving diffeomorphism Θ ∈ Diff∞ (X,ω) which coincides with the identity
outside of some compact set N ⊂ X \ ∂X and satisfies Θ|Fi = Θi for i = 1, . . . , k.
Proof. We give an outline of the proof that is in [AK70]. By [Pa60, Theorem B] there is an
orientation-preserving C∞ diffeomorphism Θ˜ on X coinciding with Θi on Fi. In fact, by [Pa60,
Corollary 1] Θ˜ can be taken to be the identity outside a compact set N ⊂ X \ ∂X. Then we
apply “Moser’s trick” ([Mo65]) to obtain a volume-preserving C∞ diffeomorphism Θ on X which
coincides with Θ˜ on the sets Fi, i = 1, . . . , k, and X \N .
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In the following constructions we choose
(6.1) εn =
2
nqnq′n
.
6.1 The conjugation map hn,1
Our goal is to find a smooth volume-preserving diffeomorphism hn,1 from T2 × [0, 1]d−2 to itself
that maps S(s)i,j × [0, 1]d−2 to S(s)k(i,j) × [0, 1]d−2 on large parts of these domains and which is(
1
qn
, 1q′n
)
-equivariant (that is, it commutes with R 1
qn
, 1
q′n
× Id). Additionally, we divide each
S
(s)
i,j × [0, 1]d−2 into subcuboids of the type
[
i1
nd−2·(qnq′n)d
, i1+1
nd−2·(qnq′n)d
]
×
[
i2
2qnq′n
, i2+12qnq′n
]
× [0, 1]d−2,
where i1, i2 ∈ Z, and we require the images under h−1n,1 of all but small parts of each of these
subcuboids to have diameter of order 1qnq′n (see Lemma 6.5 and Remark 6.6 for the precise
statements). Later, we will exploit this property in proving that the sequence of partitions
consisting of the tower levels is generating (see Lemmas 8.5 and 8.6).
As in Section 5, S(s)i,j is a closed rectangle with θ1-length
1
qnq′n
and θ2-length 12qnq′n . Define
ε˜n := εn(nqnq
′
n)
2−d. Let S(s)i,j,εn be a closed rectangle with the same center as S
(s)
i,j and with
θ1-length
1−(ε˜n/2)
qnq′n
and θ2-length 1−εn2qnq′n . Let S
(1)
k(i,j),εn
and S(2)k(i,j),εn be obtained from S
(1)
k(i,j) and
S
(2)
k(i,j) in the same way. More precisely, we let
S
(s)
i,j,εn
:=
[
i+(ε˜n/4)
qnq′n
, i+1−(ε˜n/4)qnq′n
]
×
[
j+(1/2)(2−s)+(εn/4)
qnq′n
, j+(1/2)(3−s)−(εn/4)qnq′n
]
,
S
(s)
k(i,j),εn
:= R an,s(i,j)
qn
,
a′n,s(i,j)
q′n
(S
(s)
i,j,εn
)
for 0 ≤ i < q′n, 0 ≤ j < qn, s = 1, 2.
Lemma 6.3. There exists a measure-preserving C∞ diffeomorphism ϕn : T2 → T2 that is(
1
qn
, 1q′n
)
-equivariant and ϕn(S
(s)
i,j,εn
) = S
(s)
k(i,j),εn
for all 0 ≤ i < q′n, 0 ≤ j < qn, s = 1, 2.
Moreover the restriction of ϕn to each S
(s)
i,j,εn
is a translation.
Proof. The lemma will follow by applying the claim below, as well as an analogous statement
for a translation by
(
0, 1q′n
)
, finitely many times and composing the diffeomorphisms that are
obtained.
Fix a choice of i0, j0, s0.
Claim. There exists a measure-preserving
(
1
qn
, 1q′n
)
-equivariant C∞ diffeomorphism φ : T2 → T2
such that φ|S(s)i,j,εn = Id|S
(s)
i,j,εn
for (i, j, s) 6= (i0, j0, s0) and φ|S(s0)i0,j0,εn is a translation by
(
1
qn
, 0
)
.
Proof of the Claim. Let φ1 :
[
i0
qnq′n
, 1qn +
i0
qnq′n
]
×
[
0, 1q′n
]
→
[
i0
qnq′n
, 1qn +
i0
qnq′n
]
×
[
0, 1q′n
]
be the
measure-preserving diffeomorphism obtained from Lemma 6.2 such that φ1 is the identity on
S
(s)
i,j,εn
+
(
i0
qnq′n
, 0
)
if (j, s) 6= (j0, s0) and φ1 : S(s)i,j0,εn +
(
i0
qnq′n
, 0
)
→ S(s)i−1,j0,εn +
(
i0
qnq′n
, 0
)
is a
translation, where i−1 is taken mod q′n and chosen so that 0 ≤ i−1 < q′n. The diffeomorphism φ1
is chosen to agree with the identity map in a neighborhood of the boundary of
[
i0
qnq′n
, 1qn +
i0
qnq′n
]
×[
0, 1q′n
]
.We extend φ1 to a
(
1
qn
, 1q′n
)
-equivariant diffeomorphism of T2 to itself by defining φ1(θ1+
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λ
qn
, θ2 +
λ′
q′n
) = φ1(θ1, θ2) +
(
λ
qn
, λ
′
q′n
)
, for 0 ≤ λ < qn, 0 ≤ λ′ < q′n. Then we choose a C∞
function f : [0, 1q′n ] → T
1 so that f is zero on the complement of pi2(S
(s)
i0,j0
) and f(θ2) = 1qnq′n
for θ ∈ pi2(S(s)i0,j0,εn). Here pi2 denotes projection onto the second coordinate. Extend f so that
f : T1 → T1 and f is periodic with period 1q′n . Let φ2(θ1, θ2) = (θ1 + f(θ2), θ2) on T
2. Then
φ := φ2 ◦ φ1 satisfies the Claim.
If d = 2, we define hn,1 := ϕn as in Lemma 6.3. For the rest of Section 6.1, we assume d > 2.
Divide each pi1(S
(s)
i,j ) into (nqnq
′
n)
d−2 equal intervals of θ1-length 1nd−2(qnq′n)d−1 , and take the
products of these intervals with pi2(S
(s)
i,j )×Πd−2r=1 [0, 1]. Denote the cuboids obtained in this way by
S
(s)
i,j,`, 0 ≤ ` < (nqnq′n)d−2. Let S(s)i,j,`,εn be the cuboid with the same center as S
(s)
i,j,` with θ1-length
1−εn
nd−2(qnq′n)d−1
, θ2-length 1−2εn2qnq′n , and r1, . . . , rd−2-lengths 1− 2εn. Let S
(s)
k(i,j),`,εn
be obtained from
S
(s)
k(i,j),εn
in the same way. More precisely,
S
(s)
i,j,`,εn
: =
[
i
qnq′n
+ `+(εn/2)
nd−2(qnq′n)d−1
, iqnq′n
+ `+1−(εn/2)
nd−2(qnq′n)d−1
]
×
[
j+(1/2)(2−s)+(εn/2)
qnq′n
, j+(1/2)(3−s)−(εn/2)qnq′n
]
×∏d−2r=1 [εn, 1− εn],
S
(s)
k(i,j),`,εn
: = R an,s(i,j)
qn
,
a′n,s(i,j)
q′n
(S
(s)
i,j,`,εn
),
for 0 ≤ i < q′n, 0 ≤ j < qn, s = 1, 2.
Note that S(s)i,j,`,εn ⊂ int
(
S
(s)
i,j,εn
×Πd−2r=1 [0, 1]
)
, for 0 ≤ ` < (nqnq′n)d−2, 0 ≤ i < q′n, 0 ≤ j <
qn, s = 1, 2.
Now take the product of a rectangle in the (θ1, θ2)-coordinates with the same center as
S
(s)
i,j but θ1-length
1−εn
qnq′n
and θ2-length 1−2εn2qnq′n with Π
d−2
r=1 [0, 1]. Divide the resulting cuboid into
(nqnq
′
n)
d−2 congruent subcuboids by taking products of intervals of length 1nqnq′n in each of the
r1, . . . , rd−2 directions. Denote the resulting subcuboids by S˜
(s)
i,j,`, 0 ≤ ` < (nqnq′n)d−2. Let
S˜
(s)
i,j,`,εn
be the cuboid with the same center as S˜(s)i,j,` and θ1-length
1−n
qnq′n
, θ2-length 1−2εn2qnq′n , and
r1, . . . , rd−2-lengths 1−2εnnqnq′n . That is,
S˜
(s)
i,j,`,εn
:=
[
i+(εn/2)
qnq′n
, i+1−(εn/2)qnq′n
]
×
[
j+(1/2)(2−s)+(εn/2)
qnq′n
, j+(1/2)(3−s)−(εn/2)qnq′n
]
×∏d−2r=1 [ `r+εnnqnq′n , `r+1−εnnqnq′n ] ,
where each ` satisfying 0 ≤ ` < (nqnq′n)d−2 is identified with a unique (d−2)-tuple, (`1, . . . , `d−2),
where 0 ≤ `r < nqnq′n for r = 1, . . . , d − 2, so that ` = Σd−2r=1`r(nqnq′n)r−1. Then S˜(s)i,j,`,εn ⊂
int
(
S
(s)
i,j,εn
×∏d−2r=1 [0, 1]) , and the diameter of S˜(s)i,j,`,εn is less than√(5/4) + (d− 2)n−2(qnq′n)−1.
Moreover, vol(S˜(s)i,j,`,εn)=vol(S
(s)
i,j,`,εn
). We apply Lemma 6.2 to obtain a measure-preserving C∞
diffeomorphism ψn from S
(2)
0,0,εn
×∏d−2r=1 [0, 1] to itself which is the identity in a neighborhood of the
boundary and is an affine map from S˜(2)0,0,`,εn to S
(2)
0,0,`,εn
, for 0 ≤ ` < (nqnq′n)d−2. We extend ψn
to be the identity on
(
S
(2)
0,0 \ S(2)0,0,εn
)
×∏d−2r=1 [0, 1]. Then we further extend ψn to a ( 1qnq′n , 12qnq′n)-
equivariant diffeomorphism from T2 ×∏d−2r=1 [0, 1] to itself. Then ψn : S˜(s)i,j,`,εn → S(s)i,j,`,εn is an
affine map, for 0 ≤ i < q′n, 0 ≤ j < qn, 0 ≤ ` < (nqnq′n)d−2, s = 1, 2.
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We replace ϕn : T2 → T2 from Lemma 6.3 by ϕn × Id, where Id denotes the identity map
on
∏d−2
r=1 [0, 1], so that the new ϕn is a diffeomorphism from T2 ×
∏d−2
r=1 [0, 1] to itself. Then we
define hn,1 := ϕn ◦ ψn.
Definition 6.4. The “good domain” of h−1n,1 is defined to be
D(h−1n,1) :=
⋃
0 ≤ b < qn
0 ≤ b′ < q′n
R b
qn
, b
′
q′n

⋃
s=1,2
⋃
0 ≤ i < q′n
0 ≤ j < qn
⋃
0≤`<(nqnq′n)d−2
S
(s)
i,j,`,εn
 .
From Lemma 6.3 and the definition of ψn we obtain the following lemma, which tells us that
h−1n,1 is an affine map on each component of D(h
−1
n,1).
Lemma 6.5. The restriction of the diffeomorphism h−1n,1 to S
(s)
i,j,`,εn
is an affine map such that
h−1n,1(S
(s)
i,j,`,εn
) = R−an,s(i,j)
qn
,
−a′n,s(i,j)
q′n
S˜
(s)
i,j,`,εn
, or equivalently,
hn,1(S˜
(s)
i,j,`,εn
) = R an,s(i,j)
qn
,
a′n,s(i,j)
q′n
S
(s)
i,j,`,εn
= S
(s)
k(i,j),`,εn
.
Remark 6.6. Note that R an,s(i,j)
qn
,
a′n,s(i,j)
q′n
S
(s)
i,j,`,εn
is a subcuboid of S(s)k(i,j),εn . Moreover, the
diameter of h−1n,1(S
(s)
i,j,`,εn
) is less than
√
(5/4) + (d− 2)n−2(qnq′n)−1. Thus the map hn,1 achieves
the goals stated at the beginning of Subsection 6.1.
6.2 The conjugation map hn,2
In Remark 5.1 we gave a preview of the shape of the sets in the definition of our tower bases.
In case of the first tower these sets will be a collection of qnq′n rectangular boxes with θ1-width
qnq
′
n
qn+1
and θ2-height slightly less than 12qnq′n , while in case of the second tower the boxes will have
θ1-width slightly less than 12qnq′n and θ2-height slightly less than
qnqn′
q′n+1
. The levels of the towers
will be the images of these bases under Riαn+1,α′n+1 , where 0 ≤ i < mn − 1 in case of the first
tower, and 0 ≤ i < mn in case of the second tower. If we consider one of the boxes in the base
of the first tower (for example, C(1)0 in Figure 7), then the images of this box under R
jqnq
′
n
αn+1,α′n+1
,
for j ranging from 0 to approximately qn+1(qnq′n)2 , are adjacent to each other and they remain in the
upper parallelogram in Figure 7. A similar statement holds for the images of one of the boxes
in the base of the second tower (for example, C(2)0 in Figure 7) under R
jqnq
′
n
αn+1,α′n+1
, which remain
in the lower parallelogram in Figure 7. However the small boxes in Figure 7 leave the standard
domains of the form
[
i1
qnq′n
, i1+1qnq′n
]
×
[
i2
qnq′n
, i2+1qnq′n
]
. This would cause difficulties in proving that the
family of tower levels establishes a generating sequence of partitions, especially with regard to a
linked approximation of type (h, h+ 1) (see Lemma 8.6). Hence, the goal of the map hn,2 is to
deform the standard domain in such a way that the iterates of the boxes in the tower bases under
R
jqnq
′
n
αn+1,α′n+1
, for j ranging from 0 to approximately qn+1(qnq′n)2 in the case of the first tower, and from
0 to approximately q
′
n+1
(qnq′n)2
in the case of the second tower, remain in the same domain. (See
Figures 3 and 6 for sketchs of the intended shapes and Figure 7 for a sketch of the positioning
of the tower levels.)
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6.2.1 The maps Ξj,λ,γ,ε,δ
For δ > 0 we let σδ : R → [0, 1] be a smooth map satisfying σδ (x) = 0 for x ≤ δ2 , σδ (x) = 1
for δ ≤ x ≤ 1 − δ and σδ (x) = 0 for x ≥ 1 − δ2 . Additionally, for any 0 < ρ < 1 we choose
a C∞-function β˜ρ : [0, 1] →
[
0, 2−ρ4
)
satisfying β˜ρ(x) = 0 for x ≤ 12 , β˜ρ(x) = x − 12 for 1+ρ2 ≤
x ≤ 1 − ρ2 and β˜ρ(x) = 0 for x ≥ 1 − ρ4 . We also require that β˜′ρ(x) ≥ 0 for 12 ≤ x ≤ 1+ρ2 ,
β˜ρ(x) < x − 12 for 1 − ρ2 < x ≤ 1 − ρ4 , and β˜ρ( 2+ρ4 + x) > x for 0 ≤ x ≤ ρ4 . We extend β˜ρ to a
Figure 2: Qualitative representation of the graph of β˜ρ.
1-periodic C∞-map β˜ρ : R→
[
0, 2−ρ4
)
. Then we define two measure-preserving diffeomorphisms
Ξj,ρ,δ : R2 × [0, 1]d−2 → R2 × [0, 1]d−2, j = 1, 2,
Ξ1,ρ,δ (x1, x2, r1, . . . , rd−2) =
(
x1 + β˜ρ (x2) · σδ (r1) · ... · σδ (rd−2) , x2, r1, . . . , rd−2
)
,
Ξ2,ρ,δ (x1, x2, r1, . . . , rd−2) =
(
x1, x2 + β˜ρ (x1) · σδ (r1) · ... · σδ (rd−2) , r1, . . . , rd−2
)
.
If d = 2, then neither the coordinates ri nor the maps σδ occur.
Let λ, γ ∈ N. Then we define βλ,γ,ε :
[
0, 1λ
] → [0, 2−(ε/γ)4λ ) by βλ,γ,ε(x) = 1λ β˜ρ(λ · x), where
ρ = εγ . Since this map takes the value 0 in a neighbourhood of the boundary, we can extend it
smoothly to T by the rule βλ,γ,ε
(
x+ 1λ
)
= βλ,γ,ε (x). Then we define two measure-preserving
diffeomorphisms Ξj,λ,ε,δ : T2 × [0, 1]d−2 → T2 × [0, 1]d−2, j = 1, 2,
Ξ1,λ,γ,ε,δ (θ1, θ2, r1, . . . , rd−2) = (θ1 + βλ,γ,ε (θ2) · σδ (r1) · ... · σδ (rd−2) , θ2, r1, . . . , rd−2) ,
Ξ2,λ,γε,δ (θ1, θ2, r1, . . . , rd−2) = (θ1, θ2 + βλ,γ,ε (θ1) · σδ (r1) · ... · σδ (rd−2) , r1, . . . , rd−2) .
The maps σδ are introduced to guarantee that both maps Ξj,λ,γ,ε,δ, j = 1, 2, coincide with the
identity in a neighbourhood of the boundary.
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6.2.2 The map Θλ,γ,ε,δ
We consider the sets
G˜1 =
{
(x, y) ∈ R2
∣∣∣∣ ε2γ ≤ x ≤ 1− ε2γ , ε2 + x ≤ y ≤ 1− ε2 + x
}
,
G˜2 =
{
(x, y) ∈ R2
∣∣∣∣ ε2γ ≤ y ≤ 1− ε2γ , ε2 + y ≤ x ≤ 1− ε2 + y
}
,
(6.2)
where γ ∈ N and 0 < δ < 1/2. Later we will take γ = (nqnq′n)d−2 and δ = ε.
In order to give the idea of the construction we present it in the case d = 2 first. In this case,
γ = 1. As the set Gs we take the set Ξ−11,ρ,δ ◦ Ξ−12,ρ,δ
(
G˜s
)
, s = 1, 2, where ρ = εγ = ε. We observe
Figure 3: Shape of the sets G˜1 and G˜2 in the case d = 2.
that Gs ⊂
(
ε
4 , 1− ε4
)2.
We take a set
F1 =
[ε
2
, 1− ε
2
]
×
[
1 + ε
2
, 1− ε
2
]
,
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Figure 4: Qualitative representation of the action of Ξ−12,ε,δ on the sets G˜1 and G˜2. We note that
the condition β˜ε( 2+ε4 + x) > x for 0 ≤ x ≤ ε4 keeps the figure below y = 1− ε4 .
as well as a set
F2 =
[ε
2
, 1− ε
2
]
×
[
ε
2
,
1− ε
2
]
.
Since Fs and G˜s are parallelograms with µ(Fs) = µ(G˜s), there is an orientation-preserving
measure-preserving affine map As : R2 → R2 with As(Fs) = G˜s. Let Fs,+ and G˜s,+ be 2-
cells with Fs ⊂ int(Fs,+), G˜s ⊂ int(G˜s,+) such that As(Fs,+) = G˜s,+. Let Gs,+ = Ξ−11,ε,δ ◦
Ξ−12,ε,δ
(
G˜s,+
)
, s = 1, 2, where we assume Fs,+ was chosen small enough so that G1,+ ∩G2,+ = ∅
and Fs,+∪Gs,+ ⊂
(
ε
4 , 1− ε4
)2. By Lemma 6.2, there is a volume-preserving orientation-preserving
smooth diffeomorphism Θε of [0, 1]2 such that Θε agrees with the identity outside
[
ε
4 , 1− ε4
]2
and Θε|Fs,+ = As|Fs,+ ; in particular, Θε(Fs) = Gs. (The sets Fs,+ and Gs,+ were introduced
because, technically, Lemma 6.2 cannot be applied directly to the sets Fs and Gs, which have
corner points. In the application of Lemma 6.2, we can also takeM =
(
ε
4 , 1− ε4
)2 to avoid corner
points.)
Now we describe the construction in case of d > 2. Let γ ∈ N. This time we consider the sets
G˜1,` =
{
(x, y) ∈ R2
∣∣∣∣ `γ + ε2γ ≤ x ≤ `+ 1γ − ε2γ , ε2 + x ≤ y ≤ 1− ε2 + x
}
⊂ G˜1,
G˜2,` =
{
(x, y) ∈ R2
∣∣∣∣ `γ + ε2γ ≤ y ≤ `+ 1γ − ε2γ , ε2 + y ≤ x ≤ 1− ε2 + y
}
⊂ G˜2,
for 0 ≤ ` < γ. We let Gs,` = Ξ−11,ρ,δ ◦ Ξ−12,ρ,δ
(
G˜s,` × [δ, 1− δ]d−2
)
, where ρ = εγ , s = 1, 2 and
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Figure 5: Qualitative representation of the action of Ξ−11,ε,δ on the sets Ξ
−1
2,ε,δ
(
G˜1
)
and
Ξ−12,ε,δ
(
G˜2
)
. Hence, we see the shape of the sets G1 and G2.
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0 ≤ ` < γ. As above, we observe that Gs,` ⊂
(
ε
4γ , 1− ε4γ
)2
× [δ, 1 − δ]d−2. On the other hand,
we take a set
F1,` =
[
`
γ
+
ε
2γ
,
`+ 1
γ
− ε
2γ
]
×
[
1 + ε
2
, 1− ε
2
]
× [δ, 1− δ]d−2 ,
as well as a set
F2,` =
[
`
γ
+
ε
2γ
,
`+ 1
γ
− ε
2γ
]
×
[
ε
2
,
1− ε
2
]
× [δ, 1− δ]d−2 .
Since Fs,` and G˜s,` are parallelepipeds with µ(Fs,`) = µ(G˜s,`), there are orientation-preserving
measure-preserving affine maps As,` : Rd → Rd such that As(Fs,`) = G˜s,`. Thus we can apply
Lemma 6.2 as in the two-dimensional case to obtain a volume-preserving smooth diffeomorphism
Θγ,ε,δ : [0, 1]
d → [0, 1]d with Θγ,ε,δ (Fs,`) = Gs,`, s = 1, 2, 0 ≤ ` < γ, and which coincides with
the identity outside of
[
ε
4γ , 1− ε4γ
]2
× [ δ2 , 1− δ2]d−2.
In the next step, let λ ∈ N. Then we define the stretching Cλ :
[
0, 1λ
]2× [0, 1]d−2 → [0, 1]d by
Cλ(x1, x2, x3, . . . , xd) = (λx1, λx2, x3, . . . , xd) and Θλ,γ,ε,δ :
[
0, 1λ
]2×[0, 1]d−2 → [0, 1λ]2×[0, 1]d−2
by Θλ,γ,ε,δ = C−1λ ◦Θγ,ε,δ ◦Cλ. Since Θλ,γ,ε,δ coincides with the identity in a neighbourhood of
the boundary of its domain, we can extend it to a smooth diffeomorphism on T2 × [0, 1]d−2 by
Θλ,γ,ε,δ :
2∏
i=1
[
ji
λ
,
ji + 1
λ
]
× [0, 1]d−2 →
2∏
i=1
[
ji
λ
,
ji + 1
λ
]
× [0, 1]d−2 ,
Θλ,γ,ε,δ
(
j1
λ
+ x1,
j2
λ
+ x2, x3, . . . , xd
)
=
(
j1
λ
,
j2
λ
, 0, . . . , 0
)
+ Θλ,γ,ε,δ (x1, . . . , xd) ,
for 0 ≤ j1, j2 < λ, (x1, . . . , xd) ∈
[
0, 1λ
]2 × [0, 1]d−2 .
6.2.3 Definition of hn,2
Using the maps constructed in the previous subsections and choosing the parameters λ = qnq′n,
γ = (nqnq
′
n)
d−2, and δ = εn, we define
hn,2 = Ξ2,qnq′n,(nqnq′n)d−2,εn,εn ◦ Ξ1,qnq′n,(nqnq′n)d−2,εn,εn ◦Θqnq′n,(nqnq′n)d−2,εn,εn ,
and observe
hn,2 ◦R i
qnq′n
, j
qnq′n
= R i
qnq′n
, j
qnq′n
◦ hn,2 for every i, j ∈ Z.
By construction we have the following properties:
Lemma 6.7 (Properties of h−1n,2). Let 0 ≤ j1, j2 < qnq′n. If d > 2, let 0 ≤ ` < (nqnq′n)d−2. If
d = 2, then ` = 0 and we let I(n,s)j1,j2 := I
(n,s)
j1,j2,0
(as defined below). The smooth diffeomorphism
h−1n,2 maps the set I
(n,1)
j1,j2,`
of points (θ1, θ2, r1, . . . , rd−2) ∈ T2 × [εn, 1− εn]d−2 with
θ1 ∈
[
j1
qnq′n
+
`+ (εn/2)
nd−2 · (qnq′n)d−1
,
j1
qnq′n
+
`+ 1− (εn/2)
nd−2 · (qnq′n)d−1
]
,
2j2 + εn
2qnq′n
+ θ1 − j1
qnq′n
≤ θ2 ≤ 2j2 + 1− εn
2qnq′n
+ θ1 − j1
qnq′n
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to [
j1
qnq′n
+
`+ (εn/2)
nd−2 · (qnq′n)d−1
,
j1
qnq′n
+
`+ 1− (εn/2)
nd−2 · (qnq′n)d−1
]
×
[
2j2 + 1 + εn
2qnq′n
,
2(j2 + 1)− εn
2qnq′n
]
×
d∏
i=3
[εn, 1− εn] .
(6.3)
Moreover, h−1n,2 maps the set I
(n,2)
j1,j2,`
of points (θ1, θ2, r1, . . . , rd−2) ∈ T2 × [εn, 1− εn]d−2 with
θ2 ∈
[
j2
qnq′n
+
`+ (εn/2)
nd−2 · (qnq′n)d−1
,
j2
qnq′n
+
`+ 1− (εn/2)
nd−2 · (qnq′n)d−1
]
,
2j1 + εn
2qnq′n
+ θ2 − j2
qnq′n
≤ θ1 ≤ 2j1 + 1− εn
2qnq′n
+ θ2 − j2
qnq′n
to [
j1
qnq′n
+
`+ (εn/2)
nd−2 · (qnq′n)d−1
,
j1
qnq′n
+
`+ 1− (εn/2)
nd−2 · (qnq′n)d−1
]
×
[
2j2 + εn
2qnq′n
,
2j2 + 1− εn
2qnq′n
]
×
d∏
i=3
[εn, 1− εn] .
(6.4)
Proof. Let δ = εn and γ = (nqnq′n)d−2 in the definitions of G˜s,` and Fs,`, and let λ = qnq′n
in the definition of the map Cλ. Note that the collection of sets I
(n,s)
j1,j2,`
for fixed j1, j2, and `
varying as above, is exactly the same as the collection of scaled and translated versions of the
sets G˜s,` × [εn, 1− εn]d−2 given by C−1λ (G˜s,` × [εn, 1− εn]d−2) + ( j1qnq′n ,
j2
qnq′n
, 0, . . . , 0). Likewise,
the sets in (6.3) and (6.4) are the same as the sets C−1λ (Fs,`) + (
j1
qnq′n
, j2qnq′n
, 0, . . . , 0), for s = 1, 2,
respectively.
We let the union of the scaled and translated versions of the set G˜s,` × [εn, 1− εn]d−2 that
occur in the proof of Lemma 6.7 be denoted Ĝs. That is,
Ĝs :=
⋃
0≤j1,j2<qnq′n
⋃
0≤`<(nqnq′n)d−2
[
C−1λ (G˜s,` × [εn, 1− εn]d−2) +
(
j1
qnq′n
,
j2
qnq′n
, 0, . . . , 0
)]
.
See Figure 6.
Definition 6.8. The “good domain” of h−1n,2 is
D(h−1n,2) :=
⋃
s=1,2
⋃
0≤j1,j2<qnq′n
⋃
0≤`<(nqnq′n)d−2
I
(n,s)
j1,j2,`
=
⋃
s=1,2
Ĝs.
6.3 Definition of hn
The conjugation map hn is the composition
hn = hn,2 ◦ hn,1.
Remark 6.9. We note that hn coincides with the identity outside of Rn := T2×
[
εn
2 , 1− εn2
]d−2.
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Remark 6.10. According to Lemma 6.7, we have
h−1n,2
(
I
(n,s)
j1,j2,`
)
= R b
qn
, b
′
q′n
S
(s)
i,j,`,εn
,
where
(6.5)
i
qnq′n
+
b
qn
=
j1
qnq′n
and
j
qnq′n
+
b′
q′n
=
j2
qnq′n
.
In particular, if b = an,s(i, j) and b′ = a′n,s(i, j), then
hn,2(S
(s)
k(i,j),`,εn
) = I
(n,s)
j1,j2,`
,
and thus, by Lemma 6.5,
hn(S˜
(s)
i,j,`,εn
) = I
(n,s)
j1,j2,`
.
By Lemma 6.7 we have h−1n,2(D(h
−1
n,2)) = D(h
−1
n,1). Thus we make the following definition.
Definition 6.11. The “good domain” of h−1n is D(h−1n ) := D(h
−1
n,2), as in Definition 6.8.
7 Convergence of (Tn)n∈N in Diff
∞(M0, µ)
In the following we show that the sequence of constructed measure-preserving smooth diffeo-
morphisms Tn = H−1n ◦ Rαn+1,α′n+1 ◦ Hn converges. For this purpose, the next result is very
useful.
Lemma 7.1. Let k ∈ N0 and h be a C∞-diffeomorphism on M0. Then we get for every
α, α′, β, β′ ∈ R:
dk
(
h ◦Rα,α′ ◦ h−1, h ◦Rβ,β′ ◦ h−1
) ≤ Ck · |||h|||k+1k+1 ·max (|α− β| , |α′ − β′|)
where the constant Ck depends solely on k. In particular C0 = 1.
Proof. The proof is similar to the one of [FSW07, Lemma 4] and [Ku17, Lemma 6.4].
First of all, we will prove the following observation by induction on k ∈ N:
Claim: For any multiindex ~a ∈ Nd0 with |~a| = k and i ∈ {1, ..., d} the partial derivative
D~a
[
h ◦Rα,α′ ◦ h−1
]
i
consists of at most (d+k−1)!(d−1)! summands, where each summand is the product
of one single partial derivative
(
D~b [h]i
) ◦ Rα,α′ ◦ h−1 of order at most ∣∣~b∣∣ ≤ k and at most k
derivatives D~b
[
h−1
]
j
with
∣∣~b∣∣ ≤ k.
• Start: k = 1
For i1, i ∈ {1, ..., d} we compute:
Dxi1
[
h ◦Rα,α′ ◦ h−1
]
i
=
d∑
j1=1
(
Dxj1 [h]i
) ◦Rα,α′ ◦ h−1 ·Dxi1 [h−1]j1 .
Hence, this derivative consists of d = (d+1−1)!(d−1)! summands and each summand has the
announced form.
• Induction assumption: The claim holds for k ∈ N.
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Figure 6: “Good domains” of the map h−1n in the two-dimensional case. In the domains in
the bottom left corner we have also indicated the additional subdivision that occurs in the
(θ1, θ2)−factor of Gˆs in the higher dimensional case.
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• Induction step: k → k + 1
Let i ∈ {1, .., d} and ~b ∈ Nd0 be any multiindex of order
∣∣~b∣∣ = k+ 1. There are j ∈ {1, ..., d}
and a multiindex ~a of order |~a| = k such that D~b = DxjD~a. By the induction assumption
the partial derivative D~a
[
h ◦Rα,α′ ◦ h−1
]
i
consists of at most (d+k−1)!(d−1)! summands, such
that the summands with the most factors are of the following form:
(D~c1 [h]i) ◦Rα,α′ ◦ h−1 ·D~c2
[
h−1
]
i2
· · · · ·D~ck+1
[
h−1
]
ik+1
,
where each ~ci is of order at most k. Using the product rule we compute how the derivative
Dxj acts on such a summand:
d∑
j1=1
(
Dxj1D~c1 [h]i
) ◦Rα,α′ ◦ h−1 ·Dxj [h−1]j1 D~c2 [h−1]i2 · · · · ·D~ck+1 [h−1]ik+1 +
(D~c1 [h]i) ◦Rα,α′ ◦ h−1 ·DxjD~c2
[
h−1
]
i2
· · · · ·D~ck+1
[
h−1
]
ik+1
+ · · ·+
(D~c1 [h]i) ◦Rα,α′ ◦ h−1 ·D~c2
[
h−1
]
i2
· · · · ·DxjD~ck+1
[
h−1
]
ik+1
Thus, each summand is the product of one derivative of h of order at most k+1 and at most
k+ 1 derivatives of h−1 of order at most k+ 1. Moreover, we observe that d+k summands
arise out of one. So the number of summands can be estimated by (d+ k)· (d+k−1)!(d−1)! = (d+k)!(d−1)!
and the claim is verified.
Furthermore, with the aid of the mean value theorem we can estimate for any multiindex
~a ∈ Nd0 with |~a| ≤ k and i ∈ {1, ..., d}:∣∣D~a [h]i (Rα,α′ ◦ h−1 (x1, ..., xd))−D~a [h]i (Rβ,β′ ◦ h−1 (x1, ..., xd))∣∣
≤|||h|||k+1 ·max (|α− β| , |α′ − β′|) .
Since
(
h ◦Rα,α′ ◦ h−1
)−1
= h ◦R−α,−α′ ◦ h−1 is of the same form, we obtain in conclusion:
dk
(
h ◦Rα,α′ ◦ h−1, h ◦Rβ,β′ ◦ h−1
) ≤ (d+ k − 1)!
(d− 1)! · |||h|||k+1 · |||h|||
k
k ·max (|α− β| , |α′ − β′|)
≤ (d+ k − 1)!
(d− 1)! · |||h|||
k+1
k+1 ·max (|α− β| , |α′ − β′|) .
Under some conditions on the proximity of αn to αn+1 as well as α′n to α′n+1 we can prove
convergence:
Lemma 7.2. Let ε > 0, let εn as in equation (6.1) and (ln)n∈N be an increasing sequence of nat-
ural numbers satisfying
∑∞
i=1
1
li
< ε and
∑∞
i=n+1
1
li
< εn. We assume that in our constructions
the following conditions are fulfilled:
max
(|αn+1 − αn| , ∣∣α′n+1 − α′n∣∣) ≤ 1
4 · ln · Cln · qnq′n · |||Hn|||ln+1ln+1
for every n ∈ N, where Cn are the constants from Lemma 7.1.
1. Then the sequence of diffeomorphisms Tn = H−1n ◦ Rαn+1,α′n+1 ◦ Hn converges in the
Diff∞(M0)-topology to a measure-preserving smooth diffeomorphism T .
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2. Let (A,B) ∈ T2 be arbitrary. Moreover, we assume max (|A− α1| , |B − α′1|) < ε. Then
we have
d∞ (T,RA,B) < 4 · ε.
3. We have for every n ∈ N and m ≤ qn+1q′n+1:
d0 (T
m, Tmn ) <
εn
4
.
4. Let ρ = (ρn)n∈N0 be an admissible sequence. Under the additional assumption
∞∑
m=n+1
1
lm
< min
k=0,...,n
min
~x∈Rn+1\Rn
ρk (~x)
we have T ∈ Diff∞ρ,α,α′
(
T2 × [0, 1]d−2), where α = limn→∞ αn and α′ = limn→∞ α′n.
Proof. 1. According to our construction we have hn ◦ Rαn,α′n = Rαn,α′n ◦ hn, and hence we
can apply Lemma 7.1 for every k ∈ N0, n ∈ N:
dk (Tn, Tn−1) = dk
(
H−1n ◦Rαn+1,α′n+1 ◦Hn, H−1n ◦Rαn,α′n ◦Hn
)
≤ Ck · |||Hn|||k+1k+1 ·max
(|αn+1 − αn| , ∣∣α′n+1 − α′n∣∣) .
By the assumptions of this Lemma it follows for every k ≤ ln:
(7.1)
dk (Tn, Tn−1) ≤ dln (Tn, Tn−1) ≤ Cln · |||Hn|||ln+1ln+1 ·
1
4ln · Cln · qnq′n · |||Hn|||ln+1ln+1
<
1
4ln
.
In the next step we show that for arbitrary k ∈ N0, (Tn)n∈N is a Cauchy sequence in
Diffk (M0), i. e. limn,m→∞ dk (Tn, Tm) = 0. For this purpose, we calculate:
(7.2) lim
n→∞ dk (Tn, Tm) ≤ limn→∞
n∑
i=m+1
dk (Ti, Ti−1) =
∞∑
i=m+1
dk (Ti, Ti−1) .
We consider the limit processm→∞, i.e. we can assume k ≤ lm and obtain from equations
(7.1) and (7.2):
lim
n,m→∞ dk (Tn, Tm) ≤ limm→∞
∞∑
i=m+1
1
4li
= 0.
Since Diffk (M0) is complete in the dk metric, it follows that the sequence (Tn)n∈N converges
in Diffk (M) for every k ∈ N0. Thus, the sequence converges in Diff∞ (M0) by definition.
2. Furthermore, we estimate:
(7.3) d∞ (RA,B , T ) = d∞
(
RA,B , lim
n→∞Tn
)
≤ d∞
(
RA,B , Rα1,α′1
)
+
∞∑
n=1
d∞ (Tn, Tn−1) ,
where we used the notation T0 = Rα1,α′1 . Since dk
(
RA,B , Rα1,α′1
)
= d0
(
RA,B , Rα1,α′1
)
=
max (|A− α1| , |B − α′1|) for every k ∈ N0, we have
d∞
(
RA,B , Rα1,α′1
)
=
∞∑
k=0
max (|A− α1| , |B − α′1|)
2k · (1 + dk (RA,B , Rα1,α′1)) ≤ 2 ·max (|A− α1| , |B − α′1|) .
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Additionally it holds:
∞∑
n=1
d∞ (Tn, Tn−1) =
∞∑
n=1
∞∑
k=0
dk (Tn, Tn−1)
2k · (1 + dk (Tn, Tn−1))
=
∞∑
n=1
(
ln∑
k=0
dk (Tn, Tn−1)
2k · (1 + dk (Tn, Tn−1)) +
∞∑
k=ln+1
dk (Tn, Tn−1)
2k · (1 + dk (Tn, Tn−1))
)
As seen in equation (7.1) dk (Tn, Tn−1) ≤ 14·ln for every k ≤ ln. Hereby, it follows further:
∞∑
n=1
d∞ (Tn, Tn−1) ≤
∞∑
n=1
(
1
4ln
·
ln∑
k=0
1
2k
+
∞∑
k=ln+1
dk (Tn, Tn−1)
2k · (1 + dk (Tn, Tn−1))
)
≤ 2 ·
∞∑
n=1
1
4ln
+
∞∑
n=1
∞∑
k=ln+1
1
2k
.
Because of
∑∞
k=ln+1
1
2k
=
(
1
2
)ln ≤ 1ln we conclude:
∞∑
n=1
d∞ (Tn, Tn−1) ≤
∞∑
n=1
1
ln
+
∞∑
n=1
1
ln
< 2 · ε.
Hence, using equation (7.3) we obtain the desired estimate d∞ (T,RA,B) < 4 · ε.
3. Again with the help of Lemma 7.1 we compute for every i ∈ N:
d0
(
Tmi , T
m
i−1
)
= d0
(
H−1i ◦Rm·αi+1,m·α′i+1 ◦Hi, H−1i ◦Rm·αi,m·α′i ◦Hi
)
≤ |||Hi|||1 ·m ·max
(|αi+1 − αi| , ∣∣α′i+1 − α′i∣∣) .
Since m ≤ qn+1q′n+1 ≤ qiq′i we conclude for every i > n:
d0
(
Tmi , T
m
i−1
) ≤ |||Hi|||1 ·m · 1
4 · li · Cli · qiq′i · |||Hi|||li+1li+1
<
m
qiq′i
· 1
4li
≤ 1
4li
.
Thus, for every m ≤ qn+1q′n+1 we get the claimed result:
d0 (T
m, Tmn ) ≤ lim
k→∞
k∑
i=n+1
d0
(
Tmi , T
m
i−1
)
<
∞∑
i=n+1
1
4li
<
εn
4
.
4. By equation (7.1) we have
dk (Tn, T ) ≤
∞∑
m=n+1
dk (Tm, Tm−1) ≤
∞∑
m=n+1
1
4 · lm .
for every k ≤ ln. On the other hand, we have noticed in Remark 6.9 that Tn = Rαn+1,α′n+1
outside of Rn. Obviously this yields D~aTn = D~aRα,α′ outside of Rn for any multiindex
~a ∈ Nd0 of order 1 ≤ |~a|. Altogether we obtain∣∣[D~a (T −Rα,α′)]i (~x)∣∣ ≤ ∞∑
m=n+1
1
4 · lm
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for every ~x ∈ T2 × [0, 1]d−2 \Rn and any ~a ∈ Nd0 of order 1 ≤ |~a| ≤ ln. By our assumption
on the sequence (ln)n∈N we get∣∣[D~a (T −Rα,α′)]i (~x)∣∣ < ρk (~x)
for every ~x ∈ Rn+1 \Rn and any ~a ∈ Nd0 of order 1 ≤ |~a| = k ≤ ln. Since this holds true
for every n ∈ N, we conclude ∣∣[D~a (T −Rα,α′)]i (~x)∣∣ < ρk (~x)
for every ~x ∈ T2 × [0, 1]d−2 \ Rn and any ~a ∈ Nd0 of order 1 ≤ |~a| = k ≤ ln. Hence,
T ∈ Diff∞ρ,α,α′
(
T2 × [0, 1]d−2).
We show that we can satisfy the conditions from this Lemma in our constructions:
Lemma 7.3. Let (A,B) ∈ T2 and ε > 0 be arbitrary. Moreover, let ρ = (ρn)n∈N0 be an
admissible sequence. There exist sequences
(7.4) αn+1 =
pn+1
qn+1
= αn +
1
qn+1
and
(7.5) α′n+1 =
p′n+1
q′n+1
= α′n +
1
q¯′n+1
+Dn
of rational numbers with pn+1 and qn+1 relatively prime as well as p′n+1 and q′n+1 relatively prime
with properties (A), (B), (C) and
(D) 0 < Dn <
1
4n · (q¯′n+1)d+1 ,
(E) q′n+1 > q¯
′
n+1 > qn+1 > 4 · nd−1 · (qnq′n)d+1 ,
(F) q′n+1 > 4 · q¯′n+1,
(G) max
(‖DHn‖0 ,∥∥DH−1n ∥∥0) < qn+12√d · (n+ 1)2 ,
(H) property (8.10) in the proof of Lemma 8.10,
such that our sequence of constructed diffeomorphisms Tn converges in the Diff∞(M0)-topology
to a diffeomorphism T for which d∞ (T,RA,B) < 4ε and T ∈ Diff∞ρ,α,α′
(
T2 × [0, 1]d−2) hold true,
where α = limn→∞ αn and α′ = limn→∞ α′n. Additionally, we have d0 (Tmn , Tmnn ) <
εn
4 for
every number mn ≤ qn+1q′n+1 and n ∈ N.
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Proof. First of all, we choose numbers ln satisfying the requirements of Lemma 7.2 and we put
αn+1 = αn +
1
kn · qn · q′n
,
Then we have qn+1 = kn ·qn ·q′n. In particular, our divisibility condition (A) is fulfilled. Moreover,
we recall that the construction of the conjugation map Hn does not involve kn. Hence, we can
choose the integer kn sufficiently large such that conditions (G) and (H), and the last inequality
in (E), as well as
|αn+1 − αn| ≤ 1
8 · ln · Cln · qn · q′n · |||Hn|||ln+1ln+1
,
are satisfied.
In the next step, we put q¯′n+1 = qn+1 + qnq′n and α¯′n+1 = α′n +
1
q¯′n+1
. Then we choose a
rational number α′n+1 =
p′n+1
q′n+1
> α¯′n+1 in a
1
4n·(q¯′n+1)
d+1 -neighbourhood of α¯′n+1 where p′n+1 and
q′n+1 are relatively prime and q′n+1 > 4 · q¯′n+1 > qn+1 is relatively prime to qn+1. We denote this
number by
α′n+1 = α
′
n +
1
q¯′n+1
+
p′′n+1
q′′n+1
= α′n +
1
q¯′n+1
+Dn.
In particular, we observe∣∣α′n+1 − α′n∣∣ ≤ 1
4 · ln · Cln · qn · q′n · |||Hn|||ln+1ln+1
and so the conditions of Lemma 7.2 are satisfied.
Remark 7.4. By the property d0 (Tmn , Tmnn ) <
εn
4 for every number mn ≤ qn+1q′n+1 and
T
qn+1q
′
n+1
n = H−1n ◦ R
qn+1q
′
n+1
αn+1,α′n+1
◦ Hn = id the constructed diffeomorphisms are uniformly rigid.
Hence, they have topological entropy zero by Theorem 2.11.
8 Proof of the LB property for T × T
8.1 Definition of towers
In order to define the base of the first tower we consider the sets
C
(1)
k(i,j)
=
(
an,1(i, j)
qn
+
2i+ ε˜n
2qnq′n
,
an,1(i, j)
qn
+
2i+ ε˜n
2qnq′n
+
qnq
′
n
qn+1
)
×
[
a′n,1(i, j)
q′n
+
2j + 3εn
2qnq′n
− k ·∆n,
a′n,1(i, j)
q′n
+
2j + 3εn
2qnq′n
− k ·∆n + 1− 4εn
2qnq′n
]
× [εn, 1− εn]d−2
for 0 ≤ i < q′n and 0 ≤ j < qn, where ∆n = 1q¯′n+1 − (mn − 1) · Dn > 0 as in Section 5,
ε˜n = εn(nqnq
′
n)
2−d as in Subsection 6.1, and εn is defined in equation (6.1). By condition (E),
we have
(8.1)
qnq
′
n
q′n+1
<
qnq
′
n
qn+1
<
εn
8nd−2(qnq′n)d−1
=
ε˜n
8qnq′n
≤ εn
8qnq′n
.
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Thus qnq′n ·∆n < εn8qnq′n . Therefore C
(1)
k(i,j) ⊂ I(n,1)j1,j2,0, where i, j, j1, j2 are related as in equation
(6.5) with b = an,1(i, j) and b′ = a′n,1(i, j). By Definitions 6.8 and 6.11, I
(n,1)
j1,j2,0
is in the “good
domain” D(h−1n ).
Remark 8.1. The sets C(1)k are defined in such a way that R
mn−1
αn+1,α′n+1
(
C
(1)
k
)
= C
(1)
k+1 for
0 ≤ k < qnq′n − 1.
We set
B˜
(n)
0,1 =
⋃
0≤i<q′n
⋃
0≤j<qn
C
(1)
k(i,j).
By construction of our conjugation map hn and applying Remark 6.10 with ` = 0, we have
h−1n
(
B˜
(n)
0,1
)
⊂
[
0,
1
qn
]
×
[
0,
1
q′n
]
×
d∏
i=3
[
εn
nqnq′n
,
1− εn
nqnq′n
]
Thus h−1n
(
B˜
(n)
0,1
)
has diameter less than
√
d/qn. This is a special case of the analysis in Lemma
8.5, in which it is shown that the diameter of most of the levels of the towers goes to 0 as n goes
to infinity. We define the base of the first tower as
B
(n)
0,1 = H
−1
n
(
B˜
(n)
0,1
)
.
Similarly, we define the base of the second tower using sets
C
(2)
k(i,j)
=
[
an,2(i, j)
qn
+
2i+ 3εn
2qnq′n
+
k
qn+1
,
an,2(i, j)
qn
+
2i+ 3εn
2qnq′n
+
k
qn+1
+
1− 4εn
2qnq′n
]
×
[
a′n,2(i, j)
q′n
+
2j + ε˜n
2qnq′n
+ kmnDn +
2εn
q¯′n+1
,
a′n,2(i, j)
q′n
+
2j + ε˜n
2qnq′n
+ kmnDn +
qnq
′
n − 2εn
q¯′n+1
]
× [εn, 1− εn]d−2
for 0 ≤ i < q′n and 0 ≤ j < qn. By condition (D) we have 1qn+1 −mnDn > 0. From this inquality
and (8.1) it follows that C(2)k(i,j) ⊂ I(n,2)j1,j2,0, where i, j, j1, j2 are related as in equation (6.5) with
b = an,2(i, j) and b′ = a′n,2(i, j).
Remark 8.2. This time, the sets C(2)k are defined in such a way that R
mn
αn+1,α′n+1
(
C
(2)
k
)
= C
(2)
k+1
for 0 ≤ k < qnq′n − 1.
Once again, we set
B˜
(n)
0,2 =
⋃
0≤i<q′n
⋃
0≤j<qn
C
(2)
k(i,j).
As before, we apply Remark 6.10 to obtain
h−1n
(
B˜
(n)
0,2
)
⊂
[
0,
1
qn
]
×
[
0,
1
q′n
]
×
d∏
i=3
[
εn
nqnq′n
,
1− εn
nqnq′n
]
.
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Hereby, we define the base of the second tower as
B
(n)
0,2 = H
−1
n
(
B˜
(n)
0,2
)
.
Moreover, we recall the number
mn =
qn+1
qnq′n
+ 1 =
q¯′n+1
qnq′n
∈ N,
and we define the following sets:
B˜
(n)
i,1 := R
i
αn+1,α′n+1
(
B˜
(n)
0,1
)
for i = 0, 1, ...,mn − 2,
B˜
(n)
i,2 := R
i
αn+1,α′n+1
(
B˜
(n)
0,2
)
for i = 0, 1, ...,mn − 1.
The levels of the towers are defined to be
B
(n)
i,1 := T
i
n
(
B
(n)
0,1
)
= H−1n
(
B˜
(n)
i,1
)
for i = 0, 1, ...,mn − 2,
B
(n)
i,2 := T
i
n
(
B
(n)
0,2
)
= H−1n
(
B˜
(n)
i,2
)
for i = 0, 1, ...,mn − 1.
As we will see in Lemma 8.3, the levels are pairwise disjoint.
For 0 ≤ j1 < qn, 0 ≤ j2 < q′n, 0 ≤ ε < 14 , we define
P
(1)
j1,j2,ε
=
{
(θ1, θ2) ∈ T2 : 0 ≤ θ1 ≤ 1, θ1 + j2
q′n
− j1
qn
+
ε
2qnq′n
< θ2 < θ1 +
j2
q′n
− j1
qn
+
1− ε
2qnq′n
}
× [εn, 1− εn]d−2
and
P
(2)
j1,j2,ε
=
{
(θ1, θ2) ∈ T2 : 0 ≤ θ2 ≤ 1, θ2 + j1
qn
− j2
q′n
+
ε
2qnq′n
< θ1 < θ2 +
j2
q′n
− j1
qn
+
1− ε
2qnq′n
}
× [εn, 1− εn]d−2.
In case ε = 0, we let P (s)j1,j2 = P
(s)
j1,j2,0
. Since qn and q′n are relatively prime, the sets in the
collection {P (s)j1,j2 : 0 ≤ j1 < qn, 0 ≤ j2 < q′n, s = 1, 2} are pairwise disjoint, and the union of their
closures is T2× [εn, 1− εn]d−2. Moreover, the boundaries of these sets within the T2 factor form
a collection of 2qnq′n equally spaced lines of slope 1. The lower boundary of the T2 factor of P
(1)
j1,j2
is the same as the left boundary of the T2 factor of P (2)j1,j2 , and these boundaries pass through
the point (θ1, θ2) = ( j1qn ,
j2
q′n
). Each scaled G˜1 is contained in the closure of the T2 factor of some
P
(1)
j1,j2,εn
and has upper and lower boundaries contained in the upper and lower boundaries of the
T2 factor of that P (1)j1,j2,εn . Similarly, each scaled G˜2 is contained in the closure of the T
2 factor
of some P (2)j1,j2,εn and has right and left boundaries contained in the right and left boundaries of
the T2 factor of that P (2)j1,j2,εn . By a scaled version of G˜s we mean a set of the form
λ−1
(
G˜s
)
+
(
τ1
qnq′n
,
τ2
qnq′n
)
,
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with λ = qnq′n, for some 0 ≤ τ1, τ2 < qnq′n, where we use the definition of G˜s given in equation
(6.2).
In the proof of Lemma 8.3, we will make use of inequality (8.1) and the following inequality,
which is an immediate consequence of the definitions and properties (D) and (E) in Section 7:
(8.2) − εn
8mnqnq′n
< qnq
′
n
(
1
q′n+1
+Dn − 1
qn+1
)
< 0.
Lemma 8.3. For 0 ≤ i < qnq′n, the sets in the family {Ri+jqnq
′
n
αn+1,α′n+1
C
(1)
0 : 0 ≤ j < mn − 1}
are pairwise disjoint subsets of P (1)ipn,ip′n,εn , where (ipn, ip
′
n) is taken mod (qn, q′n). Similarly, for
0 ≤ i < qnq′n, the sets in the family {Ri+jqnq
′
n
αn+1,α′n+1
C
(2)
0 : 0 ≤ j < mn} are pairwise disjoint subsets
of P (2)ipn,ip′n,εn . Consequently, the sets in the family {Rkαn+1,α′n+1C
(1)
0 : 0 ≤ k < (mn − 1)qnq′n} ∪
{Rkαn+1,α′n+1C
(2)
0 : 0 ≤ k < mnqnq′n} are pairwise disjoint, and it follows that the sets in the
family {B(n)i,1 , B(n)k,2 : i = 0, 1, . . . ,mn − 2; k = 0, 1, . . . ,mn − 1} are pairwise disjoint.
Proof. We start by proving the first statement in the case i = 0. We only need to consider the
T2 factors of the sets, and references to upper, lower, right, or left will be with respect to the
(θ1, θ2) coordinate system in T2. The upper left corner of C(1)0 is (
ε˜n
2qnq′n
, 1−εn2qnq′n ), and the lower
right corner of C(1)0 is (
ε˜n
2qnq′n
+
qnq
′
n
qn+1
, 3εn2qnq′n
). Since ε˜n ≤ εn, we have 1−2εn2qnq′n < θ2 − θ1 <
1−εn
2qnq′n
for
the upper left corner, and by (8.1), we have 7n8qnq′n < θ2 − θ1 <
1−εn
2qnq′n
for the lower right corner.
Both of these points are in P (1)0,0,εn and consequently C
(1)
0 ⊂ P (1)0,0,εn . When we apply R
qnq
′
n
αn+1,α′n+1
to a point (θ1, θ2), the first coordinate increases by qnq′nαn+1 = qnq′n(
pn
qn
+ 1qn+1 ) =
qnq
′
n
qn+1
(mod
1), which is the θ1-width of C
(1)
0 , and the second coordinate increases by qnq
′
nα
′
n+1 = qnq
′
n(
p′n
q′n
+
1
q′n+1
+ Dn) =
qnq
′
n
q′n+1
+ qnq
′
nDn (mod 1). Thus the change in θ2 − θ1 when applying Rqnq
′
n
αn+1,α′n+1
is qnq′n(
1
q′n+1
+ Dn − 1qn+1 ). Therefore, by (8.2) the lower right corner of C
(1)
0 moves closer (in
the θ2 direction) to the lower boundary of P
(1)
0,0,εn
by an amount smaller than εn8mnqnq′n under one
application of Rqnq
′
n
αn+1,α′n+1
, and it moves closer by an amount smaller than εn8qnq′n after mn − 2
applications of Rqnq
′
n
αn+1,α′n+1
. Since the lower right corner of C(1)0 is above the lower boundary of
P
(1)
0,0,εn
by more than 7εn8qnq′n −
εn
2qnq′n
= 3εn8qnq′n , it is still above the lower boundary of P
(1)
0,0,εn
after
mn − 2 applications of Rqnq
′
n
αn+1,α′n+1
. Therefore all of the sets Rjqnq
′
n
αn+1,α′n+1
C
(1)
0 , 0 ≤ j < mn − 1,
are contained in P (1)0,0,εn . They are disjoint because C
(1)
0 moves to the right by an amount exactly
equal to its θ1-width under application of R
qnq
′
n
αn+1,α′n+1
and the combined width of these mn − 1
sets is (mn − 1) qnq
′
n
qn+1
= 1. (See Figure 7, which shows those images of C(1)0 under applications
of powers of Rqnq
′
n
αn+1,α′n+1
that lie in one of the scaled versions of G˜1. To indicate all of the
R
jqnq
′
n
αn+1,α′n+1
C
(1)
0 , 0 ≤ j < mn − 1, the figure would have to be continued for the full width of T2.)
Now consider an arbitrary i such that 0 ≤ i < qnq′n. Under application of Riαn+1,α′n+1 to a
point (θ1, θ2), the first coordinate increases by i(pnqn +
1
qn+1
) and the second coordinate increases
by i(p
′
n
q′n
+ 1q′n+1
+ Dn). Adding i(pnqn ,
p′n
q′n
) to points in P (1)0,0,εn moves them to P
(1)
ipn,ip′n,εn
, and the
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additional increment of i( 1qn+1 ,
1
q′n+1
+Dn) moves the lower right corner point of C
(1)
0 closer (in
vertical distance) to the lower boundary of P (1)ipn,ip′n,εn than it was to the lower boundary of P
(1)
0,0,εn
by i( 1q′n+1 +Dn −
1
qn+1
). Subsequent applications of Rjqnq
′
n
αn+1,α′n+1
, 0 ≤ j < mn − 1 move the lower
right corner point even closer to the lower boundary of P (1)ipn,ipn,εn by an additional amount of
at most (mn − 2)qnq′n( 1q′n+1 + Dn −
1
qn+1
). Thus the total vertical distance that the lower right
corner point of Ri+jqnq
′
n
αn+1,α′n+1
C
(1)
0 , 0 ≤ j < mn − 1 is above the lower boundary of P (1)ipn,ip′n,εn is
still positive by the same estimate as in the case i = 0. Therefore all of the sets Ri+jqnq
′
n
αn+1,α′n+1
C
(1)
0 ,
0 ≤ j < mn − 1 are contained in P (1)ipn,ip′n,εn . They are disjoint, as in the case i = 0. This
completes the proof of the first statement in the Lemma.
Analogously, we prove the second statement of the Lemma (see Figure 7 as well). For suc-
cessive values of j, in the range 0 ≤ j < mn − 1, the sets Rjqnq′nC(2)0 are almost adjacent, but
there is a gap (too small to be visible in Figure 7) between them. The θ2-height of these sets
is qnq
′
n−4εn
q′n+1
and the gap (in the θ2 direction) between the sets is 4εnq′n+1 + qnq
′
nDn. Thus the top
boundary of the set R(mn−1)qnq
′
n
αn+1,α′n+1
C
(2)
0 is mn
(
qnq
′
n
q′n+1
)
+ (mn − 1)qnq′nDn − 4εnq′n+1 units above the
lower boundary of C(2)0 . Since mn
(
qnq
′
n
q′n+1
)
= 1, we exploit the inequality
qnq
′
n · (mn − 1) ·Dn <
εn
q′n+1
,
by condition (D), to obtain the disjointness of R(mn−1)qnq
′
n
αn+1,α′n+1
C
(2)
0 from C
(2)
0 . The rest of the proof
of the second statement proceeds as for the first statement, making use of the fact that inequality
(8.2) remains true with εn replaced by ε˜n.
Note that for distinct values of i with 0 ≤ i < qnq′n, the pairs (ipn, ip′n) are distinct mod
(qn, q
′
n). Since the sets in the family {P (s)j1,j2,εn : 0 ≤ j1 < qn, 0 ≤ j2 < q′n, s = 1, 2} are pairwise
disjoint, the third statement follows as well.
Hence, we are able to define these two towers:
Definition 8.4. The first tower B(n)1 with base B
(n)
0,1 and height mn−1 consists of the sets B(n)i,1
for i = 0, 1, ...,mn− 2. The second tower B(n)2 with base B(n)0,2 and height mn consists of the sets
B
(n)
i,2 for i = 0, 1, ...,mn − 1.
In the rest of this subsection we check that these towers satisfy the requirements of the
definition of an (h, h+ 1)-approximation. First of all, we notice that both towers are substantial
because we have:
µ
(
B
(n)
1
)
= (mn − 1) · µ
(
B
(n)
0,1
)
=
qn+1
qn · q′n
· qnq′n ·
qnq
′
n
qn+1
· 1− 4εn
2qnq′n
· (1− 2εn)d−2 ≥ (1− 4εn)
d−1
2
,
µ
(
B
(n)
2
)
= mn · µ
(
B
(n)
0,2
)
=
q¯′n+1
qn · q′n
· 1− 4εn
2
· qnq′n ·
qnq
′
n · (1− 4εn/(qnq′n))
q¯′n+1
· 1
2qnq′n
· (1− 2εn)d−2
>
(1− 4εn)d
2
Using the notation from Section 2.1 we consider the partial partitions
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Figure 7: Sketch of some parts of the levels of the two towers. The rightmost sets correspond to
R
1−2εn
qnq′n
qn+1
αn+1,α′n+1
(
C
(1)
0
)
and R
1−2εn
qnq′n
q¯′n+1
αn+1,α′n+1
(
C
(2)
0
)
respectively. We point out that the levels are much
smaller than the parallelograms G˜s,` of the additional subdivision in the higher dimensional case.
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ξn,1 :=
{
B
(n)
i,1 : i = 0, 1, ...,mn − 2
}
,
ξn,2 :=
{
B
(n)
i,2 : i = 0, 1, ...,mn − 1
}
,
and we let ξn := ξn,1 ∪ ξn,2. Let σn be the associated permutation of ξn satisfying σn
(
B
(n)
i,1
)
=
B
(n)
i+1,1 for i = 0, 1, ...,mn − 3, σn
(
B
(n)
mn−2,1
)
= B
(n)
0,1 as well as σn
(
B
(n)
i,2
)
= B
(n)
i+1,2 for i =
0, 1, ...,mn − 2, σn
(
B
(n)
mn−1,2
)
= B
(n)
0,2 . In Lemma 8.5 below, we show that ξn → ε as n → ∞.
This is a preliminary step for obtaining the stronger Lemma 8.6, which is needed for a linked
approximation.
We now introduce some notation that will be useful in the proofs of Lemmas 8.5 and 8.6. For
s = 1, 2, let Γ(s)n be defined by
Γ
(1)
n : =
{(
an,1(i,j)
qn
,
a′n,1(i,j)
q′n
)
+
(
i
qnq′n
, jqnq′n
)
: 0 ≤ i < qn, 0 ≤ j < q′n
}
=
{
k
(
rn
qn
+ 1qnq′n
,
r′n
qn
+ 1qnq′n
)
: 0 ≤ k < qnq′n
}
,
Γ
(2)
n : =
{(
an,2(i,j)
qn
,
a′n,2(i,j)
q′n
)
+
(
i
qnq′n
, jqnq′n
)
: 0 ≤ i < qn, 0 ≤ j < q′n
}
=
{
k
(
rn+pn
qn
+ 1qnq′n
,
r′n+p
′
n
qn
+ 1qnq′n
)
: 0 ≤ k < qnq′n
}
,
where an, a′n, rn, r′n are as defined in Section 5, and all computations are mod 1. The equiva-
lence of the two versions of the definitions of Γ(s)n follows from Lemma 5.2. More concretely,
Γ
(1)
n is the set of vectors by which we have to translate S
(1)
0,0 to obtain the collection of rect-
angles
{
S
(1)
k : 0 ≤ k < qnq′n
}
, that is, the grey rectangles in Figure 1, and similarly, Γ(2)n is
the set of vectors by which we have to translate S(2)0,0 to obtain the collection of rectangles{
S
(2)
k : 0 ≤ k < qnq′n
}
, which are the black rectangles in Figure 1. We define the group (under
addition mod 1)
Λn =
{(
τ1
qnq′n
,
τ2
qnq′n
)
: 0 ≤ τ1, τ2 < qnq′n
}
.
The second versions of the above definitions of Γ(1)n and Γ
(2)
n show that Γ
(1)
n and Γ
(2)
n are subgroups
of Λn. Moreover, it also follows from the results in Section 5 that for s = 1, 2 the collection of
cosets
{
Γ
(s)
n + (
i1
qn
, i2q′n
) : 0 ≤ i1 < qn, 0 ≤ i2 < q′n
}
form a partition of Λn.
For each 0 ≤ ` < γ (where γ = (nqnq′n)d−2 as in Subsection 6.2.2) and s = 1, 2, let U (s)` =(
( 1qnq′n
)G˜s,` + Γ
(s)
n
)
× [εn, 1−εn]d−2, that is, the product of all Γ(s)n translates of a scaled version
of G˜s,` with [εn, 1− εn]d−2. By Lemmas 6.5 and 6.7 and the observations following Lemma 6.7,
for each s = 1, 2, and each ` with 0 ≤ ` < γ, U (s)` is contained in the good domain of h−1n , and
h−1n (U
(1)
` ∪U (2)` ) is contained in a single cuboid of dimensions 1qn × 1q′n ×
(
1
nqnq′n
)d−2
, which has
diameter less than
√
d/qn. By the ( 1qn ,
1
q′n
)-equivariance of the map h−1n , each (
i1
qn
, i2q′n
) translate
(in the first two coordinates) of U (1)` ∪ U (2)` also has h−1n image contained in a single cuboid
of the same dimensions. By condition (G) in Section 7, it then follows that the image under
H−1n = H
−1
n−1 ◦ h−1n of any ( i1qn , i2q′n ) translate of U
(1)
` ∪ U (2)` has diameter less than 1/(2n2). In
the proof of Lemma 8.6, we will show that for most i’s the ith level of the combined tower is
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contained in one of the translates under some ( i1qn ,
i2
q′n
) of some U (1)` ∪ U (2)` , where (i1, i2) and
` depend on i, while in Lemma 8.5, we will show that for s = 1, 2, for most i’s the ith level of
tower s is contained in one of the translates under some ( i1qn ,
i2
q′n
) of some U (s)` , where (i1, i2) and
` depend on i and s.
Lemma 8.5. We have
ξn → ε as n→∞.
Proof. The lemma is proven if we show that the partial partitions ξ˜n :=
{
c ∈ ξn : diam (c) < 1n
}
satisfy µ
(⋃
c∈ξ˜n c
)
→ 1 as n→∞. In fact, we will show that
(8.3) µ
 ⋃
c∈ξ˜n∩ξn,1
c
→ 1
2
.
A similar argument will show that
(8.4) µ
 ⋃
c∈ξ˜n∩ξn,2
c
→ 1
2
.
We note that
B
(n)
i,s = T
i
n
(
B
(n)
0,s
)
= H−1n ◦Riαn+1,α′n+1 ◦Hn
(
H−1n
(
B˜
(n)
0,s
))
= H−1n−1 ◦ h−1n ◦Riαn+1,α′n+1
(
B˜
(n)
0,s
)
for s = 1, 2. As we observed above, for each ` with 0 ≤ ` < γ, and each 0 ≤ i1 < qn, 0 ≤ i2 < q′n,
the set H−1n−1 ◦ h−1n
(
U
(1)
` +
(
i1
qn
, i2q′n
))
has diameter less than 1/(2n2). To prove (8.3) it thus
suffices to show that for most i’s (that is, a proportion going to 1), we have
B˜
(n)
i,1 = R
i
αn+1,α′n+1
(
B˜
(n)
0,1
)
⊂ U (1)` +
(
i1
qn
,
i2
q′n
)
,
for some ` with 0 ≤ ` < γ, and some 0 ≤ i1 < qn, 0 ≤ i2 < q′n, where `, i1, i2 depend on i.
For the rest of this proof, we do not use the last d− 2 coordinates of the sets under discussion,
because all of the sets U (1)` and all of the sets B˜
(n)
i,1 have factor [εn, 1 − εn]d−2 in the last d − 2
coordinates. (However, we cannot assume d = 2, because each set G˜1,` has θ1 coordinate varying
in an interval of length 1−εnγ , where γ = (nqnq
′
n)
d−2.)
We will prove the following
Claim. If
(8.5) Riαn+1,α′n+1C
(1)
0 ⊂
1
qnq′n
G˜1,` + Γ
(1)
n +
(
i1
qn
,
i2
q′n
)
,
then
(8.6) B˜(n)i,1 ⊂
1
qnq′n
G˜1,` + Γ
(1)
n +
(
i1
qn
,
i2
q′n
)
.
Moreover, (8.5) holds if and only if the θ1-factor of Riαn+1,α′n+1C
(1)
0 is contained in the projection
of 1qnq′n G˜1,` + Λn in the θ1-direction.
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Proof. Suppose that (8.5) holds. Then Riαn+1,α′n+1C
(1)
0 ⊂ 1qnq′n G˜1,`+ (γ1, γ
′
1) +
(
i1
qn
, i2q′n
)
for some
(γ1, γ
′
1) ∈ Γ(1)n . Since B˜(n)i,1 = ∪0≤k<qnq′nR
i+k(mn−1)
αn+1,α′n+1
C
(1)
0 , we fix a choice of k with 0 ≤ k < qnq′n
and we show that Ri+k(mn−1)αn+1,α′n+1 C
(1)
0 ⊂ 1qnq′n G˜1,` + Γ
(1)
n +
(
i1
qn
, i2q′n
)
.
By equations (5.1) and (5.2), we have
k(mn − 1)(αn+1, α′n+1) = k
(
rn
qn
+ 1qnq′n
,
r′n
q′n
+ 1qnq′n
)
− (0, k∆n)
= (γ2, γ
′
2)− (0, k∆n)
for some (γ2, γ′2) ∈ Γ(1)n . Let A1 = Riαn+1,α′n+1C
(1)
0 and A2 = R
i+k(mn−1)
αn+1,α′n+1
C
(1)
0 . Then A2 =
A1 + (γ2, γ
′
2) − (0, k∆n) . By Lemma 8.3, the rectangles A1 and A2 are both in ∪{P (1)j1,j2,εn :
0 ≤ j1 < qn, 0 ≤ j2 < q′n}. Moreover, since ∪{P (1)j1,j2,εn : 0 ≤ j1 < qn, 0 ≤ j2 < q′n} is
invariant under addition by elements of Λn, the rectangle A1 + (γ2, γ′2) is also contained in
∪{P (1)j1,j2,εn : 0 ≤ j1 < qn, 0 ≤ j2 < q′n}. But the rectangles A2 and A1 + (γ2, γ′2) have the same
θ1-factor, and in the θ2-factor, A2 is shifted by k∆n, where 0 ≤ k∆n < qnq′n∆n < εn8qnq′n , which
is smaller than the minimum vertical distance between different P (1)j1,j2,εn ’s. Therefore A2 and
A1 + (γ2, γ
′
2) are in the same P
(1)
j1,j2,εn
. Every translate of 1qnq′n G˜1,j by an element of Λn that
intersects P (1)j1,j2,εn is contained in P
(1)
j1,j2,εn
, and the upper and lower boundaries of that translate
of 1qnq′n G˜1,` are contained in the upper and lower boundaries of P
(1)
j1,j2,εn
. Since the θ1-factors of
A2 and A1 + (γ2, γ′2) are the same, it follows that A2 ⊂ 1qnq′n G˜1,` + (γ1, γ
′
1) + (γ2, γ
′
2) +
(
i1
qn
, i2q′n
)
if and only if A1 + (γ2, γ′2) ⊂ 1qnq′n G˜1,` + (γ1, γ
′
1) + (γ2, γ
′
2) +
(
i1
qn
, i2q′n
)
. The latter inclusion holds
by assumption. Therefore A2 ⊂ 1qnq′n G˜1,` + Γ
(1)
n +
(
i1
qn
, i2q′n
)
, and (8.6) follows. The second part
of the claim also holds by the above observation regarding the upper and lower boundaries of
the translates of 1qnq′n G˜1,` by elements of Λn.
By the Claim, (8.3) holds if for most i’s with 0 ≤ i < mn− 2, the θ1-factor of Riαn+1,α′n+1C
(1)
0
is contained in the projection of 1qnq′n G˜1,` + Λn in the θ1-direction for some ` with 0 ≤ ` < γ.
According to the definitions in Section 6, the projections of the translates of 1qnq′n G˜1,` by elements
of Λn consist of γ disjoint subintervals of [0, 1qnq′n ], each of length
1−εn
γqnq′n
, and their translates
under multiples of 1qnq′n . Thus the projections obtained consist of approximately γqnq
′
n intervals
of length slightly less than 1γqnq′n. The intervals in the θ1-factors of R
i
αn+1,α′n+1
C
(1)
0 are of length
qnq
′
n
qn+1
, and mod 1qnq′n their left endpoints form an arithmetic progression with increment
1
qn+1
.
Thus mod 1qnq′n the collection of mn − 1 such left endpoints are evenly spaced throughout the
interval [0, 1qnq′n ]. Since the ratio of
1−εn
γqnq′n
to 1qn+1 is very large, for most i’s, the θ1-factor of
Riαn+1,α′n+1
C
(1)
0 is contained in the projection of
1
qnq′n
G˜1,` + Λn in the θ1-direction for some `
with 0 ≤ ` < γ. This completes the proof of (8.3).
The proof of (8.4) is similar, but slightly more delicate. In the hypothesis of the analogous
Claim, we have to replace 1qnq′n G˜1,` by
1
qnq′n
G˜2,`,εn where the set
1
qnq′n
G˜2,`,εn is a subset of
1
qnq′n
G˜2,`
obtained by decreasing the θ1-interval by a factor of εn at the beginning and at the end. The
analogous rectangles A2 and A1 + (γ1, γ′1) in the proof of the Claim are shifted slightly relative
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to each other in both the vertical and the horizontal directions, but this shift is so small that we
can again conclude that A2 and A1 + (γ1, γ′1) are in the same P
(2)
j1,j2,εn
.
Lemma 8.6. We have
ηn → ε as n→∞.
Proof. By the observations preceding Lemma 8.5, it suffices to show that for most i’s with
0 ≤ i < mn − 2, there exist j and i1, i2, depending only on i such that we have simultaneously
B˜
(n)
i,1 ⊂
1
qnq′n
G˜1,` + Γ
(1)
n +
(
i1
qn
,
i2
q′n
)
and
B˜
(n)
i,2 ⊂
1
qnq′n
G˜2,` + Γ
(2)
n +
(
i1
qn
,
i2
q′n
)
.
If we let G˜1,`,εn be the same as G˜1,` except the θ1-interval is reduced by a factor of εn at both
ends, and G˜2,`,εn is the same as G˜2,` except that the θ2-interval is reduced by a factor of εn at
both ends, then by the proof of Lemma 8.5, it suffices to prove that for most i’s there exist `
and i1, i2 such that
(8.7) Riαn+1,α′n+1C
(1)
0 ⊂
1
qnq′n
G˜1,`,εn +
(
i1
qn
,
i2
q′n
)
and
(8.8) Riαn+1,α′n+1C
(2)
0 ⊂
1
qnq′n
G˜2,`,εn +
(
i1
qn
,
i2
q′n
)
.
Note that the lower left corner points c(1) and c(2) of C(1)0 and C
(2)
0 are (
ε˜n
2qnq′n
, 3εn2qnq′n
) and
( 3εn2qnq′n
, ε˜n2qnq′n
), respectively. Thus θ1 = ε˜n2qnq′n on the left boundary of C
(1)
0 , and θ2 =
ε˜n
2qnq′n
on
the lower boundary of C(2)0 . Modulo
1
qn
the θ1-coordinate of Riαn+1,α′n+1c
(1) is equal to ε˜n2qnq′n +
i
qn+1
, and modulo 1q′n the θ2-coordinate of R
i
αn+1,α′n+1
c(2) is equal to ε˜n2qnq′n + i
(
1
q′n+1
+Dn
)
.
For 0 ≤ i < mn − 1, the difference between these two coordinates is less than mn( 1qn+1 −
1
q′n+1
−Dn) < 14nd−1(qnq′n)d+1 , which is much smaller than the θ1-width of
1
qnq′n
G˜1,`,εn or the θ2-
height of 1qnq′n G˜2,`,εn , which is of the order
1
nd−2(qnq′n)d−1
. This implies that for most i’s, we have
Riαn+1,α′n+1
C
(1)
0 ⊂ 1qnq′n G˜1,`,εn + Λn and R
i
αn+1,α′n+1
C
(2)
0 ⊂ 1qnq′n G˜2,`,εn + Λn for the same `. The
points Riαn+1,α′n+1c
(1) and Riαn+1,α′n+1c
(2) are close together compared to 1qnq′n . Thus for most i’s
they are in the same
[
0, 1qnq′n
]
×
[
0, 1qnq′n
]
+
(
τ1
qnq′n
, τ2qnq′n
)
square. Moreover, since mn−1qn+1 =
1
qnq′n
,
except for possibly a few i′s near mn − 1, both points Riαn+1,α′n+1c
(1) and Riαn+1,α′n+1c
(2) are in
the same
[
0, 1qnq′n
]
×
[
0, 1qnq′n
]
square modulo
(
1
qn
, 1q′n
)
. Thus, for most i’s there exist `, i1, i2
such that (8.7) and (8.8) hold simultaneously.
8.2 Speed of approximation
In this section we want to prove that T admits a good linked approximation of type (h, h+ 1):
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Proposition 8.7. The constructed diffeomorphism T admits a good linked approximation of type
(h, h+ 1) with speed of order O(1/h2).
Since T admits a linked approximation by Lemma 8.6, we have to compute the speed of the
approximation in order to prove this statement. First of all, we observe
(8.9)
∑
c∈ξn
µ (T (c)4σn (c)) ≤
∑
c∈ξn
(µ (T (c)4Tn (c)) + µ (Tn (c)4σn (c)))
recalling that σn is the associated permutation satisfying σn
(
B
(n)
i,1
)
= B
(n)
i+1,1 for i = 0, ...,mn−3,
σn
(
B
(n)
mn−2,1
)
= B
(n)
0,1 as well as σn
(
B
(n)
k,2
)
= B
(n)
k+1,2 for k = 0, 1, ...,mn − 2, σn
(
B
(n)
mn−1,2
)
=
B
(n)
0,2 . In the subsequent lemmas we examine each summand.
Lemma 8.8. We have ∑
c∈ξn
µ (Tn (c)4σn (c)) ≤ 6 · q
2
n · (q′n)2
qn+1 · q¯′n+1
.
Proof. We note σn|B(n)i,1 = Tn|B(n)i,1 for i = 0, ...,mn − 3 and σn
(
B
(n)
mn−2,1
)
= B
(n)
0,1 as well as
σn|B(n)i,2 = Tn|B(n)i,2 for i = 0, ...,mn − 2, σn
(
B
(n)
mn−1,2
)
= B
(n)
0,2 .
To estimate the expression
∑
c∈ξn,1 µ (Tn (c)4σn (c)) we recall equations (5.1) as well as (5.2).
The sets C(1)k1 are defined in such a way that R
mn−1
αn+1,α′n+1
(
C
(1)
k1
)
= C
(1)
k1+1
for 0 ≤ k1 < qnq′n − 1
(see Remark 8.1). Thus,
µ
(
Tmn−1n
(
B
(n)
0,1
)
4B(n)0,1
)
= µ
(
Rmn−1αn+1,α′n+1
(
C
(1)
qnq′n−1
)
4C(1)0
)
.
Additionally, we observe that
qnq
′
n · (mn − 1) · αn+1 ≡ 0 mod 1
qnq
′
n · (mn − 1) · α′n+1 ≡ −
qnq
′
n
q¯′n+1
+ qnq
′
n · (mn − 1) ·Dn mod 1.
Hence, Rmn−1αn+1,α′n+1
(
C
(1)
qnq′n−1
)
and C(1)0 differ in the deviation of at most
qnq
′
n
q¯′n+1
from 0 in the θ2-
direction. This yields the following measure difference:
µ
(
Tmn−1n
(
B
(n)
0,1
)
4B(n)0,1
)
≤ 2 · qnq
′
n
q¯′n+1
· qnq
′
n
qn+1
· (1− 2εn)d−2 ≤ 2 · q
2
n · (q′n)2
qn+1 · q¯′n+1
.
Analogously the sets C(2)k2 are defined in such a way that R
mn
αn+1,α′n+1
(
C
(2)
k2
)
= C
(2)
k2+1
for 0 ≤
k2 < qnq
′
n − 1 (see Remark 8.2). So Tn
(
B
(n)
mn−1,2
)
and B(n)0,2 differ in the deviation of
qnq
′
n
qn+1
from
0 in the θ1-direction and the deviation of qnq′n ·mn ·Dn from 0 in the θ2-direction by equations
(5.3) and (5.4):
µ
(
Tmnn
(
B
(n)
0,2
)
4B(n)0,2
)
≤ 2·
(
qnq
′
n
qn+1
· qnq
′
n
q¯′n+1
+
1− 4εn
2qnq′n
· qnq′n ·mn ·Dn
)
·(1− 2εn)d−2 ≤ 4 · q
2
n · (q′n)2
qn+1 · q¯′n+1
43
using inequality (D). This yields
∑
c∈ξn
µ (Tn (c)4σn (c)) ≤ 6 · q
2
n · (q′n)2
qn+1 · q¯′n+1
.
Remark 8.9. We note that this error term is of orderO
(
1
(mn−1)mn
)
but not of order o
(
1
(mn−1)mn
)
.
So we cannot hope for an excellent approximation of type (h, h+ 1).
In the next step we consider
∑
c∈ξn µ (T (c)4Tn (c)):
Lemma 8.10. We have ∑
c∈ξn
µ (T (c)4Tn (c)) ≤ 2 · εn+1.
Proof. In requirement (H) of Lemma 7.3 we choose q`+1, ` ≥ 1, sufficiently large so that
(8.10) µ
(
Rα`+1−α`,α′`+1−α′` ◦
(
Rα`,α′` ◦H`(c)
)
4
(
Rα`,α′` ◦H`(c)
))
≤ ε` · µ(c),
for c ∈ ξn, for 1 ≤ n ≤ ` − 1. This is possible because Rα`,α′` ◦ H` and ε` are determined by
parameters with index at most `, ξn is determined by parameters of index at most n+ 1, and for
any L1(µ)-function f , the map from T2 to L1(µ) defined by (α, α′) 7→ f ◦Rα,α′ is continuous.
Then for n ∈ N and k ≥ 0 we compute for every c ∈ ξn
µ(Tn+k+1(c)4Tn+k(c))
=µ
(
H−1n+k+1 ◦Rαn+k+2,α′n+k+2 ◦Hn+k+1(c)4H−1n+k ◦Rαn+k+1,α′n+k+1 ◦Hn+k(c)
)
=µ
(
H−1n+k+1 ◦Rαn+k+2,α′n+k+2 ◦Hn+k+1(c)4H−1n+k ◦ h−1n+k+1 ◦Rαn+k+1,α′n+k+1 ◦ hn+k+1 ◦Hn+k(c)
)
=µ
(
Rαn+k+2,α′n+k+2 ◦Hn+k+1(c)4Rαn+k+1,α′n+k+1 ◦Hn+k+1(c)
)
=µ
(
Rαn+k+2−αn+k+1,α′n+k+2−α′n+k+1 ◦
(
Rαn+k+1,α′n+k+1 ◦Hn+k+1(c)
)
4Rαn+k+1,α′n+k+1 ◦Hn+k+1(c)
)
≤εn+k+1 · µ(c).
Thus∑
c∈ξn
µ(T (c)4Tn(c)) ≤
∑
c∈ξn
∑
k≥0
µ(Tn+k+1(c)4Tn+k(c)) ≤
∑
c∈ξn
∑
k≥0
εn+k+1µ(c) ≤
∑
k≥0
εn+k+1
≤ 2εn+1.
Proof of Proposition 8.7. Using equation (8.9) and the precedent two lemmas we conclude
∑
c∈ξn
µ (T (c)4σn (c)) ≤ 6 · q
2
n · (q′n)2
qn+1 · q¯′n+1
+ 2 · εn+1.
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We already observed in the Remark 8.9 that the first term on the right hand side of this
inequality is of order O
(
1
(mn−1)mn
)
. We recall our choice εn+1 = 2(n+1)·qn+1q′n+1 in the con-
struction of the conjugation map (see equation (6.1)). We have εn+1 of order o
(
1
(mn−1)mn
)
because
2
(n+1)·qn+1q′n+1
1
(mn−1)mn
=
qn+1 · q¯′n+1
q2n · (q′n)2
·
(
2
(n+ 1) · qn+1 · q′n+1
)
=
2
(n+ 1) · q2n · (q′n)2
· q¯
′
n+1
q′n+1
<
1
2(n+ 1) · q2n · (q′n)2
,
which goes to 0 as n → ∞. In the last step of the above calculation we are exploiting condi-
tion (F). Therefore
∑
c∈ξn µ (T (c)4σn (c)) is of order O
(
1
(mn−1)mn
)
, or, equivalently, of order
O(1/h2).
8.3 Proof of Proposition 3.2
By Section 7 our sequence of volume-preserving diffeomorphisms Tn converges in the C∞-
topology and the limit diffeomorphism T has topological entropy zero. In Proposition 8.7 we
proved that T admits a good linked approximation of type (h, h+1) with speed O
(
1/h2
)
. Hence,
we can apply our criterion in Proposition 4.1 and deduce that T has zero entropy and T × T is
loosely Bernoulli.
8.4 Additional properties
In fact, we can describe the approximation of the constructed diffeomorphism T in an even more
detailed way:
Proposition 8.11. There exists c > 0 such that the limit diffeomorphism T admits an approx-
imation with towers τn consisting of Nn > c · mn consecutive passing of columns with height
mn − 1 and Nn consecutive passing of columns with height mn.
This tower structure is depicted in Figure 8.
In each set C(1)k(i,j) we introduce the sets
C
(1)
k(i,j),t
=
(
an,1(i, j)
qn
+
2i+ ε˜n
2qnq′n
,
an,1(i, j)
qn
+
2i+ ε˜n
2qnq′n
+
qnq
′
n
qn+1
)
×
[
a′n,1(i, j)
q′n
+
2j + 3εn
2qnq′n
− k ·∆n + t · qnq
′
n + εn
q¯′n+1
,
a′n,1(i, j)
q′n
+
2j + 3εn
2qnq′n
− k ·∆n + (t+ 1) · qnq
′
n − εn
q¯′n+1
]
× [εn, 1− εn]d−2
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and
C˜
(1)
k(i,j),t
=
(
an,1(i, j)
qn
+
2i+ ε˜n
2qnq′n
,
an,1(i, j)
qn
+
2i+ ε˜n
2qnq′n
+
qnq
′
n
qn+1
)
×
[
a′n,1(i, j)
q′n
+
2j + 3εn
2qnq′n
− k ·∆n + t · qnq
′
n
q¯′n+1
,
a′n,1(i, j)
q′n
+
2j + 3εn
2qnq′n
− k ·∆n + (t+ 1) · qnq
′
n
q¯′n+1
)
× [εn, 1− εn]d−2
for t ∈ N, 0 ≤ t < b(1− 4εn) · q¯
′
n+1
2q2n(q
′
n)
2 c =: t∗n. By the same observation as in Remark 8.1 we
have Rmn−1αn+1,α′n+1
(
C
(1)
k,t
)
= C
(1)
k+1,t for every 0 ≤ k < qnq′n − 1. From the relations on the rotation
numbers in equations (5.1) and (5.2), as well as m2n ·Dn < εn2q¯′n+1 by condition (D), we have
R
t·qnq′n·(mn−1)
αn+1,α′n+1
(
C
(1)
0,t∗n−1
)
⊂ C˜(1)0,t∗n−t−1
for every 0 ≤ t < b(1− 4εn) · q¯
′
n+1
2q2n(q
′
n)
2 c. So for each value of k and t the sets Riαn+1,α′n+1
(
C
(1)
k,t
)
,
0 ≤ i < mn − 1, correspond to a column of the first tower. Hence, there are about (1− 4εn) ·
q¯′n+1
2qnq′n
= (1− 4εn) · mn2 many columns.
Analogously, in each set C(2)k(i,j) we define the sets
C
(2)
k(i,j),t
=
[
an,2(i, j)
qn
+
2i+ 3εn
2qnq′n
+
k
qn+1
+
t · qnq′n
qn+1
,
an,2(i, j)
qn
+
2i+ 3εn
qnq′n
+
k
qn+1
+
(t+ 1) · qnq′n
qn+1
]
×
[
a′n,2(i, j)
q′n
+
2j + ε˜n
2qnq′n
+ k ·mn ·Dn + 4εn
q¯′n+1
,
a′n,2(i, j)
q′n
+
2j + ε˜n
2qnq′n
+ k ·mn ·Dn + qnq
′
n − 4εn
q¯′n+1
]
× [εn, 1− εn]d−2
and
C˜
(2)
k(i,j),t
=
[
an,2(i, j)
qn
+
2i+ 3εn
2qnq′n
+
k
qn+1
+
t · qnq′n
qn+1
,
an(i, 2j)
qn
+
2i+ 3εn
2qnq′n
+
k
qn+1
+
(t+ 1) · qnq′n
qn+1
)
×
[
a′n,2(i, j)
q′n
+
2j + ε˜n
2qnq′n
+ k ·mn ·Dn + 2εn
q¯′n+1
,
a′n,2(i, j)
q′n
+
2j + ε˜n
2qnq′n
+ k ·mn ·Dn + qnq
′
n − 2εn
q¯′n+1
]
× [εn, 1− εn]d−2
for t ∈ N, 0 ≤ t < b(1− 4εn) · qn+12q2n(q′n)2 c. As in Remark 8.2 we have R
mn
αn+1,α′n+1
(
C
(2)
k,t
)
= C
(2)
k+1,t
for every 0 ≤ k < qnq′n − 1. From the relations on the rotation numbers in equations (5.3) and
(5.4), as well as m2nDn <
εn
2q¯′n+1
by condition (D), we also have
R
t·qnq′n·mn
αn+1,α′n+1
(
C
(2)
0,0
)
⊂ C˜(2)0,t
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Figure 8: General idea of the two towers and their levels. In the left tower each of the qnq′n
sections of length 12qnq′n in the base corresponds to a set C
(1)
k(i,j). The sections of length
qnq
′
n
q¯′n+1
contained in it correspond to the sets C(1)k(i,j),t (except for the
εn
q¯′n+1
-terms). Analogously, in the
right tower each of the qnq′n sections of length
1
2qnq′n
in the base corresponds to a set C(2)k(i,j) and
the sections of length qnq
′
n
q¯′n+1
correspond to the sets C(2)k(i,j),t.
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for every 0 ≤ t < bb(1− 4εn) · qn+12q2n(q′n)2 c. So for each value of k and t the sets R
i
αn+1,α′n+1
(
C
(2)
k,t
)
,
0 ≤ i < mn, correspond to a column of the second tower. Hence, there are about (1− 4εn) ·
qn+1
2qnq′n
= (1− 4εn) · mn−12 many columns.
9 Proof of genericity
In this final section we prove that the set of smooth diffeomorphisms with topological entropy
zero and loosely Bernoulli Cartesian square is a residual subset of
B = {g ◦ Sα,β ◦ g−1 : g ∈ Diff∞ (M,ν) , (α, β) ∈ T2}C
∞
.
We present a detailed proof of the statement in the special case of M0 = T2 × [0, 1]d−2 in
Subsection 9.1 and then describe its generalization to the general case in Subsection 9.2.
9.1 The case T2 × [0, 1]d−2
First of all, we will use Proposition 3.2 to prove the denseness of the set of diffeomorphisms with
topological entropy zero and loosely Bernoulli Cartesian square in
B0 = {g ◦Rα,β ◦ g−1 : g ∈ Diff∞ (M0, µ) , (α, β) ∈ T2}C
∞
.
According to Proposition 3.2, for (A,B) ∈ T2 and k ∈ N, there exist a sequence (TA,B,k,n)∞n=1 inB0, constructed as in Sections 5-8, and TA,B,k ∈ B0 such that limn→∞ d∞(TA,B,k,n, TA,B,k) = 0
and d∞(TA,B,k, RA,B) < 1/k. Each TA,B,k has topological entropy zero and loosely Bernoulli
Cartesian square. We will fix a choice of such a sequence (TA,B,k,n)∞n=1 for every (A,B) ∈ T2
and k ∈ N throughout Section 9.
Lemma 9.1. The set D0 := {g ◦ TA,B,k ◦ g−1 : (A,B) ∈ T2, k ∈ N, g ∈ Diff∞(M0, µ)} is a dense
subset of B0 with respect to the C∞ topology, and it consists of diffeomorphisms with topological
entropy zero and loosely Bernoulli Cartesian square.
Proof. From the compactness of M0 and repeated applications of the chain rule, we see that for
each g ∈ Diff∞(M0, µ), the map from Diff∞(M0, µ) to itself given by ϕ 7→ g◦ϕ◦g−1 is continuous
with respect to the metric d∞. Thus limn→∞ d∞(gTA,B,k,ng−1, gTA,B,kg−1) = 0 for all (A,B) ∈
T2, k ∈ N, g ∈ Diff∞(M0, µ). By construction, gTA,B,k,ng−1 ∈ B0. Therefore gTA,B,kg−1 ∈ B0 and
D0 ⊂ B0. Since limk→∞ d∞(TA,B,k, RA,B) = 0, we have limk→∞ d∞(gTA,B,kg−1, gRA,Bg−1) = 0.
Thus gRA,Bg−1 ∈ D0 and B0 = D0.
Since TA,B,k has topological entropy zero and loosely Bernoulli Cartesian square, this is also
true for each g ◦ TA,B,k ◦ g−1, because these properties are invariant under conjugation by a
measure-preserving homeomorphism.
Before we prove the genericity result in the case of M0, we introduce the following definition.
Definition 9.2. A measurable partial partition P of a probability space (X,µ) is said to δ-
generate if for every measurable set Y ⊂ X there is a set Z consisting of a union of elements of
P such that µ(Y∆Z) < δ.
Remark 9.3. As we showed in Lemma 8.6, there is a sequence of positive real numbers (δn)∞n=1
with δn → 0 such that the partial partition ηn = ηA,B,k,n consisting of the levels in the union
of the two towers in the construction of TA,B,k,n is δn-generating. In addition, we see from the
proof of Lemma 8.6, that we may choose δn independently of A,B, k. That is, even though the
partial partitions ηn depend on A,B, k, the convergence of ηn to the partition into points as
n→∞ is uniform in A,B, k.
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Proposition 9.4. The set of diffeomorphisms with topological entropy zero and loosely Bernoulli
Cartesian square is a residual subset of B0 with respect to the C∞ topology.
Proof. We use the same approach as in [AK70, Section 7]. For this purpose, we again consider
the sequences of diffeomorphisms (TA,B,k,n)
∞
n=1 chosen at the beginning of this subsection.
Let UA,B,k,n be the following neighbourhood of the diffeomorphism TA,B,k,n:
UA,B,k,n :=
{
ϕ ∈ Diff∞ (M0, µ) : dln+1 (TA,B,k,n, ϕ) <
2
ln+1
,
d0
(
T
qn+1q
′
n+1
A,B,k,n , ϕ
qn+1q
′
n+1
)
< εn,
∑
c∈ηn
µ (ϕ (c)4σn (c)) < A+ 1
mn · (mn − 1)
}
,
where the sequence (ln)n∈N is as in Lemma 7.2, and A is a constant, obtained from Proposition
8.7, such that
∑
c∈ηn µ (TA,B,k,n (c)4σn (c)) ≤ A/(mn · (mn − 1)). We define
Θn,k :=
⋃
(A,B)∈T2
⋃
g∈Diff∞(M0,µ)
gUA,B,k,ng
−1.
Since the neighbourhoods UA,B,k,n are open, the sets Θn,k are open as well. Then
Θ :=
∞⋂
n=1
∞⋃
s=n
∞⋃
k=1
Θs,k
is a Gδ-set as the countable intersection of open sets.
For all the sequences (TA,B,k,n)n∈N, the limit diffeomorphism TA,B,k belongs to UA,B,k,n for
every n ∈ N by construction (see Lemma 7.2, Lemma 7.3, and the proof of Proposition 8.7).
Thus Θ ∩ B0 contains all the diffeomorphisms of the form g ◦ TA,B,k ◦ g−1. By Lemma 9.1 the
set of such diffeomorphisms forms a dense subset of B0. Therefore Θ ∩ B0 is a dense Gδ-subset
of B0.
In the next step we show that T ∈ Θ admits a good linked approximation of type (h, h+ 1)
with speed O
(
1/h2
)
. For any T ∈ Θ there exist a sequence (nj)j∈N with nj → ∞ as j →
∞, a sequence (kj)j∈N in N, a sequence (Aj , Bj)j∈N in T2, and a sequence of diffeomorphisms
(gj)j∈N in Diff∞(M0, µ) such that T ∈ gjUAj ,Bj ,kj ,njg−1j . By Remark 9.3, ηnj → ε as j → ∞,
where ηnj is the partial partition consisting of levels of the unions of the two towers for the
diffeomorphism TAj ,Bj ,kj ,nj . Then T admits a good linked approximation of type (h, h+ 1) of
speed O
(
1
mnj ·(mnj−1)
)
by the definition of the neighbourhoods UAj ,Bj ,kj ,nj .
Moreover, T is uniformly rigid along the sequence
(
qnj+1q
′
nj+1
)
j∈N
because of T
qnj+1q
′
nj+1
Aj ,Bj ,kj ,nj
=
id and the closeness between gjTAj ,Bj ,kj ,njg
−1
j and T . Hence, every T ∈ Θ has topological
entropy zero by Theorem 2.11.
Thus, the set of diffeomorphisms in B0 admitting a good linked approximation of type
(h, h+ 1) with speed O
(
1/h2
)
contains a dense Gδ-set. Since this type of approximation implies
the loosely Bernoulli property for the Cartesian square by Proposition 4.1, we conclude that the
set of diffeomorphisms T ∈ B0 with topological entropy zero and loosely Bernoulli Cartsesian
square is a residual subset in the C∞-topology.
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9.2 The general case
In the general case of a smooth compact connected manifold M admitting an effective T2 ac-
tion we let T˜A,B,k and T˜A,B,k,n be the diffeomorphisms obtained from TA,B,k and TA,B,k,n,
respectively, as in Section 3.1 with the aid of the map G : T2 × [0, 1]d−2 → M from Proposi-
tion 3.1. From the discussion preceding Proposition 3.2, we see that TA,B,k,n and TA,B,k may
be chosen so that limn→∞ d∞(T˜A,B,k,n, T˜A,B,k) = 0 and d∞(T˜A,B,k, SA,B) < 1/k. Now let
D = {gT˜A,B,kg−1 : (A,B) ∈ T2, k ∈ N, g ∈ Diff∞(M,ν)}. The same proof as for Proposition
9.1 shows that D is a dense subset of B. As observed in Subsection 3.1, each T˜A,B,k is loosely
Bernoulli and has topological entropy zero.
To prove the analog of Proposition 9.4 for (M,ν) we transfer the partial partition ηn =
ηA,B,k,n from the construction of TA,B,k,n to a partial partition η˜n = {G(c) | c ∈ ηn} on M .
Note that if ηn is δ-generating, then so is η˜n. Therefore Remark 9.3 applies to the partial parti-
tions η˜n as well, and the proof of genericity then follows along the lines of the proof in the special
case.
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