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Abstract
There are two main interrelated goals of this paper. Firstly we investigate the
sums
SN (α, γ) :=
N∑
n=1
1
n‖nα− γ‖
and
RN (α, γ) :=
N∑
n=1
1
‖nα− γ‖ ,
where α and γ are real parameters and ‖ · ‖ is the distance to the nearest integer.
Our theorems improve upon previous results of W.M. Schmidt and others, and
are (up to constants) best possible. Related to the above sums, we also obtain
upper and lower bounds for the cardinality of
{1 ≤ n ≤ N : ‖nα− γ‖ < ε} ,
valid for all sufficiently large N and all sufficiently small ε. This first strand of the
work is motivated by applications to multiplicative Diophantine approximation,
which are also considered. In particular, we obtain complete Khintchine type
results for multiplicative simultaneous Diophantine approximation on fibers in
R2. The divergence result is the first of its kind and represents an attempt of
developing the concept of ubiquity to the multiplicative setting.
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Part I
Problems and main results
Notation
To simplify notation the Vinogradov symbols ≪ and ≫ will be used to indicate
an inequality with an unspecified positive multiplicative constant. If a ≪ b and
a ≫ b we write a ≍ b, and say that the quantities a and b are comparable.
For a real number x, the quantity {x} will denote the fractional part of x. Also,
⌊x⌋ := x−{x} denotes the largest integer not greater than x and ⌈x⌉ := −⌊−x⌋ :=
min{m ∈ Z : m ≥ x} denotes the smallest integer not less than x. Given a real
number x, sgn(x) will stand for 1 if x > 0, −1 if x < 0 and 0 if x = 0. Finally,
‖x‖ = min{|x−m| : m ∈ Z} will denote the distance from x ∈ R to the nearest
integer, and R+ = (0,+∞).
1 Sums of reciprocals
1.1 Background
Let α, γ ∈ R and suppose that
‖nα− γ‖ > 0 ∀ n ∈ N. (1.1)
For N ∈ N consider the sums
SN(α, γ) :=
N∑
n=1
1
n‖nα− γ‖
and
RN(α, γ) :=
N∑
n=1
1
‖nα− γ‖ .
Note that for any real number x we have that ‖x‖ is the minimum of the fractional
parts {x} and {−x}. Hence, it is legitimate that the sums SN(α, γ) and RN(α, γ)
are referred to as the ‘sums of reciprocals of fractional parts’.
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The above sums can be related by the following well known partial summation
formula: given sequences (an) and (bn) with n ∈ N
N∑
n=1
anbn =
N∑
n=1
(an − an+1)(b1 + · · ·+ bn) + aN+1(b1 + · · ·+ bN) . (1.2)
In particular, it is readily seen that
SN(α, γ) =
N∑
n=1
Rn(α, γ)
n(n+ 1)
+
RN(α, γ)
N + 1
. (1.3)
Motivated by a wide range of applications, bounds for the above sums have
been extensively studied over a long period of time, in particular, in connection
with counting lattice points in polygons, problems in the theory of uniform distri-
bution, problems in the metric theory of Diophantine approximation, problems in
dynamical systems and problems in electronics engineering (see, for example, [2],
[3], [4], [21], [28], [29], [30], [38, pp. 108-110], [41], [40], [48], [49], [50], [55],[56]).
Schmidt has shown in [49] that for any γ ∈ R and for any ε > 0
(logN)2 ≪ SN(α, γ)≪ (logN)2+ε, (1.4)
for almost all α ∈ R. In other words, the set of α for which (1.4) fails is a set of
Lebesgue measure zero. It should be emphasised that (1.4) is actually a simple
consequence of a much more general result, namely Theorem 2 in [49], estab-
lished in higher dimensions for sums involving linear forms of integral polynomi-
als with real coefficients. To a large extent Schmidt’s interest in understanding
the behavior of sums such as SN(α, γ) lies in applications to metric Diophantine
approximation, more specifically to obtaining Khintchine type theorems. Our
motivation is somewhat similar.
In the homogeneous case, that is to say when γ = 0, the inequalities (1.4)
are known to be true with ε = 0 for any badly approximable α. This result was
originally proved by Hardy and Littlewood [29, Lemma 3]. Today this classical
statement can be found as a set exercise in the monograph [41, Exercise 3.12] of
Kuipers and Niederreiter. However, there is a downside in that the set of badly
approximable numbers is of Lebesgue measure zero and therefore we are only
guaranteed comparability in (1.4) for α in a thin set.
Walfisz [55, (48
II
) on p. 571] proved that for any ε > 0 we have that SN(α, 0)≪
(logN)3+ε for almost every α ∈ R. In another paper [56, p. 787], he showed that
for any ε > 0 we have that RN(α, 0)≪ N(logN)1+ε for almost every α ∈ R. This
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together with (1.3) implies the right hand side of (1.4) was essentially known to
Walfisz. Indeed, such upper bounds can be deduced from the even earlier work
of Behnke [4] and metric properties of continued fractions appearing in [37].
More generally (see [41, Exercise 3.12]) if α ∈ R and f : R+ → R+ is a
nondecreasing function such that
inf
n∈N
nf(n)‖nα‖ > 0, (1.5)
then
SN(α, 0)≪ (logN)2 + f(N) +
∑
1≤n≤N
f(n)
n
. (1.6)
A simple consequence of the Borel-Cantelli Lemma in probability theory (or
equivalently the trivial convergence part of Khintchine’s Theorem [32, Theorem
2.2] – see also §2), implies that if the sum
∞∑
n=1
1
nf(n)
(1.7)
converges then (1.5), and so (1.6), holds for almost all α. However, when (1.7)
converges the last term of (1.6) grows at least as fast as (logN)2 log logN . This
means that even when γ = 0, for almost all α the lower bound of (logN)2 in
(1.4) does not coincide with the upper bound given by (1.6).
The true magnitude of SN(α, 0) for almost every number was eventually dis-
covered by Kruse [40, Theorem 6(b)]. He proved that for almost every α ∈ R
SN(α, 0) ≍ (logN)2 . (1.8)
Beyond this ‘almost sure’ result, Kruse [40, Theorem 1(g)] showed that for any
irrational α
SN(α, 0)≫ log qK · log(N/qK) +
K−1∑
n=1
log qn · log an+1 +
K+1∑
n=1
an , (1.9)
SN(α, 0)≪ log qK · log(N/qK) +
K−1∑
n=1
log qn · (1 + log an+1) +
K+1∑
n=1
an (1.10)
where [a0; a1, a2, . . . ] is the continued fraction expansion of α and K is the largest
integer such that the denominator qK of [a0; a1, a2, . . . , aK ] satisfies qK ≤ N (see
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below for further details of continued fractions). Kruse also provides the following
simplification of (1.10)
SN(α, 0)≪ (logN)(log qK) +
K+1∑
n=1
an . (1.11)
Observe that the estimate (1.9) is not always sharp. For example, if α =
[1; 1, 1, . . . ], the golden ratio, and N = qK , the lower bound (1.9) becomes
SN(α, 0) ≫ logN and this is significantly smaller than the truth – see Theo-
rem 1.1 below. In fact, based on this example it is simple to construct many
other real numbers for which (1.9) is not optimal. In short, they correspond to
real numbers that contain sufficiently large blocks of 1’s in their continued frac-
tion expansion. In this paper we will rectify this issue. Moreover, we shall prove
that the two sides of (1.11) are comparable and provide explicit constants.
Turning our attention to RN(α, 0), we have already mentioned Walfisz’s result
that RN(α, 0)≪ N(logN)1+ε for almost every α ∈ R. Beyond this ‘almost sure’
result, Behnke [4, pp. 289-290] showed that for any irrational α
RN(α, 0)≪ N logN +
N∑
n=1
n≡0 mod qk
1
‖nα‖ , (1.12)
where K is the same as in (1.9). The sum appearing on the right hand side of
(1.12) may result in substantial spikes and needs to be analysed separately. Lang
[43, Theorem 2, p. 37] has shown that if, for some increasing function g : R+ →
R+, the inequality qK+1 ≪ qKg(qK) holds for all sufficiently large K ∈ N, where
qK are the denominators of the principal convergents of the continued fraction
expansion of α, then
RN(α, 0) ≪ N logN +Ng(N) . (1.13)
As is mentioned in [43, Remark 1, p. 40] both terms on the right of (1.13) are
necessary. This should be interpreted in the following sense: there are functions
g, irrationals α and arbitrarily large N such that the inequality in (1.13) can be
reversed.
Although (1.13) is not optimal for all choices of α and N , for badly approx-
imable α the result is precise. Indeed, when α is badly approximable, (1.13)
becomes
N logN ≪ RN(α, 0) ≪ N logN . (1.14)
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for all N > 1. The latter was originally obtained by Hardy and Litlewood [28, 29]
in connection with counting integer points in certain polygons in R2. The upper
bound of (1.14) also appears in the work [21, p. 546] of Chowla. Recently, Leˆ
and Vaaler [44] have investigated a much more general problem that involves the
sums RN(α, 0) and their higher dimensional generalisations. In particular, they
prove in [44, Theorem 1.1] that
RN(α, 0)≫ N logN (1.15)
for all N irrespective of the properties of the irrational number α. Indeed, the
implicit constant within ≫ can be taken to be 1 provided N is sufficiently large.
In the same paper, Leˆ and Vaaler show that inequality (1.15) is best possible for
a large class of α. More precisely, they prove in [44, Theorem 1.3] that for every
sufficiently large N and every 0 < ε < 1 there exists a subset Xε;N of α ∈ [0, 1]
of Lebesgue measure ≥ 1− ε such that
RN(α, 0)≪ε N logN ∀ α ∈ Xε;N .
The above results for RN(α, 0) can in fact be derived from the work of Kruse
[40]. More precisely, inequalities (75) and (76) in [40] state that for any irrational
α and N sufficiently large:
N∑
n=1
n 6≡0 mod qK
1
‖nα‖ ≍ N log qK + qKaK+1 log
aK+1
max{1, aK+1 −N/qK} , (1.16)
N∑
n=1
n≡0 mod qK
1
‖nα‖ ≍ qKaK+1(1 + log(N/qK)) , (1.17)
where K is the same as in (1.9). These can then be combined to give (see formula
(77) in [40]) the estimate
RN(α, 0) ≍ N logN + qKaK+1(1 + log(N/qK)) . (1.18)
The techniques developed in this paper allow us to re-establish the above esti-
mates of Kruse with fully explicit constants.
One of our principle goals is to undertake an in-depth investigation of the sums
SN(α, γ) and RN(α, γ), especially in the currently fragmented inhomogeneous
case (γ 6= 0). The intention is to establish (up to constants) best possible upper
and lower bounds for the sums in question. We begin with the homogeneous case.
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1.2 Homogeneous results and corollaries
In the homogeneous case (γ = 0) we are pretty much able to give exact bounds
for
SN(α, 0) :=
∑
1≤n≤N
1
n‖nα‖ and RN(α, 0) :=
N∑
n=1
1
‖nα‖
that are valid for all irrational α. In order to state our results we require notions
from the theory of continued fractions, which will be recalled in §3. For now
let qk = qk(α) denote the denominators of the principal convergents and let
ak = ak(α) denote the partial quotients of (the continued fraction expansion of)
α. Also, given k ∈ N, let
Ak = Ak(α) :=
k∑
i=1
ai
denote the sum of the first k partial quotients of α. Our first result concerns the
sum SN(α, 0).
Theorem 1.1. Let α ∈ R \ Q, N ∈ N and let K = K(N,α) denote the largest
integer satisfying qK ≤ N . Then, for all sufficiently large N
max
{
1
2
(logN)2, AK+1
}
≤ SN(α, 0) ≤ 33(logN)2 + 10AK+1 . (1.19)
Remark 1.1. The term AK+1 appearing in (1.19) is natural since
1
2qi‖qiα‖ − 1 < ai+1 <
1
qi‖qiα‖
(see (3.5) below) and thus we have that
AK+1 ≍
K∑
i=1
1
qi‖qiα‖ .
Note that it is possible to quantify explicitly the meaning of ‘sufficiently large N ’
in Theorem 1.1. The upper bound within (1.19) is a consequence of the following
statement for the ‘wilder’ behaving sum RN(α, 0). Note that the sum RN(α, 0)
is split into two subsets which are treated separately.
Theorem 1.2. Let α ∈ R\Q, N ≥ q3 and let K = K(N,α) be the largest integer
satisfying qK ≤ N . Then
1
24
N log qK − (13 log q2 + 12)N ≤
∑
1≤n≤N
n 6≡0, qK−1 (mod qK)
1
‖nα‖ ≤ 64N log qK + 2q3N, (1.20)
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and
qK+1 log(1 +N/qK) ≤
∑
1≤n≤N
n≡0, qK−1 (mod qK)
1
‖nα‖ ≤ 4qK+1(1 + log(1 +N/qK)) . (1.21)
Furthermore, let c > 0. Then∑
1≤n≤N
n≡0, qK−1 (mod qK)
min
{
cN,
1
‖nα‖
}
≤ 12N (caK+1) 12 . (1.22)
Remark 1.2. Note that the upper and lower bounds in (1.20) and (1.21) are
comparable and are thus (up to constants) best possible. The absolute constants
appearing in the above results (and indeed elsewhere) can be improved. For the
sake of clarity, during the course of proving our results, we do not attempt to
obtain the sharpest possible constants, let alone asymptotic formulae. Instead,
we aim to minimize technical details.
1.2.1 Corollaries to Theorem 1.1 regarding SN(α, 0)
First of all, we have the following straightforward consequence of Theorem 1.1.
Corollary 1.1. Suppose α ∈ R \Q satisfies the condition
Ak+1 = o(k
2) . (1.23)
Then, for all sufficiently large N
1
2
(logN)2 ≤ SN(α, 0) ≤ 34 (logN)2 . (1.24)
Proof. This result follows from (1.19), (1.23), the fact that qK ≤ N , and the
estimate K ≪ log qK (see (3.10) below).
The set of α ∈ R satisfying condition (1.23) is of full Lebesgue measure. In
fact, for any ε > 0 the set of α ∈ R such that Ak ≤ k1+ε for all sufficiently large
k is of full Lebesgue measure (see [22]). Thus we have the following result.
Corollary 1.2. The upper bound in (1.24) holds for almost every real number α,
and the lower bound holds for all α.
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1.2.2 Corollaries to Theorem 1.2 regarding RN(α, 0)
We now discuss various consequences of Theorem 1.2. By definition, log qK ≤
logN . Therefore, the sum in (1.20) is always ≪ N logN . In fact, we shall see
that the sum is actually comparable to N logN unless α is a Liouville number.
Throughout the paper L will denote the set of Liouville numbers; i.e. α ∈ R \Q
such that
lim inf
n→∞
nw‖nα‖ = 0 ∀ w > 0 .
It follows from the Jarn´ık-Besicovitch Theorem [17, 35] (alternatively see [9]) that
dimL = 0 ; (1.25)
that is, L has zero Hausdorff dimension.
Corollary 1.3. Let α ∈ R \ Q. Then α /∈ L if and only if for all sufficiently
large N ∑
1≤n≤N
n 6≡0, qK−1 (mod qK)
1
‖nα‖ ≍ N logN . (1.26)
To establish Corollary 1.3, we will make use of well known facts about the
growth of the denominators qk associated with Liouville numbers. Recall that
the exponent of approximation of α ∈ R is defined as
w(α) := sup{w > 0 : ‖qα‖ < q−w for i.m. q ∈ N} . (1.27)
Note that, for an irrational α, by definition, w(α) < ∞ if and only if α is not
Liouville. Also, by Dirichlet’s Theorem, w(α) ≥ 1 for all α.
Lemma 1.1. Let α ∈ R \Q and let qk denote the denominators of the principal
convergents of α. Then
w(α) = lim sup
k→∞
log qk+1
log qk
. (1.28)
In particular, α 6∈ L if and only if log qk+1 ≪ log qk for all k.
Proof. This result is well known, however the proof is short and we give it for
completeness. It easily follows from the definition of w(α) that
w(α) = lim sup
q→∞
log ‖qα‖−1
log q
.
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Recall that the principal convergents of the continued fraction expansion of α are
best approximations, that is ‖qkα‖ ≤ ‖qα‖ whenever qk ≤ q < qk+1. Hence
w(α) = lim sup
k→∞
log ‖qkα‖−1
log qk
.
Since (2qk+1)
−1 < ‖qkα‖ < q−1k+1, this expression for w(α) immediately implies
the required result.
Proof of Corollary 1.3. Assume that α 6∈ L. Then, by Lemma 1.1, log qK ≍
log qK+1. Since, by definition, qK ≤ N < qK+1, we also have that logN ≍
log qK . By Theorem 1.2, the sum in (1.20) is comparable to N log qK ≍ N logN .
This proves one direction of Corollary 1.3. Now assume that α ∈ L. Then, by
Lemma 1.1, there is a sequence of Ki such that log qKi+1/ log qKi →∞ as i→∞.
Taking N = Ni := qKi+1 − 1 implies that the sum in (1.20) is ≍ Ni log qKi =
o(Ni logNi) as i→∞. This shows that (1.26) does not hold for Liouville numbers
and thereby completes the proof.
Another consequence of (1.20) is that the sum in (1.26) can become o(N logN),
along a subsequence of N , when α is a Liouville number. Nevertheless, on com-
bining the estimates (1.20) and (1.21) we are able to recover the lower bound
(1.15) obtained by Leˆ and Vaaler in [44]. At this point it is worth formally
restating (1.15) as a result in its own right.
Corollary 1.4. Let α ∈ R \Q. Then, for all sufficiently large N
RN(α, 0) ≫ N logN . (1.29)
Proof. If N ≤ q2K then log qK ≥ 12 logN and Corollary 1.4 is a consequence of
(1.20) appearing within Theorem 1.2. Otherwise N/qK > N
1/2, and it follows
that log(1 +N/qK) ≥ 12 logN . In addition, by the definition of qK , we have that
qK+1 > N and so in this case Corollary 1.4 is a consequence of (1.21) appearing
within Theorem 1.2.
The proof of (1.29) given in [44] has its basis in harmonic analysis. However,
we will demonstrate in the next section that such homogeneous lower bound
estimates do not require either the full power of Theorem 1.2 or indeed the
harmonic analysis tools utilized in [44].
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1.2.3 Homogeneous lower bounds via Minkowski’s Theorem
It turns out that appropriately exploiting Minkowski’s Convex Body Theorem [20,
p.71] from the geometry of numbers, leads to sharper lower bounds for SN(α, 0)
and RN(α, 0) than those described above in Corollary 1.2 and Corollary 1.4.
Furthermore, the approach provides lower bounds within the more general linear
forms setting. To start with, we prove the following key statement, which only
uses Minkowski’s theorem for convex bodies and partial summation.
Theorem 1.3. Let A = (α1, . . . , αn) be any n-tuple of real numbers such that
1, α1, . . . , αn are linearly independent over Q. Let T1, . . . , Tn be any positive in-
tegers such that T := T1 · · ·Tn ≥ 2 and let L ≥ 2 be a real number. Then∑
q∈Zn\{0}
|qj |≤Tj (1≤j≤n)
min
{
L,
∥∥q1α1 + · · ·+ qnαn∥∥−1}
≥ 2T min{logL, log T}+ (2n+1 − 2− log 4)T + 4 . (1.30)
Proof. Since both sides of (1.30) depend on L continuously, we can assume with-
out loss of generality that L > 2. Also in the case T = 2 the left hand side is
at least 2 ×∏ni=1(2Ti) = 2n+2, while the right hand side is 4 log 2 + (2n+1 − 2 −
log 4)2 + 4 = 2n+2. Thus, (1.30) holds for T = 2 and we can assume without loss
of generality that
min{T, L} > 2 . (1.31)
Fix any b ∈ R with 1 < b < √2 such that for some m ∈ Z,
bm = min{T, L} . (1.32)
Let m0 ∈ N satisfy
bm0 ≤ 2 < bm0+1. (1.33)
Since b <
√
2, we have that m0 ≥ 2. By (1.31), bm > 2 and so 2 ≤ m0 < m.
Next, given an integer k ≥ 1, let
Nk :=
{
q ∈ Zn \ {0} : |qj| ≤ Tj (1 ≤ j ≤ n), b−k−1 <
∥∥ n∑
j=1
αjqj
∥∥ ≤ b−k}
and let Φk :=
⋃∞
ℓ=kNℓ. Obviously the sets Nℓ are disjoint and so #Φk =∑∞
ℓ=k#Nℓ, where #X stands for the cardinality of X. Note that, by defini-
tion, Φk consists precisely of integer vectors q ∈ Zn \ {0} such that |qj| ≤ Tj
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(1 ≤ j ≤ n) and ∥∥∑nj=1 αjqj∥∥ ≤ b−k. Hence, by Minkowski’s Convex Body
Theorem we conclude that
#Φk ≥ 2⌊b−kT ⌋ ≥ 2b−kT − 2 when bk ≤ T. (1.34)
Furthermore, note that we trivially have that
#Φk = (2T1 + 1) · · · (2Tn + 1)− 1 ≥ 2nT when bk ≤ 2 ; (1.35)
that is, when k ≤ m0. Then, since #Nk = #Φk −#Φk+1, it follows that∑
q∈Zn\{0}
|qj |≤Tj (1≤j≤n)
min
{
L,
∥∥ n∑
j=1
αjqj
∥∥−1} ≥ ∞∑
k=1
∑
q∈Nk
min{L, bk}
≥
∞∑
k=1
∑
q∈Nk
min{bm, bk}
=
m∑
k=1
∑
q∈Nk
bk +
∞∑
k=m+1
∑
q∈Nk
bm
=
m∑
k=1
#Nkb
k +#Φm+1 b
m
=
m∑
k=1
(#Φk −#Φk+1)bk + #Φm+1 bm
=
m∑
k=1
#Φkb
k −
m+1∑
k=2
#Φkb
k−1 + #Φm+1 bm
= #Φ1b+
m∑
k=2
#Φk(b
k − bk−1)
= #Φ1b+ (b− 1)
m∑
k=2
bk−1#Φk
= #Φ1b+ (b− 1)
m0∑
k=2
bk−1#Φk + (b− 1)
m∑
k=m0+1
bk−1#Φk
(1.34)& (1.35)
≥ 2nTb+ (b− 1)2nT
m0∑
k=2
bk−1 + (b− 1)
m∑
k=m0+1
bk−1(2b−kT − 2)
= 2nTb+ 2nT (bm0 − b) + 2(b− 1)b−1
m∑
k=m0+1
(T − bk)
(1.33)
≥ 2n+1Tb−1 + 2(b− 1)b−1
m∑
k=m0+1
(T − bk)
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= 2n+1Tb−1 + 2(b− 1)b−1
(
(m−m0)T − b
m+1 − bm0+1
b− 1
)
= 2n+1Tb−1 + 2(b− 1)b−1(m−m0)T − 2bm + 2bm0
(1.32)
= 2n+1Tb−1 + 2(b− 1)b−1(m−m0)T − 2min{L, T}+ 2bm0 .
Now since
m =
min{logL, log T}
log b
, m0 ≤ log 2
log b
and 2b−1 < bm0 ,
we have that the above is
≥ 2n+1Tb−1 + 2T b− 1
b log b
(
min{logL, log T} − log 2)− 2min{L, T}+ 4b−1 .
Since this estimate holds for b arbitrarily close to 1 and since lim
b→1+
b−1
b log b
= 1, we
obtain that the above sum is
≥ 2n+1T + 2T(min{logL, log T} − log 2)− 2min{L, T}+ 4
= 2T min{logL, log T}+ (2n+1 − log 4)T − 2min{L, T}+ 4 ,
whence the required estimate immediately follows.
Remark 1.3. It is worth mentioning that a similar argument can be given for the
sums of products investigated in [44].
Theorem 1.3 together with formula (1.3), yields the following lower bound
estimates for RN(α, 0) and SN(α, 0), that are sharper than those given by Corol-
lary 1.2 and Corollary 1.4. We leave the details of the proof to the reader.
Corollary 1.5. For any α ∈ R \Q and any integer N ≥ 2
RN(α, 0) ≥ N logN +N log(e/2) + 2
and
SN(α, 0) ≥ 12(logN)2 .
Remark 1.4. Another consequence of Theorem 1.3 is that∑
q∈Zn\{0}
|qj |≤Tj (1≤j≤n)
1
Π+(q)
∥∥q1α1 + · · ·+ qnαn∥∥ ≫ (log T )(log T1) · · · (log Tn) ,
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where α1, . . . , αn and T1, . . . , Tn are as above in Theorem 1.3 and
Π+(q) =
∏
qi 6=0
|qi| , where q = (q1, . . . , qn) .
We omit the details of the proof since in §1.4 below we will prove a more general
inhomogeneous statement.
By analogy with the one-dimensional case (see also [49, Theorem 2]), it makes
sense to make the following upper bound conjecture.
Conjecture 1.1. Let T1, . . . , Tn be positive integer parameters and T = T1 · · ·Tn.
Then, as T →∞, for almost every (α1, . . . , αn) ∈ Rn we have that∑
q∈Zn\{0}
|qj | ≤Tj (1≤j≤n)
1
Π+(q)
∥∥q1α1 + · · ·+ qnαn∥∥ ≪ (log T )(log T1) · · · (log Tn) . (1.36)
Remark 1.5. Bounds such as (1.36) are instrumental in the theory of uniform
distribution to study the discrepancy of Kronecker sequences
(
n(α1, . . . , αn)
)
n∈N,
see for example [2], [23, §1.4.2], [34] or [39, §6]. Note that Lemma 4.4 in [2] (see
also [23, Lemma 1.95]) implies that the left hand side of (1.36) is ≪ (log T )n+2.
When T1 = · · · = Tn, this is log T times bigger than the conjectured bound
of (log T )n+1. It may well be that the proof of Lemma 4.1 in [2] (see also [23,
Lemma 1.93]) can be adapted to prove the conjecture in the symmetric case. It
is worth highlighting the fact that compared to the sum in (1.36) the range of
summation in [2, Lemma 4.1] is restricted by the addition condition that
Π+(q)
∥∥q1α1 + · · ·+ qnαn∥∥ ≪ (log T )20n .
1.2.4 Almost sure behaviour of RN(α, 0)
Corollary 1.2 completely describes the almost sure behaviour of the sum SN(α, 0);
namely that for almost all α ∈ R we have that
1
2
(logN)2 ≤ SN(α, 0) ≤ 34 (logN)2 ,
for all sufficiently large N ∈ N. In this section, we make use of Theorem 1.2 to
investigate the almost sure behaviour of the sum RN(α, 0).
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In order to understand the almost sure behaviour of inequalities (1.21) and
(1.22) associated with Theorem 1.2, we first recall from §1.1, that by the Borel-
Cantelli Lemma, if f : N→ R+ is any function such that the sum (1.7) converges,
then for almost all α ∈ R one has that qf(q)‖qα‖ ≥ 1 for all sufficiently large q.
In particular, taking q = qK , where qK = qK(α) is as before the sequence of de-
nominators of the principle convergents of α, we have that ‖qKα‖ ≥ (qKf(qK))−1
for sufficiently largeK. In addition, we have the following well known inequalities
from the theory of continued fractions [37]:
(2qK+1)
−1 < ‖qKα‖ < q−1K+1,
see also (3.5) below. Hence, whenever (1.7) converges, for almost every α we have
that
qK+1 < qKf(qK)
for sufficiently large K.
On the other hand, the main substance of Khintchine’s Theorem, the diver-
gent part (namely, (2.2) below with k = 1), implies that if f is monotonic and
the sum (1.7) diverges, then for almost all α we have that qf(q)‖qα‖ < 1 for
infinitely many q ∈ N. Since convergents are best approximations, for almost all
α we have that 2qKf(qK)‖qKα‖ < 1 for infinitely many K. Thus, in the case f
is monotonic and the sum (1.7) diverges, it follows that for almost all α we have
that
qK+1 > qKf(qK)
for infinitely many K.
The above observations regarding the size of qK+1 together with (1.21) of
Theorem 1.2 give rise to the following statement.
Corollary 1.6. Let f : N → (0,∞) be any increasing function. If (1.7) con-
verges, then for almost all α ∈ R we have that∑
1≤n≤N
n≡0, qK−1 (mod qK)
1
‖nα‖ ≪ qKf(qK) log(1 +N/qK)≪ Nf(N),
for all sufficiently large N ∈ N. On the other hand, if (1.7) diverges, then for
almost all α there are infinitely many N ∈ N such that∑
1≤n≤N
n≡0, qK−1 (mod qK)
1
‖nα‖ ≫ Nf(N) .
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Example 1.1. Let f(q) = log q log log q. Then, Corollary 1.6 implies that for
almost all α ∈ R
RN(α, 0) ≫ N logN log logN for infinitely many N ∈ N.
However, if f(q) = log q (log log q)1+ε, then Corollary 1.6 together with Corol-
lary 1.3 (and the well known fact that the set of Liouville numbers are a set of
measure zero), shows that for almost all α ∈ R
RN(α, 0) ≪ N logN (log logN)1+ε for all sufficiently large N ∈ N.
Finally, we analyze the almost all behavior of the sum appearing in (1.22),
in which the possible spikes of ‖nα‖−1 are “trimmed” to be no more than cN .
Once again, we appeal to the Borel-Cantelli Lemma, which implies that if (1.7)
converges then, for almost all α, we have qK+1 < qKf(qK) for sufficiently large K.
Since qK+1 = aK+1qK + qK−1 ≥ aK+1qK , we have that aK+1 < f(qK) ≤ f(N) for
large K. This observation with f replaced by 1
144
f , together with (1.22) implies
the following statement.
Corollary 1.7. Let f : N → R+ be an increasing function such that (1.7) con-
verges. Then, for almost all α ∈ R and for all sufficiently large N and c > 0∑
1≤n≤N
n≡0, qK−1 (mod qK)
min
{
cN,
1
‖nα‖
}
≤ N (cf(N))1/2 . (1.37)
Example 1.2. Taking f(q) = log q (log log q)1+ε with ε > 0 in the above corollary,
gives the upper bound estimate
l.h.s. of (1.37) ≤ N(c logN(log logN)1+ε)1/2
for almost all α ∈ R, c > 0 and for all sufficiently large N .
Example 1.3. Take f as the previous example and c =
logN
(log logN)1+ε
with ε > 0.
Then Corollary 1.7 together with the upper bound appearing in (1.20) of Theo-
rem 1.2 implies that∑
1≤n≤N
min
{
N logN
(log logN)1+ε
,
1
‖nα‖
}
≪ N logN (1.38)
for almost all α ∈ R and for all sufficiently large N .
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1.2.5 The homogeneous estimates for algebraic numbers
In this section we investigate the implication of the estimates obtained above for
RN(α, 0) and SN(α, 0) on specific classes of numbers. In particular, we consider
the case that α is an algebraic irrational.
To begin with, observe that the task at hand is much simplified if we know the
continued fraction expansion of the number α under consideration. For instance,
it is well known that
e = [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, . . . ] .
Now, for any irrational number we have that
r.h.s. of (1.21) ≪ qK+1(1 + log(2N/qK)) ≤ 2aK+1qK(1 + log(2N/qK))
≪ NaK+1qK(1 + log(2N/qK))/N ≪ NaK+1
and note that for e we also have that ak ≪ k. Hence, Theorem 1.2 implies that
for all sufficiently large N
RN(e, 0) :=
∑
1≤n≤N
1
‖ne‖ ≍ N logN .
Similarly, it is readily seen from Corollary 1.1 that
SN(e, 0) :=
∑
1≤n≤N
1
n‖ne‖ ≍ (logN)
2 .
The sums RN(α, 0) and SN(α, 0) are of course just as easily estimated when
α is a quadratic irrational. One just exploits the fact that the continued fraction
of α is periodic. The behaviour of the sums for quadratic irrationals is similar to
that for α = e.
The case of algebraic numbers α of degree ≥ 3 is problematic, although some
bounds can be obtained using, for instance, Roth’s Theorem. Indeed, Roth’s
Theorem implies that the denominators qk of the convergents of an algebraic
number α satisfy qk+1 < q
1+ε
k for every ε > 0 and for all k sufficiently large.
Hence, Theorem 1.2 implies that if α is an algebraic irrational, then
N logN ≪ RN(α, 0) ≪ N1+ε .
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Lang’s Conjecture [42], dating back to 1965, implies that qk+1 ≪ qk(log qk)1+ε for
any ε > 0. Together with Theorem 1.2, this would in turn imply the following
strengthening of the previous statement: if α is an algebraic irrational, then
N logN ≪ RN(α, 0) ≪ N(logN)1+ε .
Using (1.3), one can deduce similar inequalities in relation to SN(α, 0) for alge-
braic irrational α . Furthermore, it is not unreasonable to believe in the truth of
the following statement which, in view of Corollary 1.2, it implies that SN(α, 0)
for algebraic irrationals behaves in the same way as for almost all irrationals.
Conjecture 1.2. For any algebraic α ∈ R \Q
SN(α, 0) ≍ (logN)2 .
In order to establish Conjecture 1.2, it is not necessary to know that all the partial
quotients associated with an algebraic irrational grow relatively slowly. Instead,
all that is required is that the growth “on average” is relatively slow. Indeed,
Conjecture 1.2 is equivalent to the following statement.
Conjecture 1.3. For any algebraic α ∈ R \ Q, there exists a constant cα > 0
such that for all k ∈ N
Ak(α) ≤ cαk2 .
1.3 Inhomogeneous results and corollaries
1.3.1 Upper bounds
We concentrate our attention on the sums SN(α, γ). As we have seen from the
homogeneous case, these sums behave more predictably than the sums RN(α, γ).
Our first inhomogeneous result removes the ‘epsilon’ term in the upper bound
appearing in (1.4) obtained by Schmidt.
Theorem 1.4. For each γ ∈ R there exists a set Aγ ⊂ R of full Lebesgue measure
such that for all α ∈ Aγ and all sufficiently large N
SN(α, γ) :=
∑
1≤n≤N
1
n‖nα− γ‖ ≪ (logN)
2 . (1.39)
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In view of the lower bound given by (1.4), this theorem is best possible up to
the implied constant. Furthermore, the set Aγ cannot be made independent of
γ, as demonstrated by the following result.
Theorem 1.5. For any α ∈ R \ Q and any increasing function f : N → R+
satisfying f(N) = o(N), there exist continuum many γ ∈ R, satisfying (1.1), and
such that
lim sup
N→∞
f(N)−1
(
SN(α, γ)− max
1≤n≤N
1
n‖nα− γ‖
)
=∞.
Despite Theorem 1.5, the main ‘bulk’ of the sum in (1.39) can be estimated
on a set A of α’s independent of γ. The following can be viewed as the inhomo-
geneous analogue of the upper bound appearing in Corollary 1.1.
Theorem 1.6. There exists a set A ⊂ R of full Lebesgue measure such that for
any α ∈ A, any γ ∈ R and any c > 0, we have that for all sufficiently large N ,∑
1≤n≤N
n‖nα−γ‖≥c
1
n‖nα− γ‖ ≪α,γ,c (logN)
2 .
We now move on to describing lower bound estimates.
1.3.2 Lower bounds
All our lower bound results will apply to any irrational number α which is not
Liouville, that is α 6∈ L. Recall, that L is a small set in the sense that it has
Hausdorff dimension zero (see (1.25)).
Theorem 1.7. Let α ∈ R \ (L ∪ Q) and let 0 < v < 1. There exist constants
r, C1, and N0, depending on α and v only, with 0 < r,C1 < 1 and N0 > 1, and
such that, for any γ ∈ R and all N > N0,∑
rN<n≤N
‖nα−γ‖≥N−v
1
‖nα− γ‖ ≥ C1N logN .
Using (1.3) we readily obtain the following result.
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Corollary 1.8. Let α ∈ R \ (L ∪Q) and let 0 < u, v < 1. There exist constants
r, C2, and N1, depending on α, u and v only, with 0 < r,C2 < 1 < N1, and such
that, for any γ ∈ R and all N > N1,∑
Nu≤n≤N
nv‖nα−γ‖≥rv
1
n‖nα− γ‖ ≥ C2(logN)
2 .
Proof. Let r be as in Theorem 1.7 and set
ℓ0 :=
⌊
u logN
log r
− 1
⌋
.
Then, it follows that
∑
Nu≤n≤N
nv‖nα−γ‖≥rv
1
n‖nα− γ‖ ≥
ℓ0∑
ℓ=0
∑
rℓ+1N<n≤rℓN
‖nα−γ‖≥(rℓN)−v
1
n‖nα− γ‖
≥
ℓ0∑
ℓ=0
1
rℓN
∑
rℓ+1N<n≤rℓN
‖nα−γ‖≥(rℓN)−v
1
‖nα− γ‖
≥
ℓ0∑
ℓ=0
1
rℓN
· C1rℓN log(rℓN)
≥ C1ℓ0 log(rℓ0N) ≥ C2(logN)2,
provided that ℓ0 ≥ 1 and rNu > N0. These conditions determine the quantity
N1 appearing in the statement of the corollary.
Corollary 1.8 complements the upper bounds associated with Theorems 1.4
and 1.6. It also implies the following statement.
Corollary 1.9. Let α ∈ R \ (L ∪ Q) and c > 0. Then, for all sufficiently large
N and any γ ∈ R, we have that
SN(α, γ) ≥
∑
1≤n≤N
n‖nα−γ‖≥c
1
n‖nα− γ‖ ≫ (logN)
2 .
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Remark 1.6. Recall, that Schmidt’s inhomogeneous result (1.4) is true on a set
of α ∈ R of full measure, which may depend on γ. Corollary 1.9 shows that
the lower bound holds for all α ∈ R except possibly for Liouville numbers - an
explicit set of Hausdorff dimension zero that is independent of γ.
Remark 1.7. We do not know if the condition that α is not a Liouville number
is necessary for the conclusion of Corollary 1.9 to hold for all γ. However the
next result, which can be viewed as the inhomogeneous analogue of Corollary 1.4,
demonstrates the necessity of the condition that α is not a Liouville number in
the statement of Theorem 1.7.
Theorem 1.8. Let α ∈ R \Q. Then, α 6∈ L if and only if for any γ ∈ R,
RN(α, γ) :=
∑
1≤n≤N
1
‖nα− γ‖ ≫ N logN for N ≥ 2.
1.4 Linear forms revisited
In this section we deduce a few further corollaries via the results of §1.3.2. These
provide inhomogeneous generalisations of the results of §1.2.3 and also give an
alternative proof of Theorem 1.3 and its corollaries, albeit with weaker constants.
The constants are not explicitly given but can be computed from the proofs given
below and in §1.3.2.
Theorem 1.9. Let A = (α1, . . . , αn) be any n-tuple of real numbers such that α1
is irrational but not a Liouville number. Then, for any positive integers T1, . . . , Tn
such that T1 is sufficiently large, and for any γ ∈ R,∑
q∈Zn
1≤qj≤Tj (1≤j≤n)
1∥∥q1α1 + · · ·+ qnαn − γ∥∥ ≫ T1 · · ·Tn log T1 . (1.40)
Proof. By Theorem 1.7, for any T1 > T0 and any γ1 ∈ R,∑
1≤q1≤T1
1
‖q1α1 − γ1‖ ≥ C1T1 log T1 ,
where T0 and C1 do not depend on γ1. Applying this inequality with γ1 =
γ − (q2α2 + · · · + qnαn), and summing over 1 ≤ qi ≤ Ti (2 ≤ i ≤ n), we obtain
the desired statement.
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Theorem 1.10. Let A = (α1, . . . , αn) be any n-tuple of real numbers such that α1
is irrational but not a Liouville number. Then for any positive integers T1, . . . , Tn
such that T1 is sufficiently large, and for any γ ∈ R,∑
q∈Zn
1≤qj≤Tj (1≤j≤n)
1
q1 · · · qn
∥∥q1α1 + · · ·+ qnαn − γ∥∥ ≫ log T1
n∏
i=1
log Ti . (1.41)
Proof. By Corollary 1.8, for any T1 > T0 and any γ1 ∈ R∑
1≤q1≤T1
1
q1‖q1α1 − γ1‖ ≥ C2(log T1)
2 , (1.42)
where T0 and C2 do not depend on γ1. Now consider (1.42) with γ1 = γ− (q2α2+
· · · + qnαn), where q2, . . . , qn are integers. Then, on multiplying the resulting
inequality by (q2 · · · qn)−1 we obtain that∑
1≤q1≤T1
1
q1 · · · qn‖q1α1 + · · ·+ qnαn − γ‖ ≥ C2(log T1)
2 1
q2 · · · qn .
Summing this over 1 ≤ qi ≤ Ti (2 ≤ i ≤ n), we obtain the desired statement.
2 Multiplicative Diophantine approximation
2.1 Background
Many problems in multiplicative Diophantine approximation can be phrased in
terms of the set
S×k (ψ) :=
{
(x1, . . . , xk) ∈ Rk :
k∏
i=1
‖nxi‖ < ψ(n) for i.m. n ∈ N
}
,
where k ≥ 1 is an integer, ‘i.m.’ means ‘infinitely many,’ and ψ : N → R+ is
a function which, for obvious reasons, is referred to as an approximating func-
tion. The famous conjecture of Littlewood from the nineteen thirties states that
S×2 (n 7→ εn−1) = R2 for any ε > 0, or equivalently that
lim inf
n→∞
n‖nα‖‖nβ‖ = 0 for all (α, β) ∈ R2 . (2.1)
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Littlewood’s conjecture has attracted much attention– see [1, 25, 46, 54] and
references within. Despite some recent remarkable progress, the Littlewood Con-
jecture remains very much open. For instance, we are unable to show that (2.1)
is valid for the pair (
√
2,
√
3).
On the contrary, the measure theoretic description of S×2 (n 7→ εn−1), and
indeed S×2 (ψ) is well understood. For ψ : N → R+ monotonic1, a simple ‘vol-
ume’ argument together with the Borel-Cantelli Lemma from probability theory
implies that
|S×k (ψ)| = 0 if
∞∑
n=1
ψ(n) (log n)k−1 <∞ .
Throughout, |X| denotes the k-dimensional Lebesgue measure of the set X ⊂ Rk.
For the case when the above sum diverges we have the following non-trivial
result due to Gallagher [26].
Theorem (Gallagher). Let ψ : N→ R+ be monotonic. Then
|Rk \ S×k (ψ)| = 0 if
∞∑
n=1
ψ(n) (log n)k−1 =∞ . (2.2)
Remark 2.1. In fact Gallagher [26] established the above statement for k > 1.
The k = 1 case is the famous classical (divergent) result of Khintchine [36] dating
back to 1924. The monotonicity condition in this classical statement cannot
in general be relaxed, as was shown by Duffin and Schaeffer [24] in 1941. In
short, they constructed a non-monotonic function ψ for which
∑∞
n=1 ψ(n) diverges
but |S×1 (ψ)| = 0. In the same paper they formulated the following alternative
statement for arbitrary approximating functions.
The Duffin-Schaeffer Conjecture. Let ψ : N → R+. Then for almost all
α ∈ R the inequality
|nα− r| < ψ(n)
holds for infinitely many coprime pairs (n, r) ∈ N× Z provided that
∞∑
n=1
ϕ(n)
n
ψ(n) =∞ . (2.3)
Here ϕ is the Euler phi function. Note for comparison that, for monotonic ψ,
condition (2.3) is equivalent to
∑∞
n=1 ψ(n) =∞. Although various partial results
1When ψ is not monotonic the convergence condition reads
∑∞
n=1 ψ(n) | logψ(n)|k−1 <∞;
see [11] for more details.
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have been obtained, this conjecture represents a key unsolved problem in number
theory. For background and recent developments regarding this fundamental
problem see [8, 32, 33]. However, since we shall make use of it later on, it is
worth highlighting the following ‘partial’ result established in [24].
Theorem (Duffin & Schaeffer). The above conjecture is true if, in addition to
the divergent sum condition (2.3), we also have that
lim sup
N→∞
(
N∑
n=1
ϕ(n)
n
ψ(n)
)(
N∑
n=1
ψ(n)
)−1
> 0 . (2.4)
Note that condition (2.4) implies that the convergence/divergence behavior
of the sum in (2.3) and the sum
∑∞
n=1 ψ(n) are equivalent.
Remark 2.2. In the case k > 1, we expect to be able to remove the condition that
ψ is monotonic in the hypothesis of Gallagher’s Theorem (without imposing any
other condition such as coprimality) if we replace the divergence condition ap-
pearing in (2.2) by
∑∞
n=1 ψ(n)| logψ(n)|k−1 = ∞ ; see [11] for more details. For
the multiplicative analogue of the Duffin-Schaeffer Theorem see [11, Theorem 2].
2.2 Problems and main results
With k = 2, observe that for almost all (α, β) ∈ R2, Gallagher’s Theorem im-
proves upon Littlewood’s Conjecture by a factor of (log n)2. More precisely, it
implies that
lim inf
n→∞
n(log n)2‖nα‖‖nβ‖ = 0 for almost all (α, β) ∈ R2. (2.5)
Note that this is beyond the scope of what Khintchine’s Theorem (i.e., (2.2) with
k = 1) can tell us; namely that
lim inf
n→∞
n log n‖nα‖‖nβ‖ = 0 ∀ α ∈ R and for almost all β ∈ R . (2.6)
However, the extra log factor in (2.5) comes at a cost of having to sacrifice a set
of measure zero on the α side. As a consequence, unlike with (2.6) which is valid
for any α, we are unable to claim that the stronger ‘log squared’ statement (2.5)
is true for example when α =
√
2. Obviously, the role of α and β in (2.6) can
be reversed. This raises the natural question of whether (2.5) holds for every α.
If true, it would mean that for any α we still beat Littlewood’s Conjecture by
‘log squared’ for almost all β. In general, this line of thought leads to following
problem.
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Problem 2.1. Let k ≥ 2. Prove that for any real numbers α1, . . . , αk−1 ∈ R one
has that
lim inf
n→∞
n(log n)k ‖nα1‖ · · · ‖nαk−1‖ ‖nαk‖ = 0 for almost all αk ∈ R .
Problems of this nature fall within the scope of the theory of multiplicative Dio-
phantine approximation on manifolds [15, 16]. In short, the approximated points
(α1, . . . , αk) ∈ Rk associated with Problem 2.1 are confined to lie on the manifold,
or rather the line, given by (α1, . . . , αk−1) × R. More generally, one can pose a
similar problem for arbitrary submanifolds M of Rk – see [15] for details in the
case the manifold is a planar curve.
In this paper we resolve Problem 2.1 in the two-dimensional case by obtaining
the following fiber version of Gallagher’s Theorem. Basically, given α ∈ R, the
points (α1, α2) ∈ R2 of interest are forced to lie on the line given by {α} × R.
Theorem 2.1. Let α ∈ R and let ψ : N→ R+ be a monotonic function such that
∞∑
n=1
ψ(n) log n (2.7)
diverges and such that for some ε > 0,
lim inf
ℓ→∞
q3−εℓ ψ(qℓ) ≥ 1 , (2.8)
where qℓ = qℓ(α) denotes the denominators of the principal convergents of α.
Then for almost all β ∈ R, there exists infinitely many n ∈ N such that
‖nα‖ ‖nβ‖ < ψ(n) . (2.9)
Remark 2.3. Condition (2.8) is not particularly restrictive. Irrespective of ψ, it
holds for all α with exponent of approximation w(α) < 3 and it follows from the
Jarn´ık-Besicovitch Theorem [17, 35] (alternatively see [9]) that the complement
is of relatively small Hausdorff dimension; namely dim{α ∈ R : w(α) ≥ 3} = 1
2
.
Remark 2.4. Theorem 2.1 is applicable with ψ(n) = (n(log n)2 log log n)−1 and
arbitrary irrational α and thus resolves Problem 2.1 for k = 2.
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Remark 2.5. We have reason to believe that the approach taken in §10 to prove
Theorem 2.1 could be the foundation for developing a general multiplicative
framework of regular/ubiquitous systems. We hope to explore this in the near
future. For details of the current systems and their role in establishing mea-
sure theoretic statements for a general class of lim sup sets associated with the
simultaneous approximation see [7, 9].
Remark 2.6. For the sake of completeness, we mention that a strengthening of
Khintchine’s simultaneous theorem to fibers, akin to the above strengthening of
Gallagher’s multiplicative theorem, has recently been obtained. Recall that the
basic object in the (homogeneous) theory of simultaneous Diophantine approxi-
mation is the set
Wk(ψ) :=
{
(x1, . . . , xk) ∈ Rk : max
1≤i≤k
‖nxi‖ < ψ(n) for i.m. n ∈ N
}
,
and under the assumption that ψ : N→ R+ is monotonic, Khintchine’s simulta-
neous theorem states that
|Rk \Wk(ψ)| = 0 if
∞∑
n=1
ψ(n)k =∞ .
We refer the reader to [12, §4.5] and references within for further details.
We next consider the situation in which the sum (2.7) converges. In this
case we are able to obtain the following inhomogeneous statement that naturally
complements the above theorem. It can be viewed as the fiber analogue of the
convergence results established in [13, 15] for (non-degenerate) planar curves.
Theorem 2.2. Let γ, δ ∈ R and α ∈ R be any irrational real number and let
ψ : N → R+ be such that the sum (2.7) converges. Furthermore, assume either
of the following two conditions :
(i) n 7→ nψ(n) is decreasing and
SN(α; γ)≪ (logN)2 for all N ≥ 2 ; (2.10)
(ii) n 7→ ψ(n) is decreasing and
RN(α; γ)≪ N logN for all N ≥ 2 . (2.11)
Then for almost all β ∈ R, there exist only finitely many n ∈ N such that
‖nα− γ‖ ‖nβ − δ‖ < ψ(n) . (2.12)
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Remark 2.7. Recall that in view of Theorem 1.4, we know that condition (2.10)
is satisfied for almost every real number. This is far from the truth regarding
condition (2.11), as demonstrated by Example 1.1 in §1.2.4. Also recall that
in the homogeneous case, we are able to give explicit examples of real numbers
α satisfying (2.10) and indeed (2.11), such as quadratic irrationals (and more
generally badly approximable numbers) and e (the base of natural logarithm).
Corollary 2.1. Let α be a badly approximable number, γ = 0 and δ ∈ R. Let
ψ : N → R+ be monotonic such that (2.7) converges. Then, for almost every
β ∈ R inequality (2.12) holds for only finitely many n ∈ N.
Remark 2.8. Conjecture 1.2, if true, implies the validity of Corollary 2.1 for any
irrational algebraic number α.
Returning to the case when the sum (2.7) diverges, we highlight the rather
amazing fact that currently nothing is known concerning the natural inhomoge-
neous version of Gallagher’s Theorem.
Conjecture 2.1 (Inhomogeneous Gallagher). Let γ, δ ∈ R and let ψ : N→ R+ be
monotonic such that the sum (2.7) is divergent. Then, for almost all (α, β) ∈ R2
inequality (2.12) holds for infinitely many n ∈ N.
In this paper we establish the following partial result.
Theorem 2.3. Let γ ∈ R, δ = 0 and ψ : N → R+ monotonic, and assume that
the sum (2.7) is divergent. Then for almost all (α, β) ∈ R2 inequality (2.12) holds
for infinitely many n ∈ N.
It will be evident from the proof of Theorem 2.3 given in §9.3, that the same
argument would establish Conjecture 2.1 in full if we had the inhomogeneous
version of the Duffin-Schaeffer Theorem at hand. Unfortunately and somewhat
surprisingly, such a statement does not seem to be in the existing literature and
we have not been able to prove it.
Problem 2.2. Let γ ∈ R and ψ : N → R+ . Prove, that for almost all α ∈ R
the inequality
|nα− r − γ| < ψ(n)
holds for infinitely many coprime pairs (n, r) ∈ N×Z provided that the divergent
sum condition (2.3) and the limsup condition (2.4) hold.
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Of course a version of Conjecture 2.1 in which the points (α, β) are restricted
to a fiber in R2 or a (non-degenerate) curve is of interest but currently seems well
out of reach. In particular, it is natural to consider the following two-dimensional
inhomogeneous version of Problem 2.1.
Problem 2.3. Let γ, δ ∈ R and α ∈ R \ (L ∪Q). Prove that
lim inf
n→∞
n (log n)2‖nα− γ‖ ‖nβ − δ‖ = 0 for almost all β ∈ R . (2.13)
Within this paper we obtain the following conditional partial result.
Theorem 2.4. Let γ ∈ R, δ = 0 and α ∈ R\(L∪Q). Then, under the assumption
that the Duffin-Schaeffer Conjecture is true, (2.13) holds.
Remark 2.9. It is worthwhile comparing Problem 2.3 with the inhomogeneous
version of Littlewood’s Conjecture. The latter states: for any α, β ∈ R such that
1, α, β are linearly independent over Q
lim inf
n→∞
n‖nα− γ‖ ‖nβ − δ‖ = 0 for any γ, δ ∈ R2 . (2.14)
The existence of a single pair (α, β) satisfying (2.14) was conjectured by Cassels in
the 1950s and remained open until the recent work of Shapira [51]. He showed the
validity of (2.14) for almost all pairs (α, β) and, in particular, for the basis 1, α, β
of any real cubic number field. A higher dimensional version of these findings
have subsequently been established by Lindenstrauss and Shapira [45]. In short,
Problem 2.3 implies a (log n)2 strengthening of the inhomogeneous Littlewood’s
Conjecture at a cost of ‘losing’ a null set of β ∈ R, which almost certainly will
depend on δ. Note that without the (log n)2 strengthening, Shapira’s result shows
that for almost every α ∈ R, the null set is independent of δ. Recently, Gorodnik
and Vishe [27] have obtained a (log log log log log n)λ strengthening of Shapira’s
result. Here λ is some positive constant.
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Part II
Developing techniques and establishing the
main results
3 Ostrowski expansion
The Ostrowski expansion of real numbers is very much at the heart of our ap-
proach towards obtaining good estimates for the size of ‖nα − γ‖. In short,
the Ostrowski expansion naturally expresses real numbers in terms of the basic
parameters associated with the theory of continued fraction.
3.1 Continued fractions: the essentials
To begin with we recall various standard facts from the theory of continued
fractions, which can for instance be found in [37] or [47]. Let α be a real irrational
number. Throughout, the expression
α = [a0; a1, a2, . . . ] = a0 +
1
a1 +
1
a2 +
1
a3 + .. .
will denote the simple continued fraction expansion of α. The integers ak are
called the partial quotients of α and for k ≥ 1 satisfy ak ≥ 1. The reduced
rationals
pk
qk
= [a0; a1, . . . , ak] (k ≥ 0)
obtained by truncating the infinite continued fraction expansion are called the
principal convergents of α. We will often make use of the quantities
Dk = qkα− pk (k ≥ 0). (3.1)
The following well known relations can be found in [47]:
pk+1 = ak+1pk + pk−1, qk+1 = ak+1qk + qk−1 (k ≥ 1), (3.2)
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D0 = {α}, Dk = (−1)k‖qkα‖ (k ≥ 1), (3.3)
ak+1Dk = Dk+1 −Dk−1 (k ≥ 1), (3.4)
1
2
≤ qk+1|Dk| ≤ 1 (k ≥ 0). (3.5)
Using (3.3) and (3.4) it is easily verified that
ak+2|Dk+1|+ |Dk+2| = |Dk| (k ≥ 0), (3.6)
∞∑
i=1
ak+2i|Dk+2i−1| = |Dk| (k ≥ 0) (3.7)
and therefore
∞∑
i=k+1
ai+1|Di| = |Dk|+ |Dk+1| (k ≥ 0). (3.8)
Recall that a0 = ⌊α⌋, p1 = a0a1 + 1, q1 = a1, and therefore
D1 = q1α− p1 = a1{α} − 1.
In view of (3.3), D1 < 0 and so it follows that |D1| = 1 − a1{α}. Now, since
|D0| = {α}, we have that a1|D0| + |D1| = 1 and on using (3.8) with k = 0 we
obtain that ∞∑
i=0
ai+1|Di| = |D0|+ 1 . (3.9)
We will also appeal to the following well known and useful consequence of
(3.2), which can easily be verified by induction:
max{2m−12 , a1 · · · am} ≤ qm ≤ 2m−1 · a1 · · · am ∀ m ≥ 1 . (3.10)
Finally, it is easy to show that
|Dk| > |Dk+1| (k ≥ 0). (3.11)
3.2 The Ostrowski expansion
The continued fractions framework offers a natural and convenient way of en-
coding real numbers (both integers and irrationals) via the continued fraction
expansion of a given irrational number. The following lemma explicitly deter-
mines the expansion of a positive integer in terms of the denominators of the
principal convergents of a given irrational number.
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Lemma 3.1. Let α ∈ R \ Q and let ak = ak(α) and qk = qk(α) be as above.
Then, for every n ∈ N there is a unique integer K ≥ 0 such that
qK ≤ n < qK+1,
and a unique sequence {ck+1}∞k=0 of integers such that
n =
∞∑
k=0
ck+1qk, (3.12)
0 ≤ c1 < a1 and 0 ≤ ck+1 ≤ ak+1 ∀ k ≥ 1, (3.13)
ck = 0 whenever ck+1 = ak+1 with k ≥ 1, (3.14)
ck+1 = 0 ∀ k > K. (3.15)
The representation given by Lemma 3.1 is called the Ostrowski expansion (or
Ostrowski numeration) of the integers. In view of (3.15) the sum (3.12) is finite.
The next lemma shows that if we work with the quantities Dk rather than simply
the denominators qk, then a similar representation is valid for irrational numbers.
Lemma 3.2. Let α ∈ [0, 1) \Q and let ak = ak(α), qk = qk(α) and Dk = Dk(α)
be as above, and suppose that γ ∈ [−α, 1 − α). Then there is a unique sequence
{bk+1}∞k=0 of integers such that
γ =
∞∑
k=0
bk+1Dk, (3.16)
0 ≤ b1 < a1 and 0 ≤ bk+1 ≤ ak+1 ∀ k ≥ 1, (3.17)
bk = 0 whenever bk+1 = ak+1 with k ≥ 1. (3.18)
Observe that in view of (3.9) and (3.17), the series in (3.16) is absolutely conver-
gent.
Further details of the expansion of real numbers given by Lemmas 3.1 and 3.2
can be found in [47, pp. 24, 33]. As already mentioned, the Ostrowski expansion
of real numbers is a key tool in our approach towards obtaining estimates for the
size of ‖nα− γ‖, which will be the subject of the next section.
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4 Estimates for ‖nα− γ‖
In this section we give estimates for the size of ‖nα − γ‖ using the Ostrowski
expansions of n and γ. Before we proceed with the general case of this fairly
elaborate task, we consider the much easier homogenous case; that is, the case
when γ = 0. Note that if (1.1) is not satisfied, ‖nα − γ‖ = ‖(n − l)α‖ for some
fixed l ∈ N and so we are within the homogeneous setup.
4.1 The homogeneous case
We begin by stating a lemma which is a slightly simplified version of [47, Theorem
II.4.1].
Lemma 4.1. Let α ∈ [0, 1) \Q, n ∈ N, and, with reference to Lemma 3.1, let m
be the smallest integer such that cm+1 6= 0. If m ≥ 2 then
‖nα‖ =
∣∣∣∣∣
∞∑
k=m
ck+1Dk
∣∣∣∣∣ = sgn(Dm) ·
∞∑
k=m
ck+1Dk . (4.1)
Also ifm = 1 and {α} < 1/2, then we have (4.1). In all other cases, ‖nα‖ ≥ |D2|,
which is a positive constant depending on α only.
Lemma 4.1 underpins the following two-sided estimate for ‖nα‖.
Lemma 4.2. Let α ∈ [0, 1) \ Q and n ∈ N, and let m be as in Lemma 4.1. If
‖nα‖ < |D2| then m ≥ 2, and if m ≥ 2 then
(cm+1 − 1)|Dm|+ (am+2 − cm+2)|Dm+1| ≤ ‖nα‖ ≤ (cm+1 + 1)|Dm|. (4.2)
Proof. By Lemma 4.1, if ‖nα‖ < |D2| or m ≥ 2, we have that (4.1) holds and
m ≥ 1. Then using the fact that sgn(Dk) = (−1)k we find that
‖nα‖ = cm+1|Dm| − cm+2|Dm+1|+ cm+3|Dm+2| − cm+4|Dm+3|+ · · · (4.3)
≥ cm+1|Dm|+ (am+2 − cm+2)|Dm+1|
−am+2|Dm+1| − am+4|Dm+3| − · · ·
(3.7)
= cm+1|Dm|+ (am+2 − cm+2)|Dm+1| − |Dm| (4.4)
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where the above inequality is obtained by removing the non-negative terms
cm+3|Dm+2|, cm+5|Dm+4|, . . . , from (4.3) and using (3.13). This establishes the
l.h.s. of (4.2).
By (3.14) and the fact that cm+1 6= 0, we have that cm+2 < am+2 and so if m
was equal to 1, then the l.h.s. of (4.2) would imply the inequality ‖nα‖ ≥ |D2|.
Thus, ‖nα‖ < |D2| implies that m ≥ 2.
To obtain the r.h.s. of (4.2) we argue similarly to the proof of the lower bound,
this time removing the negative terms appearing in (4.3). It follows that
‖nα‖ ≤ cm+1|Dm|+ cm+3|Dm+2|+ cm+5|Dm+4|+ · · ·
(3.7)&(3.13)
≤ cm+1|Dm|+ |Dm+1|
(3.11)
≤ (cm+1 + 1)|Dm| .
The proof is now complete.
4.2 The inhomogeneous case
It is worth pointing out that the inhomogeneous estimates obtained in this section
are valid with γ = 0. We begin by establishing an inhomogeneous analogue of
Lemma 4.1.
Lemma 4.3. Let α ∈ [0, 1)\Q and γ ∈ [−α, 1−α), and suppose that (1.1) holds.
Further, let n ∈ N and, with reference to expansions (3.12) and (3.16), let
δk+1 := ck+1 − bk+1 (k ≥ 0) . (4.5)
Then, there exists a smallest integer m = m(n, α, γ) such that δm+1 6= 0 and
Σ = Σ(n, α, γ) :=
∞∑
k=m
δk+1Dk (4.6)
satisfies the equations
‖nα− γ‖ = ‖Σ‖ = min
{
|Σ| , 1− |Σ|
}
(4.7)
and
|Σ| = sgn(δm+1Dm)Σ . (4.8)
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Proof. Since ‖ · ‖ is invariant under integer translation, the l.h.s. of (4.7) is a
straightforward consequence of (3.1), (3.12) and (3.16), and the existence of m
follows trivially from (1.1). Furthermore, by (3.13) and (3.17), we have that
|δ2| ≤ a2 and |δ1| ≤ a1 − 1. Then,
|Σ| ≤
∞∑
k=0
|δk+1Dk| ≤
∞∑
k=0
ak+1|Dk| − |D0| (3.9)= 1. (4.9)
This implies that ‖Σ‖ = min{|Σ|, 1− |Σ|} and establishes the r.h.s. of (4.7).
In order to prove (4.8) first note that |δk+1| ≤ ak+1 for all k ≥ 0. Then, for
any integer l ≥ 1∣∣∣∣∣
∞∑
k=l
δk+1Dk
∣∣∣∣∣ ≤ |δl+1| · |Dl|+
∞∑
k=l+1
ak+1|Dk|
(3.8)
= |δl+1| · |Dl|+ |Dl|+ |Dl+1|
(3.6)
= (|δl+1|+ 1− al+1)|Dl|+ |Dl−1|. (4.10)
First, consider the case when |δm+2| ≤ am+2− 1. Then, by (4.10) with l = m+1,
we have that
∣∣∑∞
k=m+1 δk+1Dk
∣∣ ≤ |Dm|. On the other hand, since δm+1 6= 0 and
it is an integer, we have that |δm+1Dm| ≥ |Dm|. Therefore, the first term in the
sum
∑∞
k=m δk+1Dk dominates and so (4.8) holds.
Now assume that δm+2 = am+2. Then, by (3.13), (3.17) and (4.5), we have
that cm+2 = am+2 and bm+2 = 0. Consequently, by (3.14), we get cm+1 = 0, and
so δm+1 = cm+1−bm+1 < 0. Then sgn(δm+1Dm) = sgn(δm+2Dm+1), which implies
that
|δm+1Dm + δm+2Dm+1| ≥ |Dm|+ |Dm+1|.
In turn, by (4.10), we have that∣∣∣∣∣
∞∑
k=m+2
δk+1Dk
∣∣∣∣∣ ≤ |Dm+1|+ |Dm+2| < |Dm|+ |Dm+1|.
Therefore the first two terms in the sum
∑∞
k=m δk+1Dk (which have the same
sign) dominate and so (4.8) holds again.
The remaining case δm+2 = −am+2 is established in a similar manner to the
case δm+2 = am+2. We leave the details to the reader.
Lemma 4.3 enables us to compute the value of ‖nα − γ‖ via |Σ|. The next
two lemmas, akin to Lemma 4.2, provide accurate estimates for |Σ| and 1− |Σ|.
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Lemma 4.4. Let α, γ, n, δk+1, m and Σ be as in Lemma 4.3 and let K be as in
Lemma 3.1. Then there exists some ℓ ∈ N, with ℓ ≤ max{2, K −m + 1}, such
that
δm+2+i = (−1)isgn(δm+1)am+2+i (1 ≤ i ≤ ℓ− 1), (4.11)
δm+2+ℓ 6= (−1)ℓsgn(δm+1)am+2+ℓ , (4.12)
and we have that
|Σ| = (|δm+1| − 1)|Dm|
+ (am+2 − 1− sgn(δm+1)δm+2)|Dm+1|
+ (am+2+ℓ − (−1)ℓsgn(δm+1)δm+2+ℓ)|Dm+1+ℓ|
+ ∆ , (4.13)
where
0 ≤ |δ1| − 1 ≤ a1 − 2 (if m = 0) , (4.14)
0 ≤ |δm+1| − 1 ≤ am+1 − 1 (if m ≥ 1) , (4.15)
0 ≤ am+2 − 1− sgn(δm+1)δm+2 ≤ 2am+2 − 1 , (4.16)
1 ≤ am+2+ℓ − (−1)ℓsgn(δm+1)δm+2+ℓ ≤ 2am+2+ℓ , and (4.17)
0 ≤ ∆ ≤ 2|Dm+1+ℓ|+ 2|Dm+2+ℓ| < 4|Dm+1+ℓ| . (4.18)
Remark 4.1. In the above statement ℓ can in principle be 1 in which case condition
(4.11) is empty and thus automatically holds.
Proof. By (3.15) and (3.17), we have that δm+2+ℓ = −bm+2+ℓ ≤ 0 for all ℓ ≥ ℓ0 :=
max{1, K −m}. Obviously, the expression
(−1)ℓsgn(δm+1)am+2+ℓ
takes one positive and one negative value when ℓ ∈ {ℓ0, ℓ0+1}. Therefore, (4.12)
holds for some ℓ ≤ ℓ0 + 1 = max{2, K −m+ 1}. On letting ℓ to be the minimal
positive integer satisfying (4.12) we also ensure the validity of (4.11).
Equations (4.14) and (4.15) follow immediately from (4.5) together with he
assumption that δm+1 6= 0, and properties (3.13) and (3.17) of the Ostrowski
expansion.
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Next, we consider (4.16). If δm+1 > 0, then cm+1 = δm+1 + bm+1 > 0 and, by
(3.13), we have that cm+2 ≤ am+2− 1. This means that sgn(δm+1)δm+2 = δm+2 =
cm+2 − bm+2 ≤ am+2 − 1 and implies the l.h.s. of (4.16). Similarly, if δm+1 < 0,
then bm+1 = cm+1−δm+1 > 0 and, by (3.17), we have that bm+2 ≤ am+2−1. This
means that sgn(δm+1)δm+2 = −δm+2 = bm+2− cm+2 ≤ am+2−1 and again implies
the l.h.s. of (4.16). In either case |sgn(δm+1)δm+2| ≤ am+2 and so the r.h.s. of
(4.16) is straightforward.
Equation (4.17) is a consequence of (4.12) and the inequality |δm+2+ℓ| ≤
am+2+ℓ, which is valid for the same reason as the r.h.s. of (4.15).
What remains is to prove (4.18). By (4.6), (4.8) and the fact that sgn(Di) =
(−1)i, we obtain that
|Σ| = sgn(δm+1Dm) ·
∞∑
k=m
δk+1Dk
= |δm+1| |Dm| − sgn(δm+1)δm+2|Dm+1|+
+
∞∑
k=m+2
(−1)k−msgn(δm+1)δk+1|Dk|
(4.11)
= |δm+1| |Dm| − sgn(δm+1)δm+2|Dm+1| −
m+ℓ∑
k=m+2
ak+1|Dk|−
− (−1)ℓsgn(δm+1)δm+ℓ+2|Dm+ℓ+1|+
+
∞∑
k=m+ℓ+2
(−1)k−msgn(δm+1)δk+1|Dk| .
Therefore, on combining the implicit expression for ∆ from (4.13) with the above
equation for |Σ|, we obtain that
∆ = |Dm|+ |Dm+1| −
m+ℓ+1∑
k=m+1
ak+1|Dk|+
∞∑
k=m+ℓ+2
(−1)k−msgn(δm+1)δk+1|Dk| .
(4.19)
Therefore, since |δk+1| ≤ ak+1, we get that
∆ ≥ |Dm|+ |Dm+1| −
∞∑
k=m+1
ak+1|Dk| (3.8)= 0
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and
∆ ≤ |Dm|+ |Dm+1| −
m+1+ℓ∑
k=m+1
ak+1|Dk|+
∞∑
k=m+2+ℓ
ak+1|Dk|
= |Dm|+ |Dm+1| −
∞∑
k=m+1
ak+1|Dk|︸ ︷︷ ︸
|| (3.8)
0
+ 2
∞∑
k=m+2+ℓ
ak+1|Dk|
(3.8)
= 2|Dm+1+ℓ|+ 2|Dm+2+ℓ| < 4|Dm+1+ℓ| .
This completes the proof.
Corollary 4.1. Under the conditions of Lemma 4.4, we have that
‖nα− γ‖ < (|δm+1|+ 2)|Dm|.
Proof. By (4.13) and (4.18), it follows that
‖nα− γ‖ ≤ (|δm+1| − 1)|Dm|+ (2am+2 − 1)|Dm+1|+ (2am+3 + 4)|Dm+2|
(3.6)
= (|δm+1|+ 1)|Dm|+ |Dm+1| < (|δm+1|+ 2)|Dm|.
Lemma 4.5. Let α, γ, n, δk+1, m and Σ be as in Lemma 4.3 and let K be as in
Lemma 3.1. Then there exists a positive integer L ≤ K + 2 such that
δi+1 = (−1)i+msgn(δm+1)ai+1 (1 ≤ i ≤ L− 1), (4.20)
δL+1 6= (−1)L+msgn(δm+1)aL+1 (4.21)
and
1− |Σ| = (a1 − 1− (−1)msgn(δm+1)δ1)|D0|
+
(
aL+1 − (−1)L+msgn(δm+1)δL+1
)|DL|
+ ∆˜ , (4.22)
where all the three terms in the r.h.s. of (4.22) are non-negative, and
0 ≤ ∆˜ < 4|DL| . (4.23)
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Proof. By (3.15) and (3.17), we have that δi+1 ≤ 0 for all i ≥ K+1. This readily
implies the existence of L ∈ N such that L ≤ K + 2 and (4.20) and (4.21) hold
– see the proof of Lemma 4.4 for a similar and more detailed argument. The
non-negativity of the first two terms in the r.h.s. of (4.22) follows immediately
from the facts that |δ1| ≤ a1 − 1 and |δk+1| ≤ ak+1 for k ≥ 1.
Now we proceed to the proof of (4.23). We have that
1− |Σ| (4.6)&(4.8)= 1− sgn(δm+1Dm) ·
∞∑
k=m
δk+1Dk
(3.9)
= (a1 − 1)|D0|+
∞∑
k=1
ak+1|Dk| − sgn(δm+1Dm) ·
∞∑
k=m
δk+1Dk
= (a1 − 1− (−1)msgn(δm+1)δ1)|D0|
+
∞∑
k=1
(
ak+1 − (−1)k+msgn(δm+1)δk+1
)|Dk|
(4.20)
= (a1 − 1− sgn(δm+1Dm)δ1)|D0|
+
(
aL+1 − (−1)L+msgn(δm+1)δL+1
)|DL|
+
∞∑
k=L+1
(
ak+1 − (−1)k+msgn(δm+1)δk+1
)|Dk| .
The latter sum is by definition ∆˜. Since |δk+1| ≤ ak+1 for all k, we trivially have
that
0 ≤ ∆˜ ≤ 2
∞∑
k=L+1
ak+1|Dk| (3.8)= 2(|DL|+ |DL+1|) ≤ 4|DL| .
This establishes (4.23) and completes the proof.
5 A gaps lemma and its consequences
In the course of establishing Theorems 1.4 – 1.8 we will group together nat-
ural numbers n such that ‖nα − γ‖ is of comparable size. Akin to Lebesgue
integration, this natural idea will prove to be extremely fruitful for our pur-
poses. We shall see that the ‘grouping’ in question leads to investigating subsets
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A(d1, . . . , dm+1) of natural numbers that have, up to certain point, pre-determined
digits d1, . . . , dm+1 in their Ostrowski expansions. The following lemma reveals
the structure of such sets in terms of the size of the gap between consecutive
integers in A(d1, . . . , dm+1).
Lemma 5.1 (Gaps Lemma). Let α ∈ R \ Q, m ≥ 0 and d1, . . . , dm+1 be non-
negative integers such that d1 < a1, dk+1 ≤ ak+1 for k = 1, . . . ,m and dk = 0
whenever dk+1 = ak+1 for k ≤ m. Let A = A(d1, . . . , dm+1) denote the set of all
n ∈ N with Ostrowski expansions of the form
n =
m∑
k=0
dk+1qk +
∞∑
k=m+1
ck+1qk . (5.1)
Write A = {n1 < n2 < . . . } in increasing order. Then, for every i ≥ 1 we have
that:
(i) if dm+1 > 0 then ni+1 − ni ∈ {qm+1, qm+1 + qm}, and
(ii) if dm+1 = 0 then ni+1 − ni ∈ {qm+1, qm}. Furthermore, if ni+1 − ni = qm
then cm+2(ni) = am+2 and the gap ni+1−ni is preceded by am+2 consecutive
gaps of length qm+1.
Proof. The Ostrowski expansion of a natural number n can be defined via the
following well known “greedy algorithm”. First, choose the largest integer M
satisfying qM ≤ n. This is possible since α is irrational and so the sequence qk is
unbounded. Then, select cM+1 to be the largest integer satisfying cM+1qM ≤ n.
Next, subtract cM+1qM from n and then repeat this process on the remaining
integer to determine cM and so on. Formally, with nM := n we define
ck+1 :=
[
nk
qk
]
and nk−1 := nk − ck+1qk for k =M,M − 1, . . . , 0 . (5.2)
Since q0 = 1, this process will terminate with the remainder equal to 0. Also we
define ck+1 = 0 for k > M .
Using (3.2) and (5.2) one easily verifies properties (3.12)–(3.15); that is, the
above algorithm produces the Ostrowski expansion of n. Consequently, the set
A(d1, . . . , dm+1) can be put in increasing order by using the reverse lexicographic
ordering of the Ostrowski coefficients. For the rest of the proof let
n′ :=
m∑
k=0
dk+1qk. (5.3)
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In view of the conditions imposed on d1, . . . , dm+1 in the statement of the lemma,
we have thatA(d1, . . . , dm+1) 6= ∅. Furthermore, if n′ > 0 then n′ ∈ A(d1, . . . , dm+1)
and in this case n′ is the smallest element of A(d1, . . . , dm+1). Now we fix some
i ∈ N and suppose that
ni+1 = n
′ +
∞∑
k=m′
ck+1qk,
where ck+1 = ck+1(ni+1) are the Ostrowski coefficients of ni+1 and m
′ ≥ m + 1
with cm′+1 6= 0. Since i + 1 > 1, we have that ni+1 > n1 ≥ n′, and such an m′
exists. We now consider three separate scenarios.
Case (1). Suppose that m′ = m+1. Then, by the reverse lexicographic ordering
of A(d1, . . . , dm+1), we have that
ni = n
′ + (cm+2 − 1)qm+1 +
∞∑
k=m+2
ck+1qk .
In this case, we obviously have that ni+1 − ni = qm+1.
Case (2). Suppose that m′ −m is positive and even. Then again appealing to
the reverse lexicographic ordering we find that
ni = n
′ + am+3qm+2 + am+5qm+4 + · · ·+ am′qm′−1
+(cm′+1 − 1)qm′ +
∞∑
k=m′+1
ck+1qk .
Using (3.2) one readily verifies that ni+1 − ni = qm+1 in this case.
Case (3). Suppose that m′ −m − 2 is positive and odd. Then the form of ni
depends on whether or not dm+1 > 0. If dm+1 > 0, then
ni = n
′ + (am+2 − 1)qm+1 + am+4qm+3 + am+6qm+5 + · · ·+ am′qm′−1
+(cm′+1 − 1)qm′ +
∞∑
k=m′+1
ck+1qk .
Again using (3.2) one verifies that ni+1 − ni = qm+1 + qm. Finally, if dm+1 = 0
then
ni = n
′ + am+2qm+1 + am+4qm+3 + am+6qm+5 + · · ·+ am′qm′−1
+(cm′+1 − 1)qm′ +
∞∑
k=m′+1
ck+1qk ,
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and using (3.2) gives ni+1 − ni = qm. The ‘furthermore’ part of (ii) easily fol-
lows from the above explicit form of ni and the reverse lexicographic ordering of
A(d1, . . . , dm+1). This completes the proof.
Using Lemma 5.1, we are able to prove various useful counting results.
Lemma 5.2. Let α ∈ R \ Q, N ≥ 3 and m ≥ 0. Furthermore, let d1, . . . , dm+1
and A(d1, . . . , dm+1) be as in Lemma 5.1, let n
′ be given by (5.3) and let
AN(d1, . . . , dm+1) := A(d1, . . . , dm+1) ∩ [1, N ].
Then ∑
n∈AN (d1,...,dm+1)
n 6=n′
1
n
≤ 5 logN
qm+1
.
Proof. We will assume that AN(d1, . . . , dm+1) contains at least one element dif-
ferent from n′, as otherwise the sum under consideration is zero and there is
nothing to prove. By Lemma 5.1, for any distinct n1, n2 ∈ AN(d1, . . . , dm+1) with
cm+2(ni) < am+2 (i = 1, 2) we have that |n1 − n2| ≥ qm+1. In this case we find
that ∑
n∈AN (d1,...,dm+1)
cm+2<am+2, n 6=n′
1
n
≤
∑
1≤ℓ≤N/qm+1
1
n′ + ℓqm+1
≤ 1
qm+1
∑
1≤ℓ≤N/qm+1
1
ℓ
≤ 2 logN
qm+1
.
On the other hand, any distinct n1, n2 ∈ AN(d1, . . . , dm+1) with cm+2(ni) = am+2
(i = 1, 2) lie in AN(d1, . . . , dm+1, am+2). Then, by Lemma 5.1, it follows that
|n1 − n2| ≥ qm+2 and so similarly∑
n∈AN (d1,...,dm+1)
cm+2=am+2
1
n
≤
∑
0≤ℓ≤N/qm+2
1
n′ + am+2qm+1 + ℓqm+2
≤ 1
am+2qm+1
+
2 logN
qm+2
≤ 3 logN
qm+1
.
This together with the previous displayed estimate implies the desired statement.
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Lemma 5.3. Under the conditions of Lemma 5.2, let us assume that
#AN(d1, . . . , dm+1) ≥ 1.
Then
N
3qm+1
≤ #AN(d1, . . . , dm+1) ≤ 3N
qm+1
+ 1 . (5.4)
Proof. In order to establish the lower bound, first observe that since we are
assuming that #AN(d1, . . . , dm+1) ≥ 1, the lower bound inequality in (5.4) is
trivial if N ≤ 3qm+1. Without loss of generality, assume that N > 3qm+1. It is
readily verified that the minimal element of A(d1, . . . , dm+1) is ≤ qm+1. Hence,
by Lemma 5.1, any block of 2qm+1 consecutive positive integers contains at least
one element of A(d1, . . . , dm+1). Therefore,
#AN(d1, . . . , dm+1) ≥ 1 +
⌊
N − qm+1
2qm+1
⌋
≥ N − qm+1
2qm+1
N>3qm+1≥ N
3qm+1
.
This verifies the lower bound of (5.4).
For the upper bound write A(d1, . . . , dm+1) = {n1 < n2 < · · · } in increasing
order. Let t = #AN(d1, . . . , dm+1). Thus, nt ≤ N < nt+1. Observe, that without
loss of generality, we can assume that t ≥ 2 as otherwise the upper bound in (5.4)
is trivial. With this in mind, we consider separately the two cases appearing in
the statement of Lemma 5.1.
• In case (i), we have that ni+1 − ni ≥ qm+1 for all i ≥ 1 and therefore N ≥
n1 + (t− 1)qm+1. Hence
N
#AN(d1, . . . , dm+1)
=
N
t
≥ n1 + (t− 1)qm+1
t
t≥2≥ qm+1
2
, (5.5)
and the upper bound in (5.4) readily follows.
• In case (ii), we have that any gap of length qm among {n1, n2, . . .} must be
preceded by am+2 consecutive gaps of length qm+1. Therefore, if t−1 < am+2+1,
then all the gaps ni − ni−1 with i ≤ t must be qm+1 and we have that N ≥
n1 + (t − 1)qm+1. Then, by (5.5), we again conclude that the upper bound in
(5.4) holds. It remains to consider the case t − 1 ≥ am+2 + 1. In this case, it is
obvious that t ≥ 3. Further, by the division algorithm, t− 1 = Q(am+2 + 1) +R
with 0 ≤ R < am+2 + 1. Then, there are at most Q gaps of length qm, each
preceded by am+2 consecutive gaps of length qm+1, plus R gaps of length qm+1.
Then, we have that
N ≥ n1 + t− 1−R
am+2 + 1
(am+2qm+1 + qm) +Rqm+1
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≥ (t− 1−R)qm+1
2
+Rqm+1
≥ (t− 1−R)qm+1
2
+R
qm+1
2
=
t− 1
2
qm+1
t≥3≥ t
3
qm+1 =
qm+1 ·#AN(d1, . . . , dm+1)
3
,
whence the upper bound in (5.4) follows.
6 Counting solutions to ‖nα− γ‖ < ε
Given an α, γ ∈ R, N ∈ N and ε > 0, consider the set
Nγ(α, ε) := {n ∈ N : ‖nα− γ‖ < ε, n ≤ N} . (6.1)
In the homogeneous case (γ = 0), we will simply write N(α, ε) for N0(α, ε). The
main goal of this section is to estimate the cardinality of Nγ(α, ε).
6.1 The homogeneous case
We begin by observing that when εN ≥ 1, Minkowski’s Theorem for convex
bodies, see [20, p.71], implies that
#N(α, ε) ≥ ⌊εN⌋ . (6.2)
In fact, we have already used this estimate in the proof of Theorem 1.3. We
shall investigate under which conditions this bound can be reversed with some
positive multiplicative constant. The main result established in this section is
the following statement.
Lemma 6.1. Let α ∈ R \ Q and (qℓ)ℓ≥0 be the sequence of denominators of the
principal convergents of α. Let N ∈ N and ε > 0 such that 0 < 2ε < ‖q2α‖.
Suppose that
1
2ε
≤ qℓ ≤ N (6.3)
for some integer ℓ. Then
⌊εN⌋ ≤ #N(α, ε) ≤ 32 εN . (6.4)
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Proof. Without loss of generality, we will assume that ℓ is the smallest integer
satisfying (6.3). Since 2ε < ‖q2α‖, by (3.5) and (6.3), we have that qℓ > q2, so
ℓ ≥ 3. By the minimality of ℓ,
qℓ−1 <
1
2ε
≤ qℓ. (6.5)
Let n ∈ N satisfy the condition ‖nα‖ < ε and let m be the same as in Lemma 4.2.
Then, by (3.5) and (4.2), we obtain that
cm+1 − 1
2qm+1
+
am+2 − cm+2
2qm+2
≤ ‖nα‖ ≤ cm+1 + 1
qm+1
. (6.6)
Since, by definition, cm+1 6= 0, condition (3.14) implies that am+2 − cm+2 ≥ 1.
Hence, by (6.6), we obtain that
1
2qm+2
≤ ‖nα‖ < ε
and thus qm+2 ≥ 1/(2ε). Since ℓ is defined to be the smallest integer satisfying
qℓ ≥ 1/(2ε), we conclude that m+ 2 ≥ ℓ. Consider the following three cases.
Case (1): m ≥ ℓ. Then n lies in the set AN(d1, . . . , dℓ) with d1 = · · · = dℓ = 0.
By Lemma 5.3,
#AN(0, . . . , 0︸ ︷︷ ︸
ℓ
) ≤ 3N
qℓ
+ 1
(6.5)
≤ 6 εN + 1 .
By (6.3), we have that 2εN ≥ 1. Therefore, the number of n ∈ N(α, ε) that
correspond to this case is
≤ 8εN .
Case (2): m + 1 = ℓ. Then qm+1 = qℓ ≥ 1/(2ε) and consequently, by (6.6) and
the assumption ‖nα‖ < ε, we have that
cm+1 < 1 + 2εqm+1 ≤ 4εqm+1. (6.7)
It follows that each n ∈ N(α, ε) with m + 1 = ℓ, must lie in AN(d1, . . . , dm+1)
with d1 = · · · = dm = 0 and dm+1 = cm+1, for some cm+1 satisfying (6.7). By
Lemma 5.3,
#AN(0, . . . , 0︸ ︷︷ ︸
ℓ−1
, cm+1) ≤ 3N
qm+1
+ 1 .
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Since qm+1 = qℓ < N , we have that
#AN(0, . . . , 0︸ ︷︷ ︸
ℓ−1
, cm+1) ≤ 4N
qm+1
.
Therefore, using (6.7), we conclude that the number of n ∈ N(α, ε) that corre-
spond to this case is
≤ 4N
qm+1
· 4εqm+1 = 16 εN .
Case (3): m+ 2 = ℓ. Then, by (6.5), we have that
qm+1 = qℓ−1 < 1/(2ε) ≤ qℓ = qm+2.
Consequently, by (6.6) we obtain that cm+1 = 1 and
am+2 − cm+2
2qm+2
≤ ‖nα‖ < ε .
Thus, we have that
qm+2 >
1
2ε
and am+2 − cm+2 < 2εqm+2 .
It follows that each n ∈ N(α, ε) with m + 2 = ℓ must lie in AN(d1, . . . , dm+2)
with d1 = · · · = dm = 0, dm+1 = cm+1 = 1 and dm+2 = cm+2. By Lemma 5.3,
#AN(0, . . . , 0︸ ︷︷ ︸
ℓ−2
, 1, cm+2) ≤ 3N
qm+2
+ 1 ≤ 4N
qm+2
.
Therefore, we conclude that the number of n ∈ N(α, ε) that correspond to this
case is
≤ 4N
qm+2
× 2εqm+2 = 8εN .
On summing the estimates obtained in each of the above three cases yields
the desired result.
The following corollary of Lemma 6.1 is phrased in terms of the exponent
of approximation w(α) of α ∈ R, – see (1.27) for the definition. Recall that L
denotes the set of Liouville numbers; that is, the set of real numbers α such that
w(α) =∞.
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Corollary 6.1. Let α 6∈ L ∪Q and let ν ∈ R satisfy the inequalities
0 < ν <
1
w(α)
. (6.8)
Then, there exists a constant ε0 = ε0(α) > 0 such that for any sufficiently large
N and any ε with N−ν < ε < ε0, estimate (6.4) is satisfied.
Proof. We will assume that 2ε0 < ‖q2α‖. Let ℓ be the smallest integer such
that (2ε)−1 ≤ qℓ. In particular, we have that ℓ ≥ 3 and (6.5) is satisfied. By
Lemma 1.1 and the condition w(α) < 1/ν, we have that qm+1 ≤ q1/νm for all
sufficiently large m. In particular, for sufficiently small ε0 the parameter ℓ will
be sufficiently large and hence we will have that qℓ ≤ q1/νℓ−1. Then, using (6.5), we
readily verify that
qℓ ≤ q1/νℓ−1 < 1/(2ε)1/ν < 1/ε1/ν < N .
Since, by the definition of ℓ, we also have that (2ε)−1 ≤ qℓ, the inequalities
associated with (6.3) are satisfied. Therefore, Lemma 6.1 is applicable and the
conclusion of the corollary follows.
Now we discuss the situation not covered by Lemma 6.1, namely when (6.3) is
not satisfied. To begin with, we give another ‘trivial’ lower bound for #N(α, ε).
Suppose that K is the largest integer such that qK ≤ N . Then qK+1 > N and,
by (3.5), we have that
‖qKα‖ ≤ |DK | < 1/qK+1 .
Observe that for any positive integer s we trivially have that ‖sqKα‖ < s‖qKα‖.
Hence, as long as sqK ≤ N and s/qK+1 ≤ ε, we have that sqK ∈ N(α, ε). Hence,
#N(α, ε) ≥ min{⌊εqK+1⌋, ⌊N/qK⌋} . (6.9)
The next result shows that, up to a constant multiple, this rather trivial lower
bound combined with the other trivial lower bound given by (6.2) is best possible.
Lemma 6.2. Let α ∈ R \ Q and (qℓ)ℓ≥0 be the sequence of denominators of the
principal convergents of α, N ∈ N and ε > 0 such that N−1 < 2ε < ‖q2α‖. Let
K be the largest non-negative integer such that qK ≤ N , and let
M := max
{
εN,min
{
εqK+1,
N
2qK
}}
= min
{
εqK+1,max
{
εN,
N
2qK
}}
. (6.10)
Then
⌊M⌋ ≤ #N(α, ε) ≤ 32M . (6.11)
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Proof. The equality in (6.10) between the min-max and the max-min expressions
is a consequence of the fact that εN < εqK+1, which follows from the definition of
K. The lower bound in (6.11) is a consequence of (6.2) and (6.9). Thus, it remains
to prove the upper bound. Suppose that qK < 1/(2ε). Then ε < ε
′ := 1/(2qK)
and we have that N(α, ε) ⊂ N(α, ε′). Clearly, Lemma 6.1 is applicable to N(α, ε′)
and thus it follows that
#N(α, ε) ≤ 32ε′N = 32N/2qK .
Again, by Lemma 6.1, in the case qK ≥ 1/(2ε) we have that #N(α, ε) ≤ 32εN .
Hence
#N(α, ε) ≤ 32max{εN,N/2qK} .
Next, let N ′ = qK+1. Note that N ′ > N and therefore N(α, ε) ⊂ N ′(α, ε). Also
condition (6.3) is satisfied with ℓ = K + 1. Hence, it follows via Lemma 6.1 that
#N(α, ε) ≤ #N ′(α, ε) ≤ 32εN ′ = 32qK+1ε.
Thus
#N(α, ε) ≤ 32min{εqK+1, max{εN,N/2qK}} .
This is the upper bound in (6.11) and thereby completes the proof of the lemma.
6.2 The inhomogeneous case
We prove a statement that relates the cardinality of the inhomogeneous set
Nγ(α, ε) to that of the homogeneous set N(α, ε). The upshot is that the es-
timates obtained in the previous section can be exploited to provide estimates
for #Nγ(α, ε).
Lemma 6.3. For any ε > 0 and N ∈ N, we have that
#Nγ(α, ε) ≤ #N(α, 2ε) + 1. (6.12)
Furthermore, if N ′γ(α, ε
′) 6= ∅, where N ′ := 1
2
N and ε′ := 1
2
ε, then
#Nγ(α, ε) ≥ #N ′(α, ε′) + 1 . (6.13)
Proof. First we prove the upper bound (6.12). Suppose that #Nγ(α, ε) ≥ 2, as
otherwise there is nothing to prove. Let n0 be the smallest element of Nγ(α, ε).
Then for any n ∈ Nγ(α, ε) such that n > n0 we have that
‖(n− n0)α‖ = ‖(nα− γ)− (n0α− γ)‖ ≤ ‖nα− γ‖+ ‖n0α− γ‖ < 2ε .
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Hence, n− n0 ∈ N(α, 2ε) and (6.12) immediately follows.
Now we prove the lower bound (6.13). In view of the assumptions of the
lemma, fix any n1 ∈ N ′γ(α, ε′). Then, for any n ∈ N ′(α, ε′) we obtain that
‖(n1 + n)α− γ‖ ≤ ‖n1α− γ‖+ ‖nα‖ < ε′ + ε′ = ε.
Also, note that 1 ≤ n1 + n ≤ N . Therefore,for any n ∈ N ′(α, ε′) we have that
n1 + n ∈ Nγ(α, ε). The lower bound (6.13) now readily follows.
7 Establishing the homogeneous results on sums
of reciprocals
In this section we prove Theorems 1.1 and 1.2. Before beginning the proofs, we
establish various useful auxiliary inequalities. As before, qk = qk(α) denotes the
denominators of the principal convergents of α, and K = K(N,α) denotes the
largest non-negative integer such that qK ≤ N , so
qK ≤ N < qK+1 . (7.1)
By (3.10) and (7.1), we also have that
K − 1 ≤ 2 logN/ log 2 . (7.2)
Furthermore, it is easily verified that
max{log(a1
2
· · · aK
2
), K} ≥ 1
3
log qK . (7.3)
Indeed, by (3.10), we have that
qK ≤ 2K−1 · a1 · · · aK < 4K · a12 · · · aK2 .
On taking logarithms, we obtain that
log qK ≤ K log 4 + log(a12 · · · aK2 ) ≤ 2 log 4max{K, log(a12 · · · aK2 )}
whence (7.3) follows.
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7.1 Proof of Theorem 1.2
7.1.1 The upper bound in (1.20)
For each pair of integers (u, a) satisfying 1 ≤ u ≤ K + 1 and 1 ≤ a ≤ au+1,
let BN(u, a) be the set of integers n with 1 ≤ n ≤ N such that the Ostrowski
coefficients {ck+1}∞k=0 of n satisfy
c1 = · · · = cu−1 = 0
and one of the following two conditions:
(i) cu = 0 and cu+1 = a+ 1, or
(ii) cu = 1 and cu+1 = au+1 − a.
In view of the uniqueness of Ostrowski expansion, the sets BN(u, a) are pairwise
disjoint. By definition, we always have that BN(u, a) ⊆ {1, . . . , N}. We claim
that {
n ∈ N : n ≤ N, ‖nα‖ < |D2|
} ⊂ K+1⋃
u=2
au+1⋃
a=1
BN(u, a) . (7.4)
To see this, take any n from the l.h.s. of (7.4) and, with reference to the Ostrowski
expansion of n, let m be the smallest integer such that cm+1 6= 0. By (7.1) and
Lemma 4.2, we have that 2 ≤ m ≤ K. If cm+1 > 1 then n lies in the set
BN(m, cm+1−1). If cm+1 = 1 then n lies in the set BN(m+1, am+2−cm+2). Note
that, by (3.14) and (3.15), in this case 1 ≤ am+2 − cm+2 ≤ am+2.
By Lemma 4.2, if n lies in the l.h.s. of (7.4) then
‖nα‖ ≥ a|Du| whenever n ∈ BN(u, a) (7.5)
for some u and a from the r.h.s. of (7.4). Clearly, the set BN(u, a) is the union
of
AN(0, . . . , 0︸ ︷︷ ︸
u times
, a+ 1) and AN(0, . . . , 0︸ ︷︷ ︸
u−1 times
, 1, au+1 − a) , (7.6)
where the sets AN(· · · ) are defined in §5. Then, by Lemma 5.3 and the inequalities
given by (7.1), we find that
#BN(u, a) ≤ 8N
qu+1
if u ≤ K − 1 . (7.7)
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Putting this together with (7.5) implies that
K−1∑
u=2
au+1∑
a=1
∑
n∈BN (u,a)
1
‖nα‖ ≤
K−1∑
u=2
au+1∑
a=1
8N
aqu+1|Du|
(3.5)
≤ 16N
K−1∑
u=2
au+1∑
a=1
1
a
≤ 16N
K−1∑
u=2
(1 + log au+1)
≤ 16N(K − 2 + log(a1 . . . aK))
(3.10)
≤ 64N log qK . (7.8)
Considering the case ‖nα‖ ≥ |D2|, we get that∑
n≤N
‖nα‖≥|D2|
1
‖nα‖ ≤ N |D2|
−1 (3.5)≤ 2q3N . (7.9)
It remains to note that if
n ∈
K+1⋃
u=K
au+1⋃
a=1
BN(u, a)
then
n ≡ 0 or qK−1 (mod qK) . (7.10)
Indeed, if n ∈ BN(K, a) then, since qK+1 > N ≥ n, by definition, the Ostrowski
expansion of n is either (a + 1)qK or qK−1 + (aK+1 − a)qK . In both cases (7.10)
is satisfied. Similarly, if n ∈ BN(K + 1, a) then, by definition, the Ostrowski
expansion of n can only be qK + (aK+2 − a)qK+1 and since n ≤ N < qK+1, we
have that n = qK . Clearly, (7.10) is satisfied again. The upshot is that the n’s
which fall into BN(K, a) or BN(K + 1, a) are irrelevant in estimating (1.20) and
therefore on combining (7.4), (7.8) and (7.9) implies the upper bound in (1.20).
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7.1.2 The lower bound in (1.20)
For eachm, a ∈ N, define B∗N(m, a) to be the collection of positive integers n ≤ N
with Ostrowski expansions satisfying ck+1 = 0 for all k < m and cm+1 = a. If
m ≤ K − 1 and 1 ≤ a ≤ am+1, the set B∗N(m, a) is clearly non-empty. Then, by
Lemma 5.3, it follows that
#B∗N(m, a) ≥
N
3qm+1
. (7.11)
Assume that n ∈ B∗N(m, a) and that one of the following is satisfied
• 1 ≤ a ≤ am+1 and m ≤ K − 2, or
• 2 ≤ a ≤ am+1 and m = K − 1.
Then it is easily seen that n 6≡ 0, qK−1 (mod qK). Therefore, the sum in (1.20) is
bounded below by
X :=
K−2∑
m=2
am+1∑
a=1
∑
n∈B∗
N
(m,a)
1
‖nα‖ +
aK∑
a=2
∑
n∈B∗
N
(K−1,a)
1
‖nα‖ .
By Lemma 4.2, ‖nα‖ ≤ (a + 1)|Dm| for every n ∈ B∗N(m, a) with m ≥ 2. Then
this together with (7.11) implies that
X ≥
K−2∑
m=2
am+1∑
a=1
N
3qm+1(a+ 1)|Dm| +
aK∑
a=2
N
3qK(a+ 1)|DK−1|
(3.5)
≥ 1
3
N
(
K−2∑
m=2
am+1∑
a=1
+
aK∑
a=2
)
1
a+ 1
= 1
3
N
K−1∑
m=2
am+1∑
a=1
1
a+ 1
− 1
6
N
≥ 1
3
N
K−1∑
m=2
log am+1+2
2
− 1
6
N
≥ 1
3
N
K−1∑
m=0
log am+1+2
2
− 1
3
N(log a1+2
2
+ log a2+2
2
)− 1
6
N . (7.12)
Since 3ai ≥ ai + 2 > ai,
log 3am+1
2
≥ log am+1+2
2
≥ max{log(3/2), log am+1
2
},
and we obtain from (7.12) that
X > 1
3
N max{K log(3/2), log(a1
2
. . . aK
2
)} − 1
3
N log(9a1a2/4)− 16N. (7.13)
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Trivially, 1
3
log(3/2) > 1
8
. Then, using (3.10) and (7.3) we obtain from (7.13) that
X ≥ 1
24
N log qK − 13N log q2 − 13N log(9/4)− 16N
≥ 1
24
N log qK − (13 log q2 + 12)N .
This completes the proof of (1.20).
7.1.3 Proof of (1.21) and (1.22)
First observe that since N ≥ q3 we have that K ≥ 3. Furthermore, 1 ≤ n1 ≤ N
and n1 ≡ 0 (mod qK) if and only if n1 = aqK for some a with 1 ≤ a ≤ N/qK .
Since N < qK+1 = aK+1qK + qK−1, we also have that a ≤ aK+1. Thus, the
expression n1 = aqK is the Ostrowski expansion of such an integer n1 and then,
by Lemma 4.1 (with m = K ≥ 3), we have that
‖n1α‖ = a|DK | .
Similarly, 1 ≤ n2 ≤ N and n2 ≡ qK−1 (mod qK) if and only if n2 = qK−1 +
(aK+1 − b)qK for some b with aK+1 − (N − qK−1)/qK ≤ b ≤ aK+1. Again since
N < aK+1qK + qK−1, we have that aK+1 − (N − qK−1)/qK > 0, which implies
that b ≥ 1. By Lemma 4.1 (with m = K − 1 ≥ 2), we have that
‖n2α‖ = |DK−1| − (aK+1 − b)|DK | (3.6)= |DK+1|+ b|DK | .
By (3.5),
qK+1
a
≤ 1‖n1α‖ ≤
2qK+1
a
and
qK+1
b+ 1
≤ 1‖n2α‖ ≤
2qK+1
b
.
Consequently,∑
1≤n≤N
n≡0, qK−1 (mod qK)
1
‖nα‖ ≤
∑
1≤a≤N/qK
2qK+1
a
+
∑
aK+1−(N−qK−1)/qK≤b≤aK+1
2qK+1
b
≤4qK+1
∑
1≤a≤1+N/qK
1
a
≤ 4qK+1(1 + log(1 +N/qK))
and ∑
1≤n≤N
n≡0, qK−1 (mod qK)
1
‖nα‖ ≥
∑
1≤a≤N/qK
qK+1
a
≥ qK+1 log(1 +N/qK) .
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These upper and lower bound inequalities prove (1.21). Similarly,∑
1≤n≤N
n≡0, qK−1 (mod qK)
min
{
cN,
1
‖nα‖
}
≤ 2
∑
1≤a≤2N/qK
min
{
cN,
2qK+1
a
}
≤ 2
∑
1≤a≤2N/qK
min
{
cN,
4aK+1qK
a
}
. (7.14)
Here we have used the fact that qK+1 = aK+1qK + qK−1 ≤ 2aK+1qK . Now split
the sum on the r.h.s. of (7.14) into two sub-sums: one with a ≤ 2(aK+1/c) 12 and
the other with a > 2(aK+1/c)
1
2 . The first sub-sum is trivially bounded by
2 · cN · 2 (aK+1/c) 12 = 4N (caK+1) 12
while the second sub-sum is bounded by
2 · 2N
qK
· 4aK+1qK
2(aK+1/c)
1
2
= 8N (caK+1)
1
2 .
On combining the previous two estimates with (7.14) we obtain (1.22).
7.2 Proof of Theorem 1.1
Let N be a sufficiently large integer and K = K(N,α) be as in statement of
Theorem 1.1. By the definition of K, for any integer 0 ≤ i ≤ K we have that
qi ≤ N . By (3.5), we have that qi+1‖qiα‖ < 1 and since qi+1 = ai+1qi + qi−1 >
ai+1qi (q−1 := −1), it follows that ai+1qi‖qiα‖ < 1. Hence
SN(α, 0) ≥
K∑
i=0
1
qi‖qiα‖ ≥
K∑
i=0
ai+1 = AK+1 .
Combining this with Corollary 1.5 establishes the lower bound in (1.19). It
remains to prove the upper bound.
By the partial summation formula (1.2), for any function g : N→ R, we have
that
N∑
n=1
g(n)
n
=
N∑
n=1
G(n)
n(n+ 1)
+
G(N)
N + 1
where G(n) :=
n∑
k=1
g(k) . (7.15)
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Now consider the specific function g defined as follows: given an integer k ≥ 0,
for qk ≤ n < qk+1, let
g(n) :=
 ‖nα‖
−1 if n 6≡ 0, qk−1 (mod qk)
0 otherwise ,
where q−1 := 0. Theorem 1.2 implies that
G(m) ≤ 64m logm+O(m) , (7.16)
where the implied constant depends only on α. Indeed, to see that this is so,
let M be the largest integer such that qM ≤ m. Then for n < qM , we have
that n 6≡ 0 (mod qM) while n ≡ qM−1 (mod qM) means that n = qM−1 and so
g(n) = 0. Hence, on making use of (1.20), we have that
G(m) =
M−1∑
k=0
∑
qk≤n<qk+1
n 6≡0,qk−1 (mod qk)
1
‖nα‖ +
∑
qM≤n≤m
n 6≡0,qM−1 (mod qM )
1
‖nα‖
≤
∑
1≤n≤m
n 6≡0,qM−1 (mod qM )
1
‖nα‖ ≤ 64m log qM +O(m)
≤ 64m logm+O(m)
which is precisely (7.16). On combining (7.15) and (7.16), it follows that
∑
1≤n≤N
g(n) 6=0
1
n‖nα‖ =
N∑
n=1
g(n)
n
≤ 64
N∑
n=1
log n
n
+O(logN)
≤ 32(logN)2 +O(logN) . (7.17)
It remains to consider the sum ∑
1≤n≤N
g(n)=0
1
n‖nα‖ .
We will use similar arguments to those appearing in §7.1.3. Fix any integer
k ≥ 3. A positive integer n1 ∈ [qk, qk+1) satisfies n1 ≡ 0 (mod qk) if and only if
n1 = aqk for some a with 1 ≤ a ≤ (qk+1 − 1)/qk. Similarly, a positive integer
n2 ∈ [qk, qk+1) satisfies n2 ≡ qk−1 (mod qk) if and only if n2 = qk−1 + (ak+1 − b)qk
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for some b with ak+1 − (qk+1 − qk−1 − 1)/qk ≤ b < ak+1. It is easily seen that
b ≥ 1. Then, by Lemma 4.1, we have that
‖n1α‖ = a|Dk|
and
‖n2α‖ = |Dk−1| − (ak+1 − b)|Dk| (3.6)= |Dk+1|+ b|Dk| .
By (3.5), we have that
1
‖n1α‖ ≤
2qk+1
a
and
1
‖n2α‖ ≤
2qk+1
b
.
These together with the inequality qk+1 < 2ak+1qk, imply that
1
‖n1α‖ ≤
4ak+1qk
a
and
1
‖n2α‖ ≤
4ak+1qk
b
.
Consequently, it follows that∑
qk≤n<qk+1
g(n)=0
1
n‖nα‖ ≤
∑
a≥1
4ak+1qk
qka2
+
∑
1≤b≤ak+1−1
4ak+1qk
b(ak+1 − b)qk
= 4ak+1
∑
a≥1
1
a2
+ 4
∑
1≤b≤ak+1−1
(
1
b
+
1
ak+1 − b
)
= 4ak+1
∑
a≥1
1
a2
+ 8
∑
1≤b≤ak+1−1
1
b
≤ 2π
2
3
ak+1 + 1 + log ak+1 < 9ak+1 .
Hence, for N (and therefore K) sufficiently large we have that∑
1≤n≤N
g(n)=0
1
n‖nα‖ ≤
K∑
k=0
∑
qk≤n<qk+1
g(n)=0
1
n‖nα‖ ≤ 9AK+1 +O(1) ≤ 10AK+1 .
This together with (7.17) establishes the upper bound appearing in (1.19) and
thus completes the proof of Theorem 1.1.
8 Establishing the inhomogeneous results on sums
of reciprocals
In this section we prove Theorems 1.4, 1.5, 1.6 and 1.8. Since ‖x‖ is invariant
under integer translations of x, without loss of generality, we can assume that
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α ∈ [0, 1) \ Q and that γ ∈ [−α, 1 − α). Throughout, we will use the notation
and language introduced in §3 – §5. Also, we assume that (1.1) holds.
8.1 Proof of Theorem 1.6
Take 0 < ε < 1 and let
A :=
{
α ∈ [0, 1) \Q : log(a1 · · · an)≪ n,
n∑
i=1
ai ≪ n1+ε for all n ∈ N
}
,
where the implied constants may depend on α. It follows from the Khintchine-
Levy Theorem [47, Chapter V], Khintchine’s Theorem [32, Theorem 2.2], and a
theorem of Diamond and Vaaler [22] that the set A has Lebesgue measure one.
We shall show that Theorem 1.6 holds with this particular choice of A.
In order to estimate the relevant sum we will make use of expression (4.7) for
‖nα− γ‖. Namely,
‖nα− γ‖ = min
{
|Σ| , 1− |Σ|
}
,
where Σ = Σ(n, α, γ) is given by (4.6) and m = m(n, α, γ) is defined as in
Lemma 4.3. We will use the estimates for |Σ| and 1 − |Σ| given by Lemma 4.4
and Lemma 4.5.
8.1.1 The case m > K
Unlike our treatment of the corresponding homogeneous case, wherem was always
bounded by K, in the inhomogeneous case the parameter m (which is determined
by the bk+1’s as well as by the ck+1’s) can be arbitrarily large if the Ostrowski
expansion of γ contains a large number of consecutive zeros. More precisely, if
bK+1 = · · · = bK+T = 0, bK+T+1 6= 0, then for n =
∑K
k=0 bk+1qk we will have that
m = K + T . However, as is clear from the definition of m and the coefficients
δk+1 given by (4.5), whenever m > K, we have that ck+1 = bk+1 for all k ≤ K
and the associated integer n is uniquely defined by γ. Hence∑
n≤N : m>K
c≤n‖nα−γ‖
1
n‖nα− γ‖ ≤
1
c
. (8.1)
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8.1.2 The case |Σ| ≤ 1/2, m ≤ K
By Lemma 4.3, in the case |Σ| ≤ 1/2, we have that ‖nα− γ‖ = |Σ| and therefore
we can call upon Lemma 4.4 when required. With this in mind, for each pair of
integers (u, a) satisfying
0 ≤ u ≤ K + 1 and 1 ≤ a ≤ 2au+1 − 1, (8.2)
let CN(u, a) be the set of all positive integers n ≤ N such that |Σ| ≤ 1/2 and one
of the following two conditions is satisfied:
(i) δ1 = · · · = δu = 0, |δu+1| − 1 = a , or
(ii) u ≥ 1, δ1 = · · · = δu−1 = 0, |δu| = 1, au+1 − 1− sgn(δu)δu+1 = a.
In the first case we have that u = m while in the second case u = m + 1, where
m = m(n, α, γ) is defined as in Lemma 4.3. Since we are dealing with the case
m ≤ K, the condition u ≤ K + 1 within (8.2) is natural and non-restrictive.
Then, applying Lemmas 4.3 and 4.4, we obtain that
‖nα− γ‖ ≥ a|Du| (8.3)
for any n ∈ CN(u, a). It is easily seen that CN(u, a) lies within the union of the
following four sets:
AN(b1, . . . , bu, bu+1 ± (a+ 1)) (8.4)
and
AN(b1, . . . , bu−1, bu ± 1, bu+1 ± (au+1 − a− 1)), (8.5)
where b1, b2, . . . are the Ostrowski coefficients of γ (see Lemma 3.2) and are fixed.
Let MN(u, a) be the collection of the minimal elements of the non-empty sets
given by (8.4) and (8.5). Trivially, we have that #MN(u, a) ≤ 4. Further, using
Lemma 5.2, we obtain ∑
n∈CN (u,a)\MN (u,a)
1
n
≪ logN
qu+1
.
On combining this with (8.3), we obtain that
K+1∑
u=0
2au+1−1∑
a=1
∑
n∈CN (u,a)
c≤n‖nα−γ‖
1
n‖nα− γ‖
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≤
K+1∑
u=0
2au+1−1∑
a=1
 ∑
n∈CN (u,a)\MN (u,a)
1
na|Du| +
∑
n∈MN (u,a)
c≤n‖nα−γ‖
1
n‖nα− γ‖

≪ logN ·
K+1∑
u=0
1
qu+1|Du|
2au+1−1∑
a=1
1
a
+
K+1∑
u=0
2au+1−1∑
a=1
4
c
≪ logN ·
K+1∑
u=0
(1 + log au+1) +
K+1∑
u=0
au+1 . (8.6)
The last inequality is a consequence of (3.5) and the trivial fact that
2au+1−1∑
a=1
1
a
≪ 1 + log au+1 .
Recall that, by (3.10), we have that K ≪ log qK ≤ logN and, by the definition
of A, we have that
K+1∑
u=0
log au+1 = log(a1 · · · aK+2)≪ K + 2≪ K ≪ logN,
and
K+1∑
u=0
au+1 ≪ K1+ε ≪ (logN)1+ε .
Hence, the above two estimates together with (8.6) imply that
K+1∑
u=0
2au+1−1∑
a=1
∑
n∈CN (u,a)
c≤n‖nα−γ‖
1
n‖nα− γ‖ ≪ (logN)
2 . (8.7)
Observe that this upper bound estimate is no bigger than the upper bound ap-
pearing in Theorem 1.6. However, we are not yet done with the case under
consideration, since there may be integers n with 1 ≤ n ≤ N and |Σ| ≤ 1/2
which do not fall in any of the sets CN(u, a). As is clear from the definition of
CN(u, a) and the range of (u, a) given by (8.2), the remaining numbers n corre-
spond to the situation when the first two terms of (4.13) vanish. In order to take
these numbers into account, for each triple (m, a, ℓ) such that
0 ≤ m ≤ K, 1 ≤ ℓ ≤ max{2, K −m+ 1}, 1 ≤ a ≤ 2am+2+ℓ ,
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we define the set C+N(m, a, ℓ) to consist of integers n with 1 ≤ n ≤ N such that
|Σ| ≤ 1/2 and their Ostrowski expansions satisfy the following set of equalities:

δ1 = · · · = δm = 0
|δm+1| = 1,
sgn(δm+1)δm+2 = am+2 − 1,
δm+2+i = (−1)isgn(δm+1)am+2+i (1 ≤ i ≤ ℓ− 1)
am+2+ℓ − (−1)ℓsgn(δm+1)δm+2+ℓ = a .
(8.8)
Let t = m+ ℓ+ 1. Then we have that
2 ≤ t ≤ K + 3 . (8.9)
Since we are assuming that |Σ| ≤ 1/2, by Lemmas 4.3 and 4.4, we have that
‖nα− γ‖ ≥ a‖qtα‖ for all n ∈ C+N(m, a, ℓ).
In view of properties (3.13), (3.14), (3.17) and (3.18), the equalities associated
with (8.8) can only occur if the coefficients bm+1, . . . , bt of the Ostrowski expan-
sion of γ have one of the following two patterns:
bm+1 bm+2 bm+3 bm+4 bm+5 bm+6 . . .
< am+1 0 am+3 0 am+5 0 . . .
> 0 am+2 − 1 0 am+4 0 am+6 . . .
(8.10)
Therefore, for each t satisfying (8.9), there are at most two corresponding pairs
(m, ℓ) such that (8.8) is satisfied for some n ≤ N . In other words, for each such t
there are at most two values of (m, ℓ) such that C+N(m, a, ℓ) is non-empty. Next,
in view of (8.8), observe that C+N(m, a, ℓ) is the union of two sets AN(d1, . . . , dt+1)
with

dk = bk (1 ≤ k ≤ m)
dm+1 = bm+1 ± 1,
dm+2 = bm+2 ± (am+2 − 1),
dm+2+i = bm+2+i ± (−1)iam+2+i (1 ≤ i ≤ ℓ− 1)
dm+2+ℓ = bm+2+ℓ ± (−1)ℓ(am+2+ℓ − a) .
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Then, on exploiting the same arguments used to establish (8.6) and (8.7), we
obtain that
K+3∑
t=2
∑
(m,ℓ)
m+ℓ+1=t
2at+1∑
a=1
∑
n∈C+
N
(m,a,ℓ)
c≤n‖nα−γ‖
1
n‖nα− γ‖
≪ (logN)
K+3∑
t=2
(1 + log at) +
K+2∑
t=1
at ≪ (logN)2 . (8.11)
Again, observe that this upper bound estimate is no bigger than the upper bound
appearing in Theorem 1.6. On using Lemma 4.4, it can be readily verified that
the sets CN(u, a) and C
+
N(m, a, ℓ) considered above account for all integers n with
1 ≤ n ≤ N such that |Σ| ≤ 1/2 and m = m(n, α, γ) ≤ K.
8.1.3 The case |Σ| > 1/2, m ≤ K
By Lemma 4.3, when |Σ| > 1/2 we have that ‖nα − γ‖ = 1 − |Σ| and therefore
we can call upon Lemma 4.5 when required.
We consider two subcases. In subcase one, we assume that
δ1 6= (−1)msgn(δm+1)(a1 − 1). (8.12)
Then, by (4.22), 1− |Σ| ≥ |D0| = {α} and
∑
1≤n≤N
|Σ|≥1/2, (8.12) holds
1
n‖nα− γ‖ ≪
N∑
n=1
1
n
≪ logN . (8.13)
In subcase two, we assume that
δ1 = (−1)msgn(δm+1)(a1 − 1). (8.14)
In view of properties (3.13), (3.14), (3.17) and (3.18), the equalities associated
with (4.20) can only occur if the coefficients b1, . . . , bL of the Ostrowski expansion
of γ have one of the following two patterns:
b1 b2 b3 b4 b5 b6 . . .
a1 − 1 0 a3 0 a5 0 . . .
0 am+2 0 a4 0 a6 . . .
(8.15)
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For positive integers L ≤ K + 2 and for 1 ≤ a ≤ 2aL+1, let FN(L, a) be the set
of positive integers n ≤ N such that |Σ| > 1/2, m = m(n, α, γ) ≤ K and

δ1 = (−1)msgn(δm+1)(a1 − 1),
δi+1 = (−1)i+msgn(δm+1)ai+1 (1 ≤ i ≤ L− 1),
aL+1 − (−1)L+msgn(δm+1)δL+1 = a .
(8.16)
It is easily verified that the sets FN(L, a) account for the remaining positive
integers n ≤ N , not accounted for elsewhere in the proof of the theorem. By
Lemmas 4.3 and 4.5, for n ∈ FN(L, a) we have that
‖nα− γ‖ ≥ a|DL| .
Next, on using (8.16), it is readily verified that FN(L, a) is the setAN(d1, . . . , dL+1)
defined within Lemma 5.2, with

d1 = b1 + (−1)msgn(δm+1)(a1 − 1) ,
di+1 = bi+1 + (−1)i+msgn(δm+1)ai+1 (1 ≤ i ≤ L− 1) ,
dL+1 = bL+1 − (−1)L+msgn(δm+1)(a− aL+1) .
On exploiting the same arguments used to establish (8.6) and (8.7), we obtain
that
K+2∑
L=1
2aL+1∑
a=1
∑
n∈FN (L,a)
c≤n‖nα−γ‖
1
n‖nα− γ‖
≪ (logN)
K+2∑
L=1
(1 + log aL) +
K+2∑
L=1
aL ≪ (logN)2 . (8.17)
Combining the lower bound estimates given by (8.1), (8.7), (8.11), (8.13) and
(8.17) completes the proof of Theorem 1.6.
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8.2 Proof of Theorem 1.4
Fix γ ∈ R. Theorem 1.4 will follow from Theorem 1.6 if we can show that∑
1≤n≤N
n‖nα−γ‖≤1
1
n‖nα− γ‖ ≪ (logN)
2 for almost all α ∈ [0, 1). (8.18)
Using the Borel-Cantelli Lemma in a standard way (e.g., see [9] or [52]) one can
easily see that for almost all α ∈ R the inequality
‖nα− γ‖ ≤ 1
n(log n)2
has only finitely many solutions n ∈ N. Therefore, (8.18) will follow on showing
that for some ε ∈ (0, 1)∑
1≤n≤N
1/(logn)2<n‖nα−γ‖≤1
1
n‖nα− γ‖ ≪ (logN)
1+ε for almost all α ∈ [0, 1).
Given an integer n ≥ 2, define
An :=
{
α ∈ [0, 1) : 1
n(log n)2
< ‖nα− γ‖ ≤ 1
n
}
and
J(n) =
∫
An
dα
‖nα− γ‖ .
It is elementary to check that
J(n) =
n∑
a=1
(∫ (a+γ)/n−1/(n logn)2
(a+γ)/n−1/n2
+
∫ (a+γ)/n+1/n2
(a+γ)/n+1/(n logn)2
)
dα
|nα− a− γ|
∼ 4 log log n as n→∞.
This together with Fatou’s lemma, implies that
∫ 1
0
 ∞∑
n=2
(logn)−2<n‖nα−γ‖≤1
1
n(log n)1+ε‖nα− γ‖
 dα ≤ ∞∑
n=2
J(n)
n(log n)1+ε
<∞.
The upshot is that the above integrand must be finite almost everywhere, there-
fore, for almost all α we have that
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∑
1≤n≤N
(logn)−2<n‖nα−γ‖≤1
1
n‖nα− γ‖ ≤ (logN)
1+ε
∑
1≤n≤N
(logn)−2<n‖nα−γ‖≤1
1
n(log n)1+ε‖nα− γ‖
≪ (logN)1+ε.
This proves (8.18) and thereby completes the proof of Theorem 1.4.
8.3 Proof of Theorem 1.5
Let α and ψ be as in the statement of Theorem 1.5. Without loss of generality, we
will assume that α ∈ (0, 1) and we let pk/qk denote the principal convergents of α.
Let (εi)i∈N be a sequence of elements from the set {0, 1} and define, inductively
a strictly increasing sequence of integers (ki)i∈N as follows. Let k1 ≥ 1 be the
smallest integer satisfying
|Dk1−1|+ |Dk1 | < min{α, 1− α} . (8.19)
For i ≥ 1, assuming k1, . . . , ki are given, let ki+1 be taken large enough that
ki+1 ≥ ki + 5 , (8.20)
ki+1 − ki ≡ εi (mod 2) , (8.21)
qki+1+1
ψ(qki+1+1)
≥ (i+ 1) · qki+1 (8.22)
and
qki+1
qki−1+1
≤ qki+1+1
qki+1
. (8.23)
Note that it is possible to choose ki+1 in this manner because of the assumption
that f(N) = o(N) as N →∞. Now let
bk+1 :=
{
1 if k = ki for some i ∈ N ,
0 otherwise
(8.24)
and
γ :=
∞∑
k=0
bk+1Dk =
∞∑
i=1
Dki .
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It is readily seen that γ ∈ (−α, 1 − α). Indeed, using (3.8) and (8.19) we have
that
|γ| ≤
∞∑
k=k1
ak+1|Dk| = |Dk1−1|+ |Dk1 | < min{α, 1− α} .
Thus, (bk+1)k≥0 is the sequence of Ostrowski coefficients associated with the ex-
pansion of γ. In view of the uniqueness property of the Ostrowski expansion of a
real number, it follows that two different sequences (ki)i∈N and (k′i)i∈N give rise to
two different numbers γ and γ′. Note that, by (8.21), there are at least as many
sequences (ki)i∈N as sequences (εi)i∈N. Hence, there is a set of γ as above of the
cardinality of continuum satisfying (1.1). Now fix any one of them and for each
i ∈ N let
ni =
ki∑
k=0
bk+1qk =
i∑
j=1
qki .
Clearly, ni ≤ qki+1. Using Corollary 4.1 (recall the results of §4.2 are valid even
in the case γ = 0) and (3.5) we find that
‖niα− γ‖ ≪ 1
qki+1+1
.
Thus, it follows that
Sni(α, γ)− max
1≤n≤ni
1
n‖nα− γ‖ ≥ min
{
1
ni−1‖ni−1α− γ‖ ,
1
ni‖niα− γ‖
}
≫ min
{
qki+1
qki−1+1
,
qki+1+1
qki+1
}
(8.23)
=
qki+1
qki−1+1
(8.22)
≥ iψ(qki+1) ,
and thereby completes the proof of the theorem since i can be taken arbitrarily
large.
8.4 Proof of Theorem 1.7
As before, without loss of generality we assume that γ ∈ [−α, 1 − α). We can
assume that (1.1) holds since, if this were not the case, there would exist n0 ∈ N
andm0 ∈ Z such that γ = n0α+m0. Then, on making the substitution n′ = n−n0
we would have that∑
rN<n≤N
‖nα−γ‖≥N−v
1
‖nα− γ‖ =
∑
rN<n≤N
‖(n−n0)α‖≥N−v
1
‖(n− n0)α‖ .
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Since n ∈ [rN,N ] takes at least ⌊(1− r)N⌋− 1 values the range of |n′| = |n−n0|
will contain all positive integers up to M := ⌈1
2
⌊(1− r)N⌋− 1⌉. Hence, assuming
that N is large enough so that N−v ≥ M−v′ , where v < v′ := (v + 1)/2 < 1, we
have that ∑
rN<n≤N
‖nα−γ‖≥N−v
1
‖nα− γ‖ ≥
∑
rM<n′≤M
‖n′α‖≥M−v′
1
‖n′α‖ ,
and the desired result would follow from the homogeneous case.
Let (bk+1)k≥0 be the Ostrowski coefficients of γ given within Lemma 3.2. Let
K be the largest integer such that qK ≤ N , and let
n =

∑K−1
k=0 bk+1qk if it is non-zero,
qK otherwise.
It is readily seen that 1 ≤ n ≤ qK ≤ N and that the integer m = m(n, α, γ)
defined in Lemma 4.3 satisfies m ≥ K. Then, by Corollary 4.1
‖nα− γ‖ < (|δm+1|+ 2)|Dm| ≤ 4am+1
qm+1
<
4am+1
am+1qm
=
4
qm
≤ 4
qK
.
Let 0 < ν < min{v, w(α)−1}, where w(α) is the exponent of approximation
of α – see (1.27). Note that w(α) < ∞ for α /∈ L. Then, by Lemma 1.1,
q−1K <
1
8
q−νK+1 <
1
8
N−ν if N is bigger than some sufficiently large N0 depending
on α. Thus, for any N > N0 and any γ satisfying (1.1), there exists a positive
integer n ≤ N such that
‖nα− γ‖ < 1
2
N−ν .
Thus, for all N > N0 and all γ satisfying (1.1), we have that
Nγ(α,
1
2
N−ν) 6= ∅
were Nγ(α, ε) is given by (6.1). By Corollary 6.1
⌊Nε⌋ ≤ N(α, ε) ≤ 32Nε for N−ν < ε < ε0 and N > N0,
provided N0 = N0(α) is sufficiently large and ε0 = ε0(α) is sufficiently small.
Then, by Lemma 6.3 it follows that
1
4
Nε ≤ #Nγ(α, ε) ≤ 65Nε (8.25)
provided that 4N−ν < ε < 1
2
ε0.
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Now let R > 1 be an integer such that Rν > 1040. For k ∈ N, consider the
sets
Ak :=
{
n ∈ N : NR−1 < n ≤ N, R−(k+1)ν ≤ ‖nα− γ‖ < R−kν} .
Then,
#Ak ≥ #Nγ(α,R−kν)−#(N/R)γ(α,R−kν)−#Nγ(α,R−(k+1)ν)
≥ 1
4
NR−kν − 65(N/R)R−kν − 65NR−(k+1)ν
≥ (1
4
− 130R−ν)NR−kν ≥ 1
8
NR−kν ,
provided that 4N−ν < R−kν < 1
2
ε0. The latter holds when k0 ≤ k ≤ logN/ logR−
1 for some fixed k0 ∈ N. Clearly, the sets Ak are disjoint and on taking r = R−1
we obtain that∑
rN≤n≤N
‖nα−γ‖≥N−v
1
‖nα− γ‖ ≥
∑
k0≤k≤logN/ logR−1
∑
n∈Ak
1
‖nα− γ‖
≥
∑
k0≤k≤logN/ logR−1
Rkν ·#Ak
≥
∑
k0≤k≤logN/ logR−1
1
8
N
≥ 1
8
N(logN/ logR− k0 − 1) .
This completes the proof of Theorem 1.7 since R and k0 depend on α and v only.
8.5 Proof of Theorem 1.8
If α 6∈ L ∪ Q, then the desired conclusion follows immediately via Theorem 1.7.
To prove the other direction, we suppose that α ∈ L and explicitly construct a
real number γ and a sequence (Ni)i∈N such that∑
1≤n≤Ni
1
‖nα− γ‖ = o(Ni logNi) as i→∞ (8.26)
Without loss of generality, we will assume that {α} < 1
3
. Indeed, for any integer
r we have the inequality ‖n(rα)‖ ≤ |r|‖nα‖, which implies that∑
1≤n≤Ni
1
‖nα‖ ≤ |r|
∑
1≤n≤Ni
1
‖n(rα)‖ . (8.27)
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Now, by Dirichlet’s Theorem, we can find r ∈ {±1,±2,±3} such that {rα} < 1
3
.
The upshot of this and (8.27) is that if {α} ≥ 1
3
, we simply replace α by {rα} in
the proof.
Recall that w(α) =∞ for α ∈ L. Then, by Lemma 1.1, we can find a sequence
{Ki}i∈N of positive integers such that
lim
i→∞
log qKi+1
log qKi
=∞.
We will assume that K1 > 1. Since qKi+1 = aKi+1qKi + qKi−1 we necessarily have
that aKi+1 → ∞ as i → ∞. Thus, we may also assume that aKi+1 ≥ 8 for all i.
Next, we define the sequence {bk+1}k≥0 by setting
bk+1 :=

⌈ak+1
2
⌉
if k = Ki for some i,
0 if ak+1 = 1 or 2,
1 otherwise,
(8.28)
and we let
γ :=
∞∑
k=0
bk+1Dk. (8.29)
It is easy to see that this expansion satisfies (3.17) and (3.18). Therefore, the
sum (8.29) is absolutely convergent, the real number γ is well defined and the
integers bk+1, k = 0, 1, . . . are the Ostrowski coefficients of γ.
Now, for each i let
a′i =
⌊aKi+1
4
⌋
and Ni = a
′
iqKi . (8.30)
Since aKi+1 ≥ 8, we have that 2 ≤ a′i < aKi+1 and so
qKi ≤ Ni < qKi+1. (8.31)
In order to prove (8.26) we will use the techniques developed in §8.1. First of all
we observe that for any positive integer n ≤ Ni its Ostrowski coefficient cKi+1
satisfies cKi+1 ≤ a′i ≤ aKi+1/4, while the corresponding Ostrowski coefficient of γ
is ≥ aKi+1/2. Hence
aKi+1/4 ≤ |δKi+1| ≤ ⌈aKi+1/2⌉ < aKi+1 − 1, (8.32)
and the parameter m = m(n, α, γ) defined in Lemma 4.3 satisfies
m ≤ Ki . (8.33)
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Now, consider the sets CNi(u, a) and C
+
Ni
(m, a, ℓ) as defined as in §8.1 with N =
Ni. By definition, these deal with the situation |Σ| ≤ 1/2. By Lemma 5.3 and
(8.31), we have that
#CNi(u, a) ≤
3Ni
qu+1
+ 1≪ Ni
qu+1
. (8.34)
In particular, for the case when u ≤ Ki − 1, this implies that
Ki−1∑
u=0
2au+1−1∑
a=1
∑
n∈CNi (u,a)
1
‖nα− γ‖
(8.3)
≤
Ki−1∑
u=0
1
|Du|
2au+1−1∑
a=1
#CNi(u, a)
a
≪ Ni
Ki−1∑
u=0
2au+1−1∑
a=1
1
a
≪ Ni
Ki−1∑
u=0
log(au+1)
= Ni log(a1 · · · aKi) ≤ Ni log qKi .
Next we deal with the set CNi(u, a) when u = Ki. In this case, we have that
#CNi(Ki, a) ≤ 3Ni/qKi+1 + 1
(8.30)
≤ 3
⌊aKi+1
4
⌋
qKi/qKi+1 + 1 <
3
4
+ 1 .
Hence
#CNi(Ki, a) ≤ 1, (8.35)
for all a ≥ 1. Furthermore, since a′i ≤ aKi+1/4 and bKi+1 ≥ aKi+1/2 the sets
CNi(Ki, a) will be empty whenever a < aKi+1/4− 1. Indeed, any n ∈ CNi(Ki, a)
has to lie in one of the four sets given by (8.4) and (8.5). If it lies within those
given by (8.4), then
n ≥ (bKi+1 − (a+ 1))qKi > (aKi+1/2− aKi+1/4)qKi = (aKi+1/4)qKi ≥ Ni
and this is impossible for n ∈ CNi(Ki, a). If n lies within those given by (8.5),
then either
bKi+1 + (a+ 1− aKi+1) < 1 + aKi+1/2 + (aKi+1/4− aKi+1) ≤ 0,
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which is not allowed, or
n ≥ (bKi+1 − (a+ 1− aKi+1))qKi > (aKi+1/2− aKi+1/4 + aKi+1)qKi > Ni ,
which is also impossible. Therefore, the contribution from the sets CNi(Ki, a) to
the l.h.s. of (8.26) can be estimated as follows:
2aKi+1−1∑
a=1
∑
n∈CNi (Ki,a)
1
‖nα− γ‖
(8.3)&(8.35)
≤
∑
aKi+1/4≤a+1≤2aKi+1
1
a|DKi |
(3.5)≪ qKi+1
(3.2)&(8.30)≪ Ni. (8.36)
Also note that the set CNi(u, a) in the remaining case of u = Ki + 1 is always
empty. Indeed, any n ∈ CNi(Ki+1, a) has to lie in one of the sets given by (8.4)
and (8.5). In either case, the Ostrowski coefficient of qKi , which is either bKi+1
or bKi+1 ± 1 is at least aKi+1/2− 1 and so if n ∈ CNi(Ki + 1, a) then
n ≥ (aKi+1/2− 1)qKi > (aKi+1/4)qKi ≥ Ni
and this is impossible. Therefore, the contribution from the sets CNi(Ki + 1, a)
to the l.h.s. of (8.26) is zero.
Now we analyse the contribution to the l.h.s. of (8.26) arising from the
sets C+Ni(m, a, ℓ). Recall that, by definition, we must have that the equalities
associated with (8.8) are satisfied. In particular this means that for k = 0, . . . ,m+
ℓ the quantities |δk+1| can only be 0, 1, ak+1 − 1 or ak+1. Then, by (8.32),
t := m+ ℓ+ 1 ≤ Ki. By Lemma 5.3 and (8.30), we have that
#C+Ni(m, a, ℓ) ≤
3Ni
qt+1
+ 1≪ Ni
qt+1
. (8.37)
Recall that for a given t there are at most two possible pairs of (m, ℓ) as above
for which C+Ni(m, a, ℓ) is non-empty. Furthermore, by (4.13), we obtain that
‖nα− γ‖ ≥ a|Dt| .
Thus, the contribution from C+Ni(m, a, ℓ) with t ≤ Ki − 1 is estimated as follows:
Ki−1∑
t=2
∑
m+ℓ+1=t
2at+1−1∑
a=1
∑
n∈C+
Ni
(m,a,ℓ)
1
‖nα− γ‖
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≪
Ki−1∑
t=2
∑
m+ℓ+1=t
2at+1−1∑
a=1
Ni
a|Dt|qt+1
≪ Ni
Ki−1∑
t=2
(1 + log at+1)
≪ Nimax{Ki, log(a1 . . . aKi)} ≪ Ni log qKi .
If t = Ki, then
0 ≤ cKi+1 = bKi+1 ± (−1)ℓ(aKi+1 − a) ≤ Ni/qKi = a′i ≤
aKi+1
4
.
Since bKi+1 =
⌈aKi+1
2
⌉
, we then have that |aKi+1 − a| ≤ bKi+1 ≤ 12aKi+1 + 12 ,
whence
a ≥ 1
2
aKi+1 − 12 ≥ 14aKi+1 .
In this case
‖nα− γ‖ ≥ a|DKi | ≥ 14aKi+1/2qKi+1 ≫ 1/qKi ≫ N−1i .
Then, by (8.30) and (8.37), it follows that #C+Ni(m, a, ℓ)≪ 1 and thus∑
m+ℓ+1=Ki
∑
a≍aKi+1
∑
n∈C+
Ni
(m,a,ℓ)
1
‖nα− γ‖ ≪
∑
a≍at+1
Ni
qKi+1a|DKi |
≪ Ni .
Finally, it remains to deal with the case |Σ| > 1/2. Note that in view of
our assumption 0 < {α} < 1
3
imposed at the start of the proof, we have that
a1 ≥ 3. Then, since K1 > 1, we have that b1 = 1 and as is easily seen δ1 =
c1− b1 6= ±(a1−1). This means that the first term of (4.22) is never zero. Hence
1− |Σ| ≥ |D0| = {α}. Then ∑
1≤n≤Ni
|Σ|≥1/2
1
‖nα− γ‖ ≪ Ni . (8.38)
Hence every positive integer n ≤ Ni has been accounted for and on combining
the various estimates above we obtain the upper bound∑
1≤n≤Ni
1
‖nα− γ‖ ≪ Ni log qKi .
By our choice of the sequences {Ki} and {Ni}, this implies (8.26) and thus
completes the proof of Theorem 1.8.
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9 Proofs of Theorems 2.2, 2.3 and 2.4
9.1 Preliminaries
We begin by describing our strategy and establishing various auxiliary state-
ments. Instead of dealing with the multiplicative problem associated with (2.12,
we consider the one-dimensional metrical problem associated with the inequality
‖nβ − δ‖ < ψ(n)‖nα− γ‖ := Ψ
γ
α(n) . (9.1)
If Ψγα(n) ≥ 12 , then (9.1) holds automatically. Hence, to avoid this trivial patho-
logical situation we will assume that
Ψγα(n) <
1
2
. (9.2)
Let En be the set of β ∈ [0, 1] satisfying (9.1). It is easily verified that
|En| = 2Ψγα(n) .
If ∞∑
n=1
Ψγα(n) (9.3)
converges, the Borel-Cantelli Lemma implies that the set of β’s such that (9.1)
(and hence (2.12)) is satisfied infinitely often is of Lebesgue measure zero. Hence,
Theorem 2.2 will follow on proving that the conditions of the theorem ensure the
convergence of
∑∞
n=1Ψ
γ
α(n). Note that in this case (9.2) holds for all sufficiently
large n and thus our above argument is justified.
In order to prove Theorem 2.3 we will have to ensure that the sum (9.3) di-
verges. However, the approximating function Ψγα in not monotonic so we cannot
apply the inhomogeneous version of Khintchine’s theorem2. Instead we will at-
tempt to make use of known results regarding the Duffin-Schaeffer Conjecture;
in particular the Duffin-Schaeffer Theorem. With the above strategy in mind, we
now investigate the convergence/divergence behaviour of the sum (9.3).
Lemma 9.1. Let ψ : N → R+ be decreasing and α, γ ∈ R be given. If the sum
(2.7) diverges and
RN(α; γ)≫ N logN for all N ∈ N (9.4)
2The inhomogeneous version of Khintchine’s theorem states that for any monotonic ψ : N→
R+ and δ ∈ R, the set Sδ(ψ) := {β ∈ R : ‖nβ − δ‖ < ψ(n) for i.m. n ∈ N } is of full measure if∑
ψ(n) =∞.
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then the sum (9.3) diverges. Conversely, if the sum (2.7) converges and (2.11) is
satisfied then the sum (9.3) converges.
Proof. By the partial summation formula, for any N ∈ N we have that∑
n≤N
Ψγα(n) =
∑
n≤N
(
ψ(n)− ψ(n+ 1))Rn(α, γ) + ψ(N + 1)RN(α, γ) . (9.5)
Now, if (9.4) holds and (2.7) diverges, then using the monotonicity of ψ and the
fact that
∑
m≤n logm ≍ n log n, we obtain that∑
n≤N
Ψγα(n) ≫
∑
n≤N
(
ψ(n)− ψ(n+ 1))n log n + ψ(N + 1)N logN
≍
∑
n≤N
(
ψ(n)− ψ(n+ 1))∑
m≤n
logm + ψ(N + 1)
∑
m≤N
logm
=
∑
n≤N
ψ(n) log n→∞ as N →∞.
The proof of the convergence case of the lemma follows the same line of argu-
ment as above but with≫ reversed and makes use of the fact that∑n≤N ψ(n) log n
is bounded.
Combining Lemma 9.1 with Theorem 1.8 gives the following statement.
Corollary 9.1. If the sum (2.7) diverges then for all α 6∈ L∪Q and for all γ ∈ R,
the sum (9.3) diverges.
Lemma 9.2. Let ψ : N → R+ be given and n 7→ nψ(n) be decreasing. Further-
more, let α, γ ∈ R. If the sum (2.7) diverges and
SN(α; γ)≫ (logN)2 for all N ∈ N, (9.6)
then the sum (9.3) diverges. Conversely, if the sum (2.7) converges and (2.10) is
satisfied, then the sum (9.3) converges.
Proof. By the partial summation formula, for any N ∈ N we have that∑
n≤N
Ψγα(n) =
∑
n≤N
(
nψ(n)− (n+ 1)ψ(n+ 1))Sn(α, γ)
+ (N + 1)ψ(N + 1)SN(α, γ) . (9.7)
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Now, if (9.6) holds and the sum (2.7) diverges, then using the monotonicity of
n 7→ nψ(n) and the fact that ∑m≤n logmm ≍ (log n)2, we obtain that
∑
n≤N
Ψγα(n)≫
N∑
n=1
(nψ(n)− (n+ 1)ψ(n+ 1))(log n)2+
+ (N + 1)ψ(N + 1)(logN)2
≫
N∑
n=1
(nψ(n)− (n+ 1)ψ(n+ 1))
n∑
m=1
logm
m
+
+ (N + 1)ψ(N + 1)
N∑
m=1
logm
m
.
By the partial summation formula, the r.h.s. is
∑
n≤N ψ(n) log n and so we have
that ∑
n≤N
Ψγα(n) ≫
∑
n≤N
ψ(n) log n → ∞ as N → ∞ .
The proof of the convergence case of the lemma follows the same line of argu-
ment as above but with≫ reversed and makes use of the fact that∑n≤N ψ(n) log n
is bounded.
9.2 Proof of Theorem 2.2
Combining Lemmas 9.1 and 9.2 together with the observations made at the be-
ginning of §9.1 completes the proof of Theorem 2.2.
9.3 Proof of Theorem 2.3
For ξ > 0, define N := N (ξ) ⊆ N by
N = {ni}i∈N := {n ∈ N : ϕ(n)/n ≥ ξ}. (9.8)
By choosing ξ small enough we can guarantee that the set N has positive lower
asymptotic density in N; i.e. that
lim inf
N→∞
#{ni ∈ N : ni ≤ N}/N > 0.
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To see this, first of all note that
ϕ(n)
n
=
∏
p|n
(
1− 1
p
)
= exp
−∑
p|n
1
p
−
∑
p|n
∞∑
m=2
1
mpm

≫ exp
−∑
p|n
1
p
 . (9.9)
By [53, Lemma 4], for any ξ′ > 0 we can find an integer v (depending on ξ′) so
that for any x > 0, the number of integers 1 ≤ n ≤ x which satisfy∑
p|n
p≥v
1
p
≥ ξ′
is less than x/2. For all other integers we have by (9.9), together with Mertens’s
Theorem [31, Theorem 429], that
ϕ(n)
n
≥ c · exp(−ξ′ − log log v),
for some constant c > 0. Therefore choosing
ξ = c · exp(−ξ′ − log log v)
yields a set N with lower asymptotic density greater than 1/2, which verifies our
assertion. In particular, a consequence of the fact that the density is greater than
1/2 is that
ni ≤ 2i, (9.10)
for all ni ∈ N with sufficiently large i. Now let ψγα denote the approximating
function Ψγα restricted to N ; i.e. for n ∈ N
ψγα(n) :=

ψ(n)
‖nα−γ‖ if n ∈ N
0 otherwise .
By definition, we have that
Sδ(ψγα) ⊂ Sδ(Ψγα),
and that ∑
n≤N
ϕ(n)
n
ψγα(n) ≥ ξ
∑
n≤N
ψγα(n) . (9.11)
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Next, it follows from a well know discrepancy result in the theory of uniform
distribution [49, Proposition 4], that if ni is a strictly increasing sequence of
positive integers and γ ∈ R, then for almost all α ∈ R∑
i≤T
1
‖niα− γ‖ ≫ T log T . (9.12)
Actually, this statement is explicitly established in the proof of [49, Theorem 2]
– see the last displayed inequality on [49, page 516]. This together with (9.10)
implies that there is a set A ⊆ R of full measure such that for any α ∈ A∑
n≤nT
ψγα(n) =
∑
i≤T
ψγα(ni)
=
∑
i≤T
(
ψ(ni)− ψ(ni+1)
)∑
j≤i
1
‖njα− γ‖
+ ψ(nT+1)
∑
i≤T
1
‖niα− γ‖
≫
∑
i≤T
ψ(ni) log i ≥
∑
i≤T
ψ(2i) log i
≫
∑
n≤T
ψ(n) log n .
Thus the divergence of the sum (2.7) implies that
∞∑
n=1
ψγα(n) =∞ ∀ α ∈ A and ∀ γ ∈ R.
The upshot of this together with (9.11) is that for any α ∈ A and γ ∈ R the
hypotheses of the Duffin-Schaeffer Theorem, namely (2.3) and (2.4), are satisfied
for the function ψγα. Thus, when δ = 0 the Duffin-Schaeffer Theorem implies that
set Sδ(ψγα) is of full measure. Hence, it follows that Sδ(ψγα) with δ = 0 is of full
measure, and this establishes Theorem 2.3.
Remark 9.1. Note that we have proven a little more than what is stated in
Conjecture 2.1. Namely, that for any γ ∈ R and almost all (α, β) ∈ R2 the
inequality
‖nα− γ‖ ‖nβ‖′ < ψ(n) (9.13)
holds for infinitely n ∈ N if the the sum (2.7) diverges, where ‖nβ‖′ stands for the
distance of nβ to the nearest integer coprime to n. Observe that the argument
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used above would prove Conjecture 2.1 in full (i.e. for any real δ) if we had
the inhomogeneous version of the Duffin-Schaeffer Theorem (see Problem 2.2) at
hand.
9.4 Proof of Theorem 2.4
Let Ψγα(n) be given by
Ψγα(n) :=
ψ(n)
‖nα− γ‖ with ψ(n) :=
1
n(log n)2 log log log n
.
Recall that
ϕ(n)
n
≫ 1
log log n
,
see for example [31, Theorem 328]. It follows, by the partial summation formula
together with Theorem 1.8, that for any irrational α ∈ R \ L,∑
n≤N
ϕ(n)
n
Ψγα(n) ≫
∑
n≤N
ψ(n)
log log n
=
∑
n≤N
(
ψ(n)
log log n
− ψ(n+ 1)
log log(n+ 1)
) n∑
m=1
1
‖mα− γ‖
+
ψ(N + 1)
log log(N + 1)
N∑
m=1
1
‖mα− γ‖
≫
∑
n≤N
ψ(n) log n
log log n
=
∑
n≤N
1
n log n log log n log log log n
.
Thus ∞∑
n=1
ϕ(n)
n
Ψγα(n) =∞ .
It now follows, on assuming the truth of the Duffin-Schaeffer Conjecture for
functions Ψγα(n), that for almost all β ∈ R the inequality
|nβ − s| < Ψγα(n)
holds for infinitely coprime pairs (n, s) ∈ N× Z. This completes the proof.
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10 Proof of Theorem 2.1
The approach we develop in this section inherits some ideas from the theory
of regular/ubiquitous systems – see [7, 9]. To begin with we recall some basic
statements. Note that the conclusion of Theorem 2.1 is trivial when α ∈ Q.
Hence, throughout the proof we will assume that α is irrational.
10.1 A zero-one law and quasi-independence on average
We begin by recalling the following zero-one law originally discovered by Cassels
[19], see also [14].
Lemma 10.1. Let Ψ : N → [0,+∞) be any function such that Ψ(n) → 0 as
n → ∞. Then, the set W(Ψ) of x ∈ [0, 1] such that ‖nx‖ < Ψ(n) for infinitely
many n ∈ N is either of Lebesgue measure zero or Lebesgue measure one.
The obvious consequence of this result is that establishing Theorem 2.1 only
requires us to show that the set of interest, that is the set of β ∈ [0, 1] such
that (2.9) holds infinitely often, is of positive Lebesgue measure. To accomplish
this task we will employ the following generalisation of the Borel-Cantelli Lemma
from probability theory, see either of [52, Lemma 5], [9, §8] or [12, §2.1].
Lemma 10.2. Let Et ⊂ [0, 1] be a sequence of Lebesgue measurable sets such
that ∞∑
t=1
|Et| =∞ . (10.1)
Suppose that there exists a constant C > 0 such that
T∑
t,t′=1
|Et ∩ Et′ | ≤ C
(
T∑
t=1
|Et|
)2
(10.2)
for infinitely many T ∈ N. Then
| lim sup
t→∞
Et| ≥ 1
C
. (10.3)
The independence condition (10.2) is often refereed to as quasi-independence
on average and together with the divergent sum condition guarantees that the
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associated lim sup set is of positive measure. It does not guarantee full measure;
i.e. that | lim supt→∞Et| = 1. However, this is not an issue if we already know
(by some other means) that the lim sup set satisfies a zero-one law.
Remark 10.1. In view of Lemma 10.1, the value of C (as long as it is positive
and finite) in Lemma 10.2 is of no interest. The point is that if we can show that
|W(Ψ)| > 0, then Lemma 10.1 implies full measure; i.e. |W(Ψ)| = 1.
10.2 Setting up a limsup set
Let α ∈ R \Q and R ∈ N satisfy R > 1. Given t, k ∈ N, let Ωt,k be the set of real
numbers β ∈ [0, 1] such that there exists a triple (n, r, s) ∈ N × Z2 of coprime
integers such that 
R−k−1 ≤ |nα− r| < R−k ,
|nβ − s| < R−t+k ,
Rt−1 < n ≤ Rt .
(10.4)
Lemma 10.3. Let α ∈ R \Q, let (qℓ)ℓ≥0 be the sequence of denominators of the
principal convergents of α, and let R ≥ 256. Then for any positive integers t and
k such that 2R−k < ‖q2α‖ and
Rk+1 ≤ qℓ < Rt−1 (10.5)
for some ℓ, one has the following estimate on the Lebesgue measure of Ωt,k :
|Ωt,k| ≥ 12 .
Proof. Let β ∈ [0, 1]. By Minkowski’s Theorem for convex bodies (see [20, p.71]),
there are integers n, s, r, not all zero, satisfying the system of inequalities

|nα− r| < R−k ,
|nβ − s| < R−t+k ,
|n| ≤ Rt .
(10.6)
In view of (10.5) we have that t > 0 and t−k > 0. Hence R−k < 1
2
and R−t+k < 1
2
,
and n cannot be zero as otherwise n = r = s = 0. Also, without loss of generality
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we can assume that n > 0 and n, r, s are coprime. Note that if β ∈ [0, 1] \ Ωt,k
then we also necessarily have that either{ ‖nα‖ = |nα− r| < R−k−1 ,
1 ≤ n ≤ Rt ,
or { ‖nα‖ = |nα− r| < R−k ,
1 ≤ n ≤ Rt−1 .
In view of (10.5), Lemma 6.1 is applicable to either of the above systems and
therefore the number of integers n satisfying at least one of these systems is
bounded above by 64Rt−k−1. Furthermore, observe that for every n the measure
of β ∈ [0, 1] satisfying |nβ − s| < R−t+k for some s ∈ Z is 2R−t+k (see, for
example, [52, Lemma 8]). Hence, the Lebesgue measure of [0, 1] \Ωt,k is bounded
above by
64Rt−k−1 × 2R−t+k = 128R−1 ≤ 1
2
as, by hypothesis, R ≥ 256. Hence, |Ωt,k| ≥ 12 as required.
Let T ∗ be any subset of pairs of positive integers (t, k) satisfying (10.5) for
some ℓ. The precise choice of T ∗ will be made later. Further, given a positive
integer pair (t, k) ∈ T ∗, define
N(t, k) :=
(n, r, s) ∈ N× Z2 :

Rt−1 < n ≤ Rt,
R−k−1 < |nα− r| < R−k,
0 ≤ s ≤ n, gcd(n, r, s) = 1
 . (10.7)
Clearly, for two different pairs (t, k) and (t′, k′) from T ∗
(n, r, s) ∈ N(t, k) & (n′, r′, s′) ∈ N(t′, k′) =⇒ n 6= n′ . (10.8)
By the definition of Ωt,k, we have that
Ωt,k ⊂
⋃
(n,r,s)∈N(t,k)
{
β ∈ R : |nβ − s| < R−t+k}
⊂
⋃
(n,r,s)∈N(t,k)
{
β ∈ R : |β − s/n| < R−2t+k+1} .
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Let Z(t, k) be a maximal subcollection of N(t, k) such that∣∣∣∣ s1n1 − s2n2
∣∣∣∣ > R−2t+k (10.9)
for any distinct triples (n1, r1, s1) and (n2, r2, s2) from Z(t, k). By the maximality
of Z(t, k), it follows that
Ωt,k ⊂
⋃
(n,r,s)∈Z(t,k)
{
β ∈ R :
∣∣∣β − s
n
∣∣∣ < (R + 1)R−2t+k} .
Since, by definition, for any (t, k) ∈ T ∗ condition (10.5) is satisfied for some ℓ,
Lemma 10.3 is applicable, and we have that |Ωt,k| ≥ 12 . Therefore,
1
2
≤ |Ωt,k| ≤ #Z(t, k)× (2R + 2)R−2t+k,
and so #Z(t, k) ≥ 1
4R+4
R2t−k. By (10.9), we also have that #Z(t, k) ≤ R2t−k.
Thus, we conclude that
C1R
2t−k ≤ #Z(t, k) ≤ R2t−k with C1 = 1
4R + 4
. (10.10)
Now, given ξ ∈ R, let
Et,k(ξ) = {β ∈ R : |β − ξ| < ψ(Rt)R−t+k} . (10.11)
Furthermore, define
Et,k :=
⋃
(n,r,s)∈Z(t,k)
Et,k(s/n) (10.12)
and let E be the set of β ∈ R such that β ∈ Et,k for infinitely many pairs
(t, k) ∈ T ∗. The following fairly straightforward statement reveals the role of E
in establishing Theorem 2.1.
Lemma 10.4. Let E be as above. Then E ⊂ [0, 1] and for every β ∈ E \ Q we
have that
‖nα‖ ‖nβ‖ < ψ(n) (10.13)
for infinitely many n ∈ N.
Proof. Without loss of generality, we can assume that ψ(n)→ 0 as n→∞. Let
β ∈ E \Q. Then, there exist infinitely many pairs (t, k) ∈ T ∗ such that
n ≤ Rt,
|nα− r| < R−k,
|β − s/n| < ψ(Rt)R−t+k
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for some (n, r, s) ∈ N × Z2. Since t > k for (t, k) ∈ T ∗, t must take arbitrarily
large values. Since ψ is decreasing, we have that
‖nα‖ ‖nβ‖ ≤ n |nα− r| · |β − s/n|
≤ RtR−k ψ(Rt)R−t+k
= ψ(Rt) ≤ ψ(n) . (10.14)
Since ψ(Rt)→ 0 as t→∞, if there are only finitely many n arising this way, we
would be able to find an n ∈ N such that ‖nα‖ ‖nβ‖ = 0. Since α is irrational,
we would get that ‖nβ‖ = 0, which means that β ∈ Q and contradicts the
assumption that β ∈ E\Q. Hence, there must be infinitely many n ∈ N satisfying
(10.14), and hence (10.13). The inclusion E ⊂ [0, 1] follows from the fact that
the approximants s/n to β lie in [0, 1]. The proof is thus complete.
Remark 10.2. By Lemmas 10.1, 10.2 and 10.4, the proof of Theorem 2.1 would
be complete if we found a subset T ∗ of suitably ordered pairs (t, k) such that the
associated sequence Et,k satisfies conditions (10.1) and (10.2). In the next subsec-
tion we present an explicit choice of T ∗. Subsequently, we deal with establishing
conditions (10.1) and (10.2) of Lemma 10.2.
10.3 Choosing the indexing set T ∗
The goal of this section is to make a choice of the indexing set T ∗ of pairs of
positive integers (t, k) introduced in §10.2. Recall, that we are given a monoton-
ically decreasing function ψ : N→ R+ such that the sum (2.7) diverges. In what
follows we extend ψ to all real numbers x ≥ 1 by setting ψ(x) = ψ(⌊x⌋). Clearly,
the extended function is decreasing. Without loss of generality, we can assume
that
nψ(n) ≤ 1
2
for all n ∈ N . (10.15)
If this were not the case, we could replace ψ with ψ1(q) = min{ψ(q), (2q)−1},
which is monotonically decreasing and satisfies the divergence condition – see [5,
Lemma 4] for a similar argument.
Next, using the Cauchy condensation test, we obtain that
∞∑
t=1
t Rt ψ(Rt) =∞ . (10.16)
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Explicitly,
∞ =
∞∑
n=1
ψ(n) log n =
∞∑
t=1
∑
Rt−1≤n<Rt
ψ(n) log n
≤
∞∑
t=1
∑
Rt−1≤n<Rt
ψ(Rt−1) logRt
=
∞∑
t=1
(Rt −Rt−1)ψ(Rt−1) logRt
≪
∞∑
t=1
t Rt ψ(Rt) .
Let η > 0 be a sufficiently small real parameter and t0 be a sufficiently large
integer. Define
T (t0, η) := {t ∈ N : t ≥ t0, ψ(Rt) ≥ R−(1+η)t} .
Since the sum
∑∞
t=1 tR
−ηt converges for η > 0, the divergnce condition (10.16)
implies that ∑
t∈T (t0,η)
tRtψ(Rt) =∞ . (10.17)
Let
ν1 =
1
3
+ η and ν2 =
1
3
+ 2η , (10.18)
and let T be the subset of t ∈ T (t0, η) such that
Rν2t ≤ qℓ < Rt−1
for some ℓ. We now show that we can assume that∑
t∈T
tRtψ(Rt) =∞ . (10.19)
Indeed, by (10.17), this is true if the sum over the complement of T converges.
Note that t lies in the complement of T if
qℓ < R
ν2t and Rt−1 ≤ qℓ+1 (10.20)
for some ℓ. In particular, this implies that
‖qℓα‖
(3.5)
<
1
qℓ+1
(10.20)
≤ R−t+1 = R(Rν2t)−1/ν2 ≤ Rq−1/ν2ℓ .
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Note that the latter holds only finitely often for sufficiently small η if the exponent
of approximation of α is less than 3. Alternatively, if we are assuming (2.8), then
we have that
ψ(qℓ) ≥ Rq−1/ν2ℓ
for all sufficiently large ℓ. In this case
‖qℓα‖ < Rq−1/ν2ℓ ≤ ψ(qℓ)
for infinitely many ℓ. Then, for every β ∈ [0, 1] we have that
‖qℓα‖ · ‖qℓβ‖ ≤ ‖qℓα‖ < ψ(qℓ) (10.21)
for infinitely many ℓ. Thus, if (10.19) does not hold the conclusion of Theorem 2.1
holds anyway. Thus, from now on (10.19) will be assumed.
Finally we let
T ∗ := {(t, k) : t ∈ T , ⌈ν1t⌉ ≤ k < ⌊ν2t⌋} .
We now verify that the sum of the measures of the sets Et,k taken over (t, k) ∈
T ∗ is divergent. Moreover, we provide an estimate for the rate of divergence. In
what follows
ST (T ) :=
∑
t∈T , t≤T
tRtψ(Rt), (10.22)
and
∗∑
indicates the summation over (t, k) ∈ T ∗; for example,
∗∑
t≤T
means ‘sum
over (t, k) ∈ T ∗ with t ≤ T ’.
Lemma 10.5. For any T > t0 we have that
η C1 ST (T ) ≤
∗∑
t≤T
|Et,k| ≤ 2η ST (T ) , (10.23)
where C1 is as in (10.10). In particular,
∗∑
t≤T
|Et,k| → ∞ as T →∞. (10.24)
Proof. Let (t, k) ∈ T ∗ with t ≤ T . Recall that for any distinct triples (n1, r1, s1)
and (n2, r2, s2) from Z(t, k) we have that (10.9) is satisfied. Furthermore, by
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(10.11), (10.15) and the fact that R−t+k < 1/2, the radii of Et,k(s/n) and
Et,k(s
′/n′) are ≤ 1
2
R−2t+k. Hence Et,k(s/n) and Et,k(s′/n′) are disjoint for dis-
tinct triples (n1, r1, s1) and (n2, r2, s2) from Z(t, k). Therefore, on using (10.10),
it follows that
|Et,k| =
∑
(n,r,s)∈Z(t,k)
|Et,k(s/n)|
= 2ψ(Rt)R−t+k ·#Z(t, k) (10.25)
(10.10)
≥ 2ψ(Rt)R−t+k · C1R2t−k = 2C1Rtψ(Rt) , (10.26)
and
|Et,k| = 2ψ(Rt)R−t+k ·#Z(t, k)
(10.10)
≤ 2ψ(Rt)R−t+k ·R2t−k = 2Rtψ(Rt) . (10.27)
Now, for each fixed t ∈ T the number of different k such that (t, k) ∈ T ∗ is
⌊ν2t⌋ − ⌈ν1t⌉ ≥ ν2t − ν1t − 2 = ηt − 2 ≥ ηt/2, as long as t0 ≥ 2/η. Also,
⌊ν2t⌋ − ⌈ν1t⌉ ≤ ηt. Then, (10.23) readily follow from (10.26) and (10.27), while
the divergence condition (10.24) follows from (10.23) and (10.17).
10.4 Overlaps estimates for Et,k
In the previous section, we established the divergent sum condition (10.1) of
Lemma 10.2 for the sets Et,k with (t, k) ∈ T ∗. In order to complete the proof of
Theorem 2.1 it remains to establish the quasi-independence on average condition
(10.2) of Lemma 10.2 for these sets. Observe, that in view of (10.23), this boils
down to showing that for T sufficiently large
∗∑
t≤T
∗∑
t′≤T ′
|Et,k ∩ Et′,k′ | ≪ ST (T )2 . (10.28)
10.4.1 Preliminary analysis
Let (t, k) and (t′, k′) be in T ∗. In particular, we have that t, t′ ≥ t0,
ψ(Rt) ≥ R−(1+η)t and ψ(Rt′) ≥ R−(1+η)t′ , (10.29)
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and also that
⌈ν1t⌉ ≤ k < ⌊ν2t⌋ and ⌈ν1t′⌉ ≤ k′ < ⌊ν2t′⌋ . (10.30)
Our goal is to estimate the measure of Et,k∩Et′,k′ for (t, k) 6= (t′, k′). To begin
with, note that, by (10.12)
Et,k ∩ Et′,k′ =
⋃
(n,r,s)∈Z(t,k)
(n′,r′,s′)∈Z(t′,k′)
Et,k(s/n) ∩ Et′,k′(s′/n′) . (10.31)
Clearly,
|Et,k(s/n) ∩ Et′,k′(s′/n′)| ≤ min
{ |Et,k(s/n)|, |Et′,k′(s′/n′)|}.
Together with (10.11), this gives that
|Et,k(s/n) ∩ Et′,k′(s′/n′)| ≤ 2min{ψ(Rt)R−t+k, ψ(Rt′)R−t′+k′} . (10.32)
Using (10.9) and (10.11) we obtain that for any given (n′, r′, s′) ∈ Z(t′, k′) the
number of triples (n, r, s) ∈ Z(t, k) such that
Et,k(s/n) ∩ Et′,k′(s′/n′) 6= ∅ (10.33)
is at most
2 +
|Et′,k′(s′/n′)|
R−2t+k
= 2 +
2ψ(Rt
′
)R−t
′+k′
R−2t+k
.
By (10.10), we have that #Z(t′, k′) ≤ R2t′−k′ . Hence the total number of
pairs of triples (n′, r′, s′) ∈ Z(t′, k′) and (n, r, s) ∈ Z(t, k) such that Et,k(s/n) ∩
Et′,k′(s
′/n′) 6= ∅ is at most
2
(
1 +
ψ(Rt
′
)R−t
′+k′
R−2t+k
)
R2t
′−k′ .
Together with (10.32). this gives that
|Et,k ∩ Et′,k′ | ≤ 8ψ(Rt)Rtψ(Rt′)Rt′ (10.34)
≪ |Et,k| |Et′,k′ |
provided that
ψ(Rt
′
)R−t
′+k′
R−2t+k
≥ 1 . (10.35)
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Since the roles of (t, k) and (t′, k′) can be reversed in the above argument estimate
(10.34) also holds when
ψ(Rt)R−t+k
R−2t′+k′
≥ 1 . (10.36)
The upshot is that if either (10.35) or (10.36) holds then we are in good shape.
In short, (10.34) together with (10.26) and (10.27) implies that the sets Et,k and
Et′,k′ are pairwise quasi-independent; namely that
|Et,k ∩ Et′,k′ | ≪ |Et,k| |Et′,k′ | .
10.4.2 Further analysis
We now use a divergent technique to estimate from above the number of pairs of
triples (n, r, s) ∈ Z(t, k) and (n′, r′, s′) ∈ Z(t′, k′) such that (10.33) holds. First
of all note that (10.33) implies that∣∣∣β − s
n
∣∣∣ < ψ(Rt)R−t+k and ∣∣∣∣β − s′n′
∣∣∣∣ < ψ(Rt′)R−t′+k′
for some β ∈ [0, 1]. Hence, by the triangle inequality, we get that∣∣∣∣ sn − s′n′
∣∣∣∣ ≤ 2max{ψ(Rt)R−t+k, ψ(Rt′)R−t′+k′} . (10.37)
Then, multiplying (10.37) by n′n and using the fact that n ≤ Rt and that n′ ≤ Rt′ ,
we obtain that
|n′s− ns′| ≤ 2max{ψ(Rt)Rt′+k, ψ(Rt′)Rt+k′} =: ∆ . (10.38)
Thus the original counting problem related to (10.33) is replaced by the problem
of estimating the number of solutions to (10.38). This is typical for the type of
problem under consider, see [32] or [52]. However, the available techniques to
analyse solutions to (10.38) assume that the pairs (n, s) and (n′, s′) are coprime
and thus for distinct pairs we have that
n′s− ns′ 6= 0 . (10.39)
Unfortunately, we are not able to impose such an assumption and thus we need
to develop a different argument.
In this section, let us continue with the task of counting solutions to (10.38)
under the condition that (10.39) holds. With this in mind, first of all observe
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that condition (10.39) together with (10.38) implies that ∆ ≥ 1. Fix n, n′ ∈ N.
Clearly, n and n′ uniquely define r and r′, since they are the closest integers to
nα and n′α respectively. Thus, to fulfill our goal it will be sufficient to count the
number of different pairs (s, s′) subject to (10.38) and (10.39) simultaneously.
We consider two cases: (i) the rank of the Z-module generated by the collection
of vectors (s, s′) is 1, and (ii) the rank is 2. Clearly, these cases cover all possible
options.
Rank 1 case. In this case we have that all vectors (s, s′) in question are collinear.
Then there is a fixed non-zero integer vector (s0, s
′
0) such that any other integer
vector (s, s′) in question has the form (s, s′) = ℓ(s0, s′0) for some ℓ ∈ Z. Since
1 ≤ |n′s − ns′| ≤ ∆, we obtain that 1 ≤ |ℓ| · |n′s0 − ns′0| ≤ ∆. Thus, |ℓ| ≤
∆/|n′s0 − ns′0| ≤ ∆. Therefore, the number of pairs (s, s′) in the rank one case
is no more than 2∆.
Rank 2 case. In this case there are 2 linearly independent vectors (s, s′). All the
vectors (s, s′) in question lie in the convex subset of points (x, y) ∈ R2 defined by
the following system of inequalities
|n′x− ny| ≤ ∆, 0 ≤ x ≤ n.
The volume of this set is easily seen to be 2∆. Hence, by Blichfeld’s Theorem3
[18], this body contains at most 4∆ + 2 ≤ 6∆ integer vectors.
The upshot of our discussion is that in either case the number of integer
vectors (s, s′) in question is ≤ 6∆. Hence, using (10.32) and the definition of ∆,
we obtain the following estimate∑
(s,s′)
|Et,k(s/n) ∩ Et′,k′(s′/n′)| ≤
≤ 24max{ψ(Rt)Rt′+k, ψ(Rt′)Rt+k′} ·min{ψ(Rt)R−t+k, ψ(Rt′)R−t′+k′}
= 24R−tR−t
′
max{ψ(Rt)Rt′+k, ψ(Rt′)Rt+k′} ·min{ψ(Rt)Rt′+k, ψ(Rt′)Rt+k′}
= 24R−tR−t
′ · ψ(Rt)Rt′+k · ψ(Rt′)Rt+k′
= 24ψ(Rt)Rk ψ(Rt
′
)Rk
′
.
Recall that, by definition, Z(t, k) ⊂ N(t, k), and so n satisfies the condition
‖nα‖ < R−k. Since for (t, k) ∈ T ∗ inequalities (10.5) are satisfied for some ℓ,
3Blichfeld’s Theorem states that for any convex bounded body B ⊂ Rn and any lattice Λ
in Rn such that rank(B ∩ Λ) = n the cardinality of B ∩ Λ is ≤ n! voln(B)det Λ + n.
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Lemma 6.1 is applicable. This implies that the number of different integers n
in question is ≤ 32Rt−k. Similarly, the number of distinct values which can be
realized by the integer n′ is ≤ 32Rt′−k′ . Therefore,
∑
n′s−ns′ 6=0
|Et,k(s/n) ∩ Et′,k′(s′/n′)| ≤ 24576︸ ︷︷ ︸
24·322
ψ(Rt)Rt ψ(Rt
′
)Rt
′
, (10.40)
where the sum is taken over (n, r, s) ∈ Z(t, k) and (n′, r′, s′) ∈ Z(t′, k′) subject to
condition (10.39). The upshot is that if (10.39) holds then again we are in good
shape; the sets Et,k and Et′,k′ are pairwise quasi-independent.
10.4.3 The remaining case
In this section we consider the case when none of the conditions (10.35), (10.36)
or (10.39) holds. Thus, for the rest of the proof we will assume that
ψ(Rt
′
)R−t
′+k′
R−2t+k
≤ 1 , ψ(R
t)R−t+k
R−2t′+k′
≤ 1 (10.41)
and investigate the following subset of the overlap between the sets Et,k and Et′,k′ :⋃
n′s−ns′=0
Et,k(s/n) ∩ Et′,k′(s′/n′) , (10.42)
where the union is taken over (n, r, s) ∈ Z(t, k) and (n′, r′, s′) ∈ Z(t′, k′) subject
to the condition
n′s− ns′ = 0 . (10.43)
Before we continue with the analysis of (10.42), we first show that t and t′ satisfy
the inequalities
t ≤
(
1 + 6η
5−6η
)
t′ and t′ ≤
(
1 + 6η
5−6η
)
t . (10.44)
To see this, first of all note that (10.41) together with (10.29) imply that
R−(1+η)t
′
R−t
′+k′
R−2t+k
≤ 1 and R
−(1+η)tR−t+k
R−2t′+k′
≤ 1 .
In view of (10.30), the first inequality above implies that
(5
3
− 2η)t ≤ 2t− k ≤ (2 + η)t′ − k′ ≤ 5
3
t′
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whence the first inequality associated with (10.44) follows. The proof of the
second inequality is identical, with the roles of (t, k) and (t′, k′) interchanged.
Now we return to estimating the measure of (10.42). Let β be any element
of (10.42). Then there exist (n, r, s) ∈ Z(t, k) and (n′, r′, s′) ∈ Z(t′, k′) satisfying
(10.43), such that

Rt−1 ≤ n ≤ Rt,
|nα− r| < R−k,
|nβ − s| < R−t+k
(10.45)
and 
Rt
′−1 ≤ n′ ≤ Rt′ ,
|n′α− r′| < R−k′ ,
|n′β − s′| < R−t′+k′ .
(10.46)
Note that since the vectors (n, r, s) and (n′, r′, s′) are primitive and distinct and
that n > 0 and n′ > 0, the vectors (n, r, s) and (n′, r′, s′) are not collinear. Hence,
the cross product of (n, r, s) and (n′, r′, s′); i.e.
(A,B,C) := (n, r, s)× (n′, r′, s′) ,
is non-zero integer vector. By (10.43), we have that
B = −ns′ + n′s = 0.
Therefore,
|A|+ |C| > 0 . (10.47)
Without loss of generality, we can assume that 0 < α < 1. Then 0 ≤ r ≤ n and
0 ≤ r′ ≤ n′. Further, observe that
Cα = (nr′ − n′r)α = (nα− r)r′ − (n′α− r′)r , (10.48)
from which it follows that
|C| ≤ 1
α
(
R−k+t
′
+R−k
′+t
)
. (10.49)
Similarly, since n′s− ns′ = 0, we obtain that
A = rs′ − r′s = (r − nα)s′ − (r′ − n′α)s .
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As before, since 0 < β < 1, we obtain that
|A| ≤ R−k+t′ +R−k′+t . (10.50)
Assuming that η < 1/9, by (10.18), (10.45) and the inequalities ⌈ν1t⌉ ≤ k < ⌊ν2t⌋,
we obtain that
|nα− r| < R−k ≤ R−ν1t ,
|nβ − s| < R−t+k ≤ R−(1−ν2)t ≤ R−ν1t .
(10.51)
Observe that
(1, α, β)× (n, r, s) =
(∣∣∣∣ α βr s
∣∣∣∣ ,− ∣∣∣∣ 1 βn s
∣∣∣∣ , ∣∣∣∣ 1 αn r
∣∣∣∣)
=
(− α(nβ − s) + β(nα− r), nβ − s,−(nα− r)) .
Hence, on using (10.51) and the fact that 0 ≤ α, β ≤ 1, we obtain that
|(1, α, β)× (n, r, s)| ≤
√
6R−ν1t . (10.52)
A similar argument shows that
|(1, α, β)× (n′, r′, s′)| ≤
√
6R−ν1t
′
. (10.53)
In particular, since n ≥ Rt−1, (10.52) implies that the (acute) angle θ between
(1, α, β) and (n, r, s) satisfies
| sin θ| = |(1, α, β)× (n, r, s)||(1, α, β)| · |(n, r, s)|
≤
√
6R−ν1t
n
≤
√
6RR−(1+ν1)t .
Similarly, since n′ ≥ Rt′−1, (10.53) implies that the (acute) angle θ′ between
(1, α, β) and (n′, r′, s′) satisfies
| sin θ′| ≤
√
6RR−(1+ν1)t
′
.
Let ̺ be the angle between (n, r, s) and (n′, r′, s′). Then, by the triangle inequality
for the projective distance (see, for example, [6, §3]),
| sin ̺| ≤ | sin θ|+ | sin θ′|
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≤ 2max{| sin θ|, | sin θ′|} .
On the other hand, the angle θ˜ between (1, α, β) and the vector subspace of R3
spanned by (n, r, s) and (n′, r′, s′) is at most min{θ, θ′} and thus satisfies the
inequality
| sin θ˜| ≤ min{| sin θ|, | sin θ′|} .
Hence the volume of the parallelepiped generated by (1, α, β), (n, r, s) and (n′, r′, s′)
is
|(1, α, β)|︸ ︷︷ ︸
≤√3
· |(n, r, s)|︸ ︷︷ ︸
≤√3n
· |(n′, r′, s′)|︸ ︷︷ ︸
≤√3n′
·| sin ̺| · | sin θ˜|
≤ 6
√
3nn′| sin θ| · | sin θ′|
≤ 36
√
3R2RtRt
′
R−(1+ν1)tR−(1+ν1)t
′
≤ 36
√
3R2R−ν1tR−ν1t
′
. (10.54)
We also have that this volume is equal to∣∣(1, α, β) · ((n, r, s)× (n′, r′, s′))∣∣ = |(1, α, β) · (A,B,C)| = |Cβ + A| .
Combining this with (10.54), implies that
|Cβ + A| ≤ 36
√
3R2R−ν1tR−ν1t
′
. (10.55)
In particular, this together with (10.47) and the facts that A ∈ Z and that t can
be taken arbitrarily large, implies that C 6= 0. Combining (10.49), (10.50) and
(10.55), we have proved the following statement.
Lemma 10.6. Let Υ = R−k+t
′
+ R−k
′+t and Θ = 36
√
3R2R−ν1tR−ν1t
′
. Then
(10.42) is a subset of the following
⌊Υ/α⌋⋃
C=1
{β ∈ [0, 1] : ‖Cβ‖ < Θ} .
Recall that if Θ < 1/2, then
|{β ∈ [0, 1] : ‖Cβ‖ < Θ}| = 2Θ .
Without loss of generality, the condition Θ < 1/2 can be assumed since t and t′
can be taken sufficiently large. Note that
t+ t′ ≤ 2max{t, t′}
(10.44)
≤ 10
5− 6η min{t, t
′} . (10.56)
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Then, using Lemma 10.6 and the inequalities ⌈ν1t⌉ ≤ k < ⌊ν2t⌋, we obtain that
the measure of the set (10.42) is
≤ 72
√
3R2
α
R−ν1tR−ν1t
′ · (R−k+t′ +R−k′+t)
≤ 72
√
3R2
α
·
(
R−2ν1t+(1−ν1)t
′
+R−2ν1t
′+(1−ν1)t
)
(10.44)
≤ 72
√
3R2
α
·
(
R
−2ν1t+(1−ν1)
(
1+
6η
5−6η
)
t
+R
−2ν1t′+(1−ν1)
(
1+
6η
5−6η
)
t′
)
=
72
√
3R2
α
·
(
R
−11η−12η
2
5−6η t +R
−11η−12η
2
5−6η t
′
)
≤ 144
√
3R2
α
·R−
11η−12η2
5−6η min{t,t
′}
(10.56)
≤ 144
√
3R2
α
·R−
11η−12η2
10
(t+t′) ≤ 144
√
3R2
α
·R−η(t+t′)
provided that η < 1/12. Thus,∣∣∣ ⋃
n′s−ns′=0
Et,k(s/n) ∩ Et′,k′(s′/n′)
∣∣∣ ≤ 144√3R2
α
·R−η(t+t′) , (10.57)
where, recall, the union is taken over (n, r, s) ∈ Z(t, k) and (n′, r′, s′) ∈ Z(t′, k′)
subject to condition (10.43) and assuming that (10.41) holds.
10.5 The finale
Estimates (10.40) and (10.57) combined together show that whenever conditions
(10.41) are satisfied, we have that for (t, k) 6= (t′, k′)
|Et,k ∩ Et′,k′ | ≪ ψ(Rt)Rt ψ(Rt′)Rt′ + R−η(t+t′) . (10.58)
This estimate also holds when conditions (10.41) are not satisfied, this time as a
consequence of (10.34). Thus, (10.58) together with (10.23) implies that
∗∑
t≤T
∗∑
t′≤T ′
|Et,k ∩ Et′,k′ |
≪
∗∑
t≤T
∗∑
t′≤T ′
ψ(Rt)Rt ψ(Rt
′
)Rt
′
+
∗∑
t≤T
∗∑
t′≤T ′
R−η(t+t
′) + ST (T )
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= ∑
t∈T , t≤T
∑
⌈ν1t⌉≤k<⌊ν2t⌋
ψ(Rt)Rt
2
+
 ∑
t∈T , t≤T
∑
⌈ν1t⌉≤k<⌊ν2t⌋
R−ηt
2 + ST (T )
≤
( ∑
t∈T , t≤T
tψ(Rt)Rt
)2
+
( ∑
t∈T , t≤T
tR−ηt
)2
+ ST (T )
≤ ST (T )2 +
( ∞∑
t=1
tR−ηt
)2
+ ST (T ) ≪ ST (T )2
for sufficiently large T , since ST (T ) → ∞ as T → ∞. This establishes (10.28)
and thereby completes the proof of Theorem 2.1.
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