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Abstract
We give estimates for the eigenvalues of multi-form modified Dirac operators
which are constructed from a standard Dirac operator with the addition of a Clifford
algebra element associated to a multi-degree form. In particular such estimates are
presented for modified Dirac operators with a k-degree form 0 ≤ k ≤ 4, those
modified with multi-degree (0, k)-form 0 ≤ k ≤ 3 and the horizon Dirac operators
which are modified with a multi-degree (1, 2, 4)-form. In particular, we give the
necessary geometric conditions for such operators to admit zero modes as well as
those for the zero modes to be parallel with a respect to a suitable connection. We
also demonstrate that manifolds which admit such parallel spinors are associated
with twisted covariant form hierarchies which generalize the conformal Killing-Yano
forms.
1
1 Introduction
It is a consequence of the Lichnerowicz formula and theorem that the Dirac operator
on compact spin manifolds Mn with scalar curvature R  0, i.e. R ≥ 0 with R 6= 0
somewhere, does not admit zero modes. As a consequence, the Atiyah-Singer index of the
Dirac operator vanishes. Moreover if R = 0, then all zero modes of the Dirac operator
are parallel. It is apparent from the statements above that the vanishing of the index
of the Dirac operator is a necessary condition for the existence on Mn of metrics with
positive scalar curvature. In addition, Gromov and Lawson have shown that the vanishing
of the real index of the Dirac operator now acting on the sections of a Clifford bundle
is the necessary and sufficient condition for the existence of a metric with positive scalar
curvature on simply connected compact spin manifolds Mn, n ≥ 5, see e.g. [1]. Other key
results that are centred around the Lichnerowicz formula and theorem are the estimates
for the eigenvalues of the Dirac operator. These are of two kinds, one is a lower bound on
the eigenvalues of the Dirac operator, see [2, 3, 4], and other is an upper bound for the
growth of the eigenvalues of the Dirac operator [5, 6]. All these results summarize some
of the applications of spinors to geometry.
More recently a key ingredient in the proof of the horizon conjecture [7] in several
supergravity theories is a generalisation of the Lichnerowicz formula and theorem for
connections of a spin bundle which are not induced from the Levi-Civita connection
of the underlying manifold, see e.g. [8, 9, 7, 10]. Such connections have the general
form ∇ˆX = ∇X + ΣX , where ∇ is the Levi-Civita spin connection and ΣX is a Clifford
algebra element constructed from the form field strengths of these theories. Typically the
holonomy of these connections is a subgroup of a GL group and therefore they do not
a priori have special geometric properties like for example preserving the invariant inner
product on the spin bundle. Nevertheless, some of the results of the Lichnerowicz formula
and theorem can be generalized to these connections including the relation between the
zero modes of an operator D and the parallel spinors of ∇ˆ, where D is constructed from
the Dirac operator upon addition of a Clifford algebra element associated to a multi-form.
So far, the existence of such connections and multi-form Dirac operators lies within the
realm of supergravity theories and it is not a priori apparent the extent to which such
connections exist on every spin (or spinc) Riemannian manifold.
Motivated by this, let us consider the definition; see appendix A for the notation.
Definition 1.1. Let (Mn, g) be a Riemannian spin manifold. A multi-form modified Dirac
operator, or multi-form Dirac operator for short, D is an operator of the form D = /∇+ /ω,
where /∇ is the Dirac operator constructed from the spin Levi-Civita connection of Mn,
ω is a multi-degree form on Mn and / : Λ∗(Mn) → Cl(Mn) is the bundle isomorphism
between the bundle of forms Λ∗(Mn) and the Clifford algebra bundle Cl(Mn) over Mn,
respectively.
The purpose of this paper is to initiate a more systematic investigation of spin bundle
connections ∇ˆ and multi-form Dirac operators D on a spin Riemannian manifold for
which a Lichnerowicz type of formula and theorem can be formulated, and to explore
some applications to geometry. One of the results is the existence of estimates for the
2
eigenvalues of such multi-form Dirac operators. These results also provide an alternative
proof for the estimates for the eigenvalues of the Dirac operator given in [2, 3, 4].
One class of D operators that we shall be considering are those constructed from a
single k-degree form ω. Provided that k ≤ 3 and under certain conditions on ω, one can
show that the norm of all eigenvalues of D is bounded from below. Furthermore, one
can show that under certain conditions on the geometry of Mn, the zero modes of D are
parallel with respect to
∇ˆX = ∇X + k1 /ω · /X + k2 iX /ω , (1)
where · denotes the Clifford algebra multiplication, iX /ω ..= /(iXω) and k1, k2 ∈ C. The
main results are described in the theorems and propositions 3.1, 3.2, 4.2, 4.3, 5.2 and 5.3.
The geometry of manifolds that admit ∇ˆ parallel spinors has also been investigated.
It is demonstrated that all such manifolds admit a twisted covariant form hierarchy, for
the definition see 3.1. This generalizes the notion of conformal Killing-Yano forms. The
conditions satisfied by the forms of the twisted covariant hierarchy can be found in the
corollary 3.2.1 and propositions 4.6 and 5.4.
Another class of D operators that will be investigated are those constructed from
degree (0, k) multi-forms. It is shown that a fundamental formula that leads to a Lich-
nerowicz type of theorem and estimates for the eigenvalues of D can be constructed
provided that 1 ≤ k ≤ 3. Our main results are described in the theorem and propositions
6.1, 6.2, 7.1, 7.2, 8.1, 8.2 and 8.1.1. The twisted covariant form hierarchy associated with
∇ˆ-parallel spinors in this case can be constructed from those associated with 0-form and k-
form connections ∇ˆ. Furthermore, we present the fundamental formula and explore some
of its consequences for the horizon Dirac operators which are examples of (1,2,4)-form
modified Dirac operator.
This paper is organized as follows. In section two, we review the Lichnerowicz formula
and theorem and the present our results for 0-form modified Dirac operators. In sections 3,
4 and 5, the fundamental formulae are described and their consequences are explored for 1-
form, 2-form and 3-form modified Dirac operators, respectively. We also demonstrate that
the construction cannot be extended to k > 3-form Dirac operators. In sections 6, 7 and
8, we give fundamental formulae for (0,k)-form Dirac operators, k = 1, 2, 3, respectively.
In section 9, we extend our work to the horizon Dirac operators and in section 10, we give
our conclusions. In appendix A, we have collected our conventions.
2 0-form modified Dirac operators
2.1 Revisiting Lichnerowicz formula and theorem
The Lichnerowicz formula relates the square of the Dirac operator /∇ to the Laplace
operator of the Levi-Civita connection and to the scalar curvature R of the underlying
Riemannian manifold (M, g) as
/∇
2
= ∇2 −R/4 . (2)
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Using this after a straightforward calculation one finds the “fundamental identity”
∇2 ‖ ǫ ‖2= 2 ‖ ∇ǫ ‖2 +2Re〈ǫ, /∇
2
ǫ〉+
1
2
R ‖ ǫ ‖2 . (3)
Assuming that Mn is compact without boundary, R ≥ 0 and /∇ǫ = 0, it is a consequence
of the Hopf maximum principle that the differential equation on ‖ ǫ ‖2 will have no
solutions. This is a contradiction unless /∇ does not have zero modes. On the other hand
if /∇ǫ = 0 and R = 0, the Hopf maximum principle will imply that ∇ǫ = 0. Therefore all
zero modes of the Dirac operator are parallel, i.e.
∇Xǫ = 0⇐⇒ /∇ǫ = 0 . (4)
Under the same assumption integrating (3) on Mn, one derives the more familiar
integral identity
∫
M
‖ /∇ǫ ‖2=
∫
M
‖ ∇ǫ ‖2 +
1
4
∫
M
R ‖ ǫ ‖2 . (5)
The two consequences of the Lichnerowicz formula explained above via the use of the
fundamental identity (3) can also be derived from this integral identity. Moreover if ǫ is
an eigenspinor with eigenvalue λ, one can easily conclude that
|λ|2 ≥
1
4
inf
Mn
R , (6)
i.e. all eigenvalues of the Dirac operator are bounded below by the minimum of the scalar
curvature on Mn. These results can be summarized as follows.
Theorem 2.1. Let (Mn, g) be a spin Riemannian manifold without boundary. Then
1. If the Ricci scalar R  0 on Mn, then Ker /∇ = {0}.
2. If R = 0, then Ker /∇ = Ker∇ and all the zero modes of /∇ are parallel spinors.
3. Let λ be any eigenvalue of /∇, then |λ|2 ≥ 1
4
infMn R.
A profound consequence of the above results is in the computation of the index of the
Dirac operator on Riemannian manifolds. As /∇ is formally anti-self-adjoint, the index
of /∇ vanishes on all manifolds which admit a metric with R ≥ 0, see also e.g. [1] for
a generalization of this result. Furthermore, the index of the Dirac operator on Berger
Riemannian 8-dimensional manifolds with holonomy strictly Spin(7), SU(4), Sp(2) and
Sp(1)×Sp(1) is 1, 2, 3 and 4, respectively. As these manifolds are Ricci flat, the calculation
of the index reduces to the counting of the parallel spinors on these manifolds which in
turn follows from representation theory.
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2.2 Fundamental identities for 0-form Dirac operators
As D is a 0-form Dirac operator choose ω = ef where f is a real smooth function on
Mn and e ∈ C. So D = /∇ + ef . From now on, unless stated otherwise, Mn is compact
without boundary and spin, and all the fields are smooth.
Proposition 2.1. A fundamental identity for D is
∇2 ‖ ǫ ‖2=
(
1
2
R + c1f
2
)
‖ ǫ ‖2 +2 ‖ ∇ˆǫ ‖2
+2Re〈ǫ, ( /∇− 2k¯f + e¯f)Dǫ〉 − 2∇iRe〈ǫ, efΓ
iǫ〉 . (7)
where ∇ˆX = ∇X + kf /X , c1 = −2|k|
2n + 2Re((2k¯ + e)e)− 4(Re e)2 and k ∈ C.
Proof. Some of the steps for the derivation of the fundamental identity are as follows.
Observe that (3) can be rewritten as
∇2 ‖ ǫ ‖2 = 2 ‖ (∇ˆ − Σ)ǫ ‖2 +2Re〈ǫ, /∇(D − /ω)ǫ〉+
1
2
R ‖ ǫ ‖2
= 2 ‖ ∇ˆǫ ‖2 −4Re〈Σǫ,∇ǫ〉 − 2 ‖ Σǫ ‖2 +2Re〈ǫ, /∇Dǫ〉
−2Re〈ǫ, /∇(/ωǫ)〉+
1
2
R ‖ ǫ ‖2 . (8)
So far this calculation applies to all multi-form Dirac operators. In this particular case,
one finds that
Re〈Σǫ,∇ǫ〉 = Re〈ǫ, k¯f /∇ǫ〉 = Re〈ǫ, k¯f(D − ef)ǫ〉 ,
and
Re〈ǫ, /∇(/ωǫ)〉 = Re〈ǫ, (e/dfǫ+ ef /∇ǫ)〉 = ∇iRe〈ǫ, efΓ
iǫ〉
−Re〈ǫ, (e + e¯)f(D − ef)ǫ〉+ Re〈ǫ, (efD − e2f 2)ǫ)〉 ,
which together with ‖ Σ ‖2= |k|2n ‖ ǫ ‖2 give the fundamental identity of the proposition.
Remark: The constants e and k and others that will be introduced later are referred
to as the parameters of the problem. Many of the statements that follow require certain
relations between these parameters which will increasingly become more involved. One
of the tasks is to verify that there is a range in the space of parameters for which the
statements stated hold.
Theorem 2.2. Consequences of the fundamental identity are the following.
1. If 1
2
R + c1f
2  0 on Mn, then KerD = {0} ,
2. If 1
2
R+c1f
2 = 0, f 6= 0 at some point onMn and KerD 6= {0}, then KerD = Ker ∇ˆ
and e = nk .
5
Proof. Indeed let ǫ be a zero mode of D, Dǫ = 0. After integrating the fundamental
identity on Mn, one finds that
∫
M
((
1
2
R + c1f
2
)
‖ ǫ ‖2 +2 ‖ ∇ˆǫ ‖2
)
= 0 , (9)
which leads to a contradiction provided that 1
2
R + c1f
2  0. This establishes the first
part of the statement.
On the other hand if Dǫ = 0 and 1
2
R + c1f
2 = 0, then one concludes that ‖ ∇ˆǫ ‖2= 0
and so ∇ˆǫ = 0. Thus all the zero modes of D are parallel. Therefore KerD ⊆ Ker ∇ˆ.
On the other hand ∇ˆǫ = 0 implies that /ˆ∇ǫ = 0 and so (D − /ˆ∇)ǫ = f(e − nk)ǫ = 0.
The spinor ǫ is parallel with respect to ∇ˆ and so it is nowhere zero on Mn. In addition
as f does not vanish everywhere on Mn, one finds that e = nk and so D = /ˆ∇. As a
result Ker∇ˆ ⊆ KerD. Combining this with KerD ⊆ Ker∇ˆ above, one concludes that
KerD = Ker∇ˆ which establishes the second part of the statement.
One of the applications of the fundamental identity is the derivation of an estimate
for the eigenvalues of the Dirac operator.
Corollary 2.2.1. Let λ be an eigenvalue of the Dirac operator /∇ and n > 1, then
|λ|2 ≥
1
4(s2n− 2s+ 1)
inf
Mn
R , (10)
where s ∈ R. An upper lower bound for |λ|2 is attained for s = n−1.
Proof. To derive this from the theorem 2.2 take f = 1 and choose e = −λ and k = −sλ.
In such a case, one has D = /∇− λ. As /∇ is formally anti-self-adjoint, λ is imaginary. If
ǫ is an eigen-spinor of /∇ with eigen-value λ, then Dǫ = 0. As D has zero modes, it is
required that
1
2
R + c1f
2 =
1
2
R + 2|e|2(−s2n + 2s− 1) =
1
2
R + 2|λ|2(−s2n + 2s− 1) ≤ 0 . (11)
As for n > 1, s2n−2s+1 > 0, this inequality can be re-arranged to bound the eigenvalues
of /∇ in (10). The minimum of polynomial s2n − 2s + 1 is at s = n−1 and therefore an
upper lower bound for the eigenvalues of /∇ is
|λ|2 ≥
n
4(n− 1)
inf
Mn
R . (12)
This bound has originally been established by Friedrich [2].
Remark: As the focus is on D, ∇ˆ is chosen to optimise the properties of D. In this
respect it is allowed to vary k in such a way that the fundamental identity can effectively
be used. We have already seen examples of this above. A similar approach leads to
estimates for the eigenvalues λ of D. As D is not formally anti-self-adjoint for e complex,
the eigenvalues in general are complex numbers.
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Proposition 2.2. Suppose that k = e and take λ to be an eigenvalue of D, then
|λ|2 ≥ inf
Mn
(
1
4
R + (1− n)|e|2f 2
)
. (13)
Proof. For k = e, the fundamental identity can be re-arranged as
∇2 ‖ ǫ ‖2=
(
1
2
R + 2(1− n)|e|2f 2
)
‖ ǫ ‖2 +2 ‖ ∇ˆǫ ‖2
−2 ‖ Dǫ ‖2 +2∇iRe〈ǫ,Γ
iDǫ〉 − 2∇iRe〈ǫ, efΓ
iǫ〉 . (14)
Integrating this over Mn, one finds that
∫
M
‖ Dǫ ‖2=
∫
M
(
1
4
R + (1− n)|e|2f 2
)
‖ ǫ ‖2 +
∫
M
‖ ∇ˆǫ ‖2 . (15)
Choosing ǫ to be an eigen-spinor of D with eigen-value λ, one establishes the proposition.
Remark: If 1
4
R + (1− n)|e|2f 2 = 0, the identity (15) does not imply that the eigen-
spinors ǫ are parallel with respect to some connection ∇ˇX = ∇ˆX + pf /X unless f is
constant.
2.3 Manifolds with ∇ˆ-parallel spinors
The geometry of manifolds admitting ∇ˆ-parallel spinors, ∇ˆǫ = 0, is restricted. Here the
main focus is to investigate some aspects of the geometry of manifolds that satisfy the
conditions as stated in the second part of the theorem 2.2.
Proposition 2.3. For a generic choice of metric on Mn, f and k, the Lie algebra of the
holonomy group of ∇ˆ is contained in pin⊗ C, LieHol(∇ˆ) ⊆ pin⊗ C.
Proof. As a consequence of the Ambrose-Singer theorem the Lie algebra of the the holon-
omy group Hol(∇ˆ) is spanned by Rˆ(X, Y ) evaluated at every point of manifoldMn, where
Rˆ is the curvature of ∇ˆ and X, Y are any two vector fields. A short computation using
the formula Rˆ(X, Y ) = ∇ˆX∇ˆY − ∇ˆY ∇ˆX − ∇ˆ[X,Y ] reveals that
Rˆ(X, Y ) = R(X, Y ) + kX(f) /Y − kY (f) /X + k2f 2( /X /Y − /Y /X) , (16)
where R(X, Y ) is the curvature of the frame connection induced on the spin bundle, i.e
in an orthonormal co-frame basis {ei; i = 1, . . . , n}, one has R(ei, ej) =
1
4
Rij,klΓ
kΓl, see
also appendix A.
Viewing Cln as a Lie algebra with commutator constructed from the Clifford multipli-
cation in the standard way, i.e. [a, b] = a ·b−b ·a, at every point Rˆ(X, Y ) spans Cl1n⊕Cl
2
n,
where the superscript labels refer to the Z grading of the Clifford algebras. This is the
Lie algebra pin of the Pin group. As the coefficients are complex, one concludes that
LieHol(∇ˆ) ⊆ pin⊗ C.
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Proposition 2.4. If Mn admits a ∇ˆ-parallel spinor ǫ, then Rˆ(X, Y )ǫ = 0 and(
−
1
2
iY /R + nkiY df − k/∂f · /Y − 2(n− 1)k
2f 2 /Y
)
ǫ = 0 , (17)
(
−
1
2
R + 2(n− 1)k/∂f − 2n(n− 1)k2f 2
)
ǫ = 0 , (18)
where again iY /R ..= /(iYR) with R the Ricci tensor.
Proof. Clearly Rˆ(X, Y )ǫ = 0 is a consequence of ∇ˆXǫ = 0. The remaining two identities
on the Ricci tensor and curvature scalar follow after some further Clifford algebra and
the Bianchi identities of Riemann curvature.
Corollary 2.2.2. Suppose that n > 1, and ∇ˆǫ = 0.
1. If k is imaginary, k 6= 0, then f is constant.
2. If k is real, f is nowhere vanishing, and the assumptions of the second part of the
theorem 2.2 hold, then k = 0.
Proof. For the first part take the Dirac inner product of (17) with ǫ, and then take the
imaginary part, to obtain the condition (n − 1)k(iY df) ‖ ǫ ‖
2= 0. As ǫ is nowhere
vanishing, it follows that f is constant.
For the second part, as e = nk, one has that c1 = −2n(n − 1)|k|
2. For k real, the
condition (18) implies that (k/∂f − 2nk2f 2)ǫ = 0. As f is nowhere zero, this can be
rewritten as k(/∂ log |f | − 2nk)ǫ = 0. As ǫ is nowhere vanishing and f has critical points,
one finds that k = 0.
Given a spinor ǫ on a manifold Mn, one can define a set of forms on Mn as
χp(X1, X2, . . . , Xp) =
i[
p
2
]
p!
∑
σ
(−1)|σ|〈ǫ, /Xσ(1) · /Xσ(2) · · · · /Xσ(p)ǫ〉 , (19)
where σ is a permutation and |σ| is the signature of σ. Using this definition, it is straight-
forward to demonstrate the following.
Proposition 2.5. Let ∇ˆǫ = 0, then
(∇Y χp)(X1, X2, . . . , Xp) = −ap,p+1(k¯ + (−1)
pk)f χp+1(Y,X1, . . . , Xp)
−ap,p−1(k¯ + (−1)
p−1k)f (αY ∧ χp−1)(Y,X1, . . . , Xp) , (20)
where αY (X) = g(Y,X) and ap,q = i
[ p
2
]−[ q
2
].
Corollary 2.2.3. The p-forms χp are conformal Killing-Yano forms.
Proof. Indeed it is straightforward to observe that
∇Y χp =
1
p+ 1
iY dχp −
1
n− p+ 1
αY ∧ δχp , (21)
which is the definition of a conformal Killing-Yano p-form.
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Remark: Clearly if k is imaginary (real), then dχp = 0 for p even (odd). Similarly if
k is imaginary (real), then δχp = 0 for p odd (even). Furthermore for k imaginary, the
1-forms are Killing, while for k real the 1-forms are closed and conformal Killing.
Remark: Because of the Killing property of 1-forms for k imaginary, the equation
∇ˆǫ = 0 is called the Killing spinor equation. The geometry of manifolds admitting Killing
spinors for f a constant function have been extensively investigated in the literature, for
a summary see e.g. [2].
3 1-form modified Dirac operators
3.1 Eigenvalue estimates
Suppose that ω = eA, where A is real 1-form onM and e ∈ C. Thus D = /∇+e /A. On even
dimensional manifolds, unlike the 0-form modified Dirac operators, D : Γ(S±) → Γ(S∓),
where the signs denote the chirality of the spin bundle S = S+ ⊕ S−. Furthermore D is
formally anti-self-adjoint for e imaginary. Next set
∇ˆX = ∇X + k1 /A · /X + k2A(X) , (22)
where k1, k2 ∈ C. The proof of the fundamental identity is similar to that for the 0-form
Dirac operators, and the steps will not be repeated here.
Proposition 3.1. The fundamental identity of 1-form Dirac operators is
∇2 ‖ ǫ ‖2= 2 ‖ ∇ˆǫ ‖2 +2Re〈ǫ, ( /∇+ (2k¯1 + e) /A)Dǫ〉
+2Re(2k1 + k2 + e)δ
(
A ‖ ǫ ‖2
)
+
1
2
R ‖ ǫ ‖2 −2Re(2k1 + k2)δA ‖ ǫ ‖
2
+c1A
2 ‖ ǫ ‖2 +4Im(e + 2k¯1 + k¯2) Im〈ǫ,∇Aǫ〉 − Re〈ǫ, e/dAǫ〉 , (23)
where c1 = −(2n|k1|
2 + 2|k2|
2 + 2Re(2k¯2k1 + 2k¯1e + e
2)).
One of the consequences of the fundamental identity is the following theorem.
Theorem 3.1. Suppose that A is closed, dA = 0, and Im(e + 2k¯1 + k¯2) = 0, then the
following hold.
1. If 1
2
R − 2Re(2k1 + k2)δA + c1A
2  0 on Mn, then KerD = {0}.
2. If 1
2
R− 2Re(2k1 + k2)δA+ c1A
2 = 0, A is non-vanishing at some point on Mn and
KerD 6= {0}, then KerD = Ker ∇ˆ, e = (2 − n)k1 + k2 and c1 = −(2(n
2 − n)|k1|
2 +
2|e|2 + 4nRe(e¯k1) + 2Re e
2).
Proof. Assuming that Dǫ = 0, dA = 0, and Im(e+ 2k¯1 + k¯2) = 0, one finds that the first
part of the statement follows after integrating the fundamental identity (23) over Mn.
As the only restriction on the parameters is Im(e + 2k¯1 + k¯2) = 0, the first part of the
statement is valid for a 5-parameter family.
Next assuming in addition that 1
2
R−2Re(2k1+k2)δA+ c1A
2 = 0, one concludes after
integrating over Mn that ∇ˆǫ = 0. Therefore, KerD ⊆ Ker∇ˆ. In turn this implies that
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/ˆ∇ǫ = 0 and so Dǫ− /ˆ∇ǫ = (e−(2−n)k1−k2) /Aǫ = 0. Therefore (e−(2−n)k1−k2)A
2ǫ = 0.
As ǫ is parallel, it is no-where zero on Mn. Furthermore as A is non-vanishing at some
point on Mn, one concludes that e = (2− n)k1 + k2. From this follows that D = /ˆ∇ and
KerD = Ker∇ˆ as all ∇ˆ-parallel spinors are zero modes of /ˆ∇. Solving e = (2−n)k1+k2 for
k2 and substituting in the expression for c1 in proposition 3.1, one arrives at the expression
stated in the second part of the theorem.
Note that the second part of the statement is valid provided that the parameters are
restricted as Im(e + 2k¯1 + k¯2) = 0 and e = (2 − n)k1 + k2. These conditions can be
re-expressed as e = (2−n)k1+ k2 and Im k1 = 0. Therefore there is a 3-parameter family
of parameters that the statement is valid.
Remark: The fundamental identity can be used in different ways. In particular take
A to be harmonic. If Im(e+2k¯1+ k¯2) = 0 and
1
2
R+ c1A
2 = 0, it will be a consequence of
the Hopf maximum principle that every zero mode ǫ of D is parallel and ‖ ǫ ‖ is constant.
The latter condition on the length of ǫ is essential in the proof of the horizon conjecture.
In particular, it is this arrangement of the fundamental identity that arises in physics-not
only in this case but also in all applications found for multi-form modified Dirac operators.
Remark: The fundamental identity can be used to derive a bound for the eigenvalues
of the Dirac operator /∇ as in [3]. However, this issue is left to be examined later in the
section describing the multi-form modifications of the Dirac operator.
Proposition 3.2. If dA = 0, Im(e + 2k¯1 + k¯2) = 0 and k1 = −Re e, the eigenvalues λ of
D are bounded as
|λ|2 ≥ inf
Mn
(
1
4
R + Re (2e− k2) δA+
c1
2
A2
)
(24)
where c1 = −2 ((n− 2)(Re e)
2 + |k2|
2 − 2Re eRe k2 + Re (e
2)).
Proof. If k1 = −Re e, dA = 0 and Im(e + 2k¯1 + k¯2) = 0 the fundamental identity can be
re-arranged as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 −2 ‖ Dǫ ‖2 +2∇iRe〈ǫ,Γ
iDǫ〉 − 2Re(e− k2)δ
(
A ‖ ǫ ‖2
)
+
(
1
2
R + 2Re (2e− k2) δA+ c1A
2
)
‖ ǫ ‖2 (25)
Assuming that ǫ is an eigen-spinor of D with eigen-value λ and integrating over Mn, one
finds the bound on on λ stated in the proposition. The constant c1 can be easily computed
upon setting k1 = −Re e in the expression for c1 in proposition 3.1.
Note that as k1 is real, the range of parameters is described by the conditions k1 =
−Re e and Im k2 = Im e. So the statement is valid for a 3-parameter family.
3.2 Manifolds with ∇ˆ-parallel spinors
3.2.1 Holonomy of ∇ˆ and Curvature identities
The Lie algebra of the holonomy group of ∇ˆ can be identified using the Ambrose-Singer
theorem. In particular one has the following.
10
Proposition 3.3. Suppose that the metric on Mn, A, k1 and k2 are generic, then
LieHol(∇ˆ) ⊆ pin⊗ C⊕ C. Furthermore if dA = 0, then LieHol(∇ˆ) ⊆ pin⊗ C
Proof. It suffices to find the curvature of ∇ˆ. Indeed
Rˆ(X, Y ) = R(X, Y ) + k1(∇X /A · /Y −∇Y /A · /X) + k2dA(X, Y )
+ k21 /A ·
(
/X · /A · /Y − /Y · /A · /X
)
. (26)
Observe that at every point onMn, the curvature spans the subspace Cl0n⊕Cl
1
n⊕Cl
2
n of the
Clifford algebra. As Cl0n commutes with Cl
1
n⊕Cl
2
n and Cl
1
n⊕Cl
2
n spans pin, LieHol(∇ˆ) ⊆
pin⊗ C⊕ C, where the compexification arises because the coefficients are complex.
Next observe that if dA = 0, then at every point on Mn the curvature spans the
subspace Cl1n⊕Cl
2
n of the Clifford algebra. This proves the second part of the proposition.
The existence of ∇ˆ-parallel spinors implies conditions on the curvature of Mn. In
particular after a short computation, one finds the following.
Proposition 3.4. Let ∇ˆǫ = 0, then Rˆ(X, Y )ǫ = 0. Moreover consequences of Rˆ(X, Y )ǫ =
0 are (
−
1
2
iY /R + (2− n)k1∇Y /A−
1
2
k1 /dA · /Y + k1δA/Y + k2iY /dA
+2(n− 2)k21(A
2 /Y − /AA(Y ))
)
ǫ = 0 ,(
−
1
2
R + ((3− n)k1 + k2) /dA− 2(1− n)k1δA
+2(1− n)(2− n)k21A
2
)
ǫ = 0 . (27)
Corollary 3.1.1. Let us make the same assumptions as those stated in the second part
of theorem 3.1 and n 6= 1. Then A is required to satisfy
(
Re(2k1 + k2) + (1− n)k1
)
δA−
1
2
(c1 + 2(1− n)(2− n)k
2
1)A
2 = 0. (28)
Proof. From theorem 3.1 the scalar curvature is restricted as 1
2
R − 2Re(2k1 + k2)δA +
c1A
2 = 0. On the other hand from the proposition above −1
2
R − 2(1 − n)k1δA + 2(1 −
n)(2−n)k21A
2 = 0 as ǫ is no-where vanishing. Adding the two expressions together yields
the result. The equation derived can be thought of as the field equations for A.
3.2.2 A twisted covariant form hierarchy
Manifolds that admit ∇ˆ-parallel spinors are associated with twisted covariant form hi-
erarchies which generalize the notion of conformal Killing-Yano forms. To describe the
structure consider the definition.
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Definition 3.1. Let (Mn, g) be a Riemannian manifold equipped with some multi-form
F . A covariant form hierarchy on (Mn, g) twisted with F is a collection of forms χp which
satisfy
∇FY ({χp}) = iYP({χp}) + αY ∧Q({χp}) (29)
where P,Q : Γ(Λ∗(M)) → Γ(Λ∗(M)) and are constructed from the exterior derivative d,
the wedge product with F and inner derivation with respect to F viewed as a vector valued
multi-form and their adjoints with respect to the standard inner product in Γ(Λ∗(M)).
Furthermore ∇F is a connection in Λ∗(M) constructed from the Levi-Civita connection
and F , which is not necessarily degree preserving, and αY (X) = g(Y,X).
Remark: The main property of the covariant form hierarchy on (Mn, g) is that the
skew-symmetric and trace representations of the covariant derivative of the forms χp with
respect to ∇F are expressed in terms of operations in the space of forms on Mn such as
the exterior derivative, the wedge and inner products with a reference multi-form F and
their adjoints.
Remark: Examples of covariant form hierarchies are the Killing-Yano and conformal
Killing-Yano forms. Both are twisted with the form zero, F = 0, and so ∇F = ∇.
Furthermore in the former case P = (p+1)−1d andQ = 0 while in the latter P = (p+1)−1d
and Q = −(n− p + 1)−1δ.
Lemma 3.2. Consider the forms χp as in (19) and take ∇ˆǫ = 0, then
∇Y χp + 2Re (2k1 + k2)A(Y )χp = −2Imk1 iY iAχp+2 + 2Re k1 iY (A ∧ χp)
+2Re k1 αY ∧ iAχp + 2Im k1 αY ∧ A ∧ χp−2 . (30)
Proof. Writing ∇ˆY = ∇Y +ΣY and expressing the forms χp formally as χp = i
[ p
2
]〈ǫ,∧pΓǫ〉,
one has that
∇Y χp = i
[ p
2
]〈∇Y ǫ,∧
pΓǫ〉+ i[
p
2
]〈ǫ,∧pΓ∇Y ǫ〉
= −i[
p
2
]〈ǫ, (Σ†Y · ∧
pΓ + ∧pΓ · ΣY )ǫ〉 . (31)
Substituting for ΣY and after some Clifford algebra computation one finds that the right-
hand-side of the above expression can be written in terms of the forms of the hierarchy.
After some further re-arrangement one arrives at the expression stated in the lemma.
Corollary 3.2.1. The forms (19) constructed from a ∇ˆ-parallel spinor ǫ define a twisted
with respect to the form A covariant form hierarchy on Mn as
∇Y χp + 2Re (2k1 + k2)A(Y )χp =
1
p+ 1
iY
(
dχp + 2Re (2k1 + k2)A ∧ χp
)
−
1
n− p+ 1
αY ∧
(
δχp − 2Re (2k1 + k2) iAχp
)
. (32)
Proof. To prove this notice that the right-hand-side of (30) is determined by the skew and
trace representations of the left-hand-side of the same equation. After replacing the right-
hand-side of (30) with those, one arrives at equation (32) which proves the corollary.
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Remark: Notice that if Re (2k1 + k2) = 0, the covariant form hierarchy becomes
untwisted and χp are standard Killing-Yano forms. In this region of parameter space both
∇ˆ and /ˆ∇ retain a non-trivial dependence of A even though (32) becomes independent of
A. Also observe that there is a common range of parameters that both the theorem 3.1
is valid and χp are Killing-Yano forms.
Remark: Although (30) implies (32), the converse is not always true. To see this
consider the range Re (2k1 + k2) = 0 of parameters and observe that (30) retains its
dependence on A while (32) does not. So (30) cannot be recovered from (32).
4 2-form modified Dirac operators
4.1 Eingenvalue estimates
Let F be a real 2-form on M . The 2-form Dirac operator is chosen as D = /∇+ e/F , where
e ∈ C. Furthermore consider the connection on the spin bundle
∇ˆX = ∇X + k1 /F · /X + k2 /iXF , (33)
where k1, k2 ∈ C. If e is imaginary, then D is formally anti-self-adjoint.
Proposition 4.1. The fundamental identity of 2-form Dirac operators is
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(
1
2
R + c1F
2
)
‖ ǫ ‖2 +c2 ‖ /F ‖
2
+ 2Re〈ǫ, ( /∇+ (2k¯1 − e)/F )Dǫ〉
+ Re〈ǫ, (−4k¯2 + 16k¯1 − 8e)F
i
jΓ
j∇iǫ〉
−
2
3
Re〈ǫ, e /dFǫ〉+ 4Re〈ǫ, eδ /Fǫ〉 , (34)
where
c1 = −32|k1|
2 − 2|k2|
2 + 16Re(k1k¯2) ,
c2 = −2(n− 8)|k1|
2 − 4Re(k1k¯2) + Re(e(4k¯1 − 2e)) , (35)
and for any form ω, δ/ω = /(δω). Furthermore if k2 = 4k1 − 2e¯, then
c1 = −8|e|
2 , c2 = −
(
2n|k1|
2 − 8Re(ek1)− 4Re(ek¯1) + 2Re(e
2)
)
. (36)
Proof. The identity (34) can be established after some computation similar to that per-
formed for the 0-form Dirac operators. Also the expressions for the constants c1 and c2
in (36) follow after a direct substitution of k2 = 4k1 − 2e¯ in (35).
There are different ways to present the consequences of the fundamental identity de-
pending on the condition satisfied by F . Let us begin with the case that F is harmonic.
Theorem 4.1. Suppose that F is harmonic, F 6= 0, and k2 = 4k1 − 2e¯.
1. In addition if 1
2
R + c1F
2  0 and c2 ≥ 0, then KerD = {0} .
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2. Moreover if 1
2
R + c1F
2 = 0, c2 = 0, and KerD 6= {0}, then KerD = Ker ∇ˆ,
e = 2
3
nk¯1 −
1
3
nk1 and n ≥ 9.
Proof. To prove the first part of the theorem, one finds that the last three terms of the
fundamental identity (34) vanish from the assumptions made. Furthermore as ǫ ∈ KerD,
the terms containing Dǫ = 0 vanishes as well. Integrating the remaining formula over Mn
leads to a contradiction due to the remaining conditions on the scalar curvature R and
c2 ≥ 0. To see that there is a range of parameters such that c2 ≥ 0, one uses (36) to write
c2 = −2n
[(
Re (k1)−
3|e|
n
cosψ
)2
+
(
Im (k1) +
|e|
n
sinψ
)2
+
|e|2
n2
(
n(1− 2 sin2 ψ) + 8 sin2 ψ − 9
)]
, (37)
where e = |e| exp(iψ). In order for c2 ≥ 0, one must have that
n(1− 2 sin2 ψ) + 8 sin2 ψ − 9 ≤ 0 . (38)
This inequality always holds if 1
2
≤ sin2 ψ ≤ 1, with no condition on the value of n.
However, if sin2 ψ < 1
2
, then we find
n ≤
9− 8 sin2 ψ
1− 2 sin2 ψ
, (39)
which gives an upper bound on n; though this upper bound tends to infinity as sin2 ψ → 1
2
.
Next let us turn to the second part of the statement. As in the first part, the last
three terms of the fundamental identity (34) vanish. Again as Dǫ = 0, integrating the
remaining identity over Mn and using the remaining assumptions, one finds that ∇ˆǫ = 0.
Therefore KerD ⊆ Ker ∇ˆ.
To prove that KerD = Ker ∇ˆ, take ǫ ∈ KerD and notice that as ∇ˆǫ = 0, one has that
/ˆ∇ǫ = 0. So (D − /ˆ∇)ǫ = (e − (n − 4)k1 − k2)/Fǫ = 0. The last condition requires that
e = (n− 4)k1 + k2. Indeed suppose that e 6= (n− 4)k1 + k2. This then gives that /Fǫ = 0.
To proceed, consider the identity
/∇(/Fǫ) =
(1
3
/dF − 2δ /F + Γi /F ∇ˆi − (k2 + (n− 8)k1)/F
2
− 4(k2 − 4k1)F
2
)
ǫ . (40)
Upon imposing /Fǫ = 0 and ∇ˆǫ = 0, on finds that e¯F 2ǫ = 0. As ǫ is no-where vanishing
on Mn because it is parallel and e 6= 0, one concludes that F 2 = 0 and so F = 0. This
is a contradiction as F 6= 0. So one has that e = (n − 4)k1 + k2. Thus D = /ˆ∇ and as
Ker ∇ˆ ⊆ Ker /ˆ∇, one establishes that KerD = Ker ∇ˆ.
Next substituting for k2 using k2 = 4k1 − 2e¯, one finds the expression of e in terms
of k1. It remains to verify that there is a range in the parameter space such that c2 = 0.
Indeed for e = 2
3
nk¯1 −
1
3
nk1, one has that
c2 = −
2|e|2
n
(
n(1− 2 sin2 ψ) + 8 sin2 ψ − 9
)
. (41)
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Setting c2 = 0, one finds that
sin2 ψ =
9− n
8− 2n
. (42)
Imposing 0 ≤ sin2 ψ ≤ 1, the dimension of the manifold is restricted as n ≥ 9.
Proposition 4.2. Suppose that F harmonic, k2 = 4k1 − 2e¯ and k1 = Re e, and c2 ≥ 0,
then the eigenvalues λ of D are bounded from below as
|λ|2 ≥ inf
Mn
(
1
4
R− 4|e|2F 2
)
. (43)
Proof. Under the assumptions above the three last terms of the fundamental identity (34)
vanish. Furthermore if k1 = Re e, the fundamental identity can be re-arranged as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(1
2
R− 8|e|2F 2
)
‖ ǫ ‖2 −2 ‖ Dǫ ‖2
+ 2∇iRe〈ǫ,Γ
iDǫ〉+ c2 ‖ /Fǫ ‖
2 . (44)
Assuming that ǫ is an eigenspinor of D with eigenvalue λ, one derives the bound on λ
after integrating (44) over Mn provided that c2 ≥ 0.
It remains to verify that there is a range of parameters such that c2 ≥ 0. Indeed a
direct substitution for k1 in c2 reveals that
c2 = 2|e|
2 + (8− 2n)|e|2 cos2 ψ . (45)
It is straightforward to observe that it is always possible to choose e such that c2 ≥ 0 for
any n.
There are other ways to re-arrange the fundamental identity (34) such that one can
derive bounds for the eigenvalues of D by putting weaker restrictions on F . In particular,
all the main statements that are valid for F harmonic can be adapted to hold for F closed.
Theorem 4.2. Suppose that F is closed, F 6= 0, and k2 = 4k1 + 2iIm e.
1. In addition if 1
2
R− 8(Im e)2F 2  0 and c2 ≥ 0, then KerD = {0}.
2. Moreover if 1
2
R− 8(Im e)2F 2 = 0, Im e 6= 0, c2 = 0 and KerD 6= {0}, then KerD =
Ker ∇ˆ and e¯ = nk1.
Proof. Using that k2 = 4k1 + 2iIm e, one finds that the fundamental identity (34) can be
re-arranged as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(1
2
R − 8(Im e)2F 2
)
‖ ǫ ‖2 −4∇iRe〈ǫ, eFijΓ
jǫ〉
+ 2Re〈ǫ,
(
/∇+ (2k¯1 − e)/F
)
Dǫ〉+ c2 ‖ /Fǫ ‖
2 (46)
−
2
3
Re〈ǫ, e /dFǫ〉
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where
c2 = −
(
2n|k1|
2 + 8Re eRe k1 − 4Re(ek¯1) + 2Re(e
2)
)
. (47)
Assuming that ǫ ∈ KerD and dF = 0, the first part of the theorem follows after
integrating (47) over Mn. It remains to show that there is a range of parameters such
that c2 ≥ 0. Indeed c2 can be written as
c2 = −2n
(
(Re k1 −
1
n
Re e)2 + (Im k1 +
1
n
Im e)2
)
+ 2
n+ 1
n
|e|2 − 4|e|2 cos2 ψ (48)
For c2 ≥ 0, it is required that
cos2 ψ ≤
n + 1
2n
. (49)
This can always be arranged for a choice of e.
To prove the second part of the theorem, take ǫ ∈ KerD. Using the assumptions stated
and after integrating (47) over Mn, one finds that ǫ ∈ Ker ∇ˆ. Thus KerD ⊆ Ker ∇ˆ. Next
notice that it is required that e¯ = nk1 as otherwise F = 0. Indeed if e¯ 6= nk1, one has
that /Fǫ = 0 as (D − /ˆ∇)ǫ = (e− nk¯1)/Fǫ = 0. An argument based on equation (40) leads
to the condition
δ /Fǫ+ 2(k2 − 4k1)F
2ǫ = 0 . (50)
The integrability condition is (δF )2 = 4(k2 − 4k1)
2F 4 because ǫ is nowhere vanishing.
This together with k2 = 4k1 + 2iIm e gives (δF )
2 + 16(Im e)2F 4 = 0 which in turn gives
F = 0 as Im e 6= 0.
Thus e¯ = nk1 and so D = /ˆ∇. But Ker ∇ˆ ⊆ Ker /ˆ∇ and therefore Ker ∇ˆ ⊆ KerD.
This together with KerD ⊆ Ker ∇ˆ derived from the fundamental identity above lead to
KerD = Ker ∇ˆ.
It remains to demonstrate that there is a range of parameters such that c2 = 0. Indeed
for e¯ = nk1, one finds that
c2 = 2
n+ 1
n
|e|2 − 4|e|2 cos2 ψ . (51)
This has always a solution for any n for an appropriate choice of e.
Proposition 4.3. If F is closed, k1 = Re e and c2 ≥ 0, then
|λ|2 ≥ inf
Mn
(
1
4
R− 4(Im e)2F 2
)
, (52)
where λ is an eigenvalue of D.
Proof. For k1 = Re e and dF = 0, the fundamental identity can be arranged as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(1
2
R− 8(Im e)2F 2
)
‖ ǫ ‖2 −4∇iRe〈ǫ, eFijΓ
jǫ〉 − 2 ‖ Dǫ ‖2
16
+ 2∇iRe〈ǫ,Γ
iDǫ〉+ c2 ‖ /Fǫ ‖
2 . (53)
Taking ǫ to be an eigenspinor with eigenvalue λ, assuming that c2 ≥ 0 and integrating
(53) over Mn, one finds a bound described in the proposition.
It remains to demonstrate that there is a range of parameters such that c2 ≥ 0. Indeed
using the relations between the parameters, one finds that
c2 = 2|e|
2 − 2n|e|2 cos2 ψ , (54)
and so it is always possible to choose e such that c2 ≥ 0 for any n.
4.2 Manifolds with ∇ˆ-parallel spinors
4.2.1 Holonomy of ∇ˆ and curvature identities
Let us begin with identifying the Lie algebra of the holonomy group of ∇ˆ.
Proposition 4.4. Suppose that the metric on Mn, F , k1 and k2 are generic, then
LieHol(∇ˆ) ⊆ (Cln − Cl
0
n)⊗ C, where Cln is considered as a Spin(n) module.
Proof. To use the Ambrose-Singer theorem to find LieHol(∇ˆ), the curvature of ∇ˆ is
Rˆ(X, Y ) = R(X, Y ) + k1(∇X /F · /Y −∇Y /F · /X) + k2
(
∇X iY /F −∇Y iX /F
)
+ k22
(
iX /F · iY /F
−iY /F · iX /F
)
+ k21(/F )
2 · ( /X /Y − /Y /X) + (16k21 + 4k1k2)/FF (X, Y )
+(2k1k2 + 4k
2
1)/F · ( /X · iY /F − /Y · iX /F )
−4k1k2 /Y · iiXF /F + 4k1k2 /X · iiY F /F . (55)
Therefore at every point in Mn, Rˆ(X, Y ) takes values in (Cl1n ⊕ Cl
2
n ⊕ Cl
3
n ⊕ Cl
4
n) ⊗ C.
Demanding algebraic closure with respect to the Lie brackets induced on Cln from the
Clifford multiplication, one derives the statement of the proposition.
Proposition 4.5. If ∇ˆǫ = 0, then Rˆ(X, Y )ǫ = 0, where Rˆ is given in (55) and
(
−
1
2
R +
2
3
((n− 5)k1 + k2) /dF − (4(n− 3)k1 + 2k2)δ /F +
(
− 2k22 + 2k
2
1(−n
2 + 13n− 36)
−4k1k2(n− 6)
)
(/F )2 +
(
− 6k22 + (56− 8n)k1k2 + 32(n− 4)k
2
1
)
F 2
)
ǫ = 0 . (56)
Proof. The condition Rˆ(X, Y )ǫ = 0 follows as an integrability condition of ∇ˆǫ = 0. The
second condition involving the scalar curvature R follows from Rˆ(X, Y )ǫ = 0 after acting
with further Clifford algebra operations.
Remark: Unlike the previous two cases of 0- and 1-form modified Dirac operators,
the condition (56) is a Clifford algebra condition on ǫ and it cannot be compared in a
straightforward way with the condition 1
2
R− 8(Im e)2F 2  0 that appears in theorem 4.2.
Nevertheless, it is clear that it imposes conditions on F required for the existence of a
parallel spinor ǫ. There is also a similar condition involving the Ricci tensor which arises
from Rˆ(X, Y )ǫ = 0. Although this has been computed, it has not been included in the
proof.
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4.2.2 A covariant twisted form hierarchy
The geometry of manifolds with ∇ˆ-parallel spinors is characterized by the existence of a
twisted covariant form hierarchy. The twisting form is F and the forms χp of the hierarchy
are given in (19).
Proposition 4.6. The twisted covariant form hierarchy of a manifold admitting a ∇ˆ-
parallel spinor ǫ, ∇ˆǫ = 0 satisfies the formula
∇Y χp + ap,p+1
(
k¯2 − 4k¯1 + (−1)
p(k2 − 4k1)
)
iiY Fχp+1
+ap,p−1
(
k¯2 − 4k¯1 + (−1)
p−1(k2 − 4k1)
)
iY F ∧ χp−1
=
1
p+ 1
iY
(
dχp − ap,p+1
(
k¯2 − 4k¯1 + (−1)
p(k2 − 4k1)
)
iFχp+1
+2ap,p−1
(
k¯2 − 4k¯1 + (−1)
p−1(k2 − 4k1)
)
F ∧ χp−1
)
−
1
n− p+ 1
αY ∧
(
δχp + 2ap,p+1
(
k¯2 − 4k¯1 + (−1)
p(k2 − 4k1)
)
F ∨ χp+1
+ap,p−1(k¯2 − 4k¯1 + (−1)
p−1(k2 − 4k1))iFχp−1
)
, (57)
where ∨ is the adjoint of ∧ with respect to the (weighted) inner product in the space of
forms, see Appendix A.
Proof. The outline of the computation required to derive the above expression has already
been given in lemma 3.2. In particular writing ∇ˆY = ∇Y + ΣY and using (19), one has
that
∇Y χp = −i
[ p
2
]〈ǫ, (Σ†Y · ∧
pΓ + ∧pΓ · ΣY )ǫ〉 (58)
The right-hand-side of the expression above can be re-expressed in terms of forms χp of the
hierarchy and F alter some more Clifford computations. Indeed this can be re-arranged
as
∇Y χp + ap,p+1(k¯2 − 4k¯1 + (−1)
p(k2 − 4k1))iiY Fχp+1
+ap,p−1(k¯2 − 4k¯1 + (−1)
p−1(k2 − 4k1))iY F ∧ χp−1 =
2ap,p+3(k¯1 + (−1)
p−1k1)iY (F ∨ χp+3) + 2ap,p+1(k¯1 + (−1)
pk1)iY (iFχp+1)
−2ap,p−1(k¯1 + (−1)
p−1k1)iY (F ∧ χp−1) + 2ap,p+1(k¯1 + (−1)
pk1)αY ∧ (F ∨ χp+1)
+2ap,p−1(k¯1 + (−1)
p−1k1)αY ∧ iFχp−1
−2ap,p−3(k¯1 + (−1)
pk1)αY ∧ F ∧ χp−3 . (59)
The proof proceeds by noticing that the right-hand-side of the above expression can be
entirely determined from the skew-symmetric and trace representations of the left-hand
side. Replacing the right-hand-side of (59) with these two representations, one derives
(57).
Remark: The covariant form hierarchy untwists provided that k2 = 4k1. In such a
case, the condition (57) reduces to that of the conformal Killing-Yano forms. Nevertheless
notice that for k2 = 4k1 both ∇ˆ and /ˆ∇ exhibit non-trivial terms that depend on F .
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Therefore k2 = 4k1 is a special region in parameter space for the hierarchy. This region
is complementary to the region of parameters that the theorem 4.2 applies. Indeed for
k2 = 4k1, one has that Im e = 0. Thus cos
2 ψ = 1 and the condition c2 ≥ 0 requires that
n ≤ 1. So the simplification of the hierarchy for k2 = 4k1 is not related to the estimates
in theorem 4.2.
Remark: As in the previous case of 1-form modified Dirac operator (59) implies (57)
but the converse statement does not always hold. An argument for this can again be
established in the range k2 = 4k1 of parameters where (59) retains the dependence on F
but (57) does not. Therefore (57) does not imply (59) without some additional input.
5 3-form modified Dirac operators
Let H be a real 3-form on Mn. Then set D = /∇+ e /H and
∇ˆX = ∇X + k1 /H ·X + k2iX /H , (60)
where e, k1, k2 ∈ C. The 3-form Dirac operator has the property that D : Γ(S
±) →
Γ(S∓), where S± are the two chiral spin bundles on a spin manifold with even dimension.
Moreover D is formally anti-self-adjoint provided that e is real.
Proposition 5.1. The fundamental identity for 3-form Dirac operators is
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(
1
2
R + c1H
2
)
‖ ǫ ‖2 +2Re〈ǫ,
(
/∇+ (−2k¯1 + e) /H
)
Dǫ〉
+ c2 ‖ /Hǫ ‖
2 −
1
2
Re〈ǫ, e /dHǫ〉 + 6Re〈ǫ, e δ /Hǫ〉
+ Re〈ǫ,
(
(12(2k¯1 − e) + 4k¯2)H
i
pqΓ
pq
)
∇iǫ〉 . (61)
where
c1 = −96|k1|
2 −
8
3
|k2|
2 − 32Re(k¯2k1) ,
c2 = −
1
9
(
18(n− 8)|k1|
2 + 2|k2|
2 − 12Re(k¯2k1)
)
+ Re((−4k¯1 + 2e)e) (62)
Proof. It follows from a straightforward computation similar to that already presented
for k-form Dirac operators, k = 0, 1, 2.
Theorem 5.1. Suppose that H is harmonic, H 6= 0, and k2 = −6k1 + 3e¯. It follows that
1. if 1
2
R − 24|e|2H2  0 and c2 ≥ 0, then KerD = {0}
2. if 1
2
R − 24|e|2H2 = 0, c2 = 0, and KerD 6= {0}, then KerD = Ker ∇ˆ, e = (6 −
n)k1 + k2 and n ≥ 8.
Proof. To prove the first part of the theorem observe that under the assumptions that have
been made, the last three terms of the fundamental identity (61) vanish. Then assuming
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that ǫ ∈ KerD and integrating over Mn, one arrives at a contradiction provided that
c2 ≥ 0. It remains to show that there is a range of parameters that c2 ≥ 0. Indeed
substituting k2 = −6k1 + 3e¯ into the expression for c2, one finds that
c2 = −(2n|k1|
2 − 12Re(e k1) + 4Re(e k¯1)− 2Re(e
2) + 2|e|2) . (63)
This can be re-arranged as
c2 = −2n
[(
Re k1 −
2|e|
n
cosψ
)2
+
(
Im k1 +
4|e|
n
sinψ
)2
+
2|e|2
n2
(
n sin2 ψ − 2− 6 sin2 ψ
)]
,(64)
where e = |e| exp(iψ). For c2 ≥ 0, it is required that
n sin2 ψ − 2− 6 sin2 ψ ≤ 0 . (65)
This always holds either for n = 6 or for sinψ = 0. Otherwise the parameter e has to be
restricted as
n ≤ 6 +
2
sin2 ψ
. (66)
Note also that c1 = −24|e|
2 which can be derived after substituting k2 = −6k1 + 3e¯ into
(62).
To prove the second part of the statement, integrate the fundamental identity (61)
over Mn. After using the assumptions of the theorem as well as ǫ ∈ KerD one finds
that ǫ ∈ Ker ∇ˆ. So KerD ⊆ Ker ∇ˆ. In fact KerD = Ker ∇ˆ. To see this observe that
(D− /ˆ∇)ǫ = 0 and so (e− (6−n)k1−k2) /H = 0. If e = (6−n)k1+k2, one has that D = /ˆ∇
and so KerD = Ker ∇ˆ as in general Ker ∇ˆ ⊆ Ker /ˆ∇. Otherwise take e 6= (6 − n)k1 + k2
and so /Hǫ = 0. To continue, one can establish the identity
/∇( /Hǫ) =
1
4
/dHǫ− 3δ /Hǫ+ Γi /H∇ˆiǫ
+(
k2
3
− (n− 8)k1) /H
2
ǫ+ 8(6k1 + k2)H
2ǫ . (67)
Imposing the conditions that H is harmonic, /Hǫ = 0 and ∇ˆǫ = 0, the above identity gives
that (6k1 + k2)H
2ǫ = 3e¯H2ǫ = 0. As ǫ is nowhere vanishing because it is parallel and for
e 6= 0, one concludes that H = 0 which is a contradiction.
It remains to show that there is a range of parameters such that the second part of
the theorem is valid. Indeed, the condition e = (6− n)k1 + k2 substituted in (64) gives
c2 = −
4|e|2
n
(
n sin2 ψ − 2− 6 sin2 ψ
)
. (68)
So the requirement that c2 = 0 gives
(n− 6) sin2 ψ = 2 . (69)
This has solutions for all n ≥ 8.
20
Proposition 5.2. Let λ be an eigenvalue of D. If H is harmonic, k1 = −iIm e and
k2 = 6iIm e + 3e¯, then
|λ|2 ≥ inf
Mn
(
1
4
R − 12|e|2H2
)
(70)
provided that either Im e = 0 or n ≤ 6.
Proof. Under the assumptions made on the parameters, the fundamental identity (61)
can be rearranged as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(1
2
R− 24|e|2H2
)
‖ ǫ ‖2 −2 ‖ Dǫ ‖2 +2∇iRe〈ǫ,Γ
iDǫ〉
+ c2 ‖ /Hǫ ‖
2 . (71)
Integrating the above expression over Mn gives a bound on the eigenvalues of D provided
that c2 ≥ 0. A direct computation reveals that
c2 = −2(n− 6)|e|
2 sin2 ψ . (72)
So c2 ≥ 0 provided that either n ≤ 6 or Im e = 0. In the latter case k1 = 0.
Theorem 5.2. Suppose that H is closed, H 6= 0, and k2 = −6k1 + 3Re e.
1. In addition if 1
2
R− 24(Re e)2H2  0 and c2 ≥ 0, then KerD = {0}.
2. Moreover if 1
2
R−24(Re e)2H2 = 0, c2 = 0, and KerD 6= {0}, then e = (6−n)k1+k2
and KerD = Ker ∇ˆ .
Proof. If dH = 0 and k2 = −6k1+3Re e, the fundamental identity (61) can be rearranged
as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ, ‖2 +
(1
2
R− 24(Re e)2H2
)
‖ ǫ ‖2 −6∇iRe〈ǫ, eHijkΓ
jkǫ〉
+ 2Re〈ǫ,
(
/∇− (2k¯1 − e) /H
)
Dǫ〉+ c2 ‖ /Hǫ ‖
2 , (73)
where
c2 = −
(
2n|k1|
2 − 12Re k1Re e + 2(Re e)
2 + 4Re(k¯1e)− 2Re(e
2)
)
. (74)
It is clear that integrating (73) over Mn and assuming that ǫ ∈ KerD leads to a
contradiction provided that c2 ≥ 0. Thus KerD = {0} which proves the first part of
the statement. It remains to show that there is a range of parameters such that c2 ≥ 0.
Indeed c2 can be rewritten as
c2 = −2n
(
(Re k1 −
2
n
Re e)2 + (Im k1 +
1
n
Im e)2 −
4|e|2
n2
+
3 + n
n2
|e|2 sin2 ψ
)
. (75)
For c2 ≥ 0, one has to set
sin2 ψ ≤
4
n+ 3
(76)
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which can always be satisfied for any n.
To prove the second part of the theorem, integrate the fundamental identity (73) over
Mn and after using the assumptions of the theorem as well as ǫ ∈ KerD one finds that
ǫ ∈ Ker ∇ˆ. So one has KerD ⊆ Ker ∇ˆ.
In fact KerD = Ker ∇ˆ. To see this observe that (D− /ˆ∇)ǫ = 0 and so (e− (6− n)k1−
k2) /H = 0. If e = (6− n)k1 + k2, observe that D = /ˆ∇ and so KerD = Ker ∇ˆ as in general
Ker ∇ˆ ⊆ Ker /ˆ∇. Otherwise take e 6= (6 − n)k1 + k2 and so /Hǫ = 0. Then the condition
(67) implies that
−3δ /Hǫ+ 8(k2 + 6k1)H
2ǫ = 0 . (77)
On taking the real part of the Dirac inner product of this expression with ǫ, and using
the condition k2 = −6k1 + 3Re e, one finds H
2 ‖ ǫ ‖2 Re e = 0. Assuming that H and ǫ
do not vanish identically, this implies that Re e = 0. Using this condition, the expression
for c2 can be rewritten as
c2 = −2n
(
(Re k1)
2 + (Im k1 +
1
n
Im e)2 +
|e|2
n2
(n− 1)
)
(78)
and hence the condition c2 = 0 implies that k1 = k2 = e = 0, and we discard this case as
it implies that the 3-form does not modify either the Dirac operator or the supercovariant
derivative.
It remains to demonstrate that there is a range of parameters such that c2 = 0. Indeed
e = (6− n)k1 + k2 implies that
c2 = −2n|e|
2
(
−
4
n2
+
3 + n
n2
sin2 ψ
)
. (79)
So c2 = 0 gives sin
2 ψ = 4
n+3
and an e can be chosen for any n.
Remark: As the conditions of the above theorem require that R − 48(Re e)2H2 ≥ 0,
one has that R  0. Therefore the real index of the Dirac operator viewed a Cln-linear
operator vanishes-this index is also refereed to as α-invariant, see e.g. [1]. Therefore all
manifolds that satisfy the conditions of theorem 5.2 have vanishing α-invariant. As has
been already mentioned D : Γ(S±)→ Γ(S∓) and so D can extend to a Cln-linear operator
on the Clifford bundle such that D : Γ(Cln(M))
ev,od → Γ(Cln(M))
od,ev. For e real D is
formally anti-self adjoint and has the same principal symbol as the Dirac operator, the
real index of D as a Cln-linear operator is the same as the index of the Dirac operator.
Similar comments can be made for 1-form modified Dirac operators.
Proposition 5.3. If H is closed, c2 ≥ 0, k1 = −iIm e and k2 = 6iIm e + 3Re e, then the
eigenvalues λ of D are bounded as
|λ|2 ≥ inf
Mn
(
1
4
R− 12(Re e)2H2
)
, (80)
provided that Im e = 0 and so D is a formally anti-self-adjoint operator.
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Proof. Under the assumptions on the parameters, the fundamental identity (61) can be
re-arranged as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 −2 ‖ Dǫ ‖2 +
(1
2
R− 24(Re e)2H2
)
‖ ǫ ‖2 −6∇iRe〈ǫ, eHijkΓ
jkǫ〉
+ 2∇iRe〈ǫ,Γ
iDǫ〉+ c2 ‖ /Hǫ ‖
2 (81)
where now
c2 = −2(n− 1) sin
2 ψ . (82)
The proposition follows after assuming that ǫ is an eigenspinor of D with eigenvalue λ and
integrating (81) over Mn. The requirement that c2 ≥ 0 for n > 1 leads to the condition
that Im e = 0. Therefore k1 = 0. D is a formally anti-self-adjoint operator and the
holonomy of ∇ˆ is contained in Spin(n).
5.1 Holonomy of ∇ˆ connections and covariant form hierarchies
It is straightforward to observe that ∇ˆY : Γ(S
±) → Γ(S±), where S± are the two chiral
spin bundles on even dimensional manifolds Mn. Therefore ∇ˆY preserves the chirality of
sections of the spin bundle and so it is expected that the Lie algebra of the holonomy of
∇ˆ to be restricted on the even part Clevn of the Clifford algebra Cln.
Theorem 5.3. The Lie algebra of the holonomy of ∇ˆ, LieHol(∇ˆ), for a generic choice
of metric on Mn, H and k1, k2 is LieHol(∇ˆ) ⊆ (Cl
ev − Cl0) ⊗ C. Furthermore if k1 = 0,
then LieHol(∇ˆ) ⊆ spin(n)⊗ C.
Proof. To use the Ambrose-Singer theorem to identify the Lie algebra of the holonomy
group of ∇ˆ, it is sufficient to compute the curvature of ∇ˆ. Indeed after some computation,
one finds that
Rˆ(X, Y ) = R(X, Y ) + k1(∇X /H · /Y −∇Y /H · /X) + k2(∇XiY /H −∇Y iX /H)
+k21( /H · /X · /H · /Y − /H · /Y · /H · /X)
+k22(iX /H · iY /H − iY /H · iX /H) + k1k2( /H · /X · iY /H + iX /H · /H · /Y
− /H · /Y · iX /H − iY /H · /H · /X) . (83)
It is straightforward to observe that Rˆ(X, Y ) at every point on Mn is an element of
(Cleven −Cl0)⊗C. Furthermore if k1 = 0, then Rˆ(X, Y ) is an element of Cl
2⊗C which is
identified with spin(n)⊗ C.
Proposition 5.4. The twisted covariant form hierarchy associated with geometry of Mn
that admits a ∇ˆ-parallel spinor is described by the equation
∇Y χp + 4Im (k2 + 6k1)iYH ∨ χp+2 − 4Re (k2 + 6k1)iiY Hχp
+4Im (k2 + 6k1) iYH ∧ χp−2 =
1
p+ 1
iY
(
dχp + 4 Im(k2 + 6k1) i
†
Hχp+2
+8Re (k2 + 6k1) iHχp + 12 Im (k2 + 6k1)H ∧ χp−2
)
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−
1
n− p+ 1
αY ∧
(
δχp − 12 Im(k2 + 6k1)H ∨ χp+2
+8Re(k2 + 6k1)i
†
Hχp − 4 Im(k2 + 6k1) iHχp−2
)
. (84)
Proof. The computation required to derive the formula above has already been described
for the 1-form and 2-form modified Dirac operators. In particular after some Clifford
algebra, one finds that
∇Y χp + 4 Im(k2 + 6k1)iYH ∨ χp+2 − 4Re(k2 + 6k1)iiYHχp
+4 Im(k2 + 6k1)iYH ∧ χp−2 =
12Rek1iY (H ∨ χp+4) + 12 Im k1 iY (i
†
Hχp+2) + 12Re k1 iY (iHχp)
+12 Im k1 iY (H ∧ χp−2) + 12 Im k1 αY ∧ (H ∨ χp+2)− 12Re k1 αY ∧ i
†
Hχp
+12 Im k1 αY ∧ iHχp−2 − 12Re k1 αY ∧H ∧ χp−4 . (85)
Then (84) follows from (85) because the right-hand-side of the above equation is specified
from the skew and trace representations of the left-hand-side of the same expression. So
after replacing the right-hand-side of (85) with the skew and trace representations of the
left-hand-side, one arrives at (84) which proves the proposition.
Remark: The equation (84) of the covariant form hierarchy for k2 = −6k1 simplifies
to the Killing-Yano form equation. Again both ∇ˆ and /ˆ∇ exhibit non-trivial dependence
on H in this region of parameter space. The region k2 = −6k1 is again complementary to
the region of parameters for which the theorem 5.2 is valid. Therefore the simplification
of the hierarchy is not due to the bounds described in theorem 5.2.
5.2 k-form, k > 3, modified Dirac operators
Here we shall demonstrate that the results we have proven so far do not generalize to
4-form modified Dirac operators. Indeed consider the 4-form modified Dirac operator
D = /∇+ e/F and
∇ˆX = ∇X + k1 /F · /X + k2iX /F , (86)
where F is a real 4-form on Mn and e, k1, k2 ∈ C. Below we state without proof the
fundamental identity.
Proposition 5.5. The fundamental identity of 4-form modified Dirac operators is
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
1
2
R ‖ ǫ ‖2 +2Re〈ǫ, ( /∇− (2k¯1 + e)/F )Dǫ〉
+c1 ‖ /F ‖
2 −4Re〈ǫ, (8k¯1 − k¯2 + 4Re e)F
i
j1j2j3Γ
j1j2j3∇iǫ〉
+18c2〈F
mn
i1i2Γ
i1i2ǫ, Fmni3i4Γ
i3i4ǫ〉 − 24c2F
2 ‖ ǫ ‖2
−8Re∇i〈ǫ, eF
i
jklΓ
jklǫ〉 −
2
5
Re〈ǫ, e /dFǫ〉 . (87)
where c1 = Re
(
4k¯1e + 2e
2 − 2(n− 16)|k1|
2 − 4k¯2k1
)
and c2 = −Re
(
64|k1|
2 − 16k¯2k1 + |k2|
2
)
.
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Remark: Let F be a closed 4-form. Assuming that 1
2
R−24c2F
2  0, k2 = 8k1+4Re e
and c1, c2 ≥ 0, one could conclude that KerD = {0}. However there is no range of
parameters for which this holds. Indeed, the ∇ǫ term in (87) vanishes provided that
k2 = 8k1 + 4e¯. Using this, one finds that
c2 = −16(Re e)
2 . (88)
As c2 ≥ 0, this requires that Re e = 0. In turn a short calculation reveals that
c1 = −2(Ime− Imk1)
2 − 2(n− 1)(Imk1)
2 − 2n(Rek1)
2 . (89)
As it is required that c1 ≥ 0, one has to set k1 = e = 0 and so the Dirac operator does not
get modified. A similar conclusion is expected to hold for all generically k-form modified
Dirac operators for k ≥ 4. This does not rule out the possibility that there are may be
counter-examples to this for specially chosen k-forms, k ≥ 4, e.g (anti-)-self dual forms,
representations for the spinor ǫ and dimension of Mn. However generically, it will not be
possible to proceed for reason similar to those exhibited for k = 4 above.
6 (0,1)-multi-form modified Dirac operators
As estimates for the eigenvalues of k-forms, k > 3, modified Dirac operators cannot
generically be obtained, we shall turn our attention to multi-form modified Dirac operators.
As a first example consider the (0,1)-multi-form modified Dirac operator which can be
written as
D = /∇+ e1f + e2 /A , (90)
where e1, e2 ∈ C, and f is a function and A is a 1-form on M
n. Furthermore consider the
connection
∇ˆX = ∇X + k0f /X + k1 /A · /X + k2A(X) (91)
on the spin bundle, where k0, k1, k2 ∈ C.
Proposition 6.1. The fundamental identity for 0- and 1-form Dirac operator D is
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
1
2
R ‖ ǫ ‖2 +2Re 〈ǫ,
(
/∇− 2k¯0f + e¯1f + (2k¯1 + e2) /A
)
Dǫ〉
+(c0f
2 + c1A
2) ‖ ǫ ‖2 −2Re(2k1 + k2)δA ‖ ǫ ‖
2
−2∇iRe 〈ǫ,Γ
ie1fǫ〉+ 2Re(2k1 + k2 + e2)δ
(
A ‖ ǫ ‖2
)
+Re 〈ǫ, c2f /Aǫ〉+ 4Im(e2 + 2k¯1 + k¯2) Im〈ǫ,∇Aǫ〉 − Re 〈ǫ, e2 /dAǫ〉 , (92)
where
c0 = 4Re (k¯0e1) + 2Re e
2
1 − 2n|k0|
2 − 4(Re e1)
2 ,
c1 = −(4Re (k¯1e2) + 2n|k1|
2 + 4Re (k¯1k2) + 2|k2|
2 + 2Re e22) ,
c2 = 4(k¯0 − Re e1)e2 − 4k¯1e1 − 2(2− n)k¯0k1 − 2(2− n)k0k¯1 − 2k¯0k2 − 2k¯2k0 . (93)
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Proof. The derivation of the formula is similar to that of the fundamental identities of
0-form Dirac operators and 1-form Dirac operators. One of the essential new terms is
that with coefficient c2. As will be demonstrated below, this has to vanish to construct
bounds for the eigenvalues of D.
Theorem 6.1. Let A be closed, Im(e2 + 2k¯1 + k¯2) = 0 and Re c2 = 0.
1. If 1
2
R + c0f
2 + c1A
2 − 2Re(2k1 + k2)δA  0, then KerD = {0}.
2. If 1
2
R + c0f
2 + c1A
2 − 2Re(2k1 + k2)δA = 0, and e1 = nk0, A is non-vanishing at
some point on Mn, and KerD 6= {0}, then e2 = (2− n)k1 + k2 and KerD = Ker ∇ˆ.
Proof. To prove the first part of the statement observe that as A is closed, Im(e2 + 2k¯1 +
k¯2) = 0 and Re c2 = 0, the last three terms of the fundamental identity vanish. Assuming
that Dǫ = 0 and integrating the rest of the identity over Mn using the assumptions
of the theorem, one is led to a contradiction. Therefore KerD = {0}. The conditions
Im(e2 + 2k¯1 + k¯2) = 0 and Re c2 = 0 on the parameters have solutions. The statement is
valid for an 8-parameter family.
The second part of the statement can be proved in a similar way. In particular inte-
grating the fundamental identity, one concludes that KerD ⊆ Ker∇ˆ. In turn, this implies
that if ǫ ∈ KerD then /ˆ∇ǫ = 0 and so Dǫ − /ˆ∇ǫ = (e2 − (2 − n)k1 − k2) /Aǫ = 0, on using
the condition e1 = nk0. Therefore (e2 − (2− n)k1 − k2)A
2ǫ = 0. As ǫ is no-where zero on
Mn because it is parallel and as A 6= 0, one concludes that e2 = (2−n)k1+ k2. From this
it follows that D = /ˆ∇ and KerD = Ker∇ˆ as all ∇ˆ-parallel spinors are zero modes of /ˆ∇.
In addition the assumption e1 = nk0 and e2 = (2 − n)k1 + k2 imply that D = /ˆ∇ and
so one establishes KerD = Ker∇ˆ. Note that Im(e2+2k¯1+ k¯2) = 0 and e2 = (2−n)k1+k2
give that Im k1 = 0. There is 4-parameter family that the second part of the theorem
holds.
Corollary 6.1.1. Let η be an eigenspinor of the Dirac operator with eigenvalue λ. If
Im(e2 + 2k¯1 + k¯2) = 0, e2 = Re e2 and Re c2 = 0, then
|λ|2 ≥
1
(ns2 − 2s+ 1)
inf
Mn
(
1
4
R − Re(2k1 + k2)h
−1∇2h+ [
1
2
c1 + Re(2k1 + k2)]|h
−1dh|2
)
,(94)
where s ∈ R and h is a real positive function on Mn. An upper lower bound is obtained
for s = n−1, n > 1.
Proof. To demonstrate this statement take f = 1, e1 = −λ, k0 = se1 and A = −h
−1dh.
To continue set ǫ = he2η and observe that Dǫ = 0. Using that λ is purely imaginary a
straightforward computation reveals that c0 = −2(ns
2−2s+1)|λ|2. As D has a non-empty
kernel and Re c2 ≥ 0, it is required that
1
2
R− 2(ns2 − 2s+ 1)|λ|2 + c1A
2 − 2Re(2k1 + k2)δA ≤ 0 . (95)
The corollary follows after re-arranging the above inequality for n > 1 and substituting
A = −h−1dh. It remains to demonstrate that there is a range of parameters that the
results holds. This will be illustrated in an example below.
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Theorem 6.2. Let λ be an eigenvalue of the Dirac operator and n ≥ 3, then
|λ|2 ≥
n
4(n− 1)
µ1 , (96)
where µ1 is the first eigenvalue of the conformally invariant (Yamabe) operator L =
−4n−1
n−2
∇2 +R. This result has originally been demonstrated by Hijazi [3].
Proof. To prove this from the corollary above choose k1 and k2 to be real numbers and set
1
2
c1+Re(2k1+ k2) = 0. It is straightforward to verify that the conditions of the corollary
6.1.1 are satisfied and one finds that
|λ|2 ≥
n
4(n− 1)
inf
Mn
(
h−1Lh
)
, (97)
after setting s = n−1.
To continue one chooses h to be the eigenvector of L with eigenvalue µ1. It is known
that the first eigenvalue of L admits an eigenvector that does not change sign on Mn,
see [3]. This establishes the theorem provided the parameters can be chosen such that
1
2
c1 + Re(2k1 + k2) = 0. Indeed such a choice of parameters is e2 = −k1, k1 = (n− 2)
−1
and k2 = (n− 3)(n− 2)
−1.
Proposition 6.2. If A is closed, Im(e2+2k¯1+k¯2) = 0, Re c2 = 0, k0 = e1 and k1 = −Re e2,
then the eigenvalues of D are bounded from below as
|λ|2 ≥ inf
Mn
(
1
4
R− Re(−2e2 + k2)δA+
1
2
c0f
2 +
1
2
c1A
2
)
, (98)
where c0 = 2(1− n)|e1|
2 and c1 = −2 ((n− 2)(Re e2)
2 − 2Re e2Re k2 + |k2|
2 + Re e22) .
Proof. Under the assumptions of the proposition, the fundamental identity can be rewrit-
ten as
∇2 ‖ ǫ ‖2 = 2 ‖ ∇ˆǫ ‖2 +
(1
2
R− 2Re(−2e2 + k2)δA+ c1f
2 + c2A
2
)
‖ ǫ ‖2
−2 ‖ Dǫ ‖2 +2∇iRe 〈ǫ,Γ
iDǫ〉 − 2∇iRe 〈ǫ,Γ
ie1fǫ〉 . (99)
Assuming that ǫ is an eigenspinor of D with eigenvalue λ and after integrating (99) over
Mn, one arrives at the bound described in the proposition.
It remains to investigate the range of parameters that the bound is valid. First the
expressions for c0 and c1 follow from those in (93) after substituting k0 = e1 and k1 =
−Re e2. Similarly, Re c2 = 0 yields
Re
(
e¯1(e2 − k2)
)
+ (2− n)Re e1Re e2 = 0 . (100)
Furthermore as k1 is real, Im e2 = Im k2. So the bound on the eigenvalues λ holds for
4-parameter family.
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Remark: One can compute the curvature of ∇ˆ and find the Lie algebra of its holon-
omy group. It can be seen that Rˆ at each point in Mn for generic fields and parameters
has components in Cl3n. Closure of the Lie algebra of the holonomy group requires that
in general LieHol(∇ˆ) ⊆ Cln ⊗ C. This will be the case for all the other ∇ˆ connections
associated with multi-form Dirac operators. It turns out that in most cases LieHol(∇ˆ) is
either a subset of Cln ⊗ C or (Cln − Cl
0
n)⊗ C.
The formula for the twisted covariant form hierarchy of ∇ˆ can derived easily from
linear superposition of those derived for the 0-form and 1-form Dirac operators. Because
of this, the explicit formula will not be stated. The same applies for formulae of twisted
covariant form hierarchies the remaining (0,k), k > 1 cases.
7 (0,2)-multi-form modified Dirac operators
A (0,2)-multi-form modified Dirac operator can be written as
D = /∇+ e1f + e2 /F , (101)
where e1, e2 ∈ C, and f is a function and F is a 2-form on M
n. Furthermore consider the
connection
∇ˆX = ∇X + k0f /X + k1 /F · /X + k2 /iXF , (102)
on the spin bundle, where k0, k1, k2 ∈ C.
Proposition 7.1. The fundamental identity for D is
∇2 ‖ ǫ ‖2 =
(
1
2
R + c
[0]
1 f
2 + c
[2]
1 F
2
)
‖ ǫ ‖2 +2 ‖ ∇ˆǫ ‖2 +c
[2]
2 ‖ /Fǫ ‖
2
+ 2Re〈ǫ, ( /∇− 2k¯0f + e¯1f + (2k¯1 − e2)/F )Dǫ〉+ Re 〈ǫ, c3f /Fǫ〉
− 2∇iRe〈ǫ, e1fΓ
iǫ〉 + Re〈ǫ, (−4k¯2 + 16k¯1 − 8iIm e2)F
i
jΓ
j∇iǫ〉
−
2
3
Re〈ǫ, e2 /dFǫ〉 − 4∇
jRe〈ǫ, e2FjiΓ
iǫ〉 . (103)
where
c
[0]
1 = −2|k0|
2n + 2Re((2k¯0 + e1)e1)− 4(Re e1)
2 ,
c
[2]
1 = −32|k1|
2 − 2|k2|
2 + 16Re(k1k¯2) ,
c
[2]
2 = −2(n− 8)|k1|
2 − 4Re(k1k¯2) + Re(e2(4k¯1 − 2e2)) ,
c3 = 4(iIm e1 + k¯0)e2 − 4k¯1e1 − 2(n− 4)(k¯0k1 − k0k¯1)− 2(k¯0k2 − k0k¯2) . (104)
Theorem 7.1. Suppose that F is closed, k2 = 4k1 + 2iIm e2 and Im c3 = 0. Then the
following hold.
1. If 1
2
R + c
[0]
1 f
2 + c
[2]
1 F
2  0 and c
[2]
2 ≥ 0, then KerD = {0} .
2. If 1
2
R + c
[0]
1 f
2 + c
[2]
1 F
2 = 0, c
[2]
2 = 0, e1 = nk0, Im e2 6= 0, and KerD 6= {0}, then
e2 = (n− 4)k1 + k2 and KerD = Ker ∇ˆ.
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Proof. The proof of both assertions are similar to that given in the previous case. It only
remains to verify that both statements hold for a non-empty range of parameters. Indeed
eliminating k2 from c
[2]
2 using k2 = 4k1 + 2iIm e2, one finds that c
[2]
2 can be expressed as
in (48), where e is replaced by e2. Similarly c3 can be expressed as
c3 = 4(iIm e1 + k¯0)e2 − 4k¯1e1 − 2n(k¯0k1 − k0k¯1)− 8iRe k0Im e2 . (105)
Clearly the condition Im c3 = 0 required for the validity of the first statement has many
solutions.
Furthermore, the additional conditions that are required for the validity of the second
statement give that
Im c3 = 4n
2Im k0 Re k1 − 4nIm(k0k¯1) . (106)
On the other hand
c
[2]
2 = 2
n+ 1
n
|e2|
2 − 4|e2|
2 cos2 ψ = 2n(n+ 1)|k1|
2 − 4n2|k1|
2 cos2 ψ , (107)
as e2 = nk¯1 and e2 = |e2| exp(iψ). The condition c
[2]
2 = 0 specifies the phase ψ. Then it
is straightforward to observe that Im c3 = 0 has non-trivial solutions.
Proposition 7.2. Suppose that F is closed, k2 = 4k1 + 2iIm e2, k0 = e1, k1 = Re e2,
c
[2]
2 ≥ 0 and Im c3 = 0. Then the eigenvalues λ of D are bounded as
|λ|2 ≥ inf
Mn
(
1
4
R +
1
2
c
[0]
1 f
2 +
1
2
c
[2]
1 F
2
)
. (108)
Proof. Again the proof is similar to those in previous cases. It remains that to prove that
the statement is valid for a non-empty range of parameters. Indeed
c
[2]
2 = 2|e2|
2(1− n cos2 ψ), Im c3 = 4|e2|
(
(n− 1) cosψIm e1 − sinψRe e1
)
, (109)
where e2 = |e2| exp(iψ). So there is a range of parameters such that c
[2]
2 ≥ 0 and Im c3 = 0.
8 (0,3)-multi-form modified Dirac operators
A (0,3)-multi-form modified Dirac operator can be written as
D = /∇+ e1f + e2 /H , (110)
where e1, e2 ∈ C, and f is a function and H is a 3-form on M
n. Furthermore consider the
connection
∇ˆX = ∇X + k0f /X + k1 /H · /X + k2iX /H , (111)
on the spin bundle, where k0, k1, k2 ∈ C.
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Proposition 8.1. The fundamental identity is
∇2 ‖ ǫ ‖2 =
(
1
2
R + c
[0]
1 f
2 + c
[3]
1 H
2
)
‖ ǫ ‖2 +2 ‖ ∇ˆǫ ‖2 +c
[3]
2 ‖ /Hǫ ‖
2
+ 2Re〈ǫ, ( /∇− 2k¯0f + e¯1f + (−2k¯1 + e2) /H)Dǫ〉+ Re 〈ǫ, c3f /Hǫ〉
− 2∇iRe〈ǫ, e1fΓ
iǫ〉 + Re〈ǫ,
(
(12(2k¯1 − Re e2) + 4k¯2)H
i
pqΓ
pq
)
∇iǫ〉
−
1
2
Re〈ǫ, e2 /dHǫ〉 − 6∇
iRe〈ǫ, e2HijkΓ
jkǫ〉 (112)
where
c
[0]
1 = −2|k0|
2n+ 2Re((2k¯0 + e1)e1)− 4(Re e1)
2 ,
c
[3]
1 = −96|k1|
2 −
8
3
|k2|
2 − 32Re(k¯2k1) ,
c
[3]
2 = −
1
9
(
18(n− 8)|k1|
2 + 2|k2|
2 − 12Re(k¯2k1)
)
+ Re((−4k¯1 + 2e2)e2) ,
c3 = −4e2Re e1 + 4(k¯0e2 + k¯1e1)− 2(6− n)(k1k¯0 − k¯1k0)− 2(k¯0k2 − k0k¯2) .(113)
Theorem 8.1. Suppose that H is closed, k2 = −6k1 + 3Re e2 and Im c3 = 0. Then the
following hold.
1. If 1
2
R + c
[0]
1 f
2 + c
[3]
1 H
2  0 and c
[3]
2 ≥ 0, then KerD = {0}.
2. If 1
2
R+c
[0]
1 f
2+c
[3]
1 H
2 = 0, c
[3]
2 = 0, e1 = nk0, and KerD 6= {0} then e2 = (6−n)k1+k2
and KerD = Ker ∇ˆ.
Proof. The proof of both statements is similar to those presented in previous case and so
the steps will not be repeated here. It remains to demonstrate that there is a range of
parameters such that the theorem holds. Indeed substituting k2 = −6k1 + 3Re e2 into c3,
one finds that
c3 = −4e2Re e1 + 4(k¯0e2 + k¯1e1) + 2n(k1k¯0 − k0k¯1)− 6(k¯0 − k0)Re e2 (114)
Clearly the conditions c
[3]
2 ≥ 0 and Im c3 = 0 admit many solutions.
If in addition one imposes the assumption e1 = nk0 and e2 = (6 − n)k1 + k2 on the
parameters appearing in the second part of the theorem, then
Im c3 = 4n
2Re k0 Im k1 − 4nIm(k¯0k1) (115)
and
c
[3]
2 = −2n|e2|
2
(
−
4
n2
+
3 + n
n2
sin2 ψ
)
, (116)
where e2 = |e2| exp(iψ). Therefore the conditions Im c3 = c
[3]
2 = 0 have solutions.
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Corollary 8.1.1. Assuming the same conditions as those stated in the first part of the
theorem above, the eigenvalues λ˜ of the operator D˜ = /∇+e2 /H, e2 ∈ R−{0}, are bounded
as
|λ˜|2 ≥
1
s2n− 2s+ 1
inf
Mn
(
1
4
R +
1
2
c
[3]
1 H
2
)
, (117)
where s ∈ R and s > 2n−1.
Proof. To derive this from the theorem 8.1 take f = 1 and choose e1 = −λ˜ and k0 = −sλ˜,
where s ∈ R. In which case, one has D = D˜ − λ˜. As D˜ is formally anti-self-adjoint, λ˜ is
imaginary. If ǫ is an eigen-spinor of D˜ with eigen-value λ˜, then Dǫ = 0. As D has zero
modes, it is required from the first part of the theorem above that
1
2
R + c
[0]
1 f
2 + c
[3]
1 H
2 =
1
2
R + 2|λ˜|2(−s2n+ 2s− 1) + c
[3]
1 H
2 ≤ 0 . (118)
As for n > 1, s2n − 2s + 1 > 0, this inequality can be re-arranged to yield a bound for
the eigenvalues of D˜ in (117). An upper lower bound for the eigenvalues of D˜ is given for
s = n−1 which is the minimum of the polynomial.
It remains to investigate the range of parameters for which the corollary holds. Indeed
Im c3 = 0 for λ 6= 0 gives
Re e2 =
ns− 1
2s
Re k1 . (119)
Furthermore,
c
[3]
2 = −2n(Im k1)
2 + 2(Re k1)
2(n− 2s−1) (120)
and so the condition c
[3]
2 ≥ 0 holds for a non-trivial values of e2 provided that s > 2n
−1.
Proposition 8.2. Suppose that H is closed, k2 = −6k1+3Re e2 and Im c3 = 0. If c
[3]
2 ≥ 0,
k0 = e1 and k1 = −iIm e2, then the eigenvalues λ of D are bounded as
|λ|2 ≥ inf
Mn
(
1
4
R +
1
2
c
[0]
1 f
2 +
1
2
c
[3]
1 H
2
)
(121)
Proof. The conditions imposed on the parameters lead to
c
[3]
2 = 2(1− n)(Im e2)
2 (122)
and hence c
[3]
2 ≥ 0 implies that Im e2 = 0. With this choice,
Im c3 = 8Re e2Im e1 . (123)
One chooses as a solution to Im c3 = 0 the condition Im e1 = 0.
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9 Horizon Dirac operators
Other examples of multi-form modified Dirac operators are the horizon Dirac operators.
These are numerous and associated to supergravity theories in all dimensions. We shall
not provide details of how these appear and the applications they have in the context of
black holes, see [9, 10] for this. Here the focus is on the horizon Dirac operators of 11-
dimensional supergravity. These are modified Dirac operators with a (1,2,4)-multi-form.
There are two horizon Dirac operators defined on a 9-dimensional manifold M9 given by
D(±) = /∇∓
1
4
/h+
1
96
/F ±
1
8
/G . , (124)
where h, G and F are 1-, 2- and 4-forms on M9. Furthermore define the covariant
derivatives
∇ˆ
(±)
X = ∇X ∓
1
4
h(X)−
1
288
/F · /X +
1
72
iX /F
±
1
24
/G · /X ∓
1
12
iX /G . (125)
on the real spinor bundle of Spin(9) on M9.
Proposition 9.1. The fundamental identity is
∇2 ‖ ǫ± ‖
2 +
1
2
(1∓ 1)∇ihi ‖ ǫ± ‖
2 ∓hi∇i ‖ ǫ± ‖
2
= 2 ‖ ∇ˆ(±)ǫ±, ‖
2 +
1
2
R ‖ ǫ± ‖
2 ∓
1
2
〈ǫ±, /Gǫ±〉 −
1
120
〈ǫ±, /dFǫ±〉
+2〈ǫ±,
(
/∇∓
1
4
/h−
1
288
/F ∓
1
24
/G
)
D(±)ǫ±〉 , (126)
where
Gi = −(δG)i −
∗(F ∧ F )i , R = R− δh−
1
2
h2 −
1
4
G2 −
1
48
F 2 , (127)
and ǫ± are sections of the real spinor bundle of Spin(9) on M
9 which has rank 16.
Proof. The fundamental identity can be established after some computation which is
similar to those explained in the other cases. The only difference here is that the spin
bundle is real and so all the inner products are real. This is why the reality restriction
has been removed from the expressions. This fundamental identity was originally derived
in [9] under the additional assumption that R = G = 0-these vanishing conditions are
related to the field equations of 11-dimensional supergravity.
Theorem 9.1. Suppose that G = 0 and dF = 0.
1. In addition if R+ 1±1
2
δh  0, then KerD(±) = {0}.
2. Furthermore if R+ 1±1
2
δh = 0, then KerD(±) = Ker ∇ˆ(±).
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Proof. To prove the first part of the statement assume that D(±) has a non-trivial kernel
and so there are non-trivial sections such that D(±)ǫ± = 0. Using this and after imposing
the assumptions of the theorem on the fundamental identity, one is led to a contradiction
after integrating the resulting fundamental formula on M9. Therefore KerD(±) = {0}.
To prove the second part assume that ǫ± ∈ KerD
(±). After imposing the assumptions
of the theorem and integrating the fundamental formula over M9, one finds that ǫ± ∈
Ker ∇ˆ(±). Thus KerD(±) ⊆ Ker ∇ˆ(±). On the other hand a direct computation reveals
that D(±) = /ˆ∇
(±)
. This establishes that KerD(±) = Ker ∇ˆ(±).
Remark: This illustrates that fundamental identities that lead to estimates for the
eigenvalues of multi-form Dirac operators that contain degree k ≥ 4 degree forms can be
constructed. The restriction to the k ≤ 3-degree forms that we have found for k-form
and (0,k)-form Dirac operators in not essential and it can be removed. However the
systematics of how such constructions can be done in general remain to be established.
10 Concluding Remarks
Multi-form modified Dirac operators have arisen in the context of investigating black holes
in supergravity and string theory, where some of their properties have been explored.
Here they have been considered in the context of spin Riemannian manifolds of any
dimension. The focus has been on k-form and (0,k)-form modified Dirac operators. Some
results concerning the horizon Dirac operators of [9], which are (1,2,4)-form modified
Dirac operators, have also been included. It has been found that many of the results
that have been discovered for the standard Dirac operator extend to these multi-form
modified Dirac operators for some range of parameters. In particular, the Lichnerowicz
formula and theorem as well as the estimates for the eigenvalues of the Dirac operator in
[2, 3] suitably generalize. In fact the estimates found in [2, 3] for the eigenvalues of the
Dirac operator can be re-derived using the formalism developed for the multi-form Dirac
operators.
Despite the progress that has been made, there is not a priori a procedure to find
the multi-form modified Dirac operators that satisfy fundamental identities which in turn
can be used to relate their zero modes to parallel spinors and provide estimates for their
eigenvalues. The construction we have made applies only to certain cases and although ex-
tensions are possible, they depend more on a trial and error approach than on a systematic
construction. Nevertheless it is apparent that multi-form modified Dirac operators with
fundamental identities that give rise to estimates for their eigenvalues can be constructed
on spin manifolds of any dimension.
Apart from providing estimates for the eigenvalues multi-form modified Dirac opera-
tors, we have also investigated the conditions for the existence of parallel spinors with
respect to connections ∇ˆ that are constructed from the frame connection and the multi-
form that arises in the problem. We have demonstrated that the geometry of the un-
derlying manifold is associated with a twisted covariant form hierarchy which generalizes
the Killing-Yano forms. In all cases, there is a range of parameters for which the twisted
covariant form hierarchy reduces to the conformal Killing-Yano forms even though ∇ˆ and
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the associated multi-form Dirac operator /ˆ∇ retain dependence on the multi-form. This
is a significant simplification in the geometry of the manifold which does not have its
origins in the estimates for the eigenvalues of the modified Dirac operator. Although
it is not apparent why such a simplification of the twisted covariant form hierarchy is
allowed, its presence signals the presence of a special structure which may require further
investigation. It is likely that the geometry of solutions of all supergravity theories that
admit Killing spinors are associated with twisted covariant form hierarchies. This remark
is expected to apply to all supergravity theories including those defined on Euclidean or
non-Lorentzian spacetime signature spacetimes.
As an application to geometry, the question arises whether the Gromov-Lawson theo-
rem can be adapted to the context of spin Riemannian manifolds equipped with a closed
3-form. We have seen that the condition R− 48(Re e)2H2  0 that arises in the theorem
5.2 requires that the α-invariant of D, which is the same as that of the Dirac operator,
vanishes. So the vanishing of the α-invariant is a necessary condition for the existence of
a metric and a closed 3-form such that R− 48(Re e)2H2  0. However, it is not apparent
that only the topological condition suffices to establish the converse, even in the case
of simply connected manifolds. It is likely that additional conditions are required to be
explored elsewhere in the future.
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Appendix A Notation
Let (Mn, g) be a spin compact Riemannian manifold with metric g. Forms are normalized
in the standard way. In particular in a co-frame basis {ei; i = 1, . . . , n} a p-form ω is
expressed as
ω =
1
p!
ωi1...ipe
i1 ∧ · · · ∧ eip . (1)
The point-wise inner product of two p-forms is
〈χ, ω〉 ..=
1
p!
χi1...ipω
i1...ip , (2)
and the point-wise norm is
|ω|2 ..= 〈ω, ω〉 ..=
1
p!
ω2 , (3)
where the indices are raised with respect to a metric onMn. Notice that ω2 ..= ωi1...ipω
i1...ip ,
i.e. the expression does not have a normalization factor.
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The inner derivation of a p-form ω with a vector q-form L, iLω, is given by
iLω ..=
p
p!q!
Lki1...iqωkiq+1...ip+q−1 e
i1 ∧ · · · ∧ eip+q−1 . (4)
We also define the inner derivation of a p-form ω with a ℓ-form χ as
iχω ..=
p
p!(ℓ− 1)!
χki1...iℓ−1ωkiℓ...ip+ℓ−2 e
i1 ∧ · · · ∧ eip+ℓ−2 , (5)
where the index is raised with respect to the metric. In general we use the same symbol
to denote tensors which are related by raising and lowering indices with respect to the
metric to simplify the formulae. It is apparent from the context which kind of tensor is
used each time.
The adjoint of the inner derivation of a p-form ω with respect to the vector q-form L,
i†Lω, is defined as
〈φ, i†Lω〉
..= 〈iLφ, ω〉 (6)
for any (p− q + 1)-form φ. i†χω can be defined in a similar way.
Similarly the adjoint operation, ∨, of the wedge product, ∧, of a p-form ω with a
q-form χ, q > p, is
〈φ, ω ∨ χ〉 ..= 〈ω ∧ φ, χ〉 (7)
for an every q − p form φ. The exterior derivative dω of a p-form ω is defined in the
standard way. The adjoint δ of d is defined as 〈δω, χ〉Mn ..= 〈ω, dχ〉Mn, where χ is any (p-
1)-form and 〈·, ·〉Mn ..=
∫
Mn
〈·, ·〉 is the integrated inner product of forms over the manifold
Mn.
The bundle isomorphism / : Λ∗(Mn)→ Cl(Mn) between the bundle of forms Λ∗(Mn)
and the Clifford algebra bundle Cl(Mn) is defined as
/(ω) ..= /ω ..= ωi1...ipΓ
i1 · · ·Γip , (8)
on a p-form ω, where · denotes Clifford algebra multiplication and {Γi; i = 1, . . . , n} is a
basis in the Clifford algebra associated with the co-frame {ei; i = 1, . . . , n} on Mn. Note
that the normalization factor in front of the form has been dropped. Similarly one can
define /X for X a vector field and the Clifford algebra relation reads /X · /Y + /Y · /X =
2g(X, Y )1.
The point-wise spin invariant hermitian (Dirac) inner product of spinors η and ǫ
is denoted as 〈η, ǫ〉 and the associated norm as ‖ ǫ ‖2= 〈ǫ, ǫ〉. In these conventions
〈 /Xη, ǫ〉 = 〈η, /Xǫ〉 for every vector field X . (In many texts /X · /Y + /Y · /X = −2g(X, Y )1
and 〈 /Xη, ǫ〉 = −〈η, /Xǫ〉 but we do not follow these conventions.)
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