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Abstract
Restriction site Associated DNA (RAD) tagging (also known as RAD-seq, etc.)
is an emerging method for analyzing an organism’s genome without completely se-
quencing it. This can be applied to a non-model organism without a reference
genome, though this creates the problem of how to begin data analysis on unmapped
and unannotated reads. Our program, Hot RAD, presents a straightforward and
easy-to-use method to take raw Illumina data that has been RAD tagged and pro-
duce consensus contigs or sequence stacks using a distributed framework, creating
a basis on which to begin analyzing an organism’s DNA. The GUI (graphical user
interface) element of our tool makes it easy for those not familiar with the command
line to take raw sequence files and produce usable data in a timely manner.
1 Introduction
Exploring the genetic makeup of diverse non-model organisms has always posed some-
thing of an interesting problem. With no reference genome, scientists are required to
assemble complex data de novo in a fashion that is time-consuming and requires count-
less iterations of differing parameters to get the best results. As sequencing technology
improves researchers are also left with more reads to manage, creating multiple bottle-
necks in the analysis process.
One newer genome reduction technique to streamline genetic information sampling
is called Restriction site Associated DNA tagging, or RAD tagging (sometimes called
RAD-seq, among other names)[3]. As the name suggests, this approach uses enzymes to
cut along an organism’s genome at specific restriction sites, after which tags (barcodes)
are attached to the enzyme-cut end of the sequence. This allows pooling of individuals
for sequencing, and also creates data that has predictable characteristics. The most
important (and problematic) of these characteristics is that all sequences are cut by the
same enzyme, and thus are all from the same locations in the genome. Unlike traditional
sequencing, reads should stack on top of one another as opposed to the usual staggered
shotgun sampling expected by current assembly programs.
Because of this difference traditional assemblers, while feasible solutions, are not the
optimal tool for RAD tag analysis. We have created a pipeline which, unlike traditional
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Figure 1: Hot RAD Pipeline
assemblers, generates either clusters of sequences or a consensus sequence for each re-
striction site location to which other RAD samples can best be aligned to. This has
been packaged into a GUI (graphical user interface) for ease of use by non-expert users,
though the entirety of the pipeline can also be run through command line execution of
the underlying code. To deal with large data sets, our program also can be run on multi-
ple distributed systems/clouds using Makeflow and Weaver[2][5]. More importantly our
tool, called Hot RAD, utilizes more sequences in its alignment, sorting them into fewer,
deeper loci with less memory usage as compared to other RAD tag analysis methods.
2 Methods
The GUI is constructed in Java while the functionality of the program is encompassed
in Python scripts, Java code, and Makeflow and Weaver scripts. The GUI allows users
to choose what functions to carry out on the data and what values to set parameters
at. It then lets the user choose between running directly from the GUI or constructing
a shell script to run all of the chosen steps on whichever system/cloud they have access
to. Any step in Hot RAD can be left out or substituted with another program, allowing
users to only utilize what they need. For example, a different alignment tool (such as
an alternative assembler) can be utilized in place of the provided assembler described
below.
2.1 Trimming
The sequence trimmer is implemented in Python and preps the raw FASTQ data to
be processed. It allows users to input the sequenced end of the cut site and a barcode
list so that sequences can be trimmed (removing barcodes and the repetitive cut site
end) and labeled, preparing them for downstream analysis. This portion of the program
includes barcode correction and removes all reads that have no valid barcode or no valid
cut site. Barcodes are not required to all be of the same length. Minor quality control
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is available through the option to remove sequences with greater than a given number
of Ns. Paired-end reads can be provided to this step; the trimmer removes all secondary
reads whose primary reads are dropped for too many Ns, no cut site, or an unidentifiable
barcode. An option to remove reverse reads that are read-through of the forward read
is also available.
2.2 Alignment
The first step in the assembly process involves grouping sequences based on the percent
identity value provided by the user. The percent identity between sequences is cal-
culated using the Smith-Waterman algorithm, a dynamic programming approach that
allows us to estimate the maximum number of matched nucleotides in an alignment
between two sequences[15]; to decrease run time the banded version of this algorithm
has been implemented[8]. An option for customized Smith-Waterman scoring schemes
is included for added control. During the alignment, those sequences that do not match
with any other groups are put into their own singleton group until every sequence is
either grouped with similar reads or is in a singleton group. This is distributed using a
Weaver-based MakeFlow, and can be run locally or over a distributed system like condor
with WorkQueue[14][6].
The second step involves finding the most representative (consensus) sequence using
a modified center star tree alignment process[13]. This process again utilizes the Smith-
Waterman algorithm to determine which haplotype sequence within a group leads to the
lowest alignment score (least edit distance) when aligned with every other sequence in
that respective group. This consensus haplotype is the equivalent of a contig from an
assembler, and is output in FASTA format followed by all other sequences in its group.
The FASTA file of consensus alleles is then re-aligned using the same grouping process
seen in the first step to remove any duplicate groups or ungrouped singletons that may
have locus representatives in other files, an artifact of the distributed nature of the first
step. This is done in a tiered merging fashion, as seen in the Assembler step of Figure
1. Starting from the original output of each distributed step, files are merged using
Smith-Waterman, grouping similar consensus sequences and their groups together. In
the final merge, users can specify removal of groups with low sequence coverage to speed
the process, such as removing all singletons. Once all consensus sequences are grouped,
all consensus sequences and their groups are output in FASTA format.
We note that commonly used exact-match speedups can be used in some cases, but we
are concerned with natural populations that could potentially be only 90% similar over
110bp (implying exact matches as small as 10bp). To speed up run time in a memory-
efficient manner, a simple filtration step derived from Gusfield has been added[13]. Given
that we expect the sequences from a locus to be highly similar, we can expect the
nucleotide frequencies to be very similar as well, even if these sequences possess one or
more insertions or deletions. Therefore, we compute a basic count of the occurrence of
each nucleotide and if the sum of the absolute values of the differences is greater than
a user provided value, we do not attempt to align these sequences. This is in effect a
linear time estimate of edit distance.
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Table 1: RUN TIMES OF HOT RAD WITH DIFFERING FILTERS
Filters Run Time (Min) Reads Used Clusters
None 773.1 21,940 4,437
BP Count 169.2 22,010 4,480
BP + Fast Align 16.9 18,524 3,108
BP + FA + Banded 6.6 18,257 3,106
NOTE: BP Count refers to counting the occurrence of each base. Fast Align refers to
checking for similarity in the initial bases of the sequences. Run using 100 jobs and
workers on condor with Work Queue.
Another filtration step is also available to reduce Hot RAD’s run time. Because of the
nature of RAD data, users can assume that their sequences will stack with a relatively
small offset at the beginning of sequences. Insertions and deletions immediately following
cut sites should be rare enough that we can expect the initial portions of sequences to
match up relatively close to one another. Because of this, we can add an extra layer
of filtration to prevent attempting to align sequences that likely won’t pass the percent
identity cutoff because of disparate initial bases. Hot RAD aligns the first X number
of bases to a maximum offset Y, relying on the knowledge that reads that belong to
the same locus should have a relatively good alignment in the initial bases. The run
time advantages to these described filters can be seen in Table 1, which compares these
filters when used with standard Smith-Waterman alignment and finally with banded
alignment.
2.3 Filtration
This step allows users to filter out consensus sequences or contigs (if an assembler was
used) that do not meet certain criteria. Because of the nature of RAD tag data, con-
structed contigs or consensus sequences should not be much longer or shorter than the
longest and shortest reads, and should have a moderate amount of coverage overall.
Contigs can be removed as erroneous using these settings. If the provided assembler is
used, consensus reads will be of appropriate lengths, but the option remains to filter
further.
Ultimately, the output is a set of consensus sequences with the option of including
all of the sequences that appear in their respective groups. Though the content of the
output varies somewhat depending on options chosen and alignment tool used, Hot RAD
is highly flexible regardless.
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3 Results
3.1 Data Sets
Singled-ended Illumina RAD reads from Rhagoletis pomonella flies provided by the Feder
lab at Notre Dame are the primary set used in this paper. These were run on multiple
platforms (Illumina HiSeq and Illumina GA II) at NCGR (Arizona) [11]. Our results
show correct sequence grouping and high sequence usage when compared to other ap-
proaches.
3.2 Hot RAD
We ran Hot RAD with differing numbers of workers, numbers of sequences, and sources
of data to profile the performance. Given the relatively few number of loci sampled
relative to overall dataset size [11], most experiments were done on subsets on the order
of tens to hundreds of thousand sequences. Overall Hot RAD performed well, generating
results that were used as the reference loci used in [11].
Table 2 shows differing sequence usage (e.g. how many sequences were placed into a
putative RAD locus) and consensus sequences between Stacks, Hot RAD, and SeqMan
NGen, a proprietary assembler discussed further below. Stacks utilized default parame-
ters (minimum depth of 2 sequences per stack). Hot RAD and SeqMan used minimum
match percentage 90%, match score 10, mismatch -15, gap -40 and a minimum depth of
2 (minimum depth of 3 for Hot RAD*). Hot RAD’s filtration steps outlined above used
a maximum count difference of 5 bases in a 60 base window, and a match of at least
5 bases in a search area of 8 bases at the beginning of the sequence, with a maximum
offset of 3 bases. Sequences in groups of one (not clustered with any other reads) were
removed before the final merge step. SeqMan’s numbers were taken before the filtration
step to remove contigs that do not fit length requirements.
Table 1 gives a basic indication of Hot RAD’s performance and run time using
different filtering options to decrease run time. We show that Hot RAD performs well
with highly polymorphic data, and can manage sequences of varying lengths, quality, and
sequences that have gaps or insertions in relation to other sequences at the same locus.
By using relatively more computing resources it can utilize more sequences consistently
when compared to other approaches like Stacks and SeqMan with similar settings.
3.3 Previous Approaches
As mentioned previously, different methods have been used to analyze RAD tag data
without a reference genome, ranging from using pre-existing assemblers to writing new
tools. Here we outline these alternative methods while highlighting their differences with
Hot RAD. Table 4 gives a brief overview of capabilities of different RAD tag analysis
approaches.
One application for RAD analysis is called Rainbow[9]. This application only takes
paired-end RAD data to be processed. It is single-core and does not utilize ‘overhanging
bases,’ so the shortest read dictates the longest stretch of base pairs that are aligned.
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Table 2: USAGE OF 200K RAD READS BY PROGRAM
Program Reads Used % Used Clusters
Hot RAD 100,250 50.1% 17,854
Hot RAD* 78,503 49.3% 7,043
Stacks 75,737 37.9% 14,124
SeqMan 100,711 50.4% 30,389
NOTE: Banded Hot RAD was utilized for this table. *Required a minimum depth of 3
sequences per locus.
Table 3: RUN TIME OF 50K RAD SEQUENCES BY PROGRAM
Program Run Time (Min) Cores (Local)
Hot RAD 6.6 8
Stacks 1.1 1
SeqMan .267 1
It utilizes the second sequence in paired-end sequences to better inform its alignment of
reads. It uses a large amount of memory during its execution.
Outlined in the Rainbow paper is another approach called RApiD[16]. Though their
paper provides no run time information, it is significantly slower than Rainbow. Unlike
Rainbow, it is simply a suite of scripts that utilize outside programs to do meaningful
work on the data. It requires use of the program Vmatch, which provides free licenses
for non-commercial research institutions[1]. It also only takes paired-end reads.
One of the first programs for RAD data, Stacks, was written by the lab that developed
the RAD tag method[7]. It is distributed across cores and takes both single-end and
paired-end reads. Unlike the other approaches it also provides scripts to demultiplex
reads. Similar to Rainbow it can only work with a single read length, and thus requires
users to trim sequences to the same lengths or else these different length reads will not be
used. Stacks are generated based on maximum number of mismatches, and thus cannot
handle insertions or deletions in a sequence in a given locus. Stacks has a large memory
footprint from loading all sequences into memory, and runs rather slowly on large data
sets.
RADTools is an approach out of the University of Edinburgh[4]. The developers
recommend using Stacks in place of their program when possible. It can use single-
end or paired-end reads. Like Stacks, RADTools generates groups based on maximum
number of mismatches and can run multithreaded. RADTools provides a demultiplexing
tool like Stacks and Hot RAD, but it is very rigid. It is unable to handle variable length
barcodes, or at the very least only looks at a specific start index for the cut site. This
results in many reads being discarded because the cut site ‘does not match,’ which can
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Table 4: APPROACHES TO ANALYZING RAD DATA
RAD Single Paired Threads/ Different Quality
Program Specific End End Distributed Lengths Scores
Stacks X X X X(Threads) 7 7
Rainbow X 7 X 7 7 7
RApiD X 7 X 7 X 7
RADTools X X X X(Threads) 7 7
SeqMan 7 X X 7 X X
Hot RAD X X X* X X 7
NOTE: * Hot RAD can process paired-end data but does not use the second reads to
assist in read placement.
leave researchers with a very small subset of their data. To use a demultiplexing tool
other than the one provided requires some modification given that RADTools do not
support basic FASTQ, but a slightly modified version of the format.
Hot RAD has the option of using a different assembler or alignment tool instead of
the one included. Originally this is how the pipeline was run, relying on a proprietary
assembler called SeqMan NGen[10]. One drawback of using an assembler is that it works
with RAD data like it does normal sequences and tries to stagger and join them together
into longer reads called contigs. SeqMan is not distributed and takes both single-end
and paired-end reads, but as suggested requires some post-processing (included in Hot
RAD) to remove contigs that are not useful because they fall out of the range of expected
sequence stacks. It has good data usage but requires a paid license, although a 30-day
free trial can be obtained by academics. SeqMan NGen will only places reads in a single
contig, but it also sometimes only aligns a portion of a read instead of its entirety, leading
to erroneous cluster assignments.
4 Future Work
Although to our knowlegde Hot RAD is unique in its ability to process highly hetero-
geneous data (oak, field caught flies, and mosquitoes), it would be useful to process
paired-end data to improve data usage and clustering where possible. This framework
could benefit from additional improvements. For example, Hot RAD and none of the
approaches listed in Table 4 use base quality information to inform their sequence align-
ments, which could better decipher variants during or after clustering. Moreover, ad-
ditional or new pre-processing with filters could provide a “fast” alignment option for
Hot RAD to accompany the slower more accurate settings of the current implementa-
tion. Finally, the preparatory work for Genotyping By Sequencing (GBS)[12] is slighly
different than traditional RAD because it requires an extra step of trimming trailing
adapter sequence base pairs. The modular nature of our implementation will allow de-
veloping a GBS-specific version for analyzing these data by simply replacing the current
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preprocessing steps.
5 Conclusions
We have constructed a tool that requires no external pre-processing of the data and
that can be further analyzed and utilized by researchers, even if the are unfamilar with
command line tools. Its optional distributed nature allows for faster execution, and it
can be used on machines without a large memory requirement. Hot RAD consistently
uses more sequences than other approaches but puts them into fewer, deeper stacks. It
is comparable with other RAD tag analysis software with the added benefit of flexibility,
straightforward output, a GUI, and a high level of customization.
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