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A major motivation for building a quantum computer is that it provides a tool to efficiently
simulate strongly correlated quantum systems. In this work, we present a detailed roadmap on
how to simulate a two-dimensional electron gas—cooled to absolute zero and pierced by a strong
transversal magnetic field—on a quantum computer. This system describes the setting of the Frac-
tional Quantum Hall Effect (FQHE), one of the pillars of modern condensed matter theory. We give
analytical expressions for the two-body integrals that allow for mixing between N Landau levels
at a cutoff M in angular momentum and give gate count estimates for the efficient simulation of
the energy spectrum of the Hamiltonian on an error-corrected quantum computer. We then focus
on studying efficiently preparable initial states and their overlap with the exact ground state for
noisy as well as error-corrected quantum computers. By performing an imaginary time evolution
of the covariance matrix we find the generalized Hartree-Fock solution to the many-body problem
and study how a multi-reference state expansion affects the state overlap. We perform small-system
numerical simulations to study the quality of the two initial state Ansa¨tze in the Lowest Landau
Level (LLL) approximation.
I. INTRODUCTION AND OVERVIEW
Feynman’s conjecture that quantum computers could
provide a means for efficiently simulating other quantum
systems was proven by Lloyd in 1996 [1], where a simu-
lation is considered to be efficient, if the computational
cost scales at most polynomially with the system size.
The following year, Abrams and Lloyd [2] showed how
a fermionic quantum system could be simulated on such
a device in either first or second quantization. 25 years
after the proposal of quantum computing [3, 4], Aspuru-
Guzik et al. [5] demonstrated that the calculation time
for the energy of atoms and molecules scales polynomi-
ally using quantum algorithms given an initial state with
sufficient support on the desired eigenstate. This pro-
vided the initial spark to ignite a plethora of studies on
molecular electronic systems using quantum computers
(see e.g. [6] for a recent summary). Until then, quantum
computing was more famously known for being able to
break RSA-encryption [7] but with the proposed simula-
tion of quantum mechanical systems, quantum comput-
ing gained a lot of interest across various fields.
While the study of strongly correlated fermionic sys-
tems has been advocated as a strong suit for quantum
computers, one of its most prominent phenomena, the
FQHE, has so far been rather sparsely covered [8]. This
effect occurs when electrons are confined to two dimen-
sions [9], cooled to near absolute zero and are subject to a
strong transversal magnetic field. The FQHE manifests
itself by a quantization of the Hall conductance over a
finite range of the applied magnetic field for certain elec-
tron densities and led to various theories and proposed
new quasi-particles, such as composite fermions, aimed
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at describing the observed patterns [10]. The plateaus
appear at integer or fractional values of e2/h (where e
is the electron charge and h is Planck’s constant) and
while the integer value plateaus can be well explained by
Landau quantization and the effect of disorder (without
having to take into account interactions), the Coulomb
interaction between electrons plays a key role for the un-
derstanding of the observation of plateaus at fractional
values of e2/h. Deriving a microscopic theory to explain
the fractional plateaus is an active field of research in
condensed matter physics. It is believed that quasi-hole
and -particle excitations of the ground state of Fractional
Quantum Hall (FQH) systems display anyonic statistics,
which form the building blocks of a topological quantum
computer [11].
It is not known whether a quantum computer will help
us find underlying universal principles that enable us to
explain the phenomena of the simulated correlated quan-
tum system. However, a quantum computer does provide
a tool to test such theories against exact and approximate
solutions for system sizes far beyond what any classical
computer will be able to simulate. Our aim is to give an
ab-initio roadmap that paves the way towards a digital
quantum simulation of FQH systems.
We will consider two different types of quantum com-
puters, on the one hand those which are error-corrected
and potentially able to perform millions of gate opera-
tions and on the other hand those available today, i.e.
error-prone quantum processors, which are limited to ex-
ecute quantum operations well within their coherence
times.
Within the context of error-corrected quantum com-
puters, we study the scaling of current state-of-the-art
quantum algorithms based on the Linear Combination
of Unitaries (LCU) method, which is designed to com-
pute the energy spectrum of a given Hamiltonian H to
desired precision ∆E [12]. These quantum algorithms
realize a unitary alternative to the usual time evolution
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2operator [13] of the quantum phase estimation algorithm
[14] and allow one to efficiently extract information about
the Hamiltonian’s spectrum.
While the quantum phase estimation algorithm has a
theoretically proven exponential speedup in sampling a
Hamiltonian or eigenvalue sampling of a unitary matrix
generated by the exponential of a sparse matrix, cur-
rent and near-term quantum computers are not fault tol-
erant and applying the quantum phase estimation al-
gorithm is impossible due to the tremendous amount
of gate operations that need to be applied coherently.
On the other hand, algorithms which are applicable to
Noisy Intermediate-Scale Quantum (NISQ) [15] devices,
i.e. non-error-corrected quantum computers—such as the
Variational Quantum Eigensolver (VQE) [16, 17]—are re-
stricted to coherence time limited circuit depths and are
of heuristic nature. Such heuristic algorithms are intu-
itively compelling and capable of systematic refinement,
but lack rigorous bounds on their performance [18].
A large part of our work will focus on finding an initial
state |Ψinit〉 (sometimes also called a trial-, or reference
state) which approximates the ground state |Ψ0〉 of H.
We restrict ourselves to initial states which are efficiently
computable on a classical - and efficiently preparable on a
quantum computer and need to possess a non-vanishing
overlap with the desired eigenstate of the Hamiltonian.
We engage in the task of finding an initial state which
would serve as the starting point of a given quantum al-
gorithm to approximate the ground state of the Hamilto-
nian describing the FQH system and how one could then
extract physically meaningful properties from it, e.g. by
means of computing the one- and two-particle correla-
tion functions. The problem of finding an initial state
|Ψinit〉 with above mentioned prerequisites has largely
been ignored in literature and has only recently been
studied thoroughly for a variety of electronic systems
[19], with the exception of FQH systems. Such initial
states are not only of interest for NISQ algorithms, but
also for quantum-error-corrected algorithms such as in
Refs. [20, 21].
This work is structured as follows. In Section II we
present the Hamiltonian of interacting electrons in a disk
geometry pierced by a strong magnetic field. We provide
efficiently computable analytical expressions for the two-
body coefficients of the Hamiltonian in second quantiza-
tion and describe how this Hamiltonian can be mapped
from the fermionic to the spin basis using the Jordan-
Wigner transformation. In Section III, we present an
efficient strategy for simulating the FQHE on an error-
corrected quantum computer using a quantum algorithm
proposed in Ref. [22] based on the LCU method [12]. In
Section IV we discuss the classically efficient computa-
tion of initial states from the family of Fermionic Gaus-
sian States (FGS), which can be implemented on NISQ
devices. We extend our discussion by including a multi-
reference state approach suited for error-corrected quan-
tum computers, which is based on linear combination
of Slater determinants using a state-of-the-art quantum
TABLE I. List containing all abbreviations used in main text.
Abbreviation
FQH(E) Fractional Quantum Hall (Effect)
(L)LL (Lowest) Landau Level
NISQ Near Intermediate-Scale Quantum
VQE Variational Quantum Eigensolver
LCU Linear Combination of Unitaries
FGS Fermionic Gaussian State
CM Covariance Matrix
ASCI Adaptive Sampling Configuration Interaction
FCI Full Configuration Interaction
chemistry algorithm [19]. The results of the numerical
simulations are presented in Section V, where we com-
pare fidelities of the respective initial state and the ac-
tual ground state |Ψ0〉 for small system sizes (which cor-
responds to the typical size of current cloud-based quan-
tum computing hardware). In Section VI we discuss pos-
sible avenues one could explore in order to improve the
FQH Hamiltonian model. We sum up our findings in Sec-
tion VII. The Appendix provides further details mainly
on the derivations of the Coulomb matrix elements, an al-
ternative Hamiltonian simulation strategy based on the
self-inverse matrix decomposition strategy of [23], the
equations of motion for the imaginary time evolution of
the Covariance Matrix (CM), and helpful relations for
the implementation of the multi-reference state approach.
We provide a list of the main abbreviations in Table I and
of symbols used throughout the main text in Table II.
II. SYSTEM HAMILTONIAN
This Section presents the considered Hamiltonian of
electrons under Coulomb repulsion in a strong magnetic
field. We present analytical solutions in symmetric gauge
disk geometry for the one- and two-body matrix elements
of the second quantized Hamiltonian which allows for
Landau Level (LL) mixing. A similar result has been
reported for a spherical geometry in [24].
We introduce Landau levels and the single-particle ba-
sis states in Section II A. Since Section II B presents very
technical results which are only required when one wants
to study large systems with various LLs and are not
needed for the understanding of the rest of this work,
the non-interested reader can skip to section II C where
we describe the system Hamiltonian in the LLL which is
the setting of our numerical simulations. We conclude
this section by showing how to map the fermionic Hamil-
tonian through the Jordan-Wigner transformation to a
spin Hamiltonian in Section II D.
A. The Hamiltonian in first quantization
We analyze a two-dimensional electron gas in the x-
y plane with no disorder and in a strong magnetic field
B = (0, 0, B)T allowing for discarding the spin degrees of
3TABLE II. This table lists and explains the most important symbols appearing in the main text and refers to their respective
definitions or appearances in the last column. We include a listing of all abbreviations used in the main text at the end of the
table.
Symbol Explanation Equation
O(f(x)) (O˜(f(x))) Limiting behaviour of a function f(x) for large values of x (suppressing polylogarithmic factors)
H System Hamiltonian (both in first and second quantized representation) H = H1 +H2, where H1 (1),(9),(37),
contains all single particle terms and H2 contains all interaction terms between particles (38),(46)
|Ψ0〉 Exact ground state energy of the system Hamiltonian H
|Ψinit〉 Initial state / reference state that approximates |Ψ0〉
N Denotes largest considered Landau level (LL). Individual LLs are indexed by P1 = 0, 1, . . . , N
M Denotes cutoff in angular momentum, individual angular momenta are indexed by P2 = 0, 1, . . . ,M
Nso ≈ NM , Nel Number of spin-orbitals and electrons—in numerical simulations one chooses N M
P,Q,R,S Quantum number tuples, P = (P1, P2), ..., S = (S1, S2). Convention: PΣ = P1 + P2
ψP(r) Single particle wave function, depending on P and particle coordinate r, eigenfunctions of H1 (5)
fPQ One-body Hamiltonian coefficients of H1 in its second quantized representation (10),(8)
hPQRS Coulomb-matrix elements of H2 in its second quantized representation (11)
h
(i)
PQRS Coulomb-matrix elements for case (i) where P2 − S2 ≥ 0 (case (ii) P2 − S2 < 0 follows from symmetry) (19)
cP, c
†
P, c
†
p, cp Fermionic annihilation and creation operators satisfying the anticommutation relations. (9),(46)
F
(4)
A [. . . ] Lauricella function (here, a finite hypergeometric series) (20), (22)
(λ)n Pochhammer symbol (also known as rising factorial), result of division of two Gamma functions (21)
Rd Radius of simulated 2D disk. Describes the disk boundary due to the cutoff in angular momenta at M (27)
ν Filling factor, defined as the number of electrons per flux quantum penetrating the disk (29),(30)
M lmn Coulomb matrix elements in the LLL approx., identical to hPQRS for P1 = Q1 = R1 = S1 = 0. (31)
l,m, n Coefficients of M lmn, corresponding to l = P2 − S2, m = S2 and n = Q2
Σ Number of non-zero terms of the system Hamiltonian H in Jordan-Wigner representation, Σ ∝ L (37)
L Two meanings: Either number of terms in LCU expansion, or number of determinants in ASCI state (38),(59)
U` Unitary matrices from the linear combination of unitaries (LCU) method (38)
ω` Coefficients of the LCU method, related to Hamiltonian coefficients, H =
∑
` ω`U` (38)
λ Sum of absolute values of all ω` values. Important for determining complexity of LCU method (38)
select Oracle of LCU method efficiently implementing the U` in superposition (39)
prepare Oracle of LCU method generating a linear combination of states indexed by ` and weighted by ω`/λ (40)
CS , CP Gate complexity of select and prepare oracles (41)
∆E Target precision of the energy in phase estimation (42)
Γ Covariance matrix (CM) characterizing the FGS (45)
fpq, hpqrs One- and two-body coefficients of H (the latter being chosen to fulfill Eq. (47)) in LLL (46)
hm(Γ), Em Mean-field matrix of system Hamiltonian H and corresponding mean-field energy (52),(54)
cdtes, tdtes Number of core- and target-space determinants of ASCI algorithm
Ci Expansion coefficients of the ASCI algorithm (59)
|Di〉 Expansion determinants of the ASCI algorithm (59)
Ai Perturbed wave functions amplitudes over all single and double excitations in ASCI (60)
4freedom. It is described by the Hamiltonian [10]
H =H1 +H2, (1)
that is the sum of the single-particle terms
H1 =
∑
j
1
2mb
(
−i~∇j + e
c
A(rj)
)2
, (2)
and the two-particle interactions described by
H2 =
e2

∑
j<k
1
|rj − rk| . (3)
Eq. (2) describes the energy of the electrons with effective
band massmb in absence of interactions and in a constant
magnetic field B = ∇×A. We use the vector potential
in symmetric gauge [10]
A =
B× r
2
, (4)
which breaks translational symmetry in x- and y-
direction, but preserves the rotational symmetry about
the origin, which makes the angular momentum a good
quantum number. Here, rj = (xj , yj , 0) is the position
of the electron j in the x-y plane and e, c the electron
charge and speed of light, respectively. The Hamiltonian
in Eq. (3) describes the Coulomb interactions between
the atoms where  = 4pi0 and 0 is the dielectric con-
stant.
1. Eigenfunctions of single-particle Hamiltonian
The eigenfunctions and energies of H1 (Eq. (2)) are
known analytically and will be used later to describe the
full Hamiltonian H (Eq. (1)) in second quantization. The
corresponding single-particle states are the basis of choice
for the second quantized Hamiltonian and are described
by a set of two quantum numbers P = (P1, P2), where
P1 denotes the LL and the second quantum number P2
denotes the angular momentum.
For a given LL P1 = 0, 1, . . . , the angular momentum
can take the values P2 = −P1,−P1 + 1, .... The single-
particle wave function are given by
ψP(r) =
(−1)P1√
2pi
√
P1!
2P2(P1 + P2)!
L
(P2)
P1
(
r2
2
)
zP2e−
1
4 r
2
,
(5)
with zj = xj − iyj = rje−iθj and rj =
√
zjz∗j being the
complex particle coordinates and where we defined the
associated Laguerre polynomials of degree n and order α
L(α)n (x) =
n∑
i=0
(−1)i
(
n+ α
n− i
)
xi
i!
. (6)
The functions ψP(r) fulfill
H1ψP(r) = EP1ψP(r), (7)
with eigenenergy
EP1 = ~ωc
(
P1 +
1
2
)
, (8)
where ωc = eB/(~mbc) is called the cyclotron frequency.
The discrete energy levels of the kinetic terms—the
LLs—are the workhorse of the quantum Hall problem.
The formation of Landau levels provide the key insight
for the understanding of the integer quantum Hall effect
and the fractional quantum Hall effect can be explained
by a splitting of a Landau level into “Landau-like” energy
levels in presence of interactions [10]. We note that other
basis choices might provide a more compact representa-
tion of the system Hamiltonian (even though it is unclear
how simple restrictions to single LLs would be possible
in such representations), however the Landau level basis
is a reasonable representation of the FQH problem.
B. The Hamiltonian in second quantization
For the purpose of simulating the quantum mechanical
system on a quantum computer we derive the Hamilto-
nian in second quantization. The second quantized form
of H (as in Eq. (1)) in the single-particle basis of Eq. (5)
is given by [25]
H =
∑
P,Q
fPQc
†
PcQ +
1
2
∑
P,Q,R,S
hPQRSc
†
Pc
†
QcRcS, (9)
where the one- and two-body coefficients are given by
fPQ =
∫
drψP(r)
∗H1ψQ(r), (10)
hPQRS =
∫∫
dr1dr2ψP(r1)
∗ψQ(r2)∗H2ψS(r1)ψR(r2), ,
(11)
using Eq. (2) and Eq. (3), respectively and
∫
drj =∫∞
−∞ dxj
∫∞
−∞ dyj for j = 1, 2. The operators cP and
c†P are the fermionic annihilation and creation operators
fulfilling the anticommutator relations {cP, cQ} = 0 and
{cP, c†Q} = δPQ with the Kronecker delta δPQ. The to-
tal number of terms in Eq. (9) scales as O(N4so), where
the number of spin orbitals is approximately given by
Nso ≈ NM , with N and M denoting the cutoff in the
number of LLs and angular momentum and N M .
1. Kinetic term
Since we used an eigenbasis of H1 for the representa-
tion of the Hamiltonian in second quantization the one-
particle coefficients are diagonal. They are given by
fPQ = EP1δPQ, (12)
5where the eigenenergies are given by Eq. (8).
2. Coulomb term
In order to derive the second quantized representation
of the Coulomb operator, we will give an analytical so-
lution of Eq. (11) which is valid for all possible values of
P,Q,R,S. For the evaluation of Eq. (11), we use the
Fourier representation [26],
1
|r1 − r2| =
1
2pi
∫
dq
1
q
eiq(r1−r2), (13)
where
∫
dq =
∫∞
−∞ dqx
∫∞
−∞ dqy. We insert Eq. (13) into
Eq. (11), using polar coordinates we obtain
hPQRS =
e2C

∫ ∞
0
dqKP,S(q)KR,Q(q)
∗δP2−S2,R2−Q2 ,
(14)
where the delta-function on the right-hand side reflects
the conservation of total angular momentum and we de-
fined the coefficient
C = (−1)
P1+Q1+S1+R1
pi22(P2+Q2+S2+R2+4)/2
√
P1!Q1!S1!R1!
PΣ!QΣ!SΣ!RΣ!
(15)
and the integral
KP,S(q) =
2pi
iS2−P2
∫ ∞
0
dr1r
P2+S2+1
1 e
− 12 r
2
1
× L(P2)P1
(
r21
2
)
L
(S2)
S1
(
r21
2
)
JP2−S2(qr1). (16)
In the above derivation we made use of the integral rep-
resentation of the Bessel function [27]
Jn(x) =
in
2pi
∫ 2pi
0
dθei(nθ−x cos(θ)). (17)
Integrating the right-hand side of Eq. (16) leads to
KP,S(q) =2
S2+1piiP2−S2 SΣ!S1! (−1)P1+S1qP2−S2e
− 12 q
2
× L(S1−P1)P1
(
q2
2
)
L
(PΣ−SΣ)
SΣ
(
q2
2
)
. (18)
By substituting xj = q
2
j /2 for j = 1, 2 and using Eq. (18),
the solution for Eq. (14) is given by
h
(i)
PQRS =
e2C(i)

Γ(p)
2p
(
4∏
k=1
(
nk + αk
nk
))
F
(4)
A
[
p,−n1,−n2,−n3,−n4;
α1 + 1, α2 + 1, α3 + 1, α4 + 1;
1
2
,
1
2
,
1
2
,
1
2
]
δP2−S2,R2−Q2 , (19)
where Γ(x) denotes the Gamma function, C(i), p,
and nj and αj with j = 1, 2, 3, 4, are given in Ta-
ble (III) for all possible values of the quantum numbers
P1, P2, Q1, . . . , S2. The superscript (i) indicates that we
consider the case where P2 − S2 ≥ 0, the remaining case
(ii), where P2 − S2 < 0 can be obtained from symmetry,
as indicated in the last row of Table III. The function
F
(4)
A
[
p,−n1,−n2,−n3,−n4;
α1 + 1, α2 + 1, α3 + 1, α4 + 1;
1
2
,
1
2
,
1
2
,
1
2
]
=
∞∑
k1,k2,k3,k4=0
(p)k1+k2+k3+k4(−n1)k1(−n2)k2(−n3)k3
(α1 + 1)k1(α2 + 1)k2(α3 + 1)k3
× (−n4)k4
(α4 + 1)k42
k1+k2+k3+k4k1!k2!k3!k4!
, (20)
is known as the Lauricella function, where
(λ)n =
Γ(λ+ n)
Γ(λ)
(21)
is the rising factorial (Pochhammer symbol). Since
−n1,−n2,−n3,−n4 in Eq. (20) are non-positive integers,
the series terminates after a finite number of terms. One
can represent the Lauricella function as an integral of
a product of lower-order hypergeometric functions [28],
which results in
F
(4)
A
[
p,−n1,−n2,−n3,−n4;
α1 + 1.α2 + 1, α3 + 1, α4 + 1;
1
2
,
1
2
,
1
2
,
1
2
]
= ξ · (p),
(22)
where we defined the two column vectors
(p) =((p)0, (p)1, . . . , (p)n1+n2+n3+n4)
T (23)
ξ =(ξ0, ξ1, . . . , ξn1+n2+n3+n4)
T , (24)
with convolution coefficients
ξk =
k∑
p=0
p∑
q=0
q∑
r=0
(−n1)r(−n2)q−r
(α1 + 1)r(α2 + 1)q−r(α3 + 1)p−q
× (−n3)p−q(−n4)k−p
(α4 + 1)k−pr!(q − r)!(p− q)!(k − p)!2k .
(25)
6A detailed derivation of the results of this section can be
found in Appendix A. While recent work provided an-
alytic expressions for the two-body matrix elements in
finite spherical quantum Hall systems [24], we are not
aware of prior analytic expressions for the two-body ma-
trix elements that include general LL mixing for a two-
dimensional disk geometry setting.
Due to the conservation of angular momentum in
Eq. (19), the number of terms in the Hamiltonian scales
at most as O(N4M3), reducing the order of the polyno-
mial by one in M (which is the most costly parameter,
since N M).
C. System Hamiltonian in the LLL
As indicated by the absence of any P2 dependence in
Eq. (8), each LL is degenerate in the absence of interac-
tions. For the LLL, the single-particle wave functions in
symmetric gauge in Eq. (5) simplify to
ψ(0,P2)(r) =
1√
2pi2P2P2!
zP2e−
1
4 r
2
. (26)
The above wave functions are peaked on concentric rings,
whose distance from the origin is proportional to the
square root of the the angular coordinate,
Rd = lB
√
2(M + 1), (27)
where lB =
√
~c/(eB). Not only for computational pur-
poses is it of interest to introduce a cut-off for the angular
momentum M that fulfills
P2 ≤M. (28)
Physically, this can be interpreted as a confinement of the
electrons on a disk with radius Rd. Coulomb repulsion
will typically force the electrons to fly away from each
other while a confinement counteracts this repulsion by
forcing them to stay within a confined region of space.
Note that by fixing the Radius Rd, the cut-off M—and
therefore the degeneracy of the LLs—can be tuned by
changing the magnetic field B.
The cyclotron energy ~ωc is proportional to the
transversal magnetic field B and sets the spacing be-
tween the LLs. From the form of the wave functions
one can deduce that the degeneracy within each LL is
approximately given by Ndeg = AB/φ0, where A is the
area spanned by the confinement and B is the transver-
sal magnetic field [10]. We will restrict our simulations
to systems where the number of particles Nel is smaller
than the degeneracy Ndeg within each LL. For such a
configuration, in the limit of sufficiently large magnetic
field, only states in the LLL will be occupied and we can
neglect coupling to states to higher LLs.
The filling factor ν is the number of electrons per flux
quantum penetrating the sample and defined as [10]
ν = ρ
φ0
B
, (29)
where ρ is the 2D electron density and the flux quantum
φ0 = hc/e. Assuming a homogeneous density of the Nel
electrons on a disk with radius Rd (Eq. (27)) and restrict-
ing to the LLL, we get the density ρ = Nel/(piR
2
d). With
this we can derive
ν =
Nel
M + 1
. (30)
Fixing the filling factor ν at constant magnetic field thus
also results in a constant electron density ρ. The fac-
tor e2/ which appears in front of the Coulomb term in
Eq. (14) merely sets the overall energy scale when work-
ing in the LLL, which is why we set it equal to one in
our numerical simulations and the integral expressions.
For simulations that incorporate the effect of LL mix-
ing, one would have to include the factor e2/ in front
of the Coulomb terms again, as well as the cyclotron en-
ergy ~ωc, since it sets the energy spacing between LLs
and depends on the strength of the transversal magnetic
field.
For the disk geometry in the LLL approximation, we
use the compact result of Ref. [26], where the matrix
elements hPQRS = M
l
mn are expressed as finite sums of
fractions of factorials
M lmn =Clmn
(
AlmnB
l
nm +B
l
mnA
l
nm
)
(31)
Clmn =
√
(m+ l)!(n+ l)!
m!n!
Γ(l +m+ n+ 3/2)
pi2l+m+n+2
(32)
Almn =
m∑
i=0
(
m
i
)
Γ(i+ 1/2)Γ(l + i+ 1/2)
(l + i)!Γ(l + n+ i+ 3/2)
(33)
Blmn =
m∑
i=0
(
m
i
)
Γ(i+ 1/2)Γ(l + i+ 1/2)
(l + i)!Γ(l + n+ i+ 3/2)
× (l + 2i+ 1/2), (34)
where all indices P1, Q1, R1, S1 are equal to zero, l = P2−
S2, m = S2, n = Q2. The fact that instead of the four an-
gular momentum quantum numbers P2, Q2, R2, S2, only
three such numbers, l,m, n, appear in Eq. (31) is a mani-
festation of the conservation of angular momentum. Due
to the appearance of fractions of large integers in the co-
efficients in Eqs. (32)-(34), numerical implementation of
Eq. (31) for large system sizes has to be performed with
great caution. A rash implementation will lead to numer-
ical instabilities already below one hundred spin-orbitals.
We compared the coefficients in Eq. (31) with Eqs. (19)
and (22) for various system sizes and fillings within the
LLL and they were in exact agreement up to numerical
precision errors.
D. Mapping the second quantized fermionic
Hamiltonian to the Pauli basis
If one wants to simulate a fermionic system on a quan-
tum computer, one needs to map the fermionic creation
and annihilation operators onto qubit operators. Various
7TABLE III. This table defines the coefficients C(i), p, nj and αj for j = 1, 2, 3, 4 in Eq. (19) and defines the explicit integral
form of the Coulomb matrix elements of Eq. (A13). The various sub-cases (i.i)-(i.ix) are defined in Table IV in the appendix.
Note that the values for αj follow from the definition of L[n1,n2,n3,n4] in Eq. (A2) and we defined the compact notation
PΣ = P1 +P2. The expressions for case (ii) do not need to be calculated, as they follow from h
(ii)
PQRS = h
(i)
SRQP as indicated by
the last row of this table.
h
(i)
PQRS = C(i)
∫∞
0
dxxp−1e−2xL[n1,n2,n3,n4]
case C(i) p [n1, n2, n3, n4] α1 α2 α3 α4
(i.i) (−1)S1−P1+Q1−R1
√
P1!PΣ!RΣ!R1!
2S1!SΣ!QΣ!Q1!
S1 − P1 +QΣ − RΣ + 1/2 [P1, PΣ, R1, RΣ] S1 − P1 SΣ − PΣ Q1 − R1 QΣ − RΣ
(i.ii) (−1)SΣ−PΣ
√
PΣ!P1!QΣ!R1!
2Q1!S1!SΣ!RΣ!
S1 − P1 + 1/2 [P1, PΣ, R1, QΣ] S1 − P1 SΣ − PΣ Q1 − R1 RΣ −QΣ
(i.iii) (−1)SΣ−PΣ+R1−Q1
√
P1!PΣ!Q1!QΣ!
2S1!SΣ!R1!RΣ!
S1 − P1 + R1 −Q1 + 1/2 [P1, PΣ, Q1, QΣ] S1 − P1 SΣ − PΣ R1 −Q1 RΣ −QΣ
(i.iv) (−1)QΣ−RΣ
√
P1!SΣ!R1!(RΣ!
2PΣ!Q1!QΣ!S1!
Q1 − R1 + 1/2 [P1, SΣ, R1, RΣ] S1 − P1 PΣ − SΣ Q1 − R1 QΣ − RΣ
(i.v) B =
√
P1!QΣ!SΣ!R1!
2PΣ!Q1!S1!RΣ!
P2 − S2 + 1/2 [P1, SΣ, R1, QΣ] S1 − P1 PΣ − SΣ Q1 − R1 RΣ −QΣ
(i.vi) (−1)R1−Q1
√
P1!QΣ!Q1!SΣ!
2PΣ!S1!RΣ!R1!
R1 −Q1 + P2 − S2 + 1/2 [P1, SΣ, Q1, QΣ] S1 − P1 PΣ − SΣ R1 −Q1 RΣ −QΣ
(i.vii) (−1)P1−S1+QΣ−RΣ
√
S1!SΣ!R1!RΣ!
2PΣ!P1!QΣ!Q1!
P1 − S1 +Q1 − R1 + 1/2 [S1, SΣ, R1, RΣ] P1 − S1 PΣ − SΣ Q1 − R1 QΣ − RΣ
(i.viii) (−1)P1−S1
√
QΣ!S1!SΣ!R1!
2PΣ!P1!Q1!RΣ!
PΣ − SΣ + 1/2 [S1, SΣ, R1, QΣ] P1 − S1 PΣ − SΣ Q1 − R1 RΣ −QΣ
(i.ix) (−1)P1−S1+R1−Q1
√
Q1!QΣ!S1!SΣ!
2PΣ!P1!R1!RΣ!
(PΣ − SΣ + R1 −Q1 + 1/2) [S1, SΣ, Q1, QΣ] P1 − S1 PΣ − SΣ R1 −Q1 RΣ −QΣ
h
(ii)
PQRS = h
(i)
SRQP
8such encodings have been studied, each with its own ben-
efits and drawbacks [29–38]. Let σx,y,zj denote the Pauli-
X,Y, Z matrix. We choose the Jordan-Wigner transfor-
mation [29] where a single fermionic raising or lowering
operator is mapped to a simple qubit raising or lowering
operator σ±j = (σ
x
j ∓ iσyj )/2, at the cost of up to Nso − 1
additional Pauli-Z operators,
c†j =σ
+
j
Nso∏
k=j+1
σzk (35)
cj =σ
−
j
Nso∏
k=j+1
σzk. (36)
The Pauli-Z operator’s role is to produce the sign factor
that appears when acting with a fermionic operator on a
Fock state [25], leading to the canonical fermionic anti-
commutation relations. Inserting Eqs. (35) and (36) into
Eq. (9) results in the qubit Hamiltonian which is equiv-
alent to the original system Hamiltonian and that can
be written as a sum of positive real-valued coefficients
ωj (not to be confused with the cyclotron frequency ωc)
times a phase factor eiθj (whose sole purpose is to ab-
sorb the minus sign of negative Hamiltonian coefficients
fpq and hpqrs) times a tensor product of Pauli operators
Pj ∈ {12, σx, σy, σz}⊗Nso ,
H = ω0e
iθ012Nf +
Σ∑
j=1
ωje
iθjPj . (37)
In Fig. 1, we study the distribution of the range of val-
ues for the sum of squared coefficients for various system
sizes. A general shift of the coefficients towards much
smaller coefficient magnitudes with growing system size
becomes apparent. Scaling analysis like these are im-
portant for determining upper bounds on the number of
required measurements to estimate the ground state en-
ergy within a given precision and for various variational
Ansa¨tze U(θ) of the VQE, such as the Hamiltonian vari-
ational Ansatz [39], as it depends on both the number
and the relative weight of the non-zero terms appearing
in the Hamiltonian of Eq. (37).
Now that we have derived the system Hamiltonian of
the FQH system in second quantization, the following
section will give an estimate for the gate complexity to
estimate its ground state energy using a state-of-the-art
Hamiltonian simulation algorithm designed for an error-
corrected universal quantum computer.
III. HAMILTONIAN SIMULATION THROUGH
LINEAR COMBINATION OF UNITARIES
While Trotter based methods are likely the most ef-
ficient technique for implementing quantum simulations
of the fractional quantum Hall effect on near-term quan-
tum computers, other methods might be more compet-
itive within cost models appropriate for error-corrected
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FIG. 1. Scatter plot of the distribution of coefficient mag-
nitudes of the real-valued coefficients of Eq. (37) for various
numbers of spin orbitals at a filling ν = 1/3 in the LLL N = 0.
Each discrete point on the x-axis describes the value range of
|ωj |2, for instance 10−2 contains all values x within the range
x ∈ [10−3, 10−2). Note that the largest coefficients are on the
left-hand side, while the smallest coefficients are on the right-
hand side of the graph. The y-axis displays the ratio of the
number of terms within the range of a given x w.r.t. the total
number Σ of non-zero Hamiltonian coefficients in Eq. (37).
quantum computing. Within fault-tolerance the key cost
model of interest is often the number of non-Clifford
gates (usually T gates) required for the simulation be-
cause within error-correcting codes, T gates require or-
ders of magnitude more resource to realize than Clifford
gates and thus limit the calculation size [40].
When studying quantum simulations of electronic
structure within the context of error-correction we usu-
ally focus on state preparation using phase estimation.
The quantum phase estimation algorithm [14] allows one
to measure the phase accumulated on a quantum regis-
ter under the action of a unitary operator. To estimate
this phase to within error  one must apply the uni-
tary a number of times scaling as O(1/). Furthermore,
some varieties of phase estimation allow one to perform
this measurement projectively, which enables sampling
in the eigenbasis of the unitary. In the context of quan-
tum simulation, this unitary usually corresponds to time
evolution under the system Hamiltonian H for time t
with eigenvalues e−iHt [13]. However, some recent pa-
pers [20, 41] have advocated instead that one perform
phase estimation on a quantum walk with eigenvalues
e±i arccos(H) which is often possible to realize with lower
overhead. Performing phase estimation on either opera-
tor will give the same information [41]. For either strat-
egy, performing projective phase estimation on this oper-
ator will collapse the system register |ψ〉 to an eigenstate
of the Hamiltonian with a probability that depends on
the initial overlap between |ψ〉 and the eigenstate of in-
terest. Thus, if H |n〉 = En |n〉 then performing phase
9estimation will project the system register to the eigen-
state |n〉, and readout the associated eigenvalue En with
probability pn = 〈ψ |n〉〈n |ψ〉. Therefore, the number of
times that one must repeat phase estimation to prepare
eigenstate |n〉 with high probability scales as O(1/pn).
Here, we focus on the implementation of circuits that re-
alize a quantum walk with eigenvalues e±i arccos(H). The
same strategies can be used to synthesize time evolution
with additional logarithmic overheads, by using quantum
signal processing [42].
The FQHE Hamiltonian described in Section II is a
special case of the electronic structure Hamiltonian stud-
ied in quantum chemistry. Currently, the lowest T com-
plexity quantum algorithms for simulating chemistry are
all based on LCU methods [12]. LCU methods include
Taylor series methods [43], qubitization [44], and Hamil-
tonian simulation in the interaction picture [45]. These
methods were applied to realize quantum algorithms for
electronic structure in Refs. [22, 41, 46–49] and elsewhere.
All LCU methods involve simulating the Hamiltonian as
a linear combination of unitaries,
H =
L∑
`=1
ω` U`, λ =
L∑
`=1
|ω`| , (38)
where U` are unitary operators, ω` are scalars, and λ
is a parameter that determines the complexity of these
methods. The Hamiltonians in this paper satisfy this
requirement once mapped to qubits (see Section II D)
since strings of Pauli operators are unitary.
LCU methods perform quantum simulation in terms of
queries to two oracle circuits defined as
select |`〉 |ψ〉 7→ |`〉U` |ψ〉 , (39)
prepare |0〉⊗ log(L) 7→
L∑
`=1
√
ω`
λ
|`〉 , (40)
where |ψ〉 is the system register and |`〉 is an ancilla reg-
ister which usually indexes the terms in the linear com-
binations of unitaries in binary and thus contains log(L)
ancillae. LCU methods can perform time-evolution with
gate complexity scaling as
O˜ ((CS + CP )λ t) , (41)
where O˜ indicates that polylogarithmic factors in the
scaling are suppressed, CS and CP are the gate complex-
ities of select and prepare respectively, and t is time.
Specifically, if the goal is to implement quantum phase
estimation to estimate energies or project into an eigen-
state of the Hamiltonian then the T cost (with constant
factors) scales as
√
2piλ (CS + CP )
∆E
, (42)
where ∆E is the target precision in phase estimation (in
the same units as λ) [41].
In order to simplify scaling arguments, we will only
consider scaling in terms of the cutoff in angular mo-
mentum M and neglect the contribution due to the
N LLs in the following. In numerical studies of the
FQHE, one typically only considers a handful of LLs
(most of the times only a single one), while trying to
push the state space describing each LL (described by
M) as high as possible, thus N  M , which leads to
O(Nso) ≈ O(NM) ≈ O(M). We also neglect the cost of
performing the inverse quantum Fourier transformation,
which is a negligible additive cost to the complexity of
phase estimation [50].
To implement the LCU oracles one must be able to
coherently (i.e., using a quantum circuit) translate the
index ` into the associated U` and ω`. U` are related
to the second quantized fermion operators (e.g., the
c†Pc
†
QcRcS) and the ω` are related to the coefficients (e.g.,
the hPQRS) described in Section II B 2. The U` have a
structure that is straightforward to unpack in a quan-
tum circuit using techniques described in Refs. [22, 41].
In particular, those papers show that one can implement
the select oracle with a complexity of O(M) T gates
and low constant factors in the scaling. In the context
of quantum chemistry the ω` are typically challenging to
compute directly from this index. However, as described
in the prior section, for the Hamiltonians of interest in
this paper we are able to compute the ω` efficiently from `
(which is essentially equivalent to computing the hPQRS
from the indices P,Q,R and S). Still, the primary bot-
tleneck for this implementation will be the realization of
prepare rather than select.
The spectrum of the fractional quantum Hall effect
Hamiltonian derived in Section II can be simulated on
a quantum computer using the low rank factorization
strategy described in Ref. [22]. There, it is shown that
one can perform phase estimation on an arbitrary basis
electronic structure system with T complexity scaling as
O(N
3/2
so λ/∆E) where this λ is the true 1-norm of the
Hamiltonian as defined in Eq. (38). In Fig 2, we plot the
scaling of this quantity for various system sizes in the
LLL, where O(Nso) = O(M) and M again denoting the
cutoff in angular-momentum. Empirically we find that
in this context λ = O(M2.85) which leads to an overall
T complexity of O(M4.35/∆E). Since the approach de-
scribed in [22] is currently the lowest scaling approach
to electronic structure simulations, the low rank factor-
ization method with T complexity O(M4.35/∆E) is at
present the most effective strategy in the current litera-
ture for simulating FQHE Hamiltonians restricted to the
LLL. It should be noted that having a closed form for the
one- and two-body Hamiltonian coefficients did not lead
to a better scaling when we used an alternative simula-
tion strategy, see Appendix B for more details.
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FIG. 2. Linear regression fit of the scaling of the parameter
λ =
∑L
`=1 |ω`| for various system sizes in the LLL ranging
from M = 8, 11, 14, . . . , 144, each blue square representing a
system instance. Both, the x- and y-axes are on a (base-10)
logarithmic scale.
IV. FINDING AN INITIAL STATE
In this section we focus on the preparation of initial
states on a gate-model based quantum computer. Our
aim is to find an initial state |Ψinit〉 which approximates
the true ground state |Ψ0〉 of the system Hamiltonian
and possesses a non vanishing overlap
| 〈Ψinit|Ψ0〉 |2 > 0, (43)
where the left-hand side of the above equation defines the
state fidelity. Moreover, we require these initial states
to be both efficiently computable on classical computers
and efficiently preparable on a gate-based quantum com-
puter. Note that the initial state can serve as the starting
point of quantum algorithms such as in Ref. [21], which
is of course in general no longer efficiently simulatable on
classical computers. The efficient construction of |Ψinit〉
and the realization of e−iHt, or in our case e±i arccosH
(neglecting the inverse quantum Fourier transform) are
the main black box operations needed for Hamiltonian
simulation. Even though one is in general not able to
construct the accurate eigenstate, one can show that the
success probability of measuring the desired energy using
quantum phase estimation improves quadratically with
the overlap of an initial state that is not the eigenstate
of H [51].
Quantum algorithms designed to perform a digital
quantum simulation of large system sizes often ignore the
problem of finding an initial state fulfilling the above pre-
requisites with reasonable support on the ground state
[19], even though it is well-known that overlaps of ap-
proximate states will decrease exponentially with system
size due to the Van Vleck catastrophe [52]. While it is
unclear whether this orthogonality catastrophe can ever
be overcome, it is possible to delay the vanishing of the
overlap by using more elaborate initial states.
We consider two algorithms to find a suitable initial
state for our FQH system. The first algorithm, described
in Section IV A, makes use of generalized Hartree-Fock
theory to find an initial state within the family of FGS
following an imaginary time evolution [53]. The second
algorithm, introduced in Section IV B, uses a determin-
istic algorithm which samples from a large set of Slater
determinants (which are contained in the family of FGS),
to find a subset of determinants that are likely to have a
large support on the exact ground state [19]. This state
can be efficiently constructed using the prepare oracle
defined in Eq. (40). While only the former algorithm is
well-suited for NISQ era quantum computers, both algo-
rithms may be used for state initialization of quantum
phase estimation algorithms on error-corrected quantum
computers.
A. Single-reference state
The goal of this section is to find and initial state
within the family of pure FGS, since they can be pre-
pared efficiently on a linearly connected qubit architec-
ture [54–57]. A FGS is defined as [58, 59]
|ΨGS〉 = UGS |0〉 , (44)
where |0〉 is the fermionic vacuum and UGS is a uni-
tary operator that can be written as an exponential of
a quadratic Hamiltonian times an imaginary prefactor.
FGS are the ground states of non-interacting fermionic
systems and are uniquely described by the one-particle
reduced density matrix, which in case of particle number
conservation is identical to the reduced covariance matrix
(CM)
Γij = 〈ΨGS|c†jci|ΨGS〉 , (45)
where we want to highlight the (in the following deriva-
tion) convenient but unusual index ordering in the above
definition. Since the CM is of dimension (Nso ×Nso), it
can be efficiently computed on a classical computer, even
though the state vector in Eq. (44) grows exponentially
with system size. Since we consider number-conserving
Hamiltonians, studying number-conserving FGS, for
which the terms 〈ΨGS|c†jc†i |ΨGS〉 and 〈ΨGS|cjci|ΨGS〉
vanish [60] is sufficient. It is for this reason that we
choose the CM definition as in Eq. (45), which omits
such correlators. Following Ref. [53], we describe in the
remainder of this section how to find |ΨGS〉 as the low-
est energy state which results from an imaginary time
evolution of the CM.
Since our simulations are restricted to the LLL, we
will neglect the quantum numbers indicating the LLs.
The number-preserving system Hamiltonian can then be
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written as
H =
Nso∑
p,q=0
fpqc
†
pcq +
1
2
Nso∑
p,q,r,s=0
hpqrsc
†
pc
†
qcrcs. (46)
We will use a short-hand notation for the above Hamil-
tonian that summarizes the quadratic and quartic terms
to H = T + V . Due to the anti-commuting properties
of fermionic raising and lowering operators, the above
Hamiltonian can always be recast in a form where the
two-body matrix elements hpqrs possess the following
symmetries
hpqrs = −hqprs = −hpqsr = hqpsr. (47)
Following [53], the imaginary time evolution of the
density matrix ρ(τ) of a Hamiltonian is given by
ρ(τ) =
e−Hτρ(0)e−Hτ
tr[e−2Hτρ(0)]
, (48)
and guides us to the ground state in the limit of τ going
to infinity (τ denotes the imaginary time), provided the
overlap of ρ(0) with the ground state is non-zero [61].
Since the exponential contains quartic terms due to the
interaction terms in Eq. (46), the imaginary time evolu-
tion will in general take us out of the family of FGS. By
imposing that Wick’s theorem holds, we restrict the evo-
lution of Eq. (48) to a state-dependent quadratic Hamil-
tonian. Therefore, the solution of the imaginary time
evolution will be the lowest energy state of the state-
dependent quadratic Hamiltonian.
To derive an equation of motion for the CM, we first
note that the time derivative of the density matrix is
given by
dτρ =− {H, ρ}+ 2ρtr[Hρ], (49)
—where {A,B} = AB+BA is the anti-commutator—by
simply taking the time derivative dτ =
d
dτ on both sides
of Eq. (48). Since the time evolution of the expectation
value of an (not explicitly time-dependent) operator A
is given by dτ 〈A〉 = tr [Aρ˙(τ)], where 〈A〉 = tr[Aρ], we
arrive at the following expression for the time evolution
of the CM,
dτΓji =− tr[{H, c†i cj}ρ] + 2Γjitr[Hρ]. (50)
By inserting the Hamiltonian of Eq. (46) into Eq. (50)
and restricting the density matrix to be drawn from the
family of number conserving FGS, we can express the
time evolution of the CM in terms of a state-dependent
mean-field term,
dτΓji =− {Γ, hm(Γ)}ji + 2[Γhm(Γ)Γ]ji, (51)
and where
hm(Γ) = f + 2tr1,4[hΓ] (52)
is the mean-field term describing the quadratic, but state-
dependent Hamiltonian, where f is a two dimensional
matrix with entries fpq, h is a four-dimensional tensor
with elements hpqrs and
tr1,4[hΓ] =
Nso∑
p,s=0
hpqrsΓsp (53)
is a partial trace operation. We present an explicit deriva-
tion of Eq. (51) in Appendix C and note that our result is
identical to the results in Refs. [53, 59]. We solve Eq.(51)
numerically through a formal integration method as out-
lined in Appendix E. The energy of the mean field state
is given by
Em = tr[fΓ] + tr[tr1,4[hΓ]Γ]. (54)
Since the matrix [hm,Γ] is anti-symmetric, [hm,Γ]
2 is
negative definite and leads to a monotonic decrease of
the energy in time,
dτEm =2tr
[
([hm,Γ])
2
] ≤ 0, (55)
which is also observed in the numerical simulations, see
Fig. 6 in Appendix E. The imaginary time evolution will
thus lead us to a (local) minimum in the energy land-
scape of a quadratic, but state-dependent Hamiltonian
described by hm in Eq. (52). If we denote with OΓ the
(Nso×Nso) orthogonal matrix which diagonalizes the CM
through
Γ = OΓ

0
. . .
0
1
. . .
1

OTΓ , (56)
where the number of 1s on the diagonal corresponds to
the number of electrons Nel in the system, we can write
the result of the imaginary time evolution in the basis
where the FGS is a single Slater determinant of the form
|Ψinit〉 = c˜†1 · · · c˜†Nel |0〉 , (57)
where we defined a new set of fermionic creation and
annihilation operators in the rotated spin-orbital basis
c˜j =
∑
i
(OΓ)ijci. (58)
Using the generalized Hartree-Fock method of Ref. [53]
as summarized in this section, one can readily apply the
constructions scheme of e.g. Ref. [57] to implement a
single Slater determinant as in Eq. (57) on a quantum
computer in Nso/2 circuit depth using
(
Nso
2
)
Givens ro-
tations.
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B. Multi-reference state
A single Slater determinant (as introduced in Sec-
tion IV A) is a state of independent particles and from the
particle’s perspective, it is unentangled [62]. Since the
ground state of the FQH system is expected to be a highly
entangled state, eventually, a single Slater determinant
will have a poor overlap with the exact ground state. In
order to simulate larger system sizes, one faces the chal-
lenge of improving the state overlap using a method com-
plementary to the generalized Hartree-Fock approach,
which is both, efficiently computable on a classical com-
puter and efficiently implementable on a quantum com-
puter. One way of improving the initial state overlap is
by generating a multi-reference state, i.e. a linear com-
bination of Slater determinants similar to Eq. (40),
|Ψinit〉 =
L∑
i=1
Ci |Di〉 , (59)
where the sum runs over L  2Nso values, Ci are real-
valued coefficients with
∑
i |Ci|2 = 1 and |Di〉 are the
”most important” Slater determinants according to a
physically motivated ranking criterion (the symbol L
used here should not be confused with the identical sym-
bol we used to denote the number of terms of the LCU
Hamiltonian in Eq. (38)). We will study the perfor-
mance of the Adaptive Sampling Configuration Interac-
tion (ASCI) algorithm [63–66] in the FQH setting, which
is a state-of-the-art algorithm used in quantum chemistry
calculations to obtain highly accurate energy estimates
for strongly correlated molecules, competitive with full
configuration quantum Monte Carlo and density matrix
renormalization group methods [63]. At the core of the
algorithm lies a ranking criterion for the expansion coeffi-
cients Ci that determines which determinants |Di〉 should
be included in Eq. (59). We will give a brief overview of
ASCI following Ref. [63] in Section IV B 1, explain how we
derive the fidelity of the resulting state in Section IV B 2,
and conclude with how a linear combination of Slater de-
terminants could efficiently be implemented on a quan-
tum computer in Section IV B 3.
1. The ASCI algorithm
The ASCI algorithm is an iterative method to find the
most important Slater determinants by sampling deter-
minants based on a ranking criterion derived from con-
ditions on a steady-state solution following an imaginary
time evolution. Two determinant subspaces define the
ASCI algorithm, namely, the core space and the target
space, each containing cdets- and tdets-many determi-
nants (tdets ≤ cdets), respectively.
In the first iteration step the core space consists only
of a single Slater determinant |ΨGS〉 obtained from the
method outlined in Section IV A, with corresponding en-
ergy Em as given by Eq. (54). The first step in each
iteration consists of computing the space of all determi-
nants which are connected with the core space through
single- and double excitations, e.g. determinants gener-
ated by applying c†pcq and c
†
pc
†
qcrcs. For all determinants
generated in that manner one has to compute the coeffi-
cients
Ai =
∑
j 6=i
j∈cdets
HijCj
Hii − E . (60)
Here, E describes the lowest energy eigenvalue from the
previous diagonalization and Hij = 〈Di|H|Dj〉 are off-
diagonal Hamiltonian matrix elements. In the first iter-
ation we set E = Em.
The computation of the amplitudes in Eq. (60) is mo-
tivated by the stationary state solution of an imaginary
time propagation of a state Ansatz of the form defined
by Eq. (59). One then chooses the largest tdets determi-
nants from the sets {|Ci|} and {|Ai|} of core space and
single- and double-excited core space determinants and
diagonalizes the (tdets× tdets)-dimensional reduced sys-
tem Hamiltonian, keeping only the eigenvector belonging
to the lowest eigenvalue E [67]. This eigenvector will have
entries (C1, C2, . . . , Ctdets)
T , with each entry belonging
to a unique Slater determinant of the target space. The
cdets largest coefficients are kept and re-normalized and
their respective determinants form the new core space
in the next iteration step. One repeats these steps until
the energy converges, which we generally observe after
around four to five iterations for all system sizes studied
(see Fig. 8 in Appendix H).
One of the computationally more costly steps is the
evaluation of the overlaps Hij , which we discuss in more
detail in Appendix G 1 and G 2. For all our ASCI sim-
ulations, we choose the core space to be identical to the
target space of the previous iteration step, L = tdets =
cdets. As outlined in Appendix (D), we transformed the
Hamiltonian in Eq. (60) for the ASCI simulation into the
eigenbasis of the CM using the transformation given by
Eq. (58), where the Hartree-Fock state is a simple ten-
sor product of Nel distinct fermionic creation operators
acting on the fermionic vacuum state.
2. Overlap estimation
If the ASCI expansion in Eq. (59) includes all
(
Nso
Nel
)
Slater determinants containing Nel electrons, the ASCI
solution is identical to the Full Configuration Interaction
(FCI) solution and will give the exact ground state of the
system Hamiltonian [68]. We expand the exact solution
as
|Ψ0〉 =
FCI∑
k=1
C˜k |Dk〉 (61)
and compute the squared overlap w.r.t. the ASCI state
in Eq. (59) containing L ≤ FCI determinants, which is
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FIG. 3. Scatter plots showing the sum of the squared coefficients in the ASCI expansion for various numbers of tdets(= cdets)
for system sizes of Nso = 9, 12, 15, 18 spin-orbitals at filling ν = 1/3 in ascending order from the upper-left to the lower-right
figure.. The blue curve (solid line) shows the behaviour of the mean-field solution |ΨGS〉. The rightmost points (where the
fraction of Slater determinants in ASCI expansion is identical to 1) within each figure corresponds to the FCI expansion, i.e.
all
(
Nso
Nel
)
relevant Slater determinants are taken into account for those points and the sum of the # (where # is to be replaced
with the number indicated in the grey box) is identical to the fidelity defined on the left-hand side of Eq. (43).
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identical to the support of the ASCI expansion on the
exact solution, i.e. the state fidelity defined on the left-
hand side of Eq. (43). Since the number of determinants
in a FCI expansion grows exponential with system size,
once we go beyond exactly solvable system sizes, we will
no longer be able to talk about the support of a subset
of determinants on the exact ground state of the system
Hamiltonian, but rather on the ground state of the re-
duced system Hamiltonian which is spanned by the tdets
determinants of the ASCI expansion.
3. Preparing a linear combination of Slater determinants
on a quantum computer
Recent work showed that a linear combination of Slater
determinants, required e.g. for realizing the mapping de-
scribed by the prepare oracle in Section III, could be
implemented efficiently on a quantum computer through
the use of a quantum read-only memory, whose purpose
is to read classical data indexed by a quantum register
[41]. The construction scheme was improved upon by
reducing the number of ancillary qubits needed to 1, re-
sulting in a state preparation protocol, where |Ψinit〉 can
be constructed using only O(NsoL) gates [19], where L is
here identical to the number of core and target space de-
terminants in the ASCI expansion. As previously stated,
while the single reference state method introduced in Sec-
tion IV A is suitable for NISQ devices, the preparation
of linear combination of Slater determinants outlined in
Section IV B will require error-corrected quantum com-
puters, as it demands the implementation of many layers
of multi-qubit Toffoli-type gates, which are costly to im-
plement [69].
V. NUMERICAL RESULTS
In this section we present our numerical results for im-
plementing a FGS state and a multi-reference state as
proposed in Sections IV A and IV B for small instances.
We study the quality of the initial state Ansatz of a sys-
tem containing Nel electrons in Nso = 3Nel spin-orbitals,
which corresponds to a filling of ν = 1/3 in the LLL.
This corresponds to a fixed electron density, which can
be seen from Eqs. (29)-(30).
By performing a formal integration of the equations of
motion of the CM given by Eq. (51), we obtain the mean-
field solution |ΨGS〉 of the system Hamiltonian. The nu-
merical method is detailed in Appendix E and was per-
formed using 105 time steps at step size ∆τ = 0.01 for
all simulation results in Fig. 3 and Fig. 4, as well as in
the simulations shown in Appendix H. The mean-field
energy converges for all cases well before the end of the
imaginary time evolution and the number of particles is
conserved throughout the simulation, as exemplified in
Fig. 6 in the Appendix.
In Fig. 3, we study the support of the most important
Slater determinants (i.o.w. those carrying the largest co-
efficients |Ci|) in the ASCI expansion of Eq. (59) for sys-
tem sizes Nso = 9, 12, 15, 18. For each set of data points,
we study how the support changes when enlarging the
space of core determinants, keeping in mind that we set
cdets = tdets. The horizontal axis displays the fraction
of core determinants in the current ASCI expansion w.r.t.
the FCI expansion. The very last data point in each of
the plots compares the sum of the squared coefficients to
the FCI expansion and the corresponding value is thus
equivalent to the state fidelity F defined in Eq.(43) of
the ASCI expansion. The single determinant expansion
is equivalent to |ΨGS〉 and thus describes the mean-field
behaviour. It drops from around F ≈ 0.4 for the smallest
system size in the upper-left corner to F ≈ 0.25 for the
largest simulated system size in the lower-right corner
of Fig. 3. For all simulations, constructing an ASCI ex-
pansion of ten Slater determinants guarantees an initial
state fidelity well above F = 0.5, where we assumed an
error-free construction of the linear combination of Slater
determinants.
In Fig. 4, we investigate the convergence of both, the
fidelity F , as well as the energy E—which corresponds to
the lowest energy eigenvalue obtained from diagonalizing
the reduced system Hamiltonian in the ASCI algorithm—
for system sizes Nso = 9, 12, 15, 18. The first (last) data
point in each individual plot corresponds to the mean-
field solution (FCI expansion / exact ground state). Each
marker in Fig. 4 corresponds to an individual ASCI sim-
ulation. The convergence of the energy of the reduced
Hamiltonian for each individual ASCI simulation is dis-
played in Appendix H in Fig. 8 for a variety of core de-
terminants, which shows that ASCI typically converges
after about five iterations for the respective system sizes.
One can observe from Fig. 4, that the fidelity does not
converge much faster than the energy, which makes ASCI
an unsuitable candidate for estimating state overlap for
intractable system sizes (given that this trend continu-
ous) unlike the findings observed for the various physical
systems studied in Ref. [19]. There, the argument is that
if the fidelity were to converge much faster than the en-
ergy and the latter would start to converge already at
reasonable system sizes, one would have a heuristic ar-
gument that supports the legitimacy of approximating
the overlap of the initial state with the true ground state
by using the largest possible ASCI expansion instead of
|Ψ0〉, since the latter is unknown. However, for the sys-
tem sizes studied here, this behaviour was not observed.
In Fig. 5 we show how the minimal number of determi-
nants needed to reach a fidelity of at least F = 0.9 scales
with system size. The horizontal axis shows the num-
ber of spin-orbitals studied, where the number of FCI
determinants grows exponentially, while the vertical axis
displays the number of core determinant size w.r.t. the
FCI to reach the desired fidelity, where the latter was ob-
tained by linear extrapolation of the two simulated core
sets displaying the largest (lowest) fidelity below (above)
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FIG. 4. Scatter plots of the fidelity F = | 〈Ψinit|Ψ0〉 |2 (blue colored squares) and the convergence of the energy E (red colored
triangles) for various numbers of determinants in the ASCI expansion of Eq. (59). Instead of the total number of Slater
determinants in the expansion, we plot the ratio w.r.t. the FCI expansion on the x-axis, with the first data point corresponding
to the single reference state |ΨGS〉 and the last to the FCI expansion. The four plots show system sizes with Nso = 9, 12, 15, 18
spin orbitals at filling ν = 1/3 in ascending order from the upper-left to the lower-right figure.
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FIG. 5. Scatter plot of the minimal number of ASCI core
determinants (in terms of its ratio to the FCI expansion)
needed to obtain state fidelities F > 0.9 for system sizes
Nso = 9, 12, 15, 18. The values were obtained by linear ex-
trapolation of the two data sets belonging to the largest (low-
est) fidelity below (above) the threshold value F = 0.9. We
note that the size of the determinant space corresponding to
a FCI expansion displayed on the x-axis grows exponentially.
the threshold value F = 0.9. The close-to-linear behav-
ior in Fig. 5 shows that for the system sizes studied here,
only a sub-exponential increase in terms of the number
L = cdets = tdets of Slater determinants in the ASCI ex-
pansion is required to obtain an initial state |Ψinit〉 with
an overlap of at least F = 0.9 with the true ground state
|Ψ0〉. Larger-scale numerical simulation are needed to
vindicate or disprove the observed trend for increasing
values of Nso.
VI. DISCUSSION
In the following section, we discuss various avenues
that could be explored in future studies, such as improv-
ing the model FQHE Hamiltonian, and choosing differ-
ent geometries and basis sets for the system Hamiltonian,
to using the Laughlin state as a proving ground to test
heuristic Ansa¨tze for NISQ algorithms. For complete-
ness, we show how correlation functions (which contain
all information about the respective physical system) can
be computed for both the FGS and the multi-reference
expansion.
A. Finite size studies
A natural question to ask, is whether it makes sense to
perform a digital quantum simulation of a FQH system
on a non error-corrected architecture, where me might be
restricted to anywhere between tens up to a few hundreds
of qubits. Current exact simulations of FQH systems are
restricted to a handful of particles, but it turns out that
the largest computer simulations today of around 50 spin-
orbitals already exceeds the typical length scale (which
is given by the magnetic length lB ≈ 25nm/
√
B[T] of
the problem considerably and it is therefore sensible to
assume that one can make simulations that reflect prop-
erties which may extend to the thermodynamic limit even
for relatively small numbers of particles. The goal of a
digital quantum simulation of a quantum system can not
be to try to simulate the actual system size, as the quan-
tum resource requirements would be astronomical. As
a small example taken from Ref. [10], a typical 1(mm)2
sample contains roughly 109 electrons. A toy system of
100 electrons distributed among 250 spin-orbitals in the
LLL (corresponding to ν = 0.4) would lead to 1072 dis-
tinct ground state configurations, a number comparable
to the number of particles in our universe. An error-
corrected quantum computer would however only require
250 logical qubits (neglecting additional qubits required
for the employed quantum algorithm) to represent this
state.
B. Augmenting the model
In our discussion, we focused on the Coulomb interac-
tion as it provides the key to the understanding of the
FQHE. In order to make the system more realistic by tak-
ing into account effects that play a subdominant role in
comparison to the electron-electron interaction described
byH2, one can add additional terms to the system Hamil-
tonian of Eq. (1).
A two-dimensional electron gas is typically realized in
experiments in dirty samples where random one-particle
potentials of e.g. positive donor ions are scrambled across
the probe (this is known as disorder). To account for
their effect on the electrons, one therefore has to in-
clude one body potentials
∑
j U(rj) as well, whose spe-
cific form depend on material properties. By computing
the one-body coefficients due to the disorder terms, its
effect could as well be included at a free cost in terms of
qubit resources.
The role of the electron spin has been neglected in our
derivations entirely, since we assumed that the magnetic
field is large enough that all spin degrees of freedom are
frozen. In order to account for the effect of the spin, one
would have to add the Zeeman term gµB ·∑Nelk=1 (Sz)j ,
where (Sz)j is the z-component of the spin of electron j,
µ is the Bohr magneton and g the Lande´ g-factor. This
would double the number of required qubits, since an
additional register for each state would be required as a
placeholder for the orbital spin component.
We have chosen a ”soft” boundary (it is not a physical
boundary) by introducing a cutoff in angular momen-
tum. By using an harmonic trapping potential instead,
one can simulate a physical boundary that allows one to
exert pressure on the system by tuning the strength of
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the trapping potential.
We restrict ourselves to the disk geometry in symmet-
ric gauge, but one could have also chosen a different
gauge, such as the Landau gauge A = B(−y, 0, 0)T . Sim-
ilarly, one can choose other geometries, for instance ge-
ometries which do not possess a boundary and are useful
when studying bulk properties. Two prominent examples
of such geometries are a two-dimensional sheet of elec-
trons wrapped around the surface of a sphere, known as
the Haldane sphere, or a two-dimensional sheet of elec-
trons wrapped around a cylinder with periodic bound-
ary conditions, which constitutes a torus geometry. See
e.g. Ref. [70] for more details on the torus geometry and
Ref. [24] for Hamiltonians that incorporate LL mixing
within the Haldane sphere geometry.
C. Using the Laughlin wave function as a sanity
check for the variational Ansatz
It is well known that for small system sizes the Laugh-
lin wave function has a large overlap with the ground
state of the FQH Hamiltonian in the LLL [71]. However,
it is not the exact ground state of the FQH Hamiltonian,
but rather the ground state of different, so-called parent
Hamiltonian [72–75]. To our knowledge, there has yet to
appear a quantum circuit that efficiently constructs the
Laughlin wave function for various filling factors ν, with
the exception of integer filling factors [76]. Even though
a Fock-space representation of the Laughlin state exists
[77], it is not clear to us how this could be efficiently
mapped onto a quantum circuit. An efficient quantum
algorithm for generating the Laughlin state (or related
states describing higher filling factors such as the Moore-
Read state [78]) would most likely be of vital importance
for digital quantum simulations of the FQHE Hamilto-
nian. Furthermore, a recent paper introduced a classi-
cally efficient variational method going beyond FGS to
enable the study of FQHE systems in the spirit of com-
posite fermions [59], but so far this method has not yet
been applied to FQH systems and is not clear how well
it will improve over a generalized Hartree-Fock Ansatz.
Even without an efficient algorithm for the implemen-
tation of the Laughlin state at hand, it could still play
an important role for choosing appropriate variational
Ansa¨tze of the VQE algorithms. If a variational Ansatz
would approximate the Laughlin wave function (by per-
forming a VQE simulation with its corresponding parent
Hamiltonian), it would be a strong indicator that the
variational Ansatz can construct states that lie in the
same universality class as the Laughlin wave function.
Since the Laughlin wave function is an analytic expres-
sion, one can compare the results measured by a quantum
computer with the theoretically predicted behavior even
for large system sizes.
D. Computing correlation functions
In order to be able to extract ground state proper-
ties, such as the one-particle reduced density matrix, the
pair correlation function and static structure factor, one
has to compute the expectation values of products of the
fermionic field operators, which can be performed effi-
ciently on a quantum computer [55, 57]. We define the
fermionic field operators
Ψˆ†(r) =
∑
p
η∗p(r)c
†
p (62)
Ψˆ(r) =
∑
p
ηp(r)cp, (63)
and the one-particle reduced density matrix and pair cor-
relation function
G1(r, r
′) =〈Ψˆ†(r)Ψˆ(r′)〉 (64)
G2(r, r
′) =〈Ψˆ†(r)Ψˆ†(r′)Ψˆ(r′)Ψˆ(r)〉. (65)
The one-particle reduced density matrix G1(r, r
′) mea-
sures the values of the fermionic field operators at points
r and r′ and is identical to the electron density for
r = r′. Thus, the number of electrons is given by
Nel = tr[G1(r, r)]. The pair correlation function G2(r, r
′)
is a measure of the density correlations and is propor-
tional to the pair distribution function. By combining
Eqs. (62)-(65), the measurement of correlation functions
can be broken down into measurements of sums of quartic
and quadratic fermionic operator expectation values.
For FQH states and more specifically for states describ-
ing a uniform density (at least inside the disk) isotropic
liquid, one expects from extrapolation of finite system
results that the one-particle reduced density matrix has
an absence of off-diagonal long-range order [79],
lim
|r−r′|→∞
G1(r, r
′) = 0 (66)
and that the FQH state is a quantum liquid, which is
characterized by [80]
lim
|r−r′|→∞
G2(r, r
′) = constant, (67)
(see e.g. chapters 8 and 12 in [10]) as opposed to the
mean-field solution that produces a crystal and whose
pair correlation function oscillates all the way to in-
finity. Any approximate ground state generated either
through VQE approaches on NISQ devices or more elab-
orate methods such as ASCI (or the method introduced
in [21]) should be able to reproduce the characteristic
behavior as predicted by Eqs. (66)-(67). In Appendix F,
we give analytic expressions on how G2(r, r
′) may be effi-
ciently computed on a classical computer for the FGS and
show how multi-reference state approaches can be com-
puted, given that the latter is kept to tractable system
sizes. We also show the crystal-like patterns observed in
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the pair correlation function for a FGS Ansatz in Fig. 7
of Appendix F.
Another physical quantity of interest regarding FQH
states is the Re´nyi entropy, which contains information
about whether the underlying entanglement obeys an
area or volume law and whether the system is in a in-
sulating or conducting phase. An explicit quantum cir-
cuit for measuring the Re´nyi entropy w.r.t. the Laughlin
state on a quantum computer is given in Ref. [81].
VII. CONCLUSION AND OUTLOOK
We have presented an ab-initio roadmap to simulate
the FQH Hamiltonian. We derived efficiently computable
analytical expressions for the respective one- and two-
body Hamiltonian coefficients which allow for LL mix-
ing. Using the the low-rank factorization method of [22]
to extract the Hamiltonian eigenspectrum, we found a
T gate complexity of O(M4.35/∆E) to estimate the en-
ergy to precision ∆E. This presents the current most
efficient method to simulate the spectrum of the FQH
Hamiltonian on an error-corrected quantum computer.
We performed small-scale numerical simulations within
the LLL to investigate the initial state fidelities of two
efficiently computable and preparable Ansa¨tze based on
the generalized Hartree-Fock method and the ASCI al-
gorithm, suitable for NISQ and error-corrected quantum
processors, respectively. While the latter method shows a
sub-exponential scaling in the required number of deter-
minants to reach high fidelity initial states, larger scale
numerical simulations are needed to better determine the
large system-size behavior. In addition, scaling analysis
for the parameter λ for systems including higher LLs are
needed to discover the respective gate complexity for sim-
ulations beyond the LLL. To further improve the initial
state Ansatz, an efficient implementation of Laughlin-
type states should be a major focus of future work.
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Appendix A: Derivation of analytical result for the
Coulomb matrix elements including arbitrary LL
mixing in the symmetric gauge disk geometry using
the angular momentum eigenbasis
We will evaluate Eq. (14), which displays the trivial
symmetry hPQRS = hQPSR due to the indistinguishabil-
ity of electrons. For the evaluation of Eq. (14), we use
the Fourier representation of the Coulomb operator [26],
more specifically,
1
|r1 − r2| =
1
2pi
∫
dq
1
q
eiq(r1−r2). (A1)
For simplicity, we introduce a shorthand notation for a
product of Laguerre polynomials of two quantum number
tuples belonging to the same particle [84],
L[Sj ,Rk,... ](x) = L
(Pj−Sj)
Sj
(x)L
(Qk−Rk)
Rk
(x) · · · . (A2)
In the following, one has to distinguish between two
cases: case (i), where P2 − S2 ≥ 0 and case (ii), where
P2 − S2 < 0. We will however only have to consider case
(i), since case (ii) follows from the integral symmetry
h
(ii)
PQRS = h
(i)
SRQP
∗
. Moving to complex plane by substi-
tuting rj with rje
−iθj and q with qe−iα, we insert the
Fourier transformation defined in Eq. (A1) into Eq. (14)
and write q · ri = qri cos(α− θi), which results in
hPQRS =
e2
2pi
∫∫ ∞
0
dr1dr2dq
∫∫ 2pi
0
dθ1dθ2dα
× r1r2ψ∗P(r1)ψ∗Q(r2)ψS(r1)ψR(r2)
× eiq(r1 cos(α−θ1)−r2 cos(α−θ2)). (A3)
First, the integration w.r.t. the polar variable α is per-
formed. The result of this integration is a manifestation
of the conservation of angular momentum due to the ap-
pearance of the delta function δP2−S2,R2−Q2 . Note that
due to the conservation of angular momentum, the choice
of P2 − S2 ≥ 0 also implies that R2 − Q2 ≥ 0. The ex-
pression after integrating out the polar degree of freedom
reads
hPQRS =
e2C

∫ ∞
0
dqKP,S(q)KR,Q(q)
∗δP2−S2,R2−Q2 ,
(A4)
where KP,S(q) is defined as
KP,S(q) =
∫ ∞
0
dr1
∫ 2pi
0
dθ˜1r
P2+S2+1
1 e
iθ˜1(P2−S2)e−
1
2 r
2
1
× L(P2)P1
(
r21
2
)
L
(S2)
S1
(
r21
2
)
eiqr1 cos(θ˜1). (A5)
We use the integral representation of the Bessel function
of Eq. (17) to rewrite Eq. (A5). For y > 0 and complex
parameters α and ν, satisfying Re{α} > 0 and Re{ν} >
−1 [85, 86] (the results for this type of integral given in
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standard literature [87, 88] are incorrect as they contain
sign errors), we have∫ ∞
0
dxxν+1e−αx
2
L(ν−σ)m (αx
2)L(σ)n (αx
2)Jν(xy)
=(−1)m+n(2α)−ν−1yνe−
y2
4αL(σ−m+n)m
(
y2
4α
)
× L(ν−σ+m−n)n
(
y2
4α
)
, (A6)
which has the same functional form as the integral in
Eq. (16). We will further need the following identity for
Laguerre polynomials, for a, b ∈ Z,
(−x)a
a!
L
(a−b)
b (x) =
(−x)b
b!
L(b−a)a (x), (A7)
which can be proven by simply inserting the definition
of Laguerre polynomials into Eq. (6). Using the integral
identity of Eq. (A6), we can bring Eq. (A5) into the form
displayed in Eq. (18) and the explicit form of the integral
for case (i) in Eq. (A4) reduces to
h
(i)
PQRS =
e2C(i)

∫ ∞
0
dqf (1)(q)f (2)(q)δP2−S2,R2−Q2 ,
(A8)
where the constant C(i) is given in Table III. In order to
compute the integrals in Eq. (A8), we will have to make a
small detour into the properties of hypergeometric func-
tions. We define the Pochhammer symbol (also known
as the rising factorial) (λ)n = Γ(λ + n)/Γ(λ) and the
generalized hypergeometric series [89]
pFq
[
a1, . . . , ap;
b1, . . . , bq;
z
]
=
∞∑
j=0
(a1)j · · · (ap)j
(b1)j · · · (bq)j
zj
j!
. (A9)
Two properties of the generalized hypergeometric series
are noteworthy: First, as soon as at least one of the nu-
merator parameters ak is a non-positive integer, the series
terminates and becomes a finite polynomial in z. Second,
if one of the denominator parameters bl is non-positive,
there will appear a zero in the denominator due to the
properties of the Pochhammer symbol and Eq. (A9) is
no longer a well defined expression. As we will see, the
requirement bl > 0 is the reason our final expression for
hPQRS will be case-sensitive to the values of the quan-
tum numbers (it is the reason we have to consider all
the various parameter regimes in Table IV). There are
also higher-order hypergeometric functions which possess
more than one variable, such as the first Lauricella func-
tion [90, 91]
F
(r)
A
[
a, b1, . . . , br;
c1, . . . , cr;
z1, . . . , zr
]
=
∞∑
k1,...,kr=0
(a)k1+···+kr (b1)k1 · · · (br)kr
(c1)k1 · · · (cr)kr
zk11
k1!
· · · z
kr
r
kr!
,
(A10)
with the constraint (|z1|+ · · ·+ |zr|) < 1, which is only of
significance for the convergence of non-terminating hy-
pergeometric series. As we shall see, all hypergeometric
sums we encounter terminate, meaning that we do not
need to worry about any convergence issues.
We simplify the following expressions by omitting
the arguments of the Laguerre polynomials, writing
L
(α)
n (x) = L
(α)
n , where x = q2/2 is a substitution used
for q in Eq. (A8). This allows us to simplify Eq. (A8),
after substitution of the integration variable, to
hPQRS =
e2

√
P1!QΣ!SΣ!R1!
2PΣ!Q1!S1!RΣ!
∫ ∞
0
dxx(P2−S2+1/2)−1
× e−2xL[P1,SΣ,R1,QΣ]δP2−S2,R2−Q2 . (A11)
The integral in Eq. (A11) is a Laplace transform of a
product of Laguerre polynomials which has been thor-
oughly studied, e.g. in Refs. [91–94]. For Re{p} > 0,
Re{s} > 0, and nj ∈ N0 for j = 1, . . . , r, the following
integral identity holds [91],∫ ∞
0
dxxp−1e−sxL(α1)n1 (λ1x) · · ·L(αr)nr (λrx)
=
Γ(p)
sp
(
r∏
k=1
(
nk + αk
nk
))
× F (r)A
[
p,−n1, . . . ,−nr;
α1 + 1, . . . , αr + 1;
λ1
s
, . . . ,
λr
s
]
. (A12)
By setting r = 4, s = 2 and λj = 1 for j = 1, . . . , 4, we
can use Eq. (A12) to solve the integral in Eq. (A11). One
hast to exert caution, since just as hypergeometric series
must not have negative integers in its lower set of param-
eters, the same holds for Lauricella functions—they are
a generalization of the former. A further prerequisite for
applying the integral formula is that the real part of p
must be larger than zero and nj ∈ N0. In addition, the
Lauricella function is well defined only for αj ≥ 0. Using
again the transformation between Laguerre polynomials
given in Eq. (A7), we can bring the integral (A11) to a
form which meets all prerequisites for using the integral
formula.
In Table IV we consider all possible parameter regimes
for P,Q,R,S that would allow the order of any Laguerre
polynomial appearing in Eq. (A11) to become negative.
Then, one can flip the sign of the negative exponent via
Eq. (A7) and the additional polynomial in x ensures that
the power p of the final polynomial is positive. The re-
sults for all possible parameter regime choices are sum-
marized in Tables III and IV. Eq. (A11) can thus be
recast into the following form,
h
(i)
PQRS =
e2C(i)

∫ ∞
0
dxxp−1e−2xL[n1,n2,n3,n4](x)
× δP2−S2,R2−Q2 , (A13)
where C(i), p and [n1, n2, n3, n4] are given in Table (III)
and the solution of the integral is given by Eq. (A12).
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TABLE IV. In order to use the integral formula of Eq. (A12), one has to study the various parameter regimes and apply the
transformation given in Eq. (A7) to ensure that all requirements for using the integral formula are met. Note that the
argument of the Laguerre polynomials are omitted.
case parameter regime integrand substitutions
(i.i)
(S1 − P1 ≥ 0) ∧ (PΣ − SΣ < 0)
∧ (Q1 − R1 ≥ 0) ∧ (RΣ −QΣ < 0)
L
(PΣ−SΣ)
SΣ
=
PΣ!
SΣ!
(−x)SΣ−PΣL(SΣ−PΣ)PΣ , L
(RΣ−QΣ)
QΣ
=
RΣ!
QΣ!
(−x)QΣ−RΣL(QΣ−RΣ)RΣ
(i.ii)
(S1 − P1 ≥ 0) ∧ (PΣ − SΣ < 0)
∧ (Q1 − R1 ≥ 0) ∧ (RΣ −QΣ ≥ 0)
L
(PΣ−SΣ)
SΣ
=
PΣ!
SΣ!
(−x)SΣ−PΣL(SΣ−PΣ)PΣ
(i.iii)
(S1 − P1 ≥ 0) ∧ (PΣ − SΣ < 0)
∧ (Q1 − R1 < 0)
L
(PΣ−SΣ)
SΣ
=
PΣ!
SΣ!
(−x)SΣ−PΣL(SΣ−PΣ)PΣ , L
(Q1−R1)
R1
(x) =
Q1!
R1!
(−x)R1−Q1L(R1−Q1)Q1
(i.iv)
(S1 − P1 ≥ 0) ∧ (PΣ − SΣ ≥ 0)
∧ (Q1 − R1 ≥ 0) ∧ (RΣ −QΣ < 0)
L
(RΣ−QΣ)
QΣ
=
RΣ!
QΣ!
(−x)QΣ−RΣL(QΣ−RΣ)RΣ
(i.v)
(S1 − P1 ≥ 0) ∧ (PΣ − SΣ ≥ 0)
∧ (Q1 − R1 ≥ 0) ∧ (RΣ −QΣ ≥ 0)
no substitution necessary
(i.vi)
(S1 − P1 ≥ 0) ∧ (PΣ − SΣ ≥ 0)
∧ (Q1 − R1 < 0)
L
(Q1−R1)
R1
=
Q1!
R1!
(−x)R1−Q1L(R1−Q1)Q1
(i.vii)
(S1 − P1 < 0) ∧ (Q1 − R1 ≥ 0)
∧ (RΣ −QΣ < 0)
L
(S1−P1)
P1
=
S1!
P1!
(−x)P1−S1L(P1−S1)S1 , L
(RΣ−QΣ)
QΣ
=
RΣ!
QΣ!
(−x)QΣ−RΣL(QΣ−RΣ)RΣ
(i.viii)
(S1 − P1 < 0) ∧ (Q1 − R1 ≥ 0)
∧ (RΣ −QΣ ≥ 0)
L
(S1−P1)
P1
=
S1!
P1!
(−x)P1−S1L(P1−S1)R1
(i.ix) (S1 − P1 < 0) ∧ (Q1 − R1 < 0) L(S1−P1)P1 =
S1!
P1!
(−x)P1−S1L(P1−S1)S1 , L
(Q1−R1)
R1
=
Q1!
R1!
(−x)R1−Q1L(R1−Q1)Q1
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The numerical challenge is thus to either find a fast
and reliable implementation of the Lauricella function,
or to break the Lauricella function down into lower-order
hypergeometric functions. We will give an explicit so-
lution which computes a Coulomb matrix element as a
simple scalar product between two vectors. One of these
two vectors contains entries which are the results of sums
of fractions of rising factorials. There are numerous ways
to break down the Lauricella function into lower-order
hypergeometric expressions, and which one to pic should
depend on which expressions one can compute fast and
reliable. In the last part of this section, we give an exam-
ple on how this can be achieved. We consider the integral
representation of the Lauricella function F
(r)
A [28]
F
(r)
A
[
a, b1, . . . , br;
c1, . . . , cr;
x1, . . . , xr
]
=
∫ ∞
0
dte−t
ta−1
Γ(a)
r∏
j=1
1F1
[
bj ;
cj ;
xjt
]
, (A14)
where Re{a} > 0 and Re{x1 + · · ·+ xr} < 1 and we are
only interested in the case where r = 4. Clearly, in order
to avoid zeros in the denominator, we require all cj to
be positive integers. Using the definition of the hyper-
geometric function and the Cauchy-product formula, the
product of two such hypergeometric functions results in
1F1
[
b1;
c1;
x1t
]
1F1
[
b2;
c2;
x2t
]
=
∞∑
k=0
(
k∑
l=0
(b1)k−l(b2)l
(c1)k−l(c2)l
xk−l1 x
l
2
(k − l)!l!
)
tk. (A15)
We perform the product of all four hypergeometric func-
tions of Eq. (A14) in the above manner and the resulting
coefficient of the resulting polynomial is given by
ξk =
k∑
p=0
p∑
q=0
q∑
r=0
(−n1)r(−n2)q−r
(α1 + 1)r(α2 + 1)q−r(α3 + 1)p−q
× (−n3)p−q(−n4)k−p
(α4 + 1)k−pr!(q − r)!(p− q)!(k − p)!2k ,
(A16)
which we call the convolution coefficient. This coefficient
allows us to compute the expression in Eq. (A14),∫ ∞
0
dte−t
tp−1
Γ(p)
4∏
i=1
1F1
[ −ni;
αi + 1;
t
2
]
=
n1+n2+n3+n4∑
k=0
ξk
Γ(p)
∫ ∞
0
dte−ttp+k−1
=
n1+n2+n3+n4∑
k=0
ξk(p)k. (A17)
We recognize the definition of the Gamma function
in the last integral. By using the definition of the
Pochhammer symbol and defining the two column
vectors ξ = (ξ0, ξ1, . . . , ξn1+n2+n3+n4)
T and (p) =
((p)0, (p)1, . . . , (p)n1+n2+n3+n4)
T , we have
F
(r)
A
[
a, b1, . . . , br;
c1, . . . , cr;
x1, . . . , xr
]
= ξ · (p). (A18)
As a sanity check, we compared the values of Eq. (A18)
combined with the additional prefactors appearing in
Eqs. (A12) and (A13), with M lmn in Eq. (31) for the LLL
for various system sizes and they are—up to numerical
precision error—in exact agreement with one another.
Appendix B: Hamiltonian simulation through linear
combination of unitaries using the self-inverse
matrix decomposition strategy
In this section, we use an alternative algorithm to the
low rank factorization algorithm of [22] used in Section III
to sample the eigenspectrum of the Hamiltonian H. This
algorithm is based on the self-inverse matrix decomposi-
tion strategy first described in Ref. [23] and makes use of
the fact that we have an analytical form for the matrix
elements of the Hamiltonian as derived in Section II and
that within the LLL, the largest matrix element max`(ω`)
of the Hamiltonian elements is constant O(1) [95]. As
we will see, this approach scales considerably worse than
the low rank factorization method of Ref. [22] presented
in Section III, unless one is able to considerably lower
the computational cost of evaluating sums of products
of factorials as given by Eq. (19) and Eqs. (31)-(34).
In the approach used in this section one will dramati-
cally increase the number of terms in the Hamiltonian
but with the advantage that the coefficients of the state
prepare |0〉⊗ log(L) will only be 1 or i, which makes the
state much simpler to prepare.
As described in Section II, for the Hamiltonians of in-
terest in this paper we are able to compute the ω` effi-
ciently from ` (which is essentially equivalent to comput-
ing the hPQRS from the indices P,Q,R and S). Several
steps are required in order to go from computing these
coefficients to implementing the prepare operator. The
ability to compute the coefficients essentially allows us to
prepare the state √
1
L
L∑
`=1
|`〉 |ω`〉 . (B1)
But to translate this into the desired state,√
1
λ
L∑
`=1
√
ω` |`〉 , (B2)
we will use the self-inverse matrix decomposition strat-
egy first described in Ref. [23]. This is described in the
context of simulating electronic structure in Section 4.4
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of Ref. [48]. The result is that CP (again, the cost to im-
plement prepare) ends up scaling like the cost to com-
pute the coefficient mentioned above, but the λ value is
increased to scaling like O(Lmax`(ω`)).
Essentially, the strategy which leads to this scaling is as
follows. First, one re-imagines the Hamiltonian as being
a sum of a very large number of terms where each term
has a coefficient that is the same magnitude; specifically,
the coefficient of each term is either +ζ or −ζ where ζ
is thus chosen to limit the precision of the Hamiltonian
representation, i.e., ζ = O(). The largest term in the
original Hamiltonian will have the property that each
of the subterms into which it is decomposed in the new
Hamiltonian has the same coefficient; thus, each term
consists of O(max`(ω`)/) subterms of magnitude ζ. The
advantage of this is that the coefficients of the state that
we must realize with prepare are now all either 1 or
i. For details of how this is realized, see Ref. [23]. In
order to determine whether we should phase by 1 or i we
need to compute the coefficient and compare it to a coin
register. Essentially, we are dramatically increasing the
number of terms in the Hamiltonian by decomposing each
term into a sum of small terms that all have the same
coefficient up to a sign. The difficult part of realizing
prepare is thus simply to decide which sign is associated
with each computational basis.
In the following, we will give an estimate of the time
complexity for computing the two-body Hamiltonian ma-
trix elements hPQRS for the LLL approximation, where
hPQRS = M
l
mn is given by Eq. (31). These coefficients
correspond to the ω` mentioned before. We ignore the
complexity of the one-body matrix elements of Eq. (12),
as they are trivial to compute and there are many fewer
of them so they are easier to simulate as well. We ex-
pect a slightly worse, but similar complexity scaling when
computing hPQRS via Eq. (19), which takes into account
LL mixing. We consider Eq. (31), and observe that it
is sufficient to only consider the complexity of comput-
ing Clmn, A
l
mn and B
l
nm as given by Eqs. (32)-(34), re-
spectively and then singling out the term possessing the
largest complexity. While Clmn is dominated by the cost
of computing the Gamma function, Almn and B
l
nm re-
quire the evaluation of a finite sum of division and prod-
ucts of Gamma functions, which will thus have a larger
complexity than Clmn.
The problem is that to compute the value of Almn and
Blnm to within precision  it is required to use a number
of bits that scales as O(M logM) where M is the cutoff
in angular momentum). This is because Almn and B
l
nm
involve computing factorials of M and we know from
Stirling’s approximation that log(M !) = O(M logM).
We then need to multiply these numbers together, which
gives us complexity O(M2polylog(M)) = O˜(M2). If one
then explicitly evaluates the sum the complexity becomes
O˜(M3), which is very bad. One could choose to expand
the sum using LCU methods (by which we mean, one can
consider each term in the sum as a distinct term in the
Hamiltonian) but this will dramatically increase λ. We
note that the complexity bound on computing the coeffi-
cients ω` can in principle be further reduced using algo-
rithms designed for computing linearly convergent series
as in Refs. [96, 97].
Unfortunately, the number of times we must repeat
this primitive is λ = O(Lmax`(ω`)). In our context,
when restricting ourselves to the LLL, ω` = O(1) for the
two-body operator and we have L = O(M3) for that op-
erator [98]. For the one-body operator max` ω` = O(N),
where N is the number of LLs, but there are only
L = O(Nso) terms due to the delta function in Eq. (12).
Furthermore, when considering only the LLL, we have
max` ω` = O(1) and L = O(M) for the two-body opera-
tors. Thus, overall we have that λ = O(NsoN + M
3) =
O(M3) when restricting ourselves to the LLL.
Putting this all together then, we see that using
Eq. (42), the total complexity of deploying phase estima-
tion to estimate the ground state energy within precision
∆E is O˜(M6/∆E) up to log factor, which is consider-
ably worse than the O(N4.35/∆E) T gate complexity ob-
tained when using the low rank factorization of Ref. [22]
presented in Section III. Overall, it is surprising that we
cannot exceed this more generic strategy despite having a
closed form for the coefficients. The reason is ultimately
because of the extremely high precision required to com-
pute the Gamma functions in the coefficients.
Appendix C: Derivations for the equations of motion
of the CM
For FGS (as defined in Eq. (44)) with fixed particle
number, Wick’s theorem gives
〈c†pc†i cqcj〉 =− ΓqpΓji + ΓjpΓqi (C1)
〈c†pc†qc†i crcscj〉 =ΓjpΓsqΓri − ΓjpΓrqΓsi + ΓspΓrqΓji
− ΓspΓjqΓri + ΓrpΓjqΓsi − ΓrpΓsqΓji,
(C2)
since the pairing terms 〈cicj〉 and 〈c†i c†j〉 vanish [60]. We
compute the quadratic contribution to the imaginary-
time evolution of Eq. (50) using Eqs. (C1) and (C2),
tr[{T, c†i cj}ρ] =
∑
p,q
fpq 〈c†pcqc†i cj + c†i cjc†pcq〉
=− 2
∑
p,q
fpq 〈c†pc†i cqcj〉+
∑
p
fpi 〈c†pcj〉
+
∑
q
fjq 〈c†i cq〉
=2
∑
p,q
fpq(ΓqpΓji − ΓjpΓqi) +
∑
p
fpiΓjp
+
∑
q
fjqΓqi
=2tr[fΓ]Γji − 2[ΓfΓ]ji + [{Γ, f}]ji. (C3)
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The contributions from the quartic interaction term are
given by
tr[{V, c†i cj}ρ]
=
∑
p,q,r,s
hpqrs 〈c†pc†qc†i crcscj〉 − 12
∑
p,q,s
hpqis 〈c†pc†qcscj〉
+ 12
∑
p,q,r
hpqri 〈c†pc†qcrcj〉 − 12
∑
p,r,s
hpjrs 〈c†i c†pcrcs〉
+ 12
∑
q,r,s
hjqrs 〈c†i c†qcrcs〉 . (C4)
The first term on the right-hand side of Eq. (C4) gives∑
p,q,r,s
hpqrs 〈c†pc†qc†i crcscj〉
=
∑
p,q,r,s
hpqrs(ΓjpΓsqΓri − ΓjpΓrqΓsi + ΓspΓrqΓji
− ΓspΓjqΓri + ΓrpΓjqΓsi − ΓrpΓsqΓji)
=− 4[Γtr1,4[hΓ]Γ]ji + 2tr[tr1,4[hΓ]Γ]Γji, (C5)
the remaining terms contribute
− 12
∑
p,q,s
hpqis 〈c†pc†qcscj〉+ 12
∑
p,q,r
hpqri 〈c†pc†qcrcj〉
− 12
∑
p,r,s
hpjrs 〈c†i c†pcrcs〉+ 12
∑
q,r,s
hjqrs 〈c†i c†qcrcs〉
=2[{Γ, tr1,4[hΓ]}]ji. (C6)
The second term in Eq. (50) simplifies to
2Γjitr[Hρ(t)] =2tr[fΓ]Γji + 2tr[tr1,4[hΓ]Γ]Γji. (C7)
Defining the mean field term
hm(Γ) = f + 2tr1,4[hΓ], (C8)
the imaginary-time evolution of Γ is given by
dτΓji =− [{Γ, hm(Γ)}]ji + 2[Γhm(Γ)Γ]ji. (C9)
Appendix D: Rotating the system Hamiltonian into
the eigenbasis of the CM
For the ASCI algorithm described in Section IV B 1, we
rotate the Hamiltonian of Eq. (9) into the eigenbasis of
the CM Γ at the end of the imaginary time evolution. Let
O be the matrix which diagonalizes the CM as in Eq. (56)
and corresponding orbital rotations as given in Eq. (58).
The system Hamiltonian in the mean-field eigenbasis is
then given by
H =
∑
i,j
f˜ij c˜
†
i c˜j +
1
2
∑
i,j,k,l
h˜ijklc˜
†
i c˜
†
j c˜k c˜l (D1)
where
f˜ij =
∑
p,q
OpifpqOqj (D2)
h˜ijkl =
∑
p,q,r,s
hpqrsOpiOqjOrkOsl. (D3)
Note that under the orthogonal transformations, the in-
tegrals are still anti-symmetric w.r.t. index permutation
(however, the conservation of angular momentum is now
no longer visible in the indices).
Appendix E: Imaginary time evolution - formal
integration
We aim to solve the differential equation
dτΓ = −hm(Γ)− Γhm(Γ)Γ.
Following Ref. [53], we formally integrate the equation of
motion, which result in
Γ(τ) = O(τ)Γ(0)O(τ)T , (E1)
where O(τ) is an orthogonal matrix (if the transforma-
tion were not orthogonal, it could take us out of the fam-
ily of FGS, where Wick’s theorem no longer applies) given
by
O(τ) = T exp
(∫ τ
0
dτ ′A(Γ(τ ′))
)
, (E2)
with T denoting the time-ordering operator. For a small
time step ∆τ , we can expand O(τ) using the orthogonal-
ity property A(Γ(τ))T = −A(Γ(τ)) to get in first order
∆τ
Γ(τ + ∆τ) =Γ(τ)− Γ(τ)A(Γ(τ))∆τ
+A(Γ(τ))Γ(τ)∆τ +O(∆τ2). (E3)
This leads to
Γ(τ + ∆τ)− Γ(τ)
∆τ
= [A(Γ(τ)),Γ(τ)] (E4)
which in the limit of small ∆τ should be equal to the
right-hand side of Eq.(50). Together with the fact that
Γ2 = −12Nf , this allows us to find an explicit expression
for A(Γ(τ)), namely
A(Γ(τ)) =
1
2
[hm(Γ(τ)),Γ(τ)], (E5)
since
[A,Γ] =
1
2
(−hm − ΓhmΓ− ΓhmΓ− hm)
=− hm − ΓmhmΓm. (E6)
Thus, for small time steps ∆τ , we can compute the CM
by an orthogonal transformation of the prior CM via
Γ(τ + ∆τ) ≈ exp (A(Γ(τ))∆τ) Γ(τ)
× exp (−A(Γ(τ))∆τ) . (E7)
While in the Dirac representation of fermionic creation
and annihilation operators the particle number is con-
served, small numerical fluctuations will lower the num-
ber of particles when working in a Majorana represen-
tation, where only parity is a conserved quantity. One
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would have to introduce a chemical potential in order to
enforce particle number conservation during the iterative
process in the latter case. As shown in Fig. 6, particle
number is conserved when solving the equations of mo-
tions in the fermionic basis following the imaginary time
evolution as defined in Eq. (E7).
Appendix F: Computing correlation function for
single-reference and multi-reference states
If the initial state is a single Slater determinant |ΨGS〉,
we have
G1(r, r
′) =
∑
p,q
η∗p(r)ηq(r
′) 〈ΨGS| c†pcq |ΨGS〉
=η(r′)TΓη∗(r) (F1)
where η(r) = (η0(r), η1(r), . . . , ηM (r))
T is a vector of the
basis functions chosen and M is the angular momentum
cutoff. The mean-field density correlations are given by
G2(r, r
′) =η(r)TΓη∗(r)η(r′)TΓη∗(r′)
− η(r′)TΓη∗(r)η(r)TΓη∗(r′). (F2)
Both correlation functions in Eqs. (F1) and (F2) can be
computed efficiently. One can compute the one-particle
reduced density matrix and the pair correlation function
also for the multi-reference state of Eq. (59) through the
CM using Wick’s theorem.
In Fig. 7, we show the pair correlation function for the
FGS solution obtained from imaginary time evolution as
introduced in Section IV A for Nso = 138 spin-orbitals at
filling ν = 1/3 in the LLL, with an apparent crystal-like
structure emerging as expected for mean-field solutions
(see e.g. chapter 4 in Ref. [99]).
Appendix G: Computing the overlaps
The following subsections detail some of the computa-
tional steps that were used for implementing the ASCI
algorithm.
1. Computing the diagonal terms
One of the computationally more costly steps in the
ASCI algorithm is getting the diagonal Hamiltonian term
Hii = 〈Ai|H|Ai〉 , (G1)
where |Ai〉 is a determinant from the set of determinants
H |{C}〉 (which are all unique determinants that have
non-zero coefficients when acting with H on the core de-
terminants |{C}〉 = {|C1〉 , ..., |Ccdets〉}). By inserting the
FIG. 6. Scatter plot of the monotonic decrease of the mean-
field energy (blue, left y-axis) as defined in Eq. (54) at each
iteration step for the imaginary time evolution of the CM for a
system of Nel = 4 electrons distributed among Nso = 12 spin-
orbitals at a chemical potential µ = 1 and step size ∆τ = 0.01.
We also calculated the deviation of the number of particles
present at each iteration step by plotting (〈N〉 /Nel−1)×1013
(red line, right y-axis), where 〈N〉 = tr(Γ) is the expectation
value of the particle number operator. Note that the particle
number changes from Nel = 4 only in the 13. decimal place.
FIG. 7. Plot of the pair correlation function G2(0, r), with
Nso = 138 at filling ν = 1/3 (Nel = 46), as defined in Eq. (65)
and expressed in terms of the CM as outlined in Section F
for a single-reference state |ΨGS〉 obtained from imaginary
time evolution via the formal integration method of Section E,
with 104 steps and step size ∆t = 0.1. The first particle
was located at the origin. A crystal structure emerges in the
bulk, while the disk boundary is centered at a circle of radius
Rd =
√
2(M + 1) ≈ 16.6, where the magnetic length is set to
unity.
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Hamiltonian of Eq. (D1), we get
Hii =
∑
p,q
f˜pq 〈Ai| c˜†pc˜q |Ai〉
+
1
2
∑
p,q,r,s
h˜pqrs 〈Ai| c˜†pc˜†q c˜r c˜s |Ai〉 . (G2)
Let us first look at the second term in Eq. (G2). The
only non-vanishing terms are given by either (i) p = r
and q = s, or (ii) p = s and q = r. Furthermore, both
p and q must be occupied in |Ai〉, a condition we will
denote as {p, q} ∈ Ai,occ. Since p 6= q (a fermionic mode
can only contain zero or one particle) and due to the
anti-symmetry in h˜pqrs, we can unify cases (i) and (ii),
which results in a factor of two,∑
p,q,r,s
h˜pqrs
2 〈Ai| c˜†pc˜†q c˜r c˜s |Ai〉 =
∑
p,q
h˜pqpq 〈Ai| c˜†pc˜†q c˜pc˜q |Ai〉
=− 2
∑
{p,q}∈Ai,occ
p<q
h˜pqpq,
(G3)
where the minus sign is due to the Jordan-Wigner trans-
formation (which we will explain a couple of lines below
in more detail). Similarly, we get for the first term in
Eq.(G2) ∑
p,q
f˜pq 〈Ai| c˜†pc˜q |Ai〉 =
∑
p∈Ai,occ
f˜pp, (G4)
thus resulting in a simple formula for the diagonal terms
Hii =
∑
p∈Ai,occ
f˜pp − 2
∑
{p,q}∈Ai,occ
p<q
h˜pqpq, (G5)
where the dependence on index i results in the task of
finding all occupied orbitals Ai,occ in the determinant
|Ai〉, which is a simple problem.
2. Computing the off-diagonal terms
We consider the action of the Hamiltonian operator on
a core determinant
H |Cj〉 =
(∑
p,q
f˜pq c˜
†
pc˜q +
1
2
∑
p,q,r,s
h˜pqrsc˜
†
pc˜
†
q c˜r c˜s
)
|Cj〉 .
(G6)
We are going to treat the one- and two-body operators
separately.
a. One-body terms
Since we have real coefficients, f˜pq = f˜qp and thus∑
p,q
f˜pq c˜
†
pc˜q |Cj〉 =2
∑
p<q
f˜pq c˜
†
pc˜q |Cj〉+
∑
p
f˜ppc˜
†
pc˜p |Cj〉 .
(G7)
In our case, the one-body terms are diagonal, therefore∑
p,q
f˜pq c˜
†
pc˜q |Cj〉 =
∑
p
f˜ppc˜
†
pc˜p |Cj〉 . (G8)
b. Two-body terms
Due to the real-valued, anti-symmetric nature of the
two-body coefficients, we have∑
p,q,r,s
h˜pqrs
2 c˜
†
pc˜
†
q c˜r c˜s |Cj〉 =2
∑
p<q;r<s
h˜pqrsc˜
†
pc˜
†
q c˜r c˜s |Cj〉 ,
(G9)
since p 6= q and r 6= s (otherwise, they would give zero).
We can break the operator into parts of single and double
excitations (we will omit the factor 2 in front of the sum
for now and add it later),∑
p<q,r<s
h˜pqrsc˜
†
pc˜
†
q c˜r c˜s
=
∑
p<q;r<s
p 6={r,s};q 6={r,s}
h˜pqrsc˜
†
pc˜
†
q c˜r c˜s +
∑
q<p;r<p
q 6=r
h˜qprpc˜
†
q c˜
†
pc˜r c˜p
+
∑
q<p<r
h˜qppr c˜
†
q c˜
†
pc˜pc˜r +
∑
r<p<q
h˜pqrpc˜
†
pc˜
†
q c˜r c˜p
+
∑
p<q;p<r
q 6=r
h˜pqpr c˜
†
pc˜
†
q c˜pc˜r +
∑
p<q
h˜pqpq c˜
†
pc˜
†
q c˜pc˜q. (G10)
In the following, we will discuss how we can numerically
get the matrix elements.
3. Identity map
Some terms in H map the input determinant |Di〉 back
onto itself. Since in Eq. (60), the sum is taken over all
input core determinants that do not map onto itself via
the action of H, such amplitudes will be set to zero.
4. One-body excitations
We have four terms in Eq. (G10) that create single ex-
citations. Such determinants which differ only by a single
creation-annihilation pair are called single-connected. In
order to know which terms to take into account when
going from a determinant |D1〉 to a single-connected de-
terminant |D2〉 via application of H |D1〉, we first de-
termine the pair [i, j], with i < j, that indicates the
spin-orbitals i and j where the two determinants differ.
We let kj ∈ {0, 1} denote the occupation of spin-orbital
j and consider two distinct cases.
We denote with αJW the phase factor due to the
Jordan-Wigner transformation as introduced in Sec-
tion II D and first let ki = 0 in |D1〉, which leads to
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kj = 1 in |D2〉 and thus∑
q<p;r<p
q 6=r
h˜qprpc˜
†
q c˜
†
pc˜r c˜p =
∑
p>j
p∈N |D1〉el
h˜ipjpc˜
†
i c˜
†
pc˜j c˜p (G11)
with αJW = −(−1)ki+1+...+kj−1∑
q<p<r
h˜qppr c˜
†
q c˜
†
pc˜pc˜r =
∑
i<p<j
p∈N |D1〉el
h˜ippj c˜
†
i c˜
†
pc˜pc˜j (G12)
with αJW = (−1)ki+1+...+kp−1+1p+kp+1+...+kj−1∑
r<p<q
h˜pqrpc˜
†
pc˜
†
q c˜r c˜p =
∑
j<p<i
p∈N |D1〉el
h˜pijpc˜
†
pc˜
†
i c˜j c˜p = 0 (G13)
since i < j∑
p<q;p<r
q 6=r
h˜pqpr c˜
†
pc˜
†
q c˜pc˜r =
∑
p<i
p∈N |D1〉el
h˜pipj c˜
†
pc˜
†
i c˜pc˜j (G14)
with αJW = −(−1)ki+1+...+kj−1 ,
where p ∈ N |D1〉el are indices belonging to occupied spin
orbitals.
Second, if ki = 1 in |D1〉, we have kj = 1 in |D2〉 and
thus∑
q<p;r<p
q 6=r
h˜qprpc˜
†
q c˜
†
pc˜r c˜p =
∑
p>j
p∈N |D1〉el
h˜jpipc˜
†
j c˜
†
pc˜ic˜p (G15)
with αJW = −(−1)ki+1+...+kj−1∑
q<p<r
h˜qppr c˜
†
q c˜
†
pc˜pc˜r =
∑
j<p<i
p∈N |D1〉el
h˜jppic˜
†
j c˜
†
pc˜pc˜i = 0 (G16)
since i < j∑
r<p<q
h˜pqrpc˜
†
pc˜
†
q c˜r c˜p =
∑
i<p<j
p∈N |D1〉el
h˜pjipc˜
†
pc˜
†
j c˜ic˜p (G17)
with αJW = −(−1)ki+1+...+kp−1+kp+1+...+kj−1∑
p<q;p<r
q 6=r
h˜pqpr c˜
†
pc˜
†
q c˜pc˜r =
∑
p<i
p∈N |D1〉el
h˜pjpic˜
†
pc˜
†
j c˜pc˜i (G18)
with αJW = −(−1)ki+1+...+kj−1 .
Eqs. (G15)-(G18) give three non-vanishing terms from
Eq. (G10) which can create single-connected determi-
nants.
5. Two-body excitations
Only the first term on the right hand side of Eq. (G10)
gives rise to two-body excitations. There are
(
4
2
)
possible
non-vanishing determinants, all having an identical form
for the Jordan-Wigner phase factors.
Appendix H: Convergence of the ASCI energy
In Fig 8, we show how the energy of the reduced system
Hamiltonian converges to the exact ground state energy
when increasing the number of determinants in the ASCI
expansion. A monotonic decreasing behavior as well as a
convergence after about five ASCI iterations for all sys-
tem sizes is clearly visible.
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FIG. 8. Scatter plots of the convergence of the energy obtained from diagonalizing the reduced system Hamiltonian at each of
the ASCI iteration steps for a filling factor ν = 1/3 and systems containing Nso = 9, 12, 15, 18 spin-orbitals in the LLL. The
top-most data points in each plot belong to the single reference state |ΨGS〉 obtained from the method presented in Section IV A,
while the bottom-most correspond to the FCI ASCI expansion, i.e. the exact solution, where tdets = cdets =
(
Nso
Nel
)
.
