Nonlocal conservation laws are used to describe various realistic instances of crowd behaviors. First, a basic analytic framework is established through an ad hoc well posedness theorem for systems of nonlocal conservation laws in several space dimensions interacting non locally with a system of ODEs. Numerical integrations show possible applications to the interaction of different groups of pedestrians, and also with other agents.
Introduction
This paper deals with a system composed by several populations and individuals, or agents. The former are described through their macroscopic densities, the latter through discrete points. In analytic terms, this leads to a system of conservation laws coupled with ordinary differential equations. From a modeling point of view, it is natural to encompass also interactions that are nonlocal, in both cases of interactions within the populations as well as between each population and each individual agent.
Throughout, t ∈ R + is time and the space coordinate is x ∈ R d . The number of populations is n and their densities are ρ i = ρ i (t, x), for i = 1, . . . , n. The individuals are described through a vector p = p(t), with p ∈ R m . In the case of N agents, p may consist of the vector of each individual position, so that m = N d, or else it may contain also each individual speed, so that m = 2 N d.
Setting ρ = (ρ 1 , . . . , ρ n ), we are thus lead to consider the system
where A i and B are nonlocal operators, reflecting the fact that the behavior of the members of the population as well as of the agents depends on suitable spatial averages. The function v i gives the speed of the i-th population, and F yields the evolution of the individuals. We defer to Section 2 for the precise definitions and regularity requirements.
Motivations for the study of (1.1) are found, for instance, in [1, 2, 6, 7, 8] , which all provide examples of realistic situations that fall within (1.1). Beside these, system (1.1) also allows to describe new scenarios, some examples are considered in detail in Section 3. There, we limit our scope to R 2 (i.e., d = 2) essentially due to visualization problems in higher dimensions. The analytic treatment below, however, is fully established in any spacial dimension.
As a first example, in Section 3.1 we study two groups of tourists each following a guide. The two groups are described through the pedestrian model in [6, 7, 8] and the guides move according to an ODE. Each group follows its guide and interacts with the other group, while both guides need to wait for their respective group. Section 3.2 is devoted to pedestrians crossing a street at a crosswalk, while cars are driving on the road. The pedestrians' movement is described as in the previous example, the attractive role of the guides being substituted by a repulsive effect of cars on pedestrians. On the other hand, cars move according to a follow the leader model and try to avoid hitting pedestrians. This results in a strong coupling between the ODE and PDE, since the pedestrians can not cross the street if a car is coming and on the other hand the cars have to stop if there are people on the road.
As a third example, see Section 3.3, two groups of hooligans confront with each other. Police officers try to separate the two groups heading towards the areas with the strongest mixing of hooligans. Thus, they move according to the densities of the hooligans, which themselves try to avoid the contact with the police. All examples are illustrated by numerical integrations showing central features of the models.
The current literature offers alternative approaches to the modeling of crowds [11, 12] . Notably, we recall the so called multiscale framework, based on measure valued differential equations, see [9, 16, 17] . There, the interplay between the atomic part and the absolutely continuous part of the unknown measure reminds of the present interplay between the PDE and the ODE. Nevertheless, differently from the cited references, here we exploit the distinct nature of the two equations to assign different roles to agents and crowds. This paper is organized as follows: in Section 2 we give a precise definition of a solution of system (1.1) and state the main analytic results. In Section 3 we describe three examples which fit into the above framework and present accompanying numerical integrations. All the technical details are collected in Section 4.
Analytical Results
In this section we state some analytical results for solutions of (1.1). Throughout we denote R + = [0, +∞[, R is a positive constant and I ⊆ R + is an interval containing 0.
The function q i describes the internal dynamics of the population ρ i and is required to satisfy (q) q i ∈ C 2 R + ; R + satisfies q i (0) = 0 and q i (R) = 0.
For the "velocity" vectors v i we require the following regularity (v) For every i ∈ {1, . . . , n} the velocity
Remark however that (v.2) becomes redundant as soon as the initial datum to (1.1) has compact support and the solution is seeked on a bounded time interval, see Corollary 2.3. We impose to the ordinary differential equation in (1.1) to fit into the usual framework of Caratheodory equations, see [10, § 1] , introducing the following conditions.
is continuous.
2. For all t > 0 and p ∈ R m , the function
3. For all b ∈ R and p ∈ R m , the function
is Lebesgue measurable.
4. For all compact subset K of R m , there exists a constant L F > 0 such that, for every t ∈ R + , p 1 , p 2 ∈ K and b 1 , b 2 ∈ R ,
On the nonlocal operators A, B we require
are Lipschitz continuous and satisfy A i (0) = 0. In particular there exists a positive constant L A > 0 such that, for every
is Lipschitz continuous and satisfies B(0) = 0. In particular, there exists a positive constant L B > 0 such that, for every
is a solution to (1.1) with ρ(0, x) = ρ o (x) and p(0) = p o if
1. For i = 1, . . . , n, the map ρ i is a Kružkov solution to the scalar conservation law
2. The map p is a Caratheodory solution to the ordinary differential equatioṅ
Above, for the definition of Kružkov solution we refer to [13, Definition 1] . By Caratheodory solution we mean the solution to the integral equation, see [5, Chapter 2] . Observe that by (q), the function (0, p), respectively (R, p), solves (1.1) as soon asṗ = F (t, p, 0), respectivelẏ p = F t, p, B(R) (p) .
We are now ready to state the main result of this work, whose proof is deferred to Section 4.
Theorem 2.2. Assume that (v), (F), (A), (B) and (q) hold. Then, there exists a process
1. for all t 1 , t 2 , t 3 ∈ R + with t 3 t 2 t 1 , P t 2 ,t 3 • P t 1 ,t 2 = P t 1 ,t 3 and P t,t is the identity for all t ∈ R + . 
For all
(ρ o , p o ) ∈ (L 1 ∩ BV)(R d ; [0, R] n ) × R m , the continuous map t → P to,t (ρ o , p o ), defined for t t o ,
For any pair
and (F), then there exists a function K ∈ C 0 (R + ; R + ) such that K(0) = 0 and, calling (ρ i , p i ) the corresponding solutions,
As soon as the initial datum for ( 
there exists a functionṽ satisfying (v) such that the solution t → ρ(t), p(t) constructed in Theorem 2.2 to
The detailed proof is in Section 4.
Numerical Integrations
In this section we present sample applications of system (1. 
Guided Groups
We consider two groups of tourists following their own guide. Members of both groups always aim to stay close to the respective guide, but also try to avoid too crowded places. In this setting, we have x ∈ R d with d = 2, n = 2 populations ρ i (t, x) describing the density of the i-th group of tourists, p = [p 1 , p 2 ] T ∈ R m with m = 4, where p i describes the position in R 2 of the guide of the i-th group. The density ρ i solves the conservation law
as in [6, 8] , where
Here, ε i and ε ij are positive constants and η ∈ C 2 c (R 2 ; R + ). Moreover, w i (p i − x) describes the interaction between the member at x of the i-th population and his/her guide at p i . The 2 addends in the non local operator A i model the interaction among members of the same population, the ε ii term, and between the two populations, the ε ij term.
The leaders p 1 and p 2 adapt their speed according to the amount of members of their group nearby. We assume that p i is constrained to the circumference of radius r i , centered at the point c i = [c i 1 , c i 2 ] T ∈ R 2 , and its speed depends on an average density of tourists around its position. Hence, = 2 and
where d i is a real parameter. System (3.1)-(3.3) fits into (1.1) by setting
where we write
Proposition 3.1. Assume η,η ∈ C 2 c (R 2 ; R + ). Then, the functions defined in (3.4) satisfy (v.1), (F), (A), (B) and (q). In particular, Corollary 2.3 applies to (3.1)-(3.3)-(3.4).
The proof is deferred to Section 4.
As a specific example we consider the situation identified by the following parameters
and by the functions
The computational domain is [0, 1] 2 and as initial conditions we choose In Figure 1 , the solution up to T ≈ 40 is shown. The densities of the groups are the blue (for i = 1) and red (for i = 2) regions, whereas the guides are located at the dots of the corresponding color. According to (3.3)-(3.4), the groups walk towards their guides and come into contact at t ≈ 7.4. At t ≈ 20.7, the blue guide is surrounded by the reds and waits for his group. Meanwhile, the red group bypasses the blues and avoid the congestion. At about t ≈ 28.3, the groups are separated, while they meet again at t ≈ 40.4.
Interacting Crowds and Vehicles
We consider two groups of pedestrians crossing a street at a crosswalk, following [3, 4] . The people near the crosswalk reduce their speed and possibly stop if cars are near to the crosswalk. At the same time, cars slow down and possibly stop as soon as in front of them pedestrians are present. The density ρ i (t, x), for i = 1 . . . , n, describes the i-th group of pedestrians. Each driver's position can thus be identified through its scalar coordinate p k , for k = 1 . . . , N , along the road. Without loss of generality, we assume that the road is parallel to the vector [1, 0] T , with width 2h R , i.e. |x 2 −x 2 | h R . Therefore, we have
The dynamics of the pedestrians is similar to that introduced in [6, 8] , namely
Here w i ∈ C 2 (R d × R m ; R + ) describes the interaction between the member of the i-th group located at x and the cars. A i is chosen as in (3.2) and models the interactions of pedestrians. Finally, the vector field V i ∈ C 2 (R d ; R d ) stands for the preferred trajectories of the people. The dynamics of cars along the road is described by the Follow The Leader model 
is the speed of the leader, i.e., of the first vehicle. For simplicity, we assume that the initial position of the first car is after the crosswalk so that its subsequent dynamics is independent from the crowds. The present model fits into the framework presented in Section 2 by setting
. Then, the functions defined in (3.7)-(3.8) satisfy (v.1), (F), (A), (B) and (q). In particular, Corollary 2.3 applies to (3.5)-(3.6).
As a specific example we consider the spatial domain The vector V 1 (x), respectively V 2 (x), is chosen with norm 1 and tangent to the geodesic path at x for the population 1, respectively 2. In general, these vectors can be computed as solutions to the eikonal equation and their regularity depends on the geometry of the domain [18] .
First, for α 1 < α 2 , we introduce the smooth function
For i = 1, 2 we choose
Here,η i describes the region considered by each pedestrian in reacting to cars. For instance, cars behind a pedestrian are ignored when at a distance greater than r vb , while cars in front of the pedestrian are considered up to a distance r v . Outside the interval defined by the threshold parameters r i and r a , the pedestrians' sensitivity to cars is amplified. The convolution kernel in the nonlocal operators A 1 and A 2 arẽ
with interaction parameters
In the Follow The Leader model, we choose N = 3 vehicles and let
The microscopic model for vehicles is completed by the convolution kernel in the nonlocal operator B
As initial condition we prescribe
, and
In Figure 2 the maximal density ρ m = max(ρ 1 , ρ 2 ) of the two groups is shown. The first group is illustrated in blue and the second one in red. Initially the pedestrians start walking towards the crosswalk and the cars can drive freely. The first car has maximal speed 1 and the other ones adapt their speed according to the distance to their leading car, see Figure 3 . At time t ≈ 0.2 the second car is in the middle of the crosswalk and only few pedestrians try to cross the road (Figure 2, top left) . When the car has left the crosswalk, the pedestrians start walking and form lanes in order to pass through the other group (Figure 2, top right) . When the third car approaches the crosswalk, the pedestrians in front of the crosswalk stop while those on the road can continue their way (Figure 2, bottom left) . As the street is not cleared immediately, the car almost has to stop (see Figure 3, left) . When it has passed the pedestrians can walk again until all have reached their exits (Figure 2, bottom right) .
The Police Separates Conflicting Hooligans
In this example we consider n = 2 groups of conflicting hooligans and their interaction with police officers in a d = 2 dimensional region. For the hooligans we use a model of the form
where ρ i is the density of the i-th group. Here
describes the preferred direction of the hooligans belonging to the i-th group and located at x in presence of the police officers p 1 , . . . , p N . The terms A 1 (ρ), A 2 (ρ) modify the hooligans' direction according to their distribution in space. The movement of the N police officers is described by the ODEsṗ
where
T denotes the position in R 2 of the k-th policeman; so we set m = 2N . The term I k ∈ C 0 (R 2N ; R 2 ) avoids concentrations of officers at the same place, while the term B k (ρ) takes into consideration the distribution of the hooligans.
The present model fits in the framework presented in Section 2 by setting
(3.12)
In (3.12), the operator A i is composed by two terms describing the attraction, respectively repulsion, between members of the same, respectively different, group. Here, we introduce a preferred densityρ ∈ [0, 1]. If the density of one group is lower thanρ, then members of that group tend to move towards each other. On the contrary, if the density is bigger than ρ, then they tend to disperse. Moreover, the operator A i also models the fact that one group of hooligans aims at attacking the other group as soon as it feels to be stronger. On the contrary, hooligans of a faction try to avoid the adversaries in case they are less represented.
. Then, the functions defined in (3.11)-(3.12) satisfy (v.1), (F), (A), (B) and (q). In particular, Corollary 2.3 applies to (3.11)-(3.12).
As a specific example, in the computational domain [0, 1] 2 , we consider N = 4 policemen, so that m = 8, and the parameters ε 11 = 0.5 , ε 22 = 0.5 , ε 12 = 0.5 , ε 21 = 0.5 ,ε 1 = 0.4 ,ρ = 0.5 , with the functions
Moreover, we let
For the numerical example, the initial conditions are , and
(3.13)
In the pictures below the density of the two groups are plotted separately. The police officers are indicated by green circles. At the beginning the two groups of hooligans start fighting in the middle of the domain, while some part of the groups split from the rest and stay calm ( Figure 4 , top left). As the conflicting groups mix, the police approaches and tries to separate them. The first two officers can not completely isolate the groups (Figure 4 , top right) as at the boundaries the hooligans still attack. This stops when the other two policemen join the line of officers (Figure 4 , bottom left). At the end the police can separate the conflicting parties ( Figure 4 , bottom right). This latter configuration appears to be relatively stationary. The same equations, but with no police officers so that ε 3 = ε 4 = 0, is displayed in Figure 5 . Note that the two groups superimpose and in the region occupied by both a fight takes place.
Technical Details
For later use, we state here without proof the Grönwall type lemma used in the sequel. 
The proof is immediate and hence omitted. The well posedness of the Cauchy problem
follows from [14, Proposition 2.9].
Lemma 4.2. Assume R > 0 and q ∈ C 2 (R + ; R + ) satisfies q(0) = 0 and q(R) = 0, (4.2) Figure 4 , here the two groups are superimposed, meaning that a fight takes place. In each of the four pairs of diagrams, ρ 1 is on the left and ρ 2 is on the right. 6) and for every 0 < t 1 < t 2 ,
Then, there exists a unique Kružkov solution ρ
2), (4.3) and (4.4). Call ρ 1 , ρ 2 the solutions to
and
(4.8)
Then, for every t ∈ R + ,
Proof. The equality (4.5) directly follows from (q) and [13 
admits a unique Caratheodory solution p ∈ W 1,1 (R + ; R m ) and for every t > 0
for every t ∈ [0, T ] the following estimate holds
Proof. The existence and uniqueness of the solution follows, for instance, from [5, Theorem 2.1.1]. Moreover, by (F) and (B),
By Lemma 4.1, we deduce (4.10). To prove the stability estimate, first note that, given T > 0, by (4.10) there exists a compact set K ⊆ R m such that p 1 (t), p 2 (t) ∈ K for every t ∈ [0, T ]. Denote with L F the constant related to K in (F). Using (F) and (B) we get
Apply Lemma 4.1 to complete the proof.
Proof of Theorem 2.2. The proof is divided in various steps.
Introduction of X and T . Fix the initial data (ρ
which is a complete metric space with the distance
Consider the function T : X → X, with T (r, π) = (ρ, p), if (ρ, p) is the solution to
In the spirit of Definition 2.1, here by solution we mean that (ρ, p)
and for all i = 1, . . . , n, the following inequality holds
and for all k ∈ R; while, for the p component, T is well defined. To bound the p component, we use (F), (B) and (4.10)
and the latter term above can be made smaller than ∆ p if T is sufficiently small.
To obtain similar estimates for the ρ component, we set V (t, x) = v i t, x, A i (r), π for i = 1, . . . , n and compute
and by (v) and (A),
Proceeding to the ρ component, using (4.7) and (4.6) together with (4.17) and (4.18) above
Hence, for T sufficiently small, also ρ(t) − ρ o L 1 ∆ ρ completing the proof that T is well defined.
Notation. In the sequel, for notational simplicity, we introduce the Landau symbol O(1) to denote a bounded quantity, possibly dependent on T and on the constants in (v), (F), (A), (B) and (q).
T is a contraction. Fix (r 1 , π 1 ), (r 2 , π 2 ) ∈ X and denote (ρ i , p i ) = T (r i , π i ). We now estimate d (ρ 1 , p 1 ), (ρ 2 , p 2 ) . Consider first the p component. Using Lemma 4.3 we get
Apply now Lemma 4.2 with ρ
. . , n and j = 1, 2. Equality (4.15) and (v) allow to bound κ in (4.9) as follows
which ensures, together with (4.20)
Using also (4.18) we obtain
.
By (4.18), we get
we first deal with
, which can be estimated by (v) and (A)
Therefore, using (A),
Going back to the ρ components, Global uniqueness. Consider two solutions
to (1.1) in the sense of Definition 2.1, corresponding to the same initial datum (
Clearly, T * ≥ 0 and (
Assume by contradiction that T * < min{T 1 , T 2 } and define (ρ * , p * ) = (ρ 1 , p 1 ) (T * ) = (ρ 2 , p 2 ) (T * ). The previous steps, which can be applied thanks to the bound (4.6), ensure the local existence to problem (1.1) with datum (ρ * , p * ) assigned at time T * . Hence, (ρ 1 , p 1 )(t) = (ρ 2 , p 2 )(t) on a full neighborhood of T * . This contradicts the assumption T * < min{T 1 , T 2 }, proving global uniqueness.
BV estimate on ρ and L ∞ estimate on p. Let (ρ, p) be the solution to (1.1). By (4.10) and (4.5),
where, by (4.20),
ρ is Lipschitz continuous in time. Let (ρ, p) be the solution to (1.1). Fix t 1 , t 2 with t 1 < t 2 inside the time interval where (ρ, p) is defined. Use (4.7), (4.16) and (v) to obtain
This estimate, together with the BV bound above, ensures that on any bounded time interval on which it is defined, ρ is Lipschitz continuous in time.
p is uniformly continuous in time. Let (ρ, p) be the solution to (1.1). Fix t 1 , t 2 with t 1 < t 2 inside the time interval where (ρ, p) is defined. By 5. in (F), (4.23), (B) and (4.5) we have
which shows the uniform continuity of p on any bounded time interval.
Assume by contradiction that T * < +∞. Then, by the existence and uniqueness proved above, there exists a solution (ρ * , p * ) to (1.1) with (ρ * , p * )(0) = (ρ o , p o ) which is defined on [0, T * [. By the previous steps, the map t → (ρ * , p * )(t) is uniformly continuous on [0, T * [, hence it can be uniquely extended by continuity to [0, T * ]. Call (ρ,p) = (ρ * , p * )(T * ). The Cauchy problem consisting of (1.1) with initial datum (ρ,p) assigned at time T * still satisfies all conditions to have a unique solution defined also on a right neighborhood of T * , which contradicts the choice of T * .
Continuous dependence from the initial datum. Fix a positive T . For j = 1, 2, choose (ρ
and call (ρ j , p j ) the corresponding solution as constructed above. For any t ∈ [0, T ], by (4.11)
For j = 1, 2 and i = 1, . . . , n, define V i j = v i j t, x, A i (ρ j t) (x), p j (t) and using (4.22), (4.18), (v) and (A), compute preliminary the following terms
By Lemma 4.2 we get
A further application of Lemma 4.1, using also (4.24), allows to conclude the proof of 3. in Theorem 2.2.
Stability with respect to q. Fix a positive T . For j = 1, 2, let (ρ j , p j ) solve (1.1) with q replaced by q j and with the initial datum (ρ o , p o ) assigned at time t = 0. For j = 1, 2 and Similarly, using Lemma 4.2, 
and similarly to the previous step, applying Lemma 4.3 and Lemma 4.2
the proof of the stability with respect to v is completed.
Stability with respect to F . Apply (4.11) in Lemma 4.3 and Lemma 4.2 to obtain p 1 (t) − p 2 (t)
and a further application of Lemma 4.1 completes the proof. 
By (4.10), for all t ∈ [0, T ], we have p(t)
R m P where By 1. in Definition 2.1, the solution t → ρ(t), p(t) to (2.1) as constructed in Theorem 2.2 is such that spt ρ(t) ⊆ K for all t ∈ [0, T ]. Hence, t → ρ(t), p(t) also solves (1.1).
Proof of Proposition 3.1. Assumption (v.1) is immediate. The verification of (F) and (q), with R = 1, is straightforward. Assumption (A) directly follows from the fact that the map ν : R 2 → R 2 defined by ν(x) = x 1 + x 2 R 2 is of class C 3 (R 2 ; R 2 ) and ν C 3 < +∞. By the standard properties of the convolution product, we deduce that Proof of Proposition 3.3. The proofs of (v.1), (F) and (q) are immediate, with R = 1. To prove (A), note that the real valued function ϕ(ξ) = ξ 1 + ξ 2 is globally Lipschitz continuous and the map (r 1 , r 2 ) → ϕ(r 1 r 2 ) is Lipschitz continuous for (r 1 , r 2 ) ∈ [0, 1] 2 . The standard properties of the convolution also ensure the Lipschitz continuity and the boundedness of the maps ρ → η * (ρ −ρ) and ρ → ∇ x (η * ρ) in the required norms, proving (A). The proof of (B) is entirely analogous.
