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Abstract
In this work, singularly perturbed two-point boundary value problems are solved by applying least squares methods based on
Be´zier control points. Numerical experiments are presented to illustrate the efficiency of the proposed method.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
We consider a family of singularly perturbed two-point boundary value problems (BVP)
−εy′′ + p(x)y′ + q(x)y = f (x), 0 < x < 1 (1)
with the boundary conditions
y(0) = α, y(1) = β, (2)
where 0 < ε  1 and p(x), q(x), f (x) are bounded continuous functions in (0, 1), and α, β are finite constants.
Singular perturbation problems are a common occurrence in many branches of applied mathematics such as fluid
dynamics, quantum mechanics, optimal control, chemical reactor theory, aerodynamics, reaction–diffusion processes,
geophysics, etc. It is a well-known fact that the singularly perturbed two-point boundary value problem possesses
boundary or interior layers, i.e., regions of rapid change in the solution near the end points or some interior points
with width O(1) as ε → 0. So the numerical treatment of singularly perturbed differential equations gives rise to
computational difficulties. In recent years, a large number of special purpose methods have been developed to provide
accurate numerical solutions. For details, one may refer to the books of Farrell et al. [1], Roos et al. [4], Miller et al. [2]
and Morton [3] and the references therein.
Zheng [5] proposed the use of control points of the Bernstein–Be´zier form for numerically solving differential
equations. We suggest a technique similar to that in [5], for singularly perturbed two-point boundary value problems,
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via conversion into a system of first-order differential equations. In Section 2, we are concerned with the least squares
approach to the reduced first-order system using cubic Be´zier curves. Numerical examples are given in Section 3.
2. Least squares methods using Be´zier control points
Introducing a new variable y′ = z, the singularly perturbed boundary value problem (1) is converted to an
equivalent first-order system[
y′(x)
εz′(x)
]
=
[
z(x)
p(x)z(x)+ q(x)y(x)− f (x)
]
, 0 < x < 1 (3)
with [
1 0
0 0
] [
y(0)
z(0)
]
+
[
0 0
1 0
] [
y(1)
z(1)
]
=
[
α
β
]
. (4)
We divide the interval 0 ≤ x ≤ 1 into a set of grid points such that
x j = jh, j = 0, 1, . . . , 2m,
where h = 12m ,m is a positive integer and BVP (3) and (4) are defined piecewise as[
y′i (x)
εz′i (x)
]
=
[
zi (x)
p(x)zi (x)+ q(x)yi (x)− f (x)
]
, x ∈ Si , (5)
and [
1 0
0 0
] [
yi (x2i−2)
zi (x2i−2)
]
+
[
0 0
1 0
] [
yi (x2i )
zi (x2i )
]
=
[
µi−1
µi
]
, (6)
where Si = [x2i−2, x2i ] for i = 1, 2, . . . ,m and µ0 = α,µm = β.
Our strategy is to divide the interval Si into two subintervals and then use a Be´zier spline curve to approximate the
solutions yi (x) and zi (x). Individual Be´zier curves that are defined over the subintervals are joined together to form
the Be´zier spline curve. Let the Be´zier segment over [x2i−2+l , x2i−1+l ] be[
u2i−1+l(x)
v2i−1+l(x)
]
=
3∑
j=0
[
a2i−1+lj
b2i−1+lj
]
B3j
(
x − x2i−2+l
h
)
, l = 0, 1, (7)
where
B3j
(
x − x2i−2+l
h
)
=
(
3
j
)
1
h3
(x2i−1+l − x)3− j (x − x2i−2+l) j
are the Bernstein polynomials of degree 3 over the interval [x2i−2+l , x2i−1+l ] and
[
a2i−1+lj
b2i−1+lj
]
are the control
points. Substituting (7) into the differential equation (5), we have the piecewise residual function R(x) for x ∈
[x2i−2+l , x2i−1+l ],
R(x) =
[
Ru,2i−1+l(x)
Rv,2i−1+l(x)
]
=
[
u′2i−1+l(x)− v2i−1+l(x)
εv′2i−1+l(x)− p(x)v2i−1+l(x)− q(x)u2i−1+l(x)+ f (x)
]
, l = 0, 1. (8)
The boundary condition (6) should be applied to the first and last Be´zier segments. That is,[
1 0
0 0
][
u2i−1(x2i−2)
v2i−1(x2i−2)
]
+
[
0 0
1 0
][u2i (x2i )
v2i (x2i )
]
=
[
µi−1
µi
]
.
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Besides the boundary conditions, there are also continuity constraints imposed on each successive pair of Be´zier
segments. Since the differential equation is of first order, the continuity of the first derivative is required and this givesu(k)2i−1(x2i−1)
v
(k)
2i−1(x2i−1)
 = [u(k)2i (x2i−1)
v
(k)
2i (x2i−1)
]
, k = 0, 1.
Thus the control points
[
a2i−1+lj
b2i−1+lj
]
must satisfy
a2i−10 = µi−1
a2i3 = µi
a2i0 = a2i−13
b2i0 = b2i−13
a2i1 = 2a2i−13 − a2i−12
b2i1 = 2b2i−13 − b2i−12 , i = 1, 2, . . . ,m. (9)
The goal is to minimize the square of L2 norm of R(x) over Si = [x2i−2, x2i ] with the continuity conditions (9),
min ‖R(x)‖22 = min
1∑
l=0
∫ x2i−1+l
x2i−2+l
(
(Ru,2i−1+l(x))2 + (Rv,2i−1+l(x))2
)
dx . (10)
Taking the derivative of ‖R(x)‖22 with respect to the unknown control points a2i−11 , a2i−12 , a2i−13 , b2i−10 , b2i−11 ,
b2i−12 , b
2i−1
3 , a
2i
2 , b
2i
2 , b
2i
3 reduces the problem (10) to a problem of solving a system of 10 linear equations with
10 unknowns. Solving this system, we have the solution in terms of µi , i = 1, . . . ,m − 1. From the continuity of the
first derivative of the solutions of singularly perturbed BVP (5) we have
u′2i (x2i ) = u′2i+1(x2i ), i = 1, . . . ,m − 1,
which gives a linear equation system of m − 1 equations with m − 1 unknowns µ1, . . . , µm−1. Substituting the
minimum solution back into (7) we derive the approximate solution to the singularly perturbed two-point boundary
value problem.
Using the result [5, Theorem 2], the control point structure provides a bound on the residual function and the bound
might be viewed as an approximate L∞-norm of the residual function. That is, for an arbitrary small positive number
∈> 0, there exists a δ > 0 such that
‖Y (x)−U (x)‖2H1[0,1] =
1∑
i=0
di
dx i
‖(Y (x)−U (x))‖22
≤ C ‖R(Y (x)−U (x))‖22 ≤ C ∈
provided that h < δ, where C is a constant and Y (x) = [y(x) z(x)]T and U (x) = [u(x) v(x)]T, and
H1[0, 1] represents the Sobolev norm. Numerical examples show that the approximate solution is satisfactory and
its computation is simple.
3. Numerical examples
In this section, numerical experiments are conducted to validate the proposed method.We have solved the following
two singularly perturbed two-point boundary value problems in the interval 0 < x < 1. The errors are obtained by the
integration
Error =
[∫ 1
0
(y(x)− u(x))2dx
]1/2
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Table 1
Errors for y(x) in computed results for Problem 1
h ε
2−3 2−4 2−5 2−6 2−20
2−3 0.259(−04) 0.174(−04) 0.720(−05) 0.290(−05) 0.132(−05)
2−4 0.698(−05) 0.458(−05) 0.243(−05) 0.105(−05) 0.381(−06)
2−5 0.229(−05) 0.117(−05) 0.801(−06) 0.212(−05) 0.343(−04)
2−6 0.466(−04) 0.464(−04) 0.848(−04) 0.127(−03) 0.155(−02)
Table 2
Errors for y(x) in computed results for Problem 2
h ε
2−3 2−4 2−5 2−6 2−20
2−3 0.341(−03) 0.138(−03) 0.457(−03) 0.792(−03) 0.741(−03)
2−4 0.374(−04) 0.239(−04) 0.227(−04) 0.462(−04) 0.196(−03)
2−5 0.193(−04) 0.724(−05) 0.837(−05) 0.642(−05) 0.239(−03)
2−6 0.150(−03) 0.595(−04) 0.234(−03) 0.161(−03) 0.253(−01)
Problem 1.
−εy′′ + 1
x
y = f (x), 0 < x < 1.
The exact solution is given by y(x) = x sinh x . The errors are tabulated in Table 1 for various values of ε.
Problem 2.
−εy′′ + 1
x
y′ + (1+ x2)y = f (x), 0 < x < 1.
The exact solution is y(x) = ex2 . The errors are tabulated in Table 2 for various values of ε.
If the results are compared with those from other methods, for example [6], it is observed that a high accuracy is
obtained for sufficiently small ε using a large step size h.
4. Conclusion
We have used least squares methods for numerical solution of perturbed singular two-point boundary value
problems using Be´zier control points instead of computing integrals or performing discretization. The computation is
simple and intuitive. The control point structure provides a bound on the residual function and the bound might be
viewed as an approximate L2-norm of the residual function. Numerical examples show that the approximate function
is satisfactory for large h. As mentioned in [5], this technique is quite general and can be easily extended to solve
other types of differential equations, for example, PDE like Navier–Stokes ones and nonlinear ODE employing the
Newton–Raphson approach.
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