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Resumen
Existencia de solución de un sistema hiperbólico no lineal con
condición de inclusión en la frontera.
Victoriano Yauri Luque
Setiembre, 2018
Asesor : Dr. Alfonso Perez Salvatierra
Grado obtenido : Magister en Matemáticas
En el presente trabajo, se estudiará un sistema Hiperbólico no lineal con un término dis-
continuo multivaluado y con término de amortiguamiento no lineal de segundo orden sobre
la frontera, respecto a la existencia de solución generalizada y el comportamiento asintótico
exponencial de su energía asociada al sistema dado por:
(1)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
u ′′ −∆u ′ −M(‖∇u‖2)∆u+ u3 = f ; en (x, t) ∈ Q = Ω× (0, T )
u(x, 0) = u ′(x, 0) = 0 en Ω
u = 0, sobre Σ0 = Γ0 × (0, T )
∂u′
∂ν
+M(‖∇u‖2)∂u
∂ν
+K(u)u′′ + |u′|ρ u′ + Ξ = 0 , sobre Σ1 = Γ1 × (0, T )
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1 = Γ1 × (0, T )
donde Ω es un conjunto abierto y acotado de Rn, n ≥ 3 con frontera suficientemente regular
Γ = ∂Ω, tal que Γ = Γ0∪Γ1,Γ0∩Γ1 = Φ y Γ0,Γ1 tienen medidas positivas, ρ ∈ (1,+∞),M(s)
función de clase C1 tal que M(s) > m0 > 0 para alguna constante m0, K(s) es una función
positiva, continuamente diferenciable, ν es un vector normal unitario hacia afuera sobre Γ, ϕ
es una aplicación multivaluada no lineal y discontinua, T es un número real positivo, u3 es
el término no lineal, Ξ término de inclusión que es un operador diferencial.
Palabras Claves: Hiperbólico, Inclusión diferencial, Amortiguamiento no lineal
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Abstract
Existence of solution of hyperbolic system non-linear with
condition of inclusion on the boundary.
Victoriano Yauri Luque
Setiembre, 2018
Assessor : Dr. Alfonso Pérez Salvatierra
Degree qualification : Master in Matematics
In the present work, we will study a non-linear hyperbolic system with a multivalued dis-
continuous term and with a second-order non-linear damping term on the Boundary, with
respect to the existence of a generalized solution and the exponential decay of its energy
associated with the system given by:
(1)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
u ′′ −∆u ′ −M(‖∇u‖2)∆u+ u3 = f ; en (x, t) ∈ Q = Ω× (0, T )
u(x, 0) = u ′(x, 0) = 0 en Ω
u = 0, sobre Σ0 = Γ0 × (0, T )
∂u′
∂ν
+M(‖∇u‖2)∂u
∂ν
+K(u)u′′ + |u′|ρ u′ + Ξ = 0 , sobre Σ1 = Γ1 × (0, T )
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1 = Γ1 × (0, T )
where Ω is an open set sufficiently regular of Rn, n ≥ 3 with boundary Γ = ∂Ω, such that
Γ = Γ0∪Γ1,Γ0∩Γ1 = Φ and Γ0,Γ1 have positive measures, ρ ∈ (1,+∞),M(s) class function
C1 such thatM(s) > m0 > 0 for some constant m0, K(s) is a function positive, continuously
differentiable, ν is a unit normal vector, outward on Γ, ϕ is a non-linear and discontinuous
multi-valued application, T is a positive area number, u3 It is the non-linear term, Ξ inclusion
term, which is a differential operator.
Key Words: Hyperbolic, differential inclusion, Non-linear damping
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Introducción
El interés para el estudio de las inclusiones diferenciales se produce con el desarrollo de la
teoría de control, es decir, el estudio de los sistemas dinámicos.
(0.1)
 x
′
(t) = f(t, x(t), u(t))
x(0) = x0
“ Controlado” por los parámetros u(t) (los “controles” ). De hecho, si introducimos la aplica-
ción multivaluada con valores establecidos
F (x, t) := {f(t, x, u)}u∈U
Las soluciones a las ecuaciones diferenciales (0.1) son soluciones a la “inclusión diferencial”
(0.2)
 x
′
(t) ∈ F (t, x(t))
x(0) = x0
en el que los controles no aparecen explícitamente. La teoría de sistemas proporciona sistemas
dinámicos de la forma
(0.3)
 x
′
(t) = A(x(t))
d
dt
[B(x(t)) + C(x(t))];
x(0) = x0
En el que la velocidad del estado de los sistemas depende no solo del estado x(t) del sistema
en el tiempo t, sino también de las variaciones de las observaciones B(x(t)) del estado. Este
es un caso particular de una ecuación diferencial implícita f(t, x(t));x′(t) = 0
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que se puede considerar como una inclusión diferencial (0.2) donde el lado derecho F está
definido por
F (t, x) := {v/f(t, x, v) = 0}
Durante la década de los 60 y 70, se investigó con mayor énfasis una clase especial de
inclusiones diferenciales de la forma x′(t) ∈ −A(x(t))x(0) = x0
Donde A es un mapa de “monotonía máxima” .
Esta clase de inclusiones contiene la clase de “inclusiones del gradiente” que generalizan las
ecuaciones de gradiente usuales  x′(t) ∈ −∇V (x(t))x(0) = x0
donde V es un “potencial” diferencial, ver J. P. Aubin et Al [2].
En J. P. Aubin [3, 4], la teoría de la viabilidad se describe como una teoría matemática
basada en tres características principales, a saber:
(i) No determinismo de las evoluciones
(ii) Restricciones de viabilidad
(iii) Principio de inercia
Las dos primeras características conciernen a la evolución del estado del sistema estudiado
y reflejan el hecho de que un sistema puede evolucionar de muchas maneras diferentes y
posiblemente impredecibles dependiendo de su estado inicial, su evolución pasada, el entorno
en el que evoluciona o cualquier otro factor (no determinismo), y también el hecho de que,
por muchas razones, la evolución de un sistema está restringida por algunas condiciones que
deben cumplirse en cada instante de tiempo. Estos son los dos pilares fundadores de los
modelos de la teoría de viabilidad. La última característica (principio de inercia) se refiere a
las variables de control [20, 21, 24] y estipula que estos controles se cambian solo cuando se
requiere para mantener la viabilidad.
Se pueden modelar algunos sistemas tomados de la realidad que usan los conceptos pro-
pios de la Matemática Difusa (conjuntos, multifuncionales e inclusiones diferenciales “fuzzy”),
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considerados como Problemas de Valor Inicial para Inclusiones Diferenciales “fuzzy”, anal-
izándose la existencia local. Aplicados a la Economía y Biología
Los problemas de optimización en Economía frecuentemente tienen soluciones múltiples.
Así, los elementos básicos del modelo de equilibrio general: oferta de los productores, y
demanda de los consumidores, no se pueden representar por funciones univaloradas. Ello
conduce al estudio de un tipo especial de relación entre las variables económicas, que ha
venido siendo conocido con el nombre de correspondencias, o funciones multivaloradas. Los
aspectos más relevantes de este tipo de relaciones se refieren a propiedades de “continuidad”,
concepto que puede extenderse de dos formas diferenciadas, dando origen a las ideas de
hemicontinuidad superior e inferior, y a las condiciones de existencia de puntos fijos para
correspondencias de un conjunto en sí mismo. Estos resultados son cruciales a la hora de
probar existencia de equilibrio en los modelos económicos de equilibrio general, así como en
teoría de juegos. Esto es una aplicación de la Inclusión Diferencial Este curso está dedicado al
estudio de este tipo de funciones multivaloradas, y a sus aplicaciones básicas en los modelos
económicos. Ver A. Fernández et Al [9].
Algunos teoremas de la teoría de la viabilidad que son relevantes para los problemas de
control no lineal con el estado, las restricciones y las restricciones de control dependientes del
estado se motivan y se estudian. Todos ellos tratan con soluciones viables para problemas de
control no lineal, es decir, soluciones que satisfagan en cada limitación del estado instantáneas
dadas de una naturaleza general y diversa. Se pueden discutir por área de aplicación, incluidos
los ecosistemas y la biología de la población, el cambio climático, la silvicultura y otros, ver
J. P. Aubin [3].
Otros antecedentes de estos problemas de Inclusión Diferencial (ID) se encuentran en
la física, especialmente en Mecánica de Sólido, donde las leyes constitutivas no monótonas
y multivaluadas conducen a una ID, generalmente estas ID se encuentran en las mismas
ecuaciones como se pueden ver en [6, 9, 10, 21, 27]
En G.G. Doronin et Al [8], en su artículo Hiperbolic problema with nonlinear second-order
boundary damping, modelado por
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(0.4)
∣∣∣∣∣∣∣∣∣
utt −∆u = f, en Q
∂u
∂ν
+K(u)utt + |ut|p ut = 0 , sobre Σ
u(x, 0) = ut(x, 0) = 0
estudiaron el sistema (0.1) motivado a resultados estudiados en J.L. Lions [14], en el cual
consideran variedades de problemas con condición de frontera no lineales donde, u función
incógnita satisface la ecuación de Laplace en un cilindro Q con condición de frontera
(0.5)
∂u
∂ν
+ utt + |ut|p ut = 0 , sobre Σ
Esta ecuación modela las ondas de agua con fronteras libres.
La condición de frontera,
∂u
∂ν
+ |ut|p ut = 0 , sobre Σ
surge estudiando los flujos de un gas en canales con paredes porosas.
La presencia de la segunda derivada con respecto a la variable temporal en la condición de
frontera se debe a las fuerzas internas que actúan sobre las partículas del medio en la frontera
exterior.
El término K(u)utt , modela las fuerzas internas cuando la densidad del medio depende del
desplazamiento.
En el estudio realizado por Doronin et Al [8], consideran la ecuación de onda clásica la que
mencionan en (0.5) puede reemplazarse por la ecuación de evolución de segundo orden de la
forma,
utt + A(t)u+ F (u, ut) = f en Σ
Donde A(t) es un operador lineal estrictamente elíptico y F (u, ut) es una función adecuada
de u y ut . Además, ecuaciones elípticas o hiperbólicas-parabólicas pueden ser consideradas.
En el artículo de Yeoul Park et Al [28], estudiaron el sistema Hiperbólico con inclusión
Diferencial en la frontera y amortiguamiento no lineal de segundo orden en la frontera dado
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por,
(0.6)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u ′′ −∆u ′ −M(‖∇u‖2)∆u = f ; en (x, t) ∈ Q = Ω× (0, T )
u(x, t) = u ′(x, 0) = 0, en Ω
u = 0, en Σ0 = Γ0 × (0, T )
∂u′
∂ν
+M(‖∇u‖2)∂u
∂ν
+K(u)u′′ + |u′|ρ u′ + Ξ = 0 , sobre Σ1 = Γ1 × (0, T )
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1 = Γ1 × (0, T )
Ellos estudiaron la existencia de soluciones generalizadas para el sistema Hiperbólico con un
término discontinuo multivalor y término de amortiguamiento de segundo orden no lineal
en la frontera; usando la técnica de las aproximaciones de Faedo - Galerkin, desigualdad de
Young y densidad en los espacios de Sobolev.
En el trabajo de Jong Yeoul, et Al [12], estudian la existencia de soluciones débiles globales
para una inclusión diferencial hiperbólica con un término multivalor discontinuo y no lineal.
También investigan el comportamiento asintótico de la solución débil global de la desigualdad
hemivariacional asintótico de las soluciones, para el sistema siguiente,
(0.7)
∣∣∣∣∣∣ 0 ∈ utt + A
2u+M(
∥∥A1/2∥∥2)Au+ ϕ(ut), en (0,+∞)× Ω
u(0) = u0 , ut(0) = u1, en Ω
donde ϕ es un mapeo de valores de conjunto discontinuo y no lineal al llenar en saltos una
función b ∈ L∞loc(R).
El fundamento de estos problemas variacionales se encuentra en la física, especialmente en la
mecánica del continuo, donde las leyes constitutivas no monótonas y multivaluada conducen
a las desigualdades hemivariacionales antes citadas.
En este punto es importante mencionar que tales desigualdades hemivariacionales fueron
estudiadas por algunos autores [18, 19], pero en sus trabajos no se obtuvieron tasas de de-
caimiento como en el trabajo [12].
En el presente trabajo estudiamos un sistema Hiperbólico no lineal con un término discon-
tinuo multivaluado y con término de amortiguamiento no lineal de segundo orden sobre la
frontera, existencia de la solución y el comportamiento asintótico de la energía asociada al
sistema considerado, el termino no lineal u3, en la primera ecuación del sistema (0.6) y que
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es expresado por el sistema (1), mencionado en el resumen del presente trabajo.
Motivado por el trabajo realizado por Yeoul Park et Al [28], estudiamos la existencia (ver
también [10, 11, 29]). Para el comportamiento asintótico y sus regularidades nos informamos
de [12, 21].
El desarrollo del presente trabajo se hará de la siguiente manera:
• Se hará una breve introducción respecto a los antecedentes y las posibles aplicaciones
de trabajos de éste tipo ya realizados.
• En el primer capítulo de dará nociones básicas, resultados auxiliares y resultados prin-
cipales que ayudarán al desarrollo del trabajo.
• En el segundo capítulo, se demuestra la existencia de la solución generalizada del
sistema (1).
• En el tercer capítulo se estudia el comportamiento asintótico de la energía asociado al
sistema (1).
Capítulo 1
Preliminares
En este primer capítulo estableceremos un resumen sobre las definiciones y teoremas que
serán de utilidad para lograr el objetivo trazado en el presente trabajo de tesis, asumiendo
conocidas los resultados básicos del análisis funcional y las ecuaciones diferenciales parciales.
1.1 Espacios Lp(Ω), 1 ≤ p ≤ +∞
Definición 1.1.1
Sea Ω un conjunto abierto de Rn y 1 ≤ p <∞, definimos
Lp(Ω) =
{
u : Ω −→ R/ u es medible y
∫
Ω
|u(x)|p dx <∞
}
donde la norma en Lp(Ω) está dado por:
‖u‖Lp(Ω) =
[∫
Ω
|u(x)|p dx
]1
p
Y cuando p =∞, definimos
L∞(Ω) = {u : Ω −→ R/ u es medible y ∃M > 0 tal que |u(x)| < M c.s. en Ω}
y su norma dada por
‖u‖L∞(Ω) = ‖u‖∞ = ı´nf {M > 0/ |u(x)| ≤M c.s. en Ω}
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Observación 1.1.2
Si p = 2, entonces tenemos L2(Ω) que es un espacio de Hilbert con el producto interno,
(u, v)L2(Ω) =
∫
Ω
u(x)v(x)dx, ∀u, v ∈ L2(Ω)
el cual induce la norma dada por
‖u‖2L2(Ω) =
∫
Ω
|u(x)|2 dx
Proposición 1.1.3
El espacio Lp(Ω) es un espacio de Banach para 1 ≤ p < +∞.
Demostración. Ver Brézis [5].
Notación:
Sea 1 < p < +∞ se denota por p′ el exponente conjugado de p y cumple que
1
p
+
1
p ′
= 1
Teorema 1.1.4 (Desigualdad de Hölder)
Sean u ∈ Lp(Ω), v ∈ Lp ′(Ω) con 1 ≤ p <∞ entonces uv ∈ L1(Ω) y se tiene la desigualdad∫
Ω
|u(x)v(x)| dx ≤ ‖u‖Lp(Ω) ‖v‖Lp ′ (Ω)
Demostración. Ver Brézis [5].
Proposición 1.1.5 (Desigualdad de Hölder Generalizada)
Sean f1, f2, . . . , fk, funciones tales que fi ∈ Lpi(Ω), con 1 ≤ i ≤ k, donde
1
p
=
1
p1
+
1
p2
+ · · ·+ 1
pk
≤ 1,
entonces el producto f = f1.f2.f3., ..., fk ∈ Lp(Ω) y se tiene la siguiente desigualdad
|f |Lp(Ω) ≤ |f1|Lp1 (Ω) |f2|Lp2 (Ω) |f3|Lp3(Ω) ... |fk|Lpk (Ω)
Demostración. Ver Brézis [5].
8
Proposición 1.1.6 (Desigualdad de interpolación)
Si u ∈ (Lp(Ω) ∩ Lq(Ω)) , con 1 ≤ p < +∞, entonces existe una única u ∈ Lr(Ω) para todo
p ≤ r ≤ q, y se tiene la siguiente desigualdad de interpolación
|u|Lr(Ω) ≤ |u|θLp(Ω) |u|1−θLq(Ω)
donde
1
r
=
θ
p
+
1− θ
q
; 0 ≤ θ ≤ 1.
Demostración. Ver Adams [1].
Proposición 1.1.7 (Teorema de la Representación de Riesz)
Si ϕ ∈ (Lp(Ω))′ con 1 ≤ p < +∞, entonces existe una única función u ∈ Lp ′(Ω) tal que
〈ϕ, v〉 =
∫
Ω
|u(x)v(x)| dx, ∀v ∈ Lp(Ω)y |u|Lp ′ (Ω) = |ϕ|(Lp(Ω)) ′
Demostración. Ver Brézis [5].
Proposición 1.1.8 (Lax Milgran)
Sea V un espacio de Hilbert. Si a : V × V −→ R es una forma bilineal, continua, simétrica
y coerciva en V y f ∈ V ′. Entonces existe un único u ∈ V tal que
a(u, v) = 〈f, v〉 , ∀ v ∈ V
además |u|V = 1
C
| f |V ′
Demostración. Ver Brézis [5].
Definición 1.1.9
Sean V y H dos espacios vectoriales sobre K = R ó C con V ⊆ H. Se dice que, V está
continuamente inmerso en H, cuando existe una aplicación lineal continua e inyectora
j : V −→ H
y escribiremos V →֒ H
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1.2 Teoría de los espacios de las distribuciones
Definición 1.2.1 (Soporte)
Sea Ω un conjunto abierto de Rn y u : Ω −→ R, una función continua dada. Definimos por
soporte de u al conjunto
Sop(u) = {x ∈ Ω/u(x) 6= 0} Ω
Ejemplo 1 Sea ϕ : Rn −→ R definida por:
ϕ(x) =
 e
“
−1
1−‖x‖2
”
; si ‖x‖ < 1
0 ; si ‖x‖ ≥ 1
‖x‖2 =
n∑
i=1
x2i (norma Euclidiana), en particular si n = 1, se tiene: sop(ϕ) = [−1, 1]
Ejemplo 2 Si ϕ : R −→ R entonces sop(ϕ) = [−1, 1] y su gráfica es dado por:
-1 1
0
Definición 1.2.2 (Función de prueba)
Sea Ω ⊂ Rn un conjunto abierto, se define
C∞0 (Ω) ≡ C∞0 = {u : Ω −→ K / u ∈ C∞(Ω) y sop(u) es compacto en Ω} .
A los elementos de C∞0 (Ω) se denomina funciones de prueba o testes.
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Introducimos una topología de límite inductivo en C∞0 (Ω). Sea {ϕµ} ⊂ C∞0 (Ω) una sucesión,
diremos que ϕµ −→ 0, si:
a) Existe K > 0 compacto fijo tal que, sop(ϕµ) ⊂ K, ∀µ.
b) Para todo α ∈ Nn;Dαϕµ −→ 0, uniformemente en K.
Con esta convergencia dada en C∞0 (Ω) definimos D(Ω) = (C
∞
0 (Ω) , →) el espacio de las
funciones de prueba o testes.
Proposición 1.2.3
Sean K un conjunto compacto y F cerrado no vacío de Rn tal que K ∩ F = ∅. Entonces
existe ψ ∈ C∞0 (R) tal que
ψ(x) =

1 , x ∈ K
0 , x ∈ F
c , x ∈ Rn\(K ∪ F ) , c ∈ (0, 1)
Demostración. Ver Cavalcanti [7].
Definición 1.2.4
Sea Ω ⊂ Rn y u : Ω −→ R integrable de Lebesgue definida en Ω, tal que para cada compacto
K ⊂ Ω,
∫
K
|u(x)|p <∞, diremos que, u es localmente integrable y escribiremos
Lploc(Ω) =
{
u : Ω −→ R medible /
∫
K
|u(x)|p <∞ ∀K ⊂ Ω compacto
}
,
para 1 ≤ p < +∞.
Proposición 1.2.5 (Lema de Du Bois Raymond)
Sea u ∈ Lploc(Ω) tal que ∫
Ω
u(x)ϕ(x)dx = 0, ∀ϕ ∈ C∞0 (Ω)
entonces u = 0 casi siempre (c.s.) en Ω.
Demostración. Ver Cavalcanti [7].
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Definición 1.2.6 (Distribuciones sobre Ω)
Sea T : D(Ω) −→ K una forma lineal, diremos que:
a) T es continua en D(Ω) ; si ∀ {ϕν} ⊂ C∞0 (Ω) tal que ϕν −→ 0 , en D(Ω) (en el sentido
de convergencia en D(Ω) ), entonces, 〈T, ϕν〉 −→ 0 , en R
b) T es una distribución sobre Ω, si T es lineal y continua en D(Ω).
Al espacio de las distribuciones se le denota por
D′(Ω) = {T : D(Ω) −→ R / es una distribución sobre Ω.}
Ejemplo: Sea u ∈ L1loc(Ω), definimos la forma lineal Tu : D(Ω) −→ K, definida por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx = 0, ∀ϕ ∈ D(Ω).
Entonces, Tu ∈ D′(Ω).
Proposición 1.2.7
L1loc(Ω) →֒ D′(Ω) es una inmersión continua.
Demostración. Ver Cavalcanti [7].
Observación 1.2.8 : L1loc(Ω)
⊂
6=D
′
(Ω)
En efecto, existe δx0 , llamado Delta de Dirac ó medida de Dirac, tal que δx0 ∈ D′(Ω) y
δx0 /∈ L1loc(Ω); 〈δx0 , ϕ〉 = ϕ(x0), ∀ϕ ∈ D(Ω).
Ver Cavalcanti [7].
Proposición 1.2.9
Sea Ω ⊂ Rn abierto y acotado, entonces para 1 < p < +∞ se tiene la siguiente cadena de
inmersiones
D(Ω) →֒ Lp(Ω) →֒ Lploc(Ω) →֒ D
′
(Ω)
Demostración. Ver Cavalcanti [7].
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Definición 1.2.10 (Derivada débil o distribucional)
Sean T ∈ D′(Ω) y α ∈ Nn, se define la derivada de T de orden α,
〈DαT, ϕ〉 = (−1)|α| 〈T,Dαϕ〉 , ∀ϕ ∈ D(Ω)
Observación. El operador:
Dα : D′(Ω) −→ D′(Ω)
T 7−→ DαT
es lineal y continua en el sentido de D′(Ω). ver Cavalcanti [7]
Ejemplo: Sea u la función de Heaviside definida en R por:
u(x) =
 1 ; si x > 00 ; si x < 0
entonces u ∈ L1loc(R) ; pero u′ en el sentido de las distribuciones no es integrable.
En efecto, ∀ϕ ∈ D(Ω)
〈
u
′
, ϕ
〉
= −
〈
u, ϕ
′
〉
= −
∫ +∞
−∞
u(x)ϕ
′
(x)dx = −
∫ ∞
0
ϕ
′
(x)dx = ϕ(0)
esto es, 〈
u
′
, ϕ
〉
= ϕ(0) = 〈δ0, ϕ〉 .
Por tanto, u
′
= δ0 /∈ L1loc(R).
1.3 Espacios de Sobolev e Inmersiones
Definición 1.3.1 (Espacios de sobolev)
Sea Ω ⊂ Rn conjunto abierto, 1 ≤ p < +∞, m ∈ N se define el Espacio de Sobolev Wm,p(Ω)
por:
Wm,p(Ω) = {u ∈ Lp(Ω)/ Dαu ∈ Lp(Ω) , ∀ |α| ≤ m}
Observación 1.3.2
a) Wm,p(Ω) es un espacio vectorial.
b) Dαu son derivadas en el sentido distribucional (ó débil).
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Para cada u ∈Wm,p(Ω), se define la norma de u por
‖u‖pm,p =
∑
|α|≤m
∫
Ω
|Dαu(x)|pdx =
∑
|α|≤m
‖Dαu‖pLp(Ω)
Nota:
1) Cuando m = 1, p = 2 se tiene,
W 1,2(Ω) = H1(Ω) y en general Wm,2(Ω) = Hm(Ω)
2) El producto interno en Wm,2(Ω) es dado por
(u, v)m,2 =
∑
|α|≤m
(Dαu,Dαv)L2(Ω)
y cuando p = +∞
‖u‖∞,p = ma´x
|α|≤m
‖Dαu‖∞
Ver Adams [1].
Proposición 1.3.3
El espacio Hm(Ω) con el producto interno
(u, v)Hm(Ω) =
∑
|α|≤m
∫
Ω
Dαu(x)Dαv(x)dx
y la norma
‖u‖pHm(Ω) =
∑
|α|≤m
∫
Ω
|Dαu(x)|pdx
es un espacio de Hilbert reflexivo y separable.
Demostración. Ver Brézis [5].
Proposición 1.3.4
El espacio de Sobolev Wm,p(Ω) es de Banach.
Demostración. Ver Adams [1].
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Proposición 1.3.5 (Fórmula de Green)
Sea Ω ⊂ Rn un conjunto abierto y acotado bien regular. Sean u, v ∈ H1(Ω), entonces para
cada 1 ≤ i < n, se tiene∫
Ω
∂u
∂xi
∂v
∂xi
dx = −
∫
Ω
∂2u
∂x2i
v dx+
∫
Γ
∂u
∂xi
v νi dΓ
donde ν = (ν1, ν2, . . . , νn) denota el vector normal unitario exterior de Γ.
Si u ∈ H2(Ω) y v ∈ H1(Ω), se tiene∫
Ω
∇u.∇vdx =
∫
Ω
(−∆u)vdx+
∫
Γ
v
∂u
∂ν
dΓ
donde
∂u
∂ν
es la derivada direccional en la dirección del vector u.
Demostración. Ver Kesavan [13].
Desde que, D(Ω) no es denso en Wm,p(Ω), para m ≥ 1 definimos el espacio de Sobolev,
Wm,p0 (Ω) por
Wm,p0 (Ω) = D(Ω) W
m,p(Ω)
cuando p = 2, se escribe Hm0 (Ω) = W
m,2
0 (Ω)
Podemos caracterizar el espacio Hm0 (Ω) por
Hm0 (Ω) = {u ∈ Hm(Ω) / u|Γ = 0 }
Γ = ∂Ω frontera de Ω
Definición 1.3.6 (Espacio dual de Wm,p0 (Ω) )
Para 1 ≤ p <∞, q > 1 tal que 1
p
+ 1
q
= 1, se defineW−m,q(Ω) = (Wm,p0 (Ω))
′ , dual topológico.
Si p = 2 se tiene, H−m(Ω) = (Hm0 (Ω))
′
y podemos caracterizar el espacio W−m,q(Ω) enunciado en el teorema siguiente.
Teorema 1.3.7
Sea T una distribución sobre D(Ω). Entonces T ∈ W−m,q(Ω), si y solo si, existen funciones
gα ∈ Lq(Ω), |α| ≤ m, tal que
T =
∑
|α|≤m
Dαgα
Demostración. Ver Adams [1].
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Teorema 1.3.8 (Inmersión del espacio de Sobolev)
Sean 1 ≤ p < +∞, mp < n, 1
q
= 1
p
− m
n
entonces Wm,p(Rn) está contenido en Lq(Rn) y se
verifica
‖u‖Lq(Rn) ≤
(
C0
n
)m ∑
|α|≤m
‖Dαu‖Lp(Rn) , ∀u ∈ Wm,p(Rn)
donde C0 =
(n− 1)p
(n− p) .
Demostración. Ver Adams [1].
Corolario 1.3.9
Si 1 ≤ p < +∞, mp < n, 1
q
= 1
p
− m
n
entonces
Wm,p(Rn) →֒ Lq(Rn)
Demostración. Ver Adams [1].
Corolario 1.3.10
Si 1 ≤ p < +∞, mp < n, p ≤ q ≤ np
n−mp entonces
Wm,p(Rn) →֒ Lq(Rn)
Demostración. Ver Adams [1].
Teorema 1.3.11
Sea m ∈ N, 1 ≤ p < +∞
a) Si mp < n y 1
q
= 1
p
− m
n
entonces Wm,p(Rn) →֒ Lq(Rn)
b) Si mp = n entonces Wm,p(Rn) →֒ Lq(Rn) ; ∀q ∈ [p,+∞)
c) Si mp > n entonces Wm,p(Rn) →֒ L∞(Rn) ; ∀ q ∈ [p,+∞)
Demostración. Ver Kesavan [13].
Observación 1.3.12
Del teorema precedente se tienen:
a) H1(Rn) →֒ L2p(Rn) para n > 2; 1 ≤ p ≤ n
n− 2
b) H1(R2) →֒ Lq(R2) ; ∀q ≥ 2
c) H1(R) →֒ L∞(R)
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1.4 Algunos resultados de interés
Lema 1.4.1 (Gronwall)
Sea m ∈ L1(0, T ) tal que m ≥ 0 casi siempre en ]0, T [ y sea a ≥ 0.
Consideremos ϕ ∈ C 0 ([0, T ] ,R) tal que
ϕ(t) ≤ a+
∫ T
0
m(s)ϕ(s)ds , ∀t ∈ ]0, T [ .
Entonces
ϕ(t) ≤ a exp
(∫ T
0
m(s)ds
)
, ∀t ∈ ]0, T [ .
Caso simple:
Sea ϕ ∈ C0 ([0, T ],R) ;ϕ(t) ≥ 0, ∀t ∈ [0, T ] y
ϕ(t) ≤ k1 + k2
∫ t
0
ϕ(s)ds
entonces
ϕ(t) ≤ k1ek2t, ∀t ∈ [0, T ]
en particular ϕ ≡ 0, si k1 = 0
Demostración. Ver Brézis [5]. En esta sección asumiremos conocidos los conceptos de
integral y medida según Bochner y resultados básicos relacionados.
Definición 1.4.2
Sea X un espacio de Banach separable, definimos el espacio
Lp(0, T ;X) =
{
u : [0, T ]→ X fuertemente medible /
∫ T
0
‖u‖pXdt <∞
}
para 1 ≤ p < +∞ se define en Lp(0, T ;X), la norma
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(x)‖pX dt
) 1
p
En consecuencia
(
Lp(0, T ;X), ‖, ‖Lp(0,T ;X)
)
es un espacio de Banach.
Cuando p = 2 y X es un espacio de Hilbert, entonces L2(0, T ;X) es un espacio de Hilbert,
con producto interno
(u, v)L2(0,T ;X) =
∫ T
0
(u(t)v(t))X dt
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Observemos que la función t −→ (u(t), v(t))X es integrable en [0, T ] para todo u, v ∈
L2(0, T ;X), pues
| (u(t), v(t)) |X ≤ ‖u(t)‖X‖v(t)‖X ∈ L1(0, T )
Definición 1.4.3
Se define el espacio
L∞(0, T ;X) =
{
u : [0, T ]→ X, fuertemente medible / sup
t∈[0,T ]
ess {‖u(t)‖X} <∞
}
Definimos una norma en L∞(0, T ;X) por,
‖u‖L∞(0,T ;X) = sup
t∈[0,T ]
ess {‖u(t)‖X}
y si X es un espacio de Banach, entonces
(
L∞(0, T ;X), ‖, ‖L∞(0,T ;X)
)
es un espacio de
Banach.
Definición 1.4.4
Se define el espacio vectorial localmente integrable
L1loc(0, T ;X) =
{
u : [0, T ]→ X, fuertemente medible /
∫
K
‖u‖Xdt <∞, ∀K ⊂ [0, T ] compacto
}
Definición 1.4.5
Sea X un espacio de Banach, se define
D′(0, S;X) = {T : D(0, S)→ X /T es lineal y continua}
Continuidad significa: Si ϕn → ϕ en D(0, S) , entonces 〈T, ϕn〉 → 〈T, ϕ〉 fuerte en X
D′(0, S;X) = L(D(0, S), X)
Si 1 ≤ p < +∞, entonces el dual topológico de Lp(0, S;X) se identifica con el espacio
Lp
′
(0, S;X) ,
1
p
+
1
p ′
= 1, con estas identificaciones de los espacios, tenemos:
Para f ∈ Lp ′ (0, S;X ′) , u ∈ Lp (0, S;X)
〈f, u〉Lp ′ (0,S;X′),Lp(0,S;X) =
∫ S
0
〈f(t), u(t)〉X′,X dt
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Como en el caso de las distribuciones escalares, la distribución vectorial Tu es unívocamente
determinado por u ∈ Lp(0, S;X) , es decir,
T : Lp(0, S;X) −→ D′(0, S;X)
u 7−→ Tu : D(0, S) −→ X
ϕ 7−→ 〈Tu, ϕ〉
En efecto, dado u ∈ Lp(0, S;X) , definimos
〈Tu, ϕ〉 =
∫ S
0
u(t)ϕ(t)dt ∀ϕ ∈ D(0, S)
donde la integral es entendida como una integral de Bochner en X.
| 〈Tu, ϕv〉 | ≤
∫ S
0
‖u(t)‖X‖ϕv(t)‖dt ≤ sup
t∈[0,T ]
|ϕv(t)|
∫ S
0
‖u(t)‖Xdt
de esta relación se tiene que, si ϕv → 0 en D(0, S) entonces 〈Tu, ϕv〉 → 0 en R, de modo que
Tu ∈ L(D(0, S), X) = D′(0, S;X)
es lineal.
Probaremos que: Nuc(T ) = {0}
Sea u ∈ Nuc(T ), entonces Tu = 0 en
D ′(0, S;X) ; 〈Tu, ϕ〉 = 0 ∀ϕ ∈ D(0, T ),
entonces
0 = 〈Tu, ϕ〉 =
∫ S
0
u(t)ϕ(t)dt ∈ X .
Entonces ∀f ∈ X ′
0 =
〈
f,
∫ S
0
u(t)ϕ(t)dt
〉
=
∫ S
0
〈f, ϕ(t)u(t)〉X ′,X dt
=
∫ S
0
〈f, u(t)〉ϕ(t)dt
Esto es, ∫ S
0
〈f, u(t)〉ϕ(t)dt = 0 ∀f ∈ X ′ ; ∀ϕ ∈ D(0, S)
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Del Lema de Dubois - Raymond se tiene:
〈f, u(t)〉 = 0 ; ∀f ∈ X ′ c.s. en [0, S]
Entonces por el teorema de Hahn - Banach resulta que, u(t) = 0 c.s. en [0, S].
Por consiguiente, podemos identificar u con Tu en este sentido L
p(0, S;X) ⊂ D′(0, S;X).
Veamos que T es continua
Sea (uν) ⊂ Lp(0, S;X) una sucesión convergente a u, esto es
(1.1) uν → u en Lp(0, S;X)
Usando las identificaciones de las funciones de Lp(0, S;X) se tiene ϕ ∈ D(0, S)
| 〈Tuν − Tu, ϕ〉 | = | 〈uν − u, ϕ〉 | =
∣∣∣∣∫ S
0
(uν(t)− u(t))ϕ(t)dt
∣∣∣∣(1.2)
≤
∫ S
0
‖uν(t)− u(t)‖X |ϕ(t)|dt
≤ sup
t∈[0,T ]
|ϕ(t)|
∫ S
0
‖uν(t)− u(t)‖Xdt ; sup
t∈[0,T ]
|ϕ(t)| <∞
pues sop(ϕ) ⊂ [0, T ].
Por otro lado de (1.1):
(∫ S
0
‖uν(t)− u(t)‖pX dt
)1
p → 0 , ν →∞ ;
entonces
(1.3) ‖uν(t)− u(t)‖X → 0 , ν →∞.
Luego de (1.3) en (1.2): 〈Tuν , Tu − ϕ〉 → 0 , ∀ϕ ∈ D(0, S) entonces Tuν → Tu en D′(0, T ;X)
Por lo tanto T es continua y resulta, T inyectiva y continua que nos implica la inmersión
continua siguiente
Lp(0, T ;X) →֒ D′(0, T ;X)
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Proposición 1.4.6
Sean X y Y espacios de Banach sobre K = R ó C, entonces
i) Cm([0, T ];X) con su respectiva norma es un espacio de Banach sobre K.
ii) Cm([0, T ];X) es denso en Lp(0, T ;X) y la inmersión Cm([0, T ];X) →֒ Lp(0, T ;X) es
continua.
iii) Lp(0, T ;X) es separable siempre que X es separable y 1 ≤ p < +∞
iv) Si la inmersión X →֒ Y es continua, entonces la inmersión Lp(0, T ;X) →֒ Lp(0, T ;Y )
es también continua para 1 ≤ p < +∞.
Demostración. Ver Lions [14].
Observación 1.4.7 Naturalmente se tiene para Ω regular que
Lp(0, T ;Lp(Ω)) = Lp(Q), Q = ]0, T [× Ω
Definición 1.4.8 (Derivada débil respecto al tiempo)
1) Sea u ∈ L1(0, T ;X). Diremos que v ∈ L1(0, T ;X) es la derivada débil de u, escribiendo
u′ = v, si ∫ T
0
ϕ ′(t)u(t)dt = −
∫ T
0
ϕ(t)v(t)dt , ϕ ∈ D(0, T )
2) Dada la distribución vectorial u definimos su "derivada" débil en el sentido de las
distribuciones vectoriales, denotado por u′ ó también por du
dt
como:〈
du
dt
, ϕ
〉
= −
〈
u,
dϕ
dt
〉
, ϕ ∈ D(0, T )
En general se establece: 〈
dnu
dtn
, ϕ
〉
= (−1)n
〈
u,
dnϕ
dtn
〉
Así la expresión
dnu
dtn
representa a la "Derivada Distribución de orden n".
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1.5 Convergencia en Lp(0, T ;X)
Sea X un espacio de Banach y (uk) una sucesión en X.
1) Diremos que, (uk) converge fuerte en X, si ∃ u ∈ X tal que ‖uk − u‖X → 0, cuando
k →∞ y denotamos por uk → u en X
2) Diremos que, (uk) converge débil en X, si ∃ u ∈ X tal que
〈f, uk〉X′,X → 〈f, u〉X′,X ∀f ∈ X ′
y denotamos por uυ⇀u en X.
3) Diremos que, (uk) de X
′, converge débil estrella a u en X, si 〈uk, w〉 → 〈u,w〉 ; ∀w ∈
X y denotamos por uk
∗
⇀ u en X ′.
Los espacios Ck([0, T ];X), k ∈ N, es definido como los espacios de k-tiempo funciones con-
tinuamente diferenciables sobre [0, T ].
Proposición 1.5.1 (Desigualdad Generalizada de Hölder)
Sea X un espacio de Banach, y dadas las funciones u ∈ Lp(0, T ;X), v ∈ Lq(0, T ;X ′), 1 <
p < +∞, 1
p
+ 1
q
= 1. Entonces se cumple la siguiente desigualdad
∫ T
0
| 〈 v(t) , u(t) 〉X′,X |dt ≤
(∫ T
0
‖v‖qX′ dt
) 1
q
(∫ T
0
‖u‖pX dt
) 1
p
Demostración. Ver Lions [14].
Proposición 1.5.2
Sea X un espacio de Banach reflexivo y separable, con 1 ≤ p < +∞, 1
p
+ 1
q
= 1, 0 ≤ t ≤ T,
se cumplen lo siguiente:
1) Si u ∈ Lp(0, T ;X) entonces〈
v∗,
∫ T
0
u(s)ds
〉
=
∫ T
0
〈v∗, u(s)〉 ds ; ∀v∗ ∈ X ′
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2) Si u ∈ Lp(0, T ;X ′) entonces〈∫ T
0
u(s)ds, v
〉
=
∫ T
0
〈u(s), v〉 ds ; ∀v ∈ X
3) Si un → u en Lp(0, T ;X) entonces∫ T
0
un(s)ds→
∫ T
0
u(s)ds en X
4) Si un → u en Lp(0, T ;X) y vn → v en Lq(0, T ;X ′) con 1p + 1q = 1 entonces∫ T
0
〈vn(s), un(s)〉 ds→
∫ T
0
〈v(s), u(s)〉 ds
5) Si un ⇀ u débil en L
p(0, T ;X), y vn ⇀ v en L
q(0, T ;X ′) entonces∫ T
0
〈vn(s), un(s)〉 ds→
∫ T
0
〈v(s), u(s)〉 ds
Demostración. Ver Lions [14].
Teorema 1.5.3 (Teorema fundamental del cálculo generalizado)
Sean X un espacio de Banach. Para u ∈ Lp(0, T ;X ′) y v(t) =
∫ t
0
u(s)ds entonces
v ∈ C([0, T ], X) y v′ = u en [0, T ] en el sentido generalizado.
Demostración. Ver Lions [14].
Lema 1.5.4
Sean X,Y espacios de Hilbert, tales que X →֒ Y inmersión continua. Si u ∈ Lp(0, T ;X),
u′p(0, T ;Y ), 1 < p entonces u ∈ C0([0, T ], Y )
Demostración. Ver Teman [26].
Definición 1.5.5
Diremos que una función u : [0, T ]→ Y, es débilmente continua si la función escalar
t 7→ 〈y, u(t)〉Y ′,Y es continua en [0, T ], para todo y ∈ Y ′, y representaremos por C0ω([0, T ];Y )
al espacio de las funciones débilmente continuas en [0, T ].
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Lema 1.5.6
Sean X,Y espacios de Hilbert, tales que X ⊂ Y con inmersión continua.
Si u ∈ Lp(0, T ;X), u′p(0, T ;Y ) entonces u ∈ C0([0, T ], X).
Demostración. Ver Lions [14].
Lema 1.5.7
Si u ∈ L2(0, T ;X), u′2(0, T ;X ′) entonces θ ∈ C∞([0, T ]) y
1)
d
dt
(u, ψ)X =
〈
u
′
, ψ
〉
X′,X
, ∀ψ ∈ X
2)
d
dt
(θu) = θu ′ + θ ′u
Demostración.
1) ϕ ∈ C∞([0, T ]) entonces ∀ψ ∈ X
(1.4)
〈
d
dt
(u, ψ)X , ϕ
〉
= −
∫ T
0
(u, ψ)Xϕ
′(t)dt
y 〈
〈u ′, ψ〉X ′,X , ϕ
〉
=
∫ T
0
〈u ′, ψ〉X′,X ϕ(t) dt(1.5)
=
〈∫ t
0
u ′ϕdt, ψ
〉
X′,X
= −
∫ t
0
(u, ψ)
X
ϕ ′ dt
De (1.4) y (1.5):〈
d
dt
(u, ψ)X , ϕ
〉
=
〈
〈u ′, ψ〉X ′,X , ϕ
〉
, ∀ϕ ∈ C∞0 ([0, T ])
por lo tanto
d
dt
(u, ψ)X = 〈u ′, ψ〉X ′, X , ∀ψ ∈ X
2) Sea ϕ ∈ C∞0 ([0, T ]) entonces
〈
d
dt
(θu), ϕ
〉
= −
∫ T
0
uθϕ ′dt = −
∫ T
0
u(θϕ) ′dt+
∫ T
0
uθ ′ϕdt
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Observación:∫ T
0
u(θϕ) ′dt =
∫ T
0
u(θ ′ϕ+ θϕ ′)dt =
∫ T
0
uθ ′ϕ+
∫ T
0
uθϕ ′dt
luego
−
∫ T
0
uθϕ ′dt = −
∫ T
0
u(θϕ) ′dt+
∫ T
0
u θ ′ϕ dt
por lo tanto〈
d
dt
(θu), ϕ
〉
=
∫ T
0
u ′ θ ϕ dt+
∫ T
0
u θ ′ϕdt ; θ ϕ ∈ C∞0 ([0, T ])
= 〈u ′θ, ϕ〉+ 〈uθ ′, ϕ〉
= 〈u ′θ + uθ ′, ϕ〉 ∀ϕ ∈ C∞0 ([0, T ])
esto es,
d
dt
(θu) = u ′θ + uθ ′ en D(0, T )
Lema 1.5.8
Consideremos el espacio de Hilbert
W =
{
u/u ∈ L2(0, T ;X), u ′2(0, T ;X ′)}
con el producto interno
(u, v)W = (u, v)L2(0,T ;X) + (u
′, v ′)L2(0,T ;X ′)
Entonces, el conjunto de los vectores v = θη, con θ ∈ C∞([0, T ]) y η ∈ X es total en W. (es
decir, las sumas finitas de los productos θη, son densos en W ).
Demostración. Ver Lions [14].
Teorema 1.5.9 (Alaoglu -Bourbaki)
Sea X un espacio de Banach. Si (µn)n∈N satisface que ‖µn‖X ≤ C, entonces existe
(µnk) ⊂ (µn)
tal que µnk
∗
⇀ µ en X.
Demostración. Ver Brézis [5].
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Proposición 1.5.10 (Desigualdad de Poincaré)
Sea Ω un abierto acotado de Rn, entonces existe una constante C > 0 (C = C(Ω)), tal que,
|u|L2(Ω) ≤ C
[
n∑
i=1
∣∣∣∣ ∂µ∂xi
∣∣∣∣2
L2(Ω)
]
, ∀µ ∈ H10 (Ω)
Demostración. Ver Adams [1].
Lema 1.5.11 (Aubin - Lions)
Sean X0, X, X1 espacios de Banach, X0
c→֒ X →֒ X1, inmersión compacta e inmersión
continua respectivamente; X0, X reflexivos.
Sea
W =
{
w ∈ LP0(0, T ;X0) ; w ′P1(0, T ;X1) ; 1 < P0, P1 <∞
}
espacio normado con norma,
‖w‖W = ‖w‖LP0(0,T ;X0) + ‖w ′‖LP1 (0,T ;X1),
entonces W es un espacio de Banach y W
c→֒ LP0(0, T ;X0) con inmersión compacta.
Demostración. Ver Lions [14].
Lema 1.5.12 (Lema de Lions)
Sea (uν) una sucesión limitada en L
q(Ω) y supongamos que uν → u, casi siempre en Ω,
entonces:
i) uν → u fuerte en Lp(Ω), 1 ≤ p < q, 1
p
+
1
q
= 1.
ii) uν ⇀ u débil en L
q(Ω).
Demostración. Ver Lions [14].
Condiciones de Caratheodory (Prolongamiento de Soluciones)
Sea Ω un subconjunto abierto de Rn+1, cuyos elementos son denotados por (t, x) ∈ Ω ⊆
R× Rn y sea f : Ω→ Rn función.
Consideremos el problema de valor inicial:
(1.6)
 X
′
= f(t, x(t))
x(t0) = x0
Se dice que f : Ω→ Rn satisface las condiciones de Carathedory sobre Ω si:
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i) f(t, x) es medible en t, para cada x fijo.
ii) f(t, x) es continua en x, para casi todo t fijo.
iii) Para cada compacto K ⊆ Ω existe una función real mk(t), integrable tal que:
|f(t, x)|
Rn
≤ mk(t), ∀(t, x) ∈ K
Teorema 1.5.13 (Carathéodory)
Sea f : Ω→ Rn satisfaciendo las condiciones de Carathéodory sobre Ω. Entonces existe una
solución de (1.6) en x(t) sobre algún intervalo |t− t0| ≤ β , (β > 0)
Demostración. Ver L.A Medeiros & P.H. Rivera [16].
Lema 1.5.14
Sea Ω = ]0, T [×B con T > 0 finito, B = {x ∈ Rn; |x| ≤ b}, b > 0. Sea f : Ω→ Rn que cumple
las condiciones de Carathéodory sobre Ω. Supongamos que x(t) es una solución de (1.6) tal
que |x0| ≤ b en cualquier intervalo I, donde x(t) está definida, se tendrá |x(t)| ≤M ∀t ∈ I,M
independiente de I y M < b entonces x posee un prolongamiento en todo [0, T ].
Demostración. Ver L.A Medeiros & P.H. Rivera [16].
Proposición 1.5.15 (Desigualdad de Young)
Sean p, q > 1 tales que 1
p
+ 1
q
= 1 y sean a, b ≥ 0. Entonces
ab ≤ a
p
p
+
bq
q
Demostración. Ver Breziz [5].
Teorema 1.5.16 (Egoroff)
Si (fn)n≥1 es una sucesión de funciones medibles que converge c.s. a una función con valores
reales medible f sobre un subconjunto medible E de medida finita, entonces para cada
ε > 0 existe un subconjunto medible F ⊂ E con mF < ε tal que (fn)n≥1 converge a f
uniformemente en E |F .
Demostración. Ver Medeiros [15, 17].
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Teorema 1.5.17 (Lusín)
Sea f : X → C medible, A ∈ M tal que µ(A) < ∞ y f(x) = 0, para x ∈ Ac. Si ε > 0 es
dado, entonces existe una función g ∈ Cε(X) tal que:
µ ({x ∈ X : f(x) 6= g(x)}) < ε,
además se puede lograr que
sup {|g(x)| : x ∈ X} ≤ sup {|f(x)| : x ∈ X}
Demostración. Ver Medeiros [15, 17].
Lema 1.5.18 (Lema de Nakao)
Sea Φ : R+ → R una función no negativa, limitada para lo cual existen constantes α > 0 y
β ≥ 0 tal que:
sup
t≤s≤t+1
(Φ(s))1+β ≤ α {Φ(t)− Φ(t+ 1)} , ∀t ≥ 0
Entonces
1) Si β = 0, existen constantes positivas C y γ tal que
Φ(t) ≤ C exp(−γt) , ∀t ≥ 0.
2) Si β > 0, existen constante positiva C tal que
Φ(t) ≤ C(1 + t)−1/β , ∀t ≥ 0.
Demostración. Ver Lema de Nakao en [23].
1.6 Topología Débil y Débil Estrella
Un espacio métrico es completo si toda sucesión de Cauchy es convergente en ese espacio. Un
espacio vectorial normado completo, con su métrica inducida por la norma es un espacio de
Banach. Un espacio vectorial normado V se denomina un espacio de Hilbert de V, si V es un
espacio de Banach con la norma inducida del producto interno. Un espacio E es separable
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si existe un sub-conjunto D ⊆ E, tal que D es denso numerable en E.
Sea E un espacio de Hilbert y sea f ∈ E ′ , siendo E ′ el dual de E y designamos por
Tf : E −→ R una aplicación dada por Tf (x) = 〈f, x〉.
La topología débil σ(E,E
′
) sobre E es una topología menos fina en E que hace continua a
todas las aplicaciones (Tf )f∈E′ . Dada una sucesión (xn)n∈N en E, la notación de convergencia
débil en general está indicado como:
xn ⇀ x débil en σ(E,E
′
)
o simplemente xn ⇀ x en E.
Proposición 1.6.1
Sea (xn)n∈N una sucesión de E entonces:
i) xn ⇀ x en σ(E,E
′
) si y solo si 〈f, xn〉 → 〈f, x〉 ; ∀f ∈ E ′
ii) xn → x fuerte en E entonces xn ⇀ x en E.
Demostración. Ver Breziz [5].
Proposición 1.6.2
Sea E un espacio de Banach y sea (fn)n∈N una sucesión de E
′
entonces se tiene:
i) fn
∗
⇀ f en σ(E,E
′
) si y solo si 〈fn, x〉 → 〈f, x〉 , ∀x ∈ E ′ ;
ii) fn → f fuerte en E ′ entonces fn → f para σ(E ′ , E ′′)
fn ⇀ f en σ(E
′
, E
′′
) entonces fn
∗
⇀ f para σ(E,E
′
).
iii) Si fn
∗
⇀ f para σ(E
′
, E), entonces ‖ fn ‖ es limitada y ‖ f ‖ ≤ Lim ı´nf ‖ fn ‖
iv) Si fn
∗
⇀ f para σ(E
′
, E), y si xn → x fuerte en E entonces 〈fn, xn〉 → 〈f, x〉
Demostración. Ver Breziz [5].
Proposición 1.6.3
Sea um
∗
⇀ f en L∞(0, T ;L2(Ω)) entonces um
∗
⇀ f en L2(0, T ;L2(Ω))
Demostración. Ver Breziz [5].
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Capítulo 2
Existencia de solución débil o
Generalizada
En este capítulo estudiaremos la existencia de solución débil de un sistema hiperbólico no
lineal con condición de inclusión en la frontera, utilizando el método de Faedo - Galerkin
misturado con resultados de Lions - Aubin para el sistema:∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
u
′′ −∆u′ −M(‖∇u‖2)∆u+ u3 = f, en (x, t) ∈ Q = Ω× (0, T )
u(x, 0) = u′(x, 0) = 0, en Ω
u = 0, sobre Σ0 = Γ0 × (0, T )
∂u
′
∂ν
+M(‖∇u‖2)∂u
∂ν
+K(u)u
′′
+
∣∣u′∣∣ρ u′ + Ξ = 0, sobre Σ1 = Γ1 × (0, T )
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1 = Γ1 × (0, T )
donde Ω es un conjunto abierto y acotado de Rn(n ≥ 3) con frontera suficientemente regular
Γ = ∂Ω tal que Γ = Γ0∪Γ1,Γ0∩Γ1 = φ y Γ0 ,Γ1 tienen medida positiva , ρ ∈ (1,+∞),M(s)
es una función de clase C1 tal que M(s) > m0 > 0; para alguna constante m0, K(s) es una
función positiva continuamente diferenciable,
∆u =
n∑
i=1
∂2u
∂x2i
, ‖∇u‖2 =
n∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣2 dx,
ν es un vector normal unitario hacia afuera sobre Γ, ϕ es una aplicación multivaluada no
lineal y discontinua, T es un número positivo, u3 es el término no lineal.
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El resultado importante del presente trabajo es considerar la inclusión diferencial Ξ en la
frontera como un amortiguamiento, donde Ξ es el término de inclusión que es un operador
diferencial. Los métodos y resultados que utilizaremos a lo largo del trabajo son:
- Método de Faedo - Galerkin
- Método de compacidad para términos no lineales
- Inmersión de Sobolev
- Perturbación de la energía
- Resultado de las convergencias débil y débil estrella
- Resultados de los teoremas de Lusin y Egoroff, para obtener que la inclusión diferencial
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1.
Ahora veamos algunas notaciones que utilizaremos durante el desarrollo del trabajo.
H1(Ω) =
{
u ∈ H1(Ω) : u = 0, sobre Γ0
}
;
(u, v) =
∫
Ω
u(x)v(x)dx ;
(u, v)Γ1 =
∫
Γ1
u(x)v(x)dΓ ;
‖u‖p,Γ1 =
(∫
Γ1
|u(x)|pdΓ
)1/p
por simplicidad, denotaremos
‖ · ‖L2(Ω) y ‖ · ‖2,Γ1 por ‖ · ‖ y ‖ · ‖Γ1 respectivamente.
Luego enunciaremos las siguientes hipótesis:
(A1) K(s) es una función real continua satisfaciendo las condiciones:
(2.1) 0 < K0 ≤ K(s) ≤ K1(1 + |s|ρ) para algún K0, K1 > 0
(2.2) |K ′ (s) | ρρ−1 ≤ K2 (1 +K (s)) para algún K2 > 0
(2.3) |K ′ (s)| ≤ d0, donde d0 es una constante positiva.
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(A2) b : R → R es una función localmente acotada, verificando
(2.4) |b(s)| ≤ µ1(1 + |s|);∀s ∈ R,
para algún µ1 > 0.
La función M(s) es de clase C1, tal que M(s) > m0 > 0, para alguna constante m0.
La función multivaluada ϕ : R → R es obtenido supliendo saltos de una función b : R → R
por medio de las funciones b ε, b ε, b, b : R → R;
donde
b ε(t) = ess ı´nf
|s−t|≤ε
{b(s)} ;
b ε(t) = ess sup
|s−t|≤ε
{b(s)} ;
b(t) = l´ım
ε→0+
b ε(t) ;
b(t) = l´ım
ε→0+
b ε(t) ;
ϕ(t) = [b(t), b(t)]
Utilizaremos la regularización de b definido por:
bm(t) = m
∫ +∞
−∞
b(t− τ)ρ(mτ)dτ ;
donde ρ ∈ C∞0 ((−1, 1)) ; ρ ≥ 0 y
∫ 1
−1
ρ(τ)dτ = 1
Definición 2.1 (Solución débil o generalizada)
Una función u(x, t) es una solución débil ó generalizada del sistema (1) si:
1) u ∈ L∞ (0, T ;H1(Ω)) , u3 ∈ L2 (0, T ;L2(Ω)) , f ∈ L2 (0, T ;L2(Ω))
2) u
′ ∈ L2 (0, T ;H1(Ω)) ∩ L∞ (0, T ;Lρ+2(Γ1))
3) u
′′ ∈ L2 (0, T ;L2(Ω) ∩ L2(Γ1))
4) u(x, 0) = u
′
(x, 0) = 0,
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existe Ξ ∈ L2 (0, T ;L2(Γ1)) , v ∈ W = H1(Ω) ∩ Lρ+2(Γ1), ψ ∈ C1(0, T ) con ψ(T ) = 0
satisfaciendo las relaciones:∫ T
0
{
(u′′, v) + (∇u′,∇v) +M(‖∇u‖2)(∇u,∇v)(2.5)
+
(
|u′|ρ u′ −K ′(u) (u′)2 + Ξ , v
)
Γ1
}
ψ(t)dt
−
∫ T
0
(K(u)u′, v)Γ1 ψ
′(t)dt+
∫ T
0
(
u3, v
)
ψ(t)dt =
∫ T
0
(f, v)ψ(t)dt
(2.6) Ξ(x, t) ∈ ϕ(u′(x, t) ) c.s. (x, t) ∈ Σ1
A continuación enunciamos el teorema principal de la existencia de la solución.
Teorema 2.2
Asumiendo que se verifican las hipótesis (A1), (A2) y f ∈ L2(0, T ;L2(Ω)), entonces para
todo T > 0 existe una solución débil o generalizada para el sistema (1).
A continuación veremos su demostración.
2.1 Existencia de solución
Probaremos la existencia de la solución del sistema (1) utilizando las aproximaciones de
Faedo - Galerkin. Para ello, representaremos por {wj}j≥1 una base de Schauder en:
W = H1(Ω) ∩ Lρ+2(Γ1).
Sea Wm = 〈{w1, w2, ..., wm}〉 subespacio generado por los "m"primeros vectores de la base
de W.
Consideremos um(t) =
m∑
j=1
gjm(t)wj la solución del problema aproximado de Cauchy.
(u
′′
m(t), wj) + (∇u
′
m,∇wj) +M(‖∇um‖2)(∇um,∇wj)+(2.1.1)
+
(
K(um)u
′′
m +
∣∣∣u′m∣∣∣ρ u′m + bm(u′m), wj)
Γ1
+ (u3m, wj) = (f(t), wj); ∀wj ∈ Wm
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(2.1.2) um(0) = u
′
m(0) = 0
Por el teorema de Caratheodory 1.5.13, el sistema aproximado (2.1.1) y (2.1.2) tienen solu-
ciones um(t) en [0, tm〉 , ver [8]. La extensión de esta solución a todo el intervalo [0, T ] es una
consecuencia de la estimativa apriori, el cual presisaremos a continuación:
2.2 Estimativa a priori
Multiplicamos (2.1.1) por g
′
jm(t) y sumando desde j = 1 hasta j = m, y la definición de
um(t), llegamos a
(u
′′
m(t), u
′
m(t)) + (∇u
′
m(t),∇u
′
m(t)) +M(‖∇um(t)‖2)(∇um(t),∇u
′
m(t))+(
K(um(t))u
′′
m(t) +
∣∣∣u′m(t)∣∣∣ρ u′m(t) + bm(u′m(t)) , u′m(t))
Γ1
+ (u3m(t), u
′
m(t)) = (f(t), u
′
m(t))
De donde obtenemos,
1
2
d
dt
{∥∥∥u′m(t)∥∥∥2 +M (‖∇um(t)‖2)+ ∫
Γ1
K(um(x, t))
(
u
′
m(x, t)
)2
dΓ +
1
2
‖um(t)‖44
}
+
∫
Γ1
bm
(
u
′
m(x, t)
)
u
′
m(x, t)dΓ +
∥∥∥∇u′m(t)∥∥∥2 + ∥∥∥u′m(t)∥∥∥ρ+2
ρ+2,Γ1
− 1
2
∫
Γ1
K ′ (um(x, t))
(
u
′
m(x, t)
)3
dΓ =
(
f(t), u
′
m(t)
)
Donde M(s) =
∫ s
0
M(r)dr
Por lo tanto, integrando sobre (0, t) y um(0) = u
′
m(0) = 0, se tiene.
1
2
{∥∥∥u′m(t)∥∥∥2 +M (‖∇um(t)‖2)+ 12 ‖um(t)‖44 +
∫
Γ1
K(um(x, t))
(
u
′
m(x, t)
)2
dΓ
}
(2.2.1)
+
∫ t
0
∥∥∥∇u′m(s)∥∥∥2 ds+ ∫ t
0
∥∥∥u′m(s)∥∥∥ρ+2
ρ+2,Γ1
ds+
∫ t
0
∫
Γ1
bm
(
u
′
m(x, s)
)
u
′
m(x, s)dΓds
− 1
2
∫ t
0
∫
Γ1
K ′ (um(x, s))
(
u
′
m(x, s)
)3
dΓds =
∫ t
0
(
f(s), u
′
m(s)
)
ds
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Por la condición (A2) tenemos∥∥∥bm (u′m(t))∥∥∥2
Γ1
=
∫
Γ1
(
bm(u
′
m(x, t))
)2
dΓ(2.2.2)
≤
∫
Γ1
c1
(
1 + u
′
m(x, t)
)2
dΓ
≤ 2c1
∫
Γ1
(
1 + |u′m(x, t)|2
)
dΓ
= c2 + 2c1
∥∥∥u′m(t)∥∥∥2
Γ1
De (2.2.2) y por la desigualdad de Hölder.∣∣∣∣∫ t
0
(
bm(u
′
m(s)) , u
′
m(s)
)
Γ1
ds
∣∣∣∣ ≤ (∫ t
0
∥∥∥bm(u′m(s))∥∥∥2
Γ1
ds
)1/2(∫ t
0
∥∥∥u′m(s)∥∥∥2
Γ1
ds
)1/2
(2.2.3)
≤
(∫ t
0
(c2 + 2c1
∥∥∥u′m(s)∥∥∥2
Γ1
ds)
)1/2(∫ t
0
∥∥∥u′m(s)∥∥∥2
Γ1
ds
)1/2
≤ c3
(
1 +
∫ t
0
∥∥∥u′m(s)∥∥∥2
Γ1
ds
)
Observemos que, por la desigualdad de Young.∫ t
0
{∥∥∥u′m(s)∥∥∥ρ+2
ρ+2,Γ1
− 1
2
∫
Γ1
K ′ (um(s))
(
u
′
m(s)
)3
dΓ
}
ds(2.2.4)
≥
∫ t
0
∫
Γ1
∣∣∣u′m(s)∣∣∣2 {∣∣∣u′m(s)∣∣∣ρ − ε ∣∣∣u′m(s)∣∣∣ρ − c(ε) |K ′(um(s))| ρρ−1} dΓds
También notemos que,
(2.2.5)
∫ t
0
(
f(s) , u
′
m(s)
)
ds ≤
∫ t
0
‖f(s)‖2 ds+
∫ t
0
∥∥∥u′m(s)∥∥∥2 ds
De (2.2.3), (2.2.4), (2.2.5) y para ε =
1
2
en (2.2.1) obtenemos:
1
2
{∥∥∥u′m(t)∥∥∥2 +M (‖∇um(t)‖2)+ 12 ‖um(t)‖44 +
∫
Γ1
K(um(t))
(
u
′
m(t)
)2
dΓ
}
(2.2.6)
+
∫ t
0
∥∥∥∇u′m(s)∥∥∥2 ds+ 12
∫ t
0
∫
Γ1
∣∣∣u′m(s)∣∣∣ρ+2 dΓds
≤ c(ε)
∫ t
0
∫
Γ1
∣∣∣u′m(s)∣∣∣2 |K ′(um(s))| ρρ−1 dΓds
+ c3
(
1 +
∫ t
0
∥∥∥u′m(s)∥∥∥2
Γ1
ds
)
+
∫ t
0
‖f(s)‖2 ds+
∫ t
0
∥∥∥u′m(s)∥∥∥2 ds
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Por otra parte, observemos que:
K(u) ≥ c0(1 +K(u)) donde 2c0 = mı´n{1, K0}
De donde,
(2.2.7)
∫
Γ1
∣∣∣u′m(t)∣∣∣2 |K(um(t))| dΓ ≥ c0 ∫
Γ1
∣∣∣u′m(t)∣∣∣2 [1 +K(um(t))] dΓ
También de (A1)-(2.2) |K ′(um(s))|
ρ
ρ−1 ≤ K2(1 +K(s)), entonces
c(ε)
∫ t
0
∫
Γ1
∣∣∣u′m(x, s)∣∣∣2 |K ′(um(x, s))| ρρ−1 dΓds(2.2.8)
≤ c(ε)K2
∫ t
0
∫
Γ1
∣∣∣u′m(x, s)∣∣∣2 [1 +K(um(x, s))] dΓds
de (2.2.7) y (2.2.8) estimando el lado derecho e izquierdo en (2.2.6),
(2.2.9)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
2
{∥∥u′m(t)∥∥2 +M (‖∇um(t)‖2)+ 12 ‖um(t)‖44 + c0
∫
Γ1
∣∣∣u′m(t)∣∣∣2 [1 +K(um(t))]dΓ}
+
∫ t
0
∥∥∥∇u′m(s)∥∥∥2 ds+ 12
∫ t
0
∥∥∥u′m(s)∥∥∥ρ+2
ρ+2,Γ1
ds ≤
c
∫ t
0
∫
Γ1
∣∣∣u′m(x, s)∣∣∣2 [1 +K(um(x, s))]dΓds+ c3(1 + ∫ t
0
∫
Γ1
∣∣∣u′m(x, s)∣∣∣2 dΓds)
+
∫ t
0
‖f(s)‖2 ds+
∫ t
0
∥∥∥u′m(s)∥∥∥2 ds , c = c(s)K2
Definimos,
Em(t) =
1
2
{∥∥∥u′m(t)∥∥∥2 +M (‖∇um(t)‖2)+ 12 ‖um(t)‖44
}
+ c0
∫
Γ1
∣∣∣u′m(t)∣∣∣2 [1 +K(um(t))]dΓ
Entonces, de (2.2.9) y definición de Em obtenemos:
Em(t) ≤ c4
(
1 +
∫ t
0
Em(s)ds
)
Así, por el lema de Gronwall, concluimos que,
(2.2.10) Em(t) ≤ c5 ; ∀t ∈ [0, T ]
De (2.2.9) y (2.2.10) obtenemos ∀ t ∈ [0, T ]
(2.2.11)
∫ t
0
∥∥∥∇u′m(s)∥∥∥2 ds ≤ c6 ; c0 ∫
Γ1
∣∣∣u′m(t)∣∣∣2 dΓ ≤ c7
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Por el teorema de inmersión y de (2.2.11) tenemos
(2.2.12)
∫ t
0
∥∥∥u′m(s)∥∥∥2 ds ≤ c8
Además, de (2.2.2) y (2.2.12) obtenemos
(2.2.13)
∫ t
0
∥∥∥bm(u′m(s))∥∥∥2
Γ1
ds ≤ c9
Puesto que M(‖∇um(t)‖2) ≥ m0 ‖∇um(t)‖2 , por (2.2.10)
(2.2.14) ‖∇um(t)‖2 ≤ c10
Similarmente de (2.2.10) obtenemos
(2.2.15) ‖um(t)‖44 ≤ c11
De (2.2.15) podemos decir que:
(2.2.16) (um) es acotado en L
∞(0, T ;L4(Ω)).
Luego, aplicando el Lema 1.5.11 de Aubin-Lions con X0 = H
1(Ω) , X = X1 = L
2(Ω) y
p0 = 2 = p1, podemos obtener una subsucesión denotada de la misma forma
(2.2.17) u3m → u3, c.s. en Q.
De (2.2.16) concluimos que (u3m) es acotado en L
4/3(Q) de donde u3m ⇀ u
3 débil en
L4/3(Q) = [L4(Q)] ′,
es decir,
(2.2.18)
∫ T
0
(
u3m, wj
)
ψ(t)dt→
∫ T
0
(
u3, wj
)
ψ(t)dt , ψ ∈ C1(0, T )
Multiplicando (2.1.1) por g
′′
jm(t) y sumando desde j = 1 hasta j = m y de la definición de
um(t), tenemos:∥∥∥u′′m(t)∥∥∥2 + 12 ddt ∥∥∥∇u′m(t)∥∥∥2 +M (‖∇um(t)‖2) ddt (∇um(t),∇u′m(t))
−M (‖∇um(t)‖2) ∥∥∥∇u′m(t)∥∥∥2 + (bm(u′m(t) , u′′m(t)))
Γ1
+
∫
Γ1
K(um(t))(u
′′
m(t))
2dΓ
+
(
1
ρ+ 2
)
d
dt
∥∥∥u′m(t)∥∥∥ρ+2
ρ+2,Γ1
+
∫
Ω
u3m(x)u
′′
m(x)dx =
(
f(t), u
′′
m(t)
)
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Integrando esta igualdad sobre (0, t)
(2.2.19)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ t
0
∥∥∥u′′m(s)∥∥∥2 ds+ 12
∫ t
0
d
ds
∥∥∥∇u′m(s)∥∥∥2 ds
+
∫ t
0
M
(‖∇um(s)‖2) d
ds
(
∇um(s),∇u′m(s)
)
ds
−
∫ t
0
M
(‖∇um(s)‖2) ∥∥∥∇u′m(s)∥∥∥2 ds+ ∫ t
0
∫
Γ1
K(um(s))(u
′′
m(s))
2dΓds
+
∫ t
0
∫
Γ1
bm
(
u
′
m(x, s)
)
u
′′
m(x, s)dΓds+
(
1
ρ+ 2
)∫ t
0
d
ds
∥∥∥u′m(s)∥∥∥ρ+2
ρ+2,Γ1
ds
+
∫ t
0
∫
Ω
u3m(x, s)u
′′
m(x, s)dxds =
∫ t
0
∫
Ω
f(x, s)u
′′
dxds
Nótese que, de (A1)-(2.1)∫ t
0
∫
Γ1
K(um(x, s))(u
′′
m(x, s))
2dΓds ≥ K0
∫ t
0
∥∥∥u′′m(s)∥∥∥2
Γ1
ds
Por otra parte tenemos que:(
1
ρ+ 2
)∫ t
0
d
ds
∥∥∥u′m(s)∥∥∥ρ+2
ρ+2,Γ1
ds =
(
1
ρ+ 2
)∥∥∥u′m(s)∥∥∥ρ+2
ρ+2,Γ1
y∫ t
0
M
(‖∇um(s)‖2) d
ds
(
∇um(s),∇u′m(s)
)
ds = M
(‖∇um(t)‖2) (∇um(t),∇u′m(t))
− 2
∫ t
0
M ′
(‖∇um(s)‖2) (∇um(s),∇u′m(s))2 ds
Luego, reemplazando en (2.2.19)
(2.2.20)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ t
0
∥∥∥u′′m(s)∥∥∥2 ds+ 12 ∥∥∥∇u′m(t)∥∥∥2 +M (‖∇um(t)‖2) (∇um(t),∇u′m(t))
−2
∫ t
0
M ′
(‖∇um(s)‖2) (∇um(s),∇u′m(s))2 ds+K0 ∫ t
0
∥∥∥u′′m(s)∥∥∥2
Γ1
ds
+
(
1
ρ+ 2
)∥∥u′m(s)∥∥ρ+2ρ+2,Γ1 ≤
∫ t
0
M
(‖∇um(s)‖2) ∥∥∥∇u′m(s)∥∥∥2 ds
−
∫ t
0
∫
Γ1
bm
(
u
′
m(x, s)
)2
u
′′
m(x, s)dΓds−
∫ t
0
∫
Ω
u3m(x, s)u
′′
m(x, s)dxds
+
∫ t
0
∫
Ω
f(x, s)u
′′
m(x, s)dxds.
38
Por la desigualdad de Young, Proposición 1.5.15 e inmersión H10 (Ω) →֒ L4(Ω) :
(2.2.21)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
∫ t
0
∫
Γ1
bm
(
u
′
m(x, s)
)
u
′′
m(x, s)dΓds ≤ c(ε)
∫ t
0
∥∥∥bm(u′m(s))∥∥∥2
Γ1
ds
+ε
∫ t
0
∥∥∥(u′′m(s))∥∥∥2
Γ1
ds−
∫ t
0
∫
Ω
u3m(x, s)u
′′
m(x, s)dxds
≤ c
∫ t
0
‖(um(s))‖4H1 ds+ c˜
∫ t
0
∥∥∥(u′′m(s))∥∥∥4
H1
ds
< c12
∫ t
0
∫
Ω
f(x, s)u
′′
m(x, s)dxds
< ε
∫ t
0
∥∥∥u′′m(s)∥∥∥2 ds+ c(ε)∫ t
0
‖f(s)‖2 ds
De (2.2.21) en (2.2.20), tenemos
(2.2.22)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ t
0
∥∥∥u′′m(s)∥∥∥2 ds+ 12 ∥∥∥∇u′m(t)∥∥∥2 +K0
∫ t
0
∥∥∥u′′m(s)∥∥∥2
Γ1
ds
+
(
1
ρ+ 2
)∥∥u′m(t)∥∥ρ+2ρ+2,Γ1 ≤ −M (‖∇um(t)‖2) (∇um(t),∇u′m(t))
+2
∫ t
0
M ′
(‖∇um(s)‖2) (∇um(s),∇u′m(s))2 ds
+
∫ t
0
M
(‖∇um(s)‖2) ∥∥∥∇u′m(s)∥∥∥2 ds+ c(ε)∫ t
0
∥∥∥bm(u′m(s))∥∥∥2
Γ1
ds
+ε
∫ t
0
∥∥∥u′′m(s)∥∥∥2
Γ1
ds+ c12 + ε
∫ t
0
∥∥∥u′′m(s)∥∥∥2 ds+ c(ε) ∫ t
0
‖f(s)‖2 ds.
Desde que ε es arbitrario y M(s) es una función de clase C1 y de (2.2.11)- (2.2.14), (2.2.22),
concluimos
(2.2.23)
∫ t
0
∥∥∥u′′m(s)∥∥∥2 ds+ ∥∥∥∇u′m(t)∥∥∥2 + ∫ t
0
∥∥∥u′′m(s)∥∥∥2
Γ1
ds+
∥∥∥u′m(t)∥∥∥ρ+2
ρ+2,Γ1
≤ c13
Nuevamente, de (2.2.11)- (2.2.14) y (2.2.23), considerando que u |Γ0= 0, obtenemos
(2.2.24)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(um) es acotado en L
∞(0, T ;H1(Ω))
(u
′
m) es acotado en L
∞(0, T ;H1(Ω)) ∩ L∞(0, T ;Lρ+2(Γ1))
(u
′′
m) es acotado en L
2(0, T ;L2(Ω) ∩ L2(Γ1))
(bm(u
′
m)) es acotado en L
2(0, T ;L2(Γ1))
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2.3 Pasaje al límite
Multiplicando (2.1.1) por ψ ∈ C1(0, T ) con ψ(T ) = 0 e integrando sobre (0, T ) obtenemos
(2.3.1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ T
0
{(u′′m(t), wj) + (∇u
′
m,∇wj) +M(‖∇um‖2)(∇um,∇wj)
+
(
bm(u
′
m), wj
)
Γ1
+
(∣∣u′m(t)∣∣ρ u′m(t)−K ′(um(t))(u′m(t))2, wj)Γ1}ψ(t)dt
−
∫ T
0
(
K(um(t))(u
′
m(t)), wj
)
Γ1
ψ′(t)dt
+
∫ T
0
(u3m, wj)ψ(t)dt =
∫ T
0
(f(t), wj)ψ(t)dt
De (2.2.24), obtenemos una subsucesión (denotado con el mismo símbolo al igual que la
sucesión original) tal que
um
∗
⇀ u en L∞(0, T ;H1(Ω))(2.3.2)
u′m
∗
⇀ u′ en L∞(0, T ;H1(Ω)) ∩ L∞(0, T ;Lρ+2(Γ1))(2.3.3)
u
′′
m ⇀ u
′′ en L2(0, T ;L2(Ω) ∩ L2(Γ1))(2.3.4)
bm(u
′
m) ⇀ Ξ en L
2(0, T ;L2(Γ1))(2.3.5)
De (2.3.3)-(2.3.5) considerando que la inyección H10 (Ω) →֒ L2(Γ) es continua y compacta, y
usando el teorema de compacidad de Aubin-Lions (Lema 1.5.11), se tiene
(2.3.6) |u′m|ρ u
′
m , K(um)u
′
m , K
′(um)(u
′
m)
2 ∈ Lq(Σ1), q = ρ+ 2
ρ+ 1
> 1
(2.3.7) um → u c.s. sobre Σ1 y u′m → u′ c.s. sobre Σ1
Por lo tanto,
(2.3.8)
∣∣∣∣∣∣∣∣∣
|u′m|ρ u′m → |u′|ρ u′
K(um)u
′
m → K(u)u′
K ′(um)(u
′
m)
2 → K ′(u)(u′)2 c.s. sobre Σ1
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(u,Ξ) es una solución de (1)
Haciendo tender m al infinito en (2.3.1) y usando (2.3.3)-(2.3.8) y (2.2.18).∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫ T
0
{(u ′′(t), wj) + (∇u ′(t),∇wj) +M(‖∇u(t)‖2)(∇u(t),∇wj) + (Ξ(t), wj)Γ1
+
(|u ′(t)|ρ u ′(t)−K ′ (u(t)) (u′ (t))2 , wj)Γ1}ψ(t)dt−
∫ T
0
(K(u(t))(u ′(t)), wj)ψ
′(t)dt
+
∫ T
0
(u3(t), wj)ψ(t)dt =
∫ T
0
(f(t), wj)ψ(t)dt
Desde que {wj} es denso en H1(Ω) ∩ Lρ+2(Γ1), concluimos que (2.5) se tiene.
Sólo resta probar (2.6), i.e., Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1. Por el Lema de compacidad
de Lions-Aubin en [14], obtenemos de (2.3.4) y (2.3.5) que
u
′
m → u′ fuertemente en L2(0, T ;L2(Γ1))
Esto implica que
u
′
m(x, t)→ u′(x, t) c.s. en Σ1
Así, para η > 0 dado, aplicando los teoremas de Lusin y Egoroff, podemos elegir un subcon-
junto ω ⊂ Σ1 tal que la med(ω) < η, u′ ∈ L∞(Σ1\ω) y u′m → u′ uniformemente sobre Σ1\ω.
Así, para cada ε > 0, existe un N >
ε
2
tal que
|u′m(x, t)− u
′
(x, t)| < ε
2
, ∀(x, t) ∈ Σ1\ω
Entonces, si |u′m(x, t)− s| < 1m , se tiene |u
′
m(x, t)− s| < ε para todo m > N y (x, t) ∈ Σ1\ω.
Por consiguiente,
b ε
(
u
′
(x, t)
)
≤ bm
(
u
′
m(x, t)
)
≤ b ε
(
u
′
(x, t)
)
, ∀m > N , (x, t) ∈ Σ1\ω
Sea φ ∈ L∞(Σ1) , φ ≥ 0, entonces
(2.3.9)
∣∣∣∣∣∣∣∣∣
∫
Σ1\ω
b ε(u
′
(x, t))φ(x, t)dΓdt ≤
∫
Σ1\ω
bm(u
′
m(x, t))φ(x, t)dΓdt
≤
∫
Σ1\ω
b ε(u
′
(x, t))φ(x, t)dΓdt
Haciendo tender m→ +∞ en (2.3.9) y de (2.3.5), obtenemos
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(2.3.10)
∣∣∣∣∣∣∣∣∣
∫
Σ1\ω
b ε(u
′
(x, t))φ(x, t)dΓdt ≤
∫
Σ1\ω
Ξ(x, t)φ(x, t)dΓdt
≤
∫
Σ1\ω
b ε(u
′
(x, t))φ(x, t)dΓdt
Haciendo ε→ 0+ en (2.3.10), concluimos que
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. en Σ1\ω
y haciendo η → 0+ conseguimos
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. en Σ1
Esto completa la prueba.
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Capítulo 3
Comportamiento Asintótico
3.1 Estudio del comportamiento asintótico
En este capítulo obtendremos el comportamiento asintótico, es decir, el decaimiento expo-
nencial de la energía asociada al sistema hiperbólico no lineal con inclusión diferencial en la
frontera, por el método de Nakao, del sistema:∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
u
′′ −∆u′ −M(‖∇u‖2)∆u+ u3 = f ; en (x, t) ∈ Q = Ω× (0, T )
u(x, 0) = u
′
(x, 0) = 0, en Ω
u = 0, sobre Σ0 = Γ0 × (0, T )
∂u
′
∂ν
+M(‖∇u‖2)∂u
∂ν
+ k(u)u
′′
+
∣∣u′∣∣p u′ + Ξ = 0, sobre Σ1 = Γ1 × (0, T )
Ξ(x, t) ∈ ϕ(u′(x, t)) c.s. (x, t) ∈ Σ1 = Γ1 × (0, T )
donde Ω es un conjunto abierto y acotado de Rn(n ≥ 3) con frontera Γ = ∂Ω suficientemente
regular tal que Γ = Γ0∪Γ1 , Γ0∩Γ1 = φ y Γ0 ,Γ1 tienen medida positiva , p ∈ (1,+∞), M(s)
es una función de clase C1 tal que M(s) > m0 > 0; para alguna constante m0, K(s) es una
función positiva continuamente diferenciable, ν es un vector normal unitario hacia afuera
sobre Γ, ϕ es una aplicación multivaluada no lineal y discontinua, T es un número real
positivo, u3 es el término no lineal, Ξ término de inclusión que es un operador diferencial.
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Considerando las hipótesis:
(A3) K(s) es una función real continuamente diferenciable satisfaciendo.
(3.1) 0 < K0 ≤ K(s) ≤ K1(1 + |s|p), para algún K0, K1 > 0 , p > 1
(3.2) |K ′ (s)| pp−1 ≤ K2 (1 +K(s)) para algún K2 > 0 y p ∈ (1,+∞)
(3.3) |K ′ (s)| ≤ d0, donde d0 es una constante positiva.
(A4) b : R → R es una función localmente acotada que verifica.
(3.4) |b(s)| ≤ µ0(1 + |s|);∀s ∈ R, para algún µ0 > 0
(A5) ∃ µ1, µ2 > 0; (bm(v), v) ≥ µ1 ‖v‖22 ; ∀v ∈ L2(Ω) y |b(s)| ≤ µ2|s|; ∀s ∈ R.
Ahora estamos en condiciones de establecer el resultado del decaimiento exponencial de la
energía mediante el siguiente teorema.
Teorema 3.1.1
Asumiendo las hipótesis dadas en (A3), (A4) y (A5) se tiene lo siguiente:
i) Si p = 2, entonces existen constantes C y γ positivas tal que E(t) ≤ Ce−γt, c.s.; t ≥ 0
ii) Si p ≥ 3, entonces existe una constante c > 0 tal que E(t) ≤ C(1 + t) pp−2 , c.s.; t ≥ 0
Ahora probaremos el decaimiento exponencial de la energía asociada al sistema (1) usando
el Lema de Nakao 1.5.18
Sea {wj}j≥1 una base en W = H1(Ω) ∩ Lp+2(Γ1)
Wm = 〈{w1, w2, ..., wm}〉 subespacio generado por los m primeros vectores de la base Hilber-
tiana de W.
Consideremos um(t) =
m∑
j=1
gjm(t)wj la solución del problema aproximado de Cauchy.
(P.A)
∥∥∥∥∥∥∥∥∥∥∥
(u
′′
m(t), v) + (∇u′m,∇v) +M(‖∇um‖2)(∇um,∇v)
+
(
K(um)u
′′
m +
∣∣u′m∣∣p u′m + bm(u′m), v)Γ1 + (u3m, v) = (f(t), v);∀v ∈ Wm
um(0) = u
′
m(0) = 0 en Ω
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3.2 Deducción formal de la energía
Para f = 0 y v = u′m (t) en (P.A) obtenemos:
(u′′m(t), u
′
m(t)) + (∇u′m(t),∇u′m(t)) +M
(‖∇um(t)‖2) (∇um(t),∇u′m(t))
+(K (um(t))u
′′
m(t), u
′
m(t))Γ1 +
(
|u′m(t)|Pu′m(t), u′m(t)
)
Γ1
+(bm (u′m(t)) , u
′
m(t))Γ1 +
(
u3m(t), u
′
m(t)
)
= 0
considerando las hipótesis para M, 1er T.F.C y definiendo d
dt
M (t) = M (t) en [0, T ] obte-
nemos:
d
dt
{
1
2
‖u′m(t)‖2 +
1
2
M
(‖∇um(t)‖2)+ 1
4
‖um(t)‖44 +
1
2
∫
Γ1
K(um(t))|u′m(t)|2dΓ
}
(3.2.1)
+ ‖∇u′m(t)‖22 + ‖u′m(t)‖p+2p+2,Γ1 + (bm(u′m(t)), u′m(t))Γ1
− 1
2
∫
Γ1
K ′ (um(t))(u
′
m(t))
3
dΓ = 0
definimos la energía
Em(t) =
1
2
‖u′m(t)‖2 +
1
2
M
(‖∇um(t)‖2)+ 1
4
‖um(t)‖44 +
1
2
∫
Γ1
K(um(t))|u′m(t)|2dΓ
reemplazando en (3.2.1) se tiene
d
dt
Em(t) + ‖∇u′m(t)‖22 = −‖u′m(t)‖P+2P+2,Γ1 − (bm(u′m(t)), u′m(t))Γ1+(3.2.2)
+
1
2
∫
Γ1
K ′ (um(t))(u
′
m(t))
3
dΓ
considerando las hipótesis para K(s) dados en (A3): (3.1), (3.2) y aplicando la desigualdad
de Young, se tiene:
K ′ (um (t))u
′
m (t) ≤ |K ′ (um (t))| |u′m (t)|
≤ c (ε) |u′m (t)|p + ε|K ′ (um (t))|
p
p−1
haciendo operaciones adecuadas, obtenemos
− ‖u′m(t)‖P+2P+2,Γ1 +
1
2
∫
Γ1
K ′ (um(t))(u
′
m(t))
3
dΓ(3.2.3)
≤ −
∫
Γ1
|u′m (t)|2
[
|u′m (t)|p − c (ε) |(u′m(t))|p − ε|K ′ (um(t))|
p
p−1
]
dΓ
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además de la hipótesis (A5): se tiene
(3.2.4) − (bm (u′m (t)) , u′m (t))Γ1 ≤ −µ1 ‖u′m (t)‖
2
2,Γ1
de (3.2.3) y (3.2.4), inmersiones de sobolev, hipótesis (A3):(3.3) se obtiene
d
dt
Em(t) + ‖∇u′m(t)‖22 ≤ −µ1 ‖u′m (t)‖22,Γ1 −
1
c
‖u′m (t)‖2,Γ1
+ c (ε) ‖u′m(t)‖p+2p+2,Γ1 + εd0 ‖u′m (t)‖
2
2,Γ1
con c cte. de inmersión, de donde para µ1 suficientemente grande, existe µ > 0 tal que
(3.2.5)
d
dt
Em(t) + ‖∇u′m(t)‖22 ≤ −µ ‖u′m (t)‖22,Γ1
esto es, la energía es no creciente y además es uniformemente acotada.
Definimos F 2m(t) = Em (t)− Em (t+ 1) .
Afirmación: ∃c > 0 tal que Em(t) ≤ cF 2m(t) = c (Em(t)− Em(t+ 1)) .
Integrando, (3.2.5) sobre el intervalo (t, t+1), utilizando T.F.C y la desigualdad de poincaré
se tiene
Em(t+ 1)− Em(t) ≤ − 1
c(Ω)
∫ t+1
t
‖u′m(t)‖22 ds− µ
∫ t+1
t
‖u′m(s)‖22,Γ1 ds
Multiplicando por (−1) la desigualdad anterior
Em(t)− Em(t+ 1)︸ ︷︷ ︸
F 2m(t)
≥ σ
∫ t+1
t
‖u′m(s)‖22 ds σ = mı´n
{
µ,
1
c(Ω)
}
,
esto es,
(3.2.6)
∫ t+1
t
‖u′m(s)‖22 ds ≤
1
σ
F 2m(t)
Por el T.V.M. para integrales, en los intervalos
[
t, t+
1
4
]
y
[
t+
3
4
, t+ 1
]
:
F 2m(t) ≥ σ
∫ t+1
t
‖u′m(t)‖22 dt(3.2.7)
= σ
{∫ t+ 1
4
t
‖u′m(t)‖22 dt+
∫ t+ 3
4
t+ 1
4
‖u′m(t)‖22 dt+
∫ t+1
t+ 3
4
‖u′m(t)‖22 dt
}
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Por el T.V.M. para integrales en
[
t, t+
1
4
]
, ∃ t1 ∈
[
t, t+
1
4
]
tal que
‖u′m(t1)‖22 =
1(
t+ 1
4
− t)
∫ t+1
t
‖u′m(t)‖22 dt,
entonces
(3.2.8) σ
∫ t+ 1
4
t
‖u′m(t)‖22 dt =
1
4
σ ‖u′m(t1)‖22
De igual forma en
[
t+ 3
4
, t+ 1
]
, ∃ t2 ∈
[
t, t+ 1
4
]
tal que
‖u′m(t2)‖22 =
1(
t+ 1− t− 3
4
) ∫ t+1
t+ 3
4
‖u′m(t)‖22 dt ,
entonces
(3.2.9) σ
∫ t+1
t+ 3
4
‖u′m(t)‖22 dt =
1
4
σ ‖u′m(t2)‖22
De (3.2.7) y (3.2.8)
F 2m(t) ≥ σ
∫ t+ 1
4
t
‖u′m(t)‖22 dt
≥ 1
4
σ ‖u′m(t1)‖22 ,
entonces
(3.2.10) ‖u′m(t1)‖2 ≤
2√
σ
Fm(t)
Análogamente de (3.2.7) y (3.2.9)
F 2m(t) ≥ σ
∫ t+1
t+ 3
4
‖u′m(t)‖22 dt
≥ 1
4
σ ‖u′m(t2)‖22 ,
entonces
(3.2.11) ‖u′m(t2)‖2 ≤
2√
σ
Fm(t)
Ahora, reemplazando v por um (t) en (P.A) y con f = 0, se tiene
(um
′′ (t) , um (t)) + (∇u′m (t) ,∇um (t)) +M
(‖∇um (t)‖2) (∇um (t) ,∇um (t))(3.2.12)
+
(
K(um(t))u
′′
m(t) + |u′m(t)|Pu′m(t) + bm (u′m(t)) , um(t)
)
Γ1
+
(
u3m(t), um(t)
)
= 0, um ∈ Wm
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Entonces se tiene la siguiente:
Observación
d
dt
(u′m(t), um(t)) = (u
′′
m(t), um(t)) + (u
′
m(t), u
′
m(t))
Entonces (u′′m(t), um(t)) =
d
dt
(u′m(t), um(t))− ‖u′m(t)‖22 .
De la observación en (3.2.12)
d
dt
(u′m(t), um(t))− ‖u′m(t)‖22 +
1
2
d
dt
‖∇um(t)‖2
+M
(‖∇um(t)‖2) ‖∇um(t)‖2 + ∫
Γ1
K (um(t))u
′′
m(t)um(t)dΓ
+
∫
Γ1
|u′m(t)|Pu′m(t)um(t)dΓ +
∫
Γ1
bm (u′m(t))um(t)dΓ +
∫
Ω
u3m(t)um(t)dx = 0
Mayorando a izquierda, la hipótesis: K(s) ≥ K0 ∧ M(s) > m0 , ∀s ∈ R
d
dt
(u′m(t), um(t))− ‖u′m(t)‖22 +
1
2
d
dt
‖∇um(t)‖2(3.2.13)
+m0‖∇um(t)‖2 +K0
∫
Γ1
u′′m(t)um(t)dΓ +
∫
Γ1
|u′m(t)|Pu′m(t)um(t)dΓ
+
∫
Γ1
bm (u′m(t))um(t)dΓ + ‖um(t)‖44 ≤ 0
de la definición de bm y propiedad arquimediana se obtiene,
(3.2.14) |bm(t)| ≤ µ3 |t|
Desde que M(t) =
∫ t
0
M(r)dr, entonces por el T.V.M. para integrales en [0, t] , obtenemos
M (t) = ct, en (0, t) , de donde
(3.2.15) m0‖∇um(t)‖2 = m0
c
M
(‖∇um(t)‖2)
también se tiene que,
d
ds
(u′m(s), um(s))Γ1 = (u
′′
m(s), um(s)) + (u
′
m(s), u
′
m(s)) = (u
′′
m(s), um(s)) + ‖u′m(s)‖22,Γ1
por lo tanto
(3.2.16) (u′′m(s), um(s))Γ1 =
d
ds
(u′m(s), um(s))− ‖u′m(s)‖22,Γ1
Además desde que, L4 (Ω) →֒ L2 (Ω) se tiene
‖um(ti)‖ ≤ C‖um(ti)‖4 ⇒ ‖um(ti)‖4 ≤ c4 ‖um(ti)‖44 = 4c4
(
1
4
‖um(ti)‖44
)
≤ 4c4 (Em(ti))
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Por lo tanto,
(3.2.17) ‖um(ti)‖ ≤ 4
√
4 c(Em(ti))
1/4 ≤ 4
√
4 c(Em(ti))
1/2, i = 1, 2
Y también de (3.2.10) y (3.2.11) tenemos
(3.2.18) ‖u′m(ti)‖ ≤
2√
σ
Fm(t) , i = 1, 2
Ahora de (3.2.14)-(3.2.18) en (3.2.13) e integrando en (t1, t2) ⊂ (t, t+ 1) obtenemos:
m0
c
∫ t2
t1
M
(‖∇um(s)‖2) ds(3.2.19)
+
∫ t2
t1
‖um(s)‖44 ds ≤ 4c
√
2σ−1 (1 +K0)Fm (t) sup
s∈(t1,t2)
Em
1
2 (s)
+
1
2
‖∇um(t1)‖2 +K0
∫ t2
t1
‖u′m(s)‖22,Γ1ds
+
∫ t2
t1
∫
Γ1
|u′m(s)|P |u′m(s)| |um(s)| dΓds
+ µ3
∫ t2
t1
∫
Γ1
|u′m(s)| |um(s)| dΓds
Observación 1
Se tiene de (3.2.5)
d
dt
Em(t) + ‖∇u′m(t)‖22 ≤ −µ ‖u′m(t)‖22,Γ1 ⇒ µ ‖u′m(t)‖
2
2,Γ1
≤ − d
dt
Em(t)
integrando en (t, t+ 1) :
µ
∫ t+1
t
‖u′m(s)‖22,Γ1 ds ≤ −
∫ t+1
t
d
ds
Em(s)ds = −{Em (t+ 1)− Em (t)}
por lo tanto ∫ t+1
t
‖u′m(s)‖22,Γ1 ds ≤ Em (t)− Em (t+ 1) = Fm2 (t)
Observación 2
Por la desigualdad de Young obtenemos∫ t2
t1
∫
Γ1
|u′m (s)| |um (s)| dΓds ≤
∫ t+1
t
∫
Γ1
|u′m (s)| |um (s)| dΓds, (t1, t2) ⊂ (t, t+ 1)
≤ cε
∫ t+1
t
‖u′m (s)‖22,Γ1ds+ ε
∫ t+1
t
‖um (s)‖22,Γ1ds
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de la observación 2 en (3.2.19), considerando
c5 = mı´n
(m0
c
, 1
)
, c6 = 4c
√
2σ−1 (1 +K0)
se tiene
c5
(∫ t2
t1
M
(‖∇um(s)‖2) ds+ ∫ t2
t1
‖um(s)‖44 ds
)
≤ c6Fm (t) sup
s∈(t1,t2)
Em
1
2 (s)(3.2.20)
+
1
2
‖∇um(t1)‖2 +K0F 2m (t) +
∫ t2
t1
∫
Γ1
|u′m(s)|P |u′m(s)| |um(s)| dΓds
+ µ3cεF
2
m (t) + µ3ε
∫ t+1
t
‖um (s)‖22,Γ1ds
integrando la energía de t1 a t2 y de (3.2.20), se obtiene∫ t2
t1
Em (s) ds ≤ 1
2
∫ t2
t1
‖u′m (s)‖2ds+
1
2
∫ t2
t1
M
(‖∇um(s)‖2) ds(3.2.21)
+
1
4
∫ t2
t1
‖um (s)‖44ds+
1
2
∫ t2
t1
∫
Γ1
K (um (s)) |u′m(s)|2dΓds
≤
∫ t2
t1
‖u′m (s)‖2ds+
∫ t2
t1
M
(‖∇um(s)‖2) ds+ ∫ t2
t1
‖um (s)‖44ds
+
∫ t2
t1
∫
Γ1
K (um (s)) |u′m(s)|2dΓds
≤ 1
c5
{
c6Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) +
1
2
‖∇m (t1)‖2 +K0Fm2 (t)
+µ3c3Fm
2 (t) +
∫ t2
t1
∫
Γ1
|u′m(s)|p |u′m(s)| |um(s)| dΓds
+µ3ε
∫ t+1
t
‖um (s)‖22,Γ1 ds
}
+
∫ t2
t1
‖u′m (s)‖2ds+
∫ t2
t1
∫
Γ1
K (um (s)) |u′m(s)|2dΓds
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Observación 3
De la hipótesis sobre K : 0 < K0 ≤ K (s) ≤ K1 (1 + |s|p) , p > 1∫ t2
t1
∫
Γ1
K (um (s)) |u′m(s)|2dΓds ≤ K1
∫ t2
t1
∫
Γ1
(1 + |um (s)|p) |u′m(s)|2dΓds(i)
= K1
∫ t2
t1
∫
Γ1
|u′m(s)|2dΓds
+K1
∫ t2
t1
∫
Γ1
|um (s)|p|u′m(s)|2dΓds
= K1
∫ t2
t1
‖u′m(s)‖22,Γ1ds
+K1
∫ t2
t1
∫
Γ1
|um (s)|p|u′m(s)|2dΓds
≤ K1Fm2 (t) +K1
∫ t2
t1
∫
Γ1
|um (s)|p|u′m(s)|2dΓds
De la expresión (i)
Fm
2 (t) ≥ σ
∫ t+1
t
‖u′m (s)‖22ds
entonces ∫ t+1
t
‖u′m (s)‖22ds ≤
1
σ
Fm
2 (t)
de la observación 3 en (3.2.21)∫ t2
t1
Em (s) ds ≤ c7Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) + c8Fm
2 (t)(3.2.22)
+ c9
∫ t2
t1
∫
Γ1
|u′m (s)|p |u′m(s)| |um(s)| dΓds
+ c10‖∇um (t1)‖2 + c11
∫ t+1
t
‖um (s)‖22,Γ1ds+
1
σ
Fm
2 (t)
+K1Fm
2 (t) +K1
∫ t2
t1
∫
Γ1
|um (s)|p|u′m(s)|2dΓds
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donde
(
c7 =
c6
c5
, c8 = K0 + µ3c3, c9 =
1
c5
, c10 =
1
2c5
, c11 =
εµ3
c5
)
∫ t2
t1
Em (s) ds ≤ c7Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) + c12Fm
2 (t)
+ c9
∫ t2
t1
∫
Γ1
|u′m (s)|p |u′m(s)| |um(s)| dΓds+ c10‖∇um (t1)‖2
+ c11
∫ t+1
t
‖um (s)‖22,Γ1ds+K1
∫ t2
t1
∫
Γ1
|um (s)|p|u′m(s)|2dΓds
≤ c7Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) + c12Fm
2 (t) + c13Fm (t)Em
1
p (t)
por el T.V.M. para integrales existe t˜ ∈ (t1, t2) tal que∫ t2
t1
Em (s)ds = (t2 − t1)Em
(
t˜
)
,
entonces en (3.2.19)
(t2 − t1)Em
(
t˜
) ≤ c7Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) + c12Fm
2 (t) + c13Fm (t)Em
1
p (t)
(3.2.23) Em
(
t˜
) ≤ c14Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) + c15Fm
2 (t) + c16Fm (t)Em
1
p (t)
donde
(
c14 =
c7
t2 − t1 , c15 =
c12
t2 − t1 , c16 =
c13
t2 − t1
)
. Por la desigualdad de Young
para p = q = 2 y constantes cε, ε :
c14Fm (t) sup
s∈(t1,t2)
Em
1
2 (s) = cε(c14Fm (t))
2 + ε
(
sup
s∈(t1,t2)
Em
1
2 (s)
)2
(3.2.24)
= cε(c14)
2Fm
2 (t) + ε sup
s∈(t1,t2)
Em (s) ; 0 < ε < 1
Por la desigualdad de Young para p y q =
p
p− 1;
1
p
+
p− 1
p
= 1, se tiene
c16Fm (t)Em
1
p (t) = (c16Fm (t))Em
1
p (t)(3.2.25)
≤
(
p− 1
p
)
(c16Fm (t))
p
p−1 +
1
p
(
Em
1
p (t)
)p
=
(
p− 1
p
)
c16
p
p−1 + (Fm (t))
p
p−1 +
1
p
Em (t)
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esto es,
c16Fm (t)Em
1
p (t) ≤
(
p− 1
p
)
c16
p
p−1
Fm(t)
p
p−1 +
1
p
Em (t)
para p = 2, se tiene
c16Fm (t)Em
1
2 (t) ≤ 1
2
c16
2Fm(t)
2 +
1
2
Em (t)
de (3.2.24) y (3.2.25) en (3.2.23).
E
(
t˜
) ≤ cεc214Fm2 (t) + ε sup
s∈(t1,t2)
Em (s) + c15Fm
2 (t) +
1
2
c213Fm
2 (t) +
1
2
Em (t)
E
(
t˜
) ≤ c16Fm2 (t) + ε sup
s∈(t1,t2)
Em (s) +
1
2
Em (t) ; c16 = cεc
2
14 + c15 +
1
2
c213
≤ c16Fm2 (t) +
(
ε+
1
2
)
sup
s∈(t,t+1)
Em (s) ; (t1, t2) ⊂ (t, t+ 1)
t˜ ∈ (t1, t2) ⊂ (t, t+ 1) , tomando sup en el intervalo (t, t+ 1)
sup
s∈(t,t+1)
Em (s) ≤ c16Fm2 (t) +
(
ε+
1
2
)
sup
s∈(t,t+1)
Em (s)
tomando ε =
1
4
; ε+
1
2
=
3
4(
1− ε− 1
2
)
sup
s∈(t,t+1)
Em (s) ≤ c16Fm2 (t) ,
(
1
4
)
sup
s∈(t,t+1)
Em (s) ≤ c16Fm2 (t)
por tanto ,
sup
s∈(t,t+1)
Em (s) ≤ 4c16Fm2 (t)
esto es existe, c = 4c16 constante tal que,
sup
s∈(t,t+1)
Em (s) ≤ c17 (Em (t)− Em (t+ 1)) , definición de Fm2 (t)
y como Em es acotado y no negativo del Lema de Nakao existen contantes C > 0 y γ > 0,
tales que
Em (t) ≤ C exp (−γt) ; ∀t > 0,
y pasando al límite se tiene
E (t) ≤ C exp (−γt) ; ∀t > 0.
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Capítulo 4
Conclusiones
Se ha trabajado con la técnica dada por una consecuencia del Lema de Nakao, aplicada
a energías definidas sobre subespacios finitamente generado, para luego, pasando al límite,
obtener el decaimiento tanto, exponencial como polinomial. Se han tenido muchos cuidado
con las estimativas de la energía tanto a derecha como a izquierda.
Estas aproximaciones por energía definidas en subespacios finitamente generado pueden ser
aplicables a otros problemas de E.D.P.
Los problemas con inclusión diferencial generalmente se presentan en la teoría de Desiciones
y en la Física, en especial en mecánica de sólidos.
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