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5Re´sume´
Cette the`se est divise´e en trois parties inde´pendantes. Le premier cha-
pitre est consacre´ a` un cas particulier de proble`mes mixtes de gestion de
portefeuille et de liquidation optimale d’un actif indivisible. Le deuxie`me
chapitre est de´die´ a` l’e´tude des e´quations re´trogrades du second ordre sous
contraintes convexes pour le processus de gain tandis que le troisie`me cha-
pitre est voue´ a` l’e´tude d’un mode`le a` volatilite´ stochastique.
Le proble`me mixte de gestion de portefeuille consiste a` e´tudier le com-
portement d’un particulier posse´dant un portefeuille d’actifs financiers ainsi
qu’un actif indivisible dont il veut re´aliser la vente. On suppose que le risque
associe´ a` l’actif indivisible ne peut eˆtre couvert par une gestion dynamique
du portefeuille. L’ objectif de cet agent est de maximiser l’espe´rance de l’uti-
lite´ de son gain lors de la vente. Nous donnons une formulation explicite de
la fonction valeur ainsi que des strate´gies optimales associe´es pour une fonc-
tion d’utilite´ ge´ne´rale.
Par ailleurs, nous nous sommes penche´s sur le proble`me des e´quations re´-
trogrades du second ordre avec contraintes convexes sur le processus de gain.
Comme pour le cas du premier ordre, on montre via une approche trajecto-
rielle que les EDSRs du second ordre avec contraintes convexes admettent
une solution minimale. Nous donnons, de plus, une formule de repre´senta-
tion stochastique pour cette solution.
Enfin nous avons e´tudie´ un mode`le de prix d’actif ou` la volatilite´ instan-
tane´e de´pend de la courbe de volatilite´ forward. Notre proposons un de´ve-
loppement asymptotique du prix d’une option pour de petites variations de
la volatilite´. Notre approche a consiste´ a` utiliser l’analogie avec les mode`les
de taux et utiliser la stabilite´ des solutions de viscosite´ dans les espaces de
Hilbert.
Mots cle´s : maximisation d’utilite´, enveloppe concave, solution de vis-
cosite´ dans des espaces de Hilbert, EDSR du second ordre, volatilite´ sto-
chastique.
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7Abstract
We consider three independent topics. First, we study a mixed invest-
ment sell problem. It consists in studying the behavior of a risk-averse agent
who has to manage a portfolio and an indivisible asset to sell. The indivisi-
ble asset is assumed to be independent of the portfolio of assets. The aim of
the agent is to maximize the expected utility of its total wealth at the sell
time. We give an explicit calculation of the value function and its associated
optimal rules.
Secondly, we consider second order backward SDEs with convex con-
straints on the gain process. We show via a pathwise approach that this
problem admits a minimal solution. We provide a stochastic representation
formula for this solution.
Finally, we study a pricing model where the instantaneous volatility de-
pends on the forward variance curve. We propose an asymptotic expansion
of the option price for small variations of the volatility. Our approach con-
sists in using the analogy between the bond price model and the stability of
viscosity solutions in Hilbert spaces.
Key words: mixed investment/sell problem, concave hull, viscosity so-
lutions in Hilbert spaces, constrained 2BSDEs, stochastic volatility model.
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Chapitre 1
Introduction Ge´ne´rale
1.1 Le proble`me mixte d’investissement et d’arreˆt
optimal
Cette the`se se divise en trois parties inde´pendantes. Le premier chapitre
est consacre´ a` un cas particulier de proble`mes mixtes de gestion de porte-
feuille et de liquidation optimale d’un actif indivisible. Le deuxie`me cha-
pitre analyse le cas d’e´quations re´trogrades du second ordre sous contraintes
convexes pour le processus de gain tandis que le troisie`me chapitre est de´die´
a` l’e´tude d’un mode`le a` volatilite´ stochastique ou` la volatilite´ de la volatilite´
de´pend d’une courbe de volatilite´ forward.
1.1.1 Le proble`me de gestion de portefeuille
Le proble`me de gestion de portefeuille est un proble`me classique en ma-
the´matiques financie`res. Un investisseur cherche a` ge´rer dynamiquement sa
richesse sur une dure´e limite´e ou illimite´e. C’est a` dire qu’il cherche a` re´aliser
la meilleure strate´gie d’investissement tout en optimisant la consommation
de son portefeuille. Sa richesse est constitue´e d’une partie risque´e, typique-
ment un portefeuille d’actions mais aussi d’une partie non risque´e place´e
sur un compte bancaire. Le cour des valeurs du portefeuille peut eˆtre de´crit
par un processus stochastique S de dimension d ou` d repre´sente le nombre
d’actifs du portefeuille. On mode´lise la strate´gie d’investissement par un
processus d dimensionnel π et la consommation par un processus positif c.
Ainsi sous hypothe`se que le taux d’actualisation est nul, la richesse du por-
tefeuille sous strate´gie d’investissement π et pour un capital initial x, Xx,π,c
s’exprime par :
Xx,π,ct = x+
∫ t
0
πu
dSu
Su
−
∫ t
0
cudu (1.1)
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La mode´lisation sous espe´rance d’utilite´ permet de prendre en compte le
comportement de l’investisseur. En effet, a` espe´rance e´gale, l’investisseur
pre´fe`rera obtenir de petits gains avec une plus grande chance de re´ussite
plutoˆt que de toucher une somme plus importante mais avec une probabi-
lite´ plus faible de succe`s. Il est donc ne´cessaire de prendre en compte cette
attitude via l’introduction d’une fonction, appele´e fonction d’utilite´, stricte-
ment croissante et concave de la richesse Xx,π,c. Ainsi au de´but, l’agent a
une forte appe´tence au gain mais ses exigences deviennent moindres au fur
et a` mesure que sa richesse s’accroit. Le proble`me ge´ne´rique de gestion de
portefeuille avec consommation est donc de´fini par :
V (t, x) = sup
(c,π)∈X
Et
[ ∫ T
0
U1(cu)du+ U2(X
x,π,c
T )
]
(1.2)
ou` X repre´sente l’ensemble des strate´gies d’investissement et de consom-
mation possibles, U1, U2 sont deux fonctions d’utilite´ et T ∈ R+ est une
maturite´ donne´e.
Sous hypothe`se de marche´ complet, en conside´rant une fonction d’utilite´
puissance :
U(x) =
xp
p
, p ∈ [0, 1].
et en mode´lisant la richesse du portefeuille par une diffusion Black-Scholes,
Merton [63] donne le premier une re´ponse explicite a` ce proble`me. Par des
me´thodes de controˆle stochastique, il parvient a` calculer explicitement la
fonction valeur V et calcule la strate´gie optimale. D’autres e´tudes suivront
et e´tendront le pre´ce´dent re´sultat a` des fonctions d’utilite´ plus ge´ne´rales
tout en conservant la comple´tude du marche´. La re´solution de ce genre de
proble`mes utilise la concavite´ de la transforme´e de Fenchel et exploite la
concavite´ de la fonction d’utilite´. C’est le cas notamment de Karatzas, Le-
hoczky, Sethi, et Shreve[47] ainsi que Cox et Huang [14] ou encore de Pliska
[73].
L’introduction d’incomple´tude dans le marche´ est aussi source de nom-
breuses pistes de recherche. He and Pearson dans [39], Karatzas, Lehoczky,
Shreve et Xu dans [48] ainsi que Kramkov et Schachermayer dans [54] pro-
posent un proble`me variationnel dual et retrouvent la solution du proble`me
originel via la dualite´. Par ailleurs, Cvitanic et Karatzas dans [19] intro-
duisent des contraintes sur les strate´gies d’investissement.
E´tudions maintenant une premie`re famille de proble`mes mixtes d’investis-
sement optimal et d’arreˆt optimal. Il apparaˆıt clairement qu’une possible
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extension de (1.2) consiste a` conside´rer un horizon T ale´atoire, a` de´termi-
ner. Dans ce contexte, la fonction V ne de´pend plus du temps. On peut alors
de´finir le proble`me suivant :
V (x) = sup
(π,c)∈X ,τ∈T
E
[ ∫ τ
0
U1(cu)du+ U2(X
x,π,c
τ )
]
, (1.3)
ou` T repre´sente un ensemble de temps d’arreˆts correctement adapte´s pou-
vant prendre des valeurs infinies. Cette proble´matique a e´te´ re´solue via
une me´thode duale par Karatzas et Wang dans [52]. Si l’on suppose que
la consommation et que la strate´gie de portefeuille sont donne´es et de´ter-
mine´es alors (1.3) correspond a` un proble`me d’arreˆt optimal. Le proble`me
d’arreˆt optimal se de´finit de la manie`re suivante :
v(x) = sup
τ∈T
E
[
Xτ
]
, (1.4)
ou` X := Xπ,c,x. On peut alors envisager cette proble´matique comme la de´-
termination de la meilleure date de vente pour le portefeuille X. Il est bien
connu que la strate´gie d’arreˆt optimale est le premier temps ou` l’enveloppe
de Snell de X, c’est a` dire la plus petite surmartingale dominant X, “vient
toucher“ X. Beaucoup de travaux ont e´te´ effectue´s sur ce sujet. On mention-
nera en particulier Shiryaev [80], Fakeev [33] dans le cas ou` X est markovien,
El Karoui [28], Karatzas et Shreve , Appendice D [50] dans un cadre plus
general. Ce proble`me est aussi fortement lie´ aux proble`mes d’options ame´-
ricaines, Karatzas [46], Karatzas et Shreve [50].
D’autres types de proble`mes mixtes d’investissement optimal et d’arreˆt opti-
mal peuvent eˆtre envisage´s. Par exemple, nous pouvons mentionner Karatzas
et Sudderth [51] qui s’inte´ressent a` un proble`me de jeux ou` un ”controˆleur“
cherche a` maximiser son profit tandis qu’un ”stoppeur“ cherche a` l’arreˆter.
Nous pouvons aussi mentionner Henderson [41], Evans et Hobson [42] ainsi
que Henderson et Hobson [42]. Cette dernie`re publication est a` l’origine de
notre e´tude. Je l’exposerai plus en de´tails dans la section suivante.
1.1.2 Le proble`me d’Henderson et Hobson [42]
Le proble`me mixte d’investissement et d’arreˆt optimal de´crit par Hender-
son et Hobson [42] peut eˆtre de´crit de la manie`re suivante. Nous conside´rons
un investisseur averse au risque posse´dant un portefeuille d’actifs ainsi qu’un
actif re´el et indivisible qu’il cherche a` vendre. Son objectif est de maximiser
l’utilite´ de sa richesse finale.
Le caracte`re indivisible de l’actif traduit le fait qu’il ne peut eˆtre divise´ en
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actions. Par exemple, on peut conside´rer qu’une petite usine de production
ou un morceau de terrain sont des actifs indivisibles. On suppose par ailleurs,
que l’actif indivisible et le portefeuille sont inde´pendants. Du fait que cet
actif ne puisse eˆtre re´plique´ par une strate´gie de portefeuille ade´quate, le
marche´ est incomplet.
Soit (Ω,F , {Ft}t≥0,P) un espace de probabilite´ filtre´ et Bt un Ft-mouvement
Brownien. On mode´lise la dynamique du processus indivisible Y y par :
dY yt = Y
y
t
(
µ(Y yt )dt+ σ(Y
y
t )
)
dBt Y
y
0 = y > 0.
ou` µ et σ sont telles que l’e´quation ci-dessus admet une unique solution
forte. Notre proble`me est de´fini par :
V (x, y) = sup
X∈M⊥(x,y)
τ∈T
E
[
U(Xτ + Y
y
τ )
]
.
ou` U est une fonction d’utilite´ quelconque, T est un ensemble de temps
d’arreˆt et M⊥(x, y) est essentiellement l’ensemble des martingales ca`dla`g
de corre´lation instantane´e nulle avec Y y a` toutes dates t. Ces hypothe`ses
ge´ne´ralisent celles de Henderson et Hobson [42] qui conside`rent une fonction
d’utilite´ puissance et supposent que µ et σ sont constants.
Cette mode´lisation comporte a` priori plusieurs handicaps. En effet, le porte-
feuille d’actif X est mode´lise´ par une martingale alors que, avec la pre´sence
de l’actif indivisible, on est sous hypothe`se de marche´ incomplet. De plus,
il semble a` premie`re vue difficile de tirer parti de cette situation, puisque
le portefeuille et le prix de l’actif indivisible sont suppose´s de´corre´le´s. Par
exemple, conside´rons le proble`me de gestion de portefeuille suivant :
i(x) = sup
X∈M(x)
E
[
U(Xτ )
]
, x ∈ R, (1.5)
ou` M(x) est un ensemble de martingales et τ un temps d’arreˆt fixe´. Par
optimalite´ et par ine´galite´ de Jensen, on constate que i = U . De plus la
strate´gie optimale X∗ consiste a` ne pas investir, c’est a` dire X∗t = x sur
[0, τ ].
La question que nous posons est donc de savoir si l’ajout d’un actif indivi-
sible de´corre´le´ impacte la strate´gie de portefeuille. En d’autres termes, est-il
toujours optimal de ne pas investir ? Henderson et Hobson montrent que,
sous certaines conditions, l’investisseur a en effet tout inte´reˆt a` ge´rer dy-
namiquement son portefeuille en accord avec la vente de l’actif indivisible.
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Ce mode`le, certes imparfait par sa mode´lisation, n’en est pas moins un bon
benchmark pour des e´tudes ulte´rieures.
1.1.3 Re´sultats
Dans un premier temps, en restreignant l’ensemble des strate´gies de por-
tefeuille M⊥(x, y) aux martingales continues, on parvient a` montrer, via
une e´quation de la programmation dynamique, que V est plus grande que
l’enveloppe concave partiellement en x et partiellement en z de la fonction :
U¯(x, z) := U(x+R(z))
ou` R est l’inverse de la fonction d’e´chelle S de Y y. La construction d’une telle
enveloppe concave, nomme´e U¯∞, se construit via concavifications partielles
successives. C’est a` dire que U¯∞ est la limite de la suite croissante suivante :
U¯0 = U¯ ,
U¯2n = (U¯2n−1)
concx ,
U¯2n+1 = (U¯2n)
concz .
ou` U¯2n est la plus petite fonction concave par rapport a` la variable x au
dessus de U¯2n−1 alors que U¯2n+1 est la plus petite fonction concave par
rapport a` la variable z au dessus de U¯2n. Nous devons souligner qu’a` chaque
e´tape de concavification partielle, on peut perdre le caracte`re concave de la
pre´ce´dente concavification. Cette construction est tre`s importante pour la
construction des strate´gies optimales comme nous le verrons plus tard. Par
ailleurs, de par la concavite´ partielle de U¯∞ en x et en z et la de´finition de
V , l’ine´galite´ de Jensen nous donne :
V (x, y) ≤ U¯∞(x, S(y))
Cet argument n’est pas rigoureux, ne´anmoins il donne une bonne intuition
du calcul de la fonction valeur V . On en donnera une argumentation rigou-
reuse dans le chapitre 2. Ainsi sous de bonnes hypothe`ses, nous pouvons
e´valuer la fonction valeur V comme la plus petite fonction concave partiel-
lement en sa premie`re variable et partiellement en sa seconde qui domine U¯ ,
c’est a` dire :
V (x, y) = U¯∞(x, S(y))
Reste donc maintenant a` utiliser cette structure pour construire les strate´-
gies optimales.
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Les strate´gies ε-optimales sont de´finies de la manie`re suivante. Pour une suite
de temps de sauts correctement de´finies (τni )n∈N;1≤i≤n+1, on peut de´finir
cette suite de martingales :
X0t = x ∀t > 0.
Xnt = x1t∈[0,τn1 ) +
n−1∑
i=1
ηni (X
n
τni−1
, S(Y yτni
))1t∈[τni ,τni+1) + η
n
n(X
n
τnn−1
, S(Yτnn ))1t∈[τnn ,∞).
ou` a` chaque temps d’arreˆt τni et pour v fixe´, η
n
i (u, v) saute alternativement
avec respectivement une probabilite´ pni (u, v) et 1− pni (u, v) entre :
ani (u, v) := inf
{
α, α ≥ u : U¯2(n−i+1)(α, v) = U¯2(n−i+1)−1(α, v)}.
bni (u, v) := sup
{
α, α ≤ u : U¯2(n−i+1)(α, v) = U¯2(n−i+1)−1(α, v)}.
Cette construction est directement lie´e a` un proble`me de gestion de porte-
feuille avec fonction d’utilite´ non concave et maturite´ ale´atoire fixe´e comme
nous le montrerons dans le chapitre 2. A chaque concavification en x, c’est
a` dire le fait de passer de U¯2(n−i+1)−1 a` U¯2(n−i+1), on re´sout un proble`me
de gestion de portefeuille avec fonction d’utilite´ non concave et maturite´ ale´a-
toire fixe´e τni . Par ailleurs, on de´finit la suite de temps d’arreˆt (τ
n
i )n∈N;1≤i≤n+1
de la manie`re suivante :
τ01 = inf
{
t ≥ 0 : U¯1(x, Zt) = U¯0(x, Zt)
}
.
τn1 = inf
{
t ≥ 0 : U¯2n+1(x, Zt) = U¯2n(x, Zt)
}
.
...
τni = inf
{
t ≥ τni−1 : U¯2(n−i+1)+1(Xnτni−1 , Zt) = U¯
2(n−i+1)(Xnτni−1 , Zt)
}
, i ∈ {1 . . . n+ 1}.
Ainsi a` chaque concavification par rapport z, on fixe la richesse Xnτni−1
et on
re´sout un proble`me d’arreˆt optimal. Cette structure est directement lie´e a`
la construction de l’enveloppe concave partiellement en x et en z, U∞. Nous
proposons alors le re´sultat suivant :
Re´sultat 1.1. Sous de bonnes hypothe`ses, pour tout ε > 0, il existe n ∈ N
tel que
ε+ E
[
U¯0
(
Xnτnn+1 , Zτ
n
n+1
)]≥ U¯∞(x, S(y)). (1.6)
ou` (Xn, τnn+1) ∈M⊥(x, y)× T sont des strate´gies ε-optimales. De plus,
U¯∞
(
x, S(y)
)
= lim
n→∞
E
[
U¯0
(
Xnτnn+1 , Zτ
n
n+1
)]
. (1.7)
Si µ une fonction ne´gative sur R+∗ , alors
V (x, y) = U
(
x+ y
)
. (1.8)
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Nous ne sommes par parvenus a` obtenir de la convergence pour les suites de
temps d’arreˆts et de martingales que nous avons conside´re´s. Ceci explique
que nous n’ayons obtenu que des strate´gies ε-optimales. Ne´anmoins, si la
suite (U¯n)n est stationnaire, alors on est en mesure d’exhiber des strate´gies
optimales. Il se trouve que c’est pre´cisement le cas pour une fonction d’utilite´
puissance et des coefficients constants, comme chez Henderson et Hobson
[42].
De la meˆme manie`re que Henderson et Hobson [42], on constate que,
sous certaines conditions, on ne peut pas tirer profit de la vente de l’actif
indivisible et qu’il est pre´fe´rable de ne pas investir. Cependant, la plupart du
temps, une gestion dynamique du portefeuille allie´e a` une bonne strate´gie
de vente permet d’accroitre son gain final.
1.1.4 Conclusion
Les re´sultats que nous obtenons sont consistants avec ceux obtenus par
Henderson et Hobson [42]. Notre apport a consiste´ a` utiliser une approche de
type controˆle stochastique. Cette dernie`re nous a permis de ge´ne´raliser leurs
re´sultats au cas d’une fonction d’utilite´ quelconque et pour une diffusion
de l’actif indivisible plus ge´ne´rale. Enfin, nous constatons que l’analyse de
ce mode`le malgre´ ses imperfections est un bon benchmark pour de futures
e´tudes. On sait de´sormais que la vente d’un actif indivisible, meˆme de´corre´le´
du marche´, peut eˆtre source de profit et a un impact sur la strate´gie de
portefeuille.
1.2 2EDSRs avec contraintes convexes
1.2.1 Rappels sur les EDSRs du premier et du second ordre
Soit un espace de probabilite´ filtre´ (Ω,F , {Ft}t∈[0,1],P), une fonction f
progressivement mesurable de Ω× [0, 1]×Rd+1 dans R et une variable ale´a-
toire ξ ∈ L2(Ω), F1-adapte´e. On peut de´finir la solution de l’e´quation re´-
trograde du premier ordre (EDSR) de parame`tres f et ξ par un couple de
processus (Y, Z) ve´rifiant :
Yt = ξ +
∫ 1
t
f(ω, s, Ys, Zs)ds−
∫ 1
t
ZsdBs, 0 ≤ t ≤ 1, P− a.s. (1.9)
ou` Bt est un Ft-mouvement Brownien de dimension d. On appelle f , le ge´-
ne´rateur de la backward et ξ, sa valeur terminale.
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Les e´quations re´trogrades ont e´te´ introduites par Bismut [7] dans le cas ou` le
ge´ne´rateur f est line´aire. Pardoux et Peng [65] en 1990 e´tendent ses re´sultas
au cas ou` f est une application Lipschitzienne par rapport aux variables y
et z et proposent un re´sultat d’existence et d’unicite´. Par la suite, il a e´te´
montre´ que l’on peut affaiblir ces hypothe`ses. Par exemple, Lepeltier, San
Martin [55] ont conside´re´ le cas ou` le ge´ne´rateur est continu et a` croissance
line´aire. Kobylanski [53], quant a` elle, a montre´ l’existence d’une solution
maximale dans le cas ou` le ge´ne´rateur f est a` croissance line´aire en y et a`
croissance quadratique en z avec une valeur terminale borne´e. Ce dernier cas
est tre`s utile en finance puisqu’il permet de re´soudre des proble`mes de ges-
tion de portefeuille sous contraintes, graˆce a` une approche backward, dans
le cas ou` la fonction d’utilite´ est exponentielle, El Karoui et Rouge [79] et
Hu, Imkeller et Muller [43].
On peut aussi conside´rer des e´quations diffe´rentielles re´trogrades re´fle´chies
(REDSR). Elles ont e´te´ introduites par El Karoui, Kapoudjian, Pardoux,
Peng et Quenez [30] et consistent a` imposer au processus Y de rester au
dessus d’un seuil donne´. Ces e´quations re´trogrades re´fle´chies sont fortement
lie´es au pricing d’options ame´ricaines, El Karoui, Peng et Quenez [31]. Par
ailleurs, on peut aussi conside´rer le cas de syste`me forward-backward lorsque
l’on mode´lise la valeur terminale ξ comme la solution d’une e´quation diffe´-
rentielle stochastique forward ordinaire de´pendant de Y et de Z, Ma et
Young [60].
Le cas ou` la solution terminale est un processus de Markov, typiquement
ξ = B1, a d’inte´ressantes applications. En effet, on peut montrer que la so-
lution de l’EDSR est Markovienne, c’est a` dire qu’elle peut se repre´senter
comme une fonction de´pendant du temps t et de Bt, solution d’une e´qua-
tion aux de´rive´es partielles quasi-line´aire (c’est a` dire line´aire par rapport
au terme de de´rive´e seconde), Pardoux et Peng [66].
Les e´quations stochastiques du second ordre (2EDSRs) ont e´te´ introduites
par Cheredito, Soner et Touzi [13]. Dans un cadre Markovien, ils montrent
que la solution d’une telle e´quation induit une e´quation aux de´rive´es par-
tielles non line´aire. Cependant, ils ne parviennent pas a` de´montrer l’existence
d’une telle solution dans un cadre plus ge´ne´ral. Le mode`le a` volatilite´ incer-
taine a e´te´ introduit par [1] et [59] pour prendre en compte le risque associe´
a` l’estimation de la volatilite´. Plus pre´cise´ment, la valeur de la volatilite´
n’est spe´cifie´e que comme appartenant a` un intervalle donne´. Le proble`me
de couverture sous ce mode`le est directement lie´ a` l’e´quation non line´aire
de Black-Scholes-Barrenblat. Denis and Martini [24] e´tendent le mode`le a`
volatilite´ incertaine a` une famille de probabilite´s (voir chapitre 3) graˆce a` la
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notion d’analyse quasi-suˆre. Grossie`rement parlant, ils proposent un cadre
mathe´matique cohe´rent afin de pouvoir faire de l’analyse stochastique simul-
tane´ment pour une famille de probabilite´s singulie`res. Dans ce contexte, on
peut mentionner Denis, Hu, Peng [23] qui e´tablissent une connexion entre le
mode`le a` volatilite´ incertaine et la notion de G-expectation introduite par
Peng [68, 67]. Soner, Touzi et Zhang [83] montrent un the´ore`me de repre´-
sentation pour une G-martingale et donnent ainsi une solution au proble`me
de couverture dans le mode`le a` volatilite´ incertaine. Puis, ils se penchent
sur l’e´tude des cibles stochastiques du second ordre [85] et montrent que
la solution d’un tel proble`me est solution d’une 2EDSR. Enfin, dans [86],
ils montrent l’existence et l’unicite´ d’une solution pour une 2EDSR a` ge´ne´-
rateur Lipschitzien en y et en z, proposent une formule de repre´sentation
pour cette solution et donnent une extension non line´aire de la formule de
Feynman-kac. Possamai et Zhou [75, 76] ont re´cemment e´tendu les re´sultats
pre´ce´dents au cas des e´quations re´trogrades du second ordre unidimensio-
nelles dont le ge´ne´rateur est continu, a` croissance quadratique en sa variable
z et dont la valeur terminale est borne´e. Cette extension a permis de consi-
de´rer des e´quations re´trogrades du second ordre re´fle´chies ainsi que d’e´tudier
le proble`me de gestion de portefeuille dans le mode`le a` volatilite´ incertaine,
Matoussi, Possamai et Zhou [62, 61].
Pour notre e´tude, nous nous sommes inte´resse´s en particulier au cas des
e´quations diffe´rentielles re´trogrades du premier et du second ordre avec
contraintes. Pour simplifier, conside´rons le cas des EDSRs contraintes du
premier ordre :
Soit un espace de probabilite´ filtre´ (Ω,F , {Ft}t∈[0,1],P), une fonction f pro-
gressivement mesurable de Ω× [0, 1]×R1+d dans R et une variable ale´atoire
ξ ∈ L2(Ω), F1-adapte´e, nous nous sommes inte´resse´s au proble`me suivant :
Yt = ξ +
∫ 1
t
fu(Yu, Zu)du−
∫ 1
t
ZudBu +K1 −Kt, 0 ≤ t ≤ 1, P− a.s.
(1.10)
Φt(t, Yt, Zt) = 0, 0 ≤ t ≤ 1, P− a.s. (1.11)
ou` B est un mouvement Brownien d-dimensionel et Φ est une fonction de
Ω × [0, T ] × R1+d dans R+. Une solution minimale de ce proble`me est un
triplet (Y, Z,K), ou` K est un processus croissant positif et ca`dla`g, telle que
toute autre solution (Y ∗, Z∗,K∗) de (1.10) et (1.11) ve´rifie :
Y ∗t ≥ Yt, 0 ≤ t ≤ 1, P− a.s.
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Ce proble`me a tout particulie`rement e´te´ e´tudie´ par Cvitanic et Karatzas [20]
dans le cas ou` la contrainte est de la forme :
ρc(Zt) = 0, 0 ≤ t ≤ 1, P− a.s. (1.12)
ou` ρc correspond a` la distance entre Z et un ensemble convexe ferme´ C
contenant l’origine. En effet, ils montrent que le proble`me de couverture
sous contraintes de portefeuille peut eˆtre re´solu par une approche backward.
En revanche, ils ne montrent pas un re´sultat d’existence pour ce proble`me.
Cvitanic, Karatzas et Soner [21] re´solvent ce proble`me par une approche de
type controˆle stochastique en obtenant un the´ore`me de repre´sentation pour
la solution minimale de (1.10) et (1.12). En revanche, ils imposent au ge´ne´-
rateur d’eˆtre convexe en z afin de pouvoir prendre sa conjugue´e de Fenchel.
Cette hypothe`se leur permet de re´sonner par pe´nalisation et de construire
la solution minimale comme limite monotone d’une suite d’ EDSRs pe´na-
lise´es. D’autres traveaux ont e´te´ effectue´s sur ce sujet, on peut mentionner
Buckdahn et Hu [9, 10]. Dans ce dernier papier, ils s’inte´ressent au pro-
ble`me de couverture d’options ame´ricaines sous contraintes de portefeuilles
en utilisant une EDSR contrainte unidimensionnelle comportant un mouve-
ment Brownien, un processus de Poisson et une barrie`re via une me´thode
de pe´nalisation. Finalement, les travaux de Peng [67], Peng et Xu [69, 71]
donnent des re´sultats ge´ne´raux sur les EDSRs re´fle´chies avec contraintes.
En particulier, Peng prouve l’existence d’une solution minimale pour le pro-
ble`me (1.10) et (1.11).
Nous nous sommes inte´resse´s dans un premier temps a` e´tendre les re´-
sultats de Cvitanic, Karatzas et Soner [21] en enlevant leur hypothe`se de
convexite´ sur le ge´ne´rateur par rapport a` z. Nous proposons ainsi une for-
mule de repre´sentation de la solution minimale dans ce contexte. Par ailleurs,
nous avons e´tendu ces re´sultats au cas des Backward du second ordre avec
contraintes sur le processus Z. C’est a` dire que nous avons re´solu le proble`me
(1.10) et (1.12) simultane´ment pour un ensemble de probabilite´s singulie`res
en utilisant les travaux de Soner, Touzi et Zhang [85, 86] et de Peng [67].
Nous proposons ainsi, pour le cas d’une backward du second ordre, un the´o-
re`me ge´ne´ral d’existence ainsi qu’ une formule de repre´sentation.
1.2.2 Re´sultats
Soit un espace de probabilite´ filtre´ (Ω,F , {Ft}t∈[0,1],P),Bt un Ft-mouvement
Brownien et C un sous ensemble convexe ferme´ de Rd contenant l’origine.
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Nous nous sommes inte´resse´s au proble`me suivant :
Yt = ξ +
∫ 1
t
gu(Yu, Zu)du−
∫ 1
t
ZudBu +K1 −Kt, 0 ≤ t ≤ 1, P− a.s.
(1.13)
Zt ∈ C, 0 ≤ t ≤ 1, P− a.s. (1.14)
ou` le ge´ne´rateur g est une fonction progressivement mesurable de Ω× [0, 1]×
R1+d dans R et ξ ∈ L2(Ω). Une solution minimale de ce proble`me est un
triplet (Y,Z,K) tel que (Y,Z,K) ve´rifie (1.13) et (1.14) et que pour toutes
autres solutions (Y ∗, Z∗,K∗) de ce proble`me, on ait :
Y ∗t ≥ Yt, 0 ≤ t ≤ 1, P− a.s.
Nous pouvons d’ores et de´ja` noter, par un simple argument de comparaison,
que la solution du proble`me contraint est toujours plus grande que celle du
proble`me non contraint :
Y 0t = ξ +
∫ 1
t
gu(Y
0
u , Z
0
u)du−
∫ 1
t
Z0udBu, 0 ≤ t ≤ 1, P− a.s. (1.15)
Si g est une fonction line´aire de Y , inde´pendante de Z, alors on peut voir
que re´soudre (1.15) revient a` effectuer un the´ore`me de repre´sentation des
martingales (on se de´barrasse du terme line´aire en escomptant). Le cas ou`
Z est non contraint revient donc a` conside´rer un proble`me de couverture
lorsque le marche´ est complet. Le processus croissant K peut eˆtre compris
comme traduisant l’incomple´tude du marche´.
Par la suite, nous avons suppose´ que :
Hypothe`se 1.2. (i) Le ge´ne´rateur g est une fonction Lipschitzienne par
rapport a` ses variables y et z.
(ii) Le ge´ne´rateur g est tel que EP
[ ∫ 1
0 |gu(0, 0)|2du
]
<∞.
(iii) Il existe une solution (Y ∗, Z∗,K∗) pour le proble`me (1.13) et (1.14).
Sous ces hypothe`ses, nous savons que par le the´ore`me 4.2 de Peng [67],
il existe une solution minimale a` ce proble`me. Notre apport a donc consiste´
a` trouver une formule de repre´sentation pour ce proble`me dans l’esprit de
ce que Cvitanic, Karatzas et Soner [21] avaient propose´ pour le cas ou` g est
convexe par rapport a` sa variable z.
SoitD un sous-ensemble de processus borne´s a` valeur dans le domaine effectif
de la fonction support δ de C. Pour tout ν dans D, on de´finit la famille
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suivantes d’EDSRs :
Y νt = ξ +
∫ 1
t
[
gu
(
Y νu , Z
ν
u
)−(δ(νu)− νuZνu)]du− ∫ 1
t
ZνudBu, P− a.s
(1.16)
Sous les hypothe`ses (i) et (ii) ci-dessus, on peut montrer que ces EDSRs
admettent une unique solution. On peut alors de´finir le processus V par :
Vt = essup
ν∈D[t,1]
Y νt , P− a.s.
ou` D[t,1] est la restriction de D a` [t, 1] × Ω pour tout t ∈ [0, 1]. On montre
alors le the´ore`me suivant :
Re´sultat 1.3. Supposons les hypothe`ses 1.2 ve´rifie´es, alors la solution mi-
nimale (Y,Z,K) du proble`me (1.13) et (1.14) a la repre´sentation suivante :
Yt = essup
ν∈D[t,1]
Y νt , P− a.s.
pour tout t ∈ [0, 1].
La de´marche utilise´e pour obtenir le re´sultat ci-dessus utilise les notions
de g-martingales et g-surmartingales introduites par El Karoui, Peng et Que-
nez [31]. Lorsque le ge´ne´rateur de la EDSR est line´aire en y et ne de´pend
pas de z, les notions de martingale et de g-martingale co¨ıncident. On peut
donc envisager la g-martingale et la g-surmartingale comme une ge´ne´ralisa-
tion des concepts classiques de martingale et de surmartingale au cas d’un
ge´ne´rateur g non line´aire.
De fait, nous avons montre´, via la programmation dynamique, que pour tout
ν ∈ D, V est une ca`dla`g gν-surmartingale ou` gν est de´fini par :
gνt (y, z) := gt(y, z)− (δ(νt)− νtz).
et avons applique´ le the´ore`me de de´composition de Doob-Meyer non line´aire
prouve´ par Peng, the´ore`me 3.3 [67].
Conside´rons maintenant le proble`me (1.13) et (1.14) mais pour un ensemble
de probabilite´s singulie`res. Nous nous plac¸ons sur l’espace canonique Ω ={
ω ∈ C([0, 1],Rd): ω0 = 0}, soit B le processus canonique, P0 la mesure de
Wiener et F := {Ft}0≤t≤1 la filtration ge´ne´re´e par B.
On dit que P est une mesure martingale locale si B est une martingale
locale sous P. Par Fo¨llmer [38], la quantite´
∫ t
0 BsdBs co¨ıncide ω par ω avec
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l’inte´grale d’Ito P− a.s. pour toute mesure martingale locale. On peut donc
de´finir de manie`re universelle la variation quadratique de B de´finie ω par ω
par :
〈B〉t := BtB′t − 2
∫ t
0 BsdBs et aˆt = limε↓0
1
ε
(〈B〉t − 〈B〉t−ε)
L’ensemble de probabilite´s, PS , que nous conside´rons peut se re´sumer gros-
sie`rement parlant a` l’ensemble des mesures martingales locales telles que :
Pα := P0 ◦ (Xα)−1 ou` Xαt :=
∫ t
0 α
1/2
s dBs, t ∈ [0, 1], P0-a.s.
ou` α est un processus F-progressivement mesurable ve´rifiant
∫ 1
0 |αs|ds <
∞, P0 − a.s. Par ailleurs, on conside`re un ge´ne´rateur F : Ω × [0, 1] × R1+d
dans R et un sous ensemble PH de PS qui rassemble l’ensemble des mesures
martingales locales telles que aˆ soit borne´ et tel que l’on ait :
EP
[ ∫ 1
0
|Fˆt(0, 0)|2dt
]
<∞, ∀P ∈ PH
Suivant la de´finition de Denis et Martini [24], on dit qu’une proprie´te´ est
vraie PH − q.s., si elle est vraie pour toutes probabilite´s P ∈ PH . On peut
alors de´finir l’e´quation re´trograde du second ordre (2EDSR) avec contraintes
convexes de la manie`re suivante :
Yt = ξ −
∫ 1
t
Fu(Yu, Zu, aˆu)du−
∫ 1
t
ZudBu +K1 −Kt, 0 ≤ t ≤ 1, PH − q.s.
(1.17)
Zt ∈ C, 0 ≤ t ≤ 1, PH − q.s (1.18)
Une solution minimale de ce proble`me est un couple de processus (Y,Z)
ve´rifiant :
(i) Y1 = ξ, PH − q.s.
(ii) Pour tout P ∈ PH , le processus ci-dessous KP est croissant et positif
P− a.s. et est de´fini pour tout P ∈ PH par :
KPt := Yt−Y0+
∫ t
0
Fu(Yu, Zu, aˆu)du+
∫ t
0
ZudBu, 0 ≤ t ≤ 1, P−a.s.
(1.19)
(iii) De plus, si il existe une solution (Y ∗, Z∗) au proble`me (1.17) and (1.18),
nous avons :
Y ∗t ≥ Yt, 0 ≤ t ≤ 1, PH − q.s.
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Dans le cas des 2EDSRs non contraintes, Soner, Touzi et Zhang [86] ont
montre´ que la solution d’une 2EDSR peut eˆtre repre´sente´e comme l’essen-
tiel supre´mum d’EDSR du premier ordre. Leur intuition vient de l’analyse
des e´quations aux de´rive´es partielles associe´es aux EDSR. Faisons un rai-
sonnement formel et conside´rons l’e´quation non line´aire suivante :
−∂tV (t, x)−H(t, x, V,DV,D2V ) = 0, V (1, x) = x
ou` H est suppose´ convexe en γ et est de´fini par :
H(t, x, r, p, γ) := sup
a≥0
1
2
aγ − F (t, x, r, p, a)
On voit donc que F et H sont conjugue´es. Dans [82], The´ore`me 3.2, nous
savons que l’e´quation ci-dessus est associe´e a` la 2EDSR solution du proble`me
de cible stochastique du second ordre. Soit Df le domaine de F , par un
the´ore`me de comparaison pour les EDP paraboliques, on peut montrer que
pour tout a ∈ Df , on a V ≥ V a ou` V a est solution (re´gulie`re) de l’e´quation
quasi-line´aire suivante :
−∂tV a(t, x)− 1
2
aD2V a(t, x) + f(t, x, V,DV, a) = 0, V a(1, .) = g(x).
Il est bien connu que cette e´quation est associe´e a` l’EDSR Y at := V
a(t, Bt)
suivante :
Y at = X
a
1 −
∫ 1
t
f(s,Xas , Y
a
s , Z
a
s )ds+
∫ 1
t
Zas a
1/2
s dBs
ou` Xa1 := x+
∫ 1
0 a
1/2
r dBs. Nous avons donc montre´ que formellement
Yt = sup
a∈Df
Y at
est un candidat naturel pour la repre´sentation de la solution d’une EDSR
du second ordre.
De manie`re analogue, de´finissons V˜ comme l’essentiel supre´mum des so-
lutions minimales des proble`mes contraints du premier ordre pour chaque
probabilite´s P de PH , c’est a` dire :
V˜t = essup
P′
P′∈PH(t,P)
essup
ν∈D[t,1]
Y νt , P− a.s., ∀P ∈ PH ,
ou` PH(t,P) := {P′ ∈ PH : P′ = P sur Ft} et D[t,1] est la restriction de D a`
[t, 1]× Ω.
Par ailleurs, nous supposons principalement que :
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(i) ξ et F sont uniforme´ment continus en ω.
(ii) Il existe une solution (Y ∗, Z∗) au proble`me du second ordre (1.17) et
(1.18).
(iii) Il existe une constante µ > 0 telle que :
|Ft(y, z, aˆt)− Fˆt(y′, z′, aˆt)| ≤ µ
(
|y − y′|+ aˆ1/2t |z − z′|
)
, PH − q.s
Re´sultat 1.4. Sous de bonnes hypothe`ses, il existe une solution minimale
(Y,Z) au proble`me (1.17) et (1.18). De plus elle a la repre´sentation suivante
pour tout t ∈ [0, 1] et P ∈ PH :
Yt = essup
P′
P′∈PH(t,P)
essup
ν∈D
Y P
′,ν
t (1, ξ), P− a.s.
La de´monstration de ce re´sultat est similaire a` celle que nous avons propose´e
pour obtenir le re´sultat (1.3) pour le cas des e´quations re´trogrades du premier
ordre. La difficulte´ majeure vient du fait que contrairement au premier ordre,
nous raisonnons sur un ensemble de probabilite´s singulie`res, ce qui nous
oblige a eˆtre tre`s prudent.
1.2.3 Conclusion
Dans un premier temps, il serait inte´ressant de de´terminer si le proble`me
contraint d’EDSRs du premier ordre (1.10) et (1.11) peut eˆtre e´tendu au cas
des EDSRs du second ordre. Par Peng [67], nous savons que le proble`me
(1.10) et (1.11) admet une solution minimale. Est-il possible d’e´tendre ses
re´sultats au cas des EDSRs du second ordre ? En particulier, est-il possible
d’obtenir un the´ore`me d’existence et une formule de repre´sentation pour ce
proble`me ?
Dans un deuxie`me temps, on pourrait aussi s’inte´resser au cas des EDSRs
contraintes et re´fle´chies du second ordre. On sait de´ja` que, par Peng et
Xu [69, 71], sous certaines hypothe`ses, il existe une solution minimale a` ce
proble`me. Dans quelle mesure peut-on l’adapter aux 2BSDEs ?
Enfin, un de mes regrets est de ne pas avoir pu e´tudie´ le cas Markovien
de notre proble`me et ne pas avoir pu faire le lien avec les e´quations aux
de´rive´es partielles. Dans le cas des EDSRs du premier ordre, l’EDP associe´e
a` ce genre de proble`me est une ine´quation variationnelle dont la frontie`re
libre se traduit par une contrainte sur le gradient de la solution. Qu’en est-il
de ce proble`me dans le cadre d’EDSRs du second ordre ? Qu’est-t-il possible
de faire en utilisant les re´sultats de Soner, Touzi et Zhang [86] et ceux de
Peng et Xu [70] ?
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1.3 De´veloppement asymptotique dans un mode`le
a` volatilite´ stochastique
1.3.1 Mode´lisation de la volatilite´
La mode´lisation de la volatilite´ est un point crucial dans l’e´valuation des
produits de´rive´s. Une des lacunes du mode`le de Black-Scholes vient de ce
qu’il suppose une volatilite´ constante au cours du temps. En pratique, on
s’aperc¸oit ne´anmoins que la volatilite´ a` tendance a` pre´senter des caracte´ris-
tiques ale´atoires. Plusieurs pistes s’offrent alors pour mode´liser la volatilite´.
La volatilite´ implicite traduit l’e´cart entre les prix the´oriques donne´s par la
formule de Black-Scholes pour les options europe´ennes et les prix re´ellement
observe´s. Cette volatilite´ implicite est une fonction du strike K et de la ma-
turite´ du produit T et est calcule´e en inversant la formule de Black-Scholes.
La courbe de la volatilite´ implicite en fonction du strike a une forme de U
pour de grands strike. Cette caracte´ristique ce´le`bre appele´e smile de vola-
tilite´ est source de nombreuses analyses. Par contre, on constate que pour
presque tous les strike, la volatilite´ implicite a tendance a` de´croˆıtre en fonc-
tion du strike, C’est le skew de volatilite´. Ces phe´nome`nes ont tendance a`
s’accroitre lorsque l’on conside`re des options avec de petites maturite´s. La
diffe´rence entre volatilite´ implicite et volatilite´ historique vient en particu-
lier de ce que le mode`le de Black-Scholes ne prend pas en compte le risque
associe´ a` la volatilite´.
Dans les mode`les a` volatilite´ stochastique, la volatilite´ se mode´lise de
manie`re ale´atoire. Les mode`les a` volatilite´s locales sont des exemples de
mode`les a` volatilite´ stochastique puisque la volatilite´ est mode´lise´e par une
fonction positive du temps et du prix du sous-jacent. L’inte´reˆt d’un tel mo-
de`le est qu’il permet de conserver une structure Markovienne tout en tenant
compte du fait que la volatilite´ n’est pas constante. Pour calculer une telle
quantite´, Dupire [26], via l’e´quation du meˆme nom, donne une me´thode de
calcul pour e´valuer la volatilite´ locale en fonction des prix de diffe´rents call
europe´ens de diffe´rentes maturite´s et de diffe´rents strike. Mais on peut aussi
mentionner d’autres ce´le`bres mode`les de volatilite´ comme celui de Heston
ou` le processus de volatilite´ est mode´lise´ par un processus de Cox-Ingersoll-
Ross corre´le´ au prix du sous-jacent. Ce mode`le est tre`s utile lorsque l’on
veut prendre en compte diffe´rents types de corre´lation et permet d’avoir un
controˆle sur la volatilite´ de la volatilite´.
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Bergomi [2, 3, 4, 5] propose de mode´liser la volatilite´ d’un sous-jacent
via la courbe de volatilite´ forward qui lui est associe´e. C’est a` dire qu’a` toutes
dates t ≥ 0, la volatilite´ de la volatilite´ de´pend de l’ensemble des volatilite´s
de maturite´s plus grandes que t. Ceci permet d’avoir un meilleur controˆle de
la volatilite´ de la volatilite´ et est donc tre`s utile pour des produits financiers
mettant en jeu a` la fois un sous-jacent et sa variance re´alise´e. Nous nous
proposons dans cette e´tude de donner un cadre mathe´matique correct a` ce
mode`le. La principale difficulte´ rencontre´e a e´te´ de de´finir convenablement
la courbe de volatilite´ forward. En d’autres termes, quel est le bon espace
pour la courbe de volatilite´ forward ? Pour re´pondre a` cette question, nous
sommes alle´s chercher du coˆte´ des produits de taux.
Faisons maintenant une revue rapide des mode`les principaux de taux.
Certains mode`les pre´fe`rent mode´liser directement le taux court. C’est la
cas entre autres du mode`le de Vasicek ou de Ho et Lee parmi les plus ce´-
le`bres. D’autres se sont inte´resse´s a` mode´liser directement la courbe des
taux. Heath, Jarrow et Morton [40] ont e´te´ les premiers a` proposer une mo-
de´lisation non parame´trique de la courbe de taux d’inte´reˆts. Puisque le prix
d’un ze´ro-coupon est fonction de la maturite´ de l’obligation, on voit bien
que le taux court de´pend entie`rement de la structure de la courbe des prix
des ze´ro-coupons. En pratique, la calibration de cette courbe de taux se fait
par interpolation de donne´es de marche´, elle a donc un effet re´gularisant sur
la courbe de taux. Par ailleurs, on constate que pour de grandes maturite´s
le prix du ze´ro-coupon a tendance a` s’aplatir. Ces observations font, par
exemple, des espaces de Sobolev d’ordre suffisamment e´leve´ de bons can-
didats pour la de´finition de la courbe de taux. D’autres espaces peuvent
cependant eˆtre envisage´s. Ainsi Filipovic [34] e´tend HJM au Brownien de
dimension infini. Cette extension l’ame`ne a` conside´rer des e´quations sto-
chastiques a` valeur dans des espaces de Hilbert qui ne sont pas des Sobolev.
En revanche, Ekeland et Taflin [27] ont choisi de mode´liser la courbe des
prix des ze´ros-coupons comme appartenant a` un espace de Sobolev d’ordre
suffisamment e´leve´ pour avoir des courbes re´gulie`res par rapport au temps
jusqu’a` maturite´. Cette dernie`re approche a profonde´ment influence´ notre
mode´lisation.
Notre objectif est de donner un de´veloppement asymptotique du prix d’une
option europe´enne pour de petites variations de la volatilite´. Pour cela, nous
utilisons la me´thode de Fleming et Souganidis [37] ainsi que Fleming et
Soner, [36, 35]. Cette approche ne´cessite des the´ore`mes de stabilite´ sur les
solutions de viscosite´. Puisque le prix de notre action de´pend de la courbe
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de volatilite´ forward, c’est a` dire d’un objet a` valeur dans un espace de
dimension infinie, nous avons recherche´ des re´sultats sur les solutions de
viscosite´ a` valeur dans un Hilbert. En particulier, quel espace de fonctions
test est a` conside´rer lorsque nous travaillons dans un tel espace ? Crandall et
Lions, principalement, [15, 16, 17], donnent les premiers des re´ponses a` ces
questions en e´tudiant des e´quations d’Hamilton Jacobi en dimension infinie.
Cependant, ce cadre ne suffit pas pour notre e´tude puisque les e´quations
aux de´rive´es partielles obtenues lors des proble`mes de pricing comportent
des termes de de´rive´es secondes. Nous nous sommes ainsi tout particulie`-
rement inte´resse´s a` Lions [58, 57] qui, dans ses publications, donne une
de´finition correcte des espaces de fonctions a` test a` conside´rer, pour des
EDPs paraboliques a` coefficients borne´s. Swiech [88] e´tend ses re´sultats au
cas d’ope´rateurs non borne´s.
1.3.2 Re´sultats
Soit (Ω,F , {Ft}t≥0,P) un espace de probabilite´ filtre´. Soit Bt un Ft-
mouvement Brownien et Wt un Ft-mouvement Brownien de dimension infi-
nie corre´le´ avec B. On s’est inte´resse´ au proble`me de pricing suivant :
Soit U ε le logarithme du prix d’un actif et ξε,T
′
la volatilite´ de maturite´ T ′.
Pour une maturite´ T > 0 fixe´e, ces processus ve´rifient sur [0, T ] les e´quations
diffe´rentielles stochastiques ordinaires suivantes :
dU εt = −
1
2
(ξε,tt )
2dt+ ξε,tt dW
0
t , (1.20)
dξε,Tt = ε
2Mˆ(t, T, ξε,.t )dt+
ε
2
Λˆ(t, T, ξε,.t )dWt. (1.21)
ou` ξε,.t : [t,∞) ∋ T 7→ ξε,Tt est une courbe de volatilite´ forward que l’on
suppose comme appartenant a` un espace de Hilbert H, pour toutes les ma-
turite´s plus grandes que t et Mˆ and Λˆ sont deux fonctions de [0, T ]×R dans
H. Comment de´finir l’espace H ?
Pour ne pas avoir a` de´finir un espace de HilbertH de´pendant du temps, nous
adoptons la parame´trisation de Musiela et de´finissons le processus Y εt (x) :
Y εt (x) := ξ
ε,t+x
t , (1.22)
pour tout t ∈ [0, T ] et x ∈ R+. Puisque les courbes de taux des ze´ros-coupons
ont tendance a` eˆtre continues et a` s’aplatir vers l’infini, il est naturel de
proposer pour de´finition de H, un espace de Sobolev d’ordre suffisamment
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e´leve´. En effet, par injection de Sobolev, on sait que ces e´le´ments admettent
un repre´sentant re´gulier. Ainsi, on de´finit pour γ > 12 :
H(R) := R⊕Hγ(R)
ou` Hγ(R) est un espace de Sobolev d’ordre γ de´fini sur R. On voit facilement
que H(R) est un espace de Hilbert pour la norme ‖f‖2H(R) = ‖g‖2Hγ(R) + a2
pour f = g+a. Cet ensemble permet d’avoir des courbes de taux non nulles
a` l’infini.
Conside´rons maintenant un payoff g de R dans R+ borne´ et Lipschitzien.
On appelle alors pε le prix de l’option de payoff g(U εT ) pour une maturite´
T > 0 fixe´e. C’est a` dire que pour tout ε ∈ R, t ∈ [0, T ], u ∈ R et y ∈ H
pε(t, u, y) := E
[
g
(
U εT
)|(U εt , Y εt ) = (u, y)].
Notre objectif est de proposer un de´veloppement asymptotique autour de
la volatilite´ pour ce prix. Par ailleurs, on constate que les hypothe`ses sur g
nous permettent de couvrir le cas d’un put europe´en. Via la parite´ call-put,
on peut aussi appliquer ce de´veloppement pour un call europe´en. De plus,
on voit facilement que l’ordre du de´veloppement de´pend de la re´gularite´ du
pay-off conside´re´. Pour un call ou un put europe´en, cette de´rivabilite´ est limi-
te´e puisque que l’on obtient un dirac lorsque l’on de´rive son payoff a` l’ordre 2.
La me´thode que nous avons employe´e a e´te´ de´veloppe´e principalement par
Fleming et Souganidis [37], Fleming et Soner, [36, 35] et utilise la stabilite´
des solutions de viscosite´. A ce sujet, puisque la fonction pε comporte une
variable a` valeur dans un espace de Hilbert, la the´orie classique des solutions
de viscosite´ (voir [44]) n’est plus valable. Un autre ensemble de fonctions test
doit eˆtre envisage´. Utilisant les re´sultats de Swiech [88], on montre le re´sul-
tat suivant :
On appelle BUC(R×H(R)), l’ensemble des fonctions borne´es et uniforme´-
ment continues sur R×H(R) et BUCx
(
[0, T ]× R×H(R)) de´fini par :
BUCx
(
[0, T ]× R×H(R)) :={u ∈ C0([0, T ]× R×H(R)):
u(t, ·) ∈ BUC(R×H(R)), uniforme´ment en t}.
Re´sultat 1.5. Pour tout ε ∈ R, pε est l’unique solution de viscosite´ dans
BUCx
(
[0, T ]× R×B) de
−∂tpε(t, u, y)− Fε
(
t, u, y,Dpε(t, u, y), D2pε(t, u, y)
)
= 0
pε(T, u, y) = g
(
u
)
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ou` Fε est le ge´ne´rateur du processus
(
U ε
Y ε
)
et B un ensemble ferme´ et
borne´ de H(R).
Supposons que g est infiniment de´rivable et a` de´rive´es borne´es. Nous de´fi-
nissons une suite (pn)n de fonctions de [0, T ]× R×B a` valeur dans R telle
que pour tout n ≥ 1 :
pn(t, u, y) = Et,u,y
[ ∫ T
t
hn
(
s, U0s , y
)
ds
]
(1.23)
ou` hn est une suite de´finie re´cursivement a` partir des coefficients du mode`le
et des de´rive´es en u et en z de pn−1 et pn−2 dont on peut montrer par
re´currence qu’elle est uniforme´ment borne´e. On montre que sous de bonnes
hypothe`ses, pn est une solution re´gulie`re de l’EDP suivante :{
−∂tpn(t, u, y) + F0(t, u, y,Dpn, D2pn)− hn(t, u, y) = 0
pn(T, u, y) = 0
(1.24)
ou` F0(t, u, y, r, p,X) = lim
ε→0
Fε(t, u, y, r, p,X). F0 est un ge´ne´rateur de type
Black-Scholes, c’est-a`-dire qu’il ne comporte que des de´rive´es de pn par
rapport a` sa composante de dimension finie u. La composante en z infini-
dimensionnelle est ici un parame`tre.
Soit alors la fonction de´finie pour tout n ≥ 0 et (t, u, y) dans [0, T ]×R×B
pn,ε(t, u, y) :=
1
εn
[
pε(t, u, y)−
n−1∑
k=0
εkpk(t, u, y)
]
. (1.25)
On montre que pn,ε est solution de viscosite´ de :
−∂tpn,ε − Fε(t, u, y,Dpn,ε, D2pn,ε)− hnε = 0.
ou` hnε est une suite de´finie re´cursivement a` partir des coefficients du mode`le
et des de´rive´es en u et en y de pn−1 et pn−2 et est telle que :
lim
ε→0
hnε (t, u, y) = hn(t, u, y), ∀(t, u, y) ∈ [0, T ]× R×B. (1.26)
Par stabilite´ des solutions de viscosite´, on voit alors que limε→0 p
n,ε(t, u, y)
est solution de viscosite´ de (1.24) et on conclut graˆce aux conditions de bord
qu’en fait :
lim
ε→0
pn,ε(t, u, y) = pn(t, u, y), ∀(t, u, y) ∈ [0, T ]× R×B.
On obtient ainsi notre re´sultat principal :
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Re´sultat 1.6. Sous de bonnes hypothe`ses et pour g suffisamment de´rivable,
pour tout n ∈ N, il existe des constantes Cn et ε0 > 0 tels que pour tout
ε ∈ (0, ε0], on ait :
0 ≤ pε(t, u, y) ≤ vn,ε(t, u, y) :=
n−1∑
k=0
εkpk(t, u, y) + Cnε
n(T − t). (1.27)
De plus pour tout n ≥ 1, pn,ε converge vers pn quand ε ↓ 0 uniforme´ment
sur les compacts.
La de´monstration de ce re´sultat est comple`tement de´pendante de la de´-
rivabilite´ de g ainsi que des parame`tres du mode`le. Pour un payoff non
re´gulier, tel qu’un put et un call europe´en, nous n’arrivons a` obtenir qu’un
de´veloppement a` l’ordre 0. Par ailleurs, le fait de se restreindre a` un en-
semble ferme´ et borne´ de H de´coule des conditions a` imposer pour avoir
existence et unicite´ lorsque l’on veut montrer le re´sultat 1.5.
1.3.3 Conclusion
Je n’ai pas encore eu le temps de faire des applications nume´riques pour
ce mode`le. La calibration d’un tel mode`le compte tenu de la surface de
volatilite´ peut s’ave´rer de´licate. Par ailleurs, il serait inte´ressant d’e´tendre
l’ordre du de´veloppement asymptotique pour un call ou un put europe´en.
Est-il possible d’augmenter cet ordre par des techniques de type re´gularisa-
tion de payoff ? Est-il possible de proposer un tel de´veloppement pour des
options ame´ricaines ? Comment peut-on inte´grer le proble`me a` frontie`re libre
apparaissant pour ces proble`mes dans notre argumentation ?
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Chapter 2
Optimal Liquidation of an
Indivisible Asset with
Independent Investment
2.1 Introduction
The problem we consider belongs to the class of mixed optimal stop-
ping/optimal investment problems and was introduced by Henderson and
Hobson in [42].
We consider a risk-averse agent who possesses one unit of an indivisi-
ble asset and continuously trades on some given risky assets. He wants to
increase the expected utility of his total wealth. The presence of the indi-
visible asset can be seen as an example of real options problem. In contrast
to standard options which can be hedged dynamically on the market, real
options allow to make investment strategies for non financial underlyings
(see [25]). For instance, one can consider a small firm, a R&D project, a
piece of land etc... The addition of this indivisible asset makes the market
incomplete. The general problem can thus be defined by:
V (x, y) = sup
τ,M∈M⊥(Y )
E
[
U(x+Mτ , Yτ )
]
(2.1)
where U is a concave function, M⊥(Y ) is a set of feasible strategies which
are orthogonal to Y , Y is an exogenous Markov process and τ is a stopping
time. This will be correctly defined in the next section. We assume that the
indivisible asset Y is sufficiently “small” to be uncorrelated to the market,
which is a caricatural assumption to say that they are independent. Indeed,
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our aim is to compare this problem to the case where the optimal strategy
consists in not investing. If the market and the indivisible asset were cor-
related, we might reduce the risk exposure of the portfolio by selling the
real asset. Therefore in our uncorrelated case, one can expect that there is
no chance to make profit by having a dynamic management of the wealth
portfolio. However Henderson and Hobson in [42] show to the contrary that
the risk-averse agent can make profit of this situation.
Mixed stopping/control problems arise in many financial situations. Hen-
derson, Evans and Hobson in [32] include correlation between the market
and the asset to be sold while Karatzas and Wang in [52] propose a dual-
ity approach to reduce the mixed optimal stopping/optimal control problem
to a family of pure optimal stopping problems. One can also mentioned
Karatzas and Sudderth [51] for a game problem.
In the following, we focus on Henderson and Hobson’s framework in [42]
where they consider (2.1) with a CRRA utility function and a standard
Black-Scholes diffusion. Similarly, we assume that the interest rate is zero
such that the optimal portfolio is modeled by a martingale. But our study
differs from [42] in two ways. Indeed, we can describe explicitly the value
function for any utility function and for a more general Markov process Y .
Moreover, we choose the dynamic programming approach which allows us to
emphasize a concave structure and a pure jump investment strategy directly
linked to the concavity of the utility function.
2.2 The problem definition
2.2.1 The framework
We consider (Ω,F ,F,P) a filtered probability space where F := {Ft}t≥0.
The filtration F is taken such that B is a real valued F-Brownian motion.
Let Y y be the price process of one unit of an indivisible asset. For instance,
one could think to a piece of land or a small factory. It is modelled by:
dY yt = Y
y
t
(
µ(Y yt )dt+ σ(Y
y
t )
)
dBt Y
y
0 = y > 0. (2.2)
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where µ and σ are two given functions such that:
µ : y ∈ R+∗ −→ µ(y) ∈ R,
σ : y ∈ R+∗ −→ σ(y) ∈ R,
which satisfy :
∃K > 0 : ∀y ∈ R+∗ |µ(y)|+ |σ(y)| ≤ K,
and the locally Lipschitz condition:
For all n ∈ N and (y, y′) ∈ (R+∗ )2, there exists a constant Cn > 0 such that
|y| < n, |y′| < n and
|µ(y)− µ(y′)|+ |σ(y)− σ(y′)| ≤ Cn|y − y′|.
These assumptions guarantee a unique strong square integrable solution to
(2.2) which is a strong positive Markov process, see for example [49].
We consider, U , a concave function from R+ to R which verifies limx→0 U
′(x) =
+∞ and limx→∞ U ′(x) = 0. For example, one can consider power utility
function which as usual provides some interesting features in terms of cal-
culation. We will apply our results to this example in our last section and
recover the result of [42].
We denote by X the wealth process of an agent which belongs to the follow-
ing set:
M⊥(x, y) =
{
X ca`dla`g martingale with X0 = x such that for t ≥ 0 :
[X,Y y]t = 0 and Xt + Y
y
t ≥ 0
}
where [X,Y y] is the quadratic covariation between X and Y y. Since by def-
inition the indivisible asset Y y can not be traded, the market is incomplete
and the modelling of the portfolio X as a martingale seems not to be a good
assumption. Indeed, we might have considered supermartingales instead of
martingales but this assumption would completely change the structure of
the problem and the calculus of the value function as we will see in the se-
quel. We emphasize that the results obtained in our framework are explicit
and may play the role of benchmarks for a more general setting.
We suppose that there is no correlation with the real asset. This assumption
translates the fact that Y y can not be hedged dynamically by financial as-
sets. From a mathematical point of view, this hypothesis is very important
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because it fully determines the structure of the candidate solution as we will
see later. Furthermore, the last condition, which imposes to the portfolio X
to be such that Xt + Y
y
t ≥ 0 at any date t > 0, must be understood as a
solvability condition.
Our aim is to solve the following problem:
V (x, y) = sup
X∈M⊥(x,y)
τ∈T
E
[
U(Xτ + Y
y
τ )
]
, (2.3)
where
(i) (x, y) ∈ D :={R× R+∗ ; x+ y ≥ 0}
(ii) τ ∈ T where T is the set of all F-stopping times
and compare it to the case where there is no indivisible asset Y y, that is to
say for all x ≥ 0 :
m(x) = sup
Xx∈X
E[U(Xxτ )]. (2.4)
where Xx is a process with initial value x ≥ 0 which belongs to X , the set of
ca`dla`g martingales, and τ ∈ T is a given stopping time. Since U is a concave
function then by optimality and the inequality of Jensen, for all x ≥ 0:
m(x) = U(x) and Xx = x .
So it is optimal not to trade in the risky asset. Comparing (2.3) and (2.4),
we would like to know whether this optimal strategy is modified by the
introduction of the indivisible asset. That is to say, does the strategy that
consist in not investing is still optimal when we have to sell an indivisible
asset?
2.2.2 The approach of Henderson and Hobson [42]
Their framework is more restrictive than ours. Indeed they model the
indivisible asset Y y as a geometric Brownian motion. That is to say, µ and
σ are assumed to be constant functions so (2.2) becomes
dY yt = Y
y
t (µdt+ σdBt), Y
y
0 = y > 0. (2.5)
They consider the particular case of a power utility function with parameter
p ∈ (0,∞). That is to say:
UH(x) =
x1−p − 1
1− p , p 6= 1.
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At the limit, they recover the case of a logarithmic utility function (p→ 1).
They consider the following problem which is the analogous of problem (2.3)
for a power utility function:
VH(x, y) = sup
X∈M⊥(x,y)
τ∈T
E
[
UH(Xτ + Y
y
τ )
]
. (2.6)
We can see that, when p ≥ 1, the problem is degenerate if the total wealth
Xτ + Y
y
τ is close to 0. When p < 1, the condition Xτ + Y
y
τ ≥ 0 gives 1p−1 as
a lower bound for VH .
We introduce the following optimal stopping problem:
wH(x, y) = sup
τ∈T
E
[
UH(x+ Y
y
τ )
]
. (2.7)
We recall some results of [42] but restrict our review to the case where p < 1.
Our goal is to focus on some interesting features and show how they have
motivated our study.
Let us define γ−(p) as the unique solution in (0, p ∧ 1) of the following
equation:
(p− γ)p(p+ 1− γ)− (2p− γ)p(1− γ) = 0.
On can show that:
Theorem 2.1. (Henderson and Hobson, [42])
Suppose p < 1. For γ ≤ γ−(p), we have that VH = wH . Conversely for
γ−(p) < γ ≤ p, we have that VH > wH .
From this theorem, it follows, when γ ≤ γ−(p), that the agent is in-
different to do fair investments on the market. The optimal strategy will
consist in keeping its wealth constant and solving an optimal stopping time
problem, that is to say wH . To the contrary, when γ−(p) < γ ≤ p, the agent
can take advantage of a dynamic management strategy of its portfolio. In
this case, the risk-averse agent wants to make profit by doing fair gambles.
Remark 2.2. The methodology used in [42] is the following. They begin
by the construction of a parametric family of stopping rules and admissible
martingales. For each element of this family, they evaluate the corresponding
value function and optimize it over the parameter values. Then they proceed
by a verification argument. Our methodology relies on a stochastic control
approach which, via a dynamic programming equation, provides a better
understanding of VH and its optimal strategies.
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We recall here the main idea of the construction of the family of optimal
strategies presented in [42]. Given (ξ, η) such that −1 < ξ < η with η > 0,
they describe three regions S, G and W defined by:
(i) W, called the waiting region, corresponds to the case where Xt >
ηY yt ≥ 0. They set Xt to be constant and wait until Y yt reaches the
level Xtη . If Y
y
t never reaches the level
Xt
η , then the optimal stopping
rule τ will be infinite.
(ii) G, the gambling region, corresponds to the case where ξY yt < Xt <
ηY yt . When Y
y
t reaches the level ηXt, then Xt instantaneously jumps
to the level ξY yt . In this case, we notice that the time and the value
of the real asset are fixed so we are only interested in the amplitude of
the jumps of X.
(iii) S corresponds to the set where Xt ≤ ξY yt . In this region, when Y yt
reaches the level Xtξ , we stop immediately.
We can highlight that the optimal strategies seem to be constructed in two
steps. First, they fix the wealth of the portfolio and wait until the indivis-
ible asset reaches a certain level. From a mathematical point of view, this
corresponds to the optimal stopping problem (2.7). In the second step, they
fix the time and try to optimize the jumps of the wealth portfolio. This last
point seems to be unclear at this moment. We will provide in the sequel an
elaborate answer to this question.
2.3 A lower bound for the value function
This section is dedicated to the use of the dynamic programming prin-
ciple to characterize the value function V as a viscosity supersolution of a
partial differential equation.
2.3.1 Dynamic Programming Principle
We do not know if the admissible martingales that we consider verify the
basic conditions necessary for obtaining a dynamic programming principle.
Let us introduce the following simplified problem:
We consider W a real valued, F-adapted, standard Brownian motion such
that 〈B,W 〉t = 0. We recall that B is the Brownian motion which drives
the diffusion of Y y (see (2.2)). We denote by A⊥(x, y) a subset ofM⊥(x, y)
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defined by :
A⊥(x, y) :=
{
Xα,t,xs = x+
∫ s
t
αudWu such that ∀T > 0
∫ T
0
|αu|2du <∞ a.s.,
E
[
sup
0≤t≤s
|U(Xα,t,xs + Y ys )|
]
<∞ and ∀s ≥ t ≥ 0 Xα,t,xs + Y ys ≥ 0
}
.
We want to solve for all (x, y) ∈ D:
V 0(x, y) := sup
X∈A⊥(x,y)
τ∈T
E
[
U(Xα,t,xτ + Y
y
τ )
]
. (2.8)
Remark 2.3. Since A⊥(x, y) ⊂M⊥(x, y), then for all (x, y) in D, we have:
V (x, y) ≥ V 0(x, y). (2.9)
Remark 2.4. Bouchard and Touzi in [8] propose a weak dynamic principle
adapted for the achievement of a dynamic programming equation in the
viscosity sense. However this weak framework does not work with ca`dla`g
martingales which belong to M⊥(x, y) and we need to work with A⊥(x, y).
Thanks to the weak dynamic programming principle for viscosity solutions
obtained in [8], Theorem 4.1, one can prove that
Proposition 2.5. For all (x, y) ∈ D and θ ∈ T , for any φ real valued upper
semicontinuous function such that V 0 ≥ φ, we have:
V 0(x, y) ≥ sup
X∈Aφ(x,y)
τ∈T
E
[
φ(Xα,t,xθ , Y
y
θ )1θ≤τ + U(X
α,t,x
τ + Y
y
τ )1θ>τ
]
(2.10)
where Aφ(x, y) ={Xα,t,x ∈ A⊥(x, y) : E[φ(Xα,t,xθ , Y yθ )] <∞}
Proof. The process Xα,t,x is a square integrable continuous stochastic pro-
cess. So by classical results on the stochastic integral it is easy to check that
the assumptions of Theorem 4.1 are verified.
2.3.2 Dynamic Programming Equation
We do not know if V 0 is regular. Therefore, the appropriate tool to
characterize it as a solution of a partial differential equation is the viscosity
sense. For futher details on viscosity solutions, see [18].
We define the lower semicontinuous hull of V 0 by :
V 0∗ (x, y) = lim inf
x′→x
y′→y
V 0(x′, y′), ∀(x, y) ∈ D
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Lemma 2.6. Assume that V 0 is locally bounded, then V 0∗ is a viscosity
supersolution of
min
{− 1
2
y2σ(y)2vyy(x, y)−yµ(y)vy(x, y);−vxx(x, y); v−U(x+y)
}
= 0 on D
(2.11)
Proof. Take φ ∈ C2,2(R) and (x0, y0) ∈ D such that min(V 0∗ − φ) = (V 0∗ −
φ)(x0, y0). After possibly adding a constant to φ, we can assume without
loss of generality that:
min(V 0∗ − φ) = (V 0∗ − φ)(x0, y0) = 0.
Let (xn, yn)n≥0 be a sequence such that (xn, yn, V
0(xn, yn))→ (x0, y0, V 0∗ (x0, y0))
as n tends to infinity.
We can see that selling immediately leads to V 0∗ (x, y) ≥ U(x + y). Indeed
by the continuity of U as a concave function,
V 0∗ (x, y) = lim inf
(x′,y′)→(x,y)
V 0(x′, y′) ≥ lim inf
(x′,y′)→(x,y)
U(x′ + y′) = U(x+ y).
Let us define βn = V
0(xn, yn)− φ(xn, yn) and (Xn, Y n) = (xn + αW,Y yn),
where α is such that Xn + Y n ≥ 0, P − a.s. We consider the following
stopping time
θn = inf
{
t ≥ 0 : (t,Xnt − xn, Y ynt − yn) /∈ [0, hn)× αr
}
,
where r is a positive given constant, B is the unit ball of R2 and
hn =
√
|βn|1βn 6=0 +
1
n
1βn=0.
Firstly, lim
n→∞
βn = 0. Secondly, thanks to Proposition 2.5 and Ito’s formula:
V 0(xn, yn) = βn + φ(xn, yn) > E[φ(X
n
θn , Y
n
θn)]
= φ(xn, yn) + E
[ ∫ θn
0
φy(X
n
u , Y
n
u )Y
n
u µ(Y
n
u )
+
1
2
(Y nu )
2σ2(Y nu )φyy(X
n
u , Y
n
u ) +
1
2
φxx(X
n
u , Y
n
u )α
2du
]
.
This leads to:
βn > E
[ ∫ θn
0
(
φy(X
n
u , Y
n
u )Y
n
u µ(Y
n
u )+
1
2
(Y nu )
2σ2(Y nu )φyy(X
n
u , Y
n
u )+
1
2
φxx(X
n
u , Y
n
u )α
2
)
du
]
.
Since µ and σ are locally Lipschitz continuous and have linear growth, one
can show the following classical standard estimate for all h > 0:
E
[
sup
t≤s≤t+h
|Y ns − yn|2
]
≤ Ch2(1 + |yn|2).
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This leads to (Xn, Y n) →
n
(x0 + αW,Y
y0) P − p.s . For n sufficiently large
and all ω ∈ Ω, θn(ω) = hn. Moreover by definition of θn, the following
quantity
1
hn
∫ θn
0
(
φy(X
n
u , Y
n
u )Y
n
u µ(Y
n
u )+
1
2
σ2(Y nu )(Y
n
u )
2φyy(X
n
u , Y
n
u )+
1
2
φxx(X
n
u , Y
n
u )α
2
)
du
is bounded, uniformly in n. Therefore, by the mean value and dominated
convergence theorem,
E
[
1
hn
∫ θn
0
Y nu µ(Y
n
u )φy(X
n
u , Y
n
u ) +
1
2
(Y nu )
2σ2(Y nu )φyy(X
n
u , Y
n
u ) +
1
2
φxx(X
n
u , Y
n
u )α
2du
]
−→
n→∞
1
2
y20σ
2(y0)φyy(x0, y0) + y0µ(y0)φy(x0, y0) +
1
2
α2φxx(x0, y0).
The above equation holds for every α > 0. Therefore sending α to the
infinity gives that −φxx(x0, y0) ≤ 0.
Finally, we have shown that V 0∗ is a viscosity supersolution on D of
min
{
− 1
2
y2σ2(y)vyy − yµ(y)vy ; −vxx ; v(x, y)− U(x+ y)
}
= 0.
Remark 2.7. We have shown in the previous proof that V 0∗ must be concave
in x. So, it remains to clarify the first part of the PDE which involves the
first and second order derivatives in y. However, if the indivisible asset was
constant in time, (2.11) would be equal to:
min
{
− vxx ; v(x, y)− U(x+ y)
}
= 0.
So under this assumption, the problem we consider may sum up to a classical
optimal investment problem with fixed random maturity.
2.3.3 The supersolution property
We require the following assumption of non degeneracy (see [6], p339 for
more details):
Assumption 2.8.
∀x ∈ R+∗ σ2(x) > 0 (2.12)
(2.13)
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Let us fix a constant c > 0 and define the scale function S of Y y as the
classical solution of
S′(y)yµ(y) +
1
2
y2σ2(y)S′′(y) = 0 (2.14)
S′(c) = 1 (2.15)
S(c) = 0 (2.16)
Because of Assumption (2.8), S′′ exists and S is a continuous one-to-one
function from R+∗ to dom(S) :=
(
S(0), S(+∞)). We denote by R its contin-
uous inverse. Moreover, if we define the process Z := S(Y ), we have that
Z is a local martingale. Indeed, by Ito’s formula, it verifies the following
stochastic differential equation :
dZt = σ˜(Zt)dBt (2.17)
where σ˜(z) := R(z)S′
(
R(z)
)
σ
(
R(z)
)
.
Let us assume:
Assumption 2.9. ∫ ∞ z
σ˜2(z)
dz =∞.
Thanks to Carr, Cherny and Urusov in [11], Theorem 1, 1, we know that Z
is martingale if and only if Assumption 2.9 holds.
Remark 2.10. Assumption 2.9 will be important in the construction of the
optimal rules since it gives integrability to the optimal portfolio strategy.
However, we can avoid this assumption in case of seeking a local martingale
instead of a martingale for the optimal strategy.
From now on, we will work with the scale process Z. We have to introduce
D¯ =
{
(x, z) ∈ R × dom(S) : x + R(z) ≥ 0} which is the analogous of D
after the change of variable z = S(y). Let us define for all (x, z) ∈ D¯:
V¯ 0(x, z) := V 0 (x,R(z)) ,
and V¯ 0∗ its associated lower semicontinuous hull on D¯:
V¯ 0∗ (x, z) = lim inf
x′→x
z′→z
V¯ 0(x′, z′).
We define:
U¯(x, z) := U (x+R(z)) .
Then, we have the following result:
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Proposition 2.11. Assume that V 0 is locally bounded, then V¯ 0∗ is a viscosity
supersolution of :
min
{
− v¯zz ; −v¯xx ; v¯ − U¯
}
(x, z) = 0 on D¯ (2.18)
Proof. Since R is a one-to-one, continuous function from D to D¯, then
V¯ 0∗ (x, z) = lim inf
x′→x
z′→z
V¯ 0(x′, z′)
= lim inf
x′→x
z′→z
V 0
(
x′, R(z′)
)
= V 0∗
(
x,R(z)
)
.
For any function φ in C2,2(R) and (x0, y0) in D such that min
D
(V 0∗ − φ) =
(V 0∗ − φ)(x0, y0) = 0, we have by Lemma 2.6 that:
min
{
−1
2
y20σ
2(y0)φyy(x0, y0)−y0µ(y0)φy(x0, y0) ; −φxx(x0, y0) ; φ(x0, y0)−U(x0+y0)
}
≥ 0
Define φ¯ for all (x, y) in D by φ(x, y) = φ¯
(
x, S(y)
)
, then from the above
equation, we get:
min
{
−φ¯yy
(
x0, S(y0)
)
; −φ¯xx
(
x0, S(y0)
)
; φ¯yy
(
x0, S(y0)
)−U¯(x0, S(y0))}≥ 0
Take the following change of variable z0 = S(y0), we get for all (x0, z0) in D¯
that min
D¯
(V¯ 0∗ − φ¯) = (V¯ 0∗ − φ¯)(x0, z0) = 0 and
min
{
− φ¯zz(x0, z0) ; −φ¯xx(x0, z0) ; φ¯(x0, z0)− U¯(x0, z0)
}
≥ 0.
So, V¯ 0∗ is a viscosity supersolution of (2.18).
What we see in (2.18) is that we are seeking a function concave only in each
variable which dominates U¯ . Such a function can be obtained as a sequence
of concave envelopes : (U¯n)n. Indeed, we define
U¯0 = U¯ ,
U¯2n = (U¯2n−1)
concx ,
U¯2n+1 = (U¯2n)
concz .
where U¯2n is the concave hull of U¯2n−1 in its first variable (the smallest
concave function in x that dominates U¯2n−1) and U¯2n+1 the concave hull of
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U¯2n in the second variable (the smallest concave function in z that dominates
U¯2n). Since (U¯n) is a non decreasing sequence and is bounded from above by
the concave hull of U¯ jointly in (x, z), it admits a limit, denoted U¯∞ which
is bounded by the same upper bound. Therefore we can define U¯∞ by:
U¯∞ = lim
n
U¯n (2.19)
It yields us that U¯∞ is the smallest concave function in x and concave in z
which dominates U¯ , that is to say its concave hull in x and in z.
Remark 2.12. We insist on the fact that at each step of concavification
we may lose the previous partial concave property. That is the reason why
we have to construct the candidate function U¯∞ as the limit of the previous
sequence (Un)n.
Remark 2.13. It is well known that the concave envelope of any function
can be given by its Legendre bi-conjugate. For a better understanding of
what it is a concave hull, we recommend the paper of Peskir [72].
From now on, our aim is to prove that V¯ 0∗ is concave in x, concave in z and
dominates U¯ .
Lemma 2.14. Assume that V 0 is locally bounded. Then for all (x, y) ∈ D,
we have the following inequality
V (x, y) ≥ V 0(x, y) ≥ V¯ 0∗
(
x, S(y)
)≥ U¯∞(x, S(y)) (2.20)
Proof. We fix x0 ∈ R, and define for all z ∈ dom(S) such that R(z) ≥ −x0
the function g by
g(z) := V¯ 0∗ (x0, z)
By Proposition 2.4 in [89], we have that g is a viscosity supersolution of
min
{
− gzz(z) ; g(z)− U¯(x0, z)
}
= 0 for R(z) ≥ −x0 (2.21)
Similarly, we fix z0 ∈ dom(S), and define for all x ≥ −R(z0) , the function
h by h(z) := V¯ 0∗ (x, z0). Then by Proposition 2.4 in [89], h is a viscosity
supersolution of
min
{
− hxx(x) ; h(x)− U¯(x, z0)
}
= 0 for x ≥ −R(z0) (2.22)
To conclude, thanks to (2.21) and (2.22) and Lemma 2.2 in [89], we can see
that V¯ 0∗ is concave in x, concave in z and dominates U¯ , so it must be above
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the concave hull in x and in z of U¯ , that is to say by definition of U¯∞ (see
(2.19)) :
V¯ 0∗ (x, z) ≥ U¯∞
(
x, z
)
, (x, z) ∈ D¯.
Therefore by (2.9), we obtain the following inequality for all (x, y) in D :
V (x, y) ≥ V 0(x, y) ≥ V¯ 0∗
(
x, S(y)
)≥ U¯∞(x, S(y)).
Remark 2.15. We have shown that V is bigger than the concave envelope in
x and in z of U¯ . Let us do a formal argument which avoid any considerations
of measurability or independency and apply the Jensen’s inequality to U¯∞:
V (x, y) ≤ sup
X∈M⊥(x,y)
τ∈T
E
[
U¯∞(Xτ , Zτ )
]≤ U¯∞(x, S(y)).
We can see that if this argument, from a mathematical point of view, was
correct, we will have V 0(x, y) = U¯∞
(
x, S(y)
)
. So our intuition leads us to
prove that indeed this is true.
2.4 An Explicit Solution
In this section, we show that the continuous function U¯∞ is the value
function V of the problem (2.3). To do this, we prove that the original struc-
ture of iterate concavifications is directly linked to two different optimization
problems. The resolution of these problems will give us the requested opti-
mizers.
2.4.1 The value function
We have shown in (2.20) that V is greater than U¯∞ if V 0 is locally
bounded. One of our main result consists in showing the reverse inequality
and obtain the following explicit solution to the optimization problem (2.3).
Proposition 2.16. Under Assumption 2.8 and 2.9, for all (x, y) in D,
V (x, y) = U¯∞
(
x, S(y)
)
In order to prove Proposition 2.16, we are going to use a regularization ar-
gument. Indeed since U¯∞ is concave in x and z, it is continuous on the
interior of D¯. But it is not twice differentiable in each variable. Therefore,
we regularize it by some classical convolution argument. Let U¯∞ǫ , U¯ǫ and Uǫ
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be respectively defined for every ǫ ∈]0, 1] by:
U¯∞ǫ (x, z) =
∫
D¯
U¯∞(ξ, ζ)ρǫ(x− ξ, z − ζ)dξdζ, (x, z) ∈ D¯, (2.23)
U¯ǫ(x, z) =
∫
D¯
U¯(ξ, ζ)ρǫ(x− ξ, z − ζ)dξdζ, (x, z) ∈ D¯, (2.24)
Uǫ(x) =
∫ ∞
0
U(ξ)ρǫ(x− ξ, 0)dξ, x ∈ R, (2.25)
and where for all u in D¯
ρǫ(u) = ǫ
−2ρ(u/ǫ) with ρ(u) =
1∫
x∈B ρ(x)dx
exp(− 1
1− |u|2 )1|u|<1 (2.26)
where B is the unit ball of R2. We recall that the bump function ρǫ defined
in (2.26) has the following properties:
(i)
∫
|u|<1 ρ(u)du = 1.
(ii) ρǫ is C
∞ and compactly supported.
(iii) limǫ→0 ρǫ(u) = δ(u) where δ is the Dirac function.
Lemma 2.17. U¯∞ǫ and U¯ǫ defined in (2.23) and (2.24) have the following
properties:
(i) limǫ→0 U¯
∞
ǫ (x, z) = U¯
∞(x, z), for all (x, z) ∈ D¯.
(ii) U¯∞ǫ ∈ C∞(D¯).
(iii) U¯∞ǫ is concave in each variable.
(iv) U¯ǫ(x, z) = Uǫ
(
x+R(z)
)
, for all (x, z) ∈ D¯.
(v) U¯∞ǫ (x, z) ≥ U¯ǫ(x, z), for all (x, z) ∈ D¯.
Proof. (i) and (ii) are classical properties of the convolution product. For
(iii), take (x, x′) ∈ R2 and λ ∈ [0, 1), then since U¯∞ is concave in x:
U¯∞ǫ (λx+ (1− λ)x′, z) =
∫
R2
U¯∞
(
λ(x+ ξ) + (1− λ)(x′ + ξ), z + ζ)ρǫ(ξ, ζ)dξdζ
≥ λ
∫
R2
U¯∞
(
x+ ξ, z + ζ
)
ρǫ(ξ, ζ) dξdζ
+ (1− λ)
∫
R2
U¯∞
(
x′ + ξ, z + ζ
)
ρǫ(ξ, ζ) dξdζ
= λU¯∞ǫ (x, z) + (1− λ)U¯∞ǫ (x′, z)
The same argument shows the concavity in z.
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For (iv), by definition of U¯ ,
U¯ǫ(x, z) =
∫
D¯
U¯(ξ, ζ)ρǫ(x− ξ, z − ζ)dξdζ
=
∫
D¯
U(ξ +R(ζ))ρǫ(x− ξ, z − ζ)dξdζ
= Uǫ
(
x+R(z)
)
For (v), we have by construction that U¯∞ ≥ U¯ and ρǫ is non negative so
U¯∞ǫ (x, z)− U¯ǫ(x, z) =
∫
D¯
(
U¯∞ − U¯)(ξ, ζ)ρǫ(x− ξ, z − ζ)dξdζ ≥ 0
As mentioned previously, for a power utility function, Hobson and Hender-
son, in [42], have shown that we may have degenerate solutions when the
total wealth is close to 0. An interesting feature of their solution is that the
total optimal wealth process is always stopped before getting closed to zero.
In our general setting, we denote ∂D¯ :=
{
(x, z) ∈ D¯ : x+R(z) = 0}. Then,
one can show:
Lemma 2.18. For all (x, z) ∈ ∂D¯, we have :
U¯∞(x, z) = U¯(x, z). (2.27)
Proof. For all (x, z) in ∂D¯, by definition of U¯ ,
U¯(x, z) = U(0)
and since limz→0 U
′(z) = +∞ and R′ is a positive function, then
∂zU¯(x, z) = R
′(z)U ′(0) = +∞, (x, z) ∈ ∂D¯.
So U¯(x, z) is concave in x and z and U¯∞ = U¯ on ∂D¯.
Proof of Proposition 2.16.
Let us show that V (x, y) ≤ U¯∞(x, S(y)) for all (x, y) in D.
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Step 1: Take a stopping time τ in T and a martingale X in M⊥(x, y).
Then by Ito’s formula for jump processes (see Theorem 71 in [77]):
U¯∞ǫ (Xt∧τ , Zt∧τ )− U¯∞ǫ (x, z) =∫ t∧τ
0
1
2
∂xxU¯
∞
ǫ (Xu, Zu)d[X,X]
c
u +
1
2
∂zzU¯
∞
ǫ (Xu, Zu)σ˜(Zu)du
+
∫ t∧τ
0
∂zU¯
∞
ǫ (Xu, Zu)σ˜(Zu)dBu + ∂xU¯
∞
ǫ (Xu, Zu)dX
c
u
+
∑
0<u≤t∧τ
U¯∞ǫ (Xu, Zu)− U¯∞ǫ (Xu−, Zu)− ∂xU¯∞ǫ (Xu−, Zu)∆Xu,
where Xc corresponds to the continuous part of X. Since U¯∞ǫ is concave in
x and z, then:
U¯∞ǫ (Xt∧τ , Zt∧τ )−U¯∞ǫ (x, z) ≤
∫ t∧τ
0
∂zU¯
∞
ǫ (Xu, Zu)σ˜(Zu)dBu+∂xU¯
∞
ǫ (Xu, Zu)dX
c
u.
We introduce an increasing sequence of stopping times (hn)n by
hn = inf
{
t ≥ 0 : Xτ∧t− + Y yτ∧t <
1
n
}
.
By the solvency condition,
h∞ = inf
{
t ≥ 0 : Xτ∧t− + Y yτ∧t = 0
}
.
Thanks to the fact that U is non decreasing, then Uǫ is non decreasing.
Therefore by definition of hn,
Uǫ
(
Xt∧τ∧hn + Y
y
t∧τ∧hn
) ≥ Uǫ( 1
n
)
≥
∫
R+
U(ξ +
1
n
)ρǫ(ξ, 0)dξ
≥ U
(
1
n
)∫
R+
ρǫ(ξ, 0)dξ.
= U
(
1
n
)
Since for fixed n, |U( 1n)| < ∞, then by (iv) and (v) in Lemma 2.17, the
continuous local martingale{∫ t∧τ∧hn
0
∂zU¯
∞
ǫ (Xu−, Zu)σ˜(Zu)dBu + ∂xU¯
∞
ǫ (Xu−, Zu)dX
c
u
}
t≥0
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is bounded from below so it is a supermartingale. Then U¯∞ǫ (Xt∧τ∧hn , Zt∧τ∧hn)
is a supermartingale too and
E
[
U¯∞ǫ (Xt∧τ∧hn , Zt∧τ∧hn)] ≤ U¯∞ǫ
(
x, z
)
.
Step 2 : We denote for any function f , (f)− := max(−f, 0) and
(f)+ := min(−f, 0).
Since for all (x, z) in D¯, U¯∞ǫ ≥ U¯ǫ then
(
U¯−
)
ǫ
≥(U¯ǫ)−≥(U¯∞ǫ )− and
sup
ǫ,t
(
U¯∞ǫ
)−
(Xt∧τ∧hn , Zt∧τ∧hn) ≤ sup
ǫ,t
(
U−
)
ǫ
(Xt∧τ∧hn + Y
y
t∧τ∧hn
).
U− is non increasing so as in the previous step:
(
U−
)
ǫ
(
Xt∧τ∧hn + Y
y
t∧τ∧hn
)
≤ U−
(
1
n
)
<∞.
Then for fixed n, by Lemma 2.17, dominated convergence theorem and Fa-
tou’s lemma
E
[
U¯∞(Xτ∧hn , Zτ∧hn)
]
= E
[
lim
ǫ→0
t→∞
U¯∞ǫ (Xt∧τ∧hn , Zt∧τ∧hn)
]
≤ lim inf
ǫ→0
t→∞
E
[(
U¯∞ǫ
)+
(Xt∧τ∧hn , Zt∧τ∧hn)
]
− lim
ǫ→0
t→∞
E
[(
U¯∞ǫ
)−
(Xt∧τ∧hn , Zt∧τ∧hn)
]
≤ U¯∞(x, z).
We next notice that
(
U−(Xτ∧hn + Y
y
τ∧hn
)
)
n
is an increasing and positive
sequence. So by monotonic convergence theorem and lemma 2.17 :
E
[
lim
n
(
U¯∞
)−
(Xτ∧hn , Zτ∧hn)1{h∞≥τ}
]
=E
[
lim
n
(
U¯
)−
(Xτ∧hn + Y
y
τ∧hn
)1{h∞≥τ}
]
= lim
n
E
[(
U¯
)−
(Xτ∧hn + Y
y
τ∧hn
)1{h∞≥τ}
]
≥ lim
n
E
[(
U¯∞
)−
(Xτ∧hn , Zτ∧hn)1{h∞≥τ}
]
.
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So, by Fatou’s Lemma for the positive part:
E
[
U¯∞(Xτ , Zτ )
] ≤ lim inf
n
E
[(
U¯∞
)+
(Xτ∧hn , Zτ∧hn)1{h∞≥τ}
]
− lim
n
[(
U¯∞
)−
(Xτ∧hn , Zτ∧hn)1{h∞≥τ}
]
≤ lim inf
n
E
[(
U¯∞
)
(Xτ∧hn , Zτ∧hn)1{h∞≥τ}
]
≤ U¯∞(x, z).
By the arbitrariness of X ∈M⊥(x, y) and τ ∈ T , we conclude that :
V (x, y) ≤ U¯∞(x, S(y)), (x, y) ∈ D. (2.28)
From now on, we want to to show that V 0 is locally bounded in order to
apply lemma 2.14 and get the reverse inequality. Indeed, we know that by
optimality V 0(x, y) defined in (2.11) is such that for all (x, y) ∈ D
V 0(x, y) ≥ U(x+ y).
Therefore by (2.9) and (2.28), we have :
U¯∞
(
x, S(y)
)≥ V 0(x, y) ≥ U(x+ y).
Since U¯∞ and U are continuous, we get that V 0 is locally bounded. So by
lemma 2.14, we get that V (x, y) ≥ U¯∞(x, S(y)) on D.
2.4.2 An example of portfolio optimization problem
Let us study the following portfolio optimization problem. On a complete
filtered probability space (Ω,F ,F := {Ft}t≥0,P), we consider a random
maturity τ , modeled by a F-stopping time which may take infinite values,
and G a real valued function which can be non concave. We want to solve
the following portfolio optimization problem:
j(x) = sup
X∈M(x)
E
[
G(Xτ )
]
. (2.29)
where x ∈ R and M(x) is the set of all martingales with initial value x,
adapted to F.
We can see that taking the rule which consists in doing nothing leads to :
j(x) ≥ G(x). (2.30)
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We denote by Gconc the concave envelope of G. By definition, Gconc ≥ G(x),
so by Jensen inequality:
Gconc(x) ≥ j(x). (2.31)
Clearly if G is concave on R, then Gconc = G. So combining (2.30) and
(2.31) gives us that j(x) = G(x) and the optimal strategy X∗ is X∗ = x.
We now consider the case where G may be not concave. Let us assume that:
Assumption 2.19. There is a compact subset C ⊂ R such that
∀x /∈ C, Gconc(x) = G(x).
Under this assumption, we can define for all x ∈ R, (a(x), b(x))∈ R2 by:
a(x) := inf
{
α, α ≥ x : Gconc(α) = G(α)}
b(x) := sup
{
α, α ≤ x : Gconc(α) = G(α)}
Roughly speaking a(x) is the first point after x where G “touches” its con-
cave envelope, that is to say Gconc
(
a(x)
)
= G
(
a(x)
)
and b(x) is the last point
before x where G is equal to its concave hull (Gconc
(
b(x)
)
= G
(
b(x)
)
). As-
sumption 2.19 means that we get rid off any problems which may occur at
infinity. For instance, if G has a convex behavior at infinity then a(x) would
be infinite. But this kind of problems can not happen under Assumption
2.19 since we are working on a bounded domain. Moreover Gconc is linear
on [b(x), a(x)].
Now we define the pure jump process X∗ by X∗t = x for t ∈ [0, τ) and:
X∗τ =
{
a(x), with probability p(x).
b(x), with probability 1− p(x).
where p(x) is defined by x = p(x)a(x)+
(
1 − p(x))b(x). We notice that in
particular, E[X∗τ ] = x. Then by definition of a(x), b(x) and p(x), we can
easily calculate that:
E
[
G(X∗τ )
]
= E
[
G
(
a(x)
)
1X∗τ=a(x)
+G
(
b(x)
)
1X∗τ=b(x)
]
= Gconc
(
a(x)
)
p(x) +Gconc
(
b(x)
)(
1− p(x)).
Under Assumption 2.19, the concave envelope is linear on [b(x), a(x)]. Thereby
we get that:
E
[
G(X∗τ )
]
= Gconc
(
a(x)
)
p(x) +Gconc
(
b(x)
)(
1− p(x))
= Gconc(x).
Using (2.31), we get that j(x) = Gconc(x) where the optimal strategy is the
martingale X∗ constructed above.
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2.4.3 Construction of the optimal strategies
We make in this section the following assumption :
Assumption 2.20.
∃K compact subset of the interior of D¯ : ∀(x, z) /∈ K U¯∞(x, z) = U¯(x, z).
This is the analogous of Assumption 2.19 for the two dimensional problem.
This ensures that the rules we are looking for are finite as we will see in the
construction below. Moreover, this assumption is consistent with (2.18).
Let us define the sequence of stopping times (τn)n≥0 by
τ01 = inf
{
t ≥ 0 : U¯1(x, Zt) = U¯0(x, Zt)
}
.
and for i ∈ {1 . . . n+ 1}
τn1 = inf
{
t ≥ 0 : U¯2n+1(x, Zt) = U¯2n(x, Zt)
}
.
...
τni = inf
{
t ≥ τni−1 : U¯2(n−i+1)+1(Xnτni−1 , Zt) = U¯
2(n−i+1)(Xnτni−1 , Zt)
}
.
...
τnn+1 = inf
{
t ≥ τnn−1 : U¯1(Xnτnn , Zt) = U¯0(Xnτnn , Zt)
}
.
Remark 2.21. For each integer n and i, we introduce the set
Hni :=
{
z > 0 : U¯2(n−i+1)+1
(
Xnτni−1 , z
)
> U¯2(n−i+1)
(
Xnτni−1 , z
)}
.
By construction of the sequence U¯n, we can see that outside of Hni , the
function U¯2(n−i+1)
(
Xnτni−1
, .
)
is concave. With this framework τni could be
understood as the first exit time of Hni for the process Z. Roughly speaking,
we stop when U¯2(n−i+1)
(
Xnτni−1
, .
)
reaches its concave envelope.
Remark 2.22. By the appendix D of [49] or in the Markovian case in [33],
these sequences of stopping times, for a given wealth process X, are the
optimal rules of a family of optimal stopping problems.
The construction of the optimal strategy is the following and is based on
the construction done in the previous section for the one dimensional case.
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Indeed for given (u, v) ∈ R× R+, let us introduce for all i ∈ {1, . . . , n}
d(v) := {x ∈ R/(x, v) ∈ D¯}
ani (u, v) := inf
{
α ∈ d(v), α ≥ u : U¯2(n−i+1)(α, v) = U¯2(n−i+1)−1(α, v)}.
bni (u, v) := sup
{
α ∈ d(v), α ≤ u : U¯2(n−i+1)(α, v) = U¯2(n−i+1)−1(α, v)}.
Thereby, if U¯2(n−i+1)−1( . , v) is concave at point u, then u = ani (u, v) =
bni (u, v). Moreover, we know that U¯
2(n−i+1)( . , v) is linear on [bni (u, v), a
n
i (u, v)].
We define the random variable ηni (u, v) and the measurable function p
n
i (u, v)
by:
(i) If ani (u, v) = b
n
i (u, v) = u, then η
n
i (u, v) = u and p
n
i (u, v) = 1.
(ii) If ani (u, v) > b
n
i (u, v), then:{
pni (u, v) := P
[
ηni (u, v) = a
n
i (u, v)
]
= 1− P[ηni (u, v) = bni (u, v)].
u = pni (u, v)a
n
i (u, v)+
(
1− pni (u, v)
)
bni (u, v).
Under Assumption 2.20, this is correctly defined since by construction for
all i ∈ {1 . . . n} : |ηni (u, v)| <∞ and pni (u, v) = u−b
n
i (u,v)
ani (u,v)−b
n
i (u,v)
∈ [0, 1].
We define the pure jump process Xn as follows :
X0t = x ∀t > 0.
Xnt = x1t∈[0,τn1 ) +
n−1∑
i=1
ηni (X
n
τni−1
, Zτni )1t∈[τni ,τni+1) + η
n
n(X
n
τnn−1
, Zτnn )1t∈[τnn ,∞).
Remark 2.23. We have chosen at the beginning an unspecified filtration
which contains at least the natural filtration of the Brownian motion B
and the filtration generated by the sequence (τni ). We can see clearly that
the process Xnt is Ft-adapted. At time τn1 , since x is a constant and Zτn1
is Fτn1 -adapted, we have that Xnτn1 is Fτn1 -adapted. So by induction, each
jump occurring at τni depends on the values of the process X
n
τni−1
which is
Fτni−1-adapted and Yτni which is Fτni -adapted. So, Xnτni is Fτni -adapted.
Lemma 2.24. Under Assumptions 2.9 and 2.20, for all n ∈ N, the process
Xn is a pure jump martingale.
Proof. If pn1 (x, Zτn1 ) = 0 then b
n
1 (x, Zτn1 ) = x and E[|Xnτn1 |] <∞.
If pn1 (x, Zτn1 ) ∈]0, 1], then
|an1 (x, Zτn1 )| ≤
1
pn1 (x, Zτn1 )
[|x|+ (1− pn1 (x, Zτn1 ))|bn1 (x, Zτn1 )|].
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Moreover by construction, |bn1 (x, Zτn1 )| ≤ |max
(
Zτn1 , x
)| and thanks to As-
sumption 2.9, we have that
E[|bn1 (x, Zτn1 )|+ |an1 (x, Zτn1 )|] <∞.
So, we get that E[|Xnτn1 |] <∞.
Thanks to Assumption 2.20, by an easy induction, we can see that for i ∈
{1, . . . , n} :
E[|Xnτni |] <∞. (2.32)
Moreover, for all i ∈ {1, . . . , n}:
– Take t ∈]τni , τni+1[, then E[Xnt |Ft−] = Xnt−.
– Take t = τni , then
E[Xnt |Ft−] = E[ηni (Xnτni−1 , Zτni )|Ft−]
= ani (X
n
τni−1
, Zτni )E[1ηni =ani |Ft−]
+ bni (X
n
τni−1
, Zτni )E[1− 1ηni =ani |Ft−]
= Xnτni−1
= Xnt−.
Since Z is a continuous process, the quadratic covariation between Z and
the pure jump process Xn is such that [Xn, Z] = 0.
The intuition behind this construction is that our mix-investment sell
problem can be splitted into two optimization problems. At each stopping
time τni , we have to solve an optimal stopping problem in infinite horizon
with constant wealth Xnτni−1
, so the value function is concave in z and its
second derivative in x is equal to 0. Similarly, each concavification in x
corresponds to an optimal investment problem with given random maturity
and non concave utility function. The wealth strategy jumps randomly from
its actual position to two possible values, while the asset price remains con-
stant. This construction is consistant with the partial differential equation
(2.18) obtained in the continuous case.
2.4.4 The ε-Optimal Strategies
The following results are crucial to solve our main problem. The first
one concerns the optimization of the optimal portfolio, that is to say the
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construction of the optimal strategy. The second one is related to the opti-
mal stopping theory.
Lemma 2.25. Under Assumptions 2.9 and 2.20, for all i ∈ {1 . . . n+ 1},
E
[
U¯2(n−i+1)−1(Xnτni , Zτ
n
i
)
]
= E
[
U¯2(n−i+1)
(
Xnτni−1 , Zτ
n
i
)]
(2.33)
= E
[
U¯2(n−i+1)+1(Xnτni−1 , Zτ
n
i−1
)
]
. (2.34)
Proof. We first prove (2.33). By definition of Xnτni
together with the tower
property of conditional expectation, we have:
E
[
U¯2(n−i+1)−1(Xnτni , Zτ
n
i
)
]
= E
[
U¯2(n−i+1)−1
(
ani (X
n
τni−1
, Zτni ), Zτni
)
E
[
1ηni =a
n
i
|Xnτni−1 , Zτni
]
+ U¯2(n−i+1)−1
(
bni (X
n
τni−1
, Zτni ), Zτni
)
E
[
1ηni =b
n
i
|Xnτni−1 , Zτni
]]
= E
[
U¯2(n−i+1)−1
(
ani (X
n
τni−1
, Zτni ), Zτni
)
pni (X
n
τni−1
, Zτni )
+ U¯2(n−i+1)−1
(
bni (X
n
τni−1
, Zτni ), Zτni
)(
1− pni (Xnτni−1 , Zτni )
)]
.
By definition of the random variables bni (X
n
τni−1
, Zτni ) and a
n
i (X
n
τni−1
, Zτni ) ,
E
[
U¯2(n−i+1)−1(Xnτni , Zτ
n
i
)
]
= E
[
U¯2(n−i+1)
(
ani (X
n
τni−1
, Zτni ), Zτni
)
pni (X
n
τni−1
, Zτni )
+ U¯2(n−i+1)
(
bni (X
n
τni−1
, Zτni ), Zτni
)(
1− pni (Xnτni−1 , Zτni )
)]
.
By linearity of U¯2(n−i+1)( . , Zτni ) on
[
bni (X
n
τni−1
, Zτni ), a
n
i (X
n
τni−1
, Zτni )
]
(Lemma
2.18), we conclude that
E
[
U¯2(n−i+1)−1(Xnτni , Zτ
n
i
)
]
= E
[
U¯2(n−i+1)
(
Xnτni−1 , Zτ
n
i
)]
.
This ends the proof of (2.33).
Let us now prove (2.34). By construction, Xnτni−1
is Fτni−1-measurable and
U¯2(n−i+1)+1
(
Xnτni−1
, z
)
is linear for z in Hni (see remark 2.21). By Doob’s
optional sampling theorem applied to the continuous local martingale Z, we
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get for t ≥ s ≥ τni−1 that:
E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zt∧τ
n
i
)|Fs∧τni−1] = U¯2(n−i+1)+1(Xnτni−1 ,E[Zt∧τni |Fs∧τni−1]
)
= U¯2(n−i+1)+1
(
Xnτni−1 , Zs∧τ
n
i−1
)
.
and
E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zt∧τ
n
i
)]
= E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zs∧τ
n
i−1
)]
. (2.35)
We now need a dominated convergence argument:
lim
t→∞
U¯2(n−i+1)+1
(
Xnτni−1 , Zt∧τ
n
i
)
= U¯2(n−i+1)+1
(
Xnτni−1 , Zτ
n
i
)
|U¯2(n−i+1)+1(Xnτni−1 , Zt∧τni )| ≤ supt≥τni−1 |U¯∞
(
Xnτni−1 , Zt∧τ
n
i
)|.
By definition of τni , for all t ≥ τni−1, we have that :
U¯2(n−i+1)+1
(
Xnτni−1 , Zt∧τ
n
i
)
> U¯
(
Xnτni−1 , Zt∧τ
n
i
)
then by Assumption 2.20,
(
Xnτni−1
, Zt∧τni
)∈ K for all t ≥ τni−1. We recall
that K is a compact set of R2. Since U¯∞ is a continuous function, then
it is bounded on K. Therefore we can find a constant C > 0 such that
∀t ≥ τni−1 : |U¯∞
(
Xnτni−1
, Zt∧τni
)| < C and
E
[
sup
t≥τni−1
|U¯∞(Xnτni−1 , Zt∧τni )|]<∞.
The same result can be obtained with the right side of equation (2.35). So
by the dominated convergence theorem,
E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zτ
n
i
)]
= E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zτ
n
i−1
)]
.
and by definition of τni :
E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zτ
n
i−1
)]
= E
[
U¯2(n−i+1)+1
(
Xnτni−1 , Zτ
n
i
)]
= E
[
U¯2(n−i+1)
(
Xnτni−1 , Zτ
n
i
)]
.
Our main result is the following theorem.
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Theorem 2.26. Under Assumptions 2.9 and 2.20, for all (x, y) in D and
for all ε > 0, there exists n ∈ N such that
ε+ E
[
U¯0
(
Xnτnn+1 , Zτ
n
n+1
)]≥ U¯∞(x, S(y)), (2.36)
where (Xn, τnn+1) ∈M⊥(x, y)× T are ε-optimal strategies. Moreover,
U¯∞
(
x, S(y)
)
= lim
n→∞
E
[
U¯0
(
Xnτnn+1 , Zτ
n
n+1
)]
. (2.37)
Suppose that µ is non positive on R+∗ , then
V (x, y) = U
(
x+ y
)
(2.38)
Proof. Let us take (x, z) ∈ D¯, then we always have:
U¯∞(x, z) = U¯∞(x, z)− U¯2n+1(x, z)
+
n∑
i=1
E
[
U¯2(n−i+1)(Xnτni−1 , Zτ
n
i
)− U¯2(n−i+1)−1(Xnτni , Zτni )
]
+
n∑
i=0
E
[
U¯2(n−i+1)−1(Xnτni , Zτ
n
i
)− U¯2(n−i+1)−2(Xnτni , Zτni+1)
]
+ E
[
U¯0(Xnτnn , Zτ
n
n+1
)
]
.
By construction τnn+1 ≥ τnn , so we have that Xnτnn+1 = X
n
τnn
. Thanks to
Lemma 2.25, this yields
U¯∞(x, z) = U¯∞(x, z)− U¯2n+1(x, z) + E
[
U¯0(Xnτnn+1 , Zτ
n
n+1
)
]
.
By definition of U¯∞, we have for all (x, y) ∈ D
U¯∞
(
x, S(y)
)
= lim
n→∞
E
[
U¯0(Xnτnn+1 , Zτ
n
n+1
)
]
= V (x, y).
For all ǫ > 0 we can find n > 0 such that U¯∞ − U¯2n+1 ≤ ε since U¯∞ =
limn U¯
n. This leads to:
ε+ E
[
U¯0(Xnτnn+1 , Zτ
n
n+1
)
]
≥ U¯∞(x, S(y))= V (x, y).
An easy case that we have to take into account appears when the utility
function U¯ is concave in both variables. This situation is directly linked
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with the dynamics of the indivisible asset. Indeed suppose that the drift µ
is non positive. We define Y¯ y by
Y¯ yt = y +
∫ t
0
Y¯ yu σ
(
Y¯ yu
)
dBu.
Then by a comparison theorem, we have that:
P
[
Y¯ yt ≥ Y yt , ∀t ≥ 0
]
= 1.
So we get:
V (x, y) = sup
X∈M⊥(x,y)
τ∈T
E[U(Xτ + Y
y
τ )]
≤ sup
X∈M⊥(x,y)
τ∈T
E[U(Xτ + Y¯
y
τ )].
By Jensen’s inequality,
V (x, y) ≤ sup
X∈M⊥(x,y)
τ∈T
E[U(Xτ + Y¯
y
τ )].
≤ U(x+ y).
Since by optimality, V is always greater than U , we have for all (x, y) in D
that V (x, y) = U(x+ y).
Remark 2.27. As in Henderson and Hobson ([42]), we can see that some-
times we can not take advantage of the real asset and the best strategy
consists in doing nothing and sells the real asset at time 0. This is the case
for instance when µ is negative and U¯∞ = U . One can decide to keep the
wealth of its portfolio constant and wait for an optimal time to sell the real
asset. In this case, U¯∞ = U1. However, most of the time, we have to do
a dynamic management of the wealth portfolio to increase the total wealth
as it is shown in Theorem 2.26 and take advantage to the sell of the real
indivisible asset.
Unfortunately, we were not able to obtain any convergence property for the
sequence of stopping times (τni )n. The following result is a direct conse-
quence of Theorem 2.26 and turns out to cover the power utility case of
Hobson and Henderson as we will see in the next section. So an alternative
way is to assume the following condition:
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Assumption 2.28.
∃N > 0 such that ∀n ≥ N : U¯∞ = U¯n
In this case, we have the following Corollary of Theorem 2.26.
Corollary 2.29. Under the Assumptions 2.9, 2.20 and 2.28, for all (x, y)
in D,
V (x, y) = U¯N
(
x, S(y)
)
= E
[
U
(
XN
τN
N+1
+ Y y
τN
N+1
)]
.
with the optimal stopping rules (XN , τNN+1) ∈M⊥(x, y)× T
Proof. The proof is trivial since we assume that U¯∞ is attained in a finite
number of iterations (Assumption 2.28).
2.5 An explicit solution with a power utility func-
tion
Let us consider a concave power utility function, that is to say, U is
defined for all positive x by
U(x) =
x1−p − 1
1− p with p ≥ 0, p 6= 1.
Suppose that Y is a geometric Brownian motion, such that:
dYt = Yt
(
µdt+ σdWt
)
.
Our goal in this section is to calculate explicitly the function U¯∞ for the
function U as it is defined previously. To achieve it, let us introduce the
following notation:
γ =
2µ
σ2
.
The scale function S of Y is given from affine transformation by
S(y) = y1−γ . (2.39)
Let γ∗ be the unique solution for 0 < γ ≤ p ∧ 1 of Ψ(γ) = 0 where
Ψ(γ) := (p− γ)p(1 + p− γ)− (1− γ)(2p− γ)p. (2.40)
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We introduce the following positive parameters ξ1 and ξ0 defined by
ξ1 =
(p+ 1− γ
1− γ
) 1
p
ξ0
1 + ξ0
(2.41)
ξ0 =
ξ1(p+1−γ
1−γ
) 1
p−ξ1
. (2.42)
Proposition 2.30. (i) If 1 > p ≥ 0 and for (x, y) in D:
For γ ≤ 0, V (x, y) = U(x+ y)
For 0 < γ ≤ γ∗, V (x, y) = U¯1(x, y1−γ).
For γ∗ < γ ≤ p, V (x, y) = U¯2(x, y1−γ).
For p < γ ≤ 1, V (x, y) =∞.
(ii) If γ > p > 1 and (x, y) in D , V (x, y) = U¯1(x, y1−γ).
(iii) If p > 1 > γ and (x, y) in D :
For 0 < γ ≤ γ∗, V (x, y) = U¯1(x, y1−γ).
For γ∗ < γ ≤ p, V (x, y) = U¯2(x, y1−γ).
Remark 2.31. These results agree with those obtained by Hobson and
Henderson in [42].
Remark 2.32. In this case, the process Z obtained by applying the scale
function is a martingale since it verifies
dZt = (1− γ)σZtdBt.
and
∫∞ 1
z =∞. So (2.9) holds.
Proof. Step 1 : The easy cases
When γ ≤ 0, the first assertion is easily obtained after differentiation. In-
deed:
∂zzU¯(x, z) =
z
2γ−1
1−γ
(1− γ)2 (x+ z
1
1−γ )−p−1
[
γx+ (γ − p)z 11−γ
]
. (2.43)
Then for all (x, z) ∈ D¯, we get :
∂zzU¯(x, z) ≤ −p z
γ
1−γ
(1− γ)2 (x+ z
1
1−γ )−p−1 ≤ 0.
So U¯∞(x, z) = U¯(x, z) and V (x, y) = U(x+ y).
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When 1 ≥ γ > p :
∂zzU¯(x, z) ∼
∞
γ − p
(1− γ)2 z
2γ−1
1−γ (x+ z
1
1−γ )−p−1. (2.44)
(2.44) implies that ∂zzU¯(x,∞) > 0. Since U¯ is non decreasing in y, then
U¯ is strictly convex in z on the whole interval D¯. Its concave hull is thus
infinite.
Step 2 : Construction of U¯1
– Case where 1 > p ≥ γ > 0:
If x ≤ 0, then by (2.43), U¯(x, .) is concave. So V = U¯ .
If x > 0 then by (2.44), we get that ∂zzU¯(x,∞) < 0, so U¯(x, .) admits
an inflexion point and its concave hull U¯1(x, .) will be linear until this
point. For a given x, we are from now on looking for a point z0 such
that :
x1−p
1− p + ∂zU¯(x, z0)z0 = U¯(x, z0). (2.45)
and a line which joins the point
(
0, U¯(x, 0)
)
to
(
z0, U¯(x, z0)
)
with a
slope equal to ∂zU¯(x, z0). This can be summarized in the following
problem :
We denote ξ as : ξ =
z
1
1−γ
0
x and we define the function Θ by
Θ(ξ) := 1 +
(1 + ξ)−p
1− γ
[
(γ − p)ξ − (1− γ)]
Then looking for a point y0 remains to solve the following equation:
Θ(ξ) = 0. (2.46)
After calculus, we can see that for p > γ > 0, there is a unique solution
ξ0 to (2.46) on ]0,∞] such that :
ξ0 >
γ
p− γ . (2.47)
If γ = p, the unique solution of (2.46) is 0 and ∂yU¯(x, 0) =
1
1−p gives
us that U¯1(x, z) = x
1−p
1−p +
z
1−p .
So for 1 > p ≥ γ > 0, we can summarize the construction of U¯1 by:
For all (x, z) ∈ D¯
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(i) Suppose γ = p. If x > 0,
U¯1(x, z) =
x1−p
1− p +
z
1− p.
Then if x ≤ 0,
U¯1(x, z) = U¯(x, z).
(ii) Suppose p > γ > 0. If z
1
1−γ < ξ0x
U¯1(x, z) =
x1−p
1− p +
ξγ0
1− γ x
γ−p(1 + ξ0)
−pz.
then if z
1
1−γ ≥ ξ0x
U¯1(x, z) = U¯(x, z).
– Case where γ > p > 1:
We remind that
∂zzU¯(x, z) =
z
2γ−1
1−γ
(1− γ)2 (x+ z
1
1−γ )−p−1
[
γx+ (γ − p)z 11−γ
]
.
Then for x ≥ 0, ∂zzU¯(x, z) ≥ 0. Moreover U¯(x, z) ≤ U¯(x, 0) = 0. So
for all (x, z) in D¯, U¯1(x, z) = 0.
Let us now consider the case where x < 0. Then, we have
∂zzU¯(x, z) ∼
z→−|x|1−γ
p|x|1−γ > 0.
and ∂zzU¯(x, z) ∼z→∞
x→0
x<0
γx < 0
In this case, there is an inflexion point. So, as it has been done previ-
ously we are looking for a point z∗ such that the concave hull U¯
1(x, .)
is linear on
[|x|1−γ , z∗] with a slope equal to U¯z(x, z∗). So, we are
seeking a solution to this equation:
U¯(x, 0) + z∗U¯z
(
x, z∗
)
= U¯(x, z∗). (2.48)
We denote ξ = z
1
1γ
|x| and (2.48) becomes :
ξ
1− γ =
(1 + ξ)
1− p . (2.49)
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then ξ∗ =
γ−1
γ−p is the unique solution of (2.49).
So for γ > p > 1 and (x, z) ∈ D¯, we have that :
If x ≥ 0, U¯1(x, z) = 0.
If x < 0, then:
(i) For |x| < z 11−γ < γ−1γ−p |x| :
U¯1(x, z) = U¯(x, z).
(ii) For z
1
1−γ ≥ 1−γγ−p |x| :
U¯1(x, z) = −(γ − 1)
γ−1(γ − p)p−γ
(p− 1)p |x|
γ−pz.
We notice that for γ > p > 1, the function U¯1(x, z) is concave in x and
concave in z. So U¯∞(x, z) = U¯1(x, z).
Step 3 : Construction of U¯2
Consider from now on the second derivative in x of U¯1 for p ≥ γ > 0
and y
1
1−γ < ξ0x.
∂xxU¯
1(x, y) = −px−p−1
[
1− (p+ 1− γ)(p− γ)
p(1− γ) ξ
γ
0x
γ−1y(1 + ξ0)
−p
]
.
We denote for ξ in [0, ξ0], the function ∆(ξ) := 1− (p+1−γ)(p−γ)p(1−γ) ξγ0 ξ1−γ(1+
ξ0)
−p. We are seeking a solution ξ1 to the equation
∆(ξ) = 0. (2.50)
The function ∆ is non increasing with ∆(0) = 1. So, we have to discuss
wether ∆(ξ0) is positive or not. To achieve it, let us introduce the function
∆˜ defined by
∆˜ : R+∗ → R+∗ (2.51)
x→ 1− (p+ 1− γ)(p− γ)
p(1− γ) x(1 + x)
−p. (2.52)
This is clearly a non increasing continuous and one-to-one function on R+∗ .
And we can see that seeking the sign of ∆(ξ0) remains to check the sign of
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∆˜(x) under the condition Θ(x) = 0. So let us consider now the following
non linear system of equations :
∆˜(x) = 0 (2.53)
Θ(x) = 0. (2.54)
This is equivalent to:
(1 + ξ0)
−p =
1− γ
1 + p− γ
1 +
(1 + ξ0)
−p
1− γ
[
(γ − p)ξ0 − (1− γ)
]
= 0.
We can see after calculus that the solution of (2.53) and (2.54) is x = pp−γ .
Moreover, for a fixed p, we have
G(γ) = 0 ⇔ there is a unique solution to (2.53) and (2.54).
Since G is a non decreasing continuous and one-to-one function, its admits
a unique solution γ∗. Moreover, we have that G is negative on γ ≤ γ∗ and
positive on γ > γ∗. This results gives us that :
For γ > γ∗, G positive implies ∆˜(x) negative. It means that ∆(ξ0) is nega-
tive, so U¯1 is not concave in its first variable and admits an inflexion point
to be determined.
For γ ≤ γ∗, G negative implies ∆˜(x) positive. It means that ∆(ξ0) is posi-
tive, so U¯1 is concave in its first variable.
More precisely for (x, z) ∈ D¯:
– If γ ≤ γ∗, then U¯1 is concave in x and in z and U¯2 = U¯1.
– If p > γ > γ∗, then there exists ξ1 such that :
For x ≥ z
1
1−γ
ξ1
, U¯1 is concave in x and in z and U¯2 = U¯1.
For z
1
1−γ
ξ0
≥ x ≥ z
1
1−γ
ξi
, U¯1 is not concave in x and we have to seek a
straight line which joints the points
(
z
1
1−γ
ξ0
, z
)
and
(
z
1
1−γ
ξ1
, z
)
.
For x ≤ z
1
1−γ
ξ0
, U¯1 is concave in x and in z and U¯2 = U¯0.
So, we have to look for a line passing by
(
z
1
1−γ
ξ0
, z
)
and
(
z
1
1−γ
ξ1
, z
)
such that
U¯2 is continuous and continuously differentiable at these points. So, we must
find ξ0 and ξ1 such that :
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For z
1
1−γ
ξ1
> x > z
1
1−γ
ξ0
, then :
U¯2(x, z) =
z
−p
1−γ ξ1ξ0
(1− p)(ξ1 − x0)
[(
x−z
1
1−γ
ξ1
)
ξp−10 (1+ξ0)
1−p+
(
z
1
1−γ
ξ0
−x
)
ξp−11
(2p− γ)(1− γ)
(p− γ)(p+ 1− γ)
]
.
and by continuity of the first derivatives :
∂xU¯
1
(
z
1
1−γ
ξ1
, z
)
= ∂xU¯
0
(
z
1
1−γ
ξ0
, z
)
= ∂xU¯
2
(
x, z
)
. (2.55)
with
∂xU¯
1
(z 11−γ
ξ1
, z
)
= z
−p
1−γ ξp1
1− γ
p+ 1− γ (2.56)
∂xU¯
0
(z 11−γ
ξ0
, z
)
= z
−p
1−γ ξp0(1 + ξ0)
−p (2.57)
∂xU¯
2
(
x, z
)
=
z
−p
1−γ
1− p
ξ0ξ1
ξ1 − ξ0
[
ξp−10 (1 + ξ0)
1−p − ξp−11
(2p− γ)(1− γ)
(p− γ)(p+ 1− γ)
]
.
(2.58)
So, associating (2.55), (2.56) and (2.57), we get
ξ1 =
(p+ 1− γ
1− γ
) 1
p
ξ0
1 + ξ0
. (2.59)
Combining (2.55), (2.56) and (2.58), we obtain
ξ1 =
p
(1− p)(p− γ)
[
(p+ 1− γ)− (p− γ)(p+ 1− γ
1− γ
) 1
p
]
. (2.60)
Finally, (2.60) and (2.59) give us ξ0.
To summarize, for all (x, z) ∈ D¯, U¯2 is equal to :
(i) For 0 < γ < γ∗, U¯2(x, z) = U¯1(x, z) and the optimal strategy is given
by ξ0 given in (2.46).
(ii) For p > γ > γ∗ and x ≥ z
1
1−γ
ξ1
U¯2(x, z) =
x1−p
1− p +
ξγ0
1− γ x
γ−pz(1 + ξ0)
−p.
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and for z
1
1−γ
ξ0
< x < z
1
1−γ
ξ1
, then
U¯2(x, z) =
z
−p
1−γ ξ1ξ0
(1− p)(ξ1 − x0)
[(
x− z
1
1−γ
ξ1
)
ξp−10 (1 + ξ0)
1−p+(
z
1
1−γ
ξ0
− x
)
ξp−11
(2p− γ)(1− γ)
(p− γ)(p+ 1− γ)
]
.
for x ≤ z
1
1−γ
ξ0
, then
U¯2(x, z) = x1−p
(1 + ξ0)
1−p
1− p .
and the optimal strategies are given by (2.60). Moreover, the function U¯2
is concave in x and in y. By Proposition (2.26), U¯∞ = U¯2.
2.6 Conclusion
The results obtained so far are consistent with those of Henderson and
Hobson in [42]. But we provide a more general framework which gives a bet-
ter understanding of the problem. We do not deal with correlated processes
or with interest rate. Indeed, this additional parameters would have com-
pletely change our framework, in particular in the concave structure that we
highlighted.
Chapter 3
Constrained Second Order
Backward SDEs
3.1 Introduction
Second order BSDEs were introduced by Cheredito, Soner, Touzi and
Victoir in [13]. In a Markovian framework, they show that there exists a
connection between 2BSDEs and fully nonlinear PDEs while standard BS-
DEs induce quasi-linear PDEs. However, except in the case where the PDEs
admits sufficiently regular solutions, they do not provide a general existence
result. In [24], Denis and Martini generalized the uncertain volatility model
introduced in [1] or [59] to a family of martingale measures thanks to the
quasi-sure analysis. The uncertain volatility model is directly linked to the
Black-Scholes-Barrenblat equation which is fully nonlinear. This problem
is strongly linked to the problem of G-integration theory studied mainly by
Peng (see [68], [67]) for the definition of the main properties. Denis, Hu
and Peng in [23] established connections between [68] and [24] while Soner,
Touzi and Zhang in [83] provide a martingale representation theorem for
the G-martingale which corresponds to a hedging strategy in the uncer-
tain volatility model. Inspired by this quasi-sure framework, Soner, Touzi
and Zhang study in [85] the second order stochastic target problem whose
solution solves a 2BSDE and prove existence and uniqueness for general
2BSDEs in [86] with an undominated family of mutually singular martin-
gale measures. Recently, Possamai and Zhou extend their results for a one
dimensional 2BSDE with bounded terminal condition and continuous gen-
erator with quadratic growth in the z variable (see Possamai [75], Possamai
and Zhou [76]). This result allow to solve second order reflected BSDEs and
utility maximization problem under volatility uncertainty as we can see in
67
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Matoussi, Possamai and Zhou [62, 61].
Constrained BSDEs were motivated by the work of Cvitanic and Karatzas
in [20] which established the link between hedging a claim with constraints
on the portfolio and solving a standard BSDE. More generally, Cvitanic,
Karatzas and Soner provide in [21] a stochastic control approach to solve
BSDEs with convex constraints on the gain process and obtain an inter-
esting stochastic representation theorem. We can also mention papers of
Buckdahn and Hu in [9] and [10]. In this last paper, they study the problem
of hedging American claims with constrained portfolio by using one dimen-
sional constrained BSDEs driven by both a Brownian motion and a Poisson
process, with a lower barrier and a penalization method. However, they
do not provide a stochastic representation theorem for the solution. Peng
in [67] proposes limit theorem for monotonic sequences of standard BSDEs
and provides the existence of a minimal solution to BSDEs whose constraint
involves both Y and Z.
Our approach follows that of Soner, Touzi and Zhang in [85] and [86] and is
inspired by [21]. Firstly, we have been interested in generalizing the results of
[21] to the case of a non-convex generator thanks to the strong convergence
in the gain process proved by Peng in [67]. Thus, we provide the existence
of a minimal solution for a general first order constrained problem as well
as its corresponding stochastic representation theorem. Secondly, we extend
these results to the case of a 2BSDE with convex constraints on Z. Indeed,
under classical assumptions, we have proved the existence and a stochastic
representation theorem for the minimal solution of a constained 2BSDE.
3.2 The setup
3.2.1 The local martingale measure
Let Ω =
{
ω ∈ C([0, 1],Rd): ω0 = 0} be the canonical space, B the canon-
ical process, P0 the Wiener measure, F := {Ft}0≤t≤1 the filtration generated
by B and the right limit of F, F+ := {F+t }0≤t≤1.
A probability measure P is a local martingale measure if the canonical pro-
cess B is a local martingale under P. By Fo¨llmer [38], there exists an F-
progressively measurable process, denoted by
∫ t
0 BsdBs, which coincides with
the Itoˆ integral P−a.s. for all local martingale measures P. This provides a
pathwise definition of
〈B〉t := BtB′t − 2
∫ t
0 BsdBs and aˆt = limε↑0
1
ε
(〈B〉t − 〈B〉t−ε)
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where ′ denotes the transposition, and lim is taken componentwise and point-
wise in ω. Clearly, 〈B〉 coincides with the P−quadratic variation of B, P−
a.s. for all local martingale measures P. Let PW denotes the set of all local
martingale measures P such that
〈B〉t is absolutely continuous in t and aˆ takes values in S>0d , P−a.s. (3.1)
where S>0d denotes the set of all d× d real valued definite positive matrices.
For any P ∈ PW , it follows from the Levy characterization that the Itoˆ
stochastic integral under P
W Pt :=
∫ t
0
aˆ−1/2s dBs, t ∈ [0, 1], P−a.s. (3.2)
defines a P-Brownian motion. We concentrate on the subclass PS ⊂ PW
collecting all the probability measures which are such that
Pα := P0 ◦ (Xα)−1 where Xαt :=
∫ t
0 α
1/2
s dBs, t ∈ [0, 1], P0-a.s.
and α is an F−progressively measurable process, valued in S>0d with∫ 1
0
|αs|ds <∞, P0 − a.s.
We denote by F
P
(resp. FW P
P
) the P−augmentation of the right-limit
filtration generated by B (resp. by W P). We recall from [84] that
PS =
{
P ∈ PW : FW P
P
= F
P}
(3.3)
Furthermore,
every P ∈ PS satisfies the Blumenthal zero-one law (3.4)
and the martingale representation property.
Remark 3.1. For different P1 and P2 in PW , P1 and P2 are usually mutually
singular. Indeed take P1 := P0 ◦ (
√
2B)−1 and Ωi := {〈B〉t = (1 + i)t} for
i = 0, 1, 2. Then we can see easily that P0(Ω0) = P1(Ω1) = P0[〈Bt〉 = t] = 1
while P0(Ω1) = P1(Ω0) = 0. So, P0 and P1 are mutually singular.
Remark 3.2. Because of (3.3), there exists an F-progressively measurable
mapping βα such that B = βα(X
α), P0 − a.s.
Moreover since by construction the Pα-distribution of B is equal to the P0-
distribution of Xα, d〈Xα〉t = αt(B)dt = αt ◦ βα(Xαt )dt,P0-a.s. So, aˆ(B) =
α ◦ βα(B), Pα-a.s.
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Remark 3.3. By Lemma 2.4 of [84], we recall that for any P in PS and any
F
P
-progressively measurable process X, there exists a unique F-progressively
measurable process X˜ such that
X = X˜, dt× dP− a.s.
Moreover if X is ca`dla`g, we can choose X˜ to be ca`dla`g too, P-a.s. In the
sequel, we will only consider processes in their F-modification.
Finally, we say that X = X˜, P− a.s., if they are equal dt⊗ dP− a.s..
3.2.2 General Definitions
Let us introduce the following spaces. For any P ∈ PS and Euclidean space
E, we define :
(1) L2(P, E) the space of all F1 measurable random variables ξ valued in E
such that E
[|ξ|2]<∞.
(2) H2(P, E) the space of all F+−progressively measurable processes Z val-
ued in E such that EP
[ ∫ 1
0 |Zt|2dt
]
<∞.
(3) S2(P, E) the space of all F+−progressively measurable processes Y val-
ued in E which have ca`dla`g paths, P-a.s. such that EP
[
sup
0≤t≤1
|Yt|2
]
<∞.
(4) D2(P, E) is a subset of S2(P, E) whose elements have continuous paths.
(5) A2(P, E) is a subset of S2(P, E) whose elements, K, have non decreasing
paths with K0 = 0, P-a.s.
We denote by H a nonlinear generator defined by:
Ht(ω, y, z, γ) : [0, 1]× Ω× R× Rd ×DH → R. (3.5)
where DH ⊂ Rd×d is a given subset containing 0. The corresponding conju-
gate of H with respect to γ taking values in R ∪ {∞} is given by:
Ft(ω, y, z, a) := sup
γ∈DH
{
1
2
a : γ −Ht(ω, y, z, γ)
}
, a ∈ S>0d
We define:
Fˆt(y, z) := Ft(ω, y, z, aˆt). (3.6)
Here : denotes the trace of the product matrice. We denote by DFt(y,z) the
domain of F in a for fixed (t, ω, y, z). That is to say for all a ∈ DFt(y,z):
Ft(ω, y, z, a) <∞.
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Example 3.4. A famous example of nonlinearity is the the generator defined
by Ht(ω, y, z, γ) := sup
a∈[a,a]
1
2a : γ. Such a generator is directly linked to
the notion of volatility uncertainty studied in [24] and the G-expectation
introduced by Peng in [68]. As an example, we notice that in our framework
F = 0 when a ∈ [a, a] and ∞ otherwise. So DFt(y,z) = [a, a].
Example 3.5. The problem of Hedging under gamma constraints has been
studied mainly in [81] and has a generator Ht(ω, y, z, γ) :=
1
2σ
2γ for γ ∈
[Γ,Γ] and∞ otherwise with Γ ≤ 0 ≤ Γ. Here, Ft(ω, y, z, a) = 12
[
Γ(a−1)+−
Γ(a− 1)−] and DFt(y,z) = R.
We consider a nonempty, closed, convex set C ⊂ Rd which contains 0. We
denote by δ its support function:
δ(y) := sup
z∈C
yz, y ∈ Rd. (3.7)
It is finite on its effective domain:
C˜ := {y ∈ Rd : δ(y) <∞}. (3.8)
Naturally δ is continuous on C˜ if, Theorem 10.2 p84 in [78], C˜ is locally
simplicial. Moreover, we recall the following characterization of the closed
convex set C (see [78], Theorem 13.1):
z ∈ C ⇐⇒ δ(x)− xz ≥ 0, ∀x ∈ C˜. (3.9)
For all processes ν : Ω× [0, 1]→ C˜, we define the space D by:
D :=
∞⋃
n=1
Dn (3.10)
with Dn :=
{
F− progressively measurable ν : |ν(t, ω)| < n, for a.e. (t, ω) ∈
[0, 1]×Ω}. For all (t, s) ∈ [0, 1]2, we denote by D[s,t] the restriction of D to
[s, t]× Ω.
For all ν ∈ D and P ∈ PS , we can define the P-local martingale:
ZP,νt := exp
{− ∫ t
0
νsaˆ
−1/2
s dBs −
1
2
∫ t
0
|νs|2ds
}
P− a.s. (3.11)
Since every ν ∈ D is bounded, ZP,ν is a P-martingale and thus defines a
P-equivalent probability measure denoted Pν :
For all A ∈ F1 : Pν(A) := EP[ZP,ν1 1A]. (3.12)
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By the Girsanov theorem, the process:
W P
ν
t =W
P
t +
∫ t
0
νudu, 0 ≤ t ≤ 1. (3.13)
is a Pν-Brownian motion whereW P defined in (3.2) is a P-Brownian motion.
That is to say that for any P ∈ PS and ν ∈ D, the process Bν defined by:
Bνt = Bt +
∫ t
0
νuaˆ
1/2
u du, 0 ≤ t ≤ 1, P− a.s. (3.14)
is a local martingale under the equivalent probability measure Pν .
We define a new set of measures :
Definition 3.6. Let PH denote the collection of all P ∈ PS such that
aP ≤ aˆ ≤ aP, dt× dP−a.s. for some aP, aP ∈ S>0d
and
EP
[ ∫ 1
0
|Fˆt(0, 0)|2dt
]
<∞. (3.15)
Notice that the bounds aP and aP are not uniform in P. They are here to
ensure regularity in ω to the solution of the 2BSDE. We do not need them
if the nonlinearity and the terminal data are bounded.
As in [84], we introduce the following definition:
Definition 3.7. We say that a property holds PH−quasi-surely (PH−q.s
for short) if it holds P−a.s. for all P ∈ PH .
Notice that this definition is different from that of Denis and Martini in [24],
where a property holds quasi-surely if it holds outside a set of capacity zero
(polar set).
In the sequel, we will always assume that the nonlinearity verifies:
Assumption 3.8. PH is not empty, and the domain DFt(y,z) = DFt is
independent of (ω, y, z). Moreover, in DFt, F is F-progressively measurable,
uniformly continuous in ω under the uniform convergence norm, and there
is a constant µ > 0 such that:
|Fˆt(y, z)− Fˆt(y′, z′)| ≤ µ
(
|y − y′|+ aˆ1/2t |z − z′|
)
, PH − q.s (3.16)
for all t ∈ [0, 1], (y, y′) ∈ R2 and (z, z′) ∈ (Rd)2.
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Remark 3.9. One could have put assumptions on H instead of F . But if
H plays an important role in the case of fully nonlinear PDEs, F remains
the main tools to study the 2BSDEs, as we can see in [86]. However, one
can see that assuming that H is Lipschitz continuous in (y, z), uniformly
continuous in ω under the L∞-norm and upper semicontinuous in γ leads to
Assumption 3.8.
In a quasi-sure context, we are interested in the following spaces for any
Euclidian space E:
L2H(E) :=
⋂
P∈PH
L2(P, E), H2H(E) :=
⋂
P∈PH
H2(P, E),
S2H(E) :=
⋂
P∈PH
S2(P, E).
3.2.3 Regular conditional probability distributions
To established a dynamic programming principle, we need regular condi-
tional probability distributions which allow to define the candidate solution
on Ω without exception of any zero measure set. This notion was introduced
by Stroock and Varadhan in [87].
Definition 3.10. For any probability measure P, F-stopping time τ and
ω ∈ Ω, there exists an r.c.p.d Pωτ such that:
(i) For each ω ∈ Ω, Pωτ [.] is a probability measure on (Ω,F1).
(ii) For each A ∈ F1, the mapping ω → Pωτ [A] is Fτ -measurable.
(iii) For any bounded F1-measurable random variable ξ,
EP
ω
τ (ξ) = EP[ξ | Fτ ](ω), P− a.s. (3.17)
Moreover, for any ω ∈ Ω and probability measure P, we have:
Pωτ
[
ω′ ∈ Ω : ωs = ω′s, 0 ≤ s ≤ τ(ω)
]
= 1, P− a.s.
Let us define for 0 ≤ t ≤ 1, the shifted canonical set Ωt :={ω ∈ C([t, 1]) :
ω(t) = 0
}
, Bt the shifted canonical process on Ωt, Pt0 the shifted Wiener
measure and Ft the shifted filtration generated by Bt. We denote par ωt ∈ Ωt
the shifted path which is defined for every 0 ≤ s ≤ t ≤ 1 and ω ∈ Ωs by:
ωtu = ωt+u − ωu, ∀u ∈ [0, 1− t]
We next define for 0 ≤ s ≤ t ≤ 1, ω1 ∈ Ωs and ω2 ∈ Ωt, the concatenation
path ω1 ⊗t ω2 ∈ Ωs by:
(ω1 ⊗t ω2)(u) = ω1u1u∈[s,t)+
(
ω1t + ω
2
u
)
1u∈[t,1], u ∈ [s, 1] (3.18)
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and for any Fs1 -measurable random variable ξ on Ωs, the shifted F t1-measurable
random variable ξt,ω ∈ Ωt :
ξt,ω1(ω2) = ξ(ω1 ⊗t ω2)
This definition can be extended for the definition of Ft-measurable processes
which will be denoted {Xt,ωu , u ∈ [t, 1]}.
We denote by Pτ,ω the rcpd of P, that is to say the probability induced by
Pωτ such that the P
τ,ω-distribution of Bτ(ω) is equal to the Pωτ -distribution of
{Bt − Bτ(ω), t ∈ [τ(ω), 1]}. By the definition of Pωτ (see (3.17)), we get the
following equality for every bounded and F1-measurable random variable ξ:
EP
ω
τ [ξ] = EP
τ,ω
[ξτ,ω] = EP[ξ | Fτ ](ω), P− a.s. (3.19)
Remark 3.11. We notice that roughly speaking the r.c.p.d enables to
”transform” conditional expectations defined P almost surely into expec-
tations by working on a shifted space. One can think of the increments of
a Brownian motion which are independent from the past as the basic idea
of the introduction of this shifted space. The advantage of such a transfor-
mation is to define objects for every ω ∈ Ω and not only in the almost sure
sense.
We can now rewrite our problem in the shifted canonical space. Let us
define for all t ∈ [0, 1], the set PtS of all martingale measures Pt,α where α
is an Ft-measurable process such that
∫ 1
t |αu|du < ∞, Pt0 − a.s. Moreover,
we denote by aˆt the quadratic covariation of the shifted canonical process
Bt and define:
Fˆ t,ωs (ω˜, y, z) := Fs
(
ω ⊗t ω˜, y, z, aˆt,ωs (ω˜)
)
for all s ∈ [t, 1], (ω, ω˜) ∈ Ω×Ωt and (y, z) ∈ R×Rd. We know by Assumption
3.8 that Fˆ is uniformly continuous in ω. However since in general aˆt,ω does
not verify this property, we can not say at this moment that Fˆ t,ω is uniformly
continuous in ω.
Remark 3.12. For any ω ∈ Ω, P ∈ PS and F-stopping time τ , by Lemma
4.1 in [85] we recall that:
aˆτ,ωs (ω˜) = aˆ
τ(ω)(ω˜), ds× dPτ,ω − a.e., for (s, ω˜) ∈ [τ(ω), 1]× Ωτ(ω). (3.20)
where aˆτ,ω corresponds to the shifted version of aˆ on Ω = Ω0 and aˆτ is the
density process on the shifted space Ωτ(ω).
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Plugging (3.20) in the definition of Fˆ t,ω leads to the following equivalent
definition :
Fˆ t,ωs (ω˜, y, z) = Fs
(
ω ⊗t ω˜, y, z, aˆts(ω˜)
)
ds× dPt,ω − a.s. (3.21)
This equivalent definition involves aˆt, which does not depend on ω, instead
of aˆt,ω. Therefore Assumption 3.8 implies that Fˆ t,ω is uniformly continuous
in ω. So for any (ω, ω′) ∈ Ω2, ω˜ ∈ Ωt, s ∈ [t, 1] and (y, z) ∈ R× Rd, we can
find a modulus of continuity ρ such that
|Fˆ t,ωs (ω˜, y, z)− Fˆ t,ω
′
s (ω˜, y, z)| ≤ ρ
(‖ω − ω′‖t). (3.22)
where ‖.‖t is the norm of the uniform continuity defined by ‖ω‖t := sup
0≤s≤t
|ωs|.
As a consequence of (3.22), for all (t, ω) ∈ [0, 1]× Ω and Pt ∈ PtS , we have:
EP
t
[ ∫ 1
t
|Fˆ t,ωs (0, 0)|2ds
]
<∞. (3.23)
So we can extend the definition 3.6 to the shifted space and define the
following set of probability measures:
Definition 3.13. For all t ∈ [0, 1], let PtH denotes the collection of all
Pt ∈ PtS such that:
aP ≤ aˆt ≤ aP, dt× dPt−a.e. on [t, 1]× Ωt for some aP, aP ∈ S>0d , and
EP
t
[ ∫ 1
t
|Fˆ t,ωs (0, 0)|2ds
]
<∞ for all ω ∈ Ω (3.24)
Moreover, it is clear that Fˆ t,ω verifies the Lipschitz continuity Assumption
(3.16). The following lemma will be usefull:
Lemma 3.14. (see [85]) Let Assumption 3.8 hold true. Then for any F-
stopping time τ and P ∈ PH , we have:
Pτ,ω ∈ Pτ(ω)H
for P-a.e. ω ∈ Ω.
3.3 Constrained first order BSDEs
We recall some results on limit theorems for monotonic sequences of
standard BSDEs (see [67]). In particular, we apply it to solve a first order
BSDE with convex constraints on the gain process. Such a problem has
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already been solved by Cvitanic, Karatzas and Soner in [21]. They provide
a stochastic representation for this problem with at most an assumption of
convexity in z for the generator. Our aim is to unify the framework of [21]
and [67] and obtain the same stochastic representation without any convex-
ity assumption on the generator.
In this section, we shall always work with a single probability P0, the Wiener
measure, that is to say we assume that
PS = {P0}. (3.25)
By definition, the canonical process B is a standard d-dimensional Brownian
motion F-adapted so its quadratic variation is such that for all t ∈ [0, 1]:
aˆt = Id.t (3.26)
where Id is the identity matrix in R
d.
3.3.1 Limit results for g-supersolutions
We recall in this subsection some definitions and results on g-supersolutions
and g-supermartingales which can be found mainly in Peng [67] and [12].
Let us define g : Ω× [0, 1]× R× Rd → R a mapping such that
EP0
[ ∫ 1
0
g2(ω, s, 0, 0)ds
]
<∞. (3.27)
Moreover, we assume that we can find a constant µ > 0 such that
|g(ω, t, y, z)− g(ω, t, y′, z′)| ≤ µ(|y − y′|+ |z − z′|). (3.28)
for all (t, ω) ∈ [0, 1]× Ω and (y, y′, z, z′) ∈ R2+2d.
Remark 3.15. To established the connection with the framework of section
3.2, let us consider a generator H (see (3.5)) of the following form:
Ht(y, z, γ) =
1
2
Id : γ − gt(y, z).
In this particular case, under obvious extension of notation, we have
Fˆt(y, z) = gt(y, z) and DFt(y,z) = {Id}
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In this case, we notice that we do not need to assume that g is uniformly
continuous in ω. Therefore, we can see that Assumption 3.28 is the equiv-
alent of claim (3.16) in Assumption 3.8 in our simplified framework. By
definition of PH (see definition 3.6), Assumption (3.37) leads to:
PH = PS = {P0}.
For any F1-measurable random variable ξ ∈ L2(P0,R), we are interested in
solving the following BSDE:
yt = ξ+
∫ 1
t
gs(ys, zs)ds−
∫ 1
t
zsdBs+K1−Kt, 0 ≤ t ≤ 1, P0− a.s. (3.29)
where K is a given RCLL process in A2(P0,R). In the sequel, we will call
(g, ξ) the parameters of BSDE (3.29).
Proposition 3.16. (Peng,[67]) Under conditions (3.27) and (3.28), there
exists a unique solution (y, z) ∈ S2(P0,R)×H2(P0,Rd) of the BSDE (3.29)
such that (yt +Kt) is continuous.
If we consider the case where for all t ∈ [0, 1], Kt = 0, then the unique
pair of processes (y, z) solution of (3.29) belongs to D2(P0,R)×H2(P0,Rd),
that is to say y has continuous paths.
For a given stopping time τ , t in [0, 1] and a Fτ -measurable random variable
ξ ∈ L2(P0,R), we define the following BSDE:
yt = ξ +
∫ τ
τ∧t
gs(ys, zs)ds−
∫ τ
τ∧t
zsdBs +Kτ −Kt∧τ , P0 − a.s. (3.30)
As it was introduced by Peng in [67],
Definition 3.17. y is g-supersolution on [0, τ ] if y is a solution of the BSDE
(3.30). If Kt = 0 on [0, τ ] then we say that y is a g-solution.
We recall the following comparison theorem for standard BSDEs which
can be found for instance in [29] or in [67].
Theorem 3.18. Let conditions (3.27) and (3.28) hold. Let (y1, z1,K1) and
(y2, z2,K2) be the solutions of (3.30) with parameters (g, ξ1) and (g, ξ2) such
that:
ξ1 ≥ ξ2 and K1 ≥ K2, P0 − a.s
Then for all t in [0, 1], y1t ≥ y2t , P0 − a.s.
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Remark 3.19. One can notice that this comparison theorem says that a
g-supersolution is always above a g-solution.
We recall the following usefull inequality which can be found in [29]:
Lemma 3.20. Under conditions (3.27) and (3.28), let (y, z) ∈ D2(P0,R)×
H2(P0,R
d) be the unique solution of (3.29) with K = 0. Then we can find
a constant c > 0 such that:
EP0
[
sup
0≤t≤1
|yt|2
]
+EP0
[ ∫ 1
0
|zt|2dt
]
≤ cEP0
[
|ξ|2 +
∫ 1
0
|gs(0, 0)|2ds
]
.
Remark 3.21. This inequality is the key ingredient to show the stability
property of BSDEs.
We recall the definition of g-martingale and g-supermartingale.
Definition 3.22. (i) A real valued, Ft-progressively measurable process Yt is
called a strong g-supermartingale if for each stopping times 0 ≤ σ ≤ τ ≤ 1,
EP0
[
Y 2τ
]
<∞ and the g-solution yt on [0, t] with terminal condition yτ = Yτ
satisfies Yσ ≥ yσ.
(ii) If (i) holds for deterministic times, we say that Y is weak g-supermartingale.
Besides, a g-martingale is a g-solution.
The case where g does not depend on (ω, y, z) corresponds to the classi-
cal notion of martingales and supermartingales. Still, this emphasizes the
strong link between nonlinearity in partial differential equations and BSDEs.
We recall one of the main results in [67], Theorem 3.3. Indeed the following
theorem provides a nonlinear decomposition like the one of Doob-Meyer for
the g-supermartingale.
Theorem 3.23. (Peng, [67]) Under conditions (3.27) and (3.28), let Y ∈
S2(P,R) be a right-continuous strong g-supermartingale on [0, 1]. Then Y is
a g-supersolution on [0, 1], that is to say, there exists (y, z, k) ∈ S2(P0,R)×
H2(P0,R
d)×A2(P0,R) such that Y coincides with the unique solution y of:
yt = Y1 +
∫ 1
t
gs(ys, zs)ds−
∫ 1
t
zsdBs + k1 − ks, P0 − a.s.
Remark 3.24. This decomposition plays a central role in the proof of the
existence of a solution for unconstrained and constrained second order BS-
DEs.
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Peng in [67] provides an existence theorem for BSDEs with constraints on
(y, z). Let us do a quick review of these results:
We consider Φ : [0, 1]×Rd+1×Ω→ R+ such that for every (y, z) ∈ R×Rd:
EP0
∫ 1
0
|Φt(y, z)|2dt <∞.
Moreover Φ is globally Lipschitz continuous with respect to (y, z).
For ξ ∈ L2(P0,R), we want to find a triple (Y, Z,K) in S2(P0,R)×H2(P0,Rd)×
A2(P0,R) such that the standard BSDE and the constraint:
Yt = ξ +
∫ 1
t
gu(Yu, Zu)du−
∫ 1
t
ZudBu +K1 −Kt, 0 ≤ t ≤ 1, P0 − a.s.
(3.31)
Φt(Yt, Zt) = 0, 0 ≤ t ≤ 1, P0 − a.s. (3.32)
hold almost surely and such that for any triple
(
Y˜ , Z˜, K˜
)∈ S2(P0,R) ×
H2(P0,R
d)×A2(P0,R) solution to (3.31) and (3.32), we have
Yt ≤ Y˜t, 0 ≤ t ≤ 1, P0 − a.s.
Such a triple (Y,Z,K) in S2(P0,R) × H2(P0,Rd) × A2(P0,R) is called a
minimal solution for (3.31) and (3.32).
Assumption 3.25. There exists a triple (Y ∗, Z∗,K∗) ∈ S2(P0,R)×H2(P0,Rd)×
A2(P0,R) which solves (3.31) and (3.32).
They proceed by penalization, that is to say they introduce the following
sequence of BSDEs:
Y nt = ξ +
∫ 1
t
gs(Y
n
s , Z
n
s )ds−
∫ 1
t
Zns dBs +K
n
1 −Knt , 0 ≤ t ≤ 1, P0 − a.s.
(3.33)
where Knt := n
∫ t
0 Φs(Y
n
s , Z
n
s )ds ∈ A2(P0,R).
One can show the following theorem:
Theorem 3.26. (Peng, [67]) Let conditions (3.27), (3.28) and Assumption
3.25 hold. Then the sequence of g-supersolutions (Yn)n is non decreasing and
converges to some Y ∈ D2(P0,R). Moreover, (Zn)n and (Kn)n converge
weakly to Z and K respectively in H2(P0,R
d) and in A2(P0,R).
Furthermore, (Y, Z,K) is the smallest solution of BSDE (3.31) subject to
constraint (3.32).
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Remark 3.27. Mainly the proof of this theorem is based on the following
strong convergence for p ∈ [0, 2):
lim
n→∞
EP0
[ ∫ 1
0
|Zns − Zs|pds
]
= 0. (3.34)
which is strongly linked to the fact that the increasing process Kn is con-
tinuous.
3.3.2 The first order constrained problem
We recall from Section 3.2 that C ⊂ Rd is a nonempty, closed, convex set
which contains 0. We recall that δ (see (3.7)) is its support function and
is finite on its effective domain C˜ (see (3.8)). Moreover, we recall that δ is
continuous on C˜ and the following characterization holds:
z ∈ C ⇐⇒ δ(x)− xz ≥ 0, ∀x ∈ C˜. (3.35)
We recall that D :=
∞⋃
n=1
Dn with Dn :=
{
F − progressively measurable ν :
|ν(t, ω)| < n, for a.e. (t, ω) ∈ [0, 1]× Ω}.
Constrained BSDEs with convex constraints are related to the hedging prob-
lem with constrained portfolio in the context of Mathematical Finance, see
[20]. In this context, the gain process Z can be seen as the portfolio rule
such that we can hedge a contingent claim ξ. Thus, we can keep in mind
the following examples of possible closed convex sets C:
(i) No short selling : C = (R+)d.
(ii) Presence of m ≤ d untradable assets in the market: C = Rd−m×{0}m
We consider a function f : Ω× [0, 1]× R× Rd → R such that:
Assumption 3.28. For all (t, ω) ∈ [0, 1]×Ω and (y, y′, z, z′) ∈ R2+2d, there
is a constant µ > 0 such that
|ft(y, z)− ft(y′, z′)| ≤ µ
(|y − y′|+ |z − z′|). (3.36)
and
EP0
[ ∫ 1
0
|fu(0, 0)|2du
]
<∞. (3.37)
As in remark 3.15, we notice that Assumption 3.28 is the equivalent of con-
dition (3.16) (see Assumption 3.8) in the case where PH = PS = {P0}.
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The First Order Constrained Problem :
For a given F1-measurable process ξ ∈ L2(P0,R), our aim is to find a stochas-
tic representation to a particular case of (3.31) and (3.32). That is to say,
we impose convex constraints on the gain process:
Yt = ξ +
∫ 1
t
fu(Yu, Zu)du−
∫ 1
t
ZudBu +K1 −Kt, 0 ≤ t ≤ 1, P0 − a.s.
(3.38)
Zt ∈ C 0 ≤ t ≤ 1, P0 − a.s. (3.39)
Remark 3.29. This is the same problem as section 5 in [21] except that
the generator f that we consider is a function not necessarily convex in z of
the gain process.
We make the following Assumption:
Assumption 3.30. There is at least one solution
(
Y˜ , Z˜, K˜
)∈ S2(P0,R) ×
H2(P0,R
d)×A2(P0,R) to (3.38) and (3.39).
Remark 3.31. For instance, let us assume that the generator f and the
terminal condition ξ are bounded by a constant a > 0. Take a process
Z˜ ∈ H2(P0,R) such that Z˜t = 0,P− a.s., Y˜t = a and a non decreasing pro-
cess K˜ such that K˜t = 0 for all t ∈ [0, 1) and K˜1 = Y˜1−− ξ. Then (Y˜ , Z˜, K˜)
is a solution to (3.38) and (3.39).
For z ∈ Rd, let us denote by ρ(z) the distance between z and C. Then the
constraint (3.39) can be rewritten as:
ρ(Zt) = 0, 0 ≤ t ≤ 1, P0 − a.s.
Clearly ρ is 1-Lipschitz continuous. Therefore by Assumptions 3.30 and 3.28,
it follows from Theorem 3.26 that there exists a minimal solution denoted
(Y,Z,K) ∈ S2(P0,R)×H2(P0,Rd)×A2(P0,R) (3.40)
to (3.38) subject to constraint (3.39).
Remark 3.32. In the unconstrained case, that is to say C = Rd and
C˜ = {0}, we can perfectly hedge our contingent claim ξ since we work in a
complete market. This can be represented by the following unconstrained
BSDE:
Y 0t = ξ +
∫ 1
t
fu(Y
0
u , Z
0
u)du−
∫ 1
t
Z0udBu, P0 − a.s.
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which by Assumption 3.28 admits a unique solution inD2(P0,R)×H2(P0,Rd).
We notice that, by a classical comparison theorem for standard BSDE (The-
orem 3.18): Yt ≥ Y 0t , dt × dP − a.s. The non decreasing process K defined
in (3.38) can be thus understood as the effect of the market incompleteness.
Let us introduce, for all ν ∈ D, η ∈ L2(P0,R) and (t, s) ∈ [0, 1] such that
s ≥ t, the following family of BSDEs:
Y νt (s, η) = η +
∫ s
t
[
fu
(
Y νu (s, η), Z
ν
u(s, η)
)−(δ(νu)− νuZνu(s, η))]du
−
∫ s
t
Zνu(s, η)dBu, P0 − a.s (3.41)
Let us denote:
gνt (y, z) := ft(y, z)−
(
δ(νt)− νtz
)
.
We know that gν is Lipschitz continuous in y and in z by the boundedness of
ν ∈ D and Assumption 3.28 (claim (3.36)). Moreover, we have by Assump-
tion 3.28 (claim (3.37)), the continuity of δ and the boundedness of ν ∈ D
that:
EP0
∫ 1
0
|gνt (0, 0)|2dt ≤ 2EP0
∫ 1
0
|ft(0, 0)|2dt+ 2EP0
∫ 1
0
|δ(νt)|2dt <∞.
(3.42)
Therefore there exists a unique solution (Y ν(s, η), Zν(s, η)) ∈ D2(P0,R) ×
H2(P0,R
d) to (3.41).
We have the following inequality for the minimal solution Y (see (3.40))
of the first order constrained problem (3.38) and (3.39).
Lemma 3.33. Under Assumptions 3.30 and 3.28, for all ν ∈ D and t ∈
[0, 1], we have:
Y˜t ≥ Yt ≥ Y νt (1, ξ), P0 − a.s. (3.43)
where Y˜ is defined in Assumption 3.30, Y in (3.40) and Y ν(1, ξ) in (3.41).
Proof. Since by Assumption 3.30, (Y˜ , Z˜, K˜) is a solution of the first order
constrained problem then for all t ∈ [0, 1], we have Z˜t ∈ C, P0 − a.s. By
(3.35) for all ν ∈ D and t ∈ [0, 1], this is equivalent to :
δ(νt)− Z˜tνt ≥ 0, P0 − a.s. (3.44)
Adding and removing the quantity δ(νt)− Z˜tνt in (3.38) leads to:
Y˜t = ξ +
∫ 1
t
[
fu(Y˜u, Z˜u)−
(
δ(νu)− Z˜uνu
)]
du−
∫ 1
t
Z˜udBu
+
[
K˜1 − K˜t +
∫ 1
t
(δ(νu)− Z˜uνu)du
]
, P0 − a.s.
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Then since K˜ is an increasing process and (3.44) holds, by comparison the-
orem (see Theorem 3.18), we have for all ν and t ∈ [0, 1] that:
Y˜t ≥ Y νt (1, ξ), P0 − a.s. (3.45)
Since (Y,Z,K) is the minimal solution of (3.38) and (3.39), then by defi-
nition, Y˜ (see Assumption 3.30) must be greater than Y . Therefore for all
ν ∈ D and t ∈ [0, 1], we have:
Y˜t ≥ Yt ≥ Y νt (1, ξ), P0 − a.s.
Let us define:
Vt = essup
ν∈D[t,1]
Y νt (1, ξ), P0 − a.s. (3.46)
where D[t,1] corresponds to the restriction of D to [t, 1]×Ω. By Lemma 3.33,
since (3.43) holds for all ν ∈ D, we notice that:
Y˜t ≥ Vt ≥ Y νt (1, ξ) P0 − a.s. (3.47)
This leads to |Vt| ≤ max{|Y˜t|, |Y νt |} ∈ S2(P0,R). So we get:
EP0
[
sup
0≤t≤1
|Vt|2
]
<∞. (3.48)
In particular, the above claim means that Vt ∈ L2(P0,R). So for all ν ∈
D and θ ∈ [0, 1], there exists a unique solution (Y ν(θ, Vθ), Zν(θ, Vθ))∈
D2(P0,R)×H2(P0,Rd) to (3.41) with terminal condition Vθ at time θ.
We have the following dynamic programming principle:
Proposition 3.34. For every 0 ≤ t ≤ θ ≤ 1, we have:
Vt = essup
ν∈D[t,θ]
Y νt (θ, Vθ), P0 − a.s. (3.49)
where D[t,θ] corresponds to the restriction of D to [t, θ]× Ω.
Proof. Step 1: Let us take any ν ∈ D. By definition of (Y ν(1, ξ), Zν(1, ξ))
(see (3.41)), we have for all 0 ≤ t ≤ θ ≤ 1 that:
Y νt (1, ξ) = Y
ν
θ (1, ξ) +
∫ θ
t
[
fu
(
Y νu (1, ξ), Z
ν
u(1, ξ)
)−(δ(νu)− νuZνu(1, ξ))]du
−
∫ θ
t
Zνu(1, ξ)dBu, P0 − a.s
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This result can be rewritten as:
Y νt (1, ξ) = Y
ν
t
(
θ, Y νθ (1, ξ)
)
,P0 − a.s. (3.50)
By the definition (3.46) of V , we know that Vθ ≥ Y νθ (1, ξ),P0− a.s.. There-
fore by the previous inequality and (3.50), the comparison theorem 3.18
gives us that:
Y νt
(
θ, Vθ
)≥ Y νt (1, ξ), P0 − a.s.
Since the above equation holds for all ν ∈ D, then by definition of V , we
finally get:
essup
ν∈D[t,θ]
Y νt
(
θ, Vθ
)≥ Vt, P0 − a.s. (3.51)
Step 2: Let us show that there is a sequence (νn)n in D[θ,1] such that:
Vθ = lim
n
↑ Y νnθ (1, ξ), P0 − a.s.
To do it, we need to show that the family {Y νθ (1, ξ)}ν∈D[θ,1] is directed up-
ward. That is to say for any ν1 and ν2 in D[θ,1], we have to construct
ν ∈ D[θ,1] such that:
Y νθ (1, ξ) ≥ max
{
Y ν1θ (1, ξ), Y
ν2
θ (1, ξ)
}
, P0 − a.s. (3.52)
For instance, one can define, A, a subset of Ω:
A :=
{
ω ∈ Ω : Y ν1θ (1, ξ)(ω) ≥ Y ν2θ (1, ξ)(ω)
}∈ Fθ.
We denote by ν the following process:
ν(t, ω) =
(
ν1(t, ω)1A + ν2(t, ω)1Ω\A
)
1t≥θ.
We can see easily that νt is an Ft-measurable process. Since by construction
D[θ,1] is stable by concatenation, the process ν belongs to D[θ,1]. Moreover,
Y νθ (1, ξ) is such that it verifies (3.52). So we can conclude that there exists
a sequence (νn)n in D[θ,1] such that:
Vθ = lim
n
↑ Y νnθ (1, ξ), P0 − a.s. (3.53)
Without loss of generality, for some µ ∈ D[t,θ], this sequence (νn) can be
taken in
Mµ :=
{
ν ∈ D : ν = µ on [t, θ)× Ω}.
Therefore for all n ≥ 0, since νn = µ on [t, θ)× Ω, we have by (3.50) that:
Y µt (1, ξ) = Y
µ
t
(
θ, Y νnθ (1, ξ)
)
, P0 − a.s. (3.54)
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By definition of Vt (see (3.46)), this leads to:
Vt ≥ Y µt
(
θ, Y νnθ (1, ξ)
)
, P0 − a.s. (3.55)
By Lemma 3.20 and Assumption 3.28, we can find a constant C > 0 such
that:
|Y µt
(
θ, Y νnθ (1, ξ)
)−Y µt (θ, Vθ)|2 ≤ CEP0t [|Y νnθ (1, ξ)− Vθ|2] (3.56)
By the convergence result (3.53), the monotonic convergence theorem gives
us:
lim
n
Y µt
(
θ, Y νnθ (1, ξ)
)
= Y µ(θ, Vθ), P0 − a.s. (3.57)
Combining (3.55) and (3.57), we thus get:
Vt ≥ Y µt
(
θ, Vθ
)
, P0 − a.s. (3.58)
Since it holds for any µ ∈ D[t,θ], then:
Vt ≥ essup
µ∈D[t,θ]
Y µt
(
θ, Vθ
)
, P0 − a.s. (3.59)
Let us define now the right limit of V defined by:
V +t := lim sup
r∈Q∩(t,1],r↓t
Vr, t ∈ [0, 1]. (3.60)
Clearly V + is defined for all (t, ω) ∈ [0, 1]× Ω and is F+-measurable.
Lemma 3.35. Let Assumptions 3.30 and 3.28 hold. Then:
V +t = lim
r∈Q∩(t,1],r↓t
Vr, P0 − a.s..
Therefore V + is ca`dla`g, P0 − a.s.
Proof. For all ν in D, let us define:
V ν = V − Y ν(1, ξ). (3.61)
By definition of V (see (3.46)), we have V ν ≥ 0,P0 − a.s. Let us take
(s, t) ∈ [0, 1]2 such that 0 ≤ s ≤ t and consider for all ν ∈ D :
y¯ν,ts := Y νs (t, Vt)− Y νs (1, ξ) and z¯ν,ts := Zνs (t, Vt)− Zνs (1, ξ).
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By Proposition 3.34, we have that V νs ≥ y¯ν,ts , 0 ≤ s ≤ t P0 − a.s. Moreover
the
(
y¯ν,t, z¯ν,t
)
satisfies:
y¯ν,ts = V
ν
t +
∫ t
s
hνu
(
y¯ν,tu , z¯
ν,t
u
)
du−
∫ t
s
z¯ν,tu dBu, P0 − a.s. (3.62)
where hν is defined by:
hνt (y, z) := ft
(
y+Y νt (1, ξ), z+Z
ν
t (1, ξ)
)−ft(Y νt (1, ξ), Zνt (1, ξ))−νtz. (3.63)
We know that V νt ∈ L2(P0,R) since Y νt and Vt are in L2(P0,R) (see (3.48)).
By Assumption 3.28 and the boundedness of ν, we can see that hν is a
Lipschitz continuous function with respect to (y, z) and verifies:
EP0
[ ∫ t
0
|hνs(0, 0)|2ds
]
<∞.
Therefore, there exists a unique solution
(
y¯ν,t, z¯ν,t
)
to (3.62). This means
that V ν is a positive weak hν-supermartingale (see definition 3.22).
The application of the downcrossing inequality in [12], Theorem 6 shows
that we can not have an infinite number of oscillations so limr∈Q∩(t,1],r↓t V
ν
r
exists for all t ∈ [0, 1](see proof p14 in [49]). Since the paths of Y ν(1, ξ)
are continuous as a solution of a classical BSDE with Lipschitz continuous
generator, we can see that actually
V +t = lim
r∈Q∩(t,1],r↓t
Vr.
Thus V + is a ca`dla`g process P0-a.s.
The following Lemma says that V is in fact a RCLL process.
Lemma 3.36. Let us assume 3.30 and 3.28, then for all t ∈ [0, 1]:
V +t = essup
ν∈D[t+,1]
Y νt (1, ξ), P0 − a.s. (3.64)
where D[t+,1] is the restriction of D to [t+, 1]×Ω. Moreover V + = V, P0−a.s.
Proof. We recall that by Lemma 3.35, we have:
V +t = lim
r∈Q∩(t,1],r↓t
Vr.
3.3. CONSTRAINED FIRST ORDER BSDES 87
Step 1: Our aim is to prove (3.64). By definition of V (see (3.46)), for all
ν in D[t+,1], and r ∈ Q ∩ (t, 1], we have:
Vr ≥ Y νr (1, ξ), P0 − a.s.
We recall that, by definition, (Y ν , Zν) ∈ D2(P0,R)×H2(P0,Rd) is the unique
solution of (3.41). So Y ν(1, ξ) has continuous paths. Therefore by Lemma
3.35, sending r ↓ t, we get that:
V +t ≥ Y νt (1, ξ), P0 − a.s.
Since the above inequality stands for all ν in D[t+,1], then we have:
V +t ≥ essup
ν∈D[t+,1]
Y νt (1, ξ), P0 − a.s. (3.65)
On the other side, for a given r ∈ Q ∩ (t, 1], we have shown in the proof of
Proposition 3.34, claim (3.53), that there is a sequence (νn)n≥0 in D[r,1] such
that :
Vr = lim
n
↑ Y νnr (1, ξ), P0 − a.s.
Without loss of generality, since D[r,1] ⊂ D[t,1] then for any ν ∈ D[t,1], we
can assume that for all n ≥ 0 and (s, ω) ∈ [t, r)× Ω:
νn(s, ω) = ν(s, ω). (3.66)
By the stability of BSDEs, we obtain for all t ∈ [0, r):
Y νt (r, Vr) = Y
ν
t
(
r, lim
n
Y νnr (1, ξ)
)
= lim
n
Y νt
(
r, Y νnr (1, ξ)
)
, P0 − a.s. (3.67)
Plugging (3.66) in (3.67) and using (3.50), we obtain:
Y νt (r, Vr) = limn
Y νnt
(
r, Y νnr (1, ξ)
)
= lim
n
Y νnt (1, ξ), P0 − a.s.
Since for all n ≥ 0, νn ∈ D[r,1] is arbitrary and D[r,1] ⊂ D[t+,1], this leads to:
Y νt (r, Vr) ≤ essup
ν∈D[t+,1]
Y νt (1, ξ), P0 − a.s.
By the stability of BSDEs and Lemma 3.35, sending r ↓ t we get:
V +t ≤ essup
ν∈D[t+,1]
Y νt (1, ξ), P0 − a.s. (3.68)
To conclude by (3.65) and (3.68), we have for all t ∈ [0, 1]:
V +t = essup
ν∈D[t+,1]
Y νt (1, ξ), P0 − a.s.
88 CHAPTER 3. CONSTRAINED 2BSDES
step 2: Let us show that V = V +. Since for all t ∈ [0, 1]:
D[t+,1] ⊂ D[t,1]
then by (3.64), Vt ≤ V +t ,P0 − a.s.
For all t ∈ [0, 1] and r ∈ Q ∩ (t, 1] let us take ν in D[r,1], then by definition
Vr ≥ Y νr (1, ξ),P0 − a.s. Let us send r ↓ t. Then using Lemma 3.35 and the
path continuity of Y ν , we get:
V +t ≥ Y νt (1, ξ), P0 − a.s.
Since ν ∈ D[r,1] and D[r,1] ⊂ D[t,1], we get V +t ≥ Vt,P0 − a.s.
The following is the main result of this section and provides the analogous
of the stochastic representation given by Cvitanic, Karatzas and Soner in
[21] Theorem 5.1 for a generator f not necessarily convex with respect to z.
Theorem 3.37. Let Assumptions 3.30 and 3.28 hold. Then the minimal
solution (Y, Z,K) defined in (3.40) of the first order constrained problem
(3.38) and (3.39) has the following representation:
Yt = essup
ν∈D[t,1]
Y νt (1, ξ), P0 − a.s.
for all t ∈ [0, 1].
To prove it, we begin with the following Proposition which provides a non-
linear Dood-Meyer decomposition for the process V .
Proposition 3.38. Under the assumptions of Theorem 3.37, for every ν ∈
D, there exists (Zν ,Kν) ∈ H2(P0,Rd)×A2(P0,R) such that:
Vt = V0 −
∫ t
0
[
fu
(
Vu, Z
ν
u
)−(δ(νu)− νuZνu)]du+ ∫ t
0
ZνudBu −Kνt , P0 − a.s.
(3.69)
for all t ∈ [0, 1].
Proof. Since by Lemma 3.35, V + is ca`dla`g, then it follows from Lemma 3.36
that V is a ca`dla`g process. Therefore, for all ν in D, since Y ν(1, ξ) has
continuous paths, V ν defined in (3.61) is a ca`dla`g process. Moreover for
every ν ∈ D, we have shown at the end of the proof of Lemma 3.35 that V ν
is a positive weak hν-supermartingale (for the definition of hν , see (3.63)).
We can then apply Theorem 7 of [12] and conclude that V ν is a ca`dla`g
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positive strong hν-supermartingale. This means that for every F-stopping
times (τ1, τ2) and ν ∈ D, we have:
y¯ν,τ2s = V
ν
τ2 +
∫ τ2
s
hνu
(
y¯ν,τ2u , z¯
ν,τ2
u
)
du−
∫ τ2
s
z¯ν,τ2u dBu, s ∈ [τ1, τ2], P0 − a.s.
(3.70)
and
V ντ1 ≥ y¯ν,τ2τ1 , P0 − a.s.
By definitions of V ν and y¯ν,τ2 (see (3.61) and (3.62)), this leads to
Vτ1 ≥ Y ντ1(τ2, Vτ2), P0 − a.s.
and by its definition, (3.41),
(
Y νt (τ2, Vτ2), Z
ν
t (τ2, Vτ2)
)
is the unique solution
of:
Y νs (τ2, Vτ2) = Vτ2 +
∫ τ2
s
[
fu
(
Y νu (τ2, Vτ2), Z
ν
u(τ2, Vτ2)
)−(δ(νu)− Zνu(τ2, Vτ2))]du
−
∫ τ2
s
Zνu(τ2, Vτ2)dBu, P0 − a.s. (3.71)
Therefore for all ν ∈ D, V is a strong gν-supermartingale where we recall
that gνt (y, z) := ft(y, z)−
(
δ(νt)− νtz
)
.
Under Assumption 3.28 and the fact that V is a strong gν-supermartingale
such that claim (3.48) holds, by the nonlinear Doob-Meyer decomposition
theorem (Theorem 3.23) applied under each ν ∈ D, there exists (Zν ,Kν) ∈
H2(P0,R
d)×A2(P0,R) such that:
Vt = V0 −
∫ t
0
[
fu
(
Vu, Z
ν
u
)−(δ(νu)− νuZνu)]du+ ∫ t
0
ZνudBu −Kνt , P0 − a.s.
for all t ∈ [0, 1].
Proof. of Theorem 3.37:
First, we need to show that V is a solution to the first order constrained prob-
lem (3.38) and (3.39). Following the argument of Cvitanic, Karatzas and
Soner in [21], since we have obtained a nonlinear Doob-Meyer decomposition
for V in Proposition 3.38, it remains to have the analogous of Proposition 2.5
in [21] for a generator which depends on z. We recall that this Proposition
says that for all ν ∈ D, the process Zˆ defined by
Zˆ := Zν = Z0. (3.72)
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does not depends on ν and neither does the process Kˆ defined for all ν ∈ D
by:
Kˆt := K
0
t = K
ν
t −
∫ t
0
[
δ(νu)− Zuνu
]
du.
Moreover Zˆ belongs to C, P0 − a.s. The proof of these above results for a
generator which depends on z is the same as these of Proposition 2.5 in [21]
so we do not recall it here. Therefore, combining Proposition 2.5 in [21] and
Proposition 3.38, we obtain:
Vt = ξ +
∫ 1
t
fu
(
Vu, Zˆu
)
du−
∫ 1
t
ZˆudBu + Kˆ1 − Kˆt, P0 − a.s.
and Zˆt ∈ C,P0−a.s. for all t ∈ [0, 1]. So (V, Zˆ, Kˆ) is a solution to (3.38) and
(3.39). Therefore, since by definition (see (3.40)) (Y, Z,K) is the minimal
solution of (3.38) and (3.39), then:
Yt ≤ Vt, 0 ≤ t ≤ 1, P0 − a.s. (3.73)
On the other side, by Lemma 3.33, since for all ν ∈ D, we have:
Yt ≥ Y νt (1, ξ), 0 ≤ t ≤ 1, P0 − a.s.
Then by definition of V , Yt ≥ Vt, 0 ≤ t ≤ 1, P0 − a.s. So by (3.73), we get
that
Yt = Vt, 0 ≤ t ≤ 1, P0 − a.s.
3.4 The second order BSDEs
In this section, we will provide a quick review on the unconstrained sec-
ond order backward stochastic equations. For that purpose, we will consider
the framework defined in subsection 3.2.2 and always consider in this section
the particular case where :
C = Rd.
This means that C˜ = {0}, so D is reduced to the null process.
3.4.1 Definition
We shall consider the following unconstrained problem:
Yt = ξ−
∫ 1
t
Fˆs(Ys, Zs)ds−
∫ 1
t
ZsdBs+K1−Kt, 0 ≤ t ≤ 1,√H−q.s. (3.74)
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We recall the definition of the solution of 2BSDEs which can be found in
[86]. Throughout this subsection, we shall always assume Assumption 3.8.
Definition 3.39. For ξ in L2H(R), we say that (Y,Z) ∈ S2H(R) × H2H(Rd)
is a solution to 2BSDE (3.74) if
(i) Y1 = ξ, PH-q.s.
(ii) For each P ∈ PH , the process KP defined below has non decreasing
paths, P− a.s.:
KPt := Y0 − Yt +
∫ t
0
Fˆs(Ys, Zs)ds+
∫ t
0
ZsdBs, 0 ≤ t ≤ 1, P− a.s.
(iii) The family {KP,P ∈ PH} defined as above satisfies the following min-
imum condition:
KPt = essinf
P
P′∈PH(t+,P)
EP
′
t
[
KP
′
1
]
, P− a.s for all P ∈ PH , t ∈ [0, 1]. (3.75)
where for all P ∈ PH and t ∈ [0, 1], PH(t+,P) := {P′ ∈ PH : P′ =
P on F+t }.
If {KP, P ∈ PH} can be aggregated into a universal process K, we say that
(Y,Z,K) is a solution to (3.74).
Remark 3.40. As it can be seen in [86], the minimum condition ensures
only the uniqueness of the solution.
Let us make the following additional Assumption:
Assumption 3.41.
sup
P∈PH
EP
[
essupP
0≤t≤1
essupP
′
P′∈PH(t+,P)
EP
′[ ∫ 1
0
|Fˆt(0, 0)|2dt
]]
<∞
Let us define for every F-stopping time τ and any η in L2H(R),
(YP(τ, η),ZP(τ, η))∈
D2(P,R)×H2(P,Rd) the solution of the following standard BSDE:
YPt (τ, η) = η −
∫ τ
t
Fˆs
(YPs (τ, η),ZPs (τ, η))ds− ∫ τ
t
ZPs (τ, η)dBs, P− a.s.
Then the following representation theorem holds for the solution of (3.74):
Theorem 3.42. (Soner, Touzi, Zang [86])
Let Assumptions 3.8 and 3.41 hold. For any ξ ∈ L2H(R) and (Y, Z) ∈
S2H(R) × H2H(Rd) solution of the 2BSDE (3.74), we have for all P ∈ PH
and (t1, t2) ∈ [0, 1]2:
Yt1 = essup
P
P′∈PH(t1+,P)
YP′t1
(
t2, Yt2
)
, P− a.s.
Moreover the 2BSDE (3.74) has at most one solution in S2H(R)×H2H(R).
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Remark 3.43. This representation theorem leads in particular to a com-
parison theorem for 2BSDEs. Indeed for any (ξ1, ξ2) ∈ L2H(R) such that
ξ1 ≤ ξ2 and (Yi, Zi)i=1,2 in S2H(R) × H2H(Rd) solution of (3.74), we have
Y1 ≤ Y2,PH − q.s.
We denote by UCb(Ω) the set of all bounded and uniformly continuous
maps with respect to ‖.‖∞-norm. We define L2H(R) as the closure of UCb(Ω)
under the following norm:
‖ξ‖2L2
H
(R) := sup
P∈PH
EP
[
essupP
0≤t≤1
(
essupP
′
P′∈PH(t+,P)
EP
′
t
[|ξ|])2].
One can show the following theorem, which gives existence and uniqueness
for the solution of the 2BSDE (3.74):
Theorem 3.44. (Soner, Touzi and Zhang, [86]) Under Assumptions 3.8 and
3.41, for any ξ in L2H(R), the 2BSDE (3.74) has a unique solution (Y,Z) in
S2H(R)×H2H(Rd).
Remark 3.45. In contrast with the stochastic target problem [85], we do
not need to assume further regularity in ω for ξ. Indeed one can prove the
existence for ξ in UCb(Ω) (proof of Theorem 4.5 in [85]) and then pass to
the limit under the ‖.‖L2
H
(R)-norm (Theorem 4.6 in [86]).
3.4.2 The second order stochastic target problem [85]
Stochastic target problems were introduced mainly in [82] as a general-
ization of superhedging problem in volatility uncertainty. For more accuracy,
let us denote the set
ŜM2H(Rd) :=
⋂
P∈PH
SM2H(P,Rd)
where SM2H(P,Rd) is the space of all square integrable (P,F)-semimartingales
Z with quadratic covariation with B, Γ. Γ is chosen to be F-progressively
measurable and such that 12 aˆ : Γ−H(0, 0,Γ) ∈ H2(P,Rd).
For any y in R and Z in ŜM2H(Rd), we define Y y,Z := Y ∈ S2H(R) solution
of the following ordinary differential equation for all t ∈ [0, 1]:
Yt = y −
∫ t
0
Hs(Ys, Zs,Γs)ds+
∫ t
0
Zs ◦ dBs
= y +
∫ t
0
[
1
2
aˆs : Γs −Hs(Ys, Zs,Γs)
]
ds+
∫ t
0
ZsdBs, PH − q.s. (3.76)
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where ◦ denotes the Stratonovitch stochastic integral. The second order
stochastic target problem is defined for any F-measurable random variable
ξ by:
v(ξ) := inf
{
y : Y y,Z1 ≥ ξ,PH − q.s., for some Z ∈ ŜM
2
H(R
d)
}
.
Soner, Touzi and Zhang in [85] show how the problem can be relaxed in order
to obtain a dual formulation. Indeed let us introduce for y ∈ R, Z˜ ∈ H2H(Rd)
and P ∈ PH , Y˜ := Y˜ P,y,Z˜ ∈ D2(P,R) the unique solution of:
Y˜t = y +
∫ t
0
Fˆt
(
Y˜u, Z˜u
)
du+
∫ t
0
Z˜udBu, t ∈ [0, 1], P− a.s. (3.77)
Such a unique solution exists by 3.15 and 3.16. Furthermore this is a relax-
ation of problem (3.76) since it does not take into account the semimartingale
constraint and the dependence on Γ. We notice that in this case
∫ t
0 Z˜udBu
may failed to have a PH−quasi-sure version. Indeed,
∫ t
0 Z˜udBu is defined
P−a.s. and there is a priori no aggregated version. Therefore (3.77) is only
defined under each P ∈ PH . We define the relaxed second order target
problem by:
V˜ (ξ) := inf
{
y : ∃Z˜ ∈ H2H(Rd) s.t Y˜ P,y,Z˜1 ≥ ξ, P− a.s., for all P ∈ PH
}
.
From then on, they established the connection with the 2BSDEs on its
wellposedness form (see definition 3.39 and [86]) via the following duality
result:
Theorem 3.46. (Soner, Touzi, Zhang in [85]) Under Assumption 3.8, for
any ξ ∈ L2H(R),
V˜ (ξ) = sup
P∈PH
YP0 (1, ξ)
To prove the dual formulation for the primal problem, that is to say when Z
is a semi-martingale, they restrict the set of martingale measures to a subset
of PH constructed out of a countable subset. For more details, see section 5
of [85].
Remark 3.47. What is the intuition behind this theorem? To do it for-
mally, we are going to assume a Markov structure to this problem and thus
consider a function u such that u(t, Bt) := Yt. Let assume that H is non-
decreasing and convex in γ, then by [82], Theorem 3.2, u is a viscosity
solution of a fully nonlinear PDE:{
−∂tu−H(t, x, u(t, x), Du(t, x), D2u(t, x)) = 0
u(1, x) = x
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For any a ∈ S>0d ∩Df , let ua be a viscosity solution of the semilinear PDE −∂tu−
1
2
a : D2ua(t, x) + F (t, x, ua(t, x), Dua(t, x), a) = 0
ua(1, x) = x
Formally, by classical comparison theorem for parabolic PDEs, we have: u ≥
ua. Assume that ua belongs to C1,2
(
[0, 1]× R) and define Y at := ua(t,Xat ),
Zat = Du
a(t,Xat ) where X
a
s = x +
∫ t
s a
1/2
r dBr then (Y
a, Za) solves the
following standard BSDE:
Y at = X
a
1 −
∫ 1
t
Fs(X
a
s , Y
a
s , Z
a
s , a)ds−
∫ 1
t
Zas a
1/2
s dBs, P− a.s.
We have show formally that Yt := sup
a∈S>0
d
∩Df
Y at is a natural candidate to
solve our problem.
3.4.3 The G-integration theory [68]
Let us define G(x) := 12 sup
a≤a≤a
a : x for (a, a) in S>0d . Following Peng in
[68], let u be the unique bounded viscosity solution of the following nonlinear
equation: {
−∂tu(t, x)−G
(
D2u(t, x)
)
= 0.
u(1, x) = x.
where (t, x) ∈ [0, 1] × R. Then the G-expectation of B1 is defined by:
EG[B1] := u(0, 0) and the conditional G-expectation of B1 is defined by:
EGt [B1] := u(t, Bt). By a density argument, we can extend this definition to
random variable ξ in L2H .
If we take Ht(y, z, γ) := G(γ) then (3.74) is reduced to:
Yt = ξ −
∫ 1
t
ZsdBs +K1 −Kt = EGt [ξ] +
∫ t
0
ZsdBs −Kt, PH − q.s.
(3.78)
That is to say, the solution of (3.78) corresponds to the martingale repre-
sentation theorem for G−martingales [83], Theorem 5.1. We can see clearly
that a G-martingale can be seen as a 2BSDE with a null generator. More-
over, we can see that the G-expectation can be seen as a generalization of
the Feynman-Kac formula for a class of fully nonlinear second order partial
differential equations.
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3.5 Constrained second order BSDE
We want to extend the results obtained in the first order case, that is
to say, an existence result and a stochastic representation theorem to the
case of the second order BSDEs. In particular, this means that we have to
generalize the results obtained for a single probability measure to a non-
dominated class of singular martingale measures. At first glance, there is at
least two ways to proceed to solve this kind of problem. A first idea would
be to adapt the penalization argument developped by Peng in [67] to a set
of non-dominated singular martingale measures. However, we do not have
currently a convenient monotonic convergence theorem for such a class of
martingale measures (see Possamai’s thesis [74], p121-124), so we have to
look for another track. Indeed, we will follow the pathwise approach of [85]
and [86] and provide an existence theorem and a stochastic representation
theorem (like Theorem 3.37 for the first order case) for such a problem.
In this section we will consider the framework developed in Section 3.2.
3.5.1 The problem
The Second Order Problem :
We want to find a pair of processes (Y,Z) ∈ S2H(R) × H2H(Rd) solution of
the 2BSDE:
Yt = ξ−
∫ 1
t
Fˆu(Yu, Zu)du−
∫ 1
t
ZudBu+K1−Kt, 0 ≤ t ≤ 1, PH−q.s. (3.79)
Furthermore, the process Z must be such that
Zt ∈ C, 0 ≤ t ≤ 1, PH − q.s (3.80)
Definition 3.48. For ξ ∈ L2H(R), we say that (Y,Z) ∈ S2H(R) × H2H(C) is
a minimal solution to (3.79) and (3.80) if :
(i) Y1 = ξ, PH − q.s.
(ii) For each P ∈ PH , the process KP ∈ A2(P,R) defined below has non
decreasing paths, P− a.s. and is defined by:
KPt := Yt − Y0 +
∫ t
0
Fˆu(Yu, Zu)du+
∫ t
0
ZudBu, 0 ≤ t ≤ 1, P− a.s.
(3.81)
(iii) Furthermore, for any (Y˜ , Z˜) ∈ S2H(R) × H2H(Rd) which verify (3.79)
and (3.80), we have
Yt ≤ Y˜t, 0 ≤ t ≤ 1, PH − q.s.
96 CHAPTER 3. CONSTRAINED 2BSDES
Remark 3.49. Comparing this definition to the one of unconstrained 2BS-
DEs, that is to say Definition 3.39, we do not have to verify the minimum
condition (3.75). Indeed, this last condition ensures the uniqueness of the
solution of the unconstrained 2BSDEs (see the proof of Theorem 4.3 in [86])
while for constrained 2BSDEs, as for constrained BSDEs, we only seek for
a minimal solution.
3.5.2 Existence of a minimal solution
For all s ∈ [0, 1], t ∈ [0, s], P ∈ PtH , ω ∈ Ω, η in L2(P,R) and ν ∈ D, we
introduce the following family of standard BSDEs(YP,ν,t,ω(s, η),ZP,ν,t,ω(s, η)):=(yP,ν,t,ω, zP,ν,t,ω)∈ D2(P,R)×H2(P,Rd)
where
(
yP,ν,t,ω, zP,ν,t,ω
)
is the unique solution of the following BSDE:
yP,ν,t,ωr = η
t,ω −
∫ s
r
[
Fˆ t,ωu
(
yP,ν,t,ωu , z
P,ν,t,ω
u
)
+
(
δ(νu)− νuzP,ν,t,ωu
)
(aˆtu)
1/2
]
du
−
∫ s
r
zP,ν,t,ωu dB
t
u, r ∈ [t, s], P− a.s. (3.82)
Let us define:
Gˆν,t,ωr (y, z) := Fˆ
t,ω
r (y, z)+
(
δ(νr)− νrz
)
(aˆtr)
1/2.
By Assumption 3.8 and the boundedness of ν ∈ D, we know that Gˆν,t,ω is
Lipschitz continuous in y and in z. Moreover since P ∈ PtH , (see definition
3.13), we have:
|aˆt| ≤ aP, dt× dPt-a.e. on [t, 1]× Ωt
So, by the continuity of δ, the boundedness of ν and (3.24), this leads to:
EP
[ ∫ 1
t
(
Gˆt,ν,ωr (0, 0)
)2
dr
]
< 2EP
[ ∫ 1
t
(
Fˆ t,ωr (0, 0)
)2
dr
]
+2EP
[ ∫ 1
t
δ(νr)
2aˆtrdr
]
<∞.
So we have shown that there is indeed a unique solution to (3.82).
In the sequel, we will denote by :(
Y P,ν(t, η), ZP,ν(t, η)
)∈ D2(P,R)×H2(P,Rd).
the particular case where t = 0, that is to say for all s ∈ [0, 1], P ∈ PH , η in
L2(P,R) and ν ∈ D:
Y P,ν(s, η) := Y P,ν,0,ω(s, η) and ZP,ν(s, η) := ZP,ν,0,ω(s, η). (3.83)
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At time 0, we always have ω0 = 0. This explains that we do not give a
dependence in ω to the processes
(
Y P,ν(t, η), ZP,ν(t, η)
)
.
We make the following assumption:
Assumption 3.50. There exists at least one solution (Y˜ , Z˜) in S2H(R) ×
H2H(C) to the second order constrained problem (3.79) and (3.80).
Lemma 3.51. Let Assumption 3.50 holds. Then we have:
Y˜t(ω) ≥ YP,ν,t,ωt (1, ξ), for P− a.e. ω ∈ Ω. (3.84)
for every ν ∈ D, t ∈ [0, 1] and P ∈ PtH .
Proof. By Assumption 3.30, we know that (Y˜ , Z˜) in S2H(R)×H2H(C) is a so-
lution to the second order constrained problem (3.79) and (3.80). Therefore
for all P ∈ PH and t ∈ [0, 1], we have:
Y˜t = ξ −
∫ 1
t
Fˆu(Y˜u, Z˜u)du−
∫ 1
t
Z˜udBu +K
P
1 −KPt , P− a.s.
with
Z˜t ∈ C,P− a.s. (3.85)
For all (t, ω) ∈ [0, 1] × Ω, we can rewrite the above equation on the shifted
space Ωt as:
Y˜ t,ωt = ξ
t,ω−
∫ 1
t
Fˆ t,ωu (Y˜
t,ω
u , Z˜
t,ω
u )du−
∫ 1
t
Z˜t,ωu dB
t
u+K
P,t,ω
1 −KP,t,ωt , Pt−a.s.
(3.86)
with Z˜t,ωt ∈ C, Pt − a.s and where Pt ∈ PtH is the martingale measure
induced by P ∈ PH on Ωt. By (3.9), for all ν ∈ D, (3.85) is equivalent to:
δ(νr)− Z˜t,ωr νr ≥ 0, t ≤ r ≤ 1, Pt − a.s. (3.87)
Adding and removing the quantity δ(ν)− Z˜t,ων in (3.86) leads to:
Y˜ t,ωt = ξ
t,ω −
∫ 1
t
[
Fˆ t,ωu (Y˜
t,ω
u , Z˜
t,ω
u )+
(
δ(νu)− νuZ˜t,ωu
)
(aˆtu)
1/2
]
du−
∫ 1
t
Z˜t,ωu dB
t
u
+
[
KP,t,ω1 −KP,t,ωt +
∫ 1
t
[
δ(νu)− νuZ˜t,ωu
]
(aˆtu)
1,2du
]
, Pt − a.s. (3.88)
We recall that KP,t,ω is an increasing process, aˆt is a positive process as the
quadratic variation of Bt and (3.87) holds. Then by a standard comparison
theorem (see Theorem 3.18), we have:
Y˜ t,ωt ≥ Y P,ν,t,ωt (1, ξ), for P− a.e. ω ∈ Ω.
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By definition of the concatenation paths (see (3.18)), for all (ω, ω′) ∈ Ω×Ωt,
we know that Y˜ t,ωt = Y˜t(ω ⊗t ω′) = Y˜t(ω). Therefore, we finally get:
Y˜t(ω) ≥ Y P,ν,t,ωt (1, ξ), for P− a.e. ω ∈ Ω.
By the Blumenthal zero-one law (see (3.4)), we can see that Y P,ν,t,ωt (1, ξ) is
a constant for any (t, ω) ∈ [0, 1] × Ω, ν ∈ D and P ∈ PtH . Therefore for all
(t, ω) ∈ [0, 1]× Ω, the following quantity is correctly defined:
V˜t(ω) = sup
P∈Pt
H
sup
ν∈D[t,1]
Y P,ν,t,ωt (1, ξ). (3.89)
where D[t,1] is the restriction of D to [t, 1]×Ω. By Lemma 3.51, since (3.84)
holds for all ν ∈ D and P ∈ PtH , the definition of V˜ gives the following
inequality:
Y˜t(ω) ≥ V˜t(ω) ≥ Y P,ν,t,ωt (1, ξ), for P− a.e. ω ∈ Ω.. (3.90)
for all t ∈ [0, 1].
Since solutions of BSDEs can be constructed via Picard’s iteration, we can
easily show that:
Y P
t,ω ,ν,t,ω
t (1, ξ) = Y
P,ν
t (1, ξ)(ω), for P− a.e. ω ∈ Ω. (3.91)
for all t ∈ [0, 1], P ∈ PH and ν ∈ D. Therefore since the rcpd Pt,ω belongs,
by Lemma 3.14, to PtH , (3.90) leads to:
Y˜t ≥ V˜t ≥ Y P,νt (1, ξ), 0 ≤ t ≤ 1, P− a.s. (3.92)
Then by (3.92), we have for each P ∈ PH and ν ∈ D that:
|V˜t| ≤ max{|Y˜t|, |Y P,νt (1, ξ)|}, 0 ≤ t ≤ 1, P− a.s.
Furthermore since Y˜ ∈ S2H(R) =
⋂
P∈PH
S2(P,R) and Y P,ν ∈ D2(P,R) ⊂
S2(P,R), then V˜t ∈ S2(P,R) for all P ∈ PH . This leads to :
V˜t ∈ S2H(R). (3.93)
Therefore, for any θ ∈ [0, 1], there exists a unique solution(
Y P,ν,t,ω(θ, V˜θ), Z
P,ν,t,ω(θ, V˜θ)
)∈ D2(P,R)×H2(P,Rd)
to (3.82) where the terminal condition at time θ is V˜θ.
We need the following assumptions:
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Assumption 3.52. ξ is uniformly continuous in ω under the L∞-norm.
We define for all ω ∈ Ω, Λ(ω) := sup
0≤t≤1
Λt(ω) where for all t ∈ [0, 1]:
Λt(ω) := sup
P∈Pt
H
(
EP
[|ξt,ω|2 + ∫ 1
t
|Fˆ t,ωs (0, 0)|2ds
])
. (3.94)
By the uniform continuity in ω of Fˆ t,ω (see (3.22)) and Assumption 3.52, we
then have for all ω ∈ Ω that:
Λ(ω) <∞. (3.95)
Moreover it is uniformly continuous in ω under the L∞-norm so F1-measurable.
Let us assume:
Assumption 3.53. For all P ∈ PH ,
EP[|Λ|2] <∞.
The following Lemma gives us some regularity in ω for the candidate solution
V˜ :
Lemma 3.54. Let Assumptions 3.8, 3.50 and 3.52 hold. Then for all
(t, ω, ω′) ∈ [0, 1]× Ω2:
|V˜t(ω)− V˜t(ω′)| ≤ Cρ(‖ω − ω′‖t)
where C is a positive constant. Moreover for all (t, ω) ∈ Ω× [0, 1], we have
|V˜t(ω)| ≤ CΛt(ω). Therefore V˜t is Ft-measurable for all t ∈ [0, 1].
Proof. Under Assumption 3.52, we can find a modulus of continuity ρ such
that for all 0 ≤ t ≤ 1, (ω, ω′) ∈ Ω2 and ω˜ ∈ Ωt:
|ξt,ω(ω˜)− ξt,ω′(ω˜)| ≤ ρ(‖ω − ω′‖t). (3.96)
where for t ∈ [0, 1], ‖ω‖t = sup
0≤s≤t
|ωs|. Similarly, by (3.22), for all (y, z) in R
and 0 ≤ s ≤ t ≤ 1, we have:
|Fˆ t,ωs (ω˜, y, z)− Fˆ t,ω
′
s (ω˜, y, z)| ≤ ρ(‖ω − ω′‖t) (3.97)
Now, for (ω, ω′) in Ω2, t ∈ [0, 1], P ∈ PtH and ν ∈ D, we denote ∆˜ξ =
ξt,ω − ξt,ω′ , ∆˜Fˆ = Fˆ t,ω − Fˆ t,ω′ and
(∆˜y, ∆˜z) :=
(YP,ν,t,ω(1, ξ)− YP,ν,t,ω′(1, ξ),ZP,ν,t,ω(1, ξ)−ZP,ν,t,ω′(1, ξ)).
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By Assumption 3.8, we can find two bounded processes η and γ such that:
∆˜yr = ∆˜ξ −
∫ 1
r
[
∆˜Fˆs(0) + γs∆˜ys + (ηs − νs)∆˜zs(aˆts)1/2
]
ds
−
∫ t
r
∆˜zs(aˆ
t
s)
1/2dW P,ts , r ∈ [t, 1], P− a.s.
where W P,t is a Brownian motion under P on Ωt, that is to say it is defined
similarly as in (3.2) by:
W P,tu :=
∫ t
u
(aˆts)
−1/2dBts, u ∈ [t, 1], P−a.s. (3.98)
Since η and ν are bounded, by the Girsanov theorem, we can define a equiv-
alent probability measure P¯ such that the process W
P,t
s := W
P,t
s +
∫ s
t (ηs −
νs)
1/2ds is Brownian motion under P¯ for all s ∈ [t, 1]. Therefore the above
equation can be rewritten as:
∆˜yr = ∆˜ξ −
∫ 1
r
[
∆˜Fˆs(0) + γs∆˜ys
]
ds−
∫ t
r
∆˜zs(aˆ
t
s)
−1/2dW
P,t
s , r ∈ [t, 1], P− a.s.
By Lemma 3.20, we then have:
|∆˜yt|2 ≤ CEP¯
[
|∆˜ξ|2 +
∫ 1
t
|∆˜Fˆs(0)|2ds
]
, P− a.s. (3.99)
where C is a positive constant. Then by (3.96), (3.97) and inequality (3.99),
we can find a modulus of continuity ρ such that
|∆˜yt| ≤ Cρ
(‖ω − ω′‖t). (3.100)
The above equation stands for any P ∈ PtH and ν ∈ D, so we obtain that:
|V˜t(ω)− V˜t(ω′)| ≤ Cρ
(‖ω − ω′‖t). (3.101)
Following the same argument, and using (3.1), one can show that for every
(t, ω) ∈ [0, 1]× Ω, ν ∈ D and P ∈ PH :
|Y P,ν,t,ωt |2 ≤ CE
[
|ξt,ω|2 +
∫ 1
t
|Fˆ t,ωs (0)|2ds
]
≤ CΛt(ω), P− a.s. (3.102)
Since P and ν are arbitrary, we finally get for all (t, ω) ∈ [0, 1]× Ω:
|V˜t(ω)| ≤ CΛt(ω). (3.103)
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We need a dynamic programming principle.
Proposition 3.55. Let Assumptions 3.8, 3.50, 3.52 and 3.53 hold. Then
for all 0 ≤ t ≤ s ≤ 1 and ω ∈ Ω:
V˜t(ω) = sup
P∈Pt
H
sup
ν∈D[t,s]
YP,ν,t,ωt
(
s, V˜s
)
. (3.104)
where D[t,s] corresponds to the restriction of D to [t, s]× Ω.
Proof. It suffices to prove that
V˜0 = sup
P∈PH
sup
ν∈D[0,t]
Y P,ν0
(
t, V˜t
)
.
Step 1: For every P ∈ PH , ν ∈ D and 0 ≤ t ≤ 1, we recall that :
Y P,ν0 (1, ξ) = Y
P,ν
t (1, ξ)−
∫ t
0
[
Fˆu
(
Y P,νu (1, ξ), Z
P,ν
u (1, ξ)
)
+
(
δ(νu)− νuZP,νu (1, ξ)
)
aˆ1/2u
]
du
−
∫ t
0
ZP,νu (1, ξ)dBu, P− a.s.
That is to say, Y P,ν0
(
t, Y P,νt (1, ξ)
)
= Y P,ν0 (1, ξ), P− a.s. Therefore by (3.92)
and a standard comparison theorem, we obtain for all P ∈ PH , ν ∈ D and
0 ≤ t ≤ 1:
Y P,ν0 (t, V˜t) ≥ Y P,ν0 (1, ξ), P− a.s.
Since P ∈ PH and ν ∈ D are arbitrary, then we obtain:
sup
P∈PH
sup
ν∈D[0,t]
Y P,ν0
(
t, V˜t
)≥ V˜0, P− a.s.
Step 2: We fix P ∈ PH and ε > 0. Ω is a complete separable space, so
we can find a partition
(
Eit
)
i∈N
∈ Ft such that for every i ∈ N, (t, ω, ω′) ∈
[0, 1]× (Eit)2, ‖ω′−ω′‖ < ε. For each i, we fix ωˆi ∈ Eit and consider Pit ∈ PtH
and νit ∈ D[t,1], two ε-optimizers of V˜t(ωˆi):
V˜t(ωˆi) ≤ Y P
i
t,ν
i
t ,t,ωˆi
t (1, ξ) + ε. (3.105)
For each n ∈ N and E ∈ Ω, we define Pn = Pn,ε by:
Pn(E) := EP
[ n∑
i=1
EP
i
t
[
(1E)
t,ω
]
1Eit
]
+P(E ∩ Eˆnt ), where Eˆnt := ∪i>nEit .
(3.106)
According to this definition, one can see that Pn = P on Ft and its r.c.p.d
(Pn)t,ω = Pit for ω ∈ Eti , 1 ≤ i ≤ n and (Pn)t,ω = Pt,ω for ωˆ ∈ Eˆnt . By the
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Appendix of [85], Pn ∈ PH . Moreover, for any ν ∈ D[0,t], we can define a
process νn := νn,ε by:
νns (ω) = νs(ω)1s<t+
( n∑
i=1
νis(ω)1ω∈Eit + νs(ω)1ω∈Eˆnt
)
1s≥t. (3.107)
for all (s, ω) ∈ [0, 1] × Ω. The process νn belongs to D[0,t] as the sum of
bounded and F-progressively measurable processes.
Thanks to the regularity result of Lemma 3.54, (3.105) and inequality (3.100),
we get for all i ∈ {1, . . . , n} and ω ∈ Eit :
V˜t(ω) ≤ V˜t(ωˆi) + Cρ(ε)
≤ Y Pit,νit ,t,ωˆit (1, ξ) + ε+ Cρ(ε) (3.108)
≤ Y Pit,νit ,t,ωt (1, ξ) + ε+ 2Cρ(ε).
Since (Pn)t,ω = Pit and ν
n
t = ν
i
t for ω ∈ Eit , then we have for all ω ∈ ∪ni=1Eit
and t ∈ [0, 1]:
V˜t(ω) ≤ Y (P
n)t,ω ,νn,t,ω
t (1, ξ) + ε+ 2Cρ(ε). (3.109)
By (3.91), we finally get:
V˜t ≤ Y P
n,νn
t (1, ξ) + ε+ 2Cρ(ε), P
n − a.s. on ∪ni=1 Eit (3.110)
Let us define the pair (yn, zn) ∈ D2(P,R)×H2(P,Rd) unique solution of the
following BSDE:
yns =
[
Y P
n,νn
t (1, ξ) + ε+ 2Cρ(ε)
]
1∪ni=1E
i
t
+ V˜t1Eˆnt
−
∫ t
s
[
Fˆu(y
n
u , z
n
u)+
(
δ(νnu )− νuznu
)
aˆ1/2u
]
du−
∫ t
s
znudBu, 0 ≤ s ≤ t, Pn − a.s.
Since the terminal condition
[
Y P
n,νn
t (1, ξ)+ε+Cρ(ε)
]
1∪ni=1E
i
t
+V˜t1Eˆnt
belongs
to L2(Pn,R) (see (3.93)), then the above BSDE admits a unique solution
(yn, zn).
Moreover we know that Pn = P on Ft and νn = ν on [0, t), we have:
yns =
[
Y P
n,νn
t (1, ξ) + ε+ Cρ(ε)
]
1∪ni=1E
i
t
+ V˜t1Eˆnt
−
∫ t
s
[
Fˆu(y
n
u , z
n
u)+
(
δ(νu)− νuznu
)
aˆ1/2u
]
du
−
∫ t
s
znudBu, 0 ≤ s < t, P− a.s.
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Thanks to (3.110) and a comparison argument, we then have:
yn0 ≥ Y P,ν0 (t, V˜t), P− a.s. (3.111)
Moreover by (3.20), we can find a constant C > 0 such that :
|yn0 − Y P
n,νn
0 (1, ξ)|2 ≤ C(ε+ Cρ(ε))2 + CEP
n
[
|V˜t − Y P
n,νn
t (1, ξ)|21Eˆnt
]
By (3.102) and (3.103), since Pn ∈ PH (Appendix of [85]), we have that |V˜t−
Y P
n,νn
t (1, ξ)| ≤ 2CΛt, Pn− a.s. Since Y P
n,νn
t (1, ξ) and V˜t are Ft-measurable
and Pn = P on Ft, then we obtain:
|V˜t − Y P
n,νn
t (1, ξ)| ≤ 2CΛt, P− a.s.
which by Assumption 3.53 belongs to L2(P,R). Since Ω is separable, we
have limn Eˆ
n
t = ∅. Therefore by dominated convergence theorem, sending n
to infinity we obtain that:
|yn0 − Y P
n,νn
0 (1, ξ)| ≤ C(ε+ Cρ(ε))
By (3.111), this leads to the following majoration:
Y P,ν0 (t, V˜t) ≤ Y P
n,νn
0 (1, ξ) + C(ε+ Cρ(ε)), P− a.s.
Sending ε→ 0, leads to :
Y P,ν0 (t, V˜t) ≤ Y P
n,νn
0 (1, ξ), P− a.s. (3.112)
Since Pn = P on Ft and νn = ν on [0, t), then Y P
n,νn
0 (1, ξ) = Y
P,ν
0 (1, ξ).
Then we can rewrite (3.112) as :
Y P,ν0 (t, V˜t) ≤ Y P,ν0 (1, ξ). (3.113)
Since P ∈ PH and ν ∈ D[0,t] are arbitrary, then :
sup
P∈PH
sup
ν∈D[0,t]
Y P,ν0
(
t, V˜t
)≤ V˜0, P− a.s.
Let us recall for all P ∈ PH and t ∈ [0, 1] the definition of the following sets:
PH(t,P) :=
{
P′ ∈ PH : P′ = P on Ft
}
and PH(t+,P) :=
{
P′ ∈ PH : P′ = P on F+t
}
.
We denote by V˜ + the F+-adapted process defined by:
V˜ +t := lim
r∈Q∩(t,1],r↓t
V˜r, t ∈ [0, 1]. (3.114)
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Since V˜t is Ft-adapted by Lemma 3.54, then the process V˜ +t is F+t -progressively
measurable (see 1.13 of [49]).
Let us show that V˜ +t is an RCLL process.
Lemma 3.56. Let Assumptions 3.8, 3.50, 3.52 and 3.53 hold. Then:
V˜ +t = lim
r∈Q∩(t,1],r↓t
V˜r, PH − q.s.
Therefore V˜ + is ca`dla`g, PH − q.s.
Proof. For all P ∈ PH , ν in D, let us define:
V˜ P,ν = V˜ − Y P,ν(1, ξ). (3.115)
By definition of V˜ (see (3.92)), we have V˜ P,ν ≥ 0,P − a.s. Let us take
(s, t) ∈ [0, 1]2 such that 0 ≤ s ≤ t and consider for all ν ∈ D and P ∈ PH :
y¯P,ν,ts := Y
P,ν
s (t, Vt)− Y P,νs (1, ξ) and z¯P,ν,ts :=
(
ZP,νs (t, Vt)− ZP,νs (1, ξ)
)
aˆ
−1/2
t .
(3.116)
For all ω ∈ Ω, we recall by (3.91) that
y¯P,ν,ts (ω) = Y
Ps,ω ,ν,s,ω
s (t, Vt)− Y P
s,ω ,ν,s,ω
s (1, ξ), P− a.s.
By Lemma 3.14, Ps,ω ∈ PsH . Therefore by Proposition 3.55, we have that
V˜ P,νs ≥ y¯P,ν,ts , 0 ≤ s ≤ t P− a.s. Moreover the pair
(
y¯P,ν,t, z¯P,ν,t
)
satisfies:
y¯P,ν,ts = V˜
ν
t +
∫ t
s
hP,νu
(
y¯P,ν,tu , z¯
P,ν,t
u
)
du−
∫ t
s
z¯P,ν,tu dBu, P− a.s. (3.117)
where hν is defined by:
hP,νt (y, z) := Fˆt
(
y+Y P,νt (1, ξ),
(
z+ZP,νt (1, ξ)
)
aˆ
−1/2
t
)−Fˆt(Y P,νt (1, ξ), ZP,νt (1, ξ))−νtz.
(3.118)
We know that V˜ νt ∈ L2(P,R) since Y P,νt and V˜t are in L2(P,R) (see (3.93)).
By Assumption 3.8 and the boundedness of ν, we can see that hP,ν is a Lip-
schitz continuous function with respect to (y, z). So there exists a unique
solution
(
y¯P,ν,t, z¯P,ν,t
)∈ D2(P,R) × H2(P,Rd) to (3.117). This means that
V˜ ν is a positive weak hP,ν-supermartingale under P.(see definition 3.22).
The application of the downcrossing inequality in [12], Theorem 6 shows
that limr∈Q∩(t,1],r↓t V
ν
r exists for all t ∈ [0, 1](see proof p14 in [49]). Since
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the paths of Y P,ν(1, ξ) are continuous as a solution of a classical BSDE with
Lipschitz continuous generator, we can can see that actually
V˜ +t = lim
r∈Q∩(t,1],r↓t
V˜r, P− a.s.
Since P ∈ PH is arbitrary, the we can conclude that V˜ + is a ca`dla`g process
PH -q.s.
We have the following representation result:
Proposition 3.57. Under Assumptions 3.8, 3.50, 3.52 and 3.53, for all
P ∈ PH and t ∈ [0, 1], we have:
V˜t = essup
P
P′∈PH(t,P)
essupP
′
ν∈D[t,1]
Y P
′,ν
t (1, ξ) and V˜
+
t = essup
P
P′∈PH(t+,P)
essupP
′
ν∈D[t+,1]
Y P
′,ν
t (1, ξ), P−a.s.
Proof. We consider a given probability P ∈ PH and define:
V˜ Pt := essup
P
P′∈PH(t,P)
essupP
′
ν∈D[t,1]
Y P
′,ν
t (1, ξ) and V˜
P,+
t := essup
P
P′∈PH(t+,P)
essupP
′
ν∈D[t+,1]
Y P
′,ν
t (1, ξ)
step 1: We want to prove that V˜ = V˜ P,P − a.s. Indeed let us take any
P′ ∈ PH(t,P) and ν ∈ D[t,1]. By the inequality (3.92), we have that
V˜t ≥ Y P
′,ν
t (1, ξ),P
′ − a.s. Since P′ = P on Ft and V˜t and Y P
′,ν
t (1, ξ) are
Ft-measurable then we get: V˜t ≥ Y P
′,ν
t (1, ξ),P − a.s. This is true for any
P′ ∈ PH(t,P) and ν ∈ D[t,1], so we have for all t ∈ [0, 1]:
V˜t ≥ V˜ Pt , P− a.s. (3.119)
To prove the reverse inequality, we can consider the probability Pn ∈ PH
and the process νn ∈ D[0,t] defined respectively in (3.106) and in (3.107).
Since by construction Pn = P on Ft, we have that Pn ∈ PH(t,P). Moreover
by (3.110), we have that:
P
[
V˜t ≤ V˜ Pt + ε+ 2Cρ(ε)
]≥ P[V˜t ≤ Y Pn,νnt (1, ξ) + ε+ Cρ(ε)]≥ P[ ∪
1≤i≤n
Eit
]
.
Since Ω is separable, by definition of Eit , we have that:
lim
n
P
[ ⋃
1≤i≤n
Eit
]
= 1.
This leads to V˜t ≤ V˜ Pt + ε+Cρ(ε),P− a.s. So passing to the limit in ε leads
to:
V˜t ≤ V˜ Pt , P− a.s. (3.120)
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Combining (3.119) and (3.120), we have that
V˜t = V˜
P
t , P− a.s. (3.121)
Step 2: We want to prove that V˜ +t = V˜
+,P
t ,P − a.s. First for any r ∈
Q∩ (t, 1], we have by the first step of the proof that V˜r = V˜ Pr . Therefore for
all P′ ∈ PH(t+,P) ⊂ PH(t,P) and ν ∈ D[t+,1] ⊂ D[t,1] , we have by (3.92),
V˜r ≥ Y P′,νr (1, ξ),P′ − a.s.
By definition of V˜ + (see (3.114)), Lemma 3.54 and the continuity of the
paths of Y P
′,ν(1, ξ), sending r ↓ t gives that: V +t ≥ Y P
′,ν
t (1, ξ),P
′ − a.s. We
know that P′ = P on F+t and both V +t and Y P
′,ν
t (1, ξ) are F+t measurable,
so we get: V +t ≥ Y P
′,ν
t (1, ξ),P − a.s. Since it holds for any P′ ∈ PH(t+,P),
we obtain:
V˜ +t ≥ V˜ +,Pt ,P− a.s. (3.122)
Secondly, we use the definition of the essential supremum (see Neveu [64]
for more details) and (3.121) to rewrite for all r ∈ Q ∩ (t, 1]
V˜r = V˜
P
r = sup
n≥1
Y Pn,νnr (1, ξ),P− a.s.
for some sequence (Pn, νn) ∈ PH(r,P) × D[r,1]. By possibly taking a subse-
quence of (Pn, νn), our aim is to show that we have:
lim
n
↑ Y Pn,νnr (1, ξ) = V˜r,P− a.s. (3.123)
For that purpose, we need to show that for any r ∈ Q ∩ (t, 1], the family
{Y P,νr (1, ξ)}P∈PH(r,P),ν∈D[t,1] is directed upward. That is to say, for any P1
and P2 in PH(r,P) and (ν1, ν2) ∈ D2[t,1], we need to construct P¯ in PH(r,P)
and ν¯ ∈ D[r,1] such that:
Y P¯,ν¯r (1, ξ) = max
{
Y P1,ν1r (1, ξ), Y
P2,ν2
r (1, ξ)
}
. (3.124)
For instance, one can consider the sets:
A1 := {ω ∈ Ω : Y P1,ν1r (1, ξ)(ω) ≥ Y P2,ν2r (1, ξ)(ω)} ∈ Fr and A2 := Ω\A1.
We define for all E ∈ F1:
P¯(E) = P1(E ∩A1) + P2(E ∩A2)
and the Ft-measurable process:
ν¯(t, ω) =
(
ν1(t, ω)1ω∈A1 + ν2(t, ω)1ω∈A2
)
1t≥r.
3.5. CONSTRAINED SECOND ORDER BSDE 107
By the proof of claim (4.17) in [86], we can show that P¯ ∈ PH(r,P). More-
over, by the stability of D[r,1] under concatenation, ν¯ ∈ D[r,1]. There-
fore Y P¯,ν¯r satisfies (3.124), so we can conclude that there exists a sequence
(Pn, νn) ∈ PH(r,P)×D[r,1], such that claim (3.123) holds.
Without loss of generality, for some ν ∈ D[0,r], this sequence (νn) can be
taken in
Mν :=
{
µ ∈ D : µ = ν on [0, r)× Ω}.
By the stability of BSDEs and (3.123), we have for all P ∈ PH(r,P), ν ∈ D
and t ∈ [0, r]:
Y P,νt (r, V˜r) = Y
P,ν
t
(
r, lim
n
Y Pn,νnr (1, ξ)
)
= lim
n
Y P,νt
(
r, Y Pn,νnr (1, ξ)
)
P− a.s.
(3.125)
We notice Pn ∈ PH(r,P) ⊂ PH(t+,P), then Pn = P on F+t . In addition, by
construction, we know that νn = ν on [0, r)× Ω. Since Y P,νt (r, Y Pn,νnr (1, ξ))
is Ft-measurable and has continuous paths, (3.125) can be rewritten as:
Y P,νt (r, V˜r) = limn
Y Pn,νnt
(
r, Y Pn,νn,r (1, ξ)
)
= lim
n
Y P
n,νn
t (1, ξ), P−a.s. (3.126)
Since for all n ≥ 0, Pn ∈ PH(r,P) ⊂ PH(t+,P) and νn ∈ D then by definition
of V˜ +,P, we have:
Y P,νt (r, V˜r) ≤ V˜ +,Pt P− a.s.
Moreover by stability of BSDE, definition of V˜ + (see (3.114)) and Lemma
3.56, we finally get:
V +t ≤ V˜ +,Pt P− a.s.
We can now show that the process V is an RCLL process. Indeed, we have
the following Proposition:
Proposition 3.58. Under Assumptions 3.8, 3.50, 3.52 and 3.53, we have
that:
Vt = V
+
t , PH − q.s.
So V is a ca`dla`g process.
Proof. The proof is the same as Proposition 4.11 in [85].
This is our main result:
Theorem 3.59. Under Assumptions 3.8, 3.50, 3.52 and 3.53, there exists
a minimal solution (Y, Z) ∈ S2H(R)×H2H(C) to problem (3.79) and (3.80).
First let us show the following Proposition:
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Proposition 3.60. Under the assumptions of Theorem 3.59, for every P ∈
PH , ν ∈ D, there exists (ZP,ν ,KP,ν) ∈ H2(P,Rd)×A2(P,R) such that:
V˜t = V˜0+
∫ t
0
[
Fˆu
(
V˜u, Z
P,ν
u
)
+
(
δ(νu)−νuZP,νu
)]
du+
∫ t
0
ZP,νu dBu−KP,νt , P−a.s.
(3.127)
for all t ∈ [0, 1].
Proof. For every ν ∈ D, P ∈ PH and t ∈ [0, 1], we recall that V˜ P,ν is defined:
V˜ P,νt = V˜t − Y P,νt (1, ξ).
We have shown in Proposition 3.58 that V˜ is a positive ca´dla´g process. Since
by definition for all ν ∈ D and P ∈ PH , the process Y P,ν(1, ξ) ∈ D2(P,R)
has continuous paths, then V˜ P,ν is a positive ca´dla´g process.
Step 1: For all ν ∈ D and P ∈ PH , let us show that V˜ P,ν is strong hP,ν-
supermartinagle where hP,ν is defined in (3.118). We already have shown in
the end of Lemma 3.58 that V˜ P,ν is a positive weak hP,ν-supermartinagle. In
addition, since V˜ P,ν is a ca´dla´g process then by Theorem 7 of [12], V˜ P,ν is a
positive strong hP,ν-supermartinagle. That is to say for any F-stopping times
τ1 and τ2, we have V˜
ν
τ1 ≥ y¯P,ν,τ2τ1 , P−a.s. where we recall that
(
y¯P,ν,τ2 , z¯P,ν,τ2
)
defined in (3.117) is the unique solution of
y¯P,ν,τ2s = V˜
P,ν
τ2 +
∫ τ2
s
hP,νu
(
y¯P,ν,τ2u , z¯
P,ν,τ2
u
)
du−
∫ τ2
s
z¯P,ν,τ2u dBu, s ∈ [τ1, τ2], P−a.s.
(3.128)
By definitions of V˜ ν and y¯P,ν,τ2 (see (3.115) and (3.116)), this leads to
V˜τ1 ≥ Y P,ντ1 (τ2, V˜τ2), P− a.s.
and by its definition, (3.82),
(
Y νt (τ2, V˜τ2), Z
ν
t (τ2, V˜τ2)
)
is the unique solution
of:
Y νs (τ2, V˜τ2) = V˜τ2 +
∫ τ2
s
[
Fˆu
(
Y νu (τ2, V˜τ2), Z
ν
u(τ2, V˜τ2)
)−(δ(νu)− Zνu(τ2, V˜τ2))]du
−
∫ τ2
s
Zνu(τ2, V˜τ2)dBu, P−a.s. (3.129)
Therefore for all ν ∈ D, V˜ is a strong gP,ν-supermartingale under every P
where gP,νt (y, z) := Fˆt(y, z)−
(
δ(νt)− νtz
)
.
Step 2: We know that Assumption 3.8 and claim (3.15) holds for all P ∈ PH .
Moreover, we have shown that V˜ ∈ S2H(R) (see (3.93)) is a strong ca´dla´g
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gP,ν-supermartingale for every ν ∈ D and P ∈ PH . Then by the nonlinear
Doob-Meyer decomposition theorem 3.23 applied under each ν ∈ D and
P ∈ PH , there exists (ZP,ν ,KP,ν) ∈ H2(P,Rd)×A2(P,R) such that:
V˜t = V˜0+
∫ t
0
[
Fˆu
(
V˜u, Z
P,ν
u
)
+
(
δ(νu)−νuZP,νu
)]
du+
∫ t
0
ZP,νu dBu−KP,νt , P−a.s.
for all t ∈ [0, 1].
Proof. of Theorem 3.59
The main arguments of this proof are taken from Proposition 2.5 of [21].
First, let us show for all ν ∈ D and P ∈ PH that the process Z˜ defined by:
Z˜ := ZP,ν = ZP,0, dt⊗ dP− a.s. (3.130)
does not depend on P and ν:
We consider for each P ∈ PH , two processes (ν, µ) ∈ D2. By Proposition
3.60, we can find
(
ZP,ν ,KP,ν
)
such that:
V˜t = V˜0+
∫ t
0
[
Fˆu
(
V˜u, Z
P,ν
u
)−(δ(νu)−νuZP,νu )]du+∫ t
0
ZP,νu dBu−KP,νt , P−a.s.
(3.131)
By Karandikar [45], since V˜ is a ca`dla`g supermartingale under each P
and ν, we can define uniquely a universal process Z˜ ∈ H2H(Rd) such that
d〈V˜ , B〉t = Z˜td〈B〉t. Therefore, Z˜t = Z¯P,νt , dt× dP− a.s. for all P ∈ PH and
ν ∈ D.
Let us do the following change of probability measure, Pµ defined in (3.12).
Therefore, we can rewrite the above equation as :
V˜t = V˜0+
∫ t
0
[
Fˆu
(
V˜u, Z˜u
)
+
(
δ(νu)−(νu−µu)Z˜u
)]
du+
∫ t
0
Z˜udB
µ
u−KP,νt , P−a.s.
(3.132)
In addition, by Proposition 3.60, we have the following equation for µ ∈ D:
V˜t = V˜0+
∫ t
0
[
Fˆu
(
V˜u, Z˜u
)
+
(
δ(µu)− µuZ˜u
)]
du+
∫ t
0
Z˜udB
µ
u −KP,µt , P− a.s.
(3.133)
Equalizing (3.132) and (3.133), we can define for all t ∈ [0, 1] a process K˜P
which does not depend on ν ∈ D:
K˜Pt := K
P,ν
t = K
P,0
t +
∫ t
0
δ(νu)− νuZ˜udu. (3.134)
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Secondly, we are going to show that Z˜t ∈ C, 0 ≤ t ≤ 1, P − a.s. for all
P ∈ PH . For that purpose, we consider for any P ∈ PH and ν ∈ D such that
for all t ∈ [0, 1], |νt| < 1 and |δ(νt)| ≤ 1 the set:
FP,ν := {(t, ω) : δ(ν(t, ω)) < Z˜(t, ω)ν(t, ω)}
and assume that (λ ⊗ P)(FP,ν) > 0. where λ corresponds to the Lebesgue
measure. By definition of D, we have that (kν) ∈ D for all k > 0. So by
(3.134), we have
KP,kν1 = K
P,0
1 + k
∫ 1
0
[
δ(νu)− νuZ˜u
]
du
Sending k to infinity gives us that KP,kν1 may be negative with a positive
probability. Since KP,νˆ is a positive process (as an increasing process with
KP,kν0 = 0), there is a contradiction. So this leads to (λ ⊗ P)(FP,ν) = 0 for
all P ∈ PH and ν ∈ D, that is to say:
δ(νt) = νtZ˜t, 0 ≤ t ≤ 1,P− a.s.
Therefore by Lemma 5.4.2 of [50], we can conclude that for all P ∈ PH ,
Z˜t ∈ C, 0 ≤ t ≤ 1, P− a.s.
Finally, we need to show that (V˜ , Z˜) ∈ D2H(R) × H2H(Rd) is the minimal
solution to (3.79) subject to constraint (3.80). We have shown in the claim
(3.92) that for any solution (Y ∗, Z∗) of the second order constrained problem
(3.79) and (3.80):
Y ∗t ≥ V˜t, P− a.s.,
for all t ∈ [0, 1] and P ∈ PH . Since we have shown in the previous step of
the proof that (V˜ , Z˜) is a solution of (3.79) and (3.80), then we can conclude
that this solution is indeed minimal.
We then have the following stochastic representation result:
Proposition 3.61. Under the assumptions of Theorem 3.59, the minimal
solution (Y,Z) ∈ S2H(R) × H2H(C) of (3.79) and (3.80) has the following
representation for all t ∈ [0, 1] and P ∈ PH :
Yt = essup
P
P′∈PH(t,P)
essup
ν∈D
Y P
′,ν
t (1, ξ), P− a.s.
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Proof. Under the assumptions of Theorem 3.59, by Theorem 3.59, (V˜ , Z˜)
(where Z˜ is defined in (3.130)) is the minimal solution of (3.79) and (3.80).
Hence by Proposition 3.57, we have that :
V˜t = essup
P
P′∈PH(t,P)
essup
ν∈D
Y P
′,ν(1, ξ), P− a.s.
Corollary 3.62. Under the assumptions of Theorem 3.59, let us consider
for all i ∈ {1, 2}, (ξi) ∈ L2H(R) and (Y i, Zi) ∈ D2H(R) × H2H(C) the corre-
sponding solution of (3.79) and (3.80). If ξ1 ≤ ξ2, PH − q.s., then :
Y 1 ≤ Y 2, PH − q.s.
Proof. It suffices to apply the comparison theorem 3.18. This shows that
for all P ∈ PH and ν ∈ D,
Y P,νt (1, ξ
1) ≤ Y P,νt (1, ξ2), 0 ≤ t ≤ 1, P− a.s.
Since P and ν are arbitrary, by Proposition 3.61, we finally get for all P ∈ PH :
Y 1t ≤ Y 2t , 0 ≤ t ≤ 1, P− a.s.
3.5.3 Conclusion
Let us do a quick review of future researches. Firstly, a good question is
to study the Markovian case and do the connection between the constrained
2BSDEs and the partial differential equation which is associated to it. In the
first order case, we already know that the PDE is a variational inequality. We
would like to know if it possible to extend this result to nonlinear second
order PDEs. Secondly, a another interesting question is to know if the
general constrained problem (3.31) and (3.32) can be adapted to second
order BSDEs. More generally, Peng and Xu [69, 71] has proved the existence
of a minimal solution to the first order constrained and reflected BSDEs. Is-
it possible to extend their results to 2BSDEs?
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Chapter 4
Small volatility asymptotics
in a stochastic volatility
model
4.1 Introduction
The modelization of the volatility smile was pointed out by Bergomi in
several papers [2, 3, 4, 5]. He proposed a framework where the price of
an underlying relies entirely on the modelization of the forward variance
curve. This modelization has the advantage of giving a better control on
the term structure of the volatility of volatility. Therefore it is very useful
for financial products involving both an underlying and its realized variance.
This modelization has several connections with the bond market. Heath,
Jarrow, and Morton ([40]) were the first to study the term structure of inter-
est rate in a non parametric framework. In this model, the term structure
of the spot interest rate depends entirely on the forward curve of the zero-
coupon bonds, that is to say an infinite dimensional process. It is well-known
that in pratice the forward curve is obtained by smoothing data points and
is flat for large times to maturity. Therefore the specification of the infinite
dimensional space where the curve lives has to guarantee this properties.
This important issue has been treated for instance in Filipovic, in [34], who
provides a functional analytic framework to HJM-model. One can mention
the work of Ekeland and Taflin in [27] who are interested in problems of
portfolio management with stocks and interest rate. They choose to define
zero-coupon bond price curve as an element of a Hilbert space, typically a
Sobolev space of order sufficiently high to capture a smooth behavior.
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In this chapter, our aim will be to give an expansion of the price of a
vanilla option in a stochastic volatility model where the volatility of the
volatility depends on the forward variance curve. As for the interest rate
model, we will assume that the forward variance curve belongs to a Hilbert
space. To do such an expansion, we will follow the approach of Fleming and
Soner [36], [35] and Fleming and Souganidis [37] which requires stability re-
sults on viscosity solutions. Since we are working in an infinite dimensional
space, the classical results on viscosity solutions for second order partial
differential equations([18]) do not apply. Lions in several papers, mainly
[58, 57], gives a correct setting to extend the result of viscosity solutions
of real valued functions to Hilbert spaces where the state equation of the
system involves bounded operators. Swiech, in [88], generalizes this results
to the case of unbounded operators.
First, we will review the main tools on Sobolev spaces, semi-group and
viscosity solutions in Hilbert spaces. Then, we will revisit the Bergomi model
by assuming that the forward variance curve belongs to a Sobolev space and
then provides a n-order expansion for the price of a vanilla option under
smoothness assumptions on the payoff function.
4.2 Mathematical Preliminaries
4.2.1 Sobolev spaces
We define for p ≥ 0, Lp(R) the space of functions which are p-integrable,
that is to say:
‖f‖Lp(R) :=
(∫ ∞
−∞
|f(x)|pdx
)1/p
<∞.
For n ≥ 0, the Sobolev space Hn(R) is the set of all functions f which are
square-integrable together with all their derivatives of order up to n, that is
to say:
Hn(R) :=
{
f :
dkf
dxk
∈ L2(R) <∞ ∀k ∈ {0, . . . , n}
}
.
This becomes a Hilbert space endowed by the norm
‖f‖Hn(R) :=
(
‖f‖2L2(R) +
n∑
k=1
∥∥dkf
dxk
∥∥2
L2(R)
)1/2
.
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We define the set of tempered distributions which is the dual S ′(R) of the
topological vector space:
S(R) := {f : xαDβf ∈ L2(R) ∀α∀β multi-indices of size n}.
For f ∈ S ′(R), the Fourier transform fˆ is defined by:
fˆ(y) :=
1√
2π
∫ ∞
−∞
exp(−ixy)f(x)dx.
By Theorem 1.2 of [56], we can give an alternative definition of Hn(R):
Hn(R) :=
{
f ∈ S ′(R) : (1 + |y|2)n/2fˆ ∈ L2(R)
}
.
with ‖f‖2Hn(R) =
∫∞
−∞(1 + y
2)n|fˆ(y)|2dy. We can extend this definition for
γ ∈ R and define Hγ(R) the Hilbert space of tempered distributions f which
are such that
‖f‖2Hγ(R) =
∫ ∞
−∞
(1 + y2)γ |fˆ(y)|2dy <∞. (4.1)
Clearly, for γ ≥ γ′, we have Hγ(R) ⊂ Hγ′(R) and H0(R) = L2(R).
We consider three Banach sets denoted by H, G and L. We define Cn(H,L)
the space of the n times continuously differentiable functions from H to L
and Cnb (H,L) the subspace of C
n(H,L) where the n first derivatives are
bounded. We denote by Ck,n(G×H,L) the space of functions f from G×
H to L such that (g, h) 7→ f(g, h) which are jointly k times continuously
differentiable with respect to g and n times continuously differentiable with
respect to h. Ck,nb (G × H,L) is the subspace of Ck,n(G × H,L) where
the function together with its partial derivatives up to order n and k are
bounded. When L = R, we will use the notation Cn(H) := Cn(H,R) and
Ck,n(G×H) := Ck,n(G×H,R). Moreover, we define Cnb0(H) as the closed
subspace of Cnb (H) of functions which converge to 0 at ±∞ together with
their n first derivatives. Cnb0(H) and C
n
b (H) are Banach spaces for the norm:
‖f‖Cn
b
(H) = max
0≤k≤n
sup
x
|f (k)(x)|
We have the following classical results (see corollary 9.1 in [56]):
Theorem 4.1. (Sobolev Embedding)
For any integer n, if γ > n+ 12 and if f ∈ Hγ(R), then there is a function
g in Cnb0(R) which is equal to f almost everywhere. In addition, there is a
constant cγ depending only on γ, such that:
‖g‖Cn
b
(R) ≤ cγ‖f‖Hγ(R).
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In the sequel we will not distinguish f and g, that is to say, we will
always consider the continuous bounded representative of each function in
Hγ(R) for γ > 12 . Moreover, we have the well-known theorem:
Theorem 4.2. If γ > 12 , if f and g belongs to H
γ(R), then fg belongs
to Hγ(R) and the map (f, g) → fg from Hγ(R) × Hγ(R) → Hγ(R) is
continuous.
We define for γ ∈ R a continuous bilinear form on H−γ(R)×Hγ(R) by
〈f, g〉 =
∫
fˆ(x)gˆ(x)dx,
where x denotes the complex conjugate of x. Symbolically for γ ≥ 0, this
continuous bilinear form could be rewritten
〈f, g〉 =
∫
f(x)g(x)dx, (4.2)
where f is in the space of distribution H−γ(R) and g is in the space of test
functions Hγ(R). Any continuous linear form f 7→ u(f) on Hγ(R) has the
following representation: u(f) = 〈f, g〉 for some g in H−γ(R) such that
‖g‖H−γ(R) = ‖u‖(Hγ(R))∗ . So we can from now on identify H−γ(R) as the
dual of Hγ(R) denoted by (Hγ(R))∗.
We denote by Hγ(R+) the quotient space:
Hγ(R+) := Hγ(R)/Hγ−.
where Hγ− is the closed subspace of H
γ(R) which contains all functions with
support in (−∞, 0]. That is to say f ∈ Hγ− if f(x) = 0 for a.e. x < 0.
Thus Hγ(R+) is isomorphic to the set of restriction to [0,∞) of functions in
Hγ(R). This is a Hilbert space for the norm
‖f‖Hγ(R+) = inf
{‖g‖Hγ(R) | g(x) = f(x) a.e. on [0,∞)}.
We define the continuous linear map κ from Hγ(R) to Hγ(R+) by
κ(f) =
{
f(x) x ∈ [0,∞)
0 x ∈ (−∞, 0) (4.3)
We denote by ι a continuous linear injection from Hγ(R+) to Hγ(R) such
that κι = IdHγ(R+). For example, ι is such that :
ιf = g where g is the unique element in Hγ(R)such that κg = f and
〈h, g〉 = 0 for any h ∈ Hγ− (4.4)
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Such an injection is not unique, for instance one can see the Appendix of
[27] for other possibilities.
If γ ∈ R, 1 does not belong toHγ(R). In order to take into account constants
or functions which do not converge to 0 at infinity, we need to enlargeHγ(R).
For that purpose, we define
H(R) = Hγ(R)⊕ R.
with a norm given by ‖f‖2H(R) = ‖g‖2Hγ(R) + a2 for f = g + a.
The dual (H(R))∗, is identified with H−γ(R)⊕R by extending the previous
continuous linear form (4.2) to
〈f, f ′〉 = 〈g, g′〉 + aa′. (4.5)
for f = g+a ∈ H(R) and f ′ = g′+a′ ∈ (H(R))∗, f in Hγ(R), f ′ in H−γ(R),
(a, a′) in R2.
We denote for γ ≥ 0, H(R+) = Hγ(R+) ⊕ R which is similarly a Hilbert
space for the norm ‖f‖2H(R+) = ‖g‖2Hγ(R+) + a2 for f = g + a. As for H(R),
the dual of H(R+) is identified with H−γ(R+)⊕ R.
As in the Appendix of Ekeland and Taflin in [27], we can extend κ toH(R)→
H(R+) by κ(a + f) = a + κf for f ∈ Hγ(R) and a ∈ R. We extend ι to
H(R+)→ H(R) by ι(a+ f) = a+ ιf for f ∈ Hγ(R+) and a ∈ R.
4.2.2 Linear continuous maps
We recall some standard properties of linear continuous maps (see Yosida
[90]). We consider l : E → H a linear map where (E, ‖.‖E) and (H, ‖.‖H)
are two normed vector spaces.
Proposition 4.3. The following properties are equivalent:
(i) l is continuous at 0.
(ii) l is continuous on E.
(iii) l is uniformly continuous on E.
(iv) l is Lipschitz continuous on E.
(v) l is bounded on the unit ball of E.
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We denote by L(E,H) the set of all continuous linear functions from E to
H. Let us define for all l in L(E,H),
‖l‖L(E,H) := sup
‖x‖E≤1
‖l(x)‖H .
We have the following theorem
Theorem 4.4. If (H, ‖.‖H) is a Banach space and (E, ‖.‖E) a normed vector
space, then
(
L(E,H), ‖.‖L(E,H)
)
is a Banach space.
4.2.3 The continuous left translation group
We want to introduce the notion of semigroup which will be usefull in
the sequel. For more details, see Yosida [90].
Definition 4.5. Let {Tt; t ≥ 0} be a one-parameter family of bounded linear
operators on a Banach space H satisfying for t, s ≥ 0
TtTs = Tt+s. (4.6)
T0 = I. (4.7)
then {Tt; t ≥ 0} is called a semi-group.
If {Tt; t ≥ 0} defined by definition 4.5 is such that for all x ∈ H:
‖Ttx− x‖H −→
t→0
0.
then {Tt; t ≥ 0} is called a strongly continuous semi-group. In particular, if
‖Tt‖H ≤ 1, then it is called a strongly continuous contraction semi-group.
Remark 4.6. (i) If {Tt; t ∈ R} is a one-parameter family of bounded
linear operators on a Banach space H satisfying (4.6) and (4.7) for t, s
in R then it is a group.
(ii) If {Tt; t ≥ 0} is a semi-group then for all t > 0, Tt does not necessarily
admit an inverse element.
Let γ ∈ R, for all t in R, we define Lt ∈ L
(
Hγ(R), Hγ(R)
)
by
(Ltf)(x) = f(x+ t). (4.8)
Clearly, {Lt : t ∈ R} is a contraction group. Indeed, take a function φ ∈
Hγ(R) and denote its Fourier transform φˆ. Then for (t, y) ∈ R2, the Fourier
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transform of Ltφ which is a tempered distribution is given by:
L̂tφ(y) = 1√
2π
∫ ∞
−∞
exp(−ixy)φ(x+ t)dx
=
1√
2π
∫ ∞
−∞
exp(−i(u− t)y)φ(u)du
= exp(ity)φˆ(y)
This gives us the following inequality:
‖Ltφ‖Hγ(R) ≤ ‖φ‖Hγ(R)
Therefore {Lt : t ∈ R} is a contraction group on Hγ(R). Similarly, we have
that:
‖Ltφ− φ‖2Hγ(R) =
1
2π
∫ ∞
−∞
(1 + y2)γ | exp(ity)− 1|2|φˆ(y)|2dy
And by dominated convergence theorem, we get :
‖Ltnφ− φ‖Hγ(R) −→n 0.
So, {Lt : t ∈ R} is a strongly continuous contraction group. We extend Lt
to H(R) = Hγ(R)⊕ R (γ ∈ R ) by
Lt(a+ f)(x) = a+ f(x+ t), ∀f ∈ Hγ(R), (t, a) ∈ R2. (4.9)
Thanks to Proposition 13 of [27], we can also define a strongly continuous
contraction semi-group L+ on H(R+) by:
L+t (a+ f)(x) = a+ f(x+ t), ∀f ∈ Hγ(R+), (t, a) ∈ R2. (4.10)
For γ ≥ 0, the space Hγ− is invariant under L, so L+ verifies
κLt = L+t κ. (4.11)
As in chapter IX of [90], for any Hilbert space H and for all f in H, we
define the infinitesimal generator A of a semi-group {Tt; t ≥ 0} by:
Af = lim
h→0
1
h
[Thf − f ]. (4.12)
A is a linear operator with domain
D(A) := {f ∈ H : lim
h→0
1
h
[Thf − f ] exists in H}.
We have the following theorem (see [90], chapter IX, Theorem 1 (p237) and
Theorem 6 of [27]):
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Theorem 4.7. Let {Tt; t ≥ 0} be a strongly continuous semigroup in a
Banach space H and let A be its infinitesimal generator. Then D(A) is a
dense linear subspace of H and A is a closed operator in H.
We denote by ∂ the infinitesimal generator of the group Lt. We can see
easily that D(∂) = {f ∈ H(R) : ∂f = f ′ ∈ H(R)} = R ⊕ Hγ+1(R) by
definition of the fractional Sobolev spaces. So, if f ∈ R⊕Hγ+1(R), then
∂f = f ′. (4.13)
where f ′ is the derivative of f .
4.2.4 Stochastic equations in infinite dimension
4.2.5 Infinite dimensional Brownian motion
We consider two separable Hilbert spaces (E, 〈., .〉E) and (H, 〈., .〉H) and
an index set I whose cardinality equals the dimension of H. (gi)i∈I is an
orthonormal basis of H.
To understand problems which could happen while using infinite Brow-
nian motions, one can see that basically if we define Wt as
∑
i∈I βi(t)gi,
where (βi)i∈I is a family of independent real valued standard Brownian mo-
tions then
E[‖Wt‖2H ] =
∑
i∈I
E[(βi(t))
2] =
∑
i∈I
t =∞.
So we have a problem of definition. To overcome it, let us denote by Q
a symmetric positive operator of L(H,H) such that Tr(Q) < ∞ and for
(λi)i∈I a positive sequence of real numbers:
Qgi = λigi, i ∈ I.
Definition 4.8. A H-valued stochastic process Wt, t ≥ 0, is called a Q −
Wiener process if
(i) W (0) = 0.
(ii) W has continuous trajectories.
(iii) W has independent increments.
(iv) Wt −Ws ∼ N
(
0, (t− s)Q), t ≥ s ≥ 0.
where N (0, (t − s)Q) corresponds to a Gaussian measure on Hilbert space
(see [22] section 2.3.2). We have the following proposition:
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Proposition 4.9. Assume thatW is a Q−Wiener process, with Tr Q <∞.
Then for any positive t, Wt has the expansion
Wt =
∑
i∈I
√
λiβi(t)gi (4.14)
where (βi)i∈I is a family of independent real valued standard Brownian mo-
tions on a filtered probability space (Ω,F , {Ft}t≥0,P). For each i ∈ I, βi is
such that:
βi(t) =
1√
λi
〈Wt, gi〉.
and the serie (4.14) converges L2(Ω,F ,P).
Proof. See Proposition 4.1 chapter 4 of Da Prato and Zabczyk in [22].
We can also consider the case where Tr(Q) = ∞. In this case, the
process W is called a cylindrical Wiener process. In this case, we give a
meaning to the expression Wt =
∑
i∈I giβi(t) by considering its ”projection”
on a subspace of H. Indeed, one can show:
Proposition 4.10. If Wt =
∑
i∈I βi(t)gi is a cylindrical Wiener process,
then for every x ∈ H such that ‖x‖H = 1, the real valued stochastic process
〈Wt, x〉H =
∑
i∈I
〈x, gi〉Hβi(t).
is a standard Brownian Motion.
Proof. For all n, p ≥ 0, by Doob’s inequality,
E
[
sup
0≤t≤T
|
n+p∑
i=n
〈x, gi〉Hβi(t)|2
]
≤ 4T
n+p∑
i=n
〈x, gi〉2H −→ 0.
since gi is an orthonormal basis. Moreover,
∑n
i=0〈x, gi〉βi(t) is a finite sum
of centered independent Gaussian processes and then a centered Gaussian
process. Since it converges in probability, its limit is still a centered Gaussian
process. Furthermore, for all t ≥ s ≥ 0,
E
[
〈Wt, x〉H〈Ws, x〉H
]
= s
∑
i∈I
〈x, gi〉2H
= s‖x‖2H
= s
So, by Paul-Levy theorem, we get that 〈Wt, x〉H is a real valued standard
Brownian motion.
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We define the subspace E0 := Q1/2E of E which endowed with the inner
product
〈x, y〉0 := 〈Q−1/2x,Q−1/2y〉H .
is a Hilbert space. We denote by L02 := L2(E
0, H) the separable Hilbert
space of all Hilbert-Schmidt operators from E0 to H for the norm :
‖A‖2L02 :=
∑
i∈I
‖Agi‖2H .
We define the Hilbert space N2W
(
0, T ;L02
)
of all L02-valued predictable pro-
cesses Φ such that for all T > 0:
E
[ ∫ T
0
‖Φs‖2L02ds
]
<∞.
Then, we have the following theorem:
Theorem 4.11. LetW be a cylindrical Wiener process and assume that Φ ∈
N2W
(
0, T ;L02
)
. Then, for all t ∈ [0, T ], the stochastic integral ∫ t0 ΦsdWs is a
continuous square integrable martingale and we have the following isometry:
E
[∥∥ ∫ t
0
ΦsdWs
∥∥2
H
]
= E
[ ∫ t
0
‖Φs‖2L02ds
]
= E
[ ∫ t
0
Tr
[
ΦsQ
1/2(ΦsQ
1/2)∗
]
ds
]
.
Proof. See Theorem 4.12, chapter 4 of [22].
4.2.6 Mild versus strong solution
We consider (Ω,F ,F,P) a complete filtered probability space with F =
{Ft}t≥0 and a Hilbert space H. LetW be a cylindrical Wiener process. This
subsection is devoted to give a meaning to the following stochastic equation
for all t in [0, T ], T > 0:
dXt =
(
AXt + F (t,Xt)
)
dt+B(t,Xt)dWt, X0 = x ∈ H (4.15)
where A : D(A)→ H is the infinitesimal generator of a strongly continuous
contraction group {Tt; t ≥ 0}.
(i) The mapping F : [0, T ] × Ω × H −→ H is measurable from ([0, T ] ×
Ω×H,B[0,T ] ×F × B(H)
)
into
(
H,B(H)).
(ii) The mapping B : [0, T ] × Ω ×H −→ L02 is measurable from
(
[0, T ] ×
Ω×H,B[0,T ] ×F × B(H)
)
into
(
L02,B(L02)
)
.
Definition 4.12. Suppose that X is a H-valued predictable process satisfy-
ing
P
[ ∫ T
0
(‖Xs‖H + ‖F (s,Xs)‖H + ‖B(s,Xs)‖2L02)ds <∞
]
= 1.
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(i) X is a mild solution of (4.15), if X is solution of
Xt = Ttx+
∫ t
0
Tt−sF (s,Xs)ds+ Tt−sB(s,Xs)dWs.
for all 0 ≤ t ≤ T .
(ii) A mild solution X is a strong solution of (4.15) if X ∈ D(A), dt⊗ dP-
a.s. and
P
[ ∫ T
0
‖AXs‖Hds <∞
]
= 1.
If X is a strong solution then the integral version for all positive t,
Xt = x+
∫ t
0
(
AXs + F (s,Xs)
)
ds+
∫ t
0
B(s,Xs)dWs.
of (4.15) holds P-a.s.
In the sequel, we will need the following result which can be found in Da
Prato and Zabczyk, Theorem 7.4 in [22].
Theorem 4.13. Assume that x is a F0-measurable H-valued random vari-
able and that F and B are such that
‖F (t, ω, y)− F (t, ω, y′)‖H + ‖B(t, ω, y)−B(t, ω, y′)‖L02‖ ≤ C‖y − y
′‖H .
‖F (t, ω, y)‖2H + ‖B(t, ω, y)‖2L02 ≤ C
(
1 + ‖y‖2H
)
.
for (y, y′) in H, t in [0, T ] and ω ∈ Ω.
Then there exists a mild solution X to (4.15) unique up to equivalence among
the processes satisfying
P
(∫ T
0
‖Xs‖2Hds <∞
)
= 1.
Moreover, it has a continuous modification and
E
[
sup
0≤t≤T
‖Xs‖2H
]
≤ CT (1 + E[‖x‖2H ]).
If A = 0 in (4.15) and the conditions of Theorem 4.13 are satisfied, we
notice X is a strong solution to (4.15).
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4.2.7 Viscosity solutions in Hilbert space
The theory of viscosity solutions in infinite dimension is developed mainly
in two papers by Lions in [57] and [58]. The notions developed in this sub-
section extend those of [18] which concern only the finite dimensional case.
Let us denote by H a separable Hilbert space. For any functions φ : R+ ×
H → R such that (t, x) 7→ φ(t, x), we denote by Dφ and D2φ the first and
the second order Frechet derivatives in x ∈ H. We denote by BUCloc(H)
the set of all bounded functions, uniformly continuous on bounded sets of
H. BUC(H) is the subset of all bounded uniformly continuous functions of
BUCloc(H) and
BUCx
(
R+ ×H):={u ∈ C0(R+ ×H): u(t, ·) ∈ BUC(H), uniformly in t}.
We define L′(H) = Ls(H ×H,R) the set of all bounded symmetric bilinear
forms on H.
We are interested in solving a non linear second order degenerate parabolic
equation of the following form
∂tu+ F (t, x, u,Du,D
2u) = 0 in R+ ×H. (4.16)
where (t, x) ∈ R+ ×H, u, Du and D2u are functions from R+ ×H to R, H
and L′(H) respectively. F is such that:
(i) F belongs to BUCloc
(
R+ ×H × R×H × L′(H)).
(ii) F is degenerate elliptic, that is to say,
F (t, x, r, p, A) ≤ F (t, x, r, p, B).
for all A ≥ B, for all t in R+, p and x in H, r in R where the partial
ordering A ≥ B is defined by
A ≥ B iff ∀x ∈ H, (Ax, x) ≥ (Bx, x).
As Lions in [57], we denote by X (H) the set of all test functions φ ∈ C1(R+×
H) such that Dφ is Lipschitz on bounded sets of H and for all h and k in
H,
lim
t→0
t6=0
1
t
(
Dφ(x+ tk)−Dφ(x), h).
exists and is uniformly continuous on bounded sets of H.
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Remark 4.14. Suppose that H is finite dimensional, then the set X (H)
corresponds to C1,2(R+×H). Indeed, in finite dimension, being continuous
on a compact set, and thus on a closed bounded subset of H, implies the
uniform continuity property on this subset by the Heine theorem.
We give the definition of viscosity solutions for F satisfying the above con-
ditions (i) and (ii):
Definition 4.15. We say that u in BUCloc(R
+ × H) is a viscosity sub-
solution of (4.16) if for each φ in X (H) and (t0, x0) in R+ × H such that
max(u− φ)(t, x) = (u− φ)(t0, x0), we have
lim inf
x→x0
t→t0
∂tu(t, x) + F (t, x, u(t, x), Dφ(t, x), D
2φ(t, x)) ≤ 0. (4.17)
We say that u in BUCloc(R
+ ×H) is a viscosity supersolution of (4.16) if
for each φ in X (H) and (t0, x0) in R+ × H such that min(u − φ)(t, x) =
(u− φ)(t0, x0), we have
lim sup
x→x0
t→t0
∂tu(t, x) + F (t, x, u(t, x), Dφ(t, x), D
2φ(t, x)) ≥ 0. (4.18)
We say that u is a viscosity solution of (4.16) if it is both a subsolution and
a supersolution of (4.16).
Remark 4.16. If (t0, x0) in R
+×H realize a minimum of u− φ, then they
realize a strict minimum of u − φα where φα(t, x) := φ(t, x)− α|x− x0|4 −
|t− t0|2 for α > 0. Moreover, if φα(t0, x0) verifies (4.17) and F is continuous
in its last variable, then by sending alpha to 0 we get that φ is a solution
to (4.17) too. So, we can replace the notion of local minimum by a strict
minimum and the notion of local maximum by strict maximum.
The definition of viscosity solutions proposed by Lions in [57] are motivated
by the study of the optimal control problem in infinite dimension with some
small modifications compared with the finite dimensional case. Indeed one
can consider the subset X ′(H) of X (H) defined by:
X ′(H) :={φ ∈ C1,2(R+ ×H) : φ,Dφ,D2φ ∈ BUCloc(R+ ×H)}. (4.19)
Compare to the finite dimensional case, this space is more usual. The notion
of sub and super differentials can still be used to define the notion of viscosity
solution. That is to say, we define for u ∈ BUCloc(R+ ×H) and (t0, x0) ∈
R+ ×H
D2+u(t0, x0) :=
{
(A, p, q) ∈ L′(H)×H × R; lim sup
y→x0
[
u(t, y)− u(t0, x0)
− (p, y − x0)]− q(t− t0)− 1
2
〈A(y − y0), y − y0〉
]‖x0 − y‖−2H ≤ 0}. (4.20)
126 CHAPTER 4. A STOCHASTIC VOLATILITY MODEL
and
D2−u(t0, x0) :=
{
(A, p, q) ∈ L′(H)×H × R; lim inf
y→x0
[
u(t, y)− u(t0, x0)
− (p, y − x0)]− q(t− t0)− 1
2
〈A(y − y0), y − y0〉
]‖x0 − y‖−2H ≥ 0}. (4.21)
We can now define the concept of ”classical solution” which is more usual
than the concept of viscosity solution. In the sequel, F must verify conditions
(i) and (ii).
Definition 4.17. We say that u in BUCloc(R
+×H) is a classical viscosity
subsolution of (4.16) if for any φ in X ′(H), (4.17) holds or equivalently if
for any (A, p, q) in D2+u(t0, x0) and (t0, x0) ∈ R+ ×H, we have
q + F (t0, x0, u(t0, x0), p, A) ≤ 0.
We say that u in BUCloc(R
+ × H) is a classical viscosity supersolution of
(4.16) if for any φ in X ′(H), (4.18) holds or equivalently if for any (A, p, q)
in D2+u(t0, x0) and (t0, x0) ∈ R+ ×H, we have
q + F (t0, x0, u(t0, x0), p, A) ≥ 0.
We can see easily that a viscosity solution is always a classical viscos-
ity solution. To have equivalence between this two notions, we need the
following proposition which can be found in Lions [57]:
Proposition 4.18. Let u in BUCloc(R × H) be a classical viscosity sub-
solution (resp. supersolution) of (4.16). Then u is a viscosity subsolution
(resp. supersolution) of (4.16) if F satisfies the following condition: there
exists an increasing sequence of finite dimensional subspaces Hn of H such
that ∪nHn is dense in H and
lim sup
δ→0+
lim sup
N
[
F (t, x, p, A)− F (t, x, p, 1
2
APn +
1
2
PnA+ δPn +
C
δ
Qn
)]+
= 0.
(4.22)
lim sup
δ→0+
lim sup
N
[
F (t, x, p, A)− F (t, x, p, 1
2
APn +
1
2
PnA− δPn − C
δ
Qn
)]−
= 0.
(4.23)
for all x, p in H, A in L′(H), C ≥ 0 where Pn and Qn denote respectively
the orthogonal projection on Hn and H
⊥
n .
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Lions in [58] shows that the following condition is sufficient to guarantee
(4.22) and (4.23):
There exists an increasing sequence of finite-dimensional subspaces Hn
of H such that ∪nHn is dense in H for which F satisfies for all R <∞:
sup
{
|F (t, x, r, p,X + πQn)− F (t, x, p,X)| : ‖X‖L′(H) ≤ R,
π ∈ R, |π| ≤ R, X = PnXPn
}
−→
n
0. (4.24)
for all t ∈ R+, p, x ∈ H, r ∈ R. For this purpose, see [58] for the case of a
bounded second order partial differential equation or [88] for the unbounded
case.
Remark 4.19. If (4.22) and (4.23) hold, one can show that (4.17) or (4.18)
holds for all φ ∈ C1(R+ ×H) such that Dφ is locally Lipschitz continuous
and
lim
t→0
t6=0
t−1
(
Dφ(x+ tk)−Dφ(x), h),
exits and is continuous on H for all h, k in H. In particular, this is the case
for test functions which belong to C1,2
(
R+ ×H).
Remark 4.20. Swiech [88] considers fully nonlinear PDEs of the form:
∂tu+ 〈Ax,Du〉+ F (t, x, u,Du,D2u) = 0, (0, T )×H,
u(T, x) = g(x), x ∈ H.
where A is an unbounded operator. For that purpose, he considers tests
functions φ which are mainly such that φ ∈ C1,2([0, T ] × H), φ is weakly
sequentially lower semicontinuous and A∗Dφ is continuous, see definition 1.1
in [88] . Therefore in our case, that is to say A = 0, this set of test functions
is a subset of C1,2([0, T ] × H) ⊂ X (H). So if u is a viscosity solution of
(4.16) then u is a viscosity solution in the sense of Swiech of (4.16). Since
by (4.24) and proposition 4.18, the notion of classical viscosity solutions and
viscosity solutions coincide, then if u is a classical viscosity solution of (4.16)
then u is a viscosity solution in the sense of Swiech for the PDE (4.16).
In the sequel, to achieve the asymptotic expansion of the price of T-
maturity European call, we will use the method developed in Fleming and
Soner [36], [35] and Fleming and Souganidis [37] which requires the following
stability result (Lions, Proposition II.2, [57]):
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Theorem 4.21. For all positive n, let un ∈ BUCloc(R+×H) be a viscosity
subsolution of
Fn(t, x, un, Dun, D
2un) = 0, in H, n ≥ 1
for some Fn bounded, uniformly continuous on bounded sets of R
+×H×R×
H × L′(H). We assume that there exist u ∈ BUCloc
(
R+ ×H), F bounded,
uniformly continuous on bounded sets of R+×H×R×H×L′(H) such that
lim
n
un(t, x) = u(t, x) for all (t, x) ∈ R+ ×H,
lim sup
n
un(tn, xn) ≤ u(t, x)
lim inf
n
Fn(tn, xn, rn, pn, Xn) ≥ lim inf
n
Fn(t, x, r, p,Xn)
for tn →
n
t in R+, xn →
n
x in H, rn →
n
r in R, pn →
n
p in H and Xn is
bounded in L′(H).
Then, u is a viscosity subsolution of (4.16).
4.3 The stochastic volatility model
The purpose of this section is to propose an extension of the Bergomi
model in terms of the mathematical formulation of the bond market as in
Ekeland and Taflin in [27]. This is possible due to the analogy between the
forward volatility curve and zero-coupon bond price curve. More precisely,
we propose here a rigorous framework for the stochastic volatility model
of Bergomi. This means that we have to find a “suitable” space for the
definition of the forward variance curve. We will see in the sequel that since
this space is not finite dimensional, this justifies the use of viscosity solutions
in Hilbert spaces developped mainly by Lions in [57, 58].
4.3.1 The framework
We consider (Ω,F ,F,P) a complete filtered probability space with F :=
{Ft}t≥0 and a family (βi)i∈N of independent standard F-Brownian motions.
Let W be a cylindrical Wiener process on the space l2 where
l2 :=
{
v = (vj)j∈N ∈ RN : ‖v‖2l2 :=
∑
j∈N
|vj |2 <∞
}
We denote by (gj)j∈N an orthonormal basis of l
2. For example, we can take
g1 = (1, 0, . . .), g2 = (0, 1, 0, . . .) etc ... By Proposition 4.10, for all x ∈ l2,
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the process
〈Wt, x〉 =
∑
i∈N
〈x, gi〉βi(t).
is a real valued Brownian motion. Let us define a correlation coefficient
ρ ∈ l2 such that ‖ρ‖l2 = 1 and W 0 a real valued standard F-Brownian
motion such that for all i ≥ 0:
E
[
W 0t βi(t)
]
= ρit.
Let us fix ε ∈ R. For given T > 0 and t ∈ [0, T ], we denote by U ε the log-
price process of an underlying and by ξε,T the forward stochastic volatility
of maturity T . They verify on [0, T ]:
dU εt = −
1
2
(ξε,tt )
2dt+ ξε,tt dW
0
t , U
ε
0 = u ∈ R, (4.25)
dξε,Tt = ε
2Mˆ(t, T, ξε,.t )dt+
ε
2
Λˆ(t, T, ξε,.t )dWt ξ
ε,T
0 = ξ
T . (4.26)
where ξε,.t : [t,∞) ∋ T 7→ ξε,Tt corresponds to the forward variance curve for
all the maturities greater than t, Mˆ and Λˆ will be specified in the sequel.
4.3.2 The Bergomi model revisited
We recall that for γ > 12 :
H(R+) = R⊕Hγ(R+).
For all (t, y) ∈ [0, T ]×H(R+) and s ∈ [t, T ], we denote by Y ε,t,ys a H(R+)-
valued process such that Y ε,t,ys (x) is the instantaneous forward variance
curve at time s for a time to maturity x ≥ 0 and which is such that Y ε,t,yt = y.
That is to say, by definition, ξε,. and Y ε,t,y are related by
Y ε,t,ys (x) := ξ
ε,s+x
s , (4.27)
for all (t, y) ∈ [0, T ]×H(R+), s ∈ [t, T ] and x ∈ R+.
This means that we are working with forward variance curves which are
continuous functions of time to maturity. The reason why we are working
with H(R+) instead of Hγ(R+) is because it allows the variance curves to
have a non zero limit at infinity.
We shall suppose that for all x ≥ 0, y ∈ H(R+) and 0 ≤ s ≤ t ≤ T , the
following SDE is satisfied:
Y ε,t,ys (x) := y(s+x)+ε
2
∫ s
t
M˜u(Y
ε,t,u
u )(s+x−u)du+
ε
2
∫ s
t
Λ˜u(Y
ε,t,y
u )(s+x−u)dWu
(4.28)
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where M˜ and Λ˜ are functions from [0, T ] × H(R+) to H(R+) which are
related to Mˆ and Λˆ by :
M˜t(y)(x) := Mˆ(t, t+ x, y) and Λ˜t(y)(x) := Λˆ(t, t+ x, y),
for all x ∈ R+.
Let L+ be the continuous semi-group of left translation defined in (4.10).
Then we can rewrite (4.28) as
Y ε,t,ys = L+s y+ ε2
∫ s
t
L+s−uM˜u(Y ε,t,yu )du+
ε
2
∫ s
t
L+s−uΛ˜u(Y ε,t,yu )dWu. (4.29)
We can now consider mild and strong solutions of the corresponding differ-
entiated equations:
dU ε,t,u,ys = −
1
2
(Y ε,t,ys )
2(0)ds+ Y ε,t,ys (0)dW
0
s , U
ε,t,u,y
t = u, (4.30)
dY ε,t,ys =
(
∂+Y ε,t,ys + ε
2M˜s(Y
ε,t,y
s )
)
ds+
ε
2
Λ˜s(Y
ε,t,y
s )dWs, Y
ε,t,y
t = y.
(4.31)
where ∂+ is the infinitesimal generator of the semi-group L+. This is the
fundamental system of SDEs for the model to be solved. To be more precise,
we define λ := (λi)i∈N : [0, T ]×H(R+) −→ L02 such that:
M˜t(y) := −18y
∞∑
i=1
λit(y)
2 and Λ˜t(y
2) := y2λt(y),
which is correctly defined by Theorem 4.2. Moreover for all t ∈ [0, T ] and
(y, y′) in H(R+)2, λ verifies:
‖λt(y)− λt(y′)‖2L02 ≤ C‖y − y
′‖2H(R+). (4.32)
‖λt(y)‖2L02 ≤ C. (4.33)
λ has bounded support. (4.34)
Thus, we will denote by supp(λ) the support of λ which is a subset of
[0, T ]×B+ where B+ is a bounded closed subset of H(R+). We will denote
by B its bounded extension to H(R), for instance, one can choose ι (see
(4.4)) such that B = ιB+ is a bounded subset of H(R).
Remark 4.22. Let us consider the pair of processes (Sε,Σε,t) defined by
(Sε,Σε,t) :=
(
exp(U ε,t,u,y), (Y ε,t,y)2
)
.
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One can see easily by Ito’s formula that (Sε,Σε,t) solves for all s ∈ [t, T ]:
dSεs = S
ε
s
√
Σε,ts (0)dW
0
s , S
ε
t = exp(u) ∈ R+,
dΣε,ts = εΛ˜s(Σ
ε,t
s )dWs Σ
ε,t
t = y
2.
which is more usual. However, we prefer considering the log-price and the
square-root of the volatility because it is more interesting for the sequel.
We shall use the approach of [27] which allows to get rid off the unbounded
operator ∂+ in (4.31). To achieve it, let us work in the Hilbert space
H(R) := R⊕Hγ(R)
for γ > 12 where {Lt : t ∈ R}, defined in (4.8), is a strong continuous
contraction group. In order to reformulate the stochastic partial differential
equation (4.31) as a stochastic ordinary differential equation, roughly speak-
ing to remove the term ∂+Y ε,t,y, we define a H(R)-valued process Z˜ε,t,z such
that κZ˜ε,t,z = Y ε,t,y. By definition of ι and κ (see (4.4) and (4.3)) and (4.11),
if such a process exists, it verifies for all 0 ≤ t ≤ s ≤ T :
Z˜ε,t,zs = Lsz+
∫ s
t
Ls−u
(
ε2ιM˜u(κZ˜
ε,t,z
u )du+
ε
2
ιΛ˜u(κZ˜
ε,t,z
u )dWu
)
, z ∈ H(R).
(4.35)
Moreover, since L defines a group in H(R) (see subsection 4.2.3), we can
define for all 0 ≤ t ≤ s ≤ T the process Zε,t,zs := L−sZ˜ε,t,zs which solves:
Zε,t,zs = z + ε
2
∫ s
t
M(u, Zε,t,zu )du+
∫ s
t
ε
2
Λ(u, Zε,t,zu )dWu. (4.36)
where the functionsM and Λ are from [0, T ]×H(R) to H(R) and are defined
by:
M(t, z) := L−tιM˜(t, κLtz) and Λ(t, z) := L−tιΛ˜t(κLtz). (4.37)
We denote by β : [0, T ]×H(R)→ H(R+) the function defined by:
β(t, z) := κLtz. (4.38)
Let H be a separable Hilbert space defined by
H := R⊕H(R),
for the norm ‖.‖ defined by:
‖(u, z)‖2 = |u|2 + ‖z‖2H(R).
132 CHAPTER 4. A STOCHASTIC VOLATILITY MODEL
For U ε,t,u,z and Zε,t,z defined respectively in (4.30) and in (4.36), let us
consider the H-valued process:
Xε,t,u,z :=
(
U ε,t,u,z
Zε,t,z
)
.
Therefore for all x := (u, z) ∈ H, we have by (4.30) and (4.36)
dXε,t,xs = bε(s,X
ε,t,x
s )ds+ σε(s,X
ε,t,x
s )dWs. (4.39)
with bε : [0, T ]×H → H defined by
bε(t, x) =
(
− 1
2
β
(
t, ψ(x)
)2
(0), ε2M
(
t, ψ(x)
))
.
and σε : [0, T ]×H → L02 defined by
σε(t, x) =
(
ρβ
(
t, ψ(x)
)
(0),
ε
2
Λ
(
t, ψ(x)
))
.
where : ψ : H → H(R) is a linear continuous function defined for all
x = (u, z), by ψ(x) = z. We define φ : H → R the linear continuous
function defined by φ(x) = u.
Therefore if we are able to prove that there exists a unique solution Xε,t,x to
(4.39) then it would be possible to solve our fundamental system (4.30) and
(4.31). To prove the existence and the uniqueness of such a process Xε,t,x,
we shall restrict ourselves to the x which belong to R × B. We recall that
B+ and B are bounded subsets of H(R+) and H(R) respectively (see (4.34)
and the commentary below). We prove the following Lemma.
Lemma 4.23. For all ε ∈ R, bε and σε are uniformly bounded on [0, T ] ×
R×B. Moreover, for all (t, x, x′) ∈ [0, T ]×(R×B)2, bε and σε verify
‖bε(t, x)− bε(t, x′)‖ ≤ C‖x− x′‖. (4.40)
and
‖σε(t, x)− σε(t, x′)‖L02 ≤ C‖x− x
′‖. (4.41)
where C > 0 is a constant.
Proof. By definition ι, κ, and Lt are linear continuous maps, so they are
Lipschitz continuous. Then we can find a constant C > 0 such that for all
(z, z′) in B2 and t ∈ [0, T ]:
‖Λ(t, z)− Λ(t, z′)‖L02 ≤ C‖zλt(κLtz)− z
′λt(κLtz′)‖L02 .
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By (4.32), (4.33) and (4.34), we obtain
‖Λ(t, z)− Λ(t, z′)‖L02 ≤ C‖z‖H(R)‖λt(κLtz)− λt(κLtz
′)‖L02
+ C‖λt(κLtz)‖L02‖z − z
′‖H(R)
≤ C‖z − z′‖H(R).
So Λ is Lipschitz continuous in z. Similarly M and β are Lipschitz contin-
uous in z.
The map z 7→ β2(., z) is Lipschitz continuous. Indeed, β is Lipschitz with
bounded support because z belongs to B, the bounded support of λ( see
(4.34)). Since ψ and M are Lipschitz continuous, we can find a constant
C > 0 such that
‖bε(t, x)− bε(t, x′)‖2 ≤ C
2
|x(0)− x′(0)|2
+ Cε2‖x− x′‖2H(R)
By the Sobolev embedding Theorem 4.1, we can therefore find a constant
C ′ > 0 such that:
‖bε(t, x)− bε(t, x′)‖2 ≤ CC
′
2
‖x− x′‖2H(R) + Cε2‖x− x′‖2H(R)
≤ C‖x− x′‖2.
where C has changed from line to line.
In the same way ψ, β and Λ Lipschitz continuous lead to σε Lipschitz con-
tinuous. Therefore bε and σε verifies (4.40) and (4.41).
Let us show that bε is bounded on [0, T ] × R × B. First, we can notice
bε(., 0) = 0. Therefore for all x := (u, z) ∈ R × B and t ∈ [0, T ], by (4.40),
bε is bounded on [0, T ]×R×B. Similarly one can show that σε is bounded
is bounded on [0, T ]× R×B.
By Lemma 4.23 and by Theorem 4.13, there is a unique strong solution
Xε,t,z in R × B to equation (4.39) and we can find a constant C > 0 such
that:
E
[
sup
t≤s≤T
‖Xε,t,xs ‖2
]
≤ C(1 + ‖x‖2). (4.42)
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Remark 4.24. Moreover, by the boundedness of λ (see (4.33)), (4.34) and
a comparison argument, we have that for all t ∈ [0, T ]:
∀(s, z) ∈ [t, T ]×B : Zε,t,zs ∈ B
We have the following estimates
Lemma 4.25. For all h ≥ 0 and (x, x′) in R×B, we have
E
[
sup
t≤s≤t+h
‖Xε,t,xs − x‖2
]
≤ Ch2(1 + ‖x‖2) (4.43)
E
[
sup
t≤s≤t+h
‖Xε,t,xs −Xε,t,x
′
s ‖2
]
≤ C‖x− x′‖2 (4.44)
E
[
sup
t≤s≤t+h
‖Xε,t,xs −Xε,t+h,xs ‖2
]
≤ C(1 + ‖x‖2)√h (4.45)
where C > 0 is a constant independent of t. Moreover,
E
[
sup
t≤s≤T
‖ψ(Xε,t,xs − x)‖2
]
−→
ε→0
0. (4.46)
where ψ : H → H(R) is defined for all x = (u, z), by ψ(x) = z.
Proof. These estimates are classical and the proof is the same as those in
the finite dimensional case. In the sequel, we will focus on the dependence
in ε of the constant C and then we will only prove equation (4.46).
E
[
sup
t≤s≤T
‖Zε,t,zs − z‖2H
]
≤ 2E
[
sup
t≤s≤T
‖
∫ t
s
ε2M(u, Zε,t,zu )du‖2H
]
+ 2E
[
sup
t≤s≤T
‖
∫ t
s
ε
2
Λ(u, Zε,t,zu )dBu‖2H
]
.
Then by Jensen and Burkholder-Davis-Gundy inequality, we get:
E
[
sup
t≤s≤T
‖Zε,t,zs − z‖2H
]
≤ 2|T − t|E
[ ∫ T
t
ε4‖M(u, Zε,t,zu )‖2Hdu
]
+ 2E
[ ∫ T
t
ε2
4
‖Λ(u, Zε,t,zu )‖2Hdu
]
.
By the Lipschitz property of M and Λ (see the proof of Lemma 4.23), we
can find a constant C > 0 such that
E
[
sup
t≤s≤T
‖Zε,t,zs − z‖2H
]
≤ C(2ε4|T − t|+ ε
2
2
)|T − t|E
[
sup
t≤s≤T
‖Zε,t,zs )‖2H
]
By (4.42), we therefore get:
E
[
sup
t≤s≤T
‖Zε,t,zs − z‖2H
]
≤ C(2ε4|T − t|+ ε
2
2
)
(
1 + ‖z‖2H
)
.
From this result, we deduce (4.46).
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4.4 The pricing problem
4.4.1 The corresponding PDE
Let us consider a payoff function g : R −→ R+. We recall that B+,
the support of λ, is a bounded subset of H(R+). We make the following
assumption:
Assumption 4.26. g is a bounded Lipschitz continuous function.
We define the measurable function pε(t, x) : [0, T ]× R×B → R such that
pε(t, x) := E
[
g
(
φ(Xε,t,xT )
)|Xε,t,xt = x].
where x := (u, z) ∈ R × B ⊂ H and φ : H → R is the linear continuous
function defined by φ(x) = u. Let us consider K > 0. For all t ∈ [0, T ],
u ∈ R, and y ∈ B+, the T -maturity European put option price is defined
by:
P ε(t, u, y) := E
[
(K − U ε,t,u,yT )+|(U ε,t,u,yt , Y ε,t,yt ) = (u, y)
]
. (4.47)
where U ε,t,u,y and Y ε,t,y solve the system (4.30) and (4.31). We denote
by Bt(T ) the price of a Zero-coupon bond of maturity T at time t and
Cε(t, s, y) the price of T-maturity European call. We remind the call-put
parity equation for a T-maturity European option:
P ε(t, s, y)− Cε(t, s, y) = Bt(T )K − s (4.48)
Thus it makes no difference to be interested in pricing the European put or
the European call.
Clearly by the tower property for conditional expectations, we have the
following result
Lemma 4.27. For all (t, x) ∈ [0, T ]×R×B and for all stopping time θ ≥ t,
we have
pε(t, x) = E
[
pε
(
θ,Xε,t,xθ )
∣∣Xε,t,xt = x].
Proof. Clearly, under Lemma 4.23, Xε,t,x is a strong continuous Markov
process so it verifies the flow property:
Xε,X
ε,t,x
θ = Xε,t,x, on [θ,∞), P− a.s. (4.49)
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By the tower property for conditional expectations and (4.49),
pε(t, x) = E
[
E
[
g
(
φ(X
ε,Xε,t,x
θ
T )
)|Xε,t,xθ ]∣∣∣∣Xε,t,xt = x]
= E
[
pε(θ,Xε,t,xθ )|Xε,t,xt = x
]
.
We define
Fε(t, x, p,X) := 〈p, bε(t, x)〉+ 1
2
Tr
(
Xσε(t, x)
(
σε(t, x)
)∗)
. (4.50)
where (t, x) ∈ [0, T ] ×H, p ∈ H and X in L′(H). Fε verifies the following
properties.
Proposition 4.28. For all ε ∈ R, Fε is such that
(1) Fε is bounded on bounded sets of [0, T ]×
(
R×B)2×L′(R×B).
(2) Fε is uniformly continuous on bounded sets of ∈ [0, T ]×
(
R×B)2×L′(R×
B).
(3) Fε is uniformly Lipschitz continuous in x ∈ R × B on bounded sets of
[0, T ]×(R×B)×L′(R×B).
Proof. First we show (3). For all (x, x′) ∈ (R × B)2, by Cauchy-Schwarz
inequality, we have:
|Fε(t, x, p,X)− Fε(t, x′, p,X)| ≤ |〈p, bε(t, x)− bε(t, x′)〉|
+
1
2
∣∣Tr[X(σε(t, x)− σε(t, x′))(σε(t, x)− σε(t, x′))∗]∣∣
≤ ‖p‖‖bε(t, x)− bε(t, x′)‖+ ‖X‖L′(H)
× ‖σε(t, x)− σε(t, x′)‖L02 .
Therefore, by Lemma 4.23, we can find a constant C > 0 such that:
|Fε(t, x, p,X)− Fε(t, x′, p,X)| ≤ C
(
‖p‖+ ‖X‖L′(H)
)
‖x− x′‖. (4.51)
This gives us (3). Moreover, since Fε(t, x, 0, 0) = 0, we have:
|Fε(t, x, p,X)| ≤ C‖x‖
(‖p‖+ ‖X‖L′(H)). (4.52)
So, we have (1). Fε is linear in p and X so by (4.52), it is uniformly contin-
uous in p and X. Moreover by (3), we have that Fε is uniformly continuous
on bounded sets of R × B. The uniform continuity in t follows from the
continuity of F ε in t on the compact domain [0, T ]. So, we have (2).
Remark 4.29. Fε verifies the degenerate ellipticity condition. That is to
say for all X ≥ Y ∈ L′(H), for all (p, x) ∈ H2, we have
Fε(t, x, p,X) ≤ Fε(t, x, p, Y ).
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4.4.2 Existence and uniqueness of the viscosity solution
To prove existence and uniqueness, we shall use an approach which uses
test functions in X ′ and which is developed in [58]. To prove the uniqueness,
we need the following lemma:
Lemma 4.30. Fε defined in (4.50) verifies:
(1) Fε verifies condition (4.24).
(2) Fε(t, x,
x−x′
δ , X)− Fε(t, x′, x−x
′
δ ,−Y ) ≥ −̟
(
‖x−x′‖2
δ + ‖x− x′‖
)
where | t |≤ R, (x, x′) ∈(R×B)2, δ ∈ (0, δ0), X, Y satisfies
−2
δ
(
I 0
0 I
)
≤
(
X 0
0 Y
)
≤ 1
δ
(
I −I
−I I
)
. (4.53)
and δ0 > 0, R ∈ (0,∞), ̟ is a modulus of continuity.
(3) There is a function µ ∈ C2(R × B) with bounded derivatives such that
µ→∞ as ‖x‖ → ∞ and
Fε
(
t, x, p+ αDµ(x), X + αD2µ(x)
)≥ Fε(t, x, p,X)−̟(α).
for all ‖X‖L′(R×B) ≤ R, ‖p‖ ≤ R, t ∈ R, x ∈ R × B, α ∈ (0, α0), for
some α0 > 0 and ̟ is a modulus of continuity.
Proof. First, since H(R) is a separable Hilbert space, there exists an increas-
ing sequence of finite-dimensional subspaces Hn of H(R) such that ∪nHn is
dense in H(R). For all t ∈ [0, T ], x, p in R×B and Pn and Qn the orthogonal
projections onto Hn and H
⊥
n , we have by Cauchy-Schwarz’s inequality:
|Fε(t, x, p,X + πQn)− Fε(t, x, p,X)| = |π
2
|Tr[Qnσε(t, x)(σε(t, x))∗]|
≤ |π
2
|‖Qnσε(t, x)‖L02‖σε(t, x)‖L02 .
Since by Lemma 4.23, σε is bounded on [0, T ]×R×B, we can find a constant
C > 0 such that:
‖σε(t, x)‖L02 < C
So this leads to
|Fε(t, x, p,X + πQn)− Fε(t, x, p,X)| ≤ C|π
2
|‖Qn.σε(t, x)‖L02 .
By Lebesgue’s Lemma, we have for all x ∈ R × B and xn ∈ Hn, such that
‖xn − x‖ →
n
0:
‖Qn.σε(t, x)‖L02 = ‖σε(t, x)− Pn.σε(t, x))‖L02
≤ (1 + ‖Pn‖L′(H))‖σε(t, x)− σε(t, xn)‖L02 .
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So for all R < ∞, by Lemma 4.23, we can find a Lipschitz constant C > 0
such that
sup
{
|Fε(t, x, p,X + πQn)− Fε(t, x, p,X)| : ‖X‖L′(H) ≤ R,
π ∈ R, |π| ≤ R, X = PnXPn
}
≤ R
2
C
(
1 + ‖Pn‖L′(H)
)‖x− xn‖
−→
n
0.
Secondly, we have
Fε
(
t, x,
x− x′
δ
,X
)−Fε(t, x′, x− x′
δ
,−Y )
= −Tr[X(σε(t, x))(σε(t, x))∗+Y (σε(t, x′))(σε(t, x′)〉)∗]−〈bε(t, x)− bε(t, x′), x− x′
δ
〉
= −Tr
((
σε(t, x)σε(t, x)
∗ σε(t, x)σε(t, x
′)∗
σε(t, x
′)σε(t, x)
∗ σε(t, x
′)σε(t, x
′)∗
)(
X 0
0 Y
))
−〈bε(t, x)− bε(t, x′), x− x
′
δ
〉
By (4.53) and Lemma 4.23, we have
Fε
(
t, x,
x− x′
δ
,X
)−Fε(t, x′, x− x′
δ
,−Y )
≥ −1
δ
Tr
((
σε(t, x)σε(t, x)
∗ σε(t, x)σε(t, x
′)∗
σε(t, x
′)σε(t, x)
∗ σε(t, x
′)σε(t, x
′)∗
)(
I −I
−I I
))
−C
δ
‖x− x′‖2
≥ −1
δ
‖σε(t, x)− σε(t, x′)‖L02 −
C
δ
‖x− x′‖2
≥ −1
δ
[‖x− x′‖+ C
δ
‖x− x′‖2].
where C is the Lipschitz constant of σε and I the identity matrix.
Thirdly, since by Lemma 4.23, bε and σε are bounded then for any function
µ ∈ C2(R × B) with bounded derivatives such that µ → ∞ as ‖x‖ → ∞,
there is a constant c′ > 0 such that:
〈Dµ(x), bε(t, x)〉+ 1
2
Tr
(
D2µ(x).σε(t, x)
(
σε(t, x)
)∗)≥ −c′
Proposition 4.31. For all ε ∈ R, pε is the unique viscosity solution in
BUCx
(
[0, T ]× R×B) of
−∂tpε(t, x)− Fε
(
t, x,Dpε(t, x), D2pε(t, x)
)
= 0 (4.54)
pε(T, x) = g
(
φ(x)
)
(4.55)
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where φ : H → R is defined for all x = (u, z) ∈ H by φ(x) = u.
Proof. First using the Lipschitz continuity of g (see Assumption 4.26), we
can find a constant C > 0 such that for all (x, x′) in R×B
|pε(t, x)− pε(t, x′)|2 ≤ CE[‖Xε,t,xT −Xε,t,x′T ‖2] (4.56)
Thanks to (4.44),
|pε(t, x)− pε(t, x′)| ≤ C‖x− x′‖ (4.57)
To study the regularity in t, we are going to use (4.45). Indeed,
|pε(t, x)− pε(t′, x)| ≤ CE[‖Xε,t,xT −Xε,t′,xT ‖2]
≤ C√t− t′(1 + ‖x‖2)
In addition by Assumption 4.26, g is uniformly bounded. So, we can con-
clude that pε ∈ BUCx
(
[0, T ]× R×B).
The function g belongs to BUC(R+) by Assumption 4.26. By Lemma
4.30, Proposition 4.28 since Fε(0, 0, .) = 0, then by Theorem 3.2 in [88] and
Theorem 3.3(ii) [58], pε is the unique solution to (4.54) and (4.55) which
belongs to BUCx
(
[0, T ]× R×B).
4.4.3 Zero order term
Let us introduce the following problem for all (t, u, z) ∈ [0, T ]×H:
p0(t, u, z) = E
[
g(U0,t,u,zT )|U0,t,u,zt = u
]
. (4.58)
where for all t ≤ s ≤ T , U0,t,u,zs = φ(X0,t,u,zs ). We recall that U0,t,u,zs is the
solution to the following stochastic equation:
dU0,t,u,zs = −
1
2
β(s, z)2(0)ds+ β(s, z)(0)dW 0s , U
0,t,u,z
t = u. (4.59)
In this equation, z is just a parameter. The following lemma gives us the
zero order therm of the asymptotic expansion.
Lemma 4.32. For all (t, u, z) in [0, T ]× R×B,
lim
ε→0
pε(t, u, z) = p0(t, u, z).
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Proof. By Assumption 4.26, we can find a constant C > 0 such that for all
(t, u, z) in [0, T ]× R×B:
|pε(t, u, z)− p0(t, u, z)|2 ≤ CE
[
|U ε,t,u,zT − U0,t,u,zT |2
]
.
So by Jensen’s inequality, we get :
|pε(t, u, z)− p0(t, u, z)|2 ≤ 2C|T − t|E
[ ∫ T
t
|β(s, Zε,t,u,zs )(0)2 − β(s, z)(0)2|2ds
]
+ 2CE
[ ∫ T
t
|β(s, Zε,t,u,zs )(0)− β(s, z)(0)|2ds
]
.
We have shown in the proof of Lemma 4.23 that β is Lipschitz continuous
with respect to z and has a bounded support, so β2 is a Lipschitz continuous
function. This leads to:
|pε(t, u, z)− p0(t, u, z)|2 ≤ 2C(|T − t|+ C)E
[ ∫ T
t
|(Zε,t,u,zs )(0)− z(0)|2ds
]
≤ 2C(|T − t|+ C)|T − t|E
[
sup
t≤s≤T
|(Zε,t,u,zs )(0)− z(0)|2ds
]
By Theorem 4.1, we can find a constant Cb > 0 such that:
|pε(t, u, z)− p0(t, x)|2 ≤ 2CbC(|T − t|+ C)E
[
sup
t≤s≤T
‖Xε,t,u,zs − x‖2ds
]
.
where x := (u, z). By Lemma 4.25, we can conclude.
Remark 4.33. By the above lemma and the call-put parity equation (4.48),
for all (t, u, z) ∈ [0, T ]× R×B,
Cε(t, u, z) = Bt(T )K + u− P0(t, u, z) + o(1)
P ε(t, u, z) = P0(t, u, z) + o(1)
4.5 Asymptotic expansion for smooth payoffs
In this section, we will always assume that the payoff g verifies Assump-
tion 4.26. Moreover, we suppose:
Assumption 4.34. g belongs to C∞b (R)
The following assumption on the coefficient λ will be usefull. We recall that
under (4.34), B+, the support of λt is a bounded subset of H(R
+) and B is
its extension for elements of H(R).
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Assumption 4.35.
λ ∈ C0,∞b
(
[0, T ]×B+, H(R+)).
For all (i, j) ∈ N2 and function f : [0, T ] × R × B → R, we denote by
Di+j
uizj
f(t, u, z) the i + j-derivative of f of order i in u and of order j in z.
Moreover, for all s ∈ [0, T ], (t, z) ∈ [0, s]×B, we define:
δ(t, s, z) :=
∫ s
t
β2(u, z)(0)du. (4.60)
We already know that the composition of two functions in C∞(R) is in
C∞(R). For our purpose, we will need to show that in addition the nth
derivative of the composition of two functions is n-times differentiable with
bounded derivatives up to order n. We will use the following well-known
result:
Lemma 4.36. For any real valued functions f and g which belong to Cn(R),
the nth derivative of the composition of f and g is equal to:
(f ◦ g)(n)(x) =
n∑
r=1
∑
i1≥...≥ir
i1+...+ir=n
Ci1,...,irf
(r) ◦ g(x).
r∏
k=1
g(ik)(x). (4.61)
where Ci1,...,ir are constants. In particular, if (f, g) ∈ Cnb (R)2, then (f ◦
g)(n) ∈ Cnb (R).
Proof. We could not find references for this result therefore we indicate
quickly its proof. We can prove (4.61) easily by an induction argument and
the chain rule. Moreover, if (f, g) ∈ Cnb (R)2, that is to say the nth derivatives
of f and g are continuous and bounded then (f ◦ g)(n) is continuous and
bounded as a sum and product of continuous and bounded functions.
Remark 4.37. This lemma can be extended to H(R)-valued functions.
Lemma 4.38. δ ∈ C1,∞b ([0, T ]×B), β(t, .) ∈ C∞b (B,H(R+)), M(t, .) and
Λ(t, .) ∈ C∞b (B,H(R)) for all t ∈ [0, T ].
Proof. For all t ∈ [0, T ], since β is linear with respect to z, then for all
z0 ∈ B, we have:
Dzβ(t, z).z0 = β(t, z0)
Since by Lemma 4.23, β(t, z0) is bounded then we can conclude that for all
t ∈ [0, T ]:
z 7→ β(t, z) ∈ C∞b (B,H(R+)). (4.62)
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Therefore for all (t, z) ∈ [0, T ] × B, Dnznβ(t, z) is continuous and bounded
in H(R+). By the Sobolev embedding theorem 4.1, we can find a constant
c > 0 such that we have:
|Dnznβ(t, z)2(0)| < c.
Then by differentiation under the integral sign,
z 7→ Dnznδ(t, s, z) is continuous and bounded. (4.63)
Moreover since ∂tδ(t, z) = −β2(t, z)(0) which is bounded by Sobolev embed-
ding theorem, by (4.63), we can conclude that δ belongs to C1,∞b ([0, T ]×B).
Using the definition of Λ and β (see (4.37) and (4.38)), we obtain:
Λ(t, z) = Ltιβ(t, z)λt
(
β(t, z)
)
Since by Assumption 4.35, for all t ∈ [0, T ], λ(t, .) ∈ C∞b
(
B+, H(R+)
)
and β(t, .) ∈ C∞b (B,H(R+)), then by Lemma 4.36 we get that Λ(t, .) ∈
C∞b (B,H(R)). Using the same argument, we can prove that M(t, .) ∈
C∞b (B,H(R)) for all t ∈ [0, T ].
Let us define for all n ≥ 1 and (t, u, z) ∈ [0, T ]× R×B:
pn(t, u, z) = Et,u,z
[ ∫ T
t
hn
(
s, U0,t,u,zs , z
)
ds
]
(4.64)
where p0 is defined in (4.58), U
0,t,u,z in (4.59) and for all n ≥ 2:,
hn(t, u, z) := 〈M(t, z), Dzpn−2(t, u, z)〉
+ 〈D2zupn−1(t, u, z).ρΛ
(
t, z
)〉β(t, z)(0)
+
1
8
Tr
[
D2zzpn−2(t, u, z)ρΛ
(
t, z
)(
ρΛ
(
t, z
))∗]
. (4.65)
with
h1(t, u, z) :=
1
2
〈D2zup0(t, u, z), ρΛ
(
t, z
)〉β(t, z)(0). (4.66)
We will be interested in the sequel in showing for any n ≥ 1 that pn is a
solution of the following partial differential equation: −∂tf(t, u, z) +
1
2
β(t, z)2(0)∂uf(t, u, z)− 1
2
β(t, z)2(0)∂uuf(t, u, z)− hn(t, u, z) = 0
f(T, u, z) = 0
(4.67)
We notice that the partial derivatives concern only the finite dimensional
component, u, of the solution.
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Proposition 4.39. Let Assumptions 4.34 and 4.35 hold. For all n ≥ 0 :
pn ∈ C1,∞,∞b
(
[0, T ]× R×B).
and there is a constant Cn > 0 such that:
|hn(t, u, z)| ≤ Cn, ∀(t, u, z) ∈ [0, T ]× R×B
Proof. We recall the definition of p0(t, u, z) = Et
[
g(U0,t,u,zT )|U0,t,u,zt = u
]
.
Therefore by (4.59):
U0,t,u,zT ∼ N
(
u− 1
2
δ(t, T, z), δ(t, T, z)
)
. (4.68)
where N (a, b) denotes the normal law of expectation a and variance b and
δ is defined in (4.60). By definition,
p0(t, u, z) =
1√
2πδ(t, T, z)
∫
R
g(v) exp
{
− 1
2
[
v − u+ 12δ(t, T, z)√
δ(t, T, z)
]2}
dv.
By an easy change of variable, the above equation can be rewritten as:
p0(t, u, z) =
1√
2π
∫
R
g
(
u− 1
2
δ(t, T, z) + δ(t, T, z)1/2x
)
exp{−x
2
2
}dx.
Step 1: Our aim is to prove that for all (i, j) ∈ N2, Di+j
uizj
p0(t, u, z) is con-
tinuous and bounded and that p0 is continuously differentiable with respect
to t with bounded partial derivative.
Let l : R× R+ × R+ → R be defined by:
l(u, a, b) =
1√
2π
∫
R
g
(
u− b
2
+
√
ax
)
exp{−x
2
2
}dx.
Since all the derivatives of g are continuous and bounded (see Assumption
4.34), by differentiation with respect to b under the integral sign, we can see
that :
b 7→ l(u, a, b) ∈ C∞b (R+), ∀(u, a) ∈ R× R+. (4.69)
In order to show that l is infinitely differentiable with respect to a, we need
to take care of the differentiation of the term
√
a which blows up in 0.
To overcome this difficulty, an easy and direct iterative calculus based on
successive integrations by parts shows that we have in fact:
Dna l(u, a, b) =
1
2n
√
2π
∫
R
g(2n)
(
u− b
2
+
√
ax
)
exp{−x
2
2
}dx. (4.70)
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So for given (u, b) ∈ R × R+, the mapping a 7→ l(u, a, b) is infinitely differ-
entiable. Since the derivatives of g are bounded, we have that in addition:
a 7→ l(u, a, b) ∈ C∞b (R+), ∀(u, b) ∈ R× R+. (4.71)
Since g is infinitely differentiable with bounded derivatives, we can differ-
entiate Dnan l(u, a, b) and D
n
bn l(u, a, b) at any order with respect to u. This
leads to for all (i, j, k) ∈ N3:
Di+j+k
uiajbk
l is continuous and bounded on R× R+ × R+. (4.72)
Combining the definition of p0 and l, one can show that for all (t, u, z) ∈
[0, T ]× R×B:
p0(t, u, z) = l(u, δ(t, T, z), δ(t, T, z))
Since by lemma 4.38, we know that z 7→ δ(t, T, z) ∈ C∞b (B,R+). Therefore
by (4.69) and (4.71) and lemma 4.36, we have that:
z 7→ p0(t, u, z) ∈ C∞b (B), ∀(t, u) ∈ [0, T ]× R. (4.73)
And by (4.72),
Di+j
uizj
p0 is continuous and bounded on[0, T ]× R×B. (4.74)
In particular since by lemma 4.23, β, M and Λ are bounded then by (4.74)
and Sobolev embedding theorem 4.1, there exists a constant C1 such that :
|hn(t, u, z)| < C1, ∀(t, u, z) ∈ [0, T ]× R×B.
In what concerns the differential in t, we know by lemma 4.38 that:
t 7→ δ(t, T, z) ∈ C1([0, T ]), ∀z ∈ B
Therefore by lemma 4.36, (4.69) and (4.71), we get that:
t 7→ p0(t, u, z) ∈ C1b ([0, T ]), ∀(u, z) ∈ R×B.
Step 2: We use an induction argument. For any k ≥ 1, let (Ak) be defined
by:
(Ak) : For any (i, j) ∈ N2 and m ≤ k, Di+juizjpm(t, u, z) is continuous
and bounded and pm is continuously differentiable with respect to t with
bounded partial derivative.
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Our aim is to prove (Ak+1). Let us show that for any (i, j) ∈ N2,Di+juizjpk+1(t, u, z)
is continuous and bounded. First we can see that by the law of U given in
(4.68) and the definition of hk+1 (see (4.65)), we have:
pk+1(t, u, z) =
1√
2π
∫
R
∫ T
t
hk+1
(
s, f(t, s, u, z, x), z
)
exp{−x
2
2
}dsdx.
where for all t ∈ [0, T ], s ∈ [t, T ], (u, x) ∈ (R)2 and z ∈ B, f is defined by
f(t, s, u, z, x) := u− 1
2
δ(t, s, z) + δ(t, s, z)1/2x.
By assumption (Ak), we know that D
i+j
uizj
pk(t, u, z) and D
i+j
uizj
pk−1(t, u, z) are
continuous and bounded for all (i, j) ∈ N2. Lemma 4.38 gives the regularity
with respect to z of β,M and Λ. Therefore by definition of hk+1 (see (4.65)),
we have that :
Di+j
uizj
hk+1 is continuous and bounded on [0, T ]× R×B. (4.75)
Now we can use the same trick as in the first step and introduce l
′
: R ×
R+ × R+ ×B → R be defined by:
l′(u, a, b, z) =
1√
2π
∫
R
∫ T
t
hk+1
(
s, u− b
2
+
√
ax, z
)
exp{−x
2
2
}dx.
Therefore doing the same argument as in Step 1 (see (4.70)), using the
differentiability of hk+1 in its second and third variables and the bounded-
ness of these partials derivatives(see (4.75)), we can conclude that for all
(i, j, k, y) ∈ N4:
Di+j+k
uiajbkzy
l(u, a, b, z) is continuous and bounded on R× R+ × R+. (4.76)
Since by Lemma 4.38, we know that z 7→ δ(t, s, z) ∈ C∞b (B,R+). Therefore
by (4.76) and lemma 4.61, we can differentiate under the integral sign:
Di+j
uizj
pk+1(t, u, z) is continuous and bounded on [0, T ]× R×B. (4.77)
In particular since by lemma 4.23, β, M and Λ are bounded then by (4.77)
and the Sobolev embedding theorem 4.1, there exists a constant Ck+1 such
that :
|hk+1(t, u, z)| < Ck+1, ∀(t, u, z) ∈ [0, T ]× R×B.
Concerning the t-derivative, we know by lemma 4.38 that for all s ∈ [0, T ]:
t 7→ δ(t, s, z) ∈ C1([0, s]), ∀z ∈ B (4.78)
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We recall the following result for any function f from [0, T ]2 to R such that
f ∈ C0,1b ([0, T ]2) :
d
dt
∫ T
t
f(s, t)ds =
∫ T
t
D2f(s, t)ds− f(t, t)
where D2 is the first order derivative with respect to the second component.
We do not know the regularity of hk+1 in its first component. This above
result shows that, to differentiate pk+1 in t, we do not have to differentiate in
the first component, s, of hk+1. Combining this result together with (4.78)
and (4.76), we get by lemma 4.36 that:
t 7→ pk+1(t, u, z) ∈ C1b ([0, T ]), ∀(u, z) ∈ R×B.
So, we have proved (Ak+1) and the proposition follows by induction.
Lemma 4.40. Let Assumptions 4.34 and 4.35 hold, then pn is a C
1,2,2
b
(
[0, T ]×
R×B) solution of (4.67).
Proof. Let (tm)m be defined for all m ≥ 0 by tm = t+ 1m . Using (4.59) and
proposition 4.39, we get by Ito’s formula:
pn
(
tm, U
0,t,u,z
tm , z
)
= pn(t, u, z) +
∫ tm
t
[
∂tpn(s, U
0,t,u,z
s , z)
+
1
2
β(s, z)2(0)∂upn(s, U
0,t,u,z
s , z)−
1
2
β(s, z)2(0)∂uupn(s, U
0,t,u,z
s , z)
]
ds
+
∫ tm
t
[
1
2
β(s, z)2(0)∂upn(s, U
0,t,u,z
s , z)
]
dBs. (4.79)
We already know by Lemma 4.23 and the Sobolev embedding theorem 4.1
that β(t, z)2(0) is bounded. By proposition 4.39, the first order partial
derivative with respect to u, of pn, is bounded. Therefore the local martin-
gale ∫ tm
t
1
2
β(s, z)2(0)∂upn(s, U
0,t,u,z
s , z)dBs
is a martingale. Moreover, by the tower property for conditional expectation:
pn
(
t, u, z
)
= Et,u,z
[ ∫ tm
t
hn
(
s, U0,t,u,zs , z
)
ds+ pn
(
tm, U
0,t,u,z
tm , z
)]
(4.80)
Plugging (4.80) in (4.79) and taking the conditional expectation, one has:
Et,u,z
[ ∫ tm
t
hn
(
s, U0,t,u,zs , z
)−∂tpn(s, U0,t,u,zs , z)− 12β(s, z)2(0)∂upn(s, U0,t,u,zs , z)
+
1
2
β(s, z)2(0)∂uupn(s, U
0,t,u,z
s , z)ds
]
= 0
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By proposition 4.39, hn, the derivatives of pn and β(s, z)
2(0) are bounded,
then by the mean value theorem and dominated convergence theorem, we
have that pn is a solution of the below equation on [0, T )× R×B:
−∂tf(t, u, z)+1
2
β(t, z)2(0)∂uf(t, u, z)−1
2
β(t, z)2(0)∂uuf(t, u, z)−hn(t, u, z) = 0.
Since hn is bounded and continuous, then for all (t, u, z) ∈ [0, T ] × R × B,
we have:
|pn(t, u, z)| ≤ Cn|T − t|.
So if we take a sequence (tm, um)m of [0, T ] × R such that (tm, um) →
m→∞
(T, u), then:
lim
m
pn(tm, um, z) = 0.
So pn is a regular solution of (4.67)
For all n ≥ 2, we define hnε (t, u, z) : [0, T ]× R×B → R such that
hnε (t, u, z) := 〈M(t, z), Dzpn−2(t, u, z)〉
+
ε
8
Tr
[
D2zzpn−1(t, u, z)
(
ρΛ(t, z)
)(
ρΛ(t, z)
)∗]
+
1
2
〈D2uzpn−1(t, u, z), ρΛ(t, z)〉β(t, z)(0)
+
1
8
Tr
[
D2zzpn−2(t, u, z)
(
ρΛ(t, z)
)(
ρΛ(t, z)
)∗]
.
with
h1ε(t, u, z) :=
ε
8
Tr
[
D2zzp0(t, u, z)
(
ρΛ(t, z)
)(
ρΛ(t, z)
)∗]
+
1
2
〈D2uzp0(t, u, z), ρΛ(t, z)〉β(t, z)(0).
Comparing these definitions to (4.65) and (4.66), we notice that for all n ≥ 1:
lim
ε→0
hnε (t, u, z) = hn(t, u, z), ∀(t, u, z) ∈ [0, T ]× R×B. (4.81)
Let us define for all n ≥ 0, pn,ε : [0, T ]× R×B → R by :
pn,ε(t, u, z) :=
1
εn
[
pε(t, u, z)−
n−1∑
k=0
εkpk(t, u, z)
]
. (4.82)
where for all k ≤ n−1, pk is defined by (4.64). The following theorem is our
main result. It provides an asymptotic expansion of order n for the price
function pε.
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Theorem 4.41. Let Assumptions 4.26, 4.34 and 4.35 hold. For all n ∈ N,
there are constants Cn and ε0 > 0 such that for all ε ∈ (0, ε0], we have:
0 ≤ pε(t, u, z) ≤ vn,ε(t, u, z) :=
n−1∑
k=0
εkpk(t, u, z) + Cnε
n(T − t). (4.83)
Moreover for every n ≥ 1, pn,ε converges to pn when ε ↓ 0 uniformly on
compact sets.
Proof. Step 1: Let us prove claim (4.83). In the proof of Proposition 4.39,
we have shown that for all n ∈ N and (i, j) ∈ N2: Di+j
uizj
pn(t, u, z) is contin-
uous and bounded for all (t, u, z) ∈ [0, T ] × R × B. and t 7→ ∂tpn(t, u, z) is
continuous and bounded (see proof of Proposition 4.39, hypothesis (An)).
So in particular, we have that vn,ε ∈ C1,2,2b ([0, T ]× R×B).
For all (t, u, z) in [0, T ]× R×B, by linearity of Fε in its p and X variables
(see (4.50)) and the definition of vn,ε, we have:
−∂tvn,ε − Fε
(
t, u, z,Dvn,ε, D2vn,ε
)
= Cnε
n −
n−1∑
k=0
εk
[
∂tpk + Fε
(
t, u, z,Dpk, D
2pk
)]
(4.84)
We can rewrite (4.50) as:
Fε(t, u, z,Dpk, D
2pk) = −1
2
β(t, z)2(0)Dupk +
1
2
β(t, z)2(0)D2uupk
+ ε2〈M(t, z), Dzpk〉
+
ε2
8
〈D2z2pk, ρΛ
(
t, z
)〉β(t, z)(0)〉
+
ε
2
Tr
[
D2uzpk
(
ρΛ(t, z)
)(
ρΛ
(
t, z
))∗]
. (4.85)
Plugging (4.85) in (4.84), since by Lemma 4.40, (pk)1≤k≤n−1 solves (4.67),
we then have:
−∂tvn,ε − Fε
(
t, x,Dvn,ε, D2vn,ε
)
= Cnε
n −
n∑
k=0
εk
[
ε2〈M(t, z), Dzpk〉
+
ε2
8
〈D2z2pk, ρΛ
(
t, z
)〉β(t, z)(0)
+
ε
2
Tr
[
D2uzpk
(
ρΛ(t, z)
)(
ρΛ(t, z)
)∗]
A straightforward calculation leads to:
−∂tvn,ε(t, u, z)− Fε
(
t, u, z,Dvn,ε, D2vn,ε
)
+εnhnε (t, u, z) = Cnε
n. (4.86)
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In the proof of Proposition 4.39, we have shown, for all n ∈ N, that Dzpn−2,
D2zzpn−1, D
2
uzpn−1 and D
2
zzpn−2 are continuous and bounded (see the induc-
tion Assumption (An)). Therefore, by Lemma 4.38, we can find a constant
Cn > 0 independent of (t, u, z) such that:
|hnε (t, u, z)| ≤ Cn and hnε is continuous on [0, T ] × R×B. (4.87)
Plugging (4.87) in (4.86) gives us that vn,ε ∈ C1,2,2b ([0, T ] × R × B) is a
classical supersolution of (4.54). Moreover, by definition of pn (see (4.64)),
we have that :
vn,ε(T, u, z) = g(u)
Fε is such that Lemma 4.30 holds. Moreover, by Proposition 4.31, we know
that pε ∈ BUCx([0, T ]×R×B). Therefore, by a comparison argument given
in Proposition 3.5 of [88], we get that:
pε(t, u, z) ≤ vn,ε(t, u, z).
for all (t, u, z) ∈ [0, T ] × R × B. Since by Assumption 4.34, g is a positive
function then:
0 ≤ pε(t, u, z) ≤ vn,ε(t, u, z).
Step 2: Now show that pε,n is a viscosity solution to
−∂tpn,ε(t, u, z)− Fε(t, u, z,Dpn,ε(t, u, z), D2pn,ε(t, u, z))− hnε (t, u, z) = 0.
(4.88)
Since Fε verifies condition (1) of Lemma 4.30, the two notions of viscosity
solutions (see definitions 4.15 and 4.17) coincide. So, we can consider test
functions which belongs to X ′(R × B). Indeed take a test function φ in
X ′(R×B) and (t0, u0, z0) ∈ [0, T ]× R×B such that:
min(pn,ε − φ) = (pn,ε − φ)(t0, u0, z0) = 0.
Since for all k ∈ {0, . . . , n − 1}, pk belongs to C1,∞,∞b
(
[0, T ] × R × B), in
particular by the mean-value theorem, pk has locally lipschitz continuous
derivatives so belongs to X ′(R×B). Therefore, it is equivalent to consider
min
(
pε−[ n−1∑
k=0
εkpk + φε
n
])
=
(
pε−[ n−1∑
k=0
εkpk + φε
n
])
(t0, u0, z0) = 0.
where the function η :=
∑n−1
k=0 ε
kpk+φε
n belongs to X ′(R×B). By Theorem
4.31, we thus have:
−∂tη(t0, u0, z0)− Fε(t0, u0, z0, Dη(t0, u0, z0), D2η(t0, u0, z0)) = 0.
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By linearity of Fε in p and X,
εn
[
∂tφ(t0, x0) + Fε(t0, x0, Dφ(t0, x0), D
2φ(t0, x0))
]
n−1∑
k=0
εk
[
∂tpk + Fε(t0, x0, Dpk(t0, x0), D
2pk(t0, x0))
]
= 0.
Using (4.85) and the fact that by Proposition 4.39 and lemma 4.40, (pk)1≤k≤n
is a solution of (4.67), a straightforward calculation gives us that :
− ∂tφ(t0, u0, z0)− Fε(t0, u0, z0, Dφ(t0, u0, z0), D2φ(t0, u0, z0))− hnε (t0, u0, z0) = 0.
So pn,ε is a viscosity solution of (4.88).
Step 3: We want to use the stability result of Proposition 4.21. By (4.87),
hnε is bounded and continuous on bounded sets of [0, T ]×R×B. Moreover,
since we have shown in the induction assumption (An) (see the proof of
Proposition 4.39) that for all (i, j) ∈ N2, Di+j
uizj
pn(t, u, z) is continuous and
bounded then by Lemma 4.38, z 7→ hnε (t, u, z) is continuously differentiable
for all (t, u, z) ∈ [0, T ] × R × B. So it is locally Lipschitz continuous and
uniformly continuous on bounded sets of B. Therefore, by Proposition 4.28,
we then get that Fε + h
n
ε is bounded and uniformly continuous on bounded
sets of [0, T ]× R×B.
Let us define the upper semicontinuous and the lower semicontinuous enve-
lope in ε, (t, u, z) of pn,ε:
pn,∗(t, u, z) = lim sup
(t′,u′,z′)→(t,u,z)
ε→0
pn,ε(t′, u′, z′) and
pn∗ (t, u, z) = lim inf
(t′,u′,z′)→(t,u,z)
ε→0
pn,ε(t′, u′, z′).
We consider the following sequences (εm, tm, um, zm, pm, Xm)m such that:(
εm, tm, um, zm, pm, Xm, p
n,εm(tm, um, zm)
)−→
m
(
0, t, u, z, p,X, pn,∗(t, u, z)
)
Then, we have by continuity of Fεm in (t, u, z, p,X), the continuity of hn,εm
in (t, u, z) (see claim (4.87)) and (4.81) :,
lim
m
Fεm
(
tm, um, zm, pm, Xm
)
+hnεm(tm, um, zm) =
1
2
β(t, z)2(0)pu
− 1
2
β(t, z)2(0)Xuu + hn(t, u, z).
where pu corresponds to the first component of p and Xuu to the second
order derivative in u. By Theorem 4.21, we get that pn,∗ is a viscosity sub-
solution on [0, T ]×R×B of (4.67). By applying the same argument, we get
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that pn∗ is a supersolution of (4.67) too.
By claim (4.83) and the definition of the function pε,n, we know that for all
ε ∈ R, (t, u′, z′) ∈ [0, T ]× R×B and n ≥ 1:
−
n−1∑
k=1
εk−npk(t, u
′, z′) ≤ pn,ε(t, u′, z′) ≤ Cn(T − t). (4.89)
Passing to the limit sup in (t, u′, z′, ε) → (T, u, z, 0), the right-hand part of
(4.89) gives us for all n ≥ 1 that:
pn,∗(T, u, z) ≤ 0 = pn(T, u, z).
Moreover by continuity at the boundary of the (pk), the left-hand side of
(4.89) gives us that
pn,∗(T, u, z) ≥ lim sup
ε→0
pn,ε(T, u, z) = 0.
This leads to
pn,∗(T, u, z) = pn∗ (T, u, z) = pn(T, u, z) = 0. (4.90)
Since in the partial differential equation (4.67), the variable z plays the
role of a parameter, we can apply comparison theorem for viscosity solutions
in the finite dimension case (for instance one can use Proposition 3.4 in [88])
and deduce from (4.90) that:
pn,∗(t, u, z) ≤ pn(t, u, z) ≤ pn∗ (t, u, z)
for all (t, u, z) ∈ [0, T ]× R×B. This leads to:
pn,∗(t, u, z) = pn∗ (t, u, z) = pn(t, u, z). (4.91)
Therefore pε,n converges to pn.
4.6 Conclusion
I had not sufficient time to do some numerical results for this model.
This issue is very interesting in term of calibration since we have to deal
with the forward volatility curve. In addition, it would be interesting to
improve the order of the asymptotic expansion for a European call or put
option. Maybe, this could be done via payoff regularization methods. The
extension of this problem to American option seems quite difficult. How
can we deal with the variational inequality which appears for this pricing
problem?
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