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ABSTRACT
GENERAL REFLEXIVITY FOR ABSOLUTELY CONVEX SETS
by
Mahtab Lak
University of New Hampshire, May, 2019
In 1994 D. Hadwin introduced the notion of a reflexivity triple (X, Y,E) and defined a very
general notion of reflexivity, called E-reflexivity, for a linear subspace of the vector spaceX . Had-
win’s general version included many special versions (algebraic reflexivity, topological reflexivity,
approximate reflexivity, hyperreflexivity) that had been studied for linear spaces of linear transfor-
mations on a vector space or Hilbert space. In this thesis we extend Hadwin’s notion and define
and study the abstract notion of reflexivity for an absolutely convex subset ofX . We have extended
many of Hadwin’s results and obtained some new ones. We have also extended Hadwin’s gener-





In [18] Paul Halmos introduced that notion of a reflexive algebra of operators on some Hilbert
space based on the functor AlgLat. Since that time there was a flurry of research done on reflexive
algebras and operators (an operator was called reflexive if the weak operator closed unital algebra
it generates is reflexive). Later, and algebraic notion of reflexivity was initiated by D. Hadwin
[13], although earlier examples had been discussed ([9],[10]) . R. L. Moore and K. J. Harrison
introduced an asymptotic version of AlgLat and posed an asymptotic version of the reductive
opertor problem. This problem was solved by C. Apostol, C. Foiaş and D. Voiculescu [2], [3] .
Later D. Hadwin investigated this asymptotic version of AlgLat, called ApprAlgLat and proved a
number of results, including an asymptotic version of von Neumann’s famous double commutant
theorem. In 2002 B. Prunaru [22] proved an asymptotic version of the reductive algebra problem.
The notion of reflexivity was defined and studied for linear spaces of operators, and a lot of
research was done on this topic.
In [5] the notion of hyperreflexivity was introduced for linear spaces of operators on a Hilbert
space (See also [20]), which was motivated by W. Arveson’s wonderful "distance formula" for nest
algebras [4]. The question of whether every von Neumann algebra on a Hilbert space is hyper-
reflexive turns out to be equivalent to D. Kadison’s famous "similarity problem" (is every bounded
unital homomorphism from a C*-algebra into some B (H) similar to a ∗-homomorphism). In
[5] W. Arveson proved that an ultraweakly closed linear subspace S of B (H) is hyperreflexive
if and only if every ultraweakly continuous linear functional that annihilates S is an `1-sum of a
sequence of rank-one tensors that annihilate S. Also D. Hadwin [15] introduced an analogue of
hyperreflexivity for approximate reflexivity and proved that every unital C*-subalgebra of B (H)
is approximately hyperreflexive.
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In 1994 [14] Hadwin introduced the notion of a reflexivity triple (X, Y,E) and developed a
general framework in which all of the above notions of reflexivity are special cases. In this paper
Hadwin proved many theorems in this special setting that were known for B (H), were now ex-
tended to many situations. Often the proofs in the general setting were simpler or, at least no more
difficult, than those in the Hilbert space setting. Hadwin also introduced a notion of hyperreflexiv-
ity theorem and generalized many know theorems, including a version Arveson charactization in
terms of `1-sums of rank-one tensors whose proof was an application of the Hahn Banach theorem
and did not rely on the spectral theorem for compact selfadjoint operators. Hadwin [14] also de-
veloped a very general notion of direct integrals and proved some results that were new even in the
Hilbert space setting.
E. Azoff and H. A. Sheheda [7], [8] and Sheheda [28] studied a notion of reflexivity for convex
sets of operators. In this thesis we address reflexivity and hyperreflexivity for absolutely convex
sets in the framework of reflexivity triples. We also develop a notion of direct integrals for convex
sets. We have extended many of the results in [14] and we prove some results that are new even
for linear spaces.
In section 2.1 we introduce Hadwin’s notion of a reflexity triple and the corresponding notion
of reflexivity. Since we need to discuss convexity, the filed involved must contain [0, 1], so we
restrict to the case where the field is either R or C.





Suppose that F is a topological field with a Hausdorff topology, e.g., F could be a subfield of
the complex numbers with the usual topology, or F could be an arbitrary field with the discrete
topology.
Next suppose that X is a vector space over F and Y is a vector space of linear maps from X to
F that sepreates the points of X (i.e., ∩{ker f : f ∈ Y } = {0}). We call such a pair (X, Y ) a dual
pair over F. We define the σ(X, Y )-topology on X to be the smallest topology on X that makes
all ofthe maps in Y continuous on X . Since we can view X as a vector space of ( evaluation)
functional on Y , we can define the σ(Y,X)-topology on Y to be the smallest topology for which
the map f 7→ f(x) is contimuous on Y for each x in X.
If A ⊂ X and B ⊂ Y , we can define
A⊥ = {f ∈ Y : f |A = 0} and B⊥ = ∩{ker f : f ∈ B} .
If D is a subset of either X or Y , then sp(D) denotes the linear span of D, and sp(D) denotes
the closure of sp(D) in either the σ(X, Y ) or σ(Y,X) topology. The following familiar results
from the duality theory of real or complex topological vector spaces hold in this more general
setting.
Proposition 1. (1) A linear map f : X → F is σ(X, Y )-continuous if and only if ker(f) is
σ(X, Y )-closed.
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(2) A linear map from X to F is σ(X, Y )-continuous if and only if it is in Y.
(3) If M is a linear subspace of X and g : M → F is linear and σ(X, Y )-continuous, then
there is an f in Y such that f |M = g.





(5) If B ⊂ Y , then sp(B) = (B⊥)⊥.
Proof. [14, proposition 1.1.].
We define (X, Y,E) to be a reflexivity triple over F,
1. If (X, Y ) is a dual pair over F
2. ∅ 6= E ⊂ Y such that FE = E
3. E⊥ = 0.
If S is a linear subspace of X , we define RefE(S) = (S⊥ ∩ E)⊥.
We say S is E-reflexive if RefE(S) = S.
2.2 Definition of ac-E-reflexivity
In this section we discuss reflexivity for absolutely convex sets of operators. In order to discuss
convexity the field must contain R, so throughout the rest of this thesis we will assume the field F
is either R or C. Thus (X, Y ) is a dual pair in the classical sense, see [24]. In this setting, there
is a version of the Hahn-Banach theorem for convex sets. However, the theorem has a much nicer
formulation for absolutely convex sets.
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Definition 1. A set A is absolutely convex if and only if, for each positive integer n and each







If E is a set, the absolute convex hull of E, denoted by absco(E), is the smallest absolutely
convex set containing E. It is easy to show that absco(E) is the set of all linear combinations as
above.
A set A is absolutely convex if and only if it is convex and balanced (i.e., eitA ⊂ A whenever
t ∈ R).
In this setting the bipolar version of the Hahn-Banach Theorem has a nice form. We first need
the notion of polars.
Definition 2. Suppose (X, Y ) is a dual pair over F, A ⊂ X and B ⊂ Y . We define the polar Ao
of A and the prepolar Bo of B by
Ao =
{
ϕ ∈ Y : sup
x∈A





x ∈ X : sup
ϕ∈B
|ϕ (x)| ≤ 1
}
.
It is easily seen that Ao is a σ (Y,X)-closed absolutely convex subset of Y and Bo is a σ (X, Y )-
closed absolutely convex subset of X .
Theorem 3. (Hahn Banach) Suppose (X, Y ) is a dual pair over F, A ⊂ X , B ⊂ Y . Then
1. (Ao)o = [absco (A)]
−σ(X,Y ), and
2. (Bo)
o = [absco (B)]−σ(Y,X).
When A = FA, we have Ao = A⊥, and when B = FB, we have Bo = B⊥.
5
We are now in a position to make our definition of E-reflexivity for absolutely convex sets.
Definition 4. Suppose (X, Y,E) is a reflexivity triple and A ⊂ X . We define ac-E-ref(A) by
ac-E-ref (A) = (Ao ∩ E)o .
We say that A is ac-E-reflexive if and only if
A = ac-E-ref (A) .
Remark 1. Note that when S is a linear subspace of X , we have





so ac-E-ref(A) = RefE (A). Hence this notion of reflexivity coincides with the old one when we
restrict to linear subspaces.
Example 1. Suppose W is a Banach space with normed dual W#. Let X = B (W ), the algebra
of (bounded linear) operators on W . For each w ∈ W, α ∈ W#, define (w ⊗ α) : B (W )→ F by
(ω ⊗ α) (T ) = α (T (w)) .
We letE =
{
w ⊗ α : w ∈ W,α ∈ W#
}
and Y = sp(E). Then (X, Y,E) is a reflexivity triple. The
σ (X, Y )-topology on X = B (W ) is precisely the weak operator topology. Suppose A ⊂ B (W )
is an absolutely convex set. Then, for every T ∈ B (W ), we have T ∈ ac-E-ref(A) if and only if,
for every w ∈ W
Tw ∈ (Aw)− .




(Aw)− = ((Aw)o)o .
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Thus if Tw /∈ (Aw)−, there is an α ∈ (Aw)o such that |α (Tw)| > 1. Thus w ⊗ α ∈ Ao ∩ E and
|(x⊗ α) (T )| > 1. Thus T /∈ac-E-ref(A). Thus if T ∈ac-E-Ref(A), we have Tw ∈ (Aw)− for
every w ∈ W . If T /∈ac-E-ref(A), then there is an w ⊗ α ∈ Ao ∩ E such that (w ⊗ α) (T ). This
means α ∈ (Aw)o and |α (Tw)| > 1, so Tw /∈ (Aw)−.
In [20] D. Larson characterized reflexivity for a linear space of operators in terms of the closed
linear span of the rank-one tensors that annihilate the subspace. This result was generalized to the
reflexivity triple setting in [14, Theorem 1.2 (1)]. We have the analogue for ac-E-reflexivity.
Theorem 5. Suppose (X, Y,E) is a reflexivity triple and A ⊂ X is a σ (X, Y )-closed absolutely
convex set. Then A is ac-E-reflexive if and only if
Ao = [absco (Ao ∩ E)]−σ(Y,X) .
Proof. Suppose A is ac-E-reflexive which means A = (Ao ∩ E)o. By taking the polar of both
sides we get, by theorem 3,
Ao = ((Ao ∩ E)o)
o = ((Ao ∩ E)o)
o = [absco (Ao ∩ E)]−σ(Y,X) .
Suppose Ao = [absco (Ao ∩ E)]−σ(Y,X). Thus (Ao)o = ([absco (Ao ∩ E)]−σ(Y,X))o . Since A is
σ (X, Y )-closed and absolutely convex, we know A = (Ao)o. Also
([absco (Ao ∩ E)]−σ(Y,X))o = (Ao ∩ E)o = ac-E-ref (A)
which implies
A = (Ao ∩ E)o,
which means A is ac-E-reflexive.
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2.3 Hereditary ac-E-reflexivity
Suppose (X, Y,E) is a reflexivity triple and A ⊂ X is ac-E-reflexive. We say that A is heredi-
tarily ac-E-reflexive if and only if every σ (X, Y )-closed absolutely convex subset of A is ac-E-
reflexive. For subspaces of operators, hereditary reflexivity for reflexive subspaces of operators
was characterized by A. I. Loginov and V. S. Shulman [21]. Their result was extended to hereditar-
ily E-reflexive linear spaces in a reflexivity triple in [14, Theorem 1.2 (3)]. We are able to partially
extend this result for absolutely convex sets.
First we need a definition.
Definition 6. Suppose (X, Y,E) is a reflexivity triple and D ⊂ X . We say that Y is E-elementary
on D if and only if, for every ϕ ∈ Y , there is an e ∈ E, such that, for every x ∈ D,
ϕ (x) = e (x) .
If X is a normed space and Y ⊂ X# (the normed dual of X) and r ≥ 1, we say that Y is E-
elementary on D of order r if, for every s > r and every ϕ ∈ Y there is an e ∈ E such that
ϕ− e ∈ D⊥ and ‖e‖ ≤ s ‖ϕ‖.
Lemma 7. Suppose (X, Y,E) is a reflexivity triple and D ⊂ X . The following are equivalent:
1. Y is E-elementary on D
2. Y is E-elementary on [sp (D)]−σ(X,Y ).
Proof. If e ∈ E and ϕ ∈ Y , then ϕ (x) = e (x) for every x ∈ D if and only if D ⊂ ker (e− ϕ).
Since e−ϕ is σ (X, Y )-continuous and linear, ker (e− ϕ) is a σ (X, Y )-closed linear space. Thus
D ⊂ ker (e− ϕ) if and only if [sp (D)]−σ(X,Y ) ⊂ ker (e− ϕ) .
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Theorem 8. Suppose (X, Y,E) is a reflexivity triple and A ⊂ X is ac-E-reflexive. If Y is E-
elementary on A, then A is hereditarily ac-E-reflexive.
Proof. Suppose M is arbitrary closed absolutely convex subset of X , we want to show M is ac-
E-reflexive. Suppose x ∈ ac-E-ref(M) and x /∈ M . Since ac-E-ref(M) is σ (X, Y )-closed and
absolutely convex, it follows from the Hahn Banach theorem that there is a σ (X, Y )-continuous
linear functional f : X → C, such that, for every a ∈M ,
|f (a)| ≤ 1 < |f(x)|.
Since M ⊂ A,
ac-E-ref (M) ⊂ ac-E-ref (A) = A,
which implies x ∈ A. On the other hand, Y is E-elementary on A, which implies there is e ∈ E,
such that f − e ∈ A⊥. Therefore, e ∈ E ∩M o and |e (x)| = |f (x)| > 1, which contradicts x ∈
ac-E-ref(M). Therefore ac-E-ref(M) = M .
If Y isE-elementary onA, it does not mean thatA is reflexive. However, D. Larson [20] proved
in the Hilbert space case for subspace reflexivity there is a positive result. This was extended to
the reflexivity triple setting in [14, Theorem 1.2 (2)]. Here is a version for our setting.
First we need a definition.
Definition 9. Suppose (X, Y,E) is a reflexivity triple and n is a positive integer. We define
En = E + · · ·+ E = {x1 + · · ·xn : x1, . . . xn ∈ E} .
Clearly, (X, Y,En) is a reflexivity triple.
In [20] D. Larson proved that if S is a weak-operator closed linear space of operators on a
Hilbert space H , and every weak-operator continuous linear functional on S can be represented
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on S as a rank-one tensor, then {S ⊕ S ⊕ S : S ∈ S} acting on H ⊕ H ⊕ H is reflexive. In
[14, Theorem 1.2 (2)] D. Hadwin generalized this result to reflexivity triples, by showing that if
(X, Y,E) is a reflexivity triple with Y = sp(E), and if S ⊂ X is a σ (X, Y )-closed linear subspace
and Y is E-elementary on S, then S is E3-reflexive. We extend Hadwin’s result to absolutely
convex sets.
Theorem 10. Suppose (X, Y,E) is a reflexivity triple, A ⊂ X is absolutely convex, σ (X, Y )-
closed, and Y is E-elementary on A. Suppose also Y = sp(E). Then A is hereditarily ac-E3-
reflexive.
Proof. Let S be the σ (X, Y )-closed linear span of A. Suppose ϕ ∈ Y . Then, since Y is E-
elementary onA, there is an e ∈ E such thatA ⊂ ker (ϕ− e). However, ker (ϕ− e) is a σ (X, Y )-
closed linear subspace of X . Thus S ⊂ ker (ϕ− e). It follows that Y is E-elementary on S. Thus,
by [14, Theorem 1.2 (2)], S is E3-reflexive, which means that S is ac-E3-reflexive. Clearly, Y is
E3-elementary on S. It follows from Theorem 8 that S hereditarily ac-E3-reflexive. This clearly
implies that A is ac-E3-reflexive.
The sets En play another role in our theory




ac-En-ref (D) = [absco (D)]
−σ(X,sp(E)) .
Proof. Suppose D ⊂ X . It is clear that 3 theorem,we have, for each n ∈ N,







However, if f ∈ En, {x ∈ X : |f (x)| ≤ 1} is σ (X, sp (E))-closed. Thus, for every n ∈ N,
ac-En-ref (D) = ∩f∈En∩Do {x ∈ X : |f (x)| ≤ 1}





Now let M = [absco (D)]−σ(X,sp(E)) and suppose x /∈ M . Since M is absolutely convex and
σ (X, sp (E))-closed, we know from the Hahn Banach theorem that there is an f ∈sp(E) such
that, for every a ∈M ,
|f (a)| ≤ 1 < |f (x)| .
Since E is closed under scalar multiplication,
sp (E) = ∪∞m=1Em.
Thus there is an m ∈ N such that f ∈ Em. Now we have f ∈ Do ∩ Em and |f (x)| > 1. This
means x /∈ ac-Em-ref(D). Thus
∞⋂
n=1
ac-En-ref (D) ⊂ [absco (D)]−σ(X,sp(E)) .
.
2.4 Relative ac-E-reflexivity
Definition 12. Suppose (X, Y,E) is a reflexivity triple and A ⊂ B ⊂ X are absolutely convex
sets. We say that A is relatively ac-E-reflexive relative to B if A = [ac-E-ref (A)] ∩B.
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Theorem 13. Suppose (X, Y,E) is a reflexivity triple andA ⊂ B ⊂ C ⊂ X are absolutely convex
sets. If A is relatively ac-E-reflexive relative to B and B is relatively ac-E-reflexive relative to C,
then A is relatively ac-E-reflexive relative to C.
Proof. Suppose A is ac-E-reflexive relative to B which it means
A = [ac-E-ref (A)] ∩B.
Suppose B is ac-E-reflexive relative to C which it means
B = [ac-E-ref (B)] ∩ C.
Since A ⊂ B, ac-E-ref(A) ⊂ ac-E-ref(B) .
A = [ac-E-ref (A)] ∩B
= [ac-E-ref (A)] ∩ [ac-E-ref (B) ∩ C] = ac-E-ref (A) ∩ C.
2.5 Reflexive Graphs
For operators on a Hilbert space D. Hadwin and E. A. Nordgren [16] proved a reflexivity theorem
for certain graphs. This was extended to subspaces in a reflexivity triple in [14, Theorem 1.3]. We
have a version of the theorem for absolutely convex sets.
Suppose (Xk, Yk, Ek) is a reflexivity triple for k = 1, 2.
Then (X1 ×X2, Y1 × Y2, E1 × E2) is a reflexivity triple.
Theorem 14. Suppose (Xk, Yk, Ek) is a reflexivity triple for k = 1, 2, . Suppose A is an absolutely
convex and σ (X1, Y1)-closed subset of X1 which it is ac-E1-reflexive. Let Y1 is E1-elementary on
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A. Suppose ρ1 : X1 → X2 is an linear map that is σ (X1, Y1)-σ (X2, Y2) continuous. Let ρ = ρ1|A
Then
graph (ρ) = {(x, ρ (x)) : x ∈ A}
is an hereditarily ac-(E1 × E2)-reflexive subset of X1 ×X2.
Proof. If we prove that the graph(ρ) is E1 × E2-elementary and ac-(E1 × E2)-reflexive then by
Theorem 8 it is hereditarily ac-(E1 × E2)-reflexive. For showing graph(ρ) is reflexive, consider
E = E1 × E2 and assume (x1, x2) ∈ ac-E-ref (graph (ρ)). We will show (x1, x2) ∈ graph(ρ),
which means x1 ∈ A and ρ(x1) = x2.For every e1 ∈ E1 ∩Ao we will have (e1, 0) ∈ (graph(ρ))o ∩
E, which implies, for every x1 ∈ A,
|e1(x1)| = |(e1, 0) (x1, ρ (x1)) | ≤ 1.
Therefore, x1 ∈ ac-E1-ref (A) = A, sinceA is ac-E1-reflexive. We know (x1, ρ(x1)) ∈ graph(ρ) ⊂
ac-E-ref (graph (ρ)). Thus (0, 1
2
x2 − 12ρ(x1)) ∈ ac-E-ref(graph (ρ)). For every e2 ∈ E2, e2 ◦ ρ ∈
Y1, and, since Y1 is E1-elementary on A, there is e1 ∈ E1, such that e2 ◦ ρ − e1 ∈ (A)⊥.This
implies, for every n ∈ N,
n(−e1, e2) ∈ (graph (ρ))⊥ ∩ E ⊂ (graph (ρ))o ∩ E,
which implies ∣∣∣∣e2(12x2 − 12ρ(x1))






Since (E2)⊥ = 0, we see that ρ(x1) = x2.Now we will show Y1 × Y2 is E1 × E2-elementary on
graph(ρ). Suppose (f1, f2) ∈ Y1×Y2. Then f1 + f2 ◦ ρ ∈ Y1, which implies there is e1 ∈ E1, such
that
f1 + f2 ◦ ρ− e1 ∈ A⊥.
13





Suppose (X, Y,E) is a normed reflexivity triple and S ⊂ X is a σ (X, Y )-closed linear sub-
space. The Hahn Banach theorem implies that if x0 ∈ X and x0 /∈ S, then there is a ϕ ∈ Y such
that ϕ|S = 0 and ϕ (x0) 6= 0. If Y = X#, then we can find a ϕ ∈ Y such that ‖ϕ‖ = 1 and
ϕ (x0) = dist (x0, S) = inf {‖x0 − x‖ : x ∈ S} .
We define
dY (x, S) = sup
{
|ϕ (x)| : ϕ ∈ S⊥ and ‖ϕ‖ = 1
}
.
Thus we see that dY (x, S) is a generalized notion of the distance from x to S. Clearly, for all
x ∈ X,
dY (x, S) ≤ dist (x,S) .
We will see in Corollary 21 that there is an r > 0 (depending on S) such that
dist (x,S) ≤ rdY (x, S) .
This fact does not appear in [14].
We have that dY (·, S) is a seminorm on X and
dY (x, S) = 0 if and only if x ∈ S.
We define another seminorm dE (·, S) on X by
dE (x, S) = sup
{








It is clear that dE (x, S) = 0 if and only if x ∈ RefE (S). When S is E-reflexive, we get that
dE (x, S) = 0 if and only if x ∈ S. It is also clear, that for every x ∈ X , we have
dE (x, S) ≤ dY (x, S) .
These two seminorms are equivalent if and only if there is a constant K ≥ 1 such that, for every
x ∈ X ,
dY (x, S) ≤ KdE (x, S) .
When there is such a K ≥ 1, we say that S is E-hyperreflexive. We denote the smallest such K
if it exists by KE (S), which we call the constant of E-hyperreflexivity of S.
When X is a normed space and A ⊂ X is absolutely convex and σ (X, Y )-closed and x0 /∈ A,
then there is a continuous linear function ϕ ∈ Y such that, for every x ∈ A, |ϕ (x)| ≤ 1 < ϕ (x0).
However, even when Y = X#, this does not lead to a distance formula from A to x0. We have to
find an alternative approach. If t ∈ R, we define t+ = max (t, 0).
Definition 15. Suppose (X, Y,E) is a normed reflexivity triple andA ⊂ X is an absolutely convex
σ (X, Y )-closed subset of X . We define dY (·, A) : X → [0,∞) by
ac-dY (x,A) = sup
{[




: ϕ ∈ Y and ‖ϕ‖ ≤ 1
}
.
Similarly, we define dE (·, A) : X → [0,∞) by
ac-dE (x,A) = sup
{[




: ϕ ∈ E and ‖ϕ‖ ≤ 1
}
.
Note that when |ϕ (x)| − supw∈A |ϕ (w)| < 0, then [|ϕ (x)| − supw∈A |ϕ (w)|]
+ = 0. So we
really need only consider those ϕ such that
sup
w∈A
|ϕ (w)| ≤ |ϕ (x)| .
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Note that we can replace ϕ with eitϕ and get |ϕ (x)| = ϕ (x) without changing supw∈A |ϕ (w)|.
Since the Hahn Banach theorem ensures that there is at least one ϕ with ‖ϕ‖ = 1 such that
supw∈A |ϕ (w)| ≤ ϕ (x), we have
ac-dY (x,A) = sup
{[





ϕ ∈ Y , ‖ϕ‖ ≤ 1, sup
w∈A
|ϕ (w)| ≤ ϕ (x)
}
Since ϕ = 0 ∈ E and supw∈A |ϕ (w)| ≤ ϕ (x)
ac-dE (x,A) = sup
{[





ϕ ∈ E, ‖ϕ‖ ≤ 1, sup
w∈A
|ϕ (w)| ≤ ϕ (x)
}
Here are some of the basic properties of these functions.
Proposition 2. Suppose (X, Y,E) is a normed reflexivity triple and A ⊂ X is σ (X, Y )-closed
and absolutely convex. Then,
1. ac-dE (x,A) ≤ ac-dY (x,A) for every x ∈ X,
2. ac-dY (x,A) = 0 if and only x ∈ A
3. ac-dE (x,A) = 0 if and only x ∈ ac-E-ref(A) ,
4. If A is a σ (X, Y )-closed linear subspace of X , then
(a) ac-dY (x,A) = dY (x,A) for every x ∈ X, and
(b) ac-dE (x,A) = dE (x,A) for every x ∈ X .
Proof. 1. Clearly, since E ⊂ Y there are more functionals in Y , so supremum over Y will be
greater than the supremum over E.
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2. Suppose x ∈ A, thus |ϕ (x)| ≤ supw∈A |ϕ (w)|, so [|ϕ (x)| − supw∈A |ϕ (w)|]
+ = 0. There-
fore ac-dY (x,A) = 0.
Suppose x /∈ A. Since A is σ (X, Y )-closed and absolutely convex, the Hahn Banach theorem
implies there is a ϕ ∈ Y , such that for every w ∈ A,
|ϕ (w)| ≤ 1 < |ϕ (x)| .
This implies [|ϕ (x)| − supw∈A |ϕ (w)|]
+ > 0. Thus ac-dY (x,A) > 0.
3. Suppose ac-dE (x,A) > 0. Then there is a ϕ ∈ E, such that
|ϕ (x)| > sup
w∈A
|ϕ (w)| .
Choose r so that









∣∣ > 1. This means x /∈ac-E-ref(A).
Next suppose ac-dE (x,A) = 0. Then, for every ϕ ∈ E,
|ϕ (x)| ≤ sup
w∈A
|ϕ (w)| .
In particular, for every ϕ ∈ Ao ∩ E,
|ϕ (x)| ≤ sup
w∈A
|ϕ (w)| ≤ 1.
Thus x ∈ (Ao ∩ E)o = ac-E-ref(A).
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4. Suppose ϕ ∈ Y . If ϕ /∈ A⊥, then, since A is a linear space, supw∈A |ϕ (w)| = ∞, which
means [






ac-dY (x,A) = sup
{[




: ϕ ∈ A⊥, ‖ϕ‖ ≤ 1
}
= dY (x,A) ,
and
ac-dE (x,A) = sup
{[




: ϕ ∈ A⊥ ∩ E, ‖ϕ‖ ≤ 1
}
= dE (x,A) .
If A is ac-E-reflexive, we see that ac-dY (x,A) = 0 exactly when ac-dE (x,A) = 0 exactly
when x ∈ A. We also have ac-dE (x,A) ≤ ac-dY (x,A) for every x ∈ X . However, when A
is not a linear space, ac-dE (·, A) and ac-dY (·, A) are not seminorms. Thus we cannot define the
analogue of a constant of hyperreflexivity. This makes the definition of hyperreflexivity much more
complex.
Definition 16. Suppose (X, Y,E) is a normed reflexivity triple, and suppose A ⊂ X is ac-E-
reflexive. We say that A is ac-E-hyperreflexive if and only if, for every ε > 0 there is a δ > 0, such
that, for every x ∈ X ,
ac-dE (x,A) < δ ⇒ ac-dY (x,A) < ε.
Here is a sequential version of the definition of ac-E-hyperreflexivity.
Lemma 17. Suppose (X, Y,E) is a normed reflexivity triple, and suppose A ⊂ X is ac-E-
reflexive. Then A is ac-E-hyperreflexive if and only if, for every sequence {xn} in X ,
lim
n→∞
ac-dE (xn, A) = 0⇒ lim
n→∞
ac-dY (xn, A) = 0.
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Proof. Suppose A is ac-E-hyperreflexive. Suppose {xn} in X , such that limn→∞ac-dE (xn, A) =
0. We want to prove limn→∞ac-dY (xn, A) = 0. Suppose ε > 0. Since A is ac-E-hyperreflexive
there is a δ > 0 such that, for every x ∈ X ,
ac-dE (x,A) < δ ⇒ ac-dY (x,A) < ε.
But limn→∞ac-dY (xn, A) = 0, so there is a N ∈ N such that,
n ≥ N ⇒ ac-dE (xn, A) < δ ⇒ ac-dY (xn, A) < ε.
Next suppose A is not ac-E-hyperreflexive. Thus, there is an ε > 0 such that, for all δ > 0, there
is x ∈ X such that
ac-dE (x,A) < δ and ac-dY (x,A) ≥ ε.
Consider δ = 1
n
there is xn ∈ X such that
ac-dE (xn, A) <
1
n
and ac-dY (xn, A) ≥ ε.
This means limn→∞ac-dE (xn, A) = 0 but limn→∞ac-dY (xn, A) 6= 0.
We show that for linear subspaces, the definitions of hyperreflexivity coincide.
Lemma 18. Suppose (X, Y,E) is a normed reflexivity triple, and suppose S ⊂ X is and E-
reflexive linear subspace. Then S is E-hyperreflexive if and only if S is ac-E-hyperreflexive.
Proof. If S is a linear subspace, then by Proposition 2, ac-dE (x, S) = dE (x, S) and ac-dY (x, S) =
dY (x, S) and dE (x, S) and dY (x, S) are seminorms. The statement of the definition of ac-E-
hyperreflexivity coincides with the existence of a K ≥ 1 such that
dY (x, S) ≤ KdE (x, S) .
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Lemma 19. Suppose (X, Y,E) is a normed reflexivity triple and B ⊂ X is absolutely convex.
Then, for every sequence {cn} in X ,
ac-dY (cn, B)→ 0⇒ dist(cn, B)→ 0.
Proof. Suppose limn→∞ ac-dY (cn, B) = 0.
Assume, via contradiction, dist(cn, B) 9 0. Then there is an ε > 0 and a subsequence, which
we will still call {cn}, such that, for every n ∈ N, dist(cn, B) ≥ ε.
Thus, for every n ∈ N, cn /∈ B + ε2ball(0, 1), Thus by the Hahn Banach theorem, there is
ϕn ∈ Y and an sn, rn > 0, such that ||ϕn|| = 1 such that for every x ∈ B + ε2ball(0, 1),B
Reϕn(x) < rn < sn ≤ Reϕn(cn)
We write x = u+ ε
2








< rn < sn ≤ Reϕn(cn) ≤ |ϕn(cn)|
We can choose α, β ∈ R so that













eiβv ∈ B + ε
2




|ϕn (v)| ≤ rn
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for all u ∈ B and v ∈ ball(0, 1). Since
sup {|ϕn (v)| : v ∈ ball(0, 1)} = ‖ϕn‖ = 1,




≤ rn < sn ≤ Re (ϕn (cn)) ≤ |ϕn(cn)| .











≤ |ϕn(cn)| − sup
u∈B
|ϕn(u)|


























ac-dY (cn, B) = 0.
In [14] it was stated that if (X, Y,E) is a normed reflexivity triple and S is a σ (X, Y )-closed
linear subspace of X , then, in many applications, dY (x,S) is equal to dist(x,S). However,
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Lemma 19 implies that in every normed reflexivity triple, (X, Y,E), dY (x,S) represents the
distance from x to S .
The following lemma is well-known [24].
Lemma 20. Suppose V is a vector space and p1 and p2 are seminorms on V. The following are
equivalent:
1. For every sequence {vn} in V ,
p2 (vn)→ 0⇒ p1 (vn)→ 0.
2. There is a smallest constant K ≥ 0 such that, for every v ∈ V ,
p1 (v) ≤ Kp2 (v) .
Moreover, if ε > 0 and δ > 0 and, for every v ∈ V ,
p2 (v) ≤ δ ⇒ p1 (v) ≤ ε,
then K ≤ ε/δ.
If S ⊂ X is a linear space, then dY (·, S) and dist(·, S) are seminorms.
Corollary 21. Suppose (X, Y,E) is a normed reflexivity triple and S is a σ (X, Y )-closed linear
subspace of X . Then there is a smallest r = rE (S) ≥ 0 such that, for every x ∈ X,
dist (x,S) ≤ rE (S) dY (x,S) and dY (x,S) ≤ dist (x,S) .
Proof. By Lemma 19 and Lemma 20 there is a smallest r such that
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dist (x,S) ≤ rE (S) dY (x,S) .
dY (x,S) ≤ dist (x,S) ,
is always true.
This shows that for hyperreflexivity of closed linear subspaces, the original Hilbert space defi-
nition still works. Thus even in the general setting, hyperreflexivity give a distance estimate.
Theorem 22. Suppose (X, Y,E) is a normed reflexivity triple and S is a σ (X, Y )-closed linear
subspace. The following are equivalent:
1. S is E-hyperreflexive
2. There is a K ≥ 1 such that, for all x ∈ X,
dist (x,S) ≤ KdE (x,S) .












Proof. By [14, Theorem 2.1] we know (1) and (3) are equivalent. Suppose there is a K ≥ 1 such
that, for all x ∈ X,
dist (x,S) ≤ KdE (x,S) .
By Lemma 21 we know dY (x,S) ≤ dist (x,S). Thus
dY (x,S) ≤ KdE (x,S) .
Thus there is a smallest K such that satisfied in this equation, therefore S is E-hyperreflexive.
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Now suppose S is E-hyperreflexive. This means
dY (x,S) ≤ KE (S) dE (x,S) .
By Lemma 21, for every x ∈ X,
dist (x,S) ≤ rE (S) dY (x,S) .
Let K = KE (S) · rE (S), thus there is K ≥ 1 such that,
dist (x,S) ≤ KdE (x,S) .
In the case that Y is a Banach space, we get an improvement of D. Hadwin’s generalization [14,
Theorem 2.2] of W. Arveson’s characterization [5] of hyperreflexivity for a weak*-closed linear
space of operators on a Hilbert space. In D. Hadwin’s theorem, he assumed that Y is a Banach
space and X = Y #. We only need that Y is a Banach space. The proof in [14, Theorem 2.2] still
works in view of Theorem 22.
Theorem 23. Suppose (X, Y ) is a normed reflexivity triple and Y is a Banach space. Suppose
S ⊂ C is an E-reflexive linear subspace. The following are equivalent:
1. S is E-hyperreflexive
2. For every ϕ ∈ S⊥, there is a sequence {en} in E ∩ S⊥ such that
(a)
∑∞






Definition 24. Suppose (X, Y,E) is a normed reflexivity triple, and suppose A ⊂ B ⊂ X are
absolutely convex sets. We say that A is ac-E-hyperreflexive relative to B if and only if, for every
ε > 0 there is a δ > 0, such that, for every x ∈ B,
ac-dE (x,A) < δ ⇒ ac-dY (x,A) < ε.
The following is an analogue of Lemma 17 and requires no proof.
Lemma 25. Suppose (X, Y,E) is a normed reflexivity triple, and suppose A ⊂ B ⊂ X is ac-E-




ac-dE (xn, A)⇒ lim
n→∞
ac-dY (xn, A) .
For the next proof we use the fact that if s, t ∈ R, then
∣∣s+ − t+∣∣ ≤ |s− t| .





Lemma 26. Suppose A ⊂ X and b, c ∈ X . Then
|ac-dE (c, A)− ac-dE (b, A) | ≤ ||c− b||
Similarly,
|ac-dY (c, A)− ac-dY (b, A) | ≤ ||c− b||.
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Proof. Suppose ϕ ∈ E and ‖ϕ‖ ≤ 1 and ϕ is linear. Consider αϕ = supw∈A |ϕ (w)|.
||ϕ(c)| − |ϕ(b)|| ≤ |ϕ(c− b)| ≤ ‖ϕ‖ ‖c− b‖ ≤ ‖c− b‖
||ϕ(c)| − αϕ − (|ϕ(b)| − αϕ)| ≤ ‖c− b‖
| [|ϕ(c)| − αϕ]+ − [|ϕ(b)| − αϕ]+ | ≤ ||ϕ(c)| − αϕ − |ϕ(b)| − αϕ|
Thus,
| [|ϕ(c)| − αϕ]+ − [|ϕ(b)| − αϕ]+ | ≤ ‖c− b‖
This means
[|ϕ(c)| − αϕ]+ − [|ϕ(b)| − αϕ]+ ≤ ‖c− b‖
Thus
[|ϕ(c)| − αϕ]+ ≤ ‖c− b‖+ [|ϕ(b)| − αϕ]+
Then by taking supremum over ϕ ∈ E, we will have
ac-dE (c, A) ≤ ‖c− b‖+ ac-dE (b, A)
Thus
ac-dE (c, A)− ac-dE (b, A) ≤ ‖c− b‖ .
If we interchange c and d, we get
− [ac-dE (c, A)− ac-dE (b, A)] ≤ ‖c− b‖ .
Thus
|ac-dE (c, A)− ac-dE (b, A)| ≤ ‖c− b‖ .
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Theorem 27. Suppose (X, Y,E) is a normed reflexivity triple andA ⊂ B ⊂ C ⊂ X are absolutely
convex sets. If A is ac-E-hyperreflexive relative to B, and B is ac-E-hyperreflexive relative to C,
then A is ac-E-hyperreflexive relative to C.
Proof. Suppose {cn} is a sequence in C such that ac-dE (cn, A)→ 0. Since A ⊂ B
ac-dE (cn, B) ≤ ac-dE (cn, A)→ 0
Which it’s implies ac-dE (cn, B) → 0 . Since B is relatively ac-E-hyperreflexive relative to C, it
will implies ac-dY (cn, B)→ 0. By Lemma 19,
dist (cn, B)→ 0.
Thus there is a sequence {bn} in B such that, ||cn − bn|| → 0. By Lemma 26,
|ac-dE (cn, A)− ac-dE (bn, A) | ≤ ||cn − bn|| → 0 .
Since ac-dE (cn, A) → 0, we know ac-dE (bn, A) → 0. Since A is relatively ac-E-hyperreflexive
relative to B, we conclude ac-dY (bn, A)→ 0.According to lemma 26
|ac-dY (cn, A)− ac-dY (bn, A) | ≤ ||cn − bn|| → 0.
Since ac-dY (bn, A)→ 0, we know that ac-dY (cn, A)→ 0.
3.2 Hereditary Hyperreflexivity
Definition 28. Suppose (X, Y,E) is a normed reflexivity triple and A ⊂ X is ac-E-hyperreflexive.
We say that A is hereditarily ac-E-hyperreflexive if every σ (X, Y )-closed absolutely convex sub-
set of A is ac-E-hyperreflexive.
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Theorem 29. Suppose (X, Y,E) is a normed reflexivity triple and A ⊂ X is ac-E-hyperreflexive
and Y is E-elementary on A of order r ≥ 1. Then A is hereditarily ac-E-hyperreflexive.
Proof. Let B is an arbitary σ (X, Y )-closed absolutely convex subset of A. For every sequence
{xn} in X , limn→∞ ac-dE (xn, B) = 0. Since ac-dE (xn, A) ≤ ac-dE (xn, B), so limn→∞ ac-
dE (xn, A) = 0. Since A is ac-E-hyperreflexive limn→∞ ac-dY (xn, A) = 0. By Lemma 19
limn→∞ dist(xn, A) = 0, and there is a sequence an ∈ A such thatlimn→∞ ||xn − an|| = 0. By
Lemma 26 we know
|ac-dE (xn, B)− ac-dE (an, B) | ≤ ||xn − an||,
which means limn→∞ ac-dE (an, B) = 0.Now we claim limn→∞ ac-dY (an, B) = 0. Assume the
contrary. We can replace {an} with a subsequence and find an ε > 0 such that, for every n ≥
1According to the definition of supremum there is a sequence ϕn ∈ Y , ‖ϕn‖ ≤ 1 such that
ε ≤ |ϕn(an)| − sup
ω∈B
|ϕn(ω)|.
Since Y is E-elementary on A of order r ≥ 1, there is en ∈ E such that for every b ∈ B,
en(b) = ϕn(b) and‖en‖ ≤ r ‖ϕn‖ ≤ r. Hence enr ∈ E and
∥∥ en
r











This means limn→∞ ac-dE (an, B) 6= 0. This is a contradiction. Therefore limn→∞ ac-dY (an, B) =
0. Also we know
|ac-dY (xn, B)− ac-dY (an, B) | ≤ ||xn − an||,
Thus limn→∞ ac-dY (xn, B) = 0. Therefore B is ac-E-hyperreflexive. Thus A is hereditarily
ac-E-hyperreflexive.
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3.3 A New Result
Definition 30. Suppose (X, Y,E) is a normed reflexivity triple. We call a family {An : n ∈ D}
uniformly ac-E-hyperreflexive if and only if, for every ε > 0 there is a δ > 0 such that for every
x ∈ X and every n ∈ D,
ac-dE (x,An) < δ ⇒ ac-dY (x,An) < ε.
Lemma 31. Suppose (X, Y,E) is a normed reflexivity triple and S is a σ (X, Y ) closed linear
subspace of X . Suppose ε > 0 and δ > 0. The following are equivalent:
1. For every x ∈ X , dE (x, S) ≤ δ ⇒ dY (x, S) ≤ ε.
2. S is E-hyperreflexive and KE (S) ≤ ε/δ.
Proof. Prove follows by Lemma 20.
For a family of linear subspaces, uniformly ac-E-hyperreflexive means that they are E−hyperreflexive
and their constants of E-hyperreflexivity are uniformly bounded.
Corollary 32. Suppose (X, Y,E) is a normed reflexivity triple and {Si} is a family of linear
subspaces of X . The following are equivalent:
1. {Si : i ∈ I} is uniformly ac-E-hyperreflexive
2. supi∈I KE (Si) <∞.
Proof. If Sn is a linear subspace of X , by Lemma 18 ac-E-hyperreflexive is the same as hyper-
reflexive. Also by Lemma 31 It is easy to see that (1) is equivalence to (2).
We can now prove a new result that does not appear in the literature even in the case of Hilbert
space operators.
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Theorem 33. Suppose X is Banach space and Y = X# and that (X, Y,E) is a reflexivity triple
and {ϕ ∈ E : ‖ϕ‖ ≤ 1} is σ (Y,X)-closed. Suppose (D,≤) is a directed set C = {An : n ∈ D} is
an increasing family (i.e., n1 ≤ n2 implies An1 ⊂ An2) of absolutely convex subsets of X . Suppose








Proof. Since n1 ≤ n2 implies An1 ⊂ An2 , which in turn implies
ac-dE (x,An1) ≥ ac-dE (x,An2) and ac-dY (x,An1) ≥ ac-dY (x,An2) ,
we see that {ac-dE (x,An)}n∈D and {ac-dY (x,An+1)}n∈D are decreasing nets that converge to
their infima.Now we will show
lim
n
ac-dY (x,An) = inf
n




ac-dE (x,An) = inf
n
ac-dE (x,An) = ac-dE (x,A) .
We know for all n ∈ D,
ac-dY (x,A) ≤ ac-dY (x,An)
thus




ac-dY (x,A) < inf
n∈D
ac-dY (x,An)
By using the definition of infimum, there are r, s ∈ R such that




This means for all n ∈ D,
0 < ac-dY (x,A) < r < s ≤ ac-dY (x,An) .
Hence, for all n ∈ D,








Thus, for each n ∈ D, there is ϕn ∈ Y, ‖ϕn‖ ≤ 1,






Since 0 < t+ implies t = t+, we have, for each n ∈ D,
0 < r < |ϕn(x)| − sup
u∈An
|ϕn(u)|
Since Y = X#, Alaoglu’s theorem implies ball(Y ) is σ (X, Y )-compact. Thus there is subnet










(|ϕnk(x)| − |ϕnk(u)|) .
Therefore, for every u ∈ Ank ⊂ Ank+1
0 < r ≤ (|ϕnk(x)| − |ϕnk(u)|) .
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0 < r ≤ (|ϕ(x)| − |ϕ(u)|) .




0 < r ≤ (|ϕ(x)| − |ϕ(u)|) .
Thus,
0 < r ≤ inf
u∈A
(|ϕ(x)| − |ϕ(u)|)
= |ϕ (x)| − sup
u∈A
|ϕ (u)| ≤ ac-dY (x,A) < r.
This contradiction implies
ac-dY (x,A) = inf
n∈D
ac-dY (x,An) .
Similarly, since {ϕ ∈ E : ‖ϕ‖ ≤ 1} is σ (Y,X)-closed,
ac-dE (x,A) = inf
n∈D
ac-dE (x,An) = lim
n
ac-dE (x,An) .
Now suppose for every ε > 0. We know that there is δ > 0 such that, such that, for all n ∈ D and
all x ∈ An,
ac-dE (x,An) < δ ⇒ ac-dY (x,An) < ε/2.
Suppose x ∈ X and
lim
n
ac-dE (x,An) = ac-dE (x,A) < δ.
Thus there is no ∈ D, such that, for every n ≥ n0.
ac-dE (x,An) < δ,
33
which implies
ac-dY (x,An) < ε/2.
Thus
ac-dY (x,A) = lim
n
ac-dY (x,An) ≤ ε/2 < ε.
Example 2. Suppose H is a Hilbert space with an orthonormal basis {eλ : λ ∈ Λ}. If T ∈ B (H)
and T ≥ 0, we can define the trace of T, by









is a two-sided ideal in B (H) and is a Banach space with respect to the norm ‖·‖1. Also, the trace
function dfines a contractive continuous linear functional on C1 (H). If K (H) is the set of all
compact operators on H , then, for every norm continuous linear functional ϕ on K (H) there is a
unique Aϕ ∈ C1 (H) with ‖A‖1 = ‖ϕ‖such that, for every K ∈ K (H),
ϕ (K) = trace (AϕK) .
In this way, we see that K (H)# = C1 (H). Moreover, if ψ ∈ C1 (H)#, there is a unique Tψ ∈
B (H) with ‖T‖ = ‖ψ‖ such that, for every A ∈ C1 (H),
ψ (A) = trace (ATψ) .
Thus we have C1 (H)# = B (H). This means that if we let X = B (H) and Y = C1 (H) and
E =
{
x⊗ α : x ∈ H,α ∈ H# = H
}
, then the hypotheses of Theorem 33 are satisfied.
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Corollary 34. Suppose X is Banach space and Y = X# and that (X, Y,E) is a reflexivity triple.
Suppose {Si : i ∈ I} is an increasingly directed family of E-hyperreflexive linear subspaces such







Proof. By Lemma 18 ac-E-hyperreflexive is the same as E-hyperreflexive. By Corollary 32 we
know {Si : i ∈ I} is uniformly ac-E-hyperreflexive. By Theorem 33 S is E-hyperreflexive.
Theorem 35. Suppose X is normed space and Y = X# and that (X, Y,E) is a reflexivity triple.





KE (S) ≤ lim inf
n
KE (Sn) .
Proof. Suppose x ∈ X . Then, for every n ∈ D,
dY (x, Sn) ≤ KE (Sn) dE (x, Sn) .
Since
dY (x, Sn) = ac-dY (x, Sn) and dE (x, Sn) = ac-dE (x, Sn) ,
we have from the proof of Theorem 33,
dY (x, S) = lim
n
dY (x, Sn) and dE (x, S) = lim
n
dE (x, Sn) .
Thus, taking lim inf of both sides of
dY (x, Sn) ≤ KE (Sn) dE (x, Sn) ,
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we get






dE (x, S) .
Thus,






In this section we develop analogues in our general setting of direct integrals for absolutely
convex sets, and we prove general versions of reflexivity results concerning direct integrals[„,].
We also prove a new result in our general setting that translates in the Hilbert space case to the
theorem that a direct integral of algebras is hyperreflexive if and only if almost every integrand is
hyperreflexive and the constant of hyperreflexivity are essentially bounded.
We shall need some results concerning measurable cross-sections. Recall that an analytic
space is a metrizable topological space that is continuous image of a complete separable metric
space. Throughout this section (Ω,M, µ) is a complete σ-finite measure space. Suppose A is an
analytic space. Give the product Ω×A the product Borel structure, and let π1 : Ω×A→ Ω be the
projection map. If Q ⊂ Ω× A, ω ∈ Ω, let Qω = {a ∈ A : (ω, a) ∈ Q}.
We will make use of the following results, which can be found in [19] Himmelberg and nicely
summarized in [6].
Proposition 3. Suppose A is an analytic space and Q ⊂ Ω× A.
1. If Q is a measurable subset of Ω× A, then π1(Q) ∈ M, and there is a measurable function
from π1(Q) to A whose graph is contained in Q.
2. SupposeQω is closed for each ω in Ω. ThenQ is measurable if and only if there is a sequence
{ϕn} of measurable functions from π1(Q) to A such that {ϕn(ω) : n ≥ 1} is dense in Qω for
every ω in Ω.
Throughout this section, we assume Suppose (X, Y,E) is a normed reflexivity triple such that
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(Ai) the unit ball X is σ(X, Y )-metrizable, separable and analytic,
(Aii) the unit ball Y is σ(Y,X)-metrizable, separable and analytic
(Aiii) {e ∈ E : ||e|| ≤ 1} is a σ(Y,X)-Borel subset of Y ,
(Aiv) the map < , >: X × Y → F defined by < x, f > = f(x) is measurable with respect to
the product Borel structure on X × Y given by the σ(X, Y ) and σ(Y,X) topologies.
(Av) E is a σ (X, Y )-closed subset of Y .
Remark 2. 1. It follows from (Ai) above that the map x→ ||x|| is absolutely σ(X, Y )-measurable
on X , and it follows from (Aii) that the map y → ||y|| is absolutely σ(Y,X)-measurable on Y . If
ball(X) is a Borel set, then the map x→ ||x|| is Borel measurable.
2. If X is norm separable, then the norm Borel subsets of X are absolutely measurable with
respect to the σ(X, Y )-Borel sets. To see this, first note that the preceding remark implies that
open balls in X are absolutely σ(X, Y )-measurable, and the norm separability of X implies that
every norm-open subset of X is a countable union of open balls. Thus every norm open subset
of X is absolutely σ(X, Y )-measurable. If ball(X) is σ(X, Y )-Borel set, then the norm-Borel
sets coincide with the σ(X, Y )-Borel sets. Clearly, this remark remains true if X and Y are
interchanged.
3. If either X is norm separable or ball(X) is σ(X, Y )-Borel set, then (Aiv) above is implied
by (Ai), (Aii), and (Aiii). To see this, note that it is enough to show that < , > restricted to
ball(X)×ball(Y ) is measurable. However, if X is norm separable or ball(X) is a σ(X, Y )-
Borel set, the preceding remark shows that it is enough to show that the restriction of < , >
to ball(X)×ball(Y ) is measurable with respect to the norm topology on ball(X) and σ(X, Y )-
topology on ball(Y ). However < , > is continuous with respect to these topologies. To see this,
note that if {xn} is a sequence in ball(X) that is norm convergent to x and {fn} is a sequence
in ball(Y ) that is σ(Y,X)-convergent to f , then we have | < xn, fn > − < x, f > | ≤ ||xn −
fn||||fn||+ | < x, fn > − < x, f > | → 0 as n→∞. The validity of this remark is also invariant
under the interchange of X and Y .
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Definition 36. A family {Sω : ω ∈ Ω} of σ(X, Y )-closed linear subspaces of X is attainable if
there is a sequence {fn} of measurable functions from Ω to X such that
Sω = sp {f1 (ω) , f2 (ω) , ...} a.e.(µ).
The family {Sω : ω ∈ Ω} is measurable if there is a sequence {hn} of measurable functions from
Ω to Ball(X) such that
{hn(ω) : n ∈ N}σ(X,Y ) = ball(Sω) a.e. (µ)
Similar definitions are made for families of subspaces of Y.
Definition 37. A family {Aω : ω ∈ Ω} of absolutely convex and σ(X, Y ) -closed subset of X is
attainable if there is a sequence {fn} of measurable functions from Ω to X such that
Aω = absco {f1 (ω) , f2 (ω) , ...} a.e. (µ)
Definition 38. A family {Aω : ω ∈ Ω} of absolutely convex and σ(X, Y ) -closed subset of X is
measurable if there is a sequence {fn} of measurable functions from Ω to X such that , for every
R > 0,
{fn(ω) : ‖fn‖∞ ≤ R, n ∈ N}
σ(X,Y )
= {x ∈ Aω : ‖x‖ ≤ R} .
Remark 3. It is clear from the definition that we can redefine a measurable family {Aω : ω ∈ Ω}
of absolutely convex and σ(X, Y ) -closed subset of X on a set of measure 0 so that
{fn(ω) : ‖fn‖∞ ≤ R, n ∈ N}
σ(X,Y )
= {x ∈ Aω : ‖x‖ ≤ R}
holds for every ω ∈ Ω.
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Lemma 39. A collection {Aω : ω ∈ Ω} of absolutely convex closed sets is measurable if and only
if, for every rational number r > 0, there is a countable set Fr of measurable functions from Ω to
X such that ‖f‖∞ ≤ r for every f ∈ Fr and such that
{f(ω) : f ∈ Fr}
σ(X,Y )
= {x ∈ Aω : ‖x‖ ≤ r} .
Proof. Let {f1, f2, . . .} = ∪r∈Q,r>0Fr.
We now assume that X is vector space of (equivalence classes of) measurable functions from
Ω to X such that
(Bi) If f ∈ X , g : Ω→ X is measurable, ||g(ω)|| ≤ ||f(ω)|| a.e, (µ), then g ∈ X .
(Bii) If f : Ω→ X is σ (X, Y )-measurable and bounded, and if E ∈M and µ (E) <∞, then
fχE ∈ X .
Similarly, we assume that Y is a vector space of measurable functions from Ω to Y such that
(Biii) If f ∈ Y , g : Ω→ Y is measurable, ||g(ω)|| ≤ ||f(ω)|| a.e. (µ), then g ∈ Y .
(Biv) If g : Ω→ Y is σ (Y,X)-measurable and bounded, and if E ∈ M and µ (E) <∞, then
gχE ∈ Y .
We also assume
(Bv) If f ∈ X and g ∈ Y , then the function < f, g > on Ω is defined by < f, g > (ω) =
< f(ω), g(ω) > is in L1(µ).
We define E = { g ∈ Y : g(ω) ∈ E a.e. (µ)}.
Example 3. Suppose W is a normed space and h : Ω→ W . We define |h| : Ω→ [0,∞) by
|h (ω)| = ‖h (ω)‖ .
If h is measurable in some sense, |h| = ‖‖ ◦ h is measurable.
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We define LpY (µ,X) and L
q
X(µ, Y ) by
LpY (µ,X) = {f | f : Ω→ X , f is σ(X, Y )-measurable, |f | ∈ L
p(µ)},
and
LqX(µ, Y ) = {g | g : Ω→ Y , g is σ(Y,X)-measurable, |g| ∈ L
q(µ)}.
We also define
LqX(µ,E) = {g ∈ L
q
X(µ, Y )| g(ω) ∈ E a.e. (µ)}.
We define
‖f‖p = ‖|f |‖p and ‖g‖q = ‖|g|‖q .
Since
〈, 〉 : X × Y → C
defined by
〈x, h〉 = h (x)
is continuous, and since, for every f ∈ LpY (µ,X) and every g ∈ L
q
X(µ, Y ), the map
(f, g) : Ω→ X × Y
is measurable, we see that
〈, 〉 : LpY (µ,X)× L
q
X(µ, Y )→ C
define as
〈f, g〉 = 〈, 〉 ◦ (f, g)
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is measurable. Also, for each ω ∈ Ω, we have
|〈f, g〉 (ω)| = |〈f (ω) , g (ω)〉| ≤ ‖f (ω)‖ ‖g (ω)‖ .
Thus
‖〈f, g〉‖1 ≤ ‖|f | |g|‖1 ≤ ‖f‖p ‖g‖q <∞.
We define a duality 〈〈·, ·〉〉 between LpY (µ,X) and L
q




< f(ω), g(ω) > dµ(ω),
and we have
|〈〈f, g〉〉| ≤ ‖f‖p ‖g‖q .












Make LpY (µ,X) and L
q
X(µ, Y ) normed linear spaces. Thus X = L
p
Y (µ,X), Y = L
q
X(µ, Y ),
E = LqX(µ,E) is an example satisfying (Bi)-(Bv) above.
Example 4. (See [14].) Suppose ψ : Ω → (0,∞) is measurable function. Let X = ψLpY (µ,X),
and let Y = 1
ψ
LqX(µ, Y ) and E = 1ψL
q
X(µ,E).
The following result was proved in [14].
Lemma 40. (X , Y , E) is a reflexivity triple.
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If {Aω : ω ∈ Ω} is a family of subsets of X , we define the direct integral of the Aω’s with
respect to X , denoted
∫ ⊕
Ω,X Aωdµ(ω), to be the set of all f in X such that f(ω) ∈ Aω a.e. (µ).
For such an f we write f =
∫ ⊕
Ω,X f(ω)dµ(ω). If X = L
p





Remark 4. Using the direct integral notation, we see thatX =
∫ ⊕






Definition 41. Suppose W is a vector space over F ∈ {R,C} and A ⊂ W . Let Q be the set of






















it is clear that, with respect to any linear topology on W,
[abscoQ (A)]
− = [absco (A)]− .
Theorem 42. Suppose {Aω : ω ∈ Ω} is an attainable family of absolutely convex and σ(X, Y )-
closed subsets of X . Then
1. {Aω : ω ∈ Ω} is measurable.
2. {Aoω : ω ∈ Ω} is measurable.
3. For every rational r > 0, there is a sequence {gn} of measurable functions from Ω to
r · ball(E) such that {gn(ω) : n ≥ 1} is σ(X, Y ) -dense in Ao ∩ r · ball(E).
Proof. (1) Since {Aω : ω ∈ Ω} is an attainable family and each Aω is closed, we know from
Proposition 3Q = {(ω, x) ∈ Ω×X : x ∈ Aω} is a measurable subset of Ω×X . ThusQ (r) = Q∩
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[Ω× rball (X)] is measurable. Hence, by Proposition 3, there is a countable set Fr of measurable
functions from Ω to X such that
{f (ω) : f ∈ Fr}−σ(X,Y ) = Q (r)ω = {x ∈ Aω : ‖x‖ ≤ r} .
Thus, by Lemma 39, {Aω : ω ∈ Ω} is measurable.
(2) We can assume that there is a sequence {f1, f2, . . .} of measurable functions from Ω to X
such that, for every ω ∈ Ω,
{f1 (ω) , f2 (ω) , . . .}−σ(X,Y ) = Aω.
For each n ∈ N, define πn : Ω× Y → C by
πn (ω, y) = |〈fn (ω) , y〉| .
Since the map (ω, y) 7→ (fn (ω) , y) is measurable, and the map (x, y) 7→ |〈x, y〉| is maeasurable,
the composition πn is measurable in Ω× Y . Thus
Q = ∩∞n=1π−1n ([0, 1])
is a measurable subset of Ω× Y . However,
Q = {(ω, y) ∈ Ω× Y : y ∈ Aoω} .
Thus, by Proposition 3, {Aoω : ω ∈ Ω} is a measurable family.
(3) This follows as in proof (2) with replacing E with Y
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Definition 43. Suppose {Aω : ω ∈ Ω} is a measurable family of σ(X, Y )-closed absolutely convex
subsets of X , A =
∫ ⊕
Ω,X Aωdµ(ω). For each ϕ ∈ Y , define
βϕ(ω) = sup{|< h,ϕ(ω) >| : h ∈ Aω}.
Note: If {f1, f2, . . .} is a collection of measurable functions from Ω to X such that
{f1 (ω) , f2 (ω) , . . .}−σ(X,Y ) = Aω a.e. (µ) ,
then
sup{|< h,ϕ(ω) >| : h ∈ Aω} = sup{|< fn (ω) , ϕ(ω) >| : n ∈ N} a.e. (µ) .
Thus, by (Bv), βϕ is a measurable function on Ω.
Theorem 44. Suppose {Aω : ω ∈ Ω} is a measurable family of σ(X, Y )-closed absolutely convex
subsets of X , A =
∫ ⊕
Ω,X Aωdµ(ω). Let Sω = A
⊥
ω for each ω ∈ Ω. The following are equivalent:





3. There is an h ∈
∫ ⊕
Ω
Aoωdµ (ω) and a function u ≥ 0 in L1 (µ) with
∫
Ω
u (ω) dµ (ω) ≤ 1, and
a function v ∈ A⊥ such that ϕ = uh+ v.
Proof. (1)⇒ (2) Suppose ϕ ∈ Ao. Assume, via contradiction, that
∫
Ω
βϕ (ω) dµ (ω) > 1.




udµ = 1. Thus that is an ε > 0 such that
∫
[βϕ (ω)− εu (ω)] dµ (ω) =
∫ ⊕
Ω
βϕ(ω)dµ(ω)− ε > 1.
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βϕ(ω)− εu (ω) < βϕ(ω) = sup{|< fn(ω), ϕ(ω) >| : n ∈ N}.
According to the definition of supremum, there is an n ∈ N such that
βϕ(ω)− ε < |< fn(ω), ϕ(ω) >| .
For each n ∈ N, define
En = {ω ∈ Ω : βϕ(ω)− εu (ω) < |< fn(ω), ϕ(ω) >|} .
Then ∪∞n=1En = Ω. Since µ is σ-finite, there is a disjoint sequence {Fn : n ∈ N} of sets with finite
measure whose union is Ω such that, on each Fn, there is are positive integer kn and mn such that,
for every ω ∈ Fn,
βϕ(ω)− εu (ω) < |< fkn(ω), ϕ(ω) >| ,
and
‖fkn (ω)‖ ≤ mn .





Then H : Ω→ X is σ (X, Y )-measurable and, for every ω ∈ Ω, H (ω) ∈ Aω.




H ∈ X . Hence,









〈H (ω) , ϕ (ω)〉 dµ (ω) ≥
∫
Ω
[βϕ (ω)− εu (ω)] dµ (ω) > 1.





βϕ(ω)dµ(ω) ≤ 1. Define
h (ω) =
 ϕ (ω) /βϕ (ω) if βϕ (ω) 6= 00 if βϕ (ω) = 0
and
v (ω) =
 0 if βϕ (ω) 6= 0ϕ (ω) if βϕ (ω) = 0 .
It is clear from the definition that if βϕ (ω) > 0, then
sup {x ∈ Aω : |〈x, ϕ (ω) /βϕ (ω)〉|} =
1
βϕ(ω)
βϕ (ω) = 1,
which implies h (ω) ∈ Aoω whenever βϕ (ω) 6= 0. When βϕ (ω) = 0, we see that h (ω) ∈ Aoω ⊂
Aoω, and v (ω) = ϕ (ω) ∈ A⊥ω . It is clear that
ϕ = βϕh+ v,
so we let v = βϕ and (3) is obtained.
(3)⇒ (1). Suppose (3) is true. Then, for any f ∈ A , we have




〈f (ω) , u (ω)h (ω)〉 dµ (ω)
∣∣∣∣ = ∣∣∣∣∫
Ω





h (ω) |〈f (ω) , u (ω)〉| dµ (ω) ≤
∫
Ω
h (ω) dµ (ω) ≤ 1.
Thus ϕ ∈ A0.
Corollary 45. Suppose {Aω : ω ∈ Ω} is a measurable family of σ(X, Y )-closed absolutely convex
of X and
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βϕ(ω) = sup{| < h,ϕ(ω) > | : h ∈ Aω} Then
A◦ ∩ E = {ϕ ∈ E :
∫
βϕ(ω)dµ(ω) ≤ 1} = D
Proof. We will use the same argument for theorem 44 but here ϕ ∈ E .
Theorem 46. Suppose {Aω : ω ∈ Ω} and {Tω : ω ∈ Ω} are measurable families of σ(X, Y )-
closed absolutely convex subset of X . Then
1. (Ao)o = A, so A is σ (X ,Y)-closed.
2. ac-E-ref(A) =
∫ ⊕
Ω,X ac-E-ref(Aω) dµ (ω) .





Ω,X Tωdµ(ω) if and only if Aω = Tω a.e.(µ)
Proof. (1) Clearly, A ⊂ (Ao)o . Suppose f ∈ (Ao)o. We can choose a sequence {h1, h2, . . .} of
measurable functions from Ω to Y so that, for every ω ∈ Ω,
{h1 (ω) , h2 (ω) , . . .}−σ(Y,X) = Aoω.
Suppose n ∈ N. Then, for every u ∈ L1 (µ) with ‖u‖1 ≤ 1, we have uh ∈ A0. Thus
1 ≥
∣∣∣∣∫ 〈f (ω) , u (ω)hn (ω)〉 dµ (ω)∣∣∣∣
=
∣∣∣∣∫ 〈f (ω) , hn (ω)〉u (ω) dµ (ω)∣∣∣∣
for every u ∈ L1 (µ) with ‖u‖1 ≤ 1. It follows that the function 〈f (ω) , hn (ω)〉 ∈ L∞ (µ) and
‖〈f (ω) , hn (ω)〉‖∞ ≤ 1.
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Hence, except for set of measure 0, we have
sup
n∈N
|〈f (ω) , hn (ω)〉| ≤ 1.
Thus, except for a set of measure 0, we have
sup
y∈A0ω
|〈f (ω) , y〉| ≤ 1.
Hence we have f (ω) ∈ (Aoω)o = Aω a.e. (µ). Thus f ∈ A.
(2) Since, by (Av) E is a closed subset of Y and {(ω, y) ∈ Ω× Y : y ∈ A0ω} is a measur-
able subset of Ω × Y , we see that Aoω ∩ E is closed for every ω ∈ Ω. Also, since W =
{(ω, y) ∈ Ω× Y : y ∈ Aoω} is a measurable subset of Ω× Y and Ω×E is a measurable subset of
Ω× Y , we see that
{(ω, y) ∈ Ω× Y : y ∈ Aoω ∩ E} = W ∩ (Ω× Y )
is measurable. It follows from Proposition 3 that there is a sequence {e1, e2, . . .} of measurable
functions from Ω to E such that,
{e1 (ω) , e2 (ω) , . . .}−σ(Y,X) = Aoω ∩ E.









u (ω) 〈h (ω) , en (ω)〉 dµ (ω)
∣∣∣∣ ≤ ∫
Ω




|u (ω)| dµ (ω) = ‖u‖1 .
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Thus, for every n ∈ N,
‖〈h (ω) , en (ω)〉‖∞ ≤ 1.
Thus, except on a set of measure 0,
|〈h (ω) , en (ω)〉| ≤ 1 for all n ∈ N .
Since
{e1 (ω) , e2 (ω) , . . .}−σ(Y,X) = Aoω ∩ E a.e. (µ) ,




ac-E-ref (Aω) dµ (ω) .
Thus ac-E-ref(A) ⊂
∫ ⊕
Ω,X ac-E-ref(Aω) dµ (ω).
(3) It implied from the definition of ac-E-reflexive and part (2).














By Lemma 39 there is a sequence {un : n ∈ N} in X such that
{un(ω) : n ∈ N}− = Aω a.e. (µ)
and there is a sequence {vn : n ∈ N} in X such that














Which implies {un} ∈
∫ ⊕
Ω,X Tωdµ(ω) which means, {un(ω)} ⊂ Tω a.e.(µ) . Since Tω is σ(X, Y )-




In this chapter we apply our results in special cases.
5.1 Operators on Dual Pairs
In this section (V,W ) is a dual pair over R. Let LW (V ) be the set of all linear transformations
from V to V that are σ (V,W ) continuous. Suppose A ⊂ LW (V ) is absolutely convex. We define
ac-Ref(A) by
T ∈ ac-Ref (A)⇔ Tv ∈ (Av)−σ(V,W ) for all v ∈ V .
We say that A is ac-Reflexive if and only if
A = ac-Ref (A) .
If v ∈ V and α ∈ W , we define the rank-one tensor v ⊗ α : LW (V )→ C by
(v ⊗ α) (T ) = α (Tv) = 〈Tv, α〉 .
Let X = LW (V ), and let E = {v ⊗ α : v ∈ V, α ∈ W}. Suppose Y is any vector space of linear
functionals on X that contains E.
Theorem 47. Suppose A ⊂ X . Then
1. ac-E-Ref(A) = ac-Ref(A)
2. A is reflexive if and only if A is ac-E-reflexive.
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Suppose V is a Banach space and A ⊂ B (V ) (the bounded operators on V ). We say that T ∈
ac-‖‖-Ref(A) if and only if, for every v ∈ V , we have Tv ∈ (Av)−‖‖. We say that A is norm
ac-Reflexive if and only ifA = ac-‖‖-Ref(A). This type of reflexivity was studied in [7], [8]. This
type of reflexivity is included in our scheme. In fact it is a special case of Theorem 47.
Theorem 48. Suppose V is a Banach space and W = V #, let E =
{
v ⊗ α : v ∈ V, α ∈ V #
}
,
and suppose Y is a linear subspace of B (V )# such that E ⊂ Y , and suppose A ⊂ B (X) is
absolutely convex. Then
1. The σ (V,W ) topology is the weak topology on V
2. LW (V ) = B (V )
3. ac-‖‖-Ref(A) = ac-E-Ref(A).
The following is an example of hereditarily reflexive convex sets.
Theorem 49. Suppose V is a Banach space, C (K) is the Banach algebra of all continuous com-
plex functions on a compact Hausdorff space K. Suppose π : C (K) → B (V ) is a bounded
algebra homomorphism such that π (1) = 1. Let A be the weak operator closure of π (C (K)).
Then every weak operator closed absolutely convex subset of A is ac-‖‖-reflexive.
Proof. Let X = B (V ) , E =
{
v ⊗ α : v ∈ V, α ∈ V #
}
, and Y = sp(E). It was proved by D.
Hadwin and M. Orhon [17] that AlgLat(π (C (K))) = A. Thus A is ac-‖‖-reflexive, i.e., ac-E-
reflexive. It was also shown in [17] that there is a compact Hausdorff space K1 and a unital contin-
uous bijective algebra homomorphism π1 : C (K1) → A. It was proved by Y. A. Abramovich, E.
L. Arenson, and A. K. Kitover that [1] Y is E-elementary on π1 (C (K1)) = A. Thus, by Theorem
29, A is heretitarily ac-‖‖-reflexive. A subset A ⊂ B (V ) is σ (X, Y )-closed if and only if it is
weak operator closed.
Corollary 50. Suppose H is a Hilbert space and A ⊂ B (H) is weak operator closed and abso-
lutely convex. If every operator in A is normal, then A is ac-‖‖-reflexive.
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Proof. Since A is absolutely convex, sp(A) = ∪0<r<∞rA. Thus every operator in sp(A) is nor-
mal. Hence, the von Neumann algebraM generated byA is weak operator closed and isomorphic
to C (K) for some compact Hausdorff space K.
5.2 Approximate Reflexivity
In this section we suppose V is a Banach space, let X = B (V ), let Y = B (V )# and let E be the
set of all ϕ in Y such that there are bounded nets {xλ} in V, {αλ} in V # such that
xλ ⊗ αλ → ϕ
in the weak* topology (= the σ (X, Y ) topology) on Y . If S ⊂ B (V ) is a linear subspace, then
D. Hadwin [14] defined the approximate Ref of S, apprRef(S), by
apprRef (S) = RefE (S) .
If A ⊂ B (V ), we define appr-ac-ref(A) by
appr-ac-ref (A) = ac-E-ref (A) .
We say that A is approximately ac-reflexive whenever A = appr-ac-ref(A).
In [17] D Hadwin and M. Orhon defined apprAlgLat(A) in the following way. If M ⊂ V is a
closed linear subspace, let νM : V → V/M be the quotient map. If T ∈ B (V ), then T (M) ⊂ M
if and only if
νM ◦ (T |M) = 0.
We say that a net {Mλ} of closed linear subspaces is asymptotically invariant for T whenever
lim
λ
‖νM ◦ (T |M)‖ = 0.
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Then T ∈ apprAlgLat(A) if and only if, whenever a net {Mλ} of closed linear subspaces is asymp-
totically invariant for every operator in A it must be asymtotically invariant for T . When V is a
Hilbert space and A ⊂ B (V ) is a unital algebra, D. Hadwin proved that
apprAlgLat (A) = apprRef (A) .
However, this has not been proved when V is a Banach space. However, we have an inclusion.
Lemma 51. Suppose V is a Banach space and A is a unital subalgebra of B (V ). Then
apprAlgLat (A) ⊇ apprRef (A) .
Theorem 52. Suppose V is a Banach space, C (K) is the Banach algebra of all continuous com-
plex functions on a compact Hausdorff space K. Suppose π : C (K) → B (V ) is a bounded
algebra homomorphism such that π (1) = 1. Let A be the weak operator closure of π (C (K)).
Then A is approximately ac-reflexive, and every σ (X, Y ) closed absolutely convex subset of A is
approximately ac-reflexive.
Proof. We know from Lemma 51 that
A ⊂ apprRef (A) ⊂ apprAlgLat (A) ,
and we know from [17] that
apprAlgLat (A) ⊂ AlgLat (A) = A.
Thus





x⊗ α : x ∈ V, α ∈ V #, ‖x‖ ≤ 1, ‖α‖ ≤ 1
}
⊂ Y .







|α (T ) (v)|
= sup
ϕ∈C
|ϕ (T )| ≤ 1.
On the other hand, if ‖T‖ ≤ 1, then T ∈ Co. Thus
Co = {T ∈ B (V ) : ‖T‖ ≤ 1} .
Thus
{ϕ ∈ Y : ‖ϕ‖ ≤ 1} = (Co)o = [abco (C)]weak
∗
.
Suppose ϕ ∈ Y and ‖ϕ‖ ≤ 1. Then there is a net {ϕλ} in abco(C) such that
ϕλ → ϕ weak∗.
Since C ⊂ ball(Y ), we know that abco(C) ⊂ ball(Y ), which means that ‖ϕλ‖ ≤ 1. However, it
follows from [1] that, for each λ, there is an xλ ⊗ αλ ∈ C such that ϕλ − 2 (xλ ⊗ αλ) ∈ A⊥ (2
could be replaced with any r > 1). However, Alaoglu’s theorem implies that there is a subnet {λk}
and a ψ ∈ 2ball(Y ) such that
2 (xλk ⊗ αλk)→ ψ weak*.
Hence ψ ∈ E and ϕ − ψ ∈ A⊥ and ‖ψ‖ ≤ 2. Thus Y is E-elementary on A. Thus, by Theorem
8, A is hereditarily ac-E-reflexive. Thus every σ (X, Y )-closed absolutely convex subset of A is
approximately ac-reflexive.
When V is a Hilbert space we can say more. If S ⊂ B (V ) and A ∈ B (V ) is invertible, it is
easy to prove that S is approximately reflexive (respectively, norm closed, weak operator closed)
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if and only if A−1SA is approximately reflexive (respectively, norm closed, weak operator closed).
The following lemma was proved by J. Wermer [29].
Lemma 53. Suppose V is a Hilbert space, K is a compact Hausdorff space, and π : C (K) →
B (V ) is a unital bounded algebra homomorphism. Then there is an invertible operatorA ∈ B (V )
such that, for every f ∈ C (K),
A−1π (f)A is a normal operator.
The following result was proved by D Hadwin [15].
Lemma 54. Suppose A is a linear space of commuting normal operators on a Hilbert space V .
Then, for every ϕ ∈ B (V )# there is a net {ϕλ} of rank-one tensors such that
1. ‖ϕλ‖ ≤ ‖ϕ‖ for every λ, and
2. ϕλ → ϕ weak*
The following lemma was proved in [15].
Lemma 55. Suppose V is a Hilbert space. Then every unital C*-algebra D ⊂ B (V ) is approxi-
mately hyperreflexive.
Theorem 56. Suppose V is a Hilbert space, K is a compact Hausdorff space, and π : C (K) →
B (V ) is a unital bounded algebra homomorphism. Then every norm closed absolutely convex
subset of π (C (K))−WOT is approximately ac-hyperreflexive.
Proof. It follows from Lemma 53 that we can assume that π (C (K)) is an algebra of commut-
ing normal operators. Thus π (C (K))−WOT is a commutative C*-algebra of normal operators.
Thus, by Lemma 55, π (C (K))−WOT is approximately hyperreflexive, i.e., ac-E-hyperreflexive,
with X = B (V ), Y = B (V )# and E the set of bounded weak* limits of rank-one tensors. It
follows from Lemma 54 that Y is E-elementary of order 1 on π (C (K))−WOT . Thus, by The-
orem 8, π (C (K))−WOT is hereditarily ac-E-hyperreflexive. A convex subset of A ⊂ B (V ) is
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σ (X, Y )-closed if and only if it is norm closed. Thus every norm closed absolutely convex subset
of π (C (K))−WOT is approximately hyperreflexive.
Example 5. Suppose V is a Banach space and W = V # as in Example 48. Let X = B (V ),
E = {v ⊗ α : v ∈ V, α ∈ W}, and let Y =sp(E). Thus the σ (X, Y ) topology on X = B (V ) is
the weak operator topology. Suppose π : C (K)→ B (W ) is a bounded unital algebra homomor-
phism. Suppose K is a compact Hausdorff space and let C (K) denote the continous functions
from K to C. It was proved in [17] that A = π (C (K))−σ(X,Y ) is reflexive, which in our ter-
minonogy is E-reflexive. In addition it was shown in [1] that Y is E-elementary on A. Thus,
by our Theorem 8, A is hereditarily ac-E-reflexive. Hence every absolutely convex subset of A
that is closed in the weak operator topology is ac-E-reflexive. By Example 48, this means that if
T ∈ B (V ) and for every v ∈ V , we have Tv ∈ (Bv)−‖‖ , then T ∈ B.
Example 6. Suppose in the preceding example V is a Hilbert space and A ⊂ B (V ) is absolutely
convex and weak operator closed. Suppose also that every operator T in A is normal. Then, since
A is absolutely convex, every operator in sp(A) is a scalar multiple of an element in A. It was
proved in [23] Radjavi-Rosenthal that, in any linear space of normal operators, the operators all
commute with each other. Thus the von Neumann algebra M generated by A is commutative,
weak operator closed and isomorphic to C (K) for some compact Hausdorff space K. It follows
from Example 48 thatM is hereditarily ac-E-reflexive, so A must be ac-E-reflexive.
Moreover, it is known [25] thatM is hyperreflexive and by [27], [11] that Y is E-elementary
of order 1 onM. Thus, by Theorem 29, A must be ac-E-hyperreflexive.
Example 7. W = L (V,R). A absolutely convex subset B ⊂ V is σ (V,W )-closed if and only if
there is a family of {ϕi : i ∈ I} of linear functionals on V and {ri : i ∈ I} ⊂ R such that
B = ∩i∈I {v ∈ V : ϕi (v) ≤ ri} .
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Choose vi ∈ V so that ϕi (vi) = 1 and let Mi = kerϕi. Then
ϕi (v) ≤ ri ⇔ v ∈Mi + (−∞, ri]vi.
Thus
B = ∩i∈I [Mi + (−∞, ri]vi] .
Let Y = L (X,R). Similarly, if A ⊂ X is absolutely convex, it is σ (X, Y ) closed if and only there
is a {Ni : i ∈ I} of linear subspaces of X and ui ∈ X and ri ∈ R such that
A = ∩i∈I [Ni + (−∞, ri]ui] .
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