Abstract Aeroelastic systems achieve the best performance when the aerodynamic shape and structural sizing are optimized concurrently, but such an optimization is challenging when high-fidelity aerodynamic and structural models are required. This paper addresses this challenge through several significant improvements. Fully coupled Newton-Krylov methods are presented for the solution of aerostructural systems and for the corresponding adjoint systems. The coupled adjoint method presented can compute gradients with respect to thousands of multidisciplinary design variables accurately and efficiently. This is enabled by several improvements in the computation of the multidisciplinary terms in the coupled adjoint. The parallel scalability of the methods is demonstrated for a full aircraft configuration using an Euler computational fluid dynamics model with more than 8 × 10
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Introduction
Coupling aerodynamic and structural numerical models to compute the static aeroelastic shape of lifting surfaces is essential when designing lifting surfaces that are flexible. Even small changes in shape can have a large effect on the aerodynamic performance, and multiple flow conditions result in multiple shapes. This is particularly important for swept wings, where bend-twist coupling can result in large changes in the twist distribution [1] . The analysis of static aeroelastic shapes was introduced as soon as the first simple numerical models for aerodynamics and structures matured. Skoog Brown [2] , for example, coupled a lifting line model to a beam theory model to obtain the flying shape of a swept wing, and earlier work exists that considered even simpler models [3] . In recent years, this coupling has become even more important, because the trend has been to increase the aspect ratio of aircraft wings, making them more flexible. Wing flexibility impacts not only the static flying shape of the wing but also its dynamics, resulting in aeroelastic phenomena such as flutter and aileron reversal. In the present work, however, we restrict ourselves to the analysis of the static aeroelastic shape, which we refer to as aerostructural analysis. The design of aircraft wings has benefited greatly from the use of numerical optimization techniques [4, 5] , and the need to include the relevant disciplines in such design problems led to the field of multidisciplinary design optimization (MDO) [6] . One of the earliest examples of aerostructural optimization was by Haftka [7] , who combined a lifting line aerodynamic model with structural finite-element analysis to iteratively obtain the deformed shape and minimize the weight subject to drag and stress constraints. This enabled the comparison of trade-offs between structural weight and induced drag for aluminum and composite wings.
Grossman et al. investigated the aerostructural analysis and optimization of a sailplane [8] and a subsonic forward-swept transport wing [9] . They showed that a sequential optimization approach-where aerodynamic optimization and structural sizing are performed iteratively in sequence-produced a suboptimal result relative to a fully integrated aerostructural optimization. This failure of sequential optimization to produce the optimal result is further explained by Chittick and Martins [10] With the advent of higher fidelity modeling in both structures and aerodynamics, numerical optimization has been extensively applied to each discipline separately. On the structures side, increasingly detailed finiteelement models have been used in wing structural sizing optimization [11] . The increase in fidelity in the structural model is required for a more refined sizing of the structure while considering complex structural failure constraints, leading to a better estimate of the optimized structural weight. The fidelity of the models used for aerodynamic shape optimization has also been increasing, and it is now possible to use computational fluid dynamics (CFD) to optimize a design with respect to hundreds of design variables [12, 13, 14, 15, 16, 17] . In the design of transonic wings it is particularly important to use high-fidelity models to correctly predict the drag. In addition, to take advantage of these models, large numbers of airfoil shape variables are required to effectively reduce the wave drag of a wing. Unfortunately, aerodynamic shape optimization alone is insufficient for wing design, since it is impossible to perform the trade-offs for wing thickness, span, and sweep, which require a model of how the wing weight varies with respect to these parameters. To handle large numbers of design variables, the efforts above employed gradient-based optimization algorithms together with adjoint methods to compute the required gradients efficiently.
Given the importance of coupling the aerodynamics and the structures in wing design, coupling highfidelity versions of these models for analysis and design optimization is a natural extension of the work cited so far. Various techniques have been proposed over the years for coupling CFD to computational structural mechanics (CSM) solvers, with contributions in load and displacement transfer schemes [18, 19, 20, 21] and solution techniques for solving the coupled system of equations [22, 23] .
On the design optimization side, Maute et al. [24] pioneered high-fidelity aerostructural optimization by coupling an Euler flow solver to a linear finite-element model of the structure. They developed a nonlinear block Gauss-Seidel method with relaxation for the solution of the aerostructural system, and they used a three-field formulation to deform the CFD mesh by a spring analogy method. They demonstrated the method by performing an optimization with respect to five design variables using gradients computed with the direct method. The number of design variables was limited to such a small number because the cost of computing the gradient with the direct method is proportional to the number of design variables. Martins et al. [25] proposed the use of a coupled adjoint method for aerostructural design optimization using Euler CFD and linear finite-element analysis in a two-field formulation. They showed that the cost of computing the gradient using this method could be made nearly independent of the number of design variables, and they computed gradients with respect to thousands of variables [26] . Then, they applied this method to the aerostructural design of a supersonic business jet with respect to 97 shape and sizing variables [27] . One of the main advances in this work was the elimination of the minimum airfoil thickness constraints that must usually be enforced in aerodynamic shape optimization. By including the structure and simultaneously optimizing the wing with respect to the aerodynamic shape and structural sizing, the optimization was able to trade-off between drag and structural weight to naturally determine the optimal thickness-to-chord ratio. The consideration of these aerostructural trade-offs also enables the optimization of wing planform variables, such as span and sweep, but that work did not include these variables due to limitations in the CFD mesh movement. In addition, there were several other shortcomings that we address in the present work. While the implementation of the coupled adjoint method was shown to scale well with the number of design variables, it did not scale well with the number of structural surface degrees of freedom, limiting the complexity of the structural model. This was in part because some of the partial derivatives in the coupled adjoint terms were computed using finite differences, which also limited the accuracy of the derivatives. Furthermore, the structural solver was a serial code with a limited choice of element types. Finally, the optimization took into consideration only two flight conditions: one for cruise performance and another for a maneuver condition.
Maute et al. [28] presented another coupled adjoint formulation using discrete-analytical derivatives.
They compared it to the direct method and showed that the accuracy of the two methods is identical. To improve the robustness and efficiency of aerostructural solution methods, Barcelos et al. [29] developed a class of Newton-Krylov-Schur methods for solving the coupled nonlinear fluid-structure-mesh deformation problem. Their approach used an approximate Newton method for the solution of the nonlinear coupled equations. At each iteration, a Schur-complement approach is used to solve the coupled linear system that results from a linearization of the residual. They found that their technique is more robust and efficient than the original Gauss-Seidel method by Maute et al. [24] . More recently, Barcelos et al. [30] presented an aerostructural solution technique that couples the RANS equations to a linear structural model and a mesh-deformation strategy. They used the direct method for computing the coupled derivatives, and they applied it to solve an optimization problem with five design variables. There has been a continued interest in the development of coupled adjoint methods. For example, Brezillon et al. [31] describe ongoing work at DLR, German Aerospace Center, related to high-fidelity aerostructural analysis and optimization capabilities. Similar efforts are described by Ghazlane et al. [32] . In both of these efforts, the number of design variables and flight conditions was limited.
In spite of all these developments over the last decade, we are still missing a high-fidelity fully integrated aerostructural design optimization approach that is scalable with respect to the number of design variables and to the number of degrees of freedom in the aerodynamic and structural models. Meeting these requirements is a challenging proposition, as evidenced by the fact that even after more than a decade of strong interest by several research groups and industry, the coupled adjoint method has still not been successfully applied to problems with hundreds of design variables. With the exception of Martins et al. [26] , the scaling of the computational cost of the coupled adjoint solution with respect to the number of design variables has not been reported. The coupled aerostructural analysis must also be fast enough so that multiple flight conditions and all relevant load cases are considered. This is needed to realize the full potential of this approach to produce practical wing designs with optimal static aeroelastic tailoring.
Thus, the objective of the present work is to develop an approach that enables the simultaneous design optimization of aerodynamic shape and structural sizing with respect to hundreds (or even thousands) of variables with as many practical considerations as possible. In this paper, we focus on the description and benchmarking of the coupled solution approach and the coupled adjoint method. The application to aerostructural design optimization of an aircraft configuration is presented in separate paper by the authors [33] .
Our approach follows the work of Martins et al. [27, 26, 34] , but addresses the shortcomings mentioned above. We use a more advanced flow solver with an automatic differentiation adjoint (ADjoint) [35] and a new parallel structural solver that also has adjoint sensitivity analysis capability [36] . We eliminate the high computational cost and the low accuracy that result from evaluating the off-diagonal coupled adjoint terms with finite differences. We achieve this by computing all the partial-derivative terms required to form the coupled adjoint equations using only methods that are accurate to machine precision. Depending on the particular partial-derivative term, a combination of analytic, forward, or reverse algorithmic differentiation (AD) methods is used, and special care is taken to ensure the scalability of the parallel computations.
When it comes to accuracy, no previous work on coupled adjoint methods for large scale CFD and CSM has presented a definite verification of the coupled aerostructural derivatives. As we show in this paper, finite differencing may verify derivatives to a few digits, but it is not sufficient to demonstrate that the coupled adjoint implementation is entirely consistent.
A more sophisticated mesh-deformation scheme and a corresponding adjoint are developed, where the partial derivative terms are computed using the reverse mode of AD. This enables the mesh-deformation derivatives to be computed with a cost independent of the number of structural degrees of freedom and the number of design variables. These improvements allow us to consider substantially larger finite-element structural models with O(10 6 ) degrees of freedom and aerodynamic models with O(10 7 ) degrees of freedom, which is unprecedented in aerostructural design optimization.
Being able to handle this many degrees of freedom enables us to use a model of the aircraft wingbox structure that is sufficiently detailed to make accurate predictions of the quantities of interest. The model is able to compute accurate displacements to ensure that the correct wing flying shape, and also computes stresses accurately to insure that the failure constraints are realistic. Finally, the structural model provides a better estimate of how the wingbox mass changes with respect to structural and geometric design variables.
We also present improvements to the solution of the coupled system and its adjoint. To increase the efficiency of the coupled solver, we implement Aitken acceleration in the nonlinear block Gauss-Seidel method and we introduce a fully coupled Newton-Krylov solution approach that can handle highly flexible aircraft structures. To improve the solution of the aerostructural adjoint equations, we propose a new coupled-Krylov approach.
Thus, the coupled adjoint approach presented herein allows us to compute the gradient of a function of interest with respect to thousands of design variables in approximately half the time required for one aerostructural solution. In turn, this will enable the multi-point aerostructural design optimization of aircraft configurations, which is the focus of another paper by the authors [33] . Some progress has also been made in applying this methodology to multi-mission aerostructural design optimization [37] .
The remainder of this paper is organized as follows. Section 2 describes the aerodynamic solver, the structural solver, and how they are coupled, providing the details of the load and displacement transfers, as well as the various coupled solution strategies. Section 3 derives the coupled adjoint equations and explains how they are implemented and solved. The results are presented in Section 4, where we verify the gradients, compare the various solution methods, and demonstrate the scalability of the coupled adjoint method.
Aerostructural Analysis
This section outlines the components of the aerostructural analysis. Euler CFD is used for the aerodynamic analysis and a linear finite-element model is used for the structural analysis. In addition to describing the two disciplinary solvers, we also describe the load and displacement transfer technique, the mesh-deformation approach, and two strategies for solving the coupled system.
Aerodynamic Solver
Most large commercial aircraft operate in the transonic flight regime and thus, at a minimum, the Euler equations must be solved to estimate the induced drag and wave drag on the aircraft. Although the inclusion of viscous effects is obviously important to accurately predict the overall drag, significant insight can be gained by using the Euler equations. The aerodynamic solver used in this work is SUmb, which solves the Euler, laminar Navier-Stokes, or Reynolds averaged Navier-Stokes (RANS) equations in either steady, unsteady, or time-spectral modes [38] . SUmb was originally written for the analysis of large-scale turbo-machinery flows but has also successfully been employed for external flow applications [15] . SUmb employs the finite-volume method on structured, body fitted, multi-block grids. Once the equations are discretized, SUmb solves a set of nonlinear equations with the following form:
where w is the vector of flow state variables. The aerodynamic residuals A include both the inviscid and artificial dissipation terms. When the solver is used for CFD analysis only, the equations are solved using a preconditioned matrix-free Newton-Krylov approach that was recently implemented in SUmb [39] . GMRES [40] is used to approximately solve the successive linear systems. A suitable initial iterate that is sufficiently close to the basin of attraction is obtained using a five-stage explicit Runge-Kutta multigrid time stepping scheme.
Structural Solver
The structural solver used in this work is the Toolkit for the Analysis of Composite Structures (TACS) [36] . This is a parallel finite-element solver that includes both static linear and geometrically nonlinear analysis capabilities. However, only linear analysis is considered in this work. TACS includes an adjoint solver that is able to handle the structural design variables, which in our case are the thicknesses of the structural members. Parallelism is achieved within TACS by using an element-based partitioning of the finite-element mesh. This partitioning is used to parallelize the factorization of the stiffness matrix, the computation and assembly of the stiffness matrix and structural residuals, and the computation of the functions of interest and their derivatives. Typically, the factorization of the stiffness matrix is the most costly operation. To parallelize the matrix factorization and back solutions, TACS uses a Schur-complement-based parallel direct solver. In this technique, each processor independently computes the local contribution to a reduced linear system that is formed from the all unknowns on the domain interface. This reduced problem is the global Schur complement. In TACS, the local contributions to the global Schur complement are computed using a block-based parallel factorization. After the global Schur complement is computed, it is factored in parallel using a sparse block-cyclic algorithm that achieves excellent parallel performance. This direct method enables us to solve poorly conditioned thin-shell structural problems with condition numbers O(10 9 ) in an efficient manner. For general nonlinear analysis the structural discipline residuals are
where u is the vector of structural displacements. For linear analysis, this equation can be written as S (u) = Ku − F , where K is the linear stiffness matrix and F is the load vector.
Load and Displacement Transfer
To perform aerostructural analysis, we must couple the two disciplines to form a single analysis capable of determining the shape and aerodynamic characteristics of a lifting surface for a given flight condition. Specifically, we must determine how the loads computed by the aerodynamic analysis are transferred to the structural analysis (load transfer) and how the displacements computed by the structural analysis deform the wetted aerodynamic surface (displacement transfer). Our load and displacement transfer scheme follows the work of Brown [18] , later employed by Martins et al. [26] . In this approach, rigid links are used to extrapolate the displacements from the structural surface to the CFD surface, as shown in Fig. 1 . These rigid links are constructed between the aerodynamic surface mesh points and the points on the structural model lying closest to this set of points. The consistent force vector is determined by employing the method of virtual work, ensuring that the force transfer is conservative. The integration of the forces is performed on the aerodynamic mesh and is transmitted back through the rigid links to the structure. The two primary advantages of this scheme are that it is consistent and conservative by construction, and that it may be used to transfer loads and displacements between aerodynamic and structural meshes that are not coincident. The design jig shape, X J , is uniquely determined by the optimization design variables x. A single coordinate on the perturbed surface, X S , is given by
where r is the vector that connects a point on the aerodynamic surface to the closest location on the structural mesh, u t is the translational component of the displacement, and u r is the small-angle approximation of the rotations in the global reference frame, as shown in Fig. 1 . We can compactly represent the displacement transfer from u to u A as
where T is the generalized transfer matrix. To transfer loads from the aerodynamic discipline to the structural discipline, we employ the transpose operation,
where F A are the forces on the CFD nodes. More details on these transfers can be found in Brown [18] and Martins et al. [26] .
4 Mesh-Deformation Algorithm CFD-based aerodynamic shape optimization requires the perturbation of the mesh to consider changes in the shape design variables. However, unless the surface perturbations are of the same order as that of the mesh off-wall spacing, at least a portion of the volume mesh must be modified in order to prevent the formation of cells with negative volumes. Aerostructural analysis imposes additional mesh-deformation costs that are not present in aerodynamic shape optimization. Whereas aerodynamic shape optimization deforms the mesh only once per design iteration, aerostructural analysis requires a mesh deformation for every displacement transfer. Hence, up to O 10 2 mesh deformations may be necessary for an aerostructural analysis, depending on the multidisciplinary solution strategy. Thus, it is extremely important to have an efficient mesh-deformation algorithm. We use a hybrid algebraic-linear elasticity method similar to the work of Martins et al. [34] . The idea behind this approach is to apply a linear-elasticity-based scheme to a coarse approximation of the mesh to account for large low-frequency perturbations, and to use an algebraic deformation approach to attenuate small high-frequency perturbations.
The mesh perturbation proceeds by first selecting the nodes in a coarse version of the mesh, Y V , which are called supernodes. This is accomplished using a restriction operator, R M :
The locations of the unknown interior supernodes are determined by solving a 3D pseudo-structural linear elasticity problem using solid elements formed by the supernodes. Prescribed displacement conditions are used at all boundary nodes, Y S , and are determined as follows: 1. The nodal displacements on the aerodynamic surfaces are determined from the design variables and structural state vector. 2. The nodes on the far-field boundaries remain fixed, while the nodes on symmetry conditions are constrained to remain in the plane of symmetry. This symmetric linear system of equations can be written
where the matrices K uu and K us are components of the mesh stiffness matrix, K M , when the unknown degrees of freedom are placed first, followed by the specified degrees of freedom, as shown below:
Next, an intermediate mesh, X SW , is computed using the coarse approximation with a trivariate Bézier cubic spline interpolation algorithm. Finally, any deviations between the desired surface and the intermediate interpolation approximation are attenuated using a modified transfinite interpolation algorithm operating on the difference between the two surfaces. A summary of the full mesh-deformation procedure is shown in Fig. 2 .
The goal of this scheme is to obtain a high-quality perturbed mesh-like that obtained using a linear elasticity scheme-for all cells, but with a much lower computational cost. The mesh-deformation algorithm employed in this work is described in more detail in previous work by the authors [41] .
The current approach can replicate the approach of Martins et al. [34] by selecting only the block corners as supernodes. However, if we allow more supernodes, the larger finite-element problem can more easily capture large surface modifications due to either design variables or structural displacements, especially when large rotations are involved. Additionally, the current implementation is fully parallel, making it scalable and greatly reducing the time required to solve the linear system of equations and the time required to repopulate the deformed mesh. This implementation has the advantage that all surface deformations are modeled exactly. 
Aerostructural Analysis Methods
We formulate the aerostructural analysis problem using a two-field formulation. The aerodynamic analysis is the first field and the structural analysis is the second. Using this formulation, we can write the governing equations of both disciplines as a function of the fluid states, w, structural states, u, and design variables x. The latter is a vector consisting of global variables and local variables. Global variables affect the two disciplines directly, while local variables affect only a single discipline in a direct manner. Geometric variables that change the aircraft wetted surface-or outer mold line (OML)-are global variables. For example, an airfoil thickness variable will not only change the aerodynamic shape but also the height of the ribs and spars in the internal structure. Local variables include the angle of attack, which directly affects only the aerodynamics, and the thicknesses of the structural members, which affect only the structures.
Combining the residual equations from the aerodynamic and structural disciplines, previously introduced in Eqs. (1) and (2), we write the combined residual of the multidisciplinary system as
The aerostructural analysis consists in finding a solution, (w, u), that satisfies these coupled residual equations.
Nonlinear Block Gauss-Seidel Method (NLBGS)
The traditional process for solving the coupled aerostructural equations (9) is to use a nonlinear block GaussSeidel (NLBGS) method [26, 24] . In this approach, the aerodynamic analysis is first partially converged and the aerodynamic forces are evaluated. The forces are then transferred to the structural analysis and the corresponding displacements are computed. Finally, the displacements are transferred back to the aerodynamic analysis, the mesh is deformed, a new CFD solution is found, and this iterative loop continues until the coupled convergence criterion is met. The NLBGS procedure is listed in Algorithm 1. Three tolerances are defined for the coupled analysis. The relative tolerances, A and S , are the tolerances required by the aerodynamic and structural disciplines, respectively, for each NLBGS iteration. The aerodynamic solver tolerance is typically O 10 −1 , while S is typically O 10 −3 or smaller. The third tolerance, AS , is the aerostructural solution tolerance and represents the feasibility of the interdisciplinary coupling. Typical values for AS range from 10 −3 for an engineering solution accurate to three decimal places to 10 −6 , which is the typical value used when performing design optimization. The CFD convergence is evaluated at the beginning of the k th iteration using the structural displacements and aerodynamic states from the previous iteration. The structural convergence is evaluated at the beginning of the structural solution using the previous structural states with the current force vector. Aitken acceleration [42] (Line 22 of Algorithm 1) is employed to dynamically choose the under-relaxation factor to accelerate convergence. One advantage of this method is that each disciplinary solver can be used without modification. For tightly coupled aerostructural problems with large displacements, however, this method may converge slowly or not at all, as observed by Barcelos et al. [29] .
Coupled Newton-Krylov Method (CNK)
The second approach that we use for the aerostructural solution is a fully coupled Newton-Krylov (CNK) method. Our implementation closely follows previous work by the authors on a lower fidelity case [36] . Algorithm 2 lists the pseudocode for evaluating the coupled nonlinear residual, R.
Algorithm 1 Nonlinear block Gauss-Seidel method
Deform volume mesh to match surface 6:
i ← i + 1 10:
end while 11:
Evaluate aerodynamics forces 13:
Transfer forces from CFD to CSM 14:
Evaluate initial CSM residual 15:
end while 19:
Temporary new CSM solution 20: 
Compute new structural states 25:
if 
XV ← W (XS) Deform volume mesh to match surface 4:
A ← A (w, XV ) Evaluate CFD residuals 5:
FA ← FA (w, XS) Evaluate aerodynamics forces 6:
S ← S(u, F ) Evaluate CSM residuals 8:
R ← (A, S) Combine residuals 9: return R 10: end function
The procedure is similar to one iteration of the NLBGS method, except that instead of computing an approximate solution update to the state variables, we evaluate only residuals. The communication and mesh-deformation costs of this coupled nonlinear residual evaluation are comparable to the cost of a single NLBGS iteration. Provided the communication costs are low and the mesh-deformation algorithm is efficient, the coupled residual evaluation is inexpensive. We use an inexact Newton-Krylov approach to solve the coupled equations (9) by computing the approximate Newton update,
After this update is computed, the state variables w and u are updated with ∆w and ∆u, respectively. To reduce the memory requirement, we use a matrix-free method. The matrix-vector products required by the Krylov method are approximated with finite differences. In theory, with this approach, we need only residual evaluations to solve the coupled problem. However, Krylov methods require effective preconditioning for acceptable performance, especially for very large systems with millions of degrees of freedom. We have implemented a block-Jacobi preconditioner that reuses the preconditioner of the original discipline solvers. This has two advantages: 1) the preconditioners for each discipline can be applied in parallel, because this approach eliminates contributions from the off-diagonal terms, which are never explicitly stored, and 2) since both of our discipline solvers use implicit methods, this preconditioner simply reuses the same linear solution method from the original solvers. Since the coupled preconditioning method varies from iteration to iteration, we must use a flexible variant of a Krylov method to solve the coupled Newton update (10) . We choose to use FGMRES [40] , which has been shown to work well for a wide range of large asymmetric systems. The Eisenstat-Walker method is used to adaptively select the forcing tolerance of the linear system solution to prevent oversolving during the initial iterations [43] .
As with most Newton-type methods, this approach may not converge for certain initial conditions. We have not yet investigated the start-up behavior for the coupled Newton-Krylov method in detail. Our approach is to run a few relaxed NLBGS iterations (Algorithm 1) before switching to the Newton-Krylov algorithm. While this worked for the results presented in this paper, it is possible that other methods may be required for other cases, especially for even more flexible designs. The main advantage of the Newton-Krylov method is the elimination of the under-relaxation parameter, which leads to faster convergence, especially for problems with more flexible structures.
Coupled Adjoint Derivative Computation 1 Coupled Adjoint Overview
The critical component of the aerostructural framework is an efficient method for computing derivatives. Using the approach outlined by Martins et al. [26] , we write the adjoint equations for the coupled aerostructural system. A more general derivation of this theory and its connection to other derivative computation methods can be found in Martins and Hwang [44] . The residuals, state variables, and adjoint variables for the aerodynamic discipline are A, w, and ψ, respectively, and the corresponding variables for the structural discipline are S, u, and φ. The total derivative of the function of interest, I, is
We make a distinction between the partial derivatives, denoted "∂," and the total derivatives, denoted "d."
The total derivatives indicate that the derivative requires the solution of the system governing of equations. We write the total derivative of the residuals as
Substituting the solution of Eq. (12) into Eq. (11) to eliminate the total derivatives we obtain
There are two techniques for solving this equation. One option is to solve Eq. (12) for [dw/dx
T for a given design variable and to use Eq. (11) to compute the total derivative. This is known as the direct method. If, however, there are more design variables than functions of interest-which is usually the case for high-fidelity aerostructural optimization-it is computationally more efficient to use the adjoint method and to solve for the coupled adjoint vector, Ψ = [ψ
These are the coupled adjoint equations, which are solved once for each function of interest. After the solution for the coupled adjoint equations (14) is obtained, the following equation can be used to compute the total derivative:
The details of the computation of the required partial-derivative terms are explained in the following sections.
Coupled Adjoint Implementation
Implementing the coupled adjoint, including all the required partial-derivative terms, is a challenging endeavor. Furthermore, ensuring that the partial-derivative computations and solution methods are efficient and exhibit good parallel scalability is even more difficult. In this section, we present some important aspects involved in the solution of Eq. (14) and in the computation of the required partial-derivative terms. The choice between the various approaches is justified in terms of trade-offs between cost of implementation, computational effort, and memory requirements.
Aerodynamic Residual Partial Derivatives
The aerodynamic diagonal block, ∂A/∂w, in the coupled adjoint equations (14), represents the derivative of the aerodynamic residuals with respect to the aerodynamic states and can be used directly from the aerodynamic adjoint formulation, which was implemented by Mader et al. [45] . This term is computed exactly using the reverse-mode AD of Tapenade [46] and then stored. The first off-diagonal block, ∂A/∂u, contains the derivatives of the aerodynamic residual with respect to the structural displacements. This is a challenging matrix to compute in a two-state aerostructural formulation. What makes this term particularly challenging is that a single structural degree of freedom (DOF) can affect many aerodynamic cells. Using the hybrid-mesh deformation scheme described in Section 2.4, any structural DOF that perturbs a supernode results in a dense column due to the solution of the linear system of equations. With a large number of structural surface DOFs and a large number of supernodes, storing this matrix would require an excessive amount of memory. Instead, we compute this term in a matrix-free fashion using the chain rule:
where ∂A/∂X V contains the derivatives of the aerodynamic residual with respect to variations of all the volume mesh coordinates. The sparse structure of this matrix is due to the stencil used for the finitevolume computation. We compute this matrix using reverse-mode AD, in a similar fashion to ∂A/∂w. This Figure 3 : Adjoint procedure for solid mesh warping matrix is computed in parallel and stored in distributed memory, which allows us to compute the transpose matrix-vector products in a relatively inexpensive manner. The matrix of derivatives of the mesh deformation, ∂X V /∂X S , requires a careful implementation to be computationally efficient. For the transpose matrix-vector products required for the adjoint computation, the normal deformation procedure-previously shown in Fig. 2 -proceeds in reverse. Reverse-mode AD is used to compute the variation of all the surface nodes (X S ) and the variation of the volume supernodes (Y V ). The variation of the volume supernodes is related to the surface supernodes through the solution of the mesh adjoint equation given by K
where ψ M is the mesh adjoint. Finally, the variation Y S is propagated to the full mesh surface using the transpose of the restriction operator. This procedure is illustrated in Fig. 3 . This computation is performed just once for each transpose matrix-vector product. To ensure overall scalability of the coupled adjoint solution, all of the computations are executed in parallel with acceptable efficiency. In this case, since the linear system of equations for the mesh deformation is symmetric and fixed, a parallel LU decomposition is performed once using the distributed version of SuperLU [47] . Subsequent mesh perturbations and adjoint solutions can be computed quickly with a back-substitution operation. Finally, since X S is given by X S = X J + T u, the partial-derivative matrix (∂X S /∂u) T is simply T T , which is the load transfer operation.
This way of computing ∂A/∂u contrasts with the finite differences used by Martins et al. [27] , where each structural surface DOF was perturbed in turn, followed by a mesh deformation to re-evaluate the aerodynamic residuals. The computational cost of these finite differences scaled directly with the number of structural surface DOFs, and it became clear that this approach would not be suitable for the O 10 4 surface DOFs used in the present work. As we will see in Section 4, this method allows us to quickly compute the aerostructural gradient with structural meshes with over 1 million DOFs and problems with thousands of design variables.
The final aerodynamic residual partial derivative, ∂A/∂x, is computed using another chain rule:
The two right-most terms are identical to the terms in the computation of ∂A/∂u (16), and the computation of the remaining term, ∂X S /∂x, is described in Section 2.4.
Structural Residual Partial Derivatives
The other off-diagonal block in the coupled adjoint equations (14), ∂S/∂w, represents the derivatives of the structural residuals with respect to the aerodynamic states. The only contribution to this matrix is due to the aerodynamic forces, F A , and is given by,
∂S ∂w
We compute and store ∂F A /∂w and ∂F A /∂X S , which we refer to as the coupling matrices. These terms are computed using reverse-mode AD applied to the CFD force evaluation routine. Unlike ∂A/∂w or ∂A/∂X V , only cells on the wetted surface have nonzero components. Thus, the cost of storing these terms is very low. The remaining diagonal block, ∂S/∂u, represents the derivative of the structural residuals with respect to the structural states. For linear aerostructural analysis, this term is not simply the linear stiffness matrix, K. Given the structural residuals (2), we find that the applied forces, F , are actually explicit functions of u. As the flexible structure deforms, the surface normals on the CFD mesh change orientation, giving rise to a nonlinear following force. To obtain derivatives, this effect must be included. To obtain the matrix-vector products required by the Krylov-type solution strategy, we compute this term in the following manner:
This product is formed by transferring the φ vector to the aerodynamics using a displacement transfer, finding the ∂F A /∂X S transpose matrix-vector product, and then transferring the result back to the structural solver using a load transfer. Since this operation requires two synchronous data transfers, these products are evaluated only as required, and the exact ∂S/∂u is never formed.
The partial derivatives of the structural residuals with respect to the design variables, ∂S/∂x, required in total-derivative equation (13) , are evaluated analytically.
The product of the partial derivatives and the adjoint vector ψ T ∂S/∂x is evaluated analytically on an element-by-element basis, where geometric and material variables are handled using different approaches. For the geometric variables, the computation proceeds in two stages. First, the product ψ T ∂S/∂X J is computed, where X J are all the node locations. Next, the product of ψ T ∂S/∂X J and the derivative of the node locations with respect to the design variables, ∂X J /∂x, is computed. This computation is arranged so that it is efficient when the number of geometric design variables is large. For the derivative of the material design variables, the sparse dependency of the design variables is exploited, and only elements with a nonzero contribution to ψ T ∂S/∂x are computed.
Partial Derivatives of the Function of Interest
The right-hand side of the coupled adjoint system (14) is the derivative of the function of interest with respect to the system states. We consider only aerodynamic or structural functions, that is, functions that could be used in a single-discipline analysis. The derivatives of typical aerodynamic functions such as C L , C D , and C M are computed with reverse-mode AD, in a similar fashion to the coupling matrices. We analytically evaluate the derivatives of typical structural functions, such as individual element stresses, σ i , or the KreisselmeierSteinhauser (KS) [48, 49] aggregation functions. For the structural functions, ∂I/∂w is zero. However, for aerodynamic functions involving surface pressure or traction integration, ∂I/∂u is nonzero and is given by
The resulting procedure is similar to that used in the computation of ∂S/∂u, expressed in Eq. (20).
Partial Derivatives in the Total-Derivative Equation
The evaluation of the partial-derivative terms in the total-derivative equation (15) is challenging because the load and displacement transfer operations have a dependency on the geometric design variables. Figure 1 shows how the displaced surface coordinates, X S , are extrapolated from the structural domain. The complication arises from the fact that the length of the extrapolation vector, r, changes with the design variables. Accounting for this change leads to a transfer scheme that remains accurate for large geometry changes, but it complicates the computation of the derivatives. For aerodynamic functions, we compute ∂I/∂X S using reverse-mode AD, similarly to what was done for the coupling matrices in Eq. (19) . Then, for each design variable, we evaluate the derivative of the perturbed shape, X S , with respect to the design variables, x, by computing
Since the transfer-operation matrix T is never explicitly formed, we evaluate a single entry of the resulting vector sequentially in a matrix-free fashion. A similar correction must be made for the derivative of the structural states with respect to the geometric design variables, since the load transfer depends on the design variables. Finally, the evaluation of the ∂X S /∂x term is used to complete the computation of ∂A/∂x. These operations are relatively costly, since in our implementation they require a synchronous transfer of data from both disciplines for each design variable. As we will see in Section 4.4, the cost of this computation scales very weakly with the number of design variables, and thus makes a small contribution to the overall computational cost of computing the gradient.
Coupled Adjoint Solution
As with the aerostructural system of equations, we consider two approaches to solve the coupled adjoint system (14): a segregated approach and a monolithic approach. The segregated approach is the lagged coupled adjoint approach [27] , which corresponds to a linear block Gauss-Seidel algorithm. We also investigate a monolithic approach, which uses a Krylov method applied directly to the coupled linear system.
Linear Block Gauss-Seidel Method (LBGS)
The analog of the NLBGS method for coupled adjoint equations is the linear block Gauss-Seidel (LGBS) method. This method expresses the interdisciplinary coupling as additional forcing terms to the right-hand side of each set of disciplinary adjoint equations. If we separate the single matrix equation into the two blocks we obtain:
The subscripts K and F in the term ∂S/∂u represent the contributions from the stiffness matrix and external forces, respectively. Since the external-force component is costly to compute and involves synchronous communication between disciplines, it is lagged. The same applies to the contribution from the off-diagonal term. We can iterate between these two equations until we reach the desired convergence level. The main advantage of this approach is that the discipline adjoint solvers can be re-utilized by simply adding the appropriate right-hand side forcing terms. In practice, we only partially converge each discipline before a data exchange is made. Additionally, depending on the problem, it may be necessary to apply an underrelaxation factor to the structural update for enhanced stability. The pseudocode for this approach is listed in Algorithm 3.
Algorithm 3 Block Gauss-Seidel coupled adjoint solution method Transfer structural adjoint
Partially solve CFD adjoint update 9:
Update aerodynamic adjoint 10:
Transfer aerodynamic contribution to structural RHS 11:
Partially solve CSM adjoint update 14: 
Coupled Krylov Method (CK)
The second approach that we use to solve the coupled adjoint equation (14) is a fully coupled monolithic method. As with the coupled Newton-Krylov method, this method follows previous work with lower fidelity systems [36] . This is the first use of a monolithic solution method for the coupled adjoint equations on a large-scale aerostructural problem.
Krylov subspace methods are particularly attractive for this type of problem, since they require only matrix-vector products, allowing the use of our pre-existing matrix-free adjoint operators. In our case, the diagonal blocks of the Jacobian in Eq. (14) are stored, but the off-diagonal terms are not explicitly stored. Effective preconditioning is critical to the performance of Krylov methods, especially on large systems of equations such as the ones we are solving.
We choose to use a block-Jacobi preconditioner for the coupled system, since this approach ignores the off-diagonal terms and allows the aerodynamic and structural preconditioning to be carried out in parallel. For the aerodynamic block preconditioner we reuse the preconditioned Krylov subspace method used for the aerodynamic adjoint. In this case however, we run a fixed number of GMRES iterations, typically between 10 and 20.
For the structural block of the preconditioner, we use the matrix factorization of K. The pseudocode for the linear adjoint operator for the coupled system is listed in Algorithm 4. The matrix-vector products are computed in a matrix-free fashion.
Algorithm 4 Coupled Krylov method linear operator

1: function Mult(X)
Compute Jacobian-vector product with X 2:
(XA, XS ) ← X Extract aerodynamic and structural components 
Memory Requirements
We now consider the additional memory requirements for the fully coupled nonlinear and adjoint solution methods. One advantage of the Gauss-Seidel strategy is that the coupled solution does not require any significant additional memory. This allows the aerostructural analysis and optimization to inherit the same memory footprint as the stand-alone discipline solvers.
If a Krylov method with a long recurrence relationship is used to solve Eq. (10) or Eq. (14), significant additional memory is required. In the current framework, we use restarted FGMRES(m) (where m is the size of the Krylov subspace) to solve Eqs. (10) and (14) . This requires 2m vectors of size R to be stored in memory. For matrix-free disciplinary methods, these vectors require additional memory.
If Newton-Krylov methods are used to solve the disciplinary systems, however, it may be possible to reduce the memory requirement of the individual solvers when a coupled method is used. When our CFD solver is used stand-alone, a preconditioned GMRES(s) algorithm is used to approximately solve the Newton update equation and tightly solve the adjoint equation. The system is preconditioned using restrictive additive Schwartz and ILU(p) on each of the subdomains, and it requires s subspace vectors. For the coupled solution, it is possible to "exchange" some of the Krylov vectors used for discipline preconditioning to the outer Newton-Krylov or Krylov solver.
A fixed number of subspace vectors, n, can be used for the either the outer FGMRES solver or the discipline preconditioner. If we choose m = (n − s)/2 the coupled methods and the Gauss-Seidel methods will use the same memory. In effect, we are transferring computational work (and memory) from the discipline solvers to the coupled solver. This results in more outer iterations with fewer expensive inner iterations. The increase in the number of outer nonlinear or linear iterations also increases the computational cost of evaluating the off-diagonal terms. Eventually, this increasing cost leads to diminishing returns and there is a range of s values that leads to the best performance. This trade-off is investigated in Section 4.3.
Results 1 Common Research Model Test Case
The common research model (CRM) [50] wing-body-tail configuration is used for the studies presented in this section. This configuration exhibits design features typical of a modern wide-body long-range aircraft. The full configuration is used for the CFD analysis but only the wing structure is modeled. For the structural analysis, we created a structural model conforming to the OML that is representative of a modern aircraft wingbox. We use linear, second-order MITC shell elements [51] to model the ribs, spars, skins, stringers, and rib stiffeners. The upper wing skin and stringers are made of Aluminum 7050. The remainder of the primary wing structure is assumed to be manufactured from Aluminum 2024. The general arrangement of the CRM geometry, along with a detailed view of the wing structure, is shown in Fig. 4 . Table 1 lists the key parameters for the CRM configuration. 2 Gradient Verification Accurate derivatives are critical for the performance of any gradient-based optimization. As described in Section 3, all partial-derivative terms for the coupled adjoint equation (14) and total-derivative equation (15) are computed either with AD (using Tapenade [46] ) or analytically. These terms can be evaluated with near machine precision, allowing for extremely accurate derivatives. To ensure an entirely consistent formulation and implementation, we verify the coupled adjoint using the complex step method [52, 53] as a benchmark applied to the entire coupled system. In our experience, if only some of the digits in the derivatives are verified, certain bugs in the computations might go unnoticed and emerge more obviously in other cases. Therefore, we do not use finite-difference formulae to verify the results herein. We modified and created "complexified" versions of all the analysis modules that allow for the complex perturbation of any design variable. When an aerostructural solution is computed with a complex perturbation on a design variable, the resulting complex parts in the functions of interest correspond to the derivatives of those functions. Unlike finite differences, the complex step method does not suffer from subtractive cancellation. With the elimination of subtractive-cancellation errors, we can choose an arbitrarily small step size and reduce the truncation error to machine precision. For iterative methods, the complex perturbations on the function of interest converge as the nonlinear system converges [53] .
The verification is carried out with the level-1 discretization given in Table 5 . The aerostructural analysis and adjoint systems are converged to a relative tolerance of AS = SA = 10 −8 . It is generally not possible to obtain any further convergence for the aerostructural system, since the condition number of the structural Jacobian is typically O(10 9 ) for the shell structures used in this work. The resulting derivatives agree to O 10 −5 . Obtaining better agreement becomes difficult because small discrepancies between the real and complex codes often appear, probably due to differences in compiler implementations and optimizations of certain built-in functions that do not always produce bit-compatible results. However, the level of accuracy achieved with the current coupled adjoint implementation is more than sufficient for gradient-based optimization.
For the verification, we compute the derivatives of two aerodynamic functions, C L and C D , and a structural function, the KS stress aggregation function. The KS function aggregates the von Mises stress on the lower skin and lower stringers. The derivatives of these three functions are computed with respect to global and local design variables. Global design variables explicitly affect the residuals of all governing equations, while local variables directly affect only one discipline. The chosen global variables are wing span and sweep. The local variables are the angle of attack α (an aerodynamic variable) and the skin thickness of one lower surface skin panel at the root (a local structural variable). Table 2 shows the derivatives computed using the coupled adjoint method, the complex-step method, and the forward finite-difference formula. A complex-step size of 10 −40 j is used for the complex-step method. For the finite-difference derivatives, we show the result for the optimal step size for each variable. Seven step sizes ranging from 10 −1 to 10 −7 were considered. We then use the derivative computed with the optimum step, h opt , i.e., the step that minimizes the sum of the truncation error and the subtractive-cancellation error. The derivatives computed with the coupled adjoint method differ from the complex-step method by relative errors of 10 −3 to 10 −6 . The derivatives with respect to the local aerodynamic variable, α, are typically more accurate due primarily to a more straightforward total-derivative computation. The finitedifference derivatives are much less reliable and typically differ from the complex-step derivatives by 10 −1 to 10 −3 . The limited accuracy of the finite-difference gradients reduces their effectiveness in verifying a coupled adjoint implementation, since errors of order O(10 −2 ) and below cannot be detected.
We also performed a study to demonstrate that the design space resulting from our aerostructural analysis techniques is relatively smooth and continuous with respect to the geometric variables. Geometric variables directly affect both disciplines through mesh changes, and therefore the derivatives with respect to these variables are more challenging to compute. A shearing sweep design variable that displaces all coordinates in the x-direction along the span of the wing is used in this study. Figure 5c shows the extent of the sweep change about the reference value, from ∆x = −2 to ∆x = 2. Figure 5a plots the derivative of the drag coefficient over this sweep range. We can see that both the drag coefficient and its derivative with respect to sweep vary smoothly at this scale. Figure 5b shows a detailed view where the variation in sweep is six orders of magnitude smaller that the one shown in Fig. 5a . Here, we can now see the noise inherent in the aerostructural solution, which is only O(10 −7 )C D . The reasons for such a low noise is the level of convergence are that we are able to achieve in the aerostructural solution, and the fact that the mesh movement is relatively smooth. Figure 5b also shows vectors representing the derivative computed with the coupled adjoint method. In spite of the noise in the drag coefficient, the derivative still indicate the correct trend of the noisy function. To employ gradient-based optimization effectively, we require smooth functions with continuous first derivatives. We have taken great care to ensure that all computational components of the aerostructural analysis, including the geometry manipulation, the mesh deformation, and the two discipline solvers, have smooth responses; we pass full-precision data between components and strive for the best possible numerical precision. It is clear from Fig. 5a that the derivatives are not only smooth but also continuous. The smooth design space and the accurate coupled adjoint derivatives demonstrate that the current framework is well suited for large-scale gradient-based optimization. This has also been demonstrated by successfully performing the aerostructural optimization of an aircraft configuration with respect to hundreds of design variables [33] .
Solution Method Comparison
In this section, we compare the two strategies for the solution of the aerostructural system and the two strategies for the solution of the adjoint system. The comparison is carried out using the level-2 discretization listed in Table 5 . We consider two load cases: a 1 g cruise condition with only moderate elastic deformation and a 2.5 g maneuver condition with significantly more deflection. We consider several variations of the NLBGS and CNK methods. First we consider four fixed values of the under-relaxation parameter: θ = 0.25, 0.5, 0.75, and 1.0 (the latter corresponds to no under-relaxation). For these analyses, θ (k) = θ (0) for all iterations. An additional analysis with Aitken acceleration (θ (0) = 0.5) is also performed. For all the NLBGS analyses, A = 0.1 and S = 1 × 10 −3 . However, since we are using a direct factorization method for the structural analysis, a lower error than S is usually achieved.
For the NLBGS analysis, the aerodynamic Newton-Krylov solver uses GMRES(75). This system is preconditioned with additive Schwartz [54] (overlap 1) and ILU(2) on each of the subdomains. For the coupled Newton-Krylov algorithm, three non-Aitken accelerated relaxed Gauss-Seidel start-up iterations are performed for the 1 g case, and five start-up iterations are performed for the 2.5 g case. Three variants of the algorithm are evaluated, each with a different subspace size for the aerodynamic part of the coupled block-Jacobi preconditioner. To ensure a fair comparison using constant memory, the size of the FGMRES outer subspace is m = (75 − s)/2 , which yields similar memory usage for the CFD processors. While the structural processors have additional memory requirements, these requirements are small compared to the memory required for the stiffness matrix and associated factorization, so they are acceptable. Table 3 lists the computational times for each of the test combinations. The N iter column is the number of iterations required for convergence, which has a slightly different meaning depending on the solution method. For the NLBGS methods, this is the number of iterations required for convergence. For the CNK methods, this is the total number of nonlinear residual evaluations. Since the cost of the preconditioned nonlinear residual evaluations varies with the strength of the preconditioner, i.e., the value of s, the number of iterations is not directly comparable between the two classes of methods. The "-" symbol signifies that a given parameter is not relevant for the particular case.
A number of trends can be determined from these results. For both load cases, fixed under-relaxation parameters with values of 0.25 or 1.0 consistently performed poorly, while values of 0.5 and 0.75 performed reasonably well. The lowest under-relaxation of 0.25 is very robust, but it takes a large number of iterations to converge. Conversely, the solution without under-relaxation (θ = 1.0) consistently over-and under-shoots the actual structural displacement, especially for the 2.5 g condition, leading to a large number of iterations. The Aitken acceleration reduces the required number of Gauss-Seidel iterations considerably, resulting in the second-best Gauss-Seidel solution time for each of the two load cases. The advantage of the Aitken acceleration is that the optimal value of the θ parameter, which is problem dependent, does not need to be known beforehand. For example, the optimal θ for the 1 g condition is 0.75, while for the 2.5 g load case it is 0.5.
Given the ease of implementation and increase in performance, and assuming that we do not know the optimal under-relaxation parameter in advance, we recommend the Aitken-accelerated form of the GaussSeidel method among the segregated analysis methods.
The CNK method generally performs better than the Gauss-Seidel methods, and the lowest solution times for each of the two flight conditions are achieved by this method. The effect of the strength of the inner preconditioner on the number of inner iterations is evident in Table 3 . As expected, s = 5 requires the most outer iterations, with each iteration having the lowest computational cost. For the largest number of outer iterations (m = 35), the number of iterations increases considerably, exceeding 200. Since our scheme is very efficient, a small inner subspace is still viable. However, better solution times are obtained using a slighter stronger preconditioner. The solution times with s = 10 and s = 20 are similar and suggest that for computational problems with this discretization level, 10-20 is a reasonable range for this parameter. For the 1 g load case, the best CNK solution time is 9% faster than the best NLBGS time, and it is 22% faster for the 2.5 g load case. Not surprisingly, the advantage of a monolithic strategy is more pronounced in the more strongly coupled 2.5 g load condition.
We perform a similar comparison for the solution of the coupled adjoint system. For the LBGS solver, we consider two fixed under-relaxation parameter values, 0.5 and 1.0, as well as three relative tolerances for the aerodynamic adjoint solution, A = 0.1, 0.25 and 0.5. The same three variants of the CNK solver are considered with inner aerodynamic subspace sizes of 5, 10, and 20. As with the nonlinear solution comparison, the memory requirements are fixed. The LBGS solver uses GMRES(75), while the coupled solver uses GMRES(s) for the aerodynamic preconditioner and FGMRES( (75−s)/2 ) for the outer subspace. The results are given in Table 4 .
The benefits of the monolithic solution method are even more compelling for the adjoint solution. As is the case for the nonlinear solution, all the Gauss-Seidel solutions are able to converge, albeit with some difficulty. For the 1 g flight condition, the under-relaxation parameter of 1.0 yields faster solution times, while for the 2.5 g case, a value of 0.5 is faster. Both cases converge faster with the relatively weak tolerances of only 0.5. Additional accuracy for each approximate solution is unnecessary and only increases the computational cost. The wide range of solution times for the LBGS method indicates a strong dependence on both the forcing tolerances and the under-relaxation factor. All three variants of the coupled Krylov solver converge without issue and are typically significantly faster than the best LBGS combination. The observation regarding the small inner subspace sizes (s ≈ 5) made for the aerostructural solution applies to the adjoint solution to an even greater extent. While the reverse-mode mesh-deformation derivatives are computed efficiently, they are more costly than their forward equivalent.
The cumulative time required for the mesh-deformation derivatives represents a much larger proportion of the total solution time in all the coupled solution results. It represents approximately 40% of the overall time for the s = 5 case and approximately 15% for the s = 20 case. Values of s = 10 yielded the best solution times. However, the optimal values of s are problem dependent and may also depend on other solution parameters, such as the level of fill used for the aerodynamic preconditioner. Generally, s values ranging from 10 to 20 result in fast and robust convergence, a trend that is similar to the aerostructural solution case.
A comparison of the best LBGS solution times with the best CK times shows a 19% reduction in time for the 1 g load case and a 29% reduction for the 2.5 g case. We conclude that for the type of static aerostructural deformations we expect to find on a subsonic transport aircraft wing, the fully coupled solution methods (nonlinear and adjoint) can yield computational savings in the order of 10 to 30%.
Parallel Solution Scalability
We now examine the parallel scalability of the aerostructural solution and adjoint techniques. We consider a sequence of three discretization levels, where each level doubles the spatial resolution of the previous level. For the CFD solver, each level increases the number of cells by a factor of eight. Since the structural solver uses shell elements, doubling the spatial resolution results in four times the number of elements and approximately four times the number of structural degrees of freedom. Table 5 lists the sizes of each level of discretization and the number of processors used for each level. This weak scaling study attempts to keep the number of degrees of freedom per processor roughly constant. For the CSM problem, near-perfect load balancing is achieved for each mesh level, but this is not the case for the CFD problem. The load imbalance is computed via Imbalance = max (N i ) /N even − 1, where N i is the number of cells on each processor and N even = N total /N P is the number of cells resulting from a perfect balancing. The load imbalance for mesh level 3 indicates that at least one critical processor is assigned 25% more computational work than is required on average, leading to computation times 25% longer than would result from perfect load balancing. Solutions are generated for a Mach number of 0.85, a fixed angle of attack of 2 • , and a static pressure of 30 000 Pa, which is close to the 1 g cruise flight condition. The nonlinear equations are solved using the NLBGS method, while the adjoint equations are solved with the coupled Krylov method. The adjoint solution also evaluates the gradient of the lift with respect to 462 design variables. Both the nonlinear and adjoint solutions are converged to relative tolerance AS = SA = 10 −6 . Figure 6 shows the C p contours for each converged solution, as well as the von Mises stress values as a fraction of yield stress on the upper surface of the wing box. A section of the computational meshes near the wing root for each discipline is also provided for visual reference. Comparisons of key aerodynamic and structural performance results are given in Table 6 . The general characteristics of the solutions at each mesh level are similar, but a closer investigation reveals several differences. As the CFD mesh is refined, the normal shock on the upper surface of the wing becomes more pronounced, leading to a more accurate prediction of the wave drag. The lift coefficient is predicted reasonably well at all three mesh levels, while the drag coefficient reduces considerably as the mesh is refined because of the reduction of spurious drag caused by the artificial dissipation scheme. As expected from finite-element theory, the higher resolution mesh is less stiff, resulting in larger displacements and higher stress levels.
We now examine the scalability of our methods by breaking down the time required to compute each solution and adjoint. These computations, as well as all the others in this paper, were performed using Intel Xeon E5540 processors connected with a 4x-DDR non-blocking InfiniBand fabric interconnect [55] . A detailed computational-time breakdown of the derivative computations performed for the above converged aerostructural analysis is given in Table 7 . The fraction column is nondimensionalized using the aerostructural analysis time for that level.
The aerostructural solution times for all three mesh levels show that the majority of the solution time is taken by the CFD solution. The mesh deformation comprises only 2-3% of the total solution time. Similarly, the time required for transferring the loads and displacement is less than 1%.
We would expect the total solution time for an NLBGS solution to be the sum of the individual disciplinary solution times. However, since we are using a direct solution method for the CSM, the majority of the solution time is due to the matrix factorization, which we can overlap with the first CFD Gauss-Seidel iteration.
For the coupled adjoint solution, the one-time assembly costs account for the time required to compute the aerodynamic state residual matrix, ∂A/∂w, the spatial residual matrix, ∂A/∂X V , and the two coupling matrices ∂F A /∂w and ∂F A /∂X S . This amounts to approximately 35% of the analysis time for the level-2 mesh, but it is quickly amortized over multiple adjoint solutions. Since the stiffness matrix for the structural discipline is symmetric, the original factorization for the structural solution method is reused for the structural adjoint. The bulk of the coupled adjoint solution time is spent in each of the disciplinary solvers, amounting to approximately 35% of the aerostructural solution time. The computational cost for the off-diagonal terms is dominated by the time required to compute ∂A/∂u, listed in Table 7 under "Mesh derivatives." This amounts to 20-30% of the coupled adjoint solution time for the level-1 and level-2 meshes. The time required for the mesh derivatives on the larger mesh is disproportionately large. The culprit is the load balancing of the mesh-deformation algorithm. The mesh-deformation algorithm currently does not support block splitting, which means that once the number of processors exceeds the number of blocks in the mesh (144 in this case), the remaining processors are idle during mesh operations. If the level-3 mesh contained a correspondingly larger number of blocks, this behavior would not be observed. The total-derivative time includes the calculation of all partial-derivative terms in the total-derivative equation.
It is instructive to examine how the convergence characteristics of the nonlinear aerostructural solution and linear adjoint solutions change as the size of the computation increases by nearly two orders of magnitude. Figure 7 shows the nonlinear convergence and Fig. 8 shows the adjoint convergence.
For both the level-1 and level-2 meshes, convergence to 10 −6 is achieved in approximately the same number of iterations (16 and 19, respectively), while engineering accuracy (10 −3 ) for the lift-to-drag ratio is achieved in approximately 10 iterations. However, the level-3 solution requires 36 iterations, and engineering accuracy is not achieved until iteration 20.
Moving from mesh level 2 to 3, the number of NLBGS iterations doubles, but the wall time increases by a factor of 4.3. Since a fixed aerodynamic forcing tolerance is used, each iteration is also more costly on the larger mesh. The performance for the coupled adjoint solution is similar. In this case, the cost of each iteration is similar for all three mesh levels, such that the number of iterations required for convergence in Fig. 8 is representative of the overall solution time. All of the adjoint solutions use the same aerodynamic preconditioning settings-ILU(1) and additive Schwartz(1)-resulting in nearly constant memory usage across the mesh levels. For mesh level 3, faster convergence times can be achieved by using stronger preconditioning, which reduces the condition number of the preconditioned system.
Design Variable Scalability
The main advantage of using the coupled adjoint method to compute the gradients of the functions of interest is that the computational cost is theoretically independent of the number of design variables. However, as described in Section 3.2, careful implementation of the partial-derivative terms ∂I/∂x, ∂A/∂x, ∂S/∂x in the total-derivative equation (15) is required to ensure that the computational cost is practically independent of the number of design variables. We now consider the time required to compute the gradient of C L with respect to thousands of design variables. The design variables are distributed according to Table 8 and contain both global geometric variables and local variables.
We compare the computational time required to compute the gradient for the coupled adjoint method and Shape 4818
Aerodynamic variables
Angle of attack 1
Tail rotation 1
Structural variables
Upper skin 54
Lower skin 54
Upper stringers 54
Lower stringers 54
Ribs 18
Rib stiffeners 18
Spars 36
Total 5120
for first-order finite differences. The level-2 discretization is used and the computational time is normalized by the time required for a single aerostructural solution. The results are shown in Fig. 9 .
We expect the cost of finite differencing to be linearly dependent on the number of design variables. However, the slope is not equal to one but is significantly lower, since the solution for each design-variable perturbation uses the previous solution as a starting point, and it is closer to the converged state than a uniform-flow field solution. For each additional design variable, finite differencing requires a time equivalent The coupled adjoint method exhibits an extremely small slope. The main contributor to this slope is the design-variable-dependent load transfer, which requires a synchronous data transfer for each geometric design variable. Nevertheless, each additional design variable requires only 0.005% of the aerostructural solution time.
It is worth comparing the current results with the previous work of Martins et al. [26] . In that work, the coupled adjoint cost was found to scale with the number of design variables according to 3.4 + 0.01N x . Since the constant term in the equation includes the aerostructural solution, the coupled adjoint solution had a baseline cost of 2.4. The present method scales according to 1.67 + 5 × 10 −5 N x , as indicated in Fig. 9 . This corresponds to a baseline cost for the coupled adjoint of 0.67, i.e., a 72% reduction relative to the previous implementation. This is primarily due to the elimination of the finite differencing that was used to compute the off-diagonal coupled adjoint terms. This improvement is even more significant in absolute terms because the aerostructural solution of the new implementation is also much more efficient. Additionally, the slope in the dependency on the number of design variables has been reduced by over two orders of magnitude. This is achieved by eliminating the use of finite-difference derivatives in the total-derivative equation (15) .
We have shown that the new implementation of the coupled adjoint method exhibits extremely good design-variable scaling. The coupled computational cost can be considered practically independent of the number of design variables, and it is now feasible to compute coupled gradients with respect to thousands of design variables.
Conclusions
Strategies for the analysis and derivative computation of high-fidelity aerostructural systems have been presented. Two methods were implemented for solving the nonlinear aerostructural systems: a block GaussSeidel method with Aitken acceleration, and a fully coupled Newton-Krylov approach. Both methods performed well on the present problem of interest, with the latter method typically requiring 10% less computational time than the former. With the proposed CNK approach, a typical aerostructural solution with 2 × 10 6 CFD cells and 300 000 structural degrees of freedom can be obtained in under 3 minutes using 52 aerodynamic and 4 structural processors.
A coupled adjoint was implemented for the aerostructural equations that significantly improves the accuracy and efficiency relative to previous work. By eliminating the computational expense of the finite differences previously used for the coupled adjoint off-diagonal terms, much larger coupled adjoint systems were solved in a scalable way. The dependency of the computational cost on the number of design variables was reduced to O 10 −5 , which can be considered negligible. A coupled adjoint gradient computation with respect to over 5 000 design variables was demonstrated. The elimination of finite differences dramatically improved the accuracy: when compared with the complex-step derivative approximation, an excellent agreement was demonstrated, with relative differences of O 10 −5 . A traditional linear block Gauss-Seidel method was compared with a new fully coupled Krylov method implementation. The latter method was shown to be approximately 30% faster than the former, with similar memory requirements.
The parallel technique of the present study were demonstrated to scale to CFD problem with over 16×10 6 cells, CSM discretizations with over 1×10 6 degrees of freedom, and approximately 100 000 coupling variables using 512 processors.
The accuracy and scalability of the methods presented is the key ingredient for high-fidelity aerostructural optimization. Using these methods, it is possible to perform aerostructural optimizations of full aircraft configurations using detailed CFD and CSM models, leading to optimal aeroelastic tailoring. Such aerostructural optimizations are the focus of other papers by the authors [33, 37] .
