The initial-boundary value problems with the Dirichlet and Neumann boundary conditions arising in the theory of bending of thermoelastic plates with transverse shear deformation are reduced to time-dependent boundary integral equations by means of layer potentials. The solvability of these equations is then investigated in Sobolev-type spaces.
Introduction
Approximate theories of elastic plates are considered for their computational usefulness, since they replace the three-dimensional problem of elasticity with one in only two dimensions. At the same time, such theories emphasize the main features of plate bending by discarding less significant mechanical effects. Kirchhoff's classical model is a reasonable approximation in many practical situations, but lacks the refinement in accuracy expected by modern technology. More recent models, which take account of transverse shear deformation (see, for example, [1] ), give a better answer to this demand by providing a higher volume of data on the displacements, moments, and shear force. The theory discussed in [1] [2] [3] has been generalized in [4, 5] to one that also considers the influence of thermal effects.
In this paper, we investigate the time-dependent bending of a thin elastic plate subject to external forces, moments, internal heat sources, homogeneous initial conditions, and Dirichlet or Neumann boundary conditions. The solutions of these problems are reduced to time-dependent boundary integral equations by means of layer potentials. Using variational formulations, we prove that these equations are uniquely solvable in appropriate spaces of distributions.
The corresponding results in the absence of thermal effects were obtained in [3, [6] [7] [8] [9] . The boundary integral equations arising in the fundamental problems of three-dimensional thermoelasticity [10] were studied in [11] .
Below, we restrict our attention to the homogeneous governing equations of motion with zero initial data. The general case may be reduced to this one by means of an "area" and some "initial" thermoelastic plate potentials (see [12, 13] ).
Formulation of the problem
We consider a thin elastic plate of thickness h 0 = const > 0, which occupies a regionS × [−h 0 /2, h 0 /2] in R 3 , where S is a domain in R 2 with boundary ∂S. The displacement vector at a point x in this region at t 0 is v(x , t) = (v 1 (x , t), v 2 (x , t), v 3 (x , t)) T , where the superscript T denotes matrix transposition, and the temperature is θ(x , t). We write x = (x, x 3 ), x = (x 1 , x 2 ) ∈S. In plate models with transverse shear deformation it is assumed [1] that v(x , t) = x 3 u 1 (x, t), x 3 u 2 (x, t), u 3 (x, t) T .
If thermal effects are taken into account, we also consider the temperature in the form of its "moment" averaged across thickness (see [4, 5] ), defined by
where the factor 1/h 2 has been introduced for reasons of convenience. Then the vector-valued function
U(x, t) = u(x, t) T , u 4 (x, t) T , u(x,t)= u 1 (x, t), u 2 (x, t), u 3 (x, t)
T , satisfies the equation
U (x, t) + (B 1 ∂ t U )(x, t) + (AU )(x, t) = 0, (x,t)∈ Σ = S × (0, ∞),
where B 0 = diag{ρh 2 , ρh 2 , ρ, 0}, ∂ t = ∂/∂t, ρ > 0 is the constant density of the material, Without loss of generality [12] , we assume that the initial conditions are homogeneous, that is,
We write Γ = ∂S × (0, ∞). In problem (TD) with Dirichlet boundary conditions, the boundary data are
U(x, t) = F (x, t) = f (x, t) T , f 4 (x, t) T , (x,t)∈ Γ,
where f (x, t) = (f 1 (x, t), f 2 (x, t), f 3 (x, t)) T . Let T be the boundary moment-stress operator, defined on ∂S by
where n(x) = (n 1 (x), n 2 (x)) T is the outward unit normal to ∂S and ∂ n = ∂/∂n. The vector T u represents the averaged moments and shear force acting on the lateral part of the plate boundary. In problem (TN) with Neumann boundary conditions, the boundary data are
where
To keep the notation simple, in (6) and below we also denote by n(x) the three-component vector (n 1 (x), n 2 (x), 0) T . We denote by S + and S − the interior and exterior domains bounded by ∂S, and write Σ ± = S ± × (0, ∞). In this context, we now have four interior and exterior initial-boundary value problems, which we intend to study simultaneously. Thus, the classical interior and exterior problems (TD ± ) consist, respectively, in finding U ∈ C 2 (Σ ± )∩C 1 (Σ ± ) that satisfy (1) in Σ ± , (2) in S ± , and (3). Similarly, the classical interior and exterior problems (TN ± ) consist in finding U ∈ C 2 (Σ ± ) ∩ C 1 (Σ ± ) that satisfy (1) in Σ ± , (2) in S ± , and (5), which we write in the form
Here and in what follows, the superscripts ± denote the limiting values of the corresponding vector-valued functions as (x, t) → Γ from inside Σ ± , respectively. The weak (variational) formulations of these problems are given in the last section, after we introduce the necessary function spaces. The unique solvability of the corresponding variational problems was proved in [14] in the more general case of mixed boundary conditions. In our proposed procedure, the solutions of (TD ± ) and (TN ± ) are represented in terms of thermoelastic single-layer and double-layer potentials. These representations lead to systems of boundary integral equations for the unknown potential densities. In this paper, we study the properties of the boundary operators generated by the potentials and prove the unique solvability of the ensuing systems of boundary integral equations. We accomplish this by first investigating the Laplace-transformed (with respect to t) versions (TD ± p ) and (TN ± p ) of (TD ± ) and (TN ± ), and then drawing appropriate conclusions regarding the solvability of the original initial-boundary value problems.
The Laplace-transformed boundary value problems
Let L and L −1 be the direct and inverse Laplace transformations, and let
The transition to Laplace transforms in (TD ± ) and (TN ± ) leads to problems (TD ± p ) and (TN ± p ), respectively, depending on the (complex) transformation parameter p.
In problems (TN ± p ), we search forÛ(
We introduce a number of necessary function spaces. Let m ∈ R and p ∈ C. H m (R 2 ) is the standard Sobolev space of allv 4 (x), x ∈ R 2 , equipped with the norm
H m (S ± ) and H m,p (S ± ) consist of the restrictions to S ± of allv 4 ∈ H m (R 2 ) andv ∈ H m,p (R 2 ), respectively; the norms of their elementsû 4 andû are
If p = 0, then we write 
The norms on [H ±1/2 (∂S)] n are denoted by the same symbols · ±1/2;∂S , respectively, regardless of the value of n = 1, 2, . . . . We now turn our attention to the weak formulations of (TD ± p ) and (
The variational problems (TN
We remark that both these formulations are suggested, as usual, by the analogs of the first Green formula, which will be discussed later.
In what follows, we denote by c all positive constants occurring in estimates, which are independent of the functions in those estimates and of p ∈ C κ , but may depend on κ. Two following assertions were proved in [14] ; we reproduce them here for convenience.
If the mappingF :
If the mappingĜ :
We conclude this section by considering a transmission problem, (TC p ), in the whole of R 2 . Its classical formulation consists in finding a vector-valued functionÛ(
Repeating the arguments in [14] almost identically, we arrive at the following assertion.
, which satisfies
If the mappingÂ :
The Poincaré-Steklov operators for the Laplace-transformed problems
Let p ∈ C κ , κ > 0, and letÛ
be arbitrary, and letŴ = (ŵ T ,ŵ 4 ) T ∈ H 1,p (S ± ) be any extensions of it to S ± . We define boundary operators T ± p,e and T
Finally, we define the Poincaré-Steklov operators T ± p by
To convince ourselves that T ± p are defined correctly, suppose thatŴ 1 ,
SinceÛ is the weak solution of (TD ± p ), it follows that Υ ±,p (Û ,Ŵ ) = 0, which means that the right-hand side in (13) does not depend on the choice of extension ofΦ from ∂S to S ± .
Lemma 1. For any
, and for anŷ
Proof. Let the same symbols l ± denote operators of extension from ∂S to S ± , which map
, continuously and uniformly with respect to p ∈ C. Also, let (11) and (12) it follows that
By the continuity of l ± ,
therefore,
Inequality (14) now follows from (8) .
, and letÛ ∈ H 1,p (S ± ) be the solutions of (TN ± p ) with boundary dataĜ. If F = γ ±Û , then it is clear thatÛ is the solution of (TD ± p ) with boundary dataF . Comparing (7) and (13), we see that
Applying the trace theorem and (9), we arrive at (15) , which completes the proof. 2
The single-layer potential for the Laplace-transformed problem
Let D(x, t) be a matrix of fundamental solutions for (1), which vanishes for t < 0. This means that the (4×4)-matrix D(x, t) satisfies
where δ(x, t) is the Dirac delta and I is the identity (4 × 4)-matrix. Since the Laplace transformD(x, p) of D(x, t) is a holomorphic matrix-valued function in the complex half-plane Re p > 0 and its growth away from the origin is at most polynomial, it satisfies the transformed equation
In [15] it is shown that the entries ofD(x, p) are of the form
whereΨ ∈ C ∞ (R 2 \ {0}) has an asymptotic expansion of the form
In accordance with established notation, here and below
, be a smooth function with compact support in ∂S × R, which is equal to zero for t < 0. We define the single-layer thermoelastic plate potential (VA)(x, t) with density A(x, t) by
Its Laplace transform is
In this section, we study the properties of the single-layer potential and boundary operators associated with it in Sobolev-type function spaces. Differentiating in (16) and making use of (17), we easily verify that
and fourth column
andD 0 (x, p) is infinitely smooth. We remark that D(x) coincides with the corresponding part of the matrix of fundamental solutions for the static bending of plates with transverse shear deformation [1] . From this and (18), it follows that the single-layer potential (V pÂ )(x, p) with densityÂ(x) has a number of useful properties, as detailed below.
Let C k,α (S ± ) and C k,α (∂S) be the spaces of functions whose derivatives up to order k are Hölder continuous with index α ∈ (0, 1] in S ± and on ∂S, respectively. To simplify the notation, we use the symbols C, C k,α (·), and C m (·) for the appropriate spaces of both scalar and vector-valued functions.
(i) IfÂ(x) ∈ C(∂S), then (V pÂ )(x, p) exists for any x ∈ R 2 , the restrictions of (V pÂ )(x, p) to S ± belong to C ∞ (S ± ), and
Also,V pÂ ∈ C 0,α (R 2 ) for any α ∈ (0, 1). The limiting values of (V pÂ )(x, p), when x → ∂S from inside S ± , coincide and we write
We introduce the boundary operator
which maps C(∂S) continuously to C 0,α (∂S) for any α ∈ (0, 1).
, with β = α for α ∈ (0, 1) and any β ∈ (0, 1) for α = 1. Let x 0 ∈ ∂S, and consider the vector-valued function (T(V pÂ ))(x, p), where x ∈ S + or x ∈ S − , and T is defined by (4) and (6) with n = n(x 0 ). Then
On the other hand, we can represent T andD(x − y, p) in the form
from which it follows that 
We note that the matrix kernel in (T(V pÂ )) (0) (x 0 , p) contains combinations of bounded, weakly singular, and singular (as y → x 0 , x 0 , y ∈ ∂S) terms.
We now study the properties of the operators V p defined by (19) on Sobolev-type spaces. 
Proof. LetÂ ∈ C 0,α (∂S), α ∈ (0, 1], and let
Obviously,Û(x, p) is the solution of (TC p ) with boundary dataÂ(x, p). By the trace theorem and (10) 
Inequality (23) now follows from (24) and (14) . 2
Lemma 3. For any
This assertion follows from Lemmas 1 and 2, in particular, from (14), (15), (22), and (23).
is the weak solution of (TD ± p ), (TN ± p ), and (TC p ) with boundary dataF , T ± p F , andÂ, respectively.
Proof. The statement for a smooth densityÂ(x, p) is obvious. Since smooth densities-say, of class C 2 (∂S)-are dense in H −1/2,p (∂S) [17] , from the continuity of the trace operators combined with (8)-(10) and the standard passage to the limit we conclude that the assertion is valid for allÂ ∈ H −1/2,p (∂S). 2
The double-layer potential for the Laplace-transformed problem
be smooth and with compact support in ∂S × R, and equal to zero for t < 0. We define the double-layer thermoelastic plate potential (WB)(x, t) with density B(x, t) by
and T y is the boundary differential operator defined by (4) in which n = (n 1 (y), n 2 (y)) T and ∂ α = ∂/∂y α , α = 1, 2. Its Laplace transform is
and
In this section, we study the properties of the double-layer potential and boundary operators generated by it, in function spaces depending on the Laplace transformation parameter.
First, we check that the double-layer potential (26) satisfies
and, hence, that its inverse Laplace transform (25) satisfies (1) in Σ + and Σ − . We havê
If we write
where δ rk is the Kronecker delta, which proves the statement. Obviously, (WB)(x, t) satisfies zero initial data.
To study the boundary properties of the double-layer potential, we write
From the explicit form of T p andD(x − y, p), it follows that
From the properties of the harmonic double-layer potential and those of the static double-layer potential in the bending of plates with transverse shear deformation [1] , it follows that there exist the limiting values (Ŵ pB ) ± (x 0 , p), x 0 ∈ ∂S, which are connected to the direct value (Ŵ pB ) (0) (x 0 , p) of the corresponding singular integral by the formulas
The matrix kernel in (Ŵ pB ) (0) (x 0 , p) contains bounded, weakly singular, and singular (as y → 0) terms. The following properties of the double-layer potential follow from the results in [1] :
(ii) In this case,Ŵ pB may be extended from S ± toS ± , respectively, and the extended vector-valued functions are of class C 0,β (S ± ), with β = α for α ∈ (0, 1) and any β ∈ (0, 1) for α = 1.
To continue the study of the boundary operators generated by the double-layer potential, we need to establish the thermoelastic analogs of Green's formulas for the Laplace equation. Thus, Green's first formula
whereÛ,Ŵ ∈ H 1,p (S ± ),F = γ ±Û , andΦ = γ ±Ŵ , is verified by integration by parts. We now introduce a differential operator that is (formally) adjoint to L p , namely,
We can easily verify that
where (T p ) ± are the boundary operators generated by T p . Obviously, (T p ) ± are continuous from H 1/2,p (∂S) to H −1/2,p (∂S) for every p ∈ C 0 . Subtracting (28) from (27), we obtain the analog of Green's second formula
We denote by Ψ j the j th component of a four-component vector Ψ , and by K (i) the ith column of a (4 × 4)-matrix K.
LetD (x, p) be a matrix of fundamental solutions for L p , that is, a (4 × 4)-matrix-valued function satisfying
and having at most polynomial growth with respect to p ∈ C 0 . We fix x and y = x and takeÛ(z)
. This choice may easily be justified by means of arguments usually encountered in the proof of Green's third formula. As a result, we arrive at
respectively.
Proof. Let x ∈ S + ,B ∈ H 1/2,p (∂S), and letÛ ∈ H 1,p (S − ) be the solution of TD − p with boundary condition (29), we obtain
Equalities (31) yield (32). The case x ∈ S − is considered similarly. 2
We now define the operators In turn, (14) and (15) imply (33). 2
We remark that the jump formulas for the single-layer and double-layer potentials have the form 
We make the notation
The next assertion follows from Lemmas 1 and 5 and Theorem 2.
Lemma 6. For any p ∈ C 0 , the operator F p is a diffeomorphisms from H 1/2,p (∂S) to H −1/2,p (∂S), and for anŷ
Proof. It suffices to prove (34). LetB ∈ H 1/2,p (∂S), and letÛ(x, p) = (Ŵ pB )(x, p). By Lemma 4 and Corollary 1, U(x, p) is the weak solution of (TN + p ) and (TN − p ) in S + and S − , respectively, with boundary dataĜ = F pB . Estimates (34) now follow from the equalityB = W − pB − W + pB , the trace theorem, and (9). 2
Corollary 2. For anyB
This assertion follows from Corollary 1.
In conclusion, we remark that for every p ∈ C 0 , the (4 × 4)-matrix kernel of the boundary operator F p contains bounded, weakly singular, singular, and hypersingular (as y → x, x, y ∈ ∂S) terms. In the last case, the corresponding integrals are understood in the Hadamard sense. Since they are similar to the corresponding integrals in the harmonic case and in the static bending of plates [1] , we do not discuss them in detail here.
Boundary integral equations for the Laplace-transformed problems
We seek the solutions of (TD ± p ) in the form of single-layer or double-layer potentials, that is,
where x ∈ S + or x ∈ S − . After passage to the limit as x → ∂S, we arrive at the systems of boundary integral equations
respectively. The same representations for the solutions of (TN ± p ) lead to the systems of boundary integral equations
Theorem 4. the solution of (38) or (40), thenÛ given by (36) is the weak solution of the same problems.
The unique solvability of systems (37)-(40) and estimates (41) and (42) follow from the assertions of Lemmas 2, 3, 5, and 6. The assertions concerningÛ follow from Corollaries 1 and 2.
Solvability of the nonstationary boundary integral equations
We need to introduce a few more function spaces. Let κ > 0 and k, l ∈ R.
, respectively; taking p = σ + iζ , we write the norms on these spaces as
Finally, the spaces
are equipped, respectively, with the norms |||Û ||| 1,k,l,κ;S ± = û 1,k,κ;S ± + û 4 1,l,κ;S ± , |||Ê||| ±1/2,k,l,κ;∂S = ê ±1/2,k,κ;∂S + ê 4 ±1/2,l,κ;∂S .
We study the properties of our boundary operators on these function spaces.
We define operatorsT ± and (T ± ) −1 by setting, for x ∈ ∂S and p ∈ C κ ,
In the first equality above,F is regarded as an element of H 1/2,p (∂S) on the right-hand side, and of H L 1/2,k,k,κ (∂S) on the left-hand side. In the second equality,Ĝ is an element of H −1/2,p (∂S) on the right-hand side and of H L −1/2,k,k,κ (∂S) on the left-hand side.
Lemma 7.
For any κ > 0 and k ∈ R, the operatorŝ 
, and letĜ = (ĝ T ,ĝ 4 ) T =T ±F . We claim thatĜ(x, p) is a holomorphic mapping from C κ to H −1/2 (∂S). LetÛ be the solution of (TD ± p ) with boundary dataF . By Theorem 1,Û defines a holomorphic mapping from C κ to H 1 (S ± ). We take an arbitraryΦ ∈ H 1/2 (∂S) and construct its extensionŴ ∈ H 1 (S ± ) to S ± . By (13), the complex-valued function (Ĝ,Φ) 0;∂S of p is holomorphic in C κ , therefore,Ĝ is a weakly holomorphic mapping from C κ to H −1/2 (∂S). By Dunford's theorem [16] , this mapping is also holomorphic in the strong sense, which proves our assertion. The continuity of (43) follows from (14) and the estimate
We now go over to (
We denote byÛ the solution of (TN ± p ) with boundary dataĜ. By Theorem 2,Û defines a holomorphic mapping from C κ to H 1 (S ± ). The trace theorem implies thatF = γ ±Û is holomorphic from C κ to H 1/2 (∂S). The continuity of (44) follows from (15) By (44), (T ± ) −1 generate homeomorphisms
Combining this with the fact that, by (43),
, we can write more fully that
, and, since the Sobolev-type space on the left-hand side is densely embedded into the one on the right-hand side, we conclude that the ranges ofT ± are dense in H L −1/2,k−1,k−2,κ (∂S). Similar reasoning leads to the double inclusion
and, hence, to establishing the density of the ranges of the inverses (
We define operatorsV andV −1 by setting, for x ∈ ∂S and p ∈ C κ ,
The distinction betweenV,V −1 and V p , V −1 p is explained by an argument similar to that preceding Lemma 7.
Lemma 8. For any κ > 0 and k ∈ R, the operator 
Proof. The continuity of operatorV −1 follows from Lemma 7. Next, letÂ
is the solution of (TC p ) with boundary dataÂ, from the trace theorem and (10) it follows that
SinceÛ is a holomorphic mapping from C κ to H 1 (R 2 ) (see Theorem 3), we conclude thatF is holomorphic from C κ to H 1/2 (∂S). The assertion concerning the density of the ranges ofV andV −1 is proved as in Lemma 7. 2
We now define operatorsK ± ,Ŵ ± , andF and their inverses by setting, for x ∈ ∂S,
pĜ (x, p).
As in the case ofT ± andV, the difference betweenK ± ,Ŵ ± ,F and K ± p , W ± p , F p , respectively, lies in the function spaces on which these operators are defined. The same remark applies to their inverse operators.
Lemma 9.
For any κ > 0 and k ∈ R, the operatorŝ
are continuous and injective, and their ranges are dense, respectively, in the spaces
, and H L −1/2,k−3,k−4,κ (∂S). Their inverses, extended by continuity from their ranges, define continuous and injective mappings
whose ranges are dense in the spaces
The statements in this assertion are obvious consequences of Lemmas 7, 8, and 6. To derive the fundamental results of this paper, we need to introduce one last batch of function spaces. Again, let κ > 0 and k, l ∈ R. The unique solvability of all these problems is studied in [14] .
The single-layer and double-layer potentials (VA)(x, t) and (WB)(x, t), (x, t)∈ R 3 , with densities vanishing for t < 0, may be defined as the inverse Laplace transforms of (V pÂ )(x, p) and (Ŵ pB )(x, p), respectively, that is, (VA)(x, t) = L −1 (V pÂ )(x, p) , (WB)(x, t) = L −1 (Ŵ pB )(x, p) .
These potentials and the action of T ± on them generate boundary operators V, W ± , K ± , and F , which may also be defined by
The properties of these operators are gathered in the next assertion, which follows directly from Lemmas 8 and 9. We seek the solutions of (TD ± ), in turn, as a single-layer potential and a double-layer potential, that is,
U(x, t) = (VA)(x, t), U (x, t) = (WB)(x, t), (x, t) ∈ Σ
with unknown densities A and B. After passing to the limit as (x, t) → Γ , these representations lead to the systems of boundary integral equations
respectively. The same representations for the solutions of (TN ± ) yield the systems The proof of this assertion follows from Lemmas 8 and 9. Once systems (46) and (47) have been solved, we construct U(x, t) by means of (45).
Theorem 7.
(i) If F ∈ H L −1 1/2,k+1,k+1,κ (Γ ) and A and B are the solutions of (46), then U(x, t) = (VA)(x, t) and U(x, t) = (WB)(x, t) belong to the space H L −1 1,k,k,.κ (Σ ± ) for any κ > 0, k ∈ R, and |||U ||| 1,k,k,κ;Σ ± c|||F ||| 1/2,k+1,k+1,κ;Γ .
(ii) If G ∈ H L −1 −1/2,k+1,k,κ (Γ ) and A and B are the solutions of (47), then U(x, t) = (VA)(x, t) and U(x, t) = (WB)(x, t) belong to H L −1 1,k,k,κ (Σ ± ) for any κ > 0, k ∈ R, and |||U ||| 1,k,k,κ;Σ ± c|||G||| −1/2,k+1,k,κ;Γ .
(iii) If k 0, then U(x, t) is the weak solution of (TD ± ) or (TN ± ), as appropriate.
The proof of this assertion follows from Theorems 4, 1, and 2.
