Abstract. We propose a general theory of the Open Gromov-Witten invariant on Calabi-Yau three-folds. In this paper we construct the Open GromovWitten potential. The evaluation of the potential on its critical points leads to numerical invariants.
Introduction
This paper is a continuation of [8] . Let M be a Calabi-Yau three-fold and let L be a Special Lagrangian submanifold of M . In [8] we construct the Open GromovWitten invariant in the case that each connected component of L has the rational homology of a sphere. In this paper we consider the problem without any restriction on the topology of the Lagrangian.
We construct the Open Gromov-Witten potential S, that is the effective action of the Open Topological String ( [11] ). S is a homotopy class of solutions of the Master equation in the ring of the functions on H * (L) with coefficients in the Novikov ring. S is defined up to master homotopy. The master homotopy is unique up to equivalence.
The construction of S is made in terms of perturbative Chern-Simons integrals on the Lagrangian submanifold. This work makes more apparent the relation with the work of Witten ([11] ).
For acyclic connections, the perturbative expansion of Chern-Simons theory has been constructed rigorously by Axelrod and Singer ( [1] ) and Kontsevich ([5] ). The perturbative expansion has been recently generalized to non-acyclic connections by Costello ([2] ) (see also [7] ).
We will need to consider only abelian Chern-Simons theory. We will use the geometric approach similar to [7] . The abelian Chern-Simons theory is in some sense trivial since it has not tree-valent vertices. Its partition function is related to the Ray-Singer torsion. The Gromov-Witten potential is defined by some generalization of Wilson loop integral. In the Appendix we recall the geometric construction of the propagator for the abelian Chern-Simons theory. The usual anomaly of nonabelian Chern-Simons theory ( [1] , [7] ) does not enter in the analysis. Therefore it is not necessary to pick a frame of the Lagrangian submanifold.
In the last section consider the higher genus potential. This is a formal expansion in the string constant λ. The potential is defined up to quantum master homotopy.
In the particular case that there is an anti-holomorphic involution, our invariant coincide with the one of [10] . It is actually easy to see the contribute of the multidisks (associated to trees with at least two vertices) cancel out due to the action of the involution. It is also clear that in the higher genus case this cancellation does not hold. This make clear why the argument of [10] cannot be extended to higher genus invariants. It is necessary to consider multi-curves also in this particular case.
In the case of the S 1 -action considered in [9] the correction of the multi-curves are not zero. Therefore our invariant computes corrections to the invariant of [9] . This correction should be particular relevant in comparison with physics computations of the multi-covering formula and Gupakumar-Vafa invariants.
The evaluation of S on its critical points leads to numerical invariants. In general this invariant is not associated to a fixed relative homology class, but to a fixed area. This problem is already present in the particular case that there is an anti-holomorphic involution (see [10] ) where instead of counting disks in a fixed homological class it is possible only to fix the projection of the class in the −1 eigenspace of the involution acting on H 2 (M, L, Q). We believe that the critical points of S are related to the homotopy classes of bounding chains ( [4] ). This correspondence should shed light on the relation between our invariant and the invariant of Joyce ([6] ).
Systems of homological chains
For each decorated tree T , let C T (L) be the orbifold
The boundary of C T (L) can be decomposed in boundary faces corresponding to isomorphims classes of pairs (T, e) where e is an internal edges
A system of homological chains W T assigns to each decorated tree T an homological chains W T ∈ C |E(T )| (C T (L), o T ) with twisted coefficients in o T . We identify two systems of homological chains if they represent the same collection of currents. We assume the following properties.
is an S 2 -fibration. We assume that there exist homological chains
such that ∂ e W T is the geometric preimage of ∂ ′ e W T over the S 2 -fibration (1). Here we need to consider the homological chains as chains
where the sum is over all the trees T ′ and edges e ∈ T ′ such that T ′ /e ∼ = (T, v). We assume that
Equation (2) is considered as an equation of currents.
2.1.
Homotopies. An homotopy Y T between W T and W ′ T is a collection of homological chains
Suppose that Y T and X T are two homotopies between W T and W ′ T . We say that Y T is equivalent to X T if there exists a collection of chains Z T with
that satisfy condition (B) such that
Degenerate system of chains. Observe that it is possible to describe a systems of chains as chains on
The same considerations apply to homotopies and equivalence of homotopies. A germ of of homotopies is given by a collection of chains
for some δ > 0 such that on the open interval (0, δ), Y T satisfies the compatibility condition on the boundary and the following transversality condition on the inter-
where D is some domain of
that is transverse to the zero section. A germ of equivalence of homotopies is a collection of chains
that are transverse to the diagonals on [0, 1]×(0, δ), are compatible in the boundary,
is transverse in the same sense we described above for germs of homotopies. A degenerate chain is an equivalence class of germs of homotopies. The definition of homotopy and equivalence of homotopies extends naturally to degenerate chains.
2.3. Gluing property. Let T 1 be the set of decorated trees with one marked internal edge. Let T 0,1 be the set of decorated trees with one marked external edge. Observe that
To the element (T, e) ∈ T 1 corresponds (T 1 , e 1 ), (T 2 , e 2 ) ∈ T 0,1 where T 1 and T 2 are the trees made cutting the edge e in two edges e 1 and e 2 .
In this section we will consider system of chains on the set T 1 and T 0,1 . The definitions of homotopy of chains and equivalence of homotopy extend straightforwardly to these systems. Also using the forgetful map T 1 → T and T 0,1 → T a system of chain W T induces a system of chains W T 1 and W T 0,1 .
Definition 1.
A system of chain W T has the gluing property if
We wnat now define a notion of gluing property up to homotopy that it is easier to satisfy.
Let T 2 be the set of decorated trees with two marked ordered internal edges. Observe that there exist an action of the S 2 on T 2 that switch the order of the marked edges.
Assume that there is an homotopy Y T 1 between W T 1 and
is an homotopy between W T 2 and W T 0,1 × W T 1,1 and the composition
is an homotopy between W T 2 and
Definition 2. W T has the the gluing property up to homotopy if it is assigned an equivalence class of homotopies Y T 1 between W T 1 and W T 0,1 × W T 0,1 such that the homotopy (5) is invariant up to equivalence by the switch of the order of the marked edges.
The following proposition proves that from a system of chains with the gluing property up to homotopy we can construct a system of chains with the gluing property in a canonical way. 
Assume that the homotopy Y 0 has been constructed on T l (B) if ω(B) < ω(A) or B = A and l < k. From these data we can define the composition
Observe that the equivalence class of the image on T 2 k (A) of (7) is invariant by the switch of the order of the decorated edges. It follows that there exists an homotopy Y 0 T k (A) such that the image on T 1 k (A) is equivalent to (7) .
Observe that the W 0 T constructed in Proposition 1 is not unique. In each step of the inductive argument we have the freedom to choice a representative of W T where T is the tree with k external edges and only one vertex in the homology class A. It is clear that if W 0 and W 1 are two system of chains with the gluing property constructed in Proposition 1, there exists an homotopy with the gluing property between W 0 and W 1 . Moreover the equivalence class of this homotopy is uniquely determined.
Open Gromov-Witten potential

Master Equation.
In the appendix we construct (after choicing some geometric data) the propagator P ∈ Ω 2 (C 2 (L)) of the abelian Chern-Simons theory. Observe that the property (26) implies that, for each internal edge e ∈ T , π * e (P ) is a differential two-form with twisted coefficients in o e .
Let α i ∈ Ω * (L) be a basis of Ψ as in the Appendix. Let x i be the coordinates on H * (L) [1] dual on the basis α i . The differential form
does not depend on the basis
π * e (ψ).
Remember that for each e ∈ E(T ) we have an isomorphism ∂ e C T (L) ∼ = ∂C 2 (L) × C T /e . From (24) it follows that (10) i * ∂e (CS T ) = η ∧ CS T /e . We now prove that (10) implies that it is possible to define the integral of the collection of differential forms CS T on a degenerate chain.
Let W T be a degenerate chain and let Y T be a germ of homotopies representing Proof. Let Y T and X T be two germs of homotopies representing W T . We need to prove that
Equation (4) implies
By Stokes theorem (11)
We also have
where the sum over all the tree T ′ and edges e ∈ T ′ such that T ′ /e ∼ = (T, v). Formula (12) and (10) imply that in the sum over all the trees of (11) the last two terms of (11) cancel. Therefore
The lemma follows since
the limit in Lemma 2.
Suppose now that W T is a system of chain with the gluing property. The effective action (with coefficients in the Novikov ring) is defined by
where
Analogously let Y T be an homotopy of chains with the gluing property. Let π : Y T → [0, 1] be the natural projection. The extended effective actionS is defined by
We have the Lemma 3.S is an homotopy of master solutions:
Proof. The lemma follows directly from the gluing property and formula (25) We need to consider the dependence of S on the data of that we used to construct to propagator P (see Appendix). Using the argument of [7] it follows that two different data lead to master homotopic solutions. Here the point is to construct the extended propagator for a family of data and use it to define the extended potential as above.
3.2. The potential. Let W T the system of chain associated to a coherent pertubation in the boundary constructed in [8] . Recall that two different perturbations lead to homotopic W T with the homotopy determined up to equivalence. Lemma 4. W T has the gluing property up to homotopy. Proof. Let s T 1 and s T 0,1 be the pertubations induced by s T on M T 1 (J) and M T 0,1 (J) respectively. We have a natural map
is a perturbation of the left side of (17). Its pull-back on the right side of (17) is a section of the obstruction bundle of M T 1 that is not transverse in the boundary. There exists a sections T 1 on the obstruction bundle of
• is coherent in the boundary.
• restricted to M T × {1} is equal to
• is transverse to the zero section outside M T × {0}.
Froms T 1 we can construct the homotopy Y T 1 of Definition 2.
Let W 0 T be a system of chains constructed in Lemma 1 from the W T above. As observed after Lemma 1, two different solutions for W 0 T are connected by an homotopy uniquely determined up to equivalence. We use W 0 T in formula (13) to define the Open Gromov-Witten potential S.
Proposition 5. The Gromov-Witten potential S depends on some choice. To two different choices corresponds a master homotopy (determined up to equivalence) between the associated potentials.
Proof. The Proposition follows from the observations above and Lemma 3.
Enumerative invariants. An element
where the identity (18) has to be expanded as a formal series in T .
Lemma 6. The value of S on its critical points is an invariant.
Proof. Assume thatS is a solution of the master homotopy equation as in Lemma 3. WriteS = S t + B t dt. The equation dS + {S,S} = 0 is equivalent to
Let x t be one parameter smooth family of elements of O(H) ⊗ Λ such that x t is a critical points of S t for each t. By equation (19) S t (x t ) = 0. Therefore
Higher genus
We use the same notation of the last section of [8] .
We can apply the same argument of before to construct a system of chains W 0 G ′ with the gluing property. Define the effective action
The total action (with coefficients in the Novikov ring and string coupling λ) is given by
The one parameter versionS satisfies the quantum master equation
Let C 2 (L) the geometric blow up along the diagonal of L 2 (see [1] ). C 2 (L) is a manifold with boundary. The boundary ∂C 2 (L) is isomorphic to the sphere normal bundle of the diagonal ∆ of L × L.
We will define the propagator as a differential form of degree two on C 2 (L). Our construction depends by the following data
• a metric on M • a connection on T M compatible with the metric
is an isomorphism.
The differential form K does not depend by the basis α i , β i .
is a trivial bundle with fiber S 2 . Denote by θ i the 1-form components of the connection in this local system. Consider the differential form of the spherical bundle S(T U )
where ω is the standard volume form of S 2 and x i are the restriction to S 2 of the standard coordinates of R 3 . The differential form (23) is independent by the choice of the local frame of T U . It follows that there exists a globally defined differential form η ∈ Ω 2 (S(T L)) such that η agree with (23) for each local frame.
be the inclusion. Let r : L×L → L×L be the reflection on the diagonal r(x, y) = (y, x). The map r induces a map on C 2 (L) that we still denote by r.
is another differential form such that (24), (25), (27) and (26) hold, then there exist φ ∈ Ω 1 (C 2 (M )) such that P − P ′ = dφ and i * ∂ φ = 0. Proof. Let U be a small tubular neighborhood of the diagonal. Let π U : U → S(T L) be the inducted map. Let ρ be a cutoff function equal to one in a neighborhood of S(T L) and zero outside a compact subset of U . Define preliminarily P as P = ρ(π * U η). Equation (24) holds.
The differential form P is closed in a neighborhood of ∂C 2 (T L), therefore we can consider dP as a closed form on Ω 2 (L × L). For any closed differential form τ ∈ Ω 3 (L × L), integrating by parts we have
where in the last equality we have applied (24). It follows that dP and K are in the same cohomology class in Ω 3 (L × L). Therefore there exists a differential form φ ∈ Ω 2 (L × L) such that K = dP + dφ. Replacing P with P + φ equation (25) holds.
Observe that (24) and (25) do not change if we add to P a closed form of Ω 2 (L × L). Of course we can find a such differential such that also (27) holds. Finally, P will also satisfy (26) if we choice the cut off function ρ such that r * ρ = ρ and the differential form that we add to P are antisymmetric. Now suppose that P ′ ∈ Ω 2 (C 2 (M )) is another differential form as in the lemma.
Since i * ∂ (P − P ′ ) = 0, P − P ′ defines an element of
, there exists φ 1 ∈ Ω 1 (C 2 (L)) with i * ∂ φ 1 = 0 such that P − P ′ − dφ 1 is an element of Ω 2 (L × L, ∆). Of course we can assume that r * (φ 1 ) = −φ 1 . Property (27) and i * ∂ φ 1 = 0 imply that P − P ′ − dφ 1 , α 1 ⊗ α 2 = 0 for each α 1 , α 2 ∈ Ψ 2 .
It follows that the image on H 2 (L × L) of P − P ′ − dφ 1 is trivial. Thererefore there exists φ 2 ∈ Ω 1 (L × L) such that P − P ′ − dφ 1 = dφ 2 . We can assume that r * (φ 2 ) = −φ 2 , and then in particular i * ∂ (φ 2 ) = 0. Therefore
with i * ∂ (φ 1 + φ 2 ) = 0.
