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有监督的距离度量学习算法研究进展
沈媛媛 1 严 严 1 王菡子 1
摘 要 近年来, 距离度量学习已成为计算机视觉和模式识别等领域最为活跃的研究课题之一. 如何利用训练数据学习得到
有效的距离度量来衡量目标之间的相似性是该类研究的关键问题. 针对有监督的距离度量学习问题, 目前已提出了大量的研
究算法. 结合近年已发表相关文献对有监督的距离度量学习算法进行了详细的介绍和讨论. 根据样本信息利用方式的不同, 将
其划分成基于成对约束和非成对约束的距离度量学习算法, 重点介绍了一些常用的典型算法, 分析了每种算法的原理和优缺
点, 最后是未来发展方向和趋势的展望.
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Recent Advances on Supervised Distance Metric Learning Algorithms
SHEN Yuan-Yuan1 YAN Yan1 WANG Han-Zi1
Abstract Recently, distance metric learning has become one of the most attractive research areas in computer vision
and pattern recognition. How to learn an effective distance metric to measure the similarity between subjects is a key
problem. A large number of algorithms have been proposed to deal with supervised distance metric learning. This paper
reviews and discusses recently developed algorithms for supervised distance metric learning. Based on the partition of
pairwise constraints and non-pairwise constraints, some representative algorithms are introduced and their respective pros
and cons are analyzed. The prospects for future development and suggestions for further research work are presented in
the end.
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距离 (或相似度) 的度量矩阵, 使在基于度量矩阵的
新特征空间中, 同类样本的分布更加紧凑, 而不同类
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维表示. Ye 等[9] 提出了一种自适应距离度量学习
(Adaptive metric learning, AML) 算法, 这种算法
结合聚类和距离度量学习的思想, 通过降维使数据
具有最大可分性, 并在新的低维子空间中进行有效
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某个特定任务的训练样本数目可能不够, 需要联合
多个任务之间的信息来进行更为有效的距离度量学






metric learning, TML) 算法; 而 Li 等[22] 将迁移度
量学习应用于人脸验证. Parameswaran 等[23] 在基
于最大边际的最近邻 (Large margin nearest neigh-
bor, LMNN) 算法基础上, 利用多任务学习思想提
出了多任务 LMNN 算法来改进训练样本不足情况




























给定Rd 空间的 n个数据点 [x1,x2, · · · ,xn],通
常采用马氏距离进行距离度量, 即要找到一个度量
矩阵M ∈ Rd×d 来衡量样本对 (xi,xj) 之间的距离:
dM(xi,xj) =
√





























其中, M º 0表示M 为半正定矩阵.
上述问题为典型的凸优化问题. 因此, 上述问题



















问题进行求解. 相比文献 [1] 提出的度量算法 (每次
迭代需要进行矩阵的特征分解), 该算法每次迭代仅
需计算矩阵的最大特征向量, 大大加快了算法的执




的相对熵[18] 来学习度量矩阵. 对于度量矩阵M 的
学习, 通常基于如下的假设:
假设 1. 等值约束对之间的距离不大于某个阈
值 u (即 dM(xi,xj) ≤ u), 而非等值约束对之间的距
离不小于某个阈值 l (即 dM(xi,xj) ≥ l) 且 l ≥ u.









习 (Information-theoretic metric learning, ITML)
算法. 对于度量矩阵 M , 存在一个协方
差矩阵为 M−1 的多元高斯分布 p(x;M) =
(1/z) exp((−1/2)dM(x,µ)), 其中 µ 为均值, z 为
归一化因子. 使用相对熵来评价两个多元高斯分布











s.t. dM(xi,xj) ≤ u, (xi,xj) ∈ S
dM(xi,xj) ≥ l, (xi,xj) ∈ D (4)
上述目标函数的约束条件是为了保证学习到的
度量矩阵尽可能满足成对约束的阈值条件; 同时最










Dld(M, M0) = tr(MM−10 )− log det(MM−10 )− d
(5)
其中, Dld(·) 表示布雷格曼散度. tr(·) 表示矩阵 A
的迹, log det(·) 表示矩阵 A 的行列式的对数.




s.t. tr(M(xi − xj)(xi − xj)T) ≤ u, (xi,xj) ∈ S
tr(M(xi − xj)(xi − xj)T) ≥ l, (xi,xj) ∈ D
(6)
为了便于在更广的可行域内求解, ITML 算法
引入松弛变量 ξ 并初始化为 ξ0 (其中每个元素的取
值方式为等值约束样本对为 u, 非等值约束样本对
为 l). 进一步将式 (6) 改写为
min
Mº0,ξ
(Dld(M, M0) + γDld(diag{ξ},diag{ξ0}))
s.t. tr(M(xi − xj)(xi − xj)T) ≤ ξi,j, (xi,xj) ∈ S
tr(M(xi − xj)(xi − xj)T) ≥ ξi,j, (xi,xj) ∈ D
(7)
其中, γ 是均衡参数.
式 (7) 可以通过布雷格曼方法进行求解. 该算
法采用迭代的方式计算布雷格曼投影, 每次计算在
当前解的基础上通过成对约束进行下一步预测, 即:
Mt+1 = Mt + βMt(xi − xj)(xi − xj)TMt (8)
其中, Mt 是第 t 次迭代计算得到的度量矩阵, β 是
映射参数, xi 和 xj 是约束对.
Davis 等[18] 将 ITML 算法用于 k 最近邻分类
和半监督聚类. 实验结果表明了 ITML 算法的优异
性能.
但 ITML 算法存在以下问题[39]: 当训练集中的
样本为高维数据时, 利用 ITML 算法进行距离度量
学习并不可行. 这是因为: 1) ITML 算法的复杂度
与数据维度的平方成正比, 从而导致该算法处理高






是高维数据时, 通过 ITML 算法学习得到的度量矩
阵不能有效地抑制噪声, 还存在求解效率低、容易受
到训练数据不足的影响等缺点.
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针对高维数据集, 度量矩阵的满秩条件可以被
简化. Davis 等[39] 结合稀疏矩阵提出了一种新的
基于信息论的算法, 称之为高维低秩距离度量学
习 (High-dimensionality low-rank, HDLR) 算法.
HDLR 算法的主要思想是通过增加低秩约束来学习




s.t. dM(xi,xj) ≤ u, (xi,xj) ∈ S
dM(xi,xj) ≥ l, (xi,xj) ∈ D
rank(M) ≤ k (9)
其中, M0 = RRT. rank(M) 表示度量矩阵 M 的
秩, k 表示先验矩阵M0 的秩.
根据文献 [40] 可知, 求解目标函数过程可以保
证 M 的秩不超过基准矩阵 M0 的秩. 利用上述




(Sparse distance metric learning, SDML)算法. 该
算法的主要思想是在 ITML 算法基础上, 通过最小




(tr(M−10 M)− log det(M) + γ‖M‖1,off +
ηl(S,D)) (10)
式 (10) 共包含 4 项. 前两项表示度量矩阵
M 与基准矩阵 M0 的相对熵, 使得 M 尽可能
接近基准矩阵 M0; ‖M‖1,off 是度量矩阵 M 中非
对角元素的 l1 范数项. 通过最小化 l1 范数项使




(xi,xj)∈S 时, Kij = 1; 否则, Kij = −1. γ 和 η
为加权参数. 最小化该损失函数项可以最小化同类
样本间距离, 同时最大化不同类样本间距离.





Cui 等[42] 基于信息论的度量学习算法, 并结合
分块思想, 提出了多模块距离度量学习算法. 其主要










Guillaumin 等[43] 基于概率论, 提出了基于逻
辑判别距离度量学习 (Logistic discriminant metric
learning, LDML) 算法. LDML 算法基于逻辑回归
的思想, 使用 S 型函数来表示样本对是否属于等值
约束的概率. 样本对属于等值约束的概率定义如下:
pn = p(tn = 1|xi,xj;M, b) = σ(b− dM(xi,xj))
(11)
其中, tn = 1 表示样本对 (xi,xj)∈S, σ(z) =










tn ln pn + (1− tn) ln(1− pn) (12)
上式中的目标函数是平滑的凹函数, 等号右边第 1
项表示属于等值约束的样本对的似然函数, 最大化














Kostinger 等[36] 基于高斯分布的假设, 提出
了保持简单直接的度量学习 (Keep it simple and
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其中, xij = xi − xj. H0 和 H1 分别定义为样本对
(xi,xj)∈D和 (xi,xj)∈S 的假设. 当 (xi,xj)∈D时,
δ(xij) 取得较大值, 否则 δ(xij) 取得较小值. 因此,
δ(xij)可以用来表征样本 xi与 xj 之间的距离. 使用
均值为 0 的高斯分布对式 (13) 中的概率密度函数
建模, 可以进一步化简为








(xi,xj)∈S(xi − xj)(xi − xj)T, 表示所有属于
等 值 约 束 的 样 本 对 外 积 和;
∑
(xi,xj)∈D =∑
(xi,xj)∈D (xi − xj)(xi − xj)T, 表示所有属于非等
值约束的样本对外积和. 对比式 (1) 中的距离公式
可以看出, 式 (14) 的中间项正好是对度量矩阵的估
计 (即 S 中所有样本对的外积和减去D 中所有样本























量学习 (Cosine similarity metric learning, CSML)











其中, CS(xi,xj,M) 表示样本对 (xi,xj) 之间的
余弦相似度, M = LTL. α 和 β 是平衡因子.
α ≥ 0, β ≥ 0, α 用来平衡 S 与 D 中元素个数差
异较大时对目标函数产生的影响.通常 α = |S|/|D|,
其中 |S| 和 |D| 分别表示等值约束和非等值约束中
元素个数. β 用来权衡损失函数项与正则项对目标
函数产生的影响. 通常按照层次匹配策略对 β 进行
取值.
式 (16) 等号右边第 1 项表示属于 D 中的所有
样本对基于余弦相似度进行距离度量得到的相似度
和; 第 2 项表示属于 S 中的所有样本对基于余弦相
似度进行距离度量得到的相似度和, 即前 2 项构成




轭梯度算法最大化目标函数得到M , 本文将 CSML
算法应用于人脸验证数据集 LFW[45], 使用局部二




similary metric learning, Sub-SML) 算法. 该算法
的基本思想是使用余弦相似度与马氏距离之差作为
新的度量函数, 从而找到一个更具判别性的度量函
数. 该算法应用于 LFW 数据集, 使用多种联合特
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表 1 典型的基于成对约束的距离度量学习算法的主要思想及目标函数模型
Table 1 The main ideas objective function models of typical metric learning algorithms based on pairwise constraints
算法 年份 主要思想 目标函数模型
基于样本对距离和的距离度量学习算法[1] 2002 在最小化相似对间距离平方和的同时, 约束非相似对间的距离和 样本对距离和
ITML[18] 2007 基于信息论将度量学习转化为最小化两个多元高斯的相对熵 微分相对熵
HDLR[39] 2008 利用低秩技术并使用信息论算法来学习稀疏度量矩阵 微分相对熵
KISS[36] 2012 通过似然比相关理论进行距离度量学习 似然比
LDML[43] 2009 基于后验概率的度量学习最大化对数似然函数 似然函数
CSML[44] 2007 通过余弦距离来表征样本间相似度进而学习度量矩阵 余弦相似度





一类将类别信息 (即训练样本 xi 和所属类别 yi) 作
为先验知识, 通常被看作基于强监督信息的距离度
量学习; 另一类将三元组信息 (即样本间相对关系)
作为先验知识, 其中 xi、xj、xk 都是数据样本. 三元
组 {xi,xj,xk} 表示样本对 xi与 xj 的距离不大于样




















设训练样本集 X = (x1,x2, · · · ,xn) 且 xi ∈
Rd. 类别标签矩阵定义为 Y = [y1, y2, · · · , yn],
y i = (y1i , y
2
i , · · · , yCi )∈{0, 1}C 是 C 个元素的二元
向量, C 为类别数目. 假设每个样本只属于一个类别
即 yTi 1 = 1, 其中 1 是一个全为 1的向量.
1) 使用类别信息构建第一个核矩阵:
KD = Y TY (17)
当 C < n 时, KD 是奇异矩阵. 因此可以通过单位
矩阵来平滑KD 得到新的核矩阵:
K̃D = Y TY + λIn (18)
其中, λ表示平滑参数, In 表示 n维单位阵.
2) 使用样本矩阵和度量矩阵构建第二个核矩
阵:











TMX)− log |M |)
(20)
求解式 (20) 可得:























{(xi, y i)}ni=1 表示 n 个样本组成的训练集, 其中
输入 xi 对应的类别标签为 yi. 使用标量 yij ∈{0, 1}
表示类别标签 yi 和 yj 是否匹配, 且通常需要学习一
个线性转换 L : Rd → Rd 进行如下距离度量:
dM(xi,xj) = (xi − xj)TM(xi − xj) =
‖L(xi − xj)‖2 (22)
其中, M = LTL.
对任一输入样本 xi, 其目标邻居定义为符合下
列条件的输入样本: 1) 与 xi 存在着相同类别标签
yi; 2)通过式 (22) 计算与 xi有着最小距离的输入样
本. 对于样本 xi, 可以指定 k 个目标邻居. 在缺乏先
验知识时, 通常使用欧氏距离计算 k 最近邻居. 采用
标量 ηij ∈{0, 1}, 当 ηij = 1时, 表示 xj 是 xi 的目
标邻居; yij ∈{0, 1}, 当 yij = 1时, 表示 xi 与 xj 属










[1 + ‖L(xi − xj)‖2 − ‖L(xi − xl)‖2]+
(23)
其中, [z]+ = max(z, 0)且 c 是某个正常数.
式 (23)中等号右边第 1项调整所有输入样本与
目标邻居间距离, 通过最小化该项使得输入样本与
目标邻居间距离尽可能小; 第 2 项调整不同类别间
的边际距离, 通过最小化该项使得边际距离最大化.
为了便于在更大的可行域内求解, 引入松弛变










s.t. ∀(i, j, l), dM(xi,xl)− dM(xi,xj) ≥ 1− ξijl
∀(i, j, l), ξijl ≥ 0
M º 0 (24)
通过标准求解半正定规划算法求解上式得到度
量矩阵M .
Verma 等[50] 基于 LMNN 算法, 提出了一种新
的距离度量框架, 将原来针对单类进行分类改进为
针对多类进行分类, 即一个样本可以同时属于多个





为 1 的矩阵线性叠加的性质[51], 基于提升学习的
距离度量学习算法主要思想是在提升学习框架下,






i 且 Ui = uiu
T
i . 取 Ui 所在子
空间 Ω = {U |U º 0, tr(U) = 1, rank(U) = 1}.
样本 xi 和 xj 之间的度量距离为 H(xi,xj) =∑
t αtht(xi,xj), 其中 ht 是每次迭代学习的弱假
设, αt 为线性系数.












Dt(i, j, k)(ht(xi,xk)− ht(xi,xj))
∣∣∣∣∣∣
s.t. ht(xi,xj) = (xi − xj)TUt(xi − xj)
Ut = utuTt
‖ ut ‖= 1
(25)
其中, T 为三元组集合. Dt(i, j, k) 为样本权值, Dt
赋初值为 1/m, m为三元组个数. 每次迭代更新公
式为
Dt+1(i, j, k) =
[Dt(i, j, k) exp(αt(ht(xi,xj)− ht(xi,xk)))]
Zt
其中, Zt 为归一化因子.
式 (25) 存在着封闭解, 最优解 ut 为矩阵∑
(i,j,k)∈T Dt(i, j, k)((xi − xk)(xi − xk)T − (xi −
xj)(xi−xj)T)中最大绝对值的特征值所对应的特征
向量.
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2) 线性系数 αt 的学习. 利用弱假设训练误
差不大于 1/2. 类似自适应提升学习算法, 取
αt = ln(ε−/ε+)/2 或 αt = ln((1 + r)/(1 − r))/2.
其中 ε− 和 ε+ 分别表示三元组中度量正确的样
本比例和三元组中度量错误的样本比例. r =∑
(i,j,k)∈T Dt(i, j, k)(ht(xi,xk)−ht(xi,xj))且 ht 被
正规化到 [0, 1].
在式 (1) 和式 (2) 的迭代学习过程中, 度量 H
可以表示为 H(x,y) = (x − y)T(∑tαtUt)(x − y).

















针对上述问题, Huang 等[30] 基于相对距离约
束, 提出了一种普适的稀疏距离度量学习 (General-





元组约束 T = (i, j, k)|f(xi,xj)≤ f(xi,xk) (即使得
样本 xj 比样本 xk 更接近于样本 xi) 的半正定度量






ξt + γ ‖M‖(2,1)
)
s.t. ∀(i, j, k) ∈ T , ‖x̂i − x̂j‖22≤‖x̂i − x̂k‖
2
2 + ξt
∀t, ξt ≥ 0
M º 0 (26)












M 的第 l 行行向量; 令M = ATA. x̂i = ATxi, 表
示原数据 xi 在新的转换空间的映射; γ 表示加权参
数.




离更近. 第 2 项是稀疏正则项. 对于高维数据, 若
转换矩阵 A 第 l 行行向量 ‖Al‖ = 0, 则数据在转
换空间下第 l 维为 0, (即 x̂i
l = Alxi = 0), 使用 l1
正则化稀疏正则项表示为
∑
l ‖Al‖ (即 ‖A‖2,1). 由
M = ATA 可知 ‖A‖ ≡ 0 ⇔ ‖M‖ ≡ 0, 故进一步使
用 ‖M‖2,1 表示稀疏正则项, 保证学习到的度量矩阵
满足一定的稀疏性质.








s.t. ∀(i, j, k) ∈ T , (xi − xj)TM(xi − xj) ≤
(xi − xk)TM(xi − xk) + ξt
∀t, ξt ≥ 0
M º 0 (27)
根据上述框架中 L取值不同, 该框架可以包含
以下若干算法: 1) 如果取预定义矩阵为单位阵 (即
L = I), 则上述框架可以进一步转化为稀疏距离
度量学习算法[53]; 2) 如果取预定义矩阵为相似样
本对的协方差矩阵 (即 L = 1/|S|∑(xi,xj)∈S(xi −
xj)(xi −xj)T, 其中 |S| 表示相似对的数目), 则上述
框架可以转化为基于最大边际的最近邻算法[4]; 3)
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表 2 典型的基于非成对约束的距离度量学习算法的主要思想及目标函数模型
Table 2 The main ideas and objective function model of typical metric learning algorithms based on
non-pairwise constraints
算法 年份 主要思想 目标函数模型
IGML[48] 2009 利用样本类标签信息构建两个核矩阵, 利用相对熵度量核矩阵之间的距离 微分相对熵
LMNN[4] 2006 基于最大化类间距离最小化类内距离思想改进 k 邻居算法 最大化分类边际
TML[21] 2010 结合多任务学习和迁移学习的度量矩阵 最大化分类边际
MetricBoost[48] 2011 基于提升学习框架, 最大化三元组间相对距离学习一个弱假设度量矩阵 提升学习框架
BoostMetric[49] 2012 基于提升学习框架, 利用三元组间相对距离的指数损失学习一个弱假设度量矩阵 提升学习框架
































阵计算样本间距离, 从而提高 k 均值聚类算法的性
能. Xiang 等[3] 基于样本的散布矩阵提出了一种有



















度量. Guillaumin 等[43] 基于尺度不变特征变换特














果. 表 3 列出了一些代表性的距离度量学习的应用
场景及其作用.
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表 3 距离度量学习的应用场景及作用
Table 3 Application scenarios and the corresponding functionalities of distance metric learning
应用场景 作用
聚类 改进 k 均值等聚类算法的性能[1, 56−57]








和 k 最近邻分类器分类 2 个任务上的性能评估结
果. 针对人脸识别任务, 我们给出了在常用的 LFW
人脸数据集上的结果比较; 针对 k 最近邻分类器分




集, 其中包括来自 5 749 个人的 13 233 幅人脸图
片, 且有 1 680 个人包含 2 张或者多张人脸图片.
每幅图片大小为 250 像素 ×250 像素. UCI 数据
集是机器学习领域常用的标准测试数据集, UCI
数据集包含了数据的属性和类别. 通常文献中使
用某种分类算法 (如 k 最近邻算法) 对数据进行
分类, 将实验结果与数据结果进行对比计算分类
正确 (或错误) 率. 我们在 UCI 数据集上选择了
Iris、Wine、Segmentation、Ionosphere、Optdigits、
Usps 共 6 种常用的数据集.
4.2 实验结果及分析
表 4 和表 5 是一些典型的距离度量学习算法
在 LFW 和 UCI 数据集上的结果, 其中在 LFW 上
给出了不同算法的识别率 (平均准确率和方差), 在
UCI 上给出了不同算法的分类错误率, 其中 k 表示
最近邻的数目.










和分类中具有良好的实验性能. 对于 LFW 人脸验
证集, 使用 PMML算法和 Sub-SML算法都达到了
89% 以上的准确率. 对于 UCI 数据集, 基于提升学
习思想的提升度量学习算法及DML-eig算法都取得
了较低的分类错误率. 需要指出的是, UCI 数据集的
实验结果也表明了距离度量学习算法的性能有一定
的不可预见性, 如 IGML 算法在 Iris 数据集上的分
类错误率低于 3% , 而在 Ionosphere 数据集上的分
类错误率却高达 16.6%. LMNN 算法在 Optdigits
数据集上的错误率仅为 1.6%, 而在 Iris 数据集上的
错误率为 4.5%, 高于其他算法. 该现象说明在实际
应用中, 为取得最佳性能应该根据数据集的属性, 选
择合适的距离度量学习算法.
表 4 各种算法在 LFW 数据集上的识别率 (%)
Table 4 The recognition rates obtained by different
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表 5 不同算法在 UCI 数据集上的分类错误率 (%)
Table 5 The classification error rates obtained by different algorithms on UCI datasets (%)
算法 Iris Wine Segmentation Ionosphere Optdigits Usps
LMNN(k =4)[4] 4.5±2.1 4.1±1.8 14.7±1.9 15.0±1.9 1.6±0.3 —
ITML (k = 4)[18] 4.3±2.7 7.7±3.0 16.6±5.0 11.1±2.6 2.1±0.3 —
IGML (k =4)[48] 2.7±1.7 5.0±1.6 12.9±3.4 16.6±1.8 3.2±0.3 —
基于信息几何的核度量学习算法 (k =4)[48] 3.9±2.8 6.1±1.9 12.4±3.5 14.2±1.6 1.4±0.2 —
在线正则化距离度量学习算法 (k =3)[26] 3.2±1.3 1.8±1.1 12.9±2.2 — 2.9±0.4 —
提升度量学习算法 (k =3)[51] 3.56±2.52 2.31±2.18 4.21±0.48 — 1.38±0.33 3.34
DML-eig (k =3)[38] 3.11±1.15 1.35±1.30 2.97±0.55 — 1.45±0.22 3.66

























解决. 例如, 半监督技术[78−79] 可以用于解决训练
样本有限的问题; 在线技术[80−83] 可以用于解决训
练样本不断增加而带来的大规模学习问题; 稀疏技
术[31, 53, 84] 和低秩技术[85] 可以用于解决特征冗余问
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