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GENERALIZED TRANSLATION INVARIANT VALUATIONS
AND THE POLYTOPE ALGEBRA
ANDREAS BERNIG AND DMITRY FAIFMAN
Abstract. We study the space of generalized translation invariant valuations
on a finite-dimensional vector space and construct a partial convolution which
extends the convolution of smooth translation invariant valuations. Our main
theorem is that McMullen’s polytope algebra is a subalgebra of the (partial)
convolution algebra of generalized translation invariant valuations. More pre-
cisely, we show that the polytope algebra embeds injectively into the space
of generalized translation invariant valuations and that for polytopes in gen-
eral position, the convolution is defined and corresponds to the product in the
polytope algebra.
1. Introduction
Let V be an n-dimensional vector space, V ∗ the dual vector space, K(V ) the set
of non-empty compact convex subsets in V , endowed with the topology induced by
the Hausdorff metric for an arbitrary Euclidean structure on V , and P(V ) the set
of polytopes in V . A valuation is a map µ : K(V )→ C such that
µ(K ∪ L) + µ(K ∩ L) = µ(K) + µ(L)
whenever K,L,K ∪L ∈ K(V ). Continuity of valuations will be with respect to the
Hausdorff topology.
Examples of valuations are measures, the intrinsic volumes (in particular the
Euler characteristic χ) and mixed volumes.
Let Val(V ) denote the (Banach-)space of continuous, translation invariant valu-
ations. It was the object of intensive research during the last few years, compare
[3, 9, 11, 12, 14, 15, 16, 17, 19, 21] and the references therein.
Valuations with values in semi-groups other than C have also attracted a lot of
interest. We only mention the recent papers [1, 2, 18, 23, 25, 29, 31, 32, 33, 34] to
give a flavor on this active research area.
Of particular importance is the class of the so-called smooth valuations. The
importance of this class stems from the fact that it admits various algebraic struc-
tures, which include two bilinear pairings, known as product and convolution,
and a Fourier-type duality interchanging them. These algebraic structures are
closely related to important notions from convex and integral geometry, such as
the Minkowski sum, mixed volumes, and kinematic formulas. This emerging new
theory is known as algebraic integral geometry [14, 21].
A different, more classical type of algebraic object playing an important role in
convex geometry is McMullen’s algebra of polytopes. In this paper, we show how
A. B. was supported by DFG grants BE 2484/3-1 and BE 2484/5-1. D. F. was partially
supported by ISF grant 1447/12.
AMS 2010 Mathematics subject classification: 52B45; 53C65.
1
2 ANDREAS BERNIG AND DMITRY FAIFMAN
McMullen’s algebra fits into the framework of algebraic integral geometry. More
precisely, we show that McMullen’s algebra can be embedded as a subalgebra of
the space of generalized valuations, which is, roughly speaking, the dual space of
smooth valuations.
Let us now give the necessary background required to state our main theorems.
The group GL(V ) acts in the natural way on Val(V ). The dense subspace of
GL(V )-smooth vectors in Val(V ) is denoted by Val∞(V ). It carries a Fre´chet
topology which is finer than the induced topology.
In [16], a convolution product on Val∞(V ) ⊗ Dens(V ∗) was constructed. Here
and in the following, Dens(W ) denotes the 1-dimensional space of densities on a
linear spaceW . Note that Dens(V )⊗Dens(V ∗) ∼= C: if vol is any choice of Lebesgue
measure on V , and vol∗ the corresponding dual measure on V ∗, then vol⊗ vol∗ ∈
Dens(V ) ⊗ Dens(V ∗) is independent of the choice of vol. If φi(K) = vol(K +
Ai)⊗ vol
∗ with smooth compact strictly convex bodies A1, A2, then φ1 ∗ φ2(K) =
vol(K + A1 + A2) ⊗ vol
∗. By Alesker’s proof [3] of McMullen’s conjecture, linear
combinations of such valuations are dense in the space of all smooth valuations.
The convolution extends by bilinearity and continuity to Val∞(V )⊗Dens(V ∗).
By [16], the convolution product is closely related to additive kinematic formulas.
It was recently used in the study of unitary kinematic formulas [17], local unitary
additive kinematic formulas [33, 34] and kinematic formulas for tensor valuations
[19].
In this paper, we will extend the convolution to a (partially defined) convolution
on the space of generalized translation invariant valuations.
Definition 1.1. Elements of the space
Val−∞(V ) := Val∞(V )∗ ⊗Dens(V )
are called generalized translation invariant valuations.
By the Alesker-Poincare´ duality [4], Val∞(V ) embeds in Val−∞(V ) as a dense
subspace. More generally, it follows from [9, Proposition 8.1.2] that Val(V ) embeds
in Val−∞(V ), hence we have the inclusions
Val∞(V ) ⊂ Val(V ) ⊂ Val−∞(V ).
Generalized translation invariant valuations were introduced and studied in the
recent paper [12]. Note that another notion of generalized valuation was introduced
by Alesker in [5, 6, 8, 13]. In the next section, we will construct a natural isomor-
phism between the space of translation invariant generalized valuations in Alesker’s
sense and the space of generalized translation invariant valuations in the sense of
the above definition.
Given a polytope P in V , there is an element M(P ) ∈ Val−∞(V )⊗Dens(V ∗) ∼=
Val∞(V )∗ defined by
〈M(P ), φ〉 = φ(P ).
Let Π(V ) be McMullen’s polytope algebra [26]. As a vector space, Π(V ) is
generated by all symbols [P ], where P is a polytope in V , modulo the relations
[P ] ≡ [P + v], v ∈ V , and [P ∪ Q] + [P ∩Q] = [P ] + [Q] whenever P,Q, P ∪ Q are
polytopes in V . The product is defined by [P ] · [Q] := [P +Q].
The map M : P(V )→ Val−∞(V )⊗Dens(V ∗) extends to a linear map
M : Π(V )→ Val−∞(V )⊗Dens(V ∗).
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Our first main theorem shows that McMullen’s polytope algebra is a subset of
Val−∞(V )⊗Dens(V ∗).
Theorem 1. The map M : Π(V ) → Val−∞(V ) ⊗ Dens(V ∗) is injective. Equiva-
lently, the elements of Val∞(V ) separate the elements of Π(V ).
In Section 4 we will introduce a notion of transversality of generalized translation
invariant valuations. Our second main theorem is the following.
Theorem 2. There exists a partial convolution product ∗ on Val−∞(V )⊗Dens(V ∗)
with the following properties:
i) If φ1, φ2 ∈ Val
−∞(V )⊗Dens(V ∗) are transversal, then φ1∗φ2 ∈ Val
−∞(V )⊗
Dens(V ∗) is defined.
ii) If φ1 ∗ φ2 is defined and g ∈ GL(V ), then (g∗φ1) ∗ (g∗φ2) is defined and
equals g∗(φ1 ∗ φ2).
iii) Whenever the convolution is defined, it is bilinear, commutative, associative
and of degree −n.
iv) The restriction to the subspace Val∞(V ) ⊗ Dens(V ∗) is the convolution
product from [16].
v) If x, y are elements in Π(V ) in general position, then M(x),M(y) are
transversal in Val−∞(V )⊗Dens(V ∗) and
M(x · y) =M(x) ∗M(y).
Stated otherwise, the maps in the diagram
Val∞(V )⊗Dens(V ∗) 

// Val−∞(V )⊗Dens(V ∗) Π(V )? _oo
have dense images and are compatible with the (partial) algebra structures.
Remarks:
i) In Prop. 4.7 we will show that, under some technical conditions in terms of
wave fronts, the convolution on generalized translation invariant valuations
from Theorem 2 is the unique jointly sequentially continuous extension of
the convolution product on smooth translation invariant valuations.
ii) In [10], it was shown that the space V−∞(X) of generalized valuations on
a smooth manifold X admits a partial product structure extending the
Alesker product of smooth valuations on X . If X is real-analytic, then the
space FC(X) of C-valued constructible functions on X embeds densely into
V−∞(X). It was conjectured that whenever two constructible functions
meet transversally, then the product in the sense of generalized valuations
exists and equals the generalized valuation corresponding to the product of
the two functions. The relevant diagram in this case is
Val∞(X) 

// Val−∞(X) FC(X),?
_oo
where both maps are injections with dense images and are (conjecturally)
compatible with the partial product structure. Theorem 5 in [10] gives
strong support for this conjecture.
iii) The Alesker-Fourier transform from [9] extends to an isomorphism F :
Val−∞(V ∗)→ Val−∞(V )⊗ Dens(V ∗), compare [12]. Another natural par-
tially defined convolution on Val−∞(V )⊗Dens(V ∗) would be
ψ1 ∗ ψ2 := F
(
F−1ψ1 · F
−1ψ2
)
,
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where the dot is the partially defined product on Val−∞(V ∗) from [10]. It
seems natural to expect that this convolution coincides with the one from
Theorem 2, but we do not have a proof of this fact.
Plan of the paper. In the next section, we introduce and study the space of
generalized translation invariant valuations and explore its relation to generalized
valuations from Alesker’s theory. In Section 3 we show that McMullen’s polytope
algebra embeds into the space of generalized translation invariant valuations. A
partial convolution structure on this space is constructed in Section 4. In Section
5 we construct a certain current on the sphere which is related to the volumes of
spherical joins, and can be viewed as a generalization of the Gauss area formula
for the plane. This current also plays a major role in the proof of the second main
theorem. Its construction is based on geometric measure theory and is independent
of the rest of the paper. Finally, Section 6 is devoted to the proof of the fact
that the embedding of the polytope algebra is compatible with the two convolution
(product) structures.
Acknowledgements. We wish to thank Semyon Alesker for multiple fruitful dis-
cussions and Thomas Wannerer for useful remarks on a first draft of this paper.
2. Preliminaries
In this sectionX will be an oriented n-dimensional smooth manifold and S∗X the
cosphere bundle over X . It consists of all pairs (x, [ξ]) where x ∈ X, ξ ∈ T ∗xX, ξ 6= 0
and where the equivalence relation is defined by [ξ] = [τ ] if and only if ξ = λτ for
some λ > 0.
The projection onto X is denoted by π : S∗X → X, (x, ξ) 7→ x. The antipodal
map s : S∗X → S∗X is defined by (x, [ξ]) 7→ (x, [−ξ]).
The push-forwardmap (also called fiber integration) π∗ : Ω
k(S∗X)→ Ωk−(n−1)(X)
satisfies ∫
S∗X
π∗γ ∧ ω =
∫
X
γ ∧ π∗ω, γ ∈ Ω
2n−k−1
c (X).
If V is a vector space, then S∗V ∼= V × P+(V ∗), where P+(V ∗) := V ∗ \ {0}/R+
is the sphere in V ∗. Moreover, if V is a Euclidean vector space of dimension n, we
identify S∗V and SV = V ×Sn−1 and write π = π1 : SV → V, π2 : SV → Sn−1 for
the two projections.
2.1. Currents. Let us recall some terminology from geometric measure theory.
We refer to [20, 27] for more information.
The space of k-forms on X is denoted by Ωk(X), the space of compactly sup-
ported k-forms is denoted by Ωkc (X). Elements of the dual space Dk(X) := Ω
k
c (X)
∗
are called k-currents. A 0-current is also called distribution.
The boundary of a k-current T ∈ Dk(X) is defined by 〈∂T, φ〉 = 〈T, dφ〉, φ ∈
Ωk−1c (X). If ∂T = 0, T is called a cycle. If T ∈ Dk(X) and ω ∈ Ω
l(X), l ≤ k, then
the current T xω ∈ Dk−l(X) is defined by 〈T xω, φ〉 := 〈T, ω ∧ φ〉.
If f : X → Y is a smooth map between smooth manifolds X,Y and T ∈
Dk(X) such that f |sptT is proper, then the push-forward f∗T ∈ Dk(Y ) is defined
by 〈f∗T, φ〉 := 〈T, ζf∗φ〉, where ζ ∈ C∞c (X) is equal to 1 in a neighborhood of
sptT ∩ spt f∗ω. It is easily checked that
∂([[X ]]xω) = (−1)degω+1[[X ]]x(dω) (1)
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and
π∗ ([[S
∗X ]]xω) = (−1)(n+1)(degω+1)[[X ]]xπ∗ω. (2)
Every oriented submanifold Y ⊂ X of dimension k induces a k-current [[Y ]] such
that 〈[[Y ]], φ〉 =
∫
Y
φ. By Stokes’ theorem, ∂[[Y ]] = [[∂Y ]]. A smooth current is a
current of the form [[X ]]xω ∈ Dn−k(X) with ω ∈ Ω
k(X).
If X and Y are smooth manifolds, T ∈ Dk(X), S ∈ Dl(Y ), then there is a unique
current T × S ∈ Dk+l(X × Y ) such that 〈T × S, π∗1ω ∧ π
∗
2φ〉 = 〈T, ω〉 · 〈S, φ〉, for all
ω ∈ Ωk(X), φ ∈ Ωl(Y ). Here π1, π2 are the projections from X × Y to X and Y
respectively.
If T = [[X ]]xω, S = [[Y ]]xφ, then
T × S = (−1)(dimX−degω) degφ[[X × Y ]]x(ω ∧ φ). (3)
The boundary of the product is given by
∂(T × S) = ∂T × S + (−1)kT × ∂S, (4)
compare [20, 4.1.8].
If X is a Riemannian manifold, the mass of a current T ∈ Dk(X) is
M(T ) := sup{〈T, φ〉 : φ ∈ Ωkc (X), ‖φ(x)‖
∗ ≤ 1, ∀x ∈ X},
where ‖ · ‖∗ denotes the comass norm.
Currents of finite mass having a boundary of finite mass are called normal cur-
rents.
The flat norm of T is defined by
F(T ) := sup{〈T, φ〉 : φ ∈ Ωkc (X), ‖φ(x)‖
∗ ≤ 1, ‖dφ(x)‖∗ ≤ 1, ∀x ∈ X}.
If X is compact, then the F-closure of the space of normal k-currents is the space
of real flat chains.
2.2. Wave fronts. We refer to [22] and [24] for the general theory of wave fronts
and its applications. For the reader’s convenience and later reference, we will recall
some basic definitions and some fundamental properties of wave fronts, following
[24].
First let X be a linear space of dimension n, T a distribution on X .
The cone Σ(T ) ⊂ X∗ is defined as the closure of the complement of the set of
all η ∈ X∗ such that for all ξ in a conic neighborhood of η we have
‖Tˆ (ξ)‖ ≤ CN (1 + ‖ξ‖)
−N , N ∈ N
(with constants CN only dependent on N and the chosen neighborhood). Here
Tˆ denotes the Fourier transform of T , and the norm is taken with respect to an
arbitrary scalar product on X∗.
Next, for an affine space X and a point x ∈ X , the set Σx(T ) ⊂ T ∗xX is defined
by
Σx(T ) :=
⋂
φ
Σ(φT ),
where φ ranges over all compactly supported smooth functions on X with φ(x) 6= 0.
Note that one uses the canonic identification T ∗xX = X
∗.
The wave front set of T is by definition
WF(T ) := {(x, [ξ]) ∈ S∗X : ξ ∈ Σx(T )}.
The set singsupp(T ) := π(WF(T )) ⊂ X is called singular support.
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Let (x1, . . . , xn) be coordinates on X . Given a current T ∈ Dk(X), we may write
T =
∑
I=(i1,...,ik)
1≤i1<i2<···<ik≤n
TI
∂
∂xi1
∧ . . . ∧
∂
∂xik
with distributions TI . Then the wave front of T is defined as WF(T ) :=
⋃
I WF(TI).
A current T is smooth, i.e. given by integration against a smooth differential
form, if and only if WF(T ) = ∅.
Definition 2.1. Let Γ ⊂ S∗X be a closed set. Then we set
Dk,Γ(X) := {T ∈ Dk(X) : WF(T ) ⊂ Γ}.
A sequence Tj ∈ Dk,Γ(X) converges to T ∈ Dk,Γ(X) if (writing Tj, T as above)
Tj,I → TI weakly in the sense of distributions and for each compactly supported
function φ ∈ C∞c (X) and each closed cone A in X
∗ such that Γ ∩ (sptφ × A) = ∅
we have
sup
ξ∈A
|ξ|N
∣∣∣φ̂TI(ξ)− φ̂Tj,I(ξ)∣∣∣→ 0, j →∞
for all N ∈ N.
Proposition 2.2 ([24, Thm. 8.2.3]). Let T ∈ Dk,Γ(X). Then there exists a se-
quence of compactly supported smooth k-forms ωi ∈ Ωn−k(X) such that [[X ]]xωi →
T in Dk,Γ(X). In other words, smooth forms are dense in Dk,Γ(X).
Proposition 2.3 ([24, Thm. 8.2.10]). Let T1 ∈ Dk1(X), T2 ∈ Dk2(X) such that
the following transversality condition is satisfied:
WF(T1) ∩ sWF(T2) = ∅.
Then the intersection current T1 ∩ T2 ∈ Dk1+k2−n(X) is well-defined. More pre-
cisely, if [[X ]]xωji → Tj in Dkj ,WF(Tj)(X) with ω
j
i ∈ Ω
n−kj (X), j = 1, 2, then
[[X ]]x(ω1i ∧ ω
2
i )→ T1 ∩ T2 in Dk1+k2−n,Γ(X), where
Γ := WF(T1) ∪WF(T2) ∪ {(x, [ξ1 + ξ2]) : (x, [ξ1]) ∈WF(T1), (x, [ξ2]) ∈WF(T2)} .
The boundary of the intersection is given by
∂(T1 ∩ T2) = (−1)
n−k2∂T1 ∩ T2 + T1 ∩ ∂T2. (5)
The wave front of a distribution is defined locally and behaves well under coordi-
nate changes. Using local coordinates, one can define the wave front set WF(T ) ⊂
S∗X for a distribution T on a smooth manifold X . Definition 2.1 and Propositions
2.2 and 2.3 remain valid in this greater generality.
We will need a special case of these constructions.
Proposition 2.4. Let Y ⊂ X be a compact oriented k-dimensional submanifold.
Then
WF([[Y ]]) = NX(Y ) = {(x, [ξ]) ∈ S
∗X |Y : ξ|TxY = 0}.
An example for Proposition 2.3 is when Ti = [[Yi]] with oriented submanifolds
Y1, Y2 ⊂ X intersecting transversally (in the usual sense). Then Proposition 2.4
implies that the transversality condition in Proposition 2.3 is satisfied, and T1∩T2 =
[[Y1 ∩ Y2]].
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It is easily checked using (3), that for currents A1, A2 on an n-dimensional man-
ifold X and currents B1, B2 on an m-dimensional manifold Y , we have
(A1 ×B1) ∩ (A2 ×B2) = (−1)
(n−degA1)(m−degB2)(A1 ∩ A2)× (B1 ∩B2) (6)
whenever both sides are well-defined.
Given a differential operator, we have WF(PT ) ⊂WF(T ) with equality in case
P is elliptic [24, (8.1.11) and Corollary 8.3.2]. In particular, it follows that for a
current on a manifold X , we have
WF(∂T ) ⊂WF(T ). (7)
If T is a current on the sphere Sn−1 and ∆ the Laplace-Beltrami operator, then
WF(∆T ) = WF(T ). (8)
2.3. Valuations. Let us now briefly recall some notions from Alesker’s theory of
valuations on manifolds, referring to [5, 6, 7, 8, 13] for more details.
Let X be a smooth manifold of dimension n, which for simplicity we suppose to
be oriented. Let P(X) be the space of all compact differentiable polyhedra on X .
Given P ∈ P(X), the conormal cycle N(P ) is a Legendrian cycle in the cosphere
bundle S∗X (i.e. ∂N(P ) = 0 and N(P )xα = 0 where α is the contact form on
S∗X). A map of the form
P 7→
∫
N(P )
ω +
∫
P
γ, P ∈ P(X), ω ∈ Ωn−1(S∗X), γ ∈ Ωn(X)
is called a smooth valuation on X . The space of smooth valuations on X is denoted
by V∞(X). It carries a natural Fre´chet space topology. The subspace of compactly
supported smooth valuations is denoted by V∞c (X). The valuation defined by the
above equation will be denoted by ν(ω, γ).
We remark that, without using an orientation, we can still define ν(ω, φ), where
ω ∈ Ωn−1(S∗X)⊗ or(X), φ ∈ Ωn(X)⊗ or(X). Here or(X) is the orientation bundle
over X .
Elements of the space
V−∞(X) := (V∞c (X))
∗
are called generalized valuations [8]. Each compact differentiable polyhedron P
defines a generalized valuation Γ(P ) by
〈Γ(P ), φ〉 := φ(P ), φ ∈ V∞c (X).
A smooth valuation can be considered as a generalized valuation by Alesker-Poincare´
duality [8, Thm. 6.1.1.].
We thus have injections
V∞(X) 

// V−∞(X) P(X)? _oo .
By the results in [15] and [10], a generalized valuation φ ∈ V−∞(X) is uniquely
described by a pair of currents E(φ) = (T (φ), C(φ)) ∈ Dn−1(S
∗X) × Dn(X) such
that
∂T = 0, π∗T = ∂C, T is Legendrian, i.e.T xα = 0. (9)
Note that, in contrast to different uses of the word Legendrian in the literature,
T is not assumed to be rectifiable.
Given (T,C) satisfying these conditions, we denote by E−1(T,C) the correspond-
ing generalized valuation.
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If µ is a compactly supported smooth valuation on X , then we may represent
µ = ν(ω, γ) with compactly supported forms ω, γ. If E(φ) = (T,C), then
〈φ, µ〉 = T (ω) + C(γ).
In particular, the generalized valuation Γ(P ) corresponding to P ∈ P(X) satisfies
E(Γ(P )) = (N(P ), [[P ]]). (10)
If φ = ν(ω, γ) is smooth, then
T (φ) = [[S∗X ]]xs∗(Dω + π∗γ), (11)
C(φ) = [[X ]]xπ∗ω, (12)
where D is the Rumin operator and s is the involution on S∗X given by [ξ] 7→ [−ξ]
[10, 28].
Let us specialize to the case where X = V is a finite-dimensional vector space.
We denote by V∞(V )tr and V−∞(V )tr the spaces of translation invariant elements.
Alesker has shown in [6] that
V∞(V )tr ∼= Val∞(V ).
A similar statement for generalized valuations is shown in the next proposition.
Proposition 2.5. The transpose of the map
F : V∞c (V )→ Val
∞(V )⊗Dens(V ∗)
µ 7→
∫
V
µ(•+ x)d vol(x) ⊗ vol∗
induces an isomorphism
F ∗ : Val−∞(V )
∼=
−→ V−∞(V )tr.
The diagram
Val−∞(V ) ∼=
F∗
// V−∞(V )tr
Val∞(V )
∼=
//
?
OO
V∞(V )tr
?
OO
commutes and the vertical maps have dense images.
Proof. First we show that the diagram is commutative, i.e. that the restriction of
F ∗ to Val∞(V ) is the identity.
Let φ ∈ Val∞(V ) be a smooth valuation. We will show that for any µ ∈ V∞c (V )
one has
〈F ∗φ, µ〉V∞(V ) = 〈φ, µ〉V∞(V ),
or equivalently that
〈φ, Fµ〉Val∞(V ) = 〈φ, µ〉V∞(V ).
Fix a Euclidean structure on V , which induces canonical identifications Dens(V ) ∼=
C and S∗V ∼= V × Sn−1. We may assume by linearity that φ is k-homogeneous.
Represent µ = ν(ω, γ) with some compactly supported forms ω ∈ Ωn−1c (S
∗V ),
γ ∈ Ωnc (V ).
We may write
Fµ = ν
(∫
V
x∗ωd vol(x),
∫
V
x∗γd vol(x)
)
.
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If k < n, then φ = ν(β, 0) for some form β ∈ Ωn−1(S∗V )tr by the irreducibility
theorem [3]. By the product formula from [10] we have
〈φ, µ〉V∞(V ) =
∫
S∗V
ω ∧ s∗Dβ +
∫
V
γ ∧ π∗β (13)
and
〈φ, Fµ〉Val∞(V ) = π∗
(∫
V
x∗ωd vol(x) ∧ s∗Dβ
)
+
∫
Sn−1
β ·
∫
V
x∗γd vol(x). (14)
The second summand in (13) is∫
V
γ ∧ π∗β =
∫
Sn−1
β ·
∫
V
γ
which coincides with the second summand of (14).
Denoting ψ := s∗Dβ ∈ Ωn(S∗V )tr and τ := ω ∧ ψ ∈ Ω2n−1c (S
∗V ), it remains to
verify that
π∗
(∫
V
x∗ωd vol(x) ∧ ψ
)
=
∫
S∗V
ω ∧ ψ,
which is equivalent to
π∗
(∫
V
x∗τd vol(x)
)
=
(∫
S∗V
τ
)
vol .
Write τ = f(y, θ)d vol(y)dθ for y ∈ V , θ ∈ Sn−1 and dθ the volume form on
Sn−1. Then
π∗
(∫
V
x∗τd vol(x)
)
(y) =
(∫
Sn−1
(∫
V
f(y + x, θ)d vol(x)
)
dθ
)
vol(y)
=
(∫
Sn−1
(∫
V
f(x, θ)d vol(x)
)
dθ
)
vol(y)
=
(∫
S∗V
τ
)
vol(y),
as required.
Now assume k = n, so φ = ν(0, λ vol) is a Lebesgue measure on V . Then
〈φ, Fµ〉Val∞(V ) = λπ∗
(∫
V
x∗ωd vol(x)
)
and
〈φ, µ〉V∞(V ) = λ
∫
V
π∗ω vol .
Since the right hand sides coincide, the commutativity of the diagram follows.
We proceed to show surjectivity of F . Let φ be a smooth translation invariant
valuation on V . We fix translation invariant differential forms ω ∈ Ωn−1(S∗V ), γ ∈
Ωn(V ) with φ = ν(ω, γ).
Let vol be a density on V and let β be a compactly supported smooth function
such that
∫
V
β(x)d vol(x) = 1.
The valuation µ := ν(π∗(β)∧ω, βγ) is smooth, compactly supported and satisfies
F (µ) = φ⊗ vol∗. This shows that F is onto. Thus F induces an isomorphism
F˜ : V∞c (V )/ kerF
∼=
−→ Val∞(V )⊗Dens(V ∗).
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The transpose of F˜ is an isomorphism
F˜ ∗ : Val−∞(V )→ (kerF )⊥.
The proof will be finished once we can show (kerF )⊥ = V−∞(V )tr.
If µ ∈ V∞c (V ), then (tv)∗µ−µ ∈ kerF for every v ∈ V , where tv is the translation
by v. It follows that (kerF )⊥ ⊂ V−∞(V )tr.
Let φ ∈ V−∞(V )tr. Fix a compactly supported approximate identity fǫ in
GL(n) and set φǫ := φ ∗ fǫ. Then T (φǫ) = T (φ) ∗ fǫ and C(φǫ) = C(φ) ∗ fǫ are
smooth currents. By [10, Lemma 8.1], φǫ ∈ Val
∞(V ) and φǫ → φ. This shows that
Val∞(V ) ∼= V∞(V )tr is dense in V−∞(V )tr.
Clearly Im (F ∗ : Val∞(V )→ V−∞(V )tr) ⊂ (kerF )⊥. Since the image is dense
in V−∞(V )tr, it follows that V−∞(V )tr ⊂ (kerF )⊥. 
Definition 2.6. For φ ∈ Val−∞(V ) we set WF(φ) := WF(T (φ)) ⊂ S∗(S∗V ).
Given Γ ⊂ S∗(S∗V ) a closed set, we define
Val−∞Γ (V ) :=
{
φ ∈ Val−∞(V ) : WF(φ) ⊂ Γ
}
.
Lemma 2.7. The subspace Val∞(V ) ⊂ Val−∞Γ (V ) is dense.
Proof. This follows by [10, Lemma 8.2], noting that in the proof of that lemma, a
translation invariant generalized valuation is approximated by translation invariant
smooth valuations. 
3. Embedding McMullen’s polytope algebra
Let V denote an n-dimensional real vector space, and Π(V ) the McMullen poly-
tope algebra on V . It is defined as the abelian group generated by polytopes, with
the relations of the inclusion-exclusion principle and translation invariance. The
product is defined on generators by [P ] · [Q] := [P + Q]. It is almost a graded
algebra over R. We refer to [26] for a detailed study of its properties.
For λ ∈ R, the dilatation ∆(λ) is defined by ∆(λ)[P ] = [λP ]. The k-th weight
space is defined by
Ξk := {x ∈ Π : ∆(λ)x = λ
kx for some rational λ > 0, λ 6= 1}.
McMullen has shown ([26], Lemma 20) that
Π(V ) =
n⊕
k=0
Ξk.
The aim of this section is to prove Theorem 1, namely that Π(V ) embeds into
Val−∞(V )⊗Dens(V ∗).
Recall that the map M : Π(V )→ Val−∞(V )⊗Dens(V ∗) ∼= Val∞(V )∗ is defined
by
〈M([P ]), φ〉 = φ(P ), P ∈ P(V ).
We will denote by Mk : Π(V ) → Valk(V ) ⊗ Dens(V ∗) the k-homogeneous com-
ponent of the image of M , and similarly [φ]k is the k-homogeneous component of
a valuation φ.
Lemma 3.1.
M([P ]) = vol(• − P )⊗ vol∗ .
In particular Im(M) ⊂ Val(V )⊗Dens(V ∗).
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Proof. We claim that 〈PD(ψ), vol(• − K) ⊗ vol∗〉 = ψ(K) for ψ ∈ Val∞(V ) and
K ∈ K(V ), where PD : Val∞(V ) → Val−∞(V ) denotes the natural embedding
given by the Poincare´ duality of Alesker [4].
Indeed, let first K be smooth with positive curvature. Then, by ([14], (15)),
ψ · vol(• −K) =
∫
V
ψ((y +K) ∩ •)d vol(y)
and hence
〈PD(ψ), vol(• −K)⊗ vol∗〉 = ψ(K).
By approximation, this holds for non-smooth K as well, showing the claim. Since
by definition 〈M [P ], ψ〉 = ψ(P ), the statement follows. 
Lemma 3.2. Let P be a polytope and Γ(P ) ∈ V−∞(V ) the associated generalized
valuation, i.e. 〈Γ(P ), φ〉 = φ(P ) for φ ∈ V∞c (V ). Then
F ∗M([P ]) =
∫
V
Γ(P + x)d vol(x)⊗ vol∗,
with F as in Proposition 2.5.
Proof. Let φ ∈ V∞c (V ). Then
〈F ∗M([P ]), φ〉 = 〈M([P ]), Fφ〉
= F (φ)(P )
=
∫
V
φ(P + x)d vol(x) ⊗ vol∗
=
∫
V
〈Γ(P + x), φ〉d vol(x)⊗ vol∗
=
〈∫
V
Γ(P + x)d vol(x)⊗ vol∗, φ
〉
.

For the following, we fix a Euclidean structure and an orientation on V and
denote by vol the corresponding Lebesgue measure on V .
Denote by Cj the collection of j-dimensional oriented submanifolds N ⊂ Sn−1,
obtained by intersecting Sn−1 with a (j + 1)-dimensional polytopal cone Nˆ in V .
Given v ∈ ΛkV , define the current [v] ∈ Dk(V ) by
〈[v], ω〉 :=
∫
V
ω|x(v)d vol(x), ω ∈ Ω
k
c (V ).
Let ΛksV denote the cone of simple k-vectors in V . Given a pair (v,N) ∈ Λ
k
sV ×
Cn−k−1, we define the current Av,N = [v]× [[N ]] ∈ Dn−1(V ×Sn−1), where [[N ]] is
the current of integration over N .
Observe that changing the sign of v and the orientation of N simultaneously
leaves the current Av,N invariant.
Let Yk ⊂ Dn−1(V × Sn−1) be the C-span of currents of the form Av,N , v ∈
ΛksV,N ∈ Cn−k−1 such that Span(v) ⊕ Span(Nˆ) = V as oriented spaces.
Given a polytope P ⊂ V , we let Fk be the set of k-faces of P . Each face is
assumed to possess some fixed orientation. If F is a face of P of dimension strictly
less than n, we let n(F, P ) be the normal cone of F , and nˇ(F, P ) := n(F, P )∩Sn−1
is oriented so that the linear space parallel to F , followed by Span(nˇ(F, P )), is
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positively oriented. Moreover, let vF be the unique k-vector in the linear space
parallel to F such that |vF | = volk F , the sign determined by the orientation of F .
Lemma 3.3. Let P be a polytope. Then
E(M0([P ])) = (0, vol(P )[[V ]]) ,
E(Mn−k([P ])) =
 ∑
F∈Fk(P )
AvF ,nˇ(F,P ), 0
 , 0 ≤ k ≤ n− 1.
Proof. It follows from (10) and Lemma 3.2 that
T (M([P ])) =
∫
V
T (Γ(P + x))d vol(x) =
∑
F∈F≤n−1(P )
AvF ,nˇ(F,P )
C(M([P ])) =
∫
V
C(Γ(P + x))d vol(x) = vol(P )[[V ]].
From this the statement follows. 
Let
Tk : Im(Mn−k)→ Yk, 0 ≤ k ≤ n− 1
be the restriction of T to Im(Mn−k). For a linear subspace L ⊂ V , we will write
S(L) = Sn−1 ∩ L.
Let F(V ) denote the space of Z-valued constructible functions on V , i.e. func-
tions of the form
∑N
i=1 ni1Pi with ni ∈ Z, Pi ∈ P(V ) (compare [8]). Let Fa.e.(V )
be the set of congruence classes of constructible functions where f ∼ g if f − g = 0
almost everywhere.
Lemma 3.4. Denote by Z the abelian group generated by all formal integral combi-
nation of compact convex polytopes in V . Let W ⊂ Z denote the subgroup generated
by lower-dimensional polytopes and elements of the form [P ∪Q]+[P ∩Q]− [P ]− [Q]
where P ∪Q is convex. Then the map
Z/W → Fa.e.(V )∑
i
ni[Pi] 7→
∑
i
ni1Pi , ni ∈ Z
is injective.
Proof. It is easily checked that the map is well-defined. To prove injectivity, it is
enough to prove that f :=
∑
i 1Pi ∼
∑
j 1Qj implies
∑
i[Pi] ≡
∑
j [Qj ]. Decompose
the connected components of
(∪iPi ∪ ∪jQj) \ (∪i∂Pi ∪ ∪j∂Qj)
into simplices {∆}, disjoint except at their boundary. Then, by the inclusion-
exclusion principle,∑
i
[Pi] ≡
∑
i
∑
∆⊂Pi
[∆] ≡
∑
k≥1
(−1)k+1
∑
∆⊂
⋃
i1<...<ik
∩kj=1Pij
[∆]
By examining the superlevel set {f ≥ k} we see that⋃
i1<...<ik
(Pi1 ∩ . . . ∩ Pik ) ∼
⋃
j1<...<jk
(Qj1 ∩ . . . ∩Qjk),
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where A ∼ B means the sets A,B coincide up to a set of measure zero.
Therefore, ∑
i
[Pi] ≡
∑
j
[Qj ] mod W,
as claimed. 
Remark 3.5. The same claim and proof apply if we replace Z with the free abelian
group of polytopal cones with vertex in the origin.
Let us recall some notions from [26]. Let L be a subspace of V . The cone group
Σˆ(L) is the abelian group with generators [C], where C ranges over all convex
polyhedral cones in L, and with the relations
i) [C1 ∪ C2] + [C1 ∩ C2] = [C1] + [C2] whenever C1, C2, C1 ∪ C2 are convex
polyhedral cones;
ii) [C] = 0 if dimC < dimL.
The full cone group is given by
Σˆ :=
⊕
L⊂V
Σˆ(L),
where the sum extends over all linear subspaces of L.
Lemma 3.6 (Lemma 39 from [26]). The map
σk : Π(V )→ C⊗Z Σˆ
[P ] 7→
∑
F∈Fk(P )
vol(F )⊗ n(F, P )
restricts to an injection on Ξk.
Proposition 3.7. For all 0 ≤ k ≤ n− 1, there is a linear map Φk : Yk → C⊗Z Σˆ
such that Φk(Av,N ) = |v| ⊗ [Nˆ ].
Proof. The first thing to note is that if Av1,N1 = Av2,N2 , then either v1 = v2,
N1 = N2 or v1 = −v2 and N1 = N2, where Nj is Nj with reversed orientation.
Thus on the generators of Yk, Φk(Av,N ) := |v| ⊗ [Nˆ ] is well-defined.
Now assume that
∑
j cjAvj ,Nj = 0. We shall show that
∑
j cj |vj | ⊗ [Nˆj] = 0.
Note that for all ρ ∈ Ωkc (V ) and ω ∈ Ω
n−k−1(Sn−1), one has∑
j
cj
∫
V
ρ|x(vj)d vol(x)
∫
Nj
ω = 0.
More generally, suppose that we have∑
j
λj
∫
Nj
ω = 0
for some coefficients λj ∈ C and for all ω ∈ Ω
n−k−1(Sn−1).
Let L ⊂ V be a linear subspace of dimension n− k. Let Uǫ ⊂ Sn−1 denote the
ǫ-neighborhood of L ∩ Sn−1, where ǫ is sufficiently small. Let pǫ : Uǫ → L ∩ Sn−1
denote the nearest-point projection.
Fix some β ∈ C∞[0, 1] such that β(x) = 1 for 0 ≤ x ≤ 13 and β(x) = 0 for
2
3 ≤ x ≤ 1. Let βǫ ∈ C
∞(Uǫ) be given by βǫ(x) = β(dist(x, p(x))/ǫ).
Given a form σ ∈ Ωn−k−1(L ∩ Sn−1), we set ω := βǫp
∗
ǫσ ∈ Ω
n−k−1(Sn−1).
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If Nj ⊂ L ∩ Sn−1, then ∫
Nj
ω =
∫
Nj
σ,
while if Nj does not lie in L ∩ Sn−1 then
∫
Nj
ω → 0 as ǫ→ 0.
Thus, letting ǫ→ 0, we obtain∑
Nj⊂L
λj
∫
Nj
σ = 0,
where the sum is over all Nj contained in L.
Now fix an orientation on L and assume without loss of generality that all Nj ⊂ L
have the induced orientation. Going back to the original equation we may write∑
Nj⊂L
cj
∫
V
ρ|x(vj)d vol(x)
∫
Nj
σ = 0.
Let v0 ∈ ΛkL⊥ ⊂ ΛkV be the unique vector with |v0| = 1 and v⊥0 = L (the
last equality understood with orientation). Then vj = |vj |v0 for all j with Nj ⊂ L.
Therefore, the above equation implies that∑
Nj⊂L
cj |vj |
∫
Nj
σ = 0
for all σ ∈ Ωn−k−1(L ∩ Sn−1) and this implies that∑
Nj⊂L
cj|vj |1Nj = 0
almost everywhere.
By Lemma 3.4 we have in C⊗ Σˆ(L)∑
Nj⊂L
cj |vj | ⊗ [Nˆj ] = 0.
Since L was arbitrary, we deduce that in C⊗ Σˆ we have∑
j
cj |vj | ⊗ [Nˆj ] = 0,
as required. 
Proof of Theorem 1. By Lemma 3.6, the map
σk : Ξk → C⊗ Σˆ
is injective. For 0 ≤ k ≤ n− 1 we have
σk = Φk ◦ Tk ◦Mn−k,
while σn is the volume functional on Π(V ) restricted to Ξn, so identifying the space
of Lebesgue measures on V with C allows us to write σn = C ◦M0. We conclude
that (Mn−k)|Ξk is injective for each k, and hence M is injective. 
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4. Partial convolution product
Let us first describe the convolution in the smooth case, see [16], but using a
more intrinsic approach.
Let V be an n-dimensional vector space. Let Dens(V ) denote the 1-dimensional
GL(V )-module of densities on V . The orientation bundle or(V ) is the real 1-
dimensional linear space consisting of all functions ρ : ΛtopV → R such that ρ(λω) =
sign(λ)ρ(ω) for all λ ∈ R and ω ∈ ΛtopV . Note that there is a canonical isomorphism
or(V ) ∼= or(V ∗).
Let P+(V ) be the space of oriented 1-dimensional subspaces of V . Then S
∗V :=
V × P+(V
∗) has a natural contact structure.
We have a natural non-degenerate pairing
ΛkV ∗ ⊗ Λn−kV ∗
∧
−→ ΛnV ∗ ∼= Dens(V )⊗ or(V ),
which induces an isomorphism
∗ : ΛkV ∗ ⊗ or(V )⊗Dens(V ∗)
∼=
−→ (Λn−kV ∗)∗ ∼= Λn−kV.
Let
∗1 : Ω(S
∗V )tr ⊗ or(V )⊗Dens(V ∗)
∼=
−→ Ω(V ∗ × P+(V
∗))tr
be defined by
∗1(π
∗
1γ1 ∧ π
∗
2γ2) := (−1)
(n−deg γ12 )π∗1(∗γ1) ∧ π
∗
2γ2
for γ1 ∈ Ω(V )tr ⊗ or(V )⊗Dens(V ∗), γ2 ∈ Ω(P+(V ∗)).
Let φj = ν(ωj , γj) ∈ Val
∞(V )⊗ Dens(V ∗), j = 1, 2, where ωj ∈ Ωn−1(S∗V )tr ⊗
or(V )⊗Dens(V ∗), γj ∈ Ω
n(V )tr⊗or(V )⊗Dens(V ∗). Then the convolution product
φ1 ∗ φ2 is defined as ν(ω, γ) ∈ Val
∞(V )⊗Dens(V ∗), where ω and γ satisfy
Dω + π∗γ = ∗−11 (∗1(Dω1 + π
∗γ1) ∧ ∗1(Dω2 + π
∗γ2))
π∗ω = π∗ ◦ ∗
−1
1 (∗1κ1 ∧ ∗1(Dω2)) + (∗γ1)π∗ω2 + (∗γ2)π∗ω1.
Here κ1 ∈ Ωn−1(S∗V )tr is any form such that dκ1 = Dω1.
The convolution extends to a partially defined convolution on the space Val−∞(V )⊗
Dens(V ∗) as follows.
The space D∗(S∗V ) admits a bigrading
D∗(S
∗V ) =
n⊕
k=0
n−1⊕
l=0
Dk,l(S
∗V ),
and for T ∈ D∗(S
∗V ), we denote by [T ]k,l the component of bidegree (k, l).
We consider now the GL(V )-module of translation-invariant currentsD(S∗V )tr =
D(V )tr ⊗ D(P+(V ∗)). One has the natural identification Dk(V )tr = Ωn−k(V )tr ⊗
or(V ), and a non-degenerate pairing Dk(V )tr ⊗ Ωk(V )tr → Dens(V ).
We define for T ∈ Dk,l(S∗V )tr⊗or(V )⊗Dens(V ∗) the element ∗1T ∈ Dn−k,l(V ∗×
P+(V
∗))tr by
〈∗1T, δ〉 := (−1)
nk+nl+k+(n2)〈T, ∗−11 δ〉 ∈ Dens(V
∗)
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for all δ ∈ Ωn−k,lc (V
∗ × P+(V ∗))tr . With this definition of ∗1 the diagram
Ωk,l(S∗V )tr ⊗ or(V )⊗Dens(V ∗)
∗1
//
_

Ωn−k,l(V ∗ × P+(V
∗))tr
_

Dn−k,n−l−1(S∗V )tr ⊗ or(V )⊗Dens(V ∗)
∗1
// Dk,n−l−1(V ∗ × P+(V ∗))tr
commutes. Equivalently,
∗1 ([[S
∗V ]]xγ) = [[S∗V ]]x∗1γ
for all γ ∈ Ω(S∗V )tr ⊗ or(V )⊗Dens(V ∗). Clearly we have WF(∗1T ) = WF(T ) for
T ∈ D(S∗V )tr
Remark 4.1. Without the choice of an orientation and a Euclidean scalar product,
we may intrinsically define Av,N ∈ Dk,n−1−k(S∗V )tr⊗or(V )⊗Dens(V ∗) as follows.
Let v ∈ ΛksV and let N ⊂ P+(V
∗) be an (n − 1 − k)-dimensional, geodesically
convex polytope contained in v⊥ ∩ P+(V ∗). Then define
〈Av,N , π
∗
1γ ∧ π
∗
2δ ⊗ σ ⊗ ǫ〉 =
∫
V
〈x∗ω, v〉dσ(x)
∫
Nǫ
δ
for γ ∈ Ωkc (V ), δ ∈ Ω
n−k−1(P+(V
∗)), ǫ ∈ or(V ) and σ ∈ Dens(V ). Here Nǫ equals
N with a choice of orientation such that the orientation of the pair (v,Nǫ) is induced
by ǫ.
Given a Euclidean trivialization, this reduces to the previous definition of Av,N .
Lemma 4.2. Given a Legendrian cycle T ∈ Dn−k,k−1(S∗V )tr with 1 ≤ k ≤ n− 1,
there exists T˜ ∈ Dn−k,k(S∗V )tr with T = ∂T˜ and WF(T˜ ) = WF(T ).
Proof. Let us use a Euclidean scalar product and an orientation on V . Then we
may identify Dens(V ) ∼= C, or(V ) ∼= C, S∗V ∼= SV = V × Sn−1.
Let φ ∈ Val−∞k (V ) be the valuation represented by (T, 0). Choose a sequence
φj ∈ Val
∞
k (V ) such that φj → φ. Let ωj ∈ Ω
k,n−k−1(SV )tr = Ωn−k−1(Sn−1) ⊗
ΛkV ∗ be a form representing φj and such that Dωj = dωj .
Note that Dn−k,k−1(SV )tr = Dk−1(Sn−1)⊗Λn−kV . Then dωj ∈ Ωn−k(Sn−1)⊗
ΛkV ∗ ⊂ Dk−1(S
n−1)⊗ Λn−kV converges weakly to T .
Let G : Ω∗(Sn−1) → Ω∗(Sn−1) denote the Green operator on Sn−1 and δ :
Ω∗(Sn−1)→ Ω∗−1(Sn−1) the codifferential. We define βj := G(dωj) ∈ Ωn−k(Sn−1)⊗
Λn−kV , i.e. ∆βj = dωj . Then ∆dβj = d∆βj = 0, hence dβj is harmonic, which
implies that δdβj = 0.
We define
T˜ := (−1)n+k lim
j→∞
[[Sn−1]]xδβj ∈ Dk(S
n−1)⊗ Λn−kV ⊂ Dn−k,k(SV )
tr.
Then
∂T˜ = lim
j
[[Sn−1]]xdδβj = lim
j
[[Sn−1]]x∆βj = lim
j
[[Sn−1]]xdωj = T.
From T˜ = δ ◦ G(T ) and (8), we infer that WF(T˜ ) ⊂ WF(T ). Conversely, from
(7) we deduce that WF(T ) = WF(∂T˜ ) ⊂WF(T˜ ). 
Recall that s : S∗V → S∗V is the antipodal map.
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Definition 4.3. Let φj ∈ Val
−∞(V ) ⊗ Dens(V ∗), E(φj) =: (Tj , Cj), j = 1, 2. We
call φ1, φ2 transversal if
WF(T1) ∩ s(WF(T2)) = ∅.
Proposition 4.4. Let φj ∈ Val
−∞(V ) ⊗ Dens(V ∗), j = 1, 2 be transversal and
(Tj, Cj) := E(φj), j = 1, 2. Decompose Tj = tj +T
′
j, where tj = αjπ
∗([[V ]]xvoln)⊗
vol∗n ∈ D0,n−1(S
∗V )tr ⊗ ΛnV ∗ is the corresponding (0, n − 1)-component, and let
T˜1 ∈ Dn(S∗V )tr ⊗ ΛnV ∗ be a current such that ∂T˜1 = T ′1 and WF(T˜1) = WF(T1),
guaranteed to exist by Lemma 4.2. Then the currents
T := ∗−11 (∗1T1 ∩ ∗1T2)
C := π∗
(
∗−11
(
∗1T˜1 ∩ ∗1T
′
2
))
+ α1C2 + α2C1
are independent of the choice of T˜1 and satisfy the conditions (9).
Proof. Note first that ∂ commutes (up to sign) with ∗1 on translation invariant
currents. By (5), T equals (up to sign) the boundary of the n-current S :=
∗−11
(
∗1T˜1 ∩ ∗1T2
)
. In particular, T is a cycle. Moreover, π∗T = ±∂π∗S = 0,
since π∗S is a translation invariant n-current, hence a multiple of the integration
current on V which has no boundary. For the same reason, ∂C = 0, hence the
condition π∗T = ∂C is trivially satisfied.
Note that whenever Q ∈ Dn(S∗V ) is a boundary, then π∗Q = 0. Indeed, let
Q = ∂R and ρ ∈ Ωnc (V ). Then
〈π∗Q, ρ〉 = 〈Q, π
∗ρ〉 = 〈∂R, π∗ρ〉 = 〈R, π∗dρ〉 = 0. (15)
By Lemma 4.2, there exists a translation invariant n-current T˜2 with ∂T˜2 = T
′
2.
Suppose that ∂T˜1 = ∂Tˆ1 = T
′
1 for two n-currents T˜1 and Tˆ1. Then the n-current
Q := ∗−11
(
∗1(T˜1 − Tˆ1) ∩ ∗1T ′2
)
is (up to a sign) the boundary of the (n+1)-current
R := ∗−11
(
∗1(T˜1 − Tˆ1) ∩ ∗1T˜2
)
. By (15), it follows that π∗Q = 0, which shows that
C is independent of the choice of T˜1.
Let us finally show that T is Legendrian. Fix sequences (φij)i of smooth and
translation invariant valuations converging to φj , j = 1, 2. Let φ
i
j be represented
by the forms (ωij, γ
i
j). Then E(φ
i
j) = (T
i
j , C
i
j) is given by the formulas (11), (12)
and hence φi1 ∗ φ
i
2 is represented by the current T
i = [[S∗V ]]xs∗κi, with
s∗κi := ∗−11 (∗1s
∗(Dωi1 + π
∗γi1) ∧ ∗1s
∗(Dωi2 + π
∗γi2)). (16)
It is easily checked that κi is a horizontal, closed n-form (compare also [16, Eq.
(37)]). It follows that T i is Legendrian.
Note that [[S∗V ]]xs∗(Dωij + π
∗γj) converges to Tj. By the definition of the
intersection current, [[S∗V ]]xs∗κi converges to T and hence T is Legendrian. 
Definition 4.5. In the same situation, the convolution product φ1∗φ2 ∈ Val
−∞(V )⊗
Dens(V ∗) is defined as φ1 ∗ φ2 := E−1(T,C).
Proposition 4.6. If φ1, φ2 ∈ Val
∞(V )⊗Dens(V ∗) ⊂ Val−∞(V )⊗Dens(V ∗), then
the convolution of Definition 4.5 coincides with the convolution from [16].
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Proof. For φj ∈ Val
∞(V ) given by the pairs (ωj , γj) ∈ Ωn−1(S∗V )tr ⊗ Dens(V ),
the corresponding currents are E(φj) = ([[S
∗V ]]xs∗(Dωj + π
∗γj), [[V ]]xπ∗ωj).
We consider two cases:
If ω1 = 0 and γ1 = c · vol, then φ1 = c · vol, and φ1 ∗ φ2 = cφ2 by the original
definition of convolution.
By the new definition, E(φ1) = ([[S
∗V ]]xπ∗γ1, 0), and
∗1π
∗γ1 = c ∈ Ω
0(V × Sn−1).
Write
φ1 ∗ φ2 = E
−1([[S∗V ]]xπ∗γ1, 0) ∗ E
−1(0, C2) + E
−1([[S∗V ]]xπ∗γ1, 0) ∗ E
−1(T2, 0).
If E−1(0, C2) = λχ, by definition the first summand equals cλχ = cE
−1(0, C2).
The second summand is c · E−1(T2, 0), and so φ1 ∗ φ2 = cE−1(T2, C2) = cφ2, as
required.
In the remaining case, we may assume γ1 = γ2 = 0, so E(φj) = ([[S
∗V ]]xs∗Dωj, [[V ]]xπ∗ωj).
Moreover, we may assume that dω1, dω2 are vertical.
The original definition of convolution givesE(φ1∗φ2) = ([[S
∗V ]]xs∗Dω, [[V ]]xπ∗ω)
with
ω = ∗−11 (∗1ω1 ∧ ∗1Dω2)
Dω = ∗−11 (∗1Dω1 ∧ ∗1Dω2) .
Since [E−1([[S∗V ]]xs∗Dωj , 0)]n = [ν(ωj , 0)]n = 0, it remains to verify that by
the new definition,
E−1([[S∗V ]]xs∗Dω1, 0) ∗ E
−1([[S∗V ]]xs∗Dω2, 0) = E
−1([[S∗V ]]xs∗Dω, [[V ]]xπ∗ω).
By homogeneity, we may assume that deg ω1 = (k, n− 1− k) and degω2 = (l, n−
1− l).
If k + l < n then by dimensional considerations ω = 0.
If k + l > n then π∗ω = 0, and the new definition of convolution gives
E(φ1 ∗ φ2) =
(
[[S∗V ]]x∗−11 ((∗1s
∗Dω1) ∧ (∗1s
∗Dω2)) , 0
)
= ([[S∗V ]]xs∗Dω, 0)
as required.
Finally, if k + l = n, then 1 ≤ k ≤ n − 1, Dω = 0, and by the new definition
T (φ1 ∗ φ2) = 0. Since T1 = [[S∗V ]]xs∗dω1 and ω1 ∈ Ωn−1(S∗V ), using (1) one can
take T˜1 = (−1)n[[S∗V ]]xs∗ω1. Using (2), the fact that the operations s∗, ∗1 and
[[S∗V ]]x commute, while π∗ ◦ s∗ = (−1)nπ∗, we obtain
C(φ1 ∗ φ2) = (−1)
nπ∗
(
[[S∗V ]]x∗−11 (∗1s
∗ω1 ∧ ∗1s
∗dω2)
)
= (−1)nπ∗([[S
∗V ]]xs∗ω)
= (−1)n[[V ]]xπ∗s
∗ω
= [[V ]]xπ∗ω,
completing the verification. 
Proposition 4.7. Let Γ1,Γ2 ⊂ S∗(S∗V ) be closed sets with Γ1 ∩ sΓ2 = ∅ and set
Γ := Γ1∪Γ2∪{(x, [ξ], [η1 + η2]) : (x, [ξ]) ∈ S
∗V, (x, [ξ], [η1]) ∈ Γ1, (x, [ξ], [η2]) ∈ Γ2} .
Then the convolution is a (jointly sequentially) continuous map
Val−∞Γ1 (V )⊗Dens(V
∗)×Val−∞Γ2 (V )⊗Dens(V
∗)→ Val−∞Γ (V )⊗Dens(V
∗).
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Proof. In the notations of Proposition 4.4, we haveWF(∗1T˜1) = WF(T˜1) ⊂WF(T1) ⊂
Γ1 and WF(∗1T ′2) = WF(T
′
2) ⊂WF(T2) ⊂ Γ2. Since the intersection of currents is
a jointly sequentially continuous map D∗,Γ1(S
∗V )×D∗,Γ2(S
∗V )→ D∗,Γ(S∗V ), the
statement follows. 
Corollary 4.8. Whenever it is defined, the convolution is commutative and asso-
ciative.
Proof. Let φj ∈ Val
−∞
Γi
(V ) ⊗ Dens(V ∗), j = 1, 2. By Lemma 2.7 there exist se-
quences φij ∈ Val
∞(V ) ⊗ Dens(V ∗), j = 1, 2 converging to φj in Val
−∞
Γj
(V ) ⊗
Dens(V ∗). By Proposition 4.7, φi1∗φ
i
2 converges to φ1∗φ2 in Val
−∞
Γ (V ), while φ
i
2∗φ
i
1
converges to φ2 ∗ φ1. Since the convolution on smooth valuations is commutative,
it follows that φ1 ∗ φ2 = φ2 ∗ φ1.
For associativity, let Γ1,Γ2,Γ3 ⊂ S∗(S∗V ) be closed sets such that if (x, [ξ]) ∈
S∗V, (x, [ξ], [ηi]) ∈ Γi, i = 1, 2, 3, then
η1 + η2 6= 0, η1 + η3 6= 0, η2 + η3 6= 0, η1 + η2 + η3 6= 0.
One easily checks that both maps Val−∞Γ1 (V )×Val
−∞
Γ2
(V )×Val−∞Γ3 (V )→ Val
−∞(V )
are well-defined. An approximation argument as above shows that they agree.

5. The volume current on the sphere
The aim of the section is the construction of a certain family of currents on the
sphere, which can be used to compute the volume of the convex hull of two polytopes
on the sphere. This can be viewed as a generalization of the Gauss formula for area
in the plane. The construction in this section uses tools from geometric measure
theory, and is independent of the rest of the paper. It is used in the next section
for the proof of the second main theorem.
A geodesically convex polytope on Sn−1 is the intersection of a proper convex
closed polyhedral cone in V with Sn−1. We let P(Sn−1) denote the set of oriented
geodesically convex polytopes on Sn−1. For I ∈ P(Sn−1) of dimension k, denote
by EI = SpanV I ∩ S
n−1 the k-dimensional equator that it spans. For I, J ⊂ Sn−1
geodesically convex polytopes, we let conv(I, J) ⊂ Sn−1 denote the union of all
shortest geodesic intervals having an endpoint in I and an endpoint in J . If dim I+
dim J = n−2, both I, J are oriented and EI∩EJ = ∅, one has a natural orientation
on conv(I, J), by comparing the orientation of SpanV (I)⊕SpanV (J) = V with the
orientation of V . The geodesically convex polytope −I is oriented in such a way
that the antipodal map I 7→ −I is orientation preserving. Note that ∂(−I) = −∂I
whenever dim I > 0, while when dim I = 0 we have ∂(−I) = ∂I. Here and in the
following, ∂ denotes the extended singular boundary operator, i.e. for a positively
oriented point I we have ∂I = 1. If ǫ = ±1, we write conv(I, ǫ) = Iǫ, where I−1
denotes orientation reversal.
We denote An−1(I, J) := voln−1(conv(I, J)) provided that (−I) ∩ J = ∅. Note
that whenever the orientation of conv(I, J) is not well-defined, it is a set of volume
zero. Note also that An−1 is a partially-defined bi-valuation in I, J , so we may
extend An−1 as a partially-defined bilinear functional on chains of polytopes.
Lemma 5.1. Let J ⊂ Sn−1 be an oriented geodesically convex polytope of dimen-
sion k. Suppose it does not intersect SpanRn(I) ∩ S
n−1 for all I ∈ ∂nF , for all
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F ∈ Fk(P ). Let ω ∈ Ωkc (R
n). Then∑
F∈Fk(P )
〈 [vF ], ω〉An−1(−∂nF , J) = 0. (17)
Remark: Note that if −∂nF =
∑
j Ij is the decomposition of ∂nF into geodesi-
cally convex polytopes, then by definition
An−1(−∂nF , J) =
∑
An−1(Ij , J)
is the sum of the oriented volumes. Note also that in formula (17) the orientation
of F in each summand appears twice, and so the summands are well-defined.
Proof. For k = n− 1, this is the well-known statement that∑
F∈Fn−1(P )
[vF ] = 0,
where the orientation is given by fixing the outer normals to P .
Now for k < n − 1, fix an arbitrary orientation for all faces of dimension k
and (k + 1). For a pair of faces F ∈ Fk(P ), G ∈ Fk+1(P ), s.t. F ⊂ ∂G, define
sign(F,G) = ±1 according to the orientation. Then
An−1(−∂nF , J) =
∑
G⊃F
An−1(−nG, J)sign(F,G),
where the sum is over all G ∈ Fk+1(P ) containing F in their boundary, and there-
fore∑
F∈Fk(P )
〈[vF ], ω〉An−1(−∂nF , J) =
∑
G∈Fk+1(P )
An−1(−nG, J)
∑
F⊂G
sign(F,G)〈[vF ], ω〉,
but the internal sum is obviously zero by the case k = n− 1. 
Lemma 5.2. Let I, J ⊂ Sn−1 be oriented, geodesically convex polytopes with
dim I = k, dim J = n− 1− k, such that J ∩ EI = ∅. Then
An−1(∂I, J) = (−1)
kAn−1(I, ∂J).
Proof. Let us consider I, J as singular cycles, such that the singular boundary
operator on an oriented point equals its sign. Denote ∂I =
∑
i Ii, ∂J =
∑
j Jj ,
where Ii, Jj are geodesically convex. Choose any point x ∈ Sn−1 outside I ∪J , and
let H = Sn−1 \ {x}. Choose a form β ∈ Ωn−2(H) such that dβ = voln−1. Then
∂ conv(Ii, J) = conv(∂Ii, J) + (−1)
k
∑
j
conv(Ii, Jj),
and since ∂2 = 0, we can write
∂
∑
i
conv(Ii, J) = (−1)
k
∑
i,j
conv(Ii, Jj).
Similarly,
∂
∑
j
conv(I, Jj) =
∑
i,j
conv(Ii, Jj).
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Therefore
An−1(∂I, J) =
〈
voln−1,
∑
i
conv(Ii, J)
〉
=
〈
β, ∂
∑
i
conv(Ii, J)
〉
= (−1)k
〈
β,
∑
i
∑
j
conv(Ii, Jj)
〉
= (−1)kAn−1(I, ∂J),
concluding the proof. 
The following proposition is the main result of this section. It shows that in fact
An−1 can be uniquely extended as a bilinear functional on all chains.
Proposition 5.3. Given I ∈ P(Sn−1) of dimension k, where 0 ≤ k ≤ n − 2,
there exists a unique L1-integrable form ωI ∈ Ω
n−k−2(Sn−1 \ I), such that for any
J ∈ P(Sn−1) of dimension (n− k + 2) with J ∩ I = ∅ one has∫
J
ωI = An−1(−I, J). (18)
The current TI ∈ Dk+1(Sn−1) with
〈TI , φ〉 :=
∫
Sn−1
ωI ∧ φ, φ ∈ Ω
k+1(Sn−1)
has the following properties:
i) TI is additive (i.e. TI = TI1 + TI2 whenever I = I1 ∪ I2 with geodesically
convex polytopes I1, I2 such that I1 ∩ I2 is a common face of I1 and I2);
ii) the singular support of TI equals I;
iii) If k > 0, then
∂TI = (−1)
nk+1 vol(Sn−1)[[I]] + (−1)n+1T∂I , (19)
where [[I]] ∈ Dk(Sn−1) is the k-current of integration over I;
iv) If k = 0,
∂TI = − vol(S
n−1)[[I]] + (−1)nT∂I ,
where we adopt the convention ω±1 := ∓ voln−1 ∈ Ωn−1(Sn−1), T±1 =
∓[[Sn−1]]xvoln−1 ∈ D0(Sn−1). Then (18) holds also for I = ±1.
Proof. Step 1. Define for v ∈ Sn−1 the hemisphere Hv := {p ∈ Sn−1 : 〈p, v〉 > 0}.
Let W ⊂ (Sn−1)n be the set of n-tuples (p1, ..., pn) belonging to some Hv.
Define F : W → R by F (p1, ...pn) = voln−1(∆(p1, ..., pn)), the oriented volume of
the geodesic simplex ∆(p1, . . . , pn) with vertices p1, . . . , pn. F is well defined and
smooth, since all pj lie in one hemisphere.
For two non-antipodal points q, p ∈ Sn−1, we define
ωq,p ∈ Λ
kT ∗q S
n−1 ⊗ Λn−k−2T ∗q S
n−1
by setting, for u1, . . . , uk ∈ TqS
n−1, v1, . . . , vn−k−2 ∈ TpS
n−1
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ωq,p(u1, . . . , uk, v1, . . . , vn−k−2)
:=
dn−2
dskdtn−k−2
∣∣∣∣
s,t=0
F (q, γ1(s), . . . , γk(s), p, δ1(t), . . . , δn−k−2(t)),
where γi resp. δj are any smooth curves through q resp. p such that γ
′
i(0) = ui,
δ′j(0) = vj . It is immediate that the definition is independent of the choice of such
curves, and that ωq,p defines a unique element ω ∈ Ωk,n−k−2(Sn−1 × Sn−1 \ ∆),
where ∆ = {(q,−q) : q ∈ Sn−1} ⊂ Sn−1 × Sn−1 denotes the skew-diagonal. Note
that
F (q, γ1(ǫ), . . . , γk(ǫ), p, δ1(ǫ), . . . , δn−k−2(ǫ))
=
1
k!(n− k − 2)!
ωq,p(u1, . . . , uk, v1, . . . , vn−k−2)ǫ
n−2 + o(ǫn−2).
Given an oriented geodesic k-dimensional polytope I ⊂ Sn−1, define ωI ∈
Ωn−k−2(Sn−1 \ I) by
ωI
∣∣
p
=
∫
I
ω−q,pdq.
Let us verify that
∫
J
ωI = An−1(−I, J) for an (n− k − 2)-dimensional geodesic
polytope J such that J ∩ I = ∅. Since both sides are additive in both I, J , we
may assume that I, J are geodesic simplices. We may further assume that there
are vector fields U1, . . . , Uk on −I that are orthonormal and tangent to −I, and
V1, . . . , Vn−k−2 on J orthonormal and tangent to J . These vector fields define flow
curves on −I, J .
For ǫ > 0 one can use those curves to define a grid on −I, resp. J denoted
{−qi} resp. {pj}, defining parallelograms −Qi resp. Pj of volumes ǫk + o(ǫk) resp.
ǫn−k−2 + o(ǫn−k−2). Note that the volume of the convex hull of two ǫ-simplices
is equal, up to o(ǫn−2), to 1
k!(n−k−2)! times the volume of the convex hull of the
corresponding parallelograms. Thus the total volume is given by
A(−I, J) =
∑
A(−Qi, Pj)
=
∑
i,j
(
ω−qi,pj (U1, . . . , Uk, V1, . . . , Vn−k−2)ǫ
n−2 + o(ǫn−2)
)
=
∫
(−I)×J
ω + o(1).
Taking ǫ→ 0, this proves the claim.
Step 2. Let J ⊂ Sn−1 \ I be a geodesic polytope of dimension (n−k−1). Then∫
J
dωI =
∫
∂J
ωI
= An−1(−I, ∂J)
= (−1)kAn−1(−∂I, J) by Lemma 5.2
= (−1)k
∫
J
ω∂I .
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It follows that on Sn−1 \ I we have
dωI = (−1)
kω∂I .
Step 3. Let us verify that ωI is an integrable section of Ω
n−k−2(Sn−1 \ I), and
therefore admits a unique extension to all of Sn−1 as a current of finite mass.
Introduce spherical coordinates
Φn : [0, 2π]× [0, π]
n−2 → Sn−1
(θ0, θ1, . . . , θn−2) 7→ Φn(θ0, θ1, . . . , θn−2),
which are inductively defined by
Φ2(θ0) := (cos θ0, sin θ0),
Φn(θ0, θ1, . . . , θn−2) := (sin θn−2Φn−1(θ0, θ1, . . . , θn−3), cos θn−2) .
Note that θn−2 is defined on the whole sphere S
n−1 and smooth outside {θn−2 =
0, π} = S0, while for i > 0, θn−2−i is undefined in {θn−1−i = 0, π}∪{θn−1−i undefined} =
Si, and constitutes a coordinate outside {θn−2−i = 0, π}.
The volume form of Sn−1 is given by
voln−1 =
n−3∏
i=0
sinn−2−i θn−2−i
n−2∧
i=0
dθn−2−i.
Define for 0 ≤ i ≤ n− 2 the vector fields
Xn−2−i =
1∏i−1
j=0 sin
n−2−j θn−2−j
∂
∂θn−2−i
.
The vector field Xn−2−i is well defined outside the set {θn−2−i = 0, π}. When-
ever two such vector fields are defined, they are pairwise orthonormal. Now ωI is
integrable if ∫
Sn−1
|ωI(Xi1 , . . . , Xin−k−2)| voln−1 <∞
for all i1, . . . , in−k−2. Let j1, . . . , jk+1 be the indices not appearing in {i1, . . . , in−k−2}.
We consider the common level sets C = C(θj1 , . . . , θjk+1), with volume element σC ,
so that
voln−1 =
(
k+1∏
l=1
sinjl θjl ∧
k+1
l=1 dθjl
)
∧ σC .
Then∫
Sn−1
|ωI(Xi1 , . . . , Xin−k−2)| voln−1
=
∫
θj1 ,...,θjk+1
k+1∏
l=1
sinjl θjl
k+1∏
l=1
dθjl
∫
C(θj1 ,...,θjk+1)
|ωI(Xi1 , . . . , Xin−k−2)|σC .
While C(θj1 , ..., θjk+1) is not a geodesic polytope in S
n−1, it nevertheless holds
by the definition of ωI that the internal integral is bounded by the total area of
the sphere. Thus the entire integral is finite. We can therefore define the current
TI ∈ Dk+1(S
n−1) by
〈TI , φ〉 :=
∫
Sn−1\I
ωI ∧ φ, φ ∈ Ω
n−k−2(Sn−1).
Step 4.
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We prove (19) by induction on k. For the induction base k = 0, recall that
T1 = −[[Sn−1]]xvoln−1, ω1 = − voln−1.
The 0-dimensional geodesic polytope I is just a point, which we may suppose
to be positively oriented. Then −I is the positively oriented antipodal point. Let
Sn−1ǫ be the sphere S
n−1 minus the geodesic ball of radius ǫ centered at I. For
g ∈ C∞(Sn−1), we compute
〈∂TI , g〉 = 〈TI , dg〉
=
∫
Sn−1\{I}
ωI ∧ dg
= lim
ǫ→0
∫
S
n−1
ǫ
ωI ∧ dg
= lim
ǫ→0
[
(−1)n+1
∫
S
n−1
ǫ
dωI ∧ g + (−1)
n
∫
∂S
n−1
ǫ
ωI ∧ g
]
= (−1)n+1
∫
Sn−1
g voln−1+(−1)
n lim
ǫ→0
∫
∂S
n−1
ǫ
ωI ∧ g.
The boundary of Sn−1ǫ is an (n−2)-dimensional geodesic sphere around I. Since∫
∂S
n−1
ǫ
ωI = An−1(−I, ∂Sn−1ǫ ) = (−1)
n−1 volSn−1ǫ (note that Lemma (5.2) does
not apply here, as Sǫ is not geodesically convex), the second integral tends to
(−1)n−1g(I) times the volume of Sn−1.
It follows that
∂TI = − vol(S
n−1)[[I]] + (−1)nT1,
as claimed.
Step 5. Suppose now that k > 0 and that (19) holds for all polytopes of dimension
strictly smaller than k.
Define the current UI := ∂TI + (−1)nT∂I ∈ Dk(Sn−1). By step 2 and equation
(1), UI is supported on I. We have to show that UI = (−1)
nk+1 vol(Sn−1)[[I]].
Choose a family of closed neighborhoods Iǫ with smooth boundary such that Iǫ
converges to I as ǫ→ 0. Define currents TI,ǫ, VI,ǫ, UI,ǫ on Sn−1 by
〈TI,ǫ, φ〉 :=
∫
Sn−1\Iǫ
ωI ∧ φ, φ ∈ Ω
k+1(Sn−1),
〈VI,ǫ, φ〉 :=
∫
Sn−1\Iǫ
ω∂I ∧ φ, φ ∈ Ω
k(Sn−1),
〈UI,ǫ, φ〉 := (−1)
n+k
∫
∂(Sn−1\Iǫ)
ωI ∧ φ, φ ∈ Ω
k(Sn−1).
By Step 3,M(TI,ǫ−TI)→ 0,M(VI,ǫ−T∂I)→ 0 as ǫ→ 0. Since UI,ǫ is given by
integration of a smooth form on a compact smooth manifold, it is a normal current
(i.e. its mass and the mass of its boundary are finite).
By Stokes’ theorem and Step 2, we have UI,ǫ = ∂TI,ǫ + (−1)
nVI,ǫ. Therefore
F(UI,ǫ−UI) = F(∂(TI,ǫ−TI)+(−1)
n(VI,ǫ−T∂I)) ≤M(TI,ǫ−TI)+M(VI,ǫ−T∂I)→ 0.
It follows that UI is a real flat k-chain supported on the k-dimensional spherical
polytope I. By induction, we have ∂T∂I = (−1)nk+n+1 vol(Sn−1)[[∂I]] and hence
∂UI = (−1)n∂T∂I = (−1)nk+1 vol(Sn−1)[[∂I]]. The constancy theorem [20, 4.1.31],
[27, Proposition 4.9] implies that UI = (−1)nk+1 vol(Sn−1)[[I]], as claimed.

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For further use, we give the following current-theoretic interpretation of (18). If
φ ∈ Ωk+1c (S
n−1 \ I), then TI ∩
(
[[Sn−1]]xφ
)
= [[Sn−1]]x(ωI ∧ φ) and hence
〈TI ∩ ([[S
n−1]]xφ), 1〉 =
∫
Sn−1
ωI ∧ φ = (−1)
(n−k−2)(k+1)〈[[Sn−1]]xφ, ωI〉.
Let φi ∈ Ωk+1c (S
n−1\I) be a sequence with [[Sn−1]]xφi → [[J ]] inDn−k−2,WF([[J]])(S
n−1)
Since WF(TI) ∩ sWF([[J ]]) = ∅ by the second item, 〈TI ∩ ([[S
n−1]]xφi), 1〉 →
〈TI ∩ [[J ]], 1〉, while 〈[[Sn−1]]xφi, ωI〉 →
∫
J
ωI = An−1(−I, J). Therefore
〈TI ∩ [[J ]], 1〉 = (−1)
n(k+1)An−1(−I, J). (20)
Proposition 5.4. Let P be a polytope and let (T,C) := E(M([P ])) the associated
currents. Decompose T = t + T ′ as in Proposition 4.4, where t is the (0, n − 1)-
component of T and T ′ =
∑n−1
k=1
∑
F∈Fk(P )
AvF ,nˇ(F,P ). Let
T˜ :=
1
vol(Sn−1)
n−1∑
k=1
(−1)nk+k+1
∑
F∈Fk(P )
[vF ]× Tnˇ(F,P ) ∈ Dn(SV ).
Then
∂T˜ = T ′.
Proof. By (4) and Proposition 5.3 we have
∂T˜ =
1
vol(Sn−1)
n−1∑
k=1
(−1)nk+k+1
∑
F∈Fk(P )
∂([vF ]× Tn˜(F,P ))
=
1
vol(Sn−1)
n−1∑
k=1
(−1)nk+1
∑
F∈Fk(P )
[vF ]× ∂Tn˜(F,P )
=
n−1∑
k=1
∑
F∈Fk(P )
AvF ,nˇ(F,P ) +
1
vol(Sn−1)
n−1∑
k=1
∑
F∈Fk(P )
(−1)nk+n[vF ]× T∂nF .
Let 1 ≤ k ≤ n− 1 be fixed and let J ⊂ Sn−1 be a (k − 1)-dimensional geodesic
polytope not intersecting any ∂nF for F ∈ Fk(P ). Lemma 5.1 implies that∑
F∈Fk(P )
〈[vF ], ω〉T∂nF ∩ [[J ]] = 0
for all ω ∈ Ωkc (R
n). It follows that
∑
F∈Fk(P )
[vF ] × T∂nF = 0, and the statement
follows. 
6. Compatibility of the algebra structures
From now on, we fix an orientation and a Euclidean scalar product on V and
identify Dens(V ) ∼= C, or(V ) ∼= C, S∗V ∼= SV = V × Sn−1. It then holds that
〈∗1T, ω〉 = (−1)
nk+nl+k〈T, ∗1ω〉
for T ∈ Dk,l(S∗V )tr, ω ∈ Ωk,n−1−l(S∗V )tr.
Proposition 6.1. Let vi ∈ Λkis V and Ti ∈ Dli(S
n−1), i = 1, 2 be currents on the
sphere such that T1 ∩ T2 ∈ Dl1+l2−n+1(S
n−1) is defined. Then
∗1([v1]× T1) ∩ ∗1([v2]× T2) = (−1)
k1(n−k2−l2−1) ∗1 ([v1 ∧ v2]× (T1 ∩ T2)) .
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In particular, for Avi,Ni ∈ Yki with N1 and N2 being transversal, one has
∗1Av1,N1 ∩ ∗1Av2,N2 = ∗1Av1∧v2,N1∩N2 .
Proof. Let v ∈ ΛksV, T ∈ Dl(S
n−1). We compute for γ1 ∈ Ωn−kc (V ), γ2 ∈ Ω
l
c(S
n−1)
〈∗1([v]× T ), π
∗
1γ1 ∧ π
∗
2γ2〉 = (−1)
nk+nl+k〈[v]× T, ∗1(π
∗
1γ1 ∧ π
∗
2γ2)〉
= (−1)nk+nl+k+(
k
2)〈[v], ∗γ1〉 · 〈T, γ2〉
= (−1)nk+nl+k+(
k
2)+k(n−k)〈[∗v], γ1〉 · 〈T, γ2〉
= (−1)(
k
2)+nl〈[∗v]× T, π∗1γ1 ∧ π
∗
2γ2〉,
i.e.
∗1 ([v]× T ) = (−1)(
k
2)+nl[∗v]× T. (21)
Let now vi ∈ Λ
ki
s V, Ti ∈ Dli(S
n−1), i = 1, 2. We have [∗v1] ∩ [∗v2] = [∗(v1 ∧ v2)].
Using (6) it follows that
([∗v1]× T1) ∩ ([∗v2]× T2) = (−1)
k1(n−1−l2)[∗(v1 ∧ v2)]× (T1 ∩ T2).
The statement now follows from (21). 
Definition 6.2. Two elements x, y ∈ Π(V ) are in general position, if any two
normal cones to a pair of faces of x and y are transversal.
Proposition 6.3. Given two elements x, y ∈ Π(V ) in general position, the convo-
lution M(x) ∗M(y) is well-defined, and M(x · y) =M(x) ∗M(y).
Proof. By linearity, it suffices to consider x = [P ] and y = [Q] for some polytopes
P,Q.
The wavefront of the current Av,N ∈ Yk is the conormal bundle to N in Sn−1.
Thus WF(Av1,N1) ∩WF(Av2,N2) = ∅ if and only if for all x ∈ N1 ∩N2 we have
TxN1 + TxN2 = TxS
n−1,
that is, if and only if N1 and N2 are transversal.
Recall from Lemma 3.3 that for 0 ≤ k ≤ n− 1
T (Mn−k[P ]) =
∑
F∈Fk(P )
AvF ,nˇ(F,P ).
Thus, given [P ], [Q] ∈ Π(V ) in general position, the normal cones in Sn−1 have
disjoint wavefronts.
Let F be a face of P and G a face of Q. If dimF + dimG ≥ n then nˇ(F, P ) ∩
nˇ(G,Q) = ∅ by transversality.
Thus, by Proposition 6.1
∗1T (M([P ]) ∗M([Q])) =
∑
dimF+dimG<n
∗1AvF ,nˇ(F,P ) ∩ ∗1AvG,nˇ(G,Q)
=
∑
dimF+dimG<n
∗1AvF∧vG,nˇ(F,P )∩nˇ(G,Q)
= ∗1
∑
H∈F(P+Q)
AvH ,nˇ(H,P+Q),
and so
T (M [P ] ∗M [Q]) =
∑
H∈F(P+Q)
AvH ,nˇ(H,P+Q) = T (M [P +Q]).
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It remains to verify that C(M [P ] ∗M [Q]) = C(M [P +Q]). We set
T1 = t1 + T
′
1 := T (M [P ]), T2 = t2 + T
′
2 := T (M [Q])
as in Proposition 4.4. Then t1 =
∑
F∈F0(P )
AF,n(F,P ) = π
∗([[V ]]xvoln), hence
α1 = 1. Similarly α2 = 1.
Let F be a k-dimensional face of P and G an (n − k)-dimensional face of Q,
where 1 ≤ k ≤ n− 1. By Proposition 6.1,
∗1([vF ]× Tnˇ(F,P )) ∩ ∗1(AG,nˇ(G,Q)) = ∗1([vF ∧ vG]× (Tnˇ(F,P ) ∩ [[nˇ(G,Q)]]).
Summing over all faces of P and Q, using (20) and Proposition 5.4, we obtain
that
C(M [P ] ∗M [Q]) = π∗ ∗
−1
1 (∗1T˜1 ∩ ∗1T
′
2) + α1C2 + α2C1
=
n−1∑
k=1
(−1)nk+k+1
∑
F∈Fk(P )
π∗ ∗
−1
1 (∗1([vF ]× Tnˇ(F,P )) ∩ ∗1T
′
2)
+ α1C2 + α2C1
=
n−1∑
k=1
(−1)nk+k+1
∑
F∈Fk(P )
G∈Fn−k(Q)
π∗
(
[vF ∧ vG]× (Tnˇ(F,P ) ∩ [[nˇ(G,Q)]])
)
+ vol(P )[[V ]] + vol(Q)[[V ]]
=
n−1∑
k=1
(−1)n(n−k)+nk+k+1
∑
F∈Fk(P )
G∈Fn−k(Q)
[vF ∧ vG] vol(conv(−nˇ(F, P ), nˇ(G,Q)))
+ vol(P )[[V ]] + vol(Q)[[V ]]
=
n−1∑
k=1
(−1)n+k+1
∑
F∈Fk(P )
G∈Fn−k(Q)
[vF ∧ vG] vol(conv(−nˇ(F, P ), nˇ(G,Q)))
+ vol(P )[[V ]] + vol(Q)[[V ]].
Note that the pair (−1)n+dimF+1(vF ,−nˇ(F, P )) is positively oriented, and co-
incides with (v−F , nˇ(−F,−P )). It follows by [30, Eq. 5.66] that
C(M [P ] ∗M [Q]) =
n−1∑
k=1
∑
F∈Fk(P )
G∈Fn−k(Q)
[v−F ∧ vG] vol(conv(nˇ(−F,−P ), nˇ(G,Q)))
+ vol(P )[[V ]] + vol(Q)[[V ]]
= vol(P +Q)[[V ]]
= C(M [P +Q]).
This finishes the proof. 
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