Spanning trees of low average stretch on the non-tree edges, as introduced by Alon et al. [SICOMP 1995], are a natural graphtheoretic object. In recent years, they have found significant applications in solvers for symmetric diagonally dominant (SDD) linear systems. In this work, we provide the first dynamic algorithm for maintaining such trees under edge insertions and deletions to the input graph. Our algorithm has update time n 1/2+o (1) and the average stretch of the maintained tree is n o (1) , which matches the stretch in the seminal result of Alon et al.
INTRODUCTION
Graph compression is an important paradigm in modern algorithm design. Given a graph G with n nodes, can we find a substantially smaller (read: sparser) subgraph H such that H preserves central properties of G? Very often, this compression is "lossy" in the sense that the properties of interest are only preserved approximately. A ubiquitous example of graph compression schemes are spanners: every graph G admits a spanner H with O (n 1+1/k ) edges that has stretch 2k − 1 (for any integer k ≥ 2), meaning that for every edge e = (u, v) of G not present in H there is a path from u to v in H of length at most 2k − 1. Thus, when k = log n, very succinct compression with O (n) edges can be achieved at the price of stretch O (log n).
The most succinct form of subgraph compression is achieved when H is a tree. Spanning trees, for example, are a well-known tool for preserving the connectivity of a graph. It is thus natural to ask whether, similar to spanners, one could also have spanning trees with low stretch for each edge. This unfortunately is known to be false: in a ring of n nodes every tree will result in a stretch of n − 1 for the single edge not contained in the tree. However, it turns out that a quite similar goal can be achieved by relaxing the concept of stretch: every graph G admits a spanning tree T of average stretch O (log n log log n) [4] , where the average stretch is the sum of the stretches of all edges divided by the total number of edges. Such subgraphs are called low (average) stretch trees and have found numerous applications in recent years, most notably in the design of fast solvers for symmetric diagonally dominant (SDD) linear systems [13, 17, 32, 35, 36, 44] . We believe that their fundamental graph-theoretic motivation and their powerful applications make low-stretch trees a very natural object to study as well in a dynamic setting, similar to spanners [7, 9, 14, 18] and minimum spanning trees [22, 24, 29, 30, 40, 47] . Indeed, the design of a dynamic algorithm for maintaining a low-stretch tree was posed as an open problem by Baswana et al. [9] , but despite extensive research on dynamic algorithms in recent years, no such algorithm has yet been found.
In this paper, we give the first non-trivial algorithm for this problem in the dynamic setting. Specifically, we maintain a low-stretch tree T of a dynamic graph G undergoing updates in the form of edge insertions and deletions in the sense that after each update to G we compute the set of necessary changes to T . The goal in this problem is to keep the time spent after each update small while still keeping the average stretch of T tolerable. Our main result is a fully dynamic algorithm for maintaining a spanning tree of expected average stretch n o (1) with expected amortized update time n 1/2+o (1) . At a high level, we obtain this result by combining the classic low-stretch tree construction of Alon et al. [5] with a dynamic algorithm for maintaining low-diameter decompositions (LDDs) based on random-shift clustering [37] . Our LDD algorithm might be of independent interest, and we provide another application by using it to obtain a dynamic version of the recent spanner construction of Elkin and Neiman [20] . The resulting dynamic spanner algorithm improves upon one of the state-of-the-art algorithms by Baswana et al. [9] .
Our overall approach towards the low-stretch tree algorithm -to use low-diameter decompositions based on random-shift clustering in the construction of Alon et al. [5] -has been used before in parallel and distributed algorithms [13, 25, 26] . However, to make this approach work in the dynamic setting we need to circumvent some non-trivial challenges. In particular, we cannot employ the following paradigm that often is very helpful in designing dynamic algorithms: design an algorithm that can only handle edge deletions and then extend it to the fully dynamic setting using a general reduction. While we do follow this paradigm for our dynamic LDD algorithm, there are two obstacles that prevent us from doing so for the dynamic low-stretch tree: First, many fully-dynamic-todecremental reductions exploit some form of "decomposability", which does not hold for low-stretch trees, i.e., low-stretch trees of subgraphs of the input graph cannot be simply be combined to a single low-stretch tree of the full graph. Second, in our dynamic low-diameter decomposition edges might start and stop being intercluster edges, even if the input graph is only undergoing deletions. In the hierarchy of Alon et al. this leads to both insertions and deletions at the next level of the hierarchy. As opposed to other dynamic problems [3, 28] , one cannot simply enforce some type of "monotonicity" by not passing on insertions to the next level of the hierarchy (to stay within a deletions-only setting) as there might be too many such edges to ignore them. Thus, it seems that we really have to deal with the fully dynamic setting in the first place. We show that this can be done by a sophisticated amortization approach that explicitly analyzes the number of updates passed on to the next level.
Related Work. Low-stretch trees have been introduced by Alon et al. [5] who obtained an average stretch of 2 O ( √ log n log log n) and also gave a lower bound of Ω(log n) on the average stretch. The first construction with polylogarithmic average stretch was given by Elkin et al. [19] . Further improvements [1, 35] culminated in the state-of-the-art construction of Abraham and Neiman [4] with average stretch O (log n log log n). All these trees with polylogarithmic average stretch can be computed in timeÕ (m). 1 To the best of our knowledge, all known algorithms in parallel and distributed models of computation [13, 25, 26] are based on the scheme of Alon et al. and thus do not provide polylogarithmic stretch guarantees. The main application of low-stretch trees has been in solving symmetric, diagonally dominant (SDD) systems of linear equations. It has been observed that iterative methods for solving these systems can be made faster by preconditioning with a low-stretch tree for weighted graphs [15, 45, 46] . Consequently, they have been an important ingredient in the breakthrough result of Spielman and Teng [44] for solving SDD systems in nearly linear time. In this solver, low-stretch trees are utilized for constructing ultrasparsifiers, which in turn are used as preconditioners. Beyond this initial breakthrough, low-stretch trees have also been used in subsequent, faster solvers [13, 17, 32, 35, 36] . Another prominent application of low-stretch trees (concretely, the variant of random spanning trees with low expected stretch) is the remarkable cut-based graph decomposition of Räcke [6, 42] , which embeds any general undirected graph into a convex combination of spanning trees, while paying a congestion of onlyÕ (log n) for the embedding. This decomposition tool, initially aimed at giving the best competitive ratio for oblivious routing, has found several applications ranging from approximation algorithms for cut-based problems (e.g., minimum bisection [42] ) to graph compression (e.g., vertex sparsifiers [38] ). Other classic problems in the realm of approximation algorithms that utilize the properties of low-stretch trees include the k-server problem [5] and the minimum communication cost spanning tree problem [31, 41] .
In terms of dynamic algorithms, we are not aware of any prior work for maintaining low-stretch trees. The closest related works are arguably dynamic algorithms for maintaining distance oracles and spanners, as they also aim preserving pairwise distances, and dynamic algorithms for maintaining minimum spanning trees, as they also are spanning trees with an additional property.
A distance oracle is a data structure that can answer queries for the (approximate) distance between a pair of nodes. The fully dynamic distance oracle of Abraham, Chechik, and Talwar [2] for unweighted, undirected graphs has expected amortized update timeÕ ( √ mn 1/k ), query time O (k 2 ρ 2 ), and stretch 2 O (k ρ ) , where the parameter k ≥ 2 is integer and ρ = 1 + ⌈ log n 1−1/k log(m/n 1−1/k ) ⌉. To the best of our knowledge, the recent decremental distance oracle of Chechik [16] can be used to extend this result to weighted graphs and to improve the stretch and the query time, while leaving the update time essentially unchanged.
For dynamic spanner algorithms, the main goal is to maintain, for any given integer k ≥ 2, a spanner of stretch 2k − 1 withÕ (n 1+1/k ) edges. Spanners of stretch 2k − 1 and size O (n 1+1/k ) exist for every undirected graph [8] , and this trade-off is presumably tight under Erdős's girth conjecture. The dynamic spanner problem has been introduced by Ausiello et al. [7] . They showed how to maintain a 3or 5-spanner with amortized update time O (∆), where ∆ ≤ n is the maximum degree of the graph. Using techniques from the streaming literature, Elkin [18] provided an algorithm for maintaining a (2k − 1)-spanner withÕ (mn −1/k ) expected update time. Faster update times were achieved by Baswana et al. [9] : their algorithms maintain (2k − 1)-spanners either with expected amortized update time O (1) k or with expected amortized update time O (k 2 log 2 n). Later, Bodwin and Krinninger [14] initiated the study of dynamic spanners with worst-case update times, and recently, Bernstein, Forster, and Henzinger [12] presented a deamortization approach to maintain (2k −1)-spanners with high-probability worst-case update time O (1) k log 3 n. All of these algorithms exhibit the stretch/space trade-off mentioned above in unweighted graphs, up to polylogarithmic factors in the size of the spanner.
The first non-trivial algorithm for dynamically maintaining a minimum spanning tree was developed by Frederickson [24] [22] . In terms of amortized bounds, Holm et al. [30] were the first to improve this bound and obtained polylogarithmic amortized update time. In a recent breakthrough, Nanongkai, Saranurak, and Wulff-Nilsen [39, 40, 47] finally achieved a worst-case update time of n o (1) .
Our Results. Our main result is a dynamic algorithm for maintaining a low-stretch tree of an unweighted, undirected graph. Theorem 1.1. Given any unweighted, undirected graph undergoing edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch n o (1) that has expected amortized update time m 1/2+o (1) . These guarantees hold against an oblivious adversary. This is the first non-trivial algorithm for this fundamental problem. Our stretch matches the seminal construction of Alon et al. [5] , which is still the state of the art in parallel and distributed settings [13, 25, 26] .
Similar to the approach of [34] in the static setting, we can apply Theorem 1.1 to a cut sparsifier of the input graph, which has onlỹ O (n) edges, to improve the running time for dense graphs. Such a cut sparsifier can be maintained with the dynamic algorithm of Abraham et al. [3] that has polylogarithmic update time. Corollary 1.2. Given any unweighted, undirected graph undergoing edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch n o (1) that has expected amortized update time n 1/2+o (1) . These guarantees hold against an oblivious adversary.
Obtaining this improvement is non-trivial because cut sparsifiers are weighted graphs, even when the input graph is unweighted, and the algorithm of Theorem 1.1 only accepts unweighted graphs. To deal with this issue, we deviate from the approach of [34] by interpreting the edge weights of the sparsifier as edge multiplicities in an unweighted graph. A fine-grained analysis of the amount of change to edge the multiplicities per update to the input graph then allows us to get the desired benefits of combining both algorithms.
We additionally show that √ n is not an inherent barrier to the update time, at least if very large stretch is tolerated. A modification of our algorithm gives average stretch O (t ) and update time n 1+o (1) t for t ≥ √ n.
One of the main building blocks of our dynamic low-stretch tree algorithm is a dynamic algorithm for maintaining a low-diameter decomposition (LDD). Roughly speaking, for β ∈ (0, 1) and ∆ > 0, a (β, ∆)-decomposition of a graph is a partitioning of its nodes into disjoint clusters such that (1) any two nodes belonging to the same cluster are at distance at most ∆, and (2) the number of edges whose endpoints belong to different clusters is bounded by βm. The following theorem gives a dynamic variant of such decompositions. Our algorithm is based on the random-shift clustering of Miller at al. [37] , with many tweaks to make it work in a dynamic setting. In our analysis of the algorithm, we bound the amortized number of changes to the clustering per update byÕ (1/β ), which is significantly smaller than the naive bound ofÕ (1/β 2 ) implied by the update time. This is particularly important for hierarchical approaches, such as in our dynamic low-stretch tree algorithm, because a small bound on the number of amortized changes helps in controlling the number of induced updates to be processed within the hierarchy. Independently, Saranurak and Wang [43] obtained a fully dynamic LLD algorithm with nearly the same guarantees (up to polylogarithmic factors). 2 We believe that our solution is arguably simpler than their expander pruning approach.
The dynamic random-shift clustering underlying our dynamic LDD is of independent interest. A direct consequence demonstrating the usefulness of our dynamic random-shift clustering algorithm is the following new result for the dynamic spanner problem. Theorem 1.4. Given any unweighted, undirected graph undergoing edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanner of stretch 2k − 1 and expected size O (n 1+1/k log n) that has expected amortized update time O (k log 2 n). These guarantees hold against an oblivious adversary.
Recall that the fully dynamic algorithm of Baswana et al. [9] maintains a spanner of stretch 2k − 1 and expected size O (kn 1+1/k log n) with expected amortized update time O (k 2 log 2 n).
Our new algorithm thus improves both the size and the update time by a factor of k. This is particularly relevant because the stretch/size trade-off of 2k − 1 vs. O (n 1+1/k ) is tight under the girth conjecture. We thus exceed the conjectured optimal size by a factor of only log n compared to the prior k log n, where k might be as large as log n. When we restrict ourselves to the decremental setting, we do achieve size O (n 1+1/k ) with expected amortized update time O (k log n). Again, this saves a factor of k compared to Baswana et al. [9] . To obtain Theorem 1.4, we employ our dynamic randomshift clustering algorithm in the spanner construction of Elkin and Neiman [20] and combine it with the dynamic spanner framework of Baswana et al. [9] .
Structure of this Paper. The remainder of this paper is structured as follows. We first settle the notation and terminology in Section 2. We then give a high-level overview of our results and techniques in Section 3. Finally, we provide all necessary details for our dynamic low-stretch tree in Section 4. Details on the implementation of the algorithms for dynamic low-diameter decomposition and the dynamic spanner application are deferred to the full version of this paper.
PRELIMINARIES
for all e ∈ E, then we say G is an undirected unweighted graph. If E is a multiset, i.e., every element of E may have integer multiplicity greater than 1, then we call G a multigraph. For a subset C ⊆ V let G[C] denote the subgraph of G induced by C. Throughout the paper we call C ⊂ V a cluster. For any positive integer k, a clustering of G is a partition of V into disjoint subsets C 1 , C 2 , . . . , C k . We say that an edge is an intra-cluster edges if both its endpoints belong to the same cluster C i for some i; otherwise, we say that an edge is an inter-cluster edge.
For any u, v ∈ V let dist G (u, v) denote the length of a shortest path between u and v induced by the edge weights w G of the graph G. When G is clear from the context, we will omit the subscript. The strong diameter of a cluster C ⊂ V is the maximum length of the shortest path between any two nodes in G[C], i.e., max{dist G[C] (u, v) | u, v ∈ C}. In the following we define a lowdiameter clustering of G. Definition 2.1. Let β ∈ (0, 1) and ∆ > 0. Given an undirected, unweighted graph G = (V , E), a (β, ∆)-decomposition of G is a partition of V into disjoint subsets C 1 , C 2 , . . . , C k (for some k ≥ 1) such that:
(1) The strong diameter of each C i is at most ∆.
(2) The number of edges with endpoints belonging to different subsets is at most βm.
In the (β, ∆)-decompositions of the randomized dynamic algorithms in this paper, the bound in Condition 2 is in expectation.
Let
For any pair of nodes u, v ∈ V , we let dist H (u, v) denote the length of a shortest path between u and v in H . We define the stretch of an edge (u, v) ∈ E with respect to H to be
The stretch of H is defined as the maximum stretch of any of edge (u, v) ∈ E. The average stretch over all edges of G with respect to H is given by
Exponential Distribution. For a parameter λ, the probability density function of the exponential distribution Exp(λ) is given by
The mean of the exponential distribution is 1/λ.
Dynamic Algorithms. Consider a graph with n nodes undergoing updates in the form of edge insertions and edge deletions. An incremental algorithm is a dynamic algorithm that can only handle insertions, a decremental algorithm can only handle deletions, and a fully dynamic algorithm can handle both. We follow the convention that a fully dynamic algorithm starts from an empty graph with n nodes. The (maximum) running time spent by a dynamic algorithm for processing each update (before the next update arrives) is called update time. We say that a dynamic algorithm has (expected) amortized update time u (n) if its total running time spent for processing a sequence of q updates is bounded by q · u (n) (in expectation). In this paper, we assume that the updates to the graph are performed by an oblivious adversary who fixes the sequences of updates in advance, i.e., the adversary is not allowed to adapt its sequence of updates as the algorithm proceeds. This is a standard assumption in dynamic graph algorithms 3 and it in particular implies that for randomized dynamic algorithms the sequence of updates is independent from the random choices of the algorithm.
TECHNICAL OVERVIEW
In the following, we provide some intuition for our approach and highlight the main ideas of this paper.
Low-Stretch Tree. A first idea is to employ the dynamic lowdiameter decomposition of Theorem 1.3. This algorithm can maintain a (β, O ( log n β ))-decomposition, i.e., a partitioning of the graph into clusters such that there are at most βm inter-cluster edges and the (strong) diameter of each cluster is at most O ( log n β ). In particular, each cluster has a designated center and the algorithm maintains a spanning tree of each cluster in which every node is at distance at most O ( log n β ) from the center. Now consider the following simple dynamic algorithm:
(2) Contract the clusters in the decomposition to single nodes and maintain a multigraph G ′ containing one node for each cluster and all inter-cluster edges. As the clusters are non-overlapping it is immediate that T is indeed a tree. To analyze the average stretch of T , we distinguish between inter-cluster edges (with endpoints in different clusters) and intracluster edges (with endpoints in the same cluster). Each intra-cluster edge has stretch at most O ( log n β ) as the spanning tree of the cluster containing both endpoints of such an edge is a subtree of T . Each inter-cluster edge has polylogarithmic average stretch in T ′ with respect to G ′ . By expanding the clusters, the length of each path in T ′ increases by a factor of at most O ( log n β ). Thus, inter-cluster edges have an average stretch of O ( log n β polylog n) in T . As there are at most m intra-cluster edges and at most βm inter-cluster edges, the total stretch over all edges is at most
To bound the update time, first observe that the number of intercluster edges is at most βm. Thus, G ′ has at most βm edges and therefore the static algorithm for computing T ′ takes timeÕ (βm) per update. Together with the update time of the dynamic LDD, we obtain an update time ofÕ ( 1 β 2 + βm). By setting β = m 1/3 , we would already obtain an algorithm for maintaining a tree of average stretchÕ (m 1/3 ) with update timeÕ (m 2/3 ).
We can improve the stretch and still keep the update time sublinear by a hierarchical approach in which the scheme of clustering and contracting is repeated k times. Observe that the i-th contracted graph will contain at most β i m many edges and, in the final tree T , the stretch of each edge disappearing with the (i + 1)-th contraction is O ( log n β ) i+1 , which can be obtained by expanding the contracted low-diameter clusters. After k contractions, there are at most β k m edges remaining and they have polylogarithmic average stretch in T ′ with respect to G ′ , which, again by expanding clusters, implies an average stretch of at most O ( log n β ) k · polylog n in T with respect to G. This leads to a total stretch of O
, which gives an av-
). To bound the update time, observe that updates propagate within the hierarchy as each change to inter-cluster edges of one layer will appear as an update in the next layer. Each operation in the dynamic LDD algorithm will perform at most one change to the clustering, i.e., the number of changes propagated to the next layer of the hierarchy is at mostÕ ( 1 β 2 ) per update to the current layer. This will result in an update time of
in the i-th contracted graph per update to the input graph. The update time for maintaining the tree T will then beÕ ( 1 β 2k + β k m), which is m 2/3 at best, i.e., no better than the simpler approach above. A tighter analysis can improve this update time significantly: The second part of Theorem 1.3 bounds the amortized number of edges to become inter-cluster edges bỹ O ( 1 β ). This results in an update time ofÕ (( polylog n β ) k +1 + β k m). By setting k = log n and β = 1 m 1/(2k +1) we can roughly balance these two terms in the update time and thus arrive at an update time of m 1/2+o (1) while the average stretch is n o (1) . The crux of our approach is thus an "early stopping" of the Alon et al. LDD hierarchy such that it does not "exhaust" the graph. We crucially exploit that, for an unweighted input graph, the size of the contracted graph decreases geometrically, which allows us to partially compensate for the blow-up of propagated updates in the hierarchy.
We can use the following sparsification approach to further reduce the update time to n 1/2+o (1) : The main idea is to maintain a cut sparsifier withÕ (n) edges and then run the algorithm on the cut sparsifier instead of the input graph to reduce the update time from m 1/2+o (1) to n 1/2+o (1) . The dynamic algorithm of Abraham et al. [3] can maintain such a cut sparsifier with polylogarithmic update time. Using a different cut sparsifier construction, Koutis, Levin, and Peng [34] showed in the static setting that a low-stretch tree of their cut sparsifier is also a low-stretch tree of the input graph (where the average stretch only increases multiplicatively by the approximation guarantee of the cut sparsifier). However, we cannot use exactly the same approach because the cut sparsifier of Abraham et al. has edge weights, even though the input graph is unweighted. We show that the main argument in [34] still goes through if we interpret the edge weights of the sparsifier as edge multiplicities in an unweighted graph. We then show that the algorithm of Theorem 1.1 can also handle such graphs for updates that increment or decrement the multiplicity of some edge by 1. A finegrained analysis of the total multiplicity of edges of the sparsifier and its expected amount of change per update to the input graph then gives the desired result.
In Section 4, where we present the details of our approach, we consider two slight generalizations: First, we implicitly handle the case that the input graph could become disconnected by maintaining a low-stretch forest. Second, we give a parameterized analysis that also allows for a trade-off between stretch and update time.
Low-Diameter Decomposition. To obtain a suitable algorithm for dynamically maintaining a low-diameter decomposition, we follow the widespread paradigm of first designing a decremental -i.e., deletions-only -algorithm and then extending it to a fully dynamic one. We can show that, for any sequence of at most m edge deletions (where m is the initial number of edges in the graph), a (β, O ( log n β ))decomposition can be maintained with expected total update timẽ O (m/β ). Here, we build upon the work of Miller et al. [37] who showed that exponential random-shift clustering produces clusters of radius O (log n/β ) such that each edge has a probability of at most β to go between clusters. This clustering is obtained by first having each node sample a random shift value from the exponential distribution and then determining the cluster center of each node as the node to which it minimizes the difference between distance and (other node's) shift value.
In the parallel algorithm of [37] , the clustering is obtained by essentially computing one single-source shortest path tree of maximum depth O (log n/β ). To make this computation efficient 4 , the shift values are rounded to integers and the fractional residuals are only considered for tie-breaking. We observe that one can maintain this bounded-depth shortest path tree with a simple modification of the well-known Even-Shiloach algorithm that spends time O (deg(v)) every time a node v increases its level (distance from the source) in the tree. By rounding to integer edge weights, similar to [37] , we can make sure that the number of level increases to consider is at most O (log n/β ) for each node. Note however that this standard argument charging each node only when it increases its level is not enough for our purpose: the assignment of nodes to clusters follows the fractional values for tie-breaking, which might result in some node v changing its cluster -and in this way also spend time O (deg(v)) -without increasing its level (note that here the difficulty is not on maintaining the cluster that v belongs to, but rather on bounding the number of cluster changes for v). As has been observed in [37] , the fractional values of the shift values effectively induce a random permutation on the nodes. Using a similar argument as in the analysis of the dynamic spanner algorithm of Baswana et al. [9] , we can thus show that in expectation each node changes its cluster at most O (log n) times while staying at a particular level. This results in a total update time ofÕ (m/β ). Trivially, this also bounds the total number of times that edges become intercluster edges during the whole decremental algorithm byÕ (m/β ). Using a more sophisticated analysis we can obtain the stronger bound ofÕ (m) on the latter quantity: Intuitively, each endpoint of an edge changes its cluster at mostÕ ( 1 β ) times and after each cluster change the edge is an inter-cluster edge with probability at most β, yielding a total ofÕ (m · 1 β · β ) times that edges become inter-cluster edges. The rigorous argument is however more complicated because the event of being an inter-cluster edge might not be independent from the event of the endpoint changing its cluster.
To obtain a fully dynamic algorithm, we observe that any LDD can tolerate a certain number of insertions to the graph. A (β, O ( log n β ))-decomposition allows at most βm inter-cluster edges and thus, if we insert O (βm) edges to the graph without changing the decomposition, we still have an (O (β ), O ( log n β ))-decomposition. We can exploit this observation by simply running a decremental algorithm, that is restarted from scratch after each phase of Θ(βm) updates to the graph. We then deal with edge deletions by delegating them to the decremental algorithm and we deal with edge insertions in a lazy way by doing nothing. This results in a total time ofÕ (m/β ) that is amortized over Θ(βm) updates to the graph, i.e., amortized update timeÕ (1/β 2 ). Similarly, the amortized number of edges to become inter-cluster edges after an update isÕ (1/β ).
A detailed description and analysis which first reviews the construction of Miller et al., and then presents our decremental and fully dynamic algorithms is deferred to the full version of this paper.
Dynamic Spanner via Exponential Random Shift Clustering. At a high level, the key idea behind our improved result on dynamic spanners is that a slight extension of the techniques we developed already leads to a deletions-only algorithm. Concretely, we show that it is possible to combine our decremental random-shift clustering with the recent spanner construction of Elkin and Neiman [20] to design such an algorithm. Observe that this is sufficient for our purposes due to the decomposability property of spanners, which allows to extend decremental algorithms to fully dynamic ones while paying only a logarithmic factor in the size of the spanner and the update time of the data-structure (see e.g., [9] ). Inspired by the low diameter clustering algorithm of Miller et al. [37] , Elkin and Neiman devised the following simple routine for constructing a spanner: (1) each node samples a random shift value (which depends on some stretch parameter) from the exponential distribution and then it defines its cluster center to be the node which minimizes the difference between the distance of these two nodes and the other node's shift value, also known as the shifted distance; (2) for each node all the neighbours that lie on a shortest path between the node and the set of nodes whose shifted distance is within 1 of the minimum one are added to the spanner. In comparison to the low-diameter clustering, where each node needs to determine the cluster it belongs to, keeping track of the spanner edges for each node might seem more challenging at first. Fortunately, we observe that determining these edges in the static setting still reduces to computing one single-source shortest path tree of bounded depth. Moreover, similar to the random-shift clustering for low-diameter decompositions, we exploit the structural properties of this tree to maintain the spanner edges under deletions using the well-known Even-Shiloach algorithm together with the rounding tricks that were tightly linked to defining a random permutation on the nodes. Details on the implementation of this algorithm are deferred to the full version of the paper.
DYNAMIC LOW-STRETCH FOREST
Our dynamic algorithms for maintaining a low-stretch forest will use a hierarchy of low-diameter decompositions. We first analyze very generally the update time for maintaining such a decomposition and explain how to obtain a spanning forest from this hierarchy in a natural way, similar to the construction of Alon et al. [5] . We then analyze two different approaches for maintaining the tree, which will give us two complementary points in the design space of dynamic low-stretch tree algorithms. Finally, we explain how to exploit input graph sparsification to improve the update time of our first algorithm.
Generic Dynamic LDD Hierarchy
Consider some integer parameter k ≥ 1 and parameters β 0 , . . . , β k−1 ∈ (0, 1). For each 0 ≤ i ≤ k − 1, let D i be the fully dynamic algorithm for maintaining a (β i , O ( log n β i ))-decomposition as given by Theorem 1.3. Our LDD-hierarchy consists of k + 1 
where the multiplicity of each edge is equal to the number of edges between the corresponding clusters in G i . Remember that all graphs G i have the same set of nodes, but nodes that do not serve as cluster centers in G i−1 will be isolated in G i . It might seem counter-intuitive at first that these isolated nodes are not removed from the graph, but observe that in our dynamic algorithm nodes might start or stop being cluster centers over time. By keeping all nodes in all subgraphs, we avoid having to explicitly deal with insertions or deletions of nodes. 5 Note that the (β i , O ( log n β i ))-decomposition of G i guarantees that |E i+1 | ≤ β i · |E i | in expectation, which implies the following bound. 6 We now analyze the update time for maintaining this LDDhierarchy under insertions and deletions to the input graph G. Note that for each level i ≤ k − 1 of the hierarchy, changes made to the graph G i might result in the dynamic algorithm D i making changes to the (β i , O ( log n β i ))-decomposition of G i . In particular, edges of G i could start or stop being inter-cluster edges in the decomposition, which in turn leads to edges being added to or removed from G i+1 . Thus, a single update to the input graph G might result in a blow-up of induced updates to be processed by the algorithms D 1 , . . . , D k −1 .
To limit this blow-up, we use an additional property of our LDDdecomposition given in Theorem 1.3, namely the non-trivial bound on the number of edges to become inter-cluster edges after each update.
Lemma 4.1. The LDD-hierarchy can be maintained with an expected amortized update time of
Proof. For every 0 ≤ i ≤ k − 1 and every q ≥ 1 define the following random variables:
• X i (q): The total time spent by algorithm D i for processing any sequence of q updates to G i .
The total number of changes performed to G i+1 by D i while processing any sequence of q updates to G i . • Z i (q): The total time spent by algorithms D i , . . . , D k−1 for processing any sequence of q updates to G i . Note that the expected values of X i (q) and Y i (q) are bounded by Theorem 1.3 (the latter holds since only changes involving inter-cluster edges are propagated as updates to the next level). We will show by induction on i that
β j i ≤j ′ ≤j β j ′ ), which with i = 0 implies the claim we want to prove.
Before showing the proof, observe that our LDD-hierarchy uses multiple instances of the dynamic low-diameter decomposition. We can order these instances in a hierarchical manner such that changes in the instance i only affect instances i +1 and above (this is possible because all changes propagate one way through the hierarchy). Since the random bits among levels are independent, we can think of the random bits in the previous level being fixed in advance, and hence the updates to the instance i are fixed as well. The latter implies that each instance i in the LDD-hierarchy is running in the oblivious adversary setting, as required by Theorem 1.3.
We next prove the claimed bound on E[Z i (q)]. In the base case i = k −1, we know by Theorem 1.3 that algorithm D k −1 maintaining the
) for any q ≥ 1. For the inductive step, consider some 0 ≤ i < k − 1 and any q ≥ 1. Any sequence of q updates to G i induces at most Y i (q) updates to G i+1 . Each of those updates has to be processed by the algorithms D i+1 , . . . , D k −1 . We thus have
To bound E[Z i (q)], recall first the expectations of the involved random variables. As by Theorem 1.3 the algorithm
) for any sequence of q updates to G i . Furthermore, over the whole sequence of q updates, the expected number of edges to ever become inter-cluster edges in the
By the induction hypothesis, the expected amortized update time spent by D i+1 , . . . , D k −1 for any sequence of q ′ updates to G i+1
Now by linearity of expectation we get
and by the law of total expectation we can bound E [Z i+1 (Y i (q))] as follows:
We thus get
as desired.
Given any spanning forest T ′ of G k , there is a natural way of defining a spanning forest T of G from the LDD-hierarchy. To this end, we first formally define the contraction of a node v of G to a cluster center v ′ of G i (for 0 ≤ i ≤ k ) as follows: Every node v of G is contracted to itself in G 0 , and, for every
Now define T inductively as follows:
We let T 0 be the forest consisting of the spanning trees of diamteter O ( log n β 0
) of the clusters in the (β 0 , O ( log n β 0 ))-decomposition of G 0 .
For every 1 ≤ i ≤ k, we obtain T i from T i−1 and a (β i , O ( log n β i ))decomposition of G i as follows: for every edge e ′ in a shortest path tree in one of the clusters, we include in T i exactly one edge e of G among the edges that are contracted to e ′ in G i . Finally, T is obtained from T k as follows: for every edge e ′ in the spanning forest T ′ of G k , we include in T the edge e of G contracted to e ′ in G k . As the clusters in each decomposition are non-overlapping, we are guaranteed that T is indeed a forest. Note that, apart from the time needed to maintain T ′ , we can maintain T in the same asymptotic update time as the LDD-hierarchy (up to logarithmic factors). We now partially analyze the stretch of T with respect to G. Proof. The proof is by induction on i. The induction base i = 1 is straightforward: For u and v to be contracted to the same cluster center in G 1 , they must be contained in the same cluster C of the (β 0 , O ( to v using edges of G 0 = G. By the definition of T , this path is also present in T . For the inductive step, let 2 ≤ i ≤ k and let u ′ and v ′ denote the cluster centers to which u and v are contracted in G i−1 , respectively. For u and v to be contracted to the same cluster center in G i , u ′ and v ′ must be contained in the same cluster C of the (β i−1 , O ( log n β i −1 ))-decomposition of G i−1 maintained by D i−1 . As C has strong diameter at most O ( log n β i −1 ), there is a path π from u ′ to v ′ of length at most O ( log n β i −1 ) in the shortest path tree of C. Let x 1 , . . . , x t denote the nodes on π , where x 1 = u ′ and x t = v ′ . By the definition of our tree T with respect to G, there must exist edges (a 1 , b 1 ), . . . , (a t , b t ) of G such that
• u and a 1 are contracted to the same cluster center in G i−1 , • b t and v are contracted to the same cluster center in G i−1 , and • b ℓ and a ℓ+1 are contracted to the same cluster center in G i−1 for all 1 ≤ ℓ ≤ t − 1.
By the induction hypothesis we know that for every 1 ≤ ℓ ≤ t − 1 there is a path of length at most O (log n) i −1 0≤j ≤i −2 β j from b ℓ to a ℓ+1 in T . Paths of the same maximum length also exist from u to a 1 and from b t to v. It follows that there is a path from u to v in T of length at
To analyze the stretch ofT , we will use the following terminology: we let the level of an edge e of G be the largest i such that edge e is contracted to some edge e ′ in G i . Remember that E i is a multiset of edges containing as many edges (u ′ , v ′ ) as there are edges (u, v) ∈ E with u and v being contracted to different cluster centers u ′ and v ′ in G i , respectively. Thus, the expected number of edges at level i is at most |E i |. Note that for an edge e = (u, v) to be at level i, u and v must be contracted to the same cluster center in G i+1 . Therefore, by Lemma 4.2, the stretch of edges at level i in T with respect to G is at most
0≤j ≤i β j . The expected contribution to the total stretch of T by edges at level i ≤ k − 1 is thus at most
Dynamic Low-Stretch Tree Algorithms
To now obtain a fully dynamic algorithm for maintaining a lowstretch forest, it remains to plug in a concrete algorithm for maintaining T ′ together with suitable choices of the parameters. We analyze two choices for dynamically maintaining T ′ . The first is the "lazy" approach of recomputing a low-stretch forest from scratch after each update to the input graph. The second is a fully dynamic spanning forest algorithm with only trivial stretch guarantees. . Given any unweighted, undirected graph undergoing edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch n o (1) that has expected amortized update time m 1/2+o (1) . These guarantees hold against an oblivious adversary.
Proof. We set k = ⌈ log n⌉ and β i = β = 1 m 1/(2k +1) for all 0 ≤ i ≤ k −1 and maintain an LDD-hierarchy with these parameters. Additionally, we maintain the graph G ′ induced by all non-isolated nodes of G k , which can easily be done by maintaining the degrees of nodes in G k . After each update to G, we compute a low-average stretch forest of T ′ of G ′ . Note that this recomputation is performed after having updated all graphs in the hierarchy; we use the stateof-the-art static algorithm for computing a spanning forest of the multigraph G ′ with total stretchÕ (|E k |) in timeÕ (|E k |).
By Equation (1), the contribution to the total stretch of T by edges
To bound the contribution of edges at level k, consider some edge e = (u, v) at level k and let u ′ and v ′ denote the cluster centers to which u ′ and v ′ are contracted in G k , respectively. Let π denote the path from u ′ to v ′ in T ′ . Using similar arguments as in the proof of Lemma 4.2, the contracted nodes and edges of π can be expanded to a path from u to v in T of length at most O (log n) k 0≤i ≤k −1 β i · |π |. Thus, the contribution of edges at
which gives an average stretch of m o (1) = n o (1) . By Observation 4.1, G k has at most mβ k edges in expectation and thus G ′ has at most mβ k nodes and edges in expectation. Using the bound of Lemma 4.1 for the update time of the LDD-hierarchy and the bound ofÕ (mβ k ) for recomputing the low-stretch tree T ′ on G ′ from scratch, the expected amortized update time for
Theorem 4.4. Given any unweighted, undirected graph undergoing edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch O (t + n 1/3+o (1) ) that has expected amortized update time n 1+o (1) t for every 1 ≤ t ≤ n. These guarantees hold against an oblivious adversary.
Proof. We set k = ⌈log log n⌉, β 0 = √ t/n and β i = β i−1 for all 1 ≤ i ≤ k −1 and maintain an LDD-hierarchy with these parameters.
The spanning forest T ′ is obtained by fully dynamically maintaining a spanning forest of G k using any algorithm with polylogarithmic update time. By Equation (1), the contribution to the total stretch of T by edges at level i ≤ k − 1 is at most m β i · O (log n) i+1 . For every edge e = (u, v) at level k with u contracted to u ′ and v contracted to v ′ in G k , there is a path from u ′ to v ′ in T ′ that by undoing the contractions can be expanded to a path from u to v in T , which trivially has length at most n − 1. Thus, the contribution by each edge at level k is at most n − 1. As for every 0 ≤ i ≤ k there are at most |E i | = m · 0≤j ≤i−1 β j edges at level i in expectation, we can bound the expected total stretch of T with respect to G as follows:
This gives an average stretch of
We now simplify these two terms. Exploiting that β i ≥ β 0 for all 1 ≤ i ≤ k − 1, we get
Furthermore, the geometric progression of the β i 's gives 0≤i ≤k −1
The average stretch of the forest maintained by our algorithm is thus at most O (t + n 1+o (1) t ), which, after balancing the two terms, can be rewritten as O (t + n 1/3+o (1) ). It remains to bound the update time of the algorithm. By Lemma 4.1, the hierarchy can be maintained with an amortized update time of
Since the amortized number of changes to G k per update to G is trivially bounded by n 1+o (1 
Input Graph Sparsification
In the following, we explain how input graph sparsification can be performed to the algorithm of Theorem 1.1 by running the algorithm on a cut sparsifier, similar to the approach of Koutis et al. [34] in the static setting. . Given any unweighted, undirected graph undergoing edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch n o (1) that has expected amortized update time n 1/2+o (1) . These guarantees hold against an oblivious adversary.
To make the analysis rigorous, we introduce some additional notation for multigraphs.
Succinct Representation of Multigraphs. A multigraph G = (V , E) consists of a set of nodes V and a multiset of edges E. We denote byĒ = {(u, v) ∈ V 2 | (u, v) ∈ E} the support of the multiset E. This allows a multigraph G = (V , E) to be succinctly represented as its skeletonḠ = (V ,Ē, µ G ) where µ G is a multiplicity function µ G :Ē → Z + that assigns to each edge e its (positive integer) multiplicity µ G (e). We denote by m |E| the number of multiedges (considering multiplicities), and bym |Ē| the size of the support of E (disregarding multiplicities). For simplicity, we assume that m is polynomial in n. The total stretch of a spanning forest T is defined with respect to E, i.e.,
Our dynamic algorithm will exploit that, given the skeleton of a multigraph, a low-stretch forest can be computed without (significant) dependence on the multiplicities. Lemma 4.6. Given the skeletonḠ of a multigraph G, a spanning forest of G of total stretch m 1+o (1) can be computed in timeÕ (m).
Such a guarantee can be achieved with a static version of our algorithm, i.e., by combining the scheme of Alon et al. [5] with the LDD of Miller et al. [37] . Although we are not aware of any statement of such a "multiplicity-oblivious" running time in the literature, it seems plausible that the state-of-the art algorithms (achieving a total stretch ofÕ (m)) also have this property. Note however that a stretch of m 1+o (1) is anyway good enough for our purpose.
Refined Analysis of Dynamic Low-Stretch Tree Algorithm. We now restate the guarantees of our fully dynamic low-stretch forest algorithm when the input is a multigraph undergoing insertions and deletions of multi-edges (i.e., each update increases or decreases the multiplicity of some edge by 1). Our fully dynamic LDD algorithm maintains a clustering such that every edge is an inter-cluster edge with probability β. This implies that at most a β-fraction of the edges are inter-cluster edges in expectation -regardless of whether we consider multiplicities. More precisely, contracting the clusters to single nodes yields a multigraph G ′ = (V ′ , E ′ ) with |E ′ | ≤ β |E| and |Ē ′ | ≤ β |Ē|. Now, in particular the LDD hierarchy in the proof of Theorem 1.1 results in a multigraph G ′ = (V ′ , E ′ ) with |E ′ | ≤ β k m and |Ē ′ | ≤ β km (after k levels). For such a graph, if its skeleton is given explicitly, one can compute a spanning forest of total stretch O (|E ′ | 1+o (1) ) in timeÕ (|Ē ′ |) by Lemma 4.6. Note that our dynamic algorithm can explicitly maintain the skeleton of G ′ with neglegible overheads in the update time. It follows that our algorithm maintains a spanning forest of total stretch O (m 1+o (1) ) and has an update time ofÕ (m 1/2+o (1) ).
Cut Sparsifiers. For the definition of cut sparsifiers, we consider cuts of the form (U , V \ U ) induced by a subset of nodes U ⊂ V . The capacity of such a cut (U , V \ U ) in a graph G is defined as the total multiplicity of edges crossing the cut, i.e.,
A (1 ± ϵ )-cut sparsifier [10] (with 0 ≤ ϵ ≤ 1/2) of a multigraph G = (V , E) is a "subgraph" H = (V , F ) withF ⊆Ē such that for
i.e., H approximately preserves all cuts of G. Now let H be a (1 ± ϵ )cut sparsifier of a multigraph G = (V , E) and let T = (V , E (T )) be a (simple) spanning forest of H . For every edge e of the forest T , the nodes are naturally partitioned into two connected subsets upon removal of e. Let these two subsets be denoted by V e and V \ V e . Emek [21] and Koutis et al. [34] , observed that by rearranging the sum in (2), one obtains the following cut-based characterization of the stretch:
Observe that the cut (V e , V \ V e ) is approximately preserved in H and thus cap G (V e , V \ V e ) ≤ 1 1−ϵ cap H (V e , V \ V e ) ≤ (1 + 2ϵ ) cap H (V e , V \ V e ). The stretch of G with respect to T can now be bounded by
Thus, computing the low-stretch forest on the sparsifier H instead of the original graph G only increases the total stretch by a constant factor if the number of multi-edges in H is proportional to the number of edges in G.
Dynamic Cut Sparsifiers. The fully dynamic algorithm of Abraham et al. [3] maintains, with high probability, a (1 ± ϵ )-cut sparsifier H = (V , F ) of a simple graph G = (V , E) such that |F | =Õ (n/ϵ 2 ) with update time poly(log n, ϵ ). For each node v, the degree in H exceeds the degree in G by at most a factor of (1 ± ϵ ) because the cut ({v}, V \ {v}) is approximately preserved in H . We can thus bound the number of multi-edges in H (i.e., the sum of all edge multiplicities) by |F | = O ((1 + ϵ )|E|). The algorithm maintains a hierarchy of the edges with O (log n) layers, where edges at level i have multiplicity 4 i and each edge is at level i with probability at most 1/4 i . After an update to the input graph, the dynamic algorithm adds or removes at most poly(log n, ϵ ) edges in each level. Thus, we can bound the amount of change to H per update to G as follows: for every update to G, the expected sum of the changes to the edge multiplicities of H is at most poly(log n, ϵ ).
Putting Everything Together (Proof of Corollary 4.5). We now first use the fully dynamic algorithm of Abraham et al. to maintain a cut sparsifier H = (V , F ) of the input graph G = (V , E) (with ϵ = 1/2) and second run our fully dynamic low-stretch tree algorithm on top of H . Here, G is a simple graph with m = |E| edges and H is a multigraph with |F | = O (m) and |F | =Õ (n). The spanning forest T maintained in this way gives expected total stretch at most |F | 1+o (1) with respect to H . As argued above, this implies an expected total stretch of at most O ((1 + 2ϵ )|F | 1+o (1) ) = O (m 1+o (1) ) with respect to G, i.e., an average stretch of m o (1) = n o (1) . Each update to the input graph results in polylog n changes to the sparsifier in expectation, which are then processed as "induced" updates by our dynamic low-stretch tree algorithm. Thus, we overall arrive at an expected amortized update time ofÕ (|F | 1/2+o (1) ) = O (n 1/2+o (1) ).
