INTRODUCTION
In these years, a lot of numerical analyses based on elastic wave propagation theory have been carried out in the field of non-destructive evaluation, and responses under various conditions have been accumulated as analytical solutions. By using these results of analysis as a knowledge base, accurate informations about cracks, such as types, sizes, shapes, locations and directions, is expected to be obtained.
The purpose of this research is to develop a quantitative nondestructive evaluation system(QNDE System), in which the accumulated analytical solutions are adopted as a knowledge base, by means of applying the technology of artificial intelligence (AI). The evaluation system mentioned here analyzes a inverse problem. Therefore, it needs to characterize the feature of results of analysis and to make a knowledge base. This paper is mainly concerned with the method of making a quantitative judgement on information of cracks from the waveform obtained from analytical solutions, by applying a neural network, which is one of the technology of AI, to the system. As to the structure of the system, it consists of two kinds of inference functions, one of which is based on traditional rules of expert system and the other a neural network. The neural network enables the system to adopt bases of · judgements which are hard to describe as rules.
As for the AI application to NDE, there is an article by Engelmore [1] in this series of volumes and there exist several expert systems for NDE [2] , [3] , [4] .
A QNDE SYSTEM
The purpose of this research is to develop a QNDE System, by applying knowledge and inference ability based on AI to a test equipment for ultrasonics. A feature of this system is that it has a knowledge base based on not only experiments and experience but also the numerical and analytical results based on elastic wave theory. Fig. 1 shows the concept of this system. As shown there, the system consists of a test equipment for ultrasonics, a characterizing part, a inference engine, a knowledge base, a neural network part, an output part, and an analytical simulation part. The main function of each part is as follows.
(2) Characterizing Part Characterizing the data received from the test equipment for ultrasonics, and pass them to the inference engine.
(3) Inference Engine
Infer from the characterized data by using a knowledge base. As a whole system, it includes the inference engine which is based on the rules and the neural network. As a result of inference, types, sizes, shapes, locations and directions of cracks are determined.
(4) Knowledge Base
A knowledge base is used for inferring. The knowledge base of this system is made on the basis of the elastic wave theory. Some of the knowledge can be described as production rules and others can be obtained as parameters of the neural network.
(5) Neural Network Part
This part is the main theme of this paper, and it handles the knowledge which is hard to describe as a rule. It works as a characterizing part, inferring part and a knowledge base, all of which are connected in the form of a network. (6) Output Part Outputs the results of inference and indicates the type, size, shape, location and direction of the crack.
(7) Analytical Simulation Part
The knowledge base is constructed in this part. Cracks of various types and shapes are numerically analyzed according to elastic wave theory. The knowledge base is constructed by arranging and characterizing the results of analyses, or learning from the results of analysis.
NEURAL NETWORK
Among the constituents of the QNDE Systems mentioned above, a method of characterizing the wave data, which are obtained from the analytical solutions based on elastic wave theory, is studied in this paper. For that purpose, neural network is applied and prototypes are made. At first, brief explanation of the neural network is made in the following sections.
Model of Neuron
A traditional computer has fast and accurate computing ability, but with regard to the ability of determining, such as pattern recognition, is not competent enough compared to the information processing ability of human brain. In order to emulate such ability of human brain, the mechanism of the human brain is applied on the computer as a neural network.
The human brain is composed of a complicated network of nerve cells, which are called neurons. A countless number of neurons are realizing the activities of the human brain, by dividing their functions or co-operating each other. As shown in Fig. 2(a) , each neuron has dendrites and neurites which are projected from the center of the nerve cell. The dendrite accepts the input signal from the other neurons, and the neurite transmits the output signals to the other neurons. The connecting point of the dendrite and the neurite is called synapse. the strength of the connection differs by each synapse. A neuron is stimulated by the signals received from the other neurons, and the level of the stimulation is determined by the amount of the signals received. For example, when the other neurons are stimulated a lot, then the neuron itself becomes stimulated, and it transmits its stimulation to the other neurons again.
Such interaction between neurons is simplified and modeled as described in Fig. 2(b) . This model is a non-linear element which accepts multiple inputs and transmits single output. It consists of three parts; the first part receives inputs from the other units, second part transforms the inputs by a specific rule, and the last part outputs the results. Each neuron calculates the amount of the inputs, transforms the value by a specific rule, and determines the output. The input/output function which transforms the input value is usually expressed by the threshold function or the logistic function f(x) = 1/(1 +exp( -x) ). 
Model of Neural Network
Human brain is processing information by means of interaction between many neurons. The neural network is modeled on the intemction between neurons through synapse, and the efficiency of the transmission of signal is expressed by "weight", w. Thew sometimes takes a minus value. Each unit receives input signals with weights from other neurons, calculates the total amount of the weights, operates input/output function, and then outputs the result. Transmission of signal is governed by the following equations:
where ij = total amount of inputs received at unit j oj = output from unit j wij = weight of connection between unit i andj (2a)
As for the structure of the network, severn! types have already been proposed. In this research, Perceptron layered network is used. As shown in Fig. 3 , the network is divided into three layers, that is, a sensory layer, an association layer and a response layer. Each layer has a certain number of units. Units in the same layer have no connection to each other, and units in the different layers have one-way connections, which flow from the sensory layer to association layer, and then to the response layer. Therefore, the input pattern given to the sensory units is transformed during the transmission to the association units and the response units, and then outputted from the response units.
Learning Mechanism
Activity of the network depends upon the characteristics of each neuron and the way of connection between neurons. Therefore, in order to perform a process, a suitable parameter of the network must be set up. For that purpose, the neural network needs to learn. That is, the network can correct the weight of connection little by little, by doing many kinds of experiences and comparing the results with correct answers. And finally, the network "learns" a suitable weight of connection.
As for the algorithm to get a quantity of correction for each connection from the error information, one of the most popular learning methods is the error back propagation method. In this algorithm, each weight of connection is corrected by the following equations. where ~ wk-\kj is quantity of correction of weight wk-1 ikj, Yj is teaching signal of correct answer, and dkj is learning signal used in the learning process of each weight. m means the last layer and k the other layer.£ is a parameter to calculate a quantity of correction in each time. a is a parameter to reduce the oscillation of solution and get the rapid convergence. In this way, the learning signal dkj, which is used for the correction of the weight of wk-l ikj connection, can be calculated from k=m to k=2 regressively .
PROTOTYPE SYSTEM
By applying the principle of the neural network mentioned above, a prototype system for a problem is proposed.
Model Case
As a model case, main cracks with sub cracks growing around their tips are selected, and the following three types of cracks as shown in Fig.4 are studied.
( 1) Single Crack (2) Double Crack ( 8 = 0 degree ) (3) Double Crack ( 8 = 30 degree ) These cases correspond to the problem if crack growth can be estimated from the information on the scattered field.
Results of Analyses
As an analytical simulation for this problem, integral equations based on elastic wave theory are analyzed numerically. According to the result of this analysis, the change of amplitude due to the number of scattering waves at the point of x =Sa is shown in Fig. 5 . This figure indicates the absolute value of the scattering waves. The solid line, the dotted line and the dashed line shows the results of the single crack, the double crack ( 8 = 0 degree ) and the double crack ( 8 = 30 degree), respectively. The prototype learns from this graph using it as a knowledge base. 
double crack ( e = 30 degree).
Network Model
As to the model of the neural network, the Perceptron layered network which consists of the sensory layer, the association layer and the response layer, as mentioned before, is used. In this network model, the number of units in each layer is 21 in the sensory layer, 3 in the association layer, and 3 in the response layer. Twenty-one values, which are obtained from the Fig. 5 at the interval of 0.5 wave number, are given to the units in the sensory layer as input data. Each one of the three units in the response layer makes determination on the (1) single crack, (2) double crack ( e = 0 degree ) and (3) double crack ( e = 30 degree ), respectively. In this network model, the association layer contains three units and each of them works to characterize the input data.
Results of Learnin~
The algorithm of error back propagation is applied for the learning process of the neural network. In the early stages, random weight is given to the connection between each unit, and the values indicated in Fig. 5 are adopted as input data for the learning. As for the teaching datum which corresponds to each input datum, the values indicated in Table 1 are used as correct answers and given to the units of the response layer. Three sets of data are used for the learning. The learning process is repeated one hundred times per each set of datum. 6 shows the ability of realization before and after the learning. Determination on each datum is unreliable before the learning, however, the type of each datum is realized after the learning Characterization In this network, units in the association layer works to characterize the inputted data. By studying the weight of connection between each unit, the role of each unit in the associate layer can be found out. From the values of weights w12 and w23 about the network after the learning, it is seen that the units number 1 and 2 of the association layer are paying attention to the range of the wave number 4.0 -8.0, and the unit number 3 is paying attention to the range of the wave number 2.0 -6.0. Therefore, it is seen that following recognition is made in this network.
(1) If the amplitude is not small when the wave number is in the range of 2.0 -6.0 and it is not large in the range of 4.0 -8.0, then the crack is type 1.
(2) If the amplitude is not large when the wave number is in the range of 4.0 -8.0, then the crack is type 2.
(3) If the amplitude is small when the wave number is in the range of 2.0 -6.0 and it is not large when the wave number in the range of 4.0-8.0, then the crack is type 3. From this point of view, it is seen that, basically, two units are enough for the association layer in this problem.
(a)

CONCLUSIONS
For the problem of main cracks with a sub crack around their tip, the efficiency of the neural network for the inferring part of the system is confirmed by the results of the prototype mentioned above. It is especially effective in the case of the quantitative determination which is hard to describe as a rule. It is very interesting that the units in the association layer become to function as the characterizing parts, by learning repeatedly with the data obtained from the results of analyses.
Practically, with regard to the logistic decision which can be made efficiently by the traditional rule base, it is more effective to describe as a rule. Application of the neural network is effective in the case of determination which is hard to describe it as a rule. As a system, both has to be untied as shown in the Fig. 1 .
Application of the neural network to the other conditions of cracks will be studied in the near future, and furthermore, development of a practical system based on the concept of a QNDE System will also be considered.
