Introduction
In this paper we prove several results on approximation of biholomorphic mappings between domains in C" (n _>--2) by holomorphic automorphisms of C".
Recall that the group of holomorphic automorphisms of C", denoted Aut C", consists of those holomorphic mappings ~:C "--, C" that have a holomorphic inverse 4-1 : C" --* C". With the topology of uniform convergence on compact sets, Aut C" is a topological group. While the group Aut C 1 of automorphisms of the complex plane consists only of the linear mappings az + b (a, b e C, a 4= 0), the group Aut C" is very large and complicated when n > 2. Let us choose a linear coordinate system on C" and write the coordinates as z= (z',w), where Z'~-(Z1, ...,Zn_I)C--C n-1 and w = z,~ C. Then AutC n contains mappings of the form z = (z', w)~--~(z', ehCZ')w +f(z')) , wherefand h are holomorphic functions on C n-1 In [4] the mappings of this type are called overshears, and those with h-0 are called shears as in [17] . The Jacobian determinant of every shear is identically equal to one, i.e., the shears are volume preserving. We emphasize that we allow shears (and overshears) in any coordinate system on C" that is obtained from the initial coordinates system by a linear transformation.
In [4] Anders6n and Lempert proved that every biholomorphic mapping q': f2--, C" from a convex (or starshaped) domain f2 ~ C" (n > 2) onto a Runge domain r can be approximated by finite compositions of overshears, uniformly on compact sets in O. If, in addition, 9 is volume preserving, then it can be approximated by finite compositions of shears. In particular, every automorphism of C" can be approximated by finite compositions of overshears, uniformly on ------___..__.
F. Forstnerie and J.-P. Rosay compact sets in C", and the volume preserving automorphisms can be approximated by finite compositions of shears. On the other hand, the volume preserving automorphism (zl, z2)~--~(zl e .... , z 2 e -~'=2)
is not a finite composition of shears (Anders6n [3] ) nor overshears [4] . Thus, for n > 2, the subgroup of Aut C" generated by overshears is dense in Aut C" but is not equal to Aut C". Similarly, the group generated by shears is dense in but not equal to the group Autl C" of volume preserving automorphisms of C". In Sect. 1 we state a more general theorem on approximation of parametrized families of biholomorphic maps by automorphisms (Theorem 1.1). From the converse part of Theorem 1.1 it is evident that our condition is close to being necessary and sufficient. This result was essentially proved by Anders~n and Lempert in [4] , but it was not stated in this generality. We do not want to claim any credit for this part. But in the sketch of proof, given for the sake of completeness, we change the presentation slightly by replacing the dynamics in AutC" with dynamics in C".
Our new results are explained in Sects. 2 6. In Sect. 2 we begin with a result on approximation by holomorphic automorphisms in a neighborhood of a polynomially convex set K c C" (Theorem 2.1). We apply this to approximate independent motions of a collection of convex (or starshaped) bodies in C" by a single automorphism of C" (Theorem 2.2). The only obstruction to such approximation is the nontrivial polynomial hull of the union of the given bodies. For instance, a collection of three disjoint balls in C" can be approximately moved to any position in C" by an automorphism of C" (Corollary 2.3). The same is true for three disjoint polydiscs in C 2 with sides parallel to the axes. This answers a question raised by Rosay and Rudin in [17] .
In Sect. 3 we consider the problem of approximately mapping a given embedded real-analytic submanifold Mo c C" onto another such submanifold M1 c C", diffeomorphic to Mo, by automorphisms of C". Precisely speaking, two such realanalytic submanifolds are said to be C"-equivalent (Definition 2) if there exists a biholomorphic map (b : f2 ---, C", defined in a neighborhood • of Mo and taking Mo onto M1, such that q~ is the limit of a sequence of holomorphic automorphisms. We introduce a similar concept for real-analytic embeddings into C". The notion of C"-equivalence seems a natural analogue of the concept of ambient equivalence in real differential topology. Even though the definition of C"-equivalence makes sense also for smooth submanifolds of C", it does not seem to be natural there. We are aware that a similar approach is possible in the case of smooth manifolds, and this is explained (in the simple setting of smooth arcs in C") in the forthcoming paper [16] . It seems likely that the same methods can be applied to more general smooth submanifolds. In this article we purposely deal only with real-analytic manifolds,
The main result of Sect. 3 (Theorem 3.1) is that, given a real-analytic submanifold M0 c C" that is totally real and polynomially convex in C", Mo is C"-equivalent to another real-analytic submanifold M1 c C" if and only if Mo and M, are isotopic in C" through a family of totally real, polynomially convex submanifolds M, c C" (t ~ [0, 1]).
In Sects. 4 and 5 we apply Theorem 3.1 to obtain C"-equivalence for several classes of embedded real-analytic manifolds: totally real polynomially convex discs, arcs, embedded analytic discs, closed polynomially convex curves, and totally real, polynomially convex surfaces in C" for n > 3.
In Sect. 5 we also prove that the set of all smooth, totally real, polynomially convex embeddings of a compact, real, two-dimensional surface into C" for n _>_ 3 is open and dense in the set of all embeddings, and every two such embeddings are isotopic through totally real, polynomially convex embeddings (Theorem 5.2). The same is true for closed curves in C" for n >_-2. Similar result holds for embeddings of real k-dimensional manifolds into C ~ provided that n is sufficiently large with respect to k, but we postpone this to a future publication in order not to make the paper too long.
In Sect. 6 we give a necessary and sufficient condition for the approximation of a given biholomorphic mapping ~: f2 ---, C ~ by automorphisms ofC" in a neighborhood of a real-analytic, totally real, polynomially convex submanifold M c f2. The answer is in terms of certain holonomy group of bomotopy classes of automorphisms of the complex normal bundle to M in C ~. While the criterium seems difficult to check in general, we have a very explicit result for embedded realanalytic curves and surfaces M c C ~ (n >-2 resp. n >_-3): If M is totally real and polynomially convex, then a biholomorphic map q~ can be approximated by automorphisms in some neighborhood of M if and only if 4~(M) is also polynomially convex and the Jacobian determinant J (4~) : M --* C\ {0} is homotopic to a constant in C\ {0} (Corollary 6.3) .
In Sect. 7 we collect some examples and open problems.
The Anders~n-Lempert theorem
In [4] the following theorem is essentialy proved, but not stated in this generality. By approximation on f2 c C" we shall always mean uniform approximation on compact subsets in Q. A remark, at the end of this section, gives a more general statement, close to stating necessary and sufficient conditions.
Recall that a domain ~ c C ~ (not necessarily pseudoconvex) is said to be Runge in C ~ if every holomorphic function on s can be approximated by entire functions, uniformly on compact sets in ~2. Every starshaped domain is Runge [103. The envelope of holomorphy of a Runge domain is a pseudoconvex Runge domain in C", and therefore the pseudoconvexity hypothesis in the converse part of Theorem t-I is no loss of generality.
The original result of Anders6n and Lempert [4] is that a biholomorphic mapping q~ : t2 ~ f2' from a starshaped domain O c C" can be approximated by automorphisms if and only if O' = q,(f2) is Runge. We may assume that q~(0) = 0, In this case the one-parameter family to which one applies Theorem 1.1 is z e Y~ ~ tb(tz)/t, t ~ [0, 1], that connects 9 to the linear map Dtb(0).
We obtain a slightly more general version of Theorem 1.1 if we allow the base domain O, to vary smoothly with t ~ [0, 1]. In that situation we obtain, under the same hypothesis as above, the approximation of the biholomorphic map ~t : ~2, ~ C" by automorphisms of C", uniformly on compact subsets of (") ~to, 1] ~'~p It will be useful to introduce the notion of isotopy of biholomorphic mappings: Definition 1. Let (2 be a domain in C". A family of biholomorphic mappings ~b~ :g2 ~ C", depending smoothly (of class at least cg2) on (t, z) e [0, 1] x f2, is called an isotopy ofbiholomorphic mappings from ~2. The range q~t(f2) c C" depends on t.
Before proceeding to the proof of Theorem 1.1 we collect some simple but useful observations about biholomorphic mappings that can be approximated by global automorphisms.
Recall that a compact set K c C" is polynomially convex if for every point zo~C"\K there is a holomorphic polynomial P(z) satisfying IP(zo)l > sup=~K IP(z)l. We denote by K the polynomially convex hull of K, that is, the smallest polynomially convex set in C" containing K. . If we approximate 9 sufficiently well by 7/~ AutC" on K w {a}, then [Po ~(a)[ > supKIpo T[. Since P ~ 7 j is an entire function, we conclude that a r K. Thus K c~ Q = K which implies/( = K. If K is polynomially convex, we apply the same argument to q~-~ to prove that K' is polynomially convex. (c) Let O' be Runge in C". Fix a compact set K ~ c f2 and a holomorphic function f on t2. Choose an open set R c c O' containing ~b(K) and approximate the holomorphic function g =fo~-~ by a polynomial P, uniformly on /~. Also, approximate ~b by ~ ~ Aut C", uniformly on K, such that 7~(K) c R. Then P ~ j is an entire function that approximates f on K. Thus O is Runge in C". To get the converse we apply the same argument to ,/~-t (d) Let ~AutC".
The isotopy 7 ~ + (t-1)7/(0) (t ~ [0, t]) connects 7/ to the automorphism 7%(z)= 7~(z) -~g(0) satisfying ~go(0)=0. Next, the isotopy Or(z) = ~ 7%(tz) (0 < t ~ 1) connects 7% to the linear automorphism D7%(O)eGL(n,C), the derivative of 7% at the origin. Finally, every linear automorphism can be connected by an isotopy to the identity since GL(n, C) is connected. If we combine these three isotopies into a single isotopy and reparametrize the interval [-0, 1] suitably, we obtain a smooth isotopy Tte Aut C" connecting T to the identity.
Sketch of proof of Theorem 1.1 We first prove the converse part of Theorem 1.1. Suppose that ~b:f2 ~ C" can be approximated by automorphisms of C" on f2. Choose a compact set K = f2. We can find a Runge domain D satisfying K ~ D ~ ~ f2. If we approximate r sufficiently close by T e Aut C", uniformly on a neighborhood of/), then the family tr + (1 -t) T:f2 ~ C" (t e [0, 1]) is an isotopy of biholomorphic maps connecting TIp to r Further, the automorphism T can be connected to the identity by an isotopy of automorphisms (Proposition 1.2(d)). Combining these two isotopies we obtain an isotopy r :D --* C" connecting r to the identity. By construction, every ~bt can be approximated by automorphisms on D. Since D is Runge in C", it follows from Proposition 1.2(c) that every image domain 4~,(D) is Runge in C" as well. This establishes the converse part of Theorem 1.1.
As we said before, we will only sketch the proof of main part and refer to [3, 4] . However, we prefer to change slightly the presentation. Roughly speaking, in [3] and [4] the dynamics takes place in the group Aut C", while we prefer to 'see' the dynamics in C".
Let X be a holomorphic vector field on C",
, where Xj(z) are entire holomorphic functions. The vector field X is said to be complete if and only if for every z e C", the ordinary differential equation
can be integrated for all times t from -oo to + oo. If the field X is complete then for every z e C" and t E R one sets Ft(z) = R(t), where R solves (*) with the initial condition R(0) = z. Clearly Ft is an automorphism of C" for every t e R. In fact, the family {Ft: t e R} is a one-parameter subgroup of Aut C" since the field X is time independent. Anders6n [3] (in the special case of divergence zero) and Anders6n-Lempert [4] Proof. We only give indications to help the reader to get the proof out of [3] and [-4 ] (where complete vector fields are not explicitly mentioned).
If p is a polynomial in one variable and a = (al ..... a,_ 1, 1), the vector field
on C" is complete. It gives rise to the flow (in each level set of a'z = ~=1 aJzi)
This corresponds to Lemma 5.5 in [3] . Then as in Lemma 5.6 in [3] More precisely, choose a large integer N, flow along X1 for time t/Nk, then flow along XE for time rink, etc. After flowing along Xk in k-th step we return again to X1, continue with XE, etc., until we finally stop after Nk steps. This is a 'concatenation' of vector fields X1, ... ,Xk; clearly it is an automorphism of C". As N ~ oo, the process converges to the flow Ft(z) of X, uniformly on compact subsets of/2. We remark that Lemma 1.4 is a version of Proposition 2.1 in [6] , with the additional uniformity with respect to initial data in compact sets. The details, to check uniformity, are left to the reader. Remark. As seen from the proof, we can replace the hypothesis in Theorem 1.1 that each ~, is Runge by the hypothesis:
can be approximated, uniformly on compact sets in t2to, by holomorphic vector fields defined on C".
Also, even if we do not assume that q~o is approximable by global biholomorphisms, we get that at any rate the composition q~, o q~o i is approximable.
Approximation near polynomiaily convex sets
In this section we apply Theorem 1.1 to obtain results on approximation of biholomorphic maps in a neighborhood of polynomially convex sets. The important point is that every polynomially convex set in C" has a basis of Stein neighborhoods that are Runge in C" [14] . This observation allows us to prove 
Lemma. Let f2 be an open subset of C" and 49t: f2 ~ C" an isotopy ofbiholomorphic maps. IlK ~ f2 is a compact polynomially convex set such that for each t ~ [0, l] the set Kt = q~t(K) is polynomially convex, then there exists a basis of Stein neighborhoods U of K such that the domain ~t(U) is Runge in C" for each t ~ [0, 1].
Proof of the lemma. For every polynomially convex set K c C" there exists a smooth plurisubharmonic exhaustion function p > 0 on C" that is strongly plurisubharmonic on C"\K and vanishes precisely on K. (This is a small extension of Theorem 2.6.11 in [14, p. 48] .) Each sublevel set U~ = {z e C": p(z) < e} is a Stein domain that is Runge in C" (combine Theorem 2.7.3 and Lemma 4.3.1 in [14] ). Assuming that Kt is polynomially convex we claim that for every sufficiently small e > 0 the domain ,~,(U~) is Runge in C".
The function Pt = P ~ 471 ~ 0 is plurisubharmonic on O~ = q~,(f2) and it vanishes precisely on K, Fix a t e [0, I] and choose on open relatively compact neighborhood V ~ = f2t of K,. Since Kt is polynomially convex, we can find a smooth plurisubharmonic exhaustion function ~ > 0 on C" that is positive and strongly plurisubharmonic on C"\ V and vanishes on a smaller neighborhood I/1 c ~ V of Kt (see [14, Theorem 2.6 .1]). Let Z be a smooth cut-off function that equals one on V and is compactly supported in f2t. If we choose 6 > 0 sufficiently small then
is a strongly plurisubharmonic exhaustion function on C" that vanishes precisely on Kt and equals ~pt(z) for z ~ V1. Every sublevel set {z ~ C" :zt(z) < ~} is Runge in C n.
If to > 0 is sufficiently small (depending on t) then ~t ( Note that we are approximating a set of independent motions of the sets Kj by a single automorphism of C", provided that both unions are pairwise disjoint and polynomially convex. This answers a question raised by Rosay and Rudin in [17] .
The union of two disjoint closed convex sets in C" is clearly polynomially convex hence Theorem 2.3 applies. The union of three convex sets is in general not polynomially convex even in C 2, see Kallin [9, 21] and Rosay [15] . However, the union of three disjoint closed balls in C" is always polynomially convex (Kallin [9, 21] ), and the same is true for three disjoint closed polydiscs in C z with the sides parallel to the coordinate axes (Rosay [15] ). We thus have Let U~ be a bounded neighborhood of K~, starshaped with respect to a j, such that t,,Tj are pairwise disjoint forj = l ..... s, and also their images cbJ(Uj) = U'j are pairwise disjoint.
Every automorphism r AutC" can be smoothly deformed to the identity through an isotopy of automorphisms of C" (Proposition 1. Choose r/> 0 such that ~ maps the ball B'(aj, r/) into the ball B"(bj,~, 5) for every t ~ [0, 1]. Let R > 0 be sufficiently large such that for every 1 < j < s the set
Uj is contained in the ball B'(aj, R).
For each t > 0 and j = l ....
. s we set O~(z) = aj + t(z-aj).
The required isotopy ~ is obtained by first squeezing Uj into B'(aj, rl) using contractions O{, then following the isotopy ~{ restricted to B"(aj, r]), and finally expanding the image of Uj onto Uj.
To give explicit formulas we determine c > 0 by 1-c/3 = ~I/R, hence OJ(Uj) c B'(a~, ~1), and we define the isotopy q)~ on Uj as follows:
if0<t<l/3; if 1/3 < t < 2/3; if 2/3<t< 1 .
It follows from the construction that for each t e [0, !J the set ~=~ 4){(Kj) is polynomially convex. For 0 -< t -< 1/3 this holds since 4)~ (Ki) c K~ (1 < j < s), and similarly for 2/3 -< t <-1 we have 4){(Kj) c K'j. Here we are using the condition that the sets Kj are starshaped. On the middle interval 1/3 < t < 2/3 we have (5), and the union of these balls is polynomially convex.
The constructed family of automorphisms 4){ is only piecewise smooth in the variable, but it can be made smooth in t by a reparametrization of the interval [0, 1]. We leave out the details. This completes the proof of Theorem 2.3.
lsotopies of submanifolds and C"-equivalence
We begin by the following definition: For a related notion for smooth manifolds see Rosay [16] . In order that Mo and MI be C"-equivalence there must of course exist a real-analytic diffeomorphism ~b : Mo ~ M1. The converse is not true in general. There exist local and global obstructions to extending q5 to a biholomorphic map (b in a neighborhood of M0 in C". Even if 4) can be so extended, one may not be able to approximate 4) by automorphisms in any neighborhood of Mo. (See examples in Sect. 7 .)
The problem is substantially simpler if we restrict our considerations to totally real submanifolds of C'. Recall that a submanifold M0 c C" is totally real if the real tangent space Tp M0 at each p ~ Mo contains no nontrivial complex subspace of TpC". Every continuous (or smooth) function on Mo can be approximated (in appropriate norm) by functions holomorphic in a neighborhood of Mo. It is easily seen that a real-analytic diffeomorphism q5 : Mo ~ M1 can be extended to a biholomorphic map ~, in some neighborhood of M0 if and only if the complex normal bundles to Mo and M1 in C" are isomorphic (see below for precise definitions). Thus the obstruction to the extension of q5 in a neighborhood of Mo is global along Mo.
In order to apply Theorem 1.1 the manifolds Mo and M1 must also have small Runge neighborhoods. When the manifolds are totally real this will hold if and only if they are polynomially convex in Cn. If one of the manifolds, say Mo c C", is totally real and polynomially convex, and if M1 c C" is C"-equivalent to Mo, then M1 is also totally real and polynomially convex (Proposition 1.2(b)).
Let M be a smooth manifold. Recall that an isotopy between smooth embeddingsfo,f~:M ~ C" is a smooth mappings z:[O, 1] x M ~ C" such that for each t e [0, 1] the map Tt = r(t,'):M ~ C" is an embedding, ~o =fo, and r~ =f~. In this case the embeddings fo and f~ are said to be isotopic in C". The isotopy is real-analytic if M and the mapping z are real-analytic.
Sometimes we are only interested in the submanifolds Mt = z,(M) = C" and not in the mapping z. We say that the submanifolds Mo, M~ ~ C" are isotopic in C" if there exists an isotopy z: [0, 1] x M ~ C" as above such that zo(M) = Mo and z~(M) = M1. With some obvious abuse of language we will say that Mo and M1 are isotopic in C" through the family of submanifolds Mt = zt(M).
The main result of this section is Recall that a compact polynomiaUy convex subset K of C" satisfies Hr(K, C) = 0 when r > n [134, p. 59]. Thus, if M c C" is a closed, orientable, n-dimensional submanifold of C", then M is not polynomially convex. Moreover, an n-dimensional totally real manifold M ~ C" has vanishing Euler characteristic [22] . Thus the conditions in Theorem 3.1 require that dimR M < n, at least if we are considering closed orientable manifolds.
Theorem. Let Mo, M1 c C" be compact real-analytic submanifolds (with or without boundary), and assume that Mo is totally real and polynomially convex. Then Mo and Ma are C"-equivalent if and only if they are isotopic in C" through a family Mt (t e [0, 1]) of totally real, polynomially convex submanifolds of C". Similarly, if M is a compact real-analytic manifold and fo : M-, C" is a realanalytic embedding such that fo(M) is totally real and polynomially convex in C", then fo is C"-equivalent to another real-analytic embedding fa : M ~ C" if and only there is an isotopy of embeddings
Theorem 3.1 can be compared with the standard result in real differential topology (cf. [13] ) which asserts that, under certain obvious restrictions, every isotopy Mt of manifolds in R" can be realized by a global diffeotopy, i.e., there exists an isotopy of global diffeomorphisms ~ut: R" --* R", t ~ [0, 1], satisfying kUt(Mo) = Mr. Of course in the holomorphic case the best we can expect is to approximately realize the isotopy by automorphisms of C" because of the identity principle. The proof of Theorem 3.1 is much more difficult than the proof of the corresponding result on extending isotopies to diffeotopies.
Proof of Theorem 3.1 It suffices to prove the second statement concerning the equivalence of embeddings, since the first part is a special case of this.
We first prove the 'only if' part of Theorem 3.1. Suppose that we have a neighborhood U ofMo = fo(M) in C" and a biholomorphic map ~: U ~ C" that is a limit of automorphisms on U and satisfies 7 j ~ = fl. We may choose U to be Runge in C" since Mo is polynomially convex. The converse part of Theorem 1.1 gives a smaller Runge domain f2 c c U containing Mo and an isotopy of biholomorphic maps ~b~ :f2 -~ C" (t E [0, 1]) such that q~o is the identity, qh = ~1~, and each q~t can be approximated by automorphisms of C". Then the family of embeddings ft = Cb~ofo:M ~ C" (t ~ [0, 1]) is an isotopy of embeddings with the required properties. This proves the converse part of Theorem 3.1.
To prove the main implication in Theorem 3.1 let r:[0, 1] x M~C" be a smooth isotopy as in the statement of the theorem. 
approximates ~ and satisfies the boundary conditions. (Alternatively, one may appeal to Cartan's Theorem A for Stein manifolds [14, p. 190 The result is immediate if m = dim~ M equals n; in this case 4~t is obtained by simply complexifying ~bt. Since ~bt is real-analytic in t, the neighborhood of Mo in which the complexification q~t is defined can be chosen independently of t.
From now on we shall assume that m < n and set d = n -m. Remark. Of course it is possible to construct the isomorphisms Fr and Or directly, without appealing to splitting of the bundle Y ~ [0, 1] x M. For instance, for small values of t > 0 we can take O, to be the orthogonal projection of (No).~ (z e Mo) onto (Nr),~(~) in the direction of the tangent space T CM o. This works for 0 < t < tl for some tl > 0 that only depends on the data. For t > tl but close to t~ we can project in a similar way the fibers of Nt~ onto the corresponding fibers of Nt, and then compose the new projection with the one from the first step to get the map Or. The required isomorphism Or can thus be constructed in a finite number of steps for every t s [0, 1]. Finally we may approximate this family Or with another family that depends analytically on t.
Another, more canonical approach to construction of Ot is by choosing a connection and performing the parallel transport.
C"-equivalence of discs and curves
In this section we apply Theorem 3.1 to several classes of embedded real-analytic sub-manifolds of C" (n > 2): totally real polynomially convex discs, arcs, embedded analytic discs, and closed polynomially convex curves. In the next section we deal with real-analytic surfaces in C" for n > 3. In the first three cases the C"-equivalence already follows from the result of Anders6n and Lempert [4] on approximation of biholomorphic mappings from convex domains onto Runge domains. Here, a k-disc in C" is the image of an embedding of the standard closed ball D k in R k. Similarly, an analytic disc in C" is the image of a holomorphic embedding of the closed unit disc A c C into C" (the embedding must be analytic in some neighborhood of A). Every analytic disc in C" is polynomially convex according to Wermer [23] . Similarly, every smooth arc in C" is polynomially convex, so (b) follows from (a).
Corollary 4.1 means, intuitively speaking, that 'there is only one arc (analytic disc, totally real polynomially convex disc of certain dimension, etc.) in C"'.
Remark. There is an interesting algebraic result, due to Abhyankar and Moh [1], to the effect that for every proper polynomial embedding f: C --, C z the imagef(C) can be mapped onto C • {0) by a polynomial automorphism of C z. It would be of interest to know whether the analogous result holds for proper holomorphic embedding of C in C z, i.e., can we always straighten the image by a holomorphic automorphism of C 2 9
Proof of Corollary 4 .1 (a) Let E be an arbitrary embedded, real-analytic, totally real, polynomially convex k-disc in C". Denote by E k the standard linear k-disc in R k x {0} c C", and choose a real-analytic diffeomorphisms ~O : E k ~ E. We can extend ~, to a biholomorphic map ~u from a small convex neighborhood U of E k in C" onto a neighborhood V = 7J(U) of E. If U is chosen sufficiently small then V is Runge according to Lemma 2.2. Now we may apply the result of Anders6n and Lempert [4] (or Theorem 1.1) to conclude that t/, is the limit of a sequence of automorphisms of C". This means that E and E k are C"-equivalent.
Fix this 7L Then every other biholomorpohic map 9 defined near E can be written as a composition 9 = q,' o 7 t-1, where q~' is a biholomorphic map defined in a neighborhood of E k and ~'(E k) = ~(E). Thus, if qS(E) is polynomially convex, then ~' and hence 4~ can be approximated by automorphisms of C". This proves part (a).
Part (b) is a special case of (a). Part (c) is proved in the same way as (a) except that one uses the standard analytic disc Ao = A • {0}"-1 c C" instead of E k.
Remark. There exist embedded totally real 2-discs in C 2 that are not polynomially convex (Wermer) . A simple example of this kind is the disc
Its boundary is the circle {(z, 0): ]z[ = 1} bounding the analytic disc {(z, 0): Izl < 1} which is therefore contained in the polynomial hull of M. It follows that no biholomorphic map taking M onto the disc D 2 ~ R 2 ~ C 2 can be approximated by automorphisms of C2.
Next we consider closed real-analytic curves F c C". According to Wermer [23, 24, p. 77 ] (see also Stolzenberg [20] ) such a curve is polynomially convex if and only if it does not bound a one dimensional complex variety. The same is true for simple closed rectifiable curves [2] , but we shall not need this fact. The set of polynomially convex curves is open and dense in the qf~ topology on the space of all curves in C".
Theorem. Let T be the circle. If fo,fl : T--* C" (n > 2) are real-analytic embeddings such that both curves fo(T) and fl (T) are polynomially convex, then fo and fl are C"-equivalent. Moreover, given an embedded, real-analytic, polynomially convex curve F ~ C n and a biholomorphic map ~: D -~ C n defined on a neighborhood ofF, cI) can be approximated by automorphisms of C" in some neighborhood ofF if and only if 49(F) is also polynomially convex and the winding number of the Jacobian J(q~) = det Dq~ along F equals zero.
In particular, every two simple closed real-analytic curves in C" (n > 2) that are polynomially convex are C"-equivalent. Unlike the previous results, Theorem 4.2 does not follow immediately from the Andersen-Lempert theorem since closed curves do not have small starshaped neighborhoods. One must use Theorem 1.1 instead.
The first assertion of Theorem 4.2 follows from Theorem 3.1 and Lemma 4.4 below. The second assertion will be proved in section 6 below (after Theorem 6.2). Theorem 4.2 implies the following result that may be of independent interest:
Corollary. Every simple, closed, real-analytic curve F ~ C ~ (n > 2) that is polynomially convex bounds a smooth, totally real, polynomially convex disc.
The result is most interesting in C 2 since in C" for n > 3 a generic embedded disc is totally real and polynomially convex (see Sect. 5). Most likely the same result holds also for smooth polynomially convex curves. Proof Here we give a proof using Wermer's (or Stolzenberg's) theorem on hulls of curves. A more elementary proof is possible along the lines of the proof of Theorem 5.2 in Sect. 5.
If a smooth closed curve 7 c C" fails to be polynomially convex, then by Stolzenberg's theorem [20] it bounds a pure one-dimensional complex variety V, in the sense of Stokes' theorem. If co(z) = ~ (z)dz~ + ... + ~,(z)dz, is a holomorphic (1, 0) form on C", its differential dco is a (2, 0) form which therefore vanishes on V, hence ~ co = ~v dco = 0 for every such co. Thus, in order for 7 to be polynomially convex, it suffices that ~.r co. 0 for at least one such form co.
Conversely, if 7 is polynomially convex, we can approximate every continuous function on 7 by a holomorphic polynomial according to Oka-Weyl's theorem [14, p. , and every intermediate curve is still polynomially convex. We do the same thing for fx. This shows that we may replace fo byfo and fl byf' 1 . Now we choose an isotopy 3: [0, 1] • T-~ C" fromfo tof~. By approximation we may assume that each zt is a trigonometric polynomial, of degree N that is independent of t. We denote by cg N the space of trigonometric polynomials of degree at most N, with values in C". The spaces CgN is isomorphic to C 2N+1 x C n, with the coefficients cj = (c j,1, ..., c j,,) as complex coordinates.
Since Fo =fo(T) is polynomially convex, there is a holomorphic (1, 0)-form e~ with polynomial coefficients on C", satisfying Srf~ co * 0. The function G: cg N --. C defined by G(f) = Srf* co is a holomorphic polynomial in the coefficients Cj, k of f~ %r Thus the zero set Za = {f~gN: G(f)= 0} is a complex hypersurface in cg N.
By a standard result on analytic varieties [7] we can approximate the smooth path t ~ zt ~ flu by another smooth path z't connectingfo to fl such that G(z't) # 0 for 0 < t < 1. If the approximation is sufficiently close then F~ = z't(T ) is an embedded polynomially convex curve for every t ~ [0, 1] as required. Lemma 4.4 is proved.
Polynomial convexity and C"-equivalence of surfaces
In this section we prove the following result on C"-equivalence of surfaces for n > 3. Here, a surface is a smooth, compact, connected manifold of real dimension two, with or without boundary. Recall that a compact surface without boundary embedded into C a is never polynomially convex [t4, p. 59], [25] . On the other hand, we will prove that surfaces in C" for n ~ 3 are generically polynomially convex. Theorem 5.1 follows immediately from Theorem 3.1 and from the part (b) of the following In fact we will prove that every isotopy of embeddings z: [0, 1] x M ~ C" can be approximated (in the cg~ topology on the space of mappings) by isotopies z' such that z't(M ) is totally real and polynomially convex for every t ~ [0, 1]. If Zo and zl are already totally real and polynomially convex then z' can be chosen to agree withzatt=0andt=l.
Theorem. If M is a smooth compact surface and n > 3 then: (a) The set of totally real embeddings f: M ~ C" whose image f(M) is polynomially convex is open and everywhere dense in the set of all embeddings of M into C" (in the Whitney cgo~ topology).
First we shall prove the following slightly more general result on density of totally real embeddings and isotopies. 
Then the set of all maps f: X ~ Y for which the m-jet map jm f: X ~ Jm( X, Y) is transverse to W is open and everywhere dense in the space of all smooth mappings X ~ Y (in the cgoo topology).
Recall that, if dim X + dim W < dim J re(X, Y), then the transversality of the jetmap j"fto W means that the image ofjmf misses IV.
For immersions (and embeddings) f: X -~ R u there is another version of the transversality theorem for one-jets as follows. Let k = dimX, and let i(k,N) denote the Grassman manifold consisting of all k-dimensional subspaces of R N. For each immersion f: X --* R N we consider the Gauss map f: X ~ i(k, N) that sends x 9
to the tangent plane f.(TxX) to f at f(x). Given a closed submanifold W ~ if(k, N}, there is an open and dense set of immersions for whichfis transverse to W. This result is an immediate consequence of the general transversality theorem for one-jets.
Proof of Lemma 5.3 . Let t = if(k, 2n) be the Grassman manifold of real kdimensional subspaces (k-planes) of C" = R 2", and let ~ ~ i(k, 2n) be the subset consisting of k-planes that contain a nontrivial complex subspace (a complex line). Clearly ~ is a real-analytic subset of i. Recall that dimR i(k, 2n) = k(2n -k).
Next we calculate dim Jr. Clearly Jg is empty ifk < 1, so we may assume k >-2. Every k-plane A 9 ~ is of the form A = Ao ~ A~, where Ao is a complex line in C" and A I is a real (k -2)-dimensional subspace of A ~ (= the orthogonal complement of Ao in C"). This shows that
A simple calculation shows that the condition dim M + dim ~f~ < dim t is satisfied if and only if k = dim M < (2n + 1)/3. If this holds then the transversality theorem implies that for a generic embedding f: M ~ C", the tangent planef,(TpM) never belongs to Jf for any p 9 M, hencefis totally real. Proof of Theorem 5.2. First we shall prove part (a). Lemma 5.3 implies that every embedding of M into C"(n > 3) can be approximated by a totally real embedding. We identify M with its totally real image in C".
We will now show that M can be perturbed as little as we want in C" so as to become polynomially convex. The required perturbation will be done in several steps, using the following well known facts:
(i) The total reality is a stable property under small cg 1 perturbations.
(ii) Polynomial convexity is a stable property under small (~2 perturbations of totally real manifolds [11] .
(iii) If a compact set K c C" projects under the first coordinate projection n: C"-~ C onto a smooth arc ? c C, and if the fiber Mz = n-~(z)c~M is polynomially convex for every z 9 7, then M is polynomially convex.
Let n: C" ~ C be the coordinate projection ~(zl, z') = zl = u + iv. A standard application of Thorn transversality theorem shows that after a small qqo~ perturbation of M c C" the function p = ~Rzrl~t is a Morse function on M. By our choice of J' each fiber M(u) for u e J' is a finite collection of smooth curves, and the fibers depend smoothly on u ~ J'. Hence the manifold M(J') is homotopic to a finite family of disjoint closed curves, and therefore the complex bundle N is trivial over M(J'). This implies that we can pick a holomorphic function 9 on a neighborhood of M(J') that vanishes identically on M(J') (and therefore on 2;), but its gradient d9 is nonvanishing at every point of M(J').
By polynomial convexity of M(J') we can approximate 9 uniformly on a neighborhood of M(J') by holomorphic polynomials P(z). Then the derivative of P also approximates the derivative of 9 near M(J'), hence the level sets of P near M(J') are smooth complex hypersurfaces that are close to the level sets of 9 in the c~J~ topology.
We now deform the interior of M(J') by pushing the slice M(I ~ into the level set {P = 0}, and similarly we push m(I 1) into the level set {P = e} for a small oe 0. The deformation can be made arbitrary small in the ~o sense, provided that the approximation of 9 by P is close enough and e is sufficiently small. Thus the slices M(Jk-~ w Jk) and M(Jk w Jk+ 1) remain totally real and polynomially convex after the perturbation. We leave out the obvious but tedious details. We perform the perturbation described above for every k = 1, 2, ... ,m. We claim that the new manifold M is then polynomially convex. To see this, fix a point Zo ~ h,) and let v be the Jensen representing measure for Zo supported on M [21, p. 108]. Fix a k, 1 -< k < m, and let P be the polynomial constructed above for the slice M(Jk). If v has any mass on the set M(I ~ where P = 0 then the Jensen's inequality logIP(zo)l < SM loglPIdv implies P(zo) = 0. Similarly, if v has any mass on M(I 1 ) where P = e then Jensen's inequality, applied to loglP(z) -~1, shows that e(z0) = ~.
Thus, v has no mass on at least one of the slices M(I~ M(I ~).
Since the support of the projection g = p,(v) of v onto the real axis always has connected support, it follows that v is supported on only one of the slices M(Jk-~ W Jk). But every such slice is polynomially convex by construction, hence v must be the point mass at Zo e M. This proves that the constructed surface M is polynomially convex as claimed.
We proved part (a) of Theorem 5.2. To prove part (b) we suppose that f(M) = M~ for t = 0, 1 are totally real embedded polynomially convex surfaces in C" (n > 3). According to Lemma 5.3(b) there exists a totally real isotopy r: [0, 1] x M --* C" connectingfo = Zo to fl = zl. We shall perturb this isotopy so as to make every manifold Mt = zt(M) = C" polynomially convex but keeping it fixed at t = 0 and t = 1. Since M, is already totally real and polynomially convex for t sufficiently close to 0 or 1, it suffices to consider perturbations without fixed ends since we can then patch the new isotopy with the old one near the endpoints t=0,1. 
x~M.
For a linear functional I on R" we denote by Zz c j2 the subset consisting of all 2-jets (j2r) (t, x) ~ j2 for which the jet l o (j2z) (t, x) fails to be the jet of a Morse function at x ~ M. Clearly the definition is independent of the choice of local coordinates x on M. A jet as above is not Morse if and only if the one-jet (j~ z) (t, x) belongs to the kernel of I (this gives k = dim M independent conditions), and the second order jet 1 o (j2 r) (t, x) is degenerate (this gives another condition-the vanishing of the real Hessian determinant). Thus S~ is a real-analytic subset of J 2 of codimension CodimR(L., j2) = dim M + 1 .
The Thorn transversality theorem implies that for a generic smooth map z: It suffices to describe the required perturbation of ~ over each interval 1 i. Even though the perturbation of T for t e 1 i will affect rt also for nearby values of t, we shall keep all perturbations sufficiently small in the ('b ~2 norm, thereby not destroying any of the relevant properties of z over the adjacent intervals Ij_ 1 and Ij+ 1.
Thus we may assume from now on that for some coordinate projection n: Recall that the larger intervals Jk, j c R (1 < k < mr) are chosen such that for each t ~ [tj-1, tj], the union of every two consecutive slices Mt(Jk,j), Me(Jk+l,j) is polynomially convex. Moreover, we choose the smaller intervals J'k,j ~ ~ Jk, j (1 <_k<_m~) to be pairwise disjoint from the corresponding intervals J'k,i (1 --< k -< rni) whenever i +j.
We start with the interval [0, tl ] and perform the perturbations described in the proof of part (a) that make every manifold Mr for 0 < t < tl polynomially convex. The required perturbations are supported on the slices Mt(J'k, 1)
(1 < k < rnl). This changes the manifold Mr1 on the same slices, but we can smoothen out the perturbation over the intervals J'k, 1( 1 < k -< ml) and over the values of t that are slightly larger than t I . If the perturbations are sufficiently small, this will not destroy the polynomial convexity of the slices Mt(Jk,2). Now we go to the next interval t e [tx, tEl, and we perturb the manifolds Mr on the slices Mt(J'k,2)(1 --< k ~ mE). Since these new intervals are disjoint from the ones used in step one, the previous perturbations do not affect the new perturbations at all. Again we smoothen out the new perturbation near both endpoints t = ta, t = t2 and over the intervals J'k,2" Even though we changed again the manifolds Mt for certain t e [0, tl], we may suppose that the new perturbations are sufficiently small that they do not destroy the polynomial convexity of those manifolds M, Continuing this way we complete the required perturbation of the isotopy 
Mr(t ~
[
Obstructions to approximation near submanifoids
In this section we give a necessary and sufficient condition for the existence of approximation of a given biholomorphic mapping ~1 : f2 ~ C" by automorphisms of C" in a neighborhood of a real-analytic,, totally real, polynomially convex submanifold M c (2.
From Theorem 3.1 we know that, in order for the approximation to exist near M, there must exist an isotopy of embeddings r: [0, 1] x M ~ C" satisfying (a) % is the identity on M, (b) zl = q~ IN, and (c) for every t e [0, 1], the submanifold Mt = z,(M) c C" is totally real and polynomially convex.
The converse of this is not always true. Suppose that an isotopy satisfying (a)-(c) exists. Applying Theorem 3.1 we get a biholomorphic map 7' near M satisfying ~]M = ~ IM, such that 7' is the limit of a sequence of automorphisms in some neighborhood of M. By construction the composition 9 = 7'-1 o ~1 is the identity on M, and ~1 can be approximated by automorphisms if and only if 9 can be so approximated. We have thus reduced the approximation problem to biholomorphic mappings that fix the manifold M pointwise.
If M is a generic submanifold of C ", it follows that 9 is the identity, hence ~ = 7, is the limit of automorphisms. Thus, in the case of a generic manifold M, qh is a limit of automorphisms near M if and only if the manifolds M and M~ = ~(M) are C"-equivalent.
The more interesting case is when M is not generic. Simple examples show that in general 9 is then not approximable by automorphisms (see Sect. 7).
Let N~M be the complex normal bundle to M in C ~ (1), of rank d = n -dimM. Denote by ~: TC"IM --* N the projection onto the normal bundle in the direction of the complex tangent bundle TCM. The derivative D~ defines a complex automorphism of the normal bundle N ~ M by Remark. By the techniques explained in the proof of Proposition 3.2 above we can construct for every real-analytic automorphisms q5 of the complex normal bundle N--. M a biholomorphic map 9 near M that fixes M pointwise and satisfies D~IN = 4). It suffices to embed N locally near its zero section into C" and to extend 4) to a holomorphic map near M.
Proof of Proposition 6.1. We consider N locally near its zero section as an embedded real-analytic CR submanifold of C". The condition means that there is a family of automorphisms Ot ~ Aut N(t ~ [0, 1/3]) such that O0 is the identity and O1/3 = ~.. We may choose Ot to depend analytically on all variables, including t. Furthermore, between time t = 1/3 and t = 2/3 we can join ~. to D~IN through complex automorphisms Ot of the bundle TC"[~ that restrict to the identity on TCM. Finally, from time t = 2/3 to t = 1 we join D~IN to 9 by simply taking convex combinations of the two.
As in the proof of Proposition 3.2 we extend each Ot (0 <_-t _-< 1) to a biholomorphic map F,: U ~ C", defined in a neighborhood U of M, beginning with the identity F0 and ending with F1 = ~. Every map F, fixes M pointwise. Since M is assumed to be polynomially convex, Theorem 2.1 implies that 9 is the limit of a sequence of automorphisms on a smaller neighborhood of M. This proves Proposition 6.1.
The condition in Proposition 6.1 is sufficient but not necessary for the approximation. We can formulate the necessary condition as follows. Let T = R/2nZ be the circle. Consider isotopies of embeddings z: T x M ~ C" of M into C", parametrized by t ~ T, satisfying (i) Zo = zl is the inclusion M ~ C", and (ii) for every t E T the submanifold zt(M) ~ C" is totally real and polynomialty convex.
Let ~" ~ T • M be the complex vector bundle of rank d = n -dim M whose fiber over (t, x) is the complex normal space to T~t.x) M as in (1). In other words, the part ~ lying over {t} x M is just the pull-back of the complex normal bundle Nt --, Mt by zt-If we fix a connection on JV, then the parallel transport along the loops T • {x} yields an automorphism z, ~ Aut ~u of the bundle X0 ~ {0} x M (the monodromy automorphism). Even though z, depends on the choice of the connection, it is easily seen that its homotopy class [r,] only depends on ~.
We may identify JVo with the normal bundle N ~ M and think of z, as an element of Aut N. We denote by H the group of all homotopy classes of automorphisms of N ~ M. The group operation is composition. Let/70 c/7 be the subgroup consisting of all hornotopy classes of the form It, ], where r: T • M ~ C ~ is any isotopy satisfying the properties (i) and (ii) above; we shall call /70 the monodromy group corresponding to the isotopies satisfying (i), (ii). We can now apply We shall now consider in detail the case of closed curves in C" for n ~ 2 and two dimensional surfaces in C" for n > 3. For the relevant results of homotopy theory we refer the reader to Steenrod [19, pp. 131-132] . (2) is just the winding number of the Jacobian determinant of ~b along M. Since M is homotopic to a point in C", this winding number vanishes for automorphisms of C", hence the monodromy group 17o is trivial. Conversely, every q~ satisfying [q~,] = 0 can be approximated by automorphisms according to Proposition 6.1.
If q~l is a biholomorphic map near M that maps M onto another polynomially convex curve M, = q~(M), then by the first part of Theorem 4.2 there exists a biholomorphic map 7 ~ that is the limit of automorphisms near M and satisfies ~u[M = (bl IM. Since the winding number of the Jacobian determinant of 7 j along M equals zero, the maps ~bl and q~ = 7 j-~ o q~ give the same winding number. Thus, if the winding number of J(q~,) equals zero and qh (M) is polynomially convex in C", it follows that 9 and therefore q~x are approximable by automorphisms near M. This proves the second part of Theorem 4.2.
Case 2: M is a two-dimensional surface in C" for n > 3. Of course we assume that M satisfies all other properties mentioned at the beginning. For every such M c C" the complex normal bundle N --* M is trivial which can be seen as follows. First, every two totally real embeddings of M into C"(n > 3) are totally real isotopic by Lemma 5.3, hence the bundle N is the same for every such embedding. If M is orientable, we can embed it as a hypersurface into a totally real plane R 3 c C 3. The normal bundle of M in C 3 is then generated by the normal vector field to M in R 3. In general, we can embed M into C 2 with only isolated complex tangents. Let h : C 2 ~ C be any smooth function whose differential dh is not complex linear on TpM at any complex tangent p e M. Then the graph M' = {(z, h(z)): z e M} c C 3 is a totally real embedding of M into C 3 whose complex normal bundle is generated by the projection of the constant vector field X = (0, 0, 1) onto N in the direction of TCM. Remark. Note that, even if we extend q, to C 5 x C m as the identity in the extra variables, we still have a non-approximable map, no matter how large m is. Of course it is possible to add a linear 'twist' in the space C" for m > 2 that 'undoes' the twist of cb on the normal bundle N such that the new map is approximable by automorphisms.
Example.
The following is an example of a four dimensional real submanifold 22 c C 5 with a single complex tangent at the origin that can not be made totally real by a small ~1 perturbation near the origin: S = {(zl, z2,12112, [z212-Yt -,z2): zx, zz ~ C} = C 5 .
This example is related to Lemma 5.3(a). It shows that, when attempting to generalize our results on surfaces in C 3 (Sect. 5) to higher dimensional manifolds, one must in general have sufficiently high codimension as well. To prove our claim, notice that every submanifold S' ~ C 5 that is close enough to I; in the (gl topology will be a graph over C z: s' = {(zl, z2, Izll 2 + q~, Iz2l 2 + q,, ~1 -~2 + )0: Z1, Z2 E C} , where qS, 0, 2 are functions of (zl, z2) of small (gl norm.
For It has to be thought of as a system of six real equations in six real unknowns. When q~ = tp = 2 = 0 this system reduces to zl = 0, ~z2 = 0, 1 -~ = 0 that has a unique solution (0, 0, 1) and is of maximal rank at (0, 0, 1). Thus every small perturbation of this system of maximal rank will have a solution close to (0,0, 1).
Remark. The four dimensional manifold Z,j = {(za,z2,1zll2,1z212, O)} = C 5
with complex tangencies along both Zl and z2 axes can easily be deformed into a totally real manifold. Indeed, consider the manifolds {(zl,z2,1zl] 2, [zzl2 + e~l, es for small e ~ 0.
