The index coding problem has been generalized recently to accommodate receivers which demand functions of messages and which possess functions of messages. The connections between index coding and matroid theory have been well studied in the recent past. Index coding solutions were first connected to multi linear representation of matroids. For vector linear index codes discrete polymatroids which can be viewed as a generalization of the matroids was used. It was shown that a vector linear solution to an index coding problem exists if and only if there exists a representable discrete polymatroid satisfying certain conditions. In this work we explore the connections between generalized index coding and discrete polymatroids. The conditions that need to be satisfied by a representable discrete polymatroid for a generalized index coding problem to have a vector linear solution is established. From a discrete polymatroid we construct an index coding problem with coded side information and show that if the index coding problem has a certain optimal length solution then the discrete polymatroid satisfies certain properties. Furthermore, from a matroid we construct a similar generalized index coding problem and show that it has a binary scalar linear solution of optimal length if and only if the matroid is binary representable.
I. INTRODUCTION
The index coding problem introduced by Birk and Kol [1] aims to increase the throughput of wireless networks. The model considered in [1] involves a source which possesses a set of messages and a set of receivers which demand messages. Each receiver knows a subset of messages which is referred to as side information. The source also knows the side information available to the receivers. It uses this knowledge to develop proper encoding techniques to satisfy the demands of the receivers at an increased throughput. An index code is an encoding scheme developed by the source to satisfy all the receivers. An encoding scheme with minimum number of transmissions which enables all the receivers to decode its demanded messages is referred to as an optimal index code.
The conventional index coding has been generalized to functional index coding in [2] . In a functional index coding problem, the Has-set (side-information) and the Want-set (demands) of users contain functions of messages rather than subsets of messages. The conventional index coding is a special case of the functional index coding problem. The problem with the Has-sets being linear combinations of messages was studied in [3] , [4] where it was called as index coding with coded side information. This was motivated by the fact that certain clients may fail to receive some coded transmissions possibly due to power outage. The clients will now possess few coded transmissions as side information and the new problem is an index coding with coded side information. Dai et al. [5] considered both the Has-sets and Want-sets to be linear combinations of the messages which is referred to as generalized index coding (GIC) problem.
The connection between multi-linear representation of matroids and index coding was studied in [6] . It was shown in [7] that a vector linear solution to an index coding problem exists if and only if there exists a representable discrete polymatroid satisfying certain conditions which are determined by the index coding problem. In this work we explore the connections between the generalized index coding and discrete polymatroids. The major contributions of this paper are as follows.
• We establish a connection between vector linear index code for a generalized index coding problem and a representable discrete polymatroid. It is shown that the existence of a linear solution for a generalized index coding problem is connected to the existence of a representable discrete polymatroid satisfying certain conditions determined by the generalized index coding problem.
• From a discrete polymatroid we construct a generalized index coding problem and show that if it has a vector linear solution of optimal length over the binary field then the discrete polymatroid is representable over the binary field. An example to illustrate that the converse of the above result is not true is also provided.
• A generalized index coding problem is constructed from matroids and it is shown that the constructed problem has a binary scalar linear solution if and only if the matroid is binary representable. Using the above result, further it is shown that certain generalized index coding problems do not have a binary scalar linear solution of optimal length. The organization of the paper is as follows. In Section II we review the definitions of functional index coding. In Section III, basic results of matroids and discrete polymatroids are reviewed. In Section IV the connections between generalized index coding and discrete polymatroids are established. In Section V a generalized index coding problem is constructed from discrete polymatroids and it is shown that the index coding problem constructed has a vector linear solution only if the discrete polymatroid is representable. In Section VI, we construct an GIC problem from matroids and show that it has a binary scalar linear solution if and only if the matroid is binary representable.
The proofs of all the claims including theorems can be found in [13] along with detailed examples.
Notations: The set {1, 2, . . . , m} is denoted as m and Z ≥0 denotes the set of non-negative integers. A vector of length r whose i th component is one and all others components are zeros is denoted as i,r . For a vector v of length r and A ⊆ r , v(A) is the vector obtained by taking only the components of v indexed by the elements of A. In functional index coding problem the side information and the demands of the receivers may be functions of messages rather than only a subset of the messages. The information possessed by the receivers is described by a Has-set which consists of functions of messages. The demands of the receiver are described by a Want-set. Each receiver R i is described by a tuple
In this paper we consider those generalized index coding problems for which the functions demanded and possessed by the receivers are linear combinations of the messages. 
Since the functions in the Has-set of a receiver R i are linear it can be represented by vectors. Each function h i,j ∈ H i can be expressed as the inner product h i,j (X) = X.K i,j where K i,j ∈ F mn q . For the receiver R i we have |H i | functions in the Has-set each represented by a vector K i,j , 1 ≤ j ≤ |H i |. All the functions in the Has-set of receiver R i can be represented by a knowledge matrix
and all the functions in the Want-set of receiver R i can be described by the mn
An index code over F q of length l and dimension n for the generalized index coding problem I(X, R) is a function f : F mn q → F l q , which satisfies the following condition. For every
The definitions of linearity, scalar and vector index codes remains same as that of conventional index codes.
When the index code f for a generalized index coding problem is linear it can be described as f (X) = XL, ∀X ∈ F mn q , where L is a matrix of order mn× l over F q . The matrix L is called as the matrix corresponding to the linear index code f and the code f is referred to as the linear index code based on L.
For a GIC problem I(X, R), define μ(I(X, R)) as the maximum number of receivers having the same Has-set. The length l and dimension n of an index coding solution for the index coding problem I(X, R) satisfy the condition l/n ≥ μ(I(X, R)) [6] .
Definition 2 ( [6]):
An index coding solution for which l/n = μ(I(X, R)) is defined to be a perfect index coding solution.
Example 1: Consider the generalized index coding problem with the message vector
The source can satisfy the demands of all the receivers by transmitting three messages
The knowledge matrix K 5 , the demand matrix D 5 and the matrix L corresponding to the code are as given below :
III. MATROIDS AND DISCRETE POLYMATROIDS
In this section we list few basic definitions and results from matroid theory including discrete polymatroids. For a comprehensive treatment, the readers are referred to [8] , [9] . is an ordered pair (E, I), where the set I is a collection of subsets of E satisfying the following three conditions (I1) φ ∈ I (I2) If X ∈ I and X ⊆ X, then X ∈ I.
(I3) If X 1 and X 2 are in I and |X 1 | < |X 2 |, then there is an element e ∈ X 2 − X 1 such that X 1 ∪ e ∈ I.
The set E is called the ground set of the matroid and is also referred to as E(M). The members of set I are called the independent sets of M. Independent sets are also denoted by I(M). A maximal independent subset of E is called a basis of M and the set of all bases of M is denoted by B(M). A minimal dependent set C ⊆ E is referred to as a circuit. The set of all circuits of matroid M is denoted by C(M). With M, a function called the rank function is associated, whose domain is the power set of E and codomain is the set of nonnegative integers. The rank of any X ⊆ E in M, denoted by r M (X) is defined as the maximum cardinality of a subset X that is a member of I(M). The rank of matroid is the rank of its ground set.
The rank function of the matroid satisfies the following properties.
A matroid is fully described by its rank function and a matroid M on ground set E with rank function r M is denoted as M(E, r M ). A matroid M is said to be representable over F q if there exists one-dimensional vector subspaces V 1 , V 2 , . . . V |E| of a vector space V such that dim( i∈X V i ) = r M (X), ∀X ⊆ E and the set of vector subspaces V i , i ∈ |E| , is said to form a representation of M. The one-dimensional vector subspaces V i , i ∈ |E| , can be described by a matrix A over F q whose i th column spans V i . A matroid M with matrix A as its representation is called the vector matroid of A and is denoted by M(A). Each element in the ground set of M(A) corresponds to a column in A. For a subset S of ground set E(M), A S denotes the submatrix of A with columns corresponding to the elements of ground set in S.
Definition 4 ( [10]):
A discrete polymatroid D on the ground set m is a non-empty finite set of vectors in Z m ≥0 satisfying the following conditions:
Let 2 m denote the power set of the set m . For a discrete polymatroid D, the rank function ρ : 2 m → Z ≥0 is defined as ρ(A) = max{|u(A)|, u ∈ D}, where ∅ = A ⊆ m and ρ(∅) = 0. Alternatively, a discrete polymatroid D can be written in terms of its rank function as D = {x ∈ Z m ≥0 : |x(A)| ≤ ρ(A), ∀A ⊆ m }. A discrete polymatroid is completely described by the rank function. So the discrete polymatroid D on m is also denoted by ( m , ρ). The ground set of discrete polymatroid is also denoted by E(D).
A function ρ : 2 m → Z ≥0 is the rank function of a discrete polymatroid if and only if it satisfies the following conditions [11] :
A vector u ∈ D for which there does not exist v ∈ D such that u < v, is called a basis vector of D. Let B(D) denote the set of basis vectors of D. The sum of the components of a basis vector of D is referred to as the rank of D, denoted by ρ(D). Note that ρ(D) = ρ( m ). A discrete polymatroid is nothing but the set of all integral subvectors of its basis vectors.
Consider a discrete polymatroid D with rank function ρ on the ground set m . Consider the function ρ (X) = nρ(X), ∀X ⊆ m . The function ρ satisfies the conditions (D1),(D2) and (D3). The discrete polymatroid on the ground set m with the rank function ρ is denoted by nD.
Definition 5 ( [11]):
A discrete polymatroid D on the ground set m with rank function ρ is said to be representable over F q if there exists vector subspaces Discrete polymatroids can be viewed as a generalization of matroids. There is a one-to-one correspondence between the independent sets, basis sets, dependent sets and circuits of a matroid M to the vectors of an associated discrete polymatroid D(M). Details about the correspondence between the sets are provided in [13] . For a more comprehensive treatment, the readers are referred to [7] , [10] , [12] .
IV. GENERALIZED INDEX CODING PROBLEM AND DISCRETE POLYMATROIDS
In this section we explore the connections between generalized index coding problem and representable discrete polymatroids. Theorem 1 below connects the existence of a linear index code of length l and dimension n for a generalized index coding problem to the problem of representation of a discrete polymatroid satisfying certain conditions. 
Theorem 1 is a generalization of the result obtained in [7] where vector linear solution of a conventional index coding problem was connected to discrete polymatroids. The result in [7] can be obtained from this result by imposing the restriction on the structure of matrices D i and K i . For conventional index coding the only non zero entries of D i matrix will form an identity matrix and the non zero entries of K i matrix form a collection of identity matrices each corresponding to the message known at the receiver. By imposing the restrictions, condition (C2) can be expressed in terms of the elements of the ground set. In the remaining part of this section, we illustrate Theorem 1 with an example.
Example 2:
Consider the generalized index coding problem of Example 1. There are five messages and since the solution is scalar, the dimension is one. Consider the set of matrices
Also let A 6 = L, the matrix corresponding to the index code of Example 1. Let V i denote the column span of A i for i ∈ 6 . The discrete polymatroid D(V 1 , V 2 , . . . , V 6 ) satisfies the conditions (C1) and (C2) of Theorem 1. Rank of the discrete polymatroid is equal to five since the vector spaces V 1 , V 2 , . . . , V 5 are linearly independent. Rank of the vector space V 6 is equal to three which is the length of the index code. We illustrate condition (C2) for receiver R 5 . The matrix
Clearly AD 5 lies in the column span of the matrix [AK 5 A 6 ]. Condition (C2) can be similarly verified for every receiver.
V. GENERALIZED INDEX CODING PROBLEM FROM DISCRETE POLYMATROIDS
Discrete polymatroids can be viewed as a generalization of matroids as explained in Section III. In this section we present our construction of a GIC problem from a discrete polymatroid. The construction is similar to the construction in [7] . The difference is in the set of receivers constructed from minimal excluded vectors of the discrete polymatroid D and that these receivers possess linear functions as Has-set.
Consider a discrete polymatroid D on the ground set r with rank function ρ and ρ( r ) = k. The generalized index coding problem constructed from the discrete polymatroid D is denoted by I D (Z, R) . The set of source messages and the set of receivers of I D (Z, R) are as described below. (ii) The set of receivers R is a union of three types of receivers R 1 , R 2 and R 3 defined below. Let
Receivers in R 1 : For a basis vector b = i∈ r b i i,r ∈ B(D), we define the set
is the union of all such receivers for every basis of the discrete polymatroid D.
Receivers in R 2 : For a minimal excluded vector c = i∈ r c i i,r ∈ C(D), j ∈ (c) >0 and p ∈ ρ({j}) , define the set S 2 (c, j, p) as below.
Note that the minimum number of transmissions required by the above problem is n i∈ r ρ({i}). This can be seen from the receivers in the set R 3 . We connect the problem of representation of the discrete polymatroid D to the existence of a linear index coding solution of certain length for the constructed index coding problem I D (Z, R) in Theorem 2.
Theorem 2: If a perfect linear index coding solution of dimension n over F 2 exists for the generalized index coding problem I D (Z, R), then the discrete polymatroid nD is representable over F 2 .
In Theorem 2, a generalized index coding problem is constructed from a discrete polymatroid and then it is shown that the discrete polymatroid is representable over the field F 2 if a perfect linear index coding solution exists for the constructed generalized index coding problem. We illustrate the theorem in Example 3. The converse of this result is however not true. In Example 4, from a binary representable discrete polymatroid we construct a generalized index coding problem for which there is no perfect linear index coding solution.
Example 3: Consider the discrete polymatroid D on the ground set 3 with the rank function ρ given by ρ{1} = ρ{2} = 1, ρ{1, 2} = ρ{3} = 2 and ρ{1, 3} = ρ{2, 3} = ρ{1, 2, 3} = 3. The set of basis vectors of the discrete polymatroid D is B(D) = {(1, 1, 1), (1, 0, 2), (0, 1, 2)}. There is only one excluded vector (1, 1, 2) . From the discrete polymatroid D we construct the generalized index coding problem I D (Z, R). The set of messages possessed by source is Z = {x 1 , x 2 , x 3 }∪ {y 1 1 , y 1 2 , y 1 3 , y 2 3 }. The set of receivers are constructed as in the construction above. Full list of receivers is provided in [13] . Note that μ(I D (Z, R)) = 4. Consider the perfect index code in which the source transmits y 1 1 + x 1 , y 1 2 + x 2 , y 1 3 + x 3 and y 2 3 + x 1 + x 2 + x 3 . It can be verified that the index code satisfies the demands of all the receivers and by Theorem 2 that the discrete polymatroid D has a representation given by the representing matrix A = 1 0 0 1 0 1 0 1
.
Example 4:
Consider the discrete polymatroid D on the ground set 3 with the rank function ρ given by ρ{1} = ρ{2} = ρ{2, 3} = 2, ρ{3} = 1 and ρ{1, 2} = ρ{1, 3} = ρ{1, 2, 3} = 3. Consider the index coding problem I D (Z, R) with the set of messages Z = {x 1 , x 2 , x 3 } ∪ {y 1 1 , y 2 1 , y 1 2 , y 2 2 , y 1 3 }. The set R has three types of receivers R 1 , R 2 and R 3 constructed as specified in construction above. The full list of receivers can be found in [13] .
The discrete polymatroid D has a binary representation given by the representing matrix A = 1 0 0 1 0 0 1 0 1 0
Though the discrete polymatroid has a binary representation, the generalized index coding problem I D (Z, R) constructed from it does not have a perfect binary solution. The proof is provided in [13] .
VI. MATROIDS AND GENERALIZED INDEX CODING PROBLEM
In this section we construct a generalized index coding problem from a matroid. The construction explained in Section V is more general than this. However for the generalized index coding problem constructed from matroids, there is an if and only if relationship between the constructed index coding problem and the representability of the matroids as shown in Theorem 3. The index code constructed from the matroid is similar to the construction provided in [6] . Receivers belonging to the set R 2 , which are constructed from the circuits of matroid are different as explained below. Theorem 3 shows the existence of a relationship between binary representability of matroids and the solution to certain index coding problems. We illustrate Theorem 3 in Example 5.
Example 5: The uniform matroid U 2,3 is defined on a ground set Y = {y 1 , y 2 , y 3 } of three elements, such that ∀I ⊆ Y and |I| ≤ 2, r(I) = |I|, and r(Y ) = 2. Consider a binary linear representation of U 2,3 : M = 1 0 1 0 1 1 . The generalized index coding problem I M (Z, R) corresponding to this matroid has the source messages set χ = {y 1 , y 2 , y 3 , x 1 , x 2 }, where each message belongs to the finite field F 2 . There are three sets of receivers. Details of the receiver can be found in [13] . The perfect linear index coding solution for the index coding problem is given by the map f : F 5 2 → F 3 2 given by f (χ) = [y 1 y 2 y 3 ] + [x 1 x 2 ]M. It can be verified that all the receivers are able to decode their demands using the transmissions and the Has-sets available to them. Decoding procedure at all the receivers is given in [13] .
