Characterization of Slovenian coal and estimation of coal heating value based on proximate analysis using regression and artificial neural networks systems [4] . In addition, proximate and ultimate analyses are also used to evaluate the quality of thermal coal. While the proximate analysis covers the determination of the basic coal properties, i.e., content of moisture (MO), ash (ASH), volatile matter (VM), and fixed carbon (FC), the ultimate analysis provides the determination of coal's elemental composition including carbon, hydrogen, nitrogen, sulphur, and oxygen contents, which are useful in determining the quantity of air required for combustion and the volume and composition of the combustible gases. In order to perform the ultimate analysis, a properly equipped laboratory is said to be necessary for the determination of elemental composition by a skilled chemist, yet in contrast, proximate analysis can be accomplished with a simple apparatus.
A number of equations have been developed for estimating the higher heating values (HHV) of coals and other types of fuels, based on proximate and ultimate analyses using multiple linear regression (MLR) models. (1)
The equation (Eq. 1) was obtained from biomass fuel data (determined on an "as received" basis) supplied from different Turkish ligno-cellulosic sources with ash content <17.2 wt.%, by regression analysis. Another simple expression based on fixed carbon (FC) and volatile matter (VM) (on a "dry basis") of lignocellulosics and charcoals with ash content <10 wt.%; was presented by Cordero et al. [6] :
This equation (Eq. 2) is based only on the proximate analysis data and has shown small deviations when applied to a diversity of ligno-cellulosics and chars.
In 2005 Parikh et al. [7] proposed a new correlation (taking into account solid fuels like coals, lignite, all types of biomass material and char) considering volatile matter, fixed carbon, and ash (on a "dry basis"):
This equation (Eq. 3) is likely best suited for coals with high contents of fixed carbon (1.0 -91.5 wt.%) as well as ash content (<77.7 wt.%). Also Majumder et al. [8] designed a model, the significance of which lies in its involvement in all proximate descriptors (determined on an "as received" basis): HHV = -0.03 ASH -0.11 MO + 0.33 VM + 0.35 FC (4) This equation (Eq. 4) was developed using the analysis of coal samples originating from Indian coalfields, which covered the entire range of moisture, ash, and volatile matter contents of the normally used thermal coals.
Furthermore, several non-linear models for the estimation of HHV regarding Indian coals were proposed by Patel et al. [9] , based on artificial neural network (ANN) methodology. These models were developed by optimisation of a set of input variables, i.e. by combining several descriptors from proximate as well as ultimate analyses. It was discovered that the input set of moisture, volatile matter, ash, fixed carbon, sulphur, hydrogen and nitrogen contents yielded the best prediction and generalization accuracies. In addition, in the case of only using proximate descriptors as the inputs for ANN, the accuracy of HHV estimation was satisfactory.
Similarly, Chelgani et al. [10] used volatile matter, carbon, sulphur, hydrogen, and oxygen contents to predict HHV (in a dry ash free base) of Kentucky coal samples, and the results showed that the ANN method could be used for HHV prediction when regression results have unsatisfying accuracy.
In contrast, Mesroghli et al.
[11] compared the results of MLR and ANN for HHV prediction using 4540 U.S. coal samples from 25 states with ash content 0.9 -32 wt.%. Three sets of input variables including proximate and ultimate analysis descriptors (determined on an "as received" basis) were selected, and it was found that the results of MLR were better compared to ANN. The authors therefore concluded that because of the straightforward relation between HHV and proximate and ultimate analyses descriptors, it is better to use common and understood techniques as regression instead of more complicated methods like ANN. The best-correlated MLR model (Eq. 5) developed using stepwise procedure was:
HHV is introduced in MJ kg -1 in all mentioned equations.
Various other ANN models also exist for the prediction of coal's properties [12] [13] [14] .
The first task of this study was to examine the applicability of existing models for estimation of the HHV of Slovenian coal. However, the magnitude of HHV depends significantly on the chemical composition and type of coal and thus, the applicability of each model is determined by the origin of studied coal. Therefore, the main objective of this paper was to develop the best model for predicting HHV for coal samples utilised in a Slovenian power station. Since the ultimate analysis of coal needs costly equipment as well as highly skilled experts, the main interest was directed at building models employing only descriptors determined by cheaper proximate analysis. Multiple linear regression (MLR) and artificial neural network (ANN) methods were used in building the model and the results of both methods were compared. Moreover, the interrelationships between the HHV and the coals' properties obtained by proximate and ultimate analysis were investigated using correlation, principal component, and cluster analysis.
Artificial neural networks
When developing a non-linear ANN model, a feedforward architecture; especially multi-layer perceptron (MLP), is widely used. Since the theory of feed-forward ANN is well described in [15] [16] [17] [18] , it will be discussed here only briefly. The MLP itself consists of interconnected neurons situated in an input layer receiving the input data characteristics for each observation, with one or more hidden layer(s) and an output layer providing the predicted value or pattern of the studied objects. The number of nodes in the hidden layer(s) is an adjustable parameter; the magnitude of which depends on the desired prediction accuracy and the generalization performance of the ANN model. The hidden units of the neural network need activation functions to introduce non-linearity into the networks, which makes multilayer networks so effective. The key feature of neural networks is that they learn the input/output relations through training. In mathematical formalism, to learn means to adjust the weight coefficients in such a way that some conditions are fulfilled [19] . In supervised learning, the network user assembles a set of training data containing examples of inputs together with the corresponding outputs, and the network then learns to infer the relation between the two. From the point of view of the optimization theory, the difference between the desired output and the actual output of a MLP neural network produces an error value which can be expressed as a function of the network weights [19] . Training the network becomes an optimization problem to minimize the error function. One of the most recommended techniques in neural networks is the BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm, which uses a second-order optimization procedure with additional use of the Hessian matrix (matrix of second partial derivatives) or its inverse.
Experimental Procedure

Coal samples
The sample collection was supplied from a Slovenian power station and carried out over a 6-year period. The coal samples mostly originated from Slovenian mines (>90% samples), but there were also minor proportions of Czech and Bosnian lignite; and a small percentage of biomass (ligno-cellulosics) in the samples. From this point, the analysed coal samples are termed "Slovenian samples". The total number of collected samples was 64. The samples were ground to 200 µm size and representative samples were then taken for analysis by the conventional coning and quartering method.
Analytical procedures
The HHV of the coal was determined by the procedure specified in DIN 51900 [20] [21] , where a weighed amount of 1 g of coal was burnt in a closed vessel under oxygen pressure, and the amount of heat released measured.
The proximate and ultimate analyses of all the samples were carried out in accordance with ASTM standard methods [22] [23] [24] [25] . Table 1 describes the results of proximate and ultimate analysis (on an "as received" basis) together with the HHV values analysed for the coal samples. The content of the combustible matter (CM) was computed in following form (Eq. 6):
where CM, ASH; and MO are in wt.% expressed on the "as received" basis. Likewise, the oxygen content was calculated in next equation (Eq. 7):
where O, ASH, MO, C, N, H and S are in wt.% expressed on the "as received" basis.
Statistical analyses
The first step was to perform exploratory analysis of the available data for identifying outliers, and to examine the normality of the variables. Secondly, the interrelations among all descriptors were investigated by Pearson and Spearman correlation analysis. Since in chemometrics, principal component analysis (PCA) is the most used method for the exploratory analysis of multivariate data, and cluster analysis (CLU) is an alternative nonlinear mapping technique for exploratory data analysis [26] , these methods were used for characterization of relations between the proximate and ultimate descriptors, and the studied objects (coal samples).
Characterization of Slovenian coal and estimation of coal heating value based on proximate analysis using regression and artificial neural networks
The HHV values of the coal samples were calculated using existing models (Eqs. 1,4,5) to examine the possibility of predicting the HHV of the analysed coal samples using the mentioned equations. The results of the predictions were evaluated by mean relative error (the mean value of the differences between the actual and calculated values in relation to the actual values) and the coefficient of determination R 2 . The regression model was built using the bestsubset-selection for input variables. The existing model was tested by the validation subset, i.e., the subset of the randomly selected 15 samples not used in the model calculations. In addition, the external data from the Turkish coals [27] were utilised for validation of developed model. Furthermore, several ANN models have been built for HHV estimation by employing the Automated Network Search included in the Statistica software, where a variety of algorithms for different network types were automatically tested and the best alternatives determined. Finally, the results of the non-linear ANN model were compared with the results of the linear MLP model concerning their fitting and prediction power.
Statistical data treatment was performed using the program packages Statgraphics Centurion, IBM SPSS Statistics and Statistica; Microsoft Excel was used for the data preparation and the result outputs.
Results and discussion
Exploratory and multivariate data analysis
In exploratory data analysis, one clear outlier was detected since its values in numerous analysed descriptors were beyond the limit of 3.0 multiplied by the value of interquartile range and therefore this sample was excluded from the data table. Since one of the general assumptions underpinning regression modelling is that the response Y is assumed normal [28] , departures from the normal distribution were tested by the Shapiro-Wilk's test and demonstrated by Q-Q plots. As a result, HHV and other descriptors were found to be normal.
Pearson correlation analysis was applied to discover the associations between the descriptors. It is well known that HHV strongly negatively correlates with ASH (R = -0.90) and strongly positively correlates with CM (0.97), C (0.95), FC (0.81), and VM (0.77) (Fig. 1) . These results were concordant with the relations shown in Majumder et al. [8] , Patel et al. [9] and Akkaya et al. Our results differed for the coal samples from the U.S.
[11] with regard to the magnitude and/or sign of the correlation coefficients in the case of MO, ASH, VM, H and O. This is probably due to the different type of coal analysed, since the ranges of the descriptors values are diverse and, as a consequence, the origin and/or type of coal is one of the more important factors influencing the distribution of the chemical composition of coal. Furthermore, the oxygen content was not strongly negatively correlated with HHV, as was shown in the case of the Indian coals in [9] .
Principal component analysis (PCA) is an unsupervised multidimensional method used for the reduction of the number of variables; along with preserviation of the information contained in the data table. The most important principal components (PC's), calculated by a linear combination of original variables, sufficiently represent the total variability of the original data. Moreover, the positions of the original variables in the space of the PC's demonstrate their interrelations [29] [30] . If the variables are in the opposite position the given variables are negatively correlated; if the variables are closely located their interrelation is positive. Additionally, in the PCA biplot -the graphical representation of PCA simultaneously showing the samples and the original variables -it is possible to detect those variables which are associated with the group of samples and in this way the mutual relationships among the samples and variables can be discovered. The first two PC's calculated from the selected descriptors accounted for 70.7% of the total data variability, as shown in Fig. 2 . The mutual position of the descriptors was in accordance with the correlation analysis. The strongly positively correlated variables HHV, C, and CM were adjacent and closely located to FC, H, and VM. These variables were opposite to ASH and altogether were mostly related to PC 1. The represented descriptors for PC 2 are MO and S, which exhibited the highest loadings. When the samples were divided into two groups according to their HHV values, a clear grouping of samples is evident in Fig. 2 . According to this, PC 1 could be nominated as the "axis of coals' quality".
Additionally, the results of PCA were in good agreement with the results of correlation analysis as well as with the results of cluster analysis (CLU) when variables' clustering was performed. Clustering techniques comprise unsupervised chemometric procedures that involve a measurement of either the distances or the similarities between the objects to be clustered. The objects and variables are grouped in clusters in terms of their nearness or similarity [26, 31] . The Ward's method, as the most effective agglomerative clustering algorithm, and the squared Euclidean distance (as the similarity measure) were applied. The target variable HHV was closely joined to CM, C and FC (Fig. 3). 
HHV estimation by using MLR models
As mentioned before, a number of equations have been reported in the literature for predicting HHV. Since the model can only be expected to give reliable predictions for samples that are similar to those used to develop the model, only those Slovenian coal samples that corresponded to the applicability domain of the existing models were used, i.e., only samples containing ash/ fixed carbon levels comparable with the coals utilised in in the building the existing models (Eqs. 1,4,5). In the case of Eqs. 1 and 5, the difference between the calculated and actual HHV values was more than 22.5% on average (Table 2) . On the other hand, the coal properties used in development of Eq. 4 had no limitation. Employing this equation, the mean relative error of 7.53% has been found and the R 2 value was 0.95. Still, the differences between the actual and calculated HHV values were relatively high. Hence, a new MLR model based on available Slovenian coal sample data was developed with an emphasis on utilising data from proximate analysis. Characterization of Slovenian coal and estimation of coal heating value based on proximate analysis using regression and artificial neural networks MLR attempts to model the relation between two or more explanatory variables and a response variable by fitting a linear equation to observed data [29] . Regression coefficients in the MLR model can be estimated using the least-squares procedure by minimising the sum of the squared residuals. The coefficient of multiple determination (R 2 ) is often used to assess the goodnessof-fit of the model. However, the so-called adjusted R . Another possibility, especially when the numbers of predictors are available, is the stepwise method for selection .
In order to assess the predictive ability (predictivity) of the model, i.e., the measure of how well the model can predict values of new data, the data not utilised in the model calculations were employed. External validation, when performed judiciously, is generally regarded as the most rigorous assessment of predictivity [32] , since predictions are made for samples not used in the model development in comparison to internal validation, e.g. cross-validation methods.
Out of 63 coal data, 48 randomly selected coal samples were employed for model building and 15 samples for validation of the MLR model. The selection of input variables was performed by the best subsets selection and according to the value of R 2 adj , the best equation was found (Eq. 8):
where HHV is expressed in MJ kg -1 and VM and FC are in weight percentage on an "as received" basis. The mean relative error between the actual and predicted data for the training set was 1.11%, which supports the significance of the proposed model's fit (Table 3) . To confirm the predictivity of the proposed equation, the external validation by a set of 15 randomly selected samples was applied and the mean relative difference between the actual and predicted data was satisfactorily low -1.39%; the R 2 value for validation was 0.98 (Fig. 4) .
As written above, increasing model complexity increases the explained variance in fitting (R 2 ), but if model complexity is not well supervised then the predictive power of the model decreases. However, the performances of the models shown in Table 3 are very similar, thus showing that selection of the simplest model is appropriate.
Moreover, the predictive ability of the developed equation for HHV estimation was additionally demonstrated by utilising the experimental data for the Turkish coals published in [27] , specifically, by 11 Turkish coal samples containing FC and VM of the same ranges as the Slovenian coals. The overall mean relative error between the actual and calculated data was 3.88% (minimum value of 0.29% and maximum of 8.04%) and R 2 was 0.87, which is generally acceptable for any empirical model thus developed.
ANN model for HHV estimation
Finding the proper network design (number of layers and neurons) is usually a trial and error procedure [17] . Nevertheless, the key decision on the number of hidden layers and neurons was made by Statistica's Automated Network Search (ANS). ANS helps to create a variety of different network architectures and choose the network with the best performance. It was found in all cases that the best network type was the three-layer perceptron (3-MLP), i.e., with one hidden layer. The optimal number Characterization of Slovenian coal and estimation of coal heating value based on proximate analysis using regression and artificial neural networks of hidden neurons was sought by examining several types of the 3-MLP with regard to the performance of the network.
In the development of optimal network architecture it is necessary to avoid over-training of the network, i.e., to control the optimal number of training cycles and/or computational nodes. For this purpose, weight decay was applied along with the subset of data selected for monitoring the error periodically during the training (so-called test subset). Hence, the whole data set was divided into three subsets: (1) training data, (2) test data used to monitor error during training, and (3) validation data, which were excluded from the training, i.e., utilised to assess the predictive ability of the developed model. The selection of the samples into the validation subset was performed in the same way as in the MLR model's building to compare both modelling methodsʼ performances. Consequently, the distribution of samples into the subsets was the following: (1) 42 samples selected as the training subset, (2) 6 samples used as the test subset to determine if over-training had occurred, and (3) 15 samples selected to evaluate the predictive power of the model, i.e. external validation subset (Fig. 5) . Each MLP was trained using the recommended BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm for a maximum of 200 training cycles with the actual endpoint being selected as the iteration with the lowest training set error and an acceptable test set error. The networks were optimised against the cross-entropy error function.
In addition, the complexity of the model in terms of the selection of the input (predictor) variables was examined with the aid of so-called sensitivity analysis [33] . A sensitivity analysis indicates which input variables are considered most important by that particular neural network and the results can be used purely for informative purposes, or to perform input pruning. According to the sensitivity analysis, the predictors with repeatedly low value of sensitivity were sequentially removed from the set of inputs. Consequently, the resulting sensitivity values indicated the importance of the predictors in the following order:
The performances of the models utilising different predictor variables are shown in Table 4 , given that the optimal number of hidden units was found for particular MLPs. Since a good design incorporates the minimum size of network necessary to adequately explain the problem, the model that included only two input variables, i.e., FC and VM, was selected as the best; seeing that it provided acceptable results compared to the more complex models.
The best performance was obtained when a network utilised the BFGS algorithm for 38 epochs and when the hyperbolic tangent was used as the activation function (transfer function) in the hidden layer and logistic transfer function in the output layer. The optimum architecture for networks utilising two inputs (FC and VM) contained only two hidden units (Fig. 6) , with the predictive ability decreasing gradually when more units were added, i.e., the network becomes over-trained with a higher number of hidden neurons. On the contrary, when only one hidden neuron was included in the model calculation, the performance of the model decreased considerably.
The descriptor VM is comprised of the contents of hydrogen, methane, hydrocarbons and carbon monoxide, and incombustible gases like CO 2 and N 2 present in coal. Hence, VM is an index of the gaseous fuels present and thus, VM proportionately increases flame length, helps in easier ignition of coal and sets minimum limit on the furnace height and volume. In addition, FC is the solid fuel left in the furnace after volatile matter is distilled off. It consists mostly of carbon but also contains some hydrogen, oxygen, sulphur and nitrogen not driven off with the gases. FC gives a rough estimate of heating value of coal [34] . Accordingly, these two coal descriptors highly contribute to the magnitude of the HHV and therefore, their selection as inputs in the model was appropriate.
Conclusions
The higher heating value (HHV) is an important feature for determination of coal quality and thus for the design and control of power plants. Proximate and ultimate analyses were performed for 64 coal samples originating from a Slovenian power plant and numerous significant correlations between the descriptors were found by correlation analysis and alternatively by multivariate data analysis methods.
Since the ultimate analysis of fuels requires not only financially demanding equipment but also highly skilled experts, the proximate analysis data based on an "as received" basis was utilised to develop a simple and reliable model to predict the HHV values of coals. Multiple linear regression (MLR) and artificial neural networks (ANN) methods were applied for this purpose. The important and significant step for both methods was the selection of predictor variables. Both approaches, specifically the best subset selection in MLR and the pruning of inputs according to the sensitivity analysis in case of ANN, led to the same result. Only two descriptors -fixed carbon and volatile matter reliably sufficed for HHV calculation. The goodness-of-fit of both modelling methods was comparable; however, ANN provided slightly better results for training objects than MLR. On the contrary, the predictive ability, i.e., the performance for validation data was better in MLR calculations. As is apparent from the results, the use of neural networks in this case is debatable, because it brings only minimal advantages in comparison with MLR. In conclusion, in the case of modelling linear relations, as is the estimation of HHV by proximate descriptors, the linear regression is sufficient. Moreover, MLR produces a transparent and easily reproducible algorithm. Characterization of Slovenian coal and estimation of coal heating value based on proximate analysis using regression and artificial neural networks
