Magnetic resonance imaging and spectroscopic techniques are widely used in humans both for clinical diagnostic applications and in basic research areas such as cognitive neuroimaging. In recent years, new human MR systems have become available operating at static magnetic fields of 7 T or higher (!300 MHz proton frequency). Imaging human-sized objects at such high frequencies presents several challenges including non-uniform radiofrequency fields, enhanced susceptibility artifacts, and higher radiofrequency energy deposition in the tissue. On the other side of the scale are gains in signal-tonoise or contrast-to-noise ratio that allow finer structures to be visualized and smaller physiological effects to be detected. This review presents an overview of some of the latest methodological developments in human ultra-high field MRI/MRS as well as associated clinical and scientific applications. Emphasis is given to techniques that particularly benefit from the changing physical characteristics at high magnetic fields, including susceptibility-weighted imaging and phase-contrast techniques, imaging with X-nuclei, MR spectroscopy, CEST imaging, as well as functional MRI. In addition, more general methodological developments such as parallel transmission and motion correction will be discussed that are required to leverage the full potential of higher magnetic fields, and an overview of relevant physiological considerations of human high magnetic field exposure is provided.
Introduction
Magnetic resonance imaging (MRI) is a form of nuclear magnetic resonance (NMR) that uses magnetic field gradients to generate images. In the early 1970s, Damadian published a promising report showing that the NMR characteristics of malignant tumor tissue, in particular T1 and T2 relaxation times, differed from normal tissue [1] . This led to the prospect that in some way a useful diagnostic method based on hydrogen ( 1 H) NMR might arise. The practical recording of images based on magnetic resonance was subsequently made possible by the work of Lauterbur [2] as well as Mansfield and Grannell [3] . They applied a position-dependent magnetic field (gradient) in addition to the static background magnetic field. Due to the linear dependence of the resonance frequency of the nuclear spin on the external magnetic field and with the aid of Fourier analysis, it became feasible to quickly reconstruct the spatial distribution of the spins within a slice in the form of a 2D image. For this work, which led to the birth of MRI, Lauterbur and Mansfield shared the Nobel Prize in Medicine in 2003 .
Since the introduction of MRI into clinical use in the early 1980s, this technique has developed into a widespread medical imaging method for depicting a variety of anatomical regions and answering a large range of morphological and functional questions. Within a short period, this imaging method has emerged as one of the most important diagnostic examination methods in medical imaging and continues to expand its role to this day. In a survey around the turn of the century, physicians were asked to classify the 30 most important developments in medicine in the last 25 years [4] . Number one on this list were the sectional imaging methods MRI and computed tomography (CT).
The significance of MRI in modern diagnostics is demonstrated by the ever-increasing number of imagers installed all over the world. Although MRI was not established into clinical settings until the early to mid-1980s, there are now more than 40,000 installations worldwide (8520 in the US in 2016 [5] ), most of them with a magnetic field strength of 1.5 or 3 T. MRI has become one of the most flexible tools in diagnostic imaging; in 2015 an estimated 39 million MRI examinations were conducted in the USA. The annual growth rate is around 4% since 2011 [5] , although this development is part of a general trend toward more imaging studies in the diagnosis and treatment of patients [6] .
Despite manifold technical advances in recent years, the low sensitivity of MRI remains a significant limitation. In most relevant situations for human imaging, the measurement noise is dominated by the sample and not by the measurement hardware. Thus, the most promising approach for overcoming fundamental limits in the signal-to-noise ratio (SNR) is to increase the spin polarization of the sample. This can be achieved by injecting exogenous substances that have been prepared by a number of hyperpolarization techniques [7] [8] [9] , but there is great interest in utilizing higher static magnetic fields to increase the thermal equilibrium spin polarization of the entire sample in vivo.
Although until recently 3 T was the highest clinical field strength available, higher magnetic fields up to 9.4 T have been explored under appropriate ethical permission for neuroscientific and clinical research since the late 1990s [10] [11] [12] . For the purposes of this article, we will consider any magnetic field strength !7 T to be ''ultra-high field" or UHF. The first system in this range was the 8 T system at Ohio State University in 1998 [13] , followed closely by the first 7 T system at the University of Minnesota in 1999 [14] . In the meantime, there are over 70 systems with field strengths at or above 7 T available for human research. The large majority of these systems are operating at 7 T (300 MHz Larmor proton resonant frequency), with a handful operating at 9.4 T (400 MHz proton resonant frequency). The first 7 T system with approval as a medical device entered the market in 2017 [15] , so the number of UHF systems is expected to increase even more rapidly in the coming years.
The purpose of this article is to introduce the challenges that have been encountered when applying such high magnetic fields to human MRI as well as provide an overview of some of the methodological improvements that have been achieved to address these challenges. Primarily, however, our goal is to present the promise and potential of imaging at higher magnetic fields. Given the large number of research groups with access to UHF MRI systems, there have now been numerous pilot investigations demonstrating the potential to capture extraordinary information in the context of fundamental research questions regarding healthy physiology, pathological processes, and brain function. Table 1 summarizes a variety of physical characteristics that affect MR imaging and MR spectroscopy (MRS) at high magnetic fields. In a few cases the changes in these parameters are decisively positive. In a few other cases the changes can be considered decisively negative. However, for a majority of the changes the impact depends on the goal of the underlying imaging experiment and the particular method used: in some cases the effect is beneficial, in others a hindrance. As almost any given experiment is affected by a complex interplay between multiple parameters, it is not possible to directly translate approaches from lower fields strengths without adjusting and optimizing imaging parameters and where necessary introducing new imaging hardware to achieve the full potential at UHF. Thus, it is typical that several years transpire after the introduction of a new field strength before its full impact can be appreciated.
Advantages and disadvantages of UHF MRI/MRS

SNR -sensitivity
The most striking positive change with field strength that is also most widely named when justifying the expense and effort of pursuing higher magnetic fields is SNR. The thermal equilibrium spin polarization for nuclei with spin nuclear number I is given by:
In this equation q 0 is the spin density, c the gyromagnetic ratio, h is the Planck constant divided by 2p, k is Boltzmann's constant, T is the absolute temperature, and B 0 is the polarizing static magnetic field. The equilibrium polarization depends linearly on the polarizing field. To determine the impact on SNR, it is necessary to account for the oscillating voltage that can be induced in a detector coil by the precessing magnetization as well as the frequency dependence of the noise associated with signal reception. The final result is in particular dependent on whether the noise is dominated by the Table 1 A partial overview of potential pros and cons when increasing the magnetic field strength. Note that the consequences -pro or con -may depend on technical and anatomical details. Modified and expanded from [24] . a Although for most applications T1 increases with B 0 , an increasing contribution from chemical shift anisotropy can also result in a decrease in T1 relaxation times (e.g. in 31 P MRS; cf. Section 6.1). b Although for most applications T2 decreases with B 0 , for quadrupolar nuclei T2 can also increase with field strength (cf. Section 6.1).
sample or by the system hardware. As already mentioned, the measurement noise is dominated by the sample in most situations relevant for human imaging.
For the case of sample-dominated noise, early work demonstrated that SNR increases linearly with B 0 [16, 17] . This linear increase has been experimentally confirmed for hydrogen at lower field strengths, e.g. 0.12-1.5 T [18] . One of the key assumptions made at these lower frequencies is the quasi-static approximation. Consider the full form of Ampere's law:
In the quasi-static regime, only currents in conductors J ! are taken into consideration, and displacement currents D ! are ignored [19] . In this case, no fields can detach from the sources and propagate. For lower static fields B 0 , the electrical size of typical MRrelated RF problems is considered small because of the long wavelength. The phase distribution of the fields can be assumed uniform, and effects from phase delays can be neglected. Thus, aside from a phase offset due to dielectric losses in the body tissue, the time dependency of the fields is in phase with the time dependency of the sources, e.g. the RF currents in the transmit coils, and no constructive or destructive interference associated with propagating waves occurs.
For higher static fields and, thus, higher Larmor frequencies, the electrical size increases and a transition from the quasi-stationary regime to the electromagnetic regime takes place. In the electromagnetic regime Ampère's law is extended to take into account contributions to the magnetic field associated with the displacement current density D in addition to the magnetic field linked with the electric current density in electric conductors. The displacement current density explains why electromagnetic fields can detach from sources and propagate in space under certain
conditions. An electromagnetic wave is thus formed by electric and magnetic fields interdependently produced by timedependent changes in the other type of field.
If the complete Maxwell equations are considered as is necessary at UHF, the variation of SNR with field strength becomes a complex function of object size, object shape, and object composition. In general, most derivations lead to a more than linear increase in SNR with field strength in the UHF regime above 3 T. Unfortunately, it is quite difficult to perform experimental comparisons between field strengths due to differences in radiofrequency (RF) coils and other hardware considerations. An interesting concept that provides very useful theoretical insight is ultimate intrinsic SNR (uiSNR) [20] . This calculation provides the maximum theoretically achievable SNR for a particular object sample independent of any prescribed RF coil geometry, while enforcing compatibility with Maxwell's equations. Thus, the calculation is not constrained by any practical considerations that might hamper the realization of a physical receive coil.
Initial calculations of uiSNR targeted cylinders or elliptic cylinders [20] [21] [22] , half spaces [22] , or spheres [21] . In all cases these targets were composed of a material with uniform dielectric properties. Only recently has it become feasible using numerical techniques to examine more realistic sample geometries that consider the actual shape of the human head and its composition [23] . This work indicates a field-strength dependence that varies with the position within the head. For voxels near the surface of the head, the SNR increases roughly linearly. For deeper-lying voxels, the increase is more than linear (Fig. 1 ). For voxels near the center of the head, the SNR increases roughly with a power factor B 0
x , where x is approximately 2.1; near the surface, x is only approximately 1.2 [23] . This variation is compatible with experimental observations made comparing SNR at 3 T, 7 T, and 9.4 T, where a power dependency of x = 1.65 was found [25] . An interesting finding of [23] was [23] .
that the SNR increase is also dependent on the parallel imaging acceleration factor. At higher acceleration factors, the advantage of higher field strengths is larger than for non-accelerated imaging. This can be intuitively explained by observing that the minimum achievable geometry factor of the receive coil array decreases with field strength concurrent with the increase in SNR [23] .
The increase in SNR associated with higher magnetic fields benefits almost every existing application. The elevated SNR can be invested into higher spatial resolution (cf. e.g. Section 4.2) or into higher temporal resolution in the case of dynamic processes. At 7 T, a spatial resolution of 200 mm has been achieved for applications such as time-of-flight (TOF) angiography [26] or 250 mm for whole-brain T1-weighted structural imaging [27] .
Although such improvements in existing applications are certainly promising, improved SNR can also bring new applications into the scope of feasibility for basic research or even clinical diagnostics. For practical reasons, MRI examinations involving human subjects are typically limited to a time window of about 1 h. Subjects are not willing or able to remain in the imager for significantly longer times. This constraint is particularly important in the clinical context, where patients are often older and suffering from physical ailments that limit their ability to lie still for extended times.
Among all the nuclei found in the human body that have a nonzero nuclear spin (e.g., 1 H, 13 23 Na, and 35 Cl (cf. Section 6).
CNR -specificity
For diagnostic imaging, in many cases SNR turns out not to be the most relevant parameter to characterize the ability of MRI to detect lesions of interest. A more direct measure is given by the contrast-to-noise ratio (CNR):
where S 2 is the signal within the lesion, S 1 is the signal in the surrounding healthy tissue, and noise is the noise of the acquisition. The clinical value of MRI is in large part based on the availability of several different physical parameters that can be leveraged to modify the acquired signal. Almost all clinically relevant diagnostic applications of MRI are based on the contrast produced by the different magnetic properties of hydrogen nuclei (protons) in different biochemical environments. Even if one is restricted to hydrogen, the obtained MRI signal thus depends on a large number of physical properties in the tissue [29, 30] . This makes MRI extremely versatile and is in stark contrast to other biomedical imaging methods that can primarily present only a single physical parameter of the tissue. In MRI, a wide range of morphological and functional information such as diffusion, perfusion, flow rates, temperature, magnetic susceptibility, etc. can be obtained.
Given the large number of imaging parameters that are dependent on field strength (see Table 1 ), it is possible to identify MRI applications that particularly profit from an increase in magnetic field strength because they benefit not only from the underlying increase in SNR but also from an increase in tissue contrast. A prime example is given by functional MRI (fMRI, cf. Section 9), which provides mapping of areas of cortical activation when subjects perform particular cognitive or motor tasks. Most of these studies rely on the blood-oxygen-level-dependent (BOLD) contrast [31] , which is provoked by changes in R 2 Ã relaxation related to changes in the oxygenation level of blood. The expected double benefit of higher SNR and increased sensitivity to tissue susceptibility v through changes in R 2 Ã for fMRI was actually a prime driver for pursuing UHF imagers in the early years [14, 32] . Applications that benefit from supralinear increases in CNR due to elevated susceptibility sensitivity include not only fMRI (cf. Section 9) but also susceptibility-weighted imaging (SWI) and quantitative susceptibility mapping (QSM) (cf. Section 5). Another positive example of a synergistic parameter change at higher magnetic fields is the lengthening of tissue T 1 relaxation times; the resulting enhanced background suppression benefits several techniques such as TOF (cf. Section 4.2), arterial spin labeling (ASL), and cardiac tagging.
A full discussion of each of the parameters in Table 1 is beyond the scope of this review. Nevertheless, several of them and their impact on UHF imaging will be discussed in greater detail in the following sections. Before getting into specific MR techniques and their applications, we begin with a discussion of the physiological effects of high static magnetic field exposure (cf. Section 2) followed by an introduction to parallel transmission (cf. Section 3), which is one of the most promising methodological developments to address issues with the transmit RF field that emerge at high Larmor frequencies.
Physiological considerations
Since it involves the application of only non-ionizing electromagnetic fields, MR has been considered a non-invasive modality since its first application in human subjects and animals. This does not imply that the electromagnetic fields used have no effects on living organisms, and indeed exposure limits for static magnetic, gradient, and radiofrequency fields have been established, mainly to avoid unpleasant sensory effects such as nerve stimulation and tissue damage due to RF heating. Thus, non-invasiveness stands for the absence of negative health effects or side effects outlasting the MR examination.
With regard to the three basic electromagnetic fields utilized in MRI, the most obvious difference at UHF is the higher static magnetic field. The gradient magnetic fields are comparable to those used at lower fields, and the same exposure limits apply at UHF as at lower field strengths [33, 34] . These limits are chosen to largely avoid stimulation of peripheral nerves during gradient switching [35, 36] . For RF fields, the goal is to avoid excessive heating in the electrically conducting tissue caused by the electric field. Also here, the limits are unchanged versus lower magnetic field strengths, although there are several issues that are particular to UHF that need to be considered [19] . One of the most important differences versus lower field strengths is that it is much more likely that foci of RF heating will occur due to the shorter wavelength. Thus, limits for local specific absorption rate (SAR) are considered for all transmit RF coils, and these limits are generally more constraining than the limits for whole or partial body SAR [19] . To comply with the regulatory limits, it is often necessary to adjust imaging and spectroscopic sequence parameters, for instance by lengthening the repetition time or reducing the number of acquired slices, which is one of the greatest practical challenges at UHF.
When moving to UHF, exposure to higher static magnetic fields is obviously required. Consequently, a central concern is possible physiological effects of high static magnetic fields. These include effects that may be induced by movement through the static magnetic field, which introduces a time dependency. Such effects can be categorized into transitory effects that disappear immediately or shortly after exposure and into permanent effects that have long-term negative health consequences. Obviously, the latter are of greatest concern and will be discussed in Section 2.2, but the former are also of relevance to daily system operation and will be discussed in the following section.
Vestibular and other transient effects
It has long been known that static magnetic fields can introduce transient physiological effects including dizziness, nausea, magnetophosphenes, or metallic taste [37] . The emphasis here is on the transient nature of the effects; they are expected to vanish either immediately after termination of exposure to the static magnetic field or within a relatively short period of time thereafter. A further well-known effect is distortion of the electrocardiogram when in high magnetic fields, characterized in particular by an elevated T-wave, which corresponds to the cardiac phase in which the electrically-conducting blood is being pumped at high speed through the aortic arch [38, 39] . Such electrocardiogram changes can make imaging sequences that are dependent on cardiac triggering or gating difficult to realize at UHF.
A related concern is that the blood pressure might be elevated due to the additional effort required to transport blood through the static magnetic field. Early modeling studies predicted that this effect would present a practical barrier to MRI examinations at 10 T or higher [40] . However, more accurate modeling of the magnetohydrodynamic equations that accounts for magnetic fields generated in the flowing fluid indicates that a 10 T field changes the pressure in human vasculature by less than 0.2% [38] ; multiple experimental investigations of blood pressure changes during exposure of humans or large animals to high magnetic fields have not revealed any relevant effects at field strengths up to 9.4/10.5 T [41, 42] . Any differences between exposed and non-exposed are below changes related to postural changes, e.g. between standing and lying down.
In addition to the aforementioned effects, about which there is consensus that they can be induced by exposure to UHF systems, there are ongoing investigations about transient cognitive effects. Here the literature is unclear, and there are reports of positive correlations with field exposure [43] [44] [45] as well as reports in which no correlation could be found [41, [46] [47] [48] . Mechanistically, magneticfield-associated vertigo and nausea are believed to be related to interactions with the vestibular system. Similar to motion sickness, the disturbance of the vestibular organ leads to an incongruence between sensory information being received from the vestibular, proprioceptive, and visual systems [49, 50] . Cognitive tests may thus reveal a definite effect due to the disturbance of the vestibular system [45, 51] .
When the first UHF systems became available, there were concerns that unpleasant transient effects such as vertigo and nausea might lower the willingness of subjects to undergo an examination. These effects have been studied extensively at 7 T and 9.4 T, and although the reports of side effects are higher than at lower magnetic fields, the effects do not significantly affect the acceptance of the technique [37, 52] . In a multi-center study, only 1% of participants reported that they would be unwilling to undergo a further UHF MRI examination [52] . However, the most often reported sources of discomfort were exam duration, acoustic noise, and the need to lie still, i.e. sources not directly related to the magnetic field strength [52] .
Transient effects may be more relevant to workers exposed to the magnetic field of the MRI (cf. Section 2.3). Although most occupational exposure scenarios involve magnetic fields much lower than at the isocenter of the magnet, workers performing system maintenance or cleaning the interior of the system might be exposed to very high magnetic fields. Of particular concern are possible cognitive effects. Both for patients and workers, investigations continue regarding the extent and duration of any cognitive effects. Even short-term effects might require advisories to avoid certain activities such as driving immediately after magnetic field exposure.
DNA effects
For ionizing radiation, such as X-rays, the detrimental biologic effects including long-term effects are well established and on a cellular level are often characterized by DNA damage. DNA damage includes single-base errors, single-strand breaks (SSB), and doublestrand breaks (DSB). The first two can be repaired very effectively due to the presence of the undamaged second strand. DSB, however, are more difficult to repair and can lead to cell death via apoptosis or even to cell degeneration and cancerogenesis. Free radicals (mainly OH À ) generated through the interaction of highenergy photons with tissue water are the main damage mechanism.
Established markers for the detection and visualization of DNA DSB are the c-H2AX (gamma histone 2AX) assay or formation of micronuclei. DNA DSB induction can result in post-translational modification of the histone tail, such as phosphorylation of the histone variant H2AX (c-H2AX). Due to its sensitivity, efficiency, and mechanistic relevance, this assay allows detection of individual cells and visualization of discrete c-H2AX foci [53] [54] [55] . Several different mechanisms can be involved in the formation of micronuclei. Micronuclei containing chromosome fragments may result from direct DNA DSB or conversion of DNA SSB to DSB after cell replication, or from inhibition of DNA synthesis [56] . While the current discussion about possible effects of MRI on DNA is not directly related to UHF, the B 0 field exposure does increase, and most methods require more RF energy at higher field strength. The SAR limits for RF are identical for all field strengths, albeit with higher RF frequency, i.e. higher photon quantum energy. Magnetic field gradients (slew rate and strength) are similar across field strengths. Nevertheless, most researchers and regulatory bodies may be more concerned about DNA effects at higher field strength, and thus careful consideration is indicated.
Only a few studies have examined the potential impact of MRI on DNA. The results are inconsistent and even contradictory in part. Four studies evaluated SSB or the formation of micronuclei in human blood lymphocytes with variable findings [57] [58] [59] [60] . Two out of seven studies that investigated DNA DSB before and after MRI exposure of either blood cells in vitro or of blood cells after in-vivo exposure reported increased c-H2AX staining [61] [62] [63] [64] [65] [66] [67] .
While Fichter et al. reported significant DSB increases immediately after contrast-enhanced cardiac MRI at 1.5 T, Lancellotti et al. detected no increase in DSB markers 1 and 2 h after noncontrast-enhanced cardiac MRI but did detect an increase after 2 days and 1 month. Concerns have been raised regarding the absence of positive and negative control groups in some studies and the contribution of other potential DSB-inducing factors that are difficult to control. The in-vitro and in-vivo studies with the largest subject groups, the highest field strength (up to 7 T), and inclusion of frequently exposed subjects did not find any significant changes in either c-H2AX or micronuclei formation [61, 64, 65] . In a recent publication, the authors note that this latter evidence ''may serve as a means to put an end to this controversy" and thus conclude that DNA damage induced by MRI up to a field strength of 7 T is not a relevant concern [68] .
Evidence from experimental studies can never prove the absence of an effect but only estimate lower effect limits. It is important to also perform research into potential damage mechanisms and improve our understanding of the interactions between the electromagnetic fields involved in MRI and relevant biological molecules and cells. No strong hypotheses regarding DNA damage mechanisms from exposure to low-energy electromagnetic fields have been proposed. It may be insightful to consider the energies involved in MR. On a molecular level, the photon quantum energy is most relevant for direct interaction mechanisms. While the ionization or excitation energies in molecules, such as H 2 O or DNA, are on the order of 1 eV, the RF quantum energy at 7 T (about 10 À6 eV) is 6 orders of magnitude smaller and about 10,000 times smaller than the Boltzmann thermal energy equivalent at body temperature (about 27 meV). It may be, however, that direct MRI-related induction of DNA damage does not occur at all, but that repair of continuously ongoing DNA lesions is altered through low-frequency electromagnetic fields as applied in MRI. This is speculative, and no specific altered repair mechanism has been proposed nor experimental evidence presented; on the other hand, it can equally not be excluded. From the most current scientific reports, three recent reviews [69] [70] [71] , and the recent statement from the International Commission on Non-Ionizing Radiation Protection (ICNIRP) [72] , it can be concluded that potential effects of MRI on DNA damage are very much smaller than for ionizing radiation. If such effects exist at all, they are close to the detection limit of the most sensitive methods that are currently available or similar to naturally occurring variations in DNA DSB due to everyday activities. Therefore, the current practice of performing medically indicated MR examinations for diagnostic purposes does not require reconsideration. Potential effects may be of more concern for research applications of MRI in humans, where no direct benefit for the subject is present. However, no reliable evidence exists that indicates the need to change the current practice of including research subjects into MRI studies.
Hundreds of millions of patients have been examined with MRI to date as well as tens of thousands of subjects at 7 T with an excellent safety record. For the even higher magnetic field strengths available in the future, larger studies with the statistical power to exclude even small effects may be required and may further increase our confidence in the safe application of lower field MRI.
Occupational exposure
When considering MRI examinations, typical exposure scenarios can be subdivided into clinical exposure, research exposure, and occupational exposure. Clinical exposure refers to the exposure of a human patient during an MR examination that is medically indicated. In this case, the risk-benefit ratio will be much different than for subjects who undergo a research examination for which they have no direct personal benefit. Occupational exposure for workers is particularly critical, since they also do not have a direct personal benefit from the examination, and they are likely to be exposed repeatedly over a period of years during their employment lifetime.
In the European Union, minimum standards for occupational exposure have been set for electromagnetic exposure covering a large frequency range that includes the static magnetic field, the gradient magnetic fields, and the RF fields used in MRI [73] . These exposure limits apply for workers across all sectors of the economy and are not restricted to MRI or medical diagnostic scenarios. They equally apply for the radiation technologists performing the examinations, physicians, cleaning personnel, service personnel from the imager manufacturer, and any other workers who may be in the examination room during an active examination or at other times when only the static magnetic field is on.
At UHF, the only significant exposure change is the static magnetic field, as the regulatory limits for gradient magnetic field and RF exposure remain unchanged at higher magnetic field strength. The EU Electromagnetic Field Directive [73] prescribes the following upper limits for static magnetic field exposure: 2 T for normal working conditions, 8 T for localized exposure of the limbs, and 8 T for controlled working conditions. For all work procedures that do not involve approaching the opening of the magnet or reaching into the bore of the magnet, it is straightforward to demonstrate compliance. For some service and maintenance tasks or for cleaning the inside of the magnet bore, these limits may become relevant, requiring special documentation of work procedures to avoid overexposure. The directive additionally provides a derogation permitting even higher exposure than the above limits in the case of MRI-related work procedures if particular prerequisites are fulfilled.
It should be noted that the limits of the aforementioned directive were chosen to address possible short-term effects of occupational exposure. The directive explicitly ''does not address suggested long-term effects of exposure to electromagnetic fields, since there is currently no well-established scientific evidence of a causal relationship" [73] .
Parallel transmission
Technical aspects
A major challenge on the path to clinical UHF MRI is to cope with the spatial magnitude and phase variations of the magnetic (B 1 + ) and electric (E) field components of the transmitter RF fields. over the whole brain and thus enable a large range of applications in the head at 7 T. Although similar approaches exist for the body, a single-channel RF coil that allows for high-quality imaging of different organs with varying location and size currently does not exist and therefore other techniques are needed. This is one of the reasons why the progress in UHF body MRI has been fairly slow compared to progress in UHF head imaging. A promising route for body imaging as well as for further enhanced image quality in the head is the use of multi-Txchannel coils with typically 8 but also 16 or more transmitting channels. Such coils allow for transmitting N independent RF pulses on the N Tx channels, a method that is termed parallel transmission (pTx) [74] [75] [76] . It is the complex superposition ;n ðr; tÞ generated by the N coil elements with transmit sensitivity S n ðrÞ driven by RF pulses b n ðtÞ that determines the interaction with the magnetization; therefore, modifying b n ðtÞ can be used to achieve spatiotemporal steering of the resulting B 1 + fields. In practice, two different approaches are applied: static pTx, often also termed ''B 1 + shimming", and dynamic pTx.
In B 1 + shimming [16] the RF pulse of each channel b n ðtÞ ¼ w n Á bðtÞ consists of a shared, channel-independent RF pulse shape bðtÞ, such as a sinc-shaped pulse, weighted by a timeindependent amplitude and phase term w n ¼ a n e i/ n . In the case of a fixed amplitude a n ¼ a, the term ''B 1 + phase shimming" is often used. Thus, the spatiotemporal field B are needed, which is advantageous as the relative maps can be quickly acquired within a few seconds with high quality. For conventional, non-adiabatic RF pulses, the B 1 + shim set does not affect the properties of the pulse such as the slice selectivity or the bandwidth, and B 1 + shimming can be applied independently without modifications of the sequence itself. In some cases, different shim settings w n are required for different RF pulses within the same pulse sequence (excitation, refocusing, inversion, saturation, and others), for example when they target different ROIs or when different requirements in terms of homogeneity or efficiency exist. Here, the shim set remains constant during a given RF pulse, but it is toggled between pulses. This technique is sometimes termed ''dynamic B 1 + shimming" [78] , but it
should not be confused with dynamic pTx. In contrast to static pTx, the RF pulses in dynamic pTx do not share a common pulse shape bðtÞ. Here, either the weights w n change over the course of an RF pulse or N entirely independent RF pulses b n ðtÞ are applied to the system. Furthermore, the goal in dynamic pTx is not to manipulate the resulting B 1 + field but the resulting flip angle. The flip angle, however, which is described by the Bloch equations, depends on the applied B 1 + field, the local B 0 field, as well as the gradient trajectory that is switched over the course of the excitation. A burden for RF pulse design is given by the non-linearity of the Bloch equation, which can be addressed for small flip angles by applying the small-tip-angle approximation (STA). In this case, the excitation profile can be described by a Fourier transform of the weighted gradient trajectory, as demonstrated by Pauly et al. [79] . The formulation has been extended for the pTx case in the ''spatial domain method" [80] , which serves as the basis for many RF pulse designs that are described in more detail in [81] . In pTx, not only are the N RF pulse shapes b n ðtÞ typically optimized during the design process, but also the gradient trajectory G(t).
Furthermore, the pulse design typically considers maps of the local static magnetic field B 0 that are measured in vivo at the beginning of each session. In practice, dynamic pTx is applied for global (nonselective) excitation, for slice or slab-selective excitation, and for 2D or 3D local excitation. ''pTx spokes RF pulses" [82, 83] are a frequently-used technique for slice-selective dynamic pTx (Fig. 2) . Here, the RF pulse consists of a train of S slice-selective sub-pulses (spokes), e.g. sinc pulses, including their slice-selection gradients; for each of the sub-pulses a different shim set w s (s = 1..S) is applied that remains constant during the sub-pulse but changes between sub-pulses. In addition to the slice-selection gradients that can be played out either in monopolar or bipolar fashion, small gradient blips are played out between sub-pulses typically orthogonal to the sliceselection direction. As a result, the excitation k-space trajectory consists of several spokes in the k z direction that are distributed in the k x k y -plane.
The spokes RF pulse train is inherently slice selective, independent of w s and the gradient blips, which has the substantial practical advantage that the acquisition of 2D B 1 + maps (and corresponding 2D B 0 maps) covering the slice of interest is sufficient for the RF pulse design. During the optimization process, optimal values for the different w s as well as for the spokes locations in the k x k y -plane are found that, for example, maximize the flip angle homogeneity within a target region of the slice.
Spokes pulses were used initially in combination with a singleTx (N = 1) system [82] and then later extended to parallel transmission at UHF [83] . The optimal number of spokes depends on the number of transmit channels, the target size, the field strength, on the desired excitation fidelity, and on other parameters, with practical values typically ranging between 2 and 4 spokes. In practice, either the RF pulse duration increases with the number of spokes and/or the gradients must be switched more rapidly, which can impact the excitation fidelity. For spokes as for other dynamic pTx techniques, a precise synchronization between the RF pulses and gradients is needed, which may require additional calibration steps [84, 85] . Spoke pulses are not restricted to 2D slice selection; they have also been applied to 3D slab-selective excitations, where the optimization in addition addressed flip angle variations in the slab direction.
Spoke pulses have been combined with simultaneous multislice imaging (SMS), also termed ''multiband imaging" [86] [87] [88] [89] . Here, multiple slices are excited simultaneously and the images of the individual slices are reconstructed from an aliased image of all slices through knowledge of the sensitivity patterns of multiple receiving coils. pTx allows optimization of slice-specific pTx RF pulses, which are subsequently summed up for simultaneous imaging of all slices [89] . A comprehensive summary of different SMS techniques, including pTx, is provided by [88] .
Another class of relevant dynamic pTx RF pulses are the so-called ''kt-points pulses" [90] that allow for homogeneous 3D excitations. The principle of kt-points pulses is similar to spokes pulses (see Fig. 2 ). The train of slice-selective RF pulses is replaced by non-selective, rectangular pulses that are applied without concurrent switching of a gradient. The gradient blips between the rectangular pulses can occur in all three spatial directions, which results in a 3D excitation where RF energy is deposited at distinct positions in excitation k-space. As for the spokes RF pulses, the combination of different shim settings w for each kt-point as well as the gradient switching is used to achieve a homogeneous flip angle. kt-points are typically applied for whole-brain imaging, and an increasing number of kt-points typically improves the excitation fidelity. Practical numbers range between 3 and 5 for the head.
A drawback of this method is that the RF pulse design requires B 1 + maps of the entire 3D region with sufficient coverage, which can be time-consuming. Therefore, a recent study has investigated the use of ''universal" kt-pulses [91] that were designed based on the B 1 + maps of six subjects; subsequently, such pulses were successfully applied in six different subjects not used for the pulse optimization without acquiring additional calibration data. This approach has high potential for clinical UHF imaging, as it substantially reduces the time for calibration and does not require online RF pulse design. A third major class of dynamic pTx pulses are 2D or 3D spatially-selective pTx RF pulses that are used, for example, for localized excitation. Similar to slice-selective pulses (1D), the 2D/3D selective pulses restrict the field of excitation (FOX), but in two or three dimensions. Often the FOX is given by a bar, a cylinder, or a cube, but also a complex-shaped 3D FOX can be realized that specifically excites a given structure. In principle, such techniques are also feasible using a single-channel transmit system [79] . However, such complex excitation patterns require fairly long gradient trajectories, and parallel transmission with multiple channels can be used to undersample the excitation k-space while maintaining excitation fidelity. This technique, termed ''transmit SENSE" [75] , was actually one of the first dynamic pTx applications.
The RF pulse shapes and gradient switching of transmit SENSE pulses differ from kt-points and spokes pulses in that no common RF waveform b(t) can be defined, even for subsections of the RF pulse. Also, the optimization problem is often more complex. For spokes RF pulses and kt-points pulses, each spoke and kt-point is typically treated as an instantaneous, zero-duration pulse during the optimization; thus, N spokes (N kt-points) are represented in time by only N sample points, with dwell times between the sample points of several hundreds of microseconds. This is different from transmit SENSE where the entire RF and gradient waveforms are sampled on a fine raster with dwell times of a few microseconds. As a result, the number of sample points can be two or three orders of magnitude larger than for spokes. Gradient trajectories for such applications typically include 2D and 3D spirals of various forms, 3D shells, or other complex trajectories [92] .
Localized excitations are beneficial for MR imaging purposes, as they allow for restricting the field of view to the FOX and thus reducing the number of k-space lines. The gain in acquisition time can then be invested into increasing the resolution, if SNR permits. It should be noted that all local excitations will excite magnetization outside the intended FOX to some degree. From an application point of view it is often more relevant to minimize the residual signal outside the intended FOX than optimize the homogeneity within the FOX, because any residual signal will alias into the field of view. Furthermore, for many imaging applications the excitation of 2D geometries such as bars or cylinders is often sufficient, as the third dimension can coincide with the readout direction. For spectroscopy, however, 3D-shaped excitations are of high interest, as they allow for quantification of metabolites within a given region only.
All parallel transmission techniques require 2D or 3D transmit sensitivity maps of the individual channels that can be obtained with various flip angle mapping or B 1 + mapping techniques. Prominent methods are the magnitude-based actual flip angle (AFI) technique [93] , originally a 3D technique that has been adapted to 2D mapping [94] ; the DREAM method [95] , a fast, magnitude-based 2D technique; or the 2D phase-based Bloch-Siegert shift method [96] . Spokes or other slice-selective pTx methods require at least a 2D B 1 + map, while 3D or localized pTx methods require 3D B 1 + maps. In addition, maps of the local static magnetic field B 0 are typically acquired and included in the RF pulse design. So far, only challenges that result from the magnetic component of the transmit RF field have been regarded. In addition, the electric field as well as the associated specific absorption rates, defined as
(r: conductivity; q the mass density of the tissue) and used as a measure for the RF power deposited in the tissue, cause substantial problems at UHF as already mentioned in Section 2. Not only does the required RF power increase with field strength, but also SAR becomes increasingly spatially heterogeneous, forming local areas of high SAR values (''hot spots") at UHF. As the absorbed power is transformed into heat, the transmitted RF increases the general body temperature and too high local SAR values can potentially cause local tissue damage. To ensure patient safety, the maximum temperature increase as well as maximum local and global SAR values are limited according to international guidelines [33] .
In practice, the SAR limits often require workarounds such as stretching the RF pulses in time, lowering the flip angle, or lengthening the repetition time. However, the global SAR, the peak 10 gaveraged local SAR, the transmit power as well as the temperature increase can be constrained during RF pulse design [97] . Although research is being done to derive SAR and temperature from MRI measurements, at present the electric field components, the SAR, and the temperature are obtained from numerical electromagnetic simulations using a virtual coil and a virtual human body model. SAR and temperature are then provided in matrices or compressed matrices [98] that can be included into the RF pulse design. Thus, such pulse design methods combine measured sensitivity maps with simulated SAR or temperature constraints; therefore, it is essential that the simulation matches the real experiment to reasonable accuracy [19] .
It should be noted that the preceding paragraphs cover only a portion of current pTx techniques. Further techniques as well as various optimization algorithms exist, the coverage of which is beyond the scope of this article. However, the reader is referred to a more comprehensive review paper on parallel transmission by Padormo et al. [81] .
Applications
Although the concept of pTx has existed for about 15 years, the transition of pTx into in-vivo studies or ultimately into clinical routine is still fairly slow. Some state-of-the-art 3 T systems now include a pTx system with 2 transmit channels, typically used for body applications, which promotes the application of pTx at high field [99] . At UHF, which will be the focus in the following, pTx is still mostly a research tool, although UHF systems are often equipped with 8 Tx channels and a few even with 16 or 32 Tx channels. The majority of applications at UHF have so far targeted the human head, although parallel transmission techniques are no less essential in body applications, undoubtedly even more so due to the dimensions of the body compared to the head. In the head, however, respiratory or cardiac motion can be disregarded when investigating novel pTx techniques, which otherwise would add another level of complexity to the MR sequence, the MR acquisition, and potentially to the RF pulse design.
Despite progress in single-Tx-channel UHF RF head coil design and transmit performance that has enabled the acquisition of high-quality 7 T head images without substantial B 1 + dropouts, the use of pTx for UHF brain imaging has been shown to be highly beneficial for a large range of applications. [114] [115] [116] [117] [118] [119] were among the first applications in the body. For MRS, B 1 + shimming is required [120] , and in all cases shim settings enforcing high transmit efficiency were applied, which is facilitated by the limited size of the prostate. B 1 + shimming has further been applied to cardiac MRI [121] as well as to aortic flow imaging [122, 123] using different shimming approaches. A practical challenge in cardiac MRI is given by cardiac and respiratory motion, the effects of which increase with field strength to a certain extent. The detection of and synchronization with cardiac motion is difficult at 7 T due to the magnetohydrodynamic effect [39] that affects heart beat detection by an ECG (cf. Section 2.1), and respiratory motion detection is difficult due to heterogeneous B 1 + magnitudes that potentially affect respiration navigators. Such issues have been addressed e.g. by using an acoustic cardiac triggering system [124] or by applying dynamic RF shimming with dedicated shims for the navigators [123] . Other approaches have investigated the possibility to detect such motions by analyzing modulations of the RF scattering matrix while using dedicated RF shim sets [125] . It has further been demonstrated that respiratory motion also affects the B 1 + field and therefore may impact B 1 + shimming results [126] . Other targets of body MR with B 1 + shimming are the liver and kidneys [78, [127] [128] [129] [130] [131] [132] [133] . Both are organs that are intrinsically more difficult to shim than the prostate or heart due to their size and geometry. B 1 + shimming has further been applied at 7 T to unilateral [134, 135] and bilateral [136, 137] hip imaging, to imaging of the shoulder [138] , to spine imaging [139] and to breast imaging [140] , among others. Some applications require the use of dynamic shimming techniques to switch the shim setting within the sequence. Dynamic shimming has been applied, for example, in MRS [100, 104] to toggle between shims for excitation and saturation, or in the body to toggle between inversion and excitation [78] .
The TIAMO technique [77] has been widely applied, which merges typically two images of the same target obtained with different, complementary shim sets. The reconstructed images yield sufficient signal homogeneity at 7 T even in large-sized abdominal targets [128, 129, 141] , in the extremities [142, 143] , or in the brain at 9.4 T [144] . In another study TIAMO enabled the identification of lymph nodes over a large pelvic region [145] . An example of applying TIAMO to a large region is highlighted in Fig. 3 , for which a 32-Tx-channel prototype body coil was used.
Although dynamic pTx using slice-selective spokes RF pulses achieves improved flip angle homogeneity within the slice compared to B 1 + -shimmed slice-selective excitations, such RF pulses so far have been applied infrequently at UHF compared to B 1 + shimming. However, their potential has been investigated and demonstrated in vivo at 7 T in various forms and even at 9.4 T. Most applications target the human brain [83, 103, [147] [148] [149] [150] , but also body applications have been investigated, such as liver [133] and cardiac MRI [151] as illustrated in Fig. 4 . Furthermore, nonselective excitations using kt-points [90, 152] or spiral nonselective (SPINS) pulses [153] targeting the human brain have been investigated, also at 9.4 T [81, 154] . An example is shown in Fig. 5 for homogeneous kt-points excitations at 9.4 T applied to echo-planar imaging. Particularly in fast T1-weighted and T2-weighted imaging sequences, such as turbo spin echo (TSE), the interplay between different pulses (excitation, refocusing, inversion) becomes important, as this affects the final signal. Different strategies have been realized to optimize the signal for such sequences [155] [156] [157] [158] , for example by using the spatially resolved extended phase graph technique [159] .
2D or 3D spatially-selective pTx RF pulses are of high interest for UHF applications, as they allow for a reduction in the acquisition time while obtaining high spatial resolution, and reductions in SNR are counteracted by the ultra-high field. Such RF pulses are the subject of current research in imaging [92, 160, 161] and spectroscopy [162, 163] .
The combination of efficient algorithms and the computational speed of current CPUs nowadays enables online calculation of patient-specific pTx RF pulses within seconds, even for advanced sequences. This capability allows for optimal signal and contrast for each individual patient, while reducing SAR, but it also requires the calibration and calculation framework to be fully embedded into the scanner's system architecture for optimal workflow and minimal calibration time. Therefore, from a clinical perspective, the use of universal pulses [91, 164] is interesting, as patientspecific calibration scans are no longer needed, and thus scan and examination time are saved. An example of kt-points universal pulses in comparison to a CP mode excitation is shown in Fig. 6 for T2-weighted imaging of the human brain at 7 T [165] . Another recent approach at UHF, termed ''plug-and-play MRF" [166] , is based on the MR fingerprinting technique [167] that is used to simultaneously quantify multiple tissue-specific parameters such as MR relaxation times. In this case, the method does not require homogeneous B 1 + or flip angles distributions. Instead, different heterogeneous B 1 + distributions are generated and applied, which are then quantified alongside the tissue parameters of interest. The preceding paragraphs demonstrate that a large range of techniques exists to address and overcome the challenges in UHF imaging and spectroscopy that are associated with the short RF wavelength. Independent of the technique used and the type of UHF application, some sort of manipulation of the spatial distribution of the B 1 + field is required at UHF, especially for body imaging as well as for upcoming systems with field strengths beyond 10 T.
High-resolution imaging and motion correction
Technical aspects
For gradient-based image encoding, MRI raw data are acquired sequentially. Therefore, despite dramatic advances in RF-coilbased encoding (parallel imaging) [168] , MRI remains a relatively slow modality, in particular for acquisitions with high spatial resolution. Imaging with higher spatial resolution is one of the driving forces for higher magnetic field MRI in the attempt to close the gap between in-vivo imaging and invasive microscopy. Even with increased SNR at UHF, imaging times for very high resolution are long, and thus motion sensitivity is high for two reasons: (i) motion is more likely to occur during long acquisitions and (ii) measurements become more motion sensitive for smaller imaging voxels. Even sub-voxel motion can lead to imaging artifacts due to inconsistency in the acquired k-space data.
Motion has been an archenemy of MRI since its invention, and attempts to avoid or correct for motion are as old as the technique itself. In clinical MRI, the consequences of motion-related imaging artifacts are dramatic, with frequent need for repeat examinations and potential for missed pathologies [169] . Many methods have been proposed to detect and correct patient motion and related imaging artifacts. They can be categorized by the motion detection modality and the correction approach. Detection can be based on MR itself using either additional navigator data (1D or 2D projections) [170] [171] [172] [173] , motion tracking images (either 2D images or 3D volumes) [174, 175] , or redundant k-space trajectories that allow self-navigation [176, 177] . Alternatively, external motion tracking systems employing additional hardware can be used to detect motion independent of the MRI acquisition, e.g. through optical methods [178] [179] [180] [181] [182] or by attaching small RF coils to the object [183, 184] . Such motion information can be used to discard and repeat acquisition steps, correct the MR raw data retrospectively during the reconstruction, or modify the MR sequence to prospectively adapt the imaging volume to the motion, thus requiring no further modification of the reconstruction.
A number of reviews have recently described these possibilities in more detail [185] [186] [187] [188] . Of these many methods, only few have become commercially available and are used frequently in clinical diagnosis. Mainly self-navigated acquisitions (PROPELLER [periodically rotated overlapping parallel lines with enhanced reconstruction], BLADE), 1D navigator methods, and, more recently, volume navigators are applied clinically.
The above-mentioned methods are successful in removing or avoiding artifacts due to motion of non-compliant patients. For very high spatial resolution imaging at high field strength, however, involuntary motion even in very cooperative subjects can degrade the effective resolution even though major motion artifacts may not be obvious. It has been shown that the requirements to hold still and thus the accuracy of motion correction approaches has to be approximately 5-times smaller than the voxel dimensions [189] . In high-resolution imaging with a resolution of a few 100 mm, motion related to breathing or the cardiac cycle will thus become relevant and is not avoidable in vivo. In brain imaging, the main target of current UHF studies, breathing causes motion of up to 1 mm and the cardiac pulse wave impulse leads to more than 100 mm of head displacement [179] . Thus, even in perfectly cooperative subjects physiological motion will degrade very high resolution acquisitions. This has been termed the biological resolution limit that has to be overcome to fully exploit the imaging capabilities of high-field MRI and approach the nominal acquisition resolution.
Many of the above-mentioned motion correction approaches have not been applied to very high resolution imaging at 7 T and above, most likely due to insufficient accuracy and precision in motion detection or a lack of UHF availability. For very high resolution brain imaging at 7 T and above, optical detection methods and fat-based volume navigators have been successfully demonstrated. Gallichan et al. have developed so called 3D FatNavs and successfully applied them to high-resolution imaging at 7 T [190] . This extension of the volume navigator approach exploits the fat signal for navigator acquisition only. The acquisition of the sparse fat signal can be highly accelerated, yet still needs about 1 s acquisition time per update, thus limiting the temporal resolution of positional information and potentially increasing the scan time. The fat-only excitation has very little influence on the water magnetization, reducing the interaction between navigator and imaging module. The motion information is used during reconstruction to correct for motion-induced changes in the raw data based on a rigid body model (translation and rotation). This method does not require any additional hardware and is mainly targeted to correct for slow positional drifts.
A different approach is taken by Stucht et al. [26] , who applied an optical pose tracking system to determine motion with a very high update rate (up to 86 Hz) and high precision (down to 10 mm). The Moiré phase tracking principle of the system can achieve this tracking performance with a single camera and a single structured target, which does, however, require additional hardware and fixation of a marker to the anatomy of interest. For brain imaging in a confined head coil, the authors mounted the target to an individually produced mouthpiece to ensure ''rigid" connection to the brain. While this approach requires more effort and is less comfortable for the subject compared to FatNavs, the tracking data are of very high quality, and tracking does not interfere with any measurement sequence. The accuracy of the system is mainly limited by the rigidity of the marker mounting. The pose data are available during the scan and used to prospectively adjust the imaging volume to follow the subject motion. Therefore, the raw data are consistent despite subject motion, and no modification of the reconstruction software is required.
An alternative optical system for motion tracking at 7 T has been presented by Schulz et al. [181] . This system employed three cameras and three optical markers to detect rigid body motion. The development has been discontinued, however.
Due to image hardware imperfections of MRI systems, the motion of rigid objects leads not just to a shift and rotation of the images; geometric distortions due to gradient non-linearity, magnetic field variations, and RF coil sensitivity profiles all change relative to the object upon motion. Such effects violate the rigid motion assumption and cannot be corrected by prospective field of view adjustment. Further correction of residual effects has been proposed by Yarach et al. using an iterative solution of a forward signal model that includes these known motion-related image variations [191, 192] .
Applications
At lower field strength, many publications have presented motion correction methods and compared acquisitions with and without data correction in the presence of deliberate (large) motion. These tests demonstrate the methods' potential for uncooperative subjects (although with highly artificial motion patterns). In very high resolution brain imaging of cooperative subjects at high field, involuntary motion may result in minor image quality degradation that is largely unnoticed in the absence of an artifact-free reference.
For high-resolution imaging, 3D FatNavs with an acquisition time of a little over 1 s and imaging have been interleaved to result in positional data with an update rate between 2.7 and 7.6 s [193] . In MP2RAGE and TSE, the navigator module exploits the ''unused" recovery time, while in 3D GRE the acquisition is prolonged by about 16%. The authors present high-resolution 3D data of a single subject with 350-380 mm resolution with acquisition times of 42-124 min (one or two sessions per contrast). The subject did not move intentionally and the RMS displacement was below 1 mm for all scans. Although the uncorrected images are already of high quality, the correction improved the sharpness of many small structures. This study proves that even in highly cooperative subjects with motion well below the ''tolerable limit" (e.g. as used in fMRI studies), motion correction can visually improve the image quality.
Stucht et al. [26] have presented very high resolution human brain data using prospective optical motion correction. In the comparison of 3D MPRAGE with 440-mm resolution and 2D GRE with 250-mm in-plane resolution and 2-mm slice thickness, the results confirm the findings of Federau et al. that motion correction can increase the sharpness of structures and SNR even in highly cooperative subjects for high-resolution acquisitions. They also present some of the highest resolution in-vivo data acquired to date: 2D GRE with 120-mm in-plane resolution and 600-mm slice thickness and 3D time-of-flight angiography with 200-mm isotropic resolution. Due to the prospective nature of the correction, an uncorrected version of the acquisitions is not readily available and requires a second acquisition or creation of a virtual uncorrected image by means of undoing the correction retrospectively [194] .
Mattern et al. applied prospective optical motion correction to high-resolution time-of-flight angiography and systematically determined the benefit over uncorrected scans [195] (Fig. 7) . With 250-mm isotropic resolution, the correction showed clear improvement in 8 out of 11 subjects that were instructed to hold as still as possible. The corrected images of the remaining 3 subjects were equivalent to the uncorrected images and did not show any degradation that might potentially be introduced due to instability in the correction. In addition, this work presents the highest resolution time-of-flight angiography to date with an isotropic resolution of 150 mm, albeit with an excessively long scan time of 2 h 14 m. The further improved resolution increased the visibility of very small vessels, and with a voxel volume of only 3 nl represents perhaps the highest resolution in-vivo human brain angiogram from any imaging modality.
Perhaps the most extreme application of prospective motion correction at 7 T has been presented by Lüsebrink et al. [27] , who acquired full brain MPRAGE data with an isotropic resolution of 250 mm and made the raw and image data fully available. This acquisition is limited by low SNR and thus multiple acquisitions were necessary to achieve sufficient SNR. Optical tracking and a marker reproducibly fixed to the teeth via a mouthpiece allowed for data acquisition over multiple sessions in a total imaging time of about 7 h. Similar to the previously mentioned work, this paper also shows the benefit of motion correction at a lower resolution of 450 mm in a subject without intentional motion. At the highest resolution of a full brain in-vivo scan to date, the data show exquisite detail of many structures such as the fine line of the dura mater, the intricate structure of the hippocampus and striate bodies, or the fine detail of the cerebellar folia. Fig. 8 is merged from data with different resolution. In each of the three sub-images, the right part shows 1 mm, the left part 0.5 mm, and the center part 0.25 mm resolution.
5. Susceptibility-weighted imaging, phase contrast, and quantitative susceptibility mapping
Technical aspects and contrast mechanisms
Both susceptibility-weighted imaging (SWI) [196] and quantitative susceptibility mapping (QSM) [197] [198] [199] use phase information. In SWI, magnitude images and information derived from phase images are combined, and the phase information is used to enhance magnitude contrast by multiplication with a mask derived from the filtered phase images. To generate susceptibility maps, on the other hand, filtered MR phase is deconvolved with a dipole kernel to obtain local information on tissue susceptibility from non-local field perturbations observed in phase images. In QSM, the magnitude data are only needed as additional information to generate a brain mask or for regularization purposes. Moreover, MR phase itself has been shown to provide additional and somewhat complementary information to the magnitude of the MR signal [200, 201] . Therefore, the benefits and challenges of ultra-high field strengths for imaging MR signal phase are most relevant in this section.
Contrast mechanisms, microstructure, and orientation dependence
As phase changes that originate from susceptibility changes are directly proportional to the applied field strength and echo time, D/ ¼ ÀcvB 0 TE, phase imaging at UHF benefits from larger phase effects (Fig. 9 ) and the achievable contrast-to-noise ratio increases with field strength [201] . Moreover, spin dephasing at UHF is faster compared to lower field [202] , leading to large signal dropouts in SWI in the vicinity of structures with largely different susceptibilities compared to their surrounding tissues, such as deoxygenated blood in veins, hemosiderin and methemoglobin in hemorrhage, or iron-rich brain nuclei. Such structures and tissues are shown as hypointense in GRE magnitude data as well as in SWI regardless of whether they are diamagnetic or paramagnetic, which is in contrast to phase imaging and QSM, where diamagnetic and paramagnetic substances can be differentiated and quantified. Large signal drop-outs can be more problematic at UHF compared to lower field strengths, and can be a source of artifacts as in the case of air-tissue interfaces, for example in the region of the paranasal sinuses. Moreover, it should also be considered that non-local phase effects in SWI and phase images depend on the geometry of the susceptibility source; the information mapped in QSM is more tissue specific and provides information on the actual tissue susceptibility rather than on the magnetic field perturbation it causes.
In the brain, iron and myelin are fundamental to the susceptibility contrast mechanisms. Phase contrast in white matter (WM) has been attributed to myelinated fiber bundles, whereas in gray matter (GM) the layer structure of the cortex [201] and iron content are presumed to influence MR phase [203] . Only a very weak correlation was shown between iron concentration in WM and susceptibility, in contrast to deep GM structures where this correlation was strong [204] . Exploiting the high CNR and the high spatial resolution achievable when using UHF MRI, additional underlying principles of phase contrast and its consequences for SWI and QSM have been explored. These ongoing investigations include the effects of microstructure [205] , anisotropic susceptibility [206] [207] [208] [209] [210] , and chemical exchange [211] . Zhong et al. [211] reported a phase difference between GM and WM of 0.01 ppm (Fig. 9) , which was attributed to chemical exchange between water and macromolecule protons. Comparing measurements of ex-vivo optic nerve at different orientations with respect to B 0 and simulations, WM frequency variations were found that could not be explained by bulk susceptibility effects or anisotropic susceptibility, but were postulated to be a microstructure-related effect [205] . The echo-time-dependent susceptibility contrast of some GM structures studied using a three-compartment model suggests that the echo-time-dependent susceptibility evolution could provide information on cytoarchitecture [212] . Marques et al. [213] showed maps of cortical layers using quantitative susceptibility mapping, R Ã 2 , and R 1 , and could visualize different Brodmann areas that are related to the cytoarchitectural organization of the cortex.
Data acquisition
The standard acquisition technique for both SWI and QSM is a Cartesian 3D spoiled single-or multi-echo gradient-echo (GRE) sequence, which allows for spatially highly resolved imaging, especially at UHF due to higher SNR [12, 17] . QSM particularly benefits from UHF MRI, since noise in the MR phase is amplified when calculating susceptibility maps due to the ill-posedness of the dipole inversion [214] . At 7 T, in-plane resolution of near 0.2 Â 0.2 mm 2 has been achieved in in-vivo human brain measurements of MR signal phase [201, 215] . For higher resolution, measurement time might be a limiting factor as well as motion if it is not compensated (cf. Section 4). GRE acquisitions for the generation of susceptibility maps preferably use isotropic resolution, whereas for SWI nonisotropic resolution is beneficial, especially to obtain good vessel contrast [216] . The use of an echo time between T Ã 2 =2 and T Ã 2 of the structure of interest is recommended for SWI and QSM [197] . Therefore, due to larger phase shifts and faster dephasing (shorter T Ã 2 relaxation times compared to lower field strengths), UHF allows for the use of shorter echo times and in turn shorter repetition times, resulting in shorter scan times. This saved time can be used to acquire images with higher spatial resolution.
Recently, 3D Wave-CAIPI [217] (controlled aliasing in parallel imaging) or non-Cartesian planes-on-a-paddlewheel EPI [218] have been proposed for highly accelerated QSM at UHF. Moreover, standard MR phase signal from GRE acquisitions with parameters optimized for SWI or QSM are relatively insensitive to B 1 Fig. 9 . Phase images at 1.5 T, 3 T, and 7 T normalized by field strength and echo time with an isotropic resolution of 0.8 mm. GM/WM contrast is best at 7 T, whereas the noise is highest at 1.5 T. A cortical profile in the parietal lobe shows similar behavior for all field strength, and phase offsets between gray and white matter are visible. Reproduced from [211] .
inhomogeneities [200] , and SAR depositions are low due to the small flip angles (5-20°) that are generally used, rendering phase imaging, SWI, and QSM ideally suited to UHF MRI.
Data processing
At UHF, phase processing is complicated by the fact that no volume coils are available to which coil sensitivities can be referenced and that receiver phase offset variation in the brain exceeds 2p due to the shorter RF wavelength, resulting in more severely wrapped phase compared to lower field strengths. Coil combination techniques for single-echo GRE data often require a reference scan at lower resolution. An overview of coil combination and phase unwrapping algorithms is given in [219] . Algorithms for background field removal [220] and dipole field inversion for QSM [221] [222] [223] [224] [225] can be applied to data acquired at both clinical and UHF strengths without modifications.
Applications
5.2.1. Brain anatomy 5.2.1.1. Normal brain. High spatial resolution and high contrast in SWI, MR phase, and QSM provided by UHF MRI enable the delineation of various brain structures that were previously difficult to define using conventional MRI. At 7 T, the subthalamic nucleus can clearly be differentiated from the substantia nigra in SWI [226] and QSM [227] , substructures of the red nucleus are visible, and the globus pallidus internus and the globus pallidus externus [226] as well as the cerebellar nuclei and their substructures [228] can be clearly defined using SWI. QSM also provides excellent visualization of the basal ganglia and their substructures [229, 230] (Fig. 10) as well as the brainstem [231] comparable with a histology stain.
Neurodegenerative diseases.
Changes in brain anatomy visualized by QSM have been reported for the substantia nigra during the course of Parkinson's disease [233] . SWI and QSM at UHF may provide the contrast and precision required for MRI-guided treatment strategies such as deep brain stimulation [226, 234] .
Vessel imaging, oxygenation
When arterial blood travels through the capillary system of the brain, oxyhemoglobin becomes partially deoxygenated, its magnetic susceptibility changes from diamagnetic to paramagnetic [235] , and its T Ã 2 relaxation time decreases [236] . Deistung et al. [216] simulated the MR signal magnitude and phase of a voxel containing a vein and gray or white matter, and calculated the contrast between vein and GM/WM in GRE magnitude and phase images as well as in SWI. Signal changes in magnitude and phase as well as contrast in magnitude and SWI at 7 T were superior to those at lower field strength, and the maximal contrast was achieved at much shorter echo times (Fig. 11) . As a change in blood oxygenation is directly related to a change in the susceptibility of blood, QSM can be used to track changes in blood oxygenation [235, 237] . The high spatial resolution available with UHF MRI enables an assessment of the susceptibility within vessels.
Normal brain.
In [238] , using an automated vessel segmentation algorithm based on SWI, QSM, and R Ã 2 measurements, vascular trees with total length of 28.5 m ± 5.6 m at 7 T compared to 21.3 m ± 3.0 m at 3 T and 14.8 m ± 1.5 m at 1.5 T were measured. Consequently, UHF MRI enabled the visualization and segmentation of much finer vessels (Fig. 12) . The microvenous anatomy of the hippocampus has been imaged [239] as well as the venous network of the dentate nucleus using SWI [240] . [241] or QSM [242] at UHF could be an interesting extension of functional MRI (cf. Section 9), as the effect of susceptibilityrelated blood oxygenation changes can be mapped more directly using QSM compared to the BOLD effect observed in the magnitude images, though stronger orientation dependence could be a pitfall. For this purpose, UHF would be particularly useful due to its high CNR in the phase images.
Functional MRI. Investigating brain activation based on SWI
5.2.2.3.
Microbleeds, hemorrhage, and malformations. SWI and QSM are sensitive to hemorrhage due to the strongly paramagnetic susceptibility shown by deoxygenated blood and its byproducts (hemosiderin, methemoglobin). In a simulation study, MR magnitude and phase for a field strength of 7 T were shown to detect more voxels of cerebral microbleeds than magnitude and phase at 1.5 T or 3 T [243] . As higher SNR can be achieved at UHF than at lower field strengths, the authors assumed SNRs of 5-20 for 1.5 T and 3 T, and 23-47 for 7 T, but even when, for example, comparing the number of detected voxels at 3 T with an SNR of 20 and 7 T with an SNR of 23, the number of detected voxels at 7 T is approximately a factor of two higher. Although the higher possible resolution at UHF is highly beneficial for the detection of microbleeds, the use of longer echo times appeared to be as important as the use of higher field strength [244] . When imaging microbleeds occurring in vascular dementia, the authors of [244] found almost twice as many cerebral microbleeds at 7 T compared to 1.5 T using comparable sequence parameters (Fig. 13) . UHF MRI using SWI is also an excellent modality to image brain tumor vessels and associated hemorrhage [245] as well as microbleeds observed as long-term effects of radiation therapy [246] .
Multiple sclerosis.
In [247] , an increase in venous volume was observed using SWI when investigating intralesional veins in newly detected multiple sclerosis (MS) lesions compared to older lesions, which was attributed to more strongly deoxygenated venous blood and/or increased venous diameter due to increased metabolic activity. The reliable detection of small intralesional veins proved useful for the differentiation between MS and neuromyelitis optica, as intralesional veins were generally observed in MS but were absent in neuromyelitis optica in most lesions [248] (Fig. 14) . 
Imaging and quantification of nonheme iron and mineralization
Iron quantification at UHF also benefits from the high CNR and higher achievable resolution, since relevant structures for iron quantification can be better delineated from their surroundings and substructure becomes visible (cf. Section 5.2.1).
5.2.3.1. Tumors. QSM is able to visualize calcification in glioblastoma and enables a reliable differentiation between calcification and hemorrhage due to their different susceptibilities [222] . Detecting calcification in glioblastoma could enable a differentiation of glioblastoma with and without an oligodendroglial component, which could be relevant when providing a prognosis for patients.
Multiple sclerosis lesions.
Using QSM, iron accumulation in the caudate and putamen showed a relation to the Flanker interference (a cognitive measure) [250] . The high spatial resolution available at UHF enabled a detailed classification of MS lesions, whose appearance is related to iron accumulation, using both phase and susceptibility maps [249, 251] . Cortical lesions could not be detected as reliably with 3 T MRI as with 7 T MRI [252] .
Neurodegenerative diseases.
Iron accumulation or iron depletion in different brain nuclei and in the cortex has been reported in various neurodegenerative diseases. For example, in Alzheimer's disease a co-localization of amyloid plaques with iron [253] is in agreement with phase changes observed in the cortex [254] . Significant susceptibility changes related to iron accumulation in patients with pre-manifest Huntington's disease have been measured for caudate nucleus, putamen, and globus pallidus compared to healthy controls [255] .
Applications in the body
Outside of the brain at UHF, myocardial microstructure has been assessed with SWI using a dedicated 16-channel transmit/ receive coil array [256] and volume selective B 0 shimming [257] . QSM has been applied to the knee at 7 T [258] , and it has been shown that QSM is sensitive to degenerative changes within articular cartilage. The inhomogeneous B 0 [257, 259] and B 1 fields [16] as well as the scarce availability of dedicated RF coils make UHF MRI of the torso challenging. To cope with B 1 inhomogeneities, UHF imaging of the body trunk requires the use of parallel transmission techniques (cf. Section 3). Respiration and organ motion must also be accounted for. Besides the challenges generally encountered in UHF body imaging, susceptibility mapping outside the brain is complicated by various effects that are not present in brain imaging. When imaging organs or body regions where fat is present, a phase map that accounts for chemical shift has to be reconstructed [260] . For the reconstruction of a chemical-shiftencoded phase map, the acquisition of a multi-echo GRE is required. Subtle field variations near air-tissue interfaces impede background field removal, for example, when imaging the liver, and large field variations are caused by the air-filled lungs [261] .
X-nuclei imaging
Technical aspects
In 1 order to characterize various cellular metabolic processes, a non-invasive measurement via MRI or MRS of nuclei other than 1 H is often desirable. These nuclei are usually denoted as X-nuclei. Only nuclei with an odd number of protons and/or an odd number of neutrons have a magnetic spin moment and, thus, are visible for MRI/ MRS. Theoretically, these nuclei comprise approximately 2/3 of all isotopes. However, despite the large number of isotopes that possess a nuclear spin, only a few of them are applied in MRI/MRS. Over the past decade, the progress in ultra-high-field MRI (B 0 ! 7 T) has led to an increase in technical X-nuclei MRI research. The achieved In phase images measured at 3 T (column 1, baseline), the central vein in the MS lesion is only very vaguely visible (first column), whereas it can be clearly seen when using 7 T MRI (columns 2-5). The phase rim gradually resolves compared to the baseline and the measurement after one month. Scale bar = 10 mm. Modified from [249] .
technical improvements have in turn resulted in emerging clinical research applications.
X-nuclei can be grouped into spin-½ nuclei (e.g. 13 C, 19 F, 31 P) and quadrupolar nuclei (i.e. spin >½; e.g. 17 O, 23 Na, 35 Cl, 39 K). The focus of this section will be on imaging of X-nuclei. Since spin-½ X-nuclei are often used for MR spectroscopy and, thus, are in part covered in Section 7, the main focus of this section will be on imaging of quadrupolar nuclei. X-nuclei MRI is challenging for several reasons. The most limiting issue is the low SNR, which is more than two orders of magnitude lower than the SNR of conventional 1 
Although the magnetic spin moment (I) of most X-nuclei is higher than for 1 H, this does not fully compensate for the loss caused by the lower gyromagnetic ratio (c). Except for tritium ( 3 H), all X-nuclei exhibit much lower intrinsic MR sensitivities compared to protons (1H) [264] . The low in-vivo concentrations are either caused by a low in-vivo abundance of the element (e.g. phosphorus or sodium) or by a low natural abundance of the investigated isotope (e.g. 17 O, 13 C) (see Table 2 ).
The SNR -as potentially the most relevant quantity for image quality in X-nuclei MRI -is the ratio of the signal and the noise. The latter also depends on the system frequency and, thus, on the gyromagnetic ratio. Because of the markedly lower c of most X-nuclei versus 1 H, the quasi-static approximation (cf. Section 1.1.1) is valid for these nuclei even at 7 T, and the classical calculation of SNR can be utilized. For volume RF coils and large samples, a linear relationship between frequency and image noise is usually assumed. This assumption is fulfilled if the main causes for image noise are inductive losses in the investigated sample (i.e. ''sample-dominated losses") [274] . For small RF coils and/or small samples (e.g. small-animal imaging or high-density array coils in human MRI), electronic losses -caused by the skin effect -can also be a major source of image noise. In this case, the relationship between the frequency and noise is described by noise / x 1/4 [17] . Thus, it can be reliably assumed that SNR increases at least proportional to c 2 but lower than c 2.75 :
This translates into an SNR increase with B 0 as described in Eq. (6), since the frequency also scales linearly with the main magnetic field (B 0 ):
This relationship is often the motivation for the establishment UHF MRI systems, including potential future systems operating at 14 or 20 T [275, 276] .
However, many other parameters that influence SNR and overall image quality change with increasing magnetic field strength (see Table 1 ). For example, the ratio of T 2 * to T 1 also influences the SNR that can be achieved within a given measurement time:
This can be a disadvantage for UHF MRI, since water relaxation times show an increase in T 1 and a decrease in T 2 with field strength [277] . However, various mechanisms such as the dipoledipole interaction, chemical shift anisotropy relaxation, and electric quadrupolar relaxation can contribute to the relaxivity [278] . For example, for 31 P an increasing contribution from chemical shift anisotropy relaxation to the T 1 relaxation is expected to be responsible for shorter cardiac T 1 relaxation times at 7 T than at 3 T (T 1 / B 0 À2 ) [279] . In MRS, the shorter T 2 (and hence T 2 * ) can also result in an increase in spectral linewidth, which counteracts the higher spectral resolution that can be achieved at UHF (cf. Section 7.1).
In the case of spin >½ nuclei, the relaxation is usually dominated by the electrical quadrupolar interaction. For 23 
Na and 39 K it was
shown that outside of the extreme narrowing regime (x 0 s C ( 1, e.g. in fluids, where s C denotes the rotational correlation time), both the T 1 and T 2 relaxation times increase with field strength [280] . Thus, T 1 of tissue increases with field strength and T 1 of fluids (extreme narrowing regime) remains constant. This can be an advantage for quantitative 23 Na and 39 K MRI, since the differences between the T 1 relaxation times of tissue and fluids decrease with increasing field strength. Thus, spin-density weighting can be achieved within shorter repetition times. On the other hand, this leads to a decrease in efficiency for relaxation-weighted techniques such as inversion recovery imaging [281, 282] . In addition, T2 * weighting that is caused by the short transverse relaxation times might be reduced at the higher field strength. P-containing metabolites are often much lower (e.g. ATP or inorganic phosphate in skeletal muscle tissue) or in the same range (e.g. ATP in brain tissue) [268] .
e Measured sodium concentration of healthy brain white matter [269] . Healthy articular cartilage exhibits the highest sodium content among all tissues [270] . f Measured chloride concentration of healthy brain white matter [271] . g Measured potassium concentration of skeletal muscle tissue [272] . To achieve optimal image quality and also high quantitative accuracy in X-nuclei MRI, it is important to optimize the data acquisition, image reconstruction, and post-processing (Fig. 15) . Since SNR increases linearly or even more than linearly with magnetic field strength (cf. Eq. (6), X-nuclei MRI strongly benefits from UHF (Fig. 15a) . For nuclei that are imaged beyond the quasi-static regime (e.g.
H and
19 F at 7 T), the SNR benefit of UHF can be even higher [25] (cf. Section 1.1.1). In addition, image acquisition (Fig. 15b) , image reconstruction ( Fig. 15c and d) , and image postprocessing have to be optimized. All of these steps benefit from the technical developments and improvements that have emerged with the increasing availability of UHF systems.
Hardware-based advances
Since all isotopes exhibit different Larmor frequencies, X-nuclei MRI requires dedicated hardware, such as a broad-band RF amplifier and appropriate transmit and receive RF coils. Although singleresonant coils are available that are tuned to the desired X-nucleus frequency, double-tuned coils that are tuned to both the desired non-proton frequency and the 1 H frequency are usually preferred.
The latter enable co-registered acquisition of morphological images and non-proton data. Additionally, phase maps based on 1 H MRI facilitate B 0 shimming. At clinical field strengths (e.g. 3 T), the integrated 1 H body coil is often used for basic 1 H MRI in combination with local, single-tuned X-nuclei coils (e.g. [288, 289] ). At clinical field strength, the integrated 1 H body coil impedes the design of an X-nuclei body resonator, since shielding is required [290] . At UHF there is usually no integrated body coil for 1 H MRI, which may improve the performance of X-nuclei body coils. The concept of a large body resonator that is tuned to the desired X-nuclei frequency has been pursued for both 23 Na and 31 P MRI to achieve homogenous excitation over a large body region [290] [291] [292] . However, the limited power of available broad-band amplifiers often restricts the performance of X-nuclei body coils. To enable abdominal X-nuclei MRI, phased-array coils have also been employed (e.g. [293, 294] ).
Phased-array receiver coils can exploit the increased sensitivity of small surface coil elements [295] . Phased-array technology is well established in 1 H MRI; however, most X-nuclei MRI studies have been performed using single-channel RF receive coils. As outlined above, dual-tuned or dual-frequency designs are desirable. Inclusion of a 1 H channel, however, makes the design of efficient X-nuclei multi-channel RF coils more challenging. For 23 Na MRI of the human brain at 9.4 T, Shajan et al. presented a 27-channel 23 Na receive helmet that is surrounded by a four-channel Tx/Rx 23 Na array and a four-channel Tx/Rx 1 H dipole array [296] . At 7 T, designs for a 15-channel [297] and a 30-channel 23 Na head array coil have been presented [298] . Up-to-date overviews about high-performance RF coils for 23 Na MRI can be found in Wiggins et al. [299] and Bangerter et al. [300] . For other nuclei such as 31 P, sophisticated array coils are also available, e.g. [301] .
To further increase the efficiency of X-nuclei MRI, several setups for time-efficient interleaved or simultaneous imaging of two nuclei have been presented [302] [303] [304] . Additionally, a decisive advantage for X-nuclei MRI is that the RF wavelength for most X-nuclei (except for 19 F) is more than a factor of two longer than the RF wavelength of 1 H. Thus, at currently used field strengths (B 0 9.4 T), whole-body X-nuclei MRI does not require parallel transmission capability (cf. Section 3). Nevertheless, B 1 inhomogeneities resulting from local X-nuclei coils can lead to a bias in quantitative X-nuclei MRI, although there are techniques available to correct this bias [305, 306] .
Image acquisition, image reconstruction, and post-processing
To enable efficient imaging of quadrupolar nuclei, acquisition techniques that enable ultra-short echo times (UTE) are a [283] . (b) Optimized acquisition techniques such as density-adapted sampling further increase SNR and reduce image artifacts [284] . (c) Iterative image reconstruction techniques such as 3D dictionary learning compressed sensing enable precise reconstruction with markedly reduced noise and artifact levels [285] . (d) Phased-array RF receive coils can further improve SNR. The adaptive combination (ADC) algorithm leads to a distinct increase in SNR compared to a sum-of-squares (SOS) reconstruction [286] . Parts of the figure were taken from [287, 284] , and [286] prerequisite [307] . In addition, X-nuclei MRI benefits from advanced UTE techniques such as density-adapted projection reconstruction (DA-3D-PR, Fig. 15b) [284, 308, 309] , twisted projection imaging (TPI) [310, 311] , 3D CONES [312] , or Fermat-looped orthogonally-encoded trajectories (FLORET) [313] . As discussed in Section 6.1.1, phased-array receiver coils can be used to further increase SNR. However, the low SNR of X-nuclei MRI poses a different situation than in 1 H MRI for the combination of signals from different coil elements. A simple sum-of-squares (SOS) reconstruction to combine the signals from each individual coil element leads to severe noise amplification (see Fig. 15d ). Therefore, methods that exploit the knowledge of the sensitivity profiles of all coil elements in each voxel, such as the adaptive combination (ADC) algorithm [286, 314] or the SENSitivity Encoding (SENSE) method [315] have to be applied. However, low spatial resolution and fast transverse relaxation can still result in substantial partial volume effects that lead to a bias in quantitative X-nuclei MRI. It has been shown that the application of the geometric transfer matrix method, which was developed for positron emission tomography, can markedly reduce this bias [269] . In addition, it has been shown that iterative partial volume correction enables improved determination of T2 * relaxation times in 23 Na, 35 Cl, and 17 O MRI [316] . Also, high-resolution anatomical information from 1 H MRI can be used to reduce partial volume effects and to increase the image quality in X-nuclei MRI.
Even the most basic anatomical information, i.e. the shape of the object, can be incorporated into the iterative image reconstruction process to improve image quality [317] . Information about tissue boundaries can further reduce image blurring and partial volume effects [318] . Nevertheless, compressed sensing (CS) [319, 320] and related iterative reconstruction algorithms are still rarely used in X-nuclei MRI [317, 321, 322] , although they yield significant improvements in image quality. For example, 3D dictionary learning compressed sensing (3D-DLCS) enables precise reconstruction of undersampled 23 Na MRI data with markedly reduced noise and artifact levels compared to conventional reconstruction [285] (Fig. 15c) . The applicability of CS to 23 Na MRI also benefits from the use of ultra-high fields, since increased spatial resolution leads to increased matrix sizes and, thus, to increased compressibility of the 23 Na MRI datasets.
A disadvantage of UHF MRI is that SAR constraints often restrict optimal pulse sequence parameters [323] . In the future, new acquisition strategies such as sweep imaging with Fourier transformation (SWIFT) might be applied to overcome this limitation [324] . [325] and neuronal cells [326] , cell volume regulation [327] , and cell migration in cancer [328, 329] . Table 2 ). Thus, in-vivo 35 Cl and 39 K MRI were considered to be impractical for many years. In 2009, Augath et al. presented the first in-vivo 39 K images of the rat brain using a 9.4 T small-animal MRI system [332] . One year later, the first in-vivo 35 Cl images of rat brain were published [333] . At 9.4
T, low spatial resolution still impedes broader application in preclinical research. However, imaging of these nuclei greatly benefits from ultra-high magnetic field strengths, e.g. 21.1 T [280, 334] . 23 Na MRI has been applied in a large variety of biomedical research applications [335] . This topic is covered by several review articles (e.g. [270, [336] [337] [338] [339] [340] [341] ). Whereas 23 Na MR studies are frequently performed as part of clinical research, 35 Cl MRI has only been rarely investigated [271, 342] (cf. Fig. 16 ), and 39 K MRI has only been applied to a few healthy subjects. In general, noninvasive quantification of these ions is highly desirable to investigate in-vivo ion homeostasis.
23
Na MRI of human brain Most of the 23 Na MRI studies performed so far were focused on the brain. 23 Na MRI has been applied to study brain tumors [282, 337, [343] [344] [345] [346] , ischemic stroke [347, 348] , Alzheimer's disease [349] , Huntington's disease [350] , epilepsy [351] , ageing [352] , traumatic brain injury [353] , and multiple sclerosis [354] . Sodium ion channels and sodium accumulation are expected to play a role in the pathogenesis of multiple sclerosis [355, 356] . In brain tumors, Na + concentrations are typically increased. This increase can be caused by edema, i.e. increased extracellular volume fraction, or by an increase in the intracellular concentration, e.g. due to cell depolarization. Sodium inversion recovery imaging might help to differentiate between these two underlying possibilities [282] (cf. Fig. 16 ). In ischemic stroke, 23 Na MRI might be used to identify regions with preservation of ionic homeostasis [357] . Tissue sodium concentrations above approximately 70 mmol/L indicate irreversible tissue damage [348] . However, long acquisition times and the experimental character of 23 Na MRI (e.g. the requirement for a change of the RF coil between 1 H and 23 Na) have so far prevented application of 23 Na MRI in larger clinical studies that involve stroke patients. 23 Na MRI can also be used to study the cell volume fraction during normal ageing [352] , where it was shown that the in-vivo tissue cell volume fraction remains constant with advancing age in all brain regions in normal individuals. 23 Na MRI of the human brain largely benefits from the application of UHF systems, since the increased spatial resolution reduces partial volume effects and, thus, facilitates the analysis of small structures and lesions.
6.2.3.
23
Na MRI of the musculoskeletal system There are also several 23 Na MRI studies that have focused on muscle tissue. Elevated muscular tissue Na + content that is either a consequence of the disease process or a major driver in the progression of the disease is observed in many pathologies such as myotonic dystrophy [358, 359] , Duchenne muscular dystrophy [360, 361] , hypertension [362] , severe kidney disease [363] , heart failure [364] , and muscular channelopathies [365] [366] [367] . Compared to other organs such as the brain, skin, and cartilage tissue, high spatial resolution is less crucial for 23 Na MRI of skeletal muscle.
Although 23 Na MRI of muscle tissue also benefits from UHF MRI [368] , reliable 23 Na MRI examinations of muscle tissue can also be performed at lower field strengths, e.g. 3 T. Among all tissues of the human body, healthy cartilage tissue contains the highest Na + content (%300 mmol/L). Cartilage contains proteoglycans that have at least one glycosaminoglycan (GAG) side chain. These GAGs are negatively charged and attract positively charged ions, mainly Na + . Cartilage degeneration is associated with a decrease in GAG content and a corresponding decrease in Na + content. Thus, the Na + content of cartilage is considered to be an important biomarker for cartilage degeneration, e.g. in osteoarthritis [369, 370] . Among other applications, 23 Na MRI of cartilage tissue has been applied to measure the fixed charged density in articular cartilage [371] , to quantify Na + in the human wrist [372] , to analyze the Na + content after knee matrixassociated autologous chondrocyte transplantation [373] ( Fig. 17) , and to investigate Na + in lumbar intervertebral disks [374] and the ankle joint [375] . Promising results have already been achieved at lower field strength, e.g. 4 T [376, 377] . However, even at B 0 ! 7 T, 23 Na MRI suffers from low spatial resolution and corresponding partial volume effects. For example, Na + signal from the surrounding synovial fluid can bias the measured Na + content. 23 Na inversion recovery MRI can be applied to reduce this bias [378] . Given the small thickness of cartilage tissue and the inherently low spatial resolution of 23 Na MRI, UHF systems seem to be a prerequisite for establishing 23 Na MRI as a clinical tool for the investigation of cartilage degeneration.
6.2.4.
23
Na MRI in other body parts 23 Na MRI has only rarely been applied beyond the human brain and musculoskeletal system. This is most likely due to the limited Na MR imaging ( 23 Na MRI) reveals elevated signal intensity in all parts of the tumor, whereas 23 Na IR MRI showed parts with reduced and others with increased signal intensities. 3rd
column: Slightly increased signal intensities are also visible in concentration-weighted 35 Cl MR imaging. In contrast to 23 Na IR MR imaging, 35 Cl IR MR imaging reveals a strong signal increase in the affected brain region. 1 H images were acquired at 3 T, 23 Na and 35 Cl images at 7 T. Each 23 Na and Reproduced from [388] . With permission of Elsevier. availability of dedicated RF coils. However, a large variety of interesting research applications benefit from the increased SNR available at ultra-high field strengths. For example, 23 Na MRI studies have been performed in breast cancer patients [379, 380] and for therapy monitoring of breast cancer [381] , to investigate lung tumors [382] , to investigate kidney function [383] , and to analyze Na + storage in skin tissue, which seems to play an important role in salt-sensitive hypertension [384] . However, 23 Na MRI of skin is challenging due to the small thickness of the skin. It could be shown that UHF 23 Na MRI combined with dedicated RF coils enables reliable quantification of the skin Na + content [385] . At ultra-high magnetic field strengths, cardiac sodium MRI might also evolve into a clinical research tool to investigate tissue viability [386] . However, even at a magnetic field strength of 7 T, cardiac sodium MRI remains challenging due to breathing and cardiac motion [387] . In addition, the large difference in sodium concentration between blood and muscular tissue increases partial volume effects that hamper quantitative cardiac sodium MRI. O 2 gas, in the range of 2500 $/L, which hinders application in broader clinical studies. Thus, dedicated inhalation systems [273, 397, 398] are mandatory to ensure efficient use of the 17 O 2 gas. The largest study in humans that has been published so far comprises three healthy subjects. To demonstrate that CMRO 2 can be reproducibly measured, the healthy subjects in this study were examined twice [273] . Although the feasibility of 17 H MRI were developed in the 1970s, and, initially, phosphorus spectroscopy was thought to be the more specific technique, providing direct access to clinical biochemistry and energy metabolism in vivo. Early in-vivo data were collected during rest as well as after metabolic challenges in animals and humans (e.g., [403] [404] [405] [406] [407] ). Consequently, early high-field systems (1.5-2 T) for humans were designed to provide both imaging and spectroscopy options [408] [409] [410] . However, the sensitivity at 1.5-2 T resulted in limited spatial resolution for localized MRS and MR spectroscopic imaging (MRSI), even with long scanning durations, which may have limited the insights provided by either 1 H or 31 P MRS.
Thus, proton imaging succeeded clinically, as gray scale images were much faster to scan and easier to interpret by radiologists based on their anatomical expertise (although the specificity was also rather limited at this early stage and sometimes still is, particularly without use of exogenous contrast agents). Nevertheless, single-voxel 1 H MRS was approved for clinical use, and it has been employed successfully for a number of disorders at 1.5 T or 3 T, including brain tumors in adults [411] [412] [413] [414] and children [415] . MRS employing nuclei other than hydrogen can provide complementary, potentially more specific information than 1 H, but is O signal increase of <2%. The highest gain in intensity was found in regions with a high gray matter fraction. Reproduced from [402] . With permission of Springer.
generally hampered by its low sensitivity and the technical challenges that arise in the context of solving this issue, even at ultra-high field strength [416] .
As described in Section 1.1.1, the SNR of small molecule resonances increases with field strength similar to water (protons), and this increase thus benefits most existing applications and may even render new applications feasible. However, SNR in 1 H MRS may be compromised by increasing linewidth in heterogeneous tissue voxels performed with commonly used sizes (1 cc or higher). As linewidth not only depends on field strength or resonance frequency but, strongly, also on spatial resolution and tissue heterogeneity (e.g., [417, 418] for 1 H MRSI; 3 T vs. 1.5 T), improvements are to be expected at 7 T, e.g., in 1 H MRSI, if voxel size can be reduced to avoid line broadening. For 31 P MRS at 7 T, chemical-shift anisotropy helps to curb T 1 lengthening, and, thus, SNR increases more strongly than for dipole-dipole relaxation. Of course, T 2 * also gets shorter, but not so much as to blur spectral lines and in this way limit SNR. As always, various factors have to be optimized and balanced to obtain significant improvements at higher fields in vivo, and sequence parameters cannot just be linearly adapted. At higher frequencies the spectral fingerprint of J-coupled metabolites may simplify because the splitting of lines into multiplets (governed by the scalar coupling constant, which is independent of B 0 ) becomes smaller compared to the frequency differences associated with the chemical shifts, which increase with field strength. This has typically two potential advantages: (1) SNR, defined as peak height vs. noise, may increase (if it is not reduced by increased linewidth/poor shim), and (2) spectra are easier to interpret and quantify (e.g., [419] [420] [421] ). Both Tkáč et al. and Yang et al. showed that ''In spite of the increased linewidth of singlet resonances at 7 T, the ability to resolve overlapping multiplets of J-coupled spin systems, such as glutamine and glutamate, was substantially increased" and ''Characteristic spectral patterns of metabolites, e.g., myo-inositol and taurine, were discernible in the in-vivo spectra, which facilitated an unambiguous signal assignment", indicating a clear advantage driven by very high fields.
Non-
H MRS
The challenges of non-proton (''heteronuclear" or ''X-nucleus") nuclear magnetic resonance spectroscopy are illustrated here using the example of 13 C MRS. Carbon is a nucleus that is particularly useful because it is a constituent of almost every biochemically relevant molecule. The reason for the low sensitivity of MRS with 13 C is its low gyromagnetic ratio, which is approximately ¼ of that of 1 H, leading to an intrinsic NMR sensitivity of only 1.6% of 1 H; its low natural abundance, i.e., only 1.1% of all carbon atoms in human tissue are the NMR-sensitive isotope 13 C; and finally the low concentration of metabolites compared to tissue water. To increase the signal in MRS, several strategies have been applied that are particularly effective in 13 C MRS, such as heteronuclear decoupling, whereby resonances that would otherwise be split up into several lines due to J-coupling are collapsed into a singlet resonance, which is advantageous due to an increase in SNR and a simplification of the spectrum [422] . Further techniques include polarization transfer for enhancing the 13 C magnetization, 13 C labeling, and hyperpolarization of administered substances [422] . Some of the techniques, like nuclear Overhauser effect (NOE), decoupling, and polarization transfer are also applicable to other X-nuclei like 31 P or 19 F, and their use may be advantageous depending on the field of application.
With direct detection of 13 C MRS, it is possible to obtain highly specific information on metabolite concentrations and their reaction rates [423] . 13 C enrichment of metabolic precursors [424] [425] [426] not only enhances the signal, it also offers the possibility to trace metabolic pathways [427, 428] . The large dispersion of the 13 C NMR spectrum helps to identify the various resonances but poses challenges for the detection of such broad spectra, and the high field also poses challenges for heteronuclear broadband decoupling of multiplet resonances [429] . Heteronuclear decoupling in MRS is extremely challenging in terms of RF hardware requirements, particularly because of the electromagnetic interaction between the coil elements. While one channel is used to transmit RF power, the other is used to detect the NMR signal which is several magnitudes smaller than the transmitted RF. This separation of channels (also termed coil decoupling) therefore has to be on the order of 100 dB, and it has to be effective across the entire length of the RF transmit and receive chain. This requirement becomes a severe challenge for in-vivo applications in humans at very high field, where the high power required to excite B 1 fields for decoupling in large regions is counterweighted by SAR restrictions and by artifacts (typically spikes in the received signal) that can be caused by such highpower decoupling RF. Where geometrical separation is impossible, efficient filters with appropriate pass-band and stop-band characteristics and blocking circuits in the coil elements have to be employed. It has been shown recently that heteronuclear 1 H decoupling of 13 C spectra is possible in humans in vivo at 7 T
[430] with a coil that has been optimized for high SNR by implementing a double-quadrature loop design and employing efficient blocking circuits within the coil [431] . A valid approach to reduce SAR by avoiding adiabatic RF pulses for localization with surface coils is to use whole-body transmit coils for X-nucleus MRS, envisaging applications in the torso, . A zoom-in of the Glx map highlights the visibility of the GM/WM contrast. The colors from cold to warm indicate higher relative concentrations. Regarding the sample spectrum, black is the measured spectrum and red the spectral LCModel fit. The spectrum was first-order phased for display purposes only. Adapted from [444] .
particularly for the liver and heart [291] . In the case of 31 P, the advantage is that its resonance frequency at 7 T nearly coincides with the 1 H resonance frequency at 3 T, and existing coil concepts and transmit hardware can be easily adapted, necessitating only minor retuning.
Applications
The advent of high-field and, particularly, UHF MR magnets [24, 416] has provided an impetus to develop and optimize novel techniques to enable fast and, specifically, localized MRS and MRSI of the human brain, liver, and skeletal muscle [432] . In the following, advances in fast 1 H MRSI in the brain, 1 H, 13 C or 31 P MRS in liver and heart, and dynamic 31 P MRS in skeletal muscle are discussed (e.g., [279, 407, [433] [434] [435] [436] [437] [438] [439] ). Except for skeletal muscle, which can be stimulated mechanically in the magnet, important challenges to be met are stimulation of the target organ pharmaceutically or else study of dynamic aspects of organ metabolism in well-designed (longitudinal) clinical studies. Disadvantages in a routine clinical setting may include the complexity of the MRS investigation, requiring a dedicated, non-commercial setup, expertise in cross-checking the data quality during the experiment, and establishment of the data processing pipeline and interpretation of the results.
Brain metabolism
Due to the higher sensitivity of protons, and combined with UHF magnets and multi-channel phased-array coils, the sensitivity of 1 H spectroscopic imaging has been recently improved [410] . Still limited by low B 0 and B 1 + homogeneity, low resolution, long measurement times, and SAR restrictions, ultra-high-resolution MRSI sequences have been developed to overcome these limitations [262, 410, [440] [441] [442] . Within a clinically feasible examination time of approximately 15 min, a spatial resolution of 1.7 Â 1.7 Â 8 mm 3 can be achieved with the use of a short TR (200 ms), sampling an optimized FID with shortened water suppression, and parallel imaging acquisition (CAIPIRINHA). Transversal pulse-cascaded Hadamard encoding [443] has been employed to extend the brain coverage to 4 slices (acquisition matrix = 100 Â 100 Â 4), which is also not limited to rectangular ROIs in the center of the brain [444] . Metabolic maps obtained (tNAA, tCR, tCho, Glx, Ins) show high spatial resolution fitting to the brain's cortical folding on T1-weighted images, i.e., GM vs. WM contrast (Fig. 19) , while quantification accuracy has been significantly improved by the ability of UHF MRS to identify macromolecule resonances [445, 446] . Similar work based on phaseencoded MRSI and echo-planar spectroscopic imaging (EPSI) has been presented [447, 448] . Higher-order B 0 shimming [259] , dynamic shims [104, 449] , or B 1 + shimming with pTx systems [105, 449] can further improve data quality and reliability. Data reliability may also improve with the use of real-time motion correction (cf. Section 4). Clinical areas of interest include Alzheimer's disease, Parkinson's disease, multiple sclerosis [450, 451] , epilepsy, brain injury, and brain tumor staging and follow-up. achieved in the brain [452, 453] . Furthermore, tissue glycogen [51, 423, [454] [455] [456] and glucose content [457] have been measured.
Liver metabolism
When applied to the liver, MRS can serve as a valuable tool to study metabolism in healthy subjects and patients with various diseases. Even at lower field strength, 1 H MRS enables estimation of lipid content in healthy livers, non-alcoholic fatty liver (NAFL), and hepatitis C [458] . Hepatocellular lipid concentration is linked to liver glycogen storage, endogenous glucose production, and finally to insulin resistance [459] . 13 C MRS gives access to the measurement of glucose production and glycogen storage, allowing studies of hepatic glycogenolysis and gluconeogenesis [455] and, using labeled precursors, the quantification of hepatic mitochondrial fluxes [460] . With 31 P MRS, reduced ATP and inorganic phosphate content were found in the liver of type 2 diabetic individuals [461] , associated with reduced phosphorylation fluxes as shown by 31 P saturation transfer methods [462] . At ultra-high field strength, higher resolution and increased reliability were shown to be achievable with 31 P chemical shift imaging (CSI), and resonances that were previously not detectable could be quantified: uridine diphosphate glucose and phosphatidylcholine (PtdC), a component of the bile [463] . Due to its position, the liver can be examined using surface coils, yet localization of the signal is important to avoid contamination of the signal from muscle and other tissue. Localization schemes that have been successfully used to study liver tissue with 31 P MRS are imaging-selected in-vivo spectroscopy (ISIS) in 1 and 3 dimensions [462, 464] and 2-and 3-dimensional CSI [465] and combinations thereof [466] .
Skeletal muscle metabolism
Ultra-high field 31 P MRS is particularly useful for studying muscle metabolism [439, 467] , as the increasing field strength does not introduce any significant adverse effects related to SAR or due to obligatory fat/water suppression, typical challenges in proton MRI at 7 T [24, 468] . The 31 P resonance frequency at 7 T is only about 120 MHz. Even better, due to increasing contributions from chemical shift anisotropy, 31 P T1 relaxation times decrease above about 3 T [469, 470] , allowing higher scanning efficiency at shorter TRs. Thus, as suggested previously [468, 471] , 31 P MRS is the perfect candidate for UHF MRS at 7 T and higher, as the decreasing relaxation times help increase sensitivity without the adverse effects mentioned above, enabling both improved specificity and sufficient sensitivity. Therefore, there has been a focus on localized, dynamic 31 P MRS in skeletal muscle for several years, with development of methods and applications to profit from the availability of the increasing field strength [435, 439, 470, [472] [473] [474] [475] [476] [477] (Fig. 20) . Advances in technology have permitted moving from non-localized dynamic acquisitions using simple planar loop coils, or spatially-resolved static [303] . Here we provide an overview of essential requirements in terms of hardware and MR sequences for investigating skeletal muscle, as 31 P MRS yields information about tissue metabolism in vivo that is hard to obtain otherwise [467] : a) To provide sufficient sensitivity, a 7 T magnet or higher is beneficial. This results in a SNR gain of about 2.5 (7 T vs. 3 T). b) To further increase sensitivity, dedicated RF coils, anatomically fitted to the body part of interest, are also required (e.g., [475] ). For example, in the gastrocnemius muscle another SNR increase of about 2.5 is possible; however, gains are achievable across the entire calf muscle. c) To increase specificity, localized single or multi-voxel MRS with high temporal resolution (<10 s) [435, 473, 478, 479] or MRSI [480] may be carried out. Due to the increased number of data points, it is possible to detect small and fast PCr and pH changes during the initial exercise period (ca. 30 s) [435] , separating the aerobic and anaerobic regimes (Fig. 21 ). d) To increase information content while keeping the overall measurement time constant, interleaved data acquisition [303, 472] combining metabolic information with functional information, e.g., ASL or T2 * mapping, may be used [481] .
This feature renders the complex physiological experiment more robust and enables a more comprehensive description of various aspects of muscle physiology.
Depending on the data collected, however, dedicated data processing pipelines and (complex) models need to be used [435, 467] .
Time-resolved imaging has also been shown to be feasible with 31 P in skeletal muscle at 7 T, and has been used to quantify metabolite concentrations [482] and fluxes [482] or pH [477] . Furthermore, spiral spectroscopic imaging has been shown to be feasible with sufficient temporal resolution [480] .
Glycogen and glucose have previously been quantified by 13 C MRS in skeletal muscle at lower field strengths [457, [483] [484] [485] [486] , and the technique has been successfully transferred to 7 T scanners [430] .
Cardiac metabolism
The primary sources of chemical energy for the heart are free fatty acids (FFA) and glucose, and oxidative phosphorylation is the basis for providing energy via the mitochondrial respiratory chain. Energy is buffered via the creatine kinase system to hold ATP concentrations constant [487] . Hence, 1 H and non-proton MRS approaches are well suited to study cardiac metabolism and have great potential for a large range of clinical applications. Creatine and triglyceride content are accessible with 1 H MRS [488] , high-energy metabolites can be measured with 31 P MRS [279, 489] , and 13 C MRS can be used to target labeled or hyperpolarized pyruvate and bicarbonate [426, 490] . The challenges in cardiac applications are breathing and heartbeat-related motion, spatial resolution and localization, and sensitivity. Mitigation strategies for motion comprise triggering and (MRI-based) motion compensation approaches (cf. Section 4). The sensitivity challenge can be addressed with the increased SNR at 7 T [279, 489] , but heterogeneity of B 1 and limited penetration depth in the torso become major problems, which are currently being investigated using parallel transmission RF coil technology (cf. Section 3), offering static or dynamic B 1 shimming capability, and by employing whole-body coils for X-nucleus MRS [291] .
CEST imaging
Technical aspects
Chemical exchange saturation transfer (CEST) allows for indirect detection of diluted molecules that contain exchangeable protons via transfer of their saturated proton magnetization to the abundant water pool [491] [492] [493] . The typical CEST sequence consists of a selective RF pre-saturation block and a subsequent fast readout of the modulated bulk water signal via MR imaging. Due to accumulation of saturation in the water pool, CEST effects are more sensitive compared to direct signal detection of the molecules themselves, by a factor on the order of the exchange rate of the process. Fig. 22 shows a typical single-shot CEST sequence (a) together with a scheme of the magnetization time course (b) during saturation either at an offset Dx = dx s (s for solute) that corresponds to a CEST resonance (red dashed line) or alternatively at a reference frequency offset Dx = dx ref where there is no CEST resonance (black solid line). During saturation at Dx = dx ref (black solid line), there is no CEST pool present and the magnetization decays to the value M sat (dx ref ), which is then measured using a fast imaging readout. In contrast, if a CEST pool is present during saturation at Dx = dx s and is in exchange with the water pool, as depicted by the pool model in Fig. 22c , the magnetization decays more strongly during the saturation pulse phase (red dashed line) to a lower value M sat (dx s ). With these two offsets and an additional scan to measure the thermal equilibrium water magnetization M 0 , the CEST signal can be defined by
The ideal CEST effect is given by [494] CEST ¼
which reveals an exponential buildup during the saturation time.
The size of the CEST effect is governed by the water-to-solute exchange rate k ws , by the water relaxation rate R 1w , but also by the so-called labeling efficiency a given by
aðDx; x 1 Þ is a measure of how strongly a CEST pool is saturated. It has a Lorentzian offset dependence and, for a specific exchange rate, its amplitude depends on the saturation pulse amplitude x 1 = c Á B 1 , and its width decreases with increasing frequency shift dx s / B 0 and therefore depends on the static field B 0 . Thus, theoretically it can be seen that high B 0 and B 1 homogeneity as well as high B 0 field strengths can help selective CEST experiments. It should also be pointed out that with typical RF amplifiers in human MRI systems, only pulsed saturation can be realized, lowering the effective labeling by approximately the RF duty cycle. While Eq. (8) in principle allows calculation of a CEST effect, typically more than two offsets are measured to allow for B 0 inhomogeneity artifacts and also the possibility that there may be several apparent CEST pools. The sequence block in Fig. 22a is repeated for a whole set of offsets between À5 ppm and 5 ppm to generate a so called Z-spectrum Z(DxÞ ¼ The spectrum reveals several CEST effects in brain matter as depicted in Fig. 22d . CEST effects are rather small and in the range of a few percent of the water signal; thus, higher static fields strengths that provide a sizeable SNR gain [25] are especially beneficial when detecting small CEST effects. Based on the peak separation given by the individual chemical shifts, several different diluted solutes have been reported to be detectable using CEST, including peptides and proteins [493, [495] [496] [497] [498] exchanging via amides (3.5 ppm) and NOEs (À3.5 ppm), creatine [499, 500] via its guanidyl-group (2 ppm), glutamate [501, 502] (3 ppm), as well as injected solutes such as iopamidol [503] [504] [505] , glucose [506] [507] [508] [509] , and glucose derivatives [510, 511] . As the chemical shift separation (in Hz) increases with the static field strength, not only is the separation of CEST peaks easier at UHF, but also the strength of the effect can be increased, as demonstrated for amide, amine, and NOE CEST effects [512] , for hydroxyl protons close to the water peak, e.g. in glycosaminoglycans in cartilage [513] , as well as for the exogenous agent iopamidol [514] . Fig. 23 shows a comparison of CEST effects in the human brain at 3 T [515], 7 T [498] , and 9.4 T [516] . While CEST effects are detectable at 3 T and show hyperintensities in the tumor regions (Fig. 23a-c) , the CEST spectra show relatively broad peaks around +3.5 ppm and À3.5 ppm. At 7 T the effects are more clearly separated as seen in Fig. 23d , where now the 3.5 ppm and 2 ppm resonances become distinguishable (see also [495, 517, 518] ). Also, the amide and NOE signals outline the tumor region (Fig. 23e and f ) and in addition a 2 ppm CEST map can be created (Fig. 23g) . Going to the higher field strength of 9.4 T, this differentiation is further improved; the effects become stronger and peak separation improves (Fig. 23h) , which directly translates to smoother CEST maps compared to 7 T in Fig. 23i -k. This increase in CEST effect strengths with B 0 is not generally valid; if selectivity is not the primary issue, the same saturation pulse can actually saturate adjacent species within the pulse bandwidth simultaneously, leading to a stronger net CEST effect at lower fields (see, for example, van Zijl et al. [519] and Zaiss et al. [497] ).
An application where UHF strongly increases the contrast is glycosaminoglycan CEST (gagCEST) in cartilage: as the hydroxyls protons resonate close to water, a pronounced direct saturation effect at 3 T is induced and thus CEST effects are diluted (Fig. 24a-c) . Experimentally, only a small gagCEST effect could be measured at 3 T (Fig. 24c) : with optimized parameters about 1.3% has since been reported at 3 T [520] . At 7 T an effect of more than 5% was reported (Fig. 24d) . Fig. 24 depicts another important challenge at UHF: the influence of the B 0 inhomogeneity on the Z-spectra and especially on quantification based on asymmetry analysis. A very small change in B 0 (>0.1 ppm) due to inhomogeneity can lead to severe over-or underestimations of CEST effects CEST effects strongly depend on the B 1 saturation amplitude and the saturation duration t sat in close relation with the exchange rate (Eq. (10) . This has the benefit that different exchange regimes can be addressed with different saturation schemes: low power and long saturation selects slow exchange such as protein signals of amide protons via exchange and aliphatic protons via exchange-relayed NOEs; higher power but short saturation selects faster exchanging pools such as amine protons of creatine and glutamate, or even hydroxyl protons of glucose and derivatives. At UHF however, the strong B 1 dependence is a major drawback for CEST, as B 1 inhomogeneities directly compromise the CEST effect. Fig. 25a shows results for CEST effects at 7 T with strong correlation to the acquired B 1 map [521] . Especially for imaging of pathologies, this B 1 artifact is a severe disadvantage, as hypointensities can be misinterpreted ( Fig. 25a and b) . This is an ongoing challenge for UHF CEST, but several solutions have been proposed: Singh et al. showed that using roughly sampled calibration values, CEST maps can be corrected in post-processing [522] . Windschuh et al. showed more generally that with two or more CEST scans at different B 1 powers, B 1 artifacts in the brain can be corrected to a large extent [521] (Fig. 25c and d) .
While the latter approach is very general, the scan time is at least doubled. Also, correcting for the B 1 inhomogeneity during post-processing is straightforward, but not very elegant. Mitigating B 1 inhomogeneities during saturation using parallel transmission techniques is one of the latest important developments for increasing robustness in UHF CEST imaging. In recent work by Tse et al., it could be shown that convoluting spokes RF pulses with Gaussian CEST saturation pulses [523] significantly reduces the saturation inhomogeneity across the brain. Parallel transmission is therefore feasible for generating CEST contrast at UHF that is largely independent of B 1 inhomogeneities and is currently the most promising and elegant approach for robust and fast application of CEST at UHF, especially in body imaging. [515] , CEST at B 0 = 7 T (d-g) from Zaiss et al. [498] , and CEST at B 0 = 9.4 T (h-k) from Zaiss et al. [516] . All CEST effects were isolated by removal of water saturation and semi-solid MT background. 
Applications
While the preceding examples have shown that CEST at UHF has its benefits, many CEST applications are already employed successfully at 3 T. For example, amide proton transfer-weighted imaging utilizing protons resonating 3.5 ppm downfield from water, i.e. relatively far away from water, has been shown to yield insights into brain tumors at 3 T, such as differentiation of radiation necrosis and progression of brain metastases [524] , histopathological grading of gliomas [525] , prediction of isocitrate dehydrogenase (IDH) mutation status [526] , and assessment of O 6 -methylguanine-DNA methyltransferase (MGMT) status [527] . In addition, amine CEST effects ($3 ppm) were shown to yield strong contrast between healthy tissue and tumor in vivo [528] and were claimed to also provide in-vivo pH mapping. The principal pH dependency of amide [493] and amine CEST effects also makes it interesting for application in stroke where first findings were reported at 3 T [529] [530] [531] . Thus, CEST at 3 T is feasible and already provides many interesting insights; moreover, several of the problems mentioned for CEST at UHF such as B 0 or B 1 inhomogeneities are less severe at 3 T, including RF amplifier and SAR restrictions that often limit the power range at UHF.
Nevertheless, UHF protein CEST effects can enable deeper insights into brain tumors (Fig. 23) . Jones et al. showed that NOE CEST effects at 7 T are decreased in the tumor area and correlate with the macromolecular background [495] . Isolated amide CEST effects at 7 T nicely reflect regions of contrast agent uptake [497] . In principle, selective protein CEST effect strengths also correlate with protein conformation such as folding or aggregation processes, which might be potentially interesting for neurodegenerative diseases with protein alterations [532] [533] [534] . Closer to water, the resonance at 2 ppm, first resolved at 7 T, shows promising correlations with creatine and thus energy metabolism [499, [535] [536] [537] , but also potentially access to pH with enhanced sensitivity by taking ratios of different isolated CEST peaks [532] [533] [534] . Going even closer to the water resonance, e.g. as in the case of hydroxyl CEST, is very difficult at 3 T. At 7 T, gagCEST allowed detection of similar contrast compared to 23 Na MRI between healthy and repair tissue in knee cartilage [538] . As a further example, the glucose CEST (glucoCEST) experiment and dynamic glucose-enhanced (DGE) imaging, where administered glucose is detected via CEST, have until now been demonstrated in humans only at 7 T [507, 509, 539] . Fig. 26 shows results of DGE imaging of a brain tumor: the hydroxyl-exchange-weighted signal is acquired before, during, and after injection, and the relative signal change can be made visible as a DGE image that displays glucose uptake in the tumor area [540] (Fig. 26c) .
In summary, the expected selectivity and signal gain for CEST at UHF has been experimentally verified and provides a deeper understanding of CEST effects. The larger frequency separation from the water proton resonance is especially beneficial for CEST resonances closer to water like amine, guanidyl, or hydroxyl groups, which often cannot be resolved at 3 T with sufficient SNR. The insights gained at UHF can be used to further understand observable CEST effects at 3 T, which have already showed potential clinical relevance. 
fMRI
Technical aspects
Functional MRI (fMRI) using blood-oxygenation-level-depen dent (BOLD) measurement of brain activation was probably the single most important application in the initial drive to develop UHF systems of 7 T and above [541] . The motivation for this was the expectation of both a supralinear increase in BOLD sensitivity with static magnetic field strength [31] and an improved intrinsic spatial localization [542] . This section will hence first deal with the underlying biophysics of BOLD contrast, followed by a discussion on measurement methods, and conclude with an overview of some applications of fMRI that are specific to ultra-high field.
BOLD biophysics as developed during the 1990s showed that there are four main BOLD contrast mechanisms, viz: extravascular static dephasing, extravascular dynamic dephasing, intravascular changes in T2, and the dephasing of intravascular signal from multiple vessels within a voxel caused by variations in deoxyhemoglobin concentration and/or differences in vessel orientation with respect to that of the static magnetic field (reviewed in [543] ). As a rough generalization, the importance of the intravascular contrast mechanisms is expected to diminish with increasing static magnetic field strength because of the dramatic reduction in venous T2. Extravascular dynamic dephasing (also known as dynamic averaging) arises from diffusive motion about small vessels and is predicted to increase quadratically with field strength, whereas static dephasing should have a linear dependence. As the smaller vessels lie in the capillary bed, they should be closer to the underlying neuronal activity. Hence, spatial resolution in general is expected to improve, and that of spin-echo fMRI in particular [542, 544] , as this technique will not record static dephasing mechanisms, and at longer TEs, matched to the expected T2 of gray matter, the intravenous contribution can be expected to have decayed away.
Another important consideration when considering this spatial resolution is the contribution of so-called physiological noise to the BOLD signal [545] . As the name implies, physiological noise arises from the person being measured, and may be further subdivided into non-BOLD physiological noise, primarily arising from cardiac activity and respiration, and BOLD noise that is made up of the same random fluctuations in the BOLD signal that are utilized in resting-state fMRI. Of course the non-BOLD physiological noise is not really true noise but varies systematically due to the underlying physiological fluctuation. Furthermore, the amplitude of this noise will be directly proportional to the signal intensity, with the unfortunate consequence that if this is the dominant noise source, then increasing the signal intensity will not increase the BOLD sensitivity as both signal and noise will scale in the same way [545] . It is hence recommended that for fMRI acquisitions at 7 T and above, the voxel volume be sufficiently small such that thermal rather than physiological noise should dominate [546] [547] [548] .
As discussed elsewhere in this article (cf. Sections 1 and 3) the move to UHF brings with it a number of challenges. The most germane of these with regard to fMRI are: the poorer static magnetic field homogeneity reduces the quality of EPI images, the poorer B 1 homogeneity leads to flip angle variation, and the increased power deposition can constrain some acquisitions. The current standard coil configuration is a 32-channel head coil that works well for the neocortex. Without pTx (cf. Section 3) there is considerable variation in the B 1 homogeneity throughout the brain, with spinecho sequences being particularly badly affected. These inhomogeneities become more pronounced in the brain stem and cerebellum.
Parallel imaging techniques may now be considered standard for all fMRI acquisition at 7 T. This includes both in-plane acceleration [315, 549, 550] and simultaneous multi-slice (SMS) techniques [86, 87, 551, 552] . The consequences of using these two forms of acceleration on fMRI differ. Given the near ubiquitous nature of the EPI readout, only the effect on this is considered. Inplane acceleration will reduce the readout duration, and hence any image distortion is reduced by the same factor. As fMRI is an acquisition mode in which the TE is fixed, in-plane acceleration does not lead to a significant reduction in acquisition times. If data are to be acquired in the thermal noise regime, then in-plane acceleration will also lead to a loss in sensitivity as data are acquired for less time. SMS, however, will increase the acquisition speed by a factor equal to the acceleration factor, and provided that g-noise can be neglected, then there is no loss of sensitivity. Since the invention of the CAIPIRINHA (controlled aliasing in parallel imaging results in higher acceleration) technique [553] and its EPIspecific variant, blipped CAIPI [554] , acceleration in the slice and phase-encoding directions can be regarded as interchangeable in the sense that coil sensitivity profiles along the phase-encoding direction can be used for slice acceleration and vice versa. Hence, the g-noise level is mainly determined by the total acceleration factor and not by its distribution along specific imaging axes. For 7 T and the current generation of 32-channel receiver coils, the rule of thumb for keeping g-noise at an acceptable level is to use an acceleration factor of below about 10.
In light of the considerations given above, a range of viable techniques is available for performing fMRI at 7 T. Here a short summary is given of the salient features of each of these techniques with regard to their implementation at 7 T; for more details regarding the characteristics of these sequences at UHF see [555] .
2D gradient-echo EPI
Despite all considerations of superior intrinsic resolution for spin echo, gradient-echo EPI remains the standard workhorse for fMRI at 7 T. The BOLD contrast is maximum when TE is matched to the T2 * of gray matter. This gives a value of about 25 ms at 7 T. As ever, the duration of the EPI readout is limited by T2 * , which makes it necessary to limit the duration of the EPI readout using in-plane acceleration, possibly combined with partial Fourier acquisition. A prime example of a state-of-the-art acquisition protocol for 2D EPI would be that used for the Human Connectome Project [556] : TR 1 s, TE 22.5 ms, in-plane acceleration factor 2, SMS acceleration factor 5, readout train duration 36 ms (7/8 partial Fourier acquisition), spatial resolution 1.6 mm isotropic. In general, this sequence shows a high efficiency and sensitivity, and it is difficult to beat as the method of choice for most fMRI applications.
3D gradient-echo EPI
This technique [557] has attracted considerable attention in recent years as, like CAIPI-accelerated 2D EPI, it offers the potential benefit of acceleration along two spatial axes. Typically, a plane in k-space is acquired with each successive excitation of the 3D volume. Hence, data are acquired from the entire volume with each excitation, giving a potential advantage over 2D EPI for acquisitions with a high spatial resolution. This is because if the volume TR for 2D EPI exceeds T1, then the efficiency of the acquisition is reduced. 3D EPI offers the further advantage that spin history effects are considerably lower than for 2D acquisitions because of the acquisition of a large contiguous volume without slice gaps. The volume TR in 3D EPI is typically of the order of several seconds for highresolution whole-brain acquisitions, which makes it potentially more vulnerable to physiological fluctuations, and the correction of these has been shown to be important for maintaining the sensitivity in fMRI [558, 559] .
Spin-echo EPI
As outlined above, spin-echo EPI offers the hope of potentially improved spatial resolution for fMRI [542] and was successfully demonstrated for fMRI relatively early in the development of 7 T [560] . Parallel transmission technology is required to achieve uniform signal intensity throughout the brain, as otherwise there is typically a lower signal at the center (cf. Fig. 1 in [561] ). For whole-brain acquisitions power deposition can also be limiting. The use of radiofrequency pulses where the power deposition is independent of the number of slices (PINS [562] , MULTI-PINS [563] ) can ameliorate the latter problem. The greatest power reduction with such pulses is of course obtained when all the acceleration is in the slice direction, and conversely none in the phase-encoding direction, leading to a dependency between image distortion and SAR. Similarly, the longer the readout train, the greater the degree of T2 0 weighting and the less pure T2 contrast [564] , where 1/T2 * = 1/T2 + 1/T2 0 . For a more extensive review of the application of spin echoes in fMRI see [565] .
Comparison between gradient and spin-echo fMRI
Comparisons between pulse sequences for fMRI present considerable difficulties given the variation in signal changes recorded between repeated scans in the same subject, between repeated sessions in the same subject, and of course across subjects. Any such study that uses activation strength as a metric thus needs to have sufficient statistical power to detect differences in sensitivity between the sequences. Hence, surrogate measures such as time-course SNR (tSNR) are often used, although even the value of this metric has recently been questioned [566] . There is a general agreement in the community that spin echo offers a better intrinsic spatial resolution than gradient echo, an assertion that is supported by measurements of the point spread function (PSF) [567, 568] and high-resolution studies in humans at both 7 T [544,560] and 9.4 T [569] . Nevertheless, a direct comparison between the two sequences at 7 T at an intermediate spatial resolution of 1.5 mm showed that in general gradient echo had a higher sensitivity in almost all regions of the brain [561] .
Gradient and spin echo (GRASE)
This sequence delivers a functional contrast that is mainly driven by T2 changes. As its name implies, GRASE is a hybrid acquisition scheme comprising repeated gradient-echo acquisition in a string of spin echoes [570] . The most common acquisition scheme for fMRI utilizes 3D GRASE [571] as T2 and T2 * broadening can then be arranged on orthogonal axes by acquiring a k x k y -plane of data at each spin echo. Although the spatial resolution is limited for whole-brain coverage, 3D GRASE can also be used for zoomed acquisitions [572] at substantially higher spatial resolution. The functional contrast obtained is essentially similar to that of spinecho EPI. Performance can be improved by using variable refocusing pulse angles along the echo train [573] .
9.1.6. Steady-state free precession (SSFP) fMRI based on SSFP is attractive for UHF applications as it can offer a range of different contrasts, some of them similar to T2, but without the high power deposition associated with spin-echo sequences. The contrast may be generated in a balanced SSFP (bSSFP) sequence, in which case there is a distinction in the fMRI contrast between transition [574, 575] and pass-band bSSFP sequences [576] [577] [578] , or in non-balanced SSFP [579, 580] where the main contrast of interest is that of contrast-enhanced Fourier-acquired steady state (CE-FAST) [581] , which is T2-like. A full discussion of SSFP contrast in fMRI is beyond the scope of this article, but the topic has been reviewed in [582] . Succinctly, the transition-band approach is sensitive to frequency changes induced by activation and may well be driven mainly by mechanisms associated with T2 0 . The pass-band approach is more robust to frequency offsets, but both bSSFP approaches remain sensitive to inhomogeneities in B 0 and usually require two acquisitions to compensate for these effects. Non-balanced SSFP is robust against B 0 inhomogeneities, but the imbalanced gradients make it more sensitive to motion.
Applications
There is a broad range of applications of fMRI at ultra-high field, and to attempt to cover them all would be beyond the scope of this article. Instead, specific applications are presented to which fMRI at ultra-high field would appear particularly well-suited. These include high spatial resolution acquisitions in the neocortex and sub-cortical gray matter, with extension to the cortical layers and cortical columns.
High-resolution fMRI
An immediate attraction of performing fMRI at ultra-high field strength is the potential for improved intrinsic spatial resolution. Most studies have concentrated on imaging primary cortices, where some underlying fine structure was already known or hypothesized from animal experiments. One of the most impressive early demonstrations of the potential power of UHF fMRI was the discovery of tonotopic maps in primary auditory cortex [583] . This was followed roughly a decade later by the discovery of similar tonotopic maps in the human inferior colliculus [584] .
The somatosensory cortex could also be mapped at 1 mm isotropic spatial resolution, whereby it was possible to find a somatosensory representation for each digit [585] in the primary somatosensory cortex (S1) as shown in Fig. 27A . S1 is known to consist cytoarchitectonically of four Brodmann areas (1, 2, 3a, and 3b). It could subsequently be shown how to further subdivide S1 into four distinct regions corresponding to these areas on the basis of phase reversal in the response between adjacent regions of the representation of the index finger [586] , as illustrated in the phase map of Fig. 27B . Somatotopic representations of human digits could later be found in the anterior and posterior lobes of the cerebellum [587] and in the dentate nucleus [588] .
The visual cortex has of course proven to be a rich area of examination for fMRI, providing some of the most striking results that have been achieved from the perspective of cortical layers and columns, which are discussed below. A recent study [589] has been able to detect and distinguish color and binocular disparity stripes in both V2 and V3 using 1-mm-resolution fMRI at 7 T, which is about the same dimension as that expected for the stripes.
Layers and columns
The work described in the previous subsection was mainly carried out with a spatial resolution in the range of 1-1.5 mm. The human neocortex is roughly 3 mm thick and contains up to 6 histological layers, while cortical columns vary in diameter but will often be smaller than 1 mm. To image these structures it is hence necessary to increase the spatial resolution to better than 1 mm, and in many situations a necessary corollary of this is that whole-brain coverage is no longer achievable.
In terms of hemodynamics, it may seem surprising that imaging at sufficient spatial resolution to resolve the laminae is even feasible, given that the spatial point spread function for BOLD at 7 T is about 2 mm. The standard measurement of spatial PSF, however, involves retinotopic mapping techniques [590] that set up a wave of activation along V1, which includes contributions from both parenchymal and pial vasculature. Hence, retinotopic mapping experiments in humans are designed to elucidate the spatial point spread function of the BOLD response along the cortical surface. Laminar fMRI considers the activation pattern orthogonal to this axis, which is also the axis along which blood drains from the white matter boundary to the pial surface. Given this vascular architecture, it is to be expected that the spatial specificity of the fMRI signal decreases going from the white matter boundary to the pial surface, while its sensitivity increases. This has been beautifully illustrated by activating the pattern of the letter ''M" on primary visual cortex [591] as shown in Fig. 28 . Detailed investigation using multi-echo RF-spoiled gradient echo has shown how the activation profile in primary visual cortex varies with the TE, because at short TE the intravascular signal (with short T2) tends to dominate, whereas at longer TE the parenchymal signal is more important [592] .
Two very recent studies have shown signal changes that have been interpreted as being the result of feedback from higher-order regions to primary visual cortex [593, 594] . The main result of [594] is shown in Fig. 29 , where the effect of rotating three Pac-Man figures to form an illusory triangle is illustrated. The laminar profile is obtained from a patch of V1 in which only the illusory figure is represented, not the Pac-Man figures. Hence, the visual input to this region is identical irrespective of whether the illusion is present (green) or not (red). The laminar profile is, however, markedly different as the signal from lower layers is higher when the illusion is present, in line with a feedback loop to layers V/VI.
The use of gradient-echo contrast for laminar fMRI brings with it a certain degree of signal contamination caused by the flow of blood from deeper to more superficial layers. This signal from larger vessels will be visible in gradient echo but not spin echo, and hence a pure spin-echo signal should be localized in the layer from which it originates [595] . Thus, spin-echo-based contrasts such as spin-echo EPI or 3D GRASE have also been used for laminar fMRI [596] and have been argued to have superior characteristics compared to gradient-echo acquisitions [573, 597] .
Also in the study of cortical columns, spin-echo acquisition has generally been preferred. In the examination of ocular dominance columns, a segmented spin-echo EPI (4 segments) was used [598] . This same technique was also employed to detect for the first time orientation-dependent columns in humans using fMRI [599] . More recently, columnar structures have been found in auditory cortex [600] using 3D GRASE.
In summary, despite almost two decades of intensive research applications and measurement, methods for fMRI at UHF are still being developed. High spatial resolution studies are the main area of application, and the greater sensitivity available at UHF offers hope of ultimately being able to image at a mesoscopic level corresponding to the brain's intrinsic functional units of layers and columns.
Conclusions
MRI
2 has established itself as one of the premier diagnostic methods in modern clinical medicine. It has also gained an essential role in state-of-the-art neurocognitive research by providing important information on both the structure and function of the human brain (cf. Section 9). The main weakness of the technique remains its limited sensitivity, leading to a persistent trade-off between spatial and temporal resolution that prevents it from fulfilling its full potential to provide important biological and metabolic information. The progress to higher magnetic fields to address this deficit and improve MR sensitivity has been led by analytical NMR as well as preclinical MRI, as these applications require smaller magnet bore sizes [416] . A clear difference between human-sized systems and these small-bore systems is the size of the object. In humansized objects at UHF, one leaves the quasi-static regime and enters the electromagnetic regime, and wave propagation has to be considered. Both theoretical [23] as well as experimental studies have shown a supralinear increase in SNR that is additionally spatially non-uniform, with deeper-lying structures profiting disproportionately. A recent well-designed experimental study revealed an increase in SNR proportional to B 0 1.65 in the range 3 T to 9.4 T in the human brain [25] . The increase in SNR and CNR at UHF (cf. Section 1.1) is a universal benefit that can not only improve existing applications including high-resolution structural imaging (cf. Section 4) and susceptibility-weighted imaging (cf. Section 5), but can also facilitate completely new application domains for MR, particularly in spectroscopy and CEST imaging with 1 H as well as imaging and spectroscopy with X-nuclei (cf. . With the availability of UHF, these new applications may even be able to make the leap from research to clinical diagnostic use. Superconducting MRI magnets for human use with a magnetic field strength of 1.5 T were introduced into clinical routine in the mid-1980s and continue to be the mainstay of diagnostic imaging [416] . Since then, 3 T has become a further standard of clinical care, in particular for high-end neuro imaging. A major system supplier recently announced the approval of a 7 T system for use in medical diagnostics with both FDA clearance [15] and CE labeling as a medical device. However, the system is currently only approved for imaging of the head, legs, and arms. The reason for these anatomical restrictions lies in unsolved challenges to highquality imaging at high magnetic fields. The difficulties for MR when moving to higher magnetic fields have been summarized in several review articles [24, 287, [602] [603] [604] . Although many of these difficulties have been successfully addressed, a notable remaining challenge still being actively researched is related to the RF magnetic and electric fields necessary for spin excitation (cf. Section 3). A significant difference encountered at ultra-high fields is that the wavelength of the RF fields inside the tissue is on the order of or shorter than the cross-sectional dimension of the human body, which implies that phase effects and wave propagation have to be accounted for. In large cross sections of the anatomy like the torso, signal dropouts due to destructive interferences can make imaging with conventional excitation approaches unfeasible. Therefore, new multi-channel excitation coils [146] are being introduced to provide precise control over the RF field distribution to enable high-quality imaging even over large volumes [605] .
The highest magnetic field currently available for human use is 10.5 T/450 MHz (Center for Magnetic Resonance Research, University of Minnesota, USA) [606] . Projects currently being realized or planned for the near future are targeting 11.7 T/500 MHz (e.g. Neurospin CEA, Saclay, France [607] ; National Institute of Health, Bethesda, MD, USA; Gachon Medical University, Incheon, Korea). In the USA, there is a concerted effort being made to achieve first 14 T/600 MHz and ultimately 20 T/850 MHz for studying the human brain [275, 276] . Germany has also formed a consortium to establish a 14 T MRI system as part of a national imaging facility
(not yet funded) [608] . Although the field strength (14 T) is identical to the initiative in the USA, a major difference of the German initiative is that it is targeting a whole-body system so as to also enable study of the heart, kidneys, liver, lungs, and other organs of the torso.
The step beyond 11.7 T implies a significant technology leap for human-sized magnets. The superconductor used for almost all superconducting magnets up to 11.7 T is niobium-titanium, but higher field strengths require at least partial use of a superconductor with higher critical field, most likely niobium-tin (Nb 3 Sn) [609] . Due to the manufacturing difficulties of niobium-tin, its price is approximately an order of magnitude higher than that of niobium-titanium. Despite these technological and economic challenges, it is likely that the upper limit of magnetic field strength will ultimately be determined by the physiological effects of strong magnetic fields (cf. Section 2). Although no long-term health effects of static magnetic field exposure are currently known, transient sensory side effects such as nausea, dizziness, metallic taste, and light flashes may be become so severe at some point that subjects are unwilling to be exposed. Nevertheless, the experience at 7 T and 9.4 T has demonstrated that these side effects are not yet a major concern [52] .
It should be noted that at the current time, none of the projects above 7 T is targeted at introducing a new magnetic field strength into routine clinical use. Rather, they are being pursued with the goal of obtaining new insights into healthy brain function or disease pathophysiology in groups of patients. It will likely be a long road until such high field strengths become practical from a technical and economic point of view for examining individual patients. Nevertheless, the versatility and power of the MR technique will continue to drive the quest for ever higher magnetic fields to help unravel important unanswered questions about healthy physiology, pathological processes, brain function, and ageing.
