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Abstract
In this paper, we propose simple numerical algorithms for partial differential
equations (PDEs) defined on closed, smooth surfaces (or curves). In particular,
we consider PDEs that originate from variational principles defined on the surfaces;
these include Laplace-Beltrami equations and surface wave equations. The approach
is to systematically formulate extensions of the variational integrals, derive the
Euler-Lagrange equations of the extended problem, including the boundary condi-
tions that can be easily discretized on uniform Cartesian grids or adaptive meshes.
In our approach, the surfaces are defined implicitly by the distance functions or
by the closest point mapping. As such extensions are not unique, we investigate
how a class of simple extensions can influence the resulting PDEs. In particular,
we reduce the surface PDEs to model problems defined on a periodic strip and the
corresponding boundary conditions, and use classical Fourier and Laplace transform
methods to study the well-posedness of the resulting problems. For elliptic and
parabolic problems, our boundary closure mostly yields stable algorithms to solve
nonlinear surface PDEs. For hyperbolic problems, the proposed boundary closure is
unstable in general, but the instability can be easily controlled by either adding a
higher order regularization term or by periodically but infrequently ”reinitializing”
the computed solutions. Some numerical examples for each representative surface
PDEs are presented.
1 Introduction
This paper targets applications that use implicit or non-parametric representations of
closed surfaces or curves and require numerical solution of certain partial differential equa-
tions defined on these surfaces. In immiscible multiphase fluids, surfactants can change
important physical properties of the fluid mixture by lowering the tension of the fluid
interface. The surfactant concentration satisfies a convection-diffusion equation in which
the diffusion is described by a surface Laplacian of the concentration. This is a typical
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application in which the level set method enjoys an advantage in tracking the dynamically
changing fluid interface. One of the challenges in developing a level set method for this
application is in discretizing the surface Laplacian (Laplace-Beltrami) term, which typi-
cally requires some extension of the surfactant concentration and of the surface Laplacian
operator into the ambient space somehow [34, 33, 35]. Eigenfunctions and eigenvalues
of Laplace-Beltrami operator are of great interest and use in many scientific disciplines.
In computer vision, eigenfunctions of the Laplace-Beltrami operator are used to compare
and classify surfaces or solid objects [27, 28]. In differential geometry, solutions of the
Laplace-Beltrami problem (Poisson’s equation on surfaces) can be used to find the Hodge
decompositions of vector fields defined on the surfaces. The Hodge decomposition can be
used to formulate boundary integral methods for problems in computational electromag-
netic [14, 24].
We aim at developing a general mathematical framework for designing numerical
schemes for solving a wide class of partial differential equations (PDEs) defined on closed
manifolds that are not defined parametrically. The numerical schemes will inherit the
flexibility of the level set method in dealing with such type of manifolds.
Let Ω ⊂ Rd be a bounded open set with C2 boundary Γ = ∂Ω. For any small  > 0,
define the narrowband of Γ as
T = T(Γ) := {z ∈ Rd : min
x∈Γ
|z − x| < }. (1.1)
In this paper, we consider integro-differential operators of the form
IΓ[u] :=
∫
Γ
L(x, u(x),∇Γu(x))dS(x), (1.2)
or
IΓ[u] :=
∫ t2
t1
∫
Γ
L(x, u(x, t), ut(x, t),∇Γu(x, t))dS(x)dt, (1.3)
and their extensions
I˜T [v] :=
∫
T
L¯(z, v(z),∇v(z))dz, (1.4)
or
I˜T [v] :=
∫ t2
t1
∫
T
L¯(z, v(z, t), vt(z, t),∇v(z, t))dzdt. (1.5)
We shall focus on partial differential equations arising from calculus of variations and
develop an approach for finding critical points of IΓ[u], i.e.
δIΓ[u] = 0,
by solving
δI˜T [v] = 0.
Here δIΓ and δI˜T denote the variational derivatives of IΓ and I˜T in suitable function
spaces, we shall further assume that L and L¯ are smooth functions. We first give some
definitions that will facilitate the discussion.
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Definition 1.1. The closest point mapping PΓ : T 7→ Γ is defined by
PΓz := argminx∈Γ|z − x|. (1.6)
If more than one point of Γ is equidistant to x, we shall randomly assign one of them as
the definition of PΓ(z). Since Γ is assumed to be C2, PΓ is well-defined if z is no farther
than  distance from Γ, for any  ∈ [0, κ−1∞ ) where κ∞ is an upper bound of the curvatures
of Γ.
If the distance function
dΓ(z) := |PΓz − z|
is differentiable at z, then we have PΓ(z) = z − dΓ(z)∇dΓ(z).
Definition 1.2. Let u be a function defined on Γ, its constant-along-normal extension or
the closest point extension in T is defined by u¯(z) := u(PΓz), ∀z ∈ T.
Next we define equivalence among functions and functionals.
Definition 1.3. Let v be a function defined on T and u be a function defined on Γ.
We say that v is equivalent to u if v(z) = u(z) ∀z ∈ T. In this case, we denote v ≡ u.
Correspondingly, let I˜T and IΓ be two integral operators, we define I˜T ≡ IΓ if
I˜T [v] = IΓ[u] whenever v ≡ u. (1.7)
Naturally, we are interested in answering the questions:
Question. Let v(z) and u(x) be respectively the solutions of the variational problems
involving I˜T and IΓ. If I˜T ≡ IΓ,
Is v ≡ u?
Moreover,
Question. How stable is the equivalence against perturbation introduced by the numerical
discretization? More precisely, how close is ∂v
∂n
to zero?
Related work
Level set methods or the closest point methods These methods extend the surface
PDEs to ones in a narrowband T around the surface Γ. The proposed work is motivated
by various advantages and disadvantages of these methods. Of course the aim is to
keep the advantages and get rid of the disadvantages. In the level set methods, e.g.
[3, 10], partial derivatives on Γ, as well as on all nearby parallel surfaces Γη (the collection
of the points that are η distance from Γ), are written in the form of the orthogonal
projections of the gradient operator in the Euclidean space, and thus an equation in
T is defined formally replacing the surface gradient ∇Γu by (I − n ⊗ n)∇v. As a
reminder, v is a function defined in T. The closest point methods for solving parabolic
and elliptic PDEs defined on surfaces, see e.g. [29, 19], assume the constant-along-normal
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extension of quantities defined on the surface, and replace surface gradient operator ∇Γ
by the gradient operator ∇ defined in the embedding Euclidean space. Thus the methods
typically involve iterations of (a) enforcing the constraint that solutions are constant-
along-normal, v(z) := v(x) for PΓz = x, done by extensive interpolation, and (b) solution
of the PDEs in T. In either methods, the solution to a given surface PDE is extracted
from the restriction of v on Γ, via interpolation. Compared to the level set methods, the
closest point methods can be applied more easily to manifolds of different co-dimensions
and involve simpler differential operators. However, these two methodologies seem to be
designed exclusively for solving initial value problems with explicit time stepping.
Finite element methods on arbitrary surfaces A straightforward way to formulate
finite element methods to solve the Laplace-Beltrami problem, ∆Γu = f , on smooth sur-
faces Γ = ∂Ω involve: (i) approximate Ω by a polyhedron Ωh such that Γ is approximated
by Γh, = ∂Ωh which consists of collection of triangles whose vertices are on Γ; (ii) use
Γh to parametrize Γ locally; (iii) extend the source term f constant along the normal
direction of Γ to obtain an equivalent source function fh define on Γh; (iv) solve the weak
form on Γh by using standard finite element methods [9, 7, 8]. Linear finite elements with
piecewise linear triangular approximation Γh is discussed in [9]. For higher order finite
element methods, Γ is approximated by Γkh, a collection of images of piecewise interpolat-
ing polynomial defined on each triangle of Γh, and use higher order elements defined on
Γkh [7, 8]. These methods require nontrivial lifting and projection between Γkh and Γ when
evaluating integrals in weak form defined on Γkh. Other approaches approximate surface Γ
without using nodes on Γ directly. For example, the trace finite element method [23] or
sharp interface method and narrowband method [6], are designed when the surface Γ is
given by the zero level set of a function φ (not necessary a signed distance function). The
level set function φ is first approximated by the nodal interpolant φh. The approximate
surface Γh or neighborhood of Γ are computed from the zero level set or -neighborhood
of φh. Other qualities such as normal of Γ and close map on Γ are obtained from φh
approximately. These methods share the same features: (i) alter the surface Γ to an
approximate surface Γh; (ii) change the variational form on Γ to an equivalent variational
form on Γh. However, the implementation of the equivalent weak form can be very com-
plicated. Recently Olshanskii and Safin proposed a narrowband unfitted finite element
method to solve elliptic PDEs defined on surfaces [21]. In their work, the surface PDE
is replaced by an equivalent PDE on the narrowband T(Γ) and an “equivalent” PDE is
derived from the constant-along-normal extension of the solution without considering an
approximate surface Γh. The Neumann boundary condition for unfitted element is treated
by a piecewise planar approximation to ∂T as proposed in [2]. Some local subdivisions
may be needed for the elements that are closed to the boundary. This work is closest
to our formulation. However, as we shall describe below, our approach does not require
adaptive meshing and allows a very general set of meshing of the ambience space. Both
finite difference and finite element methods can be easily used for discretization.
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Computation of the distance function, the closest point mapping and constant-
along-normal extensions The computation of the signed distance functions as well as
the closest point mappings from given level set functions are by now considered standard
component in the level set methods [26], and can be carried out to high order accuracy in
many different ways, e.g. [30, 1, 36, 5], where by extending the interface coordinates as
constants along interface normals, PΓ can be computed easily to fourth order in the grid
spacing. Once an accurate distance function is computed on the grid, its gradient can be
computed by standard finite differencing or by more accurate but wider WENO stencils
[15]. If the surfaces are given initially by explicitly parameterized patches, fast algorithms
such as the one proposed in [31] in combination with KD-Tree can be used.
The proposed framework The proposed framework contains a theoretically sound
formulation that admits unique solutions which are constant-along-normal, i.e. v(z) =
v(PΓz) for all z ∈ T, without enforcing extra constraints. The formulation will include
relatively simple differential operators and a theory on suitable and easy to implement
boundary conditions. As a result, the proposed method can easily be applied to solve
problems involving curves and surfaces in three dimensions, integral constraints and eigen-
values — all of which pose some level of difficulty for the other methods. Some of the
operators in the equations resulting from the proposed framework will resemble those used
in [12, 21, 32]. However, the way the equations are derived, the boundary conditions, and
the numerical methods differ significantly. We also propose a method to extend the wave
equation on surface in volumetric form and treat the Neumann boundary condition in
an easy way. The instability due to the approximation of boundary condition can be
corrected by modifying the extended PDE.
In summary, the proposed method provides a unifying approach to tackle a wide
range of problems defined on surfaces or curves in three dimensions. The reasons for
considering the proposed framework are simple: the extended problems are easier to solve
computationally, in particular for applications where the surfaces and curves are given
non-parametrically and are changing dynamically, and/or some global information about
the operators such as the eigenvalues and eigenfunctions needs to be computed. The vari-
ational integrals used in the formulation, discussed in Section 2, provide a natural and
systematic way of investigating important issues on boundary conditions, regularization
and compatibility. The proposed method also opens up possibility of direct numeri-
cal minimization methods for problems involving more nonlinear and degenerate surface
equations. However, this direction will be investigated in a future paper.
Notations for finite difference discretization
In this paper, we shall use the following notations and setup for discussion involving finite
difference discretization of the proposed equations and boundary conditions. Approxima-
tion of an unknown function u will be constructed on the uniform Cartesian grid hZ2 for
some h > 0, and the typical notation ui,j for approximation of u(ih, jh). For evolution
problems, uni,j will denote the approximation for u(ih, jh, n∆t) where ∆t is the step size
and n is a positive integer. We shall also use the standard notations for finite difference
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operators acting on the grid function ui,j:
Dx±ui,j = ±
ui±1,j − ui,j
h
,Dy±ui,j = ±
ui,j±1 − ui,j
h
.
These finite difference operators, Dx+, Dx−, D
y
+ and D
y
−, are used to construct finite differ-
ence approximations of higher order partial derivatives of u. Polynomials of these four
operators correspond to applying the operators recursively to the grid function as defined
by the polynomials: e.g.
Dx+D
x
−ui,j = D
x
+
ui,j − ui−1,j
h
=
ui+1,j − 2ui,j + ui−1,j
h2
is a standard approximation of uxx(ih, jh), and
(Dx+D
x
−)
2ui,j = D
x
+D
x
−(
ui+1,j − 2ui,j + ui−1,j
h2
)
=
1
h2
Dx+D
x
−ui+1,j −
2
h2
Dx+D
x
−ui,j +
1
h2
Dx+D
x
−ui−1,j
is an approximation of uxxxx(ih, jh).
Layout of the paper
This paper is organized as follows. In Section 2, we describe the proposed extensions and
boundary closure for discretization of the extended problems on Cartesian grids or more
general meshes. In Section 3, we consider minimization of strictly convex functionals
which lead to elliptic equations. In Section 4, we study least-action principles that lead
to hyperbolic problems. In both Sections 3 and 4, we study the stability of the proposed
extensions under the presence of perturbation to the boundary (and initial) conditions.
A brief summary of our findings is presented in Section 5. In the Appendix, we provide
some details on the derivation of the operators used in the paper.
2 The proposed framework
In our framework, the closest point projection PΓ is used to define extension of integrants
as well as to provide a change of variables for integration in the narrowband T. In
extending a variational problem defined on Γ to one defined in T, one needs to deal with
the additional degrees of freedom in the co-dimensions of Γ: depending on the nature of IΓ,
one may need to do nothing, impose restrictions, adding a regularizing term specific to the
additional dimension(s) or convexifying the resulting functional. Additionally, one needs
to develop efficient stable numerical methods for enforcing suitable boundary conditions.
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2.1 Extensions of functionals defined on closed surfaces of co-
dimension one
We start with the general procedure proposed in [17] for integration on closed hypersur-
faces. The procedure starts by rewriting the integral on Γ using nearby parallel curves or
surfaces. It is useful to have the following notation:
Definition 2.1. Let dΓ be a signed distance function to Γ = ∂Ω; i.e. dΓ(w) < 0 for any
w ∈ Ω and dΓ(w) > 0 for any w ∈ Ω¯c. The “parallel surface” which is of η distance from
Γ is denoted by
Γη := {y ∈ Rd : dΓ(y) = η}.
The closest point projection PΓ is a diffeomorphism between Γ and Γη for any η ∈ [0, κ−1∞ )
where κ∞ is an upper bound of the curvatures of Γ.
The integrals on the parallel curves or surfaces, indexed by the distance to Γ, are then
averaged using a kernel K ∈ C([−, ]) that satisfies
∫ 
−K(η) dη = 1. We summarize
the two steps as follows:
∫
Γ
L(x)dS(x) =
∫
Γη
L(PΓy)J(y)dS(y) =
∫ 
−
K(η)
∫
Γη
L(PΓy)J(y)dS(y) dη. (2.8)
Here, J is the Jacobian that comes from the change of variables z 7→ PΓz ∈ Γ. For curves
embedded in R2, J(z) is given by
J(z) = 1− dΓ(z)κ(z),
where κ is the curvature of the parallel curve Γη that passes through z; i.e. η = dΓ(z).
See Figure 1 for an illustration. Similarly, for surfaces embedded in R3, J(z) is give by
J(z) =
2∏
j=1
[1− dΓ(z)κj(z)] = σ1(z)σ2(z), (2.9)
where κ1, κ2 are the two principle curvatures of the parallel surface Γη that passes through
z. In [18], we show that σj are the two largest singular values of DPΓ, the derivative of the
closest point projection operator. Thus J(z) can be easily computed by finite differencing
PΓz and singular value decomposition.
Finally, by the coarea formula, see e.g. [11], the double integral on the right hand side
of (2.8) equals to a Lebesque integral in T, and thus∫
Γ
L(x)dS(x) =
∫
T
L(PΓz)K(dΓ(z))J(z) dz.
If L depends on a function u : Γ 7→ R, there is no difficulty in applying the same extension
procedure:
L(x, u(x)) −→ L(PΓz, u(PΓz)).
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Now if L depends on ∇Γu, the gradient of a function u on Γ, one could apply the
same procedure as above if there is a convenient formula for the constant-along-normal
extension of ∇Γu(x). Naturally, we would like to relate the normal extension of the
surface gradient ∇Γu(z) to the gradient of the normal extension ∇zu(z) for z ∈ T.
We consider a simple motivating example involving concentric circles.
Example 2.2. Let Γη be the circle, centered at the origin, with radius r0 + η for some
r0 > 0. Let u¯ be a C1 function on R2 \ {(0, 0)}. Consider polar coordinates (r, θ). On Γη,
the derivative of u¯ with respect to the arc length is related to that with respect to the
angle θ by
∂u¯
∂s
=
∂u¯
∂θ
1
r0 + η
.
Thus the curve derivative of u¯ on Γ is equivalent to the that on Γη, weighted properly by
J−1 :
∂u¯
∂s
|Γ = 1
r0
∂u¯
∂θ
=
r0 + η
r0
∂u¯
∂s
|Γη = J−1
∂u¯
∂s
|Γη .
We can furthermore rewrite this equality into a general formula involving∇u¯, the gradient
of u¯ in R2, and tangential and normal vectors, t and n, of the concentric circles:
∂u¯
∂s
|Γ = J−1(∇u¯ · t)t + µ(∇u¯ · n)n =
(
J−1t⊗ t + µn⊗ n)∇u¯,
for any µ.
It can be shown easily that the surface gradient ∇Γu, when embedded as a vector in
R3, satisfies
∇Γu(z) = A(z;µ)∇zu(z), (2.10)
where A(z;µ) = A0(z) + µA1(z),
A0(z) :=σ
−1
1 t1 ⊗ t1 + σ−12 t2 ⊗ t2,
A1(z) :=n⊗ n,
and t1, t2 are the two orthonormal tangent vectors corresponding to the directions that
yield the principle curvatures of Γ, n is the unit normal vector, µ can be any real number,
and σ1,σ2 are defined in (2.9). Thus A0 corresponds to a weighted orthogonal projection
onto the tangent plane and A1 the projection along the normal of the parallel surface
passing through z. See Appendix for detail. The projection µA1∇zu(z) is always zero
since u(z) is constant long the normal of Γ. The constituents of A(z;µ) can be easily
computed from either the eigenvalues and eigenvectors of of DPΓ or D2dΓ; see [18].
In this paper, we consider extensions of IΓ[u] in the form:
I˜T [v] :=
∫
T
L(PΓz, v(z), A0∇v(z) + µA1∇v(z))K(dΓ(z))J(z)︸ ︷︷ ︸
L¯(z,v,∇v)
dz, (2.11)
where µA1∇v is the additional term corresponding to the extra degree of freedom in the co-
dimension. If IΓ[u] is convex, the term µA1∇v should convexify the extended problem to
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Figure 1: Parameterization of Γ by a nearby parallel surface that is η distance away.
ensure existence and uniqueness of the minimizer, and together with the natural boundary
condition at ∂T it should ensure that the minimizer satisfies Assumption 2.7. We refer
to this additional term as the regularization term in I˜T . The degree of freedom from
the co-dimension needs to be treated differently for the saddle-point problem discussed in
Section 4.
Also in this paper, we shall consider K = 12χ[−,] for simplicity. The operator I˜T
is equivalent to the original operator IΓ. Instead of finding the minimizer of the energy
IΓ[·] in a Banach space of functions defined on Γ, we look for the minimizer of I˜T [·] in a
suitable Banach space of functions defined in T. The derivatives involved in I˜T [v] are in
the Eulerian coordinates and therefore are easier to compute numerically. The geometry
information of Γ is embedded in the coefficient A(z;µ) and the boundary of T. We have
been keeping the discussion on the relevant function spaces at minimum. In general, the
choice of the function spaces for the extended problems depends on the specific problem
class.
2.2 Extensions of functionals defined on closed surfaces of co-
dimension two
In this paper, we only consider the extension for functionals defined on closed curves
embedded in R3. The procedure for integrating hypersurfaces is generalized in [18] to this
case, with the the Jacobian
J(z) =
σ1(z)
2pidΓ(z)
. (2.12)
Notice that the division by dΓ accounts for the fact that we are approximating a line
integral (integration along Γ) by a family of surface integrals (integration on Γη, η ∈ (0, ]).
We may remove this singularity by taking K(η) = 2piηK˜(η), K˜ ∈ Cp([0, ]) and obtain∫
Γ
u(x)dS(x) =
1
Z0
∫ 
0
K(η)
∫
Γη
u(PΓz)
σ1(z)
2piη
dS(z) dη =
1
Z0
∫
T
u(PΓz)K˜(dΓ(z))σ1(z) dz,
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where Z0 =
∫ 
0
K(η)dη is the normalizing factor.
Finally, the projection tensor in (2.10) has two degrees of freedom, and takes the from:
A(z;µ1, µ2) :=
(
σ−11 t1 ⊗ t1 + µ1n1 ⊗ n1 + µ2n2 ⊗ n2
)
,
where µ1, µ2 are two parameters corresponding to regularization in the co-dimensions to
the curve, and σ1 is the largest singular value of DPΓ(z).
2.3 Equivalence between the minimizers of surface energy IΓ and
its extension I˜T
To justify our proposed method, we must demonstrate that v ≡ u whenever IΓ ≡ I˜T . For
simplicity, we only discuss the strictly convex energy
IΓ[u] =
∫
Γ
L(x, u(x),∇Γu(x))dS(x).
Saddle point type energy is discussed in Section 4.
Theorem 2.3. Suppose Γ is a C2-surface in R3 and L(x, q,p) : Γ × R × R3 → R is
twice continuously differentiable and satisfies Lp(x, q, t) ·n(x) = 0 for and vector ttangent
to Γ at x. Let u be a C2-solution of the Euler-Lagrange equation for surface energy IΓ,
δIΓ[u] = 0. Then its normal extension u := u(PΓ·) is a solution of the Euler-Lagrange
equation for extended energy I˜T; i.e. δI˜T [u¯] = 0, and u¯ satisfies the Neumann boundary
condition on ∂T.
Proof. Since u is a solution of the Euler-Lagrange equation δIΓ[u] = 0, u satisfies
−∇Γ · Lp(x, u,∇Γu) + Lq(x, u,∇Γu) = 0 ∀x ∈ Γ. (2.13)
By Theorem A.1 in the Appendix, we have
δI˜T [u¯] =−∇ · (JALp(PΓz, u¯, A∇u¯)) + JLq(PΓz, u¯, A∇u¯)
=J(−J−1∇ · (JALp(PΓz, u,∇Γu)) + Lq(PΓz, u,∇Γu))
=J(−J−1∇(·JALp(x, u,∇Γu)) + Lq(x, u,∇Γu))
=J(−∇Γ · Lp(x, u,∇Γu) + Lq(x, u,∇Γu)) = 0
(2.14)
Therefore u¯ satisfies the Euler-Lagrange equation for the extended energy I˜T . It is obvious
that ∂u¯
∂n
= 0 on ∂T since it is true inside T as well.
Corollary 2.4. If the normal extension of a function u on Γ satisfies δI˜T [u¯] = 0, then u
is a solution of δIΓ[u] = 0.
Proof. This follows from the proof in Theorem 2.3 directly.
Corollary 2.5. If the Euler-Lagrange equation δIΓ[u] = 0 is solvable and δI˜T [v] = 0 with
the Neumann boundary condition has the unique solution v, then v is constant-along-
normal and vΓ, the restriction of v on Γ, is the unique solution of δIΓ[u] = 0.
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Proof. Let u be a solution of δIΓ[u] = 0. Then by Theorem 2.3, u is a solution for
δI˜Γ[v] = 0 with Neumann boundary condition. By uniqueness, we conclude that v = u.
Hence v is constant-along-normal and δIΓ[u] = 0 has exactly one solution as well.
Example 2.6. The Laplace-Beltrami equation on Γ reads as
−∆Γu = f onΓ, (2.15)
and its extension in T is
−∇ · (JA2∇v) = fJ on T, ∂v
∂n
= 0 on ∂T. (2.16)
Since
∫
T
f Jdz =
∫
Γ
f dS, the solvability for both equations are the same. We convexify
the extended energy by using a positive constant µ in A(z;µ). The solution is unique up
to an additive constant for both the original and extended problems. Therefore a solution
of (2.16) is a normal extension of some solution of (2.15). In the weak formulations, the
solution space for (2.15) is usually chosen to be H1(Γ) with zero mean, and the solution
space for (2.16) is usually chosen to be H1(T) with zero mean.
2.4 Boundary closure
In the previous two subsections, we derive the integral operators I˜T which are equivalent
to IΓ. The integral I˜T [v] or it’s variational derivative and the accompanying boundary
conditions will be discretized. In this paper, we consider meshes that do not follow the
geometry, in particular Cartesian grids, and unavoidably, we need to address the issue of
discretization near the boundary ∂T. More specifically, near ∂T numerical approximation
of partial derivatives of v will involve “ghost-values” on some “ghost nodes” lying outside
of T In this section, we describe a boundary closure procedure that works specifically to
our setup.
Assumption 2.7. The solution to the extended problem, I˜T [v] = f¯ or δI˜T [v] = 0 with
suitable boundary conditions, satisfies
∂v
∂n
:= n · ∇v ≡ 0 in T,
where n(z) = ∇dΓ(z) is the normal vector of Γ at PΓz.
We illustrate the essential idea of the proposed boundary closure by finite difference
methods in the left subfigure of Figure 2. In the subfigure, the red nodes, also called as
ghost nodes, are outside of T but they are needed as part of the finite difference stencil
for some blue nodes inside T. We need to assign values to these red nodes in order to
close the discretized system that contains only the interior blue nodes. We propose that:
• Each ghost node will be projected along the respective normal line back into a cell
close to ∂T. In the figure, one of such cells is outlined in blue.
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Figure 2: (Left) Illustration of computational domain when  = 3h and h = 1/25. Black
curve is the ellipse Γ, blue nodes are inner grids and red nodes are ghost nodes. (Right)
The red x represents a ghost nodes and the red diamond represents the projected node we
use to compute the value on the ghost node. Notice that, unlike the close point methods,
ghost nodes do not need to be projected back to Γ. The nearby 16 dark blue nodes are
used to interpolate the projected node.
• An interpolation is performed using the grid values surrounding the blue cell. The
order of interpolation must be higher or equal to the order used in discretization of
the PDE on T. The higher order interpolation the wider stencil as well as the wider
narrowband.
Figure 2 shows an illustration of the boundary closure procedure that we implemented
for an ellipse.
Super-convergence of the boundary closure
We briefly explain why the proposed boundary closure can replace zero Neumann bound-
ary conditions at ∂T. For simplicity, we demonstrate the two dimensional case. Let
(xi, yj) be a ghost node lying outside of T and (xαi , yαj ) = (xi, yj)−αni,j be the projected
node inside T for some α > 0 of order h. Let vαi,j := v(xαi , yαj ) , then
vi,j = v
α
i,j ⇐⇒
vi,j − vαi,j
α
= 0,
which may be considered as a first order approximation of the zero Neumann boundary
condition at (x∗i , y∗j ) := (xi, yj)− θni,j ∈ ∂T for some 0 ≤ θ < α. We extend the solution
constant-along-normal further from ∂T and assume that the extended v is still smooth
(for this we need to require that + 2h < κ∞). This means that
∂v
∂n
(x∗i , y
∗
j ) =
vi,j − vαi,j
α
+
1
2
(α− 2θ) ∂
2v
∂n2
(x∗i , y
∗
j ) +O(h2).
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However, if v satisfies Assumption 2.7, ∂pv
∂np
(x∗i , y
∗
j ) = 0, p = 1, 2, · · · , we see that there is
no error in the boundary closure.
In the procedure described above, vαi,j is then approximated to sufficient order of
accuracy by interpolation. This will perturb the boundary condition to be of the form
∂v
∂n
≈ hk−1∂
kv
∂tk
+ ...
for some positive integer k ≥ 1. It is not hard to argue that the proposed boundary closure
yields convergent approximations of the solution to the given PDE with zero Neumann
boundary conditions. But it is not so trivial to show that the convergence is high order
for pure boundary value problems or evolution problems discretized by implicit schemes.
In particular, if we use bi-cubic interpolation centered at grid cell containing (xαi , yαj )
to approximate vαi,j, simple calculations shows that the leading error in the approximation
of vαi,j is of the form h4(c1
∂4u
∂x4
+ c2
∂4u
∂y4
) with positive coefficients c1 and c2. After a change
of coordinates, and assuming that v satisfies Assumption 2.7, the perturbed the boundary
condition is given by
∂v
∂n
= ch3
∂4v
∂t4
+ (lower order in h terms) (2.17)
with some positive coefficient c. In Section 3.1, we will see that the sign of c plays an
important role in stability of the proposed method.
Depth of projected points
We briefly discuss how to choose a suitable projection “depth” α > 0. Let x be a ghost
node and xα = x−αn be the projected node inside T. When v is constant-along-normal,
any point along the normal direction has the same value of v. However, in numerical
experiments, we need to choose a suitable projected node. The necessary condition for
choosing the projected node is that the nearby surrounding nodes used to interpolate the
value of v must be inside T. In our numerical simulations, we use cubic interpolating
polynomials in a dimension-by-dimension fashion to approximate v(xα). Hence it requires
43 nearby points for 3 dimensional cases (42 nearby points for 2 dimensional case). See
Figure 2 for illustration for a two dimensional case. We suggest that the projection
depth be as shallow as possible. Therefore in our numerical simulation, we choose α =
dΓ(x) − ( − 2
√
dh), which guarantees that the interpolation stencil stays inside T if
 = mh, h < 1/mκ∞ and m > 2. Here κ∞ is an upper bound of the curvatures of Γ. We
discuss the effect of different α in the examples in Section 3.4.1.
3 Minimization of convex energies
In this section, we shall first study a simple model problem defined on a flat torus. Such
study will reveal many essential properties of the proposed algorithms, in particular, the
stability of the extended problem, the consistency of the extended gradient flow.
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3.1 Study of a model problem
Let Γ to be the unit interval on the x-axis with periodic boundary conditions at x = 0
and 1, and T = [0, 1) × (−, ). For any f ∈ C([0, 1)) with f(0) = f(1) and c > 0, we
consider the energy
IΓ[u] :=
∫
Γ
1
2
(|∇Γu|2 + cu2)− fu dS =
∫
Γ
1
2
(|ux|2 + cu2)− fu dx,
and its extension (with R(vy) = v2y)
I˜T [v] :=
∫ 
−
K(y)
(∫ 1
0
1
2
(|vx|2 + µv2y + cv2)− f¯v dx
)
dy.
The Euler-Lagrange equation of IΓ is
− uxx + cu = f, 0 < x < 1, and u(0) = u(1), u′(0) = u′(1). (3.18)
The Euler-Lagrange equation of I˜T and the natural boundary conditions for v ∈ C2(T)
are
− vxx − µvyy + cv = f¯ inT, v(0, y) = v(1, y), vx(0, y) = vx(1, y) (3.19)
vy(x,±) = 0, 0 ≤ x < 1. (3.20)
Here, we make a few observations for the case of µ > 0:
• I˜T [v] is strictly convex, and the Euler-Lagrange equation (3.19) of I˜T is uniformly
elliptic, and has a unique solution in C2(T) with the Neumann boundary condi-
tion (3.20).
• The y-derivative of the minimizer of I˜T has to be 0, for otherwise, I˜T can still take
smaller values by diminishing v2y.
• For any function v˜ satisfying v˜y ≡ 0 in T, I˜T [v˜] = IΓ[v˜(·, 0)]. Consequently, we can
argue that u(x) := v(x, 0) is the minimizer of IΓ, the solution of the corresponding
Laplace-Beltrami equation.
3.1.1 Stability of the constant-along-normal solutions
We investigate this issue in three regards: (i) whether the interpolation used in the bound-
ary closure introduces unstable solutions, and (ii) for time dependent problem, whether
perturbation to the initial conditions will be amplified in time, and (iii) the effect of the
inhomogeneous term not being perfectly constant-along-normal.
We study these issues with Example (3.1), involving (3.19), with c > 0.
∂v
∂y
=
{
α ∂
kv
∂xk
, y = ,
0, y = −. (3.21)
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Due to linearity of the problem, the solution is a sum of a particular solution and the
homogeneous solution (f ≡ 0) with perturbed boundary conditions. Therefore, we need
to make sure that there exists no unstable homogeneous solution.
After Fourier transform in the x variable, (3.19) and (3.21) become
µvˆyy(ω, y) = (ω
2 + c)vˆ(ω, y), ω ∈ 2piZ, y ∈ (−, ),
∂vˆ
∂y
=
{
α(iω)kvˆ, y = ,
0, y = −.
The general solution of this two-point boundary value problem takes the form
vˆ(ω, y) = c1e
κy + c2e
−κy, κ =
√
ω2 + c
µ
> 0.
We first observe that if there is a non-trivial solution, then the magnitude of κ =
√
ω2+c
µ

determines an upper bound of the solution’s y-derivative, which translates to how far the
solution is from being constant-along-normal. We only need to make sure that the non-
trivial solution exists when |ω| is asymptotically smaller than −1.
From the boundary conditions at y = ±, we obtain
c1κe
−κ − c2κeκ = 0,
c1κe
κ − c2κe−κ = α(iω)k(c1eκ + c2e−κ),
After simplification, we obtain
κ tanh(2κ) = α(iω)k, (3.22)
when c1, c2 6= 0. We see that the existence of solutions to the eigenvalue problem (3.22)
can be classified according to k being an even or odd positive integer.
k is odd. We see that in this case there exists no solution to the eigenvalue problem
(3.22). Therefore the only solution is the trivial solution vˆ = 0.
k is even. More explicitly, the left hand side of equation (3.22) is
L(ω) :=
√
ω2 + c
µ
tanh
(
2
√
ω2 + c
µ

)
and the right hand side
R(ω) := α˜ωk,
where α˜ = ikα. If α˜ ≤ 0, L(ω) = R(ω) has no solution. If α˜ > 0, L(ω) − R(ω) changes
signs three times as ω → ±∞, so there are two roots. Furthermore, for |ω|  1, to
leading order, L(ω) ' |ω|√
µ
and R(ω) ' a˜ωk – there is no solution of order −1.
Thus, we conclude that the proposed extension has a solution which is stable with
respect to the perturbation in the boundary condition (3.21), imposed on ∂T.
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3.1.2 Stability of gradient flows
The gradient descent equation is
vt = vxx + µvyy − cv, ∀(x, y) ∈ [0, 1)× (−, ), vy(x,−, t) = 0, vy(x, , t) = α∂
kv
∂xk
,
and v is periodic in x. The heat equation with the perturbed Neumann boundary condition
is stable in the energy norm for most cases. Let || · || be the standard L2([0, 1)× (−, ))
norm. From the energy estimate
1
2
d
dt
||v||2 = − (||vx||2 + µ||vy||2 + c||v||2)+ ∫ 1
0
µ(vvy(x, , t)− vvy(x,−, t)dydx
= − (||vx||2 + µ||vy||2 + c||v||2)+ ∫ 1
0
αµv
∂kv
∂xk
(x, , t)dx,
one can deduce the following conclusion:
k is odd One can easily show that
∫ 1
0
v ∂
kv
∂xk
dx = 0 by applying integration by parts
several times and v is periodic in x. Therefore d
dt
||v||2 = −2 (||vx||2 + µ||vy||2 + c||v||2)
and the solution is stable.
k is even Let k = 2m. By applying integration by parts several times and v is pe-
riodic in x, we have
∫ 1
0
v ∂
kv
∂xk
dx = (−1)m ∫ 1
0
( ∂
mv
∂xm
)2 dx. If α˜ = ikα = (−1)mα ≤ 0,
then d
dt
||v||2 = −2 (||vx||2 + µ||vy||2 + c||v||2) + α˜‖ ∂mv∂xm‖2 and the solution is stable. If
α˜ = ikα = (−1)mα > 0, we can not conclude that the solution is stable.
In fact, there may exist unstable solutions. Consider c = µ = 1, k = 2 and α = −1.
Again, we look for a solution of the form
v(x, y, t) = est+ωxi(eκy + e−k(y+2)).
Then v is a solution if s = κ2 − ω2 − 1 and κ tanh(2κ) = ω2. It is not hard to show that
the equation κ tanh(2κ) = ω2 has real solutions for ω = 2npi and hence the equation has
unstable solutions if s > 0. In particular, if we choose  = 0.01 and ω = 2pi, then κ '
51.1815 is a root of κ tanh(0.02κ) = (2pi)2 and in this case s = κ2− (2pi)2− 1 ' 2579 > 0.
The solution v grows exponentially and the equation admits unstable modes.
As we discuss in Section 2.4, in our simulations the perturbed boundary is of the form
∂v
∂n
' ch3∂
4v
∂t4
,
with some positive number c. Therefore the proposed method with cubic interpolating
polynomials in a dimension-by-dimension fashion is stable for gradient descent equations.
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3.2 Constraints
In the model problem (3.18), if c = 0, the solutions are unique up to an overall additive
constant. The addition of µvyy together with (3.20) will not make the solution unique.
In this case, one must extend the additional constraint on u consistently so ensure the
uniqueness of solution. For example, if one minimizes IΓ[u] subject to the constraint∫
Γ
u2ds = C0, then one should impose
∫
T
v2(z)K(y)dz = C0 for the minimization of
I˜T [v].
We see that under the proposed framework, integral constraints of the type
∫
Γ
G(u)ds =
C0 can easily be compatibly extended to
∫
T
G(v)K(dΓ)Jdz = C0. In general, using La-
grange multiplier, this type of constrained minimization problem is reduced to nonlinear
Eigenvalue problems.
Let us demonstrate the solution of a simple model problem via gradient descent:
min
u
∫
Γ
|∇u|2 dS subject to
∫
Γ
u2dS = C0.
One way to solve this problem is to introduce a Lagrange multiplier and solve to steady
state the following equation:
ut = ∆Γu+ λ(t)u, (3.23)
where the multiplier λ is chosen to be
λ(t) =
− ∫
Γ
u∆ΓudS∫
Γ
u2dS
=
∫
Γ
|∇Γu|2dS∫
Γ
u2dS
. (3.24)
Then we can check
d
dt
∫
Γ
u2dS = 2
∫
Γ
uutdS = 2
∫
Γ
u∆Γu+ λu
2dS = 0
It is rather straight forward to extend (3.23) and (3.24) following the proposed framework.
We present a computational result computing the solution of the p−Laplacian on torus
with an integral constraint in Section 3.4.5.
3.3 Gradient flow
The gradient flow of I˜T [v(·, t)] should be consistent with the L2 gradient descent of
IΓ[u(·, t)]. Again, letting u¯(z, t) = u(PΓz, t), we see that
d
dt
IΓ[u(·, t)] = d
dt
I˜T [u¯(·, t)] =
1
2
∫
T
(
(−J−1∇ · (JALp) + Lq) u¯t
)
Jdz
=
1
2
∫
T
(−∇ · (JALp) + JLq) u¯tdz.
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This means that in order to have the same gradient flow for the integral defined by each
of the parallel surface, one should consider the J-weighted L2 norm for choosing vt. The
subtlety here is that the consistent gradient flow of I˜T should be
vt = J
−1(∇ · (JALp(PΓz, v, A∇v)) + Lq(PΓz, v, A∇v)),
instead of
vt = ∇ · (JALp(PΓz, v, A∇v)) + JLq(PΓz, v, A∇v),
even though both equations yield the same steady state (for strictly convex I˜T).
Finally, as the time independent cases we have shown in Theorem 2.3, it can be shown
that v(·, 0) ≡ u(·, 0) =⇒ v(·, t) ≡ u(·, t); i.e. that Assumption (2.7) holds for t > 0 if
the initial condition satisfies it. In Section 3.4.3 we give an example of the rate of decay
of IΓ and IT computed correctly and incorrectly.
3.4 Tests cases
In the following, we present a few numerical experiments to study the proposed formula-
tion and the issues discussed above. For simplicity, the curvatures and Jacobians used in
the following numerical simulations are computed analytically instead of approximating
DPΓ by finite differences and compute its singular values.
3.4.1 Sensitivity of boundary closure to the depth of projection
Consider the Laplace-Beltrami problem −∆Γu = f on a unit sphere Γ. The extended
problem becomes
−r2∆v = f on T, and ∂v
∂n
= 0 on ∂T,
where r =
√
x2 + y2 + z2 if we choose µ = r. In our numerical simulation, we pick f = 2x
r
and the solution is u = x
r
+c for any constant c. We use h = ∆x = ∆y = ∆z = 1
20
and the
bandwidth  = 10h in our numerical simulations in which the boundary closure is carried
our at four different “depths” α. This means that the ghost node (ih, jh, kh) is projected
along the normal, α distance into T, i.e.
(ih, jh, kh) 7→ (ih, jh, kh)− αni,j,k,
with α = d(x) − (10 − 2√3)h, d(x) − 3h, d(x), d(x) + 3h. We discretize the PDE by
the second order central difference scheme and use cubic polynomial to interpolate ghost
nodes. The resulted linear system is singular since the solution is unique up to an additive
constant. Therefore we choose the exact solution to be u = x
r
and force the first index
node in our numerical solution has the same value as the exact solution. After deleting
the first column and first row in the linear system resulting form the discretization, it is
invertible. The condition number of the reduced linear system and the error are listed in
Table 1. We can see if α become larger, then the condition number and error are worse.
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Table 1: Comparison of different choices of positions to interpolate boundary points. We
can see the closer to the boundary points the better condition number of matrices and
error.
α d(x)− (10− 2√3)h d(x)− 3h d(x) d(x) + 3h
κ(M) 1.4387 e+7 1.7978 e+7 2.2930 e+7 3.1236 e+7
Error 4.0124 e-4 3.9211 e-4 4.0148 e-4 4.3044 e-4
Figure 3: The structures of the matrices obtained from different η = d(x) − α. The
variable nz refers to the size of the matrices.
The structure of the matrices are show in Figure 3. Notice that the smaller α gives the
tighter band structure of the matrix.
Next we study the sensitivity of condition number of the reduced linear system to the
distance between ∂T and the interior grid node closest to it. In certain finite element
formulation [22], the smallness of this distance could render the resulting linear system
ill-conditioned. We use h = ∆x = ∆y = ∆z = 1
10
and 1
20
with the bandwidth  = 3h in
our numerical simulations. We perturb the grids hZ3∩T by (hZ3 +r)∩T with a random
vector r = (rx, ry, rz)h, where r, ry, rz are randomly generated from uniform distribution
on [-0.5, 0.5). We repeat 100 times. The minimum distance between interior nodes and
∂T versus the condition number of the reduced linear system is shown in Figure 4. It
shows our method is stable even when some interior nodes are very close to the boundary
of the computational domain T.
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Figure 4: Distribution of minimum distances between inner nodes and the boundary
of T versus the condition numbers of reduced linear system among 100 times random
perturbation on grid positions.
3.4.2 Eigenfunctions of the Laplace-Beltrami operator
On a circle in three dimensions We consider the Laplace-Beltrami eigenvalue prob-
lem on a unit circle in R3 defined by
x(θ) =
 x1(θ)x2(θ)
x3(θ)
 =
 −
7√
102
1√
2
1√
51
− 7√
102
− 1√
2
1√
51
2√
102
0 7√
51

 cos θsin θ
0
 , 0 ≤ θ < 2pi. (3.25)
This circle is not symmetric in any way with respect to the underlying Cartesian grid, and
we discretize this problem as if we are dealing with more general smooth curves without
using the knowledge of the parametrization of the circle. Recall that the Laplace-Beltrami
eigenvalue problem is to solve
∆Γun = λnun. (3.26)
For simplicity, the kernel function is chosen to be constant. We choose two free convexifi-
cation constants µ1 = µ2 = σ−1 = 1− dΓ(p)κ(p), where κ is the curvature of the parallel
curve at point p. Hence A = σ−1I3 is a scalar tensor and the extended PDE on T is
σ−1∇ · (σ−1∇vn) = λvn (3.27)
In this case, σ−1 =
√
u21 + u
2
2, where [u1, u2, u3]T = Rx and R is the orthogonal matrix in
(3.25). The first eigenvalue is 0 and simple and the corresponding eigenfunction is con-
stant. The rest of the eigenvalues are n2 for n ∈ N, with multiplicity 2. The corresponding
eigenfunctions are cos(nθ + φ) for any arbitrary phase shift φ.
The numerical simulations are carried out on the grid nodes in T ∩ hZ3 with  = 4h,
and h is chosen to be 1
10
, 1
20
, 1
40
, 1
80
, 1
160
, 1
320
. We discretize (3.27) by second order central
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Figure 5: The eigenfunction of unit circle corresponding to λ = 25. (Left) The eigenfunc-
tion on the torus surface that is the equal distant surface Γ2h with h = 1/20. (Right)
The eigenfunction with respect to the θ parameter on the curve. The blue dashed curve
is numerical solution and the red solid curve is cos 5θ.
Table 2: The errors of the Laplace-Beltrami eigenvalue problem for a unit circle in R3.
h−1 Error for λ = 1 Error for λ = 4 Error for λ = 25 Error for λ = 36
10 6.4982e-4 5.4573e-2 3.9316e-2 1.7026e-1
20 6.2345e-5 1.5447e-3 9.2460e-3 3.4550e-2
40 5.7136e-5 6.5797e-4 2.6530e-3 3.7635e-3
80 3.1412e-6 1.8924e-4 2.8500e-3 6.9070e-3
160 7.0887e-7 3.4274e-4 1.4435e-4 6.4697e-4
320 7.0887e-7 1.5974e-5 5.4665e-5 4.2973e-4
Order 1.8814 1.9144 1.8672 1.6997
difference and computed the eigenvalues of the discretized system as approximations of
exact eigenvalues. The errors of eigenvalues are listed in Table 2. We can see the conver-
gence rate is close to second-order. In Figure 5, we plot the eigenfunction corresponding
to λ = 25 on the equal distance surface Γ2h on the left hand side. The eigenfunction is
close to constant on the normal cross section surface. If we projected the eigenfunction
back to the unit circle, we can see it is close to cos 5θ after suitable phase shift in right
subfigure of Figure 5. The error of the eigenfunction in this case is of magnitude 10−5.
On a torus in three dimensions Let Γ be the torus (
√
x2 + y2− 0.7)2 + z2 = 0.32 in
R3. Consider the Laplace-Beltrami eigenvalues λn and eigenfunctions φn of Γ:
−∆Γφn = λnφn.
We compute the eigenvalues and eigenfunctions by solving the extended eigenvalue prob-
lems:
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Figure 6: An eigenfunction of the Laplace-Beltrami operator on a torus. The results are
computed by the proposed algorithm. (Left) The colormap used here reveals the structure
of the eigenfunctions’ level lines. (Right) The z = 0 section of the solution, indicating
that the computed solution is indeed constant-along-normal.
−J−1∇ · (JA2∇ψn) = λnψn inT, ∂ψn
∂n
= 0 on ∂T.
In this numerical simulation, we use grid nodes in T∩hZ3 with  = 4h and h is chosen to
be 1
20
.We compute the discrete approximation of the differential operator of the extended
equation. Then solve the eigenvalues and eigenvectors of the induced linear system. Figure
6 shows a computational result of an eigenfunction corresponding to the 6th eigenvalue
λ6 ' 6.51 of the Laplace-Beltrami operator on the torus Γ.
3.4.3 Energy decay rates
Let Γ be the ellipse with major axis equal to 4 and minor axis equal to 2 in R2. The angle
between the major axis and positive x−axis is set to be pi
5
. See Figure 2 for illustration
for the computational domain. The ellipse can be parametrized by[
x(θ)
y(θ)
]
=
[
cos pi
5
− sin pi
5
sin pi
5
cos pi
5
] [
2 cos θ
sin θ
]
.
Notice that θ is not arc-length parameter and the arc-length function s(θ) =
∫ θ
0
(3 sin2 β+
1) dβ is computed numerically. The energy function IΓ is given by IΓ(u) = 12
∫
Γ
|∇Γu|2 dS =
1
2
∫
Γ
u2s dS. The gradient decent flow u(t, s) of IΓ satisfies the heat equation
ut = uss (3.28)
on Γ. If we choose free variable µ = σ−1 and constant kernel function, the extended
energy function JT of IΓ is
JT(v) =
1
2
∫
T
σ−1|∇v|2 dz. (3.29)
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Table 3: The performance of the proposed method with Crank-Nicolson method in time.
h−1 Condition number # of iterations L∞-error Order
50 23.94 8.2 1.4459e-5
100 45.00 9.7 3.5625e-6 2.0210
200 88.82 9.7 9.2893e-7 1.9393
400 176.70 12.6 2.2653e-7 2.0358
800 353.24 17.6 5.7933e-8 1.9673
1600 708.40 25.5 1.4441e-8 2.0042
As discussed in Section 3.3, instead of solving
vt = ∇ · (σ−1∇v), (3.30)
the gradient flow of JT should be
vt = σ
−1∇ · (σ−1∇v). (3.31)
In the numerical simulation, the initial data is set to be u(s, 0) = sin(ks), where k = 2pi
L
and L ' 9.6884 is the total length of the ellipse Γ. The exact solution of (3.28) is
u(s, t) = e−k
2t sin(ks). We apply forward Euler in time and discretize the equation by
using ∆x = ∆y = h = 1
100
and ∆t = h2
10
with  = 3h. We compare the L∞-error
‖v(s, η, t) − e−k2t sin(ks))‖∞,T on T and the energy decaying rate with the solutions
obtained from (3.30), (3.31) numerically and from the closest point method [29]. We
use the standard second order central difference scheme for ∇ · (σ−1∇v) and bi-cubic
interpolation in the boundary closure. The energy errors are integrated numerically using
(2.11) with L¯ = 1
2
|∇v|2and K(d) = 12(1 + cos(d ))χ[−1,1](d) where χ[−1,1] is the indicator
function of [−1, 1]. (2.11) is discretized be central differencing for ∇v and trapezoidal rule
for the integral. For close point method, we use second order central difference scheme
to compute Laplacian and bi-cubic interpolation for close point extension procedure. In
computing the energy error in the solution of the closest point method, |∇v|2 is replaced
by the values on Γ, i.e. |∇v(PΓx)|2. The results are shown in Figure 7. We can see
the proposed method with correct decaying rate has smallest error in both L∞-norm and
energy norm.
Next, we apply Crank-Nicolson time discretization for this example. The resulting
matrices are inverted by the built-in GMRES scheme in Matlab to solve the linear system
with tolerance 10−13. In Table 3, we report certain aspects of the computational results
obtained with h = 1
50
, 1
100
, 1
200
, 1
400
, 1
800,
1
1600
, ∆t = h
10
,  = 3h; these include the condition
numbers of the matrices I − ∆t
2
Qh, where Qh corresponds to the centered differencing
discretization of the spatial derivatives, the average of numbers of iterations and the L∞-
errors ‖v(s, η, t) − e−k2t sin(ks))‖∞,T on T for 0 ≤ t ≤ 2. The condition number scales
like O( 1
h
) and the convergence rate is second-order as we expect.
3.4.4 Gradient flow of Allen-Cahn equation
Let Γ be the ellipse given in Section 3.4.3. We consider the Modica-Mortola energy on Γ:
23
0 0.5 1 1.5 2
Time
10-6
10-5
M
ax
im
um
 E
rro
r i
n 
T ǫ
0 0.5 1 1.5 2
Time
10-8
10-7
10-6
10-5
10-4
R
el
at
iv
e 
Er
ro
r o
f T
ot
al
 E
ne
rg
y
Figure 7: (Left) The L∞ -error on the narrowband T. (Right) The relative error of energy
on the narrow band T. The solid curves are obtained by proposed method solving (3.31)
and the dashed curves are with (3.30). The dotted curves are obtained by the closest
point method.
IΓ(u) =
∫
Γ
δ
2
‖∇Γu‖2 + 1
4δ
(1− u2)2 dS, 0 < δ  1, (3.32)
and its gradient descent by the Allen-Cahn equation on Γ:
ut = uss +
1
δ2
u(1− u2). (3.33)
The extended equation of (3.33) is simply
vt = σ
−1∇ · (σ−1∇v) + 1
δ2
v(1− v2), on T,
with zero Neumann boundary condition. Since the Modica-Mortola energy is not strictly
convex, the equation has non-unique minimizers and the minimizers depend on initial
conditions. In this numerical experiment, we pick δ = 0.03. We use forward Euler in time
and choose h = 1
200
,  = 0.3 with ∆t = h2
10
. The initial condition is set to be
v(x, 0) =
13∑
j=11
sin
(
2jpis2
L2
)
,
where L ' 9.6884 is the total length of the ellipse Γ and s is the arc-length parameter
on Γ. Since there is no analytical form for the exact solution, we use very fine grid (2000
equidistant points on Γ) and apply central difference scheme with forward Euler in time
to discretize (3.33) directly as the reference solution. We compare our proposed method
with a modified version of the closest point method (CPM). This modified CPM is not
recommended in practice. We use this example to illustrate that CPMs have an internal
time scale that is defined by the frequency of the “reinitialization” steps, and successful
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Figure 8: (Left) L∞-error in T at different time step. The dashed line is obtained by the
proposed method and the solid line is obtained by modified CPM. (Center) The snapshot
of the solution by the proposed method at t = 0.9774975. (Right) The snapshot of the
solution by our modified CPM at the same time, before the last reinitialization step.
application of a CPM can depend on such internal time scale and its relation to the
intrinsic time scale of the problem.
In the modified CPM, we solve
vt = ∆v(cp(x)) +
1
δ
v(1− v2)
by the standard central difference scheme for the Laplacian, and forward Euler method
in time. Here cp(x) = PΓx is the closest point function. Instead of reinitializing v to be
constant-along-normal after each time step (as in the original CPM), we reinitialize every
h/2 time interval (every 1000 explicit Euler steps). The chosen time interval would be
possible for a CPM that uses implicit time stepping, but as this example shows, this choice
may not be appropriate. We refer the readers to [19] for the implicit closest point method,
and emphasize that the real performance of an appropriately implemented implicit CPM
may be different from what is presented in this example. The errors computed by two
different methods are shown in Figure 8. The oscillation of the error computed by the
modified CPM is due to the insufficient frequency of reinitialization compared to the small
time scales in the dynamics. The large error near t = 1 indicates the phase transition of
the gradient descent is incorrect. In the right subfigure in Figure 8, we show the modified
CPM solution at t = 0.9774975, right before the reinitialization step. In the center
subplot of the same Figure, we show the solution computed by the proposed method.
The modified CPM solution, before the last reinitialization, is not constant-along-normal
in the right top corner. One may see that in such region, reinitialization can either set
v to back to the right “phase” value or to the opposite phase value, depending of the
developed pattern. Furthermore, since the transition time for Allen-Cahn is very short,
if reinitialization in a CPM algorithm is not applied sufficiently frequently, the solution
can lead to wrong gradient descent flow and possibly different steady state pattern.
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3.4.5 Minimization of p-Laplacian on a torus with constraint
Let Γ be the torus (
√
x2 + y2 − 0.7)2 + z2 = 0.32 in R3. We can parametrize Γ by
(x, y, z) = ((0.7 + 0.3 cosφ) cos θ, (0.7 + 0.3 cosφ) sin θ, 0.3 sinφ), θ, φ ∈ [0, 2pi). Consider
the energy function
IΓ(u) =
1
p
∫
Γ
|∇Γu| p dS −
∫
Γ
f u dS. (3.34)
with constraint
‖u‖2,Γ =
∫
Γ
u2 dS = 1.
We use the method proposed in Section 3.2 to solve the minimization problem of IΓ with
the constraint. We solve the gradient flow
vt = J
−1∇ · (|A∇u |p−2JA2∇v) + f + λ(t)v,
on the narrowband T of Γ and the Lagrange multiplier is chosen to be
λ(t) =
∫
T
|A∇v |pJdS − ∫
T
f v JdS∫
Γ
v2J dS
.
In the following examples, we choose the parameter µ to be 1 and the kernel K to be
constant. The numerical simulations are carried out on the grid nodes in T ∩ hZ3 with
 = 4h, and h is chosen to be 1
25
, 1
50
.
We first choose p = 3, f = 1. In this case, the minimizer is u = 1
c
with c =
√
84
100
pi, the
square root of surface area of Γ and the minimal energy IΓ is −c. We use two different
initial conditions u1(θ, φ) = 2c sin θ cosφ and u2(θ, φ) =
2
c
cos θ sinφ, θ, φ ∈ [0, 2pi) on Γ
and extend them constant-along-normal to get initial condition for extended equations.
For time discretization, we use forward Euler with ∆t = h2
10
to compute the solution until
‖v(t + ∆t) − v(t)‖T,∞ < 10−7. The total energy error JT(v(t)) + c and L2−norm error
| 1
2
∫
T
v2(t)J dS − 1| are shown in Figure 9. We can see the total energy converges to
the exact energy value −c for both choices of initial conditions. From the right subfigure
in Figure 9, we see that the L2−norm is almost conserved by the proposed method and
converges to 0 as h tends to 0.
For a nontrivial numerical example, we choose p = 3, and f = cos(θ + φ) sin(φ).
For this problem, we do not have analytical form for the minimizer. The total energy
JT(v(t)) and L2−norm error | 12
∫
T
v2(t)J dS − 1| are shown in Figure 10. Again, we can
see energy decays to some steady state for both initial conditions and the L2−norm is
almost conserved by the proposed method.
4 Least action principles
We shall consider the model least action principle defined by
IΓ[u] :=
∫ t2
t1
∫
Γ
[(
∂u
∂t
)2
− |∇Γu|2
]
dS(x) dt,
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which consists of the difference between the kinetic energy and the potential energy.
Taking the variational derivative, the resulting Euler-Lagrange equation is an analogy of
the usual second order wave equation, but defined on Γ.
Correspondingly, we shall study the extensions of IΓ in the following form
I˜T [v] :=
∫ t2
t1
∫
T
[(
∂v
∂t
)2
− |A(z;µ)∇u|2
]
K(dΓ(z))J(z)dz dt. (4.35)
Recall that A(z;µ) :=
(
σ−11 t1 ⊗ t1 + σ−12 t2 ⊗ t2 + µn⊗ n
)
. Hence the essential questions
are about the well-posedness of the extended problem, with or without the additional
component (∂u
∂n
)2 in the potential energy of the system, and stability of the constant-
along-normal solutions.
Notice that unlike elliptic equations, the zero Neumann boundary condition is not the
natural boundary condition for the variational problem involving energy I˜T defined in
(4.35). The natural boundary condition is the radiation boundary conditions (add cita-
tion). However, the constant-along-normal solutions usually do not satisfy the radiation
boundary conditions.
4.1 Study of a model problem
Consider Γ to be the unit interval on the x-axis with periodic boundary conditions at
x = 0 and 1, and T = [0, 1)× (−, ). Thus the Euler-Lagrange equation of I˜T satisfies
vtt = vxx + µvyy, (µ ≥ 0) (4.36)
We look for periodic solutions
v(x+ 1, y, t) = v(x, y, t) (4.37)
satisfying the constant-along-normal initial conditions{
v(x, y, 0) = v0(x),
vt(x, y, 0) = vt,0(x),
(4.38)
and the Neumann boundary condition
∂v
∂y
(x,±, t) = 0. (4.39)
For µ = 0, we have a family of one-dimensional wave equation, coupled only through the
initial conditions. It is obvious that for µ ≥ 0, the initial-boundary-value problem (4.36)-
(4.39) is well-posed and stable. Furthermore, it is easy to show that the solutions starting
with the initial conditions (4.38) will stay constant-along-normal, i.e. vy(x, y, t) = 0 for
all time.
In this case, the natural boundary condition is vt ± vy = 0 on y = ±. For this model
problem, the constant-along-normal solutions are superposition of plane waves of the
form ei(kx±kt). Obviously, the planes wave solutions do not satisfy the natural boundary
conditions unless they are constants.
In the following, we shall look into the effect of perturbations that might be introduced
by discretization.
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4.1.1 Perturbation in the initial conditions
We consider the solutions of the form
u(x, y, t) = f(x+ t) + g(x− t) + C(y, t), C(y, 0) = Ct(y, 0) = 0.
For µ ≥ 0, C(y, t) can only be zero due to the special form of the initial conditions. Now,
suppose that the initial condition is not exactly constant along the normals of Γ, the
equation with µ = 0 will admit solutions that grow linearly in time.
To see this, consider ∂v
∂y
(x, y, 0) = 0 and
∂
∂y
vt(x, y, 0) = −δ sin piy

for some δ ∈ R.
This means that the initial condition of vt has a sinusoidal perturbation satisfying the
Neumann boundary condition. Then C(y, t) = δ
pi
cos piy

· t. Computationally, if both δ
and  are of order h, with h the grid spacing, this initial perturbation will introduce only
O(t · h2) difference in the solutions.
With µ > 0, the perturbation in the initial conditions will result in modes that prop-
agate towards the boundaries and then be reflected back into the domain. Nevertheless,
since the total energy is conserved, we expect that such perturbation will stay controlled.
4.1.2 Perturbation in the boundary conditions
In general, numerical discretization of the Neumann boundary condition (4.39) will in-
evitably introduce some tangential perturbations that could be modeled by:
∂v
∂y
(x, , t) = α
∂kv
∂xk
(x, , t), α ∈ R, k ≥ 1, (4.40)
and
∂v
∂y
(x,−, t) = 0. (4.41)
Consider the following two 4th order boundary closures for the grid nodes (ih, (N + 1)h):
ui,N+1 :=
2
3
(ui−1,N−1 + ui+1,N−1)− 1
6
(ui−2,N−1 + ui+2,N−1),
leading to
vy ≈ 1
6
h4uxxxx,
and
ui,N+1 :=
1
4
ui−1,N−1 +
3
2
ui+1,N−1 − ui+2,N−1 + 1
4
ui+3,N−1,
leading to a perturbation to the zero Neumann condition with the leading order term of
a different sign:
vy ≈ −1
4
h4uxxxx.
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A natural question is whether such perturbation will render the resulting initial-
boundary-value problem ill-posed? We follow closely the theory developed in [13], and
particularly in [16]. We use Laplace transform in time and Fourier transform in the
x-variable to study the well-posedness of the perturbed problem (4.36)-(4.38) and (4.40)-
(4.41). Due to linearity of the problem, we may analyze by a single mode:
vˆ(ω, y, s) = esteiωxφ(y). (4.42)
Suppose that there exists s0 ∈ C with Re s0 > 0 and ω0 ∈ Z such that vˆ solves (4.36)-
(4.38) and (4.40)-(4.41).
We first remark that even with constant-along-normal initial conditions (4.38), vy will
not remain 0 in time, due to the perturbed boundary condition (4.40), unless v is a
constant. Therefore, we cannot just consider φ(y) being a constant. Plugging (4.42) into
the equation, we obtain
s2φ = −ω2φ+ µφyy.
Without loss of generality we analyze µ = 1 for the case µ > 0. We have the eigenvalue
problem
φyy = (s
2 + ω2)φ, (4.43)
with the boundary conditions
φy() = α(iω)
kφ(), (4.44)
and
φy(−) = 0.
φ(y) = c1e
κy + c2e
−κy, κ := (s2 + ω2)
1
2 ,
where the square root is taken on the complex plane with the branch −pi < arg z ≤ pi.
Solutions with κ = 0 are stable, so we will not discuss such a case. If κ 6= 0, from the
boundary conditions, we have
c1 = c2e
2κ,
and
(κ− α(iω)k)e4κ = (κ+ α(iω)k). (4.45)
k is an even positive integer. In this case, (4.45) is equivalent to κ tanh(2κ) = α˜ωk,
where α˜ = αik. This equation admits only pure imaginary solution κ if α˜ ≤ 0; and it has
at least one real solution κ if α˜ > 0. Thus we conclude that s = (κ2 − ω2) 12 is a pure
imaginary number if α˜ < 0, and in this case the equation is stable. On the other hand,
we have s = (κ2 − ω2) 12 > 0 if α˜ > 0. Therefore the equation is unstable when α˜ > 0.
k is an odd positive integer. In this case, (4.45) is equivalent to
τ + bi
τ − bi = e
τ , (4.46)
where τ = 4κ, b = 4αik−1ωk. Suppose τ = u+vi, then by equating the modulus in both
sides of (4.46) we have
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u2 + (v + b)2
u2 + (v − b)2 = e
2u.
Hence we have v = f(u) = b(e
2u+1)±
√
4b2e2u−u2(e2u−1)2
e2u−1 and v is real if u sinhu ≤ |b|. Notice
that ω = 2npi can be arbitrary large so can |b|. To show (4.46) admits a solution, we
check that
u+ (v + b)i
u+ (v − b)i = e
2uevi ⇐⇒ u+ (f(u) + b)i
u+ (f(u)− b)i = e
2uef(u)i.
We only need to show there exists u such that the arguments of both sides in the above
equation are equal. With out loss of generality, we assume b > 0. Let u∗ > 0 satisfies
u∗ sinhu∗ = b. Then f(u∗) = u∗ cosh(u∗) and arg(u
∗+(f(u∗)+b)i
u∗+(f(u∗)−b)i) → arg(eu
∗
i) = pi
2
as
|b| → ∞. Therefore for large enough b and u close to u∗ enough, arg(u+(f(u)+b)i
u+(f(u)−b)i) ' pi2 .
Since f(0) = 0 and f(u) is increasing, by continuity of f(u), for large enough ω, there
always exists τ = u+ f(u)i that satisfies (4.46). Therefore s =
√
τ2
162
− ω2 with positive
real part satisfies the eigenvalue problem. This means that the perturbed boundary
condition admits solutions that exponentially increase in time and have boundary layers
of near ∂T.
4.1.3 General positive values of µ.
s is replaced by s/√µ in the analysis above, and the unstable modes become
vˆ(x, y, t) ∼ eµsteiωx(c1eµκy + c2e−µκy).
We see that with small values of µ, the instability can be controlled.
For µ = 0, we have
(s2 + ω2)φ(y) = 0.
Non-trivial solutions requires that s = ±iω. We then look for φ(y) which satisfies
φy() = α(iω)
kφ(), φy(−) = 0.
The set of C2 functions which satisfy the two conditions are not bounded. Thus we have
to estimate the solution from the initial conditions.
Figure 11 demonstrates the instability analyzed above as well as the simple stabiliza-
tion by using a small µ. Figure 12 demonstrates a numerical simulation using these two
boundary closures with different values of µ.
4.2 Perturbed boundary condition and stability
The mode analysis above shows that the instability exists in the normal derivatives of the
solutions. We may explain the onset of instability as follows: waves are being bounced
back and forth in between the two boundaries of T, and each time reflection takes place,
31
0
1
1
5
u0
0.5
10-3
2
0
0
-5
0
1
1
5
u, perfect BC, T=0.59
0.5
10-3
2
0
0
-5
-2000
1
0
5
u, perturbed BC, =1
0.5
10-3
2000
0
0
-5
0
1
1
5
u, perturbed BC, =0.001
0.5
10-3
2
0
0
-5
Figure 11: Unstable wave solutions by a 3rd order boundary closure, and stabilization by
using smaller µ.
0
1
0.5
5
u, perfect BC, T=0.28
0.5
10-3
1
0
0
-5
0
1
0.5
5
u, stable 4th order BC, =1
0.5
10-3
1
0
0
-5
-1000
1
-500
5
0
u, unstable 4th order BC, =1
0.5
10-3
500
0
0
-5
0
1
0.5
5
u, unstable 4th order BC, =0.001
1
0.5
10-3
0
0 -5
Figure 12: Wave solutions with stable and unstable 4th order boundary closure, and
stabilization by using smaller µ.
32
the solution may loss some regularity, and after a few reflections, the accumulated in-
stability dominates the computed system. In fact, the loss of regularity can be read off
from the perturbed boundary conditions: the normal derivative of the reflected solution
is set to the derivative of the part of the solution that caused the reflection. We can also
understand at a heuristic level that without dissipation, such instability is hard to avoid
for more general domains with curved boundaries (where as for dissipative systems, such
problem is less prone to happen).
We also see this mechanism directly from the model equation and conditions satisfied
by w = vy:
wtt = wxx + µwyy, (µ ≥ 0), (4.47)
satisfying the periodic condition in x:
w(x+ 1, y, t) = w(x, y, t), (4.48)
the Neumann boundary conditions
w(x, , t) = α
∂kv
∂xk
(x, , t), (4.49)
w(x,−, t) = 0, (4.50)
and the constant-along-normal initial conditions for v:{
w(x, y, 0) = 0,
wt(x, y, 0) = 0.
(4.51)
We first see that by reducing the size of µ, we delay the propagation of the boundary
perturbation into the domain. Due to the special form of the initial conditions, we expect
that the instability reflected in the discretized system comes out after constant multiply
of discrete time steps.
For general curved boundaries, we cannot rely on diminishing the size of µ to prolong
the onset of the instability. Suppose that we set µ = 0 in the equation for v, and
analytically, with the constant-along-normal initial data, the solution will constants of
wave that propagates only tangentially to Γη. However, in the discretized system, a wave
that is tangential to the boundary at a grid node at time tn will not be exactly tangential
when it arrives at a neighboring grid node at a later time. And there, a reflection of this
wave will take place. The following numerical simulations verify the discussion above.
Example 4.1. (Stability against perturbation in the initial conditions) Let Γ be the
ellipse with major axis equal to 4 and minor axis equal to 2 in R2 as described in Section
3.4.3. We consider the wave equation on Γ : utt = uss, where s is the arc length of Γ and
the exact solution is given by u(s, t) = sin(2pi(s−t)
L
). The extended wave equation on T is
vtt = σ
−1∇(A(σ;µ)∇v), (4.52)
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where A(σ;µ) = σ−1t ⊗ t + µn ⊗ n. We use leapfrog scheme in time and second order
central difference scheme in space to discretize (4.52). See Appendix for detail of dis-
cretization. The boundary nodes are interpolated by bi-cubic interpolating polynomials.
To see the effect of being constant-along-normal or not, we perturb the initial condition
in the numerical simulation. The initial condition is given by
v(s, η, 0) = (C+(1−C) cos piη
2
) sin(
2pis
L
), v(s, η,∆t) = (C+(1−C) cos piη
2
) sin(
2pi(s−∆t)
L
).
The parameter C is to control the intensity of the perturbed initial condition away from
being constant-along-normal. When C = 1, the initial data is constant-along-normal;
The smaller C the bigger variance along the normal direction. We use h = 1
100
, 1
200
, 1
400
,
 = 3h, 6h, 0.1, C = 1, 0.9, 0.8 and ∆t = h
10
to test how fast the instability exhibits. We
compute the solution until time step tblow such that ‖v(tblow)‖T,∞ > 1.5 and use tblow as
the indicator for instability. From Figure 13, we see that it makes sense to use a smaller
µ so that the instability occurs later. However, having it too small or zero will not be
beneficial. Numerical evidence shows that the best choice of µ is about size of h. We also
notice that the wider of bandwidth  can delay the blowup time for some cases but not
efficiently. Being far away from constant-along-normal produces the instability in a very
short time. The smaller grid size h causes the smaller blowup time. Numerically it shows
that the blowup time is of order O(h). In other words, the instability accumulates in each
iteration independent of grid size h.
4.3 Stabilization strategies and examples
4.3.1 Reinitialization
For general initial data, the unstable modes will dominate the solution also instanta-
neously. However, for constant-along-normal initial data considered in our particular
problems, particularly with smaller values of µ, the unstable modes seem to take longer
time to become dominant.
Therefore, we propose to stabilize the computations by reinitializing the computed
solutions periodically. By reinitializing a function f0, we mean to create a new function
f , which is the constant-along-normal extension of f0|Γ. Such reinitialization can be done
easily by applying the boundary closure strategy to every inner node, projecting them
onto Γ. It can also be done easily by solving the constant-extension PDE, used in the
level set method, see e.g. [25, 5]. In a “Closest Point Method”, this step is a mandatory
part of every discrete time step.
To demonstrate the strategy, we use the same setting as in Example 4.1. We reinitialize
the solution per 0.1 and 1 time unit (or equivalently per h−1 and 10h−1 discrete time
steps). In this experiments, we test for h = 1
200
, 1
400
and compare the L∞-error ‖v(s, η, t)−
sin(2pi(s−t)
L
)‖∞,T . The results are shown in Figure 14. The solid curves are obtained by
reinitializing per 0.1 time unit and the dashed curve are obtained by reinitializing per 1
time unit. We see that the solutions is stable for much longer time after reinitialization.
However, if the reinitialization is not frequently enough, the instability accumulates after
certain iterations and the solution is unstable.
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Figure 13: Blowup time tblow for different grid size h and bandwidth . The larger per-
turbation in normal direction produces the instability faster. The smaller µ can delay the
onset of instability. The blowup time tblow scales like O(h).
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Figure 14: Reinitialization strategy to stabilize the wave equation. We use h = 1/200 in
the left figure and h = 1/400 in the right figure. The dashed and solid curves are obtained
by reinitializing per 0.1 and 1 time step.
4.3.2 “Dissipative” regularization
Another way to stabilize the solution is to follow and adapt the idea proposed in [16].
Consider our model problem in the strip:
vt = vxx + µvyy − αvtxxxx, ∀(x, y) ∈ [0, 1)× (−, ), α > 0,
with the perturbed boundary condition
vy(x,−, t) = 0, vy(x, , t) = avxxxx.
In the same fashion as employed earlier in this section, it is proven in Section 6 and
Appendix B of [16], that with this regularization and a suitable α, the resulting initial
boundary value problem is well-posed.
For general setups, the regularization will correspond to higher order tangential deriva-
tives of the solution, and is not very convenient to discretize. Therefore, we propose to
add to the equation for v an isotropic version of this regularization that involve only the
similar partial derivatives along the coordinate directions. This means, in two dimensions,
we shall modify the PDE by
vtt = σ
−1∇ · (σ−1∇v)− αh3(vtxxxx + vtyyyy)
and discretize it on Cartesian grids by
vn+1i,j − 2vni,j + vn−1i,j
∆t2
= Ai,jvnij−αh3(Dx+Dx−)2
(
vni,j − vn−1i,j
∆t
)
−αh3(Dy+Dy−)2
(
vni,j − vn−1i,j
∆t
)
,
where α ≤ c
4
, c is the maximum wave speed and Ai,jvni,j is the discretization of σ−1∇ ·
(σ−1∇v).
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Figure 15: The L∞-error of solutions for wave equations with stabilization terms.
To demonstrate the effect of stabilization, we use the same setting in Example 4.1.
We add the stabilization terms and use α = 1
5
with h = 1
100
, 1
200
, 1
400
and ∆t = h
10
. We
compare the L∞-error ‖v(s, η, t)−sin(2pi(s−t)L )‖∞,T for different µ and the results are shown
in Figure 15. Notice that, to compute (Dx+Dx−)2 and (D
y
+D
y
−)
2 terms, we need more ghost
nodes. We see the solution becomes stable for very long time T ≥ 60. Moreover, the
solution has the same magnitude L∞-error as the solution without stabilization terms
in the short time. This means the stabilization does not compromise the accuracy but
regain the stability for O(1) time step. Also the results show the importance to choose
free parameter µ close to O(h). The solution has smaller error for smaller µ.
5 Summary
In this paper, we derive extensions of a class of integro-differential operators defined on
smooth closed manifolds. The extended operators are defined for functions defined on
thin narrowbands around the manifolds. The main objective is to provide a formulation
that allows for construction of simple and accurate numerical algorithms that solve for the
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Euler-Lagrange equations of the functionals defined by these integro-differential operators,
especially for the applications in which the manifolds are defined by the distance function
or closest point mapping to the manifolds.
What distinguishes this work from other existing level set or closest point methods
is that fact that our formulation solves the Euler-Lagrange equations of the extended,
volumetric integrals, with the corresponding natural boundary condition on the bound-
aries of the narrowbands. We investigate how the extensions can be made to guarantee
a strict equivalence between the solutions of the extended and the original problems.
As a result, eigenvalue problems involving the Laplace-Beltrami operators can easily be
computed. Together with our mathematical formulation, we propose a simple boundary
closure procedure that can be adapted to a variety of numerical methods. We further
study the stability and well-posedness of a few model (initial)-boundary-value problems.
We discovered that hyperbolic problems require additional stabilization to curb the effect
of unstable mode originated from the approximation of boundary conditions. We propose
two strategies to stabilize the numerical algorithms. One involves adding higher order
“dissipative” terms to the PDEs, and the other one involves “reinitializing” the solutions
of the PDEs periodically. The reinitialization is similar to a required step in the clos-
est point method. However, due to the special form of the initial conditions and the
equations, the stabilization step is required only infrequently.
We remark that the proposed formulation is not limited to implementation using
Cartesian grids. It is also convenient for design of finite element methods on non-body
fitted mesh. Furthermore, the proposed formulation, which considers minimization of the
variational principles instead of tackling directly the Euler-Lagrange equations, allows for
the possibility of applying numerical optimization algorithms to the discretized variational
principles. A potential advantage of such strategy include better preservation of invari-
ances of the systems, see for example the variational integrator [20], and the flexibility in
dealing with nonlinear degenerate systems such as the total variations of a function on
surfaces [4]. This direction will be pursued in a future work.
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A Appendix
A.1 Extension of surface gradient and surface divergence in R3
Let Ω ⊂ R3 be a bounded open set with C2 boundary Γ = ∂Ω. For simplicity, we assume
there exists a signed-distance function d : R3 → R such that Γ is the zero-level set of d.
Without loss of generality, we also assume that d < 0 on the interior of Γ and d > 0 on
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the exterior. The normal vector n(x) = ∇d(x) is the unit outer normal vector field of Γ
and the projection Π = I − n⊗ n which maps vectors in R3 onto the tangent space of Γ
at x. For any smooth function u defined on Γ, the tangent gradient of u is defined by
∇Γu(x) = Π∇u˜(x), ∀x ∈ Γ,
where u˜ is any C1 extension of u(x) in a neighborhood of x. For any vector field F defined
on Γ, the surface divergence ∇Γ · F is defined analogously. Recall that η-level set of d
is Γη = {x ∈ R3 | d(x) = η} and T = ∪|η|<Γη is the narrowband of Γ. The following
theorem relates normal extension of the surface gradient and divergence to the Eulerian
gradient and divergence of normal-extended function.
Theorem A.1. Suppose u is a smooth function defined on Γ. Let PΓ denote the closest
point mapping and u denote the constant-along-normal extension of u in T. Then for
any z ∈ T , we have
∇Γu(z) ≡ ∇Γu ◦ PΓ(z) = A(z;µ)∇u(z), (A.53)
where A(z;µ) = A0(z) + µA1(z),
A0(z) :=σ
−1
1 t1 ⊗ t1 + σ−12 t2 ⊗ t2,
A1(z) :=n⊗ n,
where t1, t2 are the two orthonormal tangent vectors corresponding to the directions that
yield the principle curvatures of Γ, n is the unit normal vector of Γ, σ1 and σ2 are two
largest singular values of DPΓ and µ is any real number.
Suppose F is a smooth vector field defined on Γ. Let F denote its constant-along-
normal extension in T. Then for any z ∈ T , we have
∇Γ · F (z) ≡ (∇Γ ·F ) ◦PΓ(z) = σ−11 σ−12 ∇· (B(z;µ)F (z)) = J−1∇· (B(z;µ)F (z)), (A.54)
where B(z; ν) = B0(z) + νB1(z),
B0(z) :=σ2t1 ⊗ t1 + σ1t2 ⊗ t2 = σ1σ2A0(z) = JA0(z),
B1(z) :=n⊗ n,
where ν is any real number. In particular, if we choose ν = Jµ, then B(z; ν) = JA(z;µ).
Proof. Let (s1, s2) be a local coordinate system for Γ such that t1 =
∂Γ(s1,s2)
∂s1
and t2 =
∂Γ(s1,s2)
∂s2
are orthogonal unit eigenvectors of D2d corresponding to two principle curvatures
κ1 and κ2 respectively. Notice that (s1, s2, η) forms curvilinear coordinates on T with the
coordinate transformation
z(s1, s2, η) = Γ(s1, s2) + ηn(s1, s2), (A.55)
where n(s1,s2) = n(Γ(s1,s2)). By using ∂n∂si = κiti, we obtain
∂z
∂s1
= (1 + ηκ1(s1,s2))t1 ,
∂z
∂s2
= (1 + ηκ2(s1,s2))t2 and ∂z∂η = n. By formula of gradient in orthogonal curvilinear
coordinate systems, we have
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∇v = (1 +ηκ1)−1 ∂v
∂s1
t1+ (1 +ηκ2)
−1 ∂v
∂s1
t2+
∂v
∂η
n = (1 +ηκ1)
−1 ∂v
∂s1
t1+ (1 +ηκ2)
−1 ∂v
∂s1
t2
It follows the tangential gradient of u is
∇Γu(PΓz) = ∂v
∂s1
t1 +
∂v
∂s1
t2 = ((1 + d(z)κ1(PΓz))t1⊗ t1 + (1 + d(z)κ2(PΓz))t2⊗ t2)∇v(z)
By using the fact (1 + d(z)κi(PΓz)) = (1 − d(z)κi(z))−1 = σi and n · ∇v = 0, we prove
(A.53).
First notice that n ·F = 0 since F is the normal extension of F. Let F 1 and F 2 denote
the components of F in t1,t2 respectively. That is, F (x) = F 1(x)t1 + F 2(x)t2 for x ∈ Γ.
By formula of divergence in orthogonal curvilinear coordinate systems, we have
∇·F = (1+ηκ1)−1(1+ηκ2)−1(∂((1 + ηκ2)F
1)
∂s1
+
∂((1 + ηκ1)F 2)
∂s2
+
∂((1 + ηκ1)(1 + ηκ2)Gn)
∂η
)
Therefore it follows
∇Γ · F = ∂Ft1
∂s1
+
∂Ft2
∂s2
= (1 + ηκ1)(1 + ηκ2)∇ · (B0G).
By n · F = 0 , we have B1(z; ν)F = 0. This shows (A.54) holds.
Remark. In fact, by using n · F = 0 and ∂F t1
∂η
=∂F t2
∂η
= 0, we can choose more general B1
as follow
B1(z; ν) := ν1n⊗ n + ν2t1 ⊗ n + ν3t2 ⊗ n + ν4n⊗ t1 + ν5n⊗ t2,
where νi are arbitrary real numbers.
Remark. If Γ is a curve in R2, then it can be shown analogously that
∇Γu(PΓz) = (σ−1t⊗ t + µn⊗ n)∇v(z), (A.56)
and
∇Γ · F = σ−1∇ · (t⊗ t + νn⊗ n)G). (A.57)
A.2 Second order finite difference approximation for normal ex-
tension of surface Laplacian
In this paper, all numerical experiments are done by second order finite difference schemes.
We present the detail about finite difference scheme to approximate the normal exten-
sion of surface Laplacian ∆Γu. For simplicity, we demonstrate 2 dimensional case and
assume that ∆x = ∆y = h, but it can be easily generalized to higher dimensional cases
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with nonuniform Cartesian grids. Recall that the normal extended equation for surface
Laplacian is given by
σ−1∇ · A∇v = σ−1[(A11vx)x + (A12vy)x + (A21vx)y + (A22vy)y],
where A = σ−1t ⊗ t + µn⊗n =
[
A11 A12
A21 A22
]
. We use central difference to approximate
all terms as following
[(A11vx)x]ij=
1
h
([A11vx]i+ 1
2
,j − [A11vx]i− 1
2
,j) +O(h
2)
=
1
h2
(A11
i+ 1
2
,j
(vi+1,j − vi,j)− A11i− 1
2
,j
(vi,j − vi−1,j)) +O(h2),
[(A12vy)x]ij =
1
2h
([A12vy]i+1,j − [A12vy]i−1,j) +O(h2)
=
1
4h2
(A12i+1,j(vi+1,j+1 − vi+1,j−1)− A12i−1,j(vi−1,j+1 − vi−1,j−1)) +O(h2),
[(A21vx)y]ij =
1
2h
([A21vx]i,j+1 − [A21vx]i,j−1) +O(h2)
=
1
4h2
(A21i,j+1(vi+1,j+1 − vi−1,j+1)− A12i,j−1(vi+1,j−1 − vi−1,j−1)) +O(h2),
[(A22vy)y]ij=
1
h
([A22vy]i,j+ 1
2
− [A22vy]i,j− 1
2
) +O(h2)
=
1
h2
(A22
i,j+ 1
2
(vi,j+1 − vi,j)− A22i,j− 1
2
(vi,j − vi,j−1)) +O(h2).
If vl,k is taking value at a ghost node, replace vl,k by linear combination of other vi,j at
inner nodes as discussed in Section 2.4.
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