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Abstract

A slotted ring that allows simultaneous transmissions of messages by different users is
considered. Such a ring network is commonly called ring with spatial reuse. It can achieve
signillcantly higher throughput than standard token rings but it also raises the issue of
fairness since some nodes may be prevented from accessing the ring for long time intervals.
Policies that operate in cycles and guarantee that a certain number (quota) of packets will
be transmitted by every node in every cycle have been considered before to deal with the
fairness issue. In thls paper we address the problem of designing a policy that results in a
stable system whenever the end-to-end arrival rates are within the stability region of the
ring with spatial reuse (the stability region of the ring is defined as the set of end-to-end
arrival rates for whlch there is a policy that makes the ring stable). We provide such
a policy, whleh does not require knowledge of end-to-end arrival rates. The policy is an
adaptive version of the quota policies and can be implemented with the same distributed
mechanism. We use the Lyapunov test function technique together with methods from the
theory of regenerative processes to derive OUT main results.
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Introduction

We consider a ring with spatial reuse, i.e., a ring in which lllultiple simultaneous transmissions are allowed as long as they take place over different links (d. [4,5, 6J. Time is divided
in slots and each slot is equal to the smallest transmlsslon unit, called packet. We assume
zero propagation delay. A node

caD

tTansmlt a packet at the outgoing link at the same

time that it receives another packet at the incoming link. A node receiving a packet with
destination another node on the ring, lllay retransmit the packet in the outgoing link in lhe

same slot, i.e., the ring has cut-through capabilities.
In [5], [4]. a policy is proposed for the operation of the ring. Each node is assigned a

number called "quota". The policy operates in cycles. A node is allowed to transmit during
a cycle as long as the number of transmitted packets does not exceed its assigned quota.
An analysis of the throughput characteristics of this policy when all nodes have nonempty
queues is provided in [6]. The quota policy ensures the fair access to the ring when the
packet arrival rates to the nodes fluctuate and may even calIse the system to operate in an
unstable regime. Since the quotas are fixed, however, this policy does not have maximal
stability region. That is, there are end-to-end arrival rates for which the system becomes
unstable under the quota policy, while it can be stabilized if other volicies are employed.

In this paper we address the problem of designing a policy for the rlng with spatlal
reuse, that has maximal stability region. We show that this can be achieved by an adaptlve
version of the quota policy. The adaptive policy does not require knowledge of the end-toend anival rates During the operation of the system, each node readjusts its quota llased
on the size of its queue. We denote such a policy as II. SpeciIically, the proposed policy
operates in cycles. At the beginning of a cycle each node allocates itself "quota" equal to
the number of packets at its buffer. During a cycle a node can transmit no lllOte messages
than the quota allocated to it. A cycle ends when all the quotas of all nodes are delivered
to their destination. The proposed policy requires a distributed mechanism by which every
node realizes that the quotas of all nodes have been delivered to their destination and thus a
cycle ends. Such a mechanism is provided in [5]. In [2], the stability of the ring was studied
for stationary arrival processes and a policy was proposed that has maximal stability region.
The analysis in this paper is for more restricted arrival processes but the proposed policy
is considerably simpler than the one proposed in [2].
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The paper is organized as follows. In the next section we present our main results and
their consequences. In particular, we establish the stability region for the adaptive policy,
and show that it is maximal. We delay aU proofs until section 3. In section 4 we show that
the main results remain valid for models that involve correlated arrivals.

2

The system model the policy and the mam result

Let M be the number of nodes and set M = {I, .. . ,M}. The operations iEBj and iej
denote respectlvely, addition and sulltraction modulo M, with the convention that index

o refers to node M. Furthermore, when i,j refer to node indices we denote 2:t=;XI.: ;=
Xi + Xil!ll + ... + Xj81 + Xj. We assume that the nodes are arranged on the ring according
to their index so that the outgoing link to node i is the incoming link faT node i EB 1. Node
i may receive external traffic with destination any other node j in the system. Let Rij(t)

be tIle number of packets that arrive at node i from the outside with destination node j. If
i = j, then it is assumed that the packet has to cross all the nodes on the ring until it is

received by the originating node, i.

Transmission policy II
The proposed policy operates in cycles and is based on the idea of allocating quotas to the
nodes, proposed in [5]'[4J. Let

Tk

be the beginning of the kth cycle and set

Tl

= 1. At time

n each node allocates itself "quota" /I;(k) = Qi(n), where Q;(t) is the queue size of node
i at time t. Node i can transmit up to vj(k) packets during cycle k according to any fixed

nonidling policy, i.e., the only restriction that is imposed on the transmissions is that the
node transmits a packet in its outgoing link whenever either its queue is nonernpty, or a
message is received in the same slot in its incoming link with destination another node on
the rlng. Cycle k ends when all the quotas of all nodes are delivered to their destination.

Remarks:

1. The most important nonidling transmission policy for applications, is the policy where
a node always gives non-preemptive priority to the packets that arrive at the incoming
link with destination another node. Thls way, only a single buffer capable of holding a

2

maximum packet size message is needed to hold the traffic that arrives at the incoming
link of a node. For details see [4].
2. The proposed policy requires a distributed mechanism by which every node realizes
that all the other nodes completed their quota and thus a cycle ends. Such a mechanism, which can be easily adapted to the model considered in this paper, is provided
in [5]. The implementation of this mechanism will increase the cycle length by two
slots and does not alter the stability region of the policy.

Throughout this section we adopt the following assumption.

(AI) The vector process {R(tHi::] , where R(t) = {Rij(t), i,j EM}, consists ofi.i.d. vectors. We denote Rij := Rij(l). Note that do not make any independence assumptions
for the work arriving in various nodes at the same slot. To avoid technical difficulties
we will also assume that Pr(Rij(t) = 0, i,j E M)

> O.

In section 4 we will see that the above assumption can be relaxed in certain ways without

affecting significantly the validity of OUT results. In order to formulate our main results in
a compact form, we need some additional notation. Let

be the (end-to-end) arrival rate of packets that arrive to node i with destination node j.
We also define aim :=

L:nGll Pij and T m =

LiEM

aim' Note that aim is the average number

of packets per slot that are generated by node i and have to cross node m in order to reach
their destination. Therefore, r m is the average number of packets that cross node m during
a slot. Finally, we set

T

= max{Tm : mE M}.

Since at most one packet can be transmitted in a slot by node m, the condition

T rn ::;

1, mE M, is necessary for stability. Therefore, the stability region of any policy is a subset
of the region

n=

{p:

T

=

max

l$m$M

T rn

< l}

-

In this paper we show that as long as the end-to-end arrival rates belong to
T

=

max
l$rn$M

3

T rn

< I},

policy IT stabilizes the network in a strong sense. Specifically we show that (i) the queue
length Qi(t) possesses a limiting distribution; (ii) its lth moment EQ~(t) as t ---..
provided that ER~t <

00;

(iii) the queue length Qi(t) as t -..

00

00

exists

has an exponential tail

(i.e., large backlogs are very unlikely), provided that the same is true for

Rij.

We summarize

our main results in the following proposition. Its proof is presented in the next section.

Proposition 1 (i) Under policy IT, the process of queue lengths {Qi(t). i E

verges in dist1"ibution to a random veet01'
r

M}~l

con-

{Q i. i EM} having a honest distribution, if

< 1.

(ii) If r < 1 and ER~t < 00 /01' some l ~ 1 and all i,j E M, then
lim EQi(t) =
'_00

EQi <

(I)

00

a the moment generating function of Rij exists, that is, E exp( 1)Rij) <
then there exists 1)' > a such that

(iii) 1fT < 1 and fOl·1) >
00

for all i, j EM,

Ecxp(D'Q;) <

(2)

00

for every i E M .•
As a direct consequence of Proposition l(iii), we have the following corollary concerning
the tail of the queue length.

Corollary 1 (i) Under the hypothesis of Pmposition f(ii), the tail of the queue length

distribution decays polynomially fast, that is, for some constant C >

a
(3)

(li) Under the hypothesis of Pmposition l(iii), the queue length Qi has an exponential tail,
that is, there exists a constant C >

a and 1) > a such that for

all k

~

a
(4)

Proof. It suffices to apply the Markov inequality. For example, for part (ii) we have
Pr{ Qi

> k} = Pr{ e>9Q; > e>9k} ~

C{Jk Eet'JQi

provided (2) holds.•
4
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Stability Analysis: Proofs

The proof of Proposition 1 is based on the analysis of the so called node degree at time t
denoted as N;(t). It is defined as the total number of packets on the ring at time t that
have to cross node i in order to reach their destination. Let N(t) := max{Ni(t): i EM}.
It was shown in [6] that

(5)
Now we establish an important asymptotic property of N(T2) that is used in the proof of
Proposition 1.

Lemma 1 If Jar some I ~ 1 we have ER~j

<

00

for all i,j E M, then

Proof. According to the policy, the queue size at node i at time

T',!

consists of all the

external packets that arrive in the interval (1,T2] to node i. From the definition of the

degree of a node it follows that if T} = n,
n

N",(T2) ~ I: I:

I:

Hi;(t).

(6)

1=1 'EM j=mllll

Using the strong law of large numbers we conclude that

Now let F(·) be a non-decreasing continuous function. In view of the above, we have for
almost all sample paths,

lim max (F(Nm(T2)/n): mE M}

n .....oo

max {F(T m )
5

:

mE M}.

(7)

x' ,

The lemma will follow from (7) with F(x)

>

1, if we SllOW that the sequence

{(N(T2)/n)'} i, unifonnly integrable (uol.).
Using the mean inequality

(

L:7-1 lad)' < L:7-1I ad',
k

-

k

I >_ I,

we have

<

(~Jml (t,RI;(')))'
I: t (t RI;('))'

M 2 ('-1)

'EM j:::mffil

t:::l

Therefore,

< M 2(/-I)

I: I:
iEMj:::mffil

Since by assumption ER~j(1) <

00

L;~l RVt)
n

(8)

and the variables {R;j(t)}~l are 1.i.d, it follows (see [3,

exercise 4.2.7] that the sequence {(L~~t R~j(t»/n}i.':::, is uniformly integrable. Therefore,
the sequence

I:

t (t RI;('))'

iEM j:::mffit

t:::t

n

is uniformly integrable since it is the sum of uniformly integrable sequences (see [3, page
94}). From (8) it follows that the sequence {(Nm(T2)/n)/}~:::1 is uniformly integrable and
since N(T2) ~

LmEM

N m (T2), the same holds for the sequence {(N(T2)/n}i.':::1. Finally,

from (7) and the uniform integrability of the sequence {(N( T2)/n }~=1 it follows that we can
interchange limits and expectations, i.e.,
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for alIi

~

1.•

A property for the exponential function, analogolls to the ant? established in Lemma 1,

is presented below. It is used to prove part (iii) of Proposition 1.

Lemma 2 If T

< I and Eexp(1JRij) <

00

>

f01' some 1J

0 and all i,j E /v1, then the1'e

exists TJ' > 0 such that
lim E
n->oo

((eXP(~'N(T2)))ITl ~ n) ~ O.
exp( 1J1T1 )

Proof. Observe first that if Xi, i = 1, ... , J( are random variables such that E( exp( TJX i )) <
00,

i = 1, ... , J( for some

1),

then
f(

Eexp(~,

I: X;) <

00,

;=1

where TJ1 =

1}/ J( _

This follows by taking expectations in the following inequality that is a

consequence of the convexity of the exponential function

(9)
Applying the previous observation to the random variables

,

km(t) '~I:

I:

R;j(t), mE M,

ieM i=7II$1

we see that there is a 11 2 > 0 such that

Eexp(~2k",(t)) <

00,

Consider now the function IJlm('t?) = Eexp(1)R m (t)

mE M.
-1)),

0:::; {) :::;

1)2.

iFrom the previous

discussion it can be seen that this function is well defined, continuous and differentiable in

[0, ~21.
Since IJlm(O) = 1, lJl:n(O) = ERm(t) - 1 = T m - 1 ::;
that there is a

1)'

T -

1 < 0, and M <

> 0 and a f > 0, such that for m E M, IJl m({)') < 1 -_E~ex",p,-,(~-='k",,,,,,,(t:!..!.)) < ( 1-£)
exp 1}1

7

f,

00,

it follows

or equivalently,

i,From (6) we see that

" Rm(t)
I:

Nm(T,) =

t=l

and since the random variables R",(t), t = 1, ... are i.i.d, we conchl<le that

Eexp(~'Nm(T,)) = (EexP(~'Rm(t)))" < (1- <)".

exp(D'n)

(10)

exp(D')-

Since

E exp(D'N(T2))

Eexp(max{D'Nm(T,): mE M})
Emax{exp(O'Nm(T2)): mE M}

:S

I:

Eexp(~'Nm(T2)),

mEM

taking into account (10) we conclude

0< lim Eexp(D'N(T,)) < M lim (1-<)" = 0
- n .....oo
exp(l?'n)
n..... oo
which completes the proof.•
i,From Lemmas 1 and 2 we easily conclude our next result.

Corollary 2 (i) If r

< 1 and

ER~j

<

00

for all i, j E M and some 1 ;:: 1, then there exist

o> 0 and B > 0 such that
E(N'(T2)IN(TI) = n) :S (1- ')n'

(ii) If r < 1 and E exp( l?Rij) <

00

n~ B .

for some 17 > 0 and all i, j EM! then

then~

exists 17' > 0

such that

E (exp(D'N(T2))IN(TJ) = n) :S (1- o)exp(D'n)

Proof. Since r m

:s; r < 1, we have that max{r!n:

Tn

EM}

n;::B.

:s; r < 1 - 0, 0 > O. Using this

observation, part (i) of the Corollary 2 follows directly from from (5) and Lemma 1. Part

(ii) follows directly from (5) and Lemma 2.•
To proceed, we need the following theorem, due to Tweedie, [7, Theorem
present in a form appropriate for the problem under consideration.
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31, which we

Suppose that

Theorem 1 (Tweedie.)

{Xn}~=l

is an apel"i.odic and if'reducible Markov

chain with countable state space S. Let f(x) be a

non~negative

real junction on the state

space. If A is a finite set such that f(x);::: E > 0, x E A e,

E(f(X,)IX, = x) < 00,
and for some

{j

xEA

> 0,
E(f(X,)IX,

~

x) < (1 - 8)J(x), x E A',

then the Mm'kov chain is ergodic and
EJ(X) < 00,
where

X has the

steady state distl-ibution of the Ma7'kov chain {X"}~=l .•

Let Q;j(t) be the number of packets at node i with destination node j, includ.1ng both
external packets and packets received from the incoming link to node i. Clearly, Qi(t) =
LiEM Q;j(t). Let also Q(t) ;= {Q;j(t):

i,j EM}. From the operation of the policy

and assumption (AI) we conclude that the process {Q(r")};::'=l is an imbedded Markov
chain. Using Theorem I we shall prove that this imbedded Markov chain is ergod.1c if r < 1.
Moreover, using a regenerative structure of the queueing process, we extend this assessment
to all t, hence proving our main result, Proposition 1.
Let us first consider the imbedded Markov chain

{Q(rll)}~=l.

We prove that under the

condition of Proposition 1 this process converges weakly to a honest random vector Q. Since
by assumption Pr(R;j(t) = 0, i,j E M) > 0, it can be seen that the imbedded Markov
chain has only one irreducibility set and if restricted to this set, the chain is aperiodlc. Let
now Q(rt) = 0, and we define two stopping times, namely; Ok and

71..

For the former we

set 01 = 1, and then

(11)
For the latter we set 10 = I and
71.+1

Note that

71.

= min{TI:

TI

> 71. such that Q(T[)

= O} .

(12)

= ro k • It will follow from Theorem 2 proved below that the times 7j are

well defined for all k since the system will empty infinitely often almost surely. Let also
dk

= (Jk+1 -

(Jk,

and Dk = 71.+1 -71.. Clearly, d k and

9

71. for k

= 1, ... ,

are Li.d.

The next result establishes the stability property for the imbedded Markov chain.

Theorem 2 (i) Ifr

< 1 then the Markot! chain

{Q(rn)}~=1

is elTJodic and

°2- 1

L

E

N(rn ) <

(13)

00 .

n=1

(ii) Ifr < 1 and for 1 ~ 2 we have ER!j <

00

for all i,j, EM, then

°2- 1

E

:L N'(r

n )

<

(14)

00 ,

11=1

(iii) Ifr < 1 and for some {) > 0 we have Eexp({)Rij) <

00

for all i,j E M, then there

exists {)' > 0 such that
°2-1

E

:L exp(~' N(rn )) <

(15)

00 .

,,=1

Proof. Define fl(Q(Tn ))

=:;

N/(Tn ), l

~ 1. and let B ~ 1. Clearly, the set A :=

fl(Q) < B} is finite. Also, if Q(Tl) E A, then since by (5) T 1 = N(Tl)

{Q :

+ 1 < B(I/I)+1, using

arguments similar to those used in the proof of Lemma 1 it can be easily seen that

E (N'h)IQ(rIl = Q
provided that ER~j <

00.

EA)

<

00,

From the above discussion, Corollary 2 and Theorem 1 we

conclude that {Q(TII)}~=l is ergodic, and provided that ERlj < 00, i,j E M for some
1 ~ 1,

EN 1 <
where

NI

= 11(Q), and

that the sequence

Q has

{N(Tn)}~=l

00,

the steady state distribution of {Q(Tn)}~=l' Now observe

is regenerative with respect to the renewal sequence

Since the ergodicity of {Q(Tn )} implies Ed l

{811}~=1'

< 00, from the regenerative theorem, [1, Corol-

lary l.4J and the fact that N(t) is non-negative, we have that

10

for every l

~

1.

For part (iii), the proof is along the same lines with J(Q(rn )) = exp(1?N(r,,)) .•
{Q(t)}~1

Next, we turll ollr attention to the process

for all t = 0,1, ... ,. We establish

stability of this process proving our main result in Proposition 1. Assume that Q(l) =

o.

Consider the times 4, k = 0,1, .. defilled in (12). The llrocess {Q(t)}i::1 is regenerative
{7;.}~=1.

with respect to the renewal process

From (5) and Theorem 2 we have
°2- 1

62 -1

ED , =

L

Tn

<: 1 + E

,,=1

L

N(Tn )

> 0 implies that D k is aperiodic,

Since the assumption Pr(Rij(t) = 0, i,j E M)
applying the regenerative theorem we conclude that
a honest random variable
in our case either F(x)

Q.

< 00,

,,=1

{Q(t)}~l

converges in distribution to

Let now FC) be a non-negative non-decreasing function (Le.,

= xl or F(x) = exp(Dx)).

Using the non-negativity of Q,(t), N(t),

problem 1.4, chapter 5 in [1]), we conclude that

E.~ E [F(Q;(t))] =

E [F(Q;)]

<: E [F(N)]

= E

Li'~~(N(t»,

(16)

Proposition I will follow from (16) if we show that
Tj-1

E

L

F(N(t» <

00.

t=1

under the conditions of Proposition 1. This is shown in the following lemma.

Lemma 3 (i) If ER~t <

00,

i,j E M, 1 ~ 1, then,
1j-l

E

L

N/(t) <

(17)

00 ,

(=1

(H) If Eexp('I?N(t)) <

00

for some D > 0, then there exists D/

>0

such that

1j-1

E

L

exp(~'N(t» <

1=1

11

00 ,

(18)

Proof. Observe that we can write
1j -1

L

82-1

N'(t) S

(""1

L n [Nh) + Ah+d -

A(Tk)J',

"""I
°2- 1

< 2'-1

L

Tk (N'(Tk)

+ (A(Tk+1) -

A(Tkl)'),

"""I

and, in view of (9),
1j -1

L

82-1

exp(M(t)) S

1",,1

L

Tdexp(2~N(t)) + exp(2~(A(Tk+1 - A(Tk)))J

(19)

k""1

So, it suffices to show that
8 2 -1

E

L

TkF(N(Tk)) <

(20)

00

k",,1

and
8 2 -1

E

L

TkF(Ah+d - A(Tkl) <

00.

(21 )

k",,1

where either F(x) =

xl

or F(x) = exp(217x).

Since by (5) T k = N(Tk) whenever N(Tk)

~

1, we have

(22)

and

E

,,-,

)
',-I
t;
Tkexp(2~N(Tk)) S C(~)E t; exp(3~N(Tk)),
(

(23)

where in the latter inequality we use the fact that Tk:::; C(l7)exp(17Tk), for some constant

C(l7). Based on (22) and (23) it is easy to see from Theorem 2 that (20) holds for both
choices of the function F(x)) and appropriate choice of 17'.
We now concentrate on proving (21) for F(x) = xl. Let (h denote the sigma-field generated by Q( Tk), k = 1,2, ... and observe that f)2 is a g,,-stopping time. Using successively

12

the facts that {8 ;::: k + I} E (h, the process {Q( Tk)}k::l is Markov and Tk = max(l, N( Td)
is

~h-measurable,

we get

O2 -1

E

L

00

LE [Tk(Ah+l) -

n(Ah+') - Ah))'

k=1

A(Tk))'I{O,_l~k}]

k=1
00

L

E [E [Tk(Ah+l) - A(T.»)'

I gk] I{O'~k+l}]

E [E [n(A(Tk+l) - A(T.»)'

I Qh)] 1{,,~k+l}]

k=1
00

L

k=l
00

=

L

E [E [(A(Tk+,) - A(Tk))'1 Q(Tk)]

Td{"~k+,d(24)

k=1

Arguments similar to those used in the proof of Lemma 1, show that

where C 1 depends only on M and l. Therefore,

Since by assumption (A.l) Rij(t), t = 1,2,··· are i.i.d and ER~j

< 00, using corollary 10.3.2

in [3], we conclude that for 1 ;::: 2,

where C 2 depends only on M, 1 and ER~j' Clearly, the same inequality is tTlle for l = 1.
Using these estimates in (24), we finaUy have,
O2 -1

E

L

T.[A(Tk+l) - A(Tk)]' "

k=l
CE

13

("-' )
{; Ti+

1

<

(25)

00,

where the last inequality follows from Theorem 2.
Now we focus on proving (21) for F(x) = exp('I?x). We can use the same arguments as
before together with (9) to obtain

°2- 1

I: Eexp(~'n)

S c,

k=l
(h-1

S

c, I:

Eexp(~'N(Tk))+C,exp(~')

k=l

<

00.

This completes the proof of the lemma, and also

4

OUI

main result Proposition 1. •

Correlated arrival models

In the previous sections we assumed that packet arrivals are independent from slot to slot.
In this section we

SllOW

that the stability properties of the adaptive policy

n are maintained

for other arrival models as well. Specifically we consider arrivals with bounded burstiness
and Markov modulated arrivals.
In the arrival model with bounded burstlness we assume that for each arrival stream
{Rij(t)H~:]

there are numbers

Pij,

bij such that

t,

I: R;j(t) S P;j(t, -

t,) + b'j

(26)

!=tj

If the vector {pij} lie in region R then the system is stable uncler II in the sense that the
backlogs are uniformly bounded over time. To see this notice that by the definition of

14

Nm(t), relation (5) and inequality (26), we have that
N",(TkH)

::;

1'",Tk

+ Lbij
i,j

'"
where the

Ton'S

are (lefined in terms of the

Pi/S

in the same manner as in the definition of

nand T k , Tk are the same as in (5). Therefore,

where B = Li,j bij and T = max.{Tm
lies in the region

n

: 1n

E J\II} < 1. We conclude that if the vector of p;j's

then,

N(Tk)
Since Nm(t) ::; Nm(n)

+ Nm(Tk+1)

~

B +I
1 -1'

- - + T N(T,),
k

whenever Tk < t

<

Tk+1'

we can easily extend the

previous bound for an arbitrary time t.
The proof of stability that we gave when the arrivals are Li.d. goes through in the more
general case where the arrivals are Markov modulated.

Consider the following Markov

modulated arrival model. There is a finite irreducible Markov chain

{u(t)}~l

with state

space U and a family of distributions {Fu : u E U} such that the conditional distribution of

Rij(t) given u(t) is Fu(t) Furthermore Rij(t) is independent of {Rij(T) : T < t} given u(t).
Assume finally that

{U(t)}~l is

stationary therefore

{Rij(t)}~l

is stationary as well. With

the above assumptions parts (i) and (li) of Proposition 1 holds with minor modifications in
the proofs. The only difference is that the queue length process at the beginnings of a cycle
is not a Markov chain any more. However, the combination (Q(Tn),U(Tn )) of the queue
length vector with the modulating chain constitutes a Markov chain and the proofs can be
carried through based on this chain.
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