This article considers change point testing and estimation for high dimensional data. In the case of testing for a mean shift, we propose a new test which is based on U-statistics and utilizes the self-normalization principle. Our test targets dense alternatives in the high dimensional setting and involves no tuning parameters. The weak convergence of a sequential U-statistic based process is shown as an important theoretical contribution. Extensions to testing for multiple unknown change points in the mean, and testing for changes in the covariance matrix are also presented with rigorous asymptotic theory and encouraging simulation results. Additionally, we illustrate how our approach can be used in combination with wild binary segmentation to estimate the number and location of multiple unknown change points.
1. Introduction. Suppose that we have independent, R p -valued observations {Y t } n t=1 which share the same distribution, except for possible change points in the mean vector η t = E(Y t ). We are interested in testing
for some unknown s and k j , j = 1, · · · , s. Change point testing is a classical problem in statistics and econometrics and it has been extensively studied when the dimension p is low and fixed. For univariate and low/fixed dimensional multivariate data, we refer the readers to Aue et al. (2009) , Shao and Zhang (2010) , Matteson and James (2014) , Kirch et al. (2015) , Zhang and Lavitas (2018) (among many others) for some recent work and Perron (2006) and Aue and Horváth (2013) for recent reviews and the huge literature cited therein. A related problem is to estimate the number (s) and the locations (k j , j = 1, · · · , s) of change points, which is also addressed in this paper.
Owing to the advances in science and technology, high dimensional data is now produced in many scientific areas, such as neuroscience, genomics and finance, among others. Structural change detection and estimation for high dimensional data are of prime importance to understand the heterogeneity in the data as well as facilitate statistical modeling and inference. Among recent work that tackles change point testing and estimation for high dimensional data and large panel data (allowing growing dimension), we mention Horváth and Hušková (2012) , Chan et al. (2013) , Enikeeva and Harchaoui (2013) , Cho and Fryzlewicz (2015) , Cho (2016) , Jirak (2012 Jirak ( , 2015 , Wang and Samworth (2018) . In particular, the method developed by Cho and Fryzlewicz (2015) is based on sparsified binary segmentation for multiple change point detection; the test proposed by Wang and Samworth (2018) is based on projection under sparsity assumption; the test by Enikeeva and Harchaoui (2013) is based on scan statistic approach, and the one by Jirak (2015) is based on taking componentwise maxima CUSUM statistic. All of the above tests are specifically targeting sparse alternatives.
In this paper, we propose a new class of test statistics that target dense alternatives in the high dimensional setting with either one single change point or multiple change points, which is a problem that received much less attention in the literature. Our approach is nonparametric, requires quite mild structural assumptions on the data generating process, and does not impose any sparsity assumptions. Due to the use of self-normalization the limiting distribution of the proposed tests is pivotal. We note that, while self-normalized change point tests with pivotal limit were also obtained in Shao and Zhang (2010) and Zhang and Lavitas (2018) , the test statistics in the latter papers can not be used when p ≥ n. Even when p < n but p is moderately large relative to n, those tests typically do not work well as shown in some preliminary simulations.
To fix ideas, we begin by considering the setting of one single change point alternative. To construct a procedure that works under mild assumptions on p, we build upon the insights from Chen and Qin (2010) who demonstrated that U-statistics provide the right approach for comparing two high-dimensional mean vectors. Deriving the limiting distribution of our tests requires control over a collection of high-dimensional sequential U-statistics computed from a growing number of different sub-samples. This is achieved by establishing the weak convergence of a two-parameter stochastic process in the form of sequential U-statistic under sensible and mild assumptions. Given this crucial theoretical ingredient, we are able to derive the limiting null distribution of our test for a single change point. Practically, critical values of the proposed test can be obtained by simulation as the limiting null distribution is pivotal, and the procedure is rather straightforward to implement as no tuning parameter is involved. We further derive the power under local alternatives.
Next, we present extensions of this approach to testing against an unknown number of multiple change points in the spirit of Zhang and Lavitas (2018) (who only considered fixed p) and consider the problem of testing for a change points in the covariance matrix. As in the single change point setting we obtain tests with pivotal limits. All tests are examined in the simulation studies and exhibit quite accurate size and decent power properties relative to some existing ones. Finally, we combine the idea of wild binary segmentation [Fryzlewicz (2014) ] with the SN-based test statistic to estimate the number and location of change points, and demonstrate its effectiveness as compared to the algorithm proposed in Wang and Samworth (2018) .
The remaining paper is structured as follows. Section 2 introduces our SN-based test statistics for both one single change point and multiple change points alternatives. A rigorous theoretical justification for their limiting properties under the null and alternatives is provided in Section 3, which also contains a theoretical extension to test for covariance matrix change. In Section 4, we present an algorithm based on wild binary segmentation and self-normalization to estimate the number and locations of change points. Section 5 contains all simulation results and a real data illustration. Section 6 concludes. The technical details, including all proofs, are relegated to supplementary material.
Test Statistics.
2.1. Single changepoint. To introduce our test statistic, we shall first focus on the single change point alternative, i.e., H 1 : η 1 = η 2 = · · · = η k = η k+1 = · · · = η n , for some 1 ≤ k ≤ n − 1.
An extension to general case (i.e., H 1 ) will be made later. Assume that we observe a sample Y 1 , ..., Y n . We shall describe the underlying rationale in forming our test in two steps. We begin by recalling the U-statistic approach pioneered by Chen and Qin (2010) for comparing high-dimensional means from two samples. For x 1 , ..., x 4 ∈ R p define h((x 1 , x 2 ), (x 3 , x 4 )) = (x 1 − x 3 ) T (x 2 − x 4 ). Then
E(h((X, Y ), (X , Y ))) = E(X) − E(Y )
2 ,
where (X , Y ) is an i.i.d. copy of (X, Y ). In other words the parameter E(X) − E(Y ) 2 can be estimated by a two-sample U-statistic with kernel h. This insight provides the basic building block for the following approach.
Step 1: Form U-statistic based process. For any given candidate change point location k compute the two-sample U-Statistic
It is not hard to see that under
This suggests that a consistent test for H 1 can be constructed by considering the statistic
with w n (k) denoting suitable weights. The first challenge in applying this test in practice lies in deriving the distribution of sup 1≤k≤n w n (k)|G n (k)| under the null. The results in Chen and Qin (2010) suggest that each individual G n (k) is asymptotically normal, but that is insufficient to find the distribution of sup 1≤k≤n |G n (k)|. The process convergence theory that we develop in this paper enables us to overcome this challenge, and given our results it is possible to show that
where W denotes a pivotal random variable; here Σ := Cov(Y 1 ) and Σ F denotes the Frobenius norm of the matrix Σ. However, this does not directly lead to an applicable test since the scaling Σ −1 F is unknown. Ratio-consistent estimation of Σ 2 F is a difficult problem when p is large, this is particularly true in the change point testing context. The estimator used in Chen and Qin (2010) is consistent under the null, but no longer consistent under the alternative due to a change point in mean. It is possible to formulate Kolmogorov-Smirnov type test with consistent estimation of Σ F (see Section 5.1 for the details and simulation comparisons), but we will next propose to use an approach that completely avoids this estimation.
Step 2: Self-normalization. The essence of SN is to avoid using a consistent estimator of the unknown parameter in the scale, which is Σ 2 F in the present setting. As we mentioned before, consistent estimation of Σ F is difficult in the change point setting (especially with multiple unknown change points). The approach in Shao and Zhang (2010) is not applicable in the present setting, however the basic strategy to use estimators from sub-samples still works after a suitable adaptation. Define 
Heuristically, the fact that D computed on various sub-samples appears both in the numerator and denominator, means that the unknown factor Σ 2 F in their variance cancels out and the limit becomes pivotal; see Theorem 3.4 for a formal statement. The key to deriving the asymptotic distribution of T n defined above is to establish the joint behavior of the collection of statistics D(k; , m) indexed by k, , m. Due to the U-Statistic nature of our problem this result does not follow from statements about G n (k) and involves additional technical difficulties.
2.2. Extension to multiple changepoints. In practice, the number of change points under the alternative is often unknown, which is the 'unsupervised' case considered in Zhang and Lavitas (2018) . It is expected that the SN-based test developed in the previous section may lose power when the number of change points is more than one; see Section 5.1 for simulation evidence. Thus it is desirable to develop a test that is adaptive, i.e., has reasonable power without the need to specify the number of change points under the alternative. Here, we propose to combine the scanning idea in Zhang and Lavitas (2018) and the SN-based test proposed above to form our unsupervised test statistic. To this end consider the following additional notation. Following Zhang and Lavitas (2018) define the sets
The first test statistic now takes the form
One potential issue with this definition is that it involves the computation of D n (l 1 ; 1, l 2 ) 2 for O(n 2 ) combinations of l 1 , l 2 which can be expensive, especially when n and p are both large. To relax the computational burden, Zhang and Lavitas (2018) also consider a discretised version. In our setting it takes the form (2.5)
It is worth noting that is a trimming parameter that needs to be specified by the user. We set = 0.1 following the practice of Zhang and Lavitas (2018) , who also provided some discussion on the role of in the testing.
3. Theoretical properties. Asymptotic properties of the proposed tests will be derived in a triangular array setting where p = p n , the dimension of X 0 , diverges to infinity. We will need the following regularity assumptions.
Assumption 3.1. The observations are Y i,n = η i,n + X i,n , i = 1, ..., n. X 1,n , ..., X n,n are i.i.d. copies of the R pn -valued random vector X 0,n with E[X 0,n ] = 0 and E[X 0,n X T 0,n ] = Σ n . Moreover A.1 tr(Σ 4 ) = o( Σ 4 F ) A.2 There exists a constant C independent of n such that
We remark that the dimension p = p n of the vector X 0 , the vectors η i , and the covariance matrix Σ n change with n. To keep the notation simple this dependence will be dropped in all of the following results whenever there is no risk of confusion.
Remark 3.2 (Discussion of Assumptions). Note that Assumption A.1 can only hold if p = p n → ∞ as n → ∞. All other conditions can be satisfied under uniform bounds on moments and 'short-range' dependence type conditions on the entries of the vector (X 0,1,n , ..., X 0,pn,n ). For illustration purposes, consider the following conditions: (i) there exists c 0 > 0 independent of n such that inf i=1,...,pn V ar(X 0,i ) ≥ c 0 (ii) for h = 2, ..., 6 there exist constants C h depending on h only and a constant r > 2 independent of n, h, m 1 , ..., m h such that
Note that this assumption is trivially satisfied if the entries of (X 0,1,n , ..., X 0,pn,n ) are mdependent over i, i.e. if two groups {X 0,i,n : i ∈ J 1 }, {X 0,i,n : i ∈ J 2 } are independent whenever inf i∈J 1 ,j∈J 2 |i − j| > m and if moments of order h are uniformly bounded. It can also be verified under various kinds of other conditions such as mixing plus moment assumptions or physical dependence measures, see for instance Proposition 2 of Wu and Shao (2004) for the latter.
Now it is easy to prove (see section 7.5 in the appendix for details) that if p n → ∞, (i) holds and (ii) holds for some r > 6/4 then Assumption 3.1 holds.
Remark 3.3 (Comparison with Chen and Qin (2010) ). To quantify the dependence among different components of the vector X 1 , Chen and Qin (2010) proposed a factor model. More precisely they assume that X i = ΓZ i where Z i are m-dimensional random vectors with the additional property E[Z
,lq ] for all l 1 = ... = l q and integers α k ≤ 4 with k α k ≤ 8. In contrast, we assume A.2 without imposing a factor model structure. As we shall prove in section 7.6, the factor model structure of Chen and Qin (2010) together with finite moments of order 6 implies our condition A.2. Moreover, a close look at the proofs reveals that for proving finite-dimensional convergence we only require A.2 with h ≤ 4, which follows from the assumptions of Chen and Qin (2010) . Hence, we prove a result which corresponds to that of Chen and Qin (2010) under strictly weaker assumptions on the dependence structure and provide process convergence results under only slightly stronger moment conditions and still weaker structural assumptions.
3.1. Properties of the test for a single changepoint. We begin by deriving the limiting distribution of the test statistic T n defined in (2.3).
Theorem 3.4. Let Assumption 3.1 hold. If η i ≡ µ for a vector µ ∈ R p (i.e. under H 0 ) then
and Q is a centered Gaussian process on [0, 1] 2 with covariance structure given by
The limiting distribution T is pivotal, and an asymptotic level α test for H 0 : η i ≡ µ is thus given by the decision: reject H 0 if T n > Q T (1 − α) where Q T (1 − α) denotes the 1 − α quantile of the distribution of T . Simulated quantiles from this distribution (based on 10000 Monte Carlo replications) are provided in Theorem 3.5. Let Assumption 3.1 hold, and δ T n Σδ n = o(n δ n 4 2 ). Assume that there exists b * ∈ (0, 1) such that η i = µ, i = 1, ..., b * n and η i = µ + δ n , i = b * n + 1, ..., n. Then
3.2. Properties of the tests for multiple changepoints. To describe the properties of the test statistics T * n , T n under the null, define for 0 ≤ r 1 < r 2 ≤ 1 and 0 ≤ s 1 < s 2 ≤ 1,
Theorem 3.6. Let Assumption 3.1 hold and assume < 1/4. If µ i ≡ µ for a vector µ ∈ R p (i.e. under H 0 ) then
The distributions of T * , T are again pivotal but depend on (which is known since it is chosen by the user). For = 0.1 used in the paper, the critical values of T are tabulated in Table 2 To describe the properties of the tests based on T * n , T n under the alternative (where we could have several changepoints), assume that for some
where we defined
Theorem 3.7. Let Assumption 3.1 hold and assume < 1/4. Additionally, assume that in the setting given above we have
F → ∞. Then T * n → ∞ in probability and T n → ∞ in probability.
3.3. Application to testing for changes in the covariance structure. In this subsection, we shall focus on testing for a change in the covariance matrix, which is an important problem in the analysis of multivariate data, and has applications in many areas, such as economics and finance. Aue et al. (2009) proposed a CUSUM-based test in the low dimensional time series setting and documented the early literature, which is mostly focused on the low dimension high sample size setting. In the high dimensional environment, the only work we are aware of is Avanesov and Buzun (2016) , which will be introduced and compared in our simulation studies. Following the latter paper, we assume
Tests for changes in Σ X can thus be constructed by applying the test statistics from the previous sections to the transformed observations
In what follows we provide a result that allows to verify Assumption 3.1 for Z 0 from properties of X 0 .
Theorem 3.8. The vector Z 0 := vech(X 0 X T 0 ) satisfies Assumption 3.1 provided that the following conditions hold for X 0 with E[X 0 ] = 0 and
Remark 3.9 (Discussion of Assumptions). Similar to Remark 3.2, assumptions B.1 -B.3 can be verified by considering the following conditions:
.., 12 there exist constants C h depending on h only and a constant r > 2 independent of n, h, m 1 , ..., m h such that
This can be easily satisfied if the entries of (X 0,1,n , · · · , X 0,pn,n ) are m-dependent and moments of order 12 are uniformly bounded or under suitable conditions on short-range dependence ; see Remark 3.2 for additional details. A proof of this statement is given in Section 7.5.
4. Wild binary segmentation and estimation of multiple change point locations. In practice, an important problem is to estimate the number and location of change points. A classical testing-based method is binary segmentation: run a test over the full sample, and if the test rejects the null, then split the sample into two segments (with the location of first change point estimated by the k where the maximum is achieved in the test statistic), and then continue to test for change points for each segment. The algorithm stops when there is no rejection for each segment. A problem with binary segmentation is that it does not work well when there are multiple change points with changes exhibiting a non-monotonic pattern; see our simulation result below. To overcome this drawback, Fryzlewicz (2014) proposed a new approach called Wild Binary Segmentation (WBS, hereafter). The main idea of WBS is to calculate the CUSUM statistic for many random subintervals to allow at least one of them to be localized around a change point (with high probability), so this change point can be identified. It overcomes the weakness of binary segmentation, where the CUSUM statistic computed on the full sample is unsuitable for certain configurations of multiple change-points. It seems natural to combine the WBS with our SN-based test statistic and see whether we can estimate the number and location of change points accurately.
We begin by introducing some additional notation. For arbitrary integers 2 ≤ s+2 < e−2 ≤ n−2 define
where D(b; , m) was defined in (2.1) and
Note that Q(s, e) is simply the statistic T n from (2.3) computed pretending that the available sample consists of X s , ..., X e . Now WBS is applied as follows. Denote by F M n a set of M pairs of integers (s m , e m ) which satisfy 2 ≤ s m + 2 < e m − 2 ≤ n − 2, with numbers s m , e m drawn uniformly from the set {0, · · · , n − 4} (independently with replacement). Given this sample, apply Algorithm 1 with initialization W BS(0, n − 4, ξ n ). Here, the threshold parameter ξ n is determined by simulations as follows: generate R samples of i.i.d multivariate normal random variables with constant mean zero and identity covariance matrix, with the same n and p as X 1 , · · · , X n . For the i th sample, calculatê
Given the R valuesξ i n , i = 1, ..., R above pick ξ n as the 95% quantile of the valuesξ 1 n , · · · ,ξ R n .
Algorithm 1 WBS
1: function WBS(s,e,ξn) 2: if e − s < 4 then 3:
STOP; 4: else 5:
Ms,e := set of those 1 ≤ m ≤ M for which s ≤ sm, em ≤ e, em − sm > 4 6: m0 := argmax m∈Ms,e Q(sm, em) 7:
if Q(sm, em) > ξn then 8:
WBS(s, b0, ξn) 10:
WBS(b0 + 1, e, ξn) 11: else 12: STOP 5. Numerical Results. In this section, we examine the finite sample performance of our proposed tests and estimation method via simulations and a data illustration. In Section 5.1, we present the size and power for our SN-based test in comparison with Kolmogorov-Smirnov type test for a single change point and also examine the behavior of the test developed for unsupervised case. In Section 5.2, we show the size and power for the tests for covariance matrix change. Section 5.3 contains the estimation result for WBS in comparison with Binary segmentation and INSPECT algorithm developed in Wang and Samworth (2018) . Section 5.4 presents a real data illustration.
Change Point in Mean.
In this subsection we investigate the finite sample behavior of our test statistics for a mean shift. We shall first focus on the supervised case, i.e., under the alternative that there is one change point in the mean. Consider the data generating process
where δ is a p-dimensional vector representing the mean shift, and { t } are i.i.d samples from multivariate normal distribution, with common mean 0 and covariance matrix Σ. Under the null hypothesis where there is no change point, it is equivalent to the case that δ = 0, whereas under the alternative (there is one change point), we let δ = µ(0.1, 0.1, · · · , 0.1) T with µ ∈ {0.1, 0.2}. For Σ, we consider three scenarios: a) AR(1)-type correlation. The (i, j) element in Σ is σ ij = 0.5 |i−j| b) Banded. Specifically, the main diagonal elements are all 1. The first off-diagonal elements are all 0.5 and the second off-diagonal elements are all 0.25. All other elements are zero. c) Compound Symmetric. The main diagonal elements are all 1 and all remaining elements are 0.5.
We fix p = 100 and consider n ∈ {50, 100, 200}. We shall formulate an extension of the classical Kolmogorov-Smirnov (KS) test statistic in the current context and compare with SN-based test via simulations. Let k = argmax k=2,··· ,n−3 D(k; 1, n) 2 which is an estimate of change point location without self-normalization. We can then define an estimator of Σ 2 F using the Jackknife-based approach as presented on page 814 of Chen and Qin (2010) in two ways. On one hand, we can obtain a pre-break estimate and a post-break estimate of Σ 2 F and then take the average of them, i.e.,
whereX (j 1 ,j 2 );a:b denotes the average of the sample X a , · · · , X b without X j 1 and X j 2 . On the other hand, we can form a demeaned sample by substractingX 1:
, and then apply the jackknifed based estimator to the full demeaned sample; we denote the resulting estimator by Σ 2 F,2 . Then we can define the following two statistics
To facilitate the comparison, we also introduce an infeasible version,
The limiting null distributions of the above three statistics are expected to be sup r∈[0,1] |G(r; 0, 1)|, the critical values of which can be obtained by simulations. It is worth noting that the limiting null for the infeasible test statistic can be easily derived from our Theorem 3.4. Below we compare four tests, T n , KS n,1 , KS n,2 and KS n,Inf based on 5000 Monte Carlo replications with the nominal level 0.05. Let Y t = (µ, µ, · · · , µ) T 1(t ≥ n/2)+ t , where t s are p-dimensional iid N (0, Σ), with Σ corresponding to three types of correlation models introduced in a)-c) above. Table 3 below shows the rejection rate in percentage under H 0 : µ = 0, H 1,1 : µ = 0.1 and H 1,2 : µ = 0.2.
Please insert Table 3 here! The above simulation results demonstrate that (1) SN-based test has accurate size for both AR(1) and Banded correlation models, whereas the test appears quite distorted in the compound symmetric case. This finding is not surprising as the compound symmetric case violates the theoretical assumptions imposed (see Assumption 3.1), whereas both AR(1) and Banded cases satisfy those assumptions. In a sense, this shows that our assumptions are to certain extent necessary. The KS tests (both infeasible and feasible ones) show similar size behavior except that they are quite undersized for n = 50 case, and their size distortion in the compound symmetric case is even greater than our test. A comparison of the powers shows that our test is very comparable to all three KS tests, which perform similarly. In certain cases, our test is slightly more powerful when n = 50 but is slightly outperformed by KS tests when n = 200. Overall the finite sample size and power performance of four tests are very much comparable with no single test dominating others. Note that the feasible KS tests assumes there is one change point, and it may perform very poorly when there are multiple (more than one) change points (results not shown). Methodologically, it seems desirable to develop a test that does not involve explicit estimation of change points, which is itself a difficult problem, especially when there are multiple change points.
We further examine the finite sample performance of the test we develop for the unsupervised case (i.e., there could be multiple change points under the alternative), in comparison with the SN-based test aimed for one change point only. Three different data generating processes are considered below: (M1) (one change-point alternative): µ t = δ1{t/n > 1/2}; (M2) (two change-point alternative): µ t = δ1{t/n > 1/3} − δ1{t/n > 2/3}; (M3) (three change-point alternative): µ t = δ1{t/n > 1/4} − δ1{3/4 ≥ t/n > 1/2}; Under the null hypothesis, δ = 0, whereas under the alternative we let δ = (0.2, 0.2, · · · , 0.2). Following the practice in Zhang and Lavitas (2018), we set = 0.1. The empirical rejection rates (in percentage) are summarized in Table 4 below for three combinations of (n, p), where we denote the statistic developed for the supervised case as T n and for the unsupervised case as T n .
Please insert Table 4 here! From Table 4 , we can observe that both methods have empirical rejection rates close to 5% under the null and for AR(1) and banded cases, except for T n in the case of (n, p) = (50, 100). Under the alternative we can see that the supervised test statistic has much higher power in the single change point case, but the power lost drastically when there are two or three change points, suggesting the inability of the supervised test to accommodate more than one change point. By contrast, the unsupervised test still preserve reasonable amount of power, which is consistent with our theory.
5.2. Change Point in Covariance Matrix. In this section, we examine the finite sample performance of our test applied to test for a change in the covariance matrix, in comparison with a recent method developed by Avanesov and Buzun (2016) . In the latter paper, they proposed a high dimensional covariance change point detection scheme that involves the choices of several tuning parameters. For the purpose of completeness, we present their method below in detail.
They first consider a set of window sizes N ∈ N. For each window size n ∈ N , define a set of central points T n := {n + 1, · · · , N − n + 1}, where N is the sample size. For n ∈ N define a set of indices belong to the window on the left side from the central point t ∈ T n as I l n (t) := {t − n, · · · , t − 1} and indices in the right side I r n (t) := {t + 1, · · · , t + n}. Denote the sum of number of central points for all window sizes n ∈ N as T := n∈N |T n |.
For each window size n, each center point t and either left side or right side G ∈ {l, r}, they define a de-sparsified estimator of precision matrix aŝ
andΘ G n is the precision matrix estimated by Graphical Lasso. Define a p × p matrix with elements
for all data before the change point location, Θ * u is the u−th row and denote the variance as σ u,v := V ar(Z 1,uv ) and the diagonal matrix S = diag(σ 1,1 , σ 1,2 , · · · , σ p,p−1 , σ p,p ). Finally their test statistic is
∞ whereM means the vector composed of stacked columns of the matrix M . Their test rejects the null hypothesis when the above statistic is greater than some critical value, which is determined via a bootstrap procedure. More details can be found in Avanesov and Buzun (2016) .
Here we let X t s be p-dimensional multivariate normal random vectors with mean 0 and variance Σ t . We fix p = 10 and the sample size as n = 100 or 200. Under the null, we set the common covariance matrix as (1) 0.8I p or (2) AR(0.4). Under the alternative, we let
The results are summarized in Table 5 , where our method is denoted as "SN" and the other method as "AB". There is no tuning parameter in our method, however a few tuning parameters need to be specified for the method "AB". In particular, the window size was chosen as 30, and the stable set which was used to estimate the precision matrix was chosen as {1, 2, · · · , 40}. As we can see from Table 5 , there is a huge size distortion with the "AB" test, which could be due to the way the tuning parameter is selected. By contrast, our SN method has fairly accurate size. In terms of the power, SN method is powerful under the alternative. "AB" test has a perfect rejection rate under the alternative, but this shall not be taken too seriously given the huge over-rejection under the null. Overall the SN method seems quite favorable given its accurate size and reasonable power as well as the tuning-free implementation. It is worth mentioning that there is really no guidence or data-driven formula provided as to the choice of tuning parameters in Avanesov and Buzun (2016) . We tried several choices but all of them delivered large size distortion, which indicates the choice of tuning parameters is indeed a difficult issue for their test.
5.3. Estimation of Change Points. As described in Section 4, we can combine the WBS idea with the self-normalized statistics to estimate the number and locations for change points. In this subsection, we compare our WBS method with binary segmentation(BS) and INSPECT, the latter of which was developed by Wang and Samworth (2018) targeting sparse and strong changes.
Following Wang and Samworth (2018), we consider a three changepoints model and the change points are located at [n/4], 2[n/4], and 3[n/4]. The mean vectors for those four different zones are µ 1 , · · · , µ 4 . Thus we draw n/4 i.i.d sample from N (µ i , σ 2 I p ) for each zone. We define θ 1 , θ 2 , θ 3 as three signals at change points, i.e. θ i = µ i+1 − µ i and ν i = θ i 2 as the signal strength for i = 1, 2, 3. Denote s = θ i 0 for all i as the sparsity level. Specifically we let n = 120, p = 50 and set σ = 1. The total number of random segments used in WBS is fixed as M = 1000. As we described before, we choose the threshold for WBS based on the reference sample. For INSPECT, we use all parameters as default in the "InspectChangepoint" package in R. We consider two cases for the alternative, one is sparse where s = 5 and the other one is dense where s = p = 50. We denote the true number of change points as N = 3, and the estimated number isN . The true location of change points are 30, 60 and 90.
For sparse case, we set
, and θ 3 = 2(k, k, k, k, k, 0, · · · , 0) where k ∈ { 2.5/5, 4/5}. For the dense alternative, we set θ 1 = 2k × 1 p , θ 2 = −2k × 1 p and θ 3 = 2k × 1 p , and let k ∈ { 2.5/p, 4/p}. To measure the estimation accuracy for the number of change points, we simply use Mean Squared Error between the estimated number and the truth; for the location estimate, since the change point location estimation can be viewed as a special case for classification, we utilize a metric called "Averaged Rand Index", denoted as ARI to quantify the accuracy. See Rand (1971) , Hubert and Arabie (1985) and Wang and Samworth (2018) . Specifically, we can treat the data between two successive change points as if they are in the same category. In our simulation setting, we have three change points so there are four categories. Then we can also classify the data based on the estimated change point locations and put the number of data points within each category based on the truth or the estimated change points in a contingency table, where the column denote the number of data for each category based on the estimation and the row corresponds to the truth (if the true and estimated numbers of changepoints don't match, the table is expanded by zero entries until the number of rows and columns match). The Corrected Rand Index can be calculated as following:
The ARI is a positive value between 0 and 1. When the estimation is perfect, the ARI is 1. If there is no change points estimated, the corresponding corrected RI is 0. The higher the corrected RI, the more accurate the estimation. Here we get ARI for each replicate and finally take the average to get the averaged ARI.
As seen from Table 6 , binary segmentation does not work at all in all cases due to the nonmonotonic change in the mean, whereas both WBS and INSPECT provide more sensible estimates. To estimate the number of change points, WBS outperforms INSPECT in the two dense cases and the Sparse( 4/5) case, whereas the performance of INSPECT in the Sparse( 2.5/5) case is superior; for the change point location estimation, WBS is inferior to INSPECT in the Sparse( 2.5/5) case, which is probably not superising. For the other three cases, their performance is comparable. These findings are in general consistent with our intuition that WBS targets dense alternative and INSPECT targets sparse alterative. They suggest WBS can be a useful complement to INSPECT as in practice we may not know a priori whether the change is sparse or dense.
5.4. Real Data Illustration. In this subsection, we study the micro-array bladder tumor dataset for 43 individuals. The ACGH data is publicly available and it contains log intensity ratio measurements at 2215 different loci on their genome. The dataset is available in R package "ecp" and was also analyzed by Wang and Samworth (2018) . For simplicity, we apply the WBS algorithm (see Section 4 for details) to the first 200 loci for all individuals, that is p = 43 and n = 200. In Figure 1 , we plot log intensity ratio measurements only for the first 10 individuals along with the changes points estimated by both WBS and INSPECT. WBS detected 4 change points for the first 200 loci. Applying INSPECT with the default setting in the R package and it yields over 50 change points. This suggests that a different choice of threshold seems to be needed for this particular data set. Notably, the 4 change points identified by our method are very close to the top 1,2,3,5 change points detected by INSPECT. This example demonstrates the practical usefulness of our WBS method. A more detailed analysis of the impact of threshold choice for INSPECT and our method is an important topic that is outside of the scope of the present paper and left for future research.
6. Summary and Conclusion. In this paper, we propose a new test for one change point in the mean of high dimensional independent data by advancing the self-normalization idea in Shao and Zhang (2010) and U-statistic based approach for high dimensional testing, the latter of which was pioneered by Chen and Qin (2010) . Our test targets the dense alternative and has different applicability from the existing ones in the literature, such as Wang and Samworth (2018), Jirak (2015) . It is worth noting that our test does not involve a tuning parameter and is based on critical values tabulated in the paper, which could be appealing for practitioners. We further extend our test to change point testing in the presence of multiple change points and change point testing for covariance matrix, and simulation results show the encouraging performance for our tests in finite samples. As an important methodological extension, we propose to combine the idea of wild binary segmentation [Fryzlewicz (2014) ] with our SN-based test to estimate the number and location of change points. Simulation shows that our method can be more effective when the mean shift is dense as compared to the INSPECT algorithm, which is a combination of WBS and the test developed in Wang and Samworth (2018) that targets the sparse alternative. On the theoretical front, we show the weak convergence of the sequential U-statistic based process, which can be of independent interest.
There are a number of topics that are worth investigating. First, an extension to high dimensional weakly dependent time series is of obvious interest but it seems to require nontrivial modification from both methodological and theoretical perspective, as the temporal dependence brings additional complexity to the problem. Second, the focus of this paper is on the mean change with an extension to covariance matrix change. It would be desirable to study change point detection/estimation for other high dimensional parameters, such as the vector of marginal quantiles; see Shao and Zhang (2010) for a more general framework but in a low dimensional time series setting. Third, there is no theory available for the WBS method proposed here. It would be interesting to provide some theoretical justification, as done in Fryzlewicz (2014) in a much simpler setting, and this seems very challenging. Further research along some of these directions is well underway. 
where Q is a centered Gaussian process with covariance structure given by (3.2). Moreover, the sample paths of √ 2 n Σ F S n ( an + 1, bn − 1) are asymptotically uniformly equicontinuous in probability.
The proof of this Theorem is long and technical. We postpone it to Section 8.1. Next we present some basic results that will be used throughout the following proofs. Define
for 1 ≤ ≤ k < m ≤ n and D X (k; , m) = 0 otherwise. Observe that under the null of constant mean function we have D X ≡ D and we always have the representation
Theorem 7.1 and uniform asymptotic equicontinuity of the sample paths of S in probability together with some simple calculations yields
and G(r; a, b) = 0 otherwise. Note that this is the process G appearing in (3.1). Since the sample paths of Q are uniformly continuous with respect to the Euklidean metric on [0, 1] 2 , a simple computation shows that the sample paths of G are uniformly continuous with respect to the Euklidean metric on [0, 1] 3 .
7.1. Proof of Theorem 3.4. For n ≥ 1 consider the maps
defined for functions f : [0, 1] 3 → R such that the denominator is non-zero. With this definition we have T n = Φ n (H X n ) for the process H X n defined in ( 
this follows from continuity of the sample paths of G and the fact that P (G(u, r, 1) 2 > 0) = 1 for any 0 < r < u < 1 and P (G(u, 0, r) 2 > 0) = 1 for any 0 < u < r < 1. Hence 2G ∈ D Φ with probability one. Combined with the fact that H X n 2G and the extended continuous mapping theorem (see Theorem 1.11.1 in Van Der Vaart and Wellner (1996) ) this implies T n = Φ n (H X n ) Φ(G) = T . This completes the proof.
7.2. Proof of Theorem 3.5. A key step in the proof of this Theorem is an expansion for D from (2.1) in terms of D X from (7.1) in the setting where E[Y i ] = µ for i = 1, ..., nb * and E[Y i ] = µ + δ n for i = nb * + 1, ..., n. To shorten notation let k * := nb * . We will only provide a detailed derivation in the case < k < k * < m, all other cases can be handled similarly. Observe that
Now some straightforward algebraic manipulations show that
Observing that s n is a sum of centered i.i.d. random variables, Kolmogorov's inequality implies
This implies that, uniformly in k, , m we have for < k < k * < m
Similar arguments show that for < k * < k < m
while for k * ≤ or k * ≥ m we have
To complete the proof we first discuss the case n δ n 2 2 / Σ F → c ∈ [0, ∞). In that case the proof follows by exactly the same arguments as given in the proof of Theorem 3.4 after replacing (7.2) by (7.3) and the limit 2G by 2G + √ 2c∆. Next consider the case n δ n 2 2 / Σ F → ∞. Observe that
Since by assumption η i are constant for i = 1, ..., b * n and i = b * n + 1, ..., n, respectively, we have
for H X n defined in (7.2). Uniform asymptotic equicontinuity of the sample paths of H X n together with similar arguments as given in the proof of Theorem 3.4 implies that
where the limit is non-zero and finite almost surely. Next we will analyse the numerator. From the expansions given above we obtain
Since by assumption δ T n Σδ n = o(n 1/2 δ n 2 2 ) we have
this implies that
Dn(k * ;1,n) n 3 Σ F → ∞ in probability. Combined with (7.5) and the fact that the limit in (7.5) is finite almost surely, the convergence T n → ∞ in probability follows. This completes the proof of Theorem 3.5.
7.3. Proof of Theorem 3.6. The proof is similar to the proof of Theorem 3.4, and the proofs of the weak convergence of T * n , T n are also similar to each other. For the sake of brevity we provide a brief outline for T * n and omit all other details. Define the maps
for all f for which the expression is well-defined and Φ * :
where D Φ * denotes the set of all continuous functions such that all denominators in the fraction above are non-zero. Similarly to the proof of Theorem 3.4 we have P (2G ∈ D Φ * ) = 1, P (2G ∈ D Φ ) = 1, and straightforward calculations show that all other conditions of the extended continuous mapping theorem are also satisfied.
7.4. Proof of Theorem 3.7. We begin by proving the statement about T * n . Observe that by assumption ( nb * 1 , nb * 2 ) ∈ Ω n ( ) (for n sufficiently large, where 'sufficiently large' depends on
. Now by similar arguments as in the proof of Theorem 3.5 we have
and the limit is greater than zero a.s. Moreover, again following the arguments of the proof of Theorem 3.5 we find
which converges to +∞ in probability under the assumptions made. This proves the claim for T * n . To prove the claim for T n define k * := ( 2b * 1 / + 1) /2. Note that by construction k * /2 ∈ G and
Hence for n sufficiently large ( b * 1 n , nk * /2 ) ∈ G ,n,f and thus (for sufficiently large n)
From here on the arguments are very similar to the ones for T * n and details are omitted for the sake of brevity. 7.5. Proofs for Remark 3.2 and Remark 3.9. For Remark 3.2, observe that
by (i). We also have by symmetry of Σ n and by (ii) since
where the last bound follows since r > 1. Since p n → ∞, this combined with (7.6) shows A.1 by using the inequality
where
Now the sum is of order O(p h−1−2r n ) if h − 2 − 2r > −1 and of order O(1) if h − 2 − 2r < −1. Now a simple computation shows that (A.2) is satisfied if h − 2r < h/2 for h = 2, ..., 6, which is equivalent to r > 6/4. For Remark 3.9, all arguments are similar to the proof of Remark 3.2 but the verification for assumption B.2. Consider max
where the last line uses the fact that r > 2,
This completes the proof.
7.6. Proof of Remark 3.3. We begin by introducing the following proposition.
Proposition 7.2. Assume the model X t = ΓZ t , where Γ is p-by-m real matrix such that Σ = ΓΓ T , and Z t s are i.i.d random m-dimensional vectors with E[Z t ] = 0 and V ar(Z t ) = I m Furthermore for any t > 0,
for any positive integer q such that q l=1 α q ≤ Q, where Q is a fixed positive constant, and
for any 1 ≤ k ≤ Q, where cum k (Z t,l ) denotes the joint cumulants of k identical random variables
Proof. By definition of joint cumulants we know
Hence it suffices to show that cum(Z t,l 1 , · · · , Z t,l k ) = 0 if not all indices l 1 , · · · , l k are identical. By standard properties of cumulants this would be true if Z t,l 1 , · · · , Z t,l k were independent; indeed, if there existed l i = l j this would imply that Z t,l 1 , · · · , Z t,l k would consist of at least two independent groups. Next, defineZ t,l , l = 1, ..., m such that eachZ t,l has the same distribution as Z t,l but Z t,l 1 , · · · ,Z t,l k are independent. By (7.7) we have
and thus cum(Z t,l 1 , · · · , Z t,l k ) = cum(Z t,l 1 , · · · ,Z t,l k ) by expressing cumulants through moments. Since cum(Z t,l 1 , · · · ,Z t,l k ) = 0 if l 1 , ..., l k are not identical, this completes the proof.
Note that Chen and Qin (2010) 
for some positive constant C. By simple manipulation we get for any h ≥ 2
This implies that
Hence we have proved that (7.7) with 1 ≤ α k ≤ 6 and q k=1 α k ≤ 6 implies condition A.2.
7.7. Proof of Theorem 3.8. It suffices to verify that Z satisfies A.1 and A.2. We begin by deriving a useful preliminary result which will be used in both proofs. Observe that
for sufficiently large n by condition B.3 where the second inequality follows since
Hence we have proved
Verification of A.1 It is easy to see that
) and the diagonal elements are of the form V ar(X 1,l 1 X 1,l 2 ). Recall that Σ Z 2 ≤ Σ Z 1 Σ Z ∞ ,where
Since Σ Z is symmetric, we have Σ Z 1 = Σ Z ∞ and thus Σ Z 2 ≤ Σ Z 1 . Observe that
Thus by condition B.1 and B.2, we have
Together with (7.9) this yields (2012), we know that
Verification of A.2 By Theorem 2 in Rosenblatt
where the summation is over all indecomposable partitions ν 1 ∪ · · · ∪ ν L = ν of the two way table,
(1, 1) (1, 2) (2, 1) (2, 2)
Note that for h, there are finite number of indecomposable partitions in the h × 2 table. Denote
by condition B.3 where the third line in the above derivation follows by the Cauchy-Schwartz inequality. The desired result follows by (7.9). This completes the proof of Theorem 3.8.
8. Appendix B: technical details.
8.1. Proof of Theorem 7.1. The proof relies on the following technical result which will be proved in Section 8.1.3
Lemma 8.1. Under assumption A.2 there exists a constant C 6 < ∞ such that for all
In what follows define S n (a, b) := S n ( an , bn ).
To prove process convergence in Theorem 8.1, we need to establish two results: convergence of the finite-dimensional distributions, i.e.
(8.1)
for any fixed points (a 1 , b 1 ), ..., (a S , b S ), and tightness of the sequence √ 2 n Σ F S n . The latter will be established by showing asymptotic equicontinuity in probability, i.e. we will prove that for any
8.1.1. Proof of (8.1). To simplify notation, we only consider the case S = 2, the general case follows by similar arguments. It sufices to show that ∀α 1 , α 2 ∈ R,
By symmetry it suffices to consider the following three cases:
A simple calculation shows that for any fixed n the triangular array ( n−1 i=1 ξ n, na 1 +i ) 1≤i≤ nb 2 − na 1 −1 is a mean zero martingale difference sequence with respect to F i . To show weak convergence in (8.3) will apply the martingale CLT (Theorem 35.12 in Billingsley (2008) ). To this end we need to verify the following two conditions
We will prove (1) and (2) above in several steps. First, to prove (1), we shall establish that (8.4)
For a proof of (2), consider the decomposition
For other cases of a 1 , a 2 , b 1 , b 2 , arguments are similar. For example, we assume
Then similar arguments can be applied. This is the same for a 1 ≤ b 1 ≤ a 2 ≤ b 2 . Proof of (8.4) Observe that
Since the X i are iid it follows that
where Σ l 1 ,l 2 is the (l 1 , l 2 ) component of Σ and cum(X i+1,l 1 , X i+1,l 2 , X i+1,l 3 , X i+1,l 4 ) is the fourth order joint cumulant of X i+1,l 1 , X i+1,l 2 , X i+1,l 3 , X i+1,l 4 . Thus by Cauchy-Schwartz inequality and
where the last line follows from Assumption A.2 with C from that assumption. Similarly we have
Combining the above results we have
The bound
follows by similar arguments and this completes the proof of (8.4).
Proof of (8.5) and (8.6) Since both statements follow by the same arguments we will only give details for the proof of (8.5). Observe that
n,1 we have
where the last inequality is a direct consequence of Cauchy-Schwartz inequality and Assumption A.2. Combining with previous results we have
Combining results (8.5) follows.
Proof of (8.7) Observe the decomposition
Note that for j 1 = j 2 , j 3 = j 4 we have E X T j 2
ΣX j 3 = tr(Σ 4 ) otherwise. Hence we obtain for the first term
2 ( na 2 − na 1 )( nb 1 − na 2 − 1)tr(Σ 4 )
Thus the first term in the decomposition of V 3,n is o p (1). The second term is of the same structure as V 1,n , and it follows that 2 n 2 Σ 2 Note that B n (u) has a piece-wise constant structure, more precisely we have for any u ∈ [0, 1] 2 , B n (u) = B n ( nu /n) (here, nu is understood component-wise). Define the index set T n := {(i/n, j/n) : i, j = 0, ..., n}. Then
Consider the metric (on the set T n ) d(u, v) = u − v 1/2 . From (8.8) and the definition of B n we obtain the existence of a constant C < ∞ such that for all n ≥ 2 and all u, v ∈ T n E[|B n (u) − B n (v)| 6 ] ≤ C u − v 3 + 1 2 12 n −3 , which implies
Note that the packing number of T n with respect to the metric d satisfies
for some constant C D < ∞. Now apply Lemma 7.1 from Kley et al. (2016) with Ψ(x) = x 6 , T = T n , d(u, v) = u − v 1/2 ,η = n −1/2 /2 to find that for any η ≥η there exists a random variable R n (η, δ) such that E[X i 1 +1,l 1 X j 1 ,l 1 · · · X i 6 +1,l 6 X j 6 ,l 6 ] ≤ C 6 ( nc − na − 1) 6 Σ 6 F By definition, S n (a, c) = 0 if nc − na < 2. If nc − na ≥ 2, which implies c − a > 1/n, nc − na − 1 ≤ nc − na + ( na − na) − 1 ≤ n(c − a) a, c) 6 ] ≤ C 6 (c − a) 6 .
Exactly the same argument can be used to bound E[S n (a, c) 6 ]. Next observe that we have for nd − nc > 2 1 n 6 Σ 6 F E[B 6 ] ≤ C 6 ( nd − nc ) 3 ( nc − na ) 3 /n 6 ≤ C 6 ( nc − na ) 3 /n 3 ≤ C 6 (nc − na + ( na − na)) 3 /n where the last inequality in the previous line follows from here the first sum is over all disjoint partitions π of the set {(i 1 + 1, 1), (j 1 , 1), ..., (i 6 + 1, 6), (j 6 , 6)}. By elementary properties of joint cumulants combined with the fact that X t , X s are independent for t = s and centered, it follows that cum(X i,l k : (i, k) ∈ B) = 0 if there exist i = j and arbitrary k 1 , k 2 with (i, k 1 ), (j, k 2 ) ∈ B or if |B| = 1. Thus is suffices to consider the sum over all partitions π = {B 1 , ..., B |π| } such that
(1) Each B i is of the form {j} × C i where j is a fixed number and C i ⊆ {1, ..., 6}.
(2) For any fixedπ, the corresponding C 1 , ..., C |π| have the following properties: |C i | ≥ 2, for i = j = k we have C i C j C k = ∅, | π| u=1 C u = {1, · · · , 6}, for any k ∈ {1, ..., 6} there exist exactly two indices i 1 = i 2 with k ∈ C i 1 , k ∈ C i 2 .
Denote the set of all tuples (C 1 , ..., C U ) (where C i ⊆ {1, ..., 6}) that have all the properties listed in (2) above by C. Note that for any (C 1 , ..., C U ) ∈ C we have U ≤ 6, thus C is a fixed finite set and we have E[X i 1 +1,l 1 X j 1 ,l 1 · · · X i 6 +1,l 6 X j 6 ,l 6 ] ≤ (C 1 ,..,C U )∈C U u=1 cum(X 0,l k : k ∈ C u ) .
Since C is finite, the claim of the Lemma will follow once we establish that there exists a constant C such that for any (C 1 , ..., C U ) ∈ C (8.10) p l 1 ,··· ,l 6 =1 U u=1 cum(X 0,l k : k ∈ C u ) ≤ C Σ 6 F .
