Abstract To obtain a systems-level perspective on the topological and functional relationships among proteins contributing to nucleotide excision repair (NER) in Saccharomyces cerevisiae, we built two models to analyze protein-protein physical interactions. A recursive computational model based on set theory systematically computed overlaps among protein interaction neighborhoods. A statistical model scored computation results to detect significant overlaps which exposed protein modules and hubs concurrently. We used these protein entities to guide the construction of a multi-resolution landscape which showed relationships among NER, transcription, DNA replication, chromatin remodeling, and cell cycle regulation. Literature curation was used to support the biological significance of identified modules and hubs. The NER landscape revealed a hierarchical topology and a recurrent pattern of kernel modules coupling a variety of proteins in structures that provide diverse functions. Our analysis offers a computational framework that can be applied to construct landscapes for other biological processes.
Introduction
Mounting effective defences to environmental challenges and the repair of DNA lesions are critical cellular functions required to maintain genome stability for normal cell growth [1] . DNA repair involves a broad spectrum of cellular mechanisms affecting signaling pathways of various biological processes such as DNA replication, cell cycle regulation, transcription [2] , and chromatin remodelling [3] . Nucleotide excision repair (NER) is a cellular mechanism that removes a wide variety of DNA lesions including the major UV-induced DNA photo-products. Failure of NER in xeroderma pigmentosum is associated with over 1,000-fold increased incidence rate of skin cancer [4] . Much progress has been made in identifying various components and interactions in the NER machinery [5] . However, integrated views of these interactions at multiple levels of resolution and from a systems biology perspective are needed for understanding the contributions of various biological processes in NER. Such views can provide new insights into unknown protein functions and pathways involving NER and cellular DNA damage response. It can also guide researchers to potential targets for drug therapy to inactivate NER.
The wealth of protein interactions available in public databases provides a tremendous opportunity, but also poses a challenge in constructing these system-level views. For example, visualizing 1,000 interactions among 100 proteins (assuming 10 interactions/protein on the average) often results in a fuzzy ball that is difficult to decipher topologically and functionally. When a protein interacts with many other proteins that participate in diverse functions (e.g., based on the Saccharomyces Genome Database [6] (SGD, http://www.yeastgenome.org), the master cell cycle regulator CDC28 has been found to interact with &250 proteins), determining the subset of proteins that have biological relevance to a cellular mechanism of interest (e.g. NER) is challenging.
To build a topological and functional landscape for NER, we created a set-theory-based computational model and a statistical model to systematically analyze NER proteinprotein physical interactions in Saccharomyces cerevisiae. One approach to analyzing protein interaction networks uses graph theory to study graphs, which are mathematical structures that are used to model pairwise relations between objects from a certain collection. Another approach that was used in this report is set theory, the branch of mathematics that studies sets, which are collections of objects. The settheory-based statistical model exploited protein interaction overlaps to uncover protein modules (sets of proteins in which each protein interacts with every other protein) and hubs (proteins with many interactions engaging multiple biological processes). A kernel module was defined as a fully connected set of proteins that can couple with multiple proteins independently to achieve functional variance. These protein entities were used to identify topological and functional relationships among yeast proteins retrieved from SGD. SGD integrates protein-protein physical interactions curated from various small-scale experiments and highthroughput studies that used diverse identification techniques such as yeast two-hybrid, co-immunoprecipitation, and mass spectrometry.
Methods
To select NER-related genes in yeast, 34 human NER genes were obtained from a DNA repair gene list [7] and used to search via BLAST [8] for yeast homologs against all verified open reading frames in SGD. Because there can be multiple homologs for a given human NER protein, 121 yeast homologs (P-value \10 -12 ) were found. Inclusion of multiple homologs offered the potential of disclosing yeast proteins with possible roles in NER that otherwise might be missed. In addition, one functional homolog (TFB5, 7) and ten other yeast proteins annotated with NER functions in SGD were added, producing a total of 132 yeast NER-related proteins, 38 of which are essential. Among the remaining 94 non-essential proteins, 20 were associated with UV-sensitivity when depleted [6, 9] . These results are provided in Table 1. A Recursive Set-Based Model for Computing Protein Interaction Overlaps Our analysis was built upon the premise that, if two proteins share many physical interaction partners, it is likely that they also share similar functions [10] or that they operate in the same pathway(s). Based on this premise, we constructed a set-theory-based model using set intersections to systematically find proteins that are shared among NER protein neighborhoods. For this purpose, we defined the direct neighborhood N A of a protein A as the set of all proteins that directly interact with A, including A itself (Fig. 1a) . Using this definition, interaction partners common to proteins A, B, and C can be computed as the intersection set N A \ N B \ N C of three neighborhoods.
We applied recursion to find all possible intersections among 131 neighborhoods of the yeast NER-related proteins (MRK1 was the only protein in the group of 132 homologs that did not have physical interactions recorded in SGD as of Jan 2007). Recursion allowed reductions in computation costs by re-using results of the previous, nonempty intersections for the next round of computation, into which additional neighborhoods were systematically incorporated. The sizes of intersections became smaller as the number of neighborhoods increased. Computation stopped when all intersections were empty or all neighborhoods had been incorporated, whichever came first.
Denoting k as the number of neighborhoods participating in the computation of intersections, the number of distinct intersections is the number of distinct combinations resulting from choosing k out of the 131 neighborhoods, i.e.,
. . .131Þ: Figure 1b illustrates an example with four protein neighborhoods. Because proteins are selective in their binding and specific in their interactions with molecular targets [11] , many combinations produced empty intersections, making the proposed recursive method computationally feasible.
A Statistical Model for Scoring and Detecting Significant Overlaps
To detect statistically significant neighborhood overlaps/ intersections that were produced by the computational [5, 7, 31] . Protein sequences associated with these genes were compared and BLAST results with similarity P-values B10E-012 were selected. Some human NER proteins have several yeast homologs (e.g., CDK7_HUMAN has over 70 homologs), while others have none (RPA1_HUMAN, TF2H5_HUMAN, and DDB1_HUMAN) or weak similarity (DDB2_HUMAN is similar to the yeast splicing factor PRP4 with a P-value of 4E-007). This table is also supplemented with 10 other yeast NER proteins found in SGD. Among these proteins are ABF1, DPB11, POL32, DPB3, RAD7, and ELC1. ABF1, DPB11, and POL32 do not have human homologs. DPB11 appears to be an analog of TOPBP1_HUMAN and POL32 is the third subunit of yeast DNA polymerase delta and functionally similar to POLD3_HUMAN. DPB3 is the third subunit of DNA polymerase epsilon and weakly homologous to POL4_HUMAN, RAD7 is similar to the F-box protein FBXL20_HUMAN, and ELC1 is similar to the transcription elongation factor TCEB1_HUMAN. Mutant phenotypes correspond to deletion mutants used in small-scale experiments and high-throughput studies. Sensitivity to UV radiation was determined by Begley et al. [9] model, we built a statistical model to score overlap results and perform tests seeking evidence against the null hypothesis of no overlap among protein neighborhoods. Toward this goal, let X k be a random variable representing the number of proteins shared among k neighborhoods (N 1 Á Á Á N k ). Because any protein in these neighborhoods was either included in the intersection or excluded-a binary outcome-X k can be modeled via a binomial distribution. To estimate the probability of protein sharing, our model took into account neighborhood sizes and the sizes of associated non-empty intersections. As a result, the probability of observing at least s shared proteins in an intersection of k neighborhoods is:
Because an intersection cannot have more proteins than the smallest of the k participating neighborhoods, m must be the minimum size of the k neighborhoods (Fig. 1a , a similar concept of minimum neighborhood size has been successfully used in analyzing metabolic networks [10] ). Hence,p k can be estimated as the average proportion of shared proteins relative to the smallest of the k neighborhoods, for all combinations of choosing k out of 131 neighborhoods. Denoting t as the total number of non-empty intersections, s i as the number of shared proteins observed for a particular intersection i, and m i as the size of the associated smallest neighborhood, we have:
(Derivation of this equation is explained in Supplementary Eq. 1).
To control the expected proportion of incorrect rejections among all the rejections-false discovery rate (FDR)-made during statistical tests, we applied the BenjaminiHochberg (BH) procedure [12, 13] on the P-values (probðX k ! sÞ) computed for neighborhood intersections, assuming the null hypothesis is true. When testing hundreds or thousands of times or more, FDR is a less stringent criterion than FWER (family wise error rate) in including more test data that otherwise might be missed [13] .
To apply the BH procedure, P-values associated with a given k-neighborhood were first sorted in ascending order. Then the BH equation:
was evaluated based on three parameters, a pre-chosen a level, the location (l) of a P-value in the sorted list, and the total number (t) of P-values associated with non-empty intersections ( Table 2 , column 2). For this application, because the probabilities of protein sharing among If any of the intersections is empty, it will be discarded in all subsequent rounds. Empty entries in the matrices represent self-intersections (on the diagonal of the first matrix) or duplicate intersections (due to symmetry and transitivity of set intersections, e.g.,
neighborhoods were small (Table 2 , column 3), it is reasonable to choose a small a of 0.001 9 1% = 10 -5 to control the false discovery rate. Selection of small a's has been successfully used to increase the robustness of protein complex identification [14] .
Ifl existed, the null hypothesis was rejected for all the P-values in the sorted list that were less than or equal to the P-value associated withl (i.e., P-value 1 B P-value 2 B…B P-valuel); otherwise, no rejection was made. The BH procedure was repeated for all the P-values for a given k (k = 2…15, shown in Table 2 , column 1). We defined two scoring functions: protein sharing scores as Àlog 10 ðP-valuesÞ and BH cutoff scores as Àlog 10 ða Â l t Þ to facilitate comparisons between small P-values and parameter values in the BH equation.
Finally, statistically significant results associated with rejected P-values were further reduced when neighborhood intersections from smaller k values were subsets of those from larger k's. For example, if a protein set {V,W} was found to be the intersections of three neighborhoods (N A \ N B \ N C ) and subsequently of four neighborhoods (N A \ N B \ N C \ N D ), the three-neighborhood result was redundant and discarded.
Supplementary Table 1 provides a list of significant and non-redundant overlaps, along with their protein sharing scores and BH cutoff scores. These results were obtained from a software prototype that we implemented for the models described above, using the C?? object-oriented standard template library (STL) [15] . STL provides container templates that support set-based objects and operations on these objects, including intersection and membership. One hundred and thirty-one set objects, each representing a neighborhood, were dynamically selected from &35,000 physical interactions and created in memory. The number of neighborhoods producing non-empty intersections ranged from 2 to 15 ( Table 2 , column 1) and the number of non-empty intersections varied from 1 to &17,500 ( Table 2 , column 2).
Uncovering Protein Modules and Hubs Using Significant Overlap Results
Modules can be uncovered by exploiting the relationships among proteins in significant neighborhood intersections and associated core proteins (Supplementary Table 1 ). Defined as a fully connected set in which every protein interacts with all other proteins in the set, a module can be identified using the simple rules below:
(1) A neighborhood intersection contains a subset of associated core proteins. For example, let A, B, C be core proteins and the intersection N A \ N B \ N C of associated neighborhoods be {A,B,C,V,W}. A, B, and C form a module because A, being in the intersection, interacts with all core proteins, i.e., B and C; similarly, B interacts with C.
(2) Rule 1 holds and the intersection has one or more additional proteins/modules relative to the core-protein set or vice versa. Continuing with the above example, {A,B,C,V} and {A,B,C,W} constitute two larger modules The first two columns are results from the computational model; the last two columns are from the statistical model. Computation stopped at k = 16 when all intersections were empty. As the number of neighborhoods increased, the probability of protein sharing decreased (column 3). Among the non-empty intersections shown in column 2, those that were significant and non-redundant were counted in column 4. Note that results for k = 14 were redundant and discarded because they were subsets of the intersections found for k = 15. Supplementary Table 1 provides a protein list for column 4 because V and W are in the intersection, hence they interact with core proteins A, B, and C. Because V and W share the same module, it is likely that they also interact (Fig. 2) . This prediction can be readily verified by querying the membership of W in the neighborhood N v or vice versa (i.e., W 2 N V jV 2 N W ). Without the V-W interaction, {A,B,C,V,W} would still form a densely connected module instead of one that is fully connected. (3) If an identified protein module is a subset of a larger module, the latter supersedes the former, allowing construction of larger aggregates. Such aggregation reduces redundancy and is useful to identify modules with many subunits. Supplementary Table 2 provides a list of modules identified using the rules given above.
Hubs can be loosely defined as connectors linking proteins in adjacent neighborhoods to provide and coordinate diverse functions. Significant neighborhood intersections and associated core protein sets that contain a single protein/module interacting with many proteins are hub candidates. Toward building multi-resolution views of interactions among proteins contributing to NER, we focused on those candidates that interacted with, or were components of, identified modules. A candidate that was a module component was selected if it interacted with many other proteins in addition to those in its own module. An example is the RAD14 hub which interacts with RAD1, RAD10, RAD16, RAD3, RFA1, TFB1, in addition to proteins in the module [RAD14, RAD23, RAD4, RAD7].
Not only single proteins can be hubs, modules or members of aggregates that satisfy the criteria given above can also be hubs. For example, the [RFC2-5] module interacts with several components of DNA replication (CTF18, CTF8, ECO1, ELG1, POL30), DNA damage checkpoint (RAD24), and a component of chromatin remodeling (ASF1). A list of hubs along with details on hub selections is provided in Supplementary Table 3 .
Guided by the identified modules and hubs, and using literature curation to support their biological significance, we built a multi-resolution landscape for NER, visualized via Cytoscape [16] . We focused on the topological and functional relationships among protein modules and hubs within the NER and transcription system, and the relationships of these protein entities with other biological processes, based on gene ontology annotations in SGD [6] ( Supplementary Tables 2, 3 ).
Results

Relationships among Modules and Hubs within the NER and Transcription System
Modules and hubs identified for NER and transcription were hierarchically organized. At the top of the hierarchy was the [RAD14, RAD3, MSH2] module (magenta triangle in Fig. 3a ) which linked to three other main module groups, DNA damage sensors, the TFIIH complex, and helicases/nucleases.
RAD14 is a Hub Connecting Various DNA Damage Sensor Modules
RAD14 and the RAD23-RAD4 complex independently recognize DNA damage and recruit other NER proteins to DNA lesions [5] . RAD23, possesses a ubiquitin-like domain that interacts with the proteasome and two sequences that bind to ubiquitin; it is thought to deliver ubiquitinated substrates to the proteasome [17] . When cells are damaged, RAD23 inhibits the ubiquitin-mediated degradation of RAD4, resulting in RAD4's stabilization [18] . Several TFIIH subunits (SSL2, TFB1-2) also interact with RAD23.
The [RAD14, RAD7, RAD16] module leads to a sensor subnetwork that includes ELC1 and ABF1. In the global genome NER pathway, the [RAD7, RAD16, ELC1] module participates in DNA damage recognition and the regulation of RAD23's ubiquitination [19] . The module was suggested to function as both an ATPase and an E3 ligase, congruent with the observations that RAD7 is similar to an F-Box protein, and RAD16 has a RING domain [19] . In the transcription-coupled NER pathway, the ELC1 elongation factor promotes the ubiquitination and degradation of RNA POL2 blocked at damage sites [20] . On the other hand, the [RAD7, RAD16, ABF1] module mediates NER [21] , transcription, and chromatin remodeling via ABF1 [22] . ABF1 controls nucleosome positioning, keeping regions of chromatin in non-transcribed DNA free of nucleosomes to facilitate repair [22] .
RAD3 is a Hub Connecting All Known Subunits of TFIIH Except TFB5
TFIIH is a ten-subunit transcription factor with seven basal subunits (TFB1,2,4,5, RAD3, SSL1, SSL2) and a trimer complex (TFB3-CCL1-KIN28) that phosphorylates the Cterminal domain of RNA POL2 [23] . Figure 3b shows the interactions of TFIIH subunits with RAD3, which is a 5 0 to 3 0 helicase/ATPase involved in DNA unwinding to facilitate NER and allows transcription initiation proteins to access DNA. SSL2 encodes a 3 0 to 5 0 counterpart [24] . TFIIH subunits are organized around the [RAD3, TFB3, TFB4, CCL1, SSL1] module, which acts as a kernel to which TFB1 and KIN28 associate independently, producing two fully connected aggregates of six subunits. This pattern led to the definition of a kernel module as a fully connected set of proteins that can couple with multiple macromolecules independently to achieve functional variance. TFB1 provides an alternate path to NER sensors RAD14 and RAD23, supplementing the main path via RAD3. TFB1 also forms a separate module with TFB2, TFB4, and TFB5. On the other hand, KIN28 interacts with RPO21 (the largest subunit of RNA polymerase 2) which, in turn, interacts with NER sensors RAD14, RAD23, and RFA1.
Besides its global genome NER functions, RAD3 was also found in the transcription-coupled NER pathway. It interacts with MET18 and RAD26. MET18 regulates TFIIH to influence NER and transcription [25] . RAD26 is a SWI2/SNF2 ATPase and is needed during transcription for the displacement/removal of stalled RNA polymerases to allow repair proteins to access DNA [26] .
MSH2 is a Hub Sharing Helicases/ATPases and Nucleases with NER
Two modules relate MSH2 to NER, [RAD14, RAD1, RAD10, MSH2] and [RAD3, RAD2, SSL2, MSH2]. They indicate that MSH2 connects with all known helicases and nucleases involved in NER, although MSH2 was originally found to be required for mismatch repair [27] . Through association with the RAD14 sensor, the endonuclease RAD1-RAD10 is targeted to DNA damage sites [28] .
Relationships of NER-Transcription Modules and Hubs with Other Biological Processes
Protein modules and hubs identified for NER and transcription also interact with many proteins involved in three major biological processes-DNA replication, chromatin structure and remodeling, and cell cycle regulation-and one miscellaneous category. Figure 4 provides a high-level view of these relationships. More detailed views are Fig. 3 Relationships within the NER-transcription system and organization of TFIIH subunits. Green italics denote human homologs. a The NER-transcription system has a hierarchical topology. The top level consists of the [RAD14, RAD3, MSH2] triangle which links to three subnetworks: DNA damage sensors that interact with RAD14, TFIIH subunits that interact with RAD3, helicases and nucleases that interact with MSH2. b Highlighted in blue is a kernel module [RAD3, TFB3, TFB4, CCL1, SSL1] that organizes interactions among TFIIH subunits. Pink-shaded arrows show formation of two larger aggregates emerging from this kernel. Our models did not detect modules or hubs associating with MET18 and RAD26 expanded in Fig. 5 . Functions in the miscellaneous category (the last column of Fig. 4b ) include ubiquitindependent protein catabolism (RPN6), actin cytoskeleton organization (VPS1), nuclear import of cargo proteins (KAP95), mRNA export from nucleus (YRA1), and GTP biosynthesis (IMD3).
Relationships with DNA Replication
HPR5, MSH2, POL30, SMT3 (Fig. 4a) along with RFA1-3 are multi-function junction hubs bridging NER and transcription to DNA replication. From these hubs emerge four main functional groups (Fig. 5a and Supplementary Table 2), the RFA group, the DNA polymerase group, the POL30 group, and the RFC group.
RFA1 and RFA2 form a kernel that interacts with the DNA damage checkpoint proteins LCD1 and MEC1, and with MSH2, MSH6, and DNA2. The MSH2-MSH6 complex senses and corrects DNA replication errors [27] caused by mis-incorporation or by misalignment/slippage. DNA2, a DNA replication factor with ATPase, nuclease, and helicase activities [6] , is thought to be involved in DNA double-strand break and post-replication repair [29] .
The DNA polymerase group is required for DNA synthesis and includes subunits of POLd ([CDC2, HYS2, POL32] module), POLe ([DPB2-4, POL2] module), and POLr (TRF5).
POL30/PCNA confers processivity to DNA polymerases d and e during DNA replication [30] . Along with these polymerases, POL30 participates in DNA synthesis for NER after excision of DNA lesions [31] . On the other hand, in the absence of DNA damage, sumo-modified PCNA (SMT3 is a protein of the SUMO family [6] ) preferentially binds the HPR5 helicase. This binding disrupts RAD51 nucleoprotein filaments to inhibit the RAD52-dependent recombinational pathway, thereby preventing undesired recombination of replicating chromosomes in normal cells [32] . Interactions between PCNA and RAD27/ FEN1 stimulate FEN1's nuclease activity on flap substrates in the presence of RFC and ATP [33] .
RFC loads the sliding clamp PCNA onto DNA. Similar to RFA1-2, the RFC2-5 subunits form a kernel module to which associate RFC1 and other proteins-RAD24, ECO1, the CTF8-CTF18-DCC1 complex, ASF1, and ELG1. Three of these proteins replace RFC1 to produce alternative RFC complexes. Specifically, the [RAD24, RFC2-5] module is a complex that loads the 9-1-1 sliding clamp at sites of damage to mediate DNA damage checkpoints [34] . The [CTF8, CTF18, RFC2-5] module participates in the establishment of sister chromatid cohesion [34] . In the [ELG1, RFC2-5] module, ELG1 functions redundantly with RAD24 in response to DNA damage and in activating the checkpoint kinase RAD53 during S phase [35] . Finally, RFC recruits the nucleosome assembly/disassembly factor ASF1 to DNA, and together they affect the completion of DNA synthesis upon DNA damage [36] .
Relationships with Chromatin Remodeling
The functions of chromatin remodeling in NER and transcription (Fig. 5b) are organized around the casein kinase SPT15 is a TATA binding protein and a component of the RNA POL1 core factor, of TFIID and TFIIIB, all of which are required for transcription by RNA POL1, 2, and 3, respectively, as summarized in SGD. Identified as a hub, SPT15 is in the intersection of six NER-transcription related protein neighborhoods-CKA2, MOT1, STH1, RAD23, TFB2, TFB4 (Supplementary Table 1 ). MOT1 is a SWI2/SNF2 ATPase and a transcription regulator that displaces SPT15 from DNA [37] . STH1 is an ATPase component of the RSC chromatin remodeling complex with functions in transcription regulation [6] and chromosome segregation [38] . SPT15 also interacts with several histones (HTB1-2, HTA2 ), a GTPase involved in actin cytoskeleton organization and vacuolar transport (VPS1) [6] , an assembly factor of the INO80 complex (RVB1) [6] , and ASF1. ASF1 participates in the assembly of chromatin during DNA replication, the disassembly and re-assembly of chromatin for the activation/repression of gene transcription, and the repair of DNA damage [39] .
Relationships with Cell Cycle Regulation
The CDC28-CLB2 complex is a master hub that coordinates a variety of cell cycle-dependent kinases (Fig. 5c) , regulating the functions of many cell cycle-linked proteins that have relationships with NER and transcription.
The [CAK1, CDC28, KIN28, CDC37] module represents a kinase cascade that starts with the cyclin-dependent kinase-activating kinase CAK1, leading to the phosphorylation of CDC28 and KIN28 [40] . Defective KIN28 was reported to impair transcription-coupled but not global genome NER [41] . On the other hand, CDC37, a cochaperone of the heat shock protein HSP82, plays a critical Two other cell cycle-regulated kinases, IPL1 and SAK1, participate in two signaling pathways leading to NERtranscription functions, as shown in the left panel of Fig. 5c . The pathway with the Aurora kinase IPL1-a regulator of kinetochore-microtubule attachments [42] includes RVS167, which uses its SH3 binding domain to mediate the regulation of actin cytoskeleton and cell viability following stress [43] . The other pathway involves SAK1, an activator of the SNF1-SNF4 kinase complex that participates in cellular response to stress and transcription regulation [44] . This pathway also includes the transcription elongation factor ELC1 which inhibits the degradation of SNF4 [45] .
Three subunits of TFIIH-SSL1, TFB1, TFB4-interact with CDC27 (Fig. 4a) , an essential component of the anaphase promoting complex (APC). In the identified module [CDC28, CDC5, APC9, CDC16, CDC27], the latter three proteins are core units of APC that cooperates with the Polo-like kinase CDC5 to regulate exit from mitosis [46] . Another TFIIH subunit, SSL2, interacts with the kinase PKC1 activating a MAP kinase cascade-BCK1, MKK1 (highly sensitive to UV [9] ), MKK2, and SLT2-for the regulation of cell growth and cell wall integrity [6] .
Discussion
Navigating the landscape
The tremendous power of yeast genetics has enabled determination of the contribution to cell survival of nearly every non-essential gene after challenge with UV [9] . High-throughput and detailed analyses of protein-protein physical interactions have generated large databases (e.g., SGD, BIOGRID) that can be mined to clarify the topology and architecture of important biological processes such as DNA repair. The landscape of protein-protein interactions determined here using computational and statistical methods provides a systematic view of the organization of the NER system that protects against a ubiquitous environmental carcinogen (solar UV radiation causes over one million new cases of skin cancer in the U.S. yearly). Because the biochemistry of DNA repair, replication, and transcription is highly conserved from yeast to man, this interactome landscape based on yeast protein-protein physical interaction data also provides a detailed working model of the human NER system.
The network of protein interactions that defines the NER landscape was determined automatically through computational and statistical analyses. We applied set theory instead of graph theory to analyze protein interaction overlaps. Set theory offered some advantages. It permitted the use of recursive techniques that incrementally incorporate protein neighborhoods. Rather than being confined to two neighborhoods imposed by adjacency matrices, recursion enables systematic computation of overlaps for as many neighborhoods as needed until no overlap is found.
The notion of measuring topological overlaps between direct neighbors (one hop) of two genes was defined via adjacency matrices and applied in a graph theory setting [10] . This measure was extended using a set theory interpretation to accommodate more distant neighbors (two or more hops) [47] , and direct neighbors of multiple genes (instead of two genes) [48] . While the latter approach was applied to predict genes related to target genes, the former two approaches computed topological overlap measures which were subsequently fed into hierarchical clustering algorithms to find modules. In contrast, we directly computed overlaps among one-hop neighborhoods of multiple proteins, statistically scored the results, and used the significant overlaps to reveal both protein modules and hubs, without requiring clustering algorithms. However, with recursion, computer memory usage increases with the number of neighborhoods. When this number is large (e.g., for the entire yeast interactome), parallel algorithms to partition computation workloads across machines will be needed.
We applied the graph theory algorithm [10] to identify modules among the core list of NER proteins with results comparable to those obtained using the set-theory-based approach. Both methods identify the large TFIIH and RFC modules and the smaller DNA polymerase and chromatin remodeling modules. Both methods of analysis also require manual curation to further group the various modules into a topological landscape with biological meaning.
The core elements of NER as represented in Fig. 3 are highly interconnected to accomplish the individual steps of NER, leading to excision of an oligonucleotide containing the DNA photoproduct [5] . The system of protein interactions is consistent with all known steps of damage excision in S. cerevisiae and humans with one notable exception. While MSH2 is known to contribute to cell survival after UV in yeast, its contribution in mammalian cells has not been established. The [RAD7, RAD16, ELC1, ABF1] subnetwork that was not included in the initial list of human NER genes appears to couple recognition of DNA damage by the RAD14-RAD4-RAD23 complex to regulation of RNA transcription and protein ubiquitination, thereby spreading the cellular response to DNA damage to other biological processes beyond NER (Fig. 5) . RAD16 is homologous to human HLTF (alias HIP116) which has a domain that may bind stalled replication forks [49] .
Inclusion of multiple yeast homologs of human NER proteins was useful in revealing a larger subset of related proteins. For example, the human Cockayne syndrome ERCC6 (alias CSB) protein had 16 yeast homologs (Table 1) . Although RAD26 was the main homolog, many other homologs (e.g., CHD1, INO80, ISW1-2, MOT1, RAD16, STH1) were components of identified modules and hubs that had helicase and chromatin remodeling functions associated with NER and transcription.
The NER landscape also provides insights into various related pathways and helps formulate new hypotheses. For example, a pathway related to cell cycle regulation (Fig. 5c, left panel) includes IPL1, which was reported to phosphorylate RVS167. This protein binds SYF1, a homolog of the human XPA binding protein XAB2. Together with the interaction between XAB2 and the Cockayne protein CSB [50] , these data suggest a signaling cascade initiated from CDC28-CLB2 leading to transcription-coupled NER. RFC2-5 interacts with CTF18 to form a cohesin-loading complex. As UV light induces homologous recombination between cohesed daughter chromatids (sister chromatid exchange) it will be of interest to determine whether cohesin loading influences NER. Another example of this type derives from the interaction between the TFIIH module and Cdc27, a member of the anaphase-promoting complex which ubiquitylates proteins to regulate mitosis (Fig. 4a) . A key word search using ubiquitin, TFIIH, and repair discovered a paper by Nouspikel and Hanawalt [51] describing how levels of the E1 ubiquitin-loading factor may interact with TFIIH to reduce NER in terminally differentiated cells. The value of the computational model was realized, as the presence of protein interactions pointed to a novel biological interaction.
In summary, we demonstrated the application of a settheory-based recursive approach to analyze protein interaction networks and construct a topological and functional landscape for NER. The landscape integrated different pathways manifested through modules and hubs to provide systems-level views of the relationships among NER, transcription, and other biological processes. We took advantage of set theory operations provided by the GNU C?? object-oriented standard template library [15] to build a prototype for both the computational and statistical models. With increasing numbers of protein interactions from large-scale experiments, systematic computationally driven methods that can automatically identify biologically relevant protein entities will facilitate the analysis of cellular mechanisms in response to DNA damage and other forms of stress.
