RTj: a Java framework for detecting and refactoring rotten green test
  cases by Martinez, Matias et al.
ar
X
iv
:1
91
2.
07
32
2v
1 
 [c
s.S
E]
  1
6 D
ec
 20
19
RTj: a Java framework for detecting and refactoring roen green
test cases
Matias Martinez
matias.martinez@uphf.fr
Université Polytechnique Hauts-de-France, LAMIH UMR
CNRS 8201, France
Anne Etien
anne.etien@univ-lille.fr
Université de Lille, CNRS, Inria, Centrale Lille, UMR 9189
– CRIStAL, France
Stéphane Ducasse
stephane.ducasse@inria.fr
Inria, Université de Lille, CNRS, Centrale Lille, UMR 9189
– CRIStAL, France
Christopher Fuhrman
christopher.fuhrman@etsmtl.ca
École de technologie supérieure, Montréal, Québec,
Canada
ABSTRACT
Rotten green tests are passing tests which have, at least, one as-
sertion not executed. They give developers a false confidence. In
this paper, we present, RTj, a framework that analyzes test cases
from Java projects with the goal of detecting and refactoring rot-
ten test cases. RTj automatically discovered 427 rotten tests from
26 open-source Java projects hosted on GitHub. Using RTj, devel-
opers have an automated recommendation of the tests that need
to be modified for improving the quality of the applications under
test.
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1 INTRODUCTION
Software developers write unit test cases with the goal of improv-
ing code quality and preventing code regression. Passing (green)
tests are usually taken as a robust sign that the code under test
is valid [2]. However, a passing test can have, at the same time, a
poor design, which detracts from maintainability. Such cases are
known as Smelly Tests [3, 8].
A Rotten Green Test is even a stronger test problem: a rotten
green test is a test that passes (is green) but contains assertions
that are never executed [2]. Rotten tests give developers false con-
fidence because, beyond passing, an assertion that should validate
some property is, in fact, not executed. Previous work has shown
the presence of rotten test cases in software written in Pharo [2].
In this paper, we present RTj, a framework for detecting and
refactoring smelly tests written in Java. The current implementa-
tion analyzes JUnit tests and classifies them according to the cate-
gories of rotten green tests presented in [2]. For doing that analysis,
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RTj takes as input the source code of the program under analysis
including their test cases. It does a static analysis for detecting the
code elements from a test case (assertion, helpers, etc.) and a dy-
namic analysis to determine the execution of such elements. RTj
produces as output a detailed reportwith all rotten and smelly tests
found and, when possible, a refactored version of such tests.
We executed RTj on 67 open-source projects written in Java
hosted on GitHub with more than 1000 stars and 100 forks. We
found 427 rotten test cases from 26 projects. Our results show the
importance of having a tool that analyzes the quality of test cases:
developers fromone third of the projects analyzed trust the passing
tests which, beyond having assertions that validate some proper-
ties, are not executed.
RTj can be used by both researchers and software practitioners.
Researchers can use it for carrying out different empirical studies of
test cases, and to write, using the extension mechanism proposed
by RTj, analyzers able to detect new cases of rotten and smelly tests.
Software practitioners can use RTj for analyzing and refactoring
their own software with the goal of improving the quality of their
applications.
This paper continues as follows: Section 2 defines rotten green
tests and its categories. Section 3 presents the architecture of RTj.
Section 4 presents rotten tests found by RTj. Section 5 presents the
relatedwork. Section 6 presents a discussion about the future work
around RTj. Section 7 concludes the paper.
RTj is publicly available at: https://github.com/UPHF/RTj
2 TEST CASE CATEGORIZATION
A rotten green test contains a call site for an assertion primitive or a
test helper but this assertion or helper was not invoked during test
execution. Not all rotten green tests are caused by the same prob-
lem. This section gives a brief description of the four categories
presented in [2].
• A Context-dependent test contains conditionals with differ-
ent assertions in the different branches.
• AMissed Fail test contains an assertion which was forced to
fail.
• A Skip test contains guards to stop their execution early un-
der certain conditions.
• Fully Rotten tests do not execute one or many assertions, and
do not fall into any of the previous categories.
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Algorithm 1 RTj: analysis and refactor of test cases.
Input: program under analysis P
Output: Labels and refactored tests
1: M ← createAppModel(P)
2: T ← f indTestCases(P ,M)
3: Dit ← executeTest(P ,T )
4: labels ← ∅, re f actors ← ∅,
5: stat_results ← ∅, dyn_results ← ∅
6: for ti in T do
7: for ai in TestAnalyzers do
8: si = ai . f indElements(M,stat_results,ti )
9: stat_results = stat_results ∪ < ai , si >
10: di = ai .dynamicAnalysis(M,Dit ,dyn_results,si , ti )
11: dyn_results = dyn_results ∪ < ai ,di >
12: li = ai .labelTest(M,si ,di , ti )
13: labels = labels ∪ < ti , li >
14: t ′
i
= ai .applyRe f actor (M, si ,di , ti )
15: if t ′
i
is not null then
16: re f actors = re f actors ∪ < ti , t
′
i
>
return labels,re f actors
3 ARCHITECTURE
RTj executes the steps presented in Algorithm 1. This section de-
scribes each of them. The input is the source code of program under
analysis, including its test cases (P ). The output is twofold: (1) a list
of the test cases analyzed with labels, and (2) refactored tests.
3.1 Basic analysis steps
Step 1: Creation of the programmodel. First, RTj creates a model
that represents P and its test cases (line 1). RTj takes as input the
source code of P and generates a model based on Spoon meta-
model [7]. The generated model is an enriched abstract syntax tree
(AST).
Step 2: Test cases detection. RTj searches for all test cases written
in P (line 2). For that, RTj filters from the model all code elements
(e.g., methods) that correspond to test cases. By default, RTj ana-
lyzes projects that use the testing framework 4.X. Consequently,
one of the heuristics RTj applies is to filter methods with the an-
notation org.junit.Test.
Step 3: Instrumented test case execution. RTj executes the test
cases in an instrumented version of P (line 3). The goal of the in-
strumentation is to trace the executed lines (from both the applica-
tion and tests) by each test case. The output of this step (Dit on line
3) is twofold: 1) the result of each test case (e.g., passing, failing),
2) for each line l from P , it contains the test cases that executed l
and the number of times that l was executed. Note that if even a
line s belongs to a test, it can be executed zero times (e.g., s is inside
an If statement).
3.2 Test analysis
RTj iterates over the list of test cases found (line 6) to analyze each
of them (ti ) using Test Analyzers.
A Test Analyzer is a component that takes as input a test ti ,
analyzes it given a specific goal and, possibly, proposes t ′
i
, a refac-
tored version of ti . RTj has at least one Test Analyzer for each
rotten category presented in Section 2. For example, forContext De-
pendent there are one analyzer for detecting rotten assertion from
a test, another for detecting rotten calls to helper, and a third one
for detecting rotten assertions inside an invoked helper method.
RTj iterates over the Test Analyzer (line 7), and applies them on
each test ti .
A Test Analyzer has four main responsibilities, which are de-
scribed below.
1) Identification of test elements: a Test Analyzer does a static
analysis (line 8) which consists of parsing the generated model to
identify all code elements (e.g., Assertions, Helpers, fails, returns)
that it needs to classify a test into a specific category.
2) Dynamic analysis of test elements: A Test Analyzer ana-
lyzes the execution of the elements it filtered in the previous step
(line 10). RTj provides a procedure which determines, given the
dynamic analysis information (Dit ), whether an element was exe-
cuted or not during the execution of a test case ti .
3) Test classification: A Test Analyzer classifies a test case ti
(line 12). It receives as parameters the elements that are useful for
its goal, the dynamic information for them (i.e., if those were exe-
cuted by ti ), and produces as output a set of labels (possibly empty),
where each label indicates a particular classification of ti such as
Fully Rotten test, Missed fail, etc.
4) Test Refactor: A Test Analyzer is able to propose to the user
the candidate refactorings of the test case ti (line 14). It receives
as input the generated model, and creates the refactoring by trans-
forming a cloned model. The Spoon model created by default has
an API for applying transformations (e.g., to replace, insert or re-
move a code element) and generates source code from a modified
model.
3.3 Test Analyzers included in RTj
RTj implements Test Analyzers that are able to detect all cate-
gories of rotten green tests defined in [2] and described in Section
2. We now briefly describe some of them.
Assertion Rotten analyzer: It determines if a test has rotten as-
sertions by parsing the test’s model to identify static method in-
vocations whose names start with the keyword “assert" and the
class of the invocation’s target is org.junit.Assert. Then, this
analyser labels a test ti as ‘Assertion Rotten’ if one of those asser-
tions was not executed. RTj splits this analyzer in two: (1) Context-
dependent assertion rotten test: if the rotten element is inside an
if-else. (2) Fully rotten assertion test: if it is inside another ele-
ment.
Rotten Call Helper analyzer:Unlike the previous analyzer, it looks
formethod calls to helpers. It determines that amethod e is a helper
if it has: (1) an assertion, or (2) an invocation to a method helper.
RTj also distinguishes between (1) Context-dependent, and (2) Fully
rotten cases.
Rotten Assertion inHelper analyzer:This analyzer checkswhether
an invoked helper h does not execute an assertion written in h.
Skip Test analyzer: identifies return statements in test ti . Then,
it classifies a ti as “Skip” if the return was executed and, there are
no executed assertions written below that return.
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Missed Fail analyzer : searches for assertions that are forced to
fail, e.g., assertTrue(false). This analyzer does not check if
such assertion were executed.
Smoke test: neither contains any assertion nor helper calls. Note
that [2] does not categorize a smoke test as rotten green test.
The current implementation of RTj provides 2 refactorings. Re-
placement of missing fail: themissing fail analyzer proposes a refac-
toring that replaces the assertions forced to fail by invocations to
orд.junit .Assertion. f ail().
Add comment: all analyzers can add a TODO comment just before
the rotten code element. IDEs such as Eclipse display such TODO
comments in a dedicated view.
4 EVALUATION
4.1 Methodology
We aimed to study popular open-source Java projects. For that, we
first selected from GitHub projects having: (1) Java as main lan-
guage, (2) JUnit 4 as testing framework, (3) Maven as dependency
manager system, (4) more than 1000 stars and 100 forks. Then, we
executed RTj on 67 of them. The execution time of RTj mostly de-
pends on the execution time of the instrumented test cases and on
the number of test cases. It took from 1 minute (Streamex project)
to 20 minutes (XChange).
4.2 Results
Table 1 summarizes the results and shows the number of rotten
test cases (by category) from the 10 projects with larger number of
rotten tests.
RTj found in total 427 rotten green tests on 26 projects. This
means that the 38% of the project analyzed (26 out of 67) have, at
least, one rotten green test. The majority of the rotten tests found
by RTj are from two rotten categories: 253 Context dependent tests
from 18 projects, and 110 Fully rotten tests from 16 projects (in to-
tal 23 distinct projects). This means that around one out of three
projects (23/67) has passing tests that do not execute assertions
written in such tests. Developers of such projects are trusting the
results of those rotten tests (passing); however, they are very likely
unaware that some validations written in them are not being exe-
cuted.
4.3 Illustrative cases
This section presents one rotten green tests found by RTj test per
rotten category.
4.3.1 Context Dependent Roen Assertion Test. Test LambdaEx-
tractionTest. testCoGroupLambda() from project Apache-Flink be-
longs to this category.
206 @Test p ub l i c vo id testCoGroupLambda ( ) {
207 CoGroupFunction <Tuple2 < . . . > > f = ( i1 , i 2 , o ) −> { } ;
208 Type Informat ion <?> t i = Typ eEx t r a c t o r . getCoGroupReturnTypes ( f , . . . ) ;
209 i f ( ! ( t i i n s t a n c e o f Miss ingType Info ) ) {
210 assertTrue(ti.isTupleType());
211 assertEquals(2, ti.getArity());
212 . . . }
213 }
The test has rotten assertions located inside the Then branch of
an If (line 209), whose condition’s evaluation is always false.
Table 1: The table shows the 10 projects with largest number
of rotten green tests. At the bottom, it summarizes the total
of rotten tests found and the number of projects affected by
each rotten category.
Top-10 Context Missed Skip Fully
Total
projects dependent Fail Test Rotten
Optaplanner 104 0 0 7 111
Flink-core 26 2 9 10 47
Streamex 39 0 0 2 41
Bt 33 0 1 4 38
XChange 1 0 15 22 38
Handlebars 0 0 0 30 30
Joda-time 5 3 17 1 26
Jeromq 12 0 0 4 16
Wasabi 0 0 0 15 15
Mahout 1 0 5 1 7
Total
Rotten Tests 253 16 48 110 427
Projects affected 18 6 6 16 26
4.3.2 Fully Roen Test. Test BucketLeapArrayTest. testListWindows-
NewBucket() from project Alibaba-Sentinel is Fully rotten.
209 @Test
210 p ub l i c vo id te s tL i s tWindowsNewBucket ( ) throws Exc e p t i o n {
211 . . .
212 Bucke tLeapArray le apArray = new Bucke tLeapArray ( sampleCount ,
i n t e r v a l I nMs ) ;
213 . . . .
214 L i s t <WindowWrap<Metr icBucke t >> l i s t = l e apArray . l i s t ( ) ;
215 f o r (WindowWrap<Metr icBucke t > wrap : l i s t ) {
216 assertTrue(windowWraps.contains(wrap));
217 }
The test has a For that iterates over a list. Inside the loop body,
the test has an assert (line 216). As the list is always empty, the
assertion is never executed.
4.3.3 Skip Roen Test. Test testNormalizedKeyReadWriter() writ-
ten in test helper ComparatorTestBase from project Apache-flink
is an Skip test.
371 @Test p ub l i c vo id te s tNorma l i z edKeyReadWr i t e r ( ) {
372 . . .
373 TypeComparator<T> comp1 = ge tCompara tor ( t r u e ) ;
374 i f ( ! comp1 . s up p o r t s S e r i a l i z a t i o nW i t hK e yN o rma l i z a t i o n ( ) ) {
375 return ;
376 }
377 . . .
378 assertTrue(comp1.compareToReference(comp2) == 0);
379 . . .
380 }
Every execution of this helper does not execute any assertion
written in it (e.g., line 378), because the guard at line 374 is always
true. Thus the return from line 375 is always executed.
4.3.4 Missed fail. RTj also detected instances of missed fail. For
example, in test testHasProtectedConstructor from the Reflectasm
project, the developer used assertTrue(false) instead of using
fails().
4.4 False Positive Cases
As reported by [2], the detection of rotten test cases in Pharo suf-
fered the presence of false positives due to conditional use or mul-
tiple test contexts. We have implemented some heuristics in RTj to
detect such cases and present them as special cases. For instance,
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RTj labels a test t as “Both-branches-with-Assertion" Context-dependent
when t : 1) has an Ifwith Then and Else branches, 2) both branches
have an assertion or a helper call, and 3) only one branch is exe-
cuted. One such case is test testJdk9Basics() from project Streamex,
a library for enhancing Java 8 Streams.
59 @Test p ub l i c vo id t e s t J d k 9 B a s i c s ( ) {
60 MethodHandle [ ] [ ] jdk9Me thods = J a v a 9 S p e c i f i c . i n i t J d k9Me thod s ( ) ;
61 i f ( Stream . o f ( Stream . c l a s s . ge tMe thods ( ) ) . anyMatch (m −>
m. getName ( ) . e q u a l s ( " t akeWhi l e " ) ) )
62 a s s e r tNo tNu l l ( jdk9Me thods ) ;
63 e l s e
64 a s s e r t N u l l ( jdk9Me thods ) ;
65 }
The test has an If with assertions in the two branches: one for
asserting Java 9 code, the other for asserting the others versions.
The test executes only one single branch and it depends on the JDK
used for running it.
5 RELATED WORK
ReAssert [1] and TestCareAssistant [5], are two tools that can au-
tomatically suggest repairs for broken Junit tests. Our tool focuses
on analyzing and refactoring passing (i.e., no broken) tests.
Deursen et al. [3] presented 11 bad code smells that are specific
for test code and proposed 6 test refactorings that aim to improve
test understandability, readability, and maintainability. Reichnard
et al. [8] presented a tool and an extended list of identified test
smells. Oliveto et al. [6] have conducted an empirical study for an-
alyzing the distribution of 9 test smells from [3] in real software ap-
plications. They found that the 82% of JUnit classes analyzed were
affected by at least one test smell. This result shows the impor-
tance of providing developers a unified framework for detecting
and refactoring smelly tests.
6 DISCUSSION
6.1 Extending RTj
RTj provides Extension points that allow users to override the de-
fault behaviour of the framework and to add new functionality.
Model Creation: RTj provides an extension point to override the
procedure that creates the model of the program under analysis
(Section 3.1). This allows RTj to use other program meta-models.
For instance, an extension could create a FAMIX Java model [4] us-
ing the tool VerveineJ.1 Note that the use of a new meta-modelM
requires that the Test Analyzers be capable of analyzing and trans-
forming the new model built fromM .
Execution of test cases: By default, RTj is able to run JUnit 4.X
and to detect element defined in JUnit’s API (e.g. Assertion). This
extension point makes it possible to execute other testing frame-
works such as JUnit 5 or TestNG.
Addition of new Test Analyzer: This extension point allows users
to plug new Test Analyzers for studying cases not already consid-
ered. RTj represents a Test Analyzer as a Java interface that de-
clares four methods, and each one corresponds to one step pre-
sented in section 3.2. By default, analyzers must interact with a
Spoonmodel representing the program under analysis. The Spoon
meta-model was designed to be easily understandable by Java de-
velopers, and provides developers different well-documentedmech-
anisms to write program analyses and transformations.
1https://github.com/moosetechnology/VerveineJ
Result output: By default, RTj generates a Json file that lists all
the cases found by the analyzers. RTj provides an extension point
for generating new types of outputs (e.g., reports).
6.2 Future work
We are currently performing a large-scale empirical study on rot-
ten green tests from popular open-source Java projects (in terms
of stars, forks, commits, committers, etc) hosted on GitHub.
Beyond rotten green tests, wewill focus on other kinds of smelly
tests, and even on refactorings that have other objectives. For in-
stance, we are currently developing an analyzer in RTj that detects
and refactors Impure test [9], with the goal of improving dynamic
analysis tasks such as fault localization and automated program
repair.
We will add the ability to analyze tests from other Java testing
frameworks such as JUnit 5 and TestNG, and propose refactors for
the rotten green tests presented in this paper. Moreover, as the cur-
rent implementation of RTj provides a command-line interface, we
plan to create plug-ins for Maven and IDEs (Eclipse and IntelliJ).
7 CONCLUSION
This paper presents RTj, a framework that analyzes (statically and
dynamically) test cases with the goal of detecting smelly tests, in-
cluding rotten green test. Rotten green test is a serious problem
because give developers false confidence in the system under tests.
RTj aims at helping developers to automatically detect those smelly
tests, which can then be refactored to improve the quality of an
application. RTj also proposes to developers candidate test refac-
torings. Using RTj we found 427 rotten green tests from 26 open-
source projects hosted on GitHub. The design of RTj allows users
to extend the framework by adding new analyzers focusing on
other kinds of smelly tests and on other testing frameworks.
RTj is publicy available at: https://github.com/UPHF/RTj
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