In this paper, we propose a new regularization approach for Extreme Learning Machine-based Singlehidden Layer Feedforward Neural network training. We show that the proposed regularizer is able to weight the dimensions of the ELM space according to the importance of the network's hidden layer weights, without imposing additional computational and memory costs in the network learning process. This enhances the network's performance and makes the proposed approach suitable for learning nonlinear decision surfaces in large-scale classification problems. We test our approach in medium-and large-scale face recognition problems, where we observe its superiority when compared to the existing regularized Extreme Learning Machine classifier in both constrained and unconstrained problems, thus making our approach applicable in demanding media analysis applications such as those appearing in digital cinema production.
Introduction
Extreme Learning Machine has been proposed as an alternative algorithm for Single-hidden Layer Feedforward Neural (SLFN) networks training [8] , towards overcoming the computational bottleneck of related SLFN network training algorithms which are based on gradient descend optimization, e.g. the Backpropagation [16] algorithm. The main idea of ELM is that the network hidden layer weights need not to be learned, but they can be randomly assigned instead. A learning process is applied only for the determination of the network output weights by solving an optimization problem that has a closed form solution. Such an approach has also been found to be efficient in earlier attempts on neural networks training of several topologies [1, 18, 21, 2] . By using a very large number of hidden layer neurons, ELM networks can achieve satisfactory performance in many classification problems [15] . It has been also proven that ELMs have the properties of global approximators in the case where the number of hidden layer neurons is equal to the cardinality of the training set [5, 22] . Recently, it has been shown that ELM networks can achieve state-of-the-art performance in many small-and medium-scale classification problems related to media content analysis, since for such problems the realization of networks having a number of hidden layer neurons comparable to the training set cardinality is possible [7] .
In order to achieve satisfactory performance in large-scale classification problems involving highdimensional data, ELM networks need to exploit regularized solutions for the calculation of the network output weights [7] . Regularized ELM networks minimizing both the network training error and the (Frobenius) norm of the network output weights have been proposed [7, 9] . Regularized ELM networks have been shown to outperform standard ELM networks, while not requiring additional computational cost. In this paper, we propose a regularized solution for the network output weights calculation of ELM networks. When compared to the standard (Frobenius) norm regularization, which leads to uniform network output weights regularization, the proposed solution can appropriately regularize the dimensions of the obtained network output weights, while not requiring additional training computational cost.
We test the proposed classifier in a media content analysis application, i.e. human face recognition. This problem has received much attention during the last two decades, since it is the first processing step towards semantic image/video analysis and visual content analytics [10] . However, much of the research conducted until now has been focused on a restricted application scenario, that involves lab-generated visual data having small to medium scale in both resolution and size. Resent advances in technological equipment (e.g. cameras and smartphones), as well as the accessibility of social and image/video sharing web applications in our daily lives have rejuvenated research interest in this area, since the problem to be solved has been extended in three directions, i.e. visual content resolution, data size and difficulty. In order to highlight these differences between the two application scenarios, recent works characterize the new face recognition problem as an open-universe problem (when compared to the restricted application scenario noted as closed-universe face recognition problem) [14] . Experimental analysis on five publicly available databases shows that the proposed classifier can achieve almost perfect classification performance in the closed-universe face recognition problem by exploiting very simple facial image representations (i.e. vectorized image intensity values). In the open-universe face recognition problem, the proposed classifier outperforms both standard and regularized ELM networks, while both its training and test complexities are the same with that of the ELM algorithm. These observations indicate that the proposed approach is appropriate for demanding large-scale media analysis applications such as digital cinema production where a large amount of video streams from multiple cameras is captured every shooting day and it should be analysed and described for the post-production. In such an application scenario, the proposed approach can be used for automatic actor recognition, something that can facilitate subsequent post-processing steps.
Previous Work
In this Section, we introduce notation that will be used throughout the paper and we briefly describe the ELM and regularized ELM algorithms. Let us assume that an annotated visual database contains facial images depicting C persons. By applying face detection and tracking techniques [23] , facial images depicting the persons in the database can be extracted and pre-processed. This process leads to the determination of facial image vectors x i ∈ R D , i = 1, . . . , N , which are accompanied by the corresponding person ID labels c i . We would like to employ the data {x i , c i } i=1,...,N in order to train a SLFN network. In such classification problems, the SLFN network consists of D input, L hidden and C output neurons. The number of hidden layer neurons L is a parameter of any neural network training algorithm. We employ the person ID labels c i in order to form target vectors t i ∈ R C . The elements of the target vectors are set equal to t ik = 1, when c i = k, and t ik = −1, otherwise.
ELM assigns randomly the network hidden layer weights W in ∈ R L×D . By exploiting an activation function ϕ(·), the training data x i are mapped to the so-called ELM space R L , i.e.
It has been shown that almost any nonlinear piecewise continuous activation functions Φ(·) can be used for the calculation of the network hidden layer outputs, e.g. the sigmoid, sine, Gaussian, hard-limiting, Radial Basis Function (RBF), RBF-χ 2 , Fourier series, etc [5, 7] . After the determination of the data representations in the ELM space and by using a linear activation function for the output layer neurons, the network output weights W out ∈ R L×C are analytically calculated so that to minimize the training error (in the sense of regression error), i.e. W out is determined to be the matrix minimizing ∥W 
Proposed Regularization
In order to obtain a robust solution for the network output weights W out with respect to perturbations to the data representations in the ELM space, we solve the following optimization problem: A similar approach has been exploited in Autoencoders, leading to the so-caled Denoising Autoencoders [19] . Recently, it has been also shown that a similar approach can be exploited for training feedforward neural networks [4] . In both cases, it has been shown that the adoption of perturbed samples has an effect of regularization on the obtained network parameters, which enhances the generalization ability of the trained networks and leads to better generalization performance. In order to incorporate such a regularization approach in Backpropagation-based network training, the training set is usually enriched by generating random perturbations of the training data. However, as we shall show next, this is not the case for the proposed regularized ELM network, since the network output weights can be obtained based on closed form solution.
A perturbed sampleφ i,m is obtained by copying the j-th element of ϕ i with a probability equal to p, or by setting the corresponding element equal to zero with probability equal to (1 − p). This process can be expressed
L , having its elements equal to one with probability p, or zero with probability (1 − p) and • denotes the element-wise product of two vectors. By setting ϕ i,m = ϕ i −φ i,m , the constraint (2) can be replaced with the following one:
By substituting (3) in (1) and taking the equivalent dual problem, we obtain:
where
. From (4), the network output weights are obtained by:
Thus, in order to calculate the network output weights by using the proposed regularization approach, we can enrich our dataset by adding M random perturbations of each sample (when represented in the ELM space). While this approach can be easily implemented in small-and medium-scale problems, it's application in large-scale problems is difficult. However, by assuming that the number of employed perturbations is high (M → ∞) [3] , based on the weak law of large numbers the regularization term (5) converges to its expected value:
L×L is a matrix of ones. By using (6), (5) can be expressed as:
Thus, we can observe that both the time and memory complexity of the proposed regularized ELM is the same with that of ELM and RELM.
Comparison of the two regularization terms
Here we compare the regularization terms of RELM [7] with that of the proposed regularization approach. The regularizer used in standard RELM is a uniform regularizer, i.e. all the dimensions of W out are regularized by using the same quantity 1 c . Thus, except of leading to more stable solutions for the network output weights calculation, it does not highlight the relevant importance of different output network weight dimensions (note that each dimension of the network output weight is related to the corresponding hidden layer weight).
The solution for the network output weights given in (7) can be expressed as follows:
• I. By analysing the elements of the diagonal matrix D we obtain
. . , L, where ϕ il denotes the l-th element of ϕ i . Let us denote by w l ∈ R D the l-th hidden layer weight (i.e. the l-th column of W in ). Then, we have:
D ll can be considered to be a measure of the importance of w l in the network learning process. For instance, let us consider one of the most frequently used activation functions in feedforward neural networks, i.e. the Radial Basis Function (RBF). Since the network hidden layer weights are randomly chosen, some of the weights may be chosen to be far from most of (or all) the training samples, leading to ELM dimensions that do not contribute to the discrimination of the various classes forming the classification problem at hand. This is due to that the responses of the corresponding hidden layer neurons for all the training samples will be similar (close to zero). On the other hand, appropriately chosen hidden layer weights will lead to ELM space dimensions having varying values for different training samples, thus, highlighting geometric properties of the ELM space. The adoption of the regularization term in (8) will result to a lower regularization factor for the ELM space dimensions corresponding to the hidden layer weights of the first category, when compared to ELM space dimensions corresponding to the latter ones.
Experiments
In this section, we present experiments conducted in order to test the proposed ELM network training method in facial image classification problems. Information concerning these datasets is illustrated in Table 1 . All experiments have been conducted on a 4-core, i7-3630, 2.4GHz PC with 8GB RAM using single floating point precision and a MATLAB implementation. The ORL dataset [17] consists of 400 facial images depicting 40 persons (10 images each). The images were captured at different times and with different conditions, in terms of lighting, facial expressions (smiling/not smiling) and facial details (open/closed eyes, with/without glasses). Facial images were taken in frontal position with a tolerance for face rotation and tilting up to 20 degrees. The Extended YALE-B dataset [12] consists of facial images depicting 38 persons in 9 poses, under 64 illumination conditions. In our experiments we have used the frontal cropped images provided by the database. The AR dataset [13] consists of over 4000 facial images depicting 70 male and 56 female faces. In our experiments we have used the preprocessed (cropped) facial images provided by the database, depicting 100 persons (50 males and 50 females) having a frontal facial pose, performing several expressions (anger, smiling and screaming), in different illumination conditions (left and/or right light) and with some occlusions (sun glasses and scarf). Each person was recorded in two sessions, separated by two weeks. Example images of these datasets are illustrated in Figure 1 .
The PubFig+LFW dataset [14] has been created by combining the Public Figures (PubFig) [11] and the Labeled Faces in the Wild (LFW) [6] datasets, in order to mimic a web-scale face recognition scenario of finding specific celebrities while ignoring all other faces. It consists of five datasets depicting [20] consists of 621126 facial images depicting 1595 persons. All images have been downloaded from YouTube. In our experiments we have employed the facial images depicting persons in at least 500 images, resulting to a dataset of 370319 images and 340 classes. Example images of these datasets are illustrated in Figure 2 .
In our first set of experiments we have applied the ELM, RELM and the proposed regularized ELM algorithms on the ORL, Yale and AR datasets by using the image intensity values to represent the facial images. We have used the values L = 2000, c = 10 {−5:5} and p = {0.2, . . . , 0.8}. We performed the five-fold cross-validation procedure, by taking into account the person ID labels. That is, we randomly split the facial images depicting the same person in five sets and we use four sets of all the persons to train the algorithms and measure their performance on the remaining set. This process is performed five times in order to complete an experiment, one for each evaluation set. We applied five experiments and measured the performance of each algorithm by using the mean classification rate over all experiments and the corresponding standard deviation. We also tested the performance of the kernel Support Vector Machine (SVM) classifier. The performance and the mean training time of each algorithm are illustrated in Tables 2 and 3 , respectively. All the four algorithms achieve satisfactory (near perfect) performance in these three (closed-universe) face recognition problems. The training time of all the ELM variants is approximately the same for all three datasets, since the heaviest computational step of these experiments is the inversion of the L × L matrix, and is the same for all the methods.
In our second set of experiments we have applied the competing algorithms to the two large-scale (and open-universe) face recognition problems of the PubFig+LFW and YouTube Faces datasets. For the determination of the network hidden layer weights, we applied K-Means clustering on a subset of 40k randomly chosen training data. We have experimentally found that this additional processing step enhances performance. On the PubFig+LFW dataset we have applied the five-fold cross-validation procedure by using the standard training/test partitions provided by the database and using the 1536-dimensional facial image representations suggested by [14] . On the YouTube Faces dataset we ran- [20] . We applied five experiments and measured the performance of each algorithm by calculating the mean classification rate and the corresponding standard deviation over all experiments. The performance and the mean training time of each algorithm are illustrated in Tables 2 and 3 , respectively. In these two datasets we omit reporting the performance of the standard kernel SVM classifier, due to its higher computational cost. The training times observed for these two datasets is mainly caused from the K-Means clustering preprocessing step applied for the initialization of the network hidden layer weights. Compared to the closed-universe face recognition problems, the performance obtained on these two (open-universe) face recognition problems is lower. This drop is smaller on the YouTube Faces dataset probably due to the fact that this face recognition problem is more restricting, when compared to the completely unrestricted face recognition problem of the PubFig+LFW dataset. In terms of classification algorithms comparison, the proposed regularized ELM network achieves better performance when compared to the two remaining ELM variants. This difference in performance is higher in the unconstrained face recognition problems.
Conclusions
In this paper we proposed a new regularization scheme for Extreme Learning Machine-based Singlehidden Layer Feedforward Neural network training. We have shown that the standard regularization approach minimizing the (Frobenius) norm of the network output weights corresponds to a uniform regularization of the ELM space dimensions and that the proposed regularization approach is able to appropriately weight the dimensions of the ELM space. We have tested the performance of the proposed approach in small-, medium-and large-scale face recognition problems in both closed-and open-universe settings, where it achieves satisfactory performance and outperforms relating techniques, without requiring additional costs in both training and test phases.
