We report the results of our analysis of new high resolution spectra of 37 late-F to early-G dwarf stars for the purpose of deriving their Li abundances. Most of the stars were selected from the large Valenti and Fischer compilation and had unknown Li abundances prior to the present study. When the new data are combined with data from our previous studies on this topic and analyzed in a similar way, we find, again, that stars with planets near the solar temperature are deficient in Li relative to a comparison set of stars. A similar result is obtained when we combine our data with a large database of stellar Li abundances from the literature.
INTRODUCTION
In this study we again revisit the question of a possible correlation between the presence of Doppler-detected planets and stellar Li abundance. Several studies (Israelian et al. 2004; Takeda & Kawanomoto 2005; Gonzalez 2008; Israelian et al. 2009; Gonzalez et al. 2010; Delgado Mena et al. 2014) indicate that stars with planets (SWPs) have lower Li abundances compared to stars without detected planets over a limited range in effective temperature (T eff ) near the solar value. However, other studies (Luck & Heiter 2006; Baumann et al. 2010; Ghezzi et al. 2010; Ramirez et al. 2012) have failed to confirm this pattern. Therefore, despite having received attention for about a decade from several inpedendent groups, this question is still unsettled.
This question is important, because the Li abundance in a star's atmosphere is sensitive to a number of processes. These include gradual destruction of Li by canonical convective mixing in a star's envelope (Pinsonneault 1997) , enhanced destruction of Li from rotationally-induced mixing (Pinsonneault et al. 1990) , and increase (Laws & Gonzalez 2003; Ashwell et al. 2005) or decrease (Théado & Vauclair 2012) of surface Li abundance from accretion of planetary material. Rotational mixing (and the associated destruction of Li) can be enhanced by external torques, such as from the presence of stellar companions (Ryan & Deliyannis 1995) , a migrating planet (Castro et al. 2009 ), or a protoplanetary disk (Bouvier 2008) . It is this last mechanism that is most relevant to the present study. The formation of Dopplerdetectable planets is more likely if a star is accompanied by a long-lived protoplanetary disk, and the disk is likely to slow the rotation of the star (Matt et al. 2012) . Gonzalez (2011) showed that SWPs tend to have smaller vsini values than non-SWPs, confirming the link between planet formation and stellar rotation.
The question of possible differences in Li abundance between SWPs and non-SWPs is therefore an important part of this puzzle and is an important test of the protoplanetary disk-stellar spin-down model. However, disentangling the various factors that influence Li abundance is a difficult task that requires large sample sizes.
In Gonzalez et al. (2010) , we compared the Li abundances of 50 SWPs and 49 comparison stars; the number of stars we actually employed in the analysis was less than this, as stars having only upper limits on Li abundance were not used in the comparison. In the present study, we seek to improve on that study by increasing the number of Sunlike comparison stars with Li abundance determinations. Our primary list for selecting targets is (Valenti & Fischer 2005) . The stars in that study have been searched for planets with the Doppler method, and the stars also have accurately known atmospheric parameters. However, most of them are still lacking Li abundance determinations; the spectra used by Fischer and Valenti did not include the Li feature at 6707 A.
The purpose of the present study is to test again the claim that the Li abundances of Sun-like SWPs are different than those of similar stars without known planets. In Section 2 we describe our new spectroscopic observations and Li abudance analyses. In Section 3 we compare SWPs and stars without detected planets. We present our conclusions in Section 4.
OBSERVATIONS AND ANALYSES
We observed 32 stars from the (Valenti & Fischer 2005) study; three stars (HD 13931, 30562, 38858) are SWPs, and the remainder have no detected planets. The values of T eff listed by (Valenti & Fischer 2005) for these stars range from 5711 to 6326 K, and the average is near 5850 K. In addition, we observed the solar analogs HD 88084 and 208704, which are listed by Sousa et al. (2010) as comparison stars in their study of Li abundances in SWPs and comparison stars; however, they only have upper limits on the Li abundances of these two stars. We also observed the SWPs HD 13908, 60532, 197037, and 220689 , only one of which (60532) had been included in our previous studies.
We obtained spectra of 36 of our 37 target stars on December 13-16, 2013 using the McDonald Observatory 2.1-m Otto Struve telescope and Sandiford spectrograph, which is a Cassegrain echelle design (McCarthy et al. 1993) . The spectrograph was set to cover the wavelength range 5450-6800Å. Two or three spectra of each star were obtained, and exposure times were adjusted to give a similar net S/N ratio for each star. A solar spectrum was obtained via reflected light off the Galilean Moon Callisto, and the hot star Regulus was observed. The resolving power of the spectra is about 53,000, and the S/N ratio at 6700Å is in the range 300-350 per pixel.
In addition, spectra of HD 52711 were obtained for us by Kyle A. McCarthy with the McDonald Observatory 2.7-m telescope and 2dcoudé spectrograph during our run; the spectrograph was setup to cover a very similar wavelength range to what we had used in our previous studies of SWPs (the spectra also have the same resolving power). The S/N ratio of the combined spectrum of HD 52711 is about 700 per pixel near 6700Å.
The spectra were reduced with the standard software tools available in IRAF 1 following the same procedures described in our previous series of studies on SWPs, except for one change. For the Sandiford echelle spectra we divided out telluric absorption lines with the IRAF TELLURIC task using our high S/N ratio spectra of Regulus.
Measurement of equivalent widths
For the measurement of Fe line equivalent widths (EWs), we again employed the software package DAOSPEC, which we had previously used in Gonzalez et al. (2010) (note, for HD 52711 we employ the same settings for DAOSPEC that we used in that prior study). For the Sandiford spectra, we setup the parameters in DAOSPEC to analyze each spectrum over the wavelength interval 5490 to 6780Å, and we set the continuum fitting Legendre polynomial order to 1 (this is adequate, since the spectra had already been continuumnormalized in a previous step with IRAF). DAOSPEC typically identified 2000 lines in each spectrum with EWs values 3 mÅ. DAOSPEC also requires an input linelist. For the Sandiford spectra, our input linelist consists of 59 Fe I and 8 Fe II lines. DAOSPEC matches the lines in the input linelist with lines it has identified in a given spectrum. In order to pass to the next step in the analysis, the EW value determined by DAOSPEC for each line in our linelist must satisfy the following additional criteria. It must have an EW value 3 mÅ and 120 mÅ, and the "quality parameter" value 1.6 (this parameter compares the residuals in the immediate neighborhood of a line to the overall residuals).
Stellar atmospheric parameters
As with our previous studies in this series, we use the program MOOG (Sneden 1973) with the model atmospheres of Kurucz (1993) to derive stellar atmospheric parameters and chemical abundances. For the present study we employed the 2002 version of MOOG.
2 We have calculated a new set of solar-based gf -values using the following procedure (very similar to the procedure used in Gonzalez et al. (2010) ).
First, we determined solar EWs with DAOSPEC from the spectrum of Callisto obtained during our run. Then, we selected 21 Fe I lines (between 5490 and 6800Å) with high quality EW values that appear in Table 1 of Grevesse & Sauval (1999) , which lists high-quality laboratory gf -values for Fe I lines. Next, we determined the solar abundance of Fe from each of these Fe I lines using MOOG and adjusted the microturbulence velocity parameter, υt, to minimize the dispersion; we found a best fit υt value of 1.2 km s −1 . Then, using this value of υt, we adjusted the gf -values such that all the Fe I lines used in this work (59) gave an abundance A(Fe) = 7.470 3 ; we determined the 8 Fe II line gf -values using these same parameter values.
We calculated the stellar atmospheric parameters and their uncertainties using the same procedures we used in our previous papers (see Gonzalez et al. (2010) and papers cited therein for details on the methods). In brief, LTE is assumed and the stellar parameters are determined assuming excitation and ionisation equilibria. T eff is determined from Fe I lines by requiring that their abundances no not display a trend with their lower excitation potentials, and surface gravity is determined by requiring that the mean Fe I and Fe II abundances be equal (i.e., ionization equilibrium). The microturbulence velocity parameter is determined by requiring that the Fe I abundances do not display a trend with the reduced EW values. In practice, a solution is reached when all three of these criteria are simultaneously met. Errors are propagated statistical uncertainties.
We list the results of our Fe line analysis in Table 1 . Note, in deriving the stellar parameters for each star we iterated to the final solution. In the first round, we checked manually for obviously discrepant (more than about 3σ) Fe line abundances and removed them prior to the second (final) round. Typically, 45-55 Fe I lines and 6-8 Fe II lines were retained for each star. For the case of HD 52711, we employed the linelists and gf -values that we used in Gonzalez et al. (2010) .
Comparing our results to those of Valenti & Fischer (2005) for the 32 stars in common between our studies, we find that ∆T eff = 9 ± 48 K and ∆log g = 0.02 ± 0.10 dex (in the sense of our values minus theirs). Both offsets are very small, and in each case the scatter of the differences is consistent with the uncertainties quoted in the studies.
Lithium abundances
We determined the Li abundance for each star using spectrum synthesis with MOOG. We employed the same meth-ods described in (Gonzalez et al. 2010) ; our adopted solar Li abundance is A(Li) = 0.96.
We estimate the uncertainty of the Li abundance due to noise and unmodelled lines in a typical observed spectrum to be about ± 0.06 dex (the uncertainty for HD 52711 is slightly smaller, given its higher S/N ratio). The total uncertainty of the Li abundance is based on the quadrature sum of this estimate and the uncertainty of Li due to the uncertainty of T eff . The results of our spectroscopic analyses are listed in Table 1 . For 12 of the stars in our program we could only determine upper limits on the Li abundances. We will present our abundance results for elements other than Li and Fe in a separate paper.
There is one star in common between the present work and Gonzalez et al. (2010) , HD 60532. The stellar parameters determined in the two studies are consistent at the level of about 1.5σ; the Li abundance values are nearly the same. For the purpose of the analysis presented below in Section 3, we will use a weighted average set of parameters for this star.
Ten stars from the present work are included in (Ramirez et al. 2012) , which is a compilation of Li abundances for 1381 FGK dwarf and subgiant stars determined by them and also drawn from the literature. Four of these 10 stars have only upper limits on the Li abundance in either their tabulation or ours. The average difference in Li abundance for the remaining six stars between the two studies is −0.14 ± 0.09 dex (ours minus theirs); this difference is likely due to the different adopted solar abundance values. The average ∆T eff for the 10 stars in common is only 8 ± 42 K.
We show the Li abundances determined in the present work in Figure 1 . In the analysis presented below in Section 3, we will only make use of the stars with Li detections.
Derived stellar parameters
We determined age, mass and log g values listed in Table 1 for each star from stellar isochrones. We employed our T eff and [Fe/H] values with Mv calculated from the new reduction of the Hipparcos parallaxes (van Leeuwen 2007) with a Bayesian parameter estimation method (da Silva et al. 2006) . 4 In calculating Mv for each star, we used the Hipparcos magnitudes corrected according to the prescription in Table 1 of (Bessell 2000) to convert them to the Johnson system. The mean difference between our spectroscopic log g values and the parallax-derived (photometric) values is 0.07 ± 0.08 dex. Thus, within the quoted error, the photometric log g values are consistent with the spectroscopic values.
COMPARISON OF SAMPLES

The new data
We formed our SWP and comparison stars samples by combining the new results in the present work and the results 4 We used Leo Girardi's web program PARAM v1.3 to calculate these quantities. Since this is a newer version of the software than we had used in Gonzalez et al. (2010), we also calculated new derived stellar parameters for all the stars in that study. See: http://stev.oapd.inaf.it/cgi-bin/param 1.3 from Gonzalez et al. (2010) . We limit our comparison of Li abundances between SWPs and stars without planets to T eff = 5650 to 6350 K. Also, stars having only upper limits for the Li abundances are not included in the analysis. These selection criteria leave us with 50 SWPs and 49 comparison stars from Gonzalez et al. (2010) and 5 SWPs and 19 comparison stars from the present work.
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We showed in Gonzalez et al. (2010) that this method of analysis introduces a weak bias that must be corrected for. We have followed the same procedure as in that study and use the comparison stars in the present work to correct for this bias. The bias correction was calculated as follows. We selected every other star from the comparison stars sample and treated them as if they were SWPs ("fake SWPs"), and we treated the remaining stars as comparison stars. We then calculated the weighted Li abundance differences as before ( Figure 4a ). Next, we exchanged the roles of the stars and repeated the analysis (Figure 4b ). The best-fit lines are shown in Figures 4a and 4b . The slopes of the fits are 1.0 × 10 −3 and 6.0 × 10 −4 dex K −1 , respectively; the average is close the value determined for the equivalent figure (Figure 7) in Gonzalez et al. (2010) . We adopted an average least-squares linear fit to each figure and subtracted the fit from the data in Figure 3 . The resulting bias-corrected data are shown in Figure 5 .
In Figure 6 we show the result of calculating the bias corrections using a different approach. In this case, we again made use of the comparison stars sample, but this time calculated a weighted-average Li abundance for each comparison star relative to all the other comparison stars. The slope of the least-squares fit to the data is 9.0 × 10 −4 dex K −1 , which is very close to the average slope in Figure 4 . However, a linear least-squares fit is not a good description of the data in this case. For this reason, we also calculated the average of the Li abundance differences in 100 K-wide bins, which we show as diamonds in the figure. We applied these binned corrections to the uncorrected data from Figure 3 to produce the bias-corrected SWP Li abundance weighteddifferences in Figure 7 .
The weighting scheme used for our comparison is somewhat arbitrary, but it has the advantage that it is based on pure observables and makes the fewest assumptions. It is known, however, that a star's Li abundance declines with age. The age of a star determined from comparison of observations to theory depends on the details of the evolutionary model used, which is based on a number of assumptions. For example, it assumes that a star started its life with a homogeneous composition. This might not be the case with all SWPs (perhaps their convective envelopes were polluted by accreted planetary material). Nevertheless, we will apply the following age-based weighting scheme as a different approach to comparing Li abundances between SWPs and comparison stars. We begin by defining a new ∆ index:
where 'p' refers to a SWP and 'c' refers to a comparison star. Two stars with identical values of T eff , log g, [Fe/H] and age will have a ∆ value of zero. This definition of the ∆ index differs from our previous one only in the substitution of log Figure 6 . Weighted average Li abundance differences among the comparison stars. In this case, each comparison star has been compared to all the other comparison stars in our sample. The dashed-dotted line is a linear least-squares fit. The diamonds are averages in 100 K-wide bins. One point near the upper temperature limit is slightly off-scale.
age for MV. To calculate the weighted average difference between the Li abundance of a SWP and a set of comparison stars, we used the following equation (as before):
where the sums are taken over the number of comparison stars, N. We applied this alternative weighting scheme to our data, and we show the resulting weighted Li abundance differences (∆Li,p) in Figure 8 . It is qualitatively similar in appearance to Figure 3 .
We also performed an experiment with a ∆ index that includes all the terms of the new ∆ index above as well as the original MV term. Figure 9 shows the resulting weighted Li abundance differences. It is very similar to Figure 8 . This is not surprising, as the information about MV is implicitly contained within the age parameter. Therefore, for the following analysis we will use only the ∆ index defined by the equation above.
Adding literature data
In order to test the robustness of the results shown in the previous section, we have expanded our dataset by adding data from the extensive compilation of Ramirez et al. (2012) ; note, since their dataset already includes our data from Gonzalez et al. (2010), we only added the new data from the present study. We added our new data to their dataset with the following procedure, which were determined by comparing the stars in common to the two studies. First, our Li abundance values required a correction of +0.14 dex. No corrections were required for T eff , log g, or [Fe/H]. We multiplied the age estimates for our stars by a factor of 1.2 to bring them into agreement with Ramirez et al. (2012) . When a star from our sample was already in theirs, we simply combined the star's parameters with weighted averages.
Next, we applied the following selection criteria to the combined dataset: stars must fall within the following ranges: 5500 < T eff < 6400, σ(T eff ) < 100 K, [Fe/H] > −0.70, Li detected. Following this winnowing, the final sample size is 807 stars: 99 SWPs (or 100 with the Sun included), 241 non-SWPs, and 467 of unknown designation. We considered using this very large literature dataset in the following analysis, but the comparison stars likely include still undetected (but detectable) planets. For this reason, we also eliminated the 467 stars of unknown designation from the comparison sample. We will refer to these 100 SWPs and 241 non-SWPs as the "literature dataset" in the following analysis.
We show the weighted average Li abundance differences plot using the literature sample stars in Figure 10 . The overal pattern is similar to that in Figure 3 . Figure 11 shows the Li abundance differences among the comparison stars in the literature dataset. As we did with the data in plotted in Figure 6 , we calculated the average bias correction for each 100 K wide bin in T eff . These average values were used to correct the data in Figure 10 . The resulting bias-corrected weighted Li abundance differences are shown in Figure 12 . Also shown in Figure 12 are the average difference in each T eff bin along with the standard deviation of the average. For the bins centered at 5650 and 5750 K, the averages are smaller than zero Li abundance difference by 5 σ and 3.8 σ, respectively. The two highest T eff bins are only a little over 1 σ below zero. The other bins do not deviate significantly from zero.
Perhaps the simplest way to compare the Li abundances in the SWP and non-SWP samples is simply to find the smallest difference in the ∆p,c index between each SWP and a non-SWP comparison star; the Li abundance difference is Figure 11 . Weighted average Li abundance differences among the comparison stars from the literature dataset. The calculations were done in the same way as in Figure 6 . The open diamonds are the averages of the Li abundance differences in 100 K wide bins.
then calculated between the SWP and the non-SWP star with the smallest ∆p,c value. We have done this with the same dataset used to prepare Figures 10-12 . The results are shown in Figure 13 . No bias corrections were applied, as it is unlikely that it should be needed in this case. Unsurprisingly, the range of Li abundance differences is larger compared to the data in Figures 10 or 12 . However, the overall pattern of the average Li abundances differences is very similar in Figures 12 and 13 .
In Figures 12 and 13 the scatter in Li abundance differences at a given T eff is much larger than the uncertainties in the individual measurements. No doubt some of the scatter is due to the lack of sufficiently similar SWPs and nonSWPs. For example, a given SWP and closest-matching non-SWP pair might have a similar set of measured T eff , log g, Figure 12 . Data from Figure 10 corrected for bias using the binned bias corrections from Figure 11 . The open diamonds represent the averages of the Li abundance differences in 100 K-wide bins, and the error bars correspond to the standard deviation of the average. and [Fe/H] values but differ significantly in the derived ages. This highlights the importance of including a large number of comparison stars in the analysis in order to properly sample the four parameters that are being compared.
CONCLUSIONS
We present the results of our analysis of high quality spectra of 37 late-F to early-G dwarfs, observed for the purpose of measuring Li in them. When combined with a large homogeneous sample of similar stars from the literature, we are able to confirm our previous findings from Gonzalez et al. (2010) that the Li abundances of SWPs with T eff ∼ 5700 K are smaller than those of stars without detected planets. In particular, SWPs with 5600 < T eff < 5800 K are deficient in Li by about 0.5 dex relative to comparison stars with similar properties. There is weaker evidence that SWPs with T eff > 6100 K are also deficient in Li. Our results generally confirm other recent independent studies of Li abundances in SWPs (Takeda et al. 2010; Delgado Mena et al. 2014) .
Additional observations of SWPs are needed for T eff < 5600 K and T eff > 6100 K to test whether Li abundance deviates significantly compared to non-SWPs in these regions. Observations of additional stars known not to have planets are required over the full temperature range studied here.
Work is also required on theoretical predictions of the amount of Li depletion expected from the interactions between a protoplanetary disk and its central star (e.g., Bouvier (2008) ). Any successful model will need to be able to explain the observed pattern of Li abundance differences between SWPs and non-SWPs with T eff as well as the scatter.
