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ABSTRACT 
Tucker's lemma is a combinatorial result which may be used to derive several theorems 
in topology. Some basic properties are established for the cube of integer lattice points. 
Tucker's lemma is then proved by applying a result which was originally presented 
for the octahedral subdivision of the n-disk. 
The object of  this paper is to prove a purely combinatorial version of a 
lemma discovered some years ago by A. W. Tucker [6]. Tucker's lemma 
is an excellent example from among the many combinatorial lemmas 
which allow elegant proofs of  purely topologic results. It serves as a 
basis for direct proofs of such sophisticated topologic propositions 
as the Borsuk-Ulam and Lusternik-Schnirelmann a tipodal point theorems 
(see Tucker [6] and Lefshetz [5, pp. 134-141]). Although the original 
form of Tucker's lemma involves the rather complicated operation of  
subdividing a simplex, the formulation below (due to A. W. Tucker, see 
Kuhn [4]) avoids this operation. The main result of  this paper is to 
establish this purely combinatorial version of  Tucker's lemma. 
Let I = (ix,/2 ..... in) denote an n-vector all of  whose components 
are integers. For any integer i, let i also stand for the n-vector (i, i ..... i) 
in all vector relations. Relations between vectors are to hold component- 
wise in all components. Thus I ~ J means ik ~ Jk for all k = 1, 2,..., n. 
TUCKER'S LEMMA. Let A = { I :0  ~ I ~p}.  Let A denote the set 
{--n,;.., -- 1, 1,..., n}, Then there does not exist any function F f rom A~ into A 
such that 
F(I) + F(I') r O if I <~ I' <~ I + l, 
and 
F(I) + F(I') = O if  I + I '  = p and not 0 < I < p. 
Ky Fan [2] has given a generalization of  Tucker's lemma for the case 
of the octahedral subdivision of  the n-disk. The method of this paper 
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is to prove certain properties of the n-cube which allow the proof of 
Fan's lemma to be applied to the n-cube yielding a proof of the above 
formulation of Tucker's lemma. 
Before proceeding, perhaps afew words should be said on the motivation 
of this paper. As already mentioned, Tucker's lemma is important for 
its applications to topology. Corollaries to Tucker's lemma include: 
the Borsuk-Ulam antipodal point theorem--any continuous function from 
the n-sphere S'~ to the n-dimensional Euclidean space R ~ maps some pair 
of antipodal points into the same point; the Lusternik-Schnirelmann 
antipodal point theorem--if n -4- 1 closed sets cover S ~ then one of the 
sets must contain a pair of antipodal points; and many others. 
Why prove Tucker's lemma for the n-cube? The original form of 
Tucker's lemma is given for simplicial subdivisions of the octahedral 
subdivision of the n-disk. However, as pointed out by Kuhn [4], the formal 
description of the operation of subdivision of a simplexis very cumbersome, 
whereas the subdivision of the cube is trivial. In fact, as shown above, 
Tucker's lemma for the n-cube is easily given a purely combinatorial 
formulation divorced from the geometric interpretation. Even the term 
"vector" is unnecessary and may be replaced by "n-tuple of integers." 
With this idea in mind the definitions and proofs in this paper are 
completely combinatorial in nature. Familiar geometric names, such 
as "face" and "k-simplex," are used for clarity of exposition, but the 
definitions used here are not quite the same as the usual definitions and 
the proofs are entirely independent of the topologic properties usually 
assumed for these objects. 
Let I denote an n-vector of integers as before. Let I ~ I '  denote I ~ I '  
and 1 ,~ I'.  Let e~ denote the n-vector which is 1 in component k and 0 in 
all other components. A set of vectors B----{I0,/1 ..... Ik} is called a 
k-simplex if I0 _~/1 ~ "'" ~ Ik ~ Io § 1. 
For convenience in the following proofs a somewhat unusual new 
symbol is introduced. This composite symbol consists of a string of 
n symbols similar in form to an n-vector. To distinguish the new symbol 
from a vector, brackets ~ ) are used in place of parentheses, o the 
symbot akes the form (s l ,  s~ .... , sn). The symbol si in the i-th position 
must be either 0 or p or the formal symbol x. Examples are shown in 
Figure 2. The composite symbol (s l ,  s2 ,..., s~) denotes the set of all 
vectors in A~ whose i-th component is equal to the value ofsi ifsi is 0 orp,  
but whose i-th component is arbitrary if si is the formal symbol x, for 
each i ---- 1, 2 ..... n. That is, 
(s l ,  s2 ..... s~) = {(h, 1"2 ..... i~) e A~ : s~- = 0 implies ij = 0, and 
s t ---- p implies ij = p, for all j = 1, 2 ..... n}. 
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Such a set is called a k-face if the formal symbol x appears k times. 
A k-face is said to have dimension k. 
Let B be a k-simplex, and let A be a set of faces of A~. Then we say 
that B <~ A if the set of vectors in the simplex B is contained in the set 
of vectors of one of the faces in A. That is, B -< A if there is some face 
C ----- ( s l ,  s2 ..... sn) such that B C C and C ~ A. 
The notions of k-simplex and k-face as defined here are closely related 
to and are motivated by the usual definitions for these terms. Let 
X = (xl ,  x~ ..... x,0 denote an n-vector with real components. Let 
E~ = {X:0  ~ X ~<p}. Then the vectors of A~ are the vertices of a 
cubical subdivision ofE~.  A set of vectors defined here to be a k-simplex 
is the set of vertices of a k-simplex (in the usual sense) of a canonical 
simplicial subdivision of the cubical subdivision of E~. 
The k-faces of A~ are the sets of vectors of A~ contained in the corre- 
sponding k-faces of E~. The relation B ~ A is equivalent to the k-simplex 
of E~ with vertices B being contained in the union of the faces of E~ 
corresponding to the faces in A. In Figure 1, three faces of E~ are shown 
for n = 3, p = 3. The integer lattice points in each of these faces compose 
a 2-face of A~. In the above notation, the set of faces shown is 
A = {(x, x, 0), (3, x, x), (x, 3, x)}. 
The 2-simplices of A~ contained in this set A of faces consist of the vertices 
of the triangles ketched in the figure. Note that 
B = {(2, 0, 0), (3, 0, 0), (3, 0, 0} 
is a 2-simplex of A~ all of whose vectors are contained in the union of the 
faces of A but such that B ~ A (just as the k-simplex of E~ with vertices B 
is not contained in the union of the faces of Ej, which correspond to the 
faces in A). 
(O, 3, 3) 
_ -~ ,(3, 3,3) 
// / 
/ / // / 
/ /  / /  / / !  / /  / /~  '2~ 
/ /~ ~ -  (3,0, E) 
(0,0,0) (2,0,0) (3,0,0) 
FIGURE 1 
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The k-simplex {Io .... , Ik} is said to be incident on the (k + D-simplex 
{Jo .... ,Jk+x}if 
~I, = J, for all i < j 
~Ii = Ji+l for all i ) j  
for some0 ~<j~<kq-  1. 
Let A be a set of faces whose maximum dimension is k. Then the boundary 
set of  A, denoted by ?A, is defined by 
OA = {all (k - -  1)-simplices B such that B~( A and such that there is 
exactly one k-simplex C such that C -< A and B is incident on C}. 
The interior set of  A, denoted I (A),  is defined by 
1(.4) ~- (all (k --  1)-simplices B such that B <~ A and such that there are 
exactly two k-simplices (71 and (?2 with C1 ~ A and C~ ~ A 
and with B incident on (71 and on 6"2}. 
I f  B is a set of  vectors of A~ let - -B  represent the set of antipodal vectors: 
- -B={I6A~: there isa J~Bwi th lq -  J=p}.  
I f  A is a set of  faces of  A~ let - -A denote the set of  antipodal faces: 
- -A = {F, a face of  A such that - -F  ~ A}. 
Let (sx, Sz ..... sn) be a k-face of  A .  Let this k-face be called proper 
if the si's satisfy the following conditions 
isi = 0 ~ there are an even number of  x's before position i, 
Isi = p ~ there are an odd number of  x's before position i. 
Let the k-face be called improper if 
isi ~ 0 ~ there are an odd number of  x's before position i, 
{si = p ~ there are an even number of  x's belbre position i. 
Note that the antipodal set of  a proper face is an improper face; note 
also that many faces are neither proper nor improper. Let 
S, 1~ = the set of all proper k-faces and all faces of  dimension ~< k 
which are contained in proper k-faces. 
Then 
--S,, ~ = the set of  all improper k-faces and all faces of dimension ~< k 
which are contained in improper k-faces. 
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L~MMA 1. I f  B is a (k -  1)-simplex such that B ~ S~ k, and 
B ~ S~ -1 to - -S  k-1 then B ~ OS~ k. 
PROOF: Let B = {Io,I1 .... ,lk_x} be a (k - -1) -s implex  such that 
B~ S~ k. Let B ~ S~ -a tj --S~ -x. Then the vectors of  B are all contained 
in some (k --  D-face of A~, so the vectors in B must agree in n -- k § 1 
components. But Io <_ Ix ~ "'" _< Ik_~ ~< I0 + 1. Hence each I~+1 can 
differ from Ii by 1 in only one component and that component is distinct 
for each i. In other words there must be k -- 1 distinct indices J0, Jx ..... Jk-~ 
such that 
/1 = I0 + ej o ,/2 =/1  + e h ..... Ik-1 = Ik-2 + es,_~, 
and the vectors of  B agree only on the n --  k -k 1 components in the set 
D = {1, 2...., n} - -  {Jo, J~ ,.-., Jk-~}. 
Since B <( S,~ ~, there is a face in S.  ~ with x's in all the components in 
which the vectors in B do not agree. Thus there is an index j such that 
(s l ,  s2 ..... s.} is a k-face in Sn k, where sm= x, if m ~ {j, Jo, Jl ..... J~-2} 
and sm =im = the common value of  the m-th component of  the vectors 
in B if m ~ {j, J0, J~ .... , jk-2}. 
I f  B -< S~ -~, j must be the greatest index among 
D -= {1, 2,.,., n} --  {Jo, Jl ,2., jk-2} 
since changing one of  the other positions to the symbol x would introduce 
an inconsistency so that the resulting face would not be proper, 
contradicting the fact that B < SnL Let is be the common value of  the 
j-th component of  the vectors of B. Then either i~- = 0 or is = p. I f  ij = 0, 
the only vector which may be added to B to make a k-slmplex B, with 
B1 ~ Sn ~" is Jk = Ik-1 -/- es. I f  ij = p, the only vector which may be 
added is J0 = I0 --  es .  
Similarly, if B <( --S~ -x, j must be the least index in D and B is incident 
on only one k-simplex in Sn k, either 
{I0,  I1 ,..., / k - l ,  Ik-1 -~- e~} 
or  
{Io - es , /0 , /1  . . . . .  I~_1}. 
Thus in all cases B is incident on exactly one k-simplex B1 such that 
B1 ~ SnL Hence B ~ ~SnL 
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LEMMA 2. I f  B is a (k -  1)-simplex such that B -< S~ ~ and 
B ~ Skn -1 u --Skn -1, then B e I(S~k). 
PROOF: B- (  Sn ~, so Io , /1  ..... Ik-1 agree in n -  k components. Let 
J, J0 ..... jk-2 be indices such that A = (Sl,  s2 ..... s~) is a k-face of  S~ k, 
where sm is x, for m ~ {j, J0, Jl ..... jk-2} and otherwise sm= i,~ = the 
common value of  the m-th component of  I o ,/1 ..... Ik-1. Then either 
or  
11 : lo + es, ,..., le-1 = lk-z + e~k_ ~ (a) 
I1 = Io + ej o ..... /r-1 = /r-2 + e~,_2,/r : /r-1 + ej~_~ + e~, 
/r+l = /r + esr, .... Ik-1 = Ik_~ + esk_~, (b) 
if the labels j, Jo ..... Jk-~ are arranged appropriately. That is, either I~ 
differs in only one position from Ira-1 for all m or there is one / r  which 
differs f rom/r -1  in two positions. 
In case (b), B is incident on both of  the k-simplices 
{Io ..... / r - l ,  I~-1 + es , / r  ,..., Ik-1} and 
{I0 ..... / r - l , / r -1  + ej~_l,/r ..... I~_1}. (1) 
In case (a), if 0 < is < p, then B is incident on the two k-simplices 
{I0 --  es, Io ..... Ik-1} and 
{I0 ,-.., Ik-1, Ik-x + e~}. (2) 
In both cases the k-simplices listed are the only possibilities since 
Io,/1 ..... /k-x do not have a common value of  either 0 o rp  in component ej. 
Hence any k-simplex in S, k containing B must have its added vector 
differ from a vector of  B by +e j  or - -es.  The order relation in the 
definition of  a simplex then limits the possibilities to those given. 
Suppose, finally, that (a) holds and that either is = 0 or is = p. First 
suppose that is is consistent with the number of  &'s in A which have 
indices less than j and are formal x's. Then j cannot be the greatest index in 
D = {1, 2,..., n} - -  {A, k ..... J~-=} 
since if it were B <~ S~ -1 contrary to the hypothesis o f  the lemma. Let j '  be 
the least index in D such that j '  > j. Then B is incident on the two 
k-simplices 
{Io - es ,  Io . . . . .  /•-1} i f  i, = p or {/0 ..... g - i ,  I~_1 + ej} if i t = 0 
and (3) 
{Io - -  ea' , Io ,..., Ik-1} if is" = p or {I0 ..... I~_1, Ik-1 + es'} if is" : O. 
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Suppose, on the other hand, that i~- is inconsistent with the number 
of s,'s in A which are x's. Then j cannot be the least index in D since 
if it were B ~( --S~ -~. Let j' be the greatest index in D such that j' < j. 
Then again B is incident on the two simplices given by (3). 
(o, p, p) 
<0, X, p> 
(o,o, p) 
<x, p,p> . (p,p,p) 
,, 
~,a~ < p, p, x> 
~ I o ,  o,o) ', w .~ (~ ~ ~,) 
. . . . . . . .  <p,X,O> 
<0, O,X> " ~  ( X,O,O' ~" .~ 
.~ / / / / / /  / / I//////I/////////////'],V/~ 
(o,o,o) (p,o,o) 
FIGURE 2 
In both these cases the simplices listed in (3) are the only k-simplices 
B'~ S, k on which B is incident, since changing any other component 
gives an inconsistency either at s~ or at s / .  In summary, in every case B is 
incident on two and only two k-simplices B~ and B2 such that B~ ~ S, k 
and B2<( Sn k. Hence B ~ I(S,~ ~) and the lemma is proved. 
Figure 2 shows the relation between $31 and $3 2. The three "front" 
faces are in $3 2 and the three "back" faces are in --$3 2. It is seen that 
(0,3,3) (3,3,3) 
~ pz / / "  
(O,O,3)i \" ~ ! / "  / 
(0,0,0) 
(3,3,0) 
(3,0,0) 
FIGURE 3 
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Sa a and --Sa ~ compose the "boundary"  between $3 2 and --Sa 2. Figure 3 
further illustrates Lemmas 1 and 2 for the case n = 3, p = 3. The 1-simplex 
labeled A is an example of  Lemma 1 since A ~ --Sa ~ and A e 8Sa 2. The 
1-simplices labeled B, C, and D illustrate, respectively, cases (1), (2), 
and (3) of  Lemma 2. In each case the 1-simplex is in I(Sa ~) in accord with 
the lemma. 
REMARK. It is obvious that for k < n a k-face cannot be in both 
Sn k and --Sn ~ for p > 0. This implies that there is no k-simplex B such 
that B ~ Sn k n - -S ,  k for k < n, p > 0. It is also obvious that for k < n 
and for I any vector in a k-face it is not the case that 0 < 1 < p. (It can 
also be easily shown that S, k n - -S ,  k : 5~ -1 w - -S~ -1 for 1 ~< k < n, 
but this more specific proposition is not needed in the following proof.) 
The above argument completes the derivation of  the necessary properties 
of  A T . All that remains is to reformulate Fan's lemma to apply to the 
n-cube. Although the proof  of the lemma remains essentially as given by 
Fan [2, 3], the proof  is included here for completeness since it must be 
verified that the properties established above are indeed sufficient to 
carry out the proof. 
Let F be a function from S, k to the set 
{--m, - -m + I ..... - -2, --1, 1, 2,..., m}. 
Then let R(j,  ,j~ ..... Jk+O denote the total number of  k-simplices 
B = {11, Iz ,..., Ik+l} such that F(L) = f l ,  for r = 1, 2,..., k + 1, and 
such that B < Sn k. (The vectors /1 ,  Is ,..., Ik+~ are not necessarily in the 
order given in the definition of  a simplex and the numbers Jx, J~ ..... jk+l 
are neither ordered nor necessarily distinct.) 
LEMMA (Ky Fan). 
conditions: 
and 
Then 
Let F be a function as above and satisfying the following 
F(I) + F(I') s& O i f  I ~ I '  ~ I + 1, 
F(I) + F(I') : O if  I + I '  : p and not 0 < I < p. 
E 
l<<.il <i2< ... <tk+l  <~.m 
In particular, m >~ k + 1. 
[R(i l ,  - - i~,  iz .... , ( - -  1)kid+l) 
+ R( - - i l ,  i~, - - i  z .... , (--1)k+li~+x) ] 
l, modulo 2. 
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PROOF: The proof  proceeds by induction. The case k = 0 is trivial. 
There is only one simplex B such that B ~ Sn ~ and that is B = {(0, 0 ..... 0)} 
the 0-simplex whose only vector is the origin. Thus there is only one 
non-zero term in the sum above and that term is a 1. 
Proceed by induction. Assume the lemma holds for S~ -~. Henceforth 
i fF ( I )  ----- j, the vector I is said to have the label j. Let 
S( j l  ,J2 .... ,Jk) ~ the number of  (k --  l)-simplices B ~ S~ -x whose 
k vectors have labels J l ,  J2 ..... j k ,  in any order. 
Let 
T( j l  ,J2 .... ,Jk) = the number of  (k -- 1)-simplices B such that B ~ Sn k 
but B ~( S~ -x ~2 --5~ -x and such that the k vectors in 
B have the labels Jx,  J2 ..... jk 9 
Let i~, i2 ,..., ik be any k fixed integers such that 
1 ~<ix < i2  < "'" <i~ ~m.  
Consider the number of pairs of  simplices Bx and B2 where B x is a 
(k -  1)-simplex incident on the k-simplex B2 and where Bx ~ Sn k and 
B2 ~ S, k and where B 1 has its k vectors labeled i l ,  - - i2 .... , ( - - l )  k-1 ik ,  
in some order. Counting the number  of such pairs in two ways yields 
S(i~, --i2 ,..., ( - -  1)k-lik) + S( - - i l ,  i2 ..... ( - -  1)ki~) 
+ (2) T(i~, --i2 ..... (--1)k-lijc) 
= (2) ~ R(ix, - - i  2 ..... ( - -1)k- l ik,  (--1)~-xi~) 
l~r~k 
q- ~ R(ix, --i2 ..... (--1)k-li~ , j) ,  
IJl r  . . . . .  ik} 
The above equation results directly from the preceding lemmas. By 
the second condition on the function F, S(- - ix ,  i2 ..... (--1) ~ ik) is equal to 
the number of (k --  l)-simplices B <~ --S~ -1 whose vectors have the labels 
/1, --i2 ..... ( - -  1) k-1 ik 9 By the remark following Lemma 2 the total number 
of (k --  1)-simplices B such that B ~ S~ -x w --S~ -x and such that the 
vectors of B have the labels/1,  --iz ..... ( - -1) k-~ ik is 
S(ix, --i2 ,..., ( - -1) k-x ik) -~ S( - - i l ,  i2 ..... (- -1) ~ ik) 
k--1 since there is no (k -  1)-simplex B -~ S~-X c~--S~ . (Note that this 
argument requires that k -  1 < n, so the induction breaks down for 
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k > n, for which Sn k and F are not defined in any case.) Lemma 1 then 
supplies the coefficient 1 for the first two terms in the above equation. 
By Lemma 2 each (k -- 1)-simplex B ~ S,~ k such that B ~ S~ -1 w --S~ -x 
is incident on two k-simplices Bx and B2 such that B1 -< S,~ k and B2 ~ S, k, 
resulting in a coefficient 2 for the third term in the above equation. The 
right-hand side of the equation results from the fact that, if a k-simplex 
has the desired set of labels with one of the labels repeated, then there is 
a choice of two vectors in the k-simplex which may be dropped to give 
a (k -- 1)-simplex with the desired set of labels, plus the fact that by the 
first condition on F the labels of two vectors in the same simplex cannot 
have labels which sum to zero. 
Rewriting the above equation modulo 2 gives 
S(i~, --i2 ..... (--1)k-Xik) -~" S( - - i l ,  i2 ..... (--  1)kik) 
Z R(il ,  --i2 ..... (--1)k-iik , j), modulo 2. 
[Jl r . . . . .  ik} 
Summing this relation over all k-tuples (/1,/2 ..... ik) satisfying 
1 ~/1  < i2 < "'" < ik ~< m and applying the inductive assumption 
yields 
1 ~ ~,, ~, R( i l ,  --i2 .... , ( - -  1)k-~ik, j ) ,  
l~ i l< i2<" '< ik~m 1J1r . . . . .  i k} 
modulo 2. 
To simplify the writing set 
Q~ = ~,, ~ R(i l  , --i~ .... , (--1)k-lik, (--1)kj) 
l~ i l< i~<- . .< ik~m [J[ r 2 . . . . .  i k} 
j>~ l
Q2 = ~ ~ R(il  , --i2 ..... ( - -1 )k - l i k ,  ( - -1)k+l j )  9 
l~ i t< i2<'"<ik<~.m [J1r . . . . .  i k} 
j>~l 
Then 1 ----- Q1 + Q2, modulo 2. 
Now consider separately the cases for k odd or even. Suppose that 
k is even. Then 
Q~ = E E R( i l , - - i2  ..... - - ik , j )  
l<~i l< i2<'"<ik<~m J>i  k 
+ 
(ik--2)/2 
2 2 2 
l~ i~<i2<. . .< ik~m r=l  i2k< j<i2k+,, 
j v s i~+l  
R( i l ,  --i2 ..... - - ik , j ) .  
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However, for each r, 1 < r ~< (ik - -  2)/2 
~ R( i t ,  --i2 ..... --in , j )  = O, modulo 2; 
l<~.il<iz<'"<ik~m izl~<J<iz~+2 
since each term of  the form 
R(il , --is ..... --i2r , iSr+t , --isr+2 ..... - - ik ,  j )  
is duplicated in a one-one fashion by a term of the form 
R(i l ,  --i2 ..... - - isr ,  j ,  --i2,,.+s ..... - - ik ,  i2r+l). 
Hence 
Q1 = 
z 
E E R( i l ,  --is ..... --ik , j ) ,  modulo 2. 
l<il<i2<'"<ik<<.m j>i  k 
By a similar argument it may be shown that 
Q2 ~ ~ ~, R( i l ,  --i~ ..... - - i k , j ) ,  modulo 2. 
l<~<il<i2<'"<ik<~<m 1.~<j<i  1 
For the case of odd k similar reasoning gives 
QI ~ ~ ~ R(ia, - - iz  ..... ik ,  -- j) ,  modulo 2, 
l<~it<i2<".<ik<~m l< j< i  1 
or j>i~ 
Qs ~ 0, modulo 2. 
In each case 
I =-- Qt + Qs =- (R ( - - i l ,  i2 .....  ( - -1)k+l ik+l)  
l~<il<il< ""<ik+l <.m 
+ g( i l ,  - - i  z .... , (--1)ki~+l)), modulo 2. 
This completes the proof  o f  the /emma. We have in particular that 
m ~> k + I, since if k + 1 > m the sum is vacuous and cannot be equal 
to 1, modulo 2. 
We now have as a special case: 
TUCKER'S LEMMA. Let A denote the set {-- n, - -n  + 1 ..... --  1, 1, 2 ..... n}. 
Then there does not exist any function F f rom A~ into A such that 
F(I) + F(I'):;L O i f  l <~ I '  <~ I + l, 
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and 
F(I) + F(I') = O i f  I + I '  ---- p and not 0 < I < p. 
PROOF" A is itself an n-face (x, x ..... x)  which is clearly proper, 
so A~ ~ Sn ~. Hence S,~  is the set of all faces of d~.  Applying Fan's  
lemma with k = n and m = n, gives 
n- - - -m~kq-  l=nq-  1. 
Since this last relation is impossible there can be no such function F 
satisfying the conditions of the lemma. 
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