We present a complete and explicit description of the class of all acceptance criteria for the simulated annealing algorithm that are uniformly and locally cost dependent and that lead to reversibility when combined with a symmetric generation matrix. In particular we identify the subclass consisting of those acceptance criteria that depend uniformly on the difference in cost. Furthermore, we present a simple characterization of the Metropolis and the Barker criterion.
Introduction
In applications of the simulated annealing algorithm the Metropolis acceptance criterion is widely used. What could be the reason for its popularity? Could it be that the Metropolis criterion arises in a natural way being the only acceptance criterion fulfilling certain plausible requirements? In this paper we give an affirmative answer. We establish that essentially the Metropolis criterion can be characterized as the unique acceptance criterion such that (i) For a fixed value of the control parameter the acceptance criterion depends only on the difference in cost.
(ii) This cost difference dependence is uniform in the sense that it is expressed by one and the same function for all cost functions.
(iii) All improvements in cost are accepted.
(iv) For any symmetric generation matrix the detailed balance conditions hold.
More generally, the aim of this paper is to identify the class of all acceptance criteria that uniformly depend on the cost of the current and the candidate configuration and that lead to detailed balance when combined with a symmetric generation matrix. As an interesting special case we present a complete characterization of the subclass consisting of those acceptance criteria that depend uniformly on the difference in cost.
The paper runs as follows. In section 2 we give a rough sketch of the simulated annealing algorithm. We introduce two well-known acceptance criteria, named after Metropolis and Barker. Furthermore we discuss some requirements that a. bona fide acceptance criterion should fulfill. In section 3 we present a full and explicit description of the class of all uniformly and locally cost dependent acceptance criteria that yield detailed balance for any symmetric generation matrix. We give a simple expression for the associated stationary distribution. Conversely, given such a stationary distribution we construct a large family of Markov chains having this stationary distribution in common. In section 4 we identify the class of all uniformly cost difference dependent acceptance criteria that produce detailed balance for any symmetric generation matrix. We show where the exponential function familiar from the standard annealing algorithm comes from. In fact, we show that combining uniform cost difference dependence with detailed balance directly leads to the functional equation of the exponential function. Finally, we present a simple characterization of the Metropolis and the Barker criterion.
Outline of the annealing algorithm
Simulated annealing [6] is a versatile heuristic optimization technique based on the analogy between simulating the physical annealing process of solids and solving large-scale combinatorial optimization problems. For a detailed explanation of the method as well as the origin of our notation we refer to [1] .
Quite generally, a combinatorial optimization problem may be characterized by a finite set S consisting of all system configurations and a cost function f assigning a real number to each configuration i E S. Here we choose the sign of the cost function in such a way that the lower the value the better the corresponding configuration. The problem is to find an i opt E S satisfying
Any such solution i opt is called a (global) optimum. Throughout we shall write fopt = f( i opt ) for the optimal cost and Sopt for the set of optimal solutions. To exclude trivialities, we shall assume that S has at least 3 elements and that any cost function under consideration is such that S =f Sopt. In its usual form, simulated annealing can be summarized as follows. The algorithm starts off from an arbitrary initial configuration. In each iteration, by slightly perturbing the current configuration i, a new configuration j is generated. The difference in cost, given by
is compared with an acceptance criterion which tends to accept improvements but also admits, in a limited way, deteriorations in cost.
Initially, the acceptance criterion is taken such that deteriorations are accepted with a. high probability. As the optimization process proceeds the acceptance criterion is modified such that the probability for accepting deteriorations decreases. At the end of the process this (2.6) probability tends to zero. In this way the optimization process may be prevented from getting stuck in a local optimum. The process comes to a halt when during a prescribed number of iterations no further improvement in the optimum value found so far occurs.
A mathematical model
The simulated annealing process can be modelled mathematically in terms of a one-parameter family of homogeneous Markov chains (see [1D. The states of each Markov chain correspond with the configurations i E S. The transition probabilities depend on the value of the control parameter C > 0, the analog of the temperature in the physical annealing process. Thus, if c is kept constant, the corresponding Markov chain is homogeneous and its transition matrix P(c) can be defined as
where Gij(c) denotes the generation probability, Le. the probability of generating configuration j from configuration i, and Aij(c) denotes the acceptance probability, i.e. the probability of accepting configuration j, once it has been generated from i.
Let us emphasize that for fixed S the acceptance matrix A(c) depends on the cost function f. For brevity of writing, however, we shall suppress this f-dependence in our notation.
The generation matrix G(c) is called a standard generation matrix if
The Markov chain associated with G(c) is irreducible. (ii)
Reasoning as in [1] , pp. 39, 40 it is readily verified that for standard G(c) and A(e) the Markov chain associated with P(c) is irreducible and aperiodic. Hence, there exists a unique stationary distribution q(c).
For future reference let us recall an important concept from Markov theory (see [5D.
The Markov chain associated with P(c) is called reversible if
Vi,j E S: qi(e)Pij(e) = qj(c)Pji(e).
The conditions (2.6) are known as the detailed balance conditions. Ko1mogorov has shown [7] that a Markov chain is reversible if and only if given a starting point i E S any path in the state space S which ultimately returns to i has the same probability of occurrence whether this path is traced in one direction or the other. In other words, (2.6) holds if and only if for any finite sequence of states i, iI, ... ,in:
Pi i1 (C)Pili2{C) ... Pin_1in(e)Pini(e) = Pii n (C)Pi n i n _l (c) ... Pi2il (C)Pil i(C). (2.7)
In section 3 we shall present a slight modification of Ko1mogorov's result that will turn out to be quite useful in our discussion.
Acceptance criteria
The standard and original [6] choice for the acceptance matrix A(c) corresponds to the Metropolis criterion [8] and is given by
Another acceptance criterion -arising naturally in the context of Boltzmann machines (see [1] , pp. 133, 134) -is the Barker criterion [3] given by 
Thus, in this case, after a sufficiently large number of transitions at a fixed value of c the simulated annealing algorithm will find a solution i E S with a probability approximately equal to (2.10). From (2.10-11) one can derive
This result is very important, since it guarantees asymptotic convergence of the annealing algorithm to the set of globally optimal solutions under the condition that equilibrium is obtained at each value of e.
On intuitive and practical grounds one may argue that, in addition to (2.4) and (2.5), an acceptance criterion Aij(e) should fulfill the following requirements:
(i) For e > 0 fixed Aij(e) is locally cost dependent, i.e. only depending on the cost f(i) of the current configuration and the cost f(j) of the candidate configuration.
(ii) This local cost dependence is expressed by one and the same function L for all cost functions f.
(iii) Given a standard generation matrix G(e) an explicit expression for the stationary distribution q(e) associated with P( c) can be easily obtained.
(iv) The stationary distribution q(e) has the asymptotic convergence property (2.12).
In lemma 3.1 below it will be shown that a sufficient condition for (iii) is: 
Uniform cost dependence
From now on we consider a fixed configuration space S.
We start with a helpful and general lemma, which is a minor modification of Kolmogorov's result quoted in subsection 2.1.
Lemma 3.1 Let G(c) and A(c) be standard. Let the unique stationary distribution associated with P(c) be denoted by q(c).
Then the following assertions are equivalent. 
Hence q(c) is the unique distribution satisfying the detailed balance equation ( 
In this case we shall say that A(c) is genemted by L. Condition (3.5) is enclosed to ensure that A(c) is standard.
The next theorem characterizes all uniformly cost dependent acceptance criteria that satisfy (3.2).
Theorem 3.1 Let the acceptance matrix A(c) be uniformly cost dependent and genemted by L. Then the following assertions are equivalent: (i) For any standard genemtion matrix G(c) and for any cost function f : S --lR the transition matrix P(c) associated with G(c) and A(c) satisfies the detailed balance equation (2.6).
(ii) There exist functions </>: (0,00) X lR --(0,00) and JI: (0,00) X lR X IR --(0,1] such that for c > 0 and x, y E lR : 
L(c, x, y) JI(c, x, y) JI(
i,j,k E S L(e, f( i), f(j»L( e, f(j), f(k »L( e, f(k), f( i)) = L(e,
f( i), f(k »L(e, f(k ),J(j))L(e, f(j), f( i)).
Since by assumption lSI~3 this obviously yields
y)L(e,y,z)L(e,z,x) = L(e,x,z)L(e,z,y)L(e,y,x). (3.11)
Taking z =°we obtain "Ie>°"Ix, y E lR :
Now, put 
L(e,O,x)L( )_L(e,O,y)L( ) L(c,x,O) c,X,y -L(e,y,O) c,y,X.
which is evidently equivalent with (3.10).
0
Note that functions <j J satisfying (3.10) are easily found. To illustrate this let U : JR -(0,00) be strictly increasing. Let R : (0,00) _ (0,00) belong to the class of rapidly varying functions [2] of index -00, Le.:
V>. > 1 :
clearly satisfies (3.10). Now, consider any <jJ : (0,00) XJR~(0,00) such that (3.10) holds. Then q(c) given by (3.8) is a bona fide stationary distribution, since it satisfies (3.9). To simplify the reasoning let us make the plausible assumption that for c > 0 fixed the function x 1-+ <jJ(C, x) is strictly decreasing on JR, which in view of (3.8) is equivalent to assuming that the higher the cost value of a particular configuration the lower its equilibrium probability. The preceding theorem is helpful in constructing a suitable Markov chain having q(c) as its stationary distribution. To this end we keep the standard generation matrix G(c) fixed and modify A(c) in accordance with (3.4-6) .
Obviously, all of the acceptance probabilities obtained in this way are majora-ted by 
4)(c, y)) L(c,x,y) = F 4>(c,x) .
To satisfy (3.6-7) it is sufficient (and also necessary if we stipulate uniformity in 4» that 
we obtain a large class of acceptance matrices, all satisfying the requirements (i) and (ii) of the preceding theorem and -when combined with a standard generation matrix -having q(c)
in common as stationary distribution. Note that this class contains also a generalization of the Barker criterion (2.9), namely:
This criterion results from taking B(x) = 1/(1 +x) in (3.23). For the sake of completeness, let us remark that the class derived above can be shown to be a subclass of the one mentioned in [4] , p. 100.
Uniform cost difference dependence
The acceptance matrix A(c) will be called uniformly cost difference dependent if there exists a function D : (0,00) X JR --(0,1] such that for fixed c> 0 one has
for all cost functions f: S --lR : (4.4) . IR the 
H(c,x,y) = E(c,y -x)
with the function E given by
E ( ) -D(c,x)
c, x -min ( 1, exp (,:c:))r Finally, inserting the explicit representation 4>(c,x) = exp(-xh(c)) in (3.8) and (3.10) one easily finds the desired representation (4.7) as well as the equivalence of (4.8) (for all cost functions) and (4.9).
0
As a direct consequence we obtain the following characterization of the Metropolis and the llarker criterion. 
+ exp I'(c)
In both cases, the assumption about D( c, 1) implies that l' is a strictly increasin~mapping of (0,00) onto itself. Now take C= 1'-1 and the result follows.
