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Abstract The task of redescription mining is concerned with re-describing
different subsets of entities contained in a dataset and revealing non-trivial
associations between different subsets of attributes, called views. This inter-
esting and challenging task is encountered in different scientific fields, and is
addressed by a number of approaches that obtain redescriptions and allow for
the exploration and analysis of attribute associations. The main limitation of
existing approaches to this task is their inability to use more than two views.
Our work alleviates this drawback. We present a memory efficient, extensible
multi-view redescription mining framework that can be used to relate mul-
tiple, i.e. more than two views, disjoint sets of attributes describing one set
of entities. The framework includes: a) the use of random forest of Predic-
tive Clustering trees, with and without random output selection, and random
forests of Extra Predictive Clustering trees, b) using Extra Predictive Clus-
tering trees as a main rule generation mechanism in the framework and c)
using random view subset projections. We provide multiple performance anal-
yses of the proposed framework and demonstrate its usefulness in increasing
the understanding of different machine learning models, which has become a
topic of growing importance in machine learning and especially in the field of
computer science called explainable data science.
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1 Introduction
Redescription mining [27] aims to find multiple characterizations (re-descriptions)
of different subsets of entities in a set of available data, i.e. to identify sub-
sets of instances that can be re-described. Entities can be re-described using,
e.g. information from different sources, describing different aspects of the en-
tities, or describing entities at different points in time. The result of analysis
performed by redescription mining is a set of redescriptions - tuples of logi-
cal formulas (also called queries), where queries of a redescription depict the
same, or very similar subsets of entities - the intersection of which is called a
redescription support set.
The ability of redescription mining to provide tuples of rules re-describing
entities in a support set (using multiple sources of data, used to form views) dis-
tinguishes this approach from related fields, e.g. clustering [8, 33, 15], concep-
tual clustering [7, 20] and multi-view clustering [2, 12]. Redescription mining as
an unsupervised technique is different from subgroup discovery [32, 11, 18, 13]
and its ability to find bi-directional associations distinguishes it from associa-
tion rule mining [1, 35, 14] that provides uni-directional associations.
Existing redescription mining algorithms, cf. [27, 34, 26, 10, 9, 23, 36]
produce redescriptions using maximally two different views. This significantly
limits the applicability of redescription mining to more complex problems.
The main contribution of this work is a memory and time-complexity ef-
ficient framework for multi-view redescription mining, able to find redescrip-
tions on datasets containing an arbitrary number of views. The methodology
builds upon and extends our preliminary work [21], which demonstrated the
feasibility of this approach. In addition to providing thorough results of an
framework’s performance, we provide experiments of using supplementing for-
est of Predictive Clustering trees (PCTs) [25], with [5] and without [17] ran-
dom output selection and using a supplementing forest of Extra multi-target
Predictive Clustering trees [16] to increase the overall performance. Using a
supplementing model obtained by training a Random Forest of PCTs was
shown to increase accuracy and diversity of produced redescriptions when two
views are used [25]. In this work, we test the same hypothesis on datasets
using more than two views and test supplementing models produced by train-
ing PCTs with random output selection and using random forest of Extra
multi-target Predictive Clustering trees. We further test the feasibility of us-
ing Extra multi-target Predictive Clustering trees as a main rule-generating
methodology, instead of using ordinary PCTs (which reduces the overall time
complexity of the framework). As an additional technique that provides trade-
off between accuracy and complexity, we test the framework’s performance
when using random projections on different subsets of pairs of initial views,
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instead of using all possible view pairs to create initial redescriptions (these
that are later expanded to redescriptions containing queries constructed on all
available views). Finally, we show examples of how this methodology can be
used to increase the overall understanding of the outputs of different predictive
machine learning models, which is an important contribution for the fields of
machine learning and explainable data science.
Section 2 contains the related work and motivates the use of techniques and
models presented, Section 3 contains explanations, notation, definitions and
provides an illustrative redescription example. Section 4 provides a detailed
description of the proposed framework for multi-view redescription mining,
while Section 5 contains the results of the complexity analyses of the frame-
work. Section 6 describes the data used to perform the experimental evaluation
presented in Section 7. This evaluation tests the ability of the proposed frame-
work to discover new knowledge on three different datasets and demonstrates
the use of the proposed framework to increase the understanding of various
machine learning models. Finally, Section 8 contains conclusions and possible
directions for future work.
2 Motivation and related work
Due to strong trends in data collection, in different domains, that same objects
or entities of interest are measured, characterized or annotated from different
contexts, large datasets with multi-view aspects of objects are becoming in-
creasingly available.
To gain better insight into some underlying phenomenon of interest, our
first task is to identify some regularities or correspondences that exist between
these different aspects of objects. For example, one might want to characterize
world countries through a correspondence between their demographic proper-
ties and economic trends. This is the motivating principle behind redescription
mining [27], a data analysis task that aims at finding multiple characteriza-
tions of subsets of objects, where each subset is simultaneously characterized
with descriptions constructed from different views.
Introduced by Ramakrishnan et al. [27], who also proposed the first algo-
rithm for obtaining redescriptions called CARTwheels, this task was initially
performed using one view containing Boolean attributes. Such a setting was
also adopted by Zaki [34], whose approach is based on a lattice of closed
itemsets, and Parida [26], who developed an approach based on a relaxation
lattice. The problem with using only one view is that there is no way to make
a logical separation between variables and explore associations between such
sets of attributes. Early redescriptions contained a mix of attributes in both
queries (which was also the maximal number of possible queries). Later work
by Gallo et al. [10] introduced the logical separation of attributes into views,
ensuring that each query contains variables only from the corresponding view.
The greedy and MID algorithms [10], based on frequent closed itemset mining,
work by using maximally two views of Boolean attributes. Galbrun and Miet-
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tinen [9] extended the Greedy approach by Galo et al. [10] to using Boolean,
categorical and numerical attributes, with maximally two views. The same
constraints on the number of views apply for the Split trees and Layered trees
algorithms, developed by Zinchenko et al. [36, 37] and the CLUS-RM algo-
rithm, based on Predictive Clustering trees, developed by Mihelčić et al. [23].
As can be seen, all state-of-the-art redescription mining paradigms are lim-
ited to mining redescriptions from two views, and this work is the first attempt
to construct efficient multi-viewed redescription mining approach. The benefits
expected from truly multi-viewed redescription mining approach are related
to: (i) more accurate, complementary description of data, (ii) improved ro-
bustness to noise and missing values, and (iii) improved knowledge discovery
through possibility to discover higher order interactions and more rich ex-
planatory capabilities. For example, finding sets of river locations where there
exist simultaneous co-habitation of distinct subsets of different plant and an-
imal species and describing these habitats by their chemical characteristics
(a valid task in ecology research) is very hard to obtain using current state
of the art approaches. As developed, current approaches offer possibility to
create redescriptions on pairs of views - currently there is no way to focus the
search of these approaches to find explicitly only redescriptions with proper-
ties as described in the example above. Redescriptions obtained on different
pairs of views would mostly be mutually unrelated making it very difficult
to obtain the required information. Naive extensions of these approaches to
multi-view setting result in exponential increase of number of sub-queries and
queries that need to be tested and combined into redescriptions, which makes
this approach infeasible. Using a general redescription mining approach is also
very important for machine learning and explainable data science since it helps
in understanding different models and incorporating their results in the data
exploration process in an interpretable manner. Here, multi-view extensions
allow relating multiple models and explaining them and their relations with
one or more distinct sets of original data attributes (not possible using only two
views). When observing model-computed attribute importance for predicting
some target concept, the general approach allows relating importance’s ob-
tained from multiple disjoint feature sets or relating importance’s obtained
from different models. Observing features deemed important (or predictive)
by two or more different models increases confidence in the value of these
features and can be used to prioritize potential experimental validation.
Our framework for multi-view redescription mining uses Predictive Clus-
tering trees algorithm [3] in the CLUS-RM algorithm [23] to generate rules that
form redescriptions. Predictive Clustering trees are a generalization of Deci-
sion trees algorithm that are able to simultaneously predict multiple target
variables. It uses variance reduction to determine the splits and uses informa-
tion about cluster centroid which allows it to perform simultaneous clustering
in the attribute and in the target space. The proposed framework also uses the
Random Forest of Predictive Clustering trees algorithm [17] to create a sup-
plementing model [25] (used to obtain the additional set of rules) to increase
diversity and accuracy of the produced redescriptions. In this work, we create
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supplementing model using two additional algorithms. The Random Forest of
Extra randomized multi-target PCTs algorithm [16] trains each Extra random-
ized PCT on a subset of original attributes. Each splitting point in the Extra
randomized PCTs are determined by randomly selecting k attributes (k is the
user-defined parameter), randomly selecting their splitting points and choosing
the splitting point as the attribute-split pair that maximizes variance reduc-
tion between the k generated choices. Random Forest of PCTs with Random
Output Selections [5] trains each PCT using a different subset of attributes
but with the aim of accurately predicting only a randomly selected subset of
target attributes. Both approaches are shown to be able to outperform the
Random Forest of PCTs if sufficient number of trees are used in the forest.
Extra multi-target PCTs are tested as a main rule generating methodology,
because it decreases the overall time complexity of the proposed multi-view
redescription mining framework. For thorough analyses and discussion of time
complexity, see Section 5.
3 Notation and definitions
Input to the redescription mining algorithm consists of a set of entities (E)
and a set of attributes (V ), which are logically grouped in one or more views,
denoted Wi, i ≥ 1. Each variable Vj , j ≥ 1 belongs to one of the views Wi. A
redescription R is a tuple of queries R = (q1, q2, . . . , qn), where each query qi
describes a set of entities using only variables belonging to the corresponding
view Wi. Queries are logical formulas built using variables and the logical
operators of conjunction, disjunction and negation.
Redescription quality measures used in this work include: the support,
the Jaccard index, the p-value, the average element and attribute Jaccard
index and the redescription complexity, defined as the normalized redescrip-
tion query size. The support of a query qi (supp(qi)) is the set of all enti-
ties satisfying its conditions. The redescription R = (q1, q2, . . . , qn), n ∈ N
describes the entity e if e ∈ supp(qi), ∀i ∈ {1, 2, . . . , n}. All entities de-
scribed by a redescription compose a redescription support set (supp(R) =
supp(q1)∩ supp(q2)∩· · ·∩ supp(qn)). R describes entities using n queries built
using attributes from n different views, thus nViews(R) = n.
As an example, we present a redescription of a set of countries by using
a trading view (view 1), a population view (view 2), a energy view (view
3) and a country development and wealth view (view 4). The redescription
Rex = (qex1 , qex2 , qex3 , qex4) contains four queries. It is presented in Table 1.
Variables of each query of the example redescription (e.g E/I_Cork_Wood -
export to import contribution ratio of cork and wood, E/I_Road_Vehicles -
export to import contribution ratio of road vehicles etc.), are connected with
the conjunction (∧ - AND) operator. Numerical constraints denote the range
of attribute values for entities contained in the redescription support set.
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Table 1 Example redescription Rex = (qex1 , qex2 , qex3 , qex4 ), with nViews(Rex) = 4, that
re-describes five countries: France, Germany, Italy, Japan and Spain.
q1 : 0.007 ≤ E/I_Cork_Wood ≤ 1.305 ∧ 0.754 ≤ E/I_Road_Vehicles ≤ 8.098 ∧
0.958 ≤ E/I_Chemical_Products ≤ 1.631
q2 : 39.4 ≤ LABOR_F ≤ 53.5 ∧ 3.0 ≤ MORT ≤ 4.5 ∧ 8.27 ≤ RUR_POP ≤ 31.42
q3 : 3965.0 ≤ ElectricityTotNetCapPPSol ≤ 32643.0
q4 : 1.396 · 1012 ≤ GNIAtlas ≤ 6.101 · 1012 ∧ −6.93 ≤ MON_GROWTH ≤ 6.605
Higher similarity among the sets of entities described by each of redescrip-
tion’s queries represents higher redescription accuracy. The Jaccard index
quantifies this similarity and is used as a measure of redescription accuracy. It
is defined as:
J(R) =
|supp(q1) ∩ supp(q2) ∩ · · · ∩ supp(qn)|
|supp(q1) ∪ supp(q2) ∪ · · · ∪ supp(qn)|
(1)
A statistical significance of some redescription R = (q1, q2, . . . , qn) is de-
termined by testing the following null hypothesis: supp(R) is obtained by join-
ing randomly generated queries q1, . . . qn, where the probability of obtaining qi
equals
supp(qi)
|E| . The decision to accept or reject the null hypothesis is made
by computing pval(R). This p-value represents the probability of obtaining a
support set of a size equal to or larger than that of supp(R), by combining n
randomly generated queries with marginal probabilities corresponding to the
marginal probabilities of queries q1, q2, . . . , qn. pval [21] is computed from the
binomial distribution:
pval(R) =
|E|∑
k=|supp(R)|
(
|E|
k
)
(
n∏
i=1
pi)
k · (1−
n∏
i=1
pi)
|E|−k (2)
|E| denotes the number of entities, p1 =
|supp(q1)|
|E| , p2 =
|supp(q2)|
|E| , . . . , pn =
|supp(qn)|
|E| are the marginal probabilities of obtaining q1, q2, . . . , qn.
Redescription presented in Table 1 describes 5 countries, has a Jaccard
index value of 1.0 and a p-value of 0.0.
We use Alg to denote an arbitrary multi-target regression (multi-label clas-
sification), machine learning algorithm. M denotes a model obtained after
training the algorithm Alg on some dataset. The rule-transformable model
denotes a model that can be transformed into a set of rules. The supplement-
ing model is a secondary (auxiliary) rule-transformable model used to create
additional rules. These rules are used to increase accuracy and diversity of
produced redescriptions and are discarded after redescription creation.
attrs(R) denotes a set of attributes used in redescription queries and
attr(R) the multi-set of all (potentially multiple) attribute occurrences in the
queries of R. The attribute Jaccard index of two redescriptions is defined as:
attJ(R1, R2) =
|attrs(R1) ∩ attrs(R2)|
|attrs(R1) ∪ attrs(R2)|
(3)
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Given a redescription setR containing |R| redescriptions, the average attribute
Jaccard index of a redescription Ri ∈ R is defined as:
AAJ(Ri) =
∑
Rj∈R, j 6=i
attJ(Ri, Rj)
|R| − 1
(4)
By analogy, the entity Jaccard index of two redescriptions is defined as:
elemJ(R1, R2) =
|supp(R1) ∩ supp(R2)|
|supp(R1) ∪ supp(R2)|
(5)
and the average entity Jaccard index as:
AEJ(Ri) =
∑
Rj∈R, j 6=i
elemJ(Ri, Rj)
|R| − 1
(6)
These measures provide information about the redundancy of a redescription
with respect to entities and attributes.
Redescription complexity, given the number of attributes kc denoting com-
plex queries, is computed as:
comp(R) =
{
|attr(R)|
kc
, |attr(R)| < kc
1 , kc ≤ |attr(R)|
(7)
The aforementioned measures are naturally extended to scores used to eval-
uate sets of redescriptions (used in the experiments section of the manuscript).
All measures are further transformed to have values in the [0, 1] range, so that
0 denotes the best possible outcome and 1 the worst possible outcome.
Jsc(R) =
∑|R|
i=1(1− J(Ri))
|R|
(8)
Apsc(R) =
∑|R|
i=1(
log2(pval(Ri))
17 + 1.0)
|R|
(9)
Since 10−17 is the smallest pvalue we can compute exactly, 17 is used as a
normalization factor ( log2(pval(Ri))17 is used as a main part of Apsc).
AAJsc(R) =
∑|R|
i=1 AAJ(Ri)
|R|
(10)
AEJsc(R) =
∑|R|
i=1 AEJ(Ri)
|R|
(11)
compsc(R) =
∑|R|
i=1 comp(Ri)
|R|
(12)
The total score used to evaluate the redescription set is obtained as a weighted-
sum function that integrates the aforementioned criteria with some predefined
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weights wi ∈ [0, 1],
∑5
i=1 wi = 1.0. Intuitively, increasing the value of wi
increases the importance of the measure scorei.
totalsc(R) = w1 · Jsc(R) + w2 · Apsc(R) + w3 ·AAJsc(R)+
w4 ·AEJsc(R) + w5 · compsc(R) (13)
All introduced redescription set measures depend on the size of the out-
put redescription sets. Since it is possible that different approaches output
redescription sets of different size, we have created scores that take this in-
formation into account. Approaches that do not succeed in producing the
required number of redescriptions are penalized in these scores, because it is
easier to create a small number of redescriptions satisfying the predefined cri-
teria than doing the same with a larger number of redescriptions. We define a
redescription Rworst such that ∀i scorei(Rworst) = 1.
Given a user-defined number of output redescriptions r ∈ N, where r ≥
|R| and any previously defined redescription evaluation measure scorei, the
corresponding redescription set measure taking into account the number of
actually produced redescriptions satisfying constraints is defined as:
scorei(R) =
∑|R|
i=1 scorei(Ri) +
∑r
i=|R|+1 scorei(Rworst)
r
(14)
Redescription sets of a size < r are penalized since r− |R| is added to the
numerator of scorei. scorei(R) is a number in [0, 1].
4 A general framework for multi-view redescription mining
In this section, we describe a generalized, memory-efficient framework for
multi-view redescription mining that significantly extends the algorithm pro-
posed in [21]. The framework is based on the generalized version of the CLUS-
RM algorithm [23] and the generalized redescription set construction proce-
dure [24] that allows creating multiple redescription sets of user-defined size,
which satisfy various user-defined preferences.
4.1 The generalized CLUS-RM algorithm
The generalised CLUS-RM algorithm (GCLUS-RM), presented in Algorithm
1, contains memory constraints on the maximal size of the redescription set.
Lines 1 to 10 present the functionality of the GCLUS-RM algorithm (ex-
planations and the pseudocode of the CLUS-RM available in [24]) allowing
the use of an arbitrary, rule-transformable, model M obtained using some
multi-target regression (multi-label classification), machine learning algorithm
Alg. Method createInitialMs takes as input the initial dataset (obtained
by creating |E| artificial examples by permuting the values of attributes of
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original examples, see [22]) and trains the initial models using the algorithm
Alg to distinguish between the original and the artificial examples. Method
extractRulesFromM transforms the obtained models into a set of rules and
adds the non-redundant rules into rule-sets. It also marks which rules can be
used for redescription construction (newly constructed and these from the pre-
vious iteration, see [22]). constructTargets constructs target variables to be
used by the algorithms in each algorithm iteration. Each rule produced on Wi
in the previous iteration is used as target to produce rules with similar support
on Wj (for more details see [22]). Since the maximal size of a redescription set
is limited, it is not allowed to have duplicate redescriptions in the set. This
necessitates redundancy checks, which are performed when the conjunctive re-
finement procedure is used (see [24]). Thus, this procedure (which iteratively
improves redescription accuracy by joining its queries with queries of redescrip-
tions whose support set is a superset or equal using a conjunction operator) is
always included during redescription construction. The algorithm can be ap-
plied to an arbitrary pair of views from the set MW = {W1,W2, . . . ,Wn}. In
case maximal size of the redescription set is reached, the algorithm exchanges
the newly produced redescription with the worst incomplete candidate from
R (lines 11 to 19 in Algorithm 1). Method createRedescriptions (lines 12
and 14) combines marked rules into redescriptions using logical operators ∧, ∨
and ¬. The method computes O(|R| · |rmWi | · |r
m
Wj
|) set intersections to obtain
redescriptions, where rmWi , r
m
Wj
are the marked subsets of rules.
Algorithm 1 The GCLUS-RM algorithm
Require: First view data (Wi), Second view data (Wj), Constraints C, Settings S, Model
generating algorithm Alg, Supplementing model generating algorithm Alg′
Ensure: A set of redescriptions R
1: procedure GCLUS-RM
2: [MWiinit ,MWjinit ] ← createInitialMs(Wi, Wj , Alg)
3: [rWi , rWj ]← extractRulesFromM(MWiinit ,MWjinit )
4: while RunInd<S.maxIter do
5: [DWi ,DWj ]← constructTargets(rWi ,rWj )
6: [MWi ,MWj ]← createMs(DWi ,DWj , Alg)
7: [rWi , rWj ]←extractRulesFromM(MWi ,MWj )
8: if (C.numSupplementModels > 0) then
9: [M′
Wi
,M′
Wj
]← createMs(DWi ,DWj , Alg
′)
10: [rWi , rWj ]← extractRulesFromM(M
′
Wi
,M′Wj )
11: if (|R| ≤ C.MaxExpansionSize) then
12: R ← R∪ createRedescriptions(rWi , rWj , C)
13: else
14: R′ ← createRedescriptions(rWi , rWj , C)
15: for (R ∈ R′) do
16: Rk ← argmaxR′∈R(J(R) − J(R
′)− (1− elemJ(R,R′)))
17: J(R) > J(R′), nViews(R′)< n
18: R ← R \Rk ∪R
19: if (C.numSupplementModels > 0) then
20: [rWi , rWj ]←removeSupplementRules(rWi , rWj )
21: return R
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Lines 8-10 and 19-20 demonstrate the use of supplementing rules derived
from any rule-transformable modelM′. We use a model obtained after training
a Random Forest ensemble, consisting of rule-transformable multi-target re-
gression (multi-label classification) tree models (see [25]). Supplementing rules
are removed from the rule sets using the removeSupplementRules method.
4.2 Description of the framework for multi-view redescription mining
In the continuation we present the notation used to shorten the pseudocode of
the framework. GCLUS_RM(Wi, Wj , C, S , Alg, Alg′) - denotes the execution of
the two-view GCLUS-RM algorithm (see Algorithm 1 and [23] for the original
CLUS-RM algorithm), with given view input parameters Wi and Wj , the re-
description constraint parameters C, settings set S and the rule-transformable
multi-target (multi-label classification) model generating algorithms Alg and
Alg′. The constraint set C includes the minimal redescription Jaccard index
(redescription accuracy), maximal p-value (redescription significance, usually
set to 0.01), minimal (mostly ≥ 5) and maximal redescription support size
(usually ≤ 0.9 · |E|) and the number of supplementing models (if a forest or
an ensemble is used). Maximal support set size disables production of very
general redescriptions or tautologies that are legal in the sense of the problem
definition, but are usually not interesting. The constraint set also contains
constraints on memory usage. The parameters WorkSetSize and MaxRSSize
are user-defined parameters defining the maximum number of redescriptions
that can be held in memory (MaxRSSize) and the maximum number of re-
descriptions to be held in memory between iterations and to be used to create
the final set of redescriptions (WorkSetSize). The model M obtained using
algorithm Alg is used to generate targets that connect two views and is trans-
formed to rules used to create redescriptions (more detailed explanation can
be seen in [23]). Rules obtained from a model M′, obtained using Alg′, are
used to increase diversity and accuracy of produced redescriptions [25]. In this
work, we only test Predictive Clustering trees and Extra multi-target PCTs
(M) as models from which main rules are generated. Using Extra multi-target
PCTs as the model from which the main rules are generated has a signifi-
cant implication on the time complexity of the GCLUS-RM algorithm and the
whole framework for multi-view redescription mining (see Section 5).
The general framework for multi-view redescription mining (see Algorithm
2) is run for a S.NRndRest random initializations of input dataset (lines
3 − 4 in Algorithm 2, see also explanation of a method createInitialMs).
The GCLUS-RM algorithm, with predefined constraints C, maximal number of
iterations S.maxIter and algorithmsAlg andAlg′, is used to produce two-view
redescriptions on each pair of available views (lines 5− 9 in Algorithm 2). The
key step that allows efficient multi-view redescription mining is to use these
incomplete redescriptions as targets to produce matching rules on remaining
views. This allows solving the task by computing O(
(
n
2
)
· |R| · |rmWi | · |r
m
Wj
|) set
intersections instead of O(R ·
∏n
i=1 |r
m
Wi
|) that would be needed if the naive
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extension to multi-view setting of the CLUS-RM algorithm was used. Naive
extension requires either computing many rules using pairwise CLUS-RM (e.g
compute rules on W1 using rules from W2 as targets, then computing rules
on W3 using rules from W2 as targets etc.) or adding rules from all views as
targets at each step of the algorithm. This still does not guarantee obtaining
rules satisfying constraints from all views and it causes significant technical
problems. Very large number of simultaneous targets is hard to satisfy and
attempts to use it usually result in very inaccurate models.
Algorithm 2 A general framework for multi-view redescription mining
Require: Available views MW = {W1, . . . ,Wn}, Constraints C, Settings S, Model gener-
ating algorithm Alg, Supplementing model generating algorithm Alg′
Ensure: A set of reduced redescription sets R
1: procedure MW-RM
2: Rall ← ∅
3: for (nrand = 0; nrand<S.NRndRest; nrand++) do
4: MW ′ = {W ′
1
, . . . ,W ′n} ←initializeViews()
5: for (i=0; i<|MW | − 1; i++) do
6: for (j=i+1; j<|MW |; j++) do
7: RunInd← 0
8: Ri,j ← GCLUS_RM(W ′i , W
′
j , C, Alg, Alg
′, S)
9: Rall ← Rall ∪Ri,j
10: for (k=0, k /∈ {i, j}; k<|MW |; k++) do
11: DWk ←constructTargets(Wk , Rall)
12: Mk ← createMs(DWk , Alg)
13: rk ←extractRulesFromM(Mk)
14: if (C.numSupplementModels > 0) then
15: M′
k
← createSupplementingMs(DWk , Alg
′)
16: rk ←extractRulesFromM(M
′
k
)
17: Rall ←completeRedescriptions(Rall , rk, S.Op, C, W
′
k
)
18: if (C.numSupplementModels > 0) then
19: rk ←removeSupplementRules(rk)
20: Rall ←normalizeMemory(Rall , C, S)
21: for (nws = 2; nws < |MW |;nws++) do
22: Rall ←removeIncomplete(Rall , nws)
23: Rall ←minimizeQueries(Rall)
24: RS ←GRSC(Rall, S.W , S.r)
25: return RS
Rules needed to complete incomplete redescriptions are obtained using any
multi-target regression or multi-label classification algorithm able to produce
rule-transformable models Mk and M′k (lines 11-13 in Algorithm 2). The
function constructTargets from line 11 in Algorithm 2 works similarly as
the target construction procedure defined in [23]. Each incomplete redescrip-
tion in the set Rall constitutes one target variable in a newly constructed
multi-target regression (classification) task. Every entity redescribed by some
redescription Rk ∈ Rall has a value 1.0 for the k-th target variable. If an
entity is not redescribed by a redescription Rk it has a value 0.0 for this vari-
able. A multi-target regression or multi-label classification rule-transformable
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model (Mk and potentiallyM′k) are trained on a dataset containing attributes
of the k-th view and the aforementioned target variables, to construct rules
which are used to complete redescriptions. Although the redescription set size
(number of potential targets) is limited, it can still be too large for training
one global regression/classification model. Thus, we allow training one model
per batch of target variables of size nt (⌈ |R|
nt
⌉ models are trained). Rules ob-
tained from the supplementing model (lines 14-16 in Algorithm 2) are used
to increase the diversity and the accuracy of the produced redescriptions. The
newly produced rules are used to complete potentially incomplete redescrip-
tions (line 17 in Algorithm 2). The rules obtained from the supplementing
model are discarded after redescription creation (lines 18−19 in Algorithm 2).
The fast growth of the number of produced redescriptions is controlled with
the two earlier explained parameters, MaxExpansionSize and WorkSetSize
inside method normalizeMemory (line 20 in Algorithm 2). This method first
calls the procedure removeIncomplete, which iteratively removes all incom-
plete redescriptions that contain only two, three, four queries etc (defined by
a variable nws) until enough memory is freed or all remaining redescriptions
are complete. If all redescriptions are complete and there is still insufficient
amount of memory, the normalizeMemory calls the generalized redescription
set construction procedure (GRSC) to create a redescription set of a reduced
size. All incomplete redescriptions are discarded before the creation of the final
result sets (lines 21 and 22 in Algorithm 2). The redescription query size is re-
duced by using the query size minimization procedure introduced in [23] (line
23 in Algorithm 2). Finally, the generalized redescription set construction pro-
cedure (GRSC) is used to create a resulting set of reduced redescription sets
(line 24 in Algorithm 2). GRSC(R,W ,r) [24] takes as input a redescription set
R, a user-defined quality measure importance weight matrixW and an integer
r denoting the required size of output redescription set. The procedure returns
one or more optimized redescription sets of size equal to or smaller than r.
The quality measure importance weight matrix allows users to influence the
structure of the resulting redescription sets by giving higher emphasis to a sub-
set of redescription quality measures (e.g giving higher weight to redescription
Jaccard index will cause the procedure to favour redescription accuracy over
diversity or reduced complexity). By default, W is a 1 × 5 matrix assigning
equal weight 15 to each quality measure.
The pseudocode of the procedure completeRedescriptions is contained
in Algorithm 3. The procedure iterates over all incomplete redescriptions (line
2 in Algorithm 3) and attempts to complete them with some rule from rule
set r (line 3 in Algorithm 3). If adding a new query to some existing incom-
plete redescription R satisfies the accuracy constraints, a new redescription
is created (lines 4-5 in Algorithm 3). Since the conjunctiveRefinement pro-
cedure is used (a procedure that can increase redescription accuracy using
existing redescriptions with support set equal to a target redescription or a
superset thereof, see [24]), a redescription is added to the set of redescriptions
only if there is no redescription with equal support and maximal accuracy
(line 6 in Algorithm 3). Refining some redescription with a maximally accu-
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rate redescription that has an equal support set yields a maximally accurate
redescription that is almost identical to the redescription used for refinement.
Otherwise, the newly created redescription is refined with redescriptions whose
support set is equal to or a superset of its support set. If the newly created re-
description has the required accuracy and support set size characteristics, it is
non-redundant and there is sufficient amount of memory available, it is added
to the set of all redescriptions through the addDiscardOrReplace method
(line 10 in Algorithm 3). It the available memory is full, the newly produced
redescription aims to replace the most similar redescription with the largest
difference in accuracy. If such candidate can not be found, newly produced
redescription is discarded.
Algorithm 3 Complete redescriptions
Require: Redescriptions R, Rules r, Operators op, Constraints C, View Wi
Ensure: A set of redescriptions R
1: procedure completeRedescriptions
2: for (R ∈ R, R.qi = ∅) do
3: for (rj ∈ r) do
4: if (J(supp(R) ∩ supp(rj),∪qi∈Rsupp(qi) ∪ supp(rj))≥ C.minJS) then
5: Rnew ← R.insertQuery(rj,Wi)
6: Rnew ←conjunctiveRefinement(Rnew ,R)
7: if Rnew = ∅ then
8: continue
9: if (supp(Rnew) ∈ [C.minSupp,C.maxSupp] ∧
J(Rnew) ≥ C.minJS) then
10: R←addDiscardOrReplace(Rnew , R)
11: if (¬ ∈ op ∧ J(supp(R) ∩ supp(¬rj),∪qi∈Rsupp(qi) ∪ supp(¬rj)) ≥
C.minJS) then
12: Rnew ← R.insertQuery(¬rj ,Wi)
13: R ←addDiscardOrReplace(Rnew , R)
14: if (6 ∃R ∈ R, nV iews(R) < n ∧ C.MaxExpansionSize = |R|) then
15: R ←refineByQueryReplacement(R\(used(R)), r\(used(r)))
16: if ∨ ∈ op then
17: R ←refineDisjunctive(R, r, Wi)
18: return R
Lines 11 − 13 demonstrate the use of negation operator. If there are no in-
complete redescriptions remaining in the redescription set after completing
lines 2 to 13 and there is no available memory, all redescriptions not tested or
completed in lines 2 to 13 are refined using remaining queries (these not used
in lines 2 to 13, obtained with used() function). This is done by exchanging
their query (for the corresponding view) with some rule from r or it’s negation
if this increases redescription accuracy (lines 14 and 15 in Algorithm 3). Use
of the refinement by query replacement is limited to preserve overall query
diversity. Method refineDisjunctive (line 17 in Algorithm 3) takes as input
a redescription set R, a rule set r, a given view Wi and it tries to improve the
accuracy of each redescription using rules from a set r constructed on view
Wi. Some rule rj ∈ r is used as a disjunctive refinement rule of a redescrip-
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tion Rp ∈ R if it maximizes: J(∩qk∈Rp,k 6=isupp(qk) \ supp(Rp), supp(rj)) or
if its negation maximizes: J(∩qk∈Rp,k 6=isupp(qk) \ supp(Rp), supp(¬rj)) and
the newly obtained redescription R′j ( with R
′.qWi ← R
′.qWi ∨ rindMax1 or
R′.qWi ← R
′.qWi ∨¬rindMax1) satisfies constraints C. Finally, the extended set
of redescriptions is returned in line 18 of Algorithm 3. Adhering to memory
constraints, this procedure potentially extends each incomplete redescription
multiple times, creating diverse set of candidates which reduces the effects of
seemingly greedy updates.
Fig. 1 The framework uses a generalized version of the CLUS-RM algorithm (Section 4.1,
[23]) to create two-view redescriptions on all pairs of views. Views are combined as denoted
by numbers (W1,W2) first, (W1,W3) second, (Wn−1,Wn) last. The produced redescriptions
form targets used to construct an arbitrary rule-based multi-target prediction model utilized
to obtain corresponding rules on other views. Rule-producing models can be enhanced by
using a Random Forest of arbitrary rule-transformable models as a supplementing model
[25] (we use PCTs with [5] and without [17] random output selections and the Extra multi-
target PCTs [16]) . The final redescription set Tn is used to create a set of redescription sets
S using the generalized redescription set construction procedure (GRSC) [24].
A high level overview of the algorithm for multi-view redescription mining
can be found in Figure 1. The memory model of the framework is depicted
in Figure 2. The example depicted in this figure is made for data contain-
ing 3 views. The starting redescription set is empty and contains two parts:
the work set and the diversity set. After the number of redescriptions (com-
plete and incomplete) in the redescription set exceeds the number allowed
for the work set, incomplete redescriptions containing only two views are dis-
carded (this happens after iteration 2 in Figure 2). Discarding continues for
incomplete redescriptions if the number of redescriptions in the set exceeds
t = C.MaxExpansionSize+C.WorkSetSize2 . If all incomplete redescriptions are dis-
carded and the number of complete redescriptions still exceeds the number t,
the generalized redescription set construction procedure is called, selecting r
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redescriptions. Iteration 5 in the example contained in Figure 2 demonstrates
this scenario. The total available memory is filled after iteration 5 is complete.
Fig. 2 The memory model used in the framework for multi-view redescription mining. The
available memory is divided in two parts: the work set and the diversity set. The example
shows memory management during iterations on data containing three views.
This causes incomplete redescriptions to be discarded, but the number of com-
plete redescriptions is still larger than t. Due to this, the generalized redescrip-
tion set construction procedure is called reducing the total number of complete
redescriptions to the user-defined parameter value of r = 2 (in this example).
4.3 Motivation for using additional tree-based models
Rule-transformable models differ by their properties, number and character-
istics of obtainable rules. It is interesting to understand the effects of using
different models for redescription construction. We focus on two tree-based
models, closely related to the PCTs, with very interesting properties: the Ex-
tra multi-target PCTs [16] and the PCTs with random output selection [5].
4.3.1 Extra multi-target Predictive Clustering trees
Extra multi-target PCTs [16] introduce random split selection into the con-
struction of Predictive Clustering trees for multi-target prediction [17]. For
each split, the extra multi-target PCTs select k random attribute-value pairs
and then compute the best candidate using the variance reduction. The same
measure is used in the regular PCTs to determine the best split, however PCTs
test all possible attribute-value pairs. Because of the high randomization, the
extra multi-target PCTs are weak models, but they have been shown to work
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well in the ensemble setting [16]. The main advantage of the Extra multi-target
PCT approach is the reduced time complexity compared to the regular PCTs.
In this work, we investigate using the Extra multi-target PCTs for creating
redescriptions. There are two potential benefits of using this algorithm: a) due
to high level of randomization, Extra multi-target PCTs may produce different
redescriptions from PCTs (increasing diversity), b) when used as a generating
model, the Extra multi-target PCTs decrease the overall time complexity of
the framework for multi-view redescription mining (see Section 5). There are
also some drawbacks, the main is caused by the large width of the Extra
multi-target PCTs (also discussed in [16]), which potentially creates a higher
number of rule-pairs to be tested as compared to regular PCTs or ensembles
thereof. Thus, the development of efficient approaches for rule selection to
obtain accurate redescriptions is of high priority.
4.3.2 Predictive clustering trees with random output selections
The ensembles of Predictive Clustering trees with random output selections
[5] train each PCT on a randomly selected subset of the target labels. Such
procedure has been show to be able to outperform the ensemble of regular
PCTs on several different datasets [5].
Using a methodology that can utilize subsets of target labels is especially
important in the step of the proposed multi-view redescription mining frame-
work tasked with the completion of the incomplete redescriptions. Completion
is done by using redescriptions as targets and training multi-target regression
(multi-label classification) model to produce rules that allow accurate comple-
tion of these incomplete redescriptions. Since redescriptions do not generally
have a strictly hierarchical structure, but are overlapping (many pairs have
even disjoint support sets), multi-target regression models trying to simulta-
neously satisfy all targets mostly fail to do so for a subset of targets.
Using ensembles of Predictive Clustering trees with random output selec-
tions may increase the overall accuracy of the framework. The main disadvan-
tage of this approach is a slightly higher execution time due to sampling of a
target space (although it does not affect the overall computational complexity
of the approach, see Section 5).
5 Computational complexity
We present the worst-case and the average-case time complexity analyses for
the framework capable of performing multi-view redescription mining with
the use of multi-target Predictive Clustering trees [17], multi-target Predictive
Clustering trees with random output selection [5] and the Extra multi-target
PCTs [16] as supplementing models and using Predictive Clustering trees and
Extra multi-target PCTs as main rule generating models (these models are
transformed to rules used to explore the search space).
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5.1 Complexity using PCTs as generating model
The time complexity of creating a Predictive Clustering tree model is O(m ·
|E| · log22(|E|)) + O(S ·m · |E|log2|E|) + O(|E|log2(|E|)) (see [16]), where m
denotes the number of attributes, |E| the number of entities contained in the
data and S the number of target variables. The number of target variables
is constrained in our framework with |R|, number of rules z or user defined
parameter NumTarget< |R|. In case user-defined parameter is used, PCT is
trained ⌊ z
′
NumTarget
⌋+1 times (where z′ represents the total number of targets
- rules or redescriptions). Taking this into account, the average case time com-
plexity of a GCLUS-RM algorithm, using PCTs as generating model and the
conjunctive refinement procedure is O((|V1|+ |V2|) · |E| · log22(|E|)+S · (|V1|+
|V2|) · |E| · log2|E|+z
3 · |E|), where |Vi| denotes the number of attributes in the
i-th view. The worst case time complexity (given inadequate hashing function)
equals O((|V1|+ |V2|) · |E| · log22(|E|)+S · (|V1|+ |V2|) · |E| · log2|E|+ z
3 · |E|2).
The time complexity of the GCLUS-RM dominates the time complexity of the
PCT. It is also worth noting that in between GCLUS-RM executions, maxi-
mal size of a redescription set is constrained and can be considered a constant.
Thus, the time complexity of a generalized redescription set construction pro-
cedure equals O(|E|). Using this, the average case time complexity of the
algorithm for multi-view redescription mining, using GCLUS-RM with PCT
generating model is O(
∑n−1
i=1
∑n
j=i+1((|Vi|+ |Vj |) · |E| · log
2
2(|E|) + S · (|Vi|+
|Vj |) · |E| · log2|E|+ z
3 · |E|), which is O((n− 1) · ((
∑n
i=1 |Vi|) · |E| · log
2
2(|E|)+
S · (
∑n
i=1 |Vi|) · |E| · log2|E|)+
n·(n−1)
2 ·z
3 · |E|), where n denotes the number of
views. Since n << min|Vi|, |E|, i ≤ n and n2 << |E| in most real applications
it can be considered a constant. Thus, the average case time complexity of the
algorithm is O((
∑n
i=1 |Vi|) · |E| · log
2
2(|E|) + S · (
∑n
i=1 |Vi|) · |E| · log2|E|) +
z3 · |E|). Similarly, the worst case time complexity of the framework equals:
O((
∑n
i=1 |Vi|) · |E| · log
2
2(|E|) + S · (
∑n
i=1 |Vi|) · |E| · log2|E|) + z
3 · |E|2).
5.2 Complexity when using Extra trees as a model from which main space
exploration rules are obtained
The time complexity of creating the Extra multi-target PCTs is O(k · S ·
log2|E|) +O(|E| · log2(|E|)) [16], where k denotes the number of randomly se-
lected attribute splits that are evaluated to determine the best candidate.
Given this, the average case time complexity of the GCLUS-RM is O(k ·
S · log2(|E|) + |E| · log2|E| + z
3 · |E|), or the worst case time complexity
O(k·S ·log2(|E|)+|E|·log2|E|+z
3·|E|2). Despite having much lower complexity
compared to the GCLUS-RM with PCT generating model, due to the bushi-
ness and width of the Extra multi-target PCTs (as described in [16]), using this
model causes significant increase in the z constant compared to using regular
PCTs. The overall complexity of the framework for multi-view redescription
mining, using Extra multi-target PCTs as rule-generating model has average
time complexity: O(n·(n−1)2 · (k · S · log2(|E|) + |E| · log2|E|+ z
3 · |E|)). Given
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n << min|Vi|, |E|, i ≤ n and n2 << |E|, the overall complexity is identical
to the complexity of the GCLUS-RM algorithm using the Extra multi-target
PCTs, O(k · S · log2(|E|) + |E| · log2|E|+ z3 · |E|).
5.3 Complexity of using Random Forest of supplementing models
We use three types of supplementing models: a) Random Subspaces of Pre-
dictive Clustering trees, b) Random Forest of Extra tree multi-target models
and c) Random Forest of Predictive Clustering trees with output selections.
When Random Subspaces of Predictive Clustering trees are learned, first a
random attribute subset of size as = max(⌈|Vi| · (1 − z
√
(1− p))⌉, log2(|Vi|))
is selected [25], where p equals the desired probability of obtaining an at-
tribute in a split of every tree in a forest. Next, the regular PCT model is
learned on each attribute subset. Thus, the overall complexity of building
such a Forest is: O(as · |E| · log22(|E|))+O(S ·as · |E|log2|E|)+O(|E|log2(|E|)).
Learning a Random Forest of Extra PCTs has equal complexity O(k · S ·
log2(|E|) + |E| · log2|E|+ z
3 · |E|), but here k ≤ as. Learning a Random For-
est of Predictive Clustering trees with output selections has a complexity of
O(as · |E′| · log22(|E
′|)) +O(S · as · |E′|log2|E
′|) +O(|E′|log2(|E
′|)) +O(|E|),
where E′ denotes the fraction of the input training data used in Bagging (usu-
ally, |E′| = 0.632 · |E| (see [17]). Thus, learning PCT generating models has
higher time complexity than learning supplementing models. Using supple-
menting models does not increase overall complexity when PCTs are used as
a rule generating model. When Extra multi-target PCT algorithm is used as
a generating model, using Forest of PCTs as supplementing model increases
the time complexity of the approach but no more than the time complexity of
using PCTs as generating model. The main problem in using large forests is
potentially large increase in the constant z.
6 Data description
We use three different datasets to evaluate the proposed multi-view redescrip-
tion mining methodology: a) the Country dataset, b) the River water quality
dataset and c) the Phenotype dataset. The last two datasets are also used in
a use case depicting the application of the proposed methodology to increase
the understanding of machine learning predictive models, to help in model
selection or in construction of a ensemble of machine learning models.
a) The Country dataset contains 141 entities (world countries) which are de-
scribed with 4 different views. The information is about the countries for
the year 2012. Country trade, consisting of 309 numerical attributes and
obtained from the UNCTAD database [30] makes the first view. The second
view, describing the population of these countries, consists of 21 numer-
ical attributes. Part of this data was obtained from the World bank [31]
and part from the UN [29] database. The third view contains 47 numerical
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attributes describing energy production and consumption of these coun-
tries. The fourth view describes different aspects of country development
and wealth (agriculture, work, financial and ecological indicators) with 33
numerical attributes. The data contained in the third and the fourth view
was obtained from the UN database [29]. All views have missing values.
b) The River water quality dataset (Slovenian Water) [6] contains 3 views
describing 1061 water samples taken from the Slovenian rivers by the Hy-
drometeorological Institute of Slovenia. The first view contains 16 numer-
ical attributes representing physical and chemical measurements of water
quality (e.g. biological oxygen demand, chlorine concentration, etc). The
second view contains the occurrence frequency of 7 different plant species,
whereas the third view contains occurrence frequency of 7 different animal
species. The frequencies are coded as: 0-not present, 1-incidental occur-
rence, 3-frequently occurring and 5-abundantly occurring.
c) The phenotype dataset [4] has three views, all containing numerical at-
tributes with missing values. Attributes contained in these views describe
92 entities (phenotypic properties of different microbial species). All 811
attributes contained in the first view are positive feature importance scores,
where features are metagenomic co-occurrences (co-occurrence of species
across environmental sequencing data sets), made by the Random Forest
algorithm to predict the presence of these phenotypic properties in different
microbial organisms. Similarly, the second view contains 419 attributes that
represent the feature ranking scores, where the features represent proteome
composition - relative frequencies of amino acids. The third view contains
990 attributes that represent feature ranking scores, where features repre-
sent genomic signatures of translation efficiency in gene families.
7 Experiments and results
In this section, we present the evaluation results of the proposed framework
for multi-view redescription mining. On each dataset, we created 10 different
redescription sets, starting from different initial clusterings obtained by using
randomizations with different seeds (see [23]). The result tables contain the
average performance measures achieved over these 10 runs for each of the 12
aforementioned redescription set measures followed by the corresponding stan-
dard deviations. The parameters used in each step of the evaluation process
are listed in Table 2. For the APP (see Section 7.5), we create one redescription
set by performing 10 runs with the parameters specified in Table 2.
JminA denotes the minimal Jaccard index required to use redescriptions in the
conjunctive refinement procedure (see [24]), |ri| is the maximal rule length ob-
tainable by transforming PCTs to rules and the average rule length obtainable
by transforming forest of tree-based models to rules, L (op) denotes the query
language (conjunction, disjunction, negation, all operators), T the number of
trees used in the experiment and Iter. the number of iterations used in the
GCLUS-RM algorithm. Notation 1 + {20, 50} denotes two settings, 1 PCT
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Table 2 Algorithm parameters used to create redescription sets on the Country dataset
(C), River water quality dataset (W) and Phenotype dataset (P). Different experiments are
abbreviated as: QP - quality of produced sets, RFSM - random forest of supplementing mod-
els, RG - rule generation model, VRSP - view random subset projection, APP - application.
For a thorough explanation of dataset Wp see Section 7.5.
Exp. D JminA Jmin pmax supp. |ri| Iter. L |T | |Rred|
C 0.5 0.6 0.01 [5, 100] 8 5 all 1 ≤ 200
QP/VRSP W 0.3 0.5 0.01 [5, 800] 8 5 all 1 ≤ 200
P 0.01 0.1 0.01 [5, 70] 8 15 all 1 ≤ 200
C 0.5 0.6 0.01 [5, 100] 4 2 all 1 + {20, 50} ≤ 200
RFSM W 0.3 0.6 0.01 [5, 800] 8 4 all 1 + {20, 50} ≤ 200
P 0.3 0.5 0.01 [5, 70] 4 15 all 1 + {20, 50} ≤ 200
C 0.5 0.6 0.01 [5, 100] 5 2 all 1, 2, 4, 6 ≤ 200
RG W 0.3 0.6 0.01 [5, 800] 8 4 all 1, 2, 4, 6 ≤ 200
P 0.2 0.4 0.01 [5, 70] 6 15 all 1, 2, 4, 6 ≤ 200
APP Wp 0.01 0.2 0.01 [5, 150] 8 10 all 1 ≤ 200
with a supplementing forest model containing either 20 or 50 trees. To demon-
strate the difference between using a single PCT model and the PCT model
supplemented by a Random Forest of models, we increased the strictness of ac-
curacy constraints in these experiments. To reduce the overall execution time
of these experiments and achieve faster redescription generation when using
supplementing models, we reduced the number of iterations and tree depths as
compared to the experiments using a single PCT model. In all experiments we
used kc = 20, the required reduced redescription set size r = 200, and the 1×5
matrix W having all entries equal to 0.2. To shorten the notation, all results
tables contain the following abbreviations: AJ for the average Jaccard index
of redescriptions contained in the redescription set, AEJ for AEJsc, AAJ for
AAJsc, ARC for compsc and RSS for the totalsc.
In all tables presenting results in the following sections, the odd rows (these
aligned with the memory constraint specification or a model type specification)
contain the values of the aforementioned measures whereas the even rows con-
tain the corresponding standard deviations (thus each memory-model setup
takes two rows in the table). The best performing configuration for each mea-
sure and the most stable configuration, given standard deviation of these mea-
sures across 10 runs, using given memory parameters or a given dataset are
presented in bold-face. All measures, with the exception of the average Jac-
card index, need to be minimized. Lower standard deviation means more stable
results (which is highly desirable).
7.1 Evaluating quality of produced redescription sets
We present the results of evaluating our framework for multi-view redescription
mining using one PCT as rule-generating model. We test the performance
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of this framework with different values of memory parameters (working and
maximal allowed memory size).
Fig. 3 Overall score Rscore obtained for the redescription set using a single rule-generating
PCT model with different memory parameters.
The results presented in Table 3 and Figure 3 show that increasing the
amount of memory allows obtaining redescription sets of higher quality. How-
ever, the difference in quality between the redescription set produced with
the smallest memory setting (200, 1700) and the largest memory setting
(3000, 6000) across 10 runs is not significant, as computed by the one-sided
Wilcoxon signed-rank test, for the Country (p = 0.423) and the Water (p =
0.278) dataset but it is significant for the Phenotype dataset (0.032) with the
significance level 0.05. Increasing the amount of iterations used to create re-
descriptions mostly improves this result (see Figure 1 from Supplementary
document 1 and the corresponding significance analyses). On two out of three
datasets, the final memory setting (with the largest amount of memory) has
the best overall redescription set score. The final redescription set score is very
stable on the Slovenian Water and Phenotype datasets, but its standard devi-
ation is significantly higher on the World Country dataset. The main reason
for this is the inability of the framework to produce 200 complete redescrip-
tions for each of the 10 different runs. This is also visible from different values
of RSS and RSS. Increasing the number of iterations (Iter.) resolves this
problem (see Figure 1 from Supplementary document 1). The study of the
execution time of the framework with various number of views is available in
Section 2 of Supplementary document 1.
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Table 3 Evaluation results of a framework for multi-view redescription mining, on three
different datasets (C,W,P), using single PCT model as a rule-generating model with different
sizes of the working and maximal available memory (M).
D M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
200, 1700 0.72 0.25 0.66 0.20 0.73 0.42 0.68 0.29 0.68 0.25 0.74 0.46
0.03 0.08 0.07 0.03 0.08 0.03 0.14 0.17 0.09 0.15 0.09 0.11
300, 1800 0.72 0.27 0.70 0.20 0.74 0.44 0.69 0.30 0.69 0.24 0.75 0.46
0.03 0.09 0.07 0.04 0.06 0.02 0.12 0.15 0.08 0.12 0.07 0.09
400, 1900 0.73 0.28 0.68 0.21 0.76 0.44 0.68 0.32 0.71 0.26 0.77 0.48
0.03 0.09 0.08 0.03 0.05 0.03 0.16 0.18 0.10 0.17 0.08 0.12
C 500, 2000 0.73 0.28 0.67 0.20 0.76 0.44 0.68 0.32 0.69 0.25 0.73 0.47
0.03 0.08 0.07 0.03 0.05 0.03 0.16 0.18 0.09 0.17 0.07 0.13
1000, 4000 0.72 0.25 0.69 0.20 0.71 0.43 0.67 0.29 0.71 0.25 0.73 0.46
0.02 0.09 0.06 0.04 0.06 0.02 0.16 0.19 0.09 0.18 0.09 0.13
2000, 5000 0.72 0.25 0.67 0.19 0.71 0.42 0.67 0.29 0.69 0.24 0.72 0.46
0.03 0.08 0.07 0.03 0.06 0.03 0.16 0.19 0.10 0.18 0.09 0.13
3000, 6000 0.72 0.24 0.67 0.19 0.70 0.42 0.67 0.29 0.69 0.24 0.71 0.45
0.02 0.10 0.07 0.03 0.06 0.03 0.15 0.19 0.09 0.18 0.09 0.13
200, 1700 0.68 0.80 0.64 0.37 0.57 0.54 0.68 0.80 0.64 0.37 0.57 0.54
0.02 0.03 0.05 0.07 0.05 0.03 0.02 0.03 0.05 0.07 0.05 0.03
300, 1800 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
0.02 0.04 0.05 0.07 0.06 0.03 0.02 0.04 0.05 0.07 0.06 0.03
400, 1900 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
0.02 0.04 0.05 0.07 0.06 0.03 0.02 0.04 0.05 0.07 0.06 0.03
W 500, 2000 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
0.02 0.04 0.05 0.07 0.06 0.03 0.02 0.04 0.05 0.07 0.06 0.03
1000, 4000 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
0.02 0.04 0.05 0.07 0.05 0.03 0.02 0.04 0.05 0.07 0.05 0.03
2000, 5000 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
0.02 0.04 0.05 0.07 0.05 0.03 0.02 0.04 0.05 0.07 0.05 0.03
3000, 6000 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
0.02 0.04 0.05 0.07 0.05 0.03 0.02 0.04 0.05 0.07 0.05 0.03
200, 1700 0.20 0.78 0.10 0.05 0.40 0.43 0.20 0.78 0.10 0.05 0.40 0.43
0.02 0.02 0.02 0.01 0.03 0.01 0.02 0.02 0.02 0.01 0.03 0.01
300, 1800 0.20 0.78 0.10 0.05 0.40 0.42 0.20 0.78 0.10 0.05 0.40 0.42
0.02 0.02 0.02 0.01 0.03 0.01 0.02 0.02 0.02 0.01 0.03 0.01
400, 1900 0.21 0.78 0.11 0.05 0.39 0.42 0.21 0.78 0.11 0.05 0.39 0.42
0.03 0.02 0.01 0.01 0.01 0.01 0.03 0.02 0.01 0.01 0.01 0.01
P 500, 2000 0.20 0.78 0.10 0.05 0.40 0.42 0.20 0.78 0.10 0.05 0.40 0.42
0.02 0.02 0.01 0.01 0.02 0.01 0.02 0.02 0.01 0.01 0.02 0.01
1000, 4000 0.21 0.77 0.10 0.04 0.40 0.42 0.21 0.77 0.10 0.04 0.40 0.42
0.03 0.02 0.01 0.01 0.02 0.01 0.03 0.02 0.01 0.01 0.02 0.01
2000, 5000 0.21 0.77 0.10 0.04 0.40 0.42 0.21 0.77 0.10 0.04 0.40 0.42
0.03 0.02 0.01 0.01 0.02 0.01 0.03 0.02 0.01 0.01 0.02 0.01
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Table 3 Continued from previous page
D M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
3000, 6000 0.21 0.77 0.10 0.04 0.40 0.42 0.21 0.77 0.10 0.04 0.40 0.42
0.03 0.02 0.01 0.01 0.03 0.01 0.03 0.02 0.01 0.01 0.03 0.01
7.2 Using Random Forest of supplementing models
We evaluate the effects of using a Random Forest of supplementing models,
combined with one PCT rule-generating model, on the quality of the produced
redescription set. We use different redescription set evaluation measures.
Table 4 Quality of redescription sets produced on the World Country dataset using the
framework for multi-view redescription mining with a Random Forest supplementing model
containing 50 trees, given different memory sizes (work size, maximal memory size).
M M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCT 0.71 0.39 0.79 0.35 0.62 0.49 0.32 0.7 0.9 0.68 0.82 0.76
0.04 0.15 0.1 0.13 0.05 0.04 0.23 0.27 0.1 0.24 0.13 0.19
PCTSub 0.75 0.32 0.73 0.11 0.71 0.42 0.75 0.32 0.73 0.11 0.71 0.42
2
0
0
,
1
7
0
0
0.02 0.11 0.07 0.01 0.07 0.02 0.02 0.11 0.07 0.01 0.07 0.02
PCTET 0.74 0.38 0.77 0.17 0.74 0.47 0.69 0.41 0.78 0.22 0.76 0.5
0.01 0.16 0.06 0.04 0.04 0.03 0.14 0.2 0.07 0.17 0.07 0.11
PCTROS 0.76 0.31 0.71 0.12 0.74 0.43 0.76 0.31 0.71 0.12 0.74 0.43
0.02 0.12 0.08 0.02 0.08 0.02 0.02 0.12 0.08 0.02 0.08 0.02
PCT 0.7 0.39 0.79 0.36 0.62 0.49 0.34 0.69 0.9 0.67 0.82 0.75
0.04 0.14 0.1 0.13 0.05 0.05 0.24 0.28 0.11 0.25 0.12 0.19
PCTSub 0.75 0.31 0.75 0.12 0.72 0.43 0.75 0.31 0.75 0.12 0.72 0.43
3
0
0
,
1
8
0
0
0.02 0.15 0.08 0.02 0.08 0.02 0.02 0.15 0.08 0.02 0.08 0.02
PCTET 0.74 0.37 0.76 0.17 0.76 0.46 0.7 0.4 0.78 0.21 0.77 0.49
0.02 0.15 0.08 0.03 0.05 0.03 0.14 0.2 0.09 0.17 0.07 0.11
PCTROS 0.76 0.32 0.7 0.12 0.74 0.42 0.76 0.32 0.7 0.12 0.74 0.42
0.02 0.11 0.09 0.02 0.07 0.02 0.02 0.11 0.09 0.02 0.07 0.02
PCT 0.7 0.39 0.79 0.35 0.62 0.49 0.35 0.68 0.89 0.65 0.81 0.74
0.04 0.15 0.1 0.14 0.07 0.05 0.24 0.29 0.11 0.26 0.14 0.2
PCTSub 0.75 0.29 0.75 0.12 0.72 0.43 0.75 0.29 0.75 0.12 0.72 0.43
4
0
0
,
1
9
0
0
0.02 0.16 0.07 0.03 0.09 0.02 0.02 0.16 0.07 0.03 0.09 0.02
PCTET 0.74 0.37 0.77 0.16 0.75 0.46 0.7 0.4 0.78 0.21 0.76 0.49
0.01 0.15 0.07 0.02 0.05 0.03 0.13 0.2 0.08 0.15 0.07 0.1
PCTROS 0.76 0.32 0.7 0.12 0.76 0.43 0.76 0.32 0.7 0.12 0.76 0.43
0.02 0.12 0.08 0.02 0.07 0.02 0.02 0.12 0.08 0.02 0.07 0.02
PCT 0.7 0.39 0.79 0.34 0.62 0.49 0.35 0.69 0.89 0.65 0.81 0.74
0.04 0.15 0.1 0.14 0.07 0.05 0.25 0.28 0.1 0.26 0.14 0.2
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M M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCTSub 0.75 0.31 0.75 0.12 0.72 0.43 0.75 0.31 0.75 0.12 0.72 0.43
5
0
0
,
2
0
0
0
0.01 0.15 0.07 0.03 0.09 0.02 0.01 0.15 0.07 0.03 0.09 0.02
PCTET 0.75 0.37 0.76 0.16 0.76 0.46 0.71 0.39 0.78 0.21 0.78 0.49
0.02 0.15 0.07 0.02 0.06 0.03 0.13 0.19 0.08 0.15 0.07 0.1
PCTROS 0.76 0.33 0.71 0.11 0.75 0.43 0.76 0.33 0.71 0.11 0.75 0.43
0.02 0.11 0.08 0.02 0.08 0.02 0.02 0.11 0.08 0.02 0.08 0.02
PCT 0.7 0.39 0.79 0.34 0.61 0.49 0.34 0.69 0.89 0.65 0.81 0.74
0.04 0.15 0.09 0.14 0.07 0.05 0.24 0.28 0.1 0.26 0.14 0.2
PCTSub 0.75 0.3 0.76 0.12 0.71 0.43 0.75 0.3 0.76 0.12 0.71 0.43
1
0
0
0
,
4
0
0
0
0.02 0.13 0.06 0.02 0.08 0.02 0.02 0.13 0.06 0.02 0.08 0.02
PCTET 0.75 0.36 0.75 0.15 0.75 0.45 0.71 0.38 0.77 0.19 0.76 0.48
0.01 0.1 0.09 0.02 0.07 0.03 0.12 0.16 0.09 0.14 0.08 0.09
PCTROS 0.75 0.28 0.72 0.11 0.72 0.42 0.75 0.28 0.72 0.11 0.72 0.42
0.02 0.13 0.08 0.02 0.1 0.02 0.02 0.13 0.08 0.02 0.1 0.02
PCT 0.7 0.4 0.73 0.32 0.59 0.47 0.32 0.7 0.9 0.67 0.82 0.75
0.05 0.16 0.27 0.18 0.08 0.08 0.27 0.3 0.11 0.29 0.15 0.22
PCTSub 0.75 0.26 0.76 0.12 0.71 0.42 0.75 0.26 0.76 0.12 0.71 0.42
2
0
0
0
,
5
0
0
0
0.02 0.14 0.06 0.02 0.1 0.02 0.02 0.14 0.06 0.02 0.1 0.02
PCTET 0.75 0.34 0.76 0.15 0.73 0.45 0.75 0.34 0.76 0.15 0.73 0.45
0.01 0.12 0.09 0.02 0.07 0.02 0.01 0.12 0.09 0.02 0.07 0.02
PCTROS 0.75 0.28 0.73 0.11 0.7 0.42 0.75 0.28 0.73 0.11 0.7 0.42
0.02 0.14 0.07 0.03 0.07 0.02 0.02 0.14 0.07 0.03 0.07 0.02
PCT 0.7 0.4 0.73 0.32 0.59 0.47 0.32 0.7 0.9 0.67 0.82 0.75
0.05 0.16 0.27 0.18 0.08 0.08 0.27 0.3 0.11 0.29 0.15 0.22
PCTSub 0.74 0.25 0.76 0.12 0.69 0.41 0.74 0.25 0.76 0.12 0.69 0.41
3
0
0
0
,
6
0
0
0
0.02 0.16 0.07 0.02 0.09 0.02 0.02 0.16 0.07 0.02 0.09 0.02
PCTET 0.75 0.34 0.75 0.15 0.73 0.44 0.75 0.34 0.75 0.15 0.73 0.44
0.01 0.12 0.09 0.02 0.06 0.02 0.01 0.12 0.09 0.02 0.06 0.02
PCTROS 0.75 0.28 0.72 0.11 0.71 0.42 0.75 0.28 0.72 0.11 0.71 0.42
0.02 0.13 0.08 0.03 0.09 0.02 0.02 0.13 0.08 0.03 0.09 0.02
The results obtained on the World Country dataset, presented in Table
4 show that the framework for multi-view redescription mining with a Ran-
dom Forest using random attribute subspaces (Sub) and random output (tar-
get) selections (ROS) supplementing models achieves the best performance.
On smaller and medium memory size parameters, the framework with Sub
achieves best performance in attribute diversity, occasionally significance score
and overall redescription set score, while the framework with ROS achieves
best performance in redescription accuracy, entity diversity and occasionally
significance score. Using larger memory parameters allows the framework with
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Extra multi-target PCT to achieve competitive accuracy score but the overall
best performance is divided between the Sub and the ROS.
The results on the Slovenian Water quality dataset (see Table 5) show
that using a single PCT model has the best performance on many different
redescription set quality measures, however this is the artefact that occurs due
to very small number of produced redescriptions (visible in the large standard
deviation for this approach). The underline scores show the true difference
between the approaches. Supplementing models create a much larger number
of redescriptions and the quality of the finally produced redescription set is
almost twice better. When using smaller amount of memory, our framework
with the Sub and the ROS supplementing models achieves the best perfor-
mance, but using a larger amount of memory allows the framework with the
Extra multi-target PCTs to outperform the other approaches.
Table 5 Quality of redescription sets produced on the Slovenian Water dataset using the
framework for multi-view redescription mining with a Random Forest supplementing model
containing 50 trees, given different memory sizes (work size, maximal memory size).
M M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
PCTSub 0.69 0.8 0.67 0.34 0.52 0.53 0.66 0.81 0.69 0.36 0.54 0.55
2
0
0
,
1
7
0
0
0.02 0.02 0.04 0.06 0.03 0.02 0.1 0.03 0.05 0.11 0.07 0.07
PCTET 0.66 0.76 0.73 0.37 0.56 0.55 0.58 0.79 0.76 0.44 0.61 0.6
0.01 0.05 0.04 0.09 0.07 0.03 0.19 0.08 0.09 0.21 0.15 0.14
PCTROS 0.69 0.76 0.69 0.35 0.6 0.54 0.67 0.77 0.7 0.37 0.61 0.55
0.02 0.03 0.04 0.05 0.06 0.03 0.07 0.04 0.05 0.09 0.07 0.06
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
PCTSub 0.69 0.8 0.67 0.33 0.52 0.53 0.66 0.81 0.69 0.35 0.53 0.54
3
0
0
,
1
8
0
0
0.02 0.02 0.04 0.06 0.03 0.02 0.1 0.03 0.05 0.11 0.07 0.07
PCTET 0.66 0.76 0.73 0.37 0.55 0.55 0.57 0.79 0.76 0.44 0.6 0.6
0.02 0.05 0.04 0.09 0.08 0.04 0.19 0.08 0.09 0.21 0.16 0.14
PCTROS 0.69 0.77 0.69 0.35 0.6 0.54 0.67 0.77 0.7 0.36 0.61 0.55
0.02 0.03 0.04 0.06 0.06 0.03 0.07 0.04 0.05 0.09 0.08 0.06
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
PCTSub 0.69 0.8 0.67 0.33 0.52 0.52 0.67 0.8 0.68 0.34 0.53 0.54
4
0
0
,
1
9
0
0
0.02 0.02 0.03 0.06 0.03 0.02 0.08 0.03 0.04 0.1 0.07 0.06
PCTET 0.66 0.76 0.73 0.38 0.56 0.55 0.57 0.79 0.76 0.44 0.61 0.61
0.01 0.05 0.05 0.09 0.08 0.04 0.19 0.08 0.09 0.22 0.16 0.14
PCTROS 0.69 0.76 0.69 0.34 0.58 0.54 0.67 0.76 0.7 0.36 0.59 0.55
0.02 0.04 0.04 0.06 0.07 0.03 0.07 0.05 0.04 0.09 0.08 0.06
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
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M M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCTSub 0.69 0.8 0.67 0.33 0.52 0.53 0.67 0.8 0.68 0.34 0.53 0.54
5
0
0
,
2
0
0
0
0.02 0.02 0.04 0.05 0.03 0.02 0.07 0.03 0.04 0.09 0.05 0.05
PCTET 0.66 0.76 0.73 0.38 0.56 0.55 0.57 0.79 0.76 0.44 0.61 0.61
0.02 0.05 0.05 0.09 0.07 0.04 0.2 0.08 0.09 0.21 0.15 0.14
PCTROS 0.69 0.76 0.69 0.34 0.59 0.54 0.67 0.77 0.7 0.36 0.59 0.55
0.02 0.04 0.04 0.06 0.06 0.03 0.07 0.05 0.04 0.09 0.08 0.06
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
PCTSub 0.69 0.8 0.67 0.32 0.52 0.52 0.67 0.81 0.68 0.34 0.53 0.54
1
0
0
0
,
4
0
0
0
0.02 0.02 0.04 0.05 0.03 0.02 0.09 0.03 0.05 0.11 0.07 0.06
PCTET 0.67 0.76 0.72 0.3 0.47 0.51 0.67 0.76 0.72 0.3 0.47 0.51
0.01 0.03 0.04 0.03 0.04 0.02 0.01 0.03 0.04 0.03 0.04 0.02
PCTROS 0.69 0.76 0.7 0.33 0.56 0.53 0.67 0.76 0.7 0.34 0.57 0.54
0.01 0.04 0.04 0.06 0.07 0.03 0.06 0.05 0.05 0.1 0.09 0.06
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
PCTSub 0.69 0.8 0.67 0.33 0.52 0.52 0.67 0.81 0.68 0.35 0.53 0.54
2
0
0
0
,
5
0
0
0
0.02 0.02 0.04 0.05 0.03 0.02 0.09 0.03 0.05 0.11 0.07 0.06
PCTET 0.67 0.78 0.72 0.25 0.42 0.5 0.67 0.78 0.72 0.25 0.42 0.5
0.01 0.03 0.03 0.01 0.01 0.01 0.01 0.03 0.03 0.01 0.01 0.01
PCTROS 0.69 0.76 0.69 0.31 0.54 0.52 0.69 0.76 0.69 0.31 0.54 0.52
0.01 0.03 0.04 0.06 0.08 0.03 0.01 0.03 0.04 0.06 0.08 0.03
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
PCTSub 0.69 0.8 0.67 0.33 0.52 0.52 0.67 0.81 0.68 0.35 0.53 0.54
3
0
0
0
,
6
0
0
0
0.02 0.02 0.04 0.05 0.03 0.02 0.09 0.03 0.05 0.11 0.07 0.06
PCTET 0.68 0.78 0.72 0.24 0.41 0.49 0.68 0.78 0.72 0.24 0.41 0.49
0.01 0.02 0.02 0.01 0.02 0.01 0.01 0.02 0.02 0.01 0.02 0.01
PCTROS 0.69 0.75 0.7 0.29 0.5 0.51 0.69 0.75 0.7 0.29 0.5 0.51
0.01 0.03 0.04 0.06 0.08 0.03 0.01 0.03 0.04 0.06 0.08 0.03
On the Phenotype dataset (see Table 6) the framework manages to create
very small number of redescriptions, satisfying predefined constraints, with-
out using supplementing models. This causes the approach to have a relatively
favourable averages, but very high standard deviation. Thus, the underline
scores show the true performance difference between using the framework with
and without supplementing models. The framework using the Sub supplement-
ing model outperforms the other approaches on the Phenotype dataset.
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Table 6 Quality of redescription sets produced on the Phenotype dataset using the frame-
work for multi-view redescription mining with a Random Forest supplementing model con-
taining 50 trees, given different memory sizes (work size, maximal memory size).
M M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.74 0.84 0.58 0.02 0.38 0.42 0.74 0.84 0.58 0.02 0.38 0.42
2
0
0
,
1
7
0
0
0.02 0.02 0.04 0.0 0.02 0.01 0.02 0.02 0.04 0.0 0.02 0.01
PCTET 0.74 0.86 0.64 0.04 0.43 0.45 0.69 0.87 0.67 0.09 0.47 0.48
0.04 0.0 0.04 0.01 0.03 0.01 0.13 0.02 0.05 0.15 0.08 0.08
PCTROS 0.73 0.86 0.63 0.04 0.39 0.44 0.7 0.87 0.65 0.09 0.42 0.47
0.04 0.01 0.04 0.02 0.03 0.01 0.11 0.01 0.05 0.12 0.09 0.07
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.74 0.84 0.58 0.02 0.38 0.42 0.74 0.84 0.58 0.02 0.38 0.42
3
0
0
,
1
8
0
0
0.02 0.02 0.05 0.0 0.02 0.01 0.02 0.02 0.05 0.0 0.02 0.01
PCTET 0.74 0.86 0.64 0.04 0.43 0.45 0.69 0.87 0.67 0.09 0.47 0.48
0.04 0.0 0.04 0.01 0.03 0.01 0.13 0.02 0.05 0.15 0.08 0.08
PCTROS 0.73 0.86 0.63 0.04 0.39 0.44 0.7 0.87 0.65 0.09 0.42 0.47
0.04 0.01 0.04 0.02 0.03 0.01 0.11 0.01 0.04 0.12 0.09 0.07
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.74 0.84 0.58 0.02 0.37 0.41 0.74 0.84 0.58 0.02 0.37 0.41
4
0
0
,
1
9
0
0
0.02 0.02 0.05 0.01 0.02 0.01 0.02 0.02 0.05 0.01 0.02 0.01
PCTET 0.73 0.86 0.64 0.04 0.44 0.45 0.68 0.87 0.67 0.11 0.48 0.49
0.04 0.0 0.04 0.02 0.03 0.01 0.14 0.02 0.05 0.16 0.09 0.09
PCTROS 0.73 0.86 0.63 0.04 0.39 0.44 0.7 0.87 0.65 0.09 0.42 0.47
0.04 0.01 0.04 0.02 0.03 0.01 0.11 0.01 0.05 0.12 0.09 0.07
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.74 0.84 0.58 0.02 0.37 0.42 0.74 0.84 0.58 0.02 0.37 0.42
5
0
0
,
2
0
0
0
0.02 0.02 0.05 0.01 0.02 0.01 0.02 0.02 0.05 0.01 0.02 0.01
PCTET 0.74 0.86 0.65 0.04 0.44 0.45 0.66 0.88 0.69 0.15 0.5 0.51
0.03 0.01 0.04 0.02 0.03 0.01 0.16 0.02 0.07 0.2 0.11 0.11
PCTROS 0.73 0.86 0.64 0.04 0.39 0.44 0.7 0.87 0.66 0.08 0.42 0.46
0.04 0.0 0.04 0.02 0.03 0.01 0.1 0.01 0.05 0.11 0.08 0.06
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.73 0.84 0.58 0.02 0.36 0.41 0.73 0.84 0.58 0.02 0.36 0.41
1
0
0
0
,
4
0
0
0
0.03 0.02 0.04 0.01 0.02 0.01 0.03 0.02 0.04 0.01 0.02 0.01
PCTET 0.74 0.86 0.65 0.05 0.44 0.45 0.65 0.88 0.7 0.16 0.51 0.52
0.02 0.01 0.03 0.03 0.03 0.01 0.18 0.03 0.09 0.24 0.13 0.13
PCTROS 0.74 0.86 0.64 0.04 0.39 0.44 0.69 0.87 0.66 0.09 0.43 0.47
0.04 0.0 0.03 0.02 0.03 0.01 0.11 0.02 0.05 0.13 0.09 0.08
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Table 6 Continued from previous page
M M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.74 0.84 0.58 0.02 0.36 0.41 0.74 0.84 0.58 0.02 0.36 0.41
2
0
0
0
,
5
0
0
0
0.02 0.01 0.04 0.01 0.02 0.01 0.02 0.01 0.04 0.01 0.02 0.01
PCTET 0.75 0.86 0.65 0.04 0.44 0.45 0.65 0.88 0.7 0.16 0.52 0.52
0.03 0.0 0.04 0.02 0.03 0.01 0.19 0.03 0.09 0.24 0.14 0.13
PCTROS 0.74 0.86 0.64 0.04 0.39 0.44 0.69 0.87 0.66 0.1 0.43 0.47
0.04 0.0 0.04 0.02 0.04 0.01 0.11 0.02 0.06 0.14 0.1 0.08
PCT 0.34 0.36 0.06 0.03 0.16 0.25 0.0 0.99 0.99 0.99 0.99 0.99
0.37 0.42 0.12 0.07 0.17 0.09 0.0 0.0 0.0 0.01 0.0 0.0
PCTSub 0.74 0.84 0.58 0.02 0.36 0.41 0.74 0.84 0.58 0.02 0.36 0.41
3
0
0
0
,
6
0
0
0
0.02 0.01 0.04 0.01 0.02 0.01 0.02 0.01 0.04 0.01 0.02 0.01
PCTET 0.75 0.86 0.65 0.04 0.44 0.45 0.65 0.88 0.7 0.16 0.52 0.52
0.03 0.0 0.04 0.02 0.03 0.01 0.19 0.03 0.09 0.24 0.14 0.13
PCTROS 0.74 0.86 0.64 0.04 0.39 0.44 0.69 0.87 0.66 0.1 0.43 0.47
0.04 0.0 0.04 0.02 0.04 0.01 0.11 0.02 0.06 0.14 0.1 0.08
Fig. 4 Overall redescription set score Rscore obtained using a single rule-generating PCT
model and a supplementing model containing 50 trees with different memory parameters.
It is visible from Tables 4, 5 and 6, as well as Figure 4, that using sup-
plementing models significantly increases the performance of the proposed
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framework (both with respect to accuracy and stability). The corresponding
p-values of the difference in mean value of the average redescription set score
achieved using a supplementing model compared to using only a single rule-
generating PCT at each memory setting, according to the one-sided Wilcoxon
signed-rank test, are: p(PCTSub,PCT ) = 7.8 · 10
−3, p(PCTET ,PCT ) = 7.8 · 10
−3,
p(PCTROS ,PCT ) = 7.8 · 10
−3 on the World Country dataset, p(PCTSub,PCT ) =
0.011, p(PCTET ,PCT ) = 7.8 · 10
−3, p(PCTROS ,PCT ) = 7.8 · 10
−3 on the Slove-
nian Water dataset and p(PCTSub,PCT ) = 7.8 · 10
−3, p(PCTET ,PCT ) = 0.011,
p(PCTROS ,PCT ) = 7.8 ·10
−3 on the Phenotype dataset. Figure 4 shows that in-
creasing the memory parameters increases performance of the framework with
supplementing model on the World Country and the Slovenian Water dataset,
while the performance slightly degrades when the Extra multi-target PCTs
are used as a supplementing model, with the increased memory parameters,
on the Phenotype dataset. The main reason is the instability that occurs due
to the model inability to produce 200 redescriptions at each run.
Tables and Figures containing results of using supplementing models with
20 trees are presented in Section 3 of the Supplementary material 1.
7.3 Extra trees as a main rule generation model
In this section, we consider the overall performance of a framework for multi-
view redescription mining when using one or more Extra multi-target PCTs as
a main rule-generating model as compared to using one Predictive Clustering
tree as a main rule-generating model.
The experiments presented in Table 7 demonstrate that using a few Extra
multi-target PCTs as the main rule-generating model in the proposed multi-
view redescription mining framework can significantly outperform using one
main rule-generating PCT model. Using the Extra multi-target PCTs as a
main rule-generating model increases the overall performance, accuracy, di-
versity and the number of produced redescriptions (given a set of predefined
constraints defined in Section 7). This is visible from the underline scores and
corresponding standard deviations. Since a PCT and ET1T , ET2T models of-
ten produce empty redescription sets (having 0 score for all measures), the
average score across 10 runs is unrealistically small. On the Country dataset,
the difference is visible when using 4 or more Extra multi-target PCTs as
the main rule-generating model, on the Slovenian Water dataset the differ-
ence is already visible when using one Extra multi-target PCTs, whereas on
the Phenotype dataset this difference is visible when using 4 or more Ex-
tra multi-target PCTs as a main rule-generating model. The obtained results
are important, since using Extra multi-target PCTs as a main-rule generat-
ing model reduces the overall computational complexity of the framework (see
Section 5.2). Since favourable results are achieved using a small number of
Extra multi-target PCTs, it might be advantageous to use them instead of
PCTs on datasets containing a large number of entities. Given the fact that
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learning multiple Extra multi-target PCTs in parallel can be achieved easily
on any modern PC, the overall gain can be substantial.
Table 7 The framework’s performance using one main PCT rule-generating model compared
to using 1, 2, 4 or 6 Extra multi-target PCTs as a main rule-generating model. A working
set size of at most 3000 and a maximal memory size of 6000 are used in all experiments.
D M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCT 0.71 0.35 0.74 0.29 0.70 0.47 0.49 0.56 0.82 0.50 0.80 0.64
0.03 0.11 0.11 0.10 0.07 0.05 0.27 0.26 0.11 0.29 0.11 0.20
ET1T 0.07 0.04 0.09 0.06 0.08 0.24 0.01 0.99 0.99 0.99 0.99 0.99
C 0.21 0.14 0.29 0.18 0.27 0.13 0.03 0.03 0.0 0.02 0.01 0.02
ET2T 0.42 0.34 0.36 0.18 0.49 0.39 0.10 0.93 0.96 0.90 0.98 0.93
0.36 0.30 0.38 0.20 0.43 0.17 0.22 0.15 0.09 0.22 0.04 0.14
ET4T 0.71 0.36 0.74 0.16 0.83 0.48 0.69 0.37 0.75 0.19 0.84 0.49
0.02 0.11 0.01 0.03 0.06 0.03 0.08 0.14 0.08 0.09 0.07 0.06
ET6T 0.75 0.32 0.70 0.13 0.81 0.44 0.75 0.32 0.70 0.13 0.81 0.44
0.01 0.05 0.06 0.01 0.05 0.02 0.01 0.05 0.06 0.01 0.05 0.02
PCT 0.61 0.67 0.63 0.46 0.52 0.53 0.11 0.95 0.96 0.92 0.92 0.93
0.22 0.26 0.35 0.26 0.21 0.16 0.15 0.05 0.06 0.11 0.08 0.09
ET1T 0.66 0.80 0.84 0.49 0.45 0.58 0.34 0.89 0.91 0.71 0.7 0.77
W 0.01 0.04 0.05 0.10 0.04 0.03 0.23 0.08 0.06 0.20 0.21 0.15
ET2T 0.67 0.78 0.77 0.37 0.45 0.54 0.63 0.79 0.78 0.41 0.48 0.57
0.01 0.03 0.02 0.04 0.03 0.02 0.10 0.05 0.05 0.11 0.09 0.08
ET4T 0.68 0.73 0.73 0.30 0.45 0.51 0.68 0.73 0.73 0.30 0.45 0.51
0.01 0.03 0.02 0.03 0.02 0.01 0.01 0.02 0.03 0.03 0.02 0.01
ET6T 0.75 0.32 0.70 0.13 0.81 0.44 0.75 0.32 0.70 0.13 0.81 0.44
0.01 0.05 0.06 0.01 0.05 0.02 0.01 0.05 0.06 0.01 0.05 0.02
PCT 0.54 0.63 0.44 0.26 0.37 0.43 0.03 0.99 0.97 0.96 0.97 0.97
0.24 0.35 0.25 0.17 0.15 0.16 0.03 0.01 0.02 0.04 0.03 0.03
ET1T 0.12 0.17 0.07 0.03 0.08 0.25 0.0 0.99 0.99 0.99 0.99 0.99
P 0.25 0.36 0.24 0.10 0.17 0.11 0.01 0.0 0.0 0.01 0.01 0.01
ET2T 0.44 0.70 0.28 0.12 0.30 0.39 0.01 0.99 0.99 0.98 0.99 0.99
0.25 0.37 0.26 0.13 0.22 0.12 0.01 0.0 0.01 0.01 0.01 0.01
ET4T 0.62 0.87 0.61 0.11 0.49 0.49 0.30 0.93 0.82 0.58 0.78 0.76
0.07 0.0 0.06 0.04 0.12 0.03 0.18 0.03 0.09 0.23 0.10 0.12
ET6T 0.61 0.86 0.50 0.05 0.45 0.45 0.61 0.86 0.50 0.05 0.45 0.45
0.03 0.0 0.03 0.0 0.02 0.0 0.03 0.0 0.03 0.0 0.02 0.0
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7.4 View random subset projections
The proposed framework applies the CLUS-RM algorithm to each pair of avail-
able views and then completes the obtained incomplete redescriptions using
rules produced on the remaining views. Although less computationally com-
plex than the naive generalization of redescription mining algorithms, this ap-
proach requires performing
(
n
2
)
CLUS-RM applications and the same number
of redescription completions (where n denotes the number of available views).
We test how much is lost by using and completing only a fixed size subset
of pairs of initial views - performing random view subset projection. In the
experiments performed to obtain results presented in Table 8, we used 2 pairs
of initial views to create redescriptions. Thus, performing such a random view
subset projection executes 3 times faster on the World Country dataset and
33% faster on the Slovenian Water and the Phenotype dataset as compared
to a regular run of the multi-view redescription mining framework.
The results presented in Table 8 show that, expectedly the full run of
the multi-view redescription mining framework outperforms the random view
subset projection runs. However, the difference in average redescription set
score (after performing 10 runs) is 0.1 (10% of redescription set score range, or
full run obtains a set that has ∼ 18% better score than obtained by projection)
on the World Country dataset, 0.06 (6% of redescription set score range, or
∼ 7% better) on the Slovenian Water dataset and 0.01 (1% of redescription
set score range, or ∼ 3% better) on the Phenotype dataset. Higher deviation
between runs when using projection (approx. 2× on Country, 5× on Water and
almost identical on Phenotype dataset) must be taken into account. However,
if multiple runs are used, as was done in this experiment (to reduce the effects
of deviation), random view subspace projection may be used as a technique
to alleviate the curse of dimensionality in multi-view redescription mining.
Table 8 The evaluation of redescription sets created using two pairs of initial views on the
World Country (C), Water Quality (W) and Phenotype (P) datasets.
D M AJ Apsc AEJ AAJ ARC RSS AJ Apsc AEJ AAJ ARC RSS
PCTfull 0.72 0.24 0.67 0.19 0.70 0.42 0.67 0.29 0.69 0.24 0.71 0.45
C 0.02 0.10 0.07 0.03 0.06 0.03 0.15 0.20 0.09 0.18 0.09 0.13
PCTproj 0.62 0.23 0.62 0.24 0.51 0.40 0.54 0.40 0.79 0.42 0.66 0.55
0.22 0.15 0.28 0.10 0.19 0.09 0.28 0.34 0.14 0.30 0.18 0.24
PCTfull 0.68 0.80 0.64 0.38 0.57 0.54 0.68 0.80 0.64 0.38 0.57 0.54
W 0.02 0.04 0.05 0.07 0.05 0.03 0.02 0.04 0.05 0.07 0.05 0.03
PCTproj 0.62 0.76 0.66 0.40 0.50 0.54 0.57 0.78 0.68 0.44 0.55 0.58
0.05 0.06 0.08 0.08 0.08 0.04 0.20 0.09 0.13 0.20 0.17 0.15
PCTfull 0.21 0.77 0.10 0.04 0.40 0.42 0.21 0.77 0.10 0.04 0.40 0.42
P 0.03 0.02 0.01 0.01 0.03 0.01 0.03 0.02 0.01 0.01 0.03 0.01
PCTproj 0.18 0.78 0.12 0.07 0.37 0.43 0.18 0.78 0.12 0.07 0.37 0.43
0.03 0.03 0.02 0.03 0.02 0.01 0.03 0.03 0.02 0.03 0.02 0.01
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7.5 Application - understanding of machine learning models
In this subsection, we show the benefits of using multi-view redescription min-
ing in machine learning. Namely, it can increase the understanding of and
interrelate predictions made by different machine learning models. We also
show ways to gain new knowledge by incorporating information obtained from
machine learning models into multi-view redescription mining setting.
We use the Phenotype dataset, described in Section 6, to demonstrate the
use of feature ranking, obtained by the Random Forest algorithm, in the multi-
view redescription mining setting. This allows relating feature importance’s
for predicting bacterial phenotypes of features obtained on different sets of
attributes such as: metagenomic co-occurrences, proteome composition and
genomic signatures of translation efficiency in gene families. Using this type of
analyses reveals properties about the underlying problem but also about the
model used to create the ranking (since observed redescriptions summarise
the model output). The approach also allows relating model output (such as
feature ranking) to the original sets of features which provides additional infor-
mation to the domain experts. The insights provided by the approach can be
used to make corrections, parameter tuning or model selection. If highly accu-
rate model is used, obtained feature scores can be used as a filter to constrain
search for redescriptions only on the obtained subset of attributes. This signif-
icantly reduces execution time and eliminates many potentially uninteresting
patterns, making overall analyses more efficient.
To demonstrate the use of multi-view redescription mining to relate and
understand predictions made by multiple machine learning models and incor-
porate these predictions into the redescription mining setting, we create a new
dataset derived from the Slovenian Water dataset. We use the physical and
chemical measurements of water quality as attributes and predict the occur-
rence of 7 different plant and 7 different animal species in waters from different
locations in Slovenia. First, we randomly shuffle the data and make 70%−30%
split. We train a Random Forest of 600 Predictive Clustering trees with and
without random output selection and a Random Forest of 600 Extra multi-
target PCTs on a train set to predict the occurrence of aforementioned species.
Our multi-view redescription mining dataset is comprised of the 30% test split
having 4 views. The first view is the corresponding part of the Slovenian Wa-
ter dataset containing physical and chemical measurements for corresponding
locations contained in the test split. The remaining three views are predictions
obtained by the aforementioned models (integer {0, 1, 3, 5}, where 0 represents
no occurrence and 5 represents the abundant occurrence of the organism).
Using such datasets brings many advantages and benefits for machine learn-
ing, explainable data science and redescription mining. Since it allows relating
predictions made by the multiple approaches it effectively allows combining
approaches in a non-linear way, also allowing to understand the similarities and
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the differences of obtained predictions for various subgroups of data. Since it
allows describing the obtained subgroup with original attributes, it provides
means for analyses and verification by domain experts. Further, it allows de-
tecting subgroups on which models make mistakes or on which models disagree
providing the interpretable justification for model tuning or selection. Finally,
the obtained redescriptions can be used to locate subsets of unseen examples
on which it is highly expected that some predefined property holds or they
can be used as more complex yet interpretable local predictors. There are
also benefits of adding views obtained by the machine learning models into
the multi-view redescription mining (when target labels are available). It is
often very hard to segment the data in the completely unsupervised manner
(only using original attribute values). Adding one or more views containing
predictions of machine learning models allows focusing redescription creation
to these redescriptions describing one or more target classes of interest. Such
a procedure can also be applied when the target labels are available, however,
using machine learning models is a more general approach allowing for focused
redescription mining on both the annotated and the unannotated part of data.
Table 9 Example redescriptions illustrating the use of multi-view redescription mining to
interpret machine learning models and incorporating information obtained by these models
to gain new insights in redescription mining. These redescriptions have been obtained on
the Phenotype dataset (pheno) and the modified Slovenian Water dataset (sw).
Rpheno1 : (q1pheno1 , q2pheno1 , q3pheno1 )
q1pheno1 : 5 · 10
−5 ≤ taxID332410 ≤ 2.3 · 10−4
q2pheno1 : 2.6 · 10
−3 ≤ CE ≤ 3.5 · 10−3 ∧ 1.4 · 10−3 ≤ VG ≤ 2.2 · 10−3
q3pheno1 : 1.6 · 10
−4 ≤ COG583 ≤ 9.1 · 10−4 ∧ 9.3 · 10−4 ≤ COG209 ≤ 1.1 · 10−3
quality: J(Rpheno1 ) = 1.0, |supp(Rpheno1)| = 5, p(Rpheno1 ) = 1.2 · 10
−14
Rpheno2 : (q1pheno2 , q2pheno2 , q3pheno2 )
q1pheno2 : 8 · 10
−6 ≤ taxID148447 ≤ 7.6 · 10−5 ∧ 1.2 · 10−5 ≤ taxID84588 ≤ 6.5 · 10−5
q2pheno2 : 5.3 · 10
−3 ≤ CC ≤ 8.8 · 10−3
q3pheno2 5.7 · 10
−4 ≤ COG135 ≤ 7.6 · 10−4 ∧ 3.2 · 10−4 ≤ COG413 ≤ 9.2 · 10−4
quality: J(Rpheno2 ) = 1.0, |supp(Rpheno2)| = 5, p(Rpheno2 ) = 1.2 · 10
−14
Rpheno3 : (q1pheno3 , q2pheno3 , q3pheno3 )
q1pheno3 : 1.2 · 10
−5 ≤ taxID225194 ≤ 1.9 · 10−3 ∧ 2.7 · 10−4 ≤ taxID384 ≤ 4.1 · 10−3
q2pheno3 : 1.6 · 10
−3 ≤ IP ≤ 7.8 · 10−3 ∨ ( 3.5 · 10−4 ≤ YL ≤ 7.2 · 10−3 ∧
4.0 · 10−4 ≤ HY ≤ 6.0 · 10−3 ∧ 4 · 10−4 ≤ EA ≤ 3.0 · 10−3) ∨
(3.3 · 10−3 ≤ PR ≤ 1.0 · 10−2)
q3pheno3 : ¬(4.2 · 10
−4 ≤ COG2885 ≤ 4.6 · 10−3 ∧ 1.3 · 10−3 ≤ COG317 ≤ 2.3 · 10−3) ∨
(4.5 · 10−5 ≤ COG99 ≤ 1.6 · 10−3 ∧ 8.1 · 10−5 ≤ COG1534 ≤ 9.7 · 10−4)
quality: J(Rpheno3 ) = 0.8, |supp(Rpheno3)| = 68, p(Rpheno3 ) = 1.7 · 10
−3
Rsw1 : (q1sw1 , q2sw1 , q3sw1 , q4sw1 )
q1sw1 : 0.52 ≤ SiO2 ≤ 1.42 ∧ 0.24 ≤ Cl ≤ 0.39 ∧ 0.06 ≤ NH4 ≤ 0.11 ∧
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Table 9 Continued from previous page
0.54 ≤ CO2 ≤ 9.56
q2sw1 : 5 ≤ 49700Sub ≤ 5 ∧ 0 ≤ 19400Sub ≤ 0
q3sw1 5 ≤ 49700ET ≤ 5 ∧ 0 ≤ 19400ET ≤ 0
q4sw1 3 ≤ 50390ROS ≤ 5 ∧ 1 ≤ 49700ROS ≤ 5 ∧ 0 ≤ 25400ROS ≤ 0
quality: J(Rsw1 ) = 0.4, |supp(Rsw1)| = 16, p(Rsw1 ) = 0.0
Rsw2 : (q1sw2 , q2sw2 , q3sw2 , q4sw2 )
q1sw2 : 0.05 ≤ NH4 ≤ 8.44 ∧ 0.17 ≤ NO2 ≤ 7.2 ∧ 0.22 ≤ KMnO4 ≤ 5.88 ∧
0.22 ≤ Cl ≤ 6.56
q2sw2 : 0 ≤ 57500Sub ≤ 0 ∧ 0 ≤ 50390Sub ≤ 1 ∧ 1 ≤ 19400Sub ≤ 5
q3sw2 1 ≤ 19400ET ≤ 5
q4sw2 0 ≤ 57500ROS ≤ 0 ∧ 0 ≤ 50390ROS ≤ 1 ∧ 1 ≤ 19400ROS ≤ 5
quality: J(Rsw2 ) = 0.51, |supp(Rsw2)| = 94, p(Rsw2 ) = 0.0
Rsw3 : (q1sw3 , q2sw3 , q3sw3 , q4sw4 )
q1sw3 : 0.69 ≤ bod ≤ 3.88 ∧ 0.51 ≤ NH4 ≤ 4.38 ∧ 0.09 ≤ NO3 ≤ 2.15 ∧
0.23 ≤ NO2 ≤ 7.20
q2sw3 : 5 ≤ 37880Sub ≤ 5 ∧ 0 ≤ 17300Sub ≤ 0
q3sw3 0 ≤ 17300ET ≤ 0 ∧ 5 ≤ 37880ET ≤ 5
q4sw3 0 ≤ 49700ROS ≤ 0 ∧ 5 ≤ 37880ROS ≤ 5
quality: J(Rsw3 ) = 0.48, |supp(Rsw3)| = 10, p(Rsw3 ) = 0.0
Rsw4 : (q1sw4 , q2sw4 , q3sw4 , q4sw4 )
q1sw4 : 0.48 ≤ Cl ≤ 6.56 ∨ (0.31 ≤ Cl ≤ 0.45 ∧ 0.17 ≤ NO2 ≤ 2.25 ∧
0.0 ≤ CO2 ≤ 0.0 ∧ 1.91 ≤ O2sat ≤ 4.66)
q2sw4 : 1 ≤ 19400Sub ≤ 5 ∧ 0 ≤ 50390Sub ≤ 0
q3sw4 3 ≤ 19400ET ≤ 5
q4sw4 1 ≤ 19400ROS ≤ 5 ∧ 0 ≤ 59300ROS ≤ 1
quality: J(Rsw4 ) = 0.5, |supp(Rsw4)| = 94, p(Rsw4 ) = 0.0
Rsw5 : (q1sw5 , q2sw5 , q3sw5 , q4,sw5 )
q1sw5 : 0.48 ≤ Cl2 ≤ 6.56 ∨ (1.90 ≤ O2sat ≤ 5.92 ∧ 0.03 ≤ NH4 ≤ 0.47 ∧
0.46 ≤ NO3 ≤ 6.29 ∧ 0.31 ≤ bod ≤ 1.12) ∨ (0.76 ≤ SiO2 ≤ 2.91 ∧
0.28 ≤ Cl ≤ 0.42 ∧ 3.69 ≤ O2sat ≤ 4.67 ∧ 1.49 ≤ conduct ≤ 2.63)
q2sw5 : 0 ≤ 49700Sub ≤ 3 ∧ 1 ≤ 19400Sub ≤ 5
q3sw5 0 ≤ 30400ET ≤ 0 ∧ 1 ≤ 19400ET ≤ 5 ∨ (0 ≤ 37880ET ≤ 3 ∧
0 ≤ 49700ET ≤ 3 ∧ 1 ≤ 19400ET ≤ 5 ∧ 0 ≤ 17300ET ≤ 0) ∨
(1 ≤ 25400ET ≤ 3)
q4sw5 1 ≤ 19400ROS ≤ 5 ∧ 0 ≤ 59300ROS ≤ 1
quality: J(Rsw5 ) = 0.52, |supp(Rsw5)| = 98, p(Rsw5 ) = 0.0
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An example of redescription mining being used to find subsets of features
found important by the Random Forest algorithm to predict the phenotypic
traits of different microbial species, using several disjoint sets of features, can
be seen from redescriptions Rpheno1 , Rpheno2 and Rpheno3 from Table 9. The
approach allows finding the corresponding subsets of phenotypes related to
a given subset of descriptive variables. Such information is very important
for research in the domain of biology (and is not easily obtainable from the
potentially long lists of feature rankings). Furthermore, the obtained redescrip-
tions can be used to perform comparisons with the feature rankings obtained
by different predictive methodologies which may be used by the domain ex-
perts (incorporating domain knowledge) to chose one or more models that are
best suited for the task. The presented results demonstrate that redescriptions
can describe a very specific subset of phenotypic traits (see highly accurate
redescriptions Rpheno1 , Rpheno2) but also larger subsets of phenotypes (as de-
scribed by Rpheno3). By using the full query language, as in Rpheno3 , redescrip-
tion mining can describe very complex relations between important features
(as obtained from some predictive model) for some subset of phenotypes.
Redescriptions Rsw1 - Rsw5 from Table 9 demonstrate the use of multi-view
redescription mining to explain predictions made by different machine learn-
ing models. Redescription Rsw1 describes 16 water samples with the Jaccard
index 0.4. This means that there are additional 24 water samples described
with a subset of queries but not all of them. This redescription reveals that
all models predict the occurrence of species 49700 (Gammarus Fossarum) on
the locations contained in its support set, two out of three queries predict no-
occurrence of species 19400 (Nitzschia Palea) on these locations and the ROS
model predicts moderate to high occurrence of species 50390 (Baetis Rhodani)
and no occurrence of species 25400 (Cladophora). Domain expert can imme-
diately see what properties hold from the descriptive attributes (physical and
chemical measurements). What is interesting, and not easily derivable by only
looking at the predictions made by these models is that as species 49700 seems
abundant (or at least present), species 19400 seems to be predicted mostly ab-
sent. Indeed, by checking the selected redescription with the ground truth
(real target labels of entities from the support set of this redescription), 13
out of 16 locations contain species 49700 in abundance (5), 3 locations contain
medium occurrence of species 49700 (3). Thus, all models rightfully predicted
occurrence of this species in all redescribed locations, and mostly even the
abundance level. 15 out of 16 locations do not contain occurrence of species
19400 which is in a large accordance with predictions of the Random Subsets
and Extra multi-target PCTs. Species 25400 is also mostly absent (12 out of
15 locations) whereas species 50390 has medium to abundant occurrence (3 or
5) in 12 locations and rare occurrence in 2 locations. By using their domain
knowledge, a domain expert may choose to trust only a subset of models or
use some compromise as prediction (which requires examining predictions of
base classifiers). When this is done, redescription predictive quality measures
can be computed in the same way as for any other classification algorithm.
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The redescription Rsw2 contains properties of one large cluster of locations.
As predicted by all models, these 94 locations should contain at least small
presence of species 19400 (Nitzschia Palea). Ground truth target labels show
that 82 out of 94 locations indeed have at least small presence of this species
and 58 medium to high presence. Checking real accuracy of this redescription
requires checking predictions of underlying models (which disagree on substan-
tial subset of locations), mostly, there are many substitutions of neighbouring
classes 0 ↔ 1, 1 ↔ 3, 3 ↔ 5 that occur in one or more underlying models.
A smart way of joining these models into an ensemble, as using the obtained
rules, may potentially yield higher accuracy than that obtained individually
by the base models. 74 out of 94 locations have no occurrence of species 50390
(Baetis Rhodani) and 84 out of 94 locations have no occurrence of species
57500 (Rhyacophila).
Identifying subsets of entities on which multiple models agree or have very
good performance is not the only benefit of this approach, since it can also
be used to detect and analyse problematic subsets (these on which used mod-
els make mistakes or disagree upon). The redescription Rsw3 redescribes 10
locations for which all models made significant classification errors. Although
all models predicted abundant occurrence of species 37880 (Tubifex), ground
truth target labels show that only 5 locations have medium occurrence of this
species. The species 17300 (Melosira Varians) which is predicted to have no
occurrence in locations from support set of redescription Rsw3 has small occur-
rence on 5 locations and the species 49700 (Gammarus Fossarum) has small
occurrence on 2 locations.
When using disjunctions, redescriptions can contain complex descriptions
of different locations with the different measurements (as in Rsw4) or of oc-
currence and partial co-occurrence of different species (as in Rsw5). Although
very complex, such redescriptions may be used as a general filter to identify
entities with some complex property.
Technique for understanding machine learning models presented in this
section and its capabilities significantly differ from the capabilities of the well
known methods for explaining predictions such as SHAP [19] or LIME [28].
These methods aim to explain why some supervised machine learning model
made the obtained predictions. It does that either by learning an interpretable
model locally around the prediction (LIME) or by assigning a importance value
to each feature for a particular prediction (SHAP).
8 Conclusion and future work
In this work, we have presented a general, memory efficient framework for
multi-view redescription mining, and performed a thorough evaluation of its
various properties on three different datasets. Our algorithm starts by creat-
ing two-view redescriptions with the GCLUS-RM algorithm. The main idea
behind our efficient multi-view redescription mining algorithm is to use re-
descriptions as targets in the redescription completion phase, which extends
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two-view redescriptions to multiple views. This significantly reduces the com-
putational complexity of the approach.
The evaluation results show that using a larger amount of memory tends to
increase the overall redescription quality. Increasing the number of iterations
inside GCLUS-RM additionally increases the difference in quality between
redescription sets produced using low and high amounts of memory.
Using a supplementing model significantly increases the redescription ac-
curacy, diversity, and overall number of produced redescriptions satisfying
some predefined quality constraints. This leads to redescription sets with supe-
rior properties as compared to those obtained using one PCT rule-generating
model. We have shown that it is feasible to use the Extra multi-target PCTs
algorithm as the main rule-generating methodology and that, with 4 trees or
more, such an approach outperforms the use of one rule-generating PCT. This
is important, because using the Extra multi-target PCTs algorithm as the main
rule-generating methodology reduces the overall computational complexity of
the approach. The performed experiments confirm that using the random sub-
space view projections may be a feasible approach to reduce the computational
cost of the framework, given a predefined number of runs is performed (to re-
duce overall standard deviation). Although the produced sets have a slightly
lower score (and are more susceptible to random fluctuation), using projec-
tion allows significant execution time savings (up to 3 times when 4 views are
available).
Finally, we demonstrate the benefits of incorporating different information
from predictive models (such as feature rankings or predictions) into multi-
view redescription mining. We also demonstrate the use of the obtained re-
descriptions to increase the overall understanding of the studied problem do-
main and the predictive models, used to obtain predictions or feature rankings.
Currently, the approach computes the Cartesian product of two rule-sets to
obtain redescriptions. Interesting direction for future work includes efficiently
reducing the number of tests needed to compute this set. They also include
discovering ways to choose a subset of initial views, in a guided manner, that
will produce the maximal number of redescriptions, when random view sub-
space projection is used. Contributions along these two directions will surely
enhance the efficiency of the approach.
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