A novel lattice QCD data analysis approach using machine learning (ML) technique is proposed. Based on the statistical correlations between the observables measured on the lattice, ML is trained to predict an unmeasured observable (O) from the measured observables (X). The prediction error is estimated using cross-validation. The approach is demonstrated for two different lattice QCD calculations using the Boosted decision tree (BDT) regression ML algorithm: (1) prediction of the nucleon three-point correlation functions from the two-point correlation functions, and (2) prediction of charge-parity violating (CPV) phase of the neutron states for the quark chromo electric dipole moment interactions from the regular two-point correlation functions calculated without CPV interactions. After trained on a small training data set (about 20% of total number of configurations) that contains both the O and X measurements, the BDT regression algorithm successfully predicted the O for the rest of the configurations only using X.
I. INTRODUCTION
Lattice quantum chromodynamics (QCD) calculations involve measurements of large number of different observables on a Gibbs sample of gauge fields, called the lattice. Since the different observables share the same lattice, their statistical fluctuations over the gauge configurations are correlated. By exploiting the correlations, estimation of an observable can be obtained using other observables without direct measurement. This indirect estimation can be useful if direct measurement of the target observable is computationally expensive, and the indirect estimator is unbiased with reasonably small statistical noise.
Machine learning (ML) is a technique to build predictive models from data. ML algorithms have general form of models with large number of free parameters, as opposed to the conventional data analysis, which has a concrete fitting functional form with a few fit parameters. The large number of free parameters are determined from a large set of training data. ML has been successful on various applications, including the Large Hadron Collider (LHC) data analysis such as exotic particle search [1] and Higgs → τ τ [2] , and recently applied to lattice QCD studies [3] [4] [5] . Estimating a target lattice QCD observable from other measured observables is a typical type problem that ML can excel.
II. UNBIASED MACHINE LEARNING ESTIMATOR
Let us consider N + M independent measurements on an ensemble of lattices and assume that a set of observables X i = {o . .} is measured for the all N + M measurements, while a target observable O i is measured only on the first N measurements. We call the first N * boram@lanl.gov measurements as the training data, and the rest M measurements as the test data. Our goal is to build a ML model F that predicts the target observable O i on the test data set from the measured observables X i . The ML model can be built by identifying correlations between X i and O i using the training data set, on which both the X i and O i are measured. The procedure identifying the correlations is called training. After training, the trained ML model F can be used to predict the target observable as
In general, the ML estimator F can be biased, and the expectation value of the ML prediction O P can be different from the true expectation value of the target observable O . In order to define an unbiased estimator, the cross-validation technique [6, 7] is used. Let us divide the N measurements of training data (X i , O i ) into L subsets of equal size m = N/L and denote the l-th subset as {(X l k , O l k ) for k = 1, 2, 3, . . . , m}. Here we assume that N is divisible by L, for simplicity, but the procedure can be applied for general cases [7] . Let F l be the ML estimator trained using N − m complement measurements of the l-th subset. Then, an unbiased estimator can be defined by
where 
, which is similar to the binning procedure. In the second term, different predictors are applied on different measurements, so no correlations need to be considered. The first and the second terms use different measurements as the first term is from the test data, while the second term is from the training data. Hence, the covariance between the two terms can be ignored.
III. NUMERICAL EXPERIMENTS

A. Prediction of Nucleon Three-point Function
Axial, scalar and tensor charges of the nucleon play import role in connecting experimental data to the Standard Model (SM) and new physics models beyond the SM (BSM) [8, 9] . The nucleon charges g q Γ are defined by
for nucleon states |N (p, s) and spinors u s (p). On the lattice, the nucleon charges are extracted from the ratio between the two-and three-point correlation functions of the nucleon source and sink, and a quark bilinear operatorqΓq inserted at t between the source and sink. One caveat is that the nucleon states are generated by using a nucleon interpolating operator, which also couples to the excited states of the desired nucleon, so the results are suffered from the excited state contamination. In order to remove the excited states, the results are calculated at multiple separations (τ ) of the source and sink in Euclidean time and extrapolated to the infinite separation limit (τ → ∞) where the excited states diminish.
For the training and test, we use the nucleon two-and three-point correlation functions measured in Ref. [10] using the clover fermions on the highly-improved staggered quark (HISQ) [11] lattices generated by the MILC Collaboration [12] at lattice spacing a = 0.089 fm and pion mass M π = 313 MeV (a09m310). The correlation functions are measured on 64 randomly chosen and widely separated source positions for 2263 gauge con- figurations, so total number of measurements is about 145000. Details about the measurement are described in Refs. [10, 13] . The measurements are carried out using Chroma [14] with sloppy stopping condition of |Residual| < 10 −3 for propagator calculations using the Multigrid inverter [15] . In Refs. [13, 16] , it is shown that the bias introduced by the sloppy stopping condition is much smaller than the statistical uncertainty, for nucleon observables, so the effect of sloppy stopping condition is neglected in this study. Fig. 1 shows correlations between various observables measured at the same source position on the a09m310 ensemble. ML algorithms are trained to predict the threepoint correlation functions (C 3pt ) from the two-point correlation functions (C 2pt ) using the correlations between them. For the ML algorithm, we use the Boosted Decision Tree (BDT) Regression method implemented in scikit-learn python ML library [17] based on the Classification and Regression Trees (CART) algorithm [18] enhanced by the Gradient boosting [19, 20] . In BDT regression, a sequence of regression trees are generated, and their parameters are determined to explain the training data. It is a powerful regression algorithm with small number of tuning parameters and low risk of over-fitting. For the prediction on C 3pt , we use 200 boosting stages (estimators) of depth-3 trees with learning rate of 0.1.
The BDT regression algorithms are trained to predict C A,S,T,V 3pt (τ, t) for all τ and t for axial-vector (A), scalar (S), tensor (T) and vector (V) operators from a common input data of {C 2pt (τ ) for τ /a = 0, 1, 2, . . . , 20}. The training is performed on randomly chosen 400 gauge configurations (25600 measurements). After training, the trained BDT regression algorithms predict the C A,S,T,V 3pt (τ, t) on the rest 1863 gauge configurations using only the C 2pt data. Before the training and prediction procedure, all numbers are normalized by the average value of the C 2pt so that the numbers fed into BDT (10a, 5a)/ C2pt(10a) on the test data set. Genuine is the directly measured data, and RawPrediction is the ML prediction made using only the C2pt measurements without bias correction. Bias is the estimated size of bias calculated on the training data set using Eq. (1), and BC-Prediction is the bias corrected ML prediction. Vector
Statistical distribution of C3pt(10a, 5a) (Gold) and the prediction error (red).
become O(1); C 3pt (τ, t) are divided by C 2pt (τ ) , and C 2pt (τ ) are divided by C 2pt (τ ) . All training and predictions are done for each source, but all statistical analysis are done after taking average over sources, configuration by configuration. Table I shows the comparison between the direct calculation of C 3pt (10a, 5a) and their ML predictions. Without proper estimation of the bias, the statistical errors tend to be underestimated. For the bias correction, we use L = 100. Fig. 2 shows the comparison between the statistical distribution of the raw data of the target observables and the prediction error for each configuration. One parameter representing the quality of the prediction on a stochastic variable is the ratios between the standard deviations of the prediction error and the raw data: σ PE /σ data . The smaller value of the ratio indicates the better prediction, or equivalently, the larger bias estimation data needed for a precise estimate. For example, when σ PE /σ data = 0.5, the bias estimated on 100 samples will have similar size of statistical uncertainty as that of data average calculated on 400 samples. The ratio σ PE /σ 3pt = 0.77, 0.48, 0.43 and 0.10 for S, A, T and V, respectively, at (τ, t) = (10a, 5a). The ratio is increased for larger τ values in case of A, T and V. For example, the ratios of A are 0.38, 0.48, 0.60 and 0.71 for τ /a = 8, 10, 12 and 14, respectively, at t = τ /2.
After predictions are made, we have C 3pt (τ, t) directly measured on 400 configurations and ML predicted on 1863 configurations, for each τ and t values. Next step is to calculate the nucleon charges by fitting the all data on 2263 configurations to an ansatz including the leading excited state contamination in spectral decomposition (two-state fit) [10, 13, 21] . Three complications arises due to the indirect estimates of the C 3pt (τ, t).
First, different BDT regression algorithms are trained for targeting C 3pt (τ, t) at different values of τ and t, separately, and their prediction is not precise enough to capture the exact covariance matrix that will be inverted in the least-χ 2 fitting. One possible workaround is to use an approximated covariance matrix calculated on the training data with proper scaling. In this study, however, we use uncorrelated fit for the analysis of C 3pt (τ, t) ignoring the correlations between C 3pt at different τ and t values, and fully correlated fit for the analysis of C 2pt .
Second, two different data sets, training and test data sets, need to be combined. They are not identically distributed because the prediction is not exact, and the variance of the predictions may be different from that of the directly measured observables. We use slightly modified Bootstrap method considering the problem as a data analysis with two different random variables: instead of selecting 2263 random samples with replacements from all 2263 configurations, for each bootstrap sample, we sample 400 from the training data and sample 1863 from the test data and combine them. We ignore the possible correlation between the training data and the predictions on the test data, because N M and the prediction is capturing the fluctuation of the test data (σ PE /σ 3pt < ∼ 0.7). Third, no bias correction for each configuration is available because the bias correction given in Eq. (1) is for an average over all test data set. Therefore, the Bootstrap resampling is performed for the raw predictions of C 3pt (τ, t), and the bias correction effect is propagated through following. Using the training data and Eq. (1), mean value of the bias (µ b ) and covariance matrix of the mean of the bias (Σ b ) for all τ and t are calculated. Then, for each bootstrap sample, we generate a random bias vector following the multivariate normal distribution of N (µ b , Σ b ), and the bootstrap samples of the test data set are shifted by the random bias vector. Also, the error of the bias vector (diagonal of Σ b ) is added to the error of C 3pt (τ, t) in quadrature.
In addition to the ML predictions only from C 2pt , we test predictions from C 2pt (τ ) and C
A,S,T,V 3pt
(τ /a = 12, t) data. As the more data provided to the ML algorithm, the more precise predictions for C 3pt (τ /a = 8, 10, 14) are made. Fig. 3 
Removing excited state contamination using the two-state fit for (a) directly-measured observables (DMO) on the training data, (b) DMO on full data, (c) DMO on training data combined with ML predictions from C2pt on test data, and (d) DMO on training data combined with ML predictions from C2pt and C3pt(τ = 12a) on test data.
B. Prediction of CPV Phase
Electric dipole moment (EDM) of the neutron violates parity (P) and time-reversal (T) symmetries, or equivalently, charge (C) and CP symmetries, under CPT invariance. The CP violating (CPV) phase in the CKM matrix in SM predicts the size of neutron EDM (nEDM) at O(10 −32 ) e·cm [22] . In BSM, however, novel CPV interactions may produce nEDM at O(10 −25 −10 −28 ) e·cm [23] [24] [25] , so nEDM is an interesting probe of BSM physics. In effective field theory framework, at hadronic scale, one of the leading CPV terms is the quark chromo-EDM (cEDM) operator O cEDM ≡iq(σ µν G µν )γ 5 q, where G µν is the gluon field strength tensor. One of the lattice QCD approaches calculating the contribution of the cEDM operator to the nEDM is called the Schwinger source method (SSM) [26, 27] . By exploiting the fact that the cEDM operator is a quark bilinear, in the SSM, the effect of non-vanishing cEDM term is incorporated in the lattice QCD simulation by adding the cEDM operator into the Dirac clover fermion action as
µν , with a tiny control coefficient ε. In SSM, the nucleon vector form-factors are calculated for three almost the same measurements that only differ by the quark propagators: regular propagators without CPV (P regular ), propagators with cEDM operator insertion (P cEDM ), and propagators with O γ5 ≡qγ 5 q insertion (P γ5 ). Here contribution of O γ5 is also measured because of the mixing between the cEDM and γ 5 operators [28] . Naturally, large correlations between the measured observables are expected.
When CP is violated, neutron mass acquires a CP-odd phase α, and the Dirac equation for the spinor u of the neutron state is modified as (ip µ γ µ +me −2iαγ5 )u = 0. At leading order, the phase α can be obtained from the twopoint correlation function projected to γ 5 , C P 2pt [29] . Here the C P 2pt is expected to be pure imaginary and vanishes when no CPV terms included in the simulation. We train the BDT regression algorithm to predict C P 2pt for P cEDM and P γ5 only using the two-point correlation functions of P regular .
For the training and test, we use C P 2pt and C 2pt measured in Refs. [26, 27] on the MILC HISQ lattices at a = 0.12 fm and M π = 310 MeV (a12m310) with clover fermions. Over 400 configurations, observables are measured on 64 randomly chosen widely separated sources per each configuration. Propagators are generated by the inverters with a sloppy stopping condition, but the size of bias introduced by the sloppy inverter is much smaller than the statistical fluctuation. Among the 400 configurations, 100 configurations are randomly chosen as the training data, and rest 300 configurations are used for the test data. For the bias correction, we use L = 100.
On the training data, BDT regression algorithms are trained to predict imaginary part of C P 2pt for cEDM-and γ 5 -operator insertions from the real and imaginary parts of C P 2pt and C 2pt of P regular . Before the training, all data are normalized by C 2pt (τ ) so that all numbers become O(1). For the BDT regression algorithm parameters, we use 500 boosting stages (estimators) of depth-3 trees with learning rate of 0.1. Fig. 4 shows the distribution of the data and the prediction error. The ratio of the standard After making predictions for C P 2pt at all timeslices, we calculate the CPV phase α by taking the ratio of C P 2pt /C 2pt . Since CPV operator insertion do not change C 2pt at leading order, we use C 2pt calculated without CPV operators insertion. The ML predictions for C P 2pt on the 300 test configurations are combined with the data directly measured on the 100 training configurations and analyzed following the same Bootstrap resampling and the bias error propagation procedure described in C 3pt prediction case. A novel lattice QCD data analysis approach using ML is proposed. In the new method, ML is used to predict unmeasured observables from the measured observables using correlations between them. An efficient bias correction is achieved by using the cross-validation technique in Eq. (1) . The approach is demonstrated for two different lattice QCD calculations: (1) prediction of C 3pt from C 2pt , and (2) prediction of C P 2pt including cEDM CPV interactions from the regular C P 2pt and C 2pt without the CPV interactions. BDT regression algorithm is used for the ML prediction. A desktop is able to handle the ML training and prediction computations presented in this study.
The technique proposed can be applied to many other lattice QCD calculations. Any correlated observables can be estimated using ML technique with small number of direct measurements for training data. Since the ML procedure is computationally very cheap compared to any lattice QCD measurements, it will be able to reduce measurement cost for many applications.
