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1. Introduction
The notion of statistical convergence of sequences of real numbers was introduced by H. Fast in [13] and H. Steinhaus
in [46] (see also [45]) and is based on the notion of asymptotic density of a set A ⊂ N [21,37,38]. However, the ﬁrst idea of
statistical convergence appeared (under the name almost convergence) in the ﬁrst edition (Warsaw, 1935) of the celebrated
monograph [49] of Zygmund. It should be also mentioned that the notion of statistical convergence has been considered, in
other contexts, by several people like R.A. Bernstein, Z. Frolik, etc.
Statistical convergence has several applications in different ﬁelds of mathematics: summability theory [5,14,15], number
theory [12], trigonometric series [49], probability theory [17], measure theory [36], optimization [40] and approximation
theory [18].
The statistical convergence was generalized to sequences in metric spaces (see, for instance, [34]). We introduce and
study statistical convergence in topological and uniform spaces and offer some applications to selection principles theory,
function spaces and hyperspaces. All spaces are assumed to be Hausdorff. Our topological terminology and notation is as
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closed subspaces of X , respectively.
Let A ⊂ N and n ∈ N. Put A(n) := {k ∈ A: k n}. Then
δ(A) := lim inf
n→∞
|A(n)|
n
,
δ(A) := limsup
n→∞
|A(n)|
n
,
are called the lower and upper asymptotic density of A, respectively. If δ(A) = δ(A), then
δ(A) = lim
n→∞
|A(n)|
n
is called the asymptotic (or natural) density of A.
All the three densities, if they exist, are in [0,1]. We recall also that δ(N \ A) = 1− δ(A) for A ⊂ N.
The paper is organized so that Introduction is followed by ﬁve sections. In Section 2 we familiarize the reader with the
basic notions concerning statistical convergence and give results which show topological nature of this convergence and
of two speciﬁc classes of sets related to it. In Section 3 we apply idea of statistical convergence to deﬁne classes of open
covers and corresponding selection properties. One part of this section is devoted to s-Hurewicz bounded uniform spaces.
We obtain several results analogous to results from [26]. In Section 4 we demonstrate applications of statistical convergence
to function spaces, while in Section 5 we turn attention to hyperspaces. In the closing Section 6 we indicate possible lines
of investigation in connection with statistical convergence in topological and uniform spaces.
2. Deﬁnitions and basic properties
A sequence (xn)n∈N in a topological space X is said to converge statistically (or shortly, s-converge) to x ∈ X , if for every
neighborhood U of x, δ({n ∈ N: xn /∈ U }) = 0. In this case we write x= s- lim xn .
In [15] (see also [39,3]) it was shown that for X = R this deﬁnition is equivalent to the statement: there exists a subset A
of N with δ(A) = 1 such that the sequence (xn)n∈A converges to x, i.e. for every neighborhood V of x there is n0 ∈ N such
that n n0 and n ∈ A imply xn ∈ V .
This fact suggests to deﬁne a new convergence in topological spaces.
A sequence (xn)n∈N in a topological space X is said to s∗-converge to x ∈ X if there is A ⊂ N with δ(A) = 1 such that
limm→∞,m∈A xm = x. In this case we write x = s∗-lim xn .
Lemma 2.1. If a sequence (xn)n∈N in a space X s∗-converges to x ∈ X, then (xn)n∈N statistically converges to x.
Proof. Let U be a neighborhood of x. Since (xn)n∈N s∗-converges to x, there are A ⊂ N with δ(A) = 1 and n0 = n0(U ) such
that n n0 and n ∈ A imply xn ∈ U . Then {n ∈ N: xn /∈ U } ⊂ {1,2, . . . ,n0} ∪ (N \ A) and since δ({1,2, . . . ,n0} ∪ (N \ A)) = 0,
it follows x = s- lim xn . 
However, for ﬁrst countable spaces the converse holds.
Theorem 2.2. Let X be a ﬁrst countable space. If a sequence (xn)n∈N in X statistically converges to x, then (xn)n∈N s∗-converges to x.
Proof. Fix a countable decreasing local base U1 ⊃ U2 ⊃ · · · at x. For every i ∈ N set
Ai = {n ∈ N: xn ∈ Ui}.
Then we have A1 ⊃ A2 ⊃ · · · and δ(Ai) = 1 for each i ∈ N. Take a k1 ∈ A1. There is k2 ∈ A2, k2 > k1, such that for every
n k2 it holds
|A2(n)|
n
= |{m ∈ A2: m n}|
n
>
1
2
(because δ(A2) = 1). And so on. In this way we obtain k1 < k2 < · · · , ki ∈ Ai , such that for every n ki one has
|Ai(n)|
n
= |{m ∈ Ai: m n}|
n
> 1− 1
i
.
Deﬁne the set A ⊂ N as follows: for each k  k1, k ∈ A; if i  1 and ki < k  ki+1, then k ∈ A if and only if k ∈ Ai . Let
A = {n1 < n2 < · · ·}. If n ∈ N is such that ki  n ki+1, then
|A(n)|
n
 |Ai(n)|
n
> 1− 1
i
,
consequently, δ(A) = 1.
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exists j  i with k j  n k j+1. Hence, by deﬁnition of A, n ∈ A j . Therefore, for each n ∈ A, n ki we have xn ∈ U j ⊂ Ui ⊂ V ,
i.e. limi→∞ xni = x. 
Note. The referees of this paper have informed us that a result similar to Lemma 2.1 can be found in [19,35], and a result
similar to Theorem 2.2 in [35].
We state now some simple, but basic facts about statistical convergence.
Fact 1. The limit of a statistically convergent sequence is uniquely determined in Hausdorff spaces.
Fact 2. If a sequence (xn)n∈N converges to x in the usual sense, then it statistically converges to x (since every ﬁnite subset
of N has asymptotic density zero), while the converse is not true in general. Take, for example the divergent sequence
(xn)n∈N in R deﬁned by: xn = 1, if n is prime, and xn = 0, otherwise. Since the set of prime natural numbers has asymptotic
density 0, this sequence statistically converges to 0.
Fact 3. A subsequence of a statistically convergent sequence need not be statistically convergent. (See the previous example.)
A subset A of N is statistically dense if δ(A) = 1. Let us note that the union and intersection of two statistically dense
sets in N are also statistically dense.
A subsequence (xnk )k∈N of a sequence (xn)n∈N is statistically dense in (xn)n∈N if the set of indices nk is a statistically dense
subset of N.
Lemma 2.3. A sequence (xn)n∈N is statistically convergent if and only if any its statistically dense subsequence is statistically conver-
gent.
Proof. Suﬃciency is trivial because every sequence is statistically dense in itself.
Necessity: Let (xn)n∈N statistically converge to x and let (xnk )k∈N be a statistically dense subsequence of (xn)n∈N . Suppose,
on the contrary, that (xnk )k∈N statistically diverges. That means that for every p ∈ X there is a neighborhood V of p such
that δ({k ∈ N: xnk /∈ V }) 	= 0. Then δ({n ∈ N: xn /∈ V }) δ({k ∈ N: xnk /∈ V }) 	= 0; as a result (xn) diverges. A contradiction. 
Fact 4. If a sequence (xn)n∈N s∗-converges to x, then there is a subsequence of (xn)n∈N converging to x.
2.1. Sequential like properties
Well-known deﬁnitions of Fréchet–Urysohn (FU), sequential and strictly Fréchet–Urysonh (SFU) spaces may be general-
ized to statistical versions.
X is said to be a statistical FU-space (or shortly, an s-FU-space) if for each A ⊂ X and each x ∈ A there is a sequence in A
statistically converging to x. (Notice that the notion of statistical FU-spaces coincides with the notion of FU(p)-spaces [20],
where p is the ﬁlter consisting of density 1 subsets of N.)
X is called statistically sequential if for each nonclosed A ⊂ X there are a point x ∈ X \ A and a sequence (xn)n∈N in A
statistically converging to x.
The following example is a modiﬁcation of Example 1.6.19 in [11].
Example 2.4. There is a space X which is statistically sequential, but not an s-FU-space.
For each n ∈ N let xn = (xn,m)m∈N be a sequence of real numbers deﬁned as follows:
if n ∈ N is not a prime number, then (xn,m)m∈N s-converges to an = 1
n
;
if n ∈ N is a prime number, then (xn,m)m∈N s-converges to an = n.
Suppose also that {xn,m: n,m ∈ N} is faithfully indexed set.
The sequence (an)n∈N s-converges to 0. Let
X = {xn,m: n,m ∈ N} ∪ {an: n ∈ N} ∪ {0}.
The topology on X is given in the following way:
1. All points xn,m , n,m ∈ N, are isolated;
2. Neighborhoods of points an , n ∈ N, are sets V of the form {an} ∪ {xn,m: δ({m ∈ N: xn,m /∈ V }) = 0};
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{xn,m: n /∈ K & δ({m ∈ N: xn,m /∈ W }) = 0}.
This space is not s-FU, because 0 ∈ X \ {an: n ∈ N}, but no sequence in X \ {an: n ∈ N} statistically converges to 0. Let
us prove that X is s-sequential, i.e. that if a subset Y of X contains the statistical limits of any of its statistical convergent
sequences, then Y is closed. Pick a point p ∈ Y . If p 	= 0, then obviously Y contains a sequence statistically converging
to p (by the deﬁnition of the local base in p). Let p = 0 and 0 ∈ Y \ Y . The subsequence 1/4,1/6,1/8,1/9, . . . of (an)n∈N
converges to 0, and each neighborhood of each element from this subsequence meets Y ; otherwise there would exist a
neighborhood of 0 whose intersection with Y is empty. So this subsequence is contained in Y and since it s-converges to 0,
it follows 0 ∈ Y . A contradiction.
2.2. Statistical limit points and statistical cluster points
In [16] the notions of statistical limit point and statistical cluster point of a sequence of real numbers were introduced.
We deﬁne the topological versions of these two notions.
A point x is said to be a statistical limit point of a sequence (xn)n∈N in a space X if there is a set {n1 < n2 < · · · <
nk < · · ·} ⊂ N whose asymptotic density is not zero (which means that it is greater than zero or does not exist, or equiva-
lently, its upper asymptotic density is positive) such that limk→∞ xnk = x.
x is called a statistical cluster point of a sequence (xn)n∈N if for each neighborhood U of x the upper asymptotic density
of the set {n ∈ N: xn ∈ U } is positive.
For a sequence (xn)n∈N in a space X let L(xn), Λ(xn) and Θ(xn) denote the set {z ∈ X: for each neighborhood V of z
the set {k ∈ N: xk ∈ V } is inﬁnite}, the set of all statistical limit points of (xn)n∈N and the set of all statistical cluster points
of (xn)n∈N , respectively. Obviously, we have Λ(xn) ⊂ L(xn) and Θ(xn) ⊂ L(xn).
Theorem 2.5. For any topological space X and any sequence (xn)n∈N in X we have Λ(xn) ⊂ Θ(xn).
Proof. Let y ∈ Λ(xn) and let a subsequence (xnk )k∈N of (xn)n∈N witnesses that limk→∞ xnk = y and δ({nk: k ∈ N}) = α > 0.
Let U be a neighborhood of y. Then for all but ﬁnitely many k’s, say k1,k2, . . . ,ki0 , xnk ∈ U . Furthermore,
{n ∈ N: xn ∈ U } ⊃ {nk: k ∈ N} \ {nk1 , . . . ,nki0 }
and thus
δ
({n ∈ N: xn ∈ U })= limsup
m→∞
|{nm: xn ∈ U }|
m
 limsup
m→∞
|{nk: k ∈ N}|
m
− 1
m
O (1) α
2
.
(Here, O is the standard Landau notation.) Therefore, y ∈ Θ(xn). 
So, for a sequence (xn)n∈N in a space X we have
Λ(xn)  Θ(xn)  L(xn).
Moreover, these three sets may be very different [16].
We now topologically describe the sets Λ(xn) and Θ(xn). For the metric case (and the real line) the reader is referred
to [16,34].
Theorem 2.6. Let X be a ﬁrst countable space. For any sequence (xn)n∈N in X the set Λ(xn) is an Fσ -set.
Proof. For any i ∈ N let
Fi =
{
p ∈ X: ∃(n1 < · · · < nk < · · ·) lim xnk = p & δ
({nk: k ∈ N}) 1i
}
.
We prove that each Fi is a closed subset of X . Let y ∈ Fi and let U be a neighborhood of y. Since X is ﬁrst countable there
is a sequence (y j) j∈N in Fi converging to y. For every y j choose a subsequence of (xn)n∈N converging to y j whose set of
indices M j has upper asymptotic density  1/i. If we take a sequence (ε j) j∈N of positive real numbers converging to 0,
then (compare with the proof of Theorem 2.2) there is a sequence t1 < t2 < · · · in N such that
|M j ∩ (t j−1, t j]|
t j
 1
i
− ε j, j ∈ N.
Put M =⋃{M j ∩ (t j−1, t j]: j ∈ N}. Then δ(M) 1/i. Let M = {m1 <m2 < · · · <mk < · · ·}. Since only ﬁnitely many y j , say
y1, . . . , y j0 , are not in U we have limk→∞ xmk = y, as M ⊂
⋃{M j: j  j0} ⊂ {n ∈ N: xn ∈ U } \ {ﬁnite set}. So, y ∈ Fi , i.e.
Fi is closed.
It is clear that Λ(xn) =⋃{Fi: i ∈ N}, hence Λ(xn) is an Fσ -set in X . 
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Lemma 2.7. Let X be a space with hcld(X) =ω. Then for each closed set F ⊂ X there is a sequence (xn)n∈N in X such that F = L(xn).
Proof. Let A = {ai: i ∈ N} be a countable dense subset of F . Decompose N into pairwise disjoint inﬁnite sets N =⋃i∈N Mi
and deﬁne the sequence (xn)n∈N by setting
xn = ai for each n ∈ Mi .
Clearly, L(xn) ⊂ F since F is closed.
Let us show F ⊂ L(xn). Let y ∈ F and let U be a neighborhood of y. Pick a point ak ∈ U . Since xn = ak for each n ∈ Mk ,
we have that inﬁnitely many indexes n ∈ N satisfy xn ∈ U , i.e. y ∈ L(xn). 
Theorem 2.8. Let X be a space with hcld(X) = ω. Then for each Fσ -set A in X there exists a sequence (xn)n∈N in X such that
A = Λ(xn).
Proof. Let A =⋃∞i=1 Ai , where each Ai is closed. By Lemma 2.7, for every i choose a sequence (xi, j) j∈N ⊂ Ai such that
L(xi, j) = Ai . Decompose N into pairwise disjoint sets as N =⋃i∈N Mi , where
Mi =
{
2i−1(2 j − 1): j ∈ N}, i ∈ N.
It is known [16] (and it can be easily checked) that δ(Mi) = 2−i and that δ(N \⋃ij=1 M j) tends to 0 as i → ∞. Further, for
each i ∈ N decompose Mi =⋃ j∈N Si, j , where δ(Si, j) = 2−i for each j ∈ N (see [34,16]). Deﬁne the sequence (xn)n∈N such
that
xn = xi, j for each n ∈ Si, j .
We prove that Λ(xn) = A.
(i) Suppose there is a subsequence (xnk )k∈N of (xn)n∈N converging to p /∈ A. Then for every i the set
⋃i
j=1 M j contains
only ﬁnitely many n1, . . . ,ns , hence δ({n1, . . . ,ns}) = 0. So, p /∈ Λ(xn).
(ii) Suppose now p ∈ A, say p ∈ Ai . If a subsequence (xi, jk ) of (xi, j) j∈N converges to p, then for any ε > 0 with ε < 2−i
there is a sequence t1 < t2 < · · · in N such that
|Si, jk ∩ (tk−1, tk]|
tk
 2−i − ε.
Put S =⋃{Si, jk ∩ (tk−1, tk]: k ∈ N}. Then δ(S) 2−i − ε and limn→∞,n∈S xn = p. Therefore, p ∈ Λ(xn). 
Now we show, in the realm of topological spaces, some results about statistical cluster points which parallel ones valid
for metric spaces (see [34]).
Theorem 2.9. For any space X and any sequence (xn)n∈N in X, the set Θ(xn) is closed.
Proof. Let y ∈ Θ(xn). Let U be any neighborhood of y. There is a point z ∈ U ∩ Θ(xn). Take a neighborhood V of z such
that V ⊂ U . Since z is in Θ(xn) we have δ({n ∈ N: xn ∈ V }) > 0. Then from {n ∈ N: xn ∈ U } ⊃ {n ∈ N: xn ∈ V } it follows
δ({n ∈ N: xn ∈ U }) > 0. This means that y ∈ Θ(xn). 
Theorem 2.10. Let X be a space with hcld(X) = ω. Then for each closed set F ⊂ X there is a sequence (xn)n∈N in X such that
F = Θ(xn).
Proof. Let A = {ai: i ∈ N} be a countable dense subset of F . As in the proof of Theorem 2.8, decompose N into pairwise
disjoint sets
Mi =
{
2i−1(2 j − 1): j ∈ N}, i ∈ N,
such that δ(Mi) = 2−i for each i ∈ N. Deﬁne now the sequence (xn)n∈N as follows:
xn = ai for each n ∈ Mi .
Clearly, Θ(xn) ⊂ F .
Let us show F ⊂ Θ(xn). Let y ∈ F and let U be a neighborhood of y. Pick a point ak ∈ U . Since xn = ak for each n ∈ Mk ,
we have
{n ∈ N: xn ∈ U } ⊃ Mk
and thus δ({n ∈ N: xn ∈ U }) > 0, i.e. y ∈ Θ(xn). 
G. Di Maio, L.D.R. Kocˇinac / Topology and its Applications 156 (2008) 28–45 33From the results above we have the following
Corollary 2.11. Let X be a second countable space. Then:
(1) A set F ⊂ X is closed if and only if there is a sequence (xn)n∈N in X such that F = L(xn) if and only if there is a sequence (yn)n∈N
in X such that F = Θ(yn);
(2) A set A ⊂ X is an Fσ -set if and only if there is a sequence (xn)n∈N in X such that A = Λ(xn).
We show other three properties of the set Θ(xn).
Theorem 2.12. If (xn)n∈N and (yn)n∈N are sequences in a space X such that δ({n ∈ N: xn 	= yn}) = 0, then Θ(xn) = Θ(yn) and
Λ(xn) = Λ(xn).
Proof. Let p ∈ Θ(xn) and let U be a neighborhood of p. Then δ({n ∈ N: xn ∈ U }) > 0. We have
{n ∈ N: xn ∈ U } \ {n ∈ N: xn 	= yn} ⊆ {n ∈ N: yn ∈ U },
and because δ({n ∈ N: xn 	= yn}) = 0 one concludes δ({n ∈ N: yn ∈ U }) > 0, hence p ∈ Θ(yn). By symmetry one proves
Θ(yn) ⊂ Θ(xn).
The equality Λ(xn) = Λ(yn) is shown similarly. 
Theorem 2.13. For any sequence (xn)n∈N in a hereditarily Lindelöf space X there is a sequence (yn) such that δ({n ∈ N: xn 	= yn}) = 0
and L(yn) = Θ(xn).
Proof. If Θ(xn) = L(xn), it is trivial that L(yn) = Θ(xn). Suppose that Θ(xn)  L(xn). For each p ∈ L(xn) \ Θ(xn) pick a
neighborhood Up of p such that δ({n ∈ N: xn ∈ Up}) = 0. From the open cover {Up: p ∈ L(xn) \ Θ(xn)} of the set L(xn) \
Θ(xn) choose a countable subcover {Upi : i ∈ N}. Because pi ∈ L(xn) \Θ(xn) for each i, each set Upi contains a subsequence
(xnim ) of (xn)n∈N with δ({nim : m ∈ N}) = 0. Put Ai = {nim : m ∈ N}. By [6] (see also [16]) these sets can be arranged in a
set A ⊂ N such that δ(A) = 0 and for each i ∈ N, {n ∈ N: xn ∈ Upi } \ A is a ﬁnite set. Let N \ A = {kn: n ∈ N}. Deﬁne the
sequence (yn)n∈N in the following way:
yn =
{
xkn , if n ∈ A,
xn, n ∈ N \ A.
Then δ({n ∈ N: yn 	= xn}) = 0 and by the previous theorem we have Θ(xn) = Θ(yn). It remains to prove that L(yn) =
Θ(yn). The subsequence (xkn ) of (yn)n∈N has no accumulation point in L(xn) \Θ(xn), consequently no statistical limit point
of (yn)n∈N . So, L(yn) = Θ(yn) and thus L(yn) = Θ(xn). 
Theorem 2.14. Let K be a compact subset of a space X. Then for every sequence (xn)n∈N in X such that δ({n ∈ N: xn ∈ K }) > 0, we
have K ∩Θ(xn) 	= ∅.
Proof. Suppose, by contradiction, that K ∩ Θ(xn) = ∅. Then for every y ∈ K there is a neighborhood V y of y such that
the set My := {n ∈ N: xn ∈ V y} has asymptotic density 0. From the open cover {V y: y ∈ K } of K take a ﬁnite subcover
{V y1 , . . . , V y j } of K . Since {n ∈ N: xn ∈ K } ⊂ My1 ∪ · · · ∪ My j , it follows δ({n ∈ N: xn ∈ K }) = 0, a contradiction. 
2.3. Uniform case
In this subsection we consider statistical convergence in uniform spaces. Entourages of the diagonal are supposed to be
open and symmetric. Several results about statistical convergence on the real line and in metric spaces (see, for example,
[4,33,34]) are true also in uniform spaces.
In [15] the notion of statistical Cauchy sequence in R was introduced and it was shown that this notion coincide with
the notion of statistical convergent sequence in R.
Let (X,U) be a uniform space. A sequence (xn)n∈N in X is statistically Cauchy sequence if for each U ∈ U there is n0 ∈ N
such that δ({n ∈ N: (xn, xn0 ) /∈ U }) = 0.
Theorem 2.15. If a sequence (xn)n∈N in a uniform space (X,U) is statistically convergent, then it is a statistically Cauchy sequence.
Proof. We use a bit modiﬁed the standard proof that convergent sequences are Cauchy. Let (xn)n∈N statistically converges
to x and let U ∈ U. Take V ∈ U such that V 2 ⊂ U . The set A = {n ∈ N: xn /∈ V [x]} has asymptotic density 0. Pick n0 ∈ N so
that xn0 ∈ V [x]. For each n ∈ N \ A we have (xn, x) ∈ V and (x, xn0 ) ∈ V , so that for all n ∈ N \ A we have (xn, xn0 ) ∈ U . In
other words, the set {n ∈ N: (xn, xn0 ) /∈ U } is contained in A and thus has asymptotic density 0. This means that (xn)n∈N is
a statistically Cauchy sequence. 
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Remark 2.17. One can prove a little bit more: every statistically convergent sequence is statistically quasi-Cauchy; we say
that a sequence (xn)n∈N in a uniform space (X,U) is statistically quasi-Cauchy if for each U ∈ U there is a set M ⊂ N with
δ(M) = 1 such that (xn, xm) ∈ U for all m,n ∈ M .
Let (X,U) be a uniform space. Then:
1. A set B ⊂ X is called bounded if there are U ∈ U and x ∈ X such that B ⊂ U [x].
2. A sequence (xn)n∈N in X is bounded the set {xn: n ∈ N} is bounded.
3. (X,U) is called boundedly compact if each closed, bounded set in X is compact (so, for every U ∈ U and every x ∈ X ,
the set U [x] is compact).
4. (X,U) is said to have nice closed sections if for each U ∈ U and each x ∈ X the set U [x] is compact whenever it is a
proper subset of X .
Evidently, every boundedly compact uniform space has nice closed sections, and every uniform space with nice closed
sections is locally compact.
Denote by bs(X) the set of all bounded sequences in (X,U), and by cs(X) the set of all sequences (xn)n∈N in X with
Θ(xn) 	= ∅.
Recall that for a Hausdorff topological space X we denote by CL(X) and K(X) the set of all nonempty closed and the
set of all nonempty compact subsets of X , respectively.
Observe, that by Theorem 2.14 we have Θ(xn) 	= ∅ for any bounded sequence (xn)n∈N , i.e. bs(X) ⊂ cs(X). Moreover, if
(X,U) is boundedly compact, then Θ(xn) is compact: it is bounded and, by Theorem 2.10, closed. So, if (X,U) is a boundedly
compact uniform space, we have the mapping
θ :bs(X) → K(X), deﬁned by θ((xn)n∈N)= Θ(xn).
Deﬁne a uniformity U˜ on the set cs(X), induced by U, as follows:
U˜ := {U˜ = ((xn), (yn)): ∀n(xn ∈ U [yn] and yn ∈ U [xn])}.
We equip K(X) with the Hausdorff–Bourbaki uniformity UH (see [11]) inherited from the space CL(X), namely
UH :=
{
U = (A, B) ∈ CL(X)× CL(X): U ∈ U, A ⊂ U [B] and B ⊂ U [A]}.
Theorem 2.18. Let (X,U) be a boundedly compact uniform space. Then the mapping θ : (bs(X), U˜) → (K(X),UH ) is uniformly
continuous.
Proof. Let U ∈ U. Select V ∈ U such that V 3 ⊂ U . Let ((xn), (yn)) ∈ V˜ and let z ∈ Θ(xn). This means that δ(A) = δ({n ∈ N:
xn ∈ V [z]}) > 0. For every n ∈ A since (xn, yn) ∈ V and (xn, z) ∈ V , we have yn ∈ V 2[z]. Then B = {n ∈ N: yn ∈ V 2[z]} ⊃ A,
and consequently δ(B) > 0. By Theorem 2.14, there is a point t ∈ V 2[z] ∩ Θ(yn) and so z ∈ V 3[Θ(yn)]. Therefore, Θ(xn) ⊂
V 3[Θ(yn)] ⊂ U [Θ(yn)]. Similarly we show Θ(yn) ⊂ U [Θ(xn)]. Hence, (Θ(xn),Θ(yn)) ∈ U ∈ UH . 
From Theorem 2.14 one obtains directly the following lemma.
Lemma 2.19. Let (X,U) be a locally compact uniform space and (xn)n∈N a sequence in X. Then Θ(xn) 	= ∅ if and only if there is a
compact set K ⊂ X such that δ({n ∈ N: xn ∈ K }) > 0.
For a space X , the lower Vietoris topology on the set CL(X) is generated by the sets U− , U open in X , where
U− = {F ∈ CL(X): F ∩ U 	= ∅}.
Theorem 2.20. Let (X,U) be a locally compact uniform space. Then the mapping θ : (cs(X), U˜) → (CL(X), τV− ) is continuous.
Proof. It suﬃces to prove that for every G− ⊂ (CL(X), τV− ), the set θ←(G−) is open. Let (xn)n∈N ∈ θ←(G−). Then there is
z ∈ Θ(xn)∩ G 	= ∅. Since X is locally compact there exists U ∈ U such that U [z] ⊂ G and U [z] is compact. Pick W ∈ U with
W 2 ⊂ U . Since z ∈ Θ(xn) we have δ(A) = δ({n ∈ N: xn ∈ W [z]}) > 0. Choose (yn)n∈N ∈ W˜ [(xn)]. Since xn ∈ W [z], yn ∈ W [xn]
it follows yn ∈ W 2[z] ⊂ U [z] for every n ∈ A. So, B = {n ∈ N: yn ∈ U [z]} ⊃ A, and thus δ(B) > 0. Because U [z] is compact
and U [z] ⊂ G , by Theorem 2.14 we have Θ(yn) ∩ G 	= ∅, hence (yn)n∈N ∈ θ←(G−) and W˜ [(xn)] ⊂ θ←(G−). This completes
the proof. 
The following topologies on the set CL(X) are well known.
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A+ = {F ∈ CL(X): F ⊂ A}.
The Fell topology τF is the join τF+ ∨ τV− .
If (X,U) is a uniform space, then the upper proximal topology τP+ is generated by the sets G
++ , G open in X , where
G++ = {F ∈ CL(X): ∃U ∈ U such that U [F ] ⊂ G}.
The proximal topology τP is the join of τP+ and the lower Vietoris topology τV− (see [10]).
Theorem 2.21. Let (X,U) be a noncompact uniform space with nice closed sections. Then the mappings
(i) θ : (cs(X), U˜) → (CL(X), τF+ );
(ii) θ : (cs(X), U˜) → (CL(X), τP+ )
are continuous.
Proof. Since the proofs of (i) and (ii) are quite similar, we show the proximal case.
Let (xn)n∈N ∈ cs(X) and let G++ , G ⊂ X open, be a neighborhood of θ((xn)n∈N) = Θ(xn). Hence, there exists U ∈ U such
that U [Θ(xn)] ⊂ G . Select V ∈ U with V 4 ⊂ U . Let (yn)n∈N be a sequence such that ((xn), (yn)) ∈ V˜ (i.e. (xn, yn) ∈ V for
each n ∈ N). Take t ∈ Θ(yn). The set A = {n ∈ N: yn ∈ V [t]} has positive upper asymptotic density. Since for each n ∈ A,
xn ∈ V 2[t], the set B = {n ∈ N: xn ∈ V 2[t]} contains A and so its upper asymptotic density is also positive. The set V 2[t] is
compact, and since δ(B) > 0 it follows V 2[t] ∩Θ(xn) 	= ∅. Pick a point z from this intersection. Then t ∈ V 3[z] which means
that Θ(yn) ⊂ V 3[Θ(xn)]. Therefore, V [Θ(yn)] ⊂ V 4[Θ(xn)] ⊂ U [Θ(xn)] ⊂ G , i.e. θ(V˜ [(xn)]) ⊂ G++ . 
From Theorems 2.20 and 2.21 we have
Corollary 2.22. Let (X,U) be a noncompact uniform space with nice closed sections. Then the mappings
(i) θ : (cs(X), U˜) → (CL(X), τF);
(ii) θ : (cs(X), U˜) → (CL(X), τP)
are continuous.
3. Applications to open covers
In this section we consider how the idea of statistical convergence can be applied to open covers of topological spaces
and selection properties related to the covers. We give statistical analogues of some kinds of covers and related selection
principles. We refer the interested reader to the survey papers [27,29,44,47] in connection with selection principles.
Two classical selection properties, formulated in a general form in [43] (see also [23]), are deﬁned as follows. Let A
and B be sets of families of subsets of an inﬁnite set X . Then:
S1(A,B) denotes the selection principle:
For each sequence (An: n ∈ N) of elements of A there is a sequence (bn: n ∈ N) such that bn ∈ An for each n
and {bn: n ∈ N} ∈ B.
Sﬁn(A,B) denotes the selection hypothesis:
For each sequence (An: n ∈ N) of elements of A there is a sequence (Bn: n ∈ N) of ﬁnite (possibly empty) sets
such that for each n, Bn ⊂ An and ⋃n∈N Bn ∈ B.
The prototypes for these two selection properties are the Rothberger property S1(O,O) (1938) and Menger’s property
Sﬁn(O,O) (1924), where O is the collection of open covers of a space X .
There are inﬁnitely long games corresponding to these selection principles.
G1(A,B) denotes the game for two players, ONE and TWO, who play a round for each positive integer. In the nth round
ONE chooses a set An ∈ A, and TWO responds by choosing an element bn ∈ An . TWO wins a play (A1,b1; . . . ; An,bn; . . .) if
{bn: n ∈ N} ∈ B; otherwise, ONE wins.
Gﬁn(A,B) denotes the game where in the nth round ONE chooses a set An ∈ A, while TWO responds by choosing a
ﬁnite set Bn ⊂ An . The play (A1, B1, . . . , An, Bn, . . .) is won by TWO if and only if ⋃n∈N Bn ∈ B.
In [31] the following selection principles were introduced and studied (see also [48]).
The symbol αi(A,B), i = 1,2,3,4, denotes the selection hypothesis that for each sequence (An: n ∈ N) of inﬁnite ele-
ments of A there is an element B ∈ B such that:
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α2(A,B): for each n ∈ N the set An ∩ B is inﬁnite;
α3(A,B): for inﬁnitely many n ∈ N the set An ∩ B is inﬁnite;
α4(A,B): for inﬁnitely many n ∈ N the set An ∩ B is nonempty.
We recall some classes of open covers used throughout the paper. If Δ is a collection of subsets of a space X , then an
open cover U of X is called a Δ-cover if X does not belong to U and every element from Δ is contained in a member of U .
We denote by OΔ the family of all Δ-covers. When Δ is F(X) (K(X)), then Δ-covers are called ω-covers (k-covers), and we
use the symbols Ω and K to denote sets of ω-covers and k-covers. A countable Δ-cover U is groupable (or Δ-groupable)
if it can be represented as a countable union of ﬁnite, pairwise disjoint subfamilies Un , n ∈ N, such that for each D ∈ Δ,
for all but ﬁnitely many n there is U ∈ Un such that D ⊂ U . The symbol OgpΔ is used to denote the set of Δ-groupable
covers. For Δ = F(X) (Δ = K(X)), groupable Δ-covers are called groupable ω-covers (groupable k-covers), and for Δ the
family of singletons we use the term groupability instead of Δ-groupability (see [32]). Notation for the sets of groupable,
ω-groupable and k-groupable covers is Ogp , Ω gp and Kgp , respectively. A Δ-cover U is called a γΔ-cover if for each D ∈ Δ
the set {U ∈ U : D  U }) is ﬁnite. The symbol ΓΔ denotes the set of all γΔ-covers. γF(X)-covers and γK(X)-covers are called
γ -covers and γk-covers, respectively, and the sets of such covers are denoted by Γ and Γk .
Let us recall that a space X is Δ-Lindelöf if each Δ-cover of X contains a countable Δ-cover.
“Statistical” versions of some of the deﬁnitions above are as follows.
Let Δ be a family of subsets of a space X . A countable cover U = {Un: n ∈ N} of X is said to be:
1. An s-γ -cover (s-γΔ-cover) if for each x ∈ X (for each D ∈ Δ) the set {n ∈ N: x /∈ Un} ({n ∈ N: D  Un}) has asymptotic
density zero.
2. An s-groupable cover (s-Δ-groupable) if it can be represented as a countable union of ﬁnite, pairwise disjoint subfami-
lies Vn , n ∈ N, such that for each x ∈ X (for each D ∈ Δ) the set {n ∈ N: x /∈⋃Vn} ({n ∈ N: D  V for every V ∈ Vn})
has asymptotic density zero.
We denote the set of all s-γ -covers (s-γΔ-covers, s-groupable covers, s-Δ-groupable covers) by s-Γ (s-ΓΔ, s-Ogp ,
s-OgpΔ ). According to notations above it is clear what means the notation s-Γk , s-Ω gp , s-Kgp .
Lemma 3.1. An open cover {Un: n ∈ N} of a space X is an s-γ -cover of X if and only if for each ﬁnite F ⊂ X the set {n ∈ N: F  Un}
has asymptotic density 0.
Proof. For each x ∈ F the set Mx = {n ∈ N: x /∈ Un} has asymptotic density 0. But, M = {n ∈ N: F  Un} ⊂⋃x∈F Mx , and as
F is ﬁnite, δ(M) = 0. 
Clearly, every γ -cover of a space X is an s-γ -cover of X . But the converse need not be true.
Example 3.2. Let X = R. For each k ∈ N put Uk2 = (0,k2) and put U1 = (−∞,1). Consider the cover U = U1 ∪ {Uk2 : k > 1}
of X (for n > 1 which is not square of some k ∈ N, put Un = U1). Then U is an s-γ -cover. If x ∈ (−∞,0], then x /∈ Uk2 for
each k ∈ N. But the set M of naturals numbers n such that n = k2 for some k ∈ N has asymptotic density 0. If x ∈ (0,∞),
then x does not belong to U1.
On the other hand, evidently U is not a γ -cover: if x ∈ (−∞,0], then x does not belong to inﬁnitely many sets Uk2 ,
k ∈ N.
It is well known that every inﬁnite subset of a γ -cover is also a γ -cover. However, the previous example shows that it
is not the case with s-γ -covers: take the inﬁnite subset {Uk2 : k ∈ N} of U .
Call a subset V of a cover U = {Un: n ∈ N} of a space X statistically dense in U if the set of indices of elements from V
has asymptotic density 1. Then we have
Lemma 3.3. Statistically dense subset of an s-γ -cover is also an s-γ -cover.
Proof. Let (Un) be an s-γ -cover of a space X and let (Unk ) be a statistically dense subset of (Un). Suppose (Unk ) is not
an s-γ -cover of X . There is a point p ∈ X such that δ({k ∈ N: p /∈ Unk }) 	= 0. But then from δ({n ∈ N: p /∈ Un}) δ({k ∈ N:
p /∈ Unk }) it follows δ({n ∈ N: p /∈ Un}) 	= 0, which contradicts the fact that (Un) is an s-γ -cover of X . 
The following lemma will be also useful.
Lemma 3.4. Let (Un: n ∈ N), Un = {Un,m: m ∈ N}, be a sequence of (countable) s-γ -covers of X . Then (Vn: n ∈ N), deﬁned by
Vn = {U1,m ∩ U2,m ∩ · · · ∩ Un,m: m ∈ N} \ {∅}
is also a sequence of s-γ -covers.
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δ(Ai) = 0. Put Vn,m = U1,m ∩ U2,m ∩ · · · ∩ Un,m . Then {m ∈ N: p /∈ Vn,m} ⊂ ⋃ni=1 Ai and since δ(⋃ni=1 Ai) = 0, we have
δ({m ∈ N: p /∈ Vn,m}) = 0, i.e. Vn is an s-γ -cover of X . 
Some classes of spaces can be deﬁned using a “statistical” approach.
Recall that a space X has the Hurewicz property if for each sequence (Un: n ∈ N) of open covers of X there are ﬁnite
Vn ⊂ Un , n ∈ N, such that each x ∈ X belongs to all but ﬁnitely many sets ⋃Vn [22].
A space X is said to have the s-Hurewicz property if for each sequence (Un: n ∈ N) of open covers of X there are ﬁnite
Vn ⊂ Un , n ∈ N, so that for each x ∈ X we have δ({n ∈ N: x /∈⋃Vn}) = 0.
Theorem 3.5. If an ω-Lindelöf space X satisﬁes Sﬁn(Ω, s-Ogp), then X has the s-Hurewicz property.
Proof. Let (Un: n ∈ N) be a sequence of countable open covers of X . For each n ∈ N,
Vn = {U1 ∪ · · · ∪ Uk: Ui ∈ Un, i  k, k ∈ N}.
Clearly, each Vn is a countable ω-cover of X ; put
Vn = {Vn,m: m ∈ N}, n ∈ N.
Form now a new sequence (Wn: n ∈ N) of ω-covers of X as follows:
W1 = V1; Wn = {V1,m1 ∩ V2,m2 ∩ · · · ∩ Vn,mn : n<m1 <m2 < · · · <mn} \ {∅}.
Apply the assumption to the sequence (Wn: n ∈ N) to choose a sequence (Fn: n ∈ N) of ﬁnite sets such that Fn ⊂ Wn for
each n, and F :=⋃n∈N Fn is an s-groupable cover of X . The latter means that F =⋃n∈N Hn , where each Hn is a ﬁnite
subset of F , Hn ’s are pairwise disjoint and for each x ∈ X the set {n ∈ N: x /∈⋃Hn} has asymptotic density 0.
Take k1 > 1 such that Hk1 ⊂
⋃
i>1 Fi and let G1 denote the set of all V1,p , the ﬁrst components of elements of Hk1
(in the above representation). Further, choose k2 > k1 so that Hk2 ⊂
⋃
i>2 Fi ; let G2 denote the set of all V2,p , the second
components of elements of Hk2 . Proceed in a similar way for i  3. For each n ∈ N the ﬁnite set Gn is a subset of Vn , and
for each x ∈ X , {n ∈ N: x /∈⋃Gn} has asymptotic density zero. For each G ∈ Gn there is a ﬁnite set U˜n(G) ⊂ Un with G =⋃ U˜n(G). Put Cn =⋃G∈Gn U˜n(G). We check that the sequence (Cn: n ∈ N) witnesses for the original sequence (Un: n ∈ N)
that X is s-Hurewicz. For any x ∈ X we have{
n ∈ N: x /∈
⋃
Cn
}
⊂
{
n ∈ N: x /∈
⋃
G∈Gn
U˜n(G)
}
⊂
{
n ∈ N: x /∈
⋃
Gn
}
,
so that δ({n ∈ N: x /∈⋃Cn}) = 0, which completes the proof. 
Theorem 3.6. For a space X the following statements are equivalent:
(1) X satisﬁes α2(s-Γ,Γ );
(2) X satisﬁes α3(s-Γ,Γ );
(3) X satisﬁes α4(s-Γ,Γ );
(4) X satisﬁes S1(s-Γ,Γ );
(5) ONE has no winning strategy in the game G1(s-Γ,Γ ) on X.
Proof. We prove (3) ⇒ (4), (4) ⇒ (5) and (5) ⇒ (1).
(3) ⇒ (4). Let (Un: n ∈ N) be a sequence of s-γ -covers of X . Suppose that Un = {Un,m: m ∈ N}, n ∈ N. For all n,m ∈ N
set
Vn,m = U1,m ∩ U2,m ∩ · · · ∩ Un,m.
Then, by Lemma 3.4, for each n the set Vn = {Vn,m: m ∈ N} is an s-γ -cover of X . By (3) (and the fact that each inﬁnite subset
of a γ -cover is also a γ -cover), there is an increasing sequence {n1 < n2 < · · ·} in N and a cover V = (Vni ,mi : i ∈ N) ∈ Γ
such that for each i ∈ N, Vni ,mi ∈ Vni . Let n0 = 0. For each i  0, each n with ni < n  ni+1 and each Vni+1,mi+1 = U1,mi+1 ∩· · · ∩ Uni+1,mi+1 set
On = U j,mi+1 .
For each n ∈ N, On ∈ Un and the set {On: n ∈ N} is a γ -cover of X , because this set is reﬁned by V which is in Γ . So,
X satisﬁes S1(s-Γ,Γ ).
(4) ⇒ (5). Consider the following strategy σ for ONE in G1(s-Γ,Γ ). Let in the ﬁrst round ONE choose σ(∅) =
{U (1),U (2), . . . ,U (n), · · ·}, an s-γ -cover of X . Suppose that for each ﬁnite sequence t of natural numbers of length  m,
Ut has been deﬁned. Deﬁne now {U (n1,...,nm,k): k ∈ N} as the set
σ(U (n1),U (n1,n2), . . . ,U (n1,...,nm)) \ {U (n1),U (n1,n2), . . . ,U (n1,...,nm)}.
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each t choose nt ∈ N such that {Ut(nt ): t a ﬁnite sequence of natural numbers} is a γ -cover of X . Deﬁne inductively the
sequence n1 = n∅ , nk+1 = n(n1,...,nk) , for k 1. Then the sequence
U(n1),U (n1,n2), . . . ,U (n1,...,nk), . . .
of moves of TWO is actually a γ -cover of X which shows that σ is not a winning strategy for ONE in the game G1(s-Γ,Γ ).
(5) ⇒ (1). Let (Un: n ∈ N) be a sequence of s-γ -covers of X ; suppose Un = {Un,m: m ∈ N}, n ∈ N. From each Un form
a sequence of new s-γ -covers of X in accordance with the strategy σ for ONE deﬁned in this way. ONE’s ﬁrst move
is σ(∅) = U1. Let U1,mi1 ∈ U1 be TWO’s response. Then ONE looks at the s-γ -cover V(1,mi1 ) = {U1,m: m > mi1} and
plays σ(U1,mi1 ) = V(1,mi1 ). If TWO takes a set U1,mi2 ∈ V(1,mi1), then ONE plays σ(U1,mi1 ,U1,mi2 ) = V(1,mi2 ) = {U1,m:
m>mi2}, still an s-γ -cover of X . TWO chooses a set U1,mi3 ∈ σ(U1,mi1 ,U1,mi2 ), and so on. Proceed in the same way for all
n 2.
Since σ is not a winning strategy for ONE, there exists a σ -play
σ(∅),U1,mi1 ; σ(U1,mi1 ),U1,mi2 ; σ(U1,mi1 ,U1,mi2 ),U1,mi3 ; . . .
lost by ONE. In other words, TWO’s moves U1,mi1 ,U1,mi2 ,U1,mi3 , . . . form a sequence which is a γ -cover of X and, obviously,
it contains inﬁnitely many elements from each Un , n ∈ N. So, that sequence shows that (1) holds. 
3.1. Uniform case
In this subsection we present statistical versions of some results by Kocˇinac from [26] concerning uniform selection
properties.
In [26], a uniform space (X,U) is called uniformly Hurewicz (called also Hurewicz bounded in [29]) if for each sequence
(Un: n ∈ N) of entourages of the diagonal of X there is a sequence (An: n ∈ N) of ﬁnite subsets of X such that each x ∈ X
belongs to all but ﬁnitely many sets Un[An].
A uniform space (X,U) is called statistically Hurewicz bounded (shortly s-Hurewicz bounded) if for each sequence
(Un: n ∈ N) of elements of U there is a sequence (An: n ∈ N) of ﬁnite subsets of X such that for each x ∈ X the set
{n ∈ N: x /∈ Un[An]} has asymptotic density zero.
It is easy to verify that uniformly continuous images and ﬁnite unions of s-Hurewicz bounded uniform spaces are also
s-Hurewicz bounded.
The following theorem gives a characterization of s-Hurewicz boundedness in terms of s-groupability.
Theorem 3.7. For a uniform space (X,U) the following statements are equivalent:
(1) X is s-Hurewicz bounded;
(2) For each sequence (Un: n ∈ N) ⊂ U there is a sequence (Bn: n ∈ N) of ﬁnite subsets of X such that {Un[Bn]: n ∈ N} is an
s-groupable cover of X .
Proof. (1) ⇒ (2) is trivial.
(2) ⇒ (1). Let (Un: n ∈ N) be a sequence of elements from U. For each n ∈ N choose a Vn ∈ U such that V 2n ⊂
⋂
in Ui .
By (2) for each n ∈ N select a ﬁnite subset Bn of X such that {Vn[Bn]: n ∈ N} is an s-groupable cover of X , i.e. there is a
sequence n1 < n2 < · · · < nk < · · · of positive integers such that for each x ∈ X the set Mx = {k ∈ N: x ∈⋃nki<nk+1 Vi[Bi]}
is of asymptotic density 1. Set
An =
⋃
i<n1
Bi for each n< n1,
An =
⋃
nki<nk+1
Bi for each n with nk  n< nk+1.
For each n, An is a ﬁnite subset of X . We prove that the sequence (An: n ∈ N) witnesses for (Un: n ∈ N) that (1) is true.
Indeed, for each x ∈ X we have Kx = {n ∈ N: x ∈ Un[An]} ⊃ {k ∈ N: x ∈⋃nki<nk+1 Vi[Bi]} = Mx , hence δ(Kx) = 1. 
The following theorems describe the behavior of s-Hurewicz boundedness under basic topological operations.
Theorem 3.8. Every subspace of an s-Hurewicz bounded uniform space (X,U) is s-Hurewicz bounded.
Proof. Let (Y ,UY ) be a subspace of (X,U) and let (Wn: n ∈ N) be a sequence of elements of UY . For each n let Un be an
element in U such that Wn = Un ∩ (Y ×Y ), and let Vn ∈ U be such that V 2n ⊂ Un . Apply to the sequence (Vn: n ∈ N) the fact
G. Di Maio, L.D.R. Kocˇinac / Topology and its Applications 156 (2008) 28–45 39that (X,U) is s-Hurewicz bounded and pick ﬁnite sets An ⊂ X , n ∈ N, such that for each x ∈ X the set {n ∈ N: x /∈ Vn[An]}
has asymptotic density 0. For each n put
Bn =
{
a ∈ An: ∃y ∈ Y with y ∈ Vn[a]
}
and for each b ∈ Bn choose an element yb ∈ Y with yb ∈ Vn[b]; put
Cn = {yb: b ∈ Bn}.
We claim that the sequence (Cn: n ∈ N) witnesses for (Wn: n ∈ N) that (Y ,UY ) is s-Hurewicz bounded.
Let y ∈ Y . The set My = {n ∈ N: ∃a ∈ An with y ∈ Vn[a]} has asymptotic density 1. By deﬁnition of Bn each such a
belongs to Bn and so My coincides with the set of all n such that there is ya ∈ Cn satisfying ya ∈ Vn[a], hence a ∈ Vn[ya].
Since for each n ∈ My , y ∈ Vn[a] it follows y ∈ Un[ya] for each n ∈ My . This together with y ∈ Y gives y ∈ Wn[ya] ⊂ Wn[Cn]
for each n ∈ My , i.e. Y is s-Hurewicz bounded. 
Theorem 3.9. If an s-Hurewicz bounded uniform space (X,UX ) is dense in a uniform space (Y ,U), then Y is also s-Hurewicz bounded.
Proof. Let (Wn: n ∈ N) be a sequence in U and let for each n, Un = Wn ∩ (X × X) ∈ UX . Choose for each n a member
On ∈ U for which O 2 ⊂ Wn and let Vn = On ∩ (X × X). Since X is s-Hurewicz bounded, there are ﬁnite sets An ⊂ X , n ∈ N,
such that for each x in X the set Mx = {n ∈ N: x ∈ Vn[An]} has asymptotic density 1. We show that (An: n ∈ N) witnesses
for (Wn: n ∈ N) that Y is s-Hurewicz bounded.
Let y ∈ Y and let n0 ∈ N be suﬃciently large. Take x ∈ X ∩ On0 [y]. Since X is s-Hurewicz bounded, the set Mx deﬁned
as above has asymptotic density 1 and for each m ∈ M := Mx \ {1,2, . . . ,n0} (with δ(M) = 1) there exists am ∈ Am with x ∈
Vm[am] ⊂ Om[am]. But O 2m ⊂ Wm and so for all m ∈ M we have y ∈ Wm[am] ⊂ Wm[Am]. So, My = {n ∈ N: y ∈ Wn[An]} ⊃ M .
Consequently, δ(My) = 1 and since y ∈ Y was arbitrary, (Y ,U) is indeed s-Hurewicz bounded. 
Corollary 3.10. A uniform space X is s-Hurewicz bounded if and only if its completion X˜ is s-Hurewicz bounded.
Theorem 3.11. The product Z = (X × Y ,UX × UY ) of s-Hurewicz bounded uniform spaces (X,UX ) and (Y ,UY ) is s-Hurewicz
bounded.
Proof. Let (Wn: n ∈ N) be a sequence in UX × UY . We may suppose that all Wn ’s are of the form Wn = {(z1, z2) ∈ Z × Z :
(x1, x2) ∈ Un ∈ UX , (y1, y2) ∈ Vn ∈ UY }, where zi = (xi, yi), i = 1,2. For each n let Gn ∈ UX and Hn ∈ UY be such that
G2n ⊂ Un and H2n ⊂ Vn . There is a sequence (An: n ∈ N) of ﬁnite subsets of X and a sequence (Bn: n ∈ N) of ﬁnite subsets
of Y such that each x ∈ X and each y ∈ Y the sets Mx = {n ∈ N: x ∈ Gn[An]} and My = {n ∈ N: y ∈ Hn[Bn]} have asymptotic
density 1. We prove that the sets Cn = An × Bn , n ∈ N, show that X × Y is s-Hurewicz bounded.
Let (x, y) ∈ X × Y . The sets Mx and My as above have asymptotic density 1, so that the set M1 = Mx ∩ My has also
asymptotic density 1 (see Fact 3). Therefore, for each m ∈ M1 there are am ∈ Am and bm ∈ Bm with x ∈ Gm[am], y ∈ Hm[bm].
Similarly, the set M2 = {n ∈ N: an ∈ Gn[An],bn ∈ Hn[Bn]} has asymptotic density 1. Set K = M1 ∩M2. Then K has asymptotic
density 1. Since G2n ⊂ Un and H2n ⊂ Vn (for each n ∈ N), we have that for each k ∈ K it holds x ∈ Uk[Ak] and y ∈ Vk[Bk], i.e.
(x, y) ∈ Wk[Ak × Bk]. 
Theorem 3.12. If a uniform space (X,U) is s-Hurewicz bounded, then the hyperspace (F(X),UH ) is also s-Hurewicz bounded.
Proof. Let (Un: n ∈ N) be a sequence of elements of UH and let (Un: n ∈ N) be the corresponding sequence of elements
of U. Since X is s-Hurewicz bounded, there is a sequence (An: n ∈ N) of ﬁnite subsets of X such that for each x ∈ X the
set Mx = {n ∈ N: x ∈ Un[An]} has asymptotic density 1. Take an element E ∈ F(X). For each e ∈ E take an(e) ∈ An with
n ∈ Me . Set Bn = {an(e): e ∈ E} and M =⋂e∈E Me . Then δ(M) = 1 and E ⊂ Um[Bm] for each m ∈ M . On the other hand,
for each b ∈ Bm , b ∈ Um[E] and so Bm ⊂ Um[E]. Therefore, for each m ∈ M , (E, Bm) ∈ Um , hence (F(X),UH ) is s-Hurewicz
bounded. 
Problem 3.13. If a uniform space (X,U) is s-Hurewicz bounded, is then the hyperspace (CL(X),UH ) s-Hurewicz bounded?
4. Applications to function spaces
Given a Tychonoff space X , C(X) is the set of all continuous real-valued functions on X . Cp(X) is the space C(X) with
the pointwise convergence topology. Basic open neighborhoods at f ∈ Cp(X) are of the form
W ( f ; F ;ε) := {g ∈ Cp(X): ∣∣g(x)− f (x)∣∣< ε, ∀x ∈ F}, F ∈ F(X), ε > 0.
When C(X) is endowed with the compact-open topology we write Ck(X). Recall that basic neighborhoods at f ∈ Ck(X) are
of the form
W ( f ; K ;ε) := {g ∈ Ck(X): ∣∣g(x)− f (x)∣∣< ε, ∀x ∈ K}, K ∈ K(X), ε > 0.
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The next theorem is a statistical version of the well-known theorem of Gerlits–Nagy about γ -sets (see [2]). For a more
general statement see [20].
For a space X and a point x ∈ X denote by Ωx the set {A ⊂ X: x ∈ A \ A}, and by Σx the set of all sequences in X
converging to x. Similarly, denote by s-Σx the set of all sequences in X which s-converge to x.
A space X is called a statistical strictly FU-space (shortly, s-SFU-space) if S1(Ωx, s-Σx) holds for each x ∈ X .
Theorem 4.1. For a Tychonoff space X the following are equivalent:
(1) Cp(X) is an s-SFU-space;
(2) X satisﬁes S1(Ω, s-Γ ).
Proof. (1) ⇒ (2). Let (Un: n ∈ N) be a sequence of ω-covers of X . Fix n. For each ﬁnite subset F of X there is UF ∈ Un con-
taining F . Let f F ,UF be a continuous function on X such that f F ,UF (F ) = 0 and f F ,UF (X \U ) = 1. Let An = { f F ,UF : F ∈ F(X),
F ⊂ UF ∈ Un}. Then (An: n ∈ N) is a sequence of subsets of Cp(X) and 0 ∈ An for each n. By (1) there is a sequence
( f Fn,UFn : n ∈ N) such that for each n, f Fn,UFn ∈ An and the sequence ( f Fn,UFn : n ∈ N) s-converges to 0. That means that for
every neighborhood W of 0 the set {n ∈ N: f Fn,UFn /∈ W } has asymptotic density 0.
We are going to show that the sequence (UFn : n ∈ N) witnesses that (2) is true. Let S be a ﬁnite subset of X . Look at
the set W = W (0; S, ε), a neighborhood of 0. The set M = {n ∈ N: f Fn,UFn /∈ W } has asymptotic density 0, and since the set{n ∈ N: S  UFn } coincides with M , it follows by Lemma 3.1 that X has property S1(Ω, s-Γ ).
(2) ⇒ (1). Let (An: n ∈ N) be a sequence of subsets of Cp(X) such that 0 ∈ An for each n ∈ N. Fix n. For each ﬁnite
subset F of X the neighborhood W (0; F ;1/n) intersects An; take a function f F ,n from this intersection. Because f F ,n is a
continuous function there is a neighborhood UF ,n of F such that f F ,n(UF ,n) ⊂ (−1/n,1/n). The set {UF ,n: F ∈ F(X)} = Un
is an ω-cover of X . Apply (2) to the sequence (Un: n ∈ N). There is a sequence (UFn,n: n ∈ N) which is an s-γ -cover of X
and UFn,n ∈ Un for each n. Then the corresponding functions f Fn,n form a sequence which s-converges to 0 and thus shows
that (1) is satisﬁed.
Indeed, let W = W (0, E,1/m) be a neighborhood of 0. The set M = {n ∈ N: E ⊂ UFn,n} has asymptotic density 1 and
so the set K = {n ∈ M: n > m}. Since for each n ∈ K we have f Fn,n(E) ⊂ (−1/n,1/n) ⊂ (−1/m,1/m), i.e. f Fn,n ∈ W , one
concludes that the sequence ( f Fn,n)n∈N s-converges to 0. 
In a quite similar way we may prove the following.
Theorem 4.2. For a Tychonoff space X the following are equivalent:
(1) Ck(X) is an s-SFU-space;
(2) X satisﬁes S1(K, s-Γk).
Recall some terminology that we need.
A space X is said to have countable fan tightness (countable strong fan tightness) if for each point x ∈ X it holds Sﬁn(Ωx,Ωx)
(S1(Ωx,Ωx)). X has the Reznichenko property if for each x ∈ X , each countable A ∈ Ωx is a member of Ω gpx , where the latter
symbol denotes the set of all countable A ∈ Ωx such that there are ﬁnite, pairwise disjoint sets Bn ⊂ A, n ∈ N, such that for
each neighborhood U of x meets all but ﬁnitely many Bn (see [32]).
In [24, Theorems 4.1 and 4.2] it was shown: if X is a Tychonoff space and ONE has no winning strategy in the game
G1(K,Kgp) (respectively Gﬁn(K,Kgp)), then Ck(X) has countable strong fan tightness (respectively countable fan tightness)
and the Reznichenko property. It was also asked [24, Problem 4.3] if the converse is true.
The answer is YES. Answering a question by Kocˇinac posed in [25] (see also [27]), N. Samet and B. Tsaban [41] recently
proved that a k-Lindelöf space X (each k-cover of X contains a countable k-cover) satisﬁes S1(K,K) if and only if ONE has
no winning strategy in the game G1(K,K) on X . And similarly for Sﬁn and Gﬁn (see also [42]). Indeed, using these two
results the answers to the two questions above are positive. The proofs are similar to the proof of statistical versions of
these results given in the next theorems.
We say that a space X has the s-Reznichenko property at a point x ∈ X if each countable A ∈ Ωx is a member of s-
Ω
gp
x —the set of all countable A ∈ Ωx such that there are ﬁnite, pairwise disjoint sets Bn ⊂ A, n ∈ N, such that for each
neighborhood U of x, δ({n ∈ N: U ∩ Bn = ∅}) = 0. X has the s-Reznichenko property if it has this property at each point
x ∈ X .
Theorem 4.3. For a Tychonoff k-Lindelöf space X the following are equivalent:
(1) ONE has no winning strategy in the game G1(K, s-Kgp) on X ;
(2) Ck(X) has countable strong fan tightness and the s-Reznichenko property.
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Theorem 2.2], Ck(X) has countable strong fan tightness.
We prove that Ck(X) has the s-Reznichenko property. Let A be a subset of Ck(X) such that 0 ∈ A; as the tightness
of Ck(X) is countable we may suppose that A is countable. Deﬁne a strategy σ for ONE in G1(K, s-Kgp) (on X ) in
the following way. For each compact set K ⊂ X pick a function f K ∈ A ∩ W (0, K ,1). Using continuity of f K , for each
x ∈ K choose an open set Ux such that f K (Ux) ⊂ (−1,1); from the open cover {Ux: x ∈ K } of K select a ﬁnite sub-
cover {Ux1 , . . . ,Uxm } and put UK =
⋃{Uxi : i  m}. Then f K (UK ) ⊂ (−1,1), and the set U1 := {UK : K ∈ K(X)} is a
k-cover of X . The ﬁrst move of ONE will be σ(∅) = U1. Suppose that TWO’s response is UK1 ∈ U1. ONE ﬁrst takes the
function f K1 ∈ A such that f K1 (UK1 ) ⊂ (−1,1), and then looks at the set A1 = A \ { f K1 }. Of course, 0 ∈ A1. For each
compact K ⊂ X ONE chooses a function gK ∈ A1 and a neighborhood UK of K with gK (UK ) ⊂ (−1/2,1/2) and plays
σ(UK1 ) = U2 := {UK : K ∈ K(X)} \ {UK1 } (which is a k-cover of X ). Let TWO’s response be a set UK2 ∈ U2. ONE takes a func-
tion gK2 ∈ A1 with gK2(UK2 ) ⊂ (−1/2,1/2). ONE looks at the set A2 = A1 \ {gK2} whose closure contains 0, and for each
compact set K ⊂ X picks a function hK ∈ A2 ∩ W (0, K ,1/3) and a neighborhood UK of K such that hK (UK ) ⊂ (−1/3,1/3).
Then ONE plays σ({UK1 ,UK2 }) = U3 := {UK : K ∈ K(X)} \ (V1 ∪ V2) (still a k-cover of X ), and so on.
By (1) the play
U1,UK1 ; U2,UK2 ; U3,UK3 ; . . .
is lost by ONE so that V := {UKn : n ∈ N} is an s-groupable k-cover of X . This means that there is an increasing sequence
n1 < n2 < · · · < nk < · · · in N such that the sets Wk = {UK j : nk  j < nk+1}, k ∈ N, are pairwise disjoint and for each compact
K ⊂ X we have δ({k ∈ N: K  W for each W ∈ Wk}) = 0.
Consider disjoint ﬁnite sets Bk := { f K j : nk  j < nk+1} of A obtained during the play. One can suppose that A =
⋃
k∈N Bk .
(Otherwise, distribute countably many elements of A \⋃k∈N Bk among Bk ’s so that after distribution new sets are still ﬁnite
and pairwise disjoint.) Let W (0, K ,1/n) be a neighborhood of 0. Choose k ∈ N, k > n, and Wk ∈ Wk such that K ⊂ Wk;
it is possible because the set of such k’s has asymptotic density 1. Take the corresponding fk ∈ Bk (satisfying fk(Wk) ⊂
(−1/k,1/k)). We have
δ
({
k ∈ N: fk ∈ W (0, K ,1/n)
})= 1,
i.e.
δ
({
k ∈ N: Bk ∩ W (0, K ,1/n) 	= ∅
})= 1,
so that (2) holds.
(2) ⇒ (1). Since Ck(X) has countable strong fan tightness, by [24, Theorem 2.2] X satisﬁes S1(K,K). According to the
mentioned result from [41], ONE has no winning strategy in the game G1(K,K) played on X . It remains to prove that each
countable k-cover of X is s-groupable.
Let U be a countable k-cover of X . For each compact set K in X choose an element U ∈ U containing K . Let f K ,U : X →
[0,1] be a continuous function such that f K ,U (K ) = {0} and f K ,U (X \ U ) = {1} and let
A = { f K ,U : K ∈ K(X), U ∈ U , K ⊂ U}.
Evidently, 0 ∈ A. One may suppose that A is countable (since the tightness of Ck(X) is countable) and that each element
from U is corresponded to an f ∈ A (because 0 ∈ A implies that such a smaller U is still a k-cover of X ). By (2) Ck(X) has
the s-Reznichenko property, so that there is a partition A =⋃{An: n ∈ N}, where An ’s are ﬁnite, pairwise disjoint and for
each neighborhood W of 0, δ({n ∈ N: An ∩ W = ∅}) = 0.
Let us deﬁne the strategy σ for ONE in the game G1(K,K) as follows. In the ﬁrst round ONE plays σ(∅) = U . Let the
set V1 ∈ U be TWO’s response. ONE chooses a function f K ,V1 ∈ A, ﬁnds the smallest n1 ∈ N such that f K ,V1 belongs to the
set B1 :=⋃{A j: j  n1}, and then plays
σ(V1) = U2 =
{
U ∈ U \ {V1}: U is not corresponded to any f ∈ B1
}
.
Let TWO responds by the set V2 ∈ U2. ONE chooses a function f K ,V2 ∈ A \ { f K ,V1 }, then ﬁnds the smallest n2 > n1 such that
f K ,V2 ∈ B2 :=
⋃{A j: n1 < j  n2}, and then plays
σ(V1, V2) = U3 =
{
U ∈ U \ {V1, V2}: U is not corresponded to any f ∈ B1 ∪ B2
}
.
And so on.
The play
U , V1; U2, V2; U3, V3; . . .
is lost by ONE, so that V = {Vn: n ∈ N} is a k-cover of X . We claim that V is s-groupable. Express V as V =⋃n∈N Hn ,
where Hn = {V ∈ V: V is corresponded to a function from Bn}. Let C be a compact subset of X and let W = W (0,C,1).
The set Φ := {n ∈ N: Bn ∩ W 	= ∅} ⊂ ⋂nn−1< jnn {n ∈ N: A j ∩ W 	= ∅} has asymptotic density 1. For each n ∈ Φ choose
f K ,V ∈ Bn ∩ W . Then V ∈ Hn and f K ,V (C) ⊂ (−1,1) and f K ,V (X \ V ) = {1}. So, C ⊂ V . Therefore,
δ
({n ∈ N: ∃U ∈ Hn with C ⊂ U })= 1,
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In a similar way one can prove the following three theorems. Theorems 4.5 and 4.6 may be viewed as statistical ver-
sions of results from [32] (see [32, Theorems 21 and 26]) concerning characterizations of the Gerlits–Nagy and Hurewicz
properties in all ﬁnite powers.
Theorem 4.4. For a Tychonoff k-Lindelöf space X the following are equivalent:
(1) ONE has no winning strategy in the game Gﬁn(K, s-Kgp) on X ;
(2) Ck(X) has countable fan tightness and the s-Reznichenko property.
Theorem 4.5. For a Tychonoff ω-Lindelöf space X the following are equivalent:
(1) ONE has no winning strategy in the game G1(Ω, s-Ω gp) on X ;
(2) Cp(X) has countable strong fan tightness and the s-Reznichenko property.
Theorem 4.6. For a Tychonoff ω-Lindelöf space X the following are equivalent:
(1) ONE has no winning strategy in the game Gﬁn(Ω, s-Ω gp) on X ;
(2) Cp(X) has countable fan tightness and the s-Reznichenko property.
5. Applications to hyperspaces
In this section we apply the idea of statistical convergence to selection properties of hyperspaces equipped with the
so-called Δ-topology. Many results on selection properties of hyperspaces, as well as basic notions about hyperspaces can
be found in [8,9,7,30].
For a Hausdorff space X we denote by 2X the family of all closed subsets of X . If A is a subset of X and A a family of
subsets of X , then
Ac = X \ A and Ac = {Ac: A ∈ A},
A− = {F ∈ 2X : F ∩ A 	= ∅}, A+ = {F ∈ 2X : F ⊂ A}.
In this section Δ will be a subset of 2X closed for ﬁnite unions and containing all singletons.
The upper Δ-topology, denoted by τΔ+ , is the topology whose base is the collection{(
Dc
)+
: D ∈ Δ}∪ {2X}.
When Δ = CL(X) we have the well-known upper Vietoris topology τV+ , and when Δ = K(X) we have the upper Fell topology
(known also as the co-compact topology) τF+ considered already in Section 2.
Recall that the lower Vietoris topology τV− has as a subbase all the sets U
− , U ⊂ X open.
The Δ-topology τΔ is the join τΔ = τΔ+ ∨ τV− . Recall that τΔ-basic sets are of the form
(
Dc
)+ ∩
(⋂
im
V−i
)
, D ∈ Δ, V1, . . . , Vm open in X .
The Vietoris topology τV = τV+ ∨τV− and the Fell topology τF = τF+ ∨τV− are the most investigated topologies on hyperspaces.
Convention. If Y is a subspace of a space X and A and B are families of covers of Y by sets open in X , we say that Y is
an S1(A,B)-set in X if S1(A,B) holds for Y .
The following theorem should be compared with a result from [28] (see also [30]).
Theorem 5.1. For a space X, collection Δ ⊂ 2X and each open set Y ⊂ X we have:
(1) If for each E ∈ 2X (2X , τΔ) satisﬁes S1(ΩE , s-ΣE), then Y is an s-γΔ-set (i.e. Y satisﬁes S1(OΔ,s−ΓΔ)).
(2) The following statements are equivalent:
(i) For each E ∈ 2X (2X , τΔ+ ) satisﬁes S1(ΩE , s-ΣE);
(ii) Y is an S1(OΔ,s−ΓΔ)-set in X.
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subsets of 2X and Y c ∈⋂n∈N ClτΔ(An). Indeed, Let W = (Dc)+ ∩ (⋂im V−i ), D ∈ Δ and D ⊂ Y , be a basic τΔ-neighborhood
of Y c . Since U is a Δ-cover of Y , there is U ∈ U with D ⊂ U . Furthermore, Y c ∩ Vi 	= ∅ for all i  m, and Uc ⊃ Y c it
follows Uc ∈ W . Because (2X , τΔ) satisﬁes S1(ΩY c , s-ΣY c ), for each n choose an element An ∈ An such that the sequence
(An: n ∈ N) statistically τΔ-converges to Y c . For each n ∈ N put Un = Acn . We prove that {Un: n ∈ N} is an s-γΔ-cover
of Y . Let D ⊂ Y , D ∈ Δ. Since the sequence (Ucn: n ∈ N) statistically converges to Y c , the set M = {n ∈ N: Ucn /∈ (Dc)+} has
asymptotic density 0. On the other hand, for each n ∈ N \ M , D ⊂ Un .
(2)(i) ⇒ (ii). It follows by the proof of (1).
(ii) ⇒ (i). Let (An: n ∈ N) be a sequence of subsets of 2X and let E ∈⋂n∈N ClτΔ+ (An). Then for each n ∈ N, Un := Acn is
a Δ-cover of Ec by sets open in X . By (ii) there are sets Acn ∈ Acn , n ∈ N, such that {Acn: n ∈ N} is an s-γΔ-cover of Ec by
sets open in X . It is easy to check that the sets An , n ∈ N, form a sequence statistically τΔ+ -converging to E . 
A statistical analogue of a result from [30] is given in the next theorem.
Recall that a space X has the Gerlits–Nagy property GN(∗) if it has the Hurewicz property as well as Rothberger’s property
S1(O,O).
A space X is said to have the s-Δ-Gerlits–Nagy property if it satisﬁes S1(OΔ, s-OgpΔ ). For this deﬁnition we use a
characterization of the Gerlits–Nagy property GN(∗) in all ﬁnite powers from [32] as the oﬃcial deﬁnition.
Theorem 5.2. For a space X and a collection Δ ⊂ 2X the following hold:
(1) If (2X , τΔ) satisﬁes S1(ΩE , s-Ω gpE ) for each E ∈ 2X , then each open subset Y of X has the s-Δ-Gerlits–Nagy property;
(2) For each E ∈ 2X , (2X , τΔ+ ) satisﬁes S1(ΩE , s-Ω gpE ) if and only if each open set Y ⊂ X has the s-Δ-Gerlits–Nagy property in X.
Proof. (1) Let Y be an open subset of X and let (Un: n ∈ N) be a sequence of Δ-covers of Y . Then (U cn : n ∈ N) is a
sequence of subsets of 2X and Y c ∈ ClτΔ(U cn ) for each n (see the proof of the previous theorem). By assumption there exists
a sequence (Ucn: n ∈ N) such that Un ∈ Un for each n and A = {Ucn: n ∈ N} can be represented in the form A =
⋃
n∈N Bn ,
where Bn ’s are ﬁnite, pairwise disjoint and for each τΔ-neighborhood W of Y c the set K = {n ∈ N: W ∩ Bn = ∅} has
asymptotic density 0. For each n set Vn = Bcn . The sets Vn are ﬁnite, pairwise disjoint, and each Vn is a subset of Un . It
remains to prove that for every D ⊂ Y with D ∈ Δ the set {n ∈ N: D  V for each V ∈ Vn} has asymptotic density 0. Take
the τΔ-neighborhood (Dc)+ of Y c . Let M = {n ∈ N: (Dc)+ ∩ Bn = ∅}. Then δ(M) = 0 and for n ∈ M no element Bn ∈ Bn is
contained in Dc , i.e. for each n ∈ M no element from Vn contains D . So, Y has the s-Δ-Gerlits–Nagy property.
(2) If (2X , τΔ+ ) satisﬁes S1(ΩE , s-Ω
gp
E ), then each open set Y ⊂ X has the s-Δ-Gerlits–Nagy property in X is shown
quite similarly to the proof of (1).
Let us show the converse. Let (An: n ∈ N) be a sequence of subsets of 2X such that E ∈ 2X belongs to ClτΔ+ (An) for
each n. For each n the set Un = Acn is a Δ-cover of the open set Ec by sets open in X . By assumption choose a sequence
(Un: n ∈ N) such that for each n, Un ∈ Un and V = {Un: n ∈ N} can be decomposed into ﬁnite, pairwise disjoint subfami-
lies Vn , n ∈ N, so that each D ∈ Δ, D ⊂ Ec , the set {n ∈ N: there is V ∈ Vn with D ⊂ V } has asymptotic density 1. Let for
each n, An = Ucn ∈ An and Bn = Vcn . Then {Bn: n ∈ N} shows that (An: n ∈ N) is a sequence witnessing for (An: n ∈ N)
that (2X , τΔ+ ) satisﬁes S1(ΩE , s-Ω
gp
E ). Indeed, let (D
c)+ be a τΔ+ -neighborhood of E . Then D ⊂ Ec , and thus the set
M = {n ∈ N: there is V ∈ Vn with D ⊂ V } has asymptotic density 1. Therefore, (Dc)+ ∩ Bn 	= ∅ for all n ∈ M , i.e. (2X , τΔ+ )
satisﬁes S1(ΩE , s-Ω gpE ). 
We close this section by proving the following theorem parallel to Theorem 1 from [9].
Theorem 5.3. For a space X, a collection Δ ⊂ 2X and E ∈ 2X the following statements are equivalent:
(1) (2X , τΔ+ ) satisﬁes α2(s-ΣE ,ΣE);
(2) (2X , τΔ+ ) satisﬁes α3(s-ΣE ,ΣE);
(3) (2X , τΔ+ ) satisﬁes α4(s-ΣE ,ΣE);
(4) (2X , τΔ+ ) satisﬁes S1(s-ΣE ,ΣE ).
Proof. The implications (1) ⇒ (2) ⇒ (3) are trivial.
(3) ⇒ (4). Let (σn: n ∈ N) be a sequence of elements of s-ΣE and let for each n ∈ N, σn = (Fn,m: m ∈ N). For n,m ∈ N
deﬁne
Tn,m = F1,m ∪ F2,m ∪ · · · ∪ Fn,m.
Then each Tn,m is a closed subset of X and for each n the sequence tn = (Tn,m: m ∈ N) belongs to s-ΣE . Indeed, let (Dc)+
be a neighborhood of E and let n be ﬁxed. For each i  n we have that δ({m ∈ N: Fi,m /∈ (Dc)+}) = 0. As {m ∈ N: Tn,m /∈
(Dc)+} ⊂⋃ni=1{m ∈ N: Fi,m /∈ (Dc)+} it follows that δ({m ∈ N: Tn,m /∈ (Dc)+}) = 0, i.e. the sequence tn statistically converges
to E . Apply now (3) to the sequence (tn: n ∈ N) of elements of s-ΣE . There is an increasing sequence n1 < n2 < · · · in N
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i=1 Fi,mj+1 , then for each i with n j < i  n j+1 put Φi = Fi,mj+1 . Note that for each i ∈ N, Φi ∈ σi . It is not hard to see that
the sequence ϕ = (Φi: i ∈ N) is an element of ΣE , hence it is a selector showing that (2X , τΔ+ ) satisﬁes (4).
(4) ⇒ (1). Let (σn: n ∈ N) be a sequence of elements of s-ΣE . Suppose that for each n ∈ N we have σn = (Fn,m: m ∈ N).
Choose an increasing sequence m1 <m2 < · · · <mk < · · · of natural numbers. For each n form new sequences tn,mi , i ∈ N,
setting tn,mi = (Fn,m: m mi). Note that each sequence tn,mi statistically converges to E . In this way we get the sequence
matrix (tn,mi : n, i ∈ N) from s-ΣE . Apply (4) to this sequence and for all n, i ∈ N, select an element Fn,mi ∈ tn,mi such
that (Fn,mi : n, i ∈ N) converges to E . For a ﬁxed n the elements Fn,mi , i ∈ N, are from σn . That means that the sequence
(Fn,mi : n, i ∈ N) witnesses for the sequence (σn: n ∈ N) that (1) holds. 
6. Closing remarks
The idea of statistical convergence suggests many other possible lines of investigation. We mention here one of such
directions.
Introduce the following selection hypotheses.
The symbol s-αi(A,B), i = 1,2,3,4, denotes the selection hypothesis that for each sequence (An = {an,m: m ∈ N}: n ∈ N)
of countably inﬁnite elements of A there is an element B ∈ B such that:
s-α1(A,B): for each n ∈ N the set {m ∈ N: an,m ∈ An \ B} has asymptotic density zero;
s-α2(A,B): for each n ∈ N the set {m ∈ N: an,m ∈ An ∩ B} has asymptotic density 1;
s-α3(A,B): there is a set K ⊂ N of asymptotic density 1 such that for each k ∈ K the set {m ∈ N: ak,m ∈ Ak ∩ B} has
asymptotic density 1;
s-α4(A,B): there is a set K ⊂ N of asymptotic density 1 such that for each k ∈ K the set Ak ∩ B is nonempty.
The following simple result justiﬁes the importance of these properties; the s-α4-property, for example, lies between S1
and Sﬁn properties for some classes A and B.
Theorem 6.1. For a space X the implications (1) ⇒ (2) ⇒ (3) hold:
(1) X satisﬁes S1(s-Γ, s-Γ );
(2) X satisﬁes s-α4(s-Γ, s-Γ );
(3) X satisﬁes Sﬁn(s-Γ, s-Γ ).
Proof. The implications (1) ⇒ (2) is trivial.
(2) ⇒ (3). Let (Un: n ∈ N) be a sequence of elements of s-Γ ; assume Un = {Un,m: m ∈ N} for each n. By Lemma 3.3,
(2) says that there is an increasing sequence n1 < n2 < · · · in N with δ({ni: i ∈ N}) = 1 and a sequence V = (Uni ,mi : i ∈ N) ∈
s-Γ such that for each i ∈ N, Uni ,mi ∈ Uni . Then:
for n = ni , i ∈ N, put Wn = {Uni };
for other n’s put Wn = ∅.
The sequence (Wn: n ∈ N) shows that X satisﬁes Sﬁn(s-Γ, s-Γ ). 
In particular, it would be interesting to investigate spaces X satisfying for each x ∈ X the selection property s-αi(s-Σx,
s-Σx). We can call these properties statistical αi -properties, i = 1,2,3,4, because they are generalizations of αi-properties
introduced and ﬁrst studied in [1].
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