Simulation has proved to be a valuable tool for estimating security prices for which simple closed form solutions do not exist. In this paper we present two direct methods, a pathwise method and a likelihood ratio method, for estimating derivatives of security prices using simulation. With the direct methods, the information from a single simulation can be used to estimate multiple derivatives along with a security's price. The main advantage of the direct methods over re-simulation is increased computational speed. Another advantage is that the direct methods give unbiased estimates of derivatives, whereas the estimates obtained by resimulation are biased. Computational results are given for both direct methods and comparisons are made to the standard method of re-simulation to estimate derivatives. The methods are illustrated for a path independent model (European options), a path dependent model (Asian options), and a model with multiple state variables (options with stochastic volatility).
Introduction
In this paper two direct methods for estimating security price derivatives using Monte Carlo simulation are presented, a pathwise method and a likelihood ratio method. The standard indirect method of estimating a security price derivative is re-simulation. In this approach, an initial simulation is run to determine a base price, then the parameter of interest is perturbed and another simulation is run to determine a perturbed price. The estimate of the derivative is the difference in the simulated prices divided by the parameter perturbation.
The direct methods proposed in this paper offer increased computational speed, in that they avoid the need to run additional simulations. The output from the initial simulation contains considerable information that can be used to estimate security price derivatives directly. This advantage becomes more pronounced as the number of derivatives to be estimated increases.
While the re-simulation approach requires one additional simulation run for each derivative to be estimated, the direct methods require information only from the initial simulation run.
A second advantage of the direct methods is that they give unbiased estimates of derivatives, whereas the re-simulation estimates are generally biased. Boyle (1977) proposed the use of Monte Carlo simulation for estimating security prices.
Since that time, simulation has proved to be a valuable tool in many situations where other tools are not available or are not practical to implement. For example, simulation is useful for estimating security prices when there is no analytical expression for the terminal distribution of the security price, when there are multiple state variables, and when there are path dependent payoffs. Simulation has been used to estimate prices of contingent claims, prices of mortgage backed securities, and to value swaps. Simulation is generally not appropriate for valuing American-style contingent claims, i.e., securities with opportunities for optimal early exercise. A complete survey of successful applications of the simulation approach would be too extensive to include here. However, for a brief sampling of the literature the reader is referred to Boyle (1977) , Hull and White (1987) , Johnson and Shanno (1987) , Jones and Jacobs (1986), Kemna and Vorst (1990) , Schwartz and Torous (1989) , and Smith, Smithson, and Wilford (1990) .
The focus of this paper is using simulation to estimate security price derivatives. Derivative information is of practical and theoretical importance. For practitioners, derivative information is important for hedging, i.e., for reducing the risk of a security or portfolio of securities, when closing the position is not practical or desirable. For example, the derivative of an option price with respect to the price of the underlying security (i.e., the delta) indicates the number of units of the security to hold in the hedge portfolio. The corresponding second derivative (i.e., the gamma) is related to the optimal time interval required for rebalancing a hedge under transactions costs. Other derivative information is useful for protecting against changes in the associated parameters, e.g., changes in volatility, time to maturity, or interest rates. On the theoretical side, Breeden and Litzenberger (1978) show that the second derivative with respect to the strike price can be interpreted as a state price density. Carr (1993) shows how first and higher order derivatives of an option's price with respect to the initial price of the underlying security can be viewed as an expectation, under an appropriate change of measure, of the corresponding derivative at the terminal date.
To estimate derivatives via simulation, two direct methods are investigated. The pathwise method is based on the relationship between the security payoff and the parameter of interest.
Differentiating this relationship leads, under appropriate conditions, to an unbiased estimator for the derivative of the security price. In contrast, the likelihood ratio method, is based on the relationship between the probability density of the price of the underlying security and the parameter of interest. These methods have been studied in the discrete-event simulation literature, but have not received much attention in financial applications. Fu and Hu (1993b) also derive pathwise derivative estimates in the case of a European call option on a single underlying asset and illustrate their use in optimization. For an overview of the pathwise method, see Glasserman (1991) , and for the likelihood ratio method (also called the score function method) see Glynn (1987) and Rubinstein and Shapiro (1993) . The direct methods are described in detail through an example in Section 2. For ease of exposition, the example chosen in Section 2 is a European option on a dividend paying asset, an example for which simulation is not required. While both direct methods lead to unbiased estimators, they differ in their effectiveness and scope of applicability. Second derivative estimators are developed in Section 3. Computational comparisons of the two direct methods and the indirect re-simulation method are given in Section 4. To illustrate a range of applications, the examples in Section 4 include Asian options (path dependent payoffs) and options in a stochastic volatility setting (multiple state variables). Concluding remarks are given in Section 5. Detailed formulas and technical results are given in the appendices.
Derivative Estimates for European Call Options
In this section, the pathwise and likelihood ratio methods are developed for estimating sensitivities of security prices through simulation. For expository purposes, the two methods are introduced through a simple example -one for which simulation is not required. Consider the price p of a European call option on a dividend paying asset that follows a lognormal diffusion. In particular, assume that the risk neutralized price of the underlying asset, S t , satisfies the stochastic differential equation
where B t is a standard Brownian motion process (see Hull (1992) for a general discussion of this model). In equation (1), r is the riskless interest rate, δ is the dividend rate, and σ > 0 is the volatility parameter. Under the risk neutral measure, ln(S T /S 0 ) is normally distributed with mean (r − δ − σ 2 /2)T and variance σ 2 T . The option has a strike price of K and matures at time T > 0, with the current time taken to be t = 0. In this "Black-Scholes world", the option price is given by
Throughout the paper, E denotes the expectation operator under the risk neutral measure.
See Harrison and Kreps (1979) for a justification of this pricing formula.
Pathwise Derivatives
To illustrate the application of the first method, we consider the problem of estimating vega, which is dp/dσ . We do this by defining the discounted payoff
(so that p = E[P ]) and examining how changes in σ determine changes in P . Since σ affects P only through S T , we begin by examining the dependence of S T on σ .
The lognormal random variable S T can be represented as
where Z is a standard normal random variable. Consequently,
This tells us how a small change in σ affects S T . Now consider the effect on P of a small change in S T . If S T ≥ K, then the option is in the money and any increase ∆ in S T translates into an increase e −r T ∆ in P . If, however, S T < K, then P = 0, and P remains 0 for all sufficiently small changes in S T . Thus, we arrive at the formal expression
in which 1 {·} denotes the indicator of the event in braces. 1 Combining (5) and (6) gives
Each of the terms in this expression is easily evaluated in a simulation, making the estimator dP /dσ easy to use. Moreover, it follows from Proposition 1 in Appendix A that this estimator is unbiased, i.e., E dP dσ = dp dσ .
A similar argument leads to an estimator of delta, the derivative of the option price with respect to the initial price of the underlying asset. Much as before, we have
Furthermore, from (4) we find that
Substituting this into (8) , we arrive at the estimator
This estimator is also unbiased, i.e., E dP dS 0 = dp dS 0 .
Similar arguments can be used to develop derivative estimates for options with path dependencies, for which simulation is often the only available computational approach (see Section 4).
Derivatives Based on Likelihood Ratios
The second method of estimating derivatives puts the dependence on the parameter of interest in an underlying probability density, rather than in a random variable. We continue with the European option example. It follows from (4) that under the risk neutral measure, the density of S T is
where n(z) = 1 √ 2π e −z 2 /2 is the standard normal density and
Thus, we can write (2) as
We now use this representation of p to derive derivative estimates. We begin by considering dp/dσ . Notice that in (12), σ appears only as an argument of g. Assuming we can interchange the derivative and integral, (12) implies that dp dσ
Multiplying and dividing the integrand in (13) by g(x) and using the identity (∂g/∂σ )/g = ∂ ln g/∂σ , gives dp dσ
This indicates that the likelihood ratio estimator
is an unbiased estimator of dp/dσ when S T is simulated under the risk neutral measure. The estimator in (14) is easily implemented using the formula
where d is given in (11) and
A similar argument provides an estimator of the derivative with respect to the initial asset price. Proceeding just as before, we arrive at the equation
and hence obtain the unbiased likelihood ratio estimator
where
The estimator in (16) is easily used in a simulation of S T .
Discussion
We have seen through the European call option example that it is sometimes possible to obtain estimates of derivatives of security prices without re-simulation. The same methods apply when closed form expressions are not available and simulation is necessary. In general, the estimators obtained through the pathwise method and the likelihood ratio method are not the same. Numerical comparisons are presented in Section 4. At this point, we make some general observations about direct methods compared with re-simulation and the scope of the methods discussed above.
Both pathwise derivative estimates and estimates based on likelihood ratios require an interchange of a derivative and an integral (expectation) for unbiasedness. It is largely this requirement that limits their scope, though the limitation is rarely an issue with standard pricing models. Classical conditions for this interchange require fairly strong smoothness conditions on the integrand; see, e.g., Franklin (1944) , pp. 150-151. These conditions are typically satisfied by the probability densities arising in applications of the likelihood ratio method to pricing models. Indeed, the density in (10) is continuously differentiable in each of its parameters on its domain. In contrast, the pathwise dependence of the payoff of a derivative security may not be smooth. For example, the expression in (3) is continuous in S T but fails to be differentiable at the point S T = K. As a consequence, somewhat greater care is required with this method in justifying the interchange of derivative and integral. As a rough rule of thumb, if the payoff is continuous, the pathwise method is typically applicable; see Appendix A for a more precise discussion.
Since smoothness is rarely a problem for densities, the main limitation in the application of the likelihood ratio method is that the parameter of interest may not be a parameter of the density at all. This is the case with the strike price in (2); the likelihood ratio method does not apply to this parameter (except possibly through a change of variables). The pathwise method, however, easily covers this case.
It is important to note that the derivation of the likelihood ratio estimator (14) did not make use of any properties of the dependence of the option payoff on the underlying asset price. That is, the particular form of (3) was not important, except for the fact that it displays no explicit dependence on σ . As a consequence, essentially the same estimator applies to any derivative security. If the discounted payoff associated with some security is f , meaning that its price is given by p = E[f (S T )], then its derivative with respect to σ is given by dp
subject only to the validity of the interchange of derivative and integral. This contrasts markedly with the pathwise method, which depends in an essential way on the form of the payoff. Using the pathwise method, one must derive a different estimator for each payoff function. On one hand, this distinction represents an implementation advantage for the likelihood ratio method; on the other hand, it suggests that the pathwise method is better able to exploit the structure of individual problems.
Second Derivatives
The gamma of an option, i.e., the second derivative with respect to the initial price of the underlying security, is related to the optimal time interval required for rebalancing a hedge under transactions costs. In this section the direct methods are extended to the estimation of second derivatives.
Pathwise Second Derivative Estimators
We begin our discussion by considering the simple (if artificial) case of an exponential payoff. Suppose that the payoff of a contingent claim is e −S T when the final price of the underlying security is S T . Then the value of this claim today is
Consider the second derivative of p with respect to the initial price S 0 . Differentiating twice inside the expectation gives
.
From (4), we find that dS T /dS
. Now let p once again be the European option price in (2). From (9) we have dp
where the dependence of S T on S 0 is made explicit. Consider a small increase h in S 0 . Since the ratio S T /S 0 does not depend on S 0 , we get dp
Dividing by h and letting h decrease to zero, the expectation becomes concentrated at S T = K.
no random quantities and thus requires no simulation. Indeed, the result is the well known formula for the gamma of an option, which is usually derived without reference to simulation (see, e.g., Hull (1992) , p. 312). The effect of the expectation in (17) is to "smooth" the indicator function. We will see in Section 4 that similar smoothing arguments result in nontrivial second derivative estimators in settings where no closed form expression exists.
Likelihood Ratio Second Derivative Estimators
Consider again the problem of estimating the second derivative of p in (2) with respect to the initial asset price S 0 . Starting from (12) and differentiating twice under the integral gives
dx.
Multiplying and dividing the integrand by g(x)
turns the integral into an expectation and
The expression
is thus an unbiased likelihood ratio estimator of the second derivative. The estimator can be written more explicitly using
2 The same result can be derived in another way. Taking the derivative of (17) again with respect to S 0 gives
The second equality uses d1
represents the Dirac delta function. This type of argument is used in Carr (1993) in a different context. 3 The last equality in equation (18) follows from the identity e −δT n(
Computational Results
This section presents computational comparisons of the two direct methods and the in- The re-simulation method is described next. Suppose that the security price p depends on a parameter θ and the goal is to estimate dp/dθ at θ = θ 0 . Denote the simulation estimator of the price at θ = θ 0 by P (θ 0 ). The simulation estimate of the price is the sample average over independent outcomes of P (θ 0 ). In the re-simulation method, the parameter is perturbed to θ 1 = θ 0 + h and the new simulation price estimator P (θ 1 ) is computed. The re-simulation estimator of the derivative is the forward finite difference (P (
The re-simulation estimate is the average over all trials of this estimator. The choice of h is discussed in Appendix B. The importance of using common random numbers for both estimators is also discussed in Appendix B. To estimate a second derivative, the parameter is perturbed to θ −1 = θ 0 − h and the new simulation price estimator P (θ −1 ) is computed. The resimulation estimator of the second derivative d 2 p/dθ 2 at θ = θ 0 is the central finite difference
An advantage of re-simulation compared with the direct methods is that it involves no
programming effort beyond what is required for the pricing simulation itself. But this justification seems weak compared with the advantages of the direct estimators. The direct methods provide unbiased estimators whereas re-simulation inherits the bias that results from finite difference approximation to the derivative. Even more important is the fact that the computational savings with direct methods increases with the number of derivatives estimated.
Estimating finite differences with respect to n parameters requires n + 1 simulations. All n derivatives can be estimated from a single simulation using the direct methods. Thus, they offer a potential (n + 1)-to-one computational advantage. Many simulation runs are needed to solve for the implied value of a parameter given a security price. In this case, the use of direct estimators of derivatives can lead to significant computational savings. The actual magnitude of the savings depends on the additional computational effort to use a derivative estimate compared to the cost of an additional simulation. Ordinarily, the cost of the former is small relative to the latter. In the first example, however, each trial of the simulation requires only one random number, so the computational savings are not as great.
Variance reduction techniques that apply to the original simulation estimator of a security price can often be used with the three simulation methods for estimating derivatives. In our examples, the control variate method was used to reduce the variance of the estimates. Further discussion of this technique is given at the end of this section.
Example 1: European Options on Dividend Paying Assets
For European options on dividend paying assets, explicit expressions for all derivatives are available. For completeness these expressions are given in Proposition 2 in Appendix C.
The pathwise estimators and the likelihood ratio estimators are summarized in Propositions 3
and 4, respectively, in Appendix C. These are derived using the arguments in Sections 2 and 3. Second, the re-simulation method gives point estimates and standard errors that are almost identical to the pathwise method. One exception is the estimate of gamma, where the pathwise estimate gives an exact result in this case. The use of a small perturbation parameter h leads to biases in the re-simulation method that are too small to detect in the results. Third, the standard errors with the likelihood ratio method are typically 1.5 to 4 times greater than the pathwise and re-simulation standard errors. The larger standard errors are likely due to the likelihood ratio estimators not depending on the form of the security payoff.
The effectiveness of control variates seems quite sensitive to the estimator with which they are used. With pathwise estimates, the reduction in the estimated standard error is roughly 30-50%, and is very close to the corresponding reduction for the re-simulation estimates. In most cases, the impact on the likelihood ratio estimates is somewhat less. However, it is possible that a different control variate would yield different results.
Why do the re-simulation and pathwise methods give nearly identical results in this example? Consider, for instance, estimating dp/dσ . The re-simulation estimator is (P (σ 1 ) − P (σ 0 ))/h, which can be written as
The pathwise estimator is e −r T 1 {S T (σ 0 )≥K} dS T (σ 0 )/dσ . If common random numbers are used, these estimators differ in two respects. First, they differ when
In this case the pathwise estimator is exactly zero, but the re-simulation estimator can differ significantly from zero. However, for small h, the probability of this situation is also small. In all other cases, the estimators differ in the term (max( if the stochastic process of the underlying asset is modified slightly, it is straightforward to modify the simulation estimators but the analytical approaches may not carry through.
We assume that the underlying asset satisfies the stochastic differential equation (1). Let Here theta is defined to be the negative of the derivative of the option price with respect to maturity for a fixed averaging increment. In other words, a change in T means a change in the time t 1 until averaging begins. All estimators in Propositions 5 and 6 follow from the same reasoning as the previous ones, though the resulting expressions are more complicated.
In particular, the pathwise estimator for gamma is no longer a constant. Results for this model are given in Table 2 . The results are consistent with those in Example 1, e.g., the point estimates and standard errors are very close for the pathwise and re-simulation methods. An exception is gamma, where the standard errors for the pathwise method are smaller than the re-simulation method. This is due to using a larger value for h, which is necessary because of machine precision; smaller values of h can give unreliable results. For estimating gamma, a hybrid method was also tested, i.e., the pathwise estimate of delta was re-simulated.
Example 3: Options with Stochastic Volatility
To illustrate the methods on a model with multiple state variables, derivatives for options with stochastic volatility are computed in this example. Following Johnson and Shanno (1987) and Hull and White (1987) we assume that S and σ follow the risk neutralized stochastic processes:
where Z and W are correlated Brownian motion processes with constant correlation ρ. (19) and (20) are easily incorporated in the simulation methods, but the analytical solutions may not be so easily modified.
Our simulation results are based on the following discrete time version of (19)- (20):
In (21)- (22) Parameters: r = 0.1, K = 100, δ = 0.03, σ = 0.25, and T = 0.2. All simulation results based on 10,000 trials. The averaging period is m = 30 days.
Re-simulation estimates use h = 0.0001 except for gamma where h = 0.05 is used. to ξ and µ are also computed. Although the estimators are somewhat more complicated than in the previous example, the results given in Table 3 are similar.
As seen in all three examples, the bias in the re-simulation method is small enough that it is not an essential concern. Since the computational effort required by the pathwise and likelihood ratio methods are nearly identical, the difference in standard errors is a strong argument in favor of the pathwise method. Since the re-simulation method typically requires much more computational effort than the pathwise method, the nearly identical results for the two methods also favor the pathwise method.
Control Variates
Variance reduction techniques that apply to the original simulation estimator of a security price can often be applied to derivative estimators. Among the most powerful tools is the control variate technique. For consistency we used the same control variate, the terminal security price, for each of the three examples. 
Conclusions
In this paper two methods for estimating derivatives of security prices using simulation were presented. The first method uses the dependence of the security payoff on the parameter of interest. Differentiating this relationship leads, under appropriate conditions, to an unbiased estimator for the derivative of the security price. Since the dependence of the parameter is identified through the random security payoff, this method is termed the pathwise method.
The second method is based on likelihood ratios. Here the dependence of the underlying probability density on the parameter of interest is exploited to obtain derivative information.
The main advantage of the direct methods over re-simulation is increased computational speed. The estimation of n derivatives by the re-simulation method requires n + 1 simulation runs. With the direct methods, the information from a single simulation can be used to estimate all n derivatives. Solving for the implied value of a parameter given a security price typically requires many simulation runs. The use of direct methods for estimating derivatives can lead to significant computational savings in these cases. Another advantage is that the direct methods give unbiased estimates of derivatives, whereas the estimates obtained by re-simulation are generally biased.
To illustrate and compare the methods, derivatives were computed for a path independent [4] M. Broadie, "Estimating Duration using Simulation," Shearson Lehman Hutton research report, January, 1988.
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Suppose the discounted payoff associated with a derivative security is given by f (X), where
, T is the maturity, and f is real-valued. Thus, the price of the security is
Now suppose the state process is a function of a scalar parameter θ ranging over an open interval Θ. In other words, each X n is a random function on Θ. For the existence of pathwise derivatives, we require the following conditions:
exists with probability 1.
(A2) If D f denotes the set of points at which f is differentiable, then
Under these conditions, the discounted payoff has a pathwise derivative, given by
where ∇ x n f denotes the vector of partial derivatives of f with respect to the components of X n , and the superscript t denotes transpose. For this pathwise derivative to be an unbiased estimator of the derivative of p, we require further conditions: Proof of Proposition 1: Let P (θ) = f (X(θ)); then, as already noted, P (θ) exists with probability 1 if (A1) and (A2) hold. The Lipschitz property is preserved by composition. Hence, under (A3) and the first part of (A4), P is almost surely Lipschitz continuous; that is, there exists a random variable K P such that
with probability 1. It follows that for any θ and θ + h in Θ, we have
Moreover, under the second part of (A4), the bound K P has finite expectation (it is bounded by a linear combination of K 1 , . . . , K T ), so we may invoke the dominated convergence theorem to interchange an expectation and the limit as h → 0 to conclude that p (θ) exists and equals
The same considerations that arise in justifying the interchange of derivative and integral for the likelihood ratio method arise in maximum likelihood estimation. Consequently, these issues have been addressed in the statistical literature, and standard sufficient conditions can be found in statistics texts. Generally speaking, if the density is a reasonably smooth function of the parameter in question, the interchange is permissible. For a more detailed examination of this interchange in the derivative estimation context, see L' Ecuyer (1990) .
When a pathwise estimator of a first derivative is Lipschitz continuous, the argument in Proposition 1 can be applied to show that the pathwise second derivative is also unbiased.
However, we have seen that first derivative estimators often involve indicator functions, making them discontinuous. As a result, pathwise estimators of second derivatives do not lend themselves to a simple, unified treatment along the lines of Proposition 1. The particular type of "smoothing" required to obtain an unbiased second derivative estimator is problem dependent. So, we justify our gamma estimators individually in Appendix C. Closely related approaches are used in other contexts in Fu and Hu (1993a) and in Chapter 7 of Glasserman (1991).
Appendix B: Optimal Choice of the Parameter Increment in the Re-simulation Method
Let h denote the parameter increment in the re-simulation method. There is an apparent tradeoff involved in the choice of h. If h is too small, then the variance in the estimates of the original and perturbed prices can cause a large variance in the estimate of the derivative.
If h is too large, then the nonlinearity of the price as a function of the parameter of interest can cause a large bias in the derivative estimate. This tradeoff is discussed next. For more extensive treatments of this topic, see Zazanis and Suri (1993) for the case of independent re-simulations, and Glynn (1989) for the case of common random numbers. See also Broadie (1988) .
Suppose that the re-simulation method is used to estimate the derivative of the security price p with respect to a parameter θ. If the function p(θ) is twice continuously differentiable, Taylor's theorem implies that the function can be approximated by
where p 0 = p(θ 0 ) and a = dp/dθ evaluated at θ = θ 0 . Suppose that we wish to estimate a. Let Suppose that the objective is to minimize the mean squared estimation error. Ignoring higher order terms,
For simplicity, suppose that the variances of 0 and 1 are equal and denoted by v 2 . Also, let ρ denote the correlation of 0 and 1 and suppose it is independent of h.
With these assumptions, the parameter increment h * that minimizes the mean squared estimation error is
This follows by expanding the terms in (25) and minimizing (25) over h. Equation (26) squares with intuition in several regards. As the accuracy of the estimators P (θ i ) increases (i.e.,
as v 2 decreases with additional trials in the simulation) the optimal increment h * decreases.
As b 2 decreases (i.e., as p(θ) becomes more nearly linear) the optimal increment h * increases.
Finally, h * decreases as the correlation of the errors approaches one.
Evaluating (25) at h * gives E[â − a] 2 = 2|bv| 2(1 − ρ). This expression illustrates the importance of using common random numbers for the re-simulation. Using different random numbers gives a ρ of zero, but using the same stream of random numbers typically gives a correlation near one, and hence a better derivative estimate.
In our examples, the assumption of equal variances for 0 and 1 does not hold precisely, but more importantly, the assumption of a constant ρ does not hold. In many simulation
Vega (dp/ In Table 2 in the text, a hybrid (biased) estimator of gamma is also used. This hybrid estimator, based on a re-simulation of the pathwise delta estimator, is defined by 
