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Chapter 1
Introduction
In a tensor triangulated category, a thick ideal is a full subcategory which is closed
under exact triangles and retracts and under tensoring with arbitrary elements of the
category. The classification of thick ideals in the stable homotopy category of p-local
finite spectra, SHfin(p) , is given by a famous theorem of Hopkins and Smith, [HS98,
Theorem 7], see Section 2. It states that, in SHfin(p) , the thick ideals are given as a chain
SHfin(p) = C0 ) C1 ) · · · ) Cn ) · · · ) C∞ = {0},
and each thick ideal is characterised by the vanishing of a particular Morava K-theory,
that is, Cn = {X ∈ SH
fin
(p) | K(p, n − 1)∗(X) = 0} for 0 < n < ∞. This theorem is
a consequence of the nilpotence theorem [HS98, Theorem 3], the existence of type-n
spectra for any n ≥ 0 [Mit85, Theorem 4.8] and the fact that K(n)∗(X) = 0 implies
K(n− 1)∗(X) = 0 for X ∈ SH
fin [Rav84, Theorem 2.11].
In equivariant stable homotopy theory for a finite group G, unpublished work of
Strickland [Str10], see Chapter 3, contains a partial classification of thick ideals in the
category SH(G)f ⊂ SH(G), which is the full subcategory of compact objects in the
G-equivariant stable homotopy category. This is a generalisation of the above result,
which concerns the special case SH({1})f = SH
fin. In SH(G)f , any thick ideal is
characterised by the vanishing of particular equivariant Morava K-theories, which are
indexed by a prime and a nonnegative integer (as the ordinary Morava K-theories) and,
additionally, by a conjugacy class of subgroups of G. The set of thick ideals can be
mapped to a lattice of such multi-indices and Strickland proves lower and upper bounds
for a sublattice onto which this map is bijective.
In this thesis, we study thick ideals in SH(k), k ⊆ C, and related motivic categories,
like (SH(k)f )(p), the p-localisation of the full subcategory of all compact objects, and
SH(k)fin(p) , the category of p-localised finite cell spectra. We use different approaches, all
of which are, in some sense, motivated by the results about thick ideals in SHfin.
One approach is to use the comparison functors,
SH
ck−→ SH(k)
Rk−→ SH
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for k ⊆ C, and also
SH(Z/2)
c′k−→ SH(k)
R′k−→ SH(Z/2)
for k ⊆ R. We show that, for k ⊆ C, the preimages R−1k (Cn) ⊆ (SH(k)f )(p), n ≥ 0,
form a chain of different thick ideals in (SH(k)f )(p) (Theorem 5.3.1). For k ⊆ R, we
also show that (R′k)
−1(C) ⊆ (SH(k)f )(p) are different thick ideals, where C runs over all
thick ideals in (SH(Z/2)f )(p), as studied in [Str10] and in Chapter 3.
The second approach is to use methods of nilpotence theory. The thick subcat-
egory theorem for SH is highly related to the nilpotence theorem, which states that
the cobordism spectrum MU detects certain kinds of nilpotence. In this context, the
Morava K-theories recover the information from MU , meaning that also the family
{K(p, n) | p prime, n ≥ 0} detects nilpotence. Since the Morava K-theories have a
particularly easy structure (they are field theories satisfying the Ku¨nneth formula, see
e.g. [Rav92, page 176]), this can be used to show that any thick ideal in SHfin can be
uniquely described in terms of the vanishing and non-vanishing of Morava K-theories.
This is how [HS98, Theorem 7] is proven. Similar nilpotence arguments are used in
[Str10] to classify thick ideals in SH(G)f for finite groups G. Strickland shows that the
equivariant Morava K-theories detect nilpotence (Theorem 3.4.2).
The motivic analog toMU is the algebraic cobordism spectrumMGL. But here, the
situation is different, as MGL does not detect nilpotence. There is a notion of motivic
Morava K-theories, which are more complicated than the topological ones, but they, too,
describe a certain family of thick ideals. In Chapter 7, we show that they do not discover
all thick ideals in (SH(k)f )(p), and also that not all thick ideals are of the form R
−1
k (Cn).
The third approach is to find different lifts of topological type-n spectra to the mo-
tivic world and to ask whether they generate the same thick ideals or different ones.
We consider two explicit different such lifts to (SH(C)f )(p) and show that the motivic
Morava K-theories do not distinguish the thick ideals generated by them. The question
whether the two lifts generate different thick ideals remains open.
In SHfin(p) , the thick ideals are ordered linearly by inclusion, due to the fact that
K(n + 1)∗(X) = 0 implies K(n)∗(X) = 0 for X ∈ SH
fin. This raises the question
whether this implication also holds in SH(k)f . For p > 2, we prove that the analog
statement holds for motivic Morava K-theories over C if X is a finite cellular motivic
spectrum, as studied in [DI05]. That is, it holds for X ∈ SH(C)fin ⊆ SH(C)f . On the
way, we prove a couple of interesting facts concerning the motivic versions of BP , K(n)
and related theories. We prove that the analog of the decomposition of Bousfield classes
〈E(n)〉 =
∨
i≤n
〈K(i)〉 holds in SH(C) (for p > 2), as conjectured by Hornbostel in [Hor06,
Question 2.17] for arbitrary fields.
Outline.
In Chapter 2, we introduce basic notation concerning thick ideals and the stable
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homotopy category SH. We recall the thick subcategory theorem of Hopkins and Smith
(Theorem 2.0.10). In SHfin, there is no difference between thick subcategories and thick
ideals (Lemma 2.0.8).
Chapter 3 is an account on Strickland’s work [Str10]. It contains Strickland’s main
results on thick ideals in SH(G)f and their proofs. The chapter begins with the necessary
recollection from equivariant stable homotopy theory, such as compact objects in SH(G)
and geometric fixed point functors. Equivariant Morava K-theories
K(n,H) = G/H+ ∧ E˜[6≥ H] ∧K(n), for H ⊆ G,
are introduced in Section 3.2. They are related to the classical Morava K-theories via the
geometric fixed point functor (Proposition 3.2.1) and satisfy similar properties, such as
the Ku¨nneth formula (Corollary 3.2.2). Section 3.3 introduces the terminology of lattices
and contains the result of Strickland which establishes a general relation between thick
ideals and the detection of nilpotence by some family of homology theories (Theorem
3.3.12). The equivariant analog of the nilpotence theorem [HS98, Theorem 3] is Theorem
3.4.2. We give a reformulation of the thick subcategory theorem [HS98, Theorem 7] in
a non-p-localised way (Theorem 3.4.5) and prove a similar equivariant result, Theorem
3.4.6, which describes an injective lattice homomorphism from the set of thick ideals in
SH(G)f to the lattice
GQ =
∏
sub(G)
{u ∈
∏
p
Qp | up = 1∀ p or up 6= 1∀ p},
where Qp = {p−n | 0 ≤ n ≤ ∞}, and gives a lower bound for its image:
Theorem 3.4.6. (Strickland)
The composition
τ : Idl(SH(G)f )
supp
−→ P(GQ′)
max
−→ GQ
is injective. Its image contains all u ∈ GQ which satisfy: if H ⊆ H ′, then uH ≥ uH′ .
Here, P(GQ′) denotes the power set of the set
GQ′ = {p−n | p prime, 0 ≤ n <∞}× sub(G).
An upper bound is given in Proposition 3.4.7. In Section 3.5, we apply Strickland’s
results to SH(Z/2)f , which will be most interesting to us in our study of thick ideals in
SH(k)f , k ⊆ R. Any thick ideal in (SH(Z/2)f )(p) is of the form
Cm,n = {X | φ
{1}(X) ∈ Cm and φ
Z/2(X) ∈ Cn},
where m,n ∈ [0,∞] and φH : SH(G) → SH is the geometric H-fixed point functor
(Corollary 3.5.1). But not all Cm,n are different. Corollary 3.5.3 gives partial informa-
tion on which ones are.
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In Chapter 4, we introduce the comparison functors SH
ck−→ SH(k)
Rk−→ SH for
k ⊆ C, and SH(Z/2)
c′k−→ SH(k)
R′k−→ SH(Z/2) for k ⊆ R, which are symmetric monoidal
and satisfy Rk ◦ck ∼= id and R
′
k ◦c
′
k
∼= id, respectively. This is mainly a recollection from
various other sources. The same results are independently obtained in [HO14, Section 4].
In Chapter 5, we apply our knowledge concerning comparison functors to the study
of thick ideals, proving the following theorem for any prime p.
Theorem 5.3.1. (Lower bound on the number of motivic thick ideals)
(1) If k ⊆ C, the category (SH(k)f )(p) contains at least an infinite chain of different
thick ideals given by R
−1
k (Cn), 0 ≤ n ≤ ∞, where Rk denotes the p-localisation of
the restriction of Rk to SH(k)f and Cn ⊆ SH
fin
(p) is as defined in Chapter 1.
(2) If k ⊆ R, then (SH(k)f )(p) contains at least a two-dimensional lattice of different
thick ideals given by (R
′
k)
−1(Cm,n), for all (m,n) ∈ Γp as in Definition 3.5.2.
One ingredient of this theorem is Proposition 5.2.10, where we show that the reali-
sation functors Rk and R
′
k preserve compactness. In Section 5.3, we also prove a couple
of additional results on the connection between motivic thick ideals and the comparison
functors.
Chapter 6 begins with an account of homology and cohomology theories in the
category of finite motivic cell spectra, SH(k)fin, as studied by Dugger and Isaksen in
[DI05]. We show that, for a cellular ring spectrum E and a finite cellular spectrum X,
E∗∗X = 0 is equivalent to E
∗∗X = 0 (Proposition 6.1.1). For k ⊆ R, we use a notion of
cellular spectra which is more general than the notion from [DI05], see Definition 5.2.1.
This yields another version of Proposition 6.1.1 (Corollary 6.1.4). In Section 6.2, we
discuss different ways of defining thick ideals associated with a (ring) spectrum. This is
applied to motivic Morava K-theories AK(n) in Section 6.3. For example, we show that
the thick ideal CAK(n) associated with the n-th motivic Morava K-theory is contained
in R−1k (Cn+1) (Proposition 6.3.8). We recall the definition and some properties of the
motivic Morava K-theories in Section 6.3.1. The motivic Atiyah Hirzebruch spectral
sequence described in [Hoy13, Example 8.13], implies that the n-th motivic Morava K-
theory over the field C has coefficient ring HZ/p∗∗⊗K(n)∗ (Lemma 6.3.7), as remarked
in [Yag05] below Corollary 3.9.
In Chapter 7, we study the thick ideal generated by the cofiber of the motivic
Hopf map, Cη ∼= P2k, and compare it to the thick ideals R
−1
k (Cn) and CAK(n) for k ⊆ C.
We calculate the type of Rk(Cη(p)) ∈ SH
fin
(p)
, which is 1, and the equivariant type of
R′k(Cη(p)) ∈ (SH(Z/2)f )(p), which is (1, 2) for p = 2 and (1,∞) for odd p (Proposition
7.1.3). In Proposition 7.1.4, we show that Cη(p) generates a thick ideal of (SH(k)f )(p)
which is neither of the formR−1k (Cn+1) or CAK(n) for any n ≥ 0, nor is it all of (SH(k)f )(p)
(at least, if p = 2 or k ⊆ R).
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Proposition 7.1.4. For k ⊆ C, let thickid(Cη(p)) ⊆ (SH(k)f )(p) denote the thick ideal
generated by the p-localised cofiber of the Hopf map. Then the following hold:
(1) thickid(Cη(p)) 6⊆ CAK(n) for any n ≥ 0 and any prime p,
(2) thickid(Cη(p)) 6⊆ R
−1
k (Cn) for any n > 0 and any prime p,
(3) thickid(Cη(p)) ( thickid(S
0
(p)) = (SH(k)f )(p) if k ⊆ R and p is any prime or k ⊆ C
and p = 2.
(4) For any prime p, the thick ideals thickid(Cη(p)) ∩R
−1
k (Cn) are distinct for different
n ≥ 0 and in particular nonzero if n <∞.
This proves that SH(k)f , k ⊆ C, really has “more” thick ideals than its topolog-
ical counterpart. In Section 7.2, we compare our results to Balmer’s work on prime
ideals [Bal10]. For the categories SHfin, SH(Z/2)f , SH(C)f and SH(R)f , we recover
the information on prime ideals given in [Bal10, Section 10] from a different point of view.
In Chapter 8, we study two preimages under RC of a type-n spectrum Xn ∈ SH
fin
(p) .
One of them is cC(Xn) and the other one, Xn, is constructed by a motivic version of
the construction of Xn, as given in [Rav92, Appendix C]. In analogy to Mitchell’s result
[Mit85, Theorem 4.8], we prove the following vanishing theorem for motivic Morava
K-theory.
Theorem 8.4.1. (Vanishing criterion)
Let s > 0 and X ∈ SH(C)fin be a finite motivic cell spectrum such that H∗∗(X,Z/p) is
free over the exterior algebra ΛHZ/p∗∗(Qs) as a module over the motivic Steenrod algebra.
Then AK(s)∗∗X = 0.
This is proven with the help of the motivic Adams spectral sequence for Ak(s)∧X,
where Ak(s) is the motivic analog of the connective Morava K-theory spectrum. This
spectral sequence is studied in Section 8.3. In Section 8.5, we construct a spectrum Xn
satisfying the assumption of the theorem, and we show that this spectrum is indeed
of motivic type n (Theorem 8.5.12). In Section 8.7, we show that cC(Xn) is also of
motivic type n, proving that the two thick ideals in (SH(C)f )(p) generated by cC(Xn)
respectively Xn cannot be distinguished by the motivic Morava K-theories. However,
we do not know whether the ideals are actually equal or not.
Chapter 9 is devoted to the study of the Bousfield classes of AK(n) and related mo-
tivic spectra. The main goal in writing this chapter was to prove that AK(n+ 1)∗∗(X) =
0 implies AK(n)∗∗(X) = 0, which we show for X ∈ SH(C)fin and p > 2 in Theorem
9.6.4.
Theorem 9.6.4. Let p > 2. If X ∈ SH(C)fin satisfies AK(n + 1)∗∗(X) = 0, then it
also satisfies AK(n)∗∗(X) = 0.
A lot of results in Chapter 9 hold more generally. In Section 9.1, we prove that
vn-torsion in ABP∗∗ABP is also vn−1-torsion. This holds in any SH(k), k ⊆ C
(Theorem 9.1.1). The proof uses methods similar to the topological version of the
statement, [JY80, Theorem 0.1]. Another ingredient is the map of Hopf algebroids
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(BP∗, BP∗BP ) → (ABP∗∗, ABP∗∗ABP ), as studied in [NSØ09]. In Section 9.4, we
construct certain operations on AP (n) in SH(k), k ⊆ C (Theorem 9.4.12), similar to
the operations on P (n) constructed by Wu¨rgler in [Wu¨r76, Theorem 5.1]. These are
used to prove the equality of Bousfield classes 〈AK(n)〉 = 〈AB(n)〉 in SH(C) (Corollary
9.4.18) with methods similar to those of [JW75]. In the proof of Corollary 9.4.18, we
assume k = C because we make use of the explicitly known coefficient rings HZ/p∗∗
and AK(n)∗∗. The result is used to prove Theorem 9.5.1, which is the following de-
composition of Bousfield classes in SH(C), as conjectured in [Hor06, Question 2.17] for
arbitrary fields.
Theorem 9.5.1. For p > 2,
〈AE(n)〉 =
∨
i≤n
〈AK(i)〉 in SH(C).
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Chapter 2
Thick ideals in classical stable
homotopy theory
In this chapter, we introduce basic notation concerning thick ideals and the stable homo-
topy category SH. In SHfin, a thick ideal is the same as a thick subcategory (Lemma
2.0.8). We recall the thick subcategory theorem of Hopkins and Smith in Theorem
2.0.10.
Definition 2.0.1. A tensor triangulated category is a triple (T ,∧, S) consisting of a
triangulated category T and a symmetric monoidal product ∧ on T with unit S, such
that for any A ∈ T , A ∧ − preserves exact triangles (see e.g. [Bal05, Definition 1.1]).
Example 2.0.2. The stable homotopy category (SH,∧, S) with S = S0 = Σ∞S0 is a
tensor triangulated category.
Definition 2.0.3. Let (T ,∧, S) be a tensor triangulated category. A full triangulated
subcategory ∅ 6= C ⊆ T is called a
(1) thick subcategory if it is closed under retracts.
(2) thick ideal if it is a thick subcategory and in addition satisfies:
if X ∈ T and Y ∈ C then X ∧ Y ∈ C.
If X is an object or a set of objects, we denote the smallest thick ideal containing X by
thickid(X ) and call it the thick ideal generated by X . This is well defined because the
intersection of thick ideals is again a thick ideal. If X is a finite set of objects, thickid(X )
is called finitely generated.
Remark 2.0.4. Any finitely generated thick ideal is generated by a single element,
namely the direct sum of all generators.
Example 2.0.5. If (T ,∧, S) is a tensor triangulated category, then
thickid(S) = T ,
since for any X ∈ T , X ∼= X ∧ S.
9
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More generally, if Z is in the Picard group Pic(T ), i.e., if there exists a Z ′ such that
Z ′ ∧ Z ∼= S, then thickid(Z) = T . The Picard group of the stable homotopy category
SH consists precisely of the spheres ΣnS0, n ∈ Z (see e.g. [HMS94]), the Picard group of
the equivariant stable homotopy category SH(G) is described in [FJM01] and examples
for elements in the Picard groups of motivic stable homotopy categories are given in
[Hu05].
Definition 2.0.6. The category SHfin is the smallest full subcategory of SH that
contains all finite desuspensions of suspension spectra of finite CW complexes and is
closed under isomorphisms.
Remark 2.0.7. SHfin is a tensor triangulated subcategory of SH. It can equivalently
be defined as the smallest thick subcategory of SH that contains S0, or as the full
subcategory of compact objects in SH (see, e.g. [Sch12, Theorem II.7.4]).
Lemma 2.0.8. In SHfin, any thick subcategory is already a thick ideal.
Proof. Let X be an element of the thick subcategory C ⊆ SHfin and let Y ∈ SHfin.
By the definition of SHfin, there is a finite sequence of spectra {Y k}0≤k≤n such that
Y 0 = Sn0 , Y ∼= Y n and each Y k is the cofiber of some map Snk → Y k−1, nk ∈ Z. Any
thick subcategory is closed under suspensions and desuspensions because Σ±1X lies in
an exact triangle with X
1
→ X. Hence, X∧Y 0 ∈ C. Assume that X∧Y k ∈ C for some k.
Then X ∧Snk+1 → X ∧ Y k → X ∧ Y k+1 is an exact triangle whose first two objects are
in C. Since C is a thick subcategory, it follows that X ∧ Y k+1 ∈ C, too, and inductively,
X ∧ Y n ∈ C. Note further that thick subcategories are closed under isomorphisms as
these are special cases of retractions. Hence, X ∧ Y ∈ C, which proves that C is a thick
ideal.
Definition 2.0.9. Let p be a prime number. The p-local categories SH(p) and SH
fin
(p)
are defined as the Bousfield localisations of SH and SHfin at the p-local Moore spectrum
MZ(p).
It is a common procedure to study spectra p-locally for each prime p, i.e. instead
of X ∈ SH one studies its image X(p) under SH → SH(p), and then fits the informa-
tion together. For example, n-th Morava K-theory K(n) is defined for any fixed prime
p, where it satisfies K(n)∗(X) = K(n)∗(X(p)). For the construction and properties of
K(n), see e.g. [JW75].
Now we are ready to state the thick subcategory theorem of Hopkins and Smith
[HS98, Theorem 7], which was the main motivation for this thesis. It gives a beautiful
and complete description of the thick ideals in SHfin(p) in terms of Morava K-theories.
Theorem 2.0.10. (Hopkins, Smith)
In SHfin(p) , the thick ideals are given as a chain
SHfin(p) = C0 ) C1 ) · · · ) Cn ) · · · ) C∞ = {0},
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with Cn = {X ∈ SH
fin
(p) | K(n− 1)∗(X) = 0} for 0 < n <∞.
Definition 2.0.11. A spectrum X ∈ SHfin(p) is said to be of type n if K(n− 1)∗(X) = 0
and K(n)∗(X) 6= 0. We write type(X) = n.
For any fixed prime p, the type of a spectrum is well-defined by [Rav84, Theorem
2.11]. The thick subcategory theorem implies that any spectrum X of type n generates
Cn as a thick ideal.
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Thick ideals in equivariant stable
homotopy theory
The contents of this chapter (except for the introductory section and some details) are
due to Neil Strickland [Str10]. We state Strickland’s main results on thick ideals in
SH(G)f and their proofs. We start with the necessary recollection from equivariant
stable homotopy theory. Thick ideals in SH(G)f are classified by equivariant Morava
K-theories, K(n,H) = G/H+ ∧ E˜[6≥ H] ∧ K(n), H ⊆ G, which are introduced in
Section 3.2. They are related to the classical Morava K-theories via the geometric fixed
point functor (Proposition 3.2.1) and satisfy similar properties, such as the Ku¨nneth
formula (Corollary 3.2.2). As in the non-equivariant theory of Hopkins and Smith,
the equivariant Morava K-theories detect nilpotence in SH(G)f (Theorem 3.4.2). The
general relation between the detection of nilpotence by a family of homology theories
and thick ideals is described in Theorem 3.3.12. As a corollary, we reformulate the thick
subcategory theorem [HS98, Theorem 7] in a non-p-localised way (Theorem 3.4.5) and
prove a similar equivariant result, Theorem 3.4.6, which describes an injective lattice
homomorphism from the set of thick ideals in SH(G)f to a particular lattice GQ and
gives a lower bound for its image. An upper bound is given in Proposition 3.4.7.
For our study of thick ideals in the motivic stable homotopy categories SH(k)f , k ⊆
R, we will use the here given knowledge concerning thick ideals in the Z/2-equivariant
stable homotopy category. Therefore, the case G = Z/2 is the interesting one for the
rest of this thesis and we will summarise all results on thick ideals in SH(Z/2)f in
Section 3.5. Any thick ideal in (SH(Z/2)f )(p) is of the form Cm,n = {X | φ
{1}(X) ∈
Cm and φ
Z/2(X) ∈ Cn}, where m,n ∈ [0,∞] and φ
H is the geometric fixed point functor
(Corollary 3.5.1). But not all Cm,n are different. Corollary 3.5.3 gives partial information
on which ones are.
3.1 Equivariant stable homotopy theory
Let G be a finite group and SH(G) be the stable homotopy category of genuine G-
spectra. This category has quite a few models. We switch between spectra of G-CW
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complexes and spectra of G-simplicial sets, depending on which is more convenient in
the concrete situation. A good model for SH(G) as a tensor triangulated category is the
category of orthogonal G-spectra, see e.g. [MM02] or [Sch13]. In Section 4.2, we make
use of two other models, namely symmetric G-spectra and GΣG-spectra. The following
definition of finite G-spectra, for example, makes sense if we use the model of orthogonal
G-spectra with G-CW complexes as the underlying category of spaces. The definition
induces a notion of finiteness for any other model for SH(G).
Definition 3.1.1. For G a finite group, let SH(G)fin be the smallest full subcategory
of SH(G) that contains all finite desuspensions of suspension spectra of finite G-CW
complexes and is closed under isomorphisms. The objects of SH(G)fin are called finite
G-CW spectra. We denote the closure of SH(G)fin under retracts in SH(G) by SH(G)f .
Both SH(G)fin and SH(G)f are tensor triangulated subcategorties of SH(G) be-
cause finite G-CW complexes are closed under cofiber sequences and under smash prod-
ucts and because retracts commute with smash products.
Definition 3.1.2. A spectrum X ∈ SH(G) is called dualisable, if the canonical map
F (X,S0) ∧ Y → F (X,Y )
is an isomorphism for any Y ∈ SH(G), where F (−,−) denotes the derived function
spectrum and S0 = S0G is the shere spectrum in SH(G) (for possible definitions of S
0
and F (−,−), see e.g. [Sch13, Examples 2.10 and 5.12]). DX = F (X,S0) is called the
dual of X. It satisfies DDX ∼= X ([LMS86, Proposition III.1.3]). In the following, we
also use the notation S for S0G, since it is the unit in SH(G).
X ∈ SH(G) is called compact if [X,−]SH(G) = HomSH(G)(X,−) preserves arbitrary
coproducts.
Proposition 3.1.3. The subcategory SH(G)f ⊆ SH(G) has the following equivalent
descriptions:
(1) It is the full subcategory of retracts of finite G-CW spectra.
(2) It is the full subcategory of dualisable objects.
(3) It is the full subcategory of compact objects.
Proof. (1) and (2) are equivalent by [May96, Theorem XVI.7.4].
Furthermore, any dualisable object X is also compact, because[
X,
∨
Yi
]
=
[
S,F (X,
∨
Yi)
]
=
[
S,DX ∧
∨
Yi
]
=
[
S,
∨
(DX ∧ Yi)
]
=
⊕
[S,DX ∧ Yi] =
⊕
[S,F (X,Yi)] =
⊕
[X,Yi] ,
where we used that F (X,−) is right adjoint to X ∧ − and that the unit S is compact,
see e.g. [Sch13, Corollary 3.30(i)]. Since πHn X = 0 for all H ⊆ G and n ∈ Z implies
X ∼= 0 in SH(G) by the definition of SH(G), {ΣnΣ∞(G/H)+ | H ⊆ G,n ∈ Z} is
a detecting set and, hence, also a generating set by [MS06, Lemma 13.1.6]. That is,
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the smallest thick subcategory of SH(G) which is closed under infinite coproducts and
contains {ΣnΣ∞(G/H)+ | H ⊆ G,n ∈ Z} is SH(G) itself. By [LMS86, Corollary
II.6.3], Σ∞(G/H)+ is dualisable and, thus, compact. Hence, {Σ
∞(G/H)+ | H ⊆ G} is
a set of compact generators for SH(G). By general theory due to Neeman [Nee96], see
e.g. [MS06, Theorem 13.1.14], the full subcategory of compact objects in SH(G) is the
thick subcategory generated by this set (i.e., the smallest thick subcategory of SH(G)
containing this set). Therefore, (3) is also equivalent to (1) and (2).
Let G be a finite group and H ⊆ G a subgroup. There are functors i : SH → SH(G)
and φH : SH(G)→ SH, where i maps a nonequivariant spectrum to the corresponding
G-spectrum with trivial G-action and φH is the geometric fixed point functor (as defined
in [LMS86, Definition 9.7], [MM02, Definition 4.3] or [Sch13, Section 7.3]) concatenated
with the forgetful functor from SH(W (H)) to SH, whereW (H) denotes the Weyl group
of H ⊆ G. We will need the following properties [Str10, Proposition 12.1 and Theorem
12.4].
Proposition 3.1.4. The geometric fixed point functor φH has the following properties:
(1) In SH, φH(Σ∞X) = Σ∞XH for any suspension spectrum Σ∞X ∈ SH(G).
(2) In SH, φH(X ∧ Y ) = φH(X) ∧ φH(Y ) for any X,Y ∈ SH(G).
(3) In SH, φH(i(X)) = X for any X ∈ SH.
(4) If φH(X) = 0 in SH for all H ⊆ G, then X = 0 in SH(G).
Proof. A proof of (1) can be found in [LMS86, Corollary II.9.9], [MM02, Corollary 4.6],
or in [Sch13, Example 7.7]. (2) follows from [LMS86, Theorem II.9.8(ii)] and [LMS86,
Proposition II.9.12(ii)]. (3) follows directly from the definition of φH , since H acts triv-
ially on i(X). (4) is proven in [Sch13, Theorem 7.12] and in [Str10, Theorem 12.4].
3.2 Equivariant Morava K-theories
For H ⊆ G, E˜[ H] denotes a G-space which satisfies:
E˜[ H]K ≃
{
0 if K G H
S0 if K ≥G H
,
where K ≥G H means that K contains a subgroup conjugate to H.
The existance of such a space E˜[ H] follows from the theory of classifying spaces
for families (see e.g. [LMS86, Section II.2]), if one takes F as the family of all subgroups
of G for which H is not subconjugate and then defines E˜[ H] by the cofiber sequence
EF+ → S
0 → E˜[ H],
as in [MM02, Notations 4.14].
Fix a prime number p. Strickland [Str10, Definition 16.2] defines Morava K-theory
spectra in SH(G), G a finite group, by
K(n,H) = G/H+ ∧ E˜[ H] ∧K(n)
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for any subgroupH ⊆ G. He notes that, as a localisation of S0, E˜[ H] is a commutative
ring spectrum, which together with the ring structure of K(n) and the diagonal map
on G/H induces a ring structure on K(n,H), which is commutative for p > 2. We
will only be interested in H up to conjugacy, because if H and H ′ are conjugate, then
K(n,H) ∼= K(n,H ′).
The following proposition serves as motivation for this definition of equivariant
Morava K-theories [Str10, Remark 16.4 ff].
Proposition 3.2.1.
K(n,H)∗(X) = K(n)∗(φ
H(X))
and
K(n,H)∗(X) = K(n)∗(φH(X)).
Proof. Here, we need the following formula for the geometric fixed point spectrum
[LMS86, Theorem II.9.8(ii)]:
φH(X) ∼= (E˜[ H] ∧X)H ,
where (−)H is the spectrification of the levelwise fixed point functor. In the following,
we abbreviate E˜[ H] by E˜. The first equation follows from
K(n,H)∗(X) = π∗
(
(X ∧G/H+ ∧ E˜ ∧K(n))
G
)
= π∗
(
(X ∧ E˜ ∧K(n))H
)
= π∗
(
φH(X ∧K(n))
)
= π∗
(
φH(X) ∧K(n)
)
= K(n)∗(φ
H(X)).
For the second equation, we use the fact that G/H+ is self-dual [LMS86, Corollary
II.6.3], hence
K(n,H)∗(X) = [X,F (G/H+, E˜ ∧K(n))]
G
∗ = [X, E˜ ∧K(n)]
H
∗ .
We claim that this is isomorphic to [φHX,φHK(n)]∗ = K(n)
∗(φHX). To prove the
claim, first note that because E˜ ∧ − is a Bousfield localisation functor,
[X, E˜ ∧K(n)]H∗ = [E˜ ∧X, E˜ ∧K(n)]
H
∗ .
From here, the H-fixed points yield a map
α : [E˜ ∧X, E˜ ∧K(n)]H∗ → [(E˜ ∧X)
H , (E˜ ∧K(n))H ]∗
and the latter group is isomorphic to [φHX,φHK(n)]∗. Assume that X
H is an orbit
H/K+ for K ⊆ H. If K 6= H, α : 0 → 0 is an isomorphism. If K = H, [E˜ ∧
X, E˜ ∧ K(n)]H∗ = [S
0
G, E˜ ∧ K(n)]
H
∗ = [S
0, φH(K(n))]∗ = [φ
HX,φH(K(n))]∗. That is,
α is an isomorphism on all orbit types and it follows that α is an isomorphism for any
X ∈ SH(G).
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From this and the properties of nonequivariant Morava K-theories (see e.g. [HS98,
Section 1]), it follows immediately that K(n,H) has coefficients like K(n) and satisfies
the Ku¨nneth formula [Str10, Section 16].
Corollary 3.2.2. The equivariant Morava K-theories satisfy the following properties:
(1) K(n,H)∗S
0
G = K(n)∗S
0 = Fp[v±1n ] for any n > 0 and any H ⊆ G.
(2) K(n,H)∗(X ∧ Y ) ∼= K(n,H)∗(X)⊗K(n)∗ K(n,H)∗(Y ) for any X,Y ∈ SH(G).
(3) If X is dualisable, i.e., if X ∈ SH(G)f , then
K(n,H)∗(DX) ∼= HomK(n)∗(K(n,H)∗(X),K(n)∗).
Furthermore, Strickland shows [Str10, Proposition 16.6]:
Proposition 3.2.3. If p 6= p′ or n 6= n′ or H 6=G H
′ (i.e., not conjugate in G), then
K(p, n,H) ∧K(p′, n′,H ′) = 0.
Proof. In the cases p 6= p′ and n 6= n′, this follows from K(p, n) ∧ K(p′, n′) = 0 (see
[Rav84, Theorem 2.1(i)]), as these appear as smash factors in K(p, n,H)∧K(p′, n′,H ′).
Therefore, assume p = p′, n = n′ and H 6=G H
′. Now it suffices to show G/H+ ∧ E˜[6≥
H]∧G/H ′+ ∧ E˜[6≥ H
′] = 0, which is easily checked on the level of K-fixed points for all
K ⊆ G.
3.3 Nilpotence and lattices of thick ideals
For a convenient description of the collection of thick ideals in the equivariant homotopy
category of dualisable spectra, SH(G)f , [Str10] uses the language of lattices.
Definition 3.3.1. A lattice is a partially ordered set A for which any finite subset F ⊆ A
has a greatest lower bound (called meet)
∧
F and a smallest upper bound (called join)∨
F . The largest element in A is
∧
∅, which we denote by 1 and the smallest element
is 0 =
∨
∅. A lattice homomorphism is an order preserving map f : A → B which also
preserves all joins and meets.
Example 3.3.2. (1) The collection of thick ideals C in a tensor triangulated category
T , partially ordered by inclusion, is a lattice. Meets are just intersections, whereas
the join of a finite collection of thick ideals is the smallest thick ideal which contains
all objects of the different ideals. We denote this lattice by Idl(T ).
(2) The power set of any set is a lattice, partially ordered by inclusion, meets given by
intersections and joins by unions.
We introduce a new notation, due to Strickland, which will be useful in the rest of
this chapter.
Notation 3.3.3. For a prime p and a nonnegative integer n, let K(p−n) denote the
n-th Morava K-theory spectrum at the prime p (which above was denoted by K(p, n)
or just K(n)).
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One advantage of this notation is that there is only one name for the zeroth Morava
K-theory spectrum (which is independent of p): K(1) = HQ.
Definition 3.3.4. Let
Qp = {p
−n | 0 ≤ n ≤ ∞}
and
Q = {u ∈
∏
p
Qp | up = 1∀ p or up 6= 1∀ p}.
The sets Qp and Q are lattices, with the usual ordering of rational numbers and the
componentwise partial ordering of products. We immediately see that Theorem 2.0.10
can be reformulated as follows.
Corollary 3.3.5. Let Idl(SHfin(p) ) be as in Example 3.3.2(1). The map
τp : Idl(SH
fin
(p) ) −→ Qp,
τp(C) = max{p
−n | type(X) = n for some X ∈ C},
is a lattice isomorphism.
We will see in Theorem 3.4.5 how to merge the information for different p to a
classification of finitely generated thick ideals of SHfin using the lattice Q. But before we
are able to do so, we need some more theory on thick ideals and lattice homomorphisms.
Definition 3.3.6. For X ∈ SH(G)f , let ann(X) denote the fibre of the unit map
S → F (X,X) and define
Aann(X) = {A | ann(X)
∧n ∧A→ A is null for some n > 0}.
The map here is the n-fold smash product of the map ann(X) → S from the cofiber
sequence, smashed with A
1
→ A.
The following is [Str10, Proposition 15.6].
Proposition 3.3.7. The smallest thick ideal containing X is
thickid(X) = Aann(X)
and thickid(X) ⊆ thickid(Y ) if and only if the map ann(Y )∧n → S factors through
ann(X)→ S for some n > 0.
Proof. We first show that thickid(X) ⊆ Aann(X). Since X is a module over F (X,X) =
DX ∧X, it is a retract of DX ∧X ∧X. It follows that ann(X)∧X is the fiber of a map
X → DX ∧X ∧X which splits, so ann(X)∧X → X is zero and hence X ∈ Aann(X). It
is easy to see that Aann(X) is closed under exact triangles and retracts, as well as under
smashing with arbitrary objects. Hence, Aann(X) is a thick ideal containing X, which
proves thickid(X) ⊆ Aann(X).
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Now assume A ∈ Aann(X). We need to show A ∈ thickid(X). Consider the cofiber
sequence
ann(X)∧n ∧A→ A→ S/(ann(X)∧n) ∧A.
By the assumption, we can choose n such that the first map is zero. Then it follows
that A is a retract of S/(ann(X)∧n)∧A. Therefore, it suffices to show S/(ann(X)∧n) ∈
thickid(X). By the definition of ann(X), S/ ann(X) = F (X,X) = DX∧X ∈ thickid(X).
There is a cofiber sequence
ann(X) ∧ S/(ann(X)∧j)→ S/(ann(X)∧j+1)→ S/(ann(X)∧j),
which implies inductively that S/(ann(X)∧n) ∈ thickid(X).
The existence of this cofiber sequence follows from Verdier’s axiom for triangulated
categories, also known as octahedral axiom (see e.g. [Nee01, Proposition 1.4.6]). Applied
to the three cofiber sequences I∧J → I∧S → I∧S/J , as well as I∧J → S → S/(I∧J)
and I → S → S/I, the axiom yields a cofiber sequence I ∧ S/J → S/(I ∧ J)→ S/I.
For the second claim, assume that thickid(X) ⊆ thickid(Y ), which is equivalent to
X ∈ thickid(Y ) = Aann(Y ). Let n > 0 be such that ann(Y )
∧n ∧X → X is the zero map.
Consider the two cofiber sequences
ann(Y )∧n // S // S/(ann(Y )∧n)
ann(X) // S // F (X,X).
The smash product of the upper sequence with X is
ann(Y )∧n ∧X
0
→ X → S/(ann(Y )∧n) ∧X,
so there is a retraction S/(ann(Y )∧n) ∧ X → X, which then induces a morphism
S/(ann(Y )∧n)→ F (X,X) making the diagram commutative. From the axioms for tri-
angulated categories it follows that we can fill in the required map ann(Y )∧n → ann(X),
as claimed.
On the other hand, if ann(Y )∧n → S factors through ann(X)→ S and ann(X)∧m ∧
A→ A is zero then also ann(Y )∧(nm) ∧A→ A is zero and it follows Aann(X) ⊆ Aann(Y ).
Proposition 3.3.8. Let I0 and J0 be collections of objects in SH(G)f and let I and
J be the thick ideals which they generate. Then
I ∩ J = thickid ({Y ∧ Z | Y ∈ I0, Z ∈ J0}) .
Proof. This is [Str10, Proposition 15.8]. Let K = thickid ({Y ∧ Z | Y ∈ I0, Z ∈ J0}).
The intersection I ∩J is a thick ideal which contains Y ∧Z for all Y ∈ I0 and Z ∈ J0.
Therefore, K ⊆ I ∩ J . Now, let
I ′ = {Y ∈ I | Y ∧ Z ∈ K ∀Z ∈ J0},
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J ′ = {Z ∈ J | Y ∧ Z ∈ K ∀Y ∈ I}.
It is easy to check that I ′ is a thick subideal of I which contains I0. Hence, I
′ = I. It
follows that the thick subideal J ′ ⊆ J contains J0, so J
′ = J . That is, Y ∧ Z ∈ K for
all Y ∈ I, Z ∈ J .
Now, let X ∈ I ∩J . Since X is an F (X,X)-module, X is a retract of DX ∧X ∧X.
Consider DX ∧ X as an object of I and the other X as an object of J . It follows
DX ∧X ∧X ∈ K and hence X ∈ K.
Remark 3.3.9. Note that Proposition 3.3.8 holds in any tensor triangulated category in
which internal hom objects exist and all objects are dualisable. The following definition,
theorem and corollary can also be formulated in such a general setting, given a suitable
notion of homology theories.
Definition 3.3.10. Let {Ei | i ∈ I} be a family of ring spectra in SH(G). For X ∈
SH(G)f , define
supp(X) = {i ∈ I | (Ei)∗(X) 6= 0}.
If C ⊆ SH(G)f is a subcategory, let
supp(C) =
⋃
X∈C
supp(X).
For a map f : X → Y , we also define
supp(f) = {i ∈ I | (Ei)∗(f) 6= 0}.
Remark 3.3.11. If (Ei)∗(X) = 0, then (Ei)∗(Y ) = 0 for any Y ∈ thickid(X) by the
following arguments. If A → B → C is a cofiber sequence and the (Ei)∗-homology of
two of the three objects is zero, then, by the long exact (Ei)∗-sequence, (Ei)∗(−) of
the third object is zero, too. If (Ei)∗(A) = π∗(Ei ∧ A) = 0, then also (Ei)∗(A ∧ B) =
π∗(Ei ∧ A ∧ B) = 0. And, finally, if (Ei)∗(A) = 0 and B is a retract of A, then
(Ei)∗(B)→ 0→ (Ei)∗(B) is the identity map, hence, (Ei)∗(B) = 0.
This implies
supp(thickid(X)) = supp(X).
The following theorem is one of the central results in [Str10], where it is Theorem
15.14.
Theorem 3.3.12. (Strickland) Assume {Ei | i ∈ I} is a family of ring spectra in SH(G)
satisfying the following properties:
(1) If f : X → Y , with X,Y ∈ SH(G)f , and (Ei)∗(f) = 0 for all i ∈ I, then there
exists n > 0 such that f∧n = 0.
(2) For any X,Y ∈ SH(G)f and any i ∈ I, (Ei)∗(X ∧ Y ) ∼= (Ei)∗(X) ⊗(Ei)∗ (Ei)∗(Y ).
(3) For any i ∈ I, (Ei)∗ = (Ei)∗(S
0) is concentrated in even degrees and any nonzero
homogeneous element in (Ei)∗ is invertible.
Then, for any X,Y ∈ SH(G)f , thickid(X) ⊆ thickid(Y ) if and only if supp(X) ⊆
supp(Y ).
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In other words, a family {Ei | i ∈ I} of spectra detecting nilpotence (see Definition
3.3.13) and satisfying some additional properties can be used to distinguish any two
different thick ideals with the help of the support functor supp(−).
Proof. Consider the cofiber sequence ann(Y )
v
→ S
u
→ F (Y, Y ). We first show that
supp(v) = I \ supp(Y ). Consider the long exact sequence
· · · → (Ei)∗(F (Y, Y ))→ (Ei)∗(ann(Y ))
(Ei)∗(v)
→ (Ei)∗(S)
(Ei)∗(u)
→ (Ei)∗(F (Y, Y ))→ · · · .
If i ∈ I \ supp(Y ), then (Ei)∗(F (Y, Y )) ∼= (Ei)∗(DY )⊗(Ei)∗ (Ei)∗(Y ) = 0 and (Ei)∗(v)
is an isomorphism. Hence, i ∈ supp(v). If, on the other hand, (Ei)∗(v) 6= 0, it al-
ready has to be surjective because (Ei)∗(ann(Y )) is an (Ei)∗-vector space (by property
(3)). It follows that (Ei)∗(u) = 0. But u is the unit map of F (Y, Y ), so this implies
(Ei)∗(F (Y, Y )) = 0. As Y is a retract of F (Y, Y )∧Y , it follows that (Ei)∗(Y ) = 0. This
proves supp(v) = I \ supp(Y ).
Now let X,Y ∈ SH(G)f and supp(X) ⊆ supp(Y ). With v as above, we have
supp(v) = I \ supp(Y ) ⊆ I \ supp(X). Hence,
supp
(
ann(Y )
v
→ S → F (X,X)
)
= ∅.
By property (1), this map is smash nilpotent, so there is some m > 0 such that
ann(Y )∧m → S → F (X,X)∧m
is the zero map. Concatenation defines a map F (X,X)∧m → F (X,X), over which the
unit map S → F (X,X) factors, so we get a diagram in which the lower row is a cofiber
sequence, the composition of the two upper maps is zero and the square commutes:
ann(Y )∧m //
✤
✤
✤
S // F (X,X)∧m

ann(X) // S // F (X,X),
It follows that the map ann(Y )∧m → S factors over ann(X). By Proposition 3.3.7, this
is equivalent to thickid(X) ⊆ thickid(Y ).
For the other direction, assume thickid(X) ⊆ thickid(Y ). Then by Remark 3.3.11,
supp(X) = supp(thickid(X)) ⊆ supp(thickid(Y )) = supp(Y ).
Definition 3.3.13. We say that a family {Ei | i ∈ I} detects nilpotence, if for any
f : X → Y in SH(G)f , supp(f) = ∅ implies f
∧n = 0 for some n > 0.
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Corollary 3.3.14. (Strickland) Under the assumptions of the above theorem, the map
from the collection of thick ideals in SH(G)f to the set of subsets of I,
Idl(SH(G)f ) −→ P(I),
C 7→ supp(C),
is a lattice homomorphism (see Definition 3.3.1). It is injective on the collection of
finitely generated thick ideals, FIdl(SH(G)f ) (see Definition 2.0.3).
Proof. This is [Str10, Corollary 15.15]. It is clear from the definition of supp(C), that
supp(−) is order preserving. The map preserves meets by Proposition 3.3.8 and by the
Ku¨nneth formula for Ei. As supp(C) is the support of any set of generators for C and the
join of thick ideals Ci is generated by the collection of generators of the individual thick
ideals, it is also clear that supp(−) preserves joins. Recall that any finitely generated
thick ideal is already generated by a single element (Remark 2.0.4). By the above
theorem, thickid(X) = thickid(Y ) if and only if supp(X) = supp(Y ), which is the same
as supp(thickid(X)) = supp(thickid(Y )). This proves the injectivity on FIdl.
3.4 Thick ideals and equivariant Morava K-theories
Definition 3.4.1. For a finite group G, let sub(G) denote the set of equivalence classes
of conjugate subgroups of G. Let
Q′ = {p−n | p prime, 0 ≤ n <∞}
and GQ′ = Q′ × sub(G).
The following theorem shows that the family of equivariant Morava K-theories
{K(p−n,H) | (p−n,H) ∈ GQ′} (see Section 3.2) detects nilpotence, as required in
the assumptions of Theorem 3.3.12 and Corollary 3.3.14. As in [DHS88, Theorem 1],
there are different kinds of nilpotence, which are all detected by the Morava K-theories.
Although we mainly work with smash nilpotence, the theorem, which is [Str10, Theorem
16.7], considers all three definitions.
Theorem 3.4.2. (Strickland)
(1) Let R ∈ SH(G) be a ring spectrum. Then α ∈ πG∗ R is nilpotent if and only if for
all v ∈ GQ′, K(v)∗(α) is nilpotent as an element of K(v)∗R.
(2) A self-map f : ΣkW →W , W ∈ SH(G)f , is nilpotent if and only if for all v ∈ GQ
′,
K(v)∗(f) is nilpotent.
(3) A map f : W → X, with W ∈ SH(G)f and X ∈ SH(G), is smash nilpotent if and
only if for all v ∈ GQ′, K(v)∗(f) is nilpotent.
Proof. (1) Let α : SdG → R be such that K(v)∗(α) is nilpotent for all v ∈ GQ
′. For any
H ⊆ G, φH(SdG) is a non-equivariant sphere, so φ
Hα ∈ π∗(φ
HR). By Proposition
3.2.1, K(u)∗(φ
Hα) = K(u,H)∗(α), so this is nilpotent for all u ∈ Q
′. Further-
more, φHR is a ring spectrum and, by [HS98, Theorem 3(i)], it follows that φH(α)
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is nilpotent, so (φHR)[φHα−1] = 0 (for the definition of this mapping telescope,
see [DHS88, page 212]). By [Sch13, Remark 7.15], φH preserves telescopes, hence,
φH(R[α−1]) ∼= (φHR)[φHα−1] = 0. This holds for all H, which by Proposition
3.1.4(4) implies R[α−1] = 0, and, hence, πG∗ R[α
−1] = 0. Thus, α is nilpotent.
(2) The adjoint of f is an element α ∈ πGd F (W,W ), and K(v)∗(α) is nilpotent for all
v ∈ GQ′. So, the claim follows from (1).
(3) Let R =
∨
k≥0 F (W,X)
∧k ∈ SH(G) be the free associative ring spectrum generated
by F (W,X). The map f is adjoint to α ∈ πGd F (W,X) ⊂ π
G
d R such that K(v)∗(α)
is nilpotent for all v ∈ GQ′, and the claim follows from (1).
Definition 3.4.3. Let GQ =
∏
sub(G)
Q, where Q is as in Definition 3.3.4 and let
max : P(GQ′) −→ GQ, I 7→
{
(H, p) 7→ max{p−n | (H, p−n) ∈ I}
}
,
with the convention max(∅) = 0. Let
τ = max ◦ supp : Idl(SH(G)f ) −→ GQ.
Corollary 3.4.4. The functor
Idl(SH(G)f ) −→ P(GQ
′),
C 7→ supp(C) =
{
v ∈ GQ′ | K(v)∗(X) 6= 0 for some X ∈ C
}
,
is a lattice homomorphism. Furthermore, it is injective.
Proof. This is [Str10, Corollary 16.8]. It follows from Corollary 3.3.14 applied to the
family of equivariant Morava K-theories. The assumptions are satisfied by Theorem
3.4.2(3) and Proposition 3.2.2.
Corollary 3.3.14 states that the restriction of supp to finitely generated thick ideals
FIdl(SH(G)f ) is injective. To show that supp is injective on arbitrary thick ideals, it
suffices to show that τ is injective. Note that τ is injective on FIdl(SH(G)f ) because, by
[Rav84, Theorem 2.11], K(p−n)∗(φ
HX) = 0 implies K(p−m)∗(φ
HX) = 0 for all m ≤ n.
Now let τ(I) = τ(J ) for some thick ideals I and J in SH(G)f . Thus, τ(I)H,p =
τ(J )H,p for all H ⊆ G and all primes p. Assume X ∈ I. Then τ(X)H,p ≤ τ(I)H,p =
τ(J )H,p. Let I = {(H, p) | τ(X)H,p 6= 0, 1}. We claim that I is finite. Since G is finite,
there are only finitely many possibilities for H. If (H, p) ∈ I, then K(p−0)∗(φ
HX) =
H∗(φ
HX,Q) = 0. Since φHX is a finite spectrum, this implies H∗(φHX,Fq) = 0 for all
but finitely many q, so I is finite. For any u ∈ I, there exists by assumption a Yu ∈ J
with τ(Yu)u ≥ τ(X)u. Similarly, let I
′ = {H | τ(X)H = 1} and pick YH ∈ J with
τ(YH) = 1 for each H ∈ I
′. Then, by the injectivity of τ on finitely generated thick
ideals, X is contained in thickid({Yu | u ∈ I} ∪ {YH | H ∈ I
′}), which is a finitely
generated subideal of J . It follows I ⊆ J and, similarly, J ⊆ I.
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As promised, we now state a reformulation of the thick subcategory theorem from
[HS98], which is no longer in p-local form. We do not claim that all the notation from
above was necessary to state this. But it is helpful for generalising the result to SH(G)f
or maybe also other categories.
Theorem 3.4.5. The composition
τ : Idl(SHfin)
supp
−→ P(Q′)
max
−→ Q
is bijective. Its restriction to the finitely generated thick ideals maps FIdl(SHfin) bijec-
tively to
Fin(Q) = {u ∈ Q | u = 1 or up = 0 for almost all p}.
Proof. This is [Str10, Proposition 19.14]. The theorem states that supp maps injectively
onto its image, which is isomorphic to Q. The map supp is injective by the nonequiv-
ariant version of Corollary 3.4.4. The image of supp maps injectively to Q because
K(p−n)∗X = 0 impliesK(p
−m)∗X = 0 for allm ≤ n by [Rav84, Theorem 2.11]. We show
that τ is surjective: By [Mit85, Theorem B(b)] or [Rav92, Section C.3], for any number
n > 0 there is a spectrum Xn ∈ SH
fin
(p) of type n. Thus, the p-localisation of τ is surjec-
tive onto Qp (see Definition 3.3.4). Let u ∈ Q. If u = 1, then C = thickid(S
0) satisfies
τ(C) = u. Assume u 6= 1, so up = p
−np with 0 < np ≤ ∞. Let Xnp be a p-local spectrum
of type np if 0 < np <∞ and Xnp = 0 if np =∞. Then C = thickid(Xn2 ,Xn3 ,Xn5 , · · · )
satisfies τ(C) = u. Hence, τ is surjective. If u = 1 or up = 0 for almost all p, then C
as above is finitely generated. As in the proof of Corollary 3.4.4, all finitely generated
thick ideals are mapped to Fin(Q).
This theorem identifies the thick ideals with a sublattice of P(Q′) that is bijective
to Q. Similarly, thick ideals in the equivariant category SH(G)f are mapped injectively
into GQ. Unlike its nonequivariant version, the equivariant version of τ is not surjective.
However, we can state the following:
Theorem 3.4.6. (Strickland) The composition
τ : Idl(SH(G)f )
supp
−→ P(GQ′)
max
−→ GQ
is injective. Its image contains all u ∈ GQ which satisfy: If H ⊆ H ′ for some H,H ′ ∈
sub(G), then uH ≥ uH′.
Proof. We already know that supp is an injective lattice homomorphism. The injectivity
of τ follows as in the nonequivariant case, by considering H-fixed points for each H ∈
sub(G) separately.
Now let u ∈ GQ be such that H ′ ⊆ H implies uH′ ≥ uH . Let XuH be a finite
spectrum in SH with τ(XuH ) = uH . Recall that any nonequivariant spectrum maps
to a G-spectrum with trivial G-action through the functor i : SH → SH(G). Let
YH = i(XuH ) ∧ G/H+. This is a finite G-spectrum satisfying φ
H′YH = XuH ∧ G/H+
if H ′ is subconjugate to H and φH
′
YH = 0 if H
′ is not subconjugate to H. Hence,
τH′(YH) = uH if H
′ ⊆ H and τH′(YH) = 0 if H
′ 6⊆ H. Let Y =
∨
H∈sub(G) YH . Then
τH(Y ) = max{uH′ | H ⊆ H
′} = uH by the assumption.
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This theorem gives a lower bound on the set of thick ideals in SH(G)f . The whole
set GQ is an upper bound. Strickland was able to show that τ(Idl(SH(G)f )) lies in a
certain proper subset of GQ (if G is nontrivial). For a cyclic group G = Z/p, his result
is the following [Str10, Proposition 16.9]:
Proposition 3.4.7. (Strickland) If X ∈ SH(Z/p)f and K(p−(n+1))∗φ{1}X = 0, then
K(p−n)∗φ
Z/pX = 0. (Note that the same prime p appears in two different roles.)
Proof. Again, the proof is taken from [Str10]. X is of the form X = Σ∞−V T , where
T is a retract of a finite Z/p-CW complex and V is a representation of Z/p. Then,
by Proposition 3.1.4, φZ/pX = Σ∞−dim(V
Z/p)TZ/p. The assumption is equivalent to
K(p−(n+1))∗T = 0 and the claim is equivalent toK(p
−n)∗T
Z/p = 0. By [Rav84, Theorem
2.11], we can formulate this in terms of Johnson-Wilson theories, namely: We know
E(n + 1)∗T = 0 and have to show E(n)∗T
Z/p = 0. The proof uses the Greenlees-May
theory of Tate spectra [GM95]. For any G-spectrum Y , let tGY = F (EG+, Y )∧ E˜G and
PGY = (tGY )
G. They have the following properties:
(1) The functors tG and PG preserve exact triangles.
(2) We have tG(X ∧ Y ) = X ∧ tGY for finite G-spectra X, and PG(X ∧ Y ) = X ∧PGY
for finite spectra X with trivial G-action.
(3) If Y is a free G-spectrum, then tGY = 0 and so PGY = 0.
(4) If Y is nonequivariantly contractible, then tGY = 0 and so PGY = 0.
(5) If p divides the order of G, then the spectrum PGE(n + 1) has Bousfield class
〈PGE(n + 1)〉 = 〈E(n)〉 [HS96, Theorem 1.1].
As E(n + 1)∗T = 0, we see that the Z/p-spectrum E(n + 1) ∧ T is nonequivariantly
contractible, so tG(E(n + 1) ∧ T ) = 0 by (4). We also have tG(E(n + 1) ∧ T/T
Z/p) = 0
by (3), so (1) implies tG(E(n+1)∧T
Z/p) = 0. Hence, (PGE(n+1))∧T
Z/p = PG(E(n+
1) ∧ TZ/p) = 0 and (5) gives E(n) ∧ TZ/p = 0, as required.
This result on cyclic groups can be used to derive some restriction on the types of
G-spectra that can occur for a general group G. This is done by applying the result
to quotients of subgroups of G, see [Str10, Corollary 16.10]. We do not state this result
here, because it needs additional notation and because we will only be interested in the
case G = Z/2 later on.
3.5 Thick ideals in SH(Z/2)f
We apply the results of this chapter to G = Z/2.
Recall that, for G a finite group, the thick ideals in (SH(G)f )(p) are characterised by
their equivariant types, i.e., by the vanishing or non-vanishing of the different equivariant
Morava K-theories.
Corollary 3.5.1. By the injectivity of τ (Theorem 3.4.6), any thick ideal in the category
(SH(Z/2)f )(p) is of the form
Cm,n = {X | φ
{1}(X) ∈ Cm and φ
Z/2(X) ∈ Cn},
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where m,n ∈ [0,∞]. By Proposition 3.2.1, X ∈ Cm,n is equivalent to K(m−1, {1})∗(X) =
0 and K(n− 1,Z/2)∗(X) = 0 if 0 < m,n <∞.
Definition 3.5.2. We say that X ∈ (SH(Z/2)f )(p) has type (m,n), 0 ≤ m,n ≤ ∞, if
X ∈ Cm,n \ (Cm+1,n
⋃
Cm,n+1).
Let Γp ⊆ (Z≥0 ∪ {∞}) × (Z≥0 ∪ {∞}) be the sublattice of all (m,n) such that a
p-local spectrum of type (m,n) exists.
Corollary 3.5.3. (1) Any type-(m,n) spectrum generates Cm,n as a thick ideal (by The-
orem 3.4.6).
(2) Not all pairs (m,n) occur as the type of some spectrum. For example, if p = 2, m
cannot be greater than n+ 1 (by Proposition 3.4.7).
(3) If m ≤ n, then a type-(m,n) spectrum exists, namely Xm,n = (Xm ∧ Z/2+) ∨ Xn
with Xk ∈ SH
fin
(p) a type-k spectrum and with Z/2 acting nontrivially only on Z/2
(by Theorem 3.4.6). Thus, m ≤ n implies (m,n) ∈ Γp.
These results of Strickland give upper and lower bounds for the set of thick ideals
in (SH(Z/2)f )(p) (which is bijective to Γp).
Remark 3.5.4. The results on thick ideals in SH(G)f presented in this chapter also
hold in the category of finite G-CW spectra, SH(G)fin ⊆ SH(G)f , as we did not use
the closure under retracts in any argument.
Chapter 4
Comparison functors
Notation 4.0.1. For k a field, we write SH(k) for the motivic stable homotopy cat-
egory over k. The standard spheres are denoted by Sp,q = S
∧(p−q)
s ∧ G
∧q
m and their
P1-suspension spectra are also denoted by Sp,q if no confusion can arise. SH(k) is a
tensor triangulated category, whose unit is the sphere spectrum S = Σ∞P1S
0,0, which
we also denote by S0. For any E ∈ SH(k), πp,q(E) = [S
p,q, E]SH(k) denotes the set of
maps from Sp,q to E in SH(k). For E and X in SH(k), let Ep,q(X) = πp,q(X ∧E) and
Ep,q(X) = [X,Sp,q ∧ E].
For our study of thick ideals in motivic categories SH(k), k ⊆ C, we want to use
the given knowledge on thick ideals in the classical stable homotopy category and the
Z/2-equivariant stable homotopy category. For this purpose, we will make use of the
functors SH
ck→ SH(k)
Rk→ SH for k ⊆ C and SH(Z/2)
c′k→ SH(k)
R′k→ SH(Z/2) for k ⊆ R.
The functors ck, RC and R
′
R appear in various places in the literature but none of the
sources conveniently covers all of the constructions. Most details on RC can be found in
[PPR09, Appendix] and the unstable functor R′R is studied in [DI04, Section 5]. Other
important references are [Voe96, Section 3.4], [MV99, Section 3.3] and [Ayo10]. The
stable functors R′k and c
′
k are constructed and studied by Heller and Ormsby in [HO14,
Section 4], which was written independently and at the same time as this chapter. Since
our approach is slightly different, we give another, mostly self-contained construction of
all these functors.
We start with the construction of RC and R
′
R.
4.1 Symmetric CP 1-spectra
Objects of the motivic stable homotopy category SH(C) are spectra with respect to
suspension by P1C
∼= S2,1. The corresponding analytic space P1C(C) is CP
1. We want
that the topological realisation R(X) of a spectrum X ∈ SH(C) is a spectrum again.
Therefore, we work with CP 1-spectra. The category of symmetric CP 1-spectra, SpΣCP 1 ,
is described in [PPR09, Theorem A.44] and is a model for the stable homotopy category.
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A symmetric CP 1-spectrum is defined in the same way as a usual symmetric spectrum
with S1 replaced by CP 1 ∼= S2. The stable model structure is constructed analogously as
for symmetric S1-spectra in [HSS99]. Hence, the following results also hold for symmetric
CP 1-spectra [HSS99, Lemmas 3.4.5, 3.4.12, 3.4.13].
Proposition 4.1.1. 1. The stable trivial fibrations are the level trivial fibrations.
2. A map of CP 1-spectra f : X → Y is a stable fibration if and only if it is a level
fibration and
Xn

σ˜ // ΩXn+1

Yn
σ˜ // ΩYn+1
is homotopy cartesian for all n, where the horizontal maps are the adjoints of the
structure maps.
3. The fibrant objects are Ω-spectra, i.e., the adjoints of their structure maps are weak
equivalences.
4.2 Z/2-equivariant symmetric spectra
For the Z/2-equivariant stable homotopy category we use the model constructed in
[Man02]. We now recall Mandell’s definitions and results. Let G be a finite group. We
only need the case G = Z/2.
Definition 4.2.1. Let S(G) denote the based simplicial G-set obtained by smashing
together copies of the simplicial circle S1 indexed on the elements of G, where the
G-action permutes the smash factors according to the multiplication in G.
For example, S({1}) = S1 and S(Z/2) ∼= S2, where Z/2 acts via an orientation
reversing map of degree one.
Definition 4.2.2. A symmetric G-spectrum consists of a based G × Σn-simplicial set
T (n) for each n ∈ N and structure maps T (n) ∧ S(G) → T (n + 1) such that the m-th
iterated structure maps are G×Σn×Σm-equivariant. Morphisms of spectra are defined
in the usual way. We denote the category of symmetric G-spectra by SpΣ(G).
Mandell replaces SpΣ(G) by the isomorphic category Sp(GΣG) of GΣG-spectra,
which is defined as follows.
Definition 4.2.3. Let Σ be the category whose objects are nonnegative integers n =
{1, · · · , n} and whose morphisms are bijections. Let ΣG be the category Σ together with
the diagram S indexed on Σ taking n to the n-fold smash product of S(G) and with
arrows permuting these smash factors.
A GΣG-spectrum T is a functor from Σ to based simplicial G-sets together with
natural transformations σn,m : T (n) ∧ S(m)→ T (n+m) satisfying certain associativity
27
CHAPTER 4. COMPARISON FUNCTORS
and unitality conditions [Man02, Definition 1.3]. A morphism ofGΣG-spectra is a natural
transformation commuting with the structure maps.
Mandell defines Ω-spectra in Sp(GΣG) and constructs a projective level model struc-
ture with level equivalences, level fibrations and projective cofibrations. The resulting
homotopy category is denoted by Hol.
Definition 4.2.4. A morphism of GΣG-spectra f : T → U is called a stable equivalence
if it induces bijections Hol(U,E)→ Hol(T,E) for all Ω-spectra E.
The following theorem is [Man02, Theorem 4.1].
Theorem 4.2.5. The category Sp(GΣG) has a symmetric monoidal model structure
with stable equivalences as weak equivalences and projective cofibrations as cofibrations.
A morphism f : T → U is a fibration if and only if it is a level fibration and
T (m)

σ˜m,n // ΩnT (m+n)

U(m)
σ˜m,n // ΩnU(m+n),
is homotopy cartesian for all m,n ∈ Σ, where the horizontal maps are adjoint to the
structure maps.
Using this model structure, Mandell shows [Man02, Theorem 2]:
Theorem 4.2.6. The category SpΣ(G) is Quillen equivalent to the stable G-equivariant
category indexed on a complete G-universe.
4.3 Complex and real topological realisation functors
The aim of this section is to recall the construction of the stable topological realisation
functors
R = RC : SH(C)→ SH,
R′ = R′R : SH(R)→ SH(Z/2).
Various unstable and stable versions of these functors were constructed in [Voe96, Section
3.4], [MV99, Section 3.3], [Ayo10], [DI04], [PPR09, Appendix] and [HO14, Section 4].
For k ⊆ C, let Sm /k be the category of smooth schemes of finite type over k and
let sPre(Sm /k) be the category of simplicial presheaves on the Nisnevich site Sm /k,
see e.g. [MV99] or [Jar00, Appendix B].
We begin with the definition of RC. In the next section we will define Rk and R
′
k
also for subfields k of C and R respectively.
The functor
R : sPre(Sm /C)→ sSet
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is defined in the following way: Any simplicial presheaf A can be written as
colim
X×∆n→A
(X ×∆n)
∼=
→ A,
where the colimit is taken over the over-category of A, in whichX runs over representable
presheaves, see [PPR09, Section A.4]. We set
R(A) = colim
X×∆n→A
(X(C) ×∆n) ∈ sSet .
By X(C) we actually mean the simplicial set Sing(X(C)an), where X(C)an denotes the
set of complex points of X with the analytic topology.
Now let k = R. Let sSet(Z/2) denote the category of Z/2-simplicial sets. The
functor
R′ : sPre(Sm /R)→ sSet(Z/2)
is still defined by
R′(A) = colim
X×∆n→A
(X(C)×∆n),
but now Z/2 acts on X(C) by precomposing with conjugation. This induces an action
of Z/2 on R′(A), see e.g. [DI04, Section 5].
If A is pointed, then so are R(A) and R′(A) respectively.
We equip sPre(Sm /k) with the projective model structure defined in [DI04, Section
5.1], where this category is denoted by Spc′(k)Nis. The model structure for sSet can be
found in [Hov99, Section 3.2] and the equivariant model structure on sSet(Z/2) is, for
example, described in [Gui06, Example 4.2]:
• Weak equivalences are maps f that induce weak equivalences fH on the fixed point
sets for all H ⊆ Z/2.
• The collection {(Z/2)/H×∂∆n → (Z/2)/H×∆n | H ⊆ Z/2} is a set of generating
cofibrations.
• The collection {(Z/2)/H ×Λni → (Z/2)/H ×∆
n | H ⊆ Z/2} is a set of generating
trivial cofibrations.
Theorem 4.3.1. The functors R and R′ and their pointed versions are strict symmetric
monoidal left Quillen functors.
Proof. This is [DI04, Theorems 5.2, 5.5] and [PPR09, Theorem A.23].
Now we define the functor
Sing : sSet→ sPre(Sm /C),
as in [PPR09, Theorem A.23]. It maps a simplicial set Z to the simplicial presheaf send-
ing X ∈ Sm /C to the simplicial set which in degree n is the set of maps sSet(X(C)×
∆n, Z), that is, Sing(Z)(X) is defined as an internal hom object in sSet.
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Proposition 4.3.2. The functor Sing is right adjoint to R.
Proof. We have to find a bijection
Φ : sSet(R(X), Y )→ sPre(Sm /C)(X,Sing(Y ))
for any X ∈ sPre(Sm /C) and Y ∈ sSet. The general case will follow by passage
to colimits after we have shown this for the case that X is representable. So let X =
Sm /C(−×∆•,X ′) with X ′ ∈ Sm /C. Let f : R(X)→ Y be an element of the left hand
side, which now is sSet(X ′(C)×∆•, Y ). We have to define a natural transformation
Φ(f) : X = Sm /C(−×∆•,X ′)→ sSet(−(C)×∆•, Y ) = Sing(Y ).
We do this by the following composition:
Φ(f) : Sm /C(−×∆•,X ′)
R
−→ sSet(−(C)×∆•,X ′(C))
f∗
−→ sSet(−(C)×∆•, Y ).
The map Φ is obviously injective. It is also surjective because any morphism from
Sm /C(−×∆•,X ′) to sSet(−(C)×∆•, Y ) factors through the realisation functor.
The Z/2-version of this functor,
Sing′ : sSet(Z/2)→ sPre(Sm /R),
maps an equivariant simplicial set Z to the simplicial presheaf sending X ∈ Sm /R to
the internal hom sSet(Z/2)(X(C), Z).
Proposition 4.3.3. The functor Sing′ is right adjoint to R′.
Proof. The proof is the same as in the complex case, except that we have to replace
Sm /C by Sm /R and sSet by sSet(Z/2).
We want to define stable versions of the functors R,R′ and Sing,Sing′. There-
fore, we consider the category of symmetric P1-spectra on sPre(Sm /k), denoted by
SpΣP1(k). The stable model structure on Sp
Σ
P1(k) is constructed in the same way as in
[Jar00], except that we start with our different definitions of fibrations and cofibrations
on sPre(Sm /k). This construction is also described in [PPR09, Section A.5]. We will
only need the following information about this model structure.
Let J be a level fibrant replacement functor and let Q be the stabilisation functor
defined in [Jar00, Remark 2.4]. A map f in SpΣP1(k) is called a stable equivalence if
QJ(f) is a level equivalence.
Proposition 4.3.4. A map of symmetric P1-spectra, f : X → Y , is a stable fibration
if and only if it is a level fibration and
Xn

// QJXn

Yn // QJYn
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is homotopy cartesian [Jar00, Lemma 2.7].
A stable trivial fibration is the same as a levelwise trivial fibration [Jar00, Theorem
2.9].
Since R(P1C)
∼= CP 1 and R′(P1R)
∼= R′(S1s ∧ Gm) ∼= S
1
+ ∧ S
1
−
∼= S(Z/2) (the 2-sphere
with orientation reversing Z/2-action) in the homotopy categories, we can define
R : SpΣP1(C)→ Sp
Σ
CP 1
and
R′ : SpΣP1(R)→ Sp
Σ(Z/2)
levelwise.
We can also extend Sing and Sing′ to the categories of spectra, as follows.
Over C, the simplicial presheaf P1 is equivalent to the simplicial presheaf sending
Z ∈ Sm /C to Sm /C(Z ×∆n,P1C). realisation defines a map from Sm /C(Z ×∆
n,P1C)
to sSet(Z(C)×∆n,CP 1). These can be assembled into a map of simplicial presheaves
P1 → Sing(CP 1). For X ∈ SpΣCP 1 we can, hence, define structure maps
Sing(Xn) ∧ P
1 → Sing(Xn) ∧ Sing(CP
1) ∼= Sing(Xn ∧ CP
1)
Sing(σn)
−→ Sing(Xn+1),
so that we get a spectrum Sing(X) ∈ SpΣP1(C) defined levelwise.
Over R, the same argument holds if we consider Z/2-equivariant maps of simplicial
sets. We get a spectrum Sing′(X) ∈ SpΣP1(R) defined levelwise.
Corollary 4.3.5. The functors (R,Sing) and (R′,Sing′) form adjoint pairs between the
categories of symmetric spectra.
Theorem 4.3.6. (The stable functors R, R′)
The pairs (R,Sing) and (R′,Sing′) are Quillen adjunctions on the spectrum level and
R, R′ are strict symmetric monoidal.
Proof. The case of R is covered in [PPR09, Theorem A.45] and the claim for R′ is proven
in [HO14, Proposition 4.8]. For completeness, we reprove the theorem in our own words.
To show that R and R′ are Quillen functors, we only have to prove that their right
adjoints preserve stable fibrations between stably fibrant objects and stable trivial fibra-
tions [Dug01, Corollary A.2]. In all model structures we are considering here, the stable
trivial fibrations are the levelwise trivial fibrations. From the unstable version of this
theorem it follows therefore that Sing and Sing′ preserve stable trivial fibrations.
Stable fibrations are, in all of these model structures, levelwise fibrations with some
additional homotopy pullback properties and stably fibrant objects are always Ω-spectra.
By Propositions 4.3.2 and 4.3.3, the unstable functors Sing and Sing′ are right Quillen
functors. It follows that the levelwise-defined functors Sing and Sing′ preserve Ω-spectra
and level fibrations. Let f : X → Y be a stable fibration between Ω-spectra in SpΣCP 1
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with the model structure from Proposition 4.1.1 (or in SpΣ(Z/2) with the model struc-
ture from Theorem 4.2.5). We have to show that
Sing(X)n

// QJ Sing(X)n

Sing(Y )n // QJ Sing(Y )n
is homotopy cartesian for all n. Since X and Y are in particular level fibrant and Sing
preserves level fibrations, J Sing(X) ≃ Sing(X) and similarly for Y . Since Q is defined
using only the adjoint stucture maps, Q Sing(X) ≃ Sing(X) and Q Sing(Y ) ≃ Sing(Y )
for the Ω-spectra Sing(X) and Sing(Y ). It follows that the above square is in particular
homotopy cartesian.
The functors R and R′ are strict symmetric monoidal, since this holds unstably
and the product of symmetric spectra is defined in the same way in all the categories
considered here.
4.4 Realisation functors for other fields
For k ⊆ K a subfield, the canonical map SpecK → Spec k induces a couple of base
change functors between the corresponding motivic homotopy categories. These are
studied in [MV99, Section 3.1] and also in [Hu01, Section 2]. For the stable version, see
[PPR09, Section A.7]. For a more general approach, see also [Ayo07].
Let f : k →֒ K be the inclusion of the subfield. On the level of unpointed schemes,
f∗ is given by
f∗ : Sm /k → Sm /K, f∗(X) = X ×Spec k SpecK.
It induces a functor
f∗ : sPre(Sm /k)→ sPre(Sm /K),
which has a right adjoint f∗. By [PPR09, Proposition A.47], this adjunction induces a
strict symmetric monoidal Quillen adjunction on the level of symmetric spectra, where
f∗ is given by f∗(E)n = f
∗(En).
One can therefore define realisation functors
Rk : SH(k)
f∗
→ SH(C)
R
→ SH for k
f
→֒ C,
R′k : SH(k)
f∗
→ SH(R)
R′
→ SH(Z/2) for k
f
→֒ R,
which are strict symmetric monoidal.
4.5 Constant presheaf functors
The following construction of the constant presheaf functors ck : SH → SH(k) for k ⊆ C
and c′k : SH(Z/2)→ SH(k) for k ⊆ R is close to the one given in [HO14, Section 4].
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Let k ⊆ C. For X ∈ sSet we define ck(X) ∈ sPre(Sm /k) by ck(X)(Z) = X for
all Z ∈ Sm /k. Using ck(S
1) = S1s , we extend the functor ck : sSet → sPre(Sm /k)
levelwise to symmetric S1-spectra and get:
ck : Sp
Σ
S1 → Sp
Σ
S1s
(k).
We postcompose this functor with the P1-suspension functor, yielding a functor to the
category of symmetric (S1s ,P
1)-bispectra, ck : Sp
Σ
S1 → Sp
Σ
S1s ,P1
(k). The homotopy cate-
gory of SpΣS1s ,P1
(k) is equivalent to SH(k) by [Hov01, Theorem 9.1].
Theorem 4.5.1. (The stable functor ck)
This induces a functor ck : SH → SH(k), which is strict symmetric monoidal. It is
right inverse to Rk and hence faithful. Furthermore, by [Lev14, Theorem 1], ck is full if
k is algebraically closed.
Proof. We first show that the unstable functor, ck : sSet → sPre(Sm /k), is a left
Quillen functor. The generating cofibrations of sSet are the maps ∂∆n →֒ ∆n. The
functor ck takes these maps to the same maps considered as morphisms of constant sim-
plicial presheaves. These are examples of generating cofibrations in the model structure
for sPre(Sm /k), as described in [PPR09, Section A.3]. The same applies to the generat-
ing trivial cofibrations Λnr →֒ ∆
n. The functor ck preserves colimits by definition, hence
it is a left Quillen functor. We denote its right adjoint by r0. It satisfies r0(S
1
s ) = S
1.
Now we show that ck : Sp
Σ
S1 → Sp
Σ
S1s
(k) is left Quillen, where the model structure
on SpΣS1s
(k) is described in [Jar00, Section 4.5] and satisfies the analogue of Proposition
4.3.4. The right adjoint, r, to ck is defined by levelwise application of r0. Since r0,
as a right Quillen functor, preserves fibrations and trivial fibrations, r preserves level
fibrations and level trivial fibrations. Stable trivial fibrations are the same as level
trivial fibrations, hence these are preserved by r. We have to show that r also preserves
stable fibrations between stably fibrant objects. Let f : X → Y be a stable fibration
in SpΣS1s
(k) with X and Y level fibrant Ω-spectra. We have to show that r(f) is a level
fibration—which we already know—and that the squares
r(X)n

// Ωr(X)n+1

r(Y )n // Ωr(Y )n+1
are homotopy pullbacks. This is trivial because r preserves Ω-spectra (it is defined
levelwise and commutes with desuspension), so r(X) and r(Y ) are Ω-spectra. This
proves that ck : Sp
Σ
S1 → Sp
Σ
S1s
(k) is a left Quillen functor. It is symmetric monoidal by
its pointset definition and by the definition of products of symmetric spectra.
The P1-suspension functor SpΣS1s (k) → Sp
Σ
S1s ,P1
(k) is also a symmetric monoidal left
Quillen functor if the category of symmetric P1-spectra over SpΣS1s (k) is endowed with the
stable model structure (see [Hov01, Theorems 5.1 and 9.1]). It follows that both functors
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induce a functor on the respective stable homotopy categories, and the concatenation of
the induced functors, ck : SH → SH(k), is also strict symmetric monoidal by [Hov01,
Theorem 8.11].
To show that ck is right inverse to Rk, first note that, for f : k →֒ C, we have
f∗(Spec(k)) = Spec(C), which implies f∗ ◦ ck = cC. So, by definition of Rk, Rk ◦ ck =
RC ◦f
∗◦ck = RC◦cC, and it suffices to consider the case k = C. Unstably, for A ∈ sSet,
(R ◦ c)(A) = colim
X×∆•→cA
(X(C)×∆•) = colim
∆•→A
∆• = A.
On the level of spectra, we have used different models for constructing R and c. We
therefore have to check that the following diagram is commutative, where, by definition,
the composition of the upper maps induces c : SH → SH(C) and the lower map induces
R : SH(C)→ SH.
SpΣS1
∼Σ∞
CP1

c // SpΣS1s
(C)
Σ∞
P1 // SpΣS1s ,P1
(C)
ΣR
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
SpΣS1,CP 1
SpΣCP 1
∼Σ∞
S1
OO
SpΣP1(C)
∼ Σ
∞
S1s
OO
Roo
Since R(S1s ) = S
1, the functor R : SpΣP1(C)→ Sp
Σ
CP 1 induces a functor ΣR on S
1
s -spectra
on SpΣP1(C) by the levelwise definition. This induced functor is drawn as a diagonal in
the above diagram and it makes the lower subdiagram commutative by definition. Thus,
it suffices to check that the upper diagram is commutative. Let X = {Xn}n ∈ Sp
Σ
S1 . X
is mapped to {cXn}n in Sp
Σ
S1s
(C) and to {Pm ∧ cXn}m,n in SpΣS1s ,P1(C), which realises to
{(CP 1)m ∧Xn}m,n in SpΣS1,CP 1. This is the same as the image of X under the vertical
map SpΣS1 → Sp
Σ
S1,CP 1 , which completes the proof that R ◦ c = id on SH.
For subfields k ⊆ R, we want to define functors c′k : SH(Z/2) → SH(k) which
are right inverse to R′k. For a better understanding, we first consider k = R and then
generalise.
To define a functor c′ : SH(Z/2) → SH(R) which is right inverse to R′, we first
construct R′ : sSet(Z/2) → sPre(Sm /R). Observe that R′(SpecR) = ∗ is the one-
point set and R′(SpecC) = Z/2 is the two-point set with non-trivial Z/2-action. We let
c′(∗) = SpecR and c′(Z/2) = SpecC and extend this to Z/2-sets M by
c′(M) =

 ∐
MZ/2
SpecR

∐

 ∐
(M\MZ/2)/(Z/2)
SpecC

 .
This can be done functorially, just note that −1 : Z/2→ Z/2 has to be mapped to the
morphism SpecC→ SpecC induced by complex conjugation. Furthermore, c′ extends to
34
CHAPTER 4. COMPARISON FUNCTORS
simplicial Z/2-sets by c′(M ×∆n) = c′(M) ×∆n. This defines the unstable, basepoint
preserving functor c′ : sSet(Z/2) → sPre(Sm /R). We extend this to a functor of
spectra by postcomposing the levelwise defined functor
c′ : SpΣS(Z/2) → Sp
Σ
c′(S(Z/2))(R)
with the suspension spectrum functor Σ∞P1 : Sp
Σ
c′(S(Z/2))(R) → Sp
Σ
c′(S(Z/2)),P1(R). Note
that c′(S(Z/2)) ∼= c′(S1+)∧ c
′(S1−)
∼= S1s ∧ c
′(S1−) and c
′(S1−) = FC/R(S
V ) in the notation
of [Hu01] (with V the sign representation), where it is shown that this is invertible in
SH(R) [Hu01, Theorem 3.5]. Thus, by [Hov01, Theorem 9.1], Σ∞c′(S(Z/2)) : Sp
Σ
P1(R) →
SpΣc′(S(Z/2)),P1(R) is a Quillen equivalence.
Theorem 4.5.2. (The stable functor c′)
This induces a functor c′ : SH(Z/2)→ SH(R), which is strict symmetric monoidal and
right inverse to R′. In particular, c′ is faithful.
Proof. As in the previous proof, we start by considering the functor c′ : sSet(Z/2) →
sPre(Sm /R). It preserves colimits. The generating cofibrations of sSet(Z/2) are the
maps (Z/2)/H × ∂∆n → (Z/2)/H ×∆n, where H ⊆ Z/2 is a subgroup. The images of
these maps under c′ can be written as pushout products:
c′(Z/2× ∂∆n → Z/2×∆n) = (∅ → SpecC) (∂∆n → ∆n)
c′(∂∆n → ∆n) = (∅ → SpecR)  (∂∆n → ∆n).
These are examples of generating cofibrations for sPre(Sm /R) as described in [PPR09,
Section A.3]. The same argument holds for the generating trivial cofibrations (Z/2)/H×
Λnr → (Z/2)/H × ∆
n. The passage to the spectrum level works similarly as in the
previous proof. The induced functor c′ : SH(Z/2) → SH(R) is symmetric monoidal by
the same arguments as before.
By its definition, c′ is right inverse to R′ on the level of simplicial Z/2-sets. On the
level of stable homotopy categories, R′ ◦ c′ = id follows from the commutativity of the
following diagram, similarly as in the previous proposition.
SpΣS(Z/2)
∼Σ∞S(Z/2)

c′ // SpΣc′(S(Z/2))(R)
Σ∞
P1 // SpΣc′(S(Z/2)),P1(R)
ΣR′
ss❢❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢
SpΣS(Z/2),S(Z/2)
SpΣS(Z/2)
∼Σ∞S(Z/2)
OO
SpΣP1(R)
∼ Σ
∞
c′(S(Z/2))
OO
R′oo
.
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Now let k ⊆ R. Then R′k(Spec k) = ∗ and R
′
k(Spec(k[i])) = Z/2. Therefore, we let
c′k(∗) = Spec k and c
′
k(Z/2) = Spec(k[i]) and, for a Z/2-set M ,
c′k(M) =

∐
MZ/2
Speck

∐

 ∐
(M\MZ/2)/(Z/2)
Spec(k[i])

 .
For functoriality, note that −1 : Z/2 → Z/2 has to be mapped to Spec(k[i]) →
Spec(k[i]) induced by complex conjugation. As before, c′k extends to c
′
k : sSet(Z/2) →
sPre(Sm /k) and then to
c′k : Sp
Σ
S(Z/2) → Sp
Σ
c′k(S(Z/2))
(k)→ SpΣc′k(S(Z/2)),P1
(k),
where the first functor is defined levelwise by c′k and the second one is the P
1
k-suspension
spectrum functor. Here, c′k(S(Z/2))
∼= S1s ∧ c
′
k(S
1
−) and c
′
k(S
1
−) = Fk[i]/k(S
V ) in the
notation of [Hu01], which is invertible in SH(k) by [Hu01, Theorem 3.5].
Theorem 4.5.3. (The stable functor c′k)
This induces a functor c′k : SH(Z/2)→ SH(k) which is strict symmetric monoidal and
right inverse to R′k.
Proof. The main claim follows exactly as in the case k = R considered above. It is
also implied by [HO14, Theorem 4.6]. It remains to prove R′k ◦ c
′
k
∼= id. Again, this
follows from f∗ ◦ c′k
∼= c′ (for k
f
→֒ R) and R′ ◦ c′ ∼= id, where f∗ ◦ c′k
∼= c′ holds because
f∗(Spec k) ∼= SpecR and f∗(Spec(k[i])) ∼= SpecR×Spec k Spec(k[i]) ∼= SpecC.
Remark 4.5.4. In [HO14, Theorem 1.1], Heller and Ormsby prove that if k is a real
closed field, then c′k is full after p-completion.
Remark 4.5.5. With similar methods as above, one can show that the functors sSet
ck→
sPre(Sm /k)
Rk→ sSet induce functors
SH
ck→ SHS1s (k)
Rk→ SH,
where SHS1s (k) is the stable motivic homotopy category in which S
1
s got inverted but
Gm did not.
For k ⊆ R, the definition of the stable functor c′k relied on the invertibility of
FC/R(S
V ) in SH(R) = SHP1(R), as shown in [Hu01, Theorem 3.5]. One can show
that the functors sSet(Z/2)
c′k→ sPre(Sm /k)
R′k→ sSet(Z/2) induce functors
SHS1(Z/2)
c′k→ SHS1s (k)
R′k→ SHS1(Z/2),
where SHS1(Z/2) is the naive equivariant stable homotopy category, in which only
the sphere with trivial action got inverted. The functor R′ : SHS1s (R) → SHS1(Z/2)
sends FC/R(S
V ) to SV = S(Z/2), which is not invertible in SHS1(Z/2). Therefore,
FC/R(S
V ) cannot be invertible in SHS1s (R). This shows that it is not possible to extend
c′k : sSet(Z/2)→ sPre(Sm /k) to a functor from SH(Z/2) to SHS1s (k).
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Chapter 5
Thick ideals discovered by
comparison functors
The aim of this chapter is to draw conclusions concerning thick subcategories and thick
ideals in SH(k), k ⊆ C, and in finite, local versions of this category using the functors
from the previous chapter. In the next chapter, we will study thick ideals that are
described by motivic Morava K-theories.
5.1 Consequences of the properties of Rk, R
′
k, ck and c
′
k
Proposition 5.1.1. (1) If C ⊆ SH is a thick subcategory or a thick ideal, then, for
k ⊆ C, R−1k (C) ⊆ SH(k) is a thick subcategory or a thick ideal, respectively.
(2) If C ⊆ SH(Z/2) is a thick subcategory or a thick ideal, then, for k ⊆ R, (R′k)
−1(C) ⊆
SH(k) is a thick subcategory or a thick ideal, respectively.
(3) If f : k →֒ K and C ⊆ SH(K) is a thick subcategory or a thick ideal, then
(f∗)−1(C) ⊆ SH(k) is a thick subcategory or a thick ideal, respectively.
Proof. Any functor preserves retracts, hence R−1k (C) is closed under retracts whenever
C is. We also have Rk(S
1
s ) = S
1 and Rk preserves cofibers because it is a left adjoint,
hence it preserves exact triangles. Therefore, R−1k (C) is closed under triangles whenever
C is. Hence, R−1k preserves thick subcategories. Since Rk is symmetric monoidal (see
Chapter 4), X ∈ R−1k (C) and Y ∈ SH(k) implies that Rk(X ∧ Y )
∼= Rk(X) ∧ Rk(Y ) is
in C, if C is a thick ideal. Thus, X ∧ Y ∈ R−1k (C). That is, R
−1
k preserves thick ideals,
too.
The proofs for (R′k)
−1 and (f∗)−1 are the same.
Proposition 5.1.2. For k ⊆ C, c−1k preserves thick subcategories and thick ideals.
Similarly, for k ⊆ R, (c′k)
−1 preserves thick subcategories and thick ideals.
Proof. Since S1s = ck(S
1) and ck preserves mapping cones, ck preserves exact triangles.
It also preserves retracts and is strict symmetric monoidal, hence, c−1k preserves thick
subcategories and thick ideals.
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5.2 Finite motivic spectra
The thick subcategory theorem of [HS98] concerns the category of finite spectra, SHfin,
as defined in Chapter 1. The functors Rk and ck can therefore only help us to understand
subcategories of SH(k) which are at most as big as R−1k (SH
fin). There are multiple
equivalent possibilities to define SHfin, using the notions of finite CW-spectra, dualis-
able objects or compact objects. These notions are not equivalent in the motivic setting,
therefore we obtain more than one possible category of “finite” objects in SH(k).
We will now discuss the various versions of finiteness. Let k be any field.
Definition 5.2.1. (1) The category SH(k)fin of finite cellular motivic spectra over a
field k is the smallest full subcategory of SH(k) that contains the spheres Sp,q for
all p, q ∈ Z and is closed under exact triangles [DI05, Definition 8.1].
(2) For k ⊆ R, let SH(k)fin+ be the smallest full subcategory of SH(k) that contains
Sp,q ∧ (Spec k[i])∧m+ for all p, q ∈ Z, m ≥ 0 and is closed under exact triangles.
(3) The closures of SH(k)fin and SH(k)fin+ under colimits are denoted by SH(k)cell
and SH(k)cell+. Their objects are called cellular, see [DI05, Definitions 2.1 and
2.10].
Remark 5.2.2. Note that these categories are closed under ∧ because so are their sets
of generators and because ∧ preserves exact triangles and colimits, as it is a left adjoint.
With this definition, SH(k)fin is the smallest tensor triangulated full subcategory
of SH(k) that contains ck(SH
fin) and is closed under − ∧ G±1m , and SH(k)
fin,+ is the
smallest tensor triangulated full subcategory that contains c′k(SH(Z/2)
fin) and is closed
under −∧G±1m .
The following results can mostly be found in [NSØ09, Section 4].
Definition 5.2.3. (1) Let D ⊆ SH(k) be the collection of all (strongly) dualisable
objects. That is, all spectra X such that the canonical map F (X,S)∧Y → F (X,Y )
is an isomorphism for all Y ∈ SH(k), where F (−,−) denotes the derived internal
hom in SH(k) and S = S0,0 is the sphere spectrum. F (X,S) is called the dual of
X and is also denoted by DX (compare Definition 3.1.2).
(2) A motivic spectrum F ∈ SH(k) is called compact if HomSH(k)(F,−) preserves
arbitrary sums. Let SH(k)f ⊆ SH(k) denote the full subcategory of compact
objects.
Remark 5.2.4. (1) SH(k)f is a thick subcategory of SH(k) [NSØ09, Section 4].
(2) Any dualisable object is also compact, as shown in the proof of Proposition 3.1.3.
(3) The smash product of two dualisable objects X and Y is again dualisable, because
F (X∧Y, S)∧Z ∼= F (X,F (Y, S))∧Z ∼= F (X,S)∧F (Y, S)∧Z ∼= F (X,S)∧F (Y,Z) ∼=
F (X,F (Y,Z)) ∼= F (X ∧ Y,Z).
Similarly, compact objects are closed under ∧.
(4) By [Hu01, Cor. 2.14 and Thm. 4.1], F (Spec(k[i])+, E) ∼= Spec(k[i])+ ∧E in SH(k),
k ⊆ R. That is, Σ∞ Spec(k[i])+ is self-dual and in particular compact.
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Definition 5.2.5. For R a collection of objects in SH(k)f , let SH(k)R,f ⊆ SH(k)f be
the smallest thick subcategory containing R.
Let Tk = {S
p,q | p, q ∈ Z} be the collection of all motivic spheres in SH(k) and let
T +k = {S
p,q ∧ (Spec k[i])∧m+ | p, q ∈ Z,m ≥ 0} if k ⊆ R. These are sets of compact
objects in SH(k) by Remark 5.2.4, parts (2) and (4).
Comparing the definitions, we see that SH(k)Tk ,f is the closure of SH(k)
fin under
retracts and SH(k)T +k ,f
is the closure of SH(k)fin+ under retracts.
Proposition 5.2.6. SH(k)D,f ⊆ SH(k)f is the full subcategory of dualisable objects of
SH(k).
Proof. This is [NSØ09, Lemma 4.2]. By Remark 5.2.4(2), D is a collection of compact
objects. Furthermore, the full subcategory spanned by D is already a thick subcategory.
Since SH(k)D,f ⊆ SH(k)f is a thick subcategory and SH(k)f ⊆ SH(k) is a thick
subcategory, it follows that the strongly dualisable objects form a thick subcategory of
SH(k). Note also that all the categories mentioned above are closed under ∧.
Proposition 5.2.7. We have SH(k)fin ⊆ SH(k)Tk ,f ⊆ SH(k)D,f ⊆ SH(k)f and
for k ⊆ R, SH(k)fin+ ⊆ SH(k)T +k ,f
⊆ SH(k)D,f ⊆ SH(k)f . In particular, all ob-
jects in SH(k)fin and SH(k)fin+ are strongly dualisable. Furthermore, SH(k)fin and
SH(k)fin+ are closed under taking duals.
Proof. The first line and the case SH(k)fin are proven in [NSØ09, Section 4]. For k ⊆ R,
the only additional input is the self-duality of Σ∞ Spec(k[i])+.
Remark 5.2.8. [NSØ09, Remark 8.2] gives an example for an object in SH(S) that is
compact but not dualisable, where S is the spectrum of a discrete valuation ring.
A stronger result holds if k is a field of characteristic 0. It is also proven in [Rio05].
Proposition 5.2.9. Let k be of characteristic 0. Then SH(k)D,f = SH(k)f is the thick
subcategory of SH(k) generated by {Σ2n,nΣ∞U+ | U ∈ Sm /k, n ∈ Z}. Hence, any
object of SH(k) is dualisable if and only if it is compact.
Proof. By [DI05, Theorem 9.2], {Σ2n,nΣ∞U+ | U ∈ Sm /k, n ∈ Z} is a set of compact
generators for SH(k), which means two things: First, these objects are compact and
second, the only full triangulated subcategory of SH(k) containing this set and being
closed under infinite direct sums is SH(k) itself. Since schemes are locally affine, also
{Σ2n,nΣ∞U+ | U ∈ Sm /k quasi-projective} is a set of compact generators. General the-
ory [MS06, Theorem 13.1.14] implies that SH(k)f is the thick subcategory of SH(k) gen-
erated by {Σ2n,nΣ∞U+ | U ∈ Sm /k quasi-projective}. By [RØ08, Theorem 4.9], Σ
∞U+
is dualisable for any such U . Since dualisability is preserved by exact triangles and re-
tracts, the thick subcategory generated by {Σ2n,nΣ∞U+ | U ∈ Sm /k quasi-projective}
is contained in SH(k)D,f . Thus, SH(k)f = SH(k)D,f .
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For k ⊆ C (k ⊆ R) all these categories are furthermore included in the preimage of
compact topological spectra under Rk (R
′
k):
Proposition 5.2.10. For k ⊆ C,
SH(k)f ⊆ R
−1
k (SH
fin)
and for k ⊆ R,
SH(k)f ⊆ R
′−1
k (SH(Z/2)f ).
Proof. We have to show that Rk and R
′
k preserve compact objects. Let f : k →֒ C. Then
f∗ restricts to a functor between the categories of compact objects: f∗ : SH(k)f →
SH(C)f , because the base change functor preserves smooth schemes and so f∗ sends a
compact generator Σ(2n,n)Σ∞U+, U ∈ Sm /k, n ∈ Z, of SH(k) to a compact generator
of SH(C). Hence, for the first claim it suffices to prove that R = RC preserves compact
objects. Similarly, for the second claim it suffices to show that R′ = R′R preserves
compact objects.
Let X = Σ(2n,n)Σ∞U+ be a compact generator of SH(C). As in the proof of the
previous proposition, we can assume that U is a smooth quasi-projective scheme. By
Jouanolou’s trick [Jou73, Lemma 1.5], there exists an affine vector bundle torsor over
U . This is a vector bundle E → U , together with a torsor p : V → U on E with V
affine. By the definition of a torsor, V is locally isomorphic to E. This implies that for
some m, U × Am is locally isomorphic to an affine smooth scheme V . In particular, U
is A1-equivalent to V , and so X ∼= Σ(2n,n)Σ∞V+ in SH(C). Now, since V is smooth
and affine, its complex realisation has the homotopy type of a finite CW complex by
[Laz04, Example 3.1.9]. Hence, R(X) ∈ SH is isomorphic to ΣnΣ∞Y+ for some finite
CW complex Y and, so, R(X) is compact by Remark 2.0.7.
The proof that for any smooth and affine variety V , V (C) ⊆ Cr has the homotopy
type of a finite CW-complex, can be summarised as follows [Laz04, Example 3.1.9]:
V (C) is a complex submanifold of Cr without boundary (because V is smooth, see
e.g. [Hul12, Section 3.1.2]), which is closed as a subset of Cr (because the zero locus
of any polynomial is closed). For almost any c ∈ Cr, the squared distance function
φc : V (C) → R, φc(x) = ||x − c||2, has only non-degenerate critical points [Mil63,
Theorem 6.6]. Furthermore, φc being real algebraic implies that it has only finitely
many critical points, as in [Laz04, Example 3.1.9]. Using Morse theory [Mil63, Theorem
3.5], it follows that V (C) has the homotopy type of a CW complex with one cell of
dimension n for each critical point of φc of index n.
For X a compact generator of SH(R), we also have X ∼= Σ(2n,n)Σ∞V+ and now V
is a smooth and affine real variety. Its realisation R′(V ) = V (C) ⊆ Cr is still a complex
manifold, which is closed, but with the property that, for any x ∈ V (C), also its complex
conjugate x¯ lies in V (C). This was used for the definition of the Z/2-action on V (C):
ρ(x) = x¯ for ρ ∈ Z/2 the generator. As before, we can choose c ∈ Cr such that φc has
finitely many critical points, which are all non-degenerate. If c ∈ Rr, φc is Z/2-invariant
and the claim follows from equivariant Morse theory: by the proof of [May89, Theorem
2.2], any invariant Morse function can be turned into a special invariant Morse function
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and, by [May89, Theorem 3.3], a manifold with a special invariant Morse function is
equivariantly homotopy equivalent to an equivariant CW complex with one equivariant
cell for each critical orbit. Thus, V (C) is equivalent to a finite Z/2-CW complex, whose
suspension spectrum is compact in SH(Z/2) by Proposition 3.1.3. For more information
on equivariant Morse theory in English language, we refer the reader to [Was69].
Now, assume c ∈ Cr \ Rr. We would like to take x 7→ min(φc(x), φc(x¯)) as a Morse
function. It is continuous and Z/2-invariant but it is not differentiable for x ∈ Rr.
Outside of Rr, the critical points of min(φc(x), φc(x¯)) are a subset of the critical points
of φc and their complex conjugates. The idea is to proceed in two steps: first, to take
care of the real part V (C)∩Rr = V (R) = V (C)Z/2 and, second, to use min(φc(x), φc(x¯))
as a Morse function away from Rr.
V (R) ⊆ Rr is a manifold, which is closed and without boundary and for which there
exists d ∈ Rr such that φd : V (R) → R is a Morse function with finitely many critical
points (analogously to V (C) ⊆ Cr). Let B be an open ball around 0 ∈ Cr which con-
tains a ball D(d) around d containing all critical points of φd and a ball D(c) around c
containing all critical points of φc and their conjugates. V (R) can be contracted inside
Rr to V (R) ∩B, following the orthogonal trajectories of the hypersurfaces on which φd
is constant, until B is reached (that is, we glue an infinite sequence of the diffeomor-
phisms Ma ∼= M b constructed in the proof of [Mil63, Theorem 3.1] to one homotopy
equivalence). We extend this homotopy equivalence to a narrow open neighborhood
U ⊂ Cr of Rr \ (B ∩ Rr) so that Cr ≃ Cr \ U by a Z/2-equivariant homotopy equiva-
lence which does not add critical points to min(φc(x), φc(x¯)) outside of B. Using this
homotopy equivalence, we can assume that V (C) \B does not contain any points near
the real subspace Rr. Now we use φc to contract V (C) to V (C)∩ B¯ with an equivariant
homotopy equivalence: any x ∈ V (C) \B with φc(x) < φc(x¯) gets moved into B along
the line of steepest descent of φc inside V (C). If, however, φc(x¯) < φc(x), x gets moved
along the line of steepest descent of φc¯. Note that φc¯(x) = φc(x¯) and that the homotopy
equivalence is well defined because we removed Rr before and because all critical points
of φc and φc¯ are inside B. Hence, this defines a Z/2-equivariant homotopy equivalence
between V (C) and V (C) ∩ B¯.
Thus, V (C) is Z/2-homotopy equivalent to a Z/2-manifold (with boundary) which
is closed and bounded and, hence, compact in Cr. Using equivariant Morse theory, this
compact manifold is Z/2-homotopy equivalent to a finite Z/2-CW complex (again, see
[May89, Theorems 2.2, 3.3] or [Was69]). Note that, although most of the literature only
studies Morse theory for manifolds without boundary, it still covers this case for the
following reason: Since D(c) ⊂ B, the Morse function φc evaluated on the boundary of
V (C) ∩B takes a higher value than on any critical point. Therefore, V (C) ∩B appears
at a finite step in the Morse theoretical construction of the CW complex associated with
φc, i.e., V (C) ∩ B ≃ V (C)m = φ−1c ([0,m]) for some m ∈ R, which is a finite Z/2-CW
complex.
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5.3 Motivic thick ideals
Let k ⊆ C and p be any prime. The following theorem identifies important families of
thick ideals in (SH(k)f )(p). It is the main result in this chapter.
Theorem 5.3.1. (Lower bound on the number of motivic thick ideals)
(1) The category (SH(k)f )(p) contains at least an infinite chain of different thick ideals,
given by R
−1
k (Cn), 0 ≤ n ≤ ∞, where Rk denotes the p-localisation of the restriction
of Rk to SH(k)f and Cn ⊆ SH
fin
(p) is as defined in Chapter 1.
(2) If k ⊆ R, then (SH(k)f )(p) contains at least a two-dimensional lattice of different
thick ideals, given by (R
′
k)
−1(Cm,n), for all (m,n) ∈ Γp as in Definition 3.5.2.
Proof. We prove the first part, the second is proven similarly. By Remark 5.2.2, Propo-
sition 5.2.7 and Proposition 5.2.10, ck(SH
fin) ⊆ SH(k)f ⊆ R
−1
k (SH
fin), hence ck and
Rk restrict to functors SH
fin ck−→ SH(k)f
Rk−→ SHfin. Since the motivic p-local Moore
spectrum (the homotopy colimit of a diagram of sphere spectra whose arrows are multi-
plications by integers prime to p) is the image of the topological p-local Moore spectrum
under ck, we get induced functors between the localised categories,
SHfin(p)
ck−→ (SH(k)f )(p)
Rk−→ SHfin(p) ,
which still have the properties that ck and Rk preserve exact triangles and smash prod-
ucts and that Rk ◦ ck = id, as proven in Theorem 4.5.1. Similarly to Proposition
5.1.1, it follows that R
−1
k (Cn) is a thick ideal. Now let n < m. Then Cm ⊂ Cn in
SHfin(p) and there is some X ∈ Cn \ Cm. It follows that R
−1
k (Cm) ⊆ R
−1
k (Cn) and that
ck(X) ∈ R
−1
k (Cn) \ R
−1
k (Cm). Thus, R
−1
k (Cn), 0 ≤ n ≤ ∞, form a chain of pairwise
different thick ideals.
For the second part, one needs to consider the functors
(SH(Z/2)f )(p)
c′k−→ (SH(k)f )(p)
R
′
k−→ (SH(Z/2)f )(p).
In the following, we will omit the overline and use the notation Rk, R
′
k for the
(p-localised) restricted functors, too.
Remark 5.3.2. In the above theorem, SH(k)f can be replaced by any other tensor
triangulated full subcategory D ⊆ SH(k) satisfying
ck(SH
fin) ⊆ D ⊆ R−1k (SH
fin), or
c′k(SH(Z/2)
fin+) ⊆ D ⊆ (R′k)
−1(SH(Z/2)f ) respectively.
In particular, the theorem applies to any
D ∈ {SH(k)fin, SH(k)fin+, SH(k)Tk ,f , SH(k)T +k ,f
, R−1k (SH
fin), R′−1k (SH(Z/2)f )}
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for the following reasons. Recall from Remark 3.5.4 that Strickland’s characterisation
of equivariant thick ideals works in SH(G)fin as well as in its closure under retracts,
SH(G)f . Therefore, we can here take SH(k)
fin(+) as well as its closure under retracts,
SH(k)
T
(+)
k ,f
. Note also that all categories mentioned here are closed under ∧ because
they are generated as thick or triangulated subcategories by classes of objects closed
under ∧: SH(k)fin(+) and SH(k)
T
(+)
k ,f
are generated by {Sp,q(∧ Spec(k[i])∧m+ )} and
SH(k)f is generated by smooth schemes, which are also closed under smash product.
R−1k (SH
fin) and (R′k)
−1(SH(Z/2)f ) are closed under ∧ because ∧ commutes with Rk,
R′k.
Remark 5.3.3. The construction of the functors Rk and ck does not depend on the fact
that P1 is invertible in SH(k). They can also be constructed for the category SHS1s (k)
in which only S1s = S
1,0 got inverted and Gm did not. Therefore, part (1) of the theorem
also holds for (SHS1s (k)f )(p). The construction of c
′
k, however, needed the invertibility
of P1 (see Remark 4.5.5). Thus, part (2) cannot be applied to (SHS1s (k)f )(p).
Definition 5.3.4. For a full subcategory C of a tensor triangulated category T , let ∆(C)
denote the smallest thick subcategory of T that contains C and recall that thickid(C)
denotes the smallest thick ideal that contains C.
We state two more observations about thick ideals in the category (SH(k)f )(p). They
also hold in any of the above categories D.
Proposition 5.3.5. Let Xn ∈ SH
fin
(p) be any spectrum of type n, i.e. Xn ∈ Cn \ Cn+1
(see Definition 2.0.11) and let Xm,n ∈ SH(Z/2)
fin
(p) be any spectrum of type (m,n) (see
Definition 3.5.2). Then
thickid(ckXn) = thickid(ckCn) in (SH(k)f )(p) if k ⊆ C and
thickid(c′kXm,n) = thickid(c
′
kCm,n) in (SH(k)f )(p) if k ⊆ R.
Proof. It is clear that thickid(ckXn) ⊆ thickid(ckCn). Since c
−1
k preserves thick ideals
by Proposition 5.1.2, c−1k (thickid(ckXn)) is a thick ideal containing Xn. Since Cn is
the smallest thick ideal containing Xn, we have Cn ⊆ c
−1
k (thickid(cXn)) and hence
ckCn ⊆ thickid(ckXn), which implies the first claim. The same proof shows the second
claim.
Proposition 5.3.6. If X,Y ∈ (SH(k)f )(p) with type(RkX) 6= type(RkY ) (see Defini-
tion 2.0.11) or, if k ⊆ R, type(R′kX) 6= type(R
′
kY ) (see Definition 3.5.2), then
thickid(X) 6= thickid(Y ).
Proof. Let type(RkX) = n > type(RkY ). Then thickid(X) ⊆ R
−1
k (Cn) but Y /∈
R−1k (Cn). The case of R
′
k is similar.
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The next proposition gives a description of thick ideals in the categories of finite
cellular spectra, SH(k)fin, k ⊆ C, and SH(k)fin+, k ⊆ R, from Definition 5.2.1. In
this case, a thick ideal is a thick subcategory that is closed under − ∧ G±1m and under
− ∧ Spec(k[i])+ if k ∈ R.
Proposition 5.3.7. Let C ⊆ SH(k)fin be a subcategory, k ⊆ C. Then
thickid(C) = ∆
(⋃
n∈Z
C ∧G∧nm
)
.
For a subcategory C ⊆ SH(k)fin+, k ⊆ R, we have
thickid(C) = ∆
(⋃
n∈Z
(C ∧G∧nm ) ∪
⋃
n∈Z
(C ∧G∧nm ∧ Spec(k[i])+)
)
.
Proof. We prove the second claim, the proof of the first claim is slightly shorter. Let
k ⊆ R. The subcategory thickid(C) contains
C = ∆
(⋃
n∈Z
(C ∧Gnm) ∪
⋃
n∈Z
(C ∧Gnm ∧ Spec(k[i])+)
)
because thickid(C) is closed under −∧Gnm and −∧Spec(k[i])+ and is a thick subcategory.
We have to show that the triangulated subcategory C is already a thick ideal. Let
D ⊆ SH(k)fin+ be the full subcategory consisting of all objects X such that C is
closed under − ∧ X. We have to show D = SH(k)fin+. First note that D contains
all spheres Sp,q because, as a triangulated subcategory, C is closed under − ∧ Sp,0 and
because we added Sq,q. If X → Y → Z is a triangle with two objects in D, then
A ∧X → A ∧ Y → A ∧ Z is a triangle with two objects in C for any A ∈ C, hence the
third object is also in C. It follows that D is closed under exact triangles. Furthermore,
D is closed under ∧ by definition. It remains to show that D contains Σ∞T Spec(k[i])+.
By the equivalence
Spec(k[i])+∧Spec(k[i])+ ∼= Spec(k[i])+∨Spec(k[i])+ ∼= cof
(
Spec(k[i])+
0
→ Spec(k[i])+
)
,
any triangulated subcategory of SH(k) containing the spectrum Σ∞T Spec(k[i])+ also
contains Σ∞T Spec(k[i])
∧l
+ , l ≥ 1. It follows that C contains C ∧G
n
m ∧ Spec(k[i])
∧l
+ , l ≥ 0.
Hence, D contains Σ∞T Spec(k[i])+ and is thus equal to SH(k)
fin+.
For k ⊆ C, we have so far identified the following thick ideals in (SH(k)f )(p):
R−1k (C0)
⊇
⊃ R−1k (C1)
⊇
⊃ R−1k (C2)
⊇
⊃ · · ·
thickid(ckC0) ⊃ thickid(ckC1) ⊃ thickid(ckC2) ⊃ · · ·
For k ⊆ R, the picture has another dimension and depends on the classification of
thick ideals in the equivariant category as described in Chapter 3. There is at least one
spot where the inclusion from the lower row into the upper row is actually an equality.
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Proposition 5.3.8.
R−1k (C0) = thickid(ck(C0)) = (SH(k)f )(p) and
(R′k)
−1(C0,0) = thickid(c
′
k(C0,0)) = (SH(k)f )(p).
Proof. This is because all these subcategories contain the sphere spectrum and are closed
under smashing with arbitrary elements of (SH(k)f )(p).
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Chapter 6
Thick ideals associated with
cohomology theories
6.1 Equivalence of homology and cohomology theories
We will now concentrate on the categories of finite cellular spectra SH(k)fin, SH(k)fin+,
and on (co)homology theories represented by objects in SH(k)cell or SH(k)cell+ respec-
tively, because these satisfy some useful additional properties. A couple of these are
proven in [DI05].
A consequence of the results in [DI05] is the following proposition, which states that
cellular homology theories and cohomology theories for SH(k)fin are exchangeable. We
will state the analogous result for SH(k)fin+ below, in Corollary 6.1.4.
Proposition 6.1.1. Let E ∈ SH(k)cell (see Definition 5.2.1) be a ring spectrum and
X ∈ SH(k)fin. Then E∗∗(X) = 0 if and only if E
∗∗(X) = 0.
Proof. In the universal coefficient spectral sequence (see [DI05, Proposition 7.7] or
Proposition 8.1.1),
E2 = Ext
a,b,c
E∗∗
(M∗∗, N∗∗)⇒ π−a−b,−cFE(M,N),
we set M = X ∧ E and N = E:
E2 = Ext
a,b,c
E∗∗
(E∗∗(X), E∗∗)⇒ π−a−b,−cFE(X ∧ E,E).
Since FE(X∧E,E) = F (X,E), the spectral sequence converges conditionally to E
∗∗(X).
If E∗∗(X) = 0, the spectral sequence collapses and thus converges strongly to E
∗∗(X),
which, hence, is 0. For the other direction, we set M = F (X,E) and N = E. Note that
this M is cellular because X is dualisable and its dual is again a finite cell spectrum by
Proposition 5.2.7. So we get
E2 = Ext
a,b,c
E∗∗
(E∗∗(X), E∗∗)⇒ π−a−b,−cFE(F (X,E), E).
Now FE(F (X,E), E) = FE(D(X) ∧ E,E) = F (D(X), E) = X ∧ E, so the sequence
converges conditionally to E∗∗(X). Hence, E
∗∗(X) = 0 implies E∗∗(X) = 0.
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One important result of Dugger and Isaksen, [DI05, Proposition 7.1], states that for
cellular objects E ∈ SH(k)cell, π∗∗E = 0 implies E ∼= 0. We will show that an adjusted
statement holds for E ∈ SH(k)cell+, k ⊆ R.
We know from equivariant stable homotopy theory that a generalisation of homotopy
groups is needed to obtain the corresponding result in SH(G). In SH(Z/2), for example,
we have the equivariant homotopy groups
πZ/2n (X) = [S
n,X]Z/2 = [S
n,XZ/2]{1} and π
{1}
n (X) = [S
n ∧ Z/2+,X]Z/2 = [S
n,X]{1}.
We can similarly define homotopy groups in SH(k), k ⊆ R such that R′k maps π
k
p,q(X)
to π
Z/2
p (R′kX) and π
k[i]
p,q (X) to π
{1}
p (R′kX).
Definition 6.1.2. For k ⊆ R and X ∈ SH(k), let
πkp,q(X) = [S
p,q,X]SH(k) and π
k[i]
p,q (X) = [S
p,q ∧ Spec(k[i])+,X]SH(k).
We write π+∗∗(X) = 0 if π
K
∗∗(X) = 0 for both K = k and K = k[i]. Furthermore,
E+∗∗(X) = 0 will mean π
+
∗∗(E ∧X) = 0 and (E
+)∗∗(X) = 0 will mean π+∗∗(F (X,E)) = 0.
The same arguments as in [DI05, Proposition 7.1] now imply the following.
Proposition 6.1.3. If X ∈ SH(k)cell+, k ⊆ R and π+∗∗(X) = 0 then X ∼= 0.
Proof. Assuming X is cofibrant and fibrant, one considers the class D of all Y such that
Map(Y cof ,X) is contractible. By assumption, D contains Sp,q and Sp,q ∧ Spec(k[i])+.
Furthermore, D is closed under isomorphisms, (de-)suspensions and homotopy colimits.
As in the proof of Proposition 5.3.7, it follows that it also contains Sp,q∧(Spec(k[i])+)
∧m,
m ≥ 0. As SH(k)cell+ ⊆ SH(k) is generated by {Sp,q ∧ (Spec(k[i])+)
∧m | p, q ∈
Z,m ≥ 0} under isomorphisms and homotopy colimits, it follows that SH(k)cell+ ⊆ D,
in particular X ∈ D. Hence, Map(X,X) is contractible, which implies X ∼= 0.
The following corollary is a k ⊆ R-version of Proposition 6.1.1.
Corollary 6.1.4. Let E ∈ SH(k)cell+ be a ring spectrum and X ∈ SH(k)fin+. Then
E+∗∗(X) = 0 if and only if (E
+)∗∗(X) = 0.
Proof. The spectral sequence from [DI05, Proposition 7.7] is derived similarly to the
universal coefficient spectral sequence in [Elm+97, Section IV.5]. The crucial point is the
convergence, where cellularity is needed to apply [DI05, Proposition 7.1]. The equivariant
version of this spectral sequence (a spectral sequence of Mackey functors) is proven in
[LM06]. Using [LM06] and Proposition 6.1.3, one can derive the universal coefficient
spectral sequence for our motivic homotopy groups over k ⊆ R. The new version of
Proposition 6.1.1 can then be deduced from this spectral sequence as before.
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6.2 Thick ideals
In SHfin(p) , any thick ideal can be described by some cohomology theory (namely, n-th
Morava K-theory). Conversely, any cohomology theory defines a thick ideal. We are
therefore interested in thick ideals of SH(k)f , as well as SH(k)
fin, SH(k)fin+, described
by cohomology theories as follows.
Lemma 6.2.1. Let k be any field and let T ⊆ SH(k) be a tensor triangulated subcategory
of SH(k). For any E ∈ SH(k), the full subcategory of T given by
CE = {X ∈ T | X ∧ E ∼= 0}
is a thick ideal of T .
Proof. Since −∧E preserves exact triangles, CE is closed under these. If Y is a retract
of X and X∧E = 0, then Y ∧E → 0→ Y ∧E is the identity on Y ∧E, hence Y ∧E ∼= 0.
Let X ∈ CE and Y ∈ T . Then X ∧ Y ∧ E ∼= 0, hence X ∧ Y ∈ CE .
Proposition 6.2.2. Let CE be as defined in the above lemma.
If k ⊆ C, E ∈ SH(k)cell and T = SH(k)fin or T = SH(k)cell, then
CE = {X ∈ T | E∗∗(X) = 0}.
If, furthermore, E is a ring spectrum and T = SH(k)fin, then also
CE = {X ∈ T | E
∗∗(X) = 0}.
If k ⊆ R, E ∈ SH(k)cell+ and T = SH(k)fin+ or T = SH(k)cell+, then
CE = {X ∈ T | (E
+)∗∗(X) = 0}.
If, furthermore, E is a ring spectrum and T = SH(k)fin+, then also
CE = {X ∈ T | (E
+)∗∗(X) = 0}.
The same descriptions apply if T is the p-localisation of any of these categories for some
prime p.
Proof. For E and X as in the first claim, we have E∗∗(X) = 0⇔ E ∧X ∼= 0 by [DI05,
Proposition 7.1] and for X finite, E a ring spectrum, E∗∗(X) = 0 ⇔ E∗∗(X) = 0
by Proposition 6.1.1. For k ⊆ R, the same arguments hold by Proposition 6.1.3 and
Corollary 6.1.4.
6.3 Morava K-theories in SH(k)
Topology suggests that thick ideals described by Morava K-theories are particularly
interesting. Therefore, we want to study motivic Morava K-theories and their properties.
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6.3.1 Construction and properties of AK(n)
Motivic Morava K-theories were introduced in [Bor03]. The rough idea is as follows. One
starts with MGL, the motivic analogue of MU . Since MU∗ is a subring of MGL∗∗,
elements in MU∗ can be used to define maps on MGL and to construct motivic spectra
which are analogous to certain other topological spectra constructed from MU .
Definition 6.3.1. Let k ⊆ C. Let MGL be the algebraic cobordism spectrum as
constructed in [Voe96, Section 3.5], see also [Voe98, Section 6.3] or [PY02, Section 6.5].
In [Bor03, Theorem 10], elements ai ∈MGL2i,i, i ≥ 1, are defined, whose images under
Rk are a
top
i ∈ MU2i. If E is an MGL-module, then E/ai and a
−1
i E can be defined as
in [Hor06, Definition 2.10].
Note that the functor MGL ∧ − from SH(k) to the category of MGL-modules in
SH(k) has F (MGL,−) as right adjoint and has the forgetful functor as left adjoint. As
in [Elm+97, Lemma II.1.3] and [Bor03, page 99], it follows that the category of MGL-
modules is complete and cocomplete. Thus, E/ai and a
−1
i E are again MGL-modules
(see Lemma 9.3.1 for the proof that the action of ai on E is a map of MGL-modules).
The motivic Brown-Peterson spectrum for a fixed prime p was first constructed in
[Vez01, Section 5]. By [Hoy13, Remark 6.20], it is equivalent as an MGL-module to
MGL(p)/I, where I is the image under MU∗ → MGL∗∗ of a regular sequence in the
Lazard ring L that generates the vanishing ideal for p-typical formal group laws. We
take this as the definition of the motivic Brown Peterson spectrum ABP at the prime
p. That is,
ABP =MGL(p)/(ai | i 6= p
j − 1).
With v0 = p and vi = api−1 for i ≥ 1, we define:
AP (n) = ABP/(v0, · · · , vn−1) and AB(n) = v
−1
n AP (n),
Ak(n) = ABP/(v0, · · · , vn−1, vn+1, vn+2, · · · ) and AK(n) = v
−1
n Ak(n),
AE(n) = v−1n ABP/(vn+1, vn+2, · · · ).
We will make use of all these spectra in Chapter 9. For now, we are mostly interested
in AK(n).
Lemma 6.3.2. Let Ah be one of the motivic spectra mentioned in the above definition,
e.g. Ah = AK(n) with h = K(n). Then Rk(Ah) = h.
Proof. This follows from Rk(MGL) = MU [Voe96, Section 3.5] and Rk(vi) = v
top
i
because Rk preserves colimits.
Remark 6.3.3. (1) All spectra mentioned in the above definition are cellular: Theorem
6.4 in [DI05] shows that MGL is cellular. Since the spectra above are constructed
from MGL by taking homotopy cofibers and homotopy colimits, they are cellular.
The mod-p version of the main result in [Hoy13] states that HZ/p is the cofiber of
vn : Σ
2(pn−1),pn−1Ak(n)→ Ak(n). Hence, HZ/p is cellular, too.
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(2) ABP is a homotopy commutative ring spectrum by construction [Vez01, Definition
5.3] and the orientation of MGL induces an orientation on ABP by [PPR08, The-
orem 1.1]. The ring structure of ABP induces an ABP -module structure on the
quotients of ABP defined above.
(3) Since MGL is a ring spectrum, ABP is also an MGL(p)-module spectrum and so
is ABP/I for I ⊆MU∗ a regular ideal.
(4) As remarked at the end of the introduction in [NSØ09], ABP is Landweber exact
in the sense of [NSØ09] and their results for MGL also hold for ABP .
(5) MGL2∗,∗ and H∗∗MGL (with coefficients in Z or Z/p) are known (see e.g. [Bor03,
Theorem 5] and [Hoy13, Corollary 6.9]). From this, one can compute Ah2∗,∗ and
H∗∗Ah if Ah is one of the above spectra ([Bor03, Theorem 12] and [Hoy13, Lemma
6.10]). More can be said about Ah∗∗ if H∗∗(Spec k) is known, see Lemma 6.3.7.
(6) In general, however, Ah∗∗ is not known in degrees different from (2i, i). It is also not
known whether Ah can be given the structure of a ring spectrum (except for Ah =
ABP ). Another open question is whether AK(n) satisfies the Ku¨nneth formula like
K(n).
We will make use of motivic Atiyah-Hirzebruch spectral sequences as discovered by
Hopkins and Morel and worked out by Hoyois [Hoy13, Example 8.13]. See also [Lev08,
Section 11].
Proposition 6.3.4. Let h = MU(p)/I and Ah = MGL(p)/I for some regular ideal
I ⊆MU∗. For X ∈ SH(k)
fin
(p) , there are strongly convergent spectral sequences:
Ep,q,t2 = H
p+2t,q+t(X,ht)⇒ Ah
p,q(X),
Ep,q,t2 = H
p+2t,q+t(X, (v−1n h)t)⇒ (v
−1
n Ah)
p,q(X).
Remark 6.3.5. (1) These are the spectral sequences associated with the slice filtrations
of Ah and v−1n Ah. The n-th truncation of MGL in the slice filtration is described in
the proof of [Spi10, Theorem 4.6] as the colimit of a certain diagramDdeg≥n, meaning
that fnMGL is constructed fromMGL by quotienting out all monomials a
k1
1 · · · a
km
m
with ai ∈ MGL2∗,∗ and
∑m
i=1 iki ≥ n. The same construction with MU instead of
MGL yields the Postnikov truncation of MU because MU∗ = Z[a
top
1 , a
top
2 , · · · ] with
|atopi | = 2i. It follows that, for k ⊆ C, Rk : SH(k)→ SH maps the slice filtration of
MGL to the Postnikov filtration ofMU . By the construction of Ah and v−1n Ah from
MGL, this implies that their slice filtrations also realise to the Postnikov filtrations
of h and v−1n h. For the associated spectral sequences, this means that Rk maps the
above spectral sequences to the analogous topological Atiyah-Hirzebruch spectral
sequences.
(2) In [Hoy13, Example 8.13], the convergence is stated for X ∈ Sm /S and follows from
Ah, v−1n Ah being convergent with respect to [Σ
0,qΣ∞X+,−], X ∈ Sm /S, in the
sense of [Hoy13, Section 8.5]. But this implies convergence with respect to [X,−] for
all finite cell spectra X by motivic cellular induction. Hence, the sequences converge
for all finite cell spectra X. Note that [Hoy13, Example 8.13] shows the convergence
for Landweber exact spectra, but his proof holds for quotients of MGL as well.
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In Chapters 8 and 9, we will often assume k = C to be able to prove more results
than for general k. The reason is that the coefficients of HZ/p are particularly simple
in this case.
Lemma 6.3.6. For k = C,
H∗∗(Spec(C),Z/p) ∼= Fp[τ ]
with deg(τ) = (0, 1).
Proof. This is [Voe10, Equation (74)].
This, and the above spectral sequence, can be used to calculate the coefficients of
theories like Ak(n).
Lemma 6.3.7. Let k = C and h = MU(p)/I with (p) ⊆ I ⊆ MU∗ a regular ideal. Let
Ah =MGL(p)/I. Then
Ah∗∗ ∼= H∗∗(SpecC,Fp)⊗Fp h∗ ∼= h∗[τ ].
Proof. This is remarked in [Yag05], below Corollary 3.9. The reason is the following:
For X = SpecC, the motivic Atiyah-Hirzebruch spectral sequence is
Hp+2t,q+t(SpecC,Fp)⊗ ht ⇒ Ah
p,q(SpecC).
By Lemma 6.3.6, H∗∗(SpecC,Fp) ∼= Fp[τ ] with deg(τ) = (0, 1). Thus, for fixed t,
Ep,q,t2 = H
p+2t,q+t(X,ht) can only be nonzero in the column p = −2t, which implies that
all differentials vanish. Therefore, the spectral sequence collapses immediately, proving
Ah∗∗ ∼= H∗∗⊗h∗.
6.3.2 Thick ideals and Morava K-theories
Let K be a cellular spectrum in SH(k), k ⊆ C, such that Rk(K) = K(n) is the n-th
Morava K-theory with respect to a fixed prime p. We call such a K a motivic model for
K(n).
Let CK = {X ∈ (SH(k)f )(p) | K ∧X ∼= 0}, which is a thick ideal in the p-localised
category (SH(k)f )(p) by Lemma 6.2.1. If K∧X ∼= 0, then Rk(K∧X) ∼= K(n)∧Rk(X) ∼=
0. Consequently, Rk(X) ∈ Cn+1 for any X ∈ CK . This is content of the folowing
proposition.
Proposition 6.3.8. For K a motivic model for K(n), we have an inclusion of thick
ideals in (SH(k)f )(p):
CK ⊆ R
−1
k (Cn+1).
The same is true in the category SH(k)fin(p) .
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Example 6.3.9. The motivic Morava K-theory spectra AK(n), as defined in Defini-
tion 6.3.1, satisfy Rk(AK(n)) = K(n) and are cellular. In particular, they satisfy the
previous proposition.
Another possibility for such a spectrumK is the constant Morava K-theory spectrum
ck(K(n)). In Sections 8.4 - 8.7 we will have a closer look at the thick ideals CAK(n) and
CckK(n) for k = C.
Remark 6.3.10. The spectrum K(n) is not finite. One possibility to see this is by the
equivalence [Rav84, Theorem 2.1.(h) and (i)]:
K(m) ∧K(n) ∼= 0⇔ m 6= n
If K(n) were finite, we would have K(m)∗K(n) = 0⇒ K(m− 1)∗K(n) = 0 by [Rav84,
Theorem 2.11], which is wrong for n = m− 1. As a consequence, any spectrum K with
Rk(K) = K(n) can also not be finite cellular.
Remark 6.3.11. Another corollary of the above equivalence and of [Rav84, Theorem
2.1.(h)] is the following: If K and K ′ are motivic models for K(n), then Rk(K ∧K
′) =
K(n)∧K(n), which has the same Bousfield class as K(n). In particular, any X ∈ CK∧K ′
satisfies Rk(X) ∈ Cn+1 \ Cn+2. Hence,
CK∧K ′ ⊆ R
−1
k (Cn+1) and CK∧K ′ * R
−1
k (Cn+2).
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Chapter 7
SH(k)f has more thick ideals than
SHfin
7.1 The motivic Hopf map
In this chapter, we study the cofiber of the motivic Hopf map, which generates a thick
ideal that is not of the form R−1k (Cn) or CAK(n). The first part of this claim was proven
by Balmer in [Bal10, Proposition 10.4]. We will reprove and extend this result, as well
as summarise and apply other results of Balmer’s work on prime ideals in tensor trian-
gulated categories.
For k ⊆ R, we have already shown that SH(k)f has more thick ideals than SHfin.
This chapter is, therefore, in particular interesting for k = C.
To understand why there cannot be a complete analogy between motivic thick ide-
als and topological thick ideals, recall the reasoning in the topological case: the thick
subcategory (i.e., thick ideal) theorem of Hopkins and Smith [HS98] is derived from the
fact that Morava K-theories detect nilpotence, which follows from the theorem thatMU
detects nilpotence. This is not the case in the motivic setting.
The Hopf map in SH(k) is given by η : A2 \ {0} → P1, (x, y) 7→ [x : y], defining an
element η ∈ π1,1(S). Unlike the topological Hopf element, η is not nilpotent [Mor06,
Theorem 4.7]. The following lemma is due to Morel, see e.g. [Mor02], but we could not
find a proof in the literature. It shows that the spectrum MGL does not detect the
non-nilpotence of η.
Lemma 7.1.1.
MGL ∧ η ∼= 0
Proof. The unit map u of the ring spectrum MGL factors through Σ−2,−1Cη, as in the
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proof of [Hoy13, Theorem 3.8]. Consider the diagram:
MGL ∧ S1,1
∼=

1∧Σ−2,−1η //MGL ∧ S0,0
∼=

//
1∧u ))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙ MGL ∧ Σ
−2,−1Cη

MGL ∧ S1,1 //MGL MGL ∧MGLm
oo
The upper row is a cofiber sequence and u,m are the structure maps of the ring spectrum
MGL. The diagram is commutative. It follows that 1∧Σ−2,−1η factors through its own
cofiber, hence it must be zero. Suspending by S2,1, we get MGL ∧ η ∼= 0.
It seems likely that also AK(n) ∧ η ∼= 0, but this does not immediately follow from
the above lemma. For our interests, it will suffice to know that AK(n)∧Cη 6∼= 0, which
we prove differently.
Remark 7.1.2. By [Mor03, Lemma 6.2.1], Cη ∼= P2.
Proposition 7.1.3. For any k ⊆ C and any prime p,
thickid(Rk(Cη(p))) = C0 = SH
fin
(p) .
For k ⊆ R,
thickid(R′k(Cη(p))) =
{
C0,1 ⊂ (SH(Z/2)f )(2) if p = 2
C0,∞ ⊂ (SH(Z/2)f )(p) if p 6= 2,
where Cn is the thick ideal defined in Theorem 2.0.10 and Cm,n is the thick ideal defined
in Corollary 3.5.1.
Proof. Since, by definition, Rk = RC ◦ f
∗ for f : k →֒ C, R′k = RR ◦ f
∗ for f : k →֒ R,
and f∗(ηk) = ηK for f : k →֒ K, it suffices to prove the claims for k = C and k = R.
For k = C, we have R(Cη) = R(P2) = CP 2. SinceK(0)∗(CP 2(p)) = H∗(CP
2
(p),Q) 6= 0,
R(Cη(p)) has type 0. By [HS98, Theorem 7], any spectrum of type 0 generates SH
fin
(p) .
So, thickid(R(Cη(p))) = SH
fin
(p) .
For k = R, R′(Cη){1} = Cη(C) = CP 2 as before. Therefore, if R′(Cη(p)) ∈ Cm,n,
then m = 0.
Furthermore, R′(η)Z/2 = η(R) is the quotient map R2 \ {0} → RP 1, which is iso-
morphic to 2 : S1 → S1. It follows that R′(Cη)Z/2 = S/2.
If p 6= 2, S
2
→ S is an isomorphism in SHfin(p) and, hence, (S/2)(p) = 0, which has
type ∞. This proves thickid(R′(Cη(p))) = C0,∞ if p 6= 2.
Now let p = 2. Since S
2
→ S is an isomorphism rationally, we have K(0)∗(S/2) =
H∗(S/2,Q) = 0. On the other hand, K(1) is a direct summand of mod 2 topological K-
theory, so K(1)∗(S
2
→ S) = 0 and K(1)∗(S/2) 6= 0, as in the proof of [Bal10, Proposition
9.4]. Hence, the type of S/2 ∈ SHfin(2) is 1 and, therefore, thickid(R
′
k((Cη)(2))) = C0,1.
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In terms of the motivic thick ideals thickid(Cη(p)) ⊆ (SH(k)f )(p), the above proposi-
tion states the following: For k ⊆ C, thickid(Cη(p)) ⊆ R
−1
k (C0) (which is a trivial state-
ment) and thickid(Cη(p)) 6⊆ R
−1
k (Cn) for n > 0. For k ⊆ R and p 6= 2, thickid(Cη(p)) ⊆
(R′k)
−1(C0,∞) and thickid(Cη(p)) 6⊆ (R
′
k)
−1(Cm,n) for any m > 0, n arbitrary. If p = 2,
then thickid((Cη)(2)) ⊆ (R
′
k)
−1(C0,1) and thickid((Cη)(2)) 6⊆ (R
′
k)
−1(Cm,n) for anym > 0
or n > 1.
The next proposition contains two more results on thickid(Cη(p)) ⊆ (SH(k)f )(p).
Proposition 7.1.4. For k ⊆ C, let thickid(Cη(p)) ⊆ (SH(k)f )(p) denote the thick ideal
generated by the p-localised cofiber of the Hopf map. Then the following hold:
(1) thickid(Cη(p)) 6⊆ CAK(n) for any n ≥ 0 and any prime p,
(2) thickid(Cη(p)) 6⊆ R
−1
k (Cn) for any n > 0 and any prime p,
(3) thickid(Cη(p)) ( thickid(S
0
(p)) = (SH(k)f )(p) if k ⊆ R and p is any prime or k ⊆ C
and p = 2.
(4) For any prime p, the thick ideals thickid(Cη(p)) ∩R
−1
k (Cn) are distinct for different
n ≥ 0 and in particular nonzero if n <∞.
Proof. (1) By Proposition 6.3.8, CAK(n) ⊆ R
−1
k (Cn+1). Assuming thickid(Cη(p)) ⊆
CAK(n) therefore implies thickid(Cη(p)) ⊆ R
−1
k (Cn+1). Hence, (1) will follow from
(2).
(2) This can either be derived from the previous proposition or can be seen by the
following argument.
Rk(η) is the topological Hopf map, which is nilpotent. Hence, for n ≥ 1, Rk(η)∗ is
not surjective in the sequence
· · · → K(n− 1)∗(S
3)
Rk(η)∗
→ K(n− 1)∗(S
2)→ K(n− 1)∗(C(Rkη))→ · · · .
It follows that K(n − 1)∗(C(Rkη)) 6= 0 and, since C(Rkη) ∼= Rk(Cη), Cη(p) 6∈
R−1k (Cn).
(3) Note that Cη ∈ thickid(S0) = SH(k)f , so thickid(Cη(p)) ⊆ thickid(S
0
(p)) for any
p. We have to show that S0(p) 6∈ thickid(Cη(p)). We consider the sheaf cohomology
theory H∗(−,KMW∗ [η
−1]), on which η induces an isomorphism as in the proof of
[Mor06, Theorem 4.7], where Morel concludes that η cannot be nilpotent. Localising
at p, we get that η(p) induces an isomorphism on H
∗(S0(p),K
MW
∗ [η
−1]). Consider
H0(S0(p),K
MW
∗ [η
−1]) = KMW∗ (k)[η
−1](p). As in the proof of [Mor06, Theorem 4.7],
this is KW0 (k)[η, η
−1](p), and K
W
0 (k) is isomorphic to the Witt ringW (k) by [Mor06,
Remark 4.2]. We have W (C) = Z/2 and W (R) = Z, see e.g. [Lam05, p. 34].
Hence, for k = C, H0(S0(p),K
MW
∗ [η
−1]) = (Z/2[η, η−1])(p), which is nonzero if p = 2.
And, for k = R, H0(S0(p),K
MW
∗ [η
−1]) = (Z[η, η−1])(p) 6= 0 for any p. Therefore,
the above mentioned isomorphism induced by η(p) is not the zero map, and, as in
[Mor06, Theorem 4.7], it follows that η(p) is not nilpotent in these cases.
Now we apply [Bal10, Theorem 2.15], which states that, for a map f : X → Y
between invertible objects X and Y in a tensor triangulated category T , the thick
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ideal generated by Cf is equal to the full subcategory consisting of all objects A
such that f∧n ∧ A = 0 for some n ≥ 1 (this is similar to Proposition 3.3.7). A
corollary of this theorem is that thickid(Cf) = T if and only if f is nilpotent.
It follows that, since η(p) is not nilpotent, S
0
(p) 6∈ thickid(Cη(p)) and thickid(Cη(p)) 6=
thickid(S0(p)) in the cases k = C and p = 2 or k = R and p any prime.
Now, let f : k →֒ C. By Proposition 5.1.1, (f∗)−1 preserves thick ideals. Since
f∗(Cηk) = CηC, thickid((Cηk)(2)) ⊆ (f
∗)−1(thickid((CηC)(2))). As f
∗((S0k)(2)) =
(S0C)(2) 6∈ thickid((CηC)(2)), it follows (S
0
k)(2) 6∈ (f
∗)−1(thickid((CηC)(2))) and,
hence, (S0k)(2) 6∈ thickid((Cηk)(2)).
The same argument holds for arbitrary primes p if f : k →֒ R. Alternatively, the
statement for k ⊆ R can be derived from Proposition 7.1.3 and Theorem 5.3.1:
thickid(Cη(p)) ⊆ (R
′
k)
−1(thickid(R′k(Cη(p)))) 6= (R
′
k)
−1(C0,0) = thickid(S
0
(p)).
(4) Let X ∈ R−1k (Cn) be such that Rk(X) is of type n, i.e., Rk(X) ∈ Cn \ Cn+1. From
the proof of (2), we know that Rk(Cη(p)) is of type 0. From the Ku¨nneth formulas
for K(n) and K(n + 1), it follows that Rk(Cη(p) ∧ X) ∼= Rk(Cη(p)) ∧ Rk(X) is of
type n. Therefore,
Cη(p) ∧X ∈
(
thickid(Cη(p)) ∩R
−1
k (Cn)
)
\
(
thickid(Cη(p)) ∩R
−1
k (Cn+1)
)
.
Corollary 7.1.5. For k ⊆ C, thickid((Cη)(2)) is neither of the form CAK(n) for any
n ≥ 0 (by Proposition 7.1.4(1)) nor of the form R−1k (Cn) for any n ≥ 0 (by Proposition
7.1.4(2) and (3)).
For k ⊆ R, the statements analogous to (2) and (4) of Proposition 7.1.4 read as
follows.
Proposition 7.1.6. Let η denote the Hopf map in SH(k), k ⊆ R. In (SH(k)f )(p) the
following inequalities hold.
(1) thickid(Cη(p)) 6⊆ (R
′
k)
−1(Cm,n) for any m > 0 (p, n arbitrary) or, if p = 2, m = 0
and n > 1.
(2) Let (m,n) and (m′, n′) be pairs of integers ≥ 0 such that Z/2-equivariant spectra of
types (m,n) and (m′, n′) exist (see Chapter 3). If p is any prime and m 6= m′ or
p = 2 and max(n, 1) 6= max(n′, 1) then
thickid(Cη(p)) ∩ (R
′
k)
−1(Cm,n) 6= thickid(Cη(p)) ∩ (R
′
k)
−1(Cm′,n′).
Otherwise, the two thick ideals are equal.
Proof. (1) is a reformulation of the second part of Proposition 7.1.3. For (2), take
X = c′k(Xm,n) or any other spectrum whose realisation is a spectrum of type (m,n).
Then R′k(Cη(p) ∧X)
∼= R′k(Cη(p)) ∧ R
′
k(X) is the smash product of a spectrum of type
(0,∞) if p is odd ((0, 1) if p = 2) with a spectrum of type (m,n). By the equivariant
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Ku¨nneth formula, Corollary 3.2.2, it follows that R′k(Cη(p) ∧X) has type (m,∞) if p is
odd and (m,max(n, 1)) if p = 2. Consequently, thickid(Cη(p)) ∩ (R
′
k)
−1(Cm,n) is equal
to thickid(Cη(p))∩ (R
′
k)
−1(Cm,∞) if p is odd and to thickid(Cη(p))∩ (R
′
k)
−1(Cm,max(n,1))
if p = 2. The intersection is not contained in (R′k)
−1(Cm′,n′) for any m
′ > m or, if p = 2,
for any n′ > max(n, 1).
Related to the previous propositions are the following conjectures.
Conjecture 7.1.7. (1) R−1k (Cn) 6⊆ thickid(Cη(p)) for all 0 ≤ n <∞.
(2) CAK(n) 6⊆ thickid(Cη(p)) for all n ≥ 0.
(3) The thick ideals thickid(Cη(p)) ∩ CAK(n) are distinct for different n ≥ 0 and in
particular nonzero if n <∞.
(4) For k ⊆ R, thickid(Cη(p)) ( (R
′
k)
−1(C0,∞) for odd primes p and, for p = 2,
thickid(Cη(p)) ( (R
′
k)
−1(C0,1).
(5) For k ⊆ R, (R′k)
−1(Cm,n) 6⊆ thickid(Cη(p)) for all 0 ≤ m,n <∞.
Remark 7.1.8. A possible approach for proving (1) or (2) might be to choose a motivic
spectrum X whose realisation is of type n (e.g. ck(Xn)) or a spectrum which is of
motivic type n (e.g. as constructed in Chapter 8), respectively. If one can show that
H∗(X,KMW∗ [η
−1]) 6= 0, this proves (1) respectively (2).
An idea to prove (3) is to choose a spectrum X of motivic type n and to show that
Cη ∧X is again of motivic type n for this particular choice.
For (4), p odd, one has to find a spectrum X ∈ (R′k)
−1(C0,∞), which is not contained
in thickid(Cη(p)). X = (Σ
∞ SpecC+)(p) satisfies the first condition and it might be
possible to show H∗(X,KMW∗ [η
−1]) 6= 0, which would imply the second. Since C0,∞ ⊆
C0,1, the same X could be used for the case p = 2.
Remark 7.1.9. If and only if the first conjecture is true, the ideals in Proposition
7.1.4(4) are different from the ideals R−1k (Cn) for all n ≥ 0.
7.2 Prime ideals
Let us recall some results of [Bal10], where Balmer studies prime ideals in tensor trian-
gulated categories.
Definition 7.2.1. A prime ideal is a proper thick ideal C with the additional property
that X ∧Y ∈ C implies X ∈ C or Y ∈ C. The set of prime ideals of a tensor triangulated
category T is denoted by Spc(T ).
In [Bal10], the endomorphism ring of the unit object of T is denoted by RT . To
avoid confusion with the realisation functors, we use the notation πT0 instead of RT . In
[Bal10, Corollary 5.6], Balmer defines a functor
ρT : Spc(T )→ Spec(π
T
0 ),
ρT (P) = {f ∈ π
T
0 | C(f) 6∈ P},
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which he proves to be surjective if T is connective [Bal10, Theorem 7.13], where con-
nectivity means that HomT (S,Σ
iS) = 0 for all i > 0 and S the unit object of T .
Furthermore, this functor is natural for tensor triangulated functors f : T → T ′ by
[Bal10, Theorem 5.3(c) and Corollary 5.6(b)].
7.2.1 Prime ideals in the topological categories SHfin and SH(Z/2)f
Applied to SHfin(p) , this yields the following [Bal10, Proposition 9.4]:
All proper thick ideals Cn ⊂ SH
fin
(p) , 0 < n ≤ ∞ are prime ideals, as can be seen
either from the Ku¨nneth formula for K(n) or by the linear ordering of the Cn. The
functor
ρ
SHfin
(p)
: Spc(SHfin(p) )→ Spec(Z(p))
has the following values:
ρ
SHfin
(p)
(Cn) =
{
pZ(p) if n > 1,
0 if n = 1.
Note that C0 is not proper, so it is not in Spc(SH
fin
(p) ). Note also that [Bal10] uses a
different indexing convention, in which the indices are shifted by one.
The prime ideals in the non-localised category SHfin are given as follows.
Proposition 7.2.2. A subcategory C ⊂ SHfin is a prime ideal if and only if there exist
a prime p and a number 1 ≤ n ≤ ∞ such that
C = Cp,n = {X ∈ SH
fin | K(p, n− 1)∗X = 0}
if n <∞, or
C = Cp,∞ = {X ∈ SH
fin | X(p) = 0}
if n =∞. Here, Cp,1 = Cq,1 = C1 for any primes p and q. Except for n = 1, the Cp,n are
pairwise different.
The functor ρSHfin : Spc(SH
fin) → Spec(Z) maps Cp,n to pZ for any n > 1 and it
maps C1 to 0.
Proof. This is [Bal10, Corollary 9.5]. We give another proof of the first statement. By
Theorem 3.4.5, any thick ideal of SHfin is an intersection
C =
⋂
p∈P
{X ∈ SHfin | X(p) ∈ Cnp ⊆ SH
fin
(p) }
for some set of primes P and some numbers 1 ≤ np ≤ ∞. If |P | = 0, then C = SH
fin,
which is not proper, and, thus, is no prime ideal. Assume |P | ≥ 1. By Proposition 3.3.8,
the intersection of two thick ideals I and J satisfying I 6⊆ J and J 6⊆ I is never a
prime ideal, because it contains all X ∧ Y with X ∈ I and Y ∈ J . It follows that, if C
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is a prime ideal, then |P | = 1. This proves that any prime ideal of SHfin is of the form
C = {X ∈ SHfin | X(p) ∈ Cnp} for some prime p and some 1 ≤ np ≤ ∞.
On the other hand, the Ku¨nneth formula implies that K(p, n)∗(X ∧ Y ) can only be
zero if K(p, n)∗X = 0 or K(p, n)∗Y = 0, proving that Cp,n as above is indeed a prime
ideal. Note that, for n =∞, we have X ∈ Cp,n if and only ifK(m)∗(X) = 0 for allm ≥ 0,
so Cp,∞ is also a prime ideal by the Ku¨nneth formula (using that K(m + 1)∗(X) = 0
implies K(m)∗(X) = 0).
Now we turn to the Z/2-equivariant category, T = SH(Z/2)f . By [Seg70, Corollary
1], the map
πT0 → A(Z/2), [f ] 7→ (deg(f
{1}),deg(fZ/2))
is an isomorphism to the Burnside ring A(Z/2) ∼= Z⊕ Z. Hence, [Bal10, Theorem 7.13]
yields surjective functors
ρSH(Z/2)f : Spc(SH(Z/2)f )→ Spec(Z⊕ Z)
and
ρ(SH(Z/2)f )(p) : Spc((SH(Z/2)f )(p))→ Spec(Z(p) ⊕ Z(p)).
Proposition 7.2.3. A thick ideal Cm,n ⊆ (SH(Z/2)f )(p) is a prime ideal if and only if
Cm,n = Cm,0, 0 < m ≤ ∞, or Cm,n = C0,n, 0 < n ≤ ∞.
Proof. From Section 3.5, we know that any thick ideal in (SH(Z/2)f )(p) is of the form
Cm,n = {X | φ
{1}(X) ∈ Cm and φ
Z/2(X) ∈ Cn} = Cm,0 ∩ C0,n.
By Proposition 3.3.8, this is equal to {X ∧ Y | X ∈ Cm,0, Y ∈ C0,n}. It follows that
Cm,n being a prime ideal implies Cm,n = Cm,0 or Cm,n = C0,n. On the other hand, if
either m or n is 0 then Cm,n is a prime ideal by the Ku¨nneth formula for K(m, {1}) or
K(n,Z/2). Note that C0,0 = (SH(Z/2)f )(p) is not a prime ideal since it is no proper
subcategory.
Remark 7.2.4. As a consequence of Strickland’s results [Str10], Cm,n = C0,n implies
m = 0 but Cm,n = Cm,0 does not always imply that n = 0. This follows from Corollary
3.5.3: for m ≤ n, a type (m,n)-spectrum Xm,n always exists, and X0,n ∈ C0,n \ Cm,n for
all m > 0. On the other hand, Proposition 3.4.7 implies that, for p = 2, Cm,0 = Cm,n for
any 0 ≤ n ≤ m− 1.
Recall from Definition 3.5.2 that the thick ideals in (SH(Z/2)f )(p) are in bijection
with a lattice Γp ⊆ (Z≥0∪{∞})×(Z≥0∪{∞}) containing all (m,n) such that a spectrum
of type (m,n) exists. In the case just considered, (m, 0) would not be in Γ2 (at least for
m > 1). In terms of the bijection to Γp, the above proposition instead reads as follows:
Corollary 7.2.5. For any (m,n) ∈ Γp, the thick ideal Cm,n is a prime ideal if and only
if one of the following conditions holds:
(1) (m,n) = (0, n), with 0 < n ≤ ∞,
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(2) 0 < m ≤ ∞, 0 ≤ n ≤ ∞ and (m,n − 1) 6∈ Γp.
For evaluating the functor ρ(SH(Z/2)f )(p) , we use the first description of the prime
ideals in (SH(Z/2)f )(p), given by Proposition 7.2.3.
Proposition 7.2.6. The functor
ρ(SH(Z/2)f )(p) : Spc((SH(Z/2)f )(p))→ Spec(Z(p) ⊕ Z(p))
has the following values:
ρ(SH(Z/2)f )(p)(Cm,0) =
{
0⊕ Z(p) if m = 1
pZ(p) ⊕ Z(p) if m > 1,
ρ(SH(Z/2)f )(p)(C0,n) =
{
Z(p) ⊕ 0 if n = 1
Z(p) ⊕ pZ(p) if n > 1.
Proof. By [Bal10, Corollary 5.6(b)], ρT is natural in T . Since X ∈ Cm,0 is only a
condition on φ{1}X and X ∈ C0,n is only a condition on φ
Z/2X, the fixed point functors
can be used to derive this result from the nonequivariant case. Note that the induced
functor between the endomorphism rings,
π0(φ
H) : π
(SH(Z/2)f )(p)
0 → π
SHfin
(p)
0
is the projection onto the first summand of Z ⊕ Z if H = {1} and onto the second
summand of Z⊕ Z if H = Z/2 [Seg70, Corollary 1].
The generalisation to the non-localised category SH(Z/2)f works similarly as in the
non-equivariant case. In particular, any prime ideal in SH(Z/2)f is the preimage under
the p-localisation functor of a prime ideal in (SH(Z/2)f )(p) for some prime p.
Summarising the result, we can say that all information on thick ideals in SH(Z/2)f
given in [Bal10]—namely, that they map surjectively to Spec(Z⊕Z)—is recovered in the
results of [Str10] as presented in Chapter 3. Furthermore, [Str10] does not only specify
a preimage of any element in Spec(Z ⊕ Z) but gives a complete list of all possible such
preimages.
7.2.2 Prime ideals in the motivic category SH(k)f
[Bal10, Section 10] studies T = SH(F )f for F a perfect field, in which case the map
ρT : Spc(T )→ Spec(GW (F )) is surjective. That is, Spec(GW (F )) gives a lower bound
on the thick ideals of SH(F )f .
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For F = C, the naturality of ρT yields a commutative diagram:
Spc(SH(C)f )
ρ // // Spec(π
SH(C)f
0 )
Spc(SHfin)
Spc(R)
OO
ρ
// // Spec(πSH
fin
0 ).
Spec(pi0(R))
OO
The map Spc(R) takes a prime ideal C of SHfin to its preimage under R = RC. The
endomorphism ring πSH
fin
0 is isomorphic to Z, generated by the identity S
0 → S0. By
[Mor06, Corollary 4.11], the same holds for π
SH(C)f
0
∼= Z. Since R(id : S0C → S
0
C) =
(id : S0 → S0), it follows that the map Spec(π0(R)) is isomorphic to the identity map
Spec(Z)→ Spec(Z). Thus:
Corollary 7.2.7. For any 0 < n ≤ ∞, the thick ideal R−1(Cn) ⊆ (SH(C)f )(p) is a
prime ideal, and
ρ(SH(C)f )(p)(R
−1(Cn)) =
{
0 if n = 1,
pZ(p) if n > 1.
Remark 7.2.8. From Proposition 7.1.4(2) or [Bal10, Proposition 10.4], we know that
Spc(R) is not surjective, since Cη lies in some prime ideal which is not of the form
R−1(Cn).
For F = R, there is also a commutative diagram:
Spc(SH(R)f )
ρ // // Spec(π
SH(R)f
0 )
Spc(SH(Z/2)f )
Spc(R′)
OO
ρ
// // Spec(π
SH(Z/2)f
0 ).
Spec(pi0(R′))
OO
Lemma 7.2.9. In the above diagram, the right map Spec(π0(R
′)) is an isomorphism.
Proof. The realisation functor R′ maps generators of π
SH(R)
0
∼= GW (R) ∼= Z ⊕ Z to
generators of π
SH(Z/2)
0 . This follows from [Mor06, Section 4] and is explained on [Dug12,
Slides 15-16 and 22-24]: π
SH(R)
0 is generated by 1 and ǫ = −1 − ρ−1η (in GW (R),
ǫ corresponds to the quadratic form q(x) = −x2). The element ǫ ∈ π
SH(R)
0 is also
represented by the twist map S1,1 ∧ S1,1 → S1,1 ∧ S1,1 [Dug12, Slide 22]. Now, S1,1 =
Gm = A1 \ {0} is mapped by R′ to the circle with Z/2 acting by involution, which is
also denoted by S1,1. Hence, R′(ǫ) = ǫ : S1,1 ∧ S1,1 → S1,1 ∧ S1,1, the twist map in
SH(Z/2). By [Dug12, Slide 16], 1 and ǫ are generators for πSH(Z/2)0 . Thus, π0(R
′) :
π
SH(R)
0 → π
SH(Z/2)
0 is an isomorphism.
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Corollary 7.2.10. For any prime ideal Cm,n ⊆ (SH(Z/2)f )(p), (R
′)−1(Cm,n) is a prime
ideal of (SH(R)f )(p) and ρ(SH(R)f )(p)((R
′)−1(Cm,n)) can be identified with the same prime
ideal of Z(p) ⊕ Z(p) as ρ(SH(Z/2)f )(p)(Cm,n).
Remark 7.2.11. Conjecture 7.1.7(4) would imply that in the above diagram, (R′)−1
is not surjective, as thickid(Cη(p)) would have to lie in some prime ideal which is not of
the form (R′)−1(Cm,n).
Remark 7.2.12. Since the Ku¨nneth formula might not hold for AK(n), we do not
know whether CAK(n) or CAK(m,n) are prime ideals.
Remark 7.2.13. If k ⊂ C or k ⊂ R is a field such that Spec(GW (C))→ Spec(GW (k))
is not surjective or Spec(GW (R)) → Spec(GW (k)) is not surjective respectively then
[Bal10, Corollary 10.1] already implies that there is an infinite family of thick ideals in
SH(k)f which are not of the form R
−1
k (C) or (R
′
k)
−1(C) respectively.
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Motivic type-n spectra
Definition 8.0.1. Let AK(n) be the motivic Morava K-theory spectrum as defined in
Definition 6.3.1. We say that X ∈ (SH(k)f )(p) has motivic type n if AK(n−1)∗∗(X) = 0
and AK(n)∗∗(X) 6= 0.
A priori, the motivic type of X might not be unique, as we do not know whether
CAK(n−1) ⊆ CAK(s) for all s < n. In Section 9.6, we will prove that any X ∈ SH(C)
fin
(p) ,
p > 2, has a unique motivic type. For any prime p, the motivic type-n spectra that we
are going to consider in this chapter satisfy AK(s)∗∗(X) = 0 for all s < n.
Remark 8.0.2. In the topological category SHfin(p) , the notion of types is equivalent
to the notion of thick ideals by the thick subcatgory theorem [HS98, Theorem 7]. In
Chapter 3, we have seen that, in equivariant homotopy theory, a more general notion
of types is required. Also in the motivic world, not every thick ideal can be described
in the language of types, as defined above. For example, as shown in Chapter 7, the
motivic Morava K-theories AK(n) do not distinguish between the nonequal thick ideals
thickid(Cη(2)) and thickid(S
0
(2)), as both are generated by a spectrum of motivic type 0.
In this chapter, we will often assume k = C, because we will need explicit knowledge
of H∗∗ and of AK(n)∗∗ for some of our arguments. The results might hold in greater
generality, but this seems to require different methods of proof.
IfXn ∈ SH
fin
(p) has type n (see Definition 2.0.11), then c(Xn) ∈ SH(C)
fin
(p) has motivic
type n (Section 8.7). That is, c(Xn) ∈ CAK(n−1) and c(Xn) 6∈ CAK(n). For any given
n, we show how to construct a spectrum Xn ∈ (SH(C)f )(p) with motivic type n that
is not in the image of the functor c. The construction will be similar to topological
constructions given by [Mit85, Section 4] and [Rav92, Appendix C]. We stick to the
approach in [Rav92] but we believe that a motivic version of Mitchell’s spectrum would
give another spectrum of motivic type n.
This chapter is organised as follows:
We first discuss some foundations that are needed to apply the motivic Adams
spectral sequence and obtain a vanishing result for motivic Morava K-theory (Theorem
8.4.1). Afterwards, we construct a spectrum satisfying the conditions of the theorem
and we prove that it has indeed motivic type n (Section 8.5). Finally, we compare
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our findings to a constant type-n spectrum, c(Xn) (Section 8.7), realising that motivic
Morava K-theory does not distinguish the thick ideal generated by Xn from the one
generated by cXn, meaning that both spectra have motivic type n. We partly calculate
their types with respect to the cohomology theories c(K(s)), as well. However, we do
not have the answer to the question whether thickid(Xn) equals thickid(c(Xn)).
8.1 Universal coefficient and Ku¨nneth theorems
This section states some general results, which hold in SH(k), k any field, and which
will be used later on. In the whole chapter, we use the notation H = HZ/p. Recall
from Remark 6.3.3(1) that H is cellular.
Proposition 7.7 in [DI05] describes the following universal coefficient spectral se-
quences:
Proposition 8.1.1. Let E ∈ SH(k) be a motivic ring spectrum, M a right E-module
and N a left E-module. Furthermore, assume that E,M ∈ SH(k)cell (see Definition
5.2.1).
(1) There is a strongly convergent spectral sequence
E2 = TorE∗∗a,b,c(M∗∗, N∗∗)⇒ πa+b,c(M ∧E N).
(2) There is a conditionally convergent spectral sequence
E2 = Ext
a,b,c
E∗∗
(M∗∗, N∗∗)⇒ π−a−b,−cFE(M,N),
where FE(−,−) denotes the E-function spectrum.
We apply (2) to the case E = H = HZ/p, M = A ∧ H and N = H for A a cell
spectrum and get:
ExtH∗∗(H∗∗A,H∗∗)⇒ π∗∗FH(A ∧H,H) = H
∗∗A.
If A is a finite cell spectrum, we can also apply the spectral sequence to the case
E = H, M = F (A,H), N = H:
ExtH∗∗(H
∗∗A,H∗∗)⇒ π∗∗FH(F (A,H),H) = π∗∗F (F (A,S
0),H) = H∗∗A.
The first equality holds because F (A,H) = F (A,S0) ∧ H for finite A and the second
holds because taking the dual of A twice gives A again (see [LMS86, Proposition III.1.3]).
In the case of vanishing higher Ext-groups, the spectral sequence collapses and we
get the following result:
Corollary 8.1.2. If A ∈ SH(k)cell is any cell spectrum such that H∗∗A is free over
H∗∗, then H
∗∗A ∼= HomH∗∗(H∗∗A,H∗∗). If A is a finite cell spectrum with H
∗∗A free
over H∗∗, then H∗∗A ∼= HomH∗∗(H
∗∗A,H∗∗).
The universal coefficient spectral sequence also implies the following Ku¨nneth theo-
rem [DI05, Remark 8.7]:
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Proposition 8.1.3. Let A and B be motivic spectra such that A is a finite cell spectrum.
If H∗∗A is free over H∗∗, then
H∗∗(A)⊗H∗∗ H
∗∗(B) ∼= H∗∗(A ∧B).
8.2 The motivic Steenrod algebra
In this section, too, we let H = HZ/p. Let k ⊆ C.
The motivic mod-p Steenrod algebra, A = A∗∗ has first been defined in [Voe03b,
Section 11] as the algebra of certain bistable natural transformations H∗∗(−)→ H∗∗(−).
By [Voe10, Theorem 3.49] and [Hoy13, Lemma 5.7], A is the algebra of all such operations
and, as an H∗∗-module,
A ∼= H∗∗⊗FpAtop,
where Atop is the topological mod-p Steenrod algebra. Thus, as H
∗∗-modules,
A ∼= H∗∗⊗FpRP ⊗Fp ΛFp(Q0, Q1, · · · ),
where RP is the Fp-module generated by certain products of reduced powers P i :
H∗∗(−)→ H∗+2i(p−1),∗+i(p−1)(−), i ≥ 0, and ΛFp(Q0, Q1, · · · ) denotes the exterior alge-
bra over Fp generated by Qi : H∗∗(−) → H∗+2p
i−1,∗+pi−1, i ≥ 0, as defined in [Voe03b,
Section 13]. See also [Bor03, Corollaries 3 and 4] or [Yag05, Equation (2.18)].
Borghesi [Bor03, Theorem 12] computes the cohomology of the motivic connective
Morava K-theory spectrum, which can be expressed by the same formula as in topology.
Proposition 8.2.1.
H∗∗(Ak(s)) = A/AQs = H
∗∗⊗RP ⊗ ΛFp(Q0, · · · , Qs−1, Qs+1, · · · ).
If X is a finite cell spectrum such that H∗∗(X) is free over H∗∗, we can apply the
Ku¨nneth theorem to Ak(s) ∧X.
Corollary 8.2.2. Let X ∈ SH(k)fin with H∗∗(X) free over H∗∗. Then
H∗∗(Ak(s) ∧X) = A/AQs ⊗H∗∗ H
∗∗(X).
Writing Λ(Qs) for the exterior algebra over H
∗∗ generated by Qs, we have A =
A/AQs ⊗H∗∗ Λ(Qs). Any resolution of H
∗∗X by projective Λ(Qs)-modules Pi yields a
resolution A/AQs⊗H∗∗ Pi of A/AQs⊗H∗∗ H
∗∗X by projective A-modules. This implies
the following change of rings isomorphism.
Corollary 8.2.3. For any finite cell spectrum X with H∗∗(X) free over H∗∗, we have
ExtA(H
∗∗(Ak(s) ∧X),H∗∗) ∼= ExtΛ(Qs)(H
∗∗(X),H∗∗).
This isomorphism will later be applied to the motivic Adams spectral sequence for
Ak(s)∗∗(X).
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8.3 The motivic Adams spectral sequence
Recall the notation H = HZ/p. Let k ⊆ C.
Our aim in this section is to show the existence and convergence of the following
Adams spectral sequence:
Es,t,u2 = Ext
s,t,u
A (H
∗∗(Ak(s) ∧X),H∗∗)⇒ Ak(s)∗∗(X)
for finite cell spectra X ∈ SH(k)fin (see Definition 5.2.1), with H∗∗X free over H∗∗.
Motivic Adams spectral sequences were first described in [Mor99]. [HKO11, Corollary
3] shows that over fields of characteristic 0, the Adams spectral sequence for a motivic
cell spectrum X of finite type converges to the homotopy groups of the completion
X∧p,η. In [DI10], calculations are made for the case p = 2, X = S. More details and
explanations can be found in [Sta12]. The convergence of the Adams spectral sequence
for Ak(s)∧X will follow from [HKO11]. However, we have to start again from the Adams
resolution, to get the limit term Ak(s)∗∗(X) using arguments from [Rav86, Section 2.1],
and to get a module structure on the sequence.
Definition 8.3.1. An Adams resolution (Ys, gs,Ks, fs)s≥0 for a motivic cell spectrum
Y ∈ SH(k)cell is a diagram
Y Y0
f0

Y1
f1

g0
oo Y2
f2

g2
oo · · ·g3
oo
K0 K1 K2
,
where each Ks is a wedge of suspensions of H, fs is surjective on motivic mod-p coho-
mology and Ys+1 is the fiber of fs.
Such an Adams resolution exists whenever H∗∗ Y is a free module over H∗∗ of mo-
tivically finite type [HKO11], [Sta12, Section 2.5.4]. The finite type condition is defined
in [DI10, Definition 2.12]. For our purposes, it suffices to know that, if the generators
of H∗∗ Y are located in degrees (iα, jα)α with iα bounded below and, for each α, there
are only finitely many β’s with iα = iβ and jα ≥ jβ , then H
∗∗ Y is of motivically finite
type. This holds, for example, if Y ∈ SH(k)fin.
Corollary 8.3.2. Let X be a finite cell spectrum such that H∗∗X is free over H∗∗ and
let Ak(s) be the motivic connective Morava K-theory spectrum (see Definition 6.3.1).
Then Y = Ak(s) ∧X satisfies the finite type condition as described above.
Proof. By Corollary 8.2.2, H∗∗(Y ) ∼= A/AQs⊗H∗∗H
∗∗X. The motivic Steenrod algebra
A is of motivically finite type, since, for the bidegrees (iα, jα) of its H
∗∗-generators, iα
and jα are nonnegative and there are only finitely many generators of a fixed bidegree.
The same holds for A/AQs. Furthermore, H
∗∗X is of motivically finite type, since X is
finite. It follows that the tensor product A/AQs⊗H∗∗ H
∗∗X is also of motivically finite
type.
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Corollary 8.3.3. (Convergence of the ASS)
Let k = C (or any other field satisfying the assumptions of [HKO11, Theorem 1])
and let X be a finite cell spectrum such that H∗∗(X) is a free H∗∗-module. Then the
Adams spectral sequence for Y = Ak(s) ∧X, s > 0, strongly converges to Ak(s)∗∗(X).
Proof. Since Y is of motivically finite type by the previous corollary, strong convergence
follows from [HKO11, Corollary 3]. By [HKO11, Theorem 1], the spectral sequence con-
verges to the p-completion of π∗∗Y . Since Ak(s) is a quotient of ABP/(p) by definition,
Y ∧p = Y , whence the limit term is Ak(s)∗∗(X).
Remark 8.3.4. In Corollary 8.3.3, X does not neccessarily need to be finite. All we
need to know is that Ak(s) ∧X is of motivically finite type.
In Theorem 8.4, it will be crucial that this particular spectral sequence is a spectral
sequence of (MGL(p))∗∗-modules.
Since Ak(s) is an MGL(p)-module spectrum by Remark 6.3.3(3), Ak(s)∗∗X and
H∗∗(Ak(s) ∧ X) are (MGL(p))∗∗-modules. Before we can prove compatibility of the
Adams spectral sequence with the module structure, we need to determine H∗∗Ak(s).
Borghesi [Bor03, Theorem 5 and Remark 2.2] shows:
Lemma 8.3.5.
H∗∗(MGL) ∼= H∗∗[m1,m2, · · · ] ∼= H∗∗⊗Fp H∗(MU,Z/p).
Since π∗∗(H ∧ MGL(p)) = π∗∗(H(p) ∧ MGL) and H(p) = H, it follows that also
H∗∗(MGL(p)) is a free H∗∗-module with basis elements mI = m
k1
i1
mk2i2 · · ·m
kt
it
. Here, mi
is defined as the Hurewicz image of ai ∈ MGL2i,i and ai is the image of a polynomial
generator of MU∗. The motivic connective Morava K-theory spectra are defined as
homotopy colimits of spectra Ei, which are defined by successively taking cofibers of
maps Σ2(i−1),i−1Ei−1
ai−1
→ Ei−1, starting from MGL(p) (see Definition 6.3.1). Passing
from H∗∗Ei−1 to H∗∗Ei, the H∗∗-basis changes but the fact that the homology is a free
H∗∗-module remains true for each i.
Corollary 8.3.6. H∗∗(Ak(s)) is a free H∗∗-module. Hence,
H∗∗(Ak(s)) ∼= HomH∗∗(H
∗∗(Ak(s)),H∗∗).
Proof. The second statement follows from Corollary 8.1.2. For the cellularity of Ak(s),
see Remark 6.3.3(1).
Proposition 8.3.7. Let k and X be as in Corollary 8.3.3. The Adams spectral sequence
for Ak(s) ∧X is a spectral sequence of (MGL(p))∗∗-modules.
Proof. We show that there is an Adams resolution by MGL(p)-modules. The con-
struction of the spectral sequence from the Adams resolution preserves such a module
structure in every step and the claim will follow.
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We use similar arguments as in Corollary 8.3.3, but starting with an Adams resolu-
tion {Xt, gt,Kt, ft} for X. Then we take the smash product of such a resolution with
Ak(s) and show that this yields an Adams resolution for Y = Ak(s) ∧X. Since Ak(s)
is an MGL(p)-module, this will be a resolution by MGL(p)-modules. By definition, ft
is surjective on cohomology, which is equivalent to gt inducing zero in cohomology. It
follows that Ak(s) ∧ gt induces zero in cohomology, hence, Ak(s) ∧ ft is surjective on
cohomology by the long exact fiber sequence.
It remains to show that Ak(s) ∧ Kt is a wedge of suspensions of H. Consider one
wedge summand H of Kt. By Corollary 8.3.6, π∗∗(Ak(s) ∧ H) is free over π∗∗(H).
Furthermore, Ak(s)∧H is a cellular H-module. Therefore, [Hoy13, Lemma 5.3] implies
that Ak(s) ∧H is split, that is, Ak(s) ∧H ∼=
∨
Σ∗∗H, as we wanted to show.
8.4 Vanishing criterion for motivic Morava K-theory
Now we can prove the following motivic version of the vanishing result [Mit85, Theorem
4.8].
Theorem 8.4.1. (Vanishing criterion)
Let p be any prime, s > 0 and k be as in Corollary 8.3.3. Let X ∈ SH(k)fin be a
finite motivic cell spectrum such that H∗∗X is free over Λ(Qs) (the exterior algebra over
H∗∗) as a module over the Steenrod algebra. Then
AK(s)∗∗X = 0.
Proof. With the preparations made so far, the rest of the proof is exactly as in [Mit85,
Theorem 4.8]. Since AK(s) = v−1s Ak(s), it suffices to show that Ak(s)∗∗X is vs-torsion.
We apply the change of rings isomorphism, Corollary 8.2.3, to the Adams spectral
sequence for Ak(s) ∧X and get:
E2 ∼= ExtΛ(Qs)(H
∗∗X,H∗∗)⇒ Ak(s)∗∗X.
By the assumption on X, this collapses to HomΛ(Qs)(H
∗∗X,H∗∗) ∼= Ak(s)∗∗X, and,
by the previous proposition, this is an isomorphism of (MGL(p))∗∗-modules. Since
(MGL(p))∗∗ acts trivially on the left hand side of this isomorphism, vs acts trivially on
Ak(s)∗∗X, too. Hence, AK(s)∗∗X = 0.
8.5 Construction of an X such that H∗∗X is free over Λ(Qs)
In this section, we assume k = C because we will work explicitly with H∗∗ ∼= Fp[τ ],
deg(τ) = (0, 1) (see Lemma 6.3.6). The construction of a spectrumX with the properties
required in the previous theorem can be done similarly as in [Rav92, Appendix C]. That
is, one starts with a so-called weakly type n spectrum (n > s) and then uses a particular
idempotent to split off a (strongly) type n spectrum of a certain smash power of it.
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8.5.1 Idempotents for free H∗∗-modules
For V ∗∗ an Adams graded graded abelian group (i.e., V ∗∗ has a sign rule in the first
grading but not in the second one, see e.g. [NSØ09, Section 3]) which is a free H∗∗-
module, let V + =
⊕
p even
V p,q and V − =
⊕
p odd
V p,q be the even and odd dimensional
parts of V . That is, commuting with an element of V + does not change the sign but
commuting two elements of V − does. For a vector space V ∗ over Fp, Ravenel defines
a number kV and an idempotent eV ∈ Z(p)[ΣkV ], which only depend on dimFp V
+ and
dimFp V
− [Rav92, Appendix C.2]. The analogous definition can be formulated using
dimH∗∗ V
+ and dimH∗∗ V
− for our bigraded H∗∗-modules. The symmetric group ΣkV
acts on V ⊗kV by permuting the factors. As V is an Fp-module, this induces an action
of Z(p)[ΣkV ] on V
⊗kV . For our purposes, it will not be important to know the precise
definitions of kV and eV . We just need to know that they are defined in such a way that
the following analogue of [Rav92, Theorem C.2.1] holds.
Proposition 8.5.1. Let kV and eV ∈ Z(p)[ΣkV ] be the number and idempotent defined
in [Rav92, Appendix C.2] and let W = V ⊗kV . Then eVW 6= 0. If U ⊂ V has dimU
+ ≤
dimV + − 1 or dimU− ≤ dimV − − (p − 1), then eV U
⊗kV = 0. Here, dim denotes the
H∗∗-dimension and ⊗ denotes the tensor product over H∗∗.
Proof. The proof of [Rav92, Theorem C.2.1] applies to our setting without changes.
We will need the following Lemma.
Lemma 8.5.2. Let M be a module over Fp[τ,Q]/Q2 which is free as a module over
Fp[τ ] and free as a module over Fp[Q]/Q2. Then M is a free Fp[τ,Q]/Q2-module.
Proof. Let {mi}i∈I be a basis of M over Fp[τ ] and {nj}j∈J a basis over Fp[Q]/Q2. Then
M is a free Fp-module with bases {τkmi}i∈I,k∈N and {nj , Qnj}j∈J . As an Fp[Q]/Q2-
module, M decomposes as M ∼= M ′ ⊕ QM ′ with M ′ ∼= QM ′ ∼= QM as Fp-modules.
Hence, the elements mi can be written as mi = ai +Qbi with ai, bi ∈M
′. For any i ∈ I
such that both ai and bi are nonzero, we replace the basis elementmi by the two elements
ai and Qbi. Then we still have a set of generators for M over Fp[τ ], which can be turned
into a basis by removing elements. Hence, we can assume that all mi are of the form
mi = ai or mi = Qbi. Let I
′ = {i ∈ I | mi = ai ∈ M
′}. Then M ′ ∼= Fp{τkai}i∈I′,τ∈N as
an Fp-module. Hence, QM ′ ∼= Fp{Qτkai}i∈I′,τ∈N and M ∼= Fp{τkai, Qτkai}. It follows
that {ai}i∈I′ is a basis of M as a free Fp[τ,Q]/Q2-module.
Theorem C.2.2 of [Rav92] explains how to split off a free module over the exterior
Fp-algebra generated by Qs from a module with nontrivial Qs-action. In our setting,
this also works for the exterior H∗∗-algebra Λ(Qs).
Proposition 8.5.3. Let V = U ⊕F be a splitting of Λ(Qs)-modules which are free over
H∗∗, and F 6= 0 be free over Λ(Qs). Then eV V
⊗kV is a free Λ(Qs)-module.
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Proof. We write the tensor product as V ⊗kV = U⊗kV ⊕F ′, where F ′ =
⊕
a+b=kV
b≥1
U⊗a⊗F⊗b.
By the proof of [Rav92, Theorem C.2.2], F ′ is free over the Hopf algebra Fp[Qs]/Q2s,
which we abbreviate by E. Let us give the reason for this statement. We show that if
the E-module U has basis {ui}I over Fp and F has basis {fj}J over E, then U ⊗Fp F
has Fp-basis {ui ⊗ fj, Qs(ui ⊗ fj)}I,J and hence is a free module over E. The module
structure of U ⊗ F is defined by Qs(u ⊗ f) = Qsu ⊗ f + u ⊗ Qsf . Since {fj, Qsfj}J
defines an Fp-basis of F , an Fp-basis of U ⊗ F can be given by {ui ⊗ fj, ui ⊗Qsfj}. In
the formula Qs(ui⊗ fj) = Qsui⊗ fj +ui⊗Qsfj, Qsui = Σrkuk can be expressed by the
basis elements of U , hence Qsui ⊗ fj ∈ Fp{uk ⊗ fj} and the basis elements ui ⊗ Qsfj
of U ⊗ F can be replaced by Qs(ui ⊗ fj). We obtain U ⊗ F = Fp{ui ⊗ fj, Qs(ui ⊗ fj)}.
Inductively, it follows that all mixed summands U⊗a ⊗ F⊗b in V ⊗kV are free and hence
F ′ is free over E.
The analogue holds if we consider U and F as free modules over Fp[τ ] instead of Fp
and use ⊗Fp[τ ]. It follows that F
′ is free over Λ(Qs). The direct summands are invariant
under the ΣkV -action. Hence, we have a short exact sequence
0→ eV U
⊗kV → eV V
⊗kV → eV F
′ → 0.
Since deg(Qs) = (2p
i − 1, pi − 1), multiplication by Qs sends V
+ to V − and vice versa.
It follows that dimF+ > 0 (and dimF− > 0) and, hence, dimU+ < dimV +. By the
previous proposition, this implies eV U
⊗kV = 0. It follows that eV V
⊗kV = eV F
′. We
have to show that eV F
′ is a free Λ(Qs)-module. As a module over the exterior Fp-
algebra over Qs, this is a direct summand of a free module over a local ring. Hence,
eV F
′ is free over Fp[Qs]/(Q2s). Since eV F
′ is also a free H∗∗-module, it is free over
Λ(Qs) = Fp[τ,Qs]/Q2s by Lemma 8.5.2.
We can apply this to motivic cohomology in the following way:
Theorem 8.5.4. (Splitting off free Λ(Qs)-modules)
Let X ∈ SH(C)fin(p) be a p-local finite cell spectrum such that Qs acts nontrivially
on H∗∗(X) as an element of the Steenrod algebra. Assume that V = H∗∗(X) is a free
H∗∗-module and let Y = eV (X
∧kV ). Then H∗∗(Y ) is free over Λ(Qs).
Proof. This is analogous to a statement in [Rav92, Theorem C.3.2]. Since Qs acts non-
trivially, H∗∗(X) contains a nontrivial summand which is free over Λ(Qs). The previous
proposition yields the claim. Note that H∗∗(eVX
∧kV ) = eV H
∗∗(X)⊗kV by the Ku¨nneth
theorem (Proposition 8.1.3) and by the way Z(p)[ΣkV ] acts. The Ku¨nneth theorem also
holds for p-local finite spectra because p-localisation commutes with H∗∗(−).
Y is a retract of the p-local finite cell spectrum X∧kV , but maybe it is not finite
itself. Therefore, we need an additional argument which shows that Theorem 8.4.1 holds
for Y .
Corollary 8.5.5. For s > 0 and Y as in Theorem 8.5.4, AK(s)∗∗(Y ) = 0.
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Proof. We have to show H∗∗(Ak(s) ∧ Y ) ∼= A/AQs ⊗H∗∗ H
∗∗(Y ). Since H∗∗ Y ∼=
eV H
∗∗(X)⊗kV , Y is of motivically finite type. Remark 8.3.4 applies and the claim
follows as in the proof of Theorem 8.4.1. The left hand side of the claimed isomorphism
can be rewritten as
H∗∗(Ak(s) ∧ eVX
∧kV ) ∼= H∗∗((1 ∧ eV )(Ak(s) ∧X
∧kV )) ∼= (1⊗ eV )H
∗∗(Ak(s) ∧X∧kV ).
Now we can apply the Ku¨nneth isomorphism and get (1⊗eV )(A/AQs⊗H∗∗H
∗∗(X)∧kV ).
This is isomorphic to A/AQs ⊗H∗∗ eV H
∗∗(X)∧kV ∼= A/AQs ⊗H∗∗ H
∗∗(Y ), which is the
right hand side.
This result tells us that, given a nontrivial Qs-action on H
∗∗(X), X ∈ SH(C)fin(p) , we
can construct a spectrum Y for which AK(s)∗∗(Y ) = 0. So, let’s construct such an X.
8.5.2 A finite cell spectrum with nontrivial Qs-action and trivial Qn-
action
Let k = C. We combine ideas of Ravenel [Rav92] with computations by Voevodsky
[Voe03b]. In [Rav92, Lemma 6.2.6], the given example of a spectrum with nontrivial
Qtops -action, s < n, and trivial Q
top
n -action on H
∗(X) is X = (BZ/p)2p
n
2 , that is, the
suspension spectrum of the 2pn-skeleton of the classifying space BZ/p modulo its 1-
skeleton. Cutting off higher dimensional cells leads to a trivial Qtopn -action, which is
needed for nontrivial n-th Morava K-theory. In [Voe03b, Section 6], the algebraic ana-
logue to BZ/p is defined as Bµp = colimn V˜n/µp, where V˜n = An \ {0} (see the proof of
[Voe03b, Lemma 6.3]) and µp acts by multiplication with a p-th root of unity in each of
the n coordinates. Under R = RC, this action realises to the Z/p-action on S2n−1 ⊂ Cn
rotating each C factor by a p-th root of unity.
Lemma 8.5.6.
R(V˜n/µp) ∼= S
2n−1/(Z/p)
is the (2n−1)-skeleton of BZ/p in the CW-structure having one cell in each dimension.
Proof. BZ/p is the infinite dimensional lens space, as studied for example in [Hat01,
Example 2.43]. There, it is explained that the (2n−1)-skeleton is precisely the (2n−1)-
dimensional lens space, which is defined as the orbit space S2n−1/(Z/p).
By [Hat01, Example 2.43, page 146], the attaching map of the 2k-cell of BZ/p is the
quotient map S2k−1 → S2k−1/(Z/p). We define Vn ∈ SH(C) to be the cofiber of the
quotient map of suspension spectra V˜pn → V˜pn/µp, so that the following lemma holds.
Lemma 8.5.7.
R(Vn) = (BZ/p)
2pn .
Let B be the cofiber of the composite map V˜1/µp → V˜pn/µp → Vn. Then B is a finite
cell spectrum and satisfies the following corollary.
71
CHAPTER 8. MOTIVIC TYPE-N SPECTRA
Corollary 8.5.8.
R(B) = (BZ/p)2p
n
2 .
The following is a special case of [Voe03b, Proposition 6.10] (as explained on [Voe03b,
page 20]).
Proposition 8.5.9. H∗∗(Bµp) is a free H
∗∗-module with basis {vi, uvi | i ≥ 0}, where
v ∈ H2,1(Bµp) and u ∈ H
1,1(Bµp).
From this, it follows for dimensional reasons:
Proposition 8.5.10. The cohomology H∗∗ B is the free H∗∗-module with basis {vi | 1 ≤
i ≤ pn} ∪ {uvi | 1 ≤ i ≤ pn − 1}.
Furthermore, Voevodsky shows [Voe03b, Lemmas 11.2 and 11.3]:
Lemma 8.5.11. On
H∗∗(Bµp)/H
∗,>0H∗∗(Bµp) ∼= Fp[u, v]/(u
2 = 0),
A/(H∗,>0A) acts by β(u) = v, P i(u) = 0 for i > 0, β(vk) = 0 and P i(vk) =
(k
i
)
vk+i(p−1).
Over C, the action of Qi can be defined by Q0 = β and Qi+1 = P p
i
Qi − QiP
pi
[Voe96, Proposition 3.1]. From this, we can inductively compute the action of Qs on
uvk ∈ H∗∗(B)/H∗,>0H∗∗(B). We get Qs(uvk) = cvk+p
s
with c ≡ 1 mod p, which is
nontrivial for s < n and k < pn − ps. It follows that Qs acts nontrivially on H
∗∗(B) for
s < n.
Now we have all ingredients for the motivic type n spectrum in SH(C).
Theorem 8.5.12. (A spectrum of motivic type n)
For a fixed n > 0, let V = H∗∗(B(p)) and X = eV (B(p))
∧kV , then AK(s)∗∗(X) = 0
for all s < n and AK(n)∗∗(X) 6= 0.
Proof. For s > 0, AK(s)∗∗(X) = 0 follows from Corollary 8.5.5, whose assumptions are
satisfied by the above considerations.
For s = 0, note that AK(0) = p−1MGL(p)/(a1, a2, · · · ) by Definition 6.3.1. The
main result of [Hoy13] implies AK(0) ∼= p−1(HZ)(p). It follows that
AK(0)∗∗X ∼= π∗∗(p
−1(HZ ∧X)(p)).
But p acts trivially on V˜m/µp, which implies that X is p-torsion. Therefore, p
−1X ∼= 0
and AK(0)∗∗X = 0. It remains to show that AK(n)∗∗(X) 6= 0. This can either be
done analogously to [Mit85, Theorem 4.8], using the motivic Atiyah Hirzebruch spectral
sequence from Proposition 6.3.4, or by considering the topological realisation RC(X).
In Section 8.6, we show that R(X) is of type n. It follows that X ∈ R−1(Cn \ Cn+1).
In particular, X 6∈ R−1(Cn+1). By Proposition 6.3.8, CAK(n) ⊆ R
−1(Cn+1). This proves
X 6∈ CAK(n).
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Remark 8.5.13. The spectrum X is a retract of the p-local finite cell spectrum B∧kV(p)
and it follows by Remark 5.2.4(1) that X is compact, i.e., X ∈ (SH(C)f )(p).
Remark 8.5.14. X = eV (B(p))
∧kV is an example of a motivic spectrum with vanishing
Margolis homology groups MHp,qs (X) for all s < n, p, q ∈ Z, as defined in [Voe03a,
Section 3]: we have shown that H∗∗(X) is free over Λ(Qs), which implies that kerQs =
imQs for Qs : H
∗∗(X)→ H∗∗(X).
8.6 The type of the realisation R(X)
Let k = C and B = (BZ/p)2p
n
2 . We already know that for R : SH(C)→ SH, R(B) = B.
Since R preserves ∧-products, it follows
R(X) = R(eV (B(p))
∧kV ) = eV R((B(p)))
∧kV = eV (B(p))
∧kV .
The Fp-vector space H∗(B(p)) is generated by similar elements as the Fp[τ ]-vector space
V = H∗∗(B(p)) (compare Proposition 8.5.10 with [Rav92, Lemma 6.2.6]). In particular,
dimFp(H
∗(B(p)))
+ = dimH∗∗ V
+ and dimFp(H
∗(B(p)))
− = dimH∗∗ V
−. It follows that
R(X) is the type-n spectrum defined in [Rav92, Theorem C.3.2].
8.7 The constant type-n spectrum
In this section, let k = C and let Xn = eVB∧kV be the type-n spectrum defined by
Ravenel. We want to determine the motivic type of cXn, where c : SH → SH(C)
as in Chapter 4. Xn is constructed via an idempotent from the finite cell spectrum
B = BZ/p2p
n
2 [Rav92, Lemma 6.2.6]. First, we calculate H
∗∗(cB).
Proposition 8.7.1. Let X = Σ∞Y be the suspension spectrum of a finite CW complex.
Then H∗∗(cX) ∼= H∗(X)[τ ] as Fp-modules, where a generator in degree i from the right
hand side maps to bidegree (i, 0) on the left hand side.
Proof. For any F ∈ SH(C), we have H∗∗(F ) ∼= H∗+n,∗(F ∧ Sns ). For F = S
0, we get
H∗∗(Sns )
∼= H∗−n,∗(S0) ∼= H∗−n,∗ ∼= H∗(Sn)[τ ]. Now let (Y k)k be a CW decomposition
of Y , that is, Σ∞Y k is the cofiber of some Σ∞αk : S
nk → Σ∞Y k−1. We write Xk
for Σ∞Y k. Since c preserves cofiber sequences, we get a cofiber sequence of suspension
spectra Snks
cα
→ cXk−1 → cXk. It induces a long exact sequence
· · · → H∗−1,∗(cXk−1)
(cα)∗
→ H∗−1,∗(Snks )→ H
∗∗(cXk)→ H∗∗(cXk−1)
(cα)∗
→ H∗∗(Snks )→ · · ·
We assume inductively that Hi,j(cXk−1) ∼= Hi(Xk−1){τ j}. let xτ j ∈ Hi,j(cXk−1). Since
R(τ) = 1 and R(cα) = α, we have
R((cα)∗(xτ j)) = α∗(R(xτ j)) = α∗(x).
The only element in Hi,j(Snks ) which is mapped to α
∗(x) by R is α∗(x)τ j . This proves
(cα)∗ ∼= α∗[τ ]. By the five lemma, it follows that the map H∗∗(cXk)→ H∗(Xk)[τ ], given
by sending x ∈ Hi,j(cXk) to R(x)τ j , is an isomorphism and, inductively, H∗∗(cX) ∼=
H∗(X)[τ ].
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Corollary 8.7.2. As Fp-modules,
H∗∗(cB) ∼= H∗(B)[τ ] ∼= H∗∗{xk | 1 ≤ k ≤ pn} ∪ {yxk | 1 ≤ k ≤ pn − 1},
with deg(x) = (2, 0) and deg(y) = (1, 0).
Proof. The cohomology of B is described in the proof of [Rav92, Lemma 6.2.6]. We only
have to add the polynomial generator τ ∈ H∗∗.
For X = cY , Y a finite CW spectrum, Proposition 6.3.4 implies the convergence of
the motivic Atiyah Hirzebruch spectral sequence,
Ep,q,t2 = H
p+2t,q+t(X) ⊗K(n)t ⇒ AK(n)
p,q(X).
By Remark 6.3.5(1), the realisation functor R maps this spectral sequence to the topo-
logical Atiyah Hirzebruch spectral sequence:
Ep,q,tr
R

dr // Ep−2r+1,q−r,t+2rr
R

F p,tr
d′r
// F p−2r+1,t+2rr ,
where (Ep,q,tr , dr) is the spectral sequence mentioned above and (F
p,t
r , d′r) is the Atiyah
Hirzebruch spectral sequence (see, e.g., [Rav92, Theorem A.3.7])
F p,t2 = H
p+2t(R(X)) ⊗K(n)t ⇒ K(n)
p(R(X)).
Note that there is no differential in between d′r and d
′
r+1, since K(n)∗ is concentrated
in even degrees.
Now let r be small enough, so that Er and Fr are still equal to the 2-pages. Using
Proposition 8.7.1, the above square is
Hp+2t(R(X)) · τ q+t ⊗K(n)t
R

dr // Hp+2t+2r+1(R(X)) · τ q+t+r ⊗K(n)t+2r
R

Hp+2t(R(X)) ⊗K(n)t
d′r
// Hp+2t+2r+1(R(X)) ⊗K(n)t+2r.
Since R(τ) = 1, the vertical maps are isomorphisms. Hence, for this X, dr is completely
determined by d′r through dr = d
′
r · τ
r. Taking homology, it follows by induction that
Ep,q,tr = F
p,t
r · τ q for all r < ∞. Hence, this also holds for r = ∞. Since both spectral
sequences are strongly convergent, we get:
Proposition 8.7.3. Let Y be a finite CW spectrum. Then
AK(n)∗∗(c(Y )) = 0⇔ K(n)∗(Y ) = 0.
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We have proven:
Theorem 8.7.4. (Constant type-n spectra have motivic type n)
The spectrum cXn, where Xn denotes Ravenel’s type-n spectrum (or any other p-local
finite type-n spectrum), has motivic type n.
This and the previous sections can be summarised by:
Corollary 8.7.5. Let X = cXn or X = Xn, where Xn = eV (B(p))
∧kV . Then
thickid(X) ⊆ CAK(n−1) ⊆ R
−1(Cn)
is a chain of thick ideals in (SH(C)f )(p), and thickid(X) * R
−1(Cn+1).
Recall that we derived the second of the above inclusions in Proposition 6.3.8.
As cK(n) is another motivic model for Morava K-theory (see Section 6.3.2), we can
likewise ask the question, whether also thickid(X) ⊆ CcK(n−1). Let us first consider cXn.
Proposition 8.7.6. cK(s) ∧ c(Xn) ∼= 0 if and only if s < n. Hence,
thickid(cXn) ⊆ CcK(n−1) ⊆ R
−1(Cn)
in (SH(C)f )(p). Furthermore, thickid(cXn) 6⊆ R
−1(Cn+1).
Proof. We have c(K(s) ∧ Xn) ∼= 0 if and only if Xn is in Cs+1, since c is fully faithful
by [Lev14, Theorem 1]. Since Xn ∈ Cn \ Cn+1, the first claim follows. The second claim
holds because R(cXn) = Xn.
For Xn, we know so far:
Lemma 8.7.7. If s ≥ n, then cK(s) ∧ Xn 6∼= 0.
Proof. Assume cK(s) ∧ Xn ∼= 0. Then R(cK(s) ∧ Xn) ∼= K(s) ∧Xn ∼= 0 and it follows
s < n.
For now, the question whether cK(s) ∧Xn ∼= 0 for s < n remains open. If it is true,
then thickid(Xn) ⊆ CcK(n−1) ⊆ R
−1(Cn). If it is not true, then thickid(Xn) * CcK(n−1)
and in particular Xn /∈ thickid(cXn) and thickid(Xn) 6= thickid(cXn).
Summary.
We have constructed two different lifts of a topological type-n spectrum to the mo-
tivic category (SH(C)f )(p), one of them is in c(SH
fin
(p) ) and the other one is not. These
are candidates for generators of different thick sub-ideals of R−1(Cn) inside (SH(C)f )(p).
We proved that both spectra have motivic type n, meaning that the thick ideals gener-
ated by them cannot be distinguished using motivic Morava K-theories AK(s). It is an
open question, whether these ideals are equal or whether they can be distinguished by
some other motivic model for Morava K-theory or any other method.
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Bousfield classes
So far, we have seen that the thick ideals R−1k Cn form a descending chain and that
CAK(n−1) is a thick ideal contained in R
−1
k Cn. However, we have not seen that the thick
ideals CAK(n) form a descending chain themselves. The aim of this chapter is to prove
this, at least for k = C and finite cell spectra. That is, we prove that AK(n)∗∗X = 0
implies AK(n− 1)∗∗X = 0 for X ∈ SH(C)fin, where n ≥ 1 and p > 2 (Theorem 9.6.4).
As is done in topology [Rav84, Theorem 2.11], we will work in terms of Bousfield classes
(Definition 9.0.1).
We proceed as follows. In the first two sections, k can be any subfield of C. In
Section 9.1, we show that vn-torsion is also vn−1-torsion (Theorem 9.1.1). Then we show
that some basic results on Bousfield classes also apply to the motivic setting (Lemma
9.2.2). In Section 9.3, we construct a product on AP (n). Here, we need to know that
AP (n)∗∗ vanishes in certain degrees, which we do if we assume k = C, p > 2 and n > 0.
We continue by showing that, for p > 2 and n > 0, 〈AK(n)〉 = 〈AB(n)〉 in SH(C)
(Corollary 9.4.18), passing from AK(n) to the cohomology theory AB(n) = v−1n AP (n),
which is slightly easier to understand. On the way, we need to compute a couple of
things like AP (m)∗∗AP (n), to construct stable operations AP (n)∗∗(−) → AP (n)∗∗(−)
(Theorem 9.4.12). Here, the assumption k = C is also helpful, as we make explicit use
of the formula AP (n)∗∗ ∼= P (n)∗[τ ] (Lemma 6.3.7). An application of all these results
is Theorem 9.5.1, where, for p > 2 and k = C, we prove
〈AE(n)〉 =
∨
0≤i≤n
〈AK(i)〉.
For the definitions of AK(n), AB(n), AP (n) and AE(n), see Definition 6.3.1.
Let’s start with a definition of Bousfield classes.
Definition 9.0.1. Let k be a field and let T = SH(k), SH(k)cell or SH(k)fin. For any
E ∈ SH(k), the class of all spectra X ∈ T satisfying E∗∗X 6= 0 is denoted by 〈E〉. We
write 〈E〉 ≤ 〈F 〉 if 〈E〉 is a subclass of 〈F 〉. Meet and join of Bousfield classes are given
by 〈E〉 ∧ 〈F 〉 = 〈E ∧ F 〉 and 〈E〉 ∨ 〈F 〉 = 〈E ∨ F 〉 [Rav84, Definition 1.20].
Remark 9.0.2. In [Rav84, Definition 1.19], 〈E〉 is defined to be the equivalence class of
all F such that, for all X, E∗X = 0 if and only if F∗X = 0. Thus, 〈E〉 is determined by
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the collection of all X such that E∗X 6= 0, as in the definition above. For T = SH(k)
cell
or SH(k)fin and E ∈ SH(k)cell, 〈E〉 = {X ∈ T | E∧X 6∼= 0} = CE by Proposition 6.2.2.
9.1 vn-Torsion
In this section, we work in the category SH(k), k ⊆ C. We prove the following theorem,
refining [JY80, Theorem 0.1].
Theorem 9.1.1. Any vn-torsion element in an ABP∗∗ABP -comodule is also a vn−1-
torsion element.
Recall that BP∗BP ∼= BP∗{t
E
top}, where E = (e1, e2, · · · ) runs over all finite se-
quences of non-negative integers and deg(tEtop) =
∑
ei(2p
i − 2), as is shown in [Ada74,
Theorem II.16.1(ii)].
From [Vez01, Definition 5.3], we know that ABP is a commutative ring spectrum.
It follows that ABP∗∗ABP is an ABP∗∗-module. We describe its structure:
Lemma 9.1.2. (1) As a left ABP∗∗-module,
ABP∗∗ABP ∼= ABP∗∗{t
E},
where E runs over all finite sequences of non-negative integers,
deg
(
t(e1,e2,··· )
)
=
(∑
i
ei(2p
i − 2),
∑
i
ei(p
i − 1)
)
,
and Rk(t
E) = tEtop Consequently, as a right ABP∗∗-module,
ABP∗∗ABP ∼= ABP∗∗{c(t
E)},
where c : ABP∗∗ABP → ABP∗∗ABP is the conjugation, induced by the twist map
ABP ∧ABP → ABP ∧ABP .
(2) As a left ABP ∗∗-module,
ABP ∗∗ABP ∼= ABP ∗∗[[sE]],
which is the completion of ABP ∗∗{sE} under infinite sums. Here, deg(sE) =
deg(tE) and the sE are the dual basis elements to tE.
In particular, ABP∗∗ABP is a flat ABP∗∗-module.
Proof. By Remark 6.3.3(4), [NSØ09, Proposition 9.1.(i)] applies to ABP , so we have
ABP∗∗ABP ∼= ABP∗∗⊗BP∗BP∗BP . Since BP∗BP
∼= BP∗{t
E
top}, the first claim follows.
As BP∗BP is projective over BP∗, [NSØ09, Proposition 9.7(i)] implies ABP
∗∗ABP ∼=
HomBP∗(BP∗BP,ABP∗∗). Since the analogue holds for BP
∗BP , this is the same as
ABP ∗∗ ⊗BP ∗ BP
∗BP , which is ABP ∗∗[[sE ]] by [JY80, Lemma 5.12].
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For any finite motivic cell spectrum X, the morphism
m∗ : ABP∗∗(ABP )⊗ABP∗∗ ABP∗∗(X)→ ABP∗∗(ABP ∧X)
induced by the ABP -module structure of ABP ∧X is an isomorphism: this holds for
X = S0, since ABP∗∗ABP is free over ABP∗∗ and, hence, for any finite X by cellular
induction via the five lemma, see also [Ada69, Lecture 3, Lemma 1]. More precisely,
one has to check that a cofiber sequence X → Y → Z induces a long exact sequence
on both ends of m∗. On the right hand side, this is the long exact ABP∗∗-sequence
induced by ABP ∧ X → ABP ∧ Y → ABP ∧ Z and on the left hand side, we get a
long exact ABP∗∗-sequence tensored over the field Fp with Fp{tE}, which is still exact.
Actually, the above map is an isomorphism for any motivic spectrum X by [NSØ09,
Lemma 5.1(i)].
This can be used to define elementary ABP -operations as in [JY80, Section 1]:
Definition 9.1.3. Let
ψX : ABP∗∗X → ABP∗∗ABP ⊗ABP∗∗ ABP∗∗X
be the map induced by 1∧ i∧1 : ABP ∧S0∧X → ABP ∧ABP ∧X (where i is the unit
of the ring spectrum ABP ) followed by (m∗)
−1. Then the elementary ABP -operation
sE : ABP∗∗X → ABP∗∗X is defined by
ψX(x) =
∑
E
c(tE)⊗ sE(x).
The sE ∈ ABP ∗∗ABP from the above lemma are special cases of these operations
(see [JY80, Lemma 5.12]). The ABP -operations satisfy a Cartan formula similar to
[JY80, Formula (1.7)]:
Lemma 9.1.4. If y ∈ ABP∗∗ and x ∈ ABP∗∗X, then
sE(yx) =
∑
F+G=E
sF (y)sG(x).
Proof. We have to show that
ψX(yx) =
∑
E
(
c(tE)⊗
∑
F+G=E
sF (y)sG(x)
)
.
Since ψX is a map of ABP∗∗-modules, ψX(yx) = ψS0(y)ψX(x), which is equal to∑
E
∑
F+G=E(c(t
F )c(tG)⊗sF (y)sG(x)). As F and G are exponent sequences, t
F tG = tE
and it follows that ψX(yx) =
∑
E(c(t
E)⊗
∑
F+G=E sF (y)sG(x)).
The next lemma compares the Hopf algebroid structures of (BP∗, BP∗BP ) and
(ABP∗∗, ABP∗∗ABP ) and is closely related to [NSØ09, Section 5].
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Lemma 9.1.5. (ABP∗∗, ABP∗∗ABP ) is a flat Hopf algebroid, and there is a map of
Hopf algebroids (BP∗, BP∗BP )→ (ABP∗∗, ABP∗∗ABP ) such that the following hold:
(1) BP∗ → ABP∗∗ is the inclusion into
⊕
i
ABP(2i,i), mapping v
top
i to vi.
(2) BP∗BP → ABP∗∗ABP is the map BP∗{t
E
top} → ABP∗∗{t
E} given by (1) on BP∗
and mapping tEtop to t
E.
(3) The map ψ = ψS0 from Definition 9.1.3 is the coaction map of ABP∗∗ as a left
(ABP∗∗, ABP∗∗ABP )-comodule and, similarly, for the map ψ
top from [JY80]. Fur-
thermore, the map of Hopf algebroids preserves the comodule structure in the sense
that
BP∗

ψtop // BP∗BP ⊗BP∗ BP∗

ABP∗∗
ψ // ABP∗∗ABP ⊗ABP∗∗ ABP∗∗
commutes.
Proof. In [NSØ09, Corollary 5.2(i)], it is shown that (E∗∗, E∗∗E) is a flat Hopf algebroid
whenever E is a cellular ring spectrum and E∗∗E is a flat E∗∗-module. This is the
case for E = ABP by Remark 6.3.3 and Lemma 9.1.2(1). Furthermore, an orientation
on E induces a map of Hopf algebriods (MU∗,MU∗MU) → (E∗∗, E∗∗E) by [NSØ09,
Corollary 6.7], where MU∗ → E∗∗ is the map classifying the formal group law (FGL)
given by the orientation on E and MU∗MU → E∗∗E classifies the strict isomorphism
of formal group laws induced on E ∧ E by the left and right units E → E ∧ E.
If the FGL associated with the orientation of E is p-typical, the map of Hopf al-
gebroids factors through (BP∗, BP∗BP ) because BP∗ and BP∗BP classify p-typical
group laws and strict isomorphisms of p-typical group laws, respectively (see [Rav86,
Appendix 2]). Recall that ABP is oriented by MU∗ →MGL∗∗ → ABP∗∗ and its FGL
is p-typical because this factors as MU∗ → BP∗ → ABP∗∗ by the construction of ABP ,
where the latter map is as claimed in (1). Hence, we get a map of Hopf algebroids
(BP∗, BP∗BP )→ (ABP∗∗, ABP∗∗ABP ) satisfying (1).
Before we pove (2), we will show the analogous statement for MGL. By [NSØ09,
Corollary 6.7], as above, there is a map of Hopf algebroids
(MU∗,MU∗MU)→ (MGL∗∗,MGL∗∗MGL),
determined by the complex orientation on MGL. Let x be the orientation on MGL ∧
MGL induced by the left unitMGL→MGL∧MGL and x′ be the orientation induced
by the right unit. By [NSØ09, Lemma 6.4.(ii)], x′ =
∑
i≥0
bix
i+1. The orientations x and
x′ correspond to formal group laws FL and FR and the formula implies that the bi are
the coefficients of the power series of the strict isomorphism ϕ between FL and FR (as
in the proof of [Rav86, Theorem 4.1.11]). The same formula holds for the orientations
on MU ∧MU by [Rav86, Lemma 4.1.8] and the strict isomorphism between the FGLs
F topL and F
top
R therefore has coefficients b
top
i . By definition, bi is the image of b
top
i
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underMU∗[b
top
i ]
∼=MU∗MU →MGL∗∗⊗MU∗MU∗MU
∼=MGL∗∗MGL, as in [NSØ09,
Lemma 6.4.(i)].
MU∗MU classifies strict isomorphisms F
f
→ G of FGLs in the following way:
MU∗MU ∼= MU∗[b
top
i ], where MU∗ classifies F , f is given by a power series in b
top
i
and G is determined by F and f .
In our setting, the map MU∗MU → MGL∗∗MGL is the map corresponding to the
strict isomorphism FL
ϕ
→ FR. Furthermore, FL is the FGL associated with the orienta-
tion of MGL∗∗MGL given by MU∗ →MGL∗∗ →MGL∗∗[bi] ∼=MGL∗∗MGL (because
the isomorphism herein is an isomorphism of left MGL∗∗-modules), and, similarly, F
top
L
is the FGL associated with the orientation MU∗ →MU∗[b
top
i ]
∼=MU∗MU . This implies
that the following square commutes, where the left horizontal maps are the obvious
inclusions, and the vertical maps are the maps from [NSØ09, Corollary 6.7].
MU∗

//MU∗[b
top
i ]
∼= //MU∗MU

MGL∗∗ //MGL∗∗[bi]
∼= //MGL∗∗MGL.
In terms of group laws, the right hand map sends ϕtop to ϕ. Since these are the power
series described above, btopi is sent to bi. This proves the MGL-version of (2).
For the ABP -version, one has to show that the following diagram commutes, where
the right map is the Hopf algebroid morphism and the left map is as described in (2).
BP∗[t
top
i ]

∼= // BP∗BP

ABP∗∗[ti]
∼= // ABP∗∗ABP.
The proof is exactly the same as in the case of MGL. One simply has to replace each
FGL by the corresponding p-typical FGL.
For (3), note that, by its definition, ψ is the coaction map that comes naturally
with any flat Hopf algebroid (E∗∗, E∗∗E) (as in [NSØ09, Corollary 5.2(i)]), meaning in
particular that the diagram in (3) commutes.
Definition 9.1.6. For an exponent sequence E = (e1, e2, · · · ) as in Lemma 9.1.2(1), we
set |E| =
∑
i ei(2p
i − 2). Let Im = (p, v1, · · · , vm−1) ⊂ ABP∗∗ be the usual prime ideal.
Corollary 9.1.7. Consider sE : ABP∗∗ → ABP∗∗ as in Definition 9.1.3 and assume
that |E| ≥ 2kps(pn − pm) for n ≥ m, s ≥ 0 and k ≥ 1. Then
sE(v
kps
n ) =
{
vkp
s
m mod Is+1m if en−m = kp
s+m and ei = 0 for i 6= n−m
0 mod Is+1m otherwise.
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Proof. By the above Lemma, the following diagram commutes:
BP∗

ψtop // BP∗BP ⊗BP∗ BP∗

ABP∗∗
ψ // ABP∗∗ABP ⊗ABP∗∗ ABP∗∗,
where the vertical arrows send vtopn to vn and t
E
top to t
E. We consider the element
(vtopn )kp
s
∈ BP∗. It is mapped horizontally to
ψtop((vtopn )
kps) =
∑
E
ctop(tEtop)⊗ s
top
E ((v
top
n )
kps).
By [JY80, Lemma 2.1], stopE ((v
top
n )kp
s
) satisfies the formula we want to prove. Since all
the elements from the topological case map to the corresponding elements in the lower
row, the formula has to hold there, too.
The rest of the proof of Theorem 9.1.1 is exactly the same as [JY80, Lemmas 2.2
and 2.3], relying mainly on the above lemma and the Cartan formula. Theorem 9.1.1
implies the following corollary. The analogous topological statement can be found in
the proof of [Rav84, Theorem 2.1(d)].
Corollary 9.1.8. Let k ⊆ C. If AE(n)∗∗X = 0, then also AE(i)∗∗X = 0 for all i ≤ n.
In terms of Bousfield classes in SH(k):
〈AE(n)〉 ≥ 〈AE(i)〉 for all n ≥ i.
Proof. Since E(n) is Landweber exact (see [Lan76] or [Rav86, Section 4.2]), the ABP -
version of [NSØ09, Theorem 8.7] applies to AE(n)∗∗(X), yielding
AE(n)∗∗(X) ∼= ABP∗∗(X) ⊗BP∗ E(n)∗,
which is an ABP∗∗ABP -comodule via the map ψX from Definition 9.1.3.
As E(n) = (vtopn )−1BP/(v
top
n+1, v
top
n+2, · · · ), the condition AE(n)∗∗(X) = 0 is equiv-
alent to ABP∗∗(X) ⊗BP∗ BP/(v
top
n+1, v
top
n+2, · · · ) being vn-torsion. By Theorem 9.1.1, it
follows that ABP∗∗(X) ⊗BP∗ BP/(v
top
n+1, v
top
n+2, · · · ) is vi-torsion for any i ≤ n. This im-
plies that also ABP∗∗(X)⊗BP∗ BP/(v
top
i+1, v
top
i+2, · · · ) is vi-torsion, which is equivalent to
AE(i)∗∗(X) = 0.
9.2 Properties of Bousfield classes
Ravenel has shown the following properties of Bousfield classes [Rav84, Section 1]. They
hold in any tensor triangulated category (T ,∧).
Lemma 9.2.1. (1) In an exact triangle, each Bousfield class is less or equal to the
wedge of the other two [Rav84, Proposition 1.23].
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(2) If M is a module spectrum over the ring spectrum E, then 〈M〉 ≤ 〈E〉 [Rav84,
Proposition 1.24].
(3) Let Σ be an auto-equivalence in T . If Y is the homotopy cofiber of ΣdX
f
→ X and
Xˆ = colim
f
(Σ−kdX), then 〈X〉 = 〈Xˆ〉 ∨ 〈Y 〉 [Rav84, Lemma 1.34].
Furthermore, the following relations from [Rav84, Section 2] also hold in SH(k):
Lemma 9.2.2. (1) 〈AE(n)〉 ≥ 〈AK(n)〉,
(2) 〈AE(n)〉 ∧ 〈AP (n + 1)〉 = 〈v−1n ABP 〉 ∧ 〈AP (n + 1)〉 = 〈0〉,
(3) 〈AP (n)〉 = 〈AB(n)〉 ∨ 〈AP (n + 1)〉.
Proof. Constructing AK(n) from AE(n), (1) follows from Lemma 9.2.1(1). (3) is a
direct application of Lemma 9.2.1(3) (see also [Rav84, Theorem 2.1(c)]). For the first
part of (2), note that 〈AE(n)〉 ≤ 〈v−1n ABP 〉 since AE(n) = v
−1
n ABP/(vn+1, vn+2, · · · ).
When we prove the second equation in (2), the first one will follow from this inequality
because 〈0〉 is the empty set.
It remains to show that AP (n + 1) ∧ v−1n ABP
∼= 0, as proven in the topological
setting in [Rav84, Lemma 2.3]. This spectrum is the homotopy cofiber of the map
vn ∧ 1 : AP (n) ∧ v
−1
n ABP → AP (n) ∧ v
−1
n ABP.
We claim that (vn ∧ 1)∗ = (1 ∧ vn)∗ on π∗∗(AP (n) ∧ ABP ). Since (1 ∧ vn)∗ is an
isomorphism on π∗∗(AP (n) ∧ v
−1
n ABP ), this will imply that the homotopy cofiber is
contractible.
To prove this claim, note that (vn ∧ 1)∗ and (1 ∧ vn)∗ are induced by the respective
maps on π∗∗(ABP ∧ABP ), where they are given by applying the left respectively right
unit ABP∗∗ → ABP∗∗ABP to vn. In the topological case, the left and right units
applied to vn are the same modulo In by [Ada74, II.16.1 (ii)]. By Lemma 9.1.2(1) and
the inclusion of BP∗ in ABP∗∗, this also holds motivically. Hence, (vn∧1)∗ and (1∧vn)∗
are the same modulo In. It remains to show that In ⊆ ABP∗∗ABP maps to 0 under
ABP∗∗ABP → AP (n)∗∗ABP . For n = 0, there is nothing to show. Assume that In
is mapped to zero in AP (n)∗∗ABP for some n. Consider the map AP (n)∗∗ABP
i∗→
AP (n+1)∗∗ABP induced by the map to the cofiber in AP (n)
vn→ AP (n)
i
→ AP (n+1).
The inductive assumption implies that In is still zero in AP (n+ 1)∗∗ABP . Recall that
In+1 ⊆ ABP∗∗ABP is the ideal generated by In and vn. Since i∗ ◦ (vn)∗ = 0 in the long
exact sequence
· · · → AP (n)∗∗ABP
(vn)∗
→ AP (n)∗∗ABP
i∗→ AP (n+ 1)∗∗ABP → · · · ,
i∗ maps vn = (vn)∗(1) to 0. Hence, In+1 = 0 in AP (n + 1)∗∗ABP .
9.3 The action of vi on AP (n)
In [JW75, Appendix], a geometric proof using the Baas-Sullivan construction of P (n)
shows that the action of vtopi on P (n)∗(X) is zero for any 0 ≤ i < n. A non-geometric
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proof of this result is given by [Nas95, Satz 1.3.4], which was motivated by [Wu¨r77].
Nassau’s proof can be simplified using the language of triangulated categories of modules,
which is basically done in [Elm+97, Lemma V.2.4], as well as in [Str99, Lemma 3.2].
These proofs rely on the fact that the vi are non-zero divisors of MU∗ and that BP∗
vanishes in certain degrees, which is not known in the motivic case. In the following, we
will use ideas from [Nas95] and [Elm+97] to give a proof which also works in SH(C).
The main difference is that we only know coefficients after passing to MGL(p)/(p) (see
Lemma 6.3.7), which is why we have to work with R/(x, y), while [Elm+97, Chapter V]
only works with R/x for some ring spectrum R.
In this section, we will prove that vi acts trivially on AP (n) if k = C. Furthermore,
we will show that if p is odd, then AP (n)∗∗(X) and AP (n)
∗∗(X) are AP (n)∗∗-modules
for any X ∈ SH(C).
Recall thatMGL can be constructed as an E∞-ring spectrum [Hu03, Theorem 14.2],
which is equivalent to a strictly commutative ring spectrum by the motivic version of
[Elm+97, Corollary II.3.6].
Let R ∈ SH(k) be a strictly commutative ring spectrum with multiplication m :
R∧R→ R and unit i : S0,0 → R. Let x : Sk,l → R for some k, l ∈ Z. In our application,
we will have R = MGL(p). Note that MGL(p) is the homotopy colimit of the diagram
of maps MGL
n
→MGL for all positive integers relatively prime to p (see [Hu03, end of
Section 14]). As these are maps of strictly commutative ring spectra, MGL(p) is also
a strictly commutative ring spectrum ([SS00, Theorem 4.1(3)] applied to S0,0-algebras
implies that the category of strictly commutative ring spectra is cocomplete).
Let M be an R-module with action map νM : R ∧M →M . Let
φ = νM ◦ (x ∧ 1M ) : S
k,l ∧M → R ∧M →M.
The map φ is the action of x on M .
The R-module structure on Sk,l ∧M is given by
νSk,l∧M : R ∧ S
k,l ∧M
τ∧1M−→ Sk,l ∧R ∧M
1
Sk,l
∧νM
−→ Sk,l ∧M.
Lemma 9.3.1. The map φ is an R-module map.
Proof. We have to check the commutativity of the following diagram:
R ∧ Sk,l ∧M
1∧x∧1 //
τ∧1

R ∧R ∧M
1∧νM // R ∧M
νM

Sk,l ∧R ∧M
1∧νM // Sk,l ∧M
x∧1 // R ∧M
νM //M.
In this diagram, we can replace (x ∧ 1) ◦ (1 ∧ νM ) by
Sk,l ∧R ∧M
x∧1∧1
−→ R ∧R ∧M
1∧νM−→ R ∧M
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and we can fill in a diagonal across the upper left corner,
Sk,l ∧R ∧M
(τ∧1)◦(x∧1∧1)
−→ R ∧R ∧M.
It follows that the above diagram commutes if and only if the following diagram com-
mutes:
Sk,l ∧R ∧M
x∧1∧1 //
x∧1∧1

R ∧R ∧M
τ∧1 // R ∧R ∧M
1∧νM // R ∧M
νM

R ∧R ∧M
1∧νM // R ∧M
νM //M.
Since R is commutative, we have m ◦ τ = m and, hence,
νM ◦ (m ∧ 1) ◦ (τ ∧ 1) = νM ◦ (m ∧ 1).
Since M is an R-module, this is the same as
νM ◦ (1 ∧ νM ) ◦ (τ ∧ 1) = νM ◦ (1 ∧ νM ),
proving the commutativity of the above diagram.
In the following, we denote the homotopy category of R-modules by R-Mod. A
stable model structure on R-modules is given by [SS00, Theorem 4.1] applied to the
motivic stable model structure from [Jar00], so that R-Mod is a triangulated category
(compare [NSØ09, page 554]). Since φ from above is a map of R-modules (Lemma
9.3.1), there is an exact triangle in R-Mod,
Sk,l ∧M
φ
−→M
η
−→ N
∂
−→ Sk+1,l ∧M.
The cofiber N is also denoted M/x. Application of [−, N ]R-Mod to this exact triangle
yields a long exact sequence
· · · → [S2k+1,2l ∧M,N ]R-Mod
∂∗
→ [Sk,l ∧N,N ]R- Mod
η∗
→ [Sk,l ∧M,N ]R-Mod → · · · .
Let ψ = νN ◦ (x ∧ 1N ) : S
k,l ∧ N → R ∧ N → N . This map is the action of x on
M/x, and a map of R-modules by Lemma 9.3.1. We want to show that, under certain
assumptions, ψ = 0, meaning that x acts trivially on M/x.
First, we consider
η∗ψ = ψ ◦ (1Sk,l ∧ η) : S
k,l ∧M
1∧η
−→ Sk,l ∧N
ψ
→ N.
By the definition of ψ, this is the map νN ◦(x∧1N )◦(1Sk,l ∧η) = νN ◦(1R∧η)◦(x∧1M ).
Since η is a map of R-modules, this is the same as η ◦νM ◦ (x∧1M ), which, by definition
of φ, is the map η ◦φ. By the above exact triangle, it follows that η∗ψ = η ◦ φ = 0. The
long exact sequence implies that there is a map in R-Mod,
ψ : S2k+1,2l ∧M → N,
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such that ψ = ∂∗ψ.
Now, we assume that either M = R or that M = R/y for some y ∈ R∗∗. Further-
more, we assume that π2k+1,2lN = 0.
Note that Case 1 is a special instance of Case 2 (with y = 0), so the reader may skip
the following paragraph and continue reading at Case 2. However, Case 1 is easier, for
which reason it might still be a good idea to read it, anyway.
Case 1. M = R.
We have ψ : S2k+1,2l ∧ R → N . Since R is a ring spectrum, the unit i : S0,0 → R
satisfies 1R = m ◦ (1R ∧ i) : R ∧ S
0,0 → R ∧R→ R. Hence,
ψ = ψ ◦ (1S2k+1,2l ∧m) ◦ (1S2k+1,2l∧R ∧ i).
By the definition of the R-module structure νS2k+1,2l∧R on S
2k+1,2l ∧R,
(1S2k+1,2l∧m) = νS2k+1,2l∧R◦(τ ∧1R) : S
2k+1,2l∧R∧R→ R∧S2k+1,2l∧R→ S2k+1,2l∧R.
Hence,
ψ = ψ ◦ νS2k+1,2l∧R(τ ∧ 1R)(1S2k+1,2l∧R ∧ i)
= ψ ◦ νS2k+1,2l∧R(1R ∧ 1S2k+1,2l ∧ i)(τ ∧ 1R).
Since ψ is an R-module map, ψνS2k+1,2l∧R = νN (1R ∧ ψ), and therefore
ψ = νN (1R ∧ ψ)(1R ∧ 1S2k+1,2l ∧ i)(τ ∧ 1R)
= νN (1R ∧ (ψ(1S2k+1,2l ∧ i)))(τ ∧ 1R).
Now, ψ(1S2k+1,2l ∧ i) : S
2k+1,2l ∧S0,0 → N is in π2k+1,2lN , which we assumed to be zero.
Thus, ψ = 0 and it follows that also ψ = ∂∗ψ, which is the action of x on M/x, is zero,
as we wanted to show.
Thus, we have shown:
Proposition 9.3.2. Let R ∈ SH(k) be a strictly commutative ring spectrum and x ∈
πk,lR. Assume that π2k+1,2l(R/x) = 0. Then x acts trivially on R/x, i.e., the map ψ
from above is zero. The same holds if x ∈ πkR for a strictly commutative ring spectrum
R ∈ SH such that π2k+1(R/x) = 0.
Note that part of the above argument can be formulated more generally:
Lemma 9.3.3. Let R be a (homotopy) ring spectrum, M a left R-module, and πk,lM =
0. Then any R-module map ψ : Sk,l ∧R→M is homotopically trivial.
Proof. Let i : S0,0 → R be the unit of R. It satisfies 1R = m(1R ∧ i). Thus,
ψ = ψ ◦m(1R ∧ i) = νM (1R ∧ ψ)(1R ∧ i) = νM (1R ∧ ψi),
with ψi ∈ πk,lM = 0. It follows ψ = νM (1R ∧ 0) = 0.
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Now we pass on to case 2.
Case 2. M = R/y.
Let y : Sk
′,l′ → R and let φ′ = m(y ∧ 1R) : S
k′,l′ ∧R→ R ∧R→ R be the action of
y on R. We have an exact triangle in R-Mod,
Sk
′,l′ ∧R
φ′
→ R
η′
→M
∂′
→ Sk
′+1,l′ ∧R,
and, again, an exact sequence
→ [S2k+k
′+2,2l+l′∧R,N ]R- Mod
∂′∗
→ [S2k+1,2l∧M,N ]R- Mod
η′∗
→ [S2k+1,2l∧R,N ]R-Mod → · · ·
We consider
η′∗ψ = ψ ◦ (1S2k+1,2l ∧ η
′) : S2k+1,2l ∧R→ S2k+1,2l ∧M → N.
Let i : S0,0 → R be the unit of R, as before. Since η′ : R → M is a map of R-modules
(using Lemma 9.3.1), η′ ◦m = νM (1R ∧ η
′), and, hence,
νM (1R ∧ η
′)(1R ∧ i) = η
′ ◦m(1R ∧ i) = η
′.
Thus,
ψ(1S2k+1,2l ∧ η
′) = ψ(1S2k+1,2l ∧ νM (1R ∧ η
′)(1R ∧ i))
= ψ(1S2k+1,2l ∧ νM (1R ∧ η
′i)).
Since ψ is a map of R-modules, ψ ◦ νS2k+1,2l∧M = νN ◦ (1R ∧ ψ), where, by definition,
νS2k+1,2l∧M = (1S2k+1,2l ∧ νM)(τ ∧ 1M ). Hence, ψ(1S2k+1,2l ∧ νM ) = νN (1R ∧ ψ)(τ ∧ 1M ),
and, therefore,
η′∗ψ = νN (1R ∧ ψ)(τ ∧ 1M )(1S2k+1,2l ∧ 1R ∧ η
′i)
= νN (1R ∧ ψ)(1R ∧ 1S2k+1,2l ∧ η
′i)(τ ∧ 1S0,0)
= νN (1R ∧ (ψ(1S2k+1,2l ∧ η
′i)))(τ ∧ 1S0,0).
Now, ψ(1S2k+1,2l ∧ η
′i) : S2k+1,2l ∧ S0,0 → N lies in π2k+1,2lN , which we assumed to be
zero. Hence, η′∗ψ = 0. By the long exact sequence from above, it follows that ψ = ∂′∗ψ
for some R-module map ψ : S2k+k
′+2,2l+l′ ∧R→ N . Thus, ψ = ∂∗ψ = ∂∗∂′∗ψ.
Consider the following commutative diagram. The map ψ is the precomposition of
ψ with the diagonal of the righthand square.
S2k,2l ∧M
φ //
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
∂′

Sk,l ∧M
ζ
✤
✤
✤
η // Sk,l ∧N
ξ
vv♠ ♠
♠
♠
♠
♠
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
∂ //
∂

S2k+1,2l ∧M
∂′

S2k+k
′+1,2l+l′ ∧R
φ′ // S2k+1,2l ∧R
η′ // S2k+1,2l ∧M
∂′ // S2k+k
′+2,2l+l′ ∧R.
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Since both rows are exact triangles, we can fill in a map ζ : Sk,l ∧M → S2k+1,2l ∧ R.
We have φ′ ◦ ∂′ = 0, as both of these are maps in the lower triangle. Thus, the diagonal
in the first square is zero and the map ζ lifts to a map ξ : Sk,l ∧ N → S2k+1,2l ∧ R. It
follows that ∂′ ◦ ∂ = ∂′ ◦ η′ ◦ ξ = 0, and, hence, ψ = ψ ◦ ∂′ ◦ ∂ = 0.
We have proven:
Proposition 9.3.4. Let R ∈ SH(k) be a commutative ring spectrum, x ∈ πk,lR and
y ∈ πk′,l′R. Assume that π2k+1,2l(R/(y, x)) = 0. Then x acts trivially on R/(y, x).
The same holds if x ∈ πkR and y ∈ πk′R for a commutative ring spectrum R ∈ SH
such that π2k+1(R/(y, x)) = 0.
This result can be applied to the action of vi on AP (n) for 0 ≤ i < n, at least for
k = C.
Corollary 9.3.5. Let k = C and n ≥ 1. Then vi acts trivially on AP (n) for any
0 ≤ i < n and vi acts trivially on Ak(n) for any i 6= n.
Proof. First, we consider MGL(p)/(p, vi) for some 0 < i < n (thus, n ≥ 2). Since
MU∗ is concentrated in even degrees and Lemma 6.3.7 holds for k = C and quotients
of MGL(p)/p, we get π2k+1,2l(MGL(p)/(p, vi)) = 0 for any k, l. By Proposition 9.3.4 it
follows that v0 = p and vi act trivially on MGL(p)/(p, vi).
By [Elm+97, Lemma V.1.10],
MGL(p)/(p, vi) ∼=MGL(p)/p ∧MGL(p) MGL(p)/vi,
and, by [Hoy13, Remark 6.20], AP (n) ∼= MGL(p)/J , where J contains ai ∈ MGL∗∗,
i 6= 2pi − 2, as well as vi, 0 ≤ i ≤ n− 1. From [Elm+97, Lemma V.1.10], it follows that
AP (n) ∼=MGL(p)/(p, vi) ∧MGL(p) MGL(p)/(J \ {p, vi}).
Now vi acts trivially on MGL(p)/(p, vi), i.e., the respective map φi on MGL(p)/(p, vi)
is zero. It follows that also the map φi ∧MGL(p) 1MGL(p)/(J\{p,vi}) is zero, meaning that
vi acts trivially on AP (n). Similarly, p acts trivially on AP (n). This proves that all vi,
0 ≤ i < n, act trivially on AP (n) if n ≥ 2.
If n = 1, one has to replace MGL(p)/(p, vi) by MGL(p)/(p) in the above argument.
Furthermore,
Ak(n) ∼= AP (n) ∧MGL(p) MGL(p)/(p, vn+1, vn+2, · · · ),
so vi acts trivially on Ak(n), too, for 0 ≤ i < n. For i > n, the claim follows analogously
to the above argument.
Remark 9.3.6. Working with modules over MGL(p) has the advantage that the E∞-
structure allows us to use the isomorphism from [Elm+97, Lemma V.1.10], as well as the
results from [SS00] (below Lemma 9.3.1). For ABP , we only know of a commutative
ring structure in the weak sense (see [Vez01, Definition 5.3]). Note that for BP , an
E4-structure is constructed in [BM13].
The ABP -module structure on AP (n) is the action of ABP on itself in ABP∧MGL(p)
MGL(p)/(v0, · · · , vn−1) ∼= AP (n) and it is (by its construction) compatible with the
MGL(p)-action on AP (n).
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Recall that ν : BP ∧ P (n) → P (n) induces a BP∗-module structure on P (n)∗(X)
and P (n)∗(X) for any X ∈ SH and that P (n)∗ = BP∗/(v0, · · · , vn−1). Therefore, the
classical version of the above corollary immediately implies that the BP∗-module struc-
ture on P (n)∗(X) and P (n)
∗(X) induces a P (n)∗-module structure, as also concluded
in [JW75, Remark 2.5(a)].
Our next aim is to show that also for X ∈ SH(C), the ABP∗∗-module structure on
AP (n)∗∗(X) and AP (n)
∗∗(X) induces a structure of AP (n)∗∗-modules, where the ring
structure on AP (n)∗∗ is defined via the isomorphism AP (n)∗∗ ∼= H∗∗⊗FpP (n)∗ (Lemma
6.3.7). We will show in Lemma 9.3.10 that this is the right choice of ring structure on
AP (n)∗∗.
Let R be a strictly commutative ring spectrum, let M = R/y satisfy π2k′+1,2l′M = 0
(where (k′, l′) is the degree of y, as in Case 2 above), and let N = M/x satisfy
π2k+1,2lN = 0.
In the commutative diagram,
Sk
′,l′ ∧R ∧M
1∧νM

y∧1∧1 // R ∧R ∧M
1∧νM

m∧1 // R ∧M
νM

Sk
′,l′ ∧M
y∧1
// R ∧M νM
//M,
the composition νM (y ∧ 1M ) is zero by Proposition 9.3.2. Furthermore, (m ∧ 1M ) ◦ (y ∧
1R ∧ 1M ) = φ
′ ∧ 1M , where φ
′ is, as before, the map whose cofiber is M . Thus, we have
Sk
′,l′ ∧R ∧M
0
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
φ′∧1 // R ∧M
νM

η′∧1 //M ∧M
µM
yys s
s
s
s
s
M ,
and there exists a map µM :M ∧M →M in the homotopy category R-Mod such that
µM ◦ (η
′ ∧ 1M ) = νM .
Next, we define a map νM,N : M ∧ N → N by νM,N = µM ∧R 1R/x, using N ∼=
M ∧R R/x [Elm+97, Lemma V.1.10]. It satisfies νM,N (η
′ ∧ 1N ) = νN (by applying
− ∧R R/x to the analogous equation for µM ) and νM,N(1 ∧ η) = η ◦ µM (because
η :M → N is the canonical map M ∧R R→M ∧R R/x).
In the commutative diagram (where the right square commutes because νM,N is a
map of R-modules)
Sk,l ∧M ∧N
1∧νM,N

x∧1∧1 // R ∧M ∧N
1∧νM,N

νM∧1 //M ∧N
νM,N

Sk,l ∧N
x∧1
// R ∧N νN
// N,
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the lower composition is the action of x on N , which is trivial by Proposition 9.3.4.
Thus,
νM,N(φ ∧ 1N ) = νM,N (νM ∧ 1N )(x ∧ 1M ∧ 1N ) = 0.
Hence, there exists a map µN : N ∧ N → N in R-Mod making the following diagram
commutative.
Sk,l ∧M ∧N
0
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
φ∧1 //M ∧N
νM,N

η∧1 // N ∧N
µN
yys s
s
s
s
s
N .
In particular, this applies to N = MGL(p)/(p, x) as in Corollary 9.3.5, yielding an
MGL(p)-module map
µx :MGL(p)/(p, x) ∧MGL(p)/(p, x)→MGL(p)/(p, x).
Lemma 9.3.7. AP (n) is isomorphic as an MGL(p)-module to the ∧MGL(p)-product of
all MGL(p)/(p, x), x ∈ J , where J is as in the proof of Corollary 9.3.5.
Proof. By Proposition 9.3.2, p acts trivially on MGL(p)/p, proving MGL(p)/(p, p) =
MGL(p)/p. By [Elm+97, Lemma V.1.10], it follows that
MGL(p)/(p, x) ∧MGL(p) MGL(p)/(p, y)
∼=MGL(p)/(p, x) ∧MGL(p) MGL(p)/y
for any x, y ∈ J . With p = v0 ∈ J , this implies that the ∧MGL(p)-product of all
MGL(p)/(p, x) is isomorphic to the ∧MGL(p)-product of all MGL(p)/x, which is the
quotient MGL(p)/J ∼= AP (n) (as in Corollary 9.3.5).
We can, therefore, define a map of MGL(p)-modules,
µAP (n) : AP (n) ∧AP (n)→ AP (n)
by applying the maps µx on each factor MGL(p)/(p, x).
Lemma 9.3.8. If, in the above setting, πk′+1,l′M = π2k′+2,2l′M = π3k′+3,3l′M = 0, then
µM is homotopy associative.
If, furthermore, πk+1,lN = π2k+2,2lN = π3k+3,3lN = 0, then µN is also homotopy
associative.
Proof. Let µ = µM and ν = νN . We have to show that
δ = µ(µ ∧ 1M − 1M ∧ µ) :M ∧M ∧M →M
is zero. Let δ′ = δ(η′∧1M∧1M ) : R∧M∧M →M , δ
′′ = δ′(1R∧η
′∧1M ) : R∧R∧M →M
and δ′′′ = δ′′(1R ∧ 1R ∧ η
′) = δ ◦ (η′)∧3 : R ∧R ∧R→M . Consider
R ∧R
m

1∧η′ %%❑❑
❑❑
❑❑
❑❑
❑❑
η′∧η′ //M ∧M
µ

R ∧M
η′∧1
88rrrrrrrrrr
ν
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲
R
η′
//M.
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The top triangle obviously commutes, the right triangle commutes (up to homotopy)
by the definition of µ, and the large triangle commutes because η′ is an R-module map.
Thus, µ ◦ (η′)∧2 = η′ ◦m, and it follows
µ(µ ∧ 1− 1 ∧ µ)(η′)∧3 = µ(η′m ∧ η′ − η′ ∧ η′m)
= µ ◦ (η′)∧2(m ∧ 1− 1 ∧m) = η′m(m ∧ 1− 1 ∧m),
which vanishes by the associativity of m. Thus, δ′′′ = δ′′(1 ∧ 1 ∧ η′) = 0.
This implies that δ′′ factors through an R-module map ζ : Sk
′+1,l′ ∧R∧R∧R→M ,
as in the following diagram:
R ∧R ∧R
1∧1∧η′//
δ′′′=0
''PP
PP
PP
PP
PP
PP
PP
R ∧R ∧M
1∧1∧∂′ //
δ′′

Sk
′+1,l′ ∧R ∧R ∧R
ζ
tt❤ ❤
❤ ❤
❤ ❤
❤ ❤
❤ ❤
❤
M .
Now, R ∧ R ∧ R is a ring spectrum and ζ can be considered as a map of R ∧ R ∧ R-
modules. By Lemma 9.3.3 and the assumption on πk′+1,l′M , ζ must be trivial. Thus,
δ′′ = 0. Again, this implies δ′ = ζ ′(1R∧∂
′∧1M ) for some ζ
′ : Sk
′+1,l′ ∧R∧R∧M →M .
The R ∧R ∧R-module map ζ ′(1Sk′+1,l′ ∧ 1R ∧ 1R ∧ η
′) is a degree (k′ + 1, l′)-map from
the ring spectrum R ∧ R ∧ R to M , and therefore vanishes by Lemma 9.3.3. It follows
that ζ ′ = ζ ′′(1Sk′+1,l′ ∧ 1R ∧ 1R ∧ ∂
′) for some map ζ ′′ : S2k
′+2,2l′ ∧R ∧R ∧R→M .
Sk
′+1,l′ ∧R ∧R ∧R
1∧η′ //
0
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
Sk
′+1,l′ ∧R ∧R ∧M
1∧∂′ //
ζ′

S2k
′+2,2l′ ∧R ∧R ∧R
ζ′′
tt❤ ❤
❤ ❤
❤ ❤
❤ ❤
❤ ❤
❤
M .
By the second assumption on π∗∗M , ζ
′′ = 0. It follows that δ′ = ζ ′(1 ∧ ∂′ ∧ 1) =
ζ ′′(1∧∂′∧∂′) = 0. That is, δ(η′∧1M ∧1M ) = δ
′ = 0, which implies δ = ζ ′′′(∂′∧1M ∧1M )
for some ζ ′′′ : Sk
′+1,l′ ∧R ∧M ∧M →M .
Now, ζ ′′′(1 ∧ η′ ∧ 1)(1 ∧ 1 ∧ η′) is a map from R ∧R ∧ R to M of degree (k′ + 1, l′),
and therefore trivial. Thus, ζ ′′′(1 ∧ η′ ∧ 1) = ζ(4)(1 ∧ 1 ∧ ∂′) with ζ(4) : S2k
′+2,2l′ ∧
R ∧ R ∧ R → M , which is also trivial. It follows that ζ ′′′ = ζ(5)(1 ∧ ∂′ ∧ 1) for some
ζ(5) : S2k
′+2,2l′ ∧R ∧R ∧M →M , and δ = ζ ′′′(∂′ ∧ 1 ∧ 1) = ζ(5)(∂′ ∧ ∂′ ∧ 1). The map
ζ(5)(1∧1∧η) : S2k
′+2,2l′∧R∧R∧R→M is again zero, which implies ζ(5) = ζ(6)(1∧1∧∂′)
for some ζ(6) : S3k
′+3,3l′ ∧R∧R∧R→M . By the third condition on π∗∗M , this ζ
(6) is
zero. Finally, we have
δ = ζ(6)(∂′ ∧ ∂′ ∧ ∂′) = 0.
The same line of proof can be used to derive the associativity of µN from that of
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µM . It only needs to be checked that
M ∧M
µM

1∧η &&▼▼
▼▼
▼▼
▼▼
▼▼
η∧η // N ∧N
µN

M ∧N
η∧1
99rrrrrrrrrr
νM,N
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲
M η
// N
is commutative, but this was part of the definitions of νM,N and µN .
Proposition 9.3.9. If p > 2, then µAP (n) is homotopy associative.
Proof. Note that this does not follow immediately from the above lemma, as π2k+2,2lN 6=
0 for N =MGL(p)/(p, x). However, we can use a trick from [Elm+97, Theorem V.3.1],
where the topological analogue of this statement is proven.
Let N = R/(x, y) and A = R/(J − {x, y}) for some set J of elements in π∗∗R, and
assume that we already know that A is equipped with a (homotopy) associative map
µA : A ∧A→ A as above. The product on R/J ∼= A/(x, y) ∼= N ∧R A is given by
(N ∧R A) ∧ (N ∧R A)
τ
−→ (N ∧N) ∧R (A ∧A)
1∧RµA−→ (N ∧N) ∧R A
µN∧R1−→ N ∧R A.
Therefore, to prove associativity for µN∧RA, it suffices to prove that the associativity
diagram for µN commutes after applying − ∧R 1A to it. Applying − ∧R 1A to all
diagrams appearing in the above lemma yields the following result: If πi,j(M ∧RA) = 0
for (i, j) ∈ {(k′ + 1, l′), (2k′ + 2, 2l′), (3k′ + 3, 3l′)} and πi,j(N ∧R A) = 0 for (i, j) ∈
{(k + 1, l), (2k + 2, 2l), (3k + 3, 3l)}, then µN∧RA is associative.
Now, let R = MGL(p), A = ABP , M = MGL(p)/p and N = MGL(p)/(p, x). From
[Vez01, Definition 5.3], we know that µABP is associative. The assumptions on the
homotopy groups are satisfied by Lemma 6.3.7, by which π∗∗(ABP/p) ∼= H∗∗⊗π∗(BP/p)
and π∗∗(ABP/(p, x)) ∼= H∗∗⊗π∗(BP/(p, x)). Note that these homotopy groups vanish
in degrees (k + 1, l) and (3k + 3, 3l) for any p because π∗BP is concentrated in even
degrees and k is even. However, for π(2k+2,2l) to vanish, we need to assume that p is
odd.
This proves that µABP/(p,x) is associative. Inductively, we can apply this argument
to A = ABP/J ′ for some (p) ⊂ J ′ ⊂ J , where J is as in the proof of Corollary 9.3.5,
using ABP/(J ′ ∪ {y}) =MGL(p)/(p, y) ∧MGL(p) ABP/J
′ (compare Lemma 9.3.7).
Recall that, for k = C and n > 0, AP (n)∗∗ ∼= H∗∗⊗FpP (n)∗ (Lemma 6.3.7), which is
a ring. Hence, we can speak of AP (n)∗∗-modules. Note that AP (0)∗∗ is a ring, anyway,
since AP (0) = ABP is a ring spectrum.
Lemma 9.3.10. Let k = C. On coefficients, the map
µAP (n) : AP (n) ∧AP (n)→ AP (n)
induces the multiplication on AP (n)∗∗ given by AP (n)∗∗ ∼= H∗∗⊗FpP (n)∗.
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Proof. By [Pel11, Theorem 3.6.16], the motivic Atiyah Hirzebruch spectral sequence
in Lemma 6.3.7 is multiplicative, yielding an isomorphism of rings between AP (n)∗∗
with multiplication induced from µAP (n) and E2 = H∗∗⊗FpP (n)∗ with multiplication
induced from the ring structure of H∗∗ and from RC(µAP (n)) : P (n) ∧ P (n)→ P (n). It
therefore suffices to show that RC(µAP (n)) induces the ring structure on P (n)∗. Now,
RC carries all the above diagrams to the analogous topological diagrams and, therefore,
BP ∧P (n)→ P (n) (inducing the action of BP∗ on P (n)∗) factors through RC(µAP (n)),
which, hence, induces the induced action of P (n)∗ on P (n)∗.
Corollary 9.3.11. In SH(C), the action νn : ABP ∧AP (n)→ AP (n) factors through
a map µAP (n) : AP (n) ∧ AP (n) → AP (n). If p > 2, the induced action of ABP∗∗ on
AP (n)∗∗(X) and AP (n)
∗∗(X) gives AP (n)∗∗(X) and AP (n)
∗∗(X) the structure of left
AP (n)∗∗-modules for any n ≥ 0 and X ∈ SH(C).
Proof. We have to check that the action of AP (n)∗∗ on AP (n)∗∗(X) and AP (n)
∗∗(X)
is unital and associative. This is equivalent to µAP (n) being homotopy left unital and
associative. Unitality follows from the maps νM : R ∧M → M being unital, since, by
definition of µM , νM = µM ◦ (η
′ ∧ 1) : R ∧M →M ∧M →M . Associativity is proven
in Proposition 9.3.9 for p > 2.
9.4 Bousfield classes of AK(n) and AB(n)
Recall AB(n) = v−1n AP (n).
We want to use methods of [JW75] and [Wu¨r76] to prove that
AK(n)∗∗X = 0⇔ AB(n)∗∗X = 0
for X ∈ SH(C). For this, we need the following two results, which hold in SH(k) for
any k ⊆ C and are analogous to [Wu¨r76, Formula (2.8)]. The reader may skip the first
proposition, as it is a special case of the second one. The proof of the first one is maybe
more illustrative.
Let µn : ABP
∗∗(−)→ AP (n)∗∗(−) be induced from
ABP
1∧i
→ ABP ∧AP (n)
νn→ AP (n),
where i : S → AP (n) is induced from the unit map S → ABP and νn is the structure
map of the ABP -module AP (n). For sE ∈ ABP ∗∗ABP as in Lemma 9.1.2(2), we have
µn(s
E) ∈ AP (n)∗∗(ABP ).
Proposition 9.4.1. For any n ≥ 0, the map
hn : AP (n)
∗∗[[µn(s
E)]]→ AP (n)∗∗ABP,
given by hn(
∑
E
xE · µn(s
E)) =
∑
E
νn(s
E ∧ xE), is an isomorphism of ABP
∗∗-modules. If
k = C and p > 2, it is an isomorphism of AP (n)∗∗-modules by Corollary 9.3.11.
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Proof. We proceed by induction. For AP (0) = ABP , µ0 is the identity and the claim
holds by Lemma 9.1.2(2). Now, assume hn is an isomorphism for some n ≥ 0. Consider
the following diagram, consisting of two exact sequences induced by AP (n)
vn→ AP (n)→
AP (n+ 1).
AP (n)∗∗ABP
v
∗
n // AP (n)∗∗ABP
λ
∗
n // AP (n+ 1)∗∗ABP δ
∗ // AP (n)∗∗ABP
v
∗
n // AP (n)∗∗ABP
AP (n)∗∗[[µns
E ]]
hn
OO
// AP (n)∗∗[[µnsE ]]
hn
OO
// AP (n+ 1)∗∗[[µn+1sE ]] //
hn+1
OO
AP (n)∗∗[[µns
E ]]
hn
OO
// AP (n)∗∗[[µnsE ]]
hn
OO
The lower sequence is the exact sequence
· · · → AP (n)∗∗ → AP (n)∗∗ → AP (n+ 1)∗∗ → AP (n)∗∗ → AP (n)∗∗ · · · ,
tensored over Fp with Fp[[sE]]. We show that the diagram commutes.
In the first square, the upper composition takes x · µn(s
E) ∈ AP (n)∗∗[[µns
E]] to
v∗n(hn(xµns
E)) : ABP
sE∧x
−→ ABP ∧AP (n)
νn−→ AP (n)
vn−→ AP (n),
and the lower composition takes the same element to
hn((vn · x) · µn(s
E)) : ABP
sE∧x
−→ ABP ∧AP (n)
1∧vn−→ ABP ∧AP (n)
νn−→ AP (n).
Therefore, the commutativity of the first square is equivalent to the commutativity of
the square
ABP ∧AP (n)
1∧vn //
νn

ABP ∧AP (n)
νn

AP (n) vn
// AP (n).
This square commutes because vn is a map of ABP -modules (compare Lemma 9.3.1).
In the second square, the upper composition takes x · µn(s
E) ∈ AP (n)∗∗[[µns
E ]] to
(λ∗ ◦ hn)(xµns
E) : ABP
sE∧x
−→ ABP ∧AP (n)
νn−→ AP (n)
λn−→ AP (n+ 1)
and the lower composition takes x · µn(s
E) to
hn+1(λnx · µns
E) : ABP
sE∧x
−→ ABP ∧AP (n)
1∧λn−→ ABP ∧AP (n + 1)
νn+1
−→ AP (n+ 1).
Thus, the commutativity of the second square is equivalent to the commutativity of
ABP ∧AP (n)
1∧λn//
νn

ABP ∧AP (n + 1)
νn+1

AP (n)
λn
// AP (n+ 1),
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which holds because λn is, by definition, a map in the category of ABP -modules (see
Definition 6.3.1).
In the third square, the upper composition takes x·µn+1(s
E) ∈ AP (n+1)∗∗[[µn+1s
E]]
to (δ ◦ hn+1)(xµn+1s
E) = δ(νn+1(s
E ∧ x)) and the lower composition takes x · µn+1(s
E)
to νn(s
E ∧ δ(x)). Thus, the commutativity of the third square follows from the commu-
tativity of
ABP ∧AP (n+ 1)
1∧δ //
νn+1

ABP ∧AP (n)
νn

AP (n+ 1)
δ
// AP (n).
Finally, the five lemma implies that hn+1 is an isomorphism.
The above proposition holds more generally:
Proposition 9.4.2. Let h ∈ SH(k)cell be any cellular ABP -module spectrum. Then
h∗∗ABP ∼= h∗∗[[sE]]
as ABP ∗∗-modules. In particular, this also holds for h = Ak(n).
Proof. We apply the universal coefficient spectral sequence from [DI05, Proposition 7.7]
(see also Proposition 8.1.1) to E = ABP (which is a ring spectrum by [Vez01, Definition
5.3] and is cellular by Remark 6.3.3(1)), M = ABP ∧ABP and N = h.
Ext∗∗∗ABP∗∗(ABP∗∗ABP, h∗∗)⇒ π∗∗FABP (ABP ∧ABP, h),
converging conditionally to π∗∗FABP (ABP ∧ABP, h) ∼= h
∗∗(ABP ). As ABP∗∗ABP ∼=
ABP∗∗{t
E} is free over ABP∗∗ (Lemma 9.1.2(1)), the higher Ext-groups vanish and the
sequence collapses to
h∗∗ABP ∼= HomABP∗∗(ABP∗∗{t
E}, h∗∗),
which is isomorphic to h∗∗[[sE]], as in Lemma 9.1.2(2).
Wu¨rgler constructs operations
sEQ :MUQ
i(−)→MUQi+|E|(−)
for regular sequences Q [Wu¨r76, Theorem 5.1]. For MUQ = P (n), these operations
specify a choice of the operations (rE)n : P (n)
∗(−) → P (n)∗+|E|(−) considered in
[JW75, Section 4]. They are needed in the proof of the isomorphism B(n)∗(X) ∼=
K(n)∗(X) ⊗ Fp[vn+1, vn+2, · · · ] in [JW75, Proposition 4.14]. We will now state motivic
analogues of some of Wu¨rgler’s lemmas for MUQ = P (n).
In SH(k)cell, let AP (n)[t] represent the cohomology theory
AP (n)∗∗(−)[t] = ABP ∗∗[t1, t2, · · · ]⊗ABP ∗∗ AP (n)
∗∗(−)
with deg(ti) = −(2(p
i − 1), pi − 1).
94
CHAPTER 9. BOUSFIELD CLASSES
Remark 9.4.3. Wu¨rgler defines h∗(−)[t] = h∗(−) ⊗h∗ h
∗[t1, t2, · · · ], where the ti take
any even degree, i.e., deg(ti) = −2i in [Wu¨r76, Section 5]. He also considers operations
sE of any degree
∑
i 2iei. However, Johnson and Wilson [JW75, Sections 1 and 4] are
only interested in operations of degree |E| =
∑
i 2(p
i − 1)ei. We will see that it suffices
to restrict to those degrees. Most of Wu¨rgler’s results we refer to in the following are
formulated in a much greater generality and do not depend on any degrees of particular
elements. The only point where the degrees of the ti are important is in [Wu¨r76, Theorem
5.1] and we will comment on that below Theorem 9.4.12.
Lemma 9.4.4. For X ∈ SH(k)fin,
(ABP ∧AP (n))∗∗(X) ∼= AP (n)∗∗(X)[t].
As any cohomology theory on SH(k)fin extends uniquely to SH(k)cell [NSØ09, Lemma
4.10], it follows that we can take
AP (n)[t] = ABP ∧AP (n).
Proof. We consider the map
(ABP ∧ABP )∗∗ ⊗ABP ∗∗ AP (n)
∗∗(X)→ (ABP ∧AP (n))∗∗(X),
induced by the ABP -module structure on AP (n). First, we see that
(ABP ∧ABP )∗∗ ∼= (ABP ∧ABP )−∗,−∗ ∼= ABP−∗,−∗[t] ∼= ABP
∗∗[t]
by Lemma 9.1.2(1). Note that the ti appearing here are dual to the ti in Lemma 9.1.2(1),
hence deg(ti) = −(2(p
i − 1), pi − 1). To prove the claim, it suffices to show that the
above map is an isomorphism.
For n = 0 and X = S0, this is clear. Induction on n shows
(ABP ∧ABP )∗∗ ⊗ABP ∗∗ AP (n)
∗∗ ∼= (ABP ∧AP (n))∗∗
for any n, since AP (n) → AP (n) → AP (n + 1) induces long exact sequences on both
sides and the diagram commutes because AP (n) → AP (n) → AP (n + 1) are maps of
ABP -modules. As also any cofiber sequence X → Y → Z induces long exact sequences
on both sides, cellular induction proves the claim for any finite spectrum X.
We state an analogue of [Wu¨r76, Lemma 3.14].
Lemma 9.4.5. Let h ∈ SH(k)cell, k ⊆ C, be an ABP -module. The multiplication
ABP ∧ h→ h induces an isomorphism of ABP ∗∗-modules,
ABP ∗∗ABP ⊗ABP ∗∗ h
∗∗AP (n) ∼= h∗∗(ABP ∧AP (n)).
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Proof. We apply the spectral sequence from [DI05, Proposition 7.7] to E = ABP ,
M = ABP ∧ABP ∧ABP and N = h:
Ext∗∗∗ABP∗∗(ABP∗∗(ABP ∧ABP ), h∗∗)⇒ π∗∗FABP (ABP ∧ABP ∧ABP, h),
converging conditionally to h∗∗(ABP ∧ABP ). By [NSØ09, Lemma 5.1(i)],
ABP∗∗(ABP ∧ABP ) ∼= ABP∗∗ABP ⊗ABP∗∗ ABP∗∗ABP,
which is free over ABP∗∗. Thus, the spectral sequence collapses and
h∗∗(ABP ∧ABP ) ∼= HomABP∗∗(ABP∗∗ABP ⊗ABP∗∗ ABP∗∗ABP, h∗∗).
Now, ABP∗∗ABP ⊗ABP∗∗ ABP∗∗ABP
∼= ABP∗∗{t
E
1 t
F
2 }, and, therefore,
HomABP∗∗(ABP∗∗ABP ⊗ABP∗∗ ABP∗∗ABP, h∗∗)
∼= h∗∗[[sE1 s
F
2 ]]
∼= ABP ∗∗[[sE1 ]]⊗ABP∗∗ h
∗∗[[sF2 ]]
∼= ABP ∗∗ABP ⊗ABP∗∗ h
∗∗ABP,
using Proposition 9.4.2. This proves the claim for n = 0.
Assume we have shown that ABP ∧ h→ h induces an isomorphism
ABP ∗∗ABP ⊗ABP ∗∗ h
∗∗AP (n) ∼= h∗∗(ABP ∧AP (n))
for some n ≥ 0. The cofiber sequence AP (n) → AP (n) → AP (n + 1) induces long
exact sequences on both sides of this isomorphism, which form a commutative diagram
because the maps AP (n)→ AP (n)→ AP (n+1) are maps of ABP -modules. Thus, the
five lemma implies the claim for n+ 1.
Combining the above isomorphism with the one from Proposition 9.4.2, we get:
Lemma 9.4.6. Let k = C and p > 2. Let X = AP (n) or X = AP (n)[t]. The action
of ABP on AP (m), ABP ∧ AP (m) → AP (m), induces an isomorphism of AP (m)∗∗-
modules
AP (m)∗∗(ABP )⊗AP (m)∗∗ AP (m)
∗∗(X)
∼=
→ AP (m)∗∗(ABP ∧X).
Proof. From Proposition 9.4.1, we know that
AP (m)∗∗(ABP ) ∼= AP (m)∗∗ ⊗ABP ∗∗ ABP
∗∗ABP
as AP (m)∗∗-modules. With h = AP (m), the above lemma immediately implies
AP (m)∗∗(ABP )⊗AP (m)∗∗ AP (m)
∗∗(AP (n))
∼=
→ AP (m)∗∗(ABP ∧AP (n))
as ABP ∗∗-modules and, by Corollary 9.3.11, also as AP (m)∗∗-modules.
For X = AP (n)[t] = ABP ∧AP (n), we setM = ABP∧4 in the proof of the previous
lemma. Using π∗∗ABP
∧4 ∼= ABP∗∗ABP⊗ABP∗∗π∗∗ABP
∧3 [NSØ09, Proposition 5.1(i)],
the proof proceeds with exactly the same arguments as the proof of Lemma 9.4.5.
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As a consequence of Corollary 9.3.5, we show the following (see [JW75, Lemma
2.8(b)]):
Corollary 9.4.7. Let k = C and p > 2. The cofibration S2p
n−2,pn−1 ∧ AP (n)
vn→
AP (n)→ AP (n+ 1) induces short exact sequences
0→ Ak(j)∗∗(S2p
n−1,pn−1 ∧AP (n))→ Ak(j)∗∗(AP (n + 1))→ Ak(j)∗∗(AP (n))→ 0
for every j > n.
Proof. We have to show that, in the Ak(j)∗∗-long exact sequence, the map induced by
vn is zero. This map is defined as the composition of the two left arrows in the following
commutative diagram:
Ak(j)∗∗(S2p
n−2,pn−1 ∧AP (n)) ABP ∗∗(S2p
n−2,pn−1)⊗ABP ∗∗ Ak(j)
∗∗(AP (n))
∼=oo
Ak(j)∗∗(ABP ∧AP (n))
Ak(j)∗∗(vn∧1)
OO
ABP ∗∗(ABP )⊗ABP ∗∗ Ak(j)
∗∗(AP (n))
ABP ∗∗(vn)⊗1
OO
∼=oo
Ak(j)∗∗(AP (n))
Ak(j)∗∗(νn)
OO
The horizontal maps are induced by the ABP -module structure on Ak(j). The lower
horizontal map is an isomorphism by the previous lemma. The upper isomorphism
is proven similarly, setting M = ABP ∧ ABP in the above proof. We show that
the right hand map is zero. Let
∑
sE ⊗ xE be an element of ABP
∗∗(ABP ) ⊗ABP ∗∗
Ak(j)∗∗(AP (n)). It maps to
∑
sE(vn) ⊗ xE . In Corollary 9.1.7, we set k = 1, s = 0
and m = n, to see that for all |E| ≥ 0, either sE(vn) ≡ vn mod In or s
E(vn) ≡ 0
mod In. Thus, s
E(vn) ∈ In+1 = (v0, · · · , vn). By Corollary 9.3.5, In+1 acts trivially on
Ak(j)∗∗(AP (n)) for j > n, hence, the right hand map is zero.
It follows that the left map factors through zero, proving the claim.
The isomorphism from Lemma 9.4.6 is now used to define an AP (m)∗∗(ABP )-
comodule structure on AP (m)∗∗(AP (n)) by
AP (m)∗∗AP (n)
ν∗n→ AP (m)∗∗(ABP∧AP (n))
∼=
← AP (m)∗∗ABP⊗AP (m)∗∗AP (m)
∗∗AP (n),
where νn is the ABP -module structure map on AP (n). Note that, for k 6= C or p = 2,
we do not know if these groups are AP (m)∗∗-modules (see Corollary 9.3.11). In this
case, we might only get an ABP ∗∗ABP -comodule structure on AP (m)∗∗AP (n).
Lemma 9.4.8. Let k = C, m > n ≥ 0 and E be an exponent sequence. Let sE : ABP →
ABP be as in Lemma 9.1.2 and µm : ABP → AP (m) be as defined in the beginning of
this section. Then
µm ◦ s
E ◦ vn : S → ABP → ABP → AP (m)
is the zero map.
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Proof. The realisation functor RC takes the composition µm ◦ s
E ◦ vn ∈ AP (m)∗∗
to µtopm ◦ sEtop ◦ v
top
n ∈ P (m)∗. By the BP -version of [Wu¨r76, Lemma 2.2], µ
top
m :
BP → P (m) is the canonical projection. By the invariant prime ideal theorem, Itopn+1 =
(vtop0 , v
top
1 , · · · , v
top
n ) ⊂ BP∗ is invariant under the action of s
E
top ∈ BP
∗BP , hence,
sEtop(v
top
n ) ∈ I
top
n+1. Thus, µ
top
m (sEtop ◦ v
top
n ) ∈ P (m)∗ lies in the image of In+1 under the
projection BP∗ → P (m)∗ = BP∗/(v
top
0 , · · · , v
top
m−1), which is zero, since m > n. This
implies RC(µm ◦ s
E ◦ vn) = 0 ∈ P (m)∗.
For k = C, AP (m)∗∗ ∼= P (m)∗[τ ] by Lemma 6.3.7, and any homogeneous element
in AP (m)∗∗ that realises to zero in P (m)∗ already has to be zero in AP (m)∗∗. Hence,
µm ◦ s
E ◦ vn = 0 in AP (m)∗∗.
Now we present an analogue of a special case of [Wu¨r76, Proposition 4.12].
Lemma 9.4.9. Let k = C, p > 2 and m ≥ n. As AP (m)∗∗ABP -comodules,
AP (m)∗∗AP (n) ∼= AP (m)∗∗ABP ⊗AP (n)∗∗ ΛAP (n)∗∗ [[β0, · · · , βn−1]]
with deg(βi) = (2p
i − 1, pi − 1).
Proof. For n = 0, the statement is trivial. Assume the proposition holds for some pair
(m,n) with m > n. We show that it also holds for (m,n+ 1).
Consider AP (n)
vn→ AP (n). We show that the induced map
v∗n : AP (m)
∗∗AP (n)→ AP (m)∗∗AP (n)
is trivial. This works similar to [Wu¨r76, Lemma 3.15]. Let φ : S → ABP repre-
sent vn ∈ ABP∗∗ and let φ
∗ : AP (m)∗∗ABP → AP (m)∗∗ be the map induced on
AP (m)∗∗(−). For x ∈ AP (m)∗∗ABP = AP (m)∗∗[[µms
E ]] (see Proposition 9.4.1), we
have x =
∑
E λEµms
E and
φ∗(x) = φ∗(
∑
E
λEµms
E) =
∑
E
λEµm(s
E(vn)),
because φ∗ is precomposition with vn ∈ ABP∗∗. By Lemma 9.4.8, µm(s
E(vn)) = 0 in
AP (m)∗∗, hence, φ∗ = 0. Now consider the following commutative square:
AP (m)∗∗(ABP ∧AP (n))
(φ∧1)∗ // AP (m)∗∗(AP (n))
AP (m)∗∗ABP ⊗AP (m)∗∗ AP (m)
∗∗AP (n)
∼=
OO
φ∗⊗1
// AP (m)∗∗ ⊗AP (m)∗∗ AP (m)
∗∗AP (n)
∼=
OO
The left map is an isomorphism by Lemma 9.4.6. Since φ∗ = 0, it follows that
(φ ∧ 1)∗ = 0. Since v∗n is, by definition, the precomposition of (φ ∧ 1)
∗ with the map
AP (m)∗∗AP (n)→ AP (m)∗∗(ABP ∧AP (n)), v∗n = 0, as claimed.
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It follows that the long exact AP (m)∗∗(−)-sequence induced by
S2p
n−2,pn−1 ∧AP (n)
vn→ AP (n)→ AP (n + 1)
splits into short exact sequences of AP (m)∗∗ABP -comodules
0→ AP (m)∗∗(S2p
n−1,pn−1 ∧AP (n))→ AP (m)∗∗AP (n + 1)→ AP (m)∗∗AP (n)→ 0.
Analogously to [Wu¨r76, Proposition 4.12], it follows inductively that
AP (m)∗∗AP (n+ 1) ∼= AP (m)∗∗AP (n)⊗AP (m)∗∗ ΛAP (m)∗∗(βn)
and the degree of βn is determined by the degrees appearing in the exact sequence.
If M is an AP (n)∗∗(ABP )[t]-comodule with structure map ψ, an element a ∈M is
called primitive if ψ(a) = 1⊗ a. Similarly to [Wu¨r76, Lemma 4.13], the following holds:
Lemma 9.4.10. Let k = C and p > 2. Let g : AP (n)→ AP (n)[t] be a map of spectra.
Then g is a map of ABP -module spectra if and only if it is a primitive element of the
AP (n)∗∗(ABP )[t]-comodule AP (n)∗∗(AP (n))[t].
Proof. This follows from Lemma 9.4.6 in the same manner as [Wu¨r76, Lemma 4.13]
follows from [Wu¨r76, Lemma 3.14] for X = P (n) and X = P (n)[t].
Now we state a result which is directly used for the construction of the operation we
are aiming at. This corresponds to [Wu¨r76, Theorem 4.17].
Proposition 9.4.11. Let k = C and p > 2. There is a degree-preserving group isomor-
phism
Hom∗∗ABP (AP (n), AP (n)[t])
∼= ΛAP (n)∗∗[t][[β0, β1, · · · ]],
where the left hand side is the bigraded abelian group of maps of ABP -module spectra
and the right hand side is an exterior algebra over AP (n)∗∗[t].
Proof. Wu¨rgler derives this from [Wu¨r76, Proposition 4.12] and [Wu¨r76, Lemma 4.13]
using that inverse limits of primitive elements are primitive [Wu¨r76, Lemma 4.16]. The
same line of proof proves this proposition using Proposition 9.4.9 and Lemma 9.4.10.
Denoting the set of primitive elements in M by Pr{M}, the proof can be summarised
by the following sequence of isomorphisms:
Hom∗∗ABP (AP (n), AP (n)[t])
∼= Pr {AP (n)∗∗(AP (n))[t]}
∼= Pr
{
AP (n)∗∗(ABP )[t]⊗AP (n)∗∗[t] ΛAP (n)∗∗[t][[β0, β1, · · · ]]
}
∼= Pr {AP (n)∗∗(ABP )[t]} ⊗AP (n)∗∗[t] ΛAP (n)∗∗[t][[β0, β1, · · · ]]
∼= AP (n)∗∗[t]⊗AP (n)∗∗[t] ΛAP (n)∗∗[t][[β0, β1, · · · ]] ∼= ΛAP (n)∗∗[t][[β0, β1, · · · ]].
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This completes the preparation Wu¨rgler needs for [Wu¨r76, Theorem 5.1]. We state
our version of this theorem, now using the notation from [JW75].
Theorem 9.4.12. Let p > 2. In SH(C)cell, there exists a family (rE)n, n ≥ 0, of
natural stable operations
(rE)n : AP (n)
∗∗(−)→ AP (n)∗∗(−)
of degree (|E|, |E|/2), such that
(rE)n(ux) =
∑
F+G=E
sF (u)(rG)n(x)
for u ∈ ABP ∗∗(X) and x ∈ AP (n)∗∗(X) (see Definition 9.1.3 for the definition of sF )
and such that
ABP ∗∗(−)
sE //

ABP ∗∗(−)

AP (n)∗∗(−)
(rE)n
// AP (n)∗∗(−)
commutes.
Proof. Let st : ABP
∗∗(−) → ABP ∗∗(−)[t] be given by st(x) =
∑
E sE(x)⊗ t
E. As in
[Wu¨r76, Theorem 5.1], the square
ABP ∗∗(−)
st //

ABP ∗∗(−)[t]

AP (n)∗∗(−)
st,n //❴❴❴ AP (n)∗∗(−)[t]
can be completed with the help of Proposition 9.4.11 and we define (rE)n by st,n(x) =∑
E (rE)n(x)⊗ t
E .
Since Proposition 9.4.11 gives us a map of ABP -module spectra, the operation st,n
satisfies st,n(ux) = st(u)st,n(x). It follows that∑
E
(rE)n(ux)⊗ t
E =
∑
F+G=E
sF (u)(rG)n(x)⊗ t
F tG
and, hence, (rE)n(ux) =
∑
F+G=E sF (u)(rG)n(x), which proves the first property claimed.
The second property holds because the above commutative square has to commute on
the level of each tE .
Remark 9.4.13. Originally (see e.g. [Qui71, Formula (2.4)]), one first defines the op-
eration st : BP
∗(−) → BP ∗(−)[t1, t2, · · · ], deg(ti) = −2i, and then uses it to construct
operations sE of degree
∑
i 2iei. The st used in the above proof contains only those sum-
mands sE ⊗ t
E with |E| =
∑
i 2(p
i− 1), because we work with ABP -modules instead of
MGL-modules. Hence, the st,n also consists of less summands than the corresponding
operation in [Wu¨r76, Theorem 5.1], but this suffices to define exactly those (rE)n with
the degrees needed in [JW75, Section 4].
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In [JW75, Proposition 4.14], Johnson and Wilson show that, for any X ∈ SHfin,
there is a natural isomorphism
B(n)∗(X) ∼= K(n)∗(X)⊗ Fp[vn+1, vn+2, · · · ]
for n < 2p − 2. Johnson and Wilson needed the condition on n because they were
only able to canonically define the operations (rE)n in this range. As stated in [Wu¨r76,
Remark 6.19], the condition becomes redundant if Wu¨rgler’s operations are used.
With the above operations at hand, we can proceed exactly as in [JW75, Section 4]:
Definition 9.4.14. Let n be fixed and let E be the set of all exponent sequences of
the form E = (0, · · · , 0, en+1, en+2, · · · ). Recall the definition of |E| from Definition
9.1.6. For E ∈ E , let q = |E| = 2(pn − 1)b + a with 0 ≤ a < 2(pn − 1). With
σnE = (pnen+1, p
nen+2, · · · ) and c = b− (en+1+ en+2+ · · · ), it follows |σ
nE| = c2(pn −
1) + a, exactly as in [JW75]. Note that q and, hence, a are even. We define s¯E ∈
Ak(n)a,a/2(AP (n)) by
s¯E : AP (n)
(rσnE)n
−→ Σc2(p
n−1)+a,c(pn−1)+a/2AP (n)
vcn→ Σa,a/2AP (n)
λn→ Σa,a/2Ak(n),
where λn is the quotient map from AP (n) to Ak(n) = AP (n)/(vn+1, · · · ).
Furthermore, we assume that the set {E ∈ E | |E| = q} is ordered as {E1, · · · , Ev},
where v is the Fp-dimension of (Fp[vn+1, vn+2, · · · ])q, and we denote s¯Eu by su.
Lemma 9.4.15. Let k = C, p > 2 and s¯E : AP (n)∗∗ → Ak(n)∗∗ be induced by the
above map. Assume n > 0 and let τ ∈ AP (n)∗∗ be as in Lemma 6.3.7. Then s¯E(τ) = 0
for E 6= 0 and s¯0(τ) = τ . If, furthermore, x ∈ AP (n)∗∗X with X ∈ SH(C)cell, then
s¯E(xτ) = s¯E(x)τ .
Proof. Since s¯E(τ) = (λn ◦ v
c
n ◦ (rσnE)n)(τ) with λn(τ) = τ , and c = 0 for E = 0, the
first claim is equivalent to (rF )n(τ) = 0 for F 6= 0 and (r0)n(τ) = τ . The realisation
functor RC maps τ to 1 ∈ P (n)
0 and it takes (rF )n : AP (n)
∗∗ → AP (n)∗∗ to (rtopF )n :
P (n)∗ → P (n)∗, which, by [Wu¨r76, Theorem 5.1], is compatible with stopF in the sense
that the following diagram commutes:
BP ∗
stopF //

BP ∗

P (n)∗
(rtopF )n// P (n)∗.
The map stopF is defined via the coaction map
ψtop : BP∗
(1∧i)∗
−→ BP∗BP
m−1∗−→ BP∗BP ⊗BP∗ BP∗,
which clearly takes 1 to 1⊗ 1. Therefore, in the formula
ψtop(1) =
∑
F
c(tFtop)⊗ s
top
F (1),
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all stopF (1) have to be 0, except for s
top
0 (1), which is 1. It follows that also (r
top
F )n(1) = 0
for F 6= 0 and (rtop0 )n(1) = 1. Hence, RC((rF )n(τ)) is 0 for F 6= 0 and it is 1 for F = 0.
The preimage of x ∈ P (n)∗ under RC : AP (n)
∗∗ → P (n)∗ is

∑
k≥0
xk · τ
k |
∑
k≥0
xk = x

 .
Since (rF )n is a map of degree (|F |, |F |/2), the only possible preimage of RC((rF )n(τ))
is (rF )n(τ) = 0 for F 6= 0 and (r0)n(τ) = τ .
The claim on s¯E(xτ) now follows from the Cartan formula, Lemma 9.1.4.
The following is a motivic analogue to [JW75, Proposition 4.14].
Theorem 9.4.16. For any X ∈ SH(C)fin and any n > 0, p > 2, there is a natural
isomorphism
AB(n)∗∗(X)→ AK(n)∗∗(X)⊗ Fp[vn+1, vn+2, · · · ].
Furthermore, for any X ∈ SH(C), AK(n)∗∗(X) = 0 if and only if AB(n)∗∗(X) = 0.
Proof. For a given exponent sequence E, consider the composition
AP (n)
sE→ Σa,a/2Ak(n)→ Σa,a/2AK(n)
v−bn→ Σq,q/2AK(n),
where a = aE and b = bE are as in Definition 9.4.14. These induce a natural homomor-
phism
Λˆ : AP (n)∗∗(X)→ AK(n)∗∗(X) ⊗ Fp[vn+1, vn+2, · · · ]
by Λˆ(y) =
∑
E∈E
v−bEn s¯E(y)⊗ v
E .
By Corollary 9.1.7 and the Cartan formula, rE(yvn) ≡ rE(y)vn mod In. As In =
(v0, · · · , vn−1) acts trivially on AP (n) and Ak(n) (Proposition 9.3.5), it follows that
s¯E : AP (n)∗∗(X) → Ak(n)∗∗(X) is an Fp[vn]-homomorphism. Therefore, Λˆ can be
extended to AB(n)∗∗(X) = v
−1
n AP (n)∗∗X. This yields a map
Λ : AB(n)∗∗(X)→ AK(n)∗∗(X)⊗ Fp[vn+1, vn+2, · · · ].
We show that Λ is an isomorphism for X = S0, and, thus, for all X = Sp,q. By
Lemma 6.3.7, we are considering a map B(n)∗[τ ] → K(n)∗[τ ] ⊗ Fp[vn+1, vn+2, · · · ]
which, under RC, realises to the isomorphism B(n)∗
∼=
→ K(n)∗ ⊗ Fp[vn+1, vn+2, · · · ]
in [JW75, Proposition 4.14]. Thus, it suffices to calculate Λ(τ), or, equivalently, Λˆ(τ) =∑
E∈E v
−bE
n s¯E(τ) ⊗ v
E . By the previous lemma, this is equal to v−b0n s¯0(τ) ⊗ v
0 = τ .
Thus, Λ is an isomorphism if X is a sphere.
Cellular induction via the five lemma shows that Λ is an isomorphism for all X ∈
SH(C)fin.
By Definition 5.2.1(3), any cell spectrum is the colimit of a diagram of finite cell
spectra. As in [Rav84, Theorem 2.1(a)], it follows that, for any X ∈ SH(C)cell,
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AB(n)∗∗X = 0 if and only if AK(n)∗∗X = 0. Here, we use that π∗∗(−) commutes
with filtered colimits by [DI05, Proposition 9.3].
Furthermore, by [DI05, Proposition 7.3], any X ∈ SH(C) has a cellular approxi-
mation X ′ ∈ SH(C)cell, f : X ′ → Xfib (Xfib a fibrant replacement of X), such that
π∗∗(f) : π∗∗X
′
∼=
→ π∗∗X. Hence, also π∗∗(1E ∧ f) : E∗∗X
′ → E∗∗X is an isomorphism for
any E ∈ SH(C). In particular,
AB(n)∗∗X = 0⇔ AB(n)∗∗X
′ = 0⇔ AK(n)∗∗X
′ = 0⇔ AK(n)∗∗X = 0.
Remark 9.4.17. In addition to the above theorem, I also worked on a motivic version
of [JW75, Theorem 4.8], which I was almost able to prove, except for one detail which
is necessary for part (c), where [JW75, Lemma 4.10] enters the argument. Large parts
of the proof of this lemma can be translated motivically, using motivic cellular approxi-
mation as introduced in [DI05, Proposition 7.3] and the motivic Hurewicz theorem from
[Mor06, Theorem 5.57]. The only problematic point is part (e) in the proof of [JW75,
Lemma 4.10], where a spectrum Y k with finitely generated homology is approximated by
a finite spectrum F . A possible construction of F → Y k is described in [Hat01, Proposi-
tion 4C.1]. A similar construction can be performed in the motivic setting. However, it
is not clear that the resulting spectrum F is finite. This would be the case if (HZ(p))∗∗
is a coherent (or Noetherian) ring, because then, H∗∗(X,Z(p)) is finitely generated over
(HZ(p))∗∗ for finite cell spectra X, making a finite induction step possible.
Corollary 9.4.18. For p > 2 and n > 0,
〈AK(n)〉 = 〈AB(n)〉 in SH(C).
This also holds for n = 0, in which case we do not need to assume k = C or p > 2.
Proposition 9.4.19. For any k ⊆ C and any prime p,
〈AK(0)〉 = 〈AB(0)〉 in SH(k).
Proof. By definition, AB(0) = p−1ABP and
AK(0) = p−1ABP/(v1, v2, · · · ) = p
−1MGL(p)/(a1, a2, · · · ) =MGLQ/(a1, a2, · · · ).
By the main result in [Hoy13], MGL/(a1, a2, · · · ) ∼= HZ, which implies
p−1MGL(p)/(a1, a2, · · · ) ∼= p
−1HZ(p) = HQ.
Hence, AK(0) ∼= HQ. From Lemma 9.2.1(1), we already know
〈AK(0)〉 ≤ 〈AB(0)〉.
To prove
〈AK(0)〉 ≥ 〈AB(0)〉,
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let X ∈ SH(k)fin satisfy AK(0)∗∗(X) = 0. We have to show AB(0)∗∗(X) = 0. We
use [Hoy13, Lemma 7.10], in which we rationalise HZ and MGL and set X = MGLQ.
Here, rationalising a spectrum E means forming the homotopy colimit EQ = p
−1E(p).
The lemma then states the following.
If F ∈ SH(k) satisfies HQ ∧ F = 0, then [F,MGLQ] = 0.
When rationalising the proof of [Hoy13, Lemma 7.10], one uses that κ0(MGLQ) ∼=
(MGLQ)≤0 and κ0(HQ) ∼= HQ≤0, which hold because MGLQ and HQ are connective
(which follows from the connectivity of MGL [Hoy13, Corollary 3.9] and of HZ [Hoy13,
Lemma 7.3]). Furthermore, one uses that
(MGLQ)≤0 ∼= (MGL≤0)Q ∼= (HZ≤0)Q ∼= HQ≤0,
where the first and third isomorphisms follow from the fact that (−)≤d preserves fil-
tered homotopy colimits [Hoy13, Lemma 2.1] and the middle isomorphism is by [Hoy13,
Lemma 7.5].
We apply this version of [Hoy13, Lemma 7.10] to see that (MGLQ)
∗∗X = 0 for X
as above, which is equivalent to (MGLQ)∗∗X = 0, since X is finite (Proposition 6.2.2).
Using Lemma 9.2.1(1) again, it follows that (p−1ABP )∗∗(X) = 0, as we wanted to show.
As in the previous proof, the equivalence
AK(0)∗∗X = 0⇔ AB(0)∗∗X = 0
passes from finite spectra to cellular spectra and then to arbitrary spectra X ∈ SH(k).
As a corollary of the above results, we can prove the following analogue of [Rav84,
Theorem 2.1(i)].
Corollary 9.4.20. In SH(C),
〈AK(n)〉 ∧ 〈AK(m)〉 = 0
for any m 6= n.
Proof. Assume m > n. By (1) and (2) of Lemma 9.2.2,
〈AK(n)〉 ∧ 〈AP (n + 1)〉 ≤ 〈AE(n)〉 ∧ 〈AP (n+ 1)〉 = 〈0〉.
Furthermore, by Lemma 9.2.2(3) and the above result,
〈AP (m)〉 = 〈AB(m)〉 ∨ 〈AP (m+ 1)〉 = 〈AK(m)〉 ∨ 〈AP (m+ 1)〉.
This implies 〈AK(m)〉 ≤ 〈AP (m)〉. Since m > n, 〈AP (m)〉 ≤ 〈AP (n + 1)〉 by Lemma
9.2.1(1). Hence,
〈AK(n)〉 ∧ 〈AK(m)〉 ≤ 〈AK(n)〉 ∧ 〈AP (n + 1)〉 = 〈0〉.
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9.5 Decomposition of 〈AE(n)〉
Recall from Definition 6.3.1 that
AE(n) = v−1n ABP/(vn+1, vn+2, · · · ).
With the above preparations, we are ready to prove an analogue of the decomposition
of Bousfield classes given in [Rav84, Theorem 2.1(d)]. This answers a special case of
[Hor06, Question 2.17].
Theorem 9.5.1. For p > 2,
〈AE(n)〉 =
∨
0≤i≤n
〈AK(i)〉 in SH(C).
Proof. These are the same arguments as for [Rav84, Theorem 2.1(d)]: By Lemma 9.2.2(3)
and Corollary 9.4.18, 〈AP (n)〉 = 〈AB(n)〉∨〈AP (n+1)〉 = 〈AK(n)〉∨〈AP (n+1)〉. Since
AP (0) = ABP , it follows inductively:
〈ABP 〉 = 〈AK(0)〉 ∨ 〈AK(1)〉 ∨ · · · ∨ 〈AK(n)〉 ∨ 〈AP (n + 1)〉.
Since AE(n) is an ABP -module spectrum, 〈AE(n)〉 ≤ 〈ABP 〉 by Lemma 9.2.1(2). By
Lemma 9.2.2(2), 〈AE(n)〉 ∧ 〈AP (n + 1)〉 = 〈0〉. It follows that
〈AE(n)〉 ≤ 〈AK(0)〉 ∨ 〈AK(1)〉 ∨ · · · 〈AK(n)〉.
By Corollary 9.1.8 and Lemma 9.2.2(1), 〈AE(n)〉 ≥ 〈AE(i)〉 ≥ 〈AK(i)〉 for i ≤ n and
hence also 〈AE(n)〉 ≥
∨
i≤n
〈AK(i)〉.
Remark 9.5.2. The restriction p > 2 originates from Section 9.3, where it was needed
to prove homotopy associativity for the map µAP (n) : AP (n)∧AP (n)→ AP (n). There
might be a different way to show that the ABP∗∗-action on AP (n)∗∗(X) induces an
AP (n)∗∗-action, in which case the condition p > 2 could be removed in the previous
section and in the theorem.
9.6 AK(n) and AK(n+ 1)
Lemma 9.6.1. Let p be any fixed prime. For n ≥ 1 and X ∈ SH(C)fin, AP (n)∗∗(X)
is an AP (1)∗∗AP (1)-comodule and a coherent module over AP (1)∗∗.
Proof. Note that AP (1) = ABP/p is a ring spectrum because p : ABP → ABP is a
map of ring spectra and the category of ring spectra is cocomplete. The coaction on
AP (n)∗∗(X) is defined via
AP (n)∗∗X → AP (n)∗∗(AP (1) ∧X)← AP (1)∗∗AP (1) ⊗AP (1)∗∗ AP (n)∗∗X,
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where the left map is induced by the unit of AP (1) and we need to show that the right
map (induced by AP (1) ∧ AP (n) → AP (n), compare Corollary 9.3.11) is an isomor-
phism. To prove this isomorphism, it suffices to show that, in the spectral sequence
from [DI05, Proposition 7.7],
TorAP (1)∗∗(AP (1)∗∗AP (1), AP (n)∗∗X)⇒ AP (n)∗∗(AP (1) ∧X),
AP (1)∗∗AP (1) is free over AP (1)∗∗, so that the spectral sequence collapses immedi-
ately. We want to apply Lemma 6.3.7 to AP (1) ∧AP (1). Recall that the slice spectral
sequence considered in Lemma 6.3.7 converges for quotients of Landweber exact spec-
tra by [Hoy13, Theorem 8.12 and Example 8.13]. Now, ABP ∧ ABP is a product of
Landweber exact spectra and is therefore Landweber exact, see e.g. [NSØ09, Remark
9.2], and AP (1) ∧ AP (1) is a quotient of ABP ∧ ABP . Hence, the slice spectral se-
quence converges strongly, and it collapses for the same degree reasons as in Lemma
6.3.7. Thus, AP (1)∗∗AP (1) ∼= P (1)∗P (1)[τ ]. By [JY80, Section 1], this is isomorphic to
P (1)∗[τ, z
E,A] for certain zE,A. In particular, it is free over AP (1)∗∗ ∼= P (1)∗[τ ], as we
wanted to show.
Now we show that AP (n)∗∗(X) is coherent over AP (1)∗∗. Recall that P (1)∗ ∼=
Fp[v
top
1 , v
top
2 , · · · ] is a coherent ring (see [CS69, Section 1]). The same holds for AP (1)∗∗
∼=
Fp[τ, v1, v1, · · · ]. By [CS69, Proposition 1.2], coherence of modules satisfies the two out
of three property for exact triangles of graded modules (i.e., long exact sequences). It
follows that AP (n)∗∗ is a coherent AP (1)∗∗-module, and cellular induction implies that
AP (n)∗∗(X) is a coherent AP (1)∗∗-module, too.
Setting n = 1 and X = S0, the above lemma tells us that AP (1)∗∗ is a coherent
AP (1)∗∗AP (1)-comodule, where coherent means coherent as an AP (1)∗∗-module.
Lemma 9.6.2. (Invariant prime ideals)
For k = C and p any prime, the invariant prime ideals of AP (1)∗∗ (that is, prime
ideals which are also sub-comodules) are given by Im = (v1, · · · , vm−1) and Im =
(τ, v1, · · · , vm−1).
Proof. We have AP (1)∗∗ ∼= P (1)∗[τ ] and AP (1)∗∗AP (1) ∼= P (1)∗P (1)[τ ], as in the proof
of the previous lemma. Under the functor RC, the coaction
AP (1)∗∗ → AP (1)∗∗AP (1) ⊗AP (1)∗∗ AP (1)∗∗
realises to
P (1)∗ → P (1)∗P (1)⊗P (1)∗ P (1)∗
(similarly as in the proof of Corollary 9.1.7). By the classical invariant prime ideal
theorem (see [Lan73a, Theorem 2.7] or compare [JY80, Theorem 1.16]), the invariant
prime ideals of P (1)∗ are given by I
top
m = (v
top
1 , · · · , v
top
m−1). The isomorphism
AP (1)∗∗AP (1)⊗AP (1)∗∗ AP (1)∗∗
∼= P (1)∗P (1)⊗P (1)∗ AP (1)∗∗
implies that Im is an invariant prime ideal in AP (1)∗∗. By AP (1)∗∗ ∼= P (1)∗[τ ], it follows
also that Im is an invariant prime ideal of AP (1)∗∗, too.
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It remains to show that there cannot be any further invariant prime ideals. As in
[Lan73a], this follows from the fact that the only primitive elements in AP (1)∗∗/Im ∼=
P (1)∗/I
top
m are multiples of powers of vm (compare [Lan73a, Proposition 2.11]).
Corollary 9.6.3. (Motivic Landweber filtration theorem)
Let p be any prime and n ≥ 1. For X ∈ SH(C)fin, AP (n)∗∗(X) can be filtered by
AP (1)∗∗-modules
AP (n)∗∗(X) =M0 ⊃ · · · ⊃Mk = 0
such that Mi/Mi+1 ∼= AP (1)∗∗/Im or AP (1)∗∗/Im for some Im and Im (m ≥ n) as
above.
Proof. By Lemma 9.6.1, AP (n)∗∗(X) is a coherent AP (1)∗∗AP (1)-comodule. Landwe-
ber’s filtration theorem [Lan73b, Theorem 3.3] (see also [JY80, Theorem 1.16]) implies
that AP (n)∗∗(X) has a filtration
AP (n)∗∗(X) =M0 ⊃ · · · ⊃Mk = 0
such that Mi/Mi+1 ∼= AP (1)∗∗/I for some I which is invariant under the comodule
action. Thus, the claim follows from the previous lemma.
The following is a motivic version of one statement in [Rav84, Theorem 2.11]. In the
proof, we use ideas from Ravenel’s proof.
Theorem 9.6.4. Let p > 2. If X ∈ SH(C)fin satisfies AK(n+ 1)∗∗(X) = 0, then also
AK(n)∗∗(X) = 0. That is, 〈AK(n + 1)〉 ≥ 〈AK(n)〉 in SH(C)fin.
Proof. Assume n > 0. The case n = 0 will be considered at the end of the proof. Let
E∗∗(−) be defined by
E∗∗X = AE(n + 1)∗∗ ⊗ABP∗∗ AP (n)∗∗(X).
As in [JY80, Lemma 3.5], the above Landweber filtration theorem and the fact that
AE(n+ 1) is Landweber exact (see [NSØ09, Theorem 8.7]) yield
Tor
AP (n)∗∗
1 (AE(n + 1)∗∗ ⊗ABP∗∗ AP (n)∗∗, AP (n)∗∗/I) = 0
for all invariant prime ideals I ⊆ AP (n)∗∗ as above. (Alternatively, this can be derived
from the topological analogue and Lemma 6.3.7, using [NSØ09, Theorem 8.7].) As in
[Rav84, Theorem 2.11], this implies that E∗∗(−) is an exact functor.
In analogy to [Rav84], we show that there is an injective pairing
AK(n+ 1)∗∗ ⊗E∗∗ E∗∗X →֒ AK(n+ 1)∗∗X.
To construct this pairing, note that the ABP -action on AK(n + 1) factors through a
map AP (n)∧AK(n+1) → AK(n+1) by methods from Section 9.3, since vi, i < n+1,
acts trivially on AK(n+ 1) by Corollary 9.3.5. This induces a map
AK(n+ 1)∗∗ ⊗ABP∗∗ AP (n)∗∗X → AK(n+ 1)∗∗X.
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As in [Rav84, Theorem 2.11], this map factors through a pairing
AK(n+ 1)∗∗ ⊗E∗∗ E∗∗X → AK(n+ 1)∗∗X,
the reason being again that the relevant elements act trivially. Such a pairing induces
a universal coefficient spectral sequence, whose motivic version is constructed in [DI05,
Propositions 7.7 and 7.10],
TorE∗∗i (E∗∗(X), AK(n + 1)∗∗)⇒ AK(n+ 1)∗∗(X).
As in [Rav84], to prove the injectivity of the pairing, it suffices to prove the vanishing
of
TorABP∗∗i (AP (n)∗∗(X), AK(n + 1)∗∗)
for i > 1. Since n ≥ 1, p acts trivially on both of these modules, and we can replace
ABP by AP (1) = ABP/p. Hence, we have to show the vanishing of
Tor
AP (1)∗∗
i (AP (n)∗∗(X), AK(n + 1)∗∗)
and, by Corollary 9.6.3, the question reduces to the vanishing of
Tor
AP (1)∗∗
i (AP (1)∗∗/I,AK(n + 1)∗∗)
for i > 1 and I = Im or Im, m ≥ n. By Lemma 6.3.7, this equals
Tor
P (1)∗[τ ]
i (P (1)∗/Im[τ ],K(n + 1)∗[τ ]) or
Tor
P (1)∗[τ ]
i (P (1)∗/Im,K(n+ 1)∗[τ ]), respectively.
A projective resolution of K(n+ 1)∗ over P (1)∗ yields a projective resolution of K(n+
1)∗[τ ] over P (1)∗[τ ] by applying − ⊗ Fp[τ ]. It follows that both of the above torsion
terms vanish if
Tor
P (1)∗
i (P (1)∗/Im,K(n+ 1)∗) = 0.
For i > 1, this follows from
TorBP∗i (BP∗/Im,K(n+ 1)∗) = 0,
as in the proof of [Rav84, Theorem 2.11]. This proves the injectivity of the above pairing.
Now, assume that AK(n + 1)∗∗X = 0. The injectivity of the pairing implies that
AK(n+ 1)∗∗ ⊗E∗∗ E∗∗X = 0. Recall AK(n+ 1)∗∗
∼= H∗∗[v
±1
n+1] and note that
E∗∗ ∼= AE(n+ 1)∗∗ ⊗ABP∗∗ AP (n)∗∗
∼= E(n + 1)∗ ⊗BP∗ P (n)∗[τ ]
∼= H∗∗[vn, v
±1
n+1]
by [NSØ09, Theorem 8.7] and Lemma 6.3.7. Therefore, AK(n + 1)∗∗ ⊗E∗∗ E∗∗X = 0
implies v−1n E∗∗X = 0. Now,
0 = v−1n E∗∗X = AE(n + 1)∗∗ ⊗ABP∗∗ AB(n)∗∗X,
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by the definitions of E∗∗(−) and of AB(n). By Theorem 9.4.16, since X is finite, this is
equal to
AE(n + 1)∗∗ ⊗ABP∗∗ AK(n)∗∗(X)⊗ Fp[vn+1, vn+2, · · · ].
By [NSØ09, Theorem 8.7], AE(n+ 1)∗∗ ∼= E(n+ 1)∗ ⊗BP∗ ABP∗∗. It follows
0 = Z(p)[v1, · · · , vn, v
±1
n+1]⊗Z(p)[v1,··· ] AK(n)∗∗X ⊗ Fp[vn+1, · · · ].
As vm acts trivially on AK(n)∗∗X for all m 6= n by Corollary 9.3.5, this implies that
AK(n)∗∗X = 0.
It remains to show that AK(1)∗∗X = 0 implies AK(0)∗∗X = 0. Recall the def-
initions AE(1) = v−11 ABP/(v2, · · · ) and AK(1) = v
−1
1 ABP/(p, v2, · · · ) = AE(1)/p.
Since multiplication by p commutes with π∗∗(−), it follows that AK(1)∗∗X = 0 im-
plies p−1AE(1)∗∗X = 0. (Note that p
−1(AE(1)∗∗X) ∼= (p
−1AE(1))∗∗X since π∗∗(−)
commutes with filtered colimits by [DI05, Proposition 9.3].) The following argument is
closely related to Corollary 9.1.8. Since p−1AE(1)∗∗X = 0, p
−1(ABP/(v2, · · · ))∗∗X is
v1-torsion. By Theorem 9.1.1, this implies that p
−1(ABP/(v2, · · · ))∗∗X is p-torsion.
But this can only be the case if p−1(ABP/(v2, · · · ))∗∗X = 0. It follows that
AE(0)∗∗X = p
−1(ABP/(v1, v2, · · · ))∗∗X = 0.
Now, by Theorem 9.5.1, 〈AE(0)〉 = 〈AK(0)〉. Hence, AK(0)∗∗X = 0.
In terms of thick ideals in SH(C)fin(p) , p > 2, we have proven that the motivic Morava
K-theory spectra AK(n) indeed describe a descending chain of thick ideals, similarly to
the chain of thick subcategories in SHfin(p) . The inclusions are proper by Chapter 8.
Corollary 9.6.5. For p > 2,
SH(C)fin(p) ) CAK(0) ) CAK(1) ) · · · .
To sum up, we have identified three sequences of thick ideals which may or may not
be equal:
SH(C)fin(p)
=
⊃ R−1(C1)
⊇
⊃ R−1(C2)
⊇
⊃ · · ·
SH(C)fin(p)
=
⊃ CAK(0)
⊇
⊃ CAK(1)
⊇
⊃ · · ·
SH(C)fin(p) ⊃ thickid(cC1) ⊃ thickid(cC2) ⊃ · · · .
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