 We analyze persistence in price and volatility of WTI oil price;  We identify bull and bear market phases;  We also conduct recursive estimation;  Oil price is non-stationary and volatility exhibits long-memory;  Degree of persistence increases when market phases are identified.
Introduction
Following the seminal work of Hamilton (1983) , a considerable body of literature has been published connecting movements in oil returns and its price volatility with recessions and inflationary episodes in the US economy (see for example, Balke et al., (2002 Balke et al., ( , 2010 , Brown and Yücel (2002) , Barsky and Kilian (2004) , Jones et al. (2004) , Kilian (2008a Kilian ( ,b, 2009a , Elder and The papers found that the real price of oil has undergone three phases: first, from 1861 to 1878 with high prices and high volatility persistence. The second phase, between 1878 and 1973 was characterized by low prices and less volatility persistence, while in the third identified phase, from 1973 till 2009, high prices with high volatility persistence is identified. Ewing and Malik (2010) examined the volatility persistence in oil prices by incorporating endogenously determined structural changes into a Generalized Autoregressive Conditional Heteroscedasticity (GARCH) models and found that oil price shocks dissipated sharply but did have a strong initial impact. Erten and Ocampo (2012) applied the asymmetric band-pass filter to decompose the time series of crude oil prices from 1875 to 2010 into a trend component and super-cycles lasting from 20 to 70 years and found an upward trend in oil prices before the 1920s, a downward trend between the 1920s and the 1960s, and an upward trend after 1960. Zellou and Cuddington (2012) also found evidence of cycles and trend in the prices of oil from 1861 to 2010, with significant cycles after the First World War period as the after match effect of global financial crises, with the significant one occurring in 2008. The weak evidence of cycles also occurred before the 2 The beginning of new era in Oil production was marked in 1959 when Edwin Drake successful produced usable quentities of crude oil for commercial purposes from 69-foot well Pennsylvania. Drake discovery broke the oil market and his prices for oil rose and the prices of WTI oil quickly fell averaging $9.60 per barrel in 1860 which further reduced to10 cents per barrel by the end of 1861.
World war period. They further stated that the upward long term trend after the World war is considerably weaker when compared to the significant cycles. Bildirici and Ersin (2013; 2014) considered using a regime dynamic conditional variance modelling approach in predicting oil price dynamics. Bildirici and Ersin (2014) actually extended their work to include modelling persistence of volatility in the volatility series of WTI oil prices and found that the fractionally integrated power GARCH model performed best among other model variants. Charles and Darné (2014) considered volatility persistence in the three crude oil markets (WTI, Brent and OPEC) between 1985 and 2010 and identified significant structural changes where the volatility persistence were found to reduce when the variance changes were introduced into the volatility modelling process. Mu and Ye (2015) employed a methodology that allows one to disentangle the long term trend in oil prices from cyclical movements. Using data from 1861 to 2010, the authors identified a deterministic quadratic trend and two types of cycles with the short one having a 6 year-period along with long cycles of 29 year-periods. Their results further indicated smaller growth rate for the long term trend.
The prices in each of the oil markets can be viewed with respect to the level of persistence of volatility in the returns. Also, there may be non-linear dynamics in the time series of oil and this is synonymous to the financial theory of bull and bear phases. Given the history of oil prices, it is possible to examine the dynamics of oil price over time, identify possible market phases and investigate volatility persistence at each market phase. That is the focus of this paper. Salisu (2014) evaluated the comparative performance of symmetric and asymmetric volatility models for Brent and WTI oil prices using data before, during and after the global crisis. The results showed evidence of leverage effects in both oil prices. The results further showed that bad news in the oil market would increase volatility in crude oil prices more than good news, and in terms of persistence of volatility, the WTI oil price series was found to be more persistent than the Brent oil price series. Salisu (2014) only considered one event that has provoked a crisis in oil prices, but it is of importance to study first the dynamics of breaks in oil prices and relate this with the volatility persistence.
Few studies have examined modelling crude oil market volatility using the classical GARCH model and its variants. Narayan and Narayan (2007) examined the volatility series of oil at different sub-samples and obtained inconsistent evidence of asymmetry and persistence of shocks, and on the overall series, the shocks tended to be permanent, and exerting asymmetric effects on the volatility. Alom, Ward and Hu (2012) examined the asymmetry and persistency of volatility in the prices of crude oil and its products using the GARCH-type modelling framework, and found different persistence levels of volatility. Salisu and Fasanya (2012) analyzed WTI and Brent crude oil prices using the structural break tests of Narayan and Popp (2010) and Liu and Narayan (2010) , and obtained results that support identifying structural breaks in oil price time series before empirical analysis of price volatility. Salisu and Mobolaji (2013) investigated returns and volatility transmission between oil prices and the US-Nigeria exchange rate using an approach which allowed for the operation of two structural breaks and found the timing of the structural breaks to coincide with the period of global financial crisis.
The above mentioned review of the univariate works shows that the analysis of crude oil prices has not been extended to cover prices: (i) based on bull and bear markets-based subsamples; (ii) using fractional integration techniques to investigate persistence of volatility based on the absolute and squared returns of the oil prices, and; (iii) covering over 150 years of data, which in turn, includes the entire history of the modern oil industry in the US. The identification of bull and bear financial phases of crude oil is achieved by applying an algorithm by Pagan and Soussonouv (2003) . To the best of our knowledge, Narayan and Narayan (2007) , Dvir and Rogoff (2014) and Salisu (2014) are the only papers that have attempted to identify sub-samples for oil prices, and which have modeled volatility. In Narayan and Narayan (2007) , there is no clear-cut justification for choosing the series subsamples applied in the paper. Dvir and Rogoff (2014) obtained their sub-samples based on low and high oil prices which corresponded to periods of low and high volatilities, while Salisu (2014) based his data sub-samples on periods of global financial crisis. In the present study, we are motivated by the recent bull and bear behaviour in the oil markets (see Tokic, 2010; 2015) . 3 This approach of identifying market phases over 150 years of data also helps us to control for the sensitivity of the estimates of persistence due to structural breaks in the oil market.
The rest of the paper is then structured as follows: Section 2 describes the methodology used in the paper which is based on fractional integration and Pagan and Sossounov" (2003) algorithm for the detection of bull and bear phases. Section 3 presents the data and the main empirical results, while Section 4 concludes the manuscript.
Methodology

Fractional dependence approach
The methodology used in the paper to model the WTI series is based on fractional integration.
The idea behind this concept is that the number of differences required in the series to render it stationary I(0) may be a fractional number. In other words, we say a time series {x t , t = 0, ±1, ...} is integrated of order d, and denoted by x t ≈ I(d), if it can be represented as
where L is the lag-operator ( 
implying that the higher the value of d is, the higher the degree of association between observations that are widely separated in time. Thus, the parameter d plays a crucial role in determining the degree of persistence of the series. If d = 0 in (1), clearly x t = u t , the process is short memory, it is covariance stationary, and it may be weakly Autoregressive Moving Average The methodology used in the paper to estimate the fractional differencing parameter is based on the Whittle function in the frequency domain, using both parametric (Dahlhaus, 1989) and semiparametric (Robinson, 1995; Abadir et al., 2007) methods. The use of other approaches, such as the Maximum Likelihood (ML) method in the time domain (Sowell, 1992; Beran, 1995) produced essentially the same results.
Given that our paper covers over 150 years of data, it is not illogical to assume that there are likely to be regime changes in the oil market. Understandably, parameter estimates across these regimes cannot be expected to remain the same. Hence, we supplement our long memory estimations for the full-sample by repeating the econometric analysis across the bull and bear phases of the oil market. The following sub-section discusses how we identify these two regimes.
Algorithm for identifying the Market Phases
Following Pagan and Sossounov (2003) , steps of an algorithm based on their Fortran programme is written to split the WTI oil price time series into bull and bear phases. The bull phase is the period between an immediate trough and the next peak, while the bear phase is the period between an immediate peak and the next trough of the time series.
The steps of the algorithm are presented as follow:
(1a). Determine the initial turning points in raw data by choosing local peaks (troughs) as occurring when they are the highest (lowest) values in a window of eight months on either side of the date.
(1b). Enforce alternation of turns by selecting the highest of the multiple peaks (or the lowest of the multiple troughs).
(2a). Eliminate turns within six months of beginning and end of the series.
(2b). Eliminate peaks (or troughs) at both ends of the series which are lower or higher.
(2c). Eliminate cycles whose duration is less than 16 months.
(2d). Eliminate phases whose duration is less than four months (unless fall or rise exceeds 20%).
Data, Results and Discussion
The data considered in this work are the monthly crude oil prices of the West Texas Intermediate 4 Again, this would imply losing 12 years or so of data and also important events in the oil industry during the 1860s (see Table 1 ). But since standard approaches of seasonal adjustments, like the X-13, cannot handle more than 50 years of data, these could not be used either; (ii) More importantly, as indicated by Hamilton (2011) , what is more important in terms of explaining US business cycle movements is the nominal and not real oil price. Hamilton (2011) suggests that using real values induces measurement errors. More specifically, he writes: "…deflating by a particular number, such as the CPI, introduces a new source of measurement error, which could lead to deterioration in the forecasting performance.
In any case, it is again quite possible that there are differences in the functional form of forecasts based on nominal prices instead of real prices" (page 370). Hence, Hamilton (2011) recommends modeling and forecasting of nominal oil prices, returns, and volatility and not real values of the same, and; (iii) The concept of volatility is based on squared or absolute nominal returns, and not real returns. This is understandable, since using real prices would mean that the volatility is driven by two components, the nominal oil price and the CPI, so one would not know the true data generating structure and persistence behaviour of the returns. These are the three serious reasons, we stick to nominal WTI oil prices rather than real values of the same.
Plots of the original time series of (oil price), log-transformed returns, absolute and squared returns are given in Figures 1(i) -1(iv) below. From the time plot of prices in Figure   1 (i), we observed the oil price at $20 in 1859 and this dropped sharply to $1 around 1860s as a result of Drake"s oil that broke the WTI oil market, and later rose to $12 around 1864 as a result of scarcity caused by US civil war (Ripy, 1999) . This maintained the stable prices of $0.50-$3 until 1967 when it started experiencing astronomical rises again. Series of events that caused increase and decrease in the prices of oil are stated in Table 1 below, of which the outbreaks of war between the oil producing economies had significant effects in the pricing of WTI oil at the markets.
Figures 1(ii) -1(iv) show the returns (as well as the volatility, approximated by the squared and absolute returns) display higher volatility, especially at the beginning and at the end of the sample.
We first applied Pagan and Soussonouv (2003) algorithm to identify the market phases of oil prices. The identification is summarized in Table 1 , where the first bear phase commenced at December 1859 with oil price of $20 and ended at December 1861 with $0.10 price. Table 1 further indicated the price of oil at the end of each market phase as well as the event that occurred during phase. We follow the algorithm proposed by Pagan and Sossounov (2003) in identifying the market phases.
We next focus on the estimation of the fractional differencing parameter, first with a parametric approach (in Table 2 ) and then using a "local" Whittle semi-parametric method (in Table 3 ). In the parametric context, we consider both the cases of uncorrelated (white noise) and autocorrelated errors. In the latter case, we use Bloomfield"s (1973) method, which is a nonparametric approach of modelling I(0) errors that produce autocorrelation decaying exponentially to zero as in the AR case. Starting with the parametric method, we consider the three standard cases of no regressors, an intercept, and with an intercept and a linear time trend, and using the log WTI oil prices series, we observe that the unit root null hypothesis is rejected in favour of higher order of integration if the errors are uncorrelated; however, allowing for autocorrelation, though the estimated value of d is slightly above 1, the unit root null hypothesis (i.e., d = 1) cannot be rejected. Focusing now on the volatility, measured in terms of the squared and absolute returns, the estimated value of d is found to be significantly positive in all cases, providing evidence in favour of long memory behaviour often experienced in the volatility series of assets prices.
Using the "local" Whittle semi-parametric methods (Table 3) , the results for a selected group of bandwidths m = 40, 41, ..., 50 are displayed in Table 3 . We observe that the estimates of d for the log WTI oil prices are around 0.75 for all bandwidth numbers, implying now some evidence of mean reverting behaviour. For the squared and absolute returns, the same evidence of long memory (i.e., d > 0) as with the parametric method is now obtained with the semiparametric one. Table 4 focuses on the different subsamples according to the bull and bear phases previously identified. In general we observed an increase in the degree of integration in the bull periods compared with the bear ones. If we focus on the absolute and squared returns (in Tables 5 and 6) the results are a slightly more ambiguous in the sense that we do not observe any systematic increase or decrease in the estimated values of d when moving from a bull period to a bear one.
5 5 Since our algorithm identified the end of the last bear phase in January, 2015, while oil prices were still falling, based on the suggestions of an anonymous referee, we re-conducted the estimation over the period of September, 2013 to July, 2015. Not surprisingly, the additional six data points did not affect our results qualitatively and only in a minor way quantitatively. Complete details of these results are available upon request from the authors. The values in parenthesis refer to the 95% confidence intervals for the estimation of d. XXX means that convergence was not achieved. The values in parenthesis refer to the 95% confidence intervals for the estimation of d. XXX means that convergence was not achieved.
We then conducted some recursive estimates of d, starting with the first bear period and adding successively the observations corresponding to each bull and bear sub-periods. The results for the log WTI oil prices, absolute and square returns are reported, respectively in Tables 7, 8 and 9. Figure 2 displays the plots for each of the cases under both white noise and autocorrelated (Bloomfield) disturbances. It is observed that, with the exception of one single case (log WTI oil price series with autocorrelation), there is, in every case, an increase in the estimated value of d as we increase the number of observations in the sample, especially for the initial periods of the sample, and this happens not only for the log-prices but also for the two measures of the volatility. 
Concluding Remarks
This paper has focused on the analysis of the log-WTI prices along with its volatility approximated by means of the absolute and squared return series. We looked at the degree of persistence of the series corresponding to the whole sample as well as at the different subsamples according to the bull and bear periods identified by the algorithm developed by Pagan and Sossounov (2003) . Our results show that the log WTI series is nonstationary with an order of integration close to 1 or even higher than 1, while the absolute and squared returns display long memory behaviour. This means that the series is highly persistent with shocks having permanent effects and thus, in the event of shocks, requires strong policy measures to recover the original trends. Once we separate the sample in terms of the bull and bear periods, we observe an increase in the degree of persistence as we increase the number of periods in the sample. Our results thus indicate that identifying bull and bear phases of the oil market is important, since this implies that the effect of the shocks of oil price and its volatility on the macroeconomy will have a more persistent effect than what would be estimated if we did not identify such market phases.
Understandably, more persistence might imply government intervention in terms of policy to neutralise the impact of such effects, especially if it is negative, and perceived to be long-lasting.
