Abstract: Core and Guay (2001) argue that there is an increasing relation between an executive's payperformance sensitivity (incentives) and firm risk, in contrast to the findings in Aggarwal and Samwick (1999) and the predictions of principal-agent models such as Holmstrom and Milgrom (1987) . They claim that including a control variable for firm size in our regression specification reverses the sign of the coefficient on firm risk. We show that their conclusions are based on errors in their empirical work, not the validity of their claim. We re-examine both our original findings and Core and Guay's findings and show that our original findings are quite robust to changes in specification-the relation between payperformance sensitivity and firm risk is decreasing as predicted by principal-agent theory.
I. Introduction
argue that there is an increasing relation between an executive's payperformance sensitivity (incentives) and firm risk, in contrast to the findings in Aggarwal and Samwick (1999) and the predictions of principal-agent models such as Holmstrom and Milgrom (1987) . Core and Guay focus on the regression results from Table 3 , Panel A, Column 1 of our original article. They claim that including a control variable for firm size in our regression specification reverses the sign of the coefficient on firm risk. Their conclusions are based on errors in their empirical work, not the validity of their claim. We re-examine both our original findings and Core and Guay's findings and show that our original findings are quite robust to changes in specification-the relation between pay-performance sensitivity and firm risk is decreasing as predicted by principal-agent theory.
In their comment dated October 2001, which was distributed as forthcoming in the Journal of Political Economy but which has now been rejected, Core and Guay made several errors in their empirical work.
1 These errors, not the inclusion of a measure of firm size (market value of equity), generate their finding of a positive coefficient on firm risk. We demonstrate this in two ways. First, Core and Guay use a different sample than the one we used in our original article. In our original sample, we show that including the market value of equity as an explanatory variable does not eliminate the importance of firm risk (as measured by the dollar variance of firm returns) in explaining incentives.
Second, we use the Core and Guay sample and correct their two main errors. Their first error is that, when calculating an executive's change in firm-specific wealth, Core and Guay exclude the value of stock options exercised. This is inconsistent with the prior literature (e.g., Jensen and Murphy (1990)) and our original article. Their second error is that, contrary to what they state in their comment, they do not impose the same sample restrictions that we did in our original article. Specifically, in our original article, we exclude observations for which there are fewer than 48 months of return data, whereas Core and Guay include observations for which there are between 12 and 48 months of return data. When we correct these errors, we find that the coefficient on the firm risk variable is negative and significant, as we argued in our original article. Thus, we conclude that our original results are robust to the inclusion of firm size as measured by the market value of equity.
Even though Core and Guay's findings are not valid as a critique of our original article, it is worth understanding how firm size influences incentives. Core and Guay argue that firm size matters for incentives because it proxies for the marginal product of an executive's effort-larger firms have more productive executives. If this is why firm size matters, then there are better measures of firm size than the market value of equity such as firm sales, assets, capital stock, or number of employees. When these measures are included in our specifications, the relation between incentives and firm risk is again negative and significant. Further, the prediction from this model is that controlling for risk, the effect of firm size on incentives is positive. This prediction is always rejected empirically. Instead, it is more plausible that firm size matters because it proxies for further aspects of risk not fully captured by the variance of dollar returns.
Core and Guay also argue that the correct measure of risk is the percent return variance, not the dollar return variance. Core and Guay base their argument on the model of Schaefer (1998) 
II. How robust are our original results?
To examine the robustness of our original results, we estimate both our original specification and Core and Guay's specification using our original sample in The dependent variable w ijt is the dollar increase in CEO wealth. The independent variables are the dollar change in the market value of the firm π jt , the interaction of this dollar return with the cumulative distribution function (CDF) of the variance of dollar returns calculated over the preceding five years F(σ jt 2 )π jt , the CDF of dollar return variance F(σ jt 2 ), and year dummies µ t . The pay-performance sensitivity is given by γ 1 + γ 2 F(σ jt 2 ). If γ 2 , the coefficient on the interaction of dollar returns with the CDF of the variance of dollar returns, is negative, then the pay-performance sensitivity (incentives) is decreasing in risk. To get Core and Guay's specification (equation (5) from their comment), we add the CDF of the market value of equity interacted with the dollar return F(V jt-1 )π jt and this CDF F(V jt-1 ) alone:
The first column of Table 1 replicates Table 3 , Panel A, Column 1 from our 1999 article and estimates equation (1) above. The second column of Table 1 estimates equation (2) above. This is the specification used by Core and Guay in their Table 2 , Column (c). We note that the Core and Guay specification applied to our original sample yields results entirely consistent with our original results and inconsistent with those in their comment. In particular, the coefficient on the interaction of the dollar return and the CDF of dollar return variance, -9.722, is negative and significant even after controlling for the market value of equity. While the market value of equity is correlated with incentives, including it in the regression does not invalidate the importance of the risk variable, the dollar return variance, in our original sample.
The next two columns demonstrate similar results for our original sample of non-CEOs to those in the first two columns for our original sample of CEOs. Even when controlling for the market value of equity, we find a negative and significant coefficient on the interaction of the dollar return and the CDF of the dollar return variance for our original sample.
III. Are the Core and Guay results correct?
Core and Guay begin with a somewhat different sample than the one we used in our original article.
2 In Table 2 , we examine the relation between incentives, dollar return variance, and market value of equity using the Core and Guay sample. Columns (1) through (3) transcribe Core and Guay's Table 2, Columns (a), (c), and (e), respectively, for ease of comparison. The dependent variable is the dollar increase in CEO wealth. The independent variables are the dollar change in the market value of the firm, the interaction of this dollar change with the CDF of the variance of dollar returns calculated over the preceding five years, the interaction of the dollar return with the CDF of market value of equity, the interaction of the dollar return with the CDF of the market-to-book ratio, the interaction of the dollar return with the CDF of CEO tenure, the interaction of the dollar return with the CDF of the percent return variance, these CDFs not interacted, and year dummies. Column (1) is their replication of our original specification (equation (1) positive and significant when a measure of firm size, the market value of equity, is added to the regression. Column (3) shows that this coefficient becomes negative but insignificant when additional control variables are added.
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The fourth through sixth columns contain the results when we attempt to replicate Core and Guay's results in Columns (1) through (3) using their sample. In Column (5), our estimate of the coefficient on the dollar return interacted with the CDF of the dollar return variance is negative and significant, as in our original article. In addition, the coefficients are very close to those in the second 2 We thank Core and Guay for providing us with their programs and data so that we can estimate regressions on their sample. The Core and Guay sample differs from our original article in several respects. First, Core and Guay use a later release of the ExecuComp data (October 1999 versus October 1997 for our original sample). In replicating their results, we use the October 1999 release of the data. Second, Core and Guay use a more precise definition of CEO status than we used in our original sample. In replicating their results, we use their definition. This reduces the number of CEOs relative to our original sample. These two differences turn out to be minor. 3 Core and Guay attach special meaning to the percent return variance. We return to this issue in Section V below. Core and Guay's coefficient on the interaction of dollar return and the CDF of percent return variance in Column (3) is an order of magnitude larger than ours in Column (6), presumably due to a transcription mistake.
column of Table 1 . Column (6) shows that adding the other covariates increases the magnitude and significance of the coefficient on the dollar return interacted with the CDF of dollar return variance.
Market-to-book and CEO tenure were provided by Core and Guay; all other variables are defined as in our original article.
What accounts for the dramatic difference between Core and Guay's results in the first three columns of Table 2 and our attempt to replicate their results in the last three columns of We drop these observations.
The first major difference is that, in our original article, we use only observations for which a minimum of 48 months of return data are available to calculate variances of returns (see footnote five in our original article). In their comment, Core and Guay claim that they follow this same sample restriction:
"To create our sample, we use the same data restriction as A&S (1999), and compute compensation variables consistent with the A&S measures . . . To compute the variance of monthly dollar returns (i.e., A&S's measure of firm risk), we use a time series of no less than 48 months and no more than 60 months of returns . . ." (page 7-8; also see the notes to Table 2 in their comment). However, our inspection of observations in their sample revealed numerous cases of firms that were not even publicly traded for 48 months (e.g., America Online went public on March 19, 1992, but Stephen Case, AOL's CEO, appears in Core and Guay's sample from 1994 to 1996). In a subsequent examination of their programs, we found that Core and Guay restricted their sample to observations for which a minimum of 12 months of return data are available, not 48 as they claimed in their comment. By our calculations, Core and Guay include 624 observations that do not pass our original sample selection criteria. This issue, along with the minor issue noted above, accounts for the differences in sample size between Core and Guay's results in the first three columns of Table 2 and our results in the last three columns of positions are typically not due to optimal contracting in a principal-agent setting (such as the one we tested in our original article), but instead are due to the fact that many of the managers are ownerfounders of their firms. These owner-founders take their firms public to achieve liquidity but trade out of their undiversified positions fairly slowly. For example, Field and Hanka (2001) show that executives' ownership positions remain very high one year after the IPO, falling from 27.5% at the time of the IPO to 25.3% one year later, in part due to lockup provisions. At the same time, these companies have high variances of returns. Thus, it is not surprising that on this subsample one would find a positive relation between incentives and the variance of returns.
The second major difference is that Core and Guay define their dependent variable differently than we did. In our original article, we defined the dependent variable, the change in firm-specific wealth, as the sum of total flow compensation, the change in the value of stock holdings, and the change in the value of option holdings. Core and Guay have the same definition as we do for total flow compensation and the change in the value of stock holdings. However, their definition of the change in the value of option holdings differs from ours. Core and Guay define the change in the value of option holdings as the difference between the value of unexercised options from the beginning of the year to the end of the year. Core and Guay do not include the value of any options exercised during the year. As in Jensen and Murphy (1990) , we define the change in the value of option holdings as the difference between the value of unexercised options from the beginning of the year to the end of the year plus the value of any options exercised during the year.
Core and Guay's failure to include the value of options exercised during the year is flawed. To see this, suppose that an executive has 100 options at the beginning of the year, each in the money with an intrinsic value of 5. For simplicity, ignore the time value of the options. Then the executive's beginning of year value of option holdings is 500. Suppose that the stock price does not change over the course of the year and the executive exercises 20 options during the year. The value of these options that are exercised is 100. At the end of the year, the executive has 80 options each with an intrinsic value of 5, so the end of year value of option holdings is 400. Core and Guay would treat this as the executive's change in firm specific wealth from options is 400 -500 = -100. However, the executive's exercise decision is still firm-specific wealth and so we would treat the executive's change in firm-specific wealth from options as 400 + 100 -500 = 0.
Our approach is not only consistent with the previous literature, it is also consistent with how we treat the change in the value of stock holdings. Specifically, the change in the value of stock holdings multiplies the value of the shares held by the executive at the beginning of the year by the total return to shareholders over the course of the year. Thus, any stock that is sold during the year is treated as if it were sold at the end of the year. The option calculation that we use also treats any option exercise during the year as occurring at the end of the year. As Core and Guay make the same assumption we do for stock holdings but a different one for option holdings, their treatment of the two is inconsistent.
These differences in empirical work account for the large differences in results between the first three and the last three columns of Table 2 . 4 In Core and Guay's results, it is not the inclusion of market value of equity in the regression that reverses the sign on firm risk, but rather errors in their empirical work.
IV. Why does firm size matter?
In the previous two sections, we showed that including the market value of equity does not reverse our original conclusion that there is a negative relation between incentives and firm risk. It is also true that there is a correlation between firm size as measured by the market value of equity and incentives.
Why does firm size matter? In their model, Core and Guay argue that firm size matters because it proxies for an executive's marginal product of effort-executives at larger firms have higher marginal products of effort. In the context of this model, however, it is worth considering what would be a good proxy for the marginal product of effort.
There are several reasons why market value of equity may be an inadequate proxy. First, from basic accounting, the market value of equity does not represent the value of all claims on the firm, making it an incomplete measure of firm size. Second, the market value of equity is a highly volatile measure of firm size. This volatility is more likely to be related to noise in financial markets than to changes in productivity. 5 When the market value of equity decreases by 10 percent for random reasons, it seems implausible that the marginal product of the executive's effort is also 10 percent lower. The marginal product of effort is a real, not financial, variable. It is better captured by real operating measures of firm size. Third, in the context of Core and Guay's specifications, the market value of equity is the measure of firm size that is most highly correlated with the measure of firm risk. Core and Guay report that this correlation is 0.92. This multicollinearity will lead to less precise and less stable estimates of the relations between incentives and both risk and size. For these reasons, the market value of equity is not a good measure of firm size for the purpose of capturing the marginal product of effort.
Because of these issues, we consider Core and Guay's model in a more general setting. Similar to their equation (1), the change in market value is given by:
reported in column 4. These two mistakes roughly offset each other in the specifications in column 1 and 4. They have a large impact on the specifications in Columns 2 and 5 and 3 and 6.
where λ' > 0. Here λ measures the marginal product of an executive's effort and it is assumed to be increasing in firm size, s. This theoretical specification does not require that firm size is the market value of equity. In particular, we assume that the proxy for the marginal product of effort, firm size s, is uncorrelated with the shock to firm value ε. If the change in market value is given as above, it is straightforward to show that the optimal contract is:
where ρ is the executive's coefficient of absolute risk aversion and k is the executive's disutility of effort.
In this version of the optimal contract, σ 2 is the dollar return variance as in the Holmstrom and
Milgrom (1987) model we tested and the pay-performance sensitivity α 1 * is increasing in the marginal product of effort. As the marginal product of effort is increasing in firm size (by assumption), the payperformance sensitivity is increasing in firm size, controlling for firm risk. In an empirical test of equation (4), such as equation (2), the coefficient on the interaction of dollar return with firm size s should be positive and the coefficient on the interaction of dollar return and firm risk σ 2 should be negative.
Given the shortcomings in using the market value of equity as a proxy for the marginal product of effort, we consider four additional measures of firm size: log of firm sales, book value of assets, the value of the firm's capital stock (net property, plant, and equipment), and the number of employees at the firm.
As the marginal product of effort is a real, not financial, variable, it is better captured by real operating measures of firm size such as revenue brought in, the value of assets utilized in production, and the amount of physical capital or labor directed by the executive. Log of firm sales has been used by a number of authors including Himmelberg, Hubbard, and Palia (1999) and Jin (2002) . Schaefer (1998) estimates his model using assets as well as market value of equity. Our last two measures capture capital and labor from a neoclassical production function. These other measures of firm size are far less correlated with the variance of dollar returns than is the market value of equity, making them more appealing econometric proxies for firm size. Table 3 shows that the coefficient on the interaction of the dollar return with the CDF of the dollar return variance is negative and significant using all four alternative measures of firm size.
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Further, the coefficient on the dollar return interacted with each of the four measures of firm size is negative and significant. We draw two conclusions from these results. First, regardless of the measure of firm size, our original conclusion that there is a negative and significant relation between incentives and firm risk is unaffected. Second, the prediction of the generalized Core and Guay model that the relation between incentives and firm size is positive, controlling for risk, is rejected in all specifications.
Core and Guay also suggest that the model can be tested using a direct measure of incentives, the executive's ownership share in the firm through holdings of stock and options. This measure of incentives ignores incentives from flow compensation but does capture the bulk of an executive's payperformance sensitivity. In Table 4 , Panel A, we estimate median regressions analogous to those in Core and Guay's Table 3 , Panel B. Here the dependent variable is the executive's ownership share through stock and options, which we regress directly on the risk variable and all of the size variables. When we use the market value of equity as the measure of firm size, the coefficient on the CDF of dollar return variance is positive and significant. This is the only case in which we are able to generate a positive coefficient on the risk variable. When we use sales, assets, capital stock, or the number of employees as the measure of firm size, we find that incentives are decreasing in the measure of risk; the coefficient on the CDF of dollar return variance is negative and significant. These results suggest that the positive coefficient on the risk variable when the measure of firm size is the market value of equity is an artifact of the high correlation between market value of equity and dollar return variance.
In Table 4 , Panel B, we estimate the same specification using OLS regressions including an executive fixed effect. Because ownership shares are not as highly skewed in the way that dollar changes in CEO wealth are (the distribution of dollar changes in CEO wealth is determined by the distribution of dollar returns to shareholders in addition to the distribution of CEO ownership shares), there is less need to downweight outliers using a median regression. Moreover, as emphasized by Himmelberg, Hubbard, and Palia (1999) , including the fixed effect allows us to control for any time-invariant, executive or firm specific characteristics that determine the level of incentives such as experience, ability, education, etc.
In all of the specifications in Table 4 , Panel B, we find that incentives are negatively and significantly related to both the CDF of dollar return variance and the CDFs of the measures of firm size (significance for the CDF of the dollar return variance is marginal for assets as the measure of firm size with a p-value of 0.066). Similar results using a variety of specifications and using log(sales) as the measure of firm size are found in Jin (2002) and Aggarwal and Samwick (2002) . Our basic conclusion, that risk matters for incentives as predicted by the principal-agent model, is unaffected. 7 Further, in all specifications, firm size has a negative and significant impact on the pay-performance sensitivity, contrary to the prediction of the generalized Core and Guay model.
Given that the primary theoretical argument by Core and Guay for why firm size matters-that it proxies for the marginal product of effort-is rejected in this more general setting, why else might size matter? In the literature that was written prior to our paper, firm size mattered for the pay-performance sensitivity because it was considered to be a proxy for firm risk (Jensen and Murphy (1990) ). As we noted in our original article, larger firms by market capitalization have larger dollar return variances, and this is why the dollar return variance is the appropriate variable in a test of the principal-agent model. Holmstrom (1992, p. 214) concurs:
I view the negative correlation [between size and incentive strength] in the data as broadly supportive of the agency theoretic presumption that risk is traded off against incentives at the margin (limited wealth, which also could explain this relation, is just a version of risk aversion).
Thus, the most natural interpretation for why all of the measures of firm size are negatively related to incentives is that they help capture the effect of risk.
To summarize, a more general version of Core and Guay's model predicts that incentives should be negatively associated with firm risk and positively associated with firm size (a proxy for an executive's marginal product of effort). The first prediction is consistent with the Holmstrom and Milgrom (1987) model we originally tested and is supported in almost all specifications. The second prediction is rejected in all specifications. The primary theoretical argument Core and Guay give for why firm size matters independent of risk has no empirical support.
V. Is Core and Guay's percent return variance specification valid?
In the previous section, we provide a more general version of Core and Guay's model and examine its implications. Core and Guay use the more restricted version of the model to argue that the percent return variance is a better measure of firm risk than the dollar return variance. We now examine this claim.
In the more restricted version of their model, Core and Guay use the market value of equity as the measure of firm size. Specifically, they set λ(s) = V t-1 η . The market value of equity at the beginning of the period is V t-1 . The parameter η measures the sensitivity of the marginal product of the executive's effort to the market value of equity. This allows Core and Guay to express the pay-performance sensitivity (see their equation (2) This statement is incorrect. Core and Guay assume that σ 2 = σ r 2 V t-1 2 so that the market value of equity is measured at the end of the previous year (t-1). This is not equivalent to the variance of dollar returns calculated over the previous five years, which is the measure of risk we used in our original article and in Tables 1 through 4 here. In that the correct measure of firm risk is percent return variance, not dollar return variance. It allows them to argue that incentives are decreasing in firm size measured by the market value of equity and the percent return variance. However, if we divide the numerator and denominator of equation (5) As discussed by Baker and Hall (2002) and Schaefer (1998) , this version of the principal-agent model cannot be tested without knowing the value of η, which must be incorporated along with the standard deviation of percent returns and the market value of equity. As a result, Core and Guay's percent return variance specifications (see their Table 2 , columns (d) and (e)) are not valid tests of this model. Schaefer (1998) estimates the parameters of the equation directly. Baker and Hall (2002) assume that observed pay-performance sensitivities are optimal, and use them to infer values of η from the data.
Their preferred estimate is 0.4, and they reject the values of 0 and 1. In their comment, Core and Guay, in effect, only use values of η of 0 and 1. Their focus on the percent return variance implies an a priori belief that the correct value of η is 1.
In the absence of independent information about the value of η or any specification in Core and
Guay using values of η other than 0 or 1, we estimate a regression of incentives on the CDF of σ r V t-1 1-η for the entire range of η between 0 and 1. Figure 1 graphs the relation between η and the coefficient on the CDF of σ r V t-1 1-η using median regression, along with the 95 percent confidence interval bands. If the order to correspond to the variance of dollar returns, the expression would have to be σ 2 = σ r 2 V 2 , where V is the average market value of equity over the previous five years. Notwithstanding this model misspecification, we follow the Core and Guay assumption for the rest of this section to further demonstrate the robustness of our results. principal-agent model is valid, implying a tradeoff between risk and incentives, the coefficient should be negative. The coefficient on the extreme left (η = 0) corresponds to our original dollar return variance specification, and the coefficient on the extreme right (η = 1) corresponds to the percent return variance specification advocated by Core and Guay. Figure 1 shows that the coefficient is negative and significant for values of η between 0 and 0.69. It is positive and significant for values of η above 0.73. Figure 2 graphs the relation using OLS regressions with executive fixed effects. The coefficient is negative for the entire range of η between 0.0 and 1.0, and it is significant for η between 0 and 0.95.
Note that the negative coefficient for η = 1 is similar to the results in Himmelberg, Hubbard, and Palia (1999) , who find a negative and significant coefficient on percent return variance in a fixed effect regression. These results are also consistent with the results in Schaefer (1998) and Baker and Hall (2002) . We conclude that the effect of risk on incentives is negative for values of η between 0 and 0.69 to 0.95, again supporting the basic features of the principal-agent model.
VI. Conclusion
There are four key points that emerge from our analysis. First, when we examine Core and Guay's results in the context of our original sample, we find that the market value of equity does matter for explaining variation in incentives. However, in the context of our original sample, controlling for the market value of equity does not invalidate the importance of firm risk in explaining incentives. There is a negative relation between incentives and firm risk.
Second, when we examine Core and Guay's results in the context of their sample, we find that a number of inconsistencies in their empirical work drive their results. In particular, including firm size in the regression is not why Core and Guay find a positive coefficient on the risk variable-differences in sample restrictions and in the construction of the dependent variable are why Core and Guay find a positive coefficient on the risk variable. When these errors are corrected in the Core and Guay sample, the coefficient on the risk variable is negative and significant, as we found in our original article.
Third, Core and Guay argue that firm size matters for incentives because the marginal product of an executive's effort is correlated with firm size. If so, then there are better measures of firm size than a noisy measure such as the market value of equity. Better measures include sales, assets, capital, and labor, in the sense that they are more plausibly correlated with the marginal product of effort. When we include these measures of firm size in our specifications using Core and Guay's sample, there is a negative and significant relation between risk and incentives in all specifications.
Fourth, Core and Guay argue that the correct measure of risk is the percent return variance. In the context of the models by Schaefer (1998) and Baker and Hall (2002) It is also worth noting that there exists a literature written subsequent to our paper that further tests the relation between the pay-performance sensitivity and firm risk. Himmelberg, Hubbard, and Palia (1999) find, in exactly the econometric setting advocated by Core and Guay using fixed effects, log(sales) to measure firm size, and other control variables for managerial discretion, that there is a negative relation between stock return volatility and managerial ownership. Kraft and Niederprum (1999) find similar results in German data controlling for firm size by using sales. Jin (2002) finds that the relation between pay-performance sensitivity and idiosyncratic risk is negative and that there is essentially no relation between pay-performance sensitivity and systematic risk. Jin controls for firm size directly using log(sales) in his specifications. Garvey and Milbourn (2002) find similar results to Jin, and find that there is further variation by CEO age. Finally, in Aggarwal and Samwick (2002) , we find that the relation between pay-performance sensitivities and firm risk for different categories of executives is negative after controlling for aspects of the firm's contracting environment including firm size, as suggested by Himmelberg, Hubbard, and Palia (1999) . This result holds quite strongly for CEOs. These results are consistent with our results and inconsistent with the Core and Guay results. We conclude that our original results are robust: there is a negative relation between risk and pay-performance sensitivity. This sample is the one used in our original article. There are 4,506 CEO observations and 14,592 Non-CEO observations. The dependent variables are the annual dollar increase in CEO and non-CEO wealth (total annual compensation plus the change in the value of holdings of stock and options). The independent variables are the dollar change in the market value of the firm ("dollar return"), the interaction of this dollar return with the CDF of the variance of dollar returns calculated over the preceding five years, and the CDF of the market value of equity interacted with the dollar return. As in our original article, all regressions include the CDFs uninteracted and year dummies, but these coefficients are not reported to conserve space. Standard errors, based on 20 bootstrap replications as in our original article, are in parentheses. Notes: 1) The dependent variable is the annual dollar increase in CEO wealth (total annual compensation plus the change in the value of holdings of stock and options). The independent variables are the dollar change in the market value of the firm ("dollar return"), the interaction of this dollar return with the CDF of the variance of dollar returns calculated over the preceding five years, the CDF of the market value of equity interacted with the dollar return, the CDF of Market-to-Book ratio interacted with the dollar return, the CDF of CEO tenure interacted with the dollar return, and the CDF of the variance of percent returns interacted with the dollar return. All regressions include the relevant CDFs uninteracted and year dummies, but these coefficients are not reported to conserve space.
2) Columns (1) -(3) are transcribed from Core and Guay's Table 2 , columns (a), (c), and (e). Note that Core and Guay report t-statistics. Columns (4) - (6) are results based on the corrected Core and Guay sample, with standard errors based on 20 bootstrap replications in parentheses. The corrections are: 1) We exclude observations for which there is missing data in ExecuComp on components of compensation, such as the value of options granted (26 observations). 2) As in our original article, we exclude any observations for which there are fewer than 48 months of stock returns available to compute the variance of returns (624 observations).
3) The dependent variable, change in firm specific wealth, includes the value of stock options exercised during the year, as in our original article. The first two differences account for the difference in sample size between the two sets of results. All other variables in columns (4) -(6) are defined as in our original article. This sample is comprised of Core and Guay's executive-year observations, less any observations for which there are missing data in ExecuComp and less any observations for which there are fewer than 48 months of return data. The dependent variable, defined as in our original article, is the annual dollar increase in CEO wealth (total annual compensation plus the change in the value of holdings of stock and options). The independent variables are the dollar change in the market value of the firm ("dollar return"), the interaction of this dollar return with the CDF of the variance of dollar returns calculated over the preceding five years, the CDF of firm sales interacted with the dollar return, the CDF of the book value of assets interacted with the dollar return, the CDF of firm capital stock (net property, plant, and equipment) interacted with the dollar return, and the CDF of firm labor (number of employees) interacted with the dollar return. All regressions include the relevant CDFs uninteracted and year dummies, but these coefficients are not reported to conserve space. Standard errors based on 20 bootstrap replications are in parentheses. This sample is comprised of Core and Guay's executive-year observations, less any observations for which there are missing data in ExecuComp and less any observations for which there are fewer than 48 months of return data. The dependent variable is the CEO's ownership share in the firm through holdings of stock and options (a direct measure of incentives). The independent variables are the CDF of the variance of dollar returns calculated over the preceding five years, the CDF of the market value of equity, the CDF of firm sales, the CDF of the book value of assets, the CDF of firm capital stock (net property, plant, and equipment), and the CDF of firm labor (number of employees). All regressions include year dummies (not reported to conserve space). Panel B includes executive fixed effects. In Panel A, standard errors are based on 20 bootstrap replications. In Panel B, standard errors are robust to heteroskedasticity. All standard errors are in parentheses. 
