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Abstract 
This thesis models the emission of three greenhouse gases that exist in nature, 
CH4, CO2, and N20, from a hoop structure, using the artificial introduction of a 
tracer gas, SF6, which exists in nature at levels below detection limit. Hoop structures 
are facilities used to house pigs before their slaughter. Many other studies of hoop 
structure emissions measure only one sample of the tracer gas and greenhouse gas at 
a time. However, the data sets in our study consist of 25 to 45 samples of each gas, 
taken on fixed grids of points. We will construct models to account for the relation 
between the greenhouse gases and SFg as well as spatial relations in the data set. 
We will use these models along with the known emission rate of SFg to estimate the 
relative rate of emission of the greenhouse gases. 
We fit a Bayesian hierarchical model to the data sets. In this model, we relate 
the pointwise concentrations of one greenhouse gas and SF6 and then analyze the 
posterior distribution of a parameter representing the relative rates of emission of the 
greenhouse gas and SFg. We assume log normal measurement errors of the greenhouse 
gas and SFg around the true concentration of each gas. 
We also fit geostatistical models to estimate the rates of emission of these gases. 
We consider block kriging, block co-kriging, and lognormal block kriging to estimate 
the concentration of each gas. An advantage of geostatistical models over the Bayesian 
hierarchical model is that we do not assume strict proportionality of the concentra­
tions of the gases. These estimates can be related to the relative rate of emission 
of the gases. Due to the small size of these data sets, we take into consideration 
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the uncertainty of the variogram parameters and how this uncertainty affects block 
kriging averages and variances. 
We use simulations from both geostatistical models and Bayesian hierarchical 
models to determine superiority of one set of models in terms of coverage probabilities, 
bias, and length of coverage sets or confidence intervals. We also address the concern 
of spatial design for the geostatistical models. 
3 
General Introduction 
1 Purpose 
Hog factories are known for being sources of pollution (Wastell et al. [6]) and 
thus, are often disliked by local communities. A hoop structure was considered as 
an environmentally sound and economically feasible alternative to the hog factory as 
a facility which houses hogs until their slaughter (Wastell et al. [6]). Due to the 
presence of hogs and their waste, greenhouse gases such as carbon dioxide (CO2), 
methane (CH4), and nitrogen oxide (N20), are emitted by hoop structures. Previous 
studies have shown greenhouse gases to be harmful to the environment, in particular, 
contributing to global warming and depletion of the ozone layer (Bolle et al. [1]). 
Due to this concern, we will estimate and construct confidence intervals and posterior 
predictive intervals of the amount of each greenhouse gas which is emitted from the 
hoop structure. 
In general, it is difficult to obtain estimates for the emission of a gas because 
of downwind dilution. The recommended technique for agricultural buildings is to 
inject a tracer gas with flow properties similar to those of the gas of interest and then 
simultaneously measure downwind concentrations of both gases (Phillips et ai.2000 
[4]). Since we know the release rate of the tracer gas, we can account for downwind 
dilution. In this thesis, we create statistical models to determine the amount of 
each greenhouse gas that is emitted by the hoop structure. These models will then 
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be compared in terms of bias, coverage, and length of the confidence or prediction 
intervals. 
2 Collection of Data 
The experiment to be analyzed was conducted at the Rhodes Research and Demon­
stration Farm in Rhodes, IA on January 17, 2003, February 8, 2003, and March 19, 
2003 (Stout et al.2003 [5]). The hoop structure is 18.3 meters long and 9.1 meters 
wide, consisting of numerous steel arches covered by tarp. It has openings in the front 
and the back and is ventilated naturally by the wind (Stout et a/.2003 [5]). The floor 
of the hoop structure is dirt covered by cornstalk bedding and manure. This bedded 
pack is a source of greenhouse gases both from the manure pile and the decomposing 
straw (Hartung and Phillips 1993 [2]). 
The tracer gas, sulfur hexafluoride, SF6 was piped in to the hoop structure through 
emitters laid out inside the hoop structure. The emitters were placed 1.2 meters 
above the ground so that the swine would not interfere. It was decided that a single 
emitter was not capable of creating a plume large enough to mix thoroughly with 
the other gases. A total of 24 emitter clusters with varying directions of flow within 
each cluster were used to create the artificial SF6 plume. The 24 emitter clusters 
were laid out with 6 rows of evenly spaced clusters in the north-south direction and 
4 rows of evenly spaced clusters in the east-west direction. There were 1.15 meters 
between the outside cluster and the wall of the hoop structure and 2.3 meters between 
neighboring clusters. Ideally, the plume of SF6 will disperse and mix evenly with the 
greenhouse gases. When the SF6 and greenhouse gas plumes mix evenly, we can 
assume proportionality of gas concentrations. 
In other experiments in which a tracer gas is used to estimate gas emissions, there 
frequently is only a single measurement location, with multiple measurements over 
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time. In instances such as these, there are a limited number of possible analyses. 
When there is only one observation each of the greenhouse gas and tracer gas, we 
must assume that the gas concentrations are proportional throughout the field. Un­
der the assumption of proportionality of net gas concentrations, the ratio of emission 
of the greenhouse gas to SF6 is equal to the ratio of the net greenhouse gas concentra­
tion to the concentration of SF6. To compute the net greenhouse gas concentration, 
we subtract the background concentration from the observed concentration because 
greenhouse gases exist in nature. No background is subtracted from the SF6 concen­
tration because ambient SFe concentrations, which are normally very low as this gas 
is anthropogenic, were below the detection limits of our instruments. If the gas con­
centrations are not proportional throughout the field, then locations of the sampling 
site within the field will influence our estimate of the gas emission. If we sample in 
an area which the greenhouse gas diffused to, but SFg did not, we would vastly over­
estimate the emission of the greenhouse gas. Conversely, if we pick an area to which 
SF6 diffused, but the greenhouse gas did not, we would underestimate the greenhouse 
gas emission. However, in this study, many measurements were taken. These mea­
surements were taken on grids in three mutually perpendicular planes, denoted as the 
XY plane, the XZ plane, and the YZ plane. We assume that this grid covers the area 
of gas diffusion. Due to multiple observations and the spatial nature of the data, we 
need to use different techniques to estimate gas concentrations. 
For purposes of describing the grid on which measurements were taken, we define 
the z-direction as the vertical direction, the x-direction as the direction parallel to 
the ground and covering the width of the opening of the hoop structure, and the 
y-direction as the direction parallel to the ground and extending out from the hoop 
structure. The XY plane is approximately 1 meter above the ground and parallel to 
the ground, extending 12.2 meters to either side from the center of the hoop structure 
(which is beyond each sides of the hoop structure), and 18.3 meters in front of the 
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hoop structure. The XZ plane is perpendicular to the ground, extending from the 
ground to just above the top of the hoop structure (4.6 meters) and 18.3 meters in 
front of the hoop. The YZ plane is perpendicular to the ground, and directly in front 
of the entrance to the hoop structure, extending 4.6 meters from the center to the 
both edges of the opening of the structure, and from the ground to the 4.6 meters, just 
over the top of the hoop structure. The hoop structure along with illustrations of the 
XY, XZ, and YZ planes, and the x, y, and z directions are shown in Figure 1. When 
taking measurements, the YZ plume was deemed to contain the most information, so 
for the measurements taken on March 19, only the YZ plume was measured. 
A sampler that simultaneously collects gases at 5 different locations was used to 
collect gas samples. For the YZ plane, 5 samples were collected along the z-direction 
at each distinct y-value. Similarly, in the XZ plane, 5 samples were taken at each 
distinct x-value, and in the XY plane, 5 samples were taken at each y-value. An 
entire plane was measured in less than one minute. For the XY plane, measurements 
were taken at y values of: 0, 3.048, 6.1, 9.1, and 12.2 meters, where 0 is the edge of 
the hoop structure and at x values of: -12.2, -9.1, -6.1, -3.0, 0, 3.0, 6.1, 9.1, and 12.2 
X 
Figure 1 A diagram of the Hoop Structure 
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meters, where 0 is the middle of the hoop structure. For the XZ plane, measurements 
were taken at z values of: 0, 0.8, 1.5, 3.0, 6.1, and 9.1 meters, where 0 is the ground 
and at x values of: -9.1, -6.1, -3.0, -1.5, 0, 1.5, 3.0, 6.1, and 9.1 meters. For the YZ 
plane, measurements were taken at y values of: 0, 3.0, 6.1, 9.1, and 12.2 meters and at 
z values of: 0, 0.8, 1.5, 3.0, 6.1, and 9.1 meters. There were a total of 35 observations 
taken on the YZ plane, 45 on the XY plane, and 25 on the XZ plane. For four of 
the XZ planes, measured on February 7 and March 19 of 2003, observations were 
taken at two different points in time on the same day, 30 minutes apart. For the 
measurements taken on January 17, the XY, XZ, and YZ planes are each measured a 
couple of hours apart. In order to reduce the temporal variability of measurements, 
the experimenters waited until the wind speed was approximately 1.7 meters/second 
for 30 minutes to take measurements. The winds were predominantly coming out of 
the northwest when measurements were taken. 
The gas samples were analyzed using gas chromatography. First, the machine was 
calibrated for each gas with samples that contained known amounts of each gas. A 
sample with relatively high amounts of a gas was analyzed first, and then two dilutions 
were prepared from the original. In the case of SFg, 6 more dilutions were prepared 
to provide a wider spread of values for SF6. This procedure was repeated for each 
gas. From the differences in the absorption readings from these samples, a line was 
interpolated for each gas for concentrations of gas between the control readings. The 
calibration curve was a source of error which will be discussed further in Chapter 2. 
The reason for the source of error is that the measured concentration of the sample 
was not exactly equal to the true gas concentration. Each sample taken from the 
field was injected into the gas chromatograph, which then analyzed the sample and 
returned the amount of gas present in the field sample. All plumes considered in our 
analyses had no zero or negative values. 
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3 Relating Gas Concentration to Emission Rate 
For the first paper of this dissertation, we assume a constant proportion of the 
ratio of net gas concentrations. We use this assumption to relate the net concentration 
of greenhouse gas and tracer gas to the rate of emission of that gas. Since we know 
the rate of emission of SF6, we will consider the rates of emission and concentration 
of SF6 and another gas, say CH4. Our equation is shown below in equation 1. 
[SF6] _ [CH4]net 
rSF, re#, 
where [CH4]net = [CH4]total - [CH4]bkgd, [CH4]totaj is the concentration of [CH4] 
before correcting for background, rgpg is the rate of emission of SF6, is the rate 
of emission of CH4, and [gas] refers to the concentration of gas in parts per million. 
This equation also holds if CH4 and are replaced with CO2 and r^Q or N20 
and rM Q. Since we know rgpe and want to compute , we can rewrite the 
equation as shown below in equation 2. 
-=«, -
We solve for k, the relative rate of emission of CH4 and SF 6 • 
• 
rCH, [CH4jnet 
•SF. ~ [SF=] <3) 
Once we know k, we are able to calculate , and this parameterization will 
prove convenient in following chapters. Figure 2 depicts a plumes of gases from ob­
servations taken at one point in time. The dark blue areas of the plume represent 
relatively low concentrations of the gas, while the red areas of the graph are rela­
tively high concentrations of the gas. In this particular plume, the concentrations of 
CH4 and SF6 appear to be approximately proportionate, while the concentrations of 
N20 and SFe and the concentrations of C02 and SFg do not appear to be approxi­
mately proportionate. CH4 and SF6 appear to share roughly the same areas of high 
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and low gas concentration. Figure 2 illustrates a common phenomena seen in our 
data in terms of SF6 and CH4 sharing common areas of high and low concentration, 
but the areas of high and low concentrations of SF6 , C02 , and N20 being differ­
ent. For the data sets where SFg and the greenhouse gas do not share common areas 
of relative high and low concentration, geostatistical models, which do not assume 
proportionality of gas concentrations, seem appropriate. 
4 Problems with Conventional Approaches 
4.1 Average of Proportions 
Since we know the rate of emission of SF6, we want to calculate k, the ratio of 
rCH4 *° rSF6' whi°h is estimated by: ^k = ^ ^SF*]^^ ' ^ or each observation in the 
data set, z, we can estimate ki, the ratio of the observed concentration of the two 
gases. For a global estimate of k, we use the mean of the observed ki s and for 
variance and confidence intervals of k, the delta method or bootstrapping could be 
applied. 
When using this method, we assume that SF6 is measured without error. If there 
is measurement error in SFg, the quotient used to obtain k will give a biased estimate. 
We used dilutions of SF6 to calibrate the gas chromatograph. We know that estimates 
of gas concentration from the gas chromatograph are interpolated to obtain estimates 
between the gas concentrations used for calibration, so we know that have error due 
to uncertainty about the interpolated line. The background concentration of CH4 is 
not a known constant, but must be estimated from measuring samples with the gas 
chromatograph. In some regions of the plume where there is a low concentration of 
CH4, the measured amount of CH4 is less than the background concentration, which 
would lead to a negative ki estimate. This approach also treats the individual obser-
10 
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Figure 2 Plots of estimated gas concentrations for Methane, Nitrous Oxide, Carbon 
Dioxide, and Sulfur Hexafluoride. 
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vations as being independent, whereas there may be spatial correlation. Differences 
in the ratio of [CH4] and [SF6] may arise from the plumes of CH4 and SF6 not exactly 
overlapping each other. In this case, we do not expect proportionality of the gases to 
hold. However, the individual errors of the estimated concentration of each gas may 
be spatially correlated in this instance. 
If the plumes of the greenhouse gas and SF6 do not disperse evenly, there is 
the additional problem that the average of proportion of gas concentrations is not 
the same as the proportion of the average of the gas concentrations. Since we are 
interested in the ratio of the total CH4 emitted to the total SF6 emitted, we could 
use a ratio of means shown in equation 4. 
? engross - CH^gd 
SF ' N aregross 
Obtaining confidence intervals here would also be problematic since the measure­
ments of gas concentrations depend on one another under the assumption that the 
gases form overlapping plumes upon release. In this case, a simple delta method 
approximation of variance is not appropriate unless this dependence is accounted for. 
Another simple example might assume log-normal measurement error because log-
normal distributions are often assumed for gas measurements. For this example, we 
would use equation 5. 
log(k) = log [C#4]net - log fW- (5) 
In this case, observed values of CH4 below the average background concentration 
are a serious problem. Unlike the simple normal case, this method cannot tolerate 
such observations as these observations result in a negative value inside a logarithm. 
4.2 Point Source Emissions 
To estimate emissions using a tracer gas, Kaharabata, et aZ.(2000 [3]) use an Euler 
based diffusion model to relate the strength of a surface point source to the downfield 
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concentration of the gas. This method assumes that gas emissions emanate from a 
point source. However, in this experiment, greenhouse gases are not emitted from the 
hoop structure by a point source. Here, the sources of greenhouse gas emission are the 
pigs themselves through the piles of manure, and the bedded pack (Stout et al.2003 
[5]), where microbes digest the composition of cornstalk and manure. The pigs are 
free to roam around the hoop structure and the bedding. The location of the pigs will 
vary uncontrollably and the bedding serves as one large continuous source of emission. 
During the study trials, SFg is emitted from 24 clusters of emitters within the hoop 
structure, while CH4, N20, and C02 are emitted throughout the hoop structure by 
animals and the bedded pack. Given that the dimensions of the hoop structure are 
similar to that of the field on which the measurements are taken and the two are 
directly adjacent, it would not be appropriate to assume that the gases emanate from 
a point source. 
5 Dissertation Organization 
In this dissertation, we propose and verify two methods for estimating the emission 
of greenhouse gases from a hoop structure. This thesis fits geostatistical and Bayesian 
hierarchical models to these data sets and determines the conditions under which each 
of the models fit the data well. 
In the first paper, we examine a Bayesian hierarchical model. In this hierarchical 
model, we relate the individual observed concentrations of SF6 to the concentrations 
of the greenhouse gas. We create the hierarchy to account for the measurement error 
present in the estimation of each gas concentration. We will primarily be using non-
informative prior distributions because we don't have much information about the 
parameter distributions and do not want to influence the posterior estimates. 
In the second paper, we fit geostatistical models to the data sets. This paper is 
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written from the frequentist as opposed to Bayesian perspective. The geostatistical 
models are used to account for the spatial variation in the data set. We also consider 
a bivariate geostatistical model which accounts for the relation between SF6 and 
greenhouse gas observations at nearby locations. 
The third paper compares the models proposed in the first two chapters. We 
propose models that correspond either to a Bayesian hierarchical model or a geo­
statistical model and seek to determine differences between the models. We simulate 
data sets from these models to assess the performance of both classes of models under 
different assumptions and in some cases, violations of the assumptions of one or both 
of the classes of models. 
The conclusion provides an assessment of the relative performance of the two 
classes of models: Bayesian hierarchical and geostatistical. Whereas the third pa­
per examines both models under different assumptions and sets of parameters, the 
conclusion ties everything together and concludes superiority of one class of models. 
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A Bayesian Hierarchical Model for Estimating the Emission 
Rate of a Greenhouse Gas From Tracer Gas Studies 
A paper to be submitted to the Journal of Agricultural, Biological, and 
Environmental Statistics 
Cory R. Heilmann and Philip M. Dixon 
Abstract 
Tracer studies are frequently used to estimate the emission rates of gases. With 
a known tracer gas emission rate and the assumption of proportionality of gas con­
centrations, we can estimate the emission rate by modeling the concentrations. In 
this study, we are looking at the emission rate of greenhouse gases from a hoop struc­
ture which is a facility that houses pigs. Many models for gas emissions handle data 
with only one observation of tracer gas and the gas to be estimated. Other models 
with multiple measurements assume point source emissions. The data sets studied 
for this paper contain measurements on a fixed grid of points, similar in dimension 
to the hoop structure itself, with between 25 and 45 points observations of each gas. 
In this paper, we construct and assess the fit of a Bayesian hierarchical model to 
model the concentration of the greenhouse gas, CH4, and the tracer gas, SF6, from 
a hoop structure. We assume that the true gas concentrations are proportional and 
that observed deviations from proportionality are caused by measurement error, with 
different coefficients of variation for CH4 and SF6. The model we construct accounts 
for the background concentration of the greenhouse gas. 
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1 Introduction 
In this paper, we use a Bayesian hierarchical model on CH4 concentrations in 
order to estimate the rate of emission of CH4 from a hoop structure using the tracer 
gas, SF6. Tracer gas studies have frequently been used to estimate emission rates (of 
CH4 in particular) from various facilities (Lamb et al. 1995 [10]). SF6 is often chosen 
as a tracer gas for its favorable properties such as inertness, flow properties, and its 
near absence in nature. By selecting a tracer gas with similar flow properties to the 
gas of interest, we can relate the concentrations of the two gases to the relative rates 
of emission of the gases. SFe has been used as a tracer in earlier studies of emission 
CH4 (Wolter et al. 2004 [15]). Estimating the ratio of rates of emission of CH4 and 
SF6 directly leads to an estimate of the rate of emission of the gas of interest as the 
emission rate of SFg is known. The use of tracer gas studies have resulted in precise 
estimates of gas emission rates. 
The hoop structure is a covered facility, open at both ends and roughly semi-
cylindrical in shape. The pigs are free to roam around the hoop structure. The floor is 
a bedded pack consisting of manure and straw. The bedded pack is a potential source 
of greenhouse gases (CH4 and N20 in particular), due to the metabolic processes of 
bacteria in the bedded pack. SF6 was emitted through clusters of emitters inside the 
hoop structure, placed out of reach of the pigs (Stout et a/.2003 [13]). We assume 
that SF6 and CH4 form a single plume outside the hoop structure and that the 
concentrations of CH4 and SF6 are proportionate after correcting for the background 
concentration of CH4. 
A total of 16 plumes were collected on January 17, 2003, February 8, 2003, and 
March 19, 2003 (Stout et a/.2003 [13]). Collection of the data was performed on 
regular grids with 25, 35, or 45 points per grid. A measuring device was used to 
collect 5 samples each at either 5, 7, or 9 distances, depending on the number of 
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points in the data set. The samples were analyzed with a gas chromatograph that 
was first calibrated with known concentrations of the gases. 
For this study, we assume that CH4 and SF6 disperse evenly outside the hoop 
structure and form a single plume in which the net amount of CH4 and SF6 are pro­
portionate. We consider the net amount of CH4 to be the concentration of CH4 minus 
the background concentration. The net concentration of SF6 is simply its observed 
concentration as SFg does not exist in nature. Under this assumption, the relative 
net gas concentrations are equal to the relative rates of emission. 
[SF„] [CH4]riet 
rSF, rCH, 
From equation 2, at any given point in the data set, the true net concentration of 
CH4 is proportional to the true concentration of SF6. 
•=.. • BfrS* <»> 
We solve for fc, the relative rate of emission of CH4 and SFg. 
, _ 
r
_CE± _ [CH4jnet 
••SF, " [SF=] (3> 
The unknown background concentration of CH4 is represented by the parameter, 
77. The true amount of gas present at point i for SFg and CH4 are given by equations 
4 and 5 respectively: 
[SFeltruei = r»' (4) 
[CH4]true- = kri + rj. (5) 
where [SF6]^rue is the concentration of SFg at point i in parts per million, [CH4]^rue 
is the true concentration of a CH4 in parts per million at point z, and k is the ratio 
of CH4 emission rate and the SFg emission rate. The parameters, k, 77, and all r,'s 
are bounded below by zero because the rate of emission, background level, and true 
concentration of SF6 cannot be negative. The parameter k, is of particular interest 
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because the purpose of this study is to estimate and construct a predictive interval 
for the rate of the emission of CH4 from the hoop structure. 
Since measurement error for chemicals in the environment often can be modeled 
with a constant coefficient of variations, we will assume a lognormal distribution of 
both Xi and y;. Thus, we specify: 
where e; = (c,i, e^), /2 is the 2x2 identity matrix, and a2 represents measurement 
error. Under this model, any error around the true mean gas concentrations is mea­
surement error. 
We specify a distribution on the t;'s to reduce the number of parameters in the 
model. The r,'s represent the true densities of SF6 at locations specified by i, and 
must be non-negative. We choose a lognormal distribution for the r,'s. 
In section 5.2, we assess the sensitivity of the model to this assumption of log 
normality of the true concentrations of SF6. This assumption is based on convenience 
rather than scientific theory, so sensitivity to the specification of the distribution of 
T» is of particular importance. 
Equations 6 , 7 , 8 ,  and 9 define the conditional joint distribution of (r, x, y), shown 
in equation 10. This distribution conditional on the parameters: 77, fc, a2, n, and 72, 
is not integrable with respect to r,-. The programs, Maple™and Mathematica™weTe 
unable to integrate over r to derive the likelihood of 77, /c, a2, fi, and -f2 conditional on 
log (x^ = log (t,) + e ix. 
log W = log (&T,' + 77) + %2. 
(6) 
(7) 
(8) 
(9) 
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x and y. 
[(log(i/,) - log(A:T,- + + 
(log(ii) - log(^))^] - ^  N(^) - log(/i)]^} . 
(10) 
It is not possible to integrate out r to solve for the likelihood, so we fit a Bayesian 
hierarchical model, with prior distributions specified for k, 77, a2, //, and 72, to 
analyze the data. In section 4.2, we assess the sensitivity of our results to our choices 
of prior distributions using some methods discussed by Gustafson in 1996 [5]. 
On January 16, 2003, there are five measurements each of the background con­
centrations of N20, CO2, and CH4 taken upwind from the hoop structure (Stout et 
al.2003 [13]). These measurements are taken far away and upwind from the hoop 
structure to ensure the observed concentrations are due to their presence in nature 
and not emission from the hoop structure. These observations provide us with in­
formation on background greenhouse gas concentrations and measurement error vari­
ances. We use these estimates of background as the background estimates for each 
data set we study. The ambient concentrations of CH4 and N20 are not known to 
vary considerably over time at any certain location given reasonably constant condi­
tions (Dlugokencky et al. 2001 [3], Khalil et al. 2002 [9]). It is well known that the 
concentration of CO2 has considerable variability between seasons due to increased 
CO2 consuming foliage in the northern hemisphere during the spring and summer 
months from data at the Mauna Loa Observatory [8]. However, these background 
measurements were all taken during winter months when concentration of CO2 is at 
a maximum. For these observations, which we will denote Zj, for the jth observation 
of background concentration of the greenhouse gas, we have the following equation: 
The inclusion of this relation into the hierarchical model allows us to account 
(H)  
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for the background concentration of the gases and incorporate our uncertainty about 
the measurements of the background concentration. Equation 12 shows the joint 
conditional distribution of observed SF6 and CH4 in the field and the background 
observations of CH4. 
/ (x, y, z, r|k, 77, (r,^#) nUi zX^)^^((T^)^"(^) ' j 
exp {EILi ((log(z/,) - log(A:^ + 77))^ + (log(^) - log(^))^ - (12) 
^2 (log(T.) - log(//))2] - [3^2 (log(zj) - ^)^]} 
where Zj is the j th  background observation of CH4 and m is the total number of 
background observations. 
One limitation of the model specified by equation 12 is that we are assuming 
the measurement coefficient of variation is constant for all gases. There is empirical 
evidence from data on the calibration of the gas chromatograph that suggests that the 
coefficient of variation is greater for SF6 than the other gases. Section 2.2 proposes a 
solution to this problem. 
2 Specification of the Bayesian Hierarchical Model 
2.1 Introduction 
To ensure that the posterior distribution is proper, we selected proper prior distri­
butions. Ideally, these distributions place positive mass on all possible values of the 
parameters. For the variance parameters, a2 and j2, we chose diffuse inverse-gamma 
distributions as described by Congdon (2003 [2]). Lognormal prior distributions are 
used for prior distributions of k, 77, and fi as these parameters are constrained to be 
positive, and lognormal distributions span the positive real numbers, (0, 00) and also 
place fairly even mass on a large range of positive values, provided the prior variance 
is large enough. To ascertain that our prior distributions were not exercising undue 
influence on the posterior distributions of the parameters, we considered a wide range 
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of parameters for these prior distributions for selected data sets, and then used di­
agnostics to determine the degree of influence the choice of prior distribution had on 
the posterior distribution (Gustafson 1996 [5]). 
2.2 Estimation of Different Measurement Errors 
There is error inherent in the measurement process of gas concentrations in this 
study. We examine the data that was used to estimate the interpolated line for the 
gas chromatograph in order to determine whether we should consider using different 
measurement errors for the different gases. For the calibration, 3 concentrations of 
N20, CH4, and C02, and 7 concentrations of SF6 were used. More concentrations 
were taken for SF6 than the greenhouse gases in order to calibrate high and low 
concentrations of SF6 separately. 
The data from the calibration are sparse and we are not interested in formal con­
clusions about equality of the coefficient of variation. Instead we use this information 
to determine whether to consider different measurement error variances in this model. 
Although we are assuming that measurement error is the only error here, there may 
be some deviations from strict proportionality of gas concentrations, so even a for­
mal estimate of measurement error differences may not be directly applicable to the 
model. Thus, we use ad hoc methods to analyze the data. To calibrate the gas chro­
matograph, the absorption reading from the gas chromatograph was regressed against 
the amount of gas present. This was done separately for each set of points,. 
The squared residuals from this regression, divided by their respective variances, 
should approximately follow a X\2 distribution under the assumption of normality of 
errors. Due to non-independence of residuals, they will only approximately follow this 
distribution. A gamma generalized linear model with an inverse link was fitted to the 
squared residuals divided by the square of their expected values. The gamma model 
was selected because the x2 distribution is a special case of the gamma distribution. 
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The only explanatory variables in this model are indicator variables of the gas (SF6, 
or greenhouse gas). The estimate of the SF6 effect was 281 on the original scale, 
with a 95% confidence interval of (2.66,1264). That is, the log scale error variance 
of the SF6 measurements is estimated to be 281 times as great as that of CH4. Our 
estimate of the ratio of log-scale variances is not precise, so this information is used 
as an approximate test which we use to construct an informative, but still relatively 
diffuse prior distribution. 
2.3 Bayesian Hierarchical Model with Different Measurement Errors 
Fitting different coefficients of variation for SF6 and the greenhouse gases changes 
the distribution of xt- described in equation 8 to that shown in equation 13. 
where h represents the ratio of log-scale variances. The distributions of y; and T; 
(and z; where appropriate) remain unchanged. It is not completely clear how to treat 
the h. In models where there are more parameters to be estimated than sufficient 
statistics, the posterior distribution of one or more parameters are heavily influenced 
by their prior distribution (Gustafson 2005 [6]). This is undesirable for our case 
because we assign diffuse, proper prior distributions to most parameters. With the 
parameters, fc, 77, a2, //, and -y2 from the joint lognormal distributions on x and 
y, we have 5 parameters to estimate and 5 sufficient statistics. Adding any more 
parameters would give more parameters to estimate than sufficient statistics, thus 
requiring more informative prior distributions. With the model we have specified, h 
must either be fixed, or we must assign more informative prior distributions to one 
or more parameters. 
When we include the independent background observations into our model, we 
have 2 more sufficient statistics (7 total), so we are less concerned with overparam-
(13) 
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eterization when estimating 6 parameters. For this Bayesian hierarchical model, we 
also specify a prior distribution for h. An inverse-gamma distribution seems an ap­
propriate specification for the prior distribution of h because h is constrained to be 
positive and is a variance parameter. We construct the prior distribution on h to 
roughly reproduce the range of our estimated value for h in section 2.2. The joint 
conditional distribution of CH4 and SFg measured in the field and background CH4 is 
represented by equation 14. 
J  (x, y, z, r|fc, 77, a  , n , h ,  7 ) - nn=i(T.œ.w)nmi(z.)(2w)(2n+H/3(ff2)^W272B/2 
exp {l%i [-^2 (logW - log(&7\ + 77))^ - (log(zj) - log(T;))2 (14) 
(log(TI) - log(//))2] - Ejll [5^7 (l°g(^) -??)2]} 
We start by assigning the following prior distributions to the parameters: 
k ~ Lognormal(log(0i),4>i) (15) 
rj ~ Lognormal(log(6 l2),^2) (16) 
H ~ Lognormal(log(/93), </>3) (17) 
^ - r - X a i , ^ i )  ( 1 8 )  
cr 2 p—1 r-%«2,A) (19) 
7^M(«3,N (20) 
These priors lead to the following conditional posterior distributions. In the Ap­
pendix, we derive the conditional posterior distribution of each parameter in the 
model. 
/ (%, Y, z, T, b, 0-2,77, 72) oc 
i&Gxp (2^k - &f) - [ELi (log(^) - ^9(k^ + 77))^] j 
/(77|x,y,z,T,/t,^,A;,/i,72) oc ^exp{-^r(log(77) -log(^))^-
^2 (E^=i (log(ï/,) - log(&T, + 77))^ - (log(z, - log(^))^)} 
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ocb ^exp^-^-^ ocT ^), (23) 
where 
ah = a3 + n, (3h = -j~x j—-
(% + (^ + 4 
/ y, z, T, b, A:, / i ,  y) (X M (a<r, /%;) (24) 
where aa = a2 + 2n + m, 
Pa 
&2P2 + ^5"l + 5*2 + 5*3 
a2 + 2n + m 
\ 2  
where 5"% (log(^i) - log(/^)) , % = ELi (log(^) - log(&7\ + ?;)) , and % = 
(log(z,) - log(T,))\ 
/ (^|x,y,Z, T, 7), ft, t, (r2, -y2) oc LogN (^, ^ ) (25) 
where 
_ 1 ( log(^372) + E"=1 _ hi2 
2 y 72 + net)3 ) ' " 72 + n<j)3 
/ (Y |x, y, z, T, 77, h, A;, /i, cr2) oc F 1 (a^, ^ ) (26) 
where 
<,, = «3 + n / 2 ,  + (logM-logM)' 
a3 + n/2 
and lognormal is parameterized as (/i, cr) and the F distribution is parameterized so 
that when x ~ F(a, /3), E(x) = a/?, Var(x) — a/32. 
/(n|n,^,z^(T2,?;,/t,A;,^,7^) oc ^exp{-^-(log(^)-log(r,))^ 
-2& (log(2/,) - log(&Tj + Ty))2 _ A. (log(^) - log(^))^} 
For k, rj, and //, the log-scale mean of the prior distribution is 0, and the log-scale 
standard deviation is 1000. For a2 and 72, the inverse-gamma parameters are 0.0001, 
0.0001. For /i, the inverse-gamma parameters are 0.75 and 15. 
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2.4 Computational Details 
The program, WINBUGS™ 1.4, described by Spiegelhalter et al. (2003 [12]), 
was used to fit the Bayesian hierarchical model. WinBUGS uses adaptive rejection 
sampling to sample from the posterior distribution of parameters whose conditional 
posterior distributions do not exist in closed form (Spiegelhalter et al. 2003 [12], Gilks 
and Wild 1992 [4]). Three independent Markov chains were started with different 
initial values. The bgr statistic (Brooks and Gelman 1998 [1]) assessed convergence 
of the 3 chains to the joint posterior distribution. After the initial burn-in period, a 
total of 15000 samples were drawn from the 3 chains. Thinning was performed where 
appropriate to reduce the autocorrelation between consecutive parameter draws to be 
less than 0.1. With this small of correlation, we consider draws to be independent. 
3 Results 
3.1 Overview 
The Bayesian hierarchical model was fitted to the data sets for each of the 16 
different plumes at which measurements were taken. Fitting the Bayesian hierarchical 
model to the data sets was met with mixed success. In general, the models fit well 
for CH4 and poorly for N20 and 00%. We have reason to believe that the model is 
more appropriate for CH4 than the N20 or C02 because the point wise correlation of 
CH4 and SF6 points in the measured plumes was predominantly positive, while the 
point-wise correlation between C02 and SFg and between N20 and SFg was close to 
zero and, negative on average for the 16 measured plumes. Based on our hierarchical 
model, we expect positive point-wise correlation between the greenhouse gas and SFg 
as long as the measurement error variance, cr2 is not so high that it drowns out the 
relation between the gases. Secondly, there are often observed values of N20 and 
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C02 below their respective background levels. In particular, the mean concentrations 
of the CO2 plumes and a few of the N20 plumes were below their respective mean 
background concentrations which seems to imply that the gases may not be emitted 
at all by the hoop structure. For this reason, we restrict the scope of the Bayesian 
hierarchical model to the emission rate of CH4. Heilmann and Dixon (2005 [7])address 
modeling the concentrations of C02 and N20. 
3.2 Results When Treating h as constant 
3.2.1 Ignoring Background Concentration 
In this section, we present results from plumes where h is treated as a known 
constant. We consider both including and excluding background measurements. For 
purposes of illustration. We show detailed results for one plume, plume 13. 
Table 1 shows the summary statistics on k for all the considered values of h: 1, 
10, 100, 281, 1000. These values of h were chosen to provide a range of results from 
a constant coefficient of variation, {h = 1), to vastly different log-scale variances 
(h = 1000). The value of h = 281 was included as this is the estimate of h from 
section 2.2. We observe an increase in the posterior predicted value of fc, as well as a 
broadening of the predictive interval of k when the value of h is increased. 
For nine plumes, the hierarchical model failed to converge to a posterior dis­
tribution. A common problem encountered in these data sets is that the posterior 
distribution of some or all of the parameters is bimodal. In particular, one of two phe­
nomena typically occurs. In one instance, k gets forced toward zero and in turn, 77, the 
estimated background CH4 concentration, is forced to a higher value. Consequently, 
72 is lowered, and â2 is raised. This change in parameter estimates corresponds to 
a situation where CH4 is not released by the hoop structure, and the only observed 
CH4 is background level. Alternatively, a different bimodal distribution encountered 
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is one where i) is forced toward zero and k is forced very high. This corresponds to 
a model where CH4 does not exist in nature, and thus any observed CH4 is emitted 
from the hoop structure. The model where k is forced near zero and 77 is forced 
toward the average observed concentration is a reasonable model for cases where the 
observed concentration is close to the background concentration. In some cases, very 
little CH4 may actually be emitted by the hoop structure. However, rj being forced 
toward zero does not correspond to what we expect to see as we know CH4 exists in 
nature. In general, it appears that for certain data sets, it can be difficult to separate 
between CH4 existing in nature from CH4 that is emitted from the hoop structure. 
A general trend that appears in the estimates is that the choice of h affects the 
posterior distribution of the parameter, k. In particular, the simulations on the same 
plumes with high h values in particular have higher 97.5% quantile estimates and 
means than simulations with lower h values. The effect is not nearly as pronounced 
for the estimated 2.5% quantile. For illustrative purposes, we focus our attention on 
plume 13. Here, we observe little difference in the 2.5% quantile of k if h is set to be 
10 (10.09) or 1000 (11.51), while the 97.5% quantile of k is 29.32 where h = 10 and 
74.26 where h = 1000. We frequently see that an increase in h does not effect the 
lower 2.5% confidence bound, but vastly changes the upper 97.5% confidence bound. 
3.2.2 Including Background Information 
For illustration, Table 1 shows the summary statistics on k for Plume 13, for all 
the considered values of h: 1, 10, 100, 281, 1000. The values of h were chosen to 
provide a reasonable spread of values of h and h = 281 was chosen as that was the 
estimate of h from section 5.2. 
Overall we observe an increase in the predicted value of k when the specified value 
of h is increased. This trend is of smaller magnitude than that observed in the mod­
els fitted without the background information added. The estimates of 77, which are 
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not shown, are considerably less variable here, which is expected as we are adding 
information directly pertinent to the estimation of rj by including the background 
measurements. Including background measurements also enabled us to estimate k 
for some plumes and h values for which our Bayesian hierarchical model did not con­
verge previously. Low values of h were less problematic in terms of the model fitting 
without encountering bimodal predictive posterior distributions of parameters when 
background measurements were included. The added information about the back­
ground concentrations improves our estimation of rj, and thereby improves our ability 
to separate rj from k in estimation, allowing estimation of more plumes. In particular, 
we never observe posterior estimates of fj close to zero in a bimodal posterior with 
the background measurements included. 
3.3 Results When Treating h as a Random Variable 
As we referred to earlier in section 2.2, we can estimate the ratio of measurement 
error variances, h, with the background information included. For illustrative pur­
poses, table 1 shows the summary statistics on k for plume 13, including background 
when h is not set to any specified value. 
The confidence intervals for k are broader here than the corresponding confidence 
intervals for the same plumes when h was set at a low or moderate value. However, 
due to our uncertainty in h and its profound effect on the estimate of h, we believe that 
this set of estimates of k most accurately represents our knowledge of the difference 
of measurement error between CH4 and SF6. 
4 Diagnostics 
In this section, we discuss the diagnostic tests performed on the Bayesian hierar­
chical model for data sets from selected plumes. We want to determine if we are able 
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bkgd h mean 2.5% quantile median 97.5% quantile 
N 1 22.44 14.87 22.44 30.02 
N 10 24.67 16.7 24.59 33.08 
N 100 28.33 18.86 27.93 39.96 
N 281 33.34 19.66 32.00 55.72 
N 1000 51.48 26.81 49.16 89.2 
Y 1 18.14 9.204 18.21 26.64 
Y 10 20.11 10.91 20.16 29.2 
Y 100 22.59 14.92 22.31 31.72 
Y 281 22.13 14.73 21.72 31.94 
Y 1000 21.35 13.36 20.72 32.91 
Y ~ r-1 (0.75,15) 33.3 19.5 30.8 62.9 
Table 1 Results for plume 13 from which the Bayesian hierarchical model for different 
specifications of h. Cases of including and ignoring background measurements 
of CH4 are considered. 
to recreate similar data sets through simulation or conversely, if there is evidence 
of mis-specification of the model. We also analyze the sensitivity of the posterior 
distributions of the parameters to the prior distributions using simulation. Lastly, 
we assess whether there is considerable spatial pattern in the residuals. For these 
data sets, we first drew 10,000 sample data sets, each the same size as the original, 
during the Markov Chain Monte Carlo simulation using the R2WinBUGS package in 
R (Speigelhalter et al. 2003 [12], [11]). 
4.1 Simulated Data from the Posterior Predictive Distributions of the 
Parameters of the Bayesian Hierarchical Model 
In this section, we simulate data from the posterior distribution of the parameters 
of the Bayesian hierarchical model, fitted to plume 13 with background data included. 
Results are similar for the other plumes. The sampling points are numbered 1 through 
35 with point 1 corresponding to X = 0, Y = 0, and sorted first in order of ascending 
Y, then in order of ascending X. The parameters: fc, rj, cr2, yu, 72, and each of the 35 
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TÏ'S were saved for each draw from the posterior distribution, and h was set to be 100. 
From these values, we drew 10,000 simulated observed concentrations of CH4 and 
SF6 at each site. Figure 1 shows 0.025 and 0.975 quanti les of the posterior predictive 
distribution of CH4 values at each site and actual observed values of CH4. The upper 
and lower predictive intervals are represented by dashed lines, and the actual observed 
values are represented by a solid black line. Figure 2 shows the corresponding plot 
for the SFg values. In these figures, the data have been log-transformed for ease of 
viewing. Of the 35 data points, all 35 actual observed CH4 data points and all 35 
actual observed SF6 data points fall within their respective 95% confidence interval, 
obtained by simulation. 
The evidence from these diagnostics indicates a good fit of the model to the data 
from this plume. There is no evidence that the simulated data come from a different 
distribution than the original data. 
Figure 1 Plots of observed values, (circles), simulated medians (squares) and 95% pos­
terior predictive intervals for CH4 from the Bayesian hierarchical model on 
plume 13. 
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Figure 2 Plots of the observed values, (circles), simulated medians (squares), and 95% 
posterior predictive intervals for SFg from the Bayesian hierarchical model on 
plume 13. 
4.2 Sensitivity to Prior Distributions 
Although the prior distributions we chose were diffuse relative to the scale of 
measurement, we would like to test whether specifying different priors yields notice­
ably different posterior distributions. Here, we concentrate on Plume 4, including 
background and estimating h in the model. For //, k, and 77, we look at the priors, 
logN(-100, 1000), and logN(100, 1000) individually while holding the rest of the pri­
ors constant at logN(0, 1000). We run 10,000 simulations using R2WINBUGS™ 
(Sturtz et al. 1995 [14],) taking 10,000 draws from each, thinning where appropriate, 
and allowing a burn-in of 5000 independent iterations. Table 2 shows the differences 
between the estimated k for different prior distributions. 
The prior distributions do not seem to exercise undue influence on the posterior 
distributions. When k is specified with a log-scale mean of —100, there is evidence of 
a bimodal posterior distribution of k, which depresses the 2.5% confidence bound on 
k. Aside from this anomaly, the mean simulated values for k are between 30.89 and 
31.75, the lower 2.5% confidence bound for k is between 11.4 and 12.36, the median 
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Parameter prior mean mean 2.5% quantile k  median k  97.5% quantile k  
of parameter of k  of k  of k  of k  
•n  100 31.14 11.4 29.93 59.02 
V -100 31.4 11.91 30.12 58.55 
V 100 31.28 11.65 29.85 58.56 
V -100 31.56 12.05 30.19 59.47 
k  100 31.75 12.36 30.41 58.77 
k  -100 30.23 9.51 29.17 58.15 
Table 2 Results of sensitivity analysis of plume 4 to prior distributions for the param­
e t e r s ,  r] ,  n ,  a n d  k .  
value of k  is between 29.85 and 30.41, and the upper 97.5% confidence bound on 
k is between 58.55 and 59.47. The only noticeable difference between the posterior 
distributions of k occurs where the lognormal distribution of k has a mean of —100 on 
the log scale, where a bimodal distribution is observed. Thus, we conclude our prior 
distributions do not exercise undue influence on the posterior distribution of the of 
the parameters, k in particular. 
4.3 Spatial Analysis of the Residuals 
Our Bayesian hierarchical model presumes that the only residual error is measure­
ment error. However, in the case of non-overlapping plumes, we expect that there 
may be spatially correlated errors associated with the plumes. To determine whether 
there is spatial correlation in the residuals after the Bayesian hierarchical model has 
been fitted to the data, we examine the residuals of CH4 concentrations and SFg con­
centrations from plume 13. We simulate 10,000 values from the posterior distributions 
of T, and for each measurement of CH4 concentration and SF6 concentration, take 
the median of the 10,000 residuals. We fitted a variogram to the median residuals of 
CH4 and SF6 from simulation and compare to the variogram of the raw data. Figure 
3 shows a variogram for CH4 and SF6 raw data and for the median residuals of each 
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data point for plume 13. 
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Figure 3 Variograms for CH4 and SFg from plume 13 (top) and variogram of the median 
residuals from the Bayesian hierarchical model (bottom). 
The majority of the spatial trend is explained away by the Bayesian hierarchical 
model. It does not appear to be worthwhile to attempt to incorporate spatial analysis 
into the Bayesian hierarchical model. 
5 Measures of Robustness 
5.1 Introduction 
In this section, we ascertain the sensitivity of the model to the assumptions we 
made during the specification process. In particular we assume log normality of t; 
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for convenience, not because of scientific basis. We examine the advantages and 
disadvantages of treating h to be known and fixed, or estimated from the model. 
Some plumes of CH4 and SF6 do not appear to overlap. Our study also analyzes the 
effect of this model misspecification on the posterior distribution of the parameters. 
5.2 Assessment of the Distribution of t, 
We determine the sensitivity of the model to different distributions on t; using two 
different types of diagnostics. First, we consider fitting Bayesian hierarchical models 
to plumes simulated from a gamma distribution of the T;'S and determine the effect 
on the posterior predictive interval of k. Equation 28 shows the distribution of the 
Ti s under this assumption. 
(28) 
where E(rt) = aT/3T, and Var(rj) = aT(.3T2 
We simulated 3000 data sets with the distribution of r, defined by equation 28. 
For each data set, we fit the Bayesian hierarchical model and calculated the credible 
interval and median of k. Table 5.2 shows the posterior distribution of k under 
separate analyses assuming the rj have a lognormal distribution and that the n have a 
gamma distribution. Whether we analyze this data assuming a log-normal or gamma 
distribution on the rj's, estimates of k are similar. This provides evidence that if we 
have slight mis-specification of the distribution of r, our posterior distributions for 
the parameters of interest are still reasonable. 
5.3 Specification of the Parameter, h 
Although we can specify h to be a parameter and estimate it from the Bayesian 
hierarchical model, there are many plumes which do not yield results when h is 
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distribution 
2.5% 
quantile median 
97.5% 
quantile 
coverage 
probability 
percent median 
> 50 
lognormal 29.81 47.97 74.77 0.9383 0.4237 
gamma 32.40 51.03 79.69 0.9524 0.5429 
Table 3 Results for simulations from a Bayesian hierarchical model where r was simu­
lated from a gamma distribution. 
included as a parameter. Furthermore, the credible intervals are considerably broader 
for some plumes when considering h as a parameter to be estimated in the model. 
In this section, we determine the sensitivity of our model to the mis-specification of 
h. In particular, we determine how large of a mis-specification of h can be tolerated 
while maintaining close to 95% credible intervals and nearly unbiased estimates. We 
start by determining the effect of mis-specification of h by a factor of 2 because a 
difference in the variance of groups of less than 2 is not usually cause for concern in 
linear models. 
To determine the effect of specifying h to be incorrect on the posterior distribution 
of k, we simulated 1753 data sets from a model where h = 100 and analyze each 
assuming h — 25, h = 50, h = 100, h = 200, and h = 400. Table 5.3 shows the 
coverage probability and median simulated 95% credible intervals for k for different 
specifications of h. 
Specifying h to be up to 4 times greater than the true value of h does not appear to 
greatly influence the coverage probability. The coverage probability is not noticeably 
less for any set of simulations except that where h is specified to be 4 times less than 
the true value of h (100 instead of 400). These simulations suggest that if we specify 
h as a constant in the model, it is better to err on the side of overestimating instead 
of underestimating the parameter, h when analyzing data sets if we are concerned 
with coverage probability. However, bias of the median is less in data sets where h is 
specified to be too low. 
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h 
2.5% 
quantile median 
97.5% 
quantile 
coverage 
probability 
percent median 
> 50 n 
10 36.35 46.91 59.18 0.8009 0.6343 1753 
25 36.52 48.82 63.74 0.8933 0.5294 1753 
50 36.48 50.42 69.16 0.9471 0.4534 1753 
100 36.96 53.50 76.04 0.9559 0.4020 1753 
200 37.56 57.24 84.74 0.9591 0.2117 1753 
400 39.02 62.67 99.19 0.9302 0.1010 1753 
1000 40.19 70.96 121.4 0.9164 0.0177 1753 
Table 4 Results for simulations from a Bayesian hierarchical model where h was 
mis-specified. 
5.4 Simulated Data Sets Where the Gas Plumes Do Not Overlap 
In section 1, we expressed concern that some of the plumes may be non-overlapping. 
Although there appeared to be proportionality between CH4 and SFe concentrations 
for most plumes, there were some plumes for which proportionality did not appear to 
hold. We used simulation to investigate the robustness of the Bayesian hierarchical 
model to the violation of proportionality. Figure 4 shows a plot of CH4 and SF6 where 
the two gases appear proportionate and figure 5 shows a plot where the two gases do 
not appear proportionate. There are 25 sampled points in each figure and the values 
in between are interpolated. 
To simulate non-overlapping plumes, values of Xi, tji, T;, and Z{ are drawn as 
specified in equations 9, 6, 7, and 11 but the order of the X{ are randomized. In 
this simulation, we set the overall emission rate of CH4 to be k times that of SF6. 
Point-wise, the observed and y, are independent. The following parameters are 
used in simulation of these data sets: k = 50, rj = 2, a2 = 0.005, // = —6, -y2 = 2.7, 
h = 100. The median k and 95% credible interval width were saved for each of the 
simulated data sets. The medians of each of these values from the simulations are 
shown in Table 5.4. 
38 
Figure 4 Plot of CH4 (below) and SFg (above) where appear proportionate. Red areas 
indicate relatively high concentration and purple areas indicate relatively low 
concentration. 
median mean interval width coverage probability 
57.67 162.44 0.955 
Table 5 Estimates of k  to assess the sensitivity of the model to non-proportionality of 
true gas concentrations. 
The model provides reasonable estimates of k when these data suggest that a large 
enough rate of CH4 emission relative to the rate of emission of SF6, and background 
concentrations allow our model to estimate k for data sets where strict proportionality 
of gas concentrations does not hold. This posterior predictive interval is quite broad 
relative to those of simulations where proportionality held, indicating that although 
the model fits the coverage probability is close to 95% from simulations (95.5%), that 
there may be better methods to analyze data when the proportionality assumption 
is violated. 
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Figure 5 Plot of CH4 (below) and SFg (above) where do not appear proportionate. 
Red areas indicate relatively high concentration and purple areas indicate 
relatively low concentration. 
6 Discussion 
6.1 Extending the Bayesian Hierarchical Model 
The Bayesian hierarchical model proposed in this paper produces broad credible 
intervals for estimates of the relative rate of methane emission, but is robust to 
minor model misspecifications. An idea for further research in this area would be to 
simultaneously consider all days. We do not have background concentrations for all 
days. If we had SFg, CH4 field and CH4 background samples for all days, we could fit 
a model that would allow the relative emission rate of CH4, k, and CH4 background 
concentration, 77 to vary from day to day. 
Such a hierarchy could be defined by equations 29 and 30. 
h ~ LogN (X crfc) (29) 
- LogN ( 7 7 ,  <T„) (30) 
For the other parameters, /1, a2, fj,, and j2, it seems reasonable to assume con­
stancy across time. 
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6.2 Summary 
The Bayesian hierarchical model that specifies an informative prior distribution 
on h and incorporates the background estimates is the model that most fully and 
accurately accounts for the information we have about the data and model parameters. 
The means and credible intervals for k, converted to rates of emission of CH4 in terms 
of g CH4 per day are listed in table 6 for those plumes which converge to a posterior 
distribution. 
Plume mean 2.5 % quantile median -97.5% quantile 
1 2490 421 2020 7310 
2 238 149 234 724 
4 384 138 370 724 
10 1720 412 1180 5830 
11 3390 810 3250 6810 
12 1310 699 1240 2700 
13 304 187 292 509 
14 1910 576 1770 4059 
17 3050 1460 2920 5420 
Table 6 Estimated CH4 emission rates for the hoop structure in terms of grams per 
day . 
There appears to be a large amount of variability of methane emission between 
measurements. The credible intervals tend to be somewhat broad for each day as 
well. Since there appear to be large variability in the amount of CH4 emitted from 
the hoop structure from the days on which this experiment was conducted, we must 
be cautious when interpreting these results. These results should be interpreted as 
the rate of emission of CH4 on the specific days the experiment was conducted. To 
extend this inference to days in between would require implementation of the model 
discussed in section 6.1. 
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7 Appendix 
The appendix presents derivations of the full conditional posterior distribution of 
all variables represented in equations 21, 22, 23, 24, 25, and 26. These distributions 
are required for the MCMC simulations. We start with the distribution of k. For the 
purpose of simplicity, we use the following abbreviations in the distributional forms 
of this section. 
= EILi (kg W - log(-n))2, 
^2 = I%1 (log(w) - log(&T,- + %))\ 
% = (logW - logW)' . 
We first derive the conditional posterior density of k. 
P  ( & | x ,  Y ,  T ,  / & ,  7 7 ,  j u ,  7 ^ )  oc p ( A ; )  p ( y | r ,  7 7 ,  <T%) 
which is not reducible. 
Now, we derive the conditional posterior distribution of 77. 
P  y ,r, A ,  <7%, A : ,7^) oc p ( 7 7 )p(z|?7)p (y[77, A ; ,  T, 
oc ^ e X P  [ - ^ ( l o g ( ^ )  -  l o g ( ^ 3 ) ) 2  -  ^2  ( S 2 -  % ) ]  
which is not reducible. 
The derivation of the conditional posterior distribution of h is shown. 
p (b | x ,  y ,  Z, T, 7 7 ,  A : ,  7^) oc p (h) P (x|T, / l ,  
^ r(«3)/33a3 ^ 1<3xp ( hp3) (2k<72)"/2f]"=1i,eXP (2hit 
and by removing nuisance parameters, we get 
which simplifies to: 
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where 
&h = &3 + n, f3h 
We now derive the conditional posterior distribution of a2. 
P (^1%, y, z, T, /i, k, /i, y) oc p p (x|T, b, p (y|r, k, p 
M 1 
( 1 
exp 
2(-a1-l) 
oc a exp j3a2J (27rZicr2)2 f]™=1 x. -exp 
(27T^)YnLi!//^( 2^^) * (27T^)Tn^z, 2hcr2 Sz 
When we divide out the nuisance parameters and combine terms, we get: 
2(-c*i-l) 
oc a exp -1 \ _2%4 
w r ~  '  e x p r 2 ^ Œ s , ™ S 2 ™ S 3  
From here, we get: 
p(o-2|x,y,z,T,?7,/t,&;,^,y) oc T i , 
where 
aa — + 2n -f rn, (3a &\fi\ + ^  E"=i Si + S2 + S3 
ai + 2n + m 
The conditional posterior distribution of ji and its derivation are shown here. 
P (^|x,y, z, T, 77, b, &, y:) oc p (//) p 7^) 
K yàçxp (Ioë(") " k9('4))2) J^ wûû 
exp - log(/^))4 
By dividing out removing nuisance parameters, we are left with 
oc —exp 
1 / 1 (log(/i) - log(&i)^ + — (log(T.) - log(//)) 
7 
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After multiplying out the quadratic terms and completing the square, we are left 
with: 
P (^1*, Y, T, 7?, b, y) oc , 
where 
1 (H(t>4i2) + Y.Un<t><\ 
^  ~  2 \  7 2  +  n < j ) 4  ) •  
M' 
^ 72 + n<p4 
Here is the derivation of the conditional posterior distribution of 72. 
oc 72(f+"exp (^24) M(»>n-l1log(T,)eXp (lo8(T.) - logMf) 
After we divide out the nuisance parameters and combine terms, we get: 
ex y(-H-^exp ^ __L^QogCr.) - log(//))4 
where 
I a _ ZILi (log(^) - log(fi))^ 
— Oi2 + —, /3n 
2 '  '  '  « 2  + Y  
We now derive the conditional posterior distribution of each r». 
exp (log(n) - log(/z))') * exp (log(z,) - log(T,)))') * 
l exp (log(i/,) - log(t^ + 77))") 
After simplifying, we get: 
^ GXP {^2 [(log(z/i) - log(A:^ + 7y))^ + ^(log(z,) - log(^))^] + 
which is not reducible. 
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Using Block Kriging to Estimate the Emission Rates of 
Greenhouse Gases in a Tracer Gas Study 
A paper to be submitted to Environmetrics 
Cory R. Heilmann and Philip M. Dixon 
Abstract 
Tracer gas studies are often performed to estimate the emission of gas from a 
facility. In such a study, a tracer gas is emitted at a known rate from a facility and 
measurements of both the tracer gas and the gas of interest are taken downwind. In 
this paper, we want to estimate the emission rate of the greenhouse gases: CH4, CO2, 
and N20 from a hoop structure, which is a facility that houses pigs. This paper uses 
kriging and cokriging to estimate the emission rates of these gases. The standard 
method of kriging is to estimate variogram parameters, and then condition on these 
parameters for kriged estimates and variances. This method can be problematic for 
small data sets because we do not have precise estimates of the variogram parameters. 
In this experiment, there are between 25 and 45 observations for each gas taken on 
a fixed sampling grid directly downwind from the hoop structure. Our goal is to 
estimate the ratio of net concentration of each greenhouse gas and SF6, where net 
concentration refers to total gas concentration minus background concentration. With 
estimates of this ratio of concentrations, we can then calculate the rate of emission of 
each greenhouse gas from the hoop structure. In this paper, we derive the variance 
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and covariance estimates from block kriging and block cokriging that incorporate 
uncertainty about our knowledge of the variogram estimates. The evidence we have 
from this study is that the uncertainty in the variogram parameter estimates leads 
to a large increase in the variance of the block kriging estimates. The delta method 
produces narrower confidence intervals than the confidence intervals produced using 
Fieller's Theorem, but we have concerns about the coverage probability of the former 
method. 
1 Introduction 
1.1 Overview 
Tracer gas studies have frequently been used to estimate emission rate (of CH4 in 
particular) from various facilities (Lamb et al. 1986 [9]). The gas, SF6 is often chosen 
for its favorable properties such as inertness, flow properties, and its near absence in 
nature. By selecting a tracer gas with similar flow properties to the gas of interest, 
we can relate the concentrations of the two gases to the relative rates of emission of 
the gases. SFg has been used as a tracer in earlier studies of emission CH4 (Wolter et 
al. 2004 [17]). With our estimation of the relative rates of emission of the gases, we 
have an estimate of the rate of emission of the gas of interest because the emission 
rate of the tracer gas is known. To estimate the average concentration of each gas in 
the field, we consider both block kriging and block cokriging. For both methods, we 
estimate the average concentration of gas by numerically approximating an integral 
of the gas concentration over the area on which measurements were taken. By defin­
ing the area as B, the gas concentration at site s to be Z(s), and the average gas 
concentration over B to be Z(B), an estimate of the average concentration within a 
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block is defined by equation 1 (Cressie 1993 [3]). 
È{B) = W\h Z(s)ds (!) 
We use these estimates of the average concentrations of each gas to estimate k ,  
which we define as the relative rate of emission of the greenhouse gas to the known 
rate of emission of SF6. We assume that net gas concentrations are proportional to 
emission rates. Previous analysis by Heilmann and Dixon (2005a [6]) has assumed 
pointwise proportionality of the gas concentrations, but in this analysis, we only 
assume that the overall ratio of net CH4 to SF6 concentrations is equal to their 
relative emission rates. Net greenhouse gas concentration is estimated by subtracting 
the background concentration of the greenhouse gas from the average concentration 
of the greenhouse gas downwind from the hoop structure. Dividing the resultant by 
the estimated SF6 concentration gives us as estimate for k. This relation is shown in 
equation 2, where the greenhouse gas is arbitrarily selected to be CH4. 
[CH4]gross - [CH-ilbackground 
i = (2) 
We use estimates and variances of the greenhouse gas concentration and SFg con­
centration to estimate k and var(fc). The estimate of k is represented by equation 2. 
The variance of this estimate is approximately equal to d'Sd, where d is the vector of 
first partial derivatives of equation 2 with respect to the random variables, [CH4]gross, 
[CH4]^gj, and [SF6], and defined by equation 3. The variance-covariance matrix of 
[CH4]gross, [CH^kkgj, and [SF6], E, is defined by equation 4. 
/ 1 1 [CH4]gross - [CH^kkg^X 
"UsFe]' [SFe]' [SF^ j ^ 
S = 
Var([CH4]gross) 0 Cov([CH4]gross, [SF6]) N 
0 Var([CH4]bkgd) 0 
^ Cov([CH4]g^s, [SFe]) 0 Var([SFe]) 
(4) 
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Covariances between [CH4]grosg and [CH4]^gj and between [SF6] and [CH^^gd 
are zero for all cases because the background measurements and measurements down­
wind from the hoop structure are independent. This independence is due to the 
background concentrations being measured before the start of the study and upwind 
from the hoop structure (Stout et al. 2003 [16]). The covariance between [SF6] 
and [CIL^kkgj is zero for the kriging case because we assume that the individual 
observations of CH4 and SF6 are independent. However, this quantity is non-zero for 
the cokriging case because we incorporate measurements of SF6 when estimating the 
mean [CH4]gross and vice-versa. 
When using the delta method to compute confidence intervals, an assumption is 
that the distribution of the quantity of interest, the estimated ratio of ([CH4]gross — 
averages, each with between 25 and 45 observations, so approximate normality of the 
quotient may be too strong of an assumption. Fieller's theorem (Piegorsch and Bailer 
1997 [15], Fieller 1940 [5]) uses a small sample correction to account for deviations 
from approximate normality due to variance of the denominator of the ratio. This 
method has been used to compute confidence intervals for the ratios of regression 
parameter estimates (Fieller 1940 [15]). This equation derived by Fieller takes into 
account the asymmetry of confidence intervals of a ratio when the denominator has 
relatively high variance compared to its value. The I — a confidence interval for k 
using Fieller's theorem (Piegorsch and Bailer 1997 p. 329 [15], Fieller 1940 [5]) is 
shown in equation 5. 
where d is the denominator in the estimate of fc, n is the numerator in the estimate 
of k, sj2 is the estimated variance of the estimate of d, sn2 is the estimated variance 
of the estimate of n, c is the covariance of the estimates of n and d, za/2 is the a/2 
approximately normal. We are dealing with a ratio of two 
.2 1 \ 1/2 
(5) 
percentile of the z distribution, and v = Za/2j2Sn , is a measure of symmetry (Piegorsch 
1997 [15]). If the variance of the denominator, s 2 is large relative to its value d, then 
the ratio will not be close to normally distributed. If u is close to zero, then the 
variance of the denominator is small relative to its value. As sj2 —>• 0, v —y 0 and 
the confidence interval in equation 5 becomes: k ± ~j^Vsn2, which is the 1 — a 
confidence interval for k = ^ if n is random and d is fixed. In the case of ordinary 
kriging, c = 0 because both the background average and field average greenhouse gas 
concentration are uncorrelated with the field concentration of SF6. The variance of 
the denominator, s a2 is simply the variance of the estimated SF6 concentration. The 
variance of the numerator, sn2 is equal to the sum of the variance of the background 
estimate and field estimates of the greenhouse gas. 
1.2 Description of Hoop Structure 
The hoop structure is a covered facility, open at both ends and roughly semi-
cylindrical in shape. The pigs are free to roam across the floor of the hoop structure. 
This floor consists of a bedded pack consisting of manure and straw. The bedded 
pack is a potential source of greenhouse gases (CH4 and N20 in particular), due to 
the metabolic processes of bacteria in the bedded pack. SF6 was emitted through 
clusters of emitters inside the hoop structure, placed out of reach of the pigs (Stout 
et al. 2003 [16]). We assume that SFg and the greenhouse gases form a single plume 
outside the hoop structure. 
The data were collected on regular grids with 25, 35, or 45 points per grid. A 
measuring device was used to collect 5 samples each at either 5, 7, or 9 distances, 
depending on the number of points in the data set. The samples were analyzed with 
a gas chromatograph that was first calibrated with known concentrations of the gases 
(Stout et al. 2003 [16]). 
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1.3 Methods 
We consider kriging, cokriging and lognormal kriging in this paper to estimate the 
emission of greenhouse gases from the plumes. For any of these methods, the kriging 
process involves the following steps. 
1. Assess first and second order stationarity and stabilize the mean if necessary. 
2. Decide on the spatial dependency and fit a variogram model accordingly. 
3. Use the equations defined by the variogram model to calculate the minimum 
variance kriging prediction of a particular point. 
The above process naturally extends to situations in which the quantity of interest 
is not the value of a random variable at one unobserved point, but instead the average 
value of the random variable over a block. 
An estimated variogram of CH4 is shown in Figure 1. Although it is difficult to 
determine what sort of trend is observed in the variogram, it is apparent that the 
overall trend is an increase in semivariance with an increase in distance. 
For the cokriging model, we fit variograms and cross-variograms. Here, separate 
variograms are fitted for the greenhouse gas and SF6 . The cross-variogram, which 
models semivariance between gases, was fitted for SF6 and the greenhouse gas. An 
example of the separate variograms and the cross-variogram is shown in Figure 2 in 
which the two gases considered are CH4 and SFe- Again, it is difficult to determine 
what model the trend follows, but it is evident that there is an increase in semivariance 
as distance increases. 
Lognormal kriging can be used when it is not reasonable to assume gaussian 
error of the measurements (Cressie 1993 [3]). Since the data we have consists of 
gas concentrations, it may be more reasonable to assume that error variances are 
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Figure 1 Sample Variogram for CH4 ,  plume 10. 
lognormal (Ott 1990 [13], Larsen 1971 [10]). Recent work by Cressie (Cressie 2004 
[4]) has allowed the concept of block kriging to be extended to the lognormal case. 
The data sets we analyze in this paper are small in comparison to most data sets 
analyzed by kriging. We also address the degree of influence our uncertainty about 
the variogram parameter estimates has on our kriging estimates and variances. 
In section 2, we discuss block kriging. Section 3 discusses block cokriging. Section 
4 discusses lognormal block kriging. In section 5 we address the effect of the uncer­
tainty of the variogram parameter estimates on the variance of the kriging estimates. 
Section 6 presents results and discussion. 
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Figure 2 Sample Variograms and Crossvariograms for CH$, plume 11. 
2 Block Kriging 
Using ordinary kriging, we estimate the average concentration of a greenhouse gas 
and the average concentration of SFe- We assume second order stationarity of the 
concentrations of each gas and independence of measurements of different gases. By 
assuming second order stationarity, we assume a constant mean gas concentration 
throughout the plume for each gas as well as a constant error variance. The assump­
tion of second order stationarity allows us to calculate variances of the estimated 
average gas concentrations. Error is defined as a combination of measurement error 
due to uncertainty in the calibration of the gas chromatograph, and perturbations of 
the plume caused by wind, turbulence, and/or eddies in the flow of air. 
We first fit a variogram to each gas to explain the semivariance of two points 
based on the distance separating them. Where Z(s2) and Z(sj) are the observed 
values of concentrations at points s; and sj, 2j(si — s3) from equation 6 represents the 
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variogram. The variogram is an equation for the semivariance of two points based on 
their distance apart. 
Since we only have observations at a set number of points, there are a finite number 
of distances between points. When computing a weighted average using block kriging, 
we need the average semivariance between each individual site and the entire volume 
[2], To estimate the semivariance of distances that we do not observe, we fit a model 
for the semivariance based on distance. The exponential variogram model, shown in 
equation 7 allows the semivariance of a distance to be equal to a nugget value, c0, at 
short distances, and asymptotically approach the sill, cq + ce, as distance approaches 
infinity. The rate of increase controlled by the range variable, r. At a distance of 3r, 
the correlation between two points is approximately 0.05. 
The nugget of a variogram roughly corresponds to the measurement error of individual 
observations (Cressie 1993 [3]). The sill is the variance of the spatial stochastic 
process. 
To estimate the mean of a block using kriging, we use a weighted sum of the 
observed data points. The vector of weights, A has the constraint that 53™= i = 1 
to ensure unbiasedness. Our estimate of the block mean is A y. To obtain the vector 
of weights, we use the average semivariance between each site, s,-, and the entire 
block, B to compute A. The equations for block kriging estimates and variance of 
these estimates are shown in equations 8 and 9 (Cressie 1993 [3]). 
27(5,- - sj) = Var { Z ( s i )  - Z ( S j ) )  (6) 
0, h = 0 
2 7 ( h )  = <  (7) 
Ao = r0 ^70 ( B ) .  (8) 
^ ( g ) ^ A ^ ( B ) - 7 o ( g , g ) .  (9) 
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where 70 ( B )  =  (7 (B, sx), • • • ,7 ( B ,  s n )  ,  1), 7(5,5,-) =  ^  f B  7 (v - s,-) d v ,  and 
70 (B, B) = JB fB 7 (u — v) e?vdu (Cressie 1993 [3]). The block kriging process 
uses the average semivariance between the observed data points and all points inside 
the block and the average semivariance between any two data points in the block to 
compute the variance of the block average. With the block kriging estimates of each 
gas, we can use either the delta method or Fieller's theorem to construct confidence 
intervals for k, the relative rate of emission of the greenhouse gas. 
3 Block Cokriging 
Since our data sets are multivariate in nature, it may be worthwhile to consider 
block cokriging to estimate k. If there is correlation between observations of CH4 and 
SF6, then accounting for this correlation reduces the variance of the ratio in equation 
2. Incorporating covariance between observations on CH4 and SF6 may reduce the 
variance of k as we can account for spatial dependence between gases. 
We first fit separate variogram models for the semivariance of pairs of SFg and 
CH4 observations based on distance to account for correlation between estimates of a 
greenhouse gas and SFg. Defining Zi(s;) to be the observed CH4 concentration at site 
si and Z2(si) to be the observed SFg concentration at site s;, we define the variogram 
for CH4 as 2711 (s; — sj) and the variogram for SF6 as 2722(s, — Sj). We fit a cross-
variogram to model the semivariance between the greenhouse gas concentrations and 
SF6 concentrations based on distance as represented by equation 10 (Pebesma 2002 
[14], Clark et al. 1989 [1]. 
27i2C'(si — sj) = E  (Z i ( b ,) — Zi(sj)) (Z2(si) — Z2(sj)) (10) 
where Zi(s) is the concentration of greenhouse gas at site s and Z2(s) is the concen­
tration of SF6 at site s. 
57 
In our cokriging estimation of the average concentration of a greenhouse gas, 
we consider observations from both a greenhouse gas and SF6. Similarly, in our 
estimation of the average concentration of SF6, we consider observations from both 
the greenhouse gas and SF6. 
As is the case in block kriging, we can solve block co-kriging equations using 
matrices as depicted by equations 11, and 12: 
A0 = To *70 ( B )  (11) 
2 ( B )  =  A o 7 o ( B ) - 7 o ( B , B )  ( 1 2 )  
The matrix Ao is a 2n + 2 X 2 symmetric matrix that is best represented by 
partitioning into 4 blocks, each a symmetric n + 1 x 1 matrix, depicted in equation 
r r ) 
r„ = " 12 I. (is) 
X / Fgl F 22 
The block matrices are defined by equation 14: 
7kl{si~Sj) if i  =  j ,  •  • • ,n, j  = 1, • • • ,n. 
0 if i  = 1, • • • , n, j  =  n  + 1, OR z = 1, j = 1, 
1 if ï = n + 1, j  =  n  +  l , k  =  I  
0  i f  i  =  n  +  1 ,  j  =  n  +  l , k  ^  I  
F k l ( i , j )  =  <  
, n  
(14) 
The estimated variance-covariance matrix of block averages, S ( B ) ,  can also be 
partitioned into blocks as shown in equation 15 (Myers 1982 [12]). 
2(B) 
V 
Var(CÎ/4gross) Cov(C)ï4grosS: 
Cov(CH4gross,SF6) Var(S'îi6gross) 
\ 
/ 
(15) 
This is slightly more complicated than the ordinary kriging case because of the 
existence of multiple variables whose concentrations are of interest. We focus on the 
bivariate case. 
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With the estimated concentrations of the gases from cokriging, we use equations 2 
t o  e s t i m a t e  k .  T h i s  e s t i m a t e  m a y  h a v e  l o w e r  v a r i a n c e  c o m p a r e d  t o  t h e  e s t i m a t e  o f  k  
from ordinary kriging as we have accounted for the covariance between the numerator 
a n d  d e n o m i n a t o r  i n  k .  
4 Lognormal Block Kriging 
In this section, we use recent work by Cressie (2004 [4]) to estimate the con­
centrations of the greenhouse gases and SF6. Since there is some evidence that the 
concentrations of SF6 may be lognormally instead of normally distributed, we believe 
it to be pertinent to obtain estimates assuming lognoramlity. 
In terms of covariance parameters, Cressie develops the following equations for 
the estimate and variance of this estimate for a block. Defining Z as the observed 
variables and Y as the variables transformed to the log scale, Y(B) — \'Y is the 
ordinary kriging predictor of the log-scale mean. The block mean concentration, 
Z(B) is then estimated by (Cressie 2004 [4]): 
Z ( B )  = exp Y(B)  + 1/2 j  C Y (u ,u )du / \B \  -  A(B ) 'cy (B)  -  (1/2)m(B)  (16) 
IB  
where m ( B )  is the Lagrange multiplier and Cy (u, v) = Cov(F(u), V(v)), and cy(B) 
is the vector of average covariances of each site with points inside the grid. 
The expected mean squared error of this estimate is: 
E (z(g) - Z(B))' # / / /<Wv/|g|2 + <7 - 2 / Wu/|B| (17) 
v S v S J J9 
/ = exp(/iy + (l/2)Cy(u,u)(l/2)Cy(v,v))(exp(Cy(u,v))-l) 
g  = exp ( 2 k  + 2 f i Y  + A(B)'EyA(£)) (exp (X(B)zXIyA(B))) 
h  =  exp { k  + 2 f i y  + (l/2)A(£)'£yA(B) + (l/2)Cy(u, u)j * 
(exp (A(B)'cy(it)) -  1) . 
& = (l/2)jgCy(u,uXu/|B|-(l/2MB). 
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We often do not observe the sill within the range of the data. We do not make 
assumption that the semivariance pattern necessarily follows the same form outside 
the range of the data, so it does not make sense to use covariances in this case. For 
observed variograms that are close to linear, the variance of a single point is not 
reasonable to use. Furthermore, the spatial dependence outside the range of the data 
is not likely to be close to linear. It is more likely that due to the small sample size of 
the data, the estimated variogram is close to linear, while the true spatial dependence 
is short range. For data sets where the range is less than three times the maximum 
distance between points, we use one half the estimated semivariance between the 
furthest apart pair of points as the variance of an individual point. 
5 Incorporating Uncertainty of Variogram Parameters into 
Block Kriging Variance 
5.1 Introduction 
Typically, when kriging or cokriging to determine the block average or the esti­
mated value at a particular point, the variogram parameters are assumed to be known. 
However, in small samples, there can be considerable additional variance of kriged 
estimates due to uncertainty of the variogram parameters. We only have data from 
25-45 sites which is fewer than typically used for kriging. The variogram parameters 
are not precisely estimated. We can use the equation 18 to account for uncertainty 
i n  t h e  v a r i o g r a m  p a r a m e t e r s ,  0  i n  t h e  v a r i a n c e  o f  a n  e s t i m a t e d  b l o c k  a v e r a g e ,  Z ( B ) .  
Var(Z(B)) = Var(E(Z(B)|0)) + E(Var(Z(B)|0)). (18) 
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5.2 Kriging Case 
The variance of the kriged estimate given the variogram parameters is the second 
part of the equation, E(Var(Z(B)|0)). This is the variance of the block kriging 
estimate from section 2, using a large sample approximation for expected value. To 
estimate the first part of the equation, Var(£(Z(B)|0)), we can use the delta method 
because E(Z(B)\0) = A0 z = z'A0 where z is the observed data. Hence: 
Var (y'Ao) % y'^2 (9) ^ -y. (19) 
because 
Var (Ao) % ^ 2 (0) (20) 
Since equation 8 gives us A0  = r0_17o (B), is given by: 
^ = r.-,§ro-S(B) + r.-^. (21) 
The details of this derivative are shown in the Appendix, section 7.2. 
5.3 Cokriging Case 
As in the kriging case, we wish to estimate Var(B(F|#)). Equation 22 shows the 
expected value of the variance. 
Var(y'A») = yWEWWy- (22) 
Here, Var (y'A0) is a 2 X 2 matrix with the diagonal elements representing the 
expected value of the variance of each average gas concentration, and the off-diagonal 
elements representing the covariance of these estimates. 
Similarly, to estimate the derivative of A0  with respect to an arbitrary variogram 
parameter, 6, we use equation 21 where To-1, , and the quadratic form are now 
matrices instead of vectors. 
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5.4 Parameter Estimation 
To use these equations, we need estimates of the variances of the variogram pa­
rameter estimates. The use of maximum likelihood, which allows for computation 
of estimated variance, is flawed in that is severely biased for the estimation of the 
nugget (Mardia and Marshall 1984 [11], Cressie 1993 [3]) which is the most important 
quantity to estimate in order to get unbiased variance of a kriged estimate (Cressie 
1993 [3]). Restricted maximum likelihood, REML, can be used instead of maximum 
likelihood to estimate the variance of parameter estimates. A previous study by Zim­
merman and Zimmerman in 1991 [18], has shown that it is not clear whether REML 
or least squares is superior, although Cressie suggests that least squares estimates 
are more robust to deviations from normality (Cressie 1993 [3]). We consider both 
REML and weighted least squares estimates for the variogram parameters for the 
plumes in this thesis and see if there are any major differences either in the estimates 
of the parameters themselves, or in the resulting kriged estimates. Using the REML 
estimates, we estimate the total variance of the kriged block averages using Equation 
18. 
5.4.1 REML Estimation of Variogram Parameters in the Kriging 
Case 
To use REML, we first need to construct error contrasts so that the likelihood 
equation will not depend on the mean vector. For ordinary kriging with no indicator 
variables, the matrix is defined as (Cressie 1993 [3]): 
- 1 if i  =  j, j  -  1,  • •  •  ,  n  -  1 
' 
ai,j  = -1 if i = j + 1, j = 1, • • • , n - 1 (23) 
a,-j = 0 otherwise. 
For ordinary kriging, the mean vector, / i  = (/j, • • • ,/i), and A ' f i  =  A ' X / 3  = 0 and 
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this condition guarantees that the likelihood equations will not depend on 0. Where 
Z is the data vector, A'Z = W = (Z( 1) — Z(2), • • • , Z(n — 1) — Z(n)) and equation 
24 specifies the log likelihood for W (Cressie 1993 [3]). 
M») = (^-jp) log(27r) + i log (|A'E(0)A|) + ilV' (A'E(6)A)"' W (24)  
where 2(0) is the variance-covariance matrix of Z. The i j t h  element of 2(0) is defined 
as: 
Cov(Z(s;), Z(sj)) = Va,r(Z(si)) - ^Var (Z(s^) - Z(s,)) (25) 
using second order stationarity. 
When i  =  j, h = 0, the i j t h  element of 2(0) is equal to the variance of Z(s)  which 
is equal to |(c0 + ce) where c0 is the variogram nugget and ce is the variogram sill. 
When i ^ j, the ijth element of 2(0) is equal to |(ce exp( —-^)). 
We use the Newton-Raphson method to maximize this restricted likelihood. To 
do this, first and second partial derivatives of the likelihood equation with respect 
to the variogram parameters, 0 are needed. The equation for the first derivatives is 
shown in equation 26. 
W = 5 t r  ( l A ' E A r '  A ' f A >  +  w '  (  ( A ' f A )  "  A fe A  ( A ' f A )  " )  w  ( 2 6 )  
where 2, the variance covariance matrix of the data is a function of the variogram 
parameters. 
Equation 27 is a representation for the second derivatives: 
5 2  
= i t r  (M 1 ~ 1 M 3 M 1 - 1 M 2  + M 1 - 1 M 4 )  +  w  MsMr 1  M 2 M 1 ~ 1 W+ 
2 ^ / (27) S6$-y 
and M, = A'2(0,7)A, = A^2(0,7)A, M3 = A^2(0,7)y4, M, = A'^L2(g,7)A, 
and 6 and 7 are arbitrary variogram parameters, and 0 = 7 is possible. The vector 
of first derivatives of the log-likelihood equation with respect to the variogram pa­
rameters and matrix of second derivatives of the log-likelihood equation with respect 
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to the variogram parameters are used to implement the Newton-Raphson algorithm. 
The inverse negative Hessian matrix, evaluated at the restricted maximum likelihood 
estimates is the approximate variance-covariance matrix of the variogram parameters. 
Equation 8 gives the equation for the vector of weights, A0  to be used in estimating 
t h e  b l o c k  a v e r a g e ,  Z ( B ) :  A 0  =  r 0 - 1 7 o  { B ) .  T o  c o m p u t e  t h e  b l o c k  a v e r a g e ,  Z ( B )  =  
A'z* = ro-17o (£), where z* = (Zi,Z2, • • •, Zn,0), the data vector, z, augmented 
with one zero. From these equations, we can use the delta method to approximate 
the expected value of the variance of B. We use the vector of first derivatives of 
the block kriging equation with respect to the variogram parameters in conjunction 
with the variance of the variogram parameter estimates to estimate this variance. 
This variance estimate is Var (E(B\9)). The details of these derivatives are shown in 
Appendix 7.3. 
5.4.2 REML Estimation of Variogram Parameters in the Cokriging 
Case 
The estimation of parameters for the cokriging case closely resembles that of the 
kriging case. Equation 24 is the restricted likelihood equation. The definition of A is 
now: 
1 if i  =  j ,  j  =  1, •  •  • ,  n  — 1, OR i  =  j  +  1, j  = n, • • •, 2n — 2. 
-1 if i — j + 1, j = 1, • • • , n — 1, OR i = j + 2, j = n, • • •, 2n — 2. 
0 otherwise. 
(28) 
where A is a 2n—2 x 2n  matrix. Likewise, Z  is now defined as: Z  = (zj, z2) where Zj is 
the vector of greenhouse gas measurements and z2 is the vector of SFe measurements. 
Now, when we define W = A'Z, W does not depend on /3, the vector of mean 
CH4 and SF6 concentration. 
With different definitions of E, A, and W ,  the likelihood equation for these pa­
= < 
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rameters is represented by equation 24 with first and second derivatives with respect 
to 9 and 7 respectively represented by equation 26 and 27. As in the ordinary kriging 
c a s e ,  w e  c a n  u s e  t h e  d e l t a  m e t h o d  t o  g e t  t h e  v a r i a n c e  o f  E ( B \ 9 ) .  
5.5 Weighted Least Squares Estimation 
Least squares is another popular method of variogram parameter estimation. Ei­
ther ordinary least squares (OLS), weighted least squares (WLS), or generalized least 
squares (GLS) may be used. When a variogram is fitted using weighted least squares, 
the asymptotic covariance matrix of the parameters is given by equation 29 (Lahiri 
eW. 2002[8]). 
2y(go) = ^ B(^)r(go)V(go)2(go)y(^)r(go)B(^o) (29) 
where B ( 6 0 )  =  ((r0(/9o))zV(#o)r(#o))-1, ^o(^o) is the matrix of partial derivatives of 
each variogram parameter at each lag distance, Vo(#o) is the central matrix used in 
minimizing the least squares estimate, and ^S0 is the asymptotic variance-covariance 
matrix of the estimated semivariance at each lag. 
Once the estimates of the variances of the parameters have been computed, the 
same equations as in section 5.4.1 can be used to incorporate this variance into the 
variance of the block averages. 
6 Results and Discussion 
The primary reason for applying geostatistical methods to gas emissions from 
a hoop structure is to estimate the ratio of the average concentrations of a green­
house gas and SF6 present in the sampling grid in front of the hoop structure. The 
approach is illustrated using data collected on January 16, 2003 in which the gas 
concentrations do not appear proportionate and on March 8, 2003 where the data 
appear proportionate. 
65 
Using Fieller's theorem to compute confidence intervals instead of the delta method 
creates wider confidence intervals for k. The confidence intervals computed using 
Fieller's theorem should provide approximately 95% coverage. The sample sizes of 
these data sets are probably too small to ensure 95% coverage probability. Heilmann 
and Dixon (2005b [7]) use simulation to show that the confidence intervals computed 
under Fieller's theorem have approximately 95% coverage, but the confidence inter­
vals computed using the delta method are lower than 95% coverage probabilities. For 
all plumes, the confidence intervals obtained using Fieller's theorem should be used 
over the confidence intervals obtained through the delta method. 
The following results are for ordinary kriging results, using Fieller's theorem to 
make confidence intervals. For CH4, k was significantly positive 9 of the 15 plumes 
analyzed and neither significantly positive nor negative for 6 plumes. These confidence 
intervals tended to be broad. For N20, k was significantly positive for 3 of 14 plumes, 
significantly negative for 2 plumes, and neither significantly positive nor negative for 
9 plumes. Where the value of k was significant (the confidence interval did not include 
zero), the confidence interval was nonetheless large. None of the 14 plumes analyzed 
for CO2 had significantly positive or negative k estimates. 
The following results are for cokriging results, using Fieller's theorem to make 
confidence intervals for k. The estimate of k for CH4 was significantly positive in 12 
of the 15 plumes and not significantly positive or negative in 3 plumes. For N20, the 
estimate of k was significantly positive in 3 plumes, significantly negative in 3, and 
not significantly positive or negative in 8 plumes. In the C02 plumes, 1 estimate of 
k was significantly positive, 2 were negative, and the other 11 were not significant, 
having confidence intervals that include zero. 
Cokriging seemed to have a considerable effect in narrowing the confidence inter­
vals of k for CH4. Several of the CH4 plumes had a smaller variance of k due to the 
positive correlation between the estimate of CH4 and that of SF6 . There was little 
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effect on the estimates of k  for either the N20 or C02 plumes. This is not surprising 
because observations of N20 and C02 had close to zero correlation, on average, with 
the observations of SFg across all data sets. Of the three greenhouse gases, CH4 was 
the only one that had a consistent, positive point-wise correlation with SF$ in the 
data sets in this paper. The cokriging results of N20 and C02 do not show the same 
degree of narrowing of confidence intervals. When estimating a ratio of correlation 
random quantities, failing to account for positive correlation between the numerator 
and denominator can lead to too large of estimates of the variance of the ratio, and 
thus, too broad of a confidence interval, whether the interval is obtained through the 
delta method or through Fieller's theorem. 
Using REML to fit the variograms with ordinary kriging was met with mixed 
success. A frequent problem encountered is that the nugget was estimated to be zero. 
This leads to two problems. First, since the maximum likelihood estimate is on the 
border (since the nugget must be non-negative), the inverse negative Hessian matrix 
is no longer the asymptotic variance-covariance matrix. Second, underestimating the 
nugget effect leads to estimates of the block variance that are negatively biased. One 
plume that yielded positive estimates of the nugget for both CH4 and SFg was plume 
16. 
When using weighted least squares estimation of variogram parameters, we en­
countered fewer instances of the nugget being estimated to be zero. Since the nugget 
was estimated to be zero less frequently and we have reason to believe that there 
is measurement error inherent in the process, we believe that weighted least squares 
estimates are superior to REML estimates of variogram parameters for these data 
sets. 
Table 1 shows the estimated value of k  for CH4 from plume 16 and confidence 
intervals. The estimates are obtained from kriging and cokriging, and the confidence 
intervals are obtained using the delta method and Fieller's theorem. We also account 
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for the uncertainty about the variogram parameters. 
Est. kriging interval known 2.5% 97.5% 
method method method parameters mean variance quantile quantile 
WLS OK delta Y 77.6 410 38.0 117 
WLS OK Fieller's Y 77.6 410 1.74 164 
WLS CK delta Y 76.3 362.0 39 114 
WLS CK Fieller's Y 76.3 362.0 36 119 
WLS LK delta N 109 1.04 x 105 -524 742 
REML OK delta N 77.9 1552 0.4 155 
REML OK Fieller's N 77.9 1552 -51.2 318 
WLS OK delta N 77.6 975 16.5 139 
WLS OK Fieller's N 77.6 975 -45.5 221 
Table 1 Results of CH4 plume 16 for various kriging methods. 
For this particular plume, the kriging and cokriging confidence intervals were 
similar, although the cokriging intervals were narrower for intervals constructed using 
either Fieller's theorem or the delta method. The confidence intervals using the delta 
method were narrower than the same confidence intervals using Fieller's theorem for 
both kriging and cokriging estimates. This difference in width is less pronounced for 
cokriging estimates. These results are consistent with the other data sets. Including 
uncertainty in the variogram parameters virtually doubled the length of the confidence 
interval for k for either the WLS or REML method. This suggests that for data 
sets this small, simple variances of block averages may not adequately describe the 
uncertainty in the estimate. Lognormal block kriging did not appear to be useful 
in this case. We assume that the estimated gas concentrations are approximately 
normal, but the standard error of the concentration of SF6 exceeded its estimated 
mean. 
Including our uncertainty about the variogram parameter estimates increases the 
variance of our estimate of k by about a factor of 4 using REML to account for 
uncertainty. The GLS estimates increase the uncertainty by only about a factor of 
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2. Given the small sample size for this data set, 45, it is not surprising that there is 
a considerable uncertainty about the variogram parameters. In small data sets such 
as these, uncertainty in variogram parameters can lead to negatively biased block 
variance estimates. 
The plumes for which REML parameters were not on the boundary (positive 
nugget in particular) give us information about the amount of uncertainty associated 
with estimating the variogram parameters. The majority of the data sets had the 
REML estimate of the nugget be zero in either the greenhouse gas or SF6 plume. 
REML estimates of the cokriging functions converged on the boundary of at least 
one parameter for all plumes. It would be possible to specify a variogram model 
that assumed no nugget effect, and then estimate the variance of the range and 
sill estimates by the 2x2 inverse negative Hessian matrix. However, we know that 
the measurements of gas concentrations have measurement error. Due to the inherent 
bias in underestimating the nugget and the inability to estimate variances of estimates 
when one parameter is on the boundary, for the rest of these data sets, we will not 
examine REML estimates. The equations for the variance of the block average due 
to uncertainty in the variogram parameters are useful in cases where the REML 
estimates converge inside the boundary. 
Weighted least squares estimates seemed to estimate the nugget to be zero less 
frequently. For the data set from plume 12, it appears that not taking the variance 
due to unknown kriging parameters leads to an underestimate of the variance of the 
ratio. We were able to incorporate parameter uncertainty into confidence intervals 
for k using WLS for more plumes than REML. For plumes where both methods work, 
the results are similar. Heilmann and Dixon (2005b [7]) address issues of the influence 
of variogram parameter uncertainty using simulation techniques. 
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7 Appendix 
7.1 Block Kriging Variogram Parameter Estimates 
The following properties about derivatives with respect to parameters inside ma­
trices are used in derivations. 
(30) 
T 1  =  t r ( M ™ w ) '  < 3 1 >  
Since the trace of matrix M ,  tr (M), is simply a linear function of the (diagonal) 
elements of M, the derivative of the trace is equal to the trace of the derivative. 
IJT-»(£)• 
7.2 Derivation of Kriging Variance Incorporating Uncertainty About 
Kriging Parameters 
Using À0 = r0-17o { B )  from equation 8, we get: 
from the chain rule. The identity in equation 30 gives us: 
which is the same as appears in equation 21. 
7.3 Derivation Details of the Block Kriging Equations With Respect 
to Variogram Parameters 
We start with the exponential variogram represented by: 
2' j ( h )  = Co + ce f 1 — exp f j J 
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where c0 represents the nugget, c e  represents the sill, r  represents the range, and h  is 
the distance between points. 
Equations 8, and 9 give the estimates of block average and variance of that esti­
mate. To derive the variance of the block average incorporating uncertainty about 
the parameter estimates using equation 18, we first need derivatives of equation 8 
w i t h  r e s p e c t  t o  c 0 ,  c e ,  a n d  r .  
= 1. 
For the variable, ce, we can write the derivatives as: 
S
~
2^ rl = iriij/s (c°+c= (' ~exp *'• 
= £iif/Bc'(1-exp(-lt7M)),iSi' 
Using Lebesgue's dominated convergence theorem, we can take the derivative 
inside the integral. This yields: 
Similarly, for the variable, r, we may take the derivative inside the integral with 
Lebesgue's dominated convergence theorem. 
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jt =  ( l i " ' , 1 , 0 ) '  
S j'q ( 1 1 f f -\/(s*i -•T)2 + (s!,i-"â)2' 
S C f  ( | 5 |  \ B \ l y i  e  r  d x d y ,  *  •  •  ,  
M - U e ~  '  
<^7o _ / 1 [ f y<s*i-*>2+Ni-gi* .. /(Sji -  a:)2  + (s„, -  './r  f f V(g )*  (*»!-»)• y  xl X z S 1 — jt/)^
Jr -  \ \B \J ,L C ' C  "  ^  i x d y -
I f f  ^ ( s x n - x ^  +  ^ y n - y ) ?  I  J ( s x n  -  x ) 2  +  ( s i m  -  y ) 2 \  
\B\U*C'e ' { ^ Jdxiy.O 
An expression for F0 is given by equation 33 
^  y j  ( s . t1 —s-Trt)2 + (Syl — Sy-n.)2 \ 
co + ce Cq + cee r 1 
r0 
•\J (sxn— sjl)2 + (syn— syl)2 
cO + cee '' ' • • Co + Ce 1 
1  . 1  0  
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Comparison of a Bayesian Hierarchical Model and Spatial 
Model for Estimating the Emission Rate of a Greenhouse 
Gas From Tracer Gas Studies 
A paper to be submitted to Communications in Statistics - Simulation and 
Computation 
Cory R. Heilmann and Philip Dixon 
Abstract 
Tracer gas studies are useful in determining the rate of emission of a gas from a 
facility. In these studies, the tracer gas is emitted at a known rate from the facility 
whose gas emissions are of interest. The gases that are measured in this study are the 
greenhouse gases: CH4, N20, and COg This study uses SF6 as the tracer gas and 
considers emission of gases from a hoop structure which houses pigs. Previous papers 
developed a Bayesian hierarchical model and non-Bayesian geostatistical models to 
analyze the emission of greenhouse gases from a hoop structure. The focus of this pa­
per is using simulations to determine whether the Bayesian hierarchical model or the 
geostatistical model is superior is estimating the emission of greenhouse gases from 
the hoop structure. In particular, we focus on comparing how the Bayesian hierarchi­
cal model performs on geostatistical data and how the geostatistical model performs 
on data simulated from a hierarchical model. For the geostatistical models, we also 
consider whether spatial design has an effect on coverage probability or width of the 
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confidence interval for the emission rate. We consider thousands of simulations from 
each model type and parameter set to allow inference on the relative performance 
of these models under different conditions. For all types of models, the confidence 
intervals for the geostatistical model tend to broader than the credible intervals from 
the Bayesian hierarchical model. The coverage probabilities of the Bayesian hierar­
chical model when analyzing geostatistical data sets is considerably less than 95% 
and closer to 70%, while the coverage probabilities of the geostatistical models when 
analyzing sets created from a Bayesian hierarchical model is close to 95%. Confidence 
interval width for the geostatistical model appears to be lowest when the design of 
the sampling grid is evenly spaced. 
1 Introduction 
Tracer gas studies are often performed to estimate the emission of gas from a 
facility. In such a study, a tracer gas is emitted at a known rate from the facility, 
and measurements of both the tracer gas and the gas of interest are taken downwind. 
Heilmann and Dixon (2005a [5]) fitted a Bayesian hierarchical model to estimate the 
emission rate of CH4 from a hoop structure, which is a facility that houses pigs. 
Heilmann and Dixon (2005b [6]) also used kriging and cokriging to estimate the 
same quantity on the same data sets. This paper uses simulations to determine 
the conditions under which each method appears to perform better. We have three 
primary interests in this paper: 
1. Assess the performance of the Bayesian hierarchical model under the assump­
tions of the geostatistical models. 
2. Assess the performance of the geostatistical models under the assumption of 
the Bayesian hierarchical model. 
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3. Assess the performance of geostatistical models under different spatial designs 
of sampling sites. 
This allows us to compare how these two classes of models perform in terms of esti­
mating the relative rate of emission of CH4 under model misspecifications. Under the 
geostatistical assumptions, we can get ideas of which types of designs may be useful. 
We exercise care in determining the models that were used to simulate data sets 
in this paper. Certain examples of geostatistical models or Bayesian hierarchical 
models may be inappropriate for analysis under the assumptions of the other model. 
Although the motivation for this paper is an assessment of the effectiveness of the 
Bayesian hierarchical model and geostatistical models in analyzing data from the 
other class of models, we do not expect certain types of data sets to be able to pro­
vide reasonable results when analyzed with certain methods. For example, a data set 
simulated assuming separate geostatistical models for CH4 and SF6, with no relation 
between individual CH4 and SF6 observations would lead to data with no proportion­
ality between CH4 and SFg observations. It would be unlikely that the resultant data 
set would lead to reasonable results when fitted to a Bayesian hierarchical model. 
Any observed spatial pattern from such a model would be purely coincidental and 
thus, it would not be sensible to fit a Variogram. Our primary interest is assessing 
the performance of the Bayesian hierarchical models under the assumptions of the 
geostatistical models and assessing the performance of the geostatistical models under 
the assumption of the Bayesian hierarchical models in terms of estimating k. In this 
paper, we construct classes of models for which analysis as a spatial model and as a 
Bayesian hierarchical model are appropriate. 
Both the Bayesian hierarchical model and geostatistical models use the assumption 
that the ratio of net gas concentrations of CH4 and SFe is equal to the ratio of rates 
of emission of these gases. Equation 1 shows the definition of the parameter k, which 
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we define as the rate of emission of CH4 relative to the rate of emission of SFe, under 
this assumption. 
, [CH4ltotal ~ lCH4]bkgd /1X 
i =  m •  ( 1 )  
The numerator in this equation is the net concentration CH4 while the denomi­
nator is the net concentration of SF6. The background concentration of CH4 must 
be subtracted out because it exists in nature. SFe does not exist in nature, so its 
total concentration is equal to its net concentration. We estimate the relative rate of 
CF14 emission, k using both the Bayesian hierarchical model and kriging methods to 
compare the methods of analysis. 
The collection of data sets analyzed by Heilmann and Dixon (2005a [5], 2005b 
[6]) are described in section 2. Section 3 summarizes the Bayesian hierarchical model 
proposed by Heilmann and Dixon (2005a [5]). Section 4 summarizes the kriging ap­
proaches used by Heilmann and Dixon (2005b [6]). Section 5 discusses the simulations 
from the hierarchical model and results from these simulations. Section 6 discusses 
the simulations form the geostatistical models and results from these simulations. 
Section 7 discusses the simulations that address the spatial design of the study and 
results from these simulations. 
2 Description of Data 
The hoop structure is a covered facility, open at both ends and roughly semi-
cylindrical in shape. The pigs are free to roam across the floor of the hoop structure 
which consists of a bedded pack of manure and straw. The bedded pack is a potential 
source of greenhouse gases (CH4 and N20 in particular), due to the metabolic pro­
cesses of bacteria in the bedded pack. SFe was emitted through clusters of emitters 
inside the hoop structure, placed out of reach of the pigs (Stout et al. 2003 [10]). We 
assume that SF6 and CH4 form a single plume outside the hoop structure. Heilmann 
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and Dixon (2005a [5]) construct a Bayesian hierarchical model assuming that the con­
centrations of CH4 and SF6 are proportionate after accounting for the background 
concentration of CH4. Heilmann and Dixon (2005b [6]) use a geostatistical approach 
for cases where proportionality do not hold. 
The data were collected on regular grids with 25, 35, or 45 points per grid. A 
measuring device was used to simultaneously collect 5 samples each at either 5, 7, or 
9 distances, depending on the number of points in the data set. The samples were an­
alyzed with a gas chromatograph that was first calibrated with known concentrations 
of the gases (Stout et ai 2003 [10]). 
3 Bayesian Hierarchical Model 
Heilmann and Dixon (2005a [5]) proposed a Bayesian hierarchical model to model 
the concentrations of SF6, one greenhouse gas, and background concentrations of the 
greenhouse gas. 
x ~ logN (log( r >  /icr2/) . (2) 
y ~ logN (log( k r  + 77), a2/) (3) 
z ~ logN (log(r?), tr2/) (4) 
r~logN(logH, y/) (5) 
where x = (xi, x 2 ,  •  •  • , x n )  is the vector of measured concentrations of CH4, y = 
( 2 / 1 , 2 / 2 ,  •  •  • ,  y n )  i s  t h e  v e c t o r  o f  m e a s u r e d  c o n c e n t r a t i o n s  o f  S F 6 ,  a n d  z  =  ( z x ,  z 2 ,  •  •  • ,  z m )  
is the vector of background measurements of CH4. Both gases are assumed to have 
lognormal measurement error. We represent the true concentration of SFg at point i 
by T, . Assuming proportionality of the true gas concentrations, the true concentration 
of CH4 is represented by /cr,- + 77 where 77 is the background concentration of CH4 and 
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k is the ratio of the rate of emission of CH4 to the rate of emission of SF6. Different 
l o g - s c a l e  m e a s u r e m e n t  e r r o r  v a r i a n c e s  a r e  p r o p o s e d  f o r  C H 4  ( a 2 )  a n d  S F 6  ( h a 2 ) .  
The prior distributions that Heilmann and Dixon specified (2005a [5]) are shown 
in equations 6, 7, 8, 9, 10, and 11. 
k ~ LogN(0,1000). (6) 
77 ~ LogN(0,1000). (7) 
ji ~ LogN(0,1000). (8) 
72 ~ r-'(o.oooi, 0.0001). (9) 
<t2 ~ r_1(o.oooi, 0.0001). (10) 
h ~ r"1(0.75,15). (H) 
where the parameters inside the parentheses for the lognormal distributions are the 
log scale mean and the log scale standard deviation. There is some prior informa­
tion available on the parameter, h, so we assign a somewhat informative prior for it 
(Heilmann and Dixon 2005a [5]). We do not have much information about the other 
parameters, so we chose diffuse proper prior distributions for k, 77 ,  fj,, j2, and a2. 
4 Kriging Approach 
This section describes the geostatistical model we use to estimate k from the sim­
ulated data sets. The idea behind using block kriging and block cokriging to estimate 
k is that we can obtain estimates of the total CH4 concentration and total SFg con­
centration by approximating an integral over the area on which gas concentrations 
were sampled. By defining the area as B, the gas concentration at site s to be Z(s), 
and the average gas concentration over B to be Z(B), an estimate of the average 
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concentration within a block is defined by equation 12 (Cressie 1993 [2]). We can also 
estimate the variance of this block kriging estimate. 
Using block cokriging, we are able to estimate the covariance between the esti­
mates of the average CH4 and SF6 concentrations. If the estimate of the covariance 
between the estimated average concentrations is positive, this reduces the estimate 
of the variance of the ratio. 
When estimating k from the simulated data sets, we consider both known and 
unknown variogram parameters. Obviously, the known variogram parameters case is 
only applicable to data sets simulated from geostatistical models. When assuming 
unknown variogram parameters, we first fit exponential variogram models to the 
data to obtain estimates of variogram parameters. These estimates of the variogram 
parameters give us block kriging averages of each gas concentration, variances of these 
averages (Cressie 1993 [2]), and the covariance of the averages in the cokriging case 
(Myers 1984 [7]). 
The next step is to use these estimates of the variance parameters and means to 
estimate k. Under the assumptions of the delta method, the variance of k is: 
where S is the variance-covariance matrix of [CH4]gross, [GH4]^j{gCj, and [SF6], 
defined by equation 15 and d is defined in equation 14. 
(12) 
Var(fc) = d'Ed (13) 
(14) 
Var([CH4]gross) 0 Cov([CH4]gross, [SF6]) ^ 
S = 0 Var([CH4]bkgd) 0 (15) 
\ Cov([CH4]gross, [SF6]) 0 Var([SF6]) 
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Covariances between {CH4]grosg and [CH4]^gj and between [SF6] and [CH4]^)jCg(j 
are zero for all cases because the background measurements and measurements down­
wind from the hoop structure are independent. The covariance between [SF6] and 
[CH4]gross is zero for the kriging case because we assume that the individual ob­
servations of CH4 and SF6 are independent. For the cokriging case, this quantity 
is non-zero because we incorporate measurements of SF6 when estimating the mean 
[CH4]gross and vice-versa. 
The use of the delta method to compute confidence intervals relies on approximate 
normality of k, which may not be a reasonable assumption because k is the ratio of 
two quantities, each computed with a small number of data points. Fieller's theorem 
(Piegorsch and Bailer 1997 p. 329 [9], Fieller 1940 [4]) uses a small sample correction 
to construct confidence intervals. The I — a confidence interval for k using Fieller's 
theorem (Piegorsch and Bailer 1997 [9], Fieller 1940 [4]) is shown in equation 16. 
1 / 2  
k + (k -) ± j-—" /2s, ,, ( sn2 - 2ck + Sdk2 - v 1 -  u  \  s d 2 J  (1 - u)\d\ \ 
c2 
Sd — 2 
C (16) 
where d is the denominator in the estimate of fc, n is the numerator in the estimate 
of k, Sd2 is the estimated variance of the estimate of d, sn2 is the estimated variance 
o f  t h e  e s t i m a t e  o f  n ,  c  i s  t h e  c o v a r i a n c e  o f  t h e  e s t i m a t e s  o f  n  a n d  d ,  z a / 2  i s  t h e  a / 2  
percentile of the z distribution, and v = Za/^2Sn , is a measure of symmetry (Piegorsch 
1997 [9]). 
5 Simulations from a Hierarchical Model with Spatial De­
pendence of the True Gas Concentrations 
5.1 Introduction 
In this section, we consider models of CH4 and SFg for which the true concen­
trations of SF6, represented by r in the Bayesian hierarchical model from which we 
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simulate data, have spatial dependence. We consider a range of parameters for this 
genre of models and estimate the bias of estimates and width of credible intervals 
or confidence intervals of fc, whichever is appropriate. For each set of parameters, 
we simulate 1000 data sets and estimate k using the Bayesian hierarchical model 
described in section 3 and also using the geostatistical methods described in section 
4. 
5.2 Specification of the Model 
In this section, we define a hierarchical model with spatial dependence on T, the 
true SF6 concentrations. For the purposes here, the sampling grid is a 5 X 7 grid 
defined by Y coordinates: (0, 1.143, 2.286, 3.429, 4.572) and Z coordinates: (0, 3.048, 
6.096, 9.144, 12.192, 15.240, 18.288) where Y and Z are measured in meters. This 
grid is a medium sized grid relative to the sampling grids used in the data collection 
described by Heilmann and Dixon (2005b [6]). 
To construct a hierarchical model with spatial dependence on the true concentra­
tions of r, we first specify the distribution on r. We assume second order stationarity 
of log(-r) and an exponential variogram based on distance. The equation of the vari­
ogram is represented in equation 17. 
We can define the covariogram using second order stationarity because the sill de­
fines twice the variance of any particular point. The covariogram is used in simulating 
data sets. This specification of the exponential variogram leads to a covariogram spec­
ified by equation 18. 
d > 0 
(17) 
0 if d = 0 
C ( d )  =  <  
exp =Mi i f  d > 0  
(18) 
j (c0 + ce) if d  = 0 
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The hierarchical model from which we simulate data is specified by equations 2, 
3, 4, and 19. 
t ~ LogN (log ( f i ) , E). (19) 
where E is the variance covariance matrix for the true SF6 concentrations. The 
covariogram from equation 18 is used to define £. 
In the context of kriging, c0 represents the nugget, ce represents the sill, and r 
represents the range. The nugget is often considered to be the measurement error 
associated with an observation because it represents the variance of the difference 
of two points infinitesimally close to one another. Having a non-zero nugget leads 
to a relatively high micro-scale variance of true SFe concentrations. It seems more 
reasonable to assume negligible variance between infinitesimally close sites. Since the 
Bayesian hierarchical model accounts for measurement error by allowing x2- and yi 
to vary about their true means, r; and /crt- + 77, we consider classes of models where 
c0 = 0. 
We analyze data sets created from this hierarchical model using a non-spatial 
Bayesian hierarchical model, kriging and cokriging. In the analysis of the Bayesian 
hierarchical model, we have merely failed to account for the spatial dependency spatial 
dependency of r, and instead assumed the individual T{ s to be iid. The marginal 
distribution of each t; is still lognormal. Thus, we expect the performance of the 
Bayesian hierarchical model to be good for this class of data sets. The marginal 
distributions of x and y will not be normal, so this will indicate whether kriging and 
cokriging perform adequately under violation of this assumption. There should be 
positive correlation of x and y as long as the measurement error is not so high that it 
drowns out the relation of x and y through r. With the positive correlation between 
x and y, we expect that the cokriging model analysis will provide narrower confidence 
in terva ls  than  the  kr ig ing  ana lys is  by  tak ing  in to  account  the  corre la t ion  be tween x  
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and y. 
5.3 Results 
In this section, we present results from simulations from a hierarchical model 
with spatial dependence on the true SF6 concentrations. Our primary interest is the 
coverage and confidence interval width of k of the kriging and cokriging analysis. We 
expect the Bayesian hierarchical model to have 95% coverage probability, but are 
more interested in the performance of kriging and cokriging, as there are violations 
of assumptions. The parameter sets used later in this section are defined as: 
Co r k h a2 logM 
0 1 3 50 100 2 0.002 -6 
Table 1 Table of parameter sets used for the simulations from the hierarchical model. 
method 
estimated 
k 
mean interval 
width 
coverage 
probability 
BHM 49.0 47.6 0.949 
BK delta method 46.8 43.4 0.874 
BCK delta method 46.8 29.7 0.703 
BK Fieller's Theorem 46.8 93.7 0.991 
BCK Fieller's Theorem 46.8 71.7 0.971 
LBK delta method 48.9 112.9 0.953 
Table 2 Table of estimates and interval width for k from data sets simulated from hier­
archical models where LBK represents lognormal block kriging, BCK represents 
block cokriging, BK represents block kriging, and BHM represents Bayesian 
hierarchical model. 
The coverage probabilities were close to 95% when these data sets were fitted 
to the Bayesian hierarchical model. This provides evidence that the Bayesian hier­
archical model which ignores spatial dependence provides adequate coverage when 
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the true model is a Bayesian hierarchical model with spatially correlated true gas 
concentrations. 
When analyzing these data sets with block kriging or cokriging, using the delta 
method to obtain confidence intervals, there is considerably less than 95% coverage 
probability, particularly for cokriging. However, using Fieller's theorem, the coverage 
probability is approximately 95% for cokriging and close to 100% for kriging. It is not 
surprising that the confidence intervals for the cokriging models have lower coverage 
probabilities than those where kriging is used. Since kriging does not account for the 
positive relation between the numerator and denominator of the estimate of k, the 
confidence intervals should be wider. If cokriging is used to analyze the data, Fieller's 
theorem must be used for confidence intervals because not doing so leads confidence 
intervals that are not close to 95%. Using the delta method for kriging leads to models 
with greater than 85% coverage, whereas using Fieller's theorem, we have coverage 
in excess of 99%. Lognormal block kriging (Cressie 2004 [3]) yields broad confidence 
intervals, but high coverage probability (95%) when the delta method is used to 
compute confidence intervals. Fieller's theorem was not appropriate for many of the 
estimates from lognormal block kriging due to the high variance of the denominator 
of k. 
The credible intervals for the Bayesian hierarchical models are narrower than the 
confidence intervals of the kriging and cokriging methods where Fieller's theorem is 
used to create confidence intervals. When data originate from a Bayesian hierarchi­
cal model with spatially correlated true concentrations of SFe, kriging and cokriging 
models still maintain 95% coverage probability, but have far broader confidence inter­
vals than the Bayesian hierarchical model. For data sets of this nature, we consider 
the Bayesian hierarchical model to be superior, because of the narrow credible set. 
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6 Simulations When Data Follow a Geostatistical Model 
6.1 Introduction 
In this section, we consider a range of geostatistical models for CH4 and SF6. Over 
a spectrum of parameters, we analyze the performance of the Bayesian hierarchical 
model, kriging, and cokriging. In particular, we compare the width and empirical 
coverage of confidence intervals and credible intervals of k. For each set of parameter 
values, we simulate 1000 data sets, and estimate k using kriging, cokriging, and fitting 
the data to the Bayesian hierarchical model. 
6.2 Specification of the Geostatistical Model 
We use a bivariate geostatisical model to simulate data sets in this section. The 
variograms that defines the random field are defined by equations 20, 21, and 22. 
Con + Cel l  exp (^1) if d > 0 
27n(cO = 
0 if d = 0 
(20) 
pm if (21) 
0  i f  d = 0  
2^22 (4 (22) 
C022 + ce22 exp if d > 0 
0 if d = 0 
where r is the range common to CH4 and SF6, c0n, cm2, and c022 are the nuggets for 
CH4, SF6, and the cross-variogram respectively, and cell,cei2, and ce22 are the sills 
for CH4, SF6, and the cross-variogram, respectively. Equations 20 and 22 define the 
semivariance of two points at a distance of d for the greenhouse gas and SF6 respec­
tively. The classical cross-variogram (Pebesma 2002 [8], Clark 1989 [1]), which relates 
greenhouse gas and SFe measurements is defined by equation 23. 
2712 (si — s2) = E (Zi(s!) — Z\ (s2)) (Z2(si) — Z2(s2)). (23) 
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where Zx refers to greenhouse gas measurements and Z2 refers to SF6 measurements. 
We expect the kriging and cokriging methods of analysis to perform well in terms 
of estimating k from data sets generated in this manner. Since cokriging accounts 
for dependency between CH4 and SF6, we expect the confidence intervals for the 
cokriging estimate of k to be narrower. The Bayesian hierarchical model may be 
appropriate for these data sets because there will be a relation between the CH4 and 
SF6 observations that could be modeled as proportionality with measurement error. 
The specified error structure is different, which may affect the coverage probability 
of the posterior predictive intervals, and possibly unbiasedness. 
6.3 Results 
We present results of simulations from the spatial random field model specified in 
section 6.2. The parameter sets used to simulate the data are shown in table 3. Figure 
1 shows the true variograms and cross-variograms that define spatial dependence for 
parameter sets 1 and 2. The results appear in table 4. 
parameter set c011 cell c012 Ce12 C022 Ce22 r 
1 0.06 0.12 0.001 0.002 0.00003 0.00006 3 
2 0.06 0.12 0.0001 0.0002 0.00003 0.00006 3 
Table 3 Table of parameter sets used in simulations from the geostatistical models. 
When estimating k in these data sets with kriging methods, block cokriging ap­
peared to marginally outperform block kriging. The coverage probabilities for both 
kriging and cokriging were poor when the delta method was used to obtain confidence 
intervals. For kriging, these probabilities tended to be close to 60%, and for cokrig­
ing, these probabilities tended to be close to 50%. The coverage probabilities were 
higher when Fieller's theorem was used for both kriging and cokriging. Using Fieller's 
theorem, the coverage probabilities tended to be between 80% and 90% except for 
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Figure 1 Graph of the true variograms and cross-variogram defined by parameter sets 
1 and 2. 
block kriging with parameter set 1 (high spatial correlation between greenhouse gas 
and SF6 concentrations). The coverage probabilities when analyzing these data sets 
with a Bayesian hierarchical model were under 70%. The Bayesian hierarchical model 
appears to be slightly biased and has too narrow of credible sets. For parameter set 
2, where the relation between CH4 and SF6 observations was weaker, the Bayesian 
hierarchical model yielded a posterior estimate of k that had substantial negative 
bias. The geostatistical models performed similarly as they did on parameter set 1 
with the exception that cokriging confidence intervals and coverage probabilities for 
k were more similar to those from ordinary kriging. 
The confidence intervals were marginally narrower for the cokriging than for krig­
ing. The Bayesian hierarchical model produced credible intervals narrower than the 
confidence intervals for kriging and cokriging using Fieller's theorem, but at the ex-
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parameter mean mean interval coverage 
method set k width probability 
BHM 1 54.5 24.1 0.653 
BK delta 1 49.5 15.7 0.709 
BCK delta 1 49.4 11.7 0.526 
BK Fieller's 1 49.5 31.4 0.965 
BK Fieller's 1 49.4 21.4 0.878 
LBK Delta 1 53.2 79.2 0.967 
BHM 2 20.0 39.4 0.318 
BK delta 2 49.3 15.6 0.537 
BCK delta 2 49.0 14.3 0.501 
BK Fieller's 2 49.3 32.6 0.841 
BCK Fieller's 2 49.0 29.5 0.826 
LBK delta 2 54.1 78.6 0.941 
Table 4 Table of estimates and interval width for k from data sets simulated from 
geostatistical models where LBK represents lognormal block kriging, BCK 
represents block cokriging, BK represents block kriging, and BHM represents 
Bayesian hierarchical model. 
pense of coverage. The geostatistical class of models outperforms the Bayesian hierar­
chical models in terms of coverage, although they do not produce narrower intervals. 
7 Spatial Design 
7.1 Introduction 
For the geostatistical models, it is also important to consider the effect of spatial 
design on confidence interval width as well as the coverage probabilities. The Bayesian 
hierarchical model assumes independence between different measurement locations 
so theoretically, it does not matter where we take measurements. However, for the 
geostatistical model, we are heavily reliant on the location of the sampling points. The 
variogram parameters are not known, and Heilmann and Dixon (2005b [7]) express 
concern over the uncertainty of these parameters due to the particularly small size of 
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our geostatistical data sets. We examine spatial design in terms of average confidence 
interval width and coverage probability. 
Our choice of designs is constrained by the measurement process. A device that 
takes 5 samples from different heights or widths at set locations is used to collect 5, 7, 
or 9 sets of 5 samples each in the original study (Stout et al. 2003 [10]). A constraint 
for this study was that the sampling locations be laid out so that a vertical pole with 5 
sampling locations at different heights could be moved to different locations to sample. 
Furthermore, we require that measurements be taken at each of the four boundary 
points that define the grid. If samples are not taken at each of these points, our 
block estimate will require extrapolation to locations beyond the sampling domain. 
We look at the effect of spatial design on the block kriging (or cokriging) variance 
and coverage, taking uncertainty of the variogram parameters into account. 
We start our analysis of spatial design by considering the case where the variogram 
parameters are known. The spatial grid we consider is 12.2 X 12.2 meters. We consider 
5 designs, simulate 2000 data sets from each design, estimate k using block cokriging, 
and also construct confidence intervals for k using Fieller's theorem. The evenly 
spaced design places all points exactly 3.048 meters apart from its direct neighbors 
and is a grid defined by x = (0, 3.0, 6.1, 9.1, 12.2), y = (0, 3.0, 6.1, 9.1, 12.2). A 
second design places points closer together in the x direction near zero, and leaves the 
y coordinates alone. A third design places points closer together in the x direction 
near the middle, and leaves the y coordinates alone. A fourth design places points 
closer together in both the x and y directions close to zero. A fifth design places 
points in both the x and y directions closer together near the center of the data. 
Table 5 shows the x and y coordinates for each of these sampling designs. The layout 
of these designs is shown in figure 2 
Due to our uncertainty about the variogram parameters, and the evidence from 
Chapter 3 of the effect of uncertainty about these parameters on the variance of 
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Design x coordinates y coordinates 
1 0, 3.0, 6.1, 9.1, 12.2 0, 3.0, 6.1, 9.1, 12.2 
2 0, 1.5, 3.0, 7.6, 12.2 0, 3.0, 6.1, 9.1, 12.2 
3 0, 4.6, 6.1, 9.1, 12.2 0, 3.0, 6.1, 9.1, 12.2 
4 0, 1.5, 3.0, 7.6, 12.2 0, 1.5, 3.0, 7.6, 12.2 
5 0, 4.6, 6.1, 9.1, 12.2 0, 4.6, 6.1, 9.1, 12.2 
Table 5 Table of grid coordinates for each sampling design in meters. 
the estimates of the block averages, we consider the effects of spatial design, not 
assuming known variogram parameters. Although with known variogram parameters, 
the lowest variance estimate occurs where the points are evenly spaced, we obtain 
better estimates of the variogram parameters when some points are close to one 
another. We consider the same parameters as parameter set 1 from table 3. 
7.2 Results of Simulations from Different Spatial Designs 
We considered the 5 designs from table 5. Table 6 summarizes the confidence 
intervals and coverage probabilities for the variogram parameters taken as unknown. 
Here, we restrict our analysis to those data sets analyzed using Fieller's theorem for 
creating confidence intervals instead of the delta method due to the delta method's 
poor coverage probability in these instances. 
Design Average interval width coverage probability 
1 19.4 0.829 
2 23.0 0.918 
3 23.4 0.903 
4 27.6 0.959 
5 26.6 0.953 
Table 6 Table of average confidence interval width and coverage probabilities of the 
simulations for different spatial designs with the variogram parameters assumed 
to be unknown. 
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Figure 2 Layouts of the 5 sampling designs. 
The evenly spaced grid (grid 1) produces the narrowest average confidence in­
tervals, but the poorest coverage probabilities. Designs 2 and 3 produce broader 
confidence intervals, but have coverage probabilities that exceed 90%. Designs 4 and 
5 have the broadest average confidence intervals but approximately 95% coverage 
probability. The coverage probability for the unevenly spaced designs is likely closer 
to 95% due to greater precision in estimating variogram parameters. 
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8 Discussion 
The credible intervals of k from the Bayesian hierarchical model have lower than 
95% coverage probability when analyzing data sets created by geostatistical models. 
The geostatistical methods of analysis maintain high coverage probabilities when 
analyzing data sets simulated from the hierarchical model. 
In the geostatistical realm of analyses, cokriging appears to be superior to ordinary 
kriging. The confidence intervals tend to be slightly narrower for cokriging, but the 
major advantage cokriging has over ordinary kriging is that the confidence intervals 
have higher coverage probabilities in cokriging models than in ordinary kriging. 
There is evidence that an unevenly spaced sampling grid is ideal. The block 
kriging and block cokriging intervals are broader for these sampling designs, but the 
coverage probabilities are close to 95%. 
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General Conclusion 
This dissertation proposed two methods for estimating the rate of emission of 
gas from a facility from a tracer gas study. The first paper developed a Bayesian 
hierarchical model under the assumption of proportionality of gas concentrations. 
The second paper looked at geostatistical methods and also proposed methods of 
accounting for the lack of precision of the variogram parameter estimates. The third 
paper used simulation to determine the performance of the models presented in the 
first two papers. 
The Bayesian hierarchical model was appropriate for data where proportionality 
of the true tracer gas and greenhouse gas held. We accounted for different coefficients 
of variation for the two gases and showed the importance of doing so. This model 
was shown to be robust to minor misspecifications and choice of diffuse, proper prior 
distributions. However, this model was not appropriate for date sets where propor­
tionality did not hold. 
We used block kriging and block cokriging to estimate k. These methods were 
particularly important for plumes for which the Bayesian hierarchical model did not 
converge. Block cokriging variances were smaller than block kriging variances, leading 
to narrower confidence intervals for k. Weighted least squares estimates of variogram 
parameters appeared superior to REML in terms of not estimating the nugget, the 
most important parameter for block kriging, to be zero. Using weighted least squares 
to incorporate variogram parameter uncertainty into the variance of k, we showed 
that for small data sets, there may be a doubling of the variance due to parameter 
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uncertainty. 
The credible intervals from the Bayesian hierarchical model had poor coverage 
probability for geostatistical data sets. The coverage probabilities of the geostatis­
tical models were fairly good when Fieller's theorem was used to create confidence 
intervals. The confidence intervals created using the delta method were too narrow 
and had poor coverage. The credible intervals for the estimate of k from the Bayesian 
hierarchical model are narrow relative to the confidence intervals using kriging or cok­
riging. If we knew that the hierarchical model was the correct model (or similar to the 
true model with only minor misspecifications), then the Bayesian hierarchical model 
would be the ideal model as the credible intervals would be narrow and have close 
to 95% empirical coverage probability. However, kriging and cokriging have higher 
coverage probabilities when analyzing data that are simulated from a hierarchical 
model. Although the confidence intervals tend to be wider for kriging and cokriging, 
we are less concerned about the true coverage probability being smaller than the epir-
ical coverage probability. To further protect against overstating coverage probability, 
we can incorporate uncertainty about the variogram parameters using weighted least 
squares. Sampling designs that do not have equally spaced sampling sites are bet­
ter than evenly spaced sampling designs because the average coverage probabilities 
are close to 95% with these designs, while coverage probabilities are lower for evenly 
spaces designs. 
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Appendix 
1 Tables for the Bayesian Hierarchical Model 
Plume mean 2.5% quantile median 97.5% quantile 
2 15.26 4.421 15.5 23.12 
13 17.72 6.092 18 26.81 
Table 1 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 1 and ignored background concentrations of methane. 
Plume mean 2.5% quantile median 97.5% quantile 
2 15.18 6.308 15.36 22.77 
12 130.2 61.68 127.4 214.3 
13 19.78 10.09 19.82 29.32 
17 46.2 21.79 44.8 79.02 
Table 2 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 10 and ignored background concentrations of methane. 
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Plume mean 2.5% quantile median 97.5% quantile 
2 15.09 5.376 15.33 22.79 
5 4179 15.86 40.29 9179 
10 52.62 2174 49.59 98.67 
12 
13 22.83 12.42 21.68 3178 
17 96.69 24.89 81.5 2612 
Table 3 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 100 and ignored background concentrations of methane. 
Plume mean 2.5% quantile median 97.5% quantile 
2 15.22 6.756 15.39 22.78 
4 20.67 7.113 17.17 49.83 
5 40.6 14.26 37.21 87.25 
10 58 24.2 51.69 128 
12 
13 11.47 21.96 40.77 2137 
14 39.85 15.97 36.16 85.91 
17 231.2 8159 211.9 484.4 
Table 4 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 281 and ignored background concentrations of methane. 
Plume mean 2.5% quantile median 97.5% quantile 
2 15.03 4.268 15.3 22.68 
4 40.94 10.27 28.43 221.2 
5 41 14.39 37.68 88.89 
10 72.65 21.32 59.92 197.1 
12 
13 11.51 24.87 74.26 30.4 
14 55.74 16.85 48.58 136.1 
17 296 127.1 274.9 580.1 
Table 5 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified/: = 1000 and ignored background concentrations of methane. 
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Plume mean 2.5% quantile median 97.5% quantile 
2 16.94 10.60 16.95 23.15 
10 44.66 14.01 44.96 70.58 
12 
13 17.72 6.092 18.00 26.81 
Table 6 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 1 and included background concentrations of methane. 
Plume mean 2.5% quantile median 97.5% quantile 
1 40.52 18.17 40.18 64.95 
2 25.27 11.93 18.36 25.27 
10 54.72 30.40 54.10 83.18 
12 130.2 61.68 127.4 214.3 
13 19.78 10.09 19.82 29.32 
14 154.3 46.52 142.9 327.7 
17 51.94 26.52 50.55 86.35 
Table 7 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 10 and included background concentrations of methane. 
Plume mean 2.5% quantile median 97.5% quantile 
1 47.36 19.33 4140 99.09 
2 19.84 12.99 19.54 28.44 
4 18.85 8.835 17.42 37.39 
5 39.74 17.01 37.35 76.04 
10 63.51 31.02 59.14 87.36 
12 237.00 127.50 227.80 398.80 
' 13 22.83 12.42 21.68 3178 
14 43.61 15.19 41.53 84.29 
17 144.80 42.79 130.90 321.80 
Table 8 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 100 and included background concentrations of methane. 
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Plume mean 2.5% quantile median 97.5% quantile 
1 77.04 17.51 57.05 268.50 
2 20.44 12.27 19.78 32.59 
4 30.63 13.59 29.06 56.53 
5 38.30 16.76 36.25 71.25 
10 97.02 31.21 80.55 264.80 
12 248.90 114.70 234.30 470.00 
13 2137 11.47 21.96 40.77 
14 59.05 21.12 51.26 143.9 
17 237.90 115.10 227.20 424.80 
Table 9 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 281 and included background concentrations of methane. 
Plume mean 2.5% quantile median 97.5% quantile 
1 215.50 51.26 179.10 590.10 
2 23.93 11.17 22.34 45.87 
4 38.29 19.29 36.61 67.01 
5 36.51 16.10 34.22 70.01 
8 35.61 1.151 2145 146.60 
9 152.20 89.75 146.50 25120 
10 227.40 49.95 193.90 598.20 
12 276.90 7142 234.30 737.80 
13 30.40 11.51 24.87 74.26 
14 136.30 42.99 126.20 290.0 
17 249.50 127.10 2310 440.9 
Table 10 Estimates and credible intervals for k from the Bayesian hierarchical model 
that specified h = 1000 and included background concentrations of methane. 
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Plume mean 2.5% quantile median 97.5% quantile 
1 201.0 34.00 163.20 589.90 
2 19.23 12.00 18.89 58.42 
4 31.03 11.18 29.85 58.42 
10 139.10 33.26 95.01 470.30 
11 273.50 65.43 262.00 549.50 
12 105.60 56.45 100.20 218.20 
13 24.57 15.07 23.55 41.11 
14 154.30 46.52 142.90 327.70 
17 246.40 118.0 235.90 437.60 
Table 11 Estimates and credible intervals for k from the Bayesian hierarchical model 
that did not fix h at any value, instead estimating it from the data, and 
included background concentrations of methane. 
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2 Tables for the Geostatistical Model 
2.1 Tables 
2.1.1 Ordinary Kriging where Confidence Intervals are Obtained 
Through the Delta Method 
Plume mean variance 2.5% quantile 97.5% quantile 
1 49.73 186.3 22.98 76.48 
2 18.66 27.30 5.225 28.90 
3 18.70 32.43 13.39 35.72 
4 19.73 10.55 11.69 24.43 
5 18.38 35.17 6.751 30.00 
6 6.798 39.23 -5.478 19.07 
7 12.37 89.79 -6.202 30.94 
8 12.23 8.759 6.426 18.03 
9 108.6 364.3 71.22 146.0 
10 94.44 625.8 45.41 143.5 
11 104.7 239.9 74.31 135.0 
12 138.5 275.2 105.9 171.0 
13 30.61 40.70 6.380 18.10 
14 65.89 4363 -63.57 195.4 
16 96.27 313.3 61.58 131.0 
Table 12 Estimates and confidence intervals for k for CH4, using block kriging, and 
constructing confidence intervals with the delta method. 
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Plume mean variance 2.5% quantile 97.5% quantile 
1 16.21 20.63 7.308 25.11 
2 24.55 32.43 13.39 35.72 
3 18.06 10.55 11.69 24.43 
4 6.624 15.35 -1.055 14.31 
5 -1.174 0.3451 -2.326 0.023 
6 -8.395 4.944 -12.75 -4.037 
7 1.311 1.027 -0.675 3.298 
8 1.794 0.411 0.537 3.051 
9 -9.085 4.842 -13.40 -4.772 
10 -14.75 19.34 -23.37 -6.133 
11 10.93 19.74 2.217 19.64 
13 7.716 7.388 2.388 13.04 
14 -13.20 9.838 -19.35 -7.052 
16 18.18 8.423 12.49 23.87 
Table 13 Estimates and confidence intervals for k for N2O, using block kriging, and 
constructing confidence intervals with the delta method. 
Plume mean variance 2.5% quantile 97.5% quantile 
1 -10210 4.791x10? -23770 3357 
2 -8255 9.922x10^ -14430 -2081 
3 11590 1.021x10? 5327 17850 
4 -2470 1.120x10? -9029 4089 
5 -1684 1.265x106 -3888 520.5 
6 -4212 5.736x106 -8907 481.3 
7 -1610 3.794x106 -5428 2207 
8 6.416 9.370x10% -1891 1904 
9 -9884 1.433x10? -17300 -2465 
10 -23730 6.931x10? -40050 -7414 
11 -33240 9.392x10? -52240 -14250 
13 -11500 1.070x10? -17920 -5093 
14 -13550 4.146x10? -26180 -930 
16 6220 1.556x10? -1511 13950 
Table 14 Estimates and confidence intervals for k for CO4, using block kriging, and 
constructing confidence intervals with the delta method. 
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2.1.2 Ordinary Kriging where Confidence Intervals are Obtained 
Using Fieller's Theorem 
Plume Fieller's 2.5% quantile Fieller's 97.5% quantile 
1 49.73 -2.077 110.29 
2 18.66 -1.158 42.17 
3 18.70 2.28 39.05 
4 19.73 5.03 39.13 
5 18.38 -3.978 45.86 
6 6.798 -18.96 35.44 
7 12.37 -24.43 50.59 
8 12.23 1.16 27.82 
9 108.6 39.7 202.4 
10 94.44 0.68 223.7 
11 104.7 46.3 168.3 
12 138.5 75.8 219.6 
13 30.61 6.97 59.95 
14 65.89 -192.0 332.5 
16 96.27 30.73 172.2 
Table 15 Estimates and confidence intervals for k for CH4, using block kriging, and 
constructing confidence intervals with Fieller's Theorem. 
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Plume mean 2.5% quantile 97.5% quantile 
1 16.21 -1.05 36.33 
2 24.55 3.53 50.44 
3 18.06 6.295 33.63 
4 6.624 -8.611 23.44 
5 -1.174 -3.862 1.185 
6 -8.395 -20.36 0.022 
7 1.311 -2.672 5.445 
8 1.794 -0.728 4.982 
9 -9.085 -19.48 -0.77 
10 -14.75 -37.44 2.39 
11 10.93 -6.288 28.69 
13 7.716 -2.643 19.51 
14 -13.20 -26.90 -1.25 
16 18.18 7.43 30.90 
Table 16 Estimates and confidence intervals for k for N20, using block kriging, and 
constructing confidence intervals with Fieller's Theorem. 
Plume mean 2.5% quantile 97.5% quantile 
1 -10210 -39550 17330 
2 -8255 -22060 3921 
3 11590 -430 26050 
4 -2470 -16480 10960 
5 -1684 -6727 2889 
6 -4212 -15950 5740 
7 -1610 -9495 6090 
8 6.416 -4267 4282 
9 -9884 -26960 4924 
10 -23730 -65490 9100 
11 33240 -72140 3970 
13 -11500 -26080 930 
14 -13550 -40510 11600 
16 6220 -9357 22470 
Table 17 Estimates and confidence intervals for k for CO2, using block kriging, and 
constructing confidence intervals with Fieller's Theorem. 
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2.1.3 Cokriging where Confidence Intervals are Obtained Through 
the Delta Method 
Plume mean variance 2.5% quantile 97.5% quantile 
1 51.20 330.5 15.56 86.83 
2 16.99 27.91 6.631 27.34 
3 19.23 16.78 11.20 27.26 
4 20.17 14.83 12.62 27.72 
5 19.51 15.92 11.69 27.33 
6 6.198 25.94 -3.796 16.17 
7 11.90 24.04 2.29 21.51 
8 12.27 9.279 6.297 18.23 
9 111.0 205.2 82.89 139.0 
10 91.04 2277 -2.49 184.6 
11 104.2 258.5 72.67 135.7 
12 159.3 263.5 127.5 191.1 
13 30.61 49.39 16.84 44.39 
14 70.12 152.6 45.90 94.33 
16 97.11 362.0 59.82 134.4 
Table 18 Estimates and confidence intervals for k for CH4 using cokriging, and con­
structing confidence intervals with the delta method. 
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Plume mean variance 2.5% quantile 97.5% quantile 
1 16.68 18.40 8.27 25.09 
2 24.66 20.67 15.75 3157 
3 17.84 5.771 13.13 22.55 
4 7.029 3.522 3.351 10.71 
5 -1.124 0.2770 -2.155 -0.092 
6 -8.209 3.426 -11.84 -4.581 
7 1.357 0.9916 -0.586 3.301 
8 1.794 0.2666 0.724 2.748 
9 -9.481 4.423 -13.60 -5.36 
10 -14.74 22.56 -24.05 -5.43 
11 11.10 19.49 2.444 19.75 
13 7.607 6.534 2.597 12.62 
14 -13.13 9.961 -19.32 -6.948 
16 17.70 43.36 4.798 30.61 
Table 19 Estimates and confidence intervals for k for N2O using cokriging, and con­
structing confidence intervals with the delta method. 
Plume mean variance 2.5% quantile 97.5% quantile 
1 9995 5.124x10? -24020 4034 
2 -8562 9.394x106 -14570 -2555 
3 11150 6.713x106 6074 16230 
4 -4171 7.551x106 -9557 1215 
5 -2709 9.509x105 -4620 798 
6 -3994 4.423x106 -8116 128 
7 -1962 3.204x106 -5470 1546 
8 -71.96 7.482x10% -1767 1623 
9 -9913 1.158x10? -16580 -3243 
10 -22610 7.989x10? -40130 -5092 
11 -33550 8.520x10? -51640 -15460 
13 -12510 8.840x106 -18340 -6682 
14 -13450 4.318x10? -26330 -570 
16 6160 1.556x10? -1511 13950 
Table 20 Estimates and confidence intervals for k for CO2 using cokriging, and con­
structing confidence intervals with the delta method. 
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2.1.4 Cokriging where Confidence Intervals are Obtained Using 
Fieller's Theorem 
Plume mean 2.5% quantile 97.5% quantile 
1 51.20 -2.076 119.8 
2 16.99 4.593 31.66 
3 19.23 3.990 36.96 
4 20.17 6.396 37.49 
5 19.51 1.886 39.08 
6 6.198 -13.28 27.18 
7 11.90 -4.45 29.62 
8 12.27 1.41 24.75 
9 111.0 49.26 187.0 
10 91.04 17.36 197.2 
11 104.2 46.73 166.8 
12 159.3 122.0 199.9 
13 30.61 16.51 48.66 
14 70.12 2135 123.1 
16 97.11 27.36 177.0 
Table 21 Estimates and confidence intervals for k for CH4 using cokriging, and con­
structing confidence intervals with Fieller's theorem. 
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Plume mean 2.5% quantile 97.5% quantile 
1 16.68 -3.13 41.48 
2 24.66 7.04 45.59 
3 17.84 8.03 29.97 
4 7.029 0.740 14.56 
5 -1.124 -3.410 1.055 
6 -8.209 -16.81 -4.448 
7 1.357 -2.261 5.133 
8 1.794 -0.307 3.910 
9 -9.481 -18.85 -1.34 
10 -14.74 -35.90 1.16 
11 11.10 -6.01 28.76 
13 7.607 -2.519 18.71 
14 -13.13 -26.06 -1.369 
16 17.70 -14.67 83.42 
Table 22 Estimates and confidence intervals for k for N20 using cokriging, and con­
structing confidence intervals with Fieller's theorem.. 
Plume mean 2.5% quantile 97.5% quantile 
1 -9995 -37530 14550 
2 -8562 -19580 1310 
3 11150 1110 22640 
4 -4171 -15630 6551 
5 -2709 -6832 1143 
6 -3994 -14020 5045 
7 -1962 -9358 5208 
8 -71.96 -3597 3443 
9 9913 -24730 3623 
10 -22610 -56210 2910 
11 33550 -68330 -440 
13 -12510 -23970 -2657 
14 -13450 -38090 10000 
16 6160 -1511 13950 
Table 23 Estimates and confidence intervals for k for C02 using cokriging, and con­
structing confidence intervals with Fieller's theorem.. 
