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The Optimal Transport (OT) problem naturally arises in various machine learning prob-
lems, where one needs to align data from multiple sources. For example, the training data
and application scenarios oftentimes have a domain gap, e.g., the training data is annotated
photos collected in the daytime, yet the application scenario is in dark hours. In this case,
we need to align the two datasets, so that the annotation information can be shared across
them. During my Ph.D. study, I propose scalable algorithms for efficient OT computation,
and its novel applications in end-to-end learning. Specifically,
1. For OT computation, I consider both discrete cases and continuous cases. For the
discrete cases, I develop an Inexact Proximal point method for exact Optimal Transport
problem (IPOT) with the proximal operator approximately evaluated at each iteration us-
ing projections to the probability simplex. The algorithm (a) converges to exact Wasserstein
distance with theoretical guarantee and robust regularization parameter selection, (b) alle-
viates numerical stability issue, (c) has similar computational complexity to Sinkhorn, and
(d) avoids the shrinking problem when apply to generative models. Furthermore, a new
algorithm is proposed based on IPOT to obtain sharper Wasserstein barycenter.
For continuous case, I propose an implicit generative learning-based framework called
SPOT (Scalable Push-forward of Optimal Transport). Specifically, we approximate the
optimal transport plan by a pushforward of a reference distribution, and cast the optimal
transport problem into a minimax problem. We then can solve OT problems efficiently
using primal dual stochastic gradient-type algorithms.
2. To explore the connections between OT and end-to-end learning, I developed a
differentiable top-k operator, and a differentiable permutation step.
For the top-k operation, i.e., finding the k largest or smallest elements from a collection
of scores, is an important model component used in information retrieval, machine learn-
ing, and data mining. However, if the top-k operation is implemented in an algorithmic
xviii
way, e.g., using bubble algorithm, the resulting model cannot be trained in an end-to-end
way using prevalent gradient descent algorithms. This is because these implementations
typically involve swapping indices, whose gradient cannot be computed. Moreover, the
corresponding mapping from the input scores to the indicator vector of whether this ele-
ment belongs to the top-k set is essentially discontinuous. To address the issue, we propose
a smoothed approximation, namely the SOFT (Scalable Optimal transport-based diFferen-
Tiable) top-k operator. Specifically, our SOFT top-k operator approximates the output of
the top-k operation as the solution of an Entropic Optimal Transport (EOT) problem. The
gradient of the SOFT operator can then be efficiently approximated based on the optimality
conditions of EOT problem. We apply the proposed operator to the k-nearest neighbors and
beam search algorithms, and demonstrate improved performance.
For the differentiable permutation step, I connect optimal transport to a variant of re-
gression problem, where the correspondence between input and output data is not avail-
able. Such shuffled data is commonly observed in many real world problems. Taking
flow cytometry as an example, the measuring instruments may not be able to maintain the
correspondence between the samples and the measurements. Due to the combinatorial na-
ture of the problem, most existing methods are only applicable when the sample size is
small, and limited to linear regression models. To overcome such bottlenecks, we propose
a new computational framework – ROBOT – for the shuffled regression problem, which
is applicable to large data and complex nonlinear models. Specifically, we reformulate
the regression without correspondence as a continuous optimization problem. Then by
exploiting the interaction between the regression model and the data correspondence, we
develop a hypergradient approach based on differentiable programming techniques. Such
a hypergradient approach essentially views the data correspondence as an operator of the
regression, and therefore allows us to find a better descent direction for the model parame-
ter by differentiating through the data correspondence. ROBOT can be further extended to
the inexact correspondence setting, where there may not be an exact alignment between the
xix
input and output data. Thorough numerical experiments show that ROBOT achieves better
performance than existing methods in both linear and nonlinear regression tasks, including




The Optimal Transport (OT) problem naturally arises in a variety of machine learning ap-
plications, where we need to align data from multiple sources. One example is domain
adaptation: We want to learn a model from a source dataset, e.g., annotated photos taken in
day times, which can be further adapted to target datasets, e.g., unannotated photos taken
in dark hours. In this case, we need to align the source dataset and the target datasets, so
that the annotation can be shared across different datasets. Another example is resource
allocation: We want to assign a set of assets (one data source) to a set of receivers (another
data source) so that an optimal economic benefit is achieved. In this case, we need to find
the optimal alignment between the assets and receivers.
The optimal transport problem has a long history, and its earliest literature dates back
to [1]. Since then, it has attracted increasing attention and been widely studied in multiple
communities such as applied mathematics, probability, economy, and geography. Specifi-
cally, we consider two sets of d-dimensional data, which are generated from two different
distributions denoted by X ∼ µ and Y ∼ ν. We aim to find an optimal joint distribution γ
of X and Y , which minimizes the expectation on a cost function c, i.e.,
γ∗ = argmin
γ∈Π(µ,ν)
E(X,Y )∼γ[c(X, Y )], (1.1)
The feasible set Π(µ, ν) of γ requires the marginal distribution of X and Y in γ to be
identical to µ and ν, respectively. Existing literature often refers to the optimal expected
costW∗(µ, ν) = E(X,Y )∼γ∗ [c(X, Y )] as Wasserstein distance, and γ∗ as the optimal trans-
port plan. For domain adaptation, the function c measures the discrepancy between X
and Y , and the optimal transport plan γ∗ essentially reveals the transfer of the knowledge
1
from source X to target Y . For resource allocation, the function c is the cost of assigning
resource X to receiver Y , and the optimal transport plan γ∗ yields the optimal assignment.
Despite the usefulness, the applications of OT have been largely hampered by its com-
putational cost. During my Ph.D. study, I propose scalable algorithms for the efficient
computation of OT in both discrete case and the continuous case, and also develop novel
applications exploiting the nice geometric property of OT. Specifically, my Ph.D. research
can be separated into the following three parts.
Computation – Discrete Case. In some applications, OT aligns two discrete distributions.
Taking the resource allocation example, the storages of the assets and the capacities of the
receivers can be viewed as parameters of two categorical distributions. In this case, OT
amounts to solving the following optimization problem,
Γ∗ = minΓ〈C,Γ〉, subject to Γ1n = µ, Γ>1n = ν. (1.2)
Here µ,ν are two probability vectors, matrix C = [cij] ∈ Rn×n+ is the cost matrix, whose
element cij represents the distance between the i-th support point of µ and the j-th one of
ν. This is a linear programming problem with typical super O(n3) complexity [2].
In this part, my collaborators and I propose a new algorithm, Inexact Proximal point
method for Optimal Transport (IPOT) to compute the optimal transport plan using general-
ized proximal point iterations based on Bregman divergence. This is the first algorithm that
can compute the exact optimal transport plan in approximately O(n2) complexity, which
largely benefits the downstream tasks.
We then apply the algorithm to generative adversarial networks and color transferring
to demonstrate the efficiency of the algorithm.
Computation – Continuous Case. In some applications, OT aligns two continuous dis-
tributions. For example, in domain adaptation, the datasets are treated as realizations of
continuous distributions. In the continuous case, (Equation 1.1) is infinite dimensional and
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generally intractable. Therefore, existing literature [2] has resorted to discretize the support
using a refined grid, and cast (Equation 1.1) into a finite dimensional linear programming
problem. However, for complex distributions in high dimensions (e.g., images in domain
adaptation), the grid size often needs to be exponentially large (e.g., exponential in dimen-
sion) to ensure a small approximation error.
To address the scalability and efficiency issues, my collaborators and I propose a new
implicit generative learning-based framework for solving optimal transport problems. Specif-
ically, we approximate γ∗ by a generative model, which maps from some latent variable Z
to (X, Y ). For simplicity, we denote G(Z) = [GX(Z);GY (Z)] = [X;Y ], where Z follows
some simple latent distribution and G is some operator, parametrized by a deep neural net-
work. Accordingly, instead of directly estimating the probability density of γ∗, we estimate
the mapping G between Z and (X, Y ) by solving
G∗ = argmin
G
EZ∼ρ[c(GX(Z), GY (Z))], subject to GX(Z) ∼ µ, GY (Z) ∼ ν. (1.3)
We then cast (Equation 1.3) into a minimax optimization problem using the Lagrangian
multiplier method, where the Lagrangian multipliers are also approximated by deep neural
networks. This eventually delivers a finite dimensional generative learning problem.
We then apply the framework to domain adaptation, and achieve the state of the art
performance.
Application – Differentiable Programming. Many applications of machine learning ben-
efit from the end-to-end differentiability, since it enables the possibility to train composi-
tional models by gradient descent. Yet, there remain many operations in which discrete
decisions are required at intermediate steps of a data processing pipeline, notably those
involving sequences of discrete objects. Here, we target one of these operations – the top-k
operation, i.e., finding the k largest or smallest elements from a set, which is widely used
for predictive modeling in information retrieval, machine learning, and data mining.
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In this work, we propose the SOFT (Scalable Optimal transport-based diFferenTiable)
top-k operation as a differentiable approximation of the standard top-k operation. Specif-
ically, motivated by the implicit differentiation techniques, we first parameterize the top-k
operation in terms of the optimal solution of an OT problem. We then rule out the discon-
tinuity by imposing entropy regularization to the optimal transport problem, and show that
such a problem yields a differentiable approximation to the top-k operation.
We apply SOFT top-k operation to kNN for classification, beam search, and learning
sparse attention for neural machine translation. The experimental results demonstrate sig-
nificant performance gain over competing methods.
We then consider a variant of regression problem, where the correspondence between
input and output data is not available. Such shuffled data is commonly observed in many
real world problems. Taking flow cytometry as an example, the measuring instruments may
not be able to maintain the correspondence between the samples and the measurements.
Due to the combinatorial nature of the problem, most existing methods are only applicable
when the sample size is small, and limited to linear regression models. To overcome such
bottlenecks, we propose a new computational framework – ROBOT – for the shuffled re-
gression problem, which is applicable to large data and complex nonlinear models. Specif-
ically, we reformulate the regression without correspondence as a continuous optimization
problem. Then by exploiting the interaction between the regression model and the data cor-
respondence, we develop a hypergradient approach based on differentiable programming
techniques. Such a hypergradient approach essentially views the data correspondence as
an operator of the regression, and therefore allows us to find a better descent direction for
the model parameter by differentiating through the data correspondence. ROBOT can be
further extended to the inexact correspondence setting, where there may not be an exact
alignment between the input and output data. Thorough numerical experiments show that
ROBOT achieves better performance than existing methods in both linear and nonlinear
tasks, including real-world applications such as flow cytometry and multi-object tracking.
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CHAPTER 2
COMPUTATION - DISCRETE CASE
2.1 Introduction
In this chapter we focus on Wasserstein distance for discrete distributions the computation
of which amounts to solving the following discrete optimal transport (OT) problem,
W (µ,ν) = minΓ∈Σ(µ,ν)〈C,Γ〉. (2.1)
Here µ,ν are two probability vectors, W (µ,ν) is the Wasserstein distance between µ and
ν. Matrix C = [cij] ∈ Rn×n+ is the cost matrix, whose element cij represents the distance
between the i-th support point of µ and the j-th one of ν. Notation 〈·, ·〉 represents the
Frobenius dot-product and Σ(µ,ν) = {Γ ∈ Rn×n+ : Γ1n = µ,Γ>1n = ν}, where
1n represents n-dimensional vector of ones. This is a linear programming problem with
typical super O(n3) complexity.
An effort by Cuturi to reduce the complexity leads to a regularized variation of (Equa-
tion 2.1) giving rise the so-called Sinkhorn distance [2]. It aims to solve an entropy regu-
larized optimal transport problem
Wε(µ,ν) = minΓ∈Σ(µ,ν)〈C,Γ〉+ εh(Γ). (2.2)
The entropic regularizer h(Γ) =
∑
i,j Γij ln Γij results in an optimization problem (Equa-








starting from b(0) = 1
n
1n, where G = [Gij] and Gij = e−Cij/ε. The optimal solution Γ∗
then takes the form Γ∗ij = aiGijbj . The iteration is also referred as Sinkhorn iteration,
and the method is referred as Sinkhorn algorithm which, recently, is proven to achieve a
near-O(n2) complexity [4].
The choice of ε cannot be arbitrarily small. Firstly,Gij = e−Cij/ε tends to underflow if ε
is very small. The methods in [3, 5, 6] try to address this numerical instability by perform-
ing the computation in log-space, but they require a significant amount of extra exponential
and logarithmic operations, and thus, compromise the advantage of efficiency. More sig-
nificantly, even with the benefits of log-space computation, the linear convergence rate of
the Sinkhorn algorithm is determined by the contraction ratio κ(G), which approaches
1 as ε → 0 [7]. Consequently, we observe drastically increased number of iterations for
Sinkhorn method when using small ε.
Can we just employ Sinkhorn distance with a moderately sized ε for machine learning
problems so that we can get the benefits of the reduced complexity? Some applications
show Sinkhorn distance can generate good results with a moderately sized ε [8, 9]. How-
ever, we show that in several important problems such as generative model learning and
Wasserstein barycenter computation, a moderately sized ε will significantly degrade the
performance while the Sinkhorn algorithm with a very small ε becomes prohibitively ex-
pensive (also shown in [10]).
In this paper, we propose a new framework, Inexact Proximal point method for Optimal
Transport (IPOT) to compute the Wasserstein distance using generalized proximal point
iterations based on Bregman divergence. To enhance efficiency, the proximal operator is
inexactly evaluated at each iteration using projections to the probability simplex, leading to
an inexact update at each iteration yet converging to the exact optimal transport solution.
Regarding the theoretical analysis of IPOT, we provide conditions on the number of
inner iterations that will guarantee the linear convergence of IPOT. In fact, empirically,
IPOT behaves better than the analysis: the algorithm seems to be linearly convergent with
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just one inner iteration, demonstrating its efficiency. We also perform several other tests to
show the excellent performance of IPOT. As we will discussed in Section subsection 2.4.2,
the computation complexity is almost indistinguishable comparing to the Sinkhorn method.
Yet again, IPOT avoids the lengthy and experience-based tuning of the ε and can converges
to the true optimal transport solution robustly with respect to its own parameters. This
is unquestionably important in applications where the exact sparse transportation plan is
preferred. In applications where only Wasserstein distance is needed, the bias caused by
regularization might also be problematic. As an example, when applying Sinkhorn to gen-
erative model learning, it causes the shrinkage of the learned distribution towards the mean,
and therefore cannot cover the whole support of the target distribution adequately.
Furthermore, we develop another new algorithm based on the proposed IPOT to com-
pute Wasserstein barycenter (see Section section 2.5). Better performance is obtained with
much sharper images. It turns out that the inexact evaluation of the proximal operator
blends well with Sinkhorn-like barycenter iteration.
2.2 Preliminaries
2.2.1 Wasserstein Distance and Optimal Transport
Wasserstein distance is a metric for two probability measures. Given two distributions µ











where Σ(µ, ν) is the set of joint distributions whose marginals are µ and ν, respectively.
The above optimization problem is also called the Monge-Kantorovitch problem or optimal
transport problem [11]. In the following, we focus on the 2-Wasserstein distance, and for
convenience we write W = W 22 .
When µ and ν both have finite supports, we can represent the distributions as vectors
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Figure 2.1: Schematic of the convergence path of (a) Sinkhorn algorithm, (b) exact proxi-
mal point algorithm and (c) inexact proximal point algorithm (IPOT). The distance shown
is in Bregman sense. Sinkhorn solution is feasible and the closest to optimal solution set
within the Dh constraints, but is not in the optimal solution set. However, proximal point
algorithm, no matter exact or inexact, solves optimization with Dh constraints iteratively,
until an optimal solution is reached.
µ ∈ Rn1+ ,ν ∈ Rn2+ , where ‖µ‖1 = ‖ν‖1 = 1. Then the Wasserstein distance is com-
puted by (Equation 2.1). In other cases, given realizations {xi}n1i=1 and {yi}n2i=1 of µ and















1{yi}, and C = [c(xi, yj)] ∈ Rn1×n2+ .
The optimization problem (Equation 2.1) is a linear programming (LP) problem. LP
tends to provide a sparse solution, which is preferable in applications like histogram cali-
bration or color transferring [12]. However, the cost of LP scales at least O(n3 log n) for
general metric, where n is the number of data points [13]. As aforementioned, an alter-
native optimization method is the Sinkhorn algorithm in [2]. Following the same strategy,
many variants of the Sinkhorn algorithm have been proposed [4, 14, 15]. Unfortunately,
all these methods only approximate original optimal transport by its regularized version
and their performance both in terms of numerical stability and computational complexity
is very sensitive to the choice of ε.
2.2.2 Proximal Point Method
Proximal point methods are widely used in optimization [16, 17, 18, 19]. Given a convex
objective function f defined on X with optimal solution set X ∗ ⊂ X , proximal point
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algorithm aims to solve
argminx∈X f(x). (2.4)
In order to solve Problem (Equation 2.4), the algorithm generates a sequence {x(t)}t=1,2,...
by the following generalized proximal point iterations:
x(t+1) = argminx∈X f(x) + β
(t)d(x, x(t)), (2.5)
where d is a regularization term used to define the proximal operator, usually defined to be
a closed proper convex function. Commonly, d adopts the square of Euclidean distance,
i.e., d(x, y) = ‖x − y‖22. When Euclidean distance is used, the sequence {x(t)} converges
to an element in X ∗ almost surely.
The proximal point method has many advantages, e.g, it has a robust convergence be-
havior — a fairly mild condition on β guarantee its convergence and the specific choice of β
generally just affects its convergence rate. Moreover, even if the proximal operator defined
in (Equation 2.5) is not exactly evaluated in each iteration, giving rise to inexact proximal
point methods, the global convergence of which with local linear rate is still guaranteed
under certain conditions [20, 21].
2.3 Bregman Divergence Based Proximal Point Method
2.3.1 Proposed Method
Our key idea is to use Bregman divergence Dh as the regularization in evaluating the prox-
imal operator in (Equation 2.5), i.e.
Γ(t+1) = argminΓ∈Σ(µ,ν)〈C,Γ〉+ β(t)Dh(Γ,Γ(t)), (2.6)
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where Bregman divergence Dh based on entropy function h(x) =
∑
i xi lnxi takes the














Substituting Bregman divergence into proximal point iteration (Equation 2.6), with simplex
constraints, we obtain
Γ(t+1) = argminΓ∈Σ(µ,ν)〈C − β(t) log Γ(t),Γ〉+ β(t)h(Γ). (2.8)
Algorithm 1 IPOT(µ,ν,C)









for t = 1, 2, 3, ... do
Q← G Γ(t)








Denote C ′ = C − β(t) ln Γ(t). The optimization (Equation 2.8) can be solved by




−Cij/β(t) . As we will later
shown in Section subsection 2.3.2, as t → ∞, Γ(t) will converge to an optimal transporta-
tion plan.
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Figure Figure 2.1 illustrates how Sinkhorn and IPOT solutions approach optimal solu-
tion in sense of Bregman divergence. First, let’s consider Sinkhorn algorithm. The loss
function of Sinkhorn has regularization term εh(Γ), which can be rewritten as constraint
Dh(Γ,11
T ) ≤ η for some η > 0. So in the left figure Sinkhorn solution is feasible within
the Dh constraints and the closest to optimal solution set. Proximal point algorithm, on the
other hand, solves optimization with Dh constraints iteratively, until an optimal solution is
reached. Exact proximal point method is when (Equation 2.8) solved exactly. It provides a
feasible solution that is closest to the optimal solution set in each step, and finally reach an
optimal solution. Inexact proximal point method is when (Equation 2.8) is solved inexactly.
Since we use Sinkhorn iteration to solve (Equation 2.8), this is when the iteration number
of the inner optimization is not enough to converge. In each step, the solution might not be
feasible or closest to the optimal set, but eventually it converges to an optimal solution.
The algorithm is shown in Algorithm Algorithm 1. For simplicity we use β = β(t).
Denote diag(a) the diagonal matrix with ai as its ith diagonal elements. Denote  as
element-wise matrix multiplication and (·)
(·) as element-wise division. We use warm start to
improve the efficiency, i.e. in each proximal point iteration, we use the final value of a and
b from last proximal point iteration as initialization instead of b(0) = 1m. Later we will
show empirically IPOT will converge under a large range of β with L = 1, a single inner
iteration will suffice.
2.3.2 Theoretical Analysis
Classical proximal point algorithm has sublinear convergence rate. However, combining
Bregman distance and simplex constraints, we prove stronger convergence rate - a linear
rate. First, we consider when the optimization problem (Equation 2.8) is solved exactly, we
have a linear convergence rate guaranteed by the following theorem.
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Theorem 1. Let {x(t)} be a sequence generated by the proximal point algorithm
x(t+1) = argminx∈X f(x) + β
(t)Dh(x, x
(t)),
where f is continuous and convex. Assume f ∗ = min f(x) > −∞. Then, with∑∞t=0 β(t) =
∞, we have
f(x(t)) ↓ f ∗.
If we further assume f is linear and X is bounded, the algorithm has linear convergence
rate.
More importantly, the following theorem gives us a guarantee of convergence when
(Equation 2.8) is solved inexactly.
Theorem 2. Let {x(t)} be the sequence generated by the Bregman distance based proximal
point algorithm with inexact scheme (i.e., finite number of inner iterations are employed).
Define an error sequence {e(t)} where
e(t+1) ∈β(t)
[












k=1〈ek, x(t)〉 exists and is finite, then {x(t)} converges to x∞ with f(x∞) = f ∗. If
the sequence {e(t)} satisfies that exist ρ ∈ (0, 1) such that‖e(t)‖ ≤ ρt, 〈e(t), x(t)〉 ≤ ρt and
with assumptions that f is linear and X is bounded, then {x(t)} converges linearly.
The proof of both theorems is given in the supplementary material. Theorem Theorem 2
guarantees the convergence of inexact proximal point method — as long as L satisfies the
given conditions, the IPOT algorithm would converge linearly.
Now we know IPOT can converge to the exact Wasserstein distance. What if an entropic
regularization is wanted? Please refer to the suplement material for how IPOT can achieve
regularizations with early stopping.
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Figure 2.2: The plot of differences in computed Wasserstein distances w.r.t. number of
iterations. Here, W are the Wasserstein distance computed at current iteration. WLP is
computed by simplex method, and is used as ground truth. The test adopts c(x, y) =
||x− y||2. The right lower figure is the two input margins for the test.
2.4 Empirical Analysis
In this section we will illustrate the convergence behavior with respect to inner iteration
number L, the scalability of IPOT, and the issue with entropy regularization. We leverage
the implementation of Sinkhorn iteration and LP solver based on Python package POT [22],
and use Pytorch to parallel some of the implementation.
2.4.1 Convergence Rate
A simple illustration task of calculating the Wasserstein distance of two 1D distribution
(shown in the bottom right corner of Figure Figure 2.2) is conducted as numerical validation
of the convergence theorems proved in Section subsection 2.3.2. To be clear, the use of two
1D distribution is only for visualization purpose. We also did tests on empirical distribution
of 64D Gaussian distributed data, and the result shows the same trend. We include more
discussion in the supplement material.
Figure Figure 2.2 shows the convergence of IPOT under different L. The algorithm has
empirically linear convergence rate even under very small L. Thus, for simplicity, we use
L = 1 for later tests.
Furthermore, as illustrated in Figure Figure 2.1, the proposed IPOT method converges
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Figure 2.3: Log-log plot of average time used to achieve 1e-4 relative precision with error
bar. Each point is obtained by the average of 6 tests on different datasets.
to the real Wasserstein distance even with large β, while the Sinkhorn method has distinct
bias with much smaller ε.
2.4.2 Scalability
We conduct the following scalability test to show the computation time of the proposed
IPOT comparing to the state-of-art benchmarks. The optimal transport problem is con-
ducted between the two empirical distributions of 16D uniformly distributed data (See Sec-
tion subsection 2.2.1 for formulation). Besides proposed IPOT algorithm (see Algorithm
Algorithm 1 with L = 1), the Sinkhorn algorithm follows [2] and the stabilized Sinkhorn
algorithm follows [5]. The result of the scalability test is shown in Figure Figure 2.3. The
LP solver has a good performance under the current experiment settings. But LP solver
is not guaranteed to have approximately O(n2) convergence as shown here. Moreover, LP
method is difficult to parallel. Readers who are interested please refer to experiments in [2].
Sinkhorn and IPOT can be paralleled conveniently, so we provide both CPU and GPU
tests here. Under this setting, IPOT takes approximately the same resources as Sinkhorn at
ε = 0.01. For smaller ε, original Sinkhorn will underflow, and we need to use stabilized
Sinkhorn. Stabilized Sinkhorn is much more expensive than IPOT, especially for large
datasets and small ε.
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Sinkhorn Sinkhorn Sinkhorn IPOT IPOT
𝜖 = 0.1 𝜖 = 0.01 𝛽 = 0.1 𝜖 = 0.001 𝛽 = 0.01 
Sinkhorn
𝜖 = 0.0001 
IPOT







𝛽 = 0.001 
Figure 2.4: The transportation plan generated by Sinkhorn and IPOT methods at different
iteration number. The red colormap is the result from Sinkhorn or IPOT method, while the
black wire is the result of simplex method for comparison. In the right lower plans, the red
and the black is almost identical.
Note that we also try to use the method proposed in [23] for ε scaling, to help the
convergence when ε → 0. However, although it is faster than Sinkhorn method when data
size is smaller than 1024, the time used at 1024 is already around 2 × 103s. Therefore we
didn’t include this method in the figure.
2.4.3 Effect of Entropy Regularization
We have shown that IPOT can converge to exact Wasserstein distance with complexity
comparable to Sinkhorn (see Figure Figure 2.1 and Figure 2.3) and as we claimed in Section
section 2.1 this is important in some of the learning problems.
But in what cases is the exact Wasserstein distance truly needed? How will the en-
tropy regularization term affect the result in different applications? In this section, we will
discuss the exact transportation plan with sparsity preference and the advantage of exact
Wasserstein distance in learning the generative models.
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Figure 2.5: The sequences of learning results using IPOT, Sinkhorn, and original WGAN.
In each figure, the orange dots are samples of generated data, while the contour represents
the ground truth distribution.
Sparsity of the Transportation Plan
In applications such as histogram calibration and color transferring, an exact and sparse
transportation plan is wanted. In this section we conduct tests on the sparsity of the trans-
portation plan using the two distributions shown in Figure Figure 2.2 for both IPOT and
Sinkhorn methods with different regularization coefficients. Figure Figure 2.4 visualize
the different transportation plans. The red colormap is the result from Sinkhorn or IPOT
method, where the black wire beneath is the result by simplex method as ground truth.
To be clear, the different number of interaction of IPOT means the number of the outer
iteration with still L = 1 inner iteration.
The proposed IPOT method can always converge to the sparse ground truth with enough
iteration and it is very robust with respect to the parameter β, i.e., there is little visual
difference with β changing from 0.1 to 0.001. Furthermore, even with large β = 1, the
optimal plan is still sparse and acceptable. In addition, if some smoothness is wanted,
IPOT method would also be able to work with early stopping. The degree of smoothness
can be easily adjusted by adjusting the number of iterations if needed.
On the other hand, the optimal plans obtained by Sinkhorn has two issues. If the ε
is chosen to be large (i.e., ε = 0.1 or 0.01), the optimal plan are blur i.e., neither exact
nor sparse. In downstream applications, the non-sparse structure of transportation plan
make it difficult to extract the transportation map from source distribution to target distri-
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bution. However if the ε is chosen to be small (i.e., ε = 0.0001), it needs more iterations
to converge. For example, the Sinkhorn ε = 0.0001 case still cannot converge after 2000
iterations. So in Sinkhorn applications, ε needs to be selected carefully. This fine tuning
issue can be avoid by the proposed IPOT method, since IPOT is robust to the parameter β.
Shrinkage Problem in Learning Generative Models
As shown in Equation (Equation 2.2), Sinkhorn method use entropy to penalize the op-
timization target and has biased evaluation of Wasserstein distance. The inaccuracy will
affect the performance of the learning problem where Wasserstein metric is served as loss
function.
In order to better illustrate the affect of the inaccurate Wasserstein distance, we con-
sider the task of learning generative models, specifically, Wasserstein GAN [24]. Similar
to other GAN, WGAN seeks to learn a generated distrubution to approximate a target dis-
tribution, except using Wasserstein distance as the loss that measures the distance between
the generated distribution and target distribution. It uses the Kantorovitch dual formulation
to compute Wasserstein distance.
In this section, we train a Wasserstein GAN with the dual formulation substituted by
Sinkhorn and IPOT methods. Detailed derivation can be found in supplementary material.
Meanwhile, the standard approach of using dual form proposed in [24] is also compared.
Note that the purpose of this section is not to propose a new GAN but visualize how pro-
posed IPOT can avoid the possible negative influence introduced by the inaccuracy of the
entropy regularization in the Sinkhorn method.
We claim that result of Sinkhorn method with moderate size ε tends to shrink towards
the mean, so the learned distribution cannot cover all the support of target distribution. To









So Γ∗ = 11T/n2. If we view {xi} and {yj : yj = gθ(zj)} as the realizations of random
variables X and Y , the optimal Sinkhorn distance Wε is expected to be




||xi − yj||22] = n2(Var(X) + (X − Y )2 + Var(Y )),
where n is the data size, (·) is the mean of random variable, and Var(·) is the variance. At
the minimum of the distance, the mean of generated data {yj} is the same as {xi}, but the
variance is zero. Therefore, the learned distribution would shrink asymptotically toward
the data mean due to smoothing the effect of regularization.
However, the proposed IPOT method is free from the above shrinking issue since the
exact Wasserstein distance can be found with the approximately the same cost (see Section
subsection 2.4.1 and Section subsection 2.4.2). Now we illustrate the shrinkage problem
by the following experiments.
Experiments on 2D Synthetic Data First, we conduct a 2D toy example to demonstrate
the affect of regularization. We use a 2D-2D NN as generator to learn a mapping from
uniformly distributed noise to mixture of Gaussian distributed real data. Since as shown in
Figure Figure 2.2, Sinkhorn may need more iteration to converge, in this experiment, IPOT
uses 200 iterations and Sinkhorn uses 500 iterations.
Figure Figure 2.5 shows the results. As ε varies from 0.01 to 0.1, the learned distribution
of Sinkhorn gradually shrinks to the mean of target distribution, again this is because the
inaccurcy in calculating the Wasserstein distance. On the contrary, since IPOT can converge
to the exact Wasserstein distance regardless of different β, the result robustly cover the
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(a) Sinkhorn ε = 1: digits 0,1,3,7,8,9 are
covered.
(b) IPOT β = 1: all digits are covered.
Figure 2.6: Plots of MNIST learning result under comparable resources. They both use
batch size=200, number of hidden layer=1, number of nodes of hidden layer=500, number
of iteration=200, learning rate = 1e-4.
whole support of target distribution. Furthermore, comparing to the dual form method used
in the WGAN, the proposed IPOT method is better in small scale cases and can achieve
similar performance in large scale cases [8]. This is mainly because the discriminator
neural network used in WGAN is susceptible to overfitting in low dimensional cases, and
it exceeds the objective of this paper.
Experiments on Higher Dimensional Data For higher dimensional data, we cannot
visualize the final generated distribution as done in the 2D test. So in order to demonstrate
IPOT has little shrinkage issue, we set the latent space to be 2D, and visualize it by plotting
the images generated at dense grid points on the latent space. Due to the low dimensional
latent space, We perform the experiment using MNIST dataset. Note that this is mainly
for the convenience in visualization, the whole shrinkage-free property of IPOT method is
also extendable to more complex learning problems. Associated with the MNIST dataset,
we use a generator gθ : R2 7→ R784, noise data {zj} ∼ Unif([0, 1]2) as input, and one fully
connected hidden layer with 500 nodes.
Figure Figure 2.6 shows an example of generated results. The Sinkhorn results look
authentic, but we can only find some of the digits in it. This is exactly the consequence of
shrinkage due to the inaccurate calculation of Wasserstein distance - in the domain where
the density of learned distribution is nonzero, the density of target distribution is usually
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(a) Original image (b) Color image (c) Simplex
(d) Sinkhorn ε=10−2 (e) Sinkhorn ε=10−3 (f) IPOT
Figure 2.7: An example of color transferring. The right upper corner of each generated
image shows the zoom-in of the color detail of the mouth corner.
nonzero; but in some part of the domain where the density of target distribution is nonzero,
the learned distribution is zero. In the example of Figure Figure 2.6 (a), the learned distri-
bution cannot cover the support of digits 2,4,5,6 while when using IPOT to calculate the
Wasserstein loss, all ten digits are can be recovered in Figure 2.6 (b), which shows the cov-
erage of the whole domain of the target distribution. In supplementary material we provide
more examples, e.g., if a larger ε is used, Sinkhorn generator would shrink to one point,
and hence cannot learn anything, while the IPOT method is robust to its parameter β and
covers more digits.
2.4.4 Color Transferring
Optimal transport is directly applicable to many applications, such as color transferring
and histogram calibration. We will show the result of color transferring and why accurate
transportation map is superior to entropically regularized ones.
The goal of color transferring is to transfer the tonality of a target image into a source
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image. This is usually done by imposing the histogram of the color palette of one image to
another image. Since Reinhard et al. [25], many methods [12, 26] are developed to do so by
learning the transformation between the two histograms. Experiments in [27] have shown
that transformation based on optimal transport map outperforms state-of-the-art techniques
for challenging images.
Same as other prime-form Wasserstein distance solvers [13, 2], the proximal point
method provide a transportation map. By definition, the map is a transportation from the
source distribution to a target one with minimum cost. Therefore it provides a way to
transform a histogram to another.
One example is shown in figure Figure 2.7. We use three different maps to transform
the RGB channels, respectively. For each channel, there are at most 256 bins. Therefore,
using three channels separately is more efficient than treating the colors as 3D data. Figure
Figure 2.7 shows proximal point method can produce identical result as linear programming
at convergence, while the results produced by Sinkhorn method differ w.r.t. ε.
2.5 Wasserstein Barycenter by IPOT
Wasserstein barycenter is widely used in machine learning and computer vision due to its
nice property [3, 28]. Given a set of distributions P = {p1,p2, ...,pK}, their Wasserstein
barycenter is defined as




where W is the Wasserstein distance, andQ is in the space of probability distributions, and∑K
k=1 λk = 1.
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Algorithm 2 computing Wasserstein barycenter
1: Input: The probability vector set {pk} on grid {yi}ni=1
2: bk ← 1n1n,∀k = 1, 2, ..., K
3: Cij ← c(yi, yj) := ||yi − yj||22
4: Gij ← e−
Cij
β
5: Γk ← 11T
6: for t = 1, 2, 3, ... do
7: Hk ← G Γk,∀k = 1, 2, ..., K
8: for l = 1, 2, 3, ..., L do
9: ak ← qHkbk ,∀k = 1, 2, ..., K,
10: bk ← pkHTk ak ,∀k = 1, 2, ..., K
11: q ←∏Kk=1(ak  (Hkbk))λk
12: end for




The idea of our IPOT method can be generalized to learn Wasserstein barycenter. In partic-
ular, plugging the definition of Wasserstein distance in (Equation 2.1) into (Equation 2.9)
with some derivation (see supplementary material for full derivation), we get the proximal
point iteration for barycenter analogous to (Equation 2.6) as





s.t. Γk1 = pk,∀k, ∃q,ΓTk 1 = q.
The minimization in each proximal step is solved by Sinkhorn barycenter iteration [3]. We
provide the detailed algorithm in Algorithm Algorithm 2. The same as Algorithms Algo-
rithm 1, this algorithm can also converge with L = 1 and a large range of β.
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2.5.2 Learning Barycenter
We test our proximal point barycenter algorithm on MNIST dataset, borrowing the idea
from [29]. Here, the images in MNIST dataset is randomly uniformly reshape to half to
double of its original size, and the reshaped images have random bias towards corner. After
that, the images are mapped into 50 × 50 grid. For each digit we use 50 of the reshaped
images with the same weights as the dataset to compute the barycenter. All results are
computed using 50 iterations and under ε, β = 0.001. So for proximal point method, the
regularization is approximately the same as ε = 2 × 10−5, which is pretty small. We
compare our method with state-of-art Sinkhorn based methods [29], [30] and [3]. Among
the four methods, the convolutional method [30] is different in terms of that it only handles
structural input tested here and does not require O(n2) storage, unlike other three general
purpose methods.
We are also aware of that there are other literatures for Wassersetin barycenter, such
as [31] and [32], but they are targeting a more complicated setting, and has a different
convergence rate (i.e. sublinear rate) than the methods we provide here.
The results (Figure Figure 2.8) from proximal point algorithm are clear, while the re-
sults of Sinkhorn based algorithms suffer blurry effect due to entropic regularization.
While the time complexity of our method is in the same order of magnitude with
Sinkhorn algorithm [3], the space complexity is K times of it, because K different trans-
port maps need to be stored. This might cause pressure to memory for large K. Therefore,
a sequential method is needed. We left this to future work.
2.6 Conclusion
We proposed a proximal point method - IPOT - based on Bregman distance to solve opti-
mal transport problem. Different from the Sinkhorn method, IPOT algorithm can converge
to ground truth even if the inner optimization iteration only performs once. This nice prop-
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Figure 2.8: The result of barycenter. For each digit, we randomly choose 8 of 50 scaled
and shifted images to demonstrate the input data. From the top to the bottom, we show
(top row) the demo of input data; (second row) the results based on [29]; (third row) the
result based on [30]; (fourth row) the result based on [3]; (bottom row) the results based on
inexact proximal point algorithm.
erty results in similar convergence and computation time comparing to Sinkhorn method.
However, IPOT provides a robust and accurate computation of Wasserstein distance and as-
sociated transportation plan, which leads to a better performance in image transformation
and avoids the shrinkage in generative models. We also apply the IPOT idea to calculate
the Wasserstein barycenter. The proposed method can generate much sharper results than
state-of-art due to the exact computation of the Wasserstein distance.
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CHAPTER 3
COMPUTATION – CONTINUOUS CASE
3.1 Introduction
In this chapter we consoder the computation of the comtinuous case OT. Specifically, we
consider two sets of d-dimensional data, which are generated from two different distribu-
tions denoted by X ∼ µ and Y ∼ ν.1 We aim to find an optimal joint distribution γ of X
and Y , which minimizes the expectation on some cost function c, i.e.,
γ∗ = argmin
γ∈Π(µ,ν)
E(X,Y )∼γ[c(X, Y )], (3.1)
The constraint γ ∈ Π(µ, ν) requires the marginal distribution of X and Y in γ to be iden-
tical to µ and ν, respectively. Existing literature often refers to the optimal expected cost
W∗(µ, ν) = E(X,Y )∼γ∗ [c(X, Y )] as Wasserstein distance, and γ∗ as the optimal transport
plan. For domain adaptation, the function c measures the discrepancy between X and Y ,
and the optimal transport plan γ∗ essentially reveals the transfer of the knowledge from
source X to target Y . For resource allocation, the function c is the cost of assigning re-
source X to receiver Y , and the optimal transport plan γ∗ essentially yields the optimal
assignment.
Since (Equation 3.1) is an optimization problem over the space of distributions, the
problem is infinite dimensional and generally intractable when µ and ν are continuous
distributions. Therefore, existing literature has resorted to finite dimensional approxima-
tions. For example, [2] propose to discretize the support using a refined grid, and cast
(Equation 3.1) into a finite dimensional linear programming problem. However, for com-
1The optimal transport can also handle more than two distributions. See Section section 3.3 for more
details.
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plex distributions in high dimensions (e.g., images in domain adaptation), the grid size
often needs to be exponentially large (e.g., exponential in dimension) to ensure a small
approximation error (due to discretization). Under such a regime, conventional linear pro-
gramming algorithms do not scale well, e.g., the interior point method in conjunction with
the Newton’s method takes O(n3 log n) time, where n is the grid size. To ease such a
scalability issue, [2] propose an entropy regularization-based Sinkhorn algorithm, which
requires the computational cost of O(n2), but still fail to scale to large problems.
While there exist several scalable stochastic algorithms for computing Wasserstein dis-
tance for continuous distributions µ and ν [33, 34, 35], they cannot compute the optimal
transport plan γ∗ (see Section section 3.7 for more discussion), which is crucial in the
aforementioned applications.
To address the scalability and efficiency issues, we propose a new implicit generative
learning-based framework for solving optimal transport problems. Specifically, we approx-




 = G(Z) =
 GX(Z)
GY (Z)
 with Z ∼ ρ, (3.2)
where ρ is some simple latent distribution andG is some operator, e.g., deep neural network
or neural ordinary differential equation (ODE). Accordingly, instead of directly estimating
the probability density of γ∗, we estimate the mappingG between Z and (X, Y ) by solving
G∗ = argmin
G
EZ∼ρ[c(GX(Z), GY (Z))], subject to GX(Z) ∼ µ, GY (Z) ∼ ν
(3.3)
We then cast (Equation 3.3) into a minimax optimization problem using the Lagrangian
multiplier method. As the constraints in (Equation 3.3) are over the space of continuous
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distributions, the Lagrangian multiplier is actually infinite dimensional. Thus, we propose
to approximate the Lagrangian multiplier by deep neural networks, which eventually deliv-
ers a finite dimensional generative learning problem.
Our proposed framework has three major benefits: (1) Our formulated minimax opti-
mization problem can be efficiently solved by primal dual stochastic gradient-type algo-
rithms. Many empirical studies have corroborated that these algorithms can easily scale to
very large minimax problems in machine learning [36]; (2) Our framework can take advan-
tage of recent advances in deep learning. Many empirical evidences have suggested that
deep neural networks can effectively adapt to data with intrinsic low dimensional struc-
tures [37, 38]. Although they are often overparameterized, due to the inductive biases
of the training algorithms, the intrinsic dimensions of deep neural networks are usually
controlled very well, which avoids the curse of dimensionality; (3) Our adopted genera-
tive models allow us to efficiently sample from the optimal transport plan. This is very
convenient for certain downstream applications such as domain adaptation, where we can
generate infinitely many data points paired across domains [39].
Moreover, the proposed framework can also recover the density of entropy regularized
optimal transport plan. Specifically, we adopt the neural Ordinary Differential Equation
(ODE) approach in [40] to model the dynamics that how Z gradually evolves to G(Z). We
then derive the ODE that describes how the density evolves, and solve the density of the
transport plan from the ODE. The recovery of density requires no extra parameters, and
can be evaluated efficiently.
Notations: Given a matrix A ∈ Rd×d, det(A) denotes its determinant, tr(A) = ∑iAii




ij denotes its Frobenius norm, and |A| denotes a matrix
with [|A|]ij = |Aij|. We use dim(v) to denote the dimension of a vector v.
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3.2 Background
We briefly review some background knowledge on optimal transport and implicit genera-
tive learning.
Optimal Transport: The idea of optimal transport (OT) originally comes from [1],
which proposes to solve the following problem,
T ∗ = argmin
T (X)∼ν
EX∼µ[c(X,T (X))], (3.4)
where T (·) is a mapping from the space of µ to the space of ν. The mapping T ∗ is referred to
as Monge map, and (Equation 3.4) is referred to as Monge formulation of optimal transport.
Monge formulation, however, is not necessarily feasible. For example, when X is
a constant random variable and Y is not, there does not exist such a map T satisfying
T (X) ∼ ν. The Kantorovich formulation of our interest in (Equation 3.1) is essentially
a relaxation of (Equation 3.4) by replacing the deterministic mapping with the coupling
between µ and ν. Consequently, Kantorovich formulation is guaranteed to be feasible and
becomes the classical formulation of optimal transport in existing literature [3, 41, 42, 30,
43].
Implicit Generative Learning: For generative learning problems, direct estimation of
a probability density function is not always convenient. For example, we may not have
enough prior knowledge to specify an appropriate parametric form of the probability den-
sity function (pdf). Even when an appropriate parametric pdf is available, computing the
maximum likelihood estimator (MLE) can be sometimes neither efficient nor scalable. To
address these issues, we resort to implicit generative learning, which do not directly spec-
ify the density. Specifically, we consider that the observed variable X is generated by
transforming a latent random variable Z (with some known distribution ρ) through some
unknown mapping G(·), i.e., X = G(Z). We then can train a generative model by estimat-
ing G(·) with a properly chosen loss function, which can be easier to compute than MLE.
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Existing literature usually refer to the distribution of G(Z) as the push-forward of refer-
ence distribution ρ. Such an implicit generative learning approach also enjoys an additional
benefit: We only need to choose ρ that is convenient to sample, e.g., uniform or Gaussian
distribution, and we then can generate new samples from our learned distribution directly
through the estimated mapping G very efficiently.
For many applications, the target distribution can be quite complicated, in contrast to the
distribution ρ being simple. This actually requires the mapping G to be flexible. Therefore,
we choose to represent G using deep neural networks (DNNs), which are well known for its
universal approximation property, i.e., DNNs with sufficiently many neurons and properly
chosen activation functions can approximate any continuous functions over compact sup-
port up to an arbitrary error. Early empirical evidence, including variational auto-encoder
(VAE, [44]) and generative adversarial networks (GAN, [45]) have shown great success
of parameterizing G with DNNs. They further motivate a series of variants, which adopt
various DNN architectures to learn more complicated generative models [46, 47, 48, 49,
50].
Although the above methods cannot directly estimate the density of the target distribu-
tion, for certain applications, we can actually recover the density of G(Z). For example,
generative flow methods such as NICE [51], Real NVP [52], and Glow [53]) impose spar-
sity constraints on weight matrices, and exploit the hierarchical nature of DNNs to compute
the densities layer by layer. Specifically, NICE proposed in [51] denotes the transitions of
densities within a neural network as
Z
f0−→ h1 f1−→ h2 · · ·hm fm−→ G(Z),
where hi represents the hidden units of the i-th layer and fi is the transition function.
NICE suggest to restrict the Jacobian matrices of fi’s to be triangular. Therefore, fi’s are











Figure 3.1: An illustration of SPOT.
[40] propose a neural ordinary differential equation (neural ODE) approach to compute
the transition from Z to G(Z). Specifically, they introduce a dynamical formulation and
parameterizing the mapping G using DNNs with recursive structures: They use an ODE to
describe how the input Z gradually evolves towards the output G(Z) in continuous time,
dz/dt = ξ(z(t), t),
where z(t) denotes the continuous time interpolation ofZ, and ξ(·, ·) denotes a feedforward-
type DNN. Without loss of generality, we choose z(0) = Z and z(1) = G(Z). Then under
certain regularity conditions, the mapping G(·) is guaranteed to be reversible, and the den-
sity of G(Z) can be computed in O(d) time, where d is the dimension of Z [54].
3.3 Scalable OT with Pushforward
To achieve better efficiency and scalability, we propose a new framework — named SPOT
(Scalable Pushforward of Optimal Transport) — for solving the optimal transport prob-
lem. Recall that we aim to find an optimal joint distribution γ given by (Equation 3.1).
LetW1(X,µ) denotes the standard Wasserstein metric between a random vector X and a
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whereF1 denotes the class of all 1-Lipschitz functions from Rd to R. Note thatW1(X,µ) =




E(X,Y )∼γ[c(X, Y )], subject to W1(X,µ) = 0, W1(Y, ν) = 0. (3.5)
As mentioned earlier, solving γ in the space of all continuous distributions is generally
intractable. Thus, we adopt the push-forward method, which introduces a mapping G from
some latent variableZ to (X, Y ). Recall that we denote (X, Y ) = G(Z) = (GX(Z), GY (Z))
as shown in (Equation 3.2). The latent variable Z follows some distribution ρ that is easy
to sample. By the Lagrangian multiplier method and the Kantorovich-Rubinstein duality




ηX ,ηY ,λX∈F1,λY ∈F1
EZ∼ρ[c(GX(Z), GY (Z))]
+ ηXEZ∼ρ[λX(GX(Z))]− EU∼µ[λX(U)] + ηYEZ∼ρ[λY (GY (Z))]− EV∼ν [λY (V )].
(3.6)
Motivated by [24], we then further parameterize G, λX , and λY with neural networks2. We
denote G as the class of neural networks for parameterizing G and similarly F1X and F1Y as
the classes of 1-Lipschitz functions for λX and λY , respectively.
Since G, FX , and FY are only finite classes, our parameterization of G cannot exactly
represent any continuous distributions of (X, Y ) (only up to a small approximation error
with sufficiently many neurons). Then the marginal distribution constraints, GX(Z) ∼ µ
2Using a single neural network to parameterize G encourages parameter sharing between GX and GY . In
fact, we can also parameterize GX and GY with different neural networks.
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and GY (Z) ∼ ν, are not necessarily satisfied. Therefore, the Lagrangian multipliers can
be unbounded and the equilibrium of (Equation 3.6) does not necessarily exist. To address











EZ∼ρ[λX(GX(Z))]− EX∼µ[λX(X)] + EZ∼ρ[λY (GY (Z))]− EY∼ν [λY (Y )]
)
. (3.7)
We apply alternating stochastic gradient algorithm to solve (Equation 3.7): in each itera-
tion, we perform a few steps of gradient ascent on λX and λY , respectively for a fixed G,
followed by one-step gradient descent on G for fixed λX and λY . We use Spectral Nor-
malization (SN, [56]) to control the Lipschitz constant of λX and λY being smaller than
1. Specifically, SN constrains the spectral norm of each weight matrix W by SN(W ) =
W/σ(W ) in every iteration, where σ(W ) denotes the spectral norm of W . Note that σ(W )
can be efficiently approximated by a simple one-step power method [57]. Therefore, the
computationally intensive SVD can be avoided. We summarize the algorithm in Algorithm
Algorithm 3 with SN omitted.
Connection to Wasserstein Generative Adversarial Networks (WGANs): Our pro-
posed framework (Equation 3.7) can be viewed as a multi-task learning version of Wasser-
stein GANs [39, 58]. Specifically, the mapping G can be viewed as a generator that gen-
erates samples in the domains X and Y . The Lagrangian multipliers λX and λY can be
viewed as discriminators that evaluate the discrepancies of the generated sample distribu-
tions and the target marginal distributions. By restricting λX ∈ F1X , EZ∼ρ[λX(GX(Z))]−
EX∼µ[λX(X)] essentially approximates the Wasserstein distance between the distributions
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Algorithm 3 Mini-batch Primal Dual Stochastic Gradient Algorithm for SPOT
Require: Datasets {xi}Ni=1 ∼ µ, {yj}Mj=1 ∼ ν; Initialized networks G, λX , and λY with
parameters w, θ, and β, respectively; α, the learning rate; ncritic, the number of gradient
ascent for λX and λY ; n, the batch size
while w not converged do
for t = 1, 2, · · · , ncritic do
Sample mini-batch {xi}ni=1 from {xi}Ni=1
Sample mini-batch {yj}nj=1 from {yj}Mj=1
Sample mini-batch {zk}nk=1 from ρ
gθ ← ∇θ(η 1n
∑n
k=1 λX,θ(GX,w(zk))− η 1n
∑n
i=1 λX,θ(xi))
gβ ← ∇β(η 1n
∑n
k=1 λY,β(GY,w(zk))− η 1n
∑n
i=1 λY,β(yi))
θ ← θ + αgθ, β ← β + αgβ
end for
Sample mini-batch {zk}nk=1 from ρ
gw ← ∇w( 1n
∑n









w ← w + αgw
end while
of GX(Z) and X under the Euclidean ground cost ([55], the same holds for Y ). Denote
R(GX , GY ) = EZ∼ρ[c(GX(Z), GY (Z))], and
dw(GX , X) = max
λX∈F1X
EZ∼ρ[λX(GX(Z))]− EX∼µ[λX(X)].





dw(GX , X) + dw(GY , Y )
)
+R(GX , GY ), (3.8)
which essentially learns two Wasserstein GANs with a joint generator G through the regu-
larizerR. An illustrative example is provided in Figure Figure 3.1.
Extension to Multiple Marginal Distributions: Our proposed framework can be
straightforwardly extended to more than two marginal distributions. Consider the ground
cost function c taking m inputs X1, . . . , Xm with Xi ∼ µi for i = 1, . . . ,m. Then the
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optimal transport problem (Equation 3.1) becomes the multi-marginal problem [59]:
γ∗ = argmin
γ∈Π(µ1,µ2,··· ,µm)
Eγ[c(X1, X2, · · · , Xm)], (3.9)
where Π(µ1, µ2, · · · , µm) denotes all the joint distributions with marginal distributions sat-
isfying Xi ∼ µi for all i = 1, . . . ,m. Following the same procedure for two distributions,







EZ∼ρ[c(GX1(Z), · · · , GXm(Z))] +
∑m
i=1 (EZ∼ρ[λXi(GXi(Z))]− EXi∼µi [λXi(Xi)]) ,
where G and λXi’s are all parameterized by neural networks. Existing methods for solving
the multi-marginal problem (Equation 3.9) suggest to discretize the support of the joint
distribution using a refined grid. For complex distributions, the grid size needs to be very
large and can be exponential inm [55]. Our parameterization method actually only requires
at most 2m neural networks, which further corroborates the scalability and efficiency of our
framework.
3.4 SPOT for Regularized Density Recovery
Existing literature has shown that entropy-regularized optimal transportation outperforms
the un-regularized counterpart in some applications [60, 2]. This is because the entropy
regularizer can tradeoff the estimation bias and variance by controlling the smoothness of
the density function.
We demonstrate how to efficiently recover the density pγ of the transport plan with
entropy regularization. Instead of parameterizing G by a feedforward neural network, we
choose the neural ODE approach, which uses neural networks to approximate the transition
from input Z towards output G(Z) in the continuous time. Specifically, we take z(0) = Z
and z(1) = G(Z). Let z(t) be the continuous interpolation of Z with density p(t) varying
according to time t. We split z(t) into z1(t) and z2(t) such that dim(z1) = dim(X) and
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dim(z2) = dim(Y ). We then write the neural ODE as
dz1/dt = ξ1(z(t), t), dz2/dt = ξ2(z(t), t), (3.10)
where ξ1 and ξ2 capture the dynamics of z(t). We parameterize ξ = (ξ1, ξ2) by a neural
network with parameter w. We can describe the dynamics of the joint density p(t) in the
following proposition.
Proposition 1. Let z, z1, z2, ξ1 and ξ2 be defined as above. Suppose ξ1 and ξ2 are uniformly
Lipschitz continuous in z (the Lipschitz constant is independent of t) and continuous in t.




















are Jacobian matrices of ξ1 and ξ2 with respect to z1 and z2, respectively.
Proposition 1 is a direct result of Theorem 1 in [40]. We can now recover the joint
density by taking pγ = p(1), which further enables us to efficiently compute the entropy
regularizer defined as
H(pγ) = EG(Z)∼γ[log pγ(G(Z))].
Then we consider the entropy regularized Wasserstein distance Lc(G, λX , λY ) + εH(pγ)
where Lc(G, λX , λY ) is the objective function in (Equation 3.7). Note that here G is a
functional operator of ξ, and hence parameterized with w. The training algorithm follows
Algorithm Algorithm 3, except that updating G becomes more complex due to involving
the neural ODE and the entropy regularizer.
To update G, we are essentially updating w using the gradient gw = ∂(Lc + εH)/∂w,
where ε is the regularization coefficient. First we compute ∂Lc/∂w. We adopt the integral
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where a(t) = ∂Lc/∂z(t) is the so-called “adjoint variable”. The detailed derivation is
slightly involved due to the complicated terms in the chain rule. We refer the readers to
[40] for a complete argument. The advantage of introducing a(t) is that we can compute






Then we can use a well developed numerical method to compute (Equation 3.12) efficiently
[61]. Next, we compute ∂H/∂w in a similar procedure with a(t) replaced by b(t) =










Using the same numerical method, we can compute ∂H/∂w, which eventually allows us
to compute gw and update w.
3.5 SPOT for Domain Adaptation
Optimal transport has been used in domain adaptation, but existing methods are either
computationally inefficient [62, 63], or cannot achieve a state-of-the-art performance [64].
Here, we demonstrate that SPOT can tackle large scale domain adaptation problems with
state-of-the-art performance.
Specifically, we obtain labeled source data {xi} ∼ µ, where each data point is associ-
ated with a label vi, and target data {yj} ∼ ν with unknown labels. For simplicity, we use
X and Y to denote the random vectors following distributions µ and ν, respectively. The
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two distributions µ and ν can be coupled in a way that each paired samples of (X, Y ) from
the coupled joint distribution are likely to have the same label. In order to identify such
coupling information between source and target data, we propose a new OT-based domain
adaptation method — DASPOT (Domain Adaptation with SPOT) as follows.
Specifically, we jointly train an optimal transport plan and two classifiers for X and
Y (denoted by DX and DY , respectively). Each classifier is a composition of two neural
networks — an embedding network and a decision network. For simplicity, we denote
DX = De,X ◦ Dc,X , where De,X denotes the embedding network, and Dc,X denotes the
decision network (respectively for DY = De,Y ◦Dc,Y ). We expect the embedding networks
to extract high level features of the source and target data, and then find an optimal transport
plan to align X and Y based on these high level features using SPOT. Here we choose a
ground cost
c(x, y) = ‖De,X(x)−De,Y (y)‖2. (3.13)
Let G denote the generator of SPOT. The Wasserstein distance of such an OT problem can
be written as EZ‖De,X(GX(Z))−De,Y (GY (Z))‖2.
Meanwhile, we train DX by minimizing the empirical risk 1n
∑n
i=1[E(DX(xi), vi)],
where E denotes the cross entropy loss function, and train DY by minimizing
EZ [E(DY (GY (Z)), argmax
k
[DX(GX(Z))]k)], (3.14)
where [v]k denotes the k-th entry of the vector v. The risk function defined in (Equation 3.14)
essentially encouragesDX andDY to predict each paired (synthetic) samples of (GX(Z), GY (Z))
to have the same label.
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+ ηdaEZ [E(DY (GY (Z)), argmax
k
[DX(GX(Z))]k)],
whereLc(G, λX , λY ) is the objective function in (Equation 3.7) with c defined in (Equation 3.13),
and ηs, ηda are the tuning parameters.
3.6 Experiments
We evaluate the SPOT framework on various tasks: Wasserstein distance approximation,
density recovery, paired sample generation and domain adaptation. All experiments are
implemented with PyTorch using one GTX1080Ti GPU and a Linux desktop computer
with 32GB memory, and we adopt the Adam optimizer with configuration parameters 0.5
and 0.999 [65].
3.6.1 Wasserstein Distance (WD) Approximation
We first demonstrate that SPOT can accurately and efficiently approximate the Wasserstein
distance. We take the Euclidean ground cost, i.e. c(x, y) = ‖x− y‖. Then
EG(Z)∼γ∗ [c(GX(Z), GY (Z))]
essentially approximates the Wasserstein distance. We take the marginal distributions µ and
ν as two Gaussian distributions in R2 with the same identity covariance matrix. The means
are (−2.5, 0)> and (2.5, 0)>, respectively. We find the Wasserstein distance between µ and
ν equal to 5 by evaluating its closed-form solution. We generate n = 105 samples from
both distributions µ and ν, respectively. Note that naively applying discretization-based
algorithms by dividing the support according to samples requires at least 40 GB memory,
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(a) LR =10−3 (b) LR =10−4 (c) LR =10−5
Figure 3.2: Comparison of convergence between SPOT and ROT. All the curves are aver-
aged over 50 runs with different random seeds, and the shaded areas represent the standard
deviation.
which is beyond the memory capability.
We parameterize GX , GY , λX , and λY with fully connected neural networks without
sharing parameters. All the networks use the Leaky-ReLU activation [66]. GX and GY
have 2 hidden layers. λX and λY have 1 hidden layer. The latent variable Z follows the
standard Gaussian distribution in R2. We take the batch size equal to 100.
WD vs. Number of Epochs. We compare the algorithmic behavior of SPOT and
Regularized Optimal Transport (ROT, [34]) with different regularization coefficients. For
SPOT, we set the number of units in each hidden layer equal to 8 and η = 104. For ROT,
we adopt the code from the authors3 with only different input samples, learning rates, and
regularization coefficients.
Figure Figure 3.2 shows the convergence behavior of SPOT and ROT for approximat-
ing the Wasserstein distance between µ and ν with different learning rates. We observe
that SPOT converges to the true Wasserstein distance with only 0.6%, 0.3%, and 0.3% rel-
ative errors corresponding to Learning Rates (LR) 10−3, 10−4, and 10−5, respectively. In
contrast, ROT is very sensitive to its regularization coefficient. Thus, it requires extensive
tuning to achieve a good performance.
WD vs. Number of Hidden Units. We then explore the adaptivity of SPOT by in-
creasing the network size, while the input data are generated from some low dimensional
distribution. Specifically, the number of hidden units per layer varies from 2 to 210. Recall
that we parameterize G with two 2-hidden-layer neural networks, and λX , λY with two 1-
hidden-layer neural networks. Accordingly, the number of parameters in G varies from 36
3https://github.com/vivienseguy/Large-Scale-OT
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Figure 3.3: Box plots of relative errors of the estimated Wasserstein distance with respect
to the number of hidden units per layer. The results are averaged over 50 independent runs.
to about 2×106, and that in λX or λY varies from 12 to about 2, 000. The tuning parameter
η also varies corresponding to the number of hidden units in λX , λY . We use η = 105 for
21, 22 and 23 hidden units per layer, η = 2 × 104 for 24, 25 and 26 hidden units per layer,
η = 104 for 27 and 28 hidden units per layer, η = 2 × 103 for 29, and 210 hidden units per
layer.
Figure Figure 3.3 shows the estimated WD with respect to the number of hidden units
per layer. For large neural networks that have 29 or 210 hidden units per layer, i.e., 5.2×105
or 2.0×106 parameters, the number of parameters is far larger than the number of samples.
Therefore, the model is heavily overparameterized. As we can observe in Figure Figure 3.3,
the relative error however, does not increase as the number of parameters grows. This
suggests that SPOT is quite robust with respect to the network size.
3.6.2 Density Recovery
We demonstrate that SPOT can effectively recover the joint density with entropy regular-
ization. We adopt the neural ODE approach as described in Section section 3.4. Denote
φ(a, b) as the density of the Gaussian distribution N(a, b). We take the marginal distribu-
tions µ and ν as (1) Gaussian distributions φ(0, 1) and φ(2, 0.5); (2) mixtures of Gaussian
1
2
φ(−1, 0.5) + 1
2
φ(1, 0.5) and 1
2
φ(−2, 0.5) + 1
2
φ(2, 0.5). The ground cost is the Euclidean
square function, i.e., c(x, y) = ‖x − y‖2. We run the training algorithm for 6 × 105 it-
erations and in each iteration, we generate 500 samples from µ and ν, respectively. We
parameterize ξ with a 3-hidden-layer fully-connected neural network with 64 hidden units
per layer, and the latent dimension is 2. We take η = 106.
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Figure 3.4: Visualization of the marginal distributions and the joint density of the optimal
transport plan.
Figure 3.5: Generated samples of SPOT and CoGAN on the MNIST-MNISTM task.
Figure Figure 3.4 shows the input marginal densities and heat maps of output joint den-
sities. We can see that a larger regularization coefficient ε yields a smoother joint density
for the optimal transport plan. Note that with continuous marginal distributions and the
Euclidean square ground cost, the joint density of the unregularized optimal transport de-
generates to a generalized impulse function (i.e., a generalized Dirac δ function that has
nonzero value on a manifold instead of one atom, as shown in [67, 68]). Entropy regular-
ization prevents such degeneracy by enforcing smoothness of the density.
3.6.3 Sample Generation
We show that SPOT can generate paired samples (GX(Z), GY (Z)) from unpaired data X
and Y that are sampled from marginal distributions µ and ν, respectively.
Synthetic Data. We take the squared Euclidean cost, i.e. c(x, y) = ‖x−y‖2, and adopt
the same implementation and sample size as in Section subsection 3.6.1 with learning rate
10−3 and 32 hidden units per layer. Figure Figure 3.6 illustrates the input samples and
the generated samples with two sets of different marginal distributions: The upper row
corresponds to the same Gaussian distributions as in Section subsection 3.6.1. The lower
row takes X as Gaussian distribution with mean (−2.5, 0)> and covariance 0.5I , Y as
(sin(Y1) + Y2, 2Y1 − 3)>, where Y1 follows a uniform distribution on [0, 3], and Y2 follows
a Gaussian distribution N(2, 0.1).
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Figure 3.6: Visualization of input samples and generated samples. The black lines repre-
sent the paired relation.
We observe that the generated samples and the input samples are approximately iden-
tically distributed. Additionally, the paired relationship is as expected – the upper mass is
transported to the upper region, and the lower mass is transported to the lower region.
Real Data. We next show SPOT is able to generate high quality paired samples from
two unpaired real datasets: MNIST [69] and MNISTM [70]. The handwritten digits in
MNIST and MNISTM datasets have different backgrounds and foregrounds (see Figrue
Figure 3.5). The digits in paired images however, are expected to have similar contours.
We leverage this prior knowledge4 by adopting a semantic-aware cost function [72] to





j=1 ‖|Ci ∗ xj| − |Ci ∗ yj|‖F ,
where C1 and C2 denote the Sobel filter [73], and xjs and yjs are the three channels of RGB
4For OT problems, c can be viewed as a way to add prior knowledge to the problem [71].
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with C1 and C2 defining two extraction directions.
We now use separate neural networks to parameterizeGX andGY instead of takingGX
and GY as outputs of a common network. Note that GX and GY does not share parameters.
Specifically, we use two 4-layer convolutional layers in each neural network for GX or GY ,
and two 5-layer convolutional neural networks for λX and λY . The batch size is 32, and
we train the framework with 2× 105 iterations until the generated samples become stable.
Figure Figure 3.5 shows the generated samples of SPOT. We also reproduce the results
of CoGAN with the code from the authors5. As can be seen, with approximately the same
network size, SPOT yields paired images with better quality than CoGAN: The contours
of the paired results of SPOT are nearly identical, while the results of CoGAN have no
clear paired relation. Besides, the images corresponding to GY (Z) in SPOT have colorful
foreground and background, while in CoGAN there are only few colors. Recall that in
SPOT, the paired relation is encouraged by ground cost c, and in CoGAN it is encouraged
by sharing parameters. By leveraging prior knowledge in ground cost c, the paired relation
is more accurately controlled without compromising the quality of the generated images.
We further test our framework on more complex real datasets: Photo-Monet dataset
[74] and Edges-Shoes dataset [75]. We adopt the Euclidean cost function for Photo-Monet
dataset, and the semantic-aware cost function as in MNIST-MNISTM for Edges-Shoes
dataset. Other implementations remain the same as the MNIST-MINSTM experiment.
Figure Figure 3.7 demonstrates the generated samples of both datasets. We observe that
the generated images have a desired paired relation: For each Z, GX(Z) and GY (Z) gives
5https://github.com/mingyuliutw/CoGAN
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Figure 3.7: Generated samples of SPOT on Photos-Monet and Sketches-Shoes datasets.
Table 3.1: Domain Adaptation Experiments on multiple tasks.
Source MNIST USPS SVHN MNIST
Target USPS MNIST MNIST MNISTM
ROT 72.6% 60.5% 62.9% −
StochJDOT 93.6% 90.5% 67.6% 66.7%
DeepJDOT 95.7% 96.4% 96.7% 92.4%
DASPOT 97.5% 96.5% 96.2% 94.9%
a pair of corresponding scenery and shoe. The generated images are also of high quality,
especially considering that Photo-Monet dataset is a pretty small but complex dataset with
6,288 photos and 1,073 paintings.
3.6.4 Domain Adaptation
We choose ηs = 103 for all experiments. We set ηda = 0 for the first 105 iteration to wait
the generators to be well trained. Then we set ηda = 10 for the next 3 × 105 iteration. We
take totally 4 × 105 iterations, and set the learning rate equal to 10−4 and batch size equal
to 128 for all experiments.
We evaluate DASPOT with the MNIST, MNISTM, USPS [76], and SVHN [77] datasets.
We denote a domain adaptation task as Source Domain → Target Domain. For the tasks
MNIST→ USPS, USPS→ MNIST and MNIST→ MNISTM, we use three 4-layer net-
works for D,λX ,and λY , and two 5-layer networks for GX and GY . For the task SVHN
→ MNIST, we use three 5-layer downsampling ResNets [78] for D,λX , and λY , and two
5-layer upsampling ResNets for GX and GY .
We compare the performance of DASPOT with other optimal transport based domain
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adaptation methods: ROT [64], StochJDOT [63] and DeepJDOT [63]. As can be seen in
Table Table 3.1, DASPOT achieves equal or better performances on all the tasks.
Moreover, we show that DeepJDOT is not as efficient as DASPOT. For example, in the
MNIST → USPS task, DASPOT requires 169s running time to achieve a 95% accuracy,
while DeepJDOT requires 518s running time to achieve the same accuracy. The reason be-
hind is that DeepJDOT needs to solve a series of optimal transport problems using Sinkhorn
algorithm. The implementation of DeepJDOT is adapted from the authors’ code6.
3.7 Discussion
Existing literature shows that several stochastic algorithms can efficiently compute the
Wasserstein distance between two continuous distributions. These algorithms, however,
only apply to the dual of the OT problem (Equation 3.1), and cannot provide the optimal
transport plan. For example, [33] suggest to expand the dual variables in two reproducing
kernel Hilbert spaces. They then apply the Stochastic Averaged Gradient (SAG) algorithm
to compute the optimal objective value of OT with continuous marginal distributions or
semi-discrete marginal distributions (i.e., one marginal distribution is continuous and the
other is discrete). The follow-up work, [34], parameterize the dual variables with neural
networks and apply the Stochastic Gradient Descent (SGD) algorithm to eventually achieve
a better convergence. These two methods can only provide the optimal transport plan and
recover the joint density when the densities of the marginal distributions are known. This
is prohibitive in most applications, since we only have access to the empirical data. Our
framework actually allows us to efficiently compute the joint density from the transforma-




We propose the SPOT (Scalable Pushforward of Optimal Transport) framework to effi-
ciently solve optimal transport problems. Specifically, we approximate optimal transport
plan as a generative model parameterized by a deep neural network, and cast the optimal
transport problem into a minimax optimization problem. We then introduce how to recover
the density of the transport plan. Numerical experiments illustrate that SPOT not only has
favorable convergence behavior, but is also capable to efficiently generate authentic sam-




DIFFERENTIABLE TOP-K OPERATOR WITH OPTIMAL TRANSPORT
4.1 Introduction
The top-k operation, i.e., finding the k largest or smallest elements from a set, is widely
used for predictive modeling in information retrieval, machine learning, and data mining.
For example, in image retrieval [79, 80, 81], one needs to query the k nearest neighbors of
an input image under certain metrics; in the beam search [82, 83] algorithm for neural ma-
chine translation, one needs to find the k sequences of largest likelihoods in each decoding
step.
Although the ubiquity of top-k operation continues to grow, the operation itself is dif-
ficult to be integrated into the training procedure of a predictive model. For example, we
consider a neural network-based k-nearest neighbor classifier. Given an input, we use the
neural network to extract features from the input. Next, the extracted features are fed into
the top-k operation for identifying the k nearest neighbors under some distance metric. We
then obtain a prediction based on the k nearest neighbors of the input. In order to train such
a model, we choose a proper loss function, and minimize the average loss across training
samples using (stochastic) first-order methods. This naturally requires the loss function
being differentiable with respect to the input at each update step. Nonetheless, the top-
k operation does not exhibit an explicit mathematical formulation: most implementations
of the top-k operation, e.g., bubble algorithm and QUICKSELECT [84], involve operations on
indices such as indices swapping. Consequently, the training objective is difficult to for-
mulate explicitly.
Alternative perspective — taking the top-k operation as an operator — still cannot
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Figure 4.1: Indicator vector with respect to input scores. Left: original top-k operator;
right: SOFT top-k operator.
resolve the differentibility issue. Specifically, the top-k operator1 maps a set of inputs
x1, . . . , xn to an index vector {0, 1}n. Whereas the Jacobian matrix of such a mapping is
not well defined. As a simple example, consider two scalars x1, x2. The top-1 operation as
in Figure Figure 4.1 returns a vector [A1, A2]>, with each entry denoting whether the scalar
is the larger one (1 for true, 0 for false). Denote A1 = f(x1, x2). For a fixed x2, A1 jumps
from 0 to 1 at x1 = x2. It is clear that f is not differentiable at x1 = x2, and the derivative
is identically zero otherwise.
Due to the aforementioned difficulty, existing works resort to two-stage training for
models with the top-k operation. We consider the neural network-based k-nearest neighbor
classifier again. As proposed in [85], one first trains the neural network using some sur-
rogate loss on the extracted features, e.g., using softmax activation in the output layer and
the cross-entropy loss. Next, one uses the k-nearest neighbor for prediction based on the
features extracted by the well-trained neural network. This training procedure, although
circumventing the top-k operation, makes the training and prediction misaligned; and the
actual performance suffers.
In this work, we propose the SOFT (Scalable Optimal transport-based diFferenTiable)
top-k operation as a differentiable approximation of the standard top-k operation in Sec-
tion. section 4.2. Specifically, motivated by the implicit differentiation [86, 87, 88, 89]
techniques, we first parameterize the top-k operation in terms of the optimal solution of an
Optimal Transport (OT) problem. Such a re-parameterization is still not differentiable with
respect to the input. To rule out the discontinuity, we impose entropy regularization to the
1Throughout the rest of the paper, we refer to the top-k operator as the top-k operation.
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optimal transport problem, and show that the optimal solution to the Entropic OT (EOT)
problem yields a differentiable approximation to the top-k operation. Moreover, we prove
that under mild assumptions, the approximation error can be properly controlled.
We then develop an efficient implementation of the SOFT top-k operation in Sec-
tion. section 4.3. Specifically, we solve the EOT problem via the Sinkhorn algorithm [2].
Given the optimal solution, we can explicitly formulate the gradient of SOFT top-k oper-
ation using the KKT (Karush-Kuhn-Tucker) condition. As a result, the gradient at each
update step can be efficiently computed with complexity O(n), where n is the number of
elements in the input set to the top-k operation.
Our proposed SOFT top-k operation allows end-to-end training, and we apply SOFT
top-k operation to kNN for classification in Section section 4.4, beam search in Section sec-
tion 4.5 and learning sparse attention for neural machine translation in Section section 4.6.
The experimental results demonstrate significant performance gain over competing meth-
ods, as an end-to-end training procedure resolves the misalignment between training and
prediction.
Notations. We denote ‖ · ‖2 as the `2 norm of vectors, ‖ · ‖F as the Frobenius norm of
matrices. Given two matrices B,D ∈ Rn×m, we denote 〈B,D〉 as the inner product, i.e.,
〈B,D〉 = ∑n,mi=1,j=1 BijDij . We denote BD as the element-wise multiplication of B and
D. We denote 1(·) as the indicator function, i.e., the output of 1(·) is 1 if the input condition
is satisfied, and is 0 otherwise. For matrix B ∈ Rn×m, we denote Bi,: as the i-th row of the




For a vector b ∈ Rn, we denote diag(b) as the matrix where the i-th diagonal entries is bi.
4.2 SOFT Top-k Operator




Given a set of scalars X = {xi}ni=1, the standard top-k operator returns a vector A =




1, if xi is a top-k element in X ,
0, otherwise.
In this work, our goal is to design a smooth relaxation of the standard top-k operator, whose
Jacobian matrix exists and is smooth. Without loss of generality, we refer to top-k elements
as the smallest k elements.
4.2.2 Parameterizing Top-k Operator as OT Problem
We first show that the standard top-k operator can be parameterized in terms of the solution
of an Optimal Transport (OT) problem [1, 90]. We briefly introduce OT problems for self-
containedness. An OT problem finds a transport plan between two distributions, while the
expected cost of the transportation is minimized. We consider two discrete distributions
defined on supports A = {ai}ni=1 and B = {bj}mj=1, respectively. Denote P({ai}) = µi
and P({bj}) = νj , and let µ = [µ1, . . . , µn]> and ν = [ν1, . . . , νm]>. We further denote
C ∈ Rn×m as the cost matrix with Cij being the cost of transporting mass from ai to bj .
An OT problem can be formulated as
Γ∗ = argmin
Γ≥0
〈C,Γ〉, s.t., Γ1m = µ, Γ>1n = ν, (4.1)
where 1 denotes a vector of ones. The optimal solution Γ∗ is referred to as the optimal
transport plan.
In order to parameterize the top-k operator using the optimal transport plan Γ∗, we set
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the support A = X and B = {0, 1} in (Equation 4.1), with µ, ν defined as
µ = 1n/n, ν = [k/n, (n− k)/n]>.
We take the cost to be the squared Euclidean distance, i.e., Ci1 = x2i and Ci2 = (xi−1)2 for
i = 1, . . . , n. We then establish the relationship between the output A of the top-k operator
and Γ∗.
Proposition 2. Consider the setup in the previous paragraph. Without loss of generality,
we assume X has no duplicates. Then the optimal transport plan Γ∗ of (Equation 4.1) is
Γ∗σi,1 =

1/n, if i ≤ k,




0, if i ≤ k,
1/n, if k + 1 ≤ i ≤ n,
(4.3)
with σ being the sorting permutation, i.e., xσ1 < xσ2 < · · · < xσn . Moreover, we have
A = nΓ∗ · [1, 0]>. (4.4)

























Therefore, to minimize 〈C,Γ〉, it suffices to maximize∑ni=1 xiΓi,2. It is straightforward to
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Figure 4.2: Illustration of the optimal transport plan with input X =




]>. In this way, 5











for any i = 1, . . . , n. Hence, maximizing
∑n
i=1 xiΓi,2 is essentially selecting the largest
n−K elements from X , and the maximum is attained at
Γ∗σi,2 =

0, if i ≤ k,
1/n, if k + 1 ≤ i ≤ n.
The constraint Γ1m = µ further implies that Γ∗i,1 satisfies (Equation 4.2). Thus, A can be
parameterized as A = nΓ∗ · [1, 0]>.
Figure Figure 4.2 illustrates the corresponding optimal transport plan for parameteriz-
ing the top-5 operator applied to a set of 7 elements. As can be seen, the mass from the 5
closest points is transported to 0, and meanwhile the mass from the 2 remaining points is
transported to 1. Therefore, the optimal transport plan exactly indicates the top-5 elements.
4.2.3 Smoothing by Entropy Regularization
We next rule out the discontinuity of (Equation 4.1) to obtain a smoothed approximation to
the standard top-k operator.




s.t., Γ1m = µ,Γ
>1n = ν,
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(a) ε = 10−3 (b) ε = 5× 10−3 (c) ε = 10−2 (d) ε = 5× 10−2
Figure 4.3: Color maps of Γε (upper) and the corresponding scatter plots of values in Aε
(lower), where X contains 50 standard Gaussian samples, and K = 5. The scatter plots
show the correspondence of the input X and output Aε.
where h(Γ) =
∑
i,j Γij log Γij is the entropy regularizer. We define A
ε = nΓ∗,ε · [0, 1]>
as a smoothed counterpart of output A in the standard top-k operator. Accordingly, SOFT
top-k operator is defined as the mapping from X to Aε. We show that the Jacobian matrix
of SOFT top-k operator exists and is nonzero in the following theorem.
Theorem 3. For any ε > 0, SOFT top-k operator: X 7→ Aε is differentiable, as long as the
cost Cij is differentiable with respect to xi for any i, j. Moreover, the Jacobian matrix of
SOFT top-k operator always has a nonzero entry for any X ∈ Rn.
The proof can be found in Appendix section C.1. We remark that the entropic OT
(Equation 4.5) is computationally more friendly, since it allows the usage of first-order
algorithms [2].
The Entropic OT introduces bias to the SOFT top-k operator. The following theorem
shows that such a bias can be effectively controlled.
Theorem 4. Given a distinct sequence X and its sorting permutation σ, with Euclidean
square cost function, for the proposed top-k solver we have




Therefore, with a small enough ε, the output vector Aε can well approximate A, es-
pecially when there is a large gap between xσk and xσk+1 . Besides, Theorem 5 suggests
a trade-off between the bias and regularization of SOFT top-k operator. See Section sec-
tion 4.8 for a detailed discussion.
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Figure 4.4: Illustration of the optimal transport plan for sorted top-k with input X =






]> and B =
[0, 1, 2]>. In this way, the smallest score −0.2 aligns with 0, the second smallest score
0.1 aligns with 1, and the rest of the scores align with 2.
4.2.4 Sorted SOFT Top-k Operator
In some applications like beam search, we not only need to distinguish the top-k elements,
but also sort the top-k elements. For example, in image retrieval [81], the retrieved k
images are expected to be sorted. We show that our proposed SOFT top-k operator can be
extended to the sorted SOFT top-k operator.
Analogous to the derivation of the SOFT top-k operator, we first parameterize the sorted
top-k operator in terms of an OT problem. Specifically, we keep A = X and µ = 1n/n
and set
B = [0, 1, 2, · · · , k]>, and
ν = [1/n, · · · , 1/n, (n− k)/n]>.
One can check that the optimal transport plan of the above OT problem transports the
smallest element inA to 0 in B, the second smallest element to 1, and so on so forth. This in
turn yields the sorted top-k elements. Figure Figure 4.4 illustrates the sorted top-2 operator
and its corresponding optimal transport plan.
The sorted SOFT top-k operator is obtained similarly to SOFT top-k operator by solv-
ing the entropy regularized OT problem. We can show that the sorted SOFT top-k operator
is differentiable and the bias can be properly controlled.
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4.3 Efficient Implementation
We now present our implementation of SOFT top-k operator, which consists of 1) comput-
ing Aε from X and 2) computing the Jacobian matrix of Aε with respect to X . We refer to
1) as the forward pass and 2) as the backward pass.
Forward Pass. The forward pass from X to Aε can be efficiently computed using
Sinkhorn algorithm. Specifically, we run iterative Bregman projections [3], where at the








Here the division is entrywise, q(0) = 12/2, and G ∈ Rn×m with Gij = e−
Cij
ε . Denote p∗
and q∗ as the stationary point of the Bregman projections. The optimal transport plan Γ∗,ε




j . The algorithm is summarized in Algorithm Algorithm 4.
Algorithm 4 SOFT Top-k
Require: X = [xi]ni=1, k, ε, L
Y = [y1, y2]> = [0, 1]>
µ = 1n/n, ν = [k/n, (n−K)/n]>
Cij = |xi − yj|2, Gij = e−
Cij
ε , q = 12/2
for l = 1, · · · , L do
p = µ/(Gq), q = ν/(G>p)
end for
Γ = diag(p)G diag(q)
Aε = nΓ · [0, 1]>
Backward Pass. Given Aε, we compute the Jacobian matrix dAε
dX using implicit differ-
entiation and differentiable programming techinques. Specifically, the Lagrangian function
of Problem (Equation 4.5) is
L = 〈C,Γ〉 − ξ>(Γ1m − µ)− ζ>(Γ>1n − ν) + εH(Γ),
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where ξ and ζ are dual variables. The KKT condition implies that the optimal solution









Substituting (Equation 4.6) into the Lagrangian function, we obtain










We now compute the gradient of ξ∗ and ζ∗ with respect to C, such that we can obtain
dΓ∗,ε/dC by the chain rule applied to (Equation 4.6). Denote ω∗ = [(ξ∗)>, (ζ∗)>]>, and
φ(ω∗;C) = ∂L(ω∗;C)/∂ω∗. At the optimal dual variable ω∗, the KKT condition immedi-
ately yields
φ(ω∗;C) ≡ 0.























Combining (Equation 4.6), (Equation 4.7), Cij = (xi − yj)2, and Aε = nΓ∗,ε · [1, 0]>, the
Jacobian matrix dAε/dX can then be derived using the chain rule again.
The detailed derivation and the corresponding algorithm for computing the Jacobian
matrix can be found in Appendix section C.2. The time and space complexity of the derived
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Figure 4.5: Illustration of the entire forward pass of kNN.
algorithm is O(n) and O(kn) for top-k and sorted top-k operators, respectively. We also
include a Pytorch [92] implementation of the forward and backward pass in Appendix
section C.2 by extending the autograd automatic differentiation package.
4.4 k-NN for Image Classification
The proposed SOFT top-k operator enables us to train an end-to-end neural network-based
kNN classifier. Specifically, we receive training samples {Zi, yi}Ni=1 with Zi being the input
data and yi ∈ {1, . . . ,M} the label from M classes. During the training, for an input data
Zj (also known as the query sample), we associate a loss as follows. Denote Z\j as all the
input data excluding Zj (also known as the template samples). We use a neural network
to extract features from all the input data, and measure the pairwise Euclidean distances
between the extracted features of Z\j and that of Zj . Denote X\j,θ as the collection of these
pairwise distances, i.e.,
X\j,θ = {‖fθ(Z1)− fθ(Zj)‖2, ..., ‖fθ(Zj−1)− fθ(Zj)‖2,
‖fθ(Zj+1)− fθ(Zj)‖2, ..., ‖fθ(ZN)− fθ(Zj)‖2},
where fθ is the neural network parameterized by θ, and the subscript of X emphasizes its
dependence on θ.
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Next, we apply SOFT top-k operator to X\j,ω, and the returned vector is denoted by
Aε\j,θ. Let Y\j ∈ RM×(N−1) be the matrix by concatenating the one-hot encoding of labels
yi for i 6= j as columns, and Yj ∈ RM the one-hot encoding of the label yj . The loss of Zj
is defined as























Recall that the Jacobian matrix of Aε\j,θ exists and has no zero entries. This allows us to
utilize stochastic gradient descent algorithms to update θ in the neural network. Moreover,
since N is often large, to ease the computation, we randomly sample a batch of samples to
compute the stochastic gradient at each iteration.
In the prediction stage, we use all the training samples to obtain a predicted label of a
query sample. Specifically, we feed the query sample into the neural network to extract its
features, and compute pairwise Euclidean distances to all the training samples. We then
run the standard kNN algorithm [93] to obtain the predicted label.
4.4.1 Experiment
We evaluate the performance of the proposed neural network-based kNN classifier on two
benchmark datasets: MNIST dataset of handwritten digits [69] and the CIFAR-10 dataset
of natural images [95] with the canonical splits for training and testing without data aug-
mentation. We adopt the coefficient of entropy regularizer ε = 10−3 for MNIST dataset
and ε = 10−5 for CIFAR-10 dataset. Detailed settings of the model and training procedure
are deferred to Appendix section C.3.
Baselines. We consider several baselines:
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kNN+Softmax k times 99.3% 92.2%
CE+CNN [78] 99.0% 91.3%
kNN+SOFT Top-k 99.4% 92.6%
1. Standard kNN method.
2. Two-stage training methods: we first extract the features of the images, and then
perform kNN on the features. The feature is extracted using Principle Component
Analysis (PCA, top-50 principle components is adopted), autoencoder (AE), or a
pretrained Convolutional Neural Network (CNN) using the Cross-Entropy (CE) loss.
3. Differentiable ranking + kNN: This includes NeuralSort [96] and [94]. [94] is not
directly applicable, which requires some adaptation (see Appendix section C.3).
4. Stochastic kNN with Gumbel top-k relaxation [97]: The model is referred as Relax-
SubSample.
5. Softmax Augmentation for smoothed top-k operation: A combination of k softmax
operation is used to replace the top-k operator. Specifically, we recursively perform
softmax on X for k times (Similar idea appears in [98]). At the k-th iteration, we
mask the top-(k − 1) entries with negative infinity.
6. CNNs trained with CE without any top-k component2.
For the pretrained CNN and CNN trained with CE, we adopt identical neural networks
as our method.
2Our implementation is based on github.com/pytorch/vision.git
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Results. We report the classification accuracies on the standard test sets in Table Ta-
ble 4.1. On both datasets, the SOFT kNN classifier achieves comparable or better accura-
cies.
4.5 Beam Search for Machine Translation
Beam search is a popular method for the inference of Neural Language Generation (NLG)
models, e.g., machine translation models. Here, we propose to incorporate beam search
into the training procedure based on SOFT top-k operator.
4.5.1 Misalignment between Training and Inference
Denote the predicted sequence as y = [y(1), · · · , y(T )], and the vocabularies as {z1, · · · , zV }.
Consider a recurrent network based NLG model. The output of the model at the t-th de-
coding step is a probability simplex [P(y(t) = zi|h(t)]Vi=1, where h(t) is the hidden state
associated with the sequence y(1:t) = [y(1), ..., y(t)].
Beam search recursively keeps the sequences with the k largest likelihoods, and dis-
cards the rest. Specifically, at the (t + 1)-th decoding step, we have k sequences ỹ(1:t),i’s
obtained at the t-th step, where i = 1, ..., k indexes the sequences. The likelihood of ỹ(1:t),i
is denoted by Ls(ỹ(1:t),i). We then select the next k sequences by varying i = 1, . . . , k and
j = 1, . . . , V :
{ỹ(1:t+1),`}k`=1 = arg top-k[ỹ(1:t),i,zj ]Ls([ỹ(1:t),i, zj]).
where Ls([ỹ(1:t),i, zj]) is the likelihood of the sequence appending zj to ỹ(1:t),i defined as
Ls([ỹ(1:t),i, zj])=P(y(t+1) =zj|h(t+1),i)Ls(ỹ(1:t),i), (4.8)
and h(t+1),i is the hidden state generated from ỹ(1:t),i. Note that zj’s and ỹ(1:t),i’s together
yield V k choices. Here we abuse the notation: ỹ(1:t+1),` denotes the `-th selected sequence
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at the (t + 1)-th decoding step, and is not necessarily related to ỹ(1:t),i at the t-th decoding
step, even if i = `.
For t = 1, we set ỹ(1) = zs as the start token, Ls(y(1)) = 1, and h(1) = he as the
output of the encoder. We repeat the above procedure, until the end token is selected or the
pre-specified max length is reached. At last, we select the sequence y(1:T ),∗ with the largest
likelihood as the predicted sequence.
Moreover, the most popular training procedure for NLG models directly uses the so-
called “teacher forcing” framework. As the ground truth of the target sequence (i.e., gold





P(y(t) = ȳ(t)|h(t)(ȳ(1:t-1))). (4.9)
As can be seen, such a training framework only involve the gold sequence, and cannot
take the uncertainty of the recursive exploration of the beam search into consideration.
Therefore, it yields a misalignment between model training and inference [99], which is
also referred as exposure bias [83].
4.5.2 Differential Beam Search with Sorted SOFT Top-k
To mitigate the aforementioned misalignment, we propose to integrate beam search into
the training procedure, where the top-k operator in the beam search algorithm is replaced
with our proposed sorted SOFT top-k operator proposed in Section subsection 4.2.4.
Specifically, at the (t + 1)-th decoding step, we have k sequences denoted by E(1:t),i,
where i = 1, ..., k indexes the sequences. Here E(1:t),i consists of a sequence of D-
dimensional vectors, where D is the embedding dimension. We are not using the tokens,
and the reason behind will be explained later. Let h̃(t),i denote the hidden state generated
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from E(1:t),i. We then consider
X (t) = {−Ls([E(1:t),i, wj]), j = 1, ..., V, i = 1, ..., k},
where Ls(·) is defined analogously to (Equation 4.8), and wj ∈ RD is the embedding of
token zj .
Recall that ε is the smoothing parameter. We then apply the sorted SOFT top-k operator
to X (t) to obtain {E(1:t+1),`}k`=1, which are k sequences with the largest likelihoods. More
precisely, the sorted SOFT top-k operator yields an output tensor A(t),ε ∈ RV×k×k, where
A
(t),ε
ji,` denotes the smoothed indicator of whether [E













where r denotes the index i (for E(1:t),i’s) associated with the index ` (for E(1:t+1),`’s).










where h(t),i is the intermediate hidden state generated by the decoder based on E(1:t),i.
After decoding, we select the sequence with largest likelihood E(1:T ),∗, and maximize





We provide the sketch of training procedure in Algorithm Algorithm 5, where we de-
note logit(t),i as [logP(y(t+1) = ωj|h̃(t),i(E(1:t),i))]Vj=1, which is part of the output of the
decoder. More technical details (e.g., backtracking algorithm for finding the index r in
(Equation 4.10)) are provided in Appendix section C.3.
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Algorithm 5 Beam search training with SOFT Top-k
Require: Input sequence s, target sequence ȳ; embedding matrix W ∈ RV×D; max length
T ; k; regularization coefficient ε; number of Sinkhorn iteration L
h̃
(1)
i = he = Encoder(s), E
(1),i = ws
for t = 1, · · · , T − 1 do
for i = 1, · · · , k do
logit(t),i, h(t),i = Decoder(E(t),i, h̃(t),i)
logLs([E(1:t),i, wj]) = logLs(E(1:t),i)+logit(t),ij
X (t) = {− logLs([E(1:t),i, wj]) | j = 1, · · · , V }
end for
A(t),ε = Sorted-SOFT-Top-k(X (t), k, ε, L)
Compute E(t+1),`, h̃(t+1),` as in (Equation 4.10) and (Equation 4.11)
end for
Compute∇LSOFT and update the model
Note that integrating the beam search into training essentially yields a very large search
space for the model, which is not necessarily affordable sometimes. To alleviate this issue,
we further propose a hybrid approach by combining the teacher forcing training with beam
search-type training. Specifically, we maximize the weighted likelihood defined as follows,
Lfinal = ρLtf + (1− ρ)LSOFT,
where ρ ∈ (0, 1) is referred to as the “teaching forcing ratio”. The teaching forcing loss
Ltf can help reduce the search space and improve the overall performance.
4.5.3 Experiment
We evaluate our proposed beam search + sorted SOFT top-k training procedure using
WMT2014 English-French dataset.
Setting. We adopt beam size 5, teacher forcing ratio ρ = 0.8, and ε = 10−1. For
detailed settings of the training procedure, please refer to Appendix section C.3.
We reproduce the experiment in [100], and run our proposed training procedure with the
identical data pre-processing procedure and the LSTM-based sequence-to-sequence model.
Different from [100], here we also preprocess the data with byte pair encoding [101].
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Results. As shown in Table Table 4.2, the proposed SOFT beam search training proce-
dure achieves an improvement in BLEU score of approximately 0.9. We also include other
LSTM-based models for baseline comparison.








[100] (Our implementation) 35.38
Beam Search + Sorted SOFT Top-k 36.27
4.6 Top-k Attention for Machine Translation
We apply SOFT top-k operator to yield sparse attention scores. Attention module is an
integral part of various natural language processing tasks, allowing modeling of long-term
and local dependencies. Specifically, given the vector representations of a source sequence
s = [s1, · · · , sN ]> and target sequence y = [y1, · · · , yM ]>, we compute the alignment
score between si and yj by a compatibility function f(si, yj), e.g., f(si, yj) = s>i yj , which
measures the dependency between si and yj . A softmax function then transforms the scores
[f(si, yj)]
N
i=1 to a sum-to-one weight vector wj for each yj . The output oj of this attention
module is a weighted sum of si’s, i.e., oj = w>j s.
The attention module described above is called the soft attention, i.e., the attention
scores wj of yj is not sparse. This may lead to redundancy of the attention [107, 108]. Em-
pirical results show that hard attention, i.e., enforcing sparsity structures in the score wj’s,
yields more appealing performance [109]. Therefore, we propose to replace the softmax
operation on [f(si, yj)]Ni=1 by the standard top-k operator to select the top-k elements. In
order for an end-to-end training, we further deploy SOFT top-k operator to substitute the
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Figure 4.6: Visualization of the top-K attention.
standard top-k operator. Given [f(si, yj)]Ni=1, the output of SOFT top-k operator is denoted
by Aεj , and the weight vector wj is now computed as
wj = softmax([f(s1, yj), . . . , f(sN , yj)]
> + logAεj).
Here log is the entrywise logarithm. The output oj of the attention module is computed
the same oj = w>j s. Such a SOFT top-k attention will promote the top-k elements in
[f(si, yj)]
N
i=1 to be even larger than the non-top-k elements, and eventually promote the
attention of yj to focus on k tokens in s.
4.6.1 Experiment
We evaluate the proposed top-k attention on WMT2016 English-German dataset. Our im-
plementation and settings are based on [110]3. For a fair comparison, we implement a
standard soft attention using the same settings as the baseline. The details are provided in




Results. As shown in Table Table 4.3, the proposed SOFT top-k attention training
procedure achieves an improvement in BLEU score of approximately 0.8. We visualize
the top-k attention in Figure Figure 4.6. The attention matrix is sparse, and has a clear
semantic meaning – “truck” corresponds to “Lastwagen”, “blue” corresponds to “blauen”,
“standing” corresponds to “stehen”, etc.
Table 4.3: BLEU scores on WMT’16.
Algorithm BLEU
Proposed Top-k Attention 37.30
Soft Attention 36.54
4.7 Related Work
We parameterize the top-k operator as an optimal transport problem, which shares the same
spirit as [94]. Specifically, [94] formulate the ranking problem as an optimal transport prob-
lem. Ranking is more complicated than identifying the top-k elements, since one needs to
align different ranks to corresponding elements. Therefore, the algorithm complexity per
iteration is O(n2) in [94] (see first experiment in their section 4), while we attain O(n)
complexity for the easier top-k operator. Besides methodology, we explicitly characterize
the bias of SOFT top-k operator to the standard counterpart, and our efficient implementa-
tion allows us to perform more complex experiments such as beam search.
Gumbel-Softmax trick [111] can also be utilized to derive a continuous relaxation of
the top-k operator. Specifically, [112] adapted such a trick to sample k elements from n
choices, and [97] further applied the trick to stochastic kNN, where neural networks are
used to approximating the sorting operator. However, as shown in our experiments (see
Table Table 4.1), the performance of stochastic kNN is not as good as deterministic kNN.
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4.8 Discussion
Relation to automatic differentiation. We compute the Jacobian matrix of SOFT top-
k operator with respect to its input using the optimal transport plan of the entropic OT
problem (Equation 4.5) in the backward pass. The optimal transport plan can be obtained
by the Sinkhorn algorithm (Algorithm Algorithm 4), which is iterative and each iteration
only involves multiplication and addition. Therefore, we can also apply automatic dif-
ferentiation (auto-diff) to compute the Jacobian matrix. Specifically, we denote Γ` as the
transport plan at the t-th iteration of Sinkhorn algorithm. The update of Γ` can be writ-
ten as Γ`+1 = T (Γ`), where T denotes the update of the Sinkhorn algorithm. In order to
apply auto-diff, we need to store all the intermediate states, e.g., p, q,G in each iteration,
as defined in Algorithm Algorithm 4 at each iteration. This requires a huge memory size
proportional to the total number of iterations of the algorithm. In contrast, our backward
pass allows us to save memory.
Bias and regularization trade-off. Theorem 5 suggests a trade-off between the regu-
larization and bias of SOFT top-k operator. Specifically, a large ε has a strong smoothing
effect on the entropic OT problem, and the corresponding entries of the Jacobian matrix are
neither too large nor too small. This eases the end-to-end training process. However, the
bias of SOFT top-k operator is large, which can deteriorate the model performance. On the
contrary, a smaller ε ensures a smaller bias. Yet the SOFT top-k operator is less smooth,
which in turn makes the end-to-end training less efficient.
On the other hand, the bias of SOFT top-k operator also depends on the gap between
xσk+1 and xσk . In fact, such a gap can be viewed as the signal strength of the problem.
A large gap implies that the top-k elements are clearly distinguished from the rest of the
elements. Therefore, the bias is expected to be small since the problem is relatively easy.
Moreover, in real applications such as neural network-based kNN classification, the end-
to-end training process promotes neural networks to extract features that exhibit a large gap
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Figure 4.7: Visualization of the MNIST data based on features extracted by the neural
network-based k-NN classifier trained by our proposed method in Section section 4.4.




A HYPERGRADIENT APPROACH TO ROBUST REGRESSION WITHOUT
CORRESPONDENCE
5.1 Introduction
Regression analysis has been widely used in various machine learning applications to in-
fer the the relationship between an explanatory random variable (i.e., the input) X ∈ Rd
and a response random variable (i.e., the output) Y ∈ Ro [113]. In the classical setting,
regression is used on labeled datasets that contain paired samples {xi, yi}ni=1, where xi, yi
are realizations of X , Y , respectively.
Unfortunately, such an input-output correspondence is not always available in some
applications. One example is flow cytometry, which is a physical experiment for measuring
properties of cells, e.g., affinity to a particular target [114]. Through this process, cells are
suspended in a fluid and injected into the flow cytometer, where measurements are taken
using the scattering of a laser. However, the instruments are unable to differentiate the cells
passing through the laser, such that the correspondence between the cell proprieties (i.e., the
measurements) and the cells is unknown. This prevents us from analyzing the relationship
between the instruments and the measurements using classical regression analysis, due to
the missing correspondence. Another example is multi-object tracking, where we need to
infer the motion of objects given consecutive frames in a video. This requires us to find the
correspondence between the objects in the current frame and those in the next frame.
The two examples above can be formulated as a shuffled regression problem. Specifi-
cally, we consider a multivariate regression model
Y = f (X,Z;w) + ε,
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where X ∈ Rd, Z ∈ Re are two input vectors, Y ∈ Ro is an output vector, f : Rd+e → Ro
is the unknown regression model with parameters w and ε is the random noise indepen-
dent on X and Z. When we sample realizations from such a regression model, the corre-
spondence between (X, Y ) and Z is not available. Accordingly, we collect two datasets
D1 = {xi, yi}ni=1 and D2 = {zj}nj=1, and there exists a permutation π∗ such that (xi, zπ(i))
corresponds to yi in the regression model. Our goal is to recover the unknown model
parameter w. Existing literature also refer to the shuffled regression problem as unla-
beled sensing, homomorphic sensing, and regression with an unknown permutation [115].
Throughout the rest of the paper, we refer to it as Regression WithOut Correspondence
(RWOC).
A natural choice of the objective for RWOC is to minimize the sum of squared resid-












Existing works on RWOC mostly focus on theoretical properties of the global optima to
(Equation 5.1) for estimating w and π [116, 117, 118, 119, 120, 115, 121]. The develop-
ment of practical algorithms, however, falls far behind from the following three aspects:
•Most of the works are only applicable to linear regression models.
• Some of the existing algorithms are of very high computational complexity, and can only
handle small number of data points in low dimensions [119, 122, 123, 124]. Other algo-
rithms choose to optimize with respect to w and π in an alteranting manner, e.g., alternating
minimization in [118]. However, as there exists a strong interaction between w and π, the
optimization landscape of (Equation 5.1) is ill-conditioned. Therefore, these algorithms are
not effective and often get stuck in local optima.
• Most of the works only consider the case where there exists an exact one-to-one cor-
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respondence between D1 and D2. For many more scenarios, however, these two datasets
are not necessarily well aligned. For example, consider D1 and D2 collected from two
separate databases, where the users overlap, but are not identical. As a result, there exists
only partial one-to-one correspondence. A similar situation also happens to multiple-object
tracking: Some objects may leave the scene in one frame, and new objects may enter the
scene in subsequent frames. Therefore, not all objects in different frames can be perfectly
matched. The RWOC problem with partial correspondence is known as robust-RWOC, or
rRWOC [125], and is much less studied in existing literature.
To address these concerns, we propose a new computational framework – ROBOT
(Regression withOut correspondence using Bilevel OptimizaTion). Specifically, we pro-
pose to formulate the regression without correspondence as a continuous optimization
problem. Then by exploiting the interaction between the regression model and the data
correspondence, we propose to develop a hypergradient approach based on differentiable
programming techniques [86, 89]. Our hypergradient approach views the data correspon-




Accordingly, when applying gradient descent to (Equation 5.1), we need to find the gradi-
ent with respect to w by differentiating through both the objective function L and the data
correspondence π̂(w). For simplicity, we refer as such a gradient to “hypergradient”. Note
that due to its discrete nature, π̂(w) is actually not continuous in w. Therefore, such a hy-
pergradient does not exist. To address this issue, we further propose to construct a smooth
approximation of π̂(w) by adding an additional regularizer to (Equation 5.2), and then we
replace π̂(w) with our proposed smooth replacement when computing the hyper gradient
of w. Moreover, we also propose an efficient and scalable implementation of hypergradi-
ent computation based on simple first order algorithms and implicit differentiation, which
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outperforms conventional automatic differentiation in terms of time and memory cost.
ROBOT can also be extended to the robust RWOC problem, where D1 and D2 are
not necessarily exactly aligned, i.e., some data points in D1 may not correspond to any
data point in D2. Specifically, we relax the constraints on the permutation π(·) [126] to
automatically match related data points and ignore the unrelated ones.
At last, we conduct thorough numerical experiments to demonstrate the effectiveness
of ROBOT. For RWOC (i.e., exact correspondence), we use several synthetic regression
datasets and a real gated flow cytometry dataset, and we show that ROBOT outperforms
baseline methods by significant margins. For robust RWOC (i.e., inexact correspondence),
we consider a vision-based multiple-object tracking task, and then we show that ROBOT
also achieves significant improvement over baseline methods.
Notations. Let ‖ · ‖2 denote the `2 norm of vectors, 〈·, ·〉 the inner product of matrices, i.e.,
〈A,B〉 = ∑i,j AijBij for matrices A and B. ai:j are the entries from index i to index j
of vector a. Let 1n denote an n-dimensional vector of all ones. Denote
d(·)
d(·) the gradient
of scalars, and ∇(·)(·) the Jacobian of tensors. We denote [v1, v2] the concatenation of two
vectors v1 and v2. N (µ, σ2) is the Gaussian distribution with mean µ and variance σ2.
5.2 ROBOT: A Hypergradient Approach for RWOC
We develop our hypergradient approach for RWOC. Specifically, we first introduce a con-
tinuous formulation equivalent to (Equation 5.1), and then propose a smooth bi-level relax-
ation with an efficient hypergradient descent algorithm.
5.2.1 Equivalent Continuous Formulation
We propose a continuous optimization problem equivalent to (Equation 5.1). Specifically,





L(w, S) = 〈C(w), S〉 subject to S ∈ P , (5.3)
72
where P denotes the set of all n×n permutation matrices, C(w) ∈ Rn×n is the loss matrix
with
Cij(w) = ‖yi − f (xi, zj;w) ‖22.
Note that we can relax S ∈ P , which is the discrete feasible set of the inner minimization
problem of (Equation 5.3), to a convex set, without affecting the optimality, as suggested
by the next theorem.
Proposition 3. Given any a ∈ Rn and b ∈ Rm, we define
Π(a, b) = {A ∈ Rn×m : A1m = a,A>1n = b, Aij ≥ 0}.
The optimal solution to the inner discrete minimization problem of (Equation 5.3) is also
the optimal solution to the following continuous optimization problem,
min
S∈Rn×n
〈C(w), S〉, s.t. S ∈ Π(1n,1n). (5.4)
This is a direct corollary of the Birkhoff-von Neumann theorem [127, 128], and please
refer to Appendix section D.1 for more details. Theorem 3 allows us to replace P in (Equa-
tion 5.3) with Π(1n,1n), which is also known as the Birkhoff polytope1[130]. Accordingly,





〈C(w), S〉 subject to S ∈ Π(1n,1n). (5.5)
Remark 1. In general, (Equation 5.3) can be solved by linear programming algorithms
[131].
1This is a common practice in integer programming [129].
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5.2.2 Conventional Wisdom: Alternating Minimization
Conventional wisdom for solving (Equation 5.5) suggests to use alternating minimization




and then given S(k), we update w using gradient descent or exact minimization, i.e.,
w(k) = w(k−1) − η∇wL(w(k−1), S(k)).
However, AM works poorly for solving (Equation 5.5) in practice. This is because w and
S have a strong interaction throughout the iterations: A slight change to w may lead to
significant change to S. Therefore, the optimization landscape is ill-conditioned, and AM
can easily get stuck at local optima.
5.2.3 Smooth Bi-level Relaxation
To tackle the aforementioned computational challenge, we propose a hypergradient ap-
proach, which can better handle the interaction between w and S. Specifically, we first
relax (Equation 5.5) to a smooth bi-level optimization problem, and then we solve the re-
laxed bi-level optimization problem using the hypergradient descent algorithm.
We rewrite (Equation 5.5) as a smoothed bi-level optimization problem,
min
w
Fε(w) = 〈C(w), S∗ε (w)〉, subject to S∗ε (w) = argmin
S∈Π(1n,1n)
〈C(w), S〉+ εH(S), (5.6)
where H(S) = 〈logS, S〉 is the entropy of S. The regularizer H(S) in (Equation 5.6)
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The resulting S∗(w) can be discontinuous in w. This is because S∗(w) is the optimal
solution of a linear optimization problem, and usually lies on a vertex of Π(1n, 1n). This
means that if we change w, S∗(w) either stays the same or jumps to another vertex of
Π(1n, 1n). The jump makes S∗(w) highly sensitive tow. To alleviate this issue, we propose
to smooth S∗(w) by adding an entropy regularizer to the lower level problem. The entropy
regularizer enforces S∗ε (w) to stay in the interior of Π(1n, 1n), and S∗ε (w) changes smoothly
with respect to w, as suggested by the following theorem.
Theorem 5. For any ε > 0, S∗ε (w) is differentiable, if the cost C(w) is differentiable with
respect to w. Consequently, the objective Fε(w) = 〈C(w), S∗ε (w)〉 is also differentiable.
The proof is deferred to Appendix section D.3. Note that (Equation 5.6) provides us a
new perspective to interpret the relationship between w and S. As can be seen from (Equa-
tion 5.6), w and S have different priorities: w is the parameter of the leader problem, which
is of the higher priority; S is the parameter of the follower problem, which is of the lower
priority, and can also be viewed as an operator of w – denoted by S∗ε (w). Accordingly,
when we minimize (Equation 5.6) with respect to w using gradient descent, we should also

















We further examine the alternating minimization algorithm from the bi-level optimization
perspective: Since ∇wL(w(k−1), S(k)) is not differentiable through S(k), AM is essentially
using an inexact gradient. From a game-theoretic perspective2, (Equation 5.6) defines a
competition between the leader w and the follower S. When using AM, S only reacts
2The bilevel formulation can be viewed as a Stackelberg game.
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to what w has responded. In contrast, when using the hypergradient approach, the leader
essentially recognizes the follower’s strategy and reacts to what the follower is anticipated




. In this way, we can find a better descent direction for w.
Remark 2. We use a simple example of quadratic minimization to illustrative why we
expect the bilevel optimization formulation in (Equation 5.6) to enjoy a benign optimization
landscape. We consider a quadratic function
L(a1, a2) = a
>Pa+ b>a, (5.8)




+ (1− ρ)Id1+d2 , where Id1+d2 is the identity matrix, and ρ is a constant. We
solve the following bilevel optimization problem,
mina1 F (a1) = L(a1, a
∗
2(a1)) subject to a
∗
2(a1) = argmina2 L(a1, a2) + λ‖a2‖22, (5.9)
where λ is a regularization coefficient. The next proposition shows that ∇2F (a1) enjoys a
smaller condition number than∇2a1a1L(a1, a2), which corresponds to the problem that AM
solves.













The proof is deferred to Appendix section D.2. As suggested by Proposition 4, F (a1)
is much better-conditioned than L(a1, a2) in terms of a1 for high dimensional settings.
5.2.4 Solving rWOC by Hypergradient Descent
We present how to solve (Equation 5.6) using our hypergradient approach. Specifically, we
compute the “hypergradient” of Fε(w) based on the following theorem.
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ε,ij, ` = 1, · · · , n;
δ`jS
∗
ε,ij, ` = n+ 1, · · · , 2n− 1,
H−1 = −εn











The proof is deferred to Appendix section D.3. Theorem Theorem 6 suggests that we
first solve the lower level problem in (Equation 5.6),
S∗ε = argmin
S∈Π(1n,1n)
〈C(w), S〉+ εH(S), (5.11)
and then substitute S∗ε into (Equation 5.10) to obtain∇wFε(w).
Note that the optimization problem in (Equation 5.11) can be efficiently solved by a
variant of Sinkhorn algorithm [2, 3]. Specifically, (Equation 5.11) can be formulated as an
entropic optimal transport (EOT) problem [1, 90], which aims to find the optimal way to
transport the mass from a categorical distribution with weight µ = [µ1, . . . , µn]> to another




with Π(µ, ν) = {Γ ∈ Rn×m : Γ1m = µ,Γ>1n = ν,Γij ≥ 0},
(5.12)
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where M ∈ Rn×m is the cost matrix with Mij the transport cost. When we set the two
categorical distributions as the empirical distribution of D1 and D2, respectively,
M = C(w) and µ = ν = 1n/n,
one can verify that (Equation 5.12) is a scaled lower problem of (Equation 5.6), and their
optimal solutions satisfies S∗ε = nΓ
∗. Therefore, we can apply Sinkhorn algorithm to solve







, where q(0) =
1
n





G ∈ Rn×n, and the division here is entrywise. Let p∗ and q∗ denote the stationary points.





Remark 3. The Sinkhorn algorithm is iterative and cannot exactly solve (Equation 5.11)
within finite steps. As the Sinkhorn algorithm is very efficient and attains linear conver-
gence, it suffices to well approximate the gradient∇wFε(w) using the output inexact solu-
tion.
5.3 ROBOT for Robust Correspondence
We next propose a robust version of ROBOT to solve rRWOC [125]. Note that in (Equa-
tion 5.6), the constraint S ∈ Π(1n,1n) enforces a one-to-one matching between D1 and
D2. For rRWOC, however, such an exact matching may not exist. For example, we have
n < m, where n = |D1|, m = |D2|. Therefore, we need to relax the constraint on S.
Motivated by the connection between (Equation 5.6) and (Equation 5.12), we propose
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to solve the following lower problem3,
(S∗r (w), µ̄
∗, ν̄∗) = argmin
S∈Π(µ̄,ν̄)
〈C(w), S〉+ εH(S), (5.13)
subject to µ̄>1n = n, ν̄
>1m = m, ‖µ̄− 1n‖22 ≤ ρ1, ‖ν̄ − 1m‖22 ≤ ρ2,
where S∗r (w) ∈ Rn×m denotes an inexact correspondence between D1 and D2. As can
be seen in (Equation 5.13), we relax the marginal constraint Π(1,1) in (Equation 5.6) to
Π(µ̄, ν̄), where µ̄, ν̄ are required to not deviate much from 1. Problem (Equation 5.13)
relaxes the marginal constraints Π(1,1) in the original problem to Π(µ̄, ν̄), where µ̄, ν̄ are
picked such that they do not deviate too much from 1. Illustrative examples of the exact
and robust alignments are provided in Figure Figure 5.1.
Computationally, (Equation 5.13) can be solved by taking the Sinkhorn iteration and
the projected gradient iteration in an alternating manner (See more details in Appendix





Similar to the previous section, we use a first-order algorithm to solve this problem, and we
derive explicit expressions for the update rules. See Appendix section D.5 for details.
(a) Original (b) Robust
Figure 5.1: Illustrative example of exact (L) and robust (R) alignments. The robust align-
ment can drop potential outliers and only match data points close to each other.
3The idea is inspired by the marginal relaxation of optimal transport, first independently proposed by
[132] and [133], and later developed by [134] and [126]. [135] share the same formulation as ours.
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5.4 Experiment
We evaluate ROBOT and ROBOT-robust on both synthetic and real-world datasets, includ-
ing flow cytometry and multi-object tracking. We first present numerical results and then
we provide insights in the discussion section. Experiment details and auxiliary results can
be found in Appendix section D.6.
5.4.1 Unlabeled Sensing
Data Generation. We follow the unlabeled sensing setting [121] and generate n = 1000
data points {(yi, zi)}ni=1, where zi ∈ Re. Note here we take d = 0. We first generate
zi, w ∼ N (0e, Ie), and εi ∼ N (0, ρ2noise). Then we compute yi = z>i w + εi. We randomly
permute the order of 50% of zi so that we lose the Z-to-Y correspondence. We generate
the test set in the same way, only without permutation.
Baselines and Training. We consider the following scalable methods:
1. Oracle: Standard linear regression where no data are permuted.
2. Least Squares (LS): Standard linear regression, i.e., treating the data as if they are not
permuted.
3. Alternating Minimization (AM, [118]): We iteratively solve the correspondence
given w, and update w using gradient descent with the correspondence.
4. Stochastic EM [114]: A stochastic EM approach to recover the permutation.
5. Robust Regression (RR, [136, 137]). A two-stage block coordinate descent approach
to discard outliers and fit regression models.
6. Random Sample (RS, [125]): A random sample consensus (RANSAC) approach to
estimate w.
We initialize AM, EM and ROBOT using the output of RS with multi-start. We adopt a






i(yi − ȳ)2, where ŷi is the predicted label, and ȳ is the mean
of {yi}.











(a) ρ2noise = 0.1


















(b) e = 10
Figure 5.2: Unlabeled sensing. Results are the mean over 10 runs. SNR= ‖w‖22/ρ2noise is
the signal-to-noise ratio.
Results. We visualize the results in Figure Figure 5.2. In all the experiments, ROBOT
achieves better results than the baselines. Note that the relative error is larger for all meth-
ods except Oracle as the dimension and the noise increase. For low dimensional data,
e.g., e = 5, our model achieves even better performance than Oracle. We include more
discussions on using RS as initializations in Section section 5.5.
5.4.2 Nonlinear Regression














































Figure 5.3: Nonlinear regression. We use n = 1000, d = 2, e = 3, ρ2noise = 0.1 as defaults.
Data Generation. We mimic the scenario where the dataset is collected from different
platforms. Specifically, we generate n data points {(yi, [xi, zi])}ni=1, where xi ∈ Rd and
zi ∈ Re. We first generate xi ∼ N (0d, Id), zi ∼ N (0e, Ie), w ∼ N (0d+e, Id+e), and
εi ∼ N (0, ρ2noise). Then we compute yi = f([xi, zi];w) + εi. Next, we randomly permute
the order of {zi} so that we lose the data correspondence. Here, D1 = {(xi, yi)} and
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D2 = {zj} mimic two parts of data collected from two separate platforms. Since we are
interested in the response on platform one, we treat all data from platform two, i.e., D2, as
well as 80% of data in D1 as the training data. The remaining data from D1 are the test
data. Notice that we have different number of data on D1 and D2, i.e., the correspondence
is not exactly one-to-one.
Baselines and Training. We consider a nonlinear function f(X,Z;w) =
∑d
k=1 sin ([X,Z]kwk).
In this case, we consider only two baselines — Oracle and LS, since the other baselines in
the previous section are designed for linear models. We evaluate the regression models by
the transport cost divided by
∑
i(yi − ȳ)2 on the test set.
Results. As shown in Figure Figure 5.3, ROBOT-robust consistently outperforms ROBOT
and LS, demonstrating the effectiveness of our robust formulation. Moreover, ROBOT-
robust achieves better performance than Oracle when the number of training data is large
or when the noise level is high.
(a) FC (b) GFC
Figure 5.4: Relative error of different methods.
5.4.3 Flow Cytometry
In flow cytometry (FC), a sample containing particles is suspended in a fluid and injected
into the flow cytometer, but the measuring instruments are unable to preserve the corre-
spondence between the particles and the measurements. Different from FC, gated flow
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Table 5.1: Experiment results on MOT. Here, ↑ suggests the larger the better, and ↓ suggests
the smaller the better.
Data Method MOTA↑MOTP↑ IDF1↑ MT↑ ML↓ FP↓ FN↓ IDS↓
MOT17 (train)
ROBOT 48.3 82.6 55.3 407 553 22,443 149,988 1,811
w/o ROBOT 44.0 81.3 49.9 404 550 36,187 149,131 3,204
MOT17 (dev)
ROBOT 48.2 76.6 43.4 455 904 29,419 259,714 3,228
w/o ROBOT 42.1 75.0 36.8 414 890 61,210 259,318 6,138
SORT 43.1 77.8 39.8 295 997 28,398 287,582 4,852
MOT20 (train)
ROBOT 56.2 84.9 47.6 805 288 113,752 377,247 5,888
w/o ROBOT 48.8 81.5 40.2 769 290 186,245 384,562 10,153
MOT20 (dev)
ROBOT 45.0 76.9 34.0 394 257 70,416 210,425 3,683
w/o ROBOT 38.5 75.1 27.0 383 233 104,958 207,627 5,696
SORT 42.7 78.5 45.1 208 326 27,521 264,694 4,470
cytometry (GFC) uses “gates” to sort the particles into one of many bins, which provides
partial ordering information since the measurements are provided individually for each bin.
In practice, there are usually 3 or 4 bins.
Settings. We adopt the dataset from [138]. Following [118], the outputs yi’s are normal-
ized, and we select the top 20 significant features by a linear regression on the top 1400
items in the dataset. We use 90% of the data as the training data, and the remaining as test
data. For ordinary FC, we randomly shuffle all the labels in the training set. For GFC, the
training set is first sorted by the labels, and then divided into equal-sized groups, mimick-
ing the sorting by gates process. The labels in each group are then randomly shuffled. To
simulate gating error, 1% of the data are shuffled across the groups. We compare ROBOT
with Oracle, LS, Hard EM (a variant of Stochastic EM proposed in [114]), Stochastic EM,
and AM. We use relative error on the test set as the evaluation metric.
Results. As shown in Figure Figure 5.4, while AM achieves good performance on GFC
when the number of groups is 3, it behaves poorly on the FC task. ROBOT, on the other
hand, is efficient on both tasks.
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Figure 5.5: One frame in MOT20 with detected bounding boxes in yellow.
5.4.4 Multi-Object Tracking
In this section we extend our method to vision-based Multi-Object Tracking (MOT), a task
with broad applications in mobile robotics and autonomous driving. Given a video and
the current frame, the goal of MOT is to predict the locations of the objects in the next
frame. Specifically, object detectors [139, 140] first provide us the potential locations of
the objects by their bounding boxes. Then, MOT aims to assign the bounding boxes to
trajectories that describe the path of individual objects over time. Here, we formulate the
current frame and the objects’ locations in the current frame as D2 = {zj}, while we treat
the next frame and the locations in the next frame as D1 = {(xi, yi)}.
Existing deep learning based MOT algorithms require large amounts of annotated data,
i.e., the ground truth of the correspondence, during training. Different from them, our
algorithm does not require the correspondence between D1 and D2, and all we need is the
video. This task is referred to as unsupervised MOT [141].
Related Works. To the best of our knowledge, the only method that accomplishes unsuper-
vised end-to-end learning of MOT is [141]. However, it targets tracking with low densities,
e.g., Sprites-MOT, which is different from our focus.
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Settings. We adopt the MOT17 [142] and the MOT20 [143] datasets. Scene densities of the
two datasets are 31.8 and 170.9, respectively, which means the scenes are pretty crowded
as we illustrated in Figure Figure 5.5. We adopt the DPM detector [139] on MOT17 and
the Faster-RCNN detector [140] on MOT20 to provide us the bounding boxes. Inspired by
[144], the cost matrix is computed as the average of the Euclidean center-point distance






+ J (f(zj;w), yi)
)
,
where c(·) is the location of the box center, H and W are the height and the width of the
video frame, and J (·, ·) is the Jaccard distance defined as 1-IoU (Intersection-over-Union).
We utilize the single-object tracking model SiamRPN4 [145] as our regression model f . We
apply ROBOT-robust with ρ1 = ρ2 = 10−3. See Appendix section D.6 for more detailed
settings.
Results. We demonstrate the experiment results in Table Table 5.1, where the evaluation
metrics follow [146]. In the table, ↑ represents the higher the better, and ↓ represents the
lower the better. ROBOT signifies the model trained by ROBOT-robust, and w/o ROBOT
means the pretrained model in [145]. The scores are improved significantly after training
with ROBOT-robust.
We also include the scores of the SORT model [147] obtained from the dataset plat-
form. Different from SiamRPN and SiamRPN+ROBOT, SORT is a supervised learning
model. As shown, our unsupervised training framework achieves comparable or even bet-
ter performance.
4The initial weights of f are obtained from https://github.com/foolwood/DaSiamRPN.
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5.5 Discussion
• Sensitivity to initialization. As stated in [117], obtaining the global optima of (Equa-
tion 5.1) is in general an NP-hard problem. Some “global” methods methods use global
optimization techniques and have exponential complexity, e.g., [119], which is not applica-
ble to large data. The other “local” methods only guarantee converge to local optima, and
the convergence is very sensitive to initialization. Compared with existing “local” methods,
our method is computationally efficient and greatly reduces the sensitivity to initialization.
To demonstrate such an advantage, we run AM and ROBOT with 10 different initial
solutions, and then we sort the results based on (a) the averaged residual on the training
set, and (b) the relative prediction error on the test set. We plot the percentiles in Figure
Figure 5.6. Here we use fully shuffled data under the unlabeled sensing setting, and we set
n = 1000, d = 5, ρ2noise = 0.1, and ε = 10
−2. We can see that ROBOT is able to find
“good” solutions in 30% of the cases (The relative prediction error is smaller than 1), but






























Figure 5.6: ROBOT and AM with different initial solutions.
• ROBOT v.s. Automatic Differentiation (AD). Our algorithm computes the Jacobian
matrix directly based on the KKT condition of the lower problem (Equation 5.11). An
alternative approach to approximate the Jacobian is the automatic differentiation through
the Sinkhorn iterations for updating S when solving (Equation 5.11). As suggested by Fig-
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ure Figure 5.7 (a), running Sinkhorn iterations until convergence (200 Sinkhorn iterations)
can lead to a better solution5. In order to apply AD, we need to store all the intermediate
updates of all the Sinkhorn iterations. This require the memory usage to be proportional
to the number of iterations, which is not necessarily affordable. In contrast, applying our
explicit expression for the backward pass is memory-efficient. Moreover, we also observe
that AD is much more time-consuming than our method. The timing performance and
memory usage are shown in Figure Figure 5.7 (b)(c), where we set n = 1000.



















































Figure 5.7: The comparisons to AD. (a) Convergence under different number of Sinkhorn
iterations of AD. (b) Time comparison. (c) Memory comparison.
• Connection to EM. [114] adopt an Expectation Maximization (EM) method for RWOC,
where S is modeled as a latent random variable. Then in the M-step, one maximizes the
expected likelihood of the data over S. This method shares the same spirit as ours: We avoid
updating w using one single permutation matrix like AM. However, this method is very
dependent on a good initialization. Specifically, if we randomly initialize w, the posterior
distribution of S in this iteration would be close to its prior, which is a uniform distribution.
In this way, the follow-up update for w is not informative. Therefore, the solution of EM
would quickly converge to an undesired stationary point. Figure Figure 5.8 illustrates an
example of converged correspondence, where we adopt n = 30, o = e = 1, d = 0. For
this reason, we initialize EM with good initial points, either by RS or AM throughout all
experiments.
5We remark that running one iteration sometimes cannot converge.
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Figure 5.8: Expected correspondence in EM.
Table 5.2: Pairwise comparisons between RS alone and the combination of RS and ROBOT.
The relative error ratio is the ratio of the relative errors of RS alone and RS+ROBOT com-
bination. Ratios larger than 1 suggest that RS performs worse than RS+ROBOT combina-
tion.
Proportion 25% 50% 75%
Rel. error ratio 1.04± 0.20 1.29± 0.32 1.27± 0.34
• Combination with RS. As suggested in Figure Figure 5.2, although RS cannot perform
well itself, retraining the output of RS using our algorithms increases the performance by
a large margin. To show that combining RS and ROBOT can achieve better results than
RS alone, we compare the following two cases: i). Subsample 2 × 105 times using RS;
ii). Subsample 105 times using RS followed by ROBOT for 50 training steps. The result
is shown in Table Table 5.2. For a larger permutation proportion, RS alone cannot perform
as well as RS+ROBOT combination. Here, we have 10 runs for each proportion. We adopt
SNR= 100, d = 5 for data, and ε = 10−4, learning rate 10−4 for ROBOT training.
• Related works with additional constraints. There is another line of research which
improves the computational efficiency by solving variants of RWOC with additional con-
straints. Specifically, [148, 149] assume an isotonic function (note that such an assumption
may not hold in practice), and [150, 136, 137, 151, 125] assume only a small fraction of
the correspondence is missing. Our method is also applicable to these problems, as long as
the additional constraints can be adapted to the implicit differentiation step.
88
•More applications of RWOC. RWOC problems generally appear for two reasons. First,
the measuring instruments are unable to preserve the correspondence. In addition to GFC
and MOT, we list a few more examples: SLAM tracking [152], archaeological measure-
ments [153], large sensor networks [154], pose and correspondence estimation [155], and
the genome assembly problem from shotgun reads [156]. Second, the data correspondence
is masked for privacy reasons. For example, we want to build a recommender system for a





A.1 More Analysis on IPOT
A.1.1 Convergence w.r.t. L
As mentioned in Section 6.1, we provide the test result of 64D Gaussian distributed data
here. We choose the computed Wasserstein distance 〈Γ,C〉 as the indicator of convergence,
because while the optimal transport plan might not be unique, the computed Wasserstein
distance at convergence must be unique and minimized to ground truth. We use the empir-
ical distribution as input distributions, i.e.,










As shown in Figure Figure A.1, the convergence rate is also linear. For comparison,
we also provide the convergence path of Sinkhorn iteration. The result cannot converge to
ground truth because the method is essentially regularized.
Figure A.1: The plot of differences in computed Wasserstein distances w.r.t. number of it-
erations for 64D Gaussian distributed data. Here,W are the Wasserstein distance computed
at current iteration. WLP is computed by simplex method, and is used as ground truth. The
test adopts c(x, y) = ||x − y||2. Due to random data is used, the number of iteration that
the algorithm reaches 10−17 varies from 1000 to around 5000 according to our tests.
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Remark. When we are talking about amount of regularization, usually we are referring
to the magnitude of ε for Sinkhorn, or the equivalent magnitude of ε computed from remark
in Section 3 for IPOT method. However, the amount of regularization in a loss function
should be quantified by ε/||C||, instead of ε alone. That is why in this paper, different
magnitude of ε is used for different application.
A.1.2 How IPOT Avoids Instability
Heuristically, if Sinkhorn does not underflow, with enough iteration, the result of IPOT is
approximately the same as Sinkhorn with ε(t) = β/t. The difference lies in IPOT is a prin-
cipled way to avoid underflow and can converge to arbitrarily small regularization, while
Sinkhorn always causes numerical difficulty when ε → 0, even with scheduled decreasing
ε like [5]. More specifically, in IPOT, we can factor Γ = diag(u1)Gtdiag(u2), where (·)t
is element-wise exponent operation, and u1 and u2 are two scaling vectors. So we have
ε(t) = β/t. As t goes infinity, all entries of Gt would underflow if we use Sinkhorn with
ε(t) = β/t. But we know Γ∗ is neither all zeros nor contains infinity. So instead of com-
putingGt, u1 and u2 directly, we use Γt to record the multiplication ofGt with part of u1
and u2 in each step, so the entries of Γt will not over/underflow. The explicit computation
ofGt is not needed.
Therefore, by tuning β and iteration number, we can achieve the result of arbitrary
amount of regularization with IPOT.
A.2 Learning Generative Models
In this section, we show the derivation for the learning algorithm, and more tests result.
For simplicity, we assume |{xi}| = |{zj}| = n. Given a dataset {xi} and some
noise {zj} [157, 45], our goal is to find a parameterized function gθ(·) that minimize
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W ({xi}, {gθ(zj)}),










whereC(θ) = [c(xi, gθ(zj))].Usually, gθ is parameterized by a neural network with param-
eter θ, and the minimization over θ is done by stochastic gradient descent.
In particular, given current estimation θ, we can obtain optimum Γ∗ by IPOT, and com-
pute the Wasserstein distance by 〈C(θ),Γ∗〉 accordingly. Then, we can further update θ
by the gradient of current Wasserstein distance. There are two ways to solve the gradient:
One is auto-diff based method such as [8], the other is based on the envelope theorem [16].
Different from the auto-diff based methods, the back-propagation based on envelope theo-
rem does not go into proximal point iterations because the derivative over Γ∗ is not needed,
which accelerates the learning process greatly. This also has significant implications nu-
merically because the derivative of a computed quantity tends to amplify the error. There-
fore, we adopt envelope based method.
Theorem 7. Envelope theorem. Let f(x, θ) and l(x) be real-valued continuously differ-
entiable functions, where x ∈ Rn are choice variables and θ ∈ Rm are parameters. Denote
x∗ to be the optimal solution of f with constraint l = 0 and fixed θ, i.e.
x∗ = argmin
x
f(x, θ) s.t. l(x) = 0.
Then, assume that V is continuously differentiable function defined as V (θ) ≡ f(x∗(θ), θ),




















where we assume Cij(θ) = ‖xi − gθ(zj)‖22, but the algorithm can also adopt other
metrics. The derivation is in supplementary materials. The flowchart is shown in Figure
Figure A.2, and the algorithm is shown in Algorithm Algorithm 6.
Note Sinkhorn distance is defined as S({xi}, {gθ(zj)}) = 〈C(θ),Γ∗〉, where Γ∗ =
argminΓ∈Σ(1/n,1/n)〈C(θ),Γ〉 + εh(Γ). If Sinkhorn distance is used in learning generative
models, envelope theorem cannot be used because the loss function for optimizing θ and Γ
is not the same.
In the tests, we observe the method in [8] suffers from shrinkage problem, i.e. the
generated distribution tends to shrink towards the target mean. The recovery of target
distribution is sensitive to the weight of regularization term ε. Only relatively small ε can
lead to a reasonable generated distribution.
Algorithm 6 Learning generative networks
Input: real data {xi}, initialized generator gθ
while not converged do
Sample a batch of real data {xi}ni=1
Sample a batch of noise data {zj}ni=1 ∼ q
Cij := c(xi, gθ(zj)) := ||xi − gθ(zj)||22






Update θ with 〈Γ, [2(xi − gθ(zj))∂gθ(zj)∂θ ]〉
end while
94
Figure A.2: The architecture of the learning model using Envelope theorem in detail.
According to Envelope theorem, we do not need to compute ∂W
∂Γ∗
, so we do not need to
back-propagate into the iteration.
A.2.1 Synthetic Test
In section 5.1, we show the learning result of Sinkhorn and IPOT in 2D case. In Figure
Figure A.3 we show sequences of results for a 1D-1D generator, respectively. The upper
sequence is IPOT with β = 0.01, 0.025, 0.05, 0.075, 0.1. The results barely change w.r.t.
β. The lower sequence is the corresponding Sinkhorn results. The results shrink to the
mean of target data, as expected. Also, we observe the learned distribution tends to have
a tail that is not in the range of target data (also in 2D result, we do not include that part
for a better view). It might be because the range of support that has a small probability has
very small gradient when updated. Once the distribution is initialized to have a tail with
small probability, it can hardly be updated. But this theory cannot explain why larger ε
corresponds to longer tails. The tails can be on the left or right. We pick the ones on the
left for easier comparison.
A.2.2 MNIST Test
The same shrinkage can be observed in MNIST data as well. See figure Figure A.4. While
ε = 0.1 covers most shapes of the numbers, ε = 1 only covers a fraction, and ε = 10 seems
to cover only the mean of images.
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Figure A.3: The sequences of learning result of IPOT, Sinkhorn. In each figure, the orange
histogram is the histogram of generated data, while the red line represents the PDF of the
ground truth of target distribution.
(a) IPOT β = 0.1 (b) IPOT β = 1 (c) IPOT β = 10
(d) Sinkhorn ε = 0.1 (e) Sinkhorn ε = 1 (f) Sinkhorn ε = 10
Figure A.4: Plots of MNIST learning result under comparable resources with different
ε. They both use batch size=200, number of hidden layer=1, number of nodes of hidden
layer=500, number of iteration=500, learning rate = 10−4. Note that despite we show result
of ε = 0.1 here, the algorithm does not run stably. It would sometimes fail due to numerical
issue.
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A.3 General Bregman Proximal Point Algorithm
In the main body of the paper, we discussed the proximal point algorithm with specific
Bregman distance, which is generated through the traditional entropy function. In this
section, we generalize our results by proving the effectiveness of proximal point algorithm
with general Bregman distance. Bregman distance is applied to measure the discrepancy
between different matrices which turns out to be one of the key ideas in regularized optimal
transport problems. Its special structure also give rise to proximal-type algorithms and
projectors in solving optimization problems.
A.3.1 Basic Algorithm Framework and Preliminaries
The fundamental iterative scheme of general Bregman proximal point algorithm can be
denoted as
x(t+1) = arg min
x∈X
{




where t ∈ N is the index of iteration, and Dh(x, x(t)) denotes a general Bregman distance
between x and x(t) based on a Legendre function h (The definition is presented in the
following). In the main body of the paper, h is specialized as the classical entropy function
and as follows the related Bregman distance reduces to the generalized KL divergence.
Furthermore, the Sinkhorn-Knopp projection can be introduced to compute each iterative
subproblem. In the following, we present some fundamental definitions and lemmas.
Definition 1. Legendre function: Let h : X → (−∞,∞] be a lsc proper convex function.
It is called
1. Essentially smooth: if h is differentiable on int domh, with moreover ‖∇h(x(t))‖ →
∞ for every sequence {x(t)} ⊂ int domh converging to a boundary point of domh
as t→ +∞;
2. Legendre type: if h is essentially smooth and strictly convex on int domh.
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Definition 2. Bregman distance: any given Legendre function h,
Dh(x, y) = h(x)− h(y)− 〈∇h(y), x− y〉, ∀x ∈ domh,∀y ∈ int domh, (A.4)
where Dh is strictly convex with respect to its first argument. Moreover, Dh(x, y) ≥ 0 for
all (x, y) ∈ domh× int domh, and it is equal to zero if and only if x = y. However, Dh is
in general asymmetric, i.e., Dh(x, y) 6= Dh(y, x).
Definition 3. Symmetry Coefficient: Given a Legendre function h : X → (−∞,∞], its





∣∣ (x, y) ∈ int domh× int domh, x 6= y} ∈ [0, 1]. (A.5)
Lemma 1. Given h : X → (−∞,+∞], Dh is general Bregman distance, and x, y, z ∈ X
such that h(x), h(y), h(z) are finite and h is differentiable at y and z,
Dh(x, z)−Dh(x, y)−Dh(y, z) = 〈∇h(y)−∇h(z), x− y〉 (A.6)
Proof. The proof is straightforward as one can easily verify it by simply subtractingDh(y, z)
and Dh(x, y) from Dh(x, z).
A.3.2 Theorem 5.1 and Theorem 5.2
In this section, we first establish the convergence of Bregman proximal point algorithm,
i.e., Theorem 5.1, while our analysis is based on [158, 159, 160]. Further, we establish
the convergence of inexact version Bregman proximal point algorithm, i.e., Theorem 5.2,
in which the subproblem in each iteration is computed inexactly within finite number of
sub-iterations.
Note that here for simplicity we provide proof of d(Γ,Γ(t)) = Dh(Γ,Γ(t)), i.e., the






the IPOT-WB case, with very similar proof. This is because the latter is essentially just the
weighted version of the former.
Before proving both theorems, we propose several fundamental lemmas. The first
Lemma is the fundamental descent lemma, which is popularly used to analysis the con-
vergence result of first-order methods.
Lemma 2. (Descent Lemma) Consider a closed proper convex function f : X → (−∞,∞]
and for any x ∈ X and β(t) > 0, we have:





, ∀x ∈ X.
(A.7)
Proof. The optimality condition of (Equation A.3) can be written as
(
x− x(t+1)
)T [∇f(x(t+1)) + β(t) (∇h(x(t+1))−∇h(x(t)))] ≥ 0, ∀x ∈ X.
Then with the convexity of f , we obtain
f(x)− f(x(t+1)) + β(t)
(
x− x(t+1)
)T (∇h(x(t+1))−∇h(x(t))) ≥ 0. (A.8)
With (Equation A.6) it follows that
(
x− x(t+1)
)T (∇h(x(t+1))−∇h(x(t))) = Dh(x, x(t))−Dh(x, x(t+1))−Dh(x(t+1), x(t)).
Substitute the above equation into (Equation A.8), we have





, ∀x ∈ X.
Next, we prove the convergence result in Theorem 5.1.
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Theorem 5.1 Let {x(t)} be the sequence generated by the general Bregman proximal
point algorithm with iteration (Equation A.3) where f is assumed to be continuous and
convex. Further assume that f ∗ = min f(x) > −∞. Then we have that {f(x(t))} is
non-increasing, and f(x(t))→ f ∗. Further assume there exists η, s.t.
f ∗ + ηd(x) ≤ f(x), ∀x ∈ X, (A.9)
The algorithm has linear convergence.
Proof. 1. First, we prove the sufficient decrease property:
f(x(t+1)) ≤ f(x(t))− β(t)(1 + α(h))Dh(x(t+1), x(t)). (A.10)
Let x = x(t) in (Equation A.7), we obtain






≤ f(x(t))− β(t)(1 + α(h))Dh(x(t+1), x(t)).
With the sufficient decrease property, it is obvious that {f(x(t))} is non-decreasing.
2. Summing (Equation A.10) from i = 0 to i = t − 1 and for simplicity assuming






















which indicates that Dh(x(i+1), x(i))→ 0. Then summing (Equation A.7) from i = 0
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≤ βDh(x, x(0)) <∞, ∀x ∈ X.
Let t → ∞, we have limt→∞ f(x(t)) ≤ f(x) for every x, as a result we have
limk→∞ f(x
(t)) = f ∗.
3. Finally, we prove the convergence rate is linear. Assume x∗ = argminx f(x) is the







Replace x with x∗ in inequality (Equation A.7), we have





Using assumption Equation A.9, we have
f ∗ + ηd(x(t+1)) ≤ f(x(t+1)) (A.13)
Sum Equation A.12 and Equation A.13 up, we have
η
β








Therefore, we have a linear convergence in Bregman distance sense.
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Assumption (Equation A.9) does not always hold when f is linear. In our specific case,
x is bounded in [0, 1]m×n. More rigorously, we can prove the following lemma.
Lemma 3. Assume X is a bounded polyhedron, x∗ is unique, d(x) is an arbitrary nonneg-
ative convex function with d(x∗) = 0. If f is linear, then there exist η, s.t. f ∗ + ηd(x) ≤
f(x).
Proof. Since X is a bounded polyhedron, any x ∈ X can be expressed as x = ∑ni=0 λiei,
where ei is the vertices of X , n is finite, and
∑
λi = 1. Also f is linear, so f(x) =∑n
i=0 λif(ei)
Since f is linear, X is polyhedral and x∗ is unique, x∗ is a vertex of X . Denote e0 = x∗.












(d(e0) = 0) ≤ f ∗ + (1− λ0)ηdmax












For more general cases, if x∗ is not unique, we can divide the vertices as “optimal
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vertices” and the rest vertices, instead of e0 and the rest as above, the conclusion can be
proved analogously. Furthermore, if X is not a polyhedron, as long as X is bounded, we
can always prove the conclusion in a polyhedron A s.t. X ∈ A and x∗ is also the optimal
solution of minx∈A f(x). Proof of more general cases can be found in [161] (This paper
points out some fairly strong continuity properties that polyhedral multifunctions satisfy).
Inequality (Equation A.11) shows how the convergence rate is linked to β. This is the
reason we claim in Section 4.1 that a smaller β would lead to quicker convergence in exact
case.
From above, we showed that the general Bregman proximal point algorithm with con-
stant step size can guarantee convergence to the optimal solution f ∗, and has linear conver-
gence rate with some assumptions. Further, we prove the convergence result for the general
Bregman proximal point algorithm with inexact scheme in Theorem 5.2.
Theorem 5.2 Let {x(t)} be the sequence generated by the general Bregman proximal point
algorithm with inexact scheme (i.e., finite number of inner iterations are employed). Define










where ιX is the indicator function of set X . If the sequence {e(t)} satisfies
∑∞
k=1 ‖e(t)‖ <
∞ and ∑∞k=1〈e(t), x(t)〉 exists and is finite, then {x(t)} converges to x∞ with f(x∞) = f ∗.
If the sequence {e(t)} satisfies that exist ρ ∈ (0, 1) such that‖e(t)‖ ≤ ρt, 〈e(t), x(t)〉 ≤ ρt
and with assumption (Equation A.9), then {x(t)} converges linearly.














As a result, with enough inner iteration, the guaranteed e(t) will goes to zero.
Proof. This theorem is extended from [159, Theorem 1], and we propose a brief proof here.
The proof contains the following four steps:
1. We have for all k ≥ 0, through the three point lemma
Dh(x, x




(t+1)) = Dh(x, x






∈ ∇f(x(t+1)) + ∂ιX(x(t+1)) and 0 ∈
∇f(x∗) + ∂ιX(x∗) if x∗ be the optimal solution, we have








− 0, x(t+1) − x∗〉 ≥ 0,
because∇f + ∂ιX is monotone (f + ιX is convex). Further we have
Dh(x
∗, x(t+1)) ≤ Dh(x∗, x(t))−Dh(x(t+1), x(t)) + 〈e(t+1), x(t+1) − x∗〉.
2. Summing the above inequality from i = 0 to i = t− 1, we have
Dh(x







〈e(i+1), x(i+1) − x∗〉.
Since
∑∞
t=1 ‖e(t)‖ <∞ and
∑∞










Together with Dh(x(i+1), x(i)) > 0, we have
Dh(x






(i+1), x(i)) < Dh(x
∗, x(0)) + Ē(x∗) <∞,
and hence Dh(x(i+1), x(i))→ 0.
3. Based on the above two items, we know that the sequence {x(t)} must be bounded
and has at least one limit point x∞. The most delicate part of the proof is to establish
that 0 ∈ ∇f(x∞)+∂ιX(x∞). Let T = ∇f +∂ιX , then T denotes the subdifferential
mapping of a closed proper convex function f + ιX (f is a linear function and X is a
closed convex set). Let {tj} be the sub-sequence such that xtj → x∞. Because xtj ∈
X and X is a closed convex set, we know x∞ ∈ X . We know that Dh(x∗, x(t+1)) ≤
Dh(x
∗, x(t)) + 〈e(t+1), x(t+1) − x∗〉 and∑∞k=0〈e(t+1), x(t+1) − x∗〉 exists and is finite.
From [162, Section 2.2], we guarantee that {Dh(x∗, x(t))} converges to 0 ≤ d(x∗) <





λk〈y(t+1), x(t+1)−x∗〉 = Dh(x∗, x(t))−Dh(x∗, x(t+1))−Dh(x(t+1), x(t))+〈e(t+1), x(t+1)−x∗〉.
By taking the limit of both sides and λk = λ > 0, we obtain that
〈y(t+1), x(t+1) − x∗〉 → 0.
For the reason that ykj+1 is a subgradient of f + ιX at xkj+1, we have
f(x∗) ≥ f(xkj+1) + 〈ykj+1, x∗ − xkj+1〉, x∗ ∈ X, xkj+1 ∈ X.
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Further let j → ∞ and using f is lower semicontinuous, 〈y(t+1), x(t+1) − x∗〉 → 0,
we obtain
f(x∗) ≥ f(x∞), x∞ ∈ X
which implies that 0 ∈ ∇f(x∞) + ιX(x∞).









≥ 0, ∀x ∈ X.
Together the convexity of f and the three point lemma, we obtain




(t))−Dh(x, x(t+1))−Dh(x(t+1), x(t))− (x− x(t+1))T e(t+1)
]
.
Let x = x∗ in the above inequality and recall the assumption (Equation A.9), i.e.,
f(x)− f(x∗) ≥ ηd(x),
























where C := supx∈X∗{‖x‖}. The second inequality is obtained through triangle
inequality. Then





where µ = 1
1+βη
< 1. With our assumptions and according to Theorem 2 and
Corollary 2 in [163], we guarantee the generated sequence converges linearly in the
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The CNN architecture for experiments in Section subsection 3.6.3. Table Table B.1 shows
the architecture of two mappings GX and GY . The two mappings have identical architech-
ture.
Table B.1: The CNN architecture for experiments of real datasets in Section subsec-
tion 3.6.3.
Input: z ∈ R100 ∼ N (0, I )
Convolution Filter Activation
Deconv: [4 × 4, 512, stride = 1, padding=0] BN, ReLU
Deconv: [4 × 4, 256, stride = 2, padding=1] BN, ReLU
Deconv: [4 × 4, 128, stride = 2, padding=1] BN, ReLU
Deconv: [4 × 4, 64, stride = 2, padding=1] BN, ReLU
Deconv: [4 × 4, 3, stride = 2, padding=1] Tanh
Table Table B.2 shows the architecture of two discriminators λX , λY . The two networks
have identical architechture and do not share parameters.
B.1.2 Convolutional Network
The CNN architecture for USPS, MNIST and MNISTM. PReLU activation is applied
[164]. Table Table B.3 shows the architecture of two generators GX and GY . The last
column in Table Table B.3 means whether GX and GY share the same parameter.
Table Table B.4 shows the architecture of two discriminators λX , λY , and two classi-
fiers DX , DY . The last column in Table Table B.3 uses (·, ·) to denote which group of
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Table B.2: The CNN architecture of λX , λY for experiments of real datasets in Section
subsection 3.6.3.
Input: Image x ∈ R64×64×3 ∼ µ or ν
Convolution Filter Activation
Conv: [4 × 4, 64, stride = 1, padding=0] ReLU
Conv: [4 × 4, 128, stride = 2, padding=1] BN, ReLU
Conv: [4 × 4, 256, stride = 2, padding=1] BN, ReLU
Conv: [4 × 4, 512, stride = 2, padding=1] BN, ReLU
Conv: [4 × 4, 1, stride = 1, padding=0] −
Table B.3: The CNN generater architecture for USPS, MNIST and MNISTM. ch = 1 for
USPS and MNIST; ch = 3 for MNISTM.
Input: z ∈ R100 ∼ N (0, I )
Convolution Filter Activation Shared
Deconv: [4 × 4, 1024, stride = 1, padding=0] BN, PReLU True
Deconv: [3 × 3, 512, stride = 2, padding=1] BN, PReLU True
Deconv: [3 × 3, 256, stride = 2, padding=1] BN, PReLU True
Deconv: [3 × 3, 128, stride = 2, padding=1] BN, PReLU True
Deconv: [3 × 6, ch, stride = 1, padding=1] Sigmoid False
discriminators share the same parameter.
Table B.4: The CNN discriminator architecture for USPS, MNIST and MNISTM. ch = 1
for USPS and MNIST; ch = 3 for MNISTM. cho = 1 for λX and λY ; cho = 10 for DX
and DY .
Input: Image x ∈ R28×28×ch ∼ µ or ν
Convolution Filter Activation Shared
Conv: [5 × 5, 20, stride = 1, padding=0] MaxPooling(2,2) (λX , DX);(λY , DY )
Conv: [5 × 5, 50, stride = 1, padding=0] MaxPooling(2,2) (λX , λY , DX , DY )
Conv: [4 × 4, 500, stride = 1, padding=0] PReLU (λX , λY , DX , DY )
Conv: [1 × 1, cho, stride = 1, padding=0] − (λX); (λY ); (DX , DY )
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B.1.3 Residual Network
The ResNet architecture for SVHN→ MNIST. Table Table B.5 shows the architecture of
two generators GX and GY . The last column in Table Table B.5 means whether GX and
GY share the same parameter. The Residual block is the same as the one in [56].
Table B.5: The ResNet generater architecture for SVHN→ MNIST. ch = 1 for MNIST;
ch = 3 for SVHN.
Input: z ∈ R100 ∼ N (0, I )
Layer Size Activation Shared
Linear: 100→ 4 × 4× 128 − True
ResBlocks: [128, Up-sampling] − True
ResBlocks: [128, Up-sampling] − True
ResBlocks: [128, Up-sampling] BN,PReLU True
Conv: [3 × 3, ch, stride = 1, padding =0] Sigmoid False
Table Table B.6 shows the architecture of two discriminators λX , λY , and two classi-
fiers DX , DY . The last column in Table Table B.6 uses (·, ·) to denote which group of
discriminators share the same parameter.
Table B.6: The ResNet discriminator architecture for SVHN → MNIST. ch = 1 for
MNIST; ch = 3 for SVHN. cho = 1 for λX and λY ; cho = 10 for DX and DY .
Input: Image x ∈ R28×28×ch ∼ µ or ν
Layer Size Activation Shared
ResBlocks: [128, Down-Sampling] − (λX , DX);(λY , DY )
ResBlocks: [128, Down-Sampling] − (λX , λY , DX , DY )
ResBlocks: [128, Down-Sampling] − (λX , λY , DX , DY )
Conv: [4 × 4, 500, stride = 1, padding=0] PReLU (λX , λY , DX , DY )





First, we show that after adding entropy regularization the problem is differentiable.
Theorem 1. For any ε > 0, SOFT top-k operator: X 7→ Aε is differentiable, as long as the
cost Cij is differentiable with respect to xi for any i, j. Moreover, the Jacobian matrix of
SOFT top-k operator always has a nonzero entry for any X ∈ Rn.









Therefore, since Cij is differentiable, Γ∗,ε is differentiable if (ξ∗, ζ∗) is differentiable as a
function of input scores X .
Let us set






and recall that (ξ∗, ζ∗) = argmaxξ,ζ L(ξ, ζ;µ, ν, C). The differentiability of (ξ∗, ζ∗) is
proved using the Implicit Function theorem and follows from the differentiability and
strong convexity in (ξ∗, ζ∗) of the function L.
Now we prove that dAε/dx` always has a nonzero entry for l = 1, · · · , n. First, we
prove that for any ` ∈ {1, · · · , n}, dΓ∗,ε/dx` always has a nonzero entry. We will prove it
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by contradiction. Specifically, the KKT conditions for the stationarity are as follows
ξ∗i + ζ
∗
j = (xi − yj)2 − ε log Γ∗,εij , ∀i = 1, · · · , n, j = 1, · · · ,m.
If we view the above formula as a linear equation set of the dual variables, it has nm
equations and m + n variables. Therefore, there are nm − m − n redundant equations.
Suppose one of the scores x`, has an infinitesimal change δx`. Assuming Γ∗,ε does not
change, we have a new set of linear equations,
ξ∗i + ζ
∗
j = (xi − yj)2 − ε log Γ∗,εij , ∀i 6= `,
ξ∗` + ζ
∗
j = (x` + δx` − yj)2 + δC`j − ε log Γ∗,ε`j .
Easy to verify that this set of linear equations has no solution. Therefore, there must be at
least one entry in Γ∗,ε has changed. As a result, dΓ∗,ε/dx` always has a nonzero entry. We











Therefore, there must be a nonzero entry in the first column of dΓ∗,ε/dx`. Recall Aε is
the first column of Γ∗,ε. As a result, there must be a nonzero entry in dAε/dx` for any
` ∈ {1, · · · , n}.
Second, we would like to know after smoothness relaxation, how much bias is intro-
duced to Aε.
Lemma 4. Denote the feasible set of optimal transport problem as ∆ = {Γ : Γ ∈
[0, 1]n×m,Γ1m = µ,Γ1n = ν}. Assume the optimal transport plan is unique. Denote
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and Γ∗,ε as the entropy regularized transport plan,
Γ∗,ε = argmin
Γ∈∆
f ε(Γ) = argmin
Γ∈∆






We can bound the difference between Γ∗ and Γ∗,ε to be




where ‖ · ‖F is the Frobenius norm, and B is a positive constant irrelevant to ε.
Proof. Note that H(Γ) is the entropy function. Since 0 ≤ Γij ≤ 1 and
∑
ij Γij = 1 for any
Γ ∈ ∆, we can view ∆ as the subset of a simplex. Therefore,
1. H(Γ) is non-negative.
2. The maximum of H(Γ) in the simplex can be obtained at Γij ≡ 1nm . Therefore the
maximum value is (lnn+ lnm).
Therefore, 0 ≤ H(Γ) ≤ (lnn+ lnm) for any Γ ∈ ∆.
SinceH(Γ) ≥ 0, we have f ε(Γ) ≤ f(Γ) for any Γ ∈ ∆. As a result, we have f ε(Γ∗,ε) ≤
f(Γ∗). In other words, we have
〈C,Γ∗,ε〉 − εH(Γ∗,ε)− 〈C,Γ∗〉 ≤ 0.
Therefore,
〈C,Γ∗,ε − Γ∗〉 = 〈C,Γ∗,ε〉 − 〈C,Γ∗〉 ≤ εH(Γ∗,ε) ≤ ε(lnn+ lnm).
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Since the optimal transport problem is a linear optimization problem, Γ∗ is one of the
vertices of ∆. Denote e0, e1, · · · , eJ as the vertices of ∆, and without loss of generality we
assume e0 = Γ∗. Since Γ∗,ε ∈ ∆, we can denote Γ∗,ε =
∑J
j=0 λjej , where λj ≥ 0, and∑
j λj = 1. Since Γ
∗ is unique, we have
〈C, ej − e0〉 > 0, ∀j = 1, · · · , J.
Denote Bj = 〈C, ej − e0〉. Since the space we are considering is Euclidean space (if we
reshape the matrices into vectors), we can write the inner product as
Bj = 〈C, ej − e0〉 = ‖C‖F‖ej − e0‖F cos θ(C,ej−e0) > 0.
So we have cos θ(C,ej−e0) > 0. In other words, the angle between C and ej − e0 is always
smaller than π
2
. Therefore, the angle between C and the affine combination of ej − e0,
namely
∑J
j=0 λj(ej − e0), is also smaller than π2 . More specifically, we have
















Denote B = minj
Bj
‖ej−e0‖F
, and we have the conclusion.
Remark 4. In Theorem 1 we restricted the optimal solution to be unique, only for clarity
purpose. If it is not unique, similar conclusion holds, except that the proof is more tedious
– instead of divide the vertices into e0 and others, we need to divide it into the vertices that
are optimal solutions and the others.
Lemma 5. At each of the vertices of ∆, the entries of Γ are either 0 or 1/n for Γ ∈ ∆.
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Proof. The key idea is to prove by contradiction: If there exist i, j such that Γij ∈ (0, 1/n),
then Γ cannot be a vertex.
To ease the discussion, we denote Z = nΓ. We will first prove that the entries of Z are
either 0 or 1 at the vertices.
Notice that





Zi,2 = n− k.
If there exists an entry Zi′,j′ ∈ (0, 1), then
1. Zi′,3−j′ ∈ (0, 1).
2. there must exist i′′ 6= i′, such that Zi′′,j′ ∈ (0, 1). This is because
∑n
i=1 Zi,j is an
integer, and Zi′,j′ is not.
3. As a result, Zi′′,3−j′ ∈ (0, 1).
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Zi′,j′ + δ, if i = i
′, j = j′,
Zi′,3−j′ − δ, if i = i′, j = 3− j′,
Zi′′,j′ − δ, if i = i′′, j = j′,
Zi′′,3−j′ + δ, if i = i






Zi′,j′ − δ, if i = i′, j = j′,
Zi′,3−j′ + δ, if i = i
′, j = 3− j′,
Zi′′,j′ + δ, if i = i
′′, j = j′,
Zi′′,3−j′ − δ, if i = i′′, j = 3− j′,
Zi,j, otherwise.
We can easily verify that Z̃(1)/n, Z̃(2)/n ∈ ∆, and also Z = (Z̃(1) + Z̃(2))/2. Therefore, Z
cannot be a vertex.
Lemma 6. Given a set of scalar {x1, · · · , xn}, we sort it to be {xσ1 , · · · , xσn}. If Euclidean
square cost is adopted, Γ∗ has the following form,
Γ∗ij =

1/n, if i = σ`, j = 1, ` ≤ k
0, if i = σ`, j = 1, k < ` ≤ n
1/n, if i = σ`, j = 2, k < ` ≤ n




is attained at at a vertex Γ∗∗, where Γ∗∗ij = Γ
∗
ij except that the σk-th row
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= n(xσk+1 − xσk).
Proof. From Lemma 5, in each vertex the entries of Γ is either 0 or 1/n. Also, Γ∗ ∈ ∆ =
{Γ : Γ ∈ [0, 1]n×m,Γ1m = 1n/n,Γ1n = [k/n, (n − k)/n]>}. Therefore, for the j-th
vertex, there are k entries with value 1/n in the first row of Γ. Denote the row indices of
these k entries as Ij , and Ω = {1, · · · , n}. Then for each vertex we have
Γi,1 = 1/n, ∀i ∈ Ij
Γi,1 = 0, ∀i ∈ Ω\Ij
Γi,2 = 1/n, ∀i ∈ Ω\Ij
Γi,2 = 0, ∀i ∈ Ij.
Denote I∗ = {σ1, · · · , σk}. We now prove that I∗ corresponds to the optimal solution Γ∗.







































where the last step is because the elements with indices Ω\Ij is the largest n− k elements.
Therefore we have Γ(I∗) = Γ∗.
Now let’s compute minj 6=0Bj/‖ej − e0‖. Denote set subtraction A − B as the set if
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where the second line can be obtained by substituting the definition of Bj . Notice that
Ij − I∗ ∈ Ω\I∗ and I∗ − Ij ∈ I∗. Any element with index in Ω\I∗ is larger than any










∗ − Ij|(xσK+1 − xσK )√
|I∗ − Ij|
≥ N(xσK+1 − xσK ),
where the last step is because for j 6= 0, |I∗ − Ij| is at least 1.






= n(xσk+1 − xσk).
Theorem 2. Given a distinct sequence X and its sorting permutation σ, with Euclidean
square cost function, for the proposed top-k solver we have




Proof. This is a direct conclusion with Lemma 4 and Lemma 6.
C.2 The Expression of the Gradient of Aε
In this section we will derive the expression of dAε/dxi. We first list a few reminders that
will be used later:
• {xi}ni=1 is a scalar set to be solved for top-k. {yj}mj=1 is taken to be {0, 1}.
• C ∈ Rn×m is the cost matrix, usually defined as Cij = (xi − yj)2.
• The loss function of entropic optimal transport is
Γ∗,ε = argmin
Γ∈∆






where ∆ = {Γ : Γ ∈ [0, 1]n×m,Γ1m = µ,Γ1n = ν}.
• The dual problem of the above optimization problem is


































In this section only, we denote Γ = Γ∗,ε, to shorten the notation. The multiplication of
3rd-order tensors mirrors the multiplication of matrices: we always use the last dimension
of the first input to multiplies the first dimension of the second input. We denote b̄ = b:−1 as





















δ`iΓij, ` = 1, · · · , n
δ`jΓij, ` = n+ 1, · · · , n+m− 1
H−1 = −ε
(diag(µ))−1 + (diag(µ))−1Γ̄K−1Γ̄T (diag(µ))−1 −(diag(µ))−1Γ̄K−1
−K−1Γ̄T (diag(µ))−1 K−1

K = diag(ν̄)− Γ̄T (diag(µ))−1Γ̄.
Proof. Notice that there is one redundant dual variable, since µ1N = ν1M = 1. Therefore,
we can rewrite L(ξ, ζ;C) as












φ(ξ, ζ̄, C) =
dL(ξ, ζ̄;C)
dξ
= µ− F1m, (C.1)
ψ(ξ, ζ̄, C) =
dL(ξ, ζ̄;C)
dζ̄





ε , ∀i = 1, · · · , n, j = 1, · · · ,m− 1
Fim = e
−Cim+ξi
ε , ∀i = 1, · · · , n,
F̄ = F:,:−1.
Since (ξ∗, ζ̄∗) is a maximum of L(ξ, ζ̄;C), we have
φ(ξ∗, ζ̄∗, C) = 0,



































































































































































































∀` = 1, · · · ,m− 1, j = 1, · · · ,m− 1.
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K = diag(ν̄)− Γ̄T (diag(µ))−1Γ̄.
Note that K is just a scalar for SOFT top-k operator, and is a (k − 1)× (k − 1) matrix for
sorted SOFT top-k operator. Therefore computing its inverse is not expensive. Finally we
have
H−1 = −ε
















The above derivation can actually be viewed as we explicitly force bm = 0, i.e., no matter
how C changes, bm does not change. Therefore, we can treat dbmdC = 0n×m, and we get the
equation in the theorem.
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We summarize the above procedure for computing the gradient for sorted SOFT top-k
operator in Algorithm Algorithm 7. This naive implementation takes O(n2k) complexity,
which is not efficient. Therefore, we modify the algorithm using the associative law of
matrix multiplications, so that the complexity is lowered to O(nk). We summarize the
modified algorithm in Algorithm Algorithm 8.
We also include the PyTorch implementation of the forward pass and backward pass
as shown below. The code is executed by creating an instance of TopK custom, and the
forward pass and the backward pass is run similar to any other PyTorch model.
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Algorithm 7 Gradient for Sorted Top-K
Require: C ∈ Rn×(k+1), µ ∈ Rn, ν ∈ Rk+1, dL
dΓ
∈ Rn×(k+1), ε
Run forward pass to get Γ
ν̄ = ν[: −1], Γ̄ = Γ[:, : −1]
K ← diag(ν̄)− Γ̄T (diag(µ))−1Γ̄ # K ∈ Rk×k
H1← (diag(µ))−1 + (diag(µ))−1Γ̄K−1Γ̄T (diag(µ))−1 # H1 ∈ Rn×n
H2← −(diag(µ))−1Γ̄K−1 # H2 ∈ Rn×k
H3← (H2)T # H3 ∈ Rk×n
H4← K−1 # H4 ∈ Rk×k
Pad H2 to be [n, k + 1] in the last column with value 0


















to be [k + 1, n, k + 1] with value 0
[ dL
dC

















Algorithm 8 Gradient for Sorted Top-k, with reduced memory
Require: C ∈ RN×(K+1), µ ∈ RN , ν ∈ RK+1, dL
dΓ
∈ RN×(K+1), ε
Run forward pass to get Γ
ν̄ = ν[: −1], Γ̄ = Γ[:, : −1]




L← (diag(µ))−1Γ̄K−1 # L ∈ RN×K
G1← dL
dΓ
 Γ # G1 ∈ RN×K
g1← [G1]1K , g2← [G1]T1N # g1 ∈ RN , g2 ∈ RK
G21← (g1 µ′).expand dims(1) Γ # G21 ∈ RN×(K+1)
G22← ((g1)TLΓ̄T  µ′).expand dims(1) Γ # G22 ∈ RN×(K+1)
G23← −((g1)TL).pad last entry(0).expand dims(0) Γ # G23 ∈ RN×(K+1)
G2 = G21 +G22 +G23 # G2 ∈ RN×(K+1)
g2← g2[: −1]
G31← −(L(g2)).expand dims(1) Γ # G31 ∈ RN×(K+1)
G32← (K−1(g2)).pad last entry(0).expand dims(0) Γ # G32 ∈ RN×(K+1)







d e f s i n k h o r n f o r w a r d (C , mu , nu , e p s i l o n , m a x i t e r ) :
bs , n , k = C . s i z e ( )
v = t o r c h . ones ( [ bs , 1 , k ] ) / ( k )
G = t o r c h . exp ( −C / e p s i l o n )
i f t o r c h . cuda . i s a v a i l a b l e ( ) :
v = v . cuda ( )
f o r i i n r a n g e ( m a x i t e r ) :
u = mu / ( G*v ) . sum ( −1 , keepdim=True )
v = nu / ( G*u ) . sum ( −2 , keepdim=True )
Gamma = u*G*v
r e t u r n Gamma
d e f s i n k h o r n f o r w a r d s t a b l i z e d (C , mu , nu , e p s i l o n , m a x i t e r ) :
bs , n , k = C . s i z e ( )
k = k −1
f = t o r c h . z e r o s ( [ bs , n , 1 ] )
g = t o r c h . z e r o s ( [ bs , 1 , k + 1 ] )
i f t o r c h . cuda . i s a v a i l a b l e ( ) :
f = f . cuda ( )
g = g . cuda ( )
e p s i l o n l o g m u = e p s i l o n * t o r c h . l o g (mu)
e p s i l o n l o g n u = e p s i l o n * t o r c h . l o g ( nu )
d e f m i n e p s i l o n r o w ( Z , e p s i l o n ) :
r e t u r n − e p s i l o n * t o r c h . logsumexp ( ( −Z ) / e p s i l o n , −1 , keepdim=True )
d e f m i n e p s i l o n c o l ( Z , e p s i l o n ) :
r e t u r n − e p s i l o n * t o r c h . logsumexp ( ( −Z ) / e p s i l o n , −2 , keepdim=True )
f o r i i n r a n g e ( m a x i t e r ) :
f = m i n e p s i l o n r o w (C−g , e p s i l o n )+ e p s i l o n l o g m u
g = m i n e p s i l o n c o l (C−f , e p s i l o n )+ e p s i l o n l o g n u
Gamma = t o r c h . exp ( ( −C+ f +g ) / e p s i l o n )
r e t u r n Gamma
d e f s i n k h o r n b a c k w a r d ( grad output Gamma , Gamma , mu , nu , e p s i l o n ) :
nu = nu [ : , : , : − 1 ]
Gamma = Gamma [ : , : , : − 1 ]
bs , n , k = Gamma . s i z e ( )
inv mu = 1 . / ( mu . view ( [ 1 , − 1 ] ) ) # [ 1 , n ]
Kappa = t o r c h . d iag embed ( nu . s q u e e z e ( − 2 ) ) \
− t o r c h . matmul ( Gamma . t r a n s p o s e ( −1 , −2) * inv mu . unsqueeze ( − 2 ) , Gamma ) # [ bs , k , k ]
inv Kappa = t o r c h . i n v e r s e ( Kappa ) # [ bs , k , k ]
Gamma mu = inv mu . unsqueeze ( −1)*Gamma
L = Gamma mu . matmul ( inv Kappa ) # [ bs , n , k ]
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G1 = grad output Gamma * Gamma #[ bs , n , k +1]
g1 = G1 . sum ( −1)
G21 = ( g1* inv mu ) . unsqueeze ( −1)*Gamma #[ bs , n , k +1]
g1 L = g1 . unsqueeze ( − 2 ) . matmul ( L ) # [ bs , 1 , k ]
G22 = g1 L . matmul ( Gamma mu . t r a n s p o s e ( − 1 , − 2 ) ) . t r a n s p o s e ( −1 , −2)*Gamma #[ bs , n , k +1]
G23 = − F . pad ( g1 L , pad =( 0 , 1 ) , mode= ’ c o n s t a n t ’ , v a l u e =0)*Gamma #[ bs , n , k +1]
G2 = G21 + G22 + G23 #[ bs , n , k +1]
d e l g1 , G21 , G22 , G23 , Gamma mu
g2 = G1 . sum ( − 2 ) . unsqueeze ( −1) # [ bs , k +1 , 1 ]
g2 = g2 [ : , : − 1 , : ] # [ bs , k , 1 ]
G31 = − L . matmul ( g2 )*Gamma #[ bs , n , k +1]
G32 = F . pad ( inv Kappa . matmul ( g2 ) . t r a n s p o s e ( −1 , −2) , pad =( 0 , 1 ) , mode= ’ c o n s t a n t ’ , v a l u e =0)*Gamma #[ bs , n , k +1]
G3 = G31 + G32 #[ bs , n , k +1]
grad C = ( −G1+G2+G3 ) / e p s i l o n # [ bs , n , k +1]
r e t u r n grad C
c l a s s TopKFunc ( F u n c t i o n ) :
@ s t a t i c m e t h o d
d e f f o r w a r d ( c tx , C , mu , nu , e p s i l o n , m a x i t e r ) :
w i th t o r c h . n o g r a d ( ) :
i f e p s i l o n>1e −2:
Gamma = s i n k h o r n f o r w a r d (C , mu , nu , e p s i l o n , m a x i t e r )
i f boo l ( t o r c h . any (Gamma!=Gamma ) ) :
p r i n t ( ’ Nan a p p e a r e d i n Gamma , re − comput ing . . . ’ )
Gamma = s i n k h o r n f o r w a r d s t a b l i z e d (C , mu , nu , e p s i l o n , m a x i t e r )
e l s e :
Gamma = s i n k h o r n f o r w a r d s t a b l i z e d (C , mu , nu , e p s i l o n , m a x i t e r )
c t x . s a v e f o r b a c k w a r d (mu , nu , Gamma)
c t x . e p s i l o n = e p s i l o n
r e t u r n Gamma
@ s t a t i c m e t h o d
d e f backward ( c tx , grad output Gamma ) :
e p s i l o n = c t x . e p s i l o n
mu , nu , Gamma = c t x . s a v e d t e n s o r s
# mu [ 1 , n , 1 ]
# nu [ 1 , 1 , k +1]
#Gamma [ bs , n , k +1]
wi th t o r c h . n o g r a d ( ) :
g rad C = s i n k h o r n b a c k w a r d ( grad output Gamma , Gamma , mu , nu , e p s i l o n )
r e t u r n grad C , None , None , None , None
c l a s s TopK custom ( t o r c h . nn . Module ) :
d e f i n i t ( s e l f , k , e p s i l o n = 0 . 1 , m a x i t e r = 2 0 0 ) :
s u p e r ( TopK custom1 , s e l f ) . i n i t ( )
s e l f . k = k
s e l f . e p s i l o n = e p s i l o n
s e l f . a n c h o r s = t o r c h . F l o a t T e n s o r ( [ k− i f o r i i n r a n g e ( k + 1 ) ] ) . view ( [ 1 , 1 , k + 1 ] )
s e l f . m a x i t e r = m a x i t e r
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i f t o r c h . cuda . i s a v a i l a b l e ( ) :
s e l f . a n c h o r s = s e l f . a n c h o r s . cuda ( )
d e f f o r w a r d ( s e l f , s c o r e s ) :
bs , n = s c o r e s . s i z e ( )
s c o r e s = s c o r e s . view ( [ bs , n , 1 ] )
# f i n d t h e − i n f v a l u e and r e p l a c e i t w i th t h e minimum v a l u e e x c e p t − i n f
s c o r e s = s c o r e s . c l o n e ( ) . d e t a c h ( )
m a x s c o r e s = t o r c h . max ( s c o r e s ) . d e t a c h ( )
s c o r e s [ s c o r e s == f l o a t ( ’ − i n f ’ ) ] = f l o a t ( ’ i n f ’ )
m i n s c o r e s = t o r c h . min ( s c o r e s ) . d e t a c h ( )
f i l l e d v a l u e = m i n s c o r e s − ( max scores − m i n s c o r e s )
mask = s c o r e s == f l o a t ( ’ − i n f ’ )
s c o r e s = s c o r e s . m a s k e d f i l l ( mask , f i l l e d v a l u e )
C = ( s c o r e s − s e l f . a n c h o r s )**2
C = C / (C . max ( ) . d e t a c h ( ) )
mu = t o r c h . ones ( [ 1 , n , 1 ] , r e q u i r e s g r a d = F a l s e ) / n
nu = [ 1 . / n f o r i n r a n g e ( s e l f . k ) ]
nu . append ( ( n− s e l f . k ) / n )
nu = t o r c h . F l o a t T e n s o r ( nu ) . view ( [ 1 , 1 , s e l f . k + 1 ] )
i f t o r c h . cuda . i s a v a i l a b l e ( ) :
mu = mu . cuda ( )
nu = nu . cuda ( )
Gamma = TopKFunc . a p p l y (C , mu , nu , s e l f . e p s i l o n , s e l f . m a x i t e r )
A = Gamma [ : , : , : s e l f . k ]* n
r e t u r n A, None
C.3 Experiment Settings
C.3.1 kNN
The settings of the neural networks, the training procedure, and the number of neighbors
k, and the tuning procedures are similar to [96]. The tuning o ε ranging from 10−6 to 10−2.
Other settings are shown in Table Table C.1.
Note that fθ is a feature extraction neural network, so that model specified in the last
row of Table Table C.1 does not contain the final activation layer and the linear layer.
Baselines. In the baselines, the results of kNN, kNN+PCA, kNN+AE, kNN+NeuralSort is
128




Batch size of query samples 100 100
Batch size of template samples 100 100
Optimizer SGD SGD
Learning rate 10−3 10−3
Momentum 0.9 0.9
Weight decay 5× 10−4 5× 10−4
Model 2-layer convolutional network ResNet18
copied from [96]. The result of RelaxSubSample is copied from [97].
The implementation of kNN+[94] is based on [96]. Specifically, the outputs of the
models in [94] and [96] are both doubly stochastic matrices. So in the implementation of
kNN+[94], we adopt the algorithm in [96], except that we replace the module of computing
the doubly stochastic matrix to be the one in [94]. We extensively tuned k, ε and the
learning rate, but cannot achieve a better score for this experiment.
The baselines kNN+Softmax k times, kNN+pretrained CNN, and CE+CNN adopts
the identical neural networks as our model. We remark that the scores reported in [96]
for CNN+CE are 99.4% for MNIST and 95.1% for CIFAR-10. However, our experiments
using their code cannot reproduce the reported scores: and the scores are 99.0% and 90.9%,
respectively. Therefore, the reported score for MNIST is implemented by us, and the score
for CIFAR-10 is copied from [78].
C.3.2 Beam Search
Algorithm. We now elaborate how to backtrack the predecessors E(1:t),r for an embedding
E(t+1),`, and how to compute the likelihood Ls(E(1:t+1),`), which we have omitted in Al-
gorithm Algorithm 5. Specifically, in standard beam search algorithm, each selected token
ỹ(t+1),` is generated from a specific predecessor, and thus the backtracking is straightfor-
ward. In beam search with sorted SOFT top-k operator, however, each computed embed-
ding E(1:t),r is a weighted sum of the output from all predecessors, so that it is not corre-
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sponding to one specific predecessor. To address this difficulty, we select the predecessor
for E(t+1),` with the largest weight, i.e.,





This is a good approximation because A(t),ε is a smoothed 0-1 tensor, i.e., for each `, there
is only one entry that is approximately 1 in A(t),ε:,:,` , while the others are approximately 0.
The likelihood is then computed as follows
Ls(E(1:t+1),`) = Ls(E(1:t),r)P(yt+1 = ωo|h̃(t),r(E(1:t),r)).
Implementation. The implemented model is identical to [100]. Different from [100], here
we also preprocess the data with byte pair encoding [101].
We adopt beam size 5, teacher forcing ratio ρ = 0.8, and ε = 10−1. The training
procedure is as follows: We first pretrain the model with teacher forcing training procedure.
The pretraining procedure has initial learning rate 1, learning rate decay 0.1 starting from
iteration 5× 105 for every 105 iterations. We pretrain it for 106 iterations in total. We then
train the model using the combined training procedure for 105 iterations with learning rate
0.05.
C.3.3 Top-k Attention
The settings of the baseline model on data pre-processing, model, and the training proce-
dure, evaluation procedure is identical to https://opennmt.net/OpenNMT-py/extended.html.
The settings of the proposed model only differs in that we adopt SOFT top-k attention in-
stead of the standard soft attention.
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(a) I = {0, 1, 2}.
0 2 4 6 8
(b) I = {2, 3, 4}.
Figure C.1: Illustration of the gradient of the SOFT top-k operators. The arrows represent
the direction and magnitude of the gradient. The orange dots corresponds to the ground
truth elements.
C.4 Visualization of the Gradients
In this section we visualize the computed gradient using a toy example mimicking the
settings of kNN classification. Specifically, we input 10 scores computed from 10 images,
i.e., X = {0, 1, 2, · · · , 9}, into the SOFT top-k operator, and select the top-3 elements.
Denote the indices of the images with the same labels as the query sample as I. Similar to





We visualize the gradient on X with respect to this objective function in Figure Fig-
ure C.1. In Figure Figure C.1a, I is the same as the indices of top-3 scores. In this case,
the gradient will push the gap between the top-3 scores and the rest scores even further. In
Figure Figure C.1b, I is different from the indices of top-3 scores. In this case, the scores




D.1 Connection between OT and RWOC
Theorem 1. Denote Π(a, b) = {S ∈ Rn×m : S1m = a, S>1n = b, Sij ≥ 0} for any
a ∈ Rn and b ∈ Rm. Then at least one of the optimal solutions of the following problem
lies in P .
minS∈Rn×n〈C(w), S〉, s.t. S ∈ Π(1n,1n). (D.1)
Proof. Denote the optimal solution of (Equation D.1) as Z∗. As we mentioned earlier,
this is a direct corollary of Birkhoff–von Neumann theorem [127, 128]. Specifically,
Birkhoff–von Neumann theorem claims that the polytope Π(1n,1n) is the convex hull of
the set of n × n permutation matrices, and furthermore that the vertices of Π(1n,1n) are
precisely the permutation matrices.
On the other hand, (Equation D.1) is a linear optimization problem. There would be at
least one optimal solutions lies at the vertices given the problem is feasible. As a result,
there would be at least one Z∗ being a permutation matrix.
D.2 Proof of Proposition 4
The bilevel optimization formulation has a better gradient descent iteration complexity than
alternating minimization. To see this, consider a quadratic function F (a1, a2) = a>Pa +
b>a, where a1 ∈ Rd1 , a2 ∈ Rd2 , a = [a>1 , a>2 ]> ∈ R(d1+d2), P ∈ R(d1+d2)×(d1+d2), b ∈
R(d1+d2). To further simplify the discussion, we assume P = ρ1(d1+d2)1>(d1+d2) + (1 −
ρ)Id1+d2 , where Id1+d2 is the identity matrix. Then we have the following proposition.
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+ (1− ρ)Id1 ,
whose condition number is
CAM = 1 +
d1ρ
1− ρ.








where P11 ∈ Rd1×d1 , P12 ∈ Rd1×d2 , P21 ∈ Rd2×d1 , P22 ∈ Rd2×d2 , and b1 ∈ Rd1 , b2 ∈ Rd2 .
ROBOT first minimize over a2,
a∗2(a1) = argmin
a2
F (a1, a2) = −(P22 + λId2)−1(P21a1 + b2/2).
Substituting a∗2(a1) into F (a1, a2), we can obtain the Hessian for a1 is
HROBOT = P11 − P12(P22 + λId2)−1P21.
Using Sherman–Morrison formula, we can explicitly express P−122 as
P−122 =
1
1− ρ+ λId2 −
ρ






Substituting it into HROBOT,










Therefore, the condition number is




d2ρ− ρ+ λ+ 1
.
Note that CAM increases linearly with respect to d1. Therefore, the optimization prob-
lem inevitably becomes ill-conditioned as dimension increase. In contrast, CROBOT can
stay in the same order of magnitude when d1 and d2 increase simultaneously.
Since the iteration complexity of gradient descent is proportional to the condition num-
ber [165], ROBOT needs fewer iterations to converge than AM.
D.3 Differentiability
Theorem 2. For any ε > 0, S∗ε (w) is differentiable, as long as the cost C(w) is dif-
ferentiable with respect to w. As a result, the objective Lε(w) = 〈C(w), S∗ε (w)〉 is also
differentiable.
Proof. The proof is analogous to [166].
We first prove the differentiability of S∗ε (w). This part of proof mirrors the proof in
[89]. By Sinkhorn’s scaling theorem [91],







Therefore, since Cij(w) is differentiable, Γ∗,ε is differentiable if (ξ∗(w), ζ∗(w)) is differen-
tiable as a function of w.
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Let us set






and recall that (ξ∗, ζ∗) = argmaxξ,ζ L(ξ, ζ;µ, ν, C). The differentiability of (ξ∗, ζ∗) is
proved using the Implicit Function theorem and follows from the differentiability and strict
convexity in (ξ∗, ζ∗) of the function L.







































ε,ij, ` = 1, · · · , n;
δ`jS
∗
ε,ij, ` = n+ 1, · · · , 2n− 1,
H−1 = −εn











Proof. This result is straightforward combining the Sinkhorn’s scaling theorem and Theo-









We will first derive ∇CΓ, then derive ∇wFε using the chain rule. To avoid possible confu-
sion, we will derive the case where µ ∈ Rn and ν ∈ Rm, and then take µ = ν = 1n/n. The
dual problem of the above optimization problem is


















Notice that there is one redundant dual variable, since µ1n = ν1m = 1. Therefore, we
can rewrite L(ξ, ζ;C) as












φ(ξ, ζ̄, C) =
dL(ξ, ζ̄;C)
dξ
= µ− F1m, (D.3)
ψ(ξ, ζ̄, C) =
dL(ξ, ζ̄;C)
dζ̄





ε , ∀i = 1, · · · , n, j = 1, · · · ,m− 1
Fim = e
−Cim+ξi
ε , ∀i = 1, · · · , n,
F̄ = F:,:−1.
Since (ξ∗, ζ̄∗) is a maximum of L(ξ, ζ̄;C), we have
φ(ξ∗, ζ̄∗, C) = 0,







































































K = diag(ν̄)− Γ̄T (diag(µ))−1Γ̄.
Finally we have
H−1 = −ε
















The above derivation can actually be viewed as we explicitly force ζm = 0, i.e., no matter
how C changes, ζm does not change. Therefore, we can treat dζmdC = 0n×m.

































Note that Fε(w) = 〈C(w), nΓ〉. Substituting dΓh`dCij into the expression of ∇wFε(w), we get
the equation in the theorem.
D.4 Algorithm of the Forward Pass for ROBOT-robust
For better numerical stability, in practice we add two more regularization terms,
S∗r (w), µ̄
∗, ν̄∗ = argminS∈Π(µ̄,ν̄), µ̄,ν̄∈∆n〈C(w), S〉+ εH(S) + ε1h(µ̄) + ε2h(ν̄), (D.5)
s.t. F(µ̄, µ) ≤ ρ1, F(ν̄, ν) ≤ ρ2,
where h(µ̄) =
∑
i µ̄i log µ̄i is the entropy function for vectors. This can avoid the entries of
µ̄ and ν̄ shrink to zeros when updated by gradient descent. We remark that since we have
entropy term H(S), the entries of S would not be exactly zeros. Furthermore, we have
µ̄ = S1 and µ̄ = S1. Therefore, theoretically the entries of µ̄ and ν̄ will not be zeros. We
only add the two more entropy terms for numerical consideration. The detailed algorithm
is in Algorithm Algorithm 9. Although the algorithm is not guaranteed to converge to a
feasible solution, in practice it usually converges to a good solution [167].
D.5 Algorithm of the Backward Pass for ROBOT-robust
We first summarize the outline of the derivation, then provide the detailed derivation.
D.5.1 Summary
Given µ̄∗, ν̄∗, S∗r (w), we compute the Jacobian matrix dS
∗
r (w)/dw using implicit differen-
tiation and differentiable programming techinques. Specifically, the Lagrangian function
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Algorithm 9 Solving S∗r for robust matching





µ̄ = µ, ν̄ = ν
b = 1n
for l = 1, · · · , L do
a = µ̄/(Gb), b = ν̄/(GTa)
µ̄ = µ̄− η(eaε + ε1 ∗ log µ̄), ν̄ = ν̄ − η(e
b
ε + ε2 ∗ log ν̄)
µ̄ = max{µ̄, 0}, ν̄ = max{ν̄, 0}
µ̄ = µ̄/(µ̄>1), ν̄ = ν̄/(ν̄>1)







if ‖ν̄ − ν‖22 > ρ2 then







S = diag(a)G diag(b)
of Problem (Equation D.5) is
L =〈C, S〉+ εH(S) + ε1h(µ̄) + ε2h(ν̄)− ξ>(Γ1m − µ)− ζ>(Γ>1n − ν)
+ λ1(µ̄
>1n − 1) + λ2(ν̄>1m − 1) + λ3(‖µ̄− µ‖22 − ρ1) + λ4(‖ν̄ − ν‖22 − ρ2).
where ξ and ζ are dual variables. The KKT conditions (Stationarity condition) imply that









































Substituting (Equation D.6) into the Lagrangian function, at the optimal solutions we
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obtain
L = L(ξ∗, ζ∗, µ̄∗, ν̄∗, λ∗1, λ∗2, λ∗3, λ∗4;C).







>, and φ(r∗;C) = ∂L(r∗;C)/∂r∗.
At the optimal dual variable r∗, the KKT condition immediately yields φ(r∗;C) ≡ 0. By























Combining (Equation D.6), (Equation D.7), and (Equation D.8), we can then obtain dS∗r (w)/dw.
D.5.2 Details
Now we provide the detailed derivation for computing dS∗r /dw.
Since S∗r is the optimal solution of an optimization problem, we can follow the implicit
function theorem to solve for the closed-form expression of the gradient. Specifically, we






Sij(logSij − 1) + ε1
∑
i
µ̄i(log µ̄i − 1) + ε2
∑
j
















(µ̄i − µi)2 ≤ ρ1,
∑
j
(ν̄j − νj)2 ≤ ρ2.
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The Language of the above problem is
L(C, S, µ̄, ν̄, ξ, ζ, λ1, λ2, λ3, λ4)
= 〈C, S〉+ ε
∑
ij
Sij(logSij − 1) + ε1
∑
i
µ̄i(log µ̄i − 1) + ε2
∑
j
ν̄j(log ν̄j − 1)




µ̄i − 1) + λ2(
∑
j
ν̄j − 1) + λ3(
∑
i
(µ̄i − µi)2 − ρ1) + λ4(
∑
j
(ν̄j − νj)2 − ρ2).
Easy to see that the Slater’s condition holds. Denote
L∗ = L(C, S∗r , µ̄∗, ν̄∗, ξ∗, ζ∗, λ∗1, λ∗2, λ∗3, λ∗4).
Following the KKT conditions,
dL∗
dS∗r,ij
= Cij + ε logS
∗
r,ij − ξ∗i − ζ∗j = 0.

























































= ν̄>1m − 1,
χ3 = λ3(‖µ̄− µ‖22 − ρ1),
χ4 = λ4(‖ν̄ − ν‖22 − ρ2).
Denote χ = [χ1, χ2, χ3, χ4], and λ = [λ1, λ2, λ3, λ4]. Following the KKT conditions, we
have
φ = 0, ψ = 0, p = 0, q = 0, χ = 0,















































































































































































































































































diag(ν̄) 0 Im 0 0 0 0
In 0 2λ3In + diag(
ε1
µ̄
) 0 1n 0 2(µ̄− µ) 0
0 Im 0 2λ4Im + diag(
ε2
ν̄
) 0 1m 0 2(ν̄ − ν)
0 0 1>n 0 0 0 0 0
0 0 0 1>m 0 0 0 0
0 0 2λ3(µ̄− µ)> 0 0 0 ‖µ̄− µ‖22 − ρ1 0



























δ`jSij,∀` = 1, · · · ,m− 1, i = 1, · · · , n, j = 1, · · · ,m.


























1n 0 2(µ̄− µ) 0












0 0 0 0
0 0 0 0
0 0 ‖µ̄− µ‖22 − ρ1 0
0 0 0 ‖ν̄ − ν‖22 − ρ2

.










2λ3In + diag( ε1µ̄ ) 0



























Therefore, the bottleneck of computation is the inverting step in computing K. Note L
is a diagonal matrix, we can further lower the computation cost by applying the rules for
inverting a block matrix again. The value of λ3 and λ4 can be estimated from the fact
p = 0, q = 0 . We detail the algorithm in Algorithm Algorithm 10.
Algorithm 10 Computing the gradient for w
Require: C ∈ Rm×n, µ, ν, ε, dC
dw
Run forward pass to get S = S∗r , µ̄, ν̄, ξ, ζ
x1 =
∑dn/2e
i=1 (µ̄i − µi), x2 =
∑n
i=dn/2e(µ̄i − µi), b1 = −
∑dn/2e




> = [dn/2e, x1;n− dn/2e, x2]−1[b1, b2]>
x1 =
∑dm/2e
j=1 (ν̄j − νj), x2 =
∑m
j=dm/2e(ν̄j − νj), b1 = −
∑dm/2e




> = [dm/2e, x1;m− dm/2e, x2]−1[b1, b2]>
µ̄ = µ̄+ ε(2λ31n +
ε1
µ̄




ν̄ ′ = ν̄[: −1], S ′ = S[:, : −1]
K ← diag(ν̄ ′)− (S ′)T (diag(µ̄))−1S ′
H1 ← (diag(µ̄))−1 + (diag(µ̄))−1S ′K−1(S ′)>(diag(µ̄))−1
H2 ← −(diag(µ̄))−1S ′K−1
H3 ← (H2)>
H4 ← K−1
Pad H2 to be [n,m] with value 0
Pad H3 to be [m,n] with value 0
Pad H4 to be [m,m] with value 0







A1 = [H1, H2;H3, H4]




A4 = L+ L · A1 · L
E = A1 + A2 ·B1(D − C · A4 ·B)−1C · A3, where B1, C1, D defined above












to be [m,n,m] with value 0
[ dL
dC

















D.6 Details on Experiments
D.6.1 Unlabeled Sensing
We now provide more training details for experiments in Section subsection 5.4.1. Here,
AM and ROBOT is trained with batch size 500 and learning rate 10−4 for 2, 000 iterations.
For the Sinkhorn algorithm in ROBOT we set ε = 10−4. We run RS for 2 × 105 iterations
with inlier threshold as 10−2. Other settings for the hyper-parameters in the baselines
follows the default settings of their corresponding papers.
D.6.2 Nonlinear Regression
For the nonlinear regression experiment in Section subsection 5.4.2, ROBOT and ROBOT-
robust is trained with learning rate 10−4 for 80 iterations. For n = 100, 200, 500, 1000, 2000,
we set batch size 10, 30, 50, 100, 300, respectively.We set ε = 10−4 for the Sinkhorn algo-
rithm in ROBOT. For Oracle and LS, we perform ordinary regression model and ensure
convergence, i.e., learning rate 5× 10−2 for 100 iterations.
D.6.3 Flow Cytometry
We provide more details for the Flow Cytometry experiment in Section subsection 5.4.3. In
the FC seting, ROBOT is trained with batch size 1260 and learning rate 10−4 for 80 itera-
tions. In the GFC seting, ROBOT is trained with batch size 1260 and learning rate 6×10−4
for 60 iterations. We set ε = 10−4 for the Sinkhorn algorithm in ROBOT. Other settings
for the hyper-parameters in the baselines follows the default settings of their corresponding
papers. EM is initialized by AM.
D.6.4 Multi-Object Tracking
For the MOT experiments in Section subsection 5.4.4, the reported results of MOT17 (train)
and MOT17 (dev) is trained on MOT17 (train), and the reported results of MOT20 (train)
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and MOT20 (dev) is trained on MOT20 (train). Each model is trained for 1 epoch. We adopt
Adam optimizer with learning rate= 10−5, ε = 10−4, and η = 10−3. To track the birth and
death of the tracks, we adapt the inference code of [144].
D.6.5 The Effect of ρ1 and ρ2
We visualize S∗r computed from the robust optimal transport problem in Figure Figure D.1.
The two input distributions are Unif(0, 2) and Unif(0, 1). We can see that with large enough

























































































































































(c) ρ1 = 0.2, ρ2 = 0.2
Figure D.1: Computed S∗ for robust optimal transport problem.
D.6.6 Comparison of Residuals in Linear Regression
Settings. We generate n data points {(yi, [xi, zi])}ni=1, where xi ∈ Rd and zi ∈ Re. We
first generate xi ∼ N (0d, Id), zi ∼ N (0e, Ie), w ∼ N (0d+e, Id+e), and εi ∼ N (0, ρ2noise).
Then we compute yi = f([xi, zi];w) + εi. Next, we randomly permute the order of {zi}
so that we lose the data correspondence. Here, D1 = {(xi, yi)} and D2 = {zj} mimic two
parts of data collected from two separate platforms.





i(yi − ȳ)2, where ŷi is the predicted label, and ȳ is the mean of
{yi}.
Baselines. We use Oracle, LS, Stochastic-EM as the baselines. Notice that without a proper
148
initialization, Stochastic-EM performs well in partially permuted cases, but not in fully
shuffled cases. For better visualization, we only include this baseline in one experiment.
Furthermore, we adopt two new baselines: Sliced-GW [168] and Sinkhorn-GW [169],
which can be used to align distributions and points sets.
Results. We visualize the fitting error of regression models in Figure Figure D.2. We can
see that ROBOT outperforms all the baselines except Oracle. Also, our model can beat the
Oracle model when the dimension is low or when the noise is large.
Figure D.2: Linear regression. We use n = 1000, d = 2, e = 3, ρ2noise = 0.1 as defaults.
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