Abstract. Emerging patterns (EPs), namely itemsets whose supports change significantly from one class to another, capture discriminating features that sharply contrast instances between the classes. Recently, EP-based classifiers have been proposed, which first mine as many EPs as possible (called eager-learning) from the training data and then aggregate the discriminating power of the mined EPs for classifying new instances. We propose here a new, instance-based classifier using EPs, called DeEPs, to achieve much better accuracy and efficiency than the previously proposed EP-based classifiers. High accuracy is achieved because the instance-based approach enables DeEPs to pinpoint all EPs relevant to a test instance, some of which are missed by the eager-learning approaches. High efficiency is obtained using a series of data reduction and concise data-representation techniques. Experiments show that DeEPs' decision time is linearly scalable over the number of training instances and nearly linearly over the number of attributes. Experiments on 40 datasets also show that DeEPs is superior to other classifiers on accuracy.
Introduction
The problem of classification has been studied extensively, using eager-learning approaches or lazy instance-based approaches, in machine learning, pattern recognition, and recently also in the data mining community. In this paper we introduce DeEPs, a new instance-based classifier which makes Decisions through Emerging Patterns. The notion of emerging patterns (EPs) was proposed in [5] and is defined as multivariate features (i.e., itemsets) whose supports (or frequencies) change significantly from one class to another. Because of sharp changes in support, EPs have strong discriminating power. Two eager-learning classifiers based on the concept of EPs, CAEP [6] and the JEP-Classifier [9] , have been proposed and developed, using the novel idea of aggregating the discriminating power of pre-mined EPs for classification. The newly proposed DeEPs classifier has considerable advantages on accuracy, speed, and dimensional scalability over CAEP and the JEP-Classifier, because of its efficient new ways to select sharp and relevant EPs, its new ways to aggregate the discriminating power of individual EPs, and most importantly the use of instance-based approach which creates a remarkable reduction on both the volume (i.e., the number of instances) and the dimension (i.e., the number of attributes) of the training data. Another advantage is that DeEPs can handle new training data without the need to re-train the classifier which is, however, commonly required by the eager-learning based classifiers. This feature is extremely useful for practical applications where the training data must be frequently updated. DeEPs can handle both numeric and discrete attributes and DeEPs is nicely scalable over the number of training instances.
Given two classes of data D 1 and D 2 and a test instance T, the basic idea of DeEPs is to discover those subsets of T which are emerging patterns between D 1 and D 2 , and then use the supports of the discovered EPs for prediction. The test instance T may not contain any pre-mined EPs if the eager-learning approaches are used; in contrast, using the instance-based approach, DeEPs will be able to efficiently pinpoint all relevant EPs for classifying T. The basic idea of DeEPs is made practical and scalable to high dimension data because we use a series of data reduction and concise data represensation techniques. We use the following example to illustrate the ideas behind DeEPs. Example 1. Table 1 , taken from [14] , contains a training set, for predicting whether the weather is good for some "Saturday morning" activity. The instances, each described by four attributes, are divided into two classes: class P and class N. Obviously, the first group of subsets -which are indeed EPs of Class N because they do not appear in Class P at all -favors the prediction that T should be classified as Class N. However, the second group of subsets gives us a contrasting indication that T should be classified as Class P, although this indication is not as strong as that of the first group. The third group also strongly suggests that we should favor Class N as T's label, although the pattern fmildg contradicts this mildly. Using these EPs in a collective way, not separately, DeEPs would decide that T's label is Class N since the "aggregation" of EPs occurring in Class N is much stronger than that in Class P.
In practice, an instance may contain many (e.g., 100 or more) attributes. To examine all subsets and discover the relevant EPs contained in such instances by naive enumeration is too expensive (e.g., checking 2 100 or more sets). We make DeEPs efficient and scalable to high dimensional data by the following data reduction and concise data representation techniques.
-We reduce the training datasets firstly by removing those items that do not occur in the test instance and then by selecting the maximal ones from the processed training instances. (Set X is maximal in collection S if there are no proper supersets of X in S.) This data reduction process makes the training data sparser in both horizontal and vertical directions.
-We use border [5] , a two-bound structure like <L; R>, to succinctly represent all EPs contained in a test instance. Importantly, we use efficient border-based algorithms to derive EP borders from the reduced training datasets.
-We select boundary EPs, those in L (typically small in number, e.g., 81 in mushroom), for DeEPs' decision making. These selected EPs are "good" representatives of all EPs occurring in a test instance. This selection method also significantly reduces the number of EPs that are used for classification.
Detailed discussions of these points will be given in the next three sections. Table 2 illustrates the first stage of the sparsifying effect on both the volume and dimension of D P and D N , by removing all items that do not occur in T. Observe that the transformed D P and D N are sparse, whereas the original D P and D N are dense since there is a value for every attribute of any instance. Sections 3 and 4 will discuss formally how to select the maximal ones of the reduced training instances and how to utilize the reduced training data to gain more efficiency with the use of borders. The remainder of this paper is organized as follows. Section 2 reviews the notions of EPs and borders. Section 3 formally introduces the DeEPs classifier. Section 4 presents border-based algorithms to implement the main ideas of DeEPs. Section 5 presents the experimental results of DeEPs on 40 datasets, taken from the UCI Repository on Machine Learning [2] . The experiments demonstrate the scalability and high accuracy of DeEPs. Section 6 compares our DeEPs classifier with other classification models. Section 7 concludes this paper.
Preliminaries: EPs and Borders
In our discussion, the basic elements are the items. Relational data in the form of vectors (or tuples) are first translated as follows. For each relational attribute A with a continuous domain and a given interval l; h), "A 2 l; h)" is an item. If A is a discrete attribute and a is in the domain of A, then "A = a" is an item. Vectors or tuples are now represented as sets of items. An instance is a set of items, and a dataset D is a set of instances.
A set X of items is also called an itemset. We say an instance S contains an itemset X,
The notion of emerging patterns (EPs) [5] and a special type, jumping emerging patterns (JEPs), were proposed to capture differences between classes. Informally, a border is a concise structure used to describe a large collection of sets. For example, the border <ff1gg; ff1; 2g;f1;2;3;4;5;6gg> is bounded by its left bound ff1gg and its right bound ff1; 2g;f1;2;3;4;5;6gg. This border represents the collection of all sets which are supersets of ff1gg and are subsets of either f1; 2g or f1; 2;3;4;5;6g.This collection of sets is denoted ff1gg; ff1; 2g;f1;2;3;4;5;6gg].
Definition 1. [5] (EP and
More details about the definitions of borders can be found in [5] .
The DeEPs Classifier
Our DeEPs classifier needs three main steps to determine the class of a test instance: (i) Discovering border representations of EPs; (ii) Selecting the more discriminating EPs; (iii) Determining collective scores based on the selected EPs for classification.
We present algorithms for each of the three steps in the subsequent subsections.We begin by presenting algorithms to handle datasets with only two classes and then generalize DeEPs in Section 3.4 to handle datasets with more classes.
Discovering border representations of EPs
This step aims to learn discriminating knowledge from training data and represent them concisely, by first reducing the data and then discovering all JEPs (and optionally other EPs). Assume we are given a classification problem, having a set D p = fP 1 ; ; P m g of positive training instances, a set D n = fN 1 ; ; N n g of negative training instances, and a set of test instances.
For each test instance T, the DeEPs classifier uses the three procedures below to discover border representations of the EPs from the training data.
1. Intersecting the training data with T: T\P 1 , , T\P m and T\N 1 , , T\N n .
We will discuss how to conduct intersection operation, using neighborhood-based intersection method, when continuous attributes are present.
2. Selecting the maximal itemsets from T \ P 1 , , T \ P m , and similarly from T \ N 1 , , T \ N n . Denote the former collection of maximal itemsets as R p and the latter as R n .
3. Using intersection and maximal itemsets to reduce volume and dimension of training data. First, with the intersection operation in step 1, the dimension of the training data is substantially reduced, because many values of the original training data do not occur in the test instance T. Second, with the maximal itemset selection step, the volume of the training data is also substantially reduced since itemsets T \ P i are frequently contained in some other itemsets T \ P j . Then, R p can be viewed as a compressed D p , and R n a compressed D n . We use the mushroom dataset to demonstrate this point. The original mushroom data has a volume of 3788 edible training instances, with 22 attributes per instance. The average number of items (or length) of the 3788 processed instances (by intersection with a test instance) is 11, and these processed instances are further compressed into 7 maximal itemsets. Thus we have achieved a reduction from 3788 to 7 in volume and from 22 to 11 in dimension in the mushroom data. Table 2 of Section 1 also briefly illustrated this 2-directional sparsifying effect. Therefore, this data reduction mechanism narrows our search space. This compression effect is made possible by the instance-based learning approach and it lays a foundation for the high accuracy and high efficiency of DeEPs.
Using border algorithms to efficiently discover EPs.
Step 3.a is used to efficiently discover the JEP border representations. Note that <f;g; R p > or <f;g; R n > can still represent large collections of sets, despite the tremendous effect of reduction as discussed above. To enumerate all itemsets covered by these borders is costly. We observed that different neighborhood factors can cause accuracy variance, although slight, on the test data. When is too large, it may happen that many originally different instances from different classes can be transformed into an identical binary instance; consequently, the inherent discriminating features among these instances disappear. When is too small, nearly identical attribute values may be considered different, and thus useful discrimination information in the training data might be missed. Briefly, we select a suitable for each dataset by using part of training data as a guide; the details are given in [10] . This is also a research topic in our future work.
Selecting the more discriminating EPs
We observed that the number of JEPs (or optional EP candidates) that occur in a test instance is usually large (e.g., of the order of 10 6 in mushroom, waveform, ionosphere, and sonar data). It is expensive to aggregate the contributions of all those EPs. To solve this problem, we select more discriminating EPs by taking advantage of border representation of EPs: We select the most general JEPs among all JEPs, namely those in jumpL p and jumpL n , as the necessary EPs, and select itemsets in the right bound of commonT, namely commonR, as optional EPs. By the most general JEPs, we mean that their proper subsets are not JEPs any more. Partial reasons of this selection are given in [9] . Whether the optional EPs are used depends on how much time a user is willing to spend in classifying instances. With less time, we only select those EPs that must be included; with more time, we can consider the optional EPs for inclusion.
Determining collective scores for classification
We determine the collective score of T for any specific class C by aggregating the supports of the selected EPs in class C, using our compact summation method. 
Definition 2. The compact summation of the supports in D C of a collection of selected EPs is defined as the percentage of instances in D C

SEP.
The main purpose of this aggregation is to avoid counting duplicate contribution of training instances.
DeEPs makes the final decision only when the compact scores, formed by compact summation, for all different classes are available. Then the DeEPs classifier will simply assign to T the class for which T's score is largest. We use majority rule to break ties.
Handling datasets containing more than two classes
We have already discussed how DeEPs is applied to the problems with two classes. In the following, the DeEPs classifier is generalized to handle more classes. The compact scores for these three classes can be calculated based on three groups of the boundary EPs. We choose the class in which the biggest compact score is obtained as T's class label.
Algorithms for DeEPs
We need three algorithms, MAXSELECTOR, INTERSECOPERATION, and DIFFOPERA-TION [11] , for DeEPs to find the desired EPs. MAXSELECTOR is used to select the maximal ones from a collection of sets. INTERSECOPERATION and DIFFOPERATION are used to conduct border intersection and border difference respectively; they are needed to discover border representations of commonT and of JEPs. As the latter two algorithms only manipulate the bounds of borders to handle huge collections, they are highly efficient and scalable in practice.
The DIFFOPERATION algorithm [11] is essential to the efficiency of DeEPs. It is used to discover the border representation of the JEPs of T in each class. Given two borders <f;g; R 1 > and <f;g; R 2 >, the border difference operation, implemented by DIFFOPERATION, is used to derive the border of f;g; R 1 ] ? f;g; R 2 ].
More details about these three algorithms can be found in [11, 5] and in our technical report [10] .
Performance Evaluation: Accuracy, Speed, and Scalability
We now present the experimental results to demonstrate the accuracy, speed, and scalability of DeEPs. We have run DeEPs on 40 datasets taken from the UCI Machine Learning Repository [2] . The accuracy results were obtained using the methodology of tenfold cross-validation (CV-10).These experiments were carried out on a 500MHz PentiumIII PC, with 512M bytes of RAM.
Pre-processes
The experiment's pre-processes include: (i) download original datasets, say D, 
Accuracy, Speed, and Scalability
We compare DeEPs with five other state-of-the-art classifiers: C4.5 [15] , Naive Bayes (NB) [7] , TAN [8] , CBA [12] , and LB [13] . Table 3reports results of the experiments. Column 1 lists the name of the datasets; column 2 lists the numbers of instances, attributes, and classes; columns 3 and 4 present the average accuracy of DeEPs, when the neighborhood factor is fixed as 12 for all datasets, and respectively when is dynamically selected within each dataset (as explained in [10] ). Note that for the datasets such as chess, flare, nursery, splice, mushroom, voting, soybean-l, t-t-t, and zoo which do not contain any continuous attributes, DeEPs does not need . Columns 5, 6, 7, 8, and 9 give the accuracies of CBA, C4.5, LB, NB, and TAN respectively; these results are exactly copied from Table 1 in [13] for the first 21 datasets. For the remaining datasets, we select for CBA and C4.5 the best result from Table 1 of [12] . A dash indicates that we were not able to find previous reported results and "N/A" means the classifier is not applicable to the datasets. The last column gives the average time used by DeEPs to test one instance.
The results for DeEPs were obtained by selecting only the left bounds of JEPs, without selecting any optional EPs. Our experiments also show that selecting optional EPs can increase accuracy but degrade speed.
We now discuss the case when the neighborhood factor is fixed as 12 for all datasets. We highlight some interesting points as follows:
-Among the first 21 datasets where results of the other five classifiers are available, DeEPs achieves the best accuracy (the numbers in bold font) on 9 datasets. C4.5, LB, NB, and TAN achieve the best accuracy on 3, 5, 4 and 3 datasets respectively. It can be seen that DeEPs in general outperforms the other classifiers. -For the remaining 16 datasets where results of CBA and C4.5 are available, DeEPs achieves the best accuracy on 7 datasets. CBA and C4.5 achieve the best accuracy on 6 and 3 datasets respectively. In addition, DeEPs can reach 100% accuracy on mushroom, 99.04% on nursery, and 98.21% on pendigits.
Discussions on speed and scalability of DeEPs can be found in our technical report [10] and omitted here for space reasons.
Related Work
CAEP [6] and the JEP-Classifier [9] are two relatives to DeEPs. The former two are eager-learning based approaches, but DeEPs is instance-based. For more comparison, the readers are refered to [6, 9, 10] .
Both being instance-based, DeEPs and the k-nearest-neighbor (k-NNR) classifier [3] are closely related. Their fundamental differences are: k-NNR uses the distances of the k nearest neighbors of a test instance T to determine the class of T; however, DeEPs uses the support change of some selected subsets of T.
Conclusions
In this paper, we have proposed a new classifier, DeEPs. The DeEPs classifier uses the instance-based, lazy approach to the mining of discriminating knowledge in the form of EPs. This strategy ensures that good representative EPs that are present in a new instance can be efficiently found and can be effectively used for classifying the new instance. Our experimental results have shown the classification accuracy achieved by DeEPs is very high. Our experimental results also have shown DeEPs' decision is quick and DeEPs is scalable over the number of training instances and nearly scalable over the number of attributes in large datasets. 
