Abstract-Parallel Imaging is a technique commonly used in most clinical Magnetic Resonance Imaging (MRI) scans to mitigate the problem of long scan-times. In parallel imaging, information from multiple receiver antennas with different spatial sensitivities is combined to allow reconstruction from undersampled image information. Robust Artificial-neuralnetworks for k-space Interpolation (RAKI) has been recently proposed enabling parallel imaging reconstruction in MRI using convolutional neural networks (CNN) trained solely on a calibration signal corresponding to that image. While RAKI has demonstrated improved reconstruction performance compared to established techniques, its reconstruction time is prolonged due to the repeated application of the CNN, and the necessity of a training-phase for each receiver image. In this study, we propose an optimized RAKI implementation based on GPU parallel programming. The training phase duration is substantially shortened by optimizing the number of iterations and allowing for adaptively updated learning rates without compromising visual reconstruction quality. Efficient use of GPU resources was facilitated by a parallelized implementation of the training of multiple networks using CPU multiprocessing. The proposed implementation demonstrates more than 60-fold reduction in the reconstruction speed of clinical sample data compared with conventional sequential implementation, thus, easing the integration of RAKI in clinical applications.
I. INTRODUCTION
Magnetic Resonance Imaging (MRI) is one of the leading medical imaging techniques in modern medicine. Compared with other common imaging modalities, such as X-ray imaging and computed tomography (CT), MRI stands out with excellent soft-tissue contrast without any exposure to ionizing radiation [1] . Spatial localization of the MRI signal is achieved by manipulating the signal phase using spatially varying magnetic fields called gradient fields. Hence, image acquisition in MRI is performed in the Fourier space (so-called k-space). Several samples are necessary to fully cover the kspace, on which a Fourier transform can be applied to yield the image information. However, these samples need to be acquired sequentially, making MRI scans lengthy especially for high-resolution imaging.
Parallel imaging has been introduced and became clinically established, for reducing scan times by allowing image reconstruction from undersampled k-space information [2] .
The principle of parallel imaging is based on the fact that signal reception in MRI is performed by several localized receiver coils [3] , each offering a distinct spatial sensitivity [4] . The redundancy among these receiver coils is exploited in the image reconstruction [5] - [7] . This reconstruction can be implemented in either image domain [5] or in k-space directly [6] , [7] . In the former, image reconstruction is formulated as an array sensing problem, where the spatial sensitivity of receiver coils is estimated prior to reconstruction, and the inverse problem is solved using least squares and this sensitivity information [5] . In k-space methods, such as generalized autocalibrating partially parallel acquisition (GRAPPA) [6] , the problem is formulated as an interpolation of missing k-space data from the acquired ones. To achieve this, linear convolutional interpolation kernels are estimated from scan-specific calibration data (so-called auto-calibration-signal, ACS [8] ), and used for the interpolation the sub-sampled k-space. To allow for robust calibration despite the small size of the ACS data the degrees of freedom in the interpolation kernels are highly limited, and leads to a linear approximation procedure that suffers from noise amplification [5] , [6] .
Recently, a new reconstruction approach, called Robust Artificial-neural-networks for k-space Interpolation (RAKI) has been proposed [9] , building on the idea of GRAPPA to interpolate k-space information. However, to better approximate the k-space dependencies with a sufficiently low number of degrees of freedom, multi-layer convolutional neural networks (CNN) are used. This non-linear estimation has been shown to reduce noise amplification and artifacts in the reconstruction of highly accelerated data. Furthermore, unlike other CNN approaches in MRI [10] , [11] , this method has the advantage of not relying on training databases. Instead, it uses scan-specific calibration data, similar to the existing linear methods [5] - [7] . However, training multi-layer CNNs is a time consuming task, which is required on per-image basis in RAKI. Conventional implementations of RAKI may require hour-long run-times to reconstruct a single 2D image.
In this study, we sought to speed up RAKI reconstruction times using graphic processing units (GPUs) and the TensorFlow framework [13] in order to facilitate clinical integration. To accelerate the CNN training, we compare several optimization approaches, and implement a stopping criterion that limits the number of iterations while ensuring uncompromised image quality. Exploiting the independence between multiple CNNs, we parallelized the multiple kernel training tasks on GPUs by CPU multiprocessing, in order to fully utilize GPU resources and achieve further acceleration. Reconstruction times of various RAKI implementations are compared using high-resolution brain MRI data.
II. PROPOSED FAST IMPLEMENTATION
A. Background on k-space Interpolation and RAKI k-space interpolation approaches are widely used for parallel imaging reconstruction of undersampled MRI data, with GRAPPA [6] being one of the most clinically-used methods. In this method, calibration ACS data and the undersampled data are both acquired for the same image. The ACS data is typically acquired as a small subset of the central frequencies in the k-space [8] , which contain most of the signal energy. The ACS data is then used to estimate a set of linear shift-invariant convolutional kernels to estimate the missing k-space locations from acquired ones in its vicinity [6] , which is subsequently applied to the undersampled acquisition. However, since the ACS data itself is noisy, it has been shown that this linear estimation procedure may lead to bias in the convolutional kernels [12] . Furthermore, the linear estimation afforded by GRAPPA has limited degrees of freedom, specified by the small convolutional kernel sizes, which may limit its ability to approximate the true underlying reconstruction mapping for the MRI system. RAKI addresses these shortcomings by allowing for nonlinear estimation using CNNs [9] . Similar to GRAPPA, the ACS data is used to learn a non-linear function that estimates missing k-space locations from the acquired ones. The nonlinear function is described by a CNN. Once the parameters of the CNN relearned from the calibration data, this nonlinear interpolation mapping is applied to the undersampled acquisition.
The undersampled k-space data is complex in nature. However, to allow efficient computations in CNNs, this is mapped to the real field prior to any processing. Let s ∈ R nx×ny×2nc denote this data, where the first two dimensions are the spatial dimensions and n c is the number of receiver coils, and the factor of 2 is due to the mapping from C to R. Similar to the linear k-space interpolation methods [6] , [7] , RAKI aims to find interpolation functions [9] , {F c (·)} 2nc| c=1 from s the data across all channels to reconstruct the missing data in the c th channel c ∈ {1, 2, . . . , 2n c }.
In this study, three-layer CNNs are employed in RAKI. The first two layers of the network include convolutions and a point-wise non-linear operation via the rectified linear unit (ReLU), defined as ReLU(x) = max(x, 0). Last layer of the network only contains convolutions to generate the final estimate. Thus, we describe the first two layers succinctly as F 
3 are sets of convolutional operators used in reconstructing the data in the c th channel, which were respectively chosen to be of size of 5 × 2 × 2n c × 32, 1 × 1 × 32 × 8, and 3 × 2 × 8 × R − 1, where R is the undersampling rate of the MRI acquisition. Thus, for each channel in the receiver coil array, a CNN has to be trained from the calibration data, based on a mean-square error loss function. Once the CNNs are trained, they also need to be applied to the higher-dimensional undersampled MRI dataset.
B. GPU Acceleration
RAKI trains 2n c CNNs during the reconstruction, where n c is typically 16 to 64. CNN training is a time-consuming task, necessitating a faster implementation in order to enable clinically feasible reconstruction times for RAKI. GPUs are widely used in accelerating deep learning tasks. Unlike CPUs that process multiple tasks in a sequential manner, GPUs launch multiple threads handling numerous tasks concurrently, in a parallel computing model. Although CPUs have better single thread performance, GPUs work better when it is possible to solve massive independent tasks in a parallel manner ( Figure  1 ). To this end, we note that typical computations involved in CNN training such as convolution are highly parallelizable, and amenable to fast processing by GPUs.
In order to efficiently utilize the GPUs in a massively parallel manner, TensorFlow framework was used in this study [13] . This framework provides essential deep learning functions, including convolutions, backpropagation, activation functions and optimization solvers. Furthermore, TensorFlow supports GPU acceleration aided by the CUDA platform (NVIDIA, Santa Clara, CA) and CuDNN [14] , a CUDA-based deep learning library.
C. Optimization Solver
Since a non-convex non-linear least squares problem is a crucial part of the deep learning process in the RAKI Fig. 1 . Sequential processing pattern of CPU (top) and parallel processing model of GPU (bottom). Although CPU has better single thread performance, GPU can result in lower overall computation time by processing with massive parallelizable tasks concurrently.
reconstruction, choice of a proper optimizer plays a significant role for the acceleration of its computation time. In this study, we compare three optimization strategies: 1) Nonlinear gradient descent with momentum [18] using a fixed learning rate of 0.5. The use of the momentum accelerates the convergence of the gradient descent and avoids local minima, by making larger updates when gradient direction is stable, or reduced updates as the gradient direction changes. 2) Adaptive Subgradient Methods for Online Learning and Stochastic Optimization (Adagrad [19] ) with learning rate 0.5. Adagrad has an adaptive mechanism to update the learning rate of the parameters, where it controls the update in each iteration based on the sum of squares of its historical gradients. 3) Adaptive Moment Estimation (Adam) [16] with learning rate 10 −3 . Adam optimizer also computes adaptive learning rates for each parameter. Here, the updates depend on the first and second moments of the historical gradients with an exponential moving average window. All the optimizers were initialized with stochastic starting points for the convolutional kernels in the training stage, which has been previously proven beneficial [15] , [22] , [23] .
Conventional deep learning applications require as many iterations as it could to reach higher accuracy of regression. However, in medical imaging applications, improvement of regression accuracy beyond a certain level, is unlikely to lead to a visually apparent change. Hence, the three optimizers were studied with both a fixed number of iterations, and a stopping criterion based on the improvement in the learned convolutional kernels. Specifically, let w c k (j) be the k th layer convolutional kernel of the c th input channel, at iteration j. The stopping criterion was simply implemented based on ||w c k (j +s)−w c k (j)|| F < , for a threshold and where ||·|| F denotes the Frobenius norm, s is the interval to check the improvement of regression, which is not necessarily monotonic. s was empirically set to 5 in this study for robustness. 
D. Parallelizing Training Tasks by CPU Multiprocessing
A key observation for further speed-up of the training portion of RAKI is due to the fact that the CNNs for different receiver coils are trained independently. In a typical deep learning setup, GPUs with large processing power and memory can each handle a single training task. However, in this application, each individual training task utilizes only a limited dataset, and hence they do not require substantial GPU resources. Consequently, handling the kernel training tasks in a serial manner would be wasteful in terms of GPU resources, limiting the benefits of GPU acceleration. Based on observation on the independence of training across coils, we propose to parallelize multiple kernel training tasks on GPU, which can be equivalently considered as increasing GPU utilization.
GPU operations are controlled by host (CPU) calls. To activate a GPU task, GPU resources are first allocated and the dependence data is transferred by the CPU. After the jobs are initiated, GPU commences operation following a launch command by the CPU. In order to parallelize the training tasks, in the proposed implementation, multiple CPU processes are launched simultaneously, with each of them serving the corresponding coil. Thus, the GPU will receive multiple initiation calls concurrently, and subsequently commences processing of these tasks. This leads to improved utilization of the GPU resources, providing further speed up in computation time.
We note that full utilization of GPU resources is desirable, while ensuring every learning task is allocated sufficient resources. This allocation is naturally constrained by the GPU hardware. Thus, the performance can be still limited by GPU memory and bandwidth even though they are fully utilized. For instance, limited memory resources lead to extra computational time costs, due to additional temporary data writing and erasing, which can be avoided by allocating Fig. 3 . Comparison between different optimizers, and trade-offs between iteration number and visual quality. Three border colors indicate different reconstruction quality: red (image has residual aliasing artifacts), yellow (image has no aliasing artifacts but exhibits blurring), green (image has no visible artifacts). The results show that Adam optimizer has the highest rate of convergence among the three methods. more memory to the individual task and erase the temporary data after the reconstruction is completed. Thus for some cases with certain limited GPU resources, there exists an optimal number of parallelized tasks for the best performance. Figure 2 highlights this trade-off, where we compared different parallelization amounts on a NVIDIA GTX 745 GPU (single precision 793.30 GFLOPS, 4GB memory), and calculated the average time of training a kernel. The results show that limited parallelization of multiple tasks on GPU reduced the average time cost for single kernel training. The best performance is achieved when 14 to 26 tasks are parallelized to be processed concurrently. However, the performance drops drastically with further increase in parallelization, as this depletes the available GPU resources. 
III. MRI EXPERIMENTS A. Data Acquisition and Implementation Details
Brain MRI was performed on a 3T Siemens Magnetom Prisma (Siemens Healthcare, Erlangen, Germany) scanner with a 32-channel receiver coil-array. Structural images of the brain were acquired using a 3D-MPRAGE [17] sequence in a healthy subject at a resolution of 0.7 × 0.7 × 0.7 mm 3 and a 3D array size of 320 × 320 × 256. The data was acquired with an acceleration factor of 5, and 40 k y lines were acquired in central k-space as ACS data, which was used for CNN training. A two-dimensional central slice was extracted from the threedimensional dataset, which was processed for the rest of the study.
The proposed GPU-accelerated RAKI reconstruction was implemented using python 3.6.2 and TensorFlow 1.3.0, supported by CUDA 8.0 and CuDNN 7.0.5. Python environment was created by Anaconda 3.8.3. All programs were run on a server with two Intel E5-2643 CPUs (6 cores each, 3.7 GHz), 256 GB memory, and a NVIDIA Tesla K80 GPU (single precision 8.74 TFLOPS, 24 GB memory). The server used Linux 3.10.0 OS with GCC 4.8.5.
B. Computational Experiments
The first set of experiments compared the three different aforementioned optimizers, i.e., gradient descent, Adagrad and Adam, for a fixed number of 2500 iterations. This was used to determine the optimizer choice for further fine-tuning of GPU and CPU processing strategies. This set of experiments was followed by studying the effect of the stopping criterion, with s = 5, = 10 −5 . Visual assessment and difference images were used to evaluate the efficacy of the stopping criterion.
Finally, the computationally-optimized RAKI implementation was compared to the original implementation from [9] in terms of run time. The proposed computational optimization strategy was also compared to a simple parallelization on GPU, without the CPU multitasking, using the same optimizer for CNN training.
C. Results Figure 3 shows the comparison between the three different optimizers considered in this study, as well as the effect of the number of iterations. Adam optimizer has the highest rate of convergence among the three methods, resulting in the least computational time and number of iterations. The convergence rate of gradient descent with fixed learning rate is the slowest. Furthermore, it is apparent that the full 2500 iterations is not necessary for the Adam optimizer.
The efficacy of the stopping criterion is depicted in Figure  4 , where the first column shows the results of Adam optimizer with 2500 iterations, and the second column displays the results with the stopping criterion implementation. There is no visual difference between the images. This is further evidenced in the difference image, displayed in Figure 4c , only containing random noise of low amplitude. This fact indicates these two images have nearly the same reconstruction quality, with no blurring or aliasing observed with the use of the stopping criterion. However, in this experiment, with the stopping strategy, ∼ 392 ± 191 iterations were required on average (averaged across 10 repeats and across all coils) instead of the 2500 iterations, leading to more than 5-fold savings in processing time. Meanwhile, the minimum iteration required among all coils was 269 ± 28 iterations (averaged across 10 repeats), and the maximum iteration among all coils was 579 ± 19 (averaged across 10 repeats).
For the final experiment, 64 training tasks were parallelized on the GPU for optimal performance, and every individual training task was allocated sufficient resources. The training times of different implementations are shown in Figure 5 . The original implementation from [9] used gradient descent, implemented on Matlab and Matconvnet [20] , and took nearly one and a half hour to complete the reconstruction. Simple parallel programming on GPU using the Adam optimizer led to a substantial 8-fold reduction of reconstruction time to 12 minutes. The proposed computationally optimized strategy further reduced the reconstruction time to less than 100 seconds, leading to a nearly 60-fold speed-up from the implementation in [9] .
IV. CONCLUSION
In this paper, we developed computational strategies to speed-up the RAKI algorithm, which provides a subjectspecific deep learning-based reconstruction strategy for fast MRI. Aided by parallel programming using GPU, as well as CPU multiprocessing, the reconstruction time was reduced by almost 60-fold compared to the original RAKI implementation, bringing it closer to clinically feasible computational times.
