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This  r e p o r t  o u t l i n e s  the method of Hermann f o r  the determinat ion 
of  t h e  c o n t r o l l a b i l i t y  o f  l i n e a r  and nonl inear  control  systems.  HermannOs 
method y i e l d s  an a l g e b r a i c  c r i t e r i o n  f o r  t h e  c o n t r o l l a b i l i t y  of l i n e a r  
systems with t ime varying coeff ic ients  which supercedes KalmanOs i n t e g r a l  
formp since i t  does not  require  knowledge of the fundamental  solution of  
t h e  homogermus system. 
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1. Complete Con t ro l l ab i l i t y  o f  L'inear  Systems 
I n  this s e c t i o n  we sha l l  r ev iew some of the dathematical  conse- 
quences of the concept of complete controllabil i ty.  We take the approach 
of Hemes' by considering a l inear  sys tem 
= Ho(r(t>ur (&= 1 ... n; r = l  
4 
of the form 
o o o  m) 1.1 
which, by v i r t u e  o f  a l inea r  t r ans fo rma t ion  to  be  desc r ibed  l a t e r ,  




then we have the following theorem due t o  Hermes which i n  t u r n  is a spec ia l  
case of the theorem due t o  Kalman 2 
T h e o r e m 2  
A necessary and s u f f i c i e n t  c o n d i t i o n  f o r  t h e  l i n e a r  s y s t e m  
(1,l) t o  be completely control lable  a t  to, is t h a t  t he re  
e x i s t s  a t  t > t such  tha t  M( tlP t o )  is nonsingular. 1 0  
Pro0 f . 
The following  proof is e s s e n t i a l l y   t h a t   g i v e n  by Hermes The 1 
s u f f i c i e n c y  of the theorem follows from t h e  f a c t  t h a t  i f  x(t,) is any 
p o i n t  i n  En (Enclidean n space )  a t t a inab le  from x ( t  ) i n  time t then 
0 l9 
i f  we s e l e c t  
2 
I 
with 5 f En, we o b t a i n  
Since  the matrix M ( t  ,t is nonsingular w e  can solve  equation  (1.4) 
for the  constant  vector  and  hence by equation  (1.3)  determine  the 
con t ro l  t ha t  ach ieve6  the  des i r ed  transfer o f ’  t h e  state vec to r  x.. The 
0 1  
n e c e s s i t y  o f  the theorem follows from t h e  f a c t  t h a t  i f  M(t , t  ) is 
s ingu la r ,  t hen  the  l i nea r  sys t em (1.1) is  not  completely control lable .  
0 1  
If M(t , t  is s i n g u l a r ,  t h e n  t h e r e  e x i s t s  a nontr ivial   vector   C(to, t , )  
such  tha t  
0 1  
Multiplying each equation (1.5) by C ( t o , t  ) and summing y i e l d s  B 1 
so t h a t  
1.6 
3 
The dependence of the vector C(to,t ,)  on t and t, is immaterial s ince  the  
iden t i ty  g iven  by equat ion (1.6) h o l d s  i n  t f o r  any t and to (t ,  f t o ) .  
Therefore,  we can conclude that i f  the matrix M(to, t,) is s ingular ,  then  
t h e r e  e x i s t s  a constant  vector  C such  tha t  
0 
1 
If the  matr ix  M ( t  , t  is s i n g u l a r  and  the l i n e a r  system (1.1) is completely 
con t ro l l ab le ,  t hen  we can assume t h a t  t h e r e  e x i s t s  a c o n t r o l  u ( t )  which 
0 1  
t r a n s f e r s  t h e  state vec tor  from x( to> t o  x (  t ) = C ,  so that  1 
Since t h e  i n i t i a l  s t a t e  x ( t  is a r b i t r a r y ,  l e t  i t  be  chosen so tha  
0 
t 
C x ( to )  = C x (to) = 0. Therefore w e  have 4 4  
which c o n t r a d i c t s  t h e  f a c t  t h a t  C is  a non t r iv i a l  vec to r ,  and completes the 
proof 
For more genera l  l inear  sys tems we have the following theorem due 
t o  Kabnan 2 
Theorem 1.2 
The l inear  sys tem 
1.8 
4 
is completely control lable  a t  to, i f  and only i f  t h e   n x n  
matrix 
( t o , t ) B f r ( t ) @   ( t, ) B r r ( t ) d t  -/3= O 
is nonsingular  for  some t >to. 1 
Here 6> ( t  , T) denotes a fundamental  solution of  t he  homogenous system - 
Proof e 
If we t ransform the  l inear  sys tem (1.8) by 
and n o t e  t h a t  
where is theKronecker   del ta ,   then we obta in  
which is equivalent  to  the system (1.1). By v i r tue  of  the  t ransformat ion  
(1.9) being nonsingular ,  it follows t ha t  t he  l i nea r  sys t em (1.8) is com- 
p l e t e l y  c o n t r o l l a b l e ,  i f  andonly i f ,  the l inear system (1.10) is completely 
con t ro l l ab le .  Hence app ly ing  the  r e su l t s  of  TheoremlJ to the  l inear  sys tem 
1.10 completes the proof. 
5 
If the  matrices A(t) '  and B ( t )  associated with the l i nea r  system (1.8) 
are constant matrices,  then the t es t  fo r  con t ro l l ab i l i t y  r educes  to  one  
r equ i r ing  tha t  t he  r ank  o f  t he  n'xmn matrix, expressed in  ma t r ix  no ta t ion  
as [ B,AE3,A%,..,An-IB]. be n. 
This requirement w a s  first used by Pontryagin3 as an assumption i n  
4 the  study  of  minimal time control systems, and by LaSal le  to  descr ibe  
"proper" control systems. 
When the matr ices  A and B a r e  time d e p e n d e n t  t h e  t e s t  f o r  c o n t r o l l a b i l i t y  
as given by Theorem 1.2 is not  a u s e f u l  t e s t  s i n c e  i t  depends on the  
knowledge of  the  fundamental  solution. However, t he re  does  ex i s t  an alge-  
b r a i c  t e s t  f o r  t h e  c o n t r o l l a b i l i t y  o f  t h e  l i n e a r  s y s t e m  (1.8) which does 
no t  r equ i r e  knowledge of the fundamental solution. This method which i s  
due t o  Herman' applies immediately to nonlinear systems, Before we 
e l u c i d a t e  t h i s  method, we sha l l  r ev iew some of  the elementary propert ies  
of homogeneousand nonhomogeneoussystems of p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  
p e r t i n e n t  t o  Hermann's approach. 
2. Systems of Nonhomogeneous L inea r  Pa r t i a l  D i f f e ren t i a l  Equa t ions  
Consider the system of partial d i f f e r e n t i a l  e q u a t i o n s  
2.1 
where the U / I s  are  ana ly t ic  func t ions  of  x and y i n  some domain D C . E  x E . n r 
6 
I 
These equations (2.1) are equiva len t  to  the  sys tem of  pfaf f ian  equat ions  
2.2 
The condi t ions  of i n t e g r a b i l i t y  f o r  t h e  s y s t e m  o f  p a r t i a l  d i f f e r e n t i a l  
equations (2.1) are 
If these  equa t ions  a re  sa t i s f i ed  iden t i ca l ly ,  t he  sys t em (2.1) is termed 
completely integrable ,  and the solut ion can be constructed in  terms of a 
power se r i e s  abou t  t he  po in t  (x ,y ) ;  namely, 
- -  
where 
and  the  h igher  der iva t ives  a re  cons t ruc ted  accord ingly .  We sha l l  deno te  
t h i s  s o l u t i o n  by 
2.4 
These 'equat ions may be regarded as de f in ing  a group of t ransformations of  
the  vec tor  x En with the components o f  t he  (y  - y) vector  regarded as r 
parameters .  This  in te rpre ta t ion ,  as w i l l  be deve loped  la te r ,  has  a u s e f u l  
a p p l i c a t i o n  i n  t h e  r e p r e s e n t a t i o n  of completely controllable systems. 
7 
I f  the system of  equat ions (2.3)  is n o t  s a t i s f i e d ,  t h e n  t h e  p a r t i a l  
d i f f e r e n t i a l  e q u a t i o n s  (2.1) are not  completely  integrable.  In t h i s  c a s e  
the equations (2.3) would d e f i n e  c e r t a i n  r e l a t i o n s h i p s  between the x ' s  and 
t h e  yes, which have t o  be s a t i s f i e d  t o g e t h e r  w i t h  the sys tem of  par t ia l  
d i f f e r e n t i a l  e q u a t i o n s  (2.1). Such systems are called mixed systems,  which 
we sha l l  no t  pursue  any  fur ther  s ince  our  pr imary  in te res t  is concerned wi th  
completely integrable systems. Since the functions @ defined by (2.4) are 
such  tha t  
- 
Xd = a& G ; O )  
i t  fo l lows  tha t  the  Jacobian  of  the  t ransformat ion  is d i f f e r e n t  from zero  
i n  a nei,ghborhood of x so tha t  the  equat ions  may be so lved  for  Ti t o  y i e l d  
x = f e ( x ; y - ? )  4 2.5 
We note t h a t  each component of  f is an in t eg ra l  o f  t he  sys t em (2.1) and 
consequent ly  any scalar  funct ion of  f is also an  in tegra l .  S ince  the  sub-  
s t i t u t i o n  f o r  x by @ i n  f y i e l d s  the  i d e n t i t y   i n  3; and y -7' it  fol lows 
t h a t  t h e  components of f a r e  s o l u t i o n s  of the system of r l i n e a r  homogeneous 
d i f f e r e n t i a l  e q u a t i o n s  
2.6 
This sytem is o f t e n  r e f e r r e d  t o  as the system associated with (2.1). 






Given a completely integrable system (2.1) and the  assoc ia ted  
system (2.61, then i f  n independent  solut ions of the  
associated system (2.6) are equa ted  to  a rb i t r a ry  cons t an t s ,  
t hey  de f ine  imp l i c i t l y  a solut ion of  (2 .11,  and conversely 
a so lu t ion  of (2.1) determines n independent  solut ions’of  
the associated system (2.6) .  
Another important concept regarding the integrals (2.5) is whether 
the  parameters are e s s e n t i a l ,  The parameters y e x p l i c i t  i n  f ( x ; y )  a r e  
d e f i n e d  t o  b e  e s s e n t i a l  i f  i t  is not  poss ib le  to  de te rmine  ( r -1)  sca la r  
P 
func t ions  of y, denoted by A(y) , such that  
I f  the  parameters  y a re  not  essent ia l ,  then  the  t ransformat ion  (2 .5 )  
can be represented with no loss of  genera l i ty  i n  terms of (r-1) parameters 
by (2.71, and ident ica l  a rguments  apply  to  the  new parameters for them t o  





A necessary and s u f f i c i e n t  c o n d i t i o n  t h a t  t h e  r parameters 
be e s s e n t i a l  is tha t  the  func t ions  fd  (x;y> do n o t  s a t i s f y  
an equation of  the  form 
9 
One consequence of this r e s u l t   f o r   r _ ( n  is t h a t  t h e  rank of  the  
Jacobian 1" I be r. 
dYI 
3. Systems of Linear Homoger.eous P a r t i a l  D i f f e r e n t i a l  E q u a t i o n s  
Cons ide r  t he  se t  o f  l i nea r  ope ra to r s  X on f descr ib ing  a system of 
p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  
From t he  de f in i t i on  o f  t he  ope ra to r  X we have 
and hence i t  fo l lows  tha t  
The opera tor  def ined  by 
is ca l l ed  the  Po i s son  ope ra to r ,  o r  t he  commutator o f  t he  ope ra to r s  X f and 
Xbf.  Some o t h e r  p r o p e r t i e s  of the Poisson operator  are:  
a 
10 
and  the  Jacob i  i den t i ty  
( (Xa,\l,Xclf + ( (\,Xol,Xalf + ( (xc,xal , \ I f  = 0 
Consider the system of homogeraecus l i n e a r   p a r t i a l   d i f f e r e n t i a l  
equat ions def ined by (3.1) for which the rank of  the matr ix  A is p f o r  a l l  
x D; t h a t  is, the   equat ions  (3.1) are  independent.  It is immediately 
ev ident ,  by virtue of the independence of the equations (301), t h a t  i f  
p = N then the.  only solut ion possible  is a t r i v i a l  o n e ,  namely f z constant .  
It is  poss ib l e  fo r  a n o n t r i v i a l  s o l u t i o n  t o  e x i s t  i f  p < N .  From equat ion 
( 3 . 2 )  i t  fol lows that  any solut ion of  equat ion (3.1) a l s o  s a t i s f i e s  
I f  t h e r e  e x i s t  f u n c t i o n s  xabc such  tha t  
’ Zabc X c f (a ,b ,c  = l , . . . , ~ )  3.4 
then the Poisson operator  does not  yield any new p a r t i a l   d i f f e r e n t i a l  
equat ions,  so tha t  the  sys tem (3.1) is c a l l e d  a complete. system of order p. 
On t h e  o t h e r  hand, i f  t h e r e  a r e  some commutators t h a t  are not  express ib le  
i n  t h e  form (3.41, then these commutators equated to zero represent addi-  
t i o n a l  i n d e p e n d e n t  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  which must be s a t i s f i e d ,  
end accord ingly  a re  ad jo ined  to  the  sys tem (3.1). This  process  is continued 
u n t i l  w e  o b t a i n  e i t h e r  a s e t  N of independent equations,  in which case only 
11 
a trivial s o l u t i o n  is pOS6ibh?, o r  w e  o b t a i n  f i n a l l y  a set  s ( s (  N) of 
independent  equations. I n  t h i s  case the  system (3.1) is a.complete  system 
of  order  s ,  which we s h a l l  d e n o t e  by 
Since the  rank  of  the  mat r ix  A is s, we may express the system (3.5) i n  
Jacobian form 
( a = l ,  ..., s ; p =  s+1, ... N) 
a = O 
Applying the Poisson operator to these equations we obta in  
I n  these  equat ions ,  the  der iva t ives  &- (a = 1 . . . s) do not appear,  so 
that  the system (3 .7)  r ep resen t s  a new s e t  of independent equations which 
contradicts  the assumption that  the system (3 .5)  is a complete system of 
order  6. Therefore,  in  accordance  with  the  completeness  assumption we 
must have 
a xa 
Comparing these equat ions with (2.31, we observe that the system of 
nonhomogeneous p a r t i a l   d i f f e r e n t i a l   e q u a t i o n s   d e f i n e d  by 
12 
are completely integrable .  In  fact  the system (3 .6)  is the  system 
as soc ia t ed  with the system ( 3 . 8 ) .  From Theorem 2.1 we have  immediately: 
Corol la ry  3.1 
A complete system of s homogerreous l i n e a r   p a r t i a l   d i f f e r e n t i a l  
equations of the first o r d e r  i n  N ( > s )  v a r i a b l e s  admits 
exac t ly  (N-s) independent solutions.  
4. In t eg rab i l i t y  Cond i t ions  fo r  a S ing le  P fa f f i an  
The purpose of t h i s  s e c t i o n  is to review a s p e c i a l  r e s u l t  f o r  a 
s i n g l e  p f a f f i a n ,  which has  a usefu l  appl ica t ion  for  those  cont ro l  sys tems 
t h a t  g i v e  r i s e  t o  a s i n g l e  p f a f f i a n ;  o r  the form o f  t h e  i n t e g r a t i n g  f a c t o r s  
can be an t i c ipa t ed  wheE dealing  with a p f a f f i a n  s y s t e m .  T h i s  r e s u l t  7 
i s  contained in  the fol lowing:  
Theorem 4,l 
A necessary and s u f f i c i e n t  c o n d i t i o n  for t he  p fa f f i an  
A4 (x)dx 0 = 1.. .n) t o  be in t eg rab le  is t h a t  4 =  
ho lds  fo r  eve ry  th ree  vec to r ' z  whose components are A d *  
and Ag and t h e  c u r l  is eva lua ted   for   the   cor res -  
ponding  coordinates x o( 9 "18 and X f  
Proof 
The p f a f f i a n  Ad ( x ) d x H =  0 is i n t e g r a b l e  i f  and only i f   t h e r e  ex i s t s  
a n o n t r i v i a l  i n t e g r a t i n g  f a c t o r p ( x )  and a sca la r  func t ion  V(x) such  tha t  
4.1 
Forming t h e  c r o s s  d e r i v a t i v e  of V and under the assumption of c e r t a i n  
con t inu i ty  p rope r t i e s ,  w e  ob ta in  
Rearranging terms y i e l d s  
I- 
4.2 
Performing this  process  for  the combinat ions A p A and A r ,  Ao( y i e l d s  
#- 
and 
Mult iplying  equat ion (4 .2 )  by A equation (4 .3 )  by A d ,  and equat ion 
( 4.4) by A and summing y i e l d s  
8 '  
B 
Since  the  in t eg ra t ing  f ac to r  is n o n t r i v i a l ,  i t  may be neglected.  This  
expression must hold for  each dis t inct  combinat ion A 
4'  and A x *Or 
14 
the  pfaf f ian  to  be  in tegrable .  If w e  def ine the three vector  5 with 
components Ad , A f ,  and A x ,  then  the  in tegrabi l i ty  condi t ion  (4.5) 
may be expressed i n  t h e  s u c c i n c t  form 
X c u r l  5 Z 0 X - 
which completes the proof. 
Let yr (r = 1 . . . (n-1) ) be a m a x i m a l  se t  o f  vec tors  or thogonal  
t o  A,  t h a t  is 
4.6 
Then by v i r t u e  of equation (4.1) we can a s soc ia t e  w i th  the  p fa f f i an  the  
system of  l inear  honogeneo7s equations 
Geometrically speaking, i f  t he  p fa f f i an  iG i n t eg rab le ,  t he  vec to r  A 
determines a normal d i r e c t i o n  and the  vectors  determine  tangent 
d i r e c t i o n s  a t  each point of the hypersurface V(x> = constanto 
r 
4.7 
The i n t e g r a b i l i t y  c o n d i t i o n s  f o r  t h e  p f a f f i a n  can now be couched 
i n  terms of  completeness  of  the system of  par t ia l  different ia l  equat ions 
(4.7) 0 
Theorem 4.2 
If t h e  p f a f f i a n  Ad (x)dxq= 0 is in tegrable ,  then  the  
system of (n-1) partial d i f f e , r en t i a l  equa t ions  
is a complete system of order (n-1).  
Pro0 f . 
Applying the Poisson operator to the pa and the rY equat ions 
y i e l d s  
4.8 
Since V must s a t i s f y  t h i s  e q u a t i o n ,  t h e n  i t  must be some l i n e a r  
combina t ion  o f  t he  pa r t i a l  d i f f e ren t i a l  equa t ions  (4.71, otherwise V 
would n o t  e x i s t  and hence by (4.1) t he  p fa f f i an  would not  be integrable .  
Therefore,  i t  follows t h a t  t h e r e  e x i s t  f u n c t i o n s  J8 such  tha t  
By v i r tue  o f  equa t ions  (4 .6)  these conditions can be expressed as 
4.9 
Since equat ion (4.6) is an i d e n t i t y  i n  x, t h e n  d i f f e r e n t i a t i n g  it with 
r e s p e c t   t o  x and u s i n g   t h i s   r e s u l t   t o   s i m p l i f y  (4 .9 ) s  g ives  X '  
16 
o r  
Defining the skew-symmetric matrix w by 
then the above r e s u l t  assumes the simple form 
4.10 
4.11 
This  resu l t  p roved  for  p and r d i s t i n c t ,  a l s o  h o l d s  when p = r  by 
v i r tue  of  the  skew-symmetry of the matr ix  W .  Therefore ,  s ince  the  (n-1)  
independent  vectors \v are orthogonal   to   the  vector  
(4.111, i t  fo l lows  tha t  
p x  rdwd,x by 
4.12 
where f is an ( n - 1 )  component vec tor  of  func t ions  which have t o  be 
determined.  Multiplying  equation (4.12) by A and summing determines  the 
components of the vector f as 
8 
where A deno tes  the  sca l a r  (or inner)   product  of the  vec tor  A.  Sub- 2 
s t i t u t i n g  f o r  f i n  e q u a t i o n  (4.12) y i e l d s  
4.13 
I I 
Once again we apply an orthogonality argument to this r e s u l t  and deduce t h a t  
where Q is a n  n component vector  funct ion which has t o  be determined. 
However, s ince  w is skew-symmetric, i t  is e a s y  t o  v e r i f y  t h a t  
F o r  t h r e e  d i s t i n c t  i n d i c e s  d ,6 * and d we have 
- W A d  Ay - "21 TAT 
Ad "gf - A A2 AP 
Summing these three equat ions gives  
which, on r e c a l l i n g  t h e  d e f i n i t i o n  of w (4.91, is t h e  i n t e g r a b i l i t y  c o n d i t i o n  
for  the  pfaf f ian .  Therefore ,  if t h e  s y s t e m  o f  ( n - 1 )  l i n e a r  p a r t i a l  d i f f e r e n -  
t i a l  equations (4.7) is a complete system, then the pfaffian (4.1) is 
i n t e g r a b l e  and conversely, which completes the proof. 
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5. C o n t r o l l a b i l i t y  .. "" C r i t e r i o n  .~~ for  Control  Systems  with 
Linear  Control  Vectors  
Consider  the nonl ineu control  system with the control  vector  appearing 
l i n e a r l y ,  d e f i n e d  by 
We s h a l l  assume t h a t  t h e  rank of  the matr ix  B is m ,  so  t h a t  t h e r e  w i l l  
exist a maximal s e t  o f  ( n - m )  v e c t o r s  vR orthogonal  to  B, namely 
(a(= 1 ... n; r = l  ... m ;  R = 1  ... (n-m) 
By v i r tue  o f  t he  vec to r s  w, we can associate with the system (5.1) 
the  pfaf f ian  sys tem 
5.3 
With regard to  the pfaff ian system (5.31, Hemes' adopted the following 
d e f i n i t i o n  o f  c o n t r o l l a b i l i t y .  
Def in i t i on  1 
The system (5.1) is comple te ly  cont ro l lab le  for  a l l  ( t , x ) c  D 
i f  the  assoc ia ted  pfaf f ian  sys tem (5 .3)  is mot in t eg rab le  
f o r  a l l  ( t , x ) c D .  
T h e . u s e f u l n e s s  o f  t h i s  d e f i n i t i o n  o f  c o n t r o l l a b i l i t y  is diminished by the  
f a c t  t h a t  t h e r e  a r e  some i n h e r e n t  d i f f i c u l t i e s  i n  d e t e r m i n i n g  w h e t h e r  o r  
not the pfaffian system (5.3) is in t eg rab le .  Only i n  s p e c i a l  c a s e s  s u c h  
as when (5.3) .def ines  a s i n g l e   p f a f f i 2   o r   t h e  form of  the integrat ing 
f ac to r s  can  be a n t i c i p a t e d  are  t h e  r e s u l t s  o f  Theorem 4.1 appl icable .  
To demonstrate that  the pfaffian system (5.3) is i n t e g r a b l e ,  we have 
to  determine the existence of (n-m) i n t eg ra t ing  f ac to r s  / , ( t : x )  and a 
sca lar  func t ion  V( t ;x)  such  tha t  
5.4 
Conversely,  the demonstration of the nonexistence of either the integrating 
f a c t o r s / U R  o r  t h e  s c a l a r  f u n c t i o n  V,  determines the nonintegrabi l i ty  of  
pfaffian  system (5.3). The l i n e a r  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  a s s o c i a t e d  
with the pfaffian system (5.31, t h a t  V h a s  t o  s a t i s f y ,  a r e  by v i r t u e  o f  
(5.2) 
Because of the equivalence between the integrabili ty conditions for a 
pfaff ian system and the  comple teness  of  the  assoc ia ted  par t ia l  d i f fe ren t ia l  
equat ions,  Defini t ion 1 can be rephrased as follows. The control  system 
(5.1) is comple te ly  cont ro l lab le  for  a l l  ( t , x ) c D ,  i f  t h e  o n l y  p o s s i b l e  
s o l u t i o n . t o  t h e  s y s t e m  o f  l i n e a r  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  (5.5) is 
a t r i v i a l  one. This is essent ia l ly  the approach adopted by Hermann’ i n  
h i s  development o f  t h e  a l g e b r a i c  c o n t r o l l a b i l i t y  c r i t e r i o n  f o r  l i n e a r  
systems with t ime’varying coeff ic ients .  The u t i l i t y  of t h e  method is 
immediately obvious,  s ince f i rs t ly ,  i t  circumvents the construction of 
t h e  orthogonal vectors \b/,(t,x) ; and secondly,  demonstrating the non- 
exis tence of  V is a s t r a igh t fo rward  r i t ua l  o f  app ly ing  the  Po i s son  ope ra to r  
to  the  sys tem (5.5) u n t i l   ( n + l )  independent equations have been resurrected. 
The rephrased vers ion of  Defini t ion 1 can be expressed in  the  fo l lowing  
pa la t ab le  form which a p p e a l s  t o  t h e  p h y s i c a l  i n t u i t i o n  o f  c o n t r o l l a b i l i t y .  
Def in i t i on  2 
I f  f o r  a given control system we can determine a s c a l a r  
func t ion  V( t  ;x )  such  tha t  V( t  ;x )  = cons tan t  is an i n t e g r a l  
of the control system independent of the choice of the 
controls ,   then  the  control   system i s  no t  con t ro l l ab le .  Con- 
v e r s e l y ,  i f  no such  V( t ;x )  ex i s t s ,  apa r t  from a t r i v i a l  
solut ion,  then the system is con t ro l l ab le .  
It is easy  to  ve r i fy  tha t  t h i s  de f in i t i on  immedia t e ly  gene ra t e s  t he  
s y s t e m  o f  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  (5.5). It should be noted that 
t h i s  d e f i n i t i o n  o f  c o n t r o l l a b i l i t y  f o r  n o n l i n e a r  c o n t r o l  s y s t e m s  d o e s  n o t  
guarantee the exis tence of a con t ro l  which steers. any i n i t i a l   s t a t e  t o  
a n y  f i n a l  d e s i r e d  s t a t e  i n  f i n i t e  time. What it does guarantee is t h a t  
the dimension of  the reachable  set  a t  any given time is  e q u a l  t o  the 
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dimension of the s ta te  space. To c l a r i fy  th i s  po in t  cons ide r  t he  fo l lowing  
example. 
Exmple 5.1 
Let the  nonlinear control system be defined by 
. 
= x3 




Then the system of p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  (5.5) associated with 
the  cont ro l  sys tem (5.6) is  
the Poisson operator  successively to  these equat ions yields 
thus denying the exis tence of  a n o n t r i v i a l  V. Therefore ,  in  accordance 
wi th  Def in i t ion  2 the system (5 .6)  would be termed control lable ,  but  it is 
obvious tha t  t he re  does  no t  ex i s t  a c o n t r o l  which t r a n s f e r s  t h e  s t a t e  from 
the origin t o  any o the r  s t a t e  posses s ing  nega t ive  va lues  o f  x2. Howover, 
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the dimension of the reachable s e t  a t  any t ime for the control system (5.6) 
is 3. 
Example 5.2 
Consider  the control  system 
. 
x1 = x1 + x u  2 
5.7 
e 
x2 = x2 + xlu 
then  the  pa r t i a l  d i f f e ren t i a l  equa t ions  (5.5) a r e  
Applying the Poisson operator t o  these equat ions does not  yield any new 
equat ions,  so  the  system is complete  of  order 2. Therefore,  a n o n t r i v i a l  
V e x i s t s ,  and is determined t o  be 
V(t,x) (x, 2 2)  .-2t - x2 . 
sur face  
i r r e spec t ive  o f  t he  cho ice  of the controls,  and hence the system (5.7) 
is not  cont ro l lab le .  
6. Hermann's C r i t e r i o n  
Ye s h a l l  r e v i e w  t h e  a l g e b r a i c  c o n t r o l l a b i l i t y  c r i t e r i o n  d e v e l o p e d  by 
Hermann' for  l inear  sys tems wi th  t ime vary ing  coef f ic ien ts .  Le t  the  
control system be def ined by 
6.1 
(o(= 1 ... n;  r = l  ... a> 
The sys t em o f  pa r t i a l  d i f f e ren t i a l  equa t ions  (5.5) associated with the 
control  system (6.1) is 
Applying the Poisson operator  to  this  system yields  
If w e  def ine the operator  




Applying the Poisson operator to the systems (6.3) and (6.4) does not 
generate any new p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s ,  s i n c e  t h e  c o e f f i c i e n t s  
- 
b' B gr are func t ions  of time only. Therefore,  using the  systems (6.2) 
with system (6.4) yields 
Hence, we have i n  general  on applying the Poisson operator between system 
(6.2) and each new system of  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  g e n e r a t e d  
6.6 
If from the  se t s  of  equat ions  (6 .31 ,  (6.41, (6.5)  and (6 .6)  we can 
s e l e c t  n independent equations, then 
and consequently d2 = 0 by (6.2), and hence a non t r iv i a l  V( t ;x )  would 
no t  ex i s t .  The c o n d i t i o n  t h a t  a s s u r e s  t h i s  r e s u l t ,  when expres sed  in  
mat r ix  nota t ion ,  is  rank [ B, rB, . . . , r n-l B ]  is  n f o r  all t. Thi8 
is the  c r i te r ion  developed  by Hermann and has a g r e a t e r  u t i l i t y  t h a n  
d t  
K a l m a n ' s  i n t e g r a l  c r i t e r i o n ,  s i n c e  i t  does not depend on the  knowledge of 
the fundamental  solution of the homogeneous system. It is readi ly  apparent  
t h a t  Hermann's c r i t e r i o n  g e n e r a l i z e s  t h e  r e s u l t  f o r  c o n s t a n t  c o e f f i c i e n t  
l i n e a r  systems, because i n  t h i s  c a s e  f =  A. 
I . . -  . . . . . . . . . . . . . . . . . . . . ._.  
7. 7 r i t e r i o n  
For  s implici ty ,  and with no loss o f  g e n e r a l i t y ,  we shall t rea t  t h e  
system (1.1) 
s i n c e  t h i s  form  encompasses a l l  l inear  sys tems.  For  th i s  sys tem HermannOs 
c r i t e r i o n  f o r  c o n t r o l l a b i l i t y  demands tha t  the  rank  of  the  nxnnl  mat r ix  
be n f o r  a l l  t; whereas Kalman's c r i t e r i o n  r e q u i r e s  t h a t  t h e  d e t e r m i n a n t  
o f  t h e  n x n  m a t r i x  
be  nonsingular  for some t > t . To demonstrate  the  equivalence  between 
t h e s e  c r i t e r i a  we s h a l l  f i r s t  assume t h a t  Hermann's c r i t e r i o n  is not  
1 0  
s a t i s f i e d ,  b u t  KalmanOs c r i t e r i o n  is s a t i s f i e d  f o r  t h e  c o n t r o l l a b i l i t y  of 
the  system (7*1). Therefore,  i f  t h e  r a n k  o f  t h e  m a t r i x  
is less  than n ,  then  there  e x i s t s  an n vec to r  J8 such  tha t  
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Expressing this result in component form y i e l d s  
. . . . .  0 .  
By s t r a igh t fo rward  d i f f e ren t i a t ion ,  equa t ions  (7.2) imply 
b . . . . . .  
7.2 
7.3 
Since no row of the matrix H(t)  can be zero,  otherwise the corresponding 
state component would no t  be con t ro l l ab le ,  t hen  it fo l lows  tha t  t he  
Wronskian o f  t he  vec to r  @( t )  must vanish.  Therefore, i t  follows t h a t  t h e  
components of t h e  v e c t o r  s a t i s f y  a t  most an ( n - 1 )  o r d e r  l i n e a r  d i f f e r -  
en t ia1   equat ion .  From the   theory  of ord ina ry   d i f f e ren t i a l   equa t ions   any  
s o l u t i o n  o f  a n  ( n - 1 )  o r d e r  l i n e a r  d i f f e r e n t i a l  e q u a t i o n  c a n  b e  e x p r e s s e d  
as a l inea r  combina t ion  o f  (n -1 )  i ndependen t  func t ions  f ( t )  w i th  cons t an t  
8 
c o e f f i c i e n t s  C. Therefore ,  each component o f  fl can be e x p r e s s e d  i n  t h e  
form 
so that 
. . . . . . . . . . .  
7.4 
Since  the  func t ions  f ( t )  a r e  assumed t o  be (n-1) independent solutions of 
an ( n - 1 )  o r d e r  l i n e a r  d i f f e r e n t i a l  e q u a t i o n ,  t h e n  i t  fol lows that the  
Wronskian is  d i f f e r e n t  from zero, and hence equations (7.4) can only be 
s a t i s f i e d  i f  t h e  components of  the  ( n - 1 )  vec tor  
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are zero.  Therefore, if the  rank of 
is l e s s  t han  n ,  t hen  the re  e d s t s  a constant  vector  C such that 
The exis tence of  such a vector ,  by v i r t u e  of (1.71, con t rad ic t s  t he  
assumption that the determinant of t h e  n x n  m a t r i x  
is nonsingular. If on the otherhand we assume t h a t  R e m a n n ' s  c r i t e r i o n  
i s  s a t i s f i e d  whereas Kalman's c r i t e r i o n  is not,  then from t h e  r e s u l t s  of 
SectioD 1 i t  follows t h a t  t h e r e  e x i s t s  a constant  vector  C such  tha t  
If i n  (7.2) we l e t  J86 ( t )  5 C6 then we contradict  the assumption that 
d Hoc ( t )  
d t  
dn-l 
d t  n-1 H O( r (t)] 
r , . . . . ,  
J 
has ram n; t h i s  completes  the  equivalence  between  the two c r i t e r i a .  T h i s  
equivalence was first demonstrated by Hermes e 1 
As noted previously,  Hermann's c r i t e r i o n  is a l so  equ iva len t  t o  t h e  
nonin tegrabi l i ty  of  the  pfaf f ian  sys tem assoc ia ted  wi th  the  cont ro l  sys tem.  
We sha l l  demonst ra te  the  nonin tegrabi l i ty  of the  pfaf f ian  sys tem assoc ia ted  
with the control  system (7.11, because i n  t h i s  c a s e  t h e  form o f  the  in t e -  
g ra t ing  f ac to r s  can  be a n t i c i p a t e d  and t h e  r e s u l t s  of Theorem 4.1 d i r e c t l y  
appl ied .  We assume t h a t  no row of the matrix H(t)  is zero,  otherwise the 
l a c k  o f  c o n t r o l l a b i l i t y  is immediately obvious. In view of t h i s  f a c t  t h e  
components of any vector orthogonal to the matrix H(t) can be expressed 
as funct ions of  t ime alone.  I f  there  is a s p e c i f i c  dependence  of  the 
or thogonal  vector  on the s ta te  vector  x, then a t  most t h i s  can only occur 
as a m u l t i p l i c a t i v e  f a c t o r ,  the  knowledge of which is inconsequent ia l  t o  
the  app l i ca t ion  o f  Theorem 4.1. Denoting by y j ( t )  the  vec tor  or thogonal  
to  H( t ) ,  then  the  pfaf f ian  assoc ia ted  wi th  the  cont ro l  sys tem (7.1) is 
Applying Theorem 4.1 we f i n d  t h a t  a necessa ry  and  su f f i c i en t  cond i t ion  tha t  
t he  p fa f f i an  (7 .6)  be in t eg rab le  is t h a t  
- l og  y,w = l o g  Y 2 ( t ) = .  . 0 0 = log Y n ( t )  d d d d t  
I n t e g r a t i n g  t h i s  r e s u l t  y i e l d s  
L 1 L 2 n 
where the C ' s  a re  cons t an t s  and can be regarded as the  components of a 
non t r iv i a l   cons t an t   vec to r  C. S ince   t he   vec to r   ( t )  is p ropor t iona l   t o  
a c o n s t a n t  v e c t o r C , t h e n  t h i s  i m p l i e s  t h a t  t h e  p f a f f i a n  (7.6) is in t eg rab le  
i f  and only i f   t h e r e  exis ts  a cons tan t  vec tor  C s u c h  t h a t  
The previous arguments concerning this statement now a p p l y ,  t h u s  i l l u s t r a t i n g  
t h e  d u a l  a p p r o a c h  t o  c o n t r o l l a b i l i t y  c r i t e r i o n  v i a  t h e  i n t e g r a b i l i t y  con- 
d i t i ons  fo r  t he  p fa f f i an  sys t em.  
8. Continous  Groups -~ ~ of  Transformations 
I n  t h e  a p p l i c a t i o n  of continuous groups of transformations to the 
de te rmina t ion  of  cont ro l lab i l i ty ,  we are  mainly concerned with the possibi l i ty  
of  represent ing  any  cont ro l  ac t ion  on the dynamical system i n  terms of 
continuous groups of  t ransformations containing a f i n i t e  number o f  e s s e n t i a l  
parameters.  To i l l u s t r a t e  t h i s  procedure.consider  example 5.2  where the  
system equations are 
x1 = x1 + x2' 
x2 = "2 + xlu 
. 8.1 
If we rep resen t   t he   con t ro l  as u ( t >  = , then  the  system (8.1) can 
be  expres sed  in  p fa f f i an  form corresponding to (2.2). by 
8.2 
The system of nonhomogemus p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  (2.1) 
corresponding to  the pfaff ian system (8.2) is 
furthermore,   these  equations  are  completely  integrable.   Therefore,  
the so.lution of the system (8.1) may be expressed i n  terms of a two 
parameter transformation by 
q ( t , y )  = et [xl(O,O)coshy + x2(0 ,0 )  s inhy]  
x2 ( t , y )  = et [ xl(O,O)sin h y  + x2(0,0)  cos h y 1 
The s igni f icance  of  the  so lu t ion  (8.3) is t h a t  i t  g ives  an a lgeb ra i c  
r e p r e s e n t a t i o n  f o r  all t he  poss ib l e  con t ro l  ac t ions  on the dynamic system 
(8.1). This follows from t h e  f a c t  t h a t  t h e  r e a l  t i m e  s o l u t i o n s  o f  t h e  
system (8.1) are generated by the  one parameter subgroup obtained by 
s u b s t i t u t i n g  y ( t )  f o r  y, 
x2(t) x 2 ( t , g ( t ) )  = et [xl(O,O)sinhy(t)  + x2(0 ,0 )coshy( t )  1 
Since  the  so lu t ion  (8 .3)  represents  all t he  pose ib l e  con t ro l  ac t ions  on 
t h e  dynamic system, then on eliminating the paremeter y from (8.3). it 
can be concluded that a l l  s o l u t i o n s  of the system (8.1) are cons t r a i r ed  
t o  t h e  s u r f a c e  
Since all so ln t ions  of the system (8.1) are cons t r a ined  to  th i s  su r f ace  
independent of the choice of  the control  u( t>,  then the system is. not  
cont ro l lab le .  
A d i f f e ren t  k ind  o f  r ep resen ta t ion  was encountered previously in 
connect ion  wi th  the  cont ro l lab i l i ty  of l inear  sys tems,  where t h e  s o l u t i o n  
of 
was represented by 
A. 
8.4 
f o r  a p a r t i c u l a r  form of  the control  vector .  This  representat ion was 
p a r t i c u l a r l y  f r u i t f u l  i n  p r o v i n g  t h e  s u f f i c i e n c y  of Theorem 1.1 where the 
r ep resen ta t ion  (8.4) was considered as a transformation between the vectors  
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x(t,) - x(to)  and 5 . On the otherhand the representat ion (8.4) can  be 
i n t e r p r e t e d  as a transformation between x( t  ) and x ( to ) ,  w i th  tl and the  
n components  of E regarded as ( n +  1) parameters. The cond i t ion  tha t  t he  
l inear   system  be  control lable   corresponds  to   the n parameters  being 
e s s e n t i a l .   I f   t h e  n parameters 5 a r e   n o t   e s s e n t i a l ,   t h e n  i t  fol lows 




procedure of eliminating the parameters,  as i l l u s t r a t e d  i n  t h e  p r e v i o u s  
example, t o  gene ra t e  the  cons t r a in ing  hype r su r faces ,  does  no t  app ly  in  th i s  
case.  This is because the one parameter subgroup of transformations 
obtained by s u b s t i t u t i n g  3 (t,) for does  not   yield all the   poss ib le  
con t ro l  ac t ions  . .  on the l inear dynamical system. The combination of these  
two ideas  l eads  to  the  fo l lowing  sequen t i a l  method for the determination 
o f  t he  con t ro l l ab i l i t y  o f  con t ro l  sys t ems .  Fo r  s impl i c i ty  o f  expos i t i on  
we s h a l l  t r e a t  t h e  l i n e a r  s y s t e m  
where u is a s i n g l e  component cont ro l .  Hermannos  cont ro l lab i l i ty  c r i te r ion  
fo r  t h i s  sys t em requ i r e s  tha t  r ank  
be n fo r  a l l  t. The sequen t i a l  method proceeds as follows, and simply 
mimics the procedure adopted for example 5,2, We t ry  to  de t e rmine  the  
ex is tence  of  a sca la r  func t ion  of  t ime A( t )  such t h a t  i f  t h e  c o n t r o l  
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u ( t )  is g iven  the  representa t ion  
then  the  nonhomogenems p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  a s s o c i a t e d  w i t h  t h e  
l inear  system  (8.5) are comple te ly  in tegrable .  For  th i s  representa t ion  
of  the  cont ro l ,  the  nonhomogeneous p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  are 
JX< " at d Y  - 0; dxH " - Hac ( t > A < t >  
The equat ions (8 .6)  a re  comple t e ly  in t eg rab le  i f  and only i f  
8.6 
It is t o  be observed that i f  t h e r e  e x i s t s  a A( t )  such  tha t  (8 .7 )  is 
s a t i s f i e d ,  t h e n  Hermannos c o n t r o l l a b i l i t y  c r i t e r i o n  is  no t  s a t i s f i ed .  
I n  f a c t ,  for t h i s  s i t u a t i o n  we can give an a lgeb ra i c  r ep resen ta t ion  fo r  a l l  
the  poss ib l e  con t ro l  ac t ions  on the  l inear  sys tem in  te rms  of  two parameters 
8.8 
Eliminating the parameter y from these  express ions  y ie lds  (n-1) con- 
s t r a in ing  hype r su r faces ,  so that  the dimension of the  r eachab le  se t  a t  
any time would be one. 
I f  t h e r e  d o e s  n o t  e x i s t  a X ( t >  s u c h  t h a t  t h e  i n t e g r a b i l i t y  c o n d i t i o n s  
(8.7) a r e  s a t i s f i e d ,  t h e n  w e  at tempt to determine i f  a l l  the  poss ib le  
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c o n t r o l  a c t i o n s  0.n the  l i n e a r  system can be represented i n  terms o f  
three parameters. To do t h i s  w e  de f ine  a transformation from x t o  x 1 
where the new c o n t r o l  u1 is given by 
du 
d t  
1 
“=u 
The transformed system becomes 
dx dHq ( t >  4 - = -  
d t   d t  u 8.10 
which is of  the  same form as the system (8.5) and hence we r epea t  t he  
same process. If the re  does  ex i s t  a A ( t >  s u c h  t h a t  t h e  r e p r e s e n t a t i o n  
u ( t >  = A h ,  dt 1 d y ( t )  
y i e l d s  a completely integrable  s e t  of nonhomogeneouspartial  differential  
associated with the system (8.101, then the vector x1 can be represented 
i n  terms of a two parameter group of transformations by 
Therefore ,  the vector  x can be expressed i n  terms o f  a three parameter group 
o f  transformations by v i r t u e  o f  (8.9) as 
I- 
Obviously, to  demonstrate  the control labi l i ty  of  the system (8.5) we 
s imply  con t inue  th i s  p rocess  un t i l  we have r e su r rec t ed  n parameters not 
including the parameter  t. The cond i t ion  fo r  t hese  n parameters  to  be 
e s s e n t i a l  t h e n  y i e l d s  Herrnann's c r i t e r i o n .  T h i s  method has a d i s t i n c t  
advantage when the control  system is not  cont ro l lab le ,  s ince  it determines 
the dimension of  that  port ion of  the control  system that  ie con t ro l l ab le .  
9. Controllable  Systems 
I n  t h i s  s e c t i o n  we shal l  catalogue those control  systems that  are  
known t o  be con t ro l l ab le .  
1) The l inea r  sys t em wi th  cons t an t  coe f f i c i en t s  
dx 
1 d t  
n-1 - dnx + a -+ .  . . . . + a  d x + a x = u  n-1 dt n d t n  
is con t ro l l ab le .  
2) The l i n e a r  system  with  t ime  varying  coefficients 
- dnx + a,(t)  7 dxn'l + . e . .+a (t)z dx + an( t )x  = u 
d t n  n-1 
i s  con t ro l l ab le .  
3 )  The quasi-l inear  system 
A + A ( t ; x ;  dt ax . 0 . 0 .; " ) ,= u 
d tn d t "'I 
is controllable, Using HermannPs method the proof of each of these 
s ta tements  i s  t r i v i a l .  
37 
References 
1. Kermes, Ho, Contro l lab i l i ty   and   the   s ingular   p roblem,  J.S.I.A.M. 
Control,   Ser.  A ,  Vol. 2 ,   NO.'^, 1964. 
2. Kalman, R.E., Ho, Y.C., and Narendra, K.S.,  C o n t r o l l a b i l i t y  o f  
l inear dynamical systems, Contributions t o  Di f fe ren t ia l  Equat ions ,  1, 
pp. 189-213 
4. LaSalle,  J.P., The t ime  opt imal   control   problem,  Contr ibut ions  to  
Nonlinear  Different ia l  Equat ions,  Vol. 5, 1960, 
5.  Hermann, R.,  On t h e  a c c e s s i b i l i t y  problem i n  c o n t r o l  t h e o r y ,  
I n t e r n a t i o n a l  Symposium on Nonli.near Different ia l  Equat ions and 
Nonlinear Mechanics, Ed. by J.P. LaSalle and S. Lefschetz,  
Academic P res s ,  1963. 
6 .  Eisenhart ,  L.P., Continuous  groups  of  transformations, Dover Publ i -  
ca t ionsq   Inc .  
7. Sneddon, I . N . ,  Elements  of partial d i f f e r e n t i a l  e q u a t i o n s ,  
McGraw-Hill, 1957. 
8. Coddington, E.A. and Levinson, N e ,  Theory of  o r d i n a r y  d i f f e r e n t i a l  
equat ions,  McGraw-Sill, 1955. 
NASA-Langley, 1966 CR-456 
