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ABSTRACT
Non-Gaussianity of the cosmological matter density field can be largely reduced by a local Gaussian-
ization transformation (and its approximations such as the logarithmic transformation). Such behavior
can be recasted as the Gaussian copula hypothesis, and has been verified to very high accuracy at two-
point level. On the other hand, statistically significant non-Gaussianities in the Gaussianized field have
been detected in simulations. We point out that, this apparent inconsistency is caused by the very
limited degrees of freedom in the copula function, which make it misleading as a diagnosis of residual
non-Gaussianity in the Gaussianized field. Using the copula density and at the two-point level, we
highlight the departure from Gaussianity. We further quantify its impact in the predicted n-th (n ≥ 2)
order correlation functions. We explore a remedy of the Gaussian copula hypothesis, which alleviates
but not completely solves the above problems.
Keywords: dark matter — large-scale structure of universe — correlation function — copula
1. INTRODUCTION
The large scale structure (LSS) fields in the late-time
universe, in particular the matter density field, are often
significantly non-Gaussian, due to the nonlinear evolu-
tion of the universe (Bernardeau et al. 2002). It is an
active research frontier to describe the non-Gaussianity
accurately and to extract the encoded cosmological in-
formation efficiently (e.g., Hamilton 2000; Zhang et al.
2011; Yu et al. 2012a). An interesting finding is that,
despite the vast possibility of non-Gaussian behaviors,
the non-Gaussianity of the matter density field induced
by nonlinearity takes a specific form of simplicity. It has
been known for a long time that a local monotonic trans-
formation of the density field (δ(x) → y(x) = f(δ(x)))
can significantly reduce the non-Gaussianity. Namely,
the non-Gaussianity is largely encoded in the one point
probability distribution function (PDF), and the field
(y(x)) after the above local transformation is close to
Gaussian. In the literature, various approximations
such as the logarithmic transform (Coles & Jones 1991;
Neyrinck et al. 2009), the rank-order transform (Wein-
berg 1992; Neyrinck 2011; McCullagh et al. 2016), the
Box-Cox transform (Joachimi et al. 2011), and the clip-
yuyu22@sjtu.edu.cn, zhangpj@sjtu.edu.cn
ping method (Simpson et al. 2011), along with the exact
Gaussianization transformation (Yu et al. 2011), have
been investigated. All are able to significantly reduce
the non-Gaussianity and enhance the information con-
tent encoded in the two-point statistics.
Copula provides an alternative description on the
above findings. The n-point PDF f(δ1, δ2, . . . , δn) (n =
1, 2, . . . ) completely describes the statistics of the den-
sity field. They can be equivalently described by the
combination of one-point PDF f(δ), and all the n-point
copula C(u1, u2, . . . , un) (n ≥ 2). Here u(δ) ≡ F (δ) ≡∫ δ
−∞ f(δ
′
)dδ
′
, and F (δ) is the cumulative distribution
function of the density field. Copula has a nice property,
that it is invariant under any local monotonic trans-
formation. This makes it convenient to describe the
residual non-Gaussianity in the y field. For example,
if the copula is found to depart from the Gaussian form,
then no local transformation can render the density field
Gaussian. Scherrer et al. (2009) found through N-body
simulations that the two-point copula for all the inves-
tigated spatial separation is Gaussian to extremely high
accuracy. This motivates the authors to postulate the
Gaussian copula hypothesis (GCH), that all n-point cop-
ulas are Gaussian. The GCH, along with the one-point
(non-Gaussian) PDF, provides a convenient and close
form description of the non-Gaussian density field. It
has been applied to study the covariance matrix of lens-
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2ing power spectrum and other statistics (e.g., Sato et al.
2010; Takeuchi 2010; Sato et al. 2011; Lin & Kilbinger
2015; Yu et al. 2016; Zhang 2018).
However, direct investigation of the Gaussianized
field (the y field) shows the existence of residual non-
Gaussianity. For example, non-vanishing bispectra (Yu
et al. 2011)) and off-diagonal covariance matrix elements
of the power spectrum (Yu et al. 2016) have been de-
tected robustly. An intuitive illustration of the residual
non-Gaussianity is the strong anisotropic structures in
the two-dimensional visualizations of the Gaussianized
density fields (e.g., Figure 1 in Neyrinck et al. (2009)).
What causes the above inconsistency? One possibil-
ity is the non-Gaussianity in higher order copula (e.g.
n ≥ 3). Here we point out an alternative possibility.
Two-point copula investigated in Scherrer et al. (2009)
is indeed nearly Gaussian, as we have verified indepen-
dently with our simulations. However this nearly Gaus-
sian copula is misleading due to some build-in nature
of copula. We take the two-point copula C(u, v) as an
example. It is subject to the following constraints,
u, v ∈ [0, 1] ;C(u, v) ∈ [0, 1] ;C(u, v) = C(v, u);
∂C(u, v)
∂u
≥ 0 ; ∂C(u, v)
∂v
≥ 0 ;
C(u, 0) = C(0, v) = 0 ; C(u, 1) = u ; C(1, v) = v .
(1)
So it has very limited degrees of freedom. It monoton-
ically increases with both u and v. It has fixed values
when u = 0, 1 or v = 0, 1. So different copulas may
look similar. This has two implications. (i) For exam-
ple, from the viewpoint of LSS, a field with significant
spatial correlation, and a random field of vanishing spa-
tial correlation, are fundamentally different. However,
the two copulas are almost identical in the vicinity of
(u, 1), (u, 0), (0, v) and (1, v). This implies that even if
the copula is close to Gaussian, the field may still have
significant non-Gaussianity. (ii) Also for the same rea-
son, tiny difference in copula may result into significant
difference in the more commonly used correlation func-
tion and high order correlations. These statistics are
not investigated in Scherrer et al. (2009). However, as
derived properties from the copula and one-point PDF,
they can serve to quantify the accuracy of Gaussian cop-
ula hypothesis.
For further check of the first implication, we adopt
the copula density, the partial derivatives of the cop-
ula. It is no longer subject to the constraints that the
copula is subject to Equation (1). We find that, at the
two-point level, the copula density reveals clearly some
non-Gaussianities otherwise hidden deeply in the cop-
ula. For the second, we explicitly calculate and com-
pare ξmn ≡ 〈δm1 δn2 〉 − 〈δm1 〉〈δn2 〉 in N-body simulations.
We find that GCH fails, even for the lowest order case
(m = n = 1). Given the convenience of GCH in calcu-
lating LSS statistics, we explore a remedy of GCH. Two-
point Gaussian copula has a single free parameter r and
GCH fixes it to a specific value. We have the freedom
to adopt different values, while keeping the Gaussian
form1. This alternative Gaussian copula approximation
improves the description of ξmn, but fails at 10% accu-
racy level for m+ n ≥ 2. This further demonstrates the
failure of GCH.
This paper is organized as follows. In Section 2 we
briefly introduce the copula. Section 3 describes the
steps to reveal non-Gaussianity of the two-point copula
density. We show the significant bias in correlation func-
tions by almost invisible deviation from Gaussian cop-
ula. In Section 4 we investigate an alternative Gaussian
copula approximation to improve the correlation func-
tion statistics. In Section 5 we discuss and summarize
the results.
2. PRELIMINARIES OF THE COPULA FUNCTION
For overdensity δi ≡ δ(xi) (i = 1, 2, . . . , n), the copula
function C(u1, u2, . . . , un) is defined as
F (δ1, δ2, . . . , δn) = C(F (δ1), F (δ2), . . . , F (δn)) . (2)
Here, ui ≡ F (δi), and F (δi) is the marginal cumula-
tive distribution function (CDF) of δi. Namely ui ≡∫ δi
−1 f(δ)dδ and f(δ) is the probability distribution func-
tion of the density field. F (δ1, δ2, . . . , δn) is the joint cu-
mulative distribution function (JCDF) of δ1, δ2, . . . , δn.
One important property is that for any random field,
the copula function defined by Equation (2) always ex-
ists and it is unique (Sklar 1959).
If C is differentiable, then
f(δ1, δ2, . . . , δn) ≡ ∂
nF (δ1, δ2, . . . , δn)
∂δ1∂δ2 . . . ∂δn
=
∂nC(u1, u2, . . . , un)
∂u1∂u2 . . . ∂un
n∏
i=1
∂F (δi)
∂δi
= c(u1, u2, . . . , un)
n∏
i=1
f(δi) .
(3)
The copula density is defined as
c(u1, u2, . . . , un) ≡ ∂
nC(u1, u2, . . . , un)
∂u1∂u2 . . . ∂un
. (4)
1 If a copula of a random field is Gaussian, the parameters in the
Gaussian copula could be uniquely determined by the properties
of Gaussian distribution (Malevergne & Sornette 2003). If not,
Gaussian copula with parameters determined appropriately could
be regarded as approximation to the real non-Gaussian copula for
research interest.
3It is related to the joint PDF (JPDF) f(δ1, δ2, . . . , δn)
by
c(u1, u2, . . . , un) =
f(δ1, δ2, . . . , δn)
n∏
i=1
f(δi)
.
(5)
2.1. General Properties
By the above definitions and results, we can derive
some basic properties of copula. For brevity, we demon-
strate them with the 2-point copula C(u, v).
• u, v ∈ [0, 1], and C ∈ [0, 1].
• C(u, v) = C(v, u). Notice that this holds for sta-
tistically homogenous fields such as the cosmolog-
ical matter density field. It does not hold for gen-
eral fields.
• C(u, 0) = 0 and C(u, 1) = u, as shown by Equa-
tion (2). For the same reason, C(0, v) = 0 and
C(1, v) = v. These properties hold for any fields,
statistically homogenous or not.
• ∂C/∂u ≥ 0 and ∂C/∂v ≥ 0. Namely C monoton-
ically increases with both u and v. This can be
derived from Equation (5), which leads to c ≥ 0.
Therefore for any random fields, C(u, v) always in-
creases from 0 at v = 0 to u at v = 1, for fixed u.
Due to this constraint, different random fields can
have similar C(u, v).
• Invariance of copula under monotonically increas-
ing transformation y = f(δ). This is obvious since
Fy(y1, y2, . . . , yn) = Fδ(δ1, δ2, . . . , δn).
For special cases, the copula function has analytical
expression. One is the case of two uncorrelated variables
δ1, δ2. Since F (δ1, δ2) = F (δ1)F (δ2), we have
C(u, v) = uv, c(u, v) = 1 . (6)
Another case is the Gaussian copula for the Gaussian
field, as detailed below.
2.2. Gaussian Copula
To distinguish the Gaussian CDF from a general CDF,
we denote it as Φρ,n (δ1, . . . , δn) = FG (δ1, . . . , δn). The
covariance matrix
ρij ≡ 〈δiδj〉 , with σ2i ≡ 〈δ2i 〉 , (7)
completely fixes the statistics of the Gaussian field.
From Equation (2), we derive the Gaussian copula (see
e.g., Malevergne & Sornette 2003; Neyrinck 2011)
CG(u1, . . . , un) = Φρ,n
(
Φ−11 (u1), . . . ,Φ
−1
1 (un)
)
. (8)
Here Φ1 is the marginal Gaussian CDF,
Φ1(xi) =
∫ xi
−∞
1√
2piσi
exp
(
− x
2
2σ2i
)
dx . (9)
The Gaussian copula density is
cG(u1, u2, . . . , un) =
σ1σ2 · · ·σn√
detρ
× exp
(
−1
2
yT(u)
(
ρ−1 − diag(ρ−1)) y(u)) .(10)
Here y(u) = (Φ
−1
1 (u1),Φ
−1
1 (u2), . . . ,Φ
−1
1 (un))
T and
diag(ρ−1) =

σ−21 0 · · · 0
0 σ−22 · · · 0
...
...
. . .
...
0 0 · · · σ−2n
 (11)
is the diagonal part of ρ−1. One can further verify that,
as we expect,
f(δ1, δ2, . . . , δn) = cG(u1, u2, . . . , un)
n∏
i=1
f(δi)
=
1√
(2pi)n detρ
exp
(
−1
2
δT(u)ρ
−1δ(u)
)
. (12)
Since the copula is invariant under local monotonically
increasing transformation,
CG(u1, . . . , un) = Φρ′,n
(
Φ−1(u1), . . . ,Φ−1(un)
)
. (13)
Now Φρ′,n is the JCDF of δi/σi (i = 1, 2, . . . , n) and Φ
is the one-point Gaussian CDF with unit variance. The
Gaussian copula density can then be simplified to
cG(u1, u2, . . . , un) =
1√
detρ′
exp
(
−1
2
yT(u)(ρ
′−1 − I)y(u)
)
.
(14)
Any Gaussian copula/copula density can be written in
form of Equation (13) and Equation (14). For simplicity,
we use these two forms to illustrate Gaussian copula
(densities) in this work.
3. TESTING THE GAUSSIAN COPULA
HYPOTHESIS
The Gaussian copula hypothesis (GCH, Scherrer et al.
(2009)) states that, despite strong non-Gaussianity of
one-point PDF f(δ), the copula of the cosmological mat-
ter density field is Gaussian, as expressed by Equation
(13). It also predicts that the covariance matrix ρ is the
one of y = Φ−1(u = F (δ)). Namely, y is the Gaussian-
ization of δ such that its one-point PDF is Gaussian.
For the two-point copula, the only free parameter there
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Figure 1. Empirical two-point copula CD(u, v) for the simulated dark matter density distributions at the two-point separations
2Mpc/h (top panels) and 6 Mpc/h (bottom panels). The four columns show results at redshifts z = 17, 5, 1, 0. Solid curves
are the contours corresponding to (from lower left to upper right) CD(u, v) = 0.1, 0.3, 0.5, 0.7, 0.9. The dashed curves show the
Gaussian copula measured based on GCH. Notice that they are almost indistinguishable from the solid curves. The dotted
curves show the copula of spatially uncorrelated fields. Notice the similarity in the copula, especially in the vicinity of u→ 0, 1
or v → 0, 1. Such similarity implies limitations of copula in describing LSS, and in particular the LSS non-Gaussianity.
is r, i.e. the cross correlation coefficient between y1 and
y2. The normalized covariance matrix
ρ =
(
1 r
r 1
)
. (15)
We test GCH with a ΛCDM N-body simulation. The
simulation was run with 30723 particles in a box of side
length 600 Mpc/h, and a flat cosmology specified by
Ωm = 0.268, ΩΛ = 0.732, H0 = 71 km s
−1Mpc−1,
σ8 = 0.83, ns = 0.968. The details of the simulation
are described in Jing et al. (2007) & Jing (2019). The
density fields are sampled at redshifts z = 17, 5, 1, 0 with
the pixel size 1Mpc/h. The mean number of particles
per pixel is ∼ 134, so we can safely neglect the effect of
shot noise. As explained earlier, the copula may be mis-
leading in revealing the non-Gaussianity. So we measure
both the copula and the copula density.
We restrict our investigation on the two-point copula
(densities), which can be measured from the JCDF and
JPDF. To measure the joint distributions, we sample
n = 6003 of δ1 at position x1 and the associated δ2 at
position x2 = x1 +s. s is the pair separation vector, and
we investigate the cases of s = 2Mpc/h and 6Mpc/h, re-
spectively. We follow the procedure described in Scher-
rer et al. (2009), and utilize the transformation invariant
property of copulas. We rank δ1 and adopt the mono-
tonic transformation y1 = R1(δ1)/n. Namely, the lowest
δ1 is mapped to y1 = 1/n and the highest δ1 corresponds
to y1 = 1. We do the same for δ2 to obtain y2. y has the
uniform PDF, F (Ri(δi)/n) = Ri(δi)/n, f(Ri(δi)/n) =
1. Then
CD(R1(δ1)/n,R2(δ2)/n) = F (R1(δ1)/n,R2(δ2)/n) ,
(16)
cD(R1(δ1)/n,R2(δ2)/n) = f(R1(δ1)/n,R2(δ2)/n) .
(17)
Here, the subscript “D” denotes the data(simulation).
In other words, the joint distributions of density ranks
(divided by the number of points) give the 2-point cop-
ula (density), which is called the “empirical copula”.
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Figure 2. Empirical two-point copula densities cD(u, v) for the simulated dark matter density distributions at the two-
point separations 2Mpc/h (top panels) and 6 Mpc/h (bottom panels). The four columns show results at redshifts z =
17, 5, 1, 0. Solid curves are the contours corresponding to cD(u, v) = 1.8, 1.5, 1.2, 0.9, 0.6, 0.3 (top panels) and cD(u, v) =
1.20, 1.12, 1.04, 0.96, 0.88, 0.80 (bottom panels). The dashed curves give the Gaussian copula densities measured based on GCH,
and the dotted curves give the results of the alternative Gaussian copula approximation.
3.1. Direct Comparison
Figure 1 shows the copula at 4 redshifts. One find-
ing is the lack of evolution in redshifts, implying that
the rank order of the density field roughly conserves un-
der gravitational evolution (Weinberg 1992). We also
over-plot the Gaussian copula predicted by GCH. The
curves almost completely overlap with the simulation re-
sult, for all the 4 redshifts and two spatial separations
investigated. This confirms the finding of Scherrer et al.
(2009). However, as we argue earlier, this is very mis-
leading. To demonstrate this point, we over-plot the
copula of vanishing 〈δ1δ2〉. From the viewpoint of LSS,
this one is fundamentally different. Nevertheless, it over-
laps with the simulated one when u, v → 0, or u, v → 1.
Therefore, even tiny difference in the copula may lead
to significant difference in LSS statistics.
Figure 2 shows the copula density. In contrast to the
case of copula, now departures from Gaussianities are
clearly revealed (black solid curves versus black dash
curves), at low redshifts or small separation. The next
step is to quantify its impact on commonly used LSS
statistics.
3.2. GCH Induced Bias in LSS Statistics
The two-point copula density determines all correla-
tion functions of the following form,
ξmn = 〈δm1 δn2 〉=
∫ ∞
−1
∫ ∞
−1
δm1 δ
n
2 f(δ1, δ2)dδ1dδ2
=
∫ 1
0
∫ 1
0
δm1 δ
n
2 c(u1, u2)du1du2 . (18)
The GCH fixes c and therefore makes a unique predic-
tion of 〈δm1 δn2 〉. Inaccuracies in GCH can then be quanti-
fied by the bias in 〈δm1 δn2 〉, with respect to the simulated
(true) value. As shown in Figure 3, ξmn predicted by
GCH is accurate only at high redshift. Significant bias
has developed even at z = 5. Therefore despite (almost)
invisible deviation from GCH in copula, the induced bias
in ξmn can be significant.
3.3. The Alternative Gaussian Copula Approximation
A surprising finding above is that GCH even fails to
predict 〈δ1δ2〉 at low redshift. Since the prediction is
completely fixed by r in the covariance matrix ρ, this
motivates us to check whether we can choose another r
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Figure 3. Comparison of correlation functions 〈δm1 δn2 〉 as a function of redshift, measured from the Gaussian copulas 〈δm1 δn2 〉cG
and from the simulated density fields 〈δm1 δn2 〉cD . From the top left panel to the bottom right panel, four cases (from m = n = 1
to m = n = 2) have been shown. Red points show the ratio of 〈δm1 δn2 〉cG to 〈δm1 δn2 〉cD for separation s = 2 Mpc/h; blue points
show the ratio for separation s = 6 Mpc/h, with errorbars indicating the shot noise. The Gaussian copulas are determined
based on the GCH.
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Figure 4. The results of r of the Gaussian copula at red-
shift 0, 1, 5, 17 and at separation 2Mpc/h (the red points)
and 6Mpc/h (the blue points). The triangular points are
estimated from GCH, and the square points are estimated
from the alternative Gaussian copula approximation.
to improve the prediction of not only 〈δ1δ2〉, but 〈δm1 δn2 〉
in general. r’s in GCH are fixed by the field Φ−1(F (δ))2.
We show them in Figure 4. An alternative r can be
fixed by requiring that 〈δ1δ2〉 predicted by Equation (18)
agrees with the simulated one. Such r’s are also shown in
Figure 4. The two sets of r do show visible difference at
low redshifts. To distinguish from the GCH copula, we
call the copula with the new set of r as the “alternative
Gaussian copula approximation”.
Copula under the alternative Gaussian copula approx-
imation gives unbiased result of 〈δ1δ2〉. However, they
do not give better match for the copula densities (Figure
2). Furthermore, they improve the accuracy of predicted
〈δm1 δn2 〉 (m+n > 1), but not significantly (Figure 5). Bi-
ases in 〈δ1δ22〉 vary from 5% to 15%. Biases in 〈δm1 δn2 〉
(m + n = 4) are larger, ranging from 10% to ∼ 60%.
Such biases are too large for precision cosmology. There-
fore even the alternative Gaussian copula approximation
has limited usage in precision cosmology.
4. SUMMARY
2 According to the transformation invariance of the copula,
the GCH indicates that r equals the correlation coefficient of
Φ−1(F (δ1)),Φ−1(F (δ2)).We also checked that the value of r de-
termined by Φ−1(F (δ)) is same to that if we follow the Spearman
rank correlation procedure in Scherrer et al. (2009).
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Figure 5. Same as Figure 3, but for the Gaussian copulas determined by the alternative Gaussian copula approximation.
We have revealed the otherwise hidden non-Gaussianity
of the copula of the (3D) cosmological matter density
field, via the copula density statistics and the accu-
racy in the predicted n-point correlation functions. The
found non-Gaussianity shows that the nonlinear statis-
tics of the 3D density field is more complicated than
the Gaussian Copula hypothesis suggests. This further
verifies our previous finding that the y field after local
Gaussianization has detectable non-Gaussianity. One
remaining question is the information encoded in the
non-Gaussian part of the y field, and another question
is whether we can conveniently describe and capture
such non-Gaussianity. These are for future works. On
the other hand, Gaussianization of 2D density field (e.g.
the weak lensing convergence field) is much more ac-
curate, and has valuable applications (Joachimi et al.
2011; Munshi et al. 2014; Yu et al. 2011, 2012b, 2016;
Chen et al. 2020).
The Copula is a promising tool because of its advan-
tageous mathematical properties, but its misuse can be
misleading. For example, the misuse of Gaussian copula
in econometric modeling was blamed for the 2008 global
financial crisis. To make full and correct use of copu-
las, we need knowledge and judgment beyond that used
in traditional statistical measures. There are methodol-
ogy developed by mathematicians for other applications
that we can draw lessons from. For example, in geology,
Grler (2014) found that the vine copula allow to include
extremal behaviour of a spatial random field and to cap-
ture the distribution of heavily skewed spatial random
field, where Gaussian copula failed. In structural engi-
neering, Wang & Li (2018) found that, while the speci-
fication of random fields in terms of the marginal distri-
butions and correlation structure is incomplete, the non-
Gaussian dependence structure is a real phenomenon in
engineering practice and they found the D-vine copula
are more suitable for representing one-dimensional sta-
tionary random field. In ecology, Prates et al. (2015)
transform the margins of a Gaussian Markov random
field to desired marginal distributions, which accommo-
date asymmetry and heavy tail needed in many ecolog-
ical circumstances.
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