Abstract. For the two-dimensional random field Ising model (RFIM) with bimodal (i.e., two-valued) external field, we prove exponential decay of correlations either (i) when the temperature is larger than the critical temperature of the Ising model without external field and the magnetic field strength is small or (ii) at any temperature when the magnetic field strength is sufficiently large. Unlike previous work on exponential decay, our approach is not based on cluster expansions but rather combines an analysis of the Kertész line and a coupling of Ising measures (and also their random cluster representations) with different boundary conditions. We also show similar but weaker results for the RFIM with a general field distribution and in any dimension.
1. Introduction 1.1. Overview. The random field Ising model was introduced by Imry and Ma [17] as a model of a disordered system. They predicted that the RFIM has a phase transition if and only if the dimension d ≥ 3. Bricmont and Kupiainen [6] proved the existence of a phase transition for d ≥ 3, and Aizenman and Wehr [1] proved for any temperature uniqueness of the Gibbs state when d = 2.
Exponential decay of correlations for the RFIM when d ≥ 2 for (i) high temperature and for (ii) any temperature with sufficiently large magnetic field strength was proved in [12, 3, 9] using cluster expansion methods. A rate of decay (an iterated logarithm in distance) for the RFIM when d = 2 for all temperatures was proved in [7] . The results in [12, 3, 9] do not provide any quantitative information about the regions of exponential decay (in terms of temperature and magnetic field strength). In this paper (see Theorems 1-6 below), we prove exponential decay in some specified regions based on an analysis of the Kertész line [18, 5, 21] and by using couplings of Ising random cluster measures. In addition to giving more detailed information about the location of exponential decay regions, the other main contribution of this paper is that it provides a different (and arguably simpler) proof of exponential decay than in previous work.
The Kertész line (or curve) is defined according to the existence or not of an infinite cluster on Z d in the random cluster representation of the Ising or q-state Potts model. For d = 2 and q = 2, we show (see part (i) of Theorem 8 below) that this line is located at a magnetic field strength that is strictly positive when the temperature is strictly larger than the critical temperature. For d ≥ 1 and q ≥ 2, we show (see Theorem 7 or part (ii) of Theorem 8 below) strict positivity when the temperature is large. We refer to [5, 21] and references therein for more information about the Kertész line.
Main results. Let Λ ⊆ Z
d be a finite subset, and denote by ∂ ex Λ the set of vertices in Z d \ Λ which have a nearest neighbor in Λ. The classical Ising model on Λ at inverse temperature β with boundary condition η ∈ {−1, +1} ∂exΛ and external field H ∈ R Λ is defined by the probability measure P h Λ,η,β,H the expectation with respect to P h Λ,η,β,H . Let β c (Z d ) be the critical inverse temperature of the Ising model on Z d without external field (i.e., with H = 0). Define β P (Z d ) by
where p b c (Z d ) is the critical probability for independent Bernoulli bond percolation on Z d . Let T V (·, ·) denote the total variation distance between probability measures. Denote by | · | the Euclidean distance and let d(U, V ) := inf x∈U,y∈V |x − y| denote the distance between two sets U,
d be the box of side length 2L centered at the origin.
One of our main results is:
Theorem 1. Consider the RFIM with bimodal field and with
for each realization h ∈ {−1, +1} Λ , where C 1 (β, H), C 2 (β, H) ∈ (0, ∞) depend only on β, H. Here
For ∆ ⊆ Λ ⊆ Z d and σ ∈ {−1, +1} Λ , we denote by σ ∆ the restriction of σ to ∆. We will actually prove the following stronger result (of which Theorem 1 is a special case):
Theorem 2. Consider the RFIM with bimodal field and with
for each realization h ∈ {−1, +1} Λ , where H 1 (β) is as in Theorem 1.
For the RFIM with bimodal field and general d, we have: (6) for each realization h ∈ {−1, +1}
Theorem 3. Consider the RFIM with bimodal field and with
Λ , where C 1 (β, H) ∈ (0, ∞) depends only on β, H (and d). HereH
where
For the RFIM with Gaussian field and β ∈ [0, β P (Z d )), we have:
Theorem 4. Consider the RFIM with Gaussian field and with
for each realization h ∈ R Λ , where C 3 (β) ∈ (0, ∞) depends only on β (and d).
For the RFIM with β ≥ 0 and H large, we have the following two theorems.
Theorem 5. Consider the RFIM with bimodal field and with
for each realization h ∈ {−1, +1} Λ , where C 4 ∈ (0, ∞) is a constant (depending only on d). 
Theorem 6. Consider the RFIM with Gaussian field and with
where p s c (Z d ) is the critical probability for independent Bernoulli site percolation on Z d . Lemma 5) and Theorem 6 (see (69) and (70)) show the following: H 2 (β) can be any number satisfying
Remark 2. The proofs of Theorem 5 (see
and H 3 (β) can be any number such that for some δ > 0
Equations (5)- (6) and (8)- (10) are usually called the weak mixing property (see [2] ). It is easy to see that the FKG lattice property and the weak mixing property together imply that there exists a unique infinite volume limit of P h Λ,η,β,H as Λ → Z d which does not depend on the choice of η. We denote this infinite volume limit by
be its expectation. In [2] , a weak mixing property for such infinite volume measures is also defined; Theorems 2-6 say that P
has this weak mixing property for (β, H) in the regions described in the theorems. As another consequence of Theorem 2, we have the following exponential decay of the truncated two-point function. We remark that similar exponential decay occurs for the RFIMs and (β, H) regions described in Theorems 3-6 (and Remark 1).
Corollary 1. Consider the RFIM with bimodal field and with
for each realization h ∈ {−1, +1}
The organization of the paper is as follows. In Section 2, we give some results about the location of the Kertész line (see Theorems 7 and 8 there). In Section 3, we prove Theorems 2-6. In Section 4, we prove Corollary 1.
Location of the Kertész line
In this section, we consider the q-state Potts model and random cluster models. Note that Potts models are generalizations of the Ising model. We show that the Kertész line is located at a strictly positive magnetic field strength when (i) temperature is larger than the critical temperature for d = q = 2 and when (ii) temperature is sufficiently large for general d ≥ 1 and q > 1.
For any q ∈ {2, 3, . . . } and finite Λ ⊆ Z d , the Potts model at inverse temperature β on Λ with boundary condition η ∈ {1, 2, . . . , q} ∂exΛ and external field H ≥ 0 is defined by the probability measure P Λ,η,β,H on {1, 2, . . . , q} Λ such that for each σ ∈ {1, 2, . . . , q} Λ ,
where the first sum is over all nearest neighbor pairs in Λ, Z Λ,η,β,H is the partition function and δ i,j is the Kronecker delta. Note that our parametrization differs from the usual one (see, e.g., Section 1.3 of [15] ) by a factor of 2 for both β and H; with this choice, the Potts model with q = 2 corresponds to the Ising model with inverse temperature β and constant external field H. In this section we only consider constant external field, i.e., each vertex has the same external field of strength H.
Before we define the random cluster model, we need some notation. With vertex set Z d , we write E d for the set of nearest neighbor edges of
We let B(Λ) be the set of all {z, w} ∈ E d with z, w ∈ Λ, and B(Λ) be the set of all {z, w} with z or w ∈ Λ. We will consider the extended graph G = (V, E) where V = Z d ∪ {g} (g is usually called the ghost vertex [13] ) and E is the set
The edges in E d are called internal edges while the edges in {{z, g} : z ∈ Z d } are called external edges. We let E (Λ) be the set of all external edges with an endpoint in Λ, i.e.,
The random cluster model at inverse temperature β on Λ ⊆ Z d with boundary condition ρ ∈ {0, 1} B(Λ C )∪E (Λ C ) and with external field H ≥ 0 is defined by the probability measure
where (ωρ) Λ denotes the configuration which coincides with ω on B(Λ)∪E (Λ) and with
denotes the number of clusters in (ωρ) Λ which intersect Λ and do not contain g, andẐ Λ,ρ,β,H is the partition function. An edge e is said to be open if ω e = 1, otherwise it is said to be closed. P Λ,f,β,H (respectively, P Λ,w,β,H ) denotes the probability measure with free (respectively, wired) boundary conditions, i.e., ρ ≡ 0 (respectively, ρ ≡ 1) in (19) .
The Potts models and random cluster models are related by the Edwards-Sokal coupling [11] ; see also Sections 1.4 and 4.6 of [15] . Since we are mainly interested in the case q = 2 (the Ising model) in this paper, we suppress the explicit reference to q in this section.
For any u, v ∈ Z d ∪ {g}, we write u ←→ v for the event that there is a path of open edges that connects u and v, i.e., a path u = z 0 , z 1 , . . . , z n = v with e i = {z i , z i+1 } ∈ E and ω(e i ) = 1 for each 0 ≤ i < n. For any u, v ∈ Z d , we write u
By the FKG lattice property, P Λ,w,β,H (with wired boundary conditions) has a unique infinite volume limit as Λ → Z d , which we denote by P Z d ,w,β,H . Let θ(β, H) be the percolation probability,
where {0
←→ ∞} is the event that the origin is in an infinite open cluster in Z d (i.e., only using internal edges). The critical inverse temperature (with H=0) is defined by
The Kertész line (see [18, 5, 21] ) is the function
Note that P Z d ,w,β,H is stochastically increasing in β and H (i.e., in the FKG sense), so
and
is the critical probability for independent Bernoulli bond percolation on Z d . It follows from Theorem 1.4 of [8] and the Edwards-Sokal coupling that
; to see this, note that the percolation of state 1 in the q-state Potts model with β ∈ [0, ∞) and an external field H ∈ [0, ∞) applied to state 1 is stochastically dominated by (respectively, dominates) an independent Bernoulli site percolation on Z d with p < 1 (respectively, withp =p(H) < 1 wherep(H) → 1 as H → ∞). A similar argument also implies that β P (Z d ) < β c (Z d ) (see also Theorem 3.1 of [14] ). Using arguments similar to those developed in [4] , we will show the following theorem about the Kertész line.
Moreover, there exists
Recall that
In order to prove Theorem 7, we will use the following two propositions.
Proof. The proof is similar to that of Theorem 1 in [4] ; here we only explain the changes needed for our setting. Let p := (p e , e ∈ B(Λ n ) ∪ E (Λ n )). LetP Λn,w,p be the generalized random cluster measure, i.e., with e −2β and e −2H replaced by 1 − p e in (19) . For each e = {u, v} ∈ B(Λ n ) with either u or v ∈ Λ n , let f := {u, g} if u ∈ Λ n and set f := {v, g} otherwise. Our goal is to show ∂θ n ∂p e ≤α(p)
for some continuous functionα : (0, 1)
We modify the events V i , i = 1, 2, 3 in [4] , as follows. Let f ′ := {v, g} if u ∈ Λ n and f ′ := {u, g} otherwise.
(i) V 1 is the event that during the time-interval (t, t + 1], all edges in B u which are present in X t are removed, and no edges in B u are added to X; e remains present in Y.
(ii) V 2 is the event that during (t + 1, t + 2], the edges f and f ′ are added to X, but no other edges in B u are added to X; e remains present in Y. (iii) V 3 is the event that during (t + 2, t + 3], the edge f is removed from X but not from Y . The rest of the proof is the same as that of Theorem 1 in [4] .
The same proof as in Theorem 2 of [4] yields the following proposition. Note that that theorem holds for each p ∈ (0, 1) K , as defined in [4] .
2 , there exist c 1 , c 2 , ǫ 0 ∈ (0, ∞), and a full subset V of U such that
for all 0 < ǫ < ǫ 0 and e, f ∈ V .
Now we are ready to prove Theorem 7.
Proof of Theorem 7. We prove the theorem by contradiction. Suppose
which contradicts the fact that θ(
The proof of the second part of the theorem is a similar argument by contradiction, as follows. We assume that
That is
Then one gets a contradiction by Proposition 2 and
Finally, we note that the assertion of (25) that 
(ii) For d ≥ 1 and q ∈ {2, 3, . . . }, there exists ǫ d > 0 such that
Remark 3. It is natural to conjecture that
Proof of Theorem 8. By Theorem 1 in [16] , for each β ∈ [0, β c (Z 2 )) there exists H Hig (β) > 0 such that there is no infinite + cluster for the Ising model on Z 2 at inverse temperature β with external field H ∈ [0, H Hig (β)). By the Edwards-Sokal coupling, the existence of an infinite open cluster in the random cluster model implies the existence of either an infinite + or − cluster in the corresponding Ising model. Therefore, θ(β, H) = 0 for any β ∈ [0, β c (Z 2 )) and H ∈ [0, H Hig (β)). This, Theorem 7 and the argument near (23) complete the proof of the first part of the theorem. The second part of the theorem follows from Theorem 7 and the argument near (23).
Our next result is the exponential decay of P Λ,w,β,H for (β, H) under or on the left of the Kertész line. More precisely,
Proof. Note that P Λ,w,β,H has the FKG lattice property and the domain Markov property. So the proof of Theorem 1.2 in [10] applies to P Λ L ,w,β,H (and P Z d ,w,β,H ).
Weak mixing property
In this section, we prove Theorems 2-6.
3.1. Generalized random cluster model. We first generalize the random cluster model with constant external field in (19) to a more general external field. Let Λ ⊆ Z d be finite and h ∈ R Λ . Consider the extended graph (V, E) where V = Λ ∪ {g + , g − }, where g + and g − represent the + and − ghosts respectively and
Let E + (Λ C )∪E − (Λ C ) be the set of external edges with one endpoint in Λ C and the other endpoint in {g + , g − } (whether it is g + or g − will be clear from the context). The random cluster model at β on Λ ⊆ Z d with boundary condition ρ ∈ {0, 1}
and with external field H h ∈ R Λ is defined by the probability measure P h Λ,ρ,β,H on {0, 1}
where K (Λ, (ωρ) Λ ) denotes the number of clusters in (ωρ) Λ which intersect Λ and contain neither g + nor g − , h e := h z for each external edge e = {z, g + } or {z, g − }, 1 {·} denotes the indicator function, and other notation is similar to that in (19) . We now define P | h| Λ,ρ,β,H on the same graph where P h Λ,ρ,β,H lives using the right hand side of (39) except with the indicator function removed. We note that P | h| Λ,ρ,β,H is not quite the same as replacing each h z by |h z | in P 
Lemma 1. For any increasing event
Proof. Note that the Radon-Nikodym derivative
is a decreasing function (in the FKG sense) where C(Λ, ρ, β, H, h) is a constant that only depends on Λ, ρ, β, H, h. Since P | h| Λ,ρ,β,H satisfies the FKG inequality, the conclusion of the lemma follows.
Next, we bound the total variation of P h Λ,ρ,β,H (ω ∆ ∈ ·) and P h Λ,ρ ′ ,β,H (ω ∆ ∈ ·) by a connectivity probability.
where w in the subscript denotes the wired boundary condition.
Proof. The proof uses couplings similar to those in the proofs of Theorem 3.11 of [20] and Lemma 2.3 of [2] and in the discussion on p. 827 of [19] . For completeness, we spell out the details here. Note that P • G 0 = ∅ and E 0 = ∅.
• For each t ≥ 0, reveal the smallest (according to the above ordering) unexplored edge e that is adjacent to E t ∪ B(Λ C ), setting its value in ω w via an independent [0, 1] uniformly distributed random variable U e :
We also explore the configurations in the other two measures as follows:
Let G t+1 := G t ∪ {e} and let
• Let τ be the first time t at which there is no unexplored edge e ∈ B(Λ) that is adjacent to E t ∪ B(Λ C ).
One may show by induction that ω Gt and let e be the edge that will be explored at time t + 1; then by Lemma 1,
By the induction assumption and the FKG lattice property for P | h| Λ,·,β,H ,
After time τ , we may reveal the remaining edges according to their ordering while following the same process described above. It is easy to see that ω ρ e = ω ρ ′ e for those remaining edges since the closed edges in B(Λ) adjacent to E τ serve as the common boundary conditions for P h Λ,ρ,β,H and P h Λ,ρ ′ ,β,H . Therefore, under this coupling
which completes the proof of the lemma.
3.2. Edwards-Sokal coupling for the RFIM. The Edwards-Sokal coupling [11] is a probability measure on a common probability space for the random cluster and Ising models. We will restrict attention to the case where there is a boundary condition η ∈ {−1, +1} ∂exΛ , only for the Ising variables. More precisely, letP h Λ,η,β,H be the following probability measure on {−1, +1} Λ ×{0, 1}
Here, F (Λ, η) is the event
for each ω {x,y} = 1} (where (ση) Λ is the configuration which coincides with σ on Λ and with η on ∂ ex Λ, and we assign +1 to g + and −1 to g − ); the constant of proportionality is chosen so that
The marginal ofP
, where one may interpret w as putting an open external edge between each vertex in {x ∈ ∂ ex Λ : η x = +1} (respectively {x ∈ ∂ ex Λ : η x = −1}) and g + (respectively g − ), and all other edges in B(Λ C ) are closed; E(Λ, η) is the event
The following lemma is obvious but will be useful.
Lemma 3. For any increasing event
Proof. This follows from the FKG inequality for P | h| Λ,w,β,H (note that E(Λ, η) is a decreasing event).
For ω ∈ {0, 1}
Λ is realized by tossing independent fair coins -one for each open cluster not containing g + or g − -and then setting σ x = +1 for all vertices x in a cluster with heads and −1 for tails. For x in the cluster of g + (respectively, g − ), σ x = +1 (respectively, σ x = −1).
3.3.
Weak mixing property for a small field. We first consider β ∈ [0, β c (Z d )) and H small. The following coupling between RFIMs with different boundary conditions is very important.
Proof. Our argument is similar to that used for Lemma 6.2 in [2] . A proof like that of Lemma 2 above gives a coupling of the three measures P 
To get a configuration σ η from P We are ready to prove Theorems 2-4.
Proof of Theorems 2 and 3.
In this case, we have |h x | = 1 for each x ∈ Z d . So the marginal on B(Λ) of P | h| Λ,w,β,H is the same as that of P Λ,w,β,H which is defined in (19) . Hence these two theorems follow from Lemma 4 and Theorems 8 and 9.
Proof of Theorem 4. In this case, P | h| Λ,w,β,H is stochastically dominated by P Λ,w,β,∞ . Note that when β ∈ [0, β P (Z d )), P Λ,w,β,∞ is an independent Bernoulli bond percolation with probability 1−e −2β < p
, which is subcritical. So the theorem follows from Lemma 4.
3.4.
Weak mixing property for a large field. In this subsection, we consider the case when H is large. The idea is to find a set of vertices (such as a *-circuit when d = 2) in the annulus Λ \ ∆ which serves as the location of a common boundary condition for P h Λ,η,β,H and P h Λ,η ′ ,β,H . The proof is somewhat similar to that of Lemma 2. Here are the details.
We order the vertices of Λ = {x 1 , x 2 , . . . } in such a way that x precedes y in the ordering if d(x, Λ C ) < d(y, Λ C ). We explore vertices of the configuration σ η from P h Λ,η,β,H and σ η ′ from P h Λ,η ′ ,β,H that are connected by an open path to ∂ ex Λ of a certain site percolation process (that we are about to construct). We will denote this site percolation on Λ by S = {S x : x ∈ Λ} with the boundary condition defined by
Denote by W t the set of sites explored up to (and including) the integer time t, and let V t := {x ∈ W t : S x = 1} be the set of sites with explored value 1 in S up to time t.
• Let W 0 := ∂ ex Λ and V 0 := {x ∈ ∂ ex Λ : S x = 1}.
• For each t ≥ 0, reveal the smallest (according to the above ordering) unexplored site x that is adjacent to V t , setting its value in S via an independent [0, 1] uniformly distributed random variable U x :
Let W t+1 := W t ∪ {x}, and
• Let τ be the smallest t at which there is no unexplored site x that is adjacent to V t . Then V τ is the union of open boundary clusters of S. It is clear that
After exploration time τ , we may reveal the remaining vertices for σ η and σ η ′ using the procedure as in (56) 
where the RHS is independent of Λ and η. Therefore S is stochastically dominated by an inhomogeneous independent site percolation T h (with the same boundary condition as S) with probabilities p x = p x (β, H, h x ) := 1 − a 2 (β, H, |h x |), x ∈ Λ.
We emphasize that p x only depends on β, H and h x and on nothing else. Let P 
Proof of Theorem 5. In this case, we have |h x | = 1 for each x ∈ Z d . So for each β ∈ [0, ∞), by (61) and (62), we can choose H 2 (β) such that for each H > H 2 (β)
where p s c (Z d ) is the critical probability for independent Bernoulli site percolation on
is stochastically dominated by an independent Bernoulli site percolation with probability p 
The theorem now follows from (65) and Lemma 5.
We next prove Theorem 6. The proof is more involved than that of Theorem 5. We assume H 
We consider the averaged measureP 
That is,P
Then we havē
[p x (β, H, H x )] ≤ P rob(|H x | < δ) + 1 − a 2 (β, H, δ).
This combined with (66) and (61) implies that for each β ∈ [0, ∞) there exists H 3 (β) such that for each H > H 3 (β)
where C 5 ∈ (0, ∞) depends only on d.
We next prove that exponential decay is also valid for the quenched measure P
.
