The diffusion of correlation is used to detect, localize, and characterize dynamical and optical spatial inhomogeneities in turbid media and is accurately modeled by a correlation diffusion equation. We demonstrate experimentally and with Monte Carlo simulations that the transport of correlation can be viewed as a correlation wave ͕analogous to a diffuse photon-density wave [Phys. Today 48, 34 (1995)]͖ that propagates spherically outward from sources and scatters from macroscopic spatial variations in dynamical and/or optical properties. We demonstrate the utility of inverse scattering algorithms for reconstructing images of the spatially varying dynamical properties of turbid media. The biomedical applicability of this diffuse correlation probe is illustrated in studies of the depth of burned tissues.
INTRODUCTION
The potential to acquire information about tissue optical and dynamical properties noninvasively offers exciting possibilities for medical imaging. For this reason, the diffusion of near-infrared photons in turbid media has been the focus of substantial recent research. [1] [2] [3] [4] Applications range from pulse oximetry [5] [6] [7] [8] [9] [10] to tissue characterization 11, 12 to imaging of breast and brain tumors [13] [14] [15] to probing blood flow. [16] [17] [18] [19] When a photon scatters from a moving particle its carrier frequency is Doppler shifted by an amount proportional to the speed of the scattering particle and is dependent on the scattering angle relative to the velocity of the scatterer. Measurements of the small frequency shifts caused by Doppler scattering events make possible the noninvasive study of particle motions and density fluctuations in a wide range of systems, such as the Brownian motion of suspended macromolecules, [20] [21] [22] [23] velocimetry of flow fields, [24] [25] [26] [27] and in vivo blood flow monitoring. [28] [29] [30] The methods for using light to study motions by means of speckle fluctuations have appeared with numerous names over the years. 22, 23, [31] [32] [33] [34] [35] In most of these intensity fluctuation or light-beating measurements the quantity of interest is the electric-field temporal autocorrelation function G 1 (r, ) ϭ ͗E(r, t)E*(r, t ϩ )͘ or its Fourier transform I(r, ). Here the angle brackets ͗ ͘ denote ensemble averages (or averages over time t for most systems of practical interest), r represents the position of the detector, and is the correlation time. Both methodologies are sensitive and useful. 36 In most practical situations one measures a light-intensity temporal correlation function or Fourier equivalent and then applies the BlochSiegert relation 32, 34, 37 to deduce the field correlation functions or Fourier equivalent.
The field correlation function is explicitly related to the motions within the sample under study. Since our theoretical formulation and measurements have generally focused on the timedomain picture, [38] [39] [40] we shall continue to adopt that picture throughout this paper. We note, however, that a line-shape analysis of the light spectrum obtained by the frequency-domain instruments will provide entirely equivalent information.
The photon correlation methods and Fourier equivalents have been used with great success in optically thin samples. More recently there has been a greater effort to quantify this class of signal from turbid samples. For example, the development and the application of diffusingwave spectroscopy (DWS), [32] [33] [34] [35] whereby temporal correlations of highly scattered light probe dynamical motions in homogeneous complex fluids such as colloids, [41] [42] [43] [44] [45] [46] [47] foams, 48, 49 emulsions, 50 and gels. 51 In the medical community application of the theory of Bonner and Nossal 30 has led to a better accounting of the spectral broadening of a light field as it travels through a highly scattering media while experiencing some scattering events from stationary scatterers and some from moving cells.
Recently we have developed and applied a formalism for the treatment of light fluctuation transport in heterogeneous highly scattering media. We have introduced a diffusion equation for the migration of the electric-field temporal autocorrelation function through turbid media. 38 The so-called correlation diffusion equation is a generalization of the photon diffusion equation that encompasses the well-known propagation of diffuse photondensity waves 1 ; however, it also provides a mathematical description that accounts for the effects of motional fluctuations on the spectrum (or the temporal correlations) of propagating diffusive waves. The equation includes the effects of absorption, scattering, and dynamical motions. Importantly, it provides a natural framework when one is considering turbid media with spatially varying properties. The new approach is formally similar to much of the research being carried out in the photon migration community. [1] [2] [3] [4] Thus it will be possible to empower many of the technical advances already made toward functional imaging and spectroscopy with diffusing light, and it will be possible to integrate a qualitatively new technology into existing optical instrumentation. In this paper we have attempted to develop thoroughly and to apply ideas that we have presented in earlier papers. 38, 40 The paper is organized as follows. Section 2 reviews the theory of photon correlation spectroscopy from the single-scattering regime to the multiplescattering regime. Section 3 describes the setup for our experimental measurements and the approach for our Monte Carlo simulations. The experimental and the simulation results are discussed in Sections 4 and 5, respectively. Section 6 demonstrates, with an animal model, that tissue burns varying in depth by 100 m can be distinguished. A summary is given in Section 7, which is followed by a detailed derivation, given in Appendix A, of the correlation diffusion equation from the correlation transport equation.
THEORY
When a beam of laser light with uniform intensity migrates through a turbid sample, the emerging intensity pattern is not uniform but will instead be composed of many bright and dark spots called speckles. The variations arise because the photons that emerge from the sample have traveled along different paths that interfere constructively and destructively at different detector positions. If the scattering particles in the turbid medium are moving, the speckle pattern will fluctuate in time.
For the turbid medium, the time scale of the speckle intensity fluctuations depends on the number of interactions that detected photons have had with moving scattering particles. In this section we briefly review the theory for temporal field autocorrelation functions of light scattered from optically dilute systems, i.e., photons scatter no more than once before being detected. We then discuss the extension of single-scattering theory to systems that multiply scatter light. After a brief review of DWS, we describe in detail a new and general description based on the transport of correlation in optically dense systems.
A. Single Scattering
Consider the system depicted in Fig. 1 . A beam of coherent light is incident upon a dilute suspension of identical scattering particles. The light scattered by an angle is detected by a photodetector. The electric field reaching the detector is a superposition of all the scattered electric fields:
Here E is the electric field reaching the detector at position R d , E o is the amplitude of the incident field, and F(q) is the form factor for light to receive a momentum transfer of q ϭ k out Ϫ k in , where k out and k in are the output and the input wave vectors, respectively, and ͉q͉ ϭ 2k o sin /2, with k o ϭ ͉k in ͉ ϭ ͉k out ͉. For simplicity we neglect polarization effects and assume randomly positioned and oriented scatterers. Under these conditions the differential scattering cross section is dependent only on the magnitude of q. The summation is over the N particles in the scattering volume, and r n is the position of each particle. We can see from Eq. (1) that the phase of each scattered wave depends on the momentum transfer (i.e., scattering angle) and on the position of the particle. In a disordered system the particles are randomly distributed, resulting in random constructive and de- Fig. 1 . Schematic of system in which light is incident upon a dilute suspension of scatterers. The suspension is dilute enough that photons are scattered no more than once. Scattered light is measured at an angle defined by two pinholes and is monitored with a photodetector.
structive interference at the detector. Displacing a single particle changes the interference and thus the intensity reaching the detector. For particles that are undergoing random relative motion, e.g., Brownian motion, the phases of the individual scattered waves are changing randomly and independently of the other scattered waves. The intensity at the detector will thus fluctuate. The time scale of the intensity fluctuations is related to the rate at which the phase of the scattered waves is changing and thus depends on the motion of the scattering particles and on the momentum transfer q. The intensity fluctuations are more rapid at larger scattering angles and for faster moving particles.
By monitoring the intensity fluctuations it is possible to derive information about the motion of the scattering particles. There are two standard experimental approaches. One uses the unnormalized temporal intensity autocorrelation function
where I(t) is the light intensity at time t and ͗ ͘ denotes an ensemble average. For an ergodic system, an ensemble average is equivalent to a time average, and thus G 2 () can be obtained by a temporal average of the correlation function. The other method probes the power spectrum of the detected intensity, S(), and is related to the intensity temporal correlation function by 30, 36, 52, 53 
where g 2 () ϭ G 2 ()/͗I͘ 2 is the normalized temporal intensity correlation function and ͗I͘ is the average intensity.
In our discussion we focus on measurements of the temporal correlation function. However, it should be remembered that the information content of S() is entirely equivalent. Most calculations of the effects of sample fluctuations on scattered light yield expressions for the temporal electric-field correlation function, G 1 () ϭ ͗E(0)E*()͘. For Gaussian processes G 2 () and G 1 () are related by the Siegert relation 32, 34, 37 
where ͗I͘ is the ensemble-averaged intensity. ␤ is a parameter that depends on the number of speckles detected and on the coherence length and stability of the laser. ␤ thus depends on the experimental setup. For an ideal experimental setup ␤ ϭ 1. See Refs. 54 and 55 for further discussion on ␤.
The normalized temporal field correlation function is
Using Eq. (1) for the scattered electric field and assuming that the particles move independently and are uniformly distributed, one can show that 22, 23, 31 ͘ is the mean-square velocity. Shear flow and turbulence have also been studied. [24] [25] [26] [27] 56 B. Multiple Scattering: Diffusing-Wave Spectroscopy When the concentration of particles is increased, light is scattered many times before it emerges from the system (see Fig. 2 ). The photons reaching the detector typically follow various trajectories of differing path lengths through the medium. Under these conditions the correlation function can be calculated within the framework of DWS. [32] [33] [34] [35] In the context of DWS, the normalized field correlation function of light that has migrated a path length s through a highly scattering system is
where l* ϭ 1/ s Ј is the photon random-walk step length, which is the reciprocal of the reduced scattering coefficient, and k o is the light wave number in the medium. Once again it is necessary to assume that the particles move independently and are uniformly distributed. Equation (7) has a form similar to that of the singlescattering result, Eq. (6), except its exponential decay rate is multiplied by the number of random-walk steps experienced by the photon in the medium, s/l*, and the appearance of k o instead of q reflects the fact that there is no longer a well-defined scattering angle in the problem. The correlation function for trajectories of longer length will decay more quickly, permitting the motion of scattering particles to be probed on ever shorter time scales.
Generally, a continuous-wave (cw) laser is used to illuminate the sample, and the full distribution of path lengths contributes to the decay of the correlation function. Under these conditions, the field correlation function is given by Fig. 2 . Schematic of system in which light is incident upon a concentrated suspension of scatterers. Photons on average are scattered many times before emerging from the system. A single speckle of transmitted light is imaged with pinholes (or is gathered by a single-mode fiber) and is monitored with a photodetector.
where P(s) is the normalized distribution of path lengths. This relation is valid given the assumption that the laser coherence length is much longer than the width of the photon path-length distribution. 55 The path-length distribution, P(s), is found from the photon diffusion equation for the particular source-detector geometry used here. g 1 () has been calculated for various geometries, including semi-infinite and slab. 57 The solution for an infinite medium with a point source is
where r is the position of the detector and r s is the position of the source. With no photon absorption, the correlation function still decays as a single exponential but as ͱ ͗⌬r 2 ()͘ instead of ͗⌬r 2 ()͘, as in the case of single scattering. Photon absorption reduces the contribution of long-path-length photons and thus suppresses the decay at early correlation times. g 1 () has been verified experimentally by many, including the authors of Refs. 57-59. Similar equations for the field correlation function arising from multiply scattering systems have been obtained by means of field theory. For discussions on the derivation with field theory, see Stephen, 60 MacKintosh and John, 33 Maret and Wolf, 34 Val'kov and Romanov, 35 and Stark et al. in this feature.
The derivation of Eq. (8) is based on the assumptions that the successive scattering events and neighboring particle motions are uncorrelated, that the photons have scattered many times, and that the correlation time is much smaller than the time that it takes a particle to move a wavelength of light. DWS has proved to be a highly successful model for uniform, highly concentrated systems but presents difficulties when one is trying to quantify the signals from nonuniform systems.
C. Correlation Transport and Correlation Diffusion
A different approach for finding g 1 () that does not rely on the assumptions made in DWS has been proposed by Ackerson et al. 61, 62 This new approach treats the transport of correlation through a scattering system much like the radiative transport equation 63, 64 treats the transport of photons. The difference between the correlation transport equation (CT) and the radiative transport equation (RT) is that the CT accumulates the decay of the correlation function for each scattering event. Since contributions to the decay of the correlation function arise from each scattering event from a moving particle, one simply constructs the CT by adding the single-scattering correlation function to the term that accounts for photon scattering in the RT. This term accounts for all the scattering events. The CT is thus 61, 62 
Here G 1 T (r, ⍀ , ) is the unnormalized temporal field correlation function, which is a function of position r, direction ⍀ , and correlation time . 
. At zero correlation time, ϭ 0, there has been no decorrelation of the speckle field and the CT reduces to the RT. This equivalence arises because the unnormalized field correlation function at ϭ 0 is just the ensembleaveraged intensity, which is the quantity determined by the RT.
The CT provides a means for considering the intermediate regime between single-scattering systems and systems through which light diffuses. Furthermore, in the limit of single scattering, it reduces to the standard single-scattering correlation function discussed in Subsection 2.A, and, as we discuss below, solutions in the photon-diffusion regime are the same as obtained from DWS (see Subsection 2.B). The CT is useful because its validity ranges from single-scattering to multiplescattering systems and because it affords a straightforward approach to considering systems with spatially varying optical and dynamical properties. A drawback to the CT is the difficulty in obtaining analytical and numerical solutions. The RT is plagued by the same problem. Because of the similarity between the CT and the RT we should be able to apply the same approximation methods to the CT as we applied to the RT.
Using the standard diffusion approximation, we may reduce the CT to the correlation diffusion equation (see Appendix A):
Here 2 ()͘ Ӷ 1. The photon-diffusion assumption is valid if the photon random-walk step length is smaller than the dimensions of the sample and the photon absorption length. The scattering angle assumption (i.e., ⍀ • ⍀ Ј) is valid for systems with randomly oriented scatterers and isotropic dynamics (e.g., Brownian motion and random flow). The short-time assumption requires the correlation time to be much smaller than the time that it takes a scatterer to move a wavelength of light. When the photon wavelength is 514 nm and the dynamics are Brownian motion with D B ϭ 1 ϫ 10 Ϫ8 cm 2 s
Ϫ1
, then the short-time assumption requires that Ӷ 1 ϫ 10 Ϫ3 s. The breakdown of this approximation is explored in Section 5.
Equation (11) can be recast as a Helmholtz equation for the field correlation function, i.e., For an infinite, homogeneous system the solution to Eq. (12) has the well-known form
This same solution has been derived within the context of DWS 32, 34 [see Eq. (9)] and from the scalar wave equation for the electric field propagating in a medium with a fluctuating dielectric constant. 33, 60 In contrast to these two approaches, the correlation diffusion equation provides a simple framework for considering turbid media with large-scale spatially varying dynamics and optical properties.
With some difficulty, such systems can be considered with DWS. We have considered this possibility and have found that DWS generally requires the computation of complicated integrations of photon dwell times in localized volume elements (voxels) convolved with a volume integral. By contrast, the correlation diffusion equation requires only the solution of a simple differential equation. Because the correlation diffusion equation is analogous to the photon-diffusion equation, we can apply all the techniques developed in the photon migration community [1] [2] [3] [4] and elsewhere 65, 66 to correlation diffusion. In the next few sections we demonstrate the scattering of correlation from dynamical inhomogeneities as well as tomographic reconstructions of the spatially varying dynamical properties of turbid media.
D. Ergodicity
The samples that we study experimentally are not always ergodic; that is, the time-averaged measurements are not equivalent to the ensemble average computed by the various photon correlation spectroscopy theories. This situation arises whenever the sample has static and dynamic scattering components, and it presents a problem when one is measuring the temporal intensity correlation function g 2 (). It is not a problem if one is directly measuring the temporal field correlation function g 1 (). To understand the origin of the problem, it is necessary to consider the electric field emerging from a nonergodic system and to derive g 1 () and g 2 (). [67] [68] [69] [70] We briefly outline the important experimental considerations.
The following discussion assumes that the sample is highly scattering and comprises two components: a static, nonergodic component; and a dynamic, ergodic component. The electric field reaching the detector is a superposition of photons that have migrated through the static region without scattering from moving particles and photons that have scattered at least once from a moving (dynamic) particle. We refer to these two different types of photons as constant and fluctuating. Thus
With these definitions the temporal intensity correlation function is found to be 39, [67] [68] [69] [70] 
Here ͗ ͘ denotes a time average. E c does not fluctuate in time, and thus the intensity I c ϭ ͗E c (t)E c *(t ϩ )͘ is constant. E f (t) does fluctuate in time, so that ͗I f ͘ ϭ ͗E f (t)E f *(t)͘ is the time-averaged fluctuating intensity and g 1, f () is the temporal field correlation function of E f (t) (this decays from 1 to 0). g 2 () presented in Eq.
(15) has a heterodyne term, 2I c ͗I f ͉͘g 1, f ()͉, and a homodyne term, ͗I f ͘ 2 ͉g 1, f ()͉ 2 . We have included the coherence factor ␤, which depends on the number of speckles averaged and on the laser coherence length. When one is measuring a single speckle created by a stable, longcoherence-length laser, then ␤ ϭ 1. Unfortunately, experimentally, ␤ usually varies between 0 and 1 and must be measured. It is safe to assume that ␤ will remain constant for measurements made on different speckles, since ␤ depends only on the laser and detection optics. However, I c will vary, changing the relative importance of the homodyne and the heterodyne terms.
There are a few methods for circumventing this problem. [67] [68] [69] [70] To obtain the proper correlation function we ensemble average during the acquisition of the intensity correlation function. This method was described in detail by Xue et al. 67 The technique for ensemble averaging that we used is explained in Section 3. Basically, the idea is to move the detector from speckle to speckle during the course of the measurement. In this way, E c (t) will fluctuate on a time scale given by the motion of the detector from speckle to speckle. The normalized intensity correlation function is thus
(16) g 1,c () is the field correlation function of the fluctuating E c (t) and decays in a log-linear fashion on a time scale that is proportional to the amount of time that it takes to move the detector from one speckle to the next. 68 If the detector speed is sufficiently slow that the decay time of g 1,c () is much longer than that of g 1, f (), then the measured correlation function will look like that shown in Fig.  3 , and the fluctuations due to sample dynamics are easily separated from ensemble-averaging fluctuations. The correlation function at early times when g 1,c () Ϸ 1 is then
and from the Siegert relation 32,34,37 we find that
This is exactly the temporal field correlation function that we calculate with the correlation diffusion theory. There is no need to separate ͗I f ͉͘g 1, f ()͉ from ͗I c ͘. From the plateau in the correlation function that occurs when
However, for comparisons with solutions of the correlation diffusion equation it is not necessary to make this separation; it is only necessary that g 1,c () Ϸ 1 for the temporal region of interest.
EXPERIMENTAL SETUP
Photons scattered by moving particles have their frequency Doppler shifted by an amount proportional to the particle's speed, the photon's wave number, and the scattering angle. The frequency shifts are generally a very small fraction of the absolute frequency, typically ranging from 10 Ϫ9 to 10 Ϫ12 . These relatively small shifts are difficult to measure directly with, for example, spectral filters such as a Fabry-Perot filter. Instead we usually determine them indirectly by measuring the beating of different frequencies as revealed in the fluctuating intensities of a single coherence area (i.e., speckle) of the scattered light. We analyze these fluctuations by looking at the power spectrum or the temporal autocorrelation function of the fluctuations. We measure the temporal intensity autocorrelation function of the fluctuating speckles. This method is sometimes preferred over measuring the power spectrum, since digital correlators and photoncounting techniques make it possible to analyze smaller signals.
There is one major advantage of direct measurements of the spectrum. Indirect measurements of the Doppler broadening of the laser linewidth require that single (or only a few) coherence areas of scattered light be detected. For systems that multiply scatter light, these coherence areas are of the order of ϳ1 m 2 . Small-aperture light collectors are thus necessary, resulting in the collection of small numbers of photons. This is not the case for systems that scatter light no more than once, since the coherence area is then given by the laser-beam size and coherence length. For direct measurements of Doppler broadening it is not necessary to collect light from a single coherence area, and thus the number of photons collected can be increased.
A. Experimental Methods
A schematic of the experimental apparatus for measuring the temporal intensity autocorrelation function of a speckle's intensity fluctuations is presented in Fig. 4 . For the initial experiments, the 514-nm line of an Ar-ion laser (operating with an étalon) is used because of its long coherence length and strong power. For the animal experiments, the 632-nm line of a He-Ne laser is used because of its portability. In the future it will be desirable to utilize laser diodes with stable, single-longitudinalmode operation.
The laser beam is coupled into a multimode fiber. Fibers with core diameters ranging from 50 to 200 m and various numerical apertures (NA's) are used. Generally, for large source-detector separations the diameter and the NA are not critical, although coupling with the laser beam is easier with large diameters and large NA's. For the smaller source-detector separations used on the human subject and animal trials, it is best to use a small NA. This minimizes the divergence of the beam from the output of the fiber to the sample, thus reducing the possibility of detecting light that has reflected at the surface of the sample. For these measurements we use 200-m core-diameter fiber with a NA of 0.16.
Measurements are made on various samples with many source-detector separations. The source-detector positions are controlled by repositioning of the source and the detector fibers. Diffuse back reflection is measured from turbid, homogeneous, and solid slabs with either a spherical cavity containing a turbid colloid or a cylindrical vein through which a colloid is pumped. Transmission and reflection measurements are made on solid cylinders with spherical cavities. Animal subjects are also employed. These various samples are described in more detail below in the relevant sections. Single speckles of the diffuse light emanating from the sample are collected with a single-mode fiber. A singlemode fiber does not actually collect light from a single speckle but projects the collected light into a single spatial mode (actually, the single-mode fiber propagates both polarizations, so it is really a dual-mode fiber). [71] [72] [73] The collected light is delivered to a photon-counting photomultiplier tube (PMT; Hamamatsu, Corp., Model HC120). The dark count is less than 10 counts/s at room temperature. Smaller dark counts are achieved by cooling of the PMT to 0°C. After-pulsing can occur for up to 100 ns, and the response of the PMT-amplifier-discriminator system is linear up to 200,000 counts/s. The signal from the PMT is amplified and is then discriminated and fed to the digital correlator card housed in a 486 computer. To measure correlation functions faster than 200 ns it is necessary to cross correlate the signal from two PMT's. This is best achieved by use of a 50-50 fiber-optic beam divider to split the beam between two PMT's and operate the digital correlator in cross-correlation mode.
The samples used in our experiments are nonergodic (a time average is not equal to an ensemble average). As described in the theory section on photon correlation spectroscopy and ergodicity (Subsection 2.D), care must be taken with nonergodic samples to obtain repeatable measurements. Basically, for nonergodic samples each speckle has a constant component and a fluctuating component. The constant component consists of photons that have not scattered from any moving particles. The fluctuating component arises from the photons that have scattered from at least one moving particle. If we fix the source and compare speckles in a localized region some distance from the source, then we will see that the fluctuating component is the same from speckle to speckle (the ensemble average equals the time average) but that the constant component differs (the ensemble average does not equal the time average). This variation in the constant component causes the measured temporal intensity correlation function to vary from speckle to speckle.
To measure the proper correlation function it is necessary to ensemble average the signal. We do this by moving the sample (or sometimes the source and the detector) during the integration of a correlation function. In this way we measure an ensemble of constant components and thus obtain the desired ensemble average of the speckles' intensity. Moving the sample affects the correlation function by increasing the observed intensity fluctuation. If the motion is slow enough, then the decay of the correlation function due to moving the sample occurs on a time scale that is long compared with the time scale of interest. However, if we move the sample too fast, then the ensemble-averaging decay overlaps with the decay due to the internal dynamics.
A schematic of the system that we use for moving the sample is shown in Fig. 5 . The sample is placed on a translation stage that is driven by a servomotor. It is important to use a motor that moves smoothly. Stepper motors do not work well because their motion is jerky. This jerky motion results in fast intensity fluctuations that obscure the intensity fluctuations that are due to the internal dynamics. The speed of the servomotor is set to move the sample approximately 50 m s Ϫ1 . It is important to ensemble average the signal in a localized area. If we average over too large an area, then source-detector positions relative to objects in the sample are not well defined, and accurate comparisons with theory cannot be made. We use limit switches on the servomotor to make it oscillate on a 400-m path.
B. Monte Carlo Simulations
When the accuracy of our experimental results were questionable or when we did not have the experimental data, we used the results from Monte Carlo simulations to check the accuracy of the correlation diffusion equation and its solutions (see Section 5) . In many cases these simulations provide a signal-to-noise ratio that is difficult to achieve in the laboratory and therefore permit a more accurate test of the validity of the correlation diffusion theory. We ran simulations for a point source in an infinite medium. Media with different dynamical properties were considered. First, we gathered data for a system with spatially uniform Brownian motion. The correlation diffusion equation is known to be valid for this system at short correlation times. Therefore these first simulations worked as a test for the Monte Carlo code at early correlation times and to demonstrate the breakdown of the diffusion equation at long correlation times.
Next, we ran simulations for a homogeneous solid system containing a spherical region with scatterers undergoing Brownian motion. These simulations are necessary to unravel systematic discrepancies between experimental data and correlation diffusion theory.
Finally, simulations were executed for a homogeneous system with different volume fractions of random flow. This is a model of tissue blood flow. All the simulations were performed assuming isotropic scattering (i.e., g ϭ 0).
The theoretical details pertinent to the Monte Carlo simulation are reviewed here. A complete discussion of deriving temporal electric-field correlation functions [g 1 ()] was given in Section 2. The correlation function of light that scatters once from a dilute suspension of noninteracting uncorrelated particles is
where q ϭ k out Ϫ k in is the momentum transfer imparted by the scattering event (see Fig. 1 ) and ͗⌬r 2 ()͘ is the mean-square displacement of the scattering particles in time . The magnitude of the momentum transfer is q ϭ 2k o sin(/2). When photons are multiply scattered by noninteracting uncorrelated particles, the correlation function is computed for a given photon path ␣ with n uncorrelated scattering events as
q ␣, j is the momentum transfer experienced along path ␣ at scattering site j.
The general procedure for considering multiple paths is to first relate the total dimensionless momentum transfer
to the dimensionless path length S ϭ s/l*. Here s is the length of the photon trajectory through the sample and l* is the photon random-walk step length. For large n,Y is accurately approximated by the average over the scattering form factor, and thus
Here ͗ ͘ denotes the average over the scattering form factor and l is the photon scattering length that equals the photon random-walk step length when the scattering is isotropic. Next the total correlation function is obtained from the weighted average of Eq. (20) over the distribution of path lengths, i.e.,
Although P(S) can be determined by Monte Carlo simulations, it is usually found with the help of the photondiffusion equation. This procedure has built into it two assumptions: the relation between Y and S, and the assumption that P(S) is accurately given by the photon-diffusion equation. For the purposes of the Monte Carlo simulations it is desirable to take a different approach that does not make these two assumptions. As suggested by Middleton and Fisher, 74 and by Durian, 75 the total correlation function can be obtained from a weighted average over the total dimensionless momentum transfer experienced by all the photon trajectories, i.e.,
There are no assumptions in this formulation other than the standard noninteracting uncorrelated particles assumption. The drawback is that P(Y) cannot be calculated analytically. However, Monte Carlo simulations provide a simple numerical approach to finding P(Y) for different geometries. Such Monte Carlo simulations are described by Middleton and Fisher, 74 by Durian, 75 and by Koelink et al. 76 The Monte Carlo simulation follows the trajectory of a photon, using the algorithm described below, with the addition that the dimensionless momentum transfer Y is incremented in dynamic regions. When the photon reaches a detector, the Y associated with that photon is scored in a P(Y) histogram. After enough statistics have been accumulated for P(Y) (typically 1 million to 10 million photons), g 1 () can be calculated with Eq. (23) .
The basic idea of the Monte Carlo algorithm is to launch N photons into the medium and to obtain a histogram of partial photon flux in radial and momentumtransfer channels. For our simulations N is typically 1 million to 10 million, and the code takes ϳ2 h to run on a Sun SPARC 10 Model 512 50-MHz processor or a 75-MHz Pentium.
There are many techniques for propagating and obtaining histograms of photons within Monte Carlo calculations. [77] [78] [79] To keep the code simple we mimic the physical process as closely as possible instead of relying on reduction techniques that purport to increase statistics while reducing computation (see Refs. 77-79 for discussions of different reduction techniques). To propagate a photon from one interaction event to the next, the program calculates a scattering length and an absorption length based on the exponential distributions derived from the scattering and the absorption coefficients, respectively. If the absorption length is shorter than the scattering length, then the photon is propagated the ab- 
If the scattering length is shorter, then the photon is propagated the scattering length, scored if necessary, and the scattering angle is calculated based on the commonly used Henyey-Greenstein phase function, [78] [79] [80] and then a new scattering length and absorption length are calculated. Photon propagation continues until the photon is absorbed or escapes, or until the time exceeds a maximum set by T gate (typically 10 ns).
To exploit the spherical symmetry of the problem for infinite homogeneous media (the source is isotropic), spherical shell detectors are centered on the point source, and the crossing of photons across each shell is scored in the appropriate momentum-transfer and radial channels. Inward and outward crossings are scored separately so that the Monte Carlo simulation can report the radial components of the correlation flux. In this way we can obtain the correlation fluence, ⌽(r), and the net correlation flux, ϪDٌ⌽(r), from the data. For our analyses we use the correlation fluence.
For problems with cylindrical symmetry, e.g., semiinfinite media and a spherical inhomogeneity with the source on the z axis, circular ring detectors were used. These ring detectors were contained in an xy plane and were 2 mm wide. Photons were scored as they crossed the rings in positive and negative z directions.
EXPERIMENTAL RESULTS
In this section we measure the correlation function on turbid media with spatially varying dynamics and optical properties. We compare these measurements with predictions from correlation diffusion theory to demonstrate the accuracy of the correlation diffusion equation, and we demonstrate that images of spatially varying dynamics can be reconstructed. We first check the validity of the model for systems with a spherical heterogeneity characterized by a different Brownian diffusion coefficient and optical properties (Subsection 4.A). Subsection 4.B demonstrates an image reconstruction of a system with spatially varying Brownian motion. Subsection 4.C verifies the theory's validity for systems with spatially varying flow. In Subsection 4.D we show that the correlation diffusion equation can accurately quantify the thickness of a layered structure characterized by different dynamical properties. Burned tissue is essentially a layered structure. This last result therefore suggests that correlation diffusion spectroscopy can be used to quantify tissue burn depth, as is explored on a pig model in Section 6.
A. Validity of Diffusion Equation for Media with Spatially Varying Brownian Motion
Here we compare experimental and theoretical results to verify the validity of the correlation diffusion equation for turbid media with spatially varying dynamical and optical properties. The first experiments that we describe are performed on a turbid slab that is static and homogeneous except for a spherical region, which is dynamic. Dynamic regions with different magnitudes of Brownian motion and different scattering coefficients are considered.
Before discussing the experiment, we briefly review the solution to Eq. (11) for a medium that is homogeneous except for a spherical region (with radius a) characterized by optical and dynamical properties different from those of the surrounding medium. The spherical region can also be characterized by different optical properties. The analytic solution of the correlation diffusion equation for this system reveals that the measured correlation function outside the sphere can be interpreted as a superposition of the incident correlation function plus a term that accounts for the scattering of the correlation from the sphere, i.e., . A single-mode fiber collects light at a known position and delivers it to a PMT whose output enters a digital autocorrelator to obtain the temporal intensity correlation function. The temporal intensity correlation function is related to the temporal field correlation function by the Siegert relation. 32, 34, 37 The fibers can be moved to any position on the sample surface. Fig. 7 . Experimental measurements of the temporal intensity autocorrelation function for three different source-detector pairs with a colloid present and one source-detector position without the colloid. The dotted-dashed curve illustrates the correlation function decay that is due to ensemble averaging (i.e., no colloid is present in the spherical cavity). This decay is independent of the source-detector position. The dashed, dotted, and solid curves correspond to g 2 () measured with a colloid in the cavity and the source-detector positions at 1, 2, and 3, respectively, as indicated in Fig. 8 .
Here h l (1) are Hankel functions of the first kind and Y l 0 (, ) are spherical harmonics. The sphere is centered on the origin, and the source is placed on the z axis to exploit azimuthal symmetry. The coefficient A l is the scattering amplitude of the lth partial wave and is found by application of the appropriate boundary conditions on the surface of the sphere. The boundary conditions are similar to that for the photon-diffusion equation. 81, 82 Specifically, the diffuse correlation must be continuous across the boundary, and the net flux must be normal to the boundary, i.e., G 1
͉ rϭa on the surface of the sphere. G 1 in (r, ) is the correlation function inside the spherical object, and r is the normal vector to the sphere. Applying these boundary conditions, we find that
where j l are the spherical Bessel functions of the first kind, x ϭ K out a, y ϭ K in a, a is the radius of the sphere, r s is the position of the source, and j l Ј and h l (1) Ј are the first derivatives of the functions j l and h l (1) with respect to the argument. This solution has been discussed in detail for diffuse photon-density waves. 81, 82 We demonstrate the scattering of temporal correlation by a dynamical inhomogeneity in an experiment shown in Fig. 6 . In this experiment the temporal intensity correlation function is measured in remission from a semiinfinite, highly scattering, solid slab of TiO 2 suspended in resin (D B ϭ 0). The slab contains a spherical cavity filled with a turbid, fluctuating suspension of 0.296-m polystyrene microspheres (D B ϭ 1.5 ϫ 10 Ϫ8 cm 2 s Ϫ1 ). The measured temporal intensity correlation function, g 2 (), for three different source-detector separations is presented in Fig. 7 . g 2 () is plotted for the system with no Brownian motion (i.e., no colloid is present) to illustrate the time scale of the decay introduced by ensemble averaging. From the raw data we can see that ␤ Ϸ 0.5, as expected, since we are using a single-mode fiber that propagates the two orthogonal polarizations. We also observe the short-time decay of the correlation function, which is due to Brownian motion, and the long-time decay due to ensemble averaging. The decay due to ensemble averaging is significant for Ͼ 300 s and is not dependent on source-detector position or separation. We focus on the decay for Ͻ 200 s. . With respect to an x -y coordinate system whose origin lies directly above the center of the spherical cavity, the source-detector axis was aligned parallel to the y axis with the source at y ϭ 1.0 cm and the detector at y ϭ Ϫ0.75 cm. Keeping the source-detector separation fixed at 1.75 cm, we made measurements at x ϭ 0.0, 1.0, 2.0 cm, indicated by the symbols छ, ϩ, and *, respectively. The uncertainty for these measurements is 3% and arises from uncertainty in the position of the source and the detector. The curves were calculated with the known experimental parameters, with D B being a free parameter (see Fig. 6 ). Note that larger and more rapid decays are observed when the source and the detector are nearest the dynamic sphere. Figure 8 exhibits the decay of the normalized temporal field correlation function, g 1 (), obtained from g 2 () with the Siegert relation [Eq. (4)], and compares these results to theoretical predictions based on Eq. (24) . The expected trend is observed. When the source and the detector are closer to the dynamical region there is more decay in the correlation function, and the rate of decay is greater. Here the largest fraction of detected photons has sampled the dynamical region and on average has had more scattering events in the dynamical region. The quantitative agreement between experiment and theory is not good; to obtain good agreement one must reduce the Brownian diffusion coefficient in the spherical region by a factor ϳ4. For the theoretical results presented in Fig. 8,  D Correlation functions were measured for different reduced scattering coefficients and Brownian diffusion coefficients for the dynamical region. Figure 9 (a) plots the measured correlation functions for different s Ј compared with theory. Three different concentrations of 0.813-mdiameter polystyrene microspheres were used to obtain reduced scattering coefficients of 3.5, 4.5, and 9.0 cmϪ1 for the dynamical region. The rest of the system is the same as the previous experiment (see Fig. 6 ). With the Brownian diffusion coefficient as a free parameter to fit the theory to experiment, good agreement was obtained. In all the cases the Brownian diffusion coefficient had to be reduced by a factor of ϳ3. . We believe that the observed disagreement in the Brownian diffusion coefficient results from mismatches in the indices of refraction at the resin-air and resin-colloid interfaces. In an early analysis 38 the semi-infinite boundary condition was solved incorrectly but fortuitously resulted in better agreement. In that case 38, 40 the point source was not placed a distance of l* ϭ 1/ s Ј away from the collimated source along the source axis, as in the usual treatment of a collimated source, 83 but rather at the collimated source position. Furthermore, the image source (to satisfy the extrapolated boundary condition for index-mismatched media) was positioned as if the real source had been extended into the medium. This treatment resulted in quantitative agreement between theory and experiment.
Discrepancies between experiment and theory also arise because a significant fraction of the detected photons scatter from the dynamical region only a few times before detection, but these discrepancies are small compared with those that arise from mismatches in the indices of refraction. 39 The high sensitivity to the treatment of the semiinfinite boundary conditions and the mismatch in the indices of refraction renders this experimental setup inappropriate for rigorously validating the correlation diffusion equation for systems with spatially varying dynamical and optical properties. In Subsection 4.B we compare the theory with Monte Carlo results for infinite media with spherical inhomogeneities and obtain quanti- 
B. Image Reconstruction in Media with Spatially Varying Brownian Motion
Since the perturbation of correlation by inhomogeneities can be viewed as a scattering process, one readily can envision the application of tomographic algorithms for the reconstruction of images of spatially varying dynamics. 13 We have investigated this possibility. We use an inversion algorithm, one of several possible schemes, 13, 84 which is based on a solution to the correlation diffusion equation, Eq. ␦ a (r) is the spatial variation in the absorption coefficient, ␦ s Ј(r) is the spatial variation in the reduced scattering coefficient, ␦D ␥ (r) is the spatial variation in the photon-diffusion coefficient, and ␦D B (r) represents the spatial variation in the particle diffusion coefficient relative to the background value. The steady-state correlation diffusion equation with spatially varying optical and dynamical properties is
This equation can be solved with the first Born approximation or the Rytov approximation. 84 Within the Rytov approximation we assume that
Following the procedure described by Kak and Slaney, 84 we obtain an integral equation relating ⌽ s (r s , r d , ) to the spatial variation of the dynamical and optical properties, i.e.,
Here H(rЈ, r d , ) is the Green's function for the homogeneous correlation diffusion equation. The position of the source (detector) is r s (r d ).
There are many techniques that can be employed to invert Eq. (27) . 13, 84 All the methods are based on discretizing the integral equation and using measurements of ⌽ s (r s , r d ) with several different source-detector pairs to solve the coupled set of linear equations. We use the simultaneous iterative reconstruction technique 84 to solve the coupled equations.
To demonstrate that the correlation diffusion equation can be used as the basis for a tomographic reconstruction algorithm, we took several measurements of the correlation function on a solid, highly scattering sample that contained a spherical, dynamical region. The system was a solid cylinder of TiO 2 suspended in resin. The cylinder was homogeneous except for a 1.3-cm-diameter spherical cavity that was filled with an aqueous suspension of 0.296-m polystyrene microspheres (D B ϭ 1.5 ϫ 10 Ϫ8 cm 2 s Ϫ1 ) and centered at z ϭ 0 (the z axis is the axis of the cylinder). The optical properties ( s Ј , a ) of the colloid matched that of the solid so that we imaged only variations in the dynamical properties. Measurements were made every 30°at the surface of the cylinder for z ϭ 0, 1, 2 cm, with source-detector angular separations of 30°and 170°and correlation times of ϭ 15, 25, 35, 45, 55, 65, 75, 85 s. Except where the measurements were made, a highly reflective coating was applied to the surface so that the cylindrical medium could be better approximated as infinite. This approximation was discussed by Haskell et al., 83 and its validity allows us to obtain accurate reconstructions of the dynamical properties.
The image of D B (r) shown in Fig. 10 was reconstructed from ϳ600 measurements of the scattered correlation function, ⌽ s (r s , r d , ), with 400 iterations of the simultaneous iterative reconstruction technique. 84 The z ϭ 0 slice of the image is shown in Fig. 10(a) . From this image the center (in the x -y plane) of the dynamic region and the magnitude of the particle diffusion coefficient are determined. The center of the object in the image is within 2 mm of the actual center of the dynamic sphere. This discrepancy scales with the uncertainty in the position of the source and the detector. The sphere diameter (ϳ1.3 cm) and the particle diffusion coefficient (ϳ1.8 ϫ 10 Ϫ8 cm 2 s Ϫ1 ) obtained from the imaging procedure also agree reasonably well with experimentally known parameters (1.3 cm and 1.5 ϫ 10 Ϫ8 cm 2 s Ϫ1 ).
C. Validity of Diffusion Equation for Media with Spatially Varying Flow Properties
The experiments described thus far demonstrate the diffusion and the scattering of correlation in turbid samples in which the dynamics are governed by Brownian motion. The correlation diffusion equation can be modified to account for other dynamical processes. In the cases of random flow and shear flow the correlation diffusion equation becomes
The fourth and the fifth terms on the left-hand side of Eq. (28) arise from random and shear flows, respectively. ͗⌬V 2 ͘ is the second moment of the particle speed distribution (assuming that the velocity distribution is isotropic and Gaussian), 30, 85 and ⌫ eff is the effective shear rate. 56 Notice that the dynamical absorption for flow in Eq. (28) 2 . The derivation of the dynamical absorption term for shear flow is more complex, and the reader is referred to Wu et al. 56 for a complete discussion. Flow in turbid media is an interesting problem that has received some attention. In these measurements experimenters typically determine a correlation function that may be a compound of many decays representing a weighted average of flow within the sample. For example, Bonner and Nossal developed an approach for measuring random blood flow in homogeneous tissue 30 ; Wu et al. applied DWS to study uniform shear flow 56 ; and Bicout and co-workers applied DWS to study inhomogeneous flow and turbulence. [86] [87] [88] [89] In all the cases, a priori knowledge of the flow is used in the analyses. The application of correlation diffusion imaging will further clarify information about heterogeneous flows in turbid media.
We conducted experiments to examine the correlation signal arising from a solid highly scattering medium with a single cylindrical vein containing a highly scattering liquid under Poiseuille flow. The experimental system is depicted in Fig. 11 . In this experiment the correlation function is measured in remission from a semi-infinite, highly scattering, solid slab of TiO 2 suspended in resin (⌫ eff ϭ 0). A 0.5% solution of Intralipid 90 is pumped through the cylindrical vein in the slab with pump speeds of 0.442 cm s Ϫ1 , 0.884 cm s Ϫ1 , and 1.77 cm s Ϫ1 . The experimental results are shown by the symbols in Fig. 12 .
Measurements of the normalized temporal field correlation function were compared with the exact solution of correlation scattering from cylindrical inhomogeneities. The derivation of the analytic solution for a cylinder is similar to that for a sphere. Once again, the correlation is a superposition of the incident and the scattered correlation, i.e.,
For a cylinder of infinite length, the solution for the scattered wave in cylindrical coordinates is
where I n and K n are modified Bessel functions, x
2 a, and a is the radius of the cylinder. We have simplified the solution by taking the z axis as the axis of the cylinder and assuming that the source is at z ϭ 0 and ϭ 0°.
The comparison between experiment (symbols) and theory (curves) shown in Fig. 12 indicates a good agreement. The parameters used in the calculation, except for ⌫ eff , were the known parameters. We determined the effective shear rate, ⌫ eff , by fitting the analytic solution to the data with the constraint that ⌫ eff had to scale linearly with the flow speed. The best fit to the data indicates that ⌫ eff is approximately 6.8 cm Ϫ1 times the flow speed. Since the shear rate is given by the change in speed per unit length in the direction perpendicular to the flow, one might expect that the effective shear rate would be the flow speed divided by the radius of the vein. This simple calculation gives an effective shear rate that is a factor of 2 smaller than the measured ⌫ eff . This difference is not yet understood, but it could result from the mismatches in optical indices of refraction and sensitivity to the semiinfinite boundary condition. 
D. Burn Phantoms
The noninvasive determination of the depth of severe burns has been an intriguing problem for several years. A robust solution would offer medical practitioners a valuable tool for diagnosing and treating severe burns. Burned tissue is essentially a turbid medium with spatially varying dynamics; i.e., light is multiply scattered by the tissue, and layers of burned tissue are characterized by a lack of blood flow (blood flow ceases in severely burned tissue). Here we show that diffusing correlation can be used to distinguish static layers that differ in thickness by 100 m and that the correlation diffusion equation predicts the observed correlation function fairly well. These positive results motivated animal studies, the results of which are presented in Section 6.
The burn phantom is drawn in Fig. 13(a) . It consists of a layer of Teflon resting on a solution of Intralipid.
The Teflon mimics tissue that has been severely burned in that the Teflon scatters light, and the scattering particles are static. The Intralipid simulates the scattering and dynamical properties of the healthy tissue underlying the burned tissue. For the Teflon, s Ј ϭ 79 cm Ϫ1 and a is negligibly small. We used a 3.75% solution of Intralipid, for which s Ј ϭ 55 cm Ϫ1 and a is negligibly small. For both the Teflon and the Intralipid solution the absorption was taken to be 0.002 cm Ϫ1 . The effective Brownian diffusion coefficient of the globules in the Intralipid solution is approximately 10 Ϫ8 cm 2 s Ϫ1 , as determined from the mean diameter of 0.4 m for the globules. Thicknesses of Teflon ranging from 0.132 to 0.802 mm are used in the experiments to mimic burns of different depths. Figure 13 (b) plots the normalized field temporal correlation function for different Teflon thicknesses with a source-detector separation of 1.2 mm. A significant difference is observed in the rates of decay for different Teflon thicknesses. Figure 13(b) indicates that these correlation measurements are sensitive to changes in the Teflon thickness smaller than 100 m.
These measurements can be modeled with a solution of the correlation diffusion equation for the system depicted in Fig. 13(a) . To solve the diffusion equation, we approximate the collimated source as an isotropic point source displaced a distance z o ϭ 1/ s Ј into the medium along the axis of the collimated source. We also use the approxi- Fig. 11 . Same experimental system as that described in Fig. 6 , except that the TiO 2 slab now has a 6-mm-diameter cylindrical cavity instead of a spherical cavity. The cylindrical cavity is centered 13 mm below the surface of the slab, and 0.5% Intralipid is pumped through the cavity at flow speeds of 0.442, 0.884, and 1.77 cm s Ϫ1 . For the solid slab, s Ј ϭ 4.0 cm Ϫ1 and a ϭ 0.002 cm Ϫ1 . For the Intralipid, the optical properties are assumed to be the same as those of the TiO 2 slab. The correlation function is measured with the source and the detector separated by 2.0 cm, i.e., the source is 1.0 cm to the left of the vein, and the detector is 1.0 cm to the right. Ϫ1 are indicated by the symbols ϩ, *, and छ, respectively. The curves, from top to bottom, are calculated with the experimental parameters given in Fig. 11 and with effective shear rates of 3.0, 6.0, and 12.0 s Ϫ1 , respectively. mate extrapolated-zero boundary condition instead of the exact zero-flux boundary condition (partial flux in the case of an index mismatch). For the extrapolated-zero boundary condition the field correlation is taken to be zero at z ϭ z b ϭ Ϫ2/(3 s Ј), where the physical boundary is at z ϭ 0. The diffusion equation must be solved for two cases: (1) when the point source is in the static layer, and (2) when the point source is displaced into the dynamic region [see Fig. 13(a) ]. In the first case, G 1 (r, ) measured on the surface of the static layer a distance from the source is given by
Here
is the correlation wave number in the static layer, J 0 (x) is a cylindrical Bessel function, and A() is a constant that depends on the thickness of the static layer and on the properties of the dynamical medium. This constant is
is the correlation wave number in the dynamical medium.
The solution for the second case is
Comparisons between experiment and diffusion theory are made in Fig. 14 . The parameters used in the calculation are given in the text's discussion of Fig. 13(a) . The agreement between experiment and theory, although not perfect, is pretty good and certainly captures the trend as a function of source-detector separation and static-layer thickness. It is interesting that the agreement is better at larger thicknesses, where the diffusion theory is expected to be more valid in the static layer. The larger disagreement at smaller thicknesses is most likely a result of the breakdown of the diffusion approximation in the small static layer. In this regime comparison with a solution of the correlation transport equation 61, 62 would be more appropriate.
MONTE CARLO SIMULATIONS
This section presents the results of various Monte Carlo simulations of correlation diffusion. We used the results from Monte Carlo simulations to check the accuracy of the correlation diffusion equation when the accuracy of our experimental results was questionable or when we did not have the experimental data. These simulations allow us to obtain data for systems with no variation in the index of refraction. In many cases these simulations provide a signal-to-noise ratio that is difficult to achieve in the laboratory and therefore permit a more accurate test of the validity of the correlation diffusion theory.
We first present simulation results for an infinite, homogeneous system compared with correlation diffusion theory. This comparison illustrates the behavior of the correlation function as different parameters are varied. Good agreement with diffusion theory is observed. We then present results for a system that is infinite, static, and homogeneous, except for a spherical dynamic region. This system avoids the shortcomings of the experimental system used in Section 4. Results are compiled for a wide range of parameters and are compared with correlation diffusion theory. The agreement is good, indicating the robustness of the theory. We then present simulations for a two-component system with spatially uniform random flow in a spatially uniform static medium. This system models a capillary network in tissue. The comparison with correlation diffusion theory demonstrates that the homogeneous solution can be used as long as the dynamical term is weighted by The Monte Carlo simulations for obtaining electric-field temporal autocorrelation functions are described in Subsection 3.B. Briefly, the approach is to histogram the accumulated momentum transfer of photons scattered from moving particles as they propagate through a system with spatially varying dynamics. That is, scattering events in a static medium do not contribute to the accumulated mo-
mentum transfer, whereas scattering events in a dynamic medium do contribute. The contribution is proportional to the magnitude of the dynamics. In the simulation the momentum transfer is accumulated as a dimensionless variable that scales with k o 2 . The histogram, when normalized, is the momentum-transfer probability distribution P(Y). The correlation function can then be calculated with 74, 75 
is the wave number of light in the medium, and ͗⌬r 2 ()͘ is determined by the dynamics of the system. Figure 15 The behavior of the deviation is understood. At longer correlation times the decay results from shorter photon path lengths, since the longer path lengths have a faster decay rate and no longer provide a significant contribution. For the shorter path lengths the photon-diffusion approximation is not valid, inasmuch as the photons are not diffusing. Furthermore, the q average is not appropriate, since there have been only a few scattering events, and, for the photon to reach the detector, the scattering angles must be smaller than average. The smaller-thanaverage scattering angles result in the observed slower decay rate of the Monte Carlo simulations relative to diffusion theory.
A. Homogeneous Media with Brownian Motion

B. Media with Spatially Varying Brownian Motion
Here we present Monte Carlo results to check the validity of the correlation diffusion equation for systems with spatially varying dynamical and optical properties. The system is infinite, static, and homogeneous, except for a spherical region that is dynamic and may have different optical properties than the background. Fig. 9 ). The small discrepancies are most likely due to the fact that a significant fraction of the fluctuating photons have scattered from the dynamical region only a few times before detection. 39 By ''fluctuating photons'' we mean those photons that have sampled the dynamic region as opposed to the static photons that have not seen the dynamic region.
C. Media with Random Flow
Tissue blood flow is a good example of an optically turbid medium with random flow. Capillary networks are generally randomly oriented on length scales set by the photon random-walk step length. When the capillary flow is oriented, as it is in muscle, the photon generally scatters 10ϩ times between interactions with blood such that the photon's direction is randomized between blood interactions. Thus the flow is effectively random. Tissue blood flow can be modeled as a two-component system, the static tissue matrix and the randomly flowing blood. 30, 91 Monte Carlo results for this system are compared with correlation diffusion theory predictions.
Because the system is composed of two uniformly distributed components, it is necessary to modify the correlation diffusion equation to account for the volume fraction of blood. One does this by simply weighting the dynamical absorption term by the probability of scattering from a red blood cell, i.e.,
P blood is the probability of scattering from a red blood cell and is given by
The other optical parameters in Eq. (35) account for the combined contribution from the tissue matrix and the blood.
A comparison of the Monte Carlo results and correlation diffusion theory is presented in Fig. 17 
DIAGNOSING TISSUE BURN DEPTH
After verifying with measurements on phantoms that photon correlation techniques are sensitive to differences in thickness of 100 m and that the correlation diffusion equation [Eq. (11) ] can be used to model the correlation function (see Subsection 4.D), we applied diffuse correlation spectroscopy in a clinical environment. The clinical work was done with Norm Nishioka and Kevin Schomacker at the Wellman Institute in Boston, Massachusetts. We used their pig burn model and protocol for the clinical trials. 92 To probe burn depth, we used the experimental system depicted in Fig. 18 . The laser light is coupled into a multimode optical fiber (core diameter, 200 m). This fiber delivers the light to the pig. Several single-mode fibers are positioned with the source fiber to collect light at distances ranging from 0.2 to 2.4 mm from the source. The light collected with the single-mode fibers is then delivered to a photon-counting PMT and is analyzed with a digital temporal autocorrelator. In the experiments presented here, approximately 4 mW of light is incident upon the sample, and the signal is integrated for 1 min. The pig was anesthetized and was stabilized on an operating table in an operating suite at the Wellman Institute. Burns were administered with 2-in.-square metal blocks brought to 100°C by means of boiling water. Burn thickness was controlled by application of the metal block to the skin for a duration of 1-20 s. For our study, five different burns were examined. The duration and the depth of each burn is provided in Table 1 . The measurements were made 48 h after administration of the burn.
Prior to burning the tissue, measurements were made at various positions on the skin to determine a baseline. Also, baselines were periodically measured on healthy tissue between measurements of the burned tissue. For the healthy tissue, we observed a single exponential decay in the correlation function and saw that the decay rate increased linearly with the source-detector separation. Figure 19 plots the temporal field correlation functions obtained from the 48-h-old burns for a source-detector separation of 800 m. As expected, the decay rate of the correlation function decreases as the burn thickness increases. These data indicate that the 5-, 7-, 12-, and 20-s, burns are easily distinguished. To summarize the data for all the source-detector separations, we determined the decay rate of the correlation function for 0 Ͻ Ͻ 100 s by fitting a line to the data, and we plot the decay rate as a function of source-detector separation for different burns. These results are given in Fig. 20 and indicate that it is possible to distinguish burns that vary in thickness by only 100 m. The behavior of the decay rate is expected. For shallow burns, the decay rate increases linearly with the source-detector separation, as observed for healthy tissue and as expected for a homogeneous system; i.e., the shallow burn does not perturb the correlation function. However, for deeper burns, the decay rate decreases and no longer increases linearly with the source-detector separation.
Our results from this clinical study are encouraging in that they verify that correlation measurements can be used to distinguish burns with thicknesses that vary by 100 m. More research is needed to quantify the burn thickness from the raw data. The quantification will require knowledge of the optical and the dynamical properties of the burn. It should be possible to determine these quantities from the correlation measurements and from diffuse reflectance measurements in the time domain and/or the frequency domain. One may simplify this quantification by comparing correlation functions between burned and healthy tissue. A ratio of such measurements may be insensitive to blood flow, thus reducing the number of unknowns in the determination of the burn depth. Finally, the behavior of the burns during the first few hours must be studied carefully to determine whether correlation techniques can be used to diagnose the severity of fresh burns. To be a suitable diagnostic tool, our technique must be able to characterize burns during the first day, preferably within the first 6 h. This research is in progress.
SUMMARY
We have shown that the transport of temporal electricfield correlation through turbid media can be modeled with a diffusion equation and is thus completely analogous to photon diffusion. The properties of diffusing correlation are thus expected to be similar to the properties of photon diffusion. We demonstrated this experimentally by showing that the migration of correlation in a turbid medium with spatially varying dynamical and optical properties can be viewed as a macroscopic scattering of correlation waves. This concept was shown in the context of both forward and inverse problems. The inverse problem, otherwise known as image reconstruction methods, offers exciting possibilities for studying dynamical variations in heterogeneous turbid media. In biomedical optics, for example, this approach offers a simple framework for analyzing the complex signals obtained from fluid flow in the body.
APPENDIX A: DIFFUSION APPROXIMATION TO THE CORRELATION TRANSPORT EQUATION
The P N approximation as described for the photon transport equation [93] [94] [95] [96] can be applied to the correlation transport equation with only a few modifications. The correlation transport equation is
Here G 1 T (r, ⍀ , ) is the unnormalized temporal field correlation function, which is a function of position r, direction ⍀ , and correlation time . The scattering and the absorption coefficients are s and a , respectively, and t ϭ s ϩ a is the transport coefficient. Furthermore, g 1 s (⍀ , ⍀ Ј, ) is the normalized temporal field correlation function for single scattering; f(⍀ , ⍀ Ј) is the normalized differential cross section; and S(r, ⍀ ) is the source distribution. The scattering coefficient is the reciprocal of the scattering length, s ϭ 1/l, and the absorption coefficient is the reciprocal of the absorption length, a ϭ 1/l a . The time dependence (not to be confused with correlation In analogy to photon transport, the correlation fluence is
whereas the correlation flux is given by
The main difference between the correlation transport equation and the photon transport equation is the appearance of g 1 s (⍀ , ⍀ Ј, ) in the integral. The appearance of this angular dependent quantity will result in integrals of three spherical harmonics, which are handled in a fashion similar to the handling of ⍀ • ٌ l,m (r, t) in the photon transport equation. [93] [94] [95] [96] Within the P N approximation, G 1 T (r, ⍀ , ) and the source distribution are expanded as 
For the phase function, we make the reasonable assumption that the amplitude is dependent only on the change in direction of the photon, and thus 
where P l is a Legendre polynomial and the second line is obtained with the angular addition rule. 97 The phase function is normalized, and therefore g 0 ϭ 1.
The single-scattering temporal field correlation function is 
where ͗⌬r 2 ()͘ is the mean-square displacement of the scattering particles and q ϭ 2k o sin(/2) is the momentum transfer for the scattered photon, where is the angle between ⍀ and ⍀ Ј. For 
Performing the final integral over ⍀ Ј, we obtain 
Next we multiply Eq. (A15) by Y ␣,␤ *(⍀ ) and integrate over ⍀ . Using the orthogonality relations for the spherical harmonics, we arrive at 
Using the definition for the correlation fluence G 1 (r, ) [Eq. (A2)] and the correlation flux J g (r, ) [Eq. (A3)], we can rewrite the ␣ ϭ 0 and ␣ ϭ 1 equations as
