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Abstract For a hyperbolic α-stable process in the hyperbolic space Hd , d ≥ 2, we
prove that the mean exit time from a halfspace H(a) = {xd > a} ⊂ Hd is equal to
E
xτH(a) = c(α, d)δα/2H(a)(x), where δD(x) is the (hyperbolic) distance of x to Dc. Based
on this exact result we provide a sharp estimate of the mean exit time from a hyperbolic
ball B(x0, R) of radius R and center x0: ExτB(x0,R) ≈ (δB(x0,R)(x) tanh R)α/2, x ∈ Hd . By
usual isomorphism argument the same estimate holds in any other model of real hyperbolic
space.
Keywords Hyperbolic Brownian motion · α-stable hyperbolic process · Transition
density · Le´vy measure · Exit time
Mathematics Subject Classification (2010) Primary 60J75 · Secondary 60J45
1 Introduction
Let X = X(t), t ≥ 0, be a hyperbolic α-stable process, 0 < α < 2, in the real hyperbolic
space Hd , d ≥ 2, defined in a usual way as a hyperbolic Brownian motion subordinated to
an independent α/2-stable subordinator. In the paper we compute the mean exit time from
a halfspace {x ∈ Hd ; xd > a}, a > 0, of the process X. As a function of x = X(0) the
mean exit time is, by definition, superharmonic in the underlying halfspace. The knowledge
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of such function seems to be crucial in developing potential theory of hyperbolic α-stable
processes. For example, the recent progress in potential theory of subordinate Brownian
motions or isotropic unimodal processes in Rd has one of its sources in applying the renewal
function of the ladder height process of a one dimensional projection to construct a function
which is harmonic in a halfspace. To some extent this compensates the lack of explicit
formulas of Poisson kernels of balls or halfspaces.
Our derivation of the mean exit time of a halfspace is based on a connection between
subordinate drifted Brownian motion (by standard α/2-stable subordinator) and relativistic
stable process. Since exiting from a halfspace is completely described by the behaviour of
the last coordinate of the process, actually the problem is one-dimensional and we take the
advantage of the shape of the Green function of a halfline of relativistic process killed at
some particular rate, found in [4].
Our main results are optimal estimates of the mean exit time from a hyperbolic ball of
radius R. Let τB(x0,R) be the first exit time from a ball of center x0 and (hyperbolic) radius
R. The estimates of the mean exit time when the process starts from the center of a ball,
at least in the case when the radius R > 1, were proved by Sto´s in [18] and the proof was
based on the estimates of the transition density of the process. In this paper we extend those
estimates to all starting points and radii. Our main result reads
C1(δB(x0,R)(x) tanh R)
α/2 ≤ ExτB(x0,R) ≤ C2(δB(x0,R)(x) tanh R)α/2, x ∈ Hd ,
where δB(x0,R)(x) is the distance of x to the complement of B(x0, R) and the constants C1,
C2 depend only on d and α.
Here we mention that the same result holds for the hyperbolic Brownian motion with
α = 2. Except for the case d = 3 [16], we were unable to find a reference on that issue.
Therefore we show how to obtain an exact solution for the mean exit time in terms of
elementary functions (see Remark 3). The complexity of these solutions grows with the
dimension and it seems difficult to use them in order to derive the estimates in general Hd .
On the other hand the estimates in general case are easy to obtain via Dynkin’s lemma as
presented in Remark 4.
Note that for small radii, say R < 1, we have
E
xτB(x0,R) ≈ (δB(x0,R)(x)R)α/2, x ∈ Hd .
Here ≈ means that both sides are comparable i.e. their ratio is bounded between two
positive constants which depend only on d and α. By the result of Getoor [8] the mean
exit time from Euclidean ball of radius R for the isotropic stable process in Rd is equal
to C(α, d)(R2 − |x|2)α/2, |x| ≤ R. Hence the estimate in the hyperbolic case for small
radii is of the same order as the mean exit time for the isotropic stable process. However
for large radii, say R ≥ 1, such comparison does not hold since the mean exit time in
H
d is of order δα/2B(x0,R)(x). This is not surprising, since due to the drift, exiting from a
large ball is comparable on average to exiting from a halfspace. In order to estimate the
mean exit time from a ball, if the process starts from x arbitrary close to the boundary of
the ball, we take advantage of the hyperbolic geometry and invariance of the process with
respect to hyperbolic isometries. This enables us to assume that x0 = (0, . . . , 0, 1) and the
starting point is of the form x = (0, . . . , 0, xd). The upper bound is then easily obtained by
observing that the ball is contained in a tangent strip and using the one-dimensional result.
The lower bound is much more difficult to derive. We use a method which was applied
in [1], where the corresponding estimate was found for a wide class of isotropic unimodal
Le´vy processes in Rd . The method relies first on delicate estimates of the Dynkin-type
generator applied to test functions which are constructed from the harmonic functions of
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halfspaces. In the second step a maximum principle is used. Here we follow this path and
due to the first part of the paper we can use the calculated superharmonic function (the mean
exit time from a halfspace) to construct the test function for the Dynkin-type generator of
the hyperbolic stable process. Again our computations are substantially simplified by the
proper usage of isometries of the hyperbolic space. Once the estimates of the action of the
Dynkin type generator are established, the lower bound of the mean exit time is obtained by
applying the maximum principle.
In a number of papers [5, 14, 15], where potential theory of subordinate Brownian
motions in real Euclidean spaces was developed, one of the main technical tools were esti-
mates of the infinitesimal generator of the process on suitable sufficiently smooth functions
(belonging to the domain of the generator) usually dependent on the distance to the com-
plement of a given set. Such precise estimates via Dynkin lemma lead to sharp estimates
of exit probabilities or Green functions. An advantage of our approach is that we do not
require any assumptions on a measurable non-negative test function to apply a Dynkin-type
generator. Moreover, some computations associated with Dynkin-type generator seem to be
simpler than computations involving the infinitesimal generator.
There are heuristic arguments that the potential theory of hyperbolic stable process
should be similar to the corresponding theory in the classical d-dimensional space. The local
equivalence of the hyperbolic and Euclidean metrics together with the local comparability
of hyperbolic and Euclidean Brownian motions are the sources of such claims, but we are
not aware of any rigorous justifications. Our result can be regarded as an initial step towards
showing that indeed the classical and hyperbolic stable processes have similar local prop-
erties. We conjecture for example that the Green functions are comparable for small balls
or even for more general bounded sets with smooth boundaries. On the other hand in the
large scale these two processes behave differently and finding large scale properties (e.g. a
behaviour of a Green function of large sets, etc.) requires further exploration.
The paper is composed as follows. In Section 2 we introduce the hyperbolic space Hd
and recall basic properties of the hyperbolic Brownian motion. In Section 3 we define the
hyperbolic stable motion by usual procedure of subordination (see also [7]). Also some
estimates related to the process are recalled. In Section 4 we derive an explicit formula of
the mean exit time from a halfspace together with estimates of mean exit time from a strip,
which are crucial for the next section. Section 5 is devoted to proving our main result which
is the sharp estimate of the mean exit time from a ball. The most technical part of the paper is
postponed to the last section, where delicate estimates of the Dynkin-type generator applied
to appropriate test functions are obtained.
In the paper all constants, usually denoted by c or C, are positive and depend only on α
and d. Their values may change from line to line.
2 Hyperbolic Space and Hyperbolic Brownian Motion
Let us define Hd = {x ∈ Rd : xd > 0}. This half-space of Rd , equipped with the Rieman-
nian metric ds2 = dx21+...+dx2d
x2d
, is a model of d-dimensional hyperbolic space. The volume
element is given by dμ = dx1...dxd
xdd
and the hyperbolic distance dHd (x, y) is given by
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where |x − y| denotes the Euclidean distance. Since Hd is a subset of Rd , sometimes we
will consider this set equipped with the Euclidean metric. In order to simplify notation and
avoid misunderstanding, for x, y ∈ Hd we will denote by |x − y| their Euclidean distance
and by dHd (x, y) their hyperbolic distance.
From the formula (1) it is easy to see that a hyperbolic ball with radius R in Hd is
also a Euclidean ball but with different center and radius. In particular, a hyperbolic ball
B((0, .., 0, 1), R) is a Euclidean ball with center (0, ..., 0, cosh R) and radius sinh R.
For one-dimensional space H1 formula (1) gives the following: for x, y ∈ H1 (that is















hence an open ball B(1, R) ⊂ H1 is an interval (e−R, eR). Moreover, for points x =
(0, ..., 0, xd−k+1, .., xd) and y = (0, ..., 0, yd−k+1, .., yd), k ≤ d, their distance in Hd given
by Eq. 1 is equal to their distance as points from Hk .
The group of isometries of Hd is generated by Euclidean translations parallel to the
boundary of Hd , symmetries with respect to hyperplanes perpendicular to the boundary
of Hd and by inversions of Hd with respect to half-spheres with centers on the bound-
ary of Hd (see e.g. [17]). In particular, for any two points A, B on a hyperbolic sphere
S(x0, R) = {x ∈ Hd : dHd (x, x0) = R} there exists a hyperbolic isometry IAB such that
IAB(S(x0, R)) = S(x0, R) and IAB(A) = B. Next we may translate S(x0, R) such that its
center x0 has new coordinates (0, ..., 0, (x0)d). The above-mentioned transformation are in
general given by complicated formulas. In a very particular case, i.e. for H2, identified for
simplicity of notation with {z ∈ C : z > 0}, the hyperbolic rotation by angle θ around i is
given by the following simple formula
Iθ (z) = z cos
θ
2 + sin θ2
−z sin θ2 + cos θ2
.
Combinig hyperbolic isometries described above, we get the following fact, crucial for
our future considerations:
Proposition 2.1 Any hyperbolic ball B(x0, R) ⊂ Hd can be isometrically transformed
onto a ball with center (0, .., 0, 1) and radius R. Moreover, if y is any fixed point of a
sphere S(x0, R) then there exists a hyperbolic isometry I such that I (x0) = (0, ..., 0, 1)
and I (y) = (0, ..., 0, e−R).









− (d − 2)xd ∂
∂xd
.
This operator commutes with all isometries of Hd : if I is such isometry then for all
f ∈ C2(Hd) there holds
LB(f ◦ I ) = (LBf ) ◦ I. (2)
A hyperbolic Brownian motion B(t) in Hd is a strong Markov process generated by
LB . Because LB commutes with isometries of Hd , hyperbolic Brownian motion B(t)
starting from x ∈ Hd is invariant with respect to all hyperbolic isometries, leaving point x
invariant (similarly, as Brownian motion starting from x ∈ Rd is invariant with respect to
all Euclidean isometries of Rd , leaving the point x invariant). To avoid misunderstanding
we will denote Euclidean Brownian motions (with values in R or in Rd ) by W(t).
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Observe that the part of LB that involves the first-order derivative acts only on the last
coordinate, hence for twice differentiable f depending only on xd
LBf (xd) = x2df ′′(xd) − (d − 2)xdf ′(xd).
This means that the last coordinate of the hyperbolic Brownian motion in Hd is the
following:
Bd(t) = Bd(0)eW(t)−(d−1)t ,
where W(t) is a one-dimensional real Wiener process with V ar(W(t)) = 2t .
The hyperbolic Brownian motion in Hd has a transition density (with respect to the
Riemannian measure dμ) that depends on the hyperbolic distance between x and y:
g(d)(t, x, y) = g(d)(t, dHd (y, x)). For simplicity, let us denote dHd (y, x) = r . For all
d = 1, 2, ... the following Millson formula [10] holds






One can easily see from the form of Laplace-Beltrami operator in H1 that the one dimen-
sional hyperbolic Brownian motion is the exponential of one dimensional Wiener process.
Its density
(
with respect to dμ = dr
r
)
for r > 0 and t > 0 is given by
g(1)(t, r) = 1
(4πt)1/2
e−r2/(4t).
By the Millson formula, we conclude that for odd dimensions d = 1, 3, 5, ... this density
is given by elementary functions (compare [10]). For d = 2 the transition density of the








(cosh s − cosh r)1/2 ds
and this is also the case for all even dimensions d.
We are interested in processes, killed on exiting a set D. Let X(t) be a stochastic process
and let D be an open set in Hd . We define the exit time of X from D as
τD = inf{t : X(t) /∈ D},
and the process killed on exiting D by
XD(t) =
{
X(t), t < τD,
δ, t ≥ τD,
where δ is a ’cemetery point’, i.e. some isolated point. If X(t) has a transition density, then
the killed process also has the transition density, given by Hunt’s formula [12]:
pD(t, x, y) = p(t, x, y) − Ex[τD < t, p(t − τD , X(τD), y)]. (3)
We call pD(t, x, y) the Dirichlet heat kernel of X on D.




pD(t, x, y) dt,
whenever the integral is convergent.
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3 Hyperbolic α-Stable Process and its Le´vy Measure
In what follows, unless stated otherwise, we will assume that X is an α-stable hyperbolic
process in Hd , 0 < α < 2, with the family of Le´vy measures ν(x, dy) = ν(x, y)μ(dy),
which we are going to define now.
First, we introduce an appropriate class of subordinating processes. By Tβ(t) we denote
the strictly β-stable positive standard subordinator with the Laplace transform
E
0e−λTβ(t) = e−tλβ , 0 < β < 1. (4)
Put β = α/2 and let θα/2(t, u), u > 0, denote the density function of Tα/2(t). Let B(t)
be a hyperbolic Brownian motion in Hd . Then the following process
X(t) = B(Tα/2(t))
is the hyperbolic α-stable process, under the usual assumption that the processes Tα/2(t) and
B(t) are stochastically independent [7, 9]. As a subordinated hyperbolic Brownian motion,
the process X(t) has the same invariance properties with respect to isometries of Hd , as
B(t).
By the subordination, the transition density of X with respect to dμ can be written as
p(t, x, y) = p(t, dHd (x, y)) =
∫ ∞
0
g(d)(u, dHd (x, y))θα/2(t, u)du,
and the family of the Le´vy measures of the process X as
ν(x, dy) = ν(x, y)dμ(y) = cα
(∫ ∞
0




Observe that the Le´vy density ν(x, y) is completely determined by its hyperbolic radial
profile, and throughout the paper we write ν for the density or its radial profile. Hence
ν(x, y) = ν(dHd (x, y)) and it is clear that ν(η) is a decreasing function of η > 0.
We are interested in the mean exit time of X from D, that is, in a function sD(x) =
E
x(τD). Here is a connection between the main objects of our study:







x(τD > t)dt. (5)
If x ∈ D, then the Px-distribution of (τD,XτD−, XτD ) restricted to XτD− = XτD is given
by the following density function (with respect to ds × dμ(u) × dμ(z)) [13],
(0,∞) × D × (D)c  (s, u, z) → ν(u, z)pD(s, x, u). (6)
For instance, if x ∈ D and Px(XτD− ∈ ∂D) = 0, then
P





μ(dz) on (D)c. (7)
Since Bd(t) = Bd(0)eW(t)−(d−1)t , where W(t) is a real Wiener process with variance 2t ,
the transition density of Bd(t)
(
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To see this, we note that the transition density of W(t) − (d − 1)t (with respect to dyd )
equals to












We have g(t, xd, yd) = ydd g˜(t, log xd, log yd) 1yd = yd−1d g˜(t, log xd, log yd) Hence we
get the above formula for g(t, xd, yd).
Using subordination we find that the family of Le´vy densities of Xd(t), d ≥ 2, can be










, xd, yd > 0, (8)





, z ∈ R, and Kρ is a Macdonald function of index ρ. Note
that in H1, we have να(z) = cα 1|z|1+α in the above formula for L.
The Le´vy measure of X(t) in odd dimension can be calculated explicitly and the
resulting formulas involve Macdonald functions. For our purpose it is enough to apply
known precise estimates for all d. For the reader convenience we provide the proof of this
fact.
Lemma 3.1 Let d ≥ 2. Let dHd (x, y) = η. Then









d−1dt ≈ (sinh η)d−1(sinh η ∧ 1), and ωd−1 is a measure of the unit
Euclidean sphere. Moreover, there is a constant c = c(d, α) such that
p(t, η) ≤ ctν(η).
Proof We provide the proof for d ≥ 3. Similar argument can be carried out for d = 2, with
some obvious modifications, so this case is omitted.







where g(d)(u, η) is the transition density of the hyperbolic Brownian motion. We have the
following estimate for g(d)(u, η) [6]:
g(d)(t, η) ≈ t−d/2 exp
{
− (d − 1)
2t
4






(1 + η + t)(d−3)/2(1 + η).
Since (here is the point that the assumption d ≥ 3 matters)
(1 + η + t)(d−3)/2 ≈ (1 + η)(d−3)/2 + (1 + t)(d−3)/2, (9)
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we have
g(d)(t, η) ≈ t−d/2(1 + t)(d−3)/2(1 + η) exp
{
− (d − 1)
2t
4






+ t−d/2(1 + η)(d−1)/2 exp
{
− (d − 1)
2t
4














((d − 1)η/2)η− d+α2 (1 + η)(d−1)/2e− (d−1)η2 .
Next, by Eq. 9 with η = 0,
g1(t, η) ≈ t−d/2(1 + η) exp
{
− (d − 1)
2t
4






+t−3/2(1 + η) exp
{
− (d − 1)
2t
4






= g1,1(t, η) + g1,2(t, η) and











((d − 1)η/2)η− d+α2 (1 + η)e− (d−1)η2
+C2K 3+α
2
((d − 1)η/2)η− 3+α2 (1 + η)e− (d−1)η2 .





((d−1)η/2)η− d+α2 (1 + η)(d−1)/2+K 3+α
2





Note that Kρ(z) ≈ 1√z e−z, z > 1, hence
ν(η) ≈ η− 2+α2 e−(d−1)η, η > 1.
On the other hand Kρ(z) ≈ 1zρ , 0 < z ≤ 1, and for 0 < η ≤ 1,
ν(η) ≈ η−(d+α).
This completes the proof of the estimate of the density of the Le´vy measure. Let
θα/2(t, u) be the transition density of the α/2-stable subordinator. It is well-known that




g(d)(u, η)θ(t, u)du ≤ ct
∫ ∞
0
g(d)(u, η)u−1−α/2du = Ctν(η).
4 Mean Exit Time of X from a Halfspace or a Strip
Throughout the rest of the paper we assume that d ≥ 2. For a > 0 define a halfspace
H(a) = {x ∈ Hd : xd > a}. In this section we derive a formula for the mean exit time
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from a halfspace H(a). It is clear that mean exit time from H(a) depends only on the last
coordinate of the process.
Let xd > a and consider the last coordinate of the hyperbolic stable process starting from
x = (x1, ..., xd) in Hd . That is Z(t) = Xd(t) = xd exp(Y ∗(t)), where Y ∗(t) is a Brownian
motion with drift W(t)− (d −1)t , subordinated by an independent α/2-stable subordinator.
It is obvious that the first exit time of X(t) from H(a) is the same as the corresponding
exit time from the halfline (a,∞) for the process Xd(t). Therefore the problem is one







process Y ∗. Our main observation leading to the solution of the problem relies on finding a
connection between the process Y ∗ and the so-called α-stable relativistic process.
For fixed μ > 0 consider the process Wμ(t) = W(t) − μt, t ≥ 0, where W(t) is a
Brownian motion in R with the characteristic function
E
0eiξW(t) = e−t |ξ |2 . (10)
It is elementary to show that the density of Wμ(t) equals to
g
μ




2 μxgt (x), x ∈ R,
where gt (x) is the density of W(t).
Now, we subordinate the process Wμ(t) by an independent standard α/2-stable subordi-
nator Tα/2(t), so the resulting process has the following form
Yμ(t) = Wμ(Tα/2(t)).














2 μx θα/2(t, u) gu(x) du





4 θα/2(t, u) gu(x)du.
Now, for m > 0 and t > 0 define a probability density function on (0,∞),
θα/2(t, u,m) = emt θα/2(t, u) e−m2/αu, u > 0 .
Applying Eq. 4 we derive the Laplace transform of θα/2(t, u,m):
∫ ∞
0
e−λuθα/2(t, u,m)du = emt e−t (λ+m2/α)α/2 .
It is clear that θα/2(t, u,m) defines a density of a subordinator T mα/2(t), t > 0. Next we
subordinate the Brownian motion W(t) by an independent copy of T mα/2(t). The resulting
process is called the α-stable relativistic process with parameter m,
Rm(t) = W(T mα/2(t)), t ≥ 0.
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Now, take m such that m2/α = μ24 = (d−1)
2
4 . Then, comparing the densities of R
m(t)
and Yμ(t), we have
p
μ
t (x) = e−m
1/αxe−mtqmt (x).
From now on we denote Y (t) = Rm(t) and observe that Y ∗(t) = Yμ(t). The above
relationship between pμt and q
m
t implies that the process Y
∗(t) is absolutely continuous




1/α(Y (t)−x)e−mt , (11)
where Px∗,Px are distributions of Y ∗(t), Y (t) respectively and Ft is the σ -field generated by
paths up to time t . Let pD∗ and pD be the corresponding transition densities of the processes
Y ∗(t) and Y (t) killed upon exiting an open set D ⊂ R.
Lemma 4.1 For every open D ⊂ R we have
pD∗ (t, x, y) = e−m
1/α(y−x)e−mtpD(t, x, y), x, y ∈ R.
Moreover, we have the following identity for the Green functions
G∗D(x, y) = e−m
1/α(y−x)GmD(x, y), x, y ∈ R,
where GmD(x, y) =
∫ ∞
0 e
−mtpD(t, x, y)dt is the m-potential for the killed relativistic
process Y (t) with parameter m.




f (y)pD∗ (t, x, y)dy = Ex∗[f (Yt ), t < τD] = Ex[f (Yt )e−m




f (y)e−m1/α(y−x)pD(t, x, y)dy.
In particular for D = (0,∞) and any m > 0 we have (see [4])







u(v)u(y − x + v)dv, x < y,
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where u(t) = 1
(α/2) t
α/2−1e−t . Applying Lemma 4.1 we can calculate the Green function
of (0, ∞) for Y ∗t as
G∗(0,∞)(x, y) = m
1−α
α e−m1/α(y−x)G(m1/αx,m1/αy)
= m 1−αα e−m1/α(y−x)
∫ m1/αx∧m1/αy
0
u(v)u(m1/α|y − x| + v)dv
= m 1−αα e−m1/α(y−x)
∫ x∧y
0













tα/2−1, h(t) = 1
(α/2)
tα/2−1e−2m1/αt .
Define the lower incomplete Gamma function with index α/2 by the formula
γ (α/2, v) = ∫ v0 yα/2−1e−ydy, v ≥ 0.
Lemma 4.2 Let τ ∗(0,R) be the first exit time of the process Y ∗(t) from (0, R), 0 < R ≤ ∞.



















where m1/α = d−12 .
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Recall that Z = Xd is the last coordinate of the hyperbolic stable process starting from
x = (x1, ..., xd) and 0 < a < xd . Let τ = τZ(a,∞), σ = τY
∗
(− log(xd/a),∞) be the corresponding
exit times. Noting that they are equal, by Lemma 4.2 we infer
E
















. Let S(a, b) = {x ∈ Hd : a < xd < b} be a strip. In a similar way as
above, if τ = τZ(a,b) and σ(a,b) = τY
∗











, a < xd < b.
Hence we have the following corollary:
Corollary 4.3 Let τa = τH(a) be the first exit time of X from H(a) = {y ∈ Hd : yd > a}









α(d − 1)α/2 δ
α/2
H(a)(x),












where δD(x) denotes the distance of x from Dc.
Remark 1 The above observation provides a tool which enables us to develop potential
theory for the hyperbolic stable process in a similar way as it was done for subordinate
Brownian motions or unimodal isotropic Le´vy processes in Rd [1, 15]. Here the function
g(x) = Exτa = cδα/2H(a)(x) is by definition superharmonic in H(a) with respect to the
process X(t). That is g(x) ≥ Exg(X(τB(x,r))) for any ball B(x, r) ⊂ H(a). In fact, the
action of the Dynkin operator on it gives the value −1 (see Section 5). The knowledge of
the shape of a harmonic or superharmonic function should be crucial in finding estimates of
the Green functions or heat kernels, at least for smooth domains as in the case of Euclidean
subordinate Brownian motions. In this paper we use the above fact to obtain sharp estimates
of the mean exit time from a hyperbolic ball of any (hyperbolic) radius.
Remark 2 In the case of the hyperbolic Brownian motion the problem of exiting a strip
as above is reduced to the problem of exiting an interval of the one-dimensional standard
Brownian motion with drift. The formulas of the Laplace transform of the exit time are well
known (see eg. [2]) and the mean exit time can be derived by differentiation of the Laplace
transform.
Remark 3 The analogous problem for a ball in H3 was solved in [16], where a formula
for the distribution of an exit time was given. Using this distribution the following formula
was obtained: for a three-dimensional hyperbolic Brownian motion starting at a point x
in B(x0, R) the mean exit time is given by ExτB(x0,R) = 12 (R coth R − r coth r), where
r = d
H3(x, x0).
The mean exit time from a ball in Hd depends only on the distance of the starting point
from the center of the ball. The radial part of the Laplace-Beltrami operator in Hd is equal
to A = d2
dr2
+ (d − 1) coth r d
dr
(compare e.g. [11]). As it was proved in [8], the problem of
finding sR(r) = ExτB(x0,R), where r = dHd (x, x0), is equivalent to solving the following
boundary value problem:
y′′(r) + (d − 1) coth r y′(r) = −1, y(R) = 0, y(0) is finite.
In particular, the solution for 0 < r < R is equal to
sR(r) = ln(1 + cosh R) − ln(1 + cosh r) for d = 2,
sR(r) = 12 (R coth R − r coth r) for d = 3,
sR(r) = ln((sinh R)/ tanh(R/2))−1/(1+cosh R)3 − ln((sinh r)/ tanh(r/2))−1/(1+cosh r)3 for d = 4,
sR(r) = 1+R sinh(2R)−R coth R8 sinh2 R −
1+r sinh(2r)−r coth r
8 sinh2 r
for d = 5.
In principle it is possible to solve the above boundary value problem for any d ≥ 2 and
the solution is an elementary function but we were not able to give one general formula for
all dimensions.
Remark 4 Below we show how to obtain sharp estimates of the mean exit time from a ball
for a hyperbolic Brownian motion using the argument based on Dynkin’s lemma. For r ≥ 0,
96 M. Ryznar, T. Z˙ak
let g(r) = gR(r) = r2 if R ≤ 1 or g(r) = gR(r) = r2I0≤r<1 + (2r − 1)Ir≥1 if R ≥ 1. By
elementary calculations
2(d − 1) ≤ Ag(r) ≤ 5(d − 1). (13)
Let Z(t) be the diffusion generated by A. Since (d − 1) coth r ∼ d−1
r
, r → 0, d ≥ 2,





Ag(Z(t))dt = Erg(Z(τ(0,R))) − g(r) = g(R) − g(r), 0 < r < R.
By Eq. 13,
(g(R) − g(r)) 1
5(d − 1) ≤ E
r τ(0,R) ≤ 12(d − 1) (g(R) − g(r)).
Again, by elementary calculations we show that g(R)−g(r) ≈ R−r
d
tanh R, 0 < r < R.
5 Mean Exit Time of X from a Ball
Using the fact that every ball of a given radius R is isometric (in hyperbolic geometry)
to a ball of the same radius R but centred at x0 = (0, .., 0, 1), we consider only the ball
B(x0, R). Using the above result for a strip, we can obtain an upper estimate of the mean
exit time from the hyperbolic ball of radius R. Let x ∈ B(x0, R). There is an isometry I
such that I (x0) = x0 and I (x) = (0, . . . , 0, x∗d ) = x∗, where x∗d = e−ReδB(x0,R)(x). Since I





It is evident that δB(x0,R)(x) = δB(x0,R)(x∗). Inserting the ball B(x0, R), which is an
Euclidean ball with the center x∗0 = (0, .., 0, cosh R), in the strip S(e−R, eR) tangent to the















Because γ (α/2, 4m1/αR) ≤ C(tanh R)α/2, this can be rewritten as
E
xτB(x0,R) ≤ C(δB(x0,R)(x) tanh R)α/2, (14)
where the constant C = C(α, d).
Our aim is to show that the right hand side of the above inequality provides the right order
of the lower bound of the mean exit time. To this end we first establish the lower bound if
x ∈ B(x0, R/2). It is well known that μ(dy) (the volume measure in Hd ) can be written as
μ(dy) = (sinh ρ)d−1 dρ d−1(ds),
where d−1(ds) is the usual surface measure on the unit sphere in Rd and ρ = dHd (x0, y).
It follows that for any radial function f (y) = F(ρ) we have
∫
Hd




where ωd−1 is a measure of the unit Euclidean sphere.
Lemma 5.1 There is c = c(α, d) such that for all r, t > 0,
P
x(dHd (X(t), x) ≥ r) ≤ c
t
rα ∧ rα/2 .
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Proof By virtue of Lemma 3.1, we have the following estimate of the α-stable heat kernel
(with respect to μ(dy))




, ρ = dHd (x, y),
where μ(B(ρ)) ≈ (sinh ρ)d−1(1 ∧ sinh ρ). Hence for r > 0 we have
P




ρα(ρ1−α/2 + 1)(1 ∧ ρ)dρ ≤ c
t
rα/2 ∧ rα .
Applying a standard trick based on the strong Markov property and Lemma 5.1, we
obtain the following estimate
P
x(τB(x0,R) ≤ t) ≤ C
t
Rα/2 ∧ Rα , dHd (x0, x) ≤ 3R/4, (15)
where C = C(α, d). Indeed, for dHd (x, x0) ≤ 3R/4 we have
P
x(τB(x0,R) ≤ t) ≤ Px(τB(x0,R) ≤ t; dHd (X(t), x) ≤ R/8) + Px(dHd (X(t), x) ≥ R/8)
≤ Px(τB(x0,R) ≤ t; dHd (X(t), X(τB(x0,R)))
≥ R/8) + Px(dHd (X(t), x) ≥ R/8)
= Ex(τB(x0,R)≤ t;PX(τB(x0,R))(dHd (X(t−τB(x0,R)),X(τB(x0,R)))≥R/8)






y(dHd (X(s), y) ≥ R/8)
≤ C t
Rα ∧ Rα/2 .
In consequence there is c = c(α, d) such that
P
x(τB(x0,R) ≥ c(Rα/2 ∧ Rα)) ≥ 1/2, dHd (x, x0) ≤ 3R/4.
Let t0 = c(Rα/2 ∧ Rα). Applying Chebyshev’s inequality, we get
E
xτB(x0,R) ≥ t0Px(τB(x0,R) ≥ t0) ≥ t0/2 = (c/2)(Rα/2 ∧ Rα) ≈ (R tanh R)α/2.
As a corollary, we have the following estimate, which agrees with Eq. 14 for
dHd (x, x0) ≤ 3R/4:
E
xτB(x0,R) ≈ (R tanh R)α/2, dHd (x, x0) ≤ 3R/4. (16)
Here we mention that the above estimate for large radii, say R > 1, was obtained in [18].
Our aim is to prove the following two-sided estimate of the mean exit time which is sharp
for all starting points.
Theorem 5.2 For all x ∈ B(x0, R),
E
xτB(x0, R) ≈ (δB(x0,R)(x) tanh R)α/2, x ∈ B(x0, R).
To complete the proof of this theorem, we need some preparatory results. For f : Hd →
R, t > 0 and x ∈ Hd we consider the (approximating) Dynkin operator,
At f (x) = E
xf (X(τB(x,t))) − f (x)
ExτB(x,t)
,
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whenever Exf (X(τB(x,t))) is well defined. For instance, if sD(x) = ExτD and 0 < t ≤
δD(x), then by the strong Markov property, sD(x) = sB(x,t)(x)+ExsD(XτB(x,t) ), and hence
At sD(x) = −1. (17)
Suppose now that I is an isometry of Hd and f (x) is such function that f (x) = f (Ix)
for x ∈ Hd . For instance, let f depend only on the distance dHd (x, x0) and x0 is a fixed
point of I . Then, by the invariance of X with respect to I , it is clear that for such f and I
E
xf (X(t)) = EIxf (I (X(t))) = EIxf (X(t)).
It follows that for such functions from the domain of the usual generator A of X(t) we
have
Af (x) = Af (Ix).
The same is true for the Dynkin type generator At since Px distribution of X(τB(x,t)) is
the same as PIx distribution of X(τB(Ix,t)).
We also observe the following minimum principle: if x is a point in Hd and f (x) =
infy∈Hd f (y), then At f (x) ≥ 0 for every t > 0. This implies the following corollary.
Corollary 5.3 If At f (x) < 0 for some t > 0, then f (x) > infy∈Hd f (y).
Lemma 5.4 Let D ⊂ Hd be bounded. If f : Hd → R is continuous, f ≥ 0 on Dc and for
every x ∈ D there is t > 0 such that At f (x) < 0, then f ≥ 0 on Hd .
Proof Suppose that infy∈Hd f (y) < 0. Then by continuity and the fact f is non-negative on
Dc, the infimum must be attained at x0 ∈ D. This is a contradiction to Corollary 5.3.
Consider D = B(x0, R), where x0 = (0, ..., 0, xd), and observe that D is tangent to
H(a), where a = e−R . Let f (y) = δα/2B(x0,R)(y). Our main technical result is the estimate ofAt f (x) for x close to the boundary of D. Since the function f (x) is invariant for hyperbolic
rotations around x0, we may choose the point x conveniently, since for any other w with
the same distance to the boundary of D there holds At f (x) = At f (w). Therefore we take
x = (0, ..., 0, xd) ∈ D such that e−R < xd ≤ e−3R/4, that is δB(x0,R)(x) ≤ R/4. Let
h(y) = (δH(a)(y))α/2 = (R + log yd)α/2, y ∈ H(a). The function h will play important
role in estimating the Dynkin generator applied to f .
Proposition 5.5 Let R ≤ 1. Let f (x) = δα/2B(x0,R)(x). There is C = C(α, d) such that for
sufficiently small t and x ∈ B(x0, R) such that δB(x0,R)(x) ≤ R/4 we have
0 ≤ −At f (x) ≤ C 1
Rα/2
.
The above estimate is a key tool to obtain the lower bound of the mean exit time from
a ball. Its proof, quite long and technical, requires a number of preliminary results and is
postponed to the last section. Now we prove continuity of the mean exit time from a ball
regarded as a function of the starting point of the process. The proof follows the arguments
of Lemma 2.9 of [1].
Proposition 5.6 For every R > 0 the function s(x) = ExτB(x0,R) is continuous in Hd .
Exit Time of a Hyperbolic α-Stable Process from a Halfspace or a Ball 99
Proof First, if x /∈ B(x0, R), then s(x) = 0. If H(a) = {x ∈ Hd : xd > a} is such a half-
space containing B(x0, r) that the boundary of H(a) is tangent to the ball, then evidently
τH(a) ≥ τB(x0,R). By Corollary 4.3, if x approaches boundary of H(a) then ExτH(a) tends
to zero, hence the same is true for ExτB(x0,R), so that s(x) is continuous on B
c(x0, R).
Now let x ∈ B(x0, R) and let z tend to x. By the invariance of the process X with respect
to the hyperbolic isometries, the function s(x) = ExτB(x0,R) is constant on every sphere
S(x0, r), 0 < r < R. We also can and do assume that x0 = (0, ..., 0, 1) and points x, z
are of the following form x = (0, ..., 0, xd) and z = (0, ..., 0, zd). Denote this ball by
B. Assume also that xd > zd and consider a ball B ′ = B
((





. If xd <
zd then we consider a ball B ′ = B((0, ..., 0, xdzd ), R). Observe that the distance from x
to the complement of B is the same as the distance of z to the of boundary B ′, hence
E
x(τB) = Ez(τB ′). Now let U = B ∩ B ′ and W = B \ U . By the strong Markov property





U (dy), where ω
x
U (dy) is a harmonic measure of U and X starts
from x. If z tends to x then for y ∈ W there holds δB(y) ≤ dHd (x, z) → 0. Fix y ∈ W .
Using a hyperbolic rotation we can rotate the ball B ′ around its center in such a way that
y ∈ W is transformed into a point w with first d − 1 coordinates equal to zero. Then, using
inclusion B ′ in a half-space H(a) tangent to the boundary of B ′, we get τB ′ ≤ τH(a) and
E
w(τH(a)) goes to zero, as dHd (x, y) tends to zero. But sB(x) = sB ′(z) ≥ sU (x) hence





U (dy) → sB(z), as dHd (x, z) → 0.
Changing the roles of x and z, we get the continuity of s(x) = sB(x) for all x ∈ Hd .
Theorem 5.7 Let 0 < R ≤ 1. There is a constant C = C(α, d) such that
E
xτB(x0,R) ≥ C(δB(x0,R)(x))α/2Rα/2, x ∈ Hd . (18)
Proof Let BR = B(x0, R). Recall that δBR (x) denotes the distance from x to BcR , hence
Eq. 18 holds on B
c
R . Denote s(x) = ExτBR and f (x) = (δBR (x))α/2, x ∈ Hd . Due to
Eq. 16, s(x) ≈ Rα on B3R/4, hence there is C = C(d, α) so large that
Cs(x) − Rα/2f (x) ≥ 0 if δBR (x) ≥ R/4.
Let 0 < δBR(x) < R/4. If t > 0 is small, then by Proposition 5.5 we have |At f (x)| ≤
c/Rα/2, and by Eq. 17 we obtain
At
[
(c + 1)s − Rα/2f
]
(x) = −(c + 1) − Rα/2At f (x) ≤ −1.
Let c∗ = C ∨ (c + 1). By Proposition 5.6, the function g(x) = c∗s(x) − Rα/2f (x) is
continuous. By Lemma 5.4, with D = BR \ B3R/4 we have g ≥ 0 everywhere.
We are now ready to provide the proof of Theorem 5.2.
Proof By Eq. 14 and Theorem 5.7 it is enough to deal with the lower bound in the case
R > 1. If R > 1 and δB(x0,R)(x) < 1 then we can find x
∗ ∈ B(x0, R) such that B(x∗, 1) ⊂
B(x0, R) and δB(x0,R)(x) = δB(x∗,1)(x). Hence from Theorem 5.7 we have
E
xτB(x0,R) ≥ ExτB(x∗,1) ≥ C(δB(x∗,1)(x))α/2 = C(δB(x0,R)(x))α/2.
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If R > 1 and δB(x0,R)(x) > 1 we note that by Eq. 16,
E
xτB(x0,R) ≥ ExτB(x,δB(x0,R)(x)) ≥ C(δB(x0,R)(x))α/2.
6 Estimates of the Dynkin Generator in d-Dimensional Case
In this section we prove Proposition 5.5. The proof requires a number of preliminary
lemmas. For y ∈ Hd , d ≥ 2, we write y = (y˜, yd), where y˜ = (y1, . . . , yd−1).
Lemma 6.1 Let R ≤ 1. Let y ∈ B(A∗, R/2) such that yd < e−R/2, where A∗ = (0˜, e−R/2).
Let H = H(e−R) and D = B(x0, R). Then
3δD(y) ≥ δH (y).
Proof Note that if we keep yd fixed then δD(y) is the smallest on the sphere of B(A∗, R/2).
Hence we may assume that dHd (y, A
∗) = R/2. We have
cosh (R/2) = 1 + |y − A
∗|2
2yde−R/2
















cosh dHd (x0, y) =
1 + e−R
2




By convexity of the function cosh x we have
3δD(y) = 3(R − dHd (x0, y)) ≥ 3
cosh R − cosh dHd (x0, y)
sinh R























because eR − 1 ≥ sinh R for all R. Since δH (y) = (R + log yd), in order to prove the








≥ (R + log yd).






−(R+ log yd) is increasing for e−R < yd <
e−R/2, and w(e−R) = 0, so that the proof is completed.
Lemma 6.2 Let dHd (x, y) ≤ 1 and xd, yd ≤ 1. Then dHd (x, y) ≥ |x − y|/2.
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Proof Observe that
2 ≥ cosh 1 ≥ cosh dHd (x, y) = 1 +
|x − y|2
2xdyd




Applying the inequality 1 + t ≥ et/2, 0 ≤ t ≤ 1, with t = |x−y|22 , we arrive at
edHd (x,y)






Lemma 6.3 Let R < 1. If y = (y˜, yd) ∈ B(x0, R), with yd < e−R/2, then




Proof Let A = (0˜, e−R). First note that δH (y) = dHd ((0˜, yd), A) = R + log yd and
δB(x0,R)(y) = R − dHd (y, x0), hence
δH (y) − δB(x0,R)(y) = dHd (y, x0) − dHd ((0˜, yd), x0).
Using convexity of the function cosh x and applying Eq. 1 we obtain
δH (y) − δB(x0,R)(y) = dHd (y, x0) − dHd ((0˜, yd), x0)
≤ cosh dHd (y, x0) − cosh dHd ((0˜, yd), x0)
sinh dHd (y, x0)
= |y − x0|
2 − |(0˜, yd) − x0|2








Lemma 6.4 Let R > 0 and H = H(e−R). Let h(y) = (δH (y))α/2 = (R + log yd)α/2, y ∈
H
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The last estimate follows from the estimate να(z) ≈ 1+zα/2(1+z1/2)z1+α e−z, z > 0, which is a
consequence of the asymptotic behaviour of Macdonald functions.
Now we are ready to prove Proposition 5.5.
Proof Let D = B(x0, R). Note that D is tangent to H = H(e−R). For y ∈ Hd let h(y) =
(δH (y))
α/2 and f (y) = (δD(y))α/2. Since the function f (y) is invariant for hyperbolic
rotations around x0, we may choose the point x conveniently since for any other w ∈ D
with the same distance to the boundary of D, we have At f (x) = At f (w). Therefore we
take x = (0˜, xd) ∈ D such that e−R < xd ≤ e−3R/4, that is, δB(x0,R)(x) ≤ R/4. We let
R(y) = h(y) − f (y) ≥ 0, y ∈ Hd , and choose 0 < t ≤ (R + log xd)/2 ≤ R/8. Since
B(x, t) ⊂ H , Corollary 4.3 and Eq. 17 imply At h(x) = −α2 (α/2)(d − 1)α/2 < 0, so that
we obtain
−At f (x) = AtR(x) + α
2
(α/2)(d − 1)α/2.









x[R(XτB(x,t) )] ≥ 0.









R(y)Pt (x, y)μ(dy) = I1 + I2, (20)
where Pt (x, y) =
∫
B(x,t)
ν(w, y)GB(x,t)(x, w)μ(dw). We shall split the integral (20) into
several parts. Let F = B(A,R/2) ∩ H , where A = (0˜, e−R) is the point at which H
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and the ball D = B(x0, R) are tangent. Since supu∈B(x,t) ν(u, y) ≤ ν(dHd (y, x)/2) for
y ∈ Bc(x, 2t) then
Pt (x, y) =
∫
B(x,t)














= I (1)2 + I (2)2 + I (3)2
Applying Eq. 19, we get
∫
{yd>1} h(y)ν(w, y)μ(dy) ≤ CRα/2 for w ∈ B(x, t), which












































Next, we estimate the integral I (3)2 .
Let y ∈ B(A∗, R/2) be such that log yd < −R/2, where A∗ = (0˜, e−R/2). Then by
Lemma 6.1, 3δD(y) ≥ δH (y) and by Lemma 6.3, δH (y) − δD(y) ≤ 3 |y˜|2R , hence by the
Lagrange theorem we obtain








Hence, if F1 = F ∩ B(A∗, R/2), then F1 ⊂ {log yd < −R/2} and we have
∫
F1
R(y)ν(dHd (y, x)/2)μ(dy) ≤
∫
F1






F1∩{dHd (yd ,xd )≤|y˜|}
+
∫
F1∩{dHd (yd ,xd )≥|y˜|}
= J1 + J2.
Here, with a slight abuse of notation, the hyperbolic distance dHd (yd, xd) is understood
as the hyperbolic distance between (0˜, xd) and (0˜, xd) which equals | log xd−log yd |. Recall
that μ(dy) = dyddy˜
ydd
is the volume measure. Below we use the following estimate: for
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0 < R < 1 there holds 1
yd−1d
< eR(d−1) < ed−1, y ∈ F1. By Lemma 6.2, |y˜| ≤ 2dHd (y, x),
hence ν(dHd (y, x)/2) ≤ ν(|y˜|/4) and
J1 ≤
∫
F1∩{dHd (yd ,xd )≤|y˜|}
















































Since dHd (yd, xd) ≤ dHd (y, x), we have ν(dHd (y, x)/2) ≤ ν(dHd (yd, xd)/2). Using
again the estimate 1
ydd




F1∩{dHd (yd ,xd )≥|y˜|}





























where we used the change of variables log yd+R = w and next the estimate ν(ρ) ≤ cρ−d−α
from Lemma 3.1. This concludes the estimate
∫
F1




Next, we deal with the integral over G = F ∩ (B(A∗, R/2))c. Let y = (yd, y˜) with
dHd (y, A
∗) = R/2 such that log yd ≤ −R/2. Then by Eq. 1,
cosh(R/2) = 1 + |A
∗ − y|2
2yde−R/2
= 1 + |e
−R/2 − yd |2 + |y˜|2
2yde−R/2
.
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sinh2 R2 − ρ2eR − sinh R2
)




sinh2 R2 − ρ2eR − sinh R2
)
which is then used to show that (for R < 1):




sinh2 R2 − ρ2eR − sinh R2
)
= log 1 + e
Rρ2







≤ log 1 + ρ
2eR





Again, by Lemma 6.2, |y˜|2 ≤ dHd (x, y) for y ∈ G, hence ν(dHd (x, y)/2) ≤ ν (|y˜|/4).































































where in the last step we used Lemma 3.1. Putting together all the estimates obtained above,




x[R(X(τB(x,t)));X(τB(x,t)) ∈ B(x, 2t)].
106 M. Ryznar, T. Z˙ak
Note that by Lemma 6.1 and the choice of t , for y ∈ B(x, 2t), we have δB(x0,R)(y) ≥
δH (y)/3 ≥ (R − 2t + log x)/3 ≥ t , hence applying the Lagrange theorem and Lemma 6.3
we get




















The proof is completed.
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