Abstract DY Gao solely or together with some of his collaborators applied his Canonical duality theory (CDT) for solving a class of unconstrained optimization problems, getting the so-called "triality theorems". Unfortunately, the "double-min duality" from these results published before 2010 revealed to be false, even if in 2003 DY Gao announced that "certain additional conditions" are needed for getting it. After 2010 DY Gao together with some of his collaborators published several papers in which they added additional conditions for getting "double-min" and "double-max" dualities in the triality theorems. The aim of this paper is to treat rigorously this kind of problems and to discuss several results concerning the "triality theory" obtained up to now.
Introduction
In the preface of the book Canonical Duality Theory. Advances in Mechanics and Mathematics, vol 37, Springer, Cham (2017) , edited by DY Gao, V Latorre and N Ruan, one says:
"Canonical duality theory is a breakthrough methodological theory that can be used not only for modeling complex systems within a unified framework, but also for solving a large class of challenging problems in multidisciplinary fields of engineering, mathematics, and sciences. ... This theory is composed mainly of (1) a canonical dual transformation, which can be used to formulate perfect dual problems without duality gap;
(2) a complementary-dual principle, which solved the open problem in finite elasticity and provides a unified analytical solution form for general nonconvex/nonsmooth/discrete problems; (3) a triality theory, which can be used to identify both global and local optimality conditions and to develop powerful algorithms for solving challenging problems in complex systems."
In the period 2009-2013 we published several papers in which we showed, mainly providing counterexamples, that practically all results by DY Gao and his collaborators called "triality theorem" and published or submitted until 2010 are false. Moreover, in the case in which the dual function has one variable, we showed in [30] that the "double-min duality" in the "triality theorem" might be true only when the primal function has also one variable. As a result, DY Gao and C Wu in [16] (and [17] , [19] ), for a particular class of unconstrained problems, showed that the "double-min duality" is true only when the number of variables of the primal and dual functions are equal; they treat the general case in [18] (and [20] ).
It is our aim in this work to present rigorously this "methodological theory" for unconstrained optimization problems in finite dimensional spaces. It is not the most general framework, but it covers all the situations met in the examples provided in DY Gao and his collaborators' works on unconstrained optimization problems in finite dimensions. We also point out some drawbacks and not convincing arguments from some of those papers.
Preliminaries
We study the following unconstrained minimization problem (P ) min f (x) s.t. x ∈ R n where f := q 0 + V • q with q(x) := (q 1 (x), ..., q m (x)) T , q i (i ∈ 0, m) being quadratic functions defined on R n , and V ∈ Γ, Γ := Γ(R m ) being the class of proper convex lower semicontinuous (lsc for short) functions g : R m → R := R ∪ {−∞, +∞}. Recall that for g : R m → R, dom g := {y ∈ R m | g(y) < ∞}, and g is proper when dom g = ∅ and g(y) = −∞ for y ∈ R m . The Fenchel conjugate g * : R m → R of the proper function g : R m → R is defined by g * (σ) := sup{ y, σ − g(y) | y ∈ R m } = sup{ y, σ − g(y) | y ∈ dom g} (σ ∈ R m ),
while its subdifferential at y ∈ dom g is ∂g(y) := σ ∈ R m | y ′ − y, σ ≤ g(y ′ ) − g(y) ∀y ′ ∈ R m , and ∂g(y) := ∅ if y / ∈ dom g; clearly,
It is well known that for g ∈ Γ one has g * ∈ Γ, and σ ∈ ∂g(y) iff y ∈ ∂g * (σ); moreover, ∂g(y) = ∅ for every y ∈ ri(dom g) and g(y) = inf y∈R m g(y) iff 0 ∈ ∂g(y). Because q i are quadratic functions, q i (x) := 1 2 x, A i x − b i , x + c i for x ∈ R n with A i ∈ S n , b i ∈ R n (seen as column matrices), and c i ∈ R (i ∈ 0, m), where S n denotes the set of n × n real symmetric matrices; of course, c 0 can be taken to be 0.
Consider the so called "total complementary function" (see [20, p. 134] ), "Gao-Strang generalized complementary function" (see [14, p. 42] ), "extended Lagrangian" (see [2, p. 275 ], [5] ), associated to (P )
where L is the (usual) Lagrangian associated to (q k ) k∈0,m , that is L is the function L : R n × R m → R, L(x, σ) := q 0 (x) + q(x), σ .
It follows that Ξ(x, σ) = clearly, A(·), b(·), c(·) are affine functions. Hence, Ξ(·, σ) is quadratic for each σ ∈ dom V * and Ξ(x, ·) is concave for each x ∈ R n . Since V * * := (V * ) * = V , from the definition of the conjugate of V * and (2) we obtain that
because for a proper convex function g : R m → R one has g * = (g + ι ri(dom g) ) * (see [26, p. 259] ), where the indicator function ι C : Z → R of the subset C of a nonempty set Z is defined by ι C (z) := 0 for z ∈ C and ι C (z) := ∞ for z ∈ Z \ C. Moreover,
for all (x, σ) ∈ R n × dom V * . Hence, for (x, σ) ∈ R n × dom V * one has
Consider the following sets in which σ is taken from R n if not specified otherwise:
Of 
In [33] we considered a dual function associated to the family (q k ) k∈0,m , which is denoted by D L in this work. More precisely,
In a similar way, we consider the (dual objective) function D associated to (q k ) k∈0,m and V defined by
Setting
for σ ∈ Y 0 , we obtain that 
Taking into account (10) we have that
the value of D(σ) being attained uniquely at x := x(σ) when σ ∈ S + ∪ S − (⊂ S 0 ); moreover, we have that D is concave and usc on S 
for those σ ∈ int S 0 and i ∈ 1, m for which
Proof. Assume that V is sublinear; it follows that V * = ι ∂V (0) . Then Ξ(x, σ) = L(x, σ) ∈ R for σ ∈ dom V * , and so Ξ(x, ·)| dom V * is convex because L(x, ·) is linear and dom V * is a convex set; in particular, Ξ(x, ·)| S − col is convex because S − col (⊂ dom V * ) is convex. Using (11) we obtain that D| S − col is convex, too. Of course, V * being constant on dom V * , ∇V * (σ) = 0 for every σ ∈ int(dom V * ). Taking into account (12) , we obtain that
Let us denote by Γ sc := Γ sc (R m ) the class of those g ∈ Γ(R m ) which are essentially strictly convex and essentially smooth, that is the class of proper lsc convex functions of Legendre type (see [26, Section 26] ). Note that any differentiable and strictly convex function g : R m → R belongs to Γ sc (R m ); moreover, Γ sc (R) consists of those g ∈ Γ(R) which are derivable and strictly convex on int(dom g), assumed to be nonempty.
Assume that g ∈ Γ sc . Then: g * ∈ Γ sc , dom ∂g = int(dom g), and g is differentiable on int(dom g); moreover, ∇g : int(dom g) → int(dom g * ) is bijective and continuous with (∇g) −1 = ∇g * . In the rest of this section we assume that V ∈ Γ sc , and so V * ∈ Γ sc , too.
Then, because V is differentiable on int(dom V ) and V * is differentiable on int(dom V * ), clearly
where
moreover, it follows that (12) holds for σ ∈ int S 0 [= S 0 ∩ int(dom V * )] and i ∈ 1, m, and so
From (14) and (12) we get
From the concavity of Ξ(x, ·) for x ∈ R n and (17) we obtain the next variant of (5):
moreover, using (13) and (14) we obtain that
Furthermore, using (6) and (14), for (x, σ) ∈ R n × int(dom V * ) we have that
3 The case σ ∈ S
+ col
The preceding considerations yield directly the next result.
(ii) Moreover, assume that A(σ) 0. Then σ ∈ S + col and
furthermore, if σ ∈ S + , then x is the unique global solution of problem (P ).
Proof. (i) Because q(x) ∈ ∂V * (σ), from (9) and (1) we obtain that
whence x ∈ dom f and
hence the first equality in (21) holds. Because A(σ)x − b(σ) = ∇ x Ξ(x, σ) = 0, we have that σ ∈ S col , and the second equality in (21) holds by the definition of D. (ii) By (i) we have that (21) holds and σ ∈ S col . Because A(σ) 0 we have that σ ∈ S + col and Ξ(·, σ) is convex, while
the latter inequality being equivalent to
which is true by the Fenchel-Young inequality [that is the inequality in (1)]; furthermore, Ξ(x, σ) < Ξ(x, σ) when A(σ) ≻ 0. In particular, f (x) = min x∈dom f f (x). Using (5), the inclusion S + col ⊂ dom V * , obvious inequalities, and (11), we get the following sequence of inequalities:
The inequalities above and (21) show that (22) holds. Proof. Observe first that ∂V * (σ) = {∇V * (σ)} because V * is differentiable on int(dom V * ). (i) Since ∇Ξ(x, σ) = 0, from (17) and (19) we have that q(x) = ∇V * (σ) ∈ ∂V * (σ), x ∈ X 0 , and ∇f (x) = ∇ x Ξ(x, σ) = 0. Applying Proposition 2 (i) we get the first conclusion of (i). Using (16) we obtain that ∇D(σ) = 0 when σ ∈ S 0 . (ii) As seen in the proof of (i), q(x) ∈ ∂V * (σ). The conclusion follows using Proposition 2 (ii).
(iii) Using (16) we have that ∇ σ Ξ(x, σ) = ∇D(σ) = 0. The choice of x implies ∇ x Ξ(x, σ) = 0, and so (x, σ) is a critical point of Ξ.
In the rest of this section we consider the important particular case in which V := V J := ι C J for J ⊂ 1, m, J c := 1, m \ J, and
Of course, C J is a closed convex cone, V J ∈ Γ(R m ) is sublinear, and V * J := (V J ) * = ι Γ J , where
For y, σ ∈ R m we have that
Note that
, where
So, for V := V J the problem (P ) becomes the problem (P J ) of minimizing q 0 on X J ; (P 1,m ) is the quadratic problem (P e ) of minimizing q 0 on X e := X 1,m , while (P ∅ ) is the quadratic problem (P i ) of minimizing q 0 on X i := X ∅ . These problems are considered in [33] .
The dual function corresponding to V J is denoted by
Proof. From (25) we have that σ ∈ Γ J , and so (25) we obtain that q(x) ∈ C J , whence x ∈ X J , and q(x), σ = 0. Using now (23) we obtain that q(x) ∈ ∂V * (σ). The conclusion follows now using Proposition 2 for V := V J .
The variant for maximizing q 0 on X J is the following result; it can be obtained from the preceding corollary replacing q 0 by −q 0 and σ by −σ in the definition of L. In many papers by DY Gao and his collaborators one speaks about "triality theorems" in which, besides the minimax result established for the case A(σ) 0 (see Proposition 2), one obtains also "bi-duality" results ("double-min duality" and "double-max duality") established for A(σ) ≺ 0, that is x and σ are simultaneously local minimizers (maximizers) for f on dom f and for D on S − , respectively.
The next example shows that such triality results are not valid for general V ∈ Γ(R m ), even for n = m = 1. We concentrate on the case σ ∈ S − of Proposition 2 (i), that is (x, σ) ∈ R n × R m is such that A(σ)x = b(σ) and σ ∈ S − ∩ ∂V (q(x)), and so x ∈ q −1 (dom V ) = dom f . In DY Gao's works published after 2011 the "triality theorems" are established for V a twice differentiable strictly convex function. Our aim in the sequel is to study the problems of "double-min duality" and "double-max duality" for a special class of functions V . First, in the next section, we establish a result on positive semidefinite operators in Euclidean spaces needed for getting our "bi-duality" results.
An auxiliary result
In order to study the case when σ ∈ S − , we need the following result which is probably known, but we have not a reference for it. 
Then the following assertions hold: (a) Q and R are self-adjoint positive semi-definite operators,
, one has α = β, where
(c) If H = 0, then Im Q = {0}, Im R = {0}, and γ = δ > 0, where
δ := min
(d) The following implications hold:
Proof. Observe that any result obtained for Q is valid for R because (H * ) * = H. (a) It is obvious that Q is self-adjoint; moreover, Qx, x = HH * x, x = H * x, H * x = ϕ(x) ≥ 0 for every x ∈ X. The inclusions ker H * ⊂ ker Q and Im Q ⊂ Im H are obvious. Take x ∈ ker Q, that is Qx = 0; then 0 = x, Qx = H * x 2 , and so x ∈ ker H * . Because Q is self-adjoint, we have that Im Q = (ker Q) ⊥ , and so X = ker Q + Im Q. Let x ∈ Im H, that is x = Hy for some y ∈ Y ; then x = Qu + z for some u ∈ X and z ∈ ker Q = ker H * , and so z 2 = z, Hy − HH * u = H * z, y − H * u = 0. It follows that
Because ker H = X ⇔ H = 0 ⇔ H * = 0 ⇔ ker H * = Y , the mentioned equivalences follow from the first part.
(b) The conclusion is obvious if H = 0 (in which case Q = 0 and ϕ = 0). So, let H = 0, and so Q = 0, whence α > 0. Even if the equalities in (27) and (28) are well known, they will be recovered below. In fact, the inequalities ≥ are almost obvious. Because ϕ is continuous and S X is compact, there exists x ∈ S X such that α = ϕ(x), and so
whence α x 2 ≥ x, Qx , or equivalently (αI − Q)x, x ≥ 0, for x ∈ X. Using Schwarz inequality for positive semi-definite operators and the fact that (αI − Q)x, x = 0, we get
hence (αI −Q)x = 0, that is Qx = αx. Hence the inequality ≤ holds in (27) . Since Q = HH * , setting y := α −1/2 H * x ∈ Y , we have that y = α −1/2 H * x = 1, and so y ∈ S Y . It follows that β ≥ ψ(y) = Hy
Applying the argument above for Q replaced by R, we obtain that α ≥ β, and so α = β.
(c) First observe that S X ∩ Im Q is a nonempty compact set, and so there exists x ∈ S X ∩ Im Q such that γ = ϕ(x), and so
Assuming that x, Qx = 0, as above, we obtain that Qx = 0, that is x ∈ ker Q. Since ker Q ∩ Im Q = {0}, we get the contradiction 0 ∈ S X . Therefore, γ > 0. From (31) we obtain that γ x 2 ≤ x, Qx , or equivalently (Q − γI)x, x ≥ 0, for x ∈ Im Q. Using Schwarz inequality for the positive semi-definite operator Φ := (Q − γI)| Im Q : Im Q → Im Q and the fact that Φx, x = 0, we get | Φx, x | ≤ Φx, x Φx, x = 0 for all x ∈ Im Q, whence Φx = 0, that is Qx = γx. As in the proof of (b) we take y := γ −1/2 H * x ∈ Im H * ; it follows that y ∈ S Y ∩ Im H * = S Y ∩ Im R, and so δ ≤ ψ(y) = γ. The converse inequality follows similarly.
(d) These equivalences are immediate consequences of the equalities in (a) and the arguments at the beginning of the proof of (c).
5 The case σ ∈ S − Throughout this section we assume that V ∈ Γ 2 sc , where Γ 2 sc := Γ 2 sc (R m ) is the class of those g ∈ Γ sc which are twice differentiable on int(dom g) with ∇ 2 g(y) ≻ 0 for y ∈ int(dom g). 1 Observe that for g ∈ Γ 2 sc one has g * ∈ Γ 2 sc and
In the sequel V ∈ Γ 2 sc . It follows that
for all x ∈ X 0 and u ∈ R n , where
and
for all σ ∈ int S 0 and i, k ∈ 1, m. It follows that
for all v ∈ R m and σ ∈ S 0 , where
1 Note that the function V considered in [30] belongs to Γ 2 sc (R).
The expression above shows that D is strictly concave on S + , confirming the remark done after getting the formulas for D in (11) .
Assume that (x, σ) ∈ X 0 × S − is a critical point of Ξ; by (20) we have that σ = ∇V (q(x)). Because A(σ) ≺ 0 and ∇ 2 V (q(x)) ≻ 0 there exist non-singular matrices E ∈ M n and F ∈ M m such that −A(σ) = E * E and ∇ 2 V (q(x)) = F * F , where E * and F * are the transposed matrices of E and F , respectively; hence A(σ)
Because for A v defined in (35) one has
Taking into account (33), we have that
Let us set
Take H : R m → R n defined by H := J • F * . Then H * = F • J * : R n → R m . Because denoting u ′ := Eu for u ∈ R n and v ′ := (F −1 ) * v for v ∈ R m , from (38) and (37) we obtain that
Because E and F are non-singular, for ρ ∈ {>, ≥, <, ≤} and ρ ′ ∈ {≻, , ≺, } with the natural correspondence, we have
where S m := {y ∈ R m | y = 1} = S R m , and ϕ, ψ are defined in Proposition 8 with
Recall that E ∈ M n and F ∈ M m are such that −A(σ) = E * E and ∇ 2 V (q(x)) = F * F , (d i ) i∈1,m are defined in (36), J is defined in (40), and H is defined in (44).
In the next result we shall use Proposition 8 for the operator H defined in (44); therefore, X = R n and Y = R m . Using Proposition 8 if necessary, and setting dim{0} := 0, the following assertions hold:
• dim(ker H * ) [= dim(ker Q)] is equal to the multiplicity of the eigenvalue 0 of Q := H • H * , while dim(ker H) is equal to the multiplicity of the eigenvalue 0 of R := H * • H.
From the above considerations we obtain the following result. (ii) If x is a local minimizer of f , then H * u ≥ 1 for all u ∈ S n ; in particular H is surjective, m ≥ n, and every positive eigenvalue of H * • H is greater than or equal to 1. Conversely, if H * u > 1 for all u ∈ S n , then x is a local strict minimizer of f ; moreover, if m > n then σ is not a local extremum for D. Proof. Taking into account the well known second order necessary or sufficient conditions for local extrema of unconstrained problems, the assertions are immediate consequences of (42), (43) and Proposition 8.
Note that Proposition 9 (iii) gives a positive answer to the question formulated on the sixth line from below of [30, p. 234 ] because in that case ς is a strict local minimum of P d (= D) and x is not a local extremum of P (= f ) since m = 1 < 2 ≤ n. In [20] one uses the following assumption: "(A3) The critical points of problem (P) are non-singular, i.e., if ∇Π(x) = 0, then det ∇ 2 Π(x) = 0". Under such a condition we have the following result. Assume that σ is a local maximizer of D. Then α ≤ 1 by Proposition 9 (i), and so A 0 by (42), whence A ≺ 0. Using again Proposition 9 (i), we have that x is a local maximizer of f .
The proof of (b) is similar to that of (a).
Relations with previous results
In this section we analyze results obtained by DY Gao and his collaborators in papers dedicated to unconstrained optimization problems, related to "triality theorems". The main tool to identify the papers where this class of problems are considered was to look in the survey papers [4] (which practically includes [5] ), [7] (which is almost the same as [6] ), [15] (which is very similar to [8] ), [13] (which is the same as [12] ), as well as in the recent book [10] . Though, in order to understand the chronology of the development of this topic let us quote first the following texts from [13, p. 40 ] (see also [12, p. NP30] ) and [20, p. 136 ] (see also [19, p. 5] ), respectively:
Q1 -"the triality was proposed originally from post-buckling analysis [42] in "either-or" format since the double-max duality is always true but the double-min duality was proved only in one-dimensional nonconvex analysis [49]", 2 Q2 -"the triality theorem was formed by these three pairs of dualities and has been used extensively in nonconvex mechanics [10, 17] and global optimization [3, 21, 34] . However, it was realized in 2003 [12, 13] that if the dimensions of the primal problem and its canonical dual are different, the double-min duality (30) needs "certain additional conditions". For the sake of mathematical rigor, the double-min duality was not included in the triality theory and these additional constraints were left as an open problem (see Remark 1 in [12] , also Theorem 3 and its Remark in a review article by Gao [13] ). By the facts that the double-max duality (29) is always true and the double-min duality plays a key role in real-life applications, it was still included in the triality theory in the either-or form in many applications for the purposes of perfection in esthesis and some other reasons in reality." 3 4 Having in view Q1 and Q2, it seems that the main steps in the development of the "triality theory" are marked by [2] (where the triality theorem was proved for the one-dimensional case), [5] (where it is mentioned that "certain additional conditions" are needed for the "double-min duality" to be valid), [20] and its preprint version [18] (where "this double-min duality has been proved for ... general global optimization problems", as mentioned in [13, p. 40] ).
Let us compare first our results with those from the most recently published paper on this topic for general V , that is [20] .
Putting together Assumptions (A1) and (A2) of Gao and Wu's paper [20] (see also [18] ), the function V considered there is real-valued, strictly convex, and twice continuously differentiable on Im q (see also [20, p. 134] ). Hence V from [20] is more general than being in Γ 2 sc when dom V = R m . 5 Of course, the strict convexity of V implies ∇ 2 V (y) 0 for y ∈ R m , but this property does not imply (∇ 2 V ) (q(x)) ≻ 0, which is used for example in [20, Eq. (36) ]. In "Theorem 2 (Tri-duality Theorem)" (the case n = m) and "Theorem 3. (Triality Theorem)" (the case n = m), σ ∈ S col is a "critical point of the canonical problem (P d Similar results to those in [20, Ths. 2, 3] for particular V can be found in several papers co-authored by DY Gao after he became acquainted with the content of our paper [30] : 7 [19] (see also [16] , [17] ), [24] , [14] , [27] , [1] , [21] , [22] .
Gao and Wu in [16] , [17] and [19] 
, where Sa is our S col and "G −1 should be understood as a generalized inverse if det G = 0 [11] ", " [11] " being item [3] from our bibliography. Moreover, the formula for (34) is not justified, having in view that ς ∈ Sa (= S col ). 7 The paper [30] Cauchy's inequality) one obtains ∇ 2 h(z) ≻ 0 for z ∈ R p , where h(z) := ln 1 + p k=1 exp(z k ) for z ∈ R p ; therefore, V ∈ Γ 2 sc . In "Theorem 4 (Triality Theorem)", for σ ∈ S 0 a critical point of D, one obtains the "min-max duality" for σ ∈ S + , while for σ ∈ S − one obtains the "double-max duality" and "double-min duality" (this one for m = n) without using Assumption (A3). However, the proof in the case σ ∈ S − (= S − a with the notation in [1] ) is not convincing. 8 Let us quote Note 1 from [1, p. 421]: "We use the same definition of the neighborhood as defined in [15] (Note 1 on page 306) , i.e., a subset X 0 is said to be the neighborhood of the critical point x if x is the only critical point in X 0 ." 9 Jin and Gao in [21] and [22] (which are essentially the same) consider practically the same V as in [25] , that is V (y)
, m. Note that for this V , the statements of "Theorem 2. (Triality theorem)" in [21] and [22] and their proofs are almost the same as those in [1, Th. 4 ]. The differences are: a) in the case of "min-max duality", Assumption 2 in [21] (resp. Assumption 1 in [22] ) implies σ ∈ S + , b) the case n = m for the "double-min duality" is missing in [21] and [22] , and c) "for some neighborhood A special place among DY Gao's papers published after 2010 is occupied by [14] and [27] .
Gao, Ruan and Pardalos in [14] take the same V as in [19] but Assumption (A3) is not considered. Putting together Theorems 2 and 3 from [19] for "ς a critical point of the canonical dual function P d (ς)," with the mention "If n = m, the double-min duality (25) holds conditionally", one gets "Theorem 2 (Triality Theorem)" of [14] . A detailed proof is provided in the case ς ∈ S + a (= S + col ). The proof for the case ς ∈ S − a (= S − ) is the following: "If ς ∈ S − a , the matrix G(ς) is a negative definite. In this case, the Gao-Strang complementary function Ξ(x, ς) is a so-called super-Lagrangian [14] , i.e., it is locally concave in both x ∈ X 0 ⊂ X a and ς ∈ S 0 ⊂ S − a . By the fact that max x∈X 0 max ς∈S 0 Ξ(x, ς) = max ς∈S 0 max x∈R n Ξ(x, ς) (26) holds on the neighborhood X 0 × S 0 of (x, ς), we have the double-max duality statement (24) . If n = m, we have [33] : min x∈X 0 max ς∈S 0 Ξ(x, ς) = min ς∈S 0 max x∈R n Ξ(x, ς) (27) which leads to the double-min duality statement (25) . This proves the theorem." 12 8 In the proof of [1, Th. 4 2.] one says: "Suppose ς is a local maximizer of
0 and there exists a neighborhood S0 ⊂ S − a such that for all ς ∈ S0,
a f is continuous over Sa, the image of the map over S0 is a neighborhood of x, which we denoted as X0. Next we are going to prove that for any x ∈ X0, ∇ 2 Π(x) 0, which plus the fact that x is a critical point of Π(x) implies x is a maximizer of Π(x) over X0." A similar argument is used for proving [1, Th. 4 3.] , too.
The drawbacks in the quoted text are the following: (a) the fact that . 12 The reference " [14] " is Gao's book [2] , while " [33] " is "Gao, D.Y. and Wu, C-Z. (2010). On the Triality Ruan and Gao in [27] take the same V as in [14] [m, (A k ) and (b k ) being different] and similarly, Assumption (A3) is not considered. The differences in [27, Th. 2] with respect to [14, Th. 2] are: (a) S + a is S + instead of S + col , (b) "on the neighborhood" is replaced by "on its neighborhood", (c) m = n is replaced by dim X a = dim S a , and (d) n = m in the case ς ∈ S − a is missing. In [27, Rem. 1] one mentions: "The double-max duality statement (24) can be proved easily by the fact that max x∈X 0 max ς∈S 0 Ξ(x, ς) = max ς∈S 0 max x∈X 0 Ξ(x, ς) ∀(x, ς) ∈ X 0 × S 0 ⊂ X a × S − a . The definition of the neighborhood was given in [32] (Note 2 on p. 479), i.e. S 0 ⊂ S − a is said to be a neighborhood of the critical point ς if it is the only critical point of Π d on S 0 ." 13 (See also our Note 9 about this definition of a neighborhood.)
There are very few differences between the proof of [14, Th. 2] in the case ς ∈ S − a and that of "Theorem 2 (Triality Theorem)" from [11] , where m = 1, for the same case:
"If ς ∈ S − a , the matrix A d (ς) is negative definite. In this case, the Gao-Strang complementary function Ξ(x, ς) is a so-called super-Lagrangian (seeGao (2000a)), i.e., it is locally concave in both x ∈ X 0 ⊂ R n and ς ∈ S − a ⊂ S a . Thus, by the triality theory developed in Gao (2000a), we have that either
Ξ(x, ς) = max ς∈S 0 max x∈R n Ξ(x, ς) (24) holds on the neighborhood X 0 × S 0 of (x, ς). Thus, the equality (23) leads to the statement (21), while (24) leads to the statement (22) . This proves the theorem."
It is worth comparing the two proofs above with that (for the same case) of "THEOREM 3 (Global Minimizer and Maximizer)" from [5] (and of "Theorem 3 (Global Minimizer and Maximizer)" from [4] ), where m = 1:
"If y * ∈ Y * − , then (x, y * ) is a so-called super-critical point of the extended Lagrangian Ξ(x, y * ), i.e. Ξ(x, y * ) is locally concave in each of its variables x and y * on the neighborhood X r × Y * r . In this case, we have P (x) = max x∈Xr max y * ∈Y * r Ξ(x, y * ) = max y * ∈Y * r max x∈Xr Ξ(x, y * ) = P d (y * ) by the fact that the maxima of the super-Lagrangian Ξ(x, y * ) can be taken in either order on the open set X r × Y * r (see [17] ). This proves the rest part of the theorem and (38)." 14 The presentation above shows that the papers [14] and [27] make the transition from the proofs of "triality theorems" published before 2010 (in which one observed that for "ς ∈ S − a ", Ξ is a "so-called super-Lagrangian", and so "the triality theory developed in Gao (2000a)" applies), and the proofs of the other "triality theorems" published after 2011 with detailed and complicated (but not completely convincing) proofs for twice differentiable strictly convex functions V .
Coming back to Q1, we did not succeed to identify the place in [2] where "the doublemin duality was proved only in one-dimensional nonconvex analysis". We may consider the following text from [20, p. 131 ] as a hint for the above assertion:
Q3 "Therefore, instead of the mono-duality in static systems, convex Hamiltonian systems are controlled by the so-called bi-duality theory.
Theory in Global Optimization, to appear in J. Global Optimization (published online arXiv:1104.2970v1 at http://arxiv.org/abs/1104.2970)"; in fact this paper is published in another journal (see [19] ). 13 It is not explained what is meant by dim Xa = dim Sa; the reference " [32] " is item [5] from our bibliography.
14 The reference " [17] " is Gao's book [2] .
Bi-Duality Theorem [10] : If (x, y * ) is a critical point of the Lagrangian L(x, y * ), then x is a critical point of Π(x), y * is a critical point of Π * (y * ) and Π(x) = L(x, y * ) = Π * (y * ). Moreover, if n = m, we have
This bi-duality is actually a special case of the triality theory in geometrically linear systems, which was originally presented in Chap. 2 [10] for one-dimensional dynamical systems with a simple proof." 15 Denoting assertions (10) and (11) above by (65) and (66), respectively, and putting "or" between them, one gets the statement of the "Bi-Duality Theorem" from [20, p. 148] . Notice that only the "Bi-Duality Theorem" from [20, p. 148 ] is present in the preprint version of [20] , that is [18] . 16 The "Bi-Duality Theory" is presented in [ "In this section we present the so-called triality theory under the following assumption. Assumption 3.5.1 Let {(U , U * ); * , * } and {(E, T ); * , * } be two inner product spaces. ... (A1) Λ : I × U → E is a quadratic operator Λ(u) = 1 2 a(x)u ′ (x) 2 + b(x)u ′ (x) + c(x), a(x) > 0 ∀x ∈ I, where a, b, c ∈ C 1 (I) are given real-valued functions; (A2) F : U a ⊂ U → R is a linear, Gâteaux differentiable functional and, on U a × U * a ⊂ U × U * , u * = DF (u) ⇔ u = DF c (u * ) ⇔ u, u * = F (u) + F c (u * ); (A3)W : E a ⊂ E → R is either convex or concave and on E a × T a ⊂ E × T , the Legendre duality relations ς = DW (ξ) ⇔ ξ = DW c (ς) ⇔ ξ; ς =W (ξ) +W c (ς) hold."
From [2, (3.107)], [2, (3. 108)] and [2, (3. 113)] we learn that Π(u) =W (Λ(u)) − F (u) for u ∈ U k with U k = {u ∈ U a | Λ(u) ∈ E a }, L(u, ς) = Λ(u); ς ) −W c (ς) − F (u), and Π d (ς) = F c (u * (σ))−W c (ς)−G c (ς), respectively, in which F c (u * (σ)) is the Legendre conjugate of F (u), and G c : T ∅ → R is a pure complementary gap functional.
The above text shows that, at least in [2, Sect. 3.5] , U is a function space like H 1 (I). Of course, F being a linear function on U a (⊂ U ), U a has to be a linear subspace endowed we the trace topology. A linear functional f defined on a topological vector space U is Gâteaux differentiable if and only if f is continuous, in which case Df (u) = f for every u ∈ U ; moreover, it is not possible to speak about "the Legendre conjugate of F ". So, (A2) has not a mathematical meaning. Moreover, in order to speak about DW (ξ) and DW c (ς) in (A3), one needs E a and T a be at least algebraically open (convex) subsets of E and T , respectively. It is clear that the concerned spaces are not one-dimensional.
Because "Theorem 3.5.2 (Triality Theorem)" from [2] does not refer to primal and dual functions as in the usual formulations of "triality theorems" we quote such a result from [7] (which is maybe the last one) attributed to (Gao, 2000a) , that is our reference [2] . "Theorem 3 (Triality theory (Gao, 2000a) ). Suppose that ς is a critical point of P d and x = G † (ς)τ (ς). If G(ς) 0, then x is a global minimizer of (P), ς is a global maximizer of (P d ), and min x∈X a P (x) = Ξ(x, ς) = max ς∈S + c P d (ς). If G(ς) ≺ 0, then on a neighborhood X o × S o ⊂ X a × S − c of (x, ς), we have either min x∈Xo P (x) = Ξ(x, ς) = min ς∈So P d (ς), or max x∈Xo P (x) = Ξ(x, ς) = min ς∈So P d (ς)."
We consider that there is a misprint in the last min ς∈So P d (ς) of [7, Th. 3] ; it has to be replaced by max ς∈So P d (ς), as in [6, Th. 2] (and all the other Gao's papers containing a "triality theorem").
In [7, Th. 3] , "X a ⊂ R n is a given feasible space", and "without losing much generality", V : E a → R "is convex and lower semicontinuous". Moreover "G † is the Moore-Penrose generalized inverse of G". Without looking to details, [7, Th. 3 ] is similar to "Theorem 3.5.3 (Tri-Duality Theorem)" from [2] ; note that the Moore-Penrose generalized inverse is not considered in [2] .
It is worth quoting the most recent version of the general "triality theorem", that is Coming back to [13, Th. 3] , we have to know which are the conditions on the function corresponding to our V , that is Φ. At the beginning of Section "2.4 Triality Theory" of
