A ratio-dependent diffusion predator-prey system with free boundary is investigated to understand the impact of free boundary on spreading-vanishing dichotomy and a long time behavior of species. The existence and uniqueness of solutions are verified and the behavior of positive solutions is considered for this system. Moreover, the criteria for spreading-vanishing dichotomy are also derived. The results show that if the length of the initial occupying area is longer than a critical size for the predators or the length of the initial occupying area is shorter than a critical size, but the moving coefficient of free boundary is relatively big, then the spreading of predators always happens under relatively small rate of death for the predator. On the other hand, it is found that if the initial value of free boundary is smaller than a threshold value and the moving coefficient of free boundary is relatively small depending on initial size of predator or the rate of death is relatively big, the predators fail in spreading to new environment.
Introduction
In mathematical ecology, the invasion of immigration for the new species is one of the most important topics. From a viewpoint of mathematical ecology, the various invasion models have been recently put forward and investigated by many ecological mathematicians. For instance, [-] proposed reaction-diffusion population models with free boundary to understand the process of the new or invasive population. In [] , the free boundary model is proposed with a logistic diffusion equation:
(x, t) = , x ≥ h(t), t > , h (t) = -μu x (h(t), t), t > , h() = h  ,
u(x, ) = u  (x),  ≤ x ≤ h(t),
where x = h(t) is the free boundary which will be determined, a, b, d, μ and h  are positive constants, and u  is a nonnegative initial function. The authors in [] have considered the uniqueness and existence of global solutions, and derived some interesting results for the dynamics of solution. The vanishing-spreading dichotomy of the population is one of the most remarkable and important results, that is, the solution (u, h)
fulfills: h(t) → ∞, u(x, t) → a/b as t → ∞ or h(t)
The following phenomena often happen in the real world. In order to control or kill the pest population, one can put some natural enemies (predators) into a certain area (a bounded region) by employing the biological method because this kind of preys (pest population) first gets into a bounded area (initial habitat) at the initial state and develops very quickly. In this initial habitat (a bounded area), there is some kind of pest population (prey) and another kind of population (predator, the new or invasive species) enters this region to predate at some time (initial time).
During the process of the predators being put into a new habitat, the predators have a tendency to move from the boundary to their new habitat, i.e., they will get into a new bounded area along the free boundary (which is an unknown curve) to predate as time increases. It is reasonable to suppose that the predator invades a new habitat at a rate which is proportional to the gradients of the predators there. Such kind of free boundary conditions has been already introduced in [-]. For the more ecological backgrounds of free boundary conditions, one can also refer to [] .
Recently, in [], the authors have considered the following double free boundary predator-prey problem R  :
where R = (-∞, ∞), x = h(t) and x = g(t) stand for the right and left moving boundaries, respectively, a, b, c, D, h  and μ are positive constants. The existence and uniqueness of global solutions of (.) and a spreading-vanishing dichotomy have been established. Moreover, the criteria for spreading and vanishing have been obtained in this paper, that is, a spreading critical size h  = have considered a Lotka-Volterra competition system incorporating two free boundary with sign-changing coefficients, derived some sufficient conditions for species spreading success and spreading failure, and derived the long time behavior of solutions. In the process of spreading for the predators, some of them die of starvation, cold and illness. We want to understand how the rate of death impacts on spreading. The behavior of predating always changes by the change of the size of preys and many ecologists observe that the ratio-dependent functional response is more reasonable to describe the process of predating for some predators. Based on these facts, we consider the following ratiodependent reaction-diffusion predator-prey system with free boundary including a death term:
where x = h(t) represents the moving boundary to be determined; u expresses the population density of the predator species while v stands for the population density of the prey species. 
In this article, we shall show that system (.) admits a unique solution and a spreadingvanishing dichotomy holds for this system, namely, as t → ∞, either (i) the predator u(x, t) spreads successfully to a new environment in the sense that
(ii) the predator u(x, t) fails in establishing and vanishes eventually, i.e., h ∞ < ∞, u(x, t) C[,h(t)] → , and v(x, t) → . The criteria for spreading and vanishing are obtained as follows. If the length of the initial occupying area is longer than a critical size for the predators or the length of the initial occupying area is shorter than a critical size, but the moving coefficient of free boundary is relatively big, then the spreading of predators always happens under relatively small rate of death for the predator. On the other hand, if h  is smaller than a threshold value and μ is relatively small depending on the initial size of predator or the rate of death is relatively big, the vanishing of predator happens.
Compared with [] , this work mainly has the following differences: () it is proved that if the rate of death for the predator is relatively big, then the vanishing of predator happens (Theorem .); () new comparison principle is established and then it is used to investigate the criteria for spreading and vanishing; () one initial occupying critical sizẽ h  is found (Theorem .) and this value describes that if h  >h  , spreading always happens regardless of μ and the initial value (
, one critical value
is found and specifically expressed (in [], the existence of this value is proved, but not expressed specifically), and it shows that if μ < μ  , then spreading fails.
This paper is organized into four sections. In the next section, the unique existence of solutions for system (.) is established. In Section , the spreading-vanishing dichotomy is investigated. In the final section, we make some brief comments and draw conclusions.
Existence of solution
Theorem . Assume that u  and v  satisfies (.) for some h  > . Then, for  ≤ t < T and any α ∈ (, ), there exists a unique solution,
for system (.), furthermore,
and
Proof As in [] , it needs to straighten the free boundary.
Let us introduce a transformation
which yields the transformation
then the free boundary system (.) can be rewritten as follows:
where
A = A(h(t), s), B = B(h(t), s), C = C(h(t), s).
The rest of the proof is similar to that of Theorem . in [] , which follows from the contraction mapping theorem together with standard L p theory and Sobolev imbedding, so we omit it here.
To show that the local solution can being extended to all t > , the following estimate will be employed.
Then there exist positive constants C  and C  which are independent of T  such that
Proof Let (u, v) be solution of (.), then it follows from the strong maximum principle
In addition, by using the maximum principle, we find that there exist positive constants C  and C  such that
Then there exists a positive constant C  which is independent of T  such that
Proof By using Hopf Lemma to the equation of u, we immediately obtain
for  < t < T  , and  ≤ x < h(t). It follows from the Stefan condition that h (t) >  for t ∈ (, T  ). We define
and establish an auxiliary function
We shall show that A can be chosen so that w(x, t) ≥ u(x, t) holds over . It is easy to check that, for (x, t) ∈ ,
It follows that
Thus, for  < t < T  and
by applying the maximum principle to w -u over , we have u(x, t) ≤ w(x, t) for (x, t) ∈ , which yields
Therefore, it is necessary to find certain A independent of
By direct calculation, we get
Since w(h  , ) = u  (h  ) = , the above inequality yields w(
, one can easily find that
. This completes the proof.
Employing Lemma . and Lemma ., the local solution of (.) can be extended for all t >  by the regular argument, that is, one can obtain the following results.
Theorem . There exists a unique solution of system (.) for all t > .
The spreading-vanishing dichotomy
From Lemma . it follows that x = h(t) is monotonic increasing. Thus, lim t→∞ h(t) = h ∞ ∈ (, ∞]. The following result shows that the predator will not spread successfully in the case a > ec.
Theorem . Suppose that a > ec, then lim t→∞ u(·, t) C([,h(t)]) =  and h ∞ < ∞. Furthermore, lim t→∞ v(r, t) =  holds uniformly in any bounded subset of [, ∞).
Proof By the comparison principle, one can get v(x, t) ≤ v(t) for x ≥  and t ∈ (, ∞), where
is the solution of the ODE problem
Since lim t→∞ v(t) = , it is deduced that lim sup t→∞ v(t) ≤  holds uniformly in any bounded subset of [, ∞). From the condition a > ec it follows that there exists a small ε such that a > ec(+ε) u+b(K+ε)
. On the other hand, for this ε, there exists 
Using comparison again, we find that lim t→∞ u(·, t) C([,h(t)]) = . This, together with the condition u(x, t) =  for t > , x ≥ h(t), shows that there exists T ε >  such that u(x, t) < ε for any given  < ε , t > T ε and x > . Then the function v(x, t) satisfies
⎧ ⎪ ⎨ ⎪ ⎩ v t -d  v xx ≥ v( -v - εc ε+v ),  < r, t > T ε , v x (, t) = , t > , v(x, T ε ) > ,  < x.
The following comparison principle can be used to estimate the solution (u(x, t), v(x, t)) and free boundary x = h(t).

Lemma . (The comparison principle) Suppose that T
 < x < h(t),  < t ≤ T}, and
Then the solution (u(r, t), v(r, t), h(t)) of the free boundary problem (.) fulfills u(x, t) ≤ u(x, t) for x ∈ , h(t) and t ∈ [, T], v(x, t) ≤ v(x, t), h(t) ≤ h(t) for x ∈ (, ∞) and t ∈ [, T].
Proof It is well known that the principal eigenvalue λ  (L) of the problem
is a strictly decreasing continuous function and
Then there exists μ  >  which depends on u  such that the predator fails in spreading if μ ≤ μ  .
Proof For t >  and x ∈ (, σ (t)), define
where M, δ, γ are positive constants to be taken later and W (x) is the first eigenfunction of the problem
By (.), it is obvious that W () = . Therefore, it is deduced that W (x) <  for
Note that
Hence, by taking
we find that σ (t) ≥ -μω x (t, σ (t)) for any  < μ ≤ μ  . Let v be a unique positive solution of
and thus (ω, v, σ ) satisfies
Hence, by the comparison principle (Lemma .), one can conclude that
for  ≤ x ≤ h(t) and t > . It follows that
This completes the proof.
Theorem . Suppose that a < ec and h
Proof First, we construct a suitable upper solution to system (.) by defining
where M  = max{ v  ∞ , }, and
where M  , γ and M are positive constants to be taken later. Straightforward computation yields
for all  < x < h(t) and t > . In addition, one can easily check that h (t) = h  γ e -γ t and
. Then we find that (.) holds. Hence, by Lemma ., we find that h(t) ≤ h(t) for t >  and h ∞ ≤ lim t→∞ h(t) = h  < ∞. This completes the proof.
Lemma . Suppose that h ∞ < ∞. Then lim t→∞ u(·, t) C([,h(t))) =  and lim t→∞ v(x, t) =  hold uniformly in any bounded subset of [, ∞).
Proof Suppose for contradiction that
Then, for all m ∈ N, there exists a sequence (
Without loss of generality, denote this subsequence still by {x n }.
Define
. By the parabolic regularity, we find that there exists a subsequence {(
is bounded by R := a + ec, by using Hopf lemma to the equationũ t -d ũxx ≥ -Rũ at the point (h ∞ , ), one can find thatũ x (h ∞ , ) ≤ -δ  for some δ  > .
As in [], we define
then straightforward calculations yield
Therefore, ϑ(s, t) fulfils
The free boundary x = h(t) is straightened as the fixed line s = h  . By Proposition A in [], there exists a positive constant K  such that
< K  , which shows that there exists a constant K such that
where M  depends on K  and M  . Then, by using Proposition . of [], one can directly obtain lim t→∞ u C([,h(t)]) = . This completes the proof.
Remark . If the predator fails in spreading, then it will be extinct finally.
Proof Assume, for contradiction, that h ∞ < ∞. Then it follows from Lemma . that 
Let u(x, t) satisfy the following problem:
Then u(x, t) is a lower solution of u(x, t). Since h  >h  , one can choose ε small enough such that
By the condition a < ec, it follows from the well-known result that u is unbounded in Proof The proof is similar to that of Lemma . in [] . For convenience of the reader, it is included here. It follows from (.) that there exists a constant σ * >  such that
For the successful spreading of predator to a new environment for this model, only one result is derived, that is, the predator u(x, t) spreads successfully to a new environment in the sense that h(t) → ∞ if a < ec and h  >h  , where λ  (h  ) = Therefore, the criteria for spreading and vanishing are as follows. If the death rate of predator is relatively small and the length of the initial occupying area is longer than a critical sizeh  , then the spreading of predator always happens. For vanishing of the predator, there are three criteria: (i) the rate of death is bigger than a critical value ec; (ii) the length of initial occupying area h  is shorter than a threshold value L * and μ is smaller than the critical value μ  , depending on u  ; (iii) the length of the initial occupying area h  is shorter
and μ is smaller than
, depending on u  . From the above results of the dichotomy, it follows that in order to control the prey population (pest species) one should at least put predator population (natural enemies) into the initial habitat at the initial state in one of four ways: (i) decrease the death rate of predator during the process of putting; (ii) extend the range of predator's targets; (iii) accelerate putting predators; (iv) choose the natural enemies which have a strong ability for predating.
