Abstract. In this paper we characterize the semigroups of analytic functions in the unit disk which lead to semigroups of operators in the disk algebra. These characterizations involve analytic as well as geometric aspects of the iterates and they are strongly related to the classical theorem of Carathéodory about local connection and boundary behaviour of univalent functions.
Introduction and Statement of the Results
Let H(D) be the Fréchet space of all analytic functions in the disk endowed with the topology of uniform convergence on compact subsets of D. A (one-parameter) semigroup of H(D) or, a semigroup of analytic functions, is any continuous homomorphism Φ : t 7 → Φ(t) = ϕ t from the additive semigroup of nonnegative real numbers R + into the composition semigroup of all functions ϕ ∈ H(D) with ϕ(D) ⊂ D. That is, Φ satisfies the following three conditions: a) ϕ 0 is the identity in D, b) ϕ t+s = ϕ t • ϕ s , for all t, s ≥ 0, c) For every s ≥ 0, ϕ t tends to ϕ s in the topology of H(D), as t tends to s. It is well-known that condition c) can be replaced by c') For every z ∈ D, lim t→0 ϕ t (z) = z.
Semigroups of H(D) are deeply related to the theory of composition operators. Namely, given a Banach space X formed by functions of H(D) and a semigroup of analytic functions Φ = (ϕ t ), it is said that Φ generates a semigroup of operators in X if the family (T t ) of composition operators f ∈ X −→ T t (f ) := f • ϕ t ∈ H(D) (t ≥ 0), is a strongly continuous semigroup of bounded operators in X [5, Chapter VIII] . This opens the possibility of studying spectral properties, operator ideal properties or dynamical properties of the semigroup of operators (T t ) in terms of the theory of functions. The paper [1] of Berkson and Porta can be considered the starting point of this branch of Analysis.
Clearly, a first problem appears: which semigroups of analytic functions generate semigroups of operators in X? Classical choices of X treated in the literature [13] are the Hardy spaces H p (D) (1 ≤ p ≤ ∞), the disk algebra A(D), the Bergman spaces A p (D) (1 ≤ p ≤ ∞), the Dirichlet space D, the Bloch space, the space BMOA(D), and the space V MOA(D). In some cases, the answer to the above question is known (see [11] and references therein). In fact, . As far as we know, the situation for the disk algebra is even worse than in (iii). What is more, Siskakis [11] conjectured that, for this case, we are in a situation similar to (iii). However, there is no even a correct example of a semigroup of H(D) which does not lead to a semigroup of operators in A(D).
As usual, the disk algebra A(D) is the Banach space of all analytic functions in D with continuous extensions to D endowed with the supremum norm.
The main goal of this paper is to characterize the semigroups of analytic functions which generate semigroups of operators in the disk algebra and, as a by-product, to provide a number of examples of semigroups of H(D) which generate semigroups of operators in every H p (D) (1 ≤ p < ∞) but not in A(D). These characterizations involve analytic as well as geometric aspects of the functions (ϕ t ) and they are strongly related to a classical theorem of Carathéodory.
Our first criterion goes as follows.
Theorem 1.1. Let Φ = (ϕ t ) be a semigroup in H(D). The following assertions are equivalent.
1. Φ generates a semigroup of operators in the disk algebra.
ϕ t ∈ A(D)
, for all t ≥ 0, and lim t→s kϕ t − ϕ s k ∞ = 0, for all s ≥ 0.
, for all t ≥ 0, and lim t→0 ϕ t (z) = z, for every z ∈ D.
, for all t ≥ 0, and lim t→0 ϕ t (z) = z, for every z ∈ ∂D.
The equivalence between (1) and (2) is given in [11, p. 236] . It is worth comparing statements (3) and (4) with condition c') in the definition of semigroups of analytic functions. In some sense, this theorem is a first step to a deeper criterion for the so-called semigroups of H(D) with inner DW-point (inner Denjoy-Wolff point) or with boundary DW-point (boundary Denjoy-Wolff point). These concepts require some dynamical background and, for a detailed exposition, we remit to [11] .
Anyway, it is a fundamental fact that every non-trivial semigroup of analytic functions Φ = (ϕ t ) is of one of the following mutually exclusive types:
-Neutral DW-point: The family of analytic functions (ϕ t ) has an unique common fixed point b ∈ D and this point b is neutral, that is, |ϕ 0 t (b)| = 1, for all t ≥ 0. -Inner DW-point: The family of analytic functions (ϕ t ) t>0 has an unique common fixed point b ∈ D which is attractive.
-Boundary DW-point: The family of analytic functions (ϕ t ) t>0 has an unique common fixed point b ∈ ∂D which is attractive.
It is known that semigroups with neutral DW-point are formed by elliptic automorphisms of the disk. So, bearing in mind Theorem 1.1 and [10, p. 108] , it is immediate that this type of semigroups always generates a semigroup of operators in A(D). Therefore, the problem we are dealing with is of real interest only for the other two types.
Semigroups (ϕ t ) with inner DW-point can be described perfectly by means of the theory of univalent functions: assuming that b ∈ D is the corresponding common fixed point, there is an unique univalent function h : D → C with h(0) = 0 and h 0 (0) = 1, verifying the geometric condition "there is c ∈ C with Re(c) > 0 such that, for each t > 0, e −ct Ω ⊂ Ω where Ω := h(D)" and such that
where h b = h • m b . As usual, m b is the elliptic automorphism of the disk associated to b, that is,
The set Ω = h(D) ⊂ C is called the associated planar domain of Φ.
It is worth mentioning that semigroups with neutral DW-point can be described as above but with Re c = 0. In this case, the corresponding planar domain Ω is λD for some λ ≥ 0.
A similar description can be given for semigroups (ϕ t ) with boundary DW-point: assuming that b ∈ ∂D is the corresponding common fixed point, there is an unique univalent function h : D → C with h(0) = 0 and h 0 (0) = 1, verifying the geometric condition "there is c ∈ C with Re(c) ≥ 0 such that, for each t > 0, Ω + ct ⊂ Ω where Ω := h(D)" and such that
Again, the set Ω = h(D) ⊂ C is called the associated planar domain of Φ.
For our next theorem, we need the topological ingredient of local connection. We recall that a topological space is said to be locally connected if every point of the space has a neighborhood basis formed by open and connected subsets. This concept admits some nice equivalences in the context of compact metric spaces (see [3, p. 48] ). Namely, a compact metric space (Y, d) is locally connected if for every ε > 0 there is δ > 0 such that whenever x and y are points in Y with d(x, y) < δ, there is a connected subset A of Y containing x and y and satisfying diamA < ε. The key which relates these topological and functional ideas is the continuity theorem of Carathéodory: An univalent function h of H(D) can be extended continuously to D if and only if the boundary of h(D) (in the Riemann sphere C ∞ ) is locally connected.
In the following result, ∂ ∞ Ω denotes the boundary of the set Ω in C ∞ . Theorem 1.2. Let Φ = (ϕ t ) be a semigroup of analytic functions and let Ω be the corresponding planar domain. The following assertions are equivalent.
2. ∂ ∞ Ω is locally connected. 3. Every ϕ t belongs to the disk algebra. Now, we can present the desired example. Consider a sequence (θ n ) n≥1 & 0, θ 0 = 0, and the bounded starlike (respect to zero) domain
whose boundary is not locally connected (see Figure 1) . Take the Riemann map h from D onto Ω with h(0) = 0 and h 0 (0) = 1 and define
Ω Figure 1 . Starlike domain whose boundary is not locally connected. Then, using Theorem 1.2, we see that (ϕ t ) is a semigroup of analytic functions which generates a semigroup of operators in every H p (D) (1 ≤ p < ∞) but not in A(D). Remark 1.1. It is well-known that ∂ ∞ Ω is locally connected if and only if there is a curve in C ∞ such that its range is exactly ∂ ∞ Ω (see [3] , [7] ). Remark 1.2. In general, it is not true that the statement (3) can be replaced by "There exists t > 0 such that ϕ t ∈ A(D)". For instance, if Ω is bounded (even with ∂ ∞ Ω non locally connected) and b = 0 is the corresponding DW-point of Φ, it is clear that we can always find t > 0 such that e −t Ω ⊂ Ω, so trivially, ϕ t ∈ A(D). Anyway, looking at the implication (2) ⇒ (3) in the proof of Theorem 1.2, it is easy to find examples of unbounded domains Ω whose boundary ∂ ∞ Ω is not locally connected and such that ϕ t / ∈ A(D) for all t > 0 and, of course, the semigroup (ϕ t ) generates a semigroup of operators in
If we combine our theorems with the continuity theorem of Carathéodory and with [7, Theorem 9 .11] (see also [8, pp. 22 -23]), we obtain the following. Corollary 1.3. Let (ϕ t ) be a semigroup of analytic functions with inner DW-point. Then the following are equivalent.
1. Every ϕ t ∈ A(D) and ϕ t → ϕ t 0 uniformly on D, for all t 0 ≥ 0. 2. For each T > 0, the family (C \ ϕ t (D)) t∈[0,T ] of subsets of C is uniformly locally connected. That is, for every ε > 0 there is δ > 0 such that whenever 0 ≤ t ≤ T and x and y are points in C \ ϕ t (D) with |x − y| < δ, there is a connected subset A of C \ ϕ t (D) containing x and y and satisfying diamA < ε.
Every
According to well-known results of Carathéodory the equivalences (1) ⇔ (2) and (3) ⇔ (4) separately looks foreseeable. What is more surprising is that the four assertions are equivalent. Of course, this global equivalence depends strongly on deep results of the theory of semigroups of operators in Banach spaces. Remarks about the proof of Theorem 1.2. To prove Theorem 1.2 we have to distinguish the three cases: neutral DW-point, inner DW-point, and boundary DW-point. Of course, after Theorem 1.1, the theorem is trivial for the neutral DW-case. As far as we know, it is not possible to obtain the proof of one of the other two cases as a consequence of the other (by means of some kind of reduction) due to the fact that they have essentially different multipliers from the dynamic point of view. So, we should present a proof for the inner DW-point and a proof for the boundary DW-point. However, we are going to present only the inner DW-case. The reason is that both proofs are basically the same, changing arguments with logarithmic spirals for arguments with half-lines. The level of similarity is so high that to write both proofs yields to duplicate arguments in a large number of pages.
So, for the sake of clarity, we present only a very detailed proof of the DW-inner case. Acknowledgments. The authors thank D. Vukotić for a number of fruitful discussions on the content of this paper. First of all, since ϕ t ∈ A(D) for all t ≥ 0, we know that each composition operator T t is continuous in the disk algebra. Now, bearing in mind the characterization of the strong continuity of a semigroup in terms of the weak operator topology (see, for example, [12, p. 233] ), it is enough to prove that, for every f ∈ A(D), it is satisfied that
where w denotes the weak topology of A(D).
So, let us fix a sequence of positive real numbers t n which goes to zero. We must show that given f ∈ A(D), the sequence ¡ f • ϕ tn ¢ converges to f in the weak topology of A(D). In order to prove this, let us recall that, in the space of continuous functions on the boundary of the unit disk, C(∂D), given a bounded sequence (g n ) and g ∈ C(∂D), we have that (g n ) converges to g in the weak topology of C(∂D) if and only if g n (z) → g(z) for all z ∈ ∂D (see, for example, [4, p. 66] ). Now, since the disk algebra is a closed subspace of C(∂D), we have the same characterization for the convergence of bounded sequences in the weak topology of A(D). In our case, we take the sequence g n = f • ϕ tn which is bounded since°°f • ϕ t n°°∞ ≤ kf k ∞ .
Hence we have to get that f • ϕ t n (z) → f (z) for all z ∈ ∂D and for all f ∈ A(D). By (4), this is true for the identity function f (z) = z. Now, if m ≥ 0, we have that
From this, it is clear to get that given an analytic polynomial p, we have that
for all z ∈ ∂D. Finally, when f is an arbitrary function of A(D), z ∈ ∂D, and ε > 0, we can find an analytic polynomial p such that kf − pk ∞ < ε/3. For this polynomial there is a natural number n 0 such that if n ≥ n 0 we have that¯p
3. Spirallike domains and prime ends.
Let h be an univalent function of the unit disk D onto a simply connected domain Ω ⊂ C. In what follows, we shall see Ω as a subset of the Riemann sphere C ∞ and use the spherical metric d # in C ∞ . Carathéodory introduced the concept of a prime end of Ω in order to describe the boundary behaviour of h in geometric terms. We are going to present some well-known facts and notations about prime ends in order the paper to be self-contained and more readable. The reader can see a detailed exposition and proofs of these facts in the books by Conway [3] , Milnor [6] , and Pommerenke [7] , [8] . Whenever Ω contains 0, a crosscut of Ω is a Jordan arc C in Ω such that the end points of C C∞ lie on ∂ ∞ Ω. In this case, Ω \ C has two connected components and the portion of the boundary of each of these components that lies in Ω is C. If a crosscut does not pass through 0, let out C denote the component of Ω \ C that contains 0 and let ins C denote the other component. From now on we will only consider crosscuts of Ω that do not pass through 0.
A zero-chain of Ω is a sequence of crosscuts of Ω, (C n ) , having the following properties:
If (C n ) and (C 0 n ) are two zero-chains in Ω we say that they are equivalent if for every n there is an m such that ins C m ⊂ ins C 0 n and, conversely, for every i there is a j with ins C 0 j ⊂ ins C i . It is easy to see that this concept of equivalence for zero-chains in Ω is indeed an equivalence relation. A prime end is an equivalence class of zero-chains. Let b Ω denote Ω together with the collection of prime ends. The Carathéodory topology T ( b Ω) in b Ω can be described as follows: a subset U of b Ω is open if U ∩ Ω is open in Ω and for every point p ∈ U \ Ω there exists a zero-chain (C n ) in p such that there is an integer n with ins C n ⊂ U ∩ Ω. It is not difficult to prove that given (w m ) a sequence in Ω and p = [(C n )] a prime end, we have that w m → p in T ( b Ω) if and only if for every n there is an m 0 such that if m ≥ m 0 it is satisfied that w m ∈ ins C n . Now we can state the prime end theorem: h always extends to an homeomorphism b h of
prime end in D and there is a unique z ∈ ∂D such that {z} =
there is z n ∈ D with z n → z and h(z n ) → w as n → ∞} . Whether it is possible to extend h to a continuous function from D into C ∞ has a completely topological answer. Namely, the continuity theorem says that h has a continuous extension to D if and only if ∂ ∞ Ω is locally connected. Moreover, an attentive reading of the proof of this theorem shows that ∂ ∞ Ω is locally connected if and only if for every prime end p in b Ω and every (C n ) ∈ p, we have that diam # (ins C n ) goes to zero. Notice that, in general, the extension given by the continuity theorem is not an homeomorphism (compare with the prime end theorem). In fact, Carathéodory theorem state that this extension is a homeomorphism if and only if ∂ ∞ Ω is a Jordan curve (in C ∞ ).
It is clear that
The following two useful lemmata about the boundary behaviour of the Riemann map of a domain whose boundary is locally connected are probably known. The second one is a slight generalization of [9, p. 162] .
Proof. Since ∂ ∞ Ω is a locally connected subset of C ∞ , we can assume that h has a continuous extension (which we still denote by h) from D into Ω C∞ and h (∂D) = ∂ ∞ Ω. Take z ∈ ∂D such that h (z) = w and (w n ) in Ω such that w n → w. We are going to prove that the sequence 
Proof. As in Lemma 3.1, we can view h as a continuous function from D onto Ω C∞ .
Consider the ω-limit
Since h is continuous in D, we have that ω ¡ h −1 (γ) ¢ is a compact, connected, and nonempty subset of ∂D. Therefore, ω ¡ h −1 (γ) ¢ is a single point or contains a subarc of ∂D of positive length.
Given
Since h can not be a. e. constant on any subarc of ∂D of positive length [9, p. 162], we have that
We have presented the prime end theory which is the main ingredient in the proof of Theorem 1.2. The other ingredient is a carefully study of spirallike domains. To simplify the rest of the paper we introduce some notation. As usual, we make no distinction between a curve and its trace. Given c ∈ C with Re c > 0 and w ∈ C, w 6 = 0, we define the spiral spir c [w] = {e −cs w : s ∈ R} ∪ {0} ∪ {∞} ; given real numbers s < t, we define the spiral segment spir c [e −s w, e −t w] as the subarc of spir c [w] that goes from e −s w to e −t w; finally, spir c [w, 0] = {e −cs w : s ≥ 0} ∪ {0}, spir c (w, 0] = {e −cs w : s > 0} ∪ {0}, and spir c [∞, w] = {e −cs w : s ≤ 0} ∪ {∞}.
Let us recall that given c ∈ C with Re c > 0, we say that Ω is c-spirallike (with respect to zero) if 0 ∈ Ω and e −ct Ω ⊂ Ω for all t ≥ 0, that is, the spiral spir c [w, 0] is included in Ω for all w ∈ Ω. When c is a real number we have the so-called starlike domains.
In the rest of this section we show some properties of the boundary of a spirallike domain. The following easy-to-prove properties of spirallike domains will be used repeatedly in the paper:
1. If e −sc w, e −tc w ∈ ∂ ∞ Ω with s < t, then spir c [e −s w,
where spir c (u, 0] ⊂ Ω, spir c [e cs u, u] ⊂ ∂ ∞ Ω, and s ∈ [0, +∞]. Our next result gives information about the impression of a prime end in spirallike domains.
Lemma 3.3. Let p be a prime end of a c-spirallike domain Ω. Then, the corresponding impression I(p) ⊂ ∂ ∞ Ω must be of one of the following types:
3. There is λ ∈ ∂D and η ∈ R such that
Proof. Suppose that diam # (I(p)) > 0. Our first step is to show that there is λ ∈ C such that
Take a zero-chain (C m ) ∈ p. For every m ∈ N, define
Looking at the definition, it is plain that A m+1 ⊂ A m , for m ≥ 1. We can assume that {C m : m ∈ N} is a bounded subset of C. Otherwise, there is a strictly increasing subsequence of natural numbers (m j ) such that we can find w j ∈ C m j with |w j | ≥ j. Since lim m diam # (C m ) = 0, we see that lim j inf{|w| : w ∈ C m j } = +∞. This implies that lim j inf{|z| : z ∈ ins (C m j )} = +∞ and, therefore,
This fact is in contradiction with the positivity of the spherical diameter of I(p).
Since for bounded subsets in C, the spherical metric is equivalent to the euclidean metric, we deduce that lim m diam (C m ) = 0. Now, given w ∈ ins C m and, since spir c [w, 0] is a connected subset of Ω which goes from ins C m into out C m , we have that there is some non-zero e
Hence
From this, and using that inf{|w| :
So, we have built a decreasing sequence (A m ) of compact subsets of ∂D with diameters tending to zero. Necessarily, there is λ ∈ ∂D such that {λ} = T m A m and, therefore,
Since the impression I(p) is a continuum with positive diameter, we have that there are
Lemma 3.4. Suppose h is an univalent function from D onto a c-spirallike domain Ω with h(0) = 0 and ∂ ∞ Ω locally connected. If w ∈ ∂ ∞ Ω T C is such that h −1 (w) has more than one point, then there is a positive number s such that spir c [w, e −s w] ⊂ ∂ ∞ Ω.
Proof. On the contrary, suppose that the conclusion of the lemma fails, that is, spir c (w, 0] ⊂ Ω. Therefore, we can consider the curve contained in Ω
By Lemma 3.2, there is z ∈ ∂D such that lim s→1 − h −1 (σ 1 (s)) = z and, by the continuity of h, h(z) = w. By hypothesis, we can take e z 6 = z, a point of ∂D, such that h(e z) = w. Consider the curve contained in Ω
By the continuity of h, we see that lim s→1 − σ 2 (s) = w. Now, our goal is to build a curve γ in Ω oscillating between points of the curves σ 1 and σ 2 and formed as the sum of a countable number of curves.
Fix an arbitrary strictly increasing sequence (r n ) ⊂ (0, 1) with limit 1. Using again spir c (w, 0] ⊂ Ω, for each n ∈ N, we define the moved arcs
c log rn h(se z) and the curves
, e c log r n+2 h(r n+2 e z)].
Our previous arguments show that γ n is a curve in Ω which goes from h(r n e z) to h(r n+2 e z). Finally, we define γ = P n γ 2n−1 . Since γ satisfies the hypothesis of Lemma 3.2, we know that lim s→1 − h −1 (γ(s)) exists. But, this is absurd because h −1 (γ) has, at least, two different points of accumulation: z and e z.
Lemma 3.5. Suppose h is an univalent function from D onto a c-spirallike domain Ω with h(0) = 0 and
Since ∂ ∞ Ω is locally connected, we know that h can be extended continuously (that we still denote by h) to D onto Ω C∞ and
. According to Lemma 3.4, we know that u has a unique pre-image in ∂D by h that we denote by a. Of course, a ∈ Γ. Assume that, for every b ∈ Γ with a 6 = b, we can prove that there is a connected subset
That is, we have written Γ as the union of a family of connected sets with non-empty intersection. Necessarily, Γ is connected.
So, fix an arbitrary b ∈ Γ with a 6 = b. Recalling that u has unique pre-image, we see
we can take r 0 ∈ (0, 1) such that |h(rb)| > |u|, for every r ∈ (r 0 , 1). Now, consider an arbitrary strictly increasing sequence (r n ) with limit 1, where r n ∈ (r 0 , 1) for all n. Since Ω is c-spirallike, this implies that
where s(r) has been chosen to verify |e −s(r)c h(rb)| = |u|. In fact, some easy computations show that
It is clear that S n is arc-connected, so it is connected and h −1 (S n ) is a connected subset of D. Moreover, (S n ) is a nested sequence of subsets of Ω, thus ³ h −1 (S n )´is also a nested sequence of compact and connected subsets of D. Therefore,
So, the theorem it will be proved if we show that a, b ∈ S. On the one hand, for each n ∈ N, we have that h(rb) ∈ S n , for r ∈ (r n , 1). Therefore, {rb : r ∈ (r n , 1)
Since n was arbitrary, we obtain that b ∈ S.
On the other hand, fix again n ∈ N and consider the curve in D defined as
Since e −s(r)c h(rb) −→ r→1 − u and Lemma 3.2, we deduce that there exists
h(a) = u and u has unique pre-image, we yield to α = a.
Lemma 3.6. Suppose h is an univalent function from D onto a c-spirallike domain Ω with h(0) = 0 and ∂ ∞ Ω locally connected (thus, h can be extended continuously to D).
Assume that there exists w ∈ C with spir c (w, 0] ⊂ Ω and spir c [e pc w, w] ⊂ ∂ ∞ Ω, for some p > 0. Then, for every q ∈ (0, p), there is ε > 0, such that, for every crosscut C in D satisfying
where {h(a), h(b)} = {e βc w, e αc w}.
Proof. Fix q ∈ (0, p) and the spiral spir c [w] . Since e qc / ∈ spir c [w, 0] and this spiral is a compact subset of C, we can define ε = 
Bearing in mind that h(ins C) = h ¡ ins C ¢ , we know that
Therefore, the lemma will be proved if we show that h(J) = spir c [e βc w, e αc w].
Suppose that α 0 < α and take δ ∈ J with h(δ) = exp(rc)w, where r ∈ (α 0 , α). It is worth
. That is, c is an end point of the crosscut h(C). But this is a contradiction with h(a), h(b) ∈ spir c [∞, h(δ)). Therefore, α = α 0 .
To get that β = β 0 we follow a similar argument, but there are some significant differences. We detail the proof for the sake of completeness. Suppose that β < β 0 and take η ∈ J with h(η) = exp(rc)w, where r ∈ (β, β 0 ). Since h(η) ∈ ∂ ∞ (ins h(C)) we can find a sequence (w n ) ⊂ ins h(C) such that w n → h(η). Of course, we may assume that w n / ∈ spir c [w]. Consider the spiral spir c [∞, w n ]. On the one hand, if spir c (∞, w n ] ⊂ Ω, bearing in mind that diam(spir c (∞, w n ]) = ∞, w n ∈ ins h(C) and that diam(insh(C)) < ∞, we obtain that spir c (∞, w n ] ∩ h(C) 6 = ∅. On the other hand, suppose that there is s > 0, with e sc w n ∈ ∂ ∞ Ω and such that spir c (e sc w n , w n ] ⊂ Ω. If spir c (e sc w n , w n ] ⊂ ins h(C), we have that
∈ h(C) and d is an end point of the crosscut h(C). But this is a contradiction with h(a), h(b) ∈ spir c (h(η), 0]. Therefore, β = β 0 .
Proof of Theorem 1.2
Proof. (of Theorem 1.2) Without lose of generality, we assume that the DW-point of Φ is b = 0.
It is clear that (1) implies (3).
(2)⇒(1). According to Theorem 1.1, we have to show that ϕ t ∈ A(D), for all t ≥ 0, and ϕ t (z) → z as t tends to 0 + , for all z ∈ ∂D. Since ∂ ∞ Ω is a locally connected subset of C ∞ , we can assume that h has a continuous extension (which we still denote by h) from D onto Ω C∞ . Therefore, the impression of the prime end b h(z) is exactly h(z). We recall that b h is the associated function to h in the prime end theorem. For clarity, we have divided the proof in several steps and cases.
STEP I. We want to show that ϕ t ∈ A(D), for all t ≥ 0. So, fix t > 0. It is well-known that ϕ t ∈ A(D) if and only if ϕ t admits a continuous extension from D S {z} into D, for all z ∈ ∂D. So, we also fix z ∈ ∂D. We distinguish three cases:
Case I: h(z) = ∞. In this case, we are going to see that
In particular, z is a boundary fixed point for ϕ t . Take a sequence z n → z, with z n ∈ D. Take also a zero-chain (C m ) in D converging to z such that (h (C m )) is a zero-chain in Ω with the end points of each crosscut
is a compact subset of C and this allows us to define the following two real numbers: 
Recalling that ∂ ∞ Ω is a locally connected subset of C ∞ , we get a contradiction because
Therefore, for each m ∈ N, we can find k m > m such that e −t Re c γ km > β m . We are going to check that e −tc ins h(C k m ) ⊂ ins h(C m ). Take w ∈ ins h(C k m ). Since Ω is c-spirallike, the definition of the numbers γ m implies that |w| ≥ γ k m .
Moreover, by the choice of k m , the spiral spir c £ w, e −tc w ¤ does not cut the crosscut h(C m ). Otherwise, there exists e −sc w ∈ h(C m ) with 0 ≤ s ≤ t. Then
What is more, the spiral spir c £ w, e −tc w ¤ is a connected subset contained in Ω and w ∈ ins h(C m ) (k m > m), thus spir c £ w, e −tc w ¤ ⊂ ins h(C m ). In particular, e −tc w ∈ ins h(C m ). That is, e −tc ins h(C km ) ⊂ ins h(C m ).
Let us fix a natural number m ∈ N. Since (z n ) is convergent to z, we can obtain n 0 ∈ N such that if n ≥ n 0 , we have z n ∈ ins C k m . Then
So ϕ t (z n ) ∈ ins C m . Since (C m ) is a zero-chain in D converging to z, we deduce finally that lim n ϕ t (z n ) = z.
Case II: h(z) 6 = ∞ and e −tc h(z) ∈ Ω has exactly one pre-image in D by h. There are two possibilities: e −tc h(z) ∈ Ω or e −tc h(z) ∈ ∂Ω. In the first case, the result follows easily from the continuity of h : D → Ω C ∞ and h −1 : Ω → D.
In the second case, e −tc h(z) ∈ ∂Ω, by Lemma 3.1, h −1 has a continuous extension from
Again, the continuity of h and the continuity of the extension of h −1 prove that ϕ t has a continuous extension from D S {z} into D. (It is worth mentioning that, in general, h −1 has no continuous extension to the whole Ω.)
Case III: h(z) 6 = ∞ and e −tc h(z) ∈ Ω has more than one pre-image in D by h. In this case, bearing in mind the univalence of h and h(∂D) = ∂ ∞ Ω, we know that e −tc h(z) ∈ ∂Ω and all their pre-images belong to ∂D. In order to prove that ϕ t admits a continuous extension to D ∪ {z} , it is enough to show that, for every sequence (z n ) ⊂ D convergent to z, the limit lim n ϕ t (z n ) exists.
In addition, given (z n ) ⊂ D a convergent sequence to z, and using the continuity of h, it is clear that e −tc h(z n ) n −→ e −tc h(z). The point is that, now, we can not compose with h −1 because h −1 is well defined only in Ω. But, assume that we can find a prime end p in Ω such that e −tc h(z n )
In other words, the sequence (ϕ t (z n )) is convergent and that is what we want to obtain. Therefore, to finish the STEP I, we just have to prove the following result: For every sequence (z n ) ⊂ D convergent to z, there is a prime end p in Ω such that e −tc h(z n ) n −→ p in the Carathéodory topology T ( b Ω). So, fix (z n ) ⊂ D a convergent sequence to z and take a zero-chain (C m ) in D converging to z such that (h (C m )) is a zero-chain in Ω with the end points of each crosscut h (C m ) different from h(z) and from ∞. Let us denote by {a m , b m } the end points of the crosscut C m . Obviously, since h is continuous, {h(a m ), h(b m )} is the set of the end points of the crosscut h (C m ) . It is worth mentioning that, we can assume that {h(C m ) : m ∈ N} is a bounded subset of C. Otherwise, there is a strictly increasing subsequence of natural numbers (m j ) such that we can find w j ∈ C m j with |w j | ≥ j. Since lim m diam # (C m ) = 0, we see that lim j inf{|w| : w ∈ C m j } = +∞. This implies that lim j inf{|z| : z ∈ ins C m j } = +∞ and, therefore, {h(z)} = I(p) = T j ins (h(C m j )) C∞ = {∞}. But, by hypothesis,
Since Ω is c-spirallike, the spiral spir c [w n , 0] is a connected subset of Ω which goes from ins (h (C m )) into out (h (C m )). Thus it must cut h (C m ) in some point f w n = e −rnc w n , where r n > 0. The sequence (r n ) is bounded. Otherwise, a subsequence could be found such that r n k → +∞, so g w n k → 0, hence 0 ∈ h (C m ) and this is absurd. Moreover, inf n r n > 0. Otherwise, a subsequence could be found such that r n k → 0, so g w n k → h(z), hence h(z) ∈ h (C m ). This is also absurd, since h(z) ∈ ∂Ω and the end points of h (C m ) are different from h(z). Combining these two properties of the sequence (r n ), we can extract a convergent subsequence to some s m ∈ (0, +∞). Therefore, e −smc h(z) ∈ h(C m ). That is, we have proved the following:
This result can be refined in the following sense: there must exists m 0 such that, if m ≥ m 0 , e −s m c h(z) is an end point of h(C m ). Suppose, on the contrary, that there is a strictly increasing sequence of natural numbers (m j ) such that w j := exp(−s m j c)h(z) ∈ h(C m j ), for j ∈ N. Bearing in mind that ∂ ∞ Ω is a locally connected subset of C ∞ and
Therefore, lim j s m j = 0. Since e −tc h(z) ∈ ∂Ω, h(z) ∈ ∂Ω and Ω is c-spirallike, we have that spir c £ h(z), e −tc h(z) ¤ ⊂ ∂Ω. Necessarily, exp(−s m j c)h(z) ∈ ∂Ω, for j ≥ j 0 (j 0 ∈ N). But, this is in contradiction with exp(−s m j c)h(z) ∈ h(C m j ) ⊂ Ω, for all j ∈ N.
In other words, we have proved that, for m ≥ m 0 , at least one of the end points of h(C m ) belongs to spir c [h(z), 0]. After this and, up to permutations of the letters "a" and "b", we can divide the proof of this implication in the following two sub-cases:
Sub-case III.1: There exists a strictly increasing subsequence of natural numbers
Sub-case III.2: There exists a strictly increasing subsequence of natural numbers
, for all j ∈ N. Let us recall that we are looking for a prime end p in Ω such that e −tc h(z n ) → p in the Carathéodory topology of b Ω. The construction of such a prime end depends on the sub-case we are.
Sub-case III.1: Bearing in mind that the end points of h(C m ) were elected different from h(z) and ∞, we establish the following notation:
, where α j > 0 and β j ∈ R \ {0}.
Since (C m ) is a zero-chain convergent to z, we have that lim j a m j = lim j b m j = z and lim j h(a m j ) = lim j h(b m j ) = h(z). So, we also deduce that lim j α j = lim j β j = 0.
At this point, we are going to see that we can apply Lemma 3.6 to the crosscuts C m j , whenever j is large enough. Since
where spir c (u, 0] ⊂ Ω, r > 0 and h(z) = e cs u with r ≥ s > 0. In order to apply Lemma 3.6 the corresponding spiral is spir c [u] = spir c [h(z)] and the numbers are p = r and
. Since (C m j ) and (h(C m j )) are zerochains, we know that the conditions (1) and (2) of Lemma 3.6 hold for every j ∈ N. Moreover, we showed that lim j h(a m j ) = lim j h(b m j ) = h(z), so the condition (3) of Lemma 3.6 is satisfied for j large enough. Since ∂ ∞ Ω is locally connected, (h(C m j )) is a zero-chain in Ω, and h(z) 6 = ∞, we also have condition (5) of Lemma 3.6, for j large enough. So, it remains to check the condition (4). If h(∂D) ⊂ spir c [h(z)], there is nothing to check. So, suppose that there is ξ ∈ ∂D such that h(ξ) / ∈ spir c [h(z)]. Then, if we impose
we obtain that ξ / ∈ ∂ins C m j . Now, using Lemma 3.5, we obtain that
∂D is also a connected subset of ∂D, there are only two possibilities: ∂ins C m j ∩ ∂D ⊂ Γ or ∂D \ Γ ⊂ ∂ins C m j ∩ ∂D. Since, we know that the second option is false we deduce that h(∂ins C m j ∩ ∂D) ⊂ spir c [h(z)]. Recalling that (C m ) is a zero-chain in D, we can assure the statement ( * ) for j large enough and, therefore, the condition (4) of Lemma 3.6 is also verified for j large enough.
Hence, there is j 0 ∈ N, such that for each j ≥ j 0 we can apply Lemma 3.6 to the crosscut h(C m j ). Namely, for each j
and if
Let us see that, indeed, β j < 0, whenever j ≥ j 0 (in particular, we always have α j > β j ). If this is not true, there is j ≥ j 0 with β j > 0. Then
: "s belongs to the closed interval with extrems β j and α j "}.
So, there is s > 0 such that h(z) = exp(−sc)h(z) (a contradiction). That is, we have shown that if j ≥ j 0 , then β j < 0 < α j and
Since e −tc h(z) ∈ ∂Ω and it has more than one pre-image, by Lemma 3.4, there is ε > 0 such that
Therefore, we can find
This result allows us to see that e −tc h(C m j ) is a crosscut in Ω, for j ≥ j 1 . We claim that
and, from this, it is immediate to obtain that (e −tc h(C m j )) j≥j 1 , is indeed a zero-chain in Ω. Let us denote by p the prime end associated to (e −tc h(C m j )) j≥j 1 . Using ( * * ), it is easy to see that e −tc h(z n ) → p in T ( b Ω). Proof of the claim. To simplify the notation, we denote C := C m j , a := a m j , b := b m j , α := α m j , and β := β m j . Moreover, we know that
β < 0 < α, e −(α+t)c h(z) ∈ ∂Ω and ins h(C) is a bounded subset of C. Denoting S := spir c [e −βc h(z), e −αc h(z)] ⊂ ∂Ω and recalling h(C) ⊂ Ω, we see that we can consider the Jordan curves γ := h(C) + S and e −tc γ. In what follows, ins C γ will denote the inside of γ in the sense of Jordan curve theory and out C γ will denote the corresponding outside. A similar notation is self-explanatory for e −tc γ. Taking in account [6, Chapter 17] , [3, Chapter 14], we can assume that γ (and, trivially e −tc γ) is indeed a rectificable Jordan curve. Now, since we have that ins h(C) is a connected open bounded subset of C whose boundary is γ, it follows that ins h(C) = ins C γ. Clearly e −tc ins C γ = ins C (e −tc γ) so, ins C (e −tc γ) = e −tc ins h(C). Since Ω is c-spirallike, we get ins C (e −tc γ) ⊂ Ω. We point out that ins C (e −tc γ) = e −tc ins h(C) also implies that 0 ∈ out C (e −tc γ).
Then we have that ins C (e −tc γ) is an open connected subset of Ω with ins C (e −tc γ) ∩ e −tc h(C) = ∅. This means that ins C (e −tc γ) is completely included in ins(e −tc h(C)) or completely included in out (e −tc h(C)). Suppose that the former holds. Since out(e −tc h(C)) is arc-connected, ins C (e −tc γ) is non-empty, and 0 ∈ out (e −tc h(C)) ∩ out C (e −tc γ), we can obtain a curve Γ joining a point of out C (e −tc γ) with a point of ins C (e −tc γ) contained in Ω and with no cuttings with e −tc h(C). Since e −tc S ⊂ ∂Ω, we deduce that Γ ∩ γ = ∅ and this is in contradiction with the theorem of the Jordan curve. Hence, e −tc ins h(C) = ins C (e −tc γ) ⊂ ins(e −tc h(C)).
Besides, we know that ins(e −tc h(C)) is an open connected subset of Ω. Obviously, ins(e −tc h(C)) ∩ e −tc γ = ∅. Therefore, ins(e −tc h(C)) is completely included in ins C (e −tc γ) or completely included in out C (e −tc γ). As before, suppose that the former holds. In the above paragraph, we proved that e −tc ins h(C) ⊂ ins(e −tc h(C)) and, of course, ins h(C) is non-empty. Then, take u ∈ ins h(C). In our hypothesis, we have that e −tc u ∈ out C (e −tc γ). Now, we make some arguments in the context of index theory for closed rectificable curves (see [2, Chapter IV]).
On the one hand, since e −tc u ∈ out C (e −tc γ), we deduce [2, p. 82] that Ind(e −tc γ, e −tc u) = 0. On the other hand, some easy computations show that Ind(e −tc γ, e −tc u) = Ind(γ, u). But, by the Argument Principle, we deduce that Ind(γ, u) = ±1. Thus, we have a contradiction and, therefore, ins(e −tc h(C)) ⊂ ins C (e −tc γ).
To sum up, by double contention, we have shown that ins(e −tc h(C)) = e −tc ins h(C). Sub-cases III.2: Now we suppose that there is a strictly increasing subsequence of natural numbers
To simplify the notation, we are going to rename the zero-chains and their end points. So, what we have is a zero-chain (D m ) in D that converges to z with end points
Of course, we have that h (a m ) 6 = h(z). Let J m be the arc of ∂D that joins b m with z and is included in the boundary of ins D m . Without lose of generality, we may assume that b k ∈ J m for all m and for all k > m.
Without lose of generality, we assume, in what follows, that h(z) ∈ spir c [1] . At this point, we introduce spiral coordinates in the complex plane in order to get an appropriate notation to define a family of curves. Notice that
Given ξ 1 = e iθ 1 and ξ 2 = e iθ 2 , with θ 1 6 = θ 2 and −π ≤ θ 1 , θ 2 < π, we define the spiral sector generated by ξ 1 and ξ 2 as n e −cs e iθ : θ is in the interval of extremes θ 1 and θ 2 , s ∈ R o ∪ {0}
and its axis as the spiral spir c
2´¸. Now, given two points a = e −cs 1 ξ 1 , b = e −cs 2 ξ 2 ∈ C, with s 1 , s 2 ∈ R, we introduce the arc from a to b as Γ (a, b) = Γ 1 + Γ 2 + Γ 3 , where
θ is in the interval of extremes θ 1 and
: s is in the interval of extremes s 1 and s 2 o ,
θ is in the interval of extremes θ 2 and
It is immediate to get that Γ (a, b) is included in the spiral sector generated by ξ 1 and ξ 2 . Moreover, we have that
In particular, whenever a = e −cs 1 , we have that
We fix δ ∈ ³ 0,
¢ for all m. Before beginning the construction of the prime end we are looking for, we claim some additional properties of these zero-chains. Namely:
There is a subsequence of (D m ) (we keep the notation) such that
for all n > m. 
for all j and for all m. Our next step is the construction of a subsequence (D k m ) satisfying the following seven properties:
We may assume that λ n → λ ≥ 0. Bearing in mind that
On the other hand, h(d n ) → h(z). So e c(λ+
for all n ≥ j(f ).
Let us prove that we can choose
satisfies condition g) for every j ≥ j(g). Otherwise, there are an increasing sequence (p n ), with p n ≥ k m , and points
Bearing in mind that
we have that
On the other hand, since
A contradiction. Now, we take as k m+1 any natural number bigger than j(a), j(b), j(c), j(d), j(e), j(f ), and j(g). This ends the inductive procedure.
Once we have (D km ) satisfying a), b), c), d), e), f), and g) we consider the curves:
Let us see that E m ⊂ Ω. This is obvious for e −ct h (D k m ) . Take
Using Claim ) h (z) and, in particular, it is a crosscut. Now we will obtain that the sequence (E m ) forms a zero-chain. First, we see that two different crosscuts are disjoint. Let us fix n > m. It is clear that the end points of E m and
By Claims 2 and 3, we have that spir c h e
By property b),
Moreover, by property c), we have that
Finally, we have to check that
Take the set
Notice that e
So, by property c), we have that
Therefore,
and spir c h e
Summing up, we have that E m ∩ E n = ∅ for all n > m. An easy calculation shows that the diameters of the crosscuts go to cero. Namely,
where in the second inequality we use property f). In order to get that ins E m+1 ⊂ ins E m , by general theory of zero-chains, we just have to prove that E m+1 ⊂ ins E m . Moreover, bearing in mind that E m+1 does not cut E m , we just have to check that there is a point of E m+1 that belongs to ins E m . Now we take a point
) h (z)´is a single point η. In order to check that ξ ∈ ins E m , it is enough to show that spir c [∞, η] ∩ out E m 6 = ∅. By Claim 3, we can take
such that e cε w / ∈ E m−1 for all positive ε. Let γ be the sub-arc of
s in Ω and, by Claim 2 and the fact that E m ∩ E m−1 = ∅, it does not cut the crosscut E m . Therefore we have that w ∈ out E m and so ξ ∈ ins E m . So far, we have shown that (E m ) is a zero-chain in Ω. Now, we finish pointing out that
. This fact is easy to get if we use 
. So, by Lemma 3.5 and bearing in mind that
for all k. Proof of the Claim 2. "There is a subsequence of (D m ) (keeping the notation) such that
for all n > m." It is enough to prove that given m ∈ N, there is n 0 , such that for all n ≥ n 0 we have that
Then there is ξ n ∈ J p n and λ n ∈ R such that h(b m ) = e λnc h (ξ n ) . Since the sequence (h (ξ n )) converges to h(z) / ∈ {0, ∞}, we may assume that λ n → λ ∈ R. Hence, h(b m ) = e λc h (z) ∈ spir c [h(z)]. This fact contradicts Claim 1.
In a similar way it can be proved that h(b m ) / ∈ ∪ ξ∈D n spir c [h(ξ)] for all n > m. STEP II. Once we know that each ϕ t ∈ A(D), we are going to show that ϕ t (z) → z as t tends to 0, for all z ∈ ∂D. Again, we fix z ∈ ∂D and distinguish three cases:
Case I: h(z) = ∞. This case is obvious since, in STEP I, we proved that ϕ t (z) = z, for all t ≥ 0.
Case II: h(z) ∈ C and has exactly one pre-image in ∂D. Take a sequence t n → 0, with t n > 0. Since ϕ tn ∈ A(D), we can find r n ∈ (1 − 1/n, 1) such that¯ϕ tn (r n z) − ϕ tn (z)¯≤ 1/n. Using Lemma 3.1, we have that h −1 has a continuous extension from Ω S {h(z)} into D. Therefore, ϕ t n (r n z) = h Case III: h(z) ∈ C and has more than one pre-image in ∂D. We take a zero-chain (C m ) in D converging to z such that (h (C m )) is a zero-chain in Ω with the end points of each crosscut h (C m ) different from the point h(z). For each m ∈ N, we define δ m := dist (h (z) , h (C m )) which is a positive number by the election of h (C m ) .
Moreover, by the continuity of h in D, we have that δ m m→+∞ −→ 0. In addition, recalling that the zero-chain (C m ) converges to z and by the continuity of h in D, we take for each m, a number s m ∈ (0, 1) such that |h(rz) − h(z)| < δ m 2 and h(rz) ∈ ins h(C m ), for all r ∈ (s m , 1).
We also take for each m, a number ρ m > 0 such that Take two arbitrary sequences t n → 0, with t n > 0 and r n → 1, with r n ∈ (0, 1). Fix m ∈ N and let s m and ρ m be as above. Obviously, we can find n 0 such that for n ≥ n 0 , r n ∈ (s m , 1) and t n ∈ (0, ρ m ). Then ϕ tn (r n z) ∈ h Since (C m ) is a zero-chain converging to z, we have obtained that ϕ tn (r n z) → z as n tends to infinite. Since ϕ tn ∈ A(D), we conclude that lim n ϕ tn (z) = z, following a similar argument to the one given in Case II.
(2)⇒(3). We have to prove that if ∂ ∞ Ω is not locally connected, then there is t > 0 such that ϕ t / ∈ A(D) or, equivalently, such that ϕ t has no continuous extension to D ∪ {z} , for some z ∈ ∂D.
If ∂ ∞ Ω is not locally connected, the continuity theorem tell us that h does not admit a continuous extension from D into Ω C∞ . So, there exists z ∈ ∂D such that h does not admit a continuous extension from D ∪ {z} into Ω C ∞ . Therefore, the impression of the prime end b h(z) can not be singleton. If I ³ b h(z)´is not singleton, necessarily diam # I ³ b h(z)´> 0 and, by Lemma 3.3, we have that there are λ ∈ ∂D and η 1 < η 2 (η 1 , η 2 ∈ R) such that I ³ b h(z)´= {λe −sc : s ∈ [η 1 , η 2 ]} or there are λ ∈ ∂D and η 2 ∈ R such that I ³ b h(z)´= {λe −sc : s ≤ η 2 } S {∞} . We take a zero-chain (C m ) in D converging to z such that (h (C m )) is a zero-chain in Ω. Therefore, (h (C m )) ∈ b h(z). Intuitively, λe −η 2 c must be a limit of end points of the crosscuts h(C m ). More precisely, let us show that:
(R) If w m ∈ h(C m ) (m ∈ N), then lim m w m always exists and it is equal to λe −η 2 c .
Take w m = h(ξ m ) with ξ m ∈ C m . Clearly ξ m → z. In order to prove (R), it is enough to check that (w m ) has a subsequence converging to λe −η 2 c . We may assume that {h(C m ) : m ∈ N} is a bounded subset of C (see the proof of Lemma 3.3), so we have a subsequence (that we still denote (ξ m )) such that lim m h(ξ m ) ∈ I ³ b h(z)´\ {∞}. Hence, lim m w m =
