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Abstract The process of information fusion needs to deal with a large number
of uncertain information with multi-source, heterogeneity, inaccuracy, unreli-
ability, and incompleteness. In practical engineering applications, Dempster-
Shafer evidence theory is widely used in multi-source information fusion ow-
ing to its effectiveness in data fusion. Information sources have an impor-
tant impact on multi-source information fusion in an environment of complex,
unstable, uncertain, and incomplete characteristics. To address multi-source
information fusion problem, this paper considers the situation of uncertain in-
formation modeling from the closed world to the open world assumption and
studies the generation of basic probability assignment (BPA) with incomplete
information. In this paper, a new method is proposed to generate generalized
basic probability assignment (GBPA) based on the triangular fuzzy number
model under the open world assumption. The proposed method can not only
be used in different complex environments simply and flexibly, but also have
less information loss in information processing. Finally, a series of comprehen-
sive experiments basing on the UCI data sets are used to verify the rationality
and superiority of the proposed method.
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1 Introduction
With the development of artificial intelligence, the multi-source information
fusion technology that can fuse the collected information to improve the se-
curity and stability of the system, is widely used in the real world [1, 2], such
as decision-making [3, 4], fault diagnosis [5, 6], risk and reliability analysis
[7, 8, 9, 10, 11], pattern recognition [12, 13], etc. However, in complex envi-
ronments, the data received by sensors based on physical hardware technology
is often inaccurate and uncertain. If the data are directly fused, the results
may be incorrect or counter-intuitive. The reason for such a result is often the
interference information generated by the complex environment or the mal-
functioning sensor recognition function. Therefore, how to effectively solve the
fusion of uncertain information in complex environments is still an open issue.
To address this issue, many mathematical theories are proposed by scholars,
like fuzzy set theory [14], belief function theory [15], grey theory [11], proba-
bility theory [16, 17], etc. There are also some methods basing on Z-numbers
[18, 19], D-numbers [20, 21, 22, 23] and so on [24].
As a generalization of Bayesian theory [25, 26], Dempster-Shafer evidence
theory was first proposed by Dempster in 1967 [27] and developed by Shafer
in 1976 [28]. As Dempster-Shafer evidence theory can flexibly handle informa-
tion with incompleteness and uncertainty [29, 30], it is widely used in practical
application systems [31], such as classification [32], clustering [33, 34, 35], reli-
ability analysis [36], correlation analysis [37], multi-attribute decision analysis
[38, 39], fault diagnosis [29, 40, 41, 42] and so on [43]. Nevertheless, Dempster-
Shafer evidence theory has many limitations that need to be improved. Firstly,
the key step is how to automatically generate basic probability assignment
(BPA), which is the prerequisites for the application of Dempster-Shafer evi-
dence theory and the use of Dempster’s combination rule. However, the method
for BPA generation is still a difficult and open issue. The quality of generated
BPA will directly affect subsequent practical applications. If the method of
generating BPA is unreasonable, causing failure to generate an effective BPA,
the fusion result is likely to be counter-intuitive. Secondly, Yager et al. [44]
believed the normalization of the combination rule is the main reason for the
unreasonable fusion results, so modification of Dempster’s combination rule is
suggested. Smets and Kennes [45] pointed out that modifying the combination
rule usually breaks good properties, like commutativity and associativity. And
they proposed that it is unreasonable to modify the combination rule if the
result is caused by a sensor failure. Therefore, the concepts of the open world
and the closed world are introduced in the Transferable Belief Model (TBM)
[45]. Dubois and Prade [46] suggest assigning the conflicting evidence to the
union of focal elements. Sun et al. [47] proposed that even if there is a conflict
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between evidences, the evidences are also partly available. Therefore, by cal-
culating the average of the conflict between every two pieces of evidences, they
defined the valid coefficients of evidences, and then allocated total evidential
conflict to propositions according to a certain proportion. Li et al. [48] pointed
out that Sun et al.’s method [47] has a clear physical meaning and subjective
factors of the formulas, but they are not obvious. Some models are presented to
allocate evidential conflict in accordance with the weighted averaging support
of each proposition [49, 50]. The belief entropy also attracts many attentions
[51, 52, 53, 54]. Other solutions for this problem can be found in [32, 55, 56].
In this paper, we will focus on the process of using multi-source information
to generate BPAs in the open world, which is the base of data fusion in the
evidence theory.
Many BPA generation methods based on the complete frame of discern-
ment have been proposed by researchers. For example, Xu et al. [57] generated
BPA of a nested structure by probability density function. Denoeux [58] used
the training samples to generate BPA. The similarity between the training
samples and its neighboring samples is calculated, then the similarity was
combined with the actual subjection degree information to make a final judge-
ment. With the upgrading of detection instruments and other equipment, the
ability to obtain information has improved, which may lead to the existence
of some unknown classes of the elements out of the frame of discernment.
Hence, in reality, most of the frames of discernment may be in the open world.
In the open world, also named the incomplete frame of discernment, Deng
[59] defined a novel concept called generalized basic probability assignment
(GBPA) to model uncertain information, and provide a generalized combina-
tion rule (GCR) for the combination of GBPAs. Zhang et al. [60] proposed a
method using triangular fuzzy numbers to determine BPA in the open world,
which can generate reasonable GBPA based on the prior sample data and de-
crease conflicts among the propositions. Jiang et al. [61] also put forward a
new method to generate GBPA in the open world according to the triangular
fuzzy numbers. It defined a pessimistic strategy based on the magnitude of
the difference between samples and the model to obtain the known target’s
BPA. However, most of the methods have the disadvantages of computational
complexity, which may not meet the needs of real-time changes. And the recog-
nition accuracy of those method needs to be improved. Consequently, how to
effectively and quickly generate GBPA in the incomplete frame of discernment
is still an open issue.
In the article [62], Deng pointed out that the strongly constrained GBPA
generation method can generate a GBPA with an empty set that is not equal
to zero, and its size reflects the possibility that the system is the open world.
Zhang et al. [60] proposed a new method based on triangular fuzzy number to
determine BPA in the open world. In the article [60], the mean value, standard
deviation, extreme values as well as triangular membership function of each
attribute are utilized to generate the fuzzy triangle curves, and construct the
nested structure BPA function with an assignment for the null set. With the in-
depth study, Jiang et al. [63] found that the GCR still has its issue. Therefore,
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a modified generalized combination rule (mGCR) in the framework of general-
ized evidence theory (GET) was proposed. The mGCR satisfies all properties
of GCR in GET, illustrating and modeling the real world more reasonably
than the original. In comparison with the method in [60], the contribution of
the proposed method can be distinguished as follows:
1. The proposed method simplifies the generation criterion of m ({∅}). In [60],
the sum of the generated GBPA values may exceed 1, and the generation
criterion of m ({∅}) depends not only on whether the sample intersects the
triangular fuzzy numbers represented by propositions, but also on whether
the sum of the GBPA values of other single-subset and multi-subset propo-
sitions is greater than 1. In the proposed method, the sum of GBPA values
for all propositions is less than or equal to 1, and the generation criterion of
m ({∅}) is just 1 minus the sum of GBPA values of all single-subset propo-
sitions and multi-subset propositions. In this way, the generation criterion
of m ({∅}) in this method is simpler.
2. The proposed method improves the strategy for generation of GBPA. When
the sample intersects with the triangular fuzzy number representation
model of multiple propositions, the strongly constrained GBPA generation
strategy is: the high point of the ordinate is the GBPA that the sample
supports the proposition, and the low point of the ordinate is the GBPA
that the sample supports the multi-subset proposition. The GBPA gen-
eration strategy in this paper is: the interval length of the high point of
the ordinate minus the low point of the ordinate is the GBPA for which
the sample supports a single or multiple subset proposition, the low point
of the ordinate is the GBPA that the sample supports the multi-subset
proposition.
3. The method in this paper generalized the ability of modeling uncertain in-
formation in the open world by generating more non-zero values of m ({∅}).
In [60], m ({∅}) is often given 0 because the sum of non-empty sets’ values
of GBPA exceed 1, but in the proposed method, 0 will be assigned only
when the sample and the triangle fuzzy number model of the proposition
intersect the vertex. Therefore, the improved method will have a better
chance to generate m ({∅}) for incomplete information, which reduces the
loss of external environmental information.
The rest of the paper is arranged as follows. Section 2 introduces the pre-
liminary of this paper. Section 3 proposes a new method to generate GBPA.
Section 4 uses UCI data sets to prove the effectiveness and superiority of the
proposed method. Section 5 discusses the application of the proposed model
in a closed world as well as the experiment basing on the improved Dempster
combination rule. Section 6 draws a conclusion.
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2 Preliminaries
Some preliminaries are briefly introduced in this section, including Dempster-
Shafer evidence theory [27, 28], Generalized evidence theory [59], Triangle
fuzzy number [64, 65], and Modified generalized combination rule [63].
2.1 Dempster-Shafer Evidence Theory
Dempster-Shafer evidence theory was proposed by Dempster [27] and was then
further developed by Shafer [28]. In this part, a few concepts of Dempster-
Shafer evidence theory are mainly introduced. The concepts are introduced as
below.
Definition 1 Assume that Ω= {θ1, θ2, . . . , θi, . . . , θN} is a nonempty set with
N mutually exclusive and exhaustive events, Ω is the frame of discernment
(FOD). The power set of Ω consists of 2N elements denoted as follows:
2Ω =
{ ∅, {θ1} , {θ2} , . . . , {θN} , {θ1, θ2} ,
. . . , {θ1, θ2, . . . , θi} , . . . , Ω
}
. (1)
Definition 2 A mass function m is a mapping from the power set 2Ω to the
interval [0,1]. m satisfies:
m (∅) =0,
∑
A∈Ω
m (A) =1. (2)
If m (A) > 0, then A is called a focal element. m (A) indicates the support
degree of the evidence on the proposition A.
Definition 3 The body of evidence (BOE), also known as basic probability
assignment (BPA) or basic belief assignment (BBA), is defined as the focal
sets and the corresponding mass functions:
(<,m) = {〈A,m (A)〉 : A ∈ 2Ω ,m (A) > 0} . (3)
where < is a subset of the power set 2Ω .
Definition 4 A BPA m can also be represented by the belief function Bel or
the plausibility function Pl , defined as follows:
Bel (A) =
∑
∅6=B⊆A
m (B) , P l (A) =
∑
B∩A6=∅
m (B). (4)
Definition 5 In Dempster-Shafer evidence theory, 2 independent mass func-
tions m1 and m2 can be fused with Dempster’s rule of combination:
m(A)= (m1 ⊕m2) (A) = 1
1− k
∑
B∩C=A
m1(B)m2(C), (5)
where k is a normalization factor defined as follows:
k=
∑
B∩C=∅
m1(B)m2(C). (6)
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2.2 Generalized evidence theory
The basic concepts of generalized evidence theory (GET) is introduced in this
section [59]. In GET, the generalized basic probability assignment (GBPA)
corresponds to BPA in Dempster-Shafer evidence theory, which is used for
data expression and modeling, and the generalized combination rule (GCR) is
provided for combining conflicting or inconsistent or uncertain evidence.
Definition 6 Suppose that U is a frame of discernment in an open world. Its
power set, 2UG , is composed of 2
U propositions, ∀A ⊂ U . A mass function is a
mapping mG : 2
U
G → [0, 1], that satisfies∑
A∈2U
G
mG (A) = 1. (7)
Then, mG is the GBPA of the frame of discernment, U . The difference between
GBPA and traditional BPA is the restriction of ∅. In GET, mG (∅) =0 is not
necessary in GBPA, and this is a big difference from conventional Dempster-
Shafer evidence theory. In other words, the empty set can also be a focal
element. If mG (∅) =0, the GBPA reduces to a conventional BPA in Dempster-
Shafer evidence theory.
Definition 7 Given a GBPA m, the GBF is GBel: 2U → [0, 1], which satisfies
GBel(A) =
∑
B⊆A
m(B), (8)
and
GBel(∅) = m(∅). (9)
Definition 8 Given a GBPA m, the GBF is GPl: 2U → [0, 1], which satisfies
GPl(A) =
∑
B∩A6=∅
m(B), (10)
and
GPl(∅) = m(∅). (11)
Definition 9 In generalized evidence theory, ∅1 ∩ ∅2 = ∅ means that the
intersection between two empty sets is still an empty set. Given two GBPAs
(m1 and m2), the GCR is defined as follows.
m (A) =
(1−m (∅)) ∑
B∩C=A
m1 (B) ·m2 (C)
1−K , (12)
K =
∑
B∩C=∅
m1(B) ·m2(C), (13)
m(∅) = m1(∅) ·m2(∅), (14)
m(∅) = 1 if and only if K = 1. (15)
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Definition 10 Jiang et al. proposed a modified generalized combination rule
(mGCR) [63] to improve the shortcomings of the generalized evidence com-
bination rule. Given two sets of GBPAs (m1,m2), the modified generalized
combination rule is defined as follows:
m (A) =
∑
B∩C=A
m1(B)·m2(C)
1−K ,
(16)
m (∅) = m1(∅)·m2(∅)1−K , (17)
with
K =
∑
B∩C=∅,B∪C 6=∅
m1 (∅) ·m2 (∅), (18)
m (∅) = 1 if and only if K = 1 or ∑
A 6=∅
m (A) = 0. (19)
2.3 Triangle Fuzzy Number
The theory of fuzzy number [65] is based on the fuzzy set which is proposed
by Zadeh in 1965 [64], a fuzzy set in a certain domain of discourse U can be
represented as a membership function f (x). For ∀x ∈ U there always exists a
f (x) ∈ [0, 1]. And f (x) is called the membership degree of x to U .
A triangular fuzzy number (a0, µα, a1) is a fuzzy number with a piecewise
liner membership function f (x) defined by:
f (x) =

0 x < a0
x−a0
µα−a0 a0 ≤ x ≤ µα
a1−x
a1−µα µα ≤ x ≤ a1
0 x > a1
. (20)
A fuzzy number is limited with its upper bound a1 and lower bound a0. Symbol
µα corresponds the most likely value.
3 A new approach for the generation of GBPA
Based on the multi-subset propositional representation model of fuzzy math-
ematics, this paper proposes a method to generate GBPA in the incomplete
framework of discernment. The prerequisite is to have prior knowledge of the
maximum, minimum, and mean values in the sample data of all classes. Hence,
the proposed method is suitable for practical projects that contain an amount
of sample data. The idea of the proposed method is that if a sample is between
the maximum and minimum values of multiple classes, it is considered that
the sample has GBPA that supports multiple propositions and GBPA that
supports the single proposition. The detailed steps of the proposed method
are as follows:
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Class BClass A Class C
S({A})
S({A,B})
S({A,B,C})
S({B})
S({C})
S({B,C})
Test data
W1
W2
m({A})
m({A,B})
0.01
1
Frame of discerment:{A,B,C}
Fig. 1 The generation of GBPA
Step 1 Set the minimum of the triangular membership function to 0.01. When
the attribute value of the test sample is equal to the maximum or minimum
of the triangular fuzzy number model, it is unreasonable to assign the mem-
bership degree of the attribute to 0. Therefore, the minimum of the triangle
membership function is set to 0.01, so that it can avoid unreasonable situa-
tions and not change the boundary value of the triangle fuzzy number model
too much.
Step 2 When the test sample intersects with the triangular fuzzy number
models, m intersection points will be produced. Symbolize the ordinate values
in ascending order as w1, w2, · · ·wm.
Step 2.1 Determine the interval of wm to wm−1 belongs to which triangular
fuzzy number model that contains the most propositional subsets.
Step 2.2 The ordinate of wm minus the ordinate of wm−1 is the GBPA for
which multi-subset proposition the sample supports. Let m (A) represent the
BPA value of the focal element A. Figure 1 is the visual form of this rule. The
detailed rule are as follows:
m ({C1, C2, · · ·Cm}) = w1
m ({C2, · · ·Cm}) = w2 − w1
· · ·
m ({Cm−1, Cm}) = wm−1 − wm−2
m ({Cm}) = wm − wm−1
. (21)
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Class BClass A Class C
0.01
1
Frame of discerment:{A,B,C}
sensor1 sensor2 sensor3
m1({A})
m1({A,B})
m2({  })f
m2({B})
m2({A,B})
m2({A,B,C})
m3({  })f
m3({C})
Fig. 2 The example of generation of GBPA
Step 3 Assign the value that 1 minus the sum of generated GBPA values to
m ({∅}). Because the framework of discernment is incomplete, m ({∅}) is used
to represent the influence of external environmental factors.
In Figure 2, the ordinate represents the GBPA value, and the abscissa
represents the data detected by the sensor. For sensor 3, the test sample only
intersects the triangle fuzzy number model of class C. Obviously, the test
sample’s GBPAs is divided into 2 parts. The lower part of the interval is in
the triangle fuzzy number model of class C, so the length of the interval is the
value of m3 ({C}). The upper part of the interval is not in any triangle fuzzy
number models, so the length value of this interval is assigned to m3 ({∅}). For
sensor 2, the test sample intersects the triangle fuzzy number model of class
A, class B and class C. The test sample’s GBPA is divided into 4 parts. The
bottom interval is in the common representation model of class A, class B and
class C, so its length is equal to m2 ({A,B,C}), and the interval above it is in
the representation model of class A and class B, so the length of the interval
is equal to m2 ({A,B}) and so on. Through the above steps, the generation of
GBPA for the second sensor can be completed.
4 Experiment
In this section, a series of experiments for verification of the proposed method
is designed. These experiments not only use the Haberman′sSurvival data
set to demonstrate the generation of GBPA, but also use Iris data set to test
the rationality and performance of the proposed method, as well as analyze
the robustness of classification accuracy.
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Fig. 3 Curves in attribute of the age of patients at time of operation
4.1 An example to generation of GBPA
In this section, Haberman′sSurvival data set is used to demonstrate the
effectiveness of GBPA generation in the open world. The data set contains
cases from a study that was conducted between 1958 and 1970 at the University
of Chicago’s Billings Hospital. The study counted the age of patients at time
of operation, the patients’ year of operation, the number of positive axillary
nodes detected, and the patients’ final survival status. Of these cases, 225
patients survived 5 years or longer, and 81 patients died within 5 years.
In the Haberman′sSurvival data set, the framework of discernment is set
to Θ = {a, b}, event a represents the result of the patient’s survival for 5
years or more, and the event b represents the result of the patient’s death
within 5 years. In events a and b, 200 and 72 cases are randomly selected as
the training set, and the remaining samples are used as the test set. In the
proposed method, each of the four attributes is treated as an independent
information source, and test samples’ GBPA are generated with a step length
of 1. Each GBPA of the test samples is marked on the triangular fuzzy number
representation models. The distribution of GBPA on the frame of discernment
of the age of patients at time of operation is shown in Figure 3. The distribution
of GBPA on the frame of discernment of the patients’ year of operation is
shown in Figure 4. The distribution of GBPA on the frame of discernment of
the number of positive axillary nodes detected is shown in Figure 5.
Figure 3, Figure 4, and Figure 5 show the following features.
1) When the test sample is not in the interval of the triangular fuzzy number
model of class a and class b, as shown in Figure 4 where the sample’s value
is less than 58, the test sample has no intersection with the triangular fuzzy
number model of class a and class b. Therefore, it is easy to get m ({∅}) = 1,
and m ({a}) = 0, m ({b}) = 0, which means that the system cannot determine
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Fig. 5 Curves in attribute of the number of positive axillary nodes detected
which target the test sample belongs to, or which target it is more inclined to
belong to. In practical engineering applications, when class a and class b are
not within the frame of discernment, it is a reasonable behavior to consider
the test sample as an unknown class.
2) When the test sample is in the triangular fuzzy number of class a but not
in the triangular fuzzy number of class b, as shown in Figure 3 where the test
sample’s value is equal to 32, only m ({∅}) and m ({a}) are available for GBPA
values greater than 0, and m ({∅}) decreases as m ({a}) increases in the frame
of discernment. If the system supports class a more and more, it indicates that
the system is more and more convinced that the discriminated class belongs
to class a, rather than unknown classes.
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3) When the test sample is in the mixed triangular fuzzy number of class a and
class b, a nested set is generated. The value of m ({a}) and m ({b}) decreases
or does not change as the value of m ({a, b}) increases. The value of m ({a, b})
reaches the maximum when the test sample is at the intersection point of the
two triangular fuzzy number representation models of class a and class b. As
shown in Figure 5 where the number of positive axillary nodes detected is equal
to 7, the system considers that the recognized object is most likely to belong to
{a, b}. In the common interval of triangular fuzzy number models class a and
class b, the value of m ({∅}) is related to m ({a}), m ({b}), m ({a, b}), and their
relationship can be expressed as m ({∅}) = 1−m ({a})−m ({b})−m ({a, b}).
4.2 Application in classification of Iris data set in the open world
In this section, data set of Iris D is used to verify the rationality and perfor-
mance of the proposed method. In the Iris data set, there are three classes
of iris, namely Setosa (a), Versicolor (b) and Virginia (c), each of which con-
tains 50 samples. Each sample includes four attributes, namely calax length
(SL), calax width (SW), petal length (PL), and petal width (PW). 40 samples
are randomly selected from each class as the training set, use the maximum,
minimum, and mean values of each attribute of each class in the training set
to construct the corresponding triangular fuzzy number model, and set the
remaining samples as the test set to verify the rationality of the proposed
method. The following tables show the process of using a test sample from
class a, generating GBPAs and using the modified generalized combination
rule for data fusion in the open world.
We calculate the maximum, minimum, and mean values of the four at-
tributes of the three iris classes in the training set, so that we can get the
triangular fuzzy number of any attribute in each iris class. The detailed data
of these 12 groups of triangular fuzzy numbers are shown in Table 1.
Table 1 Triangular fuzzy numbers from the training set
Class SL SW PL PW
a (4.3000, 4.9975,5.8000) (2.3000,3.4125,4.2000) (1.0000,1.4650,1.9000) (0.1000,0.2525,0.6000)
b (4.9000, 5.9775,7.0000) (2.0000,2.7750,3.4000) (3.0000,4.2425,5.0000) (1.0000,1.3275,1.8000)
c (4.9000, 6.5050,7.7000) (2.2000,2.9600,3.8000) (4.5000,5.4850,6.9000) (1.5000,2.0150,2.5000)
A test sample was randomly selected from class a to generate GBPA. The
test sample’s attribute values on SL, SW, PL, and PW are shown in Table 2.
During classification, the attribute of the test sample is considered as inde-
pendent information sources. In this way, driven by a certain attribute value
of the test sample, GBPAs are obtained according to the intersection of the at-
tribute value and the triangular fuzzy number models. The intersection of the
four attribute values of the test sample with triangular fuzzy number models
of a, b, and c is shown in Figure 6.
Title Suppressed Due to Excessive Length 13
Table 2 The attributes’ value of the sample
Attribute SL SW PL PW
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Fig. 6 Intersection of test samples with triangular fuzzy number model
According to the proposed in this paper, the SL, SW, PL, and PW attribute
values of the test samples are assigned according to the intersection with the
triangular fuzzy number models. The assigned results are shown in Table 3.
When the attribute value is at the boundary of one triangular fuzzy number
model, as shown in Figure 6 where the value of SW is at the maximum of the
triangular fuzzy number model of class b, its membership is 0.01, not 0.
Table 3 GBPAs generated from test sample in the open world
Attribute m ({a}) m ({b}) m ({c}) m ({a, b}) m ({a, c}) m ({b, c}) m ({a, b, c}) m ({∅})
SL 0.680 0 0 0.061 0 0 0.133 0.126
SW 0.503 0 0 0 0.010 0 0 0.487
PL 0.920 0 0 0 0 0 0 0.080
PW 0.865 0 0 0 0 0 0 0.135
After using the proposed method to generate GBPAs for each information
source, mGCR was used to fuse the GBPAs generated by the four groups of
information sources in Table 3. The final fusion results are shown in Table
4. It can be seen from the fusion results that the proposed method has a
good performance. In the open world with environmental interference, it still
assigns a very high belief value to the correct class a, which means a good
recognition effect. The experiment in this section reflects the rationality and
easy recognition of the proposed method.
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Table 4 the fusion result of the test sample in the open world
BPA m ({a}) m ({b}) m ({c}) m ({a, b}) m ({a, c}) m ({b, c}) m ({a, b, c}) m ({∅})
Value 0.9981 0 0 0 0 0 0 0.0019
4.3 Classification testing in the open world
In this section, the frame of discernment of the data set of Iris is divided into
three cases to model respectively:
Θ1 = {a, b} , Θ2 = {a, c} , Θ3 = {b, c} , (22)
where a stands for class Setosa, b stands for class Versicolor, and c stands
for class Virginica. For example, in the framework of discernment Θ1, for
each test sample, four sets of GBPAs will be generated according to their
attributes. If the actual class of the test sample is a, then the maximum belief
value should be assigned to m ({a}). Since the class b is not in the framework
of discernment, for the test sample whose actual class is b, a high belief value
assigned to m ({∅}) is reasonable.
The result of the proposed method with the true class of test samples is
compared in three frameworks of discernment respectively. In each framework
of discernment, 40 samples are randomly selected from each class as the train-
ing set, and the remaining 10 samples are used as the test set. In addition, 10
samples are randomly selected from the ”unknown class” and added to the test
set to serve as unknown factors in the open world. Each attribute of the Iris
data set is still considered as an independent information source. After using
mGCR to fuse all evidences of the test sample, a new BOE is generated. The
final decision rule in the new BOE is to select the class corresponding to the
maximum GBPA. The results of three frameworks of discernment are shown
in Table 5, Table 6, and Table 7. The accuracy of the final result reflects the
high efficiency of the proposed method.
Table 5 Classification results in the open world Θ1 = {a, b}
Sample Actual class Ideal class Sample number Correct number Accuracy
sample1 a a 20 16 80.00%
sample2 b b 20 20 100.00%
sample3 c ∅ 20 20 100.00%
Total - - 60 56 93.30%
5 Discussion
A good decision usually has downward compatibility. When the whole set of
BPA is assigned to be singleton propositions in the frame of discernment, the
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Table 6 Classification results in the open world Θ2 = {a, c}
Sample Actual class Ideal class Sample number Correct number Accuracy
sample1 a a 20 20 100%
sample2 b ∅ 20 20 100%
sample3 c c 20 20 100%
Total - - 60 60 100%
Table 7 Classification results in the open world Θ3 = {b, c}
Sample Actual class Ideal class Sample number Correct number Accuracy
sample1 a ∅ 20 20 100.00%
sample2 b b 20 20 100.00%
sample3 c c 20 15 75.00%
Total - - 60 55 91.60%
BPA is equal to the probability in probability theory. As another example, if
a system is in the closed world, the GCR assigns m ({∅}) to 0, and then the
GCR degenerates to the Dempster combination rule. Similarly, the proposed
method can also be used in the complete frame of discernment. Only the final
step of the proposed method is needed to change. Let the value of 1 minus the
sum of GBPAs value be evenly distributed to the other 2N −1 BPAs (N is the
cardinality of the frame of discernment), indicating that each event is equally
likely to occur.
5.1 Compatibility in classification of Iris data set in the closed world
The value of m ({∅}) is evenly distributed in Table 3 to other BPAs, so that
the BPA is constructed in the closed world. The distribution results in the
closed world are shown in Table 8, where the fraction represents the value
evenly obtained from the value of m ({∅}).
Table 8 BPA generated from the test sample in the closed world
Attribute m ({a}) m ({b}) m ({c}) m ({a, b}) m ({a, c}) m ({b, c}) m ({a, b, c})
SL 0.680+ 0.126
7
0.126
7
0.126
7
0.061+ 0.126
7
0.126
7
0.126
7
0.133+ 0.126
7
SW 0.503+ 0.487
7
0.487
7
0.487
7
0.487
7
0.010+ 0.487
7
0.487
7
0.487
7
PL 0.920+ 0.080
7
0.080
7
0.080
7
0.080
7
0.080
7
0.080
7
0.080
7
PW 0.865+ 0.135
7
0.135
7
0.135
7
0.135
7
0.135
7
0.135
7
0.135
7
The Dempster combination rule is used to fuse the evidences in Table 8.
Then, the final fusion results are shown in Table 9.
From the fusion results in Table 9, it can be seen that as there is no inter-
ference from external environmental factors, this method assigns higher belief
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Table 9 The fusion result of the test sample in the closed world
BPA m ({a}) m ({b}) m ({c}) m ({a, b}) m ({a, c}) m ({b, c}) m ({a, b, c})
Value 0.9995 0.0002 0.0001 0.0001 0 0 0
value than that in the open world (m ({a}) = 1) to the correct class a, reflect-
ing the effectiveness of this method in the complete frame of discernment. In
this section, It is proved that this method has good downward compatibility.
In the closed world where is no Interference caused by external environmental
factors, the results obtained by this method are more discerning. For practi-
cal applications in unstable environments (referring to switching between the
open and closed world), just the last step of this method is needed to switch
easily, which shows the simplicity and flexibility of this method.
5.2 Robust experiments with adjusted the training set proportions in the
closed world
In this section, the impact on classification performance is explored when
changing the proportion of the training set in the closed world. If the result of
this method still has a good effect in the case of a low proportion of training,
it indicates that this method has strong robustness. We utilize the data set of
Iris, and use 10 times randomized leave-out method respectively under the
different proportions of the training set, to obtain the average value as the
final recognition accuracy.
Table 10 shows all the accuracies obtained by this method at different pro-
portions of training set, where each column represents the proportion of the
training set, and each row represents the n-th leave-out method. Figure 7 vi-
sualizes the data in the Table 10, where the abscissa represents the proportion
of the training set, the ordinate represents the n-th leave-out method, and the
height of the cylinder indicates the recognition accuracy. It is clear from Figure
7 that with the increase in the proportion of the training set, the recognition
accuracy is getting higher and higher generally. Table 11 shows the average
recognition accuracy under different training set proportions.
As known, the accuracy of classification methods is positively related to
the proportion of the training set. When the training set contains most sam-
ples, the model will cause over-fitting, leading to the evaluation result that
may not be stable and accurate, which is also the disadvantage of using the
leave-out method. In order to cross-validate the accuracy of this method, the
cross-validation method is used to modify the average accuracy in Table 11.
Compared with the leave-out method, the cross-validation method can im-
prove the stability and fidelity of the evaluation results to a certain extent.
Taking into account that the proportion that is not a multiple of ten cannot
divide the data set D into k subsets evenly, which makes the process of evalu-
ation difficult, so 10-times-10-fold cross-validation method and 10-times-5-fold
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Table 10 The recognition accuracy for the 1st, 2nd, ..., and 10th randomized leave-out
experiment with different proportions of training set in the closed world
Training part 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th
10% 70.83% 91.67% 75.00% 79.17% 66.67% 91.67% 62.50% 75.00% 87.50% 87.50%
20% 87.50% 95.83% 79.17% 91.67% 75.00% 87.50% 87.50% 87.50% 87.50% 91.67%
30% 95.83% 75.00% 87.50% 83.33% 87.50% 95.83% 87.50% 87.50% 87.50% 79.17%
40% 91.67% 83.33% 83.33% 83.33% 87.50% 87.50% 91.67% 91.67% 79.17% 95.83%
50% 86.67% 84.44% 82.22% 88.89% 91.11% 86.67% 93.33% 80.00% 93.33% 86.67%
60% 88.33% 93.33% 88.33% 90.00% 91.67% 95.00% 90.00% 91.67% 93.33% 90.00%
70% 88.89% 75.00% 91.67% 94.44% 91.67% 91.67% 88.89% 94.44% 0.9722 91.67%
72% 88.89% 88.83% 86.11% 86.11% 91.67% 94.44% 97.22% 88.89% 91.67% 94.44%
74% 100.00% 83.33% 94.44% 86.11% 94.44% 91.67% 80.56% 94.44% 88.89% 88.89%
76% 88.89% 91.67% 94.44% 91.67% 88.89% 88.89% 80.56% 94.44% 91.67% 86.11%
78% 88.89% 88.89% 91.67% 88.89% 94.44% 86.11% 94.44% 91.67% 94.44% 94.44%
80% 93.33% 93.33% 93.33% 86.67% 86.67% 93.33% 86.67% 93.33% 0.8667 93.33%
82% 86.11% 91.67% 88.89% 88.89% 86.11% 88.89% 88.89% 88.89% 94.44% 94.44%
84% 91.67% 94.44% 86.11% 91.67% 94.44% 94.44% 88.89% 86.11% 97.22% 91.11%
86% 91.67% 94.44% 91.67% 88.89% 88.89% 80.56% 94.44% 91.67% 86.11% 91.67%
88% 91.67% 88.89% 80.56% 91.67% 97.22% 80.56% 97.22% 94.44% 0.8333 86.11%
90% 94.44% 94.44% 91.67% 88.89% 91.67% 86.11% 94.44% 86.11% 88.89% 91.67%
92% 94.44% 94.44% 88.89% 91.67% 86.11% 88.89% 88.89% 91.67% 88.89% 91.67%
94% 94.44% 100.00% 97.22% 91.67% 91.67% 91.67% 91.67% 91.67% 91.67% 91.67%
96% 97.22% 86.11% 91.67% 88.89% 97.22% 91.67% 91.67% 94.44% 94.44% 91.67%
98% 91.67% 97.22% 88.89% 88.89% 91.67% 88.89% 94.44% 97.22% 88.89% 88.89%
Fig. 7 The recognition accuracy of different proportions of the training set in the closed
world
Table 11 The average accuracy of leave-out method in the closed world
Training part 10% 20% 30% 40% 50% 60% 70% 72% 74% 76% 78%
Average accuracy 78.75% 87.08% 86.67% 87.50% 87.33% 91.17% 90.57% 90.28% 90.28% 89.72% 91.39%
Training part 80% 82% 84% 86% 88% 90% 92% 94% 96% 98%
Average accuracy 90.67% 89.72% 91.11% 90.00% 89.17% 90.83% 90.56% 93.33% 92.50% 91.67%
cross-validation method are used respectively for cases with 80% and 90% of
the proportion of the training sets. The calculated accuracy also represents
the accuracy of its surrounding interval [-5,5]. For example, 10-times-5-fold
cross-validation method is as follows:
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1) Divide the Iris data set D into 5 mutually exclusive subsets of the same
size. In other words, let D = D1 ∪ D2 ∪ D3 ∪ D4 ∪ D5. D1, D2, D3, D4, D5
are mutually exclusive, where each subset is obtained from D by a stratified
sampling method, thereby maintaining the consistency of data.
2) Use 4 subsets as the training set and the remaining one as the test set
each time. In this way, k sets of training / test sets can be obtained, so that k
training and testing can be performed, and the average value of k test results
can be finally obtained.
3) Repeat step 2) 10 times to get the average value. The purpose of this step
is to reduce the differences caused by different sample partitions.
4) Modify the original data from 76% to 94% according to the accuracy cor-
rection formula, which is defined as follows:
accuracy =
accuracyleave−out + accuracycross−validation
2
(23)
The results of using 10 times cross-validation for 80% and 90% of the
training set proportions are shown in Table 12, where each row represents
the proportion of the training set, and each column represents the n-th cross-
validation.
Table 12 The accuracy of cross-validation in the closed world for the 1st, 2nd, ..., and 10th
randomized leave-out experiment
Training part 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th Average accuracy
80% 92.00% 92.00% 89.33% 91.33% 89.33% 91.33% 90.67% 90.00% 91.33% 90.67% 90.80%
90% 91.33% 92.00% 92.00% 91.33% 91.33% 90.67% 92.00% 91.33% 91.33% 92.00% 91.53%
After using the accuracy correction formula, the corrected accuracy of the
proportion of the training set is as follows:
Table 13 The modified accuracy with different proportion of the training set
Training part 76% 78% 80% 82% 84% 86% 88% 90% 92% 94%
Modified accuracy 90.26% 91.09% 90.73% 90.26% 90.95% 90.76% 90.35% 91.18% 91.05% 92.43%
Figure 8 shows the classification accuracy of this method under different
proportions of the training set. The abscissa represents the proportion of train-
ing set and the ordinate represents the recognition accuracy. It can be roughly
seen from Figure 8 that when the proportion of the training set is higher, the
recognition accuracy is higher, and finally tends to stabilize gradually. It is
showed that when the number of training samples is sufficient, this method
can correctly recognize unknown classes with high accuracy. Even when the
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Fig. 8 The recognition accuracy
number of training samples is not enough, as shown in Figure 8 where the
training set accounts for only 10%, the accuracy of recognition accuracy ap-
proaches 80%, and when it accounts for 20%, the recognition accuracy can
reach 87%. This method is of great help in practical engineering applications
with little experimental data. This section verifies that this method has high
efficiency and strong robustness.
5.3 Comparative analysis of experimental results of improved Dempster
combination rule
Although the recognition accuracy of this method is relatively satisfactory in
the closed world, there is still flaw when using the Dempster combination rule
to fuse evidence. The reason for the flaw is that the Dempster combination rule
is sensitive to m ({X}) = 0 (X ∈ 2Θ) during fusion. Here is a special example
to explain the impact of the flaw. Assume there are 2 sensors to recognize 3
classes A, B, and C. The data obtained from the sensors are as follows:
m1 ({A}) = 0.8,m1 ({B}) = 0,m1 ({C}) = 0.2,
m2 ({A}) = 0,m2 ({B}) = 0.8,m2 ({C}) = 0.2, (24)
The results obtained from Dempster combination rule are as follows:
m ({A}) = 0,m ({B}) = 0,m ({C}) = 1, (25)
Obviously, using Dempster’s combination rule will produce result that is
counter-intuitive, which is very unreasonable and unreliable. It can be seen
that the classic Dempster combination rule cannot work when the evidence
has a highly conflict. However, the negation method can provide information
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from the opposite perspective. When using negation of BPA instead of the
original BPA, the following data can be obtained:
m¯1 ({A}) = 0.1, m¯1 ({B}) = 0.5, m¯1 ({C}) = 0.4,
m¯2 ({A}) = 0.5, m¯2 ({B}) = 0.1, m¯2 ({C}) = 0.4, (26)
Using the Dempster combination rule on the above data can get the following
results:
m¯ ({A}) = 0.19, m¯ ({B}) = 0.19, m¯ ({C}) = 0.62 (27)
From the above fusion results, it can be seen that the belief value of non-
target C is higher than that of non-target A and non-target B, and the belief
value of non-target A is equal to that of non-target B, which is in common
sense. Therefore, in the closed world, the recognition accuracy in this paper
can be further improved through the negation of BPA.
6 Conclusions
In the framework of Dempster-Shafer evidence theory, this paper proposes a
method that can generate both GBPA in the open world and BPA in the
closed world. The proposed method is based on a multi-subset propositional
representation model, where the principle is simple and intuitive as well as be
able to cope with complex and unstable environmental conditions. The pro-
posed method enhances the ability to model incomplete information in the
open world, thus, it can detect more unknown information in the external
environment and to reduce the loss of effective information. Based on the ex-
periments of the data set of Iris in the open world, the experimental result
shows that the fusion result of the proposed method can be very distinguish-
able, and its recognition accuracy in practical applications also has a promising
performance. We discussed the property of the proposed method, and verified
that the proposed method has a downward compatibility in classification and
robust experiments. In the closed world, the proposed method can assign a
belief value of above 0.999 to the correct class according to the fusion result.
Even if the system is in an unfamiliar environment with a small number of
training samples, the robustness experiment that investigates the recognition
accuracy by changing the proportion of the training set verifies that the recog-
nition accuracy can be as high as 87% even when the proportion of the training
set is 20%.
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