Processing units are interconnected in the visual system, where a sensory organ and downstream cortical regions communicate through hierarchical connections, and local sites within the regions communicate through horizontal connections. In such networks, neural activities at local sites are likely to influence one another in complex ways and thus are intricately correlated. Recognizing the functional importance of correlated activity in sensory representation, spontaneous activities have been studied via diverse local or global measures in various time scales. Here, measuring functional magnetic resonance imaging (fMRI) signals in human early visual cortex, we explored systematic patterns that govern the correlated activities arising spontaneously. Specifically, guided by previously identified biases in anatomical connection patterns, we characterized all possible pairs of gray matter sites in 3 relational factors: "retinotopic distance," "cortical distance," and "stimulus tuning similarity." By evaluating and comparing the unique contributions of these factors to the correlated activity, we found that tuning similarity factors overrode distance factors in accounting for the structure of correlated fMRI activity both within and between V1, V2, and V3, irrespective of the presence or degree of visual stimulation. Our findings indicate that the early human visual cortex is intrinsically organized as a network tuned to the stimulus features.
Introduction
The brain recruits a large pool of neurons to perceive, interpret, and act on the environment. Indeed, neural populations spread throughout sensory, cognitive, and motor systems can act in concert, affecting various aspects of animal or human behavior, including vision (Hesselmann et al. 2008; Monto et al. 2008; Schölvinck et al. 2011) , somatosensory perception (Boly et al. 2007 ), motor execution (Fox et al. 2007) , and response time (Snyder et al. 2015 ; see Palva and Palva 2012 for review) . Intriguingly, these concerted activities are often correlated on a large scale, exhibiting robust patterns of correlation in the absence of stimulation (Fox et al. 2005; Yeo et al. 2011) , which are shaped by experiences (Lewis et al. 2009; Stevens et al. 2010; Baldassarre et al. 2012) . The structure of correlated cortical activities begets diverse impacts on the amount or quality of information carried by a large sensory neuronal pool (Zohary et al. 1994; Averbeck et al. 2006) . Thus, for understanding the neural processes substantiating sensory perception, it is important to identify what relationships in sensory neural populations contribute, and with what degrees, to the structure of correlated activity.
In the visual cortex, previous anatomical and functional imaging studies suggest 3 relationships between neural sites as candidate factors that potentially contribute to correlated activity (Fig. 1) . First, as suggested by the existence of significant correlations in spontaneous activity among nearby sites in the retina (Meister 1996) , correlated neural responses could be mediated by horizontal connections within the retina and further augmented by shared retino-cortical projections ("retinotopic distance [RD]" factor; Fig. 1A) . Second, the degree of correlation among responses could depend on the distance between sites over the cortical surface (Das and Gilbert 1999) ("cortical distance [CD]" factor; Fig. 1B ). Consistent with this idea, primary visual cortex (V1) neurons disperse their horizontal axon terminals mainly in neighboring neurons (Douglas et al. 1995) . And third, correlated variability could be ascribed to a functional measure, namely, the shared visual feature tuning ("tuning similarity" factor; Fig. 1C ), because the lateral projections in V1 preferentially exist among columns with similar tuning properties (Bosking et al. 1997; Sincich and Blasdel 2001; Stettler et al. 2002) .
To date, the structure of correlated activity in the visual cortex has been mostly studied by simultaneously recording the spiking activity of many neurons within local regions of animal brains. These studies demonstrated the contribution of tuning similarity factors by reporting systematic changes in correlated activity as a function of tuning similarity in various stimulus dimensions, including spatial frequency (SF) and temporal frequency (Glickfeld et al. 2013) , orientation (OR) (Ts'o et al. 1986; Gilbert and Wiesel 1989) , ocular dominance (Malach et al. 1993) , direction of motion and speed (Huang and Lisberger 2009) , and color (Roe and Ts'o 1999; Chu et al. 2014) . As mentioned earlier, structured patterns of correlation are also found in large-scale activities, including those measurable in human brains with functional magnetic resonance imaging (fMRI) (Fox et al. 2005) . Recent fMRI studies showed that the correlations of spontaneous blood oxygen level-dependent (BOLD) activity in early human visual areas depend on the distance factors, in retinotopic or cortical space (Heinzle et al. 2011; Butt et al. 2013; Arcaro et al. 2015) . But it remains untested whether tuning similarity factors affect the large-scale correlated activity.
Aiming to answer this question, we acquired tuning similarity measures, both in SF and OR, for individual cortical site pairs in the human visual cortex using the fMRI methods established by previous studies (Henriksson et al. 2008; Freeman et al. 2011; Park et al. 2013; Choe et al. 2014) . We then examined whether and how those tuning similarity measures affected the degree to which BOLD signals are correlated between sites during the absence and presence of visual stimuli. Our results clearly indicate that tuning similarity governs the core architecture of correlated BOLD activity both within and between early human visual areas at diverse spatial scales, irrespective of the presence or degree of visual stimulation.
Materials and Methods

Subjects
The study included 7 human subjects (6 men) aged between 21 and 37 years who had normal or corrected-to-normal visual acuity. Written informed consent was obtained from each participant, and the experiments were performed in compliance with the safety guidelines for MR research, as approved by the Institutional Review Board of Seoul National University. Each subject participated in 3 scanning sessions: one for imaging whole brain anatomy and retinotopic mapping, another for mapping SF tuning, and a third for mapping OR tuning.
Display
The stimuli were presented by an LCD projector (Canon XEED SX60; Canon) at its native resolution (1400 × 1050 pixels; refresh rate, 60 Hz) onto a rear projection screen placed inside the magnet bore. The distance to the screen from the eyes was 87 cm, and the projection area on the screen was 34.5 cm × 26 cm, resulting in a visual angle of 22°(width) × 17°(height). Subjects viewed the stimuli through the front surface of a mirror with a multilayer dielectric reflective coating (Sigma Koki) that was mounted on the head coil. A custom-made neutral density filter (9% transmission rate; Taeyoung Optics) was inserted between the projector lens and the screen to control the overall level of stimulus luminance. The color lookup table was calibrated to linearize the luminance values at the screen center ranging from 0.0045 to 63.5 cd/m 2 by using a luminance meter (LS-100;
Konica Minolta Sensing) in conjunction with in-house software for automated measurement and correction.
MRI Scanning
Data were collected using a 3 Tesla Siemens Magnetom Trio. The scan parameters for T1-weighted anatomical images (32 channels; MPRAGE) were as follows: repetition time (TR), 1.9 s; time to echo (TE), 2.36 ms; flip angle (FA), 9°; voxel size, 1 × 1 × 1 mm 3 ; matrix size, 256 × 256. Functional scan data were collected with a 20-channel receive coil from the 24 slices orthogonal to the calcarine sulcus using an Echo-planner Imaging (EPI) protocol with the following parameters: TR, 1.5 s; TE, 30 ms; FA, 75°; voxel size, 2 × 2 × 2 mm 3 ; matrix size, 96 × 80;
GRAPPA acceleration factor, 2; an interleaved slice acquisition order with an interslice interval of 62.5 ms.
Measurements During the Resting State
Each scan lasted either 243 or 432 s, with the projector lens blocked physically for maintaining a minimum light intensity. The 21 resting-state scans were administered in 16 (5 and 7 sessions for mapping SF and OR tuning, respectively and 4 sessions for retinotopic mapping) out of 21 sessions total, resulting in 3 scans per subject. In the sessions in which resting-state scans were included, the resting-state data were always collected at the beginning to eliminate any possible effects caused by visual imagery and adaptation.
Preprocessing
The preprocessing procedures were arranged to minimize the factors that can artificially alter the underlying temporal correlations between adjacent cortical locations. First, to avoid the excessive spatial interpolation associated with corrections for within-scan head motions, the slice positions and ORs were updated at every image acquisition (Thesen et al. 2000) . After correction of the measurement times for individual slices, the scan data from all sessions were coregistered to the first resting-state scan. The time series were then converted into percent signal changes by subtracting and dividing by the means for individual voxels. The slow nonphysiological baseline activity components (Cordes et al. 2001) were detrended as follows: First, the mean-normalized time series were convolved with a boxcar function with 128 s duration for individual voxels, and then the convolved time series were subtracted from the raw ones. To avoid instigating artificially correlated or uncorrelated activities, additional filtering, such as global signal regression (Murphy et al. 2009 ), was not performed. In-house analysis codes were used in conjunction with the statistical parametric mapping software SPM 8 (http://fil.ion.ucl.ac.uk/spm) (Friston et al. 1996; Ashburner and Friston 1997 ) and the mrTools analysis package (http://cns.nyu.edu/heegerlab/?page = software).
Procedures for Retinotopic Mapping
The boundaries between V1, V2, and V3 visual areas were defined by analyzing the temporal phases of fMRI responses to expanding or contracting rings and rotating wedge stimuli (Engel et al. 1997) . To estimate the retinotopic positions for individual voxels, the phase values were then converted into the positions in radial and angular axes in the visual field ( Supplementary Fig. 1A ). To improve the reliability of the estimation, the raw time courses of individual voxels were spatially smoothed within each image frame using a surface-based smoothing algorithm (Chung et al. 2008) (Supplementary Fig.  1F ). The voxels were discarded when the differences between phases from the raw and the smoothed time courses were 2 angular deviations away from the mean differences (Berens 2009 ). Note that the smoothed time series were used only for the purpose of voxel selection, and that the eccentricities and angular positions were estimated from the raw time series (Supplementary Fig. 1G ; see "Voxel Selection" section for the other criteria for determining valid voxels).
Black and white dartboard stimuli were presented within ring and wedge apertures, while everywhere else remained the mean gray background. While subjects fixated on the center of the screen, the wedge aperture spanning 45°in the angular direction rotated continuously either clockwise (CW) or counterclockwise (CCW) at a constant speed of 13.3°s -1
. The ring aperture spanning 1°in eccentricity either contracted toward or expanded from the center of the screen at a constant speed of 0.296°s -1 . Only for 2 subjects, the ring aperture moved at a speed of 3.64/(30.38 -t)°s -1 , where t is the time from the beginning of each cycle, so that the temporal phase of the ring is approximately proportional to the log value of (1 + eccentricity). In this case, temporal phase values were first estimated in radians and then converted to eccentricity values in visual angle degree prior to correlation analyses. Stimuli were repeatedly presented for 9 cycles per scan, and each stimulus type was repeated twice. The eccentricities and angular positions of the voxels were estimated by averaging the temporal phases of fMRI activities locked to the stimulus frequency (1/27 Hz) across the opposite moving directions of the rings and wedges, respectively. The phase estimations for the eccentricity mapping may be unreliable because the fixation targets (see below) shaded a small area at the center of the screen, or the responses to foveal and peripheral ring stimuli could spill over to each other because the foveal and peripheral stimuli were presented consecutively in time. To get around these problems, we discarded voxels that responded to the ring stimuli with phases within ±π/4 around the phases of the aperture's onset at the screen center. Our procedure resulted in the maximum eccentricity value of 7.0°in the scans with the linear-scale eccentricitymapping stimuli and that of 5.7°in the scans with the log-scale stimuli.
Fixation Task
Except for the resting-state scans, subjects fixated on a stationary red dot (0.14°in diameter) at the center of the screen. To help fixation and control for attention, subjects were asked to press a response button (Current Designs) whenever an opposed pair of tiny (diameter, 0.07°) green dots changed rotation direction (CW or CCW) along a red annulus (width, 0.07°; radius, 0.165°) around the fixation dot. To make the times for the direction change unpredictable, the interval between direction changes was stochastically drawn from a Poisson distribution with a mean of 2 s.
Procedures for Mapping Stimulus Tuning
While fixating on the screen center, subjects viewed flickering patches of filtered white-noise images. The filters for the SF and OR stimuli partitioned the identical Fourier space into 18 radial and angular discrete bins, covering 0.2-1.2 cycles/°and 0-180°, respectively. During presentation, the filter bands changed gradually along the radial or angular axis in Fourier space. To avoid unwanted abrupt changes in the successive filters, the SF filter bands moved in one direction during the first half of the cycle, and in the opposite direction during the second half of the cycle (resulting in first increasing and then decreasing SF, or vice versa). The OR filter bands always moved in a single direction (resulting in CW or CCW rotations).
Visual Stimuli
First, random dot image matrices (1050 pixels × 1050 pixels) were generated, with the intensities of each pixel independently sampled from the standard normal distribution. Next, the pedestal images were Fourier transformed into an amplitude spectrum, to which we applied 2 sets of bandpass filters, one defined along the SF axis (0.2-1.2 cycle/°) and the other along the OR axis (0-180°). The filters (Butterworth, order 10) were designed as 18 evenly split bands without overlap between cutoff frequencies. The filtered amplitude spectra were inverseFourier transformed back into image matrices. The root-meansquare contrasts of the resulting filtered images were 10.2 ± 0.004 percentage points (pp; mean ± s.e.m. across images; N = 108) for SF stimuli and 12.2 ± 0.19 pp (N = 54) for OR stimuli. Finally, to make the stimuli outside 8°of eccentricity fade smoothly, we applied a sigmoidal spatial filter, so that SF and OR stimuli span roughly within a disk of 16°in diameter. Visual stimuli were generated using Matlab 2011b (MathWorks) and MGL 1.5.4 (http://justingardner.net/mgl) on an Apple Macintosh OS X computer.
Experimental Procedure
Within the 1.5 s time frame assigned to both the SF and the OR filters, the images were updated every 0.25 s with 6 different image variants to minimize any unwanted adaptation, expectation, or memory effects. These images were generated by applying the same bandpass filter to 3 independent random dot pedestals, each of which had its own variant with contrast polarity flipped. For the "SF tuning" scans, the 18 SF filter bands gradually changed. In one type of scan (increasing-to-decreasing scan; ID scan), the SF of the filters increased during the first half of a cycle and then decreased during the last half. Each SF band was fixed for 1.5 s, resulting in 54 s for a cycle (36 SF band steps × 1.5 s). Five cycles were repeated per scan. In the other type, the SF first decreased from high to low frequency and then increased back (DI scan; same cycle time and repetitions). In the "OR tuning" scans, the 18 OR filter bands changed gradually in either a CW (starting from the OR parallel to the horizontal meridian, i.e., 0°to 170°) or CCW (opposite sequence to CW scans) direction. The same sequence was repeated 9 times per scan. There were 5 CW and CCW scans, and 3 ID and DI scans in each session. The first cycle in each stimulus tuning scan was excluded from data processing. Note that identical sets of images were used repeatedly throughout all of the cycles in the entire session, so that across-cycle or across-scan variability in fMRI signals, if any, cannot be attributed to changes in visual stimuli.
Stimulus Tuning Similarity for SF and OR
The estimation of stimulus tuning similarity was started by computing the across-cycle average responses of individual voxels, ( ) S t , for each scan type (ID, DI, CW, and CCW) as follows: 
where n is the scan number.
After having identified the stimulus-driven components, ( ) S t , from the raw response time series for each stimulus type as described above, we defined the moment-to-moment fluctuations, ( ) D t , by subtracting ( ) S t from the raw responses as follows:
e e e , , , ,
k and m denotes the cycle number within a scan. Note that each cycle within a scan was treated individually, so that each voxel has 104 vectors of ( ) D t s. Then, the correlated variability for the driven-state scans was defined as:
The final estimates of the correlated variability in the resting-state and driven-state activities were given, respectively, by:
where N is the number of scans, and M is 104, the total number of cycles.
Voxel Selection
Unusually, large fluctuations in fMRI activity are likely to arise from the draining veins (Menon et al. 1993; Lee et al. 1995) and hamper the spatial specificity of signals from nearby tissues (Olman et al. 2007; Shmuel et al. 2007 ). Thus, we screened out the voxels whose average standard deviations (SDs) during the resting state were within the largest 20% for each subject ( Supplementary Fig. 1B) . Next, the remaining voxels were characterized by the multiple stimulus dimensions for retinotopic mapping and stimulus tuning. To avoid any stimulus type (SF or OR) bias in voxel selection, we chose a subset of voxels that were highly responsive to the simple on-/off-stimulation (3 s on and 24 s off) of whole-field visual patterns, the pedestal images of which changed dynamically in SF and OR. The visual stimuli were created by superpositioning 2 antiphasic spiral patterns whose pitches varied over time. This configuration was chosen because it creates dynamic changes in the SF and OR energies at any locations in the visual field. The signal-to-noise ratio (SNR) was defined for each voxel in a Fourier domain as the amplitude of the stimulus frequency component (1/27 Hz) divided by the average amplitude of frequency components 3 times higher than the stimulus frequency. Voxels with SNRs smaller than 2 ( Supplementary Fig. 1C ) were discarded. Voxels that showed antiphasic activities at stimulus frequency ( Supplementary Fig. 1D ) were also discarded. The only voxels used in subsequent analyses were those satisfying all criteria set by retinotopic mapping (see "Procedures for Retinotopic Mapping" section) and by on-/off-stimulation, which comprised 42.6% of the total voxels in the regions of interest (1216.1 ± 85.1 voxels per subject; mean ± s.e.m.; Supplementary Fig. 1E and H). This conservative set of criteria was adopted to ensure the high fidelity of stimulus tuning estimates. However, these criteria are somewhat arbitrary and may limit the generalizability of our findings. Thus, 4 additional sets of criteria were created and used in control analyses ( Supplementary Fig. 2 ). The number of valid voxels was slightly increased by relaxing the criteria either for SD or for SNR in the first 2 sets. In the third set, the number of valid voxels was further increased by retracting the criteria not only for SD and SNR but also for retinotopic mapping. All voxels were used in the last set by applying none of the criteria.
Cortical Distance
Previous methods typically measured CD as the vertex-tovertex distance along a surface mesh, and the vertices were determined by direct distances in an arbitrary direction from the locations of interest, that is, voxels in functional scans. Here, relying on the known columnar structure of functional units in the visual cortex (Hubel and Wiesel 1962) , we computed the CD between voxels by defining a virtual cortical column for each voxel and then measuring the between-column distances. When reconstructing surfaces from anatomical images using FreeSurfer 4.5 software (http://surfer.nmr.mgh. harvard.edu), gray matter (pial) surfaces were reconstructed by iteratively displacing the vertices of the triangularly tessellated white matter surface to the gray matter surface along the direction of the steepest image intensity gradient (Dale et al. 1999) . As a result, such repulsive deformation forms vectors orthogonal to the local white matter surface, connecting a white matter vertex to a corresponding gray matter vertex. We defined such a vector as a virtual cortical column at that location. The column that belongs to a voxel of interest was defined by searching for the columns with the smallest projection length from the voxel. Having identified 2 columns c i and c j for voxels i and j, respectively, we categorized the columns into either a "GM-close" or "WM-close" type based on the distances from each voxel to the gray and the white matter vertices of the corresponding columns. Then, the final estimate of CD was determined by the following rule: 
Part Correlation
A spurious correlation can arise between 2 variables (X and Y) when they are both correlated with another variable (Z). This problem can be statistically controlled by calculating a part correlation (Abdi 2007) , which measures the linear relationship between X and Y after separating out the influence of Z on Y. This method computes Pearson's correlation between X and R, where R is the residual obtained after Z is linearly regressed out from Y. Thus, in general, the squared part correlation can be interpreted as the proportion of the total variance in X explained solely by Y in the presence of Z. A part correlation, also known as a semipartial correlation, is different from a partial correlation and has an important advantage: the denominator in the squared part correlation (the total variance in X) remains the same, unlike that for a partial correlation, no matter which variables are being examined ( Supplementary Fig. 3 ). Hence, the part correlation allows for quantification and direct comparisons of the unique contributions of explanatory variables to a response variable, even when explanatory variables are correlated with one another.
Procedure and Data Analysis of the Auxiliary Experiment
To control for alternative interpretations of our findings, we performed a separate experiment and analyzed the data using complementary methods for RD and the stimulus tuning similarity measures. The major differences between the main and auxiliary experiments were (i) the usage of population receptive field (pRF) estimation methods, (ii) the procedure for mapping SF tuning, and (iii) the voxel selection criteria.
General Organization of the Experiment and Data Analysis
Five subjects (aged between 24 and 35 years; 4 females; 1 male participated in both the main and auxiliary experiments), who all gave informed consent, participated in 3 fMRI sessions (experimental protocol approved). Visual areas were localized using the ring and wedge stimuli at the first session. We included the stimulus tuning scans as well as the resting-state scans together in the second session. The advantages of this configuration are that any additional spatial resampling, such as reslicing, other than the within-session motion correction, is unnecessary, and that this configuration can minimize unwanted day-to-day variations of physiological conditions between the resting-state measurements and both types of stimulus tuning scans. The pRF mapping scans were conducted in the third session. To avoid spatial resampling, we defined the pRFs of voxels in the resting-state scans by searching for the nearest voxels in the pRF mapping scans after coregistration (Park et al. 2013) .
Scan Protocols
For the localization, stimulus tuning, and resting-state scans, the EPI protocol and slice prescriptions were the same as those used in the main experiment. For the pRF mapping scans, a zoomed-EPI protocol (18 slices with 0.5 mm gap; parallel to the calcarine sulcus; TR, 1.5 s; TE, 37 ms; FA, 75°; voxel size, 2 × 2 × 2 mm 3 ; matrix size, 128 × 32) was used with a 12-channel head coil.
Estimation of pRFs Using Moving Bar Stimuli
Detailed information has been described previously (Park et al. 2013) , and here we briefly report the procedures. While fixating on the screen center, subjects viewed the high contrast dartboard patterns presented within an elongated rectangularshaped aperture of 3°width. The aperture drifted over a distance of 20°at a constant speed (1°s -1 ) in a single direction orthogonal to its axis, and a uniform gray stimulus was inserted for 7 s at the end of each cycle. Across 8 successive scans, the aperture bar changed its moving direction from 0°(from right to left) to 315°(from right bottom to left top), with an interval of 45°between successive scans. The hemodynamic impulse response functions were estimated for individual subjects from the responses to the on/off whole-field visual stimuli identical to those used in the main experiment. The predictions of fMRI time-series responses to the drifting bars were made by convoluting the product of a stimulus matrix and a 2D isotropic Gaussian pRF model with the hemodynamic impulse response function parameterized by the differences of 2 gamma distribution functions (Glover 1999) . The model parameters (x, σ y, and ) were obtained by fitting the predicted time courses to the measured responses to 4 drifting directions (horizontal and vertical) for the initial guess, and finally determined by simultaneously fitting to the measured responses from the entire 8 drifting directions. Unlike the retinotopic mapping procedure in the main experiment, the pRF locations were not assumed to be smooth over the cortical surface.
Stimulus Tuning Similarity Estimation and Resting-State Measurements
For the SF tuning scans, the 14 nonoverlapping bands of SF filters were modulated either in a monotonically increasing or decreasing manner throughout a given scan, unlike in the main experiment in which the filters were modulated in a cyclic manner. Six seconds (4 TRs) of a blank period was inserted at the end of each cycle (18 TRs total) to separate the responses to the lowest from those to the highest SF stimuli. Only the responses from the 3rd to 16th frames within each cycle were used for estimating SF tuning similarity. There were 4 (2 increasing and 2 decreasing) SF scans and 4 (2 CW and 2 CCW) OR scans. The resting-state scans and the "fixation with zero contrast" scans (432 s), both acquired twice for reliability, were inserted between the stimulus tuning scans.
Estimation of RF Overlap
Having estimated the pRFs of individual voxels, we quantified the overlap between the pRFs of each voxel pair using the Hellinger distance (HD; Kailath 1967) . The squared HD between 2 probability density functions P and Q are defined by
Particularly, when P and Q are multivariate Gaussians (Pardo Llorente 2006),
where Σ P and Σ Q are the covariance matrices, and μ P and μ Q are the mean vectors for the P and Q, respectively, and
. The HD takes the minimum value of zero when the distributions of P and Q completely overlap, and approaches one as they become separated from each other. The sigma (σ) and mean (x, y) parameters of pRF were used for the covariance and mean terms, respectively, for d Hellinger .
Voxel Selection Voxels were judged invalid and excluded for further analysis when the time series in the on-/off-stimulation, pRF mapping, and stimulus tuning scans exhibited any of the following: (i) when the mean variance in the on-/off-stimulation scans was within the highest 3% of the voxel population in a given area, (ii) when the goodness of fit (r 2 ) of pRF estimation was <0.1 or when the estimated pRF center position fell outside the region of stimulation, (iii) when the SNR was within the lowest 70% in the stimulus tuning scans and within the lowest 30% in the on-/off-stimulation scan. In the ROIs, 12.2% of total voxels (213.8 ± 24.9 voxels per subject, mean ± s.e.m.) survived these criteria.
Statistical Analysis
To evaluate the differential contribution of the tuning similarity and distance factors to the variability in resting-state correlation, we conducted statistical analyses as follows. First, we ran a oneway repeated measures analysis of variance (ANOVA) to test whether significant differences existed over the factors of interest in terms of the mean level of explained variances (r 2 or squared part correlations). If this ANOVA returned a significant result, the Tukey-Kramer test was performed for post hoc evaluation of pairwise differences between the factors. When the comparison included the differences between visual areas, a two-way repeated measures ANOVA was conducted by adding the visual areas as a within-subject factor. The Sidak correction, with an alpha level of 0.05, was used to judge the significance of post hoc multiple comparisons, otherwise noticed.
Results
To evaluate the contributions of the 3 relational factors to the correlated activity in the early visual cortex, we acquired and analyzed data as follows. First, we defined the measures for RD and CD factors and tuning similarity factors, and estimated the values of those measures, one for each, for all of the possible pairs of unit gray matter volumes (2 mm iso voxels) within and/ or between the V1, V2, and V3 areas of 7 human subjects. Then, we measured the pairwise correlations in spontaneous BOLD activity and inspected the relationship of those correlations with the relational factors by carrying out simple correlation, part correlation, and multiple regression analyses. To determine how the structure of correlated activity was affected by the presence of visual input, we repeated the same analyses on the BOLD time series in which the pairwise correlations were defined from moment-to-moment fluctuations during the presentation of high contrast visual stimuli. These analyses indicated the tuning similarity factors as the strongest contributors to resting-state correlation. To attest the robustness and generalizability of this finding, we carried out a series of additional analyses on the different pools of voxel pairs defined at various spatial scales.
Definition for Retinotopic Distance, Cortical Distance, and Tuning Similarity
We used several different metrics to define the RD factor. The primary metric was the Euclidean distance between the retinotopic positions of voxel pairs, which were estimated from retinotopic mapping scans (Figs 2A,B and 3A; see "Materials and Methods" section). To ensure the reliability of RD estimates, we selected voxels with high SNR and small SD of the time courses in the absence of visual stimuli, and discarded voxels with estimated eccentricities and angular positions that differed substantially from those of neighboring voxels ( Supplementary  Fig. 1A-H Supplementary Fig. 1I ). Because previous studies showed that spiking activities are strongly correlated when receptive fields (RFs) overlap (Jermakowicz et al. 2009; Greschner et al. 2011) , we also estimated the degree of RF overlap between voxels as an alternative metric for retinotopic proximity, which will be described in detail (see "Receptive Field Overlap" section).
The metric for defining the CD factor was the length of the shortest path connecting 2 virtual cortical columns over the cortical surface (Figs 2C and 3B) . The resulting distributions of CD measures shifted from short to long distances as voxel pairs were taken from cortical areas further spatially separated (Fig. 2D) . In addition, when projected onto the flattened cortical surface, the estimated distances from an arbitrarily defined seed voxel exhibited roughly isotropic linear gradients (Fig. 2E) .
The measure for defining tuning similarity was the correlation between the response profiles of 2 voxels to stimuli varying in SF or OR (Fig. 2F) . The stimulus tuning of a voxel was estimated from the average profiles of the BOLD responses to visual patterns whose SF or OR changed gradually over time (Fig. 3C,D) . Subsequently, correlations between the mean response profiles of given pairs of voxels (top and middle panels of Fig. 3F ) were computed to estimate tuning similarity. We opted to quantify the tuning similarity in this way, rather than by computing the distance between the peaks of tuning profiles as is typically done in single-cell studies, because the tuning profiles of single voxels reflect aggregates of tuning curves of many neurons; hence, entire tuning profiles should be taken into account. As expected, our estimates of tuning similarity exhibited the 2 previously known spatial biases in stimulus tuning along the polar-coordinate axes of retinotopic space (Henriksson et al. 2008; Freeman et al. 2011) . When the tuning similarity was characterized in terms of SF (left panel of Fig. 2F ; the pairwise comparisons including SF in Fig. 2G) , it was more strongly correlated with the difference in eccentricity than with the difference in angular position for the voxel pairs defined within V1 (t 6 = 2.893, P = 0.028; paired-sample t-test on the absolute values of correlation coefficients), for those defined between V1 and V2 (t 6 = 9.332, P < 0.001), and for those defined between V1 and V3 (t 6 = 3.574, P = 0.012). In contrast, when the tuning similarity was characterized by OR (right panel of Fig. 2F ; the pairwise comparisons including OR in Fig. 2G) , it was more strongly correlated with the difference in angular position than with the difference in eccentricity for the voxel pairs defined within V1 (t 6 = 2.666, P = 0.037), for those defined between V1 and V2 (t 6 = 3.111, P = 0.020), and for those defined between V1 and V3 (t 6 = 3.233, P = 0.018). The issues associated with these relationships between tuning similarity and polar-coordinate retinotopic position will be addressed in detail below with the results of the control analyses (described in "Controls for Alternative Explanations" section).
Stimulus-Tuned Covariability in V1, V2, and V3 During the Resting State
Having defined the measures for the relational factors, we measured spontaneous BOLD activity while subjects closed their eyes, with the light from the projector physically blocked. To ensure subjects did not fall asleep, we monitored their eyelids with an infrared camera during scans and verbally communicated with them between scans. As reported previously (Bianciardi et al. 2009 ), spontaneous activity fluctuated and correlated strongly in the regime of low (<0.1 Hz) temporal frequency ( Supplementary Fig. 4 ). We computed a correlation between spontaneous BOLD activities for each voxel pair, which will be referred to hereafter as the resting-state correlation ( Fig. 3E and bottom panel in Fig. 3F) , and then quantified the contributions of the relational factors by computing the correlations between those factors and resting-state correlations. To fulfill the linearity assumption, we transformed the correlation values into z values using Fisher's z transformation ( Fig. 3G-J; for detailed information and results without transformations, see Supplementary Fig. 5 ).
For the voxel pairs in V1, the tuning similarity in SF accounted for the largest fraction of the variance in the restingstate correlation ( Fig. 4A ; r 2 = 0.312 ± 0.040, mean ± s.e.m.
across subjects). The resting-state correlation was lower for voxel pairs with less similar tuning profiles for SF (e.g., green dot in Fig. 3G ) and substantially increased as the tuning profiles became more similar (e.g., red dot in Fig. 3G ). The tuning similarity in OR and the 2 distance factors (RD and CD) also accounted for the variance in resting-state correlation, albeit to a lesser extent than did SF ( Fig. 3H-J ; Fig. 4A ; r 2 = 0.083 ± 0.016, 0.082 ± 0.013, and 0.071 ± 0.013, for OR tuning similarity, RD, and CD, respectively; see also gray bars in Fig. 4D ). However, the tuning similarity factors were substantially correlated with the distance factors in V1 (Fig. 4B) . The correlations of the SF tuning similarity with the RD and CD were -0.335 (averaged across subjects; SD, 0.089) and -0.323 (0.073), respectively. Likewise, the correlations of the OR tuning similarity with the RD and CD were -0.309 (0.081) and -0.245, respectively (0.116; P values <0.001 for all of the 28 Pearson's correlation coefficients defined by the 7 subjects × 4 conditions). This interdependence between the tuning similarity factors and the distance factors raises the possibility that the observed contribution of the tuning similarity factors to the resting-state correlation could have simply reflected their relationship with the distance factors. To address this concern, we evaluated the contribution of each factor to the resting-state correlation while controlling the contributions of the other factors. To remove the joint effects of the explanatory and control variables on the total variance in the resting-state correlation, we used part correlation (see "Materials and Methods" section and Supplementary Fig. 3 for details) . To perform exhaustive comparisons, each factor was treated as an explanatory variable (columns in Fig. 4C ), while the remaining factors were partitioned out one by one as control variables (rows in Fig. 4C ). To account for the possible contributions of the variance in BOLD fluctuations that were shared among neighboring voxels in the 3D imaging space, we also included the volumetric distance (VD; Euclidean distance in 3D space) in the analysis.
Even when the effects of the distance factors were controlled, a substantial fraction of the variance in the restingstate correlation between V1 sites was explained by the tuning similarity factors (black bars in Fig. 4D ). When the unique contribution to the variance of the resting-state correlation was estimated by squared part correlation, all of the factors that we considered contributed significantly (t 6 = 7.251, P < 0.001, onesample t-test, for SF; t 6 = 4.146, P = 0.006 for OR; t 6 = 4.869, P = 0.003 for RD; t 6 = 3.918, P = 0.008 for CD; t 6 = 5.098, P = 0.002 for VD). However, the contribution differed significantly between the factors (F 4,24 = 31.954, P < 0.001, one-way repeated measures ANOVA). Specifically, the contribution by the SF tuning similarity factor was the greatest (25.5 ± 3.5 pp [across-subject mean ± s.e.m.] for SF; 2.7 ± 0.6 pp for RD; 1.8 ± 0.5 pp for CD; 2.4 ± 0.5 pp for VD) and significantly surpassed any of the distance factors (P = 0.005 for SF vs. RD, P = 0.004 for SF vs. CD, and P = 0.003 for SF vs. VD, Tukey-Kramer corrected for multiple comparisons). The contribution made by the other tuning similarity factor, OR (4.9 ± 1.2 pp), was also greater than those by any of the distance factors, although the differences were insignificant (Ps = 0. 517, 0.283, 0. 522 for OR vs. RD, CD, VD, respectively).
To examine the extent to which the contribution of tuning similarity varies as a function of spatial distance, we divided the same pools of V1 voxel pairs based on their proximity in retinotopic space. When the squared part correlations were computed over the bins of RD, the contributions of the tuning similarity factors decreased as the RD between the voxels increased (Fig. 4E) . However, this distance-dependent effect was not observed for the distance factors. Whereas the contribution of the SF tuning similarity outperformed those of the distance factors significantly for the voxel pairs with RD up to 6°(red circles in Fig. 4E ), the contribution of the OR tuning similarity was significantly greater than those of the distance factors only for the voxel pairs with RD less than 2°(green circles in Fig. 4E) . A similar trend was observed when the voxel pairs were sorted in terms of CD: the superior contributions of the tuning similarity factors were strong at short CDs (≤18.9 mm; one-way repeated measures ANOVA, F 4,24 = 55.784, P < 0.001; post hoc tests showed that largest unadjusted P value was P < 0.001 for SF vs. RD, CD, VD, and P = 0.024 for the comparisons with OR; left diagonal hatched bars in Fig. 4F ), but became less strong for long CDs (>18.9 mm; one-way repeated measures ANOVA, F 4,24 = 13.996, P < 0.001; post hoc tests, largest unadjusted P value, P = 0.009 for SF vs. RD, CD, VD, and the comparisons with OR were all insignificant; right diagonal hatched bars in Fig. 4F) .
Having observed the predominant contribution of tuning similarity, in SF particularly, to the structure of resting-state correlations within V1, we performed the same analyses for V2 and V3 (hereafter referred to as V2/V3). To ensure unbiased comparisons across the areas, the voxel pair pools for V1 were redefined to match those for V2/V3 by splitting up the dorsal and ventral subregions around the horizontal meridian (areas between dashed lines in the right panel in Fig. 2B ). These within-quadrant pools were necessary for avoiding the unwanted disadvantages for the areas V2/V3 in terms of CDs. We note that this restriction becomes unnecessary if only the RD is considered as a distance factor, and the results on the pools unrestricted to the visual quadrants will be addressed later when comparing the tuning similarity and the RD factor (see "Invariance of Stimulus-Tuned Covariability to Changes in Spatial Scale" section).
As observed in V1, the tuning similarity made the largest contribution to the resting-state correlations in V2/V3, but with OR, not SF (Fig. 5A) . When the variances explained by the tuning similarity factors were plotted against the distance factors, the predominance of SF and OR tuning similarities decreased gradually over CD ( Supplementary Fig. 6 ). But unlike in V1, the contribution of OR similarity factor to resting-state correlation remained significant over those of distance factors even for the voxel pairs more than 10 mm apart in V2/V3 (the middle and right panels in Supplementary Fig. 6B ,C). As will be shown later ("Invariance of Stimulus-Tuned Covariability to Changes in Spatial Scale" section), however, the relatively large contributions by OR in V2/V3 compared with SF appear to be confined to the voxel pairs defined within visual quadrants. The contributions of 2 distance factors, RD and CD, were negligible, and thus the distance-dependent effects were not evident for the RD and CD factors in any of the visual areas. In contrast, we note that the contribution of the VD factor to resting-state correlation tended to increase sharply for the voxel pairs with CDs of <10 mm in all of the 3 visual areas (black curves in Supplementary Fig. 6B ,C). These high correlations between neighboring voxels may reflect the intrinsic spread of the BOLD signal (Engel et al. 1997) .
To test whether the mean contribution to the resting-state correlation significantly differed over the relational measure types (SF and OR tuning similarities, RD, CD, and VD) and the visual areas (V1, V2, and V3), we performed a two-way (5 measure types × 3 areas) repeated measures (subject as blocking variable, N = 7) ANOVA. The relational measure types significantly interacted with the visual areas (F 8,48 = 16.730, P < 0.001). In V1, the tuning similarity in SF made the largest contribution to the resting-state correlation (sr 2 = 0.263 ± 0.037, mean ± s.e.
m. of squared part correlations across subjects), and its contribution was significantly greater than those by the distance factors (Ps = 0.008, 0.005, 0.005 for SF vs. RD, CD, VD on sr 2 , respectively, adjusted using the Sidak method; Fig. 5B ). In V2 and V3, in contrast, the tuning similarity in OR showed the largest contribution (sr 2 = 0.144 ± 0.015 and 0.162 ± 0.010 for V2
and V3, respectively), and the contribution of the OR similarity was significantly greater than those made by the distance factors (largest P value, P = 0.007 for OR vs. RD, CD, VD in V2; all Ps < 0.001 for the same comparisons in V3; adjusted P values; Fig. 5B ). In addition, we confirmed that these results were not the consequence of biased sampling introduced by the particular set of voxel selection criteria adopted in this study (Supplementary Fig. 2 ; see "Voxel Selection" section). Thus, we conclude that the similarity in stimulus tuning is the strongest factor explaining the variance in resting-state correlation in the early visual cortex. The contribution of tuning similarity was greatest at short RDs and CDs. The tuning similarity factors, although the amount of their contributions varied over the visual areas and the stimulus types with which tuning similarity was estimated, were invariably superlative in explaining the variance in correlated resting-state activity to any of the distance factors, including the distances defined over the visual field, cortical surface, or brain volume.
Controls for Alternative Explanations
In our results, the contribution of RD and CD factors to the variability in resting-state correlation was moderate when assessed by simple correlation, and even further reduced when their correlations with the other factors were controlled for. This may appear as a somewhat unexpected outcome given the previous fMRI studies that reported the dependence of resting-state correlation on RD or CD (Heinzle et al. 2011; Butt et al. 2013; Gravel et al. 2014; Raemaekers et al. 2014; Arcaro et al. 2015) . Thus, we wondered whether there is any possibility that the contribution of distance factors to correlated activity was underestimated, or, similarly, that the contribution of tuning similarity was overestimated due to any aspects of the methods or procedures adopted in this study. To address these concerns, we generated a set of alternative hypotheses for the observed superiority of tuning similarity and ruled them out individually by carrying out control analyses or collecting additional data under different conditions.
Shared Ongoing Activity
Ongoing BOLD activity exhibits widespread correlation patterns throughout the cortex (Schölvinck et al. 2010) , implying that the profiles of responses to the stimuli used for defining tuning similarity (e.g., shown in Fig. 3C,D) could have included not only a stimulus-driven component but also a stimulusindependent, ongoing activity component, particularly in the voxels with low SNRs. This could have resulted in response profiles that have been synchronized to some degree for voxel pairs, irrespective of their stimulus tuning similarity. Thus, there is a possibility that the observed high correlation between stimulus tuning similarity and resting-state correlation could have arisen partly from the correlated ongoing activities, if we assume that ongoing and resting-state activities are generated via similar neurophysiological mechanisms. To address this concern, we redefined the tuning similarity based on the fMRI time series that were acquired during nonoverlapping periods of time. The fMRI time courses of all voxels during the stimulus tuning scans were randomly split into 2 disjoint sets of cycles. Next, for any given voxel pairs, the responses of one voxel were averaged across the cycles belonging to the first set, and the responses of the other voxel were averaged across the second set of cycles. This procedure was repeated many (20) times, resulting in multiple correlation measures for SF an OR, respectively, for each voxel pair. The tuning similarity was defined as the average of those multiple correlation values. Then, the part correlation analysis was carried out using these alternative tuning similarity measures. Even when comparing the squared part correlations computed from these "ongoing activity-free" measures of stimulus tuning similarity (interaction effect found, F 8,48 = 25.948, P < 0.001, from two-way repeated measures ANOVA), we found that the contribution of SF was strong in V1 ( Fig. 5C ; largest P = 0.006 for SF vs. RD, CD, VD in post hoc tests; Ps adjusted) whereas the contribution of OR was strong in V2/V3 ( Fig. 5C ; P = 0.055 for OR vs. RD, and Ps = 0.008 and 0.009 for OR vs. CD and VD, respectively, in V2; largest P = 0.046 for OR vs. RD, CD, VD in V3).
Receptive Field Overlap
We considered the possibility that the degree of RF overlap (Fig. 5D) , as an alternative metric for the RD factor, could better explain the variance in correlated spontaneous activity than the tuning similarity could. To check this possibility, we carried out an auxiliary experiment in which both the RF proximity and the similarity in RF shape were characterized by BOLD response profiles to a thin bar drifting in 8 successively different directions over the visual field (see "Materials and Methods" section for details).
The pRFs of individual voxels were estimated using the isotropic bivariate normal distributions to the response profiles (Fig. 5E, inset) , and the RF overlap was defined by the HD between 2 pRFs, measuring how much those distributions were matched (d Hellinger ; Supplementary Fig. 7A ; see "Materials and Methods" section). We also computed the correlation between BOLD response profiles to moving bars themselves for any given voxel pair and used it as a nonparametric proxy for RF overlap. These correlation-based estimates have an important advantage over the HD estimates: they allow for the retinotopic proximity being defined in the same manner as the tuning similarity, and the resting-state correlation as well, so that any unknown confounding factors due to the different ways of estimating the relational factors can be precluded.
Despite a smaller number of subjects in the auxiliary experiment (N = 5), the overall pattern of results was similar to that from the main experiment. The relational measure types and the visual areas significantly interacted with one another in explaining the variance in correlated resting-state activity (two-way repeated measures ANOVA, F 10,40 = 2.165 and P = 0.041 for 6 measure types × 3 visual areas), and the following post hoc pairwise comparisons showed that SF tuning similarity factor outperformed distance and RF overlap factors in V1 and V2 (largest unadjusted P values: Ps = 0.007 and 0.037 in V1 and V2, respectively; Fig. 5E ), whereas, in V3, the superiority of OR tuning similarity was marginally significant (unadjusted P values: Ps = 0.050, 0.040, 0.058 for OR vs. CD, HD, VD, respectively; Fig. 5E ) except for the comparison with RD (unadjusted P = 0.105; Fig. 5E ). Additionally, the superiority of tuning similarity factors held not only for the voxel pairs with low degrees of RF overlap, but also for those with high degrees of RF overlap (Supplementary Fig. 8 ). Lastly, we also confirmed that the direct correlation measures of RF overlap did not surpass the power of the tuning similarity factors in explaining the variance of resting-state correlation (Supplementary Fig. 9 ).
Coincidence Between Eccentricity and SF Preference or Between Angular Position and OR Preference
We demonstrated the strong contributions of SF and OR tuning similarities to the resting-state correlations. However, those similarity measures were highly correlated with eccentricity and angular position differences in retinotopic space (Fig. 2G) . Thus, we considered the possibility that the distances defined along axes of the polar-coordinate system could better explain the variance in resting-state correlation, as reported by a recent study (Arcaro et al. 2015) , and surpass the explanatory power of tuning similarity. To check this possibility, we decomposed the RD for any given voxel pair into the distance along the radial axis (iso-angular lines) and the distance along the angular axis (iso-eccentricity lines) in retinotopic space (d R Fig. 6D ). The simple correlation analysis showed that the variances in correlated activity explained by the SF and OR tuning similarities were much higher than those by the radial or angular distances in retinotopic space (Fig. 6A-C) . The tuning similarity factor remained substantial in both retinotopic and cortical spaces even when the effects of these alternative distance measures' contributions were controlled (two-way repeated measures ANOVA with 7 relational measure types and 3 visual areas used as within-subject factors; significant interaction, F 12,72 = 13.983, P < 0.001; post hoc tests showed SF tuning similarity outperformed all distance factors in V1, with largest adjusted P = 0.018, whereas OR tuning similarity outperformed, with largest adjusted values for Ps = 0.010 and 0.001 in V2 and V3, respectively; Fig. 6E ).
Reliability of Retinotopic Mapping Estimation
Next, we examined the possibility that the inferior contribution (relative to those for the tuning similarity factors) of the RD factor to correlated activity might be related to the reliability of our RD measurements. To check this possibility, we divided individual voxels into 2 groups based on how similar their BOLD response profiles to the retinotopic mapping stimuli were throughout fMRI scans. The contribution of RD was slightly higher in the high reliability group than in the low reliability group. However, the contributions of the tuning similarity factors were also higher to similar degrees in the high reliability group than in the low reliability group. As a result, the RD factors remained substantially inferior to the tuning similarity factors in both the low reliability and high reliability groups (see Supplementary Fig. 10 for procedures and results) , suggesting that the superiority of tuning similarity is unlikely to be ascribed to the unreliability of retinotopic mapping estimation in our experiments.
In summary, our original findings described in the previous section survived all the concerns we considered based on previous studies. Thus, we conclude that the superiority of tuning similarity as a factor determining the structure of the restingstate covariability found in this study is unlikely to be ascribed to any suboptimal or unfair definitions of the distance or tuning similarity measures.
In the remaining sections, we further characterized the predominance of tuning similarity in spontaneous correlated activity in the following 3 aspects. First, we quantified the fraction of the total variance in the resting-state correlation that could be explained by the 2 tuning similarity factors, SF and OR, together. Second, we examined whether the presence of external stimulation affected the structure of correlated activity. Finally, we tested whether the stimulus-tuned structure of correlation holds true even between the voxels that are apart at larger spatial scale, beyond the same visual quadrant and hemisphere.
Combined Contribution of SF and OR Tuning Similarities to Resting-State Correlation
In the previous analyses, we assessed the contribution of each factor separate from the resting-state correlation by computing simple (Supplementary Fig. 3A ) and part correlations ( Supplementary Fig. 3B ), the latter of which allowed us to separate the variance that could be jointly explained with the remaining factors. Here, we quantified the combined contribution of the 2 tuning similarity factors ( Supplementary Fig. 3D ) by regressing the resting-state correlation (z rest ) on the tuning similarities in SF and OR (z SF tuning and z OR tuning , respectively) together using the following multiple regression model:
For comparisons, multiple regressions were also performed for the RD and CD factors using the following models:
For the resting-state correlations between voxels within V1 (magenta circles in Fig. 7A ), the regressors of tuning similarity accounted for 37.3 ± 2.9 pp (across-subject mean ± s.e.m.) of the total variance, which was substantially higher than the amounts of variance explained by the retinotopic (7.0 ± 1.3 pp) or cortical (5.2 ± 1.1 pp) distance regressors. The tuning similarity regression was also superior to the other regressions for V2 (magenta squares in Fig. 7A ; 31.4 ± 2.0 pp) and V3 (magenta triangles in Fig. 7A ; 33.3 ± 4.7 pp). In addition, to examine the structure of resting-state correlations between visual areas, we selected voxel pairs representing the same visual quadrant as described earlier (see the fourth-to-last paragraph under the "Stimulus-Tuned Covariability in V1, V2, and V3 during the Resting State" section). The tuning similarity regressors remained superior to the distance regressors for the between-area voxel pairs (green symbols in Fig. 7A ; percentages of explained variances averaged across subjects were 18.3 ± 1.0 pp, 24.0 ± 3.2 pp, and 14.9 ± 1.0 pp for V1-V2, V2-V3, and V1-V3 pairs, respectively), although the explained variances were significantly reduced compared with those for the within-area pairs (P < 0.001, paired-sample t-test; comparison between the green and magenta symbols for the resting-state condition in Fig. 7B ).
Invariance of Stimulus-Tuned Covariability to Changes in Sensory Drive
To determine whether an increase in sensory drive affects the relative contributions of the 3 relational factors to correlated activity, we collected BOLD time-series data under 2 additional conditions. Here, subjects opened their eyes and fixated on small dots at the center of the screen, which was maintained at a fixed luminance (fixation with zero contrast) or displayed a dynamic high contrast stimulus (fixation with high contrast). The raw data for the latter condition were acquired during the scans from which we estimated the tuning profiles for SF and OR. Unlike the original resting-state and fixation with zero contrast conditions, in which the correlations between the raw data were analyzed, for the condition of fixation with high contrast, we analyzed the correlations between the time-series data that deviated from the mean responses to the repeated stimulus cycles (see "Materials and Methods" section for details). These correlations will be referred to as driven-state correlations, in contrast to resting-state correlations. Despite salient changes from the original resting-state condition, the tuning similarity factors remained superior in explaining the variance in correlated activity under both conditions of fixation with zero contrast and fixation with high contrast, when examined for simple correlations (data not shown), for part correlations ( Supplementary Fig. 11A and C for the zero and high contrast conditions, respectively), and for multiple regressions ( Supplementary Fig. 11B and D for the zero and high contrast conditions, respectively). In addition, similar to the resting-state condition, the superiority of tuning similarity regressors held true both within and between the visual areas (magenta and green symbols, respectively, in Supplementary Fig. 11B and D) .
The invariance of stimulus-tuned covariability to changes in sensory drive was evident, as indicated by the fact that the 42 r 2 values of the regressors for tuning similarity factors, obtained from combinations of the 6 within-/between-area pairs and 7 subjects, were highly consistent between the resting-state and the driven-state conditions. As in the resting state, the explained variances were significantly higher for within-area than between-area pairs (P < 0.001, paired-sample t-test; comparison between the green and magenta symbols for the driven-state condition in Fig. 7B ). The results were unchanged when both the RD and the RF overlap factor were included in the regression model (
; Supplementary  Fig. 7B,C) . In summary, the results verified the robust and substantial contribution of tuning similarity in explaining the variances among voxel pairs in both resting-state and drivenstate correlations.
Invariance of Stimulus-Tuned Covariability to Changes in Spatial Scale
So far, we have examined the contribution of tuning similarity to resting-state correlation in the pools of voxel pairs residing within a dorsal or ventral quadrant of a given visual area in the same hemisphere. However, if we put aside the CD factor, whose contribution to resting-state correlation turned out to be the smallest compared with the other factors, including VD (Figs 4, 5, 6E) , we can expand the pool of voxel pairs beyond those restricted cortical regions. Hence, we examined the predominance of the tuning similarity factors for diverse pools in which voxel pairs are chosen between anatomically noncontiguous subregions, split either between the hemispheres or between the dorsal and ventral parts or both (for a graphical definition of these voxel-pair pools, see the figure legends under "Quadrant pair" in the bottom right of Fig. 8) .
Consistent with the results described in the previous sections, the squared part correlations of resting-state correlation with tuning similarity for SF ( Fig. 8A ; P < 0.001, paired-sample t-test) and for OR ( Fig. 8B ; P = 0.002) were higher than those with RD in the majority of pools of voxel pairs. In addition, most of the squared part correlations with SF tuning similarity were higher than those with OR ( Fig. 8C ; P = 0.001), suggesting the stronger contribution of SF tuning similarity to resting-state correlation compared with that of OR tuning similarity at large scale. The similar results-predominance of tuning similarity factors, SF in particular-were obtained when voxel pairs were defined either between the upper and lower vertical meridians or between the left and right horizontal meridians ( Supplementary Fig. 12 ).
Despite this overall predominance of SF, there are a few systematic patterns worthy of note. For the voxel pairs defined in V1, irrespective of which visual quadrant pairs they were from, the contributions of the SF tuning similarity factor to restingstate correlation were substantially (by 2-to 3-fold) higher than those of the RD factor (black solid symbols in Fig. 8A ) and those of the OR factor (black solid symbols in Fig. 8C ), extending the results from the within-quadrant analyses (Figs 4 and 5) . The contributions of the OR tuning similarity were found relatively strong (even slightly stronger than those of SF) when the voxel pairs were defined within the quadrants involving V2 and V3 (light and dark gray upward triangles falling below the unity line in Fig. 8C ) but quite weak (even weaker than those of RD) when the voxel pairs were defined between the upper and lower quadrants within the same hemisphere (leftward triangles falling below the unity line in Fig. 8B ). These results indicate that the contributions of the OR tuning similarity to restingstate correlation were spatially limited (in line with the results shown in Fig. 4E,F ) and more pronounced in the high-tier visual areas (in line with those shown in Fig. 5 ).
Tuning Similarity as a Multidimensional Predictor of Resting-State Correlation
Having learned that the contributions of SF and OR to restingstate correlation remain greater than those of the distance factors at various stimulation and spatial-scale conditions, we wanted to know how general the "similarity in stimulus tuning" is as the factor that governs the structure of resting-state correlation. Put in a theoretical perspective, does the structure of resting-state correlation reflect the high dimensional space defined by multiple tuning similarity factors including SF and OR? One possible way of addressing this question is to see whether factoring in the 2 different dimensions of tuning similarity, SF and OR, can provide better accounts for the restingstate correlation patterns compared with when factoring in only single dimension of tuning similarity (the authors are in debt to the anonymous reviewer for pointing out the importance of this question and for also suggesting the particular way of addressing it). To factor in the dimensions of SF and OR concurrently, we defined a single tuning similarity metric that combines the individual similarity measures of SF and OR, which will be referred to as SO, by concatenating the average BOLD response profiles of SF and OR (as shown in Fig. 3C,D) into a single response profile for individual voxels, where the single profile was down-sampled to match the individual profiles in terms of length for fair comparisons (see "Materials and Methods" section for details). We then computed the Pearson correlation coefficients between those concatenated response profiles of given pairs of voxels. We found that the contributions of the single tuning similarity SO were significantly higher than those of SF ( Fig. 8D ; P < 0.001) and of OR ( Fig. 8E ; P < 0.001) in the majority of voxel-pair pools when the contributions by the remaining factors (RD for SO; RD & OR for SF; RD & SF for OR) were controlled altogether simultaneously. These results suggest the stimulus tuning similarity as a general predictor consisting of multiple dimensions, at least SF and OR, in accounting for the patterns of resting-state correlation.
Discussion
In the visual system, incoming sensory information is initially encoded in the retina and sent to V1 via parallel hierarchical connections. The local V1 sites receiving those parallel inputs are densely linked with one another via horizontal connections. These hierarchical and horizontal connections toward the local sites in V1 are organized in complicated yet systematic ways to subserve the multitude of representational functions of V1 (Nassi and Callaway 2009) . According to the view that spontaneous cortical activity is constrained by intrinsic anatomical connections (Ringach 2009 ), the spontaneous activity in V1 can be understood as a phenomenon occurring in a multilayered network (Radicchi 2014) , where the functional connectivity between nodes, as measured by the correlations between the activities of cortical sites, is affected by the multiple rules by which the anatomical connections are organized. In this perspective, we reasoned that at least 3 different layers of connectivity comprise the network of the visual cortex.
First, it is possible that the more proximal cortical sites over the retinal surface are more strongly correlated, as the neighboring sites at the V1 surface are likely to have more shared projections from the retina (Tootell et al. 1988 ). On the other hand, guided by the anatomical connections within V1 biased toward sites that are spatially close over the cortical surface (Douglas et al. 1995) or similar in stimulus feature preferences (Stettler et al. 2002) , it is also possible that the correlated activity depends on the proximity along the cortical surface and the similarity in stimulus feature tuning.
By evaluating the respective contributions of these 3 connectivity factors to the correlated variability in spatially (2 mmiso voxel level) and temporally (<0.1 Hz) large-scale spontaneous activity in the human visual cortex (V1, V2, and V3), this study revealed the robust predominance of the tuning similarity factors over the distance factors in governing the core structure of correlated resting-state activity. Predominance of Tuning Similarity Over Retinotopic and Cortical Distance factors, but it does not provide information about the source of that shared variance. Indeed, the retinotopic organization may give rise to the stimulus tuning properties of the visual cortex via intricate and sophisticated spatial arrangements of the thalamic projections from the retina (Kremkow et al. 2016) . We also recognize that, although the 2 tuning similarity factors we identified in the current study, SF and OR, alone explained a substantial fraction (>30 pp) of the total variance of restingstate correlation, other unexplored factors still might account for the variance further, such as stimulus tunings in other visual features, cross-callosal anatomical connections and vascular structures.
Possible Determinants and Consequences of Correlated Variability Governed by Mesoscopic-Scale Feature Tuning
The origin involved in the systematic and robust stimulustuned covariability observed in this study is currently unknown. One explanation may be offered by the Bayesian perspective on spontaneous brain activity (Berkes et al. 2011) , in which neural activity in the sensory cortex is conceptualized to reflect the inferred probability that a particular set of features causes sensory inputs. In this framework, spontaneous cortical activity in the visual cortex mirrors the prior knowledge of the co-occurrence statistics of visual features in the environment. Several aspects of our findings are consistent with this conjecture. First, the SF-tuned covariability and the OR-tuned covariability in V1 were both dependent on RD (Fig. 4E) , albeit differing in degree, suggesting that the spontaneous activities tuned to similar visual features are strongly correlated when their RF positions are close rather than apart in the visual field. This is consistent with the findings that the co-occurrences of the same OR edges reflect the cocircular geometry in natural image statistics (Sigman et al. 2001) and are limited to a short distance range (<1.5°) (Geisler et al. 2001) . Similarly, the SF, capturing a large-scale visual feature (Oliva and Torralba 2001) , also changes gradually over space (Simoncelli and Olshausen 2001) . Moreover, the robust invariance of the stimulus-tuned covariability to the subjects, visual areas, local pools of voxel pairs, and viewing conditions is consistent with the notion that prior knowledge about the visual environment is shared widely across the population, irrespective of stimulation regimes. There is an intricate resonance between recent animal studies and ours, despite substantial differences in spatiotemporal scale. The stimulus-tuned covariability in the present study was carried by BOLD signals, which are strongly associated with local field potential activity in the range of slow cortical potentials (0.01-5 Hz) (Lu et al. 2007; He et al. 2008) or electroencephalography activity in the infraslow range (0.01-0.1 Hz) (Vanhatalo et al. 2005; Chan et al. 2015) . In line with this, the large degree of cofluctuations in our data also arises at <0.1 Hz (Supplementary Fig. 4B ). However, many animal studies have also found that the neural covariability at high temporal frequencies depends on stimulus tuning similarity (Ts'o et al. 1986; Gray et al. 1989; Zohary et al. 1994; DeAngelis et al. 1999; Maldonado et al. 2000; Smith and Kohn 2008; Jermakowicz et al. 2009; Ch'ng and Reid 2010; Ko et al. 2011; Denman and Contreras 2014) . It has been suggested that this may reflect the dynamics of the intrinsic modular networks (Mohajerani et al. 2013 ) that are specific to stimulus features (Miller et al. 2014; Kiani et al. 2015; Romano et al. 2015) .
Given the strong contributions of tuning similarity factors both on a fine scale, as evident in animal studies (Chu et al. 2014; Schulz et al. 2015) , and on a coarse scale, as demonstrated in the present study, we speculated about the possible mechanismlevel determinants and functional consequences of stimulustuned covariability that can be shared by neural activities occurring at various spatiotemporal scales. For one of those possibilities, we conjecture that the stimulus-tuned structure of correlated fMRI activity in our data may be substantiated by a mechanism that mediates cross-frequency coupling or entrainment, which extends up to 200 Hz and down to 0.01 Hz (Lakatos et al. 2005; Canolty et al. 2006; Lakatos et al. 2008) and is coupled with the infraslow phase changes in performance on visual detection tasks (Monto et al. 2008) . Thus, investigating the behavioral consequences of the stimulus-tuned covariability in the early visual cortex we found surely will be one of the exciting topics for future studies.
