Matrix-vector multiplication is one of the most fundamental computing primitives. Given a matrix A ∈ F N ×N and a vector b ∈ F N , it is known that in the worst case Θ(N 2 ) operations over F are needed to compute Ab. Many types of structured matrices do admit faster multiplication. However, even given a matrix A that is known to have this property, it is hard in general to recover a representation of A exposing the actual fast multiplication algorithm. Additionally, it is not known in general whether the inverses of such structured matrices can be computed or multiplied quickly. A broad question is thus to identify classes of structured dense matrices that can be represented with O(N ) parameters, and for which matrix-vector multiplication (and ideally other operations such as solvers) can be performed in a sub-quadratic number of operations.
Matrix-vector multiplication is one of the most fundamental computing primitives. Given a matrix A ∈ F N ×N and a vector b ∈ F N , it is known that in the worst case Θ(N 2 ) operations over F are needed to compute Ab. Many types of structured matrices do admit faster multiplication. However, even given a matrix A that is known to have this property, it is hard in general to recover a representation of A exposing the actual fast multiplication algorithm. Additionally, it is not known in general whether the inverses of such structured matrices can be computed or multiplied quickly. A broad question is thus to identify classes of structured dense matrices that can be represented with O(N ) parameters, and for which matrix-vector multiplication (and ideally other operations such as solvers) can be performed in a sub-quadratic number of operations.
One such class of structured matrices that admit nearlinear matrix-vector multiplication are the orthogonal polynomial transforms whose rows correspond to a family of orthogonal polynomials. Other well known classes include the Toeplitz, Hankel, Vandermonde, Cauchy matrices and their extensions (e.g. confluent Cauchy-like matrices) that are all special cases of a low displacement rank property.
In this paper, we make progress on two fronts: 1. We introduce the notion of recurrence width of matrices.
For matrices A with constant recurrence width, we design algorithms to compute both Ab and A T b with a near-linear number of operations. This notion of width is finer than all the above classes of structured matrices and thus we can compute near-linear matrixvector multiplication for all of them using the same core algorithm. Furthermore, we show that it is possible to solve the harder problems of recovering the structured parameterization of a matrix with low recurrence width, and computing matrix-vector product with its inverse in near-linear time. 2. We additionally adapt our algorithm to a matrix-vector multiplication algorithm for a much more general class of matrices with displacement structure: those with low displacement rank with respect to quasiseparable matrices. This result is a novel connection between matrices with displacement structure and those with rank structure, two large but previously separate classes of structured matrices. This class includes Toeplitzplus-Hankel-like matrices, the Discrete Trigonometric Transforms, and more, and captures all previously known matrices with displacement structure under a unified parameterization and algorithm.
Our work unifies, generalizes, and simplifies existing stateof-the-art results in structured matrix-vector multiplication.
Introduction
Given a generic matrix A ∈ F N ×N over any field F, the problem of matrix-vector multiplication by A has a clear Ω(N 2 ) lower bound in general. 1 Many special classes of matrices, however, admit multiplication algorithms that only require near linear (in N ) operations. In general, any matrix A can be identified with the smallest linear circuit that computes the linear function induced by A. This is a tight characterization of the best possible arithmetic complexity of any matrixvector multiplication algorithm for A that uses linear operations 2 and captures all known structured matrix vector multiplication algorithms. Additionally, it implies the classical transposition principle [10, 14] , which states that the number of linear operations needed for matrix-vector multiplication by A and A T are within constant factors of each other. Thus, this quantity is a very general characterization of the complexity of a matrix. However, it has several shortcomings. Most importantly, given a matrix, the problem of finding the minimum circuit size is APX-hard [13] , and the best known upper bound on the approximation ratio is only O(N/log N ) [35] . Finally, this characterization does not say anything about the inverse of a structured matrix, even though A −1 is often also structured if A is. Thus, much work in the structured matrix vector multiplication literature has focused on the following problem:
Identify the most general class of structured matrices A so that one can in near-linear operations compute both Ab and A −1 b. In addition given an arbitrary matrix A, we would One of most general classes studied so far is the structure of low displacement rank. The notion of displacement rank, which was introduced in the seminal work of Kailath et al. [25] , is defined as follows. Given any pair of matrices (L, R), the displacement rank of A with respect to (L, R) is the rank of the error matrix 3 :
(1.1) E = LA − AR.
Until very recently, the most general structure in this framework was studied by Olshevsky and Shokrollahi [42] , who show that any matrix with a displacement rank of r with respect to Jordan form matrices L and R supports near-linear operations matrix-vector multiplication. A very recent pre-print extended this result to the case when both L and R are block companion matrices [11] . In our first main result,
we substantially generalize these results to the case when L and R are quasiseparable matrices.
Quasiseparable matrices are a type of rank-structured matrix, defined by imposing low-rank constraints on certain submatrices, which have become widely used in efficient numerical computations [55] . This result represents a new unification of two large, important, and previously separate classes of structured matrices, namely those with displacement structure and those with rank structure. Another general class of matrices are orthogonal polynomial transforms [1-3, 15]. We first observe that known results on such polynomials [12, 18, 49] can be easily extended to polynomial recurrences of bounded width. However, these results and those for displacement rank matrices tend to be proved using seemingly disparate algorithms and techniques.
In our second main result,
we introduce the notion of recurrence width, which captures the class of orthogonal polynomial transforms as well as matrices of low displacement rank with respect to Jordan form matrices.
We design a simple and general near-linear-operation matrix-vector multiplication algorithm for low recurrence width matrices, hence capturing these previously disparate classes. Moreover, we observe that we can solve the harder problems of recovery (i.e. recovering the recurrence width parameterization given a matrix) and inverse for the polynomials recurrences of bounded width in polynomial time. Figure 1 shows the relationship between the various classes of matrices that we have discussed, and collects the relevant known results and our new results. (All the algorithms result in linear circuits and hence by the transposition principle, we get algorithms for A T b and A −T b with the same complexity as Ab and A −1 b respectively.) We now focus on the two strands of work that inspired much of our work, and describe how we capture (and generalize) previous results in these areas. These strands have been well-studied and have rich and varied applications, which we summarize at the end of the section. Throughout this section we describe square matrices for simplicity, but we emphasize that the recurrence width concept applies to general matrices (see Definition 3.2).
Displacement rank. The approach of expressing structured matrices via their displacements and using this to define unified algorithms for multiplication and inversion has traditionally been limited to the four most popular classes of Toeplitz-like, Hankel-like, Vandermonde-like, and Cauchy-like matrices [22, 40] . These classic results on displacement rank constrain L, R to diagonal or shift matrices. Until very recently, the most powerful results on matrix-vector multiplication for matrices with low displacement rank are in the work of Olshevsky and Shokrollahi [42] , who show that any matrix with a displacement rank of r with respect to Jordan form matrices L and R can be multiplied by an arbitrary vector withÕ(rN ) operations. (They use these results and matrices to solve the Nevalinna-Pick problem as well as solve the interpolation step in some list decoding algorithms in a previous work [41] .) Recall that Jordan normal form matrices are a special case of 2-band upper triangular matrices. In this work, by applying the recurrence width concept (Definition 1.2), we show that when both L and R are any triangular t-band matrices, matrices with displacement rank of r with respect to them admit fast multiplication. Furthermore, in the restricted case of t = 2 our result matches the previous bound [42] .
In our following theorem and for the rest of the paper, let M(N ) denote the cost of multiplying two polynomials of degree N over F (ranging from N log N to N log N log log N ) and ω be the matrix-matrix multiplication exponent.
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Figure 1: Overview of results and hierarchy of matrix classes. Operation count includes pre-processing (on A only) and computation (on A and b) whereÕ(·) hides polylog factors in N . Each class has a parameter controlling the degree of structure: t refers to the recurrence width or quasiseparability degree, and r indicates the displacement rank. ω denotes the exponent of matrix-matrix multiplication runtime.
pre-processing operations, A and A T can be multiplied by any vector
In March 2017, a pre-print [11] generalized the result of [42] in a different direction, to the case where L and R are block companion matrices. We show an alternative technique that is slower than Theorem 1.1 by polylog factors, but works for even more general L and R that subsumes the classes of both Theorem 1.1 and [11] : Theorem 1.2. Let L and R be t-quasiseparable matrices and E be rank r such that A is uniquely defined by LA − AR = E. Then A and
and A −T also admit matrix-vector multiplication in M t (N, r) operations.
The notion of t-quasiseparability refers to a type of rank-structured matrix where every submatrix not intersecting the diagonal has rank at most t [19] (see Definition 6.2). This class includes both the triangular banded matrices in Theorem 1.1 which are t-quasiseparable, and the block companion matrices of [11] which are 1-quasiseparable. Other wellknown classes of matrices with displacement structure include Toeplitz-plus-Hankel-like matrices, all variCopyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 1062 Downloaded 03/17/18 to 75.80.54.57. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php ants of Discrete Cosine/Sine Transforms, ChebyshevVandermonde-like matrices, and so on [39] , and the displacement operators for all of these are tridiagonal which are 1-quasiseparable. 4 To the best of our knowledge, Theorem 1.2 is the most general result on nearlinear time matrix vector multiplication for matrices with displacement rank structure, and in particular captures all currently known matrices with such structure.
Aside from strongly extending these previous important classes of structured matrices, this class of matrices is well-behaved and nice in its own right. They naturally inherit traits of displacement rank such as certain multiplicative and inversion closure properties [45] . Furthermore, the class of quasiseparable matrices, which was introduced relatively recently and are still under active study [19] , generalize band matrices and their inverses and satisfy properties such as gradation under addition and multiplication 5 and closure under inversion. As one consequence, the Sylvester and Stein displacement classes with respect to quasiseparable operators are essentially identical. Orthogonal polynomial transforms. The second strand of work that inspired our results relates to orthogonal polynomial transforms [1-3, 15]. Any matrix A can be represented as a polynomial transform, defined as follows. Definition 1.1. Let a 0 (X), . . . , a N −1 (X) be a collection of polynomials over a field F and z 0 , . . . , z N −1 be a set of points. The discrete polynomial transform matrix A is defined by A[i, j] = a i (z j ). The discrete polynomial transform of a vector b with respect to the a i and z j is given by the product Ab.
When the a i are a family of orthogonal polynomials [15] , we are left with an orthogonal polynomial transform. Orthogonal polynomials can be characterized by the following two term recurrence
where α i , β i , γ i ∈ F. Driscoll, Healy and Rockmore present an algorithm to perform the orthogonal polynomial transform over F = R in O(N log 2 N ) operations [18] . Later it was shown how to perform the transposed transform and inverse transform (i.e. multiplication by A T and A −1 ) with the same complexity [12, 49] .
4 Some variants allow the top right and bottom left corner elements to be non-zero; these are still 2-quasiseparable.
5 For example, the sum of a p-quasiseparable matrix and qquasiseparable matrix is (p + q)-quasiseparable. 6 A matrix has low Sylvester displacement with respect to L, R if and only if it has low Stein displacement with respect to L −1 , R.
7 This is often called a three-term recurrence, but we will consider the number of terms on the RHS to be the recurrence length.
We observe that this class of transforms can be extended to polynomials that satisfy a more general recurrence. We introduce the notion of recurrence width which describes the degree of this type of structure in a matrix: Definition 1.2. An N × N matrix A has recurrence width t if the polynomials a i (X) =
for i ≥ t, where the polynomials g i,j ∈ F[X] have degree at most j.
Note that under this definition, an orthogonal polynomial transform matrix has recurrence width 2. 8 The recurrence structure allows us to generate matrix vector multiplication algorithms for matrices A T and A −1
(and for A and A −T by the transposition principle) in a simple and general way. In Section 4 we provide an algorithm for A T b, and bound its complexity in Theorem 4.1. The statement for Ab then follows from the transposition principle (and more detail is provided in the full version of the paper [16] ). The statement for A −1 b (hence A −T b) is proved in the full version of the paper [16] . Our algorithms are optimal in the sense that their complexity is equal to the worst-case input size of Θ(t 2 N ) for a matrix with recurrence width t, up to log factors (and if ω = 2, so is the pre-processing). In particular, we recover the bounds of Driscoll et al. of O(M(N ) log N ) in the orthogonal polynomial case [18] .
The connection. Theorem 1.1 and 1.3 are special cases of our results on the most general notion of recurrence width. This connection is compelling because the set of matrices with low recurrence width and those with low displacement rank seem to be widely different. Indeed the existing algorithms for the class of orthogonal polynomials [18] and low displacement rank [42] [18] is a divide and conquer algorithm, while that of Olshevsky and Shokrollahi [42] (and other works) heavily exploits structural algebraic properties on matrices with low displacement rank. Despite this, we show that both of these classes of matrices can be captured by a more abstract recurrence and handled with a single class of superfast algorithms. Arguably our definition is more natural since it makes polynomials front and center while existing matrices (definitons) only use polynomials in their algorithms. Thus, our definition makes this connection more explicit.
Similarly, both classic matrices with displacement structure [44] and those with rank structure [20] have large but separate bodies of literature, and Theorem 1.2 shows that their structure can be combined in a way that still admits efficient algorithms. We believe that unifying these existing threads of disparate work is interesting in its own right and our most important contribution. In Section 8, we provide a more detailed history of these threads.
Some Applications. Orthogonal polynomials and low displacement rank matrices have applications in numerous areas from signal processing to machine learning. Indeed orthogonal polynomials have their own dedicated conference [4] . For matrices with low displacement rank, the survey by Kailath and Sayed [26] covers more details and applications, which our matrices naturally inherit. The matrix structure we discuss is also related to notions in control theory arising from different motivations. The notion of displacement rank is a special case of the Sylvester equation which arises in the stability analysis of linear dynamical systems [50] . Additionally, the more general type of recurrence width matrices we study can be viewed as satisfying a type of higher-order Sylvester equation which has become increasingly more important in this area. Such equations are very difficult to analyze in full generality [50] , and our notions represent one line of attack for efficient solutions to these problems.
As a more concrete application, there has been recent interest in the use of structured matrices as components of neural networks, intended to replace the expensive fully-connected layers (which are linear transformations represented as matrix-vector products) with fast and compressible structures. Many ad-hoc paradigms exist for representing structured matrices in neural networks [36] , and it turns out several of them are instances of a displacement rank structure. More explicitly, a recent paper by Sindhwani et al. found that Toeplitz-like matrices (which have low displacement rank with respect to shift matrices) were much more effective than standard low-rank encodings for mobile speech recognition [51] . Additionally, the theoretical guarantees of using displacement rank to compress neural networks are beginning to be understood [59] . For the same number of parameters, our generalized classes of dense, full-rank structured matrices can be even more expressive than the standard structures explored so far, so they may be suitable for these applications.
Paper organization. Our paper is organized as follows. In Section 2, we provide an overview of our techniques. In Section 3, we formally define the most general notion of recurrence width and describe the main structural properties needed for our algorithms. In Section 4, we describe the full algorithm for A T b for a restricted class of recurrence width; the algorithm for this subclass contains all the core ideas and in particular is already more general than Definition 1.2. In Section 5, we describe the modifications to the A T b algorithm needed to handle the fully general definition of recurrence width. We also elaborate on related multiplication operations, including multiplication by A, and multiplication by Krylov matrices. In Section 6 we provide details on the multiplication algorithms for matrices with low displacement rank. We first prove Theorem 1.1 by showing that those matrices have low recurrence width, and then adapt the techniques to cover the more general displacement structure of Theorem 1.2. In Section 7, we show that our new generalizations capture matrices from coding theory that were not captured by the earlier classes. In particular, we show that the matrix corresponding to multipoint multivariate polynomial evaluation has small recurrence width. We use this connection to show a barrier result: if one could design algorithms that are efficient enough in terms of sparsity of the input, then we would improve the state-of-the-art results in multipoint multivariate polynomial evaluation.
All missing details and additional results can be found in the full version of the paper [16] .
Technical Overview
For ease of exposition, we start off with an overview of our techniques for low recurrence width matrices. We describe the basic recurrence width and a natural generalization that captures displacement rank with respect to triangular band matrices. Finally we show how to adapt these techniques to handle matrices with more general displacement structure.
As in all algorithms for structured matrices, the main challenge is in manipulating the alternate compact representation of the matrix directly. Although the recurrence (1.3) is represented with only O(N ) total values (for a fixed t), the polynomials a i (X) it produces are large: unlike conventional linear recurrences on scalars, the total output size of this recurrence is Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 1064 Downloaded 03/17/18 to 75.80.54.57. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php quadratic because the polynomial degrees grow linearly (hence the matrix produced is dense). The first hurdle we clear is compressing this output using the recurrence structure (1.3), which lets us characterize the polynomials a i (X) in a simple way and leads to an intuitive algorithm for transpose multiplication. At its core, the algorithms exploit the self-similar structure of the recurrence (1.3). By definition, all the polynomials a i (X) are generated from a 0 (X), . . . , a t−1 (X). But due to the recurrence structure, the higher-degree polynomials a N/2 (X) through a N −1 (X) can be thought of as being generated from a N/2 (X), . . . , a N/2+t−1 (X) (and the dependence on these generators is now lower-degree). This forms the basis of the divide-and-conquer algorithms.
We then consider a natural generalization consisting of recurrences on vectors, where the transitions involve multiplying by polynomial functions of a fixed matrix. We show a reduction to the standard polynomial case; this allows us to interpret structures such as the displacement rank equation (1.1), which does not seem to involve polynomials, as defining a polynomial recurrence. This reduction is represented through Krylov matrices, which appear in independently interesting settings on numerical methods such as the Lanczos eigenvalue algorithm and Wiedemann's kernel vector algorithm [28, 52] . For the cases we are interested in, these Krylov matrices themselves turn out to have low recurrence width.
Transpose multiplication. We will consider a more general form of the recurrence (1.3) that allows some generators to be added at every step. It turns out that this generalization does not increase the asymptotic cost of the algorithm but will be necessary to capture structure such as displacement rank (1.1). Suppose that the following recurrence holds for all i
for some fixed generators d 0 (X), . . . , d r−1 (X). Notice that equation (1.3) is a special case with r = t, d i (X) = a i (X) for 0 ≤ i < t, and c i,k = δ ik for 0 ≤ i < n, 0 ≤ k < r (i.e. the t initial polynomials are generators and are never re-added).
Consider the simplified case when r = 1 and d 0 (X) = 1, so that the recurrence becomes a i (X) = min(i,t) j=1 g i,j (X)a i−j (X) + c i ; this simplification captures the main difficulties. This can be written as
Let this matrix of recurrence coefficients be G. Notice that computing A T b is equivalent to computing the coefficient vector of
. By the equation above, it suffices to compute b T G −1 c. Thus, we convert the main challenge of understanding the structure of the matrix A into that of understanding the structure of G −1 , which is easier to grasp. Notice that G is triangular and t-banded. The inverse of it is also structured 9 and has the property that every submatrix below the diagonal has rank t. Thus we can partition G −1 into O(log N ) structured submatrices; for any such submatrix G , we only need to be able to compute b
T G c for vectors b , c . We provide a more explicit formula for the entries of G −1 that enables us to do this. The pre-computation step of our algorithms, as mentioned in Theorem 1.3, essentially corresponds to computing a representation of G −1 via generators of its low-rank submatrices. This is formalized in Section 3.3. We note that this algorithm automatically induces an algorithm for Ab with the same time complexity, by the transposition principle.
Matrix Recurrences, Krylov Efficiency and Displacement Rank. Equation (1.3) can be thought of as equipping the vector space F N with a F[X]-module structure and defining a recurrence on vectors a i = g i,j (X)a i−j . In general, a F[X]-module structure is defined by the action of X, which can be an arbitrary linear map. This motivates our most general recurrence:
where the row vectors are governed by a matrix recurrence. This structure naturally captures polynomial recurrence structure (1.3) and (2.4) (when R is the shift matrix, i.e. 1 on the main subdiagonal), low rank matrices (when the recurrence is degenerate, i.e. t = 0), and displacement rank, which we show next. Consider a matrix A satisfying equation (1.1) for lower triangular (t + 1)-banded L and R and rank(E) = r. By the rank condition, each row of E can be expanded as a linear combination of some r fixed vectors d k , so the ith row of this equation can be rewritten as
Notice the similarity to equation (2.4) if A[i, :] is replaced with a i (X) and R is X. In fact, we show that 9 Inverses of banded matrices are called semiseparable [54] .
Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 1065 Downloaded 03/17/18 to 75.80.54.57. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the matrix A can be decomposed as r 1 A i K i , where A i are matrices of recurrence width t and K i are Krylov matrices on R. 10 We remark that this form generalizes the well-known Σ LU representation of Toeplitz-like matrices, which is used in multiplication and inversion algorithms for them [25] .
Recurrence (2.5) involves evaluating functions at a matrix R. Classical ways of computing these matrix functions use natural decompositions of the matrix, such as its singular value/eigendecomposition, or Jordan normal form R = AJA −1 . In the full version of the paper we show that it is possible to compute the Jordan decomposition quickly for several special subclasses of the matrices we are interested in, using techniques involving low-width recurrences [16] .
However, (2.5) has more structure and only requires multiplication by the aforementioned Krylov matrices. In Section 5.4, we show that the Krylov matrix itself satisfies a recurrence of type (2.4) of width t. Using our established results, this gives a single O(t 2 M(N ) log N ) algorithm that unifies the aforementioned subclasses with Jordan decompositions, and implies all triangular banded matrices are Krylov efficient.
When R is not banded, the Krylov matrices do not have low recurrence width, but they can still be structured. The techniques of Section 5.4 show that in general, multiplying by a Krylov matrix on R is can be reduced to a computation on the resolvent of R. Specifically, it is enough to be able to compute the rational function b T (I − XR) −1 c for any b, c. This reduction bears similarity to results from control theory about the Sylvester equation (1.1) implying that manipulating A can be done through operating on the resolvents of L and R [50] . In the case of multiplication by A, it suffices to be able to solve the above resolvent multiplication problem. In Section 6.1, we show how to solve it when R is quasiseparable, by using a recursive low-rank decomposition of I − XR.
3 Problem Definition 3.1 Notation We will use F to denote a field and use R and C to denote the field of real and complex numbers respectively. Polynomials. For polynomials p(X), q(X), s(X) ∈ F[X], we use the notation p(X) ≡ q(X) (mod s(X)) to indicate equivalence modulo s(X), i.e. s(X)|(p(X) − q(X)), and p(X) = q(X) (mod s(X)) to specify q(X) as the unique element of p(X)'s equivalence class with degree less than deg s(X). We use M(N ) to denote the time complexity of multiplying two polynomials of degree N over the field F (and is known to be 10 The ith column of the Krylov matrix on R and x is R i x. O(N log N log log N ) in the worst-case). We will usẽ
O(1) . Vectors and Indexing. For any integer m ≥ 1, we will use [m] to denote the set {0, . . . , m − 1}. Unless specified otherwise, indices in the paper start from 0. Vectors are boldset like x and are column vectors unless specified otherwise. We will denote the ith element in x by x[i] and the vector between the positions [ , r) : ≤ r by x[ : r]. For any subset T ⊆ [N ], e T denotes the characteristic vector of T . We will shorten e {i} by e i . Sometimes a vector b is associated with a polynomial b(X) and this mapping is always b(X) = i≥0 b[i]X i unless specified otherwise. Matrices. Matrices will be boldset like M and by default M ∈ F N ×N . We will denote the element in the ith row and jth column by
In particular we will use M[i, :] and M[:, j] to denote the ith row and jth column of M respectively. We will use S to denote the shift matrix (i.e. S[i, j] = 1 if i = j + 1 and 0 otherwise) and I to denote the identity matrix. We let c M (X) = det(XI − M) denote the characteristic polynomial of M. Given a matrix A, we denote its transpose and inverse (assuming it exists) by
Finally, we define the notion of Krylov efficiency which will be used throughout and addressed in Section 5.4. Definition 3.1. Given a matrix M ∈ F N ×N and a vector y ∈ F N , the Krylov matrix of M generated by y (denoted by K(M, y)) is the N × N matrix whose ith column for 0 ≤ i < N is M i · y. We say that M is (α, β)-Krylov efficient if for every y ∈ F N , we have that K = K(M, y) admits the operations Kx and K T x (for any x ∈ F N ) with O(β) many operations (with O(α) pre-processing operations on M).
Our Problem
We address structured matrices satisfying the following property.
, and the matrix F ∈ F M ×N formed by stacking the f i (as row vectors) has rank r. We sometimes call the f i error terms and F the error matrix, reflecting how they modify the base recurrence.
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The recurrence has
For convenience in describing the algorithms, we assume that M, N and t are powers of 2 throughout this paper, since it does not affect the asymptotics.
Remark 3.1. We point out some specific cases of importance, and typical assumptions.
1. For shorthand, we sometimes say the width is t instead of (t, r) if r ≤ t. In particular, the basic polynomial recurrence (1.3) has width t. In Section 5.2, we show that every rank r up to t has the same complexity for our multiplication algorithm.
2. Whend = 0, we assume that g i,0 = 1 for all i and omit it from the recurrence equation.
3. The orthogonal polynomial transform in Definition 1.1 has width (2, 1) and degree (1, 0). More specifically, R = diag(z 0 , . . . , z N −1 ) and F = e 1 · · · e 1 . In Section 5.3 we show that a Krylov matrix K(R, 1) can be factored out, leaving behind a matrix satisfying a polynomial recurrence (1.3). Thus we think of Definition 1.2 as the prototypical example of recurrence width.
When R is a companion matrix
X j (and analogously for f i (X)), then the a i (X) satisfy the recurrence
We sometimes call this a modular recurrence.
As an even more special case, the basic polynomial recurrence (1.3) can be considered an instance of (3.7) with R = S, the shift matrix.
5. If t = 0, then the recurrence is degenerate and A = F. In other words, low rank matrices are degenerate recurrence width matrices.
A matrix defined by Definition 3.2 can be compactly represented as follows. Let G ∈ F[X]
M ×M be given by G ii = g i,0 (X) and G ij = −g i,i−j (X) (thus, G is zero outside of the main diagonal and t subdiagonals). Let F ∈ F M ×N be the matrix formed by stacking the f i (as row vectors). Then G, F, and R fully specify the recurrence and we sometimes refer to A as a (G, F, R)-recurrence matrix.
The Structure Lemma
In this section, we provide a characterization of the elements a i generated by the recurrence in terms of its parameterization G, F, R. We further provide a characterization of the entries of this matrix. We assume for now that we are working with a recurrence of degree (1, 0).
Recall that g i,0 (R) is invertible, so g i,0 (X) shares no roots with c R (X). Thus G −1 (mod c R (X)) is well-defined, since G is triangular and its diagonal elements are invertible (mod c R (X)).
Given a matrix M = (m ij (X)) i,j , let M(R) denote element-wise evaluation: M(R) = (m ij (R)). Note that Definition 3.2 is equivalent to the equation
However, H(R)G(R) = (HG)(R) = I by the CayleyHamilton Theorem. This implies
Our algorithms involve a pre-processing step that computes a compact representation of H. We use the following characterization of the elements of H. 
Intuitively, T i describes, using the recurrence, how to compute a i+1 in terms of a i−t+1 , . . . , a i , and the ranged transition T [j:i] describes the dependence of a i on a j−t+1 , . . . , a j . The following lemma about the sizes of entries in T [ :r] will help bound the cost of computing them.
Lemma 3.3. Let the recurrence in (3.7) have degree (1, 0). Then for any 0 ≤ ≤ r < N and 0 ≤ i, j < t,
In particular, it is helpful to keep in mind that H satisfies the same degree condition as G: 
Core Multiplication Algorithm
We provide an algorithm for computing A T b for a simplified setting that contains all the core ideas. Assume A ∈ F N ×N is a modular recurrence of width (t, 1) and degree (1, 0). In other words, A is square with three independent simplifications on its generators: G has degree (1, 0), F has rank 1, and R is a companion matrix. 11 We can express this as
) ≤ j and recall c R (X) is the characteristic polynomial of R.
In mod c R (X) ). Therefore the desired vector A T b is the coefficient vector of (4.10)
So it suffices to compute b T Hc, and perform the multiplication by d(X) (mod c R (X)) at the end. By the Lemma 3.2, b
T Hc is the bottom right element of the following t × t matrix:
The first and third sums have the same form as the original. Recursively applying this decomposition, we see that it suffices to compute the last row of We present the full details in Algorithm 1. The main subroutine P( , r) computes P ,r . Subroutine
. We omit the procedure Q computing Q ,r = j∈[ :r] T [j:r] C j , which is identical to procedure P up to a transformation of the indexing.
Pre-processing time
The pre-processing step is computing a compact representation of H, which we represent through the matrices
Since we have assumed that N is a power of 2, these ranges can be expressed in terms of dyadic strings; we need to precompute T Q(c, 0, N )
17:
Return H(0, N ) 
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Corollary 4.1. Pre-processing for Algorithm 1 requires O(t ω M(N ) log N ) operations over F.
Runtime analysis
Assuming that the preprocessing step is already done, the runtime of Algorithm 1 can be bounded with a straightforward recursive analysis (which can be found in the full version of the paper [16] ).
Lemma 4.2. After pre-processing, Algorithm 1 needs O(t 2 M(N ) log N ) operations over F.
We remark that the input vectors b and the error coefficients c are duals in a sense: they affect Algorithm 1 symmetrically and independently (through the computations of P ,r and Q ,r respectively). The main difference is that c affects the pre-processing steps and b affects the main runtime. We will make use of this observation later in Section 5.2 which generalizes c from vectors to matrices. The same generalization works for b and corresponds to matrix-matrix multiplication A T B [16] . Corollary 4.1 and Lemma 4.2 imply the following result:
Theorem 4.1. For any matrix A satisfying a modular recurrence (3.8) of width (t, 1) and degree (1, 0), with O(t ω M(N ) log N ) pre-processing operations, the product A T b can be computed for any b with O(t 2 M(N ) log N ) operations over F.
The General Recurrence and Related Operations
In Section 4, we introduced a multiplication algorithm for matrices A satisfying a (G, F, R)-recurrence (see Definition 3.2) with simplified assumptions on G, F, R.
In this section, we first finish the details of the matrixvector multiplication algorithm for matrices satisfying the general recurrence. Then we cover several operations that are simple consequences or extensions of the algorithm, such as the case when A is rectangular. There are three modifications to recurrence (4.9) needed to recover the general case (3.7). First, we generalize from degree-(1, 0) to degree-(d,d) recurrences. Second, we generalize the error matrix F from rank 1 to rank r. Finally, we relax the constraint that R is a companion matrix.
5.1 General G First, it is easy to see that if G satisfies a degree (d, 0) recurrence, the companion matrices T i can still be defined and the degree bounds in Lemma 3.3 are scaled by d. Since polynomials involved have degrees scaled by d, the cost of Algorithm 1 increases by a factor of d. [16] .
Therefore algorithms for a (d,d)-recurrence have runtimes scaled by a factor of (d +d). This generaliza- 13 The runtime is actually slightly better because the degrees don't grow beyond N (due to the modulus). The log N factor can be replaced by log N − log d, but the asymptotics are the same since we usually assume d is fixed.
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General F Now consider a modular recurrence of width (t, r).
As usual convert the vectors to polynomials; write F = CD and let
j . By a small modification of the derivation in Section 4, we deduce that the desired quantity A T b is the coefficient vector of the polynomial
(compare to equation (4.10) in the case r = 1). Again the multiplications by d 0 (X), . . . , d r−1 (X) can be postponed to the end and incur a cost of rM(N ) operations, so we focus on computing
We can still apply Algorithm 1 directly. Procedure P still computes
where
with the only difference being that it now has dimensions t × r instead of t × 1. We analyze the change in runtime compared to Lemma 4.2. The call to P does not change; its complexity is still O(t 2 M(N ) log N ). In procedure Q, the change is that the recursive computation Q ,r = T [m:r] Q ,m + Q m,r is now a multiplication of a t × t and t × r matrix instead of t × t by t × 1. The runtime coefficient changes from t 2 to α t,r , where α t,r is the cost of performing a t × t by t × r matrix multiplication. Also note that since this does not depend on b, this can be counted as part of the pre-processing step. The total pre-processing step is now O ((t ω + α t,r )M(N ) log N ). In procedure H, we are now performing a 1 × t by t × r multiplication. The runtime of H(0, N ) is now O(trM(N ) log N ). The total runtime (the calls to P and H) is O(t(t + r)M(N ) log N ).
Finally, we note that α t,t = t ω , and in general α t,r ≤ min(rt 2 , (1 + r/t)t ω ). For large enough r we use the latter bound, whence the pre-processing coefficient O(t ω + α t,r ) above becomes O((t + r)t ω−1 ). In particular, the pre-processing time is still O(t ω M(N ) log N ) and the runtime is still
. This fully captures the original polynomial recurrence (1.3), and in particular the orthogonal polynomial transforms [18] .
5.3 General R Aside from the reason that it is necessary to handle the displacement rank recurrence (2.6), we provide an intrinsic reason for considering the general matrix-recurrence (3.7), as a natural continuation of polynomial recurrences (1.3). Equation (1.3) is written in terms of polynomials, but it is defining vectors. Another way of writing it is as follows: we are actually defining a recurrence on vectors a i (the rows of A) satisfying a i = g ij (X) · a i−j , where the bilinear operator (· :
is defined for g(X)·a by converting a to a polynomial, multiplying by g(X) (mod c R (X)), and converting back to a vector. This is just an instance of equipping the vector space F N with a F[X]-module structure. Thus it is natural to consider what happens in general when we define a i = g ij (X) · a i−j for any F[X]-module structure on V = F N . In general, this is uniquely defined by the action of X; this is a linear map on V , hence equivalent to multiplication by a matrix R. This leads to the matrix recurrence (3.7).
By Lemma 3.1, a i = N −1 j=0 h i,j (R)f j , which can be simplified:
where h ij is the coefficient vector of h i,j (X).
Thus the desired answer to A T b is
Finally, recall that b T HC is a 1 × r vector of polynomials, and
c jk h ij is the coefficient array of its kth entry. Thus we compute b T HC as before, and then perform r matrix-vector multiplications by the Krylov matrices K (R, d k ) .
With fully general G, F, R, we get the following matrix-vector multiplication runtime. 
Krylov Efficiency
In Section 5.3, we showed how to factor matrix recurrences into the product of a polynomial/modular recurrence and a Krylov matrix, thus reducing the runtime of a R-matrix recurrence to the Krylov efficiency (Definition 3.1) of R. In this section we show Krylov efficiency for a particular class of matrices that is necessary to prove Theorem 1.1.
We note that a natural approach to Krylov efficiency is utilizing the Jordan normal form. In the full version of the paper [16] , we show how knowing the Jordan form M = AJA −1 implies a particularly simple algorithm for Krylov efficiency, and provide cases for which we can compute this Jordan decomposition efficiently.
However, this reduction is clearly one way-finding a Jordan decomposition is stronger than Krylov efficiency, but the latter problem has more structure that we can take advantage of. Now we will show that the class of banded triangular matrices are Krylov efficient by showing that the Krylov matrix itself has low recurrence width (equal to the bandwidth).
We remark that the Krylov efficiency concept does not apply only to our problem. If K is the Krylov matrix on A and b, then Kb = b[i]A i x is naturally related to contexts involving Krylov subspaces, matrix polynomials, and so on. The product
. . ] is also useful; it is the first step in the Wiedemann algorithm for computing the minimal polynomial or kernel vectors of a matrix A [28] . We will show that K satisfies a modular recurrence of width (∆, 1). The same results also hold for upper triangular matrices.
We can alternatively express it as
Multiplying by I − MX, we get the equation
Therefore it is true that (5.13)
and furthermore, F can be defined as the unique solution of equation (5.13
since it is triangular and its diagonal is comprised of invertible elements (1 − M[i, i]X)).
But equation (5.13) exactly defines a modular recurrence (3.8) of degree (0, 1) and width (∆, 1). Theorem 5.1 implies
Displacement Rank
Recall that the displacement rank of a matrix A with respect to matrices L, R is defined as the rank of the error matrix E = LA − AR.
The concept of displacement rank has been used to generalize and unify common structured matrices such as Hankel, Toeplitz, Vandermonde, and Cauchy matrices; these matrices all have low displacement ranks with respect to diagonal or shift matrices being L and R. Olshevsky and Shokrollahi [42] defined the confluent Cauchy-like matrices to be the class of matrices with low displacement rank with respect to Jordan form matrices; this class of matrices generalized and unified the previously mentioned common structured matrices. Our class of structured matrices extends the results of [42] to a more general form for L and R while matching the complexity bound in their setting. As usual in the displacement rank approach, we wish to work with a matrix A defined by a compressed displacement representation. We consider square matrices for simplicity, although the techniques work for rectangular matrices as well [16] . Definition 6.1 formally lays out the representation of A. • R ∈ F N ×N that is (α, β)-Krylov efficient and such that we know its characteristic polynomial c R (X),
• L ∈ F N ×N that is triangular (throughout this section, we will assume it is lower triangular) and (∆ + 1)-band,
• C ∈ F N ×r and D ∈ F r×N , generators for a low rank matrix
The Sylvester operator is defined as ∇ L,R : A → LA − AR, and the Stein operator is ∆ L,R : A → A − LAR.
Assume that A ∈ F N ×N is implicitly and uniquely defined by the equation D L,R (A) = CD.
14 Suppose that A is defined according to a Sylvester displacement equation; the Stein displacement case is very similar [16] . We will show that the rows of A satisfy a standard R-matrix recurrence as in (3. As in equation (2.6), expanding and rearranging the ith row of LA − AR = E yields
By Definition 3.2, this exactly defines a R T -matrix recurrence of width (t, r) and degree (0, 1). Note that the disjoint eigenvalue assumption means L[i, i]I − R is invertible for all i. In this case
Theorem 5.1 gives the complexity of superfast matrix-vector multiplication by A and A T in terms of the Krylov efficiency of R. Furthermore, when R is also triangular and ∆-band, its characteristic polynomial can be computed in O(M(N ) log N ) time and it is (
Again, we stated the reduction for lower triangular matrices, but upper triangular L defines a similar recurrence. Finally, it is known that A T also has low displacement rank, with respect to R T and L T , so the same reduction and algorithm works for A T . The above discussion and applying Theorem 5.1 implies Theorem 6.1. Suppose we are given L, R, C, D that define a matrix A according to Definition 6.1. Then we can compute Ab and A T b for any vector b in O((∆ + r)∆M(N ) log N + rβ) operations with O(α ∆,r M(N ) log N + α) preprocessing.
Corollary 6.1. Suppose we are given L, R, C, D that define a matrix A according to Definition 6.1, and additionally suppose that L and R are both ∆-band. Then we can compute Ab and
This finishes the proof of the first part of Theorem 1.1.
We remark that this captures the previous displacement results in the literature before the very recent results of Bostan et al. [11] . For the four classic types, Toeplitz-and Hankel-like matrices are defined with the Stein operator and L = S, R = S T ; Vandermonde-like matrices are defined with the Sylvester operator and L diagonal, R = S T ; and Cauchy-like matrices are defined with the Sylvester operator and L, R diagonal. Until recently, the most general previous displacement rank results in literature had L and R in Jordan normal form, which were handled by Olshovsky and Shokrollahi [42] . The results in this section cover all L and R in Jordan normal form that have distinct eigenvalues. We note that it is not possible to have a single efficient algorithm for matrices with low displacement rank with respect to arbitrary L, R in Jordan normal form. In particular, every matrix has low displacement rank with respect to L = R = I. In general, when L and R share eigenvalues, the equation LA − AR = E does not uniquely specify A, and we hypothesize that a general algorithm will incur an extra factor roughly corresponding to the complexity of fully specifying A.
6.1 Quasiseparable L and R We now show how to adapt the above to more general L and R, which in particular includes both the triangular band matrices of Corollary 6.1 and the block companion matrices of Bostan et al. [11] . For concreteness, we focus on the Sylvester displacement LA − AR = CD T , but the Stein displacement case is similar. Let us trace through the execution of the full algorithm, paying special attention to equation (5.11) which we re-write here for convenience.
(where H is from the Structure Lemma 3.1 and h ij is the coefficient vector of
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The full algorithm for computing A T b can be summarized as follows.
Let H = (L − XI)
1×r . Let f k ∈ F N be the coefficient vector of the kth element of F. The answer is r−1 k=0 K(R, d k )f k . Finally, to perform the Krylov multiplications, recall that in Section 5.4 we showed that K(R, d)
T f is the coefficient vector of the polynomial f T (I − RX) −1 d (mod X N ) (analogous to the b T Hc step of Algorithm 1). The multiplication K(R, d)f has the same complexity by the transposition principle, and an explicit algorithm can be found by using the same techniques to convert the recurrence width transpose multiplication algorithm A T b to the algorithm for Ab [16] .
Thus the multiplication A T b can be reduced to performing O(r) computations of the form b
), but these are algorithmically equivalent, so we focus on the former) for some M (X) of degree N (note that M (X) will be equal to either c R (X) or X N ). 15 It is enough to find b T (XI − R) −1 c, which is a rational function of the form f (X)/g(X) -then reducing it (mod M (X)) requires M(N ) log N steps for inverting g(X) (mod M (X)) [57] and M(N ) for multiplying by f (X) (mod M (X)). We call computing b T (XI−R) −1 c the resolvent problem on R. Henceforth we also let X − R denote XI − R.
Resolvent computation
The most general useful class of matrices for which we know how to solve the resolvent problem in soft-linear time are the quasiseparable matrices, introduced by Eidelman and Gohberg [19] .
• Every submatrix contained strictly below (above) the diagonal has rank at most p (q).
A (q, q)-quasiseparable matrix is also called qquasiseparable.
16
The problem we now address is given tquasiseparable R, to compute the rational function b T (X − R) −1 c for any vectors b, c. 15 The above reduction from the Sylvester equation to resolvents is similar to various known formulae for A based on the Sylvester equation [34, 50] . 16 Given a q-quasiseparable matrix R satisfying Definition 6.2, we will assume that we have access to a factorization of any rankq sub-matrix (or can compute one in time equal to the size of this factorization, i.e. q(k + ) for a k × sub-matrix). There are many efficient representations of quasiseparable matrices that allow this [17, 19] , and even without one, simple randomized approaches still allow efficient computation of the generators [27] .
The idea here is that quasiseparable matrices are recursively "self-similar", in that the leading and trailing principal submatrices are also quasiseparable, which leads to a divide-and-conquer algorithm. Consider a quasiseparable matrix R for which we want to compute the resolvent (X − R) −1 . The top left and bottom right blocks of X − R are self-similar to X − R itself by definition of quasiseparability. Suppose through recursion we can invert each of them, in other words compute diag{X − R 11 , X − R 22 }. But by quasiseparability, X − R is simply a low-rank perturbation of diag{X − R 11 , X − R 22 }, and so by standard techniques we can compute (X − R) −1 [56] :
Proposition 6.1. (Woodbury matrix identity) Over a commutative ring R, let A ∈ R N ×N and U, V ∈ R N ×p . Suppose A and A + UV T are invertible. Then I p + V T A −1 U is invertible and
For our purposes, R will be the ring of rational functions over F. Now we can prove the following.
Lemma 6.1. Let R be a t-quasiseparable matrix. Then
Proof. More generally, we will consider computing B T (X − R) −1 C for matrices B ∈ F N ×k and C ∈ F N ×k . Note that the result is a k × k matrix of rational functions of degree at most N on top and bottom.
Let R be partitioned into submatrices R 11 , R 12 , R 21 , R 22 ∈ (F(X)) N/2×N/2 in the usual way.
Since R is t-quasiseparable, we can write
N ×t . Notice that we can write X − R as
Suppose we know the expansions of each of
These have dimensions k × k, k × 2t, 2t × 2t, 2t × k respectively (and entries bounded by degree N/2 on the Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 1073 Downloaded 03/17/18 to 75.80.54.57. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php top and bottom). Also note that all the above inverses exist because a matrix of the form X − R for R ∈ F has non-zero determinant.
By Proposition 6.1, the desired answer is
Then the final result can be computed by in-
we will use this in the analysis shortly.
To compute the M i , it suffices to compute:
But to compute those, it suffices to compute the following (k + t) × (k + t) matrices:
Since R 11 and R 22 have the same form as R, this is two recursive calls of half the size. Notice that the size of the other input (dimensions of B, C) is growing, but when the initial input is k = 1, it never exceeds 1 + t log N (since they increase by t every time we go down a level). Earlier, we noticed that when k = O(t log N ), the reduction step has complexity O(t ω M(N ) log N + t 2 M(N ) log 2 N ) for any recursive call. As usual, the complete runtime is a log N multiplicative factor on top of this.
Combining the aforementioned reduction from the Sylvester equation to resolvents with this algorithm proves the multiplication part of Theorem 1.2.
We note that the bounds in Lemma 6.1 are slightly worse in the exponent of t and the number of log N factors, compared to the bounds derived from the recurrence width algorithm as in Corollary 6.1. A more detailed analysis that isolates operations independent of b as pre-computations should be possible to bridge the gap between these bounds, and is left for future work. 17 When k < t this term is subsumed by the previous one anyways
Succinct Representations and Multivariate Polynomials
The goal of this section is two fold. The first goal is to present matrices that have low recurrence width in our sense but were not captured by previous notions of widths of structured matrices. The second goal is to show that substantially improving upon the efficiency of our algorithms with respect to sharper notions of input size will lead to improvements in the state-of-theart algorithms for multipoint evaluation of multivariate polynomials. Our initial interest in these matrices arose from their connections to coding theory, which we will also highlight as we deal with the corresponding matrices. We consider the following problem.
Definition 7.1. Given an m-variate polynomial f (X 1 , . . . , X m ) such that each variable has degree at most d − 1 and
The best runtime for an algorithm that solves the above problem (over an arbitrary field) takes time [16] , where an n × n matrix can be multiplied with an n × n 2 matrix with O(n ω 2 ) operations [29, 38] . We remark on three points. First in the multipoint evaluation problem we do not assume any structure on the N points: e.g. if the points form an m-dimensional grid, then the problem can be solved iñ O(N ) many operations using standard FFT techniques. Second, if we are fine with solving the problem over finite fields, then the breakthrough result of Kedlaya and Umans [29] solves this problem with N 1+o(1) operations (but for arbitrary N evaluation points). In other words, the problem is not fully solved only if we do not have any structure in the evaluation points and we want our algorithms to work over arbitrary fields (or even R or C). Finally, from a coding theory perspective, this problem (over finite fields) corresponds to encoding of arbitrary puncturings of Reed-Muller codes.
While we do not prove any new upper bounds for these problems, it turns out that the connection to multipoint evaluation of multivariate polynomials has some interesting complexity implications for our result. In particular, recall that the worst-case input size of a matrix with recurrence width t is Θ(t 2 N ) and our algorithms are optimal with respect to this input measure (assuming ω = 2). However, it is natural to wonder if one can have faster algorithms with respect to a more per-instance input size.
Next, we aim to show that if we can improve our algorithms in certain settings then it would imply a fast multipoint evaluation of multivariate polynomials. In Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 1074 Downloaded 03/17/18 to 75.80.54.57. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php particular, we consider the following two more succinct ways of representing the input. For a given polynomial f (X) ∈ F[X], let f 0 denote the size of the support of f . Finally, consider a matrix A defined by a recurrence in (3.7). Define
i.e. the size of sum of the sizes of supports of g i,j 's plus the size of the rank r-representation of the error matrix in (3.7).
The second more succinct representation where we have an extra bound that g i,j ≤ D (for potentially D < t) for the recurrence in (3.7). Then note that the corresponding matrix A can be represented with size Θ(tDN + rN ) elements. In this case, we will explore if one can improve upon the dependence on r in Theorem 5.1.
We would like to point out that in all of the above the way we argue that the error matrix E has rank at most r is by showing it has at most r non-zero columns. Thus, for our reductions rN is also an upper bound on E 0 , so there is no hope of getting improved results in terms of the sparsity of the error matrix instead of its rank without improving upon the state-ofthe-art results in multipoint evaluation of multivariate polynomials.
7.1 Multipoint evaluation of bivariate polynomials We begin with the bivariate case (i.e. m = 2) since that is enough to connect improvements over our results to improving the state-of-the-art results in multipoint evaluation of bivariate polynomials.
For notational simplicity we assume that the polynomial is f (X, Y ) =
i Y j and the evaluation points are (x 1 , y 1 ), . . . , (x N , y N ). Now consider the N × N matrix in (7.14) .
Note that to solve the multipoint evaluation problem we just need to solve A (2) · f , where f contains the coefficients of f (X, Y ). Let D X and D Y denote the diagonal matrices with x = (x 1 , . . . , x N ) and y = (y 1 , . . . , y N ) on their diagonals respectively. Finally, define Z = S T . Now consider the matrix
It can be checked that B (2) has rank at most d. Indeed note that B (2) has the structure as in (7.15). The above was already noticed in [41] . The above is not quite enough to argue what we want so we make the following stronger observation. Consider (7.16)
One can re-write the above recurrence as follows (where
T and recall Z = S T ) for any 0 ≤ i < N :
We now claim that the rank of C (2) is at most two. Indeed, note that C (2) has structure as in (7.17) . Thus, we have a recurrence with recurrence width (1, 2) and degree (D, 1). Theorem 5.1 implies that we can solve the above problem withÕ(d 3 ) operations. The algorithm of [38] usesÕ(d ω 2 /2+1 ) many operations. However, note that
Thus, we have the following result: 
where the evaluation points are given by x(1), . . . , x(N ).
For notational simplicity, we will assume that m is even. (The arguments below can be easily modified for odd m.) Define recursively for 0 ≤ j ≤ m/2:
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Finally, for the base case we have
It can be verified (e.g. by induction) that the recurrence in (7.18) can be expanded out to We argue in the full version of the paper [16] that , 1). Note that in this case we have tDN +rN = Θ((2d) 3m/2−1 ). Thus, we have the following result:
Theorem 7.2. If for an S-dependent recurrence we could improve the algorithm from Theorem 5.1 to run withÕ(poly(t) · DN + rN ) operations for matrix vector multiplication, then we would be able to solve the general multipoint evaluation of multivariate polynomials in timeÕ((2d) 3m/2−1 ), which would be a polynomial improvement over the current best algorithm (when d = ω(1)), where currently we still have ω 2 > 3.
Note that the above shows that improving the dependence in r in Theorem 5.1 significantly (even to the extent of having some dependence on Dr) will improve upon the current best-known algorithms (unless ω 2 = 3).
Finally, in the full version of the paper [16] , we present one more example of matrices that have been studied in coding theory that satisfy our general notion of recurrence. These matrices encode multipoint evaluation of multivariate polynomials and their derivatives and correspond to (puncturing of) multivariate multiplicity codes, which have been studied recently [31] [32] [33] .
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Related Work
Superfast structured matrix-vector multiplication has been a rich area of research. Popular classes of structured matrices such as Toeplitz, Hankel, and Vandermonde matrices and their inverses all have classical superfast multiplication algorithms that correspond to operations on polynomials [6, 8] . The four classes of matrices are all subsumed by the notion of displacement rank introduced by Kailath, Kung, and Morf in 1979 [25] (also see [21] and [23] ). Kailath et al. initially used displacement rank to define Toeplitz-like matrices, generalizing Toeplitz matrices. Then Morf [37] and Bitmead and Anderson [9] developed a fast divideand-conquer approach for solving a Toeplitz-like linear system of equations in quasilinear time, now known as the MBA algorithm. This was extended to Hankel and Vandermonde-like matrices in [43] . In 1994, Gohberg and Olshevsky further used displacement rank to define Vandermonde-like, Hankel-like, and Cauchy-like matrices and developed superfast algorithms for vector multiplication [22] . In 1998, Olshevsky and Pan extended the MBA algorithm to superfast inversion, in a unified way, of these four main classes of displacement structured matrices [40] . These matrix classes were unified and generalized by Olshevsky and Shokrollahi in 2000 [42] with a class of matrices they named confluent Cauchylike, which have low displacement rank with respect to Jordan form matrices. In this work, we extend these results by investigating matrices with low displacement rank with respect to any triangular t-band matrices, which we define to be matrices whose non-zero elements all appear in t consecutive diagonals. General and unified algorithms for the most popular classes of matrices with displacement structure have continued to be refined for practicality and precision, such as in [24] and [46] .
A second strand of research that inspired our work is the study of orthogonal polynomial transforms, especially that of Driscoll, Healy, and Rockmore [18] . Orthogonal polynomials are widely used and well worth studying in their own right: for an introduction to the area, see the classic book of Chihara [15] . We present applications for some specific orthogonal polynomials. Chebyshev polynomials are used for numerical stability (see e.g. the ChebFun package [5]) as well as approximation theory (see e.g. Chebyshev approximation [1]). Jacobi polynomials form solutions of certain differential equations [2] . Zernike polynomials have applications in optics and physics [3] . In fact, our investigation into structured matrix-vector multiplication problems started with some applied work on Zernike polynomials, and our results applied to fast Zernike transforms have been used in improved cancer imaging [58] . Driscoll et al. rely heavily on the three-term recurrence satisfied by orthogonal polynomials to devise a divide-andconquer algorithm for computing matrix-vector multiplication. One main result of this work is a direct generalization of the recurrence, and we rely heavily on the recurrence to formulate our own divide and conquer algorithm. The basic algorithm in Section 4 is modeled after previous works on orthogonal polynomials [12, 18, 49] , which are themselves reminiscent of classic recursive doubling techniques such as that proposed by Kogge and Stone [30] .
A third significant strand of research is the study of rank-structured matrices. The most well-known example is the class of semiseparable matrices, for which we refer to an extensive survey by Vandebril, Van Barel, Golub, and Mastronardi [53] for a detailed overview of the body of work. Many variants and generalizations exist including the generator representable semiseparable matrices, sequentially separable mentions, and quasiseparable matrices, which all share the defining feature of certain sub-matrices (such as those contained above or below the diagonal) being low rank [20, 55] . These types of matrices turn out to be highly useful for devising fast practical solutions of certain structured systems of equations. Quasiseparable matrices in particular, which appear in our Theorem 1.2, are actively being researched with recent fast representations and algorithms in [47, 48] . Just as how the four main displacement structures are closely tied to polynomial operations [44] , the work of Bella, Eidelman, Gohberg, and Olshevsky show deep connections between computations with rank-structured matrices and with polynomials [7] . Indeed at this point connections between structured matrices and polynomials is well established [8, 43, 44] .
As discussed in Section 1, we view the connection of these many strands of work as our strongest conceptual contribution.
