Mean-shifi analysis is a general nonparametric clustering technique based on density estimation for the analysis of complex feature spaces. The algorithm consists of a simple iterative procedure that shifts each of the feature points to the nearest stationary point along the gradient directions of the estimated density function. It has been successfully applied to many applications such as segmentation and tracking. However, despite its promising performance, there are applications for which the algorithm converges too slowly to he practical. We propose and implement an improved version of the mean-shift algorithm using quasi-Newton methods to achieve higher convergence rates. Another benefit of our algorithm is its ability to achieve clustering even for very complex and irregular feature-space topography. Experimental results demonstrate the efficiency and effectiveness of our algorithm.
INTRODUCTION
Mean-shift analysis is a relatively new hut important clustering approach originally invented by Fukunaga and Hostetler [ 1 J which they called a "valley-seeking procedure". In spite of its excellent performance, it had been nearly forgotten until Cheng [2] extended it and introduced it to the image analysis community. Recently Comaniciu and Meer [3, 4] successfully applied it to image segmentation and tracking. DeMenthon [5] employed it for spatio-temporal segmentation of video sequences in a 7D feature space.
Mean-shift essentially is a feature-based analysis of data points, which requires a nonparametric estimator of the gradient of the density gradient in feature space. Advantages of feature-space methods are the global representation of the original data and the excellent tolerance to noise [6] . When a density function in feature space has peaks and valleys, it is desirable to divide data points into clusters according to the valleys of the point densities, because such boundaries in feature space are mapped hack to much more natural segmentation boundaries.
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The mean-shift procedure consists of two steps: the estimation of the gradient of the density function, and the utilization of the results to form clusters. The gradient of the density function is estimated by a nonparametric density estimator [6] . Then starting from each sample point, the mean-shift procedure iteratively finds a path along the gradient direction away from the valleys and towards the nearest peak.
The standard mean-shift procedure utilizes the steepest ascent method to seek the stationary points of the density function. It is well known that steepest ascent method is very inefficient at solving most problems [7] , especially in the case of complex and irregular density functions. In this paper, we propose to replace the steepest ascent method with the well known quasi-Newton methods which approximate the Hessian matrix from the gmdient [7,8]. There are several advantages to this approach. First, an approximation of the Hessian matrix can he found using only gradient information. Second, the method converges superlinearly. Also, the computational overhead is relatively small. Finally, the algorithm converges for cases where the steepest ascent fails.
The paper is organized as follows. Section 2 describes the standard mean-shift algorithm using the steepest ascent method. The quasi-Newton method is discussed in Section 3. The proposed mean shift algorithm using quasi-Newton method is introduced and analyzed in Section 4. Section 5 presents segmentation results using mean-shift algorithms.
MEAN-SHIFT ANALYSIS
Given n data points XI, . . . , xn in the d-dimensional space The standard mean shift algorithm is a steepest ascent procedure which requires estimation of the density gradient:
where g(z) = -k'(z) which can in turn he used as profile to define a kernel G(x). The kernel K ( x ) is called the shadow of G(x) [2] . f h ,~(~) is the density estimation with the kernel G. C k , g is the normalization coefficient. The last term is the mean shift which is proportional to the normalized density gradient and always points toward the steepest ascent direction of the density function. The standard mean shift algorithm iteratively performs computation of the mean shift vector m(xk), updating the current position xk+' = xk + m(xk), until reaching the stationary point which is the candidate cluster center.
THE QUASI-NEWTON METHODS
The steepest-ascent method used in the mean-shift algorithm often converges in a zigzag fashion which makes it a vely inefficient method in spite of its asymptotically global convecgence, i.e., it needs a very large number of steps to achieve convergence. To obtain a superlinearly convergent method it is necessaly to approximate the Newton step asymptotically [ll] . However, the Newton step requires computation of the Hessian matrix of the density which is computationally expensive. Quasi-Newton methods avoid this by using the observed behaviors of function and gradient to approximate the Hessian matrix. Due to their remarkable robustness and efficiency, they may be the most widely used methods for nonlinear optimization. They are implemented in all major subroutine libraries and have been used to solve a wide variety ofpractical problems [7, 121.
There are many quasi-Newton methods, hut the BFGS method is generally considered to be the most effective [ 111.
The BFGS method is the same as the steepest ascent method except that the shift in the gradient direction (6) is replaced by a shift along
at the k-th iteration. The Hessian approximation at step k, Initially, BO can be set to any symmetric positive definite matrix, for example, the identity matrix I. At step k, the current position is updated by
where CYk is the stepsize. This should he compared with the update rule in Equation (7), in the standard algorithm. The global convergence of BFGS method was proved hy Powell [13] . Under appropriate assumptions, the BFGS can be proved to converge superlinearly with rate T = 4 ( 
BFGS-MEAN-SHIFT ANALYSIS
Our proposed mean shift analysis using quasi-Newton methods is an iterative procedure. Each iteration requires the performance of the following steps:
1. Compute the gradient of the density function using formula (6).
2. Update the approximation of Hessian matrix Bk+, from B k using formula (9).
3. Compute the search direction dk using formula (8).
4. (Optional) Find the stepsize a k using line search algorithms [7] , othetwise, set it to l.
Update the current position using formula (I I),
In the above steps, the extra computation brought by BFGS method is in the second and third steps. The computational complexity of step 2 is O(d2) for &dimensional data. The computational complexity of step 3 is 0 ( d 3 ) . However, more elegant implementation can reduce it to O(d2) arithmetic operations [14] . If the dimensionality of the data is low, the computational and memory overhead from BFGS method is very small compared with the estimation of the density gradient. In the higher dimensional case, limited memory quasi-Newton methods (L-BFGS) can be adopted to reduce the computation and memory cost [ 151. The most wmputationally expensive step is the first step which estimates the gradient of the density function using nonparametric kemel density estimation. For N points in feature space this is potentially an O ( N Z ) step. Recently DeMenchon [5] applied a range search method that prunes far feature regions sorted in a precomputed binary tree structure, to make this efficient. Alternatively, Elgammal et a1 [I61 showed that the computational complexity of kernel density estimation can be reduced to Linear order from quadratic one using fast multipole methods.
EXPERIMENTAL RESULTS
The the famous Rosenbrock's function is a good example to show the efficiencies of the steepest ascent method and the BFGS method [SI:
The negative of this function -f is used for the maximization. The two algorithms are started at point [-1.9,2]. As in [SI, the steepest ascent method continually zigzags along the ridge of the function for 200 iterations and still make no much progress towards the solution. The BFGS method is able to follow the shape of the ridge and converges to the peak after 20 iterations (Figure 1) . Figure 2a) . The standard mean-shift and the BFGS-mean-shift are applied to the data set and the data clustered. The "+" plots the final positions of the points after 20 iterations for the standard mean-shift and 15 iterations for the BFGS-mean-shift (so that in complexity terms the comparison is fair). We can find that the BFGS-meanshift achieves a much more compact clustering result. The k-means algorithm [6] correctly finds the clusters from the result of BFGS-mean-shift, but fails on the result of the standard mean-shift. 
CONCLUSIONS
We have described a improved mean-shift algorithm using the quasi-Newton methods. The proposed method utilizes the curvature information of the density function to guide the search process. The quasi-Newton method speeds up the mean-shift algorithm with little extra computational and memory cost. The postprocessing of results to achieve better clusters can be reduced because our method forms much more compact clustering results. Future work will be carried out to carefully analyze the stability of the algorithm on more complicated data sets, and to further speed up the algorithm in higher dimensional space with many feature points.
