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We investigate linear, spin-field perturbations of Kerr black holes in the extremal limit throughout
the complex-frequency domain. We calculate quasi-normal modes of extremal Kerr, as well as of
near-extremal Kerr, via a novel approach: using the method of Mano, Suzuki and Takasugi (MST).
We also show how, in the extremal limit, a branch cut is formed at the superradiant-bound frequency,
ωSR, via a simultaneous accumulation of quasi-normal modes and totally-reflected modes. For real
frequencies, we calculate the superradiant amplification factor, which yields the amount of rotational
energy that can be extracted from a black hole. In the extremal limit, this factor is the largest and
it displays a discontinuity at ωSR for some modes. Finally, we find no exponentially-growing modes
nor branch points on the upper-frequency plane in extremal Kerr after a numerical investigation,
thus providing evidence of the mode-stability of this space-time away from the horizon.
PACS numbers:
I. INTRODUCTION
Extremal (i.e., maximally-rotating) Kerr black holes
play a special role within theories of gravity. From a the-
oretical point of view, the Bekenstein-Hawking entropy
for extremal black holes can be reproduced via a counting
of microstates within String Theory [1]. Furthermore, ex-
tremal black holes exhibit a near-horizon enhanced sym-
metry [2], which has led to the Kerr/Conformal Field
Theory correspondence conjecture [3]. Extremal black
holes also enjoy a special place in relation to the (weak)
Cosmic Censorship conjecture [4], in the sense that they
are the “last frontier” between rotating black holes and
naked singularities. From an observational point of view,
there is evidence of astrophysical black holes which are
highly spinning [5–7], for which exact extremality can-
not be excluded. Interestingly, high spins lead to a dis-
tinct observational feature in the gravitational waveform
when a particle is in a near-horizon inspiral into a near-
extremal Kerr (NEK) black hole [8] or into an extremal
Kerr black hole [9, 10].
An important feature of a black hole is its quasi-
normal mode (QNM) spectrum. QNMs describe the
exponentially-damped, characteristic “ringdown” of a
black hole when perturbed by a field [11] (see, e.g., [12]
for a review). Such ringdown was actually observed in the
late-time regime of the gravitational waveforms detected
by the Laser Interferometer Gravitational-Wave Obser-
vatory [13]. Physically, QNMs are field modes which
decay exponentially with time and possess no incom-
ing radiation: they are purely ingoing into the event
horizon and purely outgoing to radial infinity. Math-
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ematically, QNMs correspond to poles in the complex
frequency (ω ∈ C) plane of the Fourier modes of the
retarded Green function of the equation obeyed by the
field perturbation. The real part of these QNM frequen-
cies determines the characteristic frequencies of vibration
of the black hole, while the (negative1) imaginary part
determines the exponential decay rate of the modes.
It has been observed that, as extremality is ap-
proached, QNMs accumulate towards a real frequency
ω = ωSR [14], thus forming a branch cut (BC) in the ex-
tremal case itself [15, 16]. This frequency ωSR is in fact
the largest frequency that a (boson) field wave can have
in order to be able to extract rotational energy from a
rotating black hole – this phenomenon of extraction of
rotational energy is known as superradiance [17, 18]. Al-
though superradiance exists for any rotating black hole,
it is particularly interesting to study it in the extremal
limit since the closer the black hole is to extremality, the
larger is the amount of rotational energy that can be ex-
tracted from it.
Apart from the superradiant BC stemming from ωSR,
which is present in extremal Kerr only, there is another
BC stemming from the frequency at the origin (ω = 0),
which exists both in sub-extremal and extremal Kerr.
The contribution from the BC near the origin to the full
field perturbation is a power-law decay at late-times, in
sub-extremal Kerr [19] (see [20–24] for higher-order con-
tributions which include logarithmic terms) as well as in
extremal Kerr [16]. This power-law decay, originally ob-
served by Price [25], typically kicks in after the QNM
exponential decay.
Both superradiance and BCs have important conse-
1 We consider the behaviour in time t of a field mode of frequency
ω to be e−iωt.
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2quences for the stability properties of rotating black
holes. For example, superradiance is associated with
exponentially-growing mode instabilities of rotating
black holes in certain settings. These settings include
(i) massive field perturbations [26–28], and (ii) mass-
less field perturbations when the black hole is either sur-
rounded by a mirror [29] or in an asymptotically anti-de
Sitter Universe [30]. In this paper, however, we shall con-
sider massless field perturbations in Kerr space-time (so
asymptotically flat and without a mirror), to which we
shall restrict ourselves from now on.
Sub-extremal Kerr is known to possess no
exponentially-growing modes obeying the physical
boundary condition of no incoming radiation (i.e.,
modes corresponding to poles of the Green function
but, unlike QNMs, with a frequency that has a positive
imaginary part) [31]. In fact, the full (i.e., non-modal)
linear stability (decay of the field and its derivatives to
arbitrary order) of sub-extremal Kerr has been proven
under scalar perturbations up to and including the event
horizon [32].
As for extremal Kerr, Aretakis found that transverse
derivatives of the full scalar field in the axisymmetric case
diverge on the horizon of an extremal Kerr black hole [33]
(see [34] for an earlier, similar result in the case of an ex-
tremal Reissner-Nordstro¨m black hole). A similar result
was obtained for electromagnetic and gravitational per-
turbations in [35]. In [36, 37] it was shown that this blow-
up is due to the extra, superradiant BC in extremal Kerr.
Refs. [36, 37] also showed that the superradiant BC leads
to an even “stronger” blow-up in the non-axisymmetric
case, although it is power-law in both the axisymmetric
and non-axisymmetric cases. Away from the horizon
of extremal Kerr, the decay of the full linear field in the
axisymmetric case has been proven in [38] for the scalar
field and in [39] for the gravitational field. With regards
to generic (i.e., including non-axisymmetric) perturba-
tions away from the horizon, there is evidence of stability
coming from mode analyses. Despite these important re-
sults for extremal Kerr space-times, neither their linear
stability (whether modal or non-modal) away from the
horizon nor a bound on the rate of the blow-up on the
horizon have, to the best of our knowledge, been proven
yet for non-axisymmetric perturbations. In other words,
there is no yet proof that in extremal Kerr there ex-
ist no unstable modes with m 6= 0, whether as poles
or as branch points of the Green function in the upper
frequency plane. We note, however, that there exists
numerical support for the non-existence of such modes:
in [40] by numerically solving the equation obeyed by
azimuthal-m mode field perturbations, and in [41, 42] by
numerically looking for poles of the Green function in the
upper complex-frequency plane and not finding any.
In this paper we carry out a thorough investigation
of massless, integer-spin field perturbations of extremal
Kerr black holes in the complex-frequency plane. We ac-
company this investigation with a similar one in NEK,
which helps understand better the results in extremal
Kerr. In particular, we numerically look both for poles
and branch points of the retarded Green function in the
upper frequency plane in extremal Kerr and report that
we do not find any (in the case of poles, this is in agree-
ment with [41, 42]). We also give a simple analytical ar-
gument against the existence of poles in the upper plane.
The result of our investigation supports the mode sta-
bility of extremal Kerr away from the horizon and no
instability on the horizon other than the power-law of
the Aretakis phenomenon.
With regards to the lower frequency plane, we calcu-
late and tabulate QNM frequencies for both NEK and
extremal Kerr black holes. To the best of our knowl-
edge, Richartz’s [42] is the only work in the literature
where QNMs of extremal Kerr black holes have been cal-
culated. We reproduce Richartz’s QNM values, extend
the precision to 16 digits and obtain new frequencies for
higher overtones (i.e., for larger magnitude of the imag-
inary part of the frequency). Furthermore, we provide
values for QNMs in extremal Kerr which were missed
by [42] in extremal Kerr as well as by analyses [45, 47]
in NEK – notably, for the important gravitational modes
with ` = m = 2 and 3 (the first one was observed – al-
though not tabulated – in NEK in [43], the latter was
not). Similarly, in NEK, our QNM values extend the
precision to 16 digits of those tabulated in [44] and we
include values for extra modes (particularly for the so-
called zero-damping modes [45]). We also show the in-
teresting way in which the extra superradiant BC forms
in the extremal limit. Namely, it forms via an accumu-
lation of, not only QNMs, as had been previously ob-
served, but also totally-reflected modes (TRMs). Our
calculation in NEK also serves to illustrate the intricate
structure of QNMs which has already been observed in
the literature [14, 45–48] and to validate our method and
results.
Finally, on the real-frequency line, we calculate the su-
perradiant amplification factor in sub-extremal Kerr and,
for the first time to best of our knowledge, in extremal
Kerr. This factor allows us to quantify the maximum
amount of energy that can be extracted from a rotating
black hole via superradiance. We show that, in extremal
Kerr, the amplification factor is, for some modes, dis-
continuous at the superradiant-bound frequency, as pre-
dicted by the asymptotic analyses in [17, 49].
To carry out our investigations we used the semi-
analytic method of Mano, Suzuki and Takasugi (MST),
which was originally developed for sub-extremal Kerr
in [50–52] and recently developed for extremal Kerr
in [16]. To the best of our knowledge, this is the first
time that the MST method has been used for calculating
QNM frequencies for any black hole space-time2. In this
2 In Refs. [21, 53] the MST method was used for calculating QNM-
related quantities such as excitation factors but not for calculat-
ing the QNM frequencies themselves (which were calculated there
3paper we point to advantages that this new approach
for calculating QNM frequencies has over the standard
Leaver method [54] in sub-extremal Kerr and its adapta-
tion in [42] to extremal Kerr.
The layout of the rest of the paper is as follows. In
Sec.II we introduce the basic quantities for linear spin-
field perturbations of Kerr black holes. In Sec.III we
briefly describe the method used for obtaining our re-
sults: both the MST method and the method for search-
ing for poles of the Green function. There, we also give
asymptotics near the two branch points in extremal Kerr
(namely, ω = 0 and ωSR). In Sec.IV we calculate the su-
perradiant amplification factor in sub-extremal and ex-
tremal Kerr. In Sec.V we calculate QNMs in NEK and in
Sec.VI we investigate the presence and formation of BCs
in (sub-)extremal Kerr. In Sec.VII we calculate QNMs
and search for unstable modes in extremal Kerr. We con-
clude with some comments in Sec.VIII. In Appendix A we
investigate various specific frequencies, including the so-
called algebraically-special frequencies [55, 56]. Finally,
appendixes B and C contain tables of QNMs in, respec-
tively, NEK and extremal Kerr.
We choose units such that c = G = 1.
II. LINEAR PERTURBATIONS
A Kerr black hole is uniquely characterized by its mass
M and angular momentum per unit mass a. Using Boyer-
Lindquist coordinates {t, r, θ, ϕ}, the Kerr metric admits
two linearly-independent Killing vectors: ∂t (stationar-
ity) and ∂ϕ (axisymmetry). The Boyer-Lindquist radii
of the event horizon and the Cauchy horizon of the black
hole are respectively given by r+ = M +
√
M2 − a2 and
r− = M −
√
M2 − a2. The angular velocity of the event
horizon ΩH and the Hawking temperature TH are
ΩH ≡ a
r2+ + a
2
, TH ≡
(
M2 − a2)1/2
4piMr+
. (2.1)
Clearly, for a > M there is no event horizon and the Kerr
metric would correspond to a rotating naked singularity.
Thus, the maximal angular momentum that a rotating
black hole can have is a = M , in which case it is called an
extremal Kerr black hole. In an extremal black hole, the
Boyer-Lindquist radii of the event and Cauchy horizons
coincide (r+ = r− = M), the angular velocity is ΩH =
1/(2M) and the temperature is zero (TH = 0).
In this paper we consider linear massless-field pertur-
bations with general integer-spin s (= 0, ±1 and ±2
for, respectively, the scalar, electromagnetic and gravi-
tational field) of Kerr black holes. Teukolsky [57] man-
aged to decouple the equations obeyed by such field
via the Leaver method [54]).
perturbations. Furthermore, assuming a field depen-
dence on the time t and azimuthal angle ϕ of the type
e−iωt+imϕ, with frequency ω ∈ C and azimuthal num-
ber m = −`,−` + 1, . . . , `, Teukolsky showed that the
equations separate into two ordinary differential equa-
tions (ODEs): one for a radial factor Rs`mω and the other
for a polar-angle factor. The separation constant λs`mω
is the angular eigenvalue, which is partly labelled by the
multipole number ` = |s|, |s| + 1, |s| + 2, . . . . The polar-
angle factor is a spin-weighted spheroidal harmonic [58];
the radial factor we deal with in the following subsec-
tions. To reduce cluttering, henceforth we shall use the
subindex Λ ≡ {s, `,m, ω}.
The retarded Green function of the Teukolsky field
equation serves to evolve initial data to its future. Sim-
ilarly to the field, the Green function may be decom-
posed into radial modes gΛ, thus involving an integral
over (just above) the real frequency line. Leaver [19] car-
ried out a spectral decomposition of the Green function
in Schwarzschild space-time by deforming this integral
into the complex frequency plane – for a similar decom-
position in Kerr, see, e.g., [22, 59]. In this paper we use
this spectral decomposition in Kerr space-time.
A. Extremal Kerr
Specifically in the extremal Kerr case, the radial factor
RΛ of the perturbations obeys the ODE(
x−2s
d
dx
(
x2s+2
d
dx
)
+
k2
4x2
+
k2
x
+
k(m− is)
x
− λΛ
+ (k +m)
(
k + (k +m)(x+ 1)2 + 2isx
))
RΛ(x) = 0.
(2.2)
Here, we have defined a shifted radial coordinate x ≡
r −M and a shifted frequency k ≡ ω −m · ΩH(a = M).
This second-order, linear ODE possesses two irregular
singular points: at infinity (x = ∞) and at the horizon
(x = 0). Henceforth, and following Leaver [19, 54, 60],
we shall set M = 1/2, so that, in particular, k = ω −m.
Eq.(2.2) admits two linearly independent solutions.
The ones used to construct the retarded Green function
are RinΛ , which is purely-ingoing into the horizon, and
RupΛ , which is purely-outgoing to infinity. Specifically,
these “ingoing” and “upgoing” solutions are respectively
defined by the following boundary conditions:
RinΛ ∼

eik/(2x)
e−iω ln x
x2s
, x→ 0+,
BincΛ
e−iω(x+ln x)
x
+BrefΛ
eiω(x+ln x)
x1+2s
, x→∞,
(2.3)
4and
RupΛ ∼
CrefΛ e
ik/(2x) e
−iω ln x
x2s
+ C incΛ e
−ik/(2x)eiω ln x, x→ 0+,
eiω(x+ln x)
x1+2s
, x→∞,
(2.4)
where B
inc/ref
Λ and C
inc/ref
Λ are incidence/reflection coeffi-
cients of, respectively, the ingoing and upgoing solutions.
Using these solutions, we can define the following con-
stant “Wronskian”:
WΛ ≡ ∆s+1
(
RinΛ
dRupΛ
dx
−RupΛ
dRinΛ
dx
)
= 2iωBincΛ . (2.5)
The radial modes of the retarded Green function can
then be expressed as
gΛ(x, x
′) = −R
in
Λ (x<)R
up
Λ (x>)
WΛ
, (2.6)
where x< ≡ min(x, x′) and x> ≡ max(x, x′).
Clearly, any zeros of the Wronskian correspond to poles
of the Green function modes. From Eqs.(2.3) and (2.5),
such poles possess BincΛ = 0 and are thus simultaneously
purely-ingoing into the horizon and purely-outgoing to
infinity, i.e., they possess no incoming radiation. If
Im(ω) < 0, such poles are the so-called QNM frequencies
ω`mn where n = 0, 1, 2, . . . is the overtone number and it
increases with the magnitude of Im(ω`mn). Clearly, each
QNM decays exponentially with time. If Im(ω) > 0, on
the other hand, such modes would grow exponentially
with time and would lead to a mode instability of the
space-time (if Im(ω) = 0, one could say that they are
marginally unstable modes).
Apart from poles, the Green function modes may also
possess branch points if RinΛ and/or R
up
Λ possess any. It is
well-known that RupΛ possesses a branch point at ω = 0 in
both sub-extremal and extremal Kerr [16, 19, 22, 60, 61].
This branch point is due to the irregular character of the
singularity of the radial ODE at r =∞. It is also known
that RinΛ possesses a branch point at ω = m (i.e., k = 0)
in extremal Kerr [16, 19]. This extra branch point is due
to the irregular character of the singularity of the ODE
at r = r+. These branch points at ω = 0 and m in
the radial solutions in extremal Kerr carry over to the
Wronskian WΛ as well as to the Green function modes
gΛ
3.
3 We note that, apart from these BCs which appear due to the
irregular singular points in the radial ODE, the Wronskian and
the Green function modes also possess BCs coming in from the
angular eigenvalue [62, 63]. These angular BCs, however, do
not possess any physical significance [22, 64] and so we do not
consider them in this paper.
Physically, the contribution to the field perturbation
from the BC to leading order near ω = 0 is known
to decay at late-times as a power-law, both in sub-
extremal [19, 22, 61] and extremal Kerr [16]. In its
turn, the contribution to the field perturbation of ex-
tremal Kerr from the BC to leading order near k = 0
also decays as a power-law off the horizon [16], while
it gives rise to the Aretakis phenomenon on the hori-
zon [36, 37]. It has also been observed in [37] that the
Aretakis phenomenon may be viewed as a consequence
of the enhanced symmetry which the near-horizon geom-
etry of extremal Kerr (NHEK) possesses: the isometry
group of NHEK is SL(2,R)×U(1) [2], as opposed to the
two-dimensional isometry group of the full Kerr geometry
which is formed from the Killing vectors ∂t and ∂ϕ.
B. Sub-extremal Kerr
Since we will also be showing results in sub-extremal
Kerr, we conclude this section by introducing the basic
quantities that we need in the sub-extremal case. One
can define the following linearly-independent solutions of
the radial Teukolsky equation in sub-extremal Kerr:
RinΛ ∼
{
∆−se−iω˜r∗ , r → r+,
r−2s−1BrefΛ eiωr∗ + r−1BincΛ e−iωr∗ , r →∞,
(2.7)
and
RupΛ ∼
{ CincΛ eiω˜r∗ + CrefΛ ∆−se−iω˜r∗ , r → r+,
r−2s−1eiωr∗ , r →∞, (2.8)
where ω˜ ≡ ω −mΩH , ∆ ≡ (r − r+)(r − r−) and
r∗ ≡ r + r+ ln (r − r+)− r− ln (r − r−)
r+ − r− . (2.9)
These ingoing and upgoing solutions are the equivalent
of Eqs.(2.3) and (2.4) in extremal Kerr.
In sub-extremal Kerr, one may define a Wronskian sim-
ilarly to Eq.(2.5):
WΛ ≡ ∆s+1
(
RinΛ
dRupΛ
dr
−RupΛ
dRinΛ
dr
)
= 2iωBincΛ .
(2.10)
In sub-extremal Kerr, RupΛ and WΛ possess a branch
point at ω = 0 but, since r = r+ is a regular singular
point of the radial ODE, RinΛ and WΛ do not possess a
branch point at ω = mΩH .
III. METHOD AND ASYMPTOTICS
We now describe the method which we use to obtain
our results. In the first and second subsections we briefly
review the MST method in, respectively, extremal and
sub-extremal Kerr. In the third subsection we explain
5how we carried out the search for poles in the com-
plex frequency plane. In the last subsection we give
asymptotics of the Wronskian in extremal Kerr near the
branch points. For details of the MST method in sub-
extremal and extremal Kerr, we refer the reader to, re-
spectively, [22, 52] and [16], and references therein. We
note that the MST method is developed for Re(ω) ≥ 0
but we may use Eq.(3.17) below (and its extremal Kerr
counterpart) to cover the whole plane.
A. MST method in extremal Kerr
The MST method in extremal Kerr essentially consists
of expressing the solutions of the radial ODE (2.2) as
infinite series of confluent hypergeometric functions, with
the same series coefficients aνn (see Eq.(3.7) below) for
both the ingoing and upgoing solutions. This allows for
obtaining the following expression for the Wronskian [16]:
WΛ =
sin(pi(ν + iω))
sin(2piν)
(
K¯ν(−ik)−2ν−1 + C¯K¯−ν−1
)
21+s−iωων+s(iω)1−ν−iωe−3piω/2e−pii
∑∞
n=−∞(−1)naνn
(−ik)s+iω−ν−1e−ipiχ−s/2e−ipi(ν+ 12 )∑∞n=−∞ Γ(qνn+χs)Γ(qνn−χs)aνn , Re(ω) > 0,
(3.1)
where
C¯ ≡ ie−2piiν(iω)2νω−2ν , (3.2)
K¯ν ≡ (2ω)−ν−1eipis
∑∞
n=p Cn,n−p∑p
n=−∞Dn,p−n
, (3.3)
with p an arbitrary integer,
Dn,j ≡ Γ(q
ν
n + χs)Γ(1− 2qνn)(qνn + χs)j
Γ(qνn − χs)Γ(1− qνn + χs)(2qνn)j j!
aνn(−2iω)n+j ,
(3.4)
Cn,j ≡ Γ(q
ν
n + χs)Γ(2q
ν
n − 1)(1− qνn + χ−s)j
Γ(qνn − χs)Γ(qνn + χ−s)(2− 2qνn)j j!
aνn(−ik)j−n,
(3.5)
and
χs ≡ s− iω, qνn ≡ n+ ν + 1. (3.6)
Here, (z)j ≡ Γ(z+j)/Γ(z) denotes the Pochhammer sym-
bol. The coefficients aνn satisfy the following three-term
bilateral recurrence relations:
αna
ν
n+1 + βna
ν
n + γna
ν
n−1 = 0, n ∈ Z, (3.7)
where
αn ≡ωk(q
ν
n + χs)(q
ν
n − χ−s)
qνn(2q
ν
n + 1)
, (3.8a)
βn ≡(qνn − 1)qνn + 2ω2 − s(s+ 1)−
λΛ −mω − ωk χsχ−s
(qνn − 1)qνn
,
γn ≡ωk(q
ν
n − 1− χs)(qνn − 1 + χ−s)
(qνn − 1)(2qνn − 3)
.
Finally, ν is the so-called renormalized angular momen-
tum parameter. Its value is chosen so that the solution
aνn of the recurrence relation in Eq.(3.7) is minimal (i.e.,
aνn is the unique -up to a normalization- solution of the
recurrence relation which is subdominant with respect to
the other solutions) both as n→∞ and as n→ −∞. In
practise, the value of ν may be found by imposing the
condition:
RnLn−1 = 1, (3.9)
where Rn ≡ aνn/aνn−1 and Ln ≡ aνn/aνn+1. We note that
Eqs.(3.7) and (3.9) satisfied by aνn and ν agree with the
extremal limit of their sub-extremal counterparts, which
are given in Eqs.(123) and (133) in [52]. The choice of n
in Eq.(3.9) is arbitrary and henceforth we choose it to be
n = 1.
Although ν has been introduced here via the MST
method, it is in fact a rather fundamental parameter. For
example, it yields the monodromy of the upgoing solu-
tion around r =∞ [65]. Also, νc(νc+1) is the eigenvalue
of the Casimir operator of the sl(2,R) factor in the alge-
bra of NHEK [66], where we have defined νc ≡ ν(k = 0).
As we shall see, ν plays a pivotal role in the physics
of extremal black holes and so here we describe some
of its properties. Firstly, ν is either real-valued or else
complex-valued with a real part that is equal to a half-
integer number [52, 67]). This property readily follows
for νc from the analytical result shown in [16] that
νc = −1
2
±
√
λs`mm −m2 +
(
s+
1
2
)2
, (3.10)
and the fact that λs`mm ∈ R; one is free to choose the
sign in Eq.(3.10). It is thus convenient to define
δ2SR ≡ −
(
νc +
1
2
)2
∈ R, (3.11)
following [17, 49]. Clearly, δ2SR < 0 if νc is real-valued and
δ2SR > 0 otherwise. As we shall see throughout the paper,
various properties of quantities will depend on the sign of
δ2SR – we collect these properties in Table I. In Sec.V A 1
6δ2SR νc F2s νc(νc + 1) ZΛ for a = M near k = 0 ∃ DMs in NEK
< 0 ∈ R < 0 > 0 continuous and monotonous Yes
> 0 = −1/2 + i · R > 0 < 0 discontinuous and oscillatory No
TABLE I: Various properties of quantities depending on the sign of δ2SR in Eq.(3.11): renormalized angular
momentum parameter at k = 0, νc in Eq.(3.10); F2s in Eq.(5.2); the eigenvalue νc(νc + 1) of the Casimir operator of
the sl(2,R) in NHEK; amplification factor ZΛ in Eq.(4.1); DMs in NEK (but note that it does not apply to NSDMs).
we discuss the modes for which δ2SR is positive and for
which it is negative. Numerically, we have observed that
νc is non-integer except in the axisymmetric case m = 0,
for which it is λs`00 = `(` + 1) − s(s + 1), and so either
νc = ` or νc = −` − 1, and δ2SR = −(` + 1/2)2. Lastly,
it follows from the symmetries of the angular equation
that νc is invariant under s→ −s and, separately, under
m→ −m:
νc|s = νc|−s , νc|m = νc|−m . (3.12)
Let us here indicate how we performed the practical
calculation of the renormalized angular momentum ν and
the angular eigenvalue λΛ. An alternative to calculat-
ing ν via Eq.(3.9) is by using the monodromy method
described in [65]. Ref.[65] provides the weblink [68] to
a MATHEMATICA code which we used for calculating
ν . As for the calculation of λΛ, we used the Math-
ematica function SpinWeightedSpheroidalEigenvalue
in the toolkit in [69] (for s = 0, one may also use the
corresponding in-built MATHEMATICA function).
We end up this subsection by noting that, to the best
of our knowledge, the MST method has never been used
before for calculating QNM frequencies themselves. One
of the most standard methods for calculating QNMs is
the continued fraction method which Leaver introduced
in [54]. This method was later also used in, e.g., [44, 45,
47], for obtaining QNM frequencies in sub-extremal Kerr
space-time. Ref. [42] adapted Leaver’s method to the
case of extremal Kerr. We note that this adaptation is
not guaranteed to work at ω = m. In its turn, the infinite
series in the MST expression (3.1) for the Wronskian in
extremal Kerr converges faster the closer the frequency is
to ω = 0 or to ω = m [16]. Therefore, the MST method
in extremal Kerr is probably more suitable near ω = m
than the adaptation of Leaver’s method in [42].
B. MST method in sub-extremal Kerr
The asymptotic radial coefficients in sub-extremal Kerr
may also be obtained via MST expressions. Specifically,
the incidence coefficient BincΛ may be obtained by divid-
ing Eq.(168) by Eq.(167) in [52] and the reflection coef-
ficient BrefΛ by dividing Eq.(169) by Eq.(167) in [52]. An
important point to note is that, in the resulting expres-
sions, both BincΛ and BrefΛ contain an explicit overall factor
Γ(1− s− 2i+), which comes from Eq.(165) [52], where
+ ≡ 1
2
(
1 +
1
κ
)
ω˜, κ ≡
√
1− (2a)2. (3.13)
Simple poles of this Γ-factor, therefore, correspond to
simple poles of both BincΛ and BrefΛ (unless such a pole
is somehow cancelled out by other factors in BincΛ and/or
BrefΛ – such potential cancellation is possible but certainly
not apparent from the MST expressions). Therefore,
the modes corresponding to these poles are, in principle,
totally-reflected modes (TRMs). Such potential poles in
BincΛ carry over to the Wronskian, and we remove them
“by hand” by defining the following “Wronskian factor”:
W fΛ ≡
2iωκ2seiκ+(1+2 log κ/(1+κ))eiω(lnω−
1−κ
2 )
e−
pi
2 ωeiωκe
pi
2 i(ν+2−s)Γ(1− s− 2i+)
WΛ,
(3.14)
where, for calculational convenience, we have also in-
cluded some extra factors. As can be expected, the re-
moval of the above Γ-factor is rather convenient for prac-
tical purposes, as we shall explicitly see in Sec.V A 2.
C. Search for poles
The expression in Eq.(3.1) (as well as its sub-extremal
counterpart) for the Wronskian is only valid for Re(ω) ≥
0. In order to investigate the region Re(ω) < 0, one may
use a symmetry that follows from the angular equation,
λs`mω = λ
∗
s,`,−m,−ω∗ (3.15)
in order to obtain the following radial symmetry
R
in/up
s`mω = R
in/up∗
s,`,−m,−ω∗ , (3.16)
7and similarly for Rin/upΛ . This symmetry implies that the
Wronskian satisfies:
Ws,`,−m,−ω∗ = −W ∗s,`,m,ω, (3.17)
and similarly forWΛ, and that the QNM frequencies sat-
isfy:
ω`mn = −ω∗`,−m,n. (3.18)
Furthermore, by virtue of the so-called Teukolsky-
Starobinsky identities [70, 71], which relate radial solu-
tions with spin s to radial solutions with spin “−s”, the
QNM frequencies are the same for spin s and for spin
“−s”, as long as the frequency is not an algebraically-
special frequency [72] – see App.A 3 for a description and
calculation of algebraically-special frequencies.
As mentioned above, both QNMs and exponentially
unstable modes are poles of the Green function modes
and so zeros of the Wronskian. However, in practise, we
looked for minima –instead of zeros– of the absolute value
of the Wronskian. From the minimum modulus principle
of complex analysis, if a function is analytic in a certain
region, a point is a zero of that function within that re-
gion if and only if it is a local minimum of the absolute
value of the function (e.g., [73]). The Wronskian is not
analytic everywhere in the complex frequency plane: it
has poles and branch points. However, poles can clearly
not correspond to minima of |WΛ|. In their turn, branch
points of WΛ could correspond to local minima of |WΛ|
which are not zeros, but they could easily be discarded
by spotting the appearance of a discontinuity stemming
from such points.
The minimization routine that we chose to use is
the Nelder-Mead method [74]. We obtained the initial
guesses for minima of |WΛ| in the Nelder-Mead method
in the following way. First, we calculated |WΛ| over a
grid of frequencies in a region of the complex plane. We
chose the grid stepsizes ∆ωr and ∆ωi in, respectively,
2MRe(ω) and 2M Im(ω), large enough so that we could
manage to cover in practise the region chosen, yet small
enough so as to try to not miss any minima. More specif-
ically, we picked ∆ωr = 0.01 for all cases shown later ex-
cept for a = 0.998M , s = −2, ` = 2, m = 1, for which we
picked ∆ωr = 0.005; for ∆ωi we picked values between
0.0005 and 0.01, depending on the case (App.A 2 is also
an exception – we state there the values chosen). Finally,
we picked the frequencies ωk, k = 0, 1, 2, . . . , in the grid
which yield (local) minima of |WΛ| among its values on
the grid. Each one of these frequencies ωk is an initial
guess for a minimum of |WΛ|.
For each guess ωk, the Nelder-Mead method requires
three initial points. As these initial points we chose:
ωk + ζ e
j2pii/3, j = 1, 2 and 3, and we chose a value
of ζ > 0 which is smaller than min{∆ωr,∆ωi}. We then
applied the Nelder-Mead method for each ωk with the
corresponding three initial points and we required 16 dig-
its of precision in both the imaginary and real parts of
the zeros of |WΛ|.
We similarly applied the above procedure to the Wron-
skian factor W fΛ (Eq.(3.14)) in sub-extremal Kerr.
D. Wronskian near the branch points in extremal
Kerr
As mentioned in Sec.II A, the Wronskian possesses
branch points at ω = 0 and k = 0 in extremal Kerr. As
mentioned in Sec.III A, the MST method is particularly
suited near these points and so we use it here to give the
analytical behaviour of the Wronskian near these points.
The asymptotics we give follow readily from the MST
expressions in [16] and will help explain various features
which we shall see in the next sections.
First, near the origin, and for m 6= 0, it is
WΛ ∼ c0 ω−`+s−1 + ω−`+s (c1 + cl ln(−iω)) , ω → 0,
(3.19)
for some coefficients c0, c1 and cl which do not depend
on ω (although they generically depend on ` and m). In
its turn, to leading order near the superradiant-bound
frequency, it is
WΛ ∼ ck(−ik)−s−im· (3.20)(
Sνc (−ik)−νc + eipi(1/2−νc)S−νc−1 (−ik)νc+1
)
, k → 0,
where, for m > 0 (for m < 0 one may use Eq.(3.17))
Sνc ≡ (2m)−νc
Γ(2νc + 1)Γ(s− νc − im)
Γ(−2νc − 1)Γ(νc + 1− im− s) , (3.21)
and
ck ≡ epii(s+νc)/2e−pim/2(2m)s−im· (3.22)
sin(pi(νc + im))
sin(2piνc)
Γ(νc + 1− s+ im)
Γ(νc + 1 + s− im) .
In the case m = 0, the superradiant-bound frequency is
located at the origin and we have
WΛ ∼ c` ω
(
S` (−iω)−2`−1 + S−`−1 (−iω)2`+1
)
, ω → 0,
(3.23)
approached with Re(ω) ≥ 0, where
S` ≡ (−1)`Γ(2`+ 2)Γ(2`+ 1)
Γ2(`+ 1− s) , (3.24)
and
c` ≡ 2s+1i Γ(`+ 1− s)
Γ(`+ 1 + s)
.
The asymptotics in Eqs.(3.19) and (3.20) manifestly
show that ω = 0 and k = 0 are branch points of the
8Wronskian4 and a BC is taken to run vertically “down”
from each one of these points.
The asymptotics in Eq.(3.20) show that, for m > 0,
|WΛ| = O
(
k−s+β
)
, as k → 0, (3.25)
with
β ≡ 1
2
−
∣∣∣∣12 + Re(νc)
∣∣∣∣ . (3.26)
Clearly, it is β = 1/2 in the case δ2SR ≥ 0 and β < 1/2
in the case δ2SR < 0. From Eq.(3.23) it follows that, for
m = 0,
WΛ = O
(
ω−2`
)
, as ω → 0. (3.27)
After describing the method that we used and giving
the asymptotics near the branch points, we turn to the
results of our calculations.
IV. SUPERRADIANCE
Superradiance is the phenomenon, originally observed
in [17, 18, 49], whereby a field wave which is incoming
from radial infinity and is partially reflected may extract
rotational energy from a rotating black hole. It can be
shown that, for a field mode with frequency ω ∈ R and
azimuthal number m ∈ Z, superradiance occurs if and
only if the condition ω · (ω− ωSR) < 0 is satisfied, where
ωSR ≡ mΩH (which is equal to m in extremal Kerr). In
order to “quantify” superradiance, it is useful to define
the so-called amplification factor:
ZΛ ≡ dEout
dt
(
dEin
dt
)−1
− 1, (4.1)
where Ein and Eout are the energy of, respectively, the
incident and the reflected part of the wave.
For our purposes, it is convenient to write the amplifi-
cation factor in terms of the Wronskian. This is readily
achieved by using the expressions in [75] and Eqs.5.6–5.8
in [70], which relate the coefficients at the horizon with
the coefficients at infinity. The result is
ZΛ =

−8ωMk r+|WΛ|2 , for s = 0,
− 2ω
3
Mkr+|WΛ|2 , for s = 1,
− 4ω
5
k(2Mr+)3 (k2 + 4pi2T 2H)
1
|WΛ|2 , for s = 2,
(4.2)
with ω ∈ R. We wrote the amplification factor in terms
of the sub-extremal Wronskian WΛ, but ZΛ in extremal
4 The leading order Eq.(3.23) does not show a BC for m = 0 but
a BC is expected to appear at a higher order.
Kerr is also given by Eq.(4.2) with WΛ replaced by the
extremal WΛ. From the symmetries in Eq.(3.16) it read-
ily follows that Zs`mω = Zs,`,−m,−ω, ∀ω ∈ R. Also,
the amplification factor is independent of the sign of s:
Zs`mω = Z−s,`,m,ω [75].
Refs.[17, 49] (see also [70]) obtained asymptotic ex-
pressions for ZΛ in the following two regimes: (i) for
Mω  1 and5 ω  ωSR when a ≤ M ; (ii) for ω → m in
the case δ2SR < 0 and for |α|  m−4max(1, |α|2) in the
case δ2SR > 0, where α ≡ (1− ω/m), when a = M (these
latter asymptotics have been extended to NEK in [70]).
Using the MST method described in the previous sec-
tion, we calculated the Wronskian and, via Eq.(4.2), the
amplification factor. First, as a check, we reproduced
Fig.12 in [75] for the case of s = 0, ` = m = 1,
a = 0.99M . We then studied new cases. In Figs.1–3
we plot the exact, numerical values of ZΛ in sub-extremal
and extremal Kerr and compare them against the asymp-
totics in (i) and (ii) mentioned in the above paragraph.
We find good agreement between our values and the two
asymptotic expressions in their corresponding regimes of
validity.
The asymptotics of the extremal Wronskian in
Eq.(3.25) lead to two distinct behaviours of the ampli-
fication factor in Eq.(4.2) in extremal Kerr depending
on whether δ2SR is positive or negative. In the case that
δ2SR < 0, we have that ZΛ → 0 as k → 0 and ZΛ is con-
tinuous at k = 0. This agrees with the asymptotics in
(ii), which also show that, in this case, ZΛ varies mono-
tonically. We exemplify the case δ2SR < 0 in Fig.3(a).
In the case that δ2SR ≥ 0, on the other hand, Eq.(3.25)
implies that ZΛ goes like (k/|k|)N , with N = 1,−1,−3
for s = 0, 1, 2, respectively. This implies that ZΛ has a
discontinuity at k = 0 in extremal Kerr when δ2SR ≥ 0.
This agrees with the asymptotics in (ii), which also show
that, in this case, ZΛ presents an infinite number of os-
cillations between: (a) two positive values as ω → m−,
and (b) between a negative value and “−1” as ω → m+.
We exemplify the case δ2SR ≥ 0 in Figs.2 and 3(b)–(d) . .
With regards to the discontinuity, we can see its forma-
tion in Fig.1 and its presence in Fig.2: as extremality is
approached, the slope of ZΛ near ω = ωSR increases until
a discontinuity is reached in the actual extremal limit.
Whereas the amplification factor in subextremal Kerr
has been calculated in an exact numerical manner in,
e.g., [49, 70, 75], to the best of our knowledge, this is
the first work where this is achieved in extremal Kerr.
The amplification factor for a rotating Kerr black hole is
the largest in extremal Kerr, such as in the cases that we
plot in Figs.2 and 3. In extremal Kerr, we obtain that the
largest (percentage) value of ZΛ is approximately equal
to 4.3640% for s = ` = m = 1 and to 137.61% for s =
` = m = 2 (cf. the values in [49, 75]).
5 See [75] for a further simplification in the limit ω  ωSR of the
original expression in [17, 49] for Mω  1.
9In this section we considered ω real; from now on we
shall consider ω to be generally complex.
V. MODES IN NEAR-EXTREMAL KERR
In this section we turn to QNMs (Sec.V A) and TRMs
(Sec.V B) in NEK and so we consider Im(ω) < 0
(we remind the reader that, in subextremal Kerr, no
exponentially-unstable modes exist [31], and so no poles
of the Green function modes exist for Im(ω) > 0).
A. QNMs in NEK
In order to understand the limit to extremal Kerr, we
describe in the first subsection the properties of QNMs
in NEK which were derived in [14, 45–48, 54, 76, 77]. In
the second subsection, we present our numerical calcula-
tion of these modes, showing agreement with results in
the literature. This agreement validates our implemen-
tation of the MST and Nelder-Mead methods for cal-
culating QNMs. We shall turn to QNMs in extremal
Kerr in Sec.VII A. We note that in that section we will
find QNMs in the extremal case for mode parameters
(namely, spin-2 field with ` = m = 2 and 3) which the
above analyses in NEK missed to find.
1. Properties of QNMs in NEK
It was shown in [45] that two families of QNMs branch
off from the same family of QNMs as a approaches ex-
tremality: zero-damping modes (ZDMs) and damped
modes (DMs). As a → M , the ZDM frequencies tend
to ωSR, and so their imaginary part tends to zero, as
their name suggests. The imaginary part of DM frequen-
cies, on the other hand, tends to a finite value as a→M .
We next give some properties of these two families.
Let us start with the ZDMs. These modes are present
for all values of ` and m. ZDMs are associated with the
near-horizon geometry. For example, it can be shown
that, in the eikonal limit ` 1, ZDMs reside on the ex-
tremum which the potential of the radial equation (ob-
tained by suitably transforming the original Teukolsky
equation to one with a real potential in the case of non-
zero spin) possesses on the event horizon for all ` and m.
The frequencies of ZDMs have the following asymptotics
[45–47, 77] (which were partly based on, and corrected,
an original derivation in [14])6 7
ω`mn ∼ ωSR+2piTH
(
m− δSR − i
(
n+
1
2
))
, a→M,
(5.1)
where δSR is taken to be the principal square root in
Eq.(3.11) (so a positive number if δ2SR > 0 and with a
positive imaginary part if δ2SR < 0) and n = 0, 1, 2, . . .
Eq.(5.1) yields two slightly different behaviours for the
leading order, as a → M , of the imaginary part of the
frequencies: it is “−2piTH(n+ 1/2)” for the modes with
δ2SR > 0, and it is even more negative for the modes with
δ2SR < 0.
As a → M , the temperature goes to zero and so
the imaginary part of the frequencies in Eq.(5.1) goes
to zero. The property that ω = ωSR is an accumu-
lation point for the ZDM family of QNMs in the ex-
tremal limit was originally shown analytically in [14]
and corroborated numerically later in [54]. Despite it
being an accumulation point for QNMs, which possess
no incoming radiation (i.e., BincΛ = 0), the mode at
ω = ωSR itself does possess incoming radiation (i.e.,
BincΛ 6= 0) in extremal Kerr. This can be seen from a ba-
sic conservation-of-energy argument which, in fact, also
applies to all real-frequency non-superradiant modes in
either extremal or sub-extremal Kerr [36, 41, 70]. In
sub-extremal Kerr, this result has been extended to the
superradiant regime: the only mode with ω ∈ R and no
incoming radiation is the trivial mode [79]. This then im-
plies the non-existence of exponentially-growing modes
in sub-extremal Kerr [64, 79], a result which had been
previously proven in [31] in a different way.
The accumulation of ZDMs near the superradiant
bound frequency leads to certain physical features. Away
from the horizon, it leads to a temporary power-law de-
cay of the field at early times [15, 47], which then gives
way to the characteristic QNM exponential decay, before
ending up in a power-law decay due to the origin BC [25].
Near the horizon, the accummulation of ZDMs leads to
a transient growth of the field [80]. Also, this accum-
mulation leads to a distinct observational feature in the
gravitational waveform in a near-horizon inspiral [8, 10],
as we mentioned in the Introduction.
Let us now turn to DMs. Although we are not aware
of an actual proof, the exact calculations in the literature
and in this paper seem to suggest that DMs satisfy the
following properties:
(i) they have |Re(ω`mn)| > |ωSR|;
6 Ref.[47] gives a correcting term to Eq.(5.1) above, which, for
fixed a, may become significant when δ2SR < 0 and |δSR| is small
(although this correcting term is small for a sufficiently close to
M).
7 For m = 0, Eq.(5.1) and [78] agree when taking into account
that δSR = (`+ 1/2)i in this axisymmetric case.
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(ii) they originate from lower overtones within the fam-
ily of QNMs at smaller a.
Refs. [47, 76] obtained large-` WKB asymptotics for
the values of the frequencies of DMs. In this eikonal limit,
it has been shown that DMs reside near the maximum of
the radial potential outside the horizon, whenever such a
maximum exists. Still in the eikonal limit, the condition
for the existence of such a maximum and, equivalently,
for the existence of DMs, is µ < µc, where µ ≡ |m|/(`+
1/2) and µc ≈ 0.74. For general ` and m, the condition
for the existence of a maximum outside the horizon is
F2s ≡ δ2SR + 1/4 < 0. (5.2)
Refs.[45, 47] thus suggest that, in general, DMs are
present if and only if Eq.(5.2) is satisfied. On the other
hand, Fig.3 in [43] shows that for −s = ` = m = 2
there is a QNM with finite imaginary part, even though
it satisfies F2s > 0, as can be readily checked. This QNM
possesses the properties opposite to (i) and (ii) above.
Furthermore, this QNM is not the only one with finite
imaginary part for which Eq.(5.2) is not satisfied, and
which has the property opposite to, at least, (i) above –
we shall see in Sec. VII A that is the case in extremal Kerr
for s = −2 and ` = m = 3. Therefore, from the exact
calculations in the literature and in this paper, it seems
that there exist QNMs with negative imaginary part al-
ways when Eq.(5.2) is satisfied, and also, at least in some
cases, when Eq.(5.2) is not satisfied. In this paper, we
shall continue to refer to the former ones (i.e., those that
necessarily exist when F2s < 0) as DMs and we shall re-
fer to the latter ones (i.e., those which may exist when
F2s > 0) as “non-standard DMs” (NSDM)8 . It also seems
(although we are not aware of an actual proof) that DMs
satisfy properties (i) and (ii) above whereas NSDMs sat-
isfy the opposite properties.
We note that for m < 0 and Re(ω) > 0 – or, equiva-
lently, for m > 0 and Re(ω) < 0, by virtue of the symme-
try (3.12) – there exist the standard QNMs, with a finite
imaginary part but without being “partnered up with”
ZDMs (i.e., these standard QNMs and the ZDMs did not
branch off from the same family of modes at smaller a).
We finish this subsection by relating various conditions
which we have mentioned. Firstly, it has been checked
numerically that δ2SR < 0 ↔ F2s < 0. This has been
checked for a large set of modes with s = 0 and “−2”
in [45, 47] and for a set of modes with |s| = 0, 1 and
2 by us. Secondly, [45, 47] show that the equivalence
µ < µc ↔ F2s < 0 holds for most modes that they checked
8 We note that it has been argued in [86, 87] that DMs may exist
even for F2s < 0: see Eq.(A2). However, a search for these
specific suggested modes was carried out in [42, 48] and they were
not found. In App.A 2 we report a similar negative search for
such modes. We also note that the s = −2 QNMs for ` = m = 2
and 3 would lie to the left of the BC, whereas the suggested
modes in Eq.(A2) lie to the right of the BC.
with s = 0 and “−2” but does not hold for a few modes.
Similarly, we checked that, for |s| = 1, the equivalence
µ < µc ↔ F2s < 0 holds for most modes but does not
hold for some modes (such as ` = m = 1 and ` = 13,
m = 10). Finally, we note that F2s < 0 is equivalent
to νc(νc + 1) > 0. That is, DMs exist if and only if
the eigenvalue of the Casimir operator of the sl(2,R) in
NHEK is positive (although NSDMs may exist even if it
is non-positive).
2. Calculation of QNMs in NEK
Let us now turn to our calculation of QNMs in NEK.
The contourplots of the Wronskian factor (3.14) (to be
precise, of log10 |W fΛ |) in Fig.4 shows the accumulation
of ZDMs near ω = ωSR. The only case with F2s > 0
in that figure is that in Fig.4(c). In this case, within
the analyzed region of the complex plane, we found no
DMs – as expected – and no NSDMs. The top two plots
correspond to plots in Fig.7 in [47] (Fig.4(c) has a slightly
larger value of a than a plot in Fig.7 in [47]).
We note that Fig.7 in [47] shows contour plots of
Leaver’s continued fraction. Apart from the QNMs, their
plots show poles in the continued fraction, which can be
“very close” to the QNMs. In our Fig.4, on the other
hand, we plot the Wronskian factor W fΛ and it does not
display poles near the QNM frequencies. This is due to
having defined W fΛ in Eq.(3.14) by removing a Γ-factor in
WΛ which, as it seems, contains its poles – see Secs.III B
and V B. This can be seen as an advantage of our ap-
proach, since the poles in Leaver’s continued fraction be-
come arbitrarily close to ω`mn, as can be observed at the
bottom left panel of Fig.7 [47]. The presence of these
poles in Leaver’s continued fraction may lead to numeri-
cal issues when approaching the extremal limit.
In Appendix B we tabulate various QNM frequencies in
NEK. We calculated these QNMs to 16 digits of precision
using the method described in Sec.III. Fig. 4 shows these
NEK QNMs . Our NEK QNM values for s = −2, ` = 2
agree with those in [44] to the following typical number
of digits of precision: 7 (worst was 4 digits) for m =
2; 10 (worst was 7 digits) for m = 1; 5 (worst was 3
digits) for m = 0. As stated in [44], however, the QNM
values contained there are unreliable in NEK (“roughly,
when a/M ≥ 0.999”), where no error bars are given. We
note that, for the cases that we calculated the QNMs
for, Ref. [44] seems to provide values only for DMs9. The
exception to that is the case where no DMs exist, which
is that in Table II, for which [44] does provide the ZDM
values. In our App.B, on the other hand, we provide
DMs as well as ZDMs for all cases where they exist.
9 Refs. [45, 47], on the other hand, do include ZDMs in the figures
for all cases, although their values are not tabulated there.
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For m = 0 we noticed that the values of the real part of
the ZDM frequencies were below the precision we used in
the calculation every time as we increased that precision
(to even 32 digits). We thus do not provide these values
in the m = 0 Table III.
B. TRMs in NEK
Apart from the QNMs, there is another interesting
set of modes worth considering. Totally reflected modes
(TRMs) correspond, physically, to waves with no trans-
mission and, mathematically, to a singularity in both BincΛ
and BrefΛ while BincΛ /BrefΛ is finite. Therefore, the Wron-
skian is singular at a TRM frequency.
Ref.[81] derived the following exact expression for
TRM frequencies in sub-extremal Kerr
ω = ωSR − 2piiTH(n− s+ 1), (5.3)
where n = 0, 1, 2, . . . These frequencies coincide with the
poles of the factor Γ(1− s− 2i+) in Eq.(3.14), which we
removed from the Wronskian precisely with the intention
of avoiding its poles. Note that the difference between the
TRMs and the QNMs, which asympote as in (5.1), is only
to higher order in the asymptotics (for the specific case
of m = 0 in NEK, this had already been noticed in [77]).
Fig.6 shows that the TRMs and QNMs are coming closer
together as we increase the value of a. When a = M
an infinite amount of both types of modes accumulate
and mix in such a way that a finite discontinuity (BC) is
formed. We investigate this feature in the next section.
VI. BRANCH CUTS
In this section we first investigate the presence of BCs
in the complex frequency plane and afterwards the for-
mation of the superradiant BC.
A. Search for branch cuts
In order to start the investigation of the presence of
BCs we plot both the absolute value and the phase
of the Wronskian when taking a loop around a certain
frequency. That is, we calculated the Wronskian for
ω = ω0 + Re
iφ, given some frequency ω0 ∈ C, radius
R > 0 away from it, and varying the phase φ : 0 → 2pi.
The discontinuity of the Wronskian at some φ would in-
dicate a BC, possibly stemming from ω0 (branch point).
We performed such loops in many instances. For exam-
ple, in Fig.5 we plot the Wronskian for s = ` = m = 2 in
subextremal Kerr when going around the origin: ω0 = 0
and R = 1/M = 2. For this mode, the superradiant
bound frequency is MωSR ≈ 0.2679 and the particu-
lar Hartle-Wilkins frequency (see App.A 1) is MωHW ≈
0.2679 + 0.2320i. Therefore both of these frequencies lie
inside the circle that we take around the origin. The
only discontinuity that we find is near (or at) the phase
φ = 3pi/2. This discontinuity corresponds to the well-
known BC from ω = 0 down the negative imaginary axis
[19, 22, 61] 10. We also note that somewhere in the fourth
quadrant there is a steep structure (though not an ac-
tual discontinuity), which will result in the superradiant
BC in the extremal limit. We also did similar plots of
the Wronskian around the origin for other modes and
we found the same qualitative features: (i) there is a BC
down from ω = 0; (ii) there is an indication that an extra
BC from ωSR is forming as a approaches M .
We carried out a similar search for BCs in the extremal
case. We found BCs down from ω = 0 and ω = ωSR and
no other BCs. We anticipated the existence of the BC
down from ω = ωSR in Sec.II. In the next subsection we
show how this BC is formed.
B. Formation of superradiant BC
Using asymptotics for the QNMs as a → M , indica-
tions were found in [14, 15] that the ZDMs in NEK ac-
cumulate towards the superradiant bound frequency so
as to try to form a new BC down from ω = ωSR. We
already saw this accumulation of ZDMs in Fig.4.
The above indication of formation of a superradiant
BC is illustrated more clearly in the 3D plots of the ab-
solute value of the Wronskian in Fig.6, where we increase
a = 0.95M → 0.99M → M . Fig.6 clearly shows how, in
NEK, a series of TRMs (i.e., poles of the Wronskian) ap-
pear near a series of ZDMs (which are QNMs, i.e., zeros
of the Wronskian), thus yielding a steep structure in the
numerically-calculated Wronskian. We already spotted
this steep structure in the fourth quadrant in Fig. 5. As a
increases, the series of TRMs and the series of ZDMs are
seen to approach each other, in agreement with Eqs.(5.1)
and (5.3). This approach ends up yielding a BC disconti-
nuity stemming from the (branch) point ω = ωSR in the
actual limit a = M .
This superradiant BC in extremal Kerr can be seen in
Figs.7, 9 and 10, which contain a contourplot version of
Fig.6c as well as similar contourplots of the absolute value
of the Wronskian for other modes. The superradiant BC
is also manifest in the phase of the Wronskian in extremal
Kerr as shown in Fig.8 for a sample of modes. The BC
is clear in Fig.8a for m = 2; in Fig.8b for m = 0 the
BC can be readily inferred from the symmetry (3.17)11;
10 We note that we did find discontinuities in the MST coefficients
an which do not correspond to the BCs from ω = 0 or ω =
ωSR – see [82]. However, these discontinuities can be traced
back to discontinuities of ν which can be ruled out on “physical”
quantities such as the Wronskian, on account of the symmetries
of the MST equations. This is corroborated by our plots of the
Wronskian.
11 For m = 0, due to the symmetry (3.17), the BC is only in the
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Fig.8c for m = −1 has no BC for Re(ω) > 0 but we
include it for completeness. With red dots we indicate
the QNM frequencies. One may see that the variation of
the values of the phase along a loop around a QNM is
precisely that corresponding to a simple zero of WΛ, and
so to a simple pole of 1/WΛ, ie, a QNM. We investigate
poles in extremal Kerr in the next section.
VII. QNMS AND SEARCH FOR UNSTABLE
MODES IN EXTREMAL KERR
In this section we investigate poles of the Green func-
tion modes (i.e., zeros of the Wronskian) in extremal
Kerr. These poles may correspond to either QNMs (if
they lie in the lower complex-frequency half-plane) or to
exponentially-unstable modes (if they lie in the upper
half-plane).
A. QNMs in extremal Kerr
We here turn to the QNMs in extremal Kerr. The con-
dition in Eq.(5.2) (which was given for NEK but carries
over to extremal Kerr) differentiates between two differ-
ent regimes: presence of DMs when F2s < 0; absence of
DMs when F2s > 0. As indicated in Sec.V A 1, however,
there may exist NSDMs when F2s > 0.
In Figs.7, 9, 10 and 11 we plot the absolute value of the
full Wronskian12 (2.5) in the complex-frequency plane for
m ≥ 0. In Fig.7a we can see, for s = 0 and ` = m = 2, for
which F2s < 0, two isolated QNMs frequencies appearing
to the right of the BC, which correspond to DMs. In
Fig.7b for s = ` = m = 1, for which F2s > 0, there are
no DMs 13 nor, within the analyzed region, NSDMs.
In Figs.9 we investigate the modes ` = 2 and 0 ≤
m ≤ 2 for s = −2. It is F2s < 0 for m = 0, 1 and
F2s > 0 for m = 2. Correspondingly, we observe DMs
(again to the right of the BC, i.e., satisying property (i)
in Sec.V A 1) for m = 0, 1 and no DMs for m = 2 in
the analyzed region of the complex-ω plane. In the case
m = 2, however, we do observe a NSDM, which is just
the extremal limit of the corresponding (n = 5) QNM
in Fig.3 in [43]. For m = 0 there is an accumulation of
QNMs at ω = ωSR = 0 in NEK (see Fig.4a), leading to a
BC along the negative imaginary axis for the phase (but
not the absolute value, as noted in footnote 11) of the
Wronskian in extremal Kerr (Fig.8b). For m = 1 we can
phase of the Wronskian, not in its absolute value – this is similar
to what happens to all modes in Schwarzschild space-time [20].
12 There is no need to plot a Wronskian factor – instead of the full
Wronskian – because here the TRMs (which complicated the
numerics in NEK) are absent (see Eq.(5.3)).
13 In this case, the condition µ < µc for presence of DMs does not
work, but that is not a problem since this condition is in principle
only valid in the eikonal limit.
see a BC that is formed from the accumulation in NEK
of QNMs and TRMs - see Sec.V B.
The previous plots are contour plots. In Fig.11 we plot
the cases in Fig.9 as 3-D plots instead. These show not
only the cut and DM structure but also the behaviour
of the Wronskian as k → 0: zero for m = 1 and 2 and
divergent for m = 0. The vanishing for m = 1 and 2
is in agreement with Eq.(3.25), since it is s = −2 and,
respectively, νc ≈ 1.42 and −1/2+2.05i for these modes.
The divergence for m = 0 is clearly in agreement with
Eq.(3.27). Similarly, Fig.6c shows that the Wronskian
diverges as k → 0 in this case, also in agreement with
Eq.(3.25), since it is s = 0 and νc ≈ 1.71.
Another mode for which we observe a NSDM is the
case s = −2, ` = m = 3 which we plot in Fig.10. This
is a mode with F2s > 0 and it lies to the left of the BC
(i.e., the opposite of property (i) in Sec.V A 1).
In Fig.12 we deal with the distinct case of negative m:
modes for s = ` = 2 and m = −1 and −2. In these cases
and for Re(ω) > 0, there are no BCs (their superradiant
BCs stem from ωSR < 0) and there are the “standard”
QNMs. The QNMs in this figure are to be compared with
the corresponding ones in Fig.3 in [54] – visual agreement
is found.
In Appendix C we tabulate various QNM frequencies
in extremal Kerr, calculated using the MST method of
Sec.III to 16 digits of precision. These extremal Kerr
QNMs are to be compared with the data in [42]. Our
extremal Kerr QNM values agree with those in [42] to all
digits of precision given in [42]; the frequencies in [42] are
given up to a maximum of 7 digits of precision, whereas
we give them up to 16. We note that [42] only provides
QNMs for overtones n = 0 and 1, whereas in App.C we
provide new QNM values up to higher overtones (up to
n = 6). Importantly, we give the value for the most
astrophysically relevant s = −2 QNM: ` = m = 2 in
table IX, as well as for ` = m = 3 in table XII, neither of
which was previously given in the literature, to the best
of our knowledge.
B. Search for unstable modes
If the modes of the retarded Green function possessed a
singularity on the upper frequency half-plane, that would
indicate a linear instability of the space-time [41]. In
principle, such a singularity could be a branch point or a
pole (i.e., a mode with no incoming radiation).
Detweiler [41] showed that there exist no modes with
no incoming radiation in the upper plane in the case
of scalar perturbations of extremal Kerr. Later, Are-
takis [38] proved the decay of the full scalar field in
the axisymmetric case on and outside the horizon; [39]
proved similarly for axisymmetric gravitational pertur-
bations outside the horizon. On the horizon, it has been
shown in [36, 37] that the branch point on the super-
radiant bound frequency leads to the so-called Aretakis
phenomenon [33, 34]. In its turn, the branch point at the
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origin leads to a late-time decay in the field [16], as oth-
erwise expected. It therefore seems that it has not been
proven that the Green function modes with m 6= 0 do
not possess singularities in the upper complex-frequency
plane.
For scalar perturbations and a ≤ M , Ref.[41] gives
bounds on the real and imaginary parts of the frequen-
cies of potential modes in the upper plane possessing no
incoming radiation. In particular, the real part should lie
within the superradiant regime . Ref. [42] and, in the case
of scalar perturbartions, also [41], numerically looked for
modes with no incoming radiation in the upper plane of
extremal Kerr and could not find any. Here, we report
that we also looked for modes with no incoming radia-
tion in the upper plane of extremal Kerr and did not find
any, thus confirming the results in [41, 42]. Examples of
the search are the already mentioned Figs.7–12, where we
went up to 2M Im(ω) = 1. These figures also show that
there are no “physical” branch points in the upper plane
for these modes, thus complementing the investigation in
Sec.VI A.
Finally, we note that the result in [79] that no poles can
lie on the real axis for a < M together with the fact that
there cannot be a pole at the branch point ωSR [36, 83]
provides an argument – although not a rigorous proof –
that no poles cross the real axis as a increases from 0 to
M and so for the absence of poles in the upper plane in
extremal Kerr.
VIII. CONCLUSIONS
We have carried out a thorough spectroscopic inves-
tigation in extremal Kerr space-time as well as in near-
extremal Kerr. We have calculated the superradiant am-
plification factor and quasi-normal modes and shown the
formation of the extra superradiant branch cut. Our re-
sults provide a corroboration of the MST method devel-
oped in [16] and of the results in [42]. Our tabulated
values for quasi-normal mode frequencies signify an ex-
tension in both the accuracy and in the type of modes
tabulated in the literature ([42] for extremal Kerr and [44]
for near-extremal Kerr), including the astrophysically-
relevant quasi-normal mode for −s = ` = m = 2 in
Table XII. Furthermore, we searched for both poles and
branch points in the upper frequency plane in extremal
Kerr and report that we did not find any, providing fur-
ther support for the mode stability of extremal Kerr off
the horizon. We also gave an argument for the absence
of such poles.
A seemingly open issue is finding a condition for exis-
tence of quasi-normal modes with a finite imaginary part
in (near-)extremal Kerr as well as determining the num-
ber of such modes. In particular, the condition Eq.(5.2)
misses quasi-normal modes with a finite imaginary part
(the ones which we have called non-standard damped
modes), as seen for the particular cases of s = −2 modes
with ` = m = 2 and 3. On the other hand, we have
found no quasi-normal modes for s = ` = m = 1 within
the large region in the complex plane which we have con-
sidered, although of course that is no proof that there
exists no mode outside that region.
In terms of astrophysics, it will be interesting to ob-
tain, in the future, the gravitational waveform due to a
particle inspiraling into an extremal Kerr black hole14,
and compare it to the results in [8] for a near-extremal
black hole and to the results in the near-horizon extremal
Kerr geometry [85].
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Appendix A: Special frequencies
In this appendix we investigate various specific fre-
quencies. In Sec.A 1 we give evidence that a certain fre-
quency suggested in [64] to be a branch point is actually
not a branch point; in Sec.A 2 we give evidence that cer-
tain frequencies suggested in [86, 87] to be QNMs are ac-
tually not QNMs; in Sec.A 3 we investigate the so-called
algebraically-special frequencies.
1. Hartle-Wilkins frequency
Hartle and Wilkins [64] observed that it was possible
that the frequency
ωHW = ωSR + i(s− 1)r+ −M
2Mr+
(A1)
is a branch point. Interestingly, such frequency would lie
in the upper-half complex-ω plane for s = 2 and, in that
case, it might lead to an instability of the black hole. We
have calculated the Wronskian for s = ` = m = 2 and
the token value of a = 0.5M when going around this
frequency: ω0 = ωHW and R = |ωHW |/5. We observed
no discontinuity in |WΛ| nor in arg(WΛ), thus providing
strong evidence that the Hartle-Wilkins frequency is not
a branch point at least for this mode.
14 Ref.[84] aimed at doing that but they used an extremal limit of
QNM accumulation in NEK instead of directly a BC integral in
exactly extremal Kerr.
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2. Hod frequencies
In Sec.V A 1 we gave the generally accepted picture of
DMs and ZDMs. However, it was argued by Hod [86, 87]
(based on the analysis in [14]) that DMs also exist for µ ≥
µc as long as a is sufficiently close to M . For example,
for s = ` = m = 2, [86] predicts DMs at
ω ≈ ωSR + (0.324− 0.07i) e−1.532n, (A2)
where n ∈ Z+. However, Refs. [48] and [42], carried out
a numerical search for these DMs in, respectively, NEK
and extremal Kerr, and did not find any. Similarly, we
carried out a numerical search in extremal Kerr for these
DMs for n = 2 using a grid of stepsize ∆ωr = ∆ωi = 10
−6
along the directions of both the real and imaginary parts
of the frequency and we also found no evidence of the
presence of such DMs.
3. Algebraically-special Frequencies
Gravitational (|s| = 2) perturbations of black holes
admit frequencies for which the radial solution for spin s
(either s = +2 or s = −2) is the trivial solution whereas
the radial solution for spin “−s” is a non-trivial solution.
These frequencies are the so-called algebraically-special
(AS) frequencies [55, 56].
The AS frequencies satisfy the following equation [56,
72]:
λ2 (λ+ 2)
2
+ 8λ
(
5λ
(
amω − a2ω2)+ 6 (amω + a2ω2))+
36ω2 + 144
(
amω − a2ω2)2 = 0, (A3)
where λ ≡ λΛ|s=−2. The left-hand side of Eq.(A3) is the
so-called Teukolsky-Starobinsky constant, which serves
to relate (radial and angular) solutions for spin s to so-
lutions with spin “−s”.
The radial solutions at AS frequencies can be found
in closed form [56] and, for a > 0, they correspond to
totally transmitted modes (TTMs), i.e., modes with zero
reflection coefficient [72]. For a = 0, the AS frequencies
are given by “−i(`−1)(`+2) ((`− 1)(`+ 2) + 2) /6” [72].
As a increases, not only the AS frequencies move away
from the negative imaginary axis for m 6= 0 but also
a family of QNMs stems off from the AS frequency at
a = 0 [72].
Here we solve Eq.(A3) numerically and plot the result
in Fig.13. From Eq.(3.15) it follows that the AS fre-
quency for “−m” is equal to that for “+m” after chang-
ing the sign of its real part, as reflected in Fig.13. The
case for ` = 2 was already plotted in Fig.7 [88], with
which our Fig.13 agrees. We also compare the numerical
values of the AS frequencies with the small a/M expan-
sion in Eq.7.26 [72], and here we give the values of the
AS frequencies for extremal Kerr for s = −2, ` = 2 and
m = ±2: 2Mω ≈ ±1.26369− 1.14328i.
Appendix B: Tables of Quasi-Normal Modes in NEK
In Tables II–V we provide the numerical values of
QNM frequencies in NEK to 16 digits of precision. We
tried to compare our values against those in [44] but it
seems that some overtones in [44] are missing. As stated
in [44], the values there are “unreliable very close to
the Kerr extremal limit (roughly, when a/M ≥ 0.999)”.
Therefore, the comparison between our values and those
in [44] is not straight-forward and we only compared a
few overtones in common, for which we found agreement
up to around 7 digits of precision. We believe that here
we provide all QNM frequencies up to the overtone indi-
cated (and so we provide new frequencies not already in
the literature) to 16 digits of precision.
The QNMs in Table II are plotted in Fig.4c; the ones in
Tables III–IV and V are in Figs.4a and 4b, respectively.
n Re(2Mω`mn) Im(2Mω`mn)
0 1.971347096765401 -6.937346135358345 E-3
1 1.971346859396121 -2.081244162006215 E-2
2 1.971345377490081 -3.468824642756046 E-2
3 1.971341924956729 -4.856346528969809 E-2
4 1.971337594793333 -6.243678169903200 E-2
5 1.971334086965111 -7.630839456258754 E-2
6 1.971332336634383 -9.017958067268572 E-2
7 1.971332266312562 -1.040517407195357 E-1
8 1.971333151417415 -1.179258517311285 E-1
9 1.971334044035797 -1.318023508789842 E-1
10 1.971334051188986 -1.456812360708640 E-1
11 1.971332463130118 -1.595622216149717 E-1
12 1.971328783808630 -1.734448742298788 E-1
13 1.971322712090932 -1.873287088529975 E-1
TABLE II: QNM frequencies for the mode s = −2,
` = m = 2 in NEK with a = 0.9999M . All modes found
are ZDMs.
Appendix C: Tables of Quasi-Normal Modes in
extremal Kerr
In Tables VI–XII we provide the numerical values of
QNM frequencies in extremal Kerr (i.e., a = M) to 16
digits of precision. We note that, for each table, we pro-
vide all the QNM overtones which we found in the ana-
lyzed region (which is the region plotted in the figures).
Some values here should be compared with values
in [42]; we found agreement to all digits given in [42],
which is up to 7 digits. Here we also provide new QNM
values.
The QNMs in Table VI are plotted in Figs.7a and 8a
(see also Fig.6c); the ones in Table VII are in Figs.8b and
9 (see also Fig.11a); the ones in Table VIII are in Fig.9b
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(see also Fig.11b); the one in Table IX is in Fig.9c; the
ones in Table X are in Figs.8c and 12b; the ones in Table
XI are in Fig.12a; the one in Table XII is in Fig.10.
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FIG. 1: Amplification factor ZΛ (in percentage form)
in Eq.(4.2) as a function of the frequency for the mode
s = ` = m = 2, a = 0.999M . The blue solid curve is our
calculation using the MST method, explained in
Sec.III B. The red dashed curve is the approximation (i)
mentioned in Sec.IV (i.e., approximation for Mω  1
and ω  ωSR).
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FIG. 2: Amplification factor ZΛ (in percentage) in
Eq.(4.2) in extremal Kerr as a function of the frequency.
The mode is s = ` = m = 2, for which 2MωSR = 2 and
δ2SR > 0. The solid blue curve is our calculation using
the MST method, Eq.(3.1). The red dashed curve is the
approximation (i) mentioned in Sec.IV (i.e.,
approximation for Mω  1 and ω  ωSR) with the
choice a = 0.9999M . The dashed black curve (which
overlaps with the blue one for Mω > 1) corresponds to
the asymptotics in [49] for |α|  m−4max(1, |α|2) for
extremal Kerr.
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(a) s = 0, ` = 3,m = 2.
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FIG. 3: Amplification factor ZΛ (in percentage) in
extremal Kerr as a function of the frequency. Same
colour and style coding for the curves as in Fig.2.
Modes: (a) log-log plot for s = 0, ` = 3, m = 2, for
which 2MωSR = 2 and δ
2
SR < 0; (b) log-log plot for
s = ` = m = 1, for which 2MωSR = 1 and δ
2
SR > 0; (c)
and (d) are linear and zoomed-in (near k = 0, from the
right and the left, respectively) versions of (b).
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(a) s = −2, ` = 2,m = 0, a = 0.998M
(b) s = −2, ` = 2,m = 1, a = 0.998M
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(c) s = −2, ` = 2,m =, a = 0.9999M
FIG. 4: Contour plots of log10 |W fΛ | in NEK for
s = −2, ` = 2 and m = 0, 1, 2. The superradiant bound
frequencies for these modes are 2MωSR = 0 (for m = 0),
≈ 0.938 (for m = 1) and ≈ 1.972 (for m = 2). The
QNMs in Tables II– V are indicated with red dots.
N.B.: the top two plots correspond to Fig.7 in [47].
20
π
2 π 3π2 2π ϕ
0.02
0.04
0.06
0.08
0.10
|WΛ|(2M)2s
π
2 π 3π2 2π ϕ
-π
- π
2
π
2
πArg(WΛ)
FIG. 5: Plot of the absolute value (top) and argument
(bottom) of WΛ for s = ` = m = 2 and a = 0.5M on a
loop ω = eiφ/M around the origin, which encircles
MωSR ≈ 0.2679 and MωHW ≈ 0.2679 + 0.2320i. There
is a discontinuity near (or at) φ = 3pi/2, corresponding
to the well-known BC down from the origin. A steep
structure is seen in the fourth quadrant, which is
related to the formation of the superradiant BC in the
extremal case.
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(a) s = 0, ` = 3,m = 2, a = 0.95M
(b) s = 0, ` = 3,m = 2, a = 0.99M
(c) s = 0, ` = 3,m = 2, a = M
FIG. 6: Plots of log10 |WΛ| for a = 0.95M and 0.99M
and of log10 |WΛ| (so for a = M). The mode is
s = 0, ` = 3,m = 2, for which it is 2MωSR ≈ 1.447 (for
a = 0.95M), ≈1.735 (for a = 0.99M), =2 (for a = M).
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(a) s = 0, ` = 3,m = 2, a = M
(b) s = ` = m = 1, a = M
FIG. 7: Contour plots of log10
∣∣∣(2M)2sWΛ∣∣∣ in the
complex-frequency plane in extremal Kerr. The modes
are: (a) s = 0, ` = 3,m = 2, for which 2MωSR = 2 and
F2s < 0, in agreement with the presence of DMs which
we observe (two to the right of the BC), and (b)
s = ` = m = 1, for which 2MωSR = 1 and F2s > 0, in
agreement with the absence of DMs which we observe.
The QNMs in Table VI are indicated with red dots.
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(a) s = 0, ` = 3,m = 2, a = M
(b) s = −2, ` = 2,m = 0, a = M
(c) s = −2, ` = 2,m = −1, a = M
FIG. 8: Contour plots of sin (arg (WΛ)) in the
complex-ω plane in extremal Kerr. The QNMs in
Tables VI, VII and X are indicated with red dots.
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(a) s = −2, ` = 2,m = 0, a = M
(b) s = −2, ` = 2,m = 1, a = M
(c) s = −2, ` = 2,m = 2, a = M
FIG. 9: Contour plot of log10
∣∣∣(2M)2sWΛ∣∣∣ in the
complex-ω plane in extremal Kerr for s = −2, ` = 2,
m = 0, 1 and 2. For m = 0 and 1 it is F2s < 0 and so
DMs appear. For m = 2 it is F2s > 0 and so DMs do
not appear but a NSDM does appear. The QNMs in
Tables VII, VIII and IX are indicated with red dots.
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FIG. 10: Contour plot of log10
∣∣∣(2M)2sWΛ∣∣∣ in the
complex-ω plane for s = −2, ` = m = 3 in extremal
Kerr. It is F2s > 0 and so DMs do not appear, but there
is the presence of a NSDM. The QNM in Table XII is
indicated with a red dot.
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(a) s = −2, ` = 2,m = 0, a = M
(b) s = −2, ` = 2,m = 1, a = M
(c) s = −2, ` = 2,m = 2, a = M
FIG. 11: These are 3-D versions of the plots in Fig.9.
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(b) s = −2, ` = 2,m = −1, a = M
FIG. 12: Contour plots of log10
∣∣∣(2M)2sWΛ∣∣∣ in the
complex-frequency plane in extremal Kerr for s = −2,
` = 2 and m = −1,−2. The QNMs in Tables X and XI
are indicated with red dots. Cf. Fig.3 in [54].
28
-1.5 -1.0 -0.5 0.5 1.0 1.5 2M Re(ω)
-3.5
-3.0
-2.5
-2.0
-1.5
-1.02M Im(ω)
FIG. 13: Algebraically-special frequencies for ` = 2 and
m = +2 (red) and m = −2 (blue). The solid curves are
our values for the roots of Eq.(A3) (as a increases, the
value of the imaginary part becomes less negative); the
black dots are the AS frequencies in Table A.1 in [56]
(N.B.: for a = 0.3M and m = −2 we changed the sign
of the imaginary part of the frequency in [56]); the
dashed curves correspond to Eq.7.27 [72]. At a = 0 the
AS frequency is “−4i” and as a increases the AS
frequencies move away from it.
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n Re(2Mω`mn) Im(2Mω`mn)
0* 8.497014123708619 E-1 -1.439808152474526 E-1
1 -1.908029268511688 E-1
2 -2.549128389211352 E-1
3 -3.192664571585073 E-1
4 -3.838535854911746 E-1
5* 8.052661998429733 E-1 -4.375466529029460 E-1
6 -4.486623210969344 E-1
7 -5.136796393498003 E-1
8 -5.788919278697769 E-1
9 -6.442854493902452 E-1
10 -7.098467272001537 E-1
11* 7.172155884312021 E-1 -7.500069540472439 E-1
12 -7.755628272018845 E-1
13 -8.414214727066511 E-1
14 -9.074109470708575 E-1
15 -9.7351989539484129 E-1
16 -1.039737374647090
17* 5.925271449069068 E-1 -1.099229986861354
18 -1.106053542725389
19 -1.172460898950187
20 -1.238955080092425
21 -1.305533662382188
22 -1.372192244020426
23 -1.438919629496156
24* 4.529296412578228 E-1 -1.500426836467437
25 -1.505696853169629
TABLE III: QNM frequencies for the mode s = −2,
` = 2, m = 0 in NEK with a = 0.998M . DMs are
marked with an asterisk next to the overtone number.
We do not include the real part of the ZDM frequencies
since these values decreased below the numerical
accuracy of our calculation as we kept increasing the
accuracy.
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n Re(2Mω`mn) Im(2Mω`mn)
26 -1.572504528889339
27 -1.639336645792597
28 -1.706210683167845
29 -1.773163049029994
30 -1.840225648392450
31 -1.907389617996063
32* 3.274322036264049 E-1 -1.948816546673616
33 -1.974581437611800
34 -2.041695632198213
35 -2.108681108639191
36 -2.175597100785044
37 -2.242590510389330
38 -2.309831201813220
39 -2.377411305259576
40* 2.294864986928096 E-1 -2.424608143864245
41 -2.445173832897294
42 -2.512687475720510
43 -2.579675360638962
44 -2.646296875637739
45 -2.712932421578639
46 -2.779995534963594
47 -2.847820373618469
48* 1.573845170494564 E-1 -2.912834509300094
49 -2.916492009814639
50 -2.984858687619585
TABLE IV: Continuation of Table III.
n Re(2Mω`mn) Im(2Mω`mn)
0* 1.159590591695038 -8.015520552061875 E-2
1 1.012824618998511 -1.548386076219234 E-1
2 1.019199556792002 -2.218210493975133 E-1
3* 1.081234285735362 -2.414640438496771 E-1
4 1.018911494244786 -2.907420089883552 E-1
5 1.016501421337247 -3.523120790458689 E-1
6 1.015255997696160 -4.099635096644475 E-1
7 1.013393080486841 -4.654490258922171 E-1
8 1.010140571713775 -5.207860324030137 E-1
9 1.006430702232703 -5.770692853983539 E-1
10 1.003030985193748 -6.340464951810719 E-1
11 1.000036494376247 -6.912846069656605 E-1
12 9.973003500319220 E-1 -7.485746306385129 E-1
TABLE V: QNM frequencies for the mode s = −2,
` = 2, m = 1 in NEK with a = 0.998M . DMs are
marked with an asterisk next to the overtone number.
31
n Re(2Mω`mn) Im(2Mω`mn)
0 2.143189451642680 -6.447596182703441 E-2
1 2.065635617386494 -1.936077608481560 E-1
TABLE VI: QNM frequencies for the mode s = 0, ` = 3,
m = 2 in extremal Kerr. Only two QNMs were found in
the analyzed region.
n Re(2Mω`mn) Im(2Mω`mn)
0 8.502902182451604 E-1 -1.436123679332644 E-1
1 8.054871834090764 E-1 -4.365659779474246 E-1
2 7.168565309137984 E-1 -7.487455716919170 E-1
3 5.916519687840184 E-1 -1.098077974425383
4 4.518396119844236 E-1 -1.499593272060030
5 3.264000679767349 E-1 -1.948244495660487
6 2.286126533997227 E-1 -2.424170217742298
TABLE VII: QNM frequencies for the mode s = −2,
` = 2, m = 0 in extremal Kerr.
n Re(2Mω`mn) Im(2Mω`mn)
0 1.162866404907267 -7.651091051516613 E-2
1 1.077709328395424 -2.372558086777354 E-1
TABLE VIII: QNM frequencies for the mode s = −2,
` = 2, m = 1 in extremal Kerr.
n Re(2Mω`mn) Im(2Mω`mn)
0 1.006919901580225 -1.414797640581692 E-1
TABLE IX: QNM frequency for the mode s = −2,
` = m = 2 in extremal Kerr.
n Re(2Mω`mn) Im(2Mω`mn)
0 6.877231140851841 E-1 -1.667681875043246 E-1
1 6.326105018403029 E-1 -5.140477960506172 E-1
2 5.364531452887850 E-1 -9.014823440124349 E-1
3 4.295419740535755 E-1 -1.341635185721246
4 3.391588469653389 E-1 -1.822506293258611
TABLE X: QNM frequencies for the mode s = −2,
` = 2, m = −1 in extremal Kerr.
n Re(2Mω`mn) Im(2Mω`mn)
0 5.831069287317494 E-1 -1.760516746384491 E-1
1 5.002925334514074 E-1 -5.534767606703243 E-1
2 3.684811261106501 E-1 -1.010929783409981
3 2.681101698130941 E-1 -1.546682699292125
TABLE XI: QNM frequencies for the mode s = −2,
` = 2, m = −2 in extremal Kerr.
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n Re(2Mω`mn) Im(2Mω`mn)
0 2.726653450670023 -2.304765481816845
TABLE XII: QNM frequency for the mode s = −2,
` = m = 3 in extremal Kerr.
