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ABSTRACT
Immersed boundary methods are a class of techniques in computational fluid dynamics
where the Navier–Stokes equations are simulated on a computational grid that does not
conform to the interfaces in the domain of interest. This facilitates the simulation of
flows with complex moving and deforming geometries without considerable effort wasted
in generating the mesh.
The first part of this dissertation is concerned with the aerodynamics of the cross-section
of a species of flying snake, Chrysopelea paradisi (paradise tree snake). Past experiments
have shown that the unique cross-section of this snake, which can be described as a lifting
bluff body, produces an unusual lift curve—with a pronounced peak in lift coefficient at
an angle of attack of 35◦ for Reynolds numbers 9000 and beyond. We studied the aero-
dynamics of the cross-section using a 2-D immersed boundary method code. We were
able to qualitatively reproduce the spike in the lift coefficient at the same angle of attack
for flows beyond a Reynolds number of 2000. This phenomenon was associated with flow
separation at the leading edge of the body that did not result in a stall. This produced a
stronger vortex and an associated reduction in pressure on the dorsal surface of the snake
cross-section, which resulted in higher lift.
The second part of this work deals with the analysis of the direct forcing method, which
v
is a popular immersed boundary method for flows with rigid boundaries. We begin with the
fully discretized Navier–Stokes equations along with the appropriate boundary conditions
applied at the solid boundary, and derive the fractional step method as an approximate
block LU decomposition of this system. This results in an alternate formulation of the direct
forcing method that takes into consideration mass conservation at the immersed boundaries
and also handles the pressure boundary conditions more consistently. We demonstrate that
this method is between first and second-order accurate in space when linear interpolation
is used to enforce the boundary conditions on velocity.
We then develop a theory for the order of accuracy of the direct forcing method with
linear interpolation. For a simple 1-D case, we show that the method can converge at
a range of rates for different locations of the solid body with respect to the mesh. But
this effect averages out in higher dimensions and results in a scheme that has the same
order of accuracy as the expected order of accuracy of the interpolation at the boundary.
The discrete direct forcing method for the Navier–Stokes equations exhibits an order of
accuracy between 1 and 2 because the velocities at the boundary are linearly interpolated,
but the resulting boundary conditions on the pressure gradient turn out to be only first-
order accurate. We recommend linearly interpolating the pressure gradient as well to make
the method fully second-order accurate.
We have also developed two open source codes in the course of these studies. The first,
cuIBM, is a two-dimensional immersed boundary method code that runs on a single gpu.
It can simulate incompressible flow around rigid bodies with prescribed motion. It is based
on the general idea of a fractional step method as an approximate block LU decomposition,
and can incorporate any type of immersed boundary method that can be made to fit within
this framework. The second code, PetIBM, can simulate both two and three-dimensional
incompressible flow and runs in parallel on multiple cpus. Both codes have been validated
using well-known test cases.
vi
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Chapter 1
Immersed Boundary Methods
1.1 Motivation
Immersed boundary methods are a class of techniques in computational fluid dynamics
that are used to simulate fluid flows in the presence of complex and moving geometries.
The Navier–Stokes equations, which are the governing equations of fluid dynamics, are
a form of Newton’s second law and the conservation of mass. They describe the evolution
and the relationship between the various flow quantities:
∂ρ
∂t
+
∂ρui
∂xi
= 0 (1.1a)
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂σij
∂xj
(1.1b)
ρ is the density, ui is the velocity and p is the pressure of the fluid. σij represents the stress
tensor that arises due to the viscous forces in the fluid. In the present work, we shall only
consider incompressible and Newtonian fluid flows. Without loss of generality, we can set
ρ = 1, and the Navier–Stokes equations reduce to:
∂uj
∂xj
= 0 (1.2a)
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
+ ν
∂
∂xj
∂ui
∂xj
(1.2b)
where ν is the kinematic viscosity of the fluid.
Computational fluid dynamics (CFD) is the practice of solving the Navier–Stokes equa-
2tions using numerical methods. This allows us to study the physics of flows that might
otherwise be difficult or expensive to study experimentally.
When solving the equations numerically, we make use of a computational mesh or grid
which divides the fluid region into a finite number of discrete cells and nodes. The Navier–
Stokes equations govern the physics of this region, and the flow quantities are computed
at the locations of the nodes. A flow quantity at any point in the domain can then be
computed via interpolation.
Figure 1.1: Two kinds of body-conforming meshes. The flow setup consists of an airfoil
in an elliptic domain. The fluid region surrounding the airfoil is discretized using a com-
putational mesh, and the Navier–Stokes equations are solved at the nodes. The boundary
conditions are enforced directly on the nodes that lie on the solid–fluid interface. On the
left is an example of a structured grid, and on the right is an unstructured triangular mesh.
In traditional CFD methods, these meshes are typically generated so that their bound-
ary nodes coincide with the boundaries of any solid objects present in the fluid. These are
known as body-conforming grids. Boundary conditions such as the no-slip condition are
easily applied by fixing the values of the velocity at the boundary nodes.
3Figure 1.1 shows two kinds of body-conforming meshes that are commonly used in
CFD. The mesh on the left is what is known as a structured grid—every node in the grid
is uniquely determined by indices i and j in two dimensions, or i, j and k in 3-D. In
other words, the grid can be directly mapped to a unit square or unit cube that has been
subdivided into a tiling of rectangles or cuboidal bricks. The mesh on the right side of
Figure 1.1 is what is known as an unstructured mesh. For a complete description of the
grid, the coordinates of the nodes and their connectivities must be specified. Structured
grids can be simpler to implement, use less memory, and may be easier to parallelize. But
when dealing with complex geometries, unstructured grids may be the more natural choice.
Figure 1.2: Non-conforming Cartesian mesh. The entire domain, including the fluid and
solid regions has been discretized using single Cartesian mesh. To enforce the boundary
conditions at the solid–fluid interface, we need to make use of immersed boundary methods.
Immersed boundary methods (ibms) are characterized by the use of non-conforming
grids, i.e. the meshes that are used to discretize the domain of interest are generated
independently of the solid bodies in the domain. The boundary nodes of the mesh do
not have to coincide with the solid-fluid interfaces, which means that we need to develop
special techniques to enforce the boundary conditions. Figure 1.2 shows an example of a
mesh that does not conform to the solid body in the flow, which is an airfoil in this case.
Suppose we were able to satisfy the boundary conditions in such a mesh, we can im-
mediately see the advantages of using it. For any fluid flow problem, we only need to
4generate the simplest of meshes (typically a Cartesian mesh). Generating meshes of high
quality in the presence of complex geometry can be both difficult and time-consuming.
This problem is exacerbated if we consider flows in which the bodies deform or move—we
will need to generate a new mesh at every time step, or use techniques such as overset
grids [8]. In an immersed boundary method, the mesh can remain unchanged throughout
the entire simulation even as the body moves, and the boundary conditions can be applied
appropriately.
There are other advantages to using immersed boundary methods. Most implemen-
tations are based on an underlying structured cartesian mesh, which means the memory
required for storage is low, and simple numerical schemes can be used to discretize the
governing equations. Fast numerical methods such as the fast Fourier transform [95], and
the geometric multigrid method [133] can also be used on cartesian meshes, but not on
other general meshes.
We will now review the various immersed boundary methods that have been developed
over the years, and briefly discuss some of their implementations.
1.2 Development
As we have mentioned earlier, the central question with immersed boundary methods is
how to apply the boundary conditions on a solid surface which, in general, does not coincide
with the underlying fluid mesh.
To facilitate the discussion that follows, we shall describe the problem setup, illustrated
in Figure 1.3. Ω is our domain of interest, in which an immersed boundary, represented
by Γ, is present. The coordinates of any point in the fluid domain are given by x and
coordinates of points on the immersed boundary are represented by ξ. The entire domain
is discretized using an Eulerian Cartesian grid, and the boundary is represented by a set
of Lagrangian points.
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Figure 1.3: Problem description. Ω represents the fluid region of the domain, colored grey.
The solid region is white, and its boundary is represented by Γ. f is the position vector
of any point in the domain, and ξ gives the coordinates of points along the immersed
boundary.
1.2.1 Force-spreading models
When Peskin [88] first introduced the immersed boundary method, he decided that this
could be achieved through the addition of a forcing term f to the momentum equation of
the Navier–Stokes equations:
∂u
∂t
+ (u ·∇)u = −∇p+ ν∇2u + f (1.3a)
∇ · u = 0 (1.3b)
This force is applied in the region near the immersed boundary, and acts in such a way that
the fluid in that region is brought to rest relative to the immersed boundary. The forcing
is zero at all other locations in the domain, where just the fluid motion is simulated. This
method allows us to solve the same set of equations at every point on the underlying grid,
irrespective of whether the grid point is inside or outside the body, or near of far from the
immersed boundary.
6In the continuum, Peskin envisioned this force as a singular force distribution along the
body surface, given by the expression:
f(x) =
∫
ξ
F(ξ)δ(ξ − x)dξ (1.4)
where F is the force distribution along the solid surface, and δ(x) is the Dirac delta function,
with the property:
δ(x) =

0, if x 6= 0.
+∞, if x = 0.
(1.5)
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
δ(x)dx = 1 (1.6)
in three dimensions.
Note that the integral in Equation (1.4) is calculated only over the surface of the
immersed boundary, which is one dimension lower than the delta function. This means
that the resulting force f is singular across the immersed boundary, which is the property
desired.
The point singularity of a Dirac delta function cannot be exactly represented when
solving the equations using numerical methods, and hence Peskin proposed the use of a
smeared finite-valued function on the computational grid that satisfies Equation (1.6). This
discrete delta function is discussed in more detail in Section 2.1.3.5 of the following chapter.
Because the discrete delta function is of a fixed width (usually 1–4 cell-widths of the
underlying grid), the force from the boundary is spread across a region that is a few cell-
widths thick around the immersed boundary. This is illustrated in Figure 1.4. This results
in a blurred representation of the immersed boundary and is thought to affect the accuracy
of the flow field near the boundary, especially in flows with high Reynolds number.
Peskin [90] later generalized the body forces to be singular volume forces throughout
the boundary, or even the body depending on the application. The forces that were spread
7l
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Figure 1.4: Spreading the force from the Lagrangian body markers to the Eulerian compu-
tational grid using a discrete delta function of width 3h. When the discrete delta function
is used to spread the forces, the body force distribution F is evaluated at the boundary
points which represent the interface. This distribution is then multiplied by the delta func-
tion and integrated along the surface to supply the values f on the underlying grid where
the Navier–Stokes equations are solved. Due to the finite width of the delta function, the
force is spread across a diffused region around the boundary, represented by the grey area
in the figure.
8to the fluid had to satisfy the condition that their volume integral in the domain had to
be equal to the volume integral of the surface force distribution in a thin shell around the
body.
In his works simulating blood flow through models of the mitral valve [88] and the
heart [89], Peskin was able to model flexible and moving solid membranes. These mem-
branes were represented by chains of elastic springs, in which forces were set up when
extended or compressed. This elastic model of the body provided a natural way by which
a surface force distribution could be set up.
In this model, suppose a link connects two body points at X1 and X2, the restoring
force in the link is given by:
F12 = −κ(|X2 −X1| − l12eqbm)
X2 −X1
|X2 −X1| (1.7)
where κ is the spring constant and l12eqbm is the equilibrium length of the link. The total
force F acting at any boundary point is the sum of all the forces in the links that it is
connected to. Knowing the force at every point on the boundary, we can spread them to
the Eulerian grid using Equation (1.4). We then include this force in the Navier–Stokes
equations when we solve for the velocity field.
The no-slip condition is satisfied by moving each of the boundary points with the
velocity of the fluid. The fluid velocity at any point on the boundary can be found by
taking a convolution of the velocity field with the Dirac delta function:
U(ξ) =
∫
Ω
u(x)δ(x− ξ)dx (1.8)
and its location at the next time step can be calculated:
Xn+1i = X
n
i + Ui∆t (1.9)
Using this method, any flexible body can be modeled as a collection of linked springs
9and simulated in a fluid flow.
Lai & Peskin [57] later introduced a scheme for this method that is formally second-
order accurate in time. To make the solvers more efficient, Roma & Peskin [98] and Griffith
et al. [34] developed versions of the method that used adaptive meshes.
The method can also be used to simulate rigid bodies—by connecting each point on
the boundary to its equilibrium position with stiff springs. The body is not completely
rigid, but the boundary does not deform much from the original shape due to the high
spring constant. The relative velocities at the boundary points may not initially be zero,
but settle to that value during the course of the simulation.
Goldstein et al. [31] used a similar idea to simulate flows over rigid bodies. Instead of
having the points attached to springs, they computed the force at each boundary point
using the expression:
F(ξ, t) = α
∫ t
0
U(ξ, t′)dt′ + βU(ξ, t) (1.10)
and spread this force to the Eulerian grid. This is a feedback loop which uses the velocity
signal at the boundary points to produce a force that will cancel it. The velocity at the
immersed boundary is slowly damped over time until it satisfies the no-slip condition. The
first term on the right-hand side of Equation (1.10) is actually equivalent to using a rigid
spring as it would calculate the displacement of the boundary point, and α would serve as
the spring constant. Saiki & Biringen [100] use the same forcing function in conjunction
with a finite difference method to avoid oscillations caused by spectral methods.
Another method based on the Navier–Stokes/Brinkmann model to simulate flow in
porous media was developed by Khadra et al. [42]. The coefficients in the model are
discontinuous across the domain, with a low value of permeability within the solid region,
and no penalization applied in the fluid region. The damping is thus applied throughout
the solid region where flow is brought to rest.
The methods above have relied on the use of constitutive relations and parameters
while calculating the forces to be applied on the fluid. While this is necessary in the case
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of elastic or porous bodies, the same methods have been applied to simulate rigid bodies
inn an ad hoc manner. We cannot decide beforehand what the values of the parameters
must be to obtain sufficiently accurate solutions for rigid bodies. These values may also
vary from case to case, depending on the physics of the flow.
Goldstein et al. [31] showed that large values of the parameters used in their method
damped the velocities faster, but also worsened the stability of the numerical scheme, which
resulted in a very restrictive time step. Explicit time-stepping schemes required time steps
that were 10−3–10−2 times that prescribed by the CFL condition, and implicit schemes
improved them to the range 10−2–10−1 of the CFL time step. The same is the case with
large spring constants or low values of permeability.
1.2.2 Direct forcing methods
Mohd-Yusof [82] made one of the first attempts to calculate the forcing term without the
use of any ad hoc parameters . Instead of considering a continuum force distribution along
the surface of the body, he added a force to the discretized Navier–Stokes equations:
u˜− un
∆t
= −H−∇p+ ν∇2u + f (1.11)
Suppose the desired value of u˜ at any particular grid point is v, then the force f at that
point can be calculated as:
f = −v − u
n
∆t
+ H +∇p− ν∇2u (1.12)
These forces are non-zero on the immersed boundary, where the velocity v is prescribed
by the no-slip condition. f is zero at all other locations in the fluid. In general, the immersed
boundary will not coincide with any of the velocity grid points, and the forcing will have
to be applied at nodes near the boundary. Following Gilmanov et al. [29], we shall refer to
these as IB nodes. The velocity is prescribed at these nodes by interpolating from the solid
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boundary to adjacent grid points. Note that it is the discretized equations that are directly
manipulated to obtain the forcing term, and there is no clear relation to a surface force
distrbution in the continuum. As there are no extra parameters used, the only restriction
on the time step is the CFL condition.
Fadlun et al. [18] combined this idea with a finite-difference projection method to
solve three-dimensional flows with moving bodies. They calculated the velocity at the IB
nodes using a linear interpolation between the solid interface and an adjacent node in the
fluid along an arbitrarily chosen gridline (see Figure 1.5). This resulted in a second-order
accurate scheme.
B1
B2
uj
uj+1
vi vi+1
Figure 1.5: Interpolation scheme used by Fadlun et al. [18] in their direct forcing method.
The solid region is colored grey and the fluid region is white. The interpolation is performed
(or in other terms, the forcing is applied) at the grid nodes in the fluid closest to the
boundary. These nodes are represented by diamonds (for the x-component of velocity)
and squares (for the y-component). The velocity uj is calculated by linearly interpolating
uj+1 and the x-component of velocity at point B1, along the vertical gridline. A similar
procedure is done for vi using vi+1 and the velocity at B2.
To remove the ambiguity in choosing the direction of interpolation in the previous
method, Kim et al. [44] chose to perform a bilinear interpolation (in two dimensions)
when interpolation was possible along both x and y directions, and a linear interpolation
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otherwise. For the former, the point about which the interpolation is performed is chosen
by dropping a normal from the IB node to the immersed boundary, and for the latter, it is
just the point of intersection of the gridline with the boundary. Iaccarino and Verzicco [40]
describe bilinear and biquadratic interpolation schemes using nodes that form triangles on
the boundary.
Balaras [3] developed an scheme in which normals are dropped from the IB nodes to the
immersed boundary, and the interpolation is performed along the direction of the normal.
This also removes the ambiguity in choosing the direction of interpolation. Gilmanov et
al. [29] also perform the interpolation along the normal using a slightly different method,
and derive expressions for both Dirichlet and Neumann boundary conditions at the IB
nodes. While Balaras solves for the pressure and velocity throughout the entire domain,
Gilmanov et al. solve for the velocity and pressure only at the nodes in the fluid, and apply
boundary conditions on both velocity and pressure at the IB nodes.
Of the above, Mohd-Yusof [82] and Kim et al. [44] chose to perform the interpolation
within the solid, while the others placed their IB nodes in the fluid. This choice seems to
be arbitrary, but can be influenced by certain factors pertaining to the simulation. For
example, it may be better to place the IB nodes outside a body that is thin and convex,
to prevent overlap.
We note here that in these methods, the immersed boundary is represented by a sharp
interface. The IB nodes are within one grid-point from the immersed boundary, and
the interpolation schemes are typically second-order accurate. This makes direct forcing
methods more attractive for high Reynolds number flows.
These methods have also been extended to simulate moving bodies in fluids. In such
cases, we need to recalculate the IB nodes at every time the body moves from time step
n to n + 1, as the relative position of the body with respect to the grid changes and a
different set of grid points will now be near the immersed boundary. This also means that
points that were inside the body at an earlier time step might be outside at a later time
step, and vice versa.
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Gilmanov et al. [30] improved on their earlier method by using a quadratic interpolation
along the normal from an IB point to the immersed boundary at time step n + 1. They
observed that resulted in greater accuracy in cases with moving boundaries.
Later methods sought to address the issue of “freshly cleared nodes”—nodes that were
in the solid at time step n but emerged in the fluid at time step n + 1. This is an issue
with any method that represents the boundary using a sharp interface, and causes spurious
oscillations in the forces acting on the body. When using a numerical scheme such as the
Adams–Bashforth method, we need physical values of the velocity field at both time steps
n and n− 1—which is not the case for freshly cleared nodes.
Yang and Balaras [139] proposed a field-extension technique in which they extrapolated
the velocity and pressure fields to nodes inside the solid at the end of each time step. That
way, all the flow quantities will have physical values at all the nodes of interest during time
step n− 1. Yang and Stern [140] further simplified this method by extending the pressure
gradient field rather than the pressure field, thereby reusing the same interpolation stencils
as the velocity components.
Kim and Choi [43] avoided the problem altogether by developing an immersed boundary
direct forcing method in a non-inertial frame of reference, which kept the grid stationary
with respect to the body. The disadvantage here is that it can only be used to simulate
single-body problems.
Uhlmann [122] tried an alternative approach to solve the problem of spurious oscilla-
tions. He decided to use the discrete delta function for interpolation and spreading, in the
context of the direct forcing method. The body was represented using Lagrangian mark-
ers, but the forces at the boundary points were calculated directly, without the use of any
constitutive relations. While Mohd-Yusof [82] calculated the force at the IB nodes using
the expression
f =
v − u˜
∆t
, (1.13)
Uhlmann chose to calculate the forces at the Lagrangian boundary points. To do this, he
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first interpolated the field using a regularized delta function to obtain the velocity U at
the boundary markers, and then calculated the volumetric force at those locations:
F =
V − U˜
∆t
(1.14)
This force was then spread to the Eulerian grid points through a convolution with the delta
function (Equation (1.4)), and the equations were advanced.
Su, Lai and Lin [110] developed a very similar method, in which the forces at the
boundary points were calculated implicitly by solving a system of equations.
1.2.3 Ghost-cell methods
Ghost-cell methods are another type of immersed boundary methods that are related to
the direct forcing method. They were first introduced by Majumdar et al. [67], and were
intended to be flexible enough to handle various boundary conditions associated with tur-
bulence modeling.
First, nodes within the solid body which have neighbors in the fluid are identified as
ghost nodes. These are any nodes that are interior to the solid body, but have at least one
surrounding node in the fluid. We then compute the images of the ghost nodes. These
are points that are reflections of the ghost nodes on the immersed boundary, i.e. they are
located in the fluid at a distance from the boundary that is equal to the distance of the
corresponding ghost nodes from the boundary. The line joining a ghost node to its image
is perpendicular to the immersed boundary. The value of any flow quantity at an image
node φI can be calculated via interpolation, and then its value at the ghost node φG is
computed as:
φG = 2φB − φI (1.15)
where φB is the value of the quantity at the boundary. The value φI can be calculated
using a multidimensional polynomial of any order, assuming that a sufficient number of
interpolating nodes are chosen in the fluid. The purpose of using an image that is within the
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interpolating region is so that large negative coefficients that affect the numerical stability
are avoided. For a homogeneous Neumann boundary condition, φG can be computed as:
φG = φI (1.16)
Majumdar et al. [67] demonstrated the method for linear, bilinear and linear-quadratic
polynomials in two-dimensional flows. Figure 1.6 shows a stencil that can be used for linear
interpolation in a direction tangential to the surface and quadratic interpolation normal to
the surface—useful for accurate boundary layer calculations.
B
G
I
P1
P2 P3
P4
t
n
Figure 1.6: Ghost-cell method using linear-quadratic interpolation. G represents the ghost
node, and I is its image in the fluid. B represents the location where the line joining G and
I intersects the body. n and t represent the coordinate directions normal and tangential to
the body respectively. A second-order polynomial φ(n, t) = a1n2 + a2n+ a3t+ a4nt+ a5 is
chosen to represent any flow quantity, which is quadratic in n and linear in t. The known
values at points B, P1–P4 are used to determine the coefficients a1–a5, and then φI can be
calculated. φG is then calculated by linearly interpolating across B.
Tseng and Ferziger [117] used a ghost-cell method with linear and quadratic reconstruc-
tions. Additionally, for greater accuracy, they recommended the use of the interpolation
scheme developed by Franke [24] instead of higher-order polynomials, which may cause
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oscillations in the solution.
Ghias et al. [27] identify the image point and perform a bilinear interpolation using the
four nodes (in 2-D) surrounding it. If one or more of the nodes are ghost nodes, points
on the boundary that intersect the cell are used. Mittal et al. [79] devised an efficient
ghost-cell method for three-dimensional flows with moving boundaries.
The primary difference between direct forcing methods and the ghost-cell methods is
that in the latter, an extrapolation is performed to nodes interior to the solid body. Ghost-
cell methods also use general higher-order polynomials to interpolate values on the grid,
although this could be used in direct forcing methods too.
1.2.4 Immersed Interface Methods
Leveque and Li developed yet another method to handle regions with discontinuities in
Cartesian grids, which they called the immersed interface method. They first applied the
technique to an elliptic equation with discontinuous coefficients and singular forces [61].
Using expressions for the jump conditions and Taylor expansions near the interface,
they derived coefficients for second-order accurate finite difference stencils at grid points
near the boundary. At all other points, the standard finite difference stencil for the Poisson
equation was used. This system was solved to obtain the solution across the entire domain.
They later used this method to simulate Stokes flow, after deriving jump conditions
for velocity, pressure and their derivatives across an elastic interface [62]. It was further
extended by Li & Lai [64] and Lee & Leveque [60] to solve the incompressible Navier–
Stokes equations. Linnick and Fasel [66] used a fourth-order immersed interface method
in conjunction with a streamwise-vorticity formulation to solve 2-D flows. Sheng Xu and
Jane Wang developed the method to work with moving boundaries [138, 137, 136].
1.2.5 Cut-cell methods
The methods that we have listed so far work on fixed Cartesian meshes that does not
conform to the solid bodies in the flow. The no-slip condition was applied through the
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application of a body force, or via interpolation on the grid. But care was not taken to
ensure if the conservation laws were satisfied near the immersed boundaries. There is
no general way to do this, especially for methods that use the discrete delta function to
interpolate velocities and spread forces. For the direct forcing method, Kim et al. [44]
proposed the use of a mass sink or source at cells near the boundary to satisfy continuity
in cells near the boundary.
To address this issue, cut-cell methods were developed. In the work by Udaykumar et
al. [120], the cells of the underlying Cartesian grid that were cut by the immersed boundary
were reshaped into trapezoids, with a portion of the immersed boundary forming one of
the sides. This procedure is illustrated in Figure 1.7. A finite volume method was then
used to solve the equations in every cell. The discrete momentum and continuity equations
were thus satisfied exactly throughout the domain.
Figure 1.7: Cut-cell method. The cells near the boundary are reshaped into trapezoids so
that they become body-conforming. This allows us to conserve flow quantities exactly at
the immersed interface. The reshaped cells are depicted in light grey.
Ye et al. [142] improved on this by using a fractional step method with a new in-
terpolation scheme that preserved second-order accuracy near the immersed boundaries.
Udaykumar et al. [119] further developed the technique to handle moving boundaries while
retaining the second-order accuracy.
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While the reconstruction of the cells into trapezoids may be simple in two-dimensions,
the number of degenerate cases encountered when intersecting grid cells with immersed
boundaries is much greater in 3-D. Each of these need to be handled separately, and the
solution is non-trivial. It is thus not easy to generalize the cut-cell method to higher
dimensions, and has not yet been implemented for viscous 3-D flows (except when solving
quasi-2-D flows [101]).
1.2.6 Other immersed boundary methods
Researchers have also been working on other immersed boundary methods that do not fall
under any of the previously mentioned categories. We list some of them here.
Marella et al. [68] used a level set to represent the immersed boundary. They used
a signed distance function to represent the sharp interface and provide the coefficients of
interpolation between the body and the grid. The method generalizes to three dimensions,
and moving bodies can be simulated by solving the advection equation for the level set
function using a high-order essentially non-oscillatory method.
Choi et al. [9] also use a level set to represent the solid surface. They interpolate the
tangential and normal components of velocity using separate interpolations. They can thus
choose different models for the tangential velocity near the surface, depending on whether
they want to simulate laminar or turbulent boundary layers.
Taira & Colonius [112] considered a singular force distribution on the Lagrangian im-
mersed boundary, and used the discrete delta function to spread it to the Eulerian grid.
But instead of computing the force distribution through constitutive relations, they calcu-
lated the values implicitly using a projection method. Similar to how the pressure is used
as a Lagrangian multiplier to satisfy the continuity constraint, the boundary forces can be
considered as Lagrangian multipliers that help satisfy the no-slip condition. Both pressure
and the boundary forces are calculated implicitly by solving a coupled linear system, and
are projected on to the velocity field to satisfy the continuity and the no-slip conditions
simultaneously.
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Colonius and Taira [12] also derived the IB equivalent of a streamfunction–vorticity for-
mulation, and used it to solve external flows that required the application of the freestream
boundary condition at infinity.
Vanella and Balaras [125] proposed a new way to interpolate the velocity from the
Eulerian grid to Lagrangian body points—they minimize the weighted L2-norm of the
difference between a function used to represent the field near the immersed boundary and
the actual velocity values near the boundary. From this, they calculate the least-squares
solution of the velocity at all boundary points, which in turn gives the forcing function at
every point. They call this procedure moving-least-squares reconstruction. They further
implemented this method with adaptive mesh refinement to simulate the fluid–structure
interaction of two falling plates [127].
1.3 Numerical considerations
In the discussion about the various methods, we looked at formulations that were primarily
targeted at satisfying the no-slip condition at the immersed boundary. But other issues
such as mass conservation at the interface were overlooked. We also ignored special cases
and finer implementation details that may have serious consequences on the computation.
We will look at some of these issues in this section.
1.3.1 Mass conservation
As mentioned earlier, care needs to be taken to ensure mass conservation near the bound-
aries. Cut-cell methods completely bypass this problem by reshaping the cells and using a
conservative finite-volume method throughout the fluid region. Kim et al. [44] pointed out
that in an Eulerian direct forcing method, mass cannot be conserved in cells that intersect
the boundary because of the constraint that interpolation imposes on the velocity fluxes.
They suggested using a mass source or sink in these cells (analogous to adding a force
source to the momentum equation) to ensure mass conservation.
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Mass conservation also comes into play when dealing with deforming bodies. If a body
is closed and immersed in an incompressible fluid, then its volume must be preserved as
it changes shape. This problem was first address by Peskin and Printz [94], who intro-
duced a new divergence operator which ensured that the interpolated velocity field on
the boundary—under whose influence the marker points move—was divergence-free. Grif-
fith [33] performed a series of experiments using different numerical schemes and observed
that volume changes when using a staggered grid were up to an order of magnitude lower
than when using collocated grids.
1.3.2 Influence of the solid region
When using a projection method to solve the Navier–Stokes equation, we solve a Poisson
system to calculate the pressure. In immersed boundary methods, we solve this elliptic
equation throughout the domain, which includes regions both inside and outside solid
bodies. Any unphysical flow that is set up interior to the solids could influence the flow on
the outside through the elliptic equation.
Saiki and Biringen [100] recommended applying the forcing at all points in the interior
of the solid, as one of their test cases of flow over a cylinder at Reynolds number 550
did not converge to the correct solution otherwise. On the other hand, Fadlun et al. [18]
noticed no difference irrespective of whether they applied forcing inside the body or not.
The issue of applying forcing inside the body has largely been ignored in later works, with
most concluding that it makes no difference to the flow. Flows with elastic bodies often
need the fluid on the inside to be simulated as well.
1.3.3 Distance between Lagrangian markers
In immersed boundary methods where the discrete delta function is used to transfer values
between the body and the fluid mesh, we do not require information about the connectivity
between the boundary nodes. The body force is spread near the boundary nodes to grid
points that are within the support of the delta function. What this means is that if the
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boundary nodes are sufficiently separated from each other, the fluid can leak through the
immersed boundary. At the same time, placing the boundary points too close to each
other can also cause problems, as the width of the delta function is a fixed size. Taira
& Colonius [112] observed that the condition number of their pressure-force linear system
worsened as the distance between points decreased, and recommended using a spacing
approximately equal to the cell width of the underlying grid near the boundary.
1.3.4 Stability of the immersed boundary method
As mentioned earlier, the elastic models used to impose forces on the fluid can affect the
stability of the numerical method. The feedback model by Goldstein et al. [31] with an
explicit scheme enforces the constraint:
∆t <
−β −
√
β2 − 2αk
α
(1.17)
where α and β are model parameters and k is an O(1) a problem-dependent constant.
Larger values of α and β damp the velocity field faster and can handle higher frequencies
in the flow, but they also require the use of smaller time steps. Implicit schemes allow
larger time steps, but they are still much smaller than those allowed by the CFL condition.
When dealing with moving boundaries, Newren et al. [84] showed that as long as the
force-spreading and the velocity-interpolation were performed at the same time-step, back-
ward Euler and Crank–Nicolson-like schemes will produce unconditionally stable schemes
for the Stokes equations.
1.3.5 Spurious force oscillations
Uhlmann [121] was among the first to observe and report spurious force oscillations present
in flows with moving boundaries that were simulated using the direct forcing method. The
reason for this was conjectured as to be a lack of Eulerian-to-Lagrangian smoothing. He
later proposed to fix the issue by calculating the forcing term at the locations of the
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Lagrangian boundary markers using the interpolated velocities, rather than directly on the
Eulerian grid.
The method by Uhlmann still caused mild oscillations in the forces, which could be
further reduced by choosing the discrete delta function carefully. Yang et al. [141] inves-
tigated this and concluded that smoothed delta functions whose derivatives also satisfy
higher-order moment conditions produce fewer spurious oscillations in flows with moving
geometries. They also provided a general method to construct such functions with desirable
properties starting from any given delta function.
Yang & Balaras [139] also noted that such problems are minimal for earlier immersed
boundary methods that used the discrete delta function for interpolation because of the
smooth transition between the solid and fluid. However, in direct-forcing, ghost-cell and
cut-cell methods, the boundary is represented as a sharp interface with a clear distinction
between the solid region and the fluid region. As the body moves, cells that were inside
the solid region can move to the liquid region, and in the first time step that they do so,
they will be carrying unphysical information to the fluid. Yang & Balaras resolved this
issue by prescribing a field-extension procedure, where by they extended the flow field into
the solid, so that any points that emerge will have physically meaningful values that were
extrapolated from the fluid.
Udaykumar et al. [119] had earlier identified this problem for “freshly cleared cells” in
the context of cut-cell methods. They tackled it by temporarily merging any newly cleared
cells with neighbouring cells, and using an interpolation to calculate the flow properties
in the freshly emerged cell. Seo & Mittal [102] found that oscillations were caused by the
violation of geometry conservation laws by cut-cell methods near the immersed boundary,
and used a virtual cell-merging technique to reduce pressure oscillations in moving bodies.
Mittal et al. [79] used an analogous method to handle freshly cleared cells with the
ghost-cell method. Once a cell was cleared from the solid body, points around it were
identified, and together with a point on the boundary, were used to interpolate the value
at the newly cleared cell.
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Lee et al. [59] presented a study on the spurious oscillations introduced by direct forcing
methods and identified two major causes. In the case when a grid point switched from being
in the solid to the liquid, it was thought to be caused by the spatial discontinuity of pressure
across the immersed boundary. The addition of a mass source or sink, as suggest by Kim et
al. [44] appears to reduce this oscillations in such cases. The oscillations were also found to
be due the temporal discontinuity in velocity at grid points that switch from being in the
liquid to the solid, and this effect decreases with decreasing grid size near the boundary.
Lee & You [58] made use of these ideas along with an implicit scheme to reduce oscillations
in a ghost-cell method.
1.4 Applications
Immersed boundary methods have been used in a wide range of applications because of
their flexbility and ability to handle complex time-varying geometries. We shall list a few
of these below.
1.4.1 Anatomical flows
The immersed boundary method was first developed to study blood flow, which is a case of
fluid flow through flexible membranes. Peskin [88] first simulated a simplified 2-D model of
a mitral valve, and followed up with a 2-D model of a beating heart [89]. The development
of models for 3-D elastic fibers [92] and contractile fibers [70] paved the way for three-
dimensional simulations of the entire heart [93, 71, 72]. Peskin and McQueen also modeled
prosthetic valves [91] and used simulations to aid their design [73, 69]. More recently, flow
through heart valves has also been simulated by Griffith [35, 32].
In the context of blood flows, immersed boundary methods have also been used to
simulate platelet aggregation [22, 131, 108, 109, 23] and the deformation of red blood
cells [16, 20].
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1.4.2 Biolocomotion
The field of animal aerodynamics and hydrodynamics has also seen a boost due to the use
of immersed boundary methods. These techniques have been applied to flows ranging from
bacteria to fish.
Fauci & Peskin [19] conducted one of the earliest studies to model an aquatic organism
propelling itself through a fluid. Zhu & Peskin [145] studied the clapping motions of flexible
filaments in a two-dimensional flow. This could be thought of as a model for microscopic
organisms. Dillon et al. [14] modeled biofilms and computed the interactions between cells
in fluids. Lim and Peskin [65] studied the fluid–structure interaction of helical flagella that
were powered by a rotating motor.
Gilmanov & Sotiropoulos [30] were able to compute flows over an undulating mackerel
and a plankton copepod using a direct forcing method with moving boundaries. These
involved both complex geometries and realistic motions and demonstrated the robustness
of the method. Mittal et al. [79] studied how the bluegill sunfish propels itself by using its
pectoral fins.
Miller & Peskin [76] used a continuous forcing ibm with stiff springs to simulate a
flapping wing. They showed that the lift was enhanced at low Reynolds numbers when the
leading edge vortex stayed attached to the wing. The clap-and-fling mechanism was also
found to be more effective in this regime [77]. A hovering wing was also simulated by Xu &
Wang [137] using an immersed interface method. The aerodynamics of three-dimensional
flapping insect wings and have also been studied [30, 79, 126].
1.4.3 Canonical problems
Two-dimensional flow over a circular cylinder is one of the most commonly studied canon-
ical problems, used for validating many immersed boundary methods [142, 57, 44, 66, 27,
112].
Other have also tested their codes by solving three-dimensional flows over circular
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cylinders [3, 28, 27] and spheres [18, 29, 9]. Yun et al. [143] and Vanella et al. [127] have
also simulated flows over a sphere at the higher Reynolds numbers of 3700 and 10,000 using
large-eddy simulations in conjunction with immersed boundary methods. Meyer et al. [74]
also used LES with an immersed interface method to compute the flow over a circular
cylinder at Reynolds number 3900.
Other well-studied flows include an oscillating cylinder in a cross flow. Results for
this case have been reproduced by Udaykumar et al. [119], Yang & Balaras [139], Yang
et al. [141] and Schneiders et al. [101]. Simulations of falling and fluttering plates have
been presented by Mittal et al. [80] and Yang & Stern [140]. Tseng & Ferziger [117] and
Balaras [3] studied turbulent flow over a wavy boundary using large-eddy simulations.
1.4.4 Other applications
Immersed boundary methods have also been used to study other types of flows that benefit
from the representation of flexible boundaries. These include multi-phase flows, a method
for which was developed by Tryggvason et al. [116]. Udaykumar et al. [118] tracked solid–
liquid fronts using a cut-cell method, which they used to study solidification phenomena.
Fadlun et al. [18] simulated a flow that modeled the flow inside the piston of an internal
combustion engine, with a moving cylinder. Verzicco et al. [130] analyzed the flow in a tank
stirred with an impeller. Posa et al. [96] tackled the challenging problem of computing the
flow in a rotating mixed-flow pump.
Immersed boundary methods have also been used to calculate the drag of large road
vehicles for the purpose of improving aerodynamic efficiency [129, 39].
In the field of chemical engineering, a mixture of solid particles and pressurized fluid
known as fluidized beds are commonly used in reactors and for other processes such as
combustion and catalytic cracking. Since the flow consists of a large number of particles
at arbitrary locations in the fluid, it lends itself well to solution by immersed boundary
methods. Methods to solve flows in fluidized beds and similar applications have been
discussed by Feng and Michaelides [21], Uhlmann [122] and van der Hoef et al. [123].
Chapter 2
Numerical Method
We will now describe the immersed boundary method that we used to solve the fluid flows
presented in later chapters. To this end, we first discuss the discretization of the governing
equations in detail, paying special attention to the implementation of the boundary condi-
tions. We then explain the projection method developed by Taira & Colonius [112], which
we use to solve the system of equations thus obtained.
2.1 Discretization
2.1.1 Governing Equations
We begin with the modified Navier–Stokes equations for flows with immersed boundaries:
∂u
∂t
+ (u ·∇)u = −∇p+ ν∇2u +
∫
Γ
F(ξ)δ(ξ − x)dξ (2.1a)
∇ · u = 0 (2.1b)
u(ξ) =
∫
Ω
u(x)δ(x− ξ)dx = uB (2.1c)
These equations describe unsteady incompressible flow in our domain of interest. Equa-
tions (2.1a) and (2.1b) represent the momentum and continuity equations respectively.
The last term in Equation (2.1a) represents the forcing on the fluid in the region near
the immersed boundary, which needs to be applied to ensure the no-slip condition. Equa-
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tion (2.1c) represents the no-slip condition itself—the left-hand side is the velocity of the
fluid at the location of the body, and the right-hand side is the prescribed velocity of the
body.
We shall attempt to solve these equations numerically. But first, we shall explain in
detail how these equations are discretized, and obtain a system of algebraic equations that
we can solve to get the numerical solution.
2.1.2 Computational grid
The first step to solving any system of numerical equations is to discretize the domain of
interest.
2.1.2.1 Flow variables
In the case of the Navier–Stokes equations, we need to prescribe the nodes in the fluid
domain where the flow variables are computed, and the discrete representation of the
immersed body. Since we are dealing with immersed boundary methods, we choose to
represent the entire domain including the region inside the solid using a Cartesian mesh
(see Figure 2.1). The shape of the overall domain is a rectangle in two dimensions, and a
cuboid in three dimensions. The domain is divided into a structured array of rectangular
or cuboidal cells in 2-D or 3-D respectively. The grid is not required to be uniform, except
in certain cases which will be discussed later.
For the flow variables, we use a staggered Cartesian grid [36]. A staggered grid in two
dimensions is shown in Figure 2.2. The primitive variables that are solved for are the
velocities and pressure. u and v are the components of velocity in the x and y directions
respectively. These are computed on the faces of the cells to which they are perpendicular
(as shown in Figure 2.2). The pressure values φ are computed at the centers of each cell.
This is called a staggered grid because we essentially have three Cartesian meshes to store
u, v and φ, and they do not coincide with one another. In three dimensions, we have
an extra component of velocity w, which is the velocity parallel to the z-direction. The
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Figure 2.1: Computational mesh for the immersed boundary method. The entire domain
is discretized using a Cartesian grid. The Eulerian flow variables are computed on this
grid. The immersed boundary is discretized as a collection of Lagrangian marker points.
The force distribution on the body is computed at these points. The coordinates of any
point on the Eulerian mesh is given by x and the coordinates of the marker point are given
by ξ.
 i,j
ui+ 12 ,j
ui  12 ,j
vi,j+ 12
vi,j  12
Figure 2.2: 2-D staggered grid. The pressures φ are stored at the center of every cell. The
x-components of velocity, u, are computed at the midpoints of the vertical faces of the
cells, and the y-components, v, are computed at the midpoints of the horizontal edges of
the cells.
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Figure 2.3: 3-D staggered grid. The velocity components are all computed at the centers
of the faces that they are perpendicular to. The pressures are all stored at the centers of
the cuboidal cells.
velocity components are all calculated at the centers of the faces of each cuboidal cell, and
the pressure is calculated at the center of the cell (see Figure 2.3).
2.1.2.2 Immersed boundary
The immersed boundary is represented by a set of points that lie on the surface of the body.
For methods where the forcing function is distributed to the fluid by convolving the surface
distribution with a Dirac delta function, we do not require the connectivity of the points.
These points are Lagrangian, and can be located and moved independent of the mesh used
to represent the flow variables. In two dimensions, a closed surface can be represented by
a set of points along a loop, as shown in Figure 2.1. In three dimensions, the body surface
can be represented by a cloud of points. Figure 2.4 shows the discretization of the surface
of a 3-D cylinder.
The discrete surface force distribution values are stored at the locations of each of the
boundary points. These are also the points at which the flow velocity is interpolated, and
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Figure 2.4: An example of a point cloud used to represent a cylindrical immersed boundary
in three dimensions.
the no-slip condition is enforced.
2.1.3 Momentum equation
2.1.3.1 Convection term
Spatial derivative The convection term is discretized using the second-order conser-
vative scheme detailed by Morinishi et al. [83]. This is the same as the scheme used by
Harlow and Welch [36]. We shall represent the convection term as H(u), as it is a function
of the velocity field.
The components of the convection term in three dimensions can be written as:
Hx(u) = (u ·∇)u = ∂(u
2)
∂x
+
∂(uv)
∂y
+
∂(uw)
∂z
(2.2a)
Hy(u) = (u ·∇)v = ∂(vu)
∂x
+
∂(v2)
∂y
+
∂(vw)
∂z
(2.2b)
Hz(u) = (u ·∇)w = ∂(wu)
∂x
+
∂(wv)
∂y
+
∂(w2)
∂z
(2.2c)
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The x, y and z components of the convection term are calculated at the nodes in the
domain where u, v and w are stored respectively.
ui,j ui+1,jui 1,j
ui,j 1
ui,j+1
vi+ 12 ,j+
1
2
vi+ 12 ,j  12vi  12 ,j  12
vi  12 ,j+ 12
 xi+ 12 xi  12
 yj
 yj+1
 yj 1
Figure 2.5: The grid and velocity nodes used to calculate the finite difference approxima-
tions of ∂u
2
∂x and
∂uv
∂x .
To illustrate, we shall write down the discrete form of Hx(u) in two-dimensions. In
Figure 2.5, we consider a grid centered on a node where the x-components of velocity and
the convection term are stored. The grid is non-uniform, with the cell widths specified
in the figure. The individual terms in the x-component of the convection term are given
by [83]:
∂u2
∂x
∣∣∣∣
i,j
≈ 11
2(∆xi− 12 + ∆xi+ 12 )
[(
ui+1,j + ui,j
2
)2
−
(
ui,j + ui−1,j
2
)2]
(2.3a)
∂uv
∂y
∣∣∣∣
i,j
≈
1
∆yj
[(
ui,j+1 + ui,j
2
)(vi+ 1
2
,j+ 1
2
+ vi− 1
2
,j+ 1
2
2
)
−
(
ui,j + ui,j−1
2
)(vi+ 1
2
,j− 1
2
+ vi− 1
2
,j− 1
2
2
)]
(2.3b)
Other terms for the components in the y and z directions can be written down simi-
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Figure 2.6: The grid and velocity nodes used to calculate the finite difference approxima-
tions of ∂wu∂x and
∂w2
∂z .
larly. The node at which the grid is centered will change with each component, and the
appropriate indices of the velocity variables must be used. As another example, the grid
used to calculate ∂wu∂x is shown in Figure 2.6.
Time derivative When a time-dependent problem is solved numerically, we typically
begin with the solution at a given time step n, and perform computations to obtain the
solution at time step n+1. This is repeated for as long as required, and we can observe the
evolution of the solution over time. In the case of the Navier–Stokes equations, we want
to solve for the flow velocity field u.
The simplest method which can be used to solve the time-dependent partial differential
equation ∂u∂t = g is the explicit Euler method, where the time derivative is discretized using
a first-order finite difference approximation:
un+1 − un
∆t
= gn (2.4)
un and un+1 are the solutions at time steps n and n + 1 respectively. ∆t is the size of
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the time step. What makes this scheme explicit is that the function g is evaluated at the
time step n. This means that un+1 can be computed directly, since all other terms in the
equations are known.
If we use the explicit Euler method for time-stepping involving the convection term in
the Navier–Stokes equations, we get the following:
un+1 − un
∆t
+ H(un) = RHS
⇒ un+1 = un + ∆t(−H(un) +RHS) (2.5)
The right-hand side of the equation RHS consists of the diffusion and pressure gradient
terms. Assuming we know how to evaluate these terms, and using the finite difference
approximate of H that was discussed previously, we can compute un+1.
For greater accuracy, we can use a second-order Adams–Bashforth scheme to calculate
the time derivative:
un+1 − un
∆t
+
3
2
H(un)− 1
2
H(un−1) = RHS (2.6)
Note that this scheme is still explicit, but requires the solution at both time steps n and
n− 1 to compute the derivative. A third-order Runge–Kutta scheme can also be used for
this purpose [81].
The convection terms in the Navier–Stokes equations are non-linear and hyperbolic
in nature. The numerical scheme outlined above has been shown to conserve the kinetic
energy of the fluid [83], and is thus well suited for direct numerical simulation as well as
large-eddy simulations of turbulent flows. As the time-stepping is explicit, the size of the
time step ∆t is governed by the CFL condition [13].
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2.1.3.2 Diffusion term
Spatial derivative The diffusion term D(u) consists of the second derivatives of the
velocity in each Cartesian direction. Again, each component of the diffusion term is eval-
uated at the nodes where that component of the velocity is stored. The three components
of the diffusion term are:
Dx(u) = ν∇2u = ν
(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
)
(2.7a)
Dy(u) = ν∇2v = ν
(
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂z2
)
(2.7b)
Dz(u) = ν∇2w = ν
(
∂2w
∂x2
+
∂2w
∂y2
+
∂2w
∂z2
)
(2.7c)
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Figure 2.7: Calculating the finite difference approximation for the second derivative on
a non-uniform grid. To obtain the expression for ∂
2f
∂x2
∣∣∣
i
, a quadratic polynomial is fitted
through the points (xi−1, fi−1), (xi, fi) and (xi+1, fi+1) and differentiated twice.
The finite difference approximation of a second derivative is calculated using central
differences. For a non-uniform grid such as the one shown in Figure 2.7, the formula is
given by:
∂2f
∂x2
∣∣∣∣
i
≈
(∆xi+ 1
2
fi−1 − (∆xi− 1
2
+ ∆xi+ 1
2
)fi + ∆xi− 1
2
fi+1)
1
2∆xi− 12 ∆xi+ 12 (∆xi− 12 + ∆xi+ 12 )
(2.8)
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You can see that for a uniform grid with cell width ∆x, the above formula reduces to the
more familiar
∂2f
∂x2
∣∣∣∣
i
≈ fi−1 − 2fi + fi+1
∆x2
(2.9)
To illustrate for the case of the staggered Cartesian mesh, we shall write down the finite
difference approximation of the terms ∂
2u
∂x2
and ∂
2w
∂x2
. From Figure 2.5:
∂2u
∂x2
∣∣∣∣
i,j
≈
∆xi+ 1
2
ui−1,j − (∆xi− 1
2
+ ∆xi+ 1
2
)ui,j + ∆xi− 1
2
ui+1,j
1
2∆xi− 12 ∆xi+ 12 (∆xi− 12 + ∆xi+ 12 )
(2.10)
and from Figure 2.6:
∂2w
∂x2
∣∣∣∣
i,j,k
≈
1
2(∆xi + ∆xi+1)wi−1,j,k − (12∆xi−1 + ∆xi + 12∆xi+1)wi,j,k + 12(∆xi−1 + ∆xi)wi+1,j,k
1
2
[
1
2(∆xi−1 + ∆xi)
1
2(∆xi + ∆xi+1)
(
1
2∆xi−1 + ∆xi +
1
2∆xi+1
)]
(2.11)
Time derivative We also need to select a time-stepping scheme to use for the diffusion
terms, which are parabolic in nature. As with the convection terms, we can choose to
use explicit schemes such as the Euler, Adams–Bashforth or Runge–Kutta methods. But
the stability criterion required to ensure numerical stability for such schemes is excessively
restrictive (∆t ∼ ∆x2). Hence, we resort to implicit schemes for the diffusion terms.
The simplest implicit scheme that can be used to solve the partial differential equation
∂u
∂t = g is the implicit Euler method:
un+1 − un
∆t
= gn+1 (2.12)
Since we do not know the value of g at time step n + 1, we cannot directly compute the
value of un+1. gn+1 may be written as some function of un+1 and other variables, and we
can rewrite the equation by bringing all unknowns to the left-hand side. We can then write
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down the discrete equations for every point in the domain and solve the resulting system
of equations to obtain our solution un+1. The advantage of implicit schemes is that they
are unconditionally stable, and do not place any restrictions on the time step. Hence, the
time step for the overall problem is determined only by CFL condition for the convection
terms, which is less restrictive (∆t ∼ ∆x).
For the purpose of writing down the discrete form of the time-dependent diffusion
equation, we will consider the 1-dimensional problem ∂u∂t = ν
∂2u
∂x2
solved on a uniform grid
with cell width ∆x. The explicit Euler method give us the following equation at node i:
un+1i − uni
∆t
= ν
uni−1 − 2uni + uni+1
∆x2
(2.13)
from which we can obtain un+1 at each node if we know all the values of un. On the other
hand, the implicit Euler method gives us:
un+1i − uni
∆t
= ν
un+1i−1 − 2un+1i + un+1i+1
∆x2
⇒− ν ∆t
∆x2
un+1i−1 +
(
1 + 2ν
∆t
∆x2
)
un+1i − ν
∆t
∆x2
un+1i+1 = u
n
i (2.14)
If we write down the above equation at every node, we will obtain a tridiagonal system
of linear equations that can be solved to give us the solution un+1 at every point i in
the domain (after applying the appropriate boundary conditions). For three-dimensional
problems, the system will be septa-diagonal and has to be set up for each component of
velocity.
Both the above methods are first-order accurate in time. We can combine them to
obtain the second-order Crank–Nicolson scheme, which is widely used to approximate the
viscous terms:
un+1 − un
∆t
+ H(un) = −∇(φ) + 1
2
(
D(un) + D(un+1)
)
(2.15)
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2.1.3.3 Pressure Term
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Figure 2.8: Calculating the discrete pressure gradient. Each component of the pressure
gradient is computed at the nodes of the corresponding velocity component.
The components of the gradient of pressure in each Cartesian direction are ∂φ∂x ,
∂φ
∂y and
∂φ
∂z . As with the other terms in the momentum equation, they need to be evaluated at the
velocity nodes. In the case of a staggered grid, they can be discretized easily. Figure 2.8
shows the grid nodes for each component of velocity and the surrounding pressure nodes.
The discrete gradient at each of these points is given by:
∂φ
∂x
∣∣∣∣
i,j,k
≈
φi+ 1
2
,j,k − φi− 1
2
,j,k
1
2(∆xi− 12 + ∆xi+ 12 )
(2.16a)
∂φ
∂y
∣∣∣∣
i,j,k
≈
φi,j+ 1
2
,j,k − φi,j− 1
2
,k
1
2(∆yj− 12 + ∆yj+ 12 )
(2.16b)
∂φ
∂z
∣∣∣∣
i,j,k
≈
φi,j,k+ 1
2
− φi,j,k− 1
2
1
2(∆zk− 12 + ∆zk+ 12 )
(2.16c)
2.1.3.4 Forcing term
The forcing term is an integral over the surface of the immersed boundary. The body force
along the surface is convolved with a delta function (of the same dimension as the space in
which the flow is being solved) to produce a singular force that is distributed to the fluid.
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A 1-D delta function is given by:
δ(x) =

0, if x 6= 0.
+∞, if x = 0.
(2.17)
∫ +∞
−∞
δ(x)dx = 1 (2.18)
which has certain properties such as:
∫ +∞
−∞
g(x)δ(x− a)dx = g(a) (2.19)
The N -dimensional delta function is defined as the product of the 1-dimensional delta
functions along each of the N Cartesian directions. For example, in three dimensions:
δ(x) = δ(x)δ(y)δ(z) (2.20)
The forcing term can be discretized as follows:
∫
Γ
F(ξ)δ(ξ − x)dξ ≈
∑
l
flδh(ξl − x)∆Sl (2.21)
where fl and ∆Sl are the force and the surface area associated with each boundary point,
which are identified by the index l. ξl is the coordinate of the boundary point, and x is
the coordinate of the point in the fluid where the force is spread to. On a staggered grid,
x will be the coordinate of the velocity nodes to which the force is spread. The influences
of the body forces from all parts of the surface are summed together to give the resultant
force at x. δh is the discrete delta function, which we will discuss in more detail in the
following section.
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2.1.3.5 Discrete delta function
The Dirac delta function is a discontinuous function that has a singularity at the origin.
Hence, it is not practical to use it in its exact form when it is encountered in numerical
methods. Instead, we use a smeared out function, denoted by δh, that approximates δ(x)
and shares some of its properties. h here refers to the width of the cells near the immersed
boundary.
When Peskin first introduced the immersed boundary method [88], he used the following
discrete delta function:
δh(x) =

1
4h
(
2− ∣∣xh ∣∣) , if |x| ≤ 2h
0, if |x| > 2h
(2.22)
This function is continuous and well defined for all x. The value of its integral over the
real line is 1. And the limit of this function as h → 0 is δ(x). This function resembles a
hat function, with the hat centered around x = 0, and having a width of 4h and a height
of 12h .
Similar to how a convolution with the Dirac delta function samples a function at a
particular point in space (Equation (2.19)), a numerical convolution can be performed
with the discrete delta function and a function that is represented by discrete values on a
uniform grid. This gives the value of the function at any point in space by interpolating
from the values specified at the grid points.
This is illustrated in Figure 2.9. The function u is represented by discrete values ui
at nodes i on a uniform grid with spacing h. To determine the value U of the function
at a location xU , which is at a distance 0.6h from the node i, we perform the numerical
convolution using the above delta function centered at xU (shown in the figure):
U ≈
∑
i
uiδh(xi − xU )h (2.23)
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0.6h h
ui ui+1 ui+2ui 1
U
 h(x  xU )
Figure 2.9: Numerical convolution with a discrete delta function. δh(x) in this case is a
hat function with width 4h. The value U is desired, and it can be written in terms of the
grid values ui−1–ui+2 by multiplying ui with δh(x−xU ) and numerical integrating over the
grid.
= ui−1δh(−1.6h)h+ uiδh(−0.6h)h+ ui+1δh(0.4h)h+ ui+2δh(1.4h)h (2.24)
=
0.4ui−1 + 1.4ui + 1.6ui+1 + 0.6ui+2
4
(2.25)
Note that the number of nodes used for interpolation from either side of the point
of interest depends on the width of the discrete delta function. The coefficients of in-
terpolation also depend on the exact shape of the delta function used. We could have
chosen any function that satisfied the previously mentioned properties required by a dis-
crete delta function. In fact, over the years a number of different discrete delta functions
have been developed and used. Peskin himself soon proposed another that used the cosine
function [89] to produce a function that was both continuous and differentiable. Beyer &
Leveque [6] derived a delta function that produced second-order accurate interpolations in
one dimension. Two other differentiable discrete delta functions were proposed by Roma &
Peskin [98] and Lai & Peskin [57] with widths 3h and 4h respectively. Yang et al. [141] used
a technique to further smooth discrete delta functions so that they satisfy the higher-order
moment conditions of the delta function. They observed that this reduced spurious forces
oscillations in the forces with moving boundaries.
In the remainder of the current work, we will use the discrete delta function developed
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by Roma & Peskin [98] in all the computations:
δh(x) =

1
6
(
5− 3 ∣∣xh ∣∣−√−3 (1− ∣∣xh ∣∣)2 + 1) , if 0.5 ≤ ∣∣xh ∣∣ ≤ 1.5
1
3
(
1 +
√
−3 (xh)2 + 1) , if ∣∣xh ∣∣ ≤ 0.5
0, otherwise
(2.26)
We can also perform convolutions in higher dimensions using an N -dimensional discrete
delta function. Similar to the 3-D Dirac delta function, the 3-D discrete delta function is
defined as:
δh(x) = δh(x)δh(y)δh(z) (2.27)
and the convolution is computed as:
U =
∑
i,j,k
ui,j,kδh(xi − xU )δh(yj − yU )δh(zk − zU )h3 (2.28)
The discrete delta functions that have been developed are symmetric, and are dependent
on the grid spacing in the region where the interpolation is performed. The above equations
that make use of the discrete delta function are only valid on meshes with uniform cell
spacing. This is the reason why the mesh near a non-conforming immersed boundary must
be uniform—because the interpolation and the force-spreading operations are performed
using the discrete delta function. Interpolation using delta functions is also first-order
accurate in space.
2.1.4 Continuity equation
The divergence of the velocity field on a staggered grid is evaluated at the cell centers.
As we shall show in the following paragraphs, this comes about naturally from either a
finite-difference approximation of the divergence itself, or by conserving mass in each grid
cell by setting the net flux to be zero.
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Figure 2.10: Discretizing the continuity equation. The continuity equation is discretized
at the locations of the pressure nodes, and is written as a balance between the fluxes at
all the cell faces. The flux at each face is the produce of the velocity at that face and the
area of the face (or length of the edge in the 2-D case).
Referring to Figure 2.10, we can write down the discretized terms of the divergence of
velocity (evaluated at the center of the cell) as:
∂u
∂x
∣∣∣∣
i,j,k
≈
ui+ 1
2
,j,k − ui− 1
2
,j,k
∆xi
(2.29a)
∂v
∂y
∣∣∣∣
i,j,k
≈
vi,j+ 1
2
,k − vi,j− 1
2
,k
∆yj
(2.29b)
∂w
∂z
∣∣∣∣
i,j,k
≈
wi,j,k+ 1
2
− wi,j,k− 1
2
∆zk
(2.29c)
Hence, the finite-difference form of the continuity equation ∇ · u = 0 is:
ui+ 1
2
,j,k − ui− 1
2
,j,k
∆xi
+
vi,j+ 1
2
,k − vi,j− 1
2
,k
∆yj
+
wi,j,k+ 1
2
− wi,j,k− 1
2
∆zk
= 0 (2.30)
Multiply throughout by ∆xi∆yj∆zk and rearrange the terms:
ui+ 1
2
,j,k∆yj∆zk + vi,j+ 1
2
,k∆xi∆zk + wi,j,k+ 1
2
∆xi∆zk
−ui− 1
2
,j,k∆yj∆zk − vi,j− 1
2
,k∆xi∆zk − wi,j,k− 1
2
∆yj∆zk = 0 (2.31)
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⇒
∑
u · dS = 0 (2.32)
Since ∆yj∆zk, ∆xi∆zk and ∆xi∆zk are the areas of the faces perpendicular to the x,
y and z axes respectively, the terms in the left-hand side of Equation (2.31) are the mass
fluxes through each of the faces of the cell, and they sum up to zero. We could have worked
backwards from the assumption that mass fluxes in a cell sum up to zero for incompressible
flows, and arrived at the same discrete equation.
In two dimensions, the discrete continuity equation is:
ui+ 1
2
,j∆yj + vi,j+ 1
2
∆xi − ui− 1
2
,j∆yj − vi,j− 1
2
∆xi = 0 (2.33)
While time-stepping to solve the unsteady Navier–Stokes equations, we want the veloc-
ity field solution at time step n+ 1 to satisfy the continuity equation. Hence, the discrete
equations are written down for un+1:
un+1
i+ 1
2
,j
∆yj + vn+1i,j+ 1
2
∆xi − un+1i− 1
2
,j
∆yj − vn+1i,j− 1
2
∆xi = 0 (2.34)
2.1.5 No-slip condition
The no-slip condition states that in viscous flows, the velocity of the fluid at the solid-fluid
interface of an immersed boundary must be the same as the velocity of the body. In other
words, the fluid cannot have any velocity relative to the solid at the interface, i.e. it cannot
slip over the solid surface. Given the velocity field of the fluid, the velocity at any point
on the body can be calculated by the convolution u(ξ) =
∫
u(x)δ(x − ξ)dx. This can be
discretized as (discussed in Section 2.1.3.5):
u(ξl, ηl, ζl) =
∑
i,j,k
ui,j,kδh(xi − ξl)δh(yj − ηl)δh(zk − ζl)h3 (2.35)
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where (ξl, ηl, ζl) are the coordinates of point l on the immersed boundary, (xi, yj , zk) are
the coordinates of the velocity node (i, j, k) where ui,j,k is computed, and h is the mesh
spacing of the grid near the boundary. As noted earlier, the mesh in this region must be
uniform so that the interpolation can be performed using a discrete delta function.
When solving the Navier–Stokes equations, we compute velocity values un+1 from the
velocity field at time step n. We need to set up our equations such that un+1 satisfies the
no-slip condition. This is done by interpolating the velocity field to each node on the body,
indexed by l, and setting it as the prescribed velocity of the body surface uB:
∑
i,j,k
un+1i,j,kδh(xi − ξl)δh(yj − ηl)δh(zk − ζl)h3 = uBln+1 (2.36)
and the values of un+1 on the left-hand side are solved for implicitly. These equations are
written for each component of velocity. We make use of the delta function described by
Roma & Peskin [98], the non-zero part of which spans a distance of 3h in each Cartesian
direction. The velocity unknowns on the left-hand side of Equation (2.36) are thus only
from a small region around each body point.
2.2 Boundary conditions
In this section, we discuss the different boundary conditions that are applicable to solve
flows of interest. We also give the details of their implementation in our numerical method.
The only physical boundary conditions that are required to solve the incompressible
Navier–Stokes equations are the velocities on the boundaries. The pressure field acts as
a Lagrange multiplier that is used to satisfy the continuity equation, which acts as a
constraint. In the presence of an immersed boundary, the forces at the boundary points
are another set of Lagrange multipliers that are used to satisfy the no-slip condition.
The Navier–Stokes equations are non-linear partial differential equations. The con-
vective terms give it a hyperbolic nature, and the diffusive viscous terms are parabolic.
Overall, sufficient boundary conditions need to be specified to satisfy the requirements of
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a parabolic PDE. For the time-stepping, we need to provide the initial conditions (i.e. the
initial velocity field), and at every time step, we also require the boundary conditions at
the boundaries of the domain as well as at the solid-fluid interfaces.
The following are the different ways in which velocity can be specified on the boundaries
of the domain. All the numerical details will be explained later.
2.2.1 Types of boundary conditions
2.2.1.1 Dirichlet
The value of the velocity is directly specified. This is used when the boundary is a stationary
or solid moving wall whose velocity is known. The velocity of the fluid at the boundary is
the same as that of the wall due to the no-slip condition. Dirichlet boundary conditions
can also be used at a flow inlet, or in the far field of an external flow. The velocity profile
at the inlet is usually specified, or is the freestream velocity of the external flow. And for
far-field conditions, the velocity value used may either be the freestream velocity, or the
potential flow solution of flow over the object of interest at the boundaries.
2.2.1.2 Periodic
The domain is considered to be periodic in the direction normal to the boundary at which
the periodic boundary conditions need to be applied. It can be imagined to wrap around
on itself, and velocity values at and beyond a boundary are obtained from the interior
values near the boundary on the opposite side of the domain.
2.2.1.3 Convective/Advective
The convective or advective boundary condition is used at walls where flow is exiting the
domain, e.g. in the case of the outflow boundary for external flows. A linear wave equation
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is used at the boundary to advect the velocity outside:
∂u
∂t
+ V
∂u
∂n
= 0 (2.37)
where n is the direction normal to the boundary, and V is typically chosen to be the average
velocity of the outward flow at the boundary. In the case of external flows, this can be the
free-stream velocity.
2.2.1.4 Symmetry Plane
A symmetry plane can be used to solve flows that are symmetric about a particular plane,
thereby reducing the number of flow variables in the solution. This boundary condition is
also sometimes used at the far-field of external flows. The components of velocity parallel
to the wall have zero gradient at the boundary, and the normal component is fixed as zero.
2.2.2 Numerical details
To illustrate, we will consider a two-dimensional staggered grid and explain how the bound-
ary conditions are incorporated into the discrete equations. This can then be easily gener-
alized to three dimensions.
The two parts of Figure 2.11 show the nodes where the discrete u and v velocity values
are computed. The arrows represent the locations where the unknown variables are solved,
and the crosses represent the locations where the boundary conditions are specified for the
respective components. As we can see, the boundary values of u are one cell width away
from the nearest interior value along the left and right walls, but only half a cell away along
the top and bottom walls.
All of the following will make use of the discrete equations developed in Sections 2.1.3–
2.1.5.
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Figure 2.11: Locations where the boundary conditions are supplied. The unknown variables
in the staggered grid are represented by arrows, and the locations where the boundary
conditions are enforced are represented by crosses. The grid on the left is for the x-
component of velocity, and the grid on the right is for the y-component.
2.2.2.1 Momentum equation
For all of the equations below, we will refer to the grid and variables in Figure 2.12, and
calculate the terms of the x-component of the momentum equation. The calculations
can be carried out in a similar manner for the other components. The interior nodes
are represented using arrows and the boundary nodes are represented using crosses. The
discrete equations will be written down at the nodes where the velocities u2 and u4 are
computed. These two cases are handled differently because they are at different cell-widths
from the boundaries they are adjacent to.
Convection term At the node where u2 is computed, the grid and variables are similar
to that of an interior node, and the convection terms can be discretized as:
∂u2
∂x
∣∣∣∣
2
≈ 11
2(∆x1 + ∆x2)
[(
uright + u2
2
)2
−
(
u2 + u1
2
)2]
(2.38a)
∂uv
∂y
∣∣∣∣
2
≈ 1
∆y1
[(
u5 + u2
2
)(
v4 + v3
2
)
−
(
u2 + u0
2
)(
v1 + v0
2
)]
(2.38b)
There is no node above the node where u4 is computed, and we need to slightly modify
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Figure 2.12: The stencils used to apply the boundary conditions at the right and top edges
of the domain.
the expression for ∂uv∂y . Instead of taking the average of the values at the central node and
the node above it, we directly use the value utop:
∂u2
∂x
∣∣∣∣
4
≈ 11
2(∆x0 + ∆x1)
[(
u5 + u4
2
)2
−
(
u4 + u3
2
)2]
(2.39a)
∂uv
∂y
∣∣∣∣
4
≈ 1
∆y2
[
utop
(
vtop1 + vtop0
2
)
−
(
u4 + u1
2
)(
v3 + v2
2
)]
(2.39b)
Diffusion term At both the nodes, where u2 and u4 are computed, we use the central
difference formula for a non-uniform grid to approximate the second derivatives in the
diffusion terms. We use the appropriate distances between the nodes in the formulae:
∂2u
∂x2
∣∣∣∣
2
≈ ∆x2u1 − (∆x1 + ∆x2)u2 + ∆x1uright1
2∆x1∆x2(∆x1 + ∆x2)
(2.40a)
∂2u
∂y2
∣∣∣∣
2
≈
1
2(∆y1 + ∆y2)u0 − (12∆y0 + ∆y1 + 12∆y2)u2 + 12(∆y0 + ∆y1)u5
1
2
[
1
2(∆y1 + ∆y2)
1
2(∆y0 + ∆y1)
(
1
2∆y0 + ∆y1 +
1
2∆y2
)] (2.40b)
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∂2u
∂x2
∣∣∣∣
4
≈ ∆x1u3 − (∆x0 + ∆x1)u4 + ∆x0u51
2∆x0∆x1(∆x0 + ∆x1)
(2.41a)
∂2u
∂y2
∣∣∣∣
4
≈ (
1
2∆y2)u1 − (12∆y1 + ∆y2)u4 + 12(∆y1 + ∆y2)utop
1
2
[
(12∆y2)
1
2(∆y1 + ∆y2)
(
1
2∆y1 + ∆y2
)] (2.41b)
Pressure term At every point where the gradient of pressure needs to be evaluated, only
pressure nodes that are interior to the domain are used. We do not require the values of
pressure on any of the boundaries. This is consistent with the idea that we do not require
boundary conditions on pressure to solve the incompressible Navier–Stokes equations.
2.2.2.2 Continuity equation
When we discretize the continuity equation near the boundary, one or more cell faces
coincides with the boundary, and the velocity supplied by the boundary condition on that
cell provides the flux for that face.
For the cell on the right boundary in Figure 2.12, the discrete continuity equation can
be written as:
uright∆y1 + v4∆x2 − u2∆y1 − v1∆x2 = 0 (2.42)
and for two of the cells on the top boundary:
u4∆y2 + vtop0∆x0 − u3∆y2 − v2∆x0 = 0 (2.43)
u5∆y2 + vtop1∆x1 − u4∆y2 − v3∆x1 = 0 (2.44)
Global mass conservation When solving the Navier–Stokes equations, we try to satisfy
the continuity equation at every cell in the domain. The system of equations that we solve
includes the discrete continuity equation from every cell, including the boundaries. Even if
we are able to solve this system for any given configuration, the boundary conditions must
conserve mass globally to ensure a physical solution. The sum of all the velocity fluxes on
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the domain boundaries must total zero:
∫
∂Ω
u · dS ≈
∑
boundaries
un∆S = 0 (2.45)
where un is the component of velocity normal to the boundary, and ∆S is the area of the
cell face where the boundary velocity is specified.
If the above global constraint is not satisfied, then mass will continuously accumulate
in or exit the domain—a situation that is not desirable for an incompressible flow.
2.2.2.3 Periodic boundary conditions
As mentioned earlier, periodic boundary conditions along a particular direction can be
imagined as the domain wrapping around itself. Alternately, we can imagine the domain
repeating itself infinitely many times along the specified direction. A periodic domain is a
special case, and must be handled separately.
Figure 2.13 shows an example of a domain which is periodic in both the x and y
directions. As we have seen before, because of staggering the grid, the boundary conditions
at the top and bottom edges are handled differently compared to the boundary conditions
at the left and right edges of the domain. This is the case with periodic boundary conditions
too.
The flow domain and the flow variables to be solved for are shown using solid lines.
Flow variables that are outside the domain but present due to its periodicity are shown
using dashed lines. Note here that there is an extra column of u-nodes that coincide with
the right boundary of the domain. These represent the velocities at both the right and left
edges of the domain (which must be the same due to the periodicity). We do not require
an extra row in the y direction because the u-nodes are located at the centers of the cell
faces, and wrap around nicely.
When calculating the various terms in the Navier–Stokes equations, we require the
values of velocity at every node in the domain, and the nodes that surround them. As
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Figure 2.13: Periodic boundary conditions. The flow domain is represented by the solid
lines. The velocity value u2 on the right boundary also represents the value at the left
boundary, as a periodic domain wraps around. The pressure to the right of φ2 is φ0 for
the same reason. The values of velocity and pressure at nodes beyond the top and bottom
boundaries are also obtained in a similar fashion.
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mentioned in the previous paragraph (and shown in Figure 2.13), the velocity component
at the node to the left of the node where u0 is computed is u2, and the value at the
node beyond the right boundary in the same row is u0, since the domain wraps around.
Similarly, when we need to calculate the pressure gradient at the location of u2, we need the
value of pressure beyond the right boundary, which is φ0 because of the periodic domain.
Considering periodicity in the y-direction, we can infer that the x-velocity is u0 at the node
above u3, and is u3 at the node below u0. Similarly, the pressure values beyond the top
and bottom boundaries are φ0 and φ3 respectively.
This way, we can figure out the velocity and pressure values at all the nodes where we
need them, and discretize the equations as we would at any interior node. The procedure
would be the same for components v and w too.
2.2.2.4 Updating the boundary nodes
Given the velocity field and the boundary conditions at time step n, we can calculate all
the terms in the discrete Navier–Stokes equations and obtain the solution at time step
n + 1. But we require the boundary conditions at time n + 1 if we need to continue the
simulation from that point. The boundary conditions at time step n+ 1 are also required
if we use an implicit numerical scheme.
In the case of Dirichlet boundary conditions, the boundary velocities at all time steps
are provided as input. But for the other types, we cannot know the velocities at the
domain edges beforehand. We will have to calculate them at every time step and use them
as needed.
Convective BCs The velocity field is advected out of a specified boundary with a spec-
ified velocity V as per the equation ∂u∂t +V
∂u
∂n = 0. Referring to Figure 2.14, we write down
the discrete form of this equation using a Forward Time Backward Space (assuming V is
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Figure 2.14: Stencil used to apply boundary conditions.
positive) finite difference scheme:
un+1right − unright
∆t
+ V
unright − un1
∆x1
= 0 (2.46)
vn+1right − vnright
∆t
+ V
vnright − vn1
1
2∆x1
= 0 (2.47)
un+1right and v
n+1
right can be calculated using the above expressions and used in the same way
as Dirichlet boundary conditions.
Neumann BCs In some cases, a zero-gradient boundary condition is applied to some
components of the velocity. This is the same as a Neumann boundary condition where
the normal derivative of the component of velocity is specifed as zero. The quadratic
approximations of the normal derivatives at the right boundary of the domain can be
written as (refer to Figure 2.14):
∂u
∂x
∣∣∣∣
right
≈ ∆x0(2∆x1 + ∆x0)uright − (∆x0 + ∆x1)
2u1 + ∆x12u0
∆x1(∆x1 + ∆x0)∆x0
(2.48)
∂v
∂x
∣∣∣∣
right
≈
1
2(∆x0 + ∆x1)(
3
2∆x1 +
1
2∆x0)vright − (∆x1 + 12∆x0)2v1 + (12∆x1)2v0
1
2∆x1
(
∆x1 + 12∆x0
)
1
2(∆x0 + ∆x1)
(2.49)
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If the left-hand sides of the above are provided, then the equations can be rearranged to
give the expressions for uright and vright at time steps n and n + 1. These can then be
substituted into the discrete Navier–Stokes equations before solving.
2.3 Matrix representation
After discretizing the incompressible Navier–Stokes equations at every point in the domain,
we can assemble them into a system of linear equations that we can solve to obtain the
velocity field at time step n + 1. The algebraic system is linear because we calculate the
non-linear convection terms using the velocity field at time step n, and use an explicit
method for their time-stepping.
Consider the discrete Navier–Stokes equations in the absence of an immersed boundary.
The rectangular domain is discretized as a staggered grid with nx × ny × nz cells. The
unknowns that we need to solve for are un+1
i+ 1
2
,j,k
, vn+1
i,j+ 1
2
,k
, wn+1
i,j,k+ 1
2
and φi,j,k for all i, j and
k. We can group all the velocity unknowns into the vector un+1 and the pressure unknowns
into vector φ:
un+1 =

un+11
2
,0,0
un+1
1 1
2
,0,0
un+1
2 1
2
,0,0
...
vn+1
0, 1
2
,0
...
wn+1
0,0, 1
2
...

φ =

φ0,0,0
φ1,0,0
φ2,0,0
...

(2.50)
The complete vector of unknowns is [un+1 φ]T . As mentioned earlier, the pressure φ acts
as a Lagrange multiplier to satisfy the constraint of the continuity equation, and hence we
do not associate it with any particular time step. We shall now look at how to set up the
system of linear equations.
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2.3.1 Momentum equation
We repeat here the discretized momentum equation:
un+1 − un
∆t
+ H(un) = −∇(φ) + 1
2
(
D(un) + D(un+1)
)
(2.15)
where H(u) is the convection term, ∇(φ) is the gradient of pressure, D(u) is the viscous
term which has been discretized using the Crank–Nicolson time-stepping scheme.
u0 u1 u2
hh
 0  1
Figure 2.15: Grid points used to discretize the Laplacian of the x-component velocity, and
the pressure gradient.
Considering the simple 1-dimensional example from Figure 2.15, we can write the dis-
crete expressions for the viscous term and pressure gradient at the node where u1 is com-
puted:
D(u) = ν
u2 − 2u1 + u0
h2
= ν
[
1
h2
− 2
h2
1
h2
]
u0
u1
u2
 = Lˆu (2.51)
∇(φ) = φ1 − φ0
h
=
[
− 1h − 1h
] φ0
φ1
 = Gˆφ (2.52)
We can see that the algebraic equations that arise from discretization can be written as
matrix-vector products. When the entire system of equations is assembled, the vectors u
and φ contain all the unknowns in the domain. We represent the discrete gradient matrix
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by Gˆ, and the discrete Laplacian matrix (which includes the kinematic viscosity) by Lˆ. The
convection term is calculated at every velocity node, and the resultant vector is represented
by H.
Writing down Equation (2.15) as a sum of matrix-vector products:
I
∆t
un+1 − I
∆t
un +Hn = −Gˆφ+ 1
2
(Lˆun + Lˆun+1) (2.53)
⇒
(
I
∆t
− Lˆ
2
)
un+1 + Gˆφ =
I
∆t
un −Hn + Lˆ
2
un (2.54)
where I is the identity matrix. All the terms on the right-hand side can be explicitly
calculated as they involve the vector un. We can collectively represent them by the vector
rˆn. We can also see that Lˆun+1 will include terms that are explicitly known, which involve
the velocity values specified as boundary conditions at time step n+ 1. We can move these
terms to the right-hand side as part of a vector bˆc1. And using Aˆ to represent the matrix
I
∆t − Lˆ2 , we can write the discretized momentum equations in a matrix-vector format as:
Aˆun+1 + Gˆφ = rˆn + bˆc1 (2.55)
In a staggered grid, the number of unknowns for u, v, w and φ are not necessarily the
same. For a 2-D grid with nx × ny cells and Dirichlet boundary conditions specified on all
edges, the number of u-nodes is (nx − 1)× ny, the number of v-nodes is nx × (ny − 1) and
the number of φ-nodes is nx×ny. Aˆ maps the velocities to the velocity nodes and is hence
a square matrix. But since the gradient matrix Gˆ maps the elements of φ to the velocity
nodes, it is of size [(nx − 1)ny + nx(ny − 1)]× nxny and non-square.
Some of the terms in the equation will change depending on the numerical schemes used.
For example, if the viscous terms are also approximated using a purely explicit method,
then Aˆ will be just the diagonal matrix I∆t . And if a second-order Adams–Bashforth scheme
is used for the convection term, then it should be computed as 32H
n − 12Hn−1.
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u0 u1
 x
 y
v0
v1
Figure 2.16: Grid points used to discretize the continuity equation.
2.3.2 Continuity equation
Referring to Figure 2.16, we shall write down the discrete continuity equation for a cell at
time step n+ 1:
un+11 ∆y + v
n+1
1 ∆x− un+10 ∆y − vn+11 ∆x = 0 (2.56)
⇒
[
−∆y ∆y −∆x ∆x
]

un+10
un+11
vn+10
vn+11

= Dˆun+1 = 0 (2.57)
This equation can be written down for every cell and assembled into a system where
the divergence matrix Dˆ operates on the velocity vector un+1. As with the momentum
equation, some of the elements of un+1 are known by virtue of being specified as boundary
conditions, and they can be moved to the right-hand side in the vector bˆc2. The discrete
continuity equation for the entire grid is:
Dˆun+1 = bˆc2 (2.58)
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In three dimensions, the equation would look like this:
[
−∆y∆z ∆y∆z −∆z∆x ∆z∆x −∆x∆y ∆x∆y
]

un+10
un+11
vn+10
vn+11
wn+10
wn+11

= 0 (2.59)
2.4 Projection Method
The above set of equations together form a linear system which can be solved to compute
the unknowns un+1 and φ:
Aˆun+1 + Gˆφ = rˆn + bˆc1 (2.55)
Dˆun+1 = bˆc2 (2.58)
⇒
 Aˆ Gˆ
Dˆ 0

 un+1
φ
 =
 rˆn + bˆc1
bˆc2
 (2.60)
But we can see that the left-hand side matrix is not diagonally dominant, and the system
is indefinite. This system is difficult to solve using traditional iterative methods.
One of the most common techniques used to solve such a system of equations is the
projection method, also known as the fractional step method [11, 114, 45]. Perot [87]
showed that the fractional step method can be thought of as an approximate block LU
decomposition of the system in Equation (2.60).
The left-hand side matrix from Equation (2.60) can be factorized in the following man-
ner:  Aˆ Gˆ
Dˆ 0
 =
 Aˆ 0
Dˆ −DˆAˆ−1Gˆ

 I Aˆ−1Gˆ
0 I
 (2.61)
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We also introduce the vector u∗: I Aˆ−1Gˆ
0 I

 un+1
φ
 =
 u∗
φ
 (2.62)
and hence arrive at an alternate form of Equation (2.60):
 Aˆ 0
Dˆ −DˆAˆ−1Gˆ

 u∗
φ
 =
 rˆn + bˆc1
bˆc2
 (2.63)
From Equations (2.63) and (2.62), we can see that if we solve the following equations
successively:
Aˆu∗ = rˆn + bˆc1 (2.64a)
DˆAˆ−1Gˆφ = Dˆu∗ − bˆc2 (2.64b)
un+1 = u∗ − Aˆ−1Gˆφ (2.64c)
we will obtain the solutions for un+1 and φ.
However, we do not know the exact inverse of the matrix Aˆ. Instead, if we could
somehow find an approximate inverse of Aˆ, which we shall represent by BˆN , we can then
solve the following set of equations for the unknowns un+1 and φ:
Aˆu∗ = rˆn + bˆc1 (2.65a)
DˆBˆN Gˆφ = Dˆu∗ − bˆc2 (2.65b)
un+1 = u∗ − BˆN Gˆφ (2.65c)
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2.4.1 Approximate inverse of Aˆ
We seek an approximate inverse for the matrix Aˆ, which can also be written as I∆t − Lˆ2 .
Suppose we could, in general, write the matrix Aˆ as M˜∆t − L˜. For the specific case that we
have chosen, M˜ = I and L˜ = Lˆ2 . The inverse of Aˆ is:
Aˆ−1 =
[
M˜
∆t
− L˜
]−1
(2.66)
=
[
M˜
∆t
(
I −∆tM˜−1L˜
)]−1
(2.67)
=
(
I −∆tM˜−1L˜
)−1
∆tM˜−1 (2.68)
We can expand the right-hand side using a Taylor series expansion:
Aˆ−1 =
[
I + ∆t(M˜−1L˜) + ∆t2(M˜−1L˜)2 + ∆t3(M˜−1L˜)3 + . . .
]
∆tM˜−1 (2.69)
from which we can write down the N th-order approximation of Aˆ−1 (denoted by BˆN ):
BˆN =
[
I + ∆t(M˜−1L˜) + ∆t2(M˜−1L˜)2 + . . .+ ∆tN−1(M˜−1L˜)N−1
]
∆tM˜−1 (2.70)
Specifically, the first-order approximation of the inverse is:
Bˆ1 = ∆tM˜−1 (2.71)
which is just I∆t in our case. Hence, for the pure Navier–Stokes equations in the absence
of an immersed boundary method, the projection method in Equation (2.65) reduces to
the temporally first-order accurate form:
Aˆu∗ = rˆn + bˆc1 (2.72a)
∆tDˆGˆφ = Dˆu∗ − bˆc2 (2.72b)
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un+1 = u∗ −∆tGˆφ (2.72c)
We also reproduce the fractional step method written in its most popular form (the
version below is from the work by Kim and Moin [45], which uses a second-order Adams–
Bashforth scheme for the convection terms and a Crank–Nicolson scheme for the diffusion
terms):
u∗ − un
∆t
= −
(
3
2
Hn − 1
2
Hn−1
)
+
ν
2
∇2(un + u∗) (2.73a)
∇2φ = 1
∆t
∇ · u∗ (2.73b)
un+1 = u∗ −∆t∇φ (2.73c)
Note that Equations (2.72) and (2.73) are equivalent. Dˆ is a divergence operator, and
Gˆ is a gradient operator. The divergence of the gradient of a function is the Laplacian of
that function.
Equations (2.73) were obtained by discretizing the time derivative in the Navier–Stokes
equations and splitting it by introducing an intermediate velocity u∗. But following this
approach to solve the equations can lead to a few issues. We implicitly introduce a first-
order error in the time-stepping which is not immediately obvious. And discretizing Equa-
tions (2.73a) and (2.73b) requires the knowledge of boundary conditions on u∗ and φ. u∗
is an artificially introduced variable in the numerical method. And as explained before,
φ does not have a physical significance for incompressible flows. Boundary conditions on
these variables cannot be provided as a part of the physical problem, but must be derived
based on their relationship with the physical variables.
The advantage of deriving the fractional step method in the form of Equations (2.72)
is that we begin with the fully discretized Navier–Stokes equations (2.55) and (2.58). The
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vectors bˆc1 and bˆc2 in these equations are calculated using the velocity boundary conditions,
and do not require the boundary conditions on pressure. The block LU decomposition that
is later performed does not affect the values of bˆc1 and bˆc2, and results in the system of
equations that we can solve. For a more detailed discussion of the boundary conditions,
we refer the reader to the work by Perot [87].
The motivation for the derivation of a fractional step method instead of directly solv-
ing Equation (2.60) has already been mentioned—the discretized Navier–Stokes equations
result in a system that is indefinite and difficult to solve using iterative methods. On the
other hand, the left-hand side matrices in Equations (2.72a) and (2.72b) are rather well
suited for iterative methods. Both are symmetric and positive-definite on a uniform grid,
and remain diagonally dominant on a non-uniform grid. A general Kyrlov solver such as
BiCGSTAB or GMRES can be used to solve the system in such cases.
When solving Equation (2.65b), it is also important to remember that the matrix
DˆBˆN Gˆ has one eigenvalue which is zero. Hence, to obtain a unique solution, we must pin
the values of one of the elements of φ, or project out the null-space from the solution when
solving using an iterative method. The left-hand side matrix in Equation (2.72b) is the
same as what would be obtained if Equation (2.73b) was discretized using finite differences
and with Neumann boundary conditions for φ. This system also essentially solves a Poisson
problem, and will require the use of an appropriate preconditioner (such as the smoothed
aggregation preconditioner [124]) to speed up the computation.
2.5 Immersed Boundary Projection Method
In the presence of an immersed boundary method, we have the additional terms including
the body forces and the no-slip condition. The body forces are computed at the location of
each boundary point, and have as many components as the number of spatial dimensions.
The velocity of the immersed interface at every time step must also be specified as the
63
boundary condition. These can be stored as vectors:
f =

fx0
fx1
fx2
...
fxnb
fy0
fy1
...
fz0
...

un+1B =

uB
n+1
0
uB
n+1
1
uB
n+1
2
...
uB
n+1
nb
vB
n+1
0
vB
n+1
1
...
wB
n+1
0
...

(2.74)
nb is the number of boundary points. f is not associated with any particular time step as
it too acts as a Lagrange multiplier to ensure the no-slip constraint.
We have already discussed earlier in Sections 2.1.3.4 and 2.1.5 how the forcing term
and the no-slip condition are discretized. These discrete equations can also be written in
the form of matrix-vector products, and appear as additional terms in the Navier–Stokes
equations:
Aˆun+1 + Gˆφ = rˆn + bˆc1 + Hˆf (2.75a)
Dˆun+1 = bˆc2 (2.75b)
Eˆun+1 = un+1B (2.75c)
⇒

Aˆ Gˆ −Hˆ
Dˆ 0 0
Eˆ 0 0


un+1
φ
f
 =

rˆn + bˆc1
bˆc2
un+1B
 (2.76)
If we solve the above equations, we will obtain the velocity un+1 that will satisfy both
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the continuity equation throughout the domain, and the no-slip condition on the immersed
boundary. But as with Equation (2.60), this system is not diagonally dominant and will
be difficult to solve using standard Krylov solvers.
Taira & Colonius [112] applied the idea of the block LU decomposition to the sys-
tem (2.76) and developed what they termed the Immersed Boundary Projection Method.
They derived the set of equations analogous to the projection method for the Navier–Stokes
equations in the presence of an immersed boundary. In this case, both the pressures φ and
the body forces f act as Lagrange multipliers, which help satisfy the constraints of the
continuity equation and the no-slip condition respectively.
Before writing down the equations for the projection method, we first rescale our ma-
trices to obtain a well-conditioned system.
2.5.1 Rescaling the matrices
In this section, we will discuss certain transformations, which when applied to the sub-
matrices of the system in Equation (2.76) result in a system with a symmetric left-hand
side matrix. We can do this by scaling the submatrices using appropriate diagonal matri-
ces. The resulting matrices have desirable numerical properties that allow us to solve the
equations more easily.
2.5.1.1 Pressure gradient and the continuity equation
For the purpose of demonstration, we will consider a two-dimensional rectangular domain
discretized using a 3× 2 grid, shown in Figure 2.17. We first write down the expression for
the discrete gradient of pressure:
Gˆφ =
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Figure 2.17: Sample grid used to illustrate how the matrices Mˆ and R—which are used to
rescale the linear system for the Navier–Stokes equations—are constructed.

−1
1
2 (∆x0+∆x1)
1
1
2 (∆x0+∆x1)
0 0 0 0
0 −11
2 (∆x1+∆x2)
1
1
2 (∆x1+∆x2)
0 0 0
0 0 −11
2 (∆x0+∆x1)
1
1
2 (∆x0+∆x1)
0 0
0 0 0 −11
2 (∆x1+∆x2)
1
1
2 (∆x1+∆x2)
0
−1
1
2 (∆y0+∆y1)
0 0 11
2 (∆y0+∆y1)
0 0
0 −11
2 (∆y0+∆y1)
0 0 11
2 (∆y0+∆y1)
0
0 0 −11
2 (∆y0+∆y1)
0 0 11
2 (∆y0+∆y1)


φ0
φ1
φ2
φ3
φ4
φ5

(2.77)
The matrix Gˆ can be written as Mˆ−1G, where Mˆ is the diagonal matrix:

∆x0+∆x1
2 0 0 0 0 0 0
0 ∆x1+∆x22 0 0 0 0 0
0 0 ∆x0+∆x12 0 0 0 0
0 0 0 ∆x1+∆x22 0 0 0
0 0 0 0 ∆y0+∆y12 0 0
0 0 0 0 0 ∆y0+∆y12 0
0 0 0 0 0 0 ∆y0+∆y12

(2.78)
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and
G =

−1 1 0 0 0 0
0 −1 1 0 0 0
0 0 −1 1 0 0
0 0 0 −1 1 0
−1 0 0 1 0 0
0 −1 0 0 1 0
0 0 −1 0 0 1

(2.79)
More generally, for any grid:
G = MˆGˆ (2.80)
where Mˆ (in two dimensions) is given by:
 12(∆xi + ∆xi+1) 0
0 12(∆yj + ∆yj+1)
 (2.81)
More rows with the diagonal elements as 12(∆zk + ∆zk+1) will be present in Mˆ for a 3-D
grid.
We refer to the same Figure 2.17 to write down left-hand side of the discrete continuity
equation for the entire grid:
Dˆun+1 =

∆y0 0 0 0 ∆x0 0 0
−∆y0 ∆y0 0 0 0 ∆x1 0
0 −∆y0 0 0 0 0 ∆x2
0 0 ∆y1 0 −∆x0 0 0
0 0 −∆y1 ∆y1 0 −∆x1 0
0 0 0 −∆y1 0 0 −∆x2


un+10
un+11
un+12
un+13
vn+10
vn+11
vn+12

(2.82)
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Dˆ can be written as:
Dˆ = DR (2.83)
where
D =

1 0 0 0 −1 0 0
−1 1 0 0 0 1 0
0 −1 0 0 0 0 1
0 0 1 0 −1 0 0
0 0 −1 1 0 −1 0
0 0 0 −1 0 0 −1

(2.84)
and R is the diagonal matrix:

∆y0 0 0 0 0 0 0
0 ∆y0 0 0 0 0 0
0 0 ∆y1 0 0 0 0
0 0 0 ∆y1 0 0 0
0 0 0 0 ∆x0 0 0
0 0 0 0 0 ∆x1 0
0 0 0 0 0 0 ∆x2

(2.85)
More generally, R in two dimensions will be of the form
 ∆yj 0
0 ∆xi
 (2.86)
and in three dimensions: 
∆yj∆zk 0 0
0 ∆zk∆xi 0
0 0 ∆yj∆zk
 (2.87)
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The product Run+1 gives a vector containing the values of fluxes through each face in
the computational grid, where flux is defined as the product of the velocity and the area
of the face on which it is computed. We refer to this vector as qn+1.
Run+1 = qn+1 (2.88)
Hence, the discrete divergence of the flow field, Dˆun+1, can also be written as Dqn+1.
Another important relation to note is that
D = −GT (2.89)
This is true for any staggered grid, irrespective of the type of boundary conditions.
2.5.1.2 Force-spreading and the no-slip condition
The matrix Hˆ in the force-spreading term should have the elements:
Hˆi,l = δh(ξl − xi)∆Sl (2.90)
where i refers to the index of the velocity nodes, and l refers to the index of the boundary
point. This is chosen so that the matrix-vector product results in the correct discrete
expression for force spreading:
(Hˆf)i =
∑
l
flδh(ξl − xi)∆Sl (2.91)
The discrete delta function in the above equations has the same number of dimensions as
the flow domain.
Similarly, the elements of matrix Eˆ in three dimensions are:
Eˆl,i = δh(xi − ξl)∆x∆y∆z
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= δh(xi − ξl)h3 (2.92)
where h is the cell width of the grid near the immersed boundary. As stated before, the
grid in the vicinity of the immersed boundary must be uniform, and therefore ∆x = ∆y =
∆z = h.The interpolated velocity of the flow field at the boundary points can be computed
via the matrix-vector product Eˆun+1.
For reasons that will become clear in the next section, we will define the matrices
H = MˆHˆ and E = EˆR−1. The elements of these matrices are:
Hi,l =
1
2
(h+ h) · δh(ξl − xi)∆Sl
= δh(ξl − xi)∆Slh (2.93)
El,i = δh(xi − ξl)h3 ·
1
h2
= δh(xi − ξl)h (2.94)
The value of the function δh depends solely on the magnitude of its argument, which
means δh(ξl−xi) equals δh(xi−ξl). Hence, we can see that H and E are nearly transposes
of each other, except for the factor ∆S. Suppose we choose a vector f˜ of the same size as
f , with elements f˜l = −∆Slfl, then:
−(Hf)i = −
∑
l
Hi,lfl
= −
∑
l
δh(ξl − xi)∆Slhfl
=
∑
l
δh(ξl − xi)h(−fl∆Sl)
=
∑
l
δh(ξl − xi)hf˜l
=
∑
l
ET i,lf˜l
⇒ −Hf = ET f˜ (2.95)
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2.5.1.3 New system of equations
We can now rewrite Equation (2.76), which is the original system of discretized Navier–
Stokes equations with an immersed boundary, using the new matrices. First, we replace
un+1 with the vector qn+1 using the expressions un+1 = R−1qn+1 (from Equation (2.88)):

AˆR−1 Gˆ −Hˆ
DˆR−1 0 0
EˆR−1 0 0


qn+1
φ
f
 =

rˆn + bˆc1
bˆc2
un+1B
 (2.96)
From Equations (2.83) and (2.89), we have DˆR−1 = D = −GT . From Equation (2.80),
Gˆ = Mˆ−1G. And by definition, EˆR−1 = E. The system thus becomes:

AˆR−1 Mˆ−1G −Hˆ
−GT 0 0
E 0 0


qn+1
φ
f
 =

rˆn + bˆc1
bˆc2
un+1B
 (2.97)
Pre-multiplying the first row of this system with the matrix Mˆ , and the second row with
the matrix −I:
MˆAˆR−1 G −MˆHˆ
GT 0 0
E 0 0


qn+1
φ
f
 =

Mˆ(rˆn + bˆc1)
−bˆc2
un+1B
 (2.98)
From our earlier definition, MˆHˆ = H. We had also shown that −Hf = ET f˜ , which
means −MˆHˆf = ET f˜ . Introducing the variables A = MˆAˆR−1, rn = Mˆ rˆn, bc1 = Mˆ bˆc1
and bc2 = bˆc2, our transformed system of equations is:
A G ET
GT 0 0
E 0 0


qn+1
φ
f˜
 =

rn + bc1
−bc2
un+1B
 (2.99)
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2.5.2 Projection method
We have now obtained a system of equations in which the left-hand side matrix is sym-
metric. Although Aˆ may not be symmetric for a non-uniform grid, the matrix A can be
shown to be symmetric and positive-definite.
If we define the following submatrices and vectors:
Q = [ G ET ], λ =
 φ
f˜
 , r1 = rn + bc1, r2 =
 −bc2
un+1B
 (2.100)
we can write the system of equations as:
 A Q
QT 0

 qn+1
λ
 =
 r1
r2
 (2.101)
This set of equations is very similar to the system in Equation (2.60), and we can
directly apply the approximate block LU decomposition to obtain the set of equations
which we can solve. Following the same steps as in Section 2.4, the equations for the
immersed boundary projection method are:
Aq∗ = r1 (2.102a)
QTBNQλ = QT q∗ − r2 (2.102b)
qn+1 = q∗ −BNQλ (2.102c)
where BN is the approximate inverse of A.
If we consider the same Aˆ = I∆t − Lˆ2 from the previous section, the expression for A is
given by:
A = MˆAˆR−1
=
MˆR−1
∆t
− MˆLˆR
−1
2
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=
1
∆t
M − 1
2
L (2.103)
where we have defined M = MˆR−1 and L = MˆLˆR−1. As a reminder: the coefficient 12
for L arises from using the Crank–Nicolson scheme to discretize the viscous terms. The
coefficient would be 1 for an implicit Euler scheme, and 0 for an explicit Euler scheme.
The N th order approximation of A−1 is given by:
BN = ∆tM−1 + ∆t2
(
M−1
L
2
)
M−1 + . . .+ ∆tN
(
M−1
L
2
)N−1
M−1 (2.104)
and the first-order approximation in three-dimensional space is the diagonal matrix:
B1 = ∆tM−1 = ∆tRMˆ−1
=

∆yj∆zk
1
2
(∆xi+∆xi+1)
0 0
0 ∆zk∆xi1
2
(∆yj+∆yj+1)
0
0 0 ∆xi∆yj1
2
(∆zk+∆zk+1)
 (2.105)
Equations (2.102) must be solved successively to compute qn+1, from which the velocity
field can easily be extracted using the relation un+1 = R−1qn+1.
Matrices A and QTBNQ are both symmetric and positive definite, and the systems
in Equations (2.102a) and (2.102b) can be solved using the conjugate gradient method.
In this case, Equation (2.102b) is not just a Poisson equation—it is a coupled system
whose solution gives both φ and f˜ . As the left-hand side matrix is more complex than
a discrete Poisson system, solving the equation takes a longer time when an immersed
boundary is present, and certainly necessitates the use of a good preconditioner such as
the smoothed aggregation algebraic multigrid preconditioner. As in the case without an
immersed boundary, one element of φ must be pinned to obtain a unique solution for the
pressure. In the final step (Equation (2.102c)), both the pressure and the body forces are
simultaneously projected on to the intermediate flux field q∗ to obtain qn+1, which satisfies
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both the continuity equation and the no-slip condition.
The advantage of the immersed boundary projection method is that it provides a way
to directly calculate the body forces without resorting to the use of any elastic or feedback
models, as in the case of continuous forcing methods. It is an extension of a popular
method that has been used to solve the Navier–Stokes equations. As there are no ad hoc
parameters to tweak, the stability of the numerical scheme is governed only by the CFL
condition (as long as an implicit scheme is used for the diffusion terms).
Chapter 3
cuIBM
cuIBM is a gpu-based two-dimensional immersed boundary method code. We implemented
the immersed boundary projection method explained in the preceding chapter as part of
it, as well a other IBMs. In this chapter, we shall give a brief overview of cuIBM, followed
by descriptions of tests that we performed to validate the code.
3.1 Framework
The idea of the projection method as an approximate block-LU decomposition of the set of
discretized governing equations forms the backbone of the cuIBM code. The Navier–Stokes
equations for any immersed boundary method can be written in the general form:
 A Q
QT 0

 qn+1
λ
 =
 r1
r2
 (3.1)
For a domain that contains only a fluid without an immersed boundary, λ is the above
equations is just the pressure vector φ, and Q and QT are the rescaled gradient and
divergence matrices G and GT respectively. In a fully explicit formulation of Peskin’s
immersed boundary method [88], the elastic forces spread from the solid boundary will
be included in the right-hand side term r1. And for the immersed boundary projection
method [112], the submatrices are given by the expressions in Equations (2.100).
This way, any immersed boundary method can be written to fit the general framework
of the projection method. In Chapter 6, we recast the direct forcing method [18] in this
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form, which allows us to analyze the technique as well as include it as a part of cuIBM.
3.2 Implementation
The numerical methods implemented in the cuIBM code are the same as those described
in the previous chapter. The data structures used to store the matrices and vectors were
created using the cusp library [5]. cusp was also used to generate the preconditioners and
solve the linear systems. We wrote custom kernels to assemble the matrices, calculate the
explicit terms, and the terms that arose from applying the boundary conditions. The code
can run on a single gpu.
cuIBM can handle Dirichlet and convective boundary conditions at edges of the Carte-
sian mesh, and can solve flows with multiple bodies that are moving with a prescribed
motion. The possible motions that can be prescribed are uniform translation, uniform
rotation, heaving oscillation in the x and y directions, and pitching oscillation about a
point.
The cuIBM code has been made available under the MIT open-source license, and we
maintain a version-controlled repository on Github [50].
3.3 Validation
In the following sections, we present the results from simulations of a variety of fluid flows
which were used to validate cuIBM.
3.3.1 Flows without immersed boundaries
We first simulated a flow without any immersed boundaries to validate the underlying
Navier–Stokes solver used in the code.
76
3.3.1.1 Lid-driven flow in a square cavity
One of the simplest validation tests for a 2-D Navier–Stokes solver is that of lid-driven flow
in a square cavity. Fluid initially at rest fills a square cavity that is surrounded by solid
walls on all sides. The top wall of the cavity (the lid) is moved horizontally with constant
velocity. The Reynolds number is calculated using the speed of the lid, the length of the
side of the square cavity and the kinematic viscosity of the fluid.
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(a) u-velocity profile along the vertical center-
line, Re = 100.
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(b) v-velocity profile along the horizontal center-
line, Re = 100.
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(c) u-velocity profile along the vertical center-
line, Re = 1000.
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(d) v-velocity profile along the horizontal center-
line, Re = 1000.
Figure 3.1: Velocity profiles at steady-state of lid-driven flow in a square cavity. Green lines
represent the solution obtained using the cuIBM code. Blue dots represent the numerical
results by Ghia et al. [26].
We simulated the flow at Reynolds number 100 and 1000. For both cases, a square of
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Re nx × ny ∆xmin Extent of uniform grid rstretching
40 330× 330 0.02 [−0.54, 0.54]× [−0.54, 0.54] 1.02
550 450× 450 0.01 [−0.54, 0.54]× [−0.54, 0.54] 1.02
3000 986× 986 0.004 [−0.52, 0.52]× [−0.52, 0.52] 1.01
Table 3.1: Grid information for the impulsively started cylinder tests.
side 1.0 was chosen, and the lid was moved with speed 1.0. The kinematic viscosities were
0.01 and 0.001 respectively. For the former, we used a uniform 32 × 32 grid with a time
step of 0.01 to simulate the flow, and for the latter, we used a uniform 128× 128 grid and
a time step of 0.004. The numerical solution was advanced in time until it reached steady
state and the final velocity field was compared with the results by Ghia et al. [26]. From
Figure 3.1, we can see that the results match well.
3.3.2 Flows with stationary bodies
3.3.2.1 Flow over an impulsively started cylinder
We computed numerical solutions of the flow over an impulsively started circular cylin-
der at Reynolds numbers 40, 550 and 3000. We plotted the vorticity contours obtained,
and compared the drag coefficient with published experimental values [115] and with past
computations [46].
The cylinder has diameter d = 1, is centered at the origin and is placed in an external
flow with free-stream velocity u∞ = 1. The initial velocity is uniform throughout the
domain, which is a square centered at the origin with sides of length 30. The fluid flows
from left to right, and the velocities on the left, top and bottom edges were set to be the
free-stream velocity. A convective boundary condition (∂u/∂t + u∞∂u/∂x = 0) was used
on the right edge of the domain.
The flow computations at Reynolds numbers 40, 550 and 3000 which were performed
for validation used grids that had minimum cell widths of 0.02, 0.01 and 0.004 respectively
near the solid boundaries. The grid is uniform in a small rectangular region that surrounds
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(a) Steady state vorticity field.
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(b) Time-varying drag coefficient.
Figure 3.2: Validation with external flow over a circular cylinder at Re = 40. Contour
lines in (a) are drawn from −3 to 3 in steps of 0.4.
Case Cl ∆Cl/Cl Cd ∆Cd/Cd
Kunz & Kroo (2000) 0.0805 0.272
h = 0.004 0.0819 1.7% 0.2834 4.2%
h = 0.002 0.0810 0.6% 0.283 4.0%
Table 3.2: Lift and drag coefficients of a NACA 0008 airfoil at angle of attack 4◦ in Re =
2000 flow.
the body, and is stretched exponentially beyond this region till the edges of the domain.
See Table 3.1 for all the grid details.
The flow at Re = 40 reached a steady state with a drag coefficient of 1.57, which
matches the experimental value. The vorticity fields and the unsteady drag coefficients for
the cases with Re = 550 and 3000 also agree well with past computations of Koumoutsakos
and Leonard [46]. The results are presented in Figures 3.2 and 3.3.
3.3.2.2 Flow over a NACA 0008 airfoil
We simulated flow at Re = 2000 over a NACA 0008 airfoil at an angle of attack of 4◦, and
computed the steady state lift and drag coefficients.
We performed these calculations for two different mesh sizes, with minimum cell widths
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(b) Time-varying drag coefficient.
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(c) Vorticity field at non-dimensional time 3.0
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(d) Time-varying drag coefficient.
Figure 3.3: Validation with impulsively started flow over a circular cylinder at Reynolds
550 (top) and 3000 (bottom). The contour lines in (a) are drawn from −32 to 32 in steps
of 2, and in (c) from −56 to 56 in steps of 4, both excluding the zero contour.
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Re Cl Cd St Stexptl
100 ±0.339 1.37± 0.009 0.166 0.164
150 ±0.532 1.35± 0.026 0.185 0.184
200 ±0.688 1.36± 0.042 0.197 0.197
Table 3.3: Computed data for flow past a circular cylinder at different Reynolds numbers
and comparison with the experimental results of Williamson [135].
0.004 and 0.002 near the body. The grids are generated in a way similar to the cylinder
cases in the previous section, but with the uniform grid near the body encompassing the
area [−0.6, 0.6]×[−0.1, 0.1] and the stretching ratio fixed at 1.007. The flow was impulsively
started, and the force coefficients at the instant of non-dimensional time t∗ = 12 were noted
as the steady state values. The results are summarised in Table 3.2. For the case when
then minimum cell width is 0.002, we see a difference in lift coefficient of less than 1% and
a difference of about 4% in drag coefficient when compared to a previous study by Kunz
and Kroo.[55]
3.3.2.3 Unsteady flow over a circular cylinder
We conducted longer runs of flow around a circular cylinder to simulate a von Ka´rma´n
vortex street.
A cylinder of diameter 1 was placed at the center of a domain of size 30×30. The initial
condition was a uniform flow field with velocity [1, 0] to which an asymmetric perturbation
was applied—to trigger the instability in the flow and cause vortex shedding.
The simulations were carried out at Reynolds numbers 100, 150 and 200 using the same
grid. The minimum cell width in the grids was 0.02, maintained in the region [−1, 5] ×
[−1, 1]. Outside this region, the grid was stretched exponentially to the edges of the domain
with a stretching ratio of 1.02. Table 3.3 lists the results obtained, comparing the Strouhal
number of the vortex shedding with the experimental results of Williamson [135].
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Figure 3.4: Flow over a circular cylinder at Reynolds number 200. Vorticity contours from
−5 to 5 in increments of 0.4.
3.3.3 Flows with moving boundaries
The results above validated our code with both computational results and experimental
benchmarks for flows with stationary solid interfaces. The following cases demonstrate the
capability of the code to reproduce past results for flows with moving boundaries. The first
case is that of a heaving airfoil in a uniform flow computed by Lewin and Haj-Hariri[63]
and the second case is that of an airfoil that performs both pitching and heaving motions,
simulating the flapping motion of an insect wing, as computed by Wang et al. [132].
3.3.3.1 Flow across a heaving airfoil
We computed the flow of an elliptic airfoil with thickness-to-chord ratio 0.12 and chord
length c = 1 heaving in a flow with free stream velocity u∞ = 1.0. The airfoil oscillates
in the direction perpendicular to the free-stream velocity with frequency f and amplitude
Ymax.
The parameters used in our simulation are the reduced frequency k = 2pifc/u∞ = 2,
the non-dimensional maximum heaving velocity kh = kYmax/c = 0.8, and the Reynolds
number Re = u∞c/ν = 500. The domain size is 30 × 30 and the near-body region in
[−0.52, 0.52] × [−0.52, 0.52] is discretized using a uniform grid of width 0.005. The grid
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(a) t∗ = 7.125 (b) t∗ = 7.3125
(c) t∗ = 7.5 (d) t∗ = 7.6875
(e) t∗ = 8.0625 (f) t∗ = 8.4375
Figure 3.5: Vorticity field for the downstroke of the heaving airfoil, with contours drawn
at levels ±2, ±6, ±10, etc.
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is then stretched exponentially in front of the airfoil (stretching ratio of 1.02), in the y-
direction above and below the body (stretching ratio 1.015), and in the region [0.52, 0.78]
behind the airfoil (stretching ratio 1.02); a uniform grid of size 0.01 follows from that region
to the edge of the domain. The total size of the mesh is 1339× 686 and the time step used
was 0.0005. The boundary conditions are the same as those used for the earlier cases of
external flow over a cylinder. The vorticity fields shown in Figure 3.5 match the results in
Fig. 3 in the work by Lewin and Haj-Hariri [63].
3.3.3.2 Flow around a flapping airfoil
We consider a flapping airfoil, the motion of which is described by
x(t) =
A0
2
cos(2pift)
α(t) = α0 + β sin(2pift+ φ),
where x(t) is the position of the center of the airfoil and α(t) is the angle made by the
airfoil with the line of oscillation. The airfoil is elliptical with a thickness-to-chord ratio of
0.12 and rotates about its center. The Reynolds number is calculated using the maximum
translational velocity of the airfoil and the chord length. We consider the case with sym-
metrical rotation (φ = 0) at Reynolds number 75 and with A0/c = 2.8, α = pi/2, β = pi/4
and f = 0.25 Hz.
The airfoil has chord length 1 and oscillates at the center of a domain, each side of
which is 30 chord-lengths long. The grid is uniform in the region [−2, 2] × [−0.52, 0.52]
with cell width 0.01 and beyond this region it is stretched with a ratio of 1.01 on all sides,
resulting in a mesh size of 930× 654 cells. The time step used is 0.001.
The vorticity field at different times during the first cycle is shown in Figure 3.6 and a
comparison of the unsteady lift coefficient with the computational and experimental results
presented by Wang et al. is plotted in Figure 3.7. The experiments were conducted with a
three-dimensional wing and both simulations were performed in two dimensions, and hence
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Figure 3.6: Vorticity field of the flow around a flapping airfoil at equally spaced time
instants in the first cycle of flapping: T = 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1.0.
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Figure 3.7: Unsteady lift coefficient for the first three cycles of a flapping airfoil. Time is
non-dimensionalized with the period of oscillation and the lift coefficient is calculated by
normalizing the lift force with respect to the maximum of the quasi-steady force experienced
by the airfoil.
we don’t expect them to exactly match. But we note that the computational results follow
the expected trend and agree reasonably well with the experimental results.
Chapter 4
Lift and wakes of flying snakes
Now that we had a validated two-dimensional incompressible flow solver, we could apply
it to fluid dynamics problems of interest. One such problem was the aerodynamics of a
species of flying snake, Chrysopelea paradisi, also known as the paradise tree snake. In this
chapter, we describe a study that we carried out on the two-dimensional aerodynamics of
the cross-section of the paradise tree snake. We hope that this preliminary analysis will
lead to further computational efforts on the aerodynamics of the entire three-dimensional
snake body, incorporating the complex motions during the glide phase. The study resulted
in a publication [54], from which we have adapted the contents of this chapter.
4.1 Introduction
Interest in small robotic devices has soared in the last two decades, leading engineers to
turn towards nature for inspiration and spurring the fields of biomimetics and bioinspired
design. Nature has evolved diverse solutions to animal locomotion in the forms of flapping
flight, swimming, walking, slithering, jumping, and gliding. At least thirty independent
animal lineages have evolved gliding flight [15, 85], but only one animal glides without
any appendages: the flying snake. Three species of snakes in the genus Chrysopelea are
known to glide [105]. They inhabit lowland tropical forests in Southeast and South Asia
and have a peculiar behavior: they jump from tree branches to start a glide to the ground
or other vegetation, possibly as a way to escape a threat or to travel more efficiently. Their
gliding ability is surprisingly good, and one species of flying snake, Chrysopelea paradisi
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(the paradise tree snake), has also been observed to turn in mid-air [104, 107, 106].
Like all snakes, Chrysopelea paradisi has a cylindrical body with roughly circular cross-
section. But when it glides, this snake reconfigures its body to assume a flatter profile.
During the glide, the snake undulates laterally and the parts of the body that are perpen-
dicular to the direction of motion act as lift-generating ‘wings’ [75, 37]. As in conventional
wings, the cross-sectional shape of the snake’s body must play an important role. Early
studies indicated that it may even outperform other airfoil shapes in the Reynolds number
regime at which the snakes glide (Re ∼5000–15,000) [105].
The first investigations into the aerodynamic characteristics of the flying snake’s body
profile were made by Miklasz et al. [75]. They tested sections of tubing that approximated
the snake’s cross-sectional geometry as filled circular arcs, and encountered some unex-
pected aerodynamics. The lift measured on the sections increased with angle of attack
(aoa) up to 30◦, then decreased gently without experiencing catastrophic stall, and the
maximum lift coefficient (CL = 1.5) appeared as a noticeable spike at the stall angle (de-
fined as the angle of attack at which lift is maximum). Holden et al. [37], followed with
the first study of a model using an anatomically accurate cross-section. They observed a
spike in the lift curve at aoa 35◦ for flows with Reynolds numbers 9000 and higher. The
maximum lift coefficient was 1.9, which is unexpectedly high, given the unconventional
shape and Reynolds number range [103]. The counter-intuitively high lift observed in both
studies suggests a lift-enhancement mechanism. Holden et al. inferred that the extra lift
on the body was due to suction by vortices on the dorsal side of the airfoil. However, the
flow mechanism responsible for the enhanced lift by the flying snake’s profile has yet to be
identified.
In the present study, we aim to answer the question: what is the mechanism of lift
enhancement created by the flying snake’s cross-sectional shape? To address this, we ran
two-dimensional simulations of flow over the anatomical cross-section of the snake. We
computed the flow at various angles of attack at low Reynolds numbers starting from
Re = 500 and increasing. We found that a marked peak in the lift coefficient does appear
88
at aoa 35◦ for Re = 2000 and above. Hence, our simulations were able to capture some
of the unique lift characteristics observed in the physical experiments of Holden et al.
Aiming to explain the lift mechanism, we analyzed vorticity visualizations of the wake,
time-averaged pressure fields, surface pressure distributions, swirling strength, and wake-
vortex trajectories.
Although we performed two-dimensional simulations of flow over the cross-section of
the snake, we recognize that three-dimensional effects are present at this Reynolds-number
regime [135]. Further 3-D and unsteady mechanisms due to the motion of the snake likely
play a role in real gliding (we discuss these effects in Section 4.5). Despite the simplification
of the gliding system, the two-dimensional simulations in this study provide insight into
flows at Reynolds numbers 103–104 (sometimes called ‘ultra-low’ Reynolds numbers in
the aeronautics literature [56, 111]) where studies [1, 103, 128] are scarce compared to
traditional applications in aeronautics.
4.2 Background material
4.2.1 Description of the gliding behavior and kinematics of flying snakes
C. paradisi and other gliding snakes make use of unique kinematics, illustrated in Fig-
ure 4.1. The glide begins with a ballistic dive from a tree branch: the snake launches itself
with a horizontal velocity and falls with a relatively straight posture. Immediately after the
jump, it spreads its ribs apart and nearly doubles the width of its body, changing its cross-
section from the cylindrical shape to a flattened shape [104] (see sketch in Figure 4.2a). The
profile can be described as a rounded triangle with fore-aft symmetry and overhanging lips
at the leading and trailing edges [105]. Figure 4.2b shows the anatomically accurate cross-
section geometry of the paradise tree snake in the airborne configuration [105, 51]. The
glide angle during the ballistic dive can reach a maximum of about 60 degrees [107], while
the snake gains speed, changes its posture to an S-shape and begins undulating laterally.
It thus uses its body as a continuously reconfiguring wing that generates lift. The speed
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of descent (i.e., the rate at which the snake is sinking vertically) peaks and then decreases,
while the trajectory transitions to the shallowing glide phase of the flight. Equilibrium
glides have rarely been observed under experimental conditions [104, 107, 106], and the
glide angle usually keeps decreasing without attaining a constant value before the end of
the descent. In field observations, the snakes cover a horizontal distance of about 10 m, on
average, when jumping from a height of about 9 m. Glide angles as low as 13◦ have been
observed towards the end of the descent [107].
Ballistic dive:
Jumping take-off.
Peak glide angle of about 60o
Shallowing glide:
Large-amplitude 
undulations.
Glide angle of 15o-35o
Lowers head.
Organizes body 
into S-shape.
Gains speed
Glide angle
Figure 4.1: Different stages in a typical glide trajectory of the paradise tree snake.
During a glide, the snake moves its head side-to-side, sending traveling waves down
the body, as illustrated in Figure 4.3 (not to scale). With the body forming a wide S-
shape at an angle with respect to the glide trajectory, long sections of the flattened body
that are perpendicular to the direction of motion generate lift. Compared to terrestrial
motion [104], the undulation frequency in air (1–2 Hz) is lower and the amplitude (10–17%
snout-vent length) is higher [107]. As the body moves forward along the glide path, the
fore and aft edges of the body repeatedly swap, which is not a problem aerodynamically
thanks to the fore-aft symmetry. All portions of the body move in the vertical axis as well,
with the most prominent motion occurring in the posterior end.
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Configuration during glide
Normal configuration
(a)
8.0mm
20.0mm
(b)
Figure 4.2: (a) Artistic impression of the mechanism that changes the snake’s body cross-
section for gliding. The rib movement is hypothesized to be directed both anteriorly (to-
ward the head) and dorsally (toward the spine) [105]. The sketch is not to scale and was
adapted from an illustration by Tara Dalton Bensen in collaboration with Jake Socha.
(b) Cross-section of a typical adult C. paradisi during glide, modified from a previous
study [105]. Geometry data and plot available under CC-BY license [51].
Direction of 
glide
Cross-sectional 
shape
Fore
A
ft
A
ft
Fore
Li
ft
Li
ft
Air 
flow
Undulation
Direction of glide
Figure 4.3: As it moves through the air, the snake undulates laterally, sending traveling
waves down the body. The body dimensions have been exaggerated for the sake of clarity
(see sketch on the right for a proportionally more accurate plan-view of the snake in flight).
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4.2.2 Previous experimental studies with cross-section models of the snake
The kinematics of gliding in the paradise tree snake are complex and various factors may
contribute to the generation of lift. It is difficult to study the unsteady aerodynamics of
the snake by incorporating simultaneously all of the elements of its natural glide. But
as with any airfoil, we expect the cross-sectional shape to play an important role in the
aerodynamics. This cross-section is thick compared to conventional airfoils, and is better
described as a lifting bluff body [37].
Miklasz et al. [75] were the first to investigate the role of the profile, using wind-tunnel
testing of stationary models resembling the snake’s cross-section. The models consisted of
segments perpendicular to the flow, with simple geometrical shapes meant to approximate
a snake’s straight portions of the body (circular pipes cut to make a semi-circular, filled,
half-filled, or empty cylindrical section). Their experiments provided measurements of lift
and drag at various angles of attack in a flow with Reynolds number 15,000. The maximum
lift (CL = 1.5) occurred at an angle of attack of 30◦ and the drag remained approximately
the same between 25◦ and 30◦, thus causing a spike in the polar plot (where the lift
coefficient is plotted against the drag coefficient). Near-maximal lift was also observed in
a wide range of angles of attack (10◦–30◦). Beyond aoa 30◦, in the post-stall region, the
lift drops gradually while the drag increases rapidly. This region is characterized by flow
separating at the leading edge, resulting in some of the flow being deflected upwards and
consequently generating a wide wake. Miklasz et al. also tested tandem models finding
that the downstream section experienced higher lift when placed below the wake of the
upstream model, at horizontal separations up to five chord lengths.
A subsequent study by Holden et al. [37] was the first to use models with an anatomically
accurate cross-section based on C. paradisi. They tested the models in a water tunnel at
Reynolds numbers in the range 3,000–15,000 and used time-resolved digital particle image
velocimetry (trdpiv) [134]. Plotting the experimental lift curves, they show a peak in lift
coefficient at aoa 35◦, with a maximum CL between 1.1 and 1.9, increasing with Reynolds
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number. For Reynolds numbers 9000 and above, the maximum CL also appeared as a
noticeable spike—about 30% higher than at any other angle of attack. In the case of drag,
at Reynolds number 7000 and below CD grows gradually until 35◦ aoa and then increases
steeply in the post-stall region. But for Reynolds 9000 and higher, the drag coefficients at
30◦ and 35◦ aoa are the same, similar to the result by Miklasz et al. High values of lift
coefficient were maintained in the range 20◦–60◦. The peak in lift at 35◦ is an unexpected
feature of the snake’s cross-section and the value CL = 1.9 is considered high for an airfoil
at this Reynolds number [103]. But gliding and flying animals have surprised researchers
before with their natural abilities and performance [2, 7].
4.3 Methods
4.3.1 Numerical approach
We use our code, cuIBM, to solve the flow around the cross-section of the snake. The
specific ibm used was the immersed boundary projection method developed by Taira &
Colonius [112].
The equations were discretized using finite differences, and the convection terms were
advanced using an explicit Adams–Bashforth time stepping scheme, and a Crank–Nicolson
scheme was used for the diffusion terms. Throughout this study, we performed direct
numerical simulations of two-dimensional, unsteady, incompressible flow over the cross-
section of the snake.
4.3.2 Set-up of the computational experiments
We used an accurate geometry of the snake cross-section, as determined by Socha [105]
and used in a previous study with physical models [37]. We discretized the flow domain
using a stretching Cartesian grid, as shown in Figure 4.4. The cross-section of the snake
was scaled such that the chord length c (defined, as in previous studies, as the maximum
width of the profile) was equal to 1. The body was placed at the center of a domain that
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spanned the region [−15, 15] × [−15, 15], a size chosen so that the velocity of the fluid
at the boundaries could be fixed to the uniform velocity of the free stream (u∞) without
affecting the solution. The value of u∞ was set to 1 in the +x-direction, and the velocities
at the inlet, top and bottom boundaries were fixed at this value. A convective boundary
condition, ∂u∂t + u∞
∂u
∂x = 0, was applied at the outlet.
The grid is uniform with cell width 0.004 in the region [−0.52, 3.48] × [−2, 2], and
exponentially stretched in the remaining region with a stretching ratio of 1.01. The total
number of cells in the entire domain is 1704×1704, providing nearly 3 million cells, with
the majority located in the area near the body.
-4 -3 -2 -1  0  1  2  3  4  5
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Figure 4.4: A portion of the grid used to simulate two-dimensional flow past the cross-
section of the snake, showing only one out of every 20 grid points, for clarity.
The Reynolds number in the simulations varied in the range 500–3000, in increments
of 500, and the angles of attack were varied in the range of 0◦–45◦ in steps of 5◦. Flows
were impulsively started, and run for a sufficiently long period of time until periodic vortex
shedding was obtained. We simulated 80 time units of the unsteady flow in each run. With
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aoa = 30◦
Mesh size h Avg. Cd ∆Cd/Cd Avg. Cl ∆Cl/Cl
1293× 1293 0.006 0.964 1.533
1704× 1704 0.004 0.967 0.3% 1.532 0.07%
aoa = 35◦
Mesh size h Avg. Cd ∆Cd/Cd Avg. Cl ∆Cl/Cl
1293× 1293 0.006 1.280 2.098
1704× 1704 0.004 1.316 2.7% 2.147 2.3%
Table 4.1: Grid-independence: Average lift and drag coefficients for flow over the cross-
section of the snake at Re = 2000 with aoa = 30◦ and 35◦, using two different grids; h
is the width of the smallest cells in the domain, in the uniform region near the immersed
boundary.
a time step of 0.0004, this required 200,000 time steps for each run. We computed the flow
over an impulsively started cylinder at Re = 3000 with these same simulation parameters
and grid, and the results matched well against past simulations [47].
We also conducted a grid-independence study by computing the flow over the cross-
section at Re = 2000 and angles of attack 30◦ and 35◦, using two different grids and
calculating the average lift and drag coefficients in each case. The primary measure of grid
refinement used is the width h of the square cells near the body, which are the smallest
cells in the grid. The grids were generated such that the aspect-ratios of the cells near
the domain boundary are nearly the same in both cases. As shown in Table 4.1, when
h is reduced from 0.006 to 0.004, we obtain a change of 0.07% in the lift coefficient at
aoa = 30◦, and a change of 2.3% in the lift coefficient at aoa = 35◦. This confirms that a
grid with h = 0.004 in our simulations produces sufficiently accurate solutions.
4.3.3 Post-processing of numerical solutions
The numerical solutions for the flow field were post-processed to obtain various physical
quantities and time-dependent flow visualizations, which we used to analyze the aero-
dynamic characteristics of the snake’s cross-section. Here, we briefly describe the post-
processing procedures:
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Lift and drag coefficients. The lift and drag forces per unit length were obtained by
integrating the immersed-boundary-method force distribution along the body. Forces were
normalized using the fluid density ρ, freestream velocity u∞, and chord length c—all having
a numerical value of 1 in the current study—to obtain the lift and drag coefficients:
Cl =
L
1
2ρu
2∞c
Cd =
D
1
2ρu
2∞c
(4.1)
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Figure 4.5: Unsteady lift coefficients for Re = 2000 flow past the cross-section of the snake
at aoa=25◦, 30◦ and 35◦.
The lift and drag coefficients oscillate due to vortex shedding in the wake (see Fig-
ure 4.5). To analyze the aerodynamic performance of the snake’s cross-section, we calcu-
lated the mean lift and drag coefficients by taking the time-average of the unsteady force
coefficients in the period of non-dimensional time t∗ = 32–64, neglecting the influence of
the initial transients (t∗ is normalized using the freestream velocity u∞ and the chord
length c).
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Vorticity. In two-dimensional flows, only one component of vorticity exists: the compo-
nent perpendicular to the plane of the flow, ωk = ∂v∂x− ∂u∂y . On our staggered Cartesian grid,
the velocity components are stored at the centers of the cell faces; we calculated vorticity
at the node points using a central-difference approximation of the velocity derivatives (see
Figure 4.6).
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Figure 4.6: Numerical calculation of the discrete vorticity.
Pressure field. Most of the force on a bluff body moving through a fluid arises from
differences in surface pressure, with frictional forces playing a minor role. Therefore, we
analyzed the pressure field to supplement our observations of the lift and drag coefficients.
The time-averaged pressure fields (and surface pressure distributions) were calculated by
taking the mean of 125 equally spaced sampling frames for pressure in the period t∗ = 32–
64. This sampling rate corresponds to about 12 frames per period of vortex shedding, a
choice made on the basis of being sufficient to capture the features of the flow.
The pressure contribution to the lift force is equal to the line integral of the pressure
along the surface of the body. This surface distribution is obtained via bilinear interpo-
lation of the pressure from grid points to locations on the body surface. However, the
immersed boundary method can produce oscillations in the flow quantities at the surface
itself. The width of the mesh cells h near the body is 0.4% of the chord length, and our
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discrete delta function for interpolating the velocity field extends to 1.5h from the surface
in each Cartesian direction. The boundary definition is therefore not sharp, and we avoided
spurious artifacts by measuring the surface pressure in the fluid at a distance of 1% of the
chord length normal to the body.
Swirling strength in the vortical wake. The vortex dynamics in the wake can provide
insight into the mechanism of lift generation. To this end, we attempted to identify the
vortices in the flow and plot their evolution. Several methods [10, 38, 41] have been
developed to objectively define and identify vortices in fluid flows. In the present work, we
make use of the swirling strength [144], denoted by λci and defined as the imaginary part of
the complex eigenvalue of the tensor ∇u. In regions of flow where no complex eigenvalues
exist, there is no rotating flow and the swirling strength is zero.
Vortex trajectories Vortex trajectories were plotted by marking the locations of the
centers of vortices at successive equally spaced instants of time. The centers of vortices are
assumed to coincide with the minima of the instantaneous pressure field, and the markers
were placed at these locations. The set of points obtained for each vortex represents its
pathline. Vortex centers can also be identified as maxima in the swirling strength field. In
the flows we studied, both methods resulted in the same vortex locations.
4.4 Results
4.4.1 Lift and Drag coefficients
The first result in this work is the characterization of the lift and drag of the snake profile.
Figure 4.7 shows curves of lift and drag coefficient versus aoa for Reynolds numbers be-
tween 500 and 3000. The lift coefficient (Cl) increases rapidly with aoa at all the Reynolds
numbers tested, from a negative lift at 0◦ to about 1.5 at 25◦ or 30◦. Beyond this value
of aoa, the lift coefficient increases more slowly, peaks, and then starts falling (stall). For
Re = 2000 and above, the value of Cl jumps to above 2 at an aoa= 35◦, the stall angle.
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(b) Drag coefficient vs. aoa.
Figure 4.7: Time-averaged force coefficients. Data sets, plotting scripts, and figures avail-
able under CC-BY [52].
The drag coefficient (Cd) increases gradually and almost linearly in the range aoa= 0–
30◦. Except for the lowest value of the Reynolds number, Re = 500, the slopes of the
Cd-versus-aoa curves increase after aoa 30◦ or 35◦, as the snake profile approaches stall.
In summary, the 2-D model of the snake’s cross-section exhibits enhanced lift at aoa
35◦, just before stall. This aoa coincides with the observations in water-tunnel experiments
by Holden and colleagues [37]. The actual values of the lift coefficient, however, are larger
in these simulations than in the experiments.
4.4.2 Vorticity of the wake
Given that the lift coefficient spikes at aoa 35◦ for the simulations with Re = 2000 and
higher, we generated visualizations of the vortical wakes at both Re = 1000 and 2000 and
searched for any differences. The results are presented in Figure 4.8, where the frames
in the left column correspond to Re = 1000, and the frames in the right column are for
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(a) Re=1000, aoa=30◦
vortex splitting
(b) Re=2000, aoa=30◦
(c) Re=1000, aoa=35◦ (d) Re=2000, aoa=35◦
(e) Re=1000, aoa=40◦ (f) Re=2000, aoa=40◦
Figure 4.8: Vorticity field in the wake of the snake profile at Reynolds numbers 1000 and
2000, for angles of attack 30◦, 35◦ and 40◦. The colors saturate at values of ±15. A video
showing animations of these wakes is available online [48].
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Re = 2000, in both cases for aoa= {30◦, 35◦, 40◦}. (Animations of these visualizations are
available online as supplementary materials [48].)
The wake at Re = 1000 is a classical von Ka´rma´n vortex street at the lower values
of aoa: alternate clockwise (blue) and counter-clockwise (red) vortices are shed to form
a street, which is slightly deflected downwards. At aoa 40◦, the wake is different. The
separation point of the vortices on the dorsal surface has moved towards the leading edge
and larger vortices are formed in the region behind the body, with longer formation times.
Some vortices form dipole pairs that are deflected upwards, giving rise to a much wider
wake (Figure 4.8e). Associated with this wake behavior, the drag curve shows an increase
in slope and the lift coefficient drops (Figure 4.7).
The vortices produced in the wake at Re = 2000 are stronger and more compact, as
expected. In addition, three different wake patterns appear across angles of attack: for
aoa 30◦ and below, for 35◦, and for aoa 40◦ and above. At aoa 30◦, the dorsal vortex
(blue) interacts with the trailing=edge vortex and is strained to the point that it is split
in two (Figure 4.8b). This gives rise to a wake pattern known as S + P , for ‘single’ and
‘pair’: a street of single vortices at the top and dipoles at the bottom (or vice versa). At
aoa 35◦, the dorsal vortex is stronger and it separates closer to the leading edge. The
strain field of the trailing-edge vortex in this case is not strong enough to split the dorsal
vortex, and the resulting wake is a classical von Ka´rma´n vortex street. It differs from that
of the lower Reynolds number, Re = 1000, by showing almost no deflection and consisting
of stronger vortices that are more tightly close together (Figure 4.8d). Finally, at angles
of attack 40◦ and higher, the wake is similar to the Re = 1000 case, with large vortex
pairs deflected upwards and smaller vortices deflected downwards. There are more evident
shear-layer instabilities—with higher-frequency vortices appearing in the unstable shear
layers—which were not seen at Re = 1000.
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(a) Re=1000, aoa=30◦
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(b) Re=2000, aoa=30◦
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(c) Re=1000, aoa=35◦
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Figure 4.9: Average pressure field of flow over the snake profile at Re = 1000 and 2000 for
angles of attack 30◦, 35◦ and 40◦. The average was calculated by taking the mean of the
pressure fields at 125 equally spaced time frames in the period t∗ = 32–64.
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4.4.3 Time-averaged pressure field
The visualization of time-averaged pressure fields is another tool for characterizing the
vortex wakes. Regions of intense vorticity are seen as areas of lower pressure, and thus
the main path of the von Ka´rma´n vortices becomes visible. Figure 4.9 shows the average
pressure field for the flows at Re = 1000 and 2000. The slight downwards deflection of
the flow at the cases with lower Reynolds number and lower aoa is evident, and the wake
at Re = 2000 and aoa= 35◦ tracks a tight and straight path downstream. The wakes at
aoa 40◦ show two low-pressure tracks in the average pressure field: one corresponding to
the large dipoles that are deflected upwards and the other corresponding to the smaller
vortices deflected downwards.
4.4.4 Trajectories of vortex cores
The paths of vortices in the flow can provide a picture of how the vortices interact with
the body and each other to produce lift. Figure 4.10 shows the trajectories of the centers
of the vortices in the flow for angles of attack 30◦ and 35◦ at Reynolds numbers 1000 and
2000. At Re = 1000, the paths traced by the vortices at the two angles of attack are
similar to each other. But at Re = 2000, there is a marked difference. At aoa = 30◦,
the newly forming trailing-edge vortex stretches and splits the vortex formed on the dorsal
side. The trajectories of the split vortices are seen by the two tracks with blue circles in
Figure 4.10c. At aoa = 35◦, we can see that the dorsal vortex is formed nearer to the fore
of the cross-section and follows a trajectory that stays closer to the body compared to the
case at aoa = 30◦. The dorsal vortex is also stronger and does not split when it interacts
with the trailing-edge vortex.
4.4.5 Averaged surface pressure
The majority of the force experienced by a bluff body in a fluid flow is due to differences in
the pressure along the surface of the body. The time-averaged surface pressure distribution
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Figure 4.10: Pathlines of the centers of the coherent vortices in the wake. Clockwise vortices
have been represented by blue dots and counter-clockwise vortices by red dots. Points of
the same darkness and size represent the positions of the vortices at the same instant in
time. Consecutive points are separated by the same periods of time (0.256 units). More
than one point with the same color indicates the presence of more than one vortex at that
instant. Note that the dorsal vortex stays closer to the body for a longer period of time at
aoa 35◦ and Re = 2000.
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Figure 4.11: Time-averaged surface pressure distributions on the snake profile at various
angles of attack for flows with Re = 1000 and 2000. Pressure is plotted against the x-
coordinate of the surface locations, so the area enclosed by each loop gives the pressure
contribution to the lift force acting on the body. The top portion of the graph represents
the pressure distribution on the ventral surface and the bottom portion of the graphs
represent the pressure distributions on the dorsal surface (higher pressure must exist on
the ventral surface for lift to be generated). See Figure 13 for orientation of the pressure
fields relative to the cross-section. Data sets, plotting scripts and figures available online
under CC-BY [53].
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is therefore directly related to the average lift and drag experienced by the body. Figure 4.11
shows the surface distribution of the average pressure acting on the body at Re = 1000 and
2000 and at different angles of attacks before the stall regime. These have been plotted
against the x-coordinate of the corresponding surface points so that the area under the
graph gives the pressure contribution to the lift on the body. As expected, the leading-
edge suction increases with an increase in angle of attack, associated with greater lift
production. But in addition, there is an extended region of low pressure over the rear part
of the dorsal surface at aoa 35◦ (Figure 4.11b). This is observed only at Re = 2000, and
the sudden pressure drop in this region is associated with the spike in the lift coefficient at
this angle of attack.
4.4.6 Swirling strength in the wake
The swirling strength of the flow field identifies the regions of the flow that contain coherent
vortical structures, as opposed to regions of vorticity that are dominated by shear [144].
Figure 4.12 shows the contours of swirling strength at Re = 2000, at instants when the
unsteady lift coefficient is maximum (first four frames) and minimum (last two frames).
The corresponding surface pressure distribution at these instants is also shown in each
frame. Note that only the leading-edge suction changes up to aoa 30◦. But at aoa = 35◦,
there is a decrease in the pressure along the whole dorsal surface, which is associated with
a marked increase in the lift coefficient. At the instants of both maximum and minimum
unsteady lift, strong vortices decrease pressure on a large portion of the dorsal surface.
These features contribute to the observed enhanced time-averaged lift at aoa = 35◦.
4.4.7 Near-body vorticity
The swirling strength helps to identify regions of vorticity that correspond to rotating flow,
rather than strain-dominated regions. But we cannot identify the sign of vorticity, so we
do not recognize primary vs. secondary vortices in these plots. To examine near-body
features, we plotted the contours of vorticity in the region close to the body. Figures 4.13
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Figure 4.12: Re = 2000: Contours of the swirling strength of the flow at times of maximum
(a–d) and minimum (e–f) lift, for various angles of attack. The maximum value of swirling
strength in the dorsal vortex at the point of maximum lift is 10.7 at aoa = 30◦, and 14.3
at aoa = 35◦. The corresponding pressure distribution along the surface is also shown,
along with the distribution at the previous angle of attack for comparison.
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(a) t∗ = 44.544
(b) t∗ = 45.568
(c) t∗ = 46.592
Figure 4.13: Re = 1000, aoa 30◦: Vortic-
ity contours from -25 to +25 in steps of 2.
Contour lines of negative values of vortic-
ity are blue and the contours of positive
values are red.
(a) t∗ = 44.288
(b) t∗ = 45.312
(c) t∗ = 46.336
Figure 4.14: Re = 2000, aoa 30◦: Vortic-
ity contours from -25 to +25 in steps of 2.
Contour lines of negative values of vortic-
ity are blue and the contours of positive
values are red.
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(a) t∗ = 43.52 (b) t∗ = 44.032
(c) t∗ = 44.544 (d) t∗ = 45.056
(e) t∗ = 45.568 (f) t∗ = 46.08
Figure 4.15: Re = 2000, aoa 35◦: Vorticity contours from -25 to +25 in steps of 2. Contour
lines of negative values of vorticity are blue and the contours of positive values are red.
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and 4.14 consist of three frames showing the vorticity plots of the flow at different points
within one cycle of vortex shedding for flows at Re = 1000 and Re = 2000, respectively,
when the angle of attack is 30◦. Because the case with aoa = 35◦ and Re = 2000 is of
interest to us and we would like to examine it more carefully, Figure 4.15 shows six frames
of vorticity contours of this flow from one cycle of shedding. These were plotted during the
times when periodic vortex shedding had been established. A detailed description of the
flow features and their effect on the force coefficients is saved for the following section.
4.5 Discussion
The first question that we aimed to answer with this study was whether an enhanced lift
at a specific angle of attack would also appear in two-dimensional simulations of the flow
around the cross-section of the snake, as it does in the experiments. Our results show a
pronounced peak in lift at angle of attack 35◦ for Reynolds numbers 2000 and beyond. This
Reynolds number at which the observed switch occurs is lower than in the two previous
experimental studies, [75, 37] but the angle of attack at which the peak appears is the same
in the simulations and the experiments.
The snake’s cross-section acts like a lifting bluff body, hence the pressure component
accounts for most of the force acting on the body, with viscosity contributions being small.
Figure 4.11 shows the time-averaged pressure distribution along the surface of the body
for flows with Reynolds numbers 1000 and 2000. The plots show an increased suction all
along the dorsal surface of the snake for the case when aoa = 35◦ and Re = 2000, which
accounts for the enhanced lift. To more fully explain the mechanism of lift enhancement,
it is necessary to consider the unsteady flow field.
We compared the development of the vorticity in the wake of the cross-section of the
snake with that of a two-dimensional circular cylinder. Koumoutsakos and Leonard [46]
studied the incompressible flow field of an impulsively started two-dimensional circular
cylinder. They analyzed how the evolution of vorticity affected the drag coefficient at
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Figure 4.16: A summary of the major features found in the near-body wake.
various Reynolds numbers between 40 and 9500, arriving at a description of the role of
secondary vorticity and its interaction with the separating shear layer. Here, we present a
similar analysis for the flow over the snake’s cross-section at Reynolds numbers 1000 and
2000—the lift curve of the latter exhibits the spike at aoa = 35◦ and the former does not.
Figure 4.16 shows a sketch of the near-wake region, indicating the terms that we will use
to describe the flow.
Figure 4.13 shows that at Re = 1000 and aoa 30◦, the primary vortex generated on
the dorsal side of the body induces a region of secondary vorticity. The boundary layer
feeding the primary vortex at this Reynolds number is thick and the secondary vorticity
is relatively weak. The primary vortex generated at the trailing edge interacts with the
dorsal primary vortex, straining it and weakening it. A similar flow pattern is observed at
aoa = 35◦ for this Reynolds number (not shown).
At the higher Reynolds number of 2000, the vortices are stronger and more compact, as
expected. But the flow fields at angles of attack 30◦ and 35◦ are qualitatively different from
each other. At aoa = 30◦, the trailing-edge vortex is strong enough to weaken, stretch,
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and split the dorsal primary vortex into two (see Figure 4.8b), resulting in a wake that
consists of single vortices on top and pairs of vortices at the bottom of the vortex street.
This wake pattern appears at this Reynolds number for angles of attack 30◦ and lower. But
at aoa = 35◦, the stronger vortex on the dorsal side induces a stronger secondary vorticity
(Figure 4.15a). The vortices along the dorsal surface are associated with an enhanced
suction all along the upper side of the body, as seen in Figure 4.11b. As the secondary
vorticity infiltrates the primary vortex, a new second vortex of negative sign is formed by
the shear layer on the dorsal surface (Figures 4.15b and 4.15c). The shear layer on the
dorsal side separates near the leading edge, as evidenced by the positive vorticity near the
surface in Figures 4.15c and 4.15d. The separated shear layer does not stall, but instead
rolls up into the new vortex of negative sign due to the influence of the secondary vortex.
This new second vortex forms a dipole with the secondary vorticity (Figure 4.15c) and the
vortices are pushed towards the profile’s surface. As the primary vortex convects away from
the body, the secondary vorticity weakens (Figure 4.15d) and the second vortex formed due
to the separated shear layer initiates a new primary vortex (Figure 4.15e) that remains close
to the body and contributes to the enhanced suction on the dorsal surface. The trajectory
plots in Figure 4.10 show that the dorsal primary vortex for the case when Re = 2000 and
aoa = 35◦ indeed forms and remains closer to the body surface as compared to the other
cases.
The swirling strength plots at Re = 2000 (Figure 4.12) are also consistent with these
interpretations. At the instant when lift is minimum, the flow remains attached at the
leading edge for the case when aoa = 30◦, but is separated when aoa = 35◦. Regions of
high swirling strength correspond to regions of low pressure in the flow, as on the front
half of the dorsal surface. At the instant of maximum instantaneous lift, when aoa = 35◦
swirling strength is higher at the locations of the secondary vorticity and of the new second
vortex, associated with a lowering of pressure across the dorsal surface and not just at the
leading edge. Both the minima and maxima of the instantaneous lift increase sharply at
aoa = 35◦ (see Figure 4.5).
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One phenomenon that occurs at this range of Reynolds number for flows over bluff
bodies is the instability of the shear layer. For circular cylinders, Kelvin–Helmholtz in-
stability of the shear layers is observed for flows with Reynolds numbers approximately
1200 and higher [97]. This is a two-dimensional phenomenon, and causes an increase in
the 2-D Reynolds stresses, and subsequently increases base suction [135]. For the snake’s
cross-section at Re = 2000 and aoa = 35◦, the separated shear layer on the dorsal side
is also subject to this instability and can form small-scale vortices that eventually merge
into the primary vortices. This could explain why the vortices are stronger and remain
closer to the body. At lower angles of attack, the boundary layer is attached to the body
and the instability is not manifested, which implies a reduced value of base suction, and
subsequently lift and drag.
As mentioned at the beginning of this section, the enhanced lift occurs at the same angle
of attack in previous experiments with the cross-section of the snake, but in a different
range of Reynolds number. This difference reflects the limitations of our study, which
only computes two-dimensional flow. Experiments with bluff bodies show that beyond
a certain Reynolds number (∼ 190 for circular cylinders), three-dimensional instabilities
produce steam-wise vortices in the wake [135]. The formation and effect of these vortices
are more pronounced for bluff bodies—they increase the Reynolds stresses in the wake
of the cylinder, and wake vortices are formed further from the body surface, causing a
decrease in the base suction when compared to two-dimensional simulations of the same
flow [78]. Hence, 2-D simulations overestimate the unsteady lift and drag forces. This is
also observed in our computed values of lift and drag for the snake model when compared
to the experiments of Holden et al. [37]. Taking these facts into account, the simulations
we report here can be considered a reduced model, one whose utility we could not assert
a priori. It is perhaps a surprising result that a peak in lift is in fact obtained in the 2-D
simulations, as observed in the experiments. We surmise that the discrepancy in Reynolds
number range where the enhanced lift appears can be ascribed to 3-D disturbances, which
inhibit the mechanism responsible for the peak in lift, so that it can only manifest itself at
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higher Reynolds number when the wake vortices are stronger and more compact.
A flying snake in the field exhibits complex three-dimensional motions and a number
of other factors could affect its aerodynamics, some of which we briefly list here. The
finite size of the sections generating lift means that wingtip vortices will be generated,
causing a decrease in lift and an increase in drag. The S-shape of the snake in the air
suggests that multiple segments of the snake body can generate lift simultaneously, and
the wake of the section furthest upstream could have an effect on the downstream sections.
A preliminary result by Miklasz et al. [75] with two tandem models whose cross-sections
approximated the snake geometry found that the value of the lift-to-drag ratio of the
downstream section could increase by as much as 54%, depending on its position in the
wake. The undulatory motion of the snake in the air means that the body also moves
laterally in addition to moving forward along the glide path. The sideways motion may
generate spanwise flow, which has been known to stabilize leading-edge vortices [17] and
increase the lift on the body. Another mechanism that we do not know if the snake makes
use of is thrust generation due to heaving or pitching motions of its body [25]. Fluid-
structure interactions could also be present.
Without discounting the limitations of two-dimensional models, we have sought to
characterize the wake mechanism that could explain the lift enhancement on the snake’s
cross-section in this work. The results give insight into the vortex structures that are
involved in this mechanism and suggest new directions to interrogate the flow in three-
dimensional studies. These constitute future work that we aim to carry out once the
appropriate extensions to the code have been completed.
Chapter 5
PetIBM
We realized the need for a three-dimensional flow solver to simulate more complex and
physically interesting flows. While the two-dimensional analysis in the previous chapter
provided some preliminary insight into the aerodynamics of the flying snake, it captured
only a small portion of the overall physics of the flying snake. To achieve our eventual
goal of being able to explain the aerodynamics of the paradise tree snake during a realistic
glide, we must simulate the flow in three dimensions.
To this end, we began work on a parallel 3-D code called PetIBM. Immersed boundary
methods make it simpler to handle the complex geometry and undulating motion of the
snake, and seem like a good choice for such a problem. 3-D flows require us to use much
larger grids to accommodate the extra dimension, and this necessitated the development
of a code that could run in parallel.
PetIBM has been written using the PETSc library [4], which provides efficient data
structures and routines to numerically solve partial differential equations. We have followed
the same basic framework as cuIBM, i.e. we have used the projection method as the basis
of our code. We have also made the input files compatible with both codes. The entire
code has been released under an MIT License, and is available for download from the
version-controlled repository hosted on Github [49].
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5.1 Validation
5.1.1 Flow over a sphere
We simulated the flow over a sphere at Reynolds numbers 50, 100, 150 and 200. For these
values, the flow eventually reaches a steady state, and we compared the values of the steady
drag coefficient to those of the experiments by Roos and Willmarth [99].
Figure 5.1: Flow over a sphere at Re = 100. The +1 and −1 contours of ωz are shown,
along with streamlines.
The flow was solved in a domain of size [−10, 20]× [−10, 10]× [−10, 10], with a sphere of
diameter 1 situated at the origin. The region [−1, 5]×[−1, 1]×[−1.1] was discretized using a
uniform grid with cell width 0.02, and the remaining parts consisted of an exponential grid
with stretching ratio 1.03. The freestream velocity was set as 1, and Dirichlet boundary
conditions were used on all boundaries except the outlet, where a convective boundary
condition was used. The total size of the mesh was 496× 280× 280. A time step of 0.005
was used, and the solutions of the linear systems were computed up to a relative tolerance
of 10−6.
Figure 5.1 shows a snapshot of the the flow field for flow over a sphere at Reynolds num-
ber 100. The drag coefficients obtained using PetIBM are compared against experimental
results in Figure 5.2, and we can see that they match well.
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Figure 5.2: Steady-state drag coefficients at various Reynolds numbers for flow over a
sphere.
5.1.2 Flow over a flat plate
We also solved the flow over a flat plate at Re = 100. We chose the same case as Taira &
Colonius [113], as they had performed experiments to compare against. They place a flat
plate with aspect ratio 2 in an external flow at various angles of attack. They simulated
the flow for sufficient time, and obtained the steady-state force coefficients.
The size of the domain was [−10, 20] × [−15, 15] × [−15, 15]. The region [−1, 5] ×
[−1.5, 1.5]× [−1.5, 1.5] was divided into a uniform grid with cell size 0.02, and the rest of
the domain was meshed using exponential grids with a stretching ratio of 1.04 in the y
and z directions, and ratios of 1.03 behind the body in the x-direction and 1.07 in front of
the body. The body was of size 2× 1, with its center coinciding with the origin, and was
placed in a uniform flow with freestream velocity (1, 0, 0). The time was incremented in
steps of 0.005, and the linear systems were solved up to a relative tolerance of 10−6.
The results of the simulations for different angles of attack are shown in Figures 5.3
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Figure 5.3: Lift coefficients for flow over a flat plate with aspect ratio 2 at Reynolds number
100.
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Figure 5.4: Lift coefficients for flow over a flat plate with aspect ratio 2 at Reynolds number
100.
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and 5.4. The force coefficients agree well with the experimental results at lower angles of
attack, but show more deviation at higher angles of attack. In our simulations, we observed
that the forces on the body were unsteady for angles of attack 50◦ and higher. It is possible
that the flow had not fully developed before the measurements were made.
(a) t = 5
(b) t = 10
Figure 5.5: +3 contour of the Q-criterion
for flow over a flat plate with aspect ratio
2 at Reynolds number 300.
(a) t = 5
(b) t = 10
Figure 5.6: +3 contour of the Q-criterion
for flow over a flat plate with aspect ratio
4 at Reynolds number 300.
We also computed the unsteady flows at Reynolds number 300 over two flat plates of
aspect ratios 2 and 4. The +3 contours of the Q-criterion for the flows at times t = 5 and
t = 10 are shown in Figures 5.5 and 5.6. These resemble the flow fields for the same cases
computed by Taira & Colonius [113].
5.2 Proof-of-concept snake simulations
Since our aim is to be able to simulate the three-dimensional flow physics of a gliding
snake, we attempted to solve similar simple flows. We present here snapshots from such
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simulations that were run using PetIBM.
Figure 5.7: Flow over an infinitely long body with the same cross section as that of the
Chrysopelea paradisi. The domain is periodic in the z-direction, which is along the axis
of the body. The red and blue contours are of the z-component of vorticity, and the grey
contours are of the x-component.
Figure 5.8 shows the vorticity contours of the flow over an infinitely long body that has
a cross-section in the shape of the Chrysopelea paradisi during its glide phase. Real flows
over nominally two-dimensional shapes are subject to three-dimensional instabilities, and
streamwise vortices can appear in the flow (as seen in the figure).
Figures 5.7 show the contours of the Q-criterion for flow over a flat body that is in the
shape of a snake undulating through the air, and at an angle of attack of 20◦. The flow is
quite complex, with vortices shed at different portions of the body interacting with each
other downstream, and wingtip vortices present at the sides.
With the addition of a turbulence model, and by prescribing the motion of the body,
we can move towards a complete and realistic simulation of the paradise tree snake.
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(a) Isometric view
(b) Top view
Figure 5.8: Contours of the Q-criterion for flow over a flat body that is similar in shape to
a flying snake in mid-air.
Chapter 6
Analysis of the Direct Forcing Method: Part I
6.1 Introduction
Thus far, we have described the numerical details of the immersed boundary projection
method, and have written codes and studied fluid flows using this method. We have also
mentioned how the projection method as an approximate block-LU decomposition can be
thought of as a general framework for various types of immersed boundary methods.
Formulating an immersed boundary method within this framework has many advan-
tages. We first begin by fully discretizing the governing equations. This allows us to
incorporate any type of boundary condition (whether on the velocities or the fluid stresses)
into the discretized equations. Previously, when the intermediate velocity was introduced
to split the semi-discrete governing equations, we needed to determine the boundary con-
ditions on the unphysical quantity u∗. This is neither obvious nor straightforward. The
same goes with the pressure φ. By interpreting the fractional step method as an approx-
imate block LU decomposition, we remove ambiguities in the numerical formulation, and
also make it easier to analyze—e.g. the first-order temporal accuracy of the fractional step
method is made explicit.
In this chapter, we will apply the above idea in the context of the direct forcing method,
which was discussed in Section 1.2.2. The direct forcing method is a popular type of ibm,
and can be convenient to use for certain types of flows—such as those with stationary
bodies, or when wall models need to be applied for turbulent flows. Direct forcing methods
are also thought to be more accurate, as they represent the solid boundary using a sharp
122
interface. Reformulating the direct forcing method by starting with the fully-discretized
governing equations allows us to analyze it better, and implement it in cuIBM.
6.1.1 The Eulerian Direct Forcing method
We shall now briefly describe the direct forcing method as it was first introduced by Fadlun
et al. [18]. They begin with the already time-split equations for the fractional step method
as it is traditionally written, and add a forcing term f to the first equation where the
intermediate velocity is calculated:
u∗ − un
∆t
= −(un ·∇)un −∇pn + ν∇2u∗ + f (6.1a)
∇2φ = 1
∆t
∇ · u∗ (6.1b)
un+1 = u∗ −∆t∇φ (6.1c)
pn+1 = pn + φ (6.1d)
The forcing is performed only at locations near the solid-fluid interface. The magnitude of
the force f is chosen such that the intermediate velocity u∗ satisfies the no-slip condition
on the immersed boundary. Fadlun et al. describe how they evaluate the forcing term at
each grid point in their paper [18].
The primary drawback of this formulation is the ad hoc addition of the force to frac-
tional step method. By adding the forcing term directly to the equation that computes
the intermediate velocity, they only ensure that the no-slip condition is satisfied by the
intermediate velocity, and do not analyze how the addition of the force affects the Poisson
equation for the pressure in the fluid.
And because the force is directly added to the equations that are set up on the Eulerian
grid, it acts at specific points on the computational mesh near the immersed boundary
(and is zero everywhere else), and there is no clear relation to the traditional singular force
distribution used in immersed boundary methods, that is defined on the continuum by the
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Figure 6.1: A 2-D staggered Cartesian grid. Velocities u and v are computed at the cell
faces, and pressures φ are computed at the cell centers.
expression
∫
f(ξ)δ(x− ξ)dξ.
Kim et al. [44] have also pointed out that this method cannot conserve mass in the fluid,
as the forcing might produce a velocity distribution that does not satisfy the continuity
equation near the immersed boundaries.
Apart from these, there is also the usual issue with the traditional fractional step
method: we are required to figure out the boundary conditions for the intermediate velocity
u∗ and the pressure correction φ, not only at the flow domain boundaries but also at the
immersed boundaries. The method used by Fadlun et al. makes the intermediate velocity
u∗ satisfy the no-slip condition, and solves the Poisson equation for the pressure throughout
the entire domain without any special treatment at the immersed boundary.
In the following sections, we will look at how we can overcome some of these issues by
using the framework of a block LU decomposition for the direct forcing method.
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6.2 Fully-discrete Direct Forcing method
In this section, we will explain how to derive a fractional step formulation of the direct
forcing immersed boundary method from first principles. We use the fully discretized
Navier–Stokes equations on a staggered Cartesian grid (Figure 6.1) as our starting point.
We already discussed the specifics of the finite-difference discretization in the previous
chapter. Here, we will provide details about the additional changes that are associated
with an Eulerian direct forcing immersed boundary formulation.
6.2.1 Governing equations
As with other immersed boundary methods, a forcing term is added to the Navier–Stokes
equations to ensure the no-slip condition near the immersed boundary:
∂u
∂t
+ (u ·∇)u = −∇p+ ν∇2u + f (6.2a)
∇ · u = 0 (6.2b)
The forcing term is non-zero only near the solid-fluid interface. In many immersed bound-
ary methods [88, 100, 122, 112], the force is calculated at the Lagrangian points that
describe the body surface, and then spread to the grid. But here, the forcing is applied
directly at the velocity grid nodes near the immersed boundary. To facilitate this, we first
need to identify points on the grid that are near the immersed boundary, and propose a
way by which the force at that location can be calculated.
We can discretize Equation (6.2) using an explicit Euler method for the convection
terms and an implicit Euler method for the diffusion terms:
un+1 − un
∆t
+ H(un) = −∇(φ) + νD(un+1) + f (6.3a)
Div(un+1) = 0 (6.3b)
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Here, φ represents the discrete pressure, which is also calculated implicitly.
Our discussion henceforth will assume a two-dimensional flow, but it can easily be
generalized to three dimensions.
6.2.2 Body discretization
Figure 6.2: A circular immersed boundary in a Cartesian mesh. The figure shows the points
outside the body and nearest to it, where the forcing is applied/interpolation is performed.
White diamonds show the locations where the x-momentum equation is discretized, and
black diamonds show where the y-momentum equation is discretized.
In two-dimensional computations, a solid body is usually described by a finite set of
ordered points along its boundary which form a closed loop. The entire flow domain is
discretized using a staggered Cartesian grid, and our objective is to locate all the velocity
nodes near the boundary. Specifically, we choose points on the grid that are nearest to the
immersed boundary and in the fluid region.
Figure 6.2 shows a circular body in a rectangular domain, and the locations of the
grid points where the forcing is applied. The white diamonds represent nodes where the
forcing is applied to the x-component of the momentum equation, and the black diamonds
are for the y-component. These correspond to points on the staggered grid where u and
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Figure 6.3: This figure shows all the points around a circular immersed boundary where the
x-component of velocity is interpolated/forcing is applied. For a first-order interpolation,
the velocity at the forcing point is the same as the velocity of the boundary near it, i.e.
uj = UB.
v respectively are stored. The points can be identified and tagged using a ray-tracing
algorithm [86].
The force f at these points must be chosen so that the no-slip condition is satisfied at
the location of the immersed boundary at time step n + 1. The forcing is applied to all
components of the momentum equation, i.e. on both the u and the v grids.
6.2.3 Applying the no-slip condition
Specifying the boundary conditions would be straighforward if the immersed boundary
passed through or coincided with the velocity nodes on the grid. But this is almost never
the case, and instead we need to prescribe strategies to deal with complex geometries.
Having identified all the points on the grid that are nearest to the immersed boundary,
the simplest strategy to apply the no-slip condition would be to assign the velocity of the
body to the node nearest to it. For the system shown in Figure 6.3, we must choose the
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forcing such that the velocity uj at time step n+ 1 is given by:
un+1j = U
n+1
B (6.4)
where UB is the velocity of the body surface. This is done at all the u-nodes marked with
white diamonds in Figure 6.3. And a similar procedure is followed for all the nodes where v
is computed (not shown in the figure). This results in a jagged staircase-like representation
of the body surface. The interpolation used is a direct assignment of the boundary velocity
at the nearest grid point, which makes it first-order accurate in space.
uj
uj+1
UB
Figure 6.4: This figure shows all the points around a circular immersed boundary where the
x-component of velocity is interpolated/forcing is applied. For a second-order interpolation,
the velocity at the forcing point is calculated as a linear interpolation between the velocity
of the body and the velocity at the next grid point away from the body in the fluid, i.e.
uj = ξuj+1+(1−ξ)UB, where ξ is an interpolation parameter that depends on the distances
between the three points.
For better accuracy, we can perform a linear interpolation between the velocity on the
boundary and the velocity at a point in the fluid. This is shown in Figure 6.4. The value
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of uj is obtained as a linear interpolation between the values uj+1 and UB:
un+1j = ξu
n+1
j+1 + (1− ξ)Un+1B (6.5)
We note here that the interpolation is performed along a gridline that is parallel to the
y-axis, and UB is the velocity of the body surface at the location where it is intersected
by the gridline. The direction of interpolation chosen is arbitrary, and is always along a
gridline.
A
B
C
Figure 6.5: Direction of interpolation.
Considering that we choose to interpolate only along gridlines, the points that we choose
for the purpose of interpolation are unambiguous at locations A and C in Figure 6.5. But
at location B, we have the choice of interpolating along the x or the y directions. When
such a situation arises, we have taken the arbitrary decision to give precedence to the
x-direction when interpolating the u values, and the y-direction when interpolating the v
values.
Some have chosen to resolve the ambiguity by changing the type of interpolation stencil
used. Balaras [3] performed the interpolation along a line that passed through the forcing
node and was normal to the immersed boundary. Yang & Balaras [139] chose three points—
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one on the body where a normal dropped from the forcing node intersected it, and two
other grid nodes—which formed a triangle that contained the forcing node, and performed
a planar interpolation using the velocity values at the vertices of the triangle. We perform
the interpolation along the gridlines, as was done by Fadlun et al. [18], and resolve the
ambiguity as described in the preceding paragraph.
Now that we have prescribed how the boundary condition must be enforced in a non-
conforming grid, we can compute how much force f must be applied to the momentum
equation so that the resulting velocity field satisfies the preceding interpolation relations.
6.2.4 Momentum equation
In the previous chapter, we had already discussed how the momentum equation is dis-
cretized. The only difference in the case of the direct forcing method is the evaluation of
the force f at the nodes near the boundary (Figure 6.2). At all points other than these
forcing nodes, f is zero.
As mentioned in the previous section, we would like to choose a value of f such that the
interpolation relations near the boundary are satisfied, and therefore the no-slip condition.
Keep in mind that we are now working with discretized equations in an Eulerian framework,
and are adding a forcing term directly to the discrete momentum equations.
Let us first consider the simple case of when the immersed boundary coincides with
a grid point. At the forcing node (which, in this case, will lie on the boundary), the
momentum equation can be written as:
un+1 − un
∆t
= RHS + f (6.6)
and we need to calculate f such that un+1 = Un+1B . This gives us an expression for f :
f =
Un+1B − un
∆t
−RHS (6.7)
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We can plug this value of f into the momentum equation to calculate the velocity at the
next time step, and this will result in the value UB because that is the velocity value we
used to calculate f in the first place. Hence, the momentum equation at the forcing point
simply reduces to:
un+1 = Un+1B (6.4)
In the case of a second-order linear interpolation from the immersed boundary to the
grid, the above procedure will hold. But instead of replacing un+1j with U
n+1
B , we will
replace it with the interpolated value ξun+1j+1 + (1− ξ)Un+1B . The equation at that point in
turn becomes:
un+1j = ξu
n+1
j+1 + (1− ξ)Un+1B (6.5)
Hence, in the context of an Eulerian direct forcing method, we see that calculating
the forcing term is unnecessary, and the end result is merely an interpolation at the grid
points near the immersed boundary. The Navier–Stokes momentum equations are solved
at all points in the domain except the grid points nearest to the boundary, where the
velocity values are interpolated. The equations could have been written down without the
introduction of a forcing term, but this was probably done for historical reasons.
When we write down the entire set of equations at every velocity node in the domain,
most of them will resemble the discrete momentum equation of the Navier–Stokes equa-
tions:
un+1 − un
∆t
+ H(un) = −∇(φ) + D(un+1) (6.8)
But some of them will resemble Equations (6.4) or (6.5), depending on the type of inter-
polation used.
This set of equations can also be written in a matrix-vector form, as shown in Sec-
tion 2.3.1:
Aˆun+1 + Gˆφ = rˆn + bˆc1 (2.55)
The difference here is that some of the rows of Aˆ that contain the implicit diffusion terms
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will now be replaced by interpolation relations such as Equation (6.5). These will be
the discrete equations at the locations of the nodes near the boundary. Note that these
equations do not contain any pressure terms, and so the corresponding rows in matrix Gˆ
will be empty.
We would still like matrix Aˆ to be of the form I∆t − Lˆ. So we divide Equation (6.5)
throughout by ∆t and rearrange the terms to obtain:
un+1j
∆t
− ξ u
n+1
j+1
∆t
= (1− ξ)U
n+1
B
∆t
(6.9)
This allows us to use the same matrix as before for the first-order approximation of the
inverse of Aˆ, i.e. Aˆ−1 ≈ Bˆ1 = I∆t. The matrix Lˆ consists of the coefficients of the implicit
diffusion terms in most rows, and the coefficients of the interpolation divided by ∆t in rows
that correspond to the points near the boundary.
6.2.5 Continuity equation
To discretize the continuity equation, we consider mass conservation in each cell of the
domain. The sum of the fluxes entering the cell must be equal to the sum of the fluxes
exiting it. In rectangle ABCD in Figure 6.6, this is given by:
u2∆y + v2∆x− u1∆y − v1∆x = 0 (6.10)
However, this expression is not valid for cells through which the boundary passes. We
follow the procedure outlined by Kim et al. [44] to obtain the discrete continuity equation at
cells near the boundary. Kim et al. [44] explained how the forcing technique introduced by
Fadlun et al. [18] would not conserve mass near the immersed boundary. They introduced
a term to the continuity equation that acts as a mass source or sink, which has the effect of
neglecting the fluxes through the cell walls that contain the forcing nodes. This is analogous
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Figure 6.6: Mass conservation for cells in the fluid (e.g. ABDC) and cells containing
the immersed boundary (e.g. EFAG). In cell ABCD, the fluxes through every face are
considered for mass balance. In cell EFAG (and adjacent cells), only the fluxes through
the faces where no interpolation is performed are considered for mass balance, viz. the
fluxes though EF and EM .
to the way a force is applied to the momentum equation to ensure the no-slip condition.
Here again, we would like to comment that this excursion is unnecessary, and the actual
relation that will be used when solving the equations is the continuity relation applied to
cell EFAG in Figure 6.6 after neglecting the fluxes due to u4 and v4, which gives us:
− u3∆y − v3∆x = 0 (6.11)
The influence of segments GM and LF is neglected. A more accurate treatment than this
will require the usage of cut-cell methods such as those described by Ye et al. [142].
As mentioned by Kim et al. [44], the presence of a mass source in EFAG needs to be
cancelled out by sinks in adjacent cells to maintain overall conservation of mass. The fluxes
through segments FA and AG are ignored in the continuity equation for cell EFAG, and
hence the same fluxes need to be ignored in adjoining cells FPBA and GACQ to ensure
overall mass conservation. In general, fluxes through the faces containing the nodes at
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which the velocity is calculated by interpolation are ignored.
As in Section 2.3.2, we can write the system of equations for mass-conservation as:
Dˆun+1 = bˆc2 (2.58)
Since the fluxes through the forcing nodes are ignored, the columns of Dˆ that correspond
to those nodes are empty. We note here that the empty columns of matrix Dˆ correspond
to the empty rows of matrix Gˆ, and they can both be rescaled to obtain matrices that are
transposes of each other (as was done in Section 2.5.1).
6.2.6 Fractional Step Method
The system of equations that we need to solve to be able to obtain the velocity and pressure
values at the next time step is given by:
 Aˆ Gˆ
Dˆ 0

 un+1
φ
 =
 rˆn + bˆc1
bˆc2
 (2.60)
which looks the same as the system of equations tackled in the Section 2.4, and can be
solved using the same approximate block LU decomposition method. We have already
established that the approximate inverse of Aˆ in this case is also I∆t. The set of equations
that we need to solve to obtain the velocities and pressure at time step n+ 1 are:
Aˆu∗ = rˆn + bˆc1 (2.72a)
∆tDˆGˆφ = Dˆu∗ − bˆc2 (2.72b)
un+1 = u∗ −∆tGˆφ (2.72c)
When the fractional step method is applied to the direct forcing immersed boundary
method, we observe the following: the no-slip condition is satisfied via the interpolation
of the velocity field at nodes near the boundary. While the original fully discrete system
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satisfied these interpolation relations at time step n+1, only the intermediate velocity field
u∗ satisfies them in the fractional step method. In the final step, the gradient of pressure
is projected on to the intermediate velocity field, and while this serves to conserve mass,
it may adversely affect the enforcement of the no-slip condition.
The above equations can also be rescaled using the same matrices Mˆ and R introduced
in Section 2.5.1, and we can solve the following systems to obtain the fluxes and pressures
at time step n+ 1:
Aq∗ = rn + bc1 (6.13a)
GTBNGφ = GT q∗ + bc2 (6.13b)
qn+1 = q∗ −BNGφ (6.13c)
The first-order accurate BN is ∆tRMˆ−1.
The matrix A is diagonally dominant and in general asymmetric, owing to the asym-
metry of the interpolation relations. Hence, Equation (6.13a) must be solved using a
BiCGSTAB or GMRES solver. The matrix GTBNG is symmetric and positive-definite for
a first-order accurate BN , and Equation (6.13b) can be solved using a conjugate gradient
method.
6.2.7 Comparison with the earlier formulation
For the sake of convenience, we reproduce here the method used by Fadlun et al. [18]:
u∗ − un
∆t
= −(un ·∇)un −∇pn + ν
2
∇2(un + u∗) + f (6.14a)
∇2φ = 1
∆t
∇ · u∗ (6.14b)
un+1 = u∗ −∆t∇φ (6.14c)
pn+1 = pn + φ (6.14d)
The first step is the same as in the fractional step method that we derived in Equa-
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tions (6.13), except for the addition of the explicit pressure term. The major difference is
in the solution of the Poisson equation and the final projection step. We note that φ in
the method by Fadlun et al. [18] refers to the difference in pressure between time steps n
and n + 1, and φ in the current method refers to the implicit pressure that behaves as a
Lagrange multiplier.
6.2.7.1 Modified pressure equation
To simplify the discussion, we will consider a two-dimensional domain that has been meshed
using a uniform grid. The matrix GTBNG then reduces to the matrix ∆tGTG (when we
use a first-order approximation of A−1). For a Navier–Stokes solver in a domain that does
not have any immersed boundary, this matrix is the standard five-point stencil matrix
obtained from the finite-difference approximation of a Laplacian operator:
(GTGφ)i,j = −φi,j−1 − φi−1,j + 4φi,j − φi+1,j − φi,j+1 (6.15)
However, in the presence of an immersed boundary, there will be some changes to this
matrix. For the pressure node (i, j) shown in Figure 6.7, the equation is modified to:
(GTGφ)i,j = −φi,j−1 − φi−1,j + 2φi,j (6.16)
and in Figure 6.8:
(GTGφ)i,j = −φi,j−1 − φi−1,j + 3φi,j − φi+1,j (6.17)
What this demonstrates is that in the new system, the gradient of pressure at the
boundary nodes where interpolation is performed is set as zero, i.e. for the configuration
in Figure 6.7,
φi+1,j − φi,j = 0 and φi,j+1 − φi,j = 0 (6.18)
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Figure 6.7: An example of a situation where the pressure gradient in the +x and the +y
sides of a pressure node near the boundary is zero, by virtue of the fully discrete direct
forcing formulation. See Equation (6.16) for the pressure relation at this point.
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h
Figure 6.8: An example of a situation where the pressure gradient in the +y side of a
pressure node near the boundary is zero, by virtue of the fully discrete direct forcing
formulation. See Equation (6.17) for pressure relation at this point.
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This seems to be consistent with the fact that we obtain a Poisson equation with Neumann
conditions on the domain boundaries when we compute GTG in a region completely filled
with fluid, i.e. without an immersed boundary.
This change to the Poisson system causes the nodes inside the body to be disconnected
from the nodes outside the body. The standard Poisson system is elliptic, and thus the
solution inside the body can affect the behavior of the solution outside the body. This
problem is done away with by the introduction of the Neumann boundary condition on the
immersed interface, and the pressure inside and outside behave independently. However,
this means that we are essentially solving the Poisson problem in two domains, both with
Neumann boundary conditions. The left-hand side matrix in Equation (6.13b) will have
two eigenvalues that are zero, and we need to pin the values of pressure at two points—
one inside and one outside the immersed boundary—so that the iterative solver converges
correctly.
It must be pointed out that using this modified Poisson equation to solve for pressure
does have its drawbacks. The five-point stencil is not used at all points in the domain,
which means that techniques such as the fast fourier transform and geometric multigrid
cannot be used to solve the pressure system. Algebraic multigrid methods may be best
suited to solving such a system, and this may result in a loss of computational speed.
6.2.7.2 The no-slip condition
As we noted earlier, only the intermediate velocities u∗ are made to satisfy the no-slip
condition. We can try to estimate the error in the no-slip condition at time step n + 1.
Using Figure 6.9 as reference, and knowing that linear interpolation is used at the boundary,
we can write:
u∗
i+ 1
2
,j
= ξu∗
i+ 3
2
,j
+ (1− ξ)UB (6.19)
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Figure 6.9: Accuracy of the no-slip condition.
which can be rearranged as:
UB =
1
1− ξ u
∗
i+ 1
2
,j
− ξ
1− ξ u
∗
i+ 3
2
,j
(6.20)
Ideally, we would prefer that UB = 11−ξu
n+1
i+ 1
2
,j
− ξ1−ξun+1i+ 3
2
,j
. Instead, the actual value of the
boundary velocity at step n+ 1 is:
1
1− ξ u
n+1
i+ 1
2
,j
− ξ
1− ξ u
n+1
i+ 3
2
,j
=
1
1− ξ
(
u∗
i+ 1
2
,j
−∆tφi+1,j − φi,j
h
)
− ξ
1− ξ
(
u∗
i+ 3
2
,j
−∆tφi+2,j − φi+1,j
h
)
=
1
1− ξ
(
u∗
i+ 1
2
,j
− 0
)
− ξ
1− ξ
(
u∗
i+ 3
2
,j
−∆tφi+2,j − φi+1,j
h
)
=
(
1
1− ξ u
∗
i+ 1
2
,j
− ξ
1− ξ u
∗
i+ 3
2
,j
)
+ ∆t
ξ
1− ξ
φi+2,j − φi+1,j
h
= UB + ∆t
ξ
1− ξ
φi+2,j − φi+1,j
h
(6.21)
Hence, the error in enforcing the no-slip condition is ∆t ξ1−ξ
φi+2,j−φi+1,j
h .
Suppose we consider the situation when a boundary coincides with the grid (as in
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Figure 6.10: A case when the velocity node coincides exactly with the immersed boundary.
Here, the value of vn+1
i,j+ 1
2
will be the same as v∗
i,j+ 1
2
because the pressure gradient is zero at
the forcing node. This in turn implies that the no-slip condition is satisfied exactly.
Figure 6.10), the projection step reduces to:
un+1 = u∗ −∆tGˆφ
⇒ vn+1
i,j+ 1
2
= v∗
i,j+ 1
2
−∆tφi,j+1 − φi,j
h
= v∗
i,j+ 1
2
(6.22)
Here, we see that the present formulation assures us that the no-slip condition will be
satisfied by un+1 for the special case when the body coincides with the grid. While we know
that the body surface does not coincide with the grid in general, the earlier method by
Fadlun et al. [18] did not provide this guarantee, as it did not place any specific constraints
on the pressure field near the immersed boundary.
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6.3 Results
6.3.1 A primer on numerical convergence
6.3.1.1 Calculating the rate of convergence
Suppose we are trying to solve for a function f using a particular numerical method. This
would typically involve the use of a mesh with a cell spacing of, say, h. Let us denote
the numerical solution on a mesh with cell width h as fh. Due to the truncation error of
numerical schemes, this will differ from the exact solution fexact of the equation that we
need to solve. Using the definition of the rate of convergence of a numerical scheme, we
can write the following expression:
fh = fexact + Chα + . . . (6.23)
where α is the rate of convergence, and C is some constant that depends on the numerical
scheme used. The rate of convergence of a numerical scheme is governed by the smallest
exponent of the mesh size. All the other higher-order terms can be neglected for this
purpose.
Suppose we calculate the solutions frh and fr2h using two other grids with cell spacing
rh and r2h. r is some number, which is the ratio of the spacings of two consecutive grids.
We have the following expressions:
frh = fexact + Crαhα + . . . (6.24)
fr2h = fexact + Cr
2αhα + . . . (6.25)
(6.26)
We now have three equations with three unknowns: fexact, C and α. We can solve these
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Figure 6.11: Refining a 1-dimensional staggered mesh.
to obtain the rate of convergence α:
α = log
(
frh − fh
fr2h − frh
)/
log
(
1
r
)
(6.27)
The quantity frh − fh can be thought of as a measure of the difference between the
solutions frh and fh. As the mesh is refined, the speed with which this quantity reduces in
size is related to the order of convergence of the numerical method. For a given numerical
method and mesh discretization, we must define how the quantity is calculated.
If all the unknowns on a computational mesh are represented as a vector, one way
to define frh − fh for two meshes can be the L2-norm of the difference between the two
vectors. But when we refine a mesh, we add more grid points in the domain to reduce the
computational size, and therefore the sizes of the solution vectors for the two meshes would
be different. In this case, the best option would be to consider only the points on the two
meshes that are at the same location in space, and compare the solutions at those points.
This gives a consistent way to compare the solutions across grids. Care must be taken
to ensure the refinement process produces finer meshes which contain nodes that coincide
with nodes in the coarse mesh.
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6.3.1.2 Grid refinement
Consider the 1-dimensional mesh in Figure 6.11. The topmost row shows the coarsest
grid—the domain is divided into four cells of uniform width. The interfaces between the
cells are denoted by circular dots, but the unknown variables are computed at the centers of
each cell, denoted by arrows. This is analogous to the locations of the velocity components
in a staggered grid.
The second row refines this mesh by a factor of 2. All the cells are now half the width
of the cells in the coarse grid, but you can see that none of the arrows coincide with the
arrows in the coarse mesh. This means that all the unknowns are now computed at different
locations, and we cannot make a meaningful comparison between the solution on this grid
and the solution on the coarse grid, unless we resort to some type of interpolation (which
may be associated with errors of its own).
But when we consider the third row, which is refined by a factor of 3, we see that some
of the computational nodes do coincide with the nodes on the coarsest mesh. We can take
the difference between the solutions at these points and calculate the L2-norm, and use
that to compute the rate of convergence of the numerical scheme.
Figure 6.12: Refining a 2-dimensional staggered mesh.
The factor-of-3 refinement suggested above also works in the case of two-dimensional
staggered grids, as shown in Figure 6.12. All the points present in the coarsest grid will be
used to calculate the difference between solutions on successive grids.
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6.3.2 Lid-driven flow in a square cavity
We first check the convergence of the Navier–Stokes solver without the presence of any
immersed bodies. For this, we consider the canonical case of lid-driven flow in a square
cavity [26].
(0, 0)
(1, 1)Ulid = 1
⌫ = 0.01
x
y
Figure 6.13: Lid-driven flow in a square cavity. The square is of side 1, the lid velocity is
1, and the kinematic viscosity is 0.01, hence simulating a flow with Reynolds number 100.
Our domain of interest is the square region [0, 1]× [0, 1] shown in Figure 6.13, which is
filled with fluid and surrounded by solid walls. The side and bottom walls are stationary.
The top wall moves with velocity 1 in the +x-direction, and drives the flow inside the
square. The fluid is initially at rest, and slowly begins to move in a clockwise direction.
For the convergence tests, we choose a flow with Reynolds number 100, which means that
the kinematic viscosity used is 0.01.
The flow begins impulsively at time t = 0.0 and evolves until t = 0.25. We used a time
increment of ∆t = 0.0005 and computed 500 time steps of the flow. For the time-stepping,
we used an explicit Euler method for the convective terms and an implicit Euler method
for the diffusive terms. The spatial derivatives were computed as described in the previous
chapter. A BiCGSTAB solver was used for the velocity field and the conjugate gradient
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Observed rate of convergence
Starting grid size First three grids Last three grids Best fit
20× 20 u 1.769 2.116 1.943
v 1.566 2.037 1.802
25× 25 u 1.749 2.125 1.937
v 1.551 2.025 1.788
30× 30 u 1.745 2.125 1.935
v 1.555 2.012 1.784
Table 6.1: The observed rates of convergence of the Navier–Stokes solver. For the case of
lid-driven flow in a square cavity at Re = 100.
method with a smoothed-aggregation preconditioner was used to solve the pressure field.
The linear solvers were said to have converged if the residual reached 10−8 of its value at
the beginning of the solve.
We simulated the flow using four meshes of sizes 20×20, 60×60,180×180 and 540×540,
and calculated the spatial rate of convergence using the procedure outlined in the previous
section. This was done separately for the x and y components of the velocity. The grid sizes
were tripled along each direction so that successive staggered grids had a set of velocities
that were computed at the same spatial locations. The L2-norm of the differences in the
solutions at these common points were used to calculate the order of convergence:
α = log
( ||u60 − u20||
||u180 − u60||
)/
log(3) (6.28)
Since we had four grids, we could calculate two rates: one using the solutions on the first
three grids, and the other using the last three. For all the grids, we used the values at
the nodes that corresponded to the velocity locations on the 20× 20 grid to calculate the
differences and the L2-norms. We also repeated the test using grids that started at sizes
25×25 and 30×30. The results are summarized in Figures 6.14, 6.15 & 6.16 and Table 6.1.
We observed second-order convergence of the solution, as expected.
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Figure 6.14: Convergence of the Navier–Stokes solver, starting with a grid size of 20× 20.
For the case of lid-driven flow in a square cavity at Re = 100.
Figure 6.15: Convergence of the Navier–Stokes solver, starting with a grid size of 25× 25.
For the case of lid-driven flow in a square cavity at Re = 100.
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Figure 6.16: Convergence of the Navier–Stokes solver, starting with a grid size of 30× 30.
For the case of lid-driven flow in a square cavity at Re = 100.
(0, 0)
(1, 1)Ulid = 1
⌫ = 0.01
x
y
R = 0.25
Figure 6.17: Lid-driven flow in a square cavity, with the addition of a cylinder. The radius
of the cylinder is 0.25.
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6.3.3 Convergence of the fully discrete direct forcing method
To test the convergence of the newly formulated direct forcing method, we consider a
model problem of a stationary circular cylinder inside a lid-driven cavity. The flow domain
and parameters are the same as in the previous section, with the addition of a cylinder
of radius 0.25 at the center of the square cavity (see Figure 6.17). In the simulation, the
immersed boundary is represented by a polygon with 1695 sides of equal length, whose
vertices lie on the circumference of the circle. The grid points where the interpolation is
carried out are determined by computing the points of intersection between this polygon
and the underlying Eulerian grid.
The flow is simulated from time t = 0 to t = 0.25 in steps of ∆t = 0.0005. The velocity
field at t = 0.25 is used to calculate the rate of convergence of the method.
Figure 6.18: Nodes used to calculate the rate of convergence of the direct forcing method.
When an immersed boundary is present in the flow, we make a change to the way we
calculate difference between two flow fields. As before, we consider only those points from
the finer grids that coincide with the points on the coarsest grid. Additionally, we exclude
all points that lie inside the immersed boundary, i.e. which lie in the solid region. For
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example, for the grid shown in Figure 6.18 we use the velocity values only at the nodes
marked with diamonds to calculate the rate of convergence. These will include the forcing
nodes. We do this to ensure that we do not make use of any unphysical values that are
generated inside the solid region that may pollute the solution.
Figure 6.19: Difference between the u-solutions obtained on a 20 × 20 grid and a 60 × 60
grid. The absolute values of the differences are shown. Values inside the solid region have
been discarded.
Figure 6.19 is a plot of absolute value of the difference between the u-solutions obtained
on a 20×20 and a 60×60 grid. The differences have been calculated at the nodes where the
velocity is stored on the 20× 20 grid. Figure 6.20 shows the same plot for the v-solutions.
Note that the grid points where u and v are computed do not coincide because we are
using a staggered grid. The white regions in the figures correspond to nodes inside the
solid body that have been discarded.
We ran the simulations for a sets of four grids starting from 20×20, 25×25 and 30×30.
Successive grids in each set triple in size along each Cartesian direction. The results are
summarized in Figures 6.21, 6.22 & 6.23 and Table 6.2.
We notice here that the rates of convergence are lower than in the case without the
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Figure 6.20: Difference between the v-solutions obtained on a 20 × 20 grid and a 60 × 60
grid. The absolute values of the differences are shown. Values inside the solid region have
been discarded.
Figure 6.21: Convergence of the direct forcing method with linear interpolation, starting
with a grid size of 20×20. For the case of lid-driven flow in a square cavity with a stationary
cylinder at the center.
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Figure 6.22: Convergence of the direct forcing method with linear interpolation, starting
with a grid size of 25×25. For the case of lid-driven flow in a square cavity with a stationary
cylinder at the center.
Figure 6.23: Convergence of the direct forcing method with linear interpolation, starting
with a grid size of 30×30. For the case of lid-driven flow in a square cavity with a stationary
cylinder at the center.
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Observed rate of convergence
Starting grid size First three grids Last three grids Best fit
20× 20 u 1.626 1.516 1.571
v 1.633 1.483 1.558
25× 25 u 1.906 1.229 1.568
v 1.781 1.469 1.625
30× 30 u 1.420 1.351 1.386
v 1.202 1.998 1.600
Table 6.2: The observed rates of convergence of the direct forcing method. For the case
of lid-driven flow in a square cavity with a cylinder at the center. The final column is the
slope of the best-fit line across all four grids.
immersed boundary. They lie between the values of 1 and 2, but otherwise there is no
discernible pattern. While we expect second-order accuracy from a scheme that uses linear
interpolation, the rate of convergence on average is around 1.5–1.6. But depending on the
specific configuration of the simulations, we observe values as low as 1.2 and as high as 2.
We shall also consider two other cases, this time with rectangles immersed in the fluid,
rather than a circle. Both these cases are run on four successively refined grids, starting
from size 20 × 20. The first rectangle has sides parallel to the Cartesian directions with
opposite corners at (0.30, 0.275) and (0.70, 0.725). The second rectangle has opposite cor-
ners at (0.275, 0.30) and (0.725, 0.70). The simulation is run for the same time and using
the same time-step as in the case with a circle at the center.
These rectangles have been constructed such that their sides exactly coincide with the
grid nodes of one component of velocity in the fluid. The first rectangle’s sides coincide
with nodes of u, and the second rectangle’s sides coincide with nodes of v on the Eulerian
grid. Moreover, because the underlying grid is uniform, the sides of the first rectangle also
pass exactly through the midpoints of segments that connect v nodes, and the sides of the
second rectangle pass through the midpoints of segments that connect u nodes.
The observed rates of convergence for these cases are shown in Table 6.3. These rates
of convergence are slightly higher (on average, from 1.6–1.8) than for the more general case
of the circle.
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Case Observed rate of convergence
(Initial grid: 20× 20) First three grids Last three grids Best fit
Rectangle 1 u 1.747 1.682 1.715
[0.30, 0.70]× [0.275, 0.725] v 1.571 1.811 1.691
Rectangle 2 u 1.760 1.861 1.811
[0.275, 0.725]× [0.30, 0.70] v 1.594 1.614 1.604
Table 6.3: The observed rates of convergence of the fully-discrete direct forcing method,
with linear interpolation. For the case of lid-driven flow in a square cavity with a rect-
angle at the center. The final column is the slope of the best-fit line across four levels of
refinement.
We will attempt to understand the underlying causes of these results by further ana-
lyzing the direct forcing method in the following chapter.
6.3.4 Convergence of the immersed boundary method by Fadlun et al. [18]
Let us write down the equations that need to be solved when using the projection method
in the way proposed by Fadlun et al. [18]. In the matrix-vector format:
Aq∗ = −G′pn + rn + bc1 (6.29a)
GTBNGφ = GT q∗ + bc2 (6.29b)
qn+1 = q∗ −BNGφ (6.29c)
pn+1 = pn + φ (6.29d)
In the first equation, the matrix multiplying the pressure vector is not exactly the gradient
matrix G for the entire grid, but the matrix G′ which has empty rows corresponding to the
velocity nodes where interpolation is carried out. The corresponding rows of A contain the
interpolation coefficients, and those of rn are zero, and those of bc1 depend on the body
velocity near the forcing nodes and the type of interpolation. G and GT in the second and
third equations are the same as in the case of a domain with fluid throughout, i.e. without
any immersed boundary.
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Case & Observed rate of convergence
Initial grid size First three grids Last three grids Best fit
Circle u 1.888 1.773 1.831
20× 20 v 1.657 1.824 1.741
Circle u 1.892 1.831 1.862
25× 25 v 1.678 1.847 1.762
Circle u 1.679 1.807 1.743
30× 30 v 1.600 1.978 1.789
Rectangle 1 u 1.761 1.477 1.619
20× 20 v 1.605 2.012 1.809
Rectangle 2 u 1.757 1.813 1.785
20× 20 v 1.538 1.630 1.584
Table 6.4: The observed rates of convergence of the immersed boundary method by Fadlun
et al. [18], with linear interpolation. For the cases of lid-driven flow in a square cavity,
either with a cylinder or a rectangle at the center. The final column is the slope of the
best-fit line across four levels of refinement.
The above equations are as follows: First, the momentum equation is solved (which
includes the pressure gradient at the current time step) at all points in the domain except
at grid points near the immersed boundary, where an interpolation is carried out as per
the velocity of the body surface. An intermediate velocity is thus obtained, which may
not satisfy the continuity equation. The divergence-free component of this intermediate
velocity is then extracted to give us the velocity field at the next time step. The discrete
divergence is computed at every cell in the usual way, without any mass sources or sinks.
Using this ibm, we ran the same convergence tests from the previous section. The
results for the circle and rectangle cases are presented in Table 6.4. The observed orders of
convergence were in the range 1.7–2.0 (when computed using the last three grids) for the
cases with the circular cylinder at the center, and in the range 1.4–2.0 for the cases with
the rectangles.
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6.3.5 Alternate forms of the projection method
The direct forcing method that we derived did not include an explicit pressure gradient
term in the equation that solved for the intermediate velocity, whereas the method by
Fadlun et al. [18] did. In the former, the pressure at the next time step was calculated
directly, but in the latter, the pressure difference between the two steps was calculated and
later used to update the pressure at the next time step.
We can easily show that both are valid fractional step methods. If we discretize the
Navier–Stokes equations with the pressure at time step n+ 1 computed implicitly, we can
write them as:  Aˆ Gˆ
Dˆ 0

 un+1
pn+1
 =
 rˆn + bˆc1
bˆc2
 (2.60)
We can factorize the matrix on the left-hand side of this equation and obtain the fractional
step method that we have used so far in this work. The vector φ that we have used in much
of the current work then refers to the implicit pressure pn+1, and is first-order accurate in
time.
Alternately, we can write the pressure at time step n+1 as pn+1 = pn+φ. The equation
then becomes  Aˆ Gˆ
Dˆ 0

 un+1
pn + φ
 =
 rˆn + bˆc1
bˆc2
 (6.30)
which can be rearranged into
 Aˆ Gˆ
Dˆ 0

 un+1
φ
 =
 −Gˆpn + rˆn + bˆc1
bˆc2
 (6.31)
φ here refers to the difference in pressure between the two time steps, pn+1 − pn, and we
arrive at the fractional step method that was used as the basis for the immersed boundary
method by Fadlun et al [18].
We can imagine that we could have derived our direct forcing method starting with
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Equation (6.31), and the method by Fadlun et al. could have used the projection method
without the explicit pressure gradient as its starting point. We implemented these alternate
forms of the direct forcing method and ran the same convergence tests as before. The results
are shown in Tables 6.5 and 6.6.
The discrete direct forcing method with an explicit pressure-gradient term produces
results that are similar to the earlier method. For the cases with the circular cylinder, the
rates of convergence lie in the range 1–2, depending on the exact configuration. The rates
for the cases with the rectangle are in the range 1.5–2.0.
For the modified method by Fadlun et al. (without the explicit pressure-gradient term),
we see a deterioration in the rates of convergence for the cases with the circular cylinder
as well as with the rectangle. In many cases, the rate of convergence is less than 1, and
the maximum observed value is less than 1.6.
The fact that we are not able to see the same behavior in the rate of convergence of
the modified method by Fadlun et al. [18] suggests that there might be some inconsistency
in the way the method was formulated. As we mentioned before, they added a forcing
term directly to the equation that calculated the intermediate velocity in the fractional
step method, and this was done without considering its effect on the other equations. We
can also see that the resulting set of equations, shown in Equations (6.29), cannot actu-
ally be derived via approximate factorization from any discretization of the Navier–Stokes
equations with an immersed boundary and direct forcing (since G′ and G are different).
In the following chapter, we will examine the order of convergence of the interpolation
performed in a direct forcing method, and its consequences on the simulation. We will
also present an improvement to the discrete direct forcing method that will make it fully
second-order accurate in space.
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Case & Observed rate of convergence
Initial grid size First three grids Last three grids Best fit
Circle u 1.645 1.460 1.552
20× 20 v 1.648 1.424 1.536
Circle u 1.936 1.065 1.500
25× 25 v 1.808 1.348 1.578
Circle u 1.434 1.285 1.359
30× 30 v 1.226 1.936 1.581
Rectangle 1 u 1.752 1.980 1.866
20× 20 v 1.588 1.930 1.759
Rectangle 2 u 1.741 1.882 1.812
20× 20 v 1.606 1.986 1.796
Table 6.5: The observed rates of convergence of the fully discrete direct forcing method,
with an explicit pressure gradient term in the first equation of the fractional step method.
For the cases of lid-driven flow in a square cavity, either with a cylinder or a rectangle at
the center.
Case & Observed rate of convergence
Initial grid size First three grids Last three grids Best fit
Circle u 0.867 0.941 0.904
20× 20 v 0.897 1.038 0.967
Circle u 0.824 1.365 1.094
25× 25 v 0.863 1.396 1.130
Circle u 0.571 1.593 1.082
30× 30 v 0.758 1.586 1.172
Rectangle 1 u 0.657 0.348 0.503
20× 20 v 1.006 0.477 0.741
Rectangle 2 u 0.879 0.668 0.773
20× 20 v 0.858 0.807 0.833
Table 6.6: The observed rates of convergence of the immersed boundary method by Fadlun
et al. [18], without the explicit pressure gradient term when solving the first equation in
the fractional step method. For the cases of lid-driven flow in a square cavity, either with
a cylinder or a rectangle at the center.
Chapter 7
Analysis of the Direct Forcing Method: Part II
In the previous chapter, we developed a fully discrete formulation of the direct forcing
method with linear interpolation and observed an order of convergence less than 2, except
in special cases. Here, we take a closer look at the interpolation schemes used to apply the
boundary conditions, and analyze the consequences of using them.
In the following sections, we apply the direct forcing method to the simple 1-D model
problem of unsteady laminar flow in a channel and study the behavior of the convergence.
Afterwards, we set about to determine a theoretical basis for the observations and and see
if we are able to predict the rate of convergence for a given problem. We use this knowledge
to explain the rates of convergence that we observed for the Navier–Stokes equations in the
previous chapter. We then recommend a modification to the direct forcing method that
ensures second-order convergence in space, and also exactly enforces the no-slip condition
at the boundary.
7.1 Unsteady laminar flow in a channel
We chose this case to analyze the numerical method as it is one of the simplest unsteady
fluid flows. The Navier–Stokes equations reduce to a 1-dimensional heat diffusion equation
with a source.
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Figure 7.1: Laminar flow through a 1-dimensional channel. The pressure gradient is nega-
tive in the +x-direction, and the fluid flows along the +x-direction.
7.1.1 Flow description
Consider a fluid filling the space between two infinite parallel plates, separated by a distance
H along the y-direction. The fluid is initially at rest, and a negative pressure gradient is
applied along the x-axis. The fluid begins to flow in the positive x-direction. Due to the
no-slip condition, the fluid is stationary at the walls, and the maximum velocity is along
the centerline. The fluid flow rate increases with time until it reaches a steady state with
a parabolic velocity profile. The flow is illustrated in Figure 7.1.
At low Reynolds numbers, the Navier–Stokes equations governing this flow reduce to a
1-dimensional heat diffusion equation which describes the unsteady velocity profile:
∂u
∂t
= −∂p
∂x
+ ν
∂2u
∂y2
(7.1)
The parameter values that we shall use for our simulations are H = 0.8, ∂p∂x = −1 and
ν = 0.125. We run the simulations from time t = 0 till t = 0.8, and use the solution at the
final time to calculate the rate of convergence.
7.1.2 Discretization and simulation
We do not need to use a fractional step method to solve Equation (7.1), which governs
the flow under consideration. But these simulations will serve as a good test for the direct
forcing interpolation schemes.
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The problem is effectively 1-dimensional, and we need to discretize the domain only
along the y-direction. Since we want to test the interpolation schemes, we need to choose
a domain, and a grid that does not conform to the channel walls. We choose the extent
of the domain to be [−0.5, 0.5] in the y-direction, and place the walls at y = −0.4 and
y = +0.4, to give a channel width of 0.8 (see Figure 7.2). We discretize the domain using
a uniform grid with cell width h, and apply the forcing (i.e. perform the interpolation) at
the first grid point that is interior to the fluid. The domain is also assumed to be periodic
so that we do not have to supply any boundary conditions at the domain boundaries.
y
j + 1j   1 j
h
O y = +0.4
y = +0.5
y =  0.4
y =  0.5
immersed
boundary
immersed
boundary
pressure
gradient
Figure 7.2: A qualitative representation of the computational mesh for the flow of interest.
In Figure 7.3, all the nodes where the governing equation is discretized are denoted by
black diamonds. The nodes near the channel walls where the interpolation is performed are
marked by white diamonds. We discretize Equation (7.1) using an implicit Euler scheme:
un+1i − uni
∆t
= −∂p
∂x
+ ν
un+1i−1 − 2un+1i + un+1i+1
h2
(7.2)
At the locations of the white diamonds, we use linear interpolation to enforce the no-slip
condition. Assuming that the wall velocity is UB (which is zero for the case of stationary
walls), a linear interpolation gives us:
un+1w = ξu
n+1
w−1 + (1− ξ)Un+1B (7.3)
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Figure 7.3: Discretizing the equations for channel flow. The governing equation is dis-
cretized at node j and all other nodes in the domain that are not forcing nodes. These
nodes are represented by the black diamonds. The forcing nodes, i.e. the nodes where the
interpolation is performed to enforce boundary conditions, are represented by the white
diamonds. They are the nodes in the fluid that are closest to the immersed boundary. The
value of velocity at point w, uw, is calculated by linearly interpolating the values uw−1 and
UB.
The equations above are written for every node on the grid and are then assembled
into one system of equations, whose solution gives un+1 throughout the domain.
We started the flow from rest at time t = 0 and ran the simulation until t = 0.8. The
time increment ∆t was 0.001, and 800 time steps were simulated. A BiCGSTAB solver
was used to obtain the solution un+1 at every time step, using a relative tolerance of 10−8
as the convergence criterion.
7.1.3 Convergence
To calculate the rate of convergence, we simulate the above flow using three grids of size
N , 3N and 9N . The solutions on these grids are represented by uh, urh and ur2h, where h
is the width of the cell in the coarsest grid, and r is 13 . The observed order of convergence
is given by:
α = log
( ||urh − uh||
||ur2h − urh||
)/
log(3) (7.4)
161
Starting grid size (N) Observed order of convergence
10 1.928
11 3.001
12 0.233
13 0.548
14 1.274
15 2.000
16 2.184
17 2.747
18 4.073
19 1.481
20 1.959
Table 7.1: The observed orders of convergences when starting with different grid sizes.
This is for the 1-D model problem of unsteady laminar flow in a channel. The orders of
convergence are calculated using the three-grid formula of Equation (7.4)
where || · || is defined appropriately. In our case, it is the L2-norm of the difference between
the solutions on any two grids, evaluated at the nodes corresponding to the coarsest grid. If
the indices of the left and right forcing nodes on the coarsest grid are w1 and w2 respectively,
then the L2-norm of any quantity fh evaluated at those points is:
||fh|| =
√√√√ w2∑
i=w1
f2hi (7.5)
By choosing only the points with indices w1 through w2, we exclude all the nodes that are
not in the fluid.
We can now run the simulations and calculate the rates of convergence starting with
various sizes of the initial grid, N . The results are summarized in Table 7.1.
The observed orders of convergence seem to take a wide range of values. The values
of N for which the convergence rate is closest to 2 are 10, 15 and 20. The lowest value is
0.548 for the grids with N = 13 and the highest is 4.073 for the grids with N = 18. We
shall proceed to investigate why this is the case.
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7.2 Theory of convergence
7.2.1 Linear interpolation on a non-uniform grid
In this section, we present the theory regarding the order of accuracy of a linear interpo-
lation. For this, we calculate the truncation error when linear interpolation is carried out
on a non-uniform grid.
Consider three successive grid points on a one-dimensional grid with coordinates x−a,
x and x+ b. We are given the values of a function f at the first and last locations, and are
asked to calculate the value at x via linear interpolation. This is accomplished easily:
f(x) ≈ b
a+ b
f(x− a) + a
a+ b
f(x+ b) (7.6)
To find the truncation error for this expression, we write down the Taylor series for f
at locations x− a and x+ b:
f(x− a) = f(x)− af ′(x) + a
2
2
f ′′(x)− . . . (7.7a)
f(x+ b) = f(x) + bf ′(x) +
b2
2
f ′′(x)− . . . (7.7b)
Multiply the first equation throughout by ba+b , the second by
a
a+b and add both of them
to get:
f(x) =
b
a+ b
f(x− a) + a
a+ b
f(x+ b)− abf ′′(x) + . . . (7.8)
On a uniform grid, a = b = h. The above equation becomes:
f(x) =
f(x− h) + f(x+ h)
2
− h2f ′′(x) + . . . (7.9)
The leading error term has a factor h2, and hence the error will exhibit second-order
convergence. Which means that if h is halved, then the truncation error will become 4
times smaller.
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Figure 7.4: Effect of mesh refinement on the location of the forcing node (refinement
ratio r = 13). The black diamonds represent nodes on the mesh, and the white diamond
represents the forcing node (which is defined as the grid point in the fluid that is closest
to the immersed boundary). In this case, the forcing node moves closer to the immersed
boundary as the mesh is refined. The interpolation supports on either side of the forcing
node change from h1 and h to h2 and h3 respectively.
But for linear interpolation to be second-order accurate on a non-uniform grid, both a
and b must be refined simultaneously by the same factor. For example, if a is halved but b
remains the the same across two grids, then the truncation error (which is proportional to
ab) will go down only by half, and the interpolation appears to be first-order accurate. An
order of convergence greater than 2 is observed if b is refined to a greater extent than a.
We can imagine how this might be the case for the direct forcing method. The immersed
boundary can be located anywhere with respect to the underlying mesh. The interpolation
is performed between the immersed boundary and a node in the fluid that is adjacent to
the forcing node. When the Eulerian mesh is refined, only the distance from the forcing
point to the adjacent node in the fluid is assured to decrease by the refinement ratio. The
distance from the forcing point to the body may change by an arbitrary amount, or not
change at all, depending on where the body is positioned with respect to the coarse grid.
Figure 7.4 shows an example of a case where refining the grid changes the location
of the forcing node with respect to the body. The distances to the interpolation points
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Figure 7.5: Effect of mesh refinement on the location of the forcing node (refinement
ratio r = 13). The black diamonds represent nodes on the mesh, and the white diamond
represents the forcing node (which is defined as the grid point in the fluid that is closest
to the immersed boundary). In this case, the location of the forcing node does not change
with respect to the immersed boundary upon mesh refinement. The interpolation support
changes only on the fluid side, from h to h3 .
on both sides of the forcing node change after refinement. Whereas, in Figure 7.5, the
immersed boundary is located such that refining the grid does not change the location of
the forcing node. The distance to the immersed boundary remains the same, even though
the distance to the adjacent node in the fluid reduces by 3 (which is the refinement ratio
used).
7.2.2 Expected order of convergence
We will now attempt to predict what the rate of convergence of a direct forcing method
with linear interpolation will be.
Consider a grid point near the immersed boundary where forcing is applied. Let the
distance to the nearest node in the fluid be h, and the distance to the body h1 (similar to
Figure 7.4). From the expression for the truncation error of linear interpolation derived in
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the previous section, we can write the numerical solution as:
uh = uexact + Chh1 (7.10)
where C is some constant. For the purpose of this derivation, we ignore all other higher-
order terms.
Now suppose the grid is refined with a refinement ratio r. The interpolation support on
the side of the fluid is reduced to rh, but we cannot make a definite prediction on the side of
the immersed body. So we will represent the new value by h2. After one more refinement,
the distances to the interpolation nodes on either side of the forcing point become r2h and
h3. Let us write down the expression for the numerical value at the forcing point for these
two grids:
urh = uexact + Crhh2 (7.11a)
ur2h = uexact + Cr
2hh3 (7.11b)
From Equations (7.10) and (7.11), we can write down the expressions for the difference
between the solutions on successive grids:
urh − uh = Ch(rh2 − h1) (7.12a)
ur2h − urh = Crh(rh3 − h2) (7.12b)
Divide the first equation by the second, take the logarithm on both sides and then divide
throughout by log(1r ):[
log
(
urh − uh
ur2h − urh
)/
log
(
1
r
)]
= 1 +
[
log
(
h2 − h1(1/r)
h3 − h2(1/r)
)/
log
(
1
r
)]
(7.13)
The expression on the left-hand side of this equation is the same as the expression on the
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right-hand side of Equation (7.4) (assuming r = 13). This is the expression that we use
to calculate the observed order of convergence, and was used to generate the values in
the second column of Table 7.1. Equation (7.13) tells us how this value is related to the
distance between the forcing node and the immersed boundary on successive meshes.
Using Equation (7.13), we can predict the rate of convergence we will observe when we
use a direct forcing method, assuming we have sufficient information about the grids used
(i.e. the values of h1, h2 and h3).
7.2.3 Predicting the three-grid rate of convergence
We now test Equation (7.13) by applying it to the simulations performed in Section 7.1.3.
First, we need to determine the values of h1, h2 and h3 for each of the cases considered.
We already know which points are the forcing nodes for each mesh by virtue of having
performed the simulations. We need to calculate their distance from the respective channels
walls, which are located at y = −0.4 and y = +0.4. The values of h1, h2 and h3 for the
different cases are listed in Table 7.2. The computational grid and channel walls are
symmetric about y = 0, and hence these values are the same at both walls.
A quick glance at the table tells us that some points do indeed stay fixed relative to
the immersed boundary upon mesh refinement. For example, the values of h1 and h2 are
the same when the initial mesh has 12 cells.
We also make a couple of other stray observations. For a grid with 15 cells, the immersed
boundary coincides exactly with a node on the grid. This will be true even if we refine
the grid further. This means that the boundary condition is being satisfied exactly at the
location of the immersed boundary, and no linear interpolation needs to be performed.
Unsurprisingly, the observed rate of convergence for this case is 2 (see Table 7.1).
When the grid size is 10 or 20, the immersed boundary passed exactly through the
center of a cell. And when each cell is divided into three smaller cells, the immersed
boundary will pass through the center of the newly formed middle cell. Which means that
as the cell size is reduced by 3, so is the distance from the immersed boundary to the new
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Starting grid size (N) h1 h2 h3
10 0.05 0.016667 0.005556
11 0.036364 0.006061 0.006061
12 0.025 0.025 0.006481
13 0.015385 0.015385 0.006838
14 0.007143 0.007143 0.007143
15 0.0 0.0 0.0
16 0.05625 0.014583 0.000694
17 0.047059 0.007843 0.001307
18 0.038889 0.001852 0.001852
19 0.031579 0.014035 0.002339
20 0.025 0.008333 0.002778
Table 7.2: The distance between the forcing node and the immersed boundary for various
starting sizes at three levels of refinement. This is for the case of unsteady channel flow
discussed in Section 7.1.
forcing node. These cases should also exhibit second-order convergence, and we see this in
Table 7.1.
Substituting the values of h1, h2 and h3 listed in Table 7.2 into Equation (7.13), we
can obtain predictions of the order of convergence for each set of grids. These values are
listed in Table 7.3.
These predictions closely match the observed rates of convergence. This provides some
validity to our analysis.
7.2.4 General relation for the predicted rate of convergence
Assuming that the computational mesh is generated independently of the immersed bound-
ary, the value of h1 is arbitrary. But once we know h1, we can determine h2 and h3 as the
mesh is refined. Figure 7.6 shows how h2 and h3 can be written in terms of h1 and h for a
specific configuration of solid body and mesh.
As can be inferred from the figure, the values of h2 and h3 depend on where the
immersed boundary intersects the grid. Specifically, the expressions depend on which of
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h1
h
h1   h3
h1   4h9
Figure 7.6: The distance between the forcing node and the immersed boundary for different
levels of refinement. The grid is uniform, with cell width h. h1 depends on the relative
positions of the immersed boundary and the initial grid. The distance between the forcing
node and the boundary at finer levels of refinement can be written in terms of h1 and h,
as shown in the figure.
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Starting grid size (N)
Order of convergence
Predicted Observed
10 2.000 1.928
11 2.948 3.001
12 0.713 0.233
13 0.777 0.548
14 1.000 1.274
15 N/A 2.000
16 2.161 2.184
17 2.631 2.747
18 4.126 4.073
19 1.644 1.481
20 2.000 1.959
Table 7.3: The predicted and observed orders of convergences when starting with different
grid sizes. The second column displays the predictions obtained by plugging in the values
of h1, h2 and h3 for each grid into the right-hand side of Equation (7.13). The third column
repeats the values from Table 7.1.
the 9 subcells on the finest grid the body intersects the grid.
To simplify the expressions, we define the quantity:
η =
h1
h
(7.14)
For a cell that is intersected by the solid boundary, η is the fraction of the cell that is in
the fluid region. In other words, we normalize all distances with the width of the cell in
the coarsest grid. The normalized distances from Figure 7.6 are shown in Figure 7.7.
So for the case of the immersed boundary intersecting the fifth subcell, we can write
down the expression for the expected order of convergence in terms of η (using Equa-
tion (7.13)):
αpredicted = 1 +
[
log
( (
η − 13
)− 3η(
η − 49
)− 3 (η − 13)
)/
log(3)
]
=
[
log
(−3− 18η
5− 18η
)/
log(3)
]
(7.15)
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Figure 7.7: Normalized distances from Figure 7.6.
We shall consider another case, this time when the body intersects the seventh subcell.
This is shown in Figure 7.8. Using the distances indicated in the figure, the expected rate
of convergence is:
αpredicted = 1 +
[
log
(
η − 3η(
η − 29
)− 3η
)/
log(3)
]
= 1 +
[
log
( −18η
−2− 18η
)/
log(3)
]
(7.16)
We can write down these equations for each of the nine cases, and obtain the predicted
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Figure 7.8: The distances between the forcing node and the immersed boundary for different
refinement levels when the body intersects the grid in the seventh cell of the finest grid.
order of convergence as a function of η:
αpredicted(η) =

1 0 < η < 19
1 +
[
log
(
−18η
−1−18η
)/
log(3)
]
1
9 < η <
2
9
1 +
[
log
(
−18η
−2−18η
)/
log(3)
]
2
9 < η <
1
3
1 +
[
log
(
−3−18η
6−18η
)/
log(3)
]
1
3 < η <
4
9
1 +
[
log
(
−3−18η
5−18η
)/
log(3)
]
4
9 < η <
5
9
1 +
[
log
(
−3−18η
4−18η
)/
log(3)
]
5
9 < η <
2
3
1 +
[
log
(
−6−18η
12−18η
)/
log(3)
]
2
3 < η <
7
9
1 +
[
log
(
−6−18η
11−18η
)/
log(3)
]
7
9 < η <
8
9
1 +
[
log
(
−6−18η
10−18η
)/
log(3)
]
8
9 < η < 1
(7.17)
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A plot of this function is seen in Figure 7.9.
⌘
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Figure 7.9: The predicted rate of convergence for linear interpolation as a function of η,
which is the fraction of a cell intersected by an immersed boundary that lies in the fluid
region.
7.3 Heat diffusion in two dimensions
The area under the curve in Figure 7.9 is 2. Which means that if we assume a uniform
probability distribution for η, we can expect second-order convergence on average. In a
general two-dimensional problem, multiple forcing nodes exist on the grid, which could be
at varying distances from the immersed boundary. We shall observe the behavior of the
solution in this case by simulating a model problem.
7.3.1 Problem description
The domain is the square region [0, 1]× [0, 1], and has an immersed boundary, which is a
circle of radius 0.25 with center at (0.5, 0.5). The top boundary is maintained at a tem-
perature of 1, and the other domain boundaries are fixed at zero. The initial temperature
everywhere is zero. The temperature at the immersed boundary is also fixed to be zero
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throughout the simulation.
The governing equation for unsteady heat diffusion is:
∂u
∂t
= ν
(
∂2u
∂x2
+
∂2u
∂y2
)
(7.18)
where u represents the temperature. We choose the same symbol as the x-component of
velocity for the sake of consistency.
We also discretize the domain in the same way as for the flow problem, i.e. the discrete
values of u are stored in the same locations as the x-component of velocity on a staggered
mesh. The nodes at which the flow field is interpolated near the immersed boundary are
identified in the same way as in the previous chapter.
The domain is divided into a uniform mesh with cell width h. At nodes away from from
the immersed boundary, the governing equation is discretized using the backward Euler
method:
un+1i,j − uni,j
∆t
=
un+1i+1,j − 2un+1i,j + un+1i−1,j
h2
+
un+1i,j+1 − 2un+1i,j + un+1i,j−1
h2
(7.19)
and at the forcing nodes, which are the nodes in the fluid nearest to the immersed boundary,
a linear interpolation is performed to enforce the boundary condition—just like in the case
of the fluid flow:
un+1i,j = ξu
n+1
i+1,j + (1− ξ)un+1B (7.20)
The set of equations thus obtained are solved, and we can obtain the unsteady temper-
ature throughout the domain. The simulation is run from time t = 0 to t = 2, in steps of
0.0005. The contours of the solution on a 30× 30 grid at t = 2 are showing Figure 7.10.
7.3.2 Convergence
The convergence of this method is checked in the same way as was done for the direct forcing
method with a fluid—only the grid points that are common across three consecutive meshes
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Figure 7.10: Temperature field at time t = 2 for the chosen test problem for 2-D heat
diffusion with an immersed boundary. This was computed on a 30× 30 grid.
Figure 7.11: The difference between the solutions on a 30× 30 grid and a 90× 90 grid at
time t = 2. This was computed for the chosen test problem for 2-D heat diffusion with an
immersed boundary, with linear interpolation at the interface.
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Observed rate of convergence
Starting grid size First three grids Last three grids Best fit
20× 20 2.008 1.876 1.942
25× 25 2.046 1.885 1.965
30× 30 1.975 1.960 1.968
Table 7.4: The observed rates of convergence of the direct forcing method for the model
2-D heat diffusion problem, with linear interpolation at the immersed boundary.
Observed rate of convergence
Starting grid size First three grids Last three grids Best fit
20× 20 1.398 1.081 1.239
25× 25 1.611 0.908 1.259
30× 30 0.744 1.207 0.975
Table 7.5: The observed rates of convergence of the direct forcing method for the model
2-D heat diffusion problem, with constant interpolation at the immersed boundary.
are chosen to calculate the differences in the solutions, and only the points that are in the
fluid region are considered. The difference between the solution on a 30 × 30 grid and a
90× 90 grid is shown in Figures 7.11.
The convergence across three sets of four grids is calculated, with the initial mesh sizes
for the sets being 20 × 20, 25 × 25 and 30 × 30. The order of convergence is calculated
using the first three grids and the last three grids in each set. The results are presented in
Table 7.4, and the numerical method is shown to converge with second-order accuracy.
7.3.3 First-order interpolation
For the sake of completeness, we also ran convergence tests when the boundary conditions
at the immersed boundary are enforced using first-order interpolation. The velocities at the
boundary are directly assigned to the forcing nodes, without any linear interpolation. This
type of interpolation is expected to be first-order accurate, and that is what we observe in
the results presented in Table 7.5.
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7.3.4 Implication for the Navier–Stokes equations
From our studies in this chapter, we can see that although the direct forcing method may
produce different orders of convergence at specific nodes depending on where the immersed
boundary is located with respected to the nearest grid point, the overall method produces
the expected order of convergence when averaged across a multi-dimensional grid. Which
brings us back to the question of why the Navier–Stokes equations displayed less than
second order convergence when they were solved using the direct forcing method with
linear interpolation.
The velocities at the forcing nodes in the Navier–Stokes equations are calculated by
linearly interpolating from the fluid to the solid interface. But as we recall from the previous
chapter, the fully discrete formulation of the direct forcing method results in the pressure
field having zero gradient at the locations of the forcing nodes. This was illustrated by
Equations (6.16) and (6.17) in reference to Figures 6.7 and 6.8.
As noted by Perot [87]: the fractional step method, when applied to the pure Navier-
Stokes equations, results in a homogeneous Neumann boundary condition at the domain
boundaries. And as mentioned in the previous paragraph, the fully-discrete formulation of
the Navier–Stokes equations also produces this result at the immersed boundary, specifi-
cally, at the locations of the forcing nodes. Which means that the zero pressure gradient
boundary condition is being applied at the velocity forcing nodes and not exactly at the
location of the boundary. This implies that the boundary conditions for the pressure are
only first-order accurate.
It is this combination of second-order accuracy for the velocities, and first-order ac-
curacy for the pressure that results in an overall observed order of convergence between
1 and 2. Note that we also observed higher orders of convergence in the cases with the
rectangular bodies because the pressure boundary conditions were being applied at forcing
nodes that coincided with the interface. This would result in second-order accuracy for the
component of pressure gradient that is evaluated exactly on the immersed boundary, and
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is consistent with our explanation.
7.4 A second-order accurate direct-forcing method
In this section, we will propose a modification to our system of equations that will result
in a second-order accurate direct forcing method.
7.4.1 Modified pressure equation
We need to enforce second-order accurate boundary conditions on the pressure to ensure
that the overall method converges at a rate of 2. We can do this by using a simple
idea—perform the same linear interpolation that is used for the velocities, for the pressure
boundary condition as well. Since the fractional step method results in homogeneous
Neumann boundary conditions at the surface, we can assume that the value of the pressure
derivative at the surface is zero. The pressure derivative at the forcing node can then be
obtained by linearly interpolating this value and the value of the pressure derivative at
adjacent nodes along a grid line.
We illustrate this using Figure 7.12. In the direct forcing method developed in the
previous chapter, we arrived at the following expressions for such a configuration:
ui+ 1
2
= ξui+ 3
2
+ (1 + ξ)UB (7.21a)
vj+ 1
2
= ηvj+ 3
2
+ (1 + η)VB (7.21b)
−φi,j−1 − φi−1,j + 2φi,j = rhs (7.21c)
φi+1,j − φi,j
h
= 0 and
φi,j+1 − φi,j
h
= 0 (7.21d)
The last of the equations is the homogeneous Neumann boundary condition on the
pressure, but applied at the locations of the forcing nodes. If we instead use linear inter-
polation with the same coefficients as for the velocity (since we are dealing with the same
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Figure 7.12: Flow variables near an immersed boundary in a uniform grid with cell width
h.
grid nodes), we can write the pressure gradients in the x- and y-directions as:
φi+1,j − φi,j
h
= ξ
(
φi+2,j − φi+1,j
h
)
+ (1 + ξ)
∂p
∂x
∣∣∣∣
boundary
(7.22a)
φi,j+1 − φi,j
h
= η
(
φi,j+2 − φi,j+1
h
)
+ (1 + η)
∂p
∂y
∣∣∣∣
boundary
(7.22b)
And since we are enforcing zero pressure gradient at the boundaries, these equations reduce
to:
φi+1,j − φi,j = ξ(φi+2,j − φi+1,j) (7.23a)
φi,j+1 − φi,j = η(φi,j+2 − φi,j+1) (7.23b)
and the modified Poisson system will have the following form at node (i, j):
− φi,j−1 − φi−1,j + 2φi,j + ξφi+1,j − ξφi+2,j + ηφi,j+1 − ηφi,j+2 = rhs (7.24)
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where ξ and η are the coefficients of linear interpolation for the velocity near the boundary.
This equation is expected to be second-order accurate because the pressure boundary
conditions at the forcing nodes have been enforced using linear interpolation.
For comparison, the standard Poisson equation on a uniform grid (which is used by
Fadlun et al. [18] throughout the domain) is:
− φi,j−1 − φi−1,j + 4φi,j − φi,j+1 − φi,j+2 = rhs (7.25)
and the direct forcing method from the previous chapter results in:
− φi,j−1 − φi−1,j + 2φi,j = rhs (7.26)
7.4.2 Alternate derivation
We could have arrived at the same equation through an alternate route—one that fits
within the framework of deriving the fractional step method as an approximate block LU
decomposition.
The matrix–vector form of the Navier–Stokes equations with an immersed boundary is
as follows:  Aˆ Gˆ
Dˆ 0

 un+1
φ
 =
 rˆn + bˆc1
bˆc2
 (2.60)
Here, the matrices Aˆ and Gˆ are the same as those described in the previous chapter. The
rows of Aˆ represent the implicit terms of the discretized momentum equations at all grid
points except the forcing nodes, where they consist of the linear interpolation coefficients.
Gˆ represents the pressure gradient at all points in the domain except the forcing nodes,
where it contains empty rows—because the pressure field is not involved in the velocity
interpolation at the boundary. The matrix Dˆ, however, is assembled differently.
Earlier, we had used the suggestion by Kim et al. [44] to neglect the fluxes at the
forcing nodes when discretizing the continuity equation. This was interpreted by them as
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Figure 7.13: Discretizing the continuity equation in a cell (ABCD) near the immersed
boundary. Kim et al. [44] suggested that a mass source or sink be added to the cell which
has the effect of neglecting the fluxes due to the velocities at the forcing nodes, i.e. u2
and v2. Instead, we recommend that they are replaced by the interpolation relations, i.e.
ξu3 + (1− ξ)UB and ηv3 + (1− η)VB, at those points. This results in a fully second-order
formulation of the direct forcing method.
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the addition of a source or a sink to help conserve mass at the immersed boundary when
the direct forcing method was used. Based on their idea, we wrote the continuity equation
for cell ABCD in Figure 7.13 as:
− u1∆y − v1∆x = 0, (7.27)
essentially setting the fluxes due to u2 and v2 as zero.
But instead, we recommend using the values of u2 and v2 that are obtained via the
linear interpolation at the boundary. The discrete continuity equation in cell ABCD can
then be written as:
−u1∆y − v1∆x+ u2∆y + v2∆x = 0
⇒ −u1∆y − v1∆x+ [ξu3 + (1− ξ)UB]∆y + [ηv3 + (1− η)VB]∆x = 0
⇒ −u1∆y − v1∆x+ ξu3∆y + ηv3∆x = −(1− ξ)UB∆y − (1− η)VB∆x (7.28)
Note that this can be done for any interpolation scheme used at the forcing nodes, and not
just the linear interpolation that we have currently considered.
In this way, we can write down the modified matrix Dˆ, which will be different from the
one used in the previous chapter. The resulting fractional step method is:
Aˆu∗ = rˆn + bˆc1 (7.29a)
∆tDˆGˆφ = Dˆu∗ − bˆc2 (7.29b)
un+1 = u∗ −∆tGˆφ (7.29c)
where the left-hand side matrix in Equation (7.29b) will have rows that resemble the modi-
fied pressure equation (Equation (7.24)) from the preceding section. Since the same matrix
is obtain this way, we could say that the homogeneous Neumann boundary conditions once
again emerge from the fractional step method.
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The matrices and vectors in Equations (7.29) can be rescaled using the matrices Mˆ
and R from Section 2.5.1, but note that Dˆ and Gˆ are transformed into matrices D and G
that are not transposes of each other. Consequently, the resulting matrix product DG is
not symmetric, and Equation (7.29b) must be solved using a general Krylov solver such as
BiCGSTAB or GMRES. Pressure values must be pinned at two nodes, one inside and one
outside the immersed body, so that the iterative solver converges.
7.4.3 Convergence tests
We ran the same test case as before—lid-driven flow in a square cavity with a stationary
circular cylinder at the center. The flow was started from rest at t = 0 and simulated till
t = 0.25 in steps of ∆t = 0.0005. The kinematic viscosity of the fluid was 0.01 and the
velocity of the lid was 1.0. The convective terms were advanced using an explicit Euler
scheme, and an implicit backward Euler scheme was used for the diffusive terms.
We ran the simulations for four successive grids, each triple the size of the previous
along each direction, and used the L2-norm of the difference between successive solutions
to calculate the order of convergence. This was done for three sets of grids, each starting
with sizes 20×20, 25×25 and 30×30. The observed orders of convergence for the different
cases are shown in Table 7.6.
We observe that the rate of convergence is consistently near 2 when it is calculated
using the last three grids in each case, and hence the numerical experiments confirm the
second-order accuracy of the method.
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Case & Observed rate of convergence
Initial grid size First three grids Last three grids Best fit
Circle u 1.898 1.960 1.929
20× 20 v 1.647 2.008 1.828
Circle u 1.955 1.974 1.959
25× 25 v 1.671 1.991 1.831
Circle u 1.677 1.896 1.787
30× 30 v 1.580 1.987 1.783
Rectangle 1 u 1.773 1.981 1.877
20× 20 v 1.591 1.898 1.744
Rectangle 2 u 1.774 1.869 1.822
20× 20 v 1.554 1.460 1.507
Table 7.6: The observed rates of convergence of the second-order direct forcing method for
the model flow problem, with linear interpolation at the immersed boundary for both the
velocity and the pressure gradient. The final column is the slope of the best-fit line across
all four grids.
Chapter 8
Conclusions
We studied computationally the aerodynamics of a species of flying snake, Chrysopelea
paradisi, by simulating two-dimensional incompressible flow over the cross-sectional shape
of the snake during gliding flight. We obtained lift and drag characteristics of this shape in
the Reynolds number range 500–3000. In flows with Reynolds numbers 2000 and beyond,
the lift curve showed a sharp increase at an angle of attack of 35◦, followed by a gradual stall.
This behavior is similar to that observed previously in experimental studies of cylindrical
sections with the same cross section, for Reynolds numbers 9000 and above. Our unsteady
simulations reveal that in flows with Reynolds number 2000 and above and at angle of
attack 35◦, the 2-D flow separates at the leading edge but does not produce a stall. The free
shear layer thus generated over the dorsal surface of the body can roll up and interact with
secondary vorticity, resulting in vortices remaining closer to the surface and an associated
increase in lift. Differences between the experiments and simulations in the magnitude of
the force coefficients and the value of the threshold Reynolds number beyond which the
phenomenon is observed may be attributed to the three-dimensional effects.
We derived an alternate formulation of the direct forcing method proposed by Fadlun et
al. [18]. We started by discretizing the full Navier–Stokes equations, and wrote the appro-
priate interpolation relations at nodes near the boundary. We then applied an approximate
block LU decomposition to this system to obtain a fractional step method. This took into
account the mass conservation at the boundary using the suggestion by Kim et al. [44], and
resulted in the application of a zero gradient pressure condition at the immersed boundary.
Tests showed that this method converged at a rate between 1 and 2.
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We theoretically predicted the rate of convergence of a direct forcing method that used
linear interpolation to enforce the no-slip condition at the boundary. For a particular node,
we showed that the order of accuracy of a linear interpolation could vary depending on
where the immersed boundary was located relative to the forcing node. But for a multi-
dimensional immersed boundary, the accuracy becomes second-order when averaged over
all the forcing nodes near the interface. We noted that in the discrete direct forcing method
for Navier–Stokes equations, the velocities were linearly interpolated near the boundaries,
but the pressure gradients were set as zero at locations of the forcing nodes, which resulted
in the pressure field being first-order accurate in space. Hence, the order of convergence was
observed to be between 1 and 2. We then applied the linear interpolation to the pressure
boundary conditions as well, and obtained a fully second-order direct forcing method.
The suggestion by Kim et al. [44] to ignore the fluxes at the IB nodes results in a first-
order approximation of the pressure boundary conditions. Instead, we recommend using
the fluxes from the velocities obtained by interpolation at those IB nodes. This can be
done for any type of interpolation scheme used. By viewing the direct forcing method as
simply an interpolation of the velocities near the immersed boundary, and applying this
idea to all the discrete equations (without considering additional source terms for forces or
masses), we can derive a consistent system of equations to solve for the flow.
Appendix A
An overview of PetIBM
In this appendix, we will provide an overview of the PetIBM code [49]. This includes
an explanation of the the code design and class structure, parallelization strategies, and
implementation details.
A.1 The Fractional Step Method
At the heart of PetIBM is the fractional step method, which attempts to solve the equations:
 A Q
QT 0

 qn+1
λ
 =
 r1
r2
 (A.1)
using an approximate block-LU decomposition. The actual set of equations that are solved
at every time step are:
Aq∗ = r1 (A.2a)
QTBNQλ = QT q∗ − r2 (A.2b)
qn+1 = q∗ −BNQλ (A.2c)
where BN is the approximate inverse of A. In the absence of immersed boundaries, Q and
QT are simply the rescaled gradient and divergence matrices, and λ is a vector containing
all the discrete pressure values. When we use the immersed boundary projection method
developed by Taira & Colonius [112], Q and QT also include the rescaled force-spreading
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and interpolation matrices, and λ includes the vector f˜ , which stores the rescaled body
forces at all the immersed boundary points.
As we have mentioned before, other immersed boundary methods such as the direct
forcing method can be formulated in such a manner, and the above equations provide a
general framework which will guide our code design.
A.2 Classes and Code design
The basic solver class is NavierStokesSolver, which computes unsteady fluid flows in
rectangular domains where no immersed boundaries are present. The matrices and vectors
from Equations (A.2) are members of this class. It also includes routines to read input files,
initialize the vectors and assemble the matrices, calculate the explicit terms and boundary
condition vectors, solve the unsteady equations using the fractional step method, and
output the data at the specified save points.
Currently, the only ibm solver class available in PetIBM is TairaColoniusSolver. This
is a derived class, inheriting from NavierStokesSolver. Routines for assembling the ma-
trix A, calculating the explicit terms, and the time-stepping are the same for both classes,
but handling the body, the extra submatrices and boundary condition vectors in the ibm
require new members and functions in the derived class. These classes are templated over
the dimension, and separate functions are written for the 2-D and 3-D cases whenever
required.
In the future, we could add other ibms (such as the direct forcing method) as de-
rived classes. Furthermore, we could insert another level of inheritance: a class named
NavierStokesWithBody—derived from NavierStokesSolver—that contains information
regarding the immersed bodies and routines to calculate forces on them from the flow field
alone, independent of the ibm used. All the ibm solver classes can then inherit from this
class. The current and planned inheritance diagrams are shown in Figure A.1.
NavierStokesSolver contains objects of three other classes that it uses to set up and
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NavierStokesSolver
TairaColoniusSolver
NavierStokesSolver
NavierStokesWithBody
TairaColoniusSolver DirectForcingSolver
Current 
inheritance diagram
Future 
inheritance diagram
Figure A.1: The current inheritance diagram of PetIBM is shown on the left, and the
planned inheritance diagram for future versions is shown on the right.
run simulations. The first of these, FlowDescription, is the class used to describe the
physical flow, and includes information about the kinematic viscosity, initial flow field, and
the boundary conditions. Another class, SimulationParameters, is used to store data
regarding the simulation—the size of the time step, number of time steps, save interval,
linear solver tolerances, etc. And finally, the class CartesianMesh stores information about
the structured Cartesian grid used to solve the problem—number of cells, width of the cells
and coordinates of the nodes. These classes can hold both 2-D and 3-D data, with some of
the members ignored in two dimensions. The data are also stored on every process, as the
memory required is low—even for the mesh coordinates, only one-dimensional arrays along
each axis need to be stored. All the information related to the immersed boundary in the
flow is stored within the TairaColoniusSolver class, but can be moved into a separate
Bodies class in the future.
We will now discuss parallel implementations of the data structures that are of concern
to us, i.e. vectors, matrices and structured grids. Once we assemble our data in a parallel
and efficient manner, we will be able to solve large problems quickly.
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A.3 Parallelization
The PETSc library [4] provides parallel data structures and algorithms for sparse linear
algebra. It can be used to implement many numerical methods that solve partial differential
equations. We use it here to write a parallel immersed boundary method code. In the
following sections, we will describe the parallel data structures, how we parallelize our
data, and how we assemble the matrices that will be used in the solution. For the sake of
illustration, we consider a two-dimensional problem on an M ×N grid that is solved using
four processes. The ideas can easily be extended to three dimensions.
A.3.1 Vectors
Vectors are distributed across processes in a contiguous manner. For example, if a vector
of size 4N is distributed equally between four processes, the first process stores the first N
elements of the vector, the second process stores the next N , and so on. This is illustrated
in Figure A.2.
Process 0 Process 1 Process 2 Process 3
Figure A.2: Parallelizing a vector. Elements are distributed across processes in a contiguous
manner.
We store the discrete velocity fluxes in the vector q = [u v]T (where u and v have been
multiplied by the areas of the cell faces), and the discrete pressure values in the vector φ.
When a non-periodic domain is discretized using a structured Cartesian grid with M ×N
cells, we obtain (M −1)N nodes of u, M(N −1) nodes of v, and MN nodes of φ. When an
immersed boundary is present and we use the numerical method by Taira & Colonius [112]
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to solve the flow, we compute the vector λ = [φ f˜ ]T which contains both the pressure values
and the rescaled body forces. The number of elements in f˜ is 2Nb, storing two components
of the body force at the Nb points that define the immersed boundary.
While we have written the flux vector q as [u v]T , we can actually arrange the elements
u0, u1, . . . , u(M−1)N−1, v0, v1, . . . , vM(N−1)−1 in whatever order we want. But once we
have picked the order of the entire vector, the most efficient way to distribute the elements
across processes is in contiguous chunks.
Process 0 Process 1
Process 2 Process 3
Figure A.3: Distributing the discrete flow variables across processes. Variables that are
spatially nearby are stored on the same process, as finite difference stencils are used to
calculate the explicit terms. The information about the immersed boundary is broadcast
to all processes.
Figure A.3 shows how we distribute the flow variables in a staggered grid across pro-
cesses. The grid is divided into rectangular subdomains, such that the values of u, v and φ
on nodes that are near each other in the physical domain are stored on the same process.
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This is so that we can minimize communication between processes when calculating the
explicit terms that make use of the finite difference stencils detailed in Chapter 2. In each
subdomain, the u nodes on the left edge and the v nodes on the bottom edge are excluded.
There are no u or v nodes at the domain boundaries because the boundary conditions are
provided there.
Information about the coordinates of all the immersed boundary points is broadcast to
all the processes. When calculating flows with one or a small number of bodies, the number
of boundary points is small compared to the number of flow variables, and will occupy a
relatively small portion of the memory. The savings in communicating information about
the bodies across processes makes up for the redundancy in storage.
A.3.2 Distributed arrays
PETSc provides a data structure known as a distributed array, which makes it easy to
set up the vectors described in the previous section. It takes the values from nodes on a
structured mesh, and arranges them into a parallel global vector.
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48 49 50 51 52 53 53 55
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Process 0 Process 1
Process 2 Process 3
Natural numbering PETSc numbering
Figure A.4: On the left is the natural numbering that we would use for a serial vector
that stores all the pressure values from a Cartesian structured grid. On the right is the
numbering scheme used by PETSc’s distributed array.
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The first part of Figure A.4 shows the natural numbering scheme that one would use
to store a structured Cartesian mesh in a contiguous array or vector. When this vector
is distributed across processes, the subvectors on each process also need to be contiguous,
which is why the numbering scheme is changed to that on the right of Figure A.4. In the
case of the velocity fluxes where multiple components need to be handled, the x-components
are stored first, followed by the y-components. The overall vector thus looks as follows:
q = [uprocess 0 vprocess 0 uprocess 1 vprocess 1 . . .]T .
Calculating the explicit terms such as the convection, diffusion and gradient terms
requires information from the left, right, top and bottom of each node. The values of
flow quantities adjacent to the subdomain boundaries are not present on the respective
processes. They need to be communicated between processes to enable the evaluation of
the explicit terms.
44 45 46 47 60
40 41 42 43 56
36 37 38 39 52
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12 13 14 15 28
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Process 2 Process 3
Figure A.5: Communication of ghost cell values between processes. The ghost cells on the
domain edges are populated based on the boundary conditions.
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Figure A.5 shows in blue what are known as ghost cells—these are extra memory
locations present on each process to store values from other processes that are along the
adjoining boundaries. Every time the explicit terms are calculated, the values present
in these ghost cells must first be updated via communication across the processes, and
then the finite difference scheme must be applied at all non-ghost nodes in the processes.
PETSc provides the infrastructure to create contiguous memory locations on every process
that include the ghost cells, and calls them local vectors. The local vectors can be used
to perform stencil operations, while the global vectors are used in sparse linear algebra
routines. Data is copied between these two vectors as required.
A.3.3 Assembling the vectors
Pressure The vector φ is a simple distributed array of global size M × N . Given the
number of processes, PETSc automatically partitions the pressure nodes into a parallel
vector that satisfies the properties of a distributed array mentioned in the previous section.
Although each process stores only a subset of the elements of the vector, every process has
access to information about how the data was partitioned.
Velocity fluxes In a non-periodic domain, the number of u nodes along the x-direction
is one less than the number of φ nodes, and the number of v nodes along the y-direction
is one less than the number of φ nodes along that direction. To divide the flow variables
as described in the previous section (and as shown in Figure A.3), we must use the same
partitioning as the pressure nodes for each component of the velocity fluxes, but with one
less u node in the processes on the right edge of the domain, and one less v node in the
processes on the top edge of the domain. The vectors of the different components are then
packed to create one flux vector with all the components. This partitioning is performed
in the function NavierStokesSolver::createDMs.
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Body forces The vector f˜ is created as a one-dimensional distributed array, with mul-
tiple degrees of freedom equal to the dimension of the flow problem. During the course of
the simulation, grid velocities are interpolated to the body and the body forces are spread
to the grid. Each boundary point interacts with a small set of velocity nodes around it.
This interaction is essentially achieved through the matrix-vector products Eq and ET f˜
for the interpolation and spreading respectively. To minimize the communication between
processes, we would prefer that body forces and velocities be stored on the processes that
contain the most number of grid velocity nodes that they interact with.
Process 0 Process 1
Process 2 Process 3
Figure A.6: Partitioning of the body force vector f˜ . The elements of f˜ are placed in
the processes where the most number of velocity nodes that they communicate with are
present.
Figure A.6 illustrates the above. The grey regions consist of velocity nodes on the
grid that the points on the immersed boundary interact with. The elements of the body
force vector f˜ must reside on processes where they will interact with the most number of
elements of the velocity flux vector, and these will be the same processes where the velocity
nodes they are nearest to in physical space are present (because of the way in which we
partitioned the domain).
Note that although information about the body itself is stored on all processes, the
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elements of f˜ are partitioned across processes in the manner described above. This vector
is packed with the vector φ and they are solved simultaneously in TairaColoniusSolver.
A.3.4 Ghost nodes
As mentioned earlier, PETSc can create local vectors from the distributed arrays that
have the same structure as the global vectors but with the addition of ghost nodes. In
PetIBM, we construct local vectors of the velocity fluxes so that we can calculate the
explicit convection and diffusion terms using finite-differences. At the interior boundaries
between subdomains, these ghost nodes store the values of fluxes from adjacent processes.
Ghost nodes also exist at the edges of the domain, and these are populated based on
the physical boundary conditions of the flow. For Dirichlet conditions, PetIBM currently
stores the values of velocities (and not fluxes) at these nodes, and uses them appropriately
when calculating explicit terms at the boundaries. But for periodic boundary conditions,
fluxes from the other side of the wrapped domain are stored in the ghost nodes. These
operations are handled by the function NavierStokesSolver::updateBoundaryGhosts.
A.3.5 Matrices
The matrices that we encounter in finite-difference immersed boundary methods are sparse,
which means only the non-zero elements (along with their row and column indices) are
stored in memory. In general, the matrices that we encounter are not square. For example,
the gradient matrix operates on M×N pressure values and produces (M−1)N+M(N−1)
pressure gradient values evaluated at the u and v nodes in the domain.
We use Figure A.7 to illustrate how parallel matrices are assembled in PETSc. The
matrix A multiplies vector x, and their product is vector b. x and b are parallel vectors
of different size, divided into subvectors that are distributed across 4 processes. The rows
of A that are stored on a particular process must match the same rows of b that are
stored on that process. Each row of A contains elements that multiply the elements of x.
The elements of A that multiply elements of x on the same process are termed diagonal
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Figure A.7: Parallel matrix in PETSc. The vector b is the product of matrix A and vector
x. The solid colours denote regions of A that can multiply the corresponding parts of x
without any communication. The two colors of the checked regions denote the process on
which rows of A are stored and the process on which the x values that are multiplied by
that region reside.
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elements, and those that multiply elements of x on other processes are termed off-diagonal
elements. In Figure A.7 the diagonal non-zeros are present in the solid-colored regions,
and the off-diagonal non-zeros are present in the checked regions. The latter need to be
communicated between processes during multiplication, but the former need not.
A.3.6 Assembling the matrices
The matrices in our code must be assembled keeping in mind the vectors that they operate
on. When assembling a sparse matrix, the non-zero elements along with their row and
column indices must be specified. The column and rows indices are obtained from the
vector that the matrix multiplies and the product vector respectively. Hence, we require
the global indices of all the elements of the vectors in our code to be able to assemble the
matrices.
For a simple distributed array with one degree of freedom, this may be easy to calculate
on the fly. However, when dealing with packed vectors, the global index of a specific
component will also depend on the number of elements of the other components that are
present on each process.
For every vector, PETSc stores the start and end indices of the contiguous chunk
on each process. In the case of the velocity flux vector, we can traverse the elements
on each process component by component and determine the global indices. However,
we will also need the global indices of the elements on adjacent processes to be able to
set up the matrix A, which involves an implicit finite-difference diffusion stencil. This
can be done using a simple idea: create a local vector that stores the global indices of
the elements on each process, and then perform a ghost-node synchronization across all
processes. This way, every node on every process acquires knowledge of the global in-
dices of the nodes adjacent to it. In the code, we use the local vectors uMapping and
vMapping to store the global indices of the velocity fluxes, and populate them in the func-
tion NavierStokesSolver::createLocalToGlobalMappingsFluxes. A word of caution:
the local vectors contain floating point numbers that are then converted to integers when
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used as indices, and hence must be used with care.
The process described can also be used to keep track of the global indices of φ. How-
ever, when the body force vector f˜ is involved, it gets a little more complicated. The
body information on every process is stored as a list of points. First, we must deter-
mine which of these points are present on which process. This is done in the function
TairaColoniusSolver::generateBodyInfo without any communication, since each pro-
cess knows which portion of the physical grid is stored on it, as well as the coordinates
of all the body points. Then, knowing the number of elements of φ on each process, we
can calculate the global index of the body force at each boundary point in the vector
f˜ . This is done in the function TairaColoniusSolver::createGlobalMappingBodies.
Hence, knowing the indices of the local elements of φ and f˜ in the global vector λ, as well
as the global indices of the velocity fluxes in the vector q, we can assembled the matrix Q.
Whenever the matrices are assembled, the number of non-zero elements on the diagonal
and off-diagonal portions of the matrix in each process are first calculated so that the correct
amount of memory can be allocated. The elements of the matrix are only then initialized.
The matrix BN is a diagonal matrix for the first-order accurate fractional step method,
and its elements are stored as a vector. All other vectors are assembled using the numerical
methods explained in Chapter 2. r1 has the same parallel partitioning as the the vector
q, and r2 has the same partitioning as λ. The matrix QTBNQ is calculated and stored
explicitly so that we can use PETSc’s parallel preconditioners out of the box.
A.4 Solution
Initialization First, we read the input files and populate the classes that describe the
flow problem, the grid, and the immersed body. We then initialize the ibm solver, allocate
memory, and assemble all the necessary matrices and vectors. The flow field at time
t = 0 can be specified as a uniform velocity field, with an optional added asymmetric
perturbation. When needed, this perturbation can hasten the onset of flow instabilities.
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Time-stepping Having assembled the required matrices and vectors, we can solve the
set of Equations A.2 to advance the solution in time. The types of linear solvers, precondi-
tioners, and related options such as the solver tolerances can be chosen at run-time via the
command line. The ghost nodes must be synchronized every time the explicit terms are
calculated, and the nodes at the domain boundaries must be updated at every time step
with new values, depending on the velocity boundary conditions. The solution is advanced
by one time step every time the function NavierStokesSolver::stepTime is called.
Output At every time step, the program writes the forces on the immersed boundary
to a file, as well as the number of iterations it takes to solve the two linear systems in the
fractional step method. The entire flow field data are saved at intervals specified by the
user.
Instructions on how to install and run the code, and a detailed description of the
input and output files can be found on the Wiki page of the code repository: https:
//github.com/barbagroup/PetIBM/wiki/. PetIBM is open source, and has been released
under the MIT license.
List of Journal Abbreviations
Annu. Rev. Fluid Mech.. . . Annual review of fluid mechanics
Appl. Mech. Rev. . . . . . . . . . Applied Mechanics Reviews
Arch. Ration. Mech. An. . . Archive for Rational Mechanics and Analysis
Bioinspir. Biomim. . . . . . . . . Bioinspiration & Biomimetics
Commun. Comput. Phys. . Communications in Computational Physics
Comput. Fluids . . . . . . . . . . . Computers & Fluids
Comput. Method. Appl. M. Computer Methods in Applied Mechanics and En-
gineering
Exp. Fluids . . . . . . . . . . . . . . . Experiments in Fluids
Int. J. Numer. Meth. Fl. . . International Journal for Numerical Methods in
Fluids
Integr. Comp. Bio. . . . . . . . . Integrative and comparative biology
J. Aircraft . . . . . . . . . . . . . . . . . Journal of Aircraft
J. Comput. Appl. Math. . . Journal of Computational and Applied Mathemat-
ics
J. Comput. Phys. . . . . . . . . . Journal of Computational Physics
J. Exp. Biol. . . . . . . . . . . . . . . Journal of Experimental Biology
J. Fluid Mech. . . . . . . . . . . . . Journal of Fluid Mechanics
J. R. Soc. Interface . . . . . . . . Journal of the Royal Society Interface
Math. Comput. . . . . . . . . . . . Mathematics of Computation
Phys. Fluids . . . . . . . . . . . . . . . Physics of Fluids
SIAM J. Numer. Anal. . . . . SIAM Journal of Numerical Analysis
SIAM J. Sci. Comput. . . . . . SIAM Journal on Scientific Computing
Bibliography
[1] Md. Mahbub Alam, Y. Zhou, H. X. Yang, H. Guo, and J. Mi. The ultra-low Reynolds
number airfoil wake. Exp. Fluids, 48(1):81–103, 2010.
[2] Joseph W Bahlman, Sharon M Swartz, Daniel K Riskin, and Kenneth S Breuer. Glide
performance and aerodynamics of non-equilibrium glides in northern flying squirrels
(Glaucomys sabrinus). Journal of The Royal Society Interface, 10(80), 2013.
[3] E. Balaras. Modeling complex boundaries using an external force field on fixed
Cartesian grids in large-eddy simulations. Comput. Fluids, 33(3):375–404, 2004.
[4] Satish Balay, Shrirang Abhyankar, Mark F. Adams, Jed Brown, Peter Brune, Kris
Buschelman, Victor Eijkhout, William D. Gropp, Dinesh Kaushik, Matthew G. Kne-
pley, Lois Curfman McInnes, Karl Rupp, Barry F. Smith, and Hong Zhang. PETSc
Web page. http://www.mcs.anl.gov/petsc, 2014.
[5] Nathan Bell and Michael Garland. Cusp: Generic parallel algorithms for sparse
matrix and graph computations. https://github.com/cusplibrary/cusplibrary,
2012.
[6] Richard P Beyer and Randall J LeVeque. Analysis of a one-dimensional model for
the immersed boundary method. SIAM J. Numer. Anal., 29(2):332–364, 1992.
[7] Kristin L Bishop. Aerodynamic force generation, performance and control of body
orientation during gliding in sugar gliders (Petaurus breviceps). J. Exp. Biol.,
210(15):2593–2606, 2007.
[8] G Chesshire and William D Henshaw. Composite overlapping meshes for the solution
of partial differential equations. J. Comput. Phys., 90(1):1–64, 1990.
[9] J Choi, R Oberoi, J Edwards, and J Rosati. An immersed boundary method for
complex incompressible flows. J. Comput. Phys., 224(2):757–784, 2007.
[10] M. S. Chong, A. E. Perry, and B. J. Cantwell. A general classification of three-
dimensional flow fields. Phys. Fluids, 2:408–420, 1990.
[11] Alexandre Joel Chorin. Numerical solution of the Navier–Stokes equations. Math.
Comput., 22(104):745–762, 1968.
[12] T. Colonius and K. Taira. A fast immersed boundary method using a nullspace
approach and multi-domain far-field boundary conditions. Comput. Method. Appl.
M., 197(25-28):2131–2146, 2008.
202
[13] Richard Courant, Kurt Friedrichs, and Hans Lewy. U¨ber die partiellen differen-
zengleichungen der mathematischen physik. Mathematische Annalen, 100(1):32–74,
1928.
[14] Robert Dillon, Lisa Fauci, Aaron Fogelson, and Donald Gaver III. Modeling biofilm
processes using the immersed boundary method. J. Comput. Phys., 129(1):57–73,
1996.
[15] Robert Dudley, Greg Byrnes, Stephen P Yanoviak, Brendan Borrell, Rafe M Brown,
and Jimmy A McGuire. Gliding and the functional origins of flight: biomechanical
novelty or necessity? Annual review of ecology, evolution, and systematics, 38:179–
201, 2007.
[16] Charles D Eggleton and Aleksander S Popel. Large deformation of red blood cell
ghosts in a simple shear flow. Phys. Fluids, 10(8):1834–1845, 1998.
[17] Charles P Ellington, Coen Van Den Berg, Alexander P Willmott, and Adrian LR
Thomas. Leading-edge vortices in insect flight. Nature, 384:626–630, 1996.
[18] E. Fadlun, R. Verzicco, P. Orlandi, and J. Mohd-Yusof. Combined immersed-
boundary finite-difference methods for three-dimensional complex flow simulations.
J. Comput. Phys., 161(1):35–60, 2000.
[19] L. J. Fauci and C. S. Peskin. A computational model of aquatic animal locomotion.
J. Comput. Phys., 77:85, 1988.
[20] Dmitry A Fedosov, Bruce Caswell, and George Em Karniadakis. A multiscale red
blood cell model with accurate mechanics, rheology, and dynamics. Biophysical jour-
nal, 98(10):2215–2225, 2010.
[21] Zhi-Gang Feng and Efstathios E Michaelides. The immersed boundary lattice Boltz-
mann method for solving fluid–particles interaction problems. J. Comput. Phys.,
195(2):602–628, 2004.
[22] Aaron L Fogelson. Continuum models of platelet aggregation: formulation and me-
chanical properties. SIAM Journal on Applied Mathematics, 52(4):1089–1110, 1992.
[23] Aaron L Fogelson and Robert D Guy. Platelet–wall interactions in continuum models
of platelet thrombosis: formulation and numerical solution. Mathematical Medicine
and Biology, 21(4):293–334, 2004.
[24] Richard Franke. Scattered data interpolation: Tests of some methods. Math. Com-
put., 38(157):181–200, 1982.
[25] Peter Freymuth. Propulsive vortical signature of plunging and pitching airfoils. AIAA
Journal, 26(7):881–883, 1988.
[26] U. Ghia, K. N. Ghia, and C. T. Shin. High-Re solutions for incompressible flow using
the Navier–Stokes equations and a multigrid method. J. Comput. Phys., 48(3):387–
411, 1982.
203
[27] Reza Ghias, Rajat Mittal, and Haibo Dong. A sharp interface immersed boundary
method for compressible viscous flows. J. Comput. Phys., 225(1):528–553, 2007.
[28] Reza Ghias, Rajat Mittal, and T.S. Lund. A non-body conformal grid method for
simulation of compressible flows with complex immersed boundaries. AIAA Paper,
80, 2004.
[29] A Gilmanov, F Sotiropoulos, and E Balaras. A general reconstruction algorithm
for simulating flows with complex 3-d immersed boundaries on cartesian grids. J.
Comput. Phys., 191(2):660–669, 2003.
[30] Anvar Gilmanov and Fotis Sotiropoulos. A hybrid cartesian/immersed boundary
method for simulating flows with 3-D, geometrically complex, moving bodies. J.
Comput. Phys., 207(2):457–492, 2005.
[31] D Goldstein, R Handler, and L Sirovich. Modeling a no-slip flow boundary with an
external force field. Journal of Computational Physics, 105(2):354–366, 1993.
[32] Boyce E Griffith. Immersed boundary model of aortic heart valve dynamics with
physiological driving and loading conditions. International Journal for Numerical
Methods in Biomedical Engineering, 28(3):317–345, 2012.
[33] Boyce E Griffith. On the volume conservation of the immersed boundary method.
Commun. Comput. Phys., 12(2):401, 2012.
[34] Boyce E Griffith, Richard D Hornung, David M McQueen, and Charles S Peskin. An
adaptive, formally second order accurate version of the immersed boundary method.
J. Comput. Phys., 223(1):10–49, 2007.
[35] Boyce E Griffith, Xiaoyu Luo, David M McQueen, and Charles S Peskin. Simulat-
ing the fluid dynamics of natural and prosthetic heart valves using the immersed
boundary method. International Journal of Applied Mechanics, 1(01):137–177, 2009.
[36] F. H. Harlow and J. E. Welch. Numerical calculation of time-dependent viscous
incompressible flow of fluid with free surface. Phys. Fluids, 8(12):2182, 1965.
[37] Daniel Holden. Flying snakes: Aerodynamics of body cross-sectional shape. Master’s
thesis, Virginia Polytechnic Institute and State University, May 2011.
[38] J. C. R. Hunt, A. A. Wray, and P. Moin. Eddies, stream, and convergence zones in
turbulent flows. Center for Turbulence Research Report CTR-S88, pages 193–208,
1988.
[39] Gianluca Iaccarino, Georgi Kalitzin, and Bahram Khalighi. Towards an immersed
boundary RANS flow solver. In 41st AIAA Aerospace Sciences Meeting and Exhibit,
6–9 January 2003. Paper AIAA 2003–0770.
[40] Gianluca Iaccarino and Roberto Verzicco. Immersed boundary technique for turbu-
lent flow simulations. Appl. Mech. Rev., 56(3):331, 2003.
204
[41] J. Jeong and F. Hussain. On the identification of a vortex. J. Fluid Mech., 285:69–94,
1995.
[42] Khodor Khadra, Philippe Angot, Sacha Parneix, and Jean-Paul Caltagirone. Ficti-
tious domain approach for numerical modelling of Navier–Stokes equations. Int. J.
Numer. Meth. Fl., 34(8):651–684, 2000.
[43] D Kim and H Choi. Immersed boundary method for flow around an arbitrarily
moving body. J. Comput. Phys., 212(2):662–680, 2006.
[44] J. Kim, D. Kim, and H. Choi. An immersed-boundary finite-volume method for
simulations of flow in complex geometries. J. Comput. Phys., 171(1):132–150, 2001.
[45] J. Kim and P. Moin. Application of a fractional-step method to incompressible
Navier–Stokes equations. J. Comput. Phys., 59(2):308–323, 1985.
[46] P. Koumoutsakos and A. Leonard. High-resolution simulations of the flow around an
impulsively started cylinder using vortex methods. J. Fluid Mech., 296:1–38, 1995.
[47] Anush Krishnan and L. A. Barba. Validation of the cuIBM code for Navier–Stokes
equations with immersed boundary methods. Technical Report on figshare, CC-BY
license, http://dx.doi.org/10.6084/m9.figshare.92789, 6 July 2012.
[48] Anush Krishnan and L. A. Barba. Flying snake wake visualizations with cuIBM.
Video on on figshare, CC-BY license, http://dx.doi.org/10.6084/m9.figshare.
157334, February 2013.
[49] Anush Krishnan and Lorena A. Barba. PetIBM – A 3-D and parallel PETSc-based
immersed boundary method code. https://www.github.com/barbagroup/PetIBM/.
[50] Anush Krishnan, Simon Layton, and Lorena A. Barba. cuIBM – a GPU-based im-
mersed boundary method code. https://www.github.com/barbagroup/cuIBM/.
[51] Anush Krishnan, John J. Socha, Pavlos P. Vlachos, and L. A. Barba. Body cross-
section of the flying snake Chrysopelea paradisi. Data set and figure on figshare un-
der CC-BY license, http://dx.doi.org/10.6084/m9.figshare.705877, May 2013.
[52] Anush Krishnan, John J. Socha, Pavlos P. Vlachos, and L. A. Barba. Lift and drag
coefficient versus angle of attack for a flying snake cross-section. Data set and fig-
ure on figshare under CC-BY license, http://dx.doi.org/10.6084/m9.figshare.
705883, May 2013.
[53] Anush Krishnan, John J. Socha, Pavlos P. Vlachos, and L. A. Barba. Time-averaged
surface pressure on a flying-snake cross-section. Data set and figure on figshare under
CC-BY license, http://dx.doi.org/10.6084/m9.figshare.705890, May 2013.
[54] Anush Krishnan, John J Socha, Pavlos P Vlachos, and L A Barba. Lift and wakes
of flying snakes. Phys. Fluids, 26(3):031901, 2014.
205
[55] P Kunz and I Kroo. Analysis, design, and testing of airfoils for use at ultra-low
Reynolds numbers. In Proceedings of a Workshop on Fixed and Flapping Flight at
Low Reynolds Numbers, Notre Dame, 2000.
[56] P Kunz and I Kroo. Analysis and design of airfoils for use at ultra-low Reynolds
numbers. In Thomas J. Mueller, editor, Fixed and Flapping Wing Aerodynamics for
Micro Air Vehicle Applications, volume 195 of Progress in Astronautics and Aero-
nautics, chapter 3, pages 35–60. AIAA, 2001.
[57] M.C. Lai and Charles S Peskin. An immersed boundary method with formal second-
order accuracy and reduced numerical viscosity. J. Comput. Phys., 160(2):705–719,
2000.
[58] Jinmo Lee and Donghyun You. An implicit ghost-cell immersed boundary method
for simulations of moving body problems with control of spurious force oscillations.
J. Comput. Phys., 233:295–314, 2013.
[59] Jongho Lee, Jungwoo Kim, Haecheon Choi, and Kyung-Soo Yang. Sources of spurious
force oscillations from an immersed boundary method for moving-body problems. J.
Comput. Phys., 230(7):2677–2695, 2011.
[60] Long Lee and Randall J LeVeque. An immersed interface method for incompressible
Navier–Stokes equations. SIAM J. Sci. Comput., 25(3):832–856, 2003.
[61] Randall J Leveque and Zhilin Li. The immersed interface method for elliptic equa-
tions with discontinuous coefficients and singular sources. SIAM J. Numer. Anal.,
31(4):1019–1044, 1994.
[62] Randall J LeVeque and Zhilin Li. Immersed interface methods for Stokes flow with
elastic boundaries or surface tension. SIAM J. Sci. Comput., 18(3):709–735, 1997.
[63] G. C. Lewin and H. Haj-Hariri. Modelling thrust generation of a two-dimensional
heaving airfoil in a viscous flow. J. Fluid Mech., 492:339–362, 2003.
[64] Zhilin Li and Ming-Chih Lai. The immersed interface method for the Navier–Stokes
equations with singular forces. J. Comput. Phys., 171(2):822–842, 2001.
[65] Sookkyung Lim and Charles S Peskin. Fluid-mechanical interaction of flexible bac-
terial flagella by the immersed boundary method. Physical Review E, 85(3):036307,
2012.
[66] Mark N Linnick and Hermann F Fasel. A high-order immersed interface method for
simulating unsteady incompressible flows on irregular domains. J. Comput. Phys.,
204(1):157–192, 2005.
[67] S. Majumdar, Gianluca Iaccarino, and Paul Durbin. RANS solvers with adaptive
structured boundary non-conforming grids. Annual Research Briefs, pages 353–366,
2001.
206
[68] S Marella, S Krishnan, H Liu, and H Udaykumar. Sharp interface Cartesian grid
method I: An easily implemented technique for 3-D moving boundary computations.
J. Comput. Phys., 210(1):1–31, 2005.
[69] David M McQueen and Charles S Peskin. Computer-assisted design of butter-
fly bileaflet valves for the mitral position. Scandinavian Cardiovascular Journal,
19(2):139–148, 1985.
[70] David M McQueen and Charles S Peskin. A three-dimensional computational method
for blood flow in the heart. ii. contractile fibers. J. Comput. Phys., 82(2):289–297,
1989.
[71] David M McQueen and Charles S Peskin. A three-dimensional computer model of
the human heart for studying cardiac fluid dynamics. ACM SIGGRAPH Computer
Graphics, 34(1):56–60, 2000.
[72] David M McQueen and Charles S Peskin. Heart simulation by an immersed bound-
ary method with formal second-order accuracy and reduced numerical viscosity. In
Hassan Aref and J. W. Phillips, editors, Mechanics for a New Millennium: proceed-
ings of the 20th International Congress of Theoretical and Applied Mechanics, pages
429–444. Springer, 2001.
[73] DM McQueen and CS Peskin. Computer-assisted design of pivoting disc prosthetic
mitral valves. The Journal of thoracic and cardiovascular surgery, 86(1):126–135,
1983.
[74] Marcel Meyer, A Devesa, Stefan Hickel, X. Y. Hu, and NA Adams. A conservative
immersed interface method for large-eddy simulation of incompressible flows. J.
Comput. Phys., 229(18):6300–6317, 2010.
[75] K. Miklasz, M. LaBarbera, X. Chen, and J. Socha. Effects of body cross-sectional
shape on flying snake aerodynamics. Experimental Mechanics, 50(9):1335–1348, 2010.
[76] Laura A Miller and Charles S Peskin. When vortices stick: an aerodynamic transition
in tiny insect flight. J. Exp. Biol., 207(17):3073–3088, 2004.
[77] Laura A Miller and Charles S Peskin. A computational fluid dynamics of ‘clap and
fling’ in the smallest insects. J. Exp. Biol., 208(2):195–212, 2005.
[78] R. Mittal and S. Balachandar. Effect of three-dimensionality on the lift and drag of
nominally two-dimensional cylinders. Phys. Fluids, 7(8):1841–1865, 1995.
[79] Rajat Mittal, Haibo Dong, Meliha Bozkurttas, FM Najjar, Abel Vargas, and Alfred
von Loebbecke. A versatile sharp interface immersed boundary method for incom-
pressible flows with complex boundaries. J. Comput. Phys., 227(10):4825–4852, 2008.
[80] Rajat Mittal, Veeraraghavan Seshadri, and Holavanahalli S. Udaykumar. Flutter,
Tumble and Vortex Induced Autorotation. Theoretical and Computational Fluid
Dynamics, 17(3):165–170, 2004.
207
[81] Man Mohan Rai and Parviz Moin. Direct simulations of turbulent flow using finite-
difference schemes. J. Comput. Phys., 96(1):15–53, 1991.
[82] J Mohd-Yusof. Combined immersed-boundary/b-spline methods for simulations of
ow in complex geometries. Annual Research Briefs. NASA Ames Research Center.
Stanford University Center of Turbulence Research: Stanford, pages 317–327, 1997.
[83] Y. Morinishi, T. S. Lund, O. V. Vasilyev, and P. Moin. Fully conservative higher order
finite difference schemes for incompressible flow. J. Comput. Phys, 143(1):90–124,
1998.
[84] E Newren, a Fogelson, R Guy, and R Kirby. Unconditionally stable discretizations
of the immersed boundary equations. J. Comput. Phys., 222(2):702–719, 2007.
[85] U. M. Norberg. Vertebrate Flight. Springer-Verlag, 1990.
[86] J. o’Rourke. Computational geometry in C. Cambridge University Press, 1998.
[87] J. B. Perot. An analysis of the fractional step method. J. Comput. Phys., 108(1):51–
58, 1993.
[88] C. S. Peskin. Flow patterns around heart valves: A numerical method. J. Comput.
Phys., 10(2):252–271, 1972.
[89] Charles S Peskin. Numerical analysis of blood flow in the heart. J. Comput. Phys.,
25(3):220–252, 1977.
[90] Charles S Peskin. The immersed boundary method. Acta numerica, 11:479–517,
2002.
[91] Charles S Peskin and David M McQueen. Modeling prosthetic heart valves for nu-
merical analysis of blood flow in the heart. J. Comput. Phys., 37(1):113–132, 1980.
[92] Charles S Peskin and David M McQueen. A three-dimensional computational method
for blood flow in the heart i. immersed elastic fibers in a viscous incompressible fluid.
J. Comput. Phys., 81(2):372–405, 1989.
[93] Charles S Peskin and David M McQueen. Fluid dynamics of the heart and its valves.
Case Studies in Mathematical Modeling–Ecology, Physiology, and Cell Biology, pages
313–342, 1997.
[94] Charles S Peskin and Beth Feller Printz. Improved volume conservation in the com-
putation of flows with immersed elastic boundaries. J. Comput. Phys., 105(1):33–46,
1993.
[95] Roger Peyret. Spectral methods for incompressible viscous flow. Springer, 2002.
[96] Antonio Posa, Antonio Lippolis, Roberto Verzicco, and Elias Balaras. Large-eddy
simulations in mixed-flow pumps using an immersed-boundary method. Comput.
Fluids, 47(1):33–43, 2011.
208
[97] A. Prasad and C.H.K. Williamson. The instability of the shear layer separating from
a bluff body. J. Fluid Mech., 333(1):375–402, 1997.
[98] A. M. Roma, C. S. Peskin, and M. J. Berger. An adaptive version of the immersed
boundary method. J. Comput. Phys., 153(2):509–534, 1999.
[99] Frederick W Roos and William W Willmarth. Some experimental results on sphere
and disk drag. AIAA Journal, 9(2):285–291, 1971.
[100] E M Saiki and S Biringen. Numerical simulation of a cylinder in uniform flow:
Application of a virtual boundary method. J. Comput. Phys., 123(2):450–465, 1996.
[101] Lennart Schneiders, Daniel Hartmann, Matthias Meinke, and Wolfgang Schro¨der.
An accurate moving boundary formulation in cut-cell methods. J. Comput. Phys.,
235:786–809, 2013.
[102] Jung Hee Seo and Rajat Mittal. A sharp-interface immersed boundary method with
improved mass conservation and reduced spurious pressure oscillations. J. Comput.
Phys., 230(19):7347–7363, 2011.
[103] Wei Shyy. Aerodynamics of low Reynolds number flyers. Cambridge University Press,
2008.
[104] John J. Socha. Kinematics: Gliding flight in the paradise tree snake. Nature,
418(6898):603–604, 2002.
[105] John J. Socha. Gliding flight in Chrysopelea: Turning a snake into a wing. Integr.
Comp. Biol., 51(6):969–982, 2011.
[106] John J Socha, Kevin Miklasz, Farid Jafari, and Pavlos P Vlachos. Non-equilibrium
trajectory dynamics and the kinematics of gliding in a flying snake. Bioinspir.
Biomim., 5(4):045002, 2010.
[107] John J. Socha, Tony O’Dempsey, and Michael LaBarbera. A 3-D kinematic analysis
of gliding in a flying snake, Chrysopelea paradisi. J. Exp. Biol., pages 1817–1833,
2005.
[108] Erik N Sorensen, Greg W Burgreen, William R Wagner, and James F Antaki. Com-
putational simulation of platelet deposition and activation: I. model development
and properties. Annals of Biomedical Engineering, 27(4):436–448, 1999.
[109] Erik N Sorensen, Greg W Burgreen, William R Wagner, and James F Antaki. Com-
putational simulation of platelet deposition and activation: II. results for Poiseuille
flow over collagen. Annals of Biomedical Engineering, 27(4):449–458, 1999.
[110] S.W. Su, M.C. Lai, and C.A. Lin. An immersed boundary technique for simulating
complex flows with rigid boundary. Comput. Fluids, 36(2):313–324, 2007.
[111] S. Sunada, K. Yasuda, and K. Kawachi. Comparison of wing characteristics at an
ultralow Reynolds number. J. Aircraft, 39(2):331–338, 2002.
209
[112] K. Taira and T. Colonius. The immersed boundary method: A projection approach.
J. Comput. Phys., 225(2):2118–2137, 2007.
[113] Kunihiko Taira and Tim Colonius. Three-dimensional flows around low-aspect-ratio
flat-plate wings at low reynolds numbers. J. Fluid Mech., 623:187–207, 2009.
[114] Roger Temam. Sur l’approximation de la solution des e´quations de Navier–Stokes
par la me´thode des pas fractionnaires (ii). Arch. Ration. Mech. An., 33(5):377–385,
1969.
[115] D. J. Tritton. Experiments on the flow past a circular cylinder at low Reynolds
numbers. J. Fluid Mech., 6(04):547–567, 1959.
[116] G Tryggvason. A Front-Tracking Method for the Computations of Multiphase Flow.
J. Comput. Phys., 169(2):708–759, 2001.
[117] Y Tseng. A ghost-cell immersed boundary method for flow in complex geometry. J.
Comput. Phys., 192(2):593–623, 2003.
[118] H. Udaykumar, R. Mittal, and Shyy W. Computation of Solid–Liquid Phase Fronts
in the Sharp Interface Limit on Fixed Grids. J. Comput. Phys., 153(2):535–574, 1999.
[119] H. S. Udaykumar, R. Mittal, P. Rampunggoon, and A. Khanna. A Sharp Interface
Cartesian Grid Method for Simulating Flows with Complex Moving Boundaries. J.
Comput. Phys., 174(1):345–380, 2001.
[120] HS Udaykumar, Wei Shyy, and MM Rao. Elafint: a mixed Eulerian–Lagrangian
method for fluid flows with complex and moving boundaries. Int. J. Numer. Meth.
Fl., 22(8):691–712, 1996.
[121] M Uhlmann. First experiments with the simulation of particulate flows. Techni-
cal report, Centro de Investigaciones Energeticas, Medioambientales y Tecnologicas,
Madrid (CIEMAT)(Spain), 2003.
[122] Markus Uhlmann. An immersed boundary method with direct forcing for the simu-
lation of particulate flows. J. Comput. Phys., 209(2):448–476, 2005.
[123] MA van der Hoef, M van Sint Annaland, NG Deen, and JAM Kuipers. Numerical
simulation of dense gas-solid fluidized beds: A multiscale modeling strategy. Annu.
Rev. Fluid Mech., 40:47–70, 2008.
[124] Petr Vaneˇk, Jan Mandel, and Marian Brezina. Algebraic multigrid by smoothed
aggregation for second and fourth order elliptic problems. Computing, 56(3):179–
196, 1996.
[125] Marcos Vanella and Elias Balaras. A moving-least-squares reconstruction for
embedded-boundary formulations. J. Comput. Phys., 228(18):6617–6628, 2009.
210
[126] Marcos Vanella, Timothy Fitzgerald, Sergio Preidikman, Elias Balaras, and Balaku-
mar Balachandran. Influence of flexibility on the aerodynamic performance of a
hovering wing. J. Exp. Biol., 212(1):95–105, 2009.
[127] Marcos Vanella, Patrick Rabenold, and Elias Balaras. A direct-forcing embedded-
boundary method with adaptive mesh refinement for fluid–structure interaction prob-
lems. J. Comput. Phys., 229(18):6427–6449, 2010.
[128] Abel Vargas, Rajat Mittal, and Haibo Dong. A computational study of the aerody-
namic performance of a dragonfly wing section in gliding flight. Bioinspir. Biomim.,
3(2):026004, 2008.
[129] R Verzicco, M Fatica, G Iaccarino, P Moin, and B Khalighi. Large eddy simulation of
a road vehicle with drag-reduction devices. AIAA journal, 40(12):2447–2455, 2002.
[130] R Verzicco, M Fatica, G Iaccarino, and P Orlandi. Flow in an impeller-stirred tank
using an immersed-boundary method. AIChE journal, 50(6):1109–1118, 2004.
[131] Nien-Tzu Wang and Aaron L Fogelson. Computational methods for continuum mod-
els of platelet aggregation. J. Comput. Phys., 151(2):649–675, 1999.
[132] Z. J. Wang, J. M. Birch, and M. H. Dickinson. Unsteady forces and flows in low
Reynolds number hovering flight: two-dimensional computations vs. robotic wing
experiments. J. Exp. Biol., 207(3):449–460, 2004.
[133] Pieter Wesseling and Cornelis W Oosterlee. Geometric multigrid with applications
to computational fluid dynamics. J. Comput. Appl. Math., 128(1):311–334, 2001.
[134] CE Willert and M Gharib. Digital particle image velocimetry. Exp. Fluids, 10(4):181–
193, 1991.
[135] C. H. K. Williamson. Vortex dynamics in the cylinder wake. Annu. Rev. Fluid Mech.,
28:477–539, 1996.
[136] S Xu. The immersed interface method for simulating prescribed motion of rigid
objects in an incompressible viscous flow. J. Comput. Phys., 227(10):5045–5071,
2008.
[137] S. Xu and Z. Jane Wang. An immersed interface method for simulating the interaction
of a fluid with moving boundaries. J. Comput. Phys., 216(2):454–493, 2006.
[138] Sheng Xu and Z Jane Wang. Systematic derivation of jump conditions for the im-
mersed interface method in three-dimensional flow simulation. SIAM J. Sci. Comput.,
27(6):1948–1980, 2006.
[139] J. Yang and E. Balaras. An embedded-boundary formulation for large-eddy sim-
ulation of turbulent flows interacting with moving boundaries. J. Comput. Phys.,
215(1):12–40, 2006.
211
[140] Jianming Yang and Frederick Stern. A simple and efficient direct forcing im-
mersed boundary framework for fluid–structure interactions. J. Comput. Phys.,
231(15):5029–5061, 2012.
[141] Xiaolei Yang, Xing Zhang, Zhilin Li, and Guo-Wei He. A smoothing technique for
discrete delta functions with application to immersed boundary method in moving
boundary simulations. J. Comput. Phys., 228(20):7821–7836, 2009.
[142] T Ye. An Accurate Cartesian Grid Method for Viscous Incompressible Flows with
Complex Immersed Boundaries. J. Comput. Phys., 156(2):209–240, 1999.
[143] Giwoong Yun, Haecheon Choi, and Dongjoo Kim. Turbulent flow past a sphere at
Re = 3700 and 104. Phys. Fluids, 15, 2003.
[144] J. Zhou, RJ Adrian, S. Balachandar, and TM Kendall. Mechanisms for generating
coherent packets of hairpin vortices in channel flow. J. Fluid Mech., 387(1):353–396,
1999.
[145] Luoding Zhu and Charles S Peskin. Simulation of a flapping flexible filament in a
flowing soap film by the immersed boundary method. J. Comput. Phys., 179(2):452–
468, 2002.
Curriculum Vitae
Contact Anush Krishnan
Department of Mechanical Engineering, Boston University, 110 Cumming-
ton Mall, Boston, MA 02215, USA
anush@bu.edu
Education Indian Institute of Technology Madras, B. Tech. & M. Tech., Aero-
space Engineering, August 2004 – May 2009. Thesis advisor: Sunetra
Sarkar.
Boston University PhD candidate, September 2009 – present. Thesis
advisor: Lorena A. Barba.
1.Publications Sunetra Sarkar, Sandip Chajjed and Anush Krishnan, Study of asymmetric
hovering in flapping flight. Eur. J. Mech. B-Fluid. 37 (2013), 72–89
2. Anush Krishnan, John J. Socha, Pavlos P. Vlachos and Lorena A. Barba,
Lift and wakes of flying snakes. Phys. Fluids 26 no. 3 (2014), 031901.
1.Conference
presentations
Simon Layton, Anush Krishnan and Lorena A. Barba. cuIBM – A gpu-
accelerated Immersed Boundary Method. 23rd International Conference on
Parallel Computational Fluid Dynamics. May 2011.
2. Anush Krishnan and Lorena A. Barba. Aerodynamics of Flying Snakes
using an Immersed Boundary Method. 24th International Conference on
Parallel Computational Fluid Dynamics. May 2012.
3. Anush Krishnan and Lorena A. Barba. An exact projection method for
the direct forcing immersed bounary method. 10th World Congress on
Computational Mechanics. April 2012.
4. Anush Krishnan and Lorena A. Barba. An analysis of the direct forcing
method. EUROMECH Colloquium 549 on Immersed Boundary Methods.
June 2013.
5. Anush Krishnan, J. J. Socha, P. P. Vlachos and Lorena A. Barba. Lift en-
hancement in flying snakes. APS Division of Fluid Dynamics 66th Annual
Meeting. November 2013.
1.Code
projects
cuIBM – A gpu-based immersed boundary method code.
http://www.github.com/barbagoup/cuIBM
2. PetIBM – A parallel 3-D immersed boundary method code written using
the PETSc library.
http://www.github.com/barbagoup/PetIBM
213
1.Technical
reports
Anush Krishnan and Lorena A. Barba. Validation of the cuIBM code for
Navier–Stokes equations with immersed boundary methods.
http://dx.doi.org/10.6084/m9.figshare.92789
1.Summer
schools
Pan-American Advanced Studies Institute. Scientific Computing in the
Americas: the challenge of massive parallelism. January 2011, Valparaiso,
Chile.
1.Work
Experience
Summer Intern in the Aerodynamic Heating and Thermal Analysis Divi-
sion, Vikram Sarabhai Space Centre. June 2007 – July 2007.
2. Half-time teaching assistant for Fluid Labs I, Indian Institute of Technol-
ogy Madras. Spring 2009.
3. Graduate Teaching Fellow for the undergraduate course on Fluid Mechan-
ics, Boston University. Fall 2010 and Fall 2011.
4. Research Assistant at The George Washington University. September 2013
– August 2014.
