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In this paper we prove that, in the Cohen extension (adding ℵ2-generic reals) of a model
M of ZFC + CH containing a simplified (ω1, 1)-morass, η1-orderings without endpoints
having cardinality of the continuum, and satisfying specified technical conditions, are
order-isomorphic. Furthermore, any order-isomorphism in M between countable subsets
of the η1-orderings can be extended to an order-isomorphism between the η1-orderings
in the Cohen extension of M . We use the simplified (ω1, 1)-morass, and commutativity
conditions with morass maps on terms in the forcing language, to extend countable partial
functions on terms in the forcing language that are forced in all generic extensions to be
order-preserving injections. This technique provides for the construction of functions in
Cohen extensions adding ℵ2 generic reals for which the only known arguments require
transfinite constructions of order type no greater thanω1 inmodels of ZFC+CH. The specific
example presented in this paper is an extension of Tarski’s classic result that in models of
ZFC+ CH, η1-orderings are order-isomorphic.
© 2008 Elsevier B.V. All rights reserved.
0. Introduction
In this paper we prove that, in the Cohen extension by ℵ2 generic reals of a modelM of ZFC+ CH containing a simplified
(ω1, 1)-morass, η1-orderings without endpoints having cardinality of the continuum, and satisfying specified technical
conditions, are order-isomorphic (Theorem 5.4). Furthermore, any order-isomorphism in M between countable subsets of
the η1-orderings can be extended to an order-isomorphism between the η1-orderings in the Cohen extension. The technical
requirements are density conditions that are sensitive to the complexity of terms for elements of the orderings, with respect
to the indexing ordinals of the Cohen extension (see Definition 5.3). The technical conditions are satisfied by some classical
ordered structures that are definable from the real numbers. We give an example with ultrapowers of R in the last section.
Throughout this paper, we utilize the following notation and conventions. LetM be a countable transitive model of ZFC
+ CH containing simplified (ω1, 1) morass, P be the poset that adds ℵ2 generic reals and G ⊂ P be an M-generic subset
of P . We use MP for the terms of the forcing language of the poset P . In general we abide by the notational conventions
of [1,2,6,7].
If τ is a term in the forcing languageMP , let v(τ) be the value of τ inM[G]. Suppose, for instance, that τ ∈ MP is forced
in all P-generic extensions ofM to be a linear ordering. As a general convention we will describe such a term as a ‘‘term that
is forced to be a linear ordering’’ or a ‘‘term for a linear ordering’’. For the sake of brevity, we will often refer to a term in the
forcing language as a term for a particular type of object in place of the more direct terminology indicating that in all forcing
extensions the value of the term will be an object of the particular type. We will construct a function on a set of terms in
MP that in any generic extension, M[G], is forced to be the universe of the relation v(τ). We occasionally abuse language
and pass between the term for the linear ordering, and a set of terms which in all generic extensions equals the universe of
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the linear ordering v(τ). When the occasion permits we will suppress the function, v, and refer to the value of a term in the
forcing language in a particular forcing extension with the term itself.
Definition 0.1 (η1-ordering). 〈X, <〉 is an η1-ordering (without endpoints) if it is a linear ordering and for any A ⊆ X and
B ⊆ X , where A and B are both at most countable, satisfying
(∀a ∈ A)(∀b ∈ B) a < b,
there is c ∈ X such that
(∀a ∈ A)(∀b ∈ B) a < c < b.
We consider only η1-orderings without endpoints.
Let TX and TY be linear orderings inM[G], We consider the situation in which TX and TY have cardinality 2ℵ0 , and TY is an
η1-ordering. We seek to define naturally achievable conditions on TX and TY which are sufficient to guarantee the existence
of an order-preserving injection from TX to TY .
If TX has cardinalityℵ1 and TY is an η1-ordering, then, of course, there is an order-preserving injection from TX to TY . What
if TX has cardinality of the continuum and CH fails? Then TY being an η1-ordering is not sufficient to guarantee the existence
of the order-preserving injection. To overcome this the construction uses a simplified (ω1, 1)-morass (see Velleman [8]).
The morass permits the construction of a set having cardinality ℵ2 by ℵ1-many countable approximations. We will use
a simplified morass to construct a term for the order-preserving function we seek in M[G] by constructing ω1 countable
approximations to the function, and use composition with morass maps to define an order-preserving function on TX .
1. Preliminaries
1.1. (ω1, 1)-morass
In [8] Velleman defines a simplified (ω1, 1)-morass, and proves its existence in models of V = L.
Definition 1.1 (Simplified (ω1, 1)-morass). A simplified (ω1, 1)-morass is a structure
M = 〈(θα | α ≤ ω1), (Fαβ | α < β ≤ ω1)〉
that satisfies the following conditions:
(P0) (a) θ0 = 1, θω1 = ω2, (∀α < ω1) 0 < θα < ω1.
(b) Fαβ is a set of order-preserving functions f : θα → θβ .
(P1) | Fαβ |≤ ω for all α < β < ω1.
(P2) If α < β < γ , then Fαγ = {f ◦ g | f ∈ Fβγ , g ∈ Fαβ}.
(P3) If α < ω1, then Fα(α+1) = {id  θα, fα}where fα satisfies:
(∃δα < θα) fα  δα = id  δα and fα(δα) ≥ θα.
(P4) If α ≤ ω1 is a limit ordinal, β1, β2 < α, f1 ∈ Fβ1α and f2 ∈ Fβ2α , then there is γ < α, γ > β1, β2, and there is f ′1 ∈ Fβ1γ ,
f ′2 ∈ Fβ2γ , g ∈ Fγα such that f1 = g ◦ f ′1 and f2 = g ◦ f ′2 .
(P5) For all α > 0, θα =⋃{f [θβ ] | β < α, f ∈ Fβα}.
The motivation for this definition, and an application to the Gap-2 theorem are given in [4] and [5]. An application of
morasses to the construction of a term in a forcing language can be found in [3]. The simplified morass may be thought
of as having ω1 levels, called vertices or stages of the morass. Each vertex of the morass has associated with it an ordinal,
the vertices indexed by larger ordinals are associated with larger ordinals. The order-preserving maps from lower vertices
describe ways in which their associated ordinals fit inside the ordinals associated with larger vertices. The order preserving
maps Fα ω1 characterize the way that countable ordinals fit into ω2. We are interested in three immediate consequences of
Definition 1.1.
Lemma 1.2. If ν < ω1 then
θν+1 = θν ∪ fν(θν).
Lemma 1.3. Let A be a countable subset of ω2. Then there is ν < ω1 and σ ∈ Fν ω1 such that A ⊆ σ [θν].
Lemma 1.3 guarantees that any countable subset of ω2 is a subset of the range of a morass map in Fα ω2 for some α < ω1.
Lemma 1.4 (Velleman). Let α < β ≤ ω1; f1, f2 ∈ Fαβ and f1(τ1) = f2(τ2). Then τ1 = τ2 and f1  τ1 = f2  τ1.
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2. Conventions
2.1. Bookkeeping in the Morass
Amorass is a rather complicated combinatorial device, so we will need detailed bookkeeping conventions governing our
construction if we are to exploit its combinatorial richness. We wish to develop a convenient notation for interpreting P as
an instance of a product forcing. This will be necessary, in part, because we need to easily pass from the forcing language
adding generic reals indexed by a subset of a countable ordinal θν to the forcing language adding generic reals indexed by a
subset of an ordinal θν¯ for ν¯ > ν. Indeed we wish to treat the former as a subset of the latter.
If ν < ν¯ ≤ ω1, then θν is the countable ordinal associated with level ν of the morass. At any point in our inductive
constructionwewill beworking in a reduced forcing language corresponding to the poset that adds generic reals indexed by
ordinals less than θν .We let Pν be the poset that adds generic reals indexed by ordinals less than θν (that is Pν = Fn(θν×ω, 2),
the set of finite partial functions from θν × ω to 2). We let P∗ν be the poset that adds generic reals indexed by the ordinals
greater than θν and less than ω2. So
P ∼= Pν × P∗ν .
Finally, we let Pν ν¯ be the poset adding generic reals indexed by ordinals≥θν and less than θν¯ and
P ∼= Pν × Pν ν¯ × P∗ν¯ .
Analogously, if G is anM-generic subset of P , we let Gν , Gν ν¯ , and G∗ν¯ be subsets of Pν , Pν ν¯ and P
∗
ν¯ satisfying
M[G] = M[Gν][Gνν¯][G∗ν¯].
Our constructionwill be highly sensitive to the amount of information from the poset P required to construct a particular
term in the forcing language, andwhile working at level ν of themorass, wewill be sensitive to howmuch information from
Pν (as indexed by the ordinals less than θν) is required in the construction of a term in the forcing languageMPν .
If S ⊆ ω2, then we define P(S) to be the poset adding generic reals indexed by S. Thus for α < β ≤ ω1, we let P(α) be the
poset that adds generic reals indexed by ordinals less than α, P∗(α) be the poset adding generic reals indexed by ordinals
≥α (this will be context dependent) and P(α, β) be the poset adding generic reals indexed by ordinals β \α. We may write
P∗ν (α) for P(α, θν). We define analogous conventions for generic subsets of P . That is, if G is anM generic subset of P , we let
G(α) be theM-generic subset of P(α) and G∗(α) be theM[G(α)]-generic subset of P∗(α) such that
M[G] = M[G(α)][G∗(α)].
We abide by the analogous conventions and notation for G(α, β). That is
M[G] = M[G(α)][G(α, β)][G∗(β)].
As a general convention, subscripts will indicate morass level (and the ordinal associated with that vertex of the morass)
and functional notation will indicate the subset of P adding generic reals indexed by the argument of the function (in the
case that the argument is an ordinal, α, we identify α with the set of ordinals less than α).
If α < β ≤ ω1, then consistent with the notation in the definition of themorass we letFα β be the set ofmorass functions
from θα to θβ . We let fα ∈ Fα (α+1) be the splitting function on θα . We let δα be the splitting point of the function fα . When
the context allows, we will drop the subscript α from the splitting function and splitting point.
If ν < ν¯ ≤ ω1, we need to pass freely betweenMPν andMPν¯ . In particular we would like to consider the latter inclusive
of the former. If we restrict our notion of posets to forcing terms constructed with finite partial functions, we can claim that
MPν ⊆ MPν¯ .
If we pass to the Boolean completions of Pν and Pν¯ , this is not literally correct, but has a natural interpretation.
2.2. Morass maps and terms in the forcing language
The primary combinatorial tools of morass constructions are the order-preserving morass functions between countable
ordinals. Many of the technical results concerning morass maps are easily extended to order-preserving functions on
ordinals. We will concern ourselves with maps that have a key feature of morass maps.
Definition 2.1 (Splitting Map). Let θ < ω1 and σ : θ → ω2 be an order-preserving function. If σ is not identity, and δ is
the least ordinal such that σ(δ) 6= δ, then we call δ the splitting point of σ . σ is a splitting map provided that σ(δ) > θ .
If ν < ω1 and fν satisfies condition P3 of Definition 1.1 then fν is called the splitting map of Fν (ν+1) and δν is the splitting
point of fν .
Lemma 2.2. Every morass map is a splitting map.
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Proof. Let ν1 < ν¯ ≤ ω1 and σ1 ∈ Fν1 ν¯ . By way of contradiction, assume ν1 is the least ordinal for which there is (a least
ordinal) δ ∈ θν1 such that
δ < σ1(δ) < θν1 .
Then for α < δ, σ1(α) = α. So
σ1 δ= id δ .
Weobserve that ν¯ cannot be a successor ordinal. If ν¯were a successor, by Property (P2) of Definition 1.1, there isσ ∈ Fν1 (ν¯−1)
and f ∈ F(ν¯−1) ν¯ such that
σ1 = f ◦ σ .
If f is the identity function, then there is a morass function into ν¯−1 that is not splitting, contradicting that ν¯ is the smallest
ordinal with this property. If f is the splitting function of F(ν¯−1) ν¯ , then σ1 is the composition of splitting functions, and is
thus a splitting function. Therefore ν¯ is not a successor ordinal.
Let σ1(δ) := λ. Then σ1(δ) > δ. We claim that there is ν2 ≥ ν1 and a morass map σ2 ∈ Fν2 ν¯ with δ and λ in its range. By
Property (P5) of Definition 1.1 there is a morass map into θν¯ with δ in its range, and amorass map into θν¯ with λ in its range.
By Property (P4) of Definition 1.1, there is ν2 < ν¯ and a morass map σ2 ∈ Fν2 ν¯ such that both δ and λ are in the range of σ2.
By Property (P2) of Definition 1.1, we may assume that ν1 ≤ ν2 < ν¯. By Property (P2) of Definition 1.1, there is σ3 ∈ Fν1 ν2
and σ4 ∈ Fν2 ν¯ such that
σ1 = σ4 ◦ σ3.
If σ3 is splitting, then σ3(δ) = δ or σ3(δ) > θν1 . If σ3(δ) > θν1 , then
σ1(δ) = σ4(σ3(δ)) > σ4(θν1) > θν1 .
Therefore
σ3(δ) = δ.
Then σ4 ∈ Fν2 ν¯ , σ4 δ= id δ and σ4(δ) = λ. By Lemma 1.4,
σ2 δ= σ4 δ .
But δ /∈ σ4[δ]. This contradicts that δ is in the range of σ2. 
So all morass maps have ‘‘splitting points’’. We prove a final technical result regarding morass maps.
Lemma 2.3. Let ν < ν¯ < ω1 and σ1, σ2 ∈ Fν ν¯ . Let δ be the least ordinal such that
σ1(δ) 6= σ2(δ).
Then
Ran(σ1) ∩ Ran(σ2) = Ran(σ1 δ).
Proof. If β ∈ Ran(σ1) ∩ Ran(σ2) then by Lemma 1.4, there is α ∈ θν such that
σ1(α) = σ2(α) = β
and
σ1 α= σ2 α .
But σ1(δ) 6= σ2(δ) and α < δ. Hence if β ∈ Ran(σ1) ∩ Ran(σ2),
β < σ1(δ)
and β ∈ Ran(σ1 δ). 
Let ν < ν¯ ≤ ω1 and Pν and Pν¯ the posets adding generic reals indexed by ordinals less than θν and θν¯ , respectively. Let
σ a splitting map on θν . We define a new function σ ∗ with domain Pν as follows: Let p ∈ Pν . So p ∈ Fn(ν × ω, 2) and
p ⊆ ν × ω × 2. Let k ∈ N and
p = {(αi, βi, γi) | i ≤ k}.
Then
σ ∗(p) := {(σ (αi), βi, γi) | i ≤ k}.
Clearly σ ∗(p) is an element of the poset adding reals indexed by σ [θν]. For notational simplicity wewill drop the superscript
and use σ for the splitting map and the function it naturally generates on Pν .
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Similarly, we define a function σ ∗ onMPν . If τ ∈ MP and p ∈ P , then
σ ∗((τ , p)) := (σ ∗(τ ), σ (p)).
If τ ∈ MPν , then σ ∗(τ ) is a term in the forcing language of the poset adding reals indexed by σ [ν],MP(σ [ν]). Again for notation
simplicity we drop the superscript and use σ for the splitting function onMPν .
Let X ⊂ MPν and φ : X → MPν . We consider φ as a subset ofMPν ×MPν . We define a function σ ∗ onMPν ×MPν so that
it distributes across the factors of the direct product: if τ1, τ2 ∈ MPν , let
σ ∗(τ1, τ2) = (σ (τ1), σ (τ2)).
We again drop the superscript. If φ is a function on terms, considered as a set of ordered pairs of terms, then we use σ [φ] to
represent the function on terms
{(σ (τ1), σ (τ2)) | (τ1, τ2) ∈ φ}.
If (τ1, τ2) ∈ φ, then
(σ ◦ φ)(τ1) = σ(τ2).
We will occasionally use σ(φ(τ1)) to denote (σ ◦ φ)(τ1).
To utilize the combinatorial power of the morass, we need initial portions of an inductive construction along a morass to
fully determine certain later portions of the construction — after all, we are attempting to construct a function on a domain
of cardinalityℵ2with a transfinite construction of lengthω1. The engine for this construction is the commutativity ofmorass
maps with functions on terms.
Let α < β ≤ ω2 and σ be an order-preserving map from α to β , and X ⊆ MP(β) (that is, X is a set of terms in the forcing
language of the poset adding generic reals indexed by ordinal less than β). We say that X is closed under σ if
σ [X ∩MP(α)] ⊆ X .
Our reliance on the morass maps to define a function inM[G]motivates following definition:
Definition 2.4 (Morass-Closed). Let ν¯ ≤ ω1 and X ⊂ MPν¯ . X is morass-closed beneath ν¯ if for any ν < ν¯, x ∈ X ∩ MPν and
σ ∈ Fν ν¯ ,
σ(x) ∈ X .
The morass closure of X beneath ν¯ is
{σ(x) | ν < ν¯ ∧ x ∈ X ∩MPν ∧ σ ∈ Fν ν¯}.
If X ∈ MP and X is morass closed beneath ω1, then we say X is morass-closed. If X ∈ MP , then the morass-closure of X is
the morass-closure of X beneath ω1.
Definition 2.5 (Morass-Commutative Function). Let ν < ν¯ ≤ ω1 and σ ∈ Fνν¯ . Let X ⊆ MPν¯ be closed under σ . If
φ : X → MPν¯ , then φ commutes with σ provided that for every τ ∈ X ∩MPν ,
σ(φ(τ)) = φ(σ(τ)).
A function φ : X → MPν¯ is morass commutative beneath ν¯ if for every ν < ν¯, and every σ ∈ Fν ν¯ , φ commutes with σ .
If we wish to construct a function on a set of terms of MP , all the members of which have countable support, then by
Lemma 1.3 we have the potential to define a function on the full domain of terms by constructing a morass commutative
function on the terms of
⋃
ν<ω1
MPν and extending that function by morass-commutativity to the morass-closure.
2.3. Functions on terms and functions in forcing extensions
We wish to define functions in Cohen extensions by defining functions on terms in the forcing language. Of course, not
every function on terms will give rise to a function in the Cohen extension. We will carefully choose our domain of terms so
that the interpretation of the function on terms will necessarily be a function in the forcing extension.
To the extent possiblewewish toworkwith terms in a forcing language,where themorassmaps can be easily interpreted
to act on our domain, rather than in forcing extensions. We letM be a c.t.m. of ZFC+ CH that contains a simplified (ω1, 1)-
morass, ν ≤ ω1 and Pν be the poset adding generic reals indexed by ordinals less than θν . Consistent with the discussion
of Section 2.1, let τ ∈ MPν , α < θν and P(α) be the poset adding generic reals indexed by ordinals less than α. If Gν is an
M-generic subset of Pν , we let G(α) be theM-generic subset of P(α), and G∗(α) be such that
M[Gν] = M[G(α)][G∗(α)].
Definition 2.6 (Level-α Term). Let τ ∈ MPν and α ≤ θν . The term τ is level-α if there is a term τ ′ ofMPα such that
 τ = τ ′.
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Of course τ need not be in the forcing languageMP(α) for τ to be a level-α term. Whether a term τ ∈ MPν is level-α may be
determined in the ground modelM .
Definition 2.7 (Strict Level-α Term). Let τ ∈ MPν and α ≤ θν . The term τ is strict level-α if τ is level-α and for any β < α,
and τ ∗ ∈ MP(β)
 τ 6= τ ∗.
If a term τ is strict level-α, and β < α, then we are certain that in any generic extension M[G(β)][G∗(β)] of M[G(β)],
valGν (τ ) /∈ M[G(β)]. If a term in the forcing language has strict level-α, this may be determined in the ground model. Not
every term has a strict level.
We wish to impose rather strict conditions on the domain of terms for the function we are constructing. Among other
requirements, we wish every term to be of strict level so that we can control the behavior of the image of terms under
splitting functions in forcing extensions.
Definition 2.8 (Discerning Set of Terms). A set X ∈ M of terms of MP is discerning provided that every element of X is of
strict level.
Definition 2.9 (Discerning Base). If Y ∈ M is a set of terms ofMP , and X ⊆ Y is a set of terms, we say that X is a discerning
base for Y provided that X is a discerning set of terms and
 X = Y .
If distinct elements of X are forced to be distinct in generic extensions, and f is a term function with domain X , then in
any generic extension, f is a forced to be a function with domain val(Y ). Although not every set of terms will contain a
discerning base, with a straightforward antichain argument we will be able to find a discerning set of terms that in every
generic extension contains valG(Y ).
2.4. Level functions and morass commutativity
It is easy enough to understand one of the technical obstacles to using morass-commutativity to define injections in
forcing extensions. Let τ be of strict level-α with δν < α < θν . Suppose φ is a function on terms of MPν that is forced to
be an injection. We ask whether φ ∪ f [φ] is forced to be an injection (where f is the splitting function, fν). Something like
a guarantee of this sort must be realized in order to use morass commutativity to define a function, on a set of terms in
MPω1 , that is forced to be an injection. A failure to satisfy this constraint between successive vertices of the morass dooms
the inductive construction. Suppose that φ(τ) is a canonical term for an element of the ground model (it suffices for our
discussion that it is a term with strict level less than δ). Then
τ 6= f (τ )
but
φ(τ) = φ(f (τ )) = f (φ(τ)).
So φ ∪ f [φ] fails to be an injection. More to the point,
 τ 6= f (τ )
and hence it is forced that φ is not an injection.
If τ is of level α, with α < δ, and φ(τ) is a term with strict level β > δ, then
τ = f (τ )
and
φ(τ) = φ ◦ f (τ ) 6= f ◦ φ(τ).
However (τ , f ◦ φ(τ)) ∈ f [φ]. So in this event, φ ∪ f [φ] is not a function and it is forced that φ ∪ f [φ] is not a function.
Suppose φ is a function on terms that is forced to be an injection, and τ is in the domain of φ and has strict level-α. If
we wish to use morass commutativity to extend φ by the domain of f [φ], then for the reasons cited above, we wish φ(τ) to
have strict level-α. This motivates the following technical constraint on term functions.
Definition 2.10 (Level Function). Let X and Y be sets of terms all having strict level and φ : X → Y . The function φ is level
if for any x ∈ X , x and φ(x) have the same strict level.
Lemma 2.11. Let ν < ω1, σ be a spitting map on θν , and X and Y be discerning sets of terms in MPν . If φ : X → Y is a level
function on terms, then φ ∪ σ [φ] is a level function and is forced to be a function. Furthermore, if φ is forced to be an injection,
then φ ∪ σ [φ] is forced to be an injection.
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Proof. Let ν, σ , X and Y satisfy the assumptions of the Lemma, δ be the splitting point of σ and φ∗ = φ ∪ σ [φ]. In order to
show that φ∗ is a well-defined term function it is sufficient to show that for τ ∈ X ∩ σ [X], with σ(τ ∗) = τ ,
φ(τ) = σ(φ(τ ∗)).
If τ ∈ X ∩ σ [X] then τ ∈ MP(δ) and
τ ∗ = σ−1(τ ) = id δ (τ ) = τ .
Since σ δ= id δ and φ is level, φ(τ) ∈ MP(δ) and
σ(φ∗(τ ∗)) = σ(φ∗(τ )) = σ(φ(τ)) = φ(τ).
We show that φ∗ is forced to be a function. Let τ1 ∈ X have strict level α ≤ ν, τ2 ∈ σ [X] and G be P(θν ∪ σ [θν])-generic
overM with
M[G] |H τ1 = τ2.
We note that α ≤ δ; if α > δ then τ2 would have strict level greater δ, which implies it has strict level greater than θν .
Consequently τ1 and τ2 must have strict level no greater than δ. Indeed τ2 must have strict level α, since terms of strict level
can be equal inM[G] only if the terms have the same strict level. Let τ = σ−1(τ2) ∈ X . Then
σ−1(τ2) = σ−1 δ (τ2) = id δ (τ2) = τ2
and
τ2 = τ ∈ X ∩ σ [X].
So
M[G] |H τ1 = τ2 = σ(τ2).
Since φ is a level function that is forced to be a function and τ2 has strict level no greater than δ,
M[G] |H φ(τ1) = φ(τ2) = σ ◦ φ(τ2) = φ∗(τ2).
Suppose additionally that φ is forced to be an injection. It is clear that σ [φ] is forced to be an injection as well. Let
τ1, τ2 ∈ X , τ1 have strict level α, and G be P(θν ∪ σ [θν])-generic overM with
M[G] |H φ(τ1) = σ(φ(τ2)).
Then φ(τ1) has strict level α, σ(φ(τ2)) has strict level α and α ≤ δ. Since σ ◦ φ is level, τ2 has strict level α < δ. Hence
σ(τ2) = τ2 and
φ∗(σ (τ2)) = φ∗(τ2) = φ(τ2).
If φ is forced to be an injection, then
M[G] |H τ1 = τ2 = σ(τ2).
Hence φ∗ is forced to be an injection. 
3. Constructing order-preserving functions
Provided we satisfy the constraints imposed by morass-commutativity, we will be able to perform (in the Cohen
extension adding ℵ2-generic reals) a variation of the classical CH-dependent back-and-forth proof of the categoricity of
η1-orderings in the power of the continuum.
3.1. Splitting maps and order-preserving functions
As we discussed in Section 2.2, morass maps induce natural maps on terms in the forcing language of the poset adding
generic reals indexed by countable ordinals, and we construct a function on terms in the forcing language that is forced
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to be the desired function in a generic extension. In general a function on terms need not give rise to a function in a
generic extension. Additionally, morass-commutative extensions of functions on termsmay not yield a function in a forcing
extension. We have shown that an injection on terms satisfying certain conditions is forced to be an injection in generic
extensions. Finally we have shown that a term function, satisfying certain conditions, that is forced to be an injection may
be ‘‘split’’ by a morass splitting function so that the union of the original function and its split is forced to be an injection.
Definition 3.1 (Splitting Extension). Let φ be a function on terms in MPν and σ be a splitting map on θν . By the splitting
extension of φ induced by σ we mean the relation (φ ∪ σ [φ]) ⊆ MP(θν∪σ [θν ]).
As we showed in Lemma 2.11, under certain conditions the splitting extension is forced to be an injection. We turn now to
order-preserving injections and identify reasonable conditions under which the splitting extension of a term function that
is forced to be order-preserving, is forced to be order-preserving. In the most general case there is no reason to suppose that
the splitting extension of an order preserving functionwill be order-preserving. Indeed it is conceivable that the range of the
splitting extension is not linearly ordered. We are interested in occasions in which the ‘‘natural’’ codomain of the splitting
extension is forced to be a linear-ordering, so that the order relations of the range of the splitting extension are prescribed.
Let TX and TY be terms ofMP that are forced to be linear orderings. Let X ∈ MPν (resp. Y ∈ MPν ) be a discerning set of terms
that are forced to be elements of the universe of TX (resp. TY ). Suppose σ is a splitting function of θν and the terms of σ [X]
(resp. σ [Y ]) are forced to be elements of the universe of TX (resp. TY ). If φ : X → Y is a level function that is forced to be an
order-preserving injection we identify a sufficient condition so that the splitting extension is forced to be order-preserving.
Definition 3.2 (Morass-Commutative Relation). Let ν < ν¯ ≤ ω1, σ ∈ Fνν¯ and σ [X ∩ MPν ] ⊂ X . If R is a term that is forced
to be a relation, and X ⊂ MPν is a set of terms whose members are forced to be in the universe of R, then R commutes with
σ on X provided that for every x1, x2 ∈ X ∩MPν and p ∈ Pν ,
p  x1Rx2 ⇐⇒ σ(p)  σ(x1)Rσ(x2).
Let R ∈ MPν¯ be a term for a relation, and X ⊆ MPν¯ be a set of terms that ismorass-closed beneath ν¯. R ismorass-commutative
on X beneath ν¯ if for every ν < ν¯, and every σ ∈ Fνν¯ , R commutes with σ on X ∩MPν . We say R is morass-commutative on
X if it is morass-commutative on X beneath ω1.
Definition 3.3 (Grounded Order Support). Suppose TX ∈ MP is forced to be a linear ordering, X ⊂ MPν is a set of discerning
terms for elements of the universe of TX and X0 = M ∩ X (specifically, X0 ⊂ X is a set of canonical terms for elements of the
ground model). Let σ be a splitting map on θν with splitting point 0. X has grounded order support provided that for any
p ∈ P and x, y ∈ X with
p  x < σ(y)
then
p  (∃z ∈ X0) x < z < σ(y).
If X has grounded order support and there is Z ⊆ X0 such that
(∀x, y ∈ X)(∀p ∈ P) (p  x < σ(y))⇒ p  (∃z ∈ Z) x < z < σ(y)
then Z is a grounded order base for X .
Somemotivation for these definitions is in order. Ideally we would like the elements of the linear ordering TX in the ground
model to determine as much as possible about the ordering of TX in generic extensions. In fact, we wish it to anticipate the
linear-ordering after splitting functions where this is possible.
For example, the terms for real numbers in the Cohen extension addingℵ2 generic reals (treated as terms for the universe
of (R, <)) are morass-closed, morass-commutative and have grounded order support, with grounded order baseQ. If X is a
countable set of terms for the universe of TX and TX has a grounded order support, it is clear by the c.c.c. of Pν that there is
a countable grounded order base for TX . We claim that in an important sense, a grounded order base informs us about the
order structure of TX .
Lemma 3.4. Suppose TX ∈ MP is morass-commutative and is forced to be a linear ordering, X ⊂ MPν is a set of discerning terms
for elements of the universe of TX and X0 = M ∩ X (specifically, X0 ⊂ X is a set of canonical terms for elements of the ground
model). Let σ1 and σ2 be splitting maps on θν with splitting point 0 and disjoint ranges. If p ∈ P, x, y ∈ X such that
p  σ1(x) < σ2(y)
then
p  (∃z ∈ X0) σ1(x) < z < σ2(y).
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Proof. We may assume that p ∈ P(σ1[θν] ∪ σ2[θν]). Let p = p1 · p2 where p1 ∈ P(σ1[θν]) and p2 ∈ P(σ2[θν]). Then
σ−12 (p2) ∈ Pν , and p1 and σ−12 (p2) are compatible in P and by morass-commutativity,
p1 · σ−12 (p2)  σ1(x) < y.
By Lemma 3.4
p1 · σ−12 (p2)  (∃z ∈ X0) σ1(x) < z < y.
Therefore
p  (∃z ∈ X0) σ1(x) < z < σ2(y). 
Definition 3.5 (Level δ Order Support). Suppose TX ∈ MP is forced to be a linear ordering. Let ν < ω1, σ be a splitting map
on θν with splitting point δ and X ∈ MPν be a set of discerning terms for elements of the domain of TX . X has level δ order
support if there is a set of strict level δ terms, Xδ ⊂ X , such that for any p ∈ P and x, y ∈ X , if
p  x < σ(y)
then
p  (∃z ∈ Xδ) x < z < σ(y).
Xδ is called a level δ order base for X .
If Xδ is a level δ order support for X , then in any P(δ)-generic extension of M , M[G(δ)], the value of Xδ is a grounded order
support for X (relativized to M[Gδ]). It is also clear that if TX has level δ order support then for any splitting map σ with
splitting point δ, p ∈ P and x, y ∈ X , if
p  x < σ(y)
then
p  (∃z ∈ Xδ) x < z < σ(y).
Definition 3.6 (Level Dense). Suppose TX ∈ MP is forced to be a linear ordering and X ⊂ MPν is a set of discerning terms for
elements of the domain of TX . X is level dense if X has level α order support for all α < θν .
Lemma 3.7. Assume that
(1) TX ∈ MP is forced to be a linear ordering.
(2) X ⊆ MPν is a discerning set of terms that are forced to be in the domain of TX .
(3) σ1 and σ2 are splitting maps,
(4) σ1[θν] ∩ σ2[θν] = δ.
(5) The order relation on TX is morass commutative.
(6) Xδ is a level δ order support for X.
Then for any p ∈ P and x1, x2 ∈ X, if
p  σ1(x1) < σ2(x2)
then
p  (∃z ∈ Xδ) σ1(x1) < z < σ2(x2).
Proof. This is an immediate consequence of Lemma 3.4. 
Lemma 3.8. If
(1) ν < ω1.
(2) σ is a splitting map on θν with splitting point δ.
(3) TX¯ and TY¯ are terms for linear orderings in M
Pν¯ with discerning bases X¯ and Y¯ respectively.
(4) TX ∈ MPν (resp. TY ∈ MPν ) is forced to be a sub-ordering of TX¯ (resp. TY¯ ).
(5) The order relations on TX and TY commute with σ .
(6) X ⊆ MPν is a discerning base for TX , Xδ ⊆ X is a level δ order support for X and X ∪ σ [X] ⊆ X¯ .
(7) Y ∈ MPν is a discerning set of terms and Y ∪ σ [Y ] ⊆ Y¯ .
(8) φ : X → Y is a level function that is forced to be an order-preserving injection.
Then φ ∪ σ [φ] is a level function that is forced to be an order-preserving injection of X ∪ σ [X].
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Proof. σ [φ] is a level function, so φ ∪ σ [φ] is level. By Lemma 2.11 σ [φ] is forced to be an injection. Let M[G] be a
P(θν ∪ σ [θν])-generic extension ofM , τ1, τ2 ∈ X and
M[G] |H τ1 < σ(τ2).
Then there is x ∈ Xδ such that
M[G] |H τ1 < x < σ(τ2).
φ is forced to be order-preserving so
M[G] |H φ(τ1) < φ(x).
Let p ∈ Pν be such that σ(p) ∈ G and
σ(p)  σ(x) = x < σ(τ2).
Since the order relation on TX commutes with σ ,
p  x < τ2.
φ is forced to be order-preserving, so
p  φ(x) < φ(τ2).
The order relation on TY commutes with σ , and φ is level, hence
σ(p)  σ(φ(x)) = φ(x) < σ(φ(τ2)).
However σ(p) ∈ G, therefore
M[G] |H φ(x) = σ(φ(x)).
Hence
M[G] |H φ(τ1) < φ(x) = σ(φ(x)) < σ(φ(τ2)).
By a similar argument, if
M[G] |H τ1 > σ(τ2)
then
M[G] |H φ(τ1) > σ(φ(τ2)).
Therefore φ ∪ σ [φ] is forced to be order-preserving. 
Corollary 3.9. If
(1) ν < ν¯ ≤ ω1
(2) σ ∈ Fν ν¯ with splitting point δ.
(3) TX¯ and TY¯ are terms for linear orderings in M
Pν¯
(4) X ⊆ MPν is discerningmorass-closed (beneath ν¯) set of terms for elements of the domain of TX¯ and X has level δ order support.
(5) TX ∈ MPν is forced to be a sub-ordering of TX¯ , X ⊆ MPν is a discerning base for TX .
(6) Y ∈ MPν is a discerning set of terms and is forced to be a subset of the universe of TY .
(7) The order relations on TX¯ and TY¯ commute with σ .
(8) φ : X → Y is a level function that is forced to be an order-preserving injection.
Then φ ∪ σ [φ] is level and is forced to be an order-preserving injection of X ∪ σ [X].
Proof. This follows from Lemmas 2.2 and 3.8. 
Corollary 3.10. If
(1) ν < ν¯ ≤ ω1.
(2) σ1, σ2 ∈ Fν ν¯ with splitting points δ1 and δ2 respectively.
(3) TX¯ and TY¯ are terms for linear orderings in M
Pν¯ .
(4) X ⊆ MPν is discerning set of terms for elements of the domain of TX¯ that is morass closed beneath ν¯ and X has level δ order
support for δ = min(δ1, δ2).
(5) TX ∈ MPν is forced to be a sub-ordering of TX¯ , X ⊆ MPν is a discerning base of terms for TX .
(6) Y ∈ MPν is a discerning set of terms and is forced to be a subset of the universe of TY .
(7) The order relations on TX¯ and TY¯ commute with σ .
(8) φ : X → Y is a level function that is forced to be an order-preserving injection.
Then σ1[φ] ∪ σ2[φ] is a level function and is forced to be an order-preserving injection of σ1[X] ∪ σ2[X].
Proof. This follows from Lemma 3.7 with a proof essentially identical to the proof of Lemma 3.8. 
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3.2. Morass generators
We continue our discussion of conditions on the domains of our term functions.
Definition 3.11 (Morass Ancestor). Let ν¯ ≤ ω1 and τ ∈ MPν¯ . If there is τ ′ ∈ MPν and σ ∈ Fν ν¯ such that
σ(τ ′) = τ
then we say that τ ′ is a morass ancestor of τ , or τ is a morass descendent of τ ′.
If τ ∈ MP is a term of the forcing language adding generic reals indexed by a countable set of ordinals below ω2, then by
Lemma 1.3, τ has a morass ancestor at a countable index of the morass. Hence there is a least ν < ω1 for which there exists
a morass ancestor of τ in MPν . If ν is the least ordinal for which there is a morass ancestor of τ in MPν , then that morass
ancestor is unique inMPν .
Notation 3.12 (µ). Let τ ∈ MP have countable support. Then µ(τ) is the least ν < ω1 such that there is a morass ancestor of τ
in MPµ(τ) .
Definition 3.13 (Morass Generator). If τ ′ ∈ MPµ(τ) and τ ′ is a morass ancestor of τ , then we say that τ ′ is the morass
generator of τ .
Every term with countable support inMP has a unique morass generator.
4. Constructing an order-preserving injection with the morass
4.1. Conditions on the codomain
Thus far we have investigated conditions on the domain of the term function that will permit us to utilize morass-
commutativity in a transfinite construction. The requirement that the term functions be level imposes additional
requirements on the codomain.
Lemma 4.1. Let α ≤ θν < ω1 and suppose TY ∈ MPν is forced to be a linear ordering and is level dense. Let Y ⊂ MPν be a
countable set of terms forced to be in the universe of TY . Then there is a countable level α order base for Y .
Proof. Let α ≤ θν and σ be a splitting map with splitting point α. Let τ1, τ2 ∈ Y and p ∈ P be such that
p  τ1 < σ(τ2).
By the level-density of TY , there is a term τ ∈ MP(α) such that τ is forced to be in the universe of TY and
p  τ1 < τ < σ(τ2).
There is a maximal antichain of conditions such that for each condition of the antichain, p, there is a term τ ∈ MP(α) such
that
p  τ1 < τ < σ(τ2).
So, there is a countable antichain and set of terms for which this holds. Since Y is countable, there is a countable level α
order base for Y . 
Corollary 4.2. If ν < ω1, TY ∈ MPν is a level dense linear ordering, and Y is a countable set of terms of MPν , all of which are
forced to be in the universe of TY , then there is Y ′ ⊆ MPν such that
(1) Y ′ is countable.
(2) Every element of Y ′ is forced to be in the universe of TY .
(3) Y ∪ Y ′ is level dense.
We add a final condition on the codomain that will allow us to extend level functions.
Definition 4.3 (Upward Level Density). Let TY be a term for a linear ordering and x, y, z ∈ MP be terms that are forced to be
in the universe of TY . Suppose α is countable and z is a term of level α, p ∈ P and
p  x < z < y.
Then for any countable β > α, there is a set of terms of strict level β ,W , such that
p  (∃w ∈ W )x < w < y.
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4.2. Extending a level order-preserving injection
We show that, under certain circumstances, a level function on terms that is forced to be an order-preserving injection
may be extended to a domain augmented by one element.
Lemma 4.4. Assume
(1) ν < ω1.
(2) TX is a term in MPν for a morass-commutative linear ordering.
(3) X ⊆ MPν is a countable discerning set of terms for elements of the universe of TX that is morass-closed beneath ν .
(4) For all α ≤ θν , TX ∩MP(α) is forced to be a sub-ordering of TX and X ∩MP(α) is forced to be the domain of TX .
(5) x ∈ MPν is forced to be an element of the universe of TX .
(6) X0 = X ∩M is a grounded order base for X ∪ {x}.
Then it is forced that X0 is cofinal in the gap formed by x in X.
Proof. Let ν, TX , X , X0 and x satisfy the hypotheses of the Lemma. LetM[G] be a Pν-generic extension ofM and (XL, XU) ∈ M
be a partition of X0 such that
M |H (∀y ∈ XL)(∀z ∈ XU) y < x < z.
By way of contradiction suppose that in M[G] (XL, XU) fails to be cofinal in the gap formed by x in X . In particular, assume
that there isw ∈ X \ X0 such that
M[G] |H (∀z ∈ XU) x < w < z.
Let p ∈ G be such that
p  (∀z ∈ XU) x < w < z.
Let σ be a splitting map with splitting point 0. Then, by the morass-commutativity of TX ,
σ(p)  σ(w) /∈ X0 ∧ (∀z ∈ XU) x < σ(w) < z.
Let σ(p) ∈ G∗ and G∗ be σ [Pν]-generic overM[G]. Assume, without loss of generality, that
M[G][G∗] |H σ(w) < w.
Since X0 is a grounded order base for X ∪ {x} there is x0 ∈ X0 such that
M[G][G∗] |H (∀z ∈ XU) x < σ(w) < x0 < w < z.
Then
M[G] |H (∀z ∈ XU) x < x0 < z.
This contradicts that (XL, XU) is a partition of X0. Therefore X0 is forced to be cofinal in the gap formed by x in X . 
Lemma 4.5. Assume
(1) TX is a term in MPν for a morass-commutative linear ordering.
(2) X ′ = X ∪ {x} and x is a term of strict level α (where α ≤ θν) that is forced to be in the universe of TX .
(3) X is a countable discerning set of terms for elements of the universe of TX that is morass-closed beneath ν and has level α
order support.
(4) For all β ≤ θν , TX ∩MPβ is forced to be a sub-ordering of TX and X ∩MPβ is forced to be the domain of TX ∩MPβ .
(5) TY is a term in MPν for an upward level dense η1-ordering and for all β ≤ θν , TY ∩ MPβ is a term for a upward level dense
η1-ordering (in P(β)-generic extensions of M).
(6) Y is the set of all discerning terms for elements of the universe of TY .
(7) φ : X → Y is a level function that is forced to be an order-preserving injection.
Then there is a level function, φ′ : X ′ → Y , φ ⊆ φ′, that is forced to be an order-preserving injection.
Proof. We assume that it is forced that x /∈ X . We first argue the case in which x ∈ M . Let X0 = X ∩M , Y0 = Y ∩M and
XL = {a ∈ X0 | a < x}
and
XU = {b ∈ X0 | x < b}.
We observe that (XL, XU) partitions X0. By Lemma 4.4 (XL, XU) is forced to be cofinal in the gap formed by x in X . The term
function φ is forced to be a level order-preserving function, so if a ∈ XL and b ∈ XU then φ(a) ∈ M ∩ Y , φ(b) ∈ M ∩ Y and
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φ(a) < φ(b). Hence (φ[XL], φ[XU ]) forms a countable gap in TY . TY ∩M is an η1-ordering, so there is y ∈ M that satisfies the
gap (φ[XL], φ[XU ]). We note that (φ[XL], φ[XU ]) is cofinal in the gap formed by y in φ[X]. Let
φ′ = φ ∪ {(x, y)}.
Then φ′ : X ′ → Y is a level function and is forced to be an order-preserving injection.
Suppose that x has strict level α > 0. Let M[Gν] be a Pν-generic extension of M . We work in M[G(α)] (where M[Gν] =
M[G(α)][G∗(α)]). Analogous to the previous case, let
XL = {a ∈ M[G(α)] | M[G(α)] |H (a ∈ X ∩MP(α)) ∧ (a < x)}
and
XU = {b ∈ M[G(α)] | M[G(α)] |H (b ∈ X ∩MP(α)) ∧ (x < b)}.
By Lemma 4.4, (XL, XU) is cofinal in the gap formed by x in X . So (φ[XL], φ[XU ]) is a countable gap in Y and is cofinal in the
gap formed by (φ[XL], φ[XU ]) in φ[X]. TY ∩MP(α) is an η1-ordering inM[G(α)], so there is y ∈ Y ∩M[G(α)] such that
M[G(α)] |H φ[XL] < y < φ[XU ]
and (φ ∩ MP(α)) ∪ {(x, y)} is an order-preserving injection in M[G(α)]. Let p ∈ P(α) force (φ ∩ MP(α)) ∪ {(x, y)} is an
order-preserving injection. By a straightforward antichain argument there is a term y ∈ Y ∩ MP(α) for which it is forced
that (φ ∩ MP(α)) ∪ {(x, y)} is an order-preserving injection. Since (XL, XU) is forced to be cofinal in the gap formed by x in
X , φ ∪ {(x, y)} is forced to be an order-preserving extension. Y is upward level dense so there is a term y ∈ Y ∩M[G(α)] of
strict level α for which it is forced that φ′ = φ ∪ {(x, y)} is an order-preserving injection. Then φ′ is a level function. 
5. Order-isomorphic η1-orderings in the Cohen extension
In the previous sections we proved two technical results that, under carefully prescribed circumstances, allow us to
(1) extend a term function that is forced to be an order-preserving injection by commutativity with a morass maps and
(2) extend a term function that is forced to be an order-preserving injection by a single term of strict level.
We use these technical lemmas to construct a transfinite sequence of approximations to a term function in the forcing
language of the poset adding ℵ2 generic reals that, by virtue of commutativity with morass maps, is forced to be an order-
preserving injection on a domain of cardinality 2ℵ0 into an η1-ordering. We then prove the central result of the paper
(Theorem5.4) thatη1-orderings in the Cohen extension addingℵ2 generic reals and satisfying certain technical requirements
are order-isomorphic.
Definition 5.1 (Strong Morass Closure). Let X ⊆ MPν be a discerning set of terms. We say X has strong morass closure
provided that
(1) If x is the morass generator of an element of X , and σ ∈ Fµ(x) ν , then σ(x) ∈ X .
(2) X is level dense (with respect to θν).
Theorem 5.2. Assume
(1) M is a c.t.m. of ZFC+ CH, and P is the poset adding generic reals indexed by ordinals less than ω2.
(2) TX is a term that is forced in all P-generic extensions of M to be a linear ordering.
(3) X is a set of discerning morass generators for elements in the domain of TX having strict level less than ω1.
(4) The order relation on TX is morass-commutative.
(5) The morass closure of X, C(X), is level dense.
(6) For all α < ω1, TX ∩MP(α) is forced to be a sub-ordering of TX .
(7) TY is a term for a morass commutative η1-ordering.
(8) For all α < ω1, TY ∩MP(α) is a term that is forced in all P-generic extensions of M to be an η1-ordering that is upward level
dense.
(9) Y is the set of all discerning terms for elements of the universe of TY .
Then there is a level function on terms, φ : C(X)→ Y , that is forced to be an order-preserving injection.
Proof. Let 〈xβ | β < ω1〉 be a transfinite enumeration of X . Let 〈νβ | β ≤ ω1〉 be a sequence of countable ordinals defined
so that for β < ω1, νβ is the least ordinal no less than να , for all α < β , and such that
xβ ∈ νβ .
We define a transfinite sequence of subsets of C(X), 〈Dβ | β < ω1〉, such that for β < ω1,
(1) Dβ ∈ MPνβ is countable.
(2) xβ ∈ Dβ .
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(3) For all α < β , Dα ⊆ Dβ .
(4) Dβ has strong morass closure (with respect toM
Pνβ ).
For β < ω1, Dβ exists by virtue of Property (P1) of Definition 1.1 and Corollary 4.2. We construct a transfinite sequence of
level injections,
〈φβ : Dβ → Y ∈ MPνβ | β < ω1〉
that are forced to be order-preserving injections.
We construct φ0 : D0 → Y by transfinite induction. For α ≤ θν0 , let
D0(α) = D0 ∩MP(α).
We construct an ascending (ordered by inclusion) sequence of level injections,
〈φ(0,α) : D0(α)→ Y | α ≤ θν0〉.
Since Y ∩M is an η1-ordering, there is an order-preserving injection,
φ0(0) : D0(0)→ Y ∩M.
Let β ≤ θν0 and suppose that
〈φ(0,α) : D0(α)→ Y ∈ MP(α) | α < β〉
is an ascending sequence of level injections that are forced to be order-preserving injections. Then
ψ :=
⋃
α<β
φ(0,α)
is a level injection that is forced to be an order-preserving injection. Since D0(β) is countable and Y ∩MPβ is forced to be an
η1-ordering, by at most countably many applications of Lemma 4.5 there is a injective extension of ψ ,
φ(0,β) : D0(β)→ Y ∈ MPβ
that is forced to be an order-preserving injection. Y is upward level dense, so we may assume that φ(0,β) is level. Let
φ0 = φ(0,θν ).
Assume that φγ : Dγ → Y ∈ MPνγ is a level injection that is forced to be an order-preserving injection. We construct
φγ+1 : Dγ+1 → Y ∈ MPν(γ+1) . Let
ψ =
⋃
σ∈Fνγ νγ+1
σ ◦ φγ
ψ is a level injection. Let D be the domain ofψ . We claim that D is level dense and thatψ is forced to be an order-preserving
injection. To see that D is level dense, we observe that Dγ is level dense. Suppose that x1, x2 ∈ Dγ and σ1, σ2 ∈ Fνγ νγ+1 with
splitting points δ1 and δ2 respectively. By Lemma 2.3,
σ1[θνγ ] ∩ σ2[θνγ ] = σ1[min(δ1, δ2)].
By Lemma 3.7 if p ∈ P and
p  σ1(x1) < σ2(x2)
then there is x ∈ Dγ ⊆ D such that x has strict level no greater than the smaller of δ1 and δ2 and
p  σ1(x1) < σ1(x) = x = σ2(x) < σ2(x2).
To see that ψ is forced to be order-preserving, we note that in the situation outlined above,
p  σ1(φγ (x1)) < σ1(φγ (x)) = φγ (x) = σ2(φγ (x)) < σ2(φγ (x2)).
For α < θνβ , let
D(α) = D ∩MP(α)
and
Dγ+1(α) = Dγ+1 ∩MP(α).
So Dγ+1(0) contains at most countably many elements of M not in Dγ (0) (=D(0)). Let x ∈ Dγ+1(0) \ D(0). Since D is level
dense, D(0) is a grounded order base for D. Thus by Lemma 4.5 φ may be extended to x so that the extension is a level
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function that is forced to be an order-preserving injection. Furthermore D(0) ∪ {x} is a grounded order base for D ∪ {x} and
D ∪ {x} is level dense. Hence by at most countably many applications of Lemma 4.5 there is a level extension of φ(γ ,0),
φ(γ+1,0) : Dγ+1(0)→ Y
that is forced to be an order-preserving injection and such thatψ ∪ φ(γ+1,0) is a level injection that is forced to be an order-
preserving injection, and D ∪ Dγ+1(0) is level dense.
Suppose thatα ≤ θνγ+1 and 〈φ(γ+1,β) : Dγ+1(β)→ Y | β < α〉 is an ascending (by inclusion) sequence of term functions
that are level injections forced to be order-preserving injections and such that for all β < α,ψ ∪φ(γ+1,β) is a level injection
that is forced to be an order-preserving injection. Let
D∗ =
⋃
β<α
Dγ+1(β)
and
ψ∗ =
⋃
β<α
φ(γ+1,β).
Then D∗ ∪ D is countable and level dense, and ψ∗ ∪ ψ is level and is forced to be an order-preserving injection. Therefore
by applications of Lemma 4.5 there is a level injective extension of ψ∗ to
φ(γ+1,α) : Dγ+1(α)→ Y
such that ψ ∪ φ(γ+1,α) is forced to be an order-preserving injection. Let
φ(γ+1) =
⋃
α<θν(γ+1)
φ(γ+1,α).
Then φγ+1 : Dγ+1 → Y is a level function that extends φ(γ+1,α) for all α < θνγ+1 such that φγ+1 ∪ ψ is forced to be an
order-preserving injection.
Suppose that γ is a limit ordinal, and 〈φβ : Dβ → Y | β < γ 〉 is an ascending sequence of level functions that are forced
to be order-preserving injections. Then⋃
β<γ
φβ
is a level function that is forced to be an order-preserving injection and⋃
β<γ
Dβ
is level dense. It is easily checked, by Corollary 3.10 and Property (P1) of Definition 1.1 that
ψ :=
⋃
β<γ
{σ [φβ ] | σ ∈ Fνβ νγ }
is a level function that is forced to be an order preserving injection and that
D :=
⋃
β<γ
{σ [Dβ ] | σ ∈ Fνβ νγ }
is countable and level dense. By an argument identical to the successor case, there is a level extension of ψ ,
φγ : Dγ → Y
that is forced to be an order-preserving injection. Let
φ =
⋃
{σ ◦ φβ | β < ω1 ∧ σ ∈ Fνβ ω1}.
Then the domain of φ is C(X) and it is forced that φ is an order-preserving injection from C(X) to Y . 
We formulate the cumbersome list of hypotheses in Theorem 5.2, as a single condition.
Definition 5.3 (Morass-Definable). Let T¯X ∈ M[G] be a linear ordering and X¯ be the universe T¯X . T¯X is morass definable if
there is a term TX ∈ MP and a set of terms X ∈ MP such that
(1) valG(TX ) = T¯X .
(2) TX is a morass-commutative relation that is level dense and upward level dense.
(3) X is a morass closed set of discerning terms that is forced to be the universe of TX .
(4) Every term of X has countable support (that is, any term in X is a term inMP(A), for some A adding generic reals indexed
by a countable subset of ω2).
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(5) For all α < ω1, TX ∩MP(α) is forced to be a sub-ordering of TX , and valG(X ∩MP(α)) = M[G(α)] ∩ X¯ .
We call X a morass-defining term for X¯ .
Many natural real definable linear orderings in the Cohen extension aremorass definable linear orderings, includingR, some
ultrapowers of R and some algebras of formal power series with real coefficients (including the Esterle Algebra).
Theorem 5.4. Let M be a c.t.m. of ZFC + CH containing a simplified (ω1, 1)-morass and M[G] be the Cohen extension adding
ℵ2 generic reals. If TX and TY are morass-definable η1-orderings in M[G], then TX and TY are order-isomorphic. Furthermore any
order-preserving injection in M of a countable subset of TX into TY , can be extended to an order-isomorphism from TX to TY .
Proof. Let X = 〈xα | α < ω1〉 (resp. Y = 〈yα | α < ω1〉) be a transfinite sequence of the morass generators for morass-
defining terms of the universe of TX (resp. TY ). So C(X) and C(Y ), the morass closures of X and Y respectively, are morass
defining sets of terms for the universes of TX and TY respectively. We observe that if D ⊂ C(X) and ψ : D→ C(Y ) is a level
injection that is forced to be an order-preserving injection, then D is level dense iff the range of ψ is level dense. Hence,
by iterated applications of Theorem 5.2, we can perform a back and forth argument on countable sets of terms with strong
morass closure properties. Specifically, assume
(1) D is a countable level dense subset of C(X)
(2) D∗ ⊇ D is a countable subset of C(X)
(3) E is a countable level dense subset of C(Y )
(4) E∗ ⊇ E is a countable subset of C(Y )
(5) ψ : D→ E is a level function that is forced to be an order preserving isomorphism.
By at most countably many applications of Lemma 4.5 there is an extension of D∗, D′, that is level dense and a level function
φ′ : D′ → C(Y )
that is forced to be an order-preserving injection. Then the range of ψ ′ is level dense. Let E ′ be a countable level dense
extension ofψ ′[D′]∪E∗. By Lemma 4.5 there is a level extension ofψ ′−1 that is forced to be an order-preserving injection of
E ′. Hence it is clear that by a back-and-forth argument on ascending countable subsets of C(X) and C(Y )we can construct a
level injection on a strongmorass-closed domain containing X , with range containing Y . Because the domain of this injection
is level dense, the splitting extensions will be order-preserving injections, and the closure under all morass maps of these
partial injections is forced to be an order-isomorphism from C(X) to C(Y ). If ψ ∈ M then D, E and ψ satisfy assumptions
1, 3 and 5 above, so any order-preserving injection inM on a countable domain can be extended to an order-isomorphism
from TX to TY . 
6. Order-isomorphic ultrapowers of R in the Cohen extension
We apply Theorem 5.4 to the classical example of ultrapowers ofR over non-principal ultrafilters onω. We freely use the
conventions of earlier sections. We restrict ourselves to ultrapowers for which the order relation is morass-commutative.
We consider a term for an ultrafilter as a set of terms for subsets of ω. We define a function on the ultrapower in the forcing
extension by defining a function on carefully selected terms for representative sequences of reals. We work with a morass-
defining sets of terms for sequences of reals that serve as morass generators of the equivalence classes of the ultrapower.
This is possible since every sequence of real numbers in a generic extension is the value in that forcing extension of a term
in the forcing language with countable support.
Definition 6.1 (Standard Term for a Subset of ω). A standard term for a subset of ω is a term, x ∈ MP , such that for each
(τ , p) ∈ x, τ is a canonical term for a natural number.
For n ∈ ω let nˇ ∈ MP be the canonical term for n in the forcing language.
Lemma 6.2. Let x and y be standard terms for subsets ofω that are forced to be non-empty. Suppose that x ∈ MP(α) and y ∈ MP(β)
with α ≤ β and p ∈ P is such that
p  x ∩ y = ∅.
For q ∈ P, let q1 ∈ P(α) and q2 ∈ P(β \ α) be such that
q = q1 · q2
and piα(y) = {(nˇ, p1 · q1) | ((nˇ, q) ∈ y) ∧ (p1 and q1 are compatible) } ∈ MP(α). Then
p  y ⊆ piα(y)
and
p (α×ω) x ∩ piα(y) = ∅.
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Proof. Let α, p, x, y and pi(y) satisfy the hypotheses of the Lemma. Then
piα(y) ∈ MP(α)
and
p  y ⊆ pi(y).
We claim that
p1  x ∩ piα(y) = ∅.
Let n ∈ ω and q1 ≤ p1 be such that
q1  n ∈ x.
Let r1 be compatible with q1. If (nˇ, r1) ∈ pi(y) then there is (nˇ, r) ∈ y such that p1 and r1 are compatible. If p1 · r1 and q1 are
compatible, then there is s ∈ MP(α) with s ≤ p1 · r1 · q1 such that s and p2 · r2 are compatible inMP . Then
s · p2 · r2  n ∈ x ∩ y.
But s · p2 · r2 ≤ p, a contradiction. So if r1 is compatible with q1, then
(nˇ, r1) /∈ piα(y).
Therefore
q1  n /∈ piα(y).
So
q1  n /∈ x ∩ piα(y)
and
p1  n /∈ x ∩ piα(y).
Therefore p1  x ∩ piα(y) = ∅. 
We define an operation on standard terms for subsets of ω.
Definition 6.3 (∩¯). If x and y are standard terms for subsets of ω then
x ∩¯ y = {(nˇ, p · q) | (nˇ, p) ∈ x ∧ (nˇ, q) ∈ y}.
Lemma 6.4. If x and y are standard terms for subsets of ω, then
 x ∩ y = x ∩¯ y.
Proof. Let p ∈ P , n ∈ ω and
p  n ∈ x ∩ y.
So
p  n ∈ x
and
p  n ∈ y.
Let G be P-generic overM with p ∈ G. Then
M[G] |H n ∈ x ∩ y.
So there is q ∈ G such that
(nˇ, q) ∈ x
and r ∈ G such that
(nˇ, r) ∈ y.
Since q · r ∈ G,
M[G] |H n ∈ x ∩¯ y.
Suppose p ∈ P , n ∈ ω and
p  n ∈ x ∩¯ y.
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Let G be P-generic overM with p ∈ G and
M[G] |H n ∈ x ∩¯ y.
So there are q, r ∈ G such that
(nˇ, q · r) ∈ x ∩¯ y,
(nˇ, q) ∈ x
and
(nˇ, r) ∈ y.
Hence
M[G] |H n ∈ x ∩ y.
Therefore p  x ∩ y = x ∩¯ y. 
Lemma 6.5. Let ν < ω1 and σ : θν → ω1 be a splitting function. If τ is a set of standard terms for subsets of ω that is forced to
have f.i.p., then τ ∪ σ [τ ] is a set of standard terms for subsets of ω that is forced to have f.i.p.
Proof. We assume without loss of generality that τ is forced to be an ultrafilter. Assume x ∈ τ and y ∈ σ [τ ]. It is sufficient
to show that x ∩ y is forced to be nonempty. If
p  x ∩ y = ∅
then by Lemma 6.2
p  x ∩ piθν (y) = ∅.
If q ∈ P(σ [θν]), then q1 ∈ P(δ), where δ is the splitting point of σ . Therefore
piθν (y) = piδ(y) ⊆ MP(δ).
In fact, since τ is forced to be an ultrafilter and p  y ⊆ piθν (y),
p  piδ(y) = piδ(σ−1[y]) ∈ τ .
Since τ is forced to have f.i.p., p  x ∩ piθν (y) 6= ∅. 
Lemma 6.6. Assume
(1) ν < ω1
(2) τ is a set of standard terms for subsets of ω that is forced to have f.i.p.
(3) σ1 and σ2 are splitting functions on θν with splitting points δ1 and δ2 respectively.
(4) δ = min(δ1, δ2).
(5) σ1[θν \ δ] ∩ σ2[θν \ δ] = ∅.
Then σ1[τ ] ∪ σ2[τ ] is forced to have f.i.p.
Proof. Let x, y ∈ τ . We observe that
piδ(σ1(x)) = piδ(x)
and
piδ(σ2(y)) = piδ(y).
Hence, if
p  σ1(x) ∩ σ2(y) = ∅
then
p  σ1(x) ∩ piδ(σ2(y)) = σ1(x) ∩ piδ(y) = ∅
and
p  piδ(σ1(x)) ∩ piδ(y) = piδ(x) ∩ piδ(y) = ∅.
Thus p  x ∩ y = ∅. 
Theorem 6.7. There is a sequence of sets of standard terms for subsets of ω, 〈Uν | ν < ω1〉, such that for all ν < ν¯ < ω1,
(1) Uν¯ ⊆ MPν¯ is a set of standard terms for subsets of ω that is forced in all Pν¯-generic extensions to be an ultrafilter.
(2) Uν ⊆ Uν¯ .
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(3) Uν¯ is morass-closed beneath ν¯ .
(4) For all α < θν¯ , Uν¯ ∩MP(α) is forced to be an ultrafilter in all P(α)-generic extensions.
Proof. Let UM be a non-principal ultrafilter in the ground modelM . Let U0 ⊆ MP0 be a set of standard terms for subsets of
ω that are forced to be an ultrafilter extending UM . We construct an ω1-sequence of sets of standard terms for subsets of ω
such that, for all ν ≤ ν¯ ≤ ω1,
(1) Uν¯ ⊆ MPν¯ is a set of standard terms for subsets of ω that is forced in all Pν¯-generic extensions to be an ultrafilter.
(2) Uν ⊆ Uν¯ .
(3) Uν¯ is morass-closed beneath ν¯.
(4) For all α < θν¯ , Uν¯ ∩MP(α) is forced to be an ultrafilter in all P(α)-generic extensions.
Assume that for all β ≤ ν, Uβ satisfies the conditions 1–4. If ν¯ = ν + 1 and
U∗ = Uν ∪ fν ν¯[Uν]
then by Lemma 6.5, U∗ is forced to have f.i.p. We extend U∗ to a set of terms, Uν¯ , satisfying conditions 1–4. For α < θν , let
U∗(α) = U∗ ∩MP(α).
Then for any α ≤ θν , U∗(α) is forced in P(α)-generic extensions of M to be a term for an ultrafilter. We define a sequence
of sets of terms 〈Uν¯(α) | α < θν¯〉. For α ≤ θν , let
Uν¯(α) = U∗(α).
For α > θν , let
U ′(α) =
⋃
γ<α
Uν¯(γ ).
U ′(α) is a set of terms that are forced to be a filter. We claim that U ′(α) ∪ U∗(α) has f.i.p. Let x ∈ U ′(α) and y ∈ U∗(α) and
p  x ∩ y = ∅.
Suppose that β < α is such that
x ∈ Uν¯(β).
For q ∈ P(α), let q1 ∈ P(β) and q2 ∈ P(α \ β) be such that
q = q1 · q2.
Let piα(y) = {(nˇ, q1 · p1) | ((nˇ, q) ∈ y) ∧ (p and q are compatible) }. By Lemma 6.2
p  x ∩ piα(y) = ∅.
But
p  piα(y) ∈ U ′(α).
This contradicts thatU ′(α) is forced to be a filter. LetUν¯(α) ⊇ U ′(α)∪U∗(α) be a set of terms that is forced in all P(α)-generic
extensions to be an ultrafilter. U∗ ∪ Uν¯(α) is forced to have f.i.p. Let
Uν¯ =
⋃
α<θν¯
Uν¯(α).
So Uν¯ ⊇ U∗ and is forced to be an ultrafilter. Since Uν¯ ⊇ U∗, Uν¯ is morass-closed beneath ν¯. Finally, for α < θν¯ , Uν¯ ∩MP(α)
is forced to be an ultrafilter.
Assume ν¯ is a limit ordinal. Let
U∗ = {σ(x) | ν < ν¯ ∧ σ ∈ Fν ν¯ ∧ x ∈ Uν}.
By Corollary 6.6 and Property (P4) of Definition 1.1, U∗ has f.i.p.
We can now repeat the construction of the sequence
〈Uν¯(α) | α < θν¯〉
as in the case for ν¯ a successor. Then Uν¯ is a morass-closed set of standard terms for subsets of ω that is forced to be an
ultrafilter and for any α < θν , Uν¯ ∩MP(α) is forced in all P(α)-generic extensions to be an ultrafilter. 
Let 〈Uν | ν < ω1〉 be a sequence of sets of terms satisfying the conclusion of Theorem 6.7 Let
U = {σ(x) | ν < ω ∧ x ∈ Uν ∧ σ ∈ Fν ω1}.
Then by Lemmas 1.3, 1.4 and 6.6, U is a morass-closed set of standard terms for subsets ofω that is forced to be an ultrafilter.
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Definition 6.8 (Standard Term for an Ultrafilter). Let U ⊂ MP be amorass-closed set of standard terms for subsets ofω such
that for all α < ω1, U ∩MPα is forced to be an ultrafilter in all P(α)-generic extensions ofM . Then U is a standard term for
an ultrafilter.
If U is a standard term for an ultrafilter, then there is a sequence of terms for ultrafilters, 〈Uν ∈ MPν | ν < ω1〉 for which U
is the forward image of elements of
⋃
ν<ω1
Uν under morass maps.
Corollary 6.9. If U0 is a non-principal ultrafilter in the ground model there is a standard term for an ultrafilter that is forced to
extend U0.
Lemma 6.10. Let
(1) M be a c.t.m of ZFC.
(2) P be the poset adding generic reals indexed by ordinals less than ω2.
(3) U be a standard term for a non-principal ultrafilter on ω.
(4) X be the set of discerning terms for sequences of real numbers.
(5) ≤ be the natural order relation on X induced by U.
Then 〈X,≤〉 is a morass-commutative relation.
Proof. Let x, y ∈ X with µ(x) ≤ ν, µ(y) ≤ ν and
p  x ≤ y.
We wish to show that for any ν¯ > ν and σ ∈ Fν ν¯ ,
σ(p)  σ(x) ≤ σ(y).
Let q ≤ p and u ∈ U be such that
p  (∀i ∈ u) xi ≤ yi.
Then
σ(p)  (∀i ∈ σ(u)) σ (x)i ≤ σ(y)i.
U is morass-closed, so
σ(u) ∈ U .
Therefore σ(p)  σ(x) ≤ σ(y). 
Definition 6.11 (Minimal Representatives). Let U be a standard term for an ultrafilter and τ be a term that is forced to be a
sequence of real numbers. The term τ is a minimal representative of Rω/U provided that:
(1) τ is a term of strict level.
(2) If µ(τ) = ν¯ then there is no ρ with µ(ρ) = ν < ν¯, σ ∈ Fν ν¯ and p ∈ P such that
p  [σ(ρ)]U = [τ ]U .
If X∗ is amaximal set ofminimal representatives, then the equivalence classes of the closure of X∗ under all morass functions
is forced to equal Rω/U . Furthermore, minimal representatives anticipate future equivalence classes of Rω/U , but are not
themselves anticipated by earlier stages of the morass.
Definition 6.12 (Ultrapower Generator). SupposeU ∈ MP is a standard term for an ultrafilter. Then X ∈ MP is an ultrapower
generator (with respect to U) if it is a maximal set of minimal generators.
If we construct a term function, f , on an ultrapower generator, then the morass-commutative closure of f , C(f ), will be a
term function. More significantly, in any P-generic extension,M[G], the interpretation of C(f )will be a function on a subset
of sequences of reals. The interpretation of C(X) inM[G] is the range of a choice function onRω/U . Hence a function on C(X)
that is forced to be a function in all generic extensions defines, in any generic extension, a function on Rω/U .
Lemma 6.13. If X is an ultrapower generator (with respect to U), then U induces a level dense, morass-commutative η1-ordering
on C(X).
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Proof. Let X be an ultrapower generator. Let 〈C(X),<〉 be the natural linear-ordering induced by U on C(X). We observe
that Rω/U is order-isomorphic with 〈C(X),<〉. Therefore 〈C(X),<〉 is an η1-ordering and C(X) ∩ MP(α) is an η1-ordering
for all α < θν . We show that C(X) is level dense.
Let ν < ω1, σ be a splitting function on θν and x, y ∈ C(X) ∩ MPν . Let σ have splitting point 0 (if the splitting point is
δ 6= 0 we may work inM[G(δ)] and relativize the terms to the language adding generic reals indexed by ordinals between
δ and θν).
We observe that X ∩M = C(X)∩M is a set of unique representatives of the equivalence classes of (Rω/U)∩M . Suppose
p ∈ Pν × (σ [Pν]) and
p  x < σ(y).
We note that p = p1 · σ(p2)where p1, p2 ∈ Pν . Then there are terms for sequences of reals x¯ ∈ Rω and y¯ ∈ Rω such that
p  [x]U = [x¯]U
p  [y]U = [y¯]U
and
p  (∀i ∈ ω) x¯i < σ(y¯i)
where x¯i and y¯i are the ith terms of x¯ and y¯ respectively. We show that there is a real sequence of the ground model that is
forced by p to be pointwise between x¯ and σ(y¯). We note that x¯ and σ(y¯) are terms in mutually generic extensions of M .
Then
ai := sup{q ∈ Q | (r < p1) ∧ (r  q < xi)}
≤ inf{q ∈ Q | (r < p2) ∧ (σ (r)  σ(yi) < q)} =: bi.
For i ∈ ω, let ci ∈ R ∩M be such that
ai ≤ ci ≤ bi
and c := 〈ci〉 ∈ Rω ∩M . Then
p  x ≤ c ≤ σ(y).
So there is c∗ ∈ X ∩M such that
[c∗]U = [c]U
and p  x ≤ c∗ ≤ σ(y). 
It is easy to show that if x and y in the argument above have strict level greater than 0, the inequality in the conclusion is
strict.
Definition 6.14 (Standard Ultrafilter). If U ∈ M[G] and there is standard term for an ultrafilter, U∗ such that U = valG(U∗),
then U is a standard ultrafilter ofM[G].
Theorem 6.15. Let M be a c.t.m of ZFC+ CH in which there exists a simplfied (ω1, 1)-morass, and M[G] the Cohen extension of
M adding ℵ2 generic reals. Let U1 and U2 be standard ultrafilters in M[G]. Then Rω/U1 and Rω/U2 are order-isomorphic.
Let X and Y be ultrapower generators of Rω/U1 and Rω/U2, respectively. Let C(X) and C(Y ) be their respective morass
closures. In any P-generic extension, M[G], U1 and U2 induce natural linear orderings on C(X) and C(Y ), respectively. Let
TX = 〈C(X),<U1〉 and TY = 〈C(Y ),<U2〉.
We observe that C(X) is order-isomorphic to Rω/U1 via the natural choice function from Rω/U1 to C(X), and hence is an
η1-ordering. Similarly, for any α < ω1, C(X)∩MP(α) is forced to be order isomorphic in a P(α)-generic extension ofM with
an ultrapower of R and is hence forced to be an η1-ordering. By Lemma 6.13, TX and TY are level dense.
We pass freely between C(X) ∩ MPν and the corresponding ultrapower (Rω ∩ MPν )/(U1 ∩ MPν ) in this argument. In
general we use the expression [a] for the equivalence class of the ultrapower for which a is a representative.
We show that C(X) is upward level dense. By Lemma 1.3 and condition (P4) of Definition 1.1, it is sufficient to consider
the case in which p ∈ Pν and x, y, z ∈ C(X) ∩MPν for some countable ν, z ∈ MP(α) for some α < θν , and
p  x < z < y.
If y has strict level no greater than β , then let r be a term for a constant sequence of a generic real in the unit interval
having strict level β and z ′ ∈ C(X) ∩MPν be such that [z ′] = [z + r · (y− z)]. Then z ′ is a term of strict level β and
p  x < z < z ′ < y.
So z ′ satisfies the condition for upward level density for x and y.
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Suppose that y has strict level greater than β and that α < β < θν . Let σ be a splitting map on θν with splitting point β .
Then
p · σ(p)  z < y ∧ z < σ(y).
Suppose p′ ≤ p and p∗ ≤ p′ · σ(p′) is such that
p∗  σ(y) < y.
Then by level density of TX , there is q ≤ p∗ andw ∈ C(X) ∩MPβ such that
q  σ(y) < w < y.
So q θν×ω< p′ and
q θν×ω z < w < y.
If p′ ≤ p and p∗ ≤ p′ · σ(p′) is such that
p∗  y < σ(y).
then by level density there is q ≤ p∗ andw ∈ C(X) ∩MPβ such that
q  y < w < σ(y).
Then q σ [θν ]×ω< σ(p′) and
q σ [θν ]×ω z < w < σ(y).
Let q∗ = σ−1(q σ [θν ]×ω). Then q∗ ≤ p′ and
q∗  z < w < y.
So for any p′ ≤ p, there is q ≤ p′ andw ∈ C(X) ∩MPβ such that
q  z < w < y.
So by c.c.c. there is a countable set of termsW ⊆ C(X) ∩ MPβ for which it is forced by p that all elements ofW are greater
than z and at least one of the w ∈ W are less than y. C(X) ∩ MPβ is forced to be an η1-ordering, so there is an element of
C(X) ∩MPβ that is forced by p to be greater than z and less than every element ofW . Therefore there is a termMPβ , z ′, that
is forced to be an element of Rω and such that
p  z < z ′ < y.
If z ′ has strict level β , then the condition for upward level density is satisfied beneath p by z ′ for x and y. If z ′ has strict level
less than β , let r be a term for a constant sequence with image on the unit interval and having strict level β . Let z∗ ∈ C(X)
be such that [z∗] = [z ′+ r · (z ′− z)]. Then z∗ has strict level β and beneath p satisfies the condition for upward level density
for x and y. So C(X) is upward level dense. Hence TX and TY are morass-definable and by Theorem 5.4 are order-isomorphic.
Therefore Rω/U1 and Rω/U2 are order-isomorphic. 
Corollary 6.16. Suppose U∗1 ∈ M and U∗2 ∈ M are non-principal ultrafilters. In the generic extension adding ℵ2 generic reals
there are extensions of U∗1 and U
∗
2 , U1 and U2 respectively, such that R
ω/U1 and Rω/U2 are order-isomorphic.
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