ABSTRACT Millimeter wave (mm-Wave) communications are emerging to meet the increasing demand for high transmission data rate in high user density areas. Meanwhile, the mm-Wave base station (BS) needs to employ a large number of antenna elements to increase the gain as well as serve a huge number of users. However, a vast number of antenna elements causes dimensionality problem in channel correlation matrix (rotation matrix). Therefore, we propose a novel codebook construction design based on CUR-decomposition technique to reduce the dimensionality problem. In this paper, the original correlation matrix is decomposed to the product of three low dimension matrices (C, U, and R). The new rotated codebook is then constructed by the new rotation matrix. Moreover, we evaluate the new decomposition matrix with the original matrix in terms of compression ratio and mismatch error. We also provide the achievable sum rate capacities for singular value decomposition, zero forcing, and a matched filter techniques to compare with the proposed method. Furthermore, the system capacity enhancement related to the number of antenna elements and the required feedback bits are analyzed. Simulation results show that the proposed method achieves much better system performance since the dimensionality problem is solved. The proposed method can be applied in the fifth generation massive antenna multi-user system with over a hundred antenna elements.
I. INTRODUCTION
Fifth generation (5G) millimeter wave (mm-Wave) communications are emerging to meet the increasing demand for high data rate transmission in high user density areas. The mm-Wave band has been recently considered as a key solution to achieve a significant performance on frequency spectrum utilization and provide high-speed multimedia data services [1] , [2] . Furthermore, the performance of a three dimensional (3-D) massive antenna multi-user system highly depends on the channel state information (CSI) at a base station (BS). In frequency division duplexing (FDD) system, limited feedback is used to perform quantization of the CSI at the mobile end, and then feedback to the BS. However, due to a large number of antenna elements applied to a massive antenna system, the feedback overhead is unacceptable [3] . The common problems mm-Wave communications face include the high path loss and signal attenuation which make mm-Wave signal very weak after arriving at the receiver [4] - [6] , [7] . In fact, the path loss between two antenna elements separated by a certain distance depends on its effective area which is proportional to the wavelength of the carrier signal [5] . Meanwhile, the larger the antenna aperture, the larger the antenna gain and vice versa [8] . Therefore, to maximize the gain in mm-Wave with the small effective area, a large number of antenna elements should be packed into an equivalent antenna aperture zone to implement transceiver beamforming enabling high array gain [9] . In the mm-Wave band, the inter-element spacing is normally half a wavelength which is extremely short. Hence, we can integrate many antenna elements into small form factor. Consequently, high directional beamforming using massive antenna system can compensate huge path loss [9] , [10] .
However, integration of a massive number of antenna elements causes a large dimension of correlation channel matrix, which is called dimensionality problem that brings high computational complexity in matrix operation. Moreover, it is much difficult to determine an accurate correlation matrix required by the rotation codebook. In recent years, some works have been done to reduce the dimension problem. In [11] , [12] , a joint spatial division and multiplexing (JSDM) method were proposed to divide all users into groups with same channel covariance eigenspace. For a multi-user (MU) massive antenna downlink system, the structure of channel vector correlation allows a large number of antenna elements to be deployed to reduce the dimensionality of channel state information at the BS. In [13] , it was proposed to use a compressive sensing (CS) technique to reduce the CSI feedback load for multi-user multiple-input multipleoutput (MU-MIMO) system making the transmitter obtains the CSI with an acceptable level of accuracy. Based on singular value decomposition (SVD), an adaptive beamforming technique to generate the beam weight by considering the dominant eigenvector of the covariance matrix and discarding the mono-dominant was proposed in [14] . The dominant eigenvectors are used to construct the new channel weight. The method updates the new reduced dimension channel weight at any time. Antenna group scheduling (AGS) is a method proposed by [15] to reduce the dimension of channel vector. The idea of AGS algorithm is based on a set of predetermined antenna group, and each user has to select the best one with the maximum gain and then quantizes the channel vector corresponding to the selected group. Tucker decomposition was proposed by [3] , which is applied to a rotation matrix and decomposes it into three low dimension matrices using SVD method. These matrices are multiplied together to form the rotation matrix which is used to construct the rotation codebook where each user uses the codebook to quantize its CSI. Therefore, a CUR-decomposition technique can be applied in the rotation matrix to construct its rotation codebook. The CUR is a multiplication of the three matrices C, U, and R corresponding to the matrices U, λ, and V in SVD method [3] . In order to reduce the matrix dimension, feedback overhead and computation complexity, the decomposition of the original rotation matrix are obtained by applying SVD on the channel correlation matrix.
In this study, we propose a novel codebook construction design technique based on the CUR-decomposition method to reduce the dimensionality, in which a 3D-MIMO channel model based on Kronecker product of two array responses is applied with a uniform rectangular array antenna (URA) used at the BS. The main contributions of this work are as follows: we propose an algorithm to design a new codebook rotation matrix from the original correlation matrix, and an expression for the compression ratio (CR) is derived, which is inversely proportional to the mismatch error; we design the precoding vectors, which are quantized into B bits and fedback to the BS. Moreover, we derive an analytical model regarding the required number of feedback bits. A large number of bits is required when a large number of antenna elements and users are deployed. Finally, comparisons between our proposed method and conventional ones are carried out regarding average system capacity.
The organization of this work is as follows. In section II, we introduce a 3D-MIMO system model. The concepts of rotation matrix and codebook are presented in section III. In section IV, our proposed method and algorithm are described. The simulation results with discussions are shown in section V. Finally; the conclusion is outlined in section VI. Fig. 1 shows a 3D massive antenna multi-user system, where the BS is equipped with URA antennas, in which M v is the number of vertical antenna elements and M h is the number of horizontal antenna elements. We assume that the system serves K users, each with a single antenna. For the sake of simplicity, assume that M v = M h , and the total number of URA antennas M is given by M = M v * M h . We use d v and d h to denote the spacing between elements in the vertical and horizontal direction respectively. In addition, in this study the path loss is ignored by assuming all the users are closely distributed around the BS. Let's assume that the channel undergoes Ricean Fading which takes the consideration of line-of-sight (LOS) component. This means that the twochannel components are deterministic LOS component and Rayleigh-distributed random component. The random version of the channel is accounted for the diffused multipath signals which are modeled by Random variable distribution (RVD). Then the channel vector becomes: 
II. SYSTEM MODEL
where the vectors a h (θ), a v (φ) are M h × 1 and M v × 1 dimensional array responses in the horizontal and vertical directions, respectively. The array response vectors are given by [17] .
where
is the wavelength, θ and φ are the angle-of-departure (AoD) for a horizontal and vertical array antenna respectively. Consequently, the channel vector h k ∈ C M ×1 for each user can be written as
whereR k ∈ C M ×M is the correlation matrix for each user, and can be given asR k = E h w,k h H w,k . Accordingly, the multi user MIMO channel matrix H ∈ C M ×K can be written in concatenating form as
III. ROTATION MATRIX AND ROTATED CODEBOOK
A 3D massive antenna multi-user system performance is highly dependent on the accuracy of the CSI obtained at the BS. The CSI is given byh k = h k / h k which is a unit-norm of the channel vector. In the feedback procedure, each user quantizes the CSI using codebook known by the BS, and then feedback the optimal code-word to the BS for beamforming [3] . The rotated codebook can be formed from the pre-constructed code-words. The rotation matrix can be expressed as in (5) .
where w i is the M × 1 code vector, and the i th code word in B-bits discrete Fourier transform (DFT) codebook can be constructed by [18] , [19] 
and 2π ϕ i is the i th sample in angular domain [0, 2π ] . Under a massive 3D-MIMO antenna system, high dimensionality problem arises. Large dimension inR k increases not only the complexity of MIMO, but also the difficulty in application of rotated codebook. In [3] , it was proposed that a solution is found by obtaining newR k from SVD matrices to reduce the dimension issue. The new rotation matrix is given bŷ
where U and V are unitary matrices obtained by SVD from the correlation matrix, and λ is a non-negative diagonal element. Thus, the new rotated codebook for a given decomposition is [20] c i =R
In fact, if the matrixR k has a large dimension, we need to represent this matrix by its SVD components U, V and (λ).
However, these components have large dimensions and demand large and costly storage. Therefore, the best way to reduce the dimensions of the three matrices is to set the smallest singular value of λ to zero, and then remove the corresponding eigenvectors in matrices U and V. The disadvantage of this procedure is that it reduces the root-meansquare-error (RMSE) which in turn results in signal power reduction.
IV. THE PROPOSED METHOD USING CUR-DECOMPOSITION
In fact, CUR matrix decomposition technique is less accurate than SVD if the SVD is fully used without dimension reduction. However, the CUR technique offers the key advantages. Firstly, the calculation of CUR is of lower asymptotic time complexity compared with that of SVD. Secondly, the calculated matrices are more interpretable, i.e. the meanings of rows and columns in the decomposed matrix are the same as their meanings in the original matrix. Additionally, in this approach, if the matrix A is sparse, then the two large matrices called C (columns) and R (rows) analogous to the two SVD matrices (U and V) are also sparse. Only the middle matrix similar to in SVD is dense, but it is with a small dimension. Therefore, its density does not affect too much on the density of CUR matrix [21] , [22] .
A. CUR-DECOMPOSITION AND FRAMEWORK
In the following discussions, let's use a matrix A to replace the original correlation matrixR, because there is a matrix R in the algorithm which is important to be kept as it is. Let A be a matrix with dimension m × n, and then pick up a target number of c columns and r rows to be used in CURdecomposition. The CUR-decomposition construction of the matrix A is randomly chosen as a set of c columns of A to form the matrix C with dimension m × c, and randomly selected as r rows of the matrix A to form a matrix R with dimension r × n. The rotation matrix obtained by the channel matrix h as in (6) is a square matrix assumed M v = M h . Therefore, the number of rows m and columns n in matrix A are equal (m = n). To simplify the construction of new approximated matrix, we consider c = r. Furthermore, the middle square matrix U with dimension c × c can be constructed from C and R as explained in the CUR decomposition Algorithm. The CUR-decomposition mainly consists of three steps:
• Step 1, build a matrix C by randomly sampling columns of A with c identical independent trials, and in each trial, VOLUME 6, 2018 the column of the matrix A : ,j is sampled with a probability of p j = A :,j 2 A 2 F . After the sampling, the matrix A is re-scaled by 1 √ cp j .
• Step 2, construct a matrix R by randomly sampling r(r = c) rows of A, and in each trial, the row A i, : is sampled with a probability of q i = A i,:
F , and then the matrix A is re-scaled by 1 √ rq i .
• Step 3, construct the middle matrix U at the intersection of C and R, and then we can write the approximated matrix A as: A CUR. The specific steps of CUR decomposition are summarized in the CURdecomposition Algorithm.
The computation cost of the CUR-decomposition versus SVD can be described as follows: For a given matrix A m×n , the CUR decomposition requires a minimum storage space as mc + nc + c 2 , while SVD requires a space for three matrices that can be given by m 2 + mn + n 2 , noting that m, n c. Regarding the computation cost, the CUR-decomposition has a matrix of dimension c × c, so it has an asymptotic cost of O (mnc), but for SVD, it has a cost of O (m + n) c 2 . Moreover, we provide Fig. 2 for the comparison of two technique, by assuming the cost function (the number of computations) is a function in sample matrix dimension (c) with fixed the original matrix dimensions (m & n), the result shows the required number of computation for the proposed and SVD methods. We observe that the cost of CUR-decomposition is linear increasing with c. However, in SVD method it is nonlinear increasing with c. Therefore, we can conclude that the proposed method is much efficiently can enhance the system performance than SVD. Particularly, when the sample matrix dimension c > 4. 
B. PERFORMANCE EVALUATION OF CUR-DECOMPOSITION
It is necessary to evaluate the proposed method regarding the amount of compression in the matrix, as well as mismatch error between the original correlation matrix and decomposed ones. One of the evaluation factors is the percent-root-mean square distortion ratio (PDR), which is calculated as follows
The numerator in (9) is the Frobenius norm of mismatch error which is divided by the Frobenius norm of the original matrix A. We can calculate the reduction or compression ratio which is the ratio of a total number of antenna elements in the original matrix and in the decomposed matrix. In CURdecomposition, the matrix A ∈ C m×n is decomposed into matrices C ∈ C m×c , U ∈ C c×r and R ∈ C r×n , thus the compression ratio is given by:
In fact, we store a subset of the original columns and rows of the matrix A. We assume that the value of c and r are restricted by c, r ≥ 2 to avoid missing of the original data. Moreover, in approximation, C and R have c * r elements.
To improve the compression efficiency, these matrices can be stored in c + r positions instead of c * r redundant elements. Therefore, the improved compression ratio in (10) can be re-written as
Consequently, as assumed that the rotation matrix is a square matrix, m = n and c = r, and (10) and (11) can be re-written as in (12) and (13), respectively.
C. CONSTRUCTION OF PRECODING MATRIX
In this subsection, we will describe the channel feedback mechanism as well as precoding matrix design based on CUR-decomposition. In the limited feedback, each user knows its channel vector h k , which should be quantized into B bits, and then the quantized version feedback to the BS. We set a uniform generated codebook W = w 1 , w 2 , . . . w 2 B , and the unit norm vector w i ∈ C M ×1 given by (5) . Then, the quantization vectorc k,i ∈ C M ×1 in the k th user's codebookC k = c 1 ,c 2 , . . .c 2 B can be obtained by multiplying the vector w i by the square root of the correlation matrixR and taking the normalized code vector as given in (5). However, the objective is to use the proposed decomposed matrix, which is defined by the matrixÃ. Therefore, the new quantized code vector is constructed as follows;
As the quantization vector is calculated in (14) , the distribution of the quantization vector is close to the actual channel h k which is shown in (4).
Algorithm 1 CUR-Decomposition Algorithm
Pick i ∈ {1, 2, . . . , n} with probability q i = A i,:
End Output C, U, R
Finally we haveÃ = C * U * R, multiplication of three matrices. Anywhere we will useÃ instead of CUR.
End of the algorithm
Therefore, the quantization vector closest to the actual channel can be measured by the angle between the two vectors, so that the k th user computes the quantization index F k as follows
whereh k = h k / h k is denoted as the direction of the channel vector (feedback channel vector). Remark: Only the direction of channel vector is quantized. However, the channel magnitude h k is not quantized by codebookC because its magnitude is a scalar, and it can be easily feedback to the BS. From the received quantization vector index F k , the BS can easily obtain the feedback channel vector as:ĥ
Similarly, the new concatenation of the feedback channel vectors can be written asĤ = ĥ 1 ,ĥ 2 , . . . ,ĥ K ∈ C M ×K [23] . Hence, we can construct the precoding matrix
, and the normalized precoding vector can be obtained by a normalized i th column of the matrixÛ as follows:
Results of (18) (14) by using the original matrixR k in (4).
D. ACHIEVABLE SUM RATE CAPACITY
Sum rate capacity is a key factor used to evaluate the performance of a multi-user system, which can be obtained by signal to interference plus noise ratio (SINR). SINR of the k th user can be calculated as [23] 
where p is the total transmit power, K is the number of users, and the total transmit power is divided equally among all users. Moreover, in (19) a random distribution complex white Gaussian noise with zero mean and unit norm variance σ 2 k = 1 is assumed. Therefore, the corresponding sum rate capacity is given by
Clearly, the user rate depends on the precoding matrix vectors v i , which are calculated from feedback channel qualityĤ. The sum rate capacity computed by (20) . Hence, the achievable sum rate capacity for ZF becomes R ZF ideal , which can be written as:
The gap loss capacity R is defined by the difference between the capacities R ideal achieved by ideal channel precoding and R practical which is obtained by limited feedback. Accordingly, it can be described as R = R ideal − R practical . Moreover, by using Jensen's inequality, the gap loss capacity is written in (22) [24] .
where E h H k v i 2 is the upper bound of the multi-user interference, which depends on the channel quantization error
Furthermore, the rate gap loss which is mentioned in (22) , is bounded by the number of feedback bits (B) per user, and assuming the number of antenna elements employed by ZF at the BS is equal to the number of users (M = K ). In fact, the gap loss increases with increased transmit power p. We write the gap loss as a function of feedback bits as
Moreover, r is the rank of the channel correlation matrix to maintain the gap loss not more than log 2 (i) bps/Hz per user, where i is the code vector index mentioned in (5) . Thus, the approximate number of bits can be obtained by solving (24) regarding B as follows
From (26), we set i = 2 and keep the SNR loss between the sum rate capacity achieved under ideal precoding and limited channel feedback at 3 dB. Then, assume that inter-element spacing d is equal to λ/2 and setting r = 2, we have:
V. SIMULATION RESULTS AND DISCUSSION
In this section, numerical results and discussions are presented to validate the CUR-decomposition technique. The proposed method is evaluated in terms of the CR and mismatch error with reference to the original correlation matrix. The number of feedback bits B and the dimension of the original correlation matrix is also analyzed. Additionally, we compare the technique with SVD, ZF, and MF methods in terms of sum rate capacity. Fig. 3 shows the effect of CR as sampling matrix dimension varies with original correlation matrix dimension M = 75 and M = 100. It is observed that both the CR and improved CR decrease with increasing value of c, where c is defined as in section III-A. Moreover, the CR has a significant enhancement when the value of c is greater than 8. Explicitly, the storage cost and computation complexity can be minimized as c is a small value. On the other hand, more compressed data distort the meaning of original data. Fig. 4 shows the mismatch error |A − CUR| = A −Ã as a function of CR with 5, 20 and 35 iterations. It has shown that the mismatch error increases as CR increases. However, in the CR ranges 2 − 10 dB, the mismatch errors for different iteration numbers are nearly the same, while in the ranges of 10 − 25 dB, the mismatch errors have some variations. Meanwhile, the number of iterations does not have any effect on minimizing the mismatch error. Fig. 5 shows the required number of feedback bits B to maintain the SNR loss of 3dB with respect to the number of antenna elements M . The required number of feedback bits B increases with M . We assume that the number of users is large and equal to the number of antenna elements (M = K ). It is observed that with a small number of antenna elements, the required number of feedback bits per user is smaller. Additionally, at a higher level of SNR, it requires more feedback bits, because the gap loss is higher with increasing of SNR. Fig. 6 shows the ergodic sum-rate capacities by different methods. We set the SNRs in the ranges of −10 ∼ 20 dB 3036 VOLUME 6, 2018 FIGURE 6. Ergodic sum rate capacities for the proposed method and other techniques with respect to the SNR. and fixed number of users of 32. Moreover, the sum rate capacity achieved by MF method is not affected by SNR, it is constant with 16 bps/Hz. However, ZF has the sum rate capacity increase with increased SNRs. Therefore, the proposed method achieves much higher sum rate capacity than the conventional methods.
Particularly, the superiority is more pronounced at low levels of SNRs. Fig. 7 shows the system capacities versus the SNRs for a different number of antenna elements. In fact, as the number of antenna elements increases, the system capacity also increases. Moreover, it can be seen that the CUR-decomposition method achieves almost the same performance as the original correlation matrix.
VI. CONCLUSION
Nowadays, reducing the high dimension of channel correlation matrix is a hot topic in the application of a vast number of antennas in 5G mm-Wave massive antenna system at the BS. In this paper, we proposed a novel method to reduce the matrix dimension issue based on matrix decomposition technique. A model for rotation codebook design is formulated based on CUR-decomposition to generate the new rotation matrix from the original correlation matrix. The proposed CUR-decomposition algorithm is evaluated in terms of CR, mismatch error and the required number of feedback bits.
Furthermore, the proposed method is compared with the conventional ones (SVD, ZF, and MF) in terms of ergodic sum-rate capacity.
The simulation results show that the CUR-decomposition method has achieved a higher CR at higher original correlation matrix dimension and lower sample matrix dimension. At the given SNR, as the number of antenna elements increases, the required feedback bits increase. Comparatively, this method achieves higher performance than the conventional methods in terms of average system capacity. In this work, the dimensionality problem is significantly reduced, hence can be applied in 5G massive antenna multi-user systems deployed with over hundred antenna elements. 
