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but I think I have ended up where I needed to be,” 
Douglas Adams

Abstract
The aim of this thesis is to find new approaches to Sign Language Recognition (SLR) which 
are suited to working with the limited corpora currently available. Data available for SLR 
is of limited quality; low resolution and frame rates make the task of recognition even more 
complex. The content is rarely natural, concentrating on isolated signs and filmed under labo­
ratory conditions. In addition, the amount of accurately labelled data is minimal. To this end, 
several contributions are made: Tracking the hands is eschewed in favour of detection based 
techniques more robust to noise; for both signs and for linguistically-motivated sign sub-units 
are investigated, to make best use of limited data sets. Finally, an algorithm is proposed to learn 
signs fiom the inset signers on TV, with the aid of the accompanying subtitles, thus increasing 
the corpus of data available.
Tracking fast moving hands under laboratory conditions is a complex task, move this to real 
world data and the challenge is even greater. When using tracked data as a base for SLR, the er­
rors in the tracking are compounded at the classification stage. Proposed instead, is a novel sign 
detection method, which views space-time as a 3D volume and the sign within it as an object to 
be located. Features are combined into strong classifiers using a novel boosting implementation 
designed to create optimal classifiers over sparse datasets. Using boosted volumetric features, 
on a robust frame differenced input, average classification rates reach 71% on seen signers and 
66% on a mixture of seen and unseen signers, with individual sign classification rates gaining 
95%.
Using a classifier per sign approach to SLR, means that data sets need to contain numerous 
examples of the signs to be learnt. Instead, this thesis proposes lear nt classifiers to detect 
the common sub-units of sign. The responses of these classifiers can then be combined for 
recognition at the sign level. This approach requires fewer examples per sign to be learnt, since 
the sub-unit detectors are trained on data from multiple signs. It is also faster at detection time 
since there are fewer classifiers to consult, the number of these being limited by the linguistics 
of sign and not the number of signs being detected. For this method, appearance based boosted 
classifiers are introduced to distinguish the sub-units of sign. Results show that when combined 
with temporal models, these novel sub-unit classifiers, can outperform similar classifiers learnt 
on tracked results. As an added side effect; since the sub-units are linguistically derived tliey 
can be used independently to help linguistic annotators.
Since sign language data sets are costly to collect and annotate, there are not many publicly 
available. Those which are, tend to be constiained in content and often taken under laboratory 
conditions. However, in the UK, the British Broadcasting Corporation (BBC) regularly pro­
duces programs with an inset signer and corresponding subtitles. This provides a natural signer, 
covering a wide range of topics, in real world conditions. While it has no ground truth, it is 
proposed tliat the tr anslated subtitles can provide weak labels for learning signs. The final con­
tributions of this tliesis, lead to an innovative approach to learn signs from these co-occurring 
streams of data. Using a unique, temporally constr ained, version of the Apriori mining algo­
rithm, similar sections of video are identified as possible sign locations. These estimates are 
improved upon by introducing the concept of contextual negatives, removing contextually sim­
ilar" noise. Combined with an iterative honing process, to enhance the localisation of the target 
sign, 23 word/sign combinations are learnt from a 30 minute news broadcast, providing a novel 
rnetliod for automatic data set creation.
Key words: Sign Language Recognition, Volumetric Features, Integral Volume, Boosting, 
Viseme Detection, Weakly Supervised Learning, Data Mining, Temporally Constrained Apriori 
Mining, Contextual Negatives,
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Chapter 1
Introduction
This tliesis investigates methods relating to Sign Language Recognition (SLR) with a view to 
using imperfect corpora. To this end, it eschews tmcking where possible to improve results on 
low video quality data sets. Classifiers which are based on the linguistic components of sign 
are investigated to reduce the size of the required haining corpus. Finally it considers the task 
of learning sign language from weakly labelled data sets.
This chapter serves to motivate the need for SLR and explain the reason for this work in par­
ticular; its social setting and its place within the SLR research field. Following this, the key 
contributions of this work will be discussed, outlining the structure of the rest of this thesis.
While speech recognition has now advanced to the point of being commercially available, there 
is still little available for the Deaf community. Cuiiently all commercial hanslation systems 
are human based and are therefore expensive, due to the required expertise. While SLR will 
not replace these human systems it can complement them. It will provide a means for deaf 
people to communicate more freely within their own countries without tlie need for a human 
interpreter.
In the UK, the Deaf community is a separate group; they have their own schools, they speak 
their own language and they have their own culture, hi spite of this most services are not trans­
lated into British Sign Language (BSL). As there is no written form of BSL which is commonly 
used, all written communication is in English; learning a second language solely through its 
written form is a non trivial task. Teaching methods for deaf children learning written English
1
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have improved significantly in the past few decades, but still the National Literacy Trust (NLT) 
suggests that 95% of deaf school leavers have the reading age of a nine year old [2], This 
restricts access to facilities such as health services, post offices or the public transport sys­
tem; all of which are currently only available to a deaf person via written English or a human 
interpreter.
One reason why the field of SLR is not so advanced as that of speech recognition is the lack 
of data available for training. There are few, publicly available, quality, data sets of natural 
sign language. The majority that exist contain only isolated signs or short sentences. They 
are taken under laboratory conditions so do not relate well to real life scenarios and finally, 
many data sets are taken at a low resolution and frame rate. As such, this thesis presents novel 
methods for detecting signs in low quality video data. It investigates detection architectures 
which allow the lexicon size to be increased, without requiring a corresponding increase in the 
training data available. Finally it will explore innovative methods to automatically segment 
signs from weakly labelled, broadcast quality, sign data as a means for bolstering the amount 
of natural sign data available for training.
Since BSL is an independent language, any SLR system will also be used for translation rather 
than Just dictation. It is this translation which makes the problem even more complex, the 
specifics of BSL linguistics and the challenges they pose are discussed in section 1.1. Estab­
lishing the need for SLR, Chapter 2 examines the current literature addressing the problem of 
SLR.
One solution to SLR is to track the hands and use the trajectories to classify the manual move­
ment. However, the hands are deformable objects, they occlude each other and interact with 
the face and body. As such they are difficult to track. Additionally most user videos of sign 
are captured at 25 frames per second (fps), the speed at which the hands move during natural 
sign will cause motion artefacts in the video at this frame rate. For this reason, tracking in 
real time, on natural data, is difficult without using some form of marker. Markers can be as 
simple as coloured gloves, or as detailed as data gloves, which give full positional data for the 
hands and fingers. Unfortunately, signing with such restrictions is not natural for the signer 
and will change the manner in which they sign. Alternatively, building classifiers from the 
noisily tracked, natural sign data will result in compound errors, as the errors in the tracking
are canied forward into the final classifier. The first key contribution of this work is described 
in Chapter 3; presenting a detection approach to SLR which does not require tracking but in­
stead considers tlie signs as objects in a spatio-temporal volume. Using an extension to the 
work of Viola and Jones [3], temporal volumetric^ block features are introduced, for fast and 
robust detections of sign. These can be computed efficiently using an integral volume which is 
a temporal extension of the integral image. The features aie combined using boosting to create 
a classifier per sign detection based solution to SLR.
Next, tlie disparity between the size of the lexicon of sign and the size of the available corpora 
is addressed. Each sign language has many thousands of signs, the dictionaiy of BSL [1] lists 
1739 (plus numbers) but is known to be significantly incomplete. This represents a formidable 
task and a sign per classifier model, where training requires many examples of each sign, is 
not ti'actable. Additionally, the time taken to classify a sign increases with evei"y additional 
classifier consulted, so even small increases in tlie vocabulary will result in an increased clas­
sification time. As such the next section of work, described in Chapter 4, bonows from the 
speech community. Splitting sign into its linguistically informed sub-units, visemes, the num­
ber of required classifiers will be limited to the fixed number of visemes in a given sign lan­
guage. Learning these viseme level classifiers also requires less data than leaining sign level 
classifiers, since each viseme will appeal* in multiple different signs. Tlie learnt viseme clas­
sifiers axe then combined via Maikov Chains to create a lai’ge lexicon of signs. Experiments 
are conducted on two novel sets of viseme features. The first uses tracked data as an input, 
from which classifiers are learnt relating to the position of a sign, the motion of a sign and the 
hand arrangement. The second set of classifiers use appear ance based features; building on the 
work described in Chapter 3 which avoids tracking. These features are based on moments and 
simple grid features, acting on a skin segmented video. Both sets of classifiers are learnt using 
boosting and are assessed as individual classifiers as well as in combination with each other 
and a second stage, word level classifier.
Due to the limited number of accurately labelled BSL corpora, the lexicon that can be detected 
is limited by the signs which appear in tlie corpora. Creating a natural sign language corpus 
is an expensive, time consuming task and poses many problems of its own. In order to obtain 
natural sign, the elicitation tasks must be well defined, so as not to include translation from
'Throughout this work the term volumetric will refer to a volume of space time.
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written languages to sign language, as this subtly alters the phrasing of the sign language used. 
However, the tasks must also encourage the production of the signs desired in the data set. 
After collecting the corpus, the task of annotating it must be addressed, this requires a human 
annotator who understands sign (and its sub-units). It also typically takes significantly longer 
to annotate data than to capture it, one minute of data requires three hours for annotation. The 
final contributions of this thesis are presented in Chapter 5, which investigates automatic sign 
retrieval, from broadcast sign data, using the accompanying subtitles as noisy, weak labels. 
A novel adaptation of the Apriori mining algorithm is presented. This finds correlations in 
sections of video, automatically extracted by using subtitles to indicate regions which are likely 
to contain the same sign. To aid in removing noise within these examples, the concept of 
contextual negatives is introduced, to remove ambiguity around the target sign.
Finally Chapter 6 concludes this thesis by drawing together the results of the work from the 
previous chapters and discussing future directions for research in this area.
1.1 British Sign Language
BSL is the primary form of communication for around 50,000 people in the UK [4]. Being as 
complex as any spoken language, it has many thousands of signs, each differing from the next 
by minor changes in hand shape, motion or position. Since signed languages evolved alongside 
spoken languages, they do not mimic their counterparts. In fact the grammar of BSL has little 
in common with the grammar of English. It uses its own syntax which makes use of both 
manual and non-manual features, simultaneous and sequential patterning and spatial as well as 
linear arrangement. Some of the more interesting constructs of sign language, when looked at 
from an automatic translation point of view, will prove especially difficult to overcome:
(a) Adverbs modifying verbs', signers would not use two signs for ‘run quickly’ they would 
modify the sign for run by speeding it up.
(b) Directional verbs', when a verb is something that happens to the signer then it will advance 
towards the signer, if it is something which the signer does to someone else then it will 
advance towards the person being referenced (see ‘placement’ below). This can also be
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used between two or more placed objects. Good examples of directional verbs are ‘give’ 
and ‘phone’.
(c) Non-manual Features', to the lay person, sign language involves only hand movements and 
shape, to a signer the whole body is used in communication. Facial expressions and body 
posture are key in determining the meaning of sentences, for instance raised eyebrows sig­
nify an open question and lowered ones a closed question. Some signs are distinguishable 
only by lip shape, as they share a common manual sign.
(d) Multi-Channel signs; signs which contain a broad mixture of manual and non-manual fea­
tures, they sum up a situation or a whole sentence in one sign. For example there is a sign 
for ‘eureka!’ which is akin to a mime for ‘penny has diopped’.
(e) Placement; where an object or person is defined and given a spatial position, they aie then 
referred to by referencing that position.
(f) Positional Signs; where a sign acts on the part of the body descriptively, good examples 
are ‘bruise’ or ‘tattoo’.
(g) Classifiers; alongside the concept of placement there is the concept of what type of noun 
is being placed, such as a human, animal, round object etc. Represented by a hand shape, 
these aie used when placed items interact later in the dialogue.
(h) Body Shift; represented by twisting the shoulders to face a certain direction, often used to 
indicate role-shifting when relating a dialogue.
(i) Iconicity; when a sign imitates tlie thing it represents, it can be altered to give an exact 
representation. A good example is the sign for getting out of bed, which can be altered for 
when you want to describe someone leaping out of bed with energy vs the case when the 
subject is reluctant to rise.
Sign language suffers from the same problems as spoken languages; co-articulation between 
signs means that a sign will be modified by the ones that come before and after it. Inter signer 
differences are large as every signer has them own style, in the same way that every person 
has their own accent or handwriting. The more fluent a signer becomes, the smaller their 
signing space, not dissimilar* to the decrease in size of a child’s handwriting as it develops.
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Also similar to handwriting, signers can be either left hand or right hand dominant. In the 
linguistic literature, signs are described using the motion of the dominant and non-dominant 
hands, assuming a right handed signer. For a left handed signer, most signs will be mirrored, 
but others, such as those indicating the passage of time, will be kept with the cultural ‘left to 
right’ axis.
BSL is a live language and is constantly changing, different regions will have their own signs 
for basic things, such as numbers as well as more local things, such as places or businesses. 
This means that while there is a BSL to English dictionary [1], it is incomplete, it will not 
contain all the recent evolutions of signs, nor can it conceivably contain all the regional dialects 
in its mere 1084 pages.
BSL can be described at the sub-unit level using visemes.^ These encode different elements 
of a sign; what shape the hand is, what motion is happening and where. Unlike speech they 
do not have to occur sequentially, but are combined in parallel to describe a sign. Studies of 
sign language by Liddell and Johnson [5] model sign language on the movement-hold system. 
Signs are broken into sections where an aspect is changing and steady state sections, where 
the sign remains constant. This is in contrast to the work of Stokoe [6] who pioneered the 
system used in the BSL Dictionary [1], where different components of the sign are described 
in different channels; Sig describes the motion made by the hands. Tab the place at which the 
sign is performed, Dez the hand shapes, Ha the relative arrangement of the hands and finally 
Ori which applies to both the hands and fingers to explain the plane in which the hands sit. 
In reality, sign is best categorised by a combination of the two schemes, encoding both the 
motion-hold as well as finer details of which channels are in motion or hold at any given time.
These specialities to the language of sign explain why SLR cannot be considered as gesture 
recognition and while some of the techniques from the latter can be of use, they will not be 
sufficient to solve the problem.
^Sometimes also referred to as phonemes, signemes, cheremes or morphemes. Current linguistic usage suggests 
phonemes is the most accepted term, however to distinguish from the phonemes used in speech recognition the term 
visemes shall be used throughout this thesis
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The work in this thesis splits into two main areas, firstly the work relating solely to SLR and 
secondly, work relating to learning algorithms, which can be exploited for a variety of different 
purposes. There has been a significant amount of prior work in each field, this chapter serves 
to outline what has gone before and where work is currently progressing.
2.1 Sign Language Recognition
In the late 80’s Tanma and Kawasaki [7] began the field of SLR, tliey used a crude colour 
segmentation to find the hand shape, position and motion for classification of one handed signs 
from a single signer. The field has expanded from this starting point and approaches have 
varied in many respects. A comprehensive survey of Automatic SLR was performed by Ong 
and Ranganath in 2005 [8], but recent advancements have changed the field since tliat paper. In 
the following sections are covered the types of acquisition and feature extraction, the different 
features both, manual and non-manual, the increasing use of sign sub-units and finally the 
methods used for combining these features and sub-units to form signs.
2.1.1 Acquisition
Many early SLR systems used data gloves and accelerometers to acquire definite positions, 
orientations, shapes and ti’ajectories of the hands [9,10,11,12,13,14,15,16,17]. While these
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give the advantage of accurate positions, they do not allow full natural movement and constrict 
the mobility of the signer, altering the signs performed. Some used a modified glove-like device 
which is less constricting [18] to address this problem.
However due to the the prohibitive equipment costs of such approaches, the use of vision has 
become more popular. In order to make detection of the hands easier, coloured gloves are often 
used. Usually these gloves are single coloured, one for each hand [19, 20, 21]. In some cases 
the gloves used are designed so that the hand pose can be better detected; employing coloured 
markers such as Holden and Owens [22] or different coloured fingers [23, 24, 25, 26]. Using 
coloured gloves reduces the encumbrance to the signer but does not remove it completely. 
Alternatively, the posture of the signer can be found using depth information. In some cases 
this is acquired using active methods such as time of flight cameras [27, 28], though again, 
these systems are often expensive. Depth can also be inferred using stereo cameras as is done 
by Munoz-Salinas et al. [29] or by using side/vertical mounted cameras as with Vogler and 
Metaxas [30] or the Boston American Sign Language (ASL) data set [31]. Such set-ups require 
careful calibration and are often not portable.
2.1.2 Motion Feature Extraction - Tracking
Once the hands have been found in the video, many approaches attempt tracking. This is a non­
trivial task since, in a standard sign language conversation, the hands move extremely quickly 
and are often subject to motion blur. Hands are deformable objects, changing posture as well 
as position. They occlude each other and the face, making skin segmented approaches more 
complex. In addition as the hands interact with each other, tracking can be lost, or the hands 
confused. While some combat these problems using the acquisition methods already detailed, 
or combinations, such as Brashear et al. [32], who combine their camera with an accelerometer 
on a hat to give a mobile system, others use vision methods to better distinguish the hands 
during tracking.
It is possible to base a tracker solely on skin colour as shown by Imgawa et al. [33] who skin 
segmented the head and hands before applying a Kalman filter during tracking. Han et al. [34] 
showed that the Kalman filter allows the skin segmented tracking to be robust to occlusions 
between the head and hands. While Holden et al. [35] considered snake tracking as a way
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of disambiguating the head from the hands. They initialised each snake as an ellipse from 
the hand position on the previous frame, using a gradient based optical flow method, they 
shifted the ellipse to tlie new object position and started fitting fr om tliat point. Tliough this 
sort of tracker tends to be non-robust to cluttered or moving backgrounds and can be confused 
by signers wearing short sleeved clothes. Akyol and Alvarado [36] improved on tlie original 
colour based skin segmented tracker, by using a combination of skin segmentation and motion 
history images to find the hands for tracking. This reduced the confusion with static background 
images but continues to suffer problems associated with bare forearms.
Micilotta and Bowden [37] proposed an alternative to colour segmentation, detecting the com­
ponent parts of the body and using these to infer a model of the cuireiit body posture, allowing 
the hand positions to be tracked across a video sequence. Buehler et al. implemented a ro­
bust tracker, which uses significant quantities of labelled data to initialise the tracker’s colour 
model, head/torso detector and Histogram of Gradients (HOG) pictorial descriptors. It used 
the distinctive frames in a sequence in much the same way that key frames are used in video 
encoding, tliey infoim the frames that come either side and as such several passes can be made 
before the final trajectory is decided upon. An alternative to this is tlie solution proposed by 
Zieren and Kraiss [38] who tracked multiple hypotheses via body modelling, disambiguating 
between these hypotheses at the sign level. These backwaid forward methods for determining 
the hand trajectories offer accurate results but at the cost of increased processing time.
Another issue with tiacking the hands is maintaining a trajectory after the hands have inter­
acted. Shamaie and Sutherland [39] hacked bi-manual gestures using a skin segmentation 
based hand hacker, which calculates bounding box side velocities to aid hacking after occlu­
sion or contact. Which, while adaptable to real time use, suffers from the same problems as 
otlier colour only based approaches. Dreuw et al. used dynamic programming to determine the 
path of the head and hands along a whole video sequence, avoiding such failures at the local 
level [40] at the cost of real time application.
2.1.3 Motion Feature Extraction - Non-Tracking
As previously noted tlie task of hand hacking for sign language is a non-trivial problem, this 
has lead to work where signs aie detected rather than hacked and classified.
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Recently non-tracking based research has moved into the temporal domain, Wong and Cip- 
pola [41] used Principal Component Analysis (PCA) on motion gradient images of a sequence, 
obtaining features for a Bayesian classifier. They have a limited data set of only 10 basic ges­
tures and require relatively large training sets to train their RVM. It should also be noted that 
their RVM requires significantly more training time than other vector machines but in return 
for a faster classifier which generalises better. Zahedi et al. were investigating several types 
of appearance based features. They started by using combinations of down-sampled original 
images, multiplied by binary skin-intensity images and derivatives. These were computed by 
applying Sobel filters [42]. They also combined skin segmentation with five types of differ­
encing for each frame in a sequence, which are then down sampled to get features [43]. Again 
these systems work on a limited set of 10 ASL gestures from the Boston dataset [31] which 
incorporates both frontal and side views. Following this the appearance based features are 
combined with the tracking work of Dreuw et al. [40] and some geometric features in the form 
of moments, to create a system which fuses both the tracking and the non-tracking based ap­
proaches [44]. This system is able to achieve 64% accuracy rates on a more complex subset of 
the Boston dataset including continuous sign from 3 signers.
The variability of the signs being produced also introduces problems, the temporal inconsis­
tencies between signs are a good example of this. Corradini [45] computed a series of moment 
features containing information about the position of the head and hands before investigating 
Dynamic Time Warping (DTW) to account for this temporal difference in signs. Results are 
shown on a small dataset of exaggerated gestures which resemble traffic controls. It is unclear 
how well the DTW will port to the challenge of natural, continuous SLR.
2.1.4 Manual Features
Sign language involves many features which are based around the hands, in general there are 
hand shape/orientation (pose) and movement trajectories, which are similar in principle to ges­
tures. A survey of Gesture Recognition was performed by Mitra and Acharya [46] giving an 
overview of the field as it stood in 2007. Sign language, as previously described in section 1.1, 
offers a more complex challenge than the traditionally more confined domain of gesture recog­
nition. As already described in sections 2.1.2 and 2.1.3 there are many methods for extracting
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the motion of the hands for the gestural component of sign.
Manual features are also used for finger spelling, which is a subset of sign. It allows signers 
to spell out words for which a sign does not exist, such as proper nouns. Recognising finger 
spelling requires caieful description of the shapes of the hands and for some languages the 
motion of the hands.
Using cumbersome data gloves the hand shape can be accurately described in terms of joint 
angles and more generically finger openness as shown by Vogler and Metaxas [47]. Jerde et 
al. combined this type of information with the known constiaints of movement of the hands, 
in order to reduce the complexity of the problem [48]. Yet good results are still possible using 
other vision approaches. As early as 1992, Ishibuchi et al. used pipeline processing to extract 
the low level features for classification fitom stereo cameras [49]. They extr act motion and 
skin likelihood information which is then used for edge detection and shape grouping. Using 
this method they managed recognition rates over 90% on a three person pointing dataset. Ong 
and Bowden presented a combined hand detector and shape classifier using a boosted cascade 
classifier [50]. The top level of which detects tlie deformable model of the hand and the lower 
levels classify the hand shape into one of several image clusters, using a distance measure based 
on shape context. This offers 97.4% recognition rate on a database of 300 hand shapes. The 
hand shapes are assigned labels based on their similarity via shape context. This means that 
the labels do not necessarily correspond to known sign hand shapes, nor does a label contain 
shapes which are actually the same, only those which look the same according to the clustering 
distance metric. Coogan and Sutherland [51] used a similar principle when they created a 
hierarchical decision tree, the leaf nodes of which contained the exemplar of a hand shape 
class, defined by fuzzy k-means clustering of the Eigenvalues resulting from performing PCA 
on the artificially constructed training images. Using gloved data to give good segmentation of 
the hands allowed Pahlevanzadeh et al. to use a generic cosine detector to describe basic hand 
shapes [52] though the system is unlikely to be tractable. Fillbrandt et al. used 2D appearance 
models to infer 3D posture and shape of the hands [53]. Each appearance model is linked to 
the others via a network which encodes the transitions between hand shapes, i.e. a model is 
only linked to another model if the transition between them does not requhe passage tlirough 
another model. They tested their solution on a subset of hand shapes and postures but comment 
tliat for SLR a more complex model will be required. Hamada et al. used a similar transition
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principle [54], they matched the part of the hand contour which is not affected by occlusion or 
background clutter. These methods, while producing good results require large quantities of 
labelled data to build accurate models.
Athitsos and Sclaroff used a method for matching binary edges from cluttered images, to edges 
produced by model hand shapes [55]. Each of the possibilities is given a quantitative match 
value, from which they computed a list of ranked possible hand shapes for the input image. 
While the method worked well for small angles of rotation it did not perform so well when 
large variations were introduced. This is unsurprising given the appearance based approach 
used. Stenger et al. [56] employed shape templates in a degenerate decision tree, which takes 
the form of a cascaded classifier, in order to describe the position of the hands. The posture 
of the hands can then be classified using a set of exemplar templates, matched using a nearest 
neighbour classifier. The use of a decision tree improved scalability over previous individual 
classifier approaches but results in the entire tree needing to be rebuilt should a new template 
need to be incorporated,
Rezaei et al. used stereo cameras to reconstruct a 3D model of the hand [57]. They computed 
both loose point correspondences and 3-D motion estimation, in order to create the full 3D 
motion trajectory and pose of the hands. In contrast Guan et al. used multiple cameras, not 
to create a 3D model, but instead for a contour based 2D matching approach, they then fused 
results from across each of the cameras.
Isaacs and Foo [58] worked on finger spelling using wavelet features to detect static hand 
shapes. This approach limited them to non-dynamic alphabets. Liwicki and Everingham also 
concentrated on BSL finger spelling, noting that BSL has one of the few sign language alpha­
bets to contain dynamic features [59]. They combined HOG features with an HMM to model 
individual letters and non-letters. This allowed a scalable approach to the problem; unlike 
some of the previous work by Goh and Holden [60], which combined optical flow features 
with an Hidden Markov Model (HMM) but which only encoded the co-articulation present in 
the dataset lexicon.
2.L Sign Language Recognition 13
2.1.5 Non-Manual Features
In addition to the manual features, there is a significant amount of information contained in the 
non-manual channels. The most notable of these aie the facial expressions, lip shapes (as used 
by lip readers), as well as head pose, which was recently surveyed by Murphy-Chutorian and 
Trivedi. [61]
Facial expression recognition can either be explicitly construed for sign language, or a more 
generic human interaction system. Most of tlie latter use data sets of exaggerated expressions 
to train and test. This contrived data, results in systems which do not always transfer directly 
to sign language expressions. In this category Yacoob and Davies used temporal information 
for recognition. They computed optical flow on local face features, to determine wliich regions 
of tlie face move to create each expressions [62]. This reliance solely on the motion of the 
face works well for isolated, exaggerated expressions but will be easily confused by mixed or 
incomplete expressions as found in the real world. In contrast Moore and Bowden worked in 
the appearance domain. They used boosted classifiers on chamfer images to describe the forms 
made by a face dming a given expression [63]. It proves the technique and the strength of the 
feature set but is unlikely to be scalable to larger datasets due to its classifier per expression 
aichitecture.
Recently the non-sign facial-expression recognition community has begun work with less con­
trived data sets. These approaches aie more likely to be applicable to sign expressions, as 
they will have fewer constraints, having been trained on more natural data sets. An example 
of this is the work by Sheerman-Chase et al. who combined static and dynamic features from 
tracked facial features to recognise more abstiact facial expressions, such as ‘Understanding’ or 
‘Thinking’ [64]. They note that their more complex dataset, while labelled, is still ambiguous 
in places due to the disagreement between human annotators. For tliis reason they constrain 
their experiments to work on data where the annotators showed strong agreement.
Ming and Ranganath separated emotions and sign language expressions explicitly. Their work 
split these into lower and upper face signals [65]. The training data was separated by perform­
ing Independent Component Analysis on PCA derived feature vectors. This was tlien compaied 
to results from Gabor Wavelet Networks. They showed that while the networks out performed 
the component analysis, this was only the case for high numbers of wavelets and as such, the
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required processing time was much higher.
Nguyen and Ranganath then tracked features on the face using a Kanade-Lucas-Tomasi Fea­
ture Tracker, commenting on the difficulties posed by inter-signer differences. They proposed 
a method to cluster face shape spaces from probabilistic PCA to combat these inconsisten­
cies [66]. In later work they combined this with HMMs and a Neural Network (NN) to recog­
nise four sign language expressions [67]. They concentrate mainly on the tracking framework 
as a base for recognition, resulting in scope for further extensions to the work at the classifica­
tion level.
Vogler and Goldstein approach the explicit problem of sign language facial expressions, using 
a deformable face model [68, 69]. They showed that by matching points to the model and cat­
egorising as inliers or outliers, it is possible to manage occlusions by the hands. They propose 
that tracking during full occlusion is not necessary, but that instead a ‘graceful recovery’ should 
be the goal. This is an interesting and important concept as it suggests that when the signer’s 
mouth is occluded it is not necessary to know the mouth shape. Instead they believe that it can 
be inferred by the information at either side, in a similar manner to a human observer. While 
the theory is correct, the implementation may prove challenging.
BSL uses head and body pose to express interactions between objects and people. While little 
sign specific work has been done, the work from the wider field is applicable. Krinidis et 
al. use a deformable surface model to track the face [70]. From the parameters of the fitted 
surface model at each stage, a characteristic feature vector is created, which is not only used 
for tracking, but when combined with Radial Basis Function Interpolation networks, can be 
used to accurately predict the pan, tilt and roll of the head. Ba and Odobez used appearance 
models of the colour and texture of faces, combined with tracking information, to estimate pose 
for visual focus of attention estimation [71]. They learn their models from the Prima-Pointing 
database of head poses, which contains a wide range of poses. Bailey and Milgram used the 
same database to present their regression technique. Boosted Input Selection Algorithm for 
Regression (BISAR) [72]. They combined the responses of block differencing weak classifiers 
with a NN. They boosted the final classifiers by rebuilding the NN after each weak classifier is 
chosen, using the output to create the weights for selection of the next weak classifier.
Much work in pose estimation uses silhouettes as input to classifiers [73, 74, 75, 76, 77]. In
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some work this is done after having estimated the pose, using detections of body parts, as 
with the work of Bowden et al. [73]. Others such as Mittal et al. use multiple cameras, to 
give silhouettes across several different perspectives [75]. They decompose the silhouettes into 
body parts using cuts, which talce tlie shortest distance between negative minima of curvature 
on the shape edge. Howe performs a direct lookup using chamfer edges, with a Markov chain 
to disambiguate between similai* poses and also to reduce the search space of the lookup [76]. 
Van den Bergh etal. use Haailets applied to either a 2D silhouette or a 3D visual hull [77]. They 
use Average Neighbourhood Margin Maximization in a similar manner to Linear discriminant 
analysis, projecting the feature space into a new one, which allows sepaiation of the different 
pose classes.
Some signs in BSL aie disambiguated solely by the lip shapes accompanying tliem. Lip reading 
is already an established field, for aiding speech recognition or covert surveillance. It is known 
that human lip readers rely heavily on context when lip reading and also have training tricks, 
which allow them to set a baseline for a new subject, such as asking tliem questions where 
the answers are either known or easily inferred. Heracleous et al. showed that using the hand 
shapes from cued speech (where hand gestures are used to disambiguate vowels in spoken 
words for lip readers) improved tlie recognition rate of lip reading significantly [78]. They 
modelled tlie lip using some basic shape parameters, however it is also possible to hack tlie 
lips, as shown by Ong and Bowden who use rigid flocks of linear* predictors to tr ack 34 points 
on the contour* of the lips [79].
2.1.6 Sub-Unit Based Solutions
Work in the field of sign language linguistics has informed the features used for* detection. 
This is clearly shown in work which classifies in two stages; using first a sign sub-unit layer, 
followed by a sign level layer. The first layer* contains information fioni tlie features discussed 
in sections 2.1.4 and 2.1.5, the second layer choices are discussed further in section 2.1.7
Kim and Waldron [80] were working on a limited vocabulary of 13-16 signs and used data 
gloves for input. Using the work of Stokoe [6] as a base and from their previous work in 
telecommunications [81] they noted the need to break signs into tlieir component sub-units 
for efficient methods. They continued this throughout the remainder of their work, where
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they use phonemic recognition modules for hand shape, , orientation, position and movement 
recognition [9]. They then noted the dependence of position, orientation and motion on one 
another and removed the motion aspect allowing the other sub units to compensate (on a small 
vocabulary, a dynamic representation of position is equivalent to motion) [82].
The early work of Vogler and Metaxas [83] borrowed heavily from the studies of sign language 
by Liddell and Johnson [5], splitting signs into motion and pause sections. While their later 
work [84], used parallel HMMs on both hand shape and motion sub-units, similar to those of 
previous work and proposed by the linguist Stokoe [6]. Kadir et al. [20] took this further by 
combining head, hand and torso positions, as well as hand shape, to create a system based on 
hard coded viseme classifiers that can be trained on five or fewer examples.
Alternative methods have looked at data driven approaches to defining visemes. Yin et al. [85] 
used an accelerometer glove to gather information about a sign, before applying discriminative 
feature extraction and similar state tying algorithms, to decide viseme level segmentation of 
the data. Kong et al. [86] and Han et al. [87] have looked at automatic segmentation of the mo­
tions of sign into sub-units, using discontinuities in the trajectory and acceleration, to indicate 
where segments begin and end, these are then clustered into a code book of possible exemplar 
trajectories using either DTW distance measures, in the case of Han et al. or PCA features by 
Kong et al.
2.1.7 Grammar and Fusion. Techniques
The early work of Kim and Waldron used Self Organizing Neural Network (SON) in order to 
combine the different features they had extracted [80, 9]. Soon after this, Yamaguichi et al. 
used tracking as an input to an associative memory, to recognise 16 signs [88]. However, any 
approach based on NN has to model temporal occurrences prior to the fusion level. For this 
reason, the use of NNs for SLR has reduced and they are now mainly in use for static hand 
shape recognition, such as finger spelling; e.g. the work of Munib et al. who used them with 
feature vectors based on Hough transforms [89].
It was not until the work of Staner and Pentland in 1995 that HMMs were introduced to 
SLR [90]. They presented a system which could achieve recognition rates 99.2% for a vo­
cabulary of 40 signs. This provided not only one of the highest recognition rates in the field
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to date, but also on one of the largest vocabulaires. Using tracked hand positions, gained from 
colour segmentation. It was able to work with a non-gloved signer, although at tlie time of pub­
lication, computers were not powerful enough to perfomi the skin segmentation in real time, 
so gloves were used in the demonstration system. The 40 signs were in 494 training sentences, 
so more tiaining data was required for HMMs than for the previous NN approaches. All of 
the sentences conformed to a very constiained grammai* which was included as priors. With­
out the grammar constiaints, the recognition rate dropped to around 91%. Following the work 
of Staner and Pentland [19], HMMs were adopted by the SLR community. HMMs aie still a 
cunent topic of research in tlie speech community and many speech recognition systems aie 
still based on them. They are a powerful tool with various adaptations, a thorough review is 
performed in [91].
Yang and Sarkar [92] introduced Conditional Random Fields (CRFs) applied to key frames 
as a means for segmenting signs. They detected the co-articulation rather than the sign. This 
idea was taken and used by Yang et al. [93] who have further explored CRFs for SLR, they 
build two separate classifiers, one for single handed signs and one for dual handed signs. Each 
classifier consists of a ‘gaibage model’ (a model of non-sign data) with an adaptive tlireshold 
for localising signs, followed by a CRF for spotting sub sign patterns. At the end of each pass, 
the results for the two classifiers are compared, the more confident response is selected as the 
sign classification. While this offers good results bn continuous sign, it shows evidence of 
heavy reliance on context as it does not perform well on single utterances. This would suggest 
that if the signer were to use grammar which is not expected by the system then results would 
also be poor.
2.2 Learning Through Weak Supervision
There are several different tasks which attempt to use weak supervision to form alignments, 
either between two different types of data, or between labels and data. One of the most well 
known, is the challenge of the Hansard data set [94], this compiles transcripts from Cana­
dian parliament, in both English and French, allowing alignment techniques to be examined. 
Alignment techniques for this data vary greatly in style and complexity. Brown et al. used 
an approach which relied solely on the length of the sentences in each transcript, combined
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with prior knowledge of the differences in sentence lengths, allowing alignment at a sentence 
level [95]. Conversely Moore [96] investigates several methods of word alignment based on 
log-likelihood-ratio statistic derived from the co-occurrence of bilingual words in pre-extracted 
sentences, Papapetrou et a l  used a version of interval mining to find correspondences between 
known linguistic concepts and annotated sign data in order to find how the concepts are ex­
pressed in sign. Yamamoto et al. proposed Sequential Pattern Apriori Mining (SPAM) as a 
method for aligning sequences in bi-lingual corpora. A similar type of data mining will be 
used in in Chapter 5 so SPAM will be discussed in more detail in section 5.1.2.
2.2.1 Data Mining
Data mining, in this sense, is finding similarities in large data sets. The commonly used Apriori 
algorithm was originally introduced by Argarwal and Imielinski [97]. It was designed for 
discovering trends in shopping data and is described in more detail in section 5.1.1, Argawal 
and Srikant improved on the early work to create a version which mined sequential patterns [98] 
allowing time information to be included in the shopping patterns found. However, it was 
others who took the algorithm and created efficient implementations for general use, one of 
these is by Borgelt, described in [99,100]. These efficient algorithms are designed for working 
with data sets which conform to the original purpose of mining and as such, are not always 
suitable when using mining with video sequences.
2.2.2 Data Mining in Computer Vision
In the computer vision community, there has been a move toward larger datasets and weak su­
pervision for learning, this allows the use of freely available information such as flickr photos 
or Google image searches. Recently the concept of data mining has been introduced to the 
vision community grouping together SIFT features for object recognition [101], to cluster to­
gether near duplicate images in large data sets [102] and to combine low level comer features 
for action recognition in videos [103]. Proving itself in these situations to be a strong tool for 
picking discriminate features, it lends itself to the idea of finding the similarities in multiple 
sections of video whilst discarding the noise and irrelevant data. With evidence that mining
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is suitable, both from this feature selection angle and from tlie paiallel corpora angle as men­
tioned before, it can be shown that it is able to do both tasks at once, selecting the relevant 
features and the relevant section of video at the same time, as will be shown in Chapter 5.
2.2.3 Weak Supervision in SLR
One of the re-occurring themes throughout the literature is that the more data available to 
build models, the higher the recognition rates. Unfortunately, creating data which is suitable 
for training is time consuming and requires specialist annotators, especially when labelling at 
the viseme level for linguistically motivated work. As such, some of the most recent work in 
the computer vision/sign language field has looked at moving towards using data which is not 
fully annotated. Nayak et a l  [104] took sentence level data, from 117 sentences they leanit 18 
signs. Feature extraction was performed by using edges within skin regions and then describing 
these with relational distributions. These descriptions were reduced in dimensionality and time 
normalised. A brute force search was tlien performed to isolate the sections in each sentence 
which were similai* enough to be considered the sign.
Farhadi and Forsyth approached the idea of alignment between sign and English subtitles [105]. 
They used HMMs with botli static and dynamic features, to find estimates of the start and end 
of a sign, before building a discriminative word model to perform word spotting on 31 different 
words over an 80000 frame children’s film. Their data appears to have a one-to-one mapping 
and matching order between tlie signs and the subtitles, which they use to help them remove 
false positives. While some sign languages may exhibit such mappings, this is not true of 
sign languages in general. In 2009 Nayak et a l  continued their work, adapting it to include 
Iterative Conditional Modes to make the selection of par ameters automatic [106]. At the same 
conference were two other papers investigating weakly supervised sign recognition, the first is 
that described in Chapter 5 where 23 signs are learnt by aligning subtitles from a 30 minute 
TV program with an inset signer, the second was Buehler et a l  [107] who use 10.5 hours of 
TV data, showing detailed results for 41 signs with full ground truth, alongside more generic 
results for a larger 210 word list. They achieve this by creating a distance metric for signs, 
based on the hand trajectory, shape and orientation, as well as several weighting parameters 
which are lear nt offline and one which is optimised online. The alignment is done using a brute
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force matching algorithm which compares template values of various sizes to find the most 
similar sections of video. While the results of this method are good, there is no indication as to 
how long the system takes. Since they quote 18,000 template windows considered per sign, it 
would appear that substantial computational savings could be made by improving on the brute 
force search used to find the similar sections of video.
Chapter 3
Sign Level Detection
As noted in 2.1.2 many approaches to SLR rely on tracking to provide detailed positions of 
the head and hands. Tracking fast moving objects in low quality video data is a non-trivial 
task. Combine this with the occlusions inherent in sign language, the unconstrained domain of 
natural sign, and tracking becomes a non-trivial task. For this reason, the approaches described 
in tlie following two chapters aie detection based. In this chapter, each sign is modelled as a 
single volumetric shape in space-time, this shape is then recognised explicitly.
A video can be considered as a volume, where time is viewed as simply the third dimension, 
by stacking the frames one behind the other in temporal order. Instead of looking at sign 
recognition as the action of recognising transitions between one frame and tlie next, it can be 
viewed as the recognition of spatio-temporal stiuctures within the 3D block of video.
Take the example of a wave; if the footage is processed witli a skin segmentation algorithm, 
then the temporal volume will show how the hands move through time, this is shown in fig­
ure 3.1. There is a definite shape to the motion that can be learnt and detected. Skin segmen­
tation has been used as an example here as it gives the most effective results visually, in this 
research two types of preprocessing were investigated, skin segmentation and frame differenc­
ing; both of these methods are discussed in Appendix A.I.
There is a large body of work investigating methods for 2D object detection and the field is 
well established. One of the more famous object detectors is the system devised by Viola and 
Jones for detecting faces [108] covered in more detail in section 3.2.1. This approach lends
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100 150 200 250 300
Figure 3.1: Example of signing motion over time 
Having been skin segmented this image shows the effect of stacking the frames one behind 
each other and applying a surface to the resulting volume.
itself to extension into the third dimension and as such makes a suitable candidate for sign 
detection. Shown in figure 3.2 is the proposed method for detecting signs. It uses preprocessing 
to highlight salient information, followed by volumetric features which are combined using 
boosting to create sign classifiers. The following sections describe the extension of this detector 
into the temporal domain to create volumetric features, the implementation issues associated 
with this and how to overcome them.
3.1 Preprocessing
Given real life data there are challenges raised by cluttered backgrounds introducing noise and 
high inter-signer variability due to the different appearances of people. These can significantly 
interfere with performance and cause false positives to be high. By pre-processing the frame, 
the focus can be shifted to information which relates only to the signer and which reduces the 
inter-signer variability. In this work two types of pre-processing are examined. Likelihood 
skin segmentation as described in Appendix A.l and colour frame differencing as covered in 
Appendix A.2. Skin segmentation was chosen as it is logical that the signer’s hands and face 
will convey a large proportion of the information and frame differencing provides a holistic
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Skin S eg m en ta tio n
Im age Stream
Figure 3.2: Block Diagram of Sign Level Detection 
Two preprocessing options are explored, skin segmentation and frame differencing. Following 
this volumetric features are constructed and converted into weak classifiers by applying a 
threshold. The weak classifiers are combined via boosting to give sign level strong classifiers.
approach to encoding where the motion is occurring. The skin segmentation implementation is 
discussed in more detail in the following section.
3.1.1 Skin Segmentation
The basics of skin likelihood segmentation are discussed in Appendix A.l, here are details 
relevant to its application in a recognition framework. In the first instance the histograms used 
to calculate the likelihoods are populated from a selection of known skin/background pixels, 
these are not related to the signers in the data set but are taken from a larger, more generic 
set, containing 44,352 pixels for skin and 190,080 for background. This provides a coarse 
approximation of skin colour over natural images. The histograms are updated on a frame 
by frame basis using bootstrapping. Pixels are added to the skin model if there is more than 
80% likelihood that they are skin and added to the background model if there is less than 60% 
likelihood that they are skin. The speed at which the model is updated is determined by a update 
co-efficient a  in this case it was set to be 0.05. The pseudo code for the update is shown in 
program I. For implementation purposes the likelihoods are stored in histograms and updated 
using a weighted sum as shown in equation 3.1. Where Hf is a colour histogram at time t.
Hvf =  (1 -  a )H v f_ i -t- aH vt (3.1)
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A set of temporary histograms are created and filled from the pixels in the frame, at the end of 
each frame, the temporary histograms are combined with the originals. This update mechanism 
allows the skin segmentation to tailor itself to the signer currently being observed. Over short 
sequences such as those used in these tests, the effects are negligible, but over longer sequences, 
such as those required for a live system, the adaptations offer better long term segmentation.
These will be discussed further in Chapter 5
foreach/ra;ne do
foreacli pixel I(æ, y) =  {R, G, B) do
K (S k in )  < - Hsfcin [R][G\[B\fHBachsround [A ][G ][g];
if A {S k in ) >  0.8  then
L T^SkinTemp [R][G][B] ^LLskinTemp +  1;
if A {S k in ) < 0 .6  then
|_ ^ BackgroundTemp  ^ ^BackgroundTemp [^ ] [G] [^ ] +  Ij
normalise iJiskinTemp) ; 
normalise {LLQackgroundTemp) »
< (1 Ck) X HgAin
_ LLBackground ^ (1 Oi)^^^BackgroundTemp ’^ (^^^^BackgroundTempt
Algorithm 1: Pseudo code for the Bootstrapping used to update histograms.
Using the normalised RGB colour space as discussed in Appendix A.l, the probability his­
tograms can be stored in a 2D array of r  vs 6 as calculated in equations A.I. Some tests were 
performed to compare the effects of using normalised rb in place of full RGB and the results 
are shown in figure 3.3. As can be clearly seen, against the cluttered background that is present 
in the dataset, the rb histogram is not specialised enough to accurately segment the skin. It 
picks up the shelves in the background quite prominently, as well as the regions of the signers 
top. It is likely that these areas could be removed by applying further processing, but at the |
cost of generality as it would require tuning to each sequence. i
Since the number of update pixels in each iteration is non-constant and fairly low (face and j
hands combine to give «2500 skin coloured pixels in a 240x320 image) the temporary his­
tograms built during the update process will be sparsely populated. Parzen windowing can be II
applied to sparse data sets when populating histograms in order to better estimate the true PDF. I
The equation for this process is shown in equation 3.2, Ng is the number of samples, is the '
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size of the parzen window, also known as the bandwidth, (usually related to Ng) and F  is the 
kernel being convolved with tlie data points.
Some results aie shown in in figure 3.3, where F  is a normalised Gaussian of zero mean, 
hNs = a ~  1, the equation for this is shown in equation 3.3.
^S
3.3(a) is an original frame, note the background clutter, especially the shelves which are of a 
similar tone to skin. Figure 3.3(b) shows tlie result of using a normalised rb histogram without 
a paizen window and 3.3(c) with. The parzen window smooths and removes a lot of the back­
ground noise. Figure 3.3(d) is an RGB histogram without a paizen window and 3.3(e) is the 
same histogram but with the parzen window applied. In this case tlie difference is marked in 
that the hands and face of tlie signer are more prominent but without the level of noise present 
in the rb histograms. An alternative to Parzen windowing is to alter the size of the histograms 
related to the number of samples as suggested by Hadjidemetiiou et al. [109]. Their work 
shows that the number of bins, B  should be proportional to the number of samples, Ng, as 
shown in equation 3.4, where ^ is the bin size and S  is number of possible values any data 
point can take.
^  = 1
(2563 fo r  R G B )
\  256^ fo r  rb J
B  oc { /%  (3.4)
Tests were run to illustrate the effect. For simplicity, tlie skin and background histograms are 
made the same size. Figure 3.4 shows the results obtained from these tests. When working 
in the rb domain, best results aie obtained when the resolution is kept high, as shown in fig­
ures (a) to figures (c), the RGB versions shown in figures (d) to figures (f) outperform the rb, 
giving cleaner results. When the rb resolution is increased to the same as that of the RGB 
histogram as shown in figures (g) and figures (h) the rb domain is still noisier than the RGB
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(a) Original frame
(b) rb 255* histogram (c) Parzen rb 255* histogram
(d) RGB 255* histogram (e) Parzen RGB 255* histogram
Figure 3.3: Skin segmentation in rb and RGB domain with and without smoothing 
The rb domain suffers from more noise due to background objects, for the RGB domain the 
parzen windowing increases the noise but also makes the areas of skin clearer.
domain. Note the similarity between the RGB domain with a histogram size of 100^ and the 
results of parzen windowing as shown in figure 3.3(e). While the results are very similar, the 
computational requirements are not. It is much more efficient to compute a smaller histogram 
than it is to perform smoothing on a higher resolution one. Given the high noise levels in 
the background it is necessary to keep the histogram size high enough to be able to distin­
guish between skin pixels and background clutter. As such, the skin segmentation used for 
the input into the integral volume is an RGB histogram of size 100^ without any smoothing.
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(a) rb 200 histo
(d) RGB 75* histo
(b) rb 225* histo
(e) RGB 100* histo
(c) rb 255 histo
(f) RGB 125* histo
(g) rb 1000* histo (h) RGB 100* histo
Figure 3.4: Results of histogram size on skin segmentation
this removes much of the background noise present when using only 75^, figure 3.4(d), while 
providing better results on the skin itself than 125^, figure 3.4(f).
3.1.2 Likelihood Ratio vs Binary Representation
The main advantage of using binary values in place of likelihood ratios is that it generalises 
between different signers when pre-processing the frame with differencing measures. Signers 
may be wearing different clothes or against different backgrounds, so while there will be a 
difference between someone’s arm and the background, which will be shown as they move, the
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(a) Frame n-1 (b) Colour Difference between n and n-1
(c) Greyscale difference (d) Results of threshold application
Figure 3.5: Results of applying a threshold to a difference frame 
(a) shows one of the 2 original frames before differencing, (b) is the result when colour 
differencing is applied (values have been multiplied to make them visible), (c) is the result of 
making (b) greyscale and (d) is the result of applying a threshold to figure (c). In this case the 
threshold was set at 10, this was enough to remove noise without losing any detail.
difference is highly dependent on the colour of the background and the colour of the signer’s 
sleeve. By applying a threshold and extracting a binary image, the magnitude of the difference 
becomes irrelevant. An example of this is shown in figure 3.5, note how the hand moves 
in front of the aerosol on the shelf. In the colour and greyscale versions of the differencing 
process, this area responds more strongly than its surrounds. However, in the version which 
has has a threshold applied there is no noticeable artefact. The value for the threshold is chosen 
experimentally, the effects of different values of threshold are shown in figure 3.6. The value 
of 10 removes the noise without losing detail.
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(a) none
(e) 8
(i) 12
(b) 5
(f) 9
0 ) 13
(c) 6
(g) 10
(k) 14
(d) 7
(h) 11
(1) 15
Figure 3.6: Different threshold values and their effects 
As the threshold is increased, the noise is removed from the difference images. However, if 
the value is too high, then salient information is also removed.
3.2 Object Detection
Viola and Jones [3] introduced an object detection concept that uses boosted combinations 
of block features. This gave a robust and fast method to detect objects, particularly faces, in 
images. Throughout this work the face detector will be used for signer location and scaling. 
In addition. Chapter 3 will extend the concept into the temporal domain, working with spatio- 
temporal volumes in place of 2D images.
Each of the original 2D block features required two summations of image areas. Some ex­
amples of the block features used are shown in figure 3.7, they are calculated by subtracting 
the summation of the pixels in black areas,Xl6/acfc’ that of those in the grey areas,^^^^^, 
where an area is defined as a region bounded between (x, y) and (x', y') in an image I. For ease 
of implementation the grey area is assumed to extend behind the black area. Therefore, in the 
calculation, the black area is multiplied by 2 before it is subtracted from the grey area. When
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Figure 3.7: Examples of the rectangle features 
(a) and (b) detect edges, (d) and (e) detect lines while (c) and (f) look for more complex
constructs.
combined with a threshold, % je  as in equation 3.5 they can be considered as a weak classifier 
with a binary response Rwc- The most basic of these have been compared to Haar basis func­
tions, finding edges or lines in the image. More complex features can be constructed to encode
other image interest areas such as comers or points. Each on its own cannot discriminate well,
but when combined together by a learning mechanism, they can produce powerful and robust 
classifiers.
x' y' 
i= x  j= y
D ^  f  ^ (H grei/ X Ylblaek) ^  1
1 0 (Z )p rey  X Ylblack) <  j
(3.5)
3.2.1 The Integral Image
The integral image was introduced to the image processing community by Viola and Jones [3] 
to increase the speed of their object detector and has more recently been used for similar rea­
sons by Speeded Up Robust Features (SURF). Similar to summed area tables in texture map­
ping [110], it gives a fast and convenient way to calculate block summations in an image. It 
is an intermediate image where any point {x, y) contains a value equal to the sum of all the 
pixels to the upper left of itself. This is shown in figure 3.8 and by equation 3.6, where I I  is 
the integral image, I  is the original image and (x, y) is the point in question.
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r
(x,y)
Figure 3.8: The integral image 
Where any point contains a value equal to the sum of all preceding points.
X y
i=0 j=0
(3.6)
Using this integral image, only one addition and two subtractions are needed to obtain the 
summation of any block area in the image. This not only reduces the processing but means that 
the time taken to calculate a block is invariant to its size. The calculation for a block summation 
is shown in figure 3.9 and equation 3.7. Essentially area S  is found by starting with the over 
large area D, removing the unwanted areas by subtracting C  and B , which in turn removes 
area A  twice so that is added back in once to compensate.
S  — D  — B  — C A (3.7)
The integral image itself can be computed efficiently using a similar recursive method as shown 
in equation 3.8. For each point in an image the calculation requires only two additions and one 
subtraction. The point at the origin of the integral image is equal to the point at the origin of 
the original image. Each point in the rest of the integral image is calculated using those in the 
immediate vicinity. The point above in the integral image is added, as is the point to the left. 
This results in a duplicate addition of pixels above and to the left, which can be removed by 
subtracting the point diagonally above and left of the current point.
11(0 , 0) =  1(0 , 0)
Vx, y > 0, II(x , y) =  I(x, y) +  II(x , y -  1) +  II(x  -  1, y) -  II(x  -  1, y -  1) (3.8)
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(0,0)
A B
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C
1
D
Figure 3.9: An example of an Integral Image block calculation 
The area in S can be found by adding and subtracting the values of A,B,C and D as shown in
equation 3.7
3.3 Volumetric Features and The Integral Volume
The approach, similar to that of others [111], is to extend the principles of the Viola Jones 
detector into the temporal domain. The features used are constructed from two volumetric 
blocks and are based on the original block features used by Viola and Jones [3], extended into 
the temporal domain. Shown in figure 3.10 are five of the seven features used, the two not 
shown are the inverses of (a) and (b). Each feature returns a value which is the the difference 
between the block summations of the two volumes, V+ and V _. The calculation for this 
is shown in equation (3.9). Subscript -t- relates to the translucent blue block, and — to the 
solid red block and {x ,y ,t)  refers to the top left point of a sub-volume and {x ',y ',t ')  the 
bottom right point. Note the multiplication by two of the solid block before the differencing is 
performed. This is because the translucent box contains the solid block so it is removed once 
to get the translucent area and once to get the block difference. These features are then used 
in combination with a threshold T^c to give weak classifiers with a binary response Rwc- The 
threshold is chosen to optimally separate the training data and can be refined throughout the 
boosting process.
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Figure 3.10: Examples of volumetric features used for weak classifiers 
In each case the feature is evaluated by subtracting the sum of pixels in the solid red area from 
that of pixels in the translucent blue area.
x ; y;V+ = E E E
i= x+  j= y +  k=t+  
x't y'_ t'_V- = E E Et=x_  j= y ~  k = t-
R w c  —
I i f  ( V + - 2 V _ ) > T ^ e  
0 i f  (V+ -  2V_) < T^e (3.9)
Computing the block summations is a costly process and is dependent on the size of the blocks 
being calculated. However, akin to the integral image representation for computing block sum­
mations in [3], by stacking the frames of a video one behind the other in temporal order, to 
create a volume, a similar integral volume can be constructed. Any point in an integral volume 
(IV) will contain the sum of all points to its upper left, plus those before it. This is shown in 
figure 3.11 and by equation 3.10. Where V  is the volume or video to be converted and (x, y, t) 
& (x', y', t') are points referenced to the top front left comer (0,0,0).
x' y' t'iv(x',ÿ',i') = EEE'"(‘'j'*^)1=0 j= 0  fc=0
where V (x, y, t) = L(x, y) (3.10)
To calculate a volumetric summation, four subtractions and three additions are required. Sim­
ilar to the integral image, these numbers are regardless of the block size. Using the point labels 
shown in figure 3.11, the calculation for the red solid block, s, is as follows in equation 3.11.
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Figure 3.11: The integral volume 
The value of the point (x,y,z) is the sum of all the points in the current and previous frames to
the upper left of itself.
The integral volume itself can be computed in a manner similar to the integral image, since, for 
each point in the volume, there is only one extra addition (the value of the same (x, y) point in 
the previous frame as shown in equation 3.12).
s = h — f  — g e — d 4- 6 4- c — a (3.11)
IV (x ,y ,t)  =  II(X,y 4- T V ( x ,y , t -  1) (3.12)
One of the problems associated with moving from the 2D domain to the 3D domain is the 
vast increase in complexity added by the temporal dimension. This is often dealt with via 
sub sampling in space and/or time. Since this research focuses on SLR, where the hands 
are small fast moving objects, sub-sampling would make an already non-trivial problem even 
more complex. Instead, the classifiers are built around the signer’s position, reducing the search 
space.
First the face of the signer is found using the Viola-Jones [108] face detector available in 
the OpenCV library [112] and then all features are built based on the position and scale of 
the face. The scale of the face is used to form a heuristic about the necessary search space. 
From the Vitruvian man; the spread of a person’s arms is roughly equal to their height which 
is approximately ten times the height of their face. Once the face is found, the dimensions
can be used to calculate the maximum reach of the hands. Any features outside this area can
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be disregarded as it is unlikely that they relate to the signer. For the data set used in these 
experiments, the signing space is small so the search space can be constrained even further. 
If the height of the face is / ,  then the search space is 7 /  horizontally and 5 /  vertically. The 
search space is positioned according to the face which is centred horizontally and the top of 
which is 0 .5 / from the top of the search space, this is shown in figme 3.12.
The features are also scaled and positioned according to the size of the face. If all possible 
scales and positions were used, the number of features would quickly become unmanageable, 
so a subset is used. For each of the 7 block differencing features described previously 6 spatial 
scales are used, 0 .6/, 1.1/, 1 ,6 /, 2.1/, 2.6/, 3 .1/. These values are chosen since 0 .6 / is ap­
proximately the size of an open hand and 3 .1 / allows for features to encompass the head and 
its motion. Temporally, features can be a single frame long or extend up to the length of the 
longest positive example, all possible temporal lengths are considered. The spatial positions 
are described by a grid across the entire search space. The grid has gaps of 0 .2 / which is a third 
of the size of the smallest classifier, this is chosen because it also corxesponds to the smallest 
volume within a feature (i.e. the solid red portions of the features shown in figure 3,10(c),(d) 
and (e)), part of tliis grid is also shown in figure 3.12. Temporally features are positioned on all 
frames. Even with such coarse feature sampling the possible feature set consists of 1,029,000 
combinations, though this is often crrrtailed by the size of the videos; note how in figure 3.12, 
the bounding box extends below the bottom of the frame.
3.4 Efficient Computation
When extending from 2D to 3D, care needs to be taken during implementation to ensure that 
memory does not exceed physical limits and that processing does not take an inordinate amount 
of time. The first step has already been covered in section 3.1.2 where the pre-processed frames 
have a threshold applied. This has the advantage at this stage that the values in the integral 
volume are smaller tlian if full values were applied. A worst case scenario of every pixel 
containing 255 would over rirn an unsigned int within just 257 pixels, however with a binary 
image, an unsigned int can hold the data from 65535 pixels. Also proposed in this section are 
two further implementation ideas which fulfil computational requirements.
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Figure 3.12: The range of volumetric features created 
The green box is the face detection, the blue the bounding box of the features and the red 
crosses show part of the grid of feature positions.
3.4.1 Image Buffer
One of the main implementation issues with the volumetric representation of integral space 
time is maintaining numerical precision over long sequences, since each point in the integral 
volume contains the sum of all those before and to the upper left of itself. The further into the 
video stream the volume progresses, the larger the numbers that need to be stored. While this 
is not an issue when training on short cuts of signs, it is a serious problem when considering a 
real-time detection application. Using a binary representation can alleviate the problem but it 
is not a solution for very long sequences.
The problem is overcome using a double image buffer system that updates two image buffers 
simultaneously. Calculations within the integral volume are all based on points which are 
relative to each other. It is therefore not necessary to keep all the points in the volume, only 
enough to perform the required calculations. At any time there needs to be a window of history 
the same size as the largest classifier. By having two buffers, each twice as long as the largest 
classifier used, the values in one can be discarded and the buffer restarted, whilst the other is 
used for calculations.
3.4. Efficient Computation 37
t+n
t - n
t - 2 n
Figure 3.13; Continuous volume image buffer implementation 
The dual buffers work out of step with each other, when the first is half full the other is started 
from zero and fills, when the first buffer is full the calculation window switches into the first 
half of the second buffer and the first buffer is restarted. Therefore, at any frame there is 
always a full window of history, yet the total value of any point is limited since there is a 
maximum of two full windows calculated.
At the beginning of a sequence one buffer is started at its mid point and the other at its begin­
ning. Both buffers are updated simultaneously. The calculation window starts in the first buffer, 
extending from the midpoint backwards for the length of the longest classifier. As the window 
reaches the end of the first buffer, the second buffer is only half full. The window switches 
into the first half of the second buffer. The first buffer is restarted and this cycle continues, 
switching back and forth between buffers. A pictorial representation is shown in figure 3.13. 
Using this method the maximum value in any pixel is limited to the summation of all pixels in 
just the buffer rather than the whole video stream.
3.4.2 Precomputed Values
When training a system that requires many video clips it is obvious that there will be mem­
ory considerations. In order to reduce this, the values for all training examples and feature 
combinations are precomputed. The storage of an integral video clip is therefore not required 
during training and individual values for each feature/example combination are stored. This
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not only reduces the memory requirements, even for relatively high numbers of features, but 
also reduces the training time since only one look up is required each time a feature is tested. 
However, as the number of features (Nfeatures) increases, or the size of the video is reduced, 
care should be taken that pre-computation is still a memory advantage. Assuming similar con­
tainers are used for both pixels and the results of the block differences described in section 3.3, 
then while the number of features used is less than the size of the space-time volume, a signif­
icant advantage is gained with this method i.e N je a tu r e s  < w id th  x '^ H e ig h t  x V ie n g th -  For 
example if the video used is 320 by 240 and on average 60 frames long then there is a memory 
advantage to be had by using precomputed values for anything up to «4.5 million classifiers.
3.5 Boosting
- Boosting was originally created as an addition to other learning algorithms, which built strong 
classifiers out of a culmination of poor-performing, weak classifiers. The main concept of 
boosting is that the algorithm weights examples according to how easy they are to classify. 
Each time a weak classifier is added to the strong classifier list, the examples are re-evaluated. 
If the addition of the latest classifier has improved the classification of an example, then its 
weight is decreased, if the classification has deteriorated or not improved, then that example’s 
weight is increased.
3.5.1 AdaBoost
AdaBoost became popular in the vision community after Viola and Jones presented it in their 
widely cited object detection paper [3]. It works with weak classifiers of the form described 
in section 3.2, which return a binary response to an example, i.e. the example is either positive 
or negative. To begin with, the examples are equally weighted across each class, with a value 
dependent on the number of examples in that class, so as not to introduce a bias between classes. 
The weights are then normalised across all examples. For Boosting to work, some of the weak 
classifiers must have a better than random response, if this is not the case then the boosting 
algorithm will not converge. The reason for this is in the way the weights are adjusted after 
each new weak classifier has been selected. The update formula is shown in ( 3.13) where Wn,e
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is the weight at iteration n  of example Û, Ng is the number of examples, Rwcn is the response 
of the chosen weak classifier wc,i on iteration n  to example 9, is the coixesponding label 
for example 9.
6(9 =  1^0 -
e-a =
0=1
wc,i =  arg min e,iVîüc
A .= 1 —
W„+l, 6  =  (3.13)
As can be seen if the best available weak classifier is no better than random, then 6n > 0.5 and 
tlie weights of conectly classified examples will be increased rather tlian decreased, stopping 
the algoritlim fiom converging. At each iteration, the weak classifier which gives the lowest 
Bn is selected, it is added to the strong classifier with a weighting inversely proportional to 
and the next iteration is performed. This continues until either a specified overall error has 
been obtained, or a maximum number of weak classifiers has been reached. The final stiong 
classifier response to an example 9, Rsc{0) is shown in equation 3.14, where N^c  is the number 
of weak classifiers in tlie strong classifier.
N-uic
RsaW  = E  iog(V0i)Rt{e) (3,14)
i = l
This form of boosting is advantageous because it does not require a large dataset in order to 
train a classifier, it is also faster than the other types of boosting, such as those mentioned in 
the next section. It does not, however, always choose the most optimum combination of weak 
classifiers.
3.5.2 RealBoost
RealBoost and its companion FloatBoost were introduced by Schapire and Singer [113] and 
Zhenqiu et al. [114] respectively, in an attempt to combat the problem of AdaBoost and its
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inability to obtain the most optimum solution. RealBoost is a sub-Algorithm of FloatBoost 
in that FloatBoost backtracks over its weak classifier selection to prune away redundant weak 
classifiers, ones which do not improve and may even degrade the performance of the strong 
classifier.
RealBoost differs from AdaBoost in several respects, firstly the weak classifiers no longer 
return a binary classification but instead return a likelihood ratio Awc(^) based on the training 
examples, 3.15. The response of the strong classifier, Rgc, is the summation of the responses 
of the weak classifiers, 3.16 and lastly the selection of weak classifiers is not based on their 
performance in isolation, but on the performance of the strong classifier that would be created, 
were they to be added to the current solution. This is shown in equation 3.17 where Nwc is the 
number of weak classifiers in the current strong classifier and Rwc is the response of the weak 
classifier being considered.
R w M  =  AwciO) 1) (3.15)
T^wc
=  (3.16)
i=l
N w c  N q N o
i=l j=l 3=1
îucn =  arg min e e ^ 3 ^ 0 ,3  (3.17)
Vioc
While RealBoost offers advantages in reduced classifier sizes and a more optimal solution 
(fewer redundant weak classifiers) it also requires a more heavily populated data set than Ad­
aBoost. The likelihood ratio needs to be calculated and this is done using histograms (the actual 
PDF of classes being unknown). This can be partially overcome using Parzen windowing how­
ever this is only a solution for a near complete data set. In the next section an adaptation to 
Boosting is proposed which combines the advantages of both forms described here. Both 
AdaBoost and RealBoost are implemented, the former taking the binary responses from the 
weak classifiers and the latter taking the analogue response from the features. Additionally, a 
novel adaptation was made to create a learning algorithm with the benefits of both Ada and 
RealBoost.
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3.5.3 AdaPlusBoost
AdaBoost combines binary classifiers and therefore does not require large tiaining sets with 
which to build probability distiibutions like RealBoost. However, RealBoost adds each new 
weak classifier by assessing its performance in combination with the current strong classifier, 
so building more optimal strong classifiers with fewer weak classifiers. This reduction in weak 
classifiers offers a speed increase during the detection stage. AdaPlusBoost arose to combine 
the advantages offered by RealBoost with the robustness of AdaBoost to sparse training sets. It 
uses tlie same weak classifiers and weighting updates as AdaBoost, but takes from RealBoost 
the concept that the best weak classifier to choose is the best in combination, rather than the 
best in isolation. This results in a strong classifier which converges quickly and can be trained 
on a small data set. The algorithm for this is shown in 2. As with the original AdaBoost 
the updates to the weights of the positive examples (W +) and negative examples (W +) are 
updated at each iteration. The update is dependant on the classification of the example and the 
overall classification enor of the resultant strong classifier at each iteration.
3.5.4 Weak Classifier Thresholds
Boosting works by choosing the best classifier at each stage. The quality of a classifier is de­
termined by how well it separates the weighted examples, either by itself or in combination 
with the cuixent classifier. There aie various options of how to improve the chance of there 
being an optimal classifier at each stage. For AdaBoost and AdaPlusBoost, the weak classifier 
thresholds can be selected on their ability to separate the training data. Alternatively, the clas­
sifier space could be increased to encompass various thieshold feature combinations. The latter 
causes problems, in that the size of the cunent feature space is already significant and increas­
ing this will cause computational issues. The former assumes that the data is lineaiiy separable 
which is rarely the case. In order to address tliis, the optimal thresholds of the weak classifiers 
are re-calculated at each iteration allowing boosting to select multiple different versions and 
assign them different strengtlis. The calculated tlireshold is the optimal one for the current 
weighting of the data set. One of the disadvantages of tliis metliod is that it relies heavily on 
the data set and can lead to over fitting.
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N yjc  < -  0 ; 
esc  ^  oo; 
foreach 9 do
L -  3 ^ :
while esc  > e.m in  < N m a x  do^curr  ^ ' GO,
foreach wc do
SCiesf —^S C  4rWC",
^ S C u s t ^ G e tE r r o r  (SCfest); 
if ^ sC tea t '^ ^ best then
^best * ^wc\
_ wcbest *-wc;
SC t-S C  + W C b esU
^ S C  ^ ^ b e s t l  
hlwc + 1;
foreach 9 do
if 9 misclassified then
L Wo <^we exp(e5est);
n o r m a l is e  (W +) ;
n o rm a l is e  (W _ ) ;
Algorithm 2: Pseudo code for the AdaPlusBoost Algorithm.
3.6 Experimental Results
While there are some video sign language data sets available, most are non-BSL and at the time 
of this work, the lexicons used were very limited. Almost all of the available sets are also taken 
under near perfect conditions with good lighting and homogeneous backgrounds in contrast 
to the signers. A scenario unlikely to be found anywhere but in the computer vision lab. As 
such, a small data set was created to train and test the system. The training set consists of 5 
repeats of 5 different signs performed by 9 different people, it has a non-consistent cluttered 
background and was taken using a standard web cam; some example frames from the training 
and test data are shown in figure 3.14. The test set was taken under similar conditions and 
consists of the same 5 signs repeated 5 times by 12 people, 9 of whom are the same as used 
in the training set. This gives the opportunity to test on data that is not only unseen but also
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Figure 3.14: Examples of frames from the data set 
The top 3 rows contain the signers from the training set and the last row shows the signers 
who are only present in the test set. Note the natural nature of the data, the background is 
cluttered and the camera is a simple web cam positioned manually on top of a computer.
from different subjects. The five signs in the set are the signs for ‘Sign’, ‘Language’, ‘Cat’, 
‘Hello’ and ‘Friend’. The 12 people in the set were a mix of partial-signers and non-signers 
and therefore the data set contains a wide variation in signing forms across subjects. However, 
the set is restricted to right hand dominant signers only.
Tests were run using all combinations of boosting and preprocessing. Receiver Operator 
Characteristic (ROC) graphs are shown for all of these tests over all five signs in figure 3.15. 
There is distinct variability across the different sign classifiers, with some performing better
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than others. While the sign ‘Hello’ is separated by several of the classifier combinations, ‘Lan­
guage’ is less separable and good results are only achieved by one combination. It is also 
apparent that the differencing pre-processing outperforms the skin segmentation, that a thresh­
old helps classification for the majority of signs and that the original AdaBoost algorithm builds 
the most discriminative classifiers. These results will be discussed in more detail throughout 
the following sections.
3.6.1 Boosting
Of the three types of boosting implemented, two take binary inputs and the other, RealBoost, 
uses analogue inputs to build probability histograms for the weak classifiers. It is expected that 
given the small data set being used, both Ada and AdaPlus boost will be more suitable and 
better able to generalise than RealBoost which will be lacking sufficient data to populate the 
histograms. Tliis hypothesis is bom out by the results as shown in figure 3.16. RealBoost only 
manages 60% true positives for 10% false positives rising to 90% true positives if over 20% 
false positives are allowed. In contrast AdaBoost will give over 85% true positives without any 
false positives and AdaPlusBoost gives a similar result of 95% with only «  10% false positives. 
An additional advantage of AdaPlusBoost is the reduced classifier size, in the ROC this is 
shown by more severe jumps between values. In general, the classifiers built by AdaPlusBoost 
are a tenth of the size of those built by AdaBoost. Not only does this reduce storage and 
memory requirements by a tenth, but also reduces processing time. However AdaPlusBoost 
has more difficulty in separating the more complex classes such as ‘Language’.
3.6.2 Preprocessing
Given the two options of the appearance based skin segmentation and the motion based frame 
differencing, there is a clear advantage to using frame differencing. Figure 3.17 shows the 
comparison when examining the sign ‘Cat’. This is a good example as the sign for cat involves 
drawing whiskers in front of the signers face. As such, the skin segmentation will not be able 
to distinguish between the face and the hands, whereas differencing can. It is also notable that 
while signers will wear different clothing, exposing differing amounts of skin on the arms and
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Figure 3.15: ROC Graphs for Volumetric Sign Detection 
Results are shown on a sign by sign basis for a selection of known and unknown signers. All 
combinations of preprocessing and boosting are shown. Where applicable the threshold is set
to 10.
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Figure 3.16: Comparison of different boosting techniques for the sign ‘hello’
All three types of boosting are displayed, the two variants using binary weak classifiers out 
perform the RealBoost version. The curve for the AdaPlusBoost results shows that there are 
far fewer weak classifiers chosen for the strong classifier as it has many fewer points.
neck, frame differencing is invariant to such changes. Skin segmentation can be fooled by cer­
tain colours appearing in the back ground or on the signers clothes. However, differencing is 
not immune to all changes, a change in lighting during the scene will affect the frame differenc­
ing more than the skin segmentation, as will motion of the camera. In the data set used, there is 
little intra-example motion or lighting change so these did not affect the result, whereas there 
was difference in signer clothing and background. It is possible that on a more constrained data 
set, results would improve for skin segmentation.
The effect of adding a threshold to the preprocessing before building the integral volume was 
also investigated. The threshold has two advantages, from the classification point of view, it 
removes noise, aiding generalisation by standardising the input. From a computational view­
point, it reduces the amount of space required to store the integral volume. It is important to 
consider how it affects the classification rates as applying a threshold also removes much of the
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Figure 3.17; Comparison of different preprocessing techniques for the sign ‘Cat’
The differencing preprocessing significantly out performs the skin segmentation
salient details from the preprocessing.
Figure 3.18 shows how the threshold is actually detrimental when testing on the same signers 
included in the data set. In this case, the effect of removing salient details, marginally out­
weighs the benefit of removing the noise and standardisation; dropping the true positives from 
92% to 84% for a false positive rate of 10%.
In the case of figure 3.19, where the classifier is tested on signers who were not present in the 
training data set as well as those signers who were, then the threshold adds significant benefits 
by allowing more generalisation. The classifiers with a threshold reach 90% true positives for 
<20% false positives in comparison to only 40% true positives for the non-threshold based 
classifiers.
If the data to be classified is similar to the data used for training (same signer, same clothing, 
similar background) then the threshold will remove information which is of use to the classi­
fiers. When the signers are wearing different clothing or in different environs from the training 
data, then the threshold allows generalisation; making the classifiers robust to these changes.
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Figure 3.18: Effect of a threshold on known signer data for the sign ‘Sign’
In this case adding the threshold to the preprocessing is detrimental to the results of the
classifiers
The best strong classifiers are given by using a differencing method for preprocessing, applying 
a threshold (T  =  10) and boosting with AdaBoost. The ROC graphs for the classifiers using 
this combination are shown together in figure 3.20. As can be seen, the recognition rates are 
high for all but the sign for ‘Cat’. This method gives an average recognition rate of 71% for 
known signers, the confusion matrix behind this figure is shown in table 3.1 and is calculated 
on a highest confidence wins assumption. Where the confidence is equal to the ratio of the 
response gained to the maximum possible response. Due to the nature of the signs chosen, it 
is unsurprising that ‘Hello’ scores the highest with 93% since it takes place in a completely 
different region of the signing space from the other signs. What is more noticeable, is the 
ability of the classifiers to distinguish between ‘Language’, ‘Friend’ and ‘Sign’ all of which 
are bi-manual signs happening in the ‘neutral’ space in front of the signer. This suggests that 
the classifiers are encoding the type of motion rather than just focussing on the region in which 
motion is happening.
Extending classification to unknown signers as well as known signers gives only a slight change
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Figure 3.19: Effect of a threshold on known and unknown signer data for the sign ‘Sign’ 
The threshold increases the robustness of the classifier allowing it to cope better with 
unknown signers in the test set.
H ello
 Cat
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False Positives (X)
Figure 3.20: ROCs for all signs on known signers 
The preprocessing is differencing, with a threshold T  =  10 and the weak classifiers are
combined using AdaBoost
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Lang Friend Hello Cat Sign
Lang 60% 4% 0% 31% 4%
Friend 15% 78% 0% 0% 11%
Hello 13% 9% 93% 18% 2%
Cat 4% 2% 0% 40% 0%
Sign 8% 7% 7% 11% 82%
Table 3.1: Confusion matrix for known signers 
Differencing, AdaBoost, T  =  10 
Diagonal Mean : 70.6%, Min : 40%, Max : 93% Std Dev : 18.6pp
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Figure 3.21: ROCs for all signs on known and unknown signers 
The preprocessing is differencing, with a threshold T  =  10 and the weak classifiers are
combined using AdaBoost
in the ROC graphs, figure 3.21. Looking at the unknown signers only, figure 3.22, the classi­
fiers for ‘Hello’ and ‘Sign’ are robust to the inter-signer variability, while ‘Language’, ‘Friend’ 
and Cat’ are less able to discriminate. Looking at the confusion matrix in table 3.2, the classi­
fication average drops to 59.8%, this is due almost entirely to one sign, ‘Language’. This was 
the sign that proved the most difficult for the non-signers to perform and was the one that intro­
duced the most variability into the data set. The effect of this variability is increased when the 
classifiers are tested on unknown signers. It is likely that while the classifier is able to classify 
the signs itself, it is less able to compete with the other classifiers.
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Figure 3.22: ROCs for all signs on unknown signers 
The preprocessing is differencing, with a threshold T  =  10 and the weak classifiers are
combined using AdaBoost
Lang Friend Hello Cat Sign
Lang 2% 0% 0% 0% 0%
Friend 30% 73% 0% 0% 10%
Hello 35% 15% 92% 37% 5%
Cat 5% 2% 0% 50% 3%
Sign 28% 10% 8% 13% 82%
Table 3.2: Confusion matrix for known and unknown signers 
Differencing, AdaBoost, T  =  10 
Diagonal Mean : 59.8%, Min : 2%, Max : 92% Std Dev : 32.1pp
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As the classifier responses are scaled by a linear method, using the strength of the responses to 
form an n-class classifier from n binary classifiers is not necessarily a sensible solution. Instead 
the responses are turned into likelihoods which can be directly compared between the different 
classifiers.
Previously the sign was classified by choosing the classifier with the maximum scaled response, 
see equation 3.18 where Rsc.e is the response of the strong classifier for class © and Rsc,Qmax 
is the maximum response of strong classifier for class 0 . Instead for each classifier, probability 
histograms are created for both positive (Pp) and negative (P„) examples with the responses 
from the training data used for population. This is a simple version of an Error Correction 
Output Code (ECOC) method [115]. ECOC uses the results from multiple classifiers to model 
the joint response across a verification set. This allows the final classifier to better distinguish an 
unseen example. Using the likelihoods is a similar approach in that the responses are modelled 
for each classifier across both positive and negative examples. When a test sign is classified, 
the chosen classifier is the one with the maximum likelihood ratio of that response, A{Rc) as 
shown in equation 3.19.
0  =  a rg m ^ (  (3.18)V0 -tVaCf&max
0  =  argm|x(A(Pac,©))
T O  «■” >
While ‘language’, at 2%, still lies well below the chance rate of 20%. With this likelihood ratio 
confusion matrix, shown in table 3.3, the average classification rises to 66.0%.
3.7 Conclusions
This chapter set out to remove the need for tracking when performing SLR, with an aim to 
reduce the compound errors found when both tracking and classifying. Manual features of 
sign language are the motion and shape of the hands, so two types of preprocessing were 
applied to extract the salient information about the hands. Skin segmentation was computed 
using a likelihood ratio over the whole image, thus highlighting the signers face and hands.
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Lang Friend Hello Cat Sign
Lang 2% 0% 0% 0% 0%
Friend 20% 73% 0% 0% 7%
Hello 30% 13% 95% 22% 5%
Cat 33% 7% 2% 77% 5%
Sign 15% 7% 3% 2% 83%
Table 3.3: Likelihood confusion matrix for known and unknown signers 
Differencing, AdaBoost, T  — 10 
Diagonal Mean : 66.0%, Min : 2%, Max : 95% Std Dev : 32.9pp
Alternatively, frame differencing was employed to highlight the motion in each frame. Of the 
two different forms of preprocessing examined, differencing proved to be most effective over 
the given training set due to its robustness to cluttered backgrounds and signer variance. It 
is then shown that this can be augmented by the use of a threshold to make it more robust to 
inter-signer differences, allowing it to generalise to signers not present in the training data.
Extending the object detector of Viola and Jones [108] to work in the temporal domain, volu- 
metiic features were introduced. These calculate block differences in a temporal volume which 
when combined with a threshold, produce weak classifiers. For the task of sign recognition, 
the features are all positioned and scaled relative to the signer which adds invariance to signers 
being of different sizes or in different positions. In the same manner that the integral image is 
used to improve efficiency with 2D block differences, an integral volume is described, in com­
bination with a dual image buffer method to ensure consistency over long video sequences. 
The weak classifiers can then be evaluated in constant time regardless of their scale or position.
Three different types of boosting, including a novel adaptation, were tested as suitable candi­
dates for weak classifier combination. RealBoost proved an inappropriate choice for the data 
set since there were not enough examples to accurately populate the probability density his­
tograms, meaning it did not generalise well to the test data. AdaBoost and AdaPIusBoost avoid 
this problem by using tlnresholds to make binary decisions, both of these produced classifiers 
which were able to classify the test data. There was a trade off between classifier size/speed 
and accuracy with the AdaPIusBoost implementation, making it more suitable for real time 
applications. While AdaBoost offered the best accuracy and a wider choice of true positive to 
false positive ratios due to the greater number of weak classifiers used.
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Finally, to distinguish between signs during a test case, two forms of confusion matrix were 
demonstrated, the first uses the standard highest confidence wins approach, which allows the 
most confident classifier to claim the sign. Secondly, a likelihood ratio was described which 
gamers responses over the training set and builds histograms to describe the positive and nega­
tive response. This gives a more accurate decision of whether a response is likely to be positive 
or negative and is validated by an increase in the average accmacy of the system. The final 
results show a system which is able to generalise what it has learnt from known signers to be 
able to distinguish between five randomly chosen signs over both known and unknown signers.
However, this system has issues with scalability. Every sign which is added creates an increase 
in processing time as the system assesses that new classifier. While capable of mnning in real 
time with five classifiers built using AdaPIusBoost, it is unlikely to cope with the thousands of 
signs in everyday use. Additionally, as the number of classifiers grows, so the ECOC system 
implemented will need to be more sophisticated, this in turn increases processing time. As 
such, thought needs to be given to a more tractable solution for tme SLR. Additionally, the 
final results show a problem with the performance over the sign for ‘Language’. This is due to 
the high variability of the sign in the training and test set. In the next chapter, an intermediate 
viseme level stage is introduced to overcome issues of variability and extending the lexicon 
which can be detected.
Chapter 4
Viseme Level Recognition of Sign
One of die problems associated with building an individual classifier per sign is that as the 
number of words in the vocabulary is increased, so the number of classifiers required increases. 
Regardless of individual classifier efficiency, there is a direct relationship between the number 
of classifiers and the time taken to run. Thus, the larger the lexicon, the longer it takes to 
recognise a sign. Sign level detection is also not robust to the natural vaiiation of signs, which 
occurs on both an inter and an intra signer basis. Chapter 3 offered no invariance to temporal 
differences between signs.
Speech recognition was faced with the same problem; die emergent solution was to recognise 
die subcomponents - phonemes, dien combine them into words using HMMs. Sign language 
can be broken down into visemes in a similai" way speech is broken down into phonemes. For 
BSL, these visemes can be separated into 5 main categories based on hand shape(s) {Dez), 
placement (7h6), movement iSig), orientation(s) {On) and hand arrangement {Ha). Shown in 
figure 4.1 are examples from the wide selection of Dez shapes. On the left hand side of the 
image are what are known as the un-accented versions of the hand shapes and each column 
shows the effect of adding an accent (if it exists). There aie 22 basic hand shapes with 9 
possible accents.
Sign language visemes can be likened to speech phonemes, while spoken English has only 
40-50 phonemes [116], BSL has many more. The Dictionary of BSL/English [1] lists 57 
Dez, 36 Tab, 8 Ha, 28 Sig (plus 4 modifiers e.g. short and repeated) and there are two sets
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N o accent
Figure 4.1: Examples of Dez visemes from the BSL Dictionary [1]
Horizontal lines show the base hand shape and the columns show the modifications applied to
create the full Dez hand shape.
of 6 Ori descriptors, one for the fingers and one for the palm. In addition, whereas spoken 
phonemes are broadly sequential, visemes are parallel, with some sequential elements added 
where required. This means that each of the 57 Dez can (theoretically) be in any one of the 36 
Ori combinations. In practice, due to the physical constraints of the human body, only a subset 
of comfortable combinations occur, yet this subset is still considerable.
An advantage of the parallel nature of visemes, is that they can be recognised independently 
using different classifiers, then combined at the word level. The reasoning behind this is that 
Tab classifiers need to be spatially variant, since they describe where a sign happens. Ha should 
be spatially invariant but not rotationally variant, since they describe positional relationships 
between the hands. Sig are a mixture of spatially, temporally, rotationally and scale variant 
visemes since they describe types of motion which can be as generic as ‘hands move apart’ or 
more specific such as ‘hand moves left’.
Previous work in this vein by Kadir et al. [20] used coloured gloves to acquire near perfect 
tracking positions of tlie signers hands. Then a series of classifiers (mainly hard coded) were 
implemented to identify a subset of Ha, Tab, Sig and Dez visemes. The work presented in this 
chapter makes use of the same second stage classifier, but a larger subset of each type of viseme
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Figure 4.2: Block diagram showing a high level overview of the stages of classification 
Features are extracted from the video stream. Classifiers are learnt for three different viseme 
types. Finally a word level, Markov chain, classifier bank recognises the sign.
is taken and classifiers are learnt using AdaBoost as described in section 3.5.1. These classifiers 
are based firstly on gloveless tracking information and secondly on appearance features without 
tracking.
Figure 4.2 shows an overview of the approach taken. Signs are recognised by a two stage 
process. In the first stage, the different visemes are detected, this work presents two different 
methods of viseme detection, the first based on tracking results and second using appearance 
features. The former uses the hand and arm positions on a frame by frame basis. The latter 
uses skin segmentation to find the hands, then creates feature vectors of moments and coarse 
positional information. Weak classifiers are then boosted over these feature vectors to detect 
visemes. Following this, the second stage uses a high level classifier bank, made up of 1 st order 
Markov chains, to recognise the temporal combinations of visemes as they are produced.
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4.1 Data Set
This work uses the same 164 sign data set as Kadir et al. [20] and therefore a direct comparison 
can be made between their system, the learnt viseme approach based on tracked data and the 
pure detection based viseme approach. Kadir et al. used coloured glove tracking to give head 
and hand positions. They then hard coded classifiers for a small subset of Ha, Tab and Sig 
visemes. E.g. hands move up would have been coded as an increase in the y position of the 
hands, likewise hands move together was encoded by a decrease in the euclidean distance 
between the hands. While they were able to hard code the basic motions, some of the more 
complex ones were ignored and it was the second stage classifier which combined the low level 
motions to compensate. Each of the 164 signs in the data set has 10 repetitions and they perform 
tests using between 1 and 5 training examples for their second stage classifier. For this work, 
extra annotation was required as Kadir et al. used only sign boundaries for thier training. 7410 
Tab examples, 322 Ha examples and 578 Sig were hand labelled for training viseme classifiers. 
The data set consists of 1640 examples. Signs were chosen randomly rather than picking 
specific examples which are known to be easy to separate. The viseme classifiers are built 
using only data from four of the ten examples of each sign and the word level classifier is then 
trained on five examples (including the four previously seen by the viseme classifiers) leaving 
five completely unseen examples for testing purposes. Since Kadir et al. did not train their 
first stage classifiers, there were no problems of contaminated test data when they performed 
one-shot training. Due to this difference in the data available for the second stage classifier, 
the comparisons drawn in section 4.7.4 are against only the best results in Kadir et al.’s paper; 
those achieved with 5 training examples.
In tables 4.1 and 4.2 are shown the subset of Tab and Ha visemes labelled in the data set. 
Tab visemes are static and happen on a single frame with multiple frames per sign. As such, 
the example counts are higher than those for Sig which are movement visemes and happen 
across multiple frames. Ha visemes are also static, however, they change more quickly within 
a sign than Tab visemes. As a result, there are only one or two frames per sign which contain 
the Ha value given by the BSL Dictionary. For Sig, note how the circles are listed, this is 
because circles can be both single or double handed, in one of three planes (horizontal, vertical 
parallel to the signer and vertical at right angles to the signer) and in either a clockwise or anti­
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clockwise direction. These aie denoted in BSL notation using compound Sig symbols (e.g. 
‘circle left down’ or ‘circle together down’). Also shown in table 4.3 is the percentage split 
of the test data. This information shows the random chance classification rate on the data as 
well as giving an overview of the imbalance of viseme occurrence. For the Ha visemes the 
occurrences range from 13 to 110, for Tab they range from 34 to 1167 and for Sig from 6 to 
70. As before, the Tab visemes are more frequently occiuTing since they occur on a frame by 
frame basis and are more likely to stay constant throughout a sign.
Tab # of Examples Ha # of Examples
chest 1688 left higher 38
face 570 right higher 47
lower arm 370 side by side 83
upper arm 235 contact 110
right of chest 134 left nearer 13
lower face 253 right nearer 15
upper face 1136 interlink 16
shoulders 139
mouth 991
nose 280
under chin 34
cheek 620
ear 396
eyes 405
Right shoulder 159
Table 4.1; The subset of Tab and Ha visemes used for training 
The labels are from the BSL dictionaiy and tlie number of examples is the number of single 
frame examples of each type available for training.
Some of the visemes types contain values which are not mutually exclusive, this needs to be 
taken into account when labelling and using viseme data. The BSL dictionary [1] lists several 
Tab visemes which overlap with each other, such as face and mouth or nose. Using boosting 
to train classifiers requires positive and negative examples. For best results, examples should 
not be contaminated, i.e. the positive set should not contain negatives and the negative set 
should not contain positives. This causes problems when the Tab data set is considered due to
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Label
!
%4#
I1 1 1 11
Both Hands
apart 46 11.1 20 7 3.6
together 41 14.2 20 10 2.4
circle together together 9 26.4 32 21 3.7
circle together down (alternating) 9 14.6 18 12 2.0
up 33 12.2 18 6 3.4
towards & away (alternating) 49 9.5 20 5 3.7
up & down 17 16.0 33 10 8.8
up & down (alternating) 19 8.9 10 7 0.8
down 66 14.3 26 5 5.0
Dominant Hand
circle left towards 9 35.4 49 28 6.3
circle left down 13 20.2 35 13 8.3
up 58 14.3 25 6 3.0
towards & away 21 8.3 10 7 0.7
away 29 12.5 20 5 4.2
away & down 8 13.4 15 10 1.8
towards 19 15.2 21 11 2.9
down 49 15.1 34 6 4.9
down & away 8 14.1 17 9 2.9
towards & away from the wrist 12 12.1 14 8 1.9
tap 32 17.9 45 7 10.7
side to side 22 14.3 43 6 12.2
right 4 22.3 27 17 4.6
left 5 21.0 35 14 8.7
Table 4,2; The subset of Sig visemes used for training 
The labels are from the BSL dictionary and the number of examples is the number of each 
type available for training. Also included are some statistics of the number of frames per 
example. The Std Dev shows that there is significant variability in viseme lengths even within
a single type.
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Dominant Hand
Sig
Both Hands
circle left towards 1.8% apart 8.7%
circle left down 3.19b together 4.7%
up 11.3% circle together towards 2.6%
towards & away 4.7% circle together down (alt) 1.9%
away 6.6% up 5.0%
away & down 1.9% towards & away (alt) 10.2%
towards 0.2% up & down 3.7%
down 5.2% up & down (alt) 4.2%
down & away 1.9% down 5.2%
towards & away from the wrist 2.9% Sig Average 4.3%
tap 6.9%
side to side 5.5% Tab
right 1.0% arm lower 5.4%
left 0.8% arm upper 1.9%
chest 26.1%
Ha chest upper 4.2%
contact 34.2% chest upper shoulder right 3.5%
interlink 5.0% face 10.8%
left nearer- 4.0% face lower 4.1%
left up 11.89& face lower mouth 10.4%
right nearer 4.7% face lower nose 4.9%
right up 14.6% face lower underchin 0.8%
side by side 25.8% face side cheek 4.3%
Ha Average 14.3% face side ear- 5.1%
face upper 12.6%
face upper eyes 6.0%
Tab Average 7.7%
Table 4.3: The percentage split of visemes used for testing 
This shows the quantity of data available for each viseme type in proportion to the others. It 
demonstrates the random chance rate for classification of this dataset.
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Figure 4.3: The three Tab viseme trees used for classification 
There are three separate trees, based around areas of the body which do not overlap. Areas on 
the leaves of the tree are sub-areas of their parent nodes. The red rings indicate that there are 
exact examples of that type in the data set.
the overlaps mentioned previously. Trying to distinguish between an area and its sub-areas can 
prove futile, e.g. the mouth is also on the face and therefore there are likely to be false negatives 
in the training set when training face against mouth. Since the second stage does not require 
the classifier responses to be mutually exclusive, a hierarchy can be created of tab areas and 
their sub-areas. This hierarchy is shown in figure 4.3; a classifier is trained for each node of the 
tree, using examples which belong to it, or its children, as positive data. Examples which do not 
belong to it, its parent or its child nodes provide negative data. An illustration of how this relates 
to real life examples is shown in table 4.4, where an N indicates that the example would be used 
as Negative, F shows a Positive example and X means the example would be excluded from 
this round of training. This eliminates false negatives from the data set and avoids confusion. 
In figure 4.3 the ringed nodes show the visemes for which there exist examples. Examples are 
labelled according to this hierarchy, e.g. face, faceJower or faceJowerjnouth which makes 
finding children and parents easier by using simple strong comparisons.
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chest
-§ ches'tjiight 
^  face 
^  faceJower
faceJower_mouth 
faceJower jaose
Training LabelI
I
N
N
X
X
P
N
Table 4.4: Illustration of which examples would be used for training Tab 
Across tlie top aie tlie labels being trained, down the left are example labels. In the grid an N 
indicates that the example would be used as a negative in that training run, a P indicates it 
would be used as a positive example. An X is used for examples which would be excluded 
from both the positive and negative training sets, as it would contaminate either.
The Sig visemes suffer from similar overlap problems to the Tab visemes, for instance ‘right 
hand moves up’and ‘both hands move up and down alternately’ will both contain the infor­
mation of the right hand moving up. Therefore, when training for ‘right hand moves up’ it is 
not logical to include ‘both hands move up and down alternately’ in the negative data set. In 
order to keep tlie descriptions commonly used in British sign linguistics, while also providing 
data that can be separated using boosting, a new labelling system for Sig visemes was also 
considered.
These new Sig viseme labels are made up of a ‘dominant’ or ‘both hand’ designator, describing 
which hands are used in the viseme. Followed by one or more component paits, such as ‘moves 
light’ or ‘moves up’. When tiaining for a given label, examples are split into three different cat­
egories: contains all the component parts of tlie label being boosted, contains some component 
parts, contains no component parts. Examples in the first category are used as positive data, 
those in the second category are ignored and those in the latter category are used as negative 
data. When training a ‘dominant’ label, the ‘both hand’ examples with common component 
labels are included as positive data, since the non-dominant hand motion is irrelevant. Alter-
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dom inantjdown 
dominantjdownMway 
dominantjj.p
dominantjcircle deftjdown 
bothjup
Training Label
■§
X
P
N
X
N
N
N
P
N
P
I
X
X
N
P
N
I
N
N
X
N
P
Table 4.5: Illustration of which examples would be used for training Sig 
Across the top is the label being trained, down the left are some possible training examples 
and the chart uses P to show which examples would be used as positives, N for those used as 
negative example and X denotes that they would be removed for that training round to avoid
contamination.
nately, when training a ‘both hand’ label, the ‘dominant’ examples with common components 
are excluded from the data set, since they do not contain all the required information to be a 
positive example, but do contain salient information about the viseme. If included in the neg­
ative data set, these examples would reduce the separability of the training set. An illustration 
of this system is shown in table 4.5,
4.2 Stage I - Viseme Detection Using Tracked Features
This section uses a similar tracked input to Kadir et al. [20] but learns the viseme classifiers 
using boosting. The tracking is performed by Buehler et a/.’s tracker which does not require 
coloured gloves, whilst still giving accurate results, on natural sign from TV broadcasts it 
achieves >80% [117]. The tracking system gives boxes bounding the hands, lower arms and 
upper arms. There are three sets of co-ordinates for each of the 6 tracked body parts; cen­
tre, start and end. This means that there are 36 individual x or y components per frame. The
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(a) Classifiers chosen for the Upper Arm viseme (b) Classifiers chosen for the Face viseme
Figure 4.4: Examples of tracked Tab classifiers for the areas ‘upper arm’ and ‘face’ 
Boosting combines strips in the x and y planes to show where the hand is expected to be for 
each Tab label. The lighter the area in the picture the more strips are overlaying it.
different visemes types are catered for by different weak classifier concepts; Tab requires in­
formation about positioning, Ha about the relationship between the hands and Sig about the 
temporal changes in hand positions, often relative to each other.
4.2.1 Tab Classifiers
Classifiers concentrating on Tab visemes are concerned with spatial features, describing the 
location of the hands in relation to the signer. The bounding boxes of the hands are given by 
the tracking and the position of the face can be found using the Viola Jones face detector [108]. 
Classifiers can then be built which consider relational distances. Each classifier operates on an 
X or y feature, i, within the tracking vector, o, comparing it to an upper and lower limit. Tu 
and Tl respectively. If the value falls within this range, then the classifier fires. The upper and 
lower limits are individual to each classifier and calculated relative to the size ( /)  and position
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(/x?/) of the signer’s face, see equation 4,1.
=  fx y  +  n ,f
T u  = T l  +  s f  
Ti E  { — 3 ,  — 2 . 9 ,  — 2. 8 . . .  3}  
s  E  { 0 . 1, 0. 2 , 0 . 3 . . .  1}
= {  O o i t e r J j e
Classifiers can work on either the x or y co-ordinates of either the dominant or non-dominant 
hand. Each classifier covers a strip of a given constant width, either in the x or y plane. Boosting 
is used to combine these weak classifier strips, to create areas relative to the signer as shown in 
figure 4.4. The strips are shown by increasing the luminosity of the pixels. When many weak 
classifiers overlap, the area turns white. As can be seen, the white areas coincide with the area 
being learnt, i.e. 4.4(a) ‘face’ and 4.4(b) ‘upper arm’.
4.2.2 Sig Classifiers
Sig visemes describe the motion of a sign and require classifiers which encode temporal infor­
mation. The tracking provides a frame by frame set of co-ordinates for the hands so motions 
can be described by changes in these values. The visemes from BSL linguistics do not encode 
magnitude information. Therefore the classifiers used to describe them need to encode non­
magnitude dependent information. If the values from the tracking are concatenated temporally 
into 2D vectors, then it is possible to examine individual components across time. In this way, 
a weak classifier can look for changes in, for example, the x co-ordinate of the dominant hand. 
This would encode left and right motion of the dominant hand. Component values can either 
increase, decrease or remain the same, from one frame to the next. If an increase is described 
as a 1 and a decrease or no change is described as a 0 then a Binary Pattern (BP) can be used 
to encode a series of increases/decreases. A temporal vector is said to match the given BP 
if every ‘ I ’ accompanies an increase between concurrent frames and every ‘0’ a decrease/’no 
change’. This is shown in equation 4.2 where t is the value of the component, o%, at time t  
and b p t is the value of the BP at frame t. See figure 4.5 for an example where feature vector A 
makes the weak classifier fire, whereas feature vector B fails, due to the ringed gradients being
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incompatible.
R w c  =  I  a r g i n ^ ( B P ( O i , f ) )  -  I j
Discai'ding all magnitude information would mean that salient information might be removed. 
To retain this information, boosting is given the option of using additive classifiers also. These 
look at the average magnitude of a component over time. The weak classifiers are created 
by applying a threshold, Twc, to the summation of a given component, over several frames. 
This threshold is optimised across the training data during the boosting phase. For an additive 
classifier of size T, over component Oj, the response of the classifier, Ihuc, can be described as 
in equation 4.3.
Rwc — ^
T
/ (4.3)
0 o t h e r w i s e
Boosting is given all possible combinations of BPs, acting on each of the possible tracking 
components. The BPs are limited in size to being between 2 and 5 changes (3 -6  frames) long. 
The additive features are also applied to all the possible components, but the lengths permitted 
are between 1 and 26 frames, tlie longest mean length of Sig visemes (see table 4.2). Both sets 
of weak classifiers can be temporally offset fr om the beginning of an example, by any distance 
up to the maximum distance of 26 frames.
4.2.3 Ha Classifiers
Ha visemes explain the hand arrangement present in a sign, e.g. which hand is higher or 
whether they are interlinked. Using the tracked positions on each frame, the x and y values 
of all points can be compared. This can be done using a magnitude comparison, as illustrated
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Figure 4.5: An example of a BP being used to classify two examples 
A comparison is made between the elements of the weak classifiers BP and the temporal 
vector of the component being assessed. If every ‘ 1’ in the BP aligns with an increase in the 
component and every ‘0’ aligns with a decrease or ‘no change’ then the component vector is 
said to match (e.g. case A). However if there are inconsistencies as ringed in case B then the
weak classifier will not fire.
in equation 4.4 where * is the first component and Oj^t is the second, both on frame t. 
Though tfiis does not encode any information about the magnitude of the difference required 
for the weak classifier to fire. Alternatively, for each point-comparison, 11 weak classifiers are 
built. Each requiring a different magnitude difference to fire. The difference magnitude, T^c, 
is selected from a set of 0 to 50 pixels in 5 pixel steps as shown in equation 4.5. This selection 
of thresholds gives (36!/(34! * 2!)) * 11 =  6930 possible weak classifiers.
Rwc — r 1 i f  {Oi.t < Oj,t) 1 \  0 otherwise j (4.4)
_  f H /  Tu)c < (Oi,i -  Oj,f) 1 
\  0 otherwise jRwc —
T^c =  0,5,10 50 (4.5)
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4.3 Stage I - Viseme Detection Using Appearance Features
Since tracking of the hands is a non-trivial exercise, detection of visemes is also explored as in 
Chapter 3. As has been previously seen, not all types of visemes can be detected using the same 
type of classifier. For Tab visemes there needs to be correlation between where the motion is 
happening and where the person is; to this end spatial grid features centred around the face of 
the signer are used. For Sig visemes, tlie salient information is what type of motion is occurring, 
often regardless of its position, orientation or size. This is approached by extracting moment 
features and using BP and additive classifiers based on their changes over time. Ha visemes 
look at where the hands are in relation to each other, so these are only relevant for bi-manual 
signs. This is done using the same moment features as for Sig but this time over a single frame, 
as there is no temporal context required. Again, all of tliese viseme level classifiers are learnt 
using adaptive boosting which provides a way of building a strong classifier tliat performs well 
through a simple selection process.
4.3.1 Feature Extraction
As with the previous work, the features used in this section require segmentation of the hands 
and knowledge of where the face is. The Viola Jones face detector [108] is used to locate the 
face as before. The skin segmentation discussed in section 3.1.1 could be used to segment 
the hands, but in order to compare this concept to the previous work of Kadir et al. [20] the 
same test set is used. This data set was created using a gloved signer and as such a colour 
segmentation algorithm is used in place of skin segmentation. This is described in detail in 
Appendix C.
4.3.2 Tab- Spatial Features
In order that the sign can be localised in relation to the signer, a grid is applied to the image, 
dependent upon the position and scale of the face detection. Each cell in the grid is a quarter 
of tlie face size and tlie grid is 10 rectangles wide by 8 deep, as shown in figure 4.6(a). Tliese 
values are similar to tlie search space used in Chapter 3 and are based on the signing space 
of the signer. However, in this case the grid does not extend beyond the top of the signers
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head since the data set does not contain any signs which use that area. The segmented frame 
is quantised into this grid and a cell fires if over 50% of its pixels are made up of glove/skin. 
This is shown in equation 4.6 where Rwc is the weak classifier response and Aakini^, y) is the 
likelihood that a pixel contains skin. /  is the face height and all the grid values are relative to 
this dimension.
X2
Rwc — *
1 V  < E  E  j )  > 0)i=xi j=yi 
0 otherwise
VGx, VGy(xi — Gxf,X2  — {Gx +  0.5)/, y\ — G yf, y2 — {Gy + 0 .5)/) 
Gx — {—2.5, —2, —1 .5 ... 2}
Gy =  {—4, —3.5, —3 . . .  0} (4.6)
For each of the Tab visemes, a classifier was built via AdaBoost to combine cells which fire for 
each particular viseme, examples of these classifiers are shown in figures 4.6(b) and (c). Note 
how the first cell to be picked by the boosting (shown in black) is the one directly related to 
the area indicated by the viseme label. The second cell chosen by boosting either adds to this 
location information, as in figure 4.6(b), or comments on the stationary, non-dominant hand, as 
in figure 4.6(c).
(a) The grid applied over the signer (b) On Right Shoulder (c) Lower Face/Chin
Figure 4.6: Grid features for two stage classification 
(a) shows an example of the grid produced from the face dimensions while (b) and (c) show 
grid features chosen by boosting for two of the 18 Tab visemes. The thick green box shows 
the face location and the first and second features chosen, are shown in black and grey
respectively.
4.3. Stage I  - Viseme Detection Using Appearance Features 71
4.3.3 Sig and Ha- Moment Feature Vectors
In the previous section, Sig and Ha viseme classifiers are built to compare co-ordinates and 
their changes over time. With appearance based methods, there are no exact positions for the 
hands, so a different approach needs to be considered. While Tab looks at where the hands 
are in relation to the signer, Ha describes where they ar e in relation to each other, essentially, 
the shape they make in the image space. Sig looks at similar properties, how the hands move 
in relation to each other, or how the shape they make in the image space changes. Moments 
offer a way of encoding the shapes in an image; if vectors of moment values per frame are 
concatenated, then they can encode the change in shape of an image too.
There are several different types of moments which can be calculated, each of tliem displaying 
different properties. Four of the basic types were chosen to form a feature vector, m: spatial, 
rriab, central, pab, normalised central, pab and the Hu set of invariant moments [118] Hi-Hj .  
Equation 4.7 shows how moments aie calculated, they are a description of where in the image 
pixels are located, based on the distance of a pixel from the origin and the pixel luminance. 
The order of a moment is defined as a 4- 6. This work uses all the moments up to the 3rd 
order, 10 in total, (00, 01, 10, 11, 20, 02, 12, 21, 30, 03). Central moments are based on a 
similar principle, but these aie tr anslation invariant as they are taken relative to tlie centroid of 
the pixels in tlie image. The calculation for these aie shown in equation 4.8, again taken to the 
3rd order, there are 10 of these moments, 2 of which are always 0, (01, 10). As well as central 
moments, there aie also normalised central moments (equation 4.9) which aie invaiiant to scale 
and translation, there are 10 of these also, 2 of which are always 0 due to their being based on 
the central moments. Finally, the Hu set of invariant moments aie considered, tliere are 7 of 
these moments and they are created by combining the noimalised central moments, see [118] 
for full details, they offer invaiiance to scale, tr anslation, rotation and skew.
hieight Iwidth
^  ^  æ“y^I(æ, y)
y=Q X—0
o, 6 e  {0,1,2,3} (4.7)
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While other moments could have been included, it would have been at the cost of speed during 
both training and classification. Instead, this fast to compute, standard set of 37 moments offers 
a wide range of different properties. Since spatial moments are not invariant to translation and 
scale, there needs to be a common point of origin and similar scale across examples. To this 
end, the spatial moments are treated in a similar way to the spatial features in section 4.3.2, by 
centring and scaling the image about the face of the signer before computation. For training 
Ha, this vector is used to boost a set of thresholds for individual moments, on a given frame 
£, equation 4.10. For Sig, temporal information needs to be included. So the video clips are 
described by a stack of these vectors, M , like a series of 2D arrays, as shown in figure 4.7(a) 
where the horizontal vectors of moments are concatenated vertically, the lighter the colour, the 
higher the value of the moment on that frame.
P    f 1 7/  %i)c 1
 ^ { 0 otherwise j
(4.10)
4.3.4 Sig" Local Binary Patterns and Additive Classifiers
As has been previously discussed, the Sig classifiers are looking for changes in the moments 
over time. Using the concepts from section 4.2.2, BPs can be used to encode whether a mo­
ment is increasing or decreasing with time, giving the relative information about the motion. 
Additive classifiers can describe information relating to the absolute values of the moments.
The BPs work on the gradient of a feature over time, in the same way as in section 4.2.2, they 
vary in size from 2 bits to 5 bits and there are therefore 60 different classifier patterns (2^4-2^ 4-
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(a) spatial Central Normalised Hu
Central
(b)II
Figure 4.7: Moment vectors and local binary patterns for two stage classification 
(a) A pictorial description of moment vectors (normalised along each moment type for a selec­
tion of examples), the lighter the colour the larger the moment value, (b) BP, working from top 
to bottom an increase in gradient is depicted by a 1 and a decrease or no change by a 0.
2  ^+  2^). The BPs are run in parallel with the time axis, so that they are always operating on one 
type of value. For a BP to return a 1, every gradient must match its corresponding value in the 
patten, 1 for an increase or 0 for a decrease/no-change as is expressed in equation 4.2, this time 
acting on a moment component, rather than a tracking one. Shown in figure 4.7(b) is a 
pictorial representation of this approach, working from the top, an increase in value is encoded 
with a 1 and a decrease in value is encoded with a 0.
The additive classifiers sum the values across a single moment type, for a given number of 
frames. They can be as short as a single value, or as large as the maximum classifier size 
allowed (tests were run of classifiers up to 26 frames long). They therefore contain information 
about the magnitude of values across a given viseme which complements the BPs gradient 
data. They are a direct application of the additive classifiers described in section 4.2.2 and are 
formalised in equation 4.3 where again they act on M , the 2D moment vector, in place of the 
tracking data.
Examples of the classifiers learnt are shown in figure 4.8, additive classifiers are shown by green 
boxes, increasing BPs are shown in red and decreasing ones in blue. When looking at a viseme 
such as ‘hands move apart’ (figure 4.8(a)), the majority of the BP classifiers show increasing 
moments, which is what would be expected, as the eccentricity of the moments is likely to
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Figure 4.8: Boosted temporal moments BP and additive Sig classifiers 
The moment vectors are stacked one frame ahead of another. The green boxes show where an 
additive classifier has been chosen, a blue line shows a decreasing moment value and a red
line an increasing value.
increase as the hands move apart. Conversely, for ‘hands move together’ (figure 4.8(b)), most 
of the BPs are decreasing.
Since some Sig visemes occur more quickly than others, the boosted classifiers are not all 
constrained to being equal in temporal length. Instead, an optimal length is chosen over the 
training set for each individual viseme. Several different length classifiers are boosted starting 
at 6 frames long, increasing in steps of 2 and finishing at 26 frames long. Training classifica­
tion results are then found for each viseme and the best length chosen to create a final set of 
classifiers, of various lengths suited to the visemes being classified.
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4.4 Stage I Results - Tracked Viseme Classifiers
For tlie tracked classifiers, six different types of classifiers were tested for the tliree different 
viseme types. For Ha visemes, there are two possible classifiers; those which make a bi- 
naiy comparison on the x and y positions of the hands, and those described in more detail in 
section 4.2,3, where tlie magnitude of the difference is taken into account. For Tab, the two 
classifiers tested are based on the labelling, the first uses tlie labels independently, the second 
implements the hieraichical structures described in section 4.2.1. The Sig viseme classifiers 
were tested with both the standard labels and the revised component labels.
Classifiers are trained on visemes from four out of ten available signs, then tested on tlie 
visemes from the remaining six. The results are displayed as confusion matrices, due to tlie 
low number of training examples for some of the visemes, these are calculated using the sim­
ple scaling expressed in equation 3.18 and not the likelihood versions discussed in the previous 
chapter.
First is the comparison between the results of the binary compaiison Ha classifiers shown 
in table 4.6 and the comparators which take the magnitude into account shown in table 4.7. 
The former manage a good response with a mean true-positive rate of 83.46% achieving a 
maximum 96.43%. The classifiers which include magnitude manage better on all labels but 
one, with a true-positive mean of 92.30%, 9 Percentage Point (pp) better than the previous 
results. The magnitude compaiators also result in a more consistent classifier with a Standard 
Deviation (Std Dev) half that of tlie binary comparison classifiers.
Next, the tracked Tab classifiers are examined with tlie original labels, see table 4.8, the mean 
true positive classification rate is poor, achieving only 46.95% with some classifiers getting 
0%. Notably where it fails to distinguish between ‘upper_arni* and ‘lower_arm’. Moving 
to the hierarchical label system, see table 4.9, the first tiling to note is that confusions aie 
only considered between labels of the same level (e.g. ‘face’ is compared to ‘arm’ but not to 
‘faceJower’ or ‘arm_upper’). This is because the data for some of the lower levels is used as 
positive training data for the higher labels, so a direct comparison cannot be made with the non- 
hierarchical labels due to the changes in the way the confusion matrices need to be consti ucted. 
However, when using these labels, in tlie confusion matrix (table 4.9), the mean true-positive 
rate is 79.84%, 33pp higher than the non-hierarchical version. There is also a reduction of lOpp
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1 i ! 1 1 1 1
left.up 82.1% 7.8% 7.3% 0.4% 0.0% 0.0% 0.0%
right_up 0.0% 67.8% 0.0% 1.6% 0.0% 0.0% 0.0%
side_by_side 14.3% 13.0% 91.0% 8.5% 0.0% 0.0% 2.6%
contact 2.4% 8.7% 1.1% 81.5% 4.2% 3.6% 21.1%
leftjiearer 1.2% 0.0% 0.0% 3.2% 91.7% 0.0% 2d%
rightjiearer 0.0% 2.6% 0.0% 2.8% 4.2% 96.4% 0.0%
interlink 0.0% 0.0% 0.6% 2.0% 0.0% 0.0% 73.7%
Table 4,6: Confusion matrix of Ha tracking based classifiers 
Diagonal Mean : 83.5%, Max : 96.4%, Min : 67.8%, Std Dev : 10,3pp
Î 1 Î 1 i 1 1
left_up 87.2% 0.0% 3.6% 0.4% 0.0% 0.0% 0.0%
right.up 1.2% 93.9% 1.5% 1.5% 0.0% 0.0% 0.0%
side_byjside 9.3% 3.1% 93.9% 5.2% 0.0% 0,0% 3.5%
contact 1.2% 1.0% 1.0% 87.1% 0.0% 12.5% 0.0%
leftjiearer 0.0% 0.0% 0.0% 1.8% 100.0% 0.0% 0.0%
rightjiearer 0.0% 2.0% 0.0% 1.8% 0.0% 87.5% 0.0%
interlink 1.2% 0.0% 0.0% 2.2% 0.0% 0.0% 96.6%
Table 4.7: Confusion matrix of HaM. tracking based classifiers 
Diagonal Mean : 92.3%, Max : 100%, Min : 87.1%, Std Dev : 5.1pp
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in the Std Dev suggesting that this again gives a more consistent classifier.
I 1
i
1
1
1 1 1
1
t 1 1 1 S11
1
1 11 1
nose 39 2 0 0 10 0 0 3 0 0 0 0 1 0 0
chest 0 80 0 14 8 6 0 0 0 1 5 8 12 80 0
under chin 0 1 72 0 10 0 0 0 0 0 0 0 0 7 0
upper chest 0 3 0 75 0 0 0 0 0 12 0 6 0 0 0
mouth 5 1 0 1 30 0 0 37 13 21 15 8 18 2 0
lower arm 0 4 0 0 0 85 0 0 0 0 0 0 0 0 100
upper face 4 4 7 0 1 8 71 0 4 1 20 0 6 0 0
cheek 0 0 0 0 12 0 0 30 11 0 0 0 1 2 0
eyes 51 0 2 0 19 0 0 8 25 0 0 0 4 0 0
face 0 1 0 0 1 0 15 4 25 47 12 0 2 0 0
ear 0 0 0 0 0 0 14 17 23 1 30 4 3 0 0
right shoulder 0 0 0 10 0 0 0 0 0 17 14 69 0 0 0
lower face 1 3 19 0 10 1 0 1 0 0 5 3 53 9 0
right chest 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
upper arm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 4.8: Confusion matrix of Tab tracking based classifiers 
Diagonal Mean : 46.95%, Max : 84.99%, Min : 0%, Std Dev : 27.90pp
The two versions of tracked Sig classifiers, like the previous tracked Tab classifiers, are based 
solely on a change in the way tlie training labels are used. The difference between the Sig 
classifiers and the other viseme classifiers, is that the Sig classifiers are boosted across more 
than one frame, so the training data is used not only to create the classifiers but also to choose 
the length of the chosen strong classifier.
Confusion matrices are calculated for each possible length, the diagonals are graphed and 
shown in figures 4.9 and 4.10. As can be seen, the change in length causes changes in the 
true-positive result for that classifier. The changes are not the same for each viseme, but in­
stead are dependent on which viseme is being classified. From figure 4.9, visemes such as 
‘D_up’ work better given a mid-length classifier, with performance dropping when tlie classi­
fier is too short or too long. Whereas ‘B_up’ deteriorates as the classifier length is increased. 
Table 4.10 shows the results from the training and testing in more detail. It gives a training
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Figure 4.9: The results of the Sig tracking based classifiers over all lengths.
The values are taken from the diagonals of test confusion matrices, built for each length of 
classifier. The values in the table are therefore the true-positive classification rates for each 
viseme over different length classifiers tested on unseen data.
true-positive rate of 62%, which is substantially higher than the test average of 48% achieved 
when using the training derived lengths. However, the test average of chosen lengths still out­
performs the test average across all sizes which is 46%. This suggests there is value in using 
the training data to select the length of the classifier. The best classifiers that could be achieved 
from the test data would be 53% which implies that the system would benefit from using a 
separate verification data set to choose the classifier lengths.
The outcome is similar when examining the results for the new component based labels in 
table 4.11. The best training lengths give an average of 79% which is an increase of 17pp 
over the non component based training system. This is reflected in the results when using the 
training lengths on the test data, where a 53% level is attained, a 5pp increase on the previous 
result. Again, the data suggests that a verification set would have improved the results, but the 
difference in this case is less significant, with a possible gain of only 3pp to 56%.
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Figure 4.10: The results of the SigC tracking based classifiers over all lengths.
The values are taken from the diagonals of test confusion matrices, built for each length of 
classifier. The values in the table are therefore the true-positive classification rates for each 
viseme over different length classifiers tested on unseen data.
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Label
1
Î
!1
ë
!
1f 1 11
B_apait 97% 8 81% 78% 84%
B _circle_together_down_alt 0% 6 0% 0% 0%
B_circle_togetlier_towards 0% 8 0% 0% 0%
B_down 78% 16 67% 69% 72%
B-together 88% 20 66% 63% 68%
B -towai'dsaway _alt 94% 18 44% 48% 54%
B_up 80% 6 72% 50% 72%
B-updown 93% 18 87% 83% 87%
B_updown_alt 0% 22 0% 0% 0%
D-away 75% 16 46% 44% 48%
D_away_down 0% 24 0% 0% 0%
D_circleJeft_down 100% 18 95% 89% 95%
D_circleJeft_towards 100% 16 98% 88% 98%
D_down 77% 24 74% 75% 78%
D_down_away 0% 24 0% 0% 0%
DJeft 63% 20 61% 57% 66%
Djiight 33% 20 28% 25% 39%
D^idetoside 77% 24 33% 39% 51%
D_tap 44% 10 39% 30% 41%
D-towards 100% 24 51% 67% 81%
D_towardsaway 76% 16 48% 50% 60%
D_up 96% 8 90% 82% 90%
D-wrist_towaidsaway 64% 8 34% 23% 42%
Mean 62% 16.7 48% 46% 53%
Std Dev 38% 7,0 33% 31% 33%
Table 4.10: Results of Sig tracking based classifiers 
The first column shows the maximum training classification achieved, the second the optimal 
length indicated by the training data, the third shows the results achieved using this length. 
The fourtli column shows the test average over all lengths and the fifth column shows the 
maximum that was achieved over all test lengths.
82 Chapter 4. Viseme Level Recognition o f Sign
Label
11ë ÎÎ
1i! 11 11
B .apart 98% 6 74% 50% 74%
B .circle Jogether_down_alt 69% 22 41% 40% 41%
B .circle.together.towards 82% 12 49% 44% 49%
B-down 63% 6 53% 56% 59%
B .together 82% 12 52% 55% 62%
B _towards.away.alt 92% 6 45% 38% 45%
B.up 91% 6 71% 67% 75%
B.up.down 100% 16 93% 94% 96%
B.up_down_alt 100% 8 97% 88% 97%
D_away 58% 16 36% 35% 37%
D_away_down 67% 26 28% 24% 28%
D.circleJeft.down 83% 14 84% 60% 84%
D_circleJeft.towards 100% 16 98% 99% 100%
D.down 44% 24 40% 39% 42%
D.down_away 46% 16 20% 17% 20%
DJeft 90% 26 48% 48% 58%
DJeftJ-ight 93% 14 51% 48% 55%
Dj-ight 48% 16 27% 27% 30%
D.tap 67% 6 24% 16% 24%
D.towards 87% 10 26% 25% 27%
D_towards_away 91% 6 37% 32% 37%
D_twistwrist.towards_away 81% 10 58% 52% 68%
D.up 88% 6 74% 59% 74%
Mean 79% 13.0 53% 48% 56%
Std Dev 18% 6.7 24% 23% 24%
Table 4.11: Results of SigC tracking based classifiers using exclusive labels 
The first column shows the maximum training classification achieved, the second the optimal 
length indicated by the training data, the third shows the results achieved using this length. 
The fourth column shows the test average over all lengths and the fifth column shows the 
maximum that was achieved over all test lengths.
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Î I f 1 i 1 Î
left.up 67,3% 8.8% 8.8% 18.9% 0.0% 10.0% 0.0%
riglit_up 1.8% 57,4% 4.8% 27.7% 0.0% 0.0% 0.0%
side_byjside 7.3% 7.4% 84.8% 45.0% 6.9% 5.0% 2.6%
contact 21.8% 14.9% 1.6% 1,7% 27.6% 15.0% 46.2%
leftjiearer 1.8% 9.5% 0.0% 3.8% 65.5% 0.0% 0.0%
rightjiearer 0.0% 1.4% 0.0% 2.9% 0.0% 70.0% 0.0%
interlink 0.0% 0.7% 0.0% 0.0% 0.0% 0.0% 51.3%
Table 4.12: Confusion matrix of Ha appearance based classifiers 
Diagonal Mean : 56.9%, Max : 84.8%, Min : 1.7%, Std Dev : 26.5pp
4.5 Stage I Results - Appearance Based Viseme Classifiers
As before, these tests are concerned with the viseme level classification rates. For the appear­
ance based classifiers there ar e only three types of classifiers to be tested at the viseme level, 
one for each type of viseme. Corapaiing these to the results of tlie classifiers learnt on tracking 
data, the Ha classifiers perform worse, table 4.12, giving an average of only 56.86% com­
pared to 92.30% from the tracked data. This poor average is pulled down by one very poorly 
perfoiming classifier, ‘contact’ which only achieves 1.68%.
The Tab classifiers also result in lower classification rates, table 4.13, giving a true-positive 
average of 48.86%, this is poor in comparison to the 79.84% acheived by the classifiers tiained 
on the tracked data. The main cause of this is the difficulty the classifiers tend to have in 
distinguishing between different parts of the face. If the face regions are removed, then the 
tme positive rate increases to 70.27%. This result is explained by considering the method of 
extracting the hands, looking at the grid in figure 4.6(a), it can be seen that there are only four 
boxes covering the face and as such there is not enough resolution to be able to distinguish 
between the different regions of the face.
The Sig classifiers aie tested in tlie same way as in section 4.4. The Sig classifiers trained on 
appeaiance data outperform those built using tiacking data. From table 4.14, while the aver­
age training classification rate is 78%, Ipp less than the rate achieved by the classifiers using
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Figure 4.11: The results of the Sig appearance based classifiers over all lengths.
The values are taken from the diagonals of test confusion matrices, built for each length of 
classifier. The values in the table are therefore the true-positive classification rates for each 
viseme over different length classifiers tested on unseen data.
tracked data. The results when using the chosen lengths on the test data give 55% compared 
to 53% from the tracking results. The improvement is more significant when comparing the 
possible gains from using a verification set to choose the classifier lengths, giving results of 
68% compared to 56% in the previous section. Also notable is the difference when comparing 
the various length classifiers, see figure 4.11, the changes are more pronounced than with the 
classifiers learnt from tracking. This is demonstrated by the performance of ‘D.away’, which 
drops sharply when the classifiers are too long or too short. ‘D_circle Jeft_down’ shows a sim­
ilar drop when the classifier length is too long. Overall, the classifiers built on appearance 
data offer gains in viseme classification for Sig but are outperformed by the classifiers built on 
tracked data for Tab and Ha.
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Label
11 !Î
IIÎ Î1 11
B .apart 62% 10 42% 48% 59%
B_circle_together_down_alt 77% ■ 6 22% 17% 22%
B_circle.together_towards 69% 18 57% 50% 74%
B-down 61% 14 72% 57% 85%
B-together 64% 26 47% 48% 51%
B -towardsaway-alt 74% 14 54% 38% 54%
B-up 93% 12 72% 72% 82%
B-updown 80% 26 27% 31% 43%
B-updown_alt 42% 22 81% 82% 98%
D_away 93% 14 55% 69% 100%
D-away-down 47% 22 69% 65% 73%
D-circleJeft_down 79% 6 94% 59% 97%
D-circleJeft-towards 58% 24 36% 40% 48%
D-down 90% 26 50% 53% 81%
D_down_away 75% 24 100% 93% 100%
D-sidetoside 71% 6 50% 28% 50%
D-tap 100% 8 34% 26% 40%
D-towards 100% 14 26% 44% 57%
D-towardsaway 100% 24 39% 37% 58%
D-up 100% 8 71% 64% 77%
D-wrist-towardsaway 100% 18 56% 61% 80%
Mean 78% 16 55% 51% 68%
Std Dev 18% 7.3 22% 19% 22%
Table 4.14: Results of Sig appearance based classifiers 
The first column shows the maximum training classification achieved, the second the optimal 
length indicated by the training data, the third shows the results achieved using this length. 
The fourth column shows the test average over all lengths and the fifth column shows the 
maximum that was achieved over all test lengths.
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4.6 Stage II - Word Level Learning
4.6.1 Markov Chains
The boosted viseme classifiers are combined to create a binary feature vector, which is fed into 
a second stage classifier, the same as that used in Kadir et al.’s work [20]. In order to represent 
the temporal transitions which are indicative of a sign, a 1st order assumption is made and a 
Markov chain is constructed for each word in the lexicon. An ergodic model is used and a 
Look Up Table (LUT) used to maintain as little of the chain as is required. Code entries not 
contained within the LUT are assigned a nominal probability. This is done to avoid otherwise 
correct chains being assigned zero probabilities. The result is a sparse state transition matrix, 
for each word w giving a classification bank of Markov chains.
During classification, the model bank is applied to incoming data in a similar fashion to HMMs. 
The objective is to calculate the chain which best describes the incoming data i.e. has the 
highest probability that it produced the observation sequence s. Symbols are found in the 
symbol LUT using an LI distance on the binary vectors. The probability of a model matching 
the observation sequence is calculated as jP(w|a) =  v  H t^ i where I is the length
of the word in tlie test sequence and v  is the prior probability of a chain starting in any one of 
its states, as in [20] v  is set to 1.
4.7 Stage II Results
Having analysed the individual performance of the viseme level classifiers, results are now 
shown for combined performance. The optimal solution is not necessarily found by combining 
the best classifier from each viseme type together. The Maikov chain approach is not robust 
to noisy inputs, it also works best when there is little to no redundancy in the incoming data. 
The best combination will be that which uses complementary viseme classifiers; those which 
encode different aspects of the data. All combinations of the classifiers are investigated, first the 
tracked, followed by the appearance based and finally combining tlie two types of classifiers. 
The second stage classifier is trained on tlie previously used four training examples plus one 
other, giving five training examples per sign. The results aie acquired from the five unseen
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examples of each of the 164 signs. This is done for all six possible combinations of training/test 
data.
4.7.1 Tracked Per Viseme Classifiers
This section deals with the results of the viseme classifiers, trained on tracked data, then com­
bined individually with the second stage to recognise signs. The results of this are shown in 
table 4.15. While none of the classifiers gives good classification at the sign level, this is to be 
expected since distinguishing between signs using a single viseme type ignores the majority of 
the complementary information inherent in the other visemes. What can be extrapolated from 
these results is the ability to discriminate at the sign level and therefore which classifiers are 
likely candidates for combination.
Stage 1 Classifier Ha HaM Sig SigC Tab TabH
Mean 
Minimum 
Maximum 
Std. Deviation
14.6%
13.9%
15.3%
0.4
26.8%
24.4%
28.5%
1.3
32.7%
31.5%
33.8%
0.8
12.4%
11.8%
13.4%
0.9
28.8%
27.6%
30.4%
0.6
36.3%
33.8%
38.9%
1.6
Table 4.15: Classification performance of stage one tracking based classifiers 
Using viseme level classifiers individually with Stage 2 Classification trained on 5 examples.
Ha uses binary comparisons between values, whereas HaM uses the magnitude of the 
difference between values. Tab is before taking into account the hierarchical structure of this 
viseme class TablA includes this data. SigC uses the component based labels whereas Sig use
the standard labels.
The most notable difference is between the two types of Sig classifiers. Classifiers trained on 
the original labels give 32.7%, introducing the component labelling does not give the expected 
gains, instead it reduces the rate to 12.4%. This is not a reflection of the viseme level clas­
sification rates, which suggests that while the classifiers can distinguish between the visemes 
when they are competing for an example, they are less effective when they are not required to 
be mutually exclusive.
Ha classifiers which are binary and those which use magnitude show a marked difference; the 
latter giving a classification rate nearly double that of the former. This is due to the fact that
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when the classifier is training for ‘handsJevel’, it is unlikely that the y co-ordinates of the hands 
are exactly equal. However, it is probable that they ar e within a certain range of each other, this 
can be expressed using magnitudes. Likewise, the likelihood that the x and y positions would 
be equal if the hands are in contact is extiemely low, while a threshold distance allows more 
flexibility in the description.
When considering the positional visemes, it can be seen tliat the hierarchical structure adds 
benefit for the Tab classifier, raising the classification rates by 7.5pp from 28.8% to 36.3%. The 
classifier remained the same but the labels of the data were altered. Therefore there is benefit to 
using training labels in a non-naïve manner. Unlike the SigC component based system, which 
tended to reduce the tiaining set size due to overlaps, the Tab data offers a more hierarchical 
stmcture; the resulting training sets remain laige enough to be effective. This difference in 
training set size is twofold. There are also multiple Tab examples (frames) per sign, whereas a 
sign will only contain one, possibly two, examples of a Sig viseme.
4.7.2 Tracked Combined Viseme Classifiers
In this case, the best performing combination is that which combines the three best performing 
tracking based viseme classifiers, as shown in the last column of table 4.16, getting 63%. For 
comparison purposes, also shown are the results from swapping in tlie alternate Ha, Tab or Sig 
classifiers with the other best performing classifier of each type.
The biggest gain for the individual classifiers was between SigC and Sig, yet this difference 
does not translate into an equivalent large performance gain when combined with the other 
classifiers, advancing only 7.5pp as opposed to 20.3pp in the individual performance. This 
suggests that the Sig classifiers contain redundant information, already covered by Ha or Tab. 
When looking at the difference between Ha and HaM, a gain of 12.2pp in the individual clas­
sifier tianslates to a perfonnance gain of 27.3pp in the combined classifier. The HaM classifier 
works well in combination with the other classifiers, complementing them to give an added 
performance boost. The smallest gain is achieved by using the hierarchical Tab classifiers, giv­
ing only 2.4pp, which is a reflection of the relatively modest individual classifier performance 
improvement of 7.5pp.
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Stage 1 Classifier
Ha
TabH
Sig
HaM
Tab
Sig
HaM
TabH
SigC
HaM
TabH
Sig
Mean 
Minimum 
Maximum 
Std. Deviation
35.7%
33.9%
36.6%
0.8
60.6%
57.7%
62.4%
1.6
55.5%
52.7%
57.1%
1.4
63.0%
61.2%
65.1%
1.3
Table 4.16: Classification performance of tracked two stage classifier 
Using tracked viseme level classifiers, combined together by Stage 2 Classification, trained on 
five examples. Ha uses binary comparisons between values, whereas HaM. uses the magnitude 
of the difference between values. Tab does not use the hierarchical structure of this viseme 
class, TabYi includes this structure. SigC uses the component based labels whereas Sig use the
standard labels.
4.7.3 Appearance Based Per Viseme Classifiers
In this section the appearance based classifier responses are combined individually with the 
second stage classifier, for word level classification. The results from the classifiers built using 
appearance data compare well with results from classifiers built using tracked data. The results 
for each type are shown in table 4.17.
Stage 1 Classifier Ha Tab TabC Sig
Mean 33.2% 77.4% 31.7% 29.4%
Minimum 31.6% 72.2% 30.7% 28.2%
Maximum 35.0% 80.0% 32.2% 30.5%
Std. Deviation 0.9 2.3 0.4 0,6
Table 4.17: Classification performance of stage one appearance based classifiers 
Using viseme level classifiers individually with Stage 2 Classification trained on 5 examples. 
Tab is the raw vector from the grid and TabC is the trained classifier
Whereas the best that classifiers based upon tracking could provide for the Ha visemes was 
26.8%, the appearance based Ha classifiers reach 33.2%. Given the previous viseme classifier 
results, it suggests that tlie classifiers built using appearance information encode more than 
just information relating to Ha. When considering Sig, the tracking classifiers managed 32.7% 
where appearance succeeded only 29.4% of the time. What is important to note, is the reia-
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tively small loss associated with moving from accurate hand ti'acked positions for Tab giving 
36.3% to the much coarser grid based classifiers giving 31.7%. In fact, the coarse grid repre­
sentation, when combined individually with the Markov chain, on a relatively simple data set, 
out performs the other methods significantly. This is because the data set, while the largest BSL 
set available, is small and highly constrained, thus allowing tlie Maikov chain to gamer enough 
data from the grid vectors to learn the signs. It is unlikely that this method would generalise 
well to a bigger data set, with more signs and fewer constraints. It should also be noted that the 
vector is of length 80, in compaiison with the trained Tab classifiers of which there are only 
18. In general, tlie appearance based methods encode nearly as much, and on occasion more 
information than the tracked data without the need for complex tiacking.
4.7.4 Appearance Based Combined Viseme Classifiers
Using appeaiance based classifiers, there are only two combinations to be considered, that 
which uses the Tab classifiers and that which uses the raw results from the Tab grid. These 
results are shown in table 4.18. Whilst the raw grid offered good results at the individual 
stage, more than doubling the recognition rate, it does not offer the same boost in the combined 
system, giving only a 1.7pp perfoimiance increase. In addition, using the raw grid increases 
the size of the combined viseme vector to 108 in place of 45, which in turn increases the 
possible states and transitions in the second stage classifier and therefore the time taken to train 
or classify a sign. Also shown in table 4.18 aie the results from Kadir et al. [20]. As can be 
seen, the appearance based classifiers learnt from the data are compai able to the hard coded 
classifiers used on perfectly tracked data. The perfonnance drops by only 6.6pp, whilst giving 
the advantage of not needing the high quality tracking system.
In order to visually demonstrate the viseme level classifiers being used with the second stage 
classifier, a video was created. This video has the original input on the left and down the right 
hand side it shows the viseme classifiers in a vector format, firing on a frame by frame basis. A 
frame fr om tliis video is shown in figiue 4.12, the previous frames show repetitions of tlie sign 
‘Box’. As can be seen there is a pattern in the vector which repeats each time the sign is made. 
It is this repetition which the second stage classifier is using to detect signs.
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Stage 1 Classifier
Ha
TabC
Sig
Ha
Tab
Sig
Kadir 
et al. 
[20]
Mean 72.6% 74.3% 79.2%
Minimum 68.7% 69.8% 76.1%
Maximum 74.3% 77.2% 82.4%
Std. Deviation 1.5 2.2 2.1
Table 4.18; Classification performance of the appearance based two-stage detector 
Using the appearance based viseme classifiers, Tab is the raw vector from the grid and TabC is 
the trained classifier. Kadir et al. [20] results are included for comparison purposes.
Figure 4.12: Repetition of the appearance based viseme classifier vector 
The band down the right hand side of the frame shows the viseme level classifier firing 
patterns for the last 288 frames, the vector for the most recent frame is at the bottom. The 
previous video during the 288 frames shows four repetitions of the sign ‘Box’.
4.7.5 Tracked and Appearance Based Combined Viseme Classifiers
Since the combined classifiers work best when the encoded information is complementary, 
a logical question to ask. is how the two types of viseme classifiers work when combined 
with each other. For this, the best performing classifiers were taken from the tracked viseme 
classifier set and combined with the appearance based viseme classifiers as shown in table 4.19. 
The best result is from the combination of the appearance based classifiers for Ha and Tab with
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the tracking based classifier for Sig. However, this combination only manages a performance 
score of 70.7% which is 1.9pp behind the appearance based viseme classifiers on their own. 
Suggesting that while tlie tracked classifiers can compete individually with the appeaiance 
based ones, they do not encode enough exclusive information to be able to replace them. Of 
the six tests run, three performed better than the best tracking based classifier combination. 
All tliree replaced the Ha classifier, altliough tlie tracking data is more accurate, it is actually 
performed at a sub-sampled size and is therefore a coarse representation. Additionally, the 
moments encode much more than just the hand positions, they also encode the shapes created 
by the hands.
Stage 1 Classifier
TH aU
TTabn
ASig
THaM
ATabC
TSig
THflM
ATabC
ASig
AHa
TTabR
ASig
AHa
ATabC
TSig
AHa
TTabH
TSig
Mean
Min
Max
Std. Deviation
56.9%
55.2%
58.2%
1.0
58.8%
53.7%
61.7%
2.5
58.4%
55.9%
60.4%
1.5
66.7%
64.3%
67.6%
1.2
70.7%
67.7%
72.3%
1.6
69.2%
66.1%
71.1%
1.7
Table 4.19: Classification performance of combined two stage classifier 
Using tracked(T) and appearance(A) based viseme level classifiers, combined together by the 
Stage 2 Classification, trained on five examples. THaM uses the magnitude of the difference 
between tiacked values. TTabU is the tracking Tab classifier including the liierarchical 
stmcture of the data. TSig is the tracked Sig classifier using the standard labels. AHa is the 
moments based classifier. ATab is the learnt Tab classifier based on the appearance grid. ASig 
is tlie temporal moments appearance based classifier.
4.8 Conclusions
This chapter has concentrated on scalability to lexicon size, improved by moving away from 
the sign detection approach of Chapter 3, to a viseme representation. Tests were conducted 
using boosting to learn three types of visemes, based both on tracking results and appearance 
features, which are then combined with a second stage classifier to learn word level signs. The 
viseme types chosen are taken from the BSL Dictionary of sign [1] and were the position of 
the sign; Tab, the motion of the sign; Sig, and the hand arrangement during the sign; Ha.
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The tracking based classifiers look for increments and decrements in x and y values to describe 
the Sig aspect of a sign, grid localisation to describe the Tab and magnitude comparisons to 
describe the Ha. It was shown that while tracking can offer good locations for the hand posi­
tions, this is not necessarily the only, or best way to approach viseme recognition. The learnt 
classifiers from the tracked data were less able to distinguish between signs, either individually 
or as a group, than the appearance based classifiers. This is due to the fact that the tracking data 
only encodes information about the positions of the hands, nothing about the shape. However, 
it is likely that the tracking will generalise across different signers better than appearance based 
methods.
The proposed appearance based classifiers use a simple grid system to classify the Tab of a 
sign, moments of a segmented image to describe the Ha and temporally concatenated moments 
to describe the Sig. Encoding more information than the tracking classifiers, these outperform 
those learnt on the hand positions and are comparable with the hard coded, tracked classifiers 
of previous work [20], which also used tracking, but at a higher resolution and bolstered by 
the use of coloured gloves. The appearance based classifiers are also more robust to noise and 
poor quality data, since they are not trying to track the hands across frames. They have the 
advantage of being quicker to calculate and evaluate than the tracking process, making them a 
more suitable solution for real time systems.
It is likely that more than just Ha or Sig information is being encoded by the moments, in this 
data set there are not always enough examples to fully separate each viseme type. The data set 
is few in repetitions, with only 4 per sign for training the viseme level classifiers and only an 
additional example per sign to give five examples to train the Markov chain. It is also lacking 
in the number of signs it contains, having only 164 signs, which is insufficient to fully represent 
all the visemes for which classifiers should be learnt. However, there is currently no other data 
set which has viseme labelling at the temporal level, with which to better train the classifiers. 
It is for this reason that future work should investigate other sources of data whilst continuing 
to use a sub-sign representation allowing large lexicons to be tackled effectively.
Chapter 5
Weakly Supervised Learning for Sign 
Detection
As has been noted in previous chapters, the lack of accurately labelled data available for SLR 
is one of the main hurdles to the field. Tlie majority of data sets contain non-co-articulated 
sign or short sentences. Recently, this has been supplemented with the Boston NCSLGR data 
set [31] containing 15 short stories signed by native ASL signers. Nevertheless, video sign 
corpora aie scarce and creating new data sets is non-trivial; the subjects should be native signers 
and hand labelling has to be completed by someone competent in the language. As such, the 
biggest cost associated with building data sets of the required type, is not the acquisition, but 
the annotation to a desired level. It is estimated that for every minute of sign language data 
acquired, a further 180 minutes of time need to be allotted for annotation in The Hamburg 
Notation System (HamNoSys) [119]. HamNoSys annotates at a sub sign unit similar to the Ha, 
Tab, Sig, Dez and Ori annotation of BSL. However, HamNoSys annotation does not cmrently 
offer time information about beginning and end of a sign sub-unit. Including such temporal 
information would add even greater demands when creating a data set, yet for efficient training 
of sub-unit classifiers, it is usually required to have temporally segmented examples.
In the UK, there is a plentiful source of natural signing data broadcast by the British Broadcast­
ing Corporation (BBC) as part of their accessibility commitments in their charter. It consists 
of a wide range of standard television programs, with an inset native signer translating the con­
tents into sign language. Full subtitle data is also included as pai t of this stream, which offers
95
96 Chapter 5. Weakly Supervised Learning for Sign Detection
a near perfect annotation of what is being said in the program. This chapter proposes that the 
link between what is written in the subtitles and what is being signed is strong enough that it 
should be possible to use machine learning to provide automatic labelling.
While this sounds straight forward, it is the ultimate ‘needle in a haystack’ problem. With 
several sections of video, each thought to contain a similar sign, the task is to locate that sign 
in the video sequences. However, there is no prior knowledge as to the appearance of the sign. 
As such, in the proverbial haystack, the search is for a specific shaped piece of hay with no 
knowledge of its appearance. The only constraint being that it should be commonly occurring 
in each haystack. This is a formulation of word spotting, finding and locating a known sign 
within a selection of videos. This task becomes more complex when the data available is 
examined. In figure 5.1(a) is shown a section of subtitles with the corresponding sign gloss, of 
the 23 words present in the subtitles, only 7 are present in the sign gloss. Figure 5.1(b) shows 
alignment for a single word/sign combination across the video. While the word is present 
18 times in the subtitles, there are only 14 sign occurrences. In two cases, the sign is over 
200 frames away from the reference subtitle. As can be seen, the word order and grammar 
differ between English and sign, which results in the correlation being weak, there is rarely full 
alignment. This is to be expected when one considers that the subtitles paraphrase the audio 
content while the sign is a translation of that content. The region around a subtitle may contain 
a sign, several instances of it or none at all. Though the correlation is strong enough that there 
are similarities in signs over several subtitle examples, it presents a difficult challenge to any 
learning algorithm. The problem is no longer word spotting but word alignment similar to text 
based translation. Examples of the footage are shown in figure 5.2; the signer is not abstracted 
as in the work by Farhardi and Forsyth [105], instead it is over laid on the program.
The proposed approach consists of several different stages as shown in figure 5.3. In the first 
instance, features are extracted from the video in order to describe the contents, these features 
are then clustered to obtain quantized descriptions for each frame. Temporally concatenating 
these descriptions creates bi-frame and tri-frame features similar to bi-grams used in speech 
recognition. Using these features, the similar sections of each video block can be mined using 
a transaction rule mining technique as presented in section 5.1.1 and the responses from this are 
used to show where a sign is likely to be located. When using this method for word spotting, 
the parameters required for mining can be experimentally chosen without difficulty. However,
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Figure 5.2: Example of a frame from the BBC broadcast data 
Note the small size of the signer in relation to the frame size, also note that while part of the 
background is constant the rest varies with the accompanying program.
when the problem is extended to weakly supervised learning from subtitles, the parameter 
selection becomes more difficult due to the lack of prior knowledge about the data. The solution 
proposed runs the mining at a series of parameters, combines the results using mean shift to 
give new potential sign positions, before iteratively refining in the temporal domain to give 
more definitive results. The mining uses both positive examples found from the subtitles and 
some contextually chosen negatives to aid in removing frequently-appearing non-target signs.
Section 5.1 explains the novel learning method implemented to find the co-occurring features 
across examples and section 5.2 describes how responses from the learning algorithm are com­
bined and iterated to locate the target sign. Due to the noisy nature of the data, contextual 
negatives are proposed and these are introduced in section 5.3. Section 5.4 covers the three 
different types of features used to describe signs; firstly the appearance based classifiers learnt 
in Chapter 4 are trialled, following this, Spatio-Temporal Interest Point (STIP) in the form of 
Hes-STIP features are investigated and finally tracking based features are used. Results of both 
word spotting and automatic learning are shown in section 5.5.
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Figure 5.3; Data mining system overview 
The subtitles relating to the target sign are extracted, these are also used to find contextual 
negatives. Various types of feature extraction are explored, each is converted into a symbol set 
via clustering. The symbols from the chosen positive and negative examples are then used in 
an iterative mining solution to locate the target sign.
5.1 Data Mining
Machine learning techniques are often employed over large quantities of data. Data mining is a 
branch of machine learning which has devoted itself to working with these large data sets. Item 
set / association rule learning - finds relationships between variables in example data. This 
was originally designed for profiling practices such as marketing; e.g. a supermarket might 
record data about what customers buy and then mine association rules to see which products 
are commonly bought in tandem. While association rule mining has seen relatively little use in 
the vision community, in this section it will be adapted for use as an efficient learning algorithm 
for vision problems.
5.1.1 Apriori Mining
Introduced to the data mining community in the early 1990’s by Agrawal et al. [97, 120] the 
Apriori mining technique can be used to return an exhaustive set of itemsets occurring in the 
transactions of a data set. As the name suggests, the Apriori algorithm uses the priors of 
frequent itemsets to efficiently calculate larger sets which meet a given criteria. This criteria is
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defined as the support of an itemset X ,  which is P {X ).
Given a data set D  containing numerous transactions of items, Q i, Q2, Qs • • • Qat. the support, 
5 (X ), is defined as:
<S(X) =  P {X ) = g _  [0  ^1) (5.1)
For example, given the set of transactions {a, b, e}{a, b}{a, b, d, e}{6, c, d}{a, c, e} the support 
of the set {a, b}, which appears in 3 of the 5 transactions in the data set, would be 3/5 or 0.6. 
This calculation is trivial in such a small data set but as the size of the data set increases, so a 
method needs to be applied to reduce the computation.
The Apriori algorithm uses the a priori property of sets to work in an iterative fashion. Itemsets 
consist of combinations of items, from the set of all possible items F. The a priori property 
of sets states that all non-empty subsets of a frequent set must also be frequent, i.e. if an 
itemset X  does not meet the minimum support, then for any item t G F, the new set X  U t 
cannot meet the support requirement either. Using this property, itemsets of size n  are used 
to explore item sets of size n +  1, The first step is to find all itemsets of size 1 which meet 
the support requirement, these are members of the set L i. To find the set of itemsets of size 
2, L2, a set of candidate itemsets of size 2, C2 , is generated by combining L± with itself. Le. 
C2  =  G L u j  € L \)  or C2  =  (^ i x L \). In general, to create Cn then L n -i  is joined
with the original set L \ i.e. Cn = X  e  {Ln-i x L{). This generates all the possible itemsets 
of size n  which might meet the minimum support criteria Smin- The Candidate set On is then 
checked, and itemsets which do not meet the support criteria are eliminated, giving i.e. 
Ln =  '^xeCn^{X) >Smin This process continues while n continues to grow until the point 
when Ln = 0 .  The pseudo code for this is shown in algorithm 3.
Following on from itemset mining is transaction rule mining, these imply connections between 
itemsets. In their most basic form they are a set of items (the antecedent) implying another 
item (the consequent), e.g. a <= b, c, d. They are generated in a similar way to the original 
itemsets. Mining can return all rules which meet the support, or only those with certain items 
in the consequent or antecedent. With transaction rules there is introduced another definition 
of support. In the first instance there is the full support, similar to the original definition, 
5(A  ^  B ) = S {A U  B) but some implementations also use the support of the antecedent
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input ; D  the Dataset of transactions, Smin the minimum support value 
output: The item sets which meet the minimum support value Smin
L i 4-  items present in more than Smin transactions.; 
n  2;
while Ln 7^  0 do
//New candidates
C n  ^  X  L i ‘,
foreach Q 6 D do
//Candidates in current transaction
Cq Cn ^ Q',
foreach candidate c € Cq do 
L count [c] 4-  count [c] + 1;
Ln  ^ {c G Cn I count [c] »
s a v e ( L n )  ;
n 4— n  +  1
Algorithm 3: Pseudo code for the basic Apriori implementation.
alone to be the support of the rule Sa{A<= B ) =  5 (S ). In this work the former is used:
S{A  ^ B ) =  P{A  U B ) =  G 5R ^  [0,1) (5.2)
In addition to tlie support, transaction rules can be assessed by tlieir confidence, C{A <= B). 
This is given as the probability of the entire rule occurring vs the antecedent of this rule occur­
ring, see equation 5.3.
As an example, using the same set of transactions as before, the confidence of the rule e 4= 
{a, b} is the support of {e, a, 6}, which is 2/5 or 0.4, divided by the support of {a, 6}, which 
was calculated earlier as 3/5 or 0.6, so the confidence, C{e <= {a, 6}) = 2/3 or 0.66.
By varying tlie required levels of support and confidence, tlie quantity and quality of the rules 
returned will alter. The higher the support, the more frequent the rule in the database. The 
higher tlie confidence, the stronger tlie rule, i.e. the more often the antecedent results in the 
consequent. Using these parameters allows the mining to be tailored to a variety of needs, as 
shall be demonstrated later in this chapter.
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5.1.2 Sequential Pattern Apriori Mining
SPAM [98] is an extension of Apriori mining which includes temporal ordering of transactions. 
Apriori mining does not include the customer or temporal information. It searches for sets 
within transactions whereas SPAM looks not only within the transactions for sets, but also at 
the customer’s transactions for sequences. The example Agrawal and Srikant give is of video 
rental where customers tend to rent ‘Star Wars’, then ‘The Empire Strikes Back’ and finally 
‘Return of the Jedi*. The sets need not be consecutive, but should be in that order, nor need 
they be so simple, they can contain more than one item per transaction.
Formally a non-empty itemset X  contains a set of items {ti, -^3 • • • tjv}. A sequence, (, is 
comprised of an ordered set of itemsets {Xi, X 2, X 3 . . .  Xm}- A sequence {Ai, A2, A3 . . .  A ^}  
is said to be contained (G) in a second sequence { B i ,  B 2 , B3 . . .  B ^ }  if there exists a set of 
integers P i  < P 2 < • • • < P N  such that Ai Ç A2 Ç A3 C  Bp^ . . .  A m  Ç gpjv- Now 
a customer’s transactions can be temporally ordered into a set D c  =  Qi> Q21 Qs- ■■ Qm- That 
customer is said to support a sequence (  if G Dc- The overall support of a sequence is the 
fraction of customers in the data set who support the sequence. Implementation is similar to 
the original Apriori algorithm and full details are available in [98].
Data mining lends itself to this problem of finding feature combinations exclusive to positive 
examples in large quantities of noisy data. It can find item sets containing symbols which are 
common across all examples. Using transaction rule mining, item sets can be found which 
match only positive examples by including a positive identifier, Pid in each positive transaction 
symbol set and requesting only rules which have it as a consequent. However, with long sec­
tions of video, an exhaustive list of item sets includes many which combine temporally distant 
symbols. It is therefore prudent to use some form of temporal information during mining to 
remove rules which cannot describe a single sign as they contain elements which are too far 
apart. One obvious answer is to use SPAM [98] which enforces a rigid order upon the symbols, 
see section 5.1,2. Unfortunately, natural signers rarely repeat signs in an consistent manner 
e.g. the head may be tilted just before or during, the left hand may rise alongside the right or 
it may happen a second after. This can be seen in figure 5.4 where there are several examples 
of the same sign including a modified version. The problem is especially noticeable when co­
articulations are taken into account and leads to the conclusion that enforcing a rigid order for
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symbols would not be the best solution. Temporal bagging, grouping symbols witliin a set tem­
poral window, is a viable alternative, enforcing a temporal coherence between features witliout 
stating a specific order. This procedure. Temporally Constrained Apriori Mining, is described 
in more detail in the following section.
5.1.3 Temporally-Constrained Apriori Mining
For Temporally-Constrained Apriori Mining, three paiameters are required: the minimum 
number of positive examples which must display tlie rule which is the support; the
maximum number of negative examples which are allowed to exhibit the rule » related to 
the confidence; and the maximum temporal distance allowed between symbols in a set T^ax- 
For a set (A, B, C), the time of occunence of each item must not differ from any
other in the set by more than Tmax- Therefore, the rule Pid <— (A, B, C) is only valid if the 
constraints shown in equation 5.4 are met.
[i'A ~ I'BI ^  Pmax 
l^A ~  l'(j\ <  Tjjiax
\tB - t c \ <  Tmax (5.4)
The support of a rule is now the probability that a positive example contains the rule. The 
confidence is the probability that a positive example contains a rule vs the probability that any 
example contains the rule. The manner in which and Sx^ax relate to the support and 
confidence is defined in equations 5.5 and 5.6, where N p  is the number of positive examples, 
JViv is the number of negative examples, iVp+iv is the total number of examples and X p  is a 
set of symbols contained within T  consecutive frames of a video V. In order for a rule to be 
valid it should meet the two inequalities.
\ { X T \ X T e v , { P i d C A ) c x T } \S{Pid <= A) =  P{Pid, A) = |V|
(5.5)
-  |{ X r |X r e V ,A C X r } |
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As with traditional Apriori mining, the first step is to reduce the symbol set to only those 
that, on their own, can meet the minimum positive criteria. Trees are then built of all possible 
rules containing these symbols, pruning out branches which do not meet the positive support 
requirement. Regardless of which symbols aie added to a rule, a child node can never have 
a greater support than its parent, as outlined by the a priori property of sets in section 5.1.1. 
However, the tiees built can be very large, due to the number of possible symbols and the 
frequency with which they occur, therefore a tractable implementation is required.
Rule trees can be calculated and assessed recursively, so the maximum memory in use at any 
one time is governed by the deptli of the tree and not the width. There are two types of pruning 
that can be accomplished easily on die fly. The first terminates any branch that does not meet 
the minimum positive criteria, as mentioned previously. The second, terminates branches to 
any rule containing a symbol, which has a value less than the smallest value in the current 
rule. While this produces asymmetrical trees, it stops duplicates from occurring, e.g. a rule 
Pid 4= 21009,21110 would not branch to rule Pid 4= 21009,21110,10404 since 21009 is the 
smallest value in the parent and 10404 <  21009, the rule will have already been investigated by 
another branch. It could however branch to <= 21009,21110,30812 since 30812 >  21009. 
Formally, the candidate set of the next branch, is as follows:
Cb,n =  h,n~i X L i\L i > argimn(Jfc,n-i) (5.7)
Where =  {ti, t2, . . .  tn -i}  is the symbol set of the parent node of branch b and L \ is
the set of symbols which meet the minimum support criteria.
A simplified version of this is shown in figure 5.5, this is the full bee of the four symbols 
{1, 2,3,4} and it shows all the branches that could be built, i.e. it assumes that all the branches 
meet the minimum support requirement. At each branch, a rule which meets both the minimum 
positive and maximum negative conditions is recorded and can therefore be deleted from the 
tree. As there can be many symbols which meet die positive criteria and as die trees can be built 
independently of each other, the algorithm lends itself to multi-threading for use on multi-core 
CPUs, each tree can be built by a different thread without knowledge of the status of the other 
trees.
When evaluating a block of video, a sliding window of size T  is applied across the example 
and the confidences of each rule, Qn appearing in the sliding window, Wp, are summed to give
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Symbols
meeting
support
criteria
Symbol 
sets of 
size 2
Symbol
sets of
size 3
{1 .2 . 3}
{1 .2 . 4}
1 ,3 , 4}
Symbol 
sets of 
size 4
{1 .2 . 3. 4}
{1.4}
{ 2 } \-----> {2 .3 }— > {2 .3 .4 }
{3}
{2. 4}
{3, 4}
Figure 5.5: Example of the trees built using mining 
All four symbols are assumed to meet the minimum support criteria, thus demonstrating just 
the process of building trees. At each branching point the sets may be joined with a symbol 
only if that symbol is less than the minimum in that set. Note that all the leaves are unique and 
the resulting unbalanced nature of the trees.
a response for that window as shown in 5.8 where Ng is the total number of rules in the rule 
set p. The peak response can then be found and that section of video is labelled as the region 
containing most similarities to the positive examples used in mining.
N,
€ VFr) (5.8)
n=0
5.2 Localising Signs - Mean Shift
The parameters chosen for mining will severely alter the rule set found. If is set too
high, it will result in no rules being chosen. If is set too low or is set too high,
the rules found will be meaningless. When word spotting, this is not an issue since the sign 
is known to occur once within an example and negatives are known not to be contaminated
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with positive data, so parameters can be found experimentally. However, when trying to learn 
signs from subtitles, the problem is less well-defined. A block of video around a subtitle may 
contain the sign, it may contain multiple instances or it may contain none. Furthermore, the 
negatives cannot be guaranteed to be uncontaminated with instances of the tar get sign. Subtitles 
containing the desired word may also be close enough to each other that when a buffer is 
applied to either side, they may overlap. In addition to this, each word/sign combination will 
exhibit a different correlation pattern so a generic rule cannot be applied to calculate the desired 
parameters. Examples of subtitle/sign correlation are shown in figure 5.1.
A solution is to run the Temporally-Constrained Apriori Mining with various parameters, then 
draw conclusions about the sign positions from the combinations of the responses. After each 
mining stage is performed, a peak response is found in each positive example and for each 
set of parameters. A histogram of the frames in which these peaks occur is then constructed. 
Since the examples used sometimes have overlaps, or are temporally close to each other, it is 
necessary to combine the responses across the examples in their original temporal situations. 
The top line of figure 5.14(a) shows the histogram built for the sign ‘Army/Soldier’. It can be 
seen that there aie several small groupings of peak responses that should each return a single 
new stalling point. To combine these groups, a Mean Shift algorithm, see Appendix B, is 
applied to find the modes of the data. Kernel centres aie initialised on each of the non-zero 
bins and are shifted by calculating moments of bins witliin the kernel. In this case, a moment is 
defined as the bin’s weight multiplied by its distance from the kernel centie. The kernel centres 
aie required to sit on a non-empty bin and kernels which centies closer than S^in = f  are 
combined into a single kernel. Where #  is the kernel size, which was assessed experimentally, 
and set $  =  200fi'am es. This, when combined witli the previously mentioned Smin, means 
that modes of the data will be a minimum of 40 frames (1.6s) apart. An overview of this 
iterative process is shown in figure 5.6.
5.3 Using Contextual Negatives
Given the noisy input data that will be used, it is imperative that negatives are chosen carefully, 
however, due to the scale of the problem, they also need to be found automatically. Ideally 
they should contain similar content to the ‘noise’ in the positive examples, then mining can
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Figure 5.6: Iterative mining overview 
Original candidate positions are given by the subtitles. At each iteration, an ever decreasing 
buffer is applied around the candidate position and the mining is applied. The responses are 
then combined into a histogram and the modes are found using mean shift. The centres of 
these modes are used as the candidate positions for the next iteration.
find which symbol sets belong to the target sign alone. Mensink and Verbeek use a similar 
idea when searching for images of people [121]. They look for people who appear frequently 
alongside the target subject and exclude them from the query search. In the case of subtitles, 
the process is similar, words which appear in the same section of subtitles as the target word 
are accumulated. A subtitle search is then performed for these words to create a negative data 
set. This negative set should be contextually similar to the noise in the positive data set i.e. it 
will contain similar signs to the non-target signs in the positive set. The final step is to exclude 
any examples in the negative set which are temporally too close to those in the positive data 
set. These are most likely to contain the target sign and so should not form part of the negative 
set since they will contaminate it. A good example of contextual negatives is during a weather 
report, the terms ‘cloud’ and ‘sun’ may often co-occur frequently with the word ‘rain’. In this
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case, it is difficult for mining to separate the target sign from the noise. However, by adding 
examples of ‘cloud’ and ‘sun’ to the negative data set, the rules which relate to these signs will 
be removed from the final classifier, allowing ‘rain’ to be more clearly distinguished.
5.4 Viseme Descriptors
In order to find the similarities in sections of video, the signers actions first need to be described. 
Chapter 4 has shown that viseme level units are a suitable method for characterising the content 
of a signing sheam, therefore this is the starting point. The data mining algorithm requires 
symbols describing the signer in the video. It takes in the symbols on a per frame basis and 
groups them into multi-frame blocks. Due to this, each feature type should have a mutually 
exclusive set of possible symbols to avoid confusion between feature types. In this section 
will be discussed the three different feature types considered and the manner in which they are 
converted into symbols. First are the classifiers learnt in Chapter 4, second are STIP features 
using Hes-STIP and finally tracked co-ordinates for the head and hands.
5.4.1 - Learnt Classifiers
Since none of the BBC data is accurately labelled, classifiers learnt on the labelled data in the 
previous chapter aie applied to the unlabelled data. For tliis to be done, the BBC data first 
has to be skin segmented using the skin segmentation technique of section 3.1.1. Since each 
sequence is 30 minutes long (%45,000 frames) the adaptive skin segmentation code shown in 
algorithm 1 is used to tailor the skin segmentation to each signer. There are various ways in 
which such a bootstrapping algorithm can be applied, it can use all the pixels in an image that 
meet the criteria, or it can be limited to the facial region. Additionally, the area in the image 
can be limited either by a user defined region, or by one auto-exhacted from the face detection 
as discussed in section 3.3. Some results from these skin segmentation tests are shown in 
figure 5.7. The first four columns show the affects of using either bootstrapping on the face or 
the whole image, in combination with adjusting the region of interest between a user defined 
and an automatically selected one. The advantage of using just the face region is clearly shown 
by frame 501, the background noise is much less for the third and fourth column than it is
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for the first two. The difference between an automatically selected area and the user defined 
area is much less prominent. These results suggest that boostrapping should only be performed 
on the face area, after which the region of interest is unimportant. Similar* experiments as 
those performed in section 3.1.1 are performed to show the results of different types of skin 
segmentation in combination with the face bootstrapping. Similar to section 3.1.1, the best and 
most efficient results are given by using the 3D RGB space witli a histogram size of 100^.
The symbols for mining are created from the vector outputs of the classifiers. The responses 
are separated by viseme type. For every frame, a binary vector for each viseme type, is 
converted to a decimal Vtype,t and prefixed with a feature type identifier J t^ype, this gives three 
symbols, itype,u per frame as described in equation 5.9.
^ha  =  1 ^tah =  2 J s^ig ~  3
< 2'  % !,,( <  2 ®^ < 2'^
^ba,t — 10 !Fba 4" — 10 4" Utofe.t ”  10^ ^ Mg 4  (5 .9 )
5.4.2 Spatio-Temporal Features and Quantisation
There has been recent work which uses STlPs with random ferns to classify actions [122]. Os- 
hin et al. achieve best results with the spatio-temporal detector from Dollar et al. and it is this 
detector that was investigated first, however the matlab implementation available is computa­
tionally slow and previous use has only been over short sequences. Applying it to the long BBC 
sequences proved problematic. An alternative detector was intioduced in 2008 which offers a 
more efficient method for detecting spatio-temporal interest points. The hes-STIP detector by 
Willems et al. [123] is a scale invariant, application independent, interest point detector. Based 
on an extended SURF [124] descriptor. The STIPs are computed over various spatiai and tem­
poral scales. Willems et al. have also made a program for their interest point detector available 
which provides the locations of STIPs in a video when given various parameters. This imple­
mentation is efficient and produces not only a list of tlie STIPs (and their descriptors) within the 
video, but also provides methods for viewing the results. It does however require that the entire 
video be stored in memory and as such, even on a machine with 128GB RAM it is necessary
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Figure 5.8: Variance in percentage of spatio-temporal features by strength 
There is an exponential drop off as the threshold is increased, with 50% of features being 
removed with a threshold of less than 0.05.
to crop the BBC videos in the spatial domain to the region of the signer and sub-sample by a 
factor of two (which has the added benefit of removing any interlacing artefacts). The main 
advantage of the Hes-STIP detector is that it can return either a sparse or a dense representation 
of the scene depending on a given threshold parameter. The effects of this threshold over the 
signing data are shown in figure 5.9 and by the graph in figure 5.8. The majority of the STIPs 
occur below a threshold of 0.1 and the drop off is steep below this, this is confirmed when 
looking at the features found in figures 5.9(a)-(d). With no threshold, many features are found, 
increasing the threshold to 0.025 the majority are removed. A similar sized gap between a 
threshold of 0.05 and 0.075 removes far fewer classifiers. The following work examined three 
different threshold values; 0.2, 0.3 and 0.5 since these return STIPs on most frames, whilst 
eliminating those which can be attributed to noise.
For each frame, there is now a collection of STIPs each with a strength, a spatial position, 
a scale and a SURF descriptor. In order to effectively compare frames, features will need to
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(a) 0 (b) 0.025 (c) 0.05 (d) 0.075
Figure 5.9: Dense and sparse features varied using the threshold 
As the threshold is increased so the number of features found by the Hes-STIP detector is
reduced.
be generalised, this is done by clustering the STIPs and assigning each one a combinatorial 
identity symbol which depicts at what position the feature occurred, at what scale and the 
type. The manner in which these symbols are created is shown in equation 5.10. Using K- 
means clustering a codebook entry is found for each of the STIP characteristics, these are then 
concatenated to create a symbol it as shown in equation 5.10 where Fs u r f , Fxy and Fscaie 
are the assigned clusters for the feature F  for its components: SURF descriptor, (x,y) position 
and scale respectively.
Fsu r f  G {1 . . .  500}
Fxy G {1 . . .  10}
Fscaie G {1 . . . 10}
it = {10"^Fs u r f ) + (lOOF^y) -f- Fscaie (5.10)
For example, when creating a symbol, if the SURF descriptor is assigned to cluster 346, the 
(x,y) co-ordinate to cluster 7 and the scale to cluster 4 then the resulting symbol will be 34674 
for that Hes-STIP feature. There may be multiple symbols per frame and some frames may be 
empty.
Choosing the number of clusters required for any clustering problem has spawned entire theses 
of work, for this application the codebook size is chosen experimentally by performing cluster
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cost analysis on a random subset of the data. The results of this analysis are shown in Ap­
pendix D and it can be seen that many more clusters are required for the more complex SURF 
descriptor than for either scale or position. As a result of this analysis, the point at which the 
cost is relatively low and adding more clusters does not produce significant gains can be iden­
tified, as such codebook sizes are as follows; xy:10 and scale: 10. The analysis for SURF does 
not give such clear results and therefore the codebook size is determined via experimentation 
during the mining stage.
5.4.3 Tracking and Quantization
If the BBC data can be accurately tracked, then it is possible to use these as features to describe 
a sign. The tracking system described by Buehler et al. [117] is used, it is specifically designed 
for tracking television footage of signers. It employs a generative model based approach to 
track the motion of the upper torso. Again, using pixel based head and hand positions as fea­
tures will result in a large feature set with no generalisation. By quantizing the positions using 
K-means clustering, the feature set is reduced to 10 possible head positions and 20 positions 
for each of the hands. As with the Hes-STIP codebook; the number of clusters was chosen 
by examining the cost graph for different cluster sizes to determine an optimal number, this 
analysis is shown in Appendix D. The codebooks provide three features per frame, each able to 
take one of 10 or 20 values. Since these features have no temporal information, bi-grams and 
tri-grams are also considered by combining symbols from two or three frames. In order that 
the features can be distinguished as head or hand, each symbol is prefixed with a feature type. 
A symbol Hype,t is made up of the single digit feature type Ftype, the two digit feature Ftype.t 
for the frame t  and for the frame t  — l / t  + l  depending on bi-gram or tri-gram implementation.
For example, when creating bi-gram symbols, if in frame t, the head position is assigned to 
cluster 4, the left hand to cluster 11 and the right hand to cluster 8, and in frame t  — 1 the head 
position is assigned to cluster 4, the left hand to cluster 10 and the right hand to cluster 12, then
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tlie symbols assigned to frame t  would be: 10404 21110 30812.
Fjiead — 1 
Ffieadjt^ ^h ea d ,t+ i ^ {1 . . .  10}
^head,t — (lOO-^ /iead) 4" -^/iearf,t 
F i I'headft ~  (^0 ^head) 4" ( 1 0 0 F / ie a d ,t )  4" -^/iead,<—1
T r i  — Lhead,t ~  (10 - /^lead) 4" (10 4“ (100F/iead,t) 4“ F)),ead,f-1
F)iand G {2) 3}
Ffiand,t) F/iandit—lj Fhaiid,t+t G {1. . . 20}
f'handy t ~  (100.^a^ig) +  F f ia n d ,t
^hand,t “ (10 Fhand) 4" {l-^f^Fhand,t) 4~ 1
T ri — Lfiandyt “  (10 Fhand) 4" (10 Fhand,t+l) 4* (lOOF/tQ^d,*) 4" 1
(5.11)
Each of the different types of feature can now be expressed as a set of symbols per frame. 
They all contain a mixture of temporal and spatial information and are therefore suitable for 
the mining described in section 5.1
5.5 Experimental Results
All of the different symbol types described are tested as inputs for the mining. In order to assess 
the ability of mining to select relevant feature combinations, the first task was to locate signs 
in a more constrained manner. To this end, word spotting experiments were performed using 
hand selected positives and negatives known to contain, or not contain, the target sign. After 
the concept had been proven on the constrained data, alignment between sign and subtitles 
could be approached.
5.5.1 Word Spotting
Two signs were chosen for ground truth in a half hour news program, the sign for ‘Plane’, 
relating to an Indonesian plane crash, and the sign ‘army/soldier’ (the sign is tlie same for both
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Figure 5.10: Mining results for ‘Army/Soldier’ using learnt visemes 
Each graph shows the frame number along the x axis while the normalised response is along 
the y axis. =  10 and =  0. Each blue line represents a single example while the
thicker red line displays the average across all examples.
words). These signs were chosen because there were several occurrences, most of which were 
signs un-modified by context, although modified signs were included in the data (e.g. plane 
crash vs plane). Three examples of the signs for army/soldier are shown in figme 5.4. There 
were 10 examples of army/soldier and 7 examples of plane, both tests used the same set of 11 
negatives chosen manually from temporally distant areas of the data to ensure no contamination 
with the target signs. These signs are each around 10 frames long.
Testing the learnt viseme classifiers described in section 5.4.1, the signs for army/soldier were 
each placed within a 200 frame buffer. When evaluating the results, the ideal responses from the 
combined mined rules would be flat across the ‘noise’ in the video samples and peaks around 
the sign at 100 frames (in the centre of the video examples). Since the number of positives and
5.5. Experimental Results 117
negatives is relatively low, tlie mining parameters and <Siv,„„a. were tested using absolute 
values rather than percentages. The values of and were set to 10 (100%) and 0 
(0%) respectively. The temporal mining size was varied such that Tmax G {5,10,15,20}. The 
results are shown in figure 5.10. Most notably, the results are all noisy. This is to be expected 
since the original classifiers were originally trained on highly constrained data, performed by 
a non-native signer and have been applied to unconstrained natural data. This results in overly 
noisy inputs to the mining. However, when the average across all examples is taken there is 
evidence, shown by the central peak, that more rules are found in the vicinity of the target sign 
than elsewhere. As the temporal information is increased, by increasing tlie value of T, so the 
prominence of the peak increases. Ideally, tlie classifiers would be re-trained on more suitable 
data, since the required level of annotated data is not currently available, the classifiers could 
not be updated making tliem unsuitable for further tests.
The Hes-STIP features were provisionally tested with a variety of codebook sizes for the SURF 
features, starting with a size of 1000. However, this lai'ge codebook returned no rules which 
could be used for evaluation. As such the codebook was reduced to size 500, however at 
this level, while some rules were returned, they were sporadic and did not relate to the tai’get 
signs. Again the SURF codebook was reduced to include more generality, this time to size 20 
(from the analysis shown in Appendix D, figure D.l, this is a logical point at which the steep 
drop in cost ends). At this level, the rules returned were too numerous to be manipulated in a 
manageable fashion, creating rules files several GB in size. It was decided at tliis point to cease 
investigations using the Hes-STIP features since tlie tests required to find the perfect balance 
between too many and too few clusters in the codebook were costly in both time and processing 
power.
Returning to tracking as a feature base, several factors were investigated, the advantage of 
adding temporal information in the form of bi-grams and tii-grams, the effect of vaiying the 
code book size from that predicted by the clustering cost curves as well as the mining paiam­
eters. A buffer of 50 frames was applied either side of the ground tmth label to give sections 
of video «110 frames long. Given the length of the signs, T^ax was set to 10 frames for all 
of the following experiments. Different values of Sp  . and were assessed as shown in
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equation (5.12) where N p is the number of positive examples available.
e  {0,1,2. . .  Np}
6 {0 ,1 ,2 }  (5.12)
Full graphical results are shown in Appendix E. It was discovered that the parameters for min­
ing greatly affect the quality and quantity of the rules returned. When performing word spot­
ting, the tests could be run at a variety of values and the best results chosen from the graphs 
produced. Through these tests it was possible to draw conclusions about the effect these pa­
rameters have on the results of mining. When the positive examples are all known to contain 
the target sign then the value of Sp„,.^ should be kept high, «  0.7iVp, When the negatives 
are not contaminated with the target sign then the value of «SjVmaz should be 0. These values 
change when the examples are not so carefully chosen as shall be seen in section 5.5.2.
The effects of the three temporal concatenation options of none, bi-grams or tri-grams can 
be seen in figure 5.11. As the amount of temporal information is increased so the results 
become less noisy, with the peaks becoming more narrow. At the same time the number of 
results found decreases and the majority of true positive peaks decrease in strength with some 
disappearing when using tri-grams. The best results are obtained using bi-grams as the input to 
the mining. Using only two frames per symbol means that they can be combined by the mining 
to form longer feature transitions where required without enforcing the transitions between 
three frames. Whereas the bi-grams can be combined by the mining to create their equivalent 
tri-grams, the reverse is not possible.
The results of different cluster sizes tested are shown in figure 5.12. It is again apparent how 
these affect the number of rules which the mining returns. As the codebook sizes increase, 
so the mining returns fewer rules. When the codebook is too large then no rules are returned 
for some parameter combinations at which other codebook sizes succeed. As the number of 
clusters is reduced, the rules become more generic and less able to disambiguate the target sign.
The cleanest result for the sign ‘plane’ using bi-grams and cluster sizes head: 10 and hands:20 
was gained using =  5 and (SjVmaæ — 0. This is as expected since the negative data was 
chosen specifically not to contain any examples of the sign so should be low and the
positive examples were all know to contain examples of the sign (though not all identical) so
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Figure 5.11: Effects on mining results for ‘Plane’ of temporal concatenation 
The cluster sizes are set to Head: 10 and Hands:20, Sp . = 5 and =  0.
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Figure 5.12: Effects on mining results for ‘Plane’ of cluster sizes 
Bi-grams are used for temporal concatenation, =  4 and ^Nmax =  0-
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Figure 5.13: Mining responses for signs ‘Army/Soldier’ and ‘Plane’
Using Bi-grams with codebooks Head: 10 Hands: 20, S p .  % 70% and SN^ax =  0%-
^Pmin should be relatively high. A reduced number of tests were performed on examples of 
‘Army/Soldier’ using just the bi-grams. The same proportional values of and 5;Vmax
showed the best results. The response graphs for these 2 tests are shown in figure 5.13. In 
both cases the peaks occur around frame 50 where the signs are know to start. Whilst not 
every example of the sign is found (scoring 6/7 for plane and 7/10 for army/soldier), the false 
positives are low with only one being found in plane where the peak occurs 14 frames before 
the sign.
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5.5,2 Weakly Supervised Learning from Subtitles
Since sign language and English have different grammars and structures, the first challenge 
was to find a list of words that could be aligned. Most of the frequently occurring words 
in the English language (e.g. articles, pronouns, prepositions and conjunctions) do not have 
rigid equivalents in sign and would not be suitable as target word/sign combinations for this 
type of automated learning. The words selected were mainly nouns since these tend to have a 
standard sign (or signs) associated with them. The other criteria enforced, was that the words 
should occur a minimum of four times in the subtitles so that there was sufficient data to mine 
similarities. The higher the number of accurate positives, the more likely the mining is to be 
able to return relevant rules. The list of word/sign combinations mined is shown in table 5.1 
along with the number of times the subtitle occurred within the data.
All the tests were run on the same 30 minute (46207 frame) news broadcast with a single 
signer. Some English words were grouped together since they are expressed by the same (or 
very similar) sign (e.g. ‘Army’ and ‘Soldier’ or ‘Obese’ and ‘Overweight’), these polysemes 
can be found in the BSL Dictionary [1] or by consulting a native signer. Tests were run using 
negatives randomly selected from the remaining video or using the contextual negative selec­
tion method in order to assess the effectiveness of using fewer, more relevant negatives. The 
iterative temporal honing applied a buffer of 200 frames either side of the target subtitle to 
begin. The successive iterations reduced the buffer to 100, 75, 50, 25, 15 and 10 frames each 
side of the peak response from the previous run. These reductions offer a gradual decrease but 
the actual buffer sizes are arbitrary. With fewer iterations it is possible that the sign would not 
be discovered, with too many, the time taken would be noticeably increased. Mean Shift used 
a kernel size of 200 at each iteration to combine the possible start points for the next iteration. 
The parameters for mining were € {40% ... 100%} and SiVmax ^ {0% • • • 10%} in
10% steps with a check that > 2 examples to ensure that mining had sufficient data
to produce rules. Examples of the iterative process results are shown in figure 5.14. Figure 
5.14(a) shows the kernel centres picked by Mean Shift for each of the modes of data at each 
iteration, the histograms are shown in blue and the kernel centres chosen are shown below the 
axis in red. The mean shift combines ambiguous, but temporally close results into a single 
point, as a starting point for the next iteration. Figure 5.14(b) shows how these modes alter
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Word(s) Subtitle Count
army soldier soldiers 17
army 6
soldier soldiers 11
obese weight overweight 11
weight 4
obese 5
cai' cars drive driving 10
car cars 4
I me my mine 35
I 27
India 5
aeroplane plane crash 10
crash 5
cannabis 10
stop 4
baby 5
new 9
woman women lady ladies 11
school schools 10
commonwealth 8
Ireland 7
England 9
Wales 6
Table 5.1: Word list for mining
with each iteration, the subtitles are on the top row in blue, the kernel centres in red, along with 
the buffers shown as horizontal lines for each iteration and the ground truth (is marked by the 
green vertical lines. The summation of the mining responses from the final iteration is shown 
along the bottom in blue. It can be seen tliat the number of modes reduces as the iterations 
close in on the sign. There are some false positives and not every sign is found, however the 
responses peak on many of the ground truth occurrences.
After the iterative temporal refinement, the fintil mining responses of each parameter set were 
summed on a frame by frame basis to give a view of the full video. Partial results covering 
the area containing the target signs are shown in Figure 5.15. With 1000 random negatives, the 
response for ‘Soldier’ (shown in figure 5.15(a)) peaks on 3/14 possible signs and has 8 false
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(b) The results from all iterations through to the final response
Figure 5.14: Iterative temporal refinement for Army/Soldier
(a) shows the iterative localisation. The histograms of the responses created by the mining are 
shown in blue. Below the axes, in red, are the modes found by mean shift, (b) shows the 
modes in relation to the ground truth. The ground truth is the vertical green bars and the 
modes at each iteration are in red. The red horizontal bars show the size of the buffer at each 
iteration. Across the top, in blue, are the subtitles, the horizontal bars indicate the buffers. 
Across the bottom are the combined responses of the rules from the final mining iteration, 
showing significant peaks on several of the ground truths.
5.5. Experimental Results 125
# Words 23 20 15 10 5
Mean 53.7% 58.4% 68.0% 79.7% 91.1%
SD 26.1% :w j% 20.6% 13.8% 6.0%
Table 5.2: Correct retrievals within the original subtitle buffer
positive pealts. When using 590 contextually chosen negatives as in figure 5.15(b), tlie learning 
response peaks on 7/14 possible signs and has only one false positive peak. If this is expanded 
to include sections of subtitle labelled army as well as soldier figure 5.15(c), then the learning 
response peaks on 9/14 possible signs and has three false positive peaks. Also shown aie the 
responses for the words ‘Weight’(figure 5.15(e)) and ‘Obese’(figure 5.15(d)) independently 
and then when combined with ‘Overweight’ (figme 5.15(f)) wliich is only present twice in the 
subtitles. It can be seen that ‘Obese’ performs poorly on its own but when combined with the 
stronger ‘Weight’, the results are less noisy than either of the original results, tliis is due to 
expanding the positive word list which then feeds into the contextual negatives reducing the 
occurrences of signs in the data set, which aie similai* in form to the taiget sign. While it might 
be expected that increasing the number of available examples would increase the recognition 
rate there is actually no coiTelation in the data tested. This is because while the number of 
examples may have increased there is no guaiantee of the quality of those examples, therefore 
better results may be obtained with five clean examples than with ten poor ones.
Shown in figures 5.16(a) to 5.16(c) are the responses when the classifiers are run over the entire 
video, note how there are very few false positive peaks firing outside the region containing the 
signs. This shows that the responses can be used to indicate the positions of likely similar signs 
outside the given subtitles, useful for finding missed polysemes or re-occurrences of the sign 
which are not present in the subtitle (sign language users will sometimes repeat a noun when 
the English subtitles will use a pronoun such as ‘it’).
Overall 23 words matching the criteria expressed at tlie beginning of this section were tested. 
The mining was able to isolate signs on average 53.7% of the times they fired within the original 
subtitle buffers. The top five signs were all over 90% conect see Table 5.2. While this drops 
as the number of examples mined is increased, the accuracy only drops below 70% when 15 
signs aie considered.
The time taken to learn a rule set for sign detection varies depending on the complexity of the
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(a) ‘Soldier’ 1000 random negatives / 11 positives (b) ‘Soldier’590 contextual negatives / 11 positives
o.«f
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(c) ‘Army/Soldier/Soldiers’
582 contextual negatives /  17 positives
(d) ‘Obese’406 contextual negatives /  5 positives
12500
(e) ‘Weight’476 contextual negatives / 4 positives (f) ‘Obese/Weight/Overweight’
512 contextual negatives /  11 positives
Figure 5.15: Final responses of the rules found by mining 
Original subtitle times are shown across the top in blue, the ground truth below them in green.
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(c) Responses across the 46207 frame video for the sign ‘school’
Figure 5.16: Final responses of the rules found by mining across the entire video 
Original subtitle times are shown across the top in blue, the ground truth below them in green.
problem. Given the pre-tracked data, the entire process from extraction of subtitles, through 
the multi-threaded, iterative process and to the final recognition stage typically takes about an 
hour per word on a machine with 4 quad core 3GHz P4 processors.
5.6 Conclusions
This chapter has attempted to address the issue of the lack of accurately labelled data by corre­
lating the actions of an inset signer in a BBC television emission, with the subtitles broadcast 
alongside. Using these correlations, first word spotting is performed, as a proof of concept 
before applying the method to unverified, weakly labelled data. The system is fully automatic, 
given a target word (or collection of words for polysemes) it returns a list of probable sign 
segments which correspond to the target word.
Initially different features were investigated as possible routes for describing the signer. Start­
ing with the classifiers learnt in the previous chapter, it was soon apparent that the differences 
between the two types of data made these unsuitable for the task at hand. Not only was the 
image quality and resolution of the data vastly different, but the signer for the BBC is a native 
signer signing fluently, whereas the signer in the previous data set was a non-native signer per­
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forming individual signs with no co-articulation. This made the viseme classifiers, which had 
been learnt on the contrived data set, non-portable to the BBC data. Since there is no viseme 
ground truth available for the BBC data new classifiers cannot be learnt which are suitable for 
the data without considerable outlay to ground truth data.
Following this, investigations were conducted into the suitability of a recent STIP detector, 
Hes-STIP [123], as a means to describe the content of the signing video. The Hes-STIP detector 
uses SURF features as its base and as such it should be possible to cluster them into a code book 
to quantise the feature space. Tests showed that clustering features to create a code book was 
not suitable for mining, either being too sparse or too generalising. Further mining tests showed 
that the codebooks returned nonsensical rules, it was therefore decided to move towards using 
tracking data from the sequence in order to prove the concept of using Apriori data mining for 
weakly supervised sign recognition.
Tracking data was obtained using a tracker specifically designed for the task of tracking a 
signer in inset videos [117]. The x,y co-ordinates of the head and hands were then clustered 
into a codebook form that allowed a discrete description of the signers position in each frame 
to be obtained. It was shown that benefit could be gained by concatenating adjacent frames 
into bi-grams, in place of features with no temporal content. Enforcing the more stringent 
rules of tri-grams (three adjacent frames) resulted in less accurate results and suggests that the 
data mining works best with less-sparse, simple data which it can combine into more complex 
groupings.
The mining explored was a novel adaptation to the Apriori mining which makes it more suitable 
for mining sections of video. Allowing temporal coherence within rules without the confine­
ment of full sequential mining. It has been shown that Temporally Constrained Apriori Mining 
is an appropriate method for locating and segmenting signs in large sections of video. Locating 
23 signs 53.7% of the time, with the top 5 signs being retrieved correctly 91.1% of the time. 
This has then been extended to work with a weakly-labelled, noisy data set by implementing an 
iterative process of mining at multiple parameters followed by mean shift to combine the pos­
sible results. Each repetition iteratively localises the target sign until finally the window around 
the sign is reduced to as little as 10 frames. The results of running the mined rules across the 
entire video, shows that a sign classifier has been learnt from the weak label subtitles.
5.6. Conclusions 129
One of tlie main problems faced was the inclusion of contextual noise, this is noise which 
appears in many of the positive examples since the topics being signed aie similar. By selecting 
negative data based on this contextual information, performance not only increases but also the 
required number of negative examples is reduced. This in turn reduces computational time and 
means Üiat the rules returned by the mining are more discriminative.
This end to end solution demonstiates the concept of using subtitled, inset-signer broadcasts 
to automatically identify, classify and segment sign without ground truth data. It works with 
minimal human input and creates tlie possibility of developing laiger data sets with which to 
train and test SLR systems.
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Chapter 6
Discussion
This work set out to address some of the problems associated with SLR, specifically those 
related to the limited number and quality of corpora available. It has concentrated on the 
manual components of BSL, since tliese contain enough infomiation to distinguish between 
most signs. The first challenge addressed, was the move away from using a tracking system 
as the first stage of the detector. Tracking fast-moving, self-occluding objects, such as hands, 
is a non-tiivial task. It is prone to errors which are compounded by later stages. In place of 
tracking, the video containing the signer was tiansfoimed into a 3D volume by concatenating 
frames into the third (temporal) dimension. Using this, sign detection could be approached in a 
similar manner to object detection, by extending tried and tested 2D spatial techniques into the 
temporal domain. For this purpose, the Viola and Jones object detector [3] was adapted for use. 
By extending the concept of the integral image to an integral volume, it is possible to retain 
tlie efficiency of the simple block features. During implementation of the concept, memoiy 
limitations were encountered. A dual buffer system was proposed as a means to overcome 
tliese issues in long running sequences or live implementations.
Given that realistic sign rarely occurs in perfect laboratoiy conditions, two methods of feature 
extraction were investigated as inputs to the integral volume. The aim being to focus solely on 
the areas which contained salient details of the sign. Of the two, differencing outperformed the 
skin segmentation, on the in-house dataset used for evaluation. Through simple intioduction 
of a threshold to this featiue extiaction stage, classification was significantly improved when 
testing on signers not present in the training set. However, tliis sign per classifier approach faces
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tractability problems when attempting to extend the lexicon and is not flexible to variability in 
signs, such as the speed at which a sign is performed.
Borrowing from the speech community, large lexicons can be tackled by using sub-units. 
Where speech has its phonemes, sign has its visemes, by breaking sign down into sub-units 
for signal description and then recombining them at the word level with HMMs or similar, it is 
possible to use relatively few classifiers at the first stage, to inform the second stage classifier. 
This process allows the classification of much larger lexicons than with a single stage classifier, 
without the linear increase in processing time associated with classifier per sign techniques. It 
also allows more variability in the speed of the signs being classified, as the second stage com­
bines the detected visemes, allowing for self transitions. This work has concentrated on three 
types of visemes, positional Tab, motion based Sig and hand arrangement ffa.
Since each of the viseme types describes a separate part of the sign, different types of classifiers 
were required for each viseme type. Again, two types of feature extraction/classifier combina­
tions were demonstrated, the first was tracking with x,y point correspondences between frames 
for Ha, BPs for Sig and thresholds for Tab, the second used skin segmentation as an input to a 
simple grid for Tab; with single frame moments for Ha and multi-frame BPs over moments for 
Sig. While tracked data offered good results with the second stage classifier, it was apparent 
that, given the data, the appearance based features were able to gamer more salient information 
about the signs, which aided a Markov model to distinguish between signs more accurately. 
These results are limited by the size and content of the data set. The low number of signs 
available means that viseme types do not always appear in multiple contexts, so the viseme 
classifiers are not always able to distinguish between the viseme and the sign in which it oc­
curs. Unfortunately, the lack of accurately-labelled, natural sign data means that any trained 
system will be limited to the scope of its training data.
In order to address this issue, a new source of data was sought and found in the form of BBC 
footage with an inset signer. This provided a natural signer, covered a wide range of topics and 
dialects. It has only one drawback; there is no ground truth. In place of the ground truth there 
are weak labels in the form of subtitles, it was these which were used to form the basis of the 
final chapter of this work; automatic learning of sign using weak supervision.
As with any translation problem, the alignment of the two languages is not exact. For every
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occurrence of a word in the subtitle, there is a large region of corresponding video which may 
contain the taiget sign. In addition, if the sign is present, tlien there may be one or many 
occurrences. The solution could not enforce a one to one mapping, nor rely on strong temporal 
coherence between the subtitle and the signer. Instead, using a novel adaptation of the Apriori 
item set mining algorithm, which enforced weak temporal coherence between features, it was 
possible to mine feature combinations from multiple video segments to discover the target 
sign. This learning requires that the content of a frame be described by a set of higher level 
features such as those use in Chapter 4. Unfortunately, the viseme classifiers were not robust 
to the natural data so were discaided. STIPs, which aie popular in action recognition, were 
also explored. These proved unsuitable as they could not be reliably clustered into a code book 
for generality, while still providing an accurate description of tlie video. Instead, the tracked 
positions of the head and hands were used, these could be quantised into a codebook which 
provided tlie necessary balance between generality and fidelity of the original data.
Due to the noisy natuie of the data, parameter selection for mining was non-tiivial and to avoid 
human intervention, an iterative solution was devised. This method acquired tlie results from 
the mining at various paiameters, then used mean shift to find the most likely modes of the 
data. These modes were re-entered into the rhining as probable locations of the target sign, 
allowing the algorithm to iteratively refine its estimate of the sign location. Using this method, 
with a temporal window of uncertainty around a sign position (decreasing with each iteration), 
resulted in discriminative feature sets, able to isolate signs across large sections of video.
Further improvements were made by considering the type of noise present in the examples. 
Often examples containing the same target sign also contain similar noise to each other. This 
causes problems for the mining since it is trying to find similarities between the positive ex­
amples. By infusing the negative examples with contextually similai' content, found through 
subtitle adjacency, it is possible to disambiguate between the re-occurring noise and the target 
sign.
This thesis has presented novel approaches to SLR. It has introduced volumetiic features as 
a method for sign level detection, avoiding the non-trivial task of tracking a signer’s hands. 
Learnt spatio-temporal features were shown to be effective for detection at the viseme level, 
increasing the robustness and scalability of sign detection. Finally, it has been shown that signs
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can be leamt automatically from weak and noisy labels, in the form of subtitles, using a novel 
implementation of Apriori data mining, opening up a vast supply of natural signing data being 
broadcast daily.
6.1 Future Work
The field of SLR is growing fast, this thesis has concentrated on just some of the problems lim­
iting advances in the field. Creating new viseme level labelled data sets would enable the work 
of Chapter 4 to be investigated further; such suitable data sets are currently in progress [125]. 
Identifying the spatial relationships between a signer’s hands and body parts would help distin­
guish between different Tab visemes and positional sign data (where the signs are related to the 
part of the body on which they act, e.g. T ache’ where the sign for ‘ache’ would be performed 
at the site of the pain). Motion descriptors could be formed which concentrate on the hands 
individually as well as in combination, allowing learning algorithms to decide on the best com­
bination for a given viseme. These would benefit from including spatial scale information so 
that the size of the motion could be removed for viseme identification, whilst being made avail­
able for second stage classification, to use for sign translation, e.g. the difference between ‘car’ 
and ‘lorry’ is the size of the sign while the type of motion, hand shape and position remain con­
stant across the two. A major addition to this work would be a hand shape detector, there are 
several of these available in the literature [47, 53]. Kadir et al. noted significant performance 
increases by including Dez in their viseme based detector [20]. This is also justified by signs 
which have similar viseme descriptions, differing only by the hand shape.
This work has concentrated on the manual visemes of SLR, there are substantial gains to be 
had by including the non-manual visemes. Signers use facial expressions to clarify and extend 
the meaning of their signs. In BSL, there are facial expressions which are used both at a sen­
tence level, to indicate the grammar of sentences, and at the sign level, to distinguish between 
otherwise identical manual representations. Much of the work on expressions in the literature 
concentrates on databases of exaggerated expressions, recently work has moved into the region 
of more subtle facial expressions [64] and few of these techniques have been applied to the 
expressions specific to sign [126, 67, 69, 127].
However, their use would still require the formation of a viseme labelled data set, while this
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is not currently available, there are other areas which can be explored. The first would be a 
more complete investigation of STIPs, while the Hes-STIP features did not give the desired 
results there are new STIPs being published frequently [128, 129, 111, 130] and any one of 
these might prove suitable for describing sign.
Alternatively, continuing with the tracking based approach, it would be possible to enforce 
more temporal coherence within the mining algorithm. As previously mentioned, SPAM re­
quires rigid ordering of symbols. An alternative is to make the standaid SPAM implementation 
flexible, requiring features only to be near to a given order and within a certain distance of each 
otlier. This would allow for the natural vaiiation in sign without enforcing a frame by frame 
ordering.
Another option is to use combinations of tracked points, in the form of tiacklets, to describe the 
motion. If used with DTW this would enforce the temporal coherence in the features and not 
in the mining. This is of benefit since the time taken for mining increases as the conditions for 
rules become more complex. For this reason, there is a trade off between allowing the mining 
to form the complex rules from simple features and allowing the features to be more complex 
tliemselves. An alternative to a linguistically leamt handshape detector, and also an addition 
to the mining, would be the use of a hand shape descriptor. One that could be clustered into 
codebook form, such as the one described in [107], would be suitable. Ideally though, the 
descriptor would be more generic, able to cope with different orientations in order that the 
orientation could be used as a separate viseme type by the mining. This is more in line with 
the current linguistic descriptions of sign languages.
Many of the challenges in the SLR field aiise ai ound the lack of natural signing data available. 
Future research should investigate the design and collection of datasets suitable for training 
more complex recognition systems. Caie must be taken tliat informants are native signers, from 
differing areas within the taiget linguistic audience, so as to ensure good dialect coverage. The 
tasks, assigned to the signers to elicit desired content needs to be language independent so as to 
avoid contamination from spoken or written languages. Finally, and possibly most importantly, 
annotation should be performed by linguists who understand not only the signer, but also tlie 
computer vision community; resulting in annotation which balances the analogue nature of 
absti act meaning with the concrete label desires of machine learning techniques.
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The field of SLR is still young, when compared to speech recognition, there are still many basic 
problems to be solved. The advancement of the field as a whole is hampered by the lack of 
understanding about the languages in question, for example there is little information available 
about the grammar for BSL. The BSL Dictionary [1] has a short chapter on the subject and 
while Sutton-Spence and Woll created the first book on BSL Linguistics as an introduction in 
1999 [131], there are only two journals dedicated to the linguistics of sign language interna­
tionally [132, 133]. In addition, experience suggests the gap between the formally described 
grammar and that in everyday use, is larger than that in spoken or written languages. There has 
been some work done on the statistics of sign language grammars for recognition [26,134,135] 
but this again is limited, usually to the data in a set, which can vary in size between a few hun­
dred signs or tens of signs. This is insignificant when compared to spoken or written databases 
such as Hansards [94] corpus with French and English sentences from debates of the Canadian 
Parliament containing about 1.3 million sentences. Where speech and handwriting recognition 
have the advantages of grammatical priors, these are absent from most current SLR techniques. 
Advancement of sign linguistics, would indubitably bring advances to the field of SLR.
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Appendix A
Feature Extraction
Feature extraction is the process of describing an image, or series of images, by some form of 
salient information. For Sign Language Recognition (SLR), it deals predominantly with the 
motion of a signers hands and as such, segmenting skin coloured regions or identifying motion 
are both methods which lend themselves for use. Examined in the following sections are the 
extraction methods of skin segmentation and the most basic form of motion detection - frame 
differencing. These techniques are used in Chapters 3 and 4 as pre-processing stages.
A.l Skin Segmentation
Skin segmentation, often based on the pixel colours in the face, can be used to detect the 
hands in a signing video. The most straight forward way of achieving this is via a likelihood 
representation. The likelihood of the skin colour can be obtained either from the individual 
signer being monitored, or a priori from a generic set of skin images. In addition, the likelihood 
of the background can be gathered in a similar way.
The two most common methods for building likelihood models for the skin are to create his­
tograms of actual pixels or to model the colour space as a Gaussian or mixture of Gaussians. 
The latter can be useful if tliere are relatively few samples available to create the model. Both 
can be created by detecting the face (a fast method is proposed by Viola and Jones [108]) then 
using the colour of skin pixels within the face region to segment that of the hands. Alterna-
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Figure A. 1 : Example histogram of skin colour pixels in the normalised r,b domain 
The data is taken from a variety of skin tones, yet all the values are centred around a single
peak
tively, if a more generic model is required, then this can be performed over multiple images of 
different people.
There have been various studies of the variance of skin tones, which suggests that the human 
skin colour can be defined by a small area in normalised RGB space [136]. The normalisation 
for this is shown in equation A. 1 and an example histogram of accumulated r and b values is 
shown in figure A.I. As can be seen, the pixels form a tight cluster which can be represented 
by a Gaussian. There are many additional colour spaces available for use in image processing, 
the more common being YUV, YCbCr and HSV. These all separate the chromaticity from the 
luminance and while HSV is a direct transformation of The Red Green Blue colour space and 
its component parts (RGB), the others have differing colour gamuts. The work in this thesis is 
in the RGB and rb domains however the concepts are valid in other colour spaces.
Rr =
b =
R + G + B  
B
R + G + B (A.1)
The probability that any given pixel is of skin colour is given by the ratio of the skin likelihood 
to the background likelihood. This likelihood ratio, A{R, G, B) for any pixel with values
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(a) Original frame (b) Skin Likelihood Ratio
Figure A.2: Likelihood skin segmentation over an un-cluttered scene 
With no other objects in the foreground or background which have a similar colour to skin the 
skin segmentation gives a result with little noise.
R, G, B  is shown in equation A.2, where P {Skin \R , G, B) is the likelihood of a pixel being 
skin and P{Background\R, G, B) is the likelihood of a pixel being background.
P {Skin \R , G, B)A{R,G , B) = (A.2)P{Background\R, G, B)
Computing the likelihood for every pixel in an image identifies all the regions of skin as shown 
in figure A.2, this frame has been cleaned with morphological opening to remove noise. This 
example also shows a frame taken under ideal conditions, the background is a contrasting 
colour and the signers clothes are also distinct from his skin colour.
Figure A.3 shows a less constrained scene and the resulting skin likelihood image. Due to the 
cluttered nature of the scene, the resulting likelihood image is not a perfect segmentation of 
the hands and face. This is a re-occurring problem with any colour based feature extraction. 
While noise reduction techniques, such as applying a threshold or morphological operations, 
can improve the resulting segmentation, they usually lead to a loss of detail, as can be seen in 
the morphologically opened likelihood image in figure A.2(b).
A.2 Motion Extraction
The most basic form of motion extraction is frame differencing, this is a pixel by pixel com­
parison of one frame with another. Frame differencing is performed between two concurrent
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(a) Original frame (b) Skin Likelihood Ratio
Figure A.3: Likelihood skin segmentation over a cluttered scene 
Note how objects in the background can appear as skin. In this case most notable are the 
shelves and files which are beige or red in colour
frames, assuming a static camera, objects which are moving will be in a different place in the 
two frames and the difference image will highlight the object location, while static background 
will be close to zero and can be ignored. Differencing can be performed in either the luminance 
or the colour domain. The luminance domain is quicker, since there is only one subtraction per 
pixel whereas the colour domain requires three, one for each R,G and B as shown in equa­
tion A 3 where Yt{x, y) is the luminance of the pixel at co-ordinates (x, y) in a frame at time t 
and likewise RGBt{x, y) contains the RGB values of an equivalent pixel.
AY t {x,y)  =  \Yt{x,y) -  Yt-i{x,y)\
ARGB t {x , y)  =  AR t {x ,y) ,  AGt {x,y) ,  AB t {x ,y)
= \Rt{x,y) -  R t - i { x , y ) l \G t { x , y )  -  Gt- i{x ,y) \ , \Bt{x ,y)  -  Bt- i{x,y)\
(A.3)
One of the advantages of using the colour domain differencing is that there is more information 
to distinguish between areas which have similar luminosity. Examples of differencing are 
shown in figure A.4, the original images are shown in A.4(a) and A.4(b). Figure A.4(d) shows 
the difference image when only considering the luminance and in figure A.4(c) the colour 
difference image. In order to demonstrate the difference more clearly, the colour difference 
shown in figure A.4(c) is converted to greyscale (figure A.4(e)) and then compared with the 
luminance difference of figure A.4(d), to give the difference image shown in figure A.4(f).
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(a) Original frame t  — \
(c) Colour Difference
(e) Greyscale of (c)
(b) Original Frame t
(d) Luminance Difference
(f) Difference Between (e) and (d)
Figure A.4: Comparison between luminance and colour differencing 
The original frames are shown in (a) and (a), the colour difference is shown in (c), this is then 
converted to greyscale in (e). Alternatively, (d) shows the effect of converting the original 
images to grey scale, prior to performing the frame differencing. In order to highlight the 
variation, (f) shows the difference between converting to greyscale before differencing vs after
differencing
Most notable is the area where red and green are compared (yellow diamond in figure A.4(c)), 
in the greyscale comparison, this area shows as dark grey, in the converted colour version, this 
area is considerably brighter.
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Appendix B
Mean Shift
Mean Shift [137] is a clustering algorithm which can be used to find the modes of a density 
function. It has tlie advantage of not requiring prior knowledge of the number of modes present 
in the data, nor does it require tlie modes to take a specific form. It works by applying a fixed 
size kernel over each data point (or a randomly selected subset of the data if it is a large set) 
and iteratively shifting the kernel centies to the mean of the points witliin them.
In this tliesis, Mean Shift is used to find the modes in a ID distribution. Given a distance 
function 5(wi,W2) of two points in this distribution, the update procedure for the kernels is 
shown in equation B .l, where Ui G 3î —> [0, oo) is the value of the distribution at Ui and Nu is 
the number of points within the kernel, K ( u ) , tlie centr e of which is ü.
Nu
K{u)  =  y^^ô{ui,ü)vj
i=0
Nu
Y , K ( u)
Ü ' =  (B.l)
i=0
Iterations continue until the kernel positions stabilise, in the case of sets where u  takes discrete 
values, a maximum number of iterations parameter is introduced, to end the process should 
oscillation occur. The local maxima of the values of the kernel weights, K{u),  defines the 
modes of the data. Alternatively, for reduced computation, when two kernels become closer 
than a given threshold distance, 5,nin > <5(wi, Ü2), the larger of the two kernels supersedes the
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smaller kernel and the smaller is removed. This is advantageous in two ways, the first is that 
it can be integrated into the iterations rather than applied as a separate search after the Mean 
Shift algorithm has completed, the second is that it reduces the number of kernels examined at 
each iteration of Mean Shift thus reducing computation time.
Appendix C
Coloured Glove Segmentation
Given blue and yellow gloved signing data it is necessary to use some basic heuristic rules to 
tell if a pixel is blue or yellow and these are shown in equations C.l and C.2. Segmenting areas 
of blue is trivial, if the value of the blue part of a pixel is substantially bigger than that of either 
red or green then the pixel will display blue. Experimentally a good ratio can be shown that if 
the blue portion of the pixel is more than double the value of both red and green, then the pixel 
is blue in appearance.
B  >  2 * G
B > 2 * R  (C.l)
Yellow is more complex since it requires both the red and green components to be of a similar* 
value and for the blue component to be relatively low. In this case a threshold is used to set how 
similar the values of red and green are. The ratio of the values must be within this threshold of 
0.2 and the value of the blue portion should be less than a third of that of the red or green.
< 0.2
B  > 3 * B
G >  3 * B  (C.2)
The colour spaces that these rules create are shown in figure C.l, the threshold on yellow could 
be tighter to remove the green and red tinges either side of the slitlier. Since tire data set is
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( 0 , 1, 1)
(0 , 1,01 1,0,0) (0, 1,0)
( 1,0 ,0 )
(0,0,0) (0,0,0)
Figure C.l: The regions of the colour space segmented by the rules 
The area required for yellow is smaller and more defined than that of the blue.
Figure C.2: Examples of frames from the gloved data set and the glove segmented results 
The results are crisp and the structure of the hand is retained since the majority of the 
luminance value is stored in the blue channel for the blue glove or the red or green channel for
the yellow glove.
filmed against a black background and the signer is known to be wearing a contrasting shirt, 
this is unnecessary and leads to erosion round the yellow boundaries due to shading.
Appendix D
Cluster Analysis for Codebook Sizes
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Appendix E
In Depth Analysis of Word Spotting 
Parameters
The following graphs contain the results of the mining analysis for word spotting. Full tests 
were performed on the sign ‘plane’ and a subset is run on the sign ‘army’. The figures are 
airanged by sign and temporal concatenation type, for each combination there aie 3 sets of 
graphs based on the different codebook sizes. Each set of graphs covers the differing values 
of (vertically) and (horizontally), when a graph is not present or is empty then
no rules were retuned. Each graph shows the responses over all examples vs frame, ideally the 
graph should show a flat response apart from a peak ai ound the taiget sign in the centre of the 
X scale. Full details of the method are in Chapter 5.
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Figure E. 1 : Mining responses for ‘plane’ using no temporal concatenation
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Figure E.2: Mining responses for ‘plane’ using bi-grams
174 Appendix E. In Depth Analysis o f Word Spotting Parameters
' . __________ . . .  - . -  / A
' , ^
_ , - ^ A  u h k - . y  - ■ -  :
} , n  T ,
\  '  J À l - .  - \  -  _
1
i '
(a) Number of Clusters - Head;5 Hands: 10
. .k k _ - /I . . _
.  ^ ;\JL . _ . J ' J l ... . A / . .
_A \  -  \ - V  ^  ^
 ^ y .iL \ - A ^ . r  _ \ -
; _ \ n. fvÀ r. 1 '  ni n,
(b) Number of Clusters - Head: 10 Hands:20
.  :
(c) Number of Clusters - Head:20 Hands:40 
Figure E.3: Mining responses for ‘plane’ using tri-grams
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Figure E.4: Mining responses for ‘army’ using bi-grams



