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Abstract
Summarizing the whole support of a random variable into minimum volume sets of
its probability density function is studied in the paper. We prove that the level sets of a
probability density function correspond to minimum volume sets and also determine the
conditions for which the inverse proposition is veriﬁed. The distribution function of the
level cuts of a density function is also introduced. It provides a diﬀerent visualization of
the distribution of the probability for the random variable in question. It is also very
useful to prove the above proposition. The volume k of the minimum volume sets varies
according to its probability a: smaller volume implies lower probability and vice versa
and larger volume implies larger probability and vice versa. In this context, 1 a is the
error of an erroneously classiﬁcation of a new observation inside of the minimum
volume set or corresponding level set. To decide the volume and/or the error of the level
set that will serve to summarize the support of the random variable, a a k plot is
deﬁned. We also study the relation of the minimum volume set approach with random
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set theory when a is a random variable and extend the most speciﬁc probability–pos-
sibility transformation proposed in [System Theory, Knowledge Engineering and
Problem Solving, in: Fuzzy Logic: State of the Art, vol. 12, Kluwer, 1993, pp. 103–112]
to continuous piece-wise strictly monotone probability density functions.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
There exist several theories to model uncertainty in non-deterministic pro-
cesses or experiments, including probability theory and possibility theory [1].
In both conceptual frameworks, uncertainty in variables is modeled by func-
tions deﬁned over sets, probability measures and possibility distributions, re-
spectively. In addition both theories provide more manageable functions
deﬁned over single-values that also model the uncertainty, probability density
functions (pdf) and possibility measures, respectively. These single-valued
functions are uniquely determined from the set-valued functions by the integral
and maximum operators, respectively. Aside of being more manageable than
the set-valued functions, they can be also visualized for up to three-dimensional
variables. A probability density function indicates the likelihood for any value
to be taken by the variable in question. Despite the information that may be
lost, it is often necessary to summarize the whole support of a random variable
according to its probability distribution into a set or a single value. For ex-
ample, when predicting the response of a system for which the variable re-
sponse is a random variable. Depending on the situation, a diﬀerent set or a
diﬀerent single value may be used. For example, when the mean squared error 1
cost function is applied, the mean value is the only value of the support of the
variable that minimizes it. When the distance dðx; _xÞ ¼ 0 iﬀ x ¼ _x, 1 otherwise,
is applied, the single values that minimize it are the global modes 2 of the
density function.
There are diﬀerent techniques to summarize a density function into a set.
For unimodal and symmetric distributions such as a Gaussian, symmetric in-
tervals about the mean are the most reasonable choice. For example in [2] the
authors refer to the ‘‘three sigma’’ rule: values for which jx lj > 3r, where l
is the mean and r the standard deviation, are classiﬁed as ‘‘impossible’’. This
type of intervals are often used to eliminate outliers. The integral outside of this
1 Mean of the square Euclidean distances between the actual response of the system and
predicted values.
2 A global mode is a value where the probability density function achieves its global maximum.
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type of intervals, is the error that the random variable is erroneously classiﬁed
as an outlier, or in other words, that an observation of the random variable
takes a value outside the interval. For non-symmetric distributions, we can
take as a ‘‘possible’’ set, the values inside the interval between the 0.05th, and
99.95th percentile limits. As in the three sigma rule for the Gaussian case, the
error is equal to 0.1, but there is a crucial diﬀerence: opposed to the Gaussian
case, it could occur that some values outside of interval have a higher density
than values inside it, i.e., for a ﬁxed value x inside the interval there exists one
or more values x0 outside of the interval such that f ðxÞ6 f ðx0Þ. This clashes
with the following principle.
If a value x is possible, a ‘‘more’’ probable 3 value x0 is possible too.
For non-symmetric distribution, there is not such a ‘‘centre’’ of the distri-
bution from which to construct symmetric intervals verifying the above prin-
ciple. The only approach that avoids this inconvenience consists of choosing set
of possible values with the highest density values, which corresponds to the
level set 4 of the density function which probability is equal to a, being 1 a
a given ﬁxed error.
In this paper we prove that the level sets of density functions correspond to
regions with the minimum volume or Lebesgue measure for a given error 1 a.
This regions are also called modal sets [3]. This means, that given a level set
Ay ¼ fx : f ðxÞP yg with P ðAyÞ ¼ a, for all A  R such that P ðAÞ ¼ a, we have
kðAÞP kðAyÞ, i.e., Ay has minimum volume. For continuous density functions
this has already been proven by methods described in [4] and based on the
concept of excess mass function which, for a ﬁxed level cut y is deﬁned as
EðAÞ ¼ P ðAÞ  ykðAÞ: ð1Þ
This function is maximized when the probability of A is the highest possible
while its Lebesgue measure is the smallest possible, this is a minimum volume
set (mvs). The excess mass function has been studied since 1980 [5,6] and more
recently by [3,7,8]. The authors principally concentrate on the estimation of
level sets or density contour clusters of pdfs and tests for multimodality. Level
sets of a pdf are estimated by shapes, such as convex hulls, that contain the part
of observations xis such that f ðxiÞP y, i.e., falling inside of the level set. In this
paper we focus on one-dimensional pdfs although the theoretical results can be
easily extended for more dimensions. For one dimensional pdfs, the calculation
of the level sets of a pdf has a low computational complexity. For more than
one dimension, the computational complexity grows exponentially becoming a
3 Although the probability for any single value is equal to zero since it is the integral of the
density function on a null-Lebesgue set, it still makes sense when comparing single values
probabilities by using the density function.
4 We call a level cut of f ðÞ, to any y 2 ½0; sup f  and a level set Ay of f ðÞ to any set such as
fx : f ðxÞP yg where y being a level cut of f ðÞ.
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complex problem [2,9]. The mvs approach has also been used in forecasting
with one dimensional conditional density functions [10–12]. A mvs in a class of
measurable sets C for a error a is deﬁned in [11] as
MCðaÞ ¼ argminfkðBÞ : B 2Fagf g; 8a 2 ½0; 1; ð2Þ
where Fa ¼ fB : B 2 C; P ðBÞP ag and P is a probability measure.
In this paper we take a slightly diﬀerent approach. The minimum volume
sets mvs are introduced through the equivalent idea of maximum density sets.
From this starting point we provide a proof of the above proposition and
extend the result for discontinuous density functions. For a given error 1 a,
we also show what conditions the density function has to verify such that the
mvs is unique (apart from null Lebesgue subsets) and thus equal to the level set
Ay such that P ðAyÞ ¼ a. Finally, we investigate the minimum volume approach
in the context of random set theory. If the parameter a is itself a random
variable, the corresponding level set describes a closed random set. Its single
point coverage function deﬁnes a possibility measure which describes the
possibility for any value in the support of the random variable to belong to the
corresponding set of possible values or mvs. We prove that this possibility
measure is a generalization of the probability–possibility transformation sug-
gested by Dubois in [13] for piece-wise strictly monotone probability density
functions, when parameter a is a uniform random variable.
In this paper we will limit the scope to random variables which have a
probability density function, i.e., the measure induced by those random vari-
ables is absolutely continuous w.r.t. the Lebesgue measure.
Deﬁnition 1. We deﬁne the class of sets B ¼ fB : B ¼ Sni¼1 Ii; n < 1;
Ii is an interval in Rg [ ;. Note that B is distinct from the Borel algebra on
R.
For the sake of simplicity we restrict the class of pdfs considered to those
with Ay 2 B. Noting that these, cover most practical situations.
2. Distribution function of the level cuts of a pdf
In this section, the probability distribution function of the level cuts nðÞ of
f ðÞ is introduced. This mapping characterizes the relationship between the
corresponding level sets of a pdf and their probability. The use of this rela-
tionship is akin to how the cumulative distribution function (cdf) F ðÞ, deﬁnes
for each argument x, the area under the density f ðÞ for the interval ð1; x.
The cdf thus illustrates the probability accumulated in ð1; x. nðÞ deﬁnes for
each level cut y of f ðÞ the area under f ðÞ of the corresponding level set Ay .
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Deﬁnition 2. We deﬁne the distribution function of the level sets of the pdf as
the mapping




f ðxÞdx ¼ PðAyÞ ¼ a: ð3Þ
In Fig. 1, some examples of nðÞ for diﬀerently shaped probability density
functions are shown. Note that nðÞ follows certain patterns depending on the
shape of f ðÞ. As well as of being a tool to visualize the uncertainty of variable
x, nðÞ is useful to prove the relationship between the mvs and level sets of the
f ðÞ in the next section. The following theorems and corollaries describe the
shape of nðÞ depending on the shape of f ðÞ. The proofs can be found in
the Appendix A.
Theorem 1. Function nðÞ is monotone decreasing, thus continuous by the left and
it can only have discontinuities of first type, i.e., nðÞ is defined for all
y 2 ½0; sup f .
Theorem 2. If for all h > 0, kðf 1ð½y; y þ hÞÞÞ > 0 and kðf 1ð½y  h; yÞÞÞ > 0,
nðÞ is locally strictly decreasing at y 2 ð0; sup f Þ.
Theorem 3. Function nðÞ is continuous at y 2 ð0; sup f Þ iff kðf 1ðyÞÞ ¼ 0. When
kðf 1ðyÞÞ > 0, nðÞ has a jump of magnitude y  kðf 1ðyÞÞ at y.
Theorem 4. Let y 2 ð0; sup f Þ. If cardðf 1ðyÞÞ < 1 and for all x 2 f 1ðyÞ, f ðÞ is
a local bijection and differentiable in a neighbourhood of x, with non-zero de-
rivative at x, then nðÞ is differentiable at point y.
Theorem 5. Let y 2 ð0; sup f Þ. If cardðf 1ðyÞÞ < 1 and for all x 2 f 1ðyÞ, f ðÞ is
differentiable at x then
• f ðÞ has a non-zero derivative or local maximum point at x 2 f 1ðyÞ, then nðÞ
is differentiable from the right at y.
• f ðÞ has a non-zero derivative or local minimum point at x 2 f 1ðyÞ, then nðÞ is
differentiable from the left at y.
• Otherwise nðÞ is not differentiable from either side.
Corollary 1. If f ðÞ is continuous then nðÞ is strictly decreasing. See cases 1–5 of
Fig. 1.
Corollary 2. If f ðÞ is continuous and piece-wise strictly monotone, then nðÞ is
continuous from point ð0; 1Þ to point ðsup f ; 0Þ. See cases 1–3 of Fig. 1.
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Corollary 3. If for y1; y2, 0 < y1 < y2 < sup f and f 1ððy1; y2ÞÞ ¼ ; then nðÞ is

















































































Fig. 1. Function nðÞ (right) for diﬀerently shaped probability density functions f ðÞ (left).
30 J. Nu~nez Garcia et al. / Internat. J. Approx. Reason. 34 (2003) 25–47
Corollary 4. If f ðÞ is a histogram, then nðÞ is piece-wise constant. See the last
case in Fig. 1.
Corollary 5. If f ðÞ is differentiable, piece-wise strictly monotone, then nðÞ is
differentiable everywhere, except for those y ¼ f ðxÞ where f 0ðxÞ ¼ 0. See cases 2
and 3 of Fig. 1.
3. Minimum volume class of sets and level sets of a pdf
In this section we deﬁne mvs according to the idea that a mvs must have the
highest ‘‘density of probability’’ among the sets that have the same probability.
Thus, prior to this we need to deﬁne the probability ‘‘density-set’’ function for
any A 2 B.
Deﬁnition 3. The probability ‘‘set-density’’ function DðÞ of a random variable x
is deﬁned as
D : B! ½0; sup f 
A 7! P ðAÞ
kðAÞ :
ð4Þ
For the empty set DðÞ is deﬁned equal to zero. For singleton sets DðÞ is
deﬁned as DðfxgÞ ¼ f ðxÞ. Note that
f (x)
α
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kð½x ; xþ Þ
¼ lim
!0
F ðxþ Þ  F ðx Þ
2
¼ F 0ðxÞ ¼ f ðxÞ;
ð5Þ
where F ðÞ is the cdf of x and F 0ðÞ denotes its derivative, provided that F ðÞ
is diﬀerentiable at x. Note that F 0ðxÞ ¼ f ðxÞ almost everywhere since variable
x is absolutely continuous. Even for those x for which F ðÞ is not diﬀerentia-
ble, it makes sense to deﬁne DðfxgÞ as f ðxÞ. Although for a ﬁnite set with
more than one value this limit does not exist the density-set function is deﬁned
here as







In what follows we prove that the range of DðÞ is ½0; sup f :
• For all A in B, DðAÞP 0 since PðAÞP 0 and kðAÞP 0.
• For any A 2 B, we have thatZ
A
f ðxÞdx6 kðAÞ  sup
x2A
ff ðxÞg () P ðAÞ
kðAÞ 6 supx2A ff ðxÞg6 sup f :
Deﬁnition 4. The minimum volume class of sets (mvcs) of a random variable x
is deﬁned, for any a 2 ½0; 1, as the functional
MVC : ½0; 1 ! PðBÞ
a 7! argmaxfDðAÞ : A 2Aagf g;
ð7Þ
where PðBÞ is the power set of B and Aa ¼ fA : A 2 B; P ðAÞ ¼ ag.
The deﬁnition provided in this paper is slightly diﬀerent than the one given
in [11]. For C equal to B both deﬁnitions coincide for a 2 ð0; 1. When a ¼ 0
the mvcs is
MVCð0Þ ¼ fA 2 B : f ðxÞ ¼ sup f ; 8x 2 Ag: ð8Þ
When f ðÞ is such that there exist x1; . . . ; xn, n < 1, for which f ðxiÞ ¼ sup f ,
i.e., f ðÞ has global modes at points xi, then MVCð0Þ ¼
ffx01; . . . ; x0jg : x0i 2 fx1; . . . ; xng; j6 ng. This contrasts with the deﬁnition of
minimum volume set of Eq. (2). Supposing that class C is equal to class B and
a is equal to zero we have
MBð0Þ ¼ fA 2 B : kðAÞ ¼ 0g ¼ ffx1; . . . ; xng : xi 2 R; n < 1g; ð9Þ
i.e., the mvcs is composed by any ﬁnite set of real numbers.
The following theorem states that a level set of a pdf is a mvs.
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Theorem 6. a ¼ P ðAyÞ () Ay 2MVCðaÞ.
It is of great interest to know the conditions to be veriﬁed by a pdf such that
for a value for parameter a, there exists a level cut y and Ay 2MVCðaÞ. These
conditions are summarized in the following two corollaries.
Corollary 6. Let y 2 ½0; sup f . kðf 1ðyÞÞ ¼ 0) Ay 2MVCðaÞ with a such that
P ðAyÞ ¼ a.
Corollary 7. Let y 2 ð0; sup f Þ. kðf 1ðyÞÞ > 0) 8a 2 ðlimh!0 P ðAyþhÞ; PðAyÞÞ;
9= y 0 2 ½0; sup f  such that Ay0 2MVCðaÞ.
Note that kðf 1ðyÞÞ > 0 is equivalent to say that there exist A  R such that
kðAÞ > 0 and 8x 2 A, f ðxÞ ¼ k, i.e., f ðÞ is constant in A. See case 5 of Fig. 1.
One more corollary states the relationship of level sets of histograms with mvs.
Corollary 8. f ðÞ is a histogram () Ayi 2MVCðaiÞ, where y1; . . . ; yn are the n
different values that f ðÞ takes, ordered from the largest to the smallest.
Deﬁnition 5. The minimum volume set for a given a is deﬁned as
MVS : ImgðnÞ  ½0; 1 ! B
a 7! x : f ðxÞ P n1ðaÞ ¼ An1ðaÞ: ð10Þ
This is another deﬁnition of a level set expressed in terms of the corre-
sponding parameter a instead of the level cut y. Note that for a given a,
MVSðaÞ exists and consequently belongs to MVCðaÞ iﬀ there exist a y such that
P ðAyÞ ¼ a.
4. Probability–volume plot of the level sets of a pdf
Two important parameters deserve our attention when choosing a set A of
the domain of a variable as the set of possible values: a and kðAÞ. The ﬁnal
decision may be a compromise between both parameters since an increment of
one results in an increment of the other and vice versa. A probability–volume
plot 5 might then be useful to understand the relation between both parameters
and allows us to ﬁnd the mvs that better suits our enquiry.
Deﬁnition 6. The volume function of the level cuts of a pdf is deﬁned as
5 The volume of a set is its Lebesgue measure.
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d : ½0; sup f  ! Rþ
y 7! kðAyÞ:
Deﬁnition 7. Thus a probability–volume plot is given by the composite function
d  n1 : ½0; 1 ! Rþ
a 7! k x : f ðxÞ P n1ðaÞ ¼ k An1ðaÞ : ð11Þ
Estimation of the level sets is beyond the aim of this paper but some
methods for estimation of level sets of pdfs can be found in [3,5]. The function
d  n1ðÞ is introduced with the aim to provide a visual tool to help us to decide
the level of conﬁdence and/or the volume for the mvs. d  n1ðÞ can be easily
estimated from a sample of data without prior estimation of the level sets. In
Fig. 2 we provide an example. A kernel density estimator fnðÞ with 50 two-
dimensional Gaussian kernels with a bandwidth parameter equal to 0.15 is
shown in the top row, the sample of 50 data and the contour plot with 10 level
sets in the middle row, and an estimator of the probability–volume plot in the
bottom row are shown. For each possible level cut y 2 ½0; sup fn, we estimate
dðyÞ and nðyÞ by
dnrðyÞ ¼




cardfxi : fnðxiÞP yg
n
;
where xr1; . . . ; xri; . . . ; xrnr are a sample of independent data uniformly distrib-
uted in the rectangle ½a; b  ½c; d which contains the region for which f ðxÞ > 0
and x1; . . . ; xn is the original sample of data. In the example we have used the
rectangle ½2:1; 2:1  ½2:1; 2:1. Thus, the pairs ðnnðyÞ; dnrðyÞÞ, 8y 2 ½0; sup f 
form the probability–volume plot. For more than two dimensions, although its
estimation requires more computational time, the procedure remains simple
and the plot is a helpful tool for choosing the adequate parameter a and/or
volume of the level set that summarizes the distribution of x.
5. Examples
The methodology of summarizing a pdf into a mvs or level set, applies to
any random variable with pfd. For a random variable with a unimodal and
symmetric pdf this method provides similar results to traditional methods
based on the mean squared error cost function. However it diﬀers from clas-
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sical methods for random variables with multimodal and asymmetric pdf,
providing a diﬀerent approach. In what follows, this is illustrated for two
practical cases.
Fig. 2. Probability–volume plot of the set mvs MVSðÞ for a two dimensional process. A kernel
estimator of a sample of 50 data on the top, the sample of data and some level sets of the kernel
estimator in the second row and the estimator of the probability–volume plot in the bottom row.
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5.1. Old Faithfull geyser
The data set consists of 107 observations of time intervals between eruptions
of the Old Faithfull geyser [14]. The density function is estimated with a
Gaussian kernel estimator with bandwidth parameter equal to 2.5 (top row of
Fig. 3). In the second row, the distribution of the level cuts is shown. It is non-
diﬀerentiable in two points, which correspond to the local minimum and local
maximum of the pdf. Between these two points the corresponding level sets are
composed by two intervals. In the last row, the probability–volume plot is
shown. It assists us in deciding which level set is best to summarize the support
of x according to our probability and/or volume preference. For example if we
want to bound the next eruption inside an interval of 2 s, the probability is
























δ ο ξ –1 (α)
Fig. 3. Gaussian kernel estimator of the pdf for the Old Faithfull geyser data. Distribution function
of the level sets nðÞ and the probability–volume plot given by d  n1ðÞ.
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0.77, which is the probability for the corresponding level set or mvs
½1:58; 2:14 [ ½3:38181; 4:8204. The global mode, 4.07, is the approach that this
methodology provide if a single value is the type of prediction needed. Note
that the mean value, which minimizes the mean square error is equal to 3.46.
5.2. DNA microarray experiments
DNA microarrays are a technology that allows biologists to measure gene
activity levels [15,16]. The value, which represents the activity level of a gene, is
extracted from an approximately circular area of a bitmap image. This area is
called a ‘‘spot’’ and contains material associated with the particular gene. A
spot consists of a number of pixels from which a pdf of their intensities is
calculated (see in Fig. 4, top row left, the pixels inside the circle forming a spot).
The quantiﬁcation of the spots, to obtain a single number representing the
gene, is usually done by taking the median or mean of the pixel intensities
within each spot. In this application it is important to summarize the whole
distribution of the pixels within a spot into a single value since a microarray
experiment could contain more than 10,000 of these spots. Thus it is preferable
to deal with single values rather than pdfs. Intervals could be a feasible option
too. The methodology of using mvs for summarizing the distribution of the
intensities within a spot would tell us that the mode of the distribution is the
most probable intensity, providing a diﬀerent approach than taking the mean
or the median values. In the second and third row of Fig. 4, the distribution
function of the level cuts and the probability volume plot for the pdf are
shown. In this application we also found interesting that the mvs approach can
be used to eliminate outliers, i.e., very low or very high intensity pixels pro-
duced by the scanner that generated the images. For example by taking the
parameter a equal to 0.95 and recalculating the pdf.
6. Relationship of the mvs with random set theory
In this section we brieﬂy discuss an interesting relationship of the level sets
with random set theory [17–20]. Level sets are intrinsically related to closed
random sets when parameter a is governed by a random variable. In this case,
MVSðaÞ is a nested random set whose single point coverage function pMVSðÞ,
deﬁned for all x in R, indicates the possibility of variable x to take a value in
MVSðÞ. Furthermore, it results that pMVSðxÞ is a generalization of the prob-
ability–possibility transformation suggested by Dubois in [13] for piece-wise
strictly monotone pdfs, when a is a uniform random variable on ½0; sup f .
In what follows, we suppose that f ðÞ is continuous and piece-wise strictly
monotone so that MVSðaÞ exists for all a 2 ½0; 1. Under this condition,
MVSðaÞ is a closed set since it includes its boundary, i.e., f 1ðyÞ where
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y 2 ½0; sup f  such that P ðAyÞ ¼ a. If the level of conﬁdence a is a random
variable, the corresponding level set n1ðaÞ or Ay with P ðAyÞ ¼ a is a closed
random set. This appears in real world problems when the error 1 a for the
forecast depends on subjective information such as the belief of a group of
experts about which one is the appropriate error 1 a. We refer to subjective
information as the belief of an individual or a group of individuals about the
proper value for the probability of the set of possible values, expressed in terms
of a random variable. According to [18] the probability distribution, PMVSðÞ, is
determined by a Choquet capacity TMVSðÞ such that
Fig. 4. Gaussian kernel estimator of the pdf for a DNA microarray spot intensities. Distribution
function of the level sets nðÞ and the probability–volume plot given by d  n1ðÞ.
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TMVSðKÞ ¼ PMVSðCKÞ
¼ Pa fa : a 2 ½0; 1;MVSðaÞ \ Kð 6¼ ;gÞ; 8K 2K; ð12Þ
where CK ¼ fC : C 2 C;C \ K 6¼ ;g, C is the set of closed sets 6 of R andK is
the set of compact sets of R and Pa is the probability distribution of a. Consider
the level cut y0 ¼ supff ðxÞ : x 2 Kg of f ðÞ, corresponding to a level of conﬁ-
dence a0. From (3) we ﬁnd that




Note that a0 is the highest level of conﬁdence achieved by a MVSðaÞ such that
MVSðaÞ \ K 6¼ ;. Thus we have for the Choquet capacity (12)




Alternatively, in terms of the cumulative distribution FaðÞ
TMVSðKÞ ¼ PaðaP a0Þ ¼ 1 Faða0Þ: ð14Þ
Thus, the single point coverage function, pMVSðÞ of MVSðÞ is calculated by the
capacity TMVSðKÞ with k ¼ fxg; 8x 2 R, i.e.,
pMVSðxÞ ¼ TMVSðfxgÞ ¼ PMVSðCfxgÞ
¼ Paðfa : a 2 ½0; 1; x 2MVSðaÞgÞ; 8x 2 R:
Consider a x0 2 R, then y0 ¼ f ðx0Þ and nðy0Þ ¼ a0, i.e., a0 is corresponding to
a level of conﬁdence for y0. a0 is the highest level of conﬁdence achieved by a
MVSðaÞ such that x 2MVSðaÞ and we obtain the same results as for the
Choquet capacity (13) and (14)




Alternatively, in terms of the cumulative distribution FaðÞ
pMVSðx0Þ ¼ PaðaP a0Þ ¼ 1 Faða0Þ:
For any x0 in the domain of x, pMVSðx0Þ is the probability of x0 belonging to the
mvs of x, MVSðÞ, w.r.t. the distribution of probability a. MVSðÞ is therefore a
nested random set [21,22]. The corresponding plausibility function, applied to
singletons fxg, deﬁnes the possibility measure pMVSðÞ for any x 2 R to belong
to the mvs. These considerations are of importance to and discussed in the
6 Note that the class of set C in this section has no relation with the previous sections where the
same symbol C was used.
J. Nu~nez Garcia et al. / Internat. J. Approx. Reason. 34 (2003) 25–47 39
areas of fuzzy systems and possibility theory [20,23–25]. The points for which
the pdf achieves the supreme, have probability one to belong to MVSðÞ in-
dependently on how a is distributed. In others words, the possibility pMVSðÞ for
these points is equal to one
f ðx0Þ ¼ y0 ¼ sup f () nðy0Þ ¼ a0 ¼ 0
() Paða 2 ½a0; 1Þ ¼ 1 ¼ pMVSðx0Þ
() pMVSðx0Þ ¼ supfpMVSðxÞ : x 2 Rg:
Note that
MVSðaÞ ¼ fx : pMVSðxÞP 1 FaðaÞg;
i.e., the mvs MVSðÞ for a are those points x for which the probability to belong
to the mvs MVSðÞ, is greater than 1 FaðaÞ. Note that when 1 FaðaÞ in-
creases, the mvs converges to the supremum of f ðÞ. Thus, we deal with another
interpretation for the mvs MVSðÞ when a is unknown; ‘‘the random variable x
could be summarized by the set E of those points x whose probability to belong
to the mvs is greater that certain threshold q’’. Since q ¼ 1 FaðaÞ ()
a ¼ F 1a ð1 qÞ, the set E is then equal to MVSðF 1a ð1 qÞÞ. To summarize the
random variable in a single value it also makes sense to choose the point whose
probability to belong to the mvs is equal to one. The maximum of pMVSðxÞ is
achieved at the same points that the maximum of f ðÞ is obtained. In Fig. 5, we
have graphically summarized the calculation of the single point coverage
function, pMVSðÞ, of MVSðÞ from the pdf, f ðÞ, of a normal distributed ran-
dom variable and uniformly distributed level a. The graph consists of two plots
divided by the vertical axis. On the left nðÞ and 1 F ðÞ are plotted. nðÞ has
been rotated from its original position in order to match the y-axis of both
functions nðÞ and f ðÞ. The ordinate on the left, has been scaled from 0 (on the
right) to 1 (on the left) and corresponds to the domain of random variable a.
Note that the two horizontal axes (left and right of the vertical axis) do not
have the same scale. On the right, f ðÞ and pMVSðÞ are plotted. This rear-
rangement allows us to look at all aspect of the process described previously.
For example, consider x0 2 R, following the dashed line, we obtain y0 ¼ f ðy0Þ,
a0 ¼ nðy0Þ, 1 F ða0Þ and ﬁnally pMVSðx0Þ.
Dubois et al. proved that for a unimodal continuous probability density
function f ðÞ, the most speciﬁc 7 possibility measure PðÞ that dominates 8 the
probability P ðÞ has associated a possibility distribution 9 pðÞ such that
7 The integral of the possibility distribution pðÞ associated to the possibility measure PðÞ is
minimum possible.
8 P ðAÞ6PðAÞ for all A  R.
9 A possibility distribution pðÞ is associated to possibility measure PðÞ iﬀ PðAÞ ¼
maxA p; 8A  R. We denote maxfpðxÞ : x 2 Ag as maxA p.




f ðuÞdx; 8x0 2 R: ð15Þ
If a is uniformly distributed in the interval ½0; 1 we have that




which is similar to the probability–possibility transformation of Eq. (15) pro-
posed in [13]. In what follows we prove that the possibility measure deﬁned by
CMVSðAÞ ¼ maxA pMVS for all A  R, satisﬁes the three transformation prop-
erties described in the previous section and consequently extends the result of
Dubois et al. to continuous piece-wise strictly monotone pdfs.
Firstly, we show that CMVSðÞ dominates P ðÞ. Let be A  R. Then

















f ðxÞdx ¼ PðAÞ:
Fig. 5. Illustration of the calculation of the single point coverage function, pMVSðÞ, of MVSðÞ from
pdf f ðÞ, of a normal distributed random variable and a uniformly distributed a. The graph consists
of two plots divided by the vertical axis. On the left nðÞ and 1 F ðÞ are plotted. nðÞ has been
rotated from its original position in order to match the y-axis of both functions nðÞ and f ðÞ. The
ordinate on the left, has been scaled from 0 (on the right) to 1 (on the left) and corresponds to the
domain of the random variable a. Note that the two horizontal axes (left and right of the vertical
axis) do not have the same scale. On the right, f ðÞ and pMVSðÞ are plotted. This rearrangement
allows us to look at all aspects of the process described in the text. For example, consider x0 2 R,
following the dashed line, we obtain y0 ¼ f ðy0Þ, a0 ¼ nðy0Þ, 1 F ða0Þ and ﬁnally pMVSðx0Þ.
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Secondly, let as prove that pMVSðÞ satisﬁes the reference preservation. Let
x0; x00 2 R. Then
pMVSðx0Þ < pMVSðx00Þ () 1
Z
Af ðx0Þ















() f ðx0Þ < f ðx00Þ:
Thirdly, we prove that CMVSðÞ is the most speciﬁc measure that dominates







where pðÞ is the possibility distribution associated with PðÞ, and such that it
satisﬁes the two previous principles. Eq. (16) implies that there exist at least one
x0 in R such that pðx0Þ < pMVSðx0Þ. Let Af ðx0Þ, then
PðAf ðx0ÞÞ ¼ maxAf ðx0Þ
p ¼ pðx0Þ < pMVSðx0Þ ¼ 1
Z
Af ðx0Þ
f ðxÞdx ¼ P ðAf ðx0ÞÞ;
which is a contradiction to the supposition that PðÞ dominates P ðÞ. Note
that the second equality is satisﬁed since we supposed that pðÞ satisﬁes the
principle of preference preservation. Thus, we conclude that CMVSðÞ is the
most speciﬁc possibility distribution that dominates the probability measure
P ðÞ.
7. Conclusions
The relationship between the level sets and the minimum volume sets of a
probability density function is studied in this paper. The results obtained are
restricted to the class of set B. Nevertheless, these cover the most realistic
situations for applications. As a further work one could extend this result for
the Borel algebra. To prove the main result of this paper which includes the
theorem and the three corollaries of Section 3 we needed to deﬁne the distri-
bution function of the level cuts of a pdf. This function is itself an interesting
tool with the feature that can be visualized for all the pdfs independently of
their dimensionality. In the Appendix A we provide several theorem showing
how the shape and properties of a pdf characterize the shape and properties of
the corresponding distribution of the level cuts and vice versa.
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Another interesting tool introduced is the probability–volume plot. Before
estimating the set of possible values of a random variable it is interesting to
estimate probability–volume plot which helps us to decide the probability
parameter a in relation to the volume and vice versa.
The representative set of the mvcs given by the functional MVSðÞ for
continuous and piece-wise strictly pdfs deﬁnes a random set when parameter a
is a random variable. Consequently, level sets of a pdf are related to random set
theory. We extended the most speciﬁc probability–possibility transformation
of Dubois et al. [13] to continuous piece-wise strictly monotone pdfs.
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Appendix A
Some results of real analysis and measure theory are used in the proofs for
the theorems of this Appendix. For more details about these results, see for
example [26,27]. The following series of theorems refer to the case in which x is
a continuous random variable in R, i.e., for all x in R, P ðx ¼ xÞ ¼ 0. We will
suppose that Ay 2 B. Note that most of practical cases of continuous random
variables, the pdfs verify this property.
Proof of Theorem 1. Let y1; y2 2 ½0; sup f  such that y16 y2 ) Ay2  Ay1 )
nðy1ÞP nðy2Þ. h
Proof of Theorem 2. Let be y 2 ð0; sup f Þ. Then,
h 2 ð0; sup f  y ) nðyÞ  nðy þ hÞ ¼ P ðfx : y6 f ðxÞ < y þ hgÞ
P y  k f 1ð½y; y þ hÞÞ > 0
and
h 2 ½0; yÞ ) nðy  hÞ  nðyÞ ¼ Pðfx : y  h6 f ðxÞ < ygÞ
P ðy  hÞ  k f 1ð½y  h; yÞÞ > 0
thus nðÞ is locally strictly decreasing at y. h
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Proof of Theorem 3. From Theorem 1 it is enough to prove that nðÞ is con-
tinuous from the right
lim
h!0þ
nðy þ hÞ  nðyÞ ¼ lim
h!0þ
P ðfx : y6 f ðxÞ < y þ hgÞ ¼ y  k f 1ðyÞ  ¼ 0
thus nðÞ is continuous at y. h
Proof of Theorem 4. Let fx1; . . . ; xng ¼ f 1ðyÞ and fiðÞ the restriction of f ðÞ at
the neighbourhood of xi. The derivative of nðÞ from the right at y is
n0ðyþÞ ¼ lim
h!0þ



















Without loss of generality we suppose that f ðÞ is locally increasing at xi, 8i,

























t  f 10i ðtÞdt:
By partial integrationZ














ðy þ hÞ  f 1i ðy þ hÞ






¼ y  f 1i ðyÞ
 0  f 1i ðyÞ
¼ y  f 10i ðyÞ ¼
y
f 0ðf 1i ðyÞÞ
¼ y
f 0ðxiÞ :
If f ðÞ is locally decreasing at points xi we then obtain instead y=f 0ðxiÞ. Thus,
ﬁnally
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n0ðyþÞ ¼  lim
h!0þ






f 0ðxiÞ ; ð17Þ
where function signðÞ takes 1 or )1 according to the sign of the argument. For
the derivative by the left n0ðyÞ the same reasoning applies and Eq. (17) is also
obtained. Since f 0ðxiÞ is non-zero, n0ðyÞ exists and it is equal to Eq. (17). h
Proof of Theorem 5. Suppose that xj is the only local maximum in f 1ðyÞ. Then
from Theorem 4 the lateral derivatives of nðÞ at y are











Thus, n0ðyþÞ exist and n0ðyÞ does not exist since f 0ðxjÞ is equal to zero.
Similar reasoning applies if there is a local minimum, several local maximum
and/or several local minimum in f 1ðyÞ. h
Proof of Corollary 1. f ðÞ is continuous implies that f 1ð½y; y þ hÞÞ and
f 1ð½y  h; yÞÞ are semiopen set of R then we are under the assumptions of
Theorem 2. h
Proof of Corollary 2. f ðÞ is continuous and piece-wise strictly monotone im-
plies that f 1ðyÞ is composed by a set of points for all y 2 ð0; sup f , then,
Theorem 3 implies that nðÞ is continuous at y. Note that limh!0 nð0þ hÞ ¼
limh!0 P ðfx : f ðxÞP 0þ hgÞ ¼ 1 and that limh!0 nðsup f  hÞ ¼ limh!0 P ðfx :
f ðxÞP sup f  hgÞ ¼ 0, thus nðÞ is continuous from point ð0; 1Þ to
ðsup f ; 0Þ. h
Proof of Corollary 3. 8y; z 2 ðy1; y2Þ ) fx : f ðxÞP yg ¼ fx : f ðxÞP zg )
nðyÞ ¼ nðzÞ. h
Proof of Corollary 4. If f ðÞ is a histogram, then n1ðaÞ exists iﬀ y 2 fy1; . . . ; yng
which is the range of f ðÞ ordered from the largest to the smallest. Thus the
intervals of the form ðyi; yiþ1Þ, i ¼ 1; . . . ; n 1, are such that f 1ððyi; yiþ1ÞÞ ¼ ;
then from Corollary 3 nðÞ is constant in the interval ðyi; yiþ1Þ, i ¼ 1; . . . ; n 1
or piece-wise constant. h
Proof of Corollary 5. This is a direct consequence of Theorem 5. h
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Proof of Theorem 6
Implication) Let us suppose that Ay 62MVCðaÞ, from the deﬁnition of DðÞ
we have that 8A 2MVCðaÞ ) kðAÞ < kðAyÞ. Sets A and Ay can be written as
union of disjoint sets as ðA n AyÞ [ ðA \ AyÞ and ðAy n AÞ [ ðA \ AyÞ respectively.
Applying the Lebesgue measure
kðAy n AÞ þ kðAy \ AÞ > kðA n AyÞ þ kðA \ AyÞ:
Since P ðA n AyÞ < y  kðA n AyÞ and PðAy n AÞP y  kðAy n AÞ we have that
P ðAy n AÞP y  kðAy n AÞ > kðA n AyÞ  y > P ðA n AyÞ;
which is a contradiction since P ðAy n AÞ > PðA n AyÞ ) PðAyÞ > P ðAÞ, but
P ðAyÞ ¼ P ðAÞ. The case kðAÞ > kðAyÞ cannot be possible since it implies that
DðAÞ < DðAyÞ, then A 62MVCðaÞ. Thus we conclude that Ay 2MVCðaÞ.
Implication ( It is trivial by the deﬁnition of MVCðaÞ. h
Proof of Corollary 6. According to Theorem 3 y 2 ½0; sup f  such that
kðf 1ðyÞÞ ¼ 0) nðÞ is continuous at y. Thus, n1ðaÞ exists and An1ðaÞ or Ay
belongs to MVCðaÞ. h
Proof of Corollary 7. From Theorem 3 we have that when kðf 1ðyÞÞ > 0 then
nðÞ has a jump of magnitude y  kðf 1ðyÞÞ at y. nðÞ is thus not continuous from
the right at y having that y  kðf 1ðyÞÞ ¼ nðyÞ  limh!0 nðy þ hÞ. Thus for all
a 2 ðlimh!0 nðy þ hÞ; nðyÞÞ, n1ðaÞ does not exist and consequently it does not
exist y0 2 ½0; sup f  such that Ay0 2MVCðaÞ. h
Proof of Corollary 8. From Corollary 4 we have that nðÞ is piece-wise constant.
Supposing that the discontinuities of nðÞ are at the ordered set y1; . . . ; yn. Then
for a1; . . . ; an such that ai ¼ P ðAyÞ. h
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