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Abstract
The Dzyaloshinskii-Moriya interaction (DMI) is an antisymmetric exchange interac-
tion that arises at interfaces between ferromagnets and heavy metals which possess
strong spin-orbit coupling. Interface-driven DMI promotes Néel type magnetic
textures with a fixed chirality, including skyrmions: particle-like magnetic objects.
These chiral magnetic structures have promising properties for applications in
spintronic devices. For skyrmions, these favourable properties include their small
size, their fast and eﬃcient motion under spin-polarised currents and the possibility
of electrical detection. This thesis presents a number of studies on the various
eﬀects of DMI on the magnetic textures stabilised in thin films using primarily
the methods of Lorentz microscopy.
The contrast expected in Lorentz microscopy from simple Néel and Bloch
magnetic objects is outlined, and a theoretical method of accessing contrast directly
related to the in-plane magnetisation of Néel type magnetic objects (which is not
generally accessible in Lorentz microscopy) is proposed. This framework is then
expanded upon to quantify ‘hybrid chiral’ wall structures that can be stabilised
in multilayers where the DMI energy and dipolar energy are similar orders of
magnitude. The presence and extent of the hybrid structure is assessed for three
distinct multilayered systems and identifies a Bloch twist, indicative of hybrid
chirality, in multilayers comprised of 10 and 15 repeats but not in a multilayer
with five repeats. This information is critical in permitting an informed choice on
the spin-injection geometry best suited for motion of the skyrmions.
Field-induced skyrmion nucleation at artificial nanoscale defects, created in a
controlled and repeatable manner with focused ion beam (FIB) irradiation, was
studied using Lorentz microscopy and correlated to structural information gained
from standard transmission electron microscopy (TEM) images. It was found that
this nucleation method has three notable advantages: (i) controlled localisation of
nucleation; (ii) stability over a larger range of external field strengths, including
stability at zero field; and (iii) existence of skyrmions in material systems where,
prior to defect fabrication, skyrmions were not previously obtained by field-cycling.
Additionally, it is observed that the size of defect nucleated skyrmions appears to
be uninfluenced by the defect itself. All of these characteristics are expected to be
useful towards the goal of realising a skyrmion-based spintronic device.
Finally the eﬀects of DMI on magnetic vortices in planarly magnetised films are
studied using micromagnetic simulations and Lorentz microscopy. Micromagnetic
simulations predict that there is a DMI-dependent chiral twist (best quantified as
divergence) of the magnetisation about the vortex core. Using Lorentz microscopy
this eﬀect is measured in two ways and, if attributable to DMI, the DMI strength
is estimated to be |D| ≈ 1 mJm−2.
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Introduction
Over thirty years ago now, the discovery of giant magnetoresistance (GMR) [1, 2]
sparked intense research into spintronics. The term spintronics, being a port-
manteau of spin electronics, refers to the exploitation of the magnetic moment
of electrons to provide another degree of freedom compared to conventional charge-
based electronic devices. So far there are a number of notable and wide-reaching
technological applications of spintronics in magnetic read heads and non-volatile
magnetic random access memory (MRAM) [3].
Skyrmions are seen by many to hold great promise in the field of spintronics as
information carriers. They are particle-like magnetic objects of small size (single-
digit nanometer diameter skyrmions have been observed in Fe monolayers [4]),
with interesting topology-related properties [5] which exhibit fast and eﬃcient
motion under spin-polarised currents [6, 7]. These properties lead many to envisage
skyrmions playing a key role in high-density, low-energy spintronic devices of the
future [8, 9]. They are stabilised by the Dzyaloshinskii-Moriya interaction (DMI)
which arises in material systems without inversion symmetry and with strong spin-
orbit coupling and fixes a chirality to the magnetic textures in the material. Though
its eﬀects were first observed in bulk non-centrosymmetric crystals, like FeGe [10]
and MnSi [11] which are both B20-type crystals (see Fig. 1.1(a)), it was soon
realised that DMI can also be interface-driven [12, 13] (see Fig. 1.1(b)). Interfacial
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Figure 1.1: B20-type crystals and interfaces both lack symmetry and can allow non-zero
DMI. (a) shows the unit cell of a cubic B20 crystal which is non-centrosymmetric and
by definition has no inversion centre. (b) shows an interface which also lacks inversion
symmetry with z ̸→ −z.
DMI stabilises homochiral Néel walls as well as Néel type skyrmions, which both
oﬀer exciting prospects for future spintronic devices. Experimentally this interfacial
DMI occurs in multilayers, where a magnetic layer is sandwiched between two
dissimilar non-magnetic materials with strong spin-orbit coupling [14–16]. From an
application-focused perspective, interfacial DMI is more attractive than bulk DMI
because such multilayers are readily deposited using device-compatible sputtering
based methods [17–19]. Furthermore multilayers are highly engineerable: the
magnetic behaviour, determined by the balance of diﬀerent magnetic interactions,
can be controlled with layer composition and layer thickness.
With a special focus on Lorentz microscopy, this thesis will present a number
of investigations into various eﬀects of interfacial DMI in polycrystalline sputter-
deposited multilayer materials. The outline of thesis thesis is given below.
Chapter 2 introduces the background physics of magnetism essential for the
understanding of the results sections of this thesis. This is included together with
a summary of the key outcomes of recent research on interfacial DMI stabilised
magnetic objects such as homochiral domain walls and skyrmions.
Chapter 3 provides a description of the methods, experimental and simulation,
that are employed in the studies presented in this thesis. This includes sample
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deposition, magnetometry, focused ion beam microscopy, electron microscopy, force
microscopy, micromagnetic simulations and image contrast simulations.
Chapter 4 forms the first results chapter and outlines a theoretical method
to extract the handedness of Néel type domain walls directly in the transmission
electron microscope (TEM) using simple one-dimensional models and Lorentz im-
age calculations. Access to this information in the TEM is valuable as it adds to
the many properties of interfacial DMI material systems that can be quantified
from one session on one microscope. For example, the sign of DMI (from the wall
handedness) could be determined together with the overall domain configuration,
the domain wall width and relevant structural information such as the grain size
and presence of defects. Experimental work is also presented, although the results
are inconclusive, even after considered modifications to the experiment. As of date,
measurement of Néel wall handedness in the TEM has not been realised; Lorentz
microscopy can determine if walls are Néel type but the subtle image contrast which
may reveal their handedness has not been successfully imaged experimentally.
Chapter 5 presents a quantitative study on ‘hybrid’ domain walls. To protect
against thermal fluctuations, interfacial DMI systems are generally comprised of
many layers stacked on top of one another. In the past year it has been noted
that the increase in dipolar energy associated with many repeat layers can in fact
overcome the DMI energy, leading to a flux closure three-dimensional wall structure
termed a ‘hybrid’ wall [20–22]. This structure has important consequences on
the skyrmion and wall motion under spin-polarised currents [20], therefore full
quantification of this phenomenon is critical for future applications. Using Lorentz
TEM, this chapter presents the first direct measurement of the Bloch type core
that is characteristic of these hybrid walls. Furthermore, the number of layers over
which the Bloch portion extends is quantified for a range of samples and correlated
to micromagnetic simulations.
Chapter 6 presents an investigation into artificial nanoscale defects, fabricated
using a focused ion beam microscope, purposed as a method of controlling skyrmion
nucleation. Using the TEM, the magnetic behaviour of the magnetisation local to
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defects was analysed as it evolved with an externally applied magnetic field. It
was found that these artificial defects not only provide control over the location
of skyrmion nucleation but increase their range of stability and even stabilise
skyrmions in materials that previously supported only homochiral Néel walls, not
Néel skyrmions. The magnetic behaviour of defects made with diﬀerent ion doses
is correlated to their structural impact on the multilayer structure.
Chapter 7 presents a curiosity-driven investigation of the DMI modification
of vortex-cores in in-plane magnetised materials. Micromagnetic simulations were
performed that predict an interfacial DMI induced divergent twisting of the mag-
netisation local to vortex cores. This is experimentally studied in micron sized
Permalloy disks capped with diﬀerent non-magnetic metals to both induce DMI
and provide a control system with no DMI. Lowering of the external magnetic field
strength required to push the vortex core out of the disks is measured together
with an eﬀective broadening of the core contrast in the TEM. With comparison
to micromagnetic simulations, both of these eﬀects provide a possible way of
estimating the strength of the DMI in these materials.
The final chapter, Chapter 8, summarises the results of this thesis and assesses
possible future research avenues.
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In this chapter, the fundamentals of magnetism are briefly introduced, before
the diﬀerent energetic interactions (present in the multilayers studied in this work)
are each described in turn. The interplay of these interactions explains the stabilisa-
tion of the various magnetic objects encountered in this thesis such as the diﬀerent
types of domain wall, flux-closure vortex structures and skyrmions. A discussion
of the key features and properties of these magnetic structures, together with their
manipulation using spin-polarised currents, forms the last topic of this chapter.
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2.1 The fundamentals of ferromagnetism
The magnetic properties of a material originate from the relative orientation of the
magnetic moments of the atoms constituting the material. The magnetic moments
themselves originate from the intrinsic spin and orbital angular momentum of the
electrons in the atom. By Ampére’s circuital law, each electron in an atomic orbital
may be considered a classical current loop with an associated magnetic moment [1].
As all materials contain electrons, all materials exhibit some sort of magnetism.
In materials where the constituent atoms or ions have partially filled orbitals
with unpaired electrons, each atom or ion has a net magnetic moment. These ma-
terials can be divided into two catagories: paramagnetic and magnetically ordered.
In a paramagnetic materials the net magnetic moment on each atom is randomly
oriented and in the absence of external magnetic fields the magnetisation M, that
is the net magnetic moment per unit volume, is zero (see Fig. 2.1(a)). However,
all paramagnetic materials exhibit a net magnetisation proportional to the applied
magnetic field. The magnetic response of a material to an external magnetic field
H can be described by its susceptibility χ where:
M = χH. (2.1)
Typical values of χ for a paramagnet are ≈ 10−5. Materials that possess ‘spon-
taneous’ magnetisation (that is alignment of magnetic moments in the absence of
Figure 2.1: (a) The random alignment of magnetic moments in a paramagnet without
any applied field. (b) The spontaneous, collinear alignment of magnetic moments in a
ferromagnet.
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any aligning external magnetic fields) are known as ferromagnets1. In ferromagnets,
neighbouring magnetic moments are strongly coupled and prefer to align parallel
as is sketched in Fig. 2.1(b). The magnetic susceptibility of a ferromagnet is about
five orders of magnitude larger than in a paramagnet. The spontaneous alignment
of magnetic moments in a ferromagnetic was explained by Heisenberg through a
quantum mechanical exchange interaction [2], the Hamiltonian of which is given by
Hex = −
∑
i<j
2Jij(Si · Sj). (2.2)
In this equation Jij is the material dependent exchange integral and the sum is
over all interacting spins Si and Sj. In a ferromagnet Jij is positive, and it is clear
that Hex is minimised by parallel spins.
In ferromagnets the magnetisation is always at least locally aligned in regions
called domains (which are further discussed in sections 2.2.5 and 2.3.1). The relative
orientation of diﬀerent domains and their reorientation in an external field leads to
a complex, non-linear relationship between M and H that is concisely described
by a hysteresis loop. An example of a hysteresis loop is sketched in Fig. 2.2(a), on
which some key properties of ferromagnets are labelled. The magnetisation of a
ferromagnet in an external magnetic fieldH reaches a maximum value known as its
saturation magnetisationMs (where all moments and domains are aligned) at some
finite field external strength. The degree of magnetisation that remains when the
external field is removed is called the remanent magnetisation Mr and the extra
external field required bring the magnetisation back to zero is the coercive field
Hc. The shape and properties of a hysteresis loop depend on both the material
and its geometry.
Moreover, the saturation magnetisation of a ferromagnet is a function of tem-
perature, and is maximum at absolute zero and reaches zero at a critical temper-
ature known as the Curie temperature TC . Above TC , the thermal fluctuations
destroy the alignment of the magnetic moments and the ferromagnet behaves like
a paramagnet. The relationship of Ms with temperature is sketched in Fig. 2.2(b).
1There are, of course, diﬀerent types of magnetic ordering but this thesis deals exclusively
with ferromagnets therefore only ferromagnetic ordering is discussed.
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(b)
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Figure 2.2: (a) A hysteresis loop showing the characteristic variance of the magnetias-
tionM of a ferromagnetic material in an applied magnetic field H. Key properties of the
magnetic material are annotated on the loop which are further discussed in the main text.
(b) The temperature variance of the magnetism of a ferromagnet is sketched: above the
Curie temperature, Tc, ferromagnetic order is lost and replaced with paramagnetism.
From the transition metals Co, Ni, Fe and their alloys have suﬃciently high TC to
exhibit ferromagnetism at room temperature. The rare earth metal Gd is almost
ferromagnetic at room temperature with TC ≈ 20 ◦C.
2.2 Magnetic energy terms
The complex magnetic behaviour of ferromagnets is best described by the interplay
of diﬀerent energy terms. In each distinct material system, under diﬀerent external
conditions, some energy terms are stronger than others (or absent altogether).
This leads to the diverse range of magnetic textures found in ferromagnets. The
energy terms that underpin the magnetic behaviour of the samples studied in this
thesis are ferromagnetic exchange, DMI, Ruderman-Kittle-Kasuya-Yosida (RKKY),
anisotropy, dipolar and Zeeman energies. In this section the origin of each is
discussed and then placed in the micromagnetic framework.
The micromagnetic framework is a continuum approximation which ignores
atomic scale variations in the magnetisation [3]. The magnetisation is instead
described by a smooth functionM(r) = Msm(r) where |m(r)| = 1. This is justified
by the fact that the magnetisation varies more slowly than the interatomic distances
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and that, in a ferromagnet, the magnitude of the magnetic moment on each atom
is fixed and simply varies in orientation [4]. The magnetic interactions that are
quantum mechanical in origin (exchange, DMI, anisotropy) must be adapted to
fit into the micromagnetic framework.
2.2.1 Exchange interaction
As already mentioned, the exchange interaction explains the energetic preferability
of parallel spin alignment in a ferromagnet. The fundamental origin of this inter-
action is Coloumb repulsion between two particles with overlapping wavefuctions.
Equation 2.2 provides a microscopic description of the exchange interaction. It
must be noted that Heisenbergs model of the exchange interaction assumes lo-
calised spins. In transision metal ferromagnets, this assumption does not hold
but nevertheless the Heisenberg formalism remains accurate to the first order and
is widely used [5].
In the micromagnetic framework, the exchange energy is given by:
Hex = A
∫
V
(∇m)2 dV (2.3)
where A is the exchange stiﬀness (which is proportional to the exchange integral J
of Eq. 2.2); ∇m is the gradient of the magnetisation; and V is the total volume of
the magnetic material. From the gradient operator in Eq. 2.3, it is clear that any
deviation from parallel alignment is associated with an energy cost; however, the
exchange interaction is completely isotropic therefore the direction of any deviation
is of no additional impact.
The magnitude of A does vary somewhat with thickness: it is reduced in
ultrathin films before building to a bulk value. For example, an experimental
study found a steady increase of A with Co layer thickness before saturating at the
bulk value at a Co thickness of around 7 nm [6]. To provide some examples, in the
bulk limit, A ≈ 20 pJm−1 for Co [7] and ≈ 10 pJm−1 for Permalloy (Ni20Fe80) [8].
The exchange stiﬀness defines another useful parameter that describes ferromag-
netic materials: the exchange length lex. The exchange length approximates the
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distance over which the direction of the magnetisation of the material is constant,
it is given by:
lex =
√
2A
µ0Ms
2 , (2.4)
where µ0 is the permeability of free space (µ0 = 4pi × 10−7 Hm−1). The exchange
length varies with the material; for Permalloy a typical value is around 5 nm,
and for Co about 4 nm.
2.2.2 Dzyaloshinskii-Moriya interaction
The Dzyaloshinskii-Moriya interaction (DMI) [9, 10], already introduced in Chapter
1, is present in all magnetic systems investigated as part of this thesis. Conse-
quently, it is discussed in more depth than the other magnetic interactions. It
is the driving force behind the spontaneous chiral order some magnetic materials
exhibit. The Hamiltonian of the DMI interaction is:
HDMI = −
∑
i<j
Dij · (Si × Sj) (2.5)
where Dij is the DMI vector. It is clear from the form of Eq. 2.5, that the DMI
energy is minimised by perpendicular alignment of neighbouring spins that rotate
around the DMI vector like ← · ↓ or ← · ↑ where the dot represents a DMI vector
normal to the page. The sense of rotation, that is clockwise (←↑) or counter-
clockwise (←↓), is determined by the sign of the DMI vector. Currently the sign
convention is such that positive D corresponds to a counter-clockwise rotation [11].
DMI is the result of strong spin-orbit coupling in low-symmetry crystalline
environments. The direction of D is determined by the symmetry of the system.
The direction of Dij, arising from two ferromagnetic atoms with spins Si and Sj
spin-orbit coupled to a third non-magnetic atom (that breaks the symmetry), was
succinctly derived by Levy and Fert [12] to be Dij = Dij(rˆi × rˆj) where rˆi and
rˆj are unit vectors between the ferromagnetic atoms and the non-magnetic atom.
This is sketched in Fig. 2.3.
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Figure 2.3: The direction of the DMI vector Dij between two ferromagnetic atoms at
sites i and j coupled to a non-magnetic atom is given by (rˆi × rˆj). Equivalently, Dij is
normal to the triangle connecting the three atomic sites.
The eﬀects of DMI are observed both in non-centrosymmetric crystals with
an underlying lack of symmetry [13, 14] and in multilayers at interfaces which also
naturally lack symmetry inversion [15, 16]. Respectively, these two flavours of DMI
are known as bulk and interfacial DMI. The geometry of symmetry breaking that
is responsible for bulk and interfacial DMI is diﬀerent and therefore the direction
of D with respect to a row of ferromagnetic atoms is diﬀerent. Consequently, bulk
and interfacial DMIs are responsible for diﬀerent types of chiral order in magnetic
systems (this is elaborated on in section 2.3.2).
DMI does not exist on its own. It competes directly with the standard ferromag-
netic exchange interaction. The energetic compromise between the two is a gradual
rotation of the magnetisation around the D vector. The tightness of this rotation
depends on the relative strengths of the interactions (in the systems studied in this
thesis DMI is normally around an order of magnitude smaller than the exchange
interaction). For interfacial DMI, the D vector is parallel to the interface and the
magnetisation rotates gradually around this vector. This is sketched in Fig. 2.4
where panels (a) and (b) show two bilayer systems composed of a ferromagnet and
a heavy metal associated with (a) positive D and (b) negative D that introduce
rotations with opposite chiralities. Pt/Co an example of an interface associated
with positive D and Ir/Co with negative D [17, 18]. From Figs. 2.4(a,b) it should
also be clear that reversing the stacking order of the layers inverts D. The eﬀect is
utilised to boost the eﬀective DMI strength by including diﬀerent metals on the top
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Figure 2.4: Sketches of the spin canting that results from an interface associated with
(a) positive D and (b) negative D. (c) Two diﬀerent metals can be combined on the top
and bottom of an ferromagnet such that the DMI interaction from the two interfaces is
of the same sign and combines additively.
and bottom of the ferromagnet, so the DMI from the interfaces is of the same sign
and therefore ‘additive’ [19, 20]. Pt/Co/Ir is a typical example. This combination
of interfaces is associated with |D| ≈ 2 mJm−2 [20]. Strong DMI of about 2 mJm−2
is also in found in systems based on oxides such as Pt/Co/MgO [21].
In the micromagnetic framework, the interfacial DMI energy is given by [22]:
HDMI = |D|
∫
V
mz(∇ ·m)− (m · ∇)mz dV, (2.6)
where z is the direction perpendicular to the plane of the interface.
2.2.3 Ruderman-Kittel-Kasuya-Yosida interaction
The Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction is an indirect exchange
interaction that is responsible for long-range exchange coupling between two phys-
ically separate magnetic moments. The fundamental origin of the RKKY interac-
tion is as follows: two magnetic moments, physically separated by some distance,
couple to one another by spin-polarising the conduction electrons between the two
moments [23]. Interestingly, the sign of this coupling oscillates with the distance
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between the magnet moments and therefore switches between antiferromagnetic
(↑↓) and ferromagnetic (↑↑) coupling.
The RKKY interaction is utilised in multilayer systems, where the exchange
coupling between two ferromagnetic layers separated by a non-magnetic metal
spacer layer of thickness t is tuned by varying t. The oscillatory variation of the
interlayer exchange coupling JRKKY with spacer layer thickness t is sketched in
Fig. 2.5. RKKY coupling of separate magnetic layers is used to create synthetic
antiferromagnets [24–26] and is one of the main components of GMR systems
[27, 28]. In this thesis, RKKY coupling (using a Ru spacer layer) is used to
control the strength of the (ferromagnetic) coupling between the Co layers of the
samples studied in Chapter 5.
Figure 2.5: This is a sketch of the generic form of the RKKY interaction is responsible
for indirect exchange coupling between to ferromagnetic layers separated by a non-
magnetic spacer of thickness t. The coupling flips between ferromagnetic type and
antiferromagnetic type with spacer layer thickness t.
2.2.4 Magnetocrystalline anisotropy
Like DMI, magnetocrystalline anisotropy arises from spin-orbit interactions. In
this case, spin-orbit interactions couple the magnetic moment to specific directions
in the crystal lattice. The resultant eﬀect is an energetic dependence on the orien-
tation of the magnetic moment with respect to the underlying crystal symmetry.
The magnetisation direction associated with low energy is called the ‘easy’ axis
where, conversely, the direction associated with high energy is called the ‘hard’
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axis. Restricting the discussion to uniaxial anisotropy, the general form of the
anisotropy energy is:
Hanis = −
∫
V
Ku(u ·m)2 dV, (2.7)
where u is the unique axis that it is preferable for the magnetisation to align
with. When considering thin films, u is generally the sample normal nˆ and Hanis
is expressed as:
Hanis = −
∫
V
Ku(nˆ ·m)2 dV. (2.8)
In this form, Ku < 0 (> 0) corresponds to an in-plane (perpendicular) easy axis [29].
It is well known that magnetocrystalline anisotropy is enhanced local to inter-
faces because of the lowered symmetry [30]. The total anisotropy Ku, comprised
of bulk and surface contributions, can be expressed phenomenologically as:
Ku = Kv +
Ks
t
, (2.9)
where Kv is the bulk anisotropy constant, Ks is the surface anisotropy constant
and t is the thickness of the ferromagnet. Typical value of Kv in (hcp) Co is -0.53
MJm−3 [31]. However, Kv is only significant in single crystal environments. In
polycrystalline materials, studied exclusively in this thesis, the random orientation
of the grains results in no global volume magnetocrystalline anisotropy. The volume
magnetocrystalline anisotropy of each individual, but randomly oriented, grain does
cause local fluctuations in the magnetisation direction known as magnetisation
ripple [32, 33].
The enhanced spin-orbit coupling at interfaces with heavy metals can signifi-
cantly increase Ks [34]. For example, typical values of Ks at a Co/Pt interface
are ≈ 0.5 mJm−2 while at a Co/Vacuum surface Ks is ≈ 0.2 mJm−2 [34]. With
suﬃciently small magnetic layer thickness t, and assuming dipolar interactions
(introduced in the following section) are comparatively small, the surface term
will dominate. When this happens the material is said to have perpendicular
magnetic anisotropy (PMA). All but one of the skyrmionic multilayers have PMA
and support out-of-plane magnetisation.
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The other material studied in this thesis, that is 8 nm thick polycrystalline Py,
has Ku ≈ 0. As previously mentioned, in polycrystalline films, considered as a
whole, Kv is negligible; and at a thickness of 8 nm, the surface anisotropy term is
very small. The magnetisation of 8 nm thick Py therefore lies in-plane because of
‘shape’ anisotropy. The origin of this is dipolar interactions, described next.
2.2.5 Dipolar interaction
Individual magnetic moments in a magnetic material all interact with each other
through dipole-dipole interactions. Dipolar interactions are long-range. Rather
than considering the eﬀect of every magnetic moment on every other magnetic
moment, a magnetostatic field Hd is defined where:
Hd = −∇φ, (2.10)
and φ is the magnetostatic potential which is itself given by:
φ(r) = 14pi
[ ∫
V ′
−Ms(∇ ·m)
|r− r′| dV
′ +
∫
S′
Ms(m · nˆ)
|r− r′| dS
′
]
, (2.11)
where r is the position vector of the point where φ is calculated, r′ is the position
vector representing all other points, and S is the surface of the magnetic material.
The magnetostatic field is both external to the sample (where it is known as the
stray field) and internal (where it is known as the demagnetising field). The origin
of Hd is the magnetic ‘charge’ density. Equation 2.11 features a volume charge
term: ρ = −Ms(∇ ·m); and a surface charge term: σ = Ms(m · nˆ). The dipolar
(or magnetostatic) energy is given by:
Hdipolar = −µ0Ms2
∫
V
Hd ·m dV. (2.12)
Thus it is clear that the dipolar energy is minimised by reducing Hd which in turn
is achieved by minimising the magnetic charge density. This is one of the principal
reasons for domain formation in magnetic materials. Domains (covered in section
2.3.1) are finite regions (generally on the order of µms) of uniform magnetisation.
A ferromagnet is generally composed of many domains oriented at some angle
relative to each other to minimise the dipolar energy.
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Figure 2.6: By splitting into domains, magnetic charges are redistributed and the stray
field Hstray is reduced. Reduction of Hstray corresponds to a reduction in dipolar energy.
(a) shows a single domain state associated with large dipolar energy, (b) shows a two
domain state typical of a material with uniaxial anisotropy, and (c) shows a flux closure
state expected in a material without magnetocrystalline anisotropy. From left to right,
these magnetic state are associated with decreasing dipolar energy.
Figure 2.6(a) shows the stray field generated by a single domain state. This
state is associated with a large dipolar energy and would only be stable in a large
external field or if the material had a very large uniaxial anisotropy. Without these
constraints, the system splits up into domains as shown in Fig. 2.6(b) and (c).
Fig. 2.6(b) depicts the domain configuration expected in a material with uniaxial
magnetocrystalline anisotropy parallel to the long axis of the rectangle, where the
dipolar energy is reduced at the expense of the exchange energy. In the absence
of magnetocrystalline anisotropy, flux closure magnetic states are generally most
stable. Here there are few surface charges and consequently little stray field.
As well as the formation of domains, the dipolar energy is also responsible for
‘shape’ anisotropy. As with magnetocrystalline anisotropy discussed in section 2.2.4,
this means the energy varies with the magnetisation direction although, because
of the magnetostatic origin, it arises from the long-range alignment and depends
on the boundaries of the material. It is prominent in materials with negligible
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Figure 2.7: The dipolar energy an elliptical element depends on whether the magneti-
sation at that lies along the long or short axis of the ellipse. This is an example of shape
anisotropy where the configuration on the left hand side is preferred.
magnetocrystalline anisotropy that are physically small (or thin) with a high surface
to volume ratio where the second term in Eq. 2.11 -
∫
S′ Ms(m · nˆ) dS ′ - can be a
dominant source of energy. The Py samples studied in Chapter 7 have strong
in-plane shape anisotropy.
The typical example of shape anisotropy is that of a uniformly magnetised
ellipse, sketched in Fig. 2.7, where the dipolar energy is lowered if the magnetisation
lies along the long axis of the ellipse. A perfect sphere is the only geometry without
shape anisotropy. In magnetic thin films there is in-plane shape anisotropy which
competes with the magnetocrystalline anisotropy, reducing the anisotropy Ku to
an eﬀective anisotropy Keff [34]:
Keff = Ku − µ0Ms
2
2 . (2.13)
Typical values of this dipolar term are 1.86, 1.27 and 0.14 MJm−3 for Fe, Co and
Ni, respectively [34]. When Ku < 12 µ0M
2
s i.e. the shape anisotropy dominates, the
magnetisation lies in plane - this the case with the Py samples studied in this thesis.
2.2.6 Zeeman interaction
There is an energetic preference for the magnetisation to align with an externally ap-
plied magnetic field Hext. The Hamiltonian of the Zeeman interaction is as follows:
HZ = µ0Ms
∫
V
(m ·Hext) dV (2.14)
Practically, for a multidomain state, the eﬀect of the Zeeman interaction is to
enlarge domains aligned with the Hext while shrinking domains opposed to Hext,
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this is sketched in Fig. 2.8. At a suﬃciently high Hext, the Zeeman energy term
fully dominates the energetics of the material causing the magnetisation to be
completely aligned (saturated) with Hext.
Figure 2.8: The eﬀect of the Zeeman interaction on a multidomain magnetic configura-
tion is to enlarge domains aligned with the external field Hext while reducing the size of
the other domains. Eventually the magnetisation by fully aligned with Hext.
2.3 Magnetic structures
In magnetic materials, the magnetic configuration depends on the energetic in-
terplay of the diﬀerent interactions. Interestingly, the multiple interactions are
often of similar orders of magnitude and all somewhat influence the magnetic
state supported. To summarise the most fundamental interactions: the ‘direct’
exchange likes neighbouring spins to be parallel, anisotropy fixes a direction of
minimum energy, and the dipolar interactions like to minimise stray field generation.
The exchange and dipolar energies result in the formation of finite regions of
uniform magnetisation called ‘domains’, and generally the direction of the domains
is influenced by the anisotropy. Systems with DMI add some chiral texture to
the magnetisation.
Another degree of freedom is the nature of the transition between domains called
domain walls. In this section, conventional domain wall structures are covered be-
fore discussing ‘chiral’ domain walls and skyrmions that occur in systems with DMI.
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2.3.1 Domains and domain walls
In continuous thin films there are two main types of domain wall: Bloch and
Néel. The two type are diﬀerentiated by a diﬀerent class of rotation (with respect
to the domains) as is sketched in fig. 2.9. Figure 2.9 depicts a single row of
magnetic moments transitioning from pointing along +z on the left to −z on the
right, this transition represents a ‘domain wall’ that by convention is defined as
running along the ±x direction.
Figure 2.9: Schematic of the rotation of magnetisation associated with (top) a Néel
type magnetic structure and (bottom) a Bloch type magnetic structure
In a Néel rotation, sketched in the top half of Fig. 2.9, the magnetisation
twists through a single plane from the ‘domain’ spins along ±z, around an axis
perpendicular to the wall. In a Bloch rotation, sketched in the bottom half of Fig.
2.9, the magnetisation twists around an axis parallel to the wall. The magnetisation
of a Bloch type rotation is divergence-less where Néel type rotations are divergent.
The type of domain wall that is energetically eﬃcient for a given system depends
on the orientation of the domains (in-plane or out-of-plane as determined by the
anisotropy) and the thickness of the magnetic material. In figure 2.10, the four
possible magnetisation configurations formed with two domain orientations and
two wall types are sketched. The existence and position of magnetic charges is
included on the diagrams. In all cases, the favoured wall type is the one that
permits the largest separation of magnetic charges.
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Figure 2.10: Sketches of the magnetsation and magnetic charge distribution of magnetic
configurations with (starting top left and moving clockwise) out-of-plane domains with
a Bloch type wall, out-of-plane domains with a Néel type wall, in-plane domains with a
Bloch type wall and in-plane domains with a Néel type wall
First considering the case of in-plane domains, sketched in the lower half of
Fig. 2.10, Bloch type walls result in surface magnetic charges where Néel walls
result in volume magnetic charges. Therefore, simply based on maximal separation
of magnetic charges, there is a threshold thickness above which Bloch walls are
favoured and below which Néel walls are favoured. In Permalloy, this transition
occurs at a thickness of around 60 nm [3], therefore the Py samples studied in
Chapter 7 have Néel walls. It should be mentioned that around this transition
‘cross-tie’ walls are supported. These are more complex two-dimensional wall
structures that are composed of both Bloch and Néel type rotations but are not
observed in the thin film systems studied in this thesis.
When the domains are out-of-plane, sketched in the upper half of Fig. 2.10,
Bloch walls are favoured this because, in this configuration, the Bloch wall is
eﬀectively charge-less. A significant DMI interaction changes this situation but
discussion of this is left to the following section.
Domain wall width
There are many definitions of the domain ‘wall width’ because domain walls rep-
resent continuous transitions between domains [35]. Without detailing the other
definitions, the precise definition of the domain wall width δ implemented in this
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Figure 2.11: The definition of the domain wall width δ used in this thesis is the FWHM
of the gradient of the domain wall profile Mz(x). A schematic of the magnetic moments
comprising a domain wall separating two domains in +z and −z is provided at the top of
the figure. The domain wall profile, that isMz(x), is sketched together with its derivative
(annotated with δ) in the lower half of the figure.
thesis is described here together with its relation to the experimentally accessed
‘wall width parameter’ w.
The wall width δ is defined as the FWHM (full width at half maximum) of the
derivative of the domain magnetisation [36], this is sketched in Fig. 2.11. In this
thesis, the domain wall profile is measured using DPC mode Lorentz microscopy
(described in section 3.7.4). With this method, the wall width is extracted by
fitting the profile to a hyperbolic tangent function of form:
profile(x) ∝ tanh
(
x
w
)
. (2.15)
where w, the wall width parameter, is equal to (1/1.76) δ [37].
2.3.2 Chiral domain walls and skyrmions
This section presents details of the chiral magnetic structures stabilised in material
systems with DMI. As mentioned in section 2.2.2, the interaction vector D is
oriented diﬀerently for the two types of DMI - bulk and interfacial - leading to
the support of diﬀerent types of chiral objects. To illustrate this, Fig. 2.9 is
revisited and annotated with the direction of the bulk and interfacial D vectors
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with respect to a row of magnetic atoms in Fig. 2.12. As per Eq. 2.5, the DMI
Figure 2.12: DMI energy is minimised by a rotation of the magnetisation around
the D vector. The orientation of the D vector with respect to a row of magnetic
atoms is included on the figure for interfacial and bulk type DMIs. Because the axis
of magnetisation rotation is parallel to the D vector, it is clear that Néel type rotations
lower interfacial DMI energy and Bloch type rotations lower bulk DMI energy.
energy is minimised by rotation of the magnetisation about an axis parallel to D,
therefore it is clear that bulk DMI favours Bloch rotations where interfacial DMI
favours Néel rotations. Because this thesis presents work on multilayers which have
interfacial DMI, the rest of this section focuses on Néel type chiral objects.
Interfacial DMI stabilises ‘homochiral’ Néel type walls and Néel type skyrmions,
schematics of both are included in Fig. 2.13. Homochiral domain walls are
discussed first. The preceding section outlined the preference for thin films with
PMA to form Bloch type walls but when the system also has interfacial DMI,
the total energy is in fact minimised by Néel type walls with a fixed chirality
[22]. These are usually referred to as homochiral Néel walls and two examples
with diﬀerent chiralities are sketched in Figs. 2.13(a,b). Homochiral domain walls
were predicted to move at high velocities under spin-polarised currents, where the
direction of motion is fixed by the chirality of the walls [22, 38, 39]. Experimentally,
velocities of 700 ms−1 have been demonstrated in ferromagnet multilayers [40] and
1.3 kms−1 in ferrimagnet multilayers [41]. This is an order of magnitude faster
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than the spin-polarised current driven motion of conventional domain walls [42]
and requires smaller current densities [22, 43]. Therefore, homochiral domain
caused considerable excitement in the field of spintronics due to their suitability
as information carriers in racetrack type memory [44] which is based on domain
wall motion under spin-polarised currents [45].
(a)
(b)
(c) (d)
Figure 2.13: Summary of chiral magnetic objects stabilised by interfacial DMI. (a) and
(b) show homochiral Néel walls, where the sense of wall rotation is fixed by the sign
D: (a) positive D fixes a counter-clockwise (CCW) rotation and (b) negative D fixes a
clockwise (CW) rotation. Similarly, (c) and (d) sketch the magnetisation of Néel type
skyrmions associated with positive D and negative D respectively.
As mentioned in the introduction, skyrmions are particle-like swirls of mag-
netisation. As sketched in Figs. 2.13(c,d) skyrmions are circular and consist of
a core, with magnetisation pointing along +(-)z, from which the magnetisation
rotates through 180◦ (radially for Néel skyrmions) until it points along -(+)z. Ad-
ditionally, they have integer topological charge (quantified by a skyrmion winding
number [46]), leading to a property called ‘topological protection’ whereby the
magnetisation cannot be continuously transformed into a configuration belonging
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to another topology class i.e. uniform magnetisation2. Skyrmions are small; in
Fe monolayers, at low temperatures, Néel skyrmions of diameter ≈10 nm have
been observed. At room-temperature, in polycrystalline samples, skyrmions can
be stabilised using a multilayer structure where some number of repeat layers
(between five and 15 normally) increases total magnetic volume which increases
their stability against thermal fluctuations. At present, the size of skyrmions
in polycrystalline room-temperature systems is limited at best to around 50-100
nm [20, 47–50]. Néel skyrmions share most of their dynamic properties with
homochiral Néel walls (they are however more prone to pinning and the largest
measured skyrmion velocity is 50 ms−1 [47]). However, there is arguably more
interest in skyrmions for applications because of their particle-like nature, small
size and interesting topological properties. One ramification of their topology is
the skyrmion Hall eﬀect, which in analogy to the classical Hall eﬀect, causes them
to move with a curved trajectory away from the direction of applied current [51, 52].
A topology related benefit lies in the topological Hall eﬀect, where current flowing
through a skyrmion leads to measurable voltage accumulation perpendicular to the
current direction [53], allowing for their electrical detection [54, 55].
In this section it must be noted that in some cases, the presence of an interfacial
DMI is not enough to fix one chirality to the material. There exists a critical
number of repeat layers, above which the dipolar energy competes with the DMI
energy. The result is a partial reorientation of the domain wall structure to lower
the dipolar energy. This was reported on last year in a number of studies [56–58],
and is the focus of Chapter 5. Further discussion is left until Chapter 5.
2This is not true experimentally, where the nucleation and annihilation of skyrmions represents
a transformation between states with diﬀerent topological charges, however these actions are
associated with a high energy cost [16].
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34 3.1. Introduction
3.1 Introduction
In this thesis a number of experimental and simulation methods are employed to
study various eﬀects and consequences of the Dzyaloshinskii-Moriya interaction
on the magnetism of technologically relevant magnetic thin films. This chapter
provides descriptions of all relevant experimental techniques, from sample fabri-
cation to sample characterisation, as well as simulation methods and analytical
calculations. Section 3.2 covers details of the growth of the thin films studied in
this work, the following section (3.4) covers the principles of focused ion beam
microscopy which is key to the work presented in Chapters 6 and 7. Leading
on from this, sections 3.5 to 3.8 cover characterisation techniques used to study
structural and magnetic properties of the samples including transmission electron
microscopy (TEM) and scanning force microscopies (SFM). Covered in particular
detail, in section 3.7.2, is Lorentz TEM. Lorentz TEM an umbrella term referring
to all non-interferometric magnetic imaging techniques performed in the TEM. It
is the primary experimental method employed to study the magnetic behaviour
of the samples in all results chapters of this thesis, and therefore is covered in
significant detail. Section 3.10.1 introduces micromagnetic simulations which are
used to compute the magnetism of magnetic materials of user-defined geometry
and magnetic properties, and also to simulate the magnetisation dynamics under
various external stimuli. Lastly sections 3.10.3 and 3.10.4 outline how to calculate
the image contrast expected when imaging (with various methods) a given magnetic
configuration, supplied by micromagnetic simulations or analytical models (section
3.10.2). These image calculation tools are extremely useful for experimental image
interpretation and are used widely throughout results Chapters 4, 5 and 7.
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3.2 Sample Preparation
As the work presented in this thesis primarily employs methods of transmission
electron microscopy (TEM) it is imperative that all samples are prepared on
electron transparent substrates. In this section, therefore, electron transparent
substrates are discussed before describing DC magnetron sputtering which was
used to deposit all samples studied in this thesis.
3.2.1 Electron transparent substrates
For a TEM operated with an accelerating voltage of 200 kV, as in this thesis, most
materials are electron transparent at thicknesses < 100 nm. For plan view studies
thin films are simply deposited straight onto electron transparent substrates. Two
such substrates are Si3N4 TEM membranes and standard TEM grids, which are
sketched in Fig. 3.1(a) and (b) respectively where electron transparent areas are
drawn in light grey.
Si3N4 membranes consist of a ≈ 35 nm thick window of Si3N4 (area 100 µm
× 100 µm) suspended from a thicker, 2 mm square frame of Si. The window
on the Si3N4 TEM membranes is fabricated by back etching the Si, leaving an
angle around 25◦ between the film normal and the etched Si frame as sketched in
Figure 3.1: Sketches of the geometry of various electron transparent substrates. For
plan view studies samples are deposited on either (a) Si3N4 TEM membranes or (b)
standard Cu TEM grids. For cross-sectional studies electron transparent lamellas of
material are fabricated and mounted onto (c) a copper Omniprobe grid. Electron
transparent areas are drawn in light grey.
36 3.2. Sample Preparation
the lower panel of Fig. 3.1(a). This restricts the maximum sample tilt possible:
above tilt angles of 25◦, the electron opaque Si frame completely shadows the
transparent window - preventing imaging. Consequently, for experiments requiring
high sample tilt angles, samples are deposited on a 3 nm thick amorphous carbon
film which is suspended from standard Cu TEM grids (sketched in Fig. 3.1(b)).
The geometry of this substrate permits TEM imaging up to a 80◦ sample tilt.
Lastly for cross-sectional studies, electron transparent lamella are extracted from
bulk samples using (in this case) focussed ion beam milling (the extraction process
is fully described in section 3.4.1). These electron transparent lamellas are attached
to a Cu TEM omniprobe grid as sketched in 3.1(c) for TEM imaging.
3.2.2 DC magnetron sputtering
All samples studied in this thesis are polycrystalline multilayers deposited by DC
magnetron sputtering by collaborators at diﬀerent labs in the UK and France. The
sample used in Chapter 4 and sample 1 of Chapter 6 were deposited by Katharina
Zeissler at the University of Leeds. The samples in Chapter 5 and samples 2-4 in
Chapter 6 were deposited by William Legrand at CNRS/Thalés. The samples in
Chapter 7 were deposited by Sinan Azzawi at Durham University. Where known,
the conditions used to deposit the samples grown in diﬀerent labs are summarised
in table 3.1 at the end of this section.
Figure 3.2 is a schematic showing the main components of a typical DC mag-
netron sputtering system. A DC magnetron sputtering system consists of a pair of
planar electrodes: the substrate (the material on which to deposit) is situated at
the anode while the target (the material to be deposited) is situated at the cathode.
This system is held in a chamber which is evacuated to a low base pressure then
backfilled with an inert gas, such as Ar. A high voltage bias is applied between the
two electrodes which ejects electrons from the cathode which ionise the gas atoms
generating a plasma. The positively charged gas ions are then accelerated into
the negatively charged target. This energetic collision ejects target atoms from the
target surface (sputtering) which then travel through the chamber and condense on
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Figure 3.2: Schematic of a DC magnetron sputtering system.
the substrate (and the chamber) to form a thin film. A magnetron is situated below
the target which forms a magnetic field above the target. The shape of this field
traps more electrons in the vicinity of the target thus increasing the likelihood of an
ionising gas atom/electron collision, generating a denser plasma which leads to an
increased deposition rate [1]. The film thickness is controlled by the deposition time
and the distance between the substrate and the target [2]. Furthermore multiple
targets can be contained in the chamber at the same time and selected in turn to
deposit multilayered samples without breaking vacuum. Deposition methods based
on sputtering have key advantages over thermal deposition methods, particularly
relevant here (for deposition of permalloy (Ni Fe alloys)) is that alloy targets can
be deposited at stoichiometry on the substrate.
DC magnetron sputtering is often the choice deposition method for growth of
thin metallic multilayer stacks because of the ease of depositing any metallic mate-
rial and the high purity and uniformity of the deposited film [3]. The one drawback
of sputter deposition is diﬀuse interfaces [4]. This should be of great concern when
studying interface-driven eﬀects like DMI, however it has been shown that DMI
is actually surprisingly robust against intermixing [5] justifying further the use of
sputter deposition. Moreover, DC magnetron sputtering is easily automated and
scaled up, leading to wide use in commercial scale device fabrication.
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Laboratory Sample constituents Deposition conditions
Base pressure Ar pressure [flow] Growth rate
Leeds Ta, Pt, Co, Ir 2×10−6 Pa 670 Pa 0.1 nm s−1
CNRS/Thalés Ta, Pt, Co, Ru 8×10−6 Pa 0.25 Pa -
Durham Ni81Fe19, Cu, Pt, Ir - [0.02 Pa m3s−1] 0.9 nm s−1
Table 3.1: Summary of the material composition and deposition conditions (where
known) used by diﬀerent labs to deposit, via DC magnetron sputtering, the samples
studied in this thesis. The deposition rate depends on the material: the quoted value is
from the magnetic layer.
3.3 Magnetometry
In order to extract key parameters about a magnetic material it is exceedingly
useful to measure its hysteresis loop. As described in section 2.1 the hysteresis
loop contains information on the materials saturation magnetisation, remanence
and coercivity. Moreover from more than one loop, acquired with diﬀerent di-
rections of applied field, the anisotropy can be extracted [4]. Chapters 5 and 6
rely on, in places, magnetometry measurements made by collaborators Katharina
Zeissler, University of Leeds, and William Legrand, CNRS/Thalés. Magnetometry
measurements were made with both superconducting quantum interference device
(SQUID) magnetometers and alternating field gradient magnetometers (AGFM).
The following paragraphs briefly describe the basic working principles of each
method in turn.
A SQUID magnetometer works by slowly moving the sample through a set of
detector coils which are electrically connected to a SQUID (a flux-voltage converter
that outputs a voltage proportional to (quanta-limited) changes in magnetic flux
[6]). Graphs of the SQUID output voltage versus the sample position in the
detector coils are fitted to models that allow the magnetisation to be recovered
[7]. This is repeated with the sample under diﬀerent applied field strengths to
build a hysteresis loop.
AFGMs apply an alternating field gradient to the sample which is mounted on
a mechanically resonating holder. The frequency of the alternating field gradient
is adjusted until the system is at resonance, where the amplitude of the oscillation
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relates directly to the magnetisation of the sample [7]. While the sample is resonat-
ing, a DC magnetic field is applied to the sample and the subsequent changes in
magnetisation are measured through changes in the oscillation amplitude.
3.4 Focused ion beam microscopy
Focused ion beam (FIB) microscopes are an extremely versatile tool used for a
wide range applications in academic research and in industry. In this thesis two
FIB systems - an FEI Nova FIB and FEI Helios plasma FIB (PFIB) - were used
for three purposes: TEM lamella fabrication, patterning and ion irradiation. After
introducing the basic principles of a FIB microscope, this section will describe each
of the three uses of the FIB in turn.
Both the Nova FIB (Ga+ ions) and Helios PFIB (Xe+ ions) microscopes are
‘dual beam’ systems, meaning they incorporate both a FIB column and a focused
electron beam column oriented at 52◦ to each other as sketched in Fig. 3.3.
The operating principles of both columns are similar and feature a sequence of
electromagnetic lenses, apertures and scan coils to manipulate and focus a beam
of charged particles onto the sample surface. When the focused ion beam is
incident on the sample surface it causes sputtering (or milling) of the sample
material. This ion beam/sample interaction also produces back-scattered (BSE)
and secondary electrons (SE) which are collected as the ion beam is scanned over
the sample and used to form an image. The contrast in these images arises from
both the sample topography and variations in atomic number [8]. The nature
of the ion beam/sample interaction makes FIB imaging inherently damaging and
while images can be collected using a FIB, the main use of the FIB is as a highly
controllable nanoscale milling machine. The focused electron beam generates BSE
and SE without causing any modification to the sample, and can be used to image
the sample non-destructively - this type of imaging is called scanning electron
microscopy (SEM).
The geometry of the dual beam system allows for coincidence of the ion and
electron beams on the sample, as depicted in the schematic in Fig. 3.3. When
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Figure 3.3: Schematic showing the geometry of a dual beam FIB/SEM system.
using the FIB to modify the sample, the stage is tilted to 52◦ so that the ion
beam is perpendicular to the sample surface and, if using a suﬃciently large
electron beam current that ensures the SEs/BSEs generated by the electron beam
dominate over the SEs/BSEs generated by the ion beam, the electron beam may
be used to simultaneously image the sample. The ion/electron beam coincidence is
tremendously useful when working with magnetic materials, as the ion dose received
by simply imaging the sample can be enough to modify the magnetic behaviour
of the sample [9–15]. With a dual beam system the user can easily navigate using
the electron beam and expose only the area to be modified to the ion beam. The
FIB/SEM system can also be used to deposit materials, Pt/W in the Nova FIB and
Pt/C/Co/Fe in the Helios PFIB, via gas injection. A precursor gas is injected into
the chamber close to the sample surface where it is decomposed by the ion/electron
beam, resulting in deposition of the chosen material on the sample (by-products of
the reaction are simply extracted by the vacuum system). This is a highly flexible
deposition method with many applications [16–18], however here it is used simply
to protect the sample during lamella extraction as will be described in section 3.4.1.
In this thesis the FIB instrument was used as a tool to fabricate electron
transparent TEM lamellas; to create patterns in magnetic thin films; and to modify
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the local magnetic behaviour of magnetic thin films with ion irradiation. The Nova
FIB was used for all three FIB applications where the Helios PFIB was only used for
lamella fabrication. The Helios PFIB (a more modern machine) oﬀers advantages
for TEM lamella preparation as described in a recent study [19] - but is ill-suited
for patterning and small area ion irradiation because, at the low beam currents
required for both of these techniques, the size of the Xe+ probe is problematically
large. For example, operated with a 30 kV accelerating voltage and a 10 pA beam
current, the probe size of a Ga+ FIB is≈ 10 nm and for a Xe+ FIB is≈ 150 nm [20]1.
3.4.1 TEM lamella preparation
As mentioned in section 3.2, in general for TEM studies samples must be < 100
nm thick. For cross-sectional studies of multilayer samples this means extraction
of a thin lamella from a bulk substrate - in this case lamellae were extracted from
the thicker Si frame area of Si3N4 membranes. The FIB fabrication of a TEM
lamella is a standardised process [22], known as ‘lift-out’, and partly automated.
The general procedure will be described in this section with the aid of SEM images
taken at diﬀerent stages of the lamella fabrication shown in Fig. 3.4.
Figure 3.4(a) shows a sample before lamella fabrication in the Helios PFIB. A
variety of markers are visible, they are used to indicate the area of interest on
this sample - in this case a lamella was to be extracted through lines dosed with
diﬀerent levels of Ga+ ion irradiation to study the eﬀect of ion dose on a Ir/Co/Pt
based multilayer as presented in Chapter 6. To protect the underlying sample
from damage, first a layer of Pt is deposited using the gas injection system and
the electron/ion beams. Then trapezoid shaped trenches are milled to separate
1The diﬀerences in probe size at a given voltage/beam current arise from the diﬀerent types
of ion sources used in the two FIBs compared. The Ga+ FIB uses a liquid source (a liquid metal
ion source (LMIS)) where a sharp W needle is ‘wetted’ with liquid Ga and electrically biased to
extract Ga+ ions. This type of source results in small probes at small beam currents (where ions
are extracted from the tip of the needle) and much large probes (of low current density) at large
beam currents (ions are extracted from the sides of the needle as well as the tip). The Xe+ FIB
has a gaseous source (an inductively coupled plasma (ICP) source) where Xe+ ions are extracted
from a plasma through an aperture - the size of which limits the probe size. Therefore, the Xe+
FIB, in comparison to the Ga+ FIB, has larger probes at low beam currents but relatively small
probes (of high current density) at higher beam currents [21].
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(a) (b)
(c) (d)
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300 µm20 µm
Figure 3.4: SEM images illustrating the lift-out procedure used to extract a TEM
lamella from a bulk sample using the FIB. (a) the sample before lamella fabrication. (b)
the sample after protective Pt was deposited and after trenches were milled either side
of the area to be extracted. (c) the area to be extracted is undercut and welded to an
Omniprobe® needle then moved to the Omniprobe® grid (d) where the lamella is welded
to the grid and cut free from the Omniprobe® needle. The inset in (d) shows a higher
magnification image of the fabricated electron transparent TEM lamella.
the lamella from the bulk sample as seen in Fig. 3.4(b). The trench milling
is automated and the cross, milled on the right, is an alignment tool. Part of
the protective Pt layer can be also seen in Fig. 3.4(b) on the right hand side
where the lamella is still attached to the bulk sample. After the trenches are
milled, the lamella is partially undercut, bonded to the Omniprobe® needle, then
cut free from the bulk sample as seen in Fig. 3.4(c). While attached to the
Omniprobe® the lamella is thinned to below electron transparency then welded to
a TEM Omniprobe® grid and cut free from the Omniprobe® needle. Figure 3.4(d)
shows a low magnification image of two lamellae attached to the Omniprobe® grid,
where the inset shows a high magnification image of the final electron transparent
lamella. Most of this procedure is performed with a 30kV ion beam energy and the
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beam current is progressively lowered (from 6.7 nA to 230 pA) to minimise damage
to the lamella. A final polishing is performed with a 5kV ion beam energy.
3.4.2 Patterning
The FIB is also used to pattern magnetic thin films. This involves the removal
of areas of magnetic material to leave islands of the film magnetically separate
from the uniform (and eﬀectively infinite) thin film. Patterning introduces shape
anisotropy (as described in section 2.2.5) to the energy landscape of the material
and leads to the confinement and stabilisation of interesting magnetic states. Some
examples found in the literature use FIB patterning to study magnetic vortices in
disks [23], multi-domain states in rectangles [24]and domain wall propagation and
pinning in nanowires [25, 26]. In this thesis, Chapter 7 studies the magnetic vortex
structure stabilised in disks patterned into thin films of Permalloy by removing
annuli of material.
In this thesis, all patterning was performed with the Nova FIB using a Ga+
beam of energy 30 kV and current 10 pA. As is the focus of the following section
(3.4.3), the magnetic properties of some materials are exceedingly sensitive to the
eﬀects of the ion beam. Therefore it is of utmost importance to only expose the
area of the thin film to be removed to the ion beam - this is made simple with dual
beam SEM FIB systems where the user can navigate with the electron beam and
precisely set the position of the pattern without using the ion beam.
The Nova FIB has a number of in-built patterning tools, namely rectangle and
circle (and annulus) tools. These allow for quick patterning but do not permit full
control over the ion beam motion. The ion beam should always move parallel to
the edge of the shape to be defined to create high quality patterns. If the ion beam
mills perpendicular to the pattern, edge artefacts can occur as is sketched in Fig.
3.5. Figures 3.5(a) and (b) respectively illustrate a square pattern that is defined
by a serpentine scan and by following the edges. The final shape resulting from the
serpentine beam motion, Fig. 3.5(c), has rougher edges where the beam scanned
perpendicular to the shape edge. Shapes defined by scanning parallel to edges, Fig.
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3.5(d), have uniform edge roughness on all sides. By default, the circle tool allows
scanning parallel to the shape edge, however for more complex shapes, parallel
edge scanning is achieved using a custom program (written by Damien McGrouther)
called ‘edgestream’. Edgestream calculates the path required to move the ion beam
parallel to the edge of any arbitrary shape and exports a ‘stream file’. A stream file
is simply list of beam coordinates and beam dwell times which is directly interpreted
by the microscope, giving the user complete control over the beam motion.
focused ion beam
material to remove
original material
ion beam path
material removed
(a) (b)
(c) (d)
Figure 3.5: Examples of diﬀerent ion beam paths: (a) a serpentine path and (b) a path
that follows the edge of the structure. The direction of the beam path eﬀects the edges of
the shape defined: (c) illlustrates the non-uniform edge roughness produced by method
(a) and (d) depicts the uniform edges produced by method (b).
Figure 3.6 shows an an SEM image of a FIB defined rectangle, of dimensions
2 µm by 8 µm, which is isolated from the rest of the sample (polycrystalline
Permalloy) by a 1 µm trench. This pattern was defined using the edgestream code
(a mistake in the input shape resulted in one line not milled to the same depth as
the rest of the trench). The spotted nature of the milled areas is a consequence of
preferential milling of crystallites orientated in certain directions [27, 28].
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2 µm
Figure 3.6: SEM image of a FIB-defined pattern in a polycrystalline thin film of
Permalloy. A 2 µm by 8 µm rectangle isolated from the otherwise continuous film by
milling a 1 µm wide trench.
3.4.3 Ion irradiation
The properties of some magnetic materials can be significantly modified by the
FIB even at low ion doses which do not cause sputtering2. One ramification of
this is that great care must be taken when using the FIB to pattern or fabri-
cate cross-sections, to not unknowingly expose areas of the sample to the ion
beam. Irradiation is performed much the same way as patterning, only using
lower dwell times and/or number of passes to expose the sample to a lower level
of ion irradiation. More precise discussion of ion irradiation is left to Chapter 6,
which investigates skyrmion nucleation at artificial defects fabricated in Co-based
multilayers by ion irradiation. In such cobalt based multilayers, ion irradiation
is found to locally lower the magnetic anisotropy and increase the coercivity in
a dose-dependent manner [9–13]. The secondary eﬀects of ion irradiation include
a number of interesting changes to the magnetic behaviour, i.e. changes in the
magnetic states supported [14, 15, 29]. Another particularly interesting example
is metastable face-centred cubic Fe which is paramagnetic at room temperature,
and upon exposure to ion irradiation, transforms to body-centred cubic Fe which
is ferromagnetic at room temperature [30, 31].
2The ion dose threshold, above which magnetic properties are modified, depends on the
material system and on the nature of the incident ions. For example, a study by Benitez et
al. detects changes in the magnetic properties of a Cr(3 nm)/Py(10 nm)/Cr(5 nm) nanowire
with a Ga+ ion dose of 4 × 1015 ions/cm2 [14], where in Chapter 6 four diﬀerent multilayer
sample were studied and the ‘critical’ magnetic-property-altering dose of Ga+ ions ranged from
5× 1015 to 1× 1017 ions/cm2 on the diﬀerent multilayers.
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3.5 Transmission electron microscopy
The transmission electron microscope (TEM) is an essential tool in material sci-
ence; it provides access to an extraordinary amount of information at the atomic
and nano-scales including (but not limited to) structural information, chemical
information and - critically for this thesis - information on the magnetic induction
of the sample.
The advent of the TEM is correlated to De Broglie’s revolutionary work on
the theory of wave-particle duality, where he postulated that all matter can exhibit
wave-like behaviour with a wavelength λ proportional to its momentum p (λ = h/p,
where h is Planck’s constant). Within five years De Broglie’s theory was proven
by electron diﬀraction experiments [32, 33] and within another five years, in 1932,
the first TEM was built by Knoll and Ruska [34].
This section will first outline the basic operating principles of the TEM, before
discussing two types of imaging key to the work presented in this thesis: structural
imaging and magnetic imaging.
3.5.1 Operating principles and image formation
All electron microscopes (SEMs described in section 3.4 as well as TEMs) comprise
an electron source, a series of electromagnetic lenses, apertures and detectors.
There are two kinds of electron sources: thermionic and field-emission. In short
thermionic sources (which extract electrons by heating) produce less coherent
electrons than field-emission sources (which extract electrons by application of
a large potential diﬀerence between the source and an anode). All TEM in this
thesis was performed on the JEOL ARM 200cF which uses a field-emission electron
source. The electron source forms part of the ‘electron gun’ which, as a unit,
is responsible for extracting electrons from the source, accelerating them to the
desired operating voltage of the TEM while also focusing the electrons to a point
(known as the gun crossover).
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The accelerating voltage used in all parts of this thesis is 200 kV. For elec-
tron energies above 100 kV, relativistic eﬀects must be included and the electron
wavelength is then given by
λ = h√
2m0eV [1 + (eV/2m0c2)]
, (3.1)
where h is Planck’s constant, V is the accelerating voltage,m0 and e are respectively
the rest mass and charge of the electron, and c is the speed of light. Using
eq. 3.1, the wavelength of 200 kV electrons is 2.51 pm. The resolution of a
microscope with a perfect lens system is theoretically limited by the wavelength
of the illuminating radiation (be that photons/electrons/ions); microscopes that
achieve this theoretical resolution are labelled ‘diﬀraction limited’. The theoretical
diﬀraction limited resolution d is described by Abbe’s limit as
d = λ2n sin(θ) . (3.2)
The term n sin(θ) is the numerical aperture, which relates to the refractive index
n of the medium the imaging radiation travels through and the semi-angle θ of the
spot formed by the imaging probe. Hence, one obvious advantage of TEM over
conventional visible light microscopy is that the wavelength of 200 kV electrons is
five orders of magnitude smaller than (400 nm wavelength) light.
In the TEM, after electrons are produced and accelerated by the electron
gun, they then pass through a series of electromagnetic lenses. Because electrons
are charged particles, they can be focused by electromagnetic lenses (which use
magnetic fields to focus the electrons in much the same way as convex glass
lenses are used to focus light). Electromagnetic lenses are imperfect and prone to
aberrations which limit the resolution of TEMs to about 50 λ [35]; they are therefore
aberration limited rather than diﬀraction limited (like most optical systems). The
most serious aberration is spherical aberration CS, which causes oﬀ-axis electrons
to converge more than on-axis electrons (principally there is a radial variation in
the lens focal length); followed by chromatic aberration CC , where the convergence
of the electrons varies with the electron energy (wavelength). The eﬀects of CC
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can be minimised by improving the monochromaticity of the electron source, or
by using a monochromator [36]. Correcting for CS is more complex and can be
mitigated using ‘aberration-correctors’ which are divergent multi-polar lenses which
counteract the eﬀects of CS [37, 38]. The best modern TEMs now have a resolution
of about 20 λ (0.05 nm) [35] - allowing routine atomic scale imaging.
There are two ways to configure a TEM. The main diﬀerence between the two
is that the beam reaches the sample in one configuration as a plane wave - this
is conventional TEM (CTEM ) - and in the other configuration as a focused spot
which is rastered over the sample - this is scanning TEM (STEM)3. The JEOL
ARM 200cF TEM at Glasgow is CS corrected in STEM mode only. Example ray
diagrams of the TEM (based on the JEOL ARM at Glasgow) configured in both
modes are supplied in Fig. 3.7, with the sample drawn in red situated around the
centre of the diagrams. There are three mains sets of lenses, from the top down
they are: the condenser system, imaging system and projection system. Each lens
‘system’ is drawn in a diﬀerent colour in Fig. 3.7. The condenser system defines
the beam intensity, spot size and configures the illumination to be either STEM or
CTEM. CTEM mode will be described first before discussing STEM.
In CTEM mode (Fig. 3.7(a)), C2 and the upper objective lens (in this mi-
croscope the upper objective lens acts as a third condenser lens) are excited such
that the electron illumination is parallel to the sample surface. After transmission
through the sample, the lower objective lens focuses all electrons to a spot in its back
focal plane. An objective aperture is inserted into the back focal plane of the lower
objective lens which restricts the angular spread of the electrons allowed to form
the final image (enhancing contrast). In the CTEM configuration the microscope
can be operated in imaging mode and in diﬀraction mode (Fig. 3.7(a) depicts the
imaging mode). Imaging and diﬀraction mode are selected with the intermediate
lens of the projection system which, depending on its strength, selects either the
back focal plane or the image plane as its object. The other lenses in the projector
3Outwith this chapter CTEM is simply referred to as TEM.
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system are responsible for magnifying the image and selecting the camera length.
In CTEM a camera is used to collect either an image or a diﬀraction pattern.
In STEM mode (Fig. 3.7(b)), C2 and the upper objective lens configure the
illumination to be highly convergent so it reaches the sample as a focused spot.
In this mode the C2 aperture is called the probe forming aperture, and defines
the semi-convergence angle (and hence resolution) of the probe. Scanning coils are
responsible for rastering the electron beam over the sample while simultaneously
keeping the beam parallel to the optic axis as it passes through the sample. In
upper objective
Figure 3.7: Example ray diagrams of a TEM configured in (a) conventional TEM mode
and (b) scanning TEM mode.
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contrast to CTEM, in STEM the microscope is always in diﬀraction mode and
therefore the projection system is used to set the camera length. In STEM, images
are built up time sequentially, pixel by pixel, as the electron beam is rastered across
the sample. There is a range of specialised detectors, arranged in geometries that
select diﬀerent ranges of scattering angles in the diﬀraction pattern, available to
form the final image in STEMs. As the detector geometry is specific to the imaging
mode, further discussion is left to sections 3.6 and 3.7.5.
Like all microscopes, the TEM is an instrument where radiation eﬀectively
transfers information from a sample to an image. If the sample is represented by a
function f(r), and the final image is represented by a function g(r) then:
g(r) = f(r)⊗ h(r′ − r) (3.3)
where h(r′ − r) is the point spread function of the microscope. Eq. 3.3 can also
be represented in Fourier (reciprocal) space as
G(k) = F (k)H(k). (3.4)
where k is the position in reciprocal space. The term H(k) is known as the contrast
transfer function (CTF) of the microscope. It determines how well diﬀerent spatial
frequencies of the sample are transferred to the final image, it depends on the
microscope properties. In particular, H(k) is a function of image defocus, the
chosen apertures and lens aberrations [39].
The next two sections discuss in turn the contrast mechanisms and detection
methods behind the two types of TEM imaging used in this thesis: structural
imaging and magnetic imaging.
3.6 Structural imaging in the TEM
Two kinds of structural imaging are used in Chapter 6: bright field (BF) TEM and
high angle annular dark field (HAADF) STEM imaging. As electrons are trans-
mitted through samples they undergo a number of elastic and inelastic scattering
processes which give information on the samples structure and composition. Elastic
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electron scattering (diﬀraction) is described by Braggs law, where the condition for
constructive interference is given by:
nλ = 2d sin(θ), (3.5)
where n is a positive integer, λ is the wavelength of the incident electrons, d is
the separation of the atomic planes in a crystalline material, and θ is the angle of
the incident electrons with respect to the aforementioned atomic plane - which,
due to the elastic interaction, is equal to the scattering angle. A diﬀraction
pattern is produced when electrons scattered from successive atomic planes interfere
constructively, i.e. when Eq. 3.5 is satisfied. For a crystalline material, a diﬀraction
pattern is an array of bright spots, known as Bragg peaks. The samples studied in
this thesis are exclusively polycrystalline (consisting of many randomly orientated
crystalline grains); the diﬀraction pattern from a polycrystalline material is then a
series of concentric rings as the condition in Eq. 3.5 is satisfied radially. With 200
kV electrons, Bragg scattering angles are typically around 10 mrad.
Electron diﬀraction forms the basis of bright field (BF) and dark field (DF)
TEM imaging, as will be explained by way of Fig. 3.8 with schematics and TEM
images (used with permission from Alison Cowan) of 20 nm thick polycrystalline
(Ni80Fe20) Permalloy. As described in section 3.5.1 in CTEM a diﬀraction pattern is
formed in the back focal plane of the objective lens. This is sketched in Fig. 3.5.1(a)
where upon transmission through the sample (blue) some electrons are scattered
(dotted lines) and some are unscattered (full lines) all of which are focused to
spots by the objective lens. Using the projector system the diﬀraction pattern can
be imaged directly, see Fig. 3.5.1(d) for an example diﬀraction pattern from a
polycrystalline Permalloy sample. The central (unscattered) spot is masked as it is
extremely intense and can easily damage the charge coupled device (CCD) camera
used for image acquisition. In imaging mode, a BF image is formed by inserting an
aperture into the back focal plane which obstructs all scattered electrons so only
the unscattered electrons form the final image. The ray diagram corresponding to
BF image formation and an example BF image are given in Figs. 3.8(b) and (e)
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Figure 3.8: Ray diagrams illustrating diﬀraction, bright field (BF) imaging and dark
field (DF) imaging are provided in (a), (b) and (c) respectively, where unscattered
electron paths are represented by full lines and scattered electron paths by dotted
lines. Corresponding experimental images are presented in the second row with: (d)
a diﬀraction pattern, (e) a BF image, and (f) a dark field image. A purple and pink
circle and annulus are overlaid on (d) to indicate what parts of the diﬀraction pattern
form images (e) and (f). The experimental images are of 20 nm thick polycrystalline
(Ni80Fe20) Permalloy acquired by Alison Cowan and used here with permission.
respectively. A DF image is formed by placing the aperture to allow passage of
scattered electrons meeting certain (selected) diﬀraction conditions. This can be
done in two ways: by placing the aperture oﬀ-centre; or by using a centred aperture,
but tilting the beam so that scattered electrons travel on-axis. The second approach
is the preferred method, named on-axis dark field imaging and sketched in 3.8(c),
because oﬀ-axis electrons experience more aberrations from the electromagnetic
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lenses, making it diﬃcult to form high quality images. An example dark field image,
formed from the [200] diﬀraction ring highlighted in pink in Fig. 3.8(d), is shown in
3.8(f). In a BF image, electrons which meet any Bragg conditions are dark while in
a DF image, electrons that meet the selected Bragg condition are bright. BF images
are used in Chapter 6 to evaluate the grain structure - both for finding the grain
size distribution and evaluation of the impact of ion irradiation on the structure.
The above description refers to CTEM image formation but bright field imaging
and dark field imaging have analogies in STEM. As described in section 3.5.1, in
STEM the microscope is always in ‘diﬀraction mode’ and the focused electron beam
rasters over the sample. The transmitted beam is not blocked by any objective
aperture; all forward scattered electrons reach the detector plane and diﬀerent
types of images are formed by using detectors with diﬀerent geometries. A solid
detector is used to form images with only unscattered electrons (BF imaging) and
an annular detector centred on the optic axis is used to collect annular dark field
(ADF) images of Bragg scattered electrons at angles ≈ 10 mrad. Another annular
detector surrounds the ADF detector and is set to collect electrons scattered to
high angles of ≈ 100 mrad. Intuitively named, this is used for high angle dark field
(HAADF) imaging. These high angle electrons result from inelastic Rutherford-
like scattering from the nuclei of atoms comprising the sample. The number of
electrons scattered by this mechanism varies with atomic number Z as ≈ Z2 [40].
Therefore, HAADF images allow Z-contrast imaging: elements of higher Z appear
brighter (scatter more) compared to elements of lower Z.
An example HAADF image, of a cross-sectional lamella prepared from a Pt/Co/Pt
trilayer sample, is shown in the top of Fig. 3.9(a). The sample was grown on a Si
substrate, with a Ta seed layer deposited before the Pt/Co/Pt trilayer, and was
capped with carbonaceous Cu to protect the sample during lamella fabrication.
Each elemental change is visible in 3.9(a) through the contrast changes - Pt, the
highest Z, is brightest and Si, the lowest Z, is darkest. The approximate boundaries
between each element are overlaid on the line trace taken from the HAADF image
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in 3.9(b). HAADF images are used in Chapter 6 to resolve the layer structure of the
Pt/Co/Ir stacks and assess the impact of ion irradiation on the layer uniformity.
c
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Figure 3.9: (a) An example high angle annular dark field (HAADF) image of a
Pt(Z=78)/Co(Z=27)/Pt trilayer sample, grown on a Si (Z=14) substrate with a Ta
(Z=73) seed layer and capped with carbonaceous (Z=6) Cu (Z=29) which shows Z
contrast. (b) line trace through (a) which is annotated with the approximate elemental
boundaries.
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3.7 Magnetic imaging in the TEM
Given magnetic materials importance to modern society and the ongoing demand
for smaller and smaller electromagnetic components, sensitive and high resolution
magnetic imaging methods play a central role in current research focusing on novel
magnetic phenomenon.
As already discussed in the context of electromagnetic lenses, electrons (as
charged particles) change their trajectory when they pass through areas of magnetic
induction. Therefore, in the TEM, transmission through magnetic samples leads to
modification of the beam. This basic physics makes the TEM, with its inherent high
resolution, a natural choice for imaging of magnetic materials. Later, in sections
3.8 and 3.9, alternative magnetic imaging methods are briefly discussed.
3.7.1 Field-free TEM
Samples in a TEM are situated between the two pole pieces of the objective lens, in
a large magnetic field (orientated along the optic axis) that is often greater than 1
T. Magnetic fields of this magnitude are more than enough to fully saturate the vast
majority of magnetic samples - erasing the magnetic features to be imaged. There-
fore, to perform magnetic imaging, the TEM has to be modified. The objective lens
must be switched oﬀ, leaving the sample in the remanent field of the lens which is
≈ 10 mT in the JEOL ARM 200cf. This strength of magnetic field will not cause
modification to in-plane magnetic materials with a large demagnetising factor [41].
However, perpendicularly magnetised materials (and certain experiments) require
a fully field-free environment. This is realised by specialised hardware used to
manually send positive and negative values of current though the objective lens,
while monitoring the resultant field in the sample area with a Hall probe [42].
This set up is used to create field-free environments and also to set field strengths
between 0 - 10 mT (i.e. below the remanent field) in the sample area. Two Lorentz
lenses are included in the microscope that replace the imaging functions of the
objective lens, these are called the condenser mini and objective mini lenses which
replace the upper and lower objective lenses respectively. These lenses are less
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powerful than the objective lenses, situated further from the sample and suﬀer
from huge spherical aberrations (Cs is four orders of magnitude larger than the
standard objective lens [43, 44]). With aberration correction, resolution of 1 nm
can be achieved in 200 kV field-free STEM [44]. This mode of microscope operation
is often called Lorentz mode, owing to the type imaging performed in field-free
and low-field environments.
The objective lens of the microscope can be partially excited to perform in
situ magnetising experiments, where the evolution of the magnetisation under a
magnetic field can be imaged in real-time. The field of the objective lens H is
parallel to the optic axis, thus clearly suited for magnetisation experiments on
perpendicularly magnetised materials. By tilting the sample by an angle θ, then
a component H sin(θ) is can be introduced in the sample plane. This is sketched
in Fig. 3.10. As already mentioned, for in-plane magnetic materials with a large
demagnetising factor, a small out-of-plane field will not disturb most magnetic
structures [41], but application of weak in-plane fields can be used intentionally
manipulate the magnetic structure and move magnetic objects like domain walls
and vortices (as in Chapter 7). In situ magnetising experiments were also performed
on perpendicular magnetic materials (Chapter 6).
Figure 3.10: The objective lens can be weakly excited to create a field H at the sample
parallel to the optic axis. If the sample is tilted by θ, a component H∥ = H sin(θ) is
introduced parallel to the sample and H⊥ = H cos(θ) perpendicular to the sample. This
can be used for in situ magnetising experiments in the TEM.
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3.7.2 Lorentz TEM
Lorentz TEM is an umbrella term referring collectively to all non-interferometric
magnetic imaging methods performed in the TEM. This includes Fresnel and DPC
imaging, used in this work and covered in detail in sections 3.7.3 and 3.7.4, as
well as Focault imaging, and low-angle electron diﬀraction which are discussed
briefly in 3.7.6 along with electron holography which can also be used to image
magnetic materials.
As electrons pass through a magnetic material they are deflected by an angle
βL as sketched in Fig. 3.11. The origin of the deflection can be considered using
both classical and quantum mechanical formulations. Using classical physics, the
electron deflection is explained though the Lorentz force FL:
FL = −e(v×B), (3.6)
where e and v are, respectively, the charge and velocity of the electron and B
is the local magnetic induction. Two points need to be discussed with regard to
equation 3.6: firstly, the electrons are deflected by the magnetic induction B not
the magnetisation M; and secondly, because of the cross product, components of
B parallel to the e-beam cause no deflection. With regard to the first point, the
magnetic induction B and magnetisation M are related through the expression
B = µ0(M+H), (3.7)
z
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Figure 3.11: Electrons (represented by the black lines) are deflected by an angle βL
when they pass through a magnetic sample with magnetisation M and thickness t.
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where H is the stray field resulting from the magnetic configuration of the sample.
This means that care needs to be taken when interpreting Lorentz TEM images
as contrast arises from the magnetic induction of the sample which can diﬀer
significantly from its magnetisation.
By integrating Eq. 3.6 over the electron path, and assuming the electron
trajectory remains mainly along the optic axis, an expression for the deflection βL is
found:
βL =
eλ
h
∫ ∞
−∞
(B× nˆ) dl, (3.8)
where e and λ are the charge and wavelength of the electron respectively; h is
Planck’s constant; nˆ is a unit vector defining the electron trajectory; and dl is the
path of the electron. For an untilted, in-plane uniformly magnetised material of
thickness t where Bs = µ0Ms, Eq. 3.8 can be simplified significantly to
βL =
eλBst
h
(3.9)
Using this equation, the expected deflection of a 200 kV electron from 10 nm
thick Permalloy (Bs = 1 T) is 6.1 µrad. Clearly the assumption that electron
trajectory remains predominately along the optic axis, made when deriving Eq.
3.8, is valid; furthermore, because Lorentz deflections are around four orders of
magnitude smaller than typical Bragg deflections, the two sources of deflection
are not easily confused.
While the classical formulation is ideal for a conceptual understanding of Lorentz
microscopy, to describe Lorentz TEM quantitatively a full quantum mechanical
approach is required. In this case, the sample is considered a phase object which
modifies, upon transmission through the sample, the phase of the electron wave
(i.e. the illuminating electron beam).
The quantum mechanical phase shift of electrons by electromagnetic potentials
is described by the Aharanov-Bohm eﬀect (illustrated in Fig. 3.12), where the
phase shift ϕ between two electrons travelling from the same start point to the
same end point via diﬀerent routes is
ϕ = − e
~
∫ ∞
−∞
A · dl. (3.10)
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Figure 3.12: Sketch of the Aharanov-Bohm eﬀect, where two electrons, with the same
start and end point which travel diﬀerent paths through a magnetic potential A, acquire
a phase shift - as shown by the sketch in the lower half of the function ϕ(x) where ϕ is
the phase.
In this equation ~ is the reduced Planck’s constant and A is the magnetic vector
potential where B = ∇ × A. Counter-intuitively, due to the dependence on A,
the phase of the electrons can be altered in regions with no electromagnetic fields.
An expression relating to B is found by applying a two-dimensional grad operator
(referring to a plane perpendicular to nˆ, the electron beam trajectory) to Eq. 3.10,
using standard vector calculus identities and simplifying with B = ∇×A:
∇⊥ϕ = e~
∫ ∞
−∞
(B× nˆ)dl. (3.11)
This equation is very similar to Eq. 3.8 and
∇⊥ϕ = 2pi
λ
βL, (3.12)
thus demonstrating the equivalence of the quantum and classical approaches.
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The expression for the phase, Eq. 3.10, may be rewritten such that the eﬀect
of the magnetisation M is explicit [45]. First of all, Eq. 3.10 is reformulated to
depend on J the current density vector:
ϕ = − eµ0
~4pir ⊗
∫
(J · nˆ) dl, (3.13)
J is the sum of conduction currents, JC = ∇×H; and Ampérian currents, JM =
∇ × M; and displacement currents, JD = dD/dt. But, generally, in a TEM
environment there are no conduction currents or time-varying electric fields and J
consists of only Ampérian currents therefore:
ϕ = − eµ0
~4pir ⊗
∫
(∇×M) · nˆ dl. (3.14)
From this equation it is clear that the origin of contrast in Lorentz microscopy is
related to the component of the Ampérian current of the sample parallel to the
electron beam [45]. This is far more straightforward and convenient to consider
than the integral of B over all space.
An additional phase change, ϕE, occurs when electrons pass through all materi-
als (magnetic and non-magnetic) which is electrostatic in origin. The phase change
varies with both the thickness and mean inner potential V of the sample; in full
ϕE =
piV0t
λV
, (3.15)
where E is the accelerating voltage of the electrons. The total phase shift is then
the sum of these two magnetic and electrostatic phase shifts. However in this thesis,
in the areas of interest (assuming continuous films), the mean inner potential and
thickness of the sample are non-varying and, therefore, the electrostatic phase shift
is constant and does not aﬀect any measurements.
As demonstrated, Lorentz microscopy is a branch of phase contrast imaging,
though the phase changes involved are both much larger and more slowly varying
than in other phase contrast imaging methods [46, 47]. The various modes of
Lorentz microscopy all capture the phase change ϕ of the electrons as they pass
through magnetic samples but in diﬀerent ways; in Fresnel mode the contrast
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Figure 3.13: Electrons travelling along zˆ through the magnetic material sketched in red
experience a phase shift ϕ. DPC mode of Lorentz microscopy is sensitive to the phase
gradient ∇ϕ, and Fresnel mode is sensitive to the Laplacian ∇2ϕ.
relates to the Laplacian of the phase ∇2ϕ and in DPC and Foucault it is related
to the gradient of the phase ∇ϕ, as sketched in Fig. 3.13. Electron holography
accesses the phase ϕ directly. Fresnel and DPC were widely used in this work and
the following two sections discuss each in turn. Following this, Foucault imaging
and electron holography are then briefly discussed.
3.7.3 Fresnel mode
Fresnel mode is a CTEM Lorentz microscopy technique. It is extremely straight-
forward to implement: so long as the conditions required for field free TEM are
satisfied, it only requires defocusing the imaging lens. This is depicted schematically
in Fig. 3.14, where the lens defocus is represented by ∆.
Electrons transmitted through sample areas with diﬀerent magnetisation and
therefore diﬀerent magnetic induction (depicted to be along ± yˆ in Fig. 3.14),
experience diﬀerent Lorentz deflections. These deflections may be imaged simply
by defocussing the imaging lens to select an object plane below the sample, where
the converging and diverging electrons lead to bright and dark image contrast
respectively. Figure. 3.14 illustrates the formation of an over-focused image with
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a positive defocus ∆. By using a negative defocus −∆, a virtual object above the
sample can be imaged, this is an under-focused Fresnel image which has reversed
contrast compared to an over-focused image. The position of the bright and dark
contrast in the image intensity line trace correlates to the position of the domain
walls in the sample, however, in Fig. 3.14 only the domain induction/magnetisation
is specified and the domain walls are drawn as dark bands. This is to highlight the
fact that, generally, the nature of the bright/dark contrast provides information on
the direction of the domains not on the walls. With careful image interpretation, de-
tailed information about the walls can be extracted from Fresnel images. This is the
focus of Chapter 4 and comprises a large part of Chapter 5 and therefore detailed
discussion of domain wall contrast in Lorentz microscopy is left to these chapters.
Two example Fresnel images are provided in Fig. 3.15, both taken from 8 nm
of Permalloy. Figure 3.15(a) shows a Fresnel image of a three domain state where
z
x
y
electron 
intensity
x
Figure 3.14: Schematic depicting Fresnel contrast in CTEM. The electrons are deflected
in diﬀerent directions as they pass through areas of diﬀerent magnetisation, and therefore
diﬀerent magnetic induction. When the imaging lens is defocused by∆ the, a plane below
the sample is imaged where the converging and diverging electrons resulting in bright and
dark image contrast respectively. The position of the bright and dark contrast correlates
with the position of the domain walls, but as is clear from the schematic, the source of
the contrast is the domain magnetisation.
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the magnetisation lies in-plane and the central domain is antiparallel to the two
outside domains, therefore directly representing the configuration sketched in Fig.
3.14. Figure 3.15(b) shows a more complex multi-domain state supported by the
FIB patterned element similar to the one given as an example in section 3.4.2.
The magnetic contrast in Fresnel images increases with increasing ∆ but at
the cost of blurring the image and decreasing the image resolution. Therefore, the
precise value of ∆ used in an experiment depends on the sample to be imaged
- generally, the smallest defocus that provides a good contrast level is chosen. In
most of this work, in fact in all results chapters except Chapter 7, involve materials
that give only a small beam deflection (≈ 1 µrad) therefore large defoci ( ∆ > 1
mm) must be used for suﬃcient magnetic image contrast. Only at small defocus
values does Fresnel image contrast relate linearly to ∇2ϕ, therefore it is generally
considered to be a non-linear imaging mode with non-quantitative image contrast
[48]. This is clear from Fig. 3.15(a) where the dark contrast is far broader than
the bright contrast. The dependence on ∇2ϕ also means that areas of constant
magnetisation give no Fresnel image contrast. Additionally, a particular strength
of Fresnel imaging lies in imaging dynamic magnetisation processes owing to both
the ease of implementation and relatively quick image acquisition time [49–52].
(a) (b)
Figure 3.15: Two example Fresnel images taken from 8 nm of Permalloy with in-plane
magnetisation. (a) shows a three domain state where the central domain is antiparallel
to the two outer domains, and (b) shows a more complex multi-domain state stabilised
in a FIB patterned rectangle.
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Special cases: divergent magnetisation and out-of-plane magnetisation
Magnetisation that is either parallel to the electron beam or in-plane but divergent
does not cause any phase shift, or equivalently any beam deflection4. These two
scenarios are sketched in Figs. 3.16(a) and (b) respectively and consider electrons
travelling along the z direction. Lorentz deflections arise from B× zˆ (Eq. 3.8) or
equivalently (∇ ×M) · zˆ (Eq. 3.14), projected through the thickness. Therefore,
below Figs. 3.16(a) and (b) the configuration of the stray field and the curl ofM is
sketched (for the central domain only) to aid the following discussion of why these
two scenarios do not cause a Lorentz deflection.
The configuration in Fig. 3.16(a) is considered first. In this case, most of the
B (= µ(M + H)) is parallel to z, therefore B × zˆ = 0 and the small in-plane
components of the stray field are of no eﬀect because they cancel in projection.
Considering the other formulation and Fig. 3.16(e), it is immediately obvious that
no contrast is expected as (∇ ×M) · zˆ = 0.
The lack of phase shift from the second configuration, sketched in Fig. 3.16(b),
is now considered. As sketched in Fig. 3.16(c), such a magnetisation configuration
is associated with a predominantly in-plane stray field distribution that cancels in
projection, i.e. B × zˆ ̸= 0 but ∫ (B × zˆ) dz = 0. Considering the formulation in
Eq. 3.14 and Fig. 3.16(e) it is clear that (∇ ×M) · zˆ = 0
Both scenarios in Fig. 3.16 occur simultaneously in many technologically rel-
evant thin film multilayer stacks that have out-of-plane domains separated by
(divergent) Néel type walls. Such multilayered samples are the focus of Chapters
4, 5 and 6 therefore, in this section, the imaging of samples with out-of-plane and
divergent magnetisation is discussed in detail.
Contrast can be generated very easily from the out-of-plane domains simply
by tilting the sample as is sketched in Fig. 3.17 [53]. As depicted in Fig. 3.17,
tilting around the axis sketched reconfigures the beam-sample geometry to regain
4Note that the following discussion is placed the context of Fresnel images specifically for ease
of explaination, however, it applies equally to all TEM techniques that aim to extract magnetic
information from the phase change of the electron beam
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Figure 3.16: Both (a) magnetisation parallel to the electron beam and (b) divergent
magnetisation distributions result in no phase shift. The stray field configuration and
the curl of M associated with the central domain in (a) are sketched respectively in (c)
and (e). Similarly, the stray field configuration and the curl of M associated with the
central domain in (b) are sketched respectively in (d) and (f).
a non-divergent in-plane component like in Fig. 3.14. The Lorentz deflection from
a sample with uniform perpendicular magnetisation tilted by θ is then
βL =
eλ
h
Bst tan(θ). (3.16)
For a PMA multilayer comprised of ten 0.6 nm thick Co layers tilted by ≈ 20◦, βL
is 1 µrad. Two Fresnel images taken at zero tilt and a 20◦ tilt, from a sample with
out-of-plane domains and Néel type walls, are shown in Fig. 3.18 respectively. The
zero tilt image, Fig. 3.18(a), contains only non-magnetic information. After tilting
by 20◦ about the axis indicated on the top left of Fig. 3.18(b), clear magnetic
contrast is observed. In Fig. 3.18(b), the contrast is strongest for walls running
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Figure 3.17: (a) Samples with out-of-plane magnetisation give no deflection in the
TEM when the sample is normal to the beam trajectory. (b) If the sample is tilted, a
component of the magnetisation is introduced perpendicular to the electron beam that
results in a beam deflection.
perpendicular to the tilt axis and there is no contrast for walls running parallel
to the tilt axis; the magnetisation orientated perpendicular to the electron beam
introduced by a tilt axis parallel to the wall length is configured head to head or
tail to tail, like in Fig. 3.16(b), leading to no deflection.
As explained in Chapter 2, samples with out-of-plane magnetisation that sup-
port Néel type walls and skyrmions are of great technological interest because
eﬀects arising from the fixed chirality of the walls [54, 55] and skyrmions [56–
58]. It is, therefore, also of great interest to apply the high resolution and sensitive
tilt = 0° tilt = 20°(a) (b)
Figure 3.18: Experimental Fresnel images of a sample with out-of-plane domains and
Néel walls taken at (a) zero tilt and (b) 20◦ tilt around the axis inset in the top left of
the image.
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imaging techniques of Lorentz microscopy to domain walls and skyrmion structures
directly. This means extracting a contrast signature from the divergent domain
walls themselves, to image their chirality. At the present time this has not been
achieved experimentally but Chapter 4 details how the wall magnetisation, or
equivalently wall chirality, can in principle be extracted from Fresnel images.
The microscope transfer function and determining Fresnel image defocus
The defocus of a Fresnel image is calculated retrospectively from the zeros of the
contrast transfer function (CTF). The CTF H(k) was introduced at the end of
section 3.5.1 and describes how well diﬀerent spatial frequencies, k, are transferred
to images. This can be written as H(k) = sin(χ(k)) where
χ(k) = pi∆λk2 + 12piCSλ
3k4. (3.17)
H(k) is clearly zero when χ = npi, where n is an integer. Assuming CS is small
compared to the defocus ∆, the first term in Eq. 3.17 dominates, then
∆ = n
λkn
2 , (3.18)
where kn is the spatial frequency corresponding to the nth zero. The CTF zeros are
found by taking a fast fourier transform (FFT) of an image. The FFT of the image
in Fig. 3.18(b) is given in Fig. 3.19(a), where each dark ring indicates spatial
frequencies that are not transferred to the final image and therefore represents a
zero of the CTF. By taking a radial average of the contrast in the FFT (example
given in Fig. 3.19(b)), range of CTF zeros can be identified and ∆ is obtained
from the gradient of kn2 plotted against n. The defocus used for the image in
Fig. 3.18(b) was calculated to be 2.4 mm.
3.7.4 DPC mode
Diﬀerential phase contrast (DPC) imaging is a STEM technique that provides
quantitative maps of the integrated magnetic induction of the sample. It is an
in-focus technique and is consequently higher resolution than Fresnel mode.
The general principle behind DPC imaging is sketched in Fig. 3.20. The
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Figure 3.19: (a) FFT of a Fresnel image where the concentric dark rings are the zeros of
the contrast transfer function. (b) Radial average of (a) from which the spatial frequencies
of the CTF zeros can be measured out to a high order.
electron beam is focused to a fine point with a semi-convergence angle α. α is
defined by the condenser aperture and determines the spatial resolution of the
image: larger aperture ≡ higher α ≡ higher resolution. The beam deflection βL
caused by the sample is accessed directly as a shift of the transmitted beam in
the detector plane of the microscope as indicated in Fig. 3.20. DPC imaging is
generally performed with a long camera length so that only the central, undiﬀracted,
disk is on the detector. Because of Eq. 3.8, the deflections measured by DPC can
be converted into maps of the integrated magnetic induction Bt.
Example DPC images, mapping two orthogonal components of the integrated
magnetic induction specified by the double-headed arrows in the upper left corner
of the images, are provided in Fig. 3.21. These images were acquired from the
same FIB patterned Permalloy element as the Fresnel image in Fig. 3.15(b). In
Fig. 3.21, areas that are black or white correspond to areas with magnetisation
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Figure 3.20: Schematic of diﬀerential phase contrast (DPC) imaging
parallel to the arrow annotated in the top left corner. Because this sample has
in-plane magnetisation, the complicating factors discussed at the end of section
3.7.3 are not relevant and, in the black and white regions it is expected that βL =
eλBst/h where Bs = µ0Ms.
Figure 3.21 shows clear magnetic contrast, however, there is also shorter-range
background undulations present. This contribution to the contrast is diﬀraction-
based and arises from the grains that form polycrystalline samples. Figure 3.22
shows a higher magnification BF image of the same sample in which the grains
are clearly visible. In Fig. 3.21 the eﬀect of the crystallites is slight, this is for
a few reasons. Firstly, and most importantly, the deflections are measured with
an advanced detection method, covered in section 3.7.5, developed precisely to
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Figure 3.21: Two DPC images, mapping the integrated magnetic induction in two
orthogonal directions, of a 8 nm thick FIB defined Permalloy element.
minimise this contrast. Secondly, it is a fairly low magnification DPC image, with
12 nm pixels which is larger than many of the crystallites in the sample. And
thirdly, the sample is a fair thickness (8 nm) of Permalloy (Bs ≈ 1 T) which gives
a relatively large deflection of βL ≈ 5 µrad. Using standard detection methods, in
high magnification images, the crystallites are no longer partially filtered by the
scan sampling frequency and can obscure the magnetic contrast see Fig. 3.23 [59].
Figure 3.22: High magnification bright field image showing the grains in the polycrys-
talline sample used as example of DPC imaging in Fig. 3.21
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The severity of this eﬀect is, in essence, a competition between of the amount of
diﬀraction contrast and magnitude of the Lorentz deflection. For low moment (B
/ 0.5 T) magnetic materials (or equivalently materials magnetised in the ‘wrong’
direction where tilting causes only a component of B to result in a beam deflection)
and strongly scattering materials (high Z or thick) the diﬀraction contrast is
always problematic, even at low magnifications. Skyrmionic multilayers are a
material with a small Lorentz deflection and strong diﬀraction contrast where
DPC imaging is challenging.
In the following section the detection of the beam shift is explained in detail for
diﬀerent detector configurations. It discusses how the beam shifts are measured
with standard detectors and how the short-range electrostatic grain contrast is
better isolated from the long-range magnetic contrast using pixelated detectors.
These recent advances in DPC detection are highly relevant to this thesis as they
enable application of quantitative DPC imaging to the study of technologically
important skyrmionic multilayer materials studied in Chapters 5 and 6.
Figure 3.23: Example of diﬀraction contrast from crystallites in polycrystalline samples
which obscures the magnetic contrast in high magnification DPC images. (a) and (b) show
a pair of low magnification DPC images mapping two orthogonal directions (indicated by
the double-headed arrows). (c) and (d) are high magnification images of the central area
of (a) and (b) showing strong diﬀraction contrast. Figure reproduced from [59] under
Creative Commons 4.0 licence.
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3.7.5 Detectors for DPC imaging
Figure 3.24 depicts the three detector geometries used for DPC imaging. In order
of development: Fig. 3.24(a) shows a quadrant detector, (b) shows an annular
quadrant detector and (c) shows a pixelated detector. An idealised electron beam,
shifted by βL from the centre of each detector, is overlaid on each geometry. Note
the pixels in Fig. 3.24(c) are not drawn to scale with respect to the beam size.
The quadrant (four segment) and annular quadrant (eight segment) detector
both operate by summing the electron intensity that falls in each segment and
then taking diﬀerence signals between segments to measure the beam shifts. In the
quadrant detector the deflections in x and y directions are given by:
βL(x) =
αpi
4
(A+D)− (B + C)
A+B + C +D ,
βL(y) =
αpi
4
(A+B)− (C +D)
A+B + C +D ,
(3.19)
where the letters A, B, C, D identify the quadrants labelled in Fig. 3.24(a) and
α is the semi-convergence angle of the probe. The diﬀerence signal is normalised
by the sum signal to account for intensity variations between probe positions. The
annular quadrant detector measures deflections similarly but using only the outer
(c)(b)(a)
x
y
Figure 3.24: The geometry of detectors used to measure beam shifts for DPC imaging:
(a) a quadrant detector, (b) annular quadrant detector and (c) a pixelated detector. The
beam is shifted by βL from the centre of each detector as indicated in (b).
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Figure 3.25: (a) A central diﬀraction disk with a uniform distribution of electron
intensity (b) a non-uniform central disk showing common contrast variations. These
images are taken from diﬀerent points in the same scan of 8 nm polycrystalline Permalloy
segments E,F,G,H:
βL(x) =
αpi
4
(E +H)− (F +G)
A+B + ...+H ,
βL(y) =
αpi
4
(E + F )− (H +G)
A+B + ...+H .
(3.20)
Measurement of the beam shift in this manner relies on a number of assumptions
[46, 60] (most importantly that βL ≪ α) which are generally valid. One assumption
that often breaks down is that the beam is incident on the detector as a flat circular
disk [61], i.e. is well represented by a top hat function. See Fig. 3.25(a) for
a real example of a disk that satisfies this assumption and Fig. 3.25(b) for an
example that does not. Fig. 3.25(b) shows the intra-disk contrast variations that
are often observed in polycrystalline materials and arise from diﬀerential Bragg
scattering between grains.
Considering the detection method employed by the quadrant detector, it is clear
that this intra-disk intensity redistribution leads to spurious ‘deflection’ measure-
ments as the sum signal in each segment is influenced both by shifts and intensity
redistributions. The annular quadrant detector was developed to address this issue.
Measuring diﬀerence signals only from the four outer segments, while choosing a
camera length so the disk is just larger than the inner quadrants, transfers long-
range information far more eﬃciently than short-range information. This method
was coined ‘modified DPC’ [61]. Modified DPC reduces but does not eliminate this
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contrast and problematic diﬀraction contrast persists at high magnifications and
always for some materials. An idealised version of modified DPC can be realised
using a pixelated detector which permits both the imaging of weakly deflecting
granular materials and use of the full spatial resolution oﬀered by aberration-
corrected field-free STEM [44, 59, 62].
The pixelated detector used for DPC in this thesis is a direct electron detector
(DED), which is essentially a fast camera. This work used the Medipix3 with
a Merlin readout system, installed on the JEOL ARM at Glasgow, which oﬀers
noiseless readout and a frame rate of 1200 fps in 12-bit mode [62, 63]. There
are many exciting opportunities aﬀorded by the recent introduction of DEDs to
TEMs [64–68], but only the specific application of DEDs to DPC imaging is
considered here.
With this detector the entire BF disk is collected as a 256×256 image at every
scan position. STEM datasets collected in this manner are referred to as 4D
datasets because a 2D image is collected at each point in a 2D scan. The images in
Fig. 3.25 are single frames from diﬀerent scan positions in a 4D dataset collected
with the Medipix3. Access to the full image of every disk allows application of
specially developed algorithms which measure deflections by essentially template
matching only the edge of each disk to an idealised edge. This method is extremely
eﬃcient at separating the magnetic contrast from the diﬀraction contrast [59]. In
this thesis, DPC imaging performed in this manner is referred to as pixelated DPC.
It must be noted that pixelated DPC can also be achieved using a traditional
CCD camera, which is of course also pixelated and provides access to the entire BF
disk. In fact, the first demonstration of DPC imaging using the aforementioned
edge-detecting algorithm was performed on a dataset collected on a CCD camera
[59]. This article also discussed the advantages oﬀered by a DED, like the Medipix3,
over a CCD camera. For DPC, the principal advantages are the increased frame-
rate and high signal to noise ratio (SNR). The Orius CCD camera installed on
the JEOL ARM at Glasgow has a maximum frame rate of 14 fps, far lower than
the 1200 fps oﬀered by the Medipix3 with a Merlin readout system. For STEM
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imaging a fast frame-rate is essential - without it, artefacts arising from stage drift
and microscope stability become prominent. For this reason, CCD cameras are
generally considered ill-suited as STEM detectors. The frame-rate of the CCD
camera is limited mostly by the readout system. In short, in a CCD camera, the
charge deposited in each pixel must be physically shifted from each pixel to the
‘readout register’ where, again, the charge is shifted to the actual readout device
where the charge originally deposited in each pixel is finally determined. This
charge shifting process, inherent to a CCD, is the largest factor in limiting the
top frame-rate possible on a CCD camera [69]. The Medipix3 requires no such
charge shifting process as each pixel has its own readout system. Of course, for
the acquired data to be useful, a high SNR is also required together with a high
frame-rate. DEDs oﬀer close to noiseless readout [63]. In contrast, the charge
shifting readout system of CCD cameras is not perfect and introduces readout
noise. Furthermore, CCD cameras suﬀer from cross-talk between the fibre-optic
channels (used to transfer photons between the top scintillator layer and the CCD
chip) which leads to charge spreading. In a DED the active layer of the detector is
far thinner, and therefore lateral charge spreading is less prominent. Additionally,
other cameras, including CCD cameras suﬀer from dark noise (where electrons are
‘detected’ without electrons being incident on the detector) which the Medipix3
does not. Cumulatively, these reasons make the Medipix3 detector the natural
choice for STEM experiments like DPC. More technical details on the architecture
of a CCD camera and the Medipix3 can be found in the literature [39, 63, 70].
With all DPC detectors, the signal can be summed over all segments (or pixels)
to produce what is for all purposes a BF image - allowing the underlying structural
information to be accessed simultaneous to the magnetic information.
Figure 3.26 shows a series of images generated from a 4D dataset taken from a
skyrmionic multilayer sample. This sample has a total thickness of 74.4 nm, only 24
nm of this is magnetic (Co), the rest is strongly scattering non-magnetic materials.
Moreover, the Co (BS ≈ 1.2 T) is magnetised out-of-plane and must be tilted for
Lorentz microscopy imaging. When tilted by 25◦, a component BS sin(25◦) ≈ 0.5 T
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contributes to a Lorentz deflection. Tilting increases the sample thickness traversed
by the beam so the magnetic thickness is 26 nm but the total thickness is 82 nm.
The large total thickness of this sample, mostly composed of heavy metals, leads
to severe diﬀraction eﬀects that completely swamp the magnetic disk shifts using
both quadrant or annular detectors. Figure 3.26(a) shows a disk representative of
most scan positions in a dataset acquired from the sample. Each frame in the 4D
dataset has a 1 ms acquisition time, this is the same as the disk images shown
in Fig. 3.25 from 8 nm Permalloy. It is clear that there are far fewer electron
counts in Fig. 3.26(a) and that the intra-disk variations are considerably more
pronounced compared to Fig. 3.25. Figure 3.26(b) shows the sum image, which
provides the same information as a BF image, where the crystallites are visible.
0.2 µm0.2 µm
(a)
(c) (d) (e)
Figure 3.26: A series of images extracted or computed from a 4D dataset taken from a
skyrmionic material for DPC imaging. (a) a disk representative of most scan positions,
that shows strong diﬀraction eﬀects from the crystallites, (b) a sum image where the
crystallites themselves are visible, (c) DPC image produced from a virtual quadrant
detector, (d) DPC image produced from a virtual annular quadrant detector and (e)
pixelated DPC image produced by applying edge filtering and correlation algorithms
that make use of the full diﬀraction disks made available with pixelated detectors.
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Figures 3.26(c) and (d) are computed from the 4D dataset by building virtual
detectors with the geometries sketched in Figs. 3.24(a) and (b) respectively and
applying Eqs. 3.19 and 3.20. Therefore, the images in Figs. 3.26(c) and (d)
represent DPC images acquired with quadrant and annular quadrant detectors.
Both Figs. 3.26(c) and (d) show only short-range diﬀraction contrast, similar to
Fig. 3.26(b). In striking contrast to Figs. 3.26(c) and (d) where no magnetic
contrast in visible, the pixelated DPC image in Fig. 3.26(e) shows very clear
magnetic contrast of meandering domains.
It is desirable to use the quadrant/annular quadrant detectors for DPC imag-
ing wherever possible because 4D datasets from pixelated detectors come with a
significant data storage cost; the 256×256 dataset behind the images in Fig. 3.26 is
8.1 GB while a 256×256 dataset collected with the annular detector has a storage
cost of around 1 MB. However, all DPC images in this thesis were acquired with
a pixelated detector. For skyrmionic multilayer materials, Fig. 3.26 makes the
justification of this clear. The study of DMI-modified vortex cores in Chapter 7
required high magnification, high resolution images, thus again a pixelated detector
was necessary to mitigate the issues prominent in Figs. 3.23(c) and (d). The
pixelated DPC images in this thesis were computed from 4D datasets using code
freely available online [71].
3.7.6 Other magnetic imaging modes in the TEM
Only Fresnel and DPC imaging were used in this thesis, but for completeness the
other methods of Lorentz microscopy (all CTEM methods) are briefly described
here together with electron holography.
The principles behind low-angle electron diﬀraction and Foucault imaging are in
many ways similar to diﬀraction and dark field imaging. In the same way that Bragg
scattering splits the incident beam into many beams with distinct positions on the
back focal plane of the objective lens. In magnetic materials, each diﬀraction spot
is further split into distinct positions in the back focal plane of the objective (mini)
lens because of diﬀerent Lorentz deflections experienced by the diﬀerent parts of the
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electron beam that pass though diﬀerently magnetised domains. The splitting from
Bragg scattering is on the order of mrad while the splitting from Lorentz deflections
is on the order of µrad. Therefore the two eﬀects are rarely seen in the same
image. The splitting of the central, undiﬀracted beam can be imaged directly. This
technique is known as low-angle electron diﬀraction, or alternatively as small-angle
electron scattering [72–74]. Foucault images are formed by careful placement of an
objective aperture to allow only electrons experiencing similar Lorentz deflections
to form an image. In this way, images relating to the magnetic induction of the
domains are produced [74]. Foucault imaging is non-quantitative like Fresnel while
low-angle electron diﬀraction is quantitative but, as the information is collected
from the full illuminated area in CTEM, provides non-local information. Note that
a quantitative variation of Foucault imaging exists, known as coherent Foucault
imaging. It requires a highly coherent source and an aperture fabricated from a
thin phase shifting film, rather than the usual electron opaque metal [41]. Coherent
Foucault imaging produces interferograms (like holography which is discussed next)
but not often used because it is an experimentally challenging technique to realise.
Electron holography is a CTEM technique able to provide magnetic information
about a sample. In electron holography, the sample is situated so that half of the
incident electron beam is transmitted though the sample and half travels through
vacuum (thus is not applicable to all samples). The half that interacts with the
sample is called the object beam and the half that does not is called the reference
beam. Electron holography requires specialise hardware: a biprism is used to
deflect and interfere the reference beam and object beam to form a hologram.
The hologram is processed to reconstruct phase of the electron beam. Electron
holography is quantitative, and in principle capable of high (< 1 nm) resolution
like DPC [75]. Practically, the resolution of holography is limited, at present, to
5 nm by the hologram processing procedures [76].
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3.8 Scanning force microscopy
Scanning force microscopy (SFM) refers to a family of imaging techniques where
a mechanical probe is scanned over a sample and images are built up through
detection of the force between the tip and the sample. Depending on the mode
of operation and the composition of the probe diﬀerent forces are detected and a
wealth of information can be extracted about the sample. In this thesis, atomic
force microscopy (AFM) - which reveals the sample topography through detection
of Van der Waals forces - and magnetic force microscopy (MFM) - which reveals
the stray field above the sample through magnetostatic interactions - were used.
Chapter 5 uses AFM to evaluate the surface contortion of TEM membranes and
MFM to extract the magnetic domain periodicity of the samples in a magnetic
ground state configuration. In Chapter 7 MFM is proposed as a method detecting
the DMI-modification of vortex cores. As well as topographic and magnetic infor-
mation, varieties of SFM exist that glean information on the chemical bonding [77],
electric potentials [78] and polarisation [79] of the sample to name a few.
The SFM work in this thesis was performed using a Dimension 3100 microscope.
Commercial SFM probes consist of a small, 3 by 5 mm, chip from which extends
a cantilever with a tip on the end. The configuration of the tip and the cantilever
can be seen in the diagram in Fig. 3.27. AFM tips are doped-Si. An MFM
tip is doped-Si that is coated with a magnetic material (CoCr) in a manner that
encourages magnetisation along the long axis of the tip. All SFM probes generally
have a reflective coating on the back. A laser spot is focused on the back of the
cantilever, which is reflected onto the centre of a split four-quadrant photodiode.
When the tip experiences a force from the sample, the cantilever is deformed and
the reflection of the laser spot on the photodiode shifts. This laser spot deflection
is measured from the signal output by the photodiode in a way that is analogous to
detection of Lorentz deflections by a quadrant DPC detector described in section
3.7.5. In contrast to the TEM, SFM is performed in ambient conditions and requires
no special sample preparation.
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AFMwas performed in tapping mode, here the tip is oscillated at (or close to) its
resonant frequency with a fixed oscillation amplitude, and contacts the sample once
per oscillation. The Van der Waals forces felt by the tip influence the cantilever
deflection which is monitored by the photodiode. A feedback loop controls the
height of the tip above the sample so that the cantilever always oscillates with the
same amplitude. This is repeated at each point in the scan, and the changes in
height stored to produce a topographic map of the sample surface.
MFM was performed in two-pass lift mode. As the name suggests, each line
in two-pass MFM is scanned twice. The first scan performs AFM, collecting
topographic information. The height data collected in the first scan is used in
the second scan to lift the tip a constant distance above the sample. The lift
height is normally tens of nm. At this tip-sample separation the Van der Waals
interactions are negligible and only the long-range (electro)magnetic interactions
influence the tip [80]. Like AFM, the cantilever is driven at its resonant frequency
but feedback is disabled. The principle of two-pass MFM is sketched in Fig. 3.27.
The interaction between a magnetic tip and the stray-field of a magnetic sample
both deforms the cantilever and shifts its resonant frequency [81]. The former eﬀect
can be used to form MFM images (with an otherwise static cantilever) but is prone
Figure 3.27: The method of two-pass MFM is sketched, AFM is performed on the first
pass which collects topographic information. This is used in the second pass to maintain
a constant lift height zlift (tens of nm) between the tip and sample. In the second pass,
this relatively large tip-sample distance ensures only long-range magnetic interactions
influence the tip and Van der Waals interactions are negligible.
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(a) (b)
Figure 3.28: Example of AFM and MFM images recorded from a two-pass MFM scan
of magnetic recording tape. (a) the AFM image shows the topography of the tape and
(b) the MFM image of the sample revealing the periodic strip domains.
to serious artefacts [82]. Therefore MFM images are usually formed from the latter
where shifts in the resonant frequency are detected through monitoring the phase
of the cantilever oscillation relative to the phase of the original drive signal, this is
called dynamic MFM. Figure 3.28 shows images taken from an MFM calibration
sample (thermally evaporated magnetic recording tape of unknown composition)
using two-pass MFM. Figure 3.28(a) shows the sample topography obtained from
AFM performed in the first pass. Figure 3.28(b) shows the MFM image obtained
with a lift height of 50 nm: periodic stripe domains are clearly visible and im-
portantly the magnetic contrast is decoupled from the surface topography. The
spatial resolution of MFM is usually ≈ 50 nm but 10 nm resolution has been
demonstrated [80].
The shift in resonant frequency is, in the limit of a weak interaction, linearly
proportional to the gradient of the magnetic force ∂Fz/∂z (note that this derivative
is in z because the cantilever oscillates in z):
∆ω = −ω02k
∂Fz
∂z
(3.21)
where ω0 is the original resonant frequency of the cantilever and k is the spring
constant. The magnetic force is derived from the Zeeman energy of the magnetic
tip in the stray field of the sample (or equivalently the magnetisation of the sample
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in the stray field of the tip). The magnetic force in z is given by:
Fz = µ0
∫∫∫
Mtip · ∂Hsample
∂z
dVtip
= µ0
∫∫∫
Msample · ∂Htip
∂z
dVsample
(3.22)
For a more intuitive picture, Eq. 3.22 can be reformulated to depend on
magnetic charges [83]:
Fz =
∫∫
A
σtipHsample dAtip +
∫∫∫
V
ρtipHsample dVtip
=
∫∫
A
σsampleHtip dAsample +
∫∫∫
V
ρsampleHtip dVsample
(3.23)
where σ(=M · nˆ) and ρ(= −∇ ·M) are the surface and volume magnetic charges
respectively. The second form of Eq. 3.23 is particularly useful as it allows MFM
contrast to be understood from the magnetic charge distribution of the sample.
MFM, sensitive to the divergence of M, is therefore complementary to Lorentz
microscopy which, as discussed in section 3.7, is sensitive to the curl of M.
3.9 Other magnetic imaging methods
Lorentz microscopy and MFM are far from the only magnetic microscopy methods,
alternative methods are briefly outlined with references to comprehensive articles
and relevant applications to DMI and skyrmionic materials.
• X-ray methods based on x-ray magnetic circular dichroism (XMCD) (sen-
sitive to M) that can provide elemental resolution (for example scanning
transmission x-ray microscopy (STXM) [84, 85] and x-ray resonant magnetic
scattering (XRMS) [86, 87]).
• Scanning tunnelling methods are sensitive to the top-most atomic layer and
have ultra-high (Å) lateral resolution [88] (see spin polarised scanning tun-
neling microscopy (SP-STM) (sensitive to M) [89, 90]).
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• Surface sensitive electron microscopy techniques based on the spin-dependence
of low-energy electron scattering from magnetic surfaces (see spin polarised
low energy electron microscopy (SPLEEM) [91] and scanning electron micro-
scope with polariser analysis (SEMPA) both sensitive to M [92, 93]).
• Optical methods based on magneto-optical eﬀects [94] (see magneto-optical
Kerr eﬀect (MOKE) microscopy (sensitive to M) [95] - can also be used for
magnetometry [96]).
• Nitrogen vacancy (NV-centre) imaging (sensitive to H) can sense magnetic
and electric fields by scanning a single-crystal diamond tip that has a single
NV-centre close to the apex over a sample [97, 98]
3.10 Simulation methods
This section introduces all simulation methods used to support the experimen-
tal work presented in this thesis. Two ‘categories’ of simulations are discussed:
(i) simulation of the magnetisation and (ii) simulation of experimental images
or ‘image calculation’. Category (i) includes micromagnetic simulations, which
enable realistic magnetic structures to be calculated, as well as simple analytical
models which are adequate to describe some common magnetic objects. Category
(ii) includes calculation of Fresnel, DPC and MFM images from magnetisation
configurations supplied by category (i) simulations.
These methods are exceedingly useful for experiment design, interpretation of
results and also, in the case of micromagnetic simulations, to explore new physics.
3.10.1 Micromagnetic simulations
The exchange length lex, see Eq. 2.4, is a parameter which indicates the length-
scale over which one would expect little variation of the direction of moments. In
Permalloy lex ≈ 5 nm and in Cobalt lex ≈ 4 nm. Because lex is an order of magnitude
larger than the distance between individual magnetic moments (Å) a continuum
approximation can be made. This underpins the theory of micromagnetism and
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enables the application of computationally eﬃcient numerical techniques to accu-
rately simulate magnetic materials.
Micromagnetic simulations are a ubiquitous tool in the modern study of mag-
netism. Among other functionality they can determine stable magnetic configu-
rations of magnetic elements, of user-defined shape and magnetic properties, and
predict the dynamic response of a magnetic system to external stimuli like applied
magnetic fields or spin-polarised electric currents. There is a multitude of micro-
magnetic simulation software available, this thesis exclusively uses mumax3 which
oﬀers finite diﬀerence GPU accelerated simulations [99]. Finite diﬀerence methods,
like mumax3 and OOMMF [100], sub-divide the magnetic element into cuboids and
are suitable for simulation of rectangular elements and thin films (as in this thesis)
but deal with more complex rounded geometries poorly. In the latter case finite
element methods, like Nmag [101] or magnum.fe [102], are more suitable which sub-
divide the magnetic elements into arbitrary-sized tetrahedra to accurately simulate
any geometry at the cost of computational eﬃciency. Micromagnetic simulations
are used in two chapters of this thesis: in Chapter 5 to study flux-closure hybrid
domain walls formed by the competition of dipolar and DMI interactions and in
Chapter 7 to study DMI-modified vortex cores.
To begin, in all micromagnetic simulations, a geometry is defined and sub-
divided into ‘cells’. In finite diﬀerence methods cells are cuboidal - as sketched in Fig.
3.29 - and each cell is assigned a separate magnetisation vectorM where |M| = Ms
and the only variable is the orientation. To be accurate, the simulation cell size
must be below the theoretical exchange length of the material lex. The constants
defining the active magnetic energy terms of the simulated material system are
input. An initial magnetisation configuration must be supplied, and some care
should be taken here as the system can converge erroneously to saddle points or
local minima in the energy landscape. To find the global energy minima diﬀerent
initial states are often trialled.
Simulations employ the Landau-Lifshitz-Gilbert (LLG) equation, which is a
diﬀerential equation describing the gyroscopic motion of magnetisation in response
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Figure 3.29: Micromagnetic simulations split the simulated materials into discrete
‘cells’ and solve the LLG equation which describes the damped precessional motion of
magnetisation M about an eﬀective field Heﬀ .
to torques τ about an ‘eﬀective’ field Heﬀ :
τ = ∂M
∂t
= −γM×Heﬀ − γκ|M|M× (M×Heﬀ), (3.24)
where γ is the gyromagnetic ratio and κ is the damping coeﬃcient. Equation 3.24
has two terms: the first describes precessional motion where the second describes
damping-like motion that eventually aligns M and Heﬀ . The resultant motion of
the magnetisation vector is sketched in the right hand side of Fig. 3.29. The
eﬀective field is given by
Heﬀ = − 1
µ0
∂Htotal
∂M (3.25)
where Htotal is the sum of all active energy terms. For the samples studied in this
thesis, the energy terms in simulations are: exchange, dipolar (or magnetostatic),
anisotropy, DMI and, for simulations under an applied field, Zeeman. The LLG
equation is solved forward in time until some convergence criterion is met; for
mumax3 the criterion depends whether a dynamic or static simulation is performed
[99]. Static simulations that simply aim to find an energetically stable magnetic
configuration do so by ‘relaxing’ the simulation to minimise the total energy of
the system. For this Eq. 3.24 is solved using only the second term. Dynamic
simulations evaluate the full LLG equation. To simulate the interaction of electrical
currents and magnetic materials, additional spin transfer torque terms are added
to the LLG equation [103, 104].
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To provide an example, a micromagnetic simulation was performed of the
rectangular Permalloy element used as an example throughout this chapter. The
simulated element has dimensions in x × y × z of 6 µm × 2 µm × 8 nm with a
cell size of 4× 4× 4 nm3. Only exchange and dipolar energies were included: the
parameters Ms = 860 kAm−1 and Aex = 13 pJm−1 were used which are typical of
Permalloy. The relaxed simulation result is shown in Fig. 3.30 in which (a), (b)
and (c) show theMx,My andMz components respectively and (d) shows a coloured
vector plot overlaid with arrows showing the local direction of magnetisation. This
is a classic flux closure domain state and is used to illustrate image calculations
in sections 3.10.3 and 3.10.4.
3.10.2 Analytical models of simple magnetic configurations
In many scenarios a full micromagnetic simulation of the magnetisation is not
necessary and simple analytical models suﬃce. In particular, this applies to Bloch
and Néel walls where the magnetisation can be approximated by a 1D hyperbolic
tangent model [105]. The three magnetisation components are given by:
Mdomain = Ms tanh(
x
w
) (3.26a)
Mwall = ±
√
1−Mdomain2 (3.26b)
Mother = 0 (3.26c)
where w is a measure of the domain wall width. The three components in Eqs.
3.26a- 3.26c can be assigned to Mx,My, Mz to model magnetisation configurations
corresponding to any combination of out-of-plane or in-plane domains with Bloch
or Néel type walls. Furthermore, this model was used to calculate the Lorentz
image contrast expected from hybrid (Bloch-Néel) type domain walls that are the
focus of Chapter 5. These 1D models can be propagated along a second dimension
for image calculation, as shown in Fig. 3.31 which were calculated with w = 10 nm
corresponding to a 18 nm wide wall. The relation between the width parameter w
and the true ‘domain wall width’ was defined in section 2.3.1.
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Figure 3.30: Result of mumax3 micromagnetic simulation of a 8 nm thick Permalloy
element. Respectively (a), (b) and (c) show the Mx,My and Mz components as defined
by the icon inset in the top left of each figure. (d) presents a coloured vector plot
representation of the magnetisation, arrows are overlaid giving the local magnetisation
direction.
3.10.3 Calculating Lorentz microscopy images
Calculations of Fresnel and DPC images are utilised in all results chapters of this
thesis and play a particularly significant role in Chapters 4 and 5. Fresnel and
DPC images were calculated using scripts written by S. McVitie and G. White
which implement a modified version of the algorithm originally proposed by M.
Mansuripur [45, 106]. The original Mansuripur formalism provides a computation-
ally eﬃcient and completely general description of the phase change of an electron
beam after transmission through an arbitrary thin magnetic film. Moreover, it
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(b)(a) (c)
Figure 3.31: Images of magnetisation components created using an analytical hyper-
bolic tangent model. (a) corresponds to Eq. 3.26b, (b) to Eq. 3.26a and (c) to Eq. 3.26c
with w = 10 nm. This model can be used for in-plane and out-of-plane magnetised films.
allows for arbitrary beam-sample geometry for image calculation of ‘tilted’ samples.
Other open-source programs are available for this purpose such as MALTS [107].
As mentioned in section 3.7.2, all the various modes of Lorentz microscopy simply
represent diﬀerent means of capturing the phase change of the electron beam after
its interaction with a magnetic sample: DPC contrast is linearly proportional to
∇ϕ and Fresnel contrast, to the first order, relates to ∇2ϕ.
The micromagnetic simulation of the multi-domain state in a rectangular permal-
loy element presented in section 3.10.1 (and Fig. 3.30) is used to demonstrate
Lorentz microscopy image calculation (at zero tilt and 200 kV). First, Fig. 3.32(a)
shows the phase change of the electron beam output by the script described in the
2004 S. McVitie and G. White paper [45].
DPC images measure the Lorentz deflection directly, therefore revisiting Eq.
3.12:
∇⊥ϕ = 2pi
λ
βL, (3.12 revisited)
it is clear that the 2D derivative of the phase provides DPC image information. Fig.
3.32(b) and (c) are two simulated DPC images, mapping the x and y components
as defined by the arrows inset in the top left corner of the images. These two images
are proportional to gradients in x and y of the phase (Fig. 3.32(a)) respectively. Fig.
3.32(b) and (c) can be compared to Fig. 3.21 which presents experimental DPC
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images of the real 6 µm × 2 µm Permalloy element, though in the experimental
DPC images the Permalloy elements supports a slightly diﬀerent, higher energy
magnetic configuration. This higher energy state was stabilised intentionally by
field-cycling until a 180◦ domain wall was pinned in the patterned structure (a
180◦ wall was desired for that experiment).
The intensity I in Fresnel image of defocus ∆ is:
I((x, y),∆) = 1− ∆λ2pi ∇⊥
2[ϕ(x, y)] (3.27)
as described in the literature [48]. Equation 3.27 is only quantitative for small
DPC
Fresnel
Phase
(a)
(b)
(c)
(d)
Figure 3.32: Lorentz microscopy images calculated from the micromagnetic simulation
of a rectangular element, supporting a multi-domain magnetic configuration, given
in section 3.10.1. (a) shows the phase calculated from the multi-domain magnetic
configuration. Calculated DPC images, that map orthogonal components of integrated
induction (as indicated by the double-headed arrow) are shown in (b) and (c). These
are gradients of the phase in (a). The Fresnel image calculation (defocus 0.5 mm),
which relates to the Laplacian of (a), is shown in (d). These calculations do not include
electrostatic phase eﬀects, which would alter the contrast at the edge of the structure.
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values of ∆ [48]. Otherwise Eq. 3.27, without including higher order terms [108],
is a good approximation of the Fresnel image contrast. This then represents ideal
or ‘linear’ Fresnel images but ‘real’ image Fresnel images can be calculated from
the phase using in-house programs. A Fresnel image calculated using Eq. 3.27 and
a defocus of 0.5 mm is shown in Fig. 3.32(d) which compares excellently with the
experimental Fresnel image of the Permalloy element presented in Fig. 3.15(b).
Detailed discussion of contrast interpretation in Lorentz microscopy is not
provided in this section because it forms a large part of the results chapters of
this thesis. Chapters 4 and 5 cover in detail the contrast expected from diﬀerent
of domain wall structures; Chapter 6 details contrast from Néel skyrmions; and
Chapter 7 details the contrast expected from magnetic vortex structures.
In this thesis, all Lorentz images are calculated from only the smoothly varying
magnetic phase. In reality, as discussed in section 3.7.2, the phase is influenced by
electrostatic eﬀects together with magnetic eﬀects. Outwith the crystallite related
electrostatic phase eﬀects detailed in section 3.7.5, the electrostatic phase does
not impact this work because continuous magnetic thin films (or vortex cores
located in the centre of patterned disks) are studied, where there are no large
electrostatic contributions as would be associated with either changes in material
or thickness as per Eq. 3.15.
3.10.4 Calculating MFM images
Basic MFM image calculations are employed in Chapter 7 to qualitatively assess
the MFM contrast associated DMI-modified vortex cores. A simple script was
developed to approximate MFM contrast from samples of arbitrary magnetic config-
uration at some lift height zlift. In this calculation the lift height is calculated from
the centre of film thickness. Explaination of the MFM image contrast calculation
starts with the first form of Eq. 3.23, reproduced here for clarity:
Fz = µ0
∫∫∫
Mtip · ∂Hsample
∂z
dVtip, (3.23 revisited)
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which assumes the tip magnetisation/field and sample magnetisation/field are fixed
and do not perturb each other. In the limit of a small interaction, the force gradient
(measured in dynamic MFM) is:
∂Fz
∂z
= µ0
∫∫∫
Mtip · ∂
2Hsample
∂z2
dVtip (3.28)
The MFM image calculation approximates the tip to be magnetised fully in z so
Mtip = Ms zˆ with some volume Vtip. Then:
∂Fz
∂z
∝ ∂
2Hz,sample
∂z2
. (3.29)
This second derivative of Hz,sample is numerically approximated at the lift height
using the second order diﬀerence quotient where:
∂2Hz,sample
∂z2
|z=zlift ≈
Hz,sample(zlift + h)− 2Hz,sample(zlift) +Hz,sample(zlift − h)
h2
,
(3.30)
where h is small with respect to the lift height zlift. The stray field is calculated at
discreet heights above the sample using a script written by G. White which imple-
ments algorithms found in the 1989 paper by I. A. Beardsley [109]. It calculates
H from any arbitrary magnetisation distribution - be that an analytical model or
the output of a micromagnetic simulation.
Figure 3.33 provides three examples of MFM images approximated by evalu-
ating ∂2Hz,sample/∂z2 at a 50 nm lift height. Examples in Fig 3.33(a) and (b)
are both calculated using the hyperbolic tangent model described in section 3.10.2.
From Eqs. 3.26a-3.26c, Fig. 3.33(a) uses Mx = Mother, My = Mdomain and Mz
= Mwall therefore simulating a material with in-plane domains and Bloch type
walls. For Fig. 3.33(b) the Mx and Mz components are swapped to simulate a
material with in-plane domains and Néel type walls. The magnetic configuration
and the magnetic charge distribution of a Bloch wall and Néel wall are sketched
respectively on the left and right of Figs. 3.33(a) and (b). Comparing the charge
distributions to the corresponding MFM image, it is clear why many regard MFM
as magnetic charge imaging [83]. Figure 3.33(c) shows the MFM image calculated
from the micromagnetic simulation presented in section 3.10.1. The image allows
Néel type walls and vortex cores to be distinguished.
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Figure 3.33: (a) MFM image calculated from a magnetic configuration with in-plane
domains and Bloch type walls (the magnetisation and magnetic charge distribution is
sketched on the left). (b) MFM image calculated from a magnetic configuration with in-
plane domains and Néel type walls (the magnetisation and magnetic charge distribution
is sketched on the right). It is clear that MFM contrast correlates well with the charge
distribution but comparing the sketches to the calculated MFM images. (c) the MFM
image calculated from the micromagnetic simulation of a rectangular elements supporting
a multi-domain magnetic configuration given in section 3.10.1.
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4.1 Introduction
It was discussed in section 3.7.3 that it can be non-trivial to extract information
about the wall magnetisation from Lorentz TEM images. The complications stem
from the distribution of the stray field associated with the wall magnetisation. The
aim of this short chapter is twofold: to explain the image contrast expected from
diﬀerent domain wall configurations, which is complementary to the remaining
chapters; and to outline a method of extracting the direction of Néel type domain
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walls from Fresnel images. The desire to extract this information was initially
motivated by the fixed chirality imprinted on the wall magnetisation by an in-
terfacial DMI interaction [1]; determination of the direction of the Néel domain
walls provides access to the chirality of the magnetisation. As outlined in section
2.2.2, access to this property allows determination of the sign of the DMI in the
material system thus adding to the wealth of information available from TEM
imaging described in Chapter 3. In fact, systems with a strong interfacial DMI are
the ideal sample to test this measurement method precisely because the direction
of the domain walls is known.
First, the principle behind measurement of the Néel wall direction is demon-
strated using Fresnel images calculated from analytical models of the magnetisation,
before experimental work is presented. To date, experimental measurement of
the Néel wall direction from Fresnel images has not been realised, the results
remain inconclusive. This conclusion was reached independently by another re-
search group [2].
4.2 Fresnel TEM image contrast from domain
wall magnetisation
This chapter makes use of the analytical models of the magnetisation described in
section 3.10.2. The magnetic configuration is modelled using a hyperbolic tangent
with width parameter w = 10 nm and is then used to calculate the Fresnel image
contrast expected from magnetisation configurations with Bloch and Néel type
walls for a range of beam-sample orientations. Fresnel images were calculated
for a sample of 0.6 nm thickness, chosen to match the experimental work, and
with a defocus of 0.5 mm.
In section 2.3.1, which introduced Bloch and Néel type domain walls, it was
noted that in PMA materials Bloch type domain walls are charge-less where Néel
type walls are charged because of significant∇·M. Therefore, considering infinitely
long domain walls, sketched in Fig. 4.1, Bloch walls are not associated with stray
field H but Néel type walls are. Because of this, for Bloch walls the Lorentz
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(a) (b)
Figure 4.1: (a) In PMA systems (only considering the magnetisation at the very centre
of a wall running along the ±y direction), the magnetisationM of a Bloch walls is parallel
to the wall length and thus, in the case of an infinitely long domain wall, is not associated
with any stray field H. (b) Néel type walls are divergent and therefore are associated
with a stray field.
deflection, arising from the magnetic induction B (= µ0(M + H)), correlates
directly with the domain wall magnetisation. The situation for Néel walls is
more complicated.
The Fresnel image contrast expected from magnetisation configurations with
PMA and Bloch and Néel type domain walls is presented in Fig. 4.2. The electron
beam trajectory is along the z direction. The left most column of Fig. 4.2 contains
sketches that specify the magnetic configuration from which the Fresnel images, in
the central and right most columns, were calculated from. The central and right
most columns respectively contain Fresnel images calculated without a tilt and with
a tilt of 25◦ about the axis indicated. As explained in section 3.7.3, when the sample
is untilted (i.e. the beam is normal to the sample) out of plane magnetisation does
not give any Fresnel contrast. From the second row, it is clear that the direction
of a Bloch type wall is easily determined from Fresnel imaging, because the wall
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 4.2: Fresnel images were calculated from samples with Bloch and Néel type
walls both untilted and tilted by 25◦ about the axis indicated. To highlight the contrast
that arises from the walls directly, two sets of calculations are performed (i) with the
domain and wall magnetisation and (ii) with only the wall magnetisation. The left most
column contains schematics that show the magnetisation configuration the Fresnel images
in the central column (without tilt) and right most column (with tilt) were calculated
from. From the second row its clear that Bloch type walls generate contrast which
permits determination of the wall direction. From the bottom row, Néel type walls are
not directly associated with any contrast therefore their direction cannot be determined.
The third row, indicates that contrast arising from the domain magnetisation reveals the
location of the walls.
magnetisation itself deflects the beam. To summarise Bloch walls are associated
with bright/dark contrast, the order of which is determined by the direction of the
wall magnetisation, experimental images showing this characteristic contrast can
be found in the literature [3]. When the sample is tilted the contrast from the wall
is present as well as contrast from the domains (see Fig. 4.2(c)).
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The magnetisation of Néel type walls is purely divergent therefore (as discussed
in section 3.7.3), the stray field and magnetisation cancel entirely when integrated
through the thickness i.e.
∫
(B× z) dz = 0. Therefore, as is clear from the bottom
row of Fig. 4.2, the wall magnetisation is not associated with any Fresnel image
contrast. The location of Néel type walls can be revealed from by tilting the
sample to get contrast from the domain magnetisation, this is shown in Fig. 4.2(i).
The Néel nature of the walls can be inferred from the lack of contrast at zero tilt
[4], but there is no information about the wall direction encoded in images taken
with a sample tilt about an axis perpendicular to the wall length as is clear from
Fig. 4.2(l). Next, diﬀerent beam-sample geometries are considered to identify a
geometry where the wall magnetisation may itself gives Fresnel image contrast.
4.3 Rationale behind extraction of Néel wall hand-
edness using Lorentz microscopy
This section uses the curl of M formalism of the Lorentz deflection, given in Eq.
3.14, where the source of image contrast is considered as
∫
(∇×M) ·z dz [5]. This is
convenient as it relates directly to the magnetisation. The geometric distribution
of ∇ ×M of a Néel wall, sketched in Fig. 4.3(a), is considered for a range of
beam-sample geometries. Throughout this chapter, the beam-sample geometries
are quantified using the angle Φ, which is defined as the rotation angle between
the tilt axis and the local plane of the domain wall as sketched in Fig. 4.3(b). The
distribution of ∇×M with respect to the z axis (i.e. the electron trajectory) for
a wall tilted about diﬀerent axes, as defined by Φ, is considered in Fig. 4.3(c).
With no tilt and with a tilt around a Φ = 0◦ axis, all curl is in the y direction
and (∇ ×M) · z = 0 therefore there is no contrast. By tilting about a Φ = 90◦
axis, (∇×M) · z ̸= 0 however it is fully compensated when projected along z and
still no contrast is expected. By tilting about an intermediate axis with Φ = 45◦
there is (∇×M) · z ̸= 0 which is misaligned in z, therefore it is possible that this
geometry provides access to image contrast pertaining to the wall itself.
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4.3. Rationale behind extraction of Néel wall handedness using Lorentz
microscopy
w
al
l 
p
(b)
(c)
(a)
Figure 4.3: The schematic at the top of the figure is provided to aid interpretation of
the two diﬀerent view points considered in the rest of the figure. (a) Schematic of a Néel
wall with magnetisation along +x considered in cross-section together with its ∇ ×M.
(b) the angle Φ is defined as the angle between the tilt axis and the plane of the domain
wall. (c) the variation of ∇ ×M with respect to z is considered for (from left to right)
no tilt, tilt about Φ = 0◦, 90◦,45◦. Lorentz image contrast arises from
∫
(∇×M) · z dz
therefore images collected with tilt about a Φ = 45 axis could result in image contrast
from the wall itself.
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4.4 Simulation
Figure 4.4 compares Fresnel images calculated, from the same analytical model of
the magnetisation used for Fig. 4.2, with a tilt of 25◦ about axes Φ=90◦ (middle
column) and Φ=45◦ (right column). The tilt of 25◦ was chosen as it represents the
maximum tilt experimentally accessible for samples deposited on TEM membrane
substrates. Though subtle, tilting about a Φ=45◦ axis adds a visible asymmetry to
the perfectly symmetric contrast that arises from the domains. The asymmetry
is more visible in Fig. 4.4(g) which displays linetraces taken through images
(a) (b) (c)
(d) (e) (f)
(g)
Figure 4.4: (b,c) Fresnel images calculated from Néel type walls with PMA (sketched
in (a)) tilted by 25◦ about Φ=90◦ and Φ=45◦ axes respectively. (e,f) Fresnel images
calculated from Néel type walls only (sketched in (d)) tilted by 25◦ about Φ=90◦ and
Φ=45◦ axes respectively. A tilt about a Φ=45◦ axis introduces an asymmetry to the
contrast which is related to the wall magnetisation - compare (c) and (f). This asymmetry
is clearer from the graph in (g) which contains linetraces through (b), (c) and (f).
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Fig. 4.4(b) and (c). Looking at Fig. 4.4(f), which shows Fresnel image contrast
calculated only from the wall magnetisation tilted about a Φ=45◦ axis, proves this
asymmetry arises from the wall directly. Thus, the direction of the domain wall
can in theory be accessed through quantification of the asymmetry of the Fresnel
image contrast compared to the angle of the tilt axis Φ.
The asymmetry is quantified using the parameter ∆Iasym which is labelled in
Fig. 4.5(a) together with the background contrast I0 and the domain contrast
Idom. The calculated variation of ∆Iasym for a range of Φ values shown in Fig. 4.5
where, as expected, the maximum asymmetry is found for Φ = 45◦, 135◦. With
consideration of the domain contrast type (that is convergent (bright) or divergent
(dark)), the angle Φ and sign of ∆Iasym the wall magnetisation may, in principle,
be extracted from Fresnel images.
(a) (b)
Figure 4.5: (a) Quantities used to quantify the Fresnel image contrast are labelled
- that is the asymmetry ∆Iasym, the background contrast level I0 and the domain
contrast level Idom. (b) Graph of ∆Iasym with Φ, tilt axis that are ± 45◦ from the wall
axis give maximum magnitude of asymmetry. The image calculations used a magnetic
configuration with thickness 0.6 nm and a wall width of ≈ 20 nm.
4.5 Experiment
To test the proposed method of measuring the Néel wall direction from Fresnel
images, a trilayer sample was grown on a standard TEM membrane substrate
by Katharina Zeissler of the University of Leeds. The sample composition was
Ta(4.6)/Pt(7.5)/Co(0.6)/Ir(0.5)/Pt(7.5) where the bracketed number is the layer
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thickness in nm. The walls were confirmed to be homochiral as they do not
annihilate when pushed close together with an external magnetic field [4]. From
a series of Fresnel images, the wall width was estimated to be ≈ 50 nm, this is
wider than the modelled wall which was ≈ 20 nm wide. Furthermore, because
this sample is associated with a very small Lorentz deflection (βL = 0.1 µrad) a
defocus above 10 mm is required to get suﬃcient magnetic contrast (≈ 10% above
the background contrast). This is considerably larger than the 0.5 mm defocus
used to demonstrate the principle in the preceding section. Appendices A and B
include details of measurement of the wall width from Fresnel images and compares
Fresnel contrast calculated with realistic defocus values and from walls of realistic
width. It is noted that the magnitude of the asymmetry is highly variable with
both defocus and wall width.
Figure 4.6 shows a Fresnel image taken with a tilt of 25.2◦ about the axis marked
in a field free enviroment (residual field strength less than 10 µT ). The walls in
the image form a large range of angles with the tilt axis, therefore one image allows
access to walls of various Φ. The analysis of four segments of wall is presented in the
graphs around the Fresnel image in Fig. 4.6. To analyse the wall contrast, straight
segments of wall are identified and a single profile is produced by aligning and
averaging each profile in the wall segment. This averaging is necessary to mitigate
the eﬀect of the background variations that primarily arise from the crystallites.
Wall segment 1 has Φ = 90◦ and is therefore expected to have symmetric
contrast but shows strong asymmetry. Further inconsistency is found by comparing
wall segments 3 and 4 which both have Φ = 70◦ and therefore should have the same
level of asymmetry however wall segment 3 is almost symmetric where wall segment
4 is strongly asymmetric. Full analysis of ≈ 100 wall segments of various Φ values
(expected to yield asymmetric Fresnel contrast) yielded asymmetry values that
were 41% consistent with one sense of handedness, 30% consistent with the other
sense of handedness and 29% showed no asymmetry. This therefore suggests the
source of this experimentally detected asymmetry is not from the divergent Néel
wall magnetisation. The experiment was repeated for a range of defocus values
112 4.5. Experiment
and with diﬀerent spot sizes and diﬀerent condenser apertures (to improve beam
coherence at the cost of electron flux) but the results remained inconsistent.
4.5.1 Modifications to experiment
Three modifications were made to the experiment in attempt to successfully extract
the Néel wall direction. All were unsuccessful but they are briefly described in this
section. Two new samples were prepared on standard TEM grids which permit
imaging up to a tilt of 60◦. As shown in Fig. 4.7, simulations show that imaging
with a higher tilt angle increases the magnitude of the asymmetry (from image
contrast calculations ∆Iasym is almost an order of magnitude larger at a 60◦ tilt
compared to a 25◦ tilt). A sample of the same composition as before was prepared,
as was a ten repeat sample. The latter supports narrower walls (δ ≈ 30nm) [6]
Figure 4.6: A Fresnel image, tilted around the axis indicated by 25.2◦, is presented
and annotated with the location of diﬀerent wall segments. These are relatively straight
sections of wall at some angle Φ to the tilt axis. The graphs around the Fresnel image
show results of the analysis of these wall segments which are not consistent with the
simulations. Segment 1, Φ = 90 ◦ is expected to be symmetric where segments 2 and 3,
Φ = 70 ◦ were expected to have the same level of asymmetry.
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and the larger magnetic thickness gives rise to a larger Lorentz deflection (βL ≈ 1
µrad at a 25◦ tilt). Consequently, it can be imaged with lower defocus (good
contrast is achieved with ∆ = 5mm). The ten repeat sample therefore gives
access to a diﬀerent parameter space than the single repeat sample. The results
of analysis of data sets collected from these samples at higher tilt angles were
however also inconsistent.
It was thought that the background variations from the crystallites were mask-
ing the Néel wall direction related asymmetries and the cause of the spurious
asymmetry measurements. Taking the Fresnel image in Fig. 4.6 as an example:
the standard deviation measured in an area without magnetic contrast (or beam
contamination which is the circular contrast) is ≈ 150 counts, where the asymmetry
measured from wall segments 1 - 4 is between 40 and 150 counts.
To address this issue, principle component analysis (PCA) was implemented
using HyperSpy [7]. PCA is a widely used data analysis tool. In the microscopy
community, it is often used to aid analysis of spectroscopic images like energy disper-
sive spectroscopy (EDS) and electron energy loss spectroscopy (EELS) images [8–
11]. In this case, PCA decomposes the dataset into a finite number of components
from which each spectrum in the dataset can be described as a weighted sum. Thus
PCA finds a parametric model of the dataset. The components are identified and
ordered based on their variance [12]. High variance components (termed significant)
are likely to be associated with useful signals where low variance components are
Figure 4.7: Fresnel image calculations indicate that increasing the tilt angle θ increases
the magnitude of the asymmetry.
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often associated with noise and can be discarded. In the case of Fresnel images,
each row of the 2D image is treated as a 1D ‘spectrum’ (which is equivalent to a
single line trace). Every line trace or ‘spectrum’ then, in principle, contains the
same high variance magnetic signal plus low variance contrast from other sources
(noise, contamination, crystallites) which diﬀers in each line trace.
Figure 4.8 shows the result of PCA on wall segment 3 of Fig. 4.6, which is shown
cropped and rotated in Fig. 4.8(a). Evaluation of the variance scree plot produced
by the PCA (as described by R. Wilcox [13]), suggested there are two significant
components in this Fresnel image. Figure 4.8(b) is a reconstruction of (a) using only
the two most significant PCA components, where (c) is a reconstruction using the
next 20 components. Inspection of Figs. 4.8(a,b,c) indicate PCA has successfully
isolated the magnetic contrast in Fig. 4.8(a). However when the profile is averaged
(as before), the exact same intensity profile is achieved from Figs. 4.8(a) and (b).
This is shown in the line traces in Figs. 4.8(d) and (e), where (d) shows the line
traces and (e) shows the diﬀerence between the two. The addition of PCA to the
data analysis routine does not change the results of the experiment. One critical
assumption of PCA is that the signal has higher variance than the noise [8]. It is
therefore judged that the failure of this method to reliably extract the Néel wall
direction is simply because the signal is buried in noise and crystallite contrast.
Another research group, based in Argonne, independently proposed extraction of
the chirality of Néel type objects from Fresnel image contrast asymmetry in work
published this year [2]. Their simulations show the same characteristic asymmetry
that is presented in this chapter, and their experimental work is also inconclusive.
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(a) (b) (c)
Figure 4.8: PCA was performed on Fresnel image (a) to isolate the magnetic contrast
(b) from ‘other’ contrast (c). This procedure appears to have been successful however
when the wall contrast is averaged over the wall length, no improvement is made to the
final profile as is seen from the graphs in (d) and (e).
4.6 Discussion and Conclusions
The opening section of this chapter detailed how to interpret Fresnel images to
extract information about the type and direction of domain walls in the sample.
Bloch walls are identified easily, they give rise to a characteristic dark/bright or
bright/dark contrast the order of which reveals the direction of the wall mag-
netisation. Néel walls on the other hand are not generally associated with any
contrast. Their presence and position is revealed by contrast arising from the
domain magnetisation but critically no information is encoded about the direction
of the wall magnetisation.
116 4.6. Discussion and Conclusions
Later sections of this chapter then present simulations showing, that with a
certain angle between the incident electrons and the Néel type wall, an asymmetry
can be introduced to the image contrast that correlates to the Néel wall direction.
As shown in Appendix B, the magnitude of this asymmetry was found to be highly
variable with both the domain wall width and the Fresnel image defocus.
Experiments were performed on two samples under a range of experimental
conditions. The samples both have a strong interfacial DMI that stabilises Néel
type walls of fixed handedness. The results of each experiment were inconclusive; no
fixed handedness could be determined which is at odds with wealth of information
on these samples and similar samples [1, 4, 14–16]. It is thought that perhaps
the asymmetry is simply too small and is obscured below other contrast, such as
diﬀraction contrast from the crystallites or additional local phase shifts caused by
structural inhomogeneities (i.e. variations in layer thicknesses). This conclusion
is strengthened by the failure of PCA to find the signal. Similarly, Jiang et al.
attribute the lack of contrast to an insuﬃcient SNR [2].
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5.1 Introduction
As detailed in section 2.2.2, the Dzyaloshinskii-Moriya interaction is an antisym-
metric exchange interaction which favours canting between neighbouring magnetic
spins. DMI is prominent in crystalline environments with a lack of inversion
symmetry and strong spin-orbit coupling - notably arising at interfaces between
ferromagnets and heavy metals. This has been studied in ultrathin magnetic
systems with PMA where, without any DMI, Bloch type domain walls are favoured
- sketched in Fig. 5.1(a). DMI promotes rotation of the magnetisation about the
DMI vector, which in this case is parallel to the plane of the interface, causing an
energetically favourable reorientation of the wall magnetisation. These reorientated
walls, sketched in Fig. 5.1(b), are Néel type and are homochiral, with the sense of
chirality set by the sign of the DMI vector (which itself is controlled by the type
of interfacial atoms adjacent to the magnetic layer) [1, 2]. The DMI promoted
rotation also leads to Néel type skyrmions as well as homochiral Néel walls under
the right sample conditions.
Figure 5.1: Sketches of the four types of domain walls discussed in this chapter, for
simplicity depicted in a three layer system where each layer is identified by z. Drawn are
(a) Bloch, (b) Néel, (c) intermediate and (d) hybrid type walls. Wall types (a-c) have no
variation of ψ with z and are characterised by the diﬀerent value of ψ associated with
each, in contrast (d) is characterised by the variation of ψ with z.
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Néel type skyrmions are of great technological interest for a multitude of reasons,
including their compact size and eﬃcient manipulation with spin transfer torques
[3–5], and can be stabilised at room temperature by stacking multiple repeats
of an ultrathin ferromagnetic layer sandwiched between heavy metal layers (like
Pt/Co/Ir) [5–9]. This multilayer construction preserves the broken symmetry and
spin-orbit coupling at each interface but increases the magnetic volume, which is
thought to provide stability against the thermal fluctuations that destroy skyrmion
textures in trilayer or bilayer systems at room temperature.
However, one side eﬀect of this multilayered structure is the significant increase
to the dipolar energy of the system. A number of recent studies identify that in
many cases the dipolar interactions (which favour divergence-less Bloch type walls)
can overcome the DMI interaction (which favours chiral Néel walls) to stabilise
a three dimensional wall structure with magnetisation that twists through the
thickness of the wall [10–13]. This thickness dependent wall structure is referred
to as a hybrid type domain wall, sketched in 5.1(d), as it is composed of both
handednesses of Néel type rotations and a Bloch type wall rotation. Thus, diﬀerent
chiralities are fixed on the magnetic textures in diﬀerent layers of the structure. As
seen in 5.1(d), the flux closure wall configuration, with Néel type walls of opposite
chirality above and below central layer(s) with Bloch type wall(s), has significantly
reduced the wall dipolar energy contribution compared to 5.1(b) for example. It
is interesting to note that this sort of dipolar-driven, flux-closure wall structure is
also observed in 80 repeat layers of Fe/Gd (antiferromagnetically coupled) [14] and
in thicker (> 60 nm) single-layer (therefore direct exchange coupled) magnetic
systems [15, 16].
Two studies show experimental evidence of this twisted, hybrid domain wall
in skyrmionic multilayer materials [10, 11]. One used nitrogen-vacancy imaging
to image the stray field produced by skyrmions in a multilayer magnetic material,
and by comparison with simulations, concludes that these walls must have a hybrid
structure [11]. The other experimental study used x-ray resonant magnetic scatter-
ing (XRMS) [17] to compare the chirality of the Néel walls stabilised in the surface
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layers of pairs of magnetic films with opposite layer stacking order. Reversing the
stacking order changes the sign of the DMI vector and is expected to change the
chirality of the Néel walls. This study identified the same chirality of Néel walls in
the surface layers of pairs of samples with opposite stacking order, composed of 20
repeats, which is only plausible if the magnetisation twists through the thickness
of the wall [10]. This study also predicts the profound impact that this hybrid
chiral structure has on the current driven dynamics of skyrmions: it impacts both
the skyrmion velocity and the skyrmion Hall angle. This is also predicted by
the analytical study conducted by Lemesh et al. [12]. Furthermore, Legrand et
al. provides a micromagnetic model which pays particular attention to the role
of dipolar interactions and also studies in-depth the consequences of a hybrid
wall structure on the dynamics of skyrmions under spin-polarised currents [13].
Notably, this study identifies that, in certain situations, the hybrid structure may
allow the unwanted transverse motion of skyrmions under spin-polarised currents
(the skyrmion Hall eﬀect [18]) to be significantly reduced, even to zero, while
maintaining a relatively high skyrmion velocity (≈ 10 ms−1) thus allowing for
improved control over skyrmion trajectories.
In this chapter, Lorentz transmission electron microscopy is used to directly
image and quantify the hybrid nature of the domain walls in three multilayer
systems. This work is highly complementary to the two pre-existing experimental
studies as it provides direct measurement of the Bloch twist present in the hybrid
chiral domain walls.
5.2 Discussion of Néel and Bloch wall contrast
separation in Lorentz TEM
In Lorentz TEM, the contribution of any Bloch type component of the walls may
be separated from the Néel components through careful analysis of the variation of
the contrast with sample tilt. This will be discussed in detail in this section to aid
interpretation of the experimental work which follows. As discussed in section 3.7.2,
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electrons travelling along the direction nˆ passing through a magnetic material with
magnetic induction B are deflected by an angle
βL =
eλ
h
∫ ∞
−∞
(B× nˆ) dl, (3.8 revisited)
where the constants e and λ are the charge and wavelength of the electrons respec-
tively and h is Planck’s constant. More practically, and shown on the right hand
side of equation 5.1, this means that the deflection is proportional to the product
of the magnetic induction perpendicular to the electron trajectory termed BL, and
to the projected thickness of the sample traversed by the electron beam termed t′:
βL =
eλ
h
∫ ∞
−∞
(B× nˆ) dl = eλ
h
BLt
′. (5.1)
For the present discussion the eﬀects of stray fields are ignored and we consider
the saturation induction Bs = µ0Ms where µ0 is the permeability of free space
and Ms is the saturation magnetisation. Figure 5.2 visualises the evolution of BL
and t′ with sample tilt θ for in-plane (a) and out-of-plane (b) magnetic induction
(magnetisation).
As seen from Fig. 5.2(a) for in-plane magnetised materials untilted βL ∝ Bst,
and when tilted by θ about the axis marked in the figure BL = Bs cos(θ) and
Figure 5.2: Sketches of the variation of the magnetic induction perpendicular to the
electron beam trajectory, BL, and the projected thickness, t′, with sample tilt for in-plane
(a) and out-of-plane (b) magnetised materials.
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t′=t/cos(θ) therefore βL ∝ Bst and is unchanged by tilting the sample. Con-
versely, for out-of-plane magnetised materials, when untilted there is no deflection
as BL = 0, but when tilted the deflection evolves as βL ∝ Bst tan(θ). Applying this
framework to the situation of hybrid type domain walls with out-of-plane domains,
situation (a) describes contrast from the in-plane magnetisation associated with
Bloch walls and situation (b) describes the contrast from the domains. As was
the focus of chapter 4, the in-plane magnetisation of a Néel type wall is associated
with a stray field which, from most projection angles, results in net B = 0 and
experimentally no contrast has been observed from this component [19–21]. The-
oretically, as presented in chapter 4, certain sample-beam orientations do permit
a small component of net integrated B, where the magnetisation and the stray
field do not fully cancel in projection. In any case, when tilting about the axis
described above, the in-plane component of the Néel wall gives no contribution to
either the tilted or untilted Lorentz TEM images. Therefore, in summary, there are
two deflections to consider in this chapter when imaging hybrid domain walls: one
from the Bloch component which is independent of tilt (βL ∝ Bst) , and one from
the domains which varies as βL ∝ Bst tan(θ) with tilt. Note that in these equations,
t is not necessarily the total magnetic thickness but instead is the portion of the
thickness associated, in the first case, with Bloch type wall magnetisation and in
the second case with the magnetisation of the domains.
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Figure 5.3: (a) Mx, (b) My and (c) Mz components, constructed from a simple 1D
hyperbolic tangent model, of two closely spaced domain walls. The upper half, above the
red dividing line, models pure Néel walls whilst the lower half models hybrid Bloch/Néel
walls, with a Bloch to Néel ratio of 0.1 to 0.9.
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The rest of this section discusses what to expect from Fresnel and DPC images
which were calculated from a magnetisation model provided in Fig. 5.3 using
the method outlined in section 3.10.3. The magnetisation model is based on a
one dimensional hyperbolic tangent, where Mz = tanh(x/w) and w is the width
parameter, chosen to be 15 nm in this case. A pair of closely spaced domain walls
(three domains) was modelled to best match the experimental work that follows.
In the top half of Fig. 5.3 the walls are Néel type and in the bottom half they
are hybrid type. The model for the hybrid wall has a ratio of 10% Bloch to 90%
Néel (representing for example a ten-repeat multilayer with nine layers Néel type
and one layer Bloch type) with |Mx| ≤ 0.9Ms and |My| ≤ 0.1Ms. These are simple
one-layer, thickness-averaged models as Lorentz TEM measures a projection of
magnetic induction through the thickness. Thus, it must be noted that a Lorentz
TEM image of a hybrid domain wall (the in-plane wall angle ψ varies with z as
in Fig. 5.1(d)) is identical to an intermediate domain wall (constant ψ that is
between conventional Néel and Bloch types but fixed in z as in Fig. 5.1(c)). The
model was designed to have magnetic induction of 1 T and to be 24 nm thick to
match experimental results given later.
Figure 5.4 shows Fresnel images with (a), (b) and (c) calculated with a sample
tilt of +20◦, 0 and -20◦ respectively, and a defocus of 1 mm. With the same split as
Fig. 5.3, above the red line shows Fresnel images from the pure Néel wall model and
below the red line shows Fresnel images from the hybrid wall model. Clearly seen
in upper Fig. 5.4(b), and covered in chapter 4, for pure Néel walls there is no image
contrast at zero sample tilt. At +(-) tilt the domains generate, from left to right,
white/black(black/white) contrast which reverses with tilt either side of zero. The
lower half of Fig. 5.4(b) of hybrid walls untilted has clear contrast albeit of lower
intensity than images (a) and (c). This contrast arises from the Bloch component
of the walls, which represents 10% of the total magnetic thickness t, giving an
integrated magnetic induction of 0.1Bst. This is compared to the domains, which
at a tilt of 20◦, give an integrated magnetic induction of 0.36Bst resulting in the
contrast seen in (a) and (c).
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Figure 5.4: Fresnel images calculated with +20◦, 0 and -20◦ sample tilt in images (a),
(b) and (c) respectively. The top half shows the contrast expected from sample pure Néel
walls and the lower half shows the contrast expected from a sample with hybrid type
walls, with a Bloch to Néel ratio of 0.1 to 0.9. Line traces were taken from the upper
and lower parts of images (a-c) and are shown in (d-f).
These Fresnel images have been normalised to the background intensity level,
to allow for comparison between images of diﬀerent magnetic structures at diﬀerent
sample tilts. For the model with hybrid domain walls, the contrast from the Bloch
portion of the wall does not change with tilt and is added to the contrast gained
with sample tilt from the domains. As is most clear from the line traces in Fig.
5.4(d) and (f), the eﬀect of the Bloch portion on the overall signal at ± 20◦ tilt
is very weak. At these tilt levels the domain contrast dominates, and the only
eﬀect of the Bloch nature is to add a slight asymmetry to the line trace from
the hybrid walls compared to the trace from Néel walls. These calculated images
indicate that Fresnel imaging can certainly be used to ascertain if there is some
Bloch component to the domain walls by determining if there is any Fresnel image
contrast at zero sample tilt. However, in general, the contrast in Fresnel images is
not quantitative and cannot be relied upon for precise measurement of the amount
of Bloch layers in the hybrid domain walls.
As described in section 3.7.4, DPC is an in-focus scanning Lorentz TEM tech-
nique that provides quantitative measurement of βL and consequently of the in-
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tegrated magnetic induction of the sample. Figure 5.5 is analogous to Fig. 5.4
but shows calculated DPC images at tilts +20◦, 0 and -20◦ in (a-c), with line
traces from these images displayed in (d-f). As with the Fresnel images, there is
a clear diﬀerence between images of the Néel and hybrid wall structures at zero
tilt (compare upper/lower Fig. 5.4(b)). And from (d) and (f) it is visible that line
traces from images with ± 20◦ tilt of the hybrid walls are asymmetric compared to
the Néel walls. At ± 20◦ tilt the domain contrast clearly dominates over the Bloch
wall contrast as the overall contrast level between the Néel and hybrid line traces
is comparable. In this limit, a set of DPC images at diﬀerent tilt angles, including
zero, can be used to quantitatively determine the Bloch-like thickness of the hybrid
domain wall without making any assumption of Bs of the material (other than that
it is constant). This is because the tilted images provide a measure of Bst tan θ
which can be compared to untilted images with BstB to extract tB, where tB is
the Bloch-like thickness of the wall.
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Figure 5.5: DPC images (mapping the component of induction indicated by the double-
headed arrow) calculated with +20◦, 0 and -20◦ sample tilt in images (a), (b) and (c)
respectively. The top half shows the contrast expected from a sample with pure Néel
walls and the lower half shows the contrast expected from a sample with hybrid type
walls, with a Bloch to Néel ratio of 0.1 to 0.9. Line traces were taken from the upper
and lower parts of images (a-c) and are shown in (d-f).
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5.3 Samples
For TEM investigations, three multilayer samples were deposited by DC magnetron
sputtering by William Legrand at CNRS/Thales on Si3N4 membrane samples with
a 100 µm by 100 µm electron transparent window suspended from a thicker Si
frame. The layer structure of the three samples is given in table 5.1.
Alternating gradient field magnetometry (AGFM) (performed by colleagues at
CNRS/Thales) suggests that all three samples support out-of-plane domains; for
the samples 1 and 2 the origin is PMA from the interface but in sample 3, because
of the Co thickness, the magnetic anisotropy favours in-plane magnetisation and
out-of-plane domains are stabilised by dipolar interactions. The multilayers were
deposited on top of Ta(10)/Pt(8) buﬀer layers to control their PMA and are capped
with 3nm of Pt to prevent oxidation. The 1.4 nm Ru layer is used in conjunction
with varying Co layer thickness to ensure ferromagnetic (RKKY) coupling between
the individual Co layers in each multilayer [22]. As RKKY coupling is an interfacial
eﬀect the samples with thinner Co layers experience the strongest interlayer cou-
pling: sample 3 (with 1.6 nm Co layers) has a weaker coupling than sample 1 (with
1.2 nm Co layers). However, in any case, the interlayer exchange coupling is small
compared to the intra-layer direct exchange. Increasing the number of repeats and
increasing the Co layer thickness both increase the strength of the dipolar field and
therefore increase the likelihood that hybrid walls are formed over chiral Néel type
walls. From previous studies of similar multilayers, it is expected that samples 2
and 3 have hybrid type walls and sample 1 has Néel type walls [10, 17].
Sample Multilayer structure Expectation
1 Ta(10)/Pt(8)[Co(1.2)/Ru(1.4)/Pt(0.6)]×5/Pt(2.4) homochiral Néel walls
2 Ta(10)/Pt(8)[Co(1.4)/Ru(1.4)/Pt(0.6)]×10/Pt(2.4) hybrid walls
3 Ta(10)/Pt(8)[Co(1.6)/Ru(1.4)/Pt(0.6)]×15/Pt(2.4) hybrid walls
Table 5.1: Summary of the sample composition - the numbers in brackets give the layer
thickness in nm and the subscript gives the number of repeats - and the expectations
of each sample based on input from colleagues at CNRS/Thalés. The samples diﬀer in
the thickness of the Co layer and the number of repeats, therefore these qualities are
coloured to make this easier to see.
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Figure 5.6: Fresnel image of sample 3 taken with zero rod tilt. The large amount
of magnetic contrast that reverses either side of a bend contour (dark s-shaped curve
traversing the image highlighted by the yellow dashed line) suggests the sample surface
is extremely contorted with the area above the contour at a positive angle to the electron
beam and the area below at a negative angle.
Figure 5.6 shows a low magnification Fresnel image from sample 3 taken with
the sample nominally untilted - i.e. the sample is flat with respect to the thicker
membrane frame with no explicit rod tilt. Part of the electron opaque frame is
visible in Fig. 5.6 as the black region on the top and right of the image. In
this image the sample is in a 270 mT out-of-plane field. This field is applied to
stabilise long isolated worm domains which are much more convenient for wall
contrast analysis than the labyrinth-like remanent state of the sample. The curved
dark line that traverses the image, highlighted by the yellow dashed line, is a
bend contour separating regions of opposite local tilt. This is further evidenced
by the contrast reversal either side of this bend contour. The contrast is, from
left to right, white/black above the contour and black/white below, and matches
the domain contrast calculated in Figs. 5.4(c) and (a) respectively. Therefore, we
conclude that the electron transparent window of the sample is severely buckled,
which eﬀectively results in local tilting of the film with respect to the electron
beam - with the yellow line separating areas of opposite local tilt. This conclusion
is supported by AFM data presented in 5.7.
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Figure 5.7: (a) AFM image of sample 3 taken from an area straddling the boundard
between the membrane and the thicker Si frame showing the severe contortion of the
membrane relative to the frame. (b) provides analysis of the local tilts present in this
image indicating that the membrane has surface tilts between approximately ±15◦.
Figure 5.7(a) is an AFM image showing the surface topography of the electron
transparent on the membrane on the left and the thick Si frame on the right. This
image confirms that the membrane surface is extremely contorted compared to the
flat Si frame, with height variations of ± 0.8 µm across the membrane section of
the AFM image in (a). Figure 5.7(b) shows quantitative analysis of the local tilts
of the surface confirming membrane surface tilt between approximately ± 15◦. The
AFM data was taken using a Veeco Dimension 3100 Scanning Probe Microscope
operated in tapping mode with a standard non-magnetic tip. The membranes on
samples 1 and 2 also show similar buckling.
As discussed in section 5.2, interpreting the image contrast at diﬀerent tilt
angles is imperative to isolate the contrast from Bloch component of the hybrid
walls. The buckled sample surface adds a layer of complexity to this experiment
as the absolute value of the tilt of the multilayered structure with respect to the
beam thus corresponds to the local tilt due to buckling combined with to the
microscope rod tilt. Also shown in section 5.2 is that the contrast from the out-
of-plane domains reverses either side of zero tilt, therefore by slowly varying the
rod tilt, the local tilt due to buckling can be identified as the cross-over point
between reversed domain contrast.
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5.4 Lorentz TEM imaging
All of the Lorentz microscopy images were taken using a JEOL ARM 200cF probe
corrected microscope. A direct electron detector, Medipix3, was used for acquiring
both the Fresnel images and the DPC images presented in this section. The
reasons for using a pixelated detector to acquire 4D STEM datasets for DPC
of skyrmionic multilayer materials are covered extensively in section 3.7.5. The
Medipix3 was used for the Fresnel images as well because of its superior signal to
noise performance compared to the standard CCD detector normally used for the
acquisition of Fresnel images [23]. Critically, this means high quality images can
be obtained with a short exposure time [24]. For example, Fig. 5.6 was acquired
with the CCD camera with an acquisition time of 5s, and the Fresnel images in
section 5.4.1 were acquired with the Medipix3 with an acquisition time of 1s. The
Fresnel contrast from these skyrmionic multilayer materials is somewhat weak, due
to the large total thickness relative to the magnetic thickness, therefore with the
CCD camera long exposure times are needed for good contrast. As explained in
section 5.3, for these samples, local zero tilt must be identified by finding the cross-
over point where the domain contrast reverses. Therefore, to understand how the
image contrast evolves with tilt, a reasonable image update time is required while
changing the rod tilt in real-time; in this sense the use of the Medipix3 was critical
in locating the rod tilt that corresponds to local zero tilt required to isolate the
Bloch component (if present).
5.4.1 Identifying hybrid type domain walls with Fresnel
imaging
In Fresnel imaging, the important feature is the contrast level relative to the
background, therefore the line traces taken from all Fresnel images have been
normalised to the background intensity level to allow for meaningful comparison of
the information contained across diﬀerent Fresnel images. Furthermore, all Fresnel
images were taken with a defocus between 1 and 5 mm. Such large values are
required because of the small deflection angles expected, for example if a sample
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Figure 5.8: Fresnel images of sample 3 with closely spaced pairs of domain walls with
local tilt at the coloured lines of (a) +5◦, (b) 0◦ and (c) -5◦. The corresponding intensity
line traces from these images, averaged over 10 lines, are shown in (d-f). These line traces
have been normalised to the background intensity level. The vertical lines on the images
indicate the position of the centre of the domain wall.
with 1.4 nm thick Co layers has one Bloch-type layer, at zero tilt βL ≈ 1 µrad. As
described in relation to Fig. 5.6, an out-of-plane field was applied to the samples
during imaging to ensure they support isolated worm domains rather than the
dense maze-like domain structure present at zero field.
Figure 5.8 shows Fresnel images taken from sample 3 at three diﬀerent tilt
angles. Figure 5.8(b) is the ‘zero’ tilt image, taken with a rod tilt of -9.8◦. Only
the area of the image indicated by the transparent red oval is at zero tilt; the rest of
the image is at varying levels of positive tilt relative to the electron beam. Images
(a) and (c) are at +5◦ and -5◦ tilt relative to image (b). As expected, at the area
marked by the coloured lines in images (a) and (c), the contrast reverses either side
of zero tilt. Significantly, there is still contrast visible at the area at zero local tilt
in image Fig. 5.8(b). To illustrate the variation of contrast with tilt more clearly,
intensity line traces taken from the three images are shown in Fig. 5.8(d-f). These
line traces are in excellent agreement with traces from calculated Fresnel images
presented in Fig. 5.4(d-f). Although Fresnel images are not quantitative, given
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the relatively weak contrast level in the zero tilt image compared to the images
with tilt (tilt of 5◦ corresponds to 0.09Bst), it is concluded that these walls are of
hybrid type and are not pure Bloch type walls.
Fresnel images from sample 2 show the same magnetic contrast variation with
tilt as sample 3, indicative of the film supporting hybrid domain walls. These
images are shown in Fig. 5.9(a-c). The Fresnel image contrast is weaker from this
sample compared to the images from sample 3 due to the reduced total magnetic
thickness. As with sample 3, sample 2 is severely buckled thus only some regions
of Fig. 5.9(b) are untilted with respect to the electron beam - one such region is
indicated by the red circle on the left of the image (the image was taken with a
rod tilt of 16.3◦). Images Fig. 5.9(a) and (c) are taken at relative tilts of -10◦
and +10◦ compared to image (b). The line traces shown in Fig. 5.9(d) and (f)
show the characteristic domain contrast which reverses with tilt. The line trace
in Fig. 5.9(e) is of lower contrast and symmetric indicating that this sample has
(d) (e) (f)
Figure 5.9: Fresnel images of sample 2 with closely spaced pairs of domain walls with
local tilt at the coloured lines of (a) +10◦, (b) 0◦ and (c) -10◦. The corresponding
intensity line traces from these images, averaged over 10 lines, are shown in (d-f). These
line traces have been normalised to the background intensity level. The vertical lines on
the images indicate the position of the centre of the domain wall.
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walls with partial Bloch character.
For sample 1, the Fresnel image contrast does not provide clear evidence that the
sample supports hybrid domain walls. The images are shown in Fig. 5.10(a-c) and
have only weak contrast as expected from a sample with 5 nm of magnetic material
in a total thickness of 31 nm. Image 5.10(b) is at approximate zero tilt (rod tilt of
+6.0◦), with image 5.10(a) at relative -9◦ and 5.10(c) at relative +8◦. Line traces
taken across the same wall region of each Fresnel image are shown in Fig 5.10(d-f).
This area was chosen to analyse because in images 5.10(a) and 5.10(c) it shows
unambiguous contrast reversal with tilt. The line traces in 5.10(d) and 5.10(f)
show contrast above the background intensity variation which reverses with tilt,
and is therefore consistent with contrast from out-of-plane domains. The line trace
in 5.10(e), through the same area at zero tilt, has no clearly discernable contrast
above the background intensity variation. The contrast in images 5.10(a) and
Figure 5.10: Fresnel images of sample 1 with pairs of domain walls with local tilt at
the coloured lines of (a) +9◦, (b) 0◦ and (c) -8◦. The corresponding intensity line traces
from these images, averaged over 10 lines, are shown in (d-f). These line traces have been
normalised to the background intensity level. Note that these images are not calibrated
and the position scale is in pixels - the key point here is to demonstrate the nature of the
contrast not to measure any quantitative spatial extent of the walls. The vertical lines
on the images indicate the position of the centre of the domain wall.
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5.10(c) arises from an electron beam deflection proportional to ≈0.14Bst (from out-
of-plane domains tilted at 8◦/9◦). If this sample possessed hybrid walls even with
only one Bloch type layer, at zero tilt this would lead to a deflection proportional
to 0.2Bst. Hence, it is expected that contrast from a Bloch type wall in one layer
would lead to contrast in 5.10(b) at least as strong as images 5.10(a) and 5.10(c).
For this reason it is concluded that the walls in sample 1 do not have the same
twisted structure as the walls in samples 2 and 3.
5.4.2 Quantifying the Bloch component of the hybrid walls
with DPC imaging
As demonstrated in the previous section, Fresnel images can be used to determine
if the domain walls in a sample are hybrid, pure Bloch or pure Néel type walls.
However, Fresnel imaging is not quantitative and the exact hybrid nature of the
walls cannot be determined by this method. To measure how much of the multilayer
the Bloch core (identified in samples 2 and 3) occupies, DPC imaging is used. As
explained in sections 3.7.4 and 5.2, DPC is a quantitative imaging method that
directly measures βL which, as per Eq. 5.1, gives quantitative measurement of
magnetic induction of the sample integrated along the electron path. Thus by
taking DPC images at two tilt angles, one at zero tilt and the other at a tilt where
the domain contrast dominates, the Bloch thickness tB can be measured.
Figure 5.11 shows two DPC images collected from the same area of sample 3 at
two diﬀerent tilt angles. The images map the component of integrated induction
in the direction indicated by the double-headed arrow inset on the top right of the
images. These DPC images were acquired with a probe forming aperture of 50
µm (probe size 1.4 nm and resolution 0.7 nm) at a magnification of 80k× giving a
pixel size of 9 nm and, as with the images in Fig. 5.6 and section 5.4.1, the sample
was in an out-of-plane field to stabilise long isolated worm domains during imaging.
The area under the green line in Fig. 5.11(a) was determined to be at zero tilt
(the rod tilt was 12.2◦). This area of local zero tilt was identified in the Fresnel
mode prior to DPC imaging - the rest of the image is at various levels of positive
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Figure 5.11: DPC images of sample 3 taken at two diﬀerent tilts. The local tilt at the
coloured lines is (a) 0◦ and (b) +13.2◦. The component of induction mapped is indicated
by the double headed arrow. The corresponding line traces, averaged over 20 lines, of
the integrated induction from these images are shown in (c) and (d). The salient values
of integrated magnetic induction, originating from the Bloch core of thickness tB in (c)
and from the domains in (d), are marked on the line traces. The vertical lines on the
images indicate the position of the centre of the domain wall.
and negative tilt to the electron beam as evident from the bright and dark domain
contrast visible in diﬀerent areas of the image. Fig. 5.11(b) was taken at a tilt 13.2◦
relative to image (a) and the domain contrast clearly dominates at all points in this
image. Figs. 5.11 (c) and (d) show line traces taken through the area marked by
the coloured lines in images (a) and (b) respectively. As with the Fresnel images,
the contrast in Figs. 5.11(a) and (b) is in excellent agreement with the DPC images
calculated from the model of a hybrid wall structure presented in Fig. 5.5. The line
traces displayed in (c) and (d) were averaged over 20 pixels. The contrast in image
(a) and line trace (c) is, from peak to trough, 2BstB (i.e. ±BstB) and conversely
the contrast in image (b) and line trace (d) is from 2Bst tan(θ), where tB is the
Bloch thickness, t is the total magnetic thickness and θ is the local sample tilt with
respect to the electron beam. For clarity these two quantities are marked on the line
traces. Thus by dividing the integrated induction measured from the two images,
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the ratio tB/t can be extracted. From sample 3 the ratio tB/t was calculated to
be 0.18 ± 0.02 where the error originates from the background fluctuations due to
residual polycrystalline contrast (see section 3.7.5). Alternatively, this corresponds
to an equivalent 2.7 of the 15 layers being of Bloch type. The same experiment
performed on sample 2 gave a tB/t ratio of 0.16 ± 0.02 which equates to 1.6 of
the 10 layers having Bloch nature.
Because the methods of Lorentz TEM innately measure quantities related to the
projection of the magnetic induction through the thickness, we cannot determine
how many layers have pure Bloch type wall orientation (with azimuthal wall angle
|ψ| = pi/2) or how many layers have walls with an intermediate wall magnetisation
between conventional the Néel and Bloch type (azimuthal wall angle 0 < |ψ| < pi/2).
For the same reasons, and as mentioned in section 5.4.1, images of an intermediate
wall configuration (Fig. 5.1(c)) would appear identical to images of hybrid type
walls (Fig. 5.1(d)). However, taken in conjunction with the surface sensitive
measurements by x-ray magnetic scattering experiments from similar samples in
[10] - which measured opposite handedness of Néel walls on, eﬀectively, the top
and bottom surfaces of the samples - allows us to be certain we are imaging
hybrid domain walls. As with the Fresnel images we were unable to obtain any
measureable Bloch signal from sample 1 at zero tilt as is consistent with the walls
being purely Néel in character.
5.4.3 Measurement of the thickness projected domain wall
width and domain periodicity
The spatial resolution of DPC allows the profile of the narrow domain walls to
be imaged and the wall width to be measured. The DPC images for this purpose
were acquired with a probe forming aperture of 40 µm (giving a 1.8 nm probe
and 0.9 nm resolution), and at a magnification of 250k× giving a pixel size of 3
nm. In Fig. 5.12(a), we show a DPC image of sample 3 in a demagnetised state
close to remanence together with an integrated induction profile in Fig. 5.12(b).
After deconvolution with a Gaussian function matching the imaging probe, the line
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Figure 5.12: (a) DPC image taken of sample 1 tilted and in a demagnetized state
close to remanence, with the component of induction mapped indicated by the double
headed arrow on the top right of (a). The sample is tilted to provide strong contrast
from the out-of-plane domains. (b) Integrated induction line trace taken from red line
in (a) showing domain wall profile and its fit to a hyperbolic tangent function of form
By = Bs tanh(x/w).
trace can be fitted to a standard hyperbolic tangent function, By = Bs tanh(x/w),
giving a measure of the thickness-averaged domain wall width by the fit parameter
w. This procedure identified an average w = 11 ± 1 nm in sample 3 and w = 5 ±
1 nm in sample 2. The DPC images from sample 1 contain strong polycrystalline
contrast which obscures the magnetic contrast and prevents reliable extraction
of the wall width - this is due to the small magnetic thickness and the issues
discussed in section 3.7.5.
Experimental access to the domain wall width is of particular interest firstly
because it provides another parameter with which to evaluate the correlation
between experiments and micromagnetic simulations (which follow in the next
section) and secondly because it allows indirect access to the exchange stiﬀness
A of the material. A is the only material parameter not experimentally measured
for input to the micromagnetic simulations. As defined in section 2.3.1, the width
parameter we measure, w is equal to (1/1.76) δ where δ is the wall width. In the
classical continuous film case δ =
√
(A/K), where K is the anisotropy constant
[25]. Determination of w is hence interesting as it provides access to A. The
above equation is overly simplistic for this material system: with the variation
in wall type through the thickness there is certainly also variation in wall width.
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Therefore, in reality, δ must be some function of the thickness z, and ‘K’ requires a
thickness dependent modification which relates to the impact of the dipolar fields
in each layer. It is however safe to assume A is identical in each layer. There are
some interface eﬀects that give rise to short-range (Å-scale) variations in A [26]
however as each layer has the same interfaces, A in each layer should be equivalent.
To estimate A we have performed a set of micromagnetic simulations to compare
with the experimentally measured values of w. Further discussion of this is left to
section 5.5 which focuses on micromagnetic simulations.
Also indicative of the energetics in these magnetic systems is the domain peri-
odicity p. In this work domain periodicity was measured from low magnification
Fresnel images of the samples in a demagnetised state - such an image is shown
Fig. 5.13(a) taken from sample 3. The domain period is extracted from this image
by taking a fast Fourier transform which is shown in Fig. 5.13(b). The spatial
frequencies corresponding to p are extracted by taking a radial integral around
the rings in the Fourier transform, indicated by the shaded blue segment in Fig.
5.13(b). The results of the radial integral are shown in the line trace inset on the
bottom left of Fig. 5.13(b). This method identified p = 660 ± 10 nm, 230 ± 10
nm and 200 ± 10 nm for samples 1, 2 and 3 respectively. p was then used as an
input to the micromagnetic simulations as is described in the following paragraph.
 
(a) (b)
Figure 5.13: (a) Low magnification Fresnel TEM image of sample 3 in a demagnetised
labyrinth domain state. (b) Fast Fourier transform of (a) showing spatial frequency
information of the magnetic structure. The inset shows the intensity from which the
domain spatial frequency is extracted.
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5.5 Micromagnetic simulations
Micromagnetic simulations were performed using MuMax3 [27] and are based on
scripts originally written by William Legrand of CNRS/Thalés. For all simula-
tions, the cell size was fixed as 0.25 × 0.25 × 0.2 nm along the x, y and z
directions, respectively. The length of the wall runs along the y direction and
periodic boundary conditions were used in the both the x and y directions. The
magnetisation was initialised in a three domain (two wall) configuration - with
the domain periodicity set to the p values measured by Lorentz TEM - and then
relaxed to the minimum energy state.
As much as possible the simulations parameters were experimentally deter-
mined. For all simulations outside section 5.5.2 the Heisenberg exchange was set
as A = 10 pJm−1, a typical value for Co thin films [6, 10, 20, 28–31]. All of
the metrology measurements detailed below were performed by collaborators at
CNRS/Thalés and are summarised in table 5.2. The saturation magnetisation Ms
was measured experimentally, with SQUID, to be Ms = 1.2 MAm−1. Extracting
Ms from SQUID magnetometry relies on assumption of the magnetic volume and
there is some evidence that the Co/Ru interface may lower Ms to 1.0 MAm−1 in
these multilayers [32]. Therefore, simulations were trialled with diﬀerent values
of Ms, over the range 1.0 - 1.2 MAm−1, and values were chosen that best fit
the experimental data - for samples 1 and 2 this was Ms = 1.0 MAm−1 and for
sample 3 it was Ms = 1.2 MAm−1. The thickness of the magnetic layers and
vacuum spacing (which, in the simulation, represents the non-magnetic layers of
the sample) were chosen to match that of each multilayer. Uniaxial perpendicular
anisotropy Ku = 0.829 MJm−3, 0.711 MJm−3 and 0.622 MJm−3; DMI parameter
D = 0.825 mJm−2, 0.707 mJm−2 and 0.619 mJm−2 were chosen for samples with
Co layer thickness 1.2 nm, 1.4 nm and 1.6 nm respectively. They thus match with
the interfacial perpendicular anisotropy and interfacial DMI value measured from a
similar sample with thickness 1.1 nm considering an inverse thickness dependence.
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Sample p† (nm) A (pJm−1) Ms⋆ (MAm−1) Ku† (MJm−3) D† (mJm−2)
5× 660 10 1.0 0.829 0.825
10× 230 10 1.0 0.711 0.707
15× 200 10 1.2 0.622 0.619
Table 5.2: Summary of input parameters for the micromagnetic simulations of each
sample. The superscript on the quantity label indicates if it is experimentally measured
(†) or experimentally guided (⋆). The exchange stiﬀness A has no superscript as, for the
initial simulations, its value was assumed.
5.5.1 Simulated domain wall profiles
This section presents results of the micromagnetic simulations, with the parameters
detailed above, for each sample. Figure 5.14 relates to sample 1, the five repeat
multilayer. Figure 5.14(a) shows an arrow plot indicating the direction of the
magnetisation in each layer. In this projection, Mx and Mz are given by the
length and direction of the arrows and My is given by the red to blue colour scale
displayed to the right of the figure. The background colour gradient relates to
the layer where red is the bottom layer, yellow is the middle layer and blue is
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Figure 5.14: Results of simulation of domain walls in sample 1. (a) arrow plot of the
cross-section of simulated domain wall, (b) graph showing the azimuthal wall angle ψ
and the wall width parameter w in each layer and (c) graph of the thickness projected
and normalised Mx, My and Mz components.
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the top layer. The same background shading is on Fig. 5.14(b) to provide a
visual link between diﬀerent information about the same magnetic layer. This plot
shows the evolution of the azimuthal wall angle ψ and the wall width parameter w
with thickness through the sample. ψ = pi, 0 both correspond to Néel walls (with
opposite chiralities) and ψ = pi/2 is a Bloch wall. w was extracted from fit the Mz
profile of each layer to a Ms tanh(x/w) function (using the same fitting procedure
detailed in section 5.4.3). Fig. 5.14(b) provides prediction of the thickness variation
of the wall angles and width, information that is not seen in Lorentz TEM images
which provide information related to the projection of the magnetisation through
the thickness. Figure 5.14(c) showsMx,My andMz averaged through the thickness,
therefore more related to quantities measurable from Lorentz TEM images.
For sample 1, all experimental images were consistent with the sample having
homochiral Néel walls and no wall width could be extracted from the DPC data
(which for this sample was dominated by non-magnetic contrast from the polycrys-
tallites). The micromagnetic simulations largely agree with what was measured
experimentally. As is most visible from Figs. 5.14(b) and (c) there is a slight twist
(by 12◦ or 0.2 radians) away from pure Néel structure towards a Bloch structure
in the topmost layer (layer 5). This surface twist occurs in simulations just below
the threshold were the DMI induced field overcomes the dipolar interlayer field
to stabilise pure homochiral Néel type walls. This corresponds to a tB/t ratio
of 0.04 (tB/t is the peak of the My contrast in Fig. 5.14(c)). A low magnitude
twist away from a pure Néel structure may well be present in the experimental
images, but is likely not detectable above the contrast from the crystallites. In
line traces averaged over 10 lines (Figs. 5.10(d-f)), the crystallites are responsible
for background fluctuations with a standard deviation of 0.02. By scaling the
contrast in Figs. 5.10(d) and (f), it can be estimated that a magnetic thickness of
0.04t would result in Fresnel contrast of ±0.02 (i.e. a intensity minimum of 0.98
and maximum of 1.02). Hence a small signal from a partial Bloch twist could be
present but not detectable with any certainty. The w value measured from the
thickness projected Mz profile in Fig. 5.14(c) is 4 nm.
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Figure 5.15: Results of simulation of domain walls in sample 2. (a) arrow plot of the
cross-section of simulated domain wall, (b) graph showing the azimuthal wall angle ψ
and the wall width parameter w in each layer and (c) graph of the thickness projected
and normalised Mx, My and Mz components.
Figure 5.15 shows the same figures as 5.14 but related to simulations of sample 2,
the ten repeat sample. These simulations indicate a Bloch twist extending through
two layers (layers 7 and 8) near the top surface of the sample; five layers have
the chirality promoted by the DMI and three have the opposite chirality. As is
seen in Fig. 5.15(b) there is significant variation in the wall width throughout the
diﬀerent layers of the simulation. The surface layers (Néel) are significantly wider
than the inner, more Bloch like, layers. This is also noted in [10, 13]. The peak
of the My curve in graph in Fig. 5.15(c) predicts a tB/t ratio of 0.16, the same as
the experimentally measured value. Additionally, the w value measured from the
thickness projected Mz profile in Fig. 5.15(c) is 5 nm, which is also in excellent
agreement with the experimentally measured value of 5 ± 1 nm.
Figure 5.16 relates to simulations of sample 3, the 15 repeat sample. These
simulations indicate a Bloch twist extending through three layers (layers 8, 9 and
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Figure 5.16: Results of simulation of domain walls in sample 3. (a) arrow plot of the
cross-section of simulated domain wall, (b) graph showing the azimuthal wall angle ψ
and the wall width parameter w in each layer and (c) graph of the thickness projected
and normalised Mx, My and Mz components.
10) near the centre of the sample; seven layers have the chirality promoted by the
DMI and five have the opposite chirality. The peak of theMy curve in graph in Fig.
5.15(c) predicts a tB/t ratio of 0.19, in agreement with the experimentally measured
value of 0.18 ± 0.02. Additionally w measured from the thickness projected Mz
profile in Fig. 5.15(c) is 10 nm, which is also in excellent agreement with the
experimentally measured value of 11 ± 1 nm.
These values of tB/t and w from simulations of all three samples are summarised,
along with the corresponding experimental measurements, in table 5.3.
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5.5.2 Variation of A with w and comparison to experiment
A is measured directly from the dispersion curve of spinwaves using methods such
as Brillouin light scattering, inelastic neutron scattering or ferromagnetic resonance
[33–36]. As summarised in [37], these methods become challenging for measuring
A in Co films with thicknesses below 30 nm. Study [37] uses comparison of the
experimental response of an ‘exchange spring’ to an external magnetic field with
simulations to deduce A = 7 pJm−1 in 2 nm thick Co layers, increasing to 15
pJm−1 in 7 nm thick Co layers. The value of 10 pJm−1 used for the simulations
in section 5.5.1, matches the value used for micromagnetic simulations of similar
Co-based multilayer samples [6, 10, 20, 28–31].
As introduced at the end of section 5.4.3, here micromagnetic simulations were
used in conjunction with experimentally measured wall widths to give a measure of
the exchange stiﬀness A of the samples. The wall width and the exchange stiﬀness
are related through δ =
√
(A/K) where K is some eﬀective ‘anisotropy’ that in
this system, as discussed in section 5.4.3, varies with thickness. Because of this,
determination of ‘K’ is a complex analytical problem and therefore, to estimate
A we have performed two sets of micromagnetic simulations. The simulation use
the parameters outlined in table 5.2 for samples 2 and 3 except A which was
varied between 3 and 20 pJm−1. For every value of A, the system was allowed to
relax and then from each relaxed state the thickness averaged w was measured to
produce the curves of A versus w shown in Fig. 5.17 which follow the expected
square root trend.
Experiment Simulation
Sample w (nm) tB/t w (nm) tB/t
5× - - 4 0.04
10× 5 ± 1 0.16 ± 0.02 5 0.16
15× 11 ± 1 0.18 ± 0.02 10 0.19
Table 5.3: Summary of the width parameter w, and ratio of Bloch thickness to total
magnetic thickness tB/t, measured from each sample experimentally and calculated from
micromagnetic simulations of each sample.
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Figure 5.17: Graph of domain wall width parameter w versus A generated from
micromagnetic simulations based on the structures of sample 2 (× 10 repeat) and sample
3 (× 15 repeat) the dashed grey lines relate the experimental measurement of w width, to
the value of A predicted by best fit to the curves produced by micromagnetic simulation.
These graphs suggest that A in these magnetic multilayer systems is 12 pJm−1
for sample 2 and 13 pJm−1 for sample 3, in the expected range for such films.
However, because w varies slowly with A, the error bound on these values (shown
by the cross over of thin red and purple lines with the x-axis of the graph in Fig.
5.17) are quite large (± 4 pJm−1 for sample 2 and ± 2 pJm−1 for sample 3). A slight
increase in A does not change the tB/t ratio measured from simulation of either
sample 2 or 3 - in fact over the A range simulated, the tB/t ratio only diﬀered
significantly for the lowest value of A (= 3 pJm−1).
5.6 Discussion and Conclusion
In this chapter results were presented which provide unambiguous and quantitative
determination of the nature of hybrid domain walls in ultrathin multilayer stacks us-
ing Lorentz microscopy. The measurements are consistent with recent experimental
studies, which in contrast to this work measured only the Néel component, and also
with simulations of such structures [10–13]. Firstly, the magnitude of Fresnel image
contrast from the magnetic multilayers at zero tilt was used to indicate whether
the walls are Néel, Bloch or Hybrid Néel/Bloch type. The Fresnel images suggested
that the two thicker samples (samples 2 and 3) have hybrid type domain walls, and
that the thinnest sample (sample 1) has homochiral Néel walls. The precise fraction
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of the thickness occupied by Bloch type domain walls was quantitatively measured
by DPC imaging (therefore indirectly also providing the thickness occupied by Néel
type walls). As expected from considering the strength of the dipolar interactions
in each sample, the magnitude of the Bloch twist was observed to increase with
thickness with: no experimental measurement of a twist in sample 1 (five repeats of
1.2 nm Co), 1.6 layers Bloch in sample 2 (ten repeats of 1.4 nm Co), and 2.7 layers
Bloch in sample 3 (15 repeats of 1.6 nm Co). We note that the critical number of
repeat layers required to generate hybrid domain wall textures also depends on the
material parameters, such as the saturation magnetisation and strength of DMI,
and not simply the number of repetitions.
It was addressed that, because Lorentz TEM measures a projection of the
integrated magnetic induction, these measurements themselves cannot distinguish
a domain wall with thickness invariant ψ between Néel and Bloch configurations
and a hybrid wall where ψ varies through the thickness. It is noted that Lorentz
TEM tomography techniques could provide this missing information and reveal the
full variation of the Bloch component through the thickness of the multilayer [38].
The surface sensitive measurements of by Legrand et al. eﬀectively found Néel
walls of opposite chirality on the top and bottom surfaces of multilayers similar to
those studied in this chapter [10]. Therefore we conclude with certainty that we
have measured Bloch twists residing in the central layers of hybrid type domain
walls between Néel layers with opposite chirality. Furthermore, the micromagnetic
simulations of the samples (in section 5.5) are in excellent agreement with the
experimental work and provide further certainty that the walls are hybrid type.
Experimental quantification of the internal structure of these recently discovered
hybrid domain walls, stabilised instead of homochiral Néel walls in samples with
strong enough dipolar fields, is critical if skyrmionic materials are to be used for
spintronic applications. In this chapter we have shown that Lorentz TEM can be
used both to identify the presence of hybrid walls and quantify ‘how hybrid’ they
are. This is valuable information because, as explained in 5.1, hybrid textures
have significant - though not necessarily negative - consequences on the motion of
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skyrmions under spin-polarised currents. Interestingly, the hybrid structure also
explains some phenomena already noted in literature, such as the dependence of
skyrmion velocity on the strength of the DMI interaction [5, 39]. This was explained
by Legrand et al. as a consequence of hybrid skyrmions because increasing the
DMI strength increases the net chirality of the skyrmion which in turn increases
its velocity under spin-polarised currents [10].
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6.1 Introduction
Chapter 5 presented an investigation of the three dimensional wall structure in
multilayered samples which support skyrmion magnetic textures. The experiments
identified that, in samples with certain multilayer stack geometries, a number of the
153
154 6.2. Samples
central layers support a Bloch type wall rotation. Comparison with previous studies
and micromagnetic simulations confirms that the central Bloch type layers are
situated between Néel type wall rotations of opposite handedness. This thickness
varying wall structure influences the current induced motion of skyrmions therefore
full profiling of the three dimensional wall structure is critical to fully capitalise on
the potential of skyrmions for spintronic applications. This chapter studies another
critical component required to realise a skyrmion based device: reliable nucleation
of skyrmions at room temperature and low applied magnetic fields.
A multitude of nucleation methods have been proposed in recent years which
fit largely into three categories based on: spin transfer torques [1–7]; laser pulses
[8–10]; and locally applied electric fields [11, 12]. It is also recognised that naturally
occurring defects also serve as a nucleation point for skyrmions [13, 14], however the
precise nature of the defect is variable and there is no control over the placement
of such defects. In this chapter, an original method of nucleating skyrmions using
a focused ion beam (FIB) microscope to create nanoscale defects is proposed.
In multilayer systems based on Pt/Co/Pt, ion irradiation is well documented
to have a dose dependent eﬀect on both the perpendicular magnetic anisotropy
and coercivity of the material (resulting in decreased anisotropy and increased
coercivity) [15–19]. These eﬀects have been exploited to engineer or tailor the local
behaviour of magnetic systems [20, 21]. For example a study found that extended
circular areas of FIB irradiation (diameter 300 nm to 1 µm) in multilayers of
Pt/Co/Pt can stabilise anti-skyrmions and Bloch skyrmions [21]. In contrast to
the aforementioned study, here point-like FIB defects are purposed to nucleate
Néel type skyrmions.
6.2 Samples
The eﬃciency of using FIB irradiation to nucleate skyrmions was tested on four
distinct multilayered samples known to support homochiral Néel walls and/or
skyrmions using a range of TEM imaging modes. The structure of the four mul-
tilayer samples is provided in table 6.1:
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The structural impact of the defects and the magnetic response of the sample
at the defects was studied extensively for sample 1. The structural impact of
the defects was studied both in plan view and in cross-section. The magnetic
behaviour at the defects as a function of applied magnetic field was studied by
in situ Fresnel magnetising experiments and details of the magnetic textures at
the defects were studied with high resolution DPC images. The reproducibility
of the technique and sensitivity to multilayer composition was tested on samples
2-4 (which were the focus of chapter 5). For these three additional samples, the
magnetic response of the sample at the defect sites was imaged as a function of
applied magnetic field using Fresnel TEM. Chapter 5 identified samples 3 and
4 as having hybrid type domain walls (as opposed to the usual Néel type walls
commonplace in multilayer thin films with DMI) but the internal wall structure is
not thought to be of significance in this study.
For clarity it should be mentioned that two ‘sample 1’s were purposed for this
experiment which have identical layer composition but were grown in diﬀerent
sputtering machines. Sample 1a was deposited by DC magnetron sputtering by
Katharina Zeissler at the University of Leeds on a 3 nm thick amorphous carbon
substrate suspended from a standard TEM grid, and was used for all of the
presented work except the cross-sectional study. The cross-sectional study was
performed on sample 1b which was deposited by DC magnetron sputtering by
William Legrand at CNRS/Thalés on Si3N4 membrane samples where the cross-
section was extracted from the thicker Si frame. As discussed in chapter 5 sam-
ples 2-4 were also deposited by DC magnetron sputtering by William Legrand at
Sample Multilayer structure
1 Pt(10)/[Ir(1)/Co(0.6)/Pt(1)]×10/Pt(3)
2 Ta(10)/Pt(8)[Co(1.2)/Ru(1.4)/Pt(0.6)]×5/Pt(2.4)
3 Ta(10)/Pt(8)[Co(1.4)/Ru(1.4)/Pt(0.6)]×10/Pt(2.4)
4 Ta(10)/Pt(8)[Co(1.6)/Ru(1.4)/Pt(0.6)]×15/Pt(2.4)
Table 6.1: Summary of the sample composition where the numbers in brackets give the
layer thickness in nm and the subscript gives the number of repeats.
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CNRS/Thales on Si3N4 membrane samples. All samples are polycrystalline and
support out-of-plane magnetisation.
6.3 Sample properties before defect creation
This section details magnetic and structural measurements made from the samples
prior to defect creation which provide a useful point of reference for the rest
of the chapter.
6.3.1 Evolution of magnetisation with field prior to defect
creation
Figure 6.1 presents Fresnel images which summarise the magnetic behaviour of all
four samples with applied magnetic field prior to the creation of FIB defects. The
samples were each saturated in a positive out-of-plane magnetic field (supplied by
the objective lens of the microscope), then imaged as the strength field was reduced
to zero at which point the samples were then turned upside down and imaged as the
field strength was again increased until the samples saturate. From the reference
frame of the sample, this procedure allows imaging of the magnetic reversal from
saturation in a positive field to saturation in a negative field. This positive and
negative field convention is used throughout the rest of this chapter. Samples 3
and 4 are respresented by one set of images because they have extremely similar
behaviour (the only diﬀerence is an oﬀset in field values). The images shown in Fig.
6.1(f) and (g) are from sample 4. As explained in section 5.2 of chapter 5, samples
with out-of-plane domains and (predominantly) Néel type walls must be tilted with
respect to the electron beam to get magnetic contrast in Fresnel TEM images. The
images of sample 1 were taken with a 20◦ tilt about the axis indicated in the top
right corner of Fig. 6.1(a). The tilt is implicit for samples 2-4 because, as explained
in section 5.3 of chapter 5, the membrane windows suﬀer from considerable buckling
which alone provides a suﬃciently large angle between the sample surface and the
electron beam for magnetic contrast. For this reason the tilt axis is not marked on
any images from samples 2-4, as it varies locally in the imaged region.
6. Controlled individual skyrmion nucleation at room temperature at artificial
defects formed with ion irradiation 157
(d) (e) -90 mT
Sample 2
(a)
Sample 1
(b)
-290 mT(g)10 mT
150 nm
(f)
(c)
Sample 3 & 4
120 nm(h)
Figure 6.1: Fresnel images of (a-b) sample 1, (d-e) sample 2 and (f-g) sample 4 at two
diﬀerent field values. Sample 1 is tilted 20◦ about axis labelled, where for samples 2 and
4 tilt is provided by surface contortion. The images of sample 4 are also representative
of sample 3 - albeit at skyrmions form at a lower field value. The left most column
shows (close to) the coercive state of the samples where the central column shows the
magnetic configuration just before saturation where samples 1, 3 and 4 support skyrmions
(highlighted by coloured arrows). No skyrmions were observed in sample 2. (c) and (h)
show line traces through skyrmions in samples 1 and 4 respectively. The diameter of the
skyrmion is marked on each line trace.
The left most column of images shows the samples close to their coercive
state supporting a labyrinth-like domain configuration in all cases. As the field
is increased in strength, domains in the same direction as the field grow while the
other domains shrink. Isolated skyrmions are supported in samples 1, 3, and 4
just before saturation. Néel type skyrmions appear in Fresnel images as dot-like
objects with contrast which is black on one side and white on the other; their
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location is highlighted by a small coloured arrow above the skyrmion. In sample 1
the skyrmions are very sparse with only three present in the field of view - a line
trace through one of the skyrmions, averaged over five pixels, is shown in Fig. 6.1(c).
For sample 2 sparse thread-like domains, as shown in Fig. 6.1(e), remain just before
saturation at ≈ -100 mT. No skyrmions were observed in sample 2. Samples 3 and
4 stabilise a far larger number of skyrmions than sample 1 though in a significantly
stronger out-of-plane field. The images in Fig. 6.1(f) and (g) are traversed by a
dark band which is non-magnetic contrast arising from a bend contour symptomatic
of the contorted membrane windows. On either side of this boundary, the sample
surface presents an opposite sign of tilt to the electron beam and consequently
the black/white nature of the skyrmion contrast reverses. Skyrmions indicated by
red arrows, below the boundary, are at positive tilt to the electron beam where
the skyrmions with blue arrows, above the boundary, are at negative tilt to the
electron beam. Figure 6.1(h) presents a line trace, averaged over 10 pixels, through
a skyrmion in Fig. 6.1(g). After saturation, on reduction of the applied magnetic
field strength, sample 1 does not form any domains until in a field of ≈ + 20
mT where sample 2 begins to form domains just under - 10 mT. Samples 3 and
4 also briefly support skyrmions when reducing the field from saturation. These
skyrmions are not stable as the field is reduced, and quickly expand via worm-like
domains to reform the labyrinth-like demagnetised state visible in Fig. 6.1(f) at ≈
- 95 mT and - 200 mT for samples 3 and 4 respectively. Key magnetic parameters
that were estimated from these in situ Fresnel magnetising experiments such as
the coercivity Hc, the remanence Mr and the field range over which skyrmions are
stable are summarised in table 6.2.
Measuring skyrmion diameter from Fresnel images
The line traces presented in Fig. 6.1(c) and (h) are taken from Fresnel images
(which are defocussed images with broadened features) and mark the skyrmion
diameters to be 150 nm and 120 nm respectively. As will be shown in the following,
the skyrmion diameter can be quantitatively measured from Fresnel images as
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Sample Hc (mT) Mr/Ms Skyrmion stability range (mT)
1 -25 1 -50 to -80
2 0 0 n/a
3 0 0 -170 to -190
4 0 0 -270 to -350
Table 6.2: Summary of key magnetic properties of the samples estimated from in situ
Fresnel magnetising experiments in which each sample was saturated in a positive field
and imaged during its reversal to saturation in a negative field.
distance between the maxima of the bright contrast and the minima of the dark
contrast. Figure 6.2(a) shows a coloured vector image of the magnetisation of a Néel
type skyrmion, with ≈ 130 nm diameter. Figure 6.2(b) shows theMz configuration
constructed to represent the skyrmions in sample 1: it is a circle of diameter ≈ 130
nm with a narrow transitional wall (between ±Mz) chosen to match the width of
the profile experimentally measured with DPC later in the chapter. As discussed in
Normalised magnetisation
+1 -1
Néel skyrmion
(a)
Fresnel images
100 nm
Mz
(b)
100 nm
(e)(d)
Normalised intensity (a.u.)
(c)
(f)
Figure 6.2: (a) schematic of the magnetisation of a Néel type skyrmion where the
colour represents the direction of the magnetisation. (b) shows the Mz component of the
skyrmion which is used to calculate of Fresnel images. (c-e) Fresnel images calculated
with a defocus of 5 mm and with a sample tilt of +25◦, 0◦ and -25◦ respectively. (f)
shows the profile of Mz overlaid with the Fresnel image contrast - the distance between
the extrema of the Fresnel images matches the skyrmion diameter determined from Mz.
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chapter 4, the in-plane magnetisation associated with Néel type objects (walls and
skyrmions) does not contribute to Lorentz microscopy images. Therefore without
lack of accuracy the image calculations used only the domain magnetisation Mz.
Example Fresnel images, calculated with a tilt of 25◦, 0◦ and -25◦ about the axis
indicated and with a defocus of 5 mm (chosen to match the experimental defocus
used to image sample 1) are shown in Figs. 6.2(c-e) respectively. The Fresnel
images show the white/black contrast characteristic of a Néel type skyrmion which
reverses with tilt, as seen in Fig. 6.2(c) and (e), and with no visible contrast
without tilt Fig. 6.2(d). Here, the diameter of the skyrmion is defined as the
distance between the two zeros of a Mz profile which passes through the centre
of the skyrmion (e.g. the orange line in Fig. 6.2(f) taken from Fig. 6.2(b)). On
the graph in Fig. 6.2(f), the two zeros of Mz are highlighted by the vertical grey
lines. Also shown on this graph is a line trace taken from the Fresnel image of the
skyrmion, where it is clear that the distance between the extrema of the Fresnel
images is equivalent to the skyrmion diameter. Further evidence that this is valid
is encountered later in this chapter where the same skyrmion diameter is measured
from both Fresnel images and DPC images (which are in-focus).
For comparison with skyrmions nucleated at artificial defects, presented later
in this chapter, the evolution of the skyrmion size with applied field strength was
analysed for sample 1 and is presented in Fig. 6.3. The error bars represent the
sat
sat
saturation 
at -90 mT
- - - -
.
Figure 6.3: Summary of the skyrmion size supported by sample 1 before artificial defect
creation. Skyrmions are stable between -50 and -80 mT with diameter between 170 and
150 nm.
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standard error on each measurement which is the average of 5 measurements. The
sample size is not larger due to the sparse nature of the skyrmions in sample 1.
The skyrmions ‘naturally’ supported by the sample are first stablised in an applied
out-of-plane field of -50 mT with a diameter around 165 nm, with the skyrmion size
decreasing with increasing applied field to around 155 nm at -80 mT, this trend
matches that observed in similar studies [22].
6.3.2 Grain size analysis
The grain size was measured for the Ir/Co/Pt trilayer sample studied in chapter
4. This trilayer sample was grown in the same sputtering machine, under the
same deposition conditions and on the same substrate as sample 1. It is therefore
expected that the grain distribution of the single trilayer is representative of sample
1 [23]. The grain size measurement is included here for two reasons: (i) the
grain size impacts skyrmion motion [6] and (ii) the grain size is enlarged by FIB
irradiation [24–26]. With regard to point (i) skyrmions are most likely to be pinned
at grains which are same size as the skyrmion. It is therefore useful to compare the
size of FIB enlarged grains to the distribution of grain sizes normally present in
the sample to give an indication of the increased likelihood of pinning at defects.
The grain size is measured by taking multiple high resolution BF images of
diﬀerent areas, an example is given in Fig. 6.4(a) where the 0.5 nm pixel size
limits the resolution. In BF images, as explained in section 3.6, grains which
meet any Bragg condition are dark. A threshold is applied to the BF images to
isolate contrast from the dark grains before the grain size is measured using the
DigitalMicrograph particle analysis tool. Grains were measured from 20 images
to give reasonable statistics with the size of ≈4000 grains measured. A histogram
of the measured grain sizes is given in Fig. 6.4(b). From this distribution, it can
be seen that most of the grains are below about 7 nm in diameter but a small
amount of larger grains, up to ≈ 15 nm diameter, are also measured. The grain
size distribution can be fitted to a lognormal distribution as described elsewhere
[27] to estimate the mean size of the grains. The lognormal fit is provided in Fig.
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Figure 6.4: (a) a high resolution BF image showing the polycrystalline grains and (b)
histogram of measured grain sizes overlaid with the best fit to a lognormal distribution
which identifies a mean grain size of 3±1 nm.
6.4(b) and identified a mean grain size of 3±1 nm. This is far smaller than the
≈150 nm diameter skyrmions supported by sample 1, and even the largest grains
are still an order of magnitude smaller than the skyrmion size.
6.4 Defect creation
As discussed earlier, FIB irradiation can alter the magnetic and structural proper-
ties of magnetic multilayer films. To explore this eﬀect for skyrmion nucleation, FIB
defects were made using a FEI Nova NanoLab 200 scanning electron microscope
(SEM) and FIB with a 30 keV Ga+ beam energy and beam current of 10 pA - giving
an ion beam diameter of around 10 nm. This diameter is defined as the FWHM,
but it should be noted the probe has tails that extend a larger distance [20]. A
wide range of defects were made on sample 1 with the geometry shown in Fig. 6.5.
The irradiation was controlled with the dwell time T and number of passes n to
deliver doses between 1014 and 1018 ions/cm2. The dose is not provided by the
microscope but calculated from known parameters using the formula:
dose = JTn
QionAbeam
(6.1)
where J is the beam current, Qion is the charge of the ions and Abeam is the area
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Figure 6.5: Schematic of the geometry of fabricating point-like defects with a Ga+
focussed ion beam.
of the ion beam. Three methods of creating point-like defects with the FIB were
trialled, two using in-built patterning routines (the line tool and the circle tool) and
one using stream files. As described in section 3.4.2 a stream file is a user created
list of dwell times and beam coordinates which precisely defines the beam scan path
- in this case the stream file contains only one line, defining precisely one point of
irradiation. The line tool was set to irradiate a 10 nm line and the circle tool was
set to irradiate a 10 nm diameter circle. SEM images of defects created with the
three methods are shown in Fig. 6.6. The defects were created with (a) a stream
file, (b) the line tool and (c) the circle tool. All defects were calculated to have a
dose of 1 × 1018 ions/cm2, however there are stark diﬀerences between the SEM
Line pattern 
linear beam motion
Circle pattern 
spiral beam motion
(a) (b) (c)
Figure 6.6: SEM images of point defects created with diﬀerent methods on the FIB
with identical beam current, dwell time and number of passes: (a) irradation of a single
point with a stream file, (b) 10 nm line with in-built line tool and (c) 10 nm diameter
circle with in-built circle tool. The ‘notational’ dose of each defect is 1 × 1018 ions/cm2,
but clearly the sample is receiving diﬀerent ion doses with each method.
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images of the defects. In (a) the central lighter area indicates visible influence of the
ion irradiation on the sample, while the black region in both (b) and (c) indicates
that a hole has been milled through both the multilayer and the substrate.
The line tool moves the ion beam linearly along the path defined (here 10 nm)
with an inherent beam overlap of 50%. Similarly, the circle tool moves the ion beam
in a spiral motion over the circular area specified by the user. The intent of the
beam overlap is to deliver constant dose over the pattern despite the Gaussian shape
of the beam. The full width half maximum of the 10 pA beam used here is 10 nm
and it is thought that the discrepancies shown in Fig. 6.6 occur when attempting
to make point-like defects about the size of the beam diameter. It appears that
even though one beam position would be suﬃcient for such small patterns, the
microscope moves the beam to multiple spots within the small pattern following
the predesignated linear or spiral motion resulting in a higher local ‘eﬀective’ dose
than intended. This idea is sketched above the SEM images in Fig. 6.6 where the
diﬀuse red dot represents the ion beam and the black dot shows its centre. The
diﬀerence in opacity of the graphics represents the unintended higher ‘eﬀective’ dose
caused by beam overlap. To give context on the magnitude of the discrepancy in
delivered dose discussed in this section, using the procedure in Fig. 6.6(a) (with no
beam overlap and therefore unambiguous determination of dose) a 70 nm diameter
hole is milled with a dose of 5 × 1018 ions/cm2. This is compared to the 60 and
110 nm diameter holes milled with the procedures in Fig. 6.6(b, c) respectively
with a notational ion dose of 1 × 1018 ions/cm2. Possibly this eﬀect could be
mitigated by overwriting the default beam overlap parameter. However, to be sure
of the dose we have supplied to the sample, unless otherwise stated, all defects
were created using the stream file method.
6.5 Structural impact of defects
The structural impact of the defects on sample 1 was studied in both plan view,
with bright field (BF) images, and in cross-section, with high angle annular dark
field (HAADF) images. For the plan view study, point-like defects were made on the
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electron transparent window. Conversely, for the cross-sectional study, line defects
(fabricated with a stream file) were made on the thicker Si frame of the sample.
A cross-sectional electron transparent lamella was prepared from this region using
a Xe+ plasma FIB. To protect the sample from damage during the fabrication
process, the region was first coated with carbonaceous gold and platinum.
A selection of BF and HAADF images from defect sites made with diﬀerent
ion dose are shown in Fig. 6.7. The left column of Fig. 6.7 shows the BF
images in which the granular structure of the polycrystalline sample is visible.
The right column shows the HAADF images in which the discrete layer structure
of the sample is visible. As discussed in section 3.6, HAADF imaging is essentially
atomic number Z imaging, where brighter image contrast corresponds to a higher
Z material, hence in these images, in the area corresponding to the multilayer, Ir
and Pt are bright (Z=77,78 respectively) and Co is dark (Z=27). Each row of
the figure relates to a diﬀerent dose. The top row shows the sample without any
defect and the bottom shows a defect created with a dose of 1 × 1017 ions/cm2.
The orange arrows and lines are provided to guide the eye to the centre of the
defect in both the BF and HAADF images.
A defect of dose 1×1016 ions/cm2 is shown in the second row of images, Fig.
6.7(c,d). With comparision to Fig. 6.7(b) there is little evidence of damage from
this defect in the HAADF image, with each layer of the structure resolvable. The
centre of the BF image shows perhaps slight grain enlargement compared to Fig.
6.7(a) - a known eﬀect of ion irradiation on polycrystalline films [24–26] - but no
grain growth outwith the normal distribution of sizes identified in section 6.3.2. The
5×1016 ions/cm2 defect causes visible damage to the layer structure, Fig. 6.7(f);
there is intermixing of the layers in a ‘u’-shape extending to a diameter 70 nm
in the top layers and to a depth of 7 layers at the centre of the defect. The
corresponding BF image shows similar grain growth to the 1×1016 ions/cm2 defect;
the largest grain at the defect region was measured to have a diameter ≈ 20 nm
which is only slightly outside the size range expected from this sample per section
6.3.2. There is a considerable area of grain enlargement associated with the 1×1017
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Figure 6.7: Bright field (BF) images sample in plan view - looking straight down on the
sample - in the left hand column (a,c,e,g), and high angle annular dark field (HAADF)
images of the sample in cross-section in the right hand column (b,d,f,h). The top row
shows the sample without defects, the images in the second row show defects created
with ion dose of 1 × 1016 ions/cm2, third row with 5 × 1016 ions/cm2, and bottom row
with ion dose of 1 × 1017 ions/cm2. The orange lines on the BF images and arrows on the
HAADF images are to guide the eye to the centre of the defect. The HAADF image of
the highest dose shows signs of milling - as annotated in (h) about 7 nm of the multilayer
has been removed.
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ions/cm2 defect, Fig. 6.7(g,h), and the layer structure has been fully erased over a
diameter of 80 nm - additionally this defect causes milling ≈ 7 nm into the sample,
judging by the infill of the protective layers as marked on the image. It is noted
that defects smaller than 1016 ions/cm2 showed no visible signs of damage when
judged by the grain size and the uniformity of the layer structure. Defects created
with doses larger than 1018 ions/cm2 resulted in clearly defined holes through the
multilayer stack due to milling.
6.6 Magnetic behaviour with field after defect
creation
Figure 6.8(a) shows a Fresnel image of sample 1, patterned with an array of defects
created with dose between 1016-1017 ions/cm2. This image shows the sample in
a field-free environment immediately after the sample was saturated in an out-of-
plane field of ≈ 2 T. Strikingly in Fig. 6.8(a) single skyrmions can be observed
at the defect sites in a zero field environment at room temperature. Compared to
the spot defects in Fig. 6.5 these are extended defects (created using the circle
tool), purposed in this section for two reasons: to demonstrate the separation of
non-magnetic defect contrast and magnetic skyrmion contrast; and to evaluate
the relationship between defect size and skyrmion size. Figures 6.8(b) and (c)
Figure 6.8: (a) Fresnel image of sample 1 after defect creation with circle pattern tool on
FIB, imaged in a field free environment - skyrmions are clearly visible at most defect sites.
(b) enlarged image of a defect with skyrmion for comparison with (c) enlarged image of
a saturated defect. Line trace in (d) indicates the distinction between a skyrmion and
defect is easily made and shows the skyrmion to be ≈ 250 nm in diameter and the defect
300 nm. All Fresnel images taken with sample tilt of 20◦ about the axis indicated.
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illustrate the contrast from a defect site with and without a skyrmion respectively.
The changed physical structure of the defect results in non-magnetic image contrast
even after the skyrmion has been removed (by saturating the defect site) as shown
in Fig. 6.8(c). The line traces taken from the defects are shown in Fig. 6.8(d), these
indicate that the contrast from a saturated defect site is symmetric compared to a
defect site with a skyrmion. Moreover, as shown in Fig. 6.2, because the magnetic
contrast is generated by the sample tilt (here +20◦), any magnetic contrast will
reverse with tilt, i.e. at -20◦ black becomes white and vice versa. Therefore, in
ambiguous cases (as shown later), to help separate the magnetic and non-magnetic
contrast the tilt angle can be reversed.
The diameter of the skyrmion in Fig. 6.8(b) is 250 nm and the defect size is
300 nm. Figure. 6.8(a) shows part of the array of defects, when averaged over
all nucleated skyrmions in the array the average skyrmion size at zero applied
field is 300 ± 10 nm. Similarly, the average defect size is 250 ± 30 nm. This
skyrmion diameter is outwith the distribution of sizes presented in Fig. 6.3 which
was between 150 nm and 170 nm. The skyrmion diameter depends on the strength
of the applied field - the diameter is larger in a smaller applied field - therefore,
it is not surprising that the diameter of these zero field skyrmions is larger than
measured in section 6.3.1. Alternatively, this discrepancy may suggest that the
skyrmion size is linked to the defect size which in this case is similarly large - this
will be revisited in section 6.6.1.
To be technologically advantageous the defects should cause a minimal increase
to the depinning current required to move a skyrmion from the defect site. Whilst
this is not studied here directly, it is known that local changes in anisotropy increase
the pinning field [6], and that higher ion doses cause a larger modification of the
anisotropy [15–19]. The enlargement of the grains is thought less likely to be
problematic as a previous study identifies the most severe pinning for grain sizes
which are the same size as the skyrmions [6] and the FIB enlarged grains are
still an order of magnitude smaller than the skyrmions. Hence, the lowest dose
required to cause low field, room temperature nucleation was determined though
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a systematic study of the magnetic response of defects created with dose spanning
from 1014 to 1018 ions/cm2. This was repeated on all four samples introduced
in section 6.2. For this set of experiments, all defects were created using the
stream file method to ensure the dose is accurately known and that defects are
laterally as small as possible.
Figure 6.9 summarises the results of this experiment on sample 1. A sequence
of Fresnel images are shown in Fig. 6.9(a-c). Fig. 6.9(a) shows the sample just
after saturation in a field of 90 mT, where any non-magnetic contrast associated
with the defects is visible. The field of view of Figs. 6.9(a-c) includes five doses
vertically, ranging from 5 × 1016 ions/cm2 at the top to 5 × 1018 ions/cm2 at the
bottom - the three highest dose defects show clear non-magnetic contrast, there is
little evidence of the defects made with the two lowest doses. Horizontally, there are
five repeats of each dose. After saturation, the applied field was reduced steadily
and the changes in magnetisation monitored. Figure 6.9(b) shows the sample in a
decreasing
dose
repetition 12 mT -21 mT90 mT(a) (b) (c)
(d)
sat
sat
Expanded domain
SkyrmionUniform state
KEY: cell filling
SkyrmionExpanded domain Mixed Coercive state
Figure 6.9: (a-c) Fresnel images showing defects on sample 1 in (a) a saturated state,
(b) a 12 mT field and (c) near the coercive state. (d) Chart presenting the detailed
behaviour of defect sites as a function of ion dose and applied field on sample 1. This
chart is explained by the colourbar and key. Squares outlined in red highlight the most
interesting parts of the chart that have 100% skyrmion nucleation. The Fresnel image
(from sample 2) provides examples of the diﬀerent magnetic states in the key.
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Figure 6.10: A tilt sequence of Fresnel images taken of low dose defects made on sample
1. The circular contrast that reverses at ± tilts and lack of magnetic contrast at zero tilt
is consistent with Néel skyrmions.
12 mT field, where the two lowest dose defect sites (the top two rows) are occupied
by skyrmions. The magnetic contrast is not strong in these images, therefore to
aid interpretation the tilt was varied between +20◦, 0◦ and -20◦. These images are
shown in Fig. 6.10, where it is clearer that the contrast matches that expected
from Néel type skyrmions (as simulated in 6.2).
Figure 6.9(d) contains a chart which summarises the behaviour of the defect
sites with field. Note that the field scale is not linear between ± 10.8 mT because
the objective lens field cannot be varied smoothly between these values. To image
between ± 10.8 mT the sample must be removed and the objective lens field set
manually with a Hall probe. The colour of the box indicates what percentage of
the defect sites (of a given dose) have a magnetic object local to them - the lightest
colour means none of the five, 0%, defect sites have any magnetic object local to
them where the darkest colour means five of the five, 100%, defect sites have a
magnetic object local to them. The icon inset on each square indicates the nature
of the magnetic object local to the defect: a circle indicates all occupied sites have
skyrmions; a bean shape indicates all occupied sites have expanded domains; both
a circle and bean indicate a mixture of the above; and the maze icon indicates the
sample is in a state close to remanence with labyrinth domains (as in Fig. 6.9(c)),
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where it is meaningless to evaluate the behaviour local to the defect sites. The
description ‘expanded domain’ refers to a chiral bubble that has an extended size,
only compact magnetic objects have been identified as skyrmions - examples of
both are marked in the Fresnel image to the right of the key. Expanded domains
are also present, together with skyrmions, in the Fresnel image in Fig. 6.1(b)
which shows sample 1, unmodified, in a field of -80 mT. To be clear, objects are
classified as skyrmions if they are circular with simple bright-dark contrast, where,
alternatively, structures are classified as expanded domains if they are associated
with either a more complex contrast distribution or are elongated. Hence the areas
of most interest (outlined in red) are those with a circle on a dark background,
indicating all defect sites with that dose have stabilised skyrmions, i.e. 100% success
rate of skyrmion nucleation.
Figure 6.11 shows the results of the experiment repeated on sample 2. Fresnel
images are shown in Fig. 6.11(a-c) with (a) showing the sample in a saturated
state indicating that these defects, made with dose between 5 × 1015 and 5 × 1016
sat
sat
Expanded domain
SkyrmionUniform state
KEY: cell filling
SkyrmionExpanded domain Mixed Coercive state
99 mT
decreasing
dose
repetition(a) 23 mT(b) 11 mT(c)
 (d)
Figure 6.11: (a-c) Fresnel images showing defects on sample 2 in (a) a saturated state,
(b) a 23 mT field and (c) a 11 mT field where all skyrmions have expanded. (d) Chart
presenting the detailed behaviour of defect sites as a function of ion dose and applied
field on sample 2. This chart is explained by the colourbar and key. Squares outlined in
red highlight the most interesting parts of the chart that have 100% skyrmion nucleation.
The Fresnel image provides examples of the diﬀerent magnetic states in the key.
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ions/cm2, are not associated with any non-magnetic contrast. After saturation the
strength of the out-of-plane field was reduced, Fig. 6.11(b) shows the sample in a
23 mT out-of-plane field where compact skyrmions are visible at many of the defect
sites. Figure 6.11(c) shows the sample in an 11 mT out-of-plane field where almost
all of the initially compact skyrmions have expanded into elongated domains. The
chart in Fig. 6.11(d) shows a summary of the magnetic response of the defects
in sample 2 with out-of-plane field as it is reduced from saturation to ≈ 10 mT.
The key is the same as for Fig. 6.9(e). Like sample 1, there are combinations of
defect dose and applied field that result in 100% skyrmions nucleation for sample
2; these are highlighted by the areas of the chart outlined in red. Unlike sample
1, the nucleated skyrmions do not remain stable in zero applied field. As is seen
in Fig. 6.11(c), they are unstable and expand into larger domains as is expected
from a sample with low remanence. This result is particularly interesting as these
artificial defects have resulted in skyrmion stabilisation in a material system that,
as detailed in 6.3.1, did not previously support skyrmions on field-cycling alone.
Samples 3 and 4 do not show the same behaviour as samples 1 and 2. The
results of the experiments are shown in Figs. 6.12 and 6.13 which are structured
in the same way as Fig. 6.11, with Fresnel images in (a-c) and a detailed chart
in (d). On both samples, defects made with 5 × 1017 ions/cm2 show consistent
early nucleation of domains - with domain formation starting ≈ 50 mT earlier
local to the defect sites than on the unmodified film for both samples. Unlike
samples 1 and 2, there is no combination of applied field and defect dose that
causes 100% skyrmion nucleation - the skyrmions exhibit the same behaviour as in
the unmodified film: they nucleate and immediately expand to worm-like domains
as seen in Figs. 6.12(b) and 6.13(b).
This study proves that it is possible to reproducibly nucleate skyrmions local
to FIB defects in zero field at room temperature in samples with a hysteresis loop
tuned to have high remanence - like sample 1. Furthermore, it shows these artificial
defects can stabilise skyrmions in materials that support homochiral walls but do
not ‘naturally’ support skyrmions - like sample 2. Table 6.3 provides details of the
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Figure 6.12: (a-c) Fresnel images showing defects on sample 3 in (a) a saturated state,
(b) a 120 mT field and (c) a coercive state. (d) Chart presenting the detailed behaviour of
defect sites as a function of ion dose and applied field on sample 3. This chart is explained
by the colourbar and key. Squares outlined in red highlight the most interesting parts
of the chart that have 100% skyrmion nucleation. The Fresnel image (from sample 2)
provides examples of the diﬀerent magnetic states in the key.
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Figure 6.13: (a-c) Fresnel images showing defects on sample 4 in (a) a saturated state,
(b) a 237 mT field and (c) a coercive state. (d) Chart presenting the detailed behaviour of
defect sites as a function of ion dose and applied field on sample 4. This chart is explained
by the colourbar and key. Squares outlined in red highlight the most interesting parts
of the chart that have 100% skyrmion nucleation. The Fresnel image (from sample 2)
provides examples of the diﬀerent magnetic states in the key.
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Table 6.3: Summary of artificial defect types that cause 100% skyrmion nucleation at
room temperature - detailed is the dose associated with each successful defect and field
range over which the nucleated skyrmions remain stable.
Sample Defect dose (ions/cm2) Range of stability (mT)
1 5×1016 10.8 to -4.0
1 1×1017 14.1 to -4.0
2 5×1015 24.1 to 15.8
2 1×1016 20.8 to 17.4
‘ideal’ artificial defects found to cause 100% skyrmion nucleation in samples 1 and 2.
The dose required to nucleate skyrmions is an order of magnitude smaller for sample
2 compared to sample 1 - demonstrating the extreme sensitivity of this nucleation
method to the sample structure. As seen in the cross-sectional images presented
in Fig. 6.7(f,h), the energy imparted in the sample by the ions causes damage
and intermixing of the multilayer structure: alloying the multilayer. Given the
diﬀerent elemental composition of the two multilayer stacks studied, the magnetic
properties of the resulting alloy are certainly diﬀerent. For example, an older study
[28] characterises the magnetisation of binary alloys of Co and various transition
metals. It shows that the magnetisation of Co is more sensitive to alloying with
Ru than either Ir or Pt - giving a possible explanation for the greater sensitivity
of sample 2 to ion dose than sample 1.
6.6.1 Skyrmion size evolution with field
The size of the skyrmions stabilised over the range of doses and field presented
in table 6.3 was analysed in the same way as in section 6.3.1. The results of this
analysis are presented in Fig. 6.14, where Fig. 6.14(a) pertains to sample 1 and
(b) to sample 2. Each measurement is an average of the skyrmion sizes measured
from all five defect sites of the same dose and the error bar is the standard error.
Before defect creation, section 6.3.1 shows that sample 1 supported skyrmions
with mean diameter between ≈ 150 and 170 nm over the field range -50 to -80 mT,
after passing through the coercive state and just before saturation. It has been
shown that skyrmions can be stabilised at artificial defect sites in lower applied
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Figure 6.14: Evolution of the size of the skyrmions nucleated at the artificial defect
sites with applied field for (a) sample 1 and (b) sample 2.
fields before the coercive state is reached. On sample 1, these skyrmions are stable
in the field range 15 mT to -4 mT. Figure 6.14(a) shows that at defect sites of dose
1 × 1017 ions/cm2, when the skyrmions first nucleate at 15 mT, the mean skyrmion
diameter is ≈ 160 nm which increases steadily to ≈ 180 mT in a field of 10 mT.
There is a gap in the graph between ≈ 10 mT and 0 mT because, as explained
above in reference to Fig. 6.9(e), sample must be removed and the field strength set
manually for each measurement between ± 10.8 mT. At 0 mT the mean skyrmion
size is 180 nm, increasing to 200 nm at -4.0 mT. The mean skyrmion size at the
5 × 1016 ions/cm2 defects increases from 155 nm at 10.8 mT to 180 nm at -4.0
mT. The mean skyrmion size at the higher dose defects is always larger than the
skyrmion size measured at the lower dose defects, however the two sizes are almost
always within the measured error of one another.
Prior to defect creation, no skyrmions were observed in sample 2: while increas-
ing the applied field strength towards saturation the domains narrowed into long
worm-like domains then disappeared with no intermediate skyrmion state observed.
As detailed earlier in this section, compact skyrmions can be stabilised at artificial
defect sites created with ion doses of 5 × 1015 and 1 × 1016 ions/cm2 between fields
of ≈ 25 mT and 15 mT in sample 2. For 5 × 1015 ions/cm2 defects, skyrmions
are first nucleated at 24.1 mT with a mean diameter of 300 nm, this increases
to ≈ 560 nm at 15.2 mT. Similarly, at the 1 × 1016 ions/cm2 defects skyrmions
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are first nucleated at 20.8 mT with a mean diameter of ≈ 330 nm, increasing
to ≈ 400 nm at 17.4 mT.
From Fig. 6.8, at defects made with the circle pattern rather than with stream
files, a mean skyrmion size of 300 nm was measured at zero field and room tem-
perature. It was remarked that this skyrmion size was outwith the range of sizes
presented in Fig. 6.3 and two possible reasons for this were given: that the skyrmion
size may be this large in zero applied field because the skyrmion diameter depends
on the strength of the applied field or that the skyrmion size is linked to the
defect size. All defects analysed in this section were made using stream files and
the mean size of skyrmions measured at zero field is ≈ 175 nm. This diameter is
more in keeping with the ‘inherent’ skyrmion size measured from the sample before
defects were created, this size is controlled by the material parameters such as: the
strength of the DMI, the anisotropy, the exchange stiﬀness and the saturation
magnetisation of the material [29]. Although not the focus of the experiments (and
therefore there is limited data), it does seem that defects larger than the inherent
skyrmion size stabilise artificially large skyrmions. For example, Fig. 6.8 shows a
300 nm diameter defect stabilising a 250 nm diameter skyrmion, this is compared
to the HAADF images in 6.7(f, h), of the 5 × 1016 and 1 × 1017 ions/cm2 stream file
defects which have diameters 70 nm and 80 nm respectively and both stabilise mean
skyrmion diameters of ≈ 175 nm. Further evidence in support of this conclusion is
the larger diﬀerence in diameter of skyrmions measured from sample 2 compared
to sample 1. The ion dose required to make defects that cause successful skyrmion
nucleation in sample 2 is an order of magnitude smaller than for sample 1. The
images of these defects in sample 2 show no visible non-magnetic phase contrast,
like presented in the Fresnel image in Fig. 6.8(c), or obvious grain growth, like
shown in the BF images in Figs. 6.7(c,e,g). Consequently, although not measured,
the lateral size of the defects is almost certainly smaller than measured for sample 1
but the skyrmions are larger. This oﬀers additional evidence that for small defects
the skyrmion size is determined by the sample properties and not the defect itself.
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6.7 DPC of a skyrmion at an artificial defect site
Using a pixelated detector to reduce the extraneous polycrystalline contrast, DPC
images were taken of sample 1 which allows measurement of the saturation induc-
tion Bs of the film near a defect. As explained in section 3.7.4, DPC is a quantitative
imaging method that directly measures the beam deflection βL.
Before introducing the experimental images, to aid interpretation, calculated
DPC images of a Néel type skyrmion are presented in Fig. 6.15 in analogy to Fig.
6.2. As discussed frequently in this thesis, perpendicularly magnetised materials
contraction in projection
tilt
contraction
(a) (b) (c)
(d) (e) (f)
200 nm 200 nm 200 nm
+ 0.38 Bst- 0.38 Bst
Figure 6.15: (a) geometry of skyrmion sample (depicted in cross-section) in a TEM
at normal incidence to the electrons travelling along the +zˆ direction. (b) geometry of
skyrmion sample tilted by 25◦ around an axis along y direction: the object is contracted
in the x direction when projected back onto the xy plane (i.e. when forming an image on
a detector in the TEM). (c) a skyrmion is associated with a dipole-like B field consisting
of the magnetisation M and the stray field H. Consider (d) the Mz of a skyrmion,
when tilted and projected onto the xy plane, a component sin(θ) of Mz is projected onto
the xy plane and the shape is distorted to an ellipse (e). (f) DPC images B and, at
the skyrmion and parallel to the tilt axis, H and M cancel significantly leading to an
exaggerated elliptical shape. Note that the ellipse in (e) is not seen in (f) which appears
elliptical in an orthogonal direction.
178 6.7. DPC of a skyrmion at an artificial defect site
with Néel type objects must be tilted to produce any contrast in Lorentz microscopy
images. Both the sensitivity of Lorentz microscopy to B (notM) and the necessity
to tilt, leads to elliptical contrast from a circular Néel skyrmion in DPC images.
Figures 6.15(a) and (b) depict the geometry of a skyrmion containing sample (in
cross-section) in the TEM both in untilted and tilted positions respectively, where
the electrons travel along +zˆ. Tilting the structure and projecting back on the xy
plane (i.e. a detector in the microscope) leads to contraction of the object in the
direction perpendicular to the tilt axis. For a circular skyrmion, represented only
by its Mz component (Fig. 6.15(d)), this results in elliptical shaped magnetisation
that corresponds to the skyrmion, see Fig. 6.15(e). As denoted by the red arrows
in 6.15(e), a component sin(θ) of the original sample Mz is projected in the xy
plane of the microscope. The skyrmion is associated with a stray field H as well
as magnetisationM, as sketched in Fig. 6.15(c). DPC images are then this dipole-
like B (= µ0(M + H)) field projected through the sample thickness onto the xy
plane. The H field cancels much of the M sketched in Fig. 6.15(e), preferentially
reducing the DPC contrast perpendicular to the tilt axis again leading to elliptical
contrast. Note that sense of ellipticity in 6.15(f) is orthogonal to the ellipticity
caused by contraction. Parallel to the tilt axis the skyrmion size is undistorted
(as highlighted by the yellow dashed line).
The DPC image calculation was designed to accurately represent the experi-
mental conditions. It uses the same Mz component for the image calculation as
was used for Fig. 6.2. The image calculation is, however, of a perfect system
with no sources of contrast other than the smoothly varying magnetisation. The
real samples are polycrystalline, therefore experimental DPC images also contain
shorter-range electrostatic grain contrast as well as contrast from the skyrmion.
If one were to ignore the eﬀect of the stray field (i.e. assuming the contrast only
arises from the magnetisation in the sample), the diﬀerence between the maximum
and minimum values in the DPC image (which occur parallel to the tilt axis) would
correspond to 2Bst tan(θ) where Bs = µ0Ms. For a tilt of 24.6◦, this is 0.92 Bst.
In the simulation, where the eﬀects of the stray field are properly accounted for,
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the diﬀerence between the maximum and minimum values in the DPC image is
measured as 0.76 Bst. Therefore, in order to extract Bs (and Ms) experimentally
we apply a stray-field-compensating scaling factor of (0.76/0.92 = ) 0.83 to the
experimental measurements1. In conclusion, three things should be understood: (i)
DPC images of perfectly circularly symmetric skyrmions have elliptical contrast;
in the direction perpendicular to the tilt axis, (ii) the skyrmion diameter can be
measured, (iii) as can Ms (assuming the sample thickness is known).
Figure 6.16(a) shows a DPC image of a 5×1016 ions/cm2 defect site on sample 1
in a field of 10 mT taken with a sample tilt of 24.6◦. The lighter area in the centre
of the image is a skyrmion, measured to have diameter 150 nm; this experimental
DPC image has significant background undulations arising from the crystallites but
otherwise matches Fig. 6.15(f) well. A white circle, diameter 70 nm, is overlaid at
the position of the defect with size matching the area of physical damage associated
with this dose, as identified from Fig. 6.7(f). A line trace was taken from the area
marked in Fig. 6.16(a), near to the defect, and is shown next to the DPC image.
By fitting a hyperbolic tangent function to this line trace (the dotted line in Fig.
6.16(b)), the deflection due to the domains was determined as 1.7±0.2 µrad. From
this Bs was calculated, using the procedure detailed above, to be 1.2±0.1 T. This
is compared to magnetometry measurements, performed by Katharina Zeissler of
(b)
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Figure 6.16: (a) DPC image of sample 1, tilted by ≈ 25 ◦ about the axis indicate, with
a 150 nm skyrmion nucleated at a 5 × 1016 ions/cm2 defect site. The circle gives the size
and position of the defect and the line shows where the line trace (b) was taken from.
The line trace was averaged over 15 pixels.
1Note that such a correction is not needed in the case of long domain walls such as those
encountered in chapter 5.
180 6.8. Discussion and conclusion
the University of Leeds, on the sample before irradiation which measured Ms as
1.0±0.1 MAm−1 - equivalent to 1.2±0.1 T. This quantitative analysis suggests that
the defect has caused skyrmion nucleation in all layers, and not just in the surface
layers most impacted by the irradiation.
6.8 Discussion and conclusion
This chapter demonstrates that nanoscale artificial defects (created with FIB irradi-
ation) can be used to nucleate isolated, single skyrmions in polycrystalline magnetic
multilayer systems at room temperature in low, even zero, applied magnetic field.
This eﬀect was studied in four multilayer systems with diﬀerent layer structures. As
detailed in table 6.3, compact skyrmions are consistently nucleated in sample 1 at
defects fabricated with ion dose 5×1016 and 1×1017 ions/cm2 which remain stable
over a field range including zero; sample 2 stabilises compact skyrmions at defects
created with dose 5×1015 and 1×1016 ions/cm2 although a bias field is required.
Sample 1 has a higher magnetic remanence of almost Ms, compared to sample 2
which has a remanence close to zero; high remanence is vital to retaining compact
skyrmions at zero applied field. As observed in sample 2, these artificial defects can
even stabilise skyrmions in samples with lower DMI strength that naturally support
homochiral Néel walls but never stabilise skyrmions on field cycling alone. The
method was unsuccessful for samples 3 and 4. Here the defects nucleate unstable
skyrmions which quickly expand into worm-like domains - the same behaviour
observed in the unmodified films, albeit at an earlier point in the hysteresis loop.
From the observations made, the size of the nucleated skyrmions appears unin-
fluenced by the defect itself so long as it is smaller than the inherent skyrmion size.
The skyrmion size in a multilayer system is determined by the interplay of various
magnetic energy terms controlled by: the strength of the DMI, the anisotropy, the
exchange stiﬀness and the saturation magnetisation of the material [29]. Hence,
even though the skyrmions observed in this study are larger than 100 nm, we expect
this nucleation method to successfully nucleate technologically relevant sub-100 nm
skyrmions in an optimised material system. To this end it must be mentioned that
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it is possible to create smaller FIB defect sites; for example, this work used a 30
keV, 10 pA focused Ga+ beam which has a beam diameter of ≈ 10 nm but a 35
keV, 10 pA focused He+ beam has a beam diameter an order of magnitude smaller
and can mill sub-10 nm features [30, 31].
Critically, the mobility of these FIB nucleated skyrmions remains to be studied.
The structural imaging of the defects, Fig. 6.7, indicates that nucleation is most
successful at defects with partial layer intermixing - undoubtedly this intermixing
is associated with local lowering of the perpendicular anisotropy and DMI strength
as both originate from the layer interfaces. Both of these eﬀects will likely increase
the depinning field, as will the local reduction in Ms predicted by alloying [6, 28].
It is expected that new device technologies are more likely to be utilised if
they mould into current fabrication methods. A relevant example is that poly-
crystalline systems are desirable over single crystal systems as they fit with cur-
rent deposition technologies. Focused ion beam microscopes are widely used in
device fabrication (for example in fabrication of semiconductor devices and disk
read/write heads) hence controlled skyrmion nucleation at artificial FIB defects is
certainly a promising mechanism for reproducible generation of room temperature,
isolated skyrmions.
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7.1 Introduction
The previous three chapters focused on materials with ultrathin magnetic layers
and an interfacial DMI. As discussed, these materials are the subject of intensive
global research as they can support technologically exciting magnetic skyrmions
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[1–3]. This chapter investigates interfacial DMI from a diﬀerent perspective and
explores the eﬀect of DMI on ‘thicker’ thin films, with a thickness on the order of the
exchange length of the material, that have in-plane magnetisation. In particular, we
study bilayer and trilayer systems based on 8 nm thick permalloy (Py), composition
Ni81Fe19, with the geometry shown in Fig. 7.1.
Bilayer
Trilayer
Figure 7.1: Geometry of material system studied in this chapter (7).
There are a handful of experimental and theoretical studies reporting on interfa-
cial DMI in Py based material systems [4–8]. Im et. al investigate magnetic vortex
formation in 100 nm thick Py nano disks, of diameter 500 nm defined by electron-
beam lithography, and finds a statistically significant lack of degeneracy between
the four possible vortex configurations (discussed later) and attributes this to DMI
[4]. However, the study also identified that other less exotic eﬀects, like surface
roughness and edge defects, may play a role in the broken vortex degeneracy. It has
also been predicted theoretically [5, 7] and measured experimentally, in a Py/Pt
bilayer system [6], that DMI induces an asymmetry to the spin-wave propagation
in thin in-plane magnetised materials. Another study uses micromagnetics to
show that the presence of DMI in a spin transfer nano-oscillator device based
on a Py nanodisk causes the vortex to precess with a frequency three times larger
than predicted in an equivalent nanodisk without DMI [8]. In this chapter, the
eﬀect of interfacial DMI on magnetic vortices is studied first using micromagnetic
simulations and then experimentally with the methods of Lorentz TEM.
As detailed in section 2.2.2, in systems with both strong spin-orbit coupling
and a lack of inversion symmetry an additional antisymmetric exchange interaction,
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DMI, contributes to the total energy of the system. This additional contribution
to the Hamiltonian has the form:
HDMI = −D · (Si × Sj), (7.1)
where D is the DMI vector, and Si,j are two neighbouring magnetic spins. HDMI is
minimised by perpendicular neighbouring spins, where the relative sense of rotation
is defined by the sign of D. The direction of D is set by the local crystal symmetry
and, in systems where the DMI originates from an interface, is parallel to the plane
defined by the interface [9]. Consequently, in order to decrease DMI energy, the
cross product of two neighbouring spins must also be parallel to this interface. This
leads to the reason we chose to focus on magnetic vortices in this study of DMI
in planarly magnetised materials.
We will study a continuous film which supports in-plane domains separated by
Néel type walls as sketched in Fig. 7.2(a). If DMI is generated by an interface,
the associated energy can only be lowered by pulling either the magnetisation of
the domains or the wall out-of-plane. Both options would be associated with a
significant increase to the magnetostatic energy, so the eﬀect, if any, is expected to
be slight. Micromagnetic simulations (the details are given in section 7.2) indicate
that, with a moderate DMI strength of 1 mJm−2 the magnetisation is pulled out-
of-plane by ≈ 0.0002◦. This eﬀect is drawn exaggerated in Fig. 7.2(b) where the
domains have both in-plane and out-of-plane magnetisation components. Note the
purpose of Fig. 7.2 is to discuss the diﬀerent influence DMI may have on a wall
structure compared to a vortex structure from a conceptual point of view. However
to be clear by ‘moderate D’ we mean a realistic interaction strength of around 1
mJm−2, and by ‘high D’ we mean something unrealistic like |D| > 3 mJm−2 at
which point the DMI energy begins to dominate over the other energy terms.
If the geometry of the system is confined to a disk, the energetically favoured
configuration is a magnetic vortex. Magnetic vortices are characterised by circling
in-plane magnetisation, classified by the circularity c which is assigned +1 for
a clockwise rotation or -1 for counter-clockwise rotation. To avoid the highly
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energetic situation of anti-parallel neighbouring spins, at the centre of the vortex a
nanoscale area of magnetisation points out-of-plane - this is the vortex core which
is classified by the polarity p, and assigned +1 for a core pointing up and -1 for
a core pointing down. The four possible combinations of circularity and polarity
leads to four ‘types’ of magnetic vortices, thought to be degenerate in energy before
study [4]. One of these configurations, with (c,p) = (-1,+1), is sketched in Fig.
7.2(d). We propose that the out-of-plane magnetisation naturally associated with
a vortex core may provide an interaction point for DMI, where it may cause a
local chiral twisting that lowers the total energy of the vortex structure (this is
sketched in 7.2(e)). Hence, the eﬀect of DMI on a magnetic vortex could be probed
even at low D strengths that cause a negligible modification to the wall structure.
Above a certain D threshold, a spin spiral with fixed handedness (sketched in Fig.
7.2(c,f)) will be the energetically favoured configuration as the lowering of HDMI
is greater than the increase to other energy terms such as the anisotropy and
standard symmetric exchange. Spin spirals are observed in other material systems
Figure 7.2: Cross-sectional sketches of the spin configuration in an in-plane magnetic
material (blue), relative to the interfacial DMI (D) that may be expected at an interface
to a non-magnetic material (grey). Sketched are the spin configurations in a continuous
thin film (a-c), which predominately forms Néel type walls, and a disk (d-f), which
stabilises a magnetic vortex. Through energy considerations, it is expected that the
structure of magnetic vortex will be influenced by DMI at lower D strength than Néel
walls.
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with interfacial and bulk DMI systems [10–13]. Micromagnetic simulations suggest
that, in this system, a spin spiral will be stabilised for unphysically high DMI
strengths of |D| > 3.5 mJm−2.
It must also be noted that interface between a heavy non-magnetic metal and
ferromagnet is also associated with PMA. The eﬀect of interface induced anisotropy
in films of this thickness is expected to be small because, as explained in 2.2.4, the
surface/interface anisotropy strength scales inversely with thickness. However to
study the DMI, careful consideration must also be given to the possible eﬀect
of PMA [6, 14].
7.2 Micromagnetic simulation and calculation of
observable eﬀects of DMI
To begin with, the eﬀect of interfacial DMI in thin film systems with in-plane
magnetisation was simulated using MuMax3 [15]. To simulate Permalloy the
following material parameters were used: saturation magnetisation Ms of 8.6 ×
105 Am−1, exchange stiﬀness A of 1.3 × 10−11 Jm−1 and damping constant of 0.02.
No anisotropy was included in any simulation results presented outside section
7.2.3. The simulations have cell size 1 nm ×1 nm × t for x× y × z, where t is the
thickness in nm. One cell in the z direction was deemed suﬃcient to simulate a one
layer direct exchange coupled material with t close to the exchange length (6 nm
in Permalloy [16]). All simulations presented in this chapter have t = 8 nm, chosen
to match the experimental work, however simulations performed with thickness
ranging from 2 nm to 10 nm show the same eﬀect albeit more pronounced for the
thinner systems - as is expected from an interface eﬀect.
Figure 7.3 shows vector plots of the magnetisation local to a vortex core,
simulated from a 1 µm diameter disk with (a,c) no DMI, (b,d) D = 1.5 mJm−2 and
(c,f) D = 3 mJm−2. The first row shows the magnetisation in plan view, and the
second row shows it in cross-sectional view. As is most obvious from Fig. 7.3(f) of
D = 3 mJm−2 in cross-section, the addition of DMI to the simulation of a vortex
does indeed introduce a chiral twisting of the magnetisation around the core. The
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magnetisation of the vortex core without DMI has only curl and no divergence;
DMI adds a divergence to the curl of the vortex as sketched at the bottom of
Fig. 7.3. These simulations were of a (c,p)=(+1,+1) type vortex; simulations were
performed of the other three vortex types and found the DMI induced divergence
is independent of c but reverses with p, this is as expected (and clear from looking
at the homochiral spin spiral sketched Fig. 7.2(c,f)). Furthermore, all four vortex
types, with and without DMI, were found to be degenerate.
Figure 7.4 details the relationship betweenD and∇·M (again for a (c,p)=(+1,+1)
type vortex). Figures 7.4(a) and (b) plot the divergence ∇ ·M of a vortex core
without DMI and with D = 3 mJm−2 on the same greyscale. The curl ∇×M of
the same two structures is given in Figs. 7.4(c) and (d). It must be noted that
the divergence at the core is always compensated by equal but opposite divergence
spread around the edge of the disk, hence the total divergence of the magnetic disk
is always zero. Between ± 2.5 mJm−2 there is a linear relationship between D and
∇ ·M, as seen from graph Fig. 7.4(e) which plots ∇ ·M summed over an area 300
D = 0 mJm-2 D = 1.5 mJm-2 D = 3 mJm-2
vortex
(curl)
vortex
(curl)
DMI
(divergent)
= +
100 nm
Figure 7.3: Plan and cross-sectional views of vector plots of the magnetisation local to
a vortex core from simulations of disks, diameter 1 µm, with (a,c) no DMI, (b,d) D =
1.5 mJm−2 and (c,f) D = 3 mJm−2. DMI adds divergence to the pure curl structure of
a standard vortex (as sketched at the bottom of the figure).
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Figure 7.4: Interfacial DMI adds a divergent component to vortex core (compare (a)
with D = 0 mJm−2 and (b) D = 3 mJm−2 presented on the same greyscale). For
comparison, (c) and (d) show the associated curl of the magnetisation. (e) shows a graph
of∇·M summed over an area 300 × 300 nm2 around the centre of the core and shows that
∇ ·M varies linearly with D between ± 2.5 mJm−2 with a spin spiral above 3.5 mJm−2.
The linear relationship breaks down at |D| = ± 3 mJm−2 as the DMI causes more than
one twist around the core as seen from the radially integrated profiles presented in (f).
× 300 nm2 around the core. For |D| ≥ 3.5 mJm−2 the magnetic disks support a
homochiral continuous spin spiral. |D| = 3 mJm−2 has less ∑(∇ ·M) than |D|
= 2.5 mJm−2 because, as a precursor to a continuous spin spiral, there is already
additional chiral twists outside the core. This is clear from Fig. 7.4(f) which plots
radially integrated profiles of ∇ ·M for D=0, 2.5 and 3 mJm−2. As expected
from energy considerations discussed in section 7.1, simulations of a two domain
structure show far smaller alterations to the wall structure: the magnetisation
cants out-of-plane by a maximum of 0.0004◦ before a spin spiral is stabilised at
|D| = 3.5 mJm−2.
The remainder of this section deals with prediction of experimentally measur-
able eﬀects of interfacial DMI in magnetic disks from simulation.
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7.2.1 Low-field expulsion of vortex core from disks with
DMI
The divergent magnetisation at the vortex core can be thought of as a local
magnetic charge compensated by magnetic charges of opposite ‘polarity’ at the
edge of the disk. This is associated with significant magnetostatic energy and
likely aﬀects the magnetisation dynamics of the disk. To explore this, disks of
diameter 1 µm and thickness 8 nm with a (c,p)=(+1,+1) vortex (as above) were
simulated and an in-plane external magnetic field applied increasing in steps of
0.1 mT. Figure 7.5 shows the results of these simulations. It is evident that DMI
reduces the strength of the magnetic field required to push the vortex core out of
the disk (the ‘vortex expulsion field’). The top half of the figure (Figs. 7.5(a-c))
shows the path of vortex core as it is expelled from the disk for three values of
D = 3 
D = 0 
D = 1.5 
Core exit trajectory (coloured by field strength)
3
fie
direc
(a) (b) (c)
(d) (e)
Figure 7.5: The path of the vortex core as it is pushed from a disk by an external field
is shown in (a) for D = 0, (b) D = 1.5 and (c) 3 mJm−2. The path is coloured by the
field strength and hence gives the position of the core at each field strength and it is seen
that (a) leaves at 25 mT, (b) at 18 mT and (c) at 10 mT by the colour of the path at
the edge of the disk. This is also clear from the graph in (d). (e) shows the relationship
between the expulsion field and D - the expulsion field is independent of the sign of D.
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D. The path is coloured by the strength field and it is apparent that there is a
relationship between D and the vortex expulsion field as, at the point of exit, the
core is yellow in (a), green in (b) and blue in (c). ForD = 0 and 1.5 mJm−2 the core
takes a simple path straight out of the disk, however the high D value takes a more
complex path. Figure 7.5(c) details the relationship between the vortex expulsion
field and D - the markers are the discrete values calculated by simulation and the
dashed line is a cubic interpolation of this data included to guide the eye. When
normalised to the zero DMI expulsion field, disks of diameter 0.5, 1, and 2 µm
show the same trend between expulsion field and D.
In situ magnetising experiments can be performed in the TEM (detailed in
section 3.7.1) hence, using the Fresnel imaging mode, the motion of the vortex
core under an applied field is easily observed and could provide a straightforward
method of estimating the strength of D in this material system. It should be
noted, however, that for realistic DMI strengths (|D| < 2 mJm−2) this method
is not sensitive to the sign of D.
7.2.2 Distortion of vortex core structure with DMI
The most striking eﬀect of the DMI on a vortex core is the chiral twisting visible
in Fig. 7.3. In this section we present two possible methods of detecting the DMI
from the static vortex core structure: first discussed is imaging the vortex core
using MFM and secondly using DPC Lorentz STEM.
Direct imaging of DMI induced divergence
MFM perhaps provides the ideal method to directly measure the DMI induced
divergence. As discussed in detail in section 3.8, MFM can be thought of as
magnetic charge imaging [17]. There are two contributions: one from surface
charges σ = M · nˆ where M is the sample magnetisation and nˆ is a unit vector
normal to the sample surface; and one from volume charges ρ = −∇·M. Therefore
MFM images should be acutely sensitive to the ∇·M induced by DMI. The image
contrast will be based on a combination of this DMI induced ρ, and σ which
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Figure 7.6: Calculation of MFM images from micromagnetic simulations of a 1 µm
disk supporting a (c, p)=(+1,+1) type vortex. (a-e) is images calculated with a range
of D values from a sample imaged from the top. (f-j) is MFM image contrast expected
from the same vortex structures imaged ‘upside down’. All images are shown on the
same greyscale. DMI induces contrast asymmetry between images of the top and bottom
surfaces which could be used to measure, at least qualitatively, the sign and strength of
the DMI at the interface.
originates from the Mz inherent to vortex cores. Figure 7.6 displays an array
of simulated MFM images (see section 3.10.4 for details) which show that, by
imaging the top and bottom surface of the disk, the image contributions from
DMI and from the core can be decoupled to allow measurement both of the
sign and, at least qualitatively, the strength of the interface induced DMI. These
images are displayed on the same greyscale and were calculated from the output
of micromagnetic simulations of a 1 µm disk supporting a (c, p) =(+1,+1) vortex
and simulate a MFM images taken with a lift height of 30 nm and dipole-like tip
magnetised in the −z direction.
Figures 7.6 (c) and (h) show the MFM image contrast expected when imaging
the top and bottom surfaces of an unmodified magnetic vortex respectively. The
contrast originates from the stray field generated by the vortex core and simply
reverses when the sample is imaged ‘upside down’ - i.e. the modulus of these
two images is identical. Significant asymmetry between images of the top and
bottom surfaces emerges when DMI is added to the simulations. This is because
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the core contrast, from ρ, reverses when the sample is imaged upside down but
the DMI contrast, from σ, does not - leading to addition of the contributions in
one orientation but subtraction in the other. The presence and sign of ρ and σ
are noted in the bottom left of each MFM image.
It is expected that there will be a natural mixture of the four possible vortex
states stabilised in an array of disks. It may seem that comparing images of disks
with opposite p would provide the same information, however, imaging the top
and bottom surfaces is the only way to detect this DMI induced asymmetry. This
is because reversing p also reverses the divergence (and consequently σ), hence a
p=−1 vortex with D = 3 mJm−2 imaged from the top will have the same contrast
as (a) which has contrast exactly the inverse of a p=+1 vortex with D = 3 mJm−2
imaged from the top shown in (e) - therefore there is no asymmetry.
Eﬀective vortex core broadening in DPC
The quantitative, in-focus scanning Lorentz TEM method of DPC is advantageous
because of its impressively high spatial resolution of about 1 nm [18]. It is sensitive
to the component of the magnetic induction B of the sample that is perpendicular
to the electron beam trajectory. However, as underpins most of the Lorentz imaging
in this thesis, at normal incidence, no image contrast is observed from the divergent
component of the magnetisation. Divergent M and the associated H-field, when
integrated along the electron path, completely cancel each other leading to zero
integrated B and no deflection to measure in Lorentz microscopy. However, for
the divergent magnetisation induced by DMI, the lack of integrated B may still
provide a quantitative measurement of the strength of D. This manifests in DPC
images as diﬀuseness around the vortex core as seen in bottom row of Fig. 7.7
Figures 7.7 (a-c) show the y-component of the magnetisation of a vortex with
(a) D = 0.0 mJm−2, (b) D = 1.5 mJm−2 and (c) D = 3.0 mJm−2. In Fig. 7.7(a)
the contrast is symmetric about the axis drawn in light blue through the core,
with increasing asymmetry observed in Fig. 7.7(b) then Fig. 7.7(c) from the
chiral twisting induced by DMI. This is in contrast to Figs. 7.7(d-f) which are
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Figure 7.7: The variation of My with D is shown for (a) no DMI, (b) D = 1.5 mJm−2
and (c) 3 mJm−2. In these images DMI adds a charactaristic swirl. Conversely, (c-e)
shows of a DPC image mapping the integrated B in the y-direction for the same DMI
values - these DPC images show none of the charactaristic asymmetry seen in the images
of the magnetisation. Instead DMI is associated with an eﬀective broadening of the
vortex core. A dashed blue line, through the centre of the core, is included to make the
symmetry of the images more obvious.
all symmetric - these images are simulated DPC images (mapping the y-direction
of the integrated magnetic induction) for the same D values as Figs. 7.7(a-c).
Instead, in DPC images, the eﬀect of DMI is visible as an eﬀective broadening of
the contrast associated with the vortex core which arises because of local reduction
of the integrated B. Figure 7.8 (a) compares line traces taken horizontally through
the centre of the images in Fig. 7.7(d-f). The width of a vortex core is measured
the same way as a domain wall: by fitting a one-dimensional hyperbolic tangent
function (form: y = tanh(x/w)) to profiles extracted from DPC images. The fitted
parameter w then gives a measure of the core width. The relationship between
the width parameter w and D is plotted in Fig. 7.8(b). The markers represent
each individual measurement and the dashed line is an interpolation included to
guide the eye. The values of w have been normalised to the width parameter from a
vortex core without DMI. The highest experimentally measured value of D from an
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(a) (b)
Figure 7.8: (a) profiles of the integrated magnetic induction from simulated DPC
images for three values of D. (b) shows the relationship between the width parameter w
(measured by fitting the profiles to a function of the form: tanh(x/w)) and the strength
of D. The markers are the discreet measurements made from simulations and the dashed
line is a cubic interpolation of this data included to guide the eye. The values in this
graph have been normalised to the w parameter measured from a zero DMI vortex which,
for these simulation parameters, was 5.4 nm.
interface is 1.9 mJm−2 [3], and in these simulations D = 2 mJm−2 was measured
to cause a broadening of 60% (from 5.4 nm to 8.6 nm). Given that this value
represents the maximum realistic broadening, the detection of core broadening
from experimental DPC images is likely to be a challenging measurement, but one
that is certainly within the methods capabilities.
7.2.3 Evaluation of the eﬀect of interface induced anisotropy
As mentioned earlier in this chapter, interfaces that have strong spin-orbit coupling
between the magnetic material and adjacent non-magnetic metal are also associated
with a surface induced perpendicular uniaxial anisotropy as well as DMI. The
energy associated with this surface anisotropy is generally an order of magnitude
smaller than the energy associated with DMI [14]. Hence, for films 8 nm thick
the eﬀect of this anisotropy will certainly be small, however for transparency, this
section simulates the eﬀect of a uniaxial magnetic anisotropy on the magnetism
of a vortex core and discusses any possible influence on the D measurements
proposed above.
As seen in Fig. 7.9, the addition of an out-of-plane uniaxial anisotropy is asso-
ciated with only a slight broadening of the vortex core. The maximum anisotropy
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Figure 7.9: Graph (b) showing the relationship between the strength of perpendicular
uniaxial anisotropy,K, and the width parameter w measured from simulated DPC images.
The values in this graph have been normalised to the w parameter measured from a zero
anisotropy vortex core - which for these simulation parameters was 5.4 nm.
included on the graph is 0.1 MJm−3, simulations with 0.5 MJm−3 relax into a
stripe domain state and above 1 MJm−3 the magnetisation is fully out-of-plane.
The width parameter w was measured from simulated DPC images in an identical
manner to section 7.2.2. Perpendicular anisotropy of 0.1 MJm−3 was associated
with a broadening of 0.82 nm (2%) relative to the zero anisotropy width. Stashke-
vich et al. [6] measured a surface anisotropy of 0.4 mJm−2 at the interface between
Permalloy and platinum and, assuming an inverse thickness relationship, in an 8
nm thick Permalloy film this would be associated with a uniaxial anisotropy of
0.05 MJm−3 which in simulations caused a broadening of 0.4 nm (1%) relative
to the zero anisotropy width. Therefore, this eﬀect is small but certainly needs to
considered if estimating DMI from core broadening in DPC images. The anisotropy
has no influence on the measurement of DMI from vortex expulsion experiments
or from MFM images.
7.3 Experimental
The rest of this chapter explores experimental realisation of the experiments pro-
posed in section 7.2.
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7.3.1 Samples
The experimental work focuses on three samples, two bilayer samples and one
trilayer sample based on Ni81Fe19 Permalloy - the details of which are summarised in
table 7.1. These polycrystalline samples were deposited by dc magnetron sputtering
onto electron transparent substrates by Sinan Azzawi of the University of Durham.
The samples were deposited onto a 3 nm thick amorphous carbon substrate on a
Sample Expected D type Comment
Py(8)/Cu(4) none control sample
Py(8)/Ir (4) - -
Ir(4)/Py(8)/Pt(4) + additive DMI from double interface?
Table 7.1: Summary of the sample composition, the numbers in brackets give the layer
thickness in nm, and the expectations of each sample.
standard TEM grid. This decision was made because, unlike the standard Si3N4
window substrates, the geometry of the TEM grid should permit MFM on both
surfaces of the sample as is required to perform the experiment proposed in section
7.2.2. The geometry of the diﬀerent substrates is sketched in Fig. 3.1.
The reasons these three sample geometries were chosen to study is explained in
the following. Interfaces between Ir and Pt and a magnetic material are arguably
the most studied interfaces regarding interfacial DMI. The two interfaces are asso-
ciated with D vectors of opposite sign - i.e. that favour opposite handednesses of
chiral twisting [19]. Here we define a +(−)D vector to be is associated with counter-
clockwise (clockwise) spin rotation. Furthermore, heavy metal layers associated
with opposite D vectors arranged either side of a magnetic layer gives rise to an
‘additive’ DMI as described in section 2.2.2 [3, 20, 21]. Therefore, we expect the
interface between Py and Ir to be associated with −D and the trilayer sample with
successive interfaces between Py and both Ir and Pt to be associated with +D of
possibly greater magnitude. Although, any eﬀects of ‘additive’ DMI will be small
as the two interfaces in this study are almost one order of magnitude further apart
than in the original studies of additive DMI [3, 20]. We include Py/Cu as a control
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Sputtered capping layer atoms
Sputtered magnetic layer atoms
Sputtered substrate atoms
Incident Ga+ ions(a) (b)
Figure 7.10: (a) schematic of using a FIB to isolate disks of magnetic material from a
continuous film. (b) SEM image of some disks, 2 µm diameter, which have been separated
from the continuous films by milling an annulus 0.5 µm wide.
sample because the Py/Cu interface is expected to cause negligible DMI but the
Cu layer will prevent oxidation of the magnetic layer.
Disks were defined in these continuous thin films using a FIB, as described in
section 3.4.2. A schematic of this process is sketched in Fig. 7.10 (a). The focused
ion beam is used to mill out an annulus of material (stopping at the substrate) to
leave a disk of magnetic material isolated from the continuous film. Here we used
an FEI Nova NanoLab 200 scanning electron microscope (SEM) and FIB operated
at a 30 keV Ga+ beam energy and with a beam current of 10 pA. The beam motion
during milling is kept parallel to the edge of the feature being defined to ensure
the least edge artefacts - this is shown by the white arrow in Fig. 7.10 (a). An
array of 2 µm disks were defined by milling an annulus of width 0.5 µm. The
centre to centre distance between the disks was 5 µm. An SEM image of part of
an array of disks is shown in Fig. 7.10 (b). Polycrystalline samples are subject to
preferential milling and, because the substrate is extremely thin, in some places it
was necessary to mill holes through the substrate (black areas in Fig. 7.10 (b)) to
ensure the disk was magnetically separate from the rest of the film.
7.3.2 Vortex expulsion observed by in situ Fresnel imaging
The Fresnel mode of Lorentz TEM, provides a straightforward method of measuring
the vortex expulsion field for the three samples. A Fresnel image of a magnetic
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vortex is characterised by a bright or dark spot at the position of the vortex core.
This contrast arises as the in-plane circling magnetisation associated with a vortex
acts like a lens, either focusing or spreading the transmitted electrons resulting
in a bright or dark spot respectively. This is sketched in Fig. 7.11 for a vortex
with c = +1 on the left and -1 on the right. Therefore, despite appearances, the
Fresnel contrast from a magnetic vortex arises from c and contains no information
about the sign of p.
Nevertheless, Fresnel images provide the position of the vortex core. As de-
scribed in section 3.7.1, the objective lens of the microscope was used to perform in
situ magnetising experiments. For this experiment, the objective lens was excited to
produce a field of 25 mT at the sample oriented along the optic axis. The strength
of the in-plane magnetic field experienced by the sample is then controlled by the
sample tilt θ and varies as (25 ∗ sin(θ)) mT. A tomography sample rod was used
to permit high tilt angles. Micromagnetic simulations predict that, for this field
strength, the component of the field perpendicular to the disks does not influence
the normalised expulsion field trend with DMI. Figure 7.12(a) shows an untilted
Fresnel image of four disks in the Py/Ir sample. As the tilt is increased, and the
in-plane field strength increased, the cores move to the edge of the disk as seen in
image Fig. 7.12(b) where the core positions highlighted by orange circles. At some
 Δ
 x
 y
 z
Figure 7.11: The Fresnel image contrast from a magnetic vortex relates to the in-plane
magnetisation of the vortex which either focuses or spreads the transmitted electrons
leading to a bright or dark spot at the position of the core which is not related to the
polarity of the vortex core.
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tilt angle the in-plane field will have pushed the vortex core out of the disk as seen
in Fig. 7.12(c) where no vortex Fresnel contrast remains. The bright and dark
spots in Fig. 7.12(a) are not centred which suggests the sample is not completely
flat therefore, to remove any artefact originating from residual tilts, the expulsion
field measured from one disk is recorded as an average of the field measured from
positive and negative tilt angles.
Each sample was patterned with arrays of 4 × 4 disks of 2µm diameter, and
the experiment was repeated a total of four times for both tilt directions. This
leads to 64 measurements of the vortex expulsion field from each sample. The
results of these experiments are shown in table 7.2, where the expulsion field is the
mean of these repeated measurements and the error quoted is the standard error
on the mean. The values presented in table 7.2 show that there is a statistically
Sample Expulsion field (mT) Expulsion field (normalised)
Py/Cu 14.9 ± 0.2 1.00
Py/Ir 13.8 ± 0.2 0.93 ± 0.02
Ir/Py/Pt 13.6 ± 0.1 0.91 ± 0.01
Table 7.2: Results of vortex expulsion experiment.
significantly reduction of the vortex expulsion field compared to the control sample,
however there is little diﬀerence between the two DMI samples. Comparing the
- 20° / 8.5 mT - 40° / 16.1 mT 0° / 0.0 mT
Figure 7.12: Fresnel images of FIB defined disks imaged at diﬀerent sample tilts. At
0◦ tilt in (a) the core is positioned at the bright or dark spot near the centre of the disk.
As a field is applied by tilting the sample, the cores move towards the edge of the disks
(b) before being expelled (c). The orange circles in (b) are to make the position of the
vortex core more obvious.
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normalised experimental values to the graph in 7.5(e) allows us to estimate the
strength of the DMI in the Py/Ir sample as |D| = 0.8±0.3 mJm−2 and in the
Ir/Py/Pt sample as |D| = 0.9 ±0.1 mJm−2. These values are of the expected order
of magnitude. The error on |D| was estimated using the simulated dataset in Fig.
7.5(e) and the experimental error on the expulsion field values.
7.3.3 Vortex core broadening measured by DPC
The width of the vortex cores in the three samples was measured using DPC
imaging. As mentioned previously in this chapter, the core broadening is expected
to be only a few nanometers and will be a challenging measurement at the limit of
the resolution of DPC. The images were taken in a low field environment, with the
objective lens oﬀ, using a probe forming aperture of 50 µm (resolution 0.7 nm) at a
magnification of ×400k to give a pixel size of 0.9 nm. As discussed in section 3.7.5,
at high magnifications, the crystallites of polycrystalline samples add a great deal
of non-magnetic diﬀraction contrast to DPC images collected with a segmented
detector. While the eﬀect for this material system is much milder than for the
materials studied in chapters 5 and 6, this non-magnetic polycrystalline contrast
would certainly hamper detection of core broadening in this system. Therefore, as
in the earlier chapters, a pixelated detector was used to collect the DPC datasets.
This allows application of an algorithm which is very eﬃcient at separating the
image contributions from the crystallites from the underlying magnetic contrast
[22]. High magnification DPC images of a vortex core in the Ir/Py/Pt sample are
shown in Fig. 7.13(a) and (c) which map two orthogonal directions of integrated
magnetic induction given by the double headed arrows inset on the top left of the
images. The lines traces taken through the centre of the core in images (a) and (c)
are shown respectively in (b) and (d). These graphs include the experimental data
and the fit to a tanh function. The width parameter w is then extracted from the
tanh fit, so each DPC dataset provides two measurements of the core width. The
mean width measurement from all three samples is presented in table 7.3
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Sample Width parameter (nm) Width parameter (normalised)
Py/Cu 10.5 ± 0.8 1.0
Py/Ir 11.7 ± 0.7 1.1 ± 0.1
Ir/Py/Pt 12.3 ± 0.9 1.2 ± 0.1
Table 7.3: Results of measuring the width of the vortex core from DPC images.
Pixelated DPC datasets are gigabytes in size and therefore we do not have
the same large sample size as the vortex expulsion measurements - the values in
table 7.3 are the average of about 10 measurements. The error on the core width
measured from the Py/Cu and Py/Ir samples overlap. However, there is a definite
broadening of the core in the Ir/Py/Pt sample. Comparing the normalised mean
experimental measurements to the graph in 7.8(b) predicts a |D| = 0.9 ± 0.6
mJm−2 for the Py/Ir sample and a |D| = 1.2 ± 0.3 mJm−2 the Ir/Py/Pt sample.
Note that the proportionally large error on the Py/Ir measurement arises because,
as seen in Fig. 7.8(b), the vortex core width varies slowly for |D| < 1 mJm−2.
200 nm
200 nm
6
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2
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(b)
Figure 7.13: DPC images of a vortex core in the Ir/Py/Pt sample. Images (a) and
(c) map two orthogonal direction of the integrated magnetic induction as indicated by
the arrows inset on the top left of the images. (b) and (d) show line traces taken across
the vortex core from both of these images together with the fitted hyperbolic tangent
function the core width is determined from.
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These values are within the error bounds of the measurement of |D| from the
vortex expulsion field in section 7.3.2.
As discussed in section 7.2.3, interfaces may induce a perpendicular surface
anisotropy that also with broadens vortex cores. One might expect that the surface
anisotropy will depend critically on the interface quality and likely varies with
the sample deposition environment. However, as a guide, study [14] measures
an interface anisotropy of 0.1 mJm−2 (equivalent to a uniaxial anisotropy of 0.01
MJm−3 in a 8 nm thick film) at the interface between Cu and Py; and study
[6] measures an interface anisotropy of 0.4 mJm−2 (equivalent to 0.05 MJm−3)
at the interface between Pt and Py; no equivalent study was found for polycrys-
talline bilayer films with Ir and Py. Using these values of uniaxial anisotropy,
micromagnetic simulations indicate that the width of a core in a simulation with
0.05 MJm−3 uniaxial perpendicular anisotropy, normalised to the width of a core
in a simulation with 0.01 MJm−3 is only 1.02. Therefore, because this value is
approximately one order of magnitude smaller than the detected broadening, we
can be relatively certain that any surface anisotropy eﬀects only contribute a small
amount to the measured widths.
7.4 Discussion and Conclusion
This chapter presents two independent measurements of the strength of the DMI
in bilayer and trilayer in-plane magnetised material systems by both ‘dynamic’
and ‘static’ means. In in-plane magnetised materials systems, micromagnetic
simulations predict that DMI introduces a chiral swirling of the magnetisation local
to the vortex core. This chiral swirl is best classified as divergence of magnetisation,
added to the normally divergence-free vortex strucure, which varies linearly with
D over the range ± 2.5 mJm−2. The end of section 7.2 proposes three methods of
measuring this eﬀect experimentally - two of which have been realised.
Experimentally, Py/Ir and Ir/Py/Pt material systems were studied along with
Py/Cu as a zero DMI reference sample. For the Py/Ir sample we estimate |D|
= 0.8 ± 0.3 mJm−2 from the vortex expulsion measurement and |D| = 0.9 ±
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0.6 mJm−2 from the DPC core width experiment. For the Ir/Py/Pt sample the
same experiments estimate |D| = 0.9 ± 0.1 mJm−2 and |D| = 1.2 ± 0.3 mJm−2
respectively. These values were determined by comparison with simulation. Figures
7.5(e) and 7.8(b) contain graphs detailing the variation of the vortex core expulsion
field and the vortex core width in DPC with |D| (normalised to the zero DMI case).
The experimental measurements from the Py/Ir and Ir/Py/Pt samples, normalised
to the measurement from the Py/Cu sample (assumed to have negligable DMI),
were compared to the interpolated functions on the graphs in Figs. 7.5(e) and
7.8(b) to estimate the DMI value, and error on this value, for both material systems.
Furthermore, the measured values from both methods are in agreement with each
other and are similar to [6] which measures D = 1.2 mJm−2 (using Brillouin light
scattering to measure DMI induced non-reciprocal spin-wave propagation) in Py(4
nm)/Pt(6 nm) bilayer nanowires.
Section 7.2.3 highlighted the need for caution when interpreting the DPC core
broadening experiment because interfaces with spin-orbit coupling are also asso-
ciated with a surface induced perpendicular anisotropy that also broadens the
vortex core profile. By comparing simulations to experimental values of the surface
anisotropy, found in the literature from similar material systems, the eﬀect of any
anisotropy induced broadening was deemed unlikely to influence the outcome of
the experiment.
Focused ion beam milling is a highly energetic process known to cause damage
to the edge of FIB defined structures. This damage includes (for polycrystalline
materials) grain growth and possible intermixing of the layers at the edges of
structures, as well as irregularities in the defined shape. The simulations of the
vortex expulsion field experiment simulate a ‘perfect’ disk free of these artefacts -
therefore, the influence of these structural eﬀects on the experimental measurement
of the expulsion field cannot be ruled out. However, the disks on all three samples
are prepared identically and are likely subject to the same damage hence, the
relative lowering of the expulsion field of the Py/Ir and Ir/Py/Pt samples compared
to the Cu/Py sample is thought to be meaningful and attributable to DMI.
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Section 7.2.2 proposes that both the sign and strength of the DMI could be
measured using MFM. To perform this experiment the samples were deposited
on standard TEM grids, the geometry of which allows MFM on both surfaces.
However, in experiment these substrates proved far too mobile for any scanning
probe microscopy; it was impossible to track the surface well with the tip, leading
to poor images and ripped samples. Therefore to perform this experiment another
set of samples is required: the ideal set of samples would include pairs of samples
with reverse layer geometry deposited on thicker substrates. Imaging the pairs of
samples from the top would mimic imaging one sample from the top and bottom
as proposed in section 7.2.2.
In conclusion, this chapter details methods of possibly measuring the Dzyaloshinskii-
Moriya interaction in ‘thicker’ thin films with in-plane magnetisation. Simulations
show that the vortex core structure is modified at low DMI strengths where a
comparatively negligible modification is seen to the static domain wall structure -
although a number of studies do detect DMI in the modification of the dynamic
properties of domain walls such as spin-wave propagation [5–7]. In the present
study, the interaction of DMI with the vortex core was measured through changes
in the applied magnetic field required to expel a vortex from a disk and from a
perceived broadening of DPC image contrast associated with the core. It was also
identified that MFM could be another method of measuring DMI from a vortex core.
This study was primarily curiosity-driven. However Chen et al. identified, through
micromagnetic simulations, that the addition of DMI to Py nanodisks modifies
the (spin-polarised current driven) precession of the vortex in ways that improve
its functionality as a spin transfer nano-oscillator [8]. In nanodisks with DMI, the
vortex precesses with a higher frequency and with narrower linewidth than without
DMI. This therefore provides an additional motivating factor for the experimental
quantification of the eﬀect of DMI on the magnetic behaviour of Py disks.
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Summary and outlook
In this thesis, a number of studies relating to the eﬀects of an interface-driven
Dzyaloshinskii-Moriya interaction on the magnetisation of thin films were presented,
with a special focus on Lorentz microscopy. This chapter summarises the main
outcomes of these pieces of research and suggests relevant future research avenues.
Chapter 4, using models, discussed the interpretation of Fresnel images to
extract information on the magnetisation of the domain wall and then proposed a
method of determining the direction of the Néel wall magnetisation in Lorentz TEM.
Image calculations were presented that show, under certain imaging conditions, the
Néel wall magnetisation causes a signature asymmetry to the otherwise symmetric
Fresnel image contrast. Experimentally this was tested on PMA samples consisting
of ultrathin Co layer(s) sandwiched between Ir and Pt. Such samples support
homochiral domain walls, stabilised by an interfacial DMI, and therefore provide
the ideal magnetic configuration to test the proposed method. However the experi-
mental results were inconclusive, likely due to non-magnetic contrast contributions.
To increase the stability of skyrmions against thermal fluctuations, multilayers
of many repetitions (up to ≈ 20) are often designed and fabricated. Recent studies
indicated that the inclusion of so many repeats, while increasing skyrmion stability,
can promote a dipolar-driven reorientation of the domain wall structure: rather
than being homochiral Néel type, the wall is composed of opposite handedness of
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Néel type walls either side of a Bloch type central region thus leading to a flux-
closure structure through the thickness of the multilayer. As Lorentz microscopy
is a transmission technique it is ideally suited to study the internal domain wall
structure. Using the framework outlined in Chapter 4, Chapter 5 uses Fresnel
images to identify walls with ‘hybrid’ chirality. Then DPC images were used
to quantify hybrid walls by determining what proportion of the wall structure
is Bloch type in the systems studied: the 15 repeat sample a total 2.7 layers
had Bloch type structure; the a 10 repeat sample a total 1.6 layers had Bloch
type structure; and in the five repeat sample there was no experimental evidence
of a hybrid chirality. For ease of image interpretation the hybrid structure was
studied in domain wall configurations, but the structure of skyrmions will be
similarly impacted. Nevertheless, it would be interesting to study the hybrid
skyrmion structure with high resolution and quantitative DPC images, as such
studies have not been reported. A hybrid structure impacts the spin-polarised
current induced motion of skyrmions: it aﬀects both the velocity and the skyrmion
Hall angle [1, 2]. Therefore, the quantification of the wall structure enabled by
Lorentz microscopy and presented in Chapter 5 provides key information required
for the design of spintronic devices that harness the full potential of skyrmions
as information carriers.
The use of skyrmions as ‘bits’ in spintronic devices also requires a reliable
nucleation method. To this end, Chapter 6 investigated the use of nanoscale
artificial defects, fabricated with FIB irradiation, as skyrmion nucleation points.
The chapter studied the field-induced nucleation of skyrmions both before and
after defect creation on four diﬀerent samples . A detailed study was performed on
one of these samples to probe the structural impact of the defects on the multilayer
structure and correlate this with their magnetic behaviour. The results of Chapter
6 show that the eﬀectiveness of this nucleation method is highly dependent on
the multilayer system, this is however expected as diﬀerent systems have diﬀerent
sensitivity to ion irradiation. For all samples the point-like defects caused localised
early reversal of the magnetisation. On two samples, unstable skyrmions are
8. Summary and outlook 213
nucleated that almost immediately deform into elongated worm-like domains, this
behaviour is inherent to these samples and was also observed prior to defect creation.
Therefore, for these two samples this nucleation method was deemed unsuccessful
in terms of compact skyrmion nucleation. For the remaining two samples the
nucleation method was successful. In one of these samples, upon reversal from
positive to negative saturation, skyrmions were observed prior to defect formation
in fields between -50 to -80 mT. At artificial defects, made with ion dose 5 ×
1016 ions/cm2, skyrmions nucleate and remain stable in a lower field range of
+10 to -5 mT, notably including zero applied field. The skyrmion size in the -
50 to -80 mT range was about 160 nm and in the lower field, the defect stabilised
regime, the skyrmion size is about 180 nm and therefore appears unaﬀected by
the defects themselves. The structural study was also performed on this sample.
Plan-view images identified a minimal increase to the grain size compared to the
grain size distribution that is representative of this sample prior to defect formation.
Cross-sectional images show that the successful defects are associated with partial
intermixing of the layers. In the other sample only homochiral Néel walls were
observed prior to defect creation, and interestingly skyrmions were nucleated and
stabilised at the artificial defects, ion dose 5 × 1015 ions/cm2, and remain stable
over a field range of 10 mT.
The work in Chapter 6 is somewhat preliminary and there are many possible
avenues of future work. Firstly, it would be interesting to quantify the depinning
current required to move the skyrmions from the defect sites, and also to study
their stability when moved away from the defect (particularly in a sample that did
not previously support skyrmions on field-cycling alone). Secondly, the mechanism
of this skyrmion nucleation method is unknown. This could possibly be deter-
mined using carefully designed micromagnetic simulations that use information
determined from transport of ions in matter (TRIM) simulations [3, 4], correlated
with magnetometry measurements taken from irradiated samples. Furthermore, to
produce the smallest (most technologically relevant) skyrmions in interfacial DMI
systems, research focus is beginning to shift towards synthetic antiferromagnetic
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(SAF) systems [5]. In ferromagnetically coupled systems, the dipolar interactions
fundamentally limit the skyrmion size to ≈ 100 nm. In SAF systems the dipolar
interactions are reduced to essentially zero, therefore permitting smaller skyrmions.
It would be interesting to study this nucleation method in such a system, though
it is quite possible that the ion irradiation will destroy the RKKY coupling that
stabilises the antiferromagnetic textures.
Chapter 7 presented a diﬀerent flavour of study on interfacial DMI. Here the
influence of DMI on the vortex structure stabilised in 8 nm thick Py disks was
studied through micromagnetic simulations and Lorentz TEM measurements. Sim-
ulations indicated that DMI caused a chiral twisting of the magnetisation about
the vortex core. Furthermore, it was predicted that two measurable consequences
of this chiral twist are (i) to decrease the strength of external field required to push
a vortex core out of the disk, and (ii) to eﬀectively broaden the measured signal
variation associated with the vortex core in DPC images. Both of these eﬀects
were detected experimentally and, with comparison to simulation, are consistent
with a DMI strength in the system of about 1 mJm−2.
On a more general note, despite the recent advances in DPC imaging enabled
by pixelated detectors [6], the residual contrast from crystallites still prevents ap-
plication of quantitative DPC imaging to some of the multilayered samples studied
in this thesis (Chapters 4 and 5). Therefore it is proposed that the influence of the
crystallite contrast could still be reduced. To this end it is suggested that precession
electron diﬀraction (PED) systems could be utilised to reduce this contrast [7, 8].
In PED systems the beam is scanned over the sample and, at each scan position, is
precessed around the optic axis (precession angle is tens of mrad maximum). This
leads to slightly diﬀerent diﬀraction conditions being met as the beam precesses.
The Lorentz deflection will also vary, but only slightly (by ≈ 0.01Bst µrad with a
20 mrad precession angle), but this variation should be periodic and could be taken
into account in post-processing. Thus, in principle, the central undiﬀracted spot
should become more like a top-hat function as crystallite contrast is averaged out.
Consequently, the balance of the crystallite contrast to magnetic contrast (that
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at present limits the quality of DPC images of polycrystalline materials) could be
further shifted towards magnetic contrast.
216 BIBLIOGRAPHY
Bibliography
[1] W. Legrand, J. Y. Chauleau, D. Maccariello, N. Reyren, S. Collin, K. Bouzehouane,
N. Jaouen, V. Cros, and A. Fert, “Hybrid chiral domain walls and skyrmions in
magnetic multilayers,” Science Advances, vol. 4, no. 7, 2018.
[2] I. Lemesh and G. S. Beach, “Twisted domain walls and skyrmions in perpendicularly
magnetized multilayers,” Physical Review B, vol. 98, no. 10, pp. 1–8, 2018.
[3] J. Biersack and L. Haggmark, “A Monte Carlo computer program for the transport
of energetic ions in amorphous targets,” Nuclear Instruments and Methods, vol. 174,
pp. 257–269, 1980.
[4] W. Möller and W. Eckstein, “Tridyn A TRIM simulation code including dynamic
composition changes,” Nuclear Instruments and Methods in Physics Research Section
B: Beam Interactions with Materials and Atoms, vol. 2, pp. 814–818, 1984.
[5] W. Legrand, D. Maccariello, F. Ajejas, S. Collin, A. Vecchiola, K. Bouzehouane,
N. Reyren, V. Cros, and A. Fert, “Room-temperature stabilization of antiferromag-
netic skyrmions in synthetic antiferromagnets,” Nature Materials, pp. 1–23, 2019.
[6] M. Krajnak, D. McGrouther, D. Maneuski, V. O. Shea, and S. McVitie, “Pixelated
detectors and improved eﬃciency for magnetic imaging in STEM diﬀerential phase
contrast,” Ultramicroscopy, vol. 165, pp. 42–50, 2016.
[7] E. F. Rauch, J. Portillo, S. Nicolopoulos, D. Bultreys, S. Rouvimov, and P. Moeck,
“Automated nanocrystal orientation and phase mapping in the transmission electron
microscope on the basis of precession electron diﬀraction,” Zeitschrift für Kristallo-
graphie, vol. 225, pp. 103–109, 2010.
[8] G. Brunetti, D. Robert, P. Bayle-Guillemaud, J. L. Rouvière, E. F. Rauch, J. F.
Martin, J. F. Colin, F. Bertin, and C. Cayron, “Confirmation of the Domino-Cascade
Model by LiFePO/FePO4 Precession Electron Diﬀraction,” Chemistry of Materials,
vol. 23, pp. 4515–4524, 2011.
Appendices
217

A
Wall width measurement from Fresnel
images
This appendix pertains to the content of Chapter 4.
The wall width is ideally measured from DPC images. However, because this
sample is associated with only a small Lorentz deflection (0.6 nm of Co magnetised
out of plane gives rise to a deflection of ≈ 0.1 µrad at 25◦ tilt) no magnetic contrast
was detected in DPC mode, which is more sensitive to the eﬀects of crystallites
than Fresnel mode. Fresnel imaging is a defocused imaging technique therefore the
width of the intensity associated with a wall is wider than the wall itself. A simple
relationship exists [1] for divergent (dark) wall contrast where the measured signal
width, W , is linearly related to the true wall width δ through the defocus ∆:
W = m∆+ δ. (A.1)
Therefore, the wall width δ is the intercept of a graph of the width W plotted
against the defocus∆. Figure. A.1(a) shows the graph produced from data relating
to the Ta(4.6)/Pt(7.5)/Co(0.6)/Ir(0.5)/Pt(7.5) sample. The defocus values are
recorded as the objective mini-lens DAC values subtracted from the value at focus.
This gives a more direct measure of the defocus than the method outlined in section
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3.7.3 (which gives the defocus in distance) and is therefore more accurate for this
calculation. As defined in the literature [1], W is measured as the width of the wall
contrast at the intensity value midway between the background intensity and the
intensity at the centre of the wall, an example is shown in the inset in Fig. A.1(b).
The wall width δ was measured as 50± 20 nm. The large error bound arises from
significant uncertainty in the measurement of W ; as seen from Fig. A.1(b) there
is strong background fluctuations arising from the crystallites. Furthermore, the
original demonstration of this method used a maximal defocus value of 4 mm [1]
but, here, because of the small deflection, the defocus is an order of magnitude
larger. Simulations indicate that for the range defocus used in this experiment,
this method of measurement overestimates the width (by ≈10 nm for a 50 nm
wide wall). While being far from ideal this measurement does provide a useful
order of magnitude estimate of the wall width in the sample.
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Figure A.1: (a) Graph of the signal width W measured from divergent domain wall
contrast as a function of the imaging lens defocus. (b) Fresnel image of the domain wall
from which the measurements in (a) were taken from. The inset in (b) shows an intensity
line trace (taken through the region marked by the light blue line and averaged over 30
pixels) which is annotated with the signal width measurement W .
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B
Calculated Fresnel images representative
of experiment
This appendix pertains to the content of Chapter 4.
Fresnel images were calculated from modelled Néel walls of width 30, 50 and 70
nm and with a defocus of 10, 20 and 30 mm to explore the contrast asymmetry for
parameters close to the experimental values. In all cases the images were calculated
with a tilt of 25◦ about a ϕ = 45◦ axis. Figure B.1 compares the Fresnel contrast
calculated from diﬀerent wall widths δ with a fixed defocus ∆ of 20 mm. Figure
B.2 compares the Fresnel contrast calculated from a 50 nm wide wall with diﬀerent
defocus values. On each line trace in Figs.B.1 and B.2, a dashed line is drawn to
highlight the asymmetry of the contrast.
Figure B.1 shows almost no asymmetry for the narrowest walls, and a slight
asymmetry for the 50 and 70 nm wide walls for a defocus of 20 mm. Figure B.1
which compares the eﬀect of the defocus on a 50 nm wide wall shows a considerably
larger asymmetry for the smallest defocus value. These images are not intended to
represent experiment fully, for example the beam coherence is not controlled for and
the crystallite contrast is not included. They are simply intended to demonstrate
how sensitive magnitude of the asymmetry is to two critical parameters: wall width
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Figure B.1: Fresnel image contrast (normalised to the background contrast level)
calculated from an analytical model of a Néel wall at a defocus of 20 mm for wall width
of δ = 30, 50, 70 nm. The widest wall shows the largest asymmetry for this defocus value.
and defocus. Therefore for each sample, with a diﬀerent wall width, a wide range
of defocus values must be trialled.
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Figure B.2: Fresnel image contrast (normalised to the background contrast level)
calculated from an analytical model of a Néel wall with a wall width of δ = 30 nm
and a defocus of ∆ = 10, 20, 30 mm. The smallest defocus values shows the largest
asymmetry for this wall width.
