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DAMAGE INSPECTION OF ISOTROPIC/MULTI-LAYER PLATES 
BY TIME-FREQUENCY ANALYSIS OF LAMB WAVES 
Haoguang Deng 
Dr. P. Frank Pai, Thesis Supervisor 
ABSTRACT 
Wave-based technique is one major approach for damage inspection of structures. 
To detect a small damage, an elastic wave’s wavelength often needs to be as small as the 
damage size and hence the frequency needs to be high. Unfortunately, high-frequency 
wave dynamics always involves complicated wave reflection, refraction and diffraction, 
and it is difficult to separate them in order to have detailed examination and system 
identification. This research work investigates dynamic characteristics of Lamb waves in 
plates that can be used for material evaluation and damage inspection of thin-walled 
structures. A one-dimensional finite-element modeling and analysis technique is developed 
for computing dispersion curves and all symmetric and anti-symmetric modes of Lamb 
waves in isotropic and multi-layer plates. Moreover, a conjugate-pair decomposition (CPD) 
method is introduced for time-frequency analysis of propagating Lamb waves.  
Results show that, under a k-cycle sine-burst excitation at a plate’s edge, the time-
varying frequency of a surface point’s response can reveal the Lamb wave propagating 
inside the plate being a symmetric or anti-symmetric mode. The frequency of the measured 
wave packet increases from the wave front to the trailing edge if it is a symmetric mode, 
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and the frequency decreases from the wave front to the trailing edge if it is an anti-
symmetric mode. Moreover, interaction of two different waves results in a peak in the time-
frequency curve. These characteristics can be used for accurate wave separation and speed 
identification of different waves to enable fast and accurate material evaluation and damage 
inspection. Results from transient finite-element analysis of Lamb waves propagating in 
finite plates with crack/delamination show that k-cycle sine-burst probing waves are good 
agents for wave-based damage inspection of plates. Although crack and delamination 
introduce different waves into and complicate the probing wave packet, time-frequency 
analysis makes it possible to separate such damage-induced small waves from the probing 
wave and enables fast and accurate damage inspection of thin-walled structures. 
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Chapter 1. INTRODUCTION 
1.1 Background 
Modern structures are required to meet complexity and great performance demands 
which make design very challenging. Damages of critical components should be identified 
as early as possible to reduce the budget lost and improve the safety of the structures. A 
variety of damage inspection methods have been developed over the past few decades. 
Nondestructive testing (NDT) is a wide group of techniques used in science and industry 
to evaluate properties of materials, components or systems without causing any damage. 
NDT engineers and technicians inspect parts and materials without damaging them, and 
NDT provides a great balance between the cost-effectiveness and quality control. There 
are a number of NDT methods, including remote visual inspection, magnetic particle 
testing, radiography, penetrant testing, electromagnetic testing and ultrasonic testing [1]. 
Visual Inspection (VT) involves the use of inspector’s eyes or even special tools such as 
magnifying glasses to look for defects. Magnetic Particle Testing (MT) uses a magnetic 
field in a ferromagnetic material with iron particles to reveal flaw. Radiography Testing 
(RT) uses penetrating gamma or X-radiation to examine products. Penetrant Testing (PT) 
applies visible or fluorescent dye solution to the test objects and detect color or smell 
contrasts after removing dyes. Electromagnetic Testing (ET) uses the electrical currents 
generated by alternating magnetic field to detect damages. Ultrasonic Testing (UT) use 
transmission of high-frequency sound waves into a material to detect or locate damage in 
the test sample. Ultrasonic Testing is one of the most representative technique and is also 
used in this research work. 
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1.2 Introduction to Structural Health Monitoring (SHM) 
The process of implementing a damage detection strategy for aerospace, civil and 
mechanical engineering infrastructure is referred to as Structural Health Monitoring (SHM) 
[2]. Frequency ranges and dynamic properties are key factors when we consider dynamics-
based structural health monitoring (SHM) methods to inspect damages [3]. Higher 
frequencies lead to a more accurate damage inspection because high frequency results in 
small wavelength that needs to be shorter than defect’s characteristic length. Low-
frequency range vibration-based methods for damage inspection are often not sensitive to 
small defects due to its long wavelengths [4]. In the medium-frequency range, PZT patch 
is used in impedance methods. The electrical impedance of the PZT can be affected by 
existing damages. However, even though impedance methods are easy to use without using 
too many results and post-processing procedures, it is difficult to detect the location and 
degree of damages because the measured impedance changes are not related to physical 
parameters [5]. For vibration-based method in high-frequency range, there are ultrasonic 
methods based on wave propagation for a short duration in the megahertz range. Ultrasonic 
methods are great to detect small damages, as shown next. 
 
1.3 Introduction to Ultrasound 
Ultrasound is an oscillating sound pressure wave with a frequency above human’s 
audible zone (20 Hz to 20 kHz). Ultrasonic sound waves are also mechanical waves that 
transmit in a material medium such as solids, liquids and gases. Due to the distinct 
properties, ultrasonic sound waves are used in many different fields such as detecting 
objects, measuring distances and nondestructive testing. Ultrasonic imaging is used in the 
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fields of medicine. Ultrasound is also used in the nondestructive testing of structures to 
find invisible flaws. In the field of industry, ultrasounds are used for cleaning equipment. 
However, the most useful application of ultrasounds in mechanical engineering is the 
ultrasound inspection. There are several reasons why ultrasounds are widely used in 
damage inspection. First, ultrasounds have a greater penetration power than other kinds of 
waves due to their higher frequencies. Moreover, ultrasounds are sensitive for determining 
the elastic constants of materials. Furthermore, ultrasonic wave propagations are great to 
detect small damages like cracks due to its high accuracy in determining position, size and 
shape of the cracks. In addition, when we do the damage inspection through ultrasounds, 
all we need to study is the material’s surface motion. 
Wave-based damage inspection methods have been widely used in recent decades. 
Elastic waves are useful to detect small damage of thin-walled structures. There are two 
kinds of waves, bulk waves and guided waves. Bulk waves travel in the bulk of the material 
and will not be influenced by boundary conditions. Guided waves are governed by the same 
set of partial differential wave equations as bulk waves, but they are influenced by physical 
boundary conditions. Guided waves include Rayleigh, Lamb, and Stonely waves. Rayleigh 
waves are free waves on a semi-infinite solid. This kind of waves decay along depth and 
their traction force vanished on the boundary. Stonely waves are waves simply at the 
interface between two media. Lamb waves, discovered by Horace Lamb in 1917, are elastic 
perturbations propagating in a solid plate with free boundaries, and displacement occurs 
both in the direction of wave propagation and perpendicularly to the plane of plate. 
Comprehensive theory was established by Mindlin in 1950 [6] and experimental work was 
done by Schoch in 1952 [7]. Worlton used Lamb waves to detect damages in plates in 1961 
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[8]. Lamb waves have proven to be useful for structural health monitoring (SHM) and 
detecting damage in plate-like structures due to their sensitivity to small defects in the 
structure and due to their ability to propagate long distances with less energy lost compared 
with bulk waves [9]. One can evaluate parameters such as Poisson’s ratio, shear wave 
velocity and the thickness of a tested structure by matching theoretical Lamb wave 
dispersion curves with experimental ones. Hence, Lamb waves are widely used in 
ultrasonic nondestructive testing (NDT) including material characterization of viscoelastic 
plates [10], thickness measurements of thin films [11] and elastic plates [12], defect 
inspection [13], bonding inspection [14] and coating inspection [15]. However, due to the 
dispersive nature of a propagating multimode Lamb waves, it’s difficult to estimate the 
testing results. Thus it’s very important to identify different Lamb modes during the test.  
Moreover, though ultrasonic are more sensitive to small damage, they are easily influenced 
by wave reflection, refraction and diffraction. Thus scientists usually focus on the initial 
propagation response before they suffer the effects of reflection, refraction and diffraction.  
Because such initial propagation response is basically transient and always very short, 
time-frequency analysis is the only method to study ultrasound. 
Time-frequency analysis is widely used in SHM for both linear systems and 
nonlinear systems [16]. Most of parametric identification methods for linear time-varying 
systems that have been studied in last several years are inaccurate and difficult to compute 
due to sectional linearization theory [17]. Shi proposed a method to identify time-varying 
system parameters using the empirical mode decomposition (EMD) of Hilbert-Huang 
transform (HHT) [18]. However, when a signal has many close frequencies, it couldn’t be 
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decomposed by EMD. Moreover, the accuracy of HHT for time-frequency analysis is 
highly influenced by edge effect.  
 
1.4 Objectives 
This research work presents an advanced finite-element model for computing 
dispersion curves and symmetric and anti-symmetric modes of steady-state Lamb waves 
in both isotropic and multi-layer plates. It also presents finite-element transient analysis of 
Lamb waves propagating in both isotropic and multi-layer plates and damage inspection of 
both isotropic and multi-layer plates using time-frequency analysis. Different time-
frequency analysis methods are presented and compared, and a conjugate-pair 
decomposition (CPD) is proposed for advanced time-frequency analysis of propagating 
Lamb waves in cracked plates.  
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Chapter 2. ELASTIC WAVES 
2.1 General Description of Waves 
In physics, a wave is a disturbance or oscillation that travels through space and 
matter. A mechanical wave is a wave that propagates as an oscillation of the matter, and 
therefore transfers energy through a medium. A wave is completely described by four 
characteristics: amplitude A , wavelength , speed v and phase constant  . The amplitude 
is the maximum displacement of a wave. The wavelength is the distance between 
corresponding points where the wave repeats. The speed is the time rate of change of the 
position of a wave form, in meters/second. The phase constant shifts the wave in position 
and/or time. Several other important characteristics of a wave can be derived from the 
above basic properties, as shown next. Period ( /T v ) is the time taken to produce one 
wavelength, or for one wavelength to pass by a fixed point in space. Frequency ( 1/f T ) 
is the number of waves each second, or that pass fixed point in space, in waves/sec or Hertz 
(Hz). Since waves are usually periodic, one can also associate their frequency to angular 
rotations, with the wave repeating every 360 degrees ( 2 radians). The number of radians 
per second that the wave is moving/rotating is the angular frequency ( 2 2 /f T    ). 
Wavenumber is the spatial frequency of a wave, either in cycles per unit distance or radians 
per unit distance. 
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2.2 Different Types of Waves 
There are four basic types of wave motion for mechanical waves: longitudinal 
waves, transverse waves, Rayleigh waves and Lamb waves. Each type of wave is 
characterized by its propagation direction, velocity and transmitted energy. 
2.2.1 Longitudinal Waves 
Longitudinal waves, also known as “P-waves”, are waves in which the 
displacement of the medium is parallel to the propagation direction. Longitudinal waves 
include sound waves and seismic P-waves. They can be transmitted through solids, liquids 
and gases. 
2.2.2 Transverse Waves 
Transverse waves, also known as “S-waves”, are waves that consist of oscillations 
occurring perpendicular to the propagation direction. However, the transverse waves can 
only propagate in solids because molecules of gases and liquids offer little resistance to the 
transverse slide so that there is no elastic ties.  Light consists of electromagnetic waves, 
which are transverse waves. 
2.2.3 Rayleigh Waves 
Rayleigh waves are a type of surface waves that travel on the surface of solids. The 
corresponding oscillations of particles are elliptical so that velocities of Rayleigh waves 
are smaller than those of longitudinal and transverse waves. 
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2.2.4 Lamb Waves 
Lamb waves are guided waves that propagate in solid plates with free top and 
bottom surface and width and length being much bigger than thickness. Displacements of 
Lamb waves occur both wave propagation direction and the plate’s normal direction. 
In order to fully understand dynamics-based method for damage inspection and 
structural health monitoring, we need to have a better understanding of Lamb wave 
propagation. Next, we give a brief introduction to a displacement potential method for 
analysis of Lamb waves in plate. 
 
2.3 Analytical Lamb Waves of Isotropic Plates 
Lamb derived the dispersion equation which can deal with propagations of 
longitudinal waves, bending waves and Rayleigh waves in 1917 [19]. Dispersion curves 
can be calculated based on the dispersion equation. 
For plane-strain problems, the governing equations are  
2 2 2
2 2 2 2
1 3
1  
 
  Lx x C t
  
  for longitudinal waves                                          (2.1) 
 
2 2 2
2 2 2 2
1 3
1  
 
  Tx x C t
  
 for shear waves                                                    (2.2) 
Where  and   are scalar and vector potentials, LC is the longitudinal wave velocity and 
TC is the shear wave velocity. 
The displacements and stresses can be expressed as: 
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1 3 3 1
, 0,u v w
x x x x
      
    
   
                                                        (2.3) 
2 2 2
31 2 2
1 3 1 3 1 3
2w u
x x x x x x
  
  
       
       
        
                                      (2.4) 
2 2 2 2
33 2 2 2
1 3 3 1 3 3 1 3
2 2
u w w
x x x x x x x x
   
    
           
           
           
         (2.5) 
where  and   are Lame constants. 
Next we assume the solution of Eqs. (2.1) and (2.2) to be: 
1[ ( )]
3( )
j kx tx e                                                                   (2.6) 
                      1[ ( )]3( )
j kx t
x e
                                                                 (2.7) 
where 1j   , k  is the wavenumber,  is the circular frequency,  represents the 
traveling wave along the 1x direction, and represents the standing waves along the 3x
direction. Substituting Eqs. (2.6) and (2.7) into Eqs. (2.1) and (2.2) yields  
3 1 3 2 3( ) sin( ) cos( )x A px A px                                                                               (2.8) 
3 1 3 2 3( ) sin( ) cos( )x B qx B qx                                                                                (2.9) 
2 2
2 2 2 2
2 2
(1 )
 
(1 )(1 2 )
L T
L T
E G
p k q k C C
C C
  
   

     
 
， ， ，            (2.10) 
where   is Poisson’s ratio, E  is Young’s modulus and G is the shear modulus. 
Substituting Eqs. (2.8), (2.9) and (2.10) back into Eqs. (2.3), (2.4) and (2.5) yields the exact 
solutions of displacements and stresses as: 
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3
d
u jk
dx
 
  
 
                                                                          (2.11) 
3
d
w jk
dx
 
   
 
                                                                         (2.12) 
2 2
2
33 2 2
3 3 3
( ) 2 ( )
d d d
k jk
dx dx dx
  
   
     
 
                              (2.13) 
2
2
31 2
3 3
(2 )
d d
jk k
dx dx
 
 
                                                      (2.14) 
Because both  and  consist of sine and cosine functions of 1x and 3x , we can simply 
decompose them into symmetric and anti-symmetric modes as 
Symmetric modes: 
2 3
1 3
2 3 1 3
2 3 1 3
2 2
31 2 3 1 3
2 2 2
33 2 3 2 3 1 3
cos( ),
sin( ),
cos( ) cos( ),
sin( ) sin( ),
[ 2 sin( ) ( ) sin( )],
( ) cos( ) 2 [ cos( ) cos( )].
A px
B qx
u jkA px qB qx
w pA px jkB qx
jkpA px k q B qx
k p A px p A px jkqB qx
 
  
 
 
 
  
   
    
                          (2.15) 
Anti-symmetric modes:  
1 3
2 3
1 3 2 3
1 3 2 3
2 2
31 1 3 2 3
2 2 2
33 1 3 1 3 2 3
sin( ),
cos( ),
sin( ) sin( ),
cos( ) cos( ),
[2 cos( ) ( ) cos( )],
( ) sin( ) 2 [ sin( ) sin( )].
A px
B qx
u jkA px qB qx
w pA px jkB qx
jkpA px k q B qx
k p A px p A px jkqB qx
 
  
 
 
 
 
  
    
                            (2.16) 
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For a symmetric mode, u  is a symmetric function of the thickness coordinate 3x and w is 
an anti-symmetric function of 3x . For an anti-symmetric mode, similarly, u  is an anti-
symmetric function of 3x and w is a symmetric function of 3x . 
Next we consider solving the four unknown constants 1 2 1 2, , &A A B B  by applying 
boundary conditions: 
                              31 33 30 at x h                                                     (2.17) 
Eqs. (2.15) and (2.16) can be written as: 
2 2
2
2 2 2
1
02 sin( ) ( )sin( )
0[ ( ) 2 ]cos( ) 2 cos( )
Ajkp ph k q qh
Bk p p ph j kq qh  
      
     
       
                   (2.18)
   
     
2 2
1
2 2 2
2
02 cos( ) ( )cos( )
0[ ( ) 2 ]sin( ) 2 sin( )
Aj kp ph k q qh
Bk p p ph j kq qh

  
     
     
       
                   (2.19)
    
Each of Eqs. (2.18) and (2.19) contains two unknowns, 2 1&A B  for a symmetric mode and 
1 2&A B  for an anti-symmetric mode. Nontrivial solutions exist only if their determinants 
are equal to zero. From Eq. (2.18) we have 
2 2
2 2 2
( )sin( ) 2 cos( )
2 sin( ) ( 2 )cos( )
k q qh j kq qh
jkp ph k p p ph

  
 

 
                                        (2.20) 
2
2 2 2 2 2
tan( ) 4
tan( ) ( 2 )( )
qh k qp
ph k p p k q

  

  
                                                     (2.21) 
Substituting 2 2 LC p   and Eq. (2.10) into Eq. (2.21), we have 
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2
2 2 2
tan( ) 4
tan( ) ( )
qh k pq
ph q k
 

 for a symmetric mode                                             (2.22) 
Using the same method, we can get  
2 2 2
2
tan( ) ( )
tan( ) 4
qh q k
ph k pq

   for an anti-symmetric mode                                    (2.23) 
Eqs. (2.22) and (2.23) are known as Rayleigh-Lamb frequency relations, where p and  q   
are defined in Eq. (2.10). 
The wavenumber k is numerically equal to / pC , where ( / 2 )pC    is the phase 
velocity and   is the circular frequency. LC is the longitudinal wave velocity, TC is the 
shear wave velocity, and / 2h d , where d  is the thickness of plate. Lamb waves exhibit 
velocity dispersion; that is, the propagation speed pC of a Lamb wave depends on its 
frequency f . Although Eqs. (2.22) and (2.23) were derived decades ago and look simple, 
calculation of the roots for dispersion curves can be challenging. The dispersion relation 
functions are transcendental functions and could not be calculated straightforwardly if a 
specific frequency value is given. A numerical root searching technique (e.g., Newton-
Raphson method) can be used to solve Eqs. (2.22) and (2.23) for the right wavenumbers 
corresponding to a specific frequency, as shown next.  
Eqs. (2.22) and (2.23) show the relation between the frequency  and the 
wavenumber k . There are infinite wavenumbers for a given frequency, including some 
finite real numbers, some finite purely imaginary numbers, and infinite complex 
wavenumbers. For a complex wavenumber k , the corresponding wave amplitude either 
increases or decreases exponentially with distance. Exponentially growing waves are 
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impossible, and exponentially decaying waves are non-propagating waves. Thus, we only 
concern the waves propagating without damping, that is, k  is a real number. It is therefore 
useful to rewrite Eqs. (2.22) and (2.23) so that k  has only real or imaginary part, i.e...  
2
2 2 2
tan( ) 4 tan( )
0
( )
qh k p ph
q q k
 

for symmetric modes                          (2.24)
2 2 2
2
( ) tan( )
tan( ) 0
4
q k ph
q qh
k p

   for anti-symmetric modes        (2.25) 
These equations are easy to solve by following the below procedure: 
1) With a chosen value for 0( )h , make an initial estimation of the phase velocity
0( )pC . 
2) Determine the sign of the left-hand sides of Eq. (2.24) for a symmetric mode (or 
Eq. (2.25) for anti-symmetric mode). 
3) Choose another phase velocity 1 0( ) ( )p p pC C C  with 0 pC and reevaluate the 
sign of the left-hand side of Eq. (2.24). 
4) Repeat steps 2) and 3) until the left-hand side of Eq. (2.24) changes sign when
1( ) ( )  p n p p nC C C . Because of function continuity, a root must exist in the 
interval. 
5) Use the Newton-Raphson algorithm to locate that root. 
6) Continue searching other roots based on step 1) through 5) at the same h value. 
7) Choose another 1 0( ) ( ) ( ) h h h    and repeat steps 1) through 6). 
14 
 
Figure. 2-1 shows the dispersion curves in term of fd and the phase velocity of a 
free isotropic plate, and Figure. 2-2 shows its dispersion curves in term of fd and the group 
velocity, which is defined as 
 
1
2 ( )
( )
p
g p p
dC
C C C fd
d fd

 
  
 
                                                                (2.26) 
 
Figure. 2-1 Dispersion curves of Lamb waves in an isotropic plate with
32780 /kg m  , 
72.4E Gpa and 0.33   using the numerical method. 
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Figure. 2-2 Dispersion curves of group velocities of Lamb waves in an isotropic plate with
32780 /kg m  , 72.4E Gpa and 0.33   using the numerical method. 
The Rayleigh surface wave velocity RC  and the transverse (shear) wave velocity 
TC  are shown in Figure. 2-1. Note that 0 0 and A S  modes converge to RC  while the other 
modes converge to TC . We can see that zeroth-order modes (i.e., 0 0 and A S ) exist at all 
frequencies while each higher-order mode exists only when the frequency is higher than 
its corresponding cut-off frequency. 0 0 and A S modes carry more energy than the higher-
order modes in most practical situations, and hence they govern the wave propagation 
velocity and the nature of vibration.  
             However, this numerical method is only valid for isotropic plates. Unfortunately, 
many real-world structures are of different materials and/or layers and thus advanced 
methods are need to be developed in order to study multi-layer plates. Next we present a 
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one-dimensional finite-element modeling and analysis method which can easily and 
accurately provide wave analysis not only for isotropic plates, but also for multi-layer ones. 
 
2.4 One-Dimensional Finite-Element Analysis of General Plates 
            Essentially the wave propagation in a plate is a three-dimensional (3D) problem. 
But due to the thin thickness of the plate, it can be simplified into a 2D problem because 
the dynamic effect of wave propagation along the thickness direction is negligible. If the 
plate’s dimension along the y direction is large and the wave propagation is along the x  
direction, it can further be assumed to be undergoing plane-strain deformation on the xz  
plane.  
             For one-dimensional finite-element modeling, we consider a material filament and 
use the following extended Hamilton principle for formulation: 
           
2
1
0
t
nc
t
T W dt                                                       (2.27)
 
where T is the kinetic energy of a filament with a unit length along y  axis,  is the elastic 
energy per unit length and ncW is the non-conservative work per unit length. The 
displacement for an arbitrary point on the filament is assumed to be: 
       ( )1 3 ( )
j kx t
x z x zu u ui w e
    D i i i i                                  (2.28) 
where k is the wavenumber and  is the circular vibration frequency. In other words,  
( )
1
( )
3
( , , ) ( ) e
( , , ) ( )e
j kx t
j kx t
u x z t u z j
u x z t w z




 

                                                  (2.29) 
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Here we notice ( /2)1 ( )e
j kx tu u z    , which means that there is a phase delay of 90 between 
1 3 and u u   
Based on the extended Hamilton principle, the variation of kinetic energy per 
wavelength is equal to the virtual work done by inertial force u : 
1 1 3 3
0
2
1 1 3 3
2
2 ( ) ( ) ( )
1
( )
    ( )
     = { } [ ] [ ]{ }
    { } [ ]{ }    
e
h
h
h
h
h
T T
h
n i T i i
i
T u u u u dzdx
u u u u dz
N N dz
M

   
   
  
 




  
 
 
  
 



                                         (2.30)
 
where u is the complex conjugate of u , and ( ) [ ] [ ] [ ]
i
i T
e
M N N dz  is the elemental mass 
matrix.  
Strains can be obtained from linear strain-displacement relations as: 
( )1
11
( )3
33
( )31
13 ( )
j kx t
j kx t
z
j kx t
z
u
kue
x
u
w e
z
uu
kw u je
z x










 


 


   
 
                                          (2.31) 
The material stiffness matrix for a plane-strain problem is 
 [ ]
(1 )(1- 2 )
1 0
1 0
1 2
0 0
2
E
Q
 
 
 



 
 
 
 
 
 
 
                                       (2.32) 
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Based on the relation     Q  , we derive the variation of elastic energy per 
wavelength as: 
0
0
2
{ } [ ]
     { } [ ]{ }
( ) ( )
(1 )(1 2 ) 2(1 )
      
(1 )
(1 )(1 2 ) 2(1 ) (1 )(1 2 ) 2(1 )
h
T
h
h
T
h
z z z z
h
h
z z z z
dzdx
Q dzdx
E E
k w u u w u w w u
dz
E E E E
w w u u k u u w w


  
 

   
  

 
   
     



 

  
    
    
  
     
        
 
 
    
 
                                                                                                                                                                  (2.33)      
Here we denote  1 1 2 2
1 1 2 2
[ ] i
N u N uu
N
N w N ww
  
     
   
                                                       (2.34) 
   
1 2
1 2
1 2
( )
1 1 2 2
( )
1
( )
2
0 0
[ ] , 1 ,
0 0
, , ,
0
2(1 )
[ ] [ ] [ ]
(1 )
0
(1 )(1 2 )
0 0
(1 )(1 2 ) 2(1 )
[ ] [ ] [ ] [ ]
0 0
2(1 ) (1 )(1 2 )
i
i i
Ti
i T
z z
e
i T T
z z
N N x x
N N N
N N e e
u w u w
E
H N N dz
E
E E
H N N N
E E


 

  

  
 
    
 
 
 
 
 
 
   
  
    
   
  
     

( )
3
[ ]
0
(1 )(1 2 )
[ ] [ ] [ ]
0
2(1 )
i
i
e
i T
e
N dz
E
H N N dz
E

 

 
 
 
 
  
 
 
  
 
 
  


(2.35) 
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where k is the wavenumber,  is the wave length, ie  is the elemental length, and i  is 
the elemental displacement vector. In this case, Eq. (2.33) can be simplified as 
  ( ) 2 ( ) ( ) ( ) ( )3 2 1
1
{ } [ ] [ ]+[ ] { }
en
i T i i i i
i
k H k H H  

                                 (2.36) 
Here we notice that the wavenumber k is treated as a real number, which means that the 
propagation wave we analyze is non-decaying. Based on this point, since there is no energy 
lost, the non-conservative work done by inertial force is zero during the procedure, that is: 
        0ncW                                                              (2.37) 
Put Eqs. (2.30), (2.36) and (2.37) into Eq. (2.27), we have: 
 2 23 2 1[ ] [ ]+[ ] [ ] { } 0k H k H H M                                       (2.38) 
Here, [ ],[ ] and [ ] H M  are all global matrices instead of elemental matrices. This is an 
eigenvalue problem. We rewrite Eq. (2.38) as 
      2 23 2 1[ ] [ ] { } [ ] [ ] { }k H k H M H                                       (2.39) 
Defining
1
2
1[ ] [ ] [ ] [ ]i iH M H H

     and multiply
1
2
1[ ]-[ ]M H

   on both sides yields, 
               3 2
1
[ ]{ } [ ]{ } { }
[0]{ } [ ]{ } { }
k H H
k
I

    

     
                                           (2.40) 
This equation set can be written in matrix form as 
3 2
2 2
{ } { } { }1
{ } { } { }[0] [ ]
k kH H
k k kkI
         
       
        
                                     (2.41) 
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In an alternative form, we have  
                      3 2
2
{ }1
{ } { }   { }
{ }[0] [ ]
kH H
kkI
   
       
  
，                                         (2.42) 
Thus 1/ k and { } are the eigenvalues and eigenvectors of Eq. (2.41). By solving this 
eigenvalue problem we will get the wavenumber k  as well as the global displacement 
vector { } corresponding to given a vibration frequency . 
When a multi-layer plate is considered, all we need to do is to use different material 
properties (i.e., density  , Young’s modulus E , and Poisson’s ratio ) for different layers. 
This finite-element method provides accurate result for both isotropic and multi-layer 
plates as shown in Chapter 5. 
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Chapter 3. TIME-FREQUENCY ANALYSIS 
3.1 Introduction 
When a system is damaged, nonlinearity and intermittent response exist in its 
vibrations and harmonic excitation may lead to distorted harmonic response. Hence, the 
nonlinearity and intermittent responses can reveal the details of damage. However, a 
general dynamic response usually contains multiple modal vibrations. Hence, how to 
separate these modes and how to track the time-varying amplitude and instantaneous 
frequency (IF) of each separate mode is another difficulty. Hilbert transform (HT) is widely 
used for time-frequency analysis of dynamic response because it allows the calculation of 
IF and amplitude which leads to a substantial increase of the time-domain resolution for 
pinpointing damage time instants.  HT can not only provide the conjugate part of the 
processed signal but also the conjugate part of a structure’s deflection shape, which can be 
used to analyze wavenumber and amplitude and hence substantially increase the space-
domain resolution for pinpointing damage locations [20]. 
Since time-frequency analysis is always based on Fourier transform, we introduce 
Fourier transform first and then present the Hilbert transform using both time-domain and 
frequency-domain approaches. In the end, a more accurate and efficient method, conjugate-
pair decomposition (CPD) method for time-frequency analysis is presented and 
performances of short-time Fourier transform, Hilbert-Huang transform (HHT), and CPD 
are compared. 
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3.2 Discrete Fourier Transform 
The discrete Fourier transform (DFT) converts a finite series of equally spaced 
samples of a function into a frequency-ordered finite combination of complex sinusoids 
with a list of coefficients. After transforming, the original domain of the function has been 
converted to the frequency domain. If ( )u t  is sampled at ( 1) / , 1,2, ,nt n T N n N   , 
where N is the total number of samples and T is the sampling duration. ( )u t is decomposed 
using the discrete Fourier transform (DFT) as 
/20
1
1 1
( ) ( cos sin )
2
2 2
cos , sin
N
i i i ii
N N
i n i n i n i nn n
a
u t a t b t
a u t b u t
N N
 
 

 
  
 

 
                               
(3.1) 
( )u t can also be rewritten as  
 
/20
1 1
2
( ) Real( ),   2( )
2
i i n
N Nj t j t
i i i i ni n
a
u t U e U a jb u e
N
 
 
             (3.2) 
where 2 /i i T   is the thi  regular harmonic’s constant frequency and
2 2
i i iA a b   is 
the thi  regular harmonic’s constant amplitude. In DFT, 0Nu u  and 1 1Nu u  are assumed. 
However, 0u and Nu  can be different due to sampling and/or transient effects. In this case, 
the discontinuity will make 1  not a real component and many high-frequency harmonics 
exist, which will cause the edge effect in the time domain and the leakage problem in the 
frequency domain. This problem can be reduced by letting the sampled signal duration T  
cover at least three cycles of the lowest-frequency component to be extracted. Moreover, 
Nyquist-Shannon sampling theorem requires at least two samples per period of the 
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component to be extracted so that one can capture the component’s frequency. Based on 
these two requirements, more than 6 samples covering three cycles are necessary in order 
to extract accurate frequency. Besides, Eq. (3.1) shows that ( )u t  is assumed to be T  
periodic and hence T needs to cover at least one fundamental period of the signal so that it 
can identify the signal’s lowest frequency component from the spectrum.  
 
3.3 Hilbert Transform 
In signal processing, the Hilbert transform is a linear operator that transfers function 
to a new function in the same time domain but with phase delay by / 2 . The Hilbert 
transform was first introduced by David Hilbert. It’s a basic tool in Fourier analysis and 
provides a concrete mean for realizing the harmonic conjugate of the Fourier series. The 
Hilbert transform of the processed signal ( )u t is defined as 
0
0
1 ( ) 1 ( ) ( )
( ) . .
( ) ( ) ( )
u u u
v t p v d d d
t t t
  
  
    


 
 
 
   
   
  
              
(3.3) 
where . .p v  represents the Cauchy principal value. Several methods can be used to compute 
Hilbert transform, including the time-domain method, the frequency-domain method, etc. 
Because ( )u  is only obtained at i t , the integration around t  is questionable so that the 
time-domain method is not accurate. Instead of using direct numerical integration, the 
frequency-domain approach is based on the fast discrete Fourier transform and thus is faster 
and more accurate than the time-domain approach. Next we introduce both the time- and 
frequency-domain approaches and show that the frequency-domain method is the most 
accurate and efficient method. 
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3.3.1 Time-Domain Approach 
The signal is assumed to be periodic with a period T N t  . By using the forward 
and backward finite difference formulas for the linear signal before and after t , we obtain 
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      (3.4) 
Because ( )u  is only sampled at time instants with an interval of t , the domain of 
sampled points are not continuous so that the accuracy of integration around t   cannot 
be guaranteed. Thus the direct time-domain method is not very accurate. 
3.3.2 Frequency-Domain Approach 
Eq. (3.3) shows that 
1 1 1 1 1
( ) ( ) ( ) ( )v t u d u t u t
t t t
 
   


    

                            (3.5) 
where   denotes the convolution of two functions. Since
1
sign( )FT j
t


 
   
 
 [21], we 
have 
    
1
( ) ( ) sign( )V FT v FT FT u j U
t


 
       
 
                   (3.6) 
Replacing iU  in Eq. (3.2) with iV , we have 
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It shows that Hilbert transform shifts the phase of each harmonic by / 2 , as mentioned 
before. 
3.3.3 Time-Frequency Analysis Based on Hilbert Transform 
Given ( )u t  and ( )v t , a complex analytical signal ( )z t can be defined as  
          0 2
1
( ) ( ) ( ) ( )
2
i
N
j tj
ii
a
z t u t jv t A t e U e


                                        (3.8) 
where the instantaneous amplitude ( )A t can be obtained as 
2 2( ) ( ) ( )A t u t v t                                                                (3.9) 
The phase angle ( )t is given as 
1 ( )( ) tan
( )
v t
t
u t
                                                                    (3.10) 
The instantaneous velocity can be computed using the spectral coefficients ia and ib of ( )u t
as: 
   /2 /21 1i i
N Nj t j tj
i i ii i
d d
u jv Ae U e j U e
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  
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The instantaneous frequency (IF) ( )t can be obtained as the time derivative of the phase 
angle as:  
    
2
( ) ( )
d uv uv
t t
dt A
 

                                              (3.12) 
We note that the discrete Fourier transform is used in this time-frequency domain method 
so that a long sample is required when we want to estimate IF. Besides, the signal should 
not be a heavily distorted harmonic. As mentioned before, DFT suffers from the edge effect, 
which makes this time-frequency analysis inaccurate at both ends. Instead of using a long 
data length to estimate IF, Hilbert-Huang transform uses the empirical mode 
decomposition (EMD) to decompose a signal into several intrinsic mode functions (IMFs) 
without using any pre-determined basis functions and accurately compute the IF of each 
IMF using the Hilbert transform, as shown next. 
 
3.4 Hilbert-Huang Transform 
Hilbert-Huang transform (HHT) uses the empirical mode decomposition (EMD) 
and Hilbert transform (HT) for time-frequency analysis. EMD is a method that can 
decompose complicated data into finite and often small number of components called 
intrinsic mode functions (IMFs). An IMF is defined as a function that satisfies the 
following requirements: a) in the whole data set, the number of extrema and the number of 
zero-crossings should either be equal or be different at most by one, and b) at any point, 
the mean value of the envelop defined by the local maxima and the envelop defined by the 
local minima should be zero. 
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The first step of HHT is to use EMD to decompose a signal ( )u t into n  IMFs plus 
a residual nr as  
1
( ) ( ) ( )
n
i n
i
u t I t r t

                                                     (3.13) 
All local maxima in the test data should be defined at first. Then we use cubic spline lines 
to connect all the local maxima as the upper envelop and connect all the local minima as 
the lower envelop. The upper and lower envelopes should cover all the data between them. 
Subtract the mean of the two envelopes and we get the first extracted IMF. Repeat this step 
for k times until the left signal has a pair of symmetric envelopes. Then we define 1I  as 
           1 11 12 1... kI u m m m                                            (3.14) 
Next we define a sum of difference 
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                                      (3.15) 
where N is the total number of data points and 1kI denotes 1I after k iterations. This sifting 
process should stop when kS  is smaller than a pre-given value (e.g., kS =0.001). We can 
also limit the maximum number of iterations to end the process. Once we get 1I , we 
separate 1I  from the rest of data and get the residual 1 1( )r u t I  . Treat 1r  as a new data 
and repeat the step shown in Eq. (3.14) to obtain other iI as 
1 1 1 1 1, ( )i i i ik i iI r m m r u t I I                                   (3.16) 
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The sifting process can be stopped when the residual 1( )n n nr r I  becomes a monotonic 
function from which no more IMFs can be extracted. Finally we get a decomposition of 
data into n intrinsic mode functions with the form in Eq. (3.13). 
The second step of HHT is to perform Hilbert transform. After performing the 
Hilbert transform of each IMF component, the original data can be expressed as  
     
2 (2
1
( ) Real ( ) i
n j t
i i ni
u t I HT I e r
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
   ）                                (3.17) 
where 1
( )
tan ii
i
HT I
I
 
 
  
 
. 
By comparison, we can clearly see that HHT is a time-varying signal decomposition 
method which only use distorted harmonics to decompose a complex signal into just a few 
IMFs.  
However, HHT seriously suffers from the edge effect, and it’s necessary to use a 
long data length in order to obtain accurate instantaneous frequencies. Hence, other 
techniques are needed in order to avoid the edge effect. The conjugate-pair decomposition 
(CPD) method can obtain accurate IF without suffering from the edge effect due to its use 
of only a few time-domain data points, as shown next. 
 
3.5 Conjugate-Pair Decomposition (CPD) 
The discontinuous velocity or acceleration of a measured point can clearly indicate 
discontinuous loading due to contacting of damaged surfaces or discontinuous external 
loads. Here we propose a conjugate-pair decomposition method to extract discontinuous 
dynamic response. We assume the form of a signal ( )u t with a moving average 0B is like: 
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     0 1 1( ) cos sinu t B B t C t                                         (3.18) 
where nt  is the current time, nt t t   is a shifted time, and  is the frequency estimated at 
the previous time step
1nt  . 0B represents the moving average of the transient dynamic 
response, 1B  is to capture the solution without moving average, and 1C is the Hilbert 
transform of 1B . The three unknowns 0 1 1, &B B C can be determined by minimizing the 
following least-square curve-fitting errors 
      20 1 1 ˆ( cos sin )
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s B B t C t u 
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                            (3.19) 
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                                                      (3.20) 
where ˆiu is the experimental value of ( )iu t , and 1n  is the number of data points from each 
side of the point under evaluation. We can use the Teager-Kaiser algorithm (TKA) to guess 
initial value of  or use the frequency spectrum of a small beginning section of the time 
trace. After we get 1B  and 1C from the sliding-window curve fitting, we can update the 
instantaneous frequency   of the current point (which can also be used as the initial guess 
value for the next point) by using finite difference method as follows: 
1 1
1
= tan
Cd
dt B
 
 
 
 
                                                          (3.21) 
One can reduce the influence of noise as well as improve the accuracy of  by 
running several iterations. CPD can track the instantaneous frequency of an arbitrary signal 
by processing three or more most recent data to estimate its instantaneous frequency and 
amplitude. 
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Because CPD uses only a few data points for local least-squares curve-fitting, the 
estimation is not very accurate, especially when more unknowns are used. Hence it’s very 
important to extract accurate 1B  and its Hilbert transform 1C . 
If the signal contains p components, the signal can be assumed to have the 
following form: 
0
1
( ) [ cos( ) sin( )]
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i i i i
i
u t B B t C t 
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                               (3.22) 
     cos( ), sin( )i i i n i i i i n iB A t C A t                                (3.23) 
where i are frequencies estimated at the previous time step 1nt  . The unknown data 
0 ,  and i iB B C for the current time step 0t  can be determined by minimizing the following 
least-square fitting error 
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where m  is the total number of data which is supposed to be an odd number larger than 
1 2 p . ( )n kU t  is the actual ( )u t at nt t k t    and ( )u t  is in the form shown in Eq. (3.22) 
when t k t  . 
After we obtain  and Ci iB , we can compute the values of instantaneous amplitudes
iA , phase angles i n it  , and frequencies i  using: 
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In order to initiate this frequency tracking process starting from 1 2t p  , the four-point 
Teager-Kaiser algorithm (TKA) can be used [22]. We can also use the frequency spectrum 
of a small section of the beginning time trace.  
Frequency tracking is, how to estimate the instantaneous frequency and amplitude, 
which is always challenging. Because HHT requires a certain data length and uses Hilbert 
transform, it cannot be used to track frequency since a short data length could not have 
enough maxima and minima points for HHT to have accurate time-frequency analysis. 
TKA is the only method that can perform frequency tracking by using only four data points 
without any other treatment. Because TKA uses finite difference, its accuracy is easily 
influenced by noise. On the other hand, because CPD uses a constant and one pair of 
adaptive harmonics to fit three or more data points to estimate the instantaneous frequency 
and amplitude, the inaccuracy due to moving average is remarkably reduced. However, 
because CPD requires the m local data points to cover at least 1/4 period of the signal, it’s 
better for a high-frequency signals to be sampled at low frequencies or down sampling is 
needed. If the signal has several distorted harmonics, it’s better to use EMD to decompose 
the signal into IMFs and then use CPD to perform time-frequency analysis on each IMF. 
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Chapter 4. FINITE-ELEMENT MODELING AND ANALYSIS 
OF LAMB WAVE PROPAGATION IN PLATES 
4.1 Finite-Element Modeling 
To demonstrate the propagation and reflection of Lamb waves generated in an 
isotropic plate, a free-clamped plate is considered, as shown in Figure. 4-1. The right side 
of the plate is fixed while the left side is free.  MATLAB is used to create the model as 
well as analyze the structure. The plate’s xz cross-section is discretized using 1200 6
two-dimensional four-node rectangular plane-strain elements with 2 degrees of freedom at 
each node [23], as shown in Figure. 4-2. The properties of the aluminum plate are: density
32780 /kg m  , Young’s modulus 72.4E Gpa  and Poisson’s ratio 0.33  . The 
dimensions of the aluminum plate are: length 0.6l m and thickness 2 4d h mm  . 
Moreover, to demonstrate the propagation of Lamb waves in a multi-layer plate, the two-
layer plate shown in Figure. 4-3 is considered. Same as the first isotropic plate, the cross-
section of the two-layer plate is also discretized using 1200 6 two-dimensional four-node 
rectangular plain-strain elements with 2 degrees of freedom at each node. Both layers have 
the same density  of 32780 /kg m and Poisson’s ratio   of 0.33. However, the Young’s 
modulus is 1 72.4E Gpa for the lower layer material while 2 1 / 3 24.13E E Gpa  for the 
upper layer material. 
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Figure. 4-1 A l a d   free-clamped plate. 
 
Figure. 4-2 The plate’s xz  cross-section with a coordinate system xyz . 
 
Figure. 4-3 A two-layer plate’s xz  cross-section with 1200 6 finite elements. 
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4.2 Modeling of Crack 
A number of approaches for modeling of cracks in structures have been reported in 
the past several decades [24]. Several methods can be used to simulate cracks such as 
reducing local stiffness and dispersing spring model. In finite-element analysis, the whole 
domain is subdivided into simpler parts so that it can capture local effects more accurately. 
In this thesis we simulate influences of cracks on Lamb wave propagation by reassigning 
node numbers based on the theory of finite-element modeling, as shown next. 
Figure. 4-4 shows a vertical crack with a depth of / 3h at ( , ) ( / 4,2 / 3)x z l h . The 
original element numbers and node numbers are shown in Figure. 4-5. We note that each 
two adjacent elements share two same nodes. For example, elements #6300 and #6301 
share nodes #7507 and #6306. Since a crack causes displacement discontinuity in a body, 
an open crack can be simulated by using two different node numbers for a node and assign 
one node number to the left element and one to the right element. For example, one 
additional node #8408 is added in Figure. 4-6 (need two nodes if it is a 2 / 3h crack) and 
nodes #8408 and #7507 share the same location but node #7507 is assigned to element 
#6300 and node #8408 is assigned to element #6301. Then, nodes #7507 and #8408 can 
move independently to mimic the dynamic deformation of an open crack. Because the 
crack length is / 3h , node #6306 is still shared by elements #5100 and #5101.  
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Figure. 4-4 A vertical crack with a depth of / 3h at ( , ) ( / 4,2 / 3)x z l h . 
 
Figure. 4-5 a) The local node numbering for an element, and b) element and node numbers 
around the crack at ( , ) ( / 4,2 / 3)x z l h . 
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Figure. 4-6 Element and node numbers after creating a crack at / 4x l . 
The same method is used when we create a horizontal crack. Similar to reassigning 
different node number at the same node to the left and right elements to create a vertical 
crack, a horizontal crack is created by assigning different node numbers at the same node 
to the upper and lower elements. When crack at other position needs to be created, the 
element and node numbers around that position are the only information needed.  
 
4.3 Newmark-  Method for Transient Analysis 
Because structures are often subjected to transient as well as periodic and static 
loads, it is necessary to perform transient analysis as well as steady-state and static analysis 
during the design process. Transient analysis requires implicit or explicit time-marching 
schemes for performing direct integration of the equations of motion. 
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In an implicit method, the acceleration at the next time instant t t is used, and 
hence it is an interpolation method, which can be unconditionally stable by using 
appropriate parameters. In an explicit method, the acceleration at t t is not used, and 
hence it is an extrapolation method, which can lose stability after some steps. Implicit 
methods include the Newmark- method [25], Wilson-theta method [26], Hilber-Hughes-
Taylor-alpha method [20], etc. Explicit methods include Runge-Kutta methods [27], etc. 
In an implicit method, the time step is governed by the accuracy consideration alone, 
and large time steps can be used. However, an implicit scheme requires matrix 
factorizations and involves large computer core storage and many operations per time step, 
and the nonlinear matrix equations of motion are solved at each time step to advance the 
solution. Hence, the cost of an implicit time step is ten to a thousand times more expensive 
than the cost of an explicit time step. The Newmark- method can be unconditionally 
stable and is by far the most popular implicit scheme offered in finite-element codes. 
In an explicit method, relatively little computational effort is required during each 
time step because the solution is advanced without forming and inverting tangent matrices, 
which saves storage and computation and eases the coding. Hence, explicit methods are 
often used to analyze large complex problems.  
Let’s give a brief introduction to Newmark-  Method for a linear system. For a 
linear system, the mass matrix M , damping matrix C and stiffness matrix K are always 
constant matrices and they have the following relationship: 
 [ ]{ } [ ]{ } [ ]{ } { }M q C q K q R                                                             (4.1) 
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where{ }q , { }q and{ }q  are the displacement, velocity and acceleration at a specific time 
step. For the next time step 1t ( 1)k k t    , the relationship can be rewritten as: 
       1 1 1 1[ ]{ } [ ]{ } [ ]{ } { }k k k kM q C q K q R                                               (4.2) 
In the Newmark- method, we assume velocity and displacement vectors to be 
         1 1{ } { } [(1 ){ } { } ]k k k kq q q q t                                                     (4.3)                                                       
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k k k k kq q q t q q t                                     (4.4) 
where  and  are constants. 
From Eq. (4.4) we can obtain 
           11 2
{ } { } { } 1
{ } ( 1){ }
2
k k k
k k
q q q
q q
t t  



   
 
                                        (4.5) 
Substituting Eq. (4.5) into Eq. (4.3), we have 
       1 1{ } (1 ) { } (1 ){ } ({ } { }
2
k k k k kq t q q q q
t
  
  
       

）                (4.6) 
Substituting Eqs. (4.5) and (4.6) into Eq. (4.2), we have   
         1 1
ˆ ˆ[ ]{ } { }k kK q R                                                                           (4.7) 
where                       
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Thus, we can obtain 1{ }kq  from Eq. (4.7), 1{ }kq  from Eq. (4.6) and 1{ }kq  from Eq. (4.5).  
There are mainly two kinds of time-integration schemes: constant-acceleration and 
linear-acceleration schemes. Newmark-  method is equal to the constant-acceleration 
method when 1/ 2 and 1/ 4   and is equal to the linear-acceleration scheme when
1/ 2 and 1/ 6   . 
 
4.4 Calculation of Dynamic Stresses  
In order to analyze the Lamb wave propagation in plates, we need to detect the 
displacements at certain surface points and compute stresses at these points. The detection 
method is shown next. 
Under the assumption of plane-strain deformation (i.e., 22 0  ), the normal stress 
11 along the x direction in Figure. 4-4 is related to strains as  
 11 11 33(1 )
(1 )(1 2 )
E
   
 
  
 
                                  (4.9) 
where E is Young’s modulus,   is Poisson’s ratio, and 11  and 33  represent normal 
strains along x  and z  directions, respectively. We can derive principle stress simply from 
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displacements of certain nodes. For certain node at ( , ) ( / 4, )x z l h  , its strains can be 
approximated by finite difference 
 302 300 1503 1501
11 * *
1
2 2 2
u u u u
x x

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                                         (4.10a) 
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                      (4.10b) 
where 302u represents the displacement of node #302 along the x  direction, 
*x and *z
represent the elemental side lengths along x  direction and z  directions. Substituting  Eqs. 
(4.10a) and (4.10b) back to Eq. (4.9) yields 
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Similarly, we can also derive the normal stress at the top plane as: 
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     (4.12) 
The shear stresses at the plate’s top and bottom surfaces always zero because we assume 
the surfaces are free of any loading. 
The displacement (stress) of a symmetric mode equals the sum of the top and 
bottom displacements (stresses) divided by two, and the displacement (stress) of an anti-
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symmetric mode equals to the difference between the top and bottom displacements 
(stresses) divided by two. In other words,  
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where the subscript sym and asym denote symmetric and anti-symmetric modes, 
respectively, and t andb indicate the top and bottom locations.  
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Chapter 5. NUMERICAL RESULTS 
5.1 Lamb Waves of Isotropic Plates  
Recall the properties of the studied isotropic aluminum plate: density
32780 /kg m  , Young’s modulus 72.4E Gpa  and Poisson’s ratio 0.33  . The 
dimensions of the aluminum plate are: length 0.6l m  and thickness 2 4d h mm  . It 
follows from Eq. (2.10) that 6211.8 /LC m s  and 3129.0 /TC m s . Figure. 5-1 shows the 
dispersion curves of different symmetric modes
i
S  and anti-symmetric modes
i
A  of the 
isotropic plate using the finite-element method presented in Section 2.4. In Figure. 5-1, if 
the value of fd is fixed, change of thickness results in no change of dispersion curves but 
the corresponding frequency increases. For a thin plate, because high-frequency 
 and ( 1)i iS A i   modes are often easily damped out by essential material damping, its 
dynamics is mainly dominated by the low-frequency 0S and 0A modes. Moreover, these 
two zero-order modes often carry more energy than higher-order modes. Figure. 5-1 also 
shows that, at high frequencies, 0S and 0A will converge to Rayleigh waves with a surface 
velocity RC  and all other  and ( 1)i iS A i  will converge to the shear wave velocity TC .  
Figures. 5-2a-c show the displacement u  along the x  axis and displacements w  
along the y axis of 0S at 1.0,5.0,7.0MHz-mmfd   and Figures. 5-2d-f show the u and w
of 0A  at 1.0,5.0,7.0MHz-mmfd  . Note that the velocity of 0S decreases and the velocity 
of 0A increases when the frequency increases, which is also shown in Figure. 5-1. Of course, 
the wavelengths of 0S and 0A decrease when the frequency increases. 
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Figure. 5-1 Dispersion curves of Lamb waves in an isotropic plate with
32780 /kg m  , 
72.4E Gpa and 0.33   using the finite-element method. 
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Figure. 5-2 Displacements u  (red) and w  (blue) of 0S  and 0A modes: (a-c) 0S at 
1.0,5.0,7.0MHz-mmfd  , and (d-e) 0A at 1.0,5.0,7.0MHz-mmfd  . 
Figures. 5-3a-c show the displacements u and w  of the first three symmetric modes 
at 1.0,5.0,7.0MHz-mmfd  , and Figures. 5-3d-f show the displacements  u and w  of the 
first three anti-symmetric modes at 1.0,5.0,7.0MHz-mmfd  . From Figures. 5-3a-c we 
note that, for the symmetric modes, u is symmetric and w  is anti-symmetric with respect 
to the horizontal axis at 0z  . On the other hand, for the anti-symmetric modes shown in 
Figures. 5-3d-f, u is anti-symmetric and w  is symmetric to 0z  . 
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Figure. 5-3 Displacements u  (red) and w  (blue): (a) 0S at 1.0MHz-mmfd  , (b) 1S at 
5.0MHz-mmfd  , (c) 2S at 7.0MHz-mmfd  , (d) 0A at 1.0MHz-mmfd  , (e) 1A at 
5.0MHz-mmfd  , and (f) 2A  at 7.0MHz-mmfd  . 
Figures. 5-4 to 5-9 present the distributions of u and w of 0S , 1S , 2S , 0A , 1A and 2A
modes at different frequencies. Figure. 5-4 shows that u  is almost constant through the 
thickness at a low frequency but its magnitude around z=0 increases with frequency. On 
the other hand, w is almost zero at a low frequency, but its magnitudes around the top and 
bottom surfaces increase with frequency. Figures. 5-4 to 5-6 show that the distributions of 
u and w become more wavy when the frequency and/or the mode number increases. A 
mode with wavy distributions of u and w contains high strain energy. For a specific amount 
of strain energy, a high-order mode at a high frequency often has a very small amplitude 
and hence it is easy to be dissipated by the existence of material damping. Note that there 
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is a 90  phase delay between u and w, as shown by Eq. (2.29). For the anti-symmetric 
modes shown in Figures. 5-7 to 5-9, they show similar characteristics.  
 
Figure. 5-4 Displacements u  (red) and w  (blue) of the 0S mode at different frequencies. 
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Figure. 5-5 Displacements u  (red) and w  (blue) of the 1S  mode at different frequencies. 
 
Figure. 5-6 Displacements u  (red) and w  (blue) of the 2S  mode at different frequencies.  
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Figure. 5-7 Displacements u  (red) and w  (blue) of the 0A mode at different frequencies. 
 
Figure. 5-8 Displacements u  (red) and w  (blue) of the 1A  mode at different frequencies. 
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Figure. 5-9 Displacements u  (red) and w  (blue) of the 2A  mode at different frequencies. 
Figures. 5-10 to 5-12 show 0S and 0A mode shapes of the isotropic plate at 
0.02MHz-mm,1.0MHz-mm and 7.0MHz-mmfd  , respectively. These figures show that 
frequency increase leads to a decrease in wavelength.  
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Figure. 5-10 Mode shapes of (a) 0S and (b) 0A of the isotropic plate at 0.02MHz-mmfd  . 
 
Figure 5-11 Mode shapes of (a) 0S and (b) 0A  of the isotropic plate at 5.0MHz-mmfd  . 
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Figure. 5-12 Mode shapes of (a) 0S and (b) 0A  of the isotropic plate at 7.0MHz-mmfd  . 
Figures. 5-13 and 5-14 show the dispersion curves of Lamb waves in an isotropic 
plate with =0.165  obtained by using the numerical method shown in Section 2.3 and the 
finite-element method shown in Section 2.4. It is obvious that both methods give the same 
dispersion curves. It follows from Eq. (2.10) that 5278.2 /LC m s and 3343.3 /TC m s . 
Note that each symmetric mode ( 0)iS i   has an almost straight part where the phase 
velocity is close to the longitudinal wave velocity LC . This is because the low Poisson’s 
ratio will not couple displacements u  and w as the high Poisson’s ratio does. One can 
compare ,L TC C  and dispersion curves with pre-calculated theoretical dispersion curves to 
estimate the materials properties such as , ,E    and h . 
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Figure. 5-13 Dispersion curves of Lamb waves in an isotropic plate with 
32780 /kg m  , 
72.4E Gpa and =0.165  using the numerical method. 
 
Figure. 5-14 Dispersion curves of Lamb waves in an isotropic plate with 
32780 /kg m  , 
72.4E Gpa and =0.165  using the finite-element method. 
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5.2 Lamb Waves of Multi-layer Plates 
Next we present the Lamb waves of a two-layer plate of different 
isotropic/orthotropic materials using the finite-element method derived in Sec. 2.4. Note 
that the analytical solutions shown in Section 2.3 are not valid for a multi-layer plate, but 
the proposed finite-element method is still valid for computing dispersion curves and 
different Lamb wave modes. Recall the properties of the two-layer plate model: density  
32780 /kg m  and Poisson’s ratio 0.33  for both two layers, and Young’s modulus  
1 72.4E Gpa for the lower layer and 2 1 / 3 24.13E E Gpa  for the upper layer. Figure. 5-
15 shows the dispersion curves of different symmetric and anti-symmetric modes using the 
finite-element method. We note that there are more dispersion curves and they are  more 
curved than those of an isotropic plate. This is because the Young’s modulus of the upper 
layer is different. Different from dispersion curves of an isotropic plate, 0S and 0A do not 
converge to a certain velocity at high frequencies, and other iS  and ( 0)iA i  modes do not 
converge to the same speed at high frequencies. Figures. 5-16a-c show the  displacements 
u and w of the first three symmetric modes at 1.0,5.0,7.0MHz-mmfd  , and Figures. 5-
16d-f show the u and w of the first three anti-symmetric modes at
1.0,5.0,7.0MHz-mmfd  . Due to the discontinuities of E  and G at 0z  , the u of 
symmetric modes and the w of anti-symmetric modes are no longer symmetric with respect 
to the 0z  axis. Similarly, the w of symmetric modes and the u of anti-symmetric modes 
are no longer anti-symmetric with respect to the 0z  axis.  
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Figure. 5-15 Dispersion curves of Lamb waves in a two-layer plate with
32780 /kg m  ,
0.33  ,
1 72.4E Gpa  (bottom layer) and 2 24.13E Gpa   (top layer) using the finite-
element method. 
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Figure. 5-16 Displacements u  (red) and w  (blue) of a two-layer plate: (a) 0S at 
1.0MHz-mmfd  , (b) 1S at 5.0MHz-mmfd  , (c) 2S at 7.0MHz-mmfd  , (d) 0A at 
1.0MHz-mmfd  , (e) 1A at 5.0MHz-mmfd  , and (f) 2A  at 7.0MHz-mmfd  . 
Figures. 5-17 to 5-19 show the 0S and 0A modes of a two-layer plate at
0.02MHz-mm,1.0MHz-mm and 7.0MHz-mm,fd  respectively. Note that the symmetric 
mode shapes are no longer symmetric with respect to the 0z axis. These  figures also 
reveal that the wavelength decreases when the frequency increases.  
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Figure. 5-17 Mode shapes of (a) 0S and (b) 0A  of a two-layer plate at 0.02MHz-mmfd  .  
 
Figure. 5-18 Mode shapes of (a) 0S and (b) 0A of a two-layer plate at 1.0MHz-mmfd  . 
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Figure. 5-19 Mode shapes of (a) 0S and (b) 0A of a two-layer plate at 7.0MHz-mmfd  . 
 
5.3 Propagation and Reflection of Lamb Waves in Isotropic Plates 
For direct numerical integration of the finite-element model, we use Newmark-  
method with a modification factor  as [20]: 
2=0.5 =0.25 1    ， （ ） 
If 0   is used, it’s the Newmark-  method with the assumption of constant acceleration 
within each time step. If a small value (e.g., 0.05) is used for  , an artificial damping is 
introduced that grows slowly on low-frequency components of the time-varying 
displacements and grows fast on high-frequency components to smooth the integrated 
results.  
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First we consider a triangular force with a duration of 2.5 s and a peak value of 
10kN  in the middle of duration that is applied at the upper left corner of the isotropic plate 
(see Figure. 4-2). A time step of 0.1 s  is used in numerical integration. Figure. 5-20a 
shows the longitudinal displacement u  and transverse displacement w  at ( , ) ( / 4, )x z l h  , 
and Figure. 5-20b shows the longitudinal displacement u of 0S and 0A  at / 4x l . 
Measurement points are shown in Figure. 4-2. From Figure. 5-20a we can see that u is 
slightly dispersive while w is highly dispersive. We also notice that there is always a sudden 
change of displacements at the measurement point B. The wave pack arrives at B for the 
first time and cause a sudden change of u  and later it reflects back and changes the 
direction of longitudinal displacement u . The changes of transverse displacement w  is due 
to Poisson’s effect.  For the wave packet introduced by the triangular excitation force, this 
excitation action consumes its energy and changes its phase, resulting in the wave packet’s 
dispersion. Figure 5-20b also shows that the 0S mode remains almost at a non-zero constant 
when the wave packet is between B and C, and it remains almost zero when the wave 
packet is between B and A. From Figures. 5-20a and 5-20b we notice that both high and 
low frequency modes are excited. This is because the triangular force has a wide frequency 
band and excites many different modes.  
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Figure. 5-20 Displacements and modes under a triangular load at ( , ) (0, )x z h with 0  : 
a) ( / 4, , )u l h t (purple, black) & ( / 4, , )w l h t  (blue, red), and b) 0S (red) and 0A (blue) 
modes of ( / 4, , )u l h t . 
Figure. 5-21a shows the longitudinal stresses at ( , ) ( / 4, )x z l h  , and Figure. 5-21b 
shows the stresses of 0S and 0A modes at / 4x l . After several reflections, the wave 
packet is distorted/dispersed because components of different frequencies travel at 
different speeds. We also notice that the 0S  mode is less dispersive than the 0A mode.  
60 
 
 
Figure. 5-21 Stresses and modes under a triangular load at ( , ) (0, )x z h  with 0  :a) 
11( / 4, , )l h t   (purple, black), and b) 0S  (red) and 0A (blue) modes at / 4x l . 
Figure. 5-22a shows the longitudinal stresses at ( , ) ( / 4, )x z l h  with the use of    
0.05  to introduce numerical damping, and Figure. 5-22b shows the stresses of 0S and 
0A modes at / 4x l  . Comparing Figures. 5-21 and 5-22 one can see that, with numerical 
damping, the wave propagation becomes smoother because high-frequency components 
are damped out by the numerical damping, especially the 0A wave. 
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Figure. 5-22 Stresses and modes under a triangular load at ( , ) (0, )x z h  with 0.05  : a) 
11 / 4 , )l h t （ ，  (purple, black), and b) 0S  (red) and 0A  (blue) modes at / 4x l . 
Next we consider a k-cycle sine-burst excitation force that is widely used in 
nondestructive testing (NDT):  
2 2
10000sin sin( ) 10000sin sin(2 )
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 
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                       (5.1) 
We consider a force with a frequency 0.25MHzf   and 5k  applied at the upper left 
corner. Time step 0.1t s   is used in the direct numerical integration. Figure. 5-23a 
shows the longitudinal displacement u  and the transverse displacement w at
( , ) ( / 4, ) x z l h , and Figure. 5-23b shows the longitudinal displacement u of 0S and 0A
modes at / 4x l . If the excitation is a single-frequency harmonic force at 0.25MHzf 
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and hence Figure. 5-1 shows that only 0S and 0A modes will be excited. In this case, the 0S
mode has 5321.0 /  and 21.28V m s mm  while the 0A mode has 
2230.6 /  and 9.32V m s mm  , as shown in Figure. 5-3. The dimensions of the meshed 
elements are /1200 0.4  and / 6 0.67x l mm z d mm      , which are far less than the 
two wavelengths. This indicates that the meshed elements are small enough to describe the 
wave dynamic very well. However, because the excitation shown in Eq. (5.1) is not a 
regular harmonic, it also excites other high-order modes that participate and remain in the 
wave packet if 0   is used. Since the k-cycle sine-burst excitation at the upper left corner 
is an asymmetric load, the 0A mode is expected to be the major one while other higher iA  
modes are minor ones. For the higher iA modes, they have higher speeds than that of 0.A  
For example, the theoretical arriving time of 0A is 0 0( / 4) / 64.36A At l V s    while the 
actual arriving time of 0A is 45.8 s in Figure. 5-23, that is, 28.8% less than the theoretical 
one. The theoretical arriving time of 0S  is 0 0( / 4) / 28.18s St l V s  while the actual 
arriving time of 0S  is 27.7 s , which is only 1.7% less than the theoretical one. This shows 
that the participation of ( 0)iA i   modes significantly reduces the arriving time of 0A , but 
( 0)iS i   only slightly reduce the arriving time of 0S  because of no significant participation 
of  ( 0)iS i   modes. 
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Figure. 5-23 Displacements under a 5-cycle sine-burst load at ( , ) (0, )x z h  with 0.05  : 
a)  ( / 4, , )u l h t (purple, black) & ( / 4, , )w l h t (blue, red), and b) 0S  (red) and 0A (blue) 
modes at / 4x l . 
Figure. 5-24a shows the longitudinal stresses 11  at ( , ) ( / 4, )x z l h  , and Figure. 
5-24b shows the 11  of 0S  and 0A modes at / 4x l .  From Figures. 5-23 and 5-24 one can 
see that the displacement and stress amplitudes gradually decrease when the wave packet 
propagates in the plate because exciting other parts to vibrate consumes energy. Moreover, 
the length of the wave packet becomes longer. This is because the 5-cycle sine-burst 
disperses when it propagates. Moreover, symmetric and anti-symmetric modes of the same 
mode number have different phase speeds, and the symmetric mode is often faster than the 
anti-symmetric mode, as shown in Figure. 5-1.  
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By comparing Figures. 5-22 and 5-24, we notice that the wave packet excited by 
the k-cycle sine-burst is less dispersive than the one excited by the triangular load. This is 
because the k-cycle sine-burst is close to a single-frequency excitation and has a narrow 
frequency band as compared to the triangular force. Moreover, a k-cycle sine-burst requires 
less excitation energy than a continuous harmonic force and thus is very suitable to be used 
in damage inspection because damage locations can be easily revealed by examining its 
traveling, reflection and refraction sequences.  
 
Figure. 5-24 Stresses under a 5-cycle-sine burst load at ( , ) (0, )x z h  with 0.05  :a) 
11 / 4 , )l h t （ ，  (purple, black), and b) 0S  (red) and 0A  (blue) modes at / 4x l . 
 
65 
 
5.4 Damage Inspection Using Time-Frequency Analysis 
Next we show that time-frequency analysis of Lamb waves combined with the use 
of k-cycle sine-burst excitations can be used for efficient and accurate structural damage 
inspection.  To demonstrate the technique we consider the following k-cycle sine-burst 
signal: 
2
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From Eq. (5.2) we can see that the k-cycle sine-burst signal is a harmonic wave with its 
amplitude modulated by the Hanning Window function within a period 2 /T k  . The 
signal consists of three synchronous harmonics with frequencies (1 1/ )k  ,  and
(1 1/ )k  , as shown in Figure. 5-25b. Since the signal is not periodic, we repeat it with a 
period of T  so that it can be analyzed by the discrete Fourier transform (DFT). Figures. 5-
25a and 5-25b show a continuous 8-cycle sine-burst signal with =0.25MHz and its 
spectrum, and Figures. 5-25c and 5-25d show an 8-cycle sine-burst signal with 
=0.25MHz being repeated at ˆ 96T s  and its spectrum. From Figures. 5-25b and 5-25d 
one can see that the bandwidth of the continuous signal is narrower than that of the  signal 
in Figure. 5-25c. Figures. 5-25e and 5-25f show a continuous 2-cycle sine-burst signal with 
=0.25MHz , the 2-cycle sine-burst signal being repeated at ˆ 96T s , and their spectra. 
Note that, when k  decreases (hence T decreases) but Tˆ remains the same, the frequency 
bandwidth increases while the frequency resolution ˆ1/f T  remains the same. Hence, 
more harmonics are needed for representing the periodic signal. A sine-burst signal with a 
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wider frequency bandwidth is assumed to contain more harmonics and more dispersion to 
be observed, which in turn is supposed to be a better signal for detecting small damages in 
structures. 
 
Figure. 5-25 A k-cycle sine-burst signal with 0.25MHz  and its spectrum: (a,b) 
continuous signal with 8k  , (c,d) an 8-cycle sine-burst, and (e,f) a 2-cycle sine-burst and 
its continuous version. 
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To demonstrate time-frequency analysis of Lamb waves for damage inspection of 
plates we consider the following cases:  
Case 1: A 5-cycle sine-burst excitation force at ( , ) (0,0)x z  on an isotropic plate.  
First we apply a 5-cycle sine-burst excitation force at ( , ) (0,0)x z  , which will 
excite only symmetric modes. Figure. 5-26a compares displacements (0, , )u h t and
(0.8 , , )u l h t . It shows that, during the 0.8l  traveling distance, the frequency of the wave 
font decreases due to the energy lost in order to excite the material in front of the wave. 
We also notice that the wave packet’s group period increases during the 0.8l . Figure. 5-26b 
shows the circular instantaneous frequency (IF) obtained using the conjugate-pair 
decomposition (CPD) method shown in Section 3.5. Figure. 5-26b clearly shows the  
frequency change during the wave propagation. The IF has its lowest value at the wave 
front (i.e., the first arrival at the observation location) and its highest value at the trailing 
end. We note that IF= 0.17MHz  (red) at 0.8x l  while IF= 0.25MHz  (blue) at 0x  , 
which indicates the decrease of IF. Later the IF decreases from 0.17MHz  to 0.14MHz at 
1.2x l  (reflect back to 0.8x l ). Moreover, the averaged value of /d dt  also slowly 
increases with the traveling distance for this symmetric mode. One can use the changes of 
the wave packet period,
trailing front  , and /d dt to estimate the traveling distance. 
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Figure. 5-26 Responses to a 5-cycle sine-burst excitation at ( , ) (0,0)x z  : a) (0, , )u h t  (blue) 
& (0.8 , , )u l h t  (red), and b) IF from CPD. 
 
Case 2: A pair of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  on an 
isotropic plate. 
 Next we consider a pair of opposite 5-cycle sine-burst excitation forces applied at 
( , ) (0, )x z h  . These opposite forces will mainly excite anti-symmetric modes. Figure. 5-
27a shows the displacements (0.5 , , )u L h t  and (0.8 , , )u L h t while Figure.  5-27b presents 
the IF from CPD. The frequency change is obvious in Figure. 5-27b, but not in Figure. 5-
27a.  Figure. 5-27b clearly reveals that the frequency decrease starts at the trailing end and 
propagates to the wave front and the averaged value of /d dt increases as the wave 
propagates. This property of anti-symmetric modes is opposite to that of symmetric modes 
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and can be used to separate anti-symmetric modes from symmetric modes. Eleven local 
data points (m=11 in Eq. (3.23)) are used in CPD for both Figures. 5-26b and 5-27b to 
cover one half period /  by down sampling.  
 
Figure. 5-27 Responses to a pair of opposite 5-cycle sine-burst excitation forces at
( , ) (0, )x z h  : a) (0, , )u h t  (blue) & (0.8 , , )u l h t  (red), and b) IF from CPD. 
 
Case 3: A 5-cycle sine-burst excitation force at ( , ) (0, )x z h  on an isotropic plate. 
Next we consider a 5-cycle sine-burst excitation force applied at ( , ) (0, )x z h . In 
this case both symmetric and anti-symmetric modes are excited. Figure. 5-28a shows  
( / 4, , )u l h t  and its time-varying amplitude from CPD, and Figure. 5-28b shows the IF from 
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CPD. From Figure. 5-28b we can clearly separate 0S and 0A modes based on the positive 
and negative signs of /d dt . When the first wave packet arrives at / 4x l , its /d dt  is 
positive, indicating a 0S mode. The negative /d dt  of the second wave packet shows that 
it is an anti-symmetric mode. Since the velocity of 0S is higher than that of 0A , the 0S  
wave packet propagates to x l , is reflected back to / 4x l  by the wall, and then is 
reflected back to / 4x l  by the free end at x=0 before the 0A wave packet is reflected back 
to / 4x l for the first time by the wall at 325t s . We notice that there is a frequency 
peak at the intersection of 0S and 0A at 47.8t s . This can be used to separate symmetric 
and anti-symmetric modes. Unlike separating 0S and 0A using the measurements on the 
plate’s top and bottom sides, time-frequency analysis requires measurement of only one 
point, which is easier and more accurate for system identification. 
 
71 
 
 
Figure. 5-28 CPD analysis of Lamb waves under a 5-cycle sine-burst excitation force at
( , ) (0, )x z h : a) ( / 4, , )u l h t and its time-varying amplitude from CPD, and b) IF from 
CPD. 
 
Case 4: A 5-cycle sine-burst excitation force at ( , ) (0, )x z h with a vertical crack at 
( , ) ( , )x z l h with a depth of / 3h  in the isotropic plate.  
The time-varying instantaneous frequency (IF) is proven to be a good agent for 
separating 0S and 0A modes, and it is also great for detecting the existence of damage in 
isotropic plates. In this case, we consider an isotropic plate with a vertical crack between 
z h and / 3z h at the fixed end of the plate ( x l ). Figure. 5-29a shows the 0S and 0A
modes excited by the 5-cycle sine-burst excitation force using the measurements on the 
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plate’s top and bottom sides at ( , ) ( / 4, )x z l h  while Figure. 5-29b shows the IF 
( / 4, , )l h t from CPD. From Figure. 5-29a we notice that there are several very small wave 
packets existing with normal packets. For example, the small blue wave packet at 
260t s  (#1) is an anti-symmetric mode introduced by the crack when 0S propagates to 
x l and the second small blue wave packet at 360t s  (#2) is the same anti-symmetric 
mode after reflection. Similarly, the small red wave packet at 280t s  (#3) is a symmetric 
mode introduced by the crack when 0A propagates to x l and the second small red wave 
packet at 340t s  (#4) is the same symmetric mode after reflection. If the bottom value 
( / 4, , )u l h t is not available, Figure. 5-29b can still show the crack effects. We notice that 
there is always a peak in IF when 260 ,280 ,340t s s s   and380 s , which are the same 
time instants shown in Figure. 5-29a. For example, the value of /d dt  is positive between
250 s and 260 s . A peak value of IF exists at 260t s , and the value of /d dt
becomes negative for a short period after 260t s and later it becomes positive again. In 
other words, there is an anti-symmetric mode caused by the crack at 260t s during the 
propagation of 0S , which is exactly the same result as shown in Figure. 5-29a. We notice 
that, when the wave first propagates to the measure point, there are no additional symmetric 
or anti-symmetric modes introduced because the crack location is not reached yet. After 
the wave is reflected back and propagates to the measurement point, an additional 
symmetric mode (#5) appears, which implies that a crack exists behind the measure point. 
More simulations can be done by moving the measure point closer to the end of the plate. 
The crack’s location will be found when an additional symmetric or anti-symmetric mode 
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exists when the wave first propagates to the measure point. In a word, the vertical crack’s 
location can be accurately determined by the IF from CPD. 
 
Figure. 5-29 CPD analysis of Lamb waves under a 5-cycle sine-burst at ( , ) (0, )x z h and 
a / 3h crack at ( , ) ( , )x z l h : a) 0S and 0A modes at ( , ) ( / 4, )x z l h  , and b) IF of 
( / 4, , )u l h t from CPD. 
 
Case 5: A 5-cycle sine-burst excitation force at ( , ) (0,0)x z  with a vertical crack at 
( , ) ( / 4, )x z l h with a depth of / 3h  in the isotropic plate.  
Next we consider an isotropic plate with a vertical crack between z h and 
/ 3z h at / 4x l . A 5-cycle sine-burst excitation force was applied at ( , ) (0,0)x z  . No 
anti-symmetric modes are expected if no cracks since the loading is symmetric. Figure. 5-
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30a shows the 0S and 0A modes excited by the 5-cycle sine-burst excitation at ( , ) (0,0)x z 
using the measurements on the plate’s top and bottom sides at ( , ) (3 / 4, )x z l h  while 
Figure. 5-30b shows the IF from CPD. We note that even though the anti-symmetric wave 
packets introduced by the crack are small in Figure. 5-30a, the IF from CPD in Figure. 5-
30b can clearly indicate the existence of the crack, which reveals that this damage 
inspection method based on time-frequency analysis is very useful. Since the crack is 
between the excitation point and the measurement point in this case, an additional 
symmetric mode exists when the wave first propagates to the measure point. The sudden 
change of IF in Figure. 5-30b also confirms the existence of this additional symmetric mode. 
 
Figure. 5-30 CPD analysis of Lamb waves under a 5-cycle sine-burst at ( , ) (0,0)x z   and 
a / 3h crack at ( , ) ( / 4, )x z l h : a) 0S and 0A modes at ( , ) (3 / 4, )x z l h  , and b) IF of 
(3 / 4, , )u l h t  from CPD. 
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Case 6: A pair of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h   with a 
vertical crack at ( , ) ( / 4, )x z l h with a depth of / 3h  in the isotropic plate. 
 Instead of applying a 5-cycle sine-burst excitation force, this time we apply a pair 
of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  . The vertical crack is same 
as the one in Case 5. Because the excitation is anti-symmetric, no symmetric modes are 
expected if there is no crack. Figure. 5-31a shows the 0S  and 0A  modes excited by the 5-
cycle sine-burst excitation using the measurements on the plate’s top and bottom sides at 
( , ) (3 / 4, )x z l h  while Figure. 5-31b shows the IF from CPD. From Figure. 5-31b we can 
clearly see that wave packets with positive /d dt exist, indicating the existence of 
symmetric modes generated by the crack at / 4x l . The small red wave packets (#1-#3) 
in Figure. 5-31a confirm the existence of the crack at / 4x l . Comparing Figures. 5-30a 
and 5-31a we notice that anti-symmetric modes are more sensitive to vertical cracks than 
symmetric modes. 
76 
 
 
Figure. 5-31 CPD analysis of Lamb waves under a pair of opposite 5-cycle sine-burst 
excitation forces at ( , ) (0, )x z h  and a / 3h crack at ( , ) ( / 4, )x z l h : a) 0S and 0A modes 
at ( , ) (3 / 4, )x z l h  , and b) IF of (3 / 4, , )u l h t from CPD. 
 
Case 7: A pair of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  with a 
horizontal crack with a length of / 600l between ( , ) (299 /1200,0)x z l and 
( , ) (301 /1200,0)x z l  in the isotropic plate.  
Previous cases show that the location of vertical crack can be detected by analyzing 
the wave propagation generated by both symmetric and asymmetric loads. Different from 
vertical cracks, horizontal cracks can only analyzed by the influence of bending moment. 
A pair of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  is equal to a 
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dynamic bending moment but the delamination at 0z  will not decrease the bending 
rigidity. Thus the steady-state vibration under a bending moment would not show any 
influence of delamination. However, the initial transient dynamics can reveal the existence 
of delamination clearly, as shown next. Figure. 5-32 shows (3 / 4, , )u l h t and ( / 4, , )u l h t &
( / 4, , )w l h t  and their IF from CPD. Figure. 5-32a shows some minor waves introduced by 
the delamination. However, Figure. 5-32b shows that ( / 4, , )u l h t  remains non-zero after 
the wave packet passes the measurement point, which indicates that a delamination at 
/ 4x l has introduced another longitudinal wave that does not appear in Figure. 5-32a. 
The negative /d dt in Figure. 5-32c also confirms the existence of delamination. 
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Figure. 5-32 Responses to a pair of opposite 5-cycle sine-burst excitation forces at
( , ) (0, )x z h   with a delamination between ( , ) (299 /1200,0)x z l and 
( , ) (301 /1200,0)x z l in the isotropic plate: a) (3 / 4, , )u l h t , b) ( / 4, , )u l h t  (red) & 
( / 4, , )w l h t  (blue), and c) IF of ( / 4, , )u l h t  (red) & ( / 4, , )w l h t  (blue) from CPD. 
Next we consider several cases of two-layer plates to show that time-frequency 
analysis can also detect damages in multi-layer plates.  
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Case 8: A 5-cycle sine-burst excitation force at ( , ) (0,0)x z  on a two-layer plate.  
Figure. 5-33a shows the displacements (0, , )u h t and (0.8 , , )u l h t  under a 5-cycle 
sine-burst excitation force at ( , ) (0,0)x z  on a two-layer plate while Figure. 5-33b shows 
the IF from CPD.  
 
Cases 9: A pair of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  on a two-
layer plate.  
Figure. 5-34a shows the displacements (0.5 , , )u l h t and (0.8 , , )u l h t  under a pair of 
opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  on a two-layer plate while 
Figure. 5-34b shows the IF from CPD.  
 
Case 10: A 5-cycle sine-burst excitation force at ( , ) (0, )x z h on a two-layer plate.  
Figure. 5-35a shows the instantaneous amplitude ( / 4, , )u L h t  under a 5-cycle sine-
burst excitation force at ( , ) (0, )x z h on a two-layer plate from CPD, and Figure. 5-35b 
shows the IF from CPD.  From Figure. 5-33 we notice that the displacement of the upper 
layer is larger than that of the lower layer due to the smaller Young’s modulus. Figure. 5-
33 also shows that despite the different properties of two layers, force at ( , ) (0,0)x z  only 
results in symmetric modes. Similarly, the opposite forces on the two-layer plate only result 
in anti-symmetric modes, as shown in Figure. 5-34. Moreover, Figure. 5-35 shows that 
when the force is applied at ( , ) (0, )x z h , there are both symmetric and anti-symmetric 
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modes, which can be easily separated by /d dt of IF. This means that the instantaneous 
frequency is also a great agent for detecting the existence of damage in multi-layer plates.  
 
Figure. 5-33 Responses to a 5-cycle sine-burst excitation force at ( , ) (0,0)x z  on a two-
layer plate: a) (0, , )u h t  (blue) & (0.8 , , )u l h t  (red), and b) IF from CPD. 
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Figure. 5-34 Responses to a pair of opposite 5-cycle sine-burst excitation forces at
( , ) (0, )x z h  on a two-layer plate: a) (0.5 , , )u l h t  (blue) & (0.8 , , )u l h t  (red), and b) IF 
from CPD. 
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Figure. 5-35 CPD analysis of a 5-cycle sine-burst excitation force at ( , ) (0, )x z h on a two-
layer plate: a) ( / 4, , )u l h t and its amplitude, and b) IF. 
 
Case 11: A 5-cycle sine-burst excitation force at ( , ) (0, )x z h with a / 3h vertical crack at 
( , ) ( / 4, )x z l h  in the two-layer plate.  
The instantaneous frequency is proven to be a good agent for identification and 
separation of 0S and 0A modes, and it is also a great agent for detecting the existence of 
damage. In this case, we consider a two-layer plate with a vertical crack between z h and 
/ 3z h at / 4x l . Figure. 5-36a shows the 0S and 0A modes excited by the 5-cycle sine-
burst excitation using the measurements on the plate’s top and bottom sides at 
( , ) ( / 4, )x z l h   while Figure. 5-36b shows the IF ( / 4, , )l h t from CPD. Several small 
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wave packets in Figure. 5-36a indicates the existence of crack. The first small anti-
symmetric modes (blue) merges at / 4x l indicates the existence of crack at / 4x l . The 
first peak of IF at / 4x l  in Figure. 5-36b also reveals the location of crack in the two-
layer plate.  
 
Figure. 5-36 CPD analysis of Lamb waves under a 5-cycle sine-burst excitation force at 
( , ) (0, )x z h and a / 3h crack at ( , ) ( / 4, )x z l h : a) 0S and 0A modes at ( , ) ( / 4, )x z l h  , 
and b) IF. 
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Case 12: A pair of opposite 5-cycle sine-burst excitation forces at ( , ) (0, )x z h  with a 
horizontal crack with a length of / 600l between ( , ) (299 /1200,0)x z l and 
( , ) (301 /1200,0)x z l in the two-layer plate.  
Figure. 5-37 shows (3 / 4, , )u l h t and ( / 4, , )u l h t & ( / 4, , )w l h t , and their IF from 
CPD. Similar to Case 7, ( / 4, , )u l h t in Figure. 5-32b also remains non-zero after the wave 
packet passes the detection point, which indicates the delamination at / 4x l . The 
negative /d dt in Figure. 5-37c also confirms the existence of delamination. Thus both 
vertical and horizontal cracks can be easily detected based on time-frequency analysis, no 
matter they are isotropic or multi-layer plates. 
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Figure. 5-37 Responses to a pair of opposite 5-cycle sine-burst excitation forces at
( , ) (0, )x z h   with a delamination between ( , ) (299 /1200,0)x z l and 
( , ) (301 /1200,0)x z l in the two-layer plate: a) (3 / 4, , )u l h t , b) ( / 4, , )u l h t  (red) & 
( / 4, , )w l h t  (blue), and c) IF of ( / 4, , )u l h t  (red) & ( / 4, , )w l h t  (blue) from CPD. 
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Chapter 6. CONCLUSIONS AND RECOMMENDATIONS 
6.1 Concluding Remarks 
This thesis presents a one-dimensional finite-element modeling and analysis 
method for obtaining dispersion curves and different modes of Lamb waves in isotropic 
and multi-layer plates. The characteristic speeds (i.e., P-wave speed, S-wave speed and 
Rayleigh-wave speed) of a plate can be used to determine its material properties by 
comparing the experimental dispersion waves with theoretical ones. However, this 
approach is too time-consuming and inaccurate. By analyzing the symmetric and anti-
symmetric modes of Lamb waves using time-frequency analysis, different wave speeds 
and frequency rates of different modes can be accurately indentified and used to 
characterize the material properties. For accurate time-frequency analysis, a conjugate-pair 
decomposition (CPD) method based on sliding-window curve-fitting is introduced. For 
excitation of Lamb waves in a plate and for wave propagation simulations by finie-element 
modeling and transient analysis, k -cycle sine-burst excitation is chosen because it has a 
narrow continuous frequency band and it enables accurate time-frequency analysis of 
Lamb waves using CPD.  
Simulation results show that the instantaneous frequency (IF) from CPD analysis 
of only one surface point’s response can reveal the Lamb wave inside a plate is a symmetric 
or anti-symmetric mode. The wave packet’s IF of a symmetric mode increases from the 
wave front to the trailing edge, and that of an anti-symmetric mode decreases from the 
wave front to the trailing edge. Moreover, intersection of a symmetric mode and an anti-
symmetric mode induces a frequency peak. These wave characteristics enable easy and 
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clear separation of symmetric and anti-symmetric modes and tracking of these different 
modes and their speeds.   
Cracks in a plate introduce additional symmetric and anti-symmetric modes to the 
probing wave packet excited by the k -cycle sine-burst on the plate, and these additional 
modes can clearly reveal the existence and degree of damage in the plate. Vertical cracks 
and delaminations (i.e., horizontal cracks) introduce different small wave packets that are 
determined by the crack’s size, geometry and location.  
 
6.2 Recommendations for Future Work 
 From all the modeling work and numerical simulations, we recommend the 
following topics for further study in order to validate this damage inspection method based 
on time-frequency analysis of propagating Lamb waves for real-world applications: 
1) The actual, measured surface responses to a k-cycle sine-burst in the frequency range 
of MHz always contain noise. Time-frequency analysis of actual experimental data is 
necessary for validating this technique. At least, one should examine the proposed 
method for processing responses with numerical random noise. 
2) How to estimate the crack size from the time-varying amplitudes and frequencies of 
the small wave packets introduced by a crack in a plate is important for promoting the 
proposed method to the next level of structural damage inspection.  
3)  The proposed time-frequency analysis method is shown to be capable of locating the 
horizontal location of a crack in a plate. A systematic method for tracking symmetric 
and anti-symmetric modes and pinpointing horizontal locations of multiple cracks is 
needed for actual applications. 
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4) The proposed time-frequency analysis method is incapable of locating the vertical  
location of a crack in a plate. This task is challenging, but it is valuable from an 
application’s point of view. 
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