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1. INTRODUCTION 
Let Q cr RN be a bounded domain with boundary dQ, S£ a uniformly elliptic 
differential operator, Xk any eigenvalue of S£u -h Xu = 0 with zero Dirichlet boundary 
conditions. In this paper we study the nonlinear Dirichlet problem 
(1.1) Seu + Xku + g(x, u) = f(x) on Q , 
u = 0 on dQ. 
Especially, we are interested in a bounded nonlinearity g which does not satisfy the 
Landesman-Lazer condition, i.e. 
(1.2) lim g(x, s) = 0 . 
5-* ±00 
This case has been studied by many authors. We refer the reader to [2 -4 ] , [6-11]. 
The results obtained can be divided into three parts: 
1. Existence results. 
2. Multiplicity results. 
3. Results either dealing with the first simple eigenvalue or dealing with an arbitrary 
eigenvalue. 
The papers [6], [8], [9], [10] and [11] deal with existence results for the problem 
(1.1). The works [6] and [11] treat the case of the second order elliptic differential 
operator SB and Xk -= Xu i.e. the first simple eigenvalue with the corresponding 
positive eigenfunction. The nonlinear function g is supposed to be independent of x 
and to satisfy 
(1.3) sg(s)£0 (or sg(s)^0). 
The authors of [9] studied the case of the differential elliptic operator j£? of order 2m 
(m ^ 1), the general eigenvalue Xk and an odd nonlinearity g independent of x. 
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In order to prove existence results for (LI) they used the condition 
(1.4) lim s g(s) = +00 . 
s-+±oo 
This condition is weakened to 
(1.5) lim sg(s) > 0 
s-»±oo 
in [10], while the unique continuation property of the linear part is assumed (for 
the precise meaning of this notion see Section 2). The paper [8] deals with the sym-
metric differential operator of an arbitrary order 2m (m ^ 1), the general eigen-
value Xk and an odd nonlinearity g independent of x. The function g satisfies neither 
(1.3) nor (1.4) but some bound on the derivative g' is necessary. 
The papers [2 — 4] and [7] deal with existence and multiplicity results for (1.1). 
However, the authors of [2 — 4] used a condition similar to (1.5) in order to prove 
existence and multiplicity results for nonlinearities which satisfy (1.2). The con-
dition (1.5) is removed in [4], [7] but there the case of the first eigenvalue with the 
corresponding positive eigenfunction is studied. 
The purpose of this paper is to study the range of the weakly nonlinear operator 
on the left hand side of (1.1) with the corresponding Dirichlet boundary conditions. 
Existence, nonexistence and multiplicity results are given for bounded nonlinearities 
which do not satisfy the Landesman-Lazer condition and which need not satisfy 
a condition of the type (1.5) imposed on the speed of convergence of g(x, s) to zero 
when s tends to plus or minus infinity. The price we must pay for this generalization 
is some a priori bound on the derivative g' (see Open problem 6.2). This paper can 
be understood as a completion of the preceding papers mentioned above. 
The idea of the proofs is to use the global Lyapunov-Schmidt method and the 
Brouwer degree theory. We assume that the reader is somewhat familiar with the 
works of Ambrosetti and Mancini [3], [4] and we refer him to these papers. 
The paper is organized as follows. Section 2 contains the assumptions, the descrip-
tion of the problem and a preliminary lemma, where the equation is studied in the 
cokernel of the linear part. The proof of this lemma is ommited and it can be found 
in [4]. In Section 3 the main existence result is stated. The existence of multiple solu-
tions is investigated in Section 4, where also the case of the simple eigenvalue is studied 
separately. Section 5 contains some applications of the abstract results stated above 
and in the last Section 6 we formulate some open problems the solution of which 
would lead, in the author's opinion, to a better understanding of weakly nonlinear 
problems of the type (1.1) with nonlinearities without Landesman-Lazer condition. 
2. ASSUMPTIONS, FORMULATION OF THE PROBLEM 
Let Q be a bounded domain in RN with lipschitzian boundary dQ and let E = 
= WQ,2(Q). In the same way as in [3], [4], we will denote || • || the norm in E, by || • ||0 
the norm in l!(Q) and by (•, -)m, or (•, •), the scalar product in E, or in I?(Q), 
* 
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respectively. Let us consider the formal differential operator 
* = - I (-l)WD*(aafiD*). 
|«!-=|/?l-=m 
We assume that aaP = afia e Lf°(Q) and there exists such a constant y > 0 that 
|af«|/?|-=m 
for each £ e .RN. For u,veE, set 
( ( M ) = f I aafiD*uD
fivdx. 
Jn |a|-=|/?|=m 
Let us consider the linear operator L: E -> £ defined by (Lw, u)m = — ((u, v)) . Lis 
a selfadjoint operator with infinitely many eigenvalues 0 < kx g k2 g ... and 
a corresponding complete orthonormal system of eigenfunctions <pl5 q>2,.... It is 
known that each kk has the variational characterization 
A* = m i n { M - ; *e£ , (», 9 l ) = 0, i = 1, 2,.. . , k - l l . 
I Ho J 
Let us denote by Lk the linear operator defined by 
(Lku, v)m = (Lu, v)m + kk(u, v) . 
Then Lk is a Fredholm mapping of index zero. 
We suppose that kk is an eigenvalue of multiplicity p _ 1, i.e. A*-! < Afc = 
= Afc+1 = ... = Afc+p-i < kk+p. Analogously as in [3] we set V= KerLk, V
1 its 
orthogonal complement in such a way that E = V® V1 and t i e£ can be written 
in the form u = v + w, where u e Vand w e V1. 
We assume that the following unique continuation property holds: for every 
v e V, v 4= 0 the set {x e Q; v(x) = 0} has zero Lebesque measure. 
It appears (see [12]) that this form of unique continuation property is reasonable. 
Let g :Q x R -* R be a. function which is measurable in x e Q for all s e R and 
continuously differentiable in s for almost all xeQ. Moreover we assume: 
(gl) there exists M > 0 such that 
\g(x, s)\ = M 
for all (x, s)eQ x R; 
(g2) Jo °° g(x, s) ds = Jo °° g(x, s) ds for almost all x e Q and the integral Jfl dx . 
• Jo °° d(x> s)dse R u { ± oo} exists (we take Lebesgue integrals); 
(g3) k^i < const ^ kk + g's(x, s) g const < kk+p if k > \, const = g's(x, s) + 
+ kx = const < kp+i if k = 1, 
for all (x, s)eQ x Rr 
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If g satisfies (gl), we can define a mapping G : E -> E by 
(Gu, v)m = (g(x9 u), V) for all v e E , 
and G is C1, i.e. G is continuously FrSchet diflferentiable. 
The purpose of this paper is to study the range of the nonlinear operator 
u i—• Lku + G(u) . 
It means that we shall investigate the following problem: 
for given feE, find ueE such that 
(2.1) Lku + G(u)=f. 
To study (2.1) we use, as in [3] and [4], the global Lyapunov-Schmidt method. 
Let us denote by P the L2-orthogonal projection of E on V and set Q = I — P9 
where / is the identity on E. Applying P and Q to (2.1) we obtain the bifurcation 
system 
(2.2) Lkw + QG(v + w)=Qf9 
(2.3) PG(v + w) = Pf. 
It is evident that this system is equivalent to the problem (2.1). 
The following lemma deals with (2.2) and it is stated without proof here. 
Lemma 2.1. Under the assumptions stated above and for fixed f e E the equation 
(2.2) has for each veV precisely one solution w(v) e VL. The function v h-> w(v) is 
a C1 function of v and there exists k > 0 such that \\w(v)\\ ^ k for all veV. 
The outline of the proof of this lemma is given in [3], a precise proof is given in [4]. 
3. EXISTENCE RESULT 
We shall prove in this section that the range of Lk is contained in the range of the 
perturbed operator Lk + G. 
Let us introduce the following function H :V-> R defined by 
(3.1) H(v) = 1/2(1* w(v), w(v))m + f dx r
+W{V g(x, s) ds - (f, w(v))m . 
Jfl Jo 
Theorem 3.1. Assume (gl) —(g3) and let fe Vbe given. Then there exists at least 
one ueE such that (2.1) holds. 
Proof. Let us suppose for a moment that the function H(') has at least one critical 




(H'(v0), h)m = 0 for all heV. 
By an elementary calculation we obtain from (3.1) that 
1/2 (Lk w'(v0) h, w(v0))m + 1/2 (Lk w(v0), w'(v0) h)m + g(x, w(v0) + v0) hdx + 
+ g(x, w(v0) + t;0) w'(v0) hdx - (/, w'(v0) h)m = 0 
holds for each heV (the symbol w'(v0) h denotes the value of the linear functional 
w'(v0) on h). Using the symmetry of Lk and the equation (2.2) we obtain 
L g(x, v0 + w(i>0)) h dx = 0 In
for all heV, which is nothing else than (2.3). The equivalence of (2.1) with (2.2), (2.3) 
implies that u0 = v0 + w(i?0) is the solution of (2A) and the theorem is proved. 
Q.E.D. 
It remains to prove, now, that H(') has at least one critical point in V. To prove 
this assertion we need the following series of lemmas. 
Lemma 3.2. We have 
lim meas {x e Q; \w(v) (x)\ ^ /} = 0 
uniformly with respect to veV. 
This lemma is an immediate consequence of the inequality ||w(i?)|| :g k for all 
ve V(see Lemma 2.1). 
Lemma 3.3. For each le N we have 
lim meas {x e Q; \v(x)\ ^ /} = 0 . 
,M|-+oo,t>eK 
Proof. Suppose on the contrary that there exist Z0 e N,vne V, \vn\ -• co such that 
. meas {x e Q; \vn(x)\ ^ /0} ;> e0 > 0. 
Put tn = vn\\vn\. Then we have 
(3.2) meas {x e Q; \tn(x)\ = /0/||^||} = e0 . 
Since dim V < + oo we can suppose that 0n -* v0 e Vin l}(Q). By Jegorov's theorem 




If we put r\ — e0/2 and take the limit for n -*> oo in (3.2), we obtain 
meas {x e Q; \v0(x)\ ^ 0} ^ e0/2 > 0 , 
which is a contradiction with the unique continuation property of V (see Section 2). 
Q.E.D. 
It is well known that the restriction Lk \ V
1 : V1 -> V1 is an algebraic isomorphism. 
Its invers (Lk \ V
1)'1 will be denoted by K. Applying K on both sides of (2.2) we 
obtain (taking into account thatfe V1): 
w + KQG(v + w) = Kf. 
Lemma 3.4. If $Q dx j 0 °° g(x, s)dseR then 
lim ||w(i>) - Kf|| = 0 and lim \\Lk w(v) - f | | = 0 . 
IMI-co IM|-oo 








Choose e > 0. According to the assumptions of this lemma, (gl) and the properties 
of the Lebesgue integral we have J0 °° ds J^ \g(x, s)\
2 dx < oo. Hence (cf. the 
boundedness of g's(x, s) in (g3)) there exists k > 0 such that 
(3.3) sup f \g(x, s)\2 dx < e/2 . 
W^Jo 
According to Lemmas 3.2 and 3.3 we obtain the existence of such x > 0 that for 
|| i? I ^ x, ve V, we have 
(3.4) meas Qk = meas {x e Q; \v(x) + w(v) (x)\ ^ k} < ej2M
2 . 
Using (3.3) and (3.4) we obtain for all veV, \\v\\ ^ x: 
f \g(x, v + w(v))\2 dx ^ f \g(x, v + w(v))\2 dx + f \g(x, v + w(v))\2 dx ^ 
Jn J flk J n\nk 
g M2 dx + sup J \g(x, s)\2 dx < e . Q.E.D. 
Jnk WfcfcJo 
Lemma 3.5. V̂e hare 
(i) lim H(v) = -lJ2(f,Kf)m + f dx f
+0°a(x,s)ds 
ll"ll-*» J n J 0 
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/• /•+«> 
provided I dx j g(x9 s) ds e R; 
Jn Jo 
/• /»+00 
(ii) lim JEf(i?) = ± oo if dx #(x, s) ds = ±00. 
I I » I I - * 00 Jn Jo 
Proof, (i) Let Jfl dx Jo °° g(x, s) ds e R. According to Lemma 3.4 we have 
lim [1/2(1* w(v), wf*))-,. - (f, w(v))m] = -l/2(f, Kf)m . 
IMl-oo 
Let e > 0 be arbitrary but fixed. We have x 1-+ Jo °° |g(x, s)\ ds e l)(Q). Hence the 
functions g„(x) = JJ g(x, s) ds are uniformly integrable over Q, gn(') -+ Jo °° g(*, s). 
. ds a.e. in Q if n -> ±00. Using Vitali's theorem we obtain the existence of such fc e AV 
that 
/• I fi±n ^±00 
(3.5) g(x, s) ds — g(x, s) ds dx < e/3 , 
Jn Uo Jo 
for all n ^ fc. Applying Lemma 3.3 we can choose such a x > 0 that 
/ • / • + < » C C° 
(3.6) J dx |gf(x, s)| ds < e/3 and dx |g(x, s)| ds < e/3 
J f l k J o J n k J - o o 
for all oeF, ||i;|| = x (for the definition of Qk see the proof of Lemma 3.4). Using 
(g2), (3.5) and (3.6) we obtain 
I /• pv + w(v) /• /•+«> 
II dx I g(x, s) ds — j dx J g(x, s) ds 
IJn Jo Jn Jo 
/• I pv + w(v) /•+«> 
.= #(*, s) ds - g(x9 s) ds 
Jfl\.Gk I Jo Jo 
I /• po + w(o) 1 /• I /•+<» 
-f dx I g(x, s) ds + dx #(x, s) ds 
IJflk Jo I Jflk Uo 
for all ||i?|| ^ x, which implies that 
/• / * I ; + W(I>) /• /•+<» 
lim I dx j g(x9 s) ds = I dx I g(x, s) ds 




(ii) Let Jfldx JJ °° g(x, s)ds = -f 00. Then for arbitrary / > 0 there exists fc > 0 
and r\ > 0 such that 
/• r±» 
(3.7) dx I g(x, s)ds > l 
J Я\Я' J o 
for all n ^ k and Q' c Q, meas Q' < 7. 
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According to Lemmas 3.2 and 3.3 we may choose a x > 0 such that for ve V, 
\\v\\ ̂  x we have meas Qk < t\ and 
(3.8) f dx f \g(x, s)\ ds < 1//. 
Jo*- Jo 
Using (3.7) and (3.8) we obtain 
/• fiv + w(v) /• fv + w(v) /• p±k 
J dx I g(x, s) ds ^ dx I g(x, s) ds — J dx I |g(x, s)| |ds = I — l// 
J ft Jo Jfl\flfe Jo Jflfc Jo 
for all i?e V, ||t;|| ^ x. This implies that lim Jfl dx J0
+H,(f;)^(x, s) ds = +oo and 
IMI-« 
taking into account the boundedness of ||w(i;)||, we have lim H(v) = -foo. The 
remaining case (— oo) is quite analogous. ll̂ ll-*00 Q.E.D. 
From the assertion of the previous lemma it immediately follows that the C1-
function H(') which is defined on the finitedimensional space Vmust possess at least 
one critical point. 
4. MULTIPLICITY RESULTS 
In this section we shall study the properties of the range of 
(4.1) u h-> Lku + G(u) . 
The function g : Q x R -> R throughout this section will be assumed to satisfy 
(gl)-(g3) and 
(4.2) lim g(x, s) = 0 
s-*±oo 
uniformly for almost all xeQ. 
Theorem 4.1. The range 0/(4.1) is closed. 
Proof. Let {/.}*=-! be any sequence of elements from the range of (4.1) such that 
/„ - » / in E. We shall prove that there exists ueE such that Lku + G(u) = / . By 
Lemma 2.1 there exists {vn}n
xLi c Vsuch that PG(vn + w(v„)) = Pfn, where w(vn)e 
6 V1 are uniformly bounded solutions of the first bifurcation equation (2.2) with 
the right hand side Qfn. If Pf, -• 0 in Fthen Pf = 0, i.e. feV
1 and the assertion 
follows from Theorem 3.L If ||P/n(| ^ const > 0 then according to (4.2) and Lemmas 
3.2, 3.3 the sequence {vn}n=t cz Vis bounded in the norm || • ||. Hence un = vn 4- w(vn) 
is a bounded sequence in E and, possibly after passing to a suitable subsequence 
we can suppose that un -* u0 (weakly) in E. In virtue of the compact imbedding 
of E into l}(Q) we have G(un) -+ G(u0) strongly in E and hence Lkun -* Lu0 strongly 
in E. Passing to the limit in Lkun -f G(un) = /„ we obtain that u0 is the solution of 
(2.1) with the right hand side / Q.E.D. 
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The following two theorems are close to the multiplicity results [3, Th. 3.1] and 
[4, Th. 5.2]. Before stating the main multiplicity results we need the following lemma. 
Lemma 4.2. Let F :RP -+ R have a continuous second Frechet derivative which 
attains its local maximum at an isolated critical point x0 e R
p. Then there exists 
an open ball BQ(x0) centred at x0 with radius Q > 0 such that 
dzg(F';BQ(xo),0) = (-l)
p. 
The proof can be found in [1]. 
Theorem 4.3. Letf2 e V
1 be given. Then either (l) or (2) holds, where: 
(1) the equation (2.1) with the right hand sidef = fi + fiifi e V, has no solution 
provided fi 4= 0 and possesses infinitely many solutions provided fx = 0; these 
solutions may be expressed as u = v + w(v), where w(v) is the solution of (2.2) 
with the right hand sidef2, and they form a p-dimensional ^-manifold in E; 
(2) there exists e(f2) > 0 such that (2.1) has at least one solution provided 
If!|| g e(f2); ifO < If-1| < e(f2) then (2A) has at least two distinct solutions. 
Proof. Let us introduce the function 
Hl(i) = H(v)^(f1,v)m, veV 
(for definition of H(') see (3.1)). By an elementary calculation it is easy to see that 
the solutions of (2.1) with the right hand side f — f\ + f2 are in a one-to-one cor-
respondence with the critical points of -Hi('). Hence if H(-) : V-> R is a constant 
function on V(in this connection see Open problem 6.7), we immediately obtain the 
first conclusion of the theorem. Let us assume, further, that H(') is not a constant. 
Then without loss of generality, we shall suppose that H attains its minimum at a point 
v0 e V. Hence there exists a ball Br(0) with centre at the origin and with a suf-
ficiently large radius r > 0 such that H(v) > H(v0) for all v e dBr(0). It is now ob-
vious that there exists e(f2) > 0 such that Hx(v) > Hx(v0), for all v e dBr(0), where fx 
is taken as follows: \fx\ < e(f2). This fact implies that Hi(') attains its minimum 
on Br(0) at a point v) e Br(0) and so the corresponding function ux = u, + w(vt) is 
the solution of (2.1) with the right hand sidef = fx + f2. According to Theorem 4.1 
the solution of (2.1) exists also if flf-JI = e(f2). Take 0 < flf-JI < e(f2). Let us 
consider the ball BQ(v^) with a sufficiently small radius Q. If there is another vt e 
eBQ(vi), $! 4= vl9 and vx is also a critical point of Hi(') then u1 = vx 4- w(vt) is 
another solution of (2.1) with the right hand sidef = fx + fi and uY 4= ux. If such 
a vx eBQ(vi) does, not exist we may define the Brouwer degree deg (F; BQ(vt), 0), 
where r(v) = PG(v + w(v)) - ft (it is easy to see that T(v) = H\(v) and that F is 
of class C1). According to Lemma 4.2 we have 
(4.3) deg(r ;B, ( i> , ) ,0 )*0 . 
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Let us take r > 0 sufficiently large so that 
(4.4) \\PG(v + w(v))\\ < lllWAJ 
for all v e dBr(0). This is possible due to the assumption (4.2) and to the unique 
continuation property of V (see the proof of Lemma 3.4 for quite similar estimates). 
By virtue of (4.4) and the homotopy invariance property of the Brouwer degree it 
follows that 
deg (xPG(v + w(v)) - fx; Br(0), 0) = c 
for all T G [0,1] . Since for T = 0 we obtain the Brouwer degree of a constant map-
ping, we have c = 0, and hence 
(4.5) deg(F;Br(0),0) = 0 . 
Therefore using (4.3) and (4.5) we obtain 
dcg(r;Br(0)sBe(v1),0) + 0 
and the equation T(v) = 0 has at least one other solution v1 in Br(0) \ BQ(vt). Then 
ul = vi + w(vx) + «! is another solution of (2.1). This completes the proof. Q.E.D. 
The next theorem gives a more precise information about the range of Lk + G 
on the assumption that the nullspace of the linear part Lk is one-dimensional. 
Theorem 4.4. Letf2 e Vbe given and let us suppose, moreover, that the eigenvalue Xk 
has multiplicity one. Denote the corresponding eigenfunction by <pk, \\(pk\\ = 1. 
Then either (1) or (2) holds, where (1) is the same as in Theorem 4.3 and 
(2) there exist S\(f2) < 0 < e2(f2) such that (2.1) with the right hand side 
f = fj + f2 has at least one solution if and only if f^ = tq>k is such that t e [ei(f2), 
e2(f2)]; moreover, if t e ]ei(f2), 0[ u ]0, e2(f2)[ then (2.1) has at least two distinct 
solutions. 
Proof. If H(') is a constant function on Vwe obtain again the first conclusion of 
the theorem. In the opposite case H(') attains its maximum or minimum on V. 
Without loss of generality we may suppose that for v0 e V we have 
(4.6) H(v0) = min H(v) < lim H(v) . 
veV ||tf]|->oo 
Then the function F : R -> R defined by 
T(t) = (G(tcpk + w(tcpk)), cpk) for all t e R 
is such that F(t0) = 0 if t0cpk = v0. According to (4.2) we have lim F(t) = 0 and 
t-*±oo 
using (4.6) we conclude that Ffa) > 0 for some t1 > t0 and F(t2) < 0 for some 
t2 < t0. Moreover, F(*) is a continuous function and hence using its properties 
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stated above we have such <Xi, <T2 that 
f (a2) = max f (t) > 0 > min f (t) = f (ax). 
/eff feff 
Put f I(T) = > ( T ) - (f<pfc, <pfc)w = f(T) - t. Then if r e f f ^ ) , f(<r2)], we obtain 
the existence of at least one T0 e ff such that f I(T0) = 0 and u0 = x0<pk + w(x0cpk) 
is the corresponding solution of (2.1). If t $ [F(tTi)> F(<r2)] then no such x0eR does 
not exist. Moreover, it is easy to see that if t e ]-T(<7i), 0[ U ]0, F(<r2)[, we obtain 
at least two distinct points xl + x2e R such that -TI(T,) = 0, i = 1, 2. Hence ut = 
= xt(pk + w(xi(pk), i = 1, 2 are two distinct solutions of (2.1). This considerations 
imply that if we take £i(/2) = r(at) and e2(/2) = -T(<r2), the second conclusion of the 
theorem is proved. Q.E.D. 
5. APPLICATIONS 
The results of Sections 3 and 4 may be applied, for instance, to the following 
types of semilinear elliptic boundary value problems: 
(5.1) Au + Xku + pue~
u2 = / in Q, 
M = 0 on dQ ; 
(5.2) Au + kku + $e~
ul sin (M) = / in Q , 
M = 0 on dQ ; 
(5.3) -A2u + kku + °
U = / in Q, v ' 1 4- M8 
M = dujdn = 0 on 5(2 ; 
(5.4) -A2u + Xku + g(u) = / in Q , 
. M = dM/d/t = 0 on 3.G, 
where g is a bounded, odd, continuously diiferentiable function with compact sup-
port in ff satisfying (g3). 
We put E = W£'2(Q), or E = W0
2'2(Q), in the cases (5.1), (5.2), or (5.3), (5.4), 
respectively. The operator Lk is defined by 
(Lku, v)t = VM VI? dx - Xk\ uv dx 
Jn Jn 
in the cases (5.1) and (5.2); 
(Lku9 v)2 = I Au Av dx - Xk\ uv dx 
Jn Jn 
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in the cases (5.3) and (5.4). We suppose that kk is any eigenvalue of the Laplace 
operator A, or the biharmonic operator A2, respectively, with the Dirichlet boundary 
conditions. Then the operator Lk satisfies all the assumptions from Section 2. Let us 
note that the assumption of the unique continuation property of Vis satisfied accord-
ing to the result of Sitnikova [12]. The function j? = P(x) is measurable in x, bounded 
on Q and such that (g3) is fulfilled. 
6. REMARKS, OPEN PROBLEMS 
Remark 6.L Existence and multiplicity results for weakly nonlinear boundary 
value problems with nonlinearities presented in (5.1) —(5.4) are new and according 
to the author's best knowledge none of the cases (5.1) —(5.4) has been covered by 
any paper up to now. 
Open problem 6.2. Prove or disprove: 
the existence result (i.e. Theorem 3.1) remains true if the assumption (g3) is replaced 
by \G'S{X> S)\ = c> for all (x, S)E Q x R, with a constant c > 0 which does not depend 
on the spectrum of L. 
Remark 6.3. An interesting approach to the study of weakly nonlinear problems 
is presented in [4]. The authors of this paper study the energy functional of (2.1) 
but to prove the existence of critical points of this functional a condition similar to 
(g3) is necessary. 
Remark 6.4. It is obvious that the assumption (g2) can be replaced by the stronger 
assumption 
(g2') g(x, s) is odd in s for almost all x e Q and 
/• /»+oo 
dx g(x, s)dse R u {±00} . 
Jn Jo 
All nonlinear perturbations from (5.1 ) —(5. \) satisfy this assumption (g2'). 
Open problem 6.5. Prove or disprove: 
Theorem 3.1 remains true if the assumptions (g2) (or (g2')) and (g3) are replaced by 
g(s) s ^ 0 (or g(s) s ^ 0, respectively) 
for all seR. 
Remark 6.6. If S£ is an elliptic differential operator of the second order and 
Xk = Xx is the first simple eigenvalue with the corresponding positive eigenfunction 
in Q, the problem 6.5 is solved in the affirmative in [11]; some multiplicity results 
are proved in [7]. 
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Open problem 6.7. Following the proofs of Theorems 4.3 and 4.4 it is quite 
easy to see that if Jfl dx Jo °° g(x, s) ds = ± oo the function H(-) is never a constant 
on V and hence the situation expressed by conclusion (1) occurs for no f2 e V
L. 
The open problem is to prove the following assertion: The situation (l) from 
Theorems 4.3 and 4.4 occurs if and only if g(x, s) = 0. 
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