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Introduction
L’intégration des robots dans l’industrie manufacturière est en pleine croissance pour accroitre
la productivité et la ﬂexibilité des moyens de production. En 2014, la vente des robots industriels
dans le monde a augmenté de 29% 1. À l’heure actuelle, la robotisation des procédés d’usinage
suscite l’intérêt des industriels en raison du grand espace de travail et le faible coût des robots
par rapport aux machines-outils conventionnelles et la possibilité d’usiner des pièces de formes
complexes. Cependant, la rigidité plus faible de la structure robotique favorise le déclenchement
de phénomènes dynamiques liés à l’usinage sollicitant le robot en bout de l’outil qui dégradent la
qualité de surface de la pièce usinée. Pour améliorer les performances et la précision des robots
d’usinage, plusieurs études ont été menées autour de (i) la conception des robots, notamment en
proposant des architectures plus rigides, (ii) la modélisation statique et/ou dynamique des robots
et (iii) la planiﬁcation de trajectoire d’usinage adaptée.
L’objectif de ce travail de thèse est de caractériser le comportement dynamique des robots
en usinage. La connaissance du comportement dynamique permet de prédire les phénomènes
vibratoires liés aux sollicitations d’usinage. L’amélioration dans la connaissance du comportement
dynamique permet d’optimiser son utilisation en usinage tout en garantissant la stabilité. Un robot
de type ABB IRB 6660 à sous-structure à parallélogramme conçu pour réaliser des opérations
d’usinage est utilisé pour l’étude expérimentale.
La thèse se compose de quatre chapitres :
Le premier chapitre décrit les robots industriels, leurs diﬀérentes architectures et leurs perfor-
mances techniques. Les limitations et les problèmes de l’usinage robotisé sont ensuite présentés.
Les travaux existants sont recensés montrant que des améliorations restent nécessaires pour assurer
une meilleure qualité et précision de l’usinage robotisé. Une absence des travaux sur l’identiﬁcation
modale des robots d’usinage est observée. Sur cette base, les problématiques générales et les verrous
scientiﬁques, sont mis en évidence.
Le deuxième chapitre aborde la problématique de l’identiﬁcation modale du comportement
dynamique des robots d’usinage. Une démarche d’identiﬁcation par analyse modale expérimentale
est présentée dans le but d’obtenir un premier modèle considéré de référence où le robot est au
repos. La méthode d’identiﬁcation PolyMAX est appliquée sur notre cas d’étude. Un protocole
expérimental a été développé pour organiser les séries de tests où plusieurs conﬁgurations du robot
ont été investiguées en utilisant deux types d’outils de coupe diﬀérents à chaque conﬁguration. Ce
premier modèle permet ainsi d’observer une évolution des modes propres du robot en service, ce
qui nécessite une identiﬁcation modale opérationnelle.
Le troisième chapitre a pour objectif d’identiﬁer le comportement dynamique du robot en
service. Une première étape consiste à appliquer la méthode de décomposition dans le domaine de
1. http ://www.ifr.org/industrial-robots/statistics/
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fréquence modiﬁée (en anglais : Frequency Domain Decomposition FDD) en intégrant les eﬀorts
de coupe mesurés pendant l’usinage. La mise en œuvre expérimentale de cette méthode est lente
et nécessite la connaissance préalable des modes du robot. Ainsi, deux méthodes d’identiﬁcation
opérationnelle sont développées en se basant sur la théorie des fonctions de transmissibilité : la
méthode d’Identiﬁcation par les Fonctions de Transmissibilité (IFTr) et la méthode d’Identiﬁcation
par Reconstruction des FRFs (IRF) . Les résultats des méthodes proposées sont ensuite analysés
et comparés avec la base modale de référence.
Le dernier chapitre est dédié à l’exploitation des modèles dynamiques du robot. Les mécanismes
qui déclenchent les phénomènes vibratoires en usinage sont rappelés. La méthode de prédiction de
la stabilité de coupe basée sur les lobes de stabilité est introduite. Les résultats de la prédiction
de la stabilité en usinage sont présentés. Enﬁn des préconisations sur les choix de conﬁguration du
robot sont proposées pour assurer la stabilité de l’usinage robotisé.
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1.1 Introduction
Le premier robot industriel nommé Unimate a été développé, en 1959, par George Devol et
Joseph Engelberger [1]. Unimate est un manipulateur sériel à six axes actionnés à l’aide de vérins
hydrauliques. Il a été utilisé dans l’industrie pour la première fois en 1961 par General Motors pour
déplacer des pièces métalliques ayant une très haute température. Depuis, l’utilisation des robots
en industrie s’est élargie pour inclure une très grande variété d’applications comme l’assemblage,
le soudage et la peinture. Le tableau 1.1 donne un aperçu sur l’historique des robots industriels
avec les applications pour lesquelles ils ont été conçus. En eﬀet, les robots sont capables d’eﬀectuer
des tâches répétitives ou dangereuses à des vitesses élevées, permettant ainsi à l’opérateur humain
d’éviter les travaux pénibles et à risque. De plus, d’après une étude menée par Graetz et Michaels
[2] sur 17 pays entre 1993 et 2007, l’utilisation des robots en industrie a augmenté le taux annuel
de la productivité du travail et le produit intérieur brut. La ﬁgure 1.1 montre les pourcentages
d’utilisation des robots industriels par application en 2008 dans le monde. L’usinage robotisé est le
moins utilisé en industrie, même s’il représente une alternative à l’utilisation des machines-outils,
surtout dans certains cas comme l’usinage de grandes pièces et de formes complexes. Ce frein à
l’utilisation des robots dans des opérations d’usinage peut s’expliquer par les diﬃcultés de prise en
main par les opérateurs et leur manque de connaissance sur la capacité que peuvent oﬀrir ces robots
[3]. Néanmoins, d’autres raisons liées aux performances des robots (précision statique, précision
dynamique, rigidité . . . ) constituent une barrière à l’utilisation des robots pour l’usinage, surtout
dans le cas d’opération à fort enlèvement de matière [3].
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Figure 1.1. Répartition de l’utilisation des robots industriels par application en 2008 [4].
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Tableau 1.1. Historique de la robotique industrielle établi à partir du rapport annuel de l’IFR
(International Federation of Robotics) [5].
Année Robot Contribution
1959 Unimate Devol et Engelberger développent le premier robot industriel
1961 Unimate GM : Première installation dans une usine
1962 Versatran AMF Premier robot de type cylindrique
1969 Unimate GM installe le robot de soudage par points dans l’usine
1969 Trallfa Norwegian labor shortage : premier robot de peinture
1973 Famulus KUKA : premier robot électromécanique à 6 axes entraînés
1973 Hitachi Premier robot automatique de boulonnage
1974 T3 Le premier robot industriel mini-contrôlé arrive sur le marché
1974 Hi-T-Hand Kawasaki : le premier robot de soudage à l’arc
1974 IRB-6 ASEA : le premier robot tout-électrique
1975 SIGMA Olivetti : l’un des premiers utilisés aux assemblages
1978 PUMA Unimation : robot travaille en coopération avec des opérateurs
1978 SCARA Univ. de Yamanashi : Hiroshi Makino développe le robot SCARA
1978 RE15 Reis : premier robot à 6 axes avec son propre système decontrôle
1979 Nachi Premier robot piloté par moteurs électriques
1981 Gantry PAR Système introduit son premier robot portique
1984 Adeptone Adept : premier robot SCARA à entraînement direct
1992 Delta Demaurex : premier robot pour application d’emballage
1998 FlexPicker ABB : robot rapide de cueillette (picking)
1999 RV6L-CO2 Reis : robot guidé par faisceau laser
2004 NX100 Motoman : commande synchronisée de quatre robots
2006 WiTP Comau : commande par interface sans ﬁls
2006 Kuka LWR Kuka robot léger à 7 axes
2010 LVC Fanuc : le premier "Learning Control Robot"
Nous nous intéressons ainsi dans ce premier chapitre aux robots industriels utilisés pour des
opérations d’usinage. Les capacités des robots et les problèmes de l’usinage robotisé sont présentés.
Une étude des solutions proposées par diﬀérents chercheurs pour améliorer les performances des
robots d’usinage est conduite. Un état de l’art des travaux relatifs aux techniques de modélisation
dynamique des structures robotisées est présenté. Enﬁn, les objectifs des travaux de recherche sont
déﬁnis à partir de la synthèse de l’existant.
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1.2 Les robots industriels
Il existe de nombreuses déﬁnitions des robots industriels, mais la plupart font référence aux
notions d’automatisme et de multi-usages. Nous avons repris la norme ISO 8373 :2012 qui déﬁnit
le robot industriel comme un manipulateur multi-application, reprogrammable, commandé
automatiquement, programmable sur trois axes ou plus, qui peut être ﬁxé sur place ou mobile,
destiné à être utilisé dans des applications d’automatisation industrielle :
— Multi-application : qui peut être adapté à une application diﬀérente avec modiﬁcation phy-
sique ;
— Reprogrammable : conçu de sorte que les mouvements programmés ou les fonctions auxi-
liaires puissent être changés sans modiﬁcation physique ;
— Axe : direction utilisée pour spéciﬁer le mode de mouvement du robot selon une rotation
ou une translation.
1.2.1 Architecture des robots
La variété des domaines d’application des robots industriels a permis d’innover au niveau
de l’architecture des robots aﬁn d’en optimiser le fonctionnement. Les principales architectures
existantes sont : l’architecture sérielle, l’architecture parallèle et l’architecture hybride (Figure
1.2).
Figure 1.2. Principales architectures des robots industriels : (a) Robot KUKA KR270 à architec-
ture sérielle (b) Cosmo Center PM-600 à architecture parallèle (c) Robot ABB IRB
940 Tricept à architecture hybride.
— Architecture sérielle :
L’organe terminal du robot est relié à la base par une seule chaine cinématique ouverte [6].
La structure du robot est composée d’un ensemble de corps rigides connectés successivement
entre eux par diﬀérentes liaisons, généralement des liaisons prismatiques et/ou rotoïdes. Ces
liaisons sont souvent motorisés permettant de commander chaque corps séparément, ce qui
oﬀre une multitude de conﬁgurations. Les robots industriels ayant ce type d’architecture
sont les plus utilisés dans l’industrie (environ 67 % du marché en 2009, selon l’étude de
World Robotics 2010 [7]).
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— Architecture parallèle :
Les robots à structure parallèle sont composés d’une chaine cinématique fermée. La base
du robot est reliée à l’organe terminal par un ensemble de chaines sérielles élémentaires
appelées "jambes". Typiquement, le nombre des jambes est égal au nombre des degrés de
liberté du robot et chaque jambe est contrôlée par un actionneur [8]. Ce type de robot est
utilisé généralement pour des applications de simulateur de vol [9], de déplacement d’objet
("Pick and Place") [10], ou dans des cellules d’usinage [11].
— Architecture hybride :
La structure des robots hybrides est composée d’une structure sérielle et d’une structure
parallèle. L’organe terminal est relié à la base par une chaine cinématique complexe appelée
« jambes complexes » [12].
Le tableau 1.2 présente les avantages et les inconvénients des deux premiers types d’architecture.
L’architecture hybride n’apparait pas dans ce tableau étant donné qu’il existe plusieurs types de
mécanismes, comme souligné par Krut [13] :
— Les mécanismes à porteur parallèle et poignet série.
— Les mécanismes à porteur série et poignet parallèle.
— Les autres mécanismes hybrides
Tableau 1.2. Tableau comparatif entre l’architecture sérielle et l’architecture parallèle.
Architecture Sérielle Parallèle
Espace de travail ++ -
Rigidité - ++
Inertie ++ -
Rapport charge utile/poids - ++
Rapport espace de travail/dimensions ++ -
Précision - ++
L’architecture hybride représente un compromis entre les avantages et les inconvénients des
mécanismes sériels et parallèles pour les applications d’usinage. En eﬀet, la sous-structure parallèle
améliore la rigidité du robot et le mécanisme à poignet sériel permet d’obtenir un volume de
travail supérieur aux architectures parallèles, notamment en orientation. Cette bonne capacité
spatiale permet d’avoir plus d’accessibilité aux formes complexes, plus de choix au niveau des
conﬁgurations et de l’orientation de l’outil, avec une possibilité de travailler sur plusieurs postes.
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1.2.2 Critère de performances des robots
Les robots industriels sont caractérisés par des critères de performances à travers des normes
ISO9238 [14] et ANSI R15.05-1 [15]. Ces performances permettent d’identiﬁer les capacités des
robots industriels et leur adaptation à certaines applications. Elles sont dépendantes des données
techniques du robot, fournies par les constructeurs, dont nous pouvons citer :
— L’exactitude de pose ;
— La répétabilité de pose ;
— L’espace de travail ;
— Le nombre d’axes avec la plage angulaire de chaque axe ;
— Les vitesses et accélérations articulaires maximales ;
— La vitesse et accélération maximales de l’organe terminal ;
— La résolution de mouvement des articulations ;
— La charge utile ;
— Les conditions générales de travail (position, température, environnement, etc.).
En usinage robotisé, la précision est importante vis à vis des spéciﬁcations de la pièce à usiner.
Elle dépend de trois paramètres que sont l’exactitude de pose, la répétabilité et la résolution.
Suivant les études de Belchior et al. [16] les deux premiers paramètres peuvent être inﬂuencés par
la position et la conﬁguration du robot dans son espace de travail.
1.2.2.1 Espace de travail
L’espace de travail d’un robot, très complexe à déﬁnir, est généralement représenté graphi-
quement par les positions atteignables du centre du poignet ou du bout de l’eﬀecteur. Il peut
être obtenu par des approches algébrique ou géométrique [17]. Il déﬁni l’ensemble des positions
et orientations accessibles par un repère lié à l’outil. Il est précisé par ses limites, imposée par le
nombre de degrés de liberté, les débattements articulaires et par la longueur des segments du robot
industriel. C’est un critère important pour diﬀérentes applications en robotique. Il est utilisé pour
déﬁnir le placement du robot vis-à-vis de la tâche à eﬀectuer. La ﬁgure 1.3 représente l’espace de
travail maximal en position d’un robot hybride à chaine fermée à parallélogramme [18].
Figure 1.3. Représentation tridimensionnelle de l’espace de travail en position d’un robot sériel
de type COMAU SMART NJ 370-2.7 [18].
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Pour les applications d’usinage, il est intéressant de déﬁnir des sous-espaces de travail dans
lesquels le robot d’usinage est exploité de manière optimale. En eﬀet, nous trouvons dans les travaux
de H. Chanal [19] un résumé des diﬀérents sous-espaces de travail à prendre en considération dans
la planiﬁcation des trajectoires d’usinage. Dans l’espace de travail du robot, nous pouvons déﬁnir
l’espace de travail cinématique et l’espace de travail dynamique (Figure 1.4 ).
— L’espace de travail cinématique correspond à l’ensemble des points atteignables par l’organe
terminal et les trajectoires d’usinage oﬀrant le minimum de temps d’usinage ou évitant les
changements de direction des actionneurs [20, 21].
— L’espace de travail dynamique correspond à la zone où le robot présente une grande rigi-
dité assurant la précision requise et l’état de surface ﬁnal souhaité. Dans la littérature, des
travaux ont permis de le déterminer par des calculs de cartes de rigidité ou de direction
de rigidité maximum pour une position donnée [22, 23, 24, 25, 26, 27]. Abele et al. [25]
ont calculé la compliance statique d’un robot d’usinage de type RV130HSC de chez Reis
robotics par deux méthodes analytique et expérimentale. La compliance dans la direction
X reste constante dans le plan de travail, contrairement à la compliance dans la direction
Y. Ces cartes mettent en avant que la conﬁguration du robot, replié sur lui-même, est plus
rigide.
Espace de travail
Espace de travail 
cinématique
Espace de travail 
dynamique
Figure 1.4. Déﬁnition de l’espace de travail optimal pour le positionnement de la pièce à
usiner[19].
Figure 1.5. (a) Robot d’usinage de type RV130HSC de chez Reis robotics ; Cartes de compliance
dans les directions X et Y déterminées par l’approche (b) analytique (c) expérimentale
[25].
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1.2.2.2 Exactitude
Il existe deux types d’exactitude pour les robots (Figure 1.6). La première est l’exactitude
statique qui est désignée par le terme « exactitude de pose » dans la norme ISO 9283 et déﬁnie
comme étant l’écart entre la pose souhaitée et la moyenne des poses atteintes. Le deuxième type de
précision, est l’exactitude dynamique qui représente la déviation du robot le long d’une trajectoire
désirée [28].
(a)
(b)
Figure 1.6. Déﬁnition de la notion d’exactitude (a) statique (b) dynamique.
1.2.2.3 Répétabilité
Ce critère correspond à la capacité du robot à atteindre la même position souhaitée plusieurs
fois avec la même consigne de positions articulaires. Elle est représentée par le nuage de points
des poses atteintes. Plus ces points sont proches, plus le robot admet une bonne répétabilité. Elle
varie généralement entre 0.1mm et 0.015 mm pour les robots de faible et de moyenne envergures
[28, 29]. Pour ne pas confondre le terme exactitude et le terme répétabilité, la ﬁgure 1.7 illustre
bien ces deux notions.
Figure 1.7. Exactitude et répétabilité.
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La répétabilité est un critère très dépendant de l’espace de travail du robot. En eﬀet, plus la
portée d’un robot augmente, plus son erreur de répétabilité augmente. Ceci peut être justiﬁé par
la ﬂexibilité de la structure qui dépend de la longueur du bras robotique. Le tableau 1.3 montre
les données du constructeur ABB de 4 robots diﬀérents [30]. Il illustre bien la dépendance entre la
répétabilité et la portée maximale du robot.
Tableau 1.3. Portée maximale de 4 robots et leurs répétabilité.
Type du robot Répétabilité (mm) Porté maximale (mm)
ABB IRB 120 ±0.01 580
ABB IRB 140 ± 0.03 810
ABB IRB 1410 ± 0.05 1440
ABB IRB 6660-205/1.9 ± 0.07 1930
Présentation du robot d’usinage ABB IRB 6660
Parmi les robots hybrides conçus pour des opérations d’usinage, nous avons réalisé notre étude
sur le robot ABB IRB 6660 [30]. C’est un robot destiné à des opérations de fraisage, d’ébavurage,
de découpe, de ﬁnition et de sciage. Il possède six liaisons motorisées correspondantes à six Degrés
De Liberté (DDL) (q1, q2, q3, q4, q5 et q6) et inclut des liaisons passives notées (qp1, qp2 et qp3). La
ﬁgure 1.8 présente l’ensemble composé du robot ABB IRB 6660, d’une broche d’Usinage à Grande
Vitesse (UGV) FISCHER MFW 1412/36 ayant une puissance 15.2kW et d’un outil/porte outil.
Les données constructeurs donnent une répétabilité de positionnement de 0.07mm et une précision
de pose de 0.18mm, tout en ayant un espace de travail important permettant de travailler sur de
grandes pièces (Figure 1.9).
Figure 1.8. Robot d’usinage ABB IRB 6660 équipé d’une broche UGV.
30 1. État de l’art
Figure 1.9. Espace de travail du robot ABB IRB 6660 [30].
La ﬁgure 1.10 montre l’architecture hybride du robot qui est composée d’un bâti, d’une struc-
ture mécanique à parallélogramme (montage en chape des axes 2 et 3) et d’un bras sériel compact
portant un poignet 3 axes. Comme dans tous les robots, les articulations motorisées sont pilotées
par un système de commande fonctionnant en boucle fermée avec un correcteur PID (Proportion-
nel - Intégral - Dérivé) (Figure 1.11) [31, 32]. Le système de commande passe par l’utilisation
des modèles géométriques et cinématiques. Ces modèles permettent de déﬁnir les positions et les
vitesses articulaires en fonction des positions et vitesses opérationnelles et inversement.
Figure 1.10. Composition du robot ABB IRB 6660.
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Figure 1.11. Schéma bloc typique de la commande d’une articulation d’un robot industriel [32].
1.2.3 Les problèmes de l’usinage robotisé
Dans les travaux de Dumas [33], un exemple d’une opération d’usinage réalisée avec le robot
ABB IRB 6660, met en évidence les limitations de l’usinage robotisé. L’opération analysée consiste
en un rainurage en Zig-Zag représentée sur la ﬁgure 1.12. Le but de ces tests est d’évaluer les
capacités du robot à réaliser des opérations d’usinage. Le résultat montre des écarts de ± 1mm
par rapport aux dimensions désirées, alors que les tolérances de la pièce, suite à une opération de
parachèvement, sont généralement de quelques dixièmes de millimètres. Ces résultats dépendent
cependant fortement de la conﬁguration du robot. Ce qui nécessite une étude au préalable des
zones de travail à grande rigidité.
Figure 1.12. Essai d’usinage avec le robot ABB IRB 6660 [33].
Pour garantir de meilleures performances du robot d’usinage dans son espace de travail, il
est nécessaire de connaître les sources d’erreurs inﬂuentes sur sa précision. Schneider et al. [34]
ont mené une série de tests sur un robot d’usinage. La ﬁgure 1.13 résume les principales sources
d’erreurs d’exactitude et de répétabilité des robots [35].
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Figure 1.13. Erreurs sur l’exactitude et la répétabilité [35].
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1.2.3.1 Sources des erreurs en exactitude
Erreur de modélisation :
Le système de commande s’appuie sur un modèle géométrique ou cinématique de la structure
robotisée pour déterminer les consignes à appliquer à chaque articulation en fonction de la tâche.
Les approximations ou les simpliﬁcations réalisées dans le calcul de ce modèle introduisent des
écarts par rapport au comportement réel. Östring [36] propose par exemple un modèle approxi-
matif du modèle dynamique d’un robot industriel par 3 masses connectées par des ressorts et des
amortisseurs comme représenté sur la ﬁgure 1.14. Les erreurs de modélisation sont généralement
réalisées sur les valeurs de longueur des segments, sur la position des centres et sur la direction
des axes des articulations. Ces grandeurs ne peuvent pas être approchées en raison des défauts de
montage et d’assemblage de ses composants.
Figure 1.14. Exemple de modélisation de la dynamique d’un actionneur d’un robot par 3 inerties
reliées par des ressorts et des amortisseurs [36].
Erreur due aux déformations élastiques statiques :
Les sollicitations statiques (poids propre de la structure, chargements thermiques) inﬂuent sur
la position ﬁnale de l’organe terminal entrainant une erreur d’exactitude. Suivant la conﬁguration
du robot, les éléments de la structure robotique agissent de manière diﬀérente sur les articulations.
En eﬀet, Cousturier et al. [37] ont mené une série d’essais de caractérisation de la déformation
statique sur le robot ABB IRB 6660. La ﬂèche en bout de l’organe terminal a été mesurée pour
diﬀérentes conﬁgurations du robot pour un chargement correspondant à la masse de la broche
d’usinage (Figure 1.15). Le robot comporte donc une zone de rigidité maximum entre 1400mm et
1600mm suivant la direction X pour une déviation inférieure à 1.5mm. Les sollicitations statiques
peuvent être compensées par l’identiﬁcation de la charge et son intégration dans la commande.
Figure 1.15. (a) Carte expérimentale de la ﬂèche (b) Conﬁgurations du robot [37].
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Déformation thermique :
La dilatation thermique dans la structure du robot est le résultat de la chaleur interne générée
lors de son fonctionnement et de la chaleur provenant de l’environnement de travail. Les moteurs
et les réducteurs sont les sources principales de l’auto-échauﬀement du robot. Elle dépend bien
évidemment des coeﬃcients de dilatation thermique des diﬀérents composants et produit une erreur
sur l’exactitude du robot. A titre d’exemple, cette erreur a été évaluée par Cherif et al. [38] à 1.4mm
pour un robot Kuka KR 240 dont le rayon d’action est de 2.7m (Figure 1.16). Cependant, selon
Gong et al. [39] l’erreur maximale due à la dilatation thermique se produit après plusieurs heures
de fonctionnement du robot.
Figure 1.16. Contribution de chaque axe sur le déplacement de l’organe terminal lors d’un cycle
de chauﬀe d’une heure d’un robot industriel [38].
1.2.3.2 Sources des erreurs en répétabilité
Commande du robot :
Le calcul des consignes pour le suivi des trajectoires est réalisé au moyen d’une commande
numérique comme présenté dans la ﬁgure 1.17. Le passage d’un modèle analytique de commande
à un modèle numérique implique des approximations. Celles-ci proviennent de la discrétisation
temporelle et des arrondis sur les valeurs et les interpolations réalisées sur les lois de commande,
ce qui a une inﬂuence sur la répétabilité.
Figure 1.17. Exemple de schéma de principe de la commande d’un robot d’usinage [40].
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Erreur dues à l’excitation des modes propres :
L’opération d’usinage entraîne des vibrations de la structure dont l’amplitude augmente à
mesure que la fréquence de sollicitation s’approche des fréquences propres de la structure. Cela
se concrétise par l’apparition de phénomènes vibratoires comme le broutement lié à la coupe et
dont les eﬀets sur l’état de surface d’une pièce usinée sont présentés sur la ﬁgure 1.18. Les modes
propres de la structure sont liés à sa rigidité dynamique [41]. Comme dans le cas des erreurs de
déformation élastique statique, la rigidité dynamique de la structure dépend de sa conﬁguration
instantanée.
Figure 1.18. Eﬀet de vibrations sur l’état de surface d’une pièce usinée par un robot de type ABB
IRB 6400 [42].
Erreurs dues aux sollicitations des procédés :
Lors de l’usinage, la structure robotique est soumise de manière permanente à plusieurs types
de sollicitations. Nous retrouvons principalement :
— Les eﬀorts de coupe,
— Les eﬀorts d’inertie des masses en mouvement,
— Le poids propre de la structure,
— Le poids de la broche et outil.
Ces sollicitations provoquent des déformations dynamiques qui conduisent à des vibrations de l’ou-
til. L’excitation dynamique du robot par ces forces peut endommager la broche ou l’outil et ce
problème inﬂue aussi sur la qualité de surface des pièces obtenues [42]. L’amplitude de ces vibra-
tions est liée aux valeurs de rigidité de la structure et aux eﬀorts mis en jeu.
La connaissance de ces facteurs doit être complétée par une étude quantitative, permettant
de saisir les facteurs les plus inﬂuents. Dans la littérature, nous pouvons trouver plusieurs études
quantitatives des erreurs pour diﬀérentes architectures de robots [43, 19, 44, 34]. La ﬁgure 1.19
présente une quantiﬁcation des erreurs pour les robots sériels. Parmi les sources d’erreurs liés à
la répétabilité et de par leur amplitude importante, nous nous intéressons plus particulièrement à
déterminer les modes propres du robot et minimiser l’impact des sollicitations (procédé, inertie)
sur son comportement.
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Figure 1.19. Quantiﬁcation des erreurs des robots d’usinage [45].
1.2.4 Les méthodes de correction de la précision
Pour faire face à ces problèmes d’usinage, de nombreuses approches de corrections ont été
proposées dans la littérature et sont scindées en deux catégories principales. La première catégo-
rie implique l’utilisant de capteurs embarqués (palpage, vision) aﬁn d’augmenter la précision des
systèmes d’usinage [46, 44, 47, 48]. L’utilisation des capteurs supplémentaires dans un système
robotisé d’usinage (Figure 1.20) permet de compenser l’erreur de position de l’outil, mais cette so-
lution s’avère couteuse et peu adaptée à un environnement d’usinage où il y a présence de copeaux,
poussière, huile . . .
Figure 1.20. Exemple d’utilisation d’une caméra sur un robot de type FANUC R2000iA/165F
[46].
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La deuxième catégorie vise à améliorer la performance des systèmes d’usinage robotisé via la
modélisation de leur comportement statique et dynamique. En eﬀet, en modélisant le comporte-
ment statique et dynamique, les erreurs d’usinage peuvent être prédites et compensées. Nous allons
présenter dans la section suivante les diﬀérentes méthodes utilisées pour modéliser le comportement
des robots d’usinage.
1.3 Modélisation des robots d’usinage
1.3.1 Introduction
Dans la littérature, l’ensemble des travaux présentés montrent que le comportement statique
et dynamique du robot a une inﬂuence sur ses performance en usinage. En eﬀet, lors de l’usinage
robotisé, l’outil présente un écart relativement constant de la trajectoire d’usinage souhaitée en
raison des forces d’usinage exercées en bout de l’outil. Cette déviation de l’outil peut être prédit par
le modèle statique du robot [25]. Les vibrations d’outil est un autre problème qui apparait pendant
le processus d’usinage robotisé. Ce problème peut être approché par la modélisation dynamique
du robot [42].
1.3.2 Modélisation du comportement statique
Le modèle statique décrit les couples et forces que doivent fournir les actionneurs du robot pour
que l’organe terminal puisse exercer un eﬀort statique sur la pièce. Ainsi, le modèle statique d’un
robot dérive de son modèle géométrique qui déﬁnit la position de l’outil dans son espace de travail.
Dans la littérature, les ﬂexibilités des articulations du robot sont reconnues comme la principale
source de la souplesse globale du système, et les ﬂexibilités des corps sont ignorés [25, 49]. Dans
ce cas, la relation entre la rigidité dans l’espace cartésien et les rigidités articulaires du robot peut
être représentée par le modèle de rigidité classique suivant :
[K] = [J ]−T [Kq][J ]−1 (1.1)
avec :
— [K] : Matrice de rigidité cartésienne de dimensions 6×6.
— [Kq] : Matrice diagonale de rigidité articulaire de dimensions 6×6, où la ièmecomposante
diagonale représente la ième articulation.
— [J ] : Matrice Jacobienne.
Cependant, le modèle de rigidité classique ne prend en considération que la position ﬁnale de
l’organe terminal du robot. En eﬀet, puisque la matrice jacobienne du robot dépend de la position
articulaire, l’équation (1.1) ne peut pas être appliquée pour un robot en mouvement. Alici et
Shirinzadeh [50] ont proposé un modèle avancé qui prend en compte le changement de conﬁguration
du robot en rajoutant une matrice de rigidité complémentaire [Kc] :
[K] = [J ]−T ([Kq] − [Kc])[J ]−1 (1.2)
avec pour le cas d’un robot à 3 articulations et une force F appliquée en bout d’outil :
[Kc] = [
δJT
δq1
F
δJT
δq2
F
δJT
δq3
F ] (1.3)
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Dumas et al. [51] ont utilisé ce modèle pour développer une nouvelle méthode permettant d’iden-
tiﬁer les rigidités articulaire d’un robot. Ils ont commencé par déterminer les conﬁgurations dans
lesquelles la matrice de rigidité complémentaire est négligeable. Ensuite, une charge a été accro-
chée en bout de l’organe terminal d’un robot de type KUKA KR240-2, et les déformations ont été
mesurées à l’aide d’un Laser Tracker pour des conﬁgurations déterminées (Figure 1.21). Les résul-
tats de détermination des déformations statiques par cette méthode sont estimés par les auteurs
à une erreur de 20% par rapport aux résultats expérimentaux établis pour des ﬁns de comparaison.
Figure 1.21. Dispositif expérimental [51].
Subrin et al. [52] ont identiﬁé expérimentalement les raideurs articulaires du robot d’usinage
ABB IRB 6660 en s’appuyant sur les travaux de Chen [53] et Dumas [33]. Ils ont ainsi introduit
un critère de rigidité pour la planiﬁcation optimisée de trajectoire par gestion des redondances
cinématiques (Figure 4.14). Il s’agit de positionner la tâche d’usinage pour une conﬁguration de
rigidité accrue du robot.
Figure 1.22. Cellule d’usinage robotisé composée du robot ABB IRB 6660 et d’une table rotative
à deux axes [45].
Abele et al. [54] ont développé un modèle de rigidité avancé basé sur le concept des "articula-
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tions virtuelles" (Virtual joints concept [55, 56]). Dans leur démarche, deux articulations virtuelles
ont été ajoutées à chaque articulation aﬁn de modéliser la déformation élastique de rotation de
l’articulation. La comparaison des résultats de prédiction des déviations de l’outil par le modèle
avancé avec le modèle classique démontre une grande amélioration. En eﬀet, l’erreur maximale du
modèle avancé ne dépasse pas 30% par rapport aux valeurs mesurées expérimentalement. Alors
que l’erreur maximale obtenue par le modèle classique est proche de 60% dans certains cas.
Nubiola et Bonev [57] ont calibré le modèle cinématique du robot industriel de type ABB IRB
1600 en utilisant une technique d’optimisation des moindres carrés et des mesures expérimentales
par un Laser Tracker. Une première calibration est réalisée pour 1000 positions aléatoires dans
l’ensemble de l’espace de travail du robot, ramenant l’erreur de position de 0.968mm à 0.364mm.
La deuxième calibration est réalisée sur 1000 autres positions aléatoires appartenant à une zone
restreinte de l’espace de travail et correspondant à un cube de dimensions 600 × 600 × 600 mm.
L’erreur en position est encore améliorée et réduite de 0.981mm à 0.292mm.
Figure 1.23. (a) Les points en noir : les 1000 positions aléatoires du robot utilisées pour la vali-
dation des résultat. Points en rouge : Les 52 positions utilisées pour le calibrage du
modèle du robot. (b) L’erreur de position dans l’ensemble de l’espace du travail du
robot avant et après le calibrage.
Figure 1.24. (a) Les points en noir : les 1000 positions aléatoires du robot utilisées pour la vali-
dation des résultat. Points en rouge : Les 52 positions utilisées pour le calibrage du
modèle du robot. (b) L’erreur de position dans l’espace de travail cubique du robot
600 × 600 × 600 mm avant et après le calibrage.
L’ensemble des méthodes présentées permettent de compenser l’erreur de déviation de l’outil.
Cependant, l’amélioration obtenue reste faible et les phénomènes dynamiques, inﬂuents dans le
comportement, n’ont pas été intégrés.
1.3 Modélisation des robots d’usinage 39
1.3.3 Modélisation du comportement dynamique
Les erreurs dues aux phénomènes dynamiques ne sont pas négligeables vis-à-vis de la qualité
d’usinage. Ainsi, l’utilisation d’un modèle de comportement statique ne permet pas de prédire avec
une précision suﬃsante le comportement mécanique du robot en service. La connaissance d’un mo-
dèle dynamique permet de résoudre ou limiter les erreurs liées aux vibrations de la structure lors de
l’usinage. Dans la littérature, peu de travaux se sont intéressés à la modélisation du comportement
dynamique des robots d’usinage, contrairement aux analyses conduites sur les machines outil [58].
Ceci est lié au fait que jusqu’à présent les robots industriels sont peu utilisés pour les opérations
d’usinage.
Bisu et al. [59] ont analysé expérimentalement le comportement dynamique d’un robot d’usinage
de type KUKA KR240 équipé d’une broche d’usinage. Ils ont souligné l’inﬂuence de la conﬁgu-
ration du robot sur les valeurs de ses fréquences propres qui ont été classiﬁées en deux groupes :
intervalle des basses fréquences [0-250Hz] et intervalle des hautes fréquences [1200-3600 Hz]. Ce-
pendant, ils n’ont pas caractérisé le comportement dynamique du robot en bout de l’outil, et la
stabilité d’usinage n’a pas été investiguée.
Figure 1.25. (a) Les trois positions du robot KUKA KR240 investiguées : P1, P2 et P3 (b) les
spectres de fréquences identiﬁées correspondants aux 3 positions P1, P2 et P3 [59].
1.3.4 Modélisation par analyse modale
L’analyse modale est de plus en plus utilisée dans diﬀérents domaines comme l’aéronautique
pour modéliser le comportement dynamique des structures. Elle a pour objectif de déterminer les
modes de déformation d’une structure correspondants à ses mouvements sous une excitation quel-
conque. Les paramètres modaux sont caractérisés par les propriétés mécaniques (masse, amortisse-
ment, raideur) inhérentes des structures que sont : les fréquences propres, les taux d’amortis-
sements modaux et les déformées modales (modes) [60]. Ces propriétés sont utilisées pour
formuler un modèle mathématique correspondant au modèle dynamique du système. Le modèle
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obtenu est un modèle modal basé sur les paramètres modaux. La ﬁgure 1.26 donne un exemple des
déformées modales d’une plaque. Les paramètres modaux peuvent être déﬁnis comme suit :
— La fréquence propre : Elle correspond à la fréquence de résonance d’un mode, à laquelle la
structure tend à vibrer en cas d’une excitation externe.
— Le taux d’amortissement modal : il représente le rapport entre l’énergie dissipée par la
dynamique du système et l’énergie totale introduite à une fréquence propre de la structure.
— La forme modale : C’est le mode de vibration de la structure à une fréquence de résonance.
Figure 1.26. Exemple de fréquences propres et les formes modales associées d’une plaque [61].
Il existe principalement deux approches pour calculer les paramètres modaux (Figure 1.27).
[ ] [ ] [ ] M K C
Résolution analytique Identification 
Modèle dynamique 
Approche Analytique Approche Expérimentale 
Figure 1.27. Les deux approches de l’analyse modale.
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La première approche est l’approche analytique ou numérique qui nécessite la connaissance des
matrices structurales de la masse [M], de la rigidité [K] et de l’amortissement [C]. Elle consiste
ensuite à résoudre l’équation de la dynamique de la structure suivante :
[M ]{q¨(t)} + [C]{q˙(t)} + [K]{q(t)} = {f(t)} (1.4)
avec :
— {q¨(t)} : vecteur accélération de la structure.
— {q˙(t)} : vecteur vitesse de la structure.
— {q(t)} : vecteur déplacement de la structure.
— {f(t)} : vecteur des eﬀorts appliqués sur la structure.
Enﬁn les solutions du problème aux valeurs propres associé à l’équation (1.4) sont déterminées
par l’équation suivante :
([K] − ω2i [M ]){υi} = 0 (1.5)
où {υi} est le vecteur propre représentant la déformée modale du mode i, et relatif à la fréquence
propre et l’amortissement du mode i.
Karagulle et al. [62] ont utilisé l’approche analytique pour calculer les paramètres modaux
d’un robot de type ABB IRB 1400. Sur la ﬁgure 1.28, la comparaison entre les résultats simulés et
expérimentaux montre une diﬀérence signiﬁcative pour le troisième mode avec une erreur relative
de 17.27 % sur la valeur de la fréquence propre.
Figure 1.28. Exemple de fréquences propres et les formes modales associées d’un robot de type
ABB IRB 1400 et la comparaison avec les valeurs expérimentales [62].
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Dans le cas réel, l’amortissement des structures est non proportionnel à sa matrice de masse
et/ou sa matrice de rigidité. On dit alors que les modes sont complexes et l’équation 1.4 est
habituellement transformées sous forme d’état :{
[A1]{Q˙(t)} + [B1]{Q(t)} = {f˜(t)}
{q(t)} = [D]{Q(t)} (1.6)
où la déﬁnition des matrices et des vecteurs est :⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[A1] =
[
[C] [M ]
[M ] [0]
]
, [B1] =
[
[K] [0]
[0] [−M ]
]
, [D] =
[
[I] [0]
]
{Q(t)} =
{
{q(t)}
{q˙(t)}
}
, {f˜(t)} =
{
{f(t)}
0
} (1.7)
Les valeurs propres associées à l’équation 1.7 sont déterminées par :
(λ[A1] + [B1])
{
{υ}
λ{υ}
}
= 0 (1.8)
Cette équation donne n paires de vecteurs propres ({υi}, {υ˜i}) et n paires de valeurs propres
complexes ({λi}, {λ˜i}).
La deuxième approche est une approche expérimentale qui est réalisée en trois étapes : l’ac-
quisition des données, l’identiﬁcation ou estimation des paramètres modaux et la validation du
modèle.
Certes, les paramètres modaux peuvent être déterminés par des moyens analytiques, comme par
exemple la méthode des éléments ﬁnis. Celle ci nécessite des temps de calcul important pour le
maillage d’une structure complexe, et les paramètres du modèle obtenu ne sont pas toujours réa-
listes étant donné l’utilisation de nombreuses hypothèses [62].
De ce fait, l’approche expérimentale a l’avantage de permettre d’identiﬁer ces paramètres mo-
daux plus précisément et plus rapidement. Nous pouvons distinguer deux types d’approche expé-
rimentale : l’Analyse Modale Expérimentale (AME) et l’Analyse Modale Opérationnelle (AMO).
1.3.4.1 Analyse modale expérimentale
L’analyse modale expérimentale est utilisée pour valider des modèles analytiques ou identiﬁer
leurs paramètres. Elle se base sur l’application d’une excitation connue (généralement fournie par
un marteau d’impact ou un pot vibrant) sur la structure et sur la mesure des réponses vibratoires
avec des capteurs d’accélération. Les paramètres modaux sont déterminés à partir des Fonctions de
Réponse en Fréquence (FRF). La FRF est déﬁnie comme le rapport de la Transformée de Fourier
de la réponse mesurée divisée par la transformée de Fourier de l’entrée d’excitation et peut être
représentée sous trois formes comme indiqué dans le tableau 1.4.
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Tableau 1.4. Diﬀérents types de FRF
Déﬁnition Réponse Variables
Réceptance {X(ω)}{F (ω)} Déplacement/Force
Mobilité {X˙(ω)}{F (ω)} Vitesse/Force
Inertance {X¨(ω)}{F (ω)} Accélération/Force
A partir des FRFs mesurées, les paramètres modaux de la structure sont estimés en utilisant
une méthode d’identiﬁcation modale. Il existe plusieurs type de méthodes que l’on peut classer
selon deux critères majeurs [63] :
1. Le domaine de traitement des signaux : Le traitement des signaux peut se faire soit dans
le domaine temporel ou dans le domaine fréquentiel. Le principal avantage des techniques
d’identiﬁcation du domaine fréquentiel est qu’il permet de se concentrer sur une gamme
de fréquence importante et la précision des résultats peut être améliorée en ajoutant des
termes résiduels. Cependant, des problèmes tels que des fuites ou la proximité des fréquences
naturelles doivent être traités avec précaution.
2. Le nombre de modes identiﬁés simultanés : Une distinction peut être faite selon le nombre
de modes à identiﬁer durant le traitement des signaux. Il existe alors des méthodes à un seul
degré de liberté (SDOF en anglais). Les méthodes permettant l’extraction des propriétés
dynamiques en tenant compte de plusieurs modes simultanément sont appelées méthodes à
Multiples Degrés De Liberté (MDOF en anglais).
Parmi les méthodes d’identiﬁcation du domaine fréquentiel, la méthode de demi puissance spec-
trale (Peak Picking) [64] est souvent la plus simple et rapide à utiliser dans les cas de modélisation
dynamique des systèmes d’usinage [65]. Elle est bien connue en analyse modale et incorporée dans
de nombreux outils commerciaux. Partant du fait que lorsque la fréquence de l’excitation tend
vers la fréquence propre de la structure, l’énergie devient maximale. Les fréquences naturelles du
système sont simplement extraites par l’observation des pics sur le graphique du module d’une
FRF. Les taux d’amortissement sont calculés à partir du facteur de qualité qui déﬁnit l’acuité de
la résonance [60]. Les formes modales sont calculées à partir des rapports d’amplitudes des pics
mesurées aux diﬀérents points de la structure.
Cependant, dans le cas pratique, les résultats obtenus dépendent fortement de l’expérience de l’uti-
lisateur et de son intuition pour bien sélectionner les pics. Certains modes très proches ne peuvent
pas être identiﬁés avec cette méthode.
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Figure 1.29. Exemple d’identiﬁcation de la fréquence propre ωi et le taux d’amortissement ξi par
la méthode de demi puissance spectrale.
Un test modal a été appliqué sur un manipulateur hydraulique sériel à 6 ddls par Claude et
Soucy [66]. Dans le protocole expérimental, 57 accéléromètres ont été placés sur le manipulateur
(Figure 1.30 (c)) pour l’acquisition des réponses vibratoires et deux pots vibrants sont utilisés pour
exciter la structure robotique. Le logiciel LMS Test.lab a été utilisé pour traiter les signaux en
utilisant deux méthodes d’identiﬁcation modale : la méthode PolyMAX et la méthode du domaine
temporel MDOF. En comparant les résultats de ces deux méthodes, il a été montré que la première
méthode donne de meilleurs résultats avec une visualisation claire des pôles dans le diagramme de
stabilisation, permettant d’identiﬁer deux modes proches. Une description détaillée de la méthode
PolyMAX est réalisée dans le chapitre 2.
Figure 1.30. (a) Diagramme de stabilisation pour tous les FRFs avec la méthode MDOF, (b)
Diagramme de stabilisation par la méthode PolyMAX, (c) Emplacement des accélé-
romètres (seulement les visibles) et deux pots vibrants sur un manipulateur sériel.
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1.3.4.2 Analyse modale opérationnelle
Depuis les années 90, l’analyse modale opérationnelle a pris une place importante dans les
applications de Génie civil traitant les problèmes de vibration des structures de grandes dimensions
comme les ponts, les plateformes pétrolières en mer, les immeubles [67]. Contrairement à l’analyse
modale expérimentale où l’excitation de la structure est nécessaire, l’analyse modale opérationnelle
est une technique basée seulement sur la mesure des réponses de la structure aux excitations de
l’environnement. Elle utilise les forces ambiantes ou opérationnelles comme sources d’excitation.
La technique est appliquée au lieu des méthodes classiques lorsqu’il est diﬃcile d’exercer une force
artiﬁcielle sur la structure en proﬁtant des conditions d’opération. Pour la plupart des structures
de génie civil et de génie mécanique, il est parfois très diﬃcile d’utiliser une force externe connue
à cause des dimensions des structures, de leur forme ou de leur emplacement. Les forces sont alors
exercées par des sollicitations ambiantes comme par exemple le traﬁc sur les ponts et les eﬀorts de
coupe lors de l’usinage des pièces mécaniques. L’analyse modale opérationnelle est intéressante du
fait des propriétés suivantes :
— Le matériel utilisé est moins coûteux qu’en analyse modale expérimentale puisqu’il n’est
pas nécessaire d’avoir un dispositif d’excitation.
— Les caractéristiques dynamiques du système complet sont identiﬁées dans plusieurs points
représentatifs en conditions réelles de travail.
— Elle peut être utilisé non seulement pour la modélisation dynamique ou le contrôle de la
structure, mais aussi pour la surveillance des vibrations et l’endommagement.
La ﬁgure 1.31 regroupe les méthodes d’identiﬁcation des paramètres modaux en AMO. Comme
en AME, on peut les séparer en deux groupes selon le domaine de traitement : fréquentiel (groupe
G1) et temporel (groupe G2).
Figure 1.31. Les méthodes d’identiﬁcation modale en AMO [68].
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Hermans et Van der Auweraer [69] ont mené une étude comparative entre plusieurs méthodes
d’identiﬁcation. Ils ont conclu qu’aucune des méthodes existantes n’est applicable avec des résultats
acceptables pour toutes les structures. Cela veut dire que chaque structure nécessite une méthode
spéciﬁque adaptée à ses contraintes. À titre d’exemple, la plupart des méthodes d’identiﬁcation
d’AMO sont basées sur l’hypothèse d’un signal bruit blanc comme signal d’excitation. Cependant,
pendant l’usinage, le robot est excité par les eﬀorts de coupe qui sont plutôt des signaux de type
périodiques. Nous présentons dans ce qui suit deux exemples de travaux utilisant les méthodes
d’AMO appliquées à l’usinage par des machines outils, pour déterminer les limitations de ces mé-
thodes.
Zaghbani et Songmene [70] ont proposé une méthode d’estimation des paramètres modaux d’une
machine outil en service en utilisant deux méthodes d’identiﬁcation opérationnelle : la méthode
ARMA (Auto-Regressive Moving Average)[71], et la méthode LSCE (Least Square Complex Ex-
ponential) [72]. Ils ont pris l’hypothèse suivante : la fonction de corrélation entre deux réponses
vibratoires i et j est similaire à la réponse vibratoire au point i suite à une impulsion au point j.
Ainsi, ils ont utilisé les eﬀorts de coupe, mesurés par une table dynamométrique, comme étant les
signaux d’excitation. Les résultats obtenus montrent une meilleure précision pour la prédiction de
la stabilité d’usinage par rapport à une modélisation par AME. Toutefois, il est diﬃcile de distin-
guer les fréquences propres du système et les fréquences de passage des dents de l’outil de coupe
et leurs harmoniques en raison de la non compatibilité des signaux d’excitation avec l’hypothèse
du bruit blanc.
Li et al. [73] proposent une technique d’excitation de la machine outils pendant l’usinage, repré-
senté sur la ﬁgure 1.32, pour se rapprocher de l’hypothèse du bruit blanc. Ensuite, ils ont identiﬁé
les paramètres modaux par deux méthodes d’identiﬁcation modale opérationnelle : la méthode SSI
(Stochastic Subspace Identiﬁcation) [74] et la méthode PolyMAX opérationnelle [75]. Les résultats
d’identiﬁcation ont montré l’élimination de l’eﬀet des harmoniques. Cependant, les eﬀorts de coupe
générés par la technique d’excitation ne sont pas toujours les mêmes que pendant des opérations
d’usinage en production industrielle, ce qui ne reﬂète pas réellement le comportement dynamique
de la machine outils.
Figure 1.32. Shcématisation de la technique d’excitation proposée par Li et al. [73].
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Nous pouvons tirer de ces travaux que les harmoniques de la rotation de l’outil peuvent biaiser
l’information modale contenue dans les réponses vibratoires. L’hypothèse du signal bruit blanc
utilisée dans la plupart des méthodes d’AMO, représente une diﬃculté dans l’application de l’iden-
tiﬁcation modale opérationnelle. Ces deux limitations sont prises en considération dans le dévelop-
pement des méthode d’identiﬁcation opérationnelle du robot d’usinage.
1.4 Objectifs et organisation de la thèse
Les objectifs de nos travaux sont au nombre de 3 :
— Premier objectif : Identiﬁcation modale du robot au repos.
Un protocole expérimental est élaboré dans le but de mettre en place un système d’acqui-
sition des signaux qui seront traités par la méthode d’identiﬁcation modale PolyMAX. Les
résultats de cette identiﬁcation donnent un premier modèle de référence correspondant au
robot d’usinage au repos. Les travaux concernant cet objectif sont présentés en chapitre 2.
— Deuxième objectif : Identiﬁcation modale du robot en service.
De nouvelles méthodes d’identiﬁcation modale opérationnelle sont développées. Les résul-
tats sont comparés au modèle de référence élaboré au chapitre 2. Ces méthodes servent à
identiﬁer le comportement dynamique du robot d’usinage en service. Les démarches et les
résultats de ces méthodes sont décrites dans le chapitre 3.
— Troisième objectif : Prédiction de la stabilité de l’usinage robotisé.
Les modèles développés sont ensuite exploités pour l’analyse de la stabilité de l’opération
d’usinage robotisé. La méthode des lobes de stabilité a été utilisée avec une validation
par des essais expérimentaux pour conclure sur la ﬁabilité de la démarche de modélisation
dynamique proposée. L’ensemble de ces travaux est présenté en chapitre 4.
Les trois objectifs sont illustrés sur la ﬁgure 1.33.
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Figure 1.33. Objectifs de la thèse.
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1.5 Conclusion
Ce premier chapitre a présenté le contexte et les contraintes associées à l’usinage robotisé. Après
avoir rappelé les principales performances et avantages des robots pour des tâches d’usinage, nous
avons mis en évidence certaines de ses limitations (précision, faible rigidité). Pour améliorer les per-
formances des robots d’usinage, de nombreux travaux s’intéressent à la minimisation des erreurs en
bout d’eﬀecteur, par une meilleure identiﬁcation des modèles géométriques, la prise en compte des
eﬀets thermique, l’amélioration de la commande, ou l’utilisation de capteurs extéroceptifs (vision).
Concernant les erreurs dynamiques, un certain nombre de travaux proposent une modélisation du
comportement sous sollicitations statique et dynamique. Mais ces solutions restent limitées, sur-
tout dans des opérations d’usinage avec un taux d’enlèvement de matière élevé, où les sollicitations
de l’usinage deviennent importantes. En eﬀet, les méthodes existantes pour l’amélioration des per-
formances des robots d’usinage ne prennent pas en considération les phénomènes dynamiques lors
de l’usinage. Or il est essentiel, pour éviter l’instabilité de la coupe, de pouvoir modéliser le com-
portement dynamique du robot. Deux approches ont été exploitées dans la littérature : l’approche
analytique ou numérique et l’approche expérimentale. La deuxième approche a été privilégiée pour
la suite des travaux puisqu’elle permet de caractériser le comportement dynamique avec plus de
précision que la méthode analytique.
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Chapitre 2
Modèle de référence par Analyse
Modale Expérimentale
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2.1 Introduction
La modélisation du comportement dynamique des robots est nécessaire pour étudier les phéno-
mènes vibratoires et optimiser leurs performances au cours d’opérations d’usinage. La connaissance
du comportement permet d’optimiser le taux d’enlèvement de matière en garantissant la stabilité
de la coupe. Il est possible de réaliser une caractérisation expérimentale du système en statique
aﬁn d’identiﬁer une base modale de référence permettant d’investiguer les propriétés dynamiques
en usinage. Comme nous l’avons présenté dans le chapitre 1, le système usinant est décomposé en
trois sous systèmes : le robot, l’électrobroche et l’ensemble outil/porte-outil. La qualité d’usinage
du robot est conditionnée par les caractéristiques dynamiques de l’électrobroche, qui sont inﬂuen-
cées directement par les conditions de service (vitesse de rotation, eﬀets thermiques...) [41], les
propriétés dynamiques de l’outil et porte outil, et celles de la structure robotique. Ces propriétés
sont décrites dans l’espace modal par les fréquences propres, les taux d’amortissement et les dé-
formés modales. Ces paramètres modaux sont inﬂuencés par le changement de posture du robot
dans son espace de travail. De ce fait, la modélisation du robot d’usinage, basée sur l’identiﬁcation
des modes, nécessite la prise en compte de ces changements, et l’identiﬁcation des modes de la
structure robotique [76]. Aussi, nous étudions dans ce chapitre le comportement modal global du
système usinant et sa variabilité dans l’espace de travail (Figure 2.1).
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Figure 2.1. Comportement dynamique d’un système usinant
Les étapes d’identiﬁcation du comportement modal du robot sont présentées dans le but d’ob-
tenir un premier modèle de référence. Ce modèle, établi en diﬀérentes postures, permet également
d’observer une éventuelle évolution des modes propres du robot dans son espace de travail.
La première partie de ce chapitre présente la méthode d’identiﬁcation retenue pour estimer les
paramètres modaux du système d’étude. Elle est basée sur un modèle paramétrique qui permet
d’ajuster celui-ci en fonction des données mesurées. La méthode utilisée est appelée Poly-reference
Least Squares Complex Frequency domain, connue souvent sous le nom commercial PolyMAX et
implémentée dans le logiciel commercial LMS Test.Lab.
La seconde partie est consacrée à la présentation du protocole expérimental mis en œuvre pour la
caractérisation dynamique du robot. Une analyse modale expérimentale est réalisée en premier lieu
sur la structure robotique sans l’électrobroche, pour pouvoir identiﬁer la contribution de ses modes
propres dans le comportement global du système usinant. Une seconde analyse modale est réalisée
ensuite sur l’ensemble robot/électrobroche, pour caractériser le comportement dynamique global.
Diﬀérentes conﬁgurations du robot ont été investiguées, aﬁn d’étudier l’inﬂuence de changement
de conﬁguration sur le comportement dynamique du système.
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Enﬁn, l’analyse des résultats d’identiﬁcation modale du robot est présentée dans la dernière
partie de ce chapitre.
2.2 Identiﬁcation modale
L’estimation des paramètres modaux à la suite d’un test expérimental est une partie impor-
tante de la modélisation dynamique du robot. En eﬀet, leur connaissance permet d’analyser le
comportement dynamique de la structure qui peut être diﬃcile à modéliser analytiquement. Les
méthodes d’identiﬁcation dans le domaine fréquentiel se basent sur le traitement de la fonction de
transfert, ou la FRF, entre l’excitation et la réponse vibratoire. La démarche générale pour obtenir
les paramètre modaux est présentée à la Figure 2.2.
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Figure 2.2. Démarche d’identiﬁcation modale du robot
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2.2.1 Fonction de transfert
Le comportement dynamique du robot d’étude peut être représenté par une matrice des fonc-
tions de transfert [H(ω)]. Cette matrice est obtenue expérimentalement à partir des mesures des
signaux des réponses vibratoires et des forces d’excitation. Cette matrice est présentée dans la
ﬁgure 2.3 pour le cas général de s réponses vibratoires (avec i=1,. . . ,s) et e forces d’excitations
(avec j=1,. . . ,e).
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Figure 2.3. Matrice des fonctions de transfert entre les forces excitatrices et les accélérations
mesurées.
La matrice des fonctions de transfert peut s’écrire de la façon suivante :
[H(ω)] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
H11 · · · H1j · · · H1e
... . . .
... . . .
...
Hi1 · · · Hij · · · Hie
... . . .
... . . .
...
Hs1 · · · Hsj · · · Hse
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.1)
Avec :
Hij(ω) =
X¨i(ω)
Fj(ω)
(2.2)
Hij : fonction de transfert de l’excitation Fj (Force [N]) au point j et la réponse vibratoire X¨i
(Accélération [m/s2]) mesurée au point i.
Chaque fonction de transfert de la matrice de transfert est calculée avec l’estimateur H1 qui
minimise les bruits dans la réponse vibratoire, contrairement à l’estimateur H2 qui est utilisé quand
les bruits sont contenus dans le signal d’entrée :
H1ij(ω) =
SFjX¨i(ω)
SFjFj (ω)
(2.3)
H2ij(ω) =
SX¨iX¨i(ω)
SX¨iFj (ω)
(2.4)
Avec :
— SFjXi(ω) : l’inter-spectre entre le signal excitation Fj et la réponse X¨i.
— SFjFj (ω) : l’auto-spectre du signal d’excitation Fj .
— SXiXi(ω) : l’auto-spectre de la réponse X¨i.
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2.2.2 Méthode PolyMAX
2.2.2.1 Base théorique
L’identiﬁcation des paramètres modaux est réalisée avec la méthode PolyMAX à partir d’un
modèle paramétrique dans le domaine fréquentiel [77, 78, 79].
Elle se base sur les FRF mesurées en tant que données primaires et les représente par le modèle
dit de fraction de la matrice droite suivante :
[H(ω)] = [N(ω)].[D(ω)]−1 (2.5)
Avec :
— [H(ω)] ∈ Cs×e contient les FRFs entre e entrées and s sorties ;
— [N(ω)] ∈ Cs×e : matrice du numérateur polynomial ;
— [D(ω)] ∈ Ce×e : matrice du dénominateur polynomial ;
[D(ω)] =
n∑
r=0
zr(ω)[αr] [N(ω)] =
n∑
r=0
zr(ω)[βr] (2.6)
avec
— [αr] et [βr] : matrices des coeﬃcients du dénominateur et numérateur, respectivement, à
estimer ;
— n : ordre du modèle et sa valeur doit être supérieure au nombre de modes prévus dans la
bande de fréquences étudiée.
— zr(ω) : fonction polynomiale de base formulée dans le domaine Z.
zr(ω) correspond à une fonction du domaine fréquentiel issue d’une fonction du domaine temporel
discret. Elle s’écrit sous la forme suivante :
zr(ω) = e−jωΔtr (2.7)
avec Δt la période d’échantillonnage.
La matrice d’erreur [E(ω)] est ensuite introduite, représentant la diﬀérence entre la matrice des
FRFs mesurées [H(ω)]M et la matrice du modèle de fraction de la matrice droite [H(ω)] :
[E(ω)] = [N(ω)].[D(ω)]−1 − [H(ω)]M (2.8)
Une nouvelle matrice d’erreur [E(ω)]L est introduite pour pouvoir linéariser le problème et déter-
miner en premier lieu la matrice des coeﬃcients du dénominateur [αr] :
[E(ω)]L = [E(ω)].[D(ω)] = [N(ω)] − [H(ω)]M .[D(ω)] (2.9)
Les coeﬃcients polynomiaux du numérateur et du dénominateur sont ainsi les solutions aux
moindres carrées de l’équation (2.9). Les pôles λr du modèle sont ensuite calculés en tant que
valeurs propres de la matrice compagnon du dénominateur :
[Dc] =
⎛
⎜⎜⎜⎜⎝
[an−1] · · · [a1] [a0]
[Ie] 0 0 0
... . . .
...
...
0 · · · [Ie] 0
⎞
⎟⎟⎟⎟⎠ (2.10)
avec [ar] = −[αn]−1[αr].
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Étant donné que les pôles s’écrivent de la forme suivante pr = e−λrΔt, on peut déterminer les
solutions de l’équation aux valeurs propres, qui sont des paires conjuguées complexes, selon :
λr = − ln(pr)Δt (2.11)
La fréquence propre ωr et le taux d’amortissement ξr sont liés à la valeur propre λr comme suit :
λr = −ξrωr + jωr
√
1 − ξ2r (2.12)
La qualité de la FRF estimée peut être quantiﬁée en calculant les pourcentages de corrélation et
d’erreur par rapport à la FRF mesurée. La corrélation (2.13) est le produit complexe normalisé
des valeurs des FRFs mesurée et synthétisé. L’erreur (2.14) est la diﬀérence des moindres carrées
normalisée aux valeurs de la FRF synthétisée.
COR = |
∑
k(Hsk × Hm∗k )|2∑
k(Hsk × Hs∗k )
∑
k(Hmk × Hm∗k )
(2.13)
ERR =
∑
k(Hsk − Hmk ) × (Hsk − Hmk )∗∑
k(Hsk × Hs∗k )
(2.14)
avec :
— Hsk la valeur complexe de la FRF synthétisée au niveau de la ligne spectrale k ;
— Hmk la valeur complexe de la FRF mesurée au niveau de la ligne spectrale k ;
— (•)∗ représente le conjugué complexe de l’entité •.
2.2.2.2 Procédure pratique
La méthode PolyMAX commence par établir un diagramme de stabilisation pour repérer les
fréquences naturelles de vibration, les amortissements et les déformées modales. Ensuite le modèle
de plus grand ordre et qui contient le plus de modes de vibration est déﬁni. Les pôles correspondants
à l’ordre « n » sont comparés aux pôles du mode d’ordre inférieur « n-1 ». Si la diﬀérence se trouve
à l’intérieur des limites prédéﬁnies (variation de 5% en fréquence et 1% en taux d’amortissement),
le pôle est marqué comme stable. La plupart des pôles numériques et les parasites sont éliminés
au cours de ce processus et ne ﬁgurent plus dans l’ensemble des paramètres déterminés. Cette
méthode simpliﬁe la procédure de sélection des pôles par l’opérateur, qui est en général l’étape
d’analyse modale la plus diﬃcile, en fournissant des diagrammes de stabilisation contenant des
modes stables facilement repérables. Cette méthode a l’avantage d’identiﬁer des modes proches et
de produire un diagramme de stabilisation facilement exploitable par l’opérateur.
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2.3 Protocole expérimental
Dans le cas étudié, le protocole expérimental est développé pour investiguer le comportement
dynamique du robot dans diﬀérentes conﬁgurations aﬁn de quantiﬁer ses évolutions dans l’espace
de travail, et aussi de quantiﬁer l’inﬂuence de la posture du robot. Cette variabilité peut être
observée à travers les FRFs. La modélisation du comportement du robot est ainsi réalisée dans
diﬀérentes conﬁgurations de son espace de travail à l’aide d’une excitation au marteau d’impact.
Dans une seconde étape, la modélisation est réalisée à l’aide d’une excitation au pot vibrant pour
avoir plus de maitrise sur les eﬀorts d’excitation.
2.3.1 Test au marteau d’impact.
Les caractérisations dynamiques expérimentales utilisant un marteau d’impact comme source
d’excitation ont certains avantages qui les rendent largement appliqués dans les tests modaux.
En eﬀet, la facilité et la rapidité de la prise en main du sonnage par marteau d’impact, et son
faible coût par rapport à d’autres sources d’excitation comme le pot vibrant, en font les principaux
avantages.
Cependant, il comporte des limitations quant à la force appliquée et la gamme de fréquences
étudiée. Il est important de bien sonner la structure perpendiculairement à la surface du point
d’excitation. Pour cela, durant le test modal, le choc était répété cinq fois, et le traitement des
données est réalisé sur la moyenne des signaux enregistrés. Le signal enregistré, à partir de l’impact
du marteau, est similaire à une impulsion forte de très courte durée. Il convient alors d’appliquer
une fenêtre exponentielle sur ce signal pour éviter le problème de fuite spectrale. Dans notre test
modal, la mesure des FRFs est réalisée en utilisant un marteau d’impact équipé d’un capteur de
force de type PCB Piezotronics (Modèle : 086D05) et deux accéléromètres mono-axiaux de type
PCB Piezotronics (Modèle : 333C68). Les signaux de mesures ont été enregistrés par le système
d’acquisition Pimento et la fréquence d’échantillonnage était réglée à 5120Hz.
Figure 2.4. Test modal avec excitation par marteau d’impact et mesure vibratoire en bout d’outil.
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2.3.1.1 Choix de l’emplacement des points de mesure.
Le positionnement des accéléromètres sur la structure du robot représente une phase impor-
tante du test modal. En eﬀet, la détermination des positions optimales contribue à une meilleure
représentation du comportement dynamique du robot. Plusieurs techniques existent pour déter-
miner l’emplacement optimal des capteurs sur une structure [80]. Elles se basent essentiellement
sur un modèle éléments ﬁnis (EF) du système étudié. A ce stade de l’étude, un modèle EF assez
ﬁable n’est pas encore disponible. Le choix de la position des capteurs est réalisé en prenant un
ensemble de 22 degrés de liberté (ddl) sur la structure représentant au mieux son comportement
dynamique. Pour une conﬁguration donnée, les capteurs sont placés au niveau des articulations et
sur les parties pleines des corps du robot (Figure 2.5).
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Figure 2.5. Positions des accéléromètres sur le robot
La modélisation expérimentale consiste à sonner la structure et à mesurer les réponses vibra-
toires de chaque point de mesure (22 ddls) avec des accéléromètres. Cette expérimentation a donné
une matrice de transfert carrée de dimension 22×22 :
[H(ω)] =
⎛
⎜⎜⎝
H11 · · · H1d
... . . .
...
Hd1 · · · Hdd
⎞
⎟⎟⎠ (2.15)
La fonction de cohérence est utilisée pour déterminer les FRFs ﬁables. En eﬀet, elle mesure le
degré de linéarité en fréquence entre le signal de sortie et le signal d’entrée. Une valeur proche de
1 indique que le signal vibratoire mesuré provient de l’excitation appliquée. Si la valeur est très
inférieure à 1, cela veut dire que le signal de sortie est contaminé par le bruit, et ne provient pas
uniquement du signal d’excitation. La fonction de cohérence s’écrit sous la forme suivante :
ΓX¨F =
SFX¨(ω)SX¨F (ω)
SFF (ω)SX¨X¨(ω)
(2.16)
Avec :
— SFF (ω) et SX¨X¨(ω) les auto-spectres du signal d’excitation et du signal vibratoire respecti-
vement.
— SFX¨(ω) et SX¨F (ω) leurs inter-spectres.
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Coherence 1:-X/:-X
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Coherence 1:-X/5:-X
Coherence 1:-X/6:-Z
Figure 2.6. Fonctions de cohérence : Γ11, Γ12, Γ13, Γ14, Γ15, Γ16
La ﬁgure 2.6 représente 6 fonctions de cohérence pour une excitation au premier ddl (en bout d’ou-
til) et une mesure vibratoire aux 6 ddl : 1,· · · ,6. Γ11 donne la meilleure similarité entre l’excitation
et la réponse vibratoire et elle admet une valeur ≈ 1 sur une bande fréquentielle [0-2200HZ]. Il est
à noter qu’à partir du ddl 3, le sonnage au point 1 ne délivre pas assez d’énergie pour exciter les
points de mesure éloignés de la source d’excitation. En eﬀet, l’énergie transmise par le marteau
d’impact est amortie au niveau des liaisons entre les diﬀérents corps du robot, ce qui ne permet
pas d’avoir une bonne mesure des FRFs pour la plupart des couples de points d’excitation et d’ac-
célération.
Seules les FRFs de la diagonale de la matrice de transfert [H(ω)] sont exploitables, étant donné
que leurs fonctions de cohérence ont des valeurs proches de 1. La ﬁgure 2.7 regroupe l’ensemble de
ces FRFs, où l’on remarque que H11 est dominant en terme d’amplitude par rapport aux autres
FRFs. Cette FRF représente le comportement dynamique du robot observé en bout d’outil.
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FRF 1:-X/1:-X
FRF 2:+X/2:-X
FRF 3:+X/3:-X
FRF 4:+X/4:-X
FRF 5:+X/5:-X
FRF 6:+Z/6:-Z
FRF 7:+Z/7:-Z
FRF 8:+Z/8:-Z
FRF 9:+Z/9:-Z
FRF 10:+X/10:-X
FRF 11:+X/11:-X
FRF 12:+Z/12:-Z
FRF 13:+Z/13:-Z
FRF 14:+X/14:-X
FRF 15:-Y/15:+Y
FRF 16:-Y/16:+Y
FRF 17:+X/17:-X
FRF 18:-Y/18:+Y
FRF 19:+X/19:-X
FRF 20:+Z/20:-Z
FRF 21:+Z/21:-Z
FRF 22:+Z/22:-Z
Figure 2.7. Courbes des FRFs mesurées de la diagonale de la matrice de transfert [H(ω)]
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Estimation des modes propres :
Lors du traitement des FRFs par la méthode PolyMAX, certains modes apparaissent alors
qu’ils ne correspondent pas à des modes physiques. Ils représentent soit des modes numériques
(erreurs de calcul) ou des modes issus d’erreurs de mesures. Les modes physiques quant à eux
peuvent être des modes normaux ou des modes complexes. Les modes normaux, ou faiblement
amortis, sont les caractéristiques du système conservatif. Les modes complexes, quant à eux, sont
les caractéristiques du système ayant un amortissement non proportionnel à la masse et/ou à la
rigidité. Ils sont complexes au sens algébrique du terme. Un mode complexe est un mode pour lequel
chaque ddl de la structure a sa propre amplitude de vibration mais également sa propre phase.
Contrairement aux modes normaux pour lesquels chaque ddl de la structure atteint son maximum
d’amplitude de vibration au même instant dans le cycle vibratoire, pour les modes complexes, ces
maximaux sont atteints à des instants diﬀérents. Il existe deux critères pour distinguer les modes
normaux des modes complexes :
— Modal Phase Collinearity (MPC) : Exprime la relation linéaire entre la partie réelle et la
partie imaginaire de la forme modale. Une valeur unitaire correspond à un mode normal.
— Mean Phase Deviation (MPD) : Indique la dispersion de la phase d’un mode donné. Sa
valeur doit être proche de zéro et inférieur à 15◦ pour un mode normal.
L’ensemble des modes identiﬁés sont listés dans le tableau 2.1. Pour les modes 5, 7, 8 et 9, la
valeur 100 dans la colonne [MP (%) 1 ] indique qu’ils sont bien excités par l’impact au premier ddl.
[MP (%) 1 ] représente le pourcentage de la participation modale du premier ddl dans la réponse
vibratoire.
Tableau 2.1. Modes propres identiﬁés
Mode f(Hz) ζ (%) MPC (%) MPD (◦) Nature du mode MP (%) 1
1 97.7431 5.085 99.938 2.145 Normal 42.549
2 147.563 5.891 98.292 6.997 Normal 50.609
3 274.027 2.703 76.166 33.412 Complexe 12.584
4 326.743 3.097 73.818 34.502 Complexe 11.464
5 672.762 3.005 99.934 2.159 Normal 100
6 1094.75 3.097 99.709 4.710 Normal 0.101
7 1220.83 5.248 97.954 12.712 Normal 100
8 1362.1 2.203 98.848 8.555 Normal 100
9 1962.19 3.033 99.444 6.891 Normal 100
Pour valider ces modes, l’outil mathématique Modal Assurance Criterion (MAC) [81] est utilisé
pour comparer les déformés modales selon le critère de dépendance linéaire. Il est calculé par
l’équation suivante :
MACij =
∣∣∣{υi}H{υj}∣∣∣2
{υi}H{υi}{υj}H{υi}H (2.17)
avec :
— {υi} et {υj} vecteurs déformée modale du mode i et du mode j respectivement.
— (•) H représente la transposée conjuguée de l’entité •.
L’Auto-MAC, présenté dans la ﬁgure 2.8, est utilisé dans notre cas, pour comparer les déformées
modales des modes identiﬁés entre eux mêmes. Les déformées modales des modes 5, 7, 8 et 9 ont
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une forte dépendance linéaire, ce qui s’explique par le fait qu’ils ont été bien excités par l’impact
au premier ddl. La déformée modale du mode 5 montre en eﬀet un déplacement important du pre-
mier ddl, alors que les autres ddl sont quasi ﬁxes. Ce mode provient essentiellement de l’ensemble
électrobroche - outil. En eﬀet, en mesurant la FRF en nez de broche avec et sans outil, nous avons
remarqué l’eﬀet de l’ajout de l’outil par la présence d’un nouveau pic dans la FRF autour de ce
mode propre (Figure 2.9). Ceci est vériﬁé aussi en utilisant un outil de dimensions diﬀérentes. Nous
avons remarqué que la valeur de la fréquence de ce mode a changé considérablement (variation
d’environ 200Hz).
Figure 2.8. Auto-MAC des modes identiﬁés à partir de Hglobal
)[
	N
T


/
MP
H
 

Figure 2.9. FRFs mesurées en nez de broche avec et sans outil
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Le résultat de cette caractérisation montre que la fonction de transfert entre l’impact en bout
d’outil et la mesure vibratoire en ce dernier est prédominante sur les autres FRFs en terme d’am-
plitude. Avec les 22 ddls, le modèle modal obtenu a un ordre très élevé, ce qui représente un temps
de calcul important. Ceci laisse suggérer, pour une modélisation ﬁable et rapide, de placer les accé-
léromètres en bout d’outil et d’appliquer la force d’excitation en ce même point. Ces conditions de
caractérisation expérimentales sont proches des conditions en service, puisque les eﬀorts de coupe
agissent principalement aux niveaux des arêtes coupantes de l’outil.
2.3.1.2 Caractérisation expérimentale du robot sans électrobroche.
Cette caractérisation vise à mettre en évidence la contribution de l’électrobroche dans le com-
portement global du système usinant. Le montage de l’électrobroche dans le robot rajoute une masse
importante (environ 60 kg) à la masse totale du système usinant et le couplage électrobroche-robot
change les conditions aux limites, ce qui peut modiﬁer les valeurs des paramètres modaux initiaux
[82]. Les accéléromètres 1 et 2 ont été placés en bout de l’organe terminal du robot dans deux
directions perpendiculaires X et Y respectivement, par rapport au repère lié à la base du robot
comme indiqué sur la ﬁgure 2.10.
t t↑↑$BQUFVS
$BQUFVS
↑ Y↑
;↑
 
↑
Figure 2.10. Positions des accéléromètres sur le robot
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Un test préliminaire de répétabilité a été eﬀectué aﬁn de s’assurer du bon déroulement des
essais de sonnage au marteau. Le robot a été sonné cinq fois au niveau du capteur 1. Comme le
montre la ﬁgure 2.11, les FRFs mesurées dans chaque test indiquent une bonne ﬁabilité des signaux
mesurés.
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Figure 2.11. Test de répétabilité : FRFs expérimentaux obtenues pour la même conﬁguration
La procédure d’identiﬁcation modale du robot (Figure 2.12) se déroule en quatre étapes principales :
1. Sélectionner l’intervalle de fréquence dont la valeur de la fonction de cohérence est proche de
la valeur 1.
2. Sélectionner l’ordre du modèle selon le nombre de modes recherchés.
3. Identiﬁer les paramètres modaux se trouvant aux niveaux des pics importants de la FRF et
ayant un taux d’amortissement inférieur à 10%.
4. Comparer la FRF synthétisée à la FRF mesurée en utilisant les critères de corrélation et de
l’erreur normalisée, décrits dans la section 2.2.2.
Si la FRF synthétisée ne satisfait pas les critères (COR >90% et ERR <10 %), on retourne à
l’étape 3 pour identiﬁer plus de modes et refaire l’étape 4, sinon on augmente l’ordre du modèle
et on refait les étapes 3 et 4.
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Figure 2.12. Démarche d’identiﬁcation modale
La ﬁgure 2.13 présente les fonctions de cohérence du robot correspondants aux 4 premières
conﬁgurations du robot présentées dans la ﬁgure 2.14, pour deux cas : excitation et mesure dans
la direction X puis excitation et mesure dans la direction Y. D’après ces deux ﬁgures, l’intervalle
[0-1000Hz] contient des FRFs ﬁables ayant un bon rapport de correspondance entre l’excitation et
la réponse vibratoire.
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Figure 2.13. Fonctions de cohérences pour les Positions : 1, 2, 3 et 4 (a) Γ11 : direction X (b)
Γ22 : direction Y.
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Figure 2.14. 4 premières conﬁgurations du robot
Les modes identiﬁés sur cet intervalle sont listés dans les tableaux 2.2 et2.3 pour des impacts
et accélérations mesurés dans les directions respectives X et Y.
Pour quantiﬁer la variation des valeurs des fréquences propres, On déﬁnit l’écart type relatif ς
comme le rapport entre l’écart-type σ et la moyenne μ :
ς = σ ∗ 100
μ
(2.18)
Les fréquences propres du premier mode admettent un écart type relatif égal à 34.59 % et 29.05%
pour Hxx et Hyy respectivement. En plus de la variation des valeurs des paramètres modaux d’une
position à une autre, le nombre de modes identiﬁés varie aussi. Certains modes qui sont étroitement
proches ne sont pas identiﬁés dans toutes les positions. Le changement de conﬁguration du robot
a permis par exemple de bien exciter les modes 2 (83.59 Hz) et 3 (95.37 Hz) dans la conﬁguration
4 (direction X), alors que pour les autres conﬁgurations on retrouve soit l’un soit l’autre. Dans la
direction Y, plus de modes ont été identiﬁés que dans la direction X.
La validation des FRFs a été réalisée par les critères COR et ERR où l’on retrouve par exemple
dans la ﬁgure 2.15 les courbes de Hxx et la FRF estimée avec la méthode d’identiﬁcation, ayant
une valeur COR= 92.74% et ERR = 7.83%.
Tableau 2.2. Fréquences propres et taux d’amortissement identiﬁés à partir de Hxx
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 19.67 7.88 16.00 4.21 16.15 1.51 31.23 3.20
2 84.41 6.25 86.27 7.94 94.58 6.60 83.59 3.20
3 142.56 5.86 148.01 2.19 177.40 6.79 95.37 2.89
4 228.68 6.20 217.74 6.26 230.90 5.52 149.11 4.22
5 478.01 4.92 493.25 5.36 470.84 6.03 217.70 4.05
6 - - - - - - 482.77 5.44
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Tableau 2.3. Fréquences propres et taux d’amortissement identiﬁés à partir de Hyy
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 13.00 5.45 21.50 6.25 24.57 6.15 15.17 2.52
2 24.28 4.88 89.53 6.74 95.18 4.77 31.20 1.65
3 68.21 5.66 107.39 1.88 214.80 3.58 82.92 1.48
4 212.43 3.87 210.01 3.64 360.77 3.46 207.98 3.13
5 275.84 1.49 311.60 4.81 449.16 3.71 360.60 3.99
6 317.59 3.97 360.83 4.91 615.72 3.63 448.32 3.69
7 360.33 3.80 448.43 3.07 - - 624.05 4.52
8 446.51 1.67 615.41 3.82 - - - -
9 573.25 4.94 - - - - - -
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Figure 2.15. FRFs synthétisée et mesurée Hxx dans la position 4
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2.3.1.3 Caractérisation expérimentale du robot avec électrobroche.
Dans cette caractérisation dynamique, le bout d’outil est instrumenté par les accéléromètres et
excité par le marteau d’impact. L’intérêt de la caractérisation dynamique en bout d’outil permet
d’investiguer la stabilité de la coupe que nous retrouverons dans le chapitre 4. Pour une meilleure
précision de la procédure d’identiﬁcation, un seul accéléromètre est ﬁxé en bout d’outil au lieu de
deux (Figure 2.16). Ceci permet d’éviter l’inﬂuence des masses additionnelles sur la FRF mesurée
comme présenté par Özşahin et al. [83]. L’excitation est faite dans deux directions radiales de
l’outil, représentatifs des directions d’eﬀorts de coupe les plus importants dans une opération de
rainurage.
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Figure 2.16. Sonnage au marteau avec excitation et mesure en bout d’outil dans la direction X
Faassen et al. [84] montrent que les dimensions de l’outil de coupe (diamètre, longueur) ont une
inﬂuence sur le modèle dynamique global de l’ensemble usinant. Ainsi, deux outils de dimensions
diﬀérentes (Figure 2.17) sont pris en considération dans la modélisation du robot usinant.
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Figure 2.17. Outils de fraisage.
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L’inﬂuence du changement de posture du robot sur le comportement dynamique observé en bout
d’outil est également étudiée lors des tests. Pour cela, le robot a été placé dans dix conﬁgurations
diﬀérentes dans l’espace de travail (Table 2.4). Ces positions correspondent à des conﬁgurations
d’usinage. Deux dispositions de l’électrobroche ont été également investiguées : axe de l’électro-
broche alignée suivant la direction verticale et suivant la direction horizontale (Figure 2.18).
Tableau 2.4. Coordonnées cartésiennes du bout de l’outil pour chaque position du robot par rap-
port au référentiel de la table d’usinage
Position X (mm) Y (mm) Z (mm)
1 -400 500 150
2 -100 500 150
3 200 500 150
4 500 500 150
5 -100 1050 150
6 -100 900 150
7 -100 0 150
8 -100 -600 150
9 -100 900 -300
10 -100 900 650
@B @DB
↑→F 

↑→F 

Figure 2.18. Conﬁguration de l’électrobroche (a) axe vertical (b) axe horizontal
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La ﬁgure 2.19 résume l’ensemble des variables modiﬁées à chaque test de sonnage, ce qui montre
le nombre important d’essais de caractérisation dynamique réalisée.
Choix de l’outil: 
- Outil 1 
- Outil 2 
Disposition de 
l’éléctrobroche: 
- Axe vertical 
- Axe horizontal 
	
tion du robot: 
Pos1, Pos2, …, Pos10 
Couple des points 
réponse/excitation: 
P1/P1 ; P2/P1 ; P1/P2 
; P2/P2  
Test au 
marteau
Figure 2.19. Plan d’expérience
Une analyse modale identique à celle de la section précédente est réalisée pour identiﬁer le
comportement dynamique du robot équipé de l’électrobroche. Nous présentons ici les valeurs des
paramètres modaux identiﬁés pour les 4 positions présentées précédemment. La ﬁgure 2.21 corres-
pond aux résultats d’identiﬁcation de HV 1xx sur un intervalle de fréquence [0-2200Hz]. L’ensemble
des résultats d’identiﬁcation de HV 1xx , HV 1yy , HV 2xx et HV 2yy se trouve en annexe B.
Avec :
— HV 1xx , HV 2xx : FRF mesurée dans la direction X : cas d’une orientation verticale de l’électro-
broche (Figures 2.20) pour respectivement l’outil 1 et l’outil 2.
— HV 1yy , HV 2yy : FRF mesurée dans la direction Y : cas d’une orientation verticale de l’électro-
broche pour respectivement l’outil 1 et l’outil 2.
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Figure 2.20. Conﬁguration de l’électrobroche : axe vertical avec les directions d’impact X et Y.
70 2. Modèle de référence par Analyse Modale Expérimentale
Tableau 2.5. Fréquences propres et taux d’amortissement identiﬁés à partir de HV 1xx
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 24.36 2.62 19.69 6.58 19.08 3.46 21.70 4.03
2 56.92 4.72 56.27 3.33 57.20 7.31 58.26 1.97
3 161.30 4.37 159.94 2.82 167.10 1.56 185.86 11.63
4 221.19 1.30 221.98 1.99 223.91 1.60 220.32 2.23
5 356.79 2.28 357.86 2.01 360.17 2.54 358.00 2.93
6 677.58 1.53 678.19 1.51 678.06 1.44 673.98 2.71
7 1122.37 9.25 1129.65 8.54 1147.55 2.15 1155.19 2.31
8 1321.32 1.33 1325.41 1.74 1332.05 0.67 1351.51 1.01
9 1785.97 1.51 1771.59 5.00 1760.22 4.70 1781.34 4.15
10 1937.30 3.53 1955.24 2.46 1930.69 3.43 1924.13 3.30
11 2011.64 2.02 2035.77 0.99 2001.71 1.72 2000.21 1.83
Figure 2.21. Évolution des fréquence propres de HV 1xx pour diﬀérentes conﬁgurations du robot
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Aﬁn de mieux observer l’évolution des modes dans l’espace de travail du robot, les fréquences des
deux premiers modes identiﬁées pour l’orientation verticale de l’électrobroche, sont représentées
pour les outils 1 et 2 dans l’espace de travail du robot. A travers une interpolation cubique,
l’évolution des fréquences propres est représentée dans le plan XY positionnée à une hauteur Z
=150mm par rapport au plan de travail de la table d’usinage (Figures 2.22, 2.23, 2.24 et 2.25). Ces
ﬁgures montrent que les valeurs des fréquences propres sont dépendants de la direction de mesure
et du type d’outil. La connaissance d’une telle cartographie aide l’opérateur à savoir positionner
le robot dans son espace de travail pour éviter les vibrations pour une fréquence coïncidant avec
la fréquence propre du robot.
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Figure 2.22. Évolution des valeurs des fréquences propres dans l’espace de travail du robot pour
une excitation de l’outil 1 dans la direction X (a) premier mode (b) deuxième mode.
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Figure 2.23. Évolution des valeurs des fréquences propres dans l’espace de travail du robot pour
une excitation de l’outil 1 dans la direction Y (a) premier mode (b) deuxième mode.
72 2. Modèle de référence par Analyse Modale Expérimentale
−500 −400 −300 −200 −100 0 100 200 300 400 500
−600
−400
−200
0
200
400
600
800
1000
18.5
19
19.5
20
20.5
21
21.5
22
X(mm)
Y
(m
m
)
Zone estimée
Points mesurés
)[
#BTF
EV
SPCPU
(a)
−500 −400 −300 −200 −100 0 100 200 300 400 500
−600
−400
−200
0
200
400
600
800
1000
47
48
49
50
51
52
53
54
55
56
57
58
X(mm)
Y
(m
m
)


)[
#BTF
EV
SPCPU
(b)
Figure 2.24. Évolution des valeurs des fréquences propres dans l’espace de travail du robot pour
une excitation de l’outil 2 dans la direction X (a) premier mode (b) deuxième mode.
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Figure 2.25. Évolution des valeurs des fréquences propres dans l’espace de travail du robot pour
une excitation de l’outil 2 dans la direction Y (a) premier mode (b) deuxième mode.
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2.3.2 Test au pot vibrant.
L’intérêt d’une excitation par pot vibrant est de pouvoir contrôler l’amplitude et la fréquence
de celle-ci ainsi que sa direction sur toute la gamme fréquentielle étudiée. Ainsi, une plus grande
souplesse de fonctionnement est permise, une grande plage de fréquences peut être appliquée, et la
variété de types d’excitation est très large. Néanmoins, cette méthode, nécessite un temps de mise
en place important. Elle n’est pas facilement applicable en milieu industriel en raison de contraintes
de temps, de productivité et d’excitation de certains points diﬃciles à atteindre.
Ce test modal est conduit pour une seule conﬁguration du robot. L’eﬀort d’excitation est appliqué
par une tige liant le pot vibrant au nez de l’électrobroche (Figure 2.26). Le choix de cet emplacement
est justiﬁé par la diﬃculté de la ﬁxation de la tige sur l’outil. Un signal de type aléatoire (Figure
2.27), d’une durée de 60 secondes et une fréquence d’échantillonnage égal à 5120 Hz, a été utilisé
pour exciter le robot.
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Figure 2.26. Dispositif d’excitation au pot vibrant
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600 s
32.00
-6.00
N
Figure 2.27. Signal d’excitation de type aléatoire par le pot vibrant
La fonction de cohérence entre l’excitation et la mesure vibratoire en nez de broche, représentée
à la ﬁgure 2.28, indique plusieurs perturbations entre le signal d’excitation aléatoire et la réponse
en vibration. Ceci est du principalement au système de couplage de la tige avec le nez de la broche
qui n’était pas assez rigide surtout lors de fortes sollicitations. Néanmoins, 5 modes ont pu être
identiﬁés dans la direction de l’excitation de l’électrobroche. La FRF estimée indique une bonne
corrélation avec la FRF mesurée (Figure 2.29).
26000 Hz
0.99
0.02
Figure 2.28. Fonction de cohérence issue du test au pot vibrant
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Figure 2.29. FRFs synthétisée et mesurée Hxx pour une excitation au pot vibrant
Tableau 2.6. Comparaison entre les fréquences identiﬁées par test au pot vibrant et marteau d’im-
pact pour une conﬁguration du robot avec broche horizontale.
Mode fpot (Hz) fmarteau (Hz)
1 49.01 50.12
2 214.62 213.15
3 363.54 360.45
4 1136.13 1123.58
5 1752.85 1728.59
Le tableau 2.6 regroupe les résultats de la comparaison entre les fréquences identiﬁées par
test au pot vibrant et par test modal au marteau d’impact. Les fréquences identiﬁées ont leurs
correspondantes dans l’identiﬁcation par marteau d’impact, ce qui montre que le test modal par
marteau est suﬃsant pour établir une base modale de la structure robotique.
2.4 Analyse de la rigidité dynamique
Les vibrations sont dépendantes du comportement structural et du niveau d’excitation appli-
quée à l’outil de coupe. La rigidité dynamique représente ainsi un facteur important inﬂuant sur
les performances d’usinage [41]. A partir des FRF mesurées, la rigidité dynamique a été calculée
selon l’équation suivante [85] :
Kdynij (ω) =
−ω2
Hij(ω)
(2.19)
La valeur de la rigidité dynamique a été déterminée pour les diﬀérents modes propres du robot
d’usinage. Les ﬁgures 2.30 et 2.31 représentent l’évolution de la rigidité dynamique correspondante
aux modes dominants du robot avec électrobroche en position verticale (≈ 670Hz pour l’outil 1 et
≈ 890Hz pour l’outil 2) dans son espace de travail. Étant donné que l’outil 2 admet un diamètre
supérieur à l’outil 1 et une moindre longueur, la valeur de la rigidité dynamique augmente. Le
robot est plus rigide dans la direction Y pour les deux cas d’outils [86].
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Figure 2.30. Évolution des valeurs de la rigidité dynamique du mode dominant dans l’espace de
travail du robot équipé d’un outil φ 16 (a) Direction X (b) Direction Y.
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Figure 2.31. Évolution des valeurs de la rigidité dynamique du mode dominant dans l’espace de
travail du robot équipé d’un outil φ 50 (a) Direction X (b) Direction Y.
Les excitations suivant la direction Y repoussées par le montage en chape du poignet corres-
pondant à une conﬁguration poignet cassé (Figure 2.32). Suivant la direction X, les excitations
sollicitent principalement la liaison q5 du poignet et non la structure portante q2-q4.
q5
q6
q4q2 / q3
q1
Figure 2.32. Conﬁguration poignet cassé du robot.
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2.5 Conclusion
Une première étape de la modélisation dynamique du robot consiste à déterminer les modes
propres en posture statique. Une base modale de référence du robot a été établie montrant l’évo-
lution des valeurs de ses fréquences propres. Par ailleurs, l’analyse des FRFs mesurées montre que
les modes propres de l’ensemble électrobroche-outil sont les plus dominants dans la FRF. Pour le
premier outil, on remarque une fréquence propre à une valeur moyenne de 670Hz. Pour le deuxième
outil, la fréquence dominante est de l’ordre de 890Hz.
La variation du comportement dynamique en fonction de la conﬁguration du robot est dûe à la
variation au niveau des conditions aux limites du robot et l’orientation de l’organe terminal. Le
comportement dynamique du robot admet une faible variation dans son espace de travail pour
une excitation dans la direction Y. L’analyse de la rigidité dynamique permet d’observer que cette
variation est dûe à la faible déformation du bout d’outil dans la direction de l’axe du poignet
du robot. Par contre, le comportement dynamique du robot varie considérablement en fonction
de sa conﬁguration pour une excitation dans la direction X. La connaissance d’une telle varia-
tion montre la nécessité de modéliser le comportement dynamique du robot en conditions réelles
d’usinage. C’est ce que nous allons étudier dans le chapitre 3.
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Chapitre 3
Identiﬁcation du comportement
dynamique de robot en service par
analyse modale opérationnelle
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3.1 Introduction
Ce chapitre présente le développement de trois approches d’identiﬁcation modale permettant
de déterminer les paramètres modaux du robot en conditions de service. L’analyse modale opéra-
tionnelle se base essentiellement sur les mesures des réponses vibratoires sans mesurer les eﬀorts
d’excitation de la structure. Néanmoins, dans le cas de l’usinage, il est possible d’utiliser des cap-
teurs d’eﬀort pour mesurer les eﬀorts de coupe qui correspondent aux eﬀorts d’excitation de la
structure en bout d’outil. La méthode de décomposition dans le domaine de fréquence (en anglais :
Frequency Domain Decomposition FDD) est utilisée pour l’identiﬁcation modale et ensuite enri-
chie par l’intégration des mesures d’eﬀort fournie par une table dynamométrique. Une deuxième
méthode consiste à utiliser les fonctions de transmissibilité (méthode d’Identiﬁcation par les Fonc-
tions de Transmissibilité : IFTr) pour identiﬁer les paramètres modaux du robot pendant l’usinage.
Ces deux premières méthodes permettent d’identiﬁer le comportement dynamique global du robot
aux points de mesure. Il est donc nécessaire de construire le modèle en bout d’outil, point non
mesurable en usinage du fait de la rotation de l’outil. C’est ainsi que l’on propose une troisième
méthode (méthode d’Identiﬁcation par Reconstruction des FRFs : IRF) qui identiﬁe non seulement
les paramètres modaux prépondérants en bout d’outil mais également les FRFs. Ces dernières se-
ront ensuite exploitées dans l’analyse de la stabilité de la coupe développée dans le chapitre 4. La
ﬁgure 3.1 résume les 3 méthodes d’identiﬁcation en précisant les paramètres d’entrée et le type de
résultats obtenus.
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Figure 3.1. 3 méthodes d’identiﬁcation modale opérationnelle.
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La section 3.2 de ce chapitre est consacrée à la description de la méthode FDD qui a été implé-
mentée sous Matlab c© aﬁn d’estimer les paramètres modaux en nez de broche pendant l’usinage.
Une modiﬁcation de l’algorithme de base de la méthode FDD a été réalisée aﬁn d’améliorer les
résultats de l’identiﬁcation.
La section 3.3 présente la méthode d’identiﬁcation basée sur les fonctions de transmissibilité qui
sont déﬁnies ici comme étant le rapport entre deux réponses vibratoires. En se basant sur les pro-
priétés des fonctions de transmissibilité, une méthode de reconstruction des FRFs est développée
à la section 3.4 pour retrouver la FRF en bout d’outil lors de l’usinage.
Enﬁn, un protocole expérimental a été conçu pour mesurer les réponses vibratoires lors d’une
opération d’usinage robotisé. L’ensemble des signaux mesurés a été traité par les trois méthodes
d’identiﬁcation aﬁn de déterminer les valeurs des fréquences propres. Une comparaison est faite
entre ces résultats et la base modale de référence établie dans le chapitre 2.
3.2 Méthode de décomposition dans le domaine fréquentiel
3.2.1 Méthode FDD
3.2.1.1 Base théorique
La méthode FDD se base sur un modèle dynamique non paramétrique et a l’avantage d’iden-
tiﬁer des modes propres dont les fréquences sont proches. Elle s’appuie essentiellement sur trois
hypothèses :
— L’excitation est de type bruit blanc.
— La structure est faiblement amortie.
— L’orthogonalité des vecteurs déformées modales des modes couplés.
Elle a été initialement introduite et détaillée par Brincker et al. [87, 88] pour estimer les fréquences
propres et les déformées modales des structures soumises à des excitations inconnues. Ensuite, ils
ont développé une deuxième version nommée EFDD (Enhanced Frequency Domain Decomposition)
en rendant possible l’estimation des taux d’amortissement [89].
3.2.1.2 Procédure pratique
Elle peut être résumée en 4 étapes (Figure 3.2) :
1. La matrice de Densité Spectrale de Puissance de la réponse (DSP) est calculée avec la formule
suivante :
[Gxx(jω)] = [H(jω)]∗[Gff (jω)][H(jω)] (3.1)
Avec
— [H(jω)] : matrice de fonction de réponse en fréquence de dimensions s × e .
— [Gff (jω)] : matrice DSP du signal d’entrée de dimensions e × e.
— [Gxx(jω)] : matrice DSP de la réponse de sortie de dimensions s × s.
— Les symboles ∗ et  représentent respectivement le conjugué complexe et la transposée.
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Étant donné que le signal d’entrée est considéré de type bruit blanc, sa matrice DSP est égale
à une matrice constante [C], et la matrice DSP de la réponse devient :
[Gxx(jω)] = [H(jω)]∗.[C].[H(jω)] (3.2)
2. La décomposition en valeurs singulières de la matrice de densité spectrale de puissance de
réponses, donne :
[Gxx(jω)] = [U(jω)][Σ(jω)][U(jω)]H (3.3)
Avec
— [U(jω)] : matrice des vecteurs singuliers : [U(jω)] = [u1(jω), u2(jω), · · ·us, (jω)]
— [Σ(jω)] : matrice diagonale des valeurs singulières avec σ1 > σ2 · · · > σs :
[Σ(jω)] =
⎛
⎜⎜⎜⎜⎝
σ1(jω) 0 · · · 0
0 σ2(jω) · · · 0
...
... . . .
...
0 · · · · · · σs(jω)
⎞
⎟⎟⎟⎟⎠ (3.4)
— (•) H représente la transposée conjuguée de l’entité •.
Si les modes sont bien espacés, à proximité d’une pulsation propre ωk, le module de la pre-
mière valeur singulière σ1 représente un pic correspondant à un mode et le premier vecteur
singulier est proportionnel à sa déformée modale. Le nombre de valeurs singulières non nulles
correspond au nombre de modes ayant de l’énergie à chaque fréquence.
3. Pour isoler un mode à partir d’un pic, l’outil MAC est utilisé pour comparer le vecteur défor-
mée modale à la fréquence du pic sélectionné aux déformées modales des fréquences alentours.
Un seuil de valeur du MAC est déﬁni au préalable (typiquement ≥ 0.8 [90]), pour détermi-
ner ainsi les valeurs singulières correspondants à un seul mode. Ensuite, la transformée de
Fourier inverse est appliquée à cette portion du signal autour du pic, et donne le pseudo auto-
corrélation du mode correspondant qui est proportionnel à la réponse impulsionnelle du mode.
4. La fréquence propre fk et le taux d’amortissement ζk sont respectivement identiﬁés par
régression linéaire du nombre de passages à zéro de la réponse impulsionnelle et de son
décrément logarithmique, déﬁnis par :
ζk =
δk√
δ2k + 4π2
 δk2π (3.5)
où δk est le décrément logarithmique.
fk =
f˜k√
1 − ζ2k
(3.6)
avec f˜k : fréquence naturelle amortie.
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Figure 3.2. Les 4 étapes de la méthode FDD
3.2.1.3 Application aux signaux d’usinage
Dans la pratique, des composantes harmoniques peuvent apparaitre dans le signal de sortie
ce qui rend diﬃcile l’extraction des modes [91]. Dans le cas de l’usinage, en plus de la fréquence
de rotation de l’outil, les réponses vibratoires présentent des composantes harmoniques dues aux
eﬀorts de coupe qui rendent diﬃcile l’application directe de la méthode FDD [92]. De ce fait, il
n’est pas possible d’extraire les paramètres modaux de la structure car les fréquences propres sont
noyées dans le contenu fréquentiel des réponses mesurées (Figure 3.3). Pour cela, des modiﬁcations
sont apportées au niveau de la procédure d’identiﬁcation FDD en intégrant les signaux d’eﬀorts
de coupe mesurés par un dynamomètre [93].
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Figure 3.3. Présence des harmoniques dans la représentation des valeurs singulières [92].
3.2.2 Méthode FDD modiﬁée
3.2.2.1 Bases théoriques
La formulation générale de la matrice de transfert [H(ω)] dans le domaine fréquentiel s’écrit
sous la forme suivante :
{X(ω)} = [H(ω)]{F (ω)} (3.7)
Avec :
— {F (ω)} : vecteur des eﬀorts mesurés par le dynamomètre.
— {X(ω)} : vecteur des réponses vibratoires.
Une multiplication par le conjugué complexe de la transposé du vecteur des eﬀorts est réalisée dans
les deux cotés de l’équation (3.7) :
{X(ω)}{F (ω)}H = [H(ω)]{F (ω)}{F (ω)}H (3.8)
En utilisant la décomposition en valeurs singulières dans un algorithme d’inversion de la matrice
[F (ω)], la nouvelle matrice de transfert devient alors :
[Hnew(ω)] = [X˜(ω)][F˜ (ω)]−1 (3.9)
Avec :
— [X˜(ω)] = {X(ω)}{F (ω)}H
— [F˜ (ω)] = {F (ω)}{F (ω)}H
Enﬁn, la matrice de densité spectrale de puissance de réponse s’écrit alors :
[Gnewxx (ω)] = [Hnew(ω)][Hnew(ω)]H (3.10)
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3.2.2.2 Application
La présence des harmoniques dans la réponse vibratoire, visibles dans la ﬁgure 3.3 en tant que
pics réguliers, a été atténuée avec la reformulation de la matrice de densité spectrale de la réponse.
Ainsi, il est possible d’extraire les fréquences propres et les taux d’amortissement des modes en
évitant l’inﬂuence des composantes harmoniques (Figure 3.4). Les fréquences propres ayant un taux
d’amortissement très faible (< 0.05%) ou trop important (> 15%) n’ont pas été sélectionnées, étant
donné qu’en dehors de cette bande d’amortissement, les modes ne caractérisent pas des propriétés
structurales mais plutôt des modes issus d’erreurs numériques sans signiﬁcation physique.
Figure 3.4. Première valeur singulière après élimination de l’eﬀet des harmoniques [92].
Aﬁn de mieux sélectionner les vraies fréquences structurales, Gagnol et al. [93] propose d’utiliser
les propriétés statistiques telles que la densité de probabilité et la valeur de kurtosis associées à
chaque fréquence identiﬁée par la méthode FDD modiﬁée.
3.3 Identiﬁcation modale basée sur les fonctions de transmissibi-
lité.
Les fonctions de transmissibilité sont déﬁnies comme le rapport entre deux signaux de même
nature mesurés à deux diﬀérents degrés de liberté [94] (Accélération/Accélération, vitesse/vitesse,
déplacement/déplacement ou force/force), contrairement aux FRFs qui sont déﬁnis entre deux va-
riables de diﬀérents types.
L’utilisation des fonctions de transmissibilité a été proposée par Devriendt et al. [95] comme une
nouvelle approche dans l’analyse modale opérationnelle. Elle a l’avantage de ne pas poser d’hypo-
thèse sur la nature des forces d’excitation, a savoir l’excitation de type bruit blanc utilisé dans la
méthode FDD. Ceci élimine certaines diﬃcultés dans le traitement du signal vibratoire [96].
Un deuxième avantage, valorisant cette approche, consiste à utiliser la fonction de transmissibilité
pour calculer la réponse vibratoire en un ddl non instrumenté par un accéléromètre, par le biais
des réponses vibratoires mesurée dans un autre ddl [97]. Dans le cas de l’usinage, à l’exception des
outils de coupe intégrant des capteurs [98], il n’est pas possible de mesurer la réponse vibratoire
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se produisant au niveau du bout d’outil. L’idée consiste alors à calculer la réponse en bout d’outil
à partir des réponses vibratoires mesurées sur la partie non tournante de la broche.
3.3.1 Bases théoriques des fonctions de transmissibilité
L’expression des réponses vibratoires en deux points i et j suite à une excitation en un point
k s’écrit :
X¨i(ω) = Hik(ω)Fk(ω) (3.11)
X¨j(ω) = Hjk(ω)Fk(ω) (3.12)
La fonction de transmissibilité entre ces deux réponses s’écrit alors comme suit :
Tij(ω) =
X¨i(ω)
X¨j(ω)
= Hik(ω)Fk(ω)
Hjk(ω)Fk(ω)
⇒ Tij(ω) = Hik(ω)
Hjk(ω)
(3.13)
Dans le cas d’une seule excitation il est possible de démontrer que la fonction de transmissibilité
ne dépend pas de l’amplitude de la force ni du type de l’excitation, mais plutôt du point d’appli-
cation. Dans le cas de plusieurs excitations, la fonction de transmissibilité devient dépendante de
l’amplitude des forces d’excitation. Dans le cas de l’usinage, le vecteur des eﬀorts appliqués sur la
structure provient essentiellement des eﬀorts de coupe [99].
Cependant, en utilisant le modèle du dénominateur commun d’ordre n pour représenter les FRFs
Hik et Hjk :
Hik(ω) =
Bik(ω)
Aik(ω)
=
n∑
r=1
υirLkr
jω − λr +
υ∗irL∗kr
jω − λ∗r
(3.14)
avec pour le mode r :
— λr : le pôle.
— υir : la déformée modale.
— Lkr : le facteur de participation modale.
En remplaçant les FRFs par leurs expressions dans l’équation (3.13), on obtient :
Tij(ω) =
Bik(ω)Ajk(ω)
Bjk(ω)Aik(ω)
(3.15)
Les racines du dénominateur de la FRF correspondent aux pôles du système, et étant donné qu’ils
sont communs à toutes les FRFs (Aik(ω) = Ajk(ω)), l’équation (3.15) devient :
Tij(ω) =
Bik(ω)
Bjk(ω)
(3.16)
A cette étape, il n’est pas possible d’identiﬁer les paramètres modaux à partir de la fonction
de transmissibilité, puisque le dénominateur de la FRF H(ω) n’apparait plus dans l’expression de
Tij(ω).
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3.3.2 Procédure pratique pour la détermination des paramètres modaux
En remplaçant jω par la variable de Laplace p, la valeur limite en λr (valeur propre) de la
fonction de transmissibilité entre deux réponses 1 et 2 pour une excitation au point k est égale à :
lim
p→λr
T k12(p) = lim
p→λr
(p − λr)H1k(p)
(p − λr)H2k(p)
=
lim
p→λr
∑n
r=1
(
(p−λr)υ1rLkr
p−λr +
(p−λr)υ∗1rL∗kr
p−λ∗r
)
lim
p→λr
∑n
r=1
(
(p−λr)υ2rLkr
p−λr +
(p−λr)υ∗2rL∗kr
p−λ∗r
)
=
lim
p→λr
(p−λr)υ1rLkr
p−λr + 0
lim
p→λr
(p−λr)υ2rLkr
p−λr + 0
= υ1r
υ2r
lim
p→λr
T k12(p) =
υ1r
υ2r
(3.17)
A cette étape, la fonction de transmissibilité devient indépendante de la position de l’excitation.
La soustraction de deux fonctions de transmissibilité entre deux réponses 1 et 2 et avec deux points
d’excitation diﬀérents k et l, donne :
lim
p→λr
(T k12(p) − T l12(p) =
υ1r
υ2r
− υ1r
υ2r
= 0 (3.18)
Pour déterminer les valeurs des paramètres modaux, la fonction rationnelle ΔT kl12(ω) ≡ T k12(ω)−
T l12(ω) est proposée, dont les racines de l’inverse sont les pôles du système :
Δ−1T kl12(ω) =
1
ΔT kl12(ω)
= 1
T k12(ω) − T l12(ω)
(3.19)
Les paramètres modaux sont ensuite identiﬁés en utilisant une méthode d’identiﬁcation modale
classique, comme la méthode PolyMAX utilisée dans le chapitre 2. Il est à noter que les fonctions de
transmissibilité varient en fonction de la position de l’excitation, mais deviennent indépendantes de
celle ci lorsque les pôles du système convergent vers une valeur unique, comme montré dans l’équa-
tion (3.17). La ﬁgure 3.5 illustre cette propriété. On remarque que les fonctions de transmissibilité
ne sont pas identiques pour diﬀérentes positions d’excitation et que leurs pics ne correspondent
pas aux fréquences de résonance, mais à leurs intersections. En eﬀet, les intersections des fonctions
de transmissibilité se produisent au niveau des fréquences des pics des FRFs, correspondants aux
fréquences des modes du système.
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(a)
(b)
Figure 3.5. (a) FRFs estimées pour 3 réponses vibratoires (1,2 et 3) et 1 point d’excitation 1
(b) Fonctions de transmissibilité entre 2 réponses vibratoires 1 et 2 pour 4 diﬀérentes
positions d’excitation (0, · · · , 3) [96].
3.4 Identiﬁcation du comportement dynamique en bout d’outil
par la reconstruction des FRFs
3.4.1 Bases théoriques
Il a été démontré dans la sous-section précédente que l’on peut extraire les paramètres modaux
en utilisant les fonctions de transmissibilité entre deux réponses vibratoires et indépendamment
de la position de l’excitation et de son type. Cependant, pendant l’usinage, il n’est pas possible de
mesurer la réponse vibratoire en bout d’outil. Pour résoudre ce problème, la fonction de transmis-
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sibilité est utilisée pour reconstruire la FRF entre la réponse vibratoire et la force d’excitation en
bout d’outil et par la suite déterminer les paramètres modaux. La reconstruction de cette FRF est
utile pour l’analyse de la stabilité de la coupe détaillée au chapitre 4.
Pendant l’usinage, il est possible de monter un accéléromètre sur la partie non tournante de l’élec-
trobroche et aussi de mesurer les eﬀorts de coupe à l’aide d’une table dynamomètrique portant
la pièce à usiner. Ces eﬀorts sont proches des forces d’excitation appliquées en bout d’outil. Dans
notre approche, des mesures des réponses vibratoires en bout d’outil et sur l’électrobroche ont été
réalisées avec un impact au marteau sur le bout d’outil.
D’après la théorie des fonctions de transmissibilité, le rapport entre deux réponses vibratoires reste
constant pour le même point d’excitation et il est indépendant de son amplitude. Nous pouvons
déduire alors que le rapport entre deux réponses vibratoires pour une excitation au marteau et une
excitation par l’eﬀort d’usinage reste constant, si l’on excite au même point :
Tij(ω) =
X¨ui (ω)
X¨uj (ω)
= X¨
m
i (ω)
X¨mj (ω)
(3.20)
Avec
— X¨ui (ω) réponse vibratoire au ddl i pendant l’usinage (u).
— X¨mi (ω) réponse vibratoire au ddl i mesurée pendant un test au marteau (m).
— i et j représentent des points de mesure de même direction du bout d’outil et de l’électro-
broche respectivement.
En remplaçant l’expression de l’accélération dans l’équation 3.20 par :
— X¨ui (ω) = Huii(ω).F ui (ω)
— X¨uj (ω) = Huji(ω).F ui (ω)
La composante de la force s’élimine et on obtient :
Huii(ω)
Huji(ω)
= H
m
ii (ω)
Hmji (ω)
(3.21)
Avec
— Huij(ω) FRF entre la force d’excitation au ddl i et la réponse vibratoire au ddl j pendant
l’usinage.
— Hmij (ω) FRF entre la force d’excitation au ddl i et la réponse vibratoire au ddl j pendant
un test au marteau.
D’où on déduit la FRF en bout d’outil pendant l’usinage :
Huii(ω) =
Hmii (ω)Huji(ω)
Hmji (ω)
(3.22)
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3.4.2 Illustration
Pour vériﬁer cette approche, la FRF en bout d’outil a été reconstruite en utilisant l’équation
(3.22) à partir des données d’un essai au marteau :
Hmx11 (ω) =
Hmy11 (ω)Hmx21 (ω)
Hmy21 (ω)
(3.23)
Avec
— Hmx12 (ω) FRF entre la force d’excitation du marteau en bout d’outil (1) dans la direction X
et la réponse vibratoire en nez de broche (2) dans la direction X (Figure 3.6) .
— Hmy12 (ω) FRF entre la force d’excitation du marteau en bout d’outil (1) dans la direction Y
et la réponse vibratoire en nez de broche (2) dans la direction Y.
! "
#
#


#$%%&'(!
)%
(*+,%%
#
#
#$%%&'("
&&UUUU
Figure 3.6. Positions des capteurs sur l’outil (1) et l’électrobroche (2), et directions d’impact
pendant le test au marteau.
Ayant identiﬁé expérimentalement la FRF en bout d’outil, la comparaison entre la FRF expéri-
mentale et la FRF reconstruite (ﬁgure 3.7 et tableau 3.1) montre la ﬁabilité de la méthode IRF.
L’erreur relative entre les fréquences identiﬁées est inférieure à 3%. Pour le premier mode, nous
observons une diﬀérence entre les deux fréquences identiﬁées de moins de 3 Hz.
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Figure 3.7. Comparaison entre la FRF identiﬁée à partir des mesures expérimentales et la FRF
identiﬁée par reconstruction.
Tableau 3.1. Comparaison entre les fréquences identiﬁées à partir de la FRF expérimentale et la
FRF reconstruite
Mode fexpérimentale (Hz) fcalculée (Hz) Erreur relative (%)
Mode 1 19.07 16.19 15.10
Mode 2 57.20 56.79 0.71
Mode 3 167.10 171.55 2.67
Mode 4 223.90 217.73 2.76
Mode 5 360.17 366.41 1.73
Mode 6 678.06 674.76 0.49
Mode 7 1147.55 1152.54 0.43
Mode 8 1332.05 1354.9 1.72
Mode 9 1760.22 1749.32 0.62
Mode 10 1930.69 1926.88 0.20
Mode 11 2001.71 2001.22 0.02
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3.5 Caractérisation dynamique du robot en usinage
Les essais réalisés dans le chapitre précédent ont montré une variation du comportement dy-
namique en bout d’outil du robot d’usinage. C’est la raison pour laquelle il est important de
caractériser le comportement dynamique du robot en service. Un protocole expérimental est dé-
crit dans cette section ainsi que l’opération d’usinage durant laquelle les mesures vibratoires ont
été enregistrées. Les paramètres modaux sont ensuite identiﬁés à partir des signaux traités par la
méthode FDD et par la méthode de reconstruction des FRFs proposée.
3.5.1 Protocole expérimental
Deux accéléromètres de type PCB 333B30 (plage de fréquence : 0.5-3000Hz ; fréquence de
résonance : ≥ 40 kHz) ont été placés sur la partie ﬁxe de la broche la plus proche de l’outil (nez de
broche) dans les directions X et Y. La pièce à usiner est ﬁxée sur une table dynamométrique Kistler
9257B permettant de mesurer les eﬀorts d’usinage dans les directions X et Y du repère cartésien
lié au dynamomètre (Figure 3.8). Les 4 signaux d’eﬀorts et d’accélérations sont échantillonnés à
5kHz et synchronisés par le boitier d’acquisition Pimento R© pour être enregistrés et traités par les
méthodes d’identiﬁcation modale opérationnelle décrites dans la section précédente.
Table d’effort 
Pièce  
Amplificateur de 
charge 5080A 
Effort (X)
Effort (Y)
Y 
X 
Z 
ap
ar
Traitement des données 
Broche 
UGV 
2 
1 
Boitier d’acquisition 
Pimento 
Robot ABB IRB 6660 
//// 
Figure 3.8. Dispositif de mesure des signaux durant l’usinage.
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3.5.2 Essais d’usinage
Deux essais d’usinage ont été réalisés sur deux pièces en alliage d’aluminium 7050 de 145mm
de coté. Le premier essai consiste à usiner en avalant et le deuxième essai en opposition. Les
trajectoires des essais d’usinage sont décrites aux ﬁgures 3.9 et 3.10 respectivement. L’outil est
une fraise de diamètre 50 mm à 4 dents tournant à une fréquence de rotation constante N = 6900
tr/min et avec une vitesse d’avance Vf = 43 mm/s. La trajectoire comporte une passe dans la
direction Y puis dans la direction X avec un engagement radial ar = 16.5 mm et une profondeur de
passe ap = 5 mm. Les deux directions choisies correspondent aux directions d’impact au marteau
lors des essais d’analyse modale expérimentale. Le choix de ces directions permet de comparer des
résultats obtenus avec la base modale de référence.
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Figure 3.9. Trajectoire d’usinage en avalant.
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Figure 3.10. Trajectoire d’usinage en opposition.
Un exemple de signal mesuré par la table dynamométrique suivant X, lors d’un usinage en
opposition, est présenté à la ﬁgure 3.11. Les trajectoires de l’outil sont identiﬁées par « Passe 1 »
et « Passe 2 ». La plage « Signal traité » retenue pour la méthode d’identiﬁcation modale ne prend
pas en compte l’engagement et le dégagement de l’outil.
Figure 3.11. Eﬀort de coupe mesuré dans la direction X durant l’usinage en opposition.
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Les enregistrements des vibrations durant les opérations d’usinage, sont traités en premier lieu
par la méthode FDD modiﬁée puis par la méthode IFTr pour extraire les paramètres modaux du
robot en service.
Tout d’abord, les signaux mesurés par les deux accéléromètres ﬁxés en nez de broche (Figure
3.8) et la table dynamométrique sont traités par l’algorithme d’identiﬁcation modale en suivant la
méthode FDD dont la procédure est présentée à la section (3.2). L’eﬀet des harmoniques dues à la
rotation de l’outil et des impacts des dents, présents à des intervalles de 115 Hz sont visibles à la
ﬁgure 3.12.
0 500 1000 1500 2000
−14
−12
−10
−8
−6
−4
−2
0
Fréquence [Hz]
V
al
eu
rs
 si
ng
ul
iè
re
 [l
og
]
S
;
^

:
;
^


















!+


 









 


 


Figure 3.12. Présence des harmoniques.
La ﬁgure 3.13 montre le résultat de l’utilisation de la FDD modiﬁée où l’eﬀet des harmoniques
a été éliminé de la courbe des valeurs singulières de la matrice DSP de la réponse. A partir de
cette courbe, les modes propres du robot sont identiﬁés par la présence de pics dont l’amplitude
correspond à la valeur singulière autour des fréquences de ces modes.
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Figure 3.13. Valeurs singulières sans l’eﬀet des harmoniques.
Il est à noter que certains pics de la courbe des valeurs singulières (Figure 3.13 ) ne corres-
pondent pas à des modes propres, et ceci peut être renseigné par les valeurs des taux d’amortis-
sement calculés à partir de ceux-ci. À la ﬁgure 3.14, deux pics sont sélectionnés. Le premier pic
donne un taux d’amortissement très élevé (32.04 %) ce qui ne correspond pas à un mode physique.
Il est éliminé de l’ensemble des valeurs des paramètres modaux.
Fréquence propre = +8Y` Hz
Taux d’amortissement = Y`+%
Fréquence propre = Y3= 
Taux d’amortissement = 32Y04 %
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Figure 3.14. Identiﬁcation des modes à partir de la courbe des valeurs singulières
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Dans la nouvelle méthode IFTr, seules les deux réponses vibratoires en nez de broche (ddl
numèro 1 dans la direction X et ddl numèro 2 dans la direction Y) ont été utilisées pour calculer
les fonctions de transmissibilité TForceX12 et T
ForceY
12 , puisqu’il n’est pas possible de prendre des
mesures des accélérations en bout d’outil pendant une opération d’usinage. En utilisant l’équation
(3.19), les paramètres modaux du robot sont estimés pendant un usinage. La ﬁgure 3.15 montre
que la plupart des fréquences propres identiﬁées dans les deux directions X et Y coïncident bien
avec les intersections entre les deux fonctions de transmissibilité TX12 et T Y12.
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Figure 3.15. Intersection des deux fonctions de transmissibilité des réponses en nez de broche au
niveau des fréquences propres.
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Comparaison entre la méthode FDD modiﬁée et la méthode IFTr :
Les tableaux 3.2 et 3.3 regroupent les résultats d’estimation des fréquences propres, lors de l’opé-
ration d’usinage, avec la méthode FDD modiﬁée (ffdm) et par la méthode IFTr (fiftr) pour la «
Passe 1 » et « Passe 2 » respectivement. Une première comparaison est réalisée entre les valeurs des
paramètres modaux identiﬁés par les deux méthodes. Et une seconde comparaison est réalisée entre
les valeurs des fréquences propres identiﬁées par les deux méthodes d’identiﬁcation opérationnelle
et la base modale de référence déterminée par le test au marteau (Figure 3.16 et Figure 3.17).
Tableau 3.2. Comparaison entre les fréquences propres estimées par la méthode FDD modiﬁée
(ffdm), par les fonctions de transmissibilité (fiftr) sur une opération d’usinage pen-
dant la Passe 1 et par un test au marteau fmar.
Mode fiftr (Hz) ffdm (Hz) fmar (Hz)
Erreur
fiftr/ffdm(%)
Erreur
fiftr/fmar(%)
Erreur
ffdm/fmar(%)
1 - - 22.46 - - -
2 41.80 37.28 37.60 10.80 10.05 0.83
3 - - 73.57 - - -
4 - - 110.85 - - -
5 - - 166.64 - - -
6 199.81 191.64 - 4.09 - -
7 240.99 236.08 - 2.04 - -
8 - - 333.59 - - -
9 393.35 398.79 398.41 1.36 1.27 0.09
10 562.47 555.39 556.72 1.26 1.02 0.24
11 633.72 - 650.57 - 2.59 -
12 757.49 780.64 721.87 2.97 7.52 4.70
13 877.91 882.91 899.16 0.57 2.36 1.81
14 931.06 931.18 - 0.01 - -
15 - - 1067.18 - - -
16 1206.97 1249.98 - 3.44 - -
17 - - 1301.96 - - -
18 1361.58 - 1363.84 - 0.17 -
19 - - 1527.11 - - -
20 1588.91 1587.62 - 0.08 - -
21 1676.59 1646.61 - 1.79 - -
22 1785.27 1784.57 1750.92 0.04 1.92 1.89
23 1915.99 - - - - -
24 - 1956.88 1950.15 - - 0.34
25 1994.29 1999.20 - 0.25 - -
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Tableau 3.3. Comparaison entre les fréquences propres estimées par la méthode FDD modiﬁée,
par la méthode IFTr sur une opération d’usinage pendant la Passe 2 et par un test
au marteau.
Mode fiftr (Hz) ffdm (Hz) fmar (Hz)
Erreur
fiftr/ffdm(%)
Erreur
fiftr/fmar(%)
Erreur
ffdm/fmar(%)
1 - - 19.9 - - -
2 76.62 - - - -
3 154.62 - 164.68 - 6.11 -
4 - - 216.26 - - -
5 281.46 - - - - -
6 353.12 350.34 347.51 0.79 1.59 0.81
7 532.10 529.37 520.5 0.51 2.18 1.68
8 777.91 751.29 - 3.42 - -
9 916.28 916.02 911.66 0.03 0.50 0.48
10 1072.14 1083.80 - 1.08 - -
11 1205.29 1217.91 - 1.04 - -
12 1385.85 1371.31 1394.66 1.05 0.63 1.67
13 1558.78 1549.22 1544.6 0.61 0.91 0.30
14 1630.80 1637.49 - 0.41 - -
15 - - 1710.44 - - -
16 1811.80 1795.47 1818.6 0.90 0.37 1.27
17 1906.25 - - - - -
18 1970.44 1965.07 1969.91 0.27 0.03 0.25
A partir des tableaux 3.2 et 3.3, l’erreur relative est calculée pour chaque paire de paramètres
modaux identiﬁées par les deux méthodes d’identiﬁcation modale opérationnelle ((fiftr ; ffdm). Pour
la passe 1 (direction Y), l’erreur relative maximale est de 10.8% (mode 1) et la minimale est de
0.01 % (mode 9). Pour la passe 2 (direction X), l’erreur relative maximale de 3.42% (mode 9)
et minimale de 0.03% (mode 10). Ainsi, le faible taux d’erreur relative au niveau des fréquences
propres montre la ﬁabilité de la méthode IFTr.
Une comparaison est ensuite réalisée avec la base modale de référence où une première constata-
tion est faite sur le nombre de modes identiﬁés en service (Figures 3.16 et 3.17). Sur la première
passe de l’opération d’usinage, 14 fréquences propres ont été identiﬁés par la FDD modiﬁée et 16
par la méthode IFTr. Par contre, sur les 17 fréquences propres identiﬁées par le test au marteau,
seulement 7 et 8 fréquences propres sont retrouvées respectivement par la FDD modiﬁée et par la
méthode IFTr. Pour la deuxième passe, 11 fréquences propres ont été identiﬁés par la FDD modiﬁée
et 15 par la méthode IFTr dont 8 fréquences correspondent aux fréquences identiﬁées par le test
au marteau parmi 11. La plupart des fréquences non identiﬁées en service par les méthodes d’iden-
tiﬁcation opérationnelle, sont des fréquences inférieures à 300Hz et surtout les premiers modes.
La comparaison entre les valeurs des fréquences propres identiﬁées par les deux méthodes d’iden-
tiﬁcation montre une faible variation par rapport à la base de modale de référence. Dans les deux
directions d’usinage, la variation relative des fréquences propres identiﬁées par la méthode FDD
modiﬁée (ffdm
fmar
) est légèrement inférieure à la variation relative des fréquences propres identiﬁée
par la méthode IFTr ( fiftr
fmar
).
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En eﬀet, pour la passe 1, les écarts type des variations fréquentielles relatives sont égaux à 3.31%
et 4.60% pour la méthode FDD modiﬁée et la méthode IFTr respectivement. Pour la passe 2, les
écarts type des variations fréquentielles relatives se réduisent à 1.18% et 2.57%.
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Figure 3.16. Passe 1 : rapport des fréquences identiﬁées par rapport à la base modale de référence.
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Figure 3.17. Passe 2 : rapport des fréquences identiﬁées par rapport à la base modale de référence.
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Identiﬁcation par la méthode de reconstruction de la FRF :
Pour identiﬁer les paramètres modaux en bout d’outil lors de l’opération d’usinage en avalant, la
méthode IRF a été appliquée en utilisant l’équation (3.22) s’appuyant sur les résultats d’identiﬁca-
tion en bout d’outil par marteau d’impact et les signaux mesurés en nez de broche. En comparant
les résultats obtenus en service avec la base modale établie par le test au marteau, les tableaux 3.4
et 3.5 montrent des erreurs moyennes relatives faibles de l’ordre de 1.55% et 1.72%, pour la passe
1 et la passe 2 respectivement. Il est à noter que les résultats d’identiﬁcation, pour un usinage en
opposition, sont aussi satisfaisants avec de faibles taux d’erreur relative.
Tableau 3.4. Comparaison entre les fréquences identiﬁées par la méthode IRF (firf), sur une
opération d’usinage en avalant à partir de la Passe 1, et par test au marteau.
Mode firf (Hz) fmar (Hz) Erreur firf/fmar (%)
1 21.10 19.90 5.71
2 - 38.74 -
3 48.37 - -
4 76.35 - -
5 143.97 143.37 0.42
6 168.49 164.68 2.26
7 198.97 - -
8 220.39 216.26 1.87
9 - 347.51 -
10 526.42 520.50 1.12
11 916.12 911.66 0.49
12 1354.12 1394.66 2.91
13 1521.89 1544.6 1.47
14 1678.33 - -
15 1716.78 1710.44 0.37
16 1915.48 - -
17 1971.89 1969.91 0.10
18 1991.88 - -
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Figure 3.18. Comparaison entre la FRF identiﬁée à partir d’un test au marteau et la FRF iden-
tiﬁée par la méthode IRF pendant l’usinage en avalant de la Passe 1.
Tableau 3.5. Comparaison entre les fréquences identiﬁées par la méthode IRF, sur une opération
d’usinage en avalant à partir de la Passe 2, et par test au marteau.
Mode firf (Hz) fmar (Hz) Erreur firf/fmar (%)
1 23.15 22.20 4.11
2 35.91 36.45 1.46
3 102.93 103.46 0.51
4 138.00 139.50 1.07
5 159.70 157.39 1.44
6 - 249.76 -
7 - 293.88 -
8 346.58 335.26 3.27
9 461.70 484.91 4.79
10 778.12 - -
11 883.13 892.45 1.04
12 910.46 - -
13 1255.52 1276.98 1.68
14 1385.04 1346.36 2.79
15 1636.29 1628.25 0.49
16 1745.37 1744.73 0.04
17 1809.76 1805.14 0.26
18 1906.48 - -
19 1972.84 1951.08 1.10
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Figure 3.19. Comparaison entre la FRF identiﬁée à partir d’un test au marteau et la FRF iden-
tiﬁée par la méthode IRF pendant l’usinage en avalant de la Passe 1.
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3.7 Conclusion
Le protocole expérimental mis en place lors des opérations d’usinage robotisé a permis d’en-
registrer les réponses vibratoires en nez de broche par des accéléromètres et les eﬀorts de coupes
par une table dynamométrique. Ces signaux ont été traités par trois méthodes diﬀérentes d’iden-
tiﬁcation modale opérationnelle pour extraire les paramètres modaux du robot : la méthode FDD
modiﬁée, la méthode IFTr et la méthode IRF. Les résultats de ces méthodes ont été comparés à
la base modale de référence établie dans le chapitre 2. Les deux premières méthodes ont donné
des résultats très proches de la base modale au niveau des fréquences propres. La méthode IFTr a
l’avantage d’être plus rapide dans la sélection des modes propres par rapport à la méthode FDD
modiﬁée et ne nécessite pas un traitement de signal supplémentaire pour éliminer les eﬀets des
harmoniques.
La méthode IRF a donné les meilleurs résultats avec le taux d’erreur relative le plus faible par
rapport à la base modale. De plus, l’exploitation des résultats de cette méthode est plus facile
que les deux autres méthodes, pour réaliser l’analyse de la stabilité en usinage. En eﬀet, avec la
version actuelle de la méthode FDD modiﬁée, seules les valeurs des paramètres modaux sont es-
timées. Alors qu’avec la méthode IRF, nous disposons aussi de la FRF permettant de déterminer
les conditions de stabilité d’usinage qui sera détaillé dans le chapitre 4.
Chapitre 4
Analyse de la stabilité de coupe en
usinage robotisé
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4.1 Introduction
La faible rigidité des robots, comparativement à celle d’une machine-outil, tend à favoriser
le déclenchement des phénomènes vibratoires liés aux fortes sollicitations de la coupe. Pour une
meilleure prise en compte de ces phénomènes d’instabilité de coupe, Matsuoka et al. [100] et Abele
et al. [101] préconisent de limiter les sollicitations en utilisant des fraises possédant de nombreuses
dents et tournant à grande vitesse avec un faible engagement de l’outil. Cependant, la limitation
de l’engagement de l’outil a un impact sur le temps d’usinage et peut freiner l’utilisation des robots
d’usinage en industrie. La compréhension et la maîtrise de ces problèmes de vibration ont suscité
de nombreuses recherches dans le domaine des machines-outil depuis le début du 20ème siècle. Le
mécanisme d’interaction outil/pièce en usinage robotisé est similaire à celui de l’usinage avec des
machines-outil. Nous pouvons ainsi nous baser sur les modèles d’interaction développés, depuis les
années 1950, sur l’étude de la coupe pour comprendre l’apparition du phénomène de broutement
[102, 103, 104]. Ces études ont permis de mieux comprendre les phénomènes d’instabilité et ont
contribué à leur prédiction. Ils ont abouti à une charte graphique appelée le diagramme des lobes
de stabilité qui représente la frontière entre l’usinage stable et l’usinage instable. La ﬁgure 4.1
présente les principaux facteurs ayant un impact sur la stabilité de l’usinage :
— Le robot d’usinage : Type du robot, caractéristiques techniques, comportement dynamique.
— Les conditions de coupe : Type de l’opération, paramètres de coupe (vitesse de rotation de
l’outil, vitesse d’avance, engagement de l’outil).
— La pièce à usiner : Dimensions, propriétés mécaniques, forme et qualité requises.
— L’outil de coupe : Dimensions, propriétés mécaniques, nombre de dents, état de l’usure.

ièce  

Outil de 
coupe 
Conditions de 
coupe 
obot

Stabilité de 
l’usinage
Figure 4.1. L’ensemble des éléments inﬂuents sur la stabilité de l’usinage robotisé.
En se basant sur la caractérisation dynamique établie dans les chapitres 2 et 3, nous présentons
dans ce chapitre les résultats de la prédiction de la stabilité de coupe en usinage robotisé. La
première partie de ce chapitre présente les diﬀérents types de vibration pouvant apparaitre en
usinage robotisé. Le phénomène physique de l’instabilité de la coupe est décrit pour une opération
de fraisage. La deuxième partie introduit la méthode de prédiction de la stabilité d’une opération
d’usinage basée sur les lobes de stabilité. Enﬁn, les résultats de la prédiction de la stabilité d’usinage
sont présentés.
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4.2 Vibration et instabilité en usinage
Le processus de coupe peut entrainer trois types diﬀérents de vibrations mécaniques. Ces vi-
brations surviennent en raison de l’absence de rigidité dynamique d’un ou de plusieurs éléments
du système d’usinage composé du robot, de la broche, du porte-outil/outil de coupe et de la pièce
à usiner.
4.2.1 Les vibrations libres
Les vibrations libres caractérisent les vibrations d’un système déplacé de sa position d’équilibre
et qui vibre librement. Mais ce type de vibration se présente rarement pendant l’usinage.
4.2.2 Les vibrations forcées
Les vibrations forcées sont dues à la variation cyclique des eﬀorts de coupe. Elles peuvent être
dues à une excentration d’une dent de l’outil, au passage des dents ou encore à une hétérogénéité
de la matière usinée. La position relative de l’outil par rapport à la surface usinée est constante à
chaque passage de dent dans la direction normale à l’avance. Les vibrations sont en phase avec la
fréquence de passage des dents. Cependant, l’inﬂuence de ces vibrations sur la qualité de l’état de
surface ﬁnal peut être considérée comme négligeable [105].
4.2.3 Les vibrations auto-entretenues
Les vibrations auto-entretenues, aussi appelées vibrations régénératives (chatter en anglais),
proviennent de l’instabilité dynamique du système usinant. Les études réalisées sur l’analyse du
broutement en fraisage [106, 107] ont permis d’expliquer les vibrations auto-excitées comme la
conséquence d’un déphasage entre la variation des eﬀorts de coupe et le mouvement vibratoire de
la structure entre l’outil de coupe et la pièce, durant le processus d’usinage. Ces vibrations amènent
le système à l’instabilité. Elles sont les plus indésirables et les moins contrôlables. Elles sont très
néfastes pour l’usinage, car elles entraînent un très mauvais état de surface, une baisse de la durée de
vie de l’outil et une usure prématurée de la broche d’usinage. Les arguments précédents expliquent
pourquoi le broutement a été un sujet populaire pour la recherche académique et industrielle.
Faassen [108] montre que ces vibrations peuvent avoir comme origine 4 mécanismes diﬀérents :
— Le broutement par friction [109].
— Le broutement thermo-mécanique [110].
— Le broutement par couplage de modes.
— Le broutement par régénération de surface.
4.2.3.1 Broutement par couplage des modes
Tlusty et Polacek [103] expliquent les vibrations auto-entretenues par un mécanisme de couplage
entre deux modes orthogonaux de l’outil ou de la pièce, sous l’eﬀet des eﬀorts de coupe. Ce couplage
engendre un mouvement relatif elliptique de l’extrémité de l’outil par rapport à la pièce, provoquant
ainsi une variation de l’épaisseur de copeau, et donc une variation de l’eﬀort de coupe. Pan et al. [42]
modélisent ce phénomène par un modèle à deux degrés, présenté dans la ﬁgure 4.2. Ils ont montré
que les vibrations dues à ce phénomène apparaissent en usinage robotisé à de faibles fréquences
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(10Hz), correspondants aux fréquences propres du robot. Ces vibrations ne sont pas inﬂuencées
par le changement des paramètres de coupe (vitesse de rotation et engagement de l’outil). Ils
préconisent alors l’orientation des eﬀorts de coupe vers l’axe de plus grande rigidité du robot. Dans
notre cas d’étude, l’identiﬁcation des premières fréquences propres du robot a été présentée au
chapitre 2. Nous nous focalisons dans le reste de ce chapitre sur le dernier type de mécanisme
provocant les vibrations auto-entretenues.
Figure 4.2. Modèle à deux degrés de liberté du phénomène de couplage de modes [42].
4.2.3.2 Broutement par régénération de la surface
Le broutement régénératif est la forme la plus courante des vibrations auto-entretenues. Mer-
ritt [104] a montré que le broutement régénératif est causé par l’interaction entre la dynamique
structurelle du système d’usinage et la dynamique du processus de coupe. La surface ﬁnie ondulée
laissée par une dent est attaquée par la dent suivante qui laisse à son tour, et en fonction de sa
propre vibration, une surface ondulée. Deux évolutions sont alors possibles. Si le déphasage entre
l’ondulation de la surface et la trajectoire de l’outil est quasiment nul, la variation de l’épaisseur de
copeau est relativement peu sensible à ces eﬀets dynamiques et l’amplitude des vibrations diminue
petit à petit pour tendre vers zéro. A l’inverse, si le déphasage est prononcé et si l’amortissement
ou la rigidité de la structure sont insuﬃsants, les variations de la section de copeau vont exciter
la structure et les vibrations vont se développer signiﬁcativement jusqu’à se stabiliser à un seuil
où la coupe est discontinue, l’amplitude et la période des vibrations étant alors telles que l’outil se
retrouve sur une (ou plusieurs) portion(s) de tour hors de la matière.
4.3 Prédiction de la stabilité d’usinage
Une représentation schématique de l’interaction entre un outil à 4 dents et une pièce à usiner est
décrite dans la ﬁgure 4.3. L’outil est représenté par un modèle dynamique à deux degrés de libertés
dans les directions X et Y avec les composantes respectives Hxx etHyy. En raison de l’avance de
l’outil et sa rotation à une vitesse N, l’épaisseur du copeau n’est pas constante mais périodique.
L’entrée dans la matière de la dent induit une force de coupe Fc composée d’une force radiale
Fr et d’une force tangentielle Ft. Le mécanisme d’usinage entraîne des vibrations de l’outil, qui
provoquent une surface ondulée sur la pièce par la dent i − 1. La dent suivante i attaque cette
surface ondulée et génère sa propre surface ondulée.
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Figure 4.3. Modèle dynamique du fraisage.
Lors d’une opération de fraisage d’une pièce, le broutement régénératif peut être illustré par
le schéma bloc de la ﬁgure 4.4. Le processus d’usinage est une interaction entre la dynamique
structurelle du robot et de la dynamique du processus de coupe. L’avance par tour f représente
l’épaisseur du copeau statique. La diﬀérence entre le déplacement actuel de l’outil et le déplace-
ment antérieur, ayant un retard T correspondant à la période de rotation de l’outil, provoque une
variation dynamique de l’épaisseur du copeau dynamique. L’épaisseur totale du copeau h(t) est la
somme des épaisseurs des copeaux statique et dynamique.
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Figure 4.4. Bloc diagramme du processus d’usinage - basé sur [111].
La méthode de prédiction de la stabilité d’usinage utilisée dans nos travaux est basée sur
l’approche d’Altintas et Weck [112]. Dans leur approche, les forces exercées sur la dent, en contact
avec la pièce, sont prises en considération. Ces forces sont représentatives de la force radiale Fr et
la force tangentielle Ft (Figure 4.3). Les coeﬃcients des équations dynamiques de fraisage, variant
dans le temps et dépendant de l’orientation angulaire de l’élément de coupe, sont développés en
série de Fourier. Ils sont ensuite tronqués pour inclure seulement la composante constante. La
stabilité de l’usinage est caractérisée ensuite par la profondeur de coupe axiale limite aplim et la
vitesse de rotation N , déterminées par les équations (4.1) et (4.2) respectivement. Ces équations
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sont appliquées dans le cas d’une système à 1 ddl, où l’on fait l’hypothèse que le système d’usinage
est plus rigide dans la direction d’avance de l’outil que dans la direction perpendiculaire.
aplim =
−1
Ks.Z.R[H(ω)]
; avec Ks = Kt.
√
1 + K2r (4.1)
n = 60
Z.T
= 2π.60.fc
Z(π + 2kπ − 2ϕ) (4.2)
avec :
— Z : nombre de dents de l’outil.
— Kr : constante radiale de coupe : Il relie la force radiale Fr à la force tangentielle Ft :
Fr = Kr.Ft
— Kt [N/mm2] : coeﬃcient d’énergie spéciﬁque de coupe : il relie la force tangentielle Ft à la
surface du copeau : Ft = Kt.a.h(t)
— ϕ = − tan−1
∣∣∣∣ I[H(ω)]R[H(ω)]
∣∣∣∣
— R[H(ω)] et I[H(ω)] sont respectivement la partie réelle et la partie imaginaire de la FRF
[H(ω)] du robot d’usinage.
— fc : fréquence de broutement [Hz].
— k : nombre entier correspond au numéro de lobe.
4.3.1 Lobes de stabilité
La limite entre une coupe stable (sans broutement) et une coupe instable (avec broutement)
peut être visualisée en fonction de la profondeur axiale de coupe ap et de la vitesse de rotation
de la broche N . Il s’agit du diagramme des lobes de stabilité (Figure 4.5). Ce type de diagramme
peut être utilisé pour trouver la combinaison spéciﬁque des paramètres d’usinage, permettant un
taux maximum d’enlèvement de matière [102].
Figure 4.5. Tracé caractéristique des lobes de stabilité [105].
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Les équations (4.1) et (4.2) contiennent des paramètres dépendants du système d’usinage :
([H(ω)]), l’outil de coupe (Z) et le matériau de la pièce à usiner (les coeﬃcients spéciﬁques de
coupe). Selon l’équation (4.1), la stabilité est dépendante de la partie réelle R[H(ω)]. La profondeur
de coupe est positive que lorsque R[H(ω)] est négative avec une variation monotone de la phase
ϕ. La ﬁgure 4.6 montre une représentation graphique de la relation entre la partie réelle et le lobe
de stabilité résultant d’un processus de fraisage.
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Figure 4.6. Exemple de relation entre la partie réelle R[H(ω)] et le lobe de stabilité [86].
4.3.2 Intégration du modèle dynamique du robot
En considérant la pièce en alliage d’aluminium comme rigide, les lobes de stabilité ont été
calculés en utilisant les équations (4.1) et (4.2). L’outil de coupe de diamètre 50mm possédant
quatre dents réalise deux embrèvements dans les directions X et Y (Figure 4.7). L’avance par dent
est fz = 0.1 mm et les valeurs des coeﬃcient d’énergie spéciﬁque de coupe et la constante radiale
de coupe sont égales à Kt = 19.45N/mm2 et Kr = 0.03 respectivement.
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Figure 4.7. Opération de fraisage avec le robot ABB IRB 6660.
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La ﬁgure 4.8 présente les diagrammes des lobes de stabilité calculés en utilisant le modèle
dynamique déterminé par AME avec marteau d’impact pour une seule conﬁguration du robot,
noté [HAME ]. Les parties réelles des FRF estimées en bout d’outil dans les directions X et Y sont
présentées à la ﬁgure 4.8(a). Les fréquences de la région R2 n’ont pas d’inﬂuence sur la stabilité
de l’usinage suivant le mécanisme de broutement par régénération de la surface. Par la suite, la
prédiction des lobes de stabilité, en fonction de la conﬁguration du robot, est concentrée sur la
région R1.
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Figure 4.8. (a) Parties réelles R[Hxx(ω)] et R[Hyy(ω)] de la fonction de transfert en bout d’outil
(b) lobes de stabilité dans la direction X (c) lobes de stabilité dans la direction Y.
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Les conﬁgurations investiguées sont données à la ﬁgure 4.9. Elles correspondent à des dépla-
cements dans les trois directions X,Y et Z. Les FRFs ont été calculées en bout d’outil suivant
les directions X et Y, correspondants aux directions des forces d’excitation lors de l’opération de
fraisage. La direction Z n’est pas mesurée et n’est pas considérée par nos modélisation de vibration
radiale car l’eﬀort de coupe dans cette direction est moins important que la direction radiale. Le
comportement dynamique du robot dans la direction radiale Y n’a pas varié considérablement
d’une conﬁguration à une autre. L’écart-type des valeurs des fréquences propres identiﬁées est égal
à 1,81 Hz. Par conséquent, le changement de position n’a pas d’incidence sur le résultat des lobes
de stabilité calculées à partir de la FRF Hyy. En eﬀet, le robot est plus rigide dans la direction Y
comme présenté dans le chapitre 2.
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Figure 4.9. (a) Positions du robot (b) Exemple de deux conﬁgurations du robot dans les positions
X1 et X4.
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La ﬁgure 4.10 présente les lobes de stabilité calculés pour les positions du robot étudiés suite à
un impact dans la direction X. Une variation de la profondeur axiale limite aplim et de la vitesse de
rotation N peut être observée pour les diﬀérentes positions. La profondeur de coupe axiale présente
un écart maximal égal à 1.05 mm, 1.29 mm et 0.25 mm en cas de déplacement de l’organe terminal
du robot le long de la direction X, Y et Z respectivement. Cet écart est principalement dû à la
variation de la rigidité dynamique du robot. La variation dynamique est due au changement de
conﬁguration du robot, où l’impact dans la direction X inﬂuence en particulier la rigidité articulaire
q4 du poignet [86]. La variation entre les positions, suivant la direction verticale (direction Z), n’est
pas signiﬁcative avec un écart maximal de la profondeur de coupe axiale égal à 0.25 mm.
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Figure 4.10. Prédiction des lobes de stabilité pour diﬀérentes conﬁgurations du robot avec une
force d’excitation suivant la direction X (a) Déplacement suivant la direction X (b)
Déplacement suivant la direction Y (c) Déplacement suivant la direction Z.
4.4 Validation expérimentale
Les lobes de stabilité sont calculés en intégrant les modèles dynamiques établis dans le chapitre
3 par AMO avec la méthode de reconstruction des FRFs, que nous notons [HAMO]. Ces lobes
de stabilité sont comparés aux lobes prédits par les modèles dynamique déterminés par AME
sur la ﬁgure 4.11. L’essai d’usinage en avalant, représenté dans la ﬁgure 4.7, a été réalisé avec
une profondeur de coupe axiale ap = 5 mm et une vitesse de rotation N= 6900 tr/min. Cette
combinaison de valeurs, représentée par un point bleu, se situe dans la zone stable prédite par les
lobes de stabilité calculés par le modèle dynamique [HAME ] dans les directions X et Y. Par contre,
les lobes de stabilité utilisant le modèle dynamique [HAMO] montrent que cette combinaison de
valeurs se trouve dans la zone instable.
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Figure 4.11. Comparaison entre les lobes de stabilité prédits par les modèles dynamique [HAME ]
et [HAMO] (a) direction de l’eﬀort d’excitation : X (b) direction de l’eﬀort d’exci-
tation : Y.
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Figure 4.12. Pièce usinée avec le robot ABB IRB 6660 et apparition de marques d’usinage in-
stable.
Aﬁn de vériﬁer les lobes de stabilité calculés, nous pouvons nous référer à l’analyse de la
surface de la pièce usinée. En eﬀet, l’instabilité de broutement peut être détectée pendant ou
après l’opération d’usinage selon la méthode utilisée. Il existe plusieurs méthodes de détection
de broutement dont les principales ont été présentées et détaillées par Sims [113]. Du fait que
l’instabilité de l’usinage peut être identiﬁée par la présence de traces indésirables sur la surface de
la pièce usinée, la méthode la plus évidente est l’inspection visuelle. L’analyse de la surface usinée
(Figure 4.12) montre des stries représentants les traces de passage de l’outil. Sur la surface usinée
durant la première passe de l’outil, une partie n’est pas aﬀectée par le broutement. Par contre, sur
la surface usinée pendant la deuxième passe, des stries sont bien visibles sur toute la surface. Les
lobes de stabilité calculés en utilisant le modèle dynamique [HAMO] ont une meilleure concordance
avec les résultats d’analyse de la qualité de la surface usinée. En eﬀet, sur la première passe, on
remarque que la combinaison des valeurs de profondeur de coupe ap et de rotation de l’outil N se
trouve sur la frontière entre la zone stable et la zone instable. Tandis que pour la deuxième passe,
cette combinaison se trouve dans la zone instable.
En se basant sur les diagrammes des lobes de stabilité calculés, deux cas d’opération de fraisage
doivent être considérés :
— Le premier cas consiste à usiner en gardant la direction de la composante principale de
l’eﬀort de coupe parallèle à la direction de l’axe q6 du poignet du robot (Figure 4.13).
Pour ce cas, nous avons montré au travers des modèles dynamiques, établis dans diﬀérentes
positions de l’espace de travail, que la dynamique du robot d’usinage reste constante. En
conséquence, l’eﬀet de changement de conﬁguration sur le comportement dynamique est
négligeable.
— Le deuxième cas consiste à usiner avec la direction de la composante principale de l’eﬀort
de coupe perpendiculaire à l’axe du poignet du robot. Les paramètres de coupe doivent
être sélectionnés à partir des lobes de stabilité en fonction de la position du robot dans son
espace de travail.
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Figure 4.13. Exemple de conﬁguration du robot ABB IRB 6660 pour le premier cas d’usinage
proposé.
4.5 Conclusion
Les phénomènes de vibration en usinage robotisé ont été présentés dans ce chapitre en détaillant
les origines possibles de ce phénomène et ses eﬀets indésirables sur la stabilité de la coupe. Deux
types de broutement peuvent apparaitre : broutement par couplage des modes et broutement par
régénération de surface. Le premier dépend des premières fréquences propres du robot. Il peut
être évité en usinant avec les conﬁgurations les plus rigides de celui-ci. Le deuxième type est
le plus répandu, et peut être prédit en utilisant une méthode basée sur le calcul des lobes de
stabilité. Nous avons présenté cette méthode en s’appuyant sur l’approche d’Altintas et Weck pour
un modèle à 1 ddl. Elle nécessite l’utilisation du modèle dynamique du robot qui s’appuie en
particulier sur l’analyse de la partie réelle négative de la FRF dans la direction considérée. Deux
modèles dynamiques du robot ont été utilisés dans le calcul des lobes de stabilité : le modèle issu
de l’AME et celui issu de l’AMO. Les résultats issus du premier modèle de connaissance (modèle
déterminé par AME) montrent que les lobes de stabilité sont inﬂuencés par la position du robot
et la direction d’excitation. Ces lobes sont également déterminés sur la base du modèle dynamique
identiﬁé en AMO. Des variations de prédiction de stabilité sont mises en évidence.
Une validation expérimentale a été réalisée en usinant une pièce d’essai. La détection du broutement
par inspection visuelle de la surface usinée, a montré que l’utilisation du modèle dynamique identiﬁé
en conditions de service donne de meilleurs résultats de prédiction de la stabilité de coupe.
Nous montrons en particulier que la direction d’excitation apparaît comme un paramètre important
sur la stabilité de la coupe. Il est nécessaire qu’elle soit sélectionnée soigneusement en tenant compte
de la conﬁguration du robot et l’orientation du poignet par rapport à la direction de l’eﬀort de
coupe.
Conclusions & Perspectives
Conclusions
Les travaux présentés dans ce mémoire concernent le développement de méthodes d’identiﬁ-
cation du comportement dynamique du robot en service pour une meilleure maîtrise du procédé
d’usinage robotisé.
Le premier chapitre présente tout d’abord le contexte général de la robotisation d’opération
d’usinage. Le faible coût et le large espace de travail qu’oﬀrent les robots, par rapport aux machines-
outils, ont été les avantages principaux. Cependant, bien que les constructeurs proposent des solu-
tions plus adaptées, l’utilisation des robots reste encore limitée en raison d’un ensemble de facteurs
d’erreur et des sollicitations du procédé de coupe qui impactent la précision et la répétabilité. Pour
améliorer la qualité et la précision de l’usinage robotisé, il est nécessaire de maitriser les vibra-
tions d’usinage dépendantes du comportement dynamique de la structure robotique. L’approche
expérimentale de l’analyse modale a été retenue pour caractériser le comportement dynamique des
robots.
Dans le deuxième chapitre, nous avons réalisé une caractérisation AME du robot aﬁn de générer
un premier modèle modal de connaissance. Nous avons mis en place un protocole expérimental de
mesure des signaux vibratoires, et le choix de diﬀérentes conﬁgurations du robot. Le traitement
des données par la méthode d’identiﬁcation modale PolyMAX a permis d’estimer les paramètres
modaux du robot sur une plage fréquentielle allant jusqu’à 2500 Hz. L’inﬂuence de la conﬁgura-
tion du robot sur le comportement modal de celui-ci a été mis en évidence. Ceci nécessite une
identiﬁcation continue des paramètres modaux aﬁn de traduire l’évolution du comportement en
service.
Dans le troisième chapitre, trois méthodes d’identiﬁcation modale opérationnelle ont été dé-
veloppées dans le but de caractériser le comportement dynamique du robot en service. Les trois
méthodes sont : la méthode de décomposition dans le domaine fréquentiel (FDD modiﬁée), la
méthode basée sur les fonctions de transmissibilité (IFTr) et la méthode d’identiﬁcation par re-
construction des FRFs (IRF). Ces méthodes permettent d’intégrer les conditions réelles d’usinage
et d’élaborer des modèles plus précis que le premier modèle de connaissance sans être biaisés par
l’eﬀet des harmoniques de rotation de l’outil. Les méthodes développées prennent en considération
les vibrations mesurées en nez de broche par des accéléromètres et les eﬀorts de coupe mesurés
par une table dynamométrique. Les deux premières méthodes ont permis de modéliser le compor-
tement dynamique en nez de broche alors que la dernière méthode reconstruit la FRF en bout de
l’outil en se basant sur le modèle de connaissance identiﬁé.
Enﬁn dans le quatrième chapitre, l’exploitation de ces résultats pour la prédiction de la stabilité
du procédé de fraisage robotisé a été réalisée en s’appuyant sur l’approche d’Altintas et Weck pour
un système à 1 ddl. Le calcul des lobes de stabilité a nécessité l’utilisation de la FRF estimée en
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bout d’outil. Un essai d’usinage a été réalisé pour évaluer la précision des modèles développés.
La précision du modèle dynamique identiﬁé en conditions d’usinage est démontré par rapport au
modèle identiﬁé au repos. Les lobes de stabilité calculés pour deux cas de directions d’usinage,
mettent en évidence l’importance du choix des conﬁgurations du robot pour adapter la rigidité
de la structure sous les sollicitations d’usinage. Les premiers résultats d’opération d’embrèvement
réalisée avec l’IRB 6660 sont très encourageants pour la suite des développements. Ceux-ci s’ins-
crivent dans le cadre de l’action ROBDYN du Laboratoire d’Excellence IMobS3.
Perspectives
La méthode d’identiﬁcation modale opérationnelle IRF utilise deux paramètres importants :
une base modale de référence et les mesures des eﬀorts de coupe pendant l’usinage. Dans notre
cas, la base modale de référence a été établie pour quelques positions du robot dans son espace de
travail. Une base modale de référence établies dans l’espace de travail complet du robot donnera
une meilleure précision des résultats d’identiﬁcation opérationnelle de la méthode IRF.
Une autre amélioration peut être apportée à cette méthode en cherchant à remplacer le deuxième
paramètre (eﬀorts de coupe) par un autre paramètre à déﬁnir pour avoir une moindre instrumen-
tation pendant les opérations d’usinage.
Les propriétés modales identiﬁées du robot en service, variables en fonction de la conﬁguration
instantanée du robot et la direction de l’eﬀort de coupe, peuvent être exploitées pour développer une
méthode de planiﬁcation optimisée de la trajectoire d’usinage. Cette approche devrait permettre à
l’opérateur de choisir la conﬁguration la plus rigide qui minimise les déformations de la structure
robotique sous l’eﬀet des eﬀorts de coupe. Il est possible aussi de travailler dans la zone la plus
favorable à la stabilité de l’usinage, de l’espace de travail du robot, par la gestion de redondances
cinématiques apportées par un autre système, notamment une table rotative 2 axes synchronisée
avec le robot (Figure 4.14). Ceci se traduit par l’implication de l’institut Pascal dans le projet
EquipEx Robotex et plus particulièrement dans la thématique RobProd (robotique de production)
et par diﬀérentes travaux en cours.
Figure 4.14. Cellule d’usinage robotisé composée du robot ABB IRB 6660 et d’une table rotative
à deux axes [45].
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Une autre perspective porte sur l’intégration du modèle dynamique identiﬁé en continu dans la
commande du robot pour un contrôle adaptatif. Ceci doit permettre une meilleure prise en compte
des conditions réelles d’utilisation et d’accroitre la précision et la robustesse du comportement en
s’aﬀranchissant des fortes non linéarités liées au comportement anisotropique.
Un plan d’expérience comportant une série d’essais d’usinage peut être développé pour obtenir
une validation expérimentale plus poussée des lobes de stabilité calculés en utilisant le modèle
dynamique du robot identiﬁé par AMO. Ce plan d’expérience doit comporter plusieurs variables
importantes : la conﬁguration du robot, la vitesse de rotation de l’outil, la profondeur de coupe
axiale et la direction de l’eﬀort de coupe.
Les travaux développés dans ce mémoire pour caractériser le comportement dynamique des
robots d’usinage sont génériques et peuvent être appliquées à d’autres architectures de machines.
Le domaine d’application ne se limite pas à l’usinage mais concerne également le parachèvement
des pièces par ponçage et polissage dont les contraintes du procédé sont très similaires.
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Annexe A
Conﬁgurations du robot
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Figure A.1. Positions investiguées de l’organe terminal du robot dans son espace de travail
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Annexe B
Résultats d’identiﬁcation par AME
sur un intervalle de fréquence
[0-2200Hz]
Tableau B.1. Fréquences propres et taux d’amortissement identiﬁés à partir de HV 1xx
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 24.36 2.62 19.69 6.58 19.08 3.46 21.70 4.03
2 56.92 4.72 56.27 3.33 57.20 7.31 58.26 1.97
3 161.30 4.37 159.94 2.82 167.10 1.56 185.86 11.63
4 221.19 1.30 221.98 1.99 223.91 1.60 220.32 2.23
5 356.79 2.28 357.86 2.01 360.17 2.54 358.00 2.93
6 677.58 1.53 678.19 1.51 678.06 1.44 673.98 2.71
7 1122.37 9.25 1129.65 8.54 1147.55 2.15 1155.19 2.31
8 1321.32 1.33 1325.41 1.74 1332.05 0.67 1351.51 1.01
9 1785.97 1.51 1771.59 5.00 1760.22 4.70 1781.34 4.15
10 1937.30 3.53 1955.24 2.46 1930.69 3.43 1924.13 3.30
11 2011.64 2.02 2035.77 0.99 2001.71 1.72 2000.21 1.83
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Figure B.1. Évolution des fréquence propres de HV 1xx pour diﬀérentes conﬁgurations du robot
Tableau B.2. Fréquences propres et taux d’amortissement identiﬁés à partir de HV 1yy
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 32.51 4.95 32.59 2.83 34.33 4.10 34.19 7.06%
2 109.93 2.40 111.55 4.57 104.77 4.05 108.90 1.82
3 250.42 2.89 253.06 5.04 248.63 3.85 260.92 3.62
4 298.54 3.70 298.72 6.75 294.02 0.99 296.88 5.93
5 336.43 2.97 326.88 2.50 331.49 2.81 328.04 3.32
6 672.73 1.88 671.41 1.52 671.17 1.95 672.88 1.78
7 1160.57 5.49 1145.34 4.75 1152.95 3.32 1133.36 2.90
8 1352.52 0.22 1335.95 0.61 1342.70 1.55 1334.01 1.00
9 1518.90 0.38 1555.91 0.64 1582.35 0.52 1575.31 1.47
10 1753.41 2.73 1832.04 2.54 1734.84 0.45 1806.22 4.28
11 1875.21 0.71 1948.86 3.02 1915.00 1.30 1955.55 2.91
12 1998.85 2.80 2013.05 1.69 2012.25 1.91 2016.25 1.65
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Figure B.2. Évolution des fréquence propres de HV 1yy pour diﬀérentes conﬁgurations du robot
Tableau B.3. Fréquences propres et taux d’amortissement identiﬁés à partir de HV 2xx
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 17.95 6.00 22.12 1.01 19.90 4.83 21.06 5.53
2 50.17 6.25 49.76 3.94 48.74 5.81 50.32 6.99
3 137.90 6.70 138.26 5.53 143.37 2.86 132.51 2.24
4 160.40 5.98 161.51 3.58 164.68 1.83 163.12 8.62
5 216.89 2.65 215.98 1.70 216.26 3.08 215.69 3.29
6 339.33 3.15 348.08 3.16 347.51 2.62 344.44 1.30
7 559.68 0.41 511.32 5.29 520.50 1.29 509.05 3.94
8 879.87 3.25 881.52 3.39 911.66 6.93 882.54 3.55
9 1361.12 0.15 1388.17 0.33 1394.66 0.36 1398.84 0.03
10 1557.92 0.23 1553.45 1.17 1544.60 1.84 1548.75 1.89
11 1697.25 0.38 1712.38 1.03 1710.44 0.42 1710.61 0.16
12 1822.06 2.56 1820.68 0.71 1818.60 0.77 1824.15 0.71
13 1949.80 1.77 1955.40 2.49 1969.91 2.36 1952.92 1.94
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Figure B.3. Évolution des fréquence propres de HV 2xx pour diﬀérentes conﬁgurations du robot
Figure B.4. Évolution des fréquence propres de HV 2yy pour diﬀérentes conﬁgurations du robot
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Tableau B.4. Fréquences propres et taux d’amortissement identiﬁés à partir de HV 2yy
Mode Position 1 Position 2 Position 3 Position 4
f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)
1 21.95 2.84 21.96 3.51 22.20 3.07 23.62 5.06
2 33.91 3.32 34.90 4.46 36.45 3.74 37.89 3.13
3 94.66 6.65 99.65 6.55 103.46 7.83 105.53 6.26
4 128.08 3.21 135.96 2.37 139.50 2.77 124.91 0.42
5 150.14 2.14 159.98 4.42 157.39 4.64 152.46 5.98
6 249.27 3.30 249.94 3.79 249.76 4.44 248.48 5.98
7 290.83 4.78 294.56 4.00 293.88 5.06 292.07 4.83
8 325.68 2.09 333.30 2.06 335.26 1.93 338.58 1.99
9 482.85 0.63 482.56 1.82 484.91 0.74 480.32 0.57
10 878.72 1.34 890.95 4.29 892.45 4.24 890.33 4.52
11 1262.86 5.64 1269.77 5.33 1276.98 0.39 1275.17 5.82
12 1346.54 2.50 1341.92 1.91 1346.36 2.02 1343.04 1.68
13 1622.63 4.35 1615.37 5.26 1628.25 5.25 1625.79 3.59
14 1743.55 2.63 1742.14 1.79 1744.73 2.61 1748.87 2.65
15 1812.81 0.35 1813.88 1.90 1805.14 1.25 1800.74 1.36
16 1926.07 1.51 1974.51 0.16 1951.08 0.97 1978.77 0.75
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Résumé
IDENTIFICATION ET MODÉLISATION DU COMPORTEMENT DYNAMIQUE
DES ROBOTS D’USINAGE
La robotisation des procédés d’usinage suscite l’intérêt des industriels en raison du grand es-
pace de travail et le faible coût des robots par rapport aux machines-outils conventionnelles et la
possibilité d’usiner des pièces de formes complexes. Cependant, la faible rigidité de la structure
robotique favorise le déclenchement de phénomènes dynamiques liés à l’usinage sollicitant le robot
en bout de l’outil qui dégradent la qualité de surface de la pièce usinée.
L’objectif de ces travaux de thèse est de caractériser le comportement dynamique des robots en
usinage. Ces travaux ont suivi une démarche en trois étapes : La modélisation d’un premier modèle
considéré de référence où le robot est au repos. Ensuite l’identiﬁcation du comportement dyna-
mique du robot en service. Enﬁn, l’exploitation des modèles dynamiques du robot en vue de prédire
la stabilité de coupe.
L’originalité de ces travaux porte sur le développement des méthodes d’identiﬁcation modale opé-
rationnelles. Elles permettent d’intégrer les conditions réelles d’usinage et d’élaborer des modèles
plus précis que le premier modèle de connaissance sans être biaisés par l’eﬀet des harmoniques de
rotation de l’outil. Enﬁn, des préconisations sur le choix de conﬁgurations du robot et sur la di-
rection des forces d’excitation sont proposées pour assurer la stabilité de la coupe lors de l’usinage
robotisé.
Mots clefs : Usinage robotisé, Vibration, Identiﬁcation modale, modélisation dynamique, Ana-
lyse modale opérationnelle, Analyse modale expérimentale, Stabilité de coupe
Abstract
IDENTIFICATION AND MODELING OF MACHINING ROBOTS’ DYNAMIC BEHAVIOR
Machining robots have major advantages over cartesian machine tools because of their ﬂexi-
bility, their ability to reach inaccessible areas on a complex part, and their important workspace.
However, their lack of rigidity and precision is still a limit for precision tasks. The stresses genera-
ted by the cutting forces and inertia are important and cause static and dynamic deformations of
the structure which result in problems of workpiece surface.
The aim of the thesis work is to characterize the dynamic behavior of robots during machining
operation. This work followed a three-step approach : Modeling a ﬁrst model considered as a refe-
rence where the robot is at rest. Then the identiﬁcation of the dynamic behavior in service. Finally,
the prediction of the cutting stability using the robot dynamic model.
The originality of this work is the development of new operational modal identiﬁcation methods.
They integrate the machining conditions and result into a more accurate model than the ﬁrst
model of reference without being biased by harmonics. Finally, guidlines of robot’s conﬁgurations
and excitation forces’ direction are proposed to ensure the robotic machining stability.
Keywords : Robot machining, Vibration, Modal identiﬁcation, Dynamic modeling, Operatio-
nal modal analysis, Experimental modal analysis, Machining stability
