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VISUALIZING UNCERTAINTY IN GRAPHS   
Abstract 
This study tried to find an effective way to visualize uncertainty by comparing a bar chart with error 
bars to a circle graph. Participants were asked to view 48 graphs, make predictions and self-report how 
confident they were of each prediction. We expected participants in the circle condition to be more 
cautious when faced with more uncertainty and require less explanation to make statistically informed 
decisions than for the bar condition. No difference in performance was expected for the nominal or 
ordinal trials of the circle graph. The results show that the circle graph does not outperform the bar 
graph. When shown more uncertainty, or given less explanation, participants performed worse for the 
circle graph than for the bar graph. However, it was found that the circle graph was more intuitive as it 
did not necessarily require explanation, whereas the bar graph did. Additionally, our explorative look 
at level of measurement, i.e. nominal or ordinal, points to a gap in the literature. It was found that the 
nominal trials were more easily understood than the ordinal trials. For both levels of measurement, the 
circle graph performed worse than the bar graph. Thus, though some support in favour of the 
intuitiveness of the circle graph was found, we were unable to prove it was a better alternative to the 
bar graph. In fact, evidence was found that showed the circle graph to be a worse alternative. 
Therefore we recommend to keep using the more commonly used bar chart with error bars.  
 
Samenvatting 
In dit onderzoek werd er, door middel van een vergelijking tussen een staafdiagram met foutbalken 
(“bar chart with error bars”) en een cirkeldiagram, gezocht naar een effectieve manier om onzekerheid 
te visualiseren. Aan participanten is gevraagd om 48 grafieken te bekijken, daarover voorspellingen te 
maken en hun vertrouwen daarin vervolgens op een zevenpunts-schaal uit te drukken. Er werd 
verwacht dat participanten bij de cirkelgrafiek betere statistische besluiten zouden maken dan bij de 
staafdiagram. Er werden geen verschillen verwacht tussen de nominale of ordinale representaties van 
de cirkelgrafiek. De resultaten laten zien dat de cirkelgrafiek niet beter scoort dan de staafdiagram. 
Wanneer participanten grafieken zagen met daarin meer onzekerheid of wanneer zij minder uitleg 
ontvingen, presteerden zij slechter bij de cirkelgrafiek dan bij de staafdiagram. De cirkelgrafiek bleek 
echter intuïtiever, omdat (anders dan bij de staafdiagram) extra uitleg niet noodzakelijk was. Ons 
hypotheses naar meetniveaus, nominaal of ordinaal, werpt een licht op tekorten in de literatuur. Er 
werd gevonden dat de nominale representaties beter begrepen werden dan de ordinale representaties. 
Voor beide meetniveaus deed de cirkelgrafiek het slechter dan de staafdiagram. Alhoewel er wat 
ondersteuning gevonden is voor het gebruik van de cirkelgrafiek, kon er niet worden bewezen dat de 
cirkelgrafiek een beter alternatief vormt dan de staafdiagram. Zodoende raden wij aan om de meer 
gebruikte staafdiagram met foutbalken te blijven gebruiken.  
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In this age of information there is increasingly more data available to the general public. All 
this data is subject to misinterpretation by viewers; with more data available the chances of 
misinterpretation increase. This raises the following question: What is the best way to present data? 
Considering the increased availability of data to the general public, the answer to this question should 
benefit the understanding of lay people.  
Pinker (1990) argues that society currently values presenting data in graphic form. He found 
literature with experimental evidence that suggests people more easily perceive and comprehend 
information presented in graphs. More evidence comes from Johnson et al. (2006) and Tversky (2001) 
who showed graphs were easier to understand than raw numbers or text-based formats. However, there 
are many different types of graphs ranging from line and bar graphs to flow charts, tree structures and 
many more (Pinker, 1990). Furthermore, each visualization can have a profound impact on how 
audiences interpret and comprehend graphs (Ibrekk & Morgan, 1987). Knowing there are so many 
different graphs and that each can have such a different impact, how does one choose which graph to 
use? An obvious answer might be to simply use the easiest graph, however Pinker (1990) argues that 
there is no clear discernible difference in difficulty of graphs, thus there is no such thing as the easiest 
graph. Rather, finding a good graph to use depends on the type of information that needs to be 
communicated.  
This is illustrated by the findings of Zacks and Tversky (1999): for categorical (nominal) 
information, bar graphs are better as they can visualize comparisons more effectively whereas for 
ordinal or interval information, line graphs are better as they can display trends more effectively (Ali 
& Peebles, 2013). This effect is so strong that readers that are shown line graphs of heights of male 
and females will even go as far as making statements such as: ‘’The more male a person is, the taller 
he/she is’’ (Zacks & Tversky, 1999). Therefore, it should be apparent that the graph type choice 
should be made very carefully.  
This effect on interpretation is partially explained by the Gestalt principles (Zacks & Tversky, 
1999). Bar graphs benefit from the principle of proximity: readers can interpret bar graphs effectively 
because values are presented separately making it easier to find absolute values. Line graphs benefit 
from the principle of connectedness: readers can more easily comprehend line graphs because the 
values are connected (Shah & Freedman, 2009; Zacks & Tversky, 1999). Another part of the 
explanation might be that the bar and line graph types support a cognitively natural way of thinking 
(Zacks & Tversky, 1999). A building that is higher than another building usually means it is bigger, or 
has more volume. Therefore, a bar that is higher than another bar is usually interpreted as having more 
workers or profit etc. For line graphs, this cognitive naturalness was found in children. When they 
think separate dots of a dataset are connected to each other, they will create lines to connect these dots 
(Tversky, Kugelmass & Winter, 1991). Thus, a cognitively natural graph speaks to readers’ real-life 
experiences with the physical environment (Tversky, 2001). 
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Aside from these two graph types there are of course many other graph types, each better than 
the other for communicating a specific type of data. However, with data comes uncertainty (Sanyal, 
Hang, Bhattacasarya, Amburn & Moorhead, 2009) and in 2001, the APA stated that it wants graphs to 
also show the accompanying uncertainty in the form of confidence intervals (APA 2001; Wilkinson & 
Task Force on Statistical Inference, 1999). This is easier said than done, as the topic of visualizing 
uncertainty in graphs, henceforth referred to as uncertainty visualization, has not yet been studied 
extensively. Indeed, there seems to be no real model or framework that graph designers of uncertainty 
can follow (Pang, 2001; Thomson, Hetzler, MacEachren, Gahegan & Pavel, 2005). Thus, this study 
will try to answer the following question: what graph type can be effective for visualizing confidence 
interval uncertainty? We shall use the previously discussed theories for graph comprehension as the 
foundation for answering this question.  
 
Introducing Uncertainty 
What is uncertainty? Uncertainty comes with all data simply because data from 
measurements are not 100% perfect (Griethe & Schumann, 2006). This imperfection is caused by 
errors, missing values in datasets, deviations etc. These factors can be caused by any number of things, 
for example inadequate assessing methods or losses from interpolations (Griethe & Schumann, 2006). 
Uncertainty is a difficult concept to define and there are many different definitions (Griethe & 
Schumann, 2006). In general, definitions include elements of how a lack of knowledge about the 
amount of error should influence how cautious people should be when interpreting the data (Griethe & 
Schumann, 2006).  
In general, uncertainty consists of many different concepts: error, imprecision, accuracy, 
lineage, subjectivity, non-specificity and noise (for a more detailed explanation of these terms; see 
Griethe & Schumann, 2005 and 2006). In an ideal world, the chosen uncertainty visualization should 
be able to distinguish all these different concepts. It should allow the reader to fully comprehend the 
inherent flaws of the data and correctly interpret the hidden facts (Griethe & Schumann, 2006). 
However, the goal of graphs is not to communicate everything precisely, as tables already reach this 
goal, but to make larger amounts of data faster and easier to comprehend (Johnson et al., 2006; 
Tversky, 2001). Likewise, the goal of adding uncertainty to graphs should not be to communicate all 
of the uncertainty concepts, but to give readers a clue of just how much they can trust the data by 
alerting them to not blindly put all of their faith into the data (Edwards & Nelson, 2001). As such, 
adding uncertainty to a graph can give readers a more complete understanding of the limitations of the 
data. Therefore, it is believed that to improve graph comprehension, information should be 
accompanied by uncertainty (Sanyal et al., 2009).  
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Techniques to Visualize Uncertainty 
Current visualizations of uncertainty. Currently when using graphs to present information, 
uncertainty is either omitted completely or visualized in one of many ways. There is no universal 
agreement on how to present uncertainty (Pang, 2001). The most common way is to use bar charts 
with error bars (Correll & Gleicher, 2013; Sanyal et al., 2009). Despite its ubiquity the bar chart with 
error bars, is subject to misinterpretation (Correll & Gleicher, 2013). In fact, both the bar itself and the 
accompanying error bars are likely to be misinterpreted by audiences. In previous research it has been 
shown that using bars for mean samples can lead to audiences thinking that the values below the bar 
are more likely to happen than the values above it (see Figure 1). This is called the within-the-bar bias 
(Newman & Scholl, 2012). 
 
 
 
Figure 1. Within-the-bar bias 
One example of a shortcoming of the bar chart with error bars. Lay audiences perceive the 
values below the bar to be more likely than the values above the bar.  
 
Moreover, just the error bars by themselves also prove to be lacking in clarity. Firstly, in order 
to fully understand them one needs a deep understanding of the underlying statistics (Correll & 
Gleicher, 2014). This is something that goes wrong even with experts. Experts fail to interpret to what 
extent error bars are linked to inferential certainty (Belia, Fidler, Williams & Cumming, 2005). 
Secondly, error bars do not intuitively change with uncertainty; that is to say, when the data becomes 
more uncertain, only the solid lines and width of the error bars change (MacEachren, Roth, O’Brien, 
Li, Swingley & Gahegan, 2012). Effectively, all that happens is that the error bars increase in length. 
However, there are many other changes that could demonstrate increased uncertainty which are not 
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utilized here. Uncertainty visualization techniques can be divided into two distinct categories: intrinsic 
and extrinsic (Gershon, 1998).  
Intrinsic techniques. Intrinsic techniques change the appearance of the separate visualizations 
that make up the graph with the uncertainty. I.e. if data becomes more uncertain, the visualization 
(such as an error bar) would, for example, become more blurred. In doing so, intrinsic techniques 
integrate uncertainty into the graph. Such techniques include changing features such as: texture, 
brightness, hue, size, orientation, position, or shape (Gershon, 1998). Other techniques are: fuzziness, 
graded point size (MacEachren et al., 2012), Gaussian fade, uniform opacity (McKenzie, Barrett, 
Hegarty, Thompson & Goodchild, 2013), colour, size, position, angle, focus, clarity, transparency, 
edge crispness or blurring (Griethe & Schumann, 2006).  
Extrinsic techniques. Extrinsic techniques add objects to the graph to convey uncertainty. 
These include objects such as arrows, bars, circles, violin plots, gradient plots, box plots, rings or other 
complex objects, e.g. pie charts or indeed error bars (Correll & Gleicher, 2013 and 2014; Andre & 
Cutler, 1998). These visualization techniques suggest uncertainty is something that comes with the 
data but is separate from it (Deitrick & Edsall, 2006).  
It is suggested that intrinsic techniques may be preferred by lay people over extrinsic 
techniques. This might be because intrinsic techniques show a more simplified visualization of 
complex uncertainty data (Cliburn, Feddema, Miller & Slocum, 2002). Moreover, Gershon (1998) 
advises it is not necessary for a graph to completely show the uncertainty as having a graph filled with 
extrinsic and intrinsic techniques might cause clutter. As an example he suggests it is only needed to 
show a few error bars, and not necessarily all of them.  
 
Recent Research on Uncertainty Visualization 
Recent research has attempted to identify the best uncertainty visualization by examining the 
known shortcomings of the most commonly used uncertainty visualization. For example, Correll and 
Gleicher (2014) investigated alternative visualizations of uncertainty to the bar chart with error bars. 
Both of their alternatives were expected to at least counter the within-the-bar bias (people think that 
the values below the bar are likelier to happen than the values above it) seen when using error bars. 
They argued that their alternatives would accomplish this by having more symmetry around the 
means. Their results supported their theory; the participants were no longer influenced by the within-
the-bar bias. In line with Correll and Gleicher (2014), our study builds on their first steps of making a 
model or framework which was lacking from all the literature (Thomson et al., 2005). 
Other research has tried to find the best uncertainty visualization by comparing extrinsic and 
intrinsic techniques with one another. McKenzie et al (2013) proposed a study to investigate if the 
general public understood the uncertainty presented in the blue circle on Google maps mobile. Their 
research used an extrinsic technique (circle) and combined it with an intrinsic one (Gaussian fade from 
opaque to transparent). They expected that the circles with fade would lead to more accurate 
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judgments because these are more intuitive (MacEachren et al., 2012). Our work expands on the 
proposed study by McKenzie et al (2013), using the circle as a possible alternative to the bar chart 
with error bars. Inspired by MacEachren et al. (2012), our study also tried to answer which uncertainty 
visualization is more intuitive and thus leads to better decision making.  
Lastly, other research has tried to find out what the next logical step in visualizing uncertainty 
could be. Skeels, Lee, Smith and Robertson (2010) interviewed people working with uncertainty on a 
daily basis. In this research, too, participants reported that the most common visualization of 
uncertainty was error bars. Some of these participants suggested that an error bar could also be used to 
show location and described it as a point with a circle around it. Thus, the idea of visualizing 
uncertainty with circles seems promising.  
 
The Present Study 
Choosing our uncertainty visualization. Our study was carried out in a similar vein to the 
study of Correll and Gleicher (2014). We studied if a circle with a mean in the centre could be more 
effective in visualizing uncertainty as compared to bar chart with error bars. The reason for choosing 
to compare it to the bar chart with error bars is because this is the most common form of visualizing 
uncertainty (Corell & Gleicher, 2014; Skeels et al., 2010). If we can find a visualization that is better 
than the most common one, it could have the largest impact on uncertainty visualization research. In 
line with Correll and Gleicher (2014) we looked at the likelihood of participants to make a prediction 
and how confident they were about that prediction.  
Based on the Google Maps study by McKenzie et al. (2013) and the study by Skeels et al. 
(2010), we expected participants to already be relatively familiar with the circle graph. Though readers 
will be less familiar with the circle graph than with the bar chart with error bars, we expected this 
difference to be negligible. We expected this to have little effect on their interpretation.  
Based on the study by Deitrick and Edsall (2006) it is known that extrinsic techniques imply 
that the uncertainty is separate from the data. However, based on the study by Sanyal et al. (2009) it is 
known that uncertainty is inherent to all data and thus cannot be separate from it. More support in 
favour of using intrinsic techniques comes from Cliburn et al. (2012), who suggested that lay people 
prefer intrinsic techniques over extrinsic ones; and McKenzie et al. (2013), who also expected intrinsic 
techniques to outperform extrinsic ones through their intuitiveness. Finally, where the bar chart with 
error bars consists of two extrinsic techniques; the bar chart and the error bars, the circle graph only 
consists of one extrinsic technique; the actual circle. Yet, the circle graph can communicate 
uncertainty intrinsically through the amount of overlap one circle has with another circle; the 
uncertainty is inseparable from the graph. A bar chart fails in this regard, and requires an extra 
extrinsic technique to convey the same message. Therefore, because the circle graph requires fewer 
objects because it can combine extrinsic techniques with intrinsic techniques, we expected the circle 
graph to be more intuitive than the bar chart with error bars. A more intuitive graph would require less 
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explanation, and thus be more suitable for lay audiences. Additionally, the circle graph would be less 
visually cluttering and thus more easily understood.  
More support for the intuitiveness of the circle graph comes from the Gestalt principles and 
cognitive naturalness. As mentioned before, for specific types of information, certain graph types are 
more suitable for visualizing that type of information: it was found that for nominal information, bars 
were better, as they allowed for easier comparisons. Whilst for interval information, lines were better 
as they showed trends better (Zacks & Tversky, 1999). However, we do not yet know for which type 
of information circles are better. Therefore, we took an explorative look to see if, for the circle graph, 
nominal data visualization elicits different behaviour than ordinal data visualization. Two datasets 
were designed; a nominal one and an ordinal one. In Figure 2, two data visualizations of the circle 
graph and of the bar chart with error bars are shown. Furthermore, we believe the circle graph to be 
cognitively natural as bigger circles in nature mean bigger quantities. Additionally, circles have a very 
clear centre to them, i.e. they are symmetrical around the mean, thus countering the within-the-bar 
bias. 
  
   (a)          (b) 
  
   (c)          (d) 
Figure 2. Nominal and ordinal trials of the bar chart with error bars and the circle graph.  
This figure shows four examples of trial graphs. These trials have no uncertainty and thus show no 
overlap between the data points. Trials 2a and 2b respectively show the nominal and ordinal trials of 
the bar chart with error bars. Trials 2c and 2d respectively show the nominal and ordinal trials of the 
circle graph.  
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Measuring the Effectiveness of the Circle Graph 
To check the effectiveness of the circle graph for visualizing uncertainty, participants were 
introduced to a fictional election similar to the one used in Correll and Gleicher (2013). The 
participants were informed that polls had been conducted showing which candidate citizens would 
most likely vote on. Participants were asked to make predictions on who would most likely win the 
election. The votes were shown in either a series of circle graphs or bar charts with error bars. 
Uncertainty comprehension was implicitly tested: for the nominal trials, by seeing how likely a 
participant was to not make a prediction at all, and for the ordinal trials, by seeing how likely a 
participant was to choose the option of “stayed the same”. It was expected that when the uncertainty 
increased, participants would be less likely to make a prediction (or be less likely to choose “stayed 
the same”), lower likelihood would imply better statistical prediction making.  
Aside from implicit testing we also looked at the explicit subjective self-reporting of 
participants. Participants had to rate their confidence about their predictions. We expected that when 
the uncertainty increased, participants in the circle condition were likely to lower their confidence 
scores more than participants in the bar chart with error bars condition. Thus by lowering their 
confidence more, the participants in the circle condition would have made slightly better statistically 
informed decisions. Note that we were only interested in participant confidence when they did make a 
prediction; not when they refrained. This is because we were unsure if participants correctly 
interpreted what we meant by confidence. They could have been very confident of not making a 
prediction, which would be the opposite of our expectation and thus cloud our data.  
To see if the circle graph was more intuitive than the bar chart with error bars, we divided 
participants into two groups. Participants were given either a short or an extensive explanation on how 
to interpret the coming graphs. A more intuitive graph would allow participants to make better 
decisions without needing more explanation. Therefore, it was expected that participants who saw 
circle graphs and were given a short explanation would make better statistical decisions (as defined 
above) than participants who were shown bar charts with error bars and were also given a short 
explanation. 
To explore if the circle graph is better (or worse) for visualizing a specific type of information, 
we designed two datasets; a nominal one and an ordinal one. If the circle graph had significantly 
different results for either data visualization then that would imply that the circle graph is better (or 
worse) for visualizing that type of information. As a control group, we made similar trials for the bar 
chart with error bars. It was expected that there would be no difference between the nominal or ordinal 
trials. 
Consequently, the following are our hypotheses:  
1. Likelihood of Making a Prediction Hypotheses 
H1:  When presented with higher levels of overlap, participants in both circle and bar chart with 
error bars condition would be less likely to make a prediction.  
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H2: When presented with higher levels of overlap, participants in the circle condition would be 
less likely to make a prediction than participants in the bar chart with error bars condition.  
H3: When presented with higher levels of overlap, and when participants did not receive 
explanation, they would be less likely to make a prediction when in the circle condition, than 
in the bar chart with error bars condition.  
H4: Participants would be equally likely to make a prediction for both the nominal and ordinal 
trials of the circle graph.  
 
2. Confidence Hypotheses 
For only those trials where participants did make a prediction: 
H5:  When presented with higher levels of overlap, participants in both the circle and the bar chart 
with error bars condition would have lower confidence scores.  
H6: When presented with higher levels of overlap, participants in the circle condition would have 
lower confidence scores than participants in the bar chart with error bars condition.  
H7: When presented with higher levels of overlap, and when participants did not receive 
explanation, they would have lower confidence scores in the circle condition, than in the bar 
chart with error bars condition.  
H8: Participants would be equally confident for both the nominal and ordinal trials of the circle 
graph. 
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Method 
Participants 
A total of 103 participants were recruited via Amazon Mechanical Turk. This is a website on 
which people can participate in order to get money. Currently only Americans or people from around 
the world that signed up in the beta stages can participate. Of the participants, 63 were male and 40 
female. The mean age was 34.6 years, with the youngest participant at 19 years old and the oldest 
participant 67. Of the participants, 41 finished high school, 46 had undergraduate degrees and 15 had 
graduate degrees. The jobs of the participants varied widely, ranging from accountants, to students, to 
unemployed, to IT support and so on.  
100 participants were from the USA, one participant was from Peru, one from China and one from the 
Philippines. 
 
Materials 
This experiment was conducted on Amazon Mechanical Turk. This website linked to the 
experiment made in Qualtrics, a common site used for making experiments. In this experiment, 
participants were shown a series of graphs showing data from a fictional election. Each graph showed 
a number of data points with means and accompanying margins of error. The uncertainty was 
visualized through how much overlap there was between the data points. Participants were shown two 
blocks, either a nominal block first or an ordinal block first. A different graph was used for each block. 
For the nominal blocks (see Figure 2a and 2c), participants were shown the expected number of votes 
for two data points with means: candidates Smith and Johnson. For every trial, they were then asked to 
make a prediction on who was more likely to win or if the difference between the candidates was too 
close to call. For the ordinal blocks (see Figure 2b and 2d), participants were shown three data points 
with means: the months January, February and March. For every trial, they were then asked to make a 
prediction about whether the expected number of votes in March, increased, decreased or stayed the 
same, compared to February. 
Independent variables and graph design. A total of six independent variables were used this 
experiment, five of which were used to design the graphs. The independent variable, Overlap, was 
used to show the confidence interval uncertainty between the last two data points of the graph. Higher 
overlap between the data points implied more uncertainty. Figure 3 shows increasing levels of overlap 
for the circle graph. Overlap varied on four levels, no (0%), low (20%), medium (50%) and high 
(80%). In line with Correll and Gleicher (2013) Error Margin varied on three levels and was used to 
show how big the error bars or circles were. Error Margin ranged from low (.5 units from mean), 
medium (1.0 units from mean) to high (1.5 units from mean). Direction of Graph varied on two levels, 
the last data point was either lower (decreasing) or higher (increasing) than the previous one. Level of 
Measurement varied on two levels, either a nominal block first or an ordinal block first. Thus each 
participant saw a total of 4 x 3 x 2 x 2 = 48 trials, with Graph Type determining if participants saw 48 
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trials of bar chart with error bars or 48 trials of circle graphs. Furthermore, participants saw an 
additional four practice graphs. Mean averages of the fictional variables on the x-axis varied from 3.5 
units to 7.0 units. To see how we designed our graphs in more detail, see Table 3 in the Appendix.  
Lastly, the sixth independent variable, Explanation Level, was used as a between-subjects 
factor. Explanation Level varied on two levels: no explanation or high explanation.  
  
   (a)          (b) 
  
   (c)          (d) 
Figure 3. Example trials for the circle graph.  
This figure shows four example graphs of increasing levels of overlap. Trial 3a shows no (0%) level of 
overlap, 3b shows low (20%) levels of overlap, 3c shows medium (50%) levels of overlap and 3d 
shows high (80%) levels of overlap.  
 
Metrics 
Dependent variables and questions. Two dependent variables were used. The first dependent 
variable, Likelihood of making a prediction, was measured by whether participants made a prediction 
or if they refrained. For the nominal block, making a prediction was defined by a participant 
answering with “Smith” or “Johnson”, refraining was defined by a participant answering with “too 
close to call”. For the ordinal block, making a prediction was defined by a participant answering with 
“increased” or “decreased”, refraining was defined by a participant answering with “stayed the same”. 
The second dependent variable, confidence, was measured by a 7-point Likert Scale. In both 
conditions, participants had to state their confidence in their answer for every trial, (for the exact 
questions, see Appendix).  
General background questions. Participants were asked to rate their familiarity with the used 
graphs, how often they encountered these in their daily lives, and were asked how positively or 
negatively they rated the graphs in general. Participants were also asked to fill in two personality 
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questionnaires: the General Risk Aversion questionnaire (Mandrik & Bao, 2005) and the Big Five 
(Gosling, Rentfrow & Swann Jr, 2003). The General Risk Aversion questionnaire consisted of six 
items (see Appendix for the exact items), and the scores of participants were calculated using the key 
used by Mandrik and Bao (2005). A shorter version for the Big Five questionnaire was used and 
consisted of ten items that measured extraversion, agreeableness, conscientiousness, emotional 
stability and openness to experience (Gosling, Rentfrow & Swann Jr, 2003). Additionally, a number of 
general demographic questions were asked; country, age, language etc. For the specific questions see 
Appendix.  
 
Procedure 
After agreeing to join our experiment, participants were transferred to our Qualtrics page. 
After a short welcome screen, they were randomly assigned their conditions: either no or high 
explanation (see Appendix), either bar chart with error bars or the circle graph and either a nominal 
block first or an ordinal block first. Participants were then introduced to the experiment with two 
practice graphs accompanied by the above mentioned questions.  
Each trial consisted of three pages in which a participant could move through in one direction 
by clicking on the next button. The first page showed the graph with the assigned uncertainty 
visualization. The second page showed both the prediction question, which differed depending on the 
nominal or ordinal block, and the Likert scale. The third page showed the sentence: ‘’When you are 
ready to continue to the next graph please click on the button.’’ There was no time limit. 
After the practice trials, the experimental trials began. Participants were given the first block 
of 24 trials. After the first block, participants were introduced to the second block of the experiment 
and were assigned to the remaining nominal or ordinal block. Again, two practice graphs were shown. 
After having completed the 48 trials, participants were asked to fill in some general background 
questions and rate their familiarity with the type of graphs shown. At the end of the experiment, 
participants were debriefed. For a more detailed procedure, see Appendix.  
 
Design 
The experiment was a mixed model design, a 2 (graph type) x2 (explanation level) x2 (level of 
measurement) design. The Graph Types were between-subjects factors: each participant only saw one 
uncertainty visualization; either bar chart with error bars or circle. Furthermore, each participant was 
randomly assigned to either the low explanation condition or the high explanation condition. Level of 
measurement was randomized: either a nominal block first or an ordinal block first, another between-
subjects factor. However, the distances between means and size of standard error were within-subjects: 
participants saw multiple graphs, each with different means, different sizes of error and differing 
levels of overlap.  
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Results 
All 103 participants finished the experiment. The average time it took them to finish the 
experiment was around 16 minutes. The average time participants spent on looking at any trial was 
3.16 seconds. The average time spent on answering the corresponding questions was 3.74 seconds. 
There were some outliers with instances of a participant looking at a graph for 133 seconds, or 
answering a question for 269 seconds. Presumably they were distracted at home. All participants were 
kept in the analyses.  
 
Likelihood of Making a Prediction 
A mixed model analysis was used to assess the influence of overlap level, graph type and 
explanation level on the likelihood of participants to make a prediction. Both graph type and 
explanation level were between-subjects variables. Overlap was a within-subjects variable. The 
random factor was the participants. The dependent variable was the likelihood of participants to make 
a prediction. A significant main effect was found of overlap level on likelihood of making a prediction 
(F(3, 4829) = 427.38 p < .001). Furthermore, neither graph type, (F(1, 99) < 1, p = .973) nor 
explanation level (F(1, 99) < 1, p =.494) were significant. There were no significant interaction effects 
between overlap and graph type (F(3, 4829) < 1, p = .906), nor between overlap and explanation level 
(F(3, 4829) < 1, p = .507), nor between graph type and explanation level (F(1, 99) < 1, p = .741), nor 
between overlap, graph type and explanation level (F(4, 367.94) < 1, p = .566). In order to determine 
which levels of overlap differed significantly from each other, a contrast test was carried out. All 
comparisons gave significant results (p < .005). Hence, a significant effect indicated that a higher level 
of overlap made participants less likely to make a prediction, see also Table 1.  
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Table 1. Table of estimated marginal means of making a prediction on Overlap for bar chart with 
error bars and circle.  
Graph Type Explanation 
Level 
Level of Overlap 
No (0%) Low (20%) Medium 
(50%) 
High(80%) 
Error Bars Low & High 1 (0.01) 0.98 (0.01) 0.91 (0.01) 0.65 (0.01) 
& Circle Low 1 (0.02) 0.98 (0.02) 0.92 (0.02) 0.66 (0.02) 
 High 1 (0.02) 0.98 (0.02) 0.89 (0.02) 0.64 (0.02) 
Error Bars Low & High 1 (0.02) 0.97 (0.02) 0.91 (0.02) 0.65 (0.02) 
 Low 1 (0.02) 0.98 (0.02) 0.92 (0.02) 0.67 (0.02) 
 High 1 (0.03) 0.97 (0.03) 0.90 (0.03) 0.63 (0.03) 
Circle Low & High 1 (0.02) 0.98 (0.02) 0.91 (0.02) 0.64 (0.02) 
 Low 1 (0.02) 0.98 (0.02) 0.93 (0.02) 0.64 (0.02) 
 High 1 (0.03) 0.98 (0.03) 0.89 (0.03) 0.65 (0.03) 
“Error Bars” stands for bar chart with error bars. The mean response was whether participants 
made a prediction (1), or they refrained from making a prediction (0).  
 
Self-reported confidence 
A mixed model analysis was used to assess the influence of overlap level, graph type and 
explanation level on the decision confidence of participants. For the analyses of self-reported 
confidence only those trials where participants did make a prediction are relevant; not when they 
refrained. Both graph type and explanation level were between-subjects variable. Overlap was a 
within-subjects variable. The random factor was the participants. The dependent variable was the 
decision confidence of participants. A significant main effect of overlap level on confidence (F(3, 
4253) = 428.93, p< .001) was found. Furthermore, neither graph type (F(1, 99) = 2.22, p =.139) nor 
explanation level (F(1, 99) = 3.17, p = .078) had a significant main effect. No significant interaction 
effect was found between graph type and explanation level (F(1, 99) < 1, p = .335). However, three 
significant interaction effects were found. A significant two-way interaction effect between overlap 
level and graph type (F(3, 4253) = 14.59, p < .001), and a significant two-way interaction effect 
between overlap level and explanation level (F(3, 4253) = 10.98, p < .001) were found. Lastly, a 
three-way interaction effect between overlap, graph type and explanation level (F(4, 366) = 7.24, p < 
.001) was found. For the estimated marginal means see Table 2. 
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Table 2. Table of estimated marginal means for Confidence scores. 
Graph Type Explanation 
Level 
Level of Overlap 
No (0%) Low (20%) Medium 
(50%) 
High(80%) 
Error Bars Low & High 6.51 (0.11) 5.79 (0.11) 5.33 (0.11) 4.86 (0.11) 
& Circle Low 6.54 (0.15) 5.97 (0.15) 5.53 (0.15) 5.23 (0.15) 
 High 6.48 (0.14) 5.59 (0.14) 5.13 (0.14) 4.98 (0.14) 
Error Bars Low & High 6.54 (0.17) 6.51 (0.17) 5.11 (0.17) 4.62 (0.17) 
 Low 6.55 (0.24) 5.86 (0.24) 5.50 (0.24) 5.12 (0.24) 
 High 6.53 (0.24) 5.34 (0.24) 4.73 (0.24) 4.13 (0.24) 
Circle Low & High 6.48 (0.13) 5.98 (0.13) 5.56 (0.13) 5.09 (0.13) 
 Low 6.53 (0.20) 6.11 (0.20) 5.62 (0.20) 5.17 (0.20) 
 High 6.43 (0.16) 5.84 (0.16) 5.49 (0.16) 5.01 (0.17) 
This table shows the mean confidence scores of participants and the associated standard 
deviation in brackets. “Error Bars” stands for bar chart with error bars. The mean response was the 
self-reported confidence scores of participants, from not confident (0) to very confident (7). Note that 
only the trials for which participants did make a prediction were used.  
 
To assess the three-way interaction effect of overlap, graph type and explanation level, the 
data was split on graph type. This resulted in two datasets, one for circle and one for bar chart with 
error bars. For each dataset, a mixed model was used to assess the influence of overlap and 
explanation level on the decision confidence of participants. Explanation level was a between-subjects 
variable. Overlap was a within-subjects variable. The random factor was the participants. The 
dependent variable was the self-reported confidence of participants.  
For the bar chart with error bars trials a significant main effect of overlap on decision 
confidence was found (F(3, 2149) = 275.85, p < .001). There was no main effect of explanation level 
(F(1, 50) = 2.94, p = .093). For the estimated marginal means of both graph types, see Table 2. 
However, a two-way interaction effect between overlap and explanation level (F(3, 2149) = 18.36, p < 
.001) was found. In order to assess the two-way interaction effect of overlap and explanation level, the 
data was subsequently split on explanation level. This resulted in two more datasets, one for low and 
one for high explanation level. For both datasets, a mixed model was used to assess the influence of 
overlap on the decision confidence of participants. There were no more between-subjects variable. 
Overlap was a within-subjects variable. The random factor was the participants. The dependent 
variable was the self-reported confidence of participants. For low explanation level, a significant main 
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effect of overlap on decision confidence was found (F(3, 1169) = 94.87, p < .001). A contrast test was 
carried out. All comparisons gave significant results (p < .001). For high explanation level, a 
significant main effect of overlap on decision confidence was found (F(3, 980) = 175.20, p < .001). A 
contrast test was carried out. All comparisons gave significant results (p < .001). For the estimated 
marginal means of both explanation levels for the bar chart with error bars, see Table 2. 
For participants in the circle condition, a significant main effect of overlap on confidence was 
found (F(3, 2104) = 160.03, p < .001). No significant main effect of explanation level was found (F(1, 
49) < 1, p = .497) nor a significant interaction effect of overlap and explanation level (F(3, 2104) < 1, 
p = .482). A contrast test was carried out. All comparisons gave significant results (p < .001). 
 
The effect of level of measurement on Likelihood of Making a Prediction  
A mixed model analysis was used to assess the influence of overlap, graph type and level of 
measurement on the likelihood of participants to make a prediction. Graph type was a between-
subjects variable. Overlap and level of measurement were within-subjects variables. The random 
factor was the participants. The dependent variable was the likelihood of participants to make a 
prediction. Two significant main effects were found: both overlap level (F(3, 4827) = 478.78 p < .001) 
and level of measurement (F(1, 4827) = 294.21, p < .001) had a significant effect on likelihood of 
making a prediction. No significant effect was found for graph type (F(1, 101) < 1, p = .939). For the 
estimated marginal means, see Table 3. Furthermore, a significant two-way interaction effect between 
overlap and level of measurement was found (F(3, 4827) = 100.54, p < .001). No significant 
interaction effects were found between overlap and graph type (F(3, 4827) < 1, p = .869), nor between 
graph type and level of measurement (F(3, 4827) < 1 p = .954) nor between overlap, graph type and 
level of measurement (F(3, 4827) < 1, p = .618).  
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Table 3. Table of estimated marginal means for Likelihood of Making a Prediction of 
ordinal/nominal. 
Graph Type Level of 
Measurement 
Level of Overlap 
No (0%) Low (20%) Medium(50%) High (80%) 
Error Bars  N & O 1 (0.01) 0.99 (0.01) 0.91 (0.01) 0.65 (0.01) 
& Circle N 1 (0.02) 0.96 (0.02) 0.84 (0.02) 0.48 (0.02) 
 O 1 (0.01) 1 (0.01) 0.98 (0.01) 0.81 (0.01) 
Error Bars N & O 1 (0.02) 0.97 (0.02) 0.91 (0.02) 0.65 (0.02) 
 N 1 (0.03) 0.95 (0.03) 0.84 (0.03) 0.49 (0.03) 
 O 1 (0.01) 1 (0.01) 0.98 (0.01) 0.81 (0.01) 
Circle N & O 1 (0.02) 0.98 (0.02) 0.91 (0.02) 0.64 (0.02) 
 N 1 (0.03) 0.97 (0.03) 0.83 (0.03) 0.47 (0.03) 
 O 1 (0.02) 0.99 (0.02) 0.98 (0.02) 0.81 (0.02) 
This table shows the mean responses of participants and the associated standard deviation in 
brackets. “Error Bars” stands for bar chart with error bars, “N” stands for nominal, “O” stands for 
ordinal. The mean response was whether or not participants made a prediction (1), or they refrained 
from making a prediction (0).  
 
To assess the two-way interaction effect of overlap and level of measurement, the data was 
split on level of measurement. This resulted in two datasets, one for nominal trials and one for ordinal 
trials. For both datasets, a mixed model analysis was used to assess the influence of overlap on the 
likelihood of participants to make a prediction. Graph type was a between-subjects variable. Overlap 
was a within-subjects variable. The random factor was the participants. The dependent variable was 
the likelihood of participants to make a prediction.  
For the nominal trials a significant main effect of overlap on likelihood of participants to make 
a prediction was found (F(3, 2363) = 394.97, p < .001). No significant main effect was found of graph 
type (F(1, 101) < 1, p = .951), nor was there a significant interaction effect between overlap and graph 
type (F(3, 2363) < 1, p = .606). A contrast test was carried out. All comparisons gave significant 
results (p < .001).  
For ordinal trials, a significant main effect of overlap on likelihood of participants to make a 
prediction was found (F(3, 2363) = 125.83, p < .001). No significant main effect was found of graph 
type (F(1, 101) < 1, p = .949), nor was there a significant interaction effect between overlap and graph 
type (F(3, 2363) < 1, p = .969). A contrast test was carried out, two-sided testing was used. The 
comparisons of no with high, low with high and medium with high were significant (p < 0.05), the 
comparisons of no with low (p = .885), no with medium (p = .087) and low with medium (p = .118) 
were not significant. For the estimated marginal means of likelihood of making a prediction for both 
nominal and ordinal trials, see Table 3. 
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The effect of level of measurement on confidence scores 
A mixed model analysis was used to assess the influence of overlap, graph type and level of 
measurement on the decision confidence of participants for those trials where participants did make a 
prediction. Graph type was a between-subjects variable. Overlap and level of measurement were 
within-subjects variables. The random factor was the participants. The dependent variable was the 
decision confidence of participants. Two significant main effects were found: both overlap level (F(3, 
4251.39) = 494.85, p < .001) and level of measurement (F(1, 4252.37) = 364.83, p < .001) had a 
significant effect on the decision confidence of participants. No significant effect was found for graph 
type (F(1, 101.36) = 1.70, p = .195). For the estimated marginal means, see Table 4. Furthermore, two 
significant two-way interaction effects were found: overlap and graph type (F(3, 4251.39) = 12.81, p 
< .001) and, overlap and level of measurement (F(3, 4250.46) = 21.75, p < .001). No significant two-
way interaction effect was found between graph type and level of measurement (F(1, 4252.34) < 1, p 
= 425) nor was a three-way interaction effect found: F(3, 4250.46) = 1.03, p = .281.  
 
Table 4. Table of estimated marginal means for decision confidence of participants of 
ordinal/nominal trials. 
Graph Type Level of 
Measurement 
Level of Overlap 
No (0%) Low (20%) Medium(50%) High (80%) 
Error Bars N & O 6.51 (0.11) 5.80 (0.11) 5.31 (0.11)  4.77 (0.11) 
& Circle N 6.39 (0.12) 5.50 (0.12) 4.87 (0.12) 4.30 (0.13)  
 O 6.63 (0.11) 6.10 (0.11) 5.74 (0.12) 5.14 (0.12) 
Error Bars N & O 6.54 (0.17) 5.62 (0.17) 5.16 (0.17) 4.98 (0.17) 
 N 6.40 (0.18) 5.30 (0.18) 4.70 (0.19) 4.20 (0.19) 
 O 6.70 (0.18) 5.93 (0.18) 5.50 (0.18) 4.92 (0.18) 
Circle N & O 6.48 (0.12) 5.96 (0.12) 5.52 (0.12) 5.26 (0.12) 
 N 6.38 (0.15) 5.70 (0.15) 5.03 (0.15) 4.45 (0.16) 
 O 6.58 (0.14) 6.24 (0.14) 6.00 (0.14) 5.36 (0.14) 
This table shows the mean confidence scores of participants and the associated standard 
deviation in brackets. “Error Bars” stands for bar chart with error bars, “N” stands for nominal, “O” 
stands for ordinal. The mean response was the self-reported confidence scores of participants, from not 
confident (0) to very confident (7). Note that only the trials for which participants did make a 
prediction were used.  
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Firstly, to assess the two-way interaction effect of overlap and level of measurement, the data 
was split on level of measurement. This resulted in two datasets, one for nominal trials and one for 
ordinal trials. A mixed model analysis was used to assess the influence of overlap on the decision 
confidence of participants. Graph type was a between-subjects variable. Overlap was a within-subjects 
variable. The random factor was the participants. The dependent variable was the decision confidence 
of participants when they did make a prediction.  
For the nominal trials, a significant main effect of overlap on the decision confidence of 
participants was found (F(3, 1922.48) = 343.39, p < .001). No significant main effect was found of 
graph type (F(1, 102.52) = 1.27, p = .263). A significant interaction effect between overlap and graph 
type (F(3, 1922.48) = 5.00, p < .005) was found. In order to assess the two-way interaction effect 
between overlap and graph type, the data was subsequently split on graph type. This resulted in two 
more datasets, one for bar chart with error bars and one for circle. For both datasets, a mixed model 
was used to assess the influence of overlap on the decision confidence of participants. There were no 
between-subjects variables. Overlap was a within-subjects variable. The random factor was the 
participants. The dependent variable was the decision confidence of participants when they did make a 
prediction. For bar chart with error bars trials, a significant main effect of overlap (F(3, 971.20) = 
188.65, p < .001) was found. A contrast test was carried out. All comparisons gave significant results 
(p < .001). For circle trials, a significant main effect of overlap (F(3, 951.44) = 157.74, p < .001) was 
found. A contrast test was carried out. All comparisons gave significant results (p < .001) 
For the ordinal trials, a significant main effect of overlap on the decision confidence of 
participants was found (F(3, 2231.96) = 251.66, p < .001). No significant main effect of graph type 
(F(1, 100.98) = 1.66, p = .197. A significant interaction effect between overlap and graph type (F(3, 
2231.96) = 12.46, p < .001) was found. In order to assess the two-way interaction effect between 
overlap and graph type, the data was subsequently split on graph type. This resulted in two more 
datasets, one for bar chart with error bars and one for circle. For both datasets, a mixed model was 
used to assess the influence of overlap on the decision confidence of participants. There were no 
between-subjects variables. Overlap was a within-subjects variable. The random factor was the 
participants. The dependent variable was the decision confidence of participants when they did make a 
prediction. For bar chart with error bars trials, a significant main effect of overlap (F(3, 1127.36) = 
154.63, p < .001) was found. A contrast test was carried out. All comparisons gave significant results 
(p < .001). For circle trials, a significant main effect of overlap (F(3, 1104.67) = 101.52, p < .001) was 
found. A contrast test was carried out. All comparisons gave significant results (p < .001).  
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Discussion 
As more and more information is released to the public, it has to be made sure that the 
information presented to the public cannot lead them to the wrong conclusions. Therefore, the goal of 
this study was to find an answer to the following question: which graph type, bar chart with error bars 
or circle, can be more effective for visualizing confidence interval uncertainty? We tried to answer this 
by comparing a new circle graph to the most used graph type, the bar chart with error bars. In order to 
answer this question participant behaviour was measured through how likely they were to make a 
prediction and were asked to self-report their confidence about their prediction. Additional variables 
were: error margin, the amount of uncertainty as visualized by overlap, the effect of receiving or not 
receiving an explanation about how to interpret the graphs and the level of measurement used for the 
graph type (nominal or ordinal).  
 
Discussion H1 
We expected participants to be less likely to make a prediction when shown higher levels of 
overlap regardless of graph type. A significant main effect of overlap level on likelihood of making a 
prediction was found. Additionally, the pairwise comparisons were significant for all levels of overlap. 
For higher levels of overlap, participants did score lower on likelihood of prediction (see Table 1). 
Therefore, the results support H1 and thus participants did become less likely to make a prediction 
when shown higher levels of overlap. The finding that visualizing more uncertainty (e.g. higher 
overlap) will make participants less likely to make a prediction is not a new finding in the literature. 
For instance, Correll and Gleicher (2014) also found this effect; if means were greatly distanced from 
one another but error was very high, participants were still able to make the correct statistical decision 
and refrained from making a judgement. Remarkably, in our study, with a score of 0.65, the mean 
response (see Table 1) of the highest level of overlap (80%) was notably lower than the other 
comparisons, whilst the mean response for medium levels of overlap (50%) was almost always above 
or only one point below 0.90. This means that the majority of participants still made predictions when 
there was 50% overlap.  
The results indicated that there might be an overall threshold at which participants refrain from 
making predictions. As we can see from the mean response, even at 80% overlap the participants 
continued to make predictions. One wonders at which level of overlap participants will stop making 
predictions altogether. Future research could investigate this unwillingness to refrain in more detail.  
 
Discussion H2 
We expected that, when shown higher levels of overlap, participants in the circle condition 
would be less likely to make a prediction than participants in the bar condition. The analyses showed 
no significant interaction between overlap and graph type on likelihood of making a prediction. 
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Therefore, the results do not support H2. When presented with higher levels of overlap, participants 
did not significantly differ on likelihood of making a prediction for either graph type. This runs 
counter to research by Correll and Gleicher (2014) and Sanyal et al., (2009) who expected that the bar 
chart with error bars would underperform. Future research could focus on comparing the circle graph 
not only to the bar chart with error bars but also to the alternative visualizations used in other literature 
such as Correll and Gleicher (2014).  
 
Discussion H3 and H7 
Based on research by McKenzie et al. (2013) and research by Cliburn et al. (2012) on intrinsic 
techniques, we had reason to believe that circles would be more intuitive; as they made better use of 
intrinsic techniques over extrinsic techniques. Thus, we argue that the circle graph is less complex. 
Therefore, when participants did not get an explanation, we expected intuition to play a larger role. We 
expected that the circle graph would enhance the effect of intuition and lead participants to be less 
likely to make a prediction (or score lower on confidence), thus having made better statistically 
informed decisions. Analyses showed there was no significant interaction effect between overlap, 
graph type and explanation level for H3. The results do not support H3. When presented with higher 
levels of overlap, and when participants did or did not receive an explanation, no significant difference 
was found in likelihood of making a prediction for either graph type. However, for H7, analyses 
showed there was a significant interaction effect between overlap, graph type and explanation level. 
For the circle trials with higher levels of overlap, no significant main effect of explanation level on 
decision confidence was found. Yet, for the bar chart with error bar trials with higher levels of overlap, 
two main significant effects for the low explanation and the high explanation were found. Moreover, 
participants scored lower on confidence in the high explanation condition (see Table 2). Thus, for 
higher levels of overlap, the bar chart with error bars benefits from explanation whereas the circle does 
not. It seems the circle is intuitive and does not necessarily require explanation. However, for higher 
levels of overlap, the circle, no explanation condition still has higher, rather than lower, confidence 
ratings compared to the bar chart with error bars, no explanation condition. Therefore, the results only 
partially support H7. Though there is some support for the intuitiveness of the circle graph, 
participants did not score lower on confidence than the participants who saw the bar graph (see Table 
2).  
With low levels of uncertainty in a graph, it seems feasible that participants would likely not 
require explanation because the effect of uncertainty will be limited. Therefore, for the low uncertainty 
trials, the intuitive effect of the circle graph for the low explanation conditions will also be limited, 
and not be noticeable for this study. However, the likely positive effect of an intuitive graph should 
become more apparent in the trials with higher levels of overlap. In the discussion of H1 we 
mentioned there might be a possible uncertainty threshold at which participants will start to change 
their decision making. Perhaps this study had too many trials with levels of overlap below this 
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threshold for the intuitive effect of circles to become noticeable. Moreover, according to other 
literature, such as Deitrick and Edsall (2006), the circle graph should have been more effective at 
communicating uncertainty through its intrinsic techniques. Yet, we only found a partial effect. This 
could be because other literature focuses a lot on spatial uncertainty as their visualization techniques 
are put on maps. We generalized their reasoning to graphs, but perhaps participants understand graphs 
differently than maps. Thus, no clear effect is found.  
If the intuitive effect of circle does become more noticeable for high levels of overlap, future 
research should focus on different high levels of overlap. Indeed, for both likelihood of making a 
prediction (Table 1) and decision confidence (Table 2) a steady decline in scores can be seen as levels 
of overlap increase. Perhaps levels of 80, 85, 90 and 95% could be used, or at least higher than 50%. 
This could be linked to the possible explanation mentioned in the discussion of H1, where there seems 
to be a certain threshold at which people really start to be less likely to make a prediction. If another 
study is done with only high levels of overlap trials, levels above the certain threshold (50% and 
above), the intuitiveness effect of the circle should become more apparent.  
Noteworthy here, are the mean confidence scores of participants in the bar, high explanation 
condition which were lower than those in the bar, low explanation condition (see Table 2). 
Additionally, the mean confidence scores of the bar, high explanation condition were lower than those 
in the circle condition as well. It seems that participants in the bar condition scored lower on 
confidence when given more explanation. Based on McKenzie et al. (2013) we expected the circle to 
be intuitive as it was better suited for intrinsic techniques over extrinsic ones. We found a partial 
effect. In 2015 McKenzie et al. finished their study and found that the least complex visualizations 
outperformed the more complex ones, even though the more complex ones communicated the 
uncertainty in a more complete manner. Perhaps this means our circle graph, though seemingly 
intuitive, was too complex for the participants.  
 
Discussion H4 and H8 
We expected participants to be equally likely to make a prediction (or confident) for both the 
nominal and ordinal trials of the circle graph. Analyses for both hypotheses did not show a significant 
interaction effect between graph type and level of measurement. However, analyses did show 
significant interaction effects between overlap and level of measurement for both confidence as well 
as likelihood of making a prediction. Significant main effects of overlap on likelihood of making a 
prediction were found for both the nominal as well as the ordinal trials. For H4, from low levels of 
overlap onwards, participants were less likely to make a prediction for the nominal trials than for the 
ordinal trials, regardless of graph type (see Table 3). Thus, the results do not support H4. Participants 
were not equally likely to make a prediction for both the nominal and ordinal trials of the circle graph. 
For H8, significant main effects of overlap on decision confidence were found for both graph types 
and both levels of measurements. The nominal trials of the circle graph have lower confidence for all 
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levels of overlap than the ordinal trials of the circle graph (see Table 4). Thus, the results do not 
support H8. Participants were not equally likely to make a prediction for both the nominal and ordinal 
trials of the circle graph.  
The confidence scores of participants were lower with the nominal trials of the circle graph 
than with the ordinal trials. Perhaps the nominal trials of circle graphs elicit lower confidence scores 
(and lower likelihood of making a prediction) because they do not look similar to the nominal trials of 
bar graphs which people are more familiar with. The bars of the nominal bar graph touch the x-axis of 
the graph, whereas the circles of the nominal circle graph float and do not touch the x-axis. This makes 
the nominal circle graph look like a completely new graph, thus participants become more cautious 
and less confident. The ordinal trials of the circle graph, however, look a lot more similar to the more 
commonly used ordinal trials of the bar graph. Both graph types do not have anything touch the x-axis 
and both have a line going through the means. Future research should perhaps modify the nominal 
trials of the bar graph to one where the bars do not touch the x-axis. However, the nominal bar trials 
are also less confident than the ordinal bar trials. So perhaps the effect could be attributed to the 
difference between nominal and ordinal trials. Perhaps the nominal trials are better suited for 
communicating uncertainty as comparing two values can be easier than evaluating a trend.  
Noteworthy is that for both the nominal and ordinal trials, starting from low levels of overlap, 
confidence scores are higher for the circle graph than for the bar chart with error bars. Apparently, 
even when we did not expect the circle to be better than the bar chart with error bars, the circle shows 
that participants exhibit worse statistical decision making. The results indicate that when nominal 
uncertainty data needs to be visualized, it is better to choose the bar chart with error bars. However, we 
do not know the cause for this effect. Our hypotheses were formed based on research by Zacks & 
Tversky (1999) and the Gestalt principles. However, these studies did not include anything about 
uncertainty nor could we find any studies that investigated the effect of level of measurement on 
uncertainty comprehension. Future research should try to focus on filling this gap. Studies should not 
only focus on completely new alternative visualizations, but also focus on different data visualizations 
(e.g. nominal or ordinal) of those alternatives. Moreover, future research should further investigate 
into the cause of why the nominal trials of both graph types allow participants to make better statistical 
decisions than the ordinal ones; and why the bar chart with error bars seems better for visualizing 
uncertainty than the circle graph. 
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Discussion H5 
When presented with higher levels of overlap, we expected the confidence scores of 
participants to decrease regardless of graph type. However, a three-way significant interaction effect 
between overlap, graph type and explanation level was also found. For the circle trials, a significant 
main effect of overlap on decision confidence was found. For the bar trials, for either level of 
explanation, a significant main effect of overlap on decision confidence was found. Additionally, the 
pairwise comparisons were significant for all levels of overlap. And finally, the confidence values did 
decrease with increasing levels of overlap (see Table 2). The results thus support H5, when presented 
with higher levels of overlap, the confidence scores of participants decreased. Noteworthy is that every 
next level of overlap seems to make participants decrease their confidence by about 0.4 to 0.6 points. 
This happens regardless of the level of overlap. This implies that participants interpret the underlying 
uncertainty as an interval variable, for each increment of overlap they adjust their confidence linearly; 
with the same relative amount. It seems the participants interpret going from no (0%) to low (20%) 
overlap to mean the same as going from medium (50%) to high (80%) overlap. The results indicate 
that adding uncertainty to graphs is beneficial to the participants understanding, as uncertainty did 
lower participants their confidence scores, regardless of graph type. However, due to their linear 
adjustments, we might question how well the participants have understood the implications of the 
visualized uncertainty. Should the difference between no (0%) and low (20%) overlap have the same 
effect on participants as the difference between medium (50%) and high (80%) overlap?  
The finding that more uncertainty (e.g. higher overlap) will make participants less confident is 
not a new finding in the literature. This was also found by Correll and Gleicher (2014); larger 
uncertainty made participants less confident. However, we do not know by how much confidence 
should be dropped before they make statistically correct decisions. Future research can focus on 
finding improved visualizations, as measured by lower confidence, but it should also focus on how 
well participants understood the uncertainty, as measured by amount of confidence changed per level 
of uncertainty. A future hypothesis to find out more about participants their interpretation of 
uncertainty would be: what is the effect of increasing levels of overlap? The research could go from 0 
to 10 to 20 to 30 up until and including 99 or even 100% levels of overlap.  
 
Discussion H6 
We expected that, when shown higher levels of overlap, participants in the circle condition 
would have lower confidence scores than participants in the bar condition. The analyses showed a 
significant three-way interaction effect between overlap, graph type and explanation level. For the 
circle graph, the results showed a significant main effect of overlap on decision confidence. For the 
bar graph, the effect of overlap on decision confidence was dependent on explanation level; 
specifically, both the low and high explanation levels had significant main effects of overlap on 
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decision confidence. Additionally, the pairwise comparisons were significant for all levels of overlap. 
For all levels of overlap, except the no level, the significant confidence scores in the circle condition 
were higher, rather than lower, as compared to either low or high explanation level of the bar condition 
(see Table 2). Therefore, our results do not support H6. When shown higher levels of overlap, 
participants in the circle condition, who were not significantly affected by explanation were not less 
confident than those in the bar condition, who were significantly affected by both levels of 
explanation. In fact, the opposite was found: participants in the circle condition were more confident 
than those in the bar condition for either level of explanation.  
The reason for finding the opposite of what we expected could be explained by the interaction 
effect of the bar chart with error bars and explanation level. No such interaction was found for the 
circle graph. For the bar chart with error bars, the effect of overlap on confidence is significantly 
different for low explanation vs high explanation. I.e. for the bar chart with error bars, low explanation 
condition the effect of overlap has a smaller (see Table 2) effect on decision confidence than high 
explanation. Why do higher levels of overlap for circles elicit higher confidence scores than for bar 
charts with error bars? Perhaps the intuitiveness of circles gives people a false sense of understanding 
and security. Participants will feel confident of having understood the uncertainty, whilst actually the 
opposite is true. Thus they lose their cautiousness in interpreting the results and believe the graph 
shows the true data, rather than the closest estimation of it. Noteworthy here is the difference in 
confidence scores for medium and high levels of overlap: participants in the circle condition are about 
0.5 points more confident than those in the bar condition for either level of explanation (see Table 2). 
When testing graphs, should we be satisfied with this difference or would we rather see differences in 
confidence scores of 1 to 2 points? 
Our findings are not in line with those of Correll and Gleicher (2014) and Sanyal et al. (2009) 
who showed the bar chart with error bars to underperform. However, these studies did not specifically 
look into the effectiveness of the circle graph. Their graphs were slightly different from ours which 
could be the cause for our opposite finding. Therefore, to better be able to compare the results, future 
research should look at multiple alternative uncertainty visualizations simultaneously. Furthermore, 
testing all alternatives at the same time would help find the best alternative, rather than finding one 
that is more effective than just the bar chart. Indeed, although Correll and Gleicher (2014) did find 
their alternatives to outperform the bar chart with error bars, they could not say which of their three 
alternatives was better than the other.  
 
Limitations 
The results point out that the bar graph can lead to better statistical decision making than the 
circle graph. This is in contrast to other studies, including Corell and Gleicher (2014) and Sanyal et al. 
(2009) who compared the bar graph to alternative visualizations and showed the bar to lead to worse 
statistical decision making. Perhaps this implies that our circle graph was designed poorly. Perhaps it 
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was too complex, too unfamiliar or too vague. Indeed, one impractical limitation of the circle graph is 
that it not only expands vertically, like the bar chart with error bars, but horizontally as well. This 
means that when the error margin becomes larger, it will be more difficult to fit multiple circles in one 
graph. A solution might be to use ovals instead of circles. Aside from a practical benefit, ovals might 
also be better at communicating uncertainty as their extremes are less wide than their centres and thus 
seem less likely to occur than their means.  
Another limitation is that we could only use the confidence scores of participants for those 
trials when they did make a prediction. We were unable to be sure that when participants chose to not 
make a prediction that it meant that they understood the uncertainty or that it meant they did not 
understand the graph. Because of this, some data was not usable. Future research should either, use 
less ambiguous words and/or phrasing for the no-prediction option or add a fourth option of “I do not 
know”.  
A third limitation, for the hypotheses for which a significant effect was found, is the 
possibility that, when presented with higher overlap, “demand characteristics” (Orne, 1962) reduced 
decision confidence (or likelihood of prediction). Because this study was on the topic of uncertainty, 
perhaps people figured out to stop making predictions (or became more confident) when they noticed 
that the variable that changes most in the graphs was the level of overlap. So rather than understand 
the uncertainty, they instead relied on a heuristic. Participants interpreted what the purpose of the 
experiment was and subconsciously changed their behaviour in line with that interpretation. Perhaps 
we can check for this testing effect in future studies by looking at whether participants are more 
frequently less likely to make a prediction in trials towards the end. This way a change in their 
behaviour could be observed after they have viewed an x amount of graphs. Thus we could identify 
when they figured out a heuristic.  
A fourth limitation is that our use of the word confidence was ambiguous and could possibly 
be interpreted in a different way. We wanted confidence to imply how confident participants were in 
their prediction for that specific trial, however, participants could have interpreted the question to 
mean how confident they were feeling at that time.  
A fifth limitation is that of explanation level. We did not check whether the participants who 
received the longer explanation actually understood the explanation. This was an assumption on our 
part. This also applies to when participants refrain or lower their confidence. No method was used to 
find out the thought processes of the participants. When participants refrain or lower their decision 
confidence, does it mean that they understand the uncertainty, as this study posits, or does it mean that 
they think it is expected of them? Indeed, this is a downside to using MechanicalTurk, participants are 
unable to ask questions to the experimenters. Moreover, since uncertainty is a difficult concept and is 
still misunderstood by experts (Belia, et al., 2005), consulting multiple experts about the validity of 
our explanation might have proven worthwhile.  
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A sixth and final limitation is that of sampling. Anyone 18 or older could participate in our 
study, thus not every group was represented equally. Furthermore, our sample consisted almost 
entirely of Americans. Because of the American population, this study had to be done in English, 
which is not the native language of the researchers. Future research should try to get an even mix of all 
ages and groups of a population.  
 
Recommendations 
The results for hypotheses 1 and 5 suggest that adding uncertainty to graphs does make 
participants more cautious in their decision making. Therefore, it is recommended to add uncertainty 
to graphs. The results for hypothesis 2 suggest that the circle is not significantly different than the bar 
chart with error bars. However, the results for hypothesis 6 suggest that the circle is worse than the bar 
chart with error bars. Thus we recommend to keep using the bar chart with error bars.  
The results for hypotheses 3 and 7 suggest that it cannot be concluded whether a circle or bar 
chart with error bars is a better choice for conveying uncertainty to an audience. It could be that circle 
is just as good as bar chart with error bars, in which case, despite its known shortcomings, it is 
recommended to keep using bar chart with error bars for visualizing uncertainty. This is because 
people are already familiar with it (Correll & Gleicher, 2014; Sanyal et al., 2009). We suggest that 
having two different ways to visualize the same thing might cause confusion. Furthermore, the results 
of hypothesis 7 indicate that the bar chart with error bars benefits from explanation. It could be 
possible that bar graphs even benefit more from explanation than any other alternative. If we could 
find an alternative that reaches the same low confidences without explanation, we would have found a 
better alternative to visualizing uncertainty than bar charts with error bars. We can use the obtained 
confidence levels in the bar, high explanation condition as a standard that other alternatives should 
reach, and even surpass. To better understand the standard we can start using, we should also 
investigate in more detail, how to explain uncertainty verbally, rather than visually, so as to further 
increase people their understanding of uncertainty. As a bonus, this might also help us find a 
significant effect for explanation level in the circle condition allowing us to make better comparisons 
to the bar condition. The research could vary the length of the explanation and the used terminology, 
i.e. how difficult the explanation is.  
The results for hypothesis 4 suggest that level of measurement does not have an effect on 
participant behaviour when viewing the circle graph. In contrast, the results for hypothesis 8 suggest 
that the nominal trials of the circle graph do affect participant behaviour. Overall, the results do not 
show any advantages of the circle graph over the bar chart with error bars. Therefore, we recommend 
more research needs to be done on the effect of level of measurement.  
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Conclusion 
This study looked at the following question: What graph type can be effective for visualizing 
confidence interval uncertainty? With ever increasing amounts of information becoming available to 
the public, it is important to show information in as simple a way as possible so that it may be 
understood by everyone; lay people and experts alike. It was expected that the new circle graph, 
compared to the more commonly used bar chart with error bars, would be more effective at visualizing 
uncertainty by making more use of intrinsic techniques which are considered more intuitive. It was 
found that participants did not necessarily require explanation for the circle graph in order to make 
statistically correct decisions, thus showing that the circle graph can be intuitive. Thus, there was some 
support in favour of using the circle graph. However, though the bar chart with error bars did seem to 
require explanation, it still communicated uncertainty more effectively than the circle graph for either 
explanation level. An unexpected finding as other studies such as Correll and Gleicher (2014) showed 
the bar chart with error bars to underperform compared to other alternatives. Additionally, it was 
found that for higher levels of uncertainty, participants showed worse statistical decision making for 
the circle graph than for the bar graph. Therefore, despite its known shortcomings, it is recommended 
to keep using the bar chart with error bars over the circle graph, until a better alternative is found.  
Noteworthy though, is the presence of an effect of level of measurement. It was found that the 
nominal trials of the circle graph and of the bar graph elicited better statistical decision making than 
the ordinal trials. This would suggest that nominal trials can communicate uncertainty more effectively 
than ordinal trials. Moreover, for both levels of measurement the circle graph showed worse statistical 
decision making than the bar graph. The results indicate that when nominal or ordinal uncertainty data 
needs to be visualized, it is better to choose the bar chart with error bars. However, we do not know 
the cause for these effects. Considering this was only an exploratory hypothesis, more research is 
needed into level of measurement and how it affects people their understanding of graphs and 
uncertainty. Future research could focus on comparing multiple alternatives simultaneously, each with 
multiple levels of measurement.  
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Appendix: 
 
Procedure 
After participants decided to partake in our experiment they were transferred to our Qualtrics page and 
the experiment could begin: 
1. The Welcome Screen 
Participants were shown a welcome screen kindly requesting them to remove any distractions 
so that the data would not be useless.  
2. The instruction/explanation screen 
Participants were introduced to a fictional election with polling data. Participants were 
randomly assigned to either the no explanation condition or the high explanation condition. 
The participants were shown an example question (see Materials section) for the rest of the 
survey asking them to make a prediction. All participants were introduced to the Likert scale.  
3. Practice graphs 
Participants were shown 2 practice graphs to make sure they understood what they had to do. 
They were randomly assigned to either the nominal or ordinal condition.  
4. First 24 trials 
Each trial consisted of 3 pages in which a participant could move through in one direction by 
clicking on the next button. The first page showed the graph with the uncertainty visualization. 
The second page showed the prediction question and the Likert scale. The third page showed 
the sentence: ‘’When you are ready to continue to the next graph please click on the button.’’ 
There was no time limit.  
5. Second 24 trials  
After having seen the first 24 graphs, participants were introduced to the second part of the 
survey and were assigned to the remaining nominal or ordinal condition. Again, they were 
shown 2 practice graphs.  
6. Final questions 
After having completed the 48 trials, participants were asked a number of questions asking 
them to report their general demographics, as well as fill in a General Risk Aversion 
questionnaire. Furthermore, participants were asked about how familiar they were with the 
types of graphs shown.  
For personality, familiarity and other background questions see Appendix.  
7. Debriefing 
Participants were debriefed and could end the survey by clicking on the next button.  
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Explanation: 
Participants in the high explanation conditions were given extra text compared to those were 
not in the high explanation. The extra explanation differed per graph type and level of measurement.  
For the circle, nominal condition, participants were given the following text: Each of the 
following 24 graphs shows polling data of an upcoming fictional election. Each graph contains dots to 
depict the polling estimates and surrounding circles that depict the uncertainty of the estimates. The 
bigger the circle the higher the uncertainty. 
For the circle, ordinal condition, participants were given the following text: Each graph 
contains dots to depict the polling estimates and surrounding circles that depict the uncertainty of the 
estimates. The bigger the circle the higher the uncertainty. 
For the bar chart with error bars, nominal condition, participants were given the following 
text: Each of the following 24 graphs shows polling data of an upcoming fictional election. Each graph 
contains bars to depict the polling estimates and so-called whisker lines that depict the uncertainty of 
the estimates. The longer the whisker lines the higher the uncertainty. 
For the bar chart with error bars, ordinal condition, participants were given the following text: 
Each graph contains bars to depict the polling estimates and so-called whisker lines that depict the 
uncertainty of the estimates. The longer the whisker lines the higher the uncertainty. 
 
Trial questions: 
Per trial, participants had to answer two questions:  
For the nominal trials, see figure 2a or 2c: 
Who is more likely to win the election?  
A: Smith 
B: Johnson 
C: Too close to call 
 
For the ordinal trials, see figure 2b or 2d:  
Compared to February, the expected number of voters favouring this party in March: 
A: Increased 
B: Decreased 
C: Stayed the same 
 
For each graph participants also had to report their confidence by using a Likert scale: 
On a scale of 1 to 7, how confident are you of your answer? 1=not confident, 7=very confident 
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Using Qualtrics’ timers, we measured how much time per page participants spent.  
Lastly, extra background questions and a personality questionnaire were asked: 
General Risk Assessment/aversion (see Appendix).  
Graph graphicacy/familiarity (see Appendix).  
General background questions, country, language, age etc. (see Appendix).  
 
General demographic questions: 
For both the nominal and ordinal conditions participants were asked:  
How familiar do you consider yourself to be with the graph type shown above? 
How would you rate these graphs in general? 
Rate the frequency of being confronted with these graphs in your everyday life. 
What country are you from? 
What is your native language? 
What is your current finished level of education? 
What is your profession? 
What is your age? 
What gender are you? 
 
The participants were also asked to fill in 2 personality questionnaires, the General Risk Aversion and 
the Big Five. For both questionnaires, a 7-point Likert Scale was used ranging from “Disagree 
Strongly” to “Agree Strongly”.  
 
For the General Risk Aversion the following questions were used: 
 I do not feel comfortable about taking chances 
 I prefer situations that have foreseeable outcomes 
 Before I make a decision, I like to be absolutely sure how things will turn out 
 I avoid situations that have uncertain outcomes 
 I feel comfortable improvising in new situations 
 I feel nervous when I have to make decisions in uncertain situations 
 
For the Big Five the following traits were measured: 
Extraverted, enthusiastic 
Critical, quarrelsome 
Dependable, self-disciplined 
Anxious, easily upset. 
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Open to new experiences, complex 
Reserved, quiet 
Sympathetic, warm 
Disorganized, careless 
Calm, emotionally stable 
Conventional, uncreative 
 
 
Design of graphs 
Table 5. This table shows how the graphs were counterbalanced. The four levels of overlap range from 
no (0%), low (20%), medium (50%) to high (80%). Error Margin ranged from low (.5 units from 
mean), medium (1.0 units from mean) to high (1.5 units from mean).  
Nominal/Ordinal Increase/Decrease Error Margin Trial Overlap Range 
Nominal Increase Low 1 No 3,5 - 4,5 
2 Low 4.1 - 5.1 
3 Medium 4.25 - 5.25 
4 High 4.4 - 5.4 
Medium 5 No 2,5 - 4,5 
6 Low 3.2 - 5.2 
7 Medium 3.5 - 5.5 
8 High 3,8 - 5,8 
High 9 No 1,5 - 4,5 
10 Low 2.3 -5.3 
11 Medium 2.75 - 5.75 
12 High 3.20 - 6.20 
Decrease Low 13 No 5.5 - 6.5 
14 Low 4.9 - 5.9 
15 Medium 4.75 - 5,75 
16 High 4.6 - 5.6 
Medium 17 No 5,5 - 7,5 
18 Low 4.8 - 6.8 
19 Medium 4.5 - 6.5 
20 High 4,2 - 6,2  
High 21 No 5,5 - 8,5 
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22 Low 4,70 - 7.70 
23 Medium 4,25 - 7,25 
24 High 3.8 - 6.8 
Ordinal Increase Low 25 No 3,5 - 4,5 
26 Low 4.1 - 5.1 
27 Medium 4.25 - 5.25 
28 High 4.4 - 5.4 
Medium 29 No 2,5 - 4,5 
30 Low 3.2 - 5.2 
31 Medium 3.5 - 5.5 
32 High 3,8 - 5,8 
High 33 No 1,5 - 4,5 
34 Low 2.3 -5.3 
35 Medium 2.75 - 5.75 
36 High 3.20 - 6.20 
Decrease Low 37 No 5.5 - 6.5 
38 Low 4.9 - 5.9 
39 Medium 4.75 - 5,75 
40 High 4.6 - 5.6 
Medium 41 No 5,5 - 7,5 
42 Low 4.8 - 6.8 
43 Medium 4.5 - 6.5 
44 High 4,2 - 6,2  
High 45 No 5,5 - 8,5 
46 Low 4,70 - 7.70 
47 Medium 4,25 - 7,25 
48 High 3.8 - 6.8 
 
 
 
 
 
 
 
 
