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Abstract
In this paper we consider nonlinear boundary value problems whose simplest model is the following:
{
−u + ν|u|p−1u = γ |∇u|2θ + f (x) in Ω,
u = 0 on ∂Ω, (0.1)
where f (x) is a summable function in Ω (bounded open set in RN , N > 2), p > θ/(1 − θ), 0 < θ < 1 and
γ ∈R.
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1. Introduction and main results
We are interested in existence of weak solutions for a class of quasilinear elliptic problems
whose prototype is the following:
{−u+ ν|u|p−1u = γ |∇u|2θ + f (x) in Ω,
u = 0 on ∂Ω, (1.1)
where p > θ/(1 − θ), Ω is a bounded open set in RN , N > 2, γ ∈ R and 0 < θ < 1. Since on
the data f we assume that it is a summable function, in general, we cannot expect solutions of
finite energy.
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the Calculus of Variations. As a matter of fact it is well known that the minimizations in W 1,20 (Ω)
of simple functionals like
I (v) = 1
2
∫
Ω
a(x, v)|∇v|2 −
∫
Ω
f (x)v(x),
where a is a bounded, smooth function and f ∈ L2(Ω), leads to the following Euler–Lagrange
equation
{
−div(a(x,u)∇u)+ 1
2
a′(x,u)|∇u|2 = f (x) in Ω,
u = 0 on ∂Ω .
Anyway even if problems considered here do not come from calculus of variations, they are
interesting by themselves and appear in connections to Stochastic optimal control problems.
In particular when p = 1 this type of equations is sometimes referred as stationary viscous
Hamilton–Jacobi equations.
Moreover, the study of such problems is difficult due to the fact that estimates are carried out
in a larger space than the “energy” one W 1,20 (Ω).
We restrict our study to the superlinear case (2θ > 1) as the case 2θ  1 was just treated in [3]
and in [4]. Differently from the case 2θ  1 the presence of the term |u|p−1u is not only crucial
to prove the existence of a weak solution of (1.1) but it is in some sense necessary to guarantee
the existence of a solution when the growth of the gradient is superlinear. Indeed, if we erase it,
that is we assume ν = 0 in (1.1), then the existence of a solution requires that f is small enough
and regular enough (see [1]): for example, just for bounded f to have distributional solutions the
L∞ norm of f must be suitable small. Moreover also when the lower order term is present with
p = 1 again necessary conditions must imposed to have solutions. In particular if f belongs to a
Lebesgue space Lm(Ω) it is necessary (and also sufficient see [16]) that
m N
(2θ)′
.
We refer to [1,17] for an extensive study on the necessary conditions to have weak solutions.
Thus if f ∈ L1(Ω) the previous condition becomes
2θ  N
N − 1 ,
and thus there are not solutions when p = 1, f is only a summable function and 2θ is close to 2
(i.e. for N/(N − 1) < 2θ < 2).
What happens is that the term |u|p−1u has a regularizing effect on the solution, i.e. if p is
sufficiently big we obtain higher integrability on u and on its gradient with respect to the case
ν = γ = 0 (as in [9]). This higher integrability will be occur also if f ∈ L1+ε(Ω), ε > 0, and
surprisingly for p > 1/ε will assure a solution in W 1,20 (Ω) (as in [13]). We discuss multiplicity
of solutions only in Remark 1.10. In the case of W 1,20 (Ω)-solutions, our existence results are
related with those in [16].
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{−div(M(x,u)∇u)+ g(x,u) = b(x,u,∇u) + f (x) − div(F(x)) in Ω,
u = 0 on ∂Ω, (1.2)
where Ω is a bounded open subset of RN , N  3. We assume that M(x, s) is a Carathéodory
matrix and b(x, s, ξ) and g(x, s) are Carathéodory functions (that is, measurable with respect
to x for every (s, ξ) ∈ R × RN , and continuous with respect to (s, ξ) for almost every x ∈ Ω)
which satisfy, for some positive constants θ , α, β , γ , ν a.e. in x ∈ Ω , ∀s ∈ R , ∀ξ ∈ RN
M(x, s)ξ · ξ  α|ξ |2, (1.3)∣∣M(x, s)∣∣ β, (1.4)
∣∣b(x, s, ξ)∣∣ γ |ξ |2θ , 1
2
< θ < 1. (1.5)
On the function g, we assume
g(x, s)s  ν|s|p+1, with p > θ
1 − θ . (1.6)
On the data in the right-hand side we require that
f ∈ L1(Ω), F (x) ∈ (L2(Ω))N. (1.7)
We will give also regularity results when f satisfies
f ∈ Lm(Ω), 1 < m < N
2
. (1.8)
Notice that the case m > N/2 was just considered in [11] (bounded solutions), while the case
m = N/2 can be derived from the results in [15] and in [14]. Before announcing our existence and
regularity results we briefly introduce some notations and recall the definition of weak solution.
If m ∈ [1,+∞] we denote with m′ and m∗, the values in [1,+∞] such that 1/m+ 1/m′ = 1 and
1/m∗ = 1/m − 1/N , where we set “1/+ ∞ = 0.”
Definition 1.1. We say that u ∈ W 1,10 (Ω) is a weak solution of (1.2) if g(x,u) ∈ L1(Ω),
b(x,u,∇u) ∈ L1(Ω) and for every ϕ ∈ W 1,∞0 (Ω) we have∫
Ω
M(x,u)∇u∇ϕ dx +
∫
Ω
g(x,u)ϕ dx =
∫
Ω
b(x,u,∇u)ϕ dx +
∫
Ω
f (x)ϕ dx +
∫
Ω
F∇ϕ. (1.9)
We have the following results.
Theorem 1.2. Assume that (1.3)–(1.7) hold true. Then there exists a weak solution u ∈
W
1,q
(Ω) ∩ Lp(Ω) of (1.2) for every 1 q < q1, where0
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{
1∗, 2p
1 + p
}
. (1.10)
Remark 1.3. By Sobolev imbedding theorem the solution constructed in Theorem 1.2 belongs
also to Ls(Ω), for every s < max{1∗∗, (2p/(p + 1))∗}.
Moreover as every absolutely continuous (with respect to the 2-capacity) bounded Radon
measure μ (i.e. μ ∈ M0) can be decomposed as follows:
μ = f − divF,
where f is an L1-function and F belongs to (L2(Ω))N (see [8]), Theorem 1.2 implies the exis-
tence of a weak solution of (1.2) with data measure in M0.
Remark 1.4. Notice that it results
2θ < 1∗ ⇔ 2θ < N
N − 1
and
2θ <
2p
1 + p ⇔ p >
θ
1 − θ
that is exactly our assumption on p.
Moreover the proof of Theorem 1.2 shows that the following estimate holds true
∫
Ω
|∇u|2
(1 + |u|)λ  c, (1.11)
for every λ satisfying
1 < λ <
p(1 − θ)
θ
. (1.12)
As just said, if f has an higher integrability we have more regular solutions. More in details
we have the following results.
Theorem 1.5. Assume that (1.3)–(1.6) hold true and that f belongs to Lm(Ω), where 1 < m <
N/2. If F = 0 then there exists a weak solution u ∈ W 1,q0 (Ω) ∩ Lpm(Ω) ∩ Lm
∗∗
(Ω) of (1.2)
where
q = min
{
2,max
{
m∗, 2pm
1 + p
}}
. (1.13)
Hence if
p(m − 1) − 1 0 or if 2N
N + 2 m <
N
2
, (1.14)
then u ∈ W 1,2(Ω).0
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r  r0 = max
{
2,
2pm
1 + p
}
(1.15)
then there exists a weak solution u in W 1,q20 (Ω) ∩ Lpm(Ω), where q2 = min{2,2pm/(1 + p)}.
If
r  r1 = max
{
2,2
[
p
p + 1 +
N(m − 1)
(p + 1)(N − 2m)
]}
,
then there exists a weak solution u in W 1,q30 (Ω) ∩ Lm
∗∗
(Ω), where q3 = min{2,m∗}.
Finally, if
r max{r0, r1}
then there exists a solution u in W 1,q0 (Ω) ∩ Lpm(Ω) ∩ Lm
∗∗
(Ω), where q = max{q2, q3} is as
in (1.13).
Remark 1.6. Notice that it results
pmm∗∗ ⇔ p  N
N − 2m. (1.16)
Remark 1.7. Really the proof of Theorem 1.5 shows that if F ∈ (Lr(Ω))N with r max{r0, r1},
hence in particular when F ≡ 0, then estimate (1.11) holds true where now λ is given by
λ = min
{
1 − 2
∗
2m′ − 2∗ ,1 − p(m− 1)
}
. (1.17)
Notice that
λ < 0 ⇔ m > 2N
N + 2 or p >
1
m − 1 (1.18)
and hence in this case (1.11) looks like∫
Ω
|∇u|2(1 + |u|)|λ|  c. (1.19)
Notice also that
|λ| = −λ = p(m − 1) − 1 ⇔ p  N
N − 2m. (1.20)
Moreover it results
q = min
{
2,
2pm
1 + p
}
⇔ p  N
N − 2m.
Finally, observe that when m = 1, λ defined in (1.17) becomes 1.
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i.e. the results of these theorems hold true for every 0 < θ < 1. Hence the lower order term
g(x,u) that, as just noticed in the introduction, is not necessary to have existence results when
0 < θ  1/2, has a regularizing effect on the solutions also when the growth of b(x,u,∇u) is
not superlinear.
Remark 1.9. Really when f ∈ Lm(Ω) with m > 1 it is possible to have solutions under the
weaker assumption p = θ/(1 − θ) if ν is sufficiently large (ν > ν0 = ν0(γ,m, θ)). See Re-
mark 2.4 for the details.
Remark 1.10. We do not treat in this paper the problem of multiplicity of solutions but we notice
that there is not uniqueness of distributional solutions belonging to W 1,q0 (Ω) ∩Lp(Ω), where q
is as in Theorem 1.2 and satisfying also (1.11), i.e. such that
∫
Ω
|∇u|2
(1 + |u|)λ  c, 1 < λ < p
(1 − θ)
θ
. (1.21)
As a matter of fact let us consider the model problem (1.1) with Ω = B(0,1), where B(0,1) is
the sphere centered in the origin with radius one, that is
{−u+ ν|u|p−1u = γ |∇u|2θ + f (x) in B(0,1),
u = 0 on ∂B(0,1). (1.22)
Notice that if we look for radial non-negative solutions w(r) the previous problem becomes
−w′′ − (N − 1)w
′
r
+ νwp = γ |w′|2θ + f,
and thus, if we get w(r) = A(1/rδ − 1), it is a radial positive solution of (1.22) if we do the
following choices:
δ = 2
p − 1 ,
f = −γ
(
Aδ
rδ+1
)2θ
+ νAp
[(
1
rδ
− 1
)p
− 1
rδp
]
,
νAp−1 = δ(N − 2 − δ), p > N
N − 2 ,
where the last inequality guarantees that w is non-negative.
Notice that
p >
N
N − 2 ⇒ w ∈ W
1,q
0 (Ω) ∩ Lp(Ω) ∀q < max
{
1∗, 2p
p + 1
}
,
p >
N + 2θm ⇒ f ∈ Lm(Ω), 1m < N ,
N − 2θm 2θ
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N
N − 2m ⇒ ∇w /∈ L
m∗(Ω),
p >
N
N − 2 ⇒
∫
Ω
|∇w|2
(1 + w)λ  c, 1 < λ < p
(1 − θ)
θ
.
Moreover it results
max
{
N
N − 2 ,
N + 2θm
N − 2θm
}
<
N
N − 2m ⇔ m > max
{
1,
(2θ − 1)N
2θ
}
,
and
min
{
2,m∗
}= m∗ ⇔ m 2N
N + 2 .
Hence if we choose max{1, (2θ − 1)N/(2θ)} < m  2N/(N + 2), 2θ < (N + 2)/N (that is
equivalent to require that (2θ − 1)N/(2θ) < 2N/(N + 2)) and p verifying
max
{
N
N − 2 ,
N + 2θm
N − 2θm
}
< p <
N
N − 2m,
our radial solution belongs to W 1,q0 (Ω) ∩ Lp(Ω), where q is as before, satisfies (1.11) but its
gradient does not belong to Lm∗(Ω) = Lmin{2,m∗}(Ω). But by Theorem 1.5 there exists a solu-
tion u ∈ W 1,q0 (Ω) ∩ Lpm(Ω) ∩ W 1,m
∗
0 (Ω) verifying (1.11). Hence we have proved that there is
multiplicity of solutions belonging to W 1,q0 (Ω) ∩ Lp(Ω) and satisfying (1.21).
We point out that previous results hold true with the same proofs even if the principal part is
nonlinear also with respect to the gradient.
2. Proof of Theorems 1.2–1.5
In order to prove the existence of a weak solution of (1.2), i.e. of a measurable function
u ∈ W 1,10 (Ω) such that g(x,u) and b(x,u,∇u) are summable functions and∫
Ω
M(x,u)∇u∇φ +
∫
Ω
g(x,u)φ =
∫
Ω
b(x,u,∇u)φ +
∫
Ω
fφ +
∫
Ω
F∇φ ∀φ ∈D(Ω). (2.1)
Let us define for n ∈N the approximations
bn(x, s, ξ) = b(x, s, ξ)
1 + 1
n
|b(x, s, ξ)| , fn(x) =
f (x)
1 + 1
n
|f (x)| , Fn(x) =
F(x)
1 + 1
n
|F(x)| . (2.2)
We notice that
∣∣bn(x, s, ξ)∣∣ ∣∣b(x, s, ξ)∣∣, ∣∣fn(x)∣∣ ∣∣f (x)∣∣, ∣∣Fn(x)∣∣ ∣∣F(x)∣∣,
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∣∣bn(x, s, ξ)∣∣ n, ∣∣fn(x)∣∣ n, ∣∣Fn(x)∣∣ n.
Consider the approximate boundary value problems
un ∈ W 1,20 (Ω):
∫
Ω
M(x,un)∇un∇ϕ +
∫
Ω
g(x,un)ϕ
=
∫
Ω
bn(x,un,∇un)ϕ +
∫
Ω
fnϕ +
∫
Ω
Fn∇ϕ, ∀ϕ ∈ W 1,20 (Ω) ∩ L∞(Ω).
(2.3)
The existence of weak, bounded (see [19]) solution un ∈ W 1,20 (Ω) of (2.3) follows by the classi-
cal results of [18] (see also [12]).
2.1. Proof of Theorem 1.2
Let un as in (2.3). We proceed by steps.
Step 1: a priori estimate
Let us define
Tk(s) = max
{−k,min{k, s}}, Gk(s) = s − Tk(s).
We prove here the following a priori estimate
Proposition 2.1. Under the assumptions of Theorem 1.2 there exists a positive constant c0, inde-
pendent on n, such that
∫
Ω
|∇un|q  c0, 1 q < q1 = max
{
1∗, 2p
1 + p
}
(2.4)
and
∫
Ω
|un|p  c0. (2.5)
Moreover we have
∫
Ω
∣∣∇Gk(un)∣∣q  ε(k), ∀1 q < q1, (2.6)
where ε(k) does not depend on n and tends to zero when k tends to +∞.
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later. Notice that |ϕ| 1. We obtain
α(λ − 1)
∫
Ω
|∇un|2
(1 + |un|)λ + ν
∫
Ω
|un|p
[
1 − (1 + |un|)1−λ]
 γ
∫
Ω
|∇un|2θ
(1 + |un|)λθ
(
1 + |un|
)λθ + ∫
Ω
|f | + (λ − 1)
∫
Ω
F∇un
(1 + |un|)λ
 α
2
(λ − 1)
∫
Ω
|∇un|2
(1 + |un|)λ +
γ
1
1−θ[
α
2 (λ − 1)
]θ/(1−θ)
∫
Ω
(
1 + |un|
) λθ
1−θ +
∫
Ω
|f |
+ (λ − 1)
∫
Ω
F∇un
(1 + |un|)λ . (2.7)
Notice that
(λ − 1)
∫
Ω
F∇un
(1 + |un|)λ = (λ − 1)
∫
Ω
F
(1 + |un|)λ/2
∇un
(1 + |un|)λ/2
× 1
α
(λ − 1)
∫
Ω
|F |2 + α
4
(λ − 1)
∫
Ω
|∇un|2
(1 + |un|)λ .
Moreover let T such that 1 − (1 + T )1−λ = 1/2, we have
1
2
∫
|un|>T
|un|p 
∫
|un|>T
|un|p
[
1 − (1 + |un|)1−λ]
∫
Ω
|un|p
[
1 − (1 + |un|)1−λ]
which implies
1
2
∫
Ω
|un|p  12
∫
|un|T
|un|p + 12
∫
|un|>T
|un|p  12T
p|Ω| +
∫
Ω
|un|p
[
1 − (1 + |un|)1−λ].
Thus from the previous estimates we deduce
α
4
(λ − 1)
∫
Ω
|∇un|2
(1 + |un|)λ +
ν
2
∫
Ω
|un|p
 γ
1
1−θ
[α2 (λ − 1)]θ/(1−θ)
∫
Ω
(
1 + |un|
) λθ
1−θ +
∫
Ω
|f | + ν
2
T p|Ω| + 1
α
(λ − 1)
∫
Ω
|F |2. (2.8)
Choose λ such that λθ/(1 − θ) < p that is 1 < λ < p(1 − θ)/θ . Notice that such a choice of λ is
possible as by assumption p > θ/(1 − θ). Such a choice used in the previous estimate gives the
following estimates:
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|∇un|2
(1 + |un|)λ  c1, (2.9)
and ∫
Ω
|un|p  c1, (2.10)
that is (2.5) holds true, where c1 is a positive constant independent on n. Hence we can apply
Proposition A.2 (see Appendix A) which gets the Lq -estimate on |∇un|∫
Ω
|∇un|q  c2, q < min
{
2,
2p
p + 1
}
, (2.11)
where c2 does not depend on n. Moreover as obviously (2.9) holds true for every 1 < λ <
min{p(1 − θ)/θ,N/(N − 1)}, we can apply also Proposition A.1 (see again Appendix A) which
gets the Lq -estimate on |∇un|∫
Ω
|∇un|q  c3, ∀q < N
N − 1 = 1
∗. (2.12)
Hence the proof of (2.4) is completed.
Finally, the proof of (2.6) is similar at all to that of (2.4) with the only change of the test
function in ϕ = [1 − (1 + |Gk(un)|)1−λ] sgn(Gk(un)), and so we omit it. 
Remark 2.2. It results
N
N − 1 >
2p
p + 1 ⇔ p <
N
N − 2 .
Recalling assumption (1.6) we have
N
N − 2 >
θ
1 − θ ⇔ θ <
N
2(N − 1) .
Step 2: convergence
By estimates (2.4) and (2.5) it follows that there exists a subsequence of un, that we denote
again un, and a function u ∈ W 1,q0 (Ω)∩Lp(Ω), where q is as before, such that when n → +∞
it results:
un ⇀ u weak in W 1,q0 (Ω),
un ⇀ u weak in Lp(Ω),
un → u strong in Lq(Ω),
un → u a.e. in Ω.
We prove now the following convergence result.
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∥∥g(un) − g(u)∥∥L1(Ω) → 0, (2.13)
where, for sake of notations, we have set g(un) = g(x,un).
Proof. We start proving that ∫
|un|t
∣∣g(un)∣∣ ε(t), (2.14)
where ε(t) tends to zero when t tends to +∞. To this aim use as test function in (2.3)
T1
[
1

(|un| − t)+
]
sgn(un).
We obtain
α

∫
t|un|t+
|∇un|2 +
∫
t+|un|
∣∣g(un)∣∣
 γ
∫
t|un|t+
|∇un|2θ + γ
∫
t+|un|
|∇un|2θ +
∫
t|un|
|f | + 1
ε
∫
t|un|t+
F∇un
 θα

∫
t|un|t+
|∇un|2 + (1 − θ)
(
γ 
α
) θ
1−θ |Ω| + γ
∫
t+|un|
|∇un|2θ
+
∫
t|un|
|f | + δ
∫
t|un|t+
|∇un|2 + c1
∫
t|un|
|F |2,
where δ = (1 − θ)α/2 and c1 = 1/(2(1 − θ)α) and hence
∫
t+|un|
∣∣g(un)∣∣ (1 − θ)
(
γ 
α
) θ
1−θ |Ω| + γ
∫
t+|un|
|∇un|2θ
+
∫
t|un|
[|f | + c1|F |2].
Hence for  → 0 we obtain∫
t|un|
∣∣g(un)∣∣ γ
∫
t|un|
|∇un|2θ +
∫
t|un|
[|f | + c1|F |2]
 γ ‖un‖2θ
W
1,q
0 (Ω)
|At |
q−2θ
q +
∫ [|f | + c1|F |2]= ε(t),t|un|
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{|un| t}, (2.15)
i.e. (2.14) holds true. An immediate consequence of (2.14) is
∫
Ω
∣∣g(un(x))∣∣
∫
Ω
∣∣g(un(x))∣∣χ{x∈Ω: 0|un(x)|t} + ε(t)
which implies
lim sup
n→+∞
∫
Ω
∣∣g(un(x))∣∣ lim
n→+∞
∫
Ω
∣∣g(un(x))∣∣χ{x∈Ω: 0|un(x)|t} + ε(t)
=
∫
Ω
∣∣g(u(x))∣∣χ{x∈Ω: 0|u(x)|t} + ε(t)
that gives
lim sup
n→+∞
∫
Ω
∣∣g(un(x))∣∣
∫
Ω
∣∣g(u(x))∣∣.
On the other hand, Fatou lemma implies that
lim inf
n→+∞
∫
Ω
∣∣g(un(x))∣∣
∫
Ω
∣∣g(u(x))∣∣.
So it follows that ∫
Ω
∣∣g(un(x))∣∣→
∫
Ω
∣∣g(u(x))∣∣, when n → +∞. (2.16)
Now using (2.16) we shall show that
lim
n→+∞
∫
Ω
∣∣g(un) − g(u)∣∣= 0,
that is (2.13). Indeed, since g(un) converges almost everywhere to g(x,u), we adapt the classical
proof of the Lebesgue theorem. We can use the Fatou lemma, since |g(un)|+|g(x,u)|−|g(un)−
g(x,u)| 0. Then we have
2
∫
Ω
∣∣g(x,u)∣∣ lim inf
n→+∞
∫
Ω
[∣∣g(un)∣∣+ ∣∣g(x,u)∣∣− ∣∣g(un) − g(x,u)∣∣]
= lim
n→+∞
∫ ∣∣g(un)∣∣+
∫ ∣∣g(x,u)∣∣+ lim inf∫ [−∣∣g(un) − g(x,u)∣∣]Ω Ω Ω
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∫
Ω
∣∣g(x,u)∣∣− lim sup
n→+∞
∫
Ω
∣∣g(un) − g(x,u)∣∣
which implies
lim sup
n→+∞
∫
Ω
∣∣g(un) − g(x,u)∣∣ 0. 
To conclude the proof of Theorem 1.2 we prove the strong convergence of un to u in W 1,q0 (Ω).
This convergence will allow us to pass to the limit in the approximating problems and proves
that u is a solution of (2.1). In the approximate Dirichlet problems (2.3), the right-hand side
is bounded in L1(Ω) + W−1,2(Ω); in Lemma 2.3 is proved the boundedness of the sequence
{g(un)} in L1(Ω). Thus the use of Th(un) as test function in (2.3) implies that∫
Ω
∣∣∇Th(un)∣∣2 C0h + C1,
where C0 and C1 are constants independent on n. Then there exists a subsequence, still denoted
{un}, such that
Th(un) ⇀ Th(u) weakly in W 1,20 (Ω)
and a.e. in Ω for any h > 0. Then with the use of the results of [5] (see also [6] and [7]), [2]
and [10], we can say that
∇un(x) → ∇u(x) a.e. in Ω.
Let k ∈R+, and set Ekn = {x ∈ Ω: |∇Th(un)(x)−∇Th(u)(x)| k} and φkn = χEkn . Fatou lemma
implies ∫
Ω
∣∣∇Th(u)∣∣2  C0h + C1,
and ∫
Ω
∣∣∇Th(un) − ∇Th(u)∣∣2  4(C0h + C1).
Thus it follows
k2
∣∣Ω \ Ekn∣∣
∫
Ω\Ekn
∣∣∇Th(un) − ∇Th(u)∣∣2 
∫
Ω
∣∣∇Th(un) − ∇Th(u)∣∣2  4(C0h + C1),
which gets
∣∣Ω \ Ekn∣∣ 4(C0h + C1)2 .k
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∫
Ω
∣∣∇Th(un) − ∇Th(u)∣∣q
=
∫
Ekn
∣∣∇Th(un) − ∇Th(u)∣∣q +
∫
Ω\Ekn
∣∣∇Th(un) − ∇Th(u)∣∣q

∫
Ω
φkn
∣∣∇Th(un) − ∇Th(u)∣∣q +
[ ∫
Ω\Ekn
∣∣∇Th(un) − ∇Th(u)∣∣2
] q
2 ∣∣Ω \ Ekn∣∣1− q2 ,
and hence (using Lebesgue theorem)
lim sup
n
∫
Ω
∣∣∇Th(un) − ∇Th(u)∣∣q  [4(C0h + C1)] q2
[
4(C0h + C1)
k2
]1− q2 ∀k > 0
that gives
∫
Ω
∣∣∇Th(un) − ∇Th(u)∣∣q → 0
when n tends to +∞. On the other hand, we have proved that (2.6) holds true. From the last two
information we deduce the strong convergence of un to u in W 1,q0 (Ω). 
2.2. Proof of Theorem 1.5
We start proving the theorem when F = 0. By Theorem 1.2 we have that there exists a solution
u ∈ W 1,q0 (Ω)∩Lp(Ω), for every 1 q < q1 = max{1∗,2p/(1 + p)}. Moreover u is constructed
as a limit of the sequence un, where un solves (2.3). Hence the proof of Theorem 1.5 follows by
proving that as m > 1 the sequence un is equibounded in W 1,q0 (Ω) ∩ Lpm(Ω) ∩ Lm
∗∗
(Ω) with
q = min{2,max{m∗,2pm/(1 + p)}}.
Use as test function in (2.3) ϕ = [(1 + |un|)δ − 1] sgn(un), where δ > 0 will be chosen later.
We obtain
αδ
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 + ∫
Ω
g(x,un)
[(
1 + |un|
)δ − 1] sgn(un)
 γ
∫
Ω
|∇u|2θ (1 + |un|)δ +
∫
Ω
|f |(1 + |un|)δ. (2.17)
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∫
Ω
|∇u|2θ (1 + |un|)δ =
∫
Ω
|∇u|2θ (1 + |un|)(δ−1)θ (1 + |un|)δ−(δ−1)θ
 αδ
2γ
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 + c0
∫
Ω
(
1 + |un|
)(δ(1−θ)+θ)/(1−θ)
,
where c0 = [2γ /(αδ)]θ/(1−θ). Hence we have
αδ
2
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 + ∫
Ω
g(x,un)
[(
1 + |un|
)δ − 1] sgn(un)
 c1
∫
Ω
(
1 + |un|
)(δ(1−θ)+θ)/(1−θ) + ∫
Ω
|f |(1 + |un|)δ, (2.18)
where c1 = c0γ . Observe that
∫
Ω
|f |(1 + |un|)δ 
(∫
Ω
|f |m
)1/m(∫
Ω
(
1 + |un|
)δm′)1/m′
. (2.19)
Notice that as
lim
s→+∞
sp[(1 + s)δ − 1]
(1 + s)δ+p = 1,
there exists T0 = T0(δ,p) > 0 such that
sp
[
(1 + s)δ − 1] (1 + s)δ+p
2
∀s  T0. (2.20)
Hence using assumption (1.6) and (2.20) we have
∫
Ω
g(x,un)
[(
1 + |un|
)δ − 1] sgn(un)
∫
Ω
ν|un|p
[(
1 + |un|
)δ − 1]
 ν
2
∫
|un|>T0
(
1 + |un|
)δ+p
,
that with (2.18) and (2.19) gives thanks to the assumption p > θ/(1 − θ)
αδ
2
∫
|∇un|2
(
1 + |un|
)δ−1 + ν
2
∫ (
1 + |un|
)δ+p
Ω |un|>T0
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∫
Ω
(
1 + |un|
)(δ(1−θ)+θ)/(1−θ) +(∫
Ω
|f |m
)1/m(∫
Ω
(
1 + |un|
)δm′)1/m′
 ν
4
∫
|un|>T0
(
1 + |un|
)δ+p + c2 +
(∫
Ω
|f |m
)1/m(∫
Ω
(
1 + |un|
)δm′)1/m′
, (2.21)
where
c2 =
{[
c1
(
4
ν
) δ(1−θ)+θ
(1−θ)(δ+p) ] (δ+p)(1−θ)p(1−θ)−θ + ν
4
(1 + T0)δ+p
}
|Ω|,
i.e.
αδ
2
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 + ν
4
∫
|un|>T0
(
1 + |un|
)δ+p
 c2 + c3
(∫
Ω
(
1 + |un|
)δm′)1/m′
, c3 = ‖f ‖Lm(Ω). (2.22)
If in (2.22) we choose δm′ = δ + p (i.e. δ = p(m − 1) and δ + p = pm) we obtain
αδ
2
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 + ν
4
∫
|un|>T0
(
1 + |un|
)pm  ν
8
∫
|un|>T0
(
1 + |un|
)pm + c4, (2.23)
where c4 = [c3(8/ν)1/m′ ]m. Hence we have∫
Ω
|∇un|2
(
1 + |un|
)p(m−1)−1  c5 and
∫
Ω
(
1 + |un|
)pm  c5,
where c5 = max{2c4/(αδ),8c4/ν + (1 + T0)pm|Ω|}. Notice that from the last inequality un is
equibounded in Lpm(Ω). Observe also that if
p(m − 1) − 1 0
we have ∫
Ω
|∇un|2  c5.
If otherwise p(m − 1) − 1 < 0, applying Proposition A.2 we obtain
∫
|∇un|q  c6,
Ω
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q = min
{
2,
2pm
1 − p(m − 1) + pm
}
= min
{
2,
2pm
1 + p
}
= q2
and c6 is a constant independent on n.
To conclude the proof we need to show that there exists a constant c7 such that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫
Ω
|un|m∗∗  c7,
∫
Ω
|∇un|q3  c7,
(2.24)
where q3 = min{2,m∗}. To this aim we will do a different choice of δ in (2.22). As a matter of
fact, as it results
αδ
2
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 = 2αδ
(δ + 1)2
∫
Ω
∣∣∇[(1 + |un|)(δ+1)/2 − 1]∣∣2
 c8
(∫
Ω
[(
1 + |un|
)(δ+1)/2 − 1]2∗)2/2∗
 c8
2
( ∫
|un|>T1
(
1 + |un|
)(δ+1)2∗/2)2/2∗
, (2.25)
where
c8 = 2αδ
(δ + 1)2 cSob and T1 =
(
21/2∗
21/2∗ − 1
)2/(δ+1)
− 1
is such that
1
22∗/2
(1 + s)(δ+1)2∗/2  [(1 + s)(δ+1)/2 − 1]2∗ ∀s  T1,
from (2.22) we obtain
c8
2
(∫
Ω
(
1 + |un|
)(δ+1)2∗/2)2/2∗  c9 + c3
(∫
Ω
(
1 + |un|
)δm′)1/m′
, (2.26)
where c9 = c2 + c82 (1 + T1)δ+1|Ω|2/2
∗
. If we choose
δm′ = (δ + 1)2
∗
⇔ δ = 2
∗
′ ∗2 2m − 2
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c3
(∫
Ω
(
1 + |un|
)δm′)1/m′ = c3
(∫
Ω
(
1 + |un|
)(δ+1)2∗/2)2δ/((δ+1)2∗)
 c8
4
(∫
Ω
(
1 + |un|
)(δ+1)2∗/2)2/2∗ + c10 (2.27)
where c10 = cδ+13 (4/c8)δ . Using the previous estimate in (2.26) and recalling that (δ + 1)2∗/2 =
δm′ = m∗∗ we get ∫
Ω
|un|m∗∗  c12, (2.28)
that is the first estimate in (2.24) holds true. Using (2.28) in (2.22) we obtain
∫
Ω
|∇un|2
(
1 + |un|
)δ−1  c13, δ = 2∗2m′ − 2∗ . (2.29)
Notice that it results
δ  1 ⇔ m 2N
N + 2 .
Hence if m 2N/(N + 2) from (2.29) we deduce that∫
Ω
|∇un|2  c13. (2.30)
If otherwise δ < 1 (that is m < 2N/(N + 2)) applying again Proposition A.2 with ρ = 1 − δ and
r = m∗∗ we get ∫
Ω
|∇un|m∗  c14. (2.31)
Finally, observing that
min{2,m∗} =
{2 if m 2N/(N + 2),
m∗ if m < 2N/(N + 2),
from (2.30) and (2.31) we conclude that also the second estimate in (2.24) holds true and hence
the theorem is proved when F = 0.
If F = 0 then in the right-hand side of (2.17) it appears also the following integral
δ
∫
F∇un
(
1 + |un|
)δ−1
,Ω
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δ
∫
Ω
F∇un
(
1 + |un|
)δ−1  αδ
4
∫
Ω
|∇un|2
(
1 + |un|
)δ−1 + δ
α
∫
Ω
|F |2(1 + |un|)δ−1.
Thus if δ  1 we have
δ
α
∫
Ω
|F |2(1 + |un|)δ−1  δ
α
∫
Ω
|F |2,
while if δ > 1 we have
δ
α
∫
Ω
|F |2(1 + |un|)δ−1  ν16
∫
Ω
(
1 + |un|
)δ+p + c15
∫
Ω
|F |2( δ+pδ−1 )′ ,
where
c15 =
[(
16
ν
)δ−1(
δ
α
)δ+p] 1
p+1
.
Notice that the assumption r  r0 = max{2,2pm/(1 + p)} is equivalent to require that if
δ  1, with δ = p(m − 1), then F ∈ L2(Ω), while if δ  1 then F ∈ L2pm/(1+p)(Ω), where
2pm/(1 + p) = 2((δ + p)/(δ − 1))′. Analogously the assumption r  r1 is equivalent to re-
quire that if δ  1, with now δ = 2∗/(2m′ − 2∗) (that is m  2N/(N + 2)), then F ∈ L2(Ω),
while if δ > 1 then F ∈ L2((δ+p)/(δ−1))′ . Hence if r  r0 using the previous estimates and
proceeding as in the case F = 0 we deduce that un is equibounded in W 1,q20 (Ω) ∩ Lpm(Ω)
where q2 = min{2,2pm/(1 + p)}, while if r  r1 we can conclude that un is equibounded in
W
1,q3
0 (Ω) ∩ Lm
∗∗
(Ω), q3 = min{2,m∗} and hence the assert follows as before. 
Remark 2.4. Notice that the proof shows that if p = θ/(1 − θ) the previous estimates hold true
if ν is sufficiently large. More in details it is sufficient that
c1 = γ
(
2γ
αδ
)θ/(1−θ)
< ν, (2.32)
with δ = p(m − 1) and it follows that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
Ω
|∇u|q2  c, q2 = min
{
2,
2pm
1 + p
}
,
∫
Ω
|u|pm  c.
Moreover if (2.32) holds true with δ = 2∗/(2m′ − 2∗) also estimate (2.24) is verified. Hence
using the previous estimates we can conclude that if f ∈ Lm(Ω), m > 1, p = θ/(1 − θ) and
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property stated in Theorem 1.5.
Appendix A
We prove here some results used above that can substantially found in [6,9].
Proposition A.1. Let v ∈ W 1,20 (Ω) and
∫
Ω
|∇v|2
(a + |v|)ρ M, 0 < ρ <
N
N − 1 (< 2).
Then it results
∫
Ω
|∇v|q  CM(N−q)/(N−2), q = N(2 − ρ)
N − ρ ,
where C = S2∗(q/2−1) and S is the Sobolev constant.
Proof. Let 1 q < 2. We have
Sq
(∫
Ω
|v|q∗
)q/q∗

∫
Ω
|∇v|q 
∫
Ω
|∇v|q
(a + |v|)ρq/2
(
a + |v|)ρq/2, (A.1)
where S is the Sobolev constant and a is a positive constant. Applying Hölder inequality in
the last integral with exponents 2/q and 2/(2 − q) where q = N(2 − ρ)/(N − ρ) and hence
q∗ = ρq/(2 − q) we obtain
Sq
(∫
Ω
|v|q∗
)q/q∗

∫
Ω
|∇v|q Mq/2
(∫
Ω
(
a + |v|)q∗)1−q/2.
Notice that the inequality q/q∗ > 1 − q/2 is equivalent to N > 2. Thus letting a → 0 we deduce
Sq
(∫
Ω
|v|q∗
)q/q∗

∫
Ω
|∇v|q Mq/2
(∫
Ω
|v|q∗
)1−q/2
(A.2)
that gives
∫
|v|q∗ 
(
M1/2
S
)2∗
.Ω
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∫
Ω
|∇v|q Mq/2
(
M2
∗/2
S2∗
)1−q/2
= CM(N−q)/(N−2),
where C = S2∗(q/2−1). 
Proposition A.2. Let v ∈ W 1,2(Ω) ∩ Lr(Ω). If we assume
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
Ω
|∇v|2
(a + |v|)ρ M, 0 < ρ,∫
Ω
|v|r L, 1 r,
(A.3)
then it results ∫
Ω
|∇v|q Mr/(ρ+r)L1−r/(ρ+r), q = 2r
ρ + r .
Proof. Let 1 q < 2. Applying Hölder inequality with exponents 2/q and 2/(2 − q) and using
(A.3) we have
∫
Ω
|∇v|q 
∫
Ω
|∇v|q
(a + |v|)ρq/2
(
a + |v|)ρq/2 Mq/2(∫
Ω
(
a + |v|)qρ/(2−q))1−q/2.
Notice that qρ/(2 − q) r is equivalent to require that q  2r/(ρ + r). Thus letting a → 0 we
obtain ∫
Ω
|∇v|q Mq/2L1−q/2. 
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