We study the nonequilibrium interaction of two isotropic chemically-active particles taking into account the exact near-field chemical interactions as well as hydrodynamic interactions. We identify regions in the parameter space wherein the dynamical system describing the two particles can have a fixed-point-a phenomenon that cannot be captured under the far-field approximation. The particles may reach a stable equilibrium at a nonzero gap size, or make a complex that can dissociate in the presence of sufficiently strong noise. Our results highlight the importance of near-field effects in nonequilibrium phoretic interactions.
We study the nonequilibrium interaction of two isotropic chemically-active particles taking into account the exact near-field chemical interactions as well as hydrodynamic interactions. We identify regions in the parameter space wherein the dynamical system describing the two particles can have a fixed-point-a phenomenon that cannot be captured under the far-field approximation. The particles may reach a stable equilibrium at a nonzero gap size, or make a complex that can dissociate in the presence of sufficiently strong noise. Our results highlight the importance of near-field effects in nonequilibrium phoretic interactions.
Nonequilibrium interfacial transport processes known as phoretic mechanisms [1, 2] have been key to the development of the field of active matter [3] . Due to their force-free nature, they have been identified as suitable mechanisms for designing self-propelled active colloids [4] , which provide prototypes for the so-called active Brownian particle that serves the role of injecting energy at the small scale in active matter systems [5] [6] [7] . Moreover, the phoretic activity mediates nonequilibrium interactions between different active colloids via the dynamically generated gradients, leading to a wealth of collective phenomena such as cluster formation and phase separation [8] [9] [10] [11] [12] [13] [14] [15] [16] . From the biological perspective, prokaryotic [17] and eukaryotic cells [18] are known to undergo chemotaxis by coupling chemical gradientsensing to motility. However, it has recently emerged that single enzymes can exhibit a similar chemotactic response [19, 20] , due to a coupling between their chemical nonequilibrium activity and phoretic mechanisms [21] , which highlights the relevance of these processes at the molecular scale.
Studies of phoretic interactions in many-particle systems has led to a number of nontrivial scenarios for self-organization that gives rise to emergent swimming of clusters of isotropic particles [22] [23] [24] [25] [26] or comet-like propulsion of large swarms [27, 28] . These self-organized structures typically involve active colloids in close proximity, where near-field effects play a dominant role. From systematic experimental characterization of isolated catalytically active particles [29, 30] and the flow-fields generated by them [31] , it is known that various mechanistic details, such as ionic conditions [32, 33] and interactions with nearby surfaces [34] [35] [36] [37] , are important ingredients for understanding the interactions in many-particle systems.
The first crucial step for studying such complex phenomena is to look at the nonequilibrium interaction between two particles. In particular, resolving the near-field effects arising due to chemical and hydrodynamic interactions will be important for understanding the clustering of phoretic particles. It has already been shown that for a system of two spheres (isotropically-coated [38] [39] [40] or Janus [41, 42] ) with no relative motion, accounting for the near-field effects can lead to qualitatively different behavior as compared with the far-field predictions. It will thus be important to study the exact nonequilibrium interaction between two phoretically-active particles, resolving the near-field effects of the chemical activity as well as the hydrodynamic interactions. This is the task we set out to do here.
Consider such a nonequilibrium system with two particles of radius R interacting with a chemical with diffusion coefficient D. We know that each particle creates a chemical field characterized by its activity α k , which reflects the rate of nonequilibrium catalytic activity, and responds to a chemical gradient via its mobility µ k , which is controlled by the interfacial interactions [3, 43] . By neglecting the hydrodynamic interactions and the near-field chemical interactions (i.e. the 'far-field' solution), the velocities of the particles can be found as V 1 = e α 2 µ 1 R 2 / D(∆ + 2R) 2 and V 2 = −e α 1 µ 2 R 2 / D(∆ + 2R) 2 , where ∆ is the clearance between the particles, and e is a unit vector pointing from 2 to 1. It is evident that in this system the nonequilibrium activity manifests itself as broken action-reaction symmetry [22, 23, 28] .
For a system of two particles with α 2 µ 1 + α 1 µ 2 = 0, there can be two scenarios for the relative motion within the far-field description: the interaction can be either strictly attractive (leading the particles to form a complex) or strictly repulsive (pushing them apart indefinitely). Here, we show that when exact chemical and hydrodynamic interactions are taken into account, two additional scenarios can exist due to the emergence of a new fixed point in the effective dynamical system for ∆. The fixed-point can be stable, indicating that the particles will form a complex with a nonzero gap size between them in stationary state, or unstable, meaning that a barrier emerges that needs to be overcome (via thermal activation) for a complex to dissociate.
We formulate the problem for the fluid motion and the solute transport in the regime where inertia and advection can be neglected (i.e., we assume vanishing Reynolds number and Péclet number). The concentration field of the chemical C thereby follows the steady state diffusion equation ∇ 2 C = 0, subject to constant flux boundary condition on the surface S k of the kth sphere (k ∈ {1, 2}), represented as −Dn k · ∇C| S k = α k where n k is a unit vector normal to the surface of sphere k. In the absence of any background concentration gradient (or nearby boundaries), we can assume C(|x| → ∞) = 0. The perturbation in the concentration field caused by the particles imposes a local relative slip velocity on the surface of each particle, which can be written as v s k = µ k (I − n k n k ) · ∇C| S k . These chemicallyinduced slip velocities alter the flow field surrounding the particles and may result in their translational motion. To find the instantaneous velocities, one then needs to solve the Stokes equations (∇ · σ = 0 and ∇ · v = 0), where v is the velocity field that vanishes at infinity and the stress tensor for an incompressible flow is defined as σ = −pI + η(∇v + ∇v T ), which involves the pressure field p and the viscosity of the solvent η. The Stokes equations need to be solved subject to boundary conditions v| S k = V k + v s k , where V k is the translational velocity of the kth sphere. Note that rotation is not considered here due to the axisymmetric nature of the system. In what follows, we take α 0 and µ 0 as characteristic values, and define activity and mobility valences asα k = α k /α 0 and µ k = µ k /µ 0 , as well as a velocity scale V 0 = α 0 µ 0 /D.
To find V 1 and V 2 , one needs to first determine the chemical field, and then use that to resolve the hydrodynamic interactions. The governing equations in the chemical field can be solved exactly using the bispherical coordinate system (see e.g., Refs. [38] [39] [40] [41] for examples of such a solution). Instead of directly solving the Stokes equations for such a system, which can be cumbersome since the boundary conditions are complex, we employ the Lorentz reciprocal theorem [44] [45] [46] [47] [48] (see also [49] for a recent review). We consider two auxiliary problems with the exact same geometry as our original problem. We take these to be (i) two passive particles that trail one another with equal and constant velocities, and (ii) two passive particles that approach one another with equal speeds and opposite velocities. The reciprocal theorem connects the main and auxiliary problems as
where · denotes the surface integral and a ∈ {i, ii}.
Since the Stokes equations are linear, and the spheres in the main problem are force-free, Eq. (1) can be reduced to . Combining these results, the instantaneous velocities of the spheres can then be explicitly found as
Note that here the details of the auxiliary problems are known, as the exact solution for the trailing case (the (i)problem) can be obtained from the work of Stimson and Jeffery [50] , and the approaching case (the (ii)-problem) from the work of Maude [51] (see also [52] for some corrections). Thus, the instantaneous velocities of the spheres can be simply found from Eq. (2), provided the slip velocities are known from the chemical interactions. As noted earlier, accounting for full chemical and hydrodynamic interactions reveals that there are four possibilities for the relative motion of two chemically-active spheres: The two particles collapse onto one another and form a complex (regime I), move away and separate (regime II), reach a stable equilibrium (bound-state) at a certain gap size (regime III), or develop a critical gap size above which they move apart and below which they aggregate (regime IV). Using Eq. (2), we can evaluate the velocities at different gap sizes and identify the corresponding regimes. In Fig. 1 , we have illustrated some examples for the variations of the relative velocity against the gap size, for all the different regimes. While in regime I and II the relative longitudinal velocity (i.e., (V 1 − V 2 ) · e) is strictly negative or positive, in regimes III and IV, it becomes zero at a nonzero gap size. Since the phoretic interactions of two chemically-active particles are nonreciprocal, being in regimes I or II does not necessitate having mutual attraction or repulsion. Instead, we can have frustrated cases such as particle 1 being attracted to particle 2, while particle 2 is repelled by particle 1, etc [22, 23, 28] . To determine the full behavior of the system, the individual velocities V 1 and V 2 need to be probed, as shown in the insets of Fig 1. Similarly, in regimes III and IV, switching from mutual attraction to repulsion can happen due to the change of direction or magnitude of the interaction. In the example given for regime III in Fig 1(c) , the direction of both particles flip when the gap size exceeds the fixed-point value, while in the case depicted for regime IV in Fig 1(d) , the direction and strength change together to reverse the relative motion.
We recall that in the far-field approximation the sign of α 2 µ 1 + α 1 µ 2 determines the behavior of the system (regime I, if negative, and regime II, if positive). To similarly find a criterion for these four regimes in the exact description of the problem, we need to further investigate the relative motion. Since the spheres are of equal radii, we have F
The relative velocity can then be simply found as
where σ
and t k is a unit vector tangential to the surface of the kth sphere (respecting the axial symmetry). Equation (3) indicates that only the approaching auxiliary problem is needed to determine the relative motion of the spheres (and one can similarly show that the center-of-mass motion is governed by the trailing problem).
Due to the linearity of the chemical field equations and the symmetric geometry, we can write the concentration field as C(
, where x k represents the center of sphere k. The slip velocities are then found as v s
where ∇ k = (I − n k n k )·∇, and k, l ∈ {1, 2} in a mutually exclusive manner. The slip-velocity of each particle comprises a self-generated contribution and an induced one from the neighboring particle. Since the particles considered here are chemically-isotropic, the former contribution can only be nonzero due to the nearfield effects, and thus vanishes once the particles are far from one another. Combining the above definitions with Eq. (3), and defining N = σ
where ε = N /F characterizes the importance of the near-field hydrodynamic and chemical interactions and is solely a function of the gap size. Given that F > 0, the sign of (α 1 µ 1 + α 2 µ 2 ) ε + (α 1 µ 2 + α 2 µ 1 ) determines the attractive or repulsive nature of the overall phoretic interaction, and it may change depending on the gap size, giving rise to the appearance of regimes III and IV. To determine the regime of the system, it suffices to compare the sign of Eq. (4) when the particles are very close (∆ → 0), and when they are very far (∆ → ∞). For the latter ε → 0, which recovers the far-field approximation criterion for attraction and repulsion. When the particles are close, however, we find ε ≈ 0.97. Using these two bounding cases, we can construct the regime diagram in the activity-mobility parameter space, as shown in Fig. 2 . It is worth noting that for chemically-identical particles (i.e., α 1 = α 2 and µ 1 = µ 2 ), since 1 + ε > 0, the system is in regime I when α k µ k < 0, and regime II when α k µ k > 0, which is in agreement with the prediction of the far-field approach.
In the absence of hydrodynamic interactions, the translational velocity of each particle is governed by V k = − 1 4πR 2 v s k S k [1] . By repeating the same steps as above, one can find the following expression for the relative velocity
F ch e 4πR 2 [(α 1 µ 1 + α 2 µ 2 ) ε ch + (α 1 µ 2 + α 2 µ 1 )] ,
where ε ch = N ch /F ch now represents the relative importance of the near-field chemical interactions, with N ch = (−1) k ∇ k G(Rn k ) · t k S k , and F ch = (−1) k+1 ∇ k G(Rn k + x k − x l ) · t k S k . When ∆ → ∞ we find ε ch = 0, and ∆ → 0 yields ε ch ≈ 0.37, indicating that the chemical interactions alone can capture all the regimes, but the boundaries differ from those of the complete solution, as shown by the dashed lines in Fig. 2 . Note that regimes III and IV are located between regimes I and II, suggesting that the transition from the fully attractive mode to the fully repulsive mode is not abrupt. This behavior can be better explained through the variations of the fixed-point location (∆ F-P ) in these regimes, as shown in Fig. 3(a) . In regime III, in which the system exhibits attractive behavior only when ∆ > ∆ F-P , moving towards regime II results in an increase in ∆ F-P , essentially expanding the range of the repulsive region. Upon reaching regime II, ∆ F-P → ∞, indicating that the system no longer has a fixed-point (and, consequently, an attractive region). On the other end, moving towards regime I shrinks the repulsive region by decreasing ∆ F-P to zero. Similarly, for the unstable fixed-point in regime IV, ∆ F-P → 0 when approaching regime II and ∆ F-P → ∞ when reaching regime I.
The complexes formed in regime IV are metastable (due to the finite height of the effective energy barrier), and they can dissociate in the presence of noise (e.g., thermal fluctuations). We investigate this activation process by evaluating the mean first-passage time, τ , which characterizes the time required for the particles to escape a potential barrier. To this end, we can write down a Fokker-Planck equation for the relative distance with the drift velocity given by − ∂U ∂∆ e = V 1 − V 2 , with an effective diffusion coefficient D c that measures the strength of noise. Using the standard solution for such a process, we find 
The result is shown in Fig. 3(b) for different parameter values. We observe that τ increases rapidly when the system is closer to regime II than regime I, indicating that the systems with larger ∆ F-P (or attractive region) are more stable. Finally, we investigate how the near-field effects modify the dynamics of the particles when the behavior of the system is correctly predicted by the far-field limit, namely in regimes I and II. We probe this difference by comparing the collision time of the particles in regime I, as obtained from the exact solution (t exact ), and the far-field approximation (t ff ); see Fig. 3 (c). We observe that the timescales can differ significantly, particularly close to the transition boundaries. As Fig. 3(c) shows, the far-field solution can substantially overestimate the collision time.
In conclusion, we have shown that a system of two chemically-active particles can exhibit four different types of behavior, of which only two can be qualitatively captured using the far-field approximation. By accounting for the exact interplay between the chemical and hydrodynamic fields, we have shown that the particles may reach a stable equilibrium at a certain distance from one another (regime III), or make a complex that can be dissociated if the fluctuations exceed the potential barrier (regime IV). Our results highlight that accounting for near-field effects can be crucial when analyzing phoretic systems. We have provided a simple expression for determining the regime of a system, which can be used as a benchmark for the far-field approximations used in systems with pair-interactions. For instance, regime III may be treated as regime I, but with effective radii for the particles that correlate with the equilibrium gap size. Given the generality of our framework, one can extend this approach and study anisotropic particles [42] , include steric effects [26] , and resolve non-axisymmetric interactions [53, 54] . While the exact solution for manybody interactions may not be feasible following the same
