The usual focus in authorship studies is on authorship attribution, i.e. determining which author (of a given set) wrote a piece of unknown provenance. The usual setting involves a small number of candidate authors, which means that the focus quickly revolves around a search for features that discriminate among the candidates. Whether the features that serve to discriminate among the authors are characteristic is then not of primary importance.
Introduction
This paper suggests an novel, complementary focus in stylometry, i.e. trying to identify characteristic features of authors rather than focusing on discriminating among authors, which is the common task in authorship attribution. The latter has served to focus scholars on a task with clear success criteria, certainly an achievement, but we suspect that its focus on finding discriminating features leads to an overemphasis on unusual features rather than characterizations of what is general and consistent about an author's style. We thus ask with others 'If you can tell authors apart, have you learned anything about them?' (Craig, 1999) . Concretely we try to identify words that Dickens uses with a consistent frequency throughout a selection of his writings and which are used differently by other authors. We think that the approach might be used to analyze syntactic features, too, but we will not try to show that.
The field of stylometry in authorship studies has undergone considerable change in the course of the 20 th century, whose beginning marked the tentative introduction of new measures to the field, heralding the rise of non-traditional, quantitative techniques to be established alongside the then predominant traditional methods (e.g. manuscript provenance or dating of materials). In the interest of space we shall not summarize that history here, referring instead to excellent recent surveys (Stamatatos, 2009; Oakes, 2014) .
Since Burrows' work is a touchstone for many, we discuss it here specifically and compare our proposal to his work in more detail below. Burrows' Delta (Burrows, 2002) was designed for authorship attribution, seeking the most likely authorial candidate for a given document from a set of authors based on differences between z-scores of high-frequency items. Delta is usually applied to the 800-1000 most frequent words, i.e. the highest frequency stratum. This is an advantage since high frequency words are likely to be encountered in most documents. But note that highly variable features could be useful for the task of identifying an author if they happened to occur almost exclusively in just one author's works, but we would not regard them as characteristic since they are not used consistently. Burrows' Iota and Zeta (Burrows, 2005; Bur-rows, 2007; Hoover, 2007) investigate words in middle-range and low-range frequency strata, and they look for words appearing consistently in one author's works and less frequently to not at all (Iota) in the works of others. More recently, Hoover introduced
CoV Tuning, that uses the Coefficient of Variance to detect those frequent features that are most variable over a multi-author corpus (Hoover, 2014) . 1 We introduce a new technique, Representativeness and Distinctiveness, focusing on finding style markers that are used consistently in the works of one author and differently from that of others. Concretely, we try to detect Charles Dickens' style presented by Tabata (2012) , who used Random Forest classification. We compare our results to Tabata's in Section 4.3.
The remainder of this paper is organized as follows; we begin by introducing and further motivating Representativeness and Distinctiveness in Section 2 in the context of style analysis. Section 3 gives an overview of the data; Section 4 continues by first exemplifying our technique's application to an actual task and subsequently comparing it to other methods in the field. We close the discussion in Section 5.
Finding Characteristic Features
Rather than focusing exclusively on identifying stylistic features that discriminate among authors, we first seek features that an author uses consistently in his work, calling these features REPRESENTATIVE, and turn to distinctive features in a second step. In dialectology, where these methods were first used, we note, e.g. that the word used for the storage space in a car is fairly consistently call a 'boot' throughout the UK and similarly that the words 'cot' and 'caught' rhyme on the Eastern seaboard of the US. This makes them representative. We do not have atomistic data of this detail in stylometry, where there is a long and serious tradition of looking first to word frequencies as style markers. We therefore focus on word frequencies here, but we might also have examined the frequencies of word bigrams or sequences of part-of-speech tags.
1 It has been suggested that work in author profiling might be relevant to the task of finding typical features, and this is indeed similar, but the focus of profiling is rather on distinguishing groups of authors, e.g. by age or sex. See Rangel et al. (2013) and references there.
In order to identify what is consistent in an author's style, we consider not only the very highest strata of frequent words (i.e. 1-800), but rather a larger set (i.e. 1-5000).
The aim of this is to find features with a very even distribution over an author's works; those used very frequently and those used less frequently. Naturally, very infrequent features will suffer the instability problems associated with sparse data, so we do not imagine using them effectively.
Distinctive features are always identified with respect to a set of comparable authors, and they are simply the features used differently by the candidate under examination and the comparable set.
We turn now to a more formal introduction of Representativeness and Distinctiveness and further explanation of how it can be used in stylometry. More specific applications of the method are presented in Section 4, where we test the method in two different settings.
Representativeness and Distinctiveness
Representativeness and Distinctiveness were introduced in dialectology (Wieling and Nerbonne, 2011) , with the goal of detecting linguistic features that 'marked' the speakers of a particular dialect in contrast to others. In the orginal paper it is used to detect characteristic features (e.g. lexical items), that differ little within the target group of geographical sites (and may therefore be regarded as 'representative') and differ considerably more outside that group (so that they are also 'distinctive' with respect to the other group). It was later extended to function with numerical measures (Prokić, Çöltekin, and Nerbonne, 2012) , and since we will analyze frequency, we will focus on that extension.
In authorship analysis, we examine the words extracted from an author's documents compared to documents by another group of authors (∼the reference set). More exactly, we examine the frequency distribution of the author's vocabulary as it is used across the range of documents (or text segments). The technique begins by identifying which feature frequencies are consistent over the target author's document set. Afterwards, it selects those consistent and thus representative features of that author that are also distinctive with respect to those documents in the (contrasting) reference set.
We assume a set of documents from an author under investigation, D in as well as a set of contrasting documents, D ex , which we need if we are to identify distinctive features. We may also refer to D, D = D in ∪ D ex , the union of the two sets. We assume moreover a distance function diff, which for a given feature f , returns the distance between a pair of documents with respect to f .
The formal definition of Representativeness of a particular feature f for a document set D in (belonging to the target author) is then based on the mean distance of the documents in D in with respect to f :
where the fraction before the summation is based on the number of non-identical pairs in the set D in .
Naturally we also need to know the average distance between pairs of documents, where the first comes from D in and the second from D ex . These allow us to compare the target author to others:
where we assume, as noted above, that D = D in ∪ D ex . We implicitly appeal to the assumed definition in order to suppress the reference to two document sets on the lefthand side of the definition. We deliberately collect feature frequencies not only when they are greater than those in the reference set, but also when they are less.
In order to determine features both representative of a particular author as well as distinctive with respect to other authors, we normalize the average values defined in eq. 1 and eq. 2 above.
where d f is the mean difference between all documents within the document set 
Distinctiveness in Comparing Only Two Authors
The Representativeness and Distinctiveness as defined above compares texts written by an author with a reference set typically comprising many other authors. In some of the experiments (reported in Section 4.1), we present results comparing only two authors.
This subsection discusses the interpretation of the measures in the two-author setting and clarifies further properties of the RD f score.
In the two-author setting, we have two sets of documents, one belonging to author The texts are shown in Table 3 and Table 4 . This data set was preprocessed by removing all punctuation, but retaining contractions and compounds and transforming the data by computing relative frequencies multiplied by 100. Finally, we remove documentspecific features over the whole corpus by probing whether a term appears in at least 2/3 of the documents and discarding it otherwise.
We note that both data preparation steps -limiting features to the most frequent ones and filtering those that do not appear regularly -serve to increase the chance of using features we would call 'representative'. Eliminating infrequent features reduces noise and increases the chance of settling on statistically stable elements. 
Dickens vs. Collins
Charles Dickens is perceived to have a somewhat unique style that sets his pieces apart from his contemporaries (Mahlberg, 2007) . This makes him a good subject for style analysis, as there are likely to be features that distinguish him from others. Thus, Dickens has been focus of numerous stylistic analyses (Mahlberg, 2007; Craig and Drew, 2011; Tabata, 2012 For the comparison between Dickens and Collins, we consider the same data used by Tabata (2012) . The combined data set contains twenty-four documents each for the two author, for which the first ∼5000 most frequent words were extracted. For evaluation, we return to the authorship evaluation task, since, after all, characteristic words should serve to discriminate between authors, but we take care to attend to the words responsible for the discrimination as well.
We use five-fold cross-validation and subsequent clustering of documents which we evaluate using the Adjusted Rand Index (ARI) (Hubert and Arabie, 1985) , where 0 is the expected (chance) value and 1 perfect overlap with a (gold) standard. The input features for clustering are selected by considering the shared items of the n-highest rated features of the two authors, with n iterating from 100 to the total length of the feature input list in steps of fifty, e.g. 100, 150, 200, ... 5000. The distance matrix was computed using the 'Manhattan' distance and subsequent clustering was performed using 'complete link' (Manning, Raghavan, and Schütze, 2008) . Table 5 shows selected results, where Input refers to the features originally selected (Tabata, 2012) .
Further, we can examine prominent features of the two authors in Table 6 , which
shows the fifteen highest rated representative and distinctive features for each author.
The six features in bold are shared by Dickens and Collins and appear among the top fifteen items based on RD f scores. These features are thus not only distinctive, but also representative in their frequency distributions for Dickens and Collins. This means that one of them uses the item consistently more frequently than the other. Considering the consistency of results, the method is likely to be appropriate for two-author comparisons. In the second experiment presented by Tabata (2012) , the task was to identify Dickens' style with respect to a larger reference corpus, in order to detect items that set him apart from other authors of his time rather than only Collins. Thus, we consider the same texts used in that exercise and transformed the data by computing relative frequencies and excluding words not present in at least 2/3 of the complete data set, which reduces it to ∼4000 input features (words). Table 7 shows the cross-validation results for clustering Dickens vs. the reference corpus. As in the previous case, the distance matrix was computed using the 'Manhattan' distance and subsequent clustering was done using 'complete link'. In contrast to the Dickens-Collins comparison, the results are less consistent. In order to obtain a fair number of shared features, the number of input features has to be much greater than in the two-author experiment. Clustering the complete data set shows that seven documents are misclassifiednamely all three novels of Charlotte Brontë as well as one by Thackeray, Smollett, Sterne and Dickens each. Interestingly, all of Austen's novels are correctly attributed, despite the fact that none of her works were part of the training corpus, suggesting that her style is sufficiently similar to her peers. This might also suggest that Austen is not only very consistent within her own texts, but presents a kind of average of the corpus, while certain authors/works deviate more from this.
The only fold that behaves more regularly is fold five, where both the full set and the test set have mediocre to fair results, suggesting that the test documents in this case (Gaskell (1/2), Eliot (4/6), Trollope (2/6), Collins (2/3), Thackeray (1/2)) were a better reflection of the training corpus, which in fact did contain samples of these authors.
Overall, one can conclude that the composition of the reference set, as well as possible prevalence of particular authors might considerably influence the selection of features. Table 8 shows the fifteen highest rated features for both Dickens and the reference corpus. In this case, the scores for each are considerably lower than for Dickens and Collins in the previous experiment. This suggests that consensus over features is more difficult to attain for the larger reference set, which in turn affects the degree of Distinctiveness for Dickens, (even if his features' Representativeness will be the same in this case). The number of shared items is also lower than it was previously when we considered the same number of highest features. However, among the first thirty items of both lists, there are a number of body parts, such as head, faces, and legs, as well as words denoting action, such as looking, shaking and raising, indicating that these indeed distinguish Dickens from his contemporaries, one giving preference to these expressions, while the others are rather avoiding them. While Representativeness and Distinctiveness cannot reveal which of these expressions Dickens himself preferred, taking into consideration previous analyses (Mahlberg, 2007; Tabata, 2012) , we might tentatively conclude that he used the above more frequently than his peers. 
Comparing to Tabata's Random Forests
In the following, we compare our results to the ones obtained by Tabata (2012) , who used Random Forests (RF) Classification on the same two tasks we reported on in the last two sections.
Random Forests Classification
Random Forests (RF) was first introduced by Breiman (2001) and is based on ensemble learning from a large number of decision trees randomly generated from the data set.
The "forest" is created by building each tree individually by sampling n cases (documents) at random with replacement (with n ∼66% of the complete data). At each node, m predictor variables are selected at random from all the predictor variables finally choosing the variable that provides the best split, according to some objective function ( m total number of predictor variables). A new document is classified by taking an average or weighted average or a voting majority in the case of categorical variables.
In terms of interpretability, RF classification offers more transparency than other machine-learning algorithms in that it indicates what variables were important in classification, in the present case, which words were best in separating Dickens from Collins or from the 18 th /19 th century reference set. For both experiments in Tabata (2012), the 300 most frequent words were used as input features, yielding a list of features for Dickens and Collins each, shown in Table 9 and one for Dickens' positive and negative features when compared to the larger reference corpus, as shown in Table 10 . Table 9 . Dickens' markers, when compared to Collins according to Tabata's work using Random Forests.
Dickens' markers very, many, upon, being, much, and, so, with, a, such, indeed, air, off, but, would, down, great, there, up, or, were, head, they, into, better, quite, brought, said, returned, rather, good, who, came, having, never, always, ever, replied, boy, where this, sir, well, gone, looking, dear, himself, through, should, too, together, these, like, an, how, though, then, long, going, its Collins' markers first, words, only, end, left, moment, room, last, letter, to, enough, back, answer, leave, still, place, since, heard, answered, time, looked, person, mind, on, woman, at, told, she, own, under, just, ask, once, speak, found, passed, her, which, had, me, felt, from, asked, after, can, side, present, turned, life, next, word, new, went, say, over, while, far, london, don't, your, tell, now, before However, if we raise the number of features in the input, using ∼5000 for the Dickens / Collins comparison, the number of shared items for Dickens falls to four out of sixty and eleven out of sixty-six for Collins. Considering ∼4000 most frequent words instead of 300 for Dickens / the reference corpus causes a drop to zero out of forty shared words for Dickens and one out of sixty-two for the corpus. The fact that the two methods are similar given a more limited input is not necessarily surprising, but it indicates that while RF performs better on a few, more frequent features, this is not true for Representativeness and Distinctiveness. Comparing the corresponding ARI scores for those 300 input features confirms this; for the two-author experiment, the ARI is also high, but starts dropping relatively quickly on clustering the first 200-250 most prominent features. For the second comparison, the numbers become even less stable, which suggests, that the method struggled more on finding discriminators when only considering the 300 most frequent features.
Thus, the above comparisons indicate that methods are more similar for two-class problems, although this could also be due to the fact that Representativeness and Distinctiveness might possibly be less suited for mixed set comparisons.
Comparing to Burrows' Delta
In order to understand to what extent Representativeness and Distinctiveness are similar or different to other methods extant in the literature, we compare the features emerging from our analysis to those selected (or used) by two other techniques. We begin with a comparison to Burrows' Delta (Burrows, 2002) . Burrows' Delta is an authorship attribution technique used to identify the most likely author for a test document on the most frequent words (1-800 mfw). To perform the test, a corpus of candidate authors is assembled with a couple of documents each and both the mean and standard deviation for all features are calculated over the complete set of features (words). To compute z-scores for individual authors, for each author and feature, one takes the average standardized frequency over his documents and computes z-scores using mean and standard deviation over the whole corpus. The test document is treated similarly also using the corpus'μ andσ. We then compare the test piece's scores to those of a candidate author and take the mean over the absolute differences to obtain a combined score.
Thus, Delta is defined as 'the mean of the absolute differences between the z-scores for a set of word-variables in a given text-group and the z-scores for the same set of word-variables in a target text' (Burrows, 2002) . The Delta scores emerging from the analysis quantify the individual comparisons for each author in the main corpus and a specific test piece, where the lowest distance indicates the closest fit. The Delta zscores refer to z-scores computed over the distribution of Delta scores, e.g. if a value (corresponding to the lowest distance) diverges a lot (from the mean of all differences), it indicates that the author's piece and the test piece are unusually close and that there is no other close competitor (this can be quantified through the z-distribution).
Delta Experiment
Since the two methods have different aims, there is no direct way of comparing the results. The output of Delta are Delta scores and Delta z-scores corresponding to an aggregation over some number of most frequent words -this does not immediately reveal which words were determining the overall proximity or non-proximity to a test document. To determine what features were central in the analysis, one could examine z-scores of individual features before they are combined into the overall Delta score.
For instance, important features for Dickens should show low absolute differences between z-scores of Dickens' set and one of his documents as a test document.
In the following experiment, we consider a classic Delta analysis as well as one that allows for a comparison to characteristic features emerging from applying Representativeness and Distinctiveness to the same data. The data set used for the analysis is the same as the one used in Section 4.2. More specifically, there are twenty-four texts by
Dickens and fifty-five by sixteen other authors. Although this would be a suitably balanced set for Representativeness and Distinctiveness, it is less well suited for applying Delta due to the fact that Dickens is dominating as a single author. For this reason, we reduce Dickens' set in order to prevent his style from dominating the mean and standard deviation over the entire corpus -which are crucial parameters for Delta. We randomly extract eight documents for Dickens and take the remainder as test pieces.
The data was preprocessed as described in Section 3. For the final input we retain the 800 most frequent features.
First considering a classic Delta analysis of the data, the Delta scores reveal that in all sixteen cases, Dickens is rated closest to his own document. Considering the distributions of Delta over all authors, namely Delta z-scores, it seems that under Delta Dickens' documents are not extraordinarily similar to one another based on these test pieces and when compared to the other candidate authors (A typical result is shown in Table 12 ). Further, we can compare the number of top features shared between the methods.
Among the first ∼twenty to thirty most important features, methods share only one term, namely 'hardly'. Among the first 100 words, there are nineteen shared ones:
more, nothing, without, however, old, hardly, she, return, for, entered, stay, about, fu-ture, but, conduct, away, pleased, immediately, entirely, cold, be and than. Considering the first 200 most important ones yields sixty-three shared features; the first 300 raises it to 132 common features.
The above comparison showed that there might not be a very strong or even consistent correlation between features emerging as important from the two methods. Delta scores (per feature) and RD f scores correlate only weakly, from which we conclude that they are genuinely different. However, since they were designed for different purposes any comparison between them is unlikely to be ideal. In our case, Delta requires that one includes fewer documents by Dickens in the main corpus, while more documents would be better for Representativeness and Distinctiveness to estimate Representativeness more reliably. Generally, features that are consistent for a particular author in terms of being avoided or preferred with respect to the main corpus, are likely to emerge under both methods, provided the chosen test piece is also following this regular pattern.
Comparing to Hoover's CoV Tuning
For the comparison between the CoV Tuning method (Hoover, 2014) and Representativeness and Distinctiveness, we again consider the Dickens/Collins data set.
The CoV Tuning method was introduced to 'identify words used fairly frequently and in many texts but with widely varying frequencies'. For this purpose, one con- Finally, we consider highly rated words shared by both methods, when Representativeness and Distinctiveness is applied as usual.
Clustering with the CoV In order to restrict the number of input features, different thresholds were explored, but only a very high threshold of 'appearance in at least 98% of the documents' proved effective in terms of clustering (practically, this included features appearing in all documents). This reduced the data to 1063 input features. Table 14 shows the results for clustering different levels of top features for the CoV.
The distance matrix was computed using the 'Manhattan' distance and clustering was done using 'complete link'. The clustering result is evaluated using the Adjusted Rand Index (ARI). The results indicate, that in this case at least 350 features are required and clustering results are highest on 400-800 features.
Comparing CoV Tuning and Representativeness / Distinctiveness In order to investigate correlations between the two methods, we consider the highest features emerging under CoV Tuning with respect to clustering and consider the exact same features ordered by their RD f scores. A high correlation in terms of rank would be marked by a high Spearman's ρ, close to 1. Table 15 shows selected levels of the ranking correlations of CoV and RD f scores for both Dickens and Collins. Occasionally, there are stronger correlations for Collins' scores and the CoV, but since these are also negative, (Tabata, 2012) . Further, we compare the features chosen by CoV and RD (for Dickens) on the exact same input of 1063 features appearing in all documents. The overlap of highest ranked features is greater after the first 100 words, but less than one might expect on the same input, if the methods were choosing features in a similar fashion.
In terms of a general comparison, we note that CoV Tuning requires virtually no computation time compared to the expensive pairwise comparisons of documents needed for Representativeness and Distinctiveness.
Disregarding any particular author in the set (unsupervised approach), as it is done in CoV Tuning, potentially offers more possibilities for evaluation than a supervised technique, where accuracy of selected features can only be heuristically evaluated for instance, by clustering. The fact that CoV Tuning is successful at all, considering it operates only by measuring variability of frequent features is impressive -however this potentially indicates a different application area than Representativeness and Distinctiveness, where the focus is on author-dependent consistency of usage regardless of exact frequency strata. There is an overlap, nevertheless, if only at a theoretical level, as items appearing in most documents as well as being highly variable might be more likely to vary between than within authors. 
Conclusion
This work has introduced Representativeness and Distinctiveness, a simple statistical measure to identify features that an author uses consistently and in a way that distinguishes him/her from others. The technique requires a substantial number of documents of each author (in order to gauge consistency), and its performance wanes when one set is less homogenous. Different comparisons to other techniques applied in the domain, both well established and recently introduced ones, indicate more differences than similarities to Representativeness and Distinctiveness. Through its ability to analyze both frequent as well as less frequent features renders it a powerful and promising technique for stylometric analysis in authorship.
Future considerations We should like to be able to characterize the extent to which one can consider a feature score high or low in an absolute sense as opposed to merely high or low with respect to the other features for a particular author. For instance, there are authors, such as Jane Austen, who are rather consistent in vocabulary use throughout their different works and who might thus be more likely to end up with higher representative scores than authors displaying less consistency, such as for instance Mark
Twain, who is seen to be more volatile. Future work might therefore include exploring the properties of high and low RD f scores in order to be able to generalize about the degree to which an author is consistent over his works and different from others.
Our goal in this paper was to suggest an emphasis in stylometry on features whose frequency distributions might be regarded as fairly characteristic for a given author as opposed to those that serve to discriminate the author from others. Our comparisons have indicated that these two characterizations may be very different. As stylometry evolves to encompass syntactic features, which we suspect will be less numerous than the very large vocabularies of authors, the shift in emphasis may become more important.
