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CLUSTER ALGEBRAS ARISING FROM CLUSTER TUBES II: THE
CALDERO-CHAPOTON MAP
CHANGJIAN FU, SHENGFEI GENG, AND PIN LIU
Abstract. We continue our investigation on cluster algebras arising from cluster tubes. Let C be a
cluster tube of rank n + 1. For an arbitrary basic maximal rigid object T of C, one may associate
a skew-symmetrizable integer matrix BT and hence a cluster algebra A(BT ) to T . We define an
analogue Caldero-Chapoton map XT
M
for each indecomposable rigid object M ∈ C and prove that
XT? yields a bijection between the indecomposable rigid objects of C and the cluster variables of the
cluster algebra A(BT ). The construction of the Caldero-Chapoton map involves Grassmanians of
locally free submodules over the endomorphism algebra of T . We also show that there is a non-trivial
C×-action on the Grassmanians of locally free submodules, which is of independent interest.
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1. Introduction
Cluster algebras were introduced by Fomin and Zelevinsky [11] with the aim to set up a combina-
torial framework for the study of total positivity in algebraic groups and canonical bases in quantum
groups. Since their appearance, the combinatorial structure of cluster algebras has rapidly been found
in many other branches of mathematics such as Poisson geometry, Teichmu¨ller theory and representa-
tion theory of algebras (cf. [21]). The discovery in representation theory motivated the development
of cluster-tilting theory in cluster categories [4] or more generally in (2-Calabi-Yau) triangulated cat-
egories [18, 22, 23]. Meanwhile, cluster-tilting theory provided us with additive categorifications for
cluster algebras of skew-symmetric type. In the categorification theory, the cluster-tilting objects and
the so-called Caldero-Chapoton map [7] or Palu’s cluster character [25] played central roles, which
enable us to realize cluster algebra via the geometric structures of objects in the corresponding 2-
Calabi-Yau category (cf. also [14, 26]). Despite great progress during the last decade, the existence of
Caldero-Chapoton maps for cluster algebras of skew-symmetrizable type is still open wildly. According
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to Fomin-Zelevinsky’s classification theorem, cluster algebras of finite type are parametrized by finite
root systems. The existence of Caldero-Chapoton maps for cluster algebras of finite type has not yet
been established for type Bn,Cn and F4.
Cluster tubes are 2-Calabi-Yau triangulated categories, which admit no cluster-tilting objects but
only maximal rigid objects. Nevertheless, Buan et al. [5] proved that the combinatorics of basic maximal
rigid objects in cluster tubes provided categorifications for the combinatorics of cluster algebras of type
C. In [32], an analogue Caldero-Chapoton map has been established with respect to a special choice
of acyclic initial seed, which implies that cluster tubes do provide additive categorifications for cluster
algebras of type C. However, we remark that most of the combinatorics and properties (e.g. the
denominator vectors, g-vectors and the Caldero-Chapoton map) of a cluster algebra depend on the
choice of the initial seed.
The present paper continues our investigation on cluster algebras arising from cluster tubes in a
full generality initiated in [13]. Here we establish the Caldero-Chapoton formula XT? with respect to
an arbitrary initial seed (cf. Section 4 and Theorem 4.1), where T is a basic maximal rigid object.
This generalizes the work of Zhou and Zhu [32] in a full generality and completes the existence of
Caldero-Chapoton maps for cluster algebras of type C. We remark that there are other generalization
of the Caldero-Chapoton formula to the skew-symmetrizable case in [9, 27, 28, 16]. But all of them are
restricted to the case of acyclic initial seeds. It seems likely that our consideration is the first attempt
to establish the Caldero-Chapton formula for skew-symmetrizable cluster algebras with respect to non-
acyclic initial seeds. Our definition of Caldero-Chapoton map XT? involves varieties consisting of locally
free submodules over the endomorphism algebra of T . We remark that the consideration of variety
consisting of locally free submodules also appears in the recent work of Geiss et al. [16]. In [16],
Geiss et al. obtained a Caldero-Chapoton formula for an arbitrary cluster algebra of finite type with
acyclic initial seed via the category of locally free modules over certain Iwanaga-Gorenstein algebras
introduced in [15]. Compare to [16], we only deal with cluster algebras of type C but with no restriction
on initial seeds. Even for the case of cluster algebras of type C with acyclic initial seeds, our proof of
Theorem 4.1 is also completely different from the one of [16]. In fact, our proof goes back to [7, 10].
However, it is not possible to apply the proof of [7, 10] directly, since in general the intersection of
locally free submodules is no longer locally free. In order to establish the main result, we show that
there is a natural C×-action on the Grassimanians of locally free submodules. Another key step in our
proof is to introduce an auxiliary Grassmanian which considers locally free submodules with an extra
structure (cf. Section 5 for details).
The paper is organized as follows. In Section 2, we recall the required background from cluster
algebras and cluster tubes. After introducing the necessary definitions and notations, we state the
main result (Theorem 3.6) in Section 3. We restate the main result as Thoerem 4.1 in Section 4 by
using coindex. The rest of Section 4 is then devoted to study the properties of index and coindex.
In Section 5, we show that there is a natural C×-action on Grassmanians of locally free submodules
(Lemma 5.1). We introduce an auxiliary Grassmanian with respect to an Auslander-Reiten sequence
and study the basic properties for Grassimanian of locally free submodules following [7, 10]. The results
obtained in Section 4 and 5 are applied to prove our main result (Theorem 3.6) in Section 6.
Convention. Let C be the field of complex number. We denote by C× the set of nonzero elements
in C. Fix a positive integer n, we denote by e1, · · · , en the standard basis of Zn. For a matrix B, we
denote by Btr the transpose of B. For a vector β ∈ Zn and 1 ≤ i ≤ n, let [β : i] be the i-th component
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of β. For an object M in a category C, denote by M⊕n the direct sum of n copies of M and |M | the
number of non-isomorphic indecomposable direct summands of M . Denote by addM the subcategory
of C consisting of objects which are finite direct sum of direct summands of M . For an arrow α : i→ j,
we denote by s(α) = i the source of α and t(α) = j the target of α.
2. Cluster algebras and cluster tubes
Throughout this article, we fix a positive integer n.
2.1. Cluster algebras. For an integer a, we set [a]+ = max{a, 0} and sgn(a) =
 a|a| a 6= 00 a = 0 . Let
F be the field of rational functions in n indeterminates with coefficients in Q. A seed of F is a
pair (B,x) consisting of a skew-symmetrizable matrix B = (bij) ∈ Mn(Z) and a free generating set
x = {x1, · · · , xn} of the field F .
For any 1 ≤ k ≤ n, the seed mutation of (B,x) in the direction k transforms (B,x) into a new seed
µk(B,x) = (B
′,x′), where
• the entries b′ij of B
′ are given by
b′ij =
−bij if i = k or j = k,bij + sgn(bik)[bikbkj ]+ else.
• the cluster x′ = {x′1, · · · , x
′
n} is given by x
′
j = xj for j 6= k and x
′
k ∈ F is determined by the
exchange relation
x′kxk =
n∏
i=1
x
[bik]+
i +
n∏
i=1
x
[−bik]+
i .
Let Tn be the n-regular tree whose edges are labeled by the numbers 1, 2, · · · , n, so that the n edges
emanating from each vertex receive different labels. Fix a seed (B,x) as initial seed, a cluster pattern
is the assignment of a seed (Bt,xt) to each vertex t of Tn such that
• the seeds assigned to vertices t and t′ linked by an edge labeled k are obtained from each other
by the seed mutation µk;
• there exists a vertex t0 ∈ Tn such that (Bt0 ,xt0) = (B, x).
A cluster pattern is uniquely determined by an assignment of the initial seed (B,x) to any vertex
t0 ∈ Tn. The matrix Bt is the exchange matrix and xt is the cluster of the seed (Bt,xt). Elements of
the cluster xt are cluster variables of (Bt,xt). Cluster variables in xt0 are initial cluster variables. The
cluster algebra A(B) := A(B,x) is the subalgebra of F generated by all of the cluster variables. The
cluster algebra A(B) is of skew-symmetric type provided that B is skew-symmetric, otherwise A(B) is
of skew-symmetrizable type.
A cluster algebra is of finite type if it has only finitely many cluster variables. Fomin and Zelevin-
sky [12] proved that the cluster algebras of finite type are parametrized by the finite root systems. Let
B = (bij) ∈ Mn(Z) be a skew-symmetrizable matrix. The Cartan couterpart A(B) = (cij) of B is an
n× n integer matrix such that cii = 2 for i = 1, · · · , n and cij = −|bij | for i 6= j. In particular, A(B)
is a generalized Cartan matrix. According to [12], the cluster algebra A(B) is of type Cn if there is a
vertex t ∈ Tn such that the Cartan counterpart A(Bt) is a generalized Cartan matrix of type Cn.
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2.2. Cluster tubes. Let ∆n+1 be the cyclic quiver with n + 1 vertices. We label the vertex set by
{1, 2, · · · , n+1} such that the arrows are precisely from vertex i to i+1 (taken modulo n+1). Denote
by T := Tn+1 the category of finite-dimensional nilpotent C-representations over the opposite quiver
∆opn+1. The category T is called a tube of rank n+1, which is a hereditary abelian category. Moreover,
T is standard, i.e. the subcategory of T consisting of the indecomposable objects is equivalent to the
mesh category of the Auslander-Reiten (AR for short) quiver of T . Each indecomposable object of T
is uniquely determined by its socle and its length. For 1 ≤ a ≤ n + 1 and b ∈ N, we will denote by
(a, b) the unique indecomposable object with socle the simple at vertex a and of length b.
Let Db(T ) be the bounded derived category of T with suspension functor Σ. Let τ be the AR
translation of Db(T ), where τ(a, b) = (a−1, b). The cluster tube of rank n+1 is the orbit category C :=
Cn+1 = D
b(T )/τ−1 ◦ Σ. The category C admits a canonical triangle structure such that the canonical
projection pi : Db(T ) → C is a triangle functor (cf. [3, 5]). Moreover, it is a Calabi-Yau triangulated
category with Calabi-Yau dimension of 2 (cf. [19]). The AR-translation τ and the suspension functor
Σ of Db(T ) induce the AR-translation and the suspension functor of C. By abuse of notations, we still
denote by τ and Σ the AR-translation and the suspension functor of C respectively. We remark that
there is an isomorphism of functors τ
∼
−→ Σ in the category C. The composition of the embedding of
T into Db(T ) with the canonical projection pi yields a bijection between the indecomposable objects
of T and the indecomposable objects of C. We always identify the objects of T with the ones of C
by the bijection. In particular, we may say the length of an indecomposable object of C. For an
indecomposable object X ∈ C, we will denote by l(X) the length of X .
Let X,Y be indecomposable objects of T , by definition of C and the fact that T is hereditary, we
have
HomC(X,Y ) = HomDb(T )(X,Y )⊕ HomDb(T )(X, τ
−1 ◦ ΣY ).
According to the Auslander-Reiten duality, we obtain (cf. Lemma 2.1 of [5])
Lemma 2.1. Let X,Y be indecomposable objects of T , we have
HomC(X,Y ) ∼= HomT (X,Y )⊕DHomT (Y, τ
2X).
Following [5], morphisms in HomDb(T )(X,Y ) are called T -morphisms from X to Y and morphisms
in HomDb(T )(X, τ
−1 ◦ΣY ) are called D-morphisms from X to Y . Each morphism from X to Y in C can
be written as the sum of a T -morphism with a D-morphism. It is also well-known that the composition
of two T -morphisms is also a T -morphism, the composition of a T -morphism with a D-morphism is a
D-morphism, and the composition of two D-morphisms is zero, and no T -morphism can factor through
a D-morphism.
For each indecomposable object X = (a, b) ∈ T with b ≤ n, the wing WX determined by X is the set
of indecomposables whose position in the AR-quiver is in the triangle with X on top. We also denote
by X⊏ the support of HomT (X,−) in T . Namely, X
⊏ consists of indecomposable objects Y of T such
that HomDb(T )(X,Y ) 6= 0. Dually, we may define
⊐X to be the support of HomT (−, X) in T . By
Lemma 2.1, we clearly know that an indecomposable object Y ∈ C satisfies that HomC(X,Y ) 6= 0 if
and only if Y ∈ X⊏ ∪ ⊐τ2X .
The following result is a consequence of Lemma 2.1 and the fact that T is standard.
Lemma 2.2. Let X and Y be indecomposable objects of C with l(X) = n. If Y ∈ WτX , then
HomC(X,Y ) = 0; if Y ∈ X⊏ ∩⊐ τ2X, then dimC HomC(X,Y ) = 2.
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2.3. Algebras arising from cluster tubes. We first recall the definition of basic maximal rigid
objects in a 2-Calabi-Yau triangulated category. Let D be a Hom-finite 2-Calabi-Yau triangulated
category with suspension functor Σ. An object T ∈ D is rigid provided Ext1D(T, T ) = 0 and it is
maximal rigid if it is rigid and Ext1D(X ⊕ T,X ⊕ T ) = 0 implies that X ∈ addT . A rigid object T ∈ D
is called a cluster-tilting object if Ext1D(T, Y ) = 0 implies that Y ∈ addT .
It was proved in [5] that the cluster tube C has no cluster-tilting objects but only maximal rigid
objects. Moreover, the following descriptions of maximal rigid objects were given.
Lemma 2.3.
(1) An indecomposable object X in C is rigid if and only if it has length l(X) ≤ n;
(2) Let T be an arbitrary basic maximal rigid object of C. Then |T | = n and T admits a unique
indecomposable direct summand, say T1, with length n. Moreover, each indecomposable direct
summand of T lies in the wing WT1 .
Let T =
⊕n
i=1 Ti be a basic maximal rigid object of C with indecomposable direct summands
T1, · · · , Tn. Denote by A := EndC(T ) the endomorphism algebra of T and modA the category of
finitely generated right A-modules. An object X ∈ C is finitely presented by T if there is a triangle
TX1 → T
X
0
f
−→ X → ΣTX1
in C, where TX1 , T
X
0 ∈ addT . Let pr T be the full subcategory of C consisting of objects which are
finitely presented by T . A general result of [31] implies that rigid objects of C belong to pr T . The
functor
F := HomC(T,−) : C → modA
induces an equivalence of categories
F : pr T/ addΣT
∼
−→ modA,
where pr T/ addΣT is the additive quotient of pr T by morphisms factorizing through addΣT . Moreover,
the restriction of the functor F to the subcategory addT (resp. addΣ2T ) yields an equivalence between
addT (resp. addΣ2T ) and the category of finitely generated projective (resp. injective) A-modules.
Let τA be the AR translation of modA. Recall that an A-module M is τA-rigid if HomA(M, τAM) = 0
(cf. [1]). The following bijection has been proved in [8, 24].
Proposition 2.4. The functor F induces a bijection between the indecomposable rigid objects in
C\ addΣT and the indecomposable τA-rigid A-modules.
We now associate a quiver QT to T , whose vertices correspond to the indecomposable direct sum-
mands of T and the arrows from the indecomposable direct summand Ti to Tj is given by the dimension
of the space of irreducible maps rad(Ti, Tj)/ rad
2(Ti, Tj), where rad(−,−) is the radical of the category
addT . For simplicity, we will also denote the vertex set Q0 of QT by Q0 = {1, 2, · · · , n}, where the
vertex i corresponds to Ti for i = 1, · · · , n. It is clear that the quiver QT coincides with the Gabriel
quiver of A.
Let Qn be the set of quivers with n vertices satisfying the following conditions:
(a) All non-trivial minimal cycles of length at least 2 in the underlying graph is oriented and of
length 3;
(b) Any vertex has at most four neighbors;
(b) If a vertex has four neighbors, then two of its adjacent arrows belong to one 3-cycle, and the
other two belong to another 3-cycle;
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(d) If a vertex has three neighbors, then two of its adjacent arrows belong to one 3-cycle, and the
third one does not belong to any 3-cycle;
(e) There is a unique loop ρ at a vertex t which has one neighbor, or has two neighbors and its
traversed by a 3-cycle.
It has been proved in [29, 30] that the quiver QT belongs to Qn. Moreover, the endomorphism algebra
A of T is determined by its underlying Gabriel quiver QT . Namely,
Theorem 2.5. An algebra is the endomorphism algebra of a basic maximal rigid object in the cluster
tube C if and only if it is isomorphic to CQ/I for some Q ∈ Qn, where I is the ideal generated by the
square of the unique loop ρ and all paths of length 2 in a 3-cycle.
As a direct consequence of Theorem 2.5, the endomorphism algebra A = EndC(T ) is a gentle algebra
and there is a unique loop ρ in the Gabriel quiver QT of A. It is clear that the source of the unique
loop ρ is the vertex corresponding to the unique indecomposable direct summand of T with length n.
We refer to [6] for the definition and basic results for gentle algebras. For later use, let us recall the
definition of string and the construction of string modules for the algebra A. Let IT be the ideal of
CQT as in Theorem 2.5.
For any arrow β of QT , denote by β
−1 a formal inverse for β, with s(β−1) := t(β) and t(β−1) := s(β).
A word w = αnαn−1 · · ·α1 of arrows and their formal inverses is called a string of length n ≥ 1 if
αi 6= α
−1
i+1, t(αi) = s(αi+1) for all 1 ≤ i < n, and no subword αi+rαi+r−1 · · ·αi nor its inverse belongs
to IT . For each vertex u of QT , we define two strings 1(u,δ), δ = ±1, with both s(1(u,δ)) = u and
t(1(u,δ)) = u, and define 1
−1
(u,δ) = 1(u,−δ). For each string w of A, one defines a unique string module
M(w) for A following [6]. Note that a right A-module identifies a representation of QopT satisfying the
opposite relations IopT . For any string w = αnαn−1 · · ·α1 or w = 1(u,t) of A, we define a representation
M(w) of QopT as follows. Let u(i) = s(αi+1), 0 ≤ i < n and u(n) = t(αn) = t(w). For each vertex v of
QopT , set Iv = {i | u(i) = v} ⊆ {0, 1, · · · , n}. Let M(w)v be a vector space spanned by the base vectors
zi, i ∈ Iv. For any arrow β in QT , if αi = β, define β−1(zi) = zi−1; if αi = β−1, define β−1(zi−1) = zi
for 1 ≤ i ≤ n; otherwise set the linear map associated to β−1 to be zero. Then M(w) is the right string
A-module associated to the string w.
Example 2.6. Let A be the C-algebra given by the quiver Q
1
ρ
α
❂
❂❂
❂
3
γ @@✁✁✁✁
2
β
oo
bound by the relations βα = 0, γβ = 0, αγ = 0 and ρ2 = 0. We know that A is the endomorphism
algebra of a basic maximal rigid object, say T = T1 ⊕ T2 ⊕ T3, in the cluster tube C4 by Theorem 2.5.
Let w1 = αργ and w2 = αρ
−1γ be two strings for A. The right A-modules M(w1) and M(w2) are
described as follows
M(w1) = C⊕ C
[
0 1
0 0
]
[
1
0
]
{{✇✇
✇✇
✇
C
0 // C
[0 1]cc●●●●●
M(w2) = C⊕ C
[
0 0
1 0
]
[
1
0
]
{{✇✇
✇✇
✇
C
0 // C.
[0 1]dd❍❍❍❍❍
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It has been proved in [29, 30] that A is of representation-finite type. Hence each indecomposable
A-module is a string module and has a presentation as M(w) for some string w.
Lemma 2.7. Let T =
⊕n
i=1 Ti be a basic maximal rigid object of C with l(T1) = n. Denote by
A = EndC(T ) the endomorphism algebra of T . For each indecomposable A-module M , we have either
[dimM : 1] = 0 or [dimM : 1] = 2.
Proof. By the assumption l(T1) = n, we know that the source of the unique loop ρ is the vertex 1.
According to Theorem 2.5 and the description of Qn, we conclude that for each string w, ρ and its
formal inverse ρ−1 appear in w at most once. Now the result follows from the construction of string
modules. 
2.4. Cluster algebras arising from cluster tube. For a given basic maximal rigid object T =
T ⊕ Tk in C with indecomposable direct summand Tk, the mutation µk(T ) of T at Tk is a basic
maximal rigid object obtained by replacing Tk by another indecomposable object T
∗
k . The objects T
∗
k
and Tk are related by the following exchange triangles
T ∗k
f
−→ UTk,T\Tk
g
−→ Tk → ΣT
∗
k and Tk
f ′
−→ U ′Tk,T\Tk
g′
−→ T ∗k → ΣTk,
where f , f ′ are minimal left addT -approximations and g, g′ are minimal right addT -approximations.
In this case, T is called an almost complete maximal rigid object and (Tk, T
∗
k ) is an exchange pair of C.
For each basic maximal rigid object T =
⊕n
i=1 Ti, we define a matrix BT = (bij) ∈Mn(Z) as follows
bij = mUTj,T\TjTi −mU ′Tj,T\Tj
Ti,
where mYX denotes the multiplicity of X as a direct summand of Y . The following observation
interprets the matrix BT via the quiver QT (cf. Lemma 2.12 of [13]).
Lemma 2.8. Let T =
⊕n
i=1 Ti be a basic maximal rigid object of C with l(T1) = n and QT its
associated quiver. Let BT = (bij) ∈ Mn(Z) be the skew-symmetrizable matrix associated to T . Then
for i 6= j, we have
bij =
|{arrows Ti → Tj}| − |{arrows Tj → Ti}| j 6= 1;2|{arrows Ti → T1}| − 2|{arrows T1 → Ti}| j = 1.
The matrix BT is skew-symmetrizable and the associated cluster algebra A(BT ) is of type Cn [5]. It
is known that the matrix BT and the matrix of the mutation µk(T ) are related by Fomin-Zelevinsky’s
matrix mutation at k, i.e. µk(BT ) = Bµk(T ). Moreover, the following result was proved (cf. Theorem
3.5 of [5]).
Theorem 2.9. Let T be a basic maximal rigid object of C and AT := A(BT ) the associated cluster
algebra. There is a bijection between the set of indecomposable rigid objects of C and the set of cluster
variables of AT . The bijection induces a bijection between the basic maximal rigid objects of C and
the clusters of AT such that ΣT corresponds to the initial cluster of AT . Moreover, the bijection is
compatible with mutations.
2.5. Another construction of the matrix BT . In this subsection, we give another construction
of the matrix BT for a basic maximal rigid object T =
⊕n
i=1 Ti. Recall that A = EndC(T ) is the
endomorphism algebra of T . Let Si be the simple A-module associated to the indecomposable direct
summand Ti. Let W be the sum of the cube of the unique loop ρ and all 3-cycles of QT which gives a
potential on QT . Then A is isomorphic to the Jacobian algebra J(QT ,W ) associated to the quiver with
potential (QT ,W ) (cf. Section 6 in [30] for details). To the quiver with potential (QT ,W ), one may
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construct a so-called Ginzburg dg algebra Γ := Γ(QT ,W ) and we refer to [2] for the precisely construction
of Ginzburg dg algebras and the Jacobian algebras associated to quivers with potentials (cf. also [17]).
Let D(Γ) be the derived category of Γ with suspension functor Σ and Dfd(Γ) the finite dimensional
derived category of Γ. Namely, Dfd(Γ) is the full subcategory of D(Γ) of dg Γ-modules whose homol-
ogy is of finite total dimension, which is a 3-Calabi-Yau triangulated category (cf. [20]). Denote by
G0(Dfd(Γ)) the Grothendieck group of Dfd(Γ). Let 〈−,−〉Γ : G0(Dfd(Γ)) × G0(Dfd(Γ)) → C be the
Euler bilinear form of G0(Dfd(Γ)) given by
〈[X ], [Y ]〉Γ :=
∑
i∈Z
(−1)i dimCHomDfd(Γ)(X,Σ
iY ),
where X,Y ∈ Dfd(Γ). Note that Γ is a non-positive dg algebra, which implies that there is canonical
bounded t-structure on Dfd(Γ) whose heart is equivalent to the category modA (cf. [2]). In partic-
ular, the Euler form 〈−,−〉Γ induces an anti-symmetric Euler bilinear form 〈−,−〉a : G0(modA) ×
G0(modA)→ C of G0(modA). More precisely, for any M,N ∈ modA, we may regard M,N as objects
of Dfd(Γ) and we have
〈[M ], [N ]〉a := 〈[M ], [N ]〉Γ =
∑
i∈Z
(−1)i dimC HomDfd(Γ)(M,Σ
iN)
= dimC HomA(M,N)− dimC Ext
1
A(M,N)− dimC HomA(N,M) + dimC Ext
1
A(N,M),
where the last equality follows from the 3-Calabi-Yau property of Dfd(Γ).
We also introduce the truncated Euler form 〈−,−〉≤1 on modA. For any M,N ∈ modA, we define
〈M,N〉≤1 := dimC HomA(M,N)− dimC Ext
1
A(M,N).
It is clear that 〈[M ], [N ]〉a = 〈M,N〉≤1 − 〈N,M〉≤1. By definition of BT and Lemma 2.8, we clearly
have the following characterization of BT via the anti-symmetric Euler bilinear form 〈−,−〉a.
Proposition 2.10. Let T =
⊕n
i=1 Ti be a basic maximal rigid object of C with l(T1) = n and
BT = (bij) ∈Mn(Z) the skew-symmetrizable matrix associated to T . Then
bij =
 〈Si, Sj〉a, j 6= 1;2〈Si, Sj〉a, j = 1.
3. The main theorem
Let T =
⊕n
i=1 Ti be a basic maximal rigid object of C with l(T1) = n. Let A = EndC(T ) be the
endomorphism algebra of T and modA the category of finitely generated right A-modules. Denote by
τA the AR translation of modA. Let e1, · · · , en be the primitive idempotents of A corresponding to
T1, · · · , Tn respectively. Denote by Ii the indecomposable injective A-module associated to ei. Recall
that we have an equivalence F : pr T/ addΣT → modA.
3.1. Locally free modules. An A-module M is locally free if Mei is free as a right eiAei-module for
each i = 1, · · · , n. It is known that the subcategory of locally free A-modules is closed under extensions.
For a locally free A-module M , the integer vector
rankM = (r(Me1), · · · , r(Men))
tr ∈ Zn
is called the rank vector of M , where r(Mei) is the rank of Mei as a free eiAei-module.
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Remark 3.1. According to Lemma 2.3 and the assumption that l(T1) = n. We have
eiAei ∼= EndC(Ti) ∼=
C[x]/(x2) i = 1;C else.
Consequently, an A-module M is locally free if and only if Me1 is a free e1Ae1-module. Moreover,
if M is a locally free A-module with dimension vector dimM = (m1,m2, · · · ,mn)tr, then rankM =
(m12 ,m2, · · · ,mn)
tr. By Lemma 2.7, we have either [rankM : 1] = 0 or [rankM : 1] = 1 for an
indecomposable locally free A-module M .
Lemma 3.2. Each indecomposable τA-rigid A-module is locally free.
Proof. By Proposition 2.4, each indecomposable τA-rigid A-module is isomorphic to F (X) for some
indecomposable rigid object X ∈ C\ addΣT . According to Remark 3.1, it suffices to show that
F (X)e1 = HomC(T1, X) is a free EndC(T1)-module. Each indecomposable rigid object X lies either in
WτT1 or T
⊏
1 ∩
⊐ τ2T1. If X ∈ WτT1 , then HomC(T1, X) = 0 and hence F (X) is a locally free A-module.
Now assume that X ∈ T⊏1 ∩
⊐ τ2T1. Recall that we have
HomC(T1, X) = HomDb(T )(T1, X)⊕ HomDb(T )(T1, τ
−1ΣX).
In this case, we have
dimC HomDb(T )(T1, X) = 1 = dimC HomDb(T )(T1, τ
−1ΣX).
To show that HomC(T1, X) is a free EndC(T1)-module, it suffices to show that each non-zero morphism
in HomDb(T )(T1, τ
−1ΣX) factors through a morphism in HomDb(T )(T1, τ
−1ΣT1). Let f ∈ HomT (T1, X)
be a non-zero morphism. By Lemma 2.11(iii) of [13], f induces an isomorphism
HomT (X, τ
2T1) ∼= HomT (T1, τ
2T1)
which fits into the following commutative diagram
HomT (X, τ
2T1)
∼=

HomT (f,τ
2T1) // HomT (T1, τ2T1)
∼=

DHomDb(T )(τT1,ΣX)
D Hom
Db(T )
(τT1,Σf)
// DHomDb(T )(τT1,ΣT1).
Consequently, we have an isomorphism
HomDb(T )(T1, τ
−1ΣT1)
Hom
Db(T )
(T1,τ
−1Σf)
−−−−−−−−−−−−−−→ HomDb(T )(T1, τ
−1ΣX),
which implies the desired result. 
Lemma 3.3. Assume moreover that T1 = (1, n). For each 1 ≤ i < n, the module F ((i, n + 1)) is
locally free with
dimF ((i, n+ 1)) = dimF ((i+ 1, n− 1)).
Consequently, if F ((i, n+1)) =M(a1 · · · asρas+1 · · ·ar), then F ((i+1, n−1)) = M(a1 · · ·asρ−1as+1 · · · ar),
where a1, · · · , ar are (formal) arrows of the quiver QT and ρ is the unique loop.
Proof. Since T is standard, we have
dimC HomDb(T )(T1, (i, n+ 1)) = 1 = dimC HomDb(T )(T1, τ
−1Σ(i, n+ 1)).
Now similar to Lemma 3.2, one can show that F ((i, n+1)) is locally free with [dimF ((i, n+1)) : 1] = 2.
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According to Lemma 2.3 (2), each indecomposable direct summand Ti belongs to W(1,n). In order
to prove dimF ((i, n+1)) = dimF ((i+1, n−1)), it suffices to show that for any indecomposable object
X ∈ W(1,n), we have
dimC HomC(X, (i, n+ 1)) = dimC HomC(X, (i + 1, n− 1)).
The setW(1,n) can be divided into the following five disjoint subsets: S1 :=W(1,n)\(W(1,i)∪W(i+1,n−i)),
S2 =: ⊐(i, 1) ∩ W(1,n), S3 := (i + 1, 1)
⊏ ∩ W(1,n), S4 := W(1,i−1),S5 := W(i+2,n−i−1). A direct
computation shows that
• for any X ∈ S1, dimC HomC(X, (i, n+ 1)) = 2 = dimC HomC(X, (i+ 1, n− 1));
• for any X ∈ S2 ∪ S3, dimC HomC(X, (i, n+ 1)) = 1 = dimC HomC(X, (i + 1, n− 1));
• for each X ∈ S4 ∪ S5, dimC HomC(X, (i, n+ 1)) = 0 = dimC HomC(X, (i + 1, n− 1)).
The remain statement follows from the description of Qn in Section 2.3. 
3.2. Grassmanian of locally free modules. For an integer vector e = (a1, a2, · · · , an)tr ∈ Nn, we
set ê = (2a1, a2, · · · , an)tr ∈ Nn. For each locally free A-module M and e ∈ Nn, we consider the
following quasi-projective variety
Grlfe (M) := {N ⊆M | N is a locally free submodule of M with rankN = e}.
It is clear that Grlfe (M) is a subvariety of
Grê(M) := {N ⊆M | N is a submodule of M with dimN = ê}.
Moreover, if M is indecomposable, then Grlfe (M) = Grê(M) by Remark 3.1. We denote χ(Gr
lf
e (M))
the Euler-Poincare´ characteristic. The following result has been established in [16].
Lemma 3.4. Let M and N be locally free A-modules. For g ∈ Nn, we have
χ(Grlfg (M ⊕N)) =
∑
e+f=g
χ(Grlfe (M))χ(Gr
lf
f (N)).
As an application of Lemma 3.3, we have
Corollary 3.5. Assume that T1 = (1, n). For each e ∈ Nn and 1 ≤ i < n, we have
χ(Grlfe (F ((i, n+ 1)))) = χ(Gr
lf
e (F ((i + 1, n− 1)))).
Proof. By Lemma 3.3 and the construction of indecomposable string modules(cf. Section 2.3), F ((i, n+
1)) and F ((i+ 1, n− 1)) can be written as
F ((i, n+ 1)) : · · · // V1
f21 // C⊕ C
[
0 0
1 0
]
 f13 // V3 // · · ·
F ((i + 1, n− 1)) : · · · // V1
f21 // C⊕ C
[
0 1
0 0
]
XX
f13 // V3 // · · · .
Now it is not hard to see that for each e ∈ Nn
Grlfe (F ((i, n+ 1)))
∼= Grlfe (F ((i + 1, n− 1)))
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and hence χ(Grlfe (F ((i, n+ 1)))) = χ(Gr
lf
e (F ((i+ 1, n− 1)))). 
3.3. The Caldero-Chapoton map. Let x1, · · · , xn be n indeterminants and Q[x
±
1 , · · · , x
±
n ] the ring
of Laurent polynomials in variables x1, · · · , xn with coefficients in Q. For an integer vector α =
(m1, · · · ,mn)tr ∈ Zn or an element α = m1[T1] + · · ·+mn[Tn] ∈ G0(addT ), we write
xα :=
n∏
i=1
xmii .
Let BT be the skew-symmetrizable matrix associated to T (cf. Section 2.4). Denote by AT := A(BT )
the cluster algebra without coefficients associated to T . For a locally free A-module M with a minimal
injective resolution
0→M →
n⊕
i=1
I⊕aii →
n⊕
i=1
I⊕bii ,
we define i(M) := (a1− b1, · · · , an− bn)tr ∈ Zn. The Caldero-Chapoton map or Palu’s cluster character
XM of M (with respect to T ) is defined as follows
XM = x
−i(M)
∑
e
χ(Grlfe (M))x
BT e ∈ Q[x±1 , · · · , x
±
n ].
The following is the main result of this paper and its proof will be postponed to Section 6.
Theorem 3.6. Let T be a basic maximal rigid object of C with endomorphism algebra A. Denote by
AT the cluster algebra associated to T . The Caldero-Chapoton map X? yields a bijection between the
indecomposable τA-rigid A-modules and the non-initial cluster variables of AT .
According to the Laurent phenomenon [11], each cluster variable XM is a Laurent polynomial in the
initial cluster variables x1, · · · , xn. Thus there exists a unique polynomial f(x1, · · · , xn) which is not
divisible by any xi such that
XM =
f(x1, · · · , xn)
xd11 · · ·x
dn
n
.
The denominator vector of XM is defined to be
den(XM ) = (d1, · · · , dn)
tr ∈ Zn.
As an immediately consequence of Theorem 1.3 of [13] and Theorem 3.6, we obtain
Corollary 3.7. For each indecomposable τA-rigid A-module M , we have
den(XM ) = rank M.
4. Index and coindex
4.1. Reformulation of the main result. Recall that C is a cluster tube of rank n+1. For a set X
consisting of certain objects of C, we define
ΣX := {ΣX | X ∈ X}.
Let T =
⊕n
i=1 Ti be a basic maximal rigid object of C. Recall that pr T is the full subcategory of C
consisting of objects which are finitely presented by T . Set
F := {(a, b) | b ≤ n} ∪ {(a, b) | n+ 1 ≤ b ≤ 2n, a+ b ≤ 2n+ 1}.
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Note that ΣT is also a basic maximal rigid object of C. As shown in [30], if T lies in the wing W(1,n),
then an indecomposable object X lies in pr T if and only if X ∈ F . Moreover, an indecomposable
object X lies in prΣT if and only if X ∈ ΣF (cf. also [29]). Define
R := {(a, b) | b ≤ n}.
In particular, R consists of indecomposable rigid objects of C. It is clear that
ΣR = R ⊂ pr T ∩ prΣT.
Let G0(addT ) be the split Grothendieck group of addT . For each X ∈ pr T , we have a triangle
TX1 → T
X
0 → X → ΣT
X
1
with TX1 , T
X
0 ∈ addT . The index indT (X) of X with respect to T is defined to be
indT (X) := [T
X
0 ]− [T
X
1 ] ∈ G0(addT ),
where [∗] stands for the image of the object ∗ in the Grothendieck group G0(addT ). Similarly, for each
object X ∈ prΣT , there is a triangle
X → Σ2T 1X → Σ
2T 0X → ΣX
with T 0X , T
1
X ∈ addT . The coindex coindT (X) of X with respect to T is defined to be
coindT (X) := [T
1
X ]− [T
0
X ] ∈ G0(addT ).
It is not hard to see that the index and coindex are well-defined. In particular, for each object
X ∈ pr T ∩prΣT , indT (X) and coindT (X) are defined. For an object X ∈ pr T ∩prΣT such that F (X)
is locally free, we define the Caldero-Chapoton map or Palu’s cluster character XT? of X with respect
to T as follows
XTX = x
− coindT (X)
∑
e
Gr
lf
e (F (X))x
BT e ∈ Q[x±1 , · · · , x
±
n ].
If X is an indecomposable rigid object in C\ addΣT , we clearly have coindT (X) = i(F (X)). Conse-
quently, XF (X) = X
T
X in this case. On the other hand, we also have
XTΣTi = xi for i = 1, · · · , n,
which are precisely the initial cluster variables of AT . The main result Theorem 3.6 can be restated as
follows.
Theorem 4.1. Let T be a basic maximal rigid object of C and AT the associated cluster algebra.
The Caldero-Chapoton map XT? yields a bijection between the indecomposable rigid object of C and the
cluster variables of AT .
4.2. Behavior of index and coindex. In this subsection, we establish some basic properties for
index and coindex with respect to triangles in C. Throughout this section, we fix a basic maximal
rigid object T =
⊕n
i=1 Ti of C with T1 = (1, n). We begin with the following result which is a direct
consequence of the definitions and the fact that R = ΣR (cf. Lemma 2.1 of [25] ).
Lemma 4.2. For any X ∈ R, we have indT (X) = − coindT (ΣX).
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Recall that A = EndC(T ) is the endomorphism algebra of T and modA is the category of finitely
generated right A-modules. Let S1, · · · , Sn be the simple A-modules associated to T1, · · · , Tn respec-
tively. Denote by Pi (resp. Ii) the projective cover (resp. injective hull) of Si. We have a truncated
Euler form 〈−,−〉≤1 on modA and an equivalence
F = HomC(T,−) : pr T/ addΣT → modA.
The following result has been proved in [25] (cf. Lemma 2.3 of [25]).
Lemma 4.3. Let X be an indecomposable object of C. If X ∈ pr T , then
indT (X) =
−[Ti], X ∼= ΣTi;∑n
i=1〈F (X), Si〉≤1[Ti], else.
If X ∈ prΣT , then
coindT (X) =
−[Ti], X ∼= ΣTi;∑n
i=1〈Si, F (X)〉≤1[Ti], else.
Corollary 4.4. Let X ∈ pr T ∩prΣT such that F (X) is a locally free A-module, the coordinate vector
of coindT (X)− indT (X) with respect to the basis [T1], · · · , [Tn] of G0(addT ) is BT rankF (X).
Proof. It suffices to prove the statement for indecomposables. For an indecomposable object X ∈
pr T ∩ prΣT , the index indT (X) and the coindex coindT (X) are well-defined. It is clear that the
equality holds for X ∼= ΣTi by Lemma 4.3. Now assume that X 6∼= ΣTi for any i. Again by Lemma 4.3,
we obtain
coindT (X)− indT (X) =
n∑
i=1
〈F (X), Si〉a[Ti] = ([T1], · · · , [Tn])BT rankF (X),
where the last equality follows from Proposition 2.10. 
We now turn to the behavior of index and coindex with respect to triangles. The following propo-
sition is a special case of Proposition 2.2 of [25].
Proposition 4.5. Let X
f
−→ Y
g
−→ Z
h
−→ ΣX be a triangle in C.
• If F (g) is surjective and X,Y, Z ∈ pr T , then indT (Y ) = indT (X) + indT (Z);
• If F (f) is injective and X,Y, Z ∈ prΣT , then coindT (Y ) = coindT (X) + coindT (Z).
Proposition 4.6. Let ΣX
f
−→ Y
g
−→ X
h
−→ Σ2X be an AR-triangle in C with X ∈ R and Y ∈
pr T ∩ prΣT .
(a) if neither X nor ΣX belongs to addΣT , then 0 → F (ΣX)
F (f)
−−−→ F (Y )
F (g)
−−−→ F (X) → 0 is an
AR-sequence of modA. Consequently,
indT (Y ) = indT (X) + indT (ΣX) and coindT (Y ) = coindT (X) + coindT (ΣX).
(b) if X ∼= ΣTk for some k, then k 6= 1 and F (Y ) is the maximal locally free factor of F (ΣX) = Ik.
Moreover, the coordinate vector of coindT (Y ) with respect to [T1], · · · , [Tn] is −BT ek.
(c) if ΣX ∼= ΣTk for some k, then k 6= 1 and F (Y ) is the maximal locally free submodule of
F (X) = Pk. Consequently, coindT (Tk) = coindT (Y ) + coindT (Σ
2Tk).
Proof. For (a), by the equivalence F : pr T/ addΣT → modA and Proposition 4.5, it suffices to show
that
0→ F (ΣX)
F (f)
−−−→ F (Y )
F (g)
−−−→ F (X)→ 0
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is a short exact sequence. Equivalently, F (g) is surjective and F (f) is injective. Note that ΣX 6∈ addΣT
implies that X 6∈ addT . Therefore each morphism from T to X is not a retraction. We then deduce
that F (g) : F (Y )→ F (X) is surjective by the fact that g : Y → X is a right almost split morphism in
C. Let t : T → ΣX be a morphism such that f ◦ t = 0. Then the morphism t factors through Σ−1h.
Namely, there is a morphism s : T → Σ−1X fitting into the following commutative diagram
T
t

s
{{✇✇✇
✇✇
✇✇
✇✇
ΣT
Σs

Σt
##❋
❋❋
❋❋
❋❋
❋
Σ−1X
Σ−1h // ΣX
f // Y
g // X
h // Σ2X.
Recall that we also have X 6∈ addΣT , which implies that Σs is not a retraction. Therefore Σt =
h ◦ Σs = 0. Consequently, t = 0 and F (f) is injective.
Let us consider the statement (b). According to the description of pr T and prΣT in Section 4.1, it is
not hard to see that k 6= 1 by Y ∈ pr T ∩ prΣT . Applying the functor F , we obtain an exact sequence
of A-modules
Pk
F (Σ−1h)
−−−−−−→ Ik
F (f)
−−−→ F (Y )→ 0.
It suffices to show that imF (Σ−1h) = Sk. Note that
ΣTk
Σ−1f
−−−→ Σ−1Y
Σ−1g
−−−→ Tk
Σ−1h
−−−→ Σ2Tk
is also an AR-triangle in C. In particular, for j 6= k and any morphism t : Tj → Tk, the composition
Σ−1h◦t vanishes. On the other hand, we clearly have dimC HomC(Tk, Tk) = 1. Therefore imF (Σ−1h) =
Sk and F (Y ) is the maximal locally free factor of Ik. Moreover, dimF (Y ) = dim Ik − dimSk. Using
Lemma 4.3, we have the following computation
coindT (Y )− indT (Y ) =
n∑
i=1
〈Si, F (Y )〉a[Ti]
= −
n∑
i=1
〈Si, Sk〉a[Ti] +
n∑
i=1
〈Si, Ik〉a[Ti]
= −([T1], · · · , [Tn])BT ek + coindT (Σ
2Tk)− indT (Σ
2Tk).
On the other hand, by Proposition 4.5, we have indT (Σ
2Tk) = indT (Tk) + indT (Y ). It follows that
coindT (Y ) = −([T1], · · · , [Tn])BT ek.
For (c), it is also easy to deduce that k 6= 1 by Y ∈ pr T ∩ prΣT . Applying the functor F to the
triangle ΣTk
f
−→ Y
g
−→ Tk
h
−→ Σ2Tk, we obtain an exact sequence
0→ F (Y )
F (g)
−−−→ Pk
F (h)
−−−→ Ik.
Similar to the case (b), one can show that the image of F (h) is the simple module Sk. Therefore
F (Y ) is the maximal locally free submodule of Pk. The remaining statement is a direct consequence
of Proposition 4.5. 
For k 6= 1, Proposition 4.6 gives a characterization of the maximal locally free submodule (resp.
factor) of the indecomposable projective (resp. injective) A-module Pk (resp. Ik) via the structure of
C. Recall that we have T1 = (1, n). For the case k = 1, we have the following.
Lemma 4.7.
(1) F ((1, n− 1)⊕ (1, n− 1)) is the maximal locally free submodule of F ((1, n)) = P1;
(2) F ((n+ 1, n− 1)⊕ (n+ 1, n− 1)) is the maximal locally free factor of F ((n, n)) = I1.
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Proof. We prove the statement (1) and the proof of (2) is similar. Let
ΣT1 → (1, n− 1)
⊕2 g−→ T1
h
−→ Σ2T1
be one of the exchange triangles associated to the basic maximal rigid objects M = (1, 1)⊕ · · · (1, n−
1)⊕ (1, n) and N = (1, 1)⊕· · ·⊕ (1, n− 1)⊕ (n+1, n) (cf. [32]). Applying the functor F to the triangle
above, we obtain an exact sequence of A-modules
0→ F ((1, n− 1)⊕2)
F (g)
−−−→ P1
F (h)
−−−→ I1.
It suffices to show that dim imF (h) = 2e1. For any i 6= 1, noticing that Ti ∈ WT1 , it is not hard
to show that any morphism Ti → T1 factors through the morphism g (cf. Lemma 2.11 of [13]). On
the other hand, any non-zero morphism t : T1 → T1 does not factor through g and we conclude that
dim imF (h) = 2e1. 
Lemma 4.8. Let 1 ≤ i < n. We have
indT (i, n+ 1) = indT (i+ 1, n− 1) and coindT (i, n+ 1) = coindT (i+ 1, n− 1).
Consequently, XT(i,n+1) = X
T
(i+1,n−1).
Proof. For each 1 ≤ i < n, we have the following two triangles
(i, n)→ (i + 1, n− 1)⊕ (i, n+ 1)→ (i+ 1, n)→ Σ(i, n)
(i, n)→ (i + 1, n− 1)⊕2 → (i + 1, n)→ Σ(i, n).
Note that the first triangle is an AR-triangle in C. By Proposition 4.6 (1), we know that
0→ F ((i, n))→ F ((i + 1, n− 1))⊕ F ((i, n+ 1))→ F ((i+ 1, n))→ 0
is a short exact sequence in modA. Moreover,
indT (i+ 1.n− 1) + indT (i, n+ 1) = indT (i, n) + indT (i+ 1, n)
and
coindT (i+ 1.n− 1) + coindT (i, n+ 1) = coindT (i, n) + coindT (i + 1, n).
Applying the functor F to the second triangle yields a long exact sequence
· · · → F ((i, n))→ F ((i + 1, n− 1)⊕2)→ F ((i+ 1, n))→ · · · .
According to Lemma 3.3, we have dimF ((i+ 1, n− 1)) = dimF ((i, n+ 1)). In particular,
0→ F ((i, n))→ F ((i+ 1, n− 1)⊕2)→ F ((i + 1, n))→ 0
is also a short exact sequence. Consequently,
2 indT (i+ 1, n− 1) = indT (i, n) + indT (i + 1, n)
and
2 coindT (i+ 1, n− 1) = coindT (i, n) + coindT (i + 1, n),
which imply the desired equalities. By Corollary 3.5, we have XT(i,n+1) = X
T
(i+1,n−1). 
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5. Grassmanian of locally free submodules
Throughout this section, we fix a basic maximal rigid object T =
⊕n
i=1 Ti of C with T1 = (1, n).
Denote by A = EndC(T ) the endomorphism algebra of T . Recall that we have an equivalence F :
pr T/ addΣT → modA. The aim of this section is to establish certain basic properties for Grassimanian
of locally free submodules.
5.1. Identification of A-modules with representations. Let Q = (Q0, Q1) be the opposite Gabriel
quiver of A with Q0 = {1, · · · , n} the set of vertices and Q1 the set of arrows. By the assumption
l(T1) = n, we know that vertex 1 is the unique vertex associated to the unique loop ρ. Let I be the
ideal of the path algebra kQ generated by the square of the unique loop and all paths of length 2 in
a 3-cycle. Then modA is equivalent to the category rep(Q, I) of finite dimensional representations of
the quiver with relation (Q, I). In the following, we will identify an A-module with a representation of
(Q, I).
Let X be an indecomposable object in pr T \ addΣT such that F (X) is locally free. By abuse of
notations, we still denote by F (X) = (F (X)i, F (X)α)i∈Q0,α∈Q1 the representation in rep(Q, I) which
corresponds to the module F (X) ∈ modA. It is not hard to see that F (X)i = HomC(Ti, X). For any
arrow α : i→ j in Q, there is a morphism α : Tj → Ti in C, then F (X)α = HomC(α,X). Moreover, if
HomC(T1, X) 6= 0, then dimC HomC(T1, X) = 2. In this case, F (X)1 admits a canonical decomposition
of one-dimensional vector spaces as follows:
F (X)1 = HomDb(T )(T1, X)⊕ HomDb(T )(τ ◦ Σ
−1T1, X),
F (X)ρ = HomDb(T )(T1, X)⊕ HomDb(T )(τ ◦ Σ
−1T1, X)[
0 0
HomC(ρ,X) 0
]
−−−−−−−−−−−→ HomDb(T )(T1, X)⊕ HomDb(T )(τ ◦ Σ
−1T1, X).
We remark that HomC(ρ,X) is a linear isomorphism of one-dimensional C-vector spaces. Let Y be an
indecomposable object of pr T \ addΣT such that F (Y ) is locally free with dimC HomC(T1, Y ) = 2 and
f : X → Y a T -morphism. Then f induces a homomorphism of representations F (f) : F (X)→ F (Y )
such that the linear map F (f)1 has the following presentation
F (f)1 = HomDb(T )(T1, X)⊕ HomDb(T )(τΣ
−1T1, X)[
Hom
Db(T )
(T1, f) 0
0 Hom
Db(T )
(τΣ−1T1, f)
]
−−−−−−−−−−−−−−−−−−−−−−−−−−−→ HomDb(T )(T1, Y )⊕ HomDb(T )(τΣ
−1T1, Y ).
Similarly, if g : X → Y is a D-morphism, we have
F (g)1 = HomDb(T )(T1, X)⊕ HomDb(T )(τΣ
−1T1, X)[
0 0
Hom
Db(T )
(T1, g) 0
]
−−−−−−−−−−−−−−→ HomDb(T )(T1, Y )⊕ HomDb(T )(τΣ
−1T1, Y ).
5.2. A C×-action on Grassmanian of locally free submodules. Let M be a locally free A-
module and g an integer vector in Nn. Recall that there is a stratification of morphisms in C given
by T -morphisms and D-morphisms. The aim of this subsection is to show that the stratification of
morphisms in C yields a C×-action on the Grassmanian Grlfg (M) of locally free submodules.
Let us first recall an interpretation of points of Grlfg (M) as morphisms. Fix a U ∈ Gr
lf
g (M). For each
U ′ ∈ Grlfg (M) such that U
′ ∼= U , the point U ′ can be represented by an injective morphism ϕ : U →M
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of A-modules such that imϕ = U ′. Moreover, if ϕ′ : U → M is another injective morphism with
imϕ′ = U ′, then there exists an automorphism φ : U → U such that ϕ′ = ϕ ◦ φ.
Denote by Û and M̂ the preimages of U and M in pr T \ addΣT respectively. Recall that we have
an equivalence F : pr T/ addΣT → modA ∼= rep(Q, I). In the following, we identify M with F (M̂).
Let hU : Û → M̂ be a morphism in C such that F (hU ) is injective with imF (hU ) = U ⊂ M = F (M̂).
Since each morphism in C can be written as a sum of a T -morphism with a D-morphism, we may write
hU = hU,0+ hU,1, where hU,0 : Û → M̂ is a T -morphism and hU,1 : Û → M̂ is a D-morphism. We then
define
• : C× × Grlfg (M) → Gr
lf
g (M)
(c, U) 7→ imF (hU,0 + chU,1).
Lemma 5.1. The map • defines a C×-action on Grlfg (M).
Proof. It suffices to show that imF (hU,0 + chU,1) ∈ Gr
lf
g (M) and the definition is independent of the
choice of the morphism hU .
In order to prove imF (hU,0 + chU,1) ∈ Gr
lf
g (M), it suffice to show that F (hU,0 + chU,1) is injective.
Let g := g0+ g1 : Ti → Û be a morphism such that (hU,0+ chU,1)g = 0, where g0 is a T -morphism and
g1 is a D-morphism. Note that the composition of two D-morphisms is zero. We have
0 = (hU,0 + chU,1)g = hU,0g0 + chU,1g0 + hU,0g1.
In particular, hU,0g0 = 0 and chU,1g0+hU,0g1 = 0. Consequently, hU,0(cg0) = 0 and hU,1(cg0)+hU,0g1 =
0, which implies that (hU,0 + hU,1)(cg0 + g1) = 0. Note that, as F (hU,0 + hU,1) is injective, we have
cg0 + g1 = 0 and hence g0 = 0 = g1. That is, F (hU,0 + chU,1) is injective.
Let fU = fU,0+fU,1 : Û → M̂ be another morphism such that F (fU ) is injective with imF (fU ) = U ,
where fU,0 is a T -morphism and fU,1 is a D-morphism. We need to show that imF (fU,0 + cfU,1) =
imF (hU,0+ chU,1). Note that imF (fU ) = imF (hU ) implies that there is an automorphism φ : F (Û)→
F (Û) such that F (fU ) = F (hU ) ◦ φ. Let t = t0 + t1 : Û → Û be a lift of φ, where t0 is a T -morphism
and t1 is a D-morphism. Namely, F (t) = φ. Then we obtain
F (fU ) = F (hU )F (t) = F (hU t),
which implies that there exists a morphism s : Û → M̂ factorizing through addΣT such that fU =
hU t+ s. We can also rewrite s as s = s0 + s1 such that s0 is a T -morphism and s1 is a D-morphism.
It is clear that both s0 and s1 factor through addΣT . Putting all of these together, we compute
fU,0 + fU,1 = (hU,0 + hU,1)(t0 + t1) + s0 + s1 = (hU,0t0 + s0) + (hU,0t1 + hU,1t0 + s1).
In particular, fU,0 = hU,0t0 + s0 and fU,1 = hU,0t1 + hU,1t0 + s1. Consequently,
imF (fU,0 + cfU,1) = imF (hU,0t0 + s0 + chU,0t1 + chU,1t0 + cs1) = imF (hU,0t0 + chU,0t1 + chU,1t0).
Recall that φ = F (t0 + t1) is an isomorphism of F (Û). Similar to the above discussion, one can show
that F (t0 + ct1) is also an isomorphism of F (Û). Hence we have
imF (fU,0+cfU,1) = imF ((hU,0+chU,1)(t0+ct1)) = imF (hU,0+chU,1)F (t0+ct1) = imF (hU,0+chU,1).

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5.3. An auxiliary Grassmanian associated to AR-sequences. Let 0→ L
ι
−→M
κ
−→ N → 0 be an
AR sequence of modA such that N is τA-rigid. By Proposition 2.4, we may assume that N = F ((a, b))
for some 1 ≤ b ≤ n such that neither (a, b) nor (a − 1, b) belong to addΣT . Consequently, the AR
sequence is the image of the AR triangle
(a− 1, b)
[
ι̂1
ι̂2
]
−−−→ (a− 1, b+ 1)⊕ (a, b− 1)
[κ̂1 κ̂2]
−−−−−−→ (a, b)→ Σ(a− 1, b)
of C by Proposition 4.6 (a). In particular, both L and M are locally free. Note that each AR triangle
of C is the image of an AR triangle of Db(T ) under the projection pi : Db(T )→ C. Therefore, without
loss of generality, we may assume that ι̂1, ι̂2, κ̂1, κ̂2 are T -morphisms and hence ι and κ are images of
T -morphisms. For simplicity, we will also denote by N̂ = (a, b), X̂ = (a− 1, b+ 1), Ŷ = (a, b− 1) and
M̂ = X̂ ⊕ Ŷ .
For each g ∈ Nn, we introduce the following auxiliary Grassmanian of M with respect to the
morphism ι and κ:
Grlfg (M, ι, κ) := {U ∈ Gr
lf
g (M) | both ι
−1(U) and κ(U) are locally free}.
Proposition 5.2. Keep the notations as above. For each g ∈ Nn, consider the following morphism
ζg,lf : Gr
lf
g (M, ι, κ) →
∐
e+f=g
Gr
lf
e (L)× Gr
lf
f (N)
U 7→ (ι−1(U), κ(U)).
Then the fibre ζ−1g,lf (B,C) is an affine space isomorphic to HomA(C,L/B) if (B,C) 6= (0, N) and
ζ−1g,lf (0, N) = ∅.
Proof. For each g ∈ Nn, consider the following morphism of varieties
ζĝ : Grĝ(M) →
∐
h+k=ĝ
Grh(L)× Grk(N)
U 7→ (ι−1(U), κ(U)).
It has been proved in [10] that the fibre ζ−1
ĝ
(B,C) is an affine space isomorphic to HomA(C,L/B) if
(B,C) 6= (0, N) and ζ−1
ĝ
(0, N) = ∅. Note that we have Grlfg (M, ι, κ) ⊆ Gr
lf
g (M) ⊆ Grĝ(M). Consider
the restriction ζĝ|Grlfg (M,ι,κ) of ζĝ to Gr
lf
g (M, ι, κ). It is clear that the image of ζĝ|Grlfg (M,ι,κ) lies in∐
e+f=g Gr
lf
e (L)×Gr
lf
f (N). Moreover, ζg,lf coincides with ζĝ|Grlfg (M,ι,κ). Clearly, we have ζ
−1
g,lf (0, N) =
∅.
Let (B,C) ∈ Grlfe (L)× Gr
lf
f (N) such that (B,C) 6= (0, N) and U an object in ζ
−1
ĝ
(B,C). We have
a short exact sequence
0→ B → U → C → 0.
In particular, U is a locally freeA-module with rank vector rankU = g. Consequently, U ∈ Grlfg (M, ι, κ).
This shows that ζ−1
ĝ
(B,C) = ζ−1g,lf (B,C) and hence is isomorphic to the affine space HomA(C,L/B).

Lemma 5.3. Assume that [g : 1] = 1 and N̂ = (a, b) ∈ (2, n)⊏∩⊐(n, n). If Grlfg (M)\Gr
lf
g (M, ι, κ) 6= ∅,
then the map • induces a free C×-action on Grlfg (M)\Gr
lf
g (M, ι, κ).
Proof. By N̂ ∈ (2, n)⊏ ∩⊐ (n, n), we deduce that M̂ has exactly two indecomposable direct summands
X̂ and Ŷ . Moreover, we have [rankM : 1] = 2 and [rankL : 1] = [rankN : 1] = 1 in this case.
ON CLUSTER ALGEBRA OF TYPE C 19
For U ∈ Grlfg (M)\Gr
lf
g (M, ι, κ), denote by Û the preimage of U in pr T \ addΣT . Let hU =[
h
X̂,0
+ h
X̂,1
h
Ŷ ,0
+ h
Ŷ ,1
]
: Û → X̂ ⊕ Ŷ = M̂ be a morphism such that F (hU ) is injective with imF (hU ) =
U ⊆ F (M̂) = M , where h
X̂,0, hŶ ,0 are T -morphisms and hX̂,1, hŶ ,1 are D-morphisms. As [g : 1] = 1,
we can decompose Û as Û = V̂ ⊕ Ŵ such that V̂ is indecomposable and
[rankF (V̂ ) : 1] = 1, [rankF (Ŵ ) : 1] = 0.
Consequently, V̂ ∈ (1, n)⊏ ∩⊐ (n, n) and F (Û)1 = F (V̂ )1 = HomDb(T )(T1, V̂ )⊕HomDb(T )(τΣ
−1T1, V̂ ).
The morphism hU induces a C-linear map F (hU )1 as
F (hU )1 = HomDb(T )(T1, V̂ )⊕ HomDb(T )(τΣ
−1T1, V̂ )

Hom
Db(T )
(T1, hX̂,0
) 0
Hom
Db(T )
(T1, hX̂,1) HomDb(T )(τΣ
−1T1, hX̂,0
)
Hom
Db(T )
(T1, hŶ ,0) 0
Hom
Db(T )
(T1, hŶ ,1) HomDb(T )(τΣ
−1T1, hŶ ,0
)

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
HomDb(T )(T1, X̂)⊕ HomDb(T )(τΣ
−1T1, X̂)⊕ HomDb(T )(T1, Ŷ )⊕ HomDb(T )(τΣ
−1T1, Ŷ ).
As F (hU ) is injective, we conclude that at least one of hX̂,0 and hŶ ,0 is non-zero. Without loss of
generality, let us assume that h
X̂,0 6= 0. Note that, as V̂ and X̂ belong to (1, n)
⊏ ∩⊐ (n, n), we
have HomDb(T )(T1, hX,0) 6= 0 6= HomDb(T )(τΣ
−1T1, hX̂,0) (cf. Lemma 2.10 in [13]). In particular,
both HomDb(T )(T1, hX,0) and HomDb(T )(τΣ
−1T1, hX̂,0) are isomorphisms of one-dimensional C-vector
spaces.
On the other hand, by the assumption that κ :M → N is the image of the T -morphism [κ̂1 κ̂2], we
also have a C-linear map F ([κ̂1 κ̂2])1 as
F ([κ̂1 κ̂2])1 = HomDb(T )(T1, X̂)⊕ HomDb(T )(τΣ
−1T1, X̂)⊕ HomDb(T )(T1, Ŷ )⊕ HomDb(T )(τΣ
−1T1, Ŷ )[
Hom
Db(T )
(T1, κ̂1) 0 HomDb(T )(T1, κ̂2) 0
0 Hom
Db(T )
(τΣ−1T1, κ̂1) 0 HomDb(T )(τΣ
−1T1, κ̂2)
]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
HomDb(T )(T1, N̂)⊕ HomDb(T )(τΣ
−1T1, N̂).
Moreover, all of HomDb(T )(T1, κ̂1), HomDb(T )(τΣ
−1T1, κ̂1), HomDb(T )(T1, κ̂2) and HomDb(T )(τΣ
−1T1, κ̂2)
are isomorphisms of one-dimensional C-vector spaces. We may identify each one-dimensional Hom-
space with C by choosing a suitable basis such that the morphisms have the following presentations:
F (Û)1 = C⊕ C
[
0 0
1 0
]


1 0
x 1
a 0
y a
=F (hU )1

F (M̂)1 = C⊕ C⊕ C⊕ C

0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0

HH [1 0 −1 0
0 1 0 −1
]
=F ([κ̂1 κ̂2])1
// F (N̂)1 = C⊕ C.
[
0 0
1 0
]

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Consequently, we have
F ([κ̂1 κ̂2])1F (hU )1 =
[
1 0 −1 0
0 1 0 −1
]
1 0
x 1
a 0
y a
 =
[
1− a 0
x− y 1− a
]
.
Note that U ∈ Grlfg (M)\Gr
lf
g (M, ι, κ) implies that κ(U) is not a locally free A-module. Hence we have
1−a = 0 and x− y 6= 0. For c ∈ C×, denote by U ′ := c•U , it is clear that U ′1 = im

1 0
cx 1
1 0
cy 1
 : C⊕C→
C⊕ C⊕ C⊕ C. Consequently,
[
1 0 −1 0
0 1 0 −1
]
1 0
cx 1
1 0
cy 1
 =
[
0 0
c(x− y) 0
]
,
which implies that U ′ ∈ Grlfg (M)\Gr
lf
g (M, ι, κ). In particular, the C
×-action • of Grlfg (M) induces a
C×-action on Grlfg (M)\Gr
lf
g (M, ι, κ). Now, it is routine to check that
im

1 0
cx 1
1 0
cy 1
 6= im

1 0
x 1
1 0
y 1

for c 6= 1, which implies that the action is free.

Now we are in position to state the main result of this subsection.
Proposition 5.4. Keep the notations as above. For each g ∈ Nn, we have
χ(Grlfg (M)) = χ(Gr
lf
g (M, ι, κ)).
Proof. We first note that an indecomposable rigid object Z ∈ C satisfies that [rankF (Z) : 1] 6= 0 if and
only if Z ∈ (1, n)⊏ ∩ ⊐(n, n). Moreover, we have [rankF (Z) : 1] = 1 in this case (cf. Lemma 2.2).
Recall that N̂ = (a, b) is rigid.
If N̂ ∈ W(1,n), then τN̂ ∈ W(n+1,n) and hence [rankL : 1] = 0. Moreover, we also have [rankM :
1] = [rankN : 1] ≤ 1. Consequently, for each U ∈ Grlfg (M), we deduce that both ι
−1(U) and κ(U) are
locally free. In particular, Grlfg (M) = Gr
lf
g (M, ι, κ) and hence χ(Gr
lf
g (M)) = χ(Gr
lf
g (M, ι, κ)) provided
that N̂ ∈ W(1,n).
If N̂ ∈ (n + 1, 1)⊏, then [rankN : 1] = 0 and [rankL : 1] = [rankM : 1] = 1. Similar to the above
case, one can show that Grlfg (M) = Gr
lf
g (M, ι, κ). Hence χ(Gr
lf
g (M)) = χ(Gr
lf
g (M, ι, κ)) in this case.
Now it remains to consider the case N̂ ∈ (2, n)⊏ ∩ ⊐(n, n). In this case, we have [rankL : 1] =
[rankN : 1] = 1 and [rankM : 1] = 2. If [g : 1] = 0 or [g : 1] = 2, we clearly have Grlfg (M) =
Grlfg (M, ι, κ). Now assume that [g : 1] = 1. Applying Lemma 5.3, we conclude that χ(Gr
lf
g (M)) =
χ(Grlfg (M, ι, κ)). This completes the proof.

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6. The proof of the main theorem
6.1. Exchange relations. We fix a basic maximal rigid object T =
⊕n
i=1 Ti with T1 = (1, n)
throughout this subsection. We begin with the multiplicativity of XT? , which is a direct consequence of
Lemma 3.4 and the definition of XT? .
Lemma 6.1. Let X,Y ∈ pr T ∩ prΣT such that F (X) and F (Y ) are locally free, then
XTX⊕Y = X
T
XX
T
Y .
Let R = (1, 1)⊕ · · · (1, n− 1)⊕ (1, n) and S = (1, 1)⊕ · · · (1, n− 1)⊕ (n+1, n) be two basic maximal
rigid object of C. There exist two exchange triangles associated to R and S. Namely,
(1, n)→ 0→ (n+ 1, n)→ (n+ 1, n)
and
(n+ 1, n)→ (1, n− 1)⊕2 → (1, n)→ (n, n).
The following result computes the exchange relation between the Caldero-Chapoton maps of T1 = (1, n)
and ΣT1.
Proposition 6.2. We have
XTΣT1X
T
(1,n) = 1 + (X
T
(1,n−1))
2
and
XTΣT1X
T
(n,n) = 1 + (X
T
(n+1,n−1))
2.
Proof. By definition, we have XTΣT1 = x1 and
XT(1,n) = x
− coindT (1,n)
∑
e
χ(Grlfe (P1))x
BT e.
Denote by M = F ((1, n− 1)). According to Lemma 4.7, we may rewrite
XT(1,n) = x
− coindT (T1)
∑
f
χ(Grlff (M
⊕2))xBT f + x− coindT (T1)xBT rankP1 .
On the other hand, by Proposition 4.5 we have
coindT T1 − coindT (Σ
2T1) = coindT (1, n− 1)
⊕2,
and by Corollary 4.4 we have
coindT T1 − indT T1 = ([T1], · · · , [Tn])BT rankP1.
Putting all of these together, we compute
x1X
T
(1,n) = x
coindT (Σ
2T1)−coindT T1
∑
f
χ(Grlff (M
⊕2))xBT f + 1
= 1 + x− coindT (1,n−1)
⊕2∑
f
χ(Grlff (M
⊕2))xBT f
= 1 + (XT(1,n−1))
2,
where the last equality follows from Lemma 6.1. This completes the proof of the first equality. The
second equality can be proved similarly. 
Proposition 6.3. For 1 ≤ c < n, we have
XT(c,n)X
T
(c+1,n) = 1 + (X
T
(c+1,n−1))
2.
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Proof. Let
(c, n)→ (c, n+ 1)⊕ (c+ 1, n− 1)→ (c+ 1, n)→ (c− 1, n)
be the AR-triangle in C associated to (c, n). The condition 1 ≤ c < n implies that (c, n + 1) ∈
pr T ∩ prΣT . By Proposition 4.6 (a), we know that
0→ F ((c, n))→ F ((c+ 1, n− 1))⊕ F ((c, n+ 1))→ F ((c+ 1, n))→ 0
is an AR sequence in modA and
coindT (c, n) + coindT (c+ 1, n) = coindT (c, n+ 1) + coindT (c+ 1, n− 1).
Denote by L = F ((c, n)),M = F ((c+1, n− 1)),M ′ = F ((c, n+1)), N = F ((c+1, n)), we can compute
XT(c,n)X
T
(c+1,n) = x
− coindT (c,n)−coindT (c+1,n)
∑
e,f
χ(Grlfe (L))χ(Gr
lf
f (N))x
BT (e+f)
(1)
= x− coindT (c,n)−coindT (c+1,n)(xBT rankN +
∑
g
χ(Grlfg (M ⊕M
′))xBT g)
(2)
= 1 + x− coindT (c,n)−coindT (c+1,n)
∑
g
χ(Grlfg (M ⊕M
′))xBT g
= 1 + x− coindT (c,n+1)−coindT (c+1,n−1)
∑
g
χ(Grlfg (M ⊕M
′))xBT g
(3)
= 1 + XT(c+1,n−1)X
T
(c,n+1)
(4)
= 1 + (XT(c+1,n−1))
2,
where the equality (1) follows from Proposition 5.2 and 5.4 and the equality (2) is a consequence of
Corollary 4.4, for the equalities (3) and (4), we use Lemma 6.1 and Lemma 4.8 respectively. 
Proposition 6.4. For 1 ≤ b < n, we have
XT(a,b)X
T
(a+1,b) = 1 + X
T
(a+1,b−1)X
T
(a,b+1).
Proof. Let
(a, b)→ (a, b+ 1)⊕ (a+ 1, b− 1)→ (a+ 1, b)→ (a− 1, b)
be the AR triangle in C. We separate the proof into three cases.
Case 1: Neither (a, b) nor (a+ 1, b) belongs to addΣT .
In this situation, we deduce that
0→ F ((a, b))→ F ((a, b+ 1))⊕ F ((a+ 1, b− 1))→ F ((a+ 1, b))→ 0
is an AR sequence of A-modules and
coindT (a, b) + coindT (a+ 1, b) = coindT (a, b+ 1) + coindT (a+ 1, b− 1)
by Proposition 4.6 (a). Similar to Proposition 6.3, one can prove the required equality.
Case 2: (a+ 1, b) ∈ addΣT .
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We may assume (a, b) = Σ2Tk for k 6= 1 and (a + 1, b) = ΣTk. According to Proposition 4.6 (b),
F (a, b + 1) ⊕ F (a + 1, b − 1) is the maximal locally free factor of the injective module F (a, b) = Ik.
Moreover, coindT (a, b+ 1)⊕ (a+ 1, b− 1) = −BT ek. Using this, we compute
XT(a,b)X
T
(a+1,b) = x
ek−coindT (a,b)
∑
e
χ(Grlfe (Ik))x
BT e
= 1 +
∑
f
χ(Grlff (F ((a, b + 1))⊕ F ((a+ 1, b− 1)))x
BT (f+ek)
= 1 + x− coindT (a,b+1)⊕(a+1,b−1)
∑
f
χ(Grlff (F ((a, b + 1))⊕ F ((a+ 1, b− 1)))x
BT f
= 1 + XT(a+1,b−1)X
T
(a,b+1).
Case 3: (a, b) ∈ addΣT .
Without loss of generality, we may assume (a, b) = ΣTk for k 6= 1 and hence XT(a,b) = xk. By
Proposition 4.6 (c), we know that F ((a, b+1))⊕F ((a+1, b−1)) is the maximal locally free submodule
of the projective moduleF ((a + 1, b)) = Pk and
coindT (a+ 1, b) = ek + coindT (a, b+ 1)⊕ (a+ 1, b− 1).
We compute
XT(a,b)X
T
(a+1,b) = x
ek−coindT (a+1,b)
∑
e
χ(Grlfe (Pk))x
BT e
= xek−coindT (a+1,b)(xBT rankPk +
∑
f
χ(Grlff (F ((a, b+ 1))⊕ F ((a+ 1, b− 1)))x
BT f )
(1)
= 1 + x− coindT (a,b+1)⊕(a+1,b−1)
∑
f
χ(Grlff (F ((a, b + 1))⊕ F ((a+ 1, b− 1)))x
BT f
(2)
= 1 + XT(a,b+1)X
T
(a+1,b−1),
where (1) follows from Corollary 4.4 and (2) is a consequence of Lemma 6.1. 
6.2. Proof of the Main Theorem: It suffices to prove Theorem 4.1. Let T = T1⊕· · ·⊕Tn be a basic
maximal rigid object of C with T1 = (1, n) and AT the associated cluster algebra without coefficients.
Let Tn be the n-regular tree. We fix a cluster pattern for the cluster algebra AT by assigning the initial
cluster x = {x1, · · · , xn} to the root vertex tr. On the other hand, we may also assign each vertex
t ∈ Tn a basic maximal rigid object Tt =
⊕n
i=1 Tt,i such that
◦ Ttr = ΣT1 ⊕ · · · ⊕ ΣTn.
◦ If t k t′ is an edge of Tn labeled by k, then µk(Tt) = Tt′ .
By Theorem 2.9, there is a bijection between the basic maximal rigid objects of C and the clusters of
AT , which is compatible with the mutations. Note that AT has only finitely many cluster variables
and by the definition of the Caldero-Chapoton map, we already have XTΣTi = xi. Thus, for each
indecomposable rigid object M ∈ C, to show XTM is the cluster variable associated to M , it suffices to
find a finite path in Tn such that
(a) each indecomposable rigid object appears as a direct summand for some basic maximal rigid
objects associated to the vertices on the path;
(b) XTM is compatible with the exchange relations appears in the path.
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Figure 1. The AR quiver of modA.
Denote by
t0
1
t1
2
· · ·
n
tn
1
tn+1
2
tn+2 · · ·
n
tn2
a path of the n-regular tree Tn, where
Tt0 = (n+ 1, 1)⊕ (n+ 1, 2)⊕ · · · ⊕ (n+ 1, n)
and for each 1 ≤ i ≤ n2,
Tti = (a+ 1, 1)⊕ · · · ⊕ (a+ 1, b)⊕ (a, b+ 1)⊕ · · · ⊕ (a, n),
where i = na + b, 0 ≤ b < n. It is clear that the path satisfies the condition (a). By applying
Proposition 6.2, 6.3 and 6.4, we conclude that XTM is compatible with the exchange traingles appears
in the above path and we are done. 
6.3. An example. In this subsection, we give a non-acyclic example to illustrate our result. Let A be
the algebra as in Example 2.6. Let modA be the category of finitely generated right A-modules. Let τA
be the AR translation of modA. The AR quiver of modA is shown in Figure 1, where the indecompos-
able τA-rigid modules are marked with rectangles. In particular, there are exactly 9 indecomposable
τA-rigid A-modules with different rank vectors.
Set
B =
[
0 1 −1
−2 0 1
2 −1 0
]
and let A = A(B) be the cluster algebra associated to B, which is a cluster algebra of type C3.
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Denote by Mc the unique indecomposable τA-rigid A-module with the rank vector c
1. Let I1, I2, I3
be the indecomposable injective A-modules associated to the vertices 1, 2, 3, respectively. For example,
it is easy to obtain the minimal injective resolution of M(1,0,2):
0→M(1,0,2) → I
⊕2
3 → I1.
Hence we have
XM(1,0,2) = x
(1,0,−2)
∑
e
χ(Grlfe (M(1,0,2)))x
Be
= x(1,0,−2)(1 + 2x(−1,1,0) + x(−2,2,0) + x(−2,0,2))
=
x21 + 2x1x2 + x
2
2 + x
2
3
x1x23
.
Similarly, one can compute that
XM(1,0,0) = x
(−1,2,0)(1 + x(0,−2,2)) =
x22 + x
2
3
x1
;
XM(0,1,0) = x
(0,−1,1)(1 + x(1,0,−1)) =
x1 + x3
x2
;
XM(0,0,1) = x
(1,0,−1)(1 + x(−1,1,0)) =
x1 + x2
x3
;
XM(0,1,1) = x
(0,−1,0)(1 + x(1,0,−1) + x(0,1,−1)) =
x1 + x2 + x3
x2x3
;
XM(1,0,1) = x
(0,1,−1)(1 + x−1,1,0 + x(−1,−1,2)) =
x1x2 + x
2
2 + x
2
3
x1x3
;
XM(1,1,1) = x
(0,0,−1)(1 + x(−1,1,0) + x(−1,−1,2) + x(0,−1,1)) =
x1x2 + x
2
2 + x
2
3 + x1x3
x1x2x3
;
XM(1,1,0) = x
(−1,1,0)(1 + x(0,−2,2) + x(1,−2,1)) =
x22 + x
2
3 + x1x3
x1x2
;
XM(1,2,0) = x
(−1,0,0)(1 + x(0,−2,2) + 2x(1,−2,1) + x(2,−2,0)) =
x21 + x
2
2 + x
2
3 + 2x1x3
x1x22
.
By Theorem 3.6,
XM(1,0,0) ,XM(0,1,0) ,XM(0,0,1) ,XM(0,1,1) ,XM(1,0,2) ,XM(1,0,1) ,XM(1,1,1),XM(1,1,0) ,XM(1,2,0)
are precisely the non-initial cluster variables of A. Moreover, for each rank vector c, the denominator
vector of the cluster variable XMc is exactly c.
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