Abstract. The Mattila integral,
1. Introduction 1.1. Erdős-Falconer problems. One of the most interesting and far reaching problems of modern geometric measure theory is the Falconer distance problem, which asks how large the Hausdorff dimension of a compact set E ⊂ R d , d ≥ 2, (henceforth denoted by dim H (E)) needs to be in order for the set of distances ∆(E) = {|x − y| : x, y ∈ E} to have positive Lebesgue measure. The best currently known results are due to Wolff ([17] ) in two dimensions and Erdogan ([3] ) in higher dimensions. They proved that |∆(E)| > 0 if the Hausdorff dimension of E is greater than [5] that this exponent would be best possible.
Both Wolff and Erdogan used the paradigm to attack the Falconer distance problem invented by Mattila in [11] . That is, to show ∆(E) has positive Lebesgue measure, it suffices to show that there exists a Borel measure µ on E such that
We call M(µ) the Mattila integral of µ. While M(µ) and its connection with the Falconer problem can be derived directly, as is done in [11] and [17] , authors in [7] take the following geometric point of view that has been proved so useful in the solution of the Erdős distance conjecture in the plane by Guth and Katz ([8] ). Notice that |x − y| = |x ′ − y ′ | if and only if there exists θ ∈ O(d) such that x − θx ′ = y − θy ′ . So the orthogonal group O(d) is the invariant group of the distance problem. The key observation in [7] is, the Mattila integral can be written as an integral with the Haar measure
With this new observation of the Mattila integral, author in [7] obtained a generalized version of the Mattila integral to study when the set of k-simplices,
has positive Lebesgue measure. Although different derivations of the Mattila integral (1.1) are given, none of them is easy to generalize. Proofs in [11] , [18] use the asymptotic expansion of Bessel functions, while the proof in [7] relies on counting co-dimension of intersections of sub-manifolds in O(d). In this paper, we give a much simpler argument to develop a more general result. for some g ∈ G. Denote
We shall investigate how large the Hausdorff dimension of E j needs to be to ensure that ∆ Φ (E 1 , . . . , E k+1 ) has positive m-dimensional Lebesgue measure.
We need more notations. Let φ ⊂ C ∞ 0 , φ = 1 and
. Suppose µ j is a probability measure on E j and denote µ
Then one can define a probability measure ν
In other words, ν ǫ is the push-forward of µ 
where the implicit constant is independent in ǫ. Moreover, if the right hand side is bounded above uniformly in ǫ, the set ∆ Φ (E 1 , . . . , E k+1 ) ⊂ R m has positive Lebesgue measure.
In particular, if, like distances, k = 2, E 1 = E 2 = E and Φ is translation invariant, which means Φ(x, y) = Φ(x ′ , y ′ ) if and only if there exists z ∈ R d , g ∈ G such that
The right hand side of (1.3) becomes
By Plancherel in x it equals
Then by Plancherel in z, as ǫ → 0, it equals
Thus we have the following corollary.
if and only if there exists z ∈ R d , g ∈ G such that
Then {Φ(x, y) : x, y ∈ E} has positive Lebesgue measure if there exists a Borel measure µ on E and Haar measure λ G on G such that
1.2. Product of distance sets. As applications of Theorem 1.1, we first consider the product of distance sets,
This result is not trivial. Notice that there exists A ⊂ R of Hausdorff dimension 1 while
1.3. Continuous sum-product problems. Given any finite set A ⊂ N, one can define its sum set and product set by
respectively. The Erdős-Szemerédi conjecture ( [4] ) states that for any ǫ > 0,
There are various formulations of sum-product estimates, also in different settings, such as finite fields. For more information one can see [9] , [14] , [15] , [2] , [13] and references therein. In this paper, by applying Theorem 1.1, we obtain the following continuous analog of sumproduct estimate. Denote x · y as the dot-product between x, y ∈ R 2 .
With notations above,
This dimensional threshold is generally sharp.
To see the sharpness, one can take
, Theorem 1.4 implies the following sum-product estimate on R.
Sharpness follows from
As a remark, we point out that the dimensional exponent 4 in Theorem 1.4 can also be obtained from Peres-Schlag's generalized projection theorem ( [16] ). However, our proof is straightforward and shows the power of the group action method.
Notations. Throughout this paper, X Y means X ≤ CY for some constant C > 0. X ǫ Y means X ≤ C ǫ Y for some constant C ǫ > 0, depending on ǫ.
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2. Proof of Theorem 1.1 2.1. Idea of the proof. We first sketch the idea of the proof. A rigorous proof comes later in this section.
Denote µ j as a probability Frostman measure on E j . By the assumption on Φ,
where (x 1 t , . . . , x k+1 t ) ∈ Φ −1 ( t) is arbitrary but fixed. Roughly speaking, we have two ways to define a measure ν on ∆ Φ (E 1 , . . . , E k+1 ),
where (x 1 t , . . . , x k+1 t ) ∈ Φ −1 ( t) is arbitrary but fixed. Multiplying these two expressions, ||ν|| 2 L 2 is approximately equal to
By the invariance of the Haar measure, we may replace (
Rigorous proof.
We need the coarea formula to prove the theorem. For smooth cases the coarea formula follows from a simple change of variables. More general forms of the formula for Lipschitz functions were first established by Federer in 1959 and later generalized by different authors. For references, one can see [6] . We will use the following version to prove Theorem 1.1.
where J k Φ is the m-dimensional Jacobian of Φ and
With the coarea formula, (1.2) can be written as
It follows that
On the other hand, since Φ is G-invariant, any Haar measure λ G on G induces a measure σ t on Φ −1 ( t) by
where (x
) is any fixed point in Φ −1 ( t). By the invariance of the Haar measure, σ t does not depedent on the choice of (x 1 t , . . . , x k+1 t ), and it must be absolutely continuous with respect to
, there exist a positive function ψ on Φ −1 ( t) such that
On any compact set, ψ ≈ 1, so another expression of ν ǫ follows,
Multiply (2.1) and (2.2), we can write the L 2 -norm of ν ǫ as
Since the value of this integral does not depend on the choice of (x 1 t , . . . , x k+1 t ) ∈ Φ −1 ( t), we can replace (x 1 t , . . . , x k+1 t ) by (x 1 , . . . , x k+1 ) and get
By the coarea formula, it equals
Frostman measures
Lemma 3.1 (Frostman Lemma, see, e.g. [12] ). Suppose E ⊂ R d and denote H s as the sdimensional Hausdorff measure. Then H s (E) > 0 if and only if there exists a probability measure µ on E such that µ(B(x, r)) r s for any x ∈ R d , r > 0.
Since by definition dim H (E) = sup{s : H s (E) > 0}, Frostman Lemma implies that for any ǫ > 0 there exists a probability measure µ E on E such that
We need the following properties of Frostman measures throughout this paper.
+ǫ .
Proof of Theorem 1.3
Denote
Notice that Φ(x, y) = Φ(x ′ , y ′ ) if and only if there exists z ∈ R kd , g ∈ G such that x ′ = gx + z, y ′ = gy + z, where
By Corollary 1.2, it suffices to show that
where µ E K = µ E × · · · × µ E and µ E is any Frostman measure satisfying (3.1). More precisely,
We may assume that dim
Then M is bounded above by
By polar coordinates and Lemma 3.2,
Proof of Theorem 1.4
For any x = (
does not change its Hausdorff dimension, we may work on
without loss of generality. Notice for all x, y = 0, x · y ⊥ is the (signed) area of the parallelogram generated by x, y, and x · y ⊥ = x ′ · y ′⊥ if and only if there exists g ∈ SL 2 (R) such that x ′ = gx, y ′ = gy. Therefore Theorem 1.1 applies.
Since E 1 , E 2 are both compact, we may restrict λ SL2(R) on a compact subset of SL 2 (R). We first reduces it to the case |ξ| ≈ |η|.
We leave the proof to Section 6. Now it suffices to show
is summable in j.
We integrate dξ first. For g ∈ supp(ψ), |gξ| ≈ |ξ|. By Cauchy-Schwartz and Lemma 3.2,
Then we need the following lemma, whose proof will be given in Section 7.
Lemma 5.2. Suppose E ⊂ R d and µ E satisfies (3.1). Then for any ψ ∈ C ∞ 0 (SL 2 (R)),
By Cauchy-Schwartz and Lemma 3.2, 5.2, it follows that
which is summable whenever dim H (E) + dim H (F ) + dim H (H) > 4 and ǫ is small enough.
Proof of Lemma 5.1
We need to estimate
By the Iwasawa decomposition of SL 2 (R) (see, e.g. [10] ), SL 2 (R) = KP and (6.1)
where K is the orthogonal group O(2),
and λ K , λ P are right Haar measures on K, P respectively. It is also known, by the uniqueness of the Haar measure, (6.2) dλ P = da db up to a multiplication by a constant.
We shall show that if
Denote the phase function as φ = x · gξ + y · gη. Apply Iwasawa decomposition,
If g = id is a critical point, then ∇φ vanishes at (a, b, θ) = (1, 0, 0), i.e.,
which implies there exists t ∈ R such that
Generally, if g 0 ∈ supp(ψ) is a critical point of φ, one can easily see that g = id must be a critical point of x · g(g 0 ξ) + y · g(g 0 )η. This means there exists t ∈ R such that g 0 ξ = −ty ⊥ , g 0 η = tx ⊥ .
Since ψ has compact support and |x| ≈ |y| ≈ |x · y ⊥ | ≈ 1 for any x ∈ supp(µ 1 ), y ∈ supp(µ 2 ), the discussion above shows that |∇φ| could vanish only if |ξ| 2 ≈ |η| 2 ≈ |ξ · η ⊥ |. In other cases |∇φ| max{|ξ|, |η|} and Lemma 5.1 follows by integration by parts.
Proof of Lemma 5.2
Let ξ = (ξ 1 , ξ 2 ) and first assume |ξ 2 | ≥ |ξ 1 |.
As above, we apply the Iwasawa decomposition of SL 2 (R), SL 2 (R) = KP and (7.1) Topologically SL 2 (R) is homeomorphic to K × P and P is homeomorphic to R + × R. So on supp(ψ) we may assume C −1 ≤ a ≤ C, |b| ≤ C for some 1 < C < ∞. It follows that In this case dλ P = 1 a 2 da db and Lemma 5.2 follows in a similar way.
