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Abstract

Visual impairment is a disability that affects a large number of people. The World
Health Organization estimates that there are more than 284 million people suffering from visual impairment. Moving in an unconstrained environment is a vital
activity but potentially dangerous for a visually impaired person. Detecting obstacles in a given scene using digital devices can help the blind navigate. Obstacle
detection also has applications in road safety and autonomous vehicles.
This project investigates a vision system for sensing pedestrians using a 3-D
time-of-flight camera. The range image captured by the time-of-flight camera is
used for object segmentation and classification. Distance data calculated from
the object region is used to estimate the velocity and collision time of moving
pedestrians.
Different image segmentation algorithms are investigated in this project. The
histogram thresholding with mean-shift grouping is proposed to segment range
images. Object features are extracted by the Fourier transform, Gabor filter
(GIST), scale invariant feature transform (SIFT) and histogram of oriented gradient (HOG). These features are used to describe pedestrians in range images.
The texture features of corresponding intensity images are combined with feaXIII

Abstract
tures from range images. The support vector machine is used to classify the
pedestrian and non-pedestrian objects. The proposed segmentation algorithm
compares favorably with several existing techniques, such as the graph cut and
Otsu’s algorithm, tested on the MESA database, which is acquired by the time-offlight SwissRanger 4000 camera. The proposed pedestrian classification system
is evaluated on the same database.
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Research objectives

According to the World Health Organization’s fact sheet, about 284 million people
are visually impaired and 39 million of them are blind [1]. In Australia, near 0.3
million people are blind or visually impaired [2]. In China, there are about 5
million blind people [3]. In America, 4.6 million people over the age of 40 are
visually impaired or totally blind [4]. There are also a large number of blind
people among children and students. Helping blind people to live independently
is a social responsibility.
Walking in an unconstrained environment is a daily activity that is potentially
dangerous for the visually impaired person to attempt unaided. A blind person
usually has to rely on the white cane or guide dog to detect and evade road
1

1.1. Research objectives
obstacles, locate the pedestrian lane, sense traffic hazards, and assist in road
crossing. The white cane has a limited sensing capability and the guide dog
is costly to train and maintain. This project is a step towards developing an
advanced non-invasive assistive tool that will allow a person with impaired vision
to navigate safely and independently.
The overall goal of this project is to develop a vision system to automatically
detect and recognize traffic obstacles that a blind pedestrian may encounter. The
novelty of this approach is the use of a time-of-flight range camera to identify
traffic obstacles. The system combines a portable PC, a 3-D range camera, range
images, intensity images, image processing algorithms and machine learning
algorithms to detect the distance, size, movement and type of road obstacles.
This project will enhance the autonomy of visually impaired people and also
lead to innovative applications in autonomous vehicles, road safety, robotics and
surveillance.
The specific aims of the project are to:

• Investigate algorithms that segment and localize the nearby pedestrians by
a 3-D range camera.

• Develop image classification architectures to recognize and differentiate
types of moving and stationary obstacles, such as pedestrians.

• Investigate approaches to extract high-level information such as the movement direction, size of the obstacle and its probability of collision with the
blind people.
2

1.2. Thesis organization

1.2

Thesis organization

This thesis consists of five chapters:

• Chapter 1 outlines the project background and objectives. It highlights the
research contributions and publications.

• Chapter 2 gives a literature review on the assistive navigation systems.
In this chapter, the state-of-the-art image segmentation and classification
techniques are presented.

• Chapter 3 presents the proposed range image segmentation algorithm consisting of four stages: pre-processing, histogram-based thresholding, meanshift grouping, and post-processing.

• Chapter 4 describes the proposed method for pedestrian classification. The
Fourier features and GIST features are extracted from range and intensity
images. The distance calculation, velocity estimation and the warning signal
generation to assist the blind walking in traffic scene are also described in
this chapter.

• Chapter 5 presents the experimental results of the proposed range image
segmentation and classification algorithms. The MESA database used in
this project is introduced. The state-of-the-art feature extraction algorithms
are applied to range images and compared with the proposed method.

• Chapter 6 summaries the research activities and provides the concluding
remarks.
3
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1.3

Contributions

The principal contributions of this thesis are listed as follows.
• We propose a pedestrian detection system using a time-of-flight range camera for helping the blind. It contains range image segmentation, pedestrian
classification, distance calculation, and the audio warning output. The system provides the position, distance and type information to help the blind
understand their surroundings.
• A range image segmentation algorithm is proposed. It combines the histogrambased thresholding in 2-D range images and mean-shift grouping in 3-D
point cloud. We build the time-of-flight dataset and develop an evaluation algorithm to compare the proposed segmentation method with several
existing algorithms.
• The pre-processing steps for low-resolution and high noise range images are
proposed. The confidence map thresholding, median filtering and ground
region removal are used to reduce image noise and enhance objects. The
edge merging and surface fitting algorithms are developed to recover the
over-segmented regions.
• The pedestrian classification using a time-of-flight camera is investigated.
The GIST, HOG, SIFT and Fourier features are compared to find the suitable
descriptor for range images. We also combine GIST features of intensity
images to achieve a higher classification rate.
• The distance measurement using the range camera and an ultrasound dis4

1.4. Publications
tance sensor are implemented. The velocity and collision time of moving
obstacles are calculated. The ultrasound sensor can direct the user to the
clear way and verify the distance calculation of the TOF range camera.

1.4

Publications

The publications arising from this Masters research project (August 2010 - August
2011) are listed as follows.

• X. Wei, S. L. Phung, A. Bouzerdoum, ”Pedestrian sensing using time-offlight range camera”, IEEE Conference on Computer Vision and Pattern Recognition: International Workshop on Human Activity Understanding from 3D Data,
Colorado Springs, U.S., 2011, pp. 43-48.
Abstract: We proposed a new approach to detect pedestrians using a time-offlight range camera, for applications in car safety and assistive navigation
of the visually impaired. Using 3-D range images not only enables fast
and accurate object segmentation and but also provides useful information
such as distances to the pedestrians and their probabilities of collision with
the user. In the proposed approach, a 3-D range image is first segmented
using a modified local variation algorithm. Three state-of-the-art feature
extractors (GIST, SIFT, and HOG) are then applied to find shape features
for each segmented object. Finally, the SVM is applied to classify objects
into pedestrian or non-pedestrian. Evaluated on an image data set acquired
using a time-off light camera, the proposed approach achieves a classification
rate of 97.5%.
5

1.4. Publications
• X. Wei, S. L. Phung, A. Bouzerdoum, ”Range image segmentation for obstacle detection in assistive navigation”, IEEE International Conference on
Acoustics, Speech, and Signal Processing 2012, submitted: 27th September,
2011.
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Although medical treatment and prevention have reduced the rates of visual
impairment, they are not sufficient for people who have been totally blind for
many years. Most blind people use white canes to perceive the world, but the
cane is restricted by its short range and basic sensing capability. To obtain more
useful information, such as distance, velocity, and type of obstacles, the white
cane is required to be integrated with multiple sensors. With the development
of computer vision and signal processing, several navigation systems are built to
assist the blind to perceive the unknown environment.
For blind people, walking alone in unknown places is a very difficult task. The
requirements of the blind are listed as [5]:

• to travel safely and walk independently,

• to identify their own location in the path and plan a route to destination,
and

• to access textual information in the surroundings, such as the bus numbers
and road names.

This chapter is organized as follows. Different electronic devices for assistive navigation are presented in Section 2.1. Systems for 3-D vision acquisition
are presented in Section 2.2. Image segmentation and classification algorithms
for pedestrian sensing are described in Section 2.3 and Section 2.4 respectively.
Obstacle tracking algorithms are reviewed in Section 2.5.
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2.1

Electronic navigation systems

Based on their impact, vision assistant systems are classified as vision enhancement, vision replacement and vision substitution systems [6]. Vision enhancement
systems analyse images and extract useful high-level information, such as face
detection and motion detection. Vision replacement systems display visual signals directly in human’s visual cortex. They simulate the human visual system
via the optic nerve. The vision substitution systems convert images directly to
non-visual signals for the user.
Electronic navigation systems consist of vision enhancement and vision substitution systems. They analyse the input frames, extract features of obstacles, and
return warning signals via the audio or tactual interfaces. The input frames can
be intensity images, depth images, or GPS signals. The history of assistive devices
and three current electronic navigation systems are reviewed in this section.

2.1.1 History of assistive devices
In 1912, Optophone was developed as a reading device for blind people [7]. It
converted visual signals to audio signals based on the electric current changing
caused by light. Besides being a reading aid, Optophone had been extended to
assist the blind travel. An auditory image representation system proposed by
Meijer [8] was built on the Optophone model.
After the World War II, more studies were conducted by the National Academy
of Sciences in the U.S. They focused on two major tasks for the blind: reading
printed books and assistive navigation [9]. In 1965, Liddle [10] listed the obstacles
that should be sensed by blind people, including pedestrians, bicycles, road walks,
9
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posts, ladders and tricycles. Haverford College and Bionic Instruments built a
laser cane [11] that consisted of three lasers and photocells. This research focused
on improving the accuracy of assistive devices using different sensors [12].
During 1960s and 1970s, with the arrival of television, scientists proposed to
connect the television image with the optic nerve of the blind. Most navigation devices in that period were in the experimental stage, and only few of them reached
the production phase. The image intensifier developed by Genensky [13] consisted of a television camera and a monitor. This system generates high-contrast
image of the printed books that helps the partially sighted people to read. Nye
and Bliss [14] summarized three basic elements of sensory aids for the blind:
environmental sensors, information processors and user interfaces. In the mid1970, many practical applications were developed. The clear path indicator was
proposed to provide simple information obtained from the cane to the user [15].
The Mowat Sensor was a portable pulsed sonar system, which used tactile signal
as the output for the blind [16].
In the 1980s, optical images were applied to assistive devices. Image processing began to play an important role in electronic navigation systems. A tactile
vision-substitution system, which consisted of an optical sensor, an image processor and a tactile simulator, mapped images to the user’s skin [17]. In the
1990s, electronic navigation systems had begun to diversify. The applications
were developed for indoor obstacle detection, outdoor obstacle detection, obstacle tracking in real-time, GPS position location, ultrasonic sensing, and obstacle
recognition. An auditory image representation system based on Optophone was
proposed by O’Hea [18]. A real-time navigation system was proposed for en10
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hancement of vision rehabilitation using the auditory substitution [19].

2.1.2 Multimodal electronic travel aid
A multimodal ETA device was proposed by Panuccio to help the blind understand
their surroundings with the audio signal [20]. It combines cameras and a laser
pointer to detect the nearest object in real-time. The system runs on a desktop
computer and uses two CMOS cameras to capture left and right images in the
same scene. The light spot produced by a laser pointer is tracked as the correspondence between the left and right images. The angular position and distance
are calculated from returned laser signals. The sound signal for the proximity is
generated for blind people. The left and right images captured by CMOS cameras
are used to extract features of obstacles.
In the multimodal ETA device, different sensors are combined to collect distance data and colour images. Choosing suitable sensors for different tasks in the
obstacle detection system improves the navigation accuracy.

2.1.3 RouteOnline system
The RouteOnline system was implemented in Hague, Netherlands [21, 22]. It is
designed to enable the visually impaired people to walk through crowded streets,
busy intersections and shopping centers.
The RouteOnline system combines multiple telecommunication technologies,
including Universal Mobile Telecommunication System (UMTS), Global Positioning System (GPS) and Radio Frequency Identification (RFID) with public Internet. Users’ movements are tracked once they log on to RouteOnline. Through
the RouteOnline website, users can personalize their database. The location of
11
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the user is determined via GPS. The RFID would identify objects to the user
alternately, if the user is on a place where GPS is not available.
The RouteOnline system can guide the user to find a path from one place to
another. However, the system can not detect obstacles that appear without being
identified by RFID or GPS.

2.1.4 Pedestrian recognition system

With the development of 3-D cameras, depth images are widely used in electronic
navigation systems. A pedestrian recognition system based on depth images was
proposed by Rapus et al. [23]. There are three steps in this pedestrian recognition
system. First, depth images are pre-processed using the histogram analysis and
Hough transform. The 2-D histogram represents how often a depth value appears in the image row. The vertical lines in histogram represent objects and the
straight horizontal lines represent the ground plane. Using Hough transform, the
ground plane line is extracted. After pre-processing, the background and foreground objects are separated. Second, the regions of interest are processed by the
head-shoulder detector to estimate pedestrian positions. Third, the pedestrian
candidates are classified by AdaBoost as the pedestrian or non-pedestrian.
One problem in the pedestrian recognition system is the ground region detection in the 2-D histogram. The low-resolution of range images makes the line
detection in a histogram difficult. Enhancing the ground surface detection will
remove the noise pixels and improve the pedestrian detection.
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2.2

3-D image acquisition

The positions and distance of objects are useful information in the obstacle sensing
system. Compared with distance sensors and 2-D color cameras, the 3-D acquisition systems measure the distance value for every image pixel. The 3-D scene is
digitized through measuring coordinates of objects by a high-density acquisition
system.
The 3-D image acquisition systems are categorized as passive and active approaches. The passive approach (stereo camera) uses two cameras to simultaneously capture the environment light, and the active approach illuminates the
object with light and analyses the reflected signals. Major types of active 3-D
sensors include: the triangulation-based laser camera, fringe projection-based
camera and time-of-flight camera. The non-contact 3-D scene acquisition systems
are reviewed from Section 2.2.1 to Section 2.2.4.

2.2.1 Stereo camera
The stereo camera is inspired by human binocular vision. When a person observes a scene, two images of the scene are formed in the left and right eyes.
The three-dimensional view of the scene is generated in the human vision system. Similarly, the stereo camera reconstructs the 3-D scene from digital images
obtained from multiple viewpoints. The stereo vision system needs three steps
to generate accurate 3-D data. The first step is image matching that finds correspondences between the stereo pairs. The second step performs data calibration
and transforms 3-D point coordinates into world coordinates. The depth of the
image is generated in this step. The last step is 3-D surface reconstruction [24].
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(a) Stereo-based

(b) Triangulation-based

(c) Fringe-based projection

(d) Time-of-flight

Figure 2.1: Example output of 3-D cameras.

The stereo vision camera measures distance from 1m to 100m. An example of
the stereo camera output is shown in Fig. 2.1a [25]. The reader can use red/cyan
anaglyph glasses to view this stereo image in 3-D.

2.2.2 Triangulation-based laser
Triangulation-based laser cameras use reflected laser light and a colour sensor to
compute the distance between objects and the camera. The distance D is calculated
from the projection angle α and collection angles β; L is the baseline, which is the
distance between the laser point and the collection lens. The distance range Dis
governed by the baseline L. The triangulation-based laser model is shown in Fig.
14
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2.2:
D=

1
tan α

L
+

1
tan β

(2.1)

,

The depth of field (DoF) for this camera type is between 0.025m to 0.2m, which
is not suitable for far distance detection. An example of triangulation-based laser
image is shown in Fig. 2.1b [26].
Laser
Source

¢
L
Object

D

£
Optical Center

Laser
Spot
Sensor

Figure 2.2: Triangulation-based laser model.

2.2.3 Fringe-based projection
Fringe-based projection cameras are high-density devices for 3-D surface measurements. The system uses a projector to illuminate the target with fringe patterns, which are then captured with one or more colour cameras, located at fixed
viewpoints. The fringe-based projection combines camera vectors and projector
vectors to provide object coordinates for each camera pixel. When the distance
between the camera and the projector is large, the fringe-based projection has a
good lateral resolution and high accuracy. The target object needs to be located
near the system, as the DoF is only between 0.05m and 0.4m [27]. An example of
fringe-based projection 3-D image is shown in Fig. 2.1c.
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2.2.4 Time-of-flight camera

Time-of-flight (TOF) cameras generate depth images, where the value of each
pixel is its distance to the camera. The TOF camera is a kind of flash-imaging
Lidar. The camera consists of LEDs to lighten the scene, an optical filter to gather
the reflected light, an image sensor to generate the pixel distance, and driver
electronics to control the system. The DoF ranges from 5m to as high as 1000m.
Compared to the other two active 3-D cameras, the TOF camera is not based on
stereo-pair system, and the TOF 3-D cameras have the advantages in a large depthof-view and a high acquisition speed [27]. Furthermore, recent TOF 3-D cameras
can operate in both indoor and outdoor environments by using background light
suppression. An example of time-of-flight 3-D image is shown in Fig. 2.1d.

2.3

Image segmentation

The segmentation algorithms can be categorized as bottom-up and top-down approaches [28]. The bottom-up approaches include region-based, threshold-based,
edge-based and graph-based methods. They use low level cues to segment objects that are salient with respect to the background. The high level top-down
approaches combine prior knowledge from the object detection or supervised
learning. They are trained to segment specific objects accurately. In this section, the region-based, edge-based, graph-based and supervised segmentation
methods are reviewed.
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2.3.1 Region-based methods
The region-based methods group pixels that have similar features, such as color
and textures. A feature vector is calculated for each pixel, and processing steps
such as region growing [29, 30] and watershed transforms [31] are performed in
this feature space. The main steps of region-based methods are summarized as
follows.
• Segment the selected image into initial disconnected regions.
• Extract features of each region.
• Merge regions with similar features based on a homogeneity criterion.
An example of clustering methods is the K-means algorithm. This algorithm
partitions N data samples into K disjoint clusters C1 , C2 , ..., and CK by minimizing
the within-class variance:
J=

K X
X

(xn − uk )2 ,

(2.2)

k=1 xn ∈Ck

where xn is the n-th data sample, and uk is the centroid of cluster Ck . For image
segmentation, the data samples are the image pixels. The steps of the K-means
method are listed as follows [32]:
1. Select K data samples randomly as the initial cluster centroids.
2. Assign each data sample to a cluster with the nearest cluster centroid.
3. Recalculate the positions of the K cluster centroids.
4. Repeat Step 2 and 3 until there is no further change in the centroid positions.
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The Euclidean distance is typically used in the K-means method. Other measurements such as the weighted distance based on color, intensity and texture
are also possible. The K-means algorithm is not guaranteed to reach the global
optimum and its convergence speed depends significantly on the initial selection
of centroids.

2.3.2 Threshold-based methods
The thresholding is a basic technique for image segmentation. To select reasonable
thresholds is the key element in threshold-based methods. In gray level images,
the thresholds are generated from the analysis of 1-D histogram. In color images,
the thresholds are generated from three color channels. There are many thresholdbased segmentation methods [33], [34] and [35]. In this section, we discuss Otsu’s
algorithm, which is a classical threshold selection method
Otsu’s algorithm segments an image using a set of intensity thresholds. The
optimum thresholds are determined by analyzing the image histogram. Consider
a gray-scale image with L levels. Let hi be the number of pixels with intensity
value of i. The probability of intensity level i is given as [36]
pi = hi /N,
where N is the total number of image pixels, N =

(2.3)
L
P

h(i).

i=1

The image pixels are divided into K classes {C1 , C2 ...CK } using thresholds
{t1 , t2 , ..., tK−1 }:
• Class C1 contains pixels in the range [0, t1 ].
• Class Ck , where 1 < k < K, consists of pixels in the range [tk−1 + 1, tk ].
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• Class CK consists of pixels in the range [tK−1 + 1, L − 1].
The probability density of class Ck is computed as
tk
X

wk =

pi .

(2.4)

i=tk−1 +1

The mean pixel intensity for class Ck is
1
µk =
wk

tk
X

i pi ,

(2.5)

i=tk−1 +1

and the mean pixel intensity for all classes is
µ=

K
X

wk × µk .

(2.6)

k=1

The optimal thresholds {t1 , t2 ...tK−1 } are determined by maximizing the betweenclass variance, which is defined as
σ2B

=

K
X

wk (µk − µ)2 .

(2.7)

k=1

Compared to other thresholding methods, Otsu’s algorithm is an efficient and
reliable method for determining image thresholds.

2.3.3 Edge-based methods
The edge-based methods segment objects by detecting discontinuities between
regions. Several edge operators using the first-order derivative have been developed to calculate gradients of pixels, including Roberts, Sobel, Prewitt and Canny.
If the magnitude of the gradient is higher than a threshold, the pixel is detected
as an edge.
• The Roberts operator is a classical edge detector. It uses the smallest-possible
difference filters to calculate gradient vectors. The operator consists of two
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2 × 2 convolution masks:
Mx =

"

1 0
0 −1

#

and M y =

"

#
0 1
,
−1 0

(2.8)

where Mx and M y are the horizontal and vertical masks of derivative approximations.
• The Sobel operator applies a triangle filter to smooth perpendicular, and then
the edge pixels are detected by central differences. Two 3 × 3 convolution
masks calculate the gradient vectors in horizontal Gx and vertical directions
G y of the input image A:




 −1 −2 −1 
 −1 0 1 



0
0  ∗ A.
Gx =  −2 0 2  ∗ A and G y =  0




1
2
1
−1 0 1

(2.9)

The gradient magnitude of the image A is given by
|G| =

q

G2x + G2y .

(2.10)

• Another edge detector is the Canny edge detector. It combines the Sobel
operator and first derivative of a Gaussian smoothing filter to get the gradient vector. There are four steps in Canny edge detector algorithm. First, the
2-D image is smoothed by Gaussian filter to increase robustness to noise.
Second, the Sobel operator is used to get the edge strength and directions.
Third, the edge direction is used to trace along the edge and delete any
noise pixels that do not constitute a line. The last step suppresses the broken
edges.
Edge flow
Edge flow is an edge-based segmentation approach proposed by Ma and Manjunath [37, 38]. It detects the intensity and texture discontinuities as boundaries
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in images. Compared with other edge detectors, edge flow provides a general
framework for integrating different image features for boundary detection. The
edge flow is defined as
F(s, θ) = F[E(s, θ), P(s, θ), P(s, θ + π)]

(2.11)

where E(s, θ) is the edge energy at location s and orientation θ, P(s, θ) and P(s, θ+π)
represent the probability of flow direction. The steps to detect image edges are
described as follows:

• For each pixel, an edge flow F(s, θ) is computed.
• The local edge energy E(s, θ) is iteratively calculated. It is propagated to the
neighboring pixels only if they have similar edge flows.
• When the edge flow propagation reaches a stable state, the image boundaries
are formed by detecting pixels with non-zero edge flow coming from two
opposite directions.

The edge flow processes an image at a scale σ, which is the standard deviation
of Gaussian smoothing function. The scale parameter σ controls the edge energy
computation and local flow direction estimation. An adaptive scale will improve
the boundary detection.
Contour-based clustering of multiple segmentations
The clustering of multiple segmentations proposed by Glasner et al. [39] is a
cosegmentaton algorithm based on counter and shape information. The cosegmentation, first introduced by Rother et al. [40], extended the image segmentation
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from a single image to multiple related images. The related images contain the
same objects under different lighting conditions, and the objects almost keep the
contour and shapes. The main steps of the clustering of multiple segmentations
based on contours are described as follows.
1. Two images of the same scene are computed as two boundary maps using
globalized probability of boundary [41].
2. The superpixel maps are generated using the random seeded watershed on
the boundary maps and the initial over-segmented maps are created.
3. All segments in each map are clustered based on the color and motion
similarity, and the contour elements are analyzed.
4. If two segments have a long common boundary and belong to the same
cluster, they are merged as one region. The inter image interactions are
proceed in both over-segmented maps.
5. The co-clustering between the segmentations of two related images is conducted. Good matched contours in both images are kept to get the final
segmentation.
The contour-based cosegmentation is also applied to segmenting sequential video
frames and matching images.

2.3.4 Graph-based methods
The key idea of graph-based methods is to partition image pixels into groups with
common boundary nodes; the groups are merged according to a similarity criterion [42]. Examples of graph-based methods are normalized cut [43], max flow
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[44] and local variation [45]. The normalized cut segments images by calculating
the disassociation between two sets. The disassociation is normalized by total
edge connections to all the nodes in each graph. The max flow algorithm groups
vertexes in the graph by building search trees from a source to a sink. An image
is segmented until the searching trees can not grow.
Local variation algorithm (LV) was proposed by Felzenszwalb and Huttenlocher [45, 46] for processing color or gray-scale images. It merges two components C1 and C2 if the external variation Ext(C1 , C2 ) is small, with respect to the
internal variations:
Ext(C1 , C2 ) ≤ min[Int(C1 ) + τ(C1 ), Int(C2 ) + τ(C2 )].

(2.12)

Here, Int(C1 ) and Int(C2 ) denote the internal variation of component C1 and C2 ,
respectively. The term τ is a function of the component size, τ(C) = k/|C|, where k
is a constant.
Consider an image with an undirected graph H = (V, E), where each pixel has
a corresponding vertex vi ∈ V and edge ei ∈ E. The local variation algorithm finds
a segmentation, described by an edge set F, using the steps as follows [45].
1. Sort E in the image according to non-decreasing edge weights. Let π be
the sorted set, π = {e1 , e2 , ..., ek }. The edge weight is difference between two
vertexes.
2. Start with F0 = {∅}.
3. Repeat Step 4 for each edge eq , where q = 1, 2, ..., k.
4. Construct Fq from Fq−1 . Suppose that edge eq connects vertex vi and v j and
there is no path from vi to v j in Fq−1 . Two components are merged if edge
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weight of eq is small compared to the internal variation of the components
containing vi and v j :



[Fq−1 , eq ]
Fq = 

Fq−1

if Ext(C1 , C2 ) ≤ {Int(C1 ), Int(C2 )},
otherwise.

(2.13)

The local variation algorithm has two main problems when applied to range
images. First, it defines the external variation as the smallest difference between
two components, and therefore is easily affected by noise. In outdoor range
images, noise is a significant factor because of saturated background lighting.
Second, an object in a range image may be over-segmented into two or more
regions if it is partially occluded by another object.

2.3.5 Supervised learning -based methods
The top-down segmentation algorithms are specific to segment given objects.
They aim to learn a prediction function f : X → Y that maps the image X to
a binary segmentation mask Y over the training set of image-mask pairs. In
this section, state-of-the-art algorithms based on top-down segmentation are reviewed.
The top-down segmentation, such as the class-specific segmentation proposed
by Borenstein and Ullman [47], has been applied to improve the bottom-up algorithms. The segmentation process is guided by a known shape characteristics of
objects within a given class. Several researchers have investigated how to combine the bottom-up segmentation with top-down algorithms. Levin and Weiss
trained a fragment-based segmentation algorithm that combined both bottom-up
and top-down cues simultaneously [28]. The supervised object segmentation proposed by Bertelli et al. [48] integrated the high level object similarity with the low
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level color distribution into kernel functions. The features are integrated using a
kernel function and trained by the structured SVM. In this section, the kernelized
learning for supervised object segmentation is described as follows.
The supervised object segmentation learns a scoring prediction function F :
X × Y → R over image-mask pairs. The prediction f is obtained by maximizing F
over all possible mask output Y for a given input image:
y∗ = f (x) = arg max F(x, y),
y

(2.14)

where y∗ is the predicted output mask for a new given input image x. For the
linear SVM, the scoring function F is expressed as
F(x, y, w) = wT ψ(x, y),

(2.15)

where w is the weighted vector and ψ(x, y) are a set of basis functions (feature
vectors). In Bertelli’s algorithm, the weighted w is learned by minimizing the constrained quadratic optimization problem [49]. The constraint of the optimization
function requires that F(xi , yi ) has a score that is higher than any other pair F(xi , ŷ)
by at least ∆(yi , y). That means ∆(yi , y) is used as the violated constraint. Based on
the cutting plane algorithm, the final segmentation for a new image is generated
by adding the most violated constraint for the ith training sample:
ŷi = arg max ∆(yi , y) + wT ψ(xi , y),
y

(2.16)

and then the maximization problem of ∆(yi , y) can be solved by Graph Cut. The
learning stops when the objective function is converged.
In this structured SVM framework, appending a smoothness regularization
term Θ(x, y) and using the kernel function K to describe the relationship between
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two image-mask pairs are two main contributions. The maximization in (2.14)
and (2.19) is restricted within smooth segmentation masks and it enforces the
smoothness of the segmentation output. The training and segmentation functions
are refined as:
ŷi = arg max F(x, y) + Θ(x, y), and

(2.17)

y∗i = arg max ∆(yi , y) + wT ψ(xi , y) + Θ(x, y).

(2.18)

y

y

The kernel function is trained to express the relationship between two imagemask pairs. The final scoring function F(x, y) is expressed by:
K[(xi , yi ), (x j , y j )] = Λ(xi , x j ) · Ω(yi , y j ),

(2.19)

where Λ(xi , x j ) is the object similarity kernel that measures the similarity between
images and Ω(yi , y j ) measures the similarity between masks. The mask kernel
consists of a shape kernel, a local color model kernel, and a global color model
kernel.
• Object similarity kernel is used to modulate the other kernels. Only pairs
having high object similarity are selected to compare the mask similarity.
Two different types of descriptors are applied in the framework: HOG
features and the deformable parts model.
• Shape kernel measures the similarity of two masks. The shape kernel is
defined as
P

1X
ΩS =
{yip y jp + (1 − yip )(1 − y jp )},
P p=1

(2.20)

where yip is the value of mask yi at position p, and P is the total number of
pixels in images.
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• Local color model kernel measures how well the mask j fits the image
i through the foreground and background color models. The local color
model kernel is defined as
P

ΩLM

1X
=
{Fi (xip )yip + Bi (xip )(1 − yip )},
P p=1

(2.21)

where Fi (xip ) and Bi (xip ) are the histograms of the foreground and background of xi .
• Global color model kernel is constructed in the similar way with ΩLM . It
measures how well each image-mask pair fits a global color model. Given FG
and BG are global foreground and background histograms over all training
samples, the global color model kernel is defined as
P

ΩGM

1X
{FG (xip )yip + BG (xip )(1 − yip )}×
=
P p=1
P

(2.22)

1X
{FG (x jp )y jp + BG (x jp )(1 − y jp )}.
P p=1

2.4

Obstacle classification

Obstacle classification has been used in many applications, such as road safety
and autonomous vehicles [50], assistive navigation for the blind [8], and surveillance [51]. Object classification provides more useful information for the user to
understand the environment.
Two main steps to classify obstacles are feature extraction and classification.
Feature extraction reduces the dimensionality of images and finds salient features
of objects. Classifiers predict class membership from the extracted features [52].
An M × N image is an M × N high-dimensional metric. Not all points in the
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metric contain useful features for classification. The pre-processing such as image
enhancement and segmentation reduces the processing area and improves the
classification efficiency.
In pattern classification, the k-nearest-neighbour (kNN), cluster analysis, expert system and neural networks are widely used to distinguish the extracted
features, such as color, textures and shapes [52]. In Section 2.4.1 and Section 2.4.2,
the feature extraction algorithms and classifiers are reviewed, respectively.

2.4.1 Feature extraction
Several feature extraction methods have been proposed for color or gray-scale
images. In this section, we review some recent, state-of-the-art methods for
feature extraction.
• Scale invariant feature transform
The SIFT, proposed by Lowe [53], extracts image features that are invariant to
image scale, rotation, changing illumination, and 3-D projection. It involves
four main steps. First, the difference-of-Gaussian filter is applied to identify
interest points that are invariant to scale and orientation. Second, the key
points with high stability are selected. Third, one or more orientations
are assigned to each key point. Fourth, the local shape distortion and
illumination changes are removed from the selected key points. For clear
images, the SIFT algorithm performs well, but for blurred images, extraction
of edge features is less effective.
• Histogram of oriented gradient
The HOG algorithm was originally developed for human detection in gray28
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scale images [54]. The appearance and shape of objects in an image are
represented by the distribution of intensity gradients and edge direction.
The HOG algorithm extracts features by computing normalized local histograms of image gradients in a dense grid. An input image is first normalized by power-law equalization and then the image gradient is computed.
Next, histograms for multiple orientations are computed for each cell. The
cell can be rectangular or radial, and each pixel in the cell contributes a
weighted score to a histogram. Finally, the cell histograms are normalized
and grouped in blocks to form HOG descriptor. HOG descriptors have been
applied also for detection of cars, buses, and bicycles in color images.

• Global scene feature extractor
The GIST, proposed by Oliva and Torralba [55], is a low-dimensional, holistic
descriptor of the scene. Using the GIST descriptor, images are represented
by the mean values of adjacent and non-overlapped blocks of the Gabor
filter response. To build a holistic representation of the scene, the global
characteristics need to be extracted, and so the details of objects could be
ignored. GIST descriptors are effective at extracting features from blur
images [55]. Pei et al. [56] proposed an extension of GIST features, where
different spatial and scale features are given adaptive weights.

2.4.2 Classification algorithms
Each segmented region needs to be classified as an object or non-object pattern.
The classified is designed via supervised learning. This section describes two
common classifiers: the K-nearest neighbors and the support vector machine.
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K-nearest neighbor
The K-nearest neighbor (K-NN) classifier has been used in many classification
systems [57, 58] because of its simplicity and ability to model large datasets.
The K-nearest neighbour classifies a test sample by searching for the closest
training samples. The label of the test sample is determined based on a majority
vote by the K nearest neighbors. There are four steps of K-NN algorithm. First,
determine the value of K to limit the search range. Second, calculate the distance
metric between the test sample and training samples in feature space. Third,
compute the labels of the training samples within the K nearest distance. Fourth,
apply the majority voting to the selected training samples. The label of the test
sample is determined by the most frequent label in the K nearest neighbors.
The performance of the K-NN method is affected by the value of K and the
distance metric adopted. The Euclidean distance is typically used as the distance
metric. The classification accuracy is improved by using a global distance metric,
such as the Hamming distance.
Support vector machine
Support vector machine (SVM) is a widely used classifier in pattern recognition.
It was first proposed in 1995, based on the theory of Vapnik Chervonenks dimension and structural risk minimization (SRM) [59]. SVM has several advantages:
(i) it maximizes the margins between the two classes, thereby improving the
generalization error; (ii) it works well when the number of training samples is
limited; (iii) it can produce non-linear decision surfaces by projecting samples to
a high-dimensional space; this is known as the kernel approach.
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Several kernels can be used with the SVM classifier, such as linear, polynomial,
and radial basis function (RBF). The RBF kernel is defined as
2

K(xi , x j ) = e−γ||xi −x j || ,

(2.23)

where γ is a positive scalar. The RBF kernel has been demonstrated to work
well in numerous practical applications. This non-linear kernel also has fewer
parameters compared to the polynomial kernel.

2.5

Obstacle tracking

In electronic navigation systems, processing sequential frames and tracking interest
regions are used to monitor a scene in real-time. Object tracking has been used in
automated surveillance, traffic monitoring and vehicle navigation. It aims to estimate the trajectory of an object by locating its position in video sequences [60]. The
tracked objects can be represented by shape or appearance models, which limit
the tolerance of deformation and motion types. The object location is updated
by the object region and its correspondence across frames. There are two main
categories: point tracking and kernel tracking. The representative algorithms are
described next.

2.5.1 Particle filter -based tracker
Particle filter -based tracker is a point tracking method, which is widely used in
object positioning, navigation and tracking [61]. The particle filter is an alternative
algorithm of Kalman filter [62]. When the model of objects is nonlinear, the state
and noise can not be modeled by Gaussian in Kalman filter. For particle filter,
the state of objects is not limited in Gaussian distribution. The aim of the particle
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filter is to estimate potential locations of the tracked object (x1 , x2 ..., xk ) in sequential
frames based on the observed data (y1 , y2 ..., yk ). The steps of particle filter based
on sequential importance resampling [63] are described as follows.
• Initialization: The samples (P : x0 , x1 ..., xi , where i is the number of samples)
are initialized with an proposal distribution p(x0 ). The proposal distribution
can be the target distribution p(xi |xi−1 , yi ) or transition prior p(xi |xi−1 ).
• Measurement update: Update the weights wik using the likelihood
ŵik = ŵik−1 p(yk |xik ),

(2.24)

where yk is the observation results and then the normalized importance
weights are computed
wik

ŵik

= PP

j

j=1

ŵk

(2.25)

.

The effective number of particles is estimated as
N̂e = PP

1

i 2
i=1 (wk )

.

(2.26)

If N̂e is less than a threshold Nt , then samples are resampled.
• Prediction: Predict the xk+1 = Axk + Bv vt + B f ft , where vt is the measured
inputs and ft is the unmeasured faults.
The point tracking methods are suitable for small objects, which use single point
to represent objects from frame to frame. For large objects, multiple points are
needed. Differentiating multiple points from background becomes a problem of
particle filter based tracker and other point tracking methods. To simplify this
tracking problem, the motion-based segmentation proposed by Vidal and Ma
assumes that tracked points lie on rigid bodies [64].
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2.5.2 Template matching
Template matching is a kernel tracking method, which uses the object motion to
represent the object region frame by frame. Template matching algorithms are
widely used because of their simplicity and low computational cost [60, 65]. The
position of the current template is determined by the measurement of similarity
between two frames. The template can be the entire intensity or color image, or
a strong feature of the object. To achieve a high tracking rate, the object features,
such as image gradients, contours and shapes are used as templates [66, 67]. For
high resolution images, the feature-based template matching is more efficient.
In template matching method, the template is a convolution mask. In the
searching image, the template moves over each pixel, and the sum of products
between coefficients in searching area and the template are calculated. The highest
convolution output is the best matching location. In the frame sequence, the input
template finds the potential objects and tracks the most similar object. If there is
no similar region with the template, a new template will be generated.
One way to improve the template matching is to use more than one template
as the eigenspace to search the potential location. In the eigenspace, templates
have different scale and rotation.

2.6

Chapter summary

Significant research has been conducted for electronic navigation devices. The
weaknesses of existing systems are summarized as follows:
• The electronic navigation devices do not show good performance on detecting fast moving objects. The low computation speed reduces the detection
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efficiency.
• The navigation device based on 2-D color images can not provide the accurate distance information directly. Distance sensors need to be integrated
with the 2-D color camera to locate the obstacle positions.
• The accuracy of 3-D cameras is affected by the reflectance of objects with
different materials. The 3-D cameras used in electronic navigation devices
typically have low-resolution and contain high-noise.
• Existing image segmentation methods focus on color or intensity images,
and range image segmentation methods focus mainly on finding planar
surfaces or regular curved surfaces. For irregular objects, accurate segmentation is still a challenging task.
• For obstacle classification, good features of range image objects need to be
extracted. Because texture and color information are not available, other
representative features need to be selected.
Research directions in electronic navigation devices are listed as follows:
• Choosing suitable sensors for object detection improves the accuracy of
navigation systems. The distance sensors, high-resolution color cameras and
3-D range cameras can be combined to improve the robustness of navigation
systems.
• For range image segmentation, the algorithms for irregular objects can be
improved by processing the depth images, confidence maps and amplitude
images.
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• There is no large database of range images. To evaluate segmentation and
classification algorithms, a range image dataset containing traffic obstacles
needs to be built.
• In existing range image classification, the feature extractors and classifiers
inherit algorithms for 2-D color images. Extracting features of range images,
such as the shape and edge, can improve the classification efficiency.
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Introduction

Each pixel in a range image indicates the distance from the object to the camera.
Existing segmentation methods for range images focus mainly on finding planar
surfaces or regular curved surfaces. The principle of these methods is to partition
36
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the image into closed regions with similar surface functions. Among existing
methods for range image segmentation, two algorithms are described as follows.

• Laplacian operators
Many edge-based methods are applied to detect jump and crease edges in
range images. An edge detection method for irregular range images using
Laplacian operators was proposed by Coleman et al. [68]. The improved
Laplacian operators reduce the noise effect in range images and get higher
segmentation rate than the typical Laplacian operator.
For range images, the second-order Laplacian filter represents the local
curvature of object surfaces. The positive and negative peaks correspond
to discontinuities between two regions and they are edge points in objects.
Instead of using the standard zero-crossing method with Laplacian, the
improved method locates edge points by thresholding the absolute value of
Laplacian.
Although this method focuses on detecting edges in irregular range images,
it can also be applied to intensity images and image fusion of 2-D and 3-D
images.
• Markov random field
A range image segmentation using Markov random field was proposed by
Xiao and Han [69]. Their segmentation method is based on Bayes inference
and Markov random field modelling. The authors introduce the surface
function parameters to group distance pixels to planar regions.
n
o
Let L represent the image lattice and D = di, j , ∀(i, j) ∈ L be the set of
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distance values in range images. Assuming there are K regions in the scene,
the range image segmentation are treated as a region labelling problem. The
segmentation result F is represented by
n
o
F = fi, j , ∀(i, j) ∈ L, fi, j ∈ (1, 2, ..., K) .

(3.1)

The MRF method includes three steps. First, the input range image is
segmented by an edge detection proposed by Jiang and Bunke [70]. The
edge detection estimates the number of regions. Second, parameters of the
MRF model are calculated. For each region, a least square plane-fitting
is performed to estimate the parameter vector of the surface patch. The
noise variance σ2 is estimated from the mean of all pixel residuals, and the
potential parameters β are calculated using the coding method [71]. Third,
the energy function is minimized to get the optimum segmentation. After
the three steps, a local search method ICM is employed. ICM updates the
initial segmentation by matching the conditional posteriori probability and
recalculating the surface parameter set until convergence.
In this method, a MRF model is used to improve the segmentation provided
by the edge-based method. The algorithm is tested on ABW database [72]
that only contains polyhedral objects and planar patches.

3.2

Proposed segmentation for range images

The proposed segmentation uses the histogram of pixels to threshold 2-D range
images, and the mean-shift to group 3-D points. Combining the 2-D depth values
and 3-D spatial information, the proposed segmentation is applied to pedestrian
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Range
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Segmentation
Output
Mean-shift
Grouping
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Figure 3.1: Block diagram of the proposed segmentation algorithm for range
images.

sensing. The pre-processing for noise reduction, histogram-based thresholding,
mean-shift grouping and post-processing are four stages in the method. The block
diagram of the proposed segmentation is shown in Fig. 3.1.

The histogram-based thresholding causes under-segmentation, because the
normal vectors of segmented region are not considered. When the mean-shift
groups the points in 3-D domain, the hidden spatial information are used to solve
the under-segmentation. The mean-shift algorithm has been used in 2-D color
image segmentation. It locates the mean center for each region. We extend the
mean-shift in 3-D Cartesian data and evaluate the method on the range image
database. Using the mean-shift grouping after the histogram-based thresholding,
the 3-D cues in an under-segmented region are recovered. The proposed segmentation method takes advantages of both histogram thresholding and mean-shift
grouping.

Figure 3.2 shows visual outputs in each stage of the proposed segmentation
algorithm. The four stages of the segmentation are described in the following
sections.
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(a) Input range image

(b) Histogram-based thresholding

(c) Mean-shift grouping

(d) Proposed segmentation

Figure 3.2: Outputs in each step of the proposed algorithm.

3.3

Stage 1: Pre-processing for range images

In the outdoor condition, the output noise of the TOF camera is high. It is
necessary to reduce the noise and keep useful information. The pixel values of
the TOF camera highly depend on the distance and reflectivity of objects. Two
aspects of the reflected light must be considered:

• The proportion of the back scattered light compared to the LEDs source
light.

• The angular distribution of the back scattered intensities.
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(a) range image

(b) confidence map

(c) binary confidence map

Figure 3.3: Example of confidence map.
For direct reflecting materials, such as glossy surfaces and mirrors, the incoming
light is absorbed or transmitted. The weakening of received signals generates
noise pixels in range images. In the pre-processing, we applied the confidence
map to remove unreliable pixels, the median filter to smooth noise pixels, and a
mask to remove the ground regions.

3.3.1 Confidence thresholding
The TOF camera produces a confidence map with integer scores between 0 and 7.
A score of 0 indicates the most unreliable measure, and a score of 7 indicates the
most reliable measure. The confidence map C(i, j) is thresholded to discard pixels
with unreliable distance values:

T(i, j) =

(

1 if C(i, j) ≥ τ
0 if C(i, j) < τ,

(3.2)

where (i, j) represents the pixel coordinate, and τ is a threshold. The unreliable
pixels are removed by multiplying the input image with the binary confidence
map. Figure 3.3 shows an example of confidence map and its binary confidence
map.
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(a) Output from confidence thresholding

(b) Output of median filter

Figure 3.4: Output of median filter.

3.3.2 Median filtering
In image processing, digital filters are used to reduce noise. The median filter
is a nonlinear filter that can remove noise and preserve edge pixels. We apply
a median filter on the range image to remove noise and stabilize the distance
values. The median filter replaces each pixel with the median of neighboring
pixels. Given an input image I(i, j), the noise-filtered image S(i, j) is generated as
S(i, j) = M[I(i, j) × T(i, j)],

(3.3)

where M[·] is the 2-D median operator. Figure 3.4 shows an example using a 3 × 3
median filter. The isolated noise pixels are removed and the boundaries of objects
are smoothed.

3.3.3 Ground pixels removal
In the range image, some object regions have the same depth values with the
ground region. It is difficult for the distance-based segmentation to separate the
ground region from the object regions. The similarity between ground regions
and objects leads to under-segmentation. Consider the set of 3-D points (x, y, z),
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(a) Ground region detection

(b) Output of ground removal

Figure 3.5: Removing ground pixels.
where y is the vertical axis. The Delaunay triangulation is first applied on the (x,
z) coordinates. Let p1 , p2 and p3 be the corresponding 3-D vertices of an output
triangle. The normal vector of the triangulation surface can be computed via the
cross product:
(nx , n y , nz ) = (p3 − p2 ) × (p2 − p1 ).

(3.4)

For each 3-D point, the normal vector is estimated as the average normal vectors
of all triangulation surfaces at that point. A 3-D point is considered as a ground
pixel if its n y component exceeds a threshold τ1 . Figure 3.5 shows an example of
the ground region removal.

3.4

Stage 2: Histogram-based thresholding

Pixels belonging to the same object tend to have similar distance values. The
input image can be segmented into objects by the global distance thresholding.
The global thresholding uses multiple distance values that correspond to local
minima of the image histogram.
Objects in range images are categorized as two types. One is the independent
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object. The average distance of one object is different from other objects. The other
type is the coplanar object. These objects have a similar distance and several
objects belong to the same distance layer. The histogram-based thresholding
separates layers with the largest distance gap and labels disconnected objects in
every layer. The histogram of one range image and the segmentation output are
shown in Fig. 3.6. The main steps are described as follows.

1. Calculate the histogram of the input range image with S bins. The distance
levels in each bin are stored in S.

2. The local minima M of the histogram are used as the boundary thresholds.
The local minima are found by analyzing the first-order derivative.

3. In each segmented distance layer, the connected components are labelled
into objects.

3.4.1 Local minima localization
In assistive navigation applications, points belonging to the same object tend to
have similar distances to the camera. Based on this observation, we segment
image pixels into distinct distance layers using multiple thresholds. The distance
thresholds are determined adaptively as the local minima of the image histogram.
Let h = {h(1), h(2), ..., h(N)} be the image histogram with N bins. The image
histogram is smoothed to reduce noise, and its first-order derivative is

d(n) = h(n) − h(n − 1), for n = 2, 3, ..., N.

(3.5)

A local minimum is detected at point n if the first-order derivative changes its
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(a)

(b)

Figure 3.6: Histogram-based segmentation: (a) histogram of a range image (the
green lines are the detected local minima); (b) the preliminary segmentation.
sign:
d(n) × d(n − 1) < 0, for n = 3, 4, ..., N.

(3.6)

After thresholding, connected component labelling is applied on each distance
layer to extract preliminary regions. An example of histogram-based segmentation is shown in Fig. 3.6. Here, the size of histogram is 32 bins.
Histogram-based segmentation has a short processing time. However, it relies
only on thresholding the depth values so under-segmentation can occur. In the
next stage, 3-D data (ie. x, y, and z coordinates) are used to remove the ground
plane and reduce under-segmentation.

3.4.2 Edge pixel removal
The histogram-based thresholding segments images accurately when there are
an clear gaps between each region. Before locating the minima of the histogram,
ambiguous pixels need to be removed. In the pre-processing stage, the median
filter has eliminated the noise within each region. The transitional pixels between
regions are removed by edge detection and dilation.
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For the range image R, pixels R(i, j) on either sides of object boundaries
have noisy distance values and therefore degrade segmentation results. In our
approach, these boundary pixels are identified via the Canny edge detector. Let
E(i, j) be the edge map, where 1 indicates an edge pixel and 0 indicates a non-edge
pixel. The output image after pre-processing is formed as
F(i, j) = R(i, j) × {1 − D(i, j)},

(3.7)

where D(i, j) is the dilation of edge pixels. The structuring element for dilation is
a matrix consisting 1’s and 0’s, which can have an arbitrary shape and size.
The mask of dilated edge pixels is generated as shown as Fig. 3.7a. To remove
the ambiguous pixels, we multiply the input image with the dilated edge mask
and the noise removal result is shown in Fig. 3.7b. After removing edge pixels,
the valley in histogram is more obvious and locating minima is easier.

(a) Dilated edge map

(b) After edge pixel removal

Figure 3.7: Edge pixel removal.

3.5

Stage 3: Mean-shift grouping

The mean-shift algorithm is a procedure for locating the maxima of a density
function. The mean-shift is applied on the 3-D Cartesian data from each region
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produced by the histogram-based thresholding. While histogram-based thresholding is effective at segmenting independent objects, the mean-shift grouping
can separate coplanar objects using 3-D information.
Let pi (i = 1, ..., n) be a set of 3-D points that correspond to pixels in a preliminary segmented region. The mean-shift algorithm locates the mean p̂ and forms
a cluster by grouping all points pi that are within a bandwidth h to p̂. This step is
repeated and the segmented region can be partitioned into new 3-D clusters.
Let K(x) be a kernel function that controls how a sample pi contributes to the
mean. A new estimate of the mean is calculated as
Pn
i=1 pi · K(p̂ − pi )
.
m(p̂) = P
n
i=1 K(p̂ − pi )

(3.8)

The different between new mean and current mean {m(p̂) − p̂} is the mean shift.
In the proposed mean-shift segmentation, the bandwidth h is adapted to
the area and standard deviation of each region. The adaptive h avoids oversegmentation and reduces the computation cost. To generate the adaptive bandwidth values, the areas Ai of preliminary segmented regions are sorted and the
largest area is defined as A. The bandwidth h for each preliminary segmented
region is defined as
h=

kA
,
δi Ai

(3.9)

where k is a scalar value, δi is the standard deviation of depth values in the region.
The visual result of 3-D mean-shift grouping is shown in Fig. 3.8. The origin
O(0, 0, 0) of the 3-D space is the TOF camera. The range of x-axis and y-axis is from
−2 to 2m and the range of z-axis is from 0 to 5m. The 3-D points are assembled
as object regions in spatial domain. The mean-shift centers are located in each
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Figure 3.8: Example output of mean-shift grouping.
cluster.
The data clustering in spatial domain provides the third dimensional features
for segmentation. Combining the mean-shift grouping with other methods improves the segmentation accuracy.

3.6

Stage 4: Post-processing of segmentation

In image segmentation, one object partitioned into separate parts is defined as
over-segmentation. The over-segmented regions will cause incorrect classification in the next step. For range images, segmentation algorithms group pixels
based on distance values and 3-D geometric information. To recover the oversegmented regions, edge and normal vector features are extracted. We propose
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(a)

(b)

(c)

Figure 3.9: The visual result of edge merging: (a) input range image, (b) segmentation with over-segmented regions, and (c) recovered result.
two methods to merge over-segmented regions: the edge merging and planar
surface fitting. For edge merging, all weak edges between two regions can be
removed by analyzing edge pixels on boundaries. The surface fitting is used to
find normal vectors of segmented regions. The over-segmented background is
recovered by surface fitting.

Edge merging
After segmenting an image into regions, we construct an edge data structure for
each region. If two regions belong to one object, the edges between them are
weak. We remove common boundaries of adjacent regions (Ri , R j ) if
W
≥ T,
min(li , l j )

(3.10)

where W is the number of weak edges on the common boundary, T is the percent threshold, and li , l j are the perimeter length of regions Ri and R j , respectively. Figure 3.9 shows one example of edge merging. In this example, the
over-segmented surfaces at the left of the person are recovered by merging the
weak edges between each region.
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(a)

(b)

(c)

Figure 3.10: The visual result of surface fitting: (a) input range image, (b) oversegmented background, and (c) recovered output.

Surface fitting for background recovery

To address the over-segmentation problem in background regions, we propose
the surface fitting algorithm. The over-segmented planar regions are merged by
finding similar normal vectors and distance values.
The corresponding 3-D points of each region are identified as {p1 , p2 , ..., pN },
where pi = (xi , yi , zi ). We apply principal component analysis (PCA) to the 3-D
points of each region. A plane is fitted to the 3-D data using PCA. The coefficients
for the first two principal components define vectors that form a basis for the
plane and the third coefficient defines the normal vector of the plane.
Two regions u and v are merged if they have similar normal vectors and similar
depths:

|nu − nv | ≤ τn AND |du − dv | ≤ τd ,

(3.11)

where τn and τd are two thresholds. One example of recovering background
surfaces is shown in Fig. 3.10.
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3.7

Chapter summary

In this chapter, we described the proposed range image segmentation that consisted of four stages. First, range images are pre-processed to reduce noise effect.
Second, histogram-based thresholding partitions images into separated distance
layers. Third, the mean-shift grouping generates subregions in spatial domain.
The 3-D geometric information is used to assemble 3-D points into objects. Fourth,
the over-segmented regions are recovered by edge merging and surface fitting.
The experiments and analysis will be presented in Chapter 5.
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Object classification learns features of input regions, and helps the blind to
understand contents in images. Range images provide distance and spatial features that are different from 2-D color or intensity images. Some projects have
used range images to classify objects, such as the smart airbag system [73], pedestrian recognition system based on depth and intensity images [23], and multi-part
based people detection using 2-D range data [74]. In this chapter, we propose the
pedestrian classification system using features that are extracted from range and
intensity images of the time-of-flight camera.
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Figure 4.1: Block diagram of proposed classification.

4.1

Proposed pedestrian classification

The proposed classification combines the features of intensity and range images
captured by the time-of-flight camera. The block diagram of the proposed pedestrian classification is shown in Fig. 4.1. There are four main stages: boundary
feature extraction from segmented range regions, GIST feature extraction from
range and intensity regions, non-linear SVM classification, and distance and velocity calculation. All information retrieved from segmentation and classification
are converted to audio warning signals.
There are two types of inputs: range regions and intensity regions, which are
corresponding to the segmentation result. Fourier features are extracted from
processed range regions, and they describe the shape information. GIST features
extracted from range and intensity regions describe global and texture features
for pedestrians. The pedestrian classification is presented as follows:

• Fourier features are extracted from the boundary of the range region. The
boundaries can be traced from the labelled region (Fig. 4.2c) or enhanced by
the gradient magnitude regions (Fig. 4.2d).

• GIST descriptor is applied to the range region and its corresponding intensity
region. Examples of range and intensity pedestrian regions are shown in
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(a)

(b)

(c)

(d)

Figure 4.2: Pedestrians in (a) range region, (b) intensity region, (c) boundary
tracing region and (d) gradient magnitude region.
Fig. 4.2a and b.

• The support vector machine with the RBF kernel is used to classify the
pedestrian and non-pedestrian objects.

• The distance and velocity of detected pedestrians are calculated. The audio
warning signal is generated for the blind.

4.2

Fourier features from the boundary

Fourier descriptor (FD) is widely used in the shape analysis. It represents shapes
of objects in the frequency domain. The lower frequency contains rough shapes
of objects and the higher frequency contains finer features of the shape. Extracting the lower frequency of Fourier coefficients is enough to describe the shape
information and overcome the noise effect on the shapes.
From the connected components of segmentation results, boundaries can be
traced in each labelled region. To locate the coordinates of the boundary accurately, noise pixels are removed; connected components with small area are
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Area

Figure 4.3: Steps to extract boundary coordinates.

(a)

(b)

Figure 4.4: Pre-processing steps: (a) binary image containing the main object, and
(b) output boundary image.
thresholded; and then the closed boundaries of main objects are traced. The preprocessing steps to locate the coordinates of boundary pixels are illustrated in
Fig. 4.3.
The input regions are segmented regions and the noise pixels around the edges
are removed by finding the largest part. Then the input region is thresholded into
a binary region containing only the main object (shown in Fig. 4.4a). From the
binary image, the closed boundary is traced clockwise within 8 neighbors. The
final boundary is shown in Fig. 4.4b. The coordinates of the nth pixel on the
boundary is represented by a complex number. It is formed as pn = xn + yn ∗ i,
where xn and yn are the pixel coordinates in x-axis and y-axis.
The discrete Fourier transform is applied to the complex vectors of boundary
coordinates. The Fourier coefficients are transformed to get the shape features
that are invariant with scale, translation and rotation as follows.
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• Fourier coefficients F are normalized by dividing the amplitude peak, which
is the absolute value of the first Fourier coefficient. The normalized coefficients are invariant to scale:
F=

F
.
F1

(4.1)

• The first Fourier coefficient is eliminated to center the boundary at the origin,
and so the features are invariant with translation:

F = {F2 , F3 , ..., Fn }.

(4.2)

• Rotation only affects the phases the Fourier coefficients. Discarding the
phases and using only the magnitudes of coefficients remove the effect of
rotation:
F = |F|.

(4.3)

The Fourier features for pedestrian and non-pedestrian objects are shown as
Fig. 4.5. For pedestrian objects, the Fourier magnitude has a sharper decrease in
the low frequencies and has an increase around the 10th frequency.
Classification depends on the accuracy of segmentation. The Fourier features
for shapes are based on the accuracy of segmentation. Instead of using segmented range regions and the boundary tracing, the Fourier features can also be
extracted from the gradient magnitude of range regions. The boundary is enhanced to extract shape information (see Fig. 4.2d). The Fourier feature vector of
the gradient magnitude is shown in Fig. 4.7d. This feature vector can replace the
Fourier features of boundary pixels (see Fig. 4.7c) and achieve a better classification rate. Using Fourier features of the gradient magnitude rather than tracing the
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Figure 4.5: Example Fourier features for pedestrian and non-pedestrian objects
on range images.
boundary pixels, the features are more stable and the classification performance
is improved. The experiments of two Fourier feature extractions are shown in
Results and Analysis chapter.

4.3

GIST features from range and intensity regions

The GIST descriptor is a holistic and low dimensional representation of images [55].
It uses less computational resources to extract global features of a scene. For
the low-resolution images, we apply the GIST descriptor to range and intensity
regions. All input regions are mapped from the rectangle blocks that are generated
from the segmentation result.
Each GIST feature is a weighted combination of the outputs from a set of multi57
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(a)

(b)

(c)

Figure 4.6: Output of GIST filters:(a) input range region, (b) pre-processed range
region and (c) magnitude of the filtered image on polar plot.
scale oriented Gabor filters. There are four steps to extract the GIST features:

1. The input region is filtered by multi-scale oriented Gabor filters, with four
scales and eight orientations. The Gabor filters are generated from one
mother wavelet, through dilation and rotation. The impulse response of a
Gabor filter is the product of a harmonic function and a Gaussian function:
x′2 + γ2 y′2
x′
)|,
1(x, y) = | exp{i(2π + Φ)} × exp(
λ
2σ2

(4.4)

where x′ = x cos θ + y sin θ and y′ = −x sin θ + y cos θ.

2. Before filtering, images are padded, whitened and normalized. The blocking
artifact effect is reduced and then the output image is cropped to have the
same size as the input image. The input region and the pre-filtered output
are shown in Fig. 4.6a and b.

3. The pre-filtered images are convoluted with the Gabor filters:

O(x, y) =

XX
x1

I(x1 , y1 ) × 1(x − x1 , y − y1 ).

(4.5)

y1
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4. All filter magnitude outputs f are down-sampled to the same image size
through averaging values in each image block:
f =

XX
x

|O(x, y)|.

(4.6)

y

The down-sampled magnitude outputs are shown as Fig. 4.6c.
5. All down-sampled outputs of filters are combined to form the GIST features.
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Figure 4.7: Proposed feature vectors: (a) 512 GIST features in the range region,
(b) 512 GIST features in the intensity region, (c) 100 Fourier features of boundary
pixels and (d) 500 Fourier features of the gradient magnitude.

4.4

SVM classification

The proposed feature vectors of the pedestrian region have been extracted, and
one example is shown in Fig. 4.7. The feature vector consists of 512 GIST features from the range region, 512 GIST features from the intensity region and 100
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Fourier features from the segmented region. The Fourier features of the gradient
magnitude can replace the Fourier features of the segmented regions (shown in
Fig. 4.7d).
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Figure 4.8: Example of 2-D feature space of pedestrian and non-pedestrian data:
the feature space is built on the first two features in the proposed feature vector.

One example feature space of the pedestrian and non-pedestrian objects is
shown in Fig. 4.8. The feature space is built on the first two features of the proposed feature vector. It is difficult to separate the two classes by a linear SVM. We
apply the non-linear SVM using the RBF kernel to train the model and distinguish
pedestrian and non-pedestrian obstacles. The RBF function transforms the input
features into a high dimensional feature space:

2

K(xi , x j ) = e−γ||xi −x j || ,

(4.7)

where γ is a positive scalar.
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(a)

(b)

Figure 4.9: Example of over-segmented pedestrian image: (a) original range
image, (b) over-segmented pedestrian image.
Coping with over-segmented regions
For the TOF range images, the reflectivity of objects causes the unavoidable oversegmentation. The distance values in some parts of the object are distorted,
because the received signal is reflected or absorbed by the object. In this situation,
segmenting objects based on distance will cause over-segmentation, and the classification is not reliable. We proposed a neighbor region association method to
solve this classification error.
Figure 4.9 shows an input range image and its segmentation result containing an over-segmented pedestrian. The pedestrian is over-segmented because of
the reflection on legs. We apply the method to the pedestrian and recover the
associated regions based on their connections of boundaries. The associated regions are classified again and the pedestrian are detected this time. The improved
classification result is shown in Fig. 4.10b.
The neighbor region association is designed based on the relation between
adjacent boundaries. Every boundary pixel of adjacent regions has one pixel
difference in the connected part. For each segmented region, the boundary of
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2.91

2.60

(a)

2.60
2.62

(b)

Figure 4.10: Result of pedestrian classification: (a) over-segmented pedestrian
classification, (b) part association for pedestrian classification.
the region is generated and shifted to left, right, up and down four directions.
The four shifted boundaries are compared with their neighbor regions and the
number of overlapped pixels Oi is recorded. If the two regions are not connected,
then Om is zero. If two regions have connected boundaries, the sum of Om is used
to measure the probability of combining P in four directions:
P=

4
X

Om /Bo ,

(4.8)

m

where Bo is the size of the object boundary. If the ratio of overlapped boundary
between Ri and R j is higher than a threshold, the two regions are combined.

4.5

Distance calculation and warning signal generation

The position, distance, and type of obstacles are important information to guide
the blind avoiding obstacles. The velocity of the moving pedestrian is estimated
by distance changes in real-time. The last step in the system is to convert the
useful information to warning signals that can be accepted by the blind.
In the proposed pedestrian sensing system, the position and distance of
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pedestrians are determined. The center coordinates of segmented regions are
returned as the position for objects. The average distance for each region is
defined as
L

1X
F(i, j),
D=
L

(4.9)

h=1

where L is the number of pixels in one object and F(i, j) is the distance value of
each pixel in the region. The number in Fig. 4.11 shows the distance value of the
pedestrian.

3.39
2.89

2.60
1.65

(a)

(b)

(c)

Figure 4.11: Distance calculation for objects. The red number shows the distance
to the pedestrian.

Important information for the blind while walking is the velocity and collision
time of moving pedestrians. The velocity of the moving obstacle is calculated as
V=

∆d
,
∆t

(4.10)

where ∆d is the distance change and ∆t is the time interval.
The distance and velocity information can also be achieved by distance sensors,
such as the ultrasound distance sensor. In our system, one ultrasound distance
sensor is used to measure and verify the distance of the nearest obstacle. The
collision time T is computed as follows:
T=

D
,
V

(4.11)
63

4.6. Chapter summary
where D is the real-time distance from the camera to the nearest obstacle and V is
the estimated real-time velocity of the moving obstacle.
The warning signal for the blind takes different forms, such as generated
speech, audio tones and tactile signal. In this project, we convert the type, position,
distance and velocity information of pedestrians into audio signals. The audio
signal is generated using the Matlab interface of Excel Text to Speech engine. The
information of images are expressed by text strings and and converted speech
and audio tones.

4.6

Chapter summary

In this chapter, we described the classification method for the pedestrian sensing
system. The features in range and intensity regions are combined to detect pedestrians. The classification system consists of four stages. First, shape features in
the segmented range regions and gradient magnitude regions are extracted using the Fourier descriptor. Second, GIST features are extracted form range and
intensity regions providing global features. Third, the non-linear SVM is used
to classify pedestrian and non-pedestrian obstacles. The classification for oversegmented objects is proposed. Fourth, the distance of the pedestrian is calculated
to provide spatial information to the user. The experimental steps and results will
be discussed in Chapter 5.
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In this chapter, we evaluate the proposed methods for segmentation and
classification on a range image database. The chapter is organized as follows. Section 5.1 describes the time-of-flight camera used in this project and the preparation
of the database. Section 5.2 analyses the proposed segmentation algorithm for different parameters, and compares with existing segmentation methods. Section 5.3
presents the results of the pedestrian classification system. Different feature extraction algorithms are evaluated.
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5.1

Data preparation

The proposed segmentation and classification algorithms were evaluated on range
images that were acquired using a TOF camera produced by MESA Imaging,

SR4000 User Manual

model SwissRanger 4000. In this section, the TOF camera used and the database
preparation are described.

Figure 5.1: Time-of-flight camera SwissRanger 4000.

The SR4000 camera is shown in Fig. 5.1. For each frame, the camera generates
a range image, an amplitude image, a confidence map and a 3-D Cartesian data.

• Range image is the main output of the TOF camera. It is an array of the
full-phase radial distance from the center of the camera to objects. The bitdepth of the camera is 16 bits, and an output value of 0xFFFF corresponds
to a distance of 5.00m. The camera converts the radial distance data into
the calibrated distance in 3-D Cartesian coordinates. An example of the 3-D
Cartesian data is shown in Fig. 5.2. This project uses the calibrated range
images; one example is shown as Fig. 5.3a.
• Intensity image is generated based on the amplitude of the received signals.
An example of intensity images is illustrated in Fig. 5.3b. The amplitude
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Figure 5.2: Example of 3-D Cartesian coordinate.

(a)

(b)

(c)

Figure 5.3: Outputs of SwissRanger 4000 camera (a) distance image, (b) intensity
image, (c) confidence map.
data are converted into values that are independent of the range images.
The amplitude values represent object texture because they are caused by
reflections from the object surface.

• Confidence map represents the reliability of the distance and amplitude images. The low confidence value is caused by weak reflected signal or movement in the scene. The confidence map is used to select regions containing
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measurements of high quality, and reject measurements of low quality. One
example of the confidence map is shown in Fig. 5.3c.
Compared with other range cameras, such as the Kinect [75][76] and structuredlight 3-D cameras, the TOF cameras return distance and 3-D coordinates at the
same time. The advantages of TOF cameras compared with others, such as
triangulation-based laser cameras and fringe-based projection cameras, are summarized as follows.
• They have a high acquisition speed and a large depth of field that are suitable
for the traffic scene.
• They have adjustable depth of field, acquisition speed and measurement
quality, by changing the integration time.
• Multiple cameras with different light frequencies can work together with
minimal interference.
• Some TOF cameras work outdoor by using background light suppression.
We built the MESA database using the SR4000 camera. For each frame, the
SR4000 produced five 2-D arrays: X,Y, Z Cartesian coordinates, amplitude image
A and confidence map C. The data set was taken in indoor and outdoor environments, at different days, lighting conditions, and scenes. For each scene, 1000
frames were recorded and about 25 frames contain different poses of pedestrians
were selected. The range images (left columns) and their corresponding intensity
images (right columns) are shown in Fig. 5.4.
By default, the frame rate of the TOF camera is 30 frames per second, and the
frame size is 144 × 176 pixels. The depth of field of this TOF camera is 5m. The
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(a) indoor images

(b) outdoor images

Figure 5.4: Samples from the MESA data set.

(a)

(b)

(c)

Figure 5.5: Preparation for ground truth images: (a) boundary image, (b) segmentation ground truth image and (c) ground truth of pedestrian region.
radial distance for each pixel is calculated as D(i, j) =

p
X(i, j)2 + Y(i, j)2 + Z(i, j)2 .

For evaluating image segmentation algorithms, the segmentation ground truth
was generated manually. We drawn the boundaries of objects and labelled each
region for 200 range images. One example of the preparation for segmentation
ground truth is shown in Fig. 5.5a and b.
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Data set
Range images
Intensity images
Classification ground truth
Segmentation ground truth

Number
1000
1000
2000
200

Table 5.1: MESA image database for segmentation and classification.
The classification dataset was collected based on the objects that need to be
classified in the application. The size of our database is given in Table 5.1. The
2000 ground truth (GT) images for pedestrian classification were created from
both range and intensity images.
In the project, we focused on pedestrian classification, and the bounding boxes
of pedestrians were located manually. One bounding box for pedestrian is shown
in Fig. 5.5c. In each image, we created one bounding box for the pedestrian
and labelled the rest of the image as the non-pedestrian object. We used the tenfold cross validation to evaluate the classification performance. The data set was
partitioned into ten parts. For each validation fold, one part was used for testing,
all other parts were used for training.

5.2

Analysis of range image segmentation

In this section, we analyze the performance of the proposed range image segmentation technique on a data set of 3-D range images. We also compare the proposed
algorithm with existing segmentation methods.

5.2.1 Image data and performance measures
The machine segmented images are compared with the ground truth by Jaccard
coefficients. A Jaccard coefficient measures the similarity between two sets A and
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B. It is defined as the ratio of the intersection to the union:

J(A, B) =

|A ∩ B|
.
|A ∪ B|

(5.1)

A ground-truth region A is considered correctly segmented if a machine segmented region B exists with a Jaccard coefficient: J(A, B) > η, where η is an
evaluation threshold (η = 0.5 in our experiments). Consider an image with m
ground-truth regions and n machine-segmented regions. Let c be the number
of correctly segmented regions by the machine. Let f be the falsely segmented
regions by the machine. The correct segmentation rate for the image is defined as

Pc = c/m.

(5.2)

The false segmentation rate for the image is defined as

P f = f /n.

(5.3)

The overall correct segmentation rate and false segmentation rate are computed
by averaging over all images in the test set.
The segmentation quality can also be measured by the average Jaccard coefficient for all ground-truth regions:
m

1 X
Ja =
Ji
m i=1

(5.4)

The weighted average Jaccard coefficient that takes into account the region size is
defined as
Pm
Ji × Ai
Jw = i=1
Pm
,
i=1 Ai

(5.5)

where Ai is the area of ground-truth region i.
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(a) original image

(b) ground truth image

(c) τ = 0

(d) τ = 2

(e) τ = 5

(f) S = 8

(g) S = 32

(h) S = 64

Figure 5.6: Segmentation for different parameters τ and S.

5.2.2 Parameter analysis
Three stages in the proposed segmentation algorithm are histogram-based thresholding, mean-shift grouping and post-processing. There are two parameters in
the histogram-based thresholding: the threshold of confidence map τ and the
number of histogram bins S. In mean-shift grouping, the bandwidth h is another
parameter to affect the segmentation performance.
To analyse the parameters in the histogram-based method, we compare the
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segmentation results with different values for τ and S. Figure 5.6a is an original
range image and Fig. 5.6b is its ground truth. From the comparison results (see
Fig. 5.6), the following observations can be made.
• Threshold of confidence map τ. With S = 32, we evaluate the algorithm
using different values of τ. With τ = 0, all unreliable pixels and background
noise reduce the segmentation accuracy (see Fig. 5.6c). When τ = 2, the
algorithm achieves a better segmentation result for most range images (see
Fig. 5.6d). With a higher threshold value, some object regions with reliable
pixels are removed (see Fig. 5.6e).
• The number of histogram bins S. With τ= 2, we compare the segmentation
when S = 8, 32, 64. When the number of histogram bins is 8, the image
is segmented into larger regions. The person region is not separated from
the background. A small bin number generates under segmentation (see
Fig. 5.6f). When S = 32, the result is shown in Fig. 5.6g. Most objects
are segmented properly. When S = 64, the image is over-segmented. The
post-processing method can not recover all regions correctly (see Fig. 5.6h).
The parameter in the mean-shift algorithm is the bandwidth value h. It represents the threshold distance between 3-D points. Figure 5.7 shows the visual
results of mean-shift grouping with different bandwidth values.
• Using a smaller bandwidth value h = 0.1, the image is over-segmented and
it is difficult to recover the over-segmented region by post-processing (see
Fig. 5.7c). The over-segmentation will cause high computation cost in the
edge merging step.
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(a) input range image

(c) h = 0.1

(b) histogram-based segmentation

(d) h = 1

(e) h = 5

Figure 5.7: Visual results of mean shift segmentation with different bandwidth h.
• The medium bandwidth h = 1 achieves a better segmentation performance
(see Fig. 5.7d). The hidden spatial regions, such as the ground region and
the box on the ground, are recovered by mean-shift grouping.

• Using a larger bandwidth value h = 5, the mean-shift grouping does not
improve the result of histogram-based thresholding. The 3-D spatial information is not recovered by mean-shift grouping (see Fig. 5.7e).

Using the fixed bandwidth values for all images can not always achieve good
segmentation. As we can see, the mean-shift algorithm helps to segment large
regions using spatial information. It solves the under-segmentation problem.
Setting the bandwidth values adaptively for each region improves the segmentation performance and reduces the computation cost. In the proposed mean-shift
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Input image

Segmentation output

(a) indoor

(b) outdoor

Figure 5.8: Visual results of the proposed segmentation method.
grouping, the bandwidth values are inversely proportional to the area of regions.
The selection of bandwidth values has been discussed in Section 3.5.
The mean-shift grouping recovers the 3-D information for the histogram-based
thresholding and does not cause the over-segmentation problem. The visual results of the proposed segmentation methods with adaptive parameters are illustrated in Fig. 5.8.

5.2.3 Comparison of range image segmentation algorithms
We compared the proposed algorithm for range image segmentation with several
methods: Markov random field, local variation, graph cut , K-means and Otsu’s
method. In our experiments, the same pre-processing and post-processing steps
were applied to all methods. The results in terms correct segmentation rate,
false segmentation rate, average and weighted average Jaccard coefficients, and
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Table 5.2: Segmentation performance of the six algorithms.
Algorithms
Correct
False
Average
Weighted
segmentation segmentation Jaccard (%) Jaccard (%)
rate (%)
rate (%)
Proposed method
73.1 ± 13.0
43.2 ± 16.1
52.7 ± 11.9 59.6 ± 13.0
Local variation [46] 64.8 ± 13.6
48.7 ± 16.8
50.4 ± 11.5 56.1 ± 12.6
MRF [77]
59.3 ± 17.6
48.9 ± 17.7
49.6 ± 10.6 55.9 ± 13.9
Graph-cut [78]
42.3 ± 29.0
75.7 ± 19.4
35.1 ± 9.8
40.9 ± 11.8
Otsu [36]
41.9 ± 31.8
77.9 ± 18.7
33.6 ± 10.4 39.8 ± 12.7
K-means
39.6 ± 29.7
77.4 ± 18.8
33.3 ± 10.2 39.2 ± 11.6

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 5.9: Visual results of segmentation: (a) input image, (b) filtered image, (c)
K-means, (d) Otsu, (e) graph-cut, (f) Markov random field, (g) local variation, (h)
proposed algorithm. See online color figure.
processing time are summarized in Table 5.2. Compared to the above methods,
the proposed algorithm has a higher correct segmentation rate and a lower false
segmentation rate. It also has higher Jaccard coefficients.
The visual results of the six algorithms on a test image are shown in Fig. 5.9.
The differences are clearer when viewed from the electronic color images. The
following observations can be made.

• K-means algorithm has low segmentation accuracy (see Table 5.2). The contours of segmented regions become deformed (see Fig. 5.9c). The noise
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effects in the background are accentuated. If the K-means segmentation is
applied to an image repeatedly, the results can be different. The segmentation is incorrect if initial centroids are not selected suitably.

• Otsu’s method segments range images by maximizing the between-class
scatter. Compared with K-means algorithm, this histogram-based method
is more reliable (see Fig. 5.9d). However, the ground and object regions
are over-segmented when the depth changes, and therefore segmentation
accuracy is reduced.

• Graph-cut algorithm uses the graph-theory to segment images. Before optimizing the energy function, the image is clustered by K-means algorithm
and so for one image, the segmentation output is not always the same. The
result contains over-segmented regions and the objects with the same depth
are segmented as one region (see Fig. 5.9e).

• Markov random field is applied to the initial segmentation result, produced
by histogram thresholding; it improves the segmentation by processing
both the original image and the initial segmentation. However, MRF’s
performance depends on the initial segmentation, and the computation
time is about 30.0s per frame. The result of MRF segmentation is shown
in Fig. 5.9f.

• Local variation algorithm has a good segmentation rate for regions with
significant depth change (see Fig. 5.9g). The algorithm is sensitive to noise,
which can be observed from the coarse boundary in the segmentation result.
77

5.3. Analysis of pedestrian classification
• The proposed method using local minima of histogram and mean-shift
grouping in 3-D space achieves better segmentation performance (see Table 5.2).
Over-segmentation is reduced and each ground-truth object (e.g. as pedestrian and road surface) is segmented correctly (see Fig. 5.9h).

5.3

Analysis of pedestrian classification

In this section, the experimental results using proposed pedestrian classification
are presented. The proposed method includes feature extraction and classification. In the feature extraction stage, Fourier and GIST features in range and
intensity images are combined to distinguish pedestrian and non-pedestrian regions. In Section 5.3.1, the classification performance of different feature extractors
used in the proposed method is presented. In Section 5.3.2, several state-of-the-art
feature extractors are compared using the MESA image database.

5.3.1 Classification rate of the proposed method
In this section, we analyze the classification performance of pedestrian versus nonpedestrian regions, for different feature descriptors on the segmented regions of
range and intensity images. Table 5.3 presents the classification rates using the
three feature vectors. In this experiment, the Fourier features were trained on
200 ground truth images, GIST features were trained on 200 range images and
200 intensity images respectively. The classification performance was measured
by the average classification rate and the standard deviation in ten-fold cross
validation.
Eliminating the impact of image segmentation, the Fourier features were
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Method
Classification Rate (%)
GIST in range images
89.8 ±4.7
GIST in intensity images
92.5 ±4.7
GIST in range and intensity images
94.0 ±3.6
Fourier features in segmented images
85.8 ±8.0
Proposed
94.3 ±3.1
Table 5.3: Classification rate of pedestrian versus non-pedestrian on 200 range
images using boundary tracing.
Method
Fourier + GM
GIST
GIST+ Fourier +GM

Range image
84.4 ±4.9 %
97.9 ±2.0 %
98.0 ±1.6 %

Range and intensity image
87.6 ±3.8 %
98.2 ±1.0 %
98.4 ±1.0 %

Table 5.4: Pedestrian classification on 1000 range images and 1000 intensity images
using gradient magnitude.
trained using the segmentation ground truth. However, the size of ground truth
limits the extension of the dataset. Therefore, we replaced the Fourier features
in segmentation ground truth with more reliable Fourier features of magnitude
gradient in range regions. The classification performance using the magnitude
gradient features (GM) is demonstrated in Table 5.4. In this experiment, the
Fourier and GIST features were trained on 1000 range images and 1000 intensity
images. The classification rate was measured by ten-fold cross validation. Visual
results of the pedestrian classification method using gradient magnitudes are
shown in Fig. 5.10. The red number is the distance in meter from the pedestrians.

5.3.2 Comparison of feature extractors
Different feature extractors were applied to range images to compare the classification performance. The GIST, SIFT and HOG were evaluated on the MESA range
images. Besides the bag-of-features algorithms, the part-based model algorithm
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Figure 5.10: Visual results of the proposed pedestrian classification
was also implemented on the MESA database. In this section, the GIST, SIFT and
HOG features [79] of range images were compared and the results of part-based
model using HOG features were presented.

Scale invariant feature transform
The scale invariance feature transform (SIFT) is an algorithm to detect local features in images for object recognition, image matching and 3-D modelling. The
features extracted are invariant to the scale, orientation, affine distortion and
illumination changes. We apply the SIFT descriptor to range images that are generated by time-of-flight cameras. The steps of SIFT on range images are described
as follows.

1. To simulate the multi-scale features, the scale space L is generated using
variable scale Gaussian function:
L(x, y, σ) = G(x, y, σ) ∗ I(x, y),

(5.6)
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(a)

(b)

(c)

Figure 5.11: Features of the pedestrian: (a) input range image, (b) SIFT features
and (c) HOG features.
where (x, y) is the pixel coordinate, σ is the scale value and I(x, y) is the input
image. The difference of Gaussian (DoG) is built:
D(x, y, σ) = {G(x, y, kσ) − G(x, y, σ)} ∗ I(x, y).

(5.7)

2. The maxima and minima of DoG in scale are detected by calculating the
gradient magnitude.
3. The histogram of local gradient directions are computed in 8 directions
within a 2 × 2 block. The direction at the peak of the histogram is assigned
as the canonical orientation.
4. The 128 dimensional feature vectors are quantized by calculating the Euclidean distance between K-means centers of SIFT vectors. One example of
128 dimensional SIFT features coded in a color image is shown in Fig. 5.11b.
Then, the features are clustered using the K-means and the feature centers
are sorted by PCA.
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5. The spatial histogram of the feature vector is extracted as SIFT features.

Histogram of oriented gradient
The algorithm is similar with SIFT steps after the DoF processing. The visual
result of the HOG feature is shown in Fig. 5.11c. The main steps of HOG algorithm
applied to range images are provided as follows.
1. The gradient of regions are calculated to enhance edge pixels. The derivative
mask in horizontal direction [−1, 0, 1] and vertical direction [−1, 0, 1], the
Sobel operator, or Canny operator can be used to detect edge pixels.
2. The input images are down-sampled to cells. Gradient computation is
processed in each cell and generates an orientation-based histogram. Nine
histogram channels are evenly spread [0◦ , 180◦ ].
3. The histogram of each cell is normalized and the HOG features are vectors
from all block regions.

Feature extraction comparison
In the comparison experiment, all algorithms were performed on a set of 1000
pedestrian patterns and 1000 non-pedestrian patterns using ten-folder crossvalidation. The classification rates of the three feature extractors applied to range
images are listed in Table.5.5.

• The SIFT method has a classification rate of 93.6%. The SIFT is suitable
for recognizing objects based on texture. However, in range images object
texture is not so visible unless there is a significant change in distance.
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Method
HOG features
SIFT features
GIST features

Classification Rate (%)
91.3 ±2.8
93.6 ±2.2
97.9 ±2.0

Table 5.5: Performance of pedestrian versus non-pedestrian classification for three
feature extraction methods on 1000 range images.
• The GIST method has the highest classification rate of 97.9%. A possible
reason is that the GIST method extracts global shape information and ignores
details in the inner regions of the object. For range images, shape and contour
are the most dominant features.

• The HOG method has the lowest classification rate of 91.3% among the three
algorithms. The histogram of orientations in low-resolution range images
did not perform well as in color images.

(a) using GIST features

(b) using HOG features

Figure 5.12: Visual results of pedestrian detection from 3-D range images.

Figure 5.12 shows example outputs of the proposed system for pedestrian
sensing, using the GIST and HOG features. GIST method has fewer false detects
compared to the HOG method.
83

5.3. Analysis of pedestrian classification

Pedestrian detection on the part-based model
Object detection using part-based model is different with the bag-of-features algorithms. The part-based model classifies objects based on root features for the
entire region, local features for each parts and the relative position between the
root location and the part locations. The pictorial structures for object recognition
[80] represent objects by a collection of parts that are arranged in a deformable
configuration. The objects are matched with a trained model by calculating the
match cost for each part and the deformation cost for the connection between
parts. We applied the part-based model of pedestrians on the MESA range and
intensity images.
In this experiment, we used the trained pedestrian models [81] from the
PASCAL datasets, which are all color images. The pedestrian model was trained
on the HOG feature pyramid, including a root model in a lower resolution and
six part models at twice the resolution. The trained pedestrian model is shown in
Fig. 5.13.

(a)

(b)

(c)

Figure 5.13: Pedestrian part-based model: (a)a root filter, (b)six part filters, and
(c) rectangular box placement.

To classify the pedestrian in an image, the HOG feature map was generated
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in two resolution levels (see Fig. 5.14). The root filter response R was computed
over the image to find the location for the parts. At the same time, the part filter
responses Pi were also computed over the image. Then, the part responses Pi were
transformed for spatial uncertainty as Di by eliminating the deformation cost.

(a)

(b)

(c)

Figure 5.14: HOG feature map: (a) range image, (b) at the original resolution and
(c) at half the resolution.

(a)

(b)

Figure 5.15: Examples of pedestrian detection using part-based model: (a) in
range images and (b) in intensity images.

The score of pedestrian location S was computed by sum of the root filter
response and the transformed and up-sampled part filter responses. The objects
85

5.4. Chapter summary
and their parts are located based on the scores:
S = R + Di .

(5.8)

The pedestrian detection results in the MESA database for range images and
intensity images are shown in Fig. 5.15. The part-based model is different with
other descriptors implemented in this thesis, such as SIFT, GIST and HOG. The
existing part-based model of pedestrian detection has not been trained on range
images and the classification rate on range images is still low. This experiment for
part-based model on range images is an initial work and the range image model
will be trained to achieve high classification rate in the future.

5.4

Chapter summary

In this chapter, we presented the experimental results of the proposed range
image segmentation and classification on the MESA database. The database used
in the project was described and the pre-processing steps for range images were
proposed. The segmentation of different algorithms were compared. The feature
extraction methods were analyzed. The state-of-the-art feature descriptors were
applied to the MESA database and compared. The proposed classification rate
researches 98.4%.
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Pedestrian sensing is essential for many applications, such as the navigation
device for the blind and the vision system for robots. To acquire information of
pedestrians, we propose a system that integrates the image processing, pattern
recognition and distance sensors. This thesis investigates range image processing
methods to classify pedestrians and provides distance, velocity and position information to the user. The 3-D time-of-flight camera used in our project captures
2-D visual appearance of objects and measures distance for each of pixels. It
addresses the disadvantages of color cameras and ultrasound distance sensors.
This chapter is organized as follows: Section 6.1 summarizes the research
contributions of the thesis; Section 6.2 outlines the future work and research
directions; Section 6.3 draws conclusion for the thesis.
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6.1

Research summary

The research activities have been documented in several chapters of the thesis.
They are summarized as follows.
• We provided the literature review of state-of-the-art technologies of electronic navigation systems, and algorithms for image segmentation and classification. The commonly used approaches for image segmentation and
algorithms for range images were analyzed. The state-of-the-art object classification methods were reviewed. We also discussed several obstacle tracking methods for the navigation system.
• We proposed a range image segmentation method. It includes three stages,
histogram-based thresholding, mean-shift grouping and the post-processing.
We used the histogram-based algorithm to segment a range image based on
distance values. The suitable parameters of histogram bins and threshold
values are selected. In the second stage, mean-shift grouping is applied to
the preliminary segmented regions. The 3-D coordinates are used to segment objects in the spatial domain. We also proposed the pre-processing and
post-processing steps for the range image segmentation. The pre-processing
steps include confidence map thresholding, median filtering and ground region removal. The post-processing recovers over-segmented regions using
edge merging and surface fitting.
• We developed a pedestrian classification system. This system used Fourier
descriptor, GIST feature extractor and SVM classifier to distinguish pedestrian and non-pedestrian obstacles. The features in range images and in88
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tensity images are extracted and combined to describe segmented objects.
The Fourier features in boundary pixels and gradient magnitudes represent
shape features. GIST features in low-resolution range images describe the
global features. GIST features in intensity images provides texture features
to some extent.
• We constructed a dataset of range and intensity images using the MESA
camera for pedestrian classification. We analyzed results of the proposed
segmentation and classification with several existing methods.

6.2

Future work

Possible research directions can be summarized as follows:
• Improve the range image segmentation to overcome over-segmentation.
Investigate the high level top-down algorithms of segmentation and use the
prior knowledge to achieve higher segmentation performance.
• Develop the obstacle classification system using the TOF camera in realtime, estimate the collusion probability of moving obstacles and achieve the
obstacle tracking.
• Complete the range image database for other types of traffic objects, such as
cars and bikes, and train the range image object model using the part-based
algorithm. Classify more traffic obstacles using the TOF camera.
• Improve the interface of the system and make it easy to be used by the visual
impairment people.
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6.3

Conclusion

This thesis has presented a pedestrian sensing system using the time-of-flight
camera. The pedestrian sensing system is divided into two main parts: range
image segmentation and pedestrian classification. The proposed segmentation
method is evaluated by Jaccard similarity coefficients and the segmentation rate
is 81.7% when the tolerance equals to 0.7. The proposed pedestrian classification
system is evaluated on MESA image database. The classification rate for pedestrians reaches 98.4% using GIST of range and intensity images and Fourier features
in gradient magnitudes.
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