Abstract-Community detection is one of the most important issues in complex networks. In this paper, integrating Infomap and Simulated Annealing (SA) algorithm, and based on the thought of optimizationof the modularity function, the authors are proposing a novel algorithm Infomap-SA for detecting community. In order to verify the accuracy and efficiency of this algorithm, the performance of this algorithm is tested on several representative real-world networks and a set of computergenerated networks by LFR-benchmark. The experimental results show that this algorithm can identify the communities accurately and efficiently, and has higher values of modularity and density and lower computable complexity than Infomap algorithm. Furthermore, the Infomap-SA is more suitable for community detection of large-scale network.
I. INTRODUCTION
In recent years, researches on community structure in complex networks have attracted great attentions from various fields, including biology, physics, sociology, mathematics, etc. [1] - [3] . In real world, many different kinds of networks such as natural, biological and social networks can be interpreted as complex networks [4] , [5] . During 2002, Girvan and Newman found the property of community structure in complex network besides the small world and scale-free properties [6] . The identification of community structure in complex networks is one of the most important issues. Through researches on this problem, the unknown relationships between nodes can be revealed, and it has certain heuristic to explore the unknown world [7] , [8] .
There are many algorithms for detecting community at home and abroad at present. In 2004, Girvan and Newman presented a measure standard to evaluate the quality of community, which can be called the modularity Q metric [9] . After that, a large number of algorithms were studied to detect community by optimizing the modularity [10] , [11] . It is generally accepted that the value of the modularity is higher, the result of community detection is better. Newman established FN algorithm [12] based on Manuscript received April 1, 2015; revised July 21, 2015. Correspondence author email: yhliu@mail.ccnu.edu.cn local search and CNM algorithm [13] . Clauset presented a modularity maximization algorithm in practical contexts [14] . Lancichinetti studied a new modularity maximization algorithm in community detection [15] .
Besides these algorithms based on modularity optimization, there are some other community detection algorithms. Jin et al. [16] presented an efficient detecting communities algorithm with self-adapted fuzzy C-means clustering. Gong et al. [17] proposed a novel heuristic density-based method for community detection. Crampes et al. [18] constructed a unified community detection, visualization and analysis method. Liu et al. [19] established a new clustering algorithm based on field in complex networks. Mu et al. [20] proposed a two-stage algorithm using influence coefficient for detecting the hierarchical, non-overlapping and overlapping community structure.
Based on minimum entropy, Rosvall and Bergstro presented the Infomap algorithm [21] , which transforms the problem of community detection to information compression, and the problem of extreme value can be solved well. Infomap algorithm has the characteristic of running faster, and can detect large networks with no prior knowledge of the number of communities. However, there are some problems that the efficiency of clustering will decrease when the community structure is not obvious. Based on combinatorial optimization, simulated annealing (SA) algorithm was presented by Bertsimas and Tsitsikl [22] , which has the advantages of simply description, flexible use, extensive apply and high efficiency. Guimera et al. [23] presented a clustering algorithm GA in complex networks based on simulated annealing algorithm, and applies it to the metabolic network. The result shows that this algorithm can quickly find the optimal solution to community detection based on modularity, but it has the deficiencies that the global search capability is poor and the performance is easy to be restrained by parameters.
In community detection algorithm, simulated annealing algorithm can quickly find the optimal solution to community detection which is based on the modularity. But there are some disadvantages of poor global search and the performance can be easily affected by parameter constraints.
Synthesizing the advantages and disadvantages of the above algorithms, based on infomap and Simulated Annealing (SA) algorithm, and using the thought of optimization to the modularity function, the authors are proposing a novel algorithm Infomap-SA of detecting community.
II. RELEVANT ALGORITHMSAND EVALUATION FUNCTIONS OF COMMUNITY DETECTION

A. Infomap Algorithm
Infomap algorithm was presented by Rosvall and Bergstroin2008 [24] . This algorithm considers the code length of a random walk of the map as the objective function to be optimized, and detects the network of associations by compressing the information coding. If each node is indicated by the specified binary Huffman coding, any path in the network can be represented with a particular codeword. In order to divide the network, firstly, each community will be coded according to the level of community, and then within each community, nodes will be coded based on the level of node. By integrating these two aspects, the coding of one node is confirmed by community-coding and node-coding. Therefore, the problem of community detection can be replaced by the problem of coding compression, which makes the length of coding shortest. When optimizing the objective function, the algorithm will divide the nodes which connect closely with each other into the same community, because the objective function is the total length of the coding of random walk paths in the network. In this case, the best method to detect community will gain the maximum amount of coding compression. At present, Infomap is considered as one of the most optimal community detection algorithms, but the disadvantage is that the computable complexity of algorithm is complicated.
B. Simulated Annealing Algorithm
Simulated Annealing (SA) was a probabilistic method proposed by Bertsimas and Tsitsikl for finding the global minimum of a cost function that may possess several local minima [22] . It works by emulating the physical process where a solid is slowly cooled and eventually its structure is "frozen", which happens at a minimum energy configuration. SA is a generally applicable and easy to implement probabilistic approximation algorithm that is able to produce good solutions for an optimization problem, even if the structure of the problem is unknown. However, there need more theoretical and experimental researches to further assess the potential of the method.
C. Evaluation Functions of Community Detection
1) Modularity
Some of the evaluation criterions are used to assess the results of community detection obtained by some algorithms. Therefore, in 2004, the modularity Q metric was proposed by Newman and Girvan [9] . It effectively reflects the difference between the actual number of connection and the excepted number of connection in random condition. The equation is as follows: The modularity Q metric is used to verify the accuracy of community detection in complex network. It is generally accepted that the value of modularity is higher, the result of community detection is better.
2) Density
The density of one community is the ratio of the total edges in this community and the total edges in network [25] , [26] . The equation is as follows:
where P represents the density, K is the number of communities in the network, m is the sum of all edges in the whole network, s m is the sum of all edges in community s. It can effectively reflect the closeness in internal community. The density P function is used to verify the accuracy of community detection in complex network. It is generally accepted that the value of density is higher, the result of community detection is better.
III. REALIZATION OF THE INFOMAP-SA ALGORITHM
A. Algorithm Thought
Firstly, by using the characteristic of random walk coding in Infomap algorithm, the Infomap-SA algorithm names each community with different code, and names each node in every community with recursive process, then compresses the code to gain the community whose length of coding is minimum and the relationship between nodes is the closest. Secondly, combining with the thoughts of modularity optimization, the Infomap-SA algorithm uses the thought of simulated annealing to randomly move the node in the previous community into another one. After this process, the value of modularity is tested, if the result is greater than the previous value, then this new method of community detection is adopted. Otherwise, this new method will be accepted with some probability, until the communities are detected accurately in complex network.
Compared with other community detection algorithms, this proposed algorithm not only can reflect the mutual interdependence and relationship between local communities in global network, but also can optimize the modularity using the thought of simulated annealing with the characteristics of flexibility and high efficiency.
B. Steps of the Algorithm
The steps of Infomap-SA are given as follows:
Step 1. Constructed the set of complex network ( , )
G V E , where G represents the whole network, V is the set of nodes and E is the set of edges. The number of nodes is n ( 1, 2, , n  
) and the number of modules is A ( 
where i q is the probability to exit module i , p  is the probability to visit node  in module i .
Step 3. The equation of index coding is defined as
Step 4. Put the results generated in step 2 and step 3 into the following equation LG is calculated. If G is an undirected graph, then is the relative weight between all modules. Relative weight of one node refers to that the weight of the edges connected to it divides double of total weight in the network. In the end, the node with minimum average coding length is divided into the module which the ith node belongs to. If the value of equation () LG is not expected, the steps 2, 3 and4are repeated.
Step 5. max Q is the value of modularity of community detection. The initial temperature is set as T , move the node randomly as
, estimate the result of the following equation
if the result of equation (7) is greater than 0, save max Q as now Q . Do iterate at current temperature until the optimal solution is found.
Step 6. After calculating the equation TT  , repeat step 5 until the terminal condition is satisfied. Output the optimal result of community detection.
The Infomap-SA algorithm is given as Fig. 1 .
Give the module coding
Give the node coding in every module
Compute the length of coding in the network Move the node into the module whose length of matching coding is minimum
The minimun coding length is expected?
Search the optimal value of modularity at some temperature Increase modularity by moving nodes between modules 
C. Computable Complexity
The calculation process of Infomap-SA algorithm is divided into two steps. Firstly, the communities and nodes are coded respectively by Infomap algorithm, the coding length is minimized, where n is the number of nodes in network, the computable complexity is 
IV. SIMULATIONS AND ANALYSIS
In this paper, some experiments have been done to verify the performance of Infomap-SA algorithm. Linux and C++ is the simulation software environment for this new algorithm. In order to analyze further the performance of Infomap-SA, we compare this algorithm with the Infomap algorithm [27] . The evaluation functions include modularity and density, and the verify networks include real-world networks and generated-networks.
A. Tests on Real-World Networks
To test Infomap-SA, we have performed our experiments over three real-world networks. They are the wellknown Zachary's karate club network [28] , bottlenose dolphin network [29] and Les Miserables network [30] .
1) Test on Zachary's karate club network
Karate club network was constructed by Wayne Zachary after observing social interactions between the members of a karate club at an American university [28] . This network includes 34 nodes and 78 edges, in which one node represents a member, and one edge denotes the friendship between any two members.
The result of community detection calculated by Infomap-SA in Karate club network is shown in Fig. 2 , the value of modularity is 0.4025, the value of density is 0.8023, and the value of accuracy is 0.9706. In this network, the administrator and the instructor are represented by nodes 1 v and 34 v respectively. Based on the middle black line, this network is divided into two large communities, the right one and left one represent the instructor's faction and the administrator's faction respectively. Furthermore, the left community can also be split into three sub-communities, which are identified by blue, red and green circles. At the same time, the result acquired by this algorithm is identical to the classical paper [11] .
2) Test on bottlenose dolphin network
Bottlenose dolphin network was compiled by Lusseau after seven years of field studies of the dolphins living off Doubtful Sound, New Zealand [29] . This network includes 62 nodes and 159 edges, in which one node represents a dolphin, and one edge denotes the frequent association between any two dolphins.
The result of community detection calculated by Infomap-SA in bottlenose dolphin network is shown in Fig. 3 , the value of modularity is 0.5129, the value of density is 0.7624, and the value of accuracy is 0.9839. Based on the middle black line, this network is split into two large communities. Further, the left one also can be divided into five sub-communities denoted by the different colors of nodes. At the same time, the result acquired by this algorithm is identical to the classical paper [11] . in Zachary's karate club network. 
3) Test on les miserables network
Les Miserables network was compiled by Knuth using the interactions between major characters in Victor Hugo's sprawling novel, Les Miserables [30] . This network includes 77 nodes and 508 edges, in which one node represents a character, and one edge denotes coappearance of the corresponding characters in one or more scenes.
The result of community detection calculated by Infomap-SA in Les Miserable network is shown in Fig. 4 , the number of communities is 11, the value of modularity is 0.4602, the value of density is 0.7402, and the value of accuracy is 0.9481. The communities clearly reflect the subplot structure of the network, unsurprisingly, the protagonist Jean Valjean and his nemesis, the police officer Javert, which are marked by black squares, are central to the network and form the hubs of communities composed of their respective adherents. Other subplots centered on Marius, Cosette, Fantine, and the bishop Myriel, which are marked by black circles, are also picked out by this algorithm. At the same time, the result acquired by this algorithm is identical to the classical paper [11] . 
B. Tests on Computer-Generated Networks
In social networks, the number of nodes and degree of nodes usually satisfy the power-law distribution. Based on LFR-benchmark, generated-networks can be acquired through setting different rules of power-law distribution, and these networks are closer to the real-world networks [31] . Furthermore, some networks with same number of nodes and different parameters can be generated by LFRbenchmark. At the same time, the generated nodes belonging to which community can be already known in advance, so the community structure is certain. This kind of generated-networks is defined as ( , , , , , ) LFR N k m    , where N is the number of nodes in networks, k is the average degree of nodes, m is the maximum degree of nodes,  is the exponent for the degree distribution,  is the exponent for the community size distribution, and  is the mixing parameter which is used to control the ratio between the degree of intra-communities of a node and its total degree. In the Fig. 5 , the network generated by (128,10,30,1,1,0.2) LFR is used as the example. The result of community detection calculated by Infomap-SA in generated-network is shown in Fig.5 , the number of communities is 6, the value of modularity is 0.3935, the value of density is 0.7957, and the value of accuracy is 0.9844. Based on the black lines, this network is split into four large communities, which is basically the same to the community structure known in advance generated by LFR-benchmark [31] . But the nodes 52 v and 65 v are divided into the wrong communities by Infomap-SA algorithm, which are marked by black circles.
V. ANALYSIS
A. Contrastive Analysis of Infomap-SA and Infomap in Real-World Networks
In this paper, modularity and density are calculated by Infomap-SA algorithm and Infomap algorithm based on eight real-world networks, including Zachary's karate club network [29] , bottlenose dolphin network [30] , American college football network [6] , Jazz bands network [32] , Les Miserables network [30] , Krebs polbooks network [9] , Email network of RovirsIVirgili (URV) [33] and the power grid network of the western United States [34] . The contrastive analysis of Infomap-SA and Infomap in different real-world networks is as follows.
The modularity Q metric is used to verify the accuracy of community detection in complex network. It is generally accepted that the value of modularity is higher, the result of community detection is better [9] . In Table I , the number of nodes, the edges and the results of modularity calculated by Infomap-SA and Infomap in different networks are listed. As shown in Table I and Fig.   6 , we can see that the values of Q metric calculated by Infomap-SA and Infomap algorithms are high, which indicates that these two algorithms perform well on these eight real-world networks. Obviously, Infomap-SA algorithm performs better than Infomap, and also has higher modularity than Infomap. The density P function is also used to verify the effectiveness of community detection in complex network. It is generally accepted that the value of density is higher, and the result of community detection is better [25] , [26] . In Table II , the number of nodes, the edges and the results of density calculated by Infomap-SA and Infomap in different networks are listed. As shown in Table II 
B. Contrastive Analysis of Infomap-SA and Infomapin
apply it to the computer-generated networks based on LFR-benchmark [35] , which have different topological properties than the real-world ones. Here we use 27 generated networks to perform Infomap-SA algorithm. These networks are generated by ( , , , , , ) LFR N k m    with different parameters, in which the number of nodes N is from 128 to 4000, the average degree k is 10, 16 or 32, the maximum degree of nodes m is 30 or 50, the exponent for the degree distribution  is 1, the exponent for the community size distribution  is 1, the mixing parameter  is 0.2. Table III and Fig. 8 , we can see that the values of modularity calculated by Infomap-SA and Infomap algorithms are increasing gradually with the increase of network scale. Obviously, the former performs better than the latter, and also have higher modularity than the latter.
According to Table IV and Fig. 9 , we can see that the values of density acquired by Infomap-SA and Infomap algorithms are high. Obviously, the former performs better than the latter, and also have higher density than the latter. The result of detecting communities calculated by Infomap-SA is better than Infomap.
So, based on the comprehensive analysis above, it is obvious that the Infomap-SA algorithm performs well in real-world networks and generated networks. And the values of modularity and density calculated by this algorithm are higher than Infomap algorithm.
VI. CONCLUSIONS
The identification of community structure in complex networks is of great interest because they often reveal unknown relations among nodes and provide useful information for unknown things. In this paper, based on Infomap algorithm, and integrating the thought of simulated annealing to optimize the modularity function, the authors are proposing a new algorithm Infomap-SA of community detection. The performance of this algorithm is tested on six real-world networks, as well as on a set of computer-generated networks by LFR-benchmark. Through further contrastive analyses, the experimental results reveal that the Infomap-SA algorithm can identify the communities accurately and efficiently, and have higher values of modularity and density and lower computable complexity than Infomap algorithm. However, there also exist some problems in this algorithm. For example, it cannot overcome the problem of poor global searching capability in simulated annealing algorithm. Therefore, our future researches will aim at identifying communities accurately by using the methods with more stable global solutions.
