Abstract-A predictive vector quantizer (PVQ) is a vector extension of a predictive quantizer. It consists of two parts: a conventional memoryless vector quantizer (VQ) and a vector predictor. Two gradient algorithms for designing a PVQ are developed in this paper: the steepest descent (SD) algorithm and the stochastic gradient (SG) algorithm. Both have the property of improving the quantizer and the predictor in the sense of minimizing the distortion as measured by the average mean-squared error. The differences between the two design approaches are the period and the step size used in each iteration to update the codebook and predictor. The SG algorithm updates once for each input training vector and uses a small step size, while the SD updates only once for a long period, possibly one pass over the entire training sequence, and uses a relatively large step size.
I. INTRODUCTION
A VECTOR quantizer is a system for mapping a sequence of continuous or high rate discrete k-dimensional vectors into a digital sequence suitable for communication over or storage in a digital channel. While Shannon theory states that memoryless vector quantization is sufficient to achieve nearly optimal performance, such performance is guaranteed only for large vector dimension. Unfortunately, however, for a fixed rate in bits per sample, the codebook size grows exponentially with vector dimension and, hence, the complexity of minimum distortion searches required by the encoder also grows exponentially. For this reason, recent research has focused on design techniques for vector quantizers that have structures which yield a slower growth of encoder complexity with rate or dimension. Two vector quantizer structures that have proved promising are feedback vector quantizers with full searches of small codebooks and memoryless vector quantizers with large codebooks and suboptimal, but efficient, search algorithms. A general survey of vector quantization, including many examples of both structures, may be found in [ 11. We here develop new design algorithms for predictive vector quantizers, a special case of the class of feedback quantizers. A predictive vector quantizer (PVQ) or vector predictive quantizer is a vector extension of a predictive quantizer or DPCM system. In the encoding process, an error vector formed as the difference between the input vector and the prediction of this vector is coded by a memoryless vector quantizer. The vector quantizer chooses the minimum distortion codeword from a stored codebook, and transmits the index of this codeword to the receiver. A PVQ is a feedback VQ because the encoder output is fed back to the predictor for use in approximating the new input vector.
The general structure of PVQ was introduced by Cuperman and Gersho [2] , [3] , who developed a PVQ design algorithm for waveform coding with two main steps. First, a set of linear vector predictive coefficients is computed from the input training sequence by generalized.LPC techniques. Second, a vector quantizer codebook is designed for the innovation sequence formed by subtracting the input vector from a linear predicted value based on the actual past inputs ("open-loop'' design) or for the actual prediction error formed as the difference between the input vector and the linear predicted value based on the past quantized outputs ("closed-loop'' design). The generalized Lloyd algorithm was used for the vector codebook design (see, e.g., [4] ). As with traditional design techniques for scalar predictive quantization or DPCM, the predictor is designed under the assumption that the prediction is based on past input vectors rather than on their quantized values; that is, it is effectively assumed that the quantized reproduction is nearly perfect. This approximation may be quite poor if the quantizer has a low rate. This causes a potential problem in the system design: the predictor 'which is optimum given past true values will not be so for past quantized values. A second potential problem arises when the open-loop design technique is used-the vector quantizer designed to be good for the ideal innovations sequence may not be as good when applied to the actual prediction error sequence. The closed-loop design resolves this problem and was found to provide 1-2 dB improvement over the open-loop design for sampled speech at rates ranging from 1 to 2 bits/sample with vector dimensions ranging from 1 to 5 .
This paper presents an approach to design predictive vector quantizers by applying standard techniques of adaptive filtering to design both vector quantizers and vector predictors in PVQ. The quantizers and predictors are iteratively optimized for each other using gradient 0096-3518/86/0800-0679$01 .OO O 1986 IEEE search techniques. This is accomplished by simultaneously adjusting both the linear predictive coefficients and the vector quantizer codebook with each fixed number of training vectors, where the number of training vectors used for each update can range from one vector to the entire training sequence, The adjustments attempt to minimize the cumulative sample squared error between the input vectors and the reconstructed signals. No assumption of perfect reproduction is needed in this algorithm and, hence, it may yield better codes. The algorithm is used only in the design of the system, not as an on-line adaptation mechanism as in the adaptive gradient algorithms of, e.g., Gibson et al. [5] and Dunn [ 6 ] . Some preliminary work on a scalar version of this algorithm was developed in unpublished work of Y. Linde . Preliminary results of the research described here were reported in [ 11.
On the positive side, simulations on Gauss-Markov and sampled speech indicate that the SD and SG design techniques yield good codes when the parameters are chosen intelligently. On the negative side, the resulting codes yield overall performance quite close to those designed using the Cuperman-Gersho technique. These results are of interest not only because they show that popular adaptive filtering algorithms can be modified to design good predictive vector quantizers, but because they show that optimizing the quantizer for the vector predictor yields good overall performance even when the predictor is not optimized for the quantizer. In other words, predictive vector quantizers are robust against inaccuracies in the predictor provided the quantizer is matched to the predictor. As a final observation, the algorithms developed here have also been extended to the design of good predictive trellis encoding systems [7] and joint source and channel trellis encoding systems [ 81.
The basic structure of a PVQ system is presented in the second section. The principles of the gradient design algorithm are discussed in the third section. Simulation results for two different sources follow. Finally, comments and suggestions for future research are mentioned.
PREDICTIVE VECTOR QUANTIZER
A PVQ system is sketched in Fig. 1 . Let be a vector-valued random process or source with alphabet B , e.g., k-dimensional Euclidean space R k . A PVQ consists of three functions. An encoder y which assigns to each error vector e, = x, -x " , a channel symbol y(e,) in some channel symbol set M , a decoder fl assigning to each channel symbol u, in M a value in a reproduction alphabet 8, and a prediction function or next state functionfwhich approximates the next input vector x, + as x " , + = f ( i n , in --). Given a sequence of input vectors and an initial prediction fo, the channel symbol sequence u,, reproduction sequence i,, and prediction sequence x " , are defined recursively for n = 0, 1, 2, , as u, = r(e,> = r(xn -x",),
x"ni-l =f(4,, i n -1 7 * * * 3 ) .
(1)
Since the prediction depends only on previous predictions and encoder outputs, given the initial prediction and channel sequence the decoder can duplicate the prediction. In fact, the receiver is a subsystem of the transmitter, both of them have the same predictor and its input f, the reproduction vector.
A linear vector predictor is used in this system for its simple structure and well-known behavior. We consider, however, a particular form of linear vector predictors. Following Cuperman and Gersho [3] with some minor modifications, we consider vector predictors that operate internally as ordinary scalar predictors. To be specific, the linear prediction function is
where k is the vector dimension, p is the predictor order, and aj are the predictive coefficient vectors. The predictor can be expressed more compactly as 
The vector quantizer (which includes the encoder and decoder) operates as a minimum distortion or nearest neighbor rule, i.e.,
where the inverse minimum notation means that y(e) is the index u for which the reproduction codeword f yields the minimum possible distortion over all possible reproduction codewords. Putting (1) into the above equation, for any difference distortion measure the minimum distortion rule becomes y(e) = min-' d(e + 2, P(u) + f ) = min-' d(e, P(u)). 
A PVQ is a sequential machine or a state machine with an infinite number of states. Unlike a finite state VQ [9] , [lo] which designs different codebooks for each state, a PVQ stores only one codebook for all states. This implies that the storage requirement and search complexity of PVQ are almost the same as for a memoryless VQ with the same rate and dimension. As in the scalar case, however, a PVQ outperforms a memoryless VQ since the correlation between vectors is used more effectively.
A major problem of many feedback systems is the channel error propagation effect. Like scalgr predictive quantization, a PVQ has this problem. As with the scalar system, the effects of occasional errors should die out with time if the predictor is stable (e.g., the predictor gain is strictly less than 1, and hence, the system is not a delta modulator in the scalar case).
GRADIENT ALGORITHMS FOR DESIGNING PVQ
A PVQ system consists of three functions: an encoder, a decoder, and a predictor. Although the minimum distortion encoding rule is not necessarily optimum for a feedback system, it gives satisfying performance and it is easy to implement for a PVQ system. Hence, the encoder still obeys the minimum distortion rule, and only a decoder and a predictor have to be designed and stored for use.
For simplicity, we first isolate the decoder and the predictor from the feedback loop to derive their update formulas. In other words, we derive formulas to update the quantizer codebook for a given error signal and encoder, and formulas to update the predictor for a given predictor input sequence separately. Then we combine these formulas to design the whole PVQ system.
In this section, we present two gradient algorithms for designing both the quantizer codebook and predictor coefficients of a PVQ system. The fundamentals and applications of adaptive signal processing can be found in [ 1 11, from which we borrow some notation and nomenclature.
A. Steepest Descent Algorithm
The method of steepest descent is one of the oldest and most widely known methods for minimizing a function of several variables. The formulas to update the quantizer and the predictor are given next.
Update the Quantizer Codebook: The goal of designing a PVQ system is to minimize the average distortion. where E,. is the reproduct,ion codeword with index i and pq is the step size (which affects the rate of convergence and stability). The choice of step size is discussed later. VSi is the gradient with respect to si, and m is the step number.
In words, new codewords are formed by searching along the direction of the negative gradient of the average distortion from old codewords.
By the definition of D(x,, f,) and (l), we obtain i = 1, . -.
where Li is the number of training vectors which are mapped into codeword i.
We consider weighted squared error distortion measures of the form
where W is some positive-definite matrix. Then,
The gradient is proportional to the difference between the quantizer input and mapped codeword. Therefore, the
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steepest descent formula of the quantizer is zi,m+l = ~i , m + p q ( W + wT>
If simple squared distortion is considered, (3) becomes Practically, a long training sequence is used to design a quantization sysem. The limit of (4) can be approximated by a sum over a long training sequence
Note that ( l / L i ) Cj:r(ej) = u i ej is just the centroid or center of gravity of all source vectors encoded into channel symbol ui. For a given encoder y, the optimum decoder is the one whose codewords are centroids of all training vectors mapped into each channel symbol [ 11.
The choice of 2p, significantly affects the performance of this algorithm. To make the analysis easy, we onIy consider the quantizer itself, Le., { e , } is assumed fixed for every update step. Equation ( 5 ) can also be expressed as
The equation is defined to be "stable" if and only if
Observe that when 2 p , is less than 1, the rate of convergence increases as 2 p , increases, reaching the maximum rate of 2pq = 1 . At this maximum rate the optimal solution, that is, the replacement of old codewords by the centroids, is reached in a single step. For 0 < 2pq < 1, there is no oscillation in the codeword updating and the process is said to be overdamped. For 1 < 2pq < 2, the updating process is underdamped and converges in a decaying oscillation. When 2pq = 1 , the process is critically damped, and ( 5 ) becomes which is exactly the generalized Lloyd algorithm [4] , [ 
121.
This also shows that the Lloyd algorithm which achieves the optimal solution in one step has the fastest convergence rate among the family of steepest descent algorithms for a given encoder and training sequence. An algorithm with a slower convergence rate, however, may avoid bad local optima by giving a smoother search [ 131, Update the Predictor: Assume the average distortion D(x, i ) is differentiable, the general steepest formula for updating the predictor is ~4 1 .
where A is the predictor coefficient matrix, m is the step number, and p p is the step size for updating the predictor. For a PVQ system with a linear predictor as in (2) Zn = A q -1 , 12 = 1 , 2 , * * * , and the weighted squared distortion measure
the gradient of the average distortion is
Define P as a k X p cross-correlation matrix and R as a p X p correlation matrix
R ) . (7)
Let A* be a value of A yielding a zero gradient above, and hence, satisfying a necessary condition for optimality in the sense of yielding the minimum average distortion VA,D(xn, a,) = 0.
A solution is obviously A* = PR-, if R-' is invertible. This is the Wiener-Hopf equation in matrix form for the vector predictor. From (7), the steepest descent formula of the predictor is 1 (8) Am+l = A , + pp(W + WT)(P -AmR). (9) Practically, the correlation matrices are more difficult to and get than simple differences of x -i ; from (6) we have -3,) iiyl. Thus, the optimal value of 2 9 . is 2pp = R-I if R is in-(10) choice is just Newton's method which has the fastest rate of convergence but a slightly more complicated calcula- (1
and the limit is dropped if we use a long training sequence in practice,
The stability condition of 2 y is more difficult to analyze than that of 2pq since R is generally not diagonal. However, by the translating and rotating operations
where Y, is the new prediction matrix, Q is a p X p eigenvector matrix. With some work, the algorithm can be derived as
where A = QRQ-is the eigenvalue matrix in which the eigenvalues appear in the diagonal and zeros elsewhere. Equation ( 1 3) is stable and convergent if and only if
is the largest eigenvalue of R . To get the optimal step size, where A* is reached in the minimum number of steps, we put (8) into ( 1 l ) , and get A, + 1 = A,(I -2pP R ) + 2ppA*R.
Observe that Newton's method is indeed solving the Wiener-Hopf equation to get the optimal solution A* for the predictor with fixed encoder and decoder. This solution, however, may not be optimal for the whole system while updating the decoder and the predictor simultaneously. In our simulations, this solution occasionally even resulted in an unstable system. The steepest descent algorithm provides the possibility of obtaining the optimal solution for the whole system by properly choosing step sizes.
Design Procedures: The formulas for optimizing the quantizer and the predictor have been derived separately. We now combine these formulas to design the complete PVQ system.
There are two approaches to optimize the decoder and the predictor of a PVQ system. 1) Optimize the decoder for a fixed predictor and optimize the predictor for a fixed decoder separately. Iterate these procedures until convergence.
2) Optimize the decoder and the predictor simultaneously and iterate until convergence.
In general, the performance improvement of each iteration in optimizing either the decoder or the predictor tends to decrease rapidly if it converges. Thus, approach 2) may have a faster rate of convergence and hence we choose this approach. The steepest descent algorithm with the simple mean squared distortion measure is described as follows.
Step 0-Initialization: Given:
Since the equation 2pp R = I does nor hold for a scalar Training sequence (xn}: = l , 211, and a general p X p matrix R , this implies that a . vector dimension = k, scalar 2pp may not be capable of being the optimal step size. Thus, we generalize the step size to be a p X p maorder of predictor = p , trix 2pp, which has the same size as R . Starting from the basic formula rate = R bits per vector = r bits per sample, using similar derivations, we get the formulas size of reproduction codebooks = 2R, Step I-Minimum Distortion Encoding:
Obtain the error sequence ( e , = x, -A m i :
If (Dm --D,)/Dm < 6, halt with final codebook and predictor C,, A,.
Otherwise continue.
Step 2-Quantizer Update: where the step number m is equal to the vector number n .
Step 3-Predictor Update:
where cj is the codeword chosen to reconstruct en by some A,, 1 = A, + 2 -C (X, -2,) tic 1 pp.
encoding rule. Putting it into the basic formula, we get the SG formula for updating the quantizer. For i = 1 , Set rn +-m + 1; go to step 1.
. . . , 2 R
This algorithm is an iterative improvement algorithm and requires an initial codebook and predictor to start the process. The "splitting" technique is applied to generate big initial codebooks from small ones since it keeps the
original codeword as a member of the new codebook so that the new average distortion will not increase. The initial predictor of the whole process is simply set to 0, since this disconnects the feedback loop and ensures the stability of the system. The choice of step sizes is the major factor affecting the performance of this algorithm. The optimal step sizes for updating the quantizer and the predictor (2pq = 1 and 2pp = R -' , respectively) are chosen in all simulations unless stated otherwise.
E . Stochastic Gradient Algorithms
In the preceding section, the quantizer and the predictor are updated once for the whole training sequence. Another algorithm widely used in adaptive systems is the so--called least-mean-square or LMS algorithm, which updates these parameters for each incoming vector. In this section, we present an algorithm that is similar to LMS, but differs in that its step sizes are not fixed, but decreased with time or input signals. It is called the stochastic gradient (SG) algorithm.
Update the Quantizer Codebook: The quantizer is updated with each incoming vector in the SG algorithm. Hence, the gradient of the average distortion is replaced by the gradient of the current distortion, and the basic formula becomes
Ei,m+ 1 --Ei,m -P q , n~& ; d ( X n 7 a n ) ,
No matter how large the codebook is, only one codeword needs to be updated with'each incoming vector, since only one codeword represents en.
If the simple squared distortion is considered, (14) simplifies to
This is a very simple formula. To analyze the stability condition of the step size, we follow similar analysis of the steepest descent algorithm, and get a sufficient condition for stability
The final codebook is obtained from the last update of the whole training sequence. Since the locai statistical behavior of speech is time varying, the step size should be chosen very small to protect the final codebook from undue influence of the local behavior of individual samples near the end of the training sequence. A small step size may result in an inefficient adaptation, however, and lead to a nonoptimal solution. To solve this problem, a decreasing step size sequence is chosen so that the algorithm can achieve the range of optimal values rapidly with large step sizes, then it can minimize the error from optimal values in small step sizes.
Eweda and Macchi [ 151 gave a formula for the step size and proved that an adaptive linear estimator with this step size sequence is almost-sure (a.s.) and quadratic mean convergent. The step size p n of the algorithm is a decreasing sequence of positive numbers satisfying 0 < c1 < 00, This sequence is applied to all SG simulations in this paper. To reduce the complexity, p, is not updated for every vector but for every block ranging from hundreds to thousands of training vectors. Although a PVQ system is slightly different from their system, this formula worked well in all simulations.
Update the Predictor: The SG algorithm to update the predictor is Am -~p , , V~, d ( x ,   3) .
Following a similar analysis to the steepest descent algorithm, the SG algorithm for updating the predictor is derived as Am+1 = Am + pp,n(W + WT)(xn -a n > aF-1 (17) for the general weighted squared distortion, and , + 2pp,,,(x, -a,) .fL?l (1 8)
for the simple squared distortion.
A decreasing sequence satisfying (16) i s chosen as the step size to achieve both rapid convergence and minimal error. For simplicity, the 2pP,,, sequence is chosen as where I?@) is the variance o f f . The matrix form of 2pp is not under consideration, since the SG algorithm needs an update for each training vector, the computation of R-' substantially increases the complexity of the design procedures.
Design Procedures: The SG design algorithm with the simple mean squared distortion measure is summarized below.
Step O-Znitialization: Given: Step 1 --Minimum Distortion Encoding:
Obtain the error vector e,, = x, -A,, -al; -Encoding u, = min-' d(e,, p(u)).
uaM
Step 2-Quantizer Update:
~i , n + l = Ei,n + 2~q , n (en -8i.J if P(r(e,,)) = ~i ,~.
A, + 1 = A, + 2pP,,,(x,, -a,,) 1.
.
Step 4: Go to step 1 until the training sequence is exhausted.
The "splitting" technique is again applied to generate the initial codebooks. The training sequence is assumed to be sufficiently long so that the system will have converged when the training sequence is exhausted. However, if the training sequence is not long enough for convergence in one pass, it is repeated several times until the system converges. The convergence can be determined by either testing whether the changes of each codewords and predictor coefficients are less than a threshold, or testing whether the change of average distortion is small enough for a period of time. We choose the latter method in our design algorithm because it is easier to implement.
C. Cuperman-Gersho Design Algorithm
In this section we discuss basic differences between the design algorithm developed by Cuperman and Gersho [2] , [3] and the gradient algorithms developed here. For easy comparison, we consider nonadaptive PVQ systems only. The principal difference between these algorithms is the design of the predictor. The Cuperman-Gersho algorithm designs the predictor based on the assumption of perfect reproduction.
For a PVQ system, the optimal predictor for fixed quantizer and training sequence has been found as 
where P' is a k X p autocorrelation matrix P' = E@,) (x; -and R' is a p X p autocorrelation matax
R' = E ( $ -l~, -l ) . rT
Note that A' is determined only by the statistical properties of the input signals. If the rate (or quantization SNR) is sufficiently large so that the quantization error is negligible, then E(x&LC ,) G E(x, -p(u,))($-1) and
E ( x~-l x~? -l )
G E(iL-12L?l), and hence, A' z A*. In other words, the predictor is nearly optimal under this assumption, even though it does not use the true predictor inputs in the design.
IV. SIMULATIONS
Gauss-Markov sources and sampled speech sequences were used to design and test PVQ systems. Simple squared error distortion was chosen as the distortion measure for 9 both sources. The performances of the systems are given by the signal-to-quantization-noise ratio or SNR defined as the inverse of the normalized average distortion on a logarithmic scale.
Gauss-Markov Sources: A Gauss-Markov source or a first-order Gauss autoregressive source {X,} is defined by the difference equation X , + = ax, + W,, where a is the autoregression constant and { W,} is a zero mean, unit variance, independent, identically distributed Gaussian source. This source is of interest since it is a popular guinea pig for data compression systems and since its optimal performance, the rate-distortion function, is known. We here consider only the highly correlated case of a = 0.9 with transmission rate r = 1 bit/sample. The maximum achievable SNR given by Shannon's distortion-rate function of this source and rate is 13.2 dB [16] .
Both the steepest descent algorithm and the stochastic gradient algorithm were used to design first-order PVQ systems for a training sequence of 60 000 samples. All codes were tested by a separate sequence of 60 000 samples. Table I shows the results for various dimensions. As expected, the PVQ systems designed by both algorithms outperform the memoryless VQ in all cases. (Note that a memoryless VQ can be considered as a PVQ with a predictor that always produces an all zero vector. Hence, memoryless VQ can be viewed as a special case of PVQ.) The difference in performance starts large at dimension 1 and decreases as the dimension increases. Observe that a simple scalar predictive quantizer achieves the performance of the memoryless VQ with dimension = 4, and the performance is the same as the analytically optimized predictive quantization system of Arnstein [ 171 run on the same data. (Arnstein optimized the quantizer for the predictor, but not vice versa.) The test SNR's (SNRout) are within 0.1 dB of the design SNR's (SNRin) in all cases. The good performance of PVQ systems for this source is probably due to the strong similarity between the GaussMarkov source model and the PVQ structure.
The SD and SG algorithms yield almost the same performance for this source. The designed codebooks and predictors are also close for low dimensions. For large dimensions, however, the codebooks are quite different.
As shown in the table, both sets of prediction coefficients are very close to the autoregressive constant of the source. This implies that the autoregressive constant of this source is a good estimation of the prediction coefficient of a PVQ system. Only first-order PVQ systems were considered since the source was a first-order Markov source.
To compare the convergence rate of SD and SG algorithms, their learning curves of SNR and the prediction coefficient al for designing a 2-dimensional 4-codeword PVQ are shown in Fig. 2 . The SNR curves in SG algorithms represent the signal-to-noise ratios for the partial training sequence from the beginning to the current samples. The learning curves of the SD algorithm tend to jump from one iteration to the next iteration, while the SG algorithm moves more smoothly. These different converging paths are possibly the reason for the convergence to different local optima, and hence the generation of different codes. Both algorithms converged very fast, usually in fewer than 10 iterations or 10 passes.
Sampled Speech: A training sequence of 640 000 samples of speech from five male speakers sampled at 6.5 kHz was used to design PVQ systems. The designed systems were then tested on a test sequence of 76 800 samples from a sixth male speaker. The training and test sequences are the same as those used in [ 11 and [ 181 for easy comparison. Table I1 shows the results of first-order and second-order PVQ systems designed by the SD and SG algorithms. Both algorithms yield similar results. The differences between the design distortion and test distortion increase as the dimension increases. Only PVQ systems with dimension up to 6 were considered. Since the autocorrelation function decreases with the lag, the accuracy of vector predictors with higher dimensions is reduced. From the table, first-order PVQ's outperform VQ by from 0.5 dB to more than 1 dB on the test sequence. To further improve the performance, second-order PVQ's were designed. The improvement over'first-order PVQ's is 0.1 dB to 0.2 dB in general. As with scalar predictive quan- tizers, the performance of PVQ's tends to saturate when the order is over 2, and hence, higher order PVQ's were not considered. In addition to the performance, the computation complexity and storage requirement are also important properties of a coding system. The complexity of a PVQ can be measured by the number of multiplications per sample. The quantizer complexity, as given in [l] , is equal to the number of codewords searched, e.g., 2kR if it is full searched. The prediction complexity is the number of multiplications to generate the predictor output, which equals the order p . Therefore, the overall complexity of a PVQ is m = 2kR + p . Considering the storage requirement, both the quantizer codebook and the predictor matrix of a PVQ have to be stored. The quantizer storage is kZkR real values as shown in [l] . The predictor storage is kp real values, since the predictor matrix is a p X k matrix. Thus, the overall storage requirement is k2kR + kp.
Observe that both the complexity and the storage requirement of the quantizer grow exponentially with the dimension, while those of the predictor grow linearly with the predictor order. Table I11 shows the complexity and storage requirements of VQ and PVQ. Comparing the same rate and dimension, a PVQ requires only a small increase in complexity and storage .over a memoryless VQ. If we consider the same performance, a PVQ is more attractive. For ex-,ample, the performance of a 6-dimensional PVQ is approximately equal to an 8-dimensional memoryless VQ. However, the complexity and the storage of the former are much less than those of the latter. Informal listening tests show consistent results. The quality of the test sequence of a 6-dimensional PVQ is superior to that of a 6-dimensional memoryless VQ, and the difference between a 6-dimensional PVQ and an 8-dimensional memoryless VQ is inaudible.
The learning curves of two algorithms to design a firstorder, 2-dimensional, 4-codeword PVQ are shown in Fig.   3 . Both algorithms yield very close SNR and al , but their learning curves are quite different. Note that there is an overshoot phenomenon of al in the SD algorithm. This implies that the optimal step sizes for designing the predictor itself may be too large for designing the whole PVQ system for sampled speech. A smaller step size may be more suitable to make the design process stable. In fact, we have chosen smaller step sizes to design second-order PVQ systems in our simulations.
To examine the effect of the assumption that the quantization error is small, we simulated the Cuperman-Gersho algorithm with the same training and test speech sequences. The simulation results are also shown in Table  11 . As expected, for the smaller SNR's this algorithm yields performance inferior to that of the SD and SG, but the differences are small and become negligible as dimension increases.
Comparing the prediction coefficient obtained by different algorithms, they are different but have similar shapes. For example, the predictor matrix of a 6-dimensional first-order PVQ is as follows. Finally, we designed PVQ systems for fixed predictors in order to examine the sensitivity of the performance to the prediction coefficients. In these simulations, vector quantizers were designed by the generalized Lloyd algorithm for fixed predictors whose prediction coefficients were randomly chosen from a range around the optimal values. Surprisingly, all results show very good perfor- .
60
40
.20
. mance (within 0.2 dB to the best performance) even when their prediction coefficients are k0.2 far away from the optimal values. This shows that the performance of the system is not sensitive to the prediction coefficients, thus, the design of the predictor 'is not very critical. Even a poorly designed predictor can be compensated for by a well-designed quantizer providing that the codebook size is large enough.
V. COMMENTS
We have introduced SD and SG algorithms for designing PVQ systems. Experimentally, the SG algorithm yields slightly better performance, but it is not consistently better. The step sizes of the SD algorithm are very easy to choose, since their optimal values for updating the quantizer and the predictor have been developed separately. For the SG algorithm, the choice of step sizes is still a problem. From the simulations, different step size sequences result in different codes and performance, and no formula consistently yields the best performance in all cases. Hence, the SD algorithm is at the moment the easiest to use in practice.
The simulation results show that PVQ provides improvements in performance over memoryless VQ for a given rate, complexity, and storage. For Gauss-Markov sources, the improvement ranges from 6 dB for scalar predictive quantizers to about 1 dB for dimension 6 predictive quantizers. For sampled speech waveforms, the improvement was 2.3 dB for scalar predictive quantizers, and ranged from 0.8 dB to 1.4 dB for higher dimensions. Alternatively, PVQ provided approximately the same performance as VQ with only a the complexity and storage.
Although PVQ suffers from the channel error propagation problem, it is not as severe as with other feedback quantizers. Thus, it is an inexpensive way to improve the performance of VQ by expanding the VQ into a PVQ system.
For low-dimensional PVQ, gradient algorithms perform better than other existing algorithms. For higher dimensional PVQ, all algorithms give similar performance since the optimization of the quantizer well adapts it to a wide range of predictors. Nevertheless, gradient algorithms still yield slightly better performance.
Only nonadaptive PVQ was considered here. An adaptive VQ using one VQ, the model classifier, to adapt a PVQ by selecting one of a collection of predictors should provide better performance and better track locally stationary behavior. Preliminary results of this kind may be found in [3] and [ 11.
Although the stability conditions and optimal values of step sizes in updating the quantizer and the predictor separately have been derived, no optimality or convergence properties of the jointly designed algorithms have yet been found.
