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Abstract
Let A and B be matrices of sizes m  m and m  u, respectively, over an infinite field. Let
iTA BU be the number of invariant factors of TxI − A j − BU different from 1. This paper
gives a necessary and sufficient condition for the existence of a matrix TA BU, with a pre-
scribed submatrix on the right lower corner, such that iTA BU 6 . In particular, this paper
studies the possibility of a linear system P.t/ D A.t/ C B.t/ being completely controlla-
ble, when a submatrix on the right lower corner of TA BU is unknown and all the other entries
are prescribed. © 2000 Published by Elsevier Science Inc. All rights reserved.
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1. Introduction







where A1;1 2 Fpp; A2;2 2 Fqq ; m D p C q: de Oliveira [12] proposed the fol-
lowing class of problems: Characterize the possible characteristic polynomials of
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A; when some of the blocks Ai;j are prescribed and the other blocks are free.
Note that the blocks Ai;j can be prescribed in seven essencially different ways: (i)
A1;1; (ii) A1;1; A1;2; (iii) A1;2; (iv) A1;1; A2;2; (v) A1;2; A2;1; (vi) A1;1; A1;2; A2;2;
(vii) A1;1; A1;2; A2;1. As a natural development of these problems, other
invariants for similarity, such as the invariant polynomials of A, were studied.
For results concerned with these problems and related questions, see for example
[2,4,5,11–13,15–18,21–24] and their references. After more than 20 years, many
of these questions remain unsolved. In particular, the author does not know any
reference with nontrivial results when the prescribed blocks are A1;1, A1;2, A2;1.
Throughout this paper, we shall assume that the invariant factors of polynomial
matrices are always monic. If A 2 Fmm, B 2 Fmu, denote by iTA BU the number
of invariant factors of the polynomial matrix
xIm − A −B

different from 1. Note that, although iTA BU can be equal to 0, the matrix xIm − A












This paper gives a necessary and sufficient condition for the existence of a matrix
TA BU, with a prescribed submatrix on the right lower corner, such that iTA BU 6 .
See [3,8,19] for some related results.
It is well known that a linear system
P.t/ D A.t/ C B.t/; (2)
where A 2 Cmm, B 2 Cmu and C denotes the field of the complex numbers, with
state .t/ and input .t/, is completely controllable if and only if iTA BU D 0. More-
over, if p D iTA BU, then p is the minimum number of control variables that should
be added to the system (2) so that the system becomes completely controllable; in
other words, there exists C 2 Cmq such that iTA B CU D 0 if and only if q > p.
For more general results, see for example [1,3].
The problem of characterizing the possibility of (2) being completely control-
lable, when several entries of TA BU are equal to 0 and the others are unknown,
is completely solved; see [7,9,10,14] and their references. However, there are only
partial answers when the known entries are not necessarily equal to 0, e.g., [3,6,20].
In particular, this paper characterizes the possibility of (2) being completely control-
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lable, when a submatrix on the right lower corner of TA BU is unknown and all the
other entries are prescribed.
2. Results
From now on, suppose that F is infinite and let NF be an algebraic closure of F.
Lemma 1. Let f 2 F TxUnf0g; h 2 F TxU. There exists a 2 F such that gcdff;
h − ag D 1.
Proof. Let 1; : : : ; t 2 NF be the roots of f. For every a 62 fh.i/ V i 2 f1; : : : ; tgg,
f and h − a do not have common roots in NF . For all these values of a, gcdff;
h − ag D 1. 
If M is a polynomial matrix, denote by j .M/ the number of invariant factors of
M different from 1.
Lemma 2. Let E1 2 F TxUpp0; E2 2 F TxUpq 0; r D rank E1; s D rank E2; t D
rankTE1 E2U. Then
j .E1/ C t − r > j TE1 E2U > j .E1/ C t − r − s:
Proof. It follows from the interlacing inequalities between the invariant factors
[15,21] of E1 and TE1 E2U. 
Lemma 3. Let B1;1 2 F TxUpp0; B1;2 2 Fp1; B2;1 2 F TxU1p0; h 2 F TxU. There
exists a 2 F such that













B2;1 h − a







Proof. Let  be the maximum on the right-hand side of (3).
Suppose that B1;2 D 0. Bearing in mind the Smith normal form, it is not hard
to find unimodular matrices P 2 F TxUpp and P 0 2 F TxUp0p0 such that, for every




I 0 0 0
0 diag.f1; : : : ; fs/ 0 0
0 0 0 0
 h1    hs hsC1 0 h − a
3
775 ; (4)
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where s > 0; f1; : : : ; fs are monic polynomials, different from 1, and f1j    jfs .
Note that, if s D 0, then for every a 2 F , j .M/ D j .M 0/ 6 1 6 . Now suppose
that s > 0. According to Lemma 1, there exists a 2 F such that gcdffs; h − ag D 1.
Then the first determinantal divisor of
L D

diag.f1; : : : ; fs/ 0 0
h1    hs hsC1 h − a

is equal to 1 and





From now on, suppose that B1;2 =D 0. Bearing in mind the Smith normal form, it
is not hard to find unimodular matrices P 2 F TxUpp and P 0 2 F TxUp0p0 such that




I 0 0 0
0 diag.f1; : : : ; fs/ 0 0
0 0 0 0
0 g1    gs L1 1
 h1    hs L2 h − a
3
77775 ; (5)
























, where gsC1 and hsC2 are monic.
Note that s D j TB1;1 B1;2U. According to Lemma 2, j .M/ 6 s C 1 for every a 2 F .
Therefore, the proof is trivial if s < .
If (6) has the form (i), it follows, from Lemma 2, that j .M/ 6 s, for every a 2 F .




4diag.f1; : : : ; fs/ 0g1    gs L1
h1    hs L2
3
5 : (7)
Assume that (6) has the form (iv). The proof is analogous in the other cases. As
j .L/ 6 s < rank L, the first determinantal divisor of L is equal to 1. Let 1; : : : ; k 2NF be the roots of fs . Let gsC2 D 0. Then, for every u 2 f1; : : : ; kg; there exists
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ju 2 f1; : : : ; s C 2g such that gju.u/ =D 0 or hju.u/ =D 0. As F is infinite, there
exists a 2 F such that, for every u 2 f1; : : : ; kg
hju.u/ − .h.u/ − a/gju.u/ =D 0:




I 0 0 0
0 diag.f1; : : : ; fs/ 0 0
0 0 0 0
0 0 0 1
0 l1    ls lsC1 lsC2 0 0
3
77775 ;




diag.f1; : : : ; fs/ 0
l1    ls lsC1 lsC2

:
The polynomials f1; : : : ; fs; l1; : : : ; lsC2 do not have a common root in NF . There-
fore, the first determinantal divisor of N is equal to 1 and j .N/ 6 s D : 











There exists a 2 F such that











B2;1 h − a







Proof. This proof is analogous to the proof of Lemma 3. For this reason, only the
cases with different proofs are presented here.
Suppose that B1;2 D 0 and s D 0. As in the proof of Lemma 3, we construct a
matrix of the form (4) equivalent to M. From (8), it follows that, in (4), hsC1 =D 0.
According to Lemma 1, there exists a 2 F such that gcdfhsC1; h − ag D 1. For this
value of a, j .M/ D j .M 0/ D 0.
Now suppose that B1;2 =D 0 and let  is the maximum on the right-hand side
of (9). As in the proof of Lemma 3, we construct a matrix of the form (5) equiv-
alent to M. Conditon (8) implies that (6) has the form (iv); the forms (i)–(iii) are
impossible. When s D  > 1, the proof is analogous, but we have t − 1 6 s and
j .L/ 6 s C 1 < rank L.
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Therefore, the first determinantal divisor of L is equal to 1 and the polynomials
g1; h1; h2 do not have a common root in NF . As F is infinite, it is easy to find a 2 F
such that h1 − .h − a/g1 and h2 do not have a common root in NF . For this value of
a, j .M/ D j .M 0/ D 0. 
Lemma 5. Let B1;1 2 F TxUpp0; B1;2 2 Fpq 0 ; B2;1 2 F TxU1p0; H2;2 2 F TxU1q 0 .
Suppose that .8/ is satisfied.
There exists B2;2 2 F 1q 0 such that











B2;1 H2;2 − B2;2







Proof (By induction on q 0). The case q 0 D 1 has already been studied in Lemma 4.
Suppose that q 0 > 2: Suppose that B1;2 D TB 01;2 bU, H2;2 D TH 02;2 hU, where B 01;2 2
Fp.q 0−1/, H 02;2 2 F 1.q
0−1/
. According to the induction assumption, there exists
B 02;2 2 F 1.q
0−1/ such that















B2;1 H 02;2 − B 02;2

:
Using again the induction assumption, there exists a 2 F such that















2;2 − B 02;2 h − a

; t 0 D j .M 0/:






 − 1 6 j B1;1 B1;2 :
The proof follows from the previous inequalities. 
Theorem 6. Let A1;1 2 Fpp; A1;2 2 Fpq ; A2;1 2 Fqp;  2 f1; : : : ; p C qg.
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Proof. The necessary condition follows from Lemma 2.
Now suppose that (10) is satisfied. The rest of the proof is by induction on q: The















; A02;1 2 F 1p:











































− q C 1

:























− q C 1

:




























































The proof follows from the previous inequalities. 
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Theorem 7. Let A1;1 2 Fpp; A1;2 2 Fpq; A1;3 2 Fpu; A1;4 2 Fpv; v > 0;
A2;1 2 Fqp; A2;2 2 Fqq ; A2;3 2 Fqu;  2 f0; : : : ; p C qg.
There exists A2;4 2 Fqv such that
i
"
A1;1 A1;2 A1;3 A1;4
A2;1 A2;2 A2;3 A2;4
#
6 















Proof. The necessary condition follows from Lemma 2.
Now suppose that (11) is satisfied. The rest of the proof is by induction on q: The










5 ; i 2 f1; 2; 3g;
where A002;i is the last row of A2;i . According to the induction assumption, there exists
A02;4 2 F .q−1/v such that
i

A1;1 A1;2 A1;3 A1;4
















According to Lemma 5 there exists A002;4 2 F 1v such that
i

A1;1 A1;2 A1;3 A1;4






A1;1 A1;2 A1;3 A1;4

































The proof follows from the previous inequalities. 
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Theorem 8. Let A1;1 2 Fpp; A1;2 2 Fpq; A1;3 2 Fpr ; A2;1 2 Fqp; A2;2 2
Fqq; A3;1 2 Frp; A3;2 2 Frq;  2 f1; : : : ; p C qg. There exist A2;3 2 Fqr ;
A3;3 2 Frr such that
i
2




if and only if
max
8<







; 6 : (12)
Proof. The necessary condition follows from Lemma 2.





















According to Theorem 6, there exists A3;3 2 Frr such that
i
2






























The proof follows from the previous inequalities. 
Theorem 9. Let A1;1 2 Fpp; A1;2 2 Fpq ; A1;3 2 Fpr ; A1;4 2 Fpu; u > 0;
A2;1 2 Fqp; A2;2 2 Fqq ; A3;1 2 Frp; A3;2 2 Frq;  2 f0; : : : ; p C q C rg.
There exist A2;3 2 Fqr ; A2;4 2 Fqu; A3;3 2 Frr and A3;4 2 Fru such that
i
2
4A1;1 A1;2 A1;3 A1;4A2;1 A2;2 A2;3 A2;4
A3;1 A3;2 A3;3 A3;4
3
5 6 
if and only if
max
8<







; 6 : (13)
Proof. The necessary condition follows from Lemma 2.
10 F.C. Silva / Linear Algebra and its Applications 311 (2000) 1–12
Now suppose that (13) is satisfied. According to Theorem 8, there exist A2;3 2
























According to Theorem 7, there exist A2;4 2 Fqu and A3;4 2 Fru such that
i
2
4A1;1 A1;2 A1;3 A1;4A2;1 A2;2 A2;3 A2;4























 − u 6 i A1;1 A1;2 A1;3 A1;4 :
The proof follows from the previous inequalities. 
Theorem 10. Let A1;1 2 Fpp; A1;2 2 Fpq ; A1;3 2 Fpr ; A1;4 2 Fpu; u > 0;
A2;1 2 Fqp; A2;2 2 Fqq; A2;3 2 Fqr ; A2;4 2 Fqu; A3;1 2 Frp,  2 f0; : : : ;
p C q C rg.




A1;1 A1;2 A1;3 A1;4
A2;1 A2;2 A2;3 A2;4
A3;1 A3;2 A3;3 A3;4
3
75 6 





A1;1 A1;2 A1;3 A1;4











>; 6 : (14)
Proof. The necessary condition follows from Lemma 2.
Now suppose that (14) is satisfied. According to Theorem 8, there exist A3;2 2
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According to Theorem 7, there exists A3;4 2 Fru such that
i
2
4A1;1 A1;2 A1;3 A1;4A2;1 A2;2 A2;3 A2;4







A1;1 A1;2 A1;3 A1;4
















− u 6 i

A1;1 A1;2 A1;3 A1;4
A2;1 A2;2 A2;3 A2;4

:
The proof follows from the previous inequalities. 
Summarizing the previous theorems, we have:
Theorem 11. Let E1;1 2 Fpp0 ; E1;2 2 Fpq 0 ; E2;1 2 Fqp0 ; p C q D m;
p0 C q 0 D m C u; u > 0;  2 f0; : : : ;mg.







if and only if the following conditions are satisfied:















where w D minfq 0; ug.
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