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QUASISYMMETRIC SCHUR FUNCTIONS
J. HAGLUND, K. LUOTO, S. MASON, AND S. VAN WILLIGENBURG
Abstract. We introduce a new basis for quasisymmetric functions, which arise from a specializa-
tion of nonsymmetric Macdonald polynomials to standard bases, also known as Demazure atoms.
Our new basis is called the basis of quasisymmetric Schur functions, since the basis elements refine
Schur functions in a natural way. We derive expansions for quasisymmetric Schur functions in
terms of monomial and fundamental quasisymmetric functions, which give rise to quasisymmetric
refinements of Kostka numbers and standard (reverse) tableaux. From here we derive a Pieri rule
for quasisymmetric Schur functions that naturally refines the Pieri rule for Schur functions. After
surveying combinatorial formulas for Macdonald polynomials, including an expansion of Macdonald
polynomials into fundamental quasisymmetric functions, we show how some of our results can be
extended to include the t parameter from Hall-Littlewood theory.
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1. Introduction
Macdonald polynomials were originally introduced in 1988 [24, 25], as a solution to a problem
involving Selberg’s integral posed by Kadell [20]. They are q, t analogues of symmetric functions
such that setting q = t = 0 in the Macdonald polynomial Pλ(X; q, t), for λ a partition, yields
the Schur function sλ. Since their introduction they have arisen in further mathematical areas
such as representation theory and quantum computation. For example, Cherednik [9] showed that
nonsymmetric Macdonald polynomials are connected to the representation theory of double affine
Hecke algebras, and setting q = tα, dividing by a power of 1 − t and letting t → 1 yields Jack
polynomials, which model bosonic variants of single component abelian and nonabelian fractional
quantum Hall states [4]. The aforementioned nonsymmetric Macdonald polynomials, E′α(X; q, t)
where α is a weak composition, are a nonsymmetric refinement of the Pλ(X; q, t). Setting q = t = 0
in an identity of Macdonald and Marshall expressing Pλ(X; q, t) as a linear combination of modified
versions of the E′’s (see Section 7) implies that Schur functions can be decomposed into nonsym-
metric functions Aγ for γ a weak composition. These functions were first studied in [22], where
they were termed standard bases, however, to avoid confusion with other objects termed standard
bases, we refer to them here as Demazure atoms since they decompose Demazure characters into
their smallest parts. The definition we use also differs from that in [22] as our definition not only
is arguably simpler than the one appearing there, but also is upward compatible with the new
combinatorics appearing in the combinatorial formulae for Type A symmetric and nonsymmetric
Macdonald polynomials [14, 15]. The equivalence of these two definitions is established in [31].
It should be stressed that Demazure atoms should not be confused with Demazure characters,
which involve the combinatorial tool of crystal graphs. However, certain linear combinations of De-
mazure atoms form Demazure characters, and their relationship to each other and to nonsymmetric
Macdonald polynomials can be found in [18, 19, 31].
Interpolating between symmetric functions and nonsymmetric functions are quasisymmetric func-
tions. These were introduced as a source of generating functions for P -partitions [12] but since then,
like Macdonald polynomials, they have impacted, and deepened the understanding of, other areas.
For example in category theory they are a terminal object in the category of graded Hopf algebras
equipped with a zeta function [1]; in lattice theory they induce Pieri rules analogous to those found
in the algebra of symmetric functions [3]; in discrete geometry the quasisymmetric functions known
as peak functions were found to be dual to the cd-index [6]; in symmetric function theory they
identify equal ribbon Schur functions [8]; in representation theory they arise as characters of a
degenerate quantum group [17, 21].
Therefore, a natural object to seek is a quasisymmetric function that interpolates between the
nonsymmetric Schur functions, known as Demazure atoms, and Schur functions. Furthermore, since
Demazure atoms exhibit many Schur function properties [30], a natural question to ask is which
properties of Schur functions are exhibited by quasisymmetric Schur functions? In this paper we
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define quasisymmetric Schur functions and show they naturally lift well known combinatorial prop-
erties of symmetric functions indexed by partitions, to combinatorial properties of quasisymmetric
functions indexed by compositions. More precisely, we show the following.
(1) The expression for Schur functions in terms of monomial symmetric functions refines to
an expression for quasisymmetric Schur functions in terms of monomial quasisymmetric
functions, giving rise to quasisymmetric Kostka coefficients.
(2) The expression for Schur functions in terms of fundamental quasisymmetric functions nat-
urally refines to quasisymmetric Schur functions.
(3) The Pieri rule for multiplying a Schur function indexed by a row or a column with a generic
Schur function refines to a rule for multiplying a quasisymmetric Schur function indexed by
a row or a column with a generic quasisymmetric Schur function. Moreover, this rule is a
new example of the construction studied in [3, 6], where the underlying poset involved is a
poset of compositions.
The existence of such results introduces a plethora of research avenues to pursue concerning the
quasisymmetric analogues of other symmetric function properties. For example, the latter result
naturally raises the question of whether the Littlewood-Richardson rule for multiplying two generic
Schur functions can be refined to quasisymmetric Schur functions. Such a refinement may not be
easy to find as the classical Littlewood-Richardson rule produces nonnegative structure constants,
whereas multiplying together two quasisymmetric Schur functions sometimes results in negative
structure constants. The smallest such example exists at n = 6. However, in the sequel to this
paper we successfully refine the Littlewood-Richardson rule by multiplying a generic Schur function
and quasisymmetric Schur function [16].
More precisely, this paper is structured as follows. In Sections 2, 3, 4 we review the necessary, and
sometimes nonstandard, background material regarding quasisymmetric and symmetric functions,
and Demazure atoms. In Section 5 we introduce quasisymmetric Schur functions, and show in
Proposition 5.5 that they form a Z-basis for the algebra of quasisymmetric functions. Section 6
derives expansions for quasisymmetric Schur functions in terms of monomial and fundamental
quasisymmetric functions in Theorems 6.1 and 6.2. In Section 6.2 we reinterpret these expansions
as transition matrices to facilitate the expression of arbitrary quasisymmetric functions in terms of
the quasisymmetric Schur function basis. Our main result of this section, however, is Theorem 6.3
in which we give a Pieri rule for quasisymmetric Schur functions. Finally, in Section 7 we show how
to insert the parameter t into our model, defining new quasisymmetric functions which decompose
Hall-Littlewood polynomials; contrast this result with an alternate decomposition obtained by
letting q = 0 in a formula for Macdonald symmetric functions as a sum of Gessel’s fundamental
quasisymmetric functions occurring in [13], and discuss further avenues to pursue.
2. Quasisymmetric and symmetric functions
2.1. Compositions and partitions. A weak composition γ = (γ1, γ2, . . . , γk) of n, often denoted
γ  n, is a list of nonnegative integers whose sum is n. We call the γi the parts of γ and n the size
of γ, denoted |γ|. If γi appears ni times we abbreviate this subsequence to γ
ni
i . The foundation of
γ is the set
Fo(γ) = {i | γi > 0}.
4 J. HAGLUND, K. LUOTO, S. MASON, AND S. VAN WILLIGENBURG
If every part of γ is positive then we call γ a composition and call k := `(γ) the length of γ. Observe
that every weak composition collapses to a composition α(γ), which is obtained by removing all
γi = 0 from γ. If every part of γ is positive and satisfies γ1 ≥ γ2 ≥ · · · ≥ γk we call γ a partition
of n, denoted γ ` n. Observe that every weak composition γ determines a partition λ(γ), which is
obtained by reordering the positive parts of γ in weakly decreasing order.
Example.
γ = (3, 2, 0, 4, 2, 0), Fo = {1, 2, 4, 5}, α(γ) = (3, 2, 4, 2), λ(γ) = (4, 3, 2, 2).
Restricting our attention to compositions, there exist three partial orders in which we will be
interested. First, given compositions α, β we say that α is a coarsening of β (or β is a refinement
of α), denoted α  β, if we can obtain α by adding together adjacent parts of β, for example,
(3, 2, 4, 2)  (3, 1, 1, 1, 2, 1, 2). Second, we say that α is lexicographically greater than β, denoted
α >lex β, if α = (α1, α2, . . .) 6= (β1, β2, . . .) = β and the first i for which αi 6= βi satisfies αi > βi.
Third, we say α I β if λ(α) >lex λ(β) or λ(α) = λ(β) and α >lex β. For example, when n = 4 we
have
(4) I (3, 1) I (1, 3) I (2, 2) I (2, 1, 1) I (1, 2, 1) I (1, 1, 2) I (1, 1, 1, 1).
Additionally, to any composition β = (β1, . . . , βk) there is another closely related composition
β∗ = (βk, . . . , β1), called the reversal of β. Lastly, any composition β = (β1, β2, . . . , βk)  n
corresponds to a subset S(β) ⊆ [n− 1] = {1, . . . , n− 1} where
S(β) = {β1, β1 + β2, . . . , β1 + β2 + · · · + βk−1}.
Similarly, any subset S = {i1, i2, . . . , ik−1} ⊆ [n− 1] corresponds to a composition β(S)  n where
β(S) = (i1, i2 − i1, i3 − i2, . . . , n− ik−1).
2.2. Quasisymmetric and symmetric function preliminaries. A quasisymmetric function is
a bounded degree formal power series F ∈ Q[[x1, x2, . . .]] such that for all k and i1 < i2 < · · · < ik
the coefficient of xα1i1 x
α2
i2
· · · xαkik is equal to the coefficient of x
α1
1 x
α2
2 · · · x
αk
k for all compositions
(α1, α2, . . . , αk). The set of all quasisymmetric functions forms a graded algebra Q = Q0 ⊕Q1 · · · .
Two natural bases for quasisymmetric functions are the monomial basis {Mα} and the funda-
mental basis {Fα} indexed by compositions α = (α1, α2, . . . , αk). The monomial basis consists of
M0 = 1 and all formal power series
Mα =
∑
i1<i2<···<ik
xα1i1 x
α2
i2
· · · xαkik .
The fundamental basis consists of F0 = 1 and all formal power series
Fα =
∑
αβ
Mβ .
Furthermore, Qn = spanQ{Mα|α  n} = spanQ{Fα|α  n}. We define the algebra of symmetric
functions Λ = Λ0 ⊕ Λ1 · · · as the subalgebra of Q spanned by the monomial symmetric functions
m0 = 1 and all formal power series
mλ =
∑
α :λ(α)=λ
Mα, λ ` n > 0.
Moreover, we have Λn = Λ ∩ Qn.
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Example.
F(1,2) =M(1,2) +M(1,1,1), m(2,1) =M(2,1) +M(1,2).
Perhaps the most well known basis for Λ is the basis of Schur functions, {sλ}, whose definition
we devote the next section to.
3. Schur functions
3.1. Diagrams and reversetableaux. Given a partition λ = (λ1, λ2, . . . , λk), its corresponding
(Ferrers) diagram is the array of left justified boxes or cells with λi cells in the i-th row from the
top. We abuse notation by using λ to refer to both the partition λ and its corresponding diagram.
We also describe cells by their row and column indices. Given two diagrams λ, µ, we say µ ⊆ λ if
µi ≤ λi for all 1 ≤ i ≤ `(µ), and if µ ⊆ λ then the skew diagram λ/µ is the array of cells contained
in λ but not contained in µ. In terms of row and column indices
λ/µ = {(i, j) | (i, j) ∈ λ, (i, j) 6∈ µ}.
The number of cells in λ/µ is called the size and is denoted |λ/µ|. Two types of skew diagram that
will be of particular interest to us later are horizontal strips and vertical strips. We say a skew
diagram is a horizontal strip if no two cells lie in the same column, and is a vertical strip if no two
cells lie in the same row.
Example. If
λ = , µ = , ρ =
then λ/µ is a horizontal strip and λ/ρ is a vertical strip:
λ/µ = , λ/ρ = .
Reversetableaux are formed from skew diagrams in the following way. Given a skew diagram
λ/µ we define a reversetableau (or reverse semistandard Young tableau), T , of shape λ/µ to be a
filling of the cells with positive integers such that
(1) the entries in the rows of T weakly decrease when read from left to right,
(2) the entries in the columns of T strictly decrease when read from top to bottom.
If |λ/µ| = n and the entries are such that each of 1, . . . , n appears once and only once, then we call
T a standard reversetableau. Classically, given a standard reversetableau, T , its descent set D(T ) is
the set of all i such that i+1 appears in a higher row. However, by the definition of reversetableau
it follows that i+ 1 can only appear
◦ strictly above and weakly right
◦ weakly below and strictly left
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of i. Hence
D(T ) = the set of all i that do not have i+ 1 appearing strictly left of i.
Example. In the following reversetableau, to compute D(T ) note that 3 is not strictly left of 2.
T = 3 1
2
, D(T ) = {2}.
The weight of a reversetableau, T , is the weak composition w(T ) = (w1(T ), w2(T ), . . .) where
wi(T ) = the number of times i appears in T . The monomial associated with a reversetableau, T , is
xT = x
w1(T )
1 x
w2(T )
2 · · · .
For example, the monomial associated with any standard reversetableau, T , with n cells is xT =
x1x2 · · · xn. We are now ready to define Schur functions.
3.2. Schur function preliminaries. There are many ways to define Schur functions, and we
begin by defining them as generating functions for reversetableaux. For further details we refer the
interested reader to [32, Chapter 7]. Let λ be a partition. Then the Schur function sλ is
sλ =
∑
T
xT
where the sum is over all reversetableaux, T , of shape λ. We now recall two further classical
descriptions, which we include in order to compare with their quasisymmetric counterparts later.
The first describes Schur functions in terms of monomial symmetric functions.
Proposition 3.1. Let λ, µ be partitions. Then the Schur function sλ is
sλ =
∑
µ
Kλµmµ
where Kλµ = the number of reversetableaux of shape λ and weight µ
∗.
The second description is in terms of fundamental quasisymmetric functions.
Proposition 3.2. Let λ be a partition. Then the Schur function sλ is
sλ =
∑
T
Fβ(D(T ))
where the sum is over all standard reversetableaux, T , of shape λ. Equivalently,
sλ =
∑
β
dλβFβ
where dλβ = the number of standard reversetableaux, T , of shape λ such that β(D(T )) = β.
Example. We compute
s(2,1) = m(2,1) + 2m(1,1,1)
= F(2,1) + F(1,2)
from the reversetableaux
2 2
1
, 3 2
1
, 3 1
2
.
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To close this section we recall two classical products of Schur functions, collectively known as
the Pieri rule, which we will later refine to a quasisymmetric setting.
Proposition 3.3 (Pieri rule for Schur functions). Let λ be a partition. Then
s(n)sλ =
∑
µ
sµ
where the sum is taken over all partitions µ such that
(1) δ = µ/λ is a horizontal strip,
(2) |δ| = n.
Also,
s(1n)sλ =
∑
µ
sµ
where the sum is taken over all partitions µ such that
(1)  = µ/λ is a vertical strip,
(2) || = n.
4. Demazure atoms
4.1. Compositions and diagrams. In this section we define an analogue of reversetableaux that
arise naturally in the theory of nonsymmetric Macdonald polynomials. Let γ = (γ1, γ2, . . . , γn) be
a weak composition. Then its corresponding augmented diagram, d̂g(γ), is the array of left justified
cells with γi + 1 cells in the i-th row from the top. Furthermore, the cells of the leftmost column
are filled with the integers 1, . . . , n in increasing order from top to bottom, and this 0-th column is
referred to as the basement.
Example.
d̂g(1, 0, 2) = 1
2
3
.
Again we refer to cells by their row and column indices, with the basement being column 0. As
with diagrams and reversetableaux we fill the remaining cells of an augmented diagram subject to
certain conditions and create semistandard augmented fillings.
Given an augmented diagram d̂g(γ), an augmented filling, σ, is an assignment of positive integer
entries to the unfilled cells of d̂g(γ). A pair of cells a = (i, j) and b = (i′, j′) are attacking if either
j = j′ or (j = j′ + 1 and i > i′). An augmented filling σ is non-attacking if σ(a) 6= σ(b) whenever
a and b are attacking cells.
Then three cells {a, b, c} ∈ d̂g(γ) are called a type A triple if they are situated as follows
c a
b
where a and b are in the same column, possibly with cells between them, c is immediately left of
a, and the length of the row containing a and c is greater than or equal to the length of the row
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containing b. We say that the cells a, b, c form a type A inversion triple if their entries, ordered from
smallest to largest, form a counter-clockwise orientation. If two entries are equal, then the entry
which appears first when the entries are read top to bottom, right to left, is considered smallest.
Similarly, three cells {a, b, c} ∈ d̂g(γ) are a type B triple if they are situated as shown
a
b c
where a and b are in the same column, possibly the basement or with cells between them, c is
immediately right of b, and the length of the row containing b and c is strictly greater than the
length of the row containing a. We say that the cells a, b, c form a type B inversion triple if their
entries, when ordered from smallest to largest, form a clockwise orientation. Again, if two entries
are equal, then the entry which appears first when the entries are read top to bottom, right to left,
is considered smallest.
Define a semistandard augmented filling (SSAF) of shape γ to be a non-attacking augmented
filling of d̂g(γ) such that the entries in each row are weakly decreasing when read from left to right
(termed no descents), and every triple is an inversion triple of type A or B.
Remark. Note that in [30] it was shown that the triple and no descent conditions guarantee the
augmented filling will be non-attacking. However, we include the extra condition for use in later
proofs.
The weight of a SSAF, F , is the weak composition w(F ) = (w1(F ), w2(F ), . . .) where wi(F ) =
(the number of times i appears in F ) −1 = the number of times i appears in F excluding entries
in the basement. Again, the monomial associated with a SSAF, F , is
xF = x
w1(F )
1 x
w2(F )
2 · · · .
Example.
F = 1 1
2
3 3 3
, xF = x1x
2
3.
A SSAF, F , of shape γ is a standard augmented filling (SAF) if for |γ| = n we have xF =
∏n
i=1 xi,
and F has descent set
D(F ) := the set of all i that do not have i+ 1 appearing strictly left of i
(excluding entries in the basement).
Similarly, compositions give rise to composition tableaux. Given a composition α = (α1, α2, . . . , αk),
its corresponding composition diagram, also denoted α, is the array of left justified cells with αi
cells in the i-th row from the top, and its cells are described by row and column indices.
Definition 4.1. Given a composition diagram α = (α1, α2, . . . , α`) with largest part m, we define
a composition tableau (ComT), T , of shape α to be a filling of the cells of α with positive integers
such that
(1) the entries in the rows of T weakly decrease when read from left to right,
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(2) the entries in the leftmost column of T strictly increase when read from top to bottom.
(3) Triple rule: Supplement T by adding enough cells with zero valued entries to the end of each
row so that the resulting supplemented tableau, Tˆ , is of rectangular shape `×m. Then for
1 ≤ i < j ≤ `, 2 ≤ k ≤ m(
Tˆ (j, k) 6= 0 and Tˆ (j, k) ≥ Tˆ (i, k)
)
⇒ Tˆ (j, k) > Tˆ (i, k − 1).
In exact analogy with reversetableaux, the weight of a ComT, T , is the weak composition w(T ) =
(w1(T ), w2(T ), . . .) where wi(T ) = the number of times i appears in T . The monomial associated
with a ComT, T , is
xT = x
w1(T )
1 x
w2(T )
2 · · · .
Also, a ComT with n cells is standard if xT =
∏n
i=1 xi, and has descent set D(T ) := the set of all
i that do not have i+ 1 appearing strictly left of i.
Example. We use a standard composition tableau (ComT) to illustrate our definitions.
T = 5 4 3 1
6
8 7 2
, Tˆ = 5 4 3 1
6 0 0 0
8 7 2 0
, xT = x1x2x3x4x5x6x7x8 , D(T ) = {2, 5, 6}.
It transpires that SSAFs and ComTs are closely related, and this relationship will be vital in
simplifying subsequent proofs.
Lemma 4.2. There exists a natural weight preserving bijection between the set of ComTs of shape
α and the set of SSAFs of shape γ where α(γ) = α.
Example. The following pair consisting of a ComT and SSAF illustrates the natural bijection
between them.
5 4 3 1
6
8 7 2
←→ 1
2
3
4
5 5 4 3 1
6 6
7
8 8 7 2
.
Proof. The mapping that is claimed to be a bijection is clear: given a SSAF, eliminate the basement
and any zero parts. For the inverse mapping, given a ComT, let c be the largest element in the
first column. Allocate a bare basement with c rows. Place each row of the original ComT to the
immediate right of the basement entry that matches the largest row entry. We need to show that
(1) the resulting potential ComT satisfies the three rules above,
(2) taking a ComT and applying the inverse operation results in a SSAF.
For the first direction, assume that F is a SSAF of shape γ, and that σ is the resulting potential
ComT of shape µ = α(γ) with ` rows and m columns and maximum entry n. We first note that σ
satisfies Rule 1. Showing that Rule 2 is satisfied is equivalent to showing that column 1 of F (the
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column adjacent to the basement) is strictly increasing top to bottom. Since F is non-attacking,
we have that all the entries in each column (in particular, column 1) are distinct. Note that an
entry in column 1 of the SSAF F having value i resides in the cell (i, 1). This follows immediately
since F has no descents and is non-attacking. Thus it follows that the entries in column 1 of F are
strictly increasing, and so σ satisfies Rule 2.
To show that σ satisfies Rule 3, suppose to the contrary that there exists a triple of indices iˆ, jˆ, k
such that 1 ≤ iˆ < jˆ ≤ `, 2 ≤ k ≤ m such that σ̂(jˆ, k) 6= 0, σ̂(jˆ, k) ≥ σ̂(ˆi, k), and σ̂(jˆ, k) ≤ σ̂(ˆi, k−1).
Without loss of generality, we may assume that k is minimal over all such triples of indices. Let
i, j be the rows of F corresponding to the respective rows iˆ, jˆ of σ. Note that i < j. We consider
two cases.
Case: γi ≥ γj . In this case, the cell (i, k) of F is nonempty, and by supposition F (i, k) <
F (j, k) ≤ F (i, k − 1). But then the cells (i, k), (j, k), (i, k − 1) form a non-inversion type A triple,
contradicting the given that F is a SSAF.
Case: γi < γj . Since F has no descents, F (j, k) ≤ F (j, k − 1), and by supposition F (j, k) ≤
F (i, k − 1). The cells (i, k − 1), (j, k − 1), (j, k) form a type B triple, which must be an inversion
triple, so it follows that F (i, k − 1) > F (j, k − 1). Since i < j, and since the first column of F is
strictly increasing, F (i, 1) < F (j, 1). Hence there must exist some k′, 1 ≤ k′ < k − 1 such that
F (i, k′) < F (j, k′) and F (i, k′ + 1) > F (j, k′ + 1). Since F has no descents, F (i, k′ + 1) ≤ F (i, k′)
and F (j, k′ + 1) ≤ F (j, k′), which also implies F (j, k′ + 1) ≤ F (i, k′). However, then we see that
the cells (i, k′), (j, k′), (j, k′ + 1) form a non-inversion type B triple, contradicting the given that F
is a SSAF.
Thus in both cases we have a contradiction. It follows that there is no such triple of indices
iˆ, jˆ, k, hence σ satisfies Rule 3 as well as Rules 1 and 2, and hence is a ComT.
For the second direction, assume that σ is a ComT, say of shape µ, and let F be obtained by
the inverse mapping described above, which must necessarily be of some shape γ, with µ = α(γ).
Since σ satisfies Rule 1, F has no descents. Since σ satisfies Rule 2, the first column of F is strictly
increasing top to bottom, and in fact by construction, if cell (i, 1) of F is not empty, then F (i, 1) = i.
In conjunction with this, since σ satisfies Rule 3, we have that F must be non-attacking.
Suppose the cells (i, k), (j, k), (i, k − 1), i < j form a type A triple in F . If k = 1, then
F (i, k) = F (i, k − 1) = i < j = F (j, k), and so the triple is an inversion triple. Otherwise
k ≥ 2, and since σ satisfies Rules 3 and 1, we have that either F (j, k) < F (i, k) ≤ F (i, k − 1) or
F (i, k) ≤ F (i, k − 1) < F (j, k), and in both cases the triple is an inversion triple. Thus all type A
triples are inversion triples.
Suppose the cells (i, k), (j, k), (j, k + 1), i < j form a type B triple in F . Then γi < γj. If k = 0,
then F (i, k) = i < j = F (j, k + 1) = F (j, k), and so the triple is an inversion triple. Otherwise
k ≥ 1. Suppose the triple is not an inversion triple. This can only happen if F (j, k + 1) ≤
F (i, k) < F (j, k). Let iˆ, jˆ be the rows of σ corresponding respectively to the rows i, j of F . Then
σ̂(jˆ, k + 1) ≤ σ̂(ˆi, k), and Rule 3 then implies that σ̂(ˆi, k + 1) > σ̂(jˆ, k + 1). Since γi < γj, we have
σ̂(ˆi, γj) = 0 < σ̂(jˆ, γj). There must then exist some k
′, k + 1 ≤ k′ < γj such that σ̂(ˆi, k
′) > σ̂(jˆ, k′)
and σ̂(ˆi, k′ + 1) < σ̂(jˆ, k′ + 1). But then we have σ̂(ˆi, k′ + 1) < σ̂(jˆ, k′ + 1) ≤ σ̂(jˆ, k′) < σ̂(ˆi, k′),
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violating Rule 3. Thus the triple must be an inversion triple, and so all type B triples are inversion
triples.
We have that F is a non-attacking augmented filling with no descents and in which all type A
and type B triples are inversion triples, i.e. F is a SSAF. 
4.2. Demazure atom preliminaries. Demazure atoms are formal power series F ∈ Q[[x1, x2, . . .]],
which can be defined combinatorially as follows.
Definition 4.3. Let γ be a weak composition. Then the Demazure atom, Aγ is
Aγ =
∑
F
xF
where the sum is over all SSAFs, F , of shape γ. Equivalently,
Aγ =
∑
F
xF
where the sum is over all ComTs, F , of shape α(γ) and first column entries Fo(γ).
Note the second definition follows immediately from Lemma 4.2.
Example. We compute
A(1,0,2) = x1x2x3 + x1x
2
3
from the SSAFs
1 1
2
3 3 2
, 1 1
2
3 3 3
or, equivalently, the ComTs
1
3 2
, 1
3 3
.
It transpires that Demazure atoms can be used to describe Schur functions [22, 30].
Proposition 4.4. Let λ be a partition. Then the Schur function is
sλ =
∑
γ :λ(γ)=λ
Aγ
where the sum is over all weak compositions γ.
4.3. Bijection between reversetableaux and SSAFs. We conclude this section by recalling
the bijection ρ−1 from reversetableaux to SSAFs [30], which we describe algorithmically.
Given a reversetableau, T , we create a SSAF , ρ−1(T ) = F , as follows.
(1) If the maximum entry in T is n then allocate a basement with n rows.
(2) Taking the entries in T in the first column from top to bottom, place them in column k = 1
to the right of the basement in the uppermost or highest row i of F in which cell (i, k) of
F is empty (that is, not yet filled from some earlier column entry of T )
◦ such that the cell (i, k − 1) to the immediate left is filled, possibly a basement cell if
k = 1, and
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◦ such that the placement results in no descent.
(3) Repeat with the entries in T in the column k, from top to bottom, placing them in the
column k to the right of the basement for k = 2, 3, . . ..
Eliminating the basement and zero parts from ρ−1(T ) yields a bijection between reversetableaux
and ComTs, which we also refer to as ρ−1.
Example. If T = 8 7 3 1
6 4 2
5
then
ρ−1(T ) = 1
2
3
4
5 5 4 3 1
6 6
7
8 8 7 2
≡ 5 4 3 1
6
8 7 2
.
5. Quasisymmetric Schur functions
We now define our main objects of study and derive some elementary properties about them.
Definition 5.1. Let α be a composition. Then the quasisymmetric Schur function is
Sα =
∑
γ :α(γ)=α
Aγ
where the sum is over all weak compositions γ.
Example. Restricting ourselves to three variables we compute
S(1,2) = A(1,2,0) +A(1,0,2) +A(0,1,2)
= x1x
2
2 + x1x2x3 + x1x
2
3 + x2x
2
3
where the summands arise from all SSAFs of shape (1, 2, 0), (1, 0, 2) and (0, 1, 2):
1 1
2 2 2
3
1 1
2
3 3 2
1 1
2
3 3 3
1
2 2
3 3 3
or, equivalently, from ComTs
1
2 2
1
3 2
1
3 3
2
3 3
.
As illustrated by this example, we shall see later that the functions are indeed quasisymmetric,
but first we focus on their connection to Schur functions.
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Recall from Proposition 4.4 that the Schur function sλ decomposes into the sum of all Aγ such
that λ(γ) = λ. Hence by Definition 5.1 we obtain the decomposition of the Schur function in terms
of quasisymmetric functions
sλ =
∑
α : λ(α)=λ
Sα,
which immediately evokes the definition of monomial symmetric functions in terms of monomial
quasisymmetric functions
mλ =
∑
α : λ(α)=λ
Mα.
Thus, the parallel construction justifies the use of the word Schur. We also prove the functions are
quasisymmetric by describing quasisymmetric Schur functions in terms of fundamental quasisym-
metric functions.
Proposition 5.2. Let α be a composition. Then
Sα =
∑
T
Fβ(D(T ))
where the sum is over all standard reversetableaux, T , of shape λ(α) that map under ρ−1 to a SSAF
of shape γ satisfying α(γ) = α (or, equivalently, under ρ−1 to a ComT of shape α).
Proof. To prove this we need to show
(1) for each T satisfying the conditions stated, Fβ(D(T )) is a summand of Sα appearing exactly
once,
(2) the coefficient of each monomial appearing in Sα is equal to the sum of its coefficients in
each of the Fβ(D(T ))s in which it appears.
To show the first point note that Fβ(D(T )) is a sum of monomials that arise from reversetableaux,
which standardize to T . Furthermore, any reversetableau T˜ that standardizes to T , denoted
std(T˜ ) = T , maps under ρ−1 to a SSAF ρ−1(T˜ ) that standardizes to ρ−1(T ) [30]. That is, if we
say for a SSAF, F , that its standardization is ρ−1(std(ρ(F ))) then ρ−1(T ) = ρ−1(std(ρ(ρ−1(T˜ ))),
where ρ is the inverse of ρ−1. Thus, if T is of shape λ(α) and ρ−1(T ) is of shape γ such that
α(γ) = α, then Fβ(D(T )) is a summand of Sα appearing exactly once.
To show the second point, observe if given a SSAF ρ−1(T˜ ) of shape γ such that α(γ) = α,
which contributes a monomial towards Sα and also standardizes to ρ
−1(T ), then under ρ this
maps bijectively to T˜ that standardizes to T of shape λ(α). Computing D(T ) then yields which
fundamental quasisymmetric function the monomial belongs to. 
A combinatorially more straightforward description in terms of the Fα is given in the next section,
and hence we delay giving an example until then. We will now show that, in fact, the set of all
quasisymmetric Schur functions forms a basis for Q. Before we do this, we will work towards two
lemmas.
For a composition α, let Tα be the unique standard reversetableau of shape λ(α) and β(D(T )) =
α. To see that Tα exists, construct the left justified array of cells of shape α
∗, which has 1, . . . , α1
in the bottom row and
α1 + · · ·+ αi−1 + 1, . . . , α1 + · · ·+ αi
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in the i-th row from bottom appearing in decreasing order when read from left to right. Then
move every cell as far north as possible to form Tα. To see that Tα is unique, note that the number
of descents in Tα is one less than the number of rows in Tα and so all entries in the first column
except n must be all i such that i ∈ D(Tα). This and the fact that Tα must be a reversetableau
yield uniqueness.
Example. If α = (1, 3, 2) then we construct 6 5
4 3 2
1
and Tα =
6 5 2
4 3
1
.
The following lemma is straightforward to verify using the algorithm for ρ−1.
Lemma 5.3. For a composition α = (α1, α2, . . . , αk)  n, performing ρ
−1 on Tα yields the SSAF
with basement 1, . . . , n and row α1 containing 1, . . . , α1, row α1+α2 containing α1+1, . . . , α1 +α2
etc. Equivalently, performing ρ−1 on Tα yields the ComT with row 1 containing 1, . . . , α1, row 2
containing α1 + 1, . . . , α1 + α2 etc.
Lemma 5.4. Fα will always be a summand of Sα with coefficient 1.
Proof. This follows immediately from the existence and uniqueness of Tα, Proposition 5.2 and
Lemma 5.3. 
We are now ready to prove that quasisymmetric Schur functions form a basis for Q.
Proposition 5.5. The set {Sα|α  n} forms a Z-basis for Q.
Proof. For a fixed n and α = (α1, . . . , α`(α))  n consider the summand Fδ appearing in Sα. By
Proposition 5.2 it follows that λ(α) ≥lex λ(δ) because if not then the first i when λ(δ)i > λ(α)i
will yield a row in any diagram λ(α) that cannot be filled to create a standard reversetableau, T ,
satisfying D(T ) = S(δ). If λ(α) = λ(δ) then by Lemma 5.3 and the uniqueness of Tα we know the
coefficient of Fδ will be 0 unless α = δ.
Let M be the matrix whose rows and columns are indexed by α  n ordered by I and entry
Mαδ is the coefficient of Fδ in Sα. By the above argument and Lemma 5.4 we have that M is upper
unitriangular, and the result follows. 
6. Properties of quasisymmetric Schur functions
A natural question to ask about quasisymmetric Schur functions is how many properties of
Schur functions refine to quasisymmetric Schur functions? In this regard there are many avenues
to pursue. In this section we provide the expansion of a quasisymmetric Schur function in terms of
monomial symmetric functions, and a more explicit expression in terms of fundamental quasisym-
metric functions. Our main result of this section, however, is to show that quasisymmetric Schur
functions exhibit a Pieri rule that naturally refines the original Pieri rule for Schur functions.
To appreciate these quasisymmetric refinements we invite the reader to compare the classical
Schur function properties of Propositions 3.1, 3.2 and 3.3 with the quasisymmetric Schur function
properties of Theorems 6.1, 6.2 and 6.3, respectively.
Theorem 6.1. Let α, β be compositions. Then
Sα =
∑
β
KαβMβ
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where Kαβ = the number of SSAFs of shape γ satisfying α(γ) = α and weight β (or, equivalently,
Kαβ = the number of ComTs of shape α and weight β).
Proof. We know
Sα =
∑
γ :α(γ)=α
Aγ =
∑
xF =
∑
β
cαβMβ
where the middle sum is over all SSAFs F of shape γ where α(γ) = α. The leading term of any
Mβ appearing in the last sum is x
β1
1 x
β2
2 · · · x
β`
` , and the number of times it will appear is, by the
middle equality, the number of SSAFs of shape γ where α(γ) = α and weight β. Hence cαβ = Kαβ
and the result follows. 
Theorem 6.2. Let α, β be compositions. Then
Sα =
∑
β
dαβFβ
where dαβ = the number of SAFs T of shape γ satisfying α(γ) = α and β(D(T )) = β (or, equiva-
lently, dαβ = the number of standard ComTs T of shape α and β(D(T )) = β).
Proof. Since Sα =
∑
T Fβ(D(T )) where the sum is over all standard reversetableaux, T , of shape
λ(α) that map under ρ−1 to a SSAF of shape γ that satisfies α(γ) = α, and since ρ−1 maps the
entries appearing in column j of T to column j of ρ−1(T ), the result follows. 
Example. We compute
S(1,2) = M(1,2) +M(1,1,1)
= F(1,2)
from the SSAFs
1 1
2 2 2
, 1 1
2
3 3 2
or, equivalently, the ComTs
1
2 2
, 1
3 2
for the first equality, and just the latter SAF or standard ComT for the second equality.
Remark. For a composition α = (α1, α2, . . . , α`(α)) [27] defines the symmetric function indexed
by a composition, known as a ribbon Schur function, rα. The relationship between ribbon Schur
functions and similarly indexed quasisymmetric Schur functions is straightforward to deduce as
follows.
By the Littlewood-Richardson rule, say [32, Chapter 7], we have
rα =
∑
cαλsλ
where cαλ is the number of Littlewood-Richardson fillings of the connected skew diagram containing
no 2 × 2 skew diagram that has α1 cells in the top row, α2 cells in the second row etc. Since
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sλ =
∑
α : λ(α)=λ Sα it immediately follows that
rα =
∑
cαλ(β)Sβ
where cαλ(β) is as above.
In [8, Theorem 4.1] necessary and sufficient conditions for equality of ribbon Schur functions were
determined. Meanwhile, in [34, Theorem 2.2] necessary and sufficient conditions for uniqueness
of Littlewood-Richardson fillings were proved. Combining these results with the above, we conclude
that the simple relationship between Schur functions and quasisymmetric Schur functions is only
achieved again with r(u,1v) or r(1v ,u), that is
r(u,1v) = r(1v,u) =
∑
λ(α)=(u,1v)
Sα.
Thus concludes our remark.
We now come to our Pieri rule for quasisymmetric Schur functions, whose proof we delay until
the next subsection, and whose statement requires the following definitions.
Remark. In practice the following rems operator subtracts 1 from the rightmost part of size s in
a composition, or returns the empty composition. Meanwhile the row{s1<···<sj} operator subtracts
1 from the rightmost part of size sj, sj−1, . . . recursively. Similarly, the col{m1≤···≤mj} operator
subtracts 1 from the rightmost part of size m1,m2, . . . recursively.
Example. If α = (1, 2, 3) then
row{2,3}(α) = rem2(rem3((1, 2, 3))) = rem2((1, 2, 2)) = (1, 2, 1)
and
col{2,3}(α) = rem3(rem2((1, 2, 3))) = rem3((1, 1, 3)) = (1, 1, 2).
Now we define these three operators formally. Let α = (α1, . . . , αk) be a composition whose
largest part is m, and let s ∈ [m]. If there exists 1 ≤ i ≤ k such that s = αi and s 6= αj for all
j > i, then define
rems(α) = (α1, . . . , αi−1, (s− 1), αi+1, . . . , αk),
otherwise define rems(α) to be the empty composition. Let S = {s1 < · · · < sj}. Then define
rowS(α) = rems1(. . . (remsj−1(remsj(α))) . . .).
Similarly let M = {m1 ≤ · · · ≤ mj}. Then define
colM (α) = remmj (. . . (remm2(remm1(α))) . . .).
We collapse rowS(α) or colM (α) to obtain a composition if needs be.
For any horizontal strip δ we denote by S(δ) the set of columns its skew diagram occupies, and
for any vertical strip  we denote byM() the multiset of columns its skew diagram occupies, where
multiplicities for a column are given by the number of cells in that column. We are now ready to
state our refined Pieri rule.
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Theorem 6.3 (Pieri rule for quasisymmetric Schur functions). Let α be a composition. Then
S(n)Sα =
∑
β
Sβ
where the sum is taken over all compositions β such that
(1) δ = λ(β)/λ(α) is a horizontal strip,
(2) |δ| = n,
(3) rowS(δ)(β) = α.
Also,
S(1n)Sα =
∑
β
Sβ
where the sum is taken over all compositions β such that
(1)  = λ(β)/λ(α) is a vertical strip,
(2) || = n,
(3) colM()(β) = α.
For a more visual interpretation of Theorem 6.3 we use composition diagrams in place of com-
positions in the next example. Then rems is the operation that removes the rightmost cell from
the lowest row of length s.
Example. If we place • in the cell to be removed then
rem1((1, 1, 3)) =
•
= (1, 3).
If we wish to compute S(1)S(1,3) then we consider the four skew diagrams
(4, 1)/(3, 1), (3, 2)/(3, 1), (3, 1, 1)/(3, 1), (3, 1, 1)/(3, 1) (again)
with horizontal strips containing one cell in column 4, 2, 1, 1 respectively. Then
row{4}((1, 4)) =
•
row{2}((2, 3)) =
•
row{1}((1, 3, 1)) =
•
row{1}((1, 1, 3)) =
•
and hence
S(1)S(1,3) = S(1,4) + S(2,3) + S(1,3,1) + S(1,1,3).
Classically, the Pieri rule gives rise to Young’s lattice on partitions in the following way. Let λ, µ
be partitions, then λ covers µ in Young’s lattice if the coefficient of sλ in s(1)sµ is 1. Therefore,
Theorem 6.3 analogously gives rise to a poset on compositions: Let α, β be compositions, then β
covers α if the coefficient of Sβ in S(1)Sα is 1. It would be interesting to see what properties of
Young’s lattice are exhibited by this new poset, which differs from the poset of compositions in [2],
and contains Young’s lattice as a subposet.
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6.1. Proof of the Pieri rule for quasisymmetric Schur functions. In order to prove our
Pieri rule we require three known combinatorial constructs, which we recall here in terms of rever-
setableaux for convenience.
The first construct is Schensted insertion, which inserts a positive integer k1 into a reversetableau
T , denoted T ← k1 by
(1) if k1 is less than or equal to the last entry in row 1, place it there, else
(2) find the leftmost entry in that row strictly smaller than k1, say k2, then
(3) replace k2 by k1, that is k1 bumps k2.
(4) Repeat the previous steps with k2 and row 2, k3 and row 3, etc.
The set of cells whose values are modified by the insertion, including the final cell added, is called
the insertion path, and the final cell is called the new cell.
Example.
7 5 4 2
6 4 3
3 2 2
1 1
← 5 = 7 5 5 2
6 4 4
3 3 2
2 1
1
where the bold italic cells indicate the insertion path.
Insertion paths have the useful property encompassed in the next lemma, commonly known as
the row bumping lemma.
Lemma 6.4 (Row bumping lemma). Let T be a reversetableau. Consider two successive insertions
(T ← x)← x′, giving rise to two insertion paths R and R′, with respective new cells B and B′.
(1) If x ≥ x′, then R is strictly left of R′, and B is strictly left of and weakly below B′.
(2) If x < x′, then R′ is weakly left of R, and B′ is weakly left of and strictly below B.
The second combinatorial construct we require is the plactic monoid, which can be described as
the monoid whose elements consist of all reversetableaux. To describe the product, recall the row
reading word of a reversetableau, T , is the sequence of the entries of the cells of T read from left
to right, and bottom to top. It is denoted wrow(T ). For example, wrow(T ) = 113226437542 for the
original reversetableau in the previous example. Then, given reversetableaux T and U , the plactic
monoid product is
T · U = ((T ← w1)← w2) · · · ← wn
where wrow(U) = w1w2 · · ·wn. The empty reversetableau is the monoid identity.
The group ring of the plactic monoid, R, is called the reversetableaux ring and Sλ ∈ R is
Sλ =
∑
T
where the sum is over all reversetableaux, T , of shape λ.
There exists a surjective homomorphism
ε : R −→ Z[[x1, x2, . . .]]
T 7→ xT
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that importantly satisfies
ε(Sλ) = sλ.
The third, and last, construct is an analogy to Schensted insertion for a SSAF, or skyline inser-
tion. We state it here for ComTs since ComTs will be used in the remaining proofs. However, it
can be found in its original form in [30, Procedure 3.3].
Suppose we start with a ComT F whose longest row has length r. To insert a positive integer k1,
the result being denoted k1 → F , scan column positions starting with the top position in column
j = r + 1.
(1) If the current position is empty and at the end of a row of length j−1, and k1 is weakly less
than the last entry in the row, then place k1 in this empty position and stop. Otherwise, if
the position is nonempty and contains k2 < k1 and k1 is weakly less than the entry to the
immediate left of k2, let k1 bump k2, i.e. swap k2 and k1.
(2) Using the possibly new ki value, continue scanning successive positions in the column top
to bottom as in the previous step, bumping whenever possible, and then continue scanning
at the top of the next column to the left. (Decrement j.)
(3) If an element is bumped into the first column, then create a new row containing one cell to
contain the element, placing the row such that the first column is strictly increasing top to
bottom, and stop.
The set of cells whose values are modified by the insertion, including the final cell added, is called
the insertion sequence, and the final cell is called the new cell. The row in which the new cell is
added is called the row augmented by the insertion, and we note that the number of cells, or length
of the row, increases by one.
Example.
5→ 1 1
3 2 2 2
6 5 4
7 4 3
= 1 1
2
3 3 2 2
6 5 5
7 4 4
where the bold italic cells indicate the insertion sequence.
Schensted and skyline insertion commute in the following sense [30, Proposition 3.1].
Proposition 6.5. If ρ is the inverse map of ρ−1 and F is a ComT then
ρ(k → F ) = (ρ(F )← k).
We are now ready to prove the Pieri rule for quasisymmetric Schur functions after we prove
Lemma 6.6. Let D be a ComT, k a positive integer, and D′ = k → D with row i of D′ being the
row augmented by the insertion. Then for all rows r > i of D′
length of row i 6= length of row r.
Proof. Assume that the lemma is false, that is, that there exists a row r > i of D′ having the same
length as the augmented row i, say length equal to j. Note that in this case, the r-th row of D′ is
the same as the r-th row of D, except in the case that the augmented row i is a new row of length
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1, in which case the (r + 1)-th row of D′ is the same as the r-th row of D. In the algorithm for
inserting a new element k into a ComT D, consider the value x that was bumped from column
j + 1 into column j.
This bumped value x must be larger than D(r, j), for otherwise either x was the value of the
variable k compared against D(r, j) during the pass of the algorithm over column (j+1), in which
case the value x would have been placed in the vacant position D(r, j + 1), or x was bumped from
position D(s, j + 1) for some row s > r, in which case D would have violated the triple rule for
ComTs (namely D(r, j) ≥ x = D(s, j + 1) > D(r, j + 1)), a contradiction in either case.
Now if j = 1, then x was simply inserted into D′ as the new row i of length one. However, since
the first column is strictly increasing top to bottom, x would have been inserted as a new row after
(higher row number than) D(r, j), i.e. i > r, contrary to supposition. So we can assume that j > 1.
Recall that the entries in any given column are all distinct. We must have D′(r, j) > D′(i, j−1),
for otherwise we would have had a triple rule violation in D (namely D(i, j − 1) ≥ D(r, j) >
D(i, j) = empty). This then would require that D′(r, j) > D′(i, j) as well. Now consider the
portion of the insertion sequence that lies in column j, say in rows {i0, . . . , it = i}, whose first
value, scanning top to bottom, is x = D′(i0, j) and whose last value is D
′(i, j) = D′(it, j). Since
x > D(r, j) = D′(r, j) > D′(i, j), and since the entries in the insertion path are decreasing top
to bottom, there must be some index 0 ≤ ` < t such that D′(i`, j) > D
′(r, j) > D′(i`+1, j).
This would imply D′(i`, j − 1) > D
′(r, j) as well. However, since D(ik, j) = D
′(ik+1, j) for all
0 ≤ k < t, and D(h, k) = D′(h, k) for all k < j, this would imply a triple rule violation in D,
namely D(i`, j − 1) > D(r, j) > D(i`, j).
Thus in all cases we have a contradiction. 
We note that as Schensted insertion for reversetableaux is reversible (invertible), so the analogous
insertion into ComTs is reversible. In particular, given a ComT D of shape α and a given positive
integer ` = αi for some i, where we assume that i is the largest index such that ` = αi, then one
can uninsert an element k from D to obtain a ComT D′ such that D = k → D′ and the shape of
D′ is (α1, . . . , αi−1, `− 1, αi+1, . . .), that is, the shape obtained from D by removing the last square
from row i.
Proof. (of Theorem 6.3) We start with the first formula. We consider Sn to be the sum of rever-
setableaux in the reversetableaux ring R of shape (n), and Hα to be the sum of reversetableaux in
R of shape λ(α) which map to a ComT of shape α under the mapping ρ−1. We consider a typical
term U · V of the product Hα · Sn, where U is one of the reversetableau terms of Hα and V is one
of the reversetableau terms of Sn. Suppose the reversetableau C = U · V , and ComT D = ρ
−1(C),
where the shape of D is β. Note that U has shape λ(α) and C has shape λ(β). The set of n
new cells added to U in the product U · V to form C forms the skew reversetableau C/U of shape
λ(β)/λ(α). Now V will be of the form
V =
x1 x2 · · · xn
where x1 ≥ x2 ≥ · · · ≥ xn. Thus
C = U ← x1 ← x2 ← · · · ← xn.
By Lemma 6.4, C/U is a horizontal strip with n cells, and over the successive insertions, the cells in
this horizontal strip are added to U from left to right, say in columns j1 < j2 < · · · < jn. Suppose
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ComT E = ρ−1(U), which by assumption has shape α. Under the map ρ−1 and insertion for ComTs,
the corresponding new cells added to E to form D are added to columns j1, j2, . . . , jn in the same
order by Proposition 6.5. By Lemma 6.6, each time a new cell is added, the augmented row in which
it appears is the last row in the new diagram of that length. That is, assuming that αi = j1 − 1
and αk 6= j1 − 1 for all k > i, then the shape of (E ← x1) is α
′ = (α1, . . . , αi−1, j1, αi+1, . . . , α`(α)),
that is α = remj1(α
′). The pattern continues, that is, if the shape of (E ← x1 ← x2) is α
′′, then
α′ = remj2(α
′′), etc., and by induction we have
α = remj1(. . . (remjn−1(remjn(β))) . . .) = rowJ(β)
where J = {j1, . . . , jn}. Thus C = U · V is a term (reversetableau summand) of Hβ where β is one
of the summand indices specified by the formula.
Conversely, suppose the reversetableau C is a term of Hβ where β is one of the summand indices
on the right hand side of the formula. By definition, λ(β)/λ(α) is a horizontal strip with n cells,
say in columns j1 < j2 < · · · < jn. Since insertion is reversible, we can perform uninsertion on
C, removing the cells of the horizontal strip starting with the last column jn and working left.
Uninserting the bottom cell from column jn yields an element xn, then uninserting the bottom cell
from column jn−1 yields an element xn−1, etc.
(. . . ((C
jn
−→ xn)
jn−1
−−−→ xn−1) . . .)
j1
−→ x1
Let U be the reversetableau resulting from uninserting the n cells. Now Lemma 6.4 implies that
x1 ≥ x2 ≥ · · · ≥ xn, and so we may set V to be the reversetableau of shape (n) having these entries,
and C = U · V . Let D = ρ−1(C), and E = ρ−1(U). By Lemma 6.6 and Proposition 6.5, under
the mapping ρ−1, each successive cell removed from D to obtain E is removed from the last row
of the ComT whose length is the column index of the cell being removed, that is the shape of E
is α = rowJ(β), where J = {j1, . . . , jn}. Thus C = U · V is a term in the product Hα · Sn from
the left hand side. Moreover, since we are able to uniquely determine U and V from C, C appears
exactly once on each side of the formula. This proves the first formula through applying the map
ε.
The proof of the second formula, involving vertical strips, is very much analogous to the first,
making use of the second case of the row bumping lemma. 
6.2. Transition matrices. From Theorems 6.1 and 6.2 and the proof of Proposition 5.5 we are
able to describe the transition matrices between quasisymmetric Schur functions and monomial or
fundamental quasisymmetric functions.
Proposition 6.7. Let A be the matrix whose rows and columns are indexed by α  n ordered by I
and entry Aαβ is the coefficient of Mβ in Sα. Then Aαβ is the number of ComTs of shape α and
weight β. Furthermore Aαβ = 0 if α I β and Aαα = 1.
Proof. The first statement follows from Theorem 6.1. The second statement follows from the second
paragraph of the proof of Proposition 5.5 and the fact that Fα =
∑
αβMβ . 
Proposition 6.8. Let A be the matrix whose rows and columns are indexed by α  n ordered by
I and entry Aαβ is the coefficient of Fβ in Sα. Then Aαβ is the the number of standard ComTs T
of shape α and β(D(T )) = β. Furthermore Aαβ = 0 if α I β and Aαα = 1.
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Proof. The first statement follows from Theorem 6.2, while the second statement follows from the
second paragraph of the proof of Proposition 5.5. 
The transition matrix from quasisymmetric Schur functions to monomial or fundamental qua-
sisymmetric functions is therefore upper unitriangular by Propositions 6.7 and 6.8. Consequently,
to expand any quasisymmetric function in terms of the quasisymmetric Schur basis, simply invert
the appropriate matrix depending on whether the initial quasisymmetric function is given in the
monomial or fundamental basis.
Another straightforward application of Proposition 6.7 and Proposition 6.8 yields the following.
Corollary 6.9. Let α be a composition. Then Sα =Mα if and only if α = (1
f ). Similarly, Sα = Fα
if and only if α = (m, 1e1 , 2, 1e2 , . . . , 2, 1f ) where m, f, ei are nonnegative integers such that m 6= 1,
f ≥ 0, and ei ≥ 1 for all i.
Example. By Corollary 6.9 we know that the transition matrix between {Sα}αn and {Fα}αn is
the identity matrix for n = 1, 2, 3. For n = 4 we get
(4)
(3, 1)
(1, 3)
(2, 2)
(2, 1, 1)
(1, 2, 1)
(1, 1, 2)
(1, 1, 1, 1)


1 · · · · · · ·
· 1 · · · · · ·
· · 1 1 · · · ·
· · · 1 · 1 · ·
· · · · 1 · · ·
· · · · · 1 · ·
· · · · · · 1 ·
· · · · · · · 1


where · denotes 0 and the rows are indexed by quasisymmetric Schur functions. We can hence
conclude that our basis differs from those appearing in [7, 23, 33].
7. Further avenues
As indicated in the introduction, there are many further avenues to pursue, and in our conclusion
we discuss three of them here.
7.1. A quasisymmetric refinement of the Littlewood-Richardson rule. The Pieri rule gen-
eralizes to the celebrated Littlewood-Richardson rule, say [32, Chapter 7], for expanding the product
of two generic Schur functions in terms of Schur functions
sµsν =
∑
λ
cλµνsλ
where the Littlewood-Richardson coefficients cλµν are positive integers that can be computed com-
binatorially, given partitions λ, µ, ν. The combinatorial computation requires enumerating all re-
versetableaux of shape λ/µ and weight ν subject to one further condition known as the lattice
condition.
Since Theorem 6.3 refines the classical Pieri rule, it is natural to ask whether expanding the
product of two generic quasisymmetric Schur functions in terms of quasisymmetric Schur functions
refines the classical Littlewood-Richardson rule simply. Such a refinement does not presently seem
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simple, as expanding the product of two generic quasisymmetric Schur functions in terms of qua-
sisymmetric Schur functions often results in negative structure constants. The smallest example
is
S(2,1)S(2,1) = S(4,2) + S(4,1,1) + 2S(3,2,1) + S(3,1,2) + 2S(2,3,1)
+ S(1,3,2) + S(3,1,1,1) + S(2,2,2) + S(2,2,1,1) + S(2,1,2,1)
− S(1,4,1) − S(1,3,1,1) − S(1,1,3,1) − S(1,2,2,1).
However, a product that does naturally refine the classical Littlewood-Richardson rule is the
product of a generic Schur polynomial with a generic quasisymmetric Schur polynomial expanded
in terms of quasisymmetric Schur polynomials. More precisely, in the sequel to this paper [16] we
prove that
sλ(x1, . . . , xn)Sα(x1, . . . , xn) =
∑
β
CβαλSβ(x1, . . . , xn)
where the Cβαλ are positive integers whose computation requires enumerating all ComTs of shape
β with α removed from the top left corner, with weight the parts of λ taken in reverse order, and
subject to a lattice-type condition. In addition, we show that similar combinatorial rules exist for
the product of a generic Schur polynomial and a Demazure atom and generic Schur polynomial and
a Demazure character when expanded as a linear combination of Demazure atoms and characters,
respectively. Moreover, we recover the classical Littlewood-Richardson rule as a special case of this
latter result, when we restrict Demazure characters to Schur polynomials.
7.2. Skew quasisymmetric functions and duality. In the classical theory of symmetric func-
tions, say [25, Chapter 1], there exists the Hall inner product 〈·, ·〉, which pairs dual graded bases
in the self-dual Hopf algebra Λ. This inner product reveals that the Schur functions form an
orthonormal basis of Λ, that is
〈sλ, sµ〉 = δλµ
where λ, µ are partitions and δλµ = 1 if λ = µ and 0 otherwise. Equivalently, the Cauchy formula
states that ∑
λ
sλ(x1, . . .)sλ(y1, . . .) =
∏
i,j
(1− xiyj)
−1 .
One might wonder how such notions extend to the Hopf algebra of quasisymmetric functions
Q =
⊕
n≥0Qn and its dual, the algebra of noncommutative symmetric functions, NSym =⊕
n≥0NSymn, introduced in [11].
In [11, Section 6], following the work of [12] and [28], a pairing between dual graded bases of Q
and NSym was introduced as an analogue to the Hall inner product. This pairing yielded
〈Fα, Rβ〉 = δαβ
where α, β are compositions and Rβ is the noncommutative ribbon Schur function whose commu-
tative image is the ribbon Schur function rβ. Also, [11] introduced the equivalent Cauchy element
in the graded completion of
⊕
n≥0NSymn ⊗Qn as
C :=
∑
α
Rα ⊗ Fα =
∑
α
aα ⊗ bα
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where {aα} and {bα} is any pair of dual graded bases, as a means to describe the dual bases of the
various bases of NSym.
Conversely, we can ask what can be deduced about the dual basis of quasisymmetric Schur func-
tions {S∗α} from quasisymmetric Schur functions themselves? For this we need skew quasisymmetric
Schur functions, and this question is fully addressed in [5].
7.3. Quasisymmetric Hall-Littlewood and Macdonald polynomial decompositions. In
view of the fact that the Demazure atoms and characters can be obtained by setting q = t = 0
in various versions of Macdonald polynomials, a natural question to ask is whether q and/or t pa-
rameters can be inserted in a natural way into the construction of quasisymmetric Schur functions.
In this section we show how the t parameter can easily be added to some of our constructions,
resulting in a decomposition of the Hall-Littlewood polynomial into quasisymmetric functions. We
contrast this with an alternate decomposition obtained from a result in [13, Appendix A], and dis-
cuss obstacles preventing the insertion of an additional q parameter into our model. Throughout
this section we let Xn denote the ordered sequence of variables x1, . . . , xn.
Let γ be a weak composition into n parts, and s ∈ γ, i.e. s a cell or square of the diagram of γ.
Let row(s), col(s), West(s), and East(s) denote the row containing s, the column containing s, the
square of d̂g(γ) in row(s) immediately left of s, and the square of γ in row(s) immediately right of
s (if it exists), respectively. Furthermore let leg(s) be the number of squares in row(s), but to the
right of s, and arm(s) the number of squares of γ in the same column as s, below s, and in a row
not longer than row(s), plus the number of squares of d̂g(γ) in the column just left (which may be
in the basement) of col(s), in a row above s, and also in a row strictly shorter than row(s). For a
filling τ of γ, we let τ(s) denote the entry of τ in s.
Example. On the left, the leg lengths, and on the right, the arm lengths, for the squares of the
augmented diagram (with unmarked basement) (1, 0, 3, 2, 3).
0
2 1 0
1 0
2 1 0
0
4 3 1
2 1
3 2 1
We let E′γ(Xn; q, t) denote the nonsymmetric Macdonald polynomial introduced by Macdonald
in [26] and studied by Cherednik [10], and
Eγ(Xn; q, t) = E
′
γ∗(xn, . . . , x2, x1; 1/q, 1/t)
the modified version of the E′ appearing in work of Marshall [29], where again γ∗ = (γn, . . . , γ1).
Furthermore let E ′ and E be the integral forms of the E′s and Es, respectively, defined via
E ′γ(Xn; q, t) =
∏
s∈γ∗
(1− qleg(s)+1tarm(s)+1)E′γ(Xn; q, t)(7.1)
Eγ(Xn; q, t) =
∏
s∈γ
(1− qleg(s)+1tarm(s)+1)Eγ(Xn; q, t).(7.2)
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For µ a partition, we let Pµ(Xn; q, t) denote the symmetric Macdonald polynomial [25, Chapter 7]
and Jµ(Xn; q, t) its integral form [25, p. 352],
Jµ(Xn; q, t) =
∏
s∈µ
(1− qleg(s)tarm(s)+1)Pµ(Xn; q, t)(7.3)
in our notation. (They are called integral forms since the coefficients of monomials in them are
in Z[q, t], while those in the E′s, Es, and P s are in Q[q, t].) We note that in E′γ , Eγ and Pµ, the
leading coefficient of xγ , xγ , and xµ, respectively, is one where xγ = xγ11 x
γ2
2 · · · .
In [15] the following combinatorial formula for Eγ(Xn; q, t) is obtained;
Eγ(Xn; q, t) =
∑
non-attacking fillings τ of γ
bi=i
xτ qmaj(τ,γ)tcoinv(τ,γ)(7.4)
×
∏
s∈γ
τ(s)=τ(West(s))
(1− qleg(s)+1tarm(s)+1)
∏
s∈γ
τ(s) 6=τ(West(s))
(1− t),
where coinv(τ, γ) is the number of triples of the filling which are not inversion triples (i.e. are
coinversion triples), and maj(τ, γ) is the sum of leg(s) + 1, over all s ∈ γ where τ(West(s)) is
smaller than τ(s) (i.e. a “descent”). By bi = i we mean the square in the i-th row of the basement
contains i, for 1 ≤ i ≤ n. As usual, basement squares can be included in triples.
A nice feature of (7.4) is that if we change the basement to bi = n− i+ 1, replace γ by γ
∗, and
sum over non-attacking fillings as above, we get a formula for E ′γ(Xn; q, t), while if we sum over
non-attacking fillings with basement bi = n + 1 for all i, we get a formula for Jµ(Xn; q, t), where
µ = λ(γ). Letting q = t = 0 in these results give formulas for Demazure atoms (Eγ(Xn; 0, 0)),
Demazure characters, (E ′γ(Xn; 0, 0)) and Schur functions (Jµ(Xn; 0, 0)).
Macdonald obtained an expression for Pµ as a linear combination of the E
′
γ . Expressed in terms
of the E’s, this takes the form [29], [15, Eq. (72)]
Pµ(Xn; q, t) =
∏
s∈µ
(1− qleg(s)+1tarm(s))
∑
γ
λ(γ)=µ
Eγ(Xn; q, t)∏
s∈γ(1− q
leg(s)+1tarm(s))
.(7.5)
By setting q = 0 in this formula we get
Pµ(Xn; t) =
∑
γ
λ(γ)=µ
Eγ(Xn; 0, t)(7.6)
where Pµ(Xn; t) = Pµ(Xn; 0, t) is the Hall-Littlewood polynomial [25, p. 208].
It is natural to refer to the function
Eγ(Xn; 0, t) = Eγ(Xn; 0, t)(7.7)
as a nonsymmetric Hall-Littlewood polynomial, and we denote this function by Eγ(x1, . . . , xn; t).
From (7.4) we have the explicit formula
Eγ(Xn; t) =
∑
non-attacking fillings τ of γ
bi=i, maj(τ,γ)=0
xτ tcoinv(τ,γ)
∏
s∈γ
τ(s) 6=τ(West(s))
(1− t).(7.8)
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For a given composition α, let Lα(Xn; t) be the polynomial obtained by summing Eγ(Xn; t) over
all compositions γ for which α(γ) = α,
Lα(Xn; t) =
∑
γ:α(γ)=α
∑
non-attacking fillings τ of γ
bi=i, maj(τ,γ)=0
xτ tcoinv(τ,γ)
∏
s∈γ
τ(s) 6=τ(West(s))
(1− t).(7.9)
Since the quasisymmetric Schur functions Sα are obtained by summing the specialization of Eγ(x; q, t)
to q = t = 0 over all compositions which collapse to α, we have Lα(Xn; 0) = Sα. We now show
that the Lα are quasisymmetric.
Proposition 7.1. The polynomials Lα are quasisymmetric in x1, . . . , xn.
Proof. Note Lα is quasisymmetric if and only if the monomial x
a1
j1
xa2j2 · · · x
ak
jk
where j1 < j2 < · · · <
jk has the same coefficient as x
a1
i1
xa2i2 · · · x
ak
ik
for any other sequence i1 < i2 < · · · < ik. We prove this
by exhibiting a coinv-preserving bijection between descentless fillings σ of a weak composition γ
which collapses to α, containing the multiset of entries {ia11 , i2
a2 , . . . , ik
ak}, and descentless fillings
σ′ of a (possibly different) weak composition which also collapses to α, containing the multiset of
entries {ja11 , j2
a2 , . . . , jk
ak}. Our bijection will also preserve the number of squares s of γ where
σ(s) 6= σ(West(s)), and hence will preserve the power of t and 1− t multiplying xσ in (7.8).
It is straightforward to check that in a descentless, non-attacking filling with basement bi = i, if
the entry in the first column of a given row is j, then the given row must be the j-th row. Let F
be such a filling, of a weak composition γ with α(γ) = α, whose entries are given by the multiset
{ia11 , i2
a2 , . . . , ik
ak}. Simply replace each entry is by the entry js for all s from 1 to k and slide the
rows so that the rth row is the row whose first column-entry is r. Note that this preserves the order
of the nonzero rows since their relative order (given by the entries in the leftmost columns) is not
affected by the replacement of is by js. This also implies that the rows remain weakly decreasing.
The relative orders of the entries in the triples are preserved, so the number of inversion triples
is preserved. Also, squares s where σ(s) 6= σ(West(s)) are mapped to other such squares, and
similarly for squares with σ(s) = σ(West(s)). To invert this map, simply replace js by is. 
Proposition 7.1 together with (7.6) imply that
Pµ(Xn; t) =
∑
α
λ(α)=µ
Lα(Xn; t)(7.10)
is a decomposition of the Hall-Littlewood polynomial into quasisymmetric functions. We mention
that Hivert [17] has introduced other quasisymmetric functions Gα(Xn; t) that he calls quasisym-
metric Hall-Littlewood functions, which he defines via difference operators. Hivert obtains expan-
sions for the Gα in terms of the fundamental quasisymmetric functions Fβ , and also in terms of
the monomial quasisymmetric functions Mβ, and shows the Gα satisfy the interesting relations
Gα(Xn; 0) = Fα(Xn) and Gα(Xn; 1) = Mα(Xn). On the other hand, Lα(Xn; 0) = Sα(Xn). Fur-
thermore, when t = 1 the only fillings σ defining Lα in (7.8) which survive are those for which
there are no squares s with σ(s) 6= σ(West(s)), i.e. those σ which are constant across rows. Such
σ have no coinversions, and it follows that the coefficient of xα in Lα(Xn; 1) equals 1, and thus
Lα(Xn; 1) =Mα(Xn). For means of comparison,
G13(Xn; t) =M13 + (1− q
2)M121 + (1− q
2)M112 + (1− 2q
2 + q4)M1111
while
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L13(Xn; t) =M13 + (1− q)M22 + (1− q)M211 + (1− q)M121 + (2− 2q)M112 + (2 + q)(1− q)
2M1111
where we drop the brackets around the compositions for brevity.
In [13] an explicit decomposition of Jµ(Xn; q, t) into the Fα is obtained. Since this formula has
not appeared in a journal article before, we include a detailed description of it here, and contrast the
q = 0 case of it with the decomposition of Pµ(Xn; t) into the quasisymmetric functions Lα above.
Consider a standard filling τ of µ, with basement (n+1, . . . , n+1). Such a filling is automatically
non-attacking, and τ can be identified with the permutation obtained by reading in the entries of
τ , from top to bottom within columns, starting with the rightmost column and working right to
left. Given a triple of τ (neccessarily of type A since µ is a partition) which doesn’t involve any
basement squares, we call the square containing the middle of the three entries (i.e. neither the
largest nor the smallest) the “base” of the triple. If the triple involves a basement square, we call
the square containing the smallest of the three entries the base of the triple.
Example. A standard filling of (3, 3, 1), with basement (8, 8, 8).
8 5 6 1
8 2 7 4
8 3
For the filling above, the base square of the triple consisting of entries 5, 6, 7 contains the 6, the
triple with entries 1, 4, 6 has base containing the 4, the triple with entries 2, 3, 8 has base containing
the 2, and the base square of the triple consisting of entries 3, 5, 8 contains the 3.
Let coinvs(τ, µ) be the number of coinversion triples, and invs(τ, µ) the number of inversion
triples, where s is the base square. Also, if τ(East(s)) > τ(s) (so there is a descent at East(s)), let
majs(τ, µ) = leg(s), else set majs(τ, µ) = 0. And, if τ(West(s)) ≥ τ(s) (so there is no descent at s),
let nondess(τ, µ) = leg(s)+1, else set nondess(τ, µ) = 0. Note that coinv(τ, µ) =
∑
s∈µ coinvs(τ, µ),
with similar statements for inv(τ, µ) and maj(τ, µ). Then we have [13, p. 133]
Jµ(Xn; q, t) =
∑
τ∈Sn
Fβ({i:τ−1(i)>τ−1(i+1)})(Xn)
∏
s∈µ
(qinvs(τ,µ)tnondess(τ,µ) − qcoinvs(τ,µ)t1+majs(τ,µ)),
(7.11)
which gives an expansion of Jµ into Gessel’s fundamental quasi-symmetric functions. It is also
shown in [13] that if τ is such that some entry j occurs in a column to the right of the j-th column,
then the factor ∏
s∈µ
(qinvs(τ,µ)tnondess(τ,µ) − qcoinvs(τ,µ)t1+majs(τ,µ))(7.12)
in (7.11) is zero.
By letting q = 0 in (7.11), we get a decomposition of the integral form Hall-Littlewood polynomial
(Qµ(Xn; t) in the notation of [25, p. 210]) into fundamental quasisymmetric functions. It is
complicated, though, to work with the set of permutations over which (7.12) does not vanish when
q = 0, i.e. the set where every square s of µ satisfies either coinvs(τ, µ) = 0 or invs(τ, µ) = 0, or
both. Also, the formula for Lα as a sum over non-attacking fillings is a positive formula in the
sense that each coefficient of a monomial is a sum of terms of the form t∗(1 − t)∗ for nonnegative
28 J. HAGLUND, K. LUOTO, S. MASON, AND S. VAN WILLIGENBURG
integers ∗, while the monomial coefficients in the q = 0 case of formula (7.11) could involve terms
of the form ±t∗
∏
(1− t∗). We also mention that we need to divide the q = 0 case of (7.11) by the
product ∏
s∈µ
leg(s)=0
(1− tarm(s)+1)(7.13)
to convert from the integral form Jµ(Xn; 0, t) to Pµ(Xn; t), and once we do the coefficient of a given
monomial in the x’s is a rational function in t, not clearly a polynomial.
One would naturally hope to insert a q parameter into the construction of Lα(Xn; t), and end
up with a decomposition of Jµ(Xn; q, t) into quasisymmetric functions, where the quasisymmetric
extension of the Lα(Xn; t) is a positive sum in the sense of the above paragraph, along the lines
of the formula (7.4). The problem is that the bijective map from the proof of Proposition 7.1
does not apply as is to fillings with descents just right of basement squares. Thus at this time the
authors do not see how to extend the construction of the Lα in an elegant way to include the q
parameter. Another interesting question we leave for future research is how to decompose the Lα
into fundamental quasisymmetric functions.
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