ABSTRACT. In this article we explore some of the combinatorial consequences of recent results relating the isospectral commuting variety and the Hilbert scheme of points in the plane.
INTRODUCTION
In this paper, we derive various combinatorial identities by comparing bigraded characters of objects of four different types. Fix an integer n ≥ 1 and let g = gl n .
The objects of the first type are associated with the Procesi bundle P on the Hilbert scheme of n points in the plane. The Procesi bundle was introduced and studied by M. Haiman in his work on the n! theorem [11] - [13] . According to Haiman, the combinatorics of the Procesi bundle is closely related to Macdonald polynomials.
The objects of the second type are associated with a certain remarkable coherent sheaf R on (the normalization of) the commuting variety of the Lie algebra gl n , introduced by one of us in [7] . The sheaf R has an interpretation in terms of a certain double analogue of the Grothendieck-Springer resolution, to be recalled in §2.2 below. Therefore, the combinatorics of the coherent sheaf R is related to the geometry of the flag variety of gl n and to the standard combinatorics of root systems. Now, it was explained in [7] how one can use the sheaf R to construct (a close cousin of) the Procesi bundle P. This yields, on the combinatorial side, various identities relating the combinatorics of the root system of gl n to Kostka-Macdonald polynomials.
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Finally, the objects of the fourth type are associated with representations of rational Cherednik algebras. Specifically, in section 6 we are interested in character formulas for simple objects in the category O for rational Cherednik algebras of type A. These character formulas can be obtained, thanks to the work of Rouquier [23] , from the multiplicity numbers of simple modules in standard modules for Schur algebras. The latter may be expressed in terms of Kazhdan-Lusztig type polynomials associated with canonical bases in a Fock space, by the work of Leclerc-Thibon [20] - [21] and Varagnolo-Vasserot [26] .
On the other hand, many simple objects of the category O for the rational Cherednik algebra can be constructed by applying a version of the Hamiltonian reduction functor introduced by Calaque, Enriquez, and Etingof [1] to various direct summands of the HarishChandra module. This relates the characters of the simple objects to the characters of the Harish-Chandra module. Thus, combining everything together, we obtain in section 7 an interesting identity that involves some Kazhdan-Lusztig polynomials on one side and some Macdonald polynomials on the other side.
We outline in a bit more detail the main results of each section.
In section 2 we introduce the sheaf R on the normalization of the commuting variety and describe its G × W × C × × C × -equivariant structure. In the main result of this section, Theorem 2.4.1, we give a formula for the bigraded G-character of the global sections of R in terms of certain degenerate Macdonald polynomials and a bivariate analogue of Kostant's partition function. This formula can be interpreted as a double analogue of Hesselink's formula for the graded G-character of C [g] .
The fixed (up to conjugation by G) points in the commuting variety with respect to action of C × × C × are the "principle nilpotent pairs" of that variety. The fiber of R at each of these fixed points is a bigraded space of dimension |W |. The goal of section 3 is to give a formula, Theorem 3.5.1, for the bigraded character of each of these special fibers. The proof of this theorem is an intricate calculation in equivariant K-theory, which uses in an essential way the alternative description given in [7] of R as a complex of sheaves on a doubled analogue of the Grothendieck-Springer resolution. The results of sections 2 and 3 are valid for any connected complex reductive group G.
In section 4 we show that it is possible to give an explicit combinatorial expression for the formula of Theorem 3.5.1 when G = GL n . In this case it is known from [7] and [9] that the fibers of the sheaf R at the principle nilpotent pairs are isomorphic to the fibers of a C × × C × -equivariant sheaf, closely related to the Procesi bundle, at the fixed points of the Hilbert scheme. Therefore the bigraded character of these fibers is also given by a recursive formula of Garsia and Haiman, based on the Pieri rules for transformed Macdonald polynomials. We show by direct computation that our combinatorial expression is equivalent to Garsia and Haiman's formula.
This remarkable relationship between the sheaf R and the Procesi bundle on the Hilbert scheme is exploited in section 5 in order to describe more completely the full G × W × C × × C × -equivariant structure of R. For almost all irreducible G-representations V µ , we show in Theorem 5.3.2 that the bigraded W -character of the V µ -isotypic component of R is expressible in terms of transformed Macdonald polynomials. Corollary 5.3.4 gives a similar 2 formula for the G-isotypic components of the normalized commuting variety.
In section 6, we change tack and turn our attention to the graded character of the simple modules for the rational Cherednik algebra of type A. As explained above, we use work of Rouquier, Leclerc-Thibon and Varagnolo-Vasserot to calculate the graded character of these modules. In (6.6.1), we introduce a class of rational functions G k n (λ, ν; t), defined in terms of Littlewood-Richardson coefficients and (q, t)-Kostka polynomials, and show that these functions give the graded S m -character of a large class of simple modules, Proposition 6.6.2. In this section we also describe the Calaque-Enriquez-Etingof functor which relates equivariant D-modules supported on the nilpotent cone to simple modules for the rational Cherednik algebra.
The Calaque-Enriquez-Etingof functor allows us to interpret the character formulas given in section 6 for simple modules of the rational Cherednik algebra as the characters of certain equivariant D-modules on the nilpotent cone. As noted above, the graded character of R is closely related to the character of the Harish-Chandra module M. This module is also, via a D-module interpretation of the Springer correspondence, closely related to the simple, equivariant D-modules supported on the nilpotent cone, cf. [15] . Therefore, in section 7, we compare the characters of these simple D-modules derived from the character formulae of R given in section 5 with the formulae given in terms of the rational functions that were introduced in section 6. This produces (Theorem 7.6.8) some interesting and rather mysterious identities. Another consequence of this comparison is that one can define a filtration on a large class of simple modules for the rational Cherednik algebra such that the associated graded object is bigraded and the bigraded S m -character, Proposition 7.7.2, can be expressed in terms of transformed Macdonald polynomials.
Results regarding the torus orbits of principal nilpotent pairs for gl n are given by E. Zoque in the appendix.
BIGRADED G-CHARACTER OF R
2.1. Throughout the paper we take G to be a connected complex reductive group with Lie algebra g. Fix T ⊂ G, a maximal torus, and let t = Lie T be the corresponding Cartan subalgebra of g. Let W be the Weyl group associated to T ⊂ G.
The commuting scheme C, of the Lie algebra g, is defined as the schemetheoretic zero fiber of the commutator map κ : G → g, (x, y) → [x, y]. Set-theoretically, one has C = {(x, y) ∈ G | [x, y] = 0}. The group G acts on g via the adjoint action G ∋ g : x → Ad g(x) and diagonally on G. This makes C a closed G-stable subscheme of G. We put T := t × t and let the Weyl group W act diagonally. Restriction of polynomial functions on G to T gives rise to a map of algebras res :
The isospectral commuting variety is defined to be the reduced, closed subvariety
It is shown in [7, Theorem 1.3.4] that the normalization X norm of X is a CohenMacaulay, Gorenstein variety with trivial canonical bundle. A consequence of this is that C norm is also Cohen-Macaulay. Projection onto the first factor defines a map X → C. This lifts ( [7, §1.4] ) to a finite morphism p norm : X norm → C norm . We define R := (p norm ) * O Xnorm , a coherent sheaf on C norm .
The group C × acts on g × t by dilations. Therefore, there is also an action of
variety X is H × W -stable and, as noted in [7, §1.4] , this induces an action of H × W on the isospectral variety X norm . The morphism p norm is G × W × C × × C × -equivariant, therefore R is a H × W -equivariant coherent sheaf on C norm .
2.
2. An analogue of the Grothendieck-Springer resolution. Let B be the flag variety, the variety of all Borel subalgebras b ⊂ g. The following variety was introduced by the second author in [7, §3.1]:
Projection onto the first factor makes G a sub vector bundle of the trivial vector bundle B × G → B. Let q : G → B and µ : G → G, (b, x, y) → (x, y) denote the G-equivariant projections on to the first, respectively the second and third factors. Let the group C × act by dilations on each Borel b. Then there is an action of the group C × × C × on the fibers b × b of q. This makes G a H-variety and the maps q and µ are H-equivariant.
Let T denote the tangent bundle on B, its fiber at the point b is g/b ≃ [b, b] * . For each n ≥ 0, let A n := ∧ n q * T , a vector bundle on G. By letting C × × C × act by dilations on the fibers of T , each A n is naturally a H-equivariant sheaf. As explained in [7, §3.4] , the commutator map can be used to define a differential
Then one of the main results of [7] , Corollary 4.5.3, says that there is an isomorphism of
and H k (Rµ * A ) = 0 for all k = 0. In other words, in D b coh (G), the bounded derived category of coherent sheaves, one has Rµ * A ≃ u * R. This implies that we have an equality
2.3. Degenerate Macdonald polynomials. The representation ring of G, respectively W , will be denoted R(G), respectively R(W ). Let R + ⊂ t * denote the set of weights of the adjoint t-action on the vector space [b, b] * ≃ g/b, and let ℓ(−) denote the length function on the Weyl group W . Denote by P the lattice of integral weights in t * and by Q the root lattice. The set of dominant weights (i.e. those weights λ ∈ P such that λ, α ∨ ≥ 0 for all α ∈ R + ) will be denoted P + and we set Q + = Q ∩ P + . The semi-group in Q generated by the positive roots R + is denoted Q + . Let ρ denote the half-sum of all positive roots. We denote by J the anti-symmetrization map on the ring Z[P ], which is defined by J(e λ ) := w∈W (−1) ℓ(w) e w(λ) . For µ ∈ P + , the class in R(G) of the irreducible, finite dimensional Gmodule with highest weight µ will be denoted s µ (z). We identify s µ (z) with the T -character J(e µ+ρ )/J(e ρ ) of V µ . All identities that we present will be elements in the ring Λ :
For any weight λ ∈ P we define, as in [25] 1 , the degenerate Macdonald polynomial to be
1 we will only consider the case ω = ρ and omit it from the notation. 4 The degenerate Macdonald polynomial is symmetric, therefore there exist polynomials p λ,µ (t) such that
For each λ ∈ P we denote by λ + the unique dominant weight in the W -orbit of λ. By [25, Proposition 2.2], we have p λ,µ (t) = 0 unless µ ≤ λ + . When λ is dominant, P λ (t) is the usual Hall-Littlewood-Macdonald polynomial and p λ,µ (t) = K λ,µ (t), the Kostka-Foulkes polynomial. For λ ∈ P , define
Lemma 2.3.2.
For any λ ∈ P we have
where p λ,µ (t) := (−t) c p λ+2ρ,µ (t −1 ) and c = |R + |.
Proof. This follows from the identity
Bigraded character formula. Given a reductive group K, a K-scheme X and a Kequivariant coherent sheaf F on X, we write χ K (F) for its equivariant Euler characteristic, a class in the Grothendieck group of rational K-modules. We identify the Grothendieck group of rational C × × C × -modules with the Laurent polynomial ring
We define a (q, t)-analogue P(−; q, t) : P −→ Q[q, t] of Kostant's partition function by the generating function
Each isotypic component of C[G] with respect to the action of C × × C × is finite dimensional, therefore χ H (O G ) is a well-defined element in Λ. Since R may be considered as a coherent sheaf on G, χ H (R) is also well-defined as an element in Λ. The isomorphism (2.2.1) allows us to calculate the Euler characteristic χ H (R) of R.
Theorem 2.4.1. The bigraded G-character of the global sections of the sheaf R is given by the formula
where r is the rank of G.
The remainder of this section is devoted to the proof of Theorem 2.4.1. We first calculate the Euler characteristic χ T ×C × ×C × (R) of R. 
Proof. For any locally finite representation E, of a Borel subgroup B ⊂ G, let E denote the corresponding induced G-equivariant vector bundle on B = G/B.
The terms of the complexA q are the quasi-coherent vector bundlesA n , whose fiber
. Therefore we get the equation: = e ρ J(e ρ ) −1 and J(e ρ ) is skew symmetric,
By definition,
which means that
Then equation (2.4.2) follows from the formula for P λ (qt) given in Lemma 2.3.2.
PRINCIPAL NILPOTENT PAIRS
When restricted to the smooth locus of the commuting variety, the isospectral commuting variety R is a bigraded, G × W -equivariant vector bundle. In this section we use the theory of principal nilpotent pairs to study the bigraded character of the fiber of this bundle at fixed points. The main result of this section is the character formula (3.5.2) of Theorem 3.5.1.
3.1. Definitions. For any pair x = (x 1 , x 2 ) ∈ C, write z(x) for the simultaneous centralizer of x 1 and x 2 . By a theorem of Richardson, [22] , G · (t × t) is open and dense in C. This implies that dim z(x) ≥ rk g for all x ∈ C. The pair (x 1 , x 2 ) is said to be regular if dim z(x) = rk g. The set of all regular pairs in C is denoted C r ; it is the smooth locus of C. Lemma 3.1.1 (Theorem 1.5.2 (i), [7] ). The restriction of R to C r is a locally free sheaf such that each fiber of the corresponding vector bundle affords the regular representation of W .
The paper [6] introduced the notion of principal nilpotent pairs in C: Definition 3.1.2. A pair e = (e 1 , e 2 ) ∈ G is called a principal nilpotent pair if the following conditions hold:
(1) e is a regular pair i.e. e ∈ C r ; (2) For any (t 1 , t 2 ) ∈ C × × C × , there exists g = g(t 1 , t 2 ) ∈ G such that (t 1 · e 1 , t 2 · e 2 ) = (Ad g(e 1 ), Ad g(e 2 )).
Note that condition (2) of definition 3.1.2 implies that e 1 and e 2 are nilpotent. It is shown in [6, Theorem 1.2] that one can associate to each principal nilpotent pair e ∈ C a pair h = (h 1 , h 2 ) ∈ C of semisimple elements of g such that [h i , e j ] = δ i,j · e j for i, j = 1, 2 and the adjoint action of h on g defines a Z 2 -grading g = ⊕ p,q∈Z 2 g p,q .
3.2. For the remainder of this section we fix a principal nilpotent pair e ∈ C r and associated semisimple pair h = (h 1 , h 2 ). Without loss of generality, z(h) = t. Recall that H = G × C × × C × acts on g by (g, α, β) · x = Ad(g) · x and on G by
Let A := C × × C × and let ̺ : A → G be the homomorphism such that d̺ :
). Note that we have e 1 ∈ g 1,0 and e 2 ∈ g 0,1 , so e ∈ G A . The map g → G, x → (ad e 1 (x), ad e 2 (x)) is A-equivariant.
3.3. Since e is fixed by A, the fiber R e of R at e is bigraded. In order to present a formula for this bigraded vector space we require a few further definitions. Proof. This follows from the proof of [6, Theorem 1.13] which shows that one has
If b contains h 1 and h 2 then t ⊂ b. Since the set of Borel subalgebras containing t is naturally in bijection with the elements of W , choosing a particular adapted Borel subalgebra b 1 defines a bijection b w ↔ w between the set of all adapted Borel subalgebras of g and a certain subset W adp ⊂ W .
3.4. Partial slices. In [6, §7] a certain "partial slice" to the G-orbit in C r through e was constructed. Decompose the centralizers z(e 1 ) = ⊕ p,q z p,q (e 1 ) and z(e 2 ) = ⊕ p,q z p,q (e 2 ) with respect to the action of A. For each p, q such that p ≤ 0 and q ≥ 0, choose a T -stable subspace S p,q ⊂ z p,q (e 2 ) complementary to Im(ad e 1 : z p−1,q (e 1 ) → z p,q (e 1 )) and form the subspace S nw := p≤0,q≥0 S p,q ⊂ g. Let S nw := S nw ⊕ {0} ⊂ G denote the corresponding subspace in G. Similarly, by considering all p ≥ 0 and q ≤ 0, one defines S se := S se ⊕ {0} ⊂ G. The following result is noted in [6, §6] .
Lemma 3.4.1. There is an A-equivariant isomorphism of vector spaces
Proof. Recall that κ : G → g is the commutator map so that C = κ −1 (0). The regular locus C r ⊂ C is precisely the set of points where the rank of dκ is maximal. Therefore, since e ∈ C r , T e C = Ker d e κ. Let Ad e : G → G be the map g → g · e. The map κ is G-equivariant, hence G · e ⊂ C r . Differentiating the maps Ad e and κ at 1 ∈ G and e respectively gives a three term complex
such that, if H 1 is the middle cohomology of the above complex, then
The above complex is (up to sign) precisely the complex [6, (6.1) ]. Therefore, in the notation of [6] , H 1 = H 1 (e, g). Now [6, Theorem 6.6] implies that the natural map S nw ⊕ S se → H 1 (e, g) is an isomorphism. Since T e (G · e) = g/z(e), the lemma follows.
Since the component group of T is trivial, the fact that T · e is free follows from Lemma 3.3.2 which implies that z(e) ∩ t = 0. To show that T · e is open in Z it suffices to show that
A .
Now t = g A and [6, Theorem 6.6] says that H 1 (e, g) A = 0 which implies that (S nw ⊕ S se ⊕ g/z(e)) A = t as required.
Remark 3.4.4. In the case G = SL n , it is shown by E. Zoque in the Appendix that the torus orbit T · e is dense in (g 1,0 ⊕ g 0,1 ) ∩ C.
Given a rational A-module V , denote by λ(V ) the Euler characteristic of the alternating sum
If w is adapted to e then Lemma 3.3.2 says that the bigrading on g induces a bigrading
Theorem 3.5.1. The bigraded character of R e , the fiber of the vector bundle R at the principal nilpotent pair e ∈ C, is given by the formula
In order to give meaning to Theorem 3.5.1, we must explain how the torus A acts on the various spaces appearing in formula (3.5.2). As explained in (3.1), the action of A comes from its embedding in C × × C × × T . Therefore we will just remind the reader how T × C × × C × acts on these spaces. Recall that in (3.1) we have defined the action of T × C × × C × on g and G. The group acts on S * nw and S * se as subspaces of G * . The action of T × C × × C × on (g/(z(e) ⊕ t)) * comes from its action on g * . The space (b w ⊕ b w /g 1,0 ⊕ g 0,1 ) * is a subspace of G * and [b w , b w ] is a subspace of g. One has to be careful with the action of T × C × × C × on u * w -the space u * w is a subspace of the fiber of q * T at (b w , 0, 0). Therefore T acts in the natural way but C × × C × acts by dilations, hence this is not the action of T × C × × C × coming from the fact that u w ⊂ g.
The remainder of this section is devoted to the proof of Theorem 3.5.1. It is a rather long calculation in equivariant K-theory. We begin, following [2, Chapter 5] , by describing the basic setup in which we work.
3.6. Equivariant K-theory. Given a group A acting on a smooth quasi-projective variety M , write M A for the fixed point set. We will assume that A is abelian and reductive. Then, as shown in [2, Lemma 5.11.1], M A is also smooth. The Grothendieck group of A-equivariant coherent sheaves on M will be denoted K A (M ) and its complexification
so that res a = ev a • Res a . Consider the following setup:
where u is an A-equivariant, closed embedding of smooth varieties. When in this situation, we will repeatedly use the following two facts (as explained in [2, Proposition 5.4.10]):
(
Here T * N M denotes the conormal bundle of N in M . Lemma 3.6.1. Let F be an A-equivariant sheaf on M whose support is in N .
(1) In the K-group K A (N A ) a we have an equality
we have an equality
Proof. As noted above,
On the other hand,
from which the first equation follows. Applying ev a to the first equation gives the second.
Proof. The closed embeddings N A ֒→ N ֒→ M imply that there is a short exact sequence
3) follows. Given a rational A-module V , we denote by V the A-equivariant vector bundle on M defined by the projection π : M × V → M , where A acts diagonally on M × V .
3.7.
The DG algebra A on G. We now return to the setting of Theorem 3.5.1. Recall from (2.2) that we have a DG algebra A on G. This is a complex of H-equivariant vector bundles A n , whose fiber at
be the corresponding class in equivariant K-theory. Write G r for the open subset of G consisting of points (b, x, y) such that the pair (x, y) is regular. Since the semisimple pair h is regular,
The idea is to push and pull Res a ([A ]) all the way back to T · e. Recall that we have fixed
A , so it will be important to keep track of
, where as λ(u w ) a = 0. Recall also that µ : G → G is the projective morphism sending (b, x, y) to (x, y).
Lemma 3.7.1. In the Grothendieck group
Proof. The restriction of µ A to G r,A w is a closed embedding. If b w is adapted to e then G r,A w = (g 1,0 ⊕ g 0,1 ) r and µ A is just the identity on G r,A w . Pushing forward,
where Q consists of terms such that e is not in the support (if e / ∈ G r,A w then µ A is not an isomorphism so one must take derived push-forward, but we can ignore the resulting terms). Since the terms in Q are the classes of T × A-equivariant sheaves, the fact that e is not in the support of Q implies that (f • u A ) * Q = 0. Pulling back along f • u A gives the required equation.
It is also possible to compute an expression for
Proof. By [2, Proposition 5.4.10]
This implies that
Since λ(T * C r G r ) is an alternating sum of vector bundles on C r ,
and hence
is the class of a sheaf supported on C r , Lemma 3.6.1 with N = C r and M = G r implies that
As in the proof of [ 
Since we are applying λ(−) to T × A-equivariant vector bundles on T · e, it suffices to show that the fibers of these vector bundles at e are isomorphic as A-modules. We have the following subsequence of the sequence (3.4.2) considered in the proof of Lemma 3.4.1: 8.5) where the first map is ad e 1 ⊕ ad e 2 and the second is ad e 1 − ad e 2 . This sequence is exact thanks to [6, Theorem 6.6] and [6, Proposition 1.12,"Weak Lefschetz"]. Since T e (T · e) ≃ t and G A = g 1,0 ⊕ g 0,1 , we have
where the last isomorphism is due to (3.8.5). On the other hand, Lemma 3.4.3 says that the orbit T · e is open in (g 1,0 ⊕ g 0,1 ) ∩ C r = C r,A . Therefore, we deduce that
It follows that T C r,A G r,A = g 1,1 and hence
is a domain, we can cancel non-zero terms in equations holding in K T ×A (T · e). Let V be a rational T × A-module and V the corresponding T × Aequivariant vector bundle on T · e. Then λ(V ) = 0 in K T ×A (T · e) if and only if the weights of V under the T × A-action are all non-zero.
Proof. In the case M = G r and N = C r , Lemma 3.6.2 says that the equality 
Recall that
and hence 
and, for w adapted to e and v :
Proof. At e, T e C r ≃ S nw ⊕ S se ⊕ g/z(e). The fact that T acts freely at e and the corresponding orbit is open in C r,A implies that T e C r /T e C r,A ≃ S nw ⊕ S se ⊕ g/(z(e) ⊕ t) so that
In this section, we focus on the case G = GL n and hence W = S n , the symmetric group. The aim of this section is to give an explicit combinatorial expression, Theorem 4.5.1, for formula (3.5.2). In the second part of this section we show that this combinatorial expression is equivalent to a formula of Garsia and Haiman. We begin by recalling some standard combinatorics related to the representation theory of the groups GL n and S n .
n ] Sn ⊗ Z R(S n ) and the character s µ (z) is the Schur polynomial labeled by µ. The standard inner product on Λ, with respect to which the Schur polynomials form an orthonormal basis, will be denoted −, − . The complete symmetric function labeled by the partition µ is denoted h µ (z).
Let µ be a partition of n of length ℓ(µ) and denote by n(µ) = This convention is chosen to agree with [13] . We put
We adopt the convention that B ∅ (q, t) = 0, where ∅ is the empty partition. For x ∈ Y µ , the arm a(x) of x is defined to be the number of boxes strictly to the right of x and the leg l(x) of x is the number of boxes strictly above x. We denote by h(x) the hook length of x, which is defined to be a(x) + l(x) + 1. For instance, the hook length of (1, 0) in the above Young diagram is 4. The hook polynomial is defined to be
The dominance ordering on partitions will be denoted ≥. A rim-hook of the partition µ is a connected skew partition µ/ν, for some ν ⊂ µ, such that µ/ν contains no sub-diagram of type (2, 2). An r-rim-hook is a rim-hook of size r. The r-core of a partition is the partition obtained by removing as many r-rim-hooks as possible. For any given partition, the resulting r-core does not depend on the choice of r-rim-hooks removed (see [16, Theorem 2.7.16] ). For example, the 4-core of (4, 3, 3, 1) is (2, 1). A tableau σ of shape µ is a filling of the Young diagram Y µ with the numbers 1, . . ., n, each number appearing exactly once. The tableau σ is said to be standard if σ(x) < σ(y) for all y ∈ Y µ that are above or to the right of x. The set of all tableaux of shape µ is written YT(µ) and the set of standard tableaux of shape µ is SYT(µ). Let σ 1 the standard tableau of shape µ that is given by placing 1 in (0, 0), 2 in (1, 0), filling across and then beginning the next row at the left and working across.
Plethysums.
We recall the definition of plethystic substitutions as given in [5] , see also [13, §3.3] . LetΛ F denote the algebra of symmetric functions in z 1 , z 2 , . . . over the field 13 F = Q(q, t). It is freely generated by the power-sum polynomials 
The
Since we will only use the plethystic substitution in two specific situations, we describe more explicitly what it entails in these situations. Firstly, we have
where r 1 , r 2 , . . . = z 1 , z 2 , . . ., tz 1 , tz 2 , . . ., t 2 z 1 , t 2 z 2 , . . . and
where r 1 , r 2 , . . . = z 1 , z 2 , . . . and r ′ 1 , r ′ 2 , . . . = tz 1 , tz 2 , . . .. This implies that
.
In the second situation we take
4.3. We will also use the Ω notation. Define Ω[Z] := i (1 − z i ) so that
We remark that our definition of Ω is different from the one given in [13, §3.3] , where Ω[Z] :=
The operator Ω will only be used in one specific type of situation, which we now describe. As above, take 
14 4.4. The set of principal nilpotent pairs for g = gl n are naturally labeled by partitions of n. For a given partition µ, one should think of the pair (e 1 , e 2 ) labeled by µ as a pair of operators acting on the boxes of Y µ . The operator e 1 moves each box one to the right and e 2 moves each box up by one. We use the standard tableau σ 1 defined above to realize e 1 and e 2 as matrices in g. Each node of the tableau σ 1 corresponds to an element of the standard basis {v 1 , . . ., , v n } of the vectorial representation V of g. Therefore if v i lies in a given box of Y µ and v j is in the box to its right then e 1 · v i = v j . This gives our matrix corresponding to e 1 .
In a similar way we get the matrix for e 2 . For instance, if x denotes the principal nilpotent operator with ones just below the diagonal and zeros elsewhere, so that x · v i = v i+1 for all 1 ≤ i ≤ n − 1, then µ = (n) labels the pair (x, 0) and (1 n ) labels the pair (0, Proof. The symmetric group S n acts freely and transitively on YT(µ). Therefore we can identify the set SYT(µ) of standard tableaux with a certain subset of S n , w ↔ w · σ 1 =: σ w . We just need to show that this subset of S n is precisely (S n ) adp . Let D be some operator acting by moving the boxes of Y µ . Each tableau σ w gives a realization of D as some linear operator on V and one can see that D is in b 1 if and only if σ w (D(x)) ≤ σ w (x) for all x ∈ Y µ . Since e 1 moves things to the right and e 2 moves things up we see that these operators belong to b 1 if and only if σ w is a standard tableau.
As in [6, §5] , each σ ∈ SYT(µ) gives us a canonical choice of associated semisimple pairs (h 1 , h 2 ): if we enumerate the nodes (p, q) ∈ Y µ such that σ(a k , b k ) = k then define h 1 = (a 1 , . . ., a n ) and h 2 = (b 1 , . . ., b n ). The pair (h 1 , h 2 ) is regular semi-simple with z(h 1 , h 2 ) = diag(gl n ) =: t.
4.5.
The theorem below provides a purely combinatorial formula for the bigraded character of R e in the GL n case.
For a standard tableau σ, let c σ (i) denote the column of Y µ containing i and r σ (i) the row of Y µ containing i so that σ(c σ (i), r σ (i)) = i. A standard tableau σ of µ defines a nested sequence of partitions ∅ = σ(0) ⊂ · · · ⊂ σ(n) = λ. 
Then the bigraded character of R e is given by the formula 
Lemma 4.6.1. In Q(q, t) we have 
Proof. First we show (4.6.2). For each
Similarly, if f ν(p,q) ∈ S nw is the element defined in [6, §7, Example], then
The above expressions can be rewritten in terms of arms and legs as
The action of A on S nw is shifted in comparison to the action of A on S nw (and similarly for S se ). This accounts for the extra 1's in (4.6.2). Now we show (4.6.3). We have
Equation (4.6.3 ) follows from
Here we have used the fact, [6, Theorem 5.6] , that z(e) has basis {e r 1 e s 2 | (r, s) ∈ Y µ \ { (0, 0) } }. 4.7. Dropping σ from the notation, c(i) will denote the column containing i, r(i) the row containing i and, for all i, j ∈ {1, . . ., n}, we write c(i, j) := c(i) − c(j), r(i, j) := r(i) − r(j).
Hence, for (p, q) = (0, 0), b p,q = ⊕ α i,j g α i,j , where the sum is over all i > j such that c(i, j) = p and r(i, j) = q (recall that b 0,0 = t). We have
Note that the constant term of χ
Hence, if for 1 ≤ k ≤ n, we define
Theorem 4.5.1 follows.
4.8.
Comparison with the Garsia-Haiman formula. The Hilbert scheme of n points in the plane, Hilb n C 2 , is a smooth irreducible variety of dimension 2n. Haiman has constructed a rank n! vector bundle P on Hilb n C 2 called the Procesi bundle. Given a Young diagram µ, let P µ be the fiber of P at the C × × C × -fixed point I µ ∈ Hilb n C 2 , a bigraded codimension n ideal I µ ⊂ C[x, y] associated with µ, see [11] .
In the paper [4] , Garsia and Haiman use an analogue of the Pieri rule for Macdonald polynomials to derive an expression for χ C × ×C × (P µ ; q, t). We recall their result: let R k , respectively C k , denote the set of all boxes in the same row, respectively column, of σ(k) as the box
denotes the arm length, respectively leg length, of
Then it is shown by Garsia and Haiman [4, §1] , that 
i.e. the Garsia-Haiman formula is equivalent to equation (4.5.2).
An independent construction of a natural rank n! vector bundle P on Hilb n C 2 is given in [7, §8] . It is immediate from the construction of P that one has an isomorphism P µ ≃ R e where P µ is the fiber of P at the point I µ ∈ Hilb n C 2 and e is the principal nilpotent pair associated with the diagram µ. Thus, the Proposition above says that one has an equality χ C × ×C × (P µ ; q, t) = χ C × ×C × ( P µ ; q, t). This equality is also a consequence of the n! theorem of Haiman which implies, in particular, a vector bundle isomorphism P ≃ P, cf. [13, §5] . We note that in order to deduce the equation χ C × ×C × (P µ ; q, t) = χ C × ×C × ( P µ ; q, t) one does not actually need the full strength of the n! theorem. It suffices to use the recent result of Gordon [9] that insures that the Macdonald polynomials can be recovered from the vector bundle P without the knowledge of the isomorphism P ≃ P.
The remainder of this subsection is devoted to the proof of Proposition 4.8.2, which is just a direct calculation.
Lemma 4.8.4. Let ν be a partition, then
Proof. Consider the Young diagram Y ν of ν as a subset of Z 2 . The coefficient of q u t v in B ν (q, t) · (1 − q − t + qt) can be thought of as an integer placed at the point (u, v) ∈ Z 2 . This integer depends on whether the point (u, v) or the point directly below, directly to the left etc. lies in Y ν or not. One can check that the only point in Y ν whose value is not 0 is (0, 0), whose value is 1. If we define η to be the "partition" (∞, ν 1 + 1, ν 2 + 1, . . .) then Y η \Y ν is an infinite strip running along the x-axis, above the "diagonal" edge of Y ν and then up the y-axis. This strip has two types of corners, those pointing to the south-west like (0, 0) in [2, 1] and those pointing to the north-east like (1, 1) in [2, 2] . These corners have the value −1 and 1 respectively. All other entries of Y η \Y ν (and the rest of Z 2 ) have value 0. This picture corresponds to the equation of the lemma.
Lemma 4.8.5. Let µ be a partition and let (c, r) ∈ Y µ be a removable box. Set ν = µ\{(c, r)}, then
Using a pictorial argument as in the proof of Lemma 4.8.4 one checks that expression (4.8 .7) is the same as the right hand side of (4.8.6), except in the boxes (0, 0) and (c, r) which have entries 0. The coefficient of q 0 t 0 in the right hand side of (4.8.6) is 1 and the coefficient of q c t r is −1. Therefore (4.8.6) = (4.8.7) +1 − q c t r .
We write
with S σ(0) := 1, so that λ(S * nw ⊕ S * se ) = S σ(n) . Since
we need to show that
The argument is similar for all k so we take k = n.
Since
) .
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The right hand side of the above equation is Ω applied to 
where c := c(n) and r := r(n).
Proof. Note that R n = {(i, r) | 0 ≤ i < c} and C n = {(c, j) | 0 ≤ j < r}. Then, for i < c and j < r, a n (i, r) = c − i, a n−1 (i, r) = c − i − 1, a n (c, j) = a n−1 (c, j) = λ j+1 − c − 1, 
Since the polynomialsH µ [Z; q, t] and J µ (Z; q, t) are symmetric, there exist polynomials K λ,µ (q, t) and K λ,µ (q, t) such that
The polynomialsK(q, t) are called the Kostka-Macdonald polynomials. Equation (5.1.1) implies thatK(q, t) = t n(µ) K λ,µ (q, t −1 ). A direct corollary of Haiman's proof of the n! conjecture, and the original motivation for the work, is the confirmation of Macdonald's positivity conjecture:
Recall (4.8) that
Hilb n C 2 denotes the Hilbert scheme of n points in the plane. Let V denote the tautological bundle on Hilb n C 2 , whose fiber over a point I ∈ Hilb n C 2 is C[x, y]/I. Since the action of S m on Hilb n C 2 is trivial, the vector bundle V ⊗m decomposes as
Write R(n, µ) = H 0 (Hilb n C 2 , P ⊗ V µ ). By [12, Theorem 3.5] , the bigraded W -character of R(n, m) is given by, cf. (4.1.1) 
On the other hand, according to [7, Theorem 1.9 .1], for each m ≥ 0 there is a
where S m acts by permuting the tensorands of V ⊗m on the left-hand side and permutes the tensorands of V ⊗m on the right-hand side.
Since each G × W × C × × C × -isotypic component of R is finite dimensional, we can write
Comparison of formulas (5.2.2) and (5.2.3) allows us to obtain an expression for some of the polynomials b µ,λ (q, t) in terms of Macdonald polynomials. This is the content of Theorem 5.3.2 below.
5.3. Let P n−1 be the set of all partitions with at most n−1 parts, thought of as those weights µ ∈ P + n such that µ n = 0. Define a partial ordering on P n−1 by setting µ λ if Y µ ⊂ Y λ . We denote by ψ the Z-linear operator on Z[P n−1 ] defined by ψ(λ) = µ µ, where the sum is over all µ λ such that λ/µ is a skew partition not containing the vertical strip (1, 1) (so λ/µ consists entirely of disjoint horizontal strips). The operator ψ is invertible. Its inverse will be denoted φ. The map λ → s λ (z) realizes Z[P n−1 ] as a Z-submodule of Λ. The image of φ(λ), respectively ψ(λ), under this map will be denoted Φ λ (z), respectively Ψ λ (z). Denote by w 0 the longest word in S n so that (V λ ) * ≃ V −w 0 (λ) for all λ in P + n . We denote by ⋆ the map from P n−1 to Q + n that sends µ to
This map is injective but clearly not bijective. The main result of this section is the following, whose proof is given in the next section.
Theorem 5.3.2. Let µ ∈ P n−1 and λ ⊢ n, then
. 
given by (5.3.3) with λ = (n). But, as noted in [13, §3.5],K (n),ν (q, t) = 1 for all ν.
Since Φ (0) (z) = s (0) (z) = 1 and (0) ⋆ = (0), Theorem 5.3.2 also implies:
5.4.
The proof of Theorem 5.3.2 is based on a version of the Pieri rules. In order to agree with the convention in (4.1), we think of µ ∈ P + n as n infinite rows, bounded on the right, such that the lengths of the rows decrease as we go up the page. For m ∈ N and µ ∈ P + n , define E(µ, m) to be the set of all ν ∈ P + n obtained from µ by removing m squares, no two from the same column. For instance, if µ = (4, 2, −1) and m = 3 then
Proof. Define D(µ, m) to be the set of all dominant weights λ obtained from the weight µ by adding m boxes, no two in the same column. Then Pieri's rule says that
Choose k >> 0 and let η = (k n ) − w 0 (µ), then
This is the same as the statement of the lemma.
Proof. Equating the multiplicity spaces of the irreducible S m -module χ µ in (5.2.3) gives an isomorphism of C × × C × × W -modules
From the definition of R we see that b ν,λ (q, t) = 0 unless ν ∈ Q + n . Similarly, if η ∈ E(µ, m) then η ∈ Q + n . Therefore the stated formula follows from equations (5.4.4) and (5.2.2) and Lemma 5.4.1.
Proof of Theorem 5.3.2. Firstly, note that taking the χ λ -isotypic component of (5.4.3) and using the expansion (5.1.2) ofH ν (z; q, t) in terms of the Kostka-Macdonald polynomialsK λ,ν (q, t) gives
Therefore if we take the Z-linear sum of equation (5.4.5) over all terms in φ(µ) the left hand side becomes b µ ⋆ ,λ (q, t) and the right hand side is
5.5. The sheaf R nil . As explained in [7, §9] , we have a commutative diagram
where θ X : X norm → t is the morphism induced by the projection from G × T onto the first copy of t and θ C is the map induced from projection of G onto the first copy of g, followed by the quotient map g → t/W . It is shown in [7, Proposition 9.1.3] that the maps θ X and θ C are flat. Define X nil and C nil to be the scheme-theoretic fibers θ −1
Corollary 5.5.1. Let µ ∈ P n−1 and λ ⊢ n, then
and specializing to t = q −1 :
where
Proof. Let t denote the permutation representation of S n , equipped with an action of C × × C × such that t has bi-degree (1, 0).
is flat as a t-module, then using the Koszul resolution of M it is shown in [13, Proposition 3.
A key result in Haiman's work on the isospectral Hilbert scheme is [11, Proposition 3.8.1] which implies that R(n, m) is a flat C[t]-module. Therefore the direct summand R(n, µ) of R(n, m) is also flat over t and hence formulae (5.2.2) implies that
Note that by [13, Definition 3.5.
. Now if we replace the right hand side of equation (5.4.5) with the above expression and repeat the argument given in the proof of Theorem 5.3.2 we get expression (5.5.2). Using the identity, [13, Proposition 3.5.10],
and making the specialization t = q −1 in equation (5.5.4) gives
Here we have used the fact that 
Once again, we replace the right hand side of equation (5.4.5) with equation (5.5.5) and repeat the argument given in the proof of Theorem 5.3.2 to get (5.5.3).
RATIONAL CHEREDNIK ALGEBRAS
In this section we use results of Rouquier, Varagnolo-Vasserot and Leclerc-Thibon to describe a character formula for certain simple modules of the rational Cherednik algebra of type A that belong to category O. Via the Calaque-Enriquez-Etingof functor, see (6.7), this allows us to give a character formula for those GL n (C)-equivariant D(gl n )-modules that are supported on the nilpotent cone.
6.1. The rational Cherednik algebra associated to the symmetric group. Let k ∈ Q. The rational Cherednik algebra H m,k associated to the symmetric group S m is defined to be the quotient of C x ⊗ C y ⋊ S m , where C x := C x 1 , . . ., x m and C y := C y 1 , . . ., y m , by the relations 
The element h defines a grading on those H m,k -modules M such that the action of h is locally finite with each generalized eigenspace
for all α and one can define the character of M to be
We denote by κ(k, λ) the scalar by which h acts on the lowest weight vectors in ∆(λ). Then
Proof. Recall that the Jucys-Murphy elements in C[S m ] are defined to be Θ i = j<i s ij , for all i = 2, . . ., m so that
Let σ be a standard tableau of shape λ and v σ the corresponding vector in χ λ . Then
where c σ (i) is the column of λ containing i, r σ (i) is the row of λ containing i and ct σ (i) := c σ (i) − r σ (i) is the content of the node containing i. Note that ct σ (1) = 0 for all standard tableaux σ. Therefore
. This implies equation (6.2.2). 6.3. Rouquier's equivalence. Let k ∈ Q >0 and fix η = exp(2π √ −1k) to be a primitive r th root of unity. Let S η (m) be the quantized Schur algebra of type A, specialized to η (see [23, §6.2] ). It is a finite dimensional C-algebra and the category of finitely generated left S η (m)-modules is a highest weight category. The standard and simple modules in this highest weight category are naturally labeled by partitions of m. Denote the standard, respectively simple, module labeled by λ by W λ , respectively L λ . It was conjectured by Leclerc and Thibon [20] , and proved by Varagnolo and Vasserot [26] , that the decomposition matrix for this highest weight category can be expressed in terms of the transition matrix between the standard and canonical basis of the level one Fock space. Let F υ be the level one Fock space for the quantum affine algebra U υ ( sl r ). 
The polynomials d λ,µ and e λ,µ have the following properties: they are non-zero only if λ and µ have the same r-core, d λ,λ (υ) = e λ,λ (υ) = 1, and d λ,µ (υ) = 0 unless λ ≤ µ, and e λ,µ (υ) = 0 unless µ ≤ λ. Then, assuming that r > 1, [26, Theorem 11] says that
Rouquier has shown in [23, Theorem 6.11] that there is an equivalence of highest weight
It is noted in [23, Remark 6.9 ] that the restriction k / ∈ 1 2 + Z is probably un-necessary. Therefore, to make our presentation clearer, the following assumption is made: Assumption 6.3.1. For all k ≥ 0, there is an equivalence of highest weight categories
6.4. For the remainder of section 6 we break with convention and represent the character of the irreducible S m -module labeled by λ by s λ (z). The reasons for this are, firstly, that we wish to use plethystic substitutions and, secondly, in section 6.7 we will apply the CalaqueEnriquez-Etingof functor, which is based on Schur-Weyl duality. This way, the formulae become more manageable. Using plethystic substitutions and the vector space isomorphism 
In the special cases λ = (m) and λ = (1 m ) we have
and
6.5. Combinatorics of r-cores and quotients. As previously noted, e λ,µ (v) = 0 unless λ and µ have the same r-core. We focus on the block of O m,k labeled by the r-core (0). In this case it is shown in [21] that the numbers e λ,µ (1) can be expressed in terms of LittlewoodRichardson coefficients.
In order to do this we require the notions of r-quotients and r-signs. Let P m = Z m be the weight lattice for GL m (C) and P + m the set of integral dominant weights. Write P m = {λ | λ 1 ≥ . . . ≥ λ m ≥ 0} ⊂ P + m , so that P m is identified with the set of all partitions with at most m parts. The extended affine Weyl group S m := P m ⋊ S m acts on P m in the natural way. Let S m (r) denote the same group but now acting on P m by
If µ ∈ P m then the entries of µ + ρ are a set of β-numbers for µ in the sense of [16, §2.7] . The result [16, Lemma 2.7.13] says that if there exists some 1 ≤ i ≤ m such that 0 ≤ (µ + ρ) i − r = (µ + ρ) j for all j = i then (µ 1 , . . ., µ i − r, . . .) + ρ = s · (λ + ρ) for some s ∈ S m and λ ∈ P m . Moreover, the partition λ is a partition obtained from µ by removing an r-rim-hook. This implies that λ, µ ∈ P m have the same r-core if and only if µ + ρ ∈ S m (r) · (λ + ρ). Write core(µ) ∈ P m for the r-core of µ. Definition 6.5.1. Let µ be a partition with at most m parts. There exists a unique s ∈ S m and λ ∈ N m such that
For each j ∈ {0, . . ., r −1}, the sub-sequence of λ consisting of those λ i such that s·(core(µ)+ ρ) i ≡ j − m mod r defines a partition µ (j) .
• The r-multi-partition quo(µ) := (µ (0) , . . ., µ (r−1) ) is called the r-quotient of µ.
• The r-sign of µ is ε r (µ) := (−1) ℓ(s) .
• We define ✵ r m := {µ ⊢ m | µ + ρ ∈ S m (r) · ρ} to be the set of all partitions of m with r-core (0). Remark 6.5.2. Let µ be a partition whose r-core is (0). If r is odd then r divides n(µ) − n(µ ′ ) and if r is even then r/2 divides n(µ) − n(µ ′ ). To see this, consider an r-rim-hook. Its content, starting from the top left box and going down to the bottom right box is a sequence of integers i, i − 1, i − 2, . . ., i − r + 1. Therefore the sum of its content is ri − r(r−1) 2 . The 27 claim now follows from the fact, as shown in the proof of Lemma 6.2.1, that n(µ ′ ) − n(µ) is the content sum of µ. In particular, this implies that κ(k, µ) ∈ 1 2 Z for all µ with r-core (0). 6.6. Littlewood-Richardson coefficients. Let µ = (µ (0) , . . . , µ (r−1) ) be an r-multi-partition. The Littlewood-Richardson coefficients are defined by
For n ∈ N and k ∈ Q + , define
where λ is a partition of n, r is the denominator of k and ν is a partition of nr.
Proposition 6.6.2. Let k ∈ Q + and λ ⊢ n. Let r be the order of exp(2π
where m := nr.
Proof. Assume first that r > 1. The r-core of rλ is (0). Therefore e rλ,µ (1) = 0 unless µ + ρ ∈ S m (r) · ρ and µ ⊢ m. By making use of the Frobenius morphism on quantum groups, it is shown in [21, Theorem 3.5] that
. If r = 1 then the combinatorics of the canonical basis does not make sense. However, in this case the Hecke algebra of type A at q = exp(2πik) = 1 is just the group algebra and hence semi-simple. Therefore results of [8] imply that both category O and the quantized Schur algebra are also semi-simple. At the same time, c λ quo(µ) = c λ µ = δ λ,µ for all λ, µ ⊢ m. Therefore equation (6.6.3) is still valid.
The definition of G k n (λ, ν; u) as the character of a W -isotypic component of an alternating sum of standard modules shows that G k n (λ, ν; u) can be expressed as a rational function whose denominator is
Note that when each partition in quo(µ) has at most one part, c λ quo(µ) = K λ,µ the Kostka number. In the simplest case, where λ = (1), one can argue as in the proof of [10, Proposition 2. 
6.7. The Calaque-Enriquez-Etingof functor. Let 1 denote the identity matrix, viewed as a basis of the centre of g so that g = C · 1 ⊕ sl n . Let {e α } α be an orthonormal basis of sl n with respect to the trace form and write {x α } α for the basis of g * defined by x α (e β ) = δ α,β . The vectorial representation of g will be denoted V . Let det denote the determinant representation for GL n and fix m = n · r for some r ∈ N. We denote by D G (g)-mod the category of G-equivariant (in the sense of [18, Definition 3.
. This factorization allows us to extend the functor defined by Calaque, Enriquez and Etingof for sl n to a functor for g. Define 
and 
Following [1], define
F m : D G (g)-mod −→ H m,k -Mod, M → (M ⊗ V ⊗m ⊗ det −r ) G , where k = 1 r . The functor F m is exact. The Fourier transform is an automorphism F : H m,k → H m,k defined by F(x i ) = y i , F(y i ) = −x i and F(w) = w for all w ∈ S m . If L is a left H m,k -module then F(L) is also a left H m,k -module with action f • l = F(f ) · l, for f ∈ H m,k and l ∈ L. Define F * m = F • F m . Let O λF * m : D G (N )-mod −→ O m,k such that F * m (M λ ) = L(rλ).
THE HARISH-CHANDRA MODULE AND CHEREDNIK ALGEBRAS
For subsection (7.1) to (7.3) let G be any connected complex reductive group as in (2.1).
7.1. The Harish-Chandra module M. Harish-Chandra defined the radial parts map rad :
be the map induced by the adjoint action of G on g. 
The above definition of the Harish-Chandra module is not the same as the definition given in [15] . However, it is shown in [7 Proof. It follows from the definition of M µ given above that it is a G-equivariant D(g)-module. Therefore we just need to show that it is also C × -equivariant.
First we show that M[d] is a C × -equivariant D(g × t)-module. For this we just have to show that ifȳ ∈ M[d] is homogeneous, λ ·ȳ = λ nȳ for some n ∈ Z then eu g×t ·ȳ = nȳ. To begin with, we consider the action of eu g×t on u 0 . The Killing form on g induces a nondegenerate bilinear pairing on g × t. Let {x α }, respectively {y β }, be an orthonormal basis on g, respectively t. Since [∂ 2 α , x 2 α ] = 4x α ∂ α + 2, the elements 7.4. From now on, we return to the case of G = GL n , so W = S n . Let P n denote the weight lattice of GL n (C) and Q n the root lattice. Recall that Q + n = P + n ∩ Q n . Denote by J n the set of all weights ν ∈ P + n such that ν n = 1 and |ν| ≡ 0 mod n. There is a natural bijection (−) † : Q + n ∼ −→ J n , µ † := µ + ((1 − µ n ) n ). For brevity write G(λ, ν; t) := G n/|ν| n (λ, ν; t). Proof. For µ ∈ P + n , let (M λ ) µ = (M λ ⊗ V * µ ) G be the µ-isotypic component of M λ . As a G-equivariant D(g)-module, M λ is a direct summand of a certain quotient of D(g). This implies that (M λ ) µ = 0 only if µ ∈ Q + n . Write
31 By Theorem 6.7.2 and Schur-Weyl duality,
where the sum is over all µ ∈ Q + n such that µ i ≥ −r for all i. Therefore, if we fix µ ∈ Q + n and let r = 1 − µ n , then
This is an equality of graded vector spaces and we just need to match up the grading. 
FIGURE 2. Possible configurations
Divide the boundary of λ 1 in the points P 1 , . . . P r where it meets other lines. The endpoints of the boundary of λ 1 are located on the left and lower sides of the diagram of µ, let P 0 and P r+1 be those points. The boundary of λ 1 can be divided into the segments joining P i and P i+1 , for 0 ≤ i ≤ r.
The configurations where the points P 0 , . . . , P r+1 are shown in Figure 3 . Note that in each of these cases there is at least one line segment on the lower left square that can be erased to obtain an admissible configuration. Those segments are dotted in Figure 3 . Since the lines at P 0 and P r+1 can be safely removed, it follows that there is a whole segment that can be removed to obtain an admissible configuration. Figure 4 . The segments that can be removed are the ones that join P 2 with P 3 and P 4 with P 5 . 
