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A PROOF OF COMES-KUJAWA’S CONJECTURE
MENGMENG GAO, HEBING RUI, LINLIANG SONG, YUCAI SU
Abstract. Let κ be a commutative ring containing 2−1. In this paper, we prove the Comes-
Kujawa’s conjecture on a κ-basis of cyclotomic oriented Brauer-Clifford supercategory. As a by-
product, we prove that the cyclotomic walled Brauer-Clifford superalgebra defined by Comes and
Kujawa and ours are isomorphic if κ is an algebraically closed field with characteristic not two.
1. Introduction
The affine walled Brauer-Clifford supercategory and its cyclotomic quotients are introduced by
Comes and Kujawa [8]. These supercategories have closed connections with representations of queer
Lie superalgebra q(n), and its associated finite W-superalgebras, etc. The aim of this paper is to prove
the Comes-Kujawa’s conjecture on a basis of cyclotomic oriented Brauer-Clifford supercategory [8,
Conjecture 7.1].
Before we recall Comes-Kujawa’s conjecture, we need some notions in [8] etc. Throughout, we
assume that κ is an arbitrary commutative ring containing 2−1.
1.1. The affine walled Brauer-Clifford supercategory. In this paper, we work over the super
world. By definition, a supermodule is a module on which there is a Z2-grading. We are going to
freely use the notions of κ-linear (monoidal) supercategories and superfunctors etc. For more details,
we refer a reader to [5, 8] and references therein.
For any two objects a, b in a strict monoidal supercategory, ab represents a ⊗ b. So ak represents
a⊗ . . .⊗ a, where there are k copies of a in the tensor product. Following [8], a morphism g : a → b
is drawn as
g
a
b
or simply as g
if there is no confusion for the objects. Note that a is drawn at the bottom while b is at the top. There
is a well-defined tensor product of two morphisms such that g ⊗ h is given by horizontal stacking:
g h .
To simplify the notation, the r-fold tensor products of g is drawn as
g
r
.
The composition of two morphisms g ◦ h is given by vertical stacking:
g
h
.
Following [8], a diagram involving multiple products is interpreted by first composing horizontally,
then composing vertically. The super-interchange law is :
(g ⊗ h) ◦ (k ⊗ l) = (−1)[h][k](g ◦ k)⊗ (h ◦ l).
where g, h, k, l are homogenous elements and [h] is the parity of h.
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Definition 1.1. [8, Definition 3.7] The degenerate affine oriented Brauer-Clifford supercategory
AOBCκ is the κ-linear strict monoidal supercategory generated by two objects ↑, ↓; four even mor-
phisms : 1 →↑↓, :↓↑→ 1, :↑↑→↑↑, :↑→↑; and one odd morphism :↑→↑ subject to
the following relations:
= , = , (1.1)
= , = , is invertible, (1.2)
= , = , = 0, (1.3)
= − , − = − . (1.4)
Let 〈↑, ↓〉 be the set of all words in the alphabets ↑, ↓ including the empty word ∅. Each word
a1 . . . ar (resp., empty word ∅) represents a1⊗. . .⊗ar (resp., the unit object 1) in AOBCκ. The objects
of previous five morphisms are implicated in the pictures. In fact, they can be read from the consistent
orientation of each strand. For example, the objects at both the top and the bottom of are ↑↑
since the orientations of strands at both the top and the bottom are up-toward. It means that is a
morphism in EndAOBCκ(↑↑). For , there is no endpoint at the bottom. It means the object at the
bottom is the unit object and hence ∈ HomAOBCκ(1, ↑↓). Similarly, ∈ HomAOBCκ(↓↑, 1) and
, ∈ EndAOBCκ(↑). Since any morphism g : a → b in AOBCκ can be expressed as tensor products
and compositions of the five morphisms in Definition 1.1, a, b will be omitted when g is drawn as a
picture. Given an a ∈ 〈↑, ↓〉, following [2], the identity morphism 1a ∈ EndAOBCk(a) can be drawn by
the object a itself. For example, 1↑↑↓ =↑↑↓.
By [8, Definition 3.2], the oriented Brauer-Clifford supercategory OBCκ is the subcategory of
AOBCκ generated by the same objects, and the previous morphisms except :↑→↑. The oriented
Brauer category OBκ [2, Theorem 1.1] is the supercategory generated by the same objects and the
previous morphisms except :↑→↑ and :↑→↑ subject to the relations (1.1)–(1.2).
1.2. Hom-superspaces of AOBCκ and dotted oriented Brauer-Clifford diagrams with bub-
bles. In order to state bases of Hom-superspaces in AOBCκ, OBCκ and OBκ, we need to recall the
definitions of (dotted) oriented Brauer(-Clifford) diagrams with bubbles in [2, 8].
Definition 1.2. [2] For any two words a, b ∈ 〈↑, ↓〉, an oriented Brauer diagram of type a→ b is an
oriented diagrammatic representation of a bijection
{i | ai =↑} ⊔ {i′ | bi =↓} ∼→ {i | bi =↑} ⊔ {i′ | ai =↓} (1.5)
obtained by placing a below b, then drawing strands connecting pairs of letters as prescribed by the
bijection in (1.5). The consistent orientation to each strand in the diagram is given by the letters of
a and b. Two oriented Brauer diagrams are equivalent if they are of the same type and represent the
same bijection.
For example, the following is an oriented Brauer diagram of type ↓2↑3→↓2↑3.
. (1.6)
Following [2], ∆0 := = is called a bubble. Two oriented Brauer diagrams with bubbles are
equivalent if they have the same number of bubbles and the underlying oriented Brauer diagrams
without bubbles are equivalent. It is proven in [2] that two equivalent oriented Brauer diagrams with
bubbles of type a→ b represent the same morphism in HomOBCκ(a, b), and the set of all equivalence
classes of oriented Brauer diagrams with bubbles of type a→ b is a κ-basis of HomOBκ(a, b).
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Definition 1.3. [8, §3.3] For any two words a, b ∈ 〈↑, ↓〉, an oriented Brauer-Clifford diagram (resp.,
with bubbles) of type a → b is an oriented Brauer diagram (resp., with bubbles) of type a → b such
that there are finitely many ’s on its segments. A dotted oriented Brauer-Clifford diagram (resp.,
with bubbles) is an oriented Brauer diagram (resp., with bubbles) such that there are finitely many
’s and ’s on its segments.
It is defined in [8] (see also [2] for the second one) that
:= , and := (1.7)
such that any morphism in HomOBCκ(a, b) (resp., HomAOBCκ(a, b)) can be realized as a κ-linear
combination of (resp., dotted) oriented Brauer-Clifford diagrams with bubbles of type a→ b. In order
to give bases of Hom-superspaces in OBCκ (resp., AOBCκ), Comes and Kujawa introduced the notion
of a normally ordered (resp., dotted) oriented Brauer-Clifford diagram.
Definition 1.4. [8, § 3.3] An oriented Brauer-Clifford diagram is called normally ordered if
a) it has at most one on each strand and it has no bubble;
b) all ’s are on outward-pointing boundary segments;
c) all ’s are positioned at the same height if the segments they occur on have the same orientation.
Definition 1.5. [8, Definition 3.8] A dotted oriented Brauer-Clifford diagram with bubbles is nor-
mally ordered if
a) it is a normally ordered oriented Brauer-Clifford diagram by ignoring all bubbles and all ’s;
b) each is either on a bubble or on an inward-pointing boundary segment;
c) each bubble has zero ’s, and an odd number of ’s, are crossing-free, counterclockwise, and
there are no other strands shielding it from the rightmost edge of the picture;
d) whenever a and a appear on a segment that is both inward and outward-pointing, the
appears ahead of the in the direction of the orientation.
For example, the following diagrams represent two morphisms in HomAOBCκ(↓2↑3, ↓↑2). The right
one is normally ordered whereas the left one is not.
(1.8)
Let ∆k = k . Then ∆k is the crossing-free and counterclockwise bubble with k ’s on it.
By [8, Proposition 3.12], ∆k = 0 whenever k is even. This is the reason why Comes-Kujawa require
that there are odd numbers of ’s on each bubble in Definition 1.5. Later on, only bubbles on which
there are odd k ’s will be considered.
Following [8], two normally ordered (resp., dotted) oriented Brauer-Clifford diagrams (resp., with
bubbles) are said to be equivalent if their underlying oriented Brauer diagrams (resp., with bubbles)
are equivalent and their corresponding strands have the same number of ’s (resp., and ’s). It is
proven in [8] that two equivalent normally ordered oriented Brauer-Clifford diagrams of type a → b
represent the same morphism in HomOBCκ(a, b) and the set of all equivalence classes of normally
ordered oriented Brauer-Clifford diagrams of type a → b is a κ-basis of HomOBCκ(a, b). Unlike the
cases for OBκ and OBCκ, two equivalent normally ordered dotted oriented Brauer-Clifford diagrams
(with bubbles) may not represent the same morphism in AOBCκ. The following is the main result
of [8].
Theorem 1.6. [8, Corollary 6.4] For any a, b ∈ 〈↑, ↓〉, the set of all equivalence classes of nor-
mally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b is a κ-basis of
HomAOBCκ(a, b).
1.3. Cyclotomic quotients and Comes-Kujawa’s conjecture. Fix two nonnegative integers a, b
and u = (u1, . . . , ub) ∈ (κ∗)b, where κ∗ = κ \ {0}. Let
f(t) = t2a+ε
∏
1≤i≤b
(t2 − ui), (1.9)
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where ε ∈ {0, 1}. In [8], Comes and Kujawa defined
OBCfκ = AOBCκ/I, (1.10)
called the cyclotomic quotient of AOBCκ or the level ℓ oriented Brauer-Clifford supercategory [8],
where ℓ is the degree of f(t) and I is the left tensor ideal generated by f( ).
Conjecture 1.7. [8, Conjecture 7.1] Suppose that κ is a field of characteristic not two. Given two
words a, b ∈ 〈↑, ↓〉, HomOBCfκ(a, b) has basis given by all equivalence classes of normally ordered dotted
oriented Brauer-Clifford diagrams with bubbles of type a→ b with fewer than ℓ ’s on each strand.
Comes and Kujawa proved that Conjecture 1.7 is true when either f(t) = t or f(t) = t2 − u with
u 6= 0. The proof for the second case is inspired by [9, §4]. Let AOBCκ(0) (resp., OBCfκ(0)) be the
supercategory obtained from AOBCκ (resp. OBCfκ) by imposing the relations ∆k = 0 for all k > 0.
Using certain representations of finite W -superalgebras associated to queer Lie superalgebras q(n),
Comes and Kujawa are able to prove Conjecture 1.7 for OBCfκ(0). In general, as far as we know, their
conjecture remains open.
The main result of this paper is that Conjecture 1.7 holds over an arbitrary commutative ring κ
containing 2−1. As a by-product, we prove that the cyclotomic walled Brauer-Clifford superalgebra
defined by Comes and Kujawa in [8] is isomorphic our cyclotomic walled Brauer-Clifford superalgebra
in [9, Definition 3.14] when κ is an algebraically closed field with characteristic not two.
The contents of this paper are organized as follows. In section 2, we consider certain tensor modules
in parabolic supercategory O for q(n) over C. In section 3, we prove that Conjecture 1.7 holds over
an arbitrary commutative ring κ containing 2−1. In section 4, we prove that the cyclotomic walled
Brauer-Clifford superalgebra defined by Comes-Kujawa and ours are isomorphic if κ is an algebraically
closed field with characteristic not two.
2. Schur-Weyl super-duality
Let g be the queer Lie superalgebra q(n) of rank n over C. Then g has a basis ei,j = Ei,j +E−i,−j
(even element), fi,j = Ei,−j+E−i,j (odd element) for i, j ∈ I+ = {1, 2, ..., n}, where Ei,j is the 2n×2n
matrix with entry 1 at (i, j) position and zero elsewhere for i, j ∈ I = I+ ∪ I−, and I− = −I+.
Let V = Cn|n = V0⊕V1 be the natural g-supermodule (and the natural supermodule of the general
linear Lie superalgebra gln|n) with basis {vi | i ∈ I}. Then vi has the parity [vi] = [i] ∈ Z2, where
[i] = 0 and [−i] = 1 for i ∈ I+. Let V ∗ be the linear dual of V with {vi | i ∈ I} being its dual basis.
Then V ∗ is a left g-supermodule such that
Ea,bvi = −(−1)[a]([a]+[b])δi,avb for a, b, i ∈ I. (2.1)
Let h = h0 ⊕ h1 be a Cartan subalgebra of g with even part h0 = span{hi | i ∈ I+} and odd part
h1 = span{h′i : | i ∈ I+}, where hi = ei,i and h′i = fi,i for all admissible i. Let h∗0 be the linear dual
of h0 with {εi | i ∈ I+} being the dual basis of {hi | i ∈ I+}. Then an element λ ∈ h∗0 (called a weight)
can be written as
λ =
∑
i∈I+
λiεi. (2.2)
Let b be the standard Borel super subalgebra of g with even part b0 = span{ei,j | i ≤ j ∈ I+} and
odd part b1 = span{fi,j | i ≤ j ∈ I+}. Let O be the supercategory of all g-supermodules M such
that:
a) M is finitely generated as a g-supermodule;
b) M is locally finite-dimensional over b;
c) M is semisimple over h0.
For any λ ∈ h∗
0
, let Iλ be the irreducible h-supermodule. Then the dimension of Iλ is 2
⌊ ℓ(λ)+12 ⌋ (see [7]),
where ℓ(λ) is the number of non-zero parts of λ and ⌊a⌋ is the integer part of any nonnegative real
number a. Let
M(λ) := U(g)⊗U(b) Iλ
be the Verma supermodule with the highest weight λ, where in generalU(f) is the universal enveloping
algebra of any Lie superalgebra f. Then M(λ) has the simple head denoted by L(λ). It is well known
that L(λ) is of finite dimensional if and only if λi−λi+1 ∈ Z≥0 and λi−λi+1 = 0 implies that λi = 0,
for 1 ≤ i < n.
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Fix ε ∈ {0, 1} and two nonnegative integers a and b. We define n = (n1, n2, . . . , na+b+ε) such that
n =
a+b+ε∑
i=1
ni, (2.3)
the summation of even positive integers ni for 1 ≤ i ≤ a + b + ε. Let p be the parabolic super
subalgebra of g such that the Levi super subalgebra l is ⊕a+b+εi=1 q(ni). Let Op be the corresponding
parabolic supercategory O. Then Op is the full subcategory of O consisting of all g-supermodules
which are locally finite-dimensional over p. Throughout, we define
p0 = 0, and pi =
i∑
j=1
nj , and pi = {pi−1 + 1, . . . , pi} for 1 ≤ i ≤ a+ b+ ε (2.4)
and let
Λ = {λ ∈ h∗
0
| λj − λj+1 ∈ Z≥0 and λj = 0 if λj = λj+1, pi ≤ j < pi+1}, (2.5)
be the set of l-dominant weights. For any λ ∈ Λ, the irreducible l-module L(λ)0 with the highest
weight λ is finite dimensional. The parabolic Verma supermodule Mp(λ) with the highest weight
λ ∈ Λ is
Mp(λ) := U(g)⊗U(p) L(λ)0.
For any g-supermodule M and any r∈Z≥0, set M r = V ⊗r⊗M . For convenience we define the totally
ordered set
J = J1 ∪ {0} where J1 = {1, ..., r}, (2.6)
such that r ≺ r − 1 ≺ . . . ≺ 1 ≺ 0. We write M r as
M r = ⊗
i∈J
Vi, where V0 = M , Vi = V if i ∈ J1. (2.7)
Hereafter all tensor products will be taken according to the total order ≺ on J . Then M r is a left
U(g)⊗(r+1)-supermodule such that the action is given by(
⊗
i∈J
gi
)(
⊗
i∈J
xi
)
= (−1)
∑
i∈J
[gi]
∑
j≺i
[xj ]⊗
i∈J
(gixi) for gi ∈ U(g), xi ∈ Vi. (2.8)
Via the coproduct of U(g), it is a left U(g)-supermodule. In order to define the left action of AOBCC
on M r, we define
e˜i,j = Ei,j − E−i,−j , f˜i,j = E−i,j − Ei,−j ∈ gln|n,
Ω1=
∑
i,j∈I+
e˜i,j⊗ej,i−
∑
i,j∈I+
f˜i,j⊗fj,i ∈ gln|n⊗g. (2.9)
Let c : V → V be the odd linear map such that
c(vi) = (−1)|vi|
√−1vi, for all i ∈ I. (2.10)
Since O and Op are closed under the functors V ⊗ − and V ∗ ⊗ −, we can use Op (or O) to replace
the supercategory U(g)-smod of left U(g)-supermodules in [8, Theorem 4.4].
Theorem 2.1. [8, Theorem 4.4] There is a monoidal superfunctor Ψ : AOBCC → End(Op) sending
the objects ↑, ↓ to the endofunctors V ⊗−, V ∗ ⊗−, respectively, and moreover,
Ψ
( )
: Id→ V ⊗ V ∗ ⊗−, m 7→
∑
i∈I
vi ⊗ v∗i ⊗m,
Ψ
( )
: V ∗ ⊗ V ⊗− → Id, f ⊗ v ⊗m 7→ f(v)m,
Ψ
( )
: V ⊗ V ⊗− → V ⊗ V ⊗−, u⊗ v ⊗m 7→ (−1)|u||v|v ⊗ u⊗m,
Ψ
( )
: V ⊗− → V ⊗−, v ⊗m 7→ Ω1(v ⊗m),
Ψ
( )
: V ⊗− → V ⊗−, v ⊗m 7→ c(v)⊗m.
Write ΨM : AOBCC → O (resp., Op) for the composition of Ψ followed by evaluation at M for any
highest weight supermodule M in O (resp., Op). Given two h-supermodule (resp., g-supermodule) M
and N , define MN to be a supermodule which has a filtration of length two such that the top (resp.,
bottom) section is isomorphic to M (resp., N). Let Π be the parity change functor. The following
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result can be found in the proof of [1, Lemma 4.37]. Note that V ∼= ⊕ni=1 Iεi as h-supermodules.
Moreover, Iεi has basis {vi, v−i}, for 1 ≤ i ≤ n.
Lemma 2.2. (cf. [1, Lemma 4.37]) Suppose that λ ∈ h∗
0
such that ℓ(λ) is even. As h-supermodules,
there is an isomorphism V ⊗ Iλ ∼=
⊕n
i=1 Ii, where
Ii ∼=


I(λ+εi) ⊕ΠI(λ+εi), if λi 6∈ {0,−1};
I(λ+εi), if λi = 0;
I(λ+εi)
I(λ+εi),
if λi = −1.
(2.11)
Moreover, Ii has a basis {vi ⊗ v, v−i ⊗ v | v ∈ Sλ}, where Sλ is any basis of Iλ.
For the simplification of notation, we use x to denote ΨM(λ)
( )
in the following result.
Lemma 2.3. Suppose that λ ∈ h∗
0
such that ℓ(λ) is a nonnegative even integer. Then V ⊗M(λ) has
an x-stable U(g)-filtration
0 = M0 ⊆M1 ⊆ . . . ⊆Mn = V ⊗M(λ)
such that
Mi/Mi−1 ∼=


M(λ+ εi)⊕ΠM(λ+ εi), if λi 6∈ {0,−1};
M(λ+ εi), if λi = 0;
M(λ+εi)
M(λ+εi),
if λi = −1.
(2.12)
Moreover, Mi/Mi−1 is killed by x
2 − λi(λi + 1) (resp., x) if λi 6= 0 (resp., if λi = 0).
Proof. Recall M(λ) = U(g)⊗U(b) Iλ. As U(g)-modules,
V ⊗M(λ) ∼= U(g) ⊗U(b) (V ⊗ Iλ).
So the required filtration can be constructed such that Mi/Mi−1 is generated by the images of
{vi ⊗ v, v−i ⊗ v | v ∈ Sλ}, where Sλ is any basis of Iλ. Moreover, (2.12) follows from (2.11). The fact
that the filtration is x-stable andMi/Mi−1 is killed by x
2−λi(λi+1) (resp., x) follows from arguments
in the proof of [3, Lemma 3.2] for λi /∈ 12Z (see also [4, Lemma 3.5] for λi ∈ 12 + Z). However, their
arguments are still available if λi ∈ Z. The only difference appears when λi = 0. We give a sketch of
their arguments here.
Let {mi | 1 ≤ i ≤ k} be a basis of the even subspace of Iλ. Recall that h′i = fii for all admissible
i. If λi 6= 0, then {h′imj | 1 ≤ j ≤ k} is a basis of the odd subspace of Iλ. Note that Mi/Mi−1 is
generated by the images of vectors in Ai = {vi ⊗mj , v−i ⊗mj , vi ⊗ h′imj , v−i ⊗ h′imj | j = 1, . . . , k}.
Suppose λi = 0. If ℓ(λ) > 0, then we can find a t such that λt 6= 0 and Mi/Mi−1 is generated by the
images of vectors in Ai = {vi ⊗mj , v−i ⊗mj , vi ⊗ h′tmj , v−i ⊗ h′tmj | j = 1, . . . , k}. If ℓ(λ) = 0, then
Iλ = C and Mi/Mi−1 is generated by the images of vectors in Ai = {vi ⊗ 1, v−i ⊗ 1} for 1 ≤ i ≤ n.
For any v ∈ Ai, we have (e˜r,s ⊗ es,r − f˜r,s ⊗ fs,r)v = 0 unless r ≤ s = i. If r < s = i then
(e˜r,s ⊗ es,r − f˜r,s ⊗ fs,r)v ∈Mi−1 for any v ∈ A. So, the filtration constructed above is x-stable, and
x acts on the highest weight space of Mi/Mi−1 via yi := e˜i,i ⊗ hi − f˜i,i ⊗ h′i. By direct computation
(see also the matrix of the endomorphism of yi with respect to the highest weight space of Mi/Mi−1
in the proof of [3, Lemma 3.2]), we have [y2i − λi(λi + 1)]v = 0 (resp., yiv = 0) for all v ∈ Ai if λi 6= 0
(resp., λi = 0). Therefore, Mi/Mi−1 is killed by x
2 − λi(λi + 1) (resp., x) if λi 6= 0 (resp., λi = 0) as
required. 
Hereafter, we fix a weight λ ∈ h∗
0
such that
λpi+j =
{
li − j + 1, for 1 ≤ j ≤ ni+1, 0 ≤ i ≤ a+ b− 1;
0, for 1 ≤ j ≤ na+b+ε, i = a+ b, ε = 1. (2.13)
where li = −1 if 1 ≤ i ≤ a and li /∈ Z≥0 ∪ {−1} if a + 1 ≤ i ≤ a + b. Then λ ∈ Λ, where
Λ is the set of l-dominant weights defined in (2.5). We identify λ with (λ1, λ2, . . . , λn). Define
λ(i) = (λpi−1+1, . . . , λpi) for all 1 ≤ i ≤ a + b + ε. Then λ = (λ(1), . . . , λ(a+b), λ(a+b+ε)). Let L(λ(i))
be the irreducible q(ni)-module with the highest weight λ
(i). Then
L(λ)0 ∼=
a+b+ε⊗
i=1
L(λ(i)), (2.14)
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where L(λ(a+b+ε)) ∼= C if ε = 1 and λ(i) and λ(i)+εpi−1+1 are typical as weights of q(ni) for 1 ≤ i ≤ a+b
(see [1]). Thanks to (2.11) and character considerations (cf. the finite dimensional typical character
formula in [11, Theorem 2] or [12, Theorem 4.8]), we have V ⊗ L(λ)0 ∼=⊕a+b+εi=1 Li, where
Li ∼=


L(λ+εpi−1+1)
0
ΠL(λ+εpi−1+1)
0, 1 ≤ i ≤ a;
L(λ+ εpi−1+1)
0 ⊕ΠL(λ+ εpi−1+1)0, a+ 1 ≤ i ≤ a+ b;
L(λ+ εpi−1+1)
0, i = a+ b+ ε and ε = 1.
(2.15)
In order to simplify the notation, similar to the above we still use x to denote ΨMp(λ)
( )
(the
parabolic version of x) in the following result. For ε = 0 and a+ b = 1, Theorem 2.4(b) can be found
in [9, Lemma 4.4(a)].
Theorem 2.4. For any λ in (2.13), there is an x-stable U(g)-filtration
0 = M0 ⊂M1 ⊂ . . . ⊂Ma+b+ε = V ⊗Mp(λ)
such that
Mi/Mi−1 ∼=


Mp(λ+εpi−1+1)
ΠMp(λ+εpi−1+1),
1 ≤ i ≤ a;
Mp(λ+ εpi−1+1)⊕ΠMp(λ+ εpi−1+1), a+ 1 ≤ i ≤ a+ b;
Mp(λ+ εpi−1+1), i = a+ b+ ε and ε = 1.
Moreover,
a) Mi/Mi−1 is killed by x
2− li(li+1) (resp., x) if 1 ≤ i ≤ a+ b (resp., if i = a+ b+ ε and ε = 1).
b) V ⊗Mp(λ) is killed by f(x) where f(t) = t2a+ε∏bi=1(t2−ui), such that ui = la+i(la+i+1) 6= 0,
for all 1 ≤ i ≤ b.
c) The superfunctor ΨMp(λ) in Theorem 2.1 factors through OBCfC, and thus induces a superfunc-
tor ΨfMp(λ) : OBCfC → Op.
Proof. Recall that Mp(λ) = U(g)⊗U(b) L(λ)0. So, V ⊗Mp(λ) ∼= U(g)⊗U(p) (V ⊗L(λ)0). Note that
L(λ)0 is the quotient of M(λ)l, where M(λ)l is the Verma supermodule of l with the highest weight
λ. Let φ : V ⊗Mp(λ)→ V ⊗ L(λ)0 be the epimorphism induced by the canonical epimorphism from
M(λ)l to L(λ)
0. By Lemma 2.3, there is an l-module filtration of V ⊗M(λ)l
0 =Ml,0 ⊂Ml,1 ⊂ . . . ⊂Ml,n = V ⊗M(λ)l
such that Ml,i is generated by the images of Ai = {vj ⊗ v, v−j ⊗ v | v ∈ Sλ, j ≤ i}, and Ml,i/Ml,i−1
is determined by (2.12) as a filtration of Verma supermodules of l, where Sλ is any basis of Iλ. So,
there is an l-module filtration of V ⊗ L(λ)0
0 = N0 ⊂ N1 ⊂ . . . ⊂ Nn = V ⊗ L(λ)0 (2.16)
such that Ni = φ(Ml,i). Each Ni (resp., Ni/Ni−1) is the quotient of Ml,i (resp., Ml,i/Ml,i−1) and
is generated by the images of Ai (resp.,Ai \ Ai−1). Note that λ + εi /∈ Λ if i 6= pj−1 + 1 for any
1 ≤ j ≤ a+ b + ε and hence L(λ+ εi)0 is infinite dimensional. Suppose i 6= pj−1 + 1. If Ni 6= Ni−1,
by (2.12), Ni/Ni−1 must be infinite dimensional since it is a quotient of Ml,i/Ml,i−1 and L(λ+ εi)
0 is
infinite dimensional. This is a contradiction. Thus Ni = Ni−1 if i 6= pj−1+1 for any 1 ≤ j ≤ a+ b+ε.
So, the filtration in (2.16) can be reduced to
0 = N0 ⊂ N1 ⊂ Np1+1 . . . ⊂ Npa+b+ε−1+1 = V ⊗ L(λ)0 (2.17)
where Npj+1/Npj−1+1 is generated by images of {vpj+1 ⊗ v, v−(pj+1) ⊗ v | v ∈ Sλ}. By (2.15) and
character consideration, we have
Npj+1/Npj−1+1
∼= Lj, for 1 ≤ j ≤ a+ b+ ε− 1, and N1 ∼= L1 (2.18)
where Li is given in (2.15). Now define Mj := U(g) ⊗U(p) Npj−1+1 for 1 ≤ j ≤ a + b + ε. Then
the required filtration of V ⊗ Mp(λ) follows form (2.17)–(2.18) and (a) follows from the proof of
Lemma 2.3. Via (a), we immediately have (b). Finally, (c) follows from (b) and Theorem 2.1. 
Remark 2.5. For any 0 6= ui ∈ C, there exists ℓa+i /∈ Z≥0 ∪ {−1} such that
ui = ℓa+i(ℓa+i + 1). This enables us to choose an l–dominant weight λ in (2.13) such that, for
any f(t) = t2a+ε
∏b
i=1(t
2 − ui) ∈ C[t], there is a superfunctor ΨfMp(λ) : OBCfC → Op .
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For 1 ≤ m and 1 ≤ i, j ≤ n, Sergeev [13] defined x0i,j(1) = ei,j , x1i,j(1) = fi,j , and
x0i,j(m) =
n∑
s=1
(ei,sx
0
s,j(m− 1) + (−1)m−1fi,sx1s,j(m− 1)), (2.19)
x1i,j(m) =
n∑
s=1
(ei,sx
1
s,j(m− 1) + (−1)m−1fi,sx0s,j(m− 1)), (2.20)
for m > 1 and proved the following relations:
[ei,j , x
0
s,t(m)] = δj,sx
0
i,t(m)− δi,tx0s,j(m),
[fi,j , x
0
s,t(m)] = (−1)m−1δj,sx1i,t(m)− δi,tx1s,j(m),
[ei,j , x
1
s,t(m)] = δj,sx
1
i,t(m)− δi,tx1s,j(m),
[fi,j , x
1
s,t(m)] = (−1)m−1δj,sx0i,t(m) + δi,tx0s,j(m).
(2.21)
Sergeev [13] defined the following central elements in U(g):
Sr :=
n∑
i=1
x0i,i(2r − 1) for r ∈ Z>0. (2.22)
By [8, Theorem 4.5, Propostion 4.6 ], we immediately have the following result.
Proposition 2.6. For any positive integer r, ΨfMp(λ)(∆2r−1)u = −2σ(Sr)u for all u ∈Mp(λ), where
σ : U(g)→ U(g) is the antipode such that σ(g) = −g, for any g ∈ g.
Definition 2.7. Given a λ in (2.13) and a positive integer r, let
zr(λ) = −
∑
2s−1
s∏
j=1
λij (λ
2
ij + λij )
aj ,
where the summation is over all 1 ≤ s ≤ r, 1 ≤ i1 < i2 < . . . < is ≤ n, and a1, a2, . . . , as ∈ N such
that
∑s
j=1 aj = r − s.
The above element zr(λ) can be obtained from the element defined in [6, Lemma 8.4] by replacing
λi with −λi for all 1 ≤ i ≤ n. The following two results and their proofs are essentially the same
as [6, Lemma 8.4]. The difference is that we compute the actions of σ(Sr) on any parabolic Verma
supermodule, while they compute the actions of Sr. However, one can not directly get the following
two results from [6, Lemma 8.4]. Note that σ is a superalgebra anti-involution.
Lemma 2.8. Suppose 1 ≤ m and 1 ≤ i < j ≤ n. Then σ(x0i,j(m)) ≡ σ(x1i,j(m)) ≡ 0 (mod J), where
J is the left superideal of U(g) generated by all ek,l and fk,l such that k < l.
Proof. Obviously, σ(x0i,j(1)) ≡ σ(x1i,j(1)) ≡ 0 (mod J). In general, by (2.19), (2.21) and inductive
assumption, we have
σ(x0i,j(m)) =
n∑
s=1
(−σ(x0s,j(m− 1))ei,s + (−1)m−1σ(x1s,j(m− 1))fi,s)
≡
i∑
s=1
(−σ(x0s,j(m− 1))ei,s + (−1)m−1σ(x1s,j(m− 1))fi,s) (mod J)
≡0 (mod J).
Similarly, one can verify σ(x1i,j(m)) ≡ 0 (mod J). 
Proposition 2.9. Let u be a highest weight vector of Mp(λ). Then
(1) σ(Sr)u = zr(λ)u,
(2) ΨfMp(λ)(∆2r−1)u = −2zr(λ)u for any positive integer r.
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Proof. Suppose m is an odd positive integer. By Lemma 2.8 and (2.21), we have
σ(x0i,i(m)) =
n∑
s=1
(−σ(x0s,i(m− 1))ei,s + σ(x1s,i(m− 1))fi,s)
≡− σ(x0i,i(m− 1))hi + σ(x1i,i(m− 1))h′i +
i−1∑
s=1
(−σ(x0s,i(m− 1))ei,s + σ(x1s,i(m− 1))fi,s) (mod J)
≡− σ(x0i,i(m− 1))hi + σ(x1i,i(m− 1))h′i (mod J).
(2.23)
Similarly, one can verify
σ(x0i,i(m− 1)) ≡− σ(x0i,i(m− 2))hi − σ(x1i,i(m− 2))h′i − 2
i−1∑
s=1
σ(x0s,s(m− 2)) (mod J)
σ(x1i,i(m− 1)) ≡− σ(x1i,i(m− 2))hi + σ(x0i,i(m− 2))h′i (mod J).
(2.24)
Combining (2.23)-(2.24) yields
σ(x0i,i(m)) ≡ σ(x0i,i(m− 2))(h2i + hi) + 2
i−1∑
s=1
σ(x0s,s(m− 2))hi (mod J). (2.25)
By (2.25) and inductive assumption on r, we have
σ(x0i,i(2r − 1)) ≡ −
∑
2s−1hi1hi2 · · ·hisya1i1 ya2i2 · · · yasis (mod J), (2.26)
where yi := h
2
i + hi and the summation is over all 1 ≤ s ≤ r, 1 ≤ i1 < i2 < . . . < is = i, and
a1, a2, . . . , as ∈ N such that a1+a2+ . . .+as = r− s. Since xu = 0 for all x ∈ J , by (2.22) and (2.26),
we have σ(Sr)u = zr(λ)u, proving (1). Finally, (2) follows from (1) and Propositions 2.6. 
3. Proof of Conjecture 1.7
The aim of this section is to give a proof of Conjecture 1.7 over an arbitrary commutative ring κ con-
taining 2−1. First, we assume κ = C. Recall that λ is an l-dominant weight given in (2.13). Hereafter,
we fix a even highest weight vector vλ of L(λ)
0. We always assume ni ≥ 2r, for 1 ≤ i ≤ a+ b+ ε.
Definition 3.1. For 1 ≤ i ≤ a+ b, let
Bi =
{
(fpi,pi−r)
βr (fpi−1,pi−r−1)
βr−1 . . . (fpi−r+1,pi−2r+1)
β1 | βj ∈ {0, 1}, 1 ≤ j ≤ r
}
. (3.1)
Lemma 3.2. There is a subset B of the PBW monomial basis, which contains all monomials
{ba+bba+b−1 · · · b1 | bi ∈ Bi, 1 ≤ i ≤ a+ b} such that {bvλ | b ∈ B} is a basis of L(λ)0.
Proof. By [9, (4.9)], we have the result for L(λ(i)), 1 ≤ i ≤ a+ b. Thanks to (2.14), we have the result
in general. 
Recall pi in (2.4) for all 1 ≤ i ≤ a + b + ε. Let ul (resp. ul,−) be the nilradical (resp., opposite
nilradical) of p. Then B0l (resp., B
1
l ) is a basis of even subspace u
l,−
0
(resp., odd subspace ul,−
1
) of
ul,−, where
B0l = {ei,j | i > j, {i, j} 6⊂ pk, 1 ≤ k ≤ a+ b+ ε} ,
B1l = {fi,j | i > j, (i, j) 6⊂ pk, 1 ≤ k ≤ a+ b+ ε} .
(3.2)
It is known that the symmetric power S(ul,−) ∼= S(ul,−
0
) ⊗∧ ul,−
1
, where
∧
u
l,−
1
is the usual exterior
power. Moreover, S(ul,−) has basis
Bu =
{∏
k
(eik,jk)
δk
∏
m
(fim,jm)
σm | δk ∈ Z≥0, σm ∈ {0, 1}
}
, (3.3)
where the first product (resp., the second product) is taken over any fixed order (for example, the
lexicographic order) on B0l (resp. B
1
l ).
Corollary 3.3. Let M be the parabolic Verma supermodule Mp(λ), where λ is given in (2.13). Then
(1) M has basis {zvλ | z ∈ BM} where BM = {yb | y ∈ Bu, b ∈ B}, where B is given in Lemma 3.2.
(2) V ⊗r ⊗M has basis BM,r = {vi ⊗ uvλ | i ∈ Ir, u ∈ BM}.
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Proof. Thanks to Lemma 3.2, we immediately have (1)-(2). 
Let U(g)− be the negative part of U(g). For any fi,j, ei,j ∈ U(g)−, we define deg(fi,j) = deg(ei,j)
= 1. This gives a Z-grading on U(g)−. If x ∈ U(g)− is a PBW monomial, then deg(x) is equal to the
numbers of fi,j ’s and ei,j ’s appearing in the product of x. For any basis element ybvλ ∈ BM,r, we say
ybvλ is of degree deg(yb).
Definition 3.4. Suppose β = (βr, βr−1, . . . , β1) ∈ ℓr, where ℓ = {0, 1, . . . , ℓ − 1}. Define
vβ = vir,βr ⊗ vir−1,βr−1 ⊗ . . .⊗ vi1,β1 and yβ = yr,βryr−1,βr−1 · · · y1,β1 , where
a) yk,βk is the ordered product (
∏βk−1
j=1 fik,j ,ik,j+1)fik,0,ik,1 , 1 ≤ k ≤ r,
b) ik,0 = n− k + 1 and ik,j = −(ik,j−1 − γj), if 1 ≤ j ≤ βk, and 1 ≤ k ≤ r,
c) γj =
1−(−1)j+ε
2 r +
1+(−1)j+ε
2 na+b+ε−⌊ j+ε−12 ⌋
, if 1 ≤ j ≤ βk and 1 ≤ k ≤ r.
Write wβ = vβ ⊗ xβvλ, such that xβ ∈ BM can be obtained from yβ by changing the order of its
factors. We say wβ is of degree deg(xβ). Obviously, deg(xβ) = deg(yβ). We define a total order on
ℓr such that for any β, β′ ∈ ℓr, β′ < β if either ∑i β′i < ∑i βi, or ∑i β′i = ∑i βi and the leftmost
nonzero entry of β − β′ is positive.
Following [8], we count a strand of a dotted oriented Brauer-Clifford diagram from right to left.
Let xk be obtained from the identity diagram by placing a single on the kth strand. For example,
x2 = (3.4)
if r = 6. Let 0 = (0, 0, . . . , 0) ∈ ℓr. We define cβ,β′ to be the coefficient of wβ when
ΨfM (x
β′r
r · · ·xβ
′
1
1 )(w
0) is written in terms of the basis for V ⊗r ⊗M in Corollary 3.3.
Recall that Ω1 is in (2.9). Let ik,j and ik,j+1 be given in Definition 3.4.
Lemma 3.5. Expressing Ω1(vik,j ⊗ vλ) as a linear combination of basis elements in BM,1 (see Corol-
lary 3.3), we see that the highest degree of its terms is 1. Moreover,
(1) vik,j+1 ⊗ fik,j ,ik+1,jvλ is a term of Ω1(vl ⊗ vλ) if and only if l = ik,j.
(2) When l = ik,j, the coefficient of vik,j+1 ⊗ fik,j ,ik+1,jvλ is ±1.
Proof. Straightforward computation. See the definition of Ω1 in (2.9). 
Lemma 3.6. Suppose β, β′ ∈ ℓr. We have cβ,β = ±1 and cβ,β′ = 0 if β′ < β.
Proof. By Theorem 2.1, xk acts on V
⊗r ⊗M via ΨfM (xk) = 1⊗r−k ⊗ Ω1|V,V ⊗k−1⊗M . In other words,
when we compute ΨfM (xk), we consider V (resp., V
⊗k−1 ⊗ M) as the first (resp., second) tensor
factor. Since we are going to consider the terms of ΨfM (x
β′r
r · · ·xβ
′
1
1 )(w
0) with the highest degree,
xk can be replaced by πk,0(Ω1), where πk,0 : U(g)
⊗2 → U(g)⊗(k+1) is the linear map such that
πk,0(g1⊗g2) = g1⊗1⊗k−1⊗g2, for all g1, g2 ∈ U(g). By Lemma 3.5(2) and induction on |β| :=
∑
i βi,
we have cβ,β = ±1.
Since the degree of any term in the expression of ΨfM (x
β′r
r · · ·xβ
′
1
1 )(w
0) is less than
∑
i β
′
i, we have
cβ,β′ = 0 if
∑
i β
′
i <
∑
i βi. Now, we assume
∑
i β
′
i =
∑
i βi and β
′ < β. We prove cβ,β′ = 0 by
induction on
∑
i β
′
i. Obviously, cβ,β′ = 0 if
∑
i β
′
i = 0. Otherwise, let k be the maximal integer such
that βk > 0.
Case 1: β′k = 0. Suppose that vi ⊗ uvλ ∈ BM,r, which appears as a term of ΨfM (xβ
′
r
r · · ·xβ
′
1
1 )(w
0)
with the highest degree. Since we are assuming that β′k = 0, vik (i.e. kth component of vi) must be
vn−k+1. Further, vik is the kth component of v
0 (see the definition of v0 in Definition 3.4). By the
definition of ik,j in Definition 3.4, we have cβ,β′ = 0.
Case 2: β′k > 0. If cβ,β′ 6= 0, we define β = β − (0r−k, 1, 0k−1) and β
′
= β′ − (0r−k, 1, 0k−1). By
Lemma 3.5(1), wβ is a term in the expression of ΨfM (x
β′r
r · · ·xβ
′
k+1
k+1 x
β′k−1
k x
β′k−1
k−1 · · ·xβ
′
1
1 )(w
0) with non-
zero coefficient. So, cβ,β′ 6= 0. This contradicts our inductive assumption since
∑
i β
′
i =
∑
i βi <
∑
i β
′
i
and β
′
< β and |β| = |β| − 1. Thus, cβ,β′ = 0 as required. 
For any dotted oriented Brauer-Clifford diagram d of type ↑r→↑r, Comes and Kujawa defined the
oriented Brauer-Clifford diagram undot(d), which is obtained from d by removing all ’s. For example,
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if
d = , then undot(d) = . (3.5)
Suppose d is a normally ordered dotted oriented Brauer-Clifford diagram without bubbles of type
↑r→↑r. Let βk(d) be the number of ’s on the kth strand of d. Then
d = undot(d) ◦ xβr(d)r ◦ · · · ◦ xβ1(d)1 . (3.6)
(see [8, §5]).
Proposition 3.7. Suppose r is a positive integer. Let OBCf
C
(δ) be the cyclotomic oriented Brauer-
Clifford supercategory over C with respect to f(t) = t2a+ε
∏b
i=1(t
2 − ui) ∈ C[t] such that δ2k = 0 and
δ2k−1 = −2zk(λ), where zk(λ) is given in Definition 2.7 for any positive integer k. Let S be the set of
all elements undot(d) ◦ xβr(d)r ◦ · · · ◦ xβ1(d)1 , where
a) d ranges over all equivalence classes of normally ordered dotted oriented Brauer-Clifford dia-
grams without bubbles of type ↑r→↑r,
b) (βr(d), βr−1(d), . . . , β1(d)) ∈ ℓr, where ℓ = {0, 1, . . . , ℓ− 1}.
For a finite subset A ⊂ S, we have ∑d∈A pdd = 0 if and only if pd = 0 for all d ∈ A.
Proof. Since undot(d) :↑r→↑r can be decomposed in terms of ’s and ’s, we see that undot(d) is
invertible. Suppose
∑
d∈A pdd = 0. If there is a d ∈ A such that pd 6= 0, we can find a d0 ∈ A such that
pd0 6= 0 and β(d0) ≥ β(d) for all d ∈ A with pd 6= 0. Thanks to Lemma 3.6, the coefficient of wβ(d0)
in ΨfM (undot(d0)
−1 ◦∑d∈A pdd)(w0) is pd0cβ(d0),β(d0), which is non-zero. So, ΨfM (∑d∈A pdd) 6= 0, a
contradiction. 
Now, we consider zk(λ) as a polynomial in variables n1, n2, . . . , na+b with coefficients in C. Given
a weight λ in (2.13), we consider the morphism
ψ : Ca+b → Ca+b, (n1, n2, . . . , na+b) 7→ (z1(λ), z2(λ), . . . , za+b(λ)). (3.7)
Lemma 3.8. Let ψ be the morphism in (3.7). Then ψ is dominant over C.
Proof. We view n1, n2, . . . , na+b as variables. So, it is enough to show that the determinant det Jϕ is
non zero, where Jψ := (
∂zk(λ)
∂ns
)1≤k,s≤a+b is the Jacobian matrix.
We claim that the highest degree term of ∂zk(λ)∂ns is akn
2k−1
s , for some ak 6= 0 such that ak is
independent of s whenever s 6= k. If so, then, up to some non-zero scalar, the term of det Jψ with the
highest degree forms the following determinant
det


n1 n2 . . . na+b
n31 n
3
2 . . . n
3
a+b
...
...
. . .
...
n
2(a+b)−1
1 n
2(a+b)−1
2 . . . n
2(a+b)−1
a+b

 ,
which is non-zero. So, it remains to prove the claim. By (2.7), the highest degree term of ∂zk(λ)∂ns
only appears in some term of
−∂
∑ps
i=ps−1+1
λi(λ
2
i+λi)
k−1
∂ns
. Therefore, it appears in some term of
−∂gk,s
∂ns
,
where gk,s :=
∑ps
i=ps−1+1
λ2k−1i . Thanks to (2.13), we write
gk,s =
ns∑
j=1
(ls − ns + j)2k−1.
This shows that the highest degree term of gk,s is bkn
2k
s , where bk ∈ C∗, a non-zero scalar which is
independent of s. However, when we use (2.13) to obtain gk,s, ns ranges over all big enough even
integers. Since gk,s is a polynomial in variable ns with coefficients in C, it is available for all ns ∈ C.
So, the term of
∂gk,s
∂ns
with highest degree is 2kbkn
2k−1
s . This proves our claim by setting ak = −2kbk.

Corollary 3.9. As (n1, n2, . . . , na+b) ranges over all sequences of even integers such that ni ≥ 2r for
1 ≤ i ≤ a+ b, the set of points (z1(λ), z2(λ), . . . , za+b(λ)) defined by (2.7) is Zariski dense in Ca+b.
Proof. Thanks to Lemma 3.8, we have the result as required. 
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For any positive integer b, let Z := Z[uˆ1, · · · , uˆb] be the ring of polynomials in variables uˆ1, · · · , uˆb.
Theorem 3.10. Suppose r is a positive integer. Let OBCfˆZ be the cyclotomic oriented Brauer-Clifford
supercategory over Z with respect to fˆ(t) = t2a+ε∏bi=1(t2− uˆi) ∈ Z[t]. Let S be the set of all elements
pd(∆1,∆3, . . . ,∆2(a+b)−1) undot(d) ◦ xβr(d)r ◦ · · · ◦ xβ1(d)1 ,
where
a) d ranges over all equivalence classes of normally ordered dotted oriented Brauer-Clifford dia-
grams without bubbles of type ↑r→↑r,
b) pd(t1, t3, . . . , t2(a+b)−1) ranges over all polynomials in Z[t1, . . . , t2(a+b)−1],
c) (βr(d), βr−1(d), . . . , β1(d)) ∈ ℓr, where ℓ = {0, 1, . . . , ℓ− 1}.
For a finite subset A ⊂ S, ∑
pd(∆1,∆3, . . . ,∆2(a+b)−1)d = 0
(where the summation is over all elements in A) if and only if pd(t1, . . . , t2(a+b)−1) = 0 for all
pd(∆1,∆3, . . . ,∆2(a+b)−1)d ∈ A.
Proof. Suppose
∑
pd(∆1,∆3, . . . ,∆2(a+b)−1)d = 0 in OBCfˆZ . There is a ring homomorphism from Z
to C, sending uˆi to ui for all admissible i, where ui’s are given in Theorem 2.4. We have∑
pd(∆1,∆3, . . . ,∆2(a+b)−1)d⊗Z 1 = 0 in OBCfC.
Applying the superfunctor ΨfMp(λ) on the previous equation (see Theorem 2.4) and using Proposi-
tion 3.7, we have
pd(δ1, δ3, . . . , δ2(a+b)−1) = 0,
where pd(δ1, δ3, . . . , δ2(a+b)−1) is obtained from pd(∆1,∆3, . . . ,∆2(a+b)−1) by replacing ui (resp.,
∆2j−1) with la+i(la+i+1) (resp., δ2j−1). Thanks to Corollary 3.9, p˜d(t1, t3, . . . , t2(a+b)−1) = 0, where
p˜d(t1, t3, . . . , t2(a+b)−1) is obtained from pd(t1, t3, . . . , t2(a+b)−1) by specializing uˆi at la+i(la+i + 1),
1 ≤ i ≤ b. By Theorem 2.4 and (2.13), there are infinite choices of la+1, la+2, . . . , la+b such
that p˜d(t1, t3, . . . , t2(a+b)−1) = 0. Further, the choices of la+i and la+j are independent whenever
i 6= j. Thanks to the fundamental theorem of algebra, we have pd(t1, t3, . . . , t2(a+b)−1) = 0 in
Z[t1, t3, · · · , t2(a+b)−1]. 
Corollary 3.11. For any nonnegative r and commutating ring κ containing 2−1, EndOBCfκ(↑r) has
basis given by all equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams
with bubbles of type ↑r→↑r with fewer than ℓ ’s on each strand.
Proof. In [8], Comes and Kujawa have proved that EndOBCfκ(↑r) is spanned by all equivalence classes
of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type ↑r→↑r with fewer
than ℓ ’s on each strand. When κ = Z, the linear independent of such elements immediately follows
from Theorem 3.10. This proves the result when κ = Z. In general, we consider κ as the Z-module
on which uˆi’s act as scalars ui’s for all 1 ≤ i ≤ b. By arguments similar to those for AOBCκ in [8],
one can define the κ-supercategory OBCfˆZ ⊗Z κ with the objects as OBCfˆZ , and the morphisms are
Hom
OBCfˆ
Z
⊗Zκ
(a, b) = Hom
OBCfˆ
Z
(a, b)⊗Z κ. (3.8)
The obvious mutually inverse superfunctors provide an isomorphism of supercategories between
OBCfˆZ ⊗Z κ and OBCfκ. The result follows from the base change, immediately. 
The following result can be proven by arguments similar to those for AOBCκ in [8, §6]. The
difference is that we have to consider OBCfZ whereas they can consider AOBCZ.
Theorem 3.12. Conjecture 1.7 is true over an arbitrary commutative ring κ containing 2−1.
Proof. Suppose that a (resp. b) consists of r1 (resp., r
′
1) ↑’s and r2 (resp., r′2 ↓’s). If r1+ r′2 6= r′1+ r2,
then there is no oriented Brauer diagram of type a → b, forcing HomOBCf (a, b) = 0. When
r1 + r
′
2 = r
′
1 + r2 := r, and κ is a field, there is a κ-linear isomorphism
HomOBCfκ(a, b)≤k → HomOBCfκ(↓
r2↑r1 , ↑r′1↓r′2)≤k → EndOBCfκ(↑
r)≤k (3.9)
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defined in the same way as the top horizontal maps in [8, (4.2)], where HomOBCfκ(a, b)≤k is the κ-span
of all dotted oriented Brauer-Clifford diagrams with bubbles of type a→ b having at most k ’s, and
0 ≤ k ≤ ℓ− 1. By (3.9),
dimκHomOBCfκ(a, b) =
ℓ−1∑
k=0
dimκHomOBCfκ(a, b)≤k,
forcing dimκHomOBCfκ(a, b) = dimκ EndOBCfκ(↑r). Comes-Kujawa proved that HomOBCfκ(a, b) is
spanned by the set of all equivalence classes of normally ordered dotted oriented Brauer-Clifford
diagrams with bubbles of type a→ b with fewer than ℓ ’s on each strand whenever κ is a commuta-
tive ring containing 2−1, Corollary 3.11 immediately implies Theorem 3.12 over the field κ. Since the
Z-linear independent of the set of all equivalence classes of normally ordered dotted Brauer-Clifford
diagrams of type a→ b follows from the corresponding result over the fraction field of Z, we have The-
orem 3.12 over Z. By (3.8), we have Theorem 3.12 over an arbitrary commutative ring κ containing
2−1. 
4. Cyclotomic walled Brauer-Clifford superalgebras
The aim of this section is to establish connections between two cyclotomic walled Brauer-Clifford
superalgebras defined in [8, 9]. The level two cases has been dealt with in [9] under the assumption
that f(t) = t2 − u with u 6= 0 over the complex field.
We start by recalling the notion of cyclotomic walled Brauer-Clifford superalgebras in [9]. Let Σr
be the symmetric group in r letters. Then Σr is generated by s1, . . . , sr−1, subject to the relations
(for all admissible i and j):
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi, if |i− j| > 1. (4.1)
The Hecke-Clifford algebra HCr is the associative κ-superalgebra generated by even elements
s1, . . . , sr−1 and odd elements c1, . . . , cr subject to (4.1) together with the following defining rela-
tions (for all admissible i, j):
c2i = −1, cicj = −cjci, w−1ciw = c(i)w, ∀w ∈ Σr. (4.2)
The affine Hecke-Clifford algebra HCaffr is the associative κ-superalgebra generated by even elements
s1, . . . , sr−1, x1 and odd elements c1, . . . , cr subject to (4.1)–(4.2), together with the following defining
relations (for all admissible i and j):
x1x2 = x2x1, x1ci = (−1)δi,1cix1, sjx1 = x1sj , if j 6= 1, (4.3)
where x2 = s1x1s1 − (1− c1c2)s1.
Let HCr be the κ-superalgebra generated by the even elements s1, . . . , sr−1 and odd elements
c1, . . . , cr subject to the relations (for all admissible i and j):
s2i = 1, sisi+1si = si+1sisi+1, and sisj = sjsi, if |i− j| > 1,
c2i = 1, cicj = −cjci, and w−1ciw = c(i)w , ∀w ∈ Σr.
(4.4)
Let HC
aff
r be the κ-superalgebra generated by even elements s1, . . . , sr−1, x1 and odd elements
c1, . . . , cr subject to (4.4) together with the following defining relations (for all admissible i and
j):
x1x2 = x2x1, x1ci = (−1)δi,1cix1, sjx1 = x1sj , if j 6= 1, (4.5)
where x2 = s1x1s1 − (1 + c1c2)s1.
In [10, Theorem 5.1], Jung and Kang defined the walled Brauer-Clifford superalgebra BCr,t. It
is the associative κ-superalgebra generated by even generators e1, s1, . . . , sr−1, s1, . . . , st−1, and odd
generators c1, . . . , cr, c1, . . . , ct subject to (4.1),(4.2) and (4.4) together with the following defining
relations for all admissible i, j:
(1) e1c1 = e1c1, c1e1 = c1e1,
(2) sjci = cisj , sicj = cjsi,
(3) cicj = −cjci, sisj = sjsi,
(4) e21 = 0,
(5) e1s1e1 = e1 = e1s1e1,
(6) sie1 = e1si, sie1 = e1si, if i 6= 1,
(7) e1s1s1e1s1 = e1s1s1e1s1,
(8) s1e1s1s1e1 = s1e1s1s1e1,
(9) cie1 = e1ci and cie1 = e1ci, if i 6= 1,
(10) e1c1e1 = 0 = e1c1e1.
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Definition 4.1. [9, Definition 3.1] The affine walled Brauer-Clifford superalgebra BCaffr,t is the as-
sociative κ-superalgebra generated by odd elements c1, . . . , cr, c1, . . . , ct and even elements e1, x1, x1,
s1, . . . , sr−1, s1, . . . , st−1, and two families of even central elements ω2k+1, ωk, k ∈ Z≥1 subject to
(4.1)–(4.5) and the above relations (1)–(10) together with the following defining relations for all ad-
missible i:
(1) e1(x1 + x1) = (x1 + x1)e1 = 0,
(2) e1s1x1s1 = s1x1s1e1,
(3) x1(e1 + x1 − e1) = (e1 − e1 + x1)x1,
(4) e1s1x1s1 = s1x1s1e1,
(5) e1x
2k+1
1 e1 = ω2k+1e1, ∀k ∈ N,
(6) e1x
2k
1 e1 = 0, ∀k ∈ N,
(7) e1x
k
1e1 = ωke1, ∀k ∈ Z>0,
(8) x1ci = cix1,
(9) x1ci = cix1,
(10) x1si = six1,
(11) x1si = six1.
By [9, Lemma 3.4, Corollary 3.5], we have to assume that ωk’s satisfy some technical conditions
which are defined via ω2i+1 for all i ∈ N and moreover, ω2k = 0 for k ∈ Z≥0. Otherwise, e1 = 0 and
BCaffr,t is isomorphic to the outer tensor product of HC
aff
r and HC
aff
t whenever κ is a field.
Let AOBCκ(δ) and OBCfκ(δ) be the category obtained from AOBCκ and OBCfκ by specializing ∆k
at δk, where δ = (δk)k∈Z≥0 . It is proven in [8, 9] that there is a κ-superalgebra homomorphism
ϕ : BCaffr,t −→ EndAOBCκ(δ)(↓t↑r). (4.6)
Since we are going to use the same notation in [8], we use their homomorphism ϕ in (4.6). By [8, A.4],
ϕ is defined by
ci 7→
√−1
s r−i i−1
cj 7→
√−1
s−j j−1 r
e1 7→
s−1 r−1
x1 7→ −
s r−1
x1 7→
s−1 r
si 7→
s r−i−1 i−1
sj 7→
s−j−1 j−1 r
ω2k+1 7→ −δ2k+1 ωk 7→
{
δ′k, if k is odd;
0, if k is even.
where δ′k’s ∈ κ are determined by
δ′k − δk = −
∑
0<i<k/2
δ2i−1δ
′
k−2i. (4.7)
Via the previous homomorphism, we see that (4.7) are the same as those relations in [9, Corollary 3.5].
Let BCaffr,t(δ) be the affine walled Brauer-Clifford superalgebra obtained from BC
aff
r,t by specializing
central generators ω2k+1 and ω2k+1(k ∈ Z>0) at −δ2k+1 and δ′k in κ. Then ϕ factors through BCaffr,t(δ).
The basis theorem of EndAOBCκ(δ)(↓t↑r) in [8] yields the following κ-superalgebra isomorphism induced
from ϕ:
ϕ : BCaffr,t(δ) −→ BC affr,t , (4.8)
where BC affr,t := EndAOBCκ(δ)(↓t↑r). In particular, ϕ sends each regular monomial of BCaffr,t(δ) in [9,
Definition 3.15] to a unique equivalence class of normally ordered dotted oriented Brauer-Clifford
diagram (without bubbles). The tiny difference between the isomorphisms established in [8,9] is that
we number the leftmost strand as the first one in [9] while Comes and Kujawa number the rightmost
as the first strand (see, e.g, (3.4)). Moreover, we use right tensor ideal in [9] while they use left tensor
ideal for the definition of OBCfκ.
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Definition 4.2. Define two linear κ-linear homomorphisms σ↑ : EndAOBCκ(↑) → EndAOBCκ(↓) and
σ↓ : EndAOBCκ(↓)→ EndAOBCκ(↑) such that, for any h1 ∈ EndAOBCκ(↑) and h2 ∈ EndAOBCκ(↓),
σ↑(h1) := (↓ ) ◦ ( h1) ◦ (↓ ) =
h1
,
σ↓(h2) := (↑ ) ◦ ( h2) ◦ (↑ ) =
h2
.
Lemma 4.3. σ↑ and σ↓ are mutually inverse to each other.
Proof. The result immediately follows from the first relation in (1.1). 
Similarly, we define
σ↑(δ) : EndAOBCκ(δ)(↑)→ EndAOBCκ(δ)(↓),
σ↓(δ) : EndAOBCκ(δ)(↓)→ EndAOBCκ(δ)(↑)
in an obvious way. Recall f(t) is given in (1.9).
Lemma 4.4. There is a g(t) ∈ κ[t] such that the equation
(−1)ℓϕ(e1f(x1)) = ϕ(e1g(x1)) (4.9)
holds in AOBCκ(δ).
Proof. Write f(t) = aℓt
ℓ + aℓ−1t
ℓ−1 + . . . + a1t + a0, where ai ∈ κ for all admissible i. Define
yk := σ↑( k ) in AOBCκ for 1 ≤ k ≤ ℓ. By [8, (3.26)], yk = k +
∑k−1
i=0 ∆k−i−1 i . So,
yk = k +
k−1∑
i=0
δk−i−1 i (4.10)
in AOBCκ(δ). As k = ( )k, yk can be considered as a polynomial of with degree k. We define
g := σ↑(δ)(f( )) =
j
(4.11)
in AOBCκ(δ), where j = f( ). So g = aℓyℓ+ aℓ−1yℓ−1+ . . .+ a1y1+ a0, which can be considered as a
polynomial of with degree ℓ. Let g(t) ∈ κ[t] be obtained from g by replacing by t. Then g( ) = g.
Thanks to Lemma 4.3, σ↓(δ)(g( )) = σ↓(δ) ◦ σ↑(δ)(f( )) = f( ). Let h := g( ). Then
f( ) =
h
, (4.12)
Via (1.1)–(1.2) and the definition of ϕ, we have
ϕ(x1)
k =
s−1 r
k and hence ϕ(g(x1)) =
s−1 r
h . (4.13)
Therefore, we have
ϕ(f(x1)) = (−1)ℓf(
s r−1
), (4.14)
In order to prove (4.9), by (4.13)–(4.14), it is enough to prove that
s−1 r−1
j =
s−1 r
h (4.15)
where j = f( ) and h = g( ). By (4.12), we have
s−1 r−1
j =
s−1 r−1
h (4.16)
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It follows from [8, (3.4)] that
= (4.17)
Now (4.15) follows from (4.16)–(4.17). 
Lemma 4.5. Suppose κ is an algebraically closed field with characteristic not two. Let g(t) ∈ κ[t] be
defined in the proof of Lemma 4.4. Then there are two non-negative integers a1, b1 and some non-zero
scalars ui in κ, 1 ≤ i ≤ b1 such that a1 + 2b1 = ℓ and
g(x1) = x
a1
1
b1∏
j=1
(x21 − uj). (4.18)
Proof. Since we are assuming that κ is an algebraically closed field, we can write g(t) = ta1
∏c
j=1(t−vj)
such that a1 + c = ℓ and vj 6= 0. This is the place where we have to assume that κ is an algebraically
closed field. By Lemma 4.4 and the fact that ϕ is an isomorphism, we have
e1f(x1)) = (−1)ℓe1g(x1) (4.19)
in BCaffr,t(δ). Thanks to [9, Lemma 6.2], we have c1g(x1) = (−1)a+εg(x1)c1 if (4.19) holds, where a
and ε can be found in the definition of f(t). By [9, Theorem 5.15], κ[x1] can be considered as a ring
of polynomials in variable x1. Thus κ[x1] is a unique factorization domain. This means that c is even
and x1 − vj , x1 + vj appear in g(x1), simultaneously. Note that g(t) is a monic polynomial in variable
t, we have
g(x1) = x
a1
1
b1∏
j=1
(x21 − uj)
for some scalars ui’s in κ, where b1 = c/2 such that a1 + 2b1 = ℓ. 
Thanks to (1.9), (4.18)–(4.19), we can define
BCfr,t := BC
aff
r,t (δ)/I, (4.20)
where I is the two-sided super ideal generated by f(x1) and g(x1). This is the same as the level ℓ
walled Brauer-Clifford superalgebra BCℓ,r,t defined in [9, Definition 3.14].
Theorem 4.6. Suppose that κ is an algebraically closed field with characteristic not two. As κ-
superalgebras, BCfr,t
∼= EndOBCfκ(δ)(↓t↑r).
Proof. Since OBCfκ(δ) is a quotient supercategory of AOBCκ(δ), we have the canonical epimorphism
from EndAOBCκ(δ)(↓t↑r) to EndOBCfκ(δ)(↓t↑r), which is induced by the quotient superfunctor from
AOBCκ(δ) to OBCfκ(δ) [8]. Composing ϕ (see (4.8)) with this epimorphism yields an epimorphism
ϕf : BCaffr,t(δ) −→ EndOBCfκ(δ)(↓
t↑r). (4.21)
We have f( ) = 0 in OBCfκ(δ). So ϕf (f(x1)) = 0 in OBCfκ(δ). By (4.11), we have g( ) = g = 0
in OBCfκ(δ). Hence we have ϕf (g(x1)) = 0 in OBCfκ(δ) by (4.13). So, ϕf factors through BCfr,t.
It results in an induced surjective superalgebra homomorphism ϕ˜f : BCfr,t → EndOBCfκ(δ)(↓t↑r). It
is easy to check that ϕ˜f sends a regular monomial of BCfr,t (see [9, Definition 3.15]) to a normally
ordered dotted oriented Brauer-Clifford diagram, and moreover, the images of two regular monomials
are not equivalent. By [9, Corollary 3.16] and Theorem 3.12, we see that ϕ˜f sends a basis of BCfr,t to
a basis of EndOBCfκ(δ)(↓t↑r), forcing ϕ˜f to be an isomorphism. 
As explained in [8], the proof of Theorem 4.6 does not depend on the result of a basis of BCfr,t.
Via Theorem 3.12, it can give a proof of the fact that the set of all regular monomials of BCfr,t is
a basis of BCfr,t when κ is an algebraically closed field. Finally, one can use Theorem 4.6 to give a
presentation of EndOBCfκ(δ)(↓t↑r).
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