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The driven-dissipative nature of light-matter interaction inside a multimode, dye-filled microcavity
makes it an ideal system to study nonequilibrium phenomena, such as transport. In this work, we
investigate how light is efficiently transported inside such a microcavity, mediated by incoherent
absorption and emission processes. In particular, we show that there exist two distinct regimes of
transport, viz. conductive and localized, arising from the complex interplay between the thermalizing
effect of the dye molecules and the nonequilibrium influence of driving and loss. The propagation of
light in the conductive regime occurs when several localized cavity modes undergo dynamical phase
transitions to a condensed, or lasing, state. Further, we observe that while such transport is robust
for weak disorder in the cavity potential, strong disorder can lead to localization of light even under
good thermalizing conditions. Importantly, the exhibited transport and localization of light is a
manifestation of the nonequilibrium dynamics rather than any coherent interference in the system.
I. INTRODUCTION
In recent years, substantial research effort has been
directed to understand the dynamics of both near- and
out-of equilibrium systems from the perspective of many-
body physics [1], as well as quantum optics [2]. An im-
portant phenomenon related to the study of such dynam-
ics in physical systems is quantum transport. From the
flow of electrons in mesoscopic systems [3–6] and strongly
correlated photons in waveguide quantum electrodynam-
ics (QED) [7–9] to energy transfer in molecular systems
[10, 11] and biological light-harvesting complex in bacte-
ria [12–14], transport of excitations play a significant role
in various areas of natural science. At a more fundamen-
tal level, transport provides rich insight into the trade-off
between several physical processes such as coherent and
incoherent interactions, external driving and dissipation.
On the other hand, the study of transport is also cru-
cial in the design of efficient technologies, ranging from
photovoltaic cells [15] to quantum networks [16, 17].
To better understand transport it is necessary to un-
ravel the role of different dynamical processes, and over
the past decade, two-dimensional photon gases inside
dye-filled microcavities have become useful systems for
studying both equilibrium and nonequlibrium physics
[18–24]. The photon gas can thermalize via repeated ab-
sorption and reemission of photons by the dye molecules,
ultimately leading to the formation of a near-equilibrium
Bose-Einstein condensate (BEC) [18–20]. However, the
system dynamics is also governed by driven-dissipative
processes and the thermalization is ultimately restricted
by the photon losses [20, 21]. This trade-off is notably de-
pendent on the cavity detuning, which can be controlled
to investigate the complex interplay between thermaliza-
tion and loss mechanisms in the dynamics of the photon
gas [25–38]. Recent experiments using dye-filled micro-
cavities have demonstrated exciting new physics in both
these regimes. For instance, exploiting thermalization to
create spatially bifurcated coherent quantum states [39],
or the study of photon statistics and formation jitter in
transient condensation [24], and fuzzy phases of photonic
condensates [40].
In this work, we investigate the transport of light
through a lattice of square well potentials inside a mul-
timode, dye-filled microcavity. In particular, we unravel
the role of thermalization and nonequilibrium processes
in the transport dynamics. We note that in contrast
to transport of quantum excitations or quasiparticles in
coherently coupled systems such as electrons in nanos-
tructures or photons in cavity QED, the photon-molecule
interaction inside a dye-filled microcavity is mediated by
purely incoherent absorption and emission processes. For
fixed driving and losses, the relevant physical parameters
here are the cavity detuning and the structure of the lat-
tice potential. The detuning, δk = ωZPL − ωk, where
ωZPL is the zero-phonon line (ZPL) and ωk is the en-
ergy of cavity mode k, gives the relative strength between
rates of absorption, Ak, and emission, Ek, following the
Kennard-Stepanov relation [41–43], Ak = Ek exp[−βδk].
The thermalization is then related to the photon absorp-
tion in units of the cavity loss rate [21, 25]. Furthermore,
the lattice potential can also be designed to control the
spatial overlap of the cavity modes and thus, the effec-
tive interaction between the photons and the molecules
across the lattice.
The transport problem can then be defined by firstly,
considering incoherent excitation of molecules at the cen-
ter of the cavity and observing the propagation of light
as these excitations gradually spread away from the cen-
ter, under conditions ranging from well thermalized to
strong nonequilibrium regimes. Secondly, we also inves-
tigate how disorder in the lattice potential affects the
cavity modes and therefore the distribution of light in
the cavity plane. While transport of light occurs for very
weak disorder, localization is expected when the disorder
is strong. We note that any phenomena of transport or
localization of light observed here are intrinsic character-
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2istics of the transition from near- to out-of equilibrium
dynamics, rather than any weak quantum interference [4]
or Anderson localization [44, 45].
The paper is arranged as follows. We present the rate
equations for the driven-dissipative system in Sec. II.
Based on these equations, in Sec. III we show the trans-
port of the photon density. In Sec. IV, we derive an
effective model to study transport and show the emer-
gence of distinct regimes of transport. In Sec. V, we look
at the effect of disorder in the lattice on the properties
of transport. We end with a discussion in Sec. VI.
II. DRIVEN-DISSIPATIVE SYSTEM
The light-matter interaction inside the dye-filled mi-
crocavity and the corresponding driven-dissipative dy-
namics can be studied using a nonequilibrium model [26],
which results in the Markovian master equation [25]
dρ
dt
= −i[H0, ρ]−
∑
k,i
{
κL[aˆk] + Γ↑(xi)L[σˆ+i ] + Γ↓L[σˆ−i ]
+ |Ψk(xi)|2(AkL[aˆ†kσˆ−i ] + EkL[aˆkσˆ+i ])
}
ρ. (1)
Here, aˆk (aˆ
†
k) is the photon annihilation (creation) oper-
ator for the kth cavity mode and σˆi is the Pauli operator
corresponding to the ith molecule. The rate of photon
loss and emission into noncavity modes are κ and Γ↓, re-
spectively. Further, H0 = −δkaˆ†kaˆk is the Hamiltonian in
the limit of weak-coupling [25] and the Lindblad opera-
tor is L[Xˆ] = 12
{
Xˆ†Xˆ, ρ
}
− XˆρXˆ†. Also, Γ↑(xi) is the
pump rate to excite molecules at position xi.
The mode function of the kth cavity mode, Ψk(xi),
in Eq. (1) can be obtained by solving the Schro¨dinger
equation for the potential in the transverse space of the
microcavity. For instance, for the harmonic oscillator po-
tential used in several experiments on photon BEC [18–
20], these functions are Hermite polynomials. Here, we
consider a transverse potential landscape consisting of
a one-dimensional (1D) lattice of square well potentials.
This can be realized by fabricating quasi 1D potentials on
the planar substrate of dielectric mirrors using focussed
ion beam milling [46–48] (see Fig. 1). We consider a
trapping potential of total width D on the mirror, which
contains s+ 1 square wells, each of width, ∆w, and sep-
arated by ∆d. The potential depth of each well is Vl =
V0 −∆Vl, where l = 0, 1, . . . , s and ∆Vl is the variation
in potential arising from any uniform bias or disorder in
the potential. The intensity of the kth mode function at
position x is given by gk(x) = |Ψk(x)|2, which is depen-
dent on the dimensions of the potential lattice, as defined
by Vl, ∆w and ∆d.
To numerically solve Eq. (1), we first consider the semi-
classical approximation that is valid for a large number
of molecules, where all photon-molecule coupling can be
factorized, i.e., 〈aˆkσ+i 〉 = 〈aˆk〉〈σ+i 〉. Secondly, the ef-
fect of mode coherence is assumed to be small compared
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FIG. 1. (Color online.) Light-matter interaction in a dye-
filled microcavity. a) A schematic showing a few two-level
dye molecules in the solvent, placed between the mirrors of a
microcavity, along with a depiction of the different incoherent
processes taking place. b) A sketch showing how the potential
lattice of width D can be fabricated on the transverse space
of the mirror. c) The figure shows the normalized eigenmodes
in the transverse axis of the cavity, for s+1 square potentials,
Vl , where l = 0, 1, . . . , s. The potential is biased i.e., Vl =
V0− l∆V , to obtain a set of low-energy cavity modes that are
localized around each well. The dye molecules are excited at
the center using a pump with a Gaussian profile (green).
to the population for the largely incoherent long-time
and steady-state dynamics. Therefore, a closed set of
rate equations for the photon numbers, nk = 〈aˆ†kaˆk〉,
can be obtained. For a spatially resolved distribution of
molecules [23, 25, 35], these are given by
dnk
dt
= −κnk +
S∑
j=1
gk,j [Ekmj (nk + 1)
− Ak (M −mj)nk] . (2)
In the above equation, the 1D transverse space of the
cavity is divided into S spatial bins, such that each bin
contains M = N/S dye molecules, where N is the to-
tal number of molecules in the cavity. Moreover, mj =∑M
i=1 σ
+
i (xj)σ
−
i (xj), is the number of excited molecules
and σi(xj) are the Pauli operators, corresponding to j
th
spatial bin. The term gk,j = |Ψk(xj)|2/
∑
j |Ψk(xj)|2 de-
notes the normalized overlap between the mode k and
the molecules in the spatial bin j, located at xj. Now,
the set of rate equations for the molecular excitation, mj ,
in each spatial bin is given by,
dmj
dt
= −{Γ↓ +
∑
k
Ekgk,j (nk + 1)}mj
+ {Γ↑(xj) +
∑
k
Akgk,jnk}(M −mj), (3)
= −Γtot↓ mj + Γtot↑ (M −mj). (4)
3FIG. 2. (Color online.) Transport of light in a biased lattice potential. The figures on the left shows the flow of photon density,
I(x), across the lattice for different values of the cavity detuning, δ0 (in units of ωZPL · 10−2): a) 3.4, b) 6.0, and c) 8.6. The
lattice potential has wells with a fixed width, ∆w/D = 0.4 × 10−2, and is biased to the left as shown in Fig. 1. The red
arrow shows the center of the cavity where the molecules are incoherently pumped. The figures on the right show the spatial
distribution of excited molecules, f(xj) = mj/M (red-solid), and the photon density, I(x) (black-dotted), at steady state, for
the same set of values of the cavity detuning, δ0, in the left plots.
From the set of semiclassical Eqs. (2-3), the quantities
of interest are the spectrum of photon numbers nk and
the photon density in the transverse space of the cavity,
given by, I(x) =
∑
k|Ψk(x)|2nk [25]. The transport and
localization of light in the lattice can then be measured
in terms of the propagation of the photon density, I(x).
The transport of light inside the dye-filled microcav-
ity is primarily dependent on two key processes. Firstly,
the balance between thermalization and nonequilibrium
processes, which depends on the cavity detuning, δ0, the
photon loss rate, κ and the pump rate, Γ↑(x). Secondly,
the structure and dimension of the lattice potential in
the transverse space of the cavity, which determines the
spread or spatial overlap of the mode intensities, i.e., how
much do modes interact with shared molecular popula-
tions at distant lattice sites. To account for the effect of
these factors, we investigate two distinct processes:
1) Thermalization-assisted transport : For a linear po-
tential bias in the lattice (such that the leftmost site is
energetically the most favorable) and by adjusting the
well-width, ∆w, the spread of the cavity modes are lim-
ited to few neighboring sites (see Fig. 1). The transport
in this case is governed purely by dynamical processes.
2) Disorder induced localization: For an ordered
equipotential lattice, the cavity modes are delocalized
thus allowing for a direct transport of the photons.
However, a small disorder can break this delocalization
and the light propagation then depends on the relative
strengths of thermalization and disorder.
III. THERMALIZATION-ASSISTED
TRANSPORT
In a dye-filled microcavity, the thermalization of the
photon gas is a result of fast and repetitive absorption
and re-emission of photons by the molecules. A key cri-
terion here is that the dye molecules absorb and re-emit
light in the cavity at a rate faster than the loss of pho-
ton from the cavity. The thermalization can be quanti-
fied in terms of a dimensionless coefficient, η = A0M/κ
[25, 32], where A0 is the absorption rate of the lowest-
energy cavity mode. For gain media typically used in
photon BEC experiments, the absorption rate in the op-
erational regime decreases with increased cavity detun-
ing, δ0 = ωZPL − ω0, where ω0, is the cavity cutoff fre-
quency. Therefore, thermalization in the system weak-
ens, i.e. η decreases, with increase in either the detuning,
δ0, or the cavity loss, κ.
In the first instance, the lattice potential is considered
to have a linear bias, such that Vl = V0 − l∆V . This
implies that the leftmost site has the highest potential
V0, with each well to the right more shallow than the
left. The system is excited by incoherently driving or
pumping the molecules at the center of the cavity at xc.
Figure 2, shows the flow of the photon density, I(x), as
obtained from the rate equations in Eqs. (2-3), for differ-
ent thermalization conditions. For a biased potential and
a fixed well-width, ∆w = 4 × 10−3D, the cavity modes
are fairly localized in transverse space, i.e., gk,j ≈ 0 ∀ xj
that do not belong to lattice sites k and k ± 1. In other
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FIG. 3. (Color online.) The transport of the center of mass.
The figures shows the evolution of the center of mass, xm, of
the photon density, I(x). The shaded region is the standard
deviation or width, σm, of the photon density, I(x) (black
arrow). The plots are a) for fixed well-width, ∆w = 0.4 (in
units of D · 10−2) and varying thermalization coefficient, η,
and b) for fixed η = 101/2, and increasing well-width, ∆w.
words, the cavity modes at a site do not have a signif-
icant overlap beyond its nearest-neighbor (NN) lattice
sites. After pumping, the emitted photon density is ini-
tially centered around the pump spot, and with increas-
ing time, the photon density, I(x), is shown to propagate
towards the left-edge of the lattice, which is energetically
more favorable in the biased lattice potential. It is ob-
served that transport is efficient for low cavity detuning,
δ0, where the system is well thermalized.
To understand the spread of light, two relevant figures
of merit are the center of mass, xm, and the standard de-
viation or width, σm, of the photon density, I(x). These
can be defined as
xm =
1
I
N∑
i=1
I(xi) xi, and (5)
σ2m =
1
I
N∑
i=1
I(xi) (xi − xm)2, (6)
where I = ∑i I(xi), is the intensity of light in the cavity.
In Fig. 3(a), we observe how these quantities evolve for
different thermalization coefficients, η, corresponding to
the cavity detunings, δ0, used in Fig. 2. For η  1,
the center of mass, xm, moves towards the left of the
pump spot, and has a large width, σm. This implies
that sites at the edge of the cavity are occupied, which
is consistent with the transport of I(x) in Fig. 2. The
evolution of xm is also dependent on the structure of the
lattice, as shown in Fig. 3(b). For a fixed η, the flow of
xm is more prominent for smaller ∆w, where the cavity
modes overlap beyond NN lattice sites, thus allowing for
more efficient transport. On the other hand, for modes
that have no or minimal overlap with any other lattice
site, xm is now restricted to the center of the cavity, xc,
with a small width, σm.
The transport of the photon density can be explained
in terms of the macroscopic occupation of the modes at
each site, starting from the pump spot to the edge of the
lattice. As the dye molecules are incoherently pumped,
the cavity mode closest to the pump spot at the cen-
ter undergoes a dynamical phase transition from a dis-
ordered, low photon-number phase to a macroscopically
occupied, condensed or lasing phase [24]. Below the con-
densation threshold, the photon intensity, I(x), in the
cavity is low and follows a Gaussian distribution with a
peak at the center, and intensity at distant site m tailing
off as e−|ωm−ωc|, where ωc is the frequency of the pumped
mode. Above threshold, incoherent interactions allow ex-
citations to spread across the lattice and in a well ther-
malized regime, with increasing time successive modes
away from the pump spot undergo phase transitions, till
the lowest-energy mode at the left-most lattice site is
macroscopically occupied. For poor thermalization, the
condensation of modes does not extend beyond a certain
lattice site. The effect of thermalization in the system
is also evident in Figs. 2(d)-(e), which shows the spatial
spread of the molecular excitation fraction in the lat-
tice for different cavity detunings. For condensed modes,
the large photon population clamps the excitation frac-
tion to a fixed value [25, 32]. For low detuning, δ0, the
clamped excitation is spread wide from the center to the
left-edge of the cavity where the modes have condensed,
in contrast to high detuning, where the condensation and
clamping is restricted close to the pump spot.
IV. REGIMES OF LIGHT TRANSPORT
A natural way to classify thermalization-assisted trans-
port of light, is to develop an effective model that clearly
explains the dynamical phase transitions in the system.
To this end, we now consider a closed, simplified form of
the nonequilibrium model. As a start, the spatial bins in
the transverse space is taken to be equal to the number
of sites in the lattice potential, i.e., S = s+ 1. The cav-
ity modes are localized such that they only overlap with
nearest-neighbor wells: gk,j 6= 0, for j = k, k ± 1. More-
over, the molecules in the central spatial bin are pumped,
i.e., Γ↑(xj) = p, for xj = xc, where xc is the coordinate
of the center of the cavity. Excitation to all other re-
gions are mediated via the dynamical processes, i.e., the
absorption and emission process. Hence, molecules in
non-pumped bins are excited only after the cavity mode
at the central lattice site undergoes a condensation phase
transition and is macroscopically occupied. Further, as-
suming a potential bias to the left of the lattice, mode k
is only occupied after the mode k+ 1 has condensed. As
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FIG. 4. (Color online.) The speed of transport of the light intensity. a) The plot shows the normalized average speed of the light
intensity wavefront, vwf/vmax, for different values of thermalization coefficient, η, and well-width, ∆w (in units of D · 10−2). A
couple of intermediate values of ∆w are shown in light-gray. Here, vres (black arrow) is the residual velocity at low η arising from
transport simply due to the spatial overlap of the cavity modes. b) The phase diagram for thermalization-assisted transport of
light shows the effective speed, vwf − vres for different η, and pump rates, p (in units of Γ↓ · 4× 103). The well-width is fixed at
∆w = 0.4 (black-solid-square in the left figure). The boundary predicted by the effective model is shown by a blue-bold-dashed
line. The boundaries for lesser or greater overlap of the cavity mode are shown with blue-dotted lines.
such, the rate equation for the molecular population in
the kth spatial bin can be written as (Γ↑(xk) = Γ↓ = 0) :
dmk
dt
= Ak+1gk+1,knk+1(Nk −mk)− Ek+1gk+1,knk+1mk
= Gk+1(Nk − νk+1mk), (7)
where, Gk+1 = Ak+1gk+1,knk+1 and νk = 1 + eβδk . Here,
nk+1 ≈ ns is an approximate steady-state population for
a condensed mode. All other quantities are the same as
defined earlier. Solving Eq. (7), the time taken to reach
the excitation mk is given by
tk =
1
Gk+1νk+1 log
(
Nk
Nk − νk+1mk
)
. (8)
Now, for mode k to undergo a phase transition to a con-
densed state, the molecular population should be gain-
clamped [32], which for nk  0, is given by
m =
MΓtot↑
Γtot↑ + Γ
tot
↓
=
NkAk
Ak + Ek =
Nk
νk
, which gives (9)
tk =
1
Gk+1νk+1 log
(
1
1− νk+1/νk
)
. (10)
Therefore, tk is the time taken for the cavity mode k to
condense and is the approximate time taken for light to
transport from lattice site k + 1 to k. For cases where
transport breaks down, tk, is typically large and compa-
rable to the losses, κ and Γ↓ in the system. The relevant
point is that tk is inversely proportional to Gk+1, which
directly depends on the absorption, Ak+1 and the spatial
overlap, gk,k+1, thus giving us the expected dependence
on thermalization and structure of the lattice potential.
In other words, the transport time is small for higher ab-
sorption rate, Ak+1, which is the very root of thermaliza-
tion assisted transport as shown in Figs. 2-3. Similarly,
tk is also small for higher mode overlap, gk+1,k, which
depends on the structure of lattice potential, and leads
to propagation of light as observed in Fig. 3. Therefore,
the model provides a reliable and efficient mechanism to
explain the transport of light inside a dye-filled micro-
cavity based on a series of dynamical phase transitions
in neighboring cavity modes.
To compare the model with the explicit numerical
calculations of the driven-dissipative rate equations in
Eqs. (2-3), the temporal evolution of the photon density
wave inside the cavity needs to be captured. A relevant
quantity is the front of the propagating photon density
wave, xwf(t) at time t, which is defined as the position in
the transverse space where 99% of the total light intensity
[49] in the cavity is to its right, i.e.,
xwf(t) :
∑
xi>xwf
I(xi)(t) ≈ 0.99 I(t)
At time t = T , one can define an average speed with
which this intensity wavefront, xwf(t), moves away from
the center of the cavity, xc, such that
vwf =
∆xwf(t)
∆t
∣∣∣∣T
t=0
, (11)
where, ∆xwf(t) = xwf(t) − xc. The average transport
speed of photon density can also be obtained from our
effective model using Eq. (10):
vmod =
∆x(t)
t
∣∣∣∣
t=T
=
L(T )∆d
T
, (12)
where, t =
∑
tk + t
′. Here, L(T ) is the number of local
modes that have condensed at t = T and ∆d is the space
between each site. Here, t′ is the time taken to gain-
clamp the molecules at the pumped site, k = kc, which
can be obtained by solving:
m˙kc = −(Γ↓ + Ekc)mkc + Γ↑(M −mkc); nkc ≈ 0,
t′ =
1
Γ↑
log
(
1
1− γ/νkc
)
, where γ =
p
p+ Γ↓ + Ekc
.
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FIG. 5. (Color online.) Light in a disordered lattice potential. The figures on the left shows the spatial distribution of the
normalized photon density, I ′(x) = I(x)/I, at steady state, for different degrees of disorder, d/V0: a) 10−4, b) 10−3, and c)
10−2. The dotted lines represent a Gaussian envelope with the same peak and standard deviation as that of the normalized
photon density. Here, the thermalization coefficient, η, and well-width, ∆w, are fixed for all plots. d)-f) The figures on the
right shows the low-energy cavity mode intensities, gk(x) = |Ψk(x)|2, corresponding to the above disordered lattice potential.
The square well potential at each lattice site (black) and a scaled visualization of the disorder in the lattice energy (red) are
also shown.
Figure 4, shows the average speed, vwf , with which the
intensity wavefront propagates inside the cavity as a func-
tion of the thermalization coefficient, η, the pump power,
p, and the potential well-width at each lattice site, ∆w.
The normalized speed, vwf/vmax, where vmax is the maxi-
mum speed at time T , is shown in Fig. 4(a). This is equal
to unity when the mode overlap is large for small ∆w.
On the other hand, the speed is less for relatively large
values of ∆w. Importantly, for intermediate values of δw,
where the mode overlap is mostly limited to NN sites, the
plot highlights two distinct regimes of transport, namely
the conductive regime, where the intensity wavefront fol-
low the potential bias and propagates to the leftmost site
of the lattice, and the localized regime, where the light
is concentrated around the pump spot and the wavefront
speed, vwf , is equal to the residual speed, vres, arising
simply from the overlap of the cavity modes.
This is further demonstrated in Fig. 4(b), which shows
the phase diagram for thermalization-assisted speed,
vwf − vres. Here, the parameter space spanned by the
thermalization, η and pump power, p is demarcated into
the conductive and localized transport regimes. The fig-
ure also shows that the boundary separating the regimes
is quite accurately predicted by the average speed cal-
culated in Eq. (12), using the effective model, for the
parameters, gk+1,k = 0.1 and ns ≈ 5×104. Additionally,
the shift in the boundary as the mode overlap, gk+1,k,
changes is also shown in the phase-diagram. Within the
realms of the effective model, the phase boundary moves
to the right for gk+1,k = 0.33, to include light in less ther-
malized regions, in contrast to the case, gk+1,k = 0.01,
where higher thermalization is necessary for transport.
V. DISORDER INDUCED LOCALIZATION
While the thermalization-assisted transport model de-
rived in Sec. IV explains the propagation of light via the
successive condensation of neighboring lattice sites, this
may no longer be qualitatively accurate in the presence
of disorder. Apart from its importance in the study of
nonequilibrium processes, disorder in the lattice energy
is a crucial factor in any physical implementation of the
system, as the transition from an ordered to a disordered
potential landscape will substantially affect the spatial
distribution of the cavity modes, gk,j , and therefore the
photon density, I(x). To study this transition, we start
with an unbiased and ordered lattice on the transverse
space, with potential V0 at each site. For such a sym-
metric lattice potential, the cavity modes are uniformly
spread across all sites (with some boundary effect) and
therefore, have finite overlap with all molecular spatial
bins, i.e., gk,j > 0, ∀ j. All emission to the cavity modes
therefore results in the photon density, I(x), being near-
uniformly distributed in the transverse space. When the
dye molecules at the center of the cavity are incoherently
pumped, and in the absence of any potential bias, the
center of mass, xm, of the photon density is expected
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FIG. 6. (Color online.) Localization of light in a disordered
lattice potential. In the figure, we show the standard devia-
tion or width, σm, of the steady-state photon density, I(x),
for different values of the degree of disorder d and thermal-
ization coefficient, η. Here, σm is estimated by averaging over
200 realizations of the disorder. The shaded region highlights
the 99% confidence interval in calculating the width, σm.
to remain close to the pump spot due to light propagat-
ing along both directions. The key quantity here is the
spatial spread of light in the lattice as quantified by the
standard deviation or width, σm, of the photon density,
I(x). The disorder in the potential is implemented by
randomly changing the energy at each lattice site, such
that Vl = V0−∆Vl, where ∆Vl = xld and xl ∈ [−1/2, 1/2]
is a random number. Here, d is the degree of disorder
ranging from 0 to 10−1V0. For finite d/V0, the cavity
modes begin to localize around a few lattice sites.
Figure 5, shows the spread of the normalized photon
density, I ′(x) = I(x)/I, at steady state, for a set of dis-
ordered lattice potentials. Here, the steady state of light
inside the cavity is averaged over 200 sets of random lat-
tice potentials for each value of degree of disorder, d. The
thermalization is fixed at η ≈ 1.0 and the well-width at
each site is, ∆w = 5 × 10−3D. The disorder in the po-
tential increases as d changes from 10−4V0 to 10−2V0 in
Fig. 5(a)-(c). For very low or close to negligible disorder
in the system the normalized photon density, I ′(x), is
well distributed across the lattice, as the low-lying cavity
modes are well spread across the lattice. For higher disor-
der, I ′(x) is increasingly localized along the center of the
cavity, where the molecules were initially pumped. The
distribution of photon density is connected to the spatial
spread of the low-energy cavity modes in the disordered
system, as shown in Fig. 5(d)-(f). As d/V0 increases, the
low-cavity modes tend to be more concentrated around
a few sites in the lattice.
To quantitatively study the distribution of light in dis-
ordered lattice potentials, we look at the standard de-
viation or width, σm, of the photon density, I(x). For
instance, in Fig. 5(a)-(c), the distribution of light is also
highlighted by the Gaussian envelope with the same peak
and width, σm, as for the normalized photon density. In
Fig. 6, we analyze the width, σm, of the steady-state pho-
ton density, I(x), for different values of thermalization, η
and disorder, d. The figure shows that the width, σm, is
large for very low disorder, d ≈ 0, which implies the ab-
sence of any localization effect. Here the thermalization
in the system appears to not play any significant role as
the low-energy cavity modes are delocalized. However,
as disorder increases, the width, σm, reduces and the
photon density begins to localize around the pump spot.
The random lattice potential provides some interest-
ing insights into the interplay between thermalization,
nonequilibrium processes and disorder in the system. For
very low disorder degree, d, the low-energy cavity modes
are spread across several lattice sites. The light prop-
agates simply through these delocalized modes unhin-
dered by any dynamical process. As the disorder in-
creases, the overlap of the cavity mode with the lattice
is restricted in space, and the absorption and emission of
light by the dye-molecules and other nonequilibrium pro-
cesses assume greater importance. As shown in Fig. 6, for
0 < d/V0 < 1.0×10−2, the width, σm, is higher for better
thermalization regimes, η > 1, which implies the system
exhibits some form of thermalization-assisted transport,
i.e., the propagation of light in this regime should be me-
diated by transitions to the condensed or lasing state as
discussed in Sec. IV.
Surprisingly, the transport does not monotonically de-
crease with increasing disorder. For all thermalization
values there exists a parameter range where the width,
σm, anomalously increases with increasing disorder, d.
This is due to the fact that as disorder is increased in this
regime, the randomness may lead to cavity modes at dis-
tant sites having a more favorable absorption rate. These
sites are more likely to be macroscopically occupied and
allows on average for greater spread of light, provided
some delocalization of cavity modes persist in this regime.
As d increases further, the cavity modes have reduced
spatial overlap with neighboring sites and the probabil-
ity of finding desirable transition condition is lost. There-
fore, the transport is restricted regardless of the near or
out-of equilibrium conditions. For d/V0 > 2.0× 10−2, as
shown in Fig. 6, the light is localized close to the pump
spot for all values of the thermalization coefficient, η.
VI. DISCUSSION
The light-matter interaction in a dye-filled microcav-
ity is an ideal platform to investigate rich nonequilibrium
phenomena and the intricate relationship between ther-
malization and driven-dissipative processes. From Bose-
Einstein condensation in near equilibrium systems [18–
20] to formation jitter during nonequilibrium quenched
dynamics [24], these systems have provided important
insights in the study of statistical and dynamical proper-
ties of complex physical systems.
This primary focus of our work was to investigate the
transport of light under the influence of different dynam-
ical processes inside a dye-filled microcavity. In particu-
8lar, the aim was to classify the transport in terms of the
thermalization, driving, and disorder in the system. For
an ordered but biased cavity potential, it is observed that
there exist two distinct regimes of transport, viz. con-
ductive and localized, depending on the thermalization
and the driving rate in the system. In the conductive
regime, we observe that the light primarily propagates
across the lattice through a series of dynamical phase
transitions, whereby a cavity mode close to a lattice site
undergoes condensation and becomes macroscopically oc-
cupied. The speed with which the light moves inside the
cavity is qualitatively equal to the time taken for the
mode at each lattice site to condense.
In contrast, for poor thermalization or below-threshold
driving of the molecules, the light in the cavity is locked
in the localized regime, where no propagation of light
is observed. Moreover, the effect of disorder in the lat-
tice potential also plays a significant role in the transport
of light inside a cavity. In both the limiting cases, where
the disorder is either negligible or strong, nonequilibrium
processes tend to become unimportant, and the light is in
the conductive and localized regime, respectively, regard-
less of the thermalization. However, for weak disorder in
the system, the propagation of light inside the cavity is
stronger in systems that are better thermalized.
A notable aspect of our study on transport and
localization of light is that the different thermaliza-
tion conditions and parameter regimes can be closely
controlled, especially in physical implementation of
the system based on photon gases inside multimode,
dye-filled microcavities. The structure and dimension of
either the biased or disordered, random lattice poten-
tials, as sketched in Fig. 1(b), can be fabricated with
minute precision on the transverse space of the cavity
mirrors [48]. Further, the thermalization conditions can
be controlled by tuning the cutoff frequency of the mi-
crocavity for a specific photon loss rate. Therefore, the
system can be readily prepared to allow for controlled
propagation of light across several spatially distant
optical modes or readily switch to a more localized
light containing only a few modes. An immediate result
of our transport study is the possibility of forming a
Bose-Einstein condensate at a distant location in the
lattice potential. The lowest-energy mode can be made
to condense via successive phase transitions in the lattice
away from the initially pumped region. This was recently
shown for simple lattices containing single and double
well potentials [38]. However, from the perspective of
disordered potentials, the formation of condensates at a
given location is a trade-off between the randomness and
the dynamical processes. As such the nonequilibrium
transport model could also be important in the study of
topological transitions in random networks that behave
as a Bose gas [50, 51], and could prove useful in studying
evolution of complex systems.
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