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MOTIVATION/INTRODUCTION 
One of the major drawbacks in the biological sciences is the difficulty of building a precise 
mathematical foundation on which to build a comprehensive and general framework for the 
discussion and understanding of biological systems. In physics, and to a certain extent chemistry, 
there exist a collection of fundamental and universal laws around which a rigorous and well-defined 
theory can be developed. Of course these laws ultimately determine what will happen at the 
microscopic and macroscopic levels, but somehow the link between the basic laws of the universe 
and what we see in the biological world is almost impossible to see amongst the wealth of complex 
details. Fundamental l ws of natural selection etc. have been formulated and much valuable work 
done. However, there are still many problems concerning the gap between the atomic processes 
and the behaviour of the organism in its environment. In this paper we address ourselves to trying 
to "plug" this gap! 
The biological cell is an immensely complex object, there is a vast amount of biochemical ctivity 
occurring at any one time, in general, and in addition there is a great deal of interaction between 
the cell and its immediate environment, which could be either other cells or the outside world. How 
do we start to describe all this activity and even begin to build a theoretical basis on which 
predictive analysis could be contemplated? 
There is a wealth of detailed biochemical information available now and it seems to me that 
the time is right for an attempt o construct such a basis. There is considerable evidence that 
the true understanding of the behaviour of a cell must be based on a complete, overall formalism 
that allows us to describe, not only what is happening in a small part of the cellular system, 
but also the interactions between that system and other influential systems. The days when we could 
rely exclusively on in vitro data and the results of highly disruptive xperimental procedures 
are over. We now realize that the metabolic behaviour of a cell cannot be fully investigated in
isolation. 
The approach described here addresses itself to the problem of investigating the organization of 
metabolism in a cell. We consider the way in which metabolic systems operate by carrying out 
"processing" of a certain type and how this processing relates to other processing in the cell. The 
two principal themes are this processing of metabolic "information" and the communication f this 
information between metabolic systems. 
The analysis chosen here reflects ome of the recent research carried out in relation to the study 
of the organization ofparallel computer systems and from many points of view the similarities with 
the metabolism of the cell are quite striking. 
This paper is an attempt at the development of a precise mathematical l nguage for the study 
of the organization of the biochemical ctivity of a cell. We have tried to introduce very concept 
in a precisely defined way, in terms of a few "primitive" concepts which, hopefully, are generally 
regarded as fundamental in the subject. 
The main philosophy of the approach is to utilize the thesis that many types of biochemical 
activity can be modelled using various types of machine at various levels. The most general type 
of machine involved, the X-machine, first introduced by Eilenberg [1], is a generalization f finite 
state machines, Petri-nets and even Turing machines, and is thus an excellent vehicle for developing 
a unified structure theory. The formal definition of an X-machine and its connection with these 
other machines will be found in the Appendix. 
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To provide a basic underlying motivation for our approach we introduce the following 
fundamental ssumption. 
HYPOTHESIS 
The organization of a biochemical system may be modelled, at any appropriate l vel, by a 
suitably designed X-machine in such a way that the behaviour of the system is described by the 
behaviour of the X-machine. 
Remarks 
(1) The use of X-machines does not imply a machanistic view. These machines are simply a 
mathematical device for analysing systems, we could easily use the traditional mathematical 
language of sets and functions, but the existence of the algebraic theories of machines provides 
us with a useful tool for the study of complex interacting systems. 
(2) Since we are taking a hierarchical view of cellular organization it is important that the interfaces 
between the various levels are precisely defined and the overall framework of X-machines 
provides us with a coherent unifying tool for this. 
(3) The use of machines may seem unduly restrictive, however it should be remarked that 
the concept of an X-machine is very general and is by no means restricted to discrete systems. 
Both continuous deterministic and stochastic systems have been successfully modelled by 
machines. 
(4) The ideas of conformon, dissipative structure and the Bhopalator [2] provide a suitable 
biological context for exploring these ideas. 
BASIC DEFINITIONS AND NOTATION 
The set of nucleic bases will be denoted by ~ = {A, C, G, U}. The set of amino acids will be 
denoted by ~t = {Ala, Arg,. . .  ,Val}. The set of all possible codons is defined to be 
O = ~3 = {~l ct2~qJ~tl, ~t2, ~3 ~ ¢~}. If we let .¢" denote the termination marker for polypclatide chain 
production we then have the fact that these sets are related by the function 
AMINO: ~3~Mw{~} (which is not injcctive, thus for example, 
AMINO (UUU) = AMINO(UUC) = Phe 
and 
AMINO (UAA) = AMINO (UAG) -- AMINO (UGA) = ~-). 
The complete genetic information in an organism can be regarded as an element of 
o + = {o, . . . . .  o . [o ,~o, i  = 1 . . . . .  n} ,  
which is just the set of all finite sequences of codons, 
The protein generator function is a partial function PROT: O + --).~d + which satisfies the equation 
PROT(01 . . . .  0,) = PROT(0)) . . . .  PROT(On); 0, ~ 0, i --- 1 . . . . .  n. 
The range of this partial function is partitioned into various subsets: 
PROT(O +) = 8w~u~u~u~,  
where 8 is the set of enzymatic proteins, f f  is the set of structural proteins, ~ is the set of 
hormones, ~ is the set of antibodies and ~ is the set of energy transfer, electron transport, etc. 
mechanisms. 
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Let e • ~' be an enzyme and consider the set S, of all conformational strains of e. We will assume 
that S¢ can be totally ordered in such a way that the elements of S,, say S¢ ffi {s~ . . . . .  s~,} have 
the property that the sequence 
s,'.--,...--.s~, 
is the naturally occurring conformal transformation u dergone during the reaction catalysed by 
the enzyme . 
The genetically determined origin of Se is a consequence of the action of the function PROT in 
evaluating enetic sequences as sets of ordered conformational states. 
THE HIERARCHY OF MACHINES 
We now introduce a series of hierarchical descriptions of processes that are involved in cellular 
metabolism. 
The highest level considered here, level 3, will be called the control level. It is described by a 
(generalized) "Petri-like" net called an enzyme control net (e.c.n.) and may be defined as follows: 
there exists a finite set P = {Pt . . . . .  p,} of places, these could correspond, for example, to positions 
on the genetic sequence and thus be regarded as being ordered pairs (~, fl), where • is the 
identification tag for the starting position of the place and// is the genetic sequence corresponding 
to the place (the notation used for the identification tag is arbitrary and in circular RNA molecules 
may need to be defined rather carefully); or input or output ports which represent the interface 
between the cell and its environment. 
The second ingredient of the Petri-like net is a set of transitions, T. These are defined to be a 
set of finite state machines, 
t j  , . . . , tk, 
each defined with respect o a particular metabolic reaction. The detailed escription of each 
machine ti is part of the description of the level 2 processes. 
The interconnections between the sets P and T are given by two (partial) functions 
i: T~(P)  
and 
~: T--*~(P). 
(Here ~(X) indicates the set of all subsets of X, for any set.) The i function describes the input 
connections between transitions and places, the ~r function describes the outputs. Thus, 
® '1,' 
indicating a connection from place pl to transition tt, is defined by 
i(tt) = {el }. 
Similarly, o(tm)= {P2,P3 } would define the following output connections: 
/® 
Let O(t) = {PilPie o(t) for some t • T} and I(t) = {ptlp~• i(t) for some t • 7"}. These sets tell us 
what places "feed" a transition t and what places t "feeds". 
The next ingredient in the Petri-net model is that of a token. At each place, p~ • P, we defined 
a set Xi of tokens. These tokens control the operation of the machines at the transition sites. The 
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machine at a transition site t cannot operate until all the places providing inputs (under the function 
i) have all the tokens available. We can regard the tokens as being enzymes which are required 
by the transition machines before operation. They may be produced by other machines at other 
transition sites and donated to particular places. The way this is described epends on the extent 
of the information about he control process that we want to examine. We will develop a structure 
that provides information on the overall control mechanism and postpone a discussion of the 
detailed problem until a later date. Thus, we will only be interested in whether all of the necessary 
tokens are in position for a transition to become ffective and ignore situations where some, but 
not all, of these tokens are available. 
For each place p, let us consider a transition ti such that p, belongs to the set, O(tj) of outputs 
from tt. When this transition fires (i.e. its machine operates) we can donate certain tokens to p,. 
The set of tokens for p,, can thus be decomposed into the collections of tokens from each 
"enabling" transition. Thus, Xr = X~ u . . .uX~u Y; where each X~ is the set of tokens donated by 
transition t; [where p ~ O(t~)] and Y is the set of other tokens. Also, X, = ~u-. .u~[~u~';  where 
each ~ is the set of tokens donated to transition t s[where p, ¢ I(tj)] and ~" is the set of other tokens 
at p,. 
We now describe the marking function which consists of a function #: P--,X, where 
1 
x = iU I xi, 
sat i s fy ing  ~,[(pr)(:::Yr for r = 1 . . . . .  1. The markings will change if certain transitions are able to 
fire and the new marking will be given by the function #': P--*X, defined in terms of # by 
, ' (p , )  = G, 
where G = ( / t (p , ) \G2)uGi ,  and where Gt is the set of tokens donated to p, by enabled transitions 
having p, in their output set and G2 is the set of tokens donated by p, to enable transitions having 
p, in their input set. Hence G~_X~u..,uX~ and G2~X'~u...U~q. 
To illustrate these definitions let us consider a specific example of an enzyme control net: 
, Input port t P e ~  
t l t4 
(),. 
o- 
• Output 
port ," 
P4 
Let 
X~={a,b}, X 3=(c,d,e,f}, ,TC 3={a}, ~3={g,h} and ~- -{k , l} ,  
and suppose that/z(p3) = {a, b, k, 1}. Now suppose that transitions t~ and t4 are enabled, that is p~, 
P2 and P3 all contain s~nt  tokens to allow them to fire. If t~ and t4 fire then the marking at 
P3 becomes {a, b}. If t 2 becomes enabled, then, after it fires, the marking at P3 becomes 
{a, b, c, d, e,f}. The sequence of events can be displayed as shown below, note thitt the members 
of X~ are used as labels on the arrow from tf to p, and the members of ~ are used as labels on 
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the arrows from p, to tj. The markings are written within the places and the firing transitions 
marked with stars: 
Stage 1 Stage 2 
° .  ° -  
', t :~~q,h  , ; 
F) , :  ' . . . . .  " '- 
x', 
l i f 
' I k,L ' 
It' I t4  
°°  °°  
( 
a 'b :~ P3 °, 
I k,L 
I- 
i 
i 
Stage 3 
(Naturally t~ will only be enabled if all the required tokens are available at the places providing 
feed in to t2.) 
Some features of the net 
(i) It describes ome of the parallelism to be found in this type of biochemical 
system. 
(ii) It features the interconnection between different components of the system. 
(iii) Concepts uch as "deadlock", where the system cannot operate since insufficient 
tokens of the correct ype are available at any place, can be used to model cell 
death and partial deadlock, restricted to a subnet, can illustrate partial failure 
(of part of the system). This may be useful for studying cell damage and toxicity 
problems. 
The next level, level 2, is concerned with what happens when a transition fires. We call this the 
metabolic level. Suppose that we have a transition t which has available the complete set of tokens 
for firing. Then we will regard the transition as a sequential machine 
/~ = (Q, Y~, ¢~, p, 2), 
where Q is the finite set of substrates involved in the specific pathway, Y~ is the finite set of inputs 
to the pathway, usually coenzymes, ~ is the finite set of outputs from the pathway, often coenzymes 
with attached hydrogen atoms, p: Q x 2;~ Q is a partial function describing the way the coenzyme 
interacts with the substrate so p(q, a) = q" means that substrate q + coenzyme ~r =~ substrate q' 
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(ignoring any intermediate stages which do not involve additional inputs). Finally, 2: Q x Y~--,O 
is a partial function describing the way the step produces the "augmented coenzyme", so substrate 
q + coenzyme ¢ = substrate q' + augmented coenzyme ~ = p(q, ~) + ~(q, or). An example of this 
type of machine will be found in Ref. [3]. 
The role of the enzymes in a pathway are apparently hidden, but in fact they will influence the 
situation because without a full complement ofenzymes (tokens) the machine (transition) will not 
operate. 
There are several issues arising from these models. First of all there are intermediate substrates 
involved in many metabolic pathways which do not involve extra input (coenzymes). These have 
been discussed before [4]. Furthermore, there is the likelihood that the enzymes catalysing each step 
follow a sequence of conformational states which are not reflected in the model. To overcome these 
problems we postulate another level to the hierarchy of models, namely level 1, the conformational 
level. 
Consider a single step in the operation of a metabolic machine: 
q ,q'. 
This may well involve a sequence of steps, catalysed by an enzyme in a sequence of conformational 
states, 
q S~ s~+¢ =, q2 S2s~,+a = ' " "  =" q,- i  S.-m s~_l + ~ =, q 'S,s~ + ,~(q, 0); 
where each St indicates a relationship between the substrate q and the conformational state s~- of 
e, and at the end of the sequence the conformational state s~ is transformed to s~ ready for the 
next sequence. 
The final level, level O, is concerned with the energy transfer esulting from the metabolic 
reactions, driving the complete system. We postulate that the outputs A(q, ¢) from the metabolic 
,~ .~ 
The compLete system ,~,~"" 
~ ~ j~r -  Enzyme tokens 
. .~"  from e.c,n. 
Environment.at. or ~ /  
i.d.s, input 
t.oL or 
,~ ~ ~,~ i.d.s, output 
[ " 
tO I~c.n. 
Fig. 1 
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machines (at level 2) are received as inputs to the intracellular dissipative structures (i.d.s.) and 
result in changes in the gradients of these i.d.s.'s. It seems appropriate to model the i.d.s.'s as 
functions rather than machines. The output from the i.d.s.'s will be inputs to the metabolic 
machines in a formal sense, the behaviour of the i.d.s, function being as illustrated below: 
k 
e .... e ~ [---J---] : =....= 
I I 
i.d.s. 
Where 0. . .  0 represents a sequence of identical outputs from a metabolic machine (e.g. augmented 
coenzymes), tr . . .  o represents a sequence of identical inputs to a metabolic machine (e.g. 
coenzymes) and o~e': R--, R is a real-valued function describing the potential of  the i.d.s. (the domain 
being time and the range some suitable energy measurement scale). Some inputs and outputs will 
also ultimately interface with the environment, as shown in the complete system (Fig. 1): 
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APPENDIX 
Introduction to X-machines 
The concept of a machine has appeared in many different contexts and has been of great value in subjects as varied as 
biology, psychology, economics and, of course, engineering and computer science. A fundamental principle of all these 
approaches is the consideration fa "system" situated and interacting with its "environment". A common and useful device 
is the concept of a "black box", which is illustrated in the following diagram: 
outl)uts state Inputl 
4 
r 
In this representation we initially identify three crucial aspect of the system: 
(1) the collection of possible xternal environmental inputs. 
(2) the collection of possible xternal environmental outputs. 
(3) the collection of possible internal states of the system. 
We need not, at this moment, define these concepts any more precisely than this so that our models are as general as 
possible. 
In biological terms the inputs could be concentrations of various chemicals, or light intensity or temperature etc. The 
outputs could be similar items and the internal states could be large vectors describing the concentrations in the cell of 
all the possible chemicals. This type of machine is so large and generalized that its usefulness i limited. However, there 
are many other examples of these systems in biology. In the context of cellular metabolism and its organization we can 
classify pathways according to the type of machine that reproduces their behaviour, thus in some examples the internal 
states will be representing molecules of substrates, the inputs are molecules of coenzymes and the outputs are molecules 
of some other type. 
The theory of machines provides a mathematical formalism for the study of such systems. We identify the type of 
processing being done by the system and this is described in terms of the difference between what "goes into" the system 
and what "comes out". To define this processing precisely we have to introduce the concept of a "data type". This is a 
mathematical construct that essentially captures all the information relevant to the processing of the machine. Included 
in this information is information about the control of the machine as well as suitable representations of the data being 
processed. 
The set X used in the description of an X-machine is the data type referred to and is chosen to reflect the type of 
processing being done. The fact that the theory is so general means that it can be applied to many aspects of the problem 
and in particular we can use it to describe the organization of a system at many different levels. Therefore we can look 
at a highly localized and microscopic part of the system and analyse that or we could look at the way in which a large 
number of systems are behaving in a parallel manner with much communication ccurring between the component systems. 
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This means that X-machines can provide us with a unified language for describing a complex system's behaviour at many 
different levels. 
The simplest ype of machine is the finite state machine which has finite sets for the input, output and state sets, and 
the relation between them is described by a simple function. Thus, if the system is in a particular internal state and receives 
a particular input the systean changes to a specific defined new state and produces a specific output. In the example of the 
Krebs cycle, if the system is in the state represented by oxaloacetate and received the input acetyl co-A then the next state 
is citrate and the output is co-A; if, however, the input is NAD whilst the system is in state oxaloacetate, the system remains 
in this state. 
It is possible to consider other types of machine where the sets might be infinite or where there is no definite next state 
defined in certain circumstances, perhaps the system is probabilistic or non-deterministic in some sense. 
When we come to try to describe a parallel system such as an enzyme control net, then we need to include in our 
description of our machine information that describes which component system is operating at any given time and so the 
state of the system is given by the knowledge of which transition is operating at that moment, and the tokens being passed 
through the system represent enzymes being made available to the lower level machines. 
Central to the concept of an X-machine is the representation f the data type X. In the finite state machine case 
the machine is basically translating streams of inputs into streams of outputs, although the translation process depends 
on the initial state of the system. A natural way of describing this is to represent the possible input and output strings in 
the data type and let the control mechanism of the machine process this set. Naturally we have to arrange for the 
environmental inputs to be "coded up" in a suitable form so that if we present the machine with a given input stream this 
has to be converted into a form suitable for the machine to process. This involves an encoding function which translates 
input streams into elements of the data type X. In the context of the Krebs cycle this encoding is partly carried out by 
the giycolysis pathway which, among other things, transforms glucose into acetyl co-A ready for processing by the Krebs 
machine. After the processing it may be necessary to decode the results to produce suitable output. Both of these processes 
are explicitly involved in the theory of X-machines. The finite state unit in an X-machine provides us with a control unit 
that supervises the processing. It may seem a little strange to regard, for example, the chain of substrates oxaloacetate, 
citrate . . . . .  malate as a control unit but in this interpretation that is precisely their role; they drive the system. Other 
important control aspects uch as enzyme control and the role of ATP etc. can be incorporated at other, higher levels of 
the system. 
There are other aspects of control and processing that need to be modelled if we are going to succeed in con- 
structing a foundation for the study of the biochemistry of the cell. We have tried to make a start and introduce a 
language for the formal discussion of these matters. For the future we aim to begin compiling an atlas of metabolic 
processing which seeks to systematically describe the type of processing carried out by metabolic systems and the 
communication i volving them. This will be used to classify, from the point of view of their organizational role, the 
metabolic processes in the cell. We will then be able to answer questions about the relationship between different processes 
in the system in terms of the types of X-machine used to model that activity and the communication between them at many 
different levels. 
Perhaps this will shed light on some of the fundamental questions facing us such as how to predict he behaviour of 
genetically engineered organisms, is there a final fundamental pathway to death and to predict he effect of toxins on the 
operation of a complex biological system. 
The Mathematics ofX-machines 
This part of the Appendix is concerned with a brief description of the mathematical idea of an X-machine, introduced 
by Eilenberg [1]. Essentially we have a data-type, X  which is operated upon by a set of relations O. The particular relations 
used are determined by the state of the machine at that time. There also exists a coding and decoding process at the start 
and end of a "computation". This type of machine is very general and these notes indicate how an X-machine can be used 
to represent various special types of machine. Through this mechanism it is hoped that a specification f the biochemical 
activity of a cell might be made. 
We start with a set X and a finite family ¢ of relations on X (so each ~ ~ ~ is a relation ~: X ,~ X). Let Q be a finite 
set of states and suppose that F: Q × • ,~ Q is a relation (or equivalently F: Q × 4~ --,P(Q) is a partial function). We call 
(Q, ¢, F) an X-machine of type ~. Thus, it is really just like a non-deterministic finite state machine xcept hat the labels 
of the edges are elements of 4~. 
Example 
:, ,,, 
q3 ~ q4 
where Q -- {q0, ql, q2, q3, q~} and • = {Ol, 0z} etc. Usually an/nput set Y and a relation ~: Y ,~ X, and an output set Z 
and a relation oJ: X ,,'* Z are given to enable computations to be performed. 
Now suppose that we choose a state q ¢ Q and a sequence of relations ~ . . . . .  ~, from q,, then we can define a path 
in the machine if there exists a sequence of edges tarting from q, labelled cons~utively with the symbols ~, . . . . .  ~,, thus 
02 ~, 
,~ , f ,  . . . . .  q,, 
p . . .  ~'q '*; ~. q: 
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There may be several such paths or there may be none. We can now define a relation 
01 °~'2 . . . . .  ~,:X,,-,X 
to describe the labelling of  this path. (Here the composition of  the relations is used rather than the formal concatenation 
of  their symbols.) In this way we can look for the languages and functions defined by such machines. 
In the first case we choose sets I__ Q and T__ Q to represent our starting states and our terminal states. The labels of  
the paths that are of  the form 
• St $.-~ $. 
1 ~ qf"~ " ' " ~ qn- 1 ~ t, 
where i ¢ I and t ~ T, will provide a set of relations ~b I . . . . .  4,,: X ~ X which will be called the language of the X-machine 
of  type ~, with respect o I and T. 
For calculating the functions or relations computed by the machine we consider the relations Y ,~ X $' ~'~ $" X if'* Z. 
The various machines that we describe below can be regarded as special cases of  X-machines of type O, with X defined 
suitably and • also of  a particular type. Before we examine the details we need some notation. 
Let E be a non-empty set and Y.* the set of  all words on E. For any a ¢ Y. define the relations 
L ; " :E* ,~E*  by xL; l={yly¢=x}, 
R.: E* #-, E* by xR~=x~ 
and 
R~-t:Y~*,v'*E * by xR;l={ylya=x}. 
(Thus L~ -I removes a from the left of  x, R~ -I removes a from the right of  x and R, adds a a to the right of  x for any 
x ~ E*.) 
Finite state machines 
Let X = E* and define • = {L;lia E E}, then finite state machines are X-machines of  type O. 
Sequential machines 
Let X = 0 * × Y-* and define 
$ = {Re x L:' Io ~o,a  ~}. 
In both this case and the preceding case we will usually only consider deterministic X-machines and so the @ are taken 
as partial functions rather than relations and distinct edges coming from a state carry distinct labels. So 
p b q will mean q =pF~, G(q,~r)=O. 
A sequential function of the form fq: Y-*---,O* is defined using ~,: E*--*O* x E* and oJ: O* x E*---,O* as the appropriate 
projections. 
Push-down machines 
Let X = F*  x E* and define 4, to contain relations of the 
IxL~- I (o 'EE) ,  /~x I (y~F) ,  R~'txI(7~F). 
Petri-nets 
i f  IPI = k and I r l  = t, then the set of states is the set of t-tuples with entries from {0, 1} to represent the firing transitions. 
(Thus 1, 0, 1, 0, 0 . . . .  ) would mean that transitions it, t3 . . . .  are firing but t2, t4, t5 . . . .  are not.) 
The set X consists of  all k-tuples with entries from N, to represent possible markings. If we regard each place as a register 
we have two relations: 
A (r ) - -add r tokens 
and 
R(r )---remove r tokens, 
and for each t ~ T we define a relation ~b,: X ,~, X by 
~,= Bl x " " x Bk ,  
where each B, is of  the form A(r), R(r) or 1 for some r eN.  Then $ = {0,[ ¢ T}. 
Finally, to obtain a computation we input an initial marking ~: NP--,X, choose a sequence of  Os between two 
configurations of  enabled transitions and then form an output co: X--,N e to provide a final marking. 
The e.c.n, can be modelled in a similar way. 
