We propose a new algorithm for the classical and still practically important problem of approximating the zeros z j of an n-th degree polynomial p(x) within the error bound 2 ?b max j jz j j. The algorithm uses O((n 2 log n) log(bn)) arithmetic operations and comparisons for approximating all the n zeros and O((kn log n) log(bn)) for approximating the k zeros lying in a xed domain (disc or square) isolated from the other zeros. Unlike the previous fast algorithms of this kind, the new algorithm has its simple elementary description, is convenient for practical implementation, and in the process of computing allows the users to adapt the computational precision to the current level of approximation and ultimately to the requirements on the output precision for each zero of p(x). The algorithm relies on the novel versions of Weyl's quadtree construction and Newton's iteration.
(1:1) within the error bound max j jz j j for a xed positive . We will refer to this problem as Problem 1.1. The problem is stated numerically, its solution treats equally the clusters of the zeros and the multiple zeros of p (x) . Numerical truncation of the input coe cients routinely turns the multiple zeros into the clusters, so the clusters are not a rare phenomenon in computational practice. Problem 1.1, also known as the problem of solving a polynomial equation p(x) = 0, has history of over four millennia but still remains a major subject of practical signi cance and active research, attracting dozens of research publications every year MN93], P97] .
Most important are applications to computer algebra, where the solution of multivariate polynomial systems of equations typically requires to approximate the zeros of high degree univariate polynomials with high precision in the presence of clusters of zeros. There are also important areas of computing where application of advanced polynomial root nders promises to be highly e ective. In particular such is a major subject of approximating matrix eigenvalues on which we comment in the appendix.
Polynomial root nding is also a well established research problem in computer science or, more precisely, a set of problems, depending on various special restrictions on the input and requirements to the output. For example, the users may wish to solve Problem 1.2 of approximating only those k n zeros of p(x) that lie in a xed disc D. In another typical example, the users may wish to approximate the ill-conditioned (clustered) zeros of p(x) with a higher precision. (To see the motivation, examine a dramatic jump of the zero of the polynomial p(x) = (x ?5=7) 50 when the x-free term changes slightly.) Formally, we may include this requirement by restating Problems 1.1 and 1.2 as Problems 1.3 and 1.4 where each output approximation is to be given by the pair of a disc D h of a small radius h and the index i h showing the number of the zeros of p(x) in D h and where all discs D h are disjoint and h decreases as i h grows. Surely, the users also wish to have numerically stable algorithms, easily accessible by a programmer and adaptive to various further requirements.
The main result of our paper is a new algorithm that solves Problem 1.2 for = 2 ?b by using O((kn log n) log(bn)) arithmetic operations and comparisons and O(n log(bn)) evaluations of the h-th roots of positive numbers for natural h = O(n).
(Hereafter, we will refer to all these elementary operations as to ops and will write O A (f(n)) to denote O(f(n)) ops.) We require that the input disc D be (1 + c)-isolated from the outside zeros for a xed positive c, say, for c = 0:01 or c = 0:01=n, so that its (1 + c)-dilation should contain only the same k zeros of p(x) as D. At the cost O A ((n log n) log log n log(1+c) ), we may verify whether this assumption holds. If it does not hold, then within the same cost bound we may compute an integer k + satisfying n k + > k and a disc D + , the -dilation of D for 1 < < (1 + 2c) k + ?k , containing exactly k + zeros of p(x) and satisfying the (1+c)-isolation assumption for D + and k + replacing D and k. Then we may solve Problem 1.2 for D + at the cost O A ((k + n log n) log(bn)).
The same algorithm solves Problems 1.1, 1.3 and 1.4, and the same cost bounds apply except that we write k = n for Problems 1.1 and 1.3 and 2 ?b = min h h (rather than 2 ?b = ) for Problems 1.3 and 1.4 (see Remark 7.1 in section 7). Moreover, a simple extension of our algorithm works if the input disc is replaced by a square (see Remark 9.3 in section 9). Furthermore, the algorithm can be implemented with variable precision, which is set low initially and increases only when a computed approximation approaches a zero of p(x) or a cluster of the zeros. The number of the more costly ops, which we have to perform with a higher precision, decreases in such an implementation (see Remark 7.1 in section 7).
The proofs of the correctness of the algorithm and of the cited complexity bounds are mostly elementary, although some of them are long and non-trivial. The description of the algorithm is much simpler and is supposed to be accessible easily by a programmer. The algorithm essentially amounts to recursive application of the auxiliary operations of the evaluation of p(x) and p 0 (x) at certain points x, the shift of the variable x (that is, computing the coe cients of the polynomial t(x) = p(x + X) for a xed complex value X), and approximation of the distance from X to the closest or the k-th closest zero of p(x) for a xed k.
The cited asymptotic complexity estimates ultimately rely on performing the two latter operations via fast polynomial multiplication, based on using FFT. In practical implementation, particularly for polynomials p(x) of small and moderately large degrees, application of the classical algorithm or the one of KO63] for polynomial multiplication can be more e ective.
Our algorithm can be performed on p processors, with the acceleration by roughly the factor p, provided that p n.
The algorithm can be e ectively combined with other known algorithms for polynomial zeros to improve their performance (see our comments in subsections 1.2 and 1.4).
With some simpli cations, the algorithm can be applied to approximating only the real zeros of p(x) (in a xed line interval) PKSHZ96]. For approximating a single non-isolated zero of p(x), the coe cient k + above may generally be large so that better complexity estimates can be achieved based on an algorithm of P87], whose geometric construction incorporates the one of L61].
Our techniques can be extended to approximating a nite set of the zeros of an analytic function in a disc if these zeros are isolated from all other zeros of the function and if e ective algorithms known for proximity test and root radii computation for polynomials are extended respectively.
On an extension to approximating the eigenvalues of a symmetric tridiagonal matrix we refer the reader to P93] and PL93], on an extension to the unsymmetric eigenvalue computation see P95a] and the appendix to this paper, where we point out some substantial potential advantages of shifting to polynomial root nders from the customary QR approach.
Technically, our algorithm amounts to an iterative process, which recursively invokes its two main blocks, one after another. The two blocks are Weyl's quadtree construction and Newton's iteration. We modi ed both of them and coordinated their combined recursive application based on our special concepts of the isolation and rigidity ratios.
Our analysis of the resulting algorithm (which gave us the stated complexity extimates) also largely relies on using the latter powerful concepts. In particular this applies to our proof of the quadratic convergence of our modi cation of Newton's iteration. Quadratic convergence is proved under a certain lower bound on the initial isolation ratio, and we also prove that our modi cation of Weyl's construction insures such a lower bound after a few steps. These results may be of independent interest for the study of Newton's iteration and Weyl's construction.
Our construction and analysis also include some more minor novel features, such as application of the theory of analytic functions and conformal maps to the analysis of Newton's iteration (cf. the proof of Lemma 10.1), our one-sided version of Turan's proximity test (cf. Remarks 3.2 and 6.4), our modi cation of Sch onhage's rootradii algorithm (cf. Algorithm 4.3), and our rectangle superscription technique (cf. Algorithm 2.1).
To place our results into proper prospective, we will brie y recall two other major approaches to polynomial root nding as well as some history of Weyl's classical approach. which starts with some initial x 0 and is supposed to converge to a zero z j of p(x). If it does, the same process can be recursively applied to the de ated polynomial p(x)=(x ? z j ).
The Functional Iteration Approach
Theoretically, the weak point of these algorithms is their heuristic character. In spite of long and intensive e ort of the researchers, the proof of the global convergence (that is, convergence right from the start) for the worst case input and the estimates for the convergence rate are hopelessly missing (unless already the initial point is close to a zero or another similar condition is satis ed). Nonetheless, the cited algorithms work satisfactory as heuristic algorithms for input polynomials of smaller degree (say, less than 50) having no clusters of their zeros, but fail for the larger degree polynomials p(x), particularly for ones with multiple and/or clustered zeros Go94].
The need for better algorithms has been accentuated by major applications to the thriving modern area of algebraic and symbolic computing, where dealing with a polynomial equation of degree over 200 (say) with many clusters of the zeros is a typical case.
Most of the numerous algorithms proposed for polynomial root nding are, like Newton's, functional iterations of the form x i+1 = f(x i ); i = 0; 1; : : : ;
(1:2) for a xed function f(x) and an initial x 0 , where x i can be scalars or n-tuples. The functional iterations usually share the heuristic character of their special cases cited above (due to Newton, Laguerre, and Jenkins and Traub). We wish to mention the celebrated subclass based on the Weierstrass method W903], also called DurandKerner's and sometimes Dochev's method and having many variations (cf. P97], BP,a]). This method is a multivariate version of Newton's iteration, which converges simultaneously to all the n zeros of p(x) by using order of n 2 ops in each iteration. According to numerical experiments, the average case convergence of the algorithms based on this method is good, but the averaging misses the important case of polynomials with clustered zeros. The many attempts to prove su ciently fast convergence for the worst case input have failed so far, leaving little hope for obtaining such proofs in the future. The desired proofs of quadratic convergence are available, however, in the case where the initial approximations are already close to the zeros of p(x). Such initial approximations can be e ectively supplied by our algorithm, which makes it a natural ally of the functional iterations. For the sake of completeness, we will cite the so-called path following version of Newton's iteration of KS94]. The paper KS94] presents an algorithm, its convergence proof, and the worst case complexity estimate O A (n 2 b log 2 n) for computing approximations to all the n zeros of p(x). In spite of the inferior complexity bound, the algorithm of KS94] is technically interesting, and the path following methods are quite successful for multivariate polynomial computations RS92], SS93], SS93a], SS93b], SS94], SS96]. Strictly speaking, the algorithm of KS94] is not a pure functional iteration of the form (1.2), but it amounts to recursive iterative application of such an iteration.
If we restrict our attention to other e ective algorithms supported by the proofs of the worst case estimates for their computational complexity, it su ces to consider only two other major approaches, that is, Weyl's and the divide-and-conquer approaches, both combining computational geometry constructions for search and exclusion on the complex plane with analytical tools, such as Newton ' We24] as an iterative process of search and exclusion on the complex plane directed towards simultaneous approximation of all the n zeros of p(x). The algorithm can be viewed as a 2-dimensional version of the customary bisection of a line interval. Under the name of the quadtree algorithm, this algorithm has been successfully applied to various areas of practical importance, such as image processing, n-particle simulation, template matching, and computational geometry Sa84] In P87] Weyl's approach was pushed to its best, in terms of the record asymptotic complexity estimates, that is, O A ((n 2 log n)(log(bn)) and O A ((k + n log n)(log(bn)), which are asymptotically the same as the ones of our present paper. The algorithm of P87], however, is non-practical because: a) its analytic part relies on some sophisticated techniques of numerical integration in the complex domains, where the basic parameters are de ned as a part of a recursive construction and are hardly accessible for their optimization by the user, and b) the recursive merging of Weyl's geometric construction with the numerical integration stage of P87] is complicated and hard to program on computers.
These di culties are inherent in the approach of P87]. To avoid them in our present paper, we had to develop a distinct construction with a di erent recursive process using modi ed Newton's iteration instead of numerical integration.
The Divide-and-Conquer Approach
The divide-and-conquer approach to approximating polynomial zeros relies on the recursive splitting of p(x) into the product of smaller degree factors (ultimately linear), can be traced more than half-century back (cf. e.g. SeS41]), includes many major technical contributions (see e.g. Schr57], DL67], DH69], Grau71], Sc82]), and has recently culminated in the algorithms of P95], P96] that support optimal (up to a polylogarithmic factor) asymptotic complexity estimate O A ((log 2 n + log b)n log 2 n).
The algorithms, however, must not become practical methods of choice because they do not have simple structure, which complicates their implementation and indicates that a large overhead constant is hidden in the O A notation above. Besides, the recursive splitting of p(x) into factors requires a high precision of computing even where one seeks some well-conditioned zeros with a lower precision.
Practical e cacy of this approach can be enhanced in its combination with Weyl's construction: splitting algorithms can serve as an alternative to Newton's iteration where a high output precision is required and vice versa where a lower precision output su ces.
Organization of Our Paper
Sections 2?6 are devoted to some auxilary material. This includes several simple facts, basic de nitions and complexity estimates for fast polynomial arithmetic in section 2, Turan's proximity test and the so-called Grae e iteration in section 3, the root radii algorithms in section 4, the results on computing the number of the zeros of p(x) in a xed disc in section 5, and the classical version of Weyl's algorithm (incorporating Turan's test) in section 6. In section 7, we outline our iterative algorithm consisting of two blocks recursively invoked one after another. In section 8, we describe and analyze the block representing our modi cation of Weyl's construction. In section 9 we present our main algorithm, which combines our construction of section 8 and our modi caiton of Newton's iteration. In section 10 we analyze it and estimate the complexity of its performance. In section 11 we sketch another variant of Newton's iteration. In the appendix we comment on advantages of noncustomary application of polynomial root nders to approximating the eigenvalues of unsymmetric matrices.
Our presentation is mostly self-contained, though the following results and algorithms are cited with some source references but with no proofs or derivations:
(a) estimates for the cost of fast polynomial arithmetic (section 2), (b) Turan's theorem (section 3), (c) the reduction of the solution of a triangular Toeplitz linear system of equations to polynomial division (section 3), (d) a proposition on winding number algorithms (section 5), (e) a result from analytic function theory (section 10). We also cited but have not reproduced the algorithms for computing the convex hull of a set on the plane and for approximating logarithms (section 4), as well as the correctness proof for Weyl's classical construction, but these subjects are not needed for our main algorithm and proofs. The result cited in (e) is needed for the correctness proof in section 10 but not for the presentation of our algorithms. Furthermore, by applying the algorithms of section 4, we could have avoided using the results cited in (b)?(d) at the price of the increase of our cost estimates by at most factor log log n. 2 De nitions and an Auxilliary Algorithm.
In this section, we will list some basic de nitions and simple facts that are immediate consequences of these de nitions. We will also specify a very simple (though apparently novel) algorithm that superscribes a rectangle (with its sides parallel to the coordinate axes) about a closed set on the complex plane.
As before, we will write O A (t) to denote a total of O(t) ops, that is, operations of the following classes: arithmetic operations with complex numbers, pairwise comparisons of positive numbers, and the evaluation of the h-th roots of positive numbers, for natural h.
log will denote logarithms to the base 2. In complex domains we will usually count the polynomial zeros together with their multiplicities, not distinguishing between clustered and multiple zeros. "Computing a polynomial" will mean "computing its coe cients" (unless we explicitly specify otherwise).
p(x) will denote a xed polynomial of (1.1), of a degree n.
De nition 2.1 D = D(X; R) denotes the disc of a radius (D) = R with a center X on the complex plane; S = S(X; R) denotes the square with the side length 2 (S) = 2R and with the vertices X + R( De nition 2.6 The n distances r 1 (X) r 2 (X) r n (X) from a point X to the n zeros of p(x) are called the root radii of p(x) at X; in particular r s (X) is called the s-th root radius of p(x) at X, and we will write r s (X) = 1 for s 0, r s (X) = 0 for s > n.
Proposition 2.3 1=r s (0) for p(x) equals the (n + 1 ? s)-th root radius at 0 of the reverse polynomial p rev (x) = x n p(1=x). r s (X) for p(x) equals r s (0) for t(y) = p(y + X). r s (0) for p(x) equals ar s (0) for p(x=a) for any scalar a > 0.
Proof. Compare the zero z j of p(x) with the zeros 1=z j of p rev (x), z j ? X of t(y), and az j of p(x=a). 2
In this paper, we will use the known algorithms for some basic operations with polynomials, which support the following known complexity estimates (cf. e.g. BP94], sections 1.2 and 1.3):
Proposition 2.4 Multiplication and division with a remainder of two polynomials of degrees at most n can be performed at the cost O A (n log n). Proposition 2.5 A shift of the variable x for a polynomial p(x) of (1.1), that is, the transition from the coe cients of p(x) to the coe cients of the polynomial t(y) = p(y + X) for a xed complex X, can be performed at the cost O A (n log n).
For completeness, we also recall two trivial transformations of p(x).
Proposition 2.6 Scaling of the variable for p(x) of (1.1), that is, the transition to q(x) = p(ax) = P n i=0 (p i a i )x i , costs O A (n), whereas the reversion (of the order of the the coe cients ) of p(x), that is, the transition to x n p(1=x) = P n i=0 p i x n?i , is cost-free.
Remark 2.2 Our results stated for the unit disc D(0; 1) can be immediately extended to the disc D(X; r), for any complex X and positive r; indeed it su ces to shift and to scale the variable.
3 Squaring Polynomial Zeros and Isolation Ratio. Turan's Proximity Test.
In this section, we recall Turan's proximity test, which, at the cost O A ((1+log N)n log n), enables us to compute the distance from a complex point X to the closest zero of p(x), with a relative error at most 5 1=N ?1. Turan's algorithm relies on the following theorem that he proved (see Tu84], p. 299) by using some sophisticated tools from number theory:
Theorem 3.1 Under the notation of (1.1), let s k denote the power sums P n j=1 z k j , k = 0; 1; : : :. Then we have 1 r 1 (0)= max g=1;:::;n js gN =nj 1=(gN) 5 1=N for all natural N.
By Theorem 3.1, we may closely approximate r 1 (0) via the computation of the power sums s gN for a large N. Proposition 2.3 enables us to extend this computation to the approximation of r n (X), that is, to a proximity test at a point X.
Algorithm 3.1 (Turan's proximity test) Input: Natural N and n, the coe cients of the polynomial p(x) of (1.1), and a complex number X that is not a zero of p(x).
Output: Two positive numbers r = r(X) and r = r (X) = 5 1=N r such that 1 r =r n (X) 5 1=N ; 1 r n (X)=r 5 1=N ; r n (X) = min Stage (c). Compute the power sums s gN of the zeros of q h (y) = P n i=0 q i;h y h for g = 1; : : : ; n, by solving the triangular Toeplitz system of Newton's identities in the variables s N ; s 2N ; : : : ; s nN , which relate the coe cients of q h (y) to the power sums s gN (cf. H70]) : q n;h s N + q n?1;h = 0; q n;h s 2N + q n?1;h s N + 2q n?2;h = 0;
. . . This leads us to a simple one-sided proximity test for any xed g 1 (or a sequence of g) de ning an upper bound on r n (0) if we successively compute (a sequence of) js g j for the polynomial q(y) = y n p(X + 1=y) or js gN j for the polynomial q h (y) of Subalgorithm 3.2. The computation of js g j or js gN j for g = 1; : : : ; l can be reduced to polynomial division modulo y l+1 ( performed at the cost O A (l log l)) and involves at most l+1 trailing coe cients of q(y) or q h (y). If for a xed l and for g = 1; : : : ; l, the upper bound of (3.6) on min j jz j j is not satisfactory, then one may recursively double l and repeat the computations. By Theorem 3.1, we will obtain a quite tight bound as l reaches n, if not earlier. The bound (3.6) and, consequently, the above proximity tests can be re ned if we know good approximations to some zeros z j of p(x) or if we know that their contribution to js g j is negligible; in these cases we may replace the values s g by approximations to the g-th power sums of the remaining zeros and decrease the factor n in (3.6) respectively.
Root Radii Computation
In this section, we will approximate the root radii r s (X), for s = 1; : : : ; n, by initially following the line of Sc82], section 14, and at the end, in Proposition 4.4 and Algorithm 4.3, simplifying slightly the algorithms of Sc82]. We will assume that X = 0 (otherwise, we would have shifted the variable by letting y = x ? X) and will write r s = r s (X), r 0 = 1; r n+1 = 0: t 1 =n r 1 < 2t 1 ; t 1 = max k>0 jp n?k =p n j 1=k :
Apply Proposition 2.3 for X = 0 and extend the bounds (4.3) as follows: t n =2 < r n nt n ; t n = min k>0 jp 0 =p k j 1=k :
Here, the minimization process ignores those k for which p k = 0.
Therefore, if 1 + > p 2n, then r = t 1 q 2=n is a solution to Task s, for s = 1, whereas r = t n q n=2 is a solution to Task s for s = n. At the cost O A (ng log n) of performing g iteration steps (3.3), the solution can be extended to the solution of Task s for s = 1 and s = n, for an arbitrary positive , and for g of (4.2). This implies the cost bound of part (a) of Corollary 4.1.
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We will also need to solve Task s for 1 < s < n (see Remark 7.2 and Stage 4 of Algorithm 9.1) and Task r (see Remark 5.1). Next, we will show solution algorithms relying on the following useful and elegant result: If m = n + 1, then t n 1, and, consequenty, r n > 1=2 by (4.4), whereas r n+1 = 0 by (4.1). Therefore, s = n is a desired solution to Task r for r = 1 and any 1. Otherwise, 1 m n. Then we apply Theorem 4.1 (for a = v = 1) to p(x) and q(x) = x n p(1=x) and deduce that 1 2(n+1?m) < r m < 2m. It follows that 1=(2n) < r m r m?1 and r m < 2n. Therefore, s = m ? 1 is a solution to Task r where r = 1 and 1 + = 2n (take into account (4.1) where m = 1; s = 0). The extension to arbitrary r is by means of scaling the variable x and to arbitrary is by means of the iteration (3.3). We arrive at Proposition 4.1 Task r can be solved at the cost O A (n(1 + g) log n) where g is de ned by (4.2); the cost bound can be decreased to O A (n) if 1 + 2n.
We could have solved Task s by recursively applying Proposition 4.1 in a binary search algorithm, but we will prefer a more direct approach outlined in Sc82]. We will start with a high level description of this approach.
Pre-algorithm 4.1 Given the coe cients p 0 ; : : : ; p n of the polynomial p(x) of (1.1) and an integer s; 1 s n, choose two integers t and h that satisfy the following inequalities: t < n + 1 ? s t + h n (4:6) and the following convexity property: there exists no integer u in the range from 0 to n such that the point (u; w(u)) on the plane f(u; w)g lies above the straight line passing through the two points (t; w(t)) and (t + h; w(t+h)), where w(u) denotes log jp u j, log 0 = ?1, and we assume that no point (u; ?1) lie above any straight line on the plane f(u; w)g, thus discarding the points (u; w(u)) where p u = 0. Compute and output 1=r where r = jp t+h =p t j 1=h :
For r of (4.7) the relations (4.6) and the above convexity property combined can be equivalently rewritten as follows:
jp t+g =p t j r g ; for g = 1; : : : ; n ? t; Proof. Due to inequalities (4.8) and (4.9), we may apply Theorem 4.1 to p(y) with a = 1, v = 1=r; i = g, m = n + 1 ? t ? h and to y n p(1=y) with a = 1, v = r; i = g, m = t + 1, respectively, and arrive at the desired bounds, r n+1?t?h < 2(n + 1 ? t ? h)=r; 1=r n?t < 2(t + 1)r:
Due to (4.6) and the bounds 1 s n, it follows that 1=(2nr) < r n?t r s r n+1?t?h < 2n=r:
(4:10) 2n, it su ces to choose satisfying log(1= ) = O(n), due to the well known perturbation theorems by Ostrowski and Sch onhage (cf. BP,a]), which bound the dependence of r on the coe cients of p(x). It follows that the cost of computing su ciently close approximation of log jp u j for all u is O A (n log n).
The next proposition summarizes our estimates. which will be satis ed in the applications to our Algorithms 9.1 and 11.1. In this case, we do not need to approximate the logarithms or compute the convex hull, and the overall cost of the solution is O A (n) with a small overhead constant. Proposition 4.4 Let the relations (4.11) hold for a xed integer s (such that 0 < s n), for 1+ 2n, and for a disc D having the center 0 and an unknown radius. Then Task s for 1 + 2n can be solved at the cost O A (n). Proof. Let t and h denote the two integers de ned in Pre-algorithm 4.1 and thus satisfying (4.6) and (4.10). (4.11) implies that r s?1 =r s (1+ ) 2 4n 2 . On the other hand, the rst inequality of (4.6) implies that r s r n?t . Consequently r s?1 =r n?t (1+ ) 2 4n 2 . It follows that either r s?1 > r n+1?t?h , and then n+1?t?h > s?1; t+ h n + 1 ? s, or, otherwise, r n+1?t?h =r n?t r s?1 =r n?t (1 + ) 2 4n 2 . The latter inequalities imply that r n+1?t?h 4n 2 r n?t , which contradicts (4.10). Consequently, t + h n + 1 ? s. Therefore, (4.6) implies that t + h = n + 1 ? s. Since t + h has been de ned, it remains to choose an integer h, satisfying n+1?s h 1 and such that the convexity property of Pre-algorithm 4.1 holds or, equivalently, relations (4.7)-(4.9) hold. By (4.7) and (4.9), the values (1=g) log j p t+h p t+h?g j = log(j p t+h p t+h?g j 1=g ) and, therefore, also j p t+h p t+h?g j 1=g reach their maximums where g = h, provided that g is the integer parameter ranging from 1 to n + 1 ? s. If such a maximum h is de ned uniquely, then (4.8) and the convexity property must also hold. Otherwise in nitesimal perturbation of the coe cients of p(x) insures the uniqueness of the maximum h, and then again (4.8) and the desired convexity property follow. Since t + h is xed, the integer g = h maximizing j p t+h p t+h?g j 1=g for g = 1; : : : ; n + 1 ? s and the value r of (4.7) can be computed at the cost O A (n), and we arrive at Proposition 4.4. 6 Weyl's Exclusion Algorithm (with Turan's Proximity Test).
In this section, we will recall Weyl's exclusion algorithm ( He74], pp. 517{521) for approximating the zeros of p(x). In the next sections, we will modify this algorithm to isolate the (clusters of the) zeros from each other.
Algorithm 6.1 (Weyl's quadtree algorithm) (see Figure 2) . Input: positive integers k, G; n k, and N 32, the coe cients of the polynomial p(x) of (1.1), a complex X and a positive R such that the square S(X; R) contains exactly k (not necessarily distinct) zeros of p(x) and is f-isolated, for f > (1 + or simply a g-square, unless the latter proximity test proves that the square contains no zeros of p(x). Output the centers X h of all the G-squares S(X h ; R=2 G ) and their overall number H 4k. Correctness proof for this well-known algorithm is simple and can be found e.g. in He74] or R87]. The two key-observations are that the side-length of the suspect squares decreases by factor 2 in each stage of their recursive subdivision and that the union of all squares that are suspect in each recursive stage contains all the k zeros of p(x) lying in S(X; R), so that the centers of all the G-squares may serve as approximations to all the k zeros of p(x) in S(X; R) within the error bound R=2 G?0:5 .
The asymptotic cost of performing Algorithm 6.1 is dominated by the cost of all applications of Algorithm 3.1 involved. The cost of the single application is O A (n log n), due to (3.4) for a xed constant N. The total number of applications is at most 4kG, due to Remark 6.1 below, and this yields the overall cost estimate O(knG log n), which turns into O(knh log n) if we require to bound by p 2R=2 h the errors of the approximations to the zeros of p(x) by the centers of the output Gsquares.
In the next sections, we will yield the cost bound O(log h) in terms of h, which is a substantial improvement for large h.
Remark 6.1 Each zero of p(x) may make at most four squares suspect in Stage g, for any g note that our proximity test computes r n (X) within 6% error, due to relations (3.1), (3.2) and N 32].
Remark 6.2 To apply Algorithm 6.1 to approximate all the n zeros of p(x), we need an initial square S(X; R) containing all these zeros. We may compute such a square for X = 0 either at the cost O A (n), by applying the bound (4.3), or at the cost O A (n log n), by applying part (b) of Corollary 4.1. Remark 6.3 The input lower bound on f insures that the zeros of p(x) lying outside the input suspect square S(X; R) do not in uence the outcome of the proximity tests, at the rst stage and consequently at all stages of Algorithm 6.1. If the bound on f were smaller, the in uence of the outside zeros lying near S(X; R) could have caused processing some extra suspect squares.
Remark 6.4 Instead of Algorithm 3.1, one may apply an alternative proximity test, based on (4.8) and iteration (3.3). Furthermore, in many cases, a simpler test may detect that a given square S(X; R) contains a zero of p(x) and, therefore, is suspect.
In particular if R r (1) = njp(X)=p 0 (X)j or; more generally; R r (l) = n min 0<k l (k!p(X)=p (k) (X)) for a fixed l n ; then the square S(X; R) and even the disc D(X; R) contain a zero of p(x) (cf. (4.4) ). If R < r (l) , then by this simple one-sided test, we cannot decide if the square S(X; R) is suspect or should be discarded. The reader is referred to Remark 3.2 and to He74] and BP,a] on some other one-sided tests. The proximity tests are also important parts of some other algorithms for polynomial zeros (cf. Ha87] on their major role in the Jenkins-Traub algorithm) and, therefore, are of some independent interest. Input: f, ", p(x) and k as for Problem 7.1a and, in addition, the (f= p 2)-isolated output square S of Problem 7.1a, satisfying (7.1) for the xed e > 1.
Output: as for Problem 7.1.
We will consider Problem 7.1b in the next section and Problem 7.1a in sections 9-11. Remark 7.1 Our Algorithm 7.1 can be immediately extended to compute a solution to Problem 7.1 under the additional requirement that h h for a xed set of positive h , h = 1; : : : ; k 0 . In particular each h can be de ned as a xed function in and in the index i(p(x); D 0;h ), to adapt the output precision to the condition of the zeros.
Also the precision of computing may (and should in practical implementations) be adapted respectively, to avoid the expense of performing excessively accurate intermediate computations. In particular performing the g-th step of Weyl's quadtree process for solving Problem 7.1b one should not drive to error bounds much below the level of 2R =2 g of the side length of the g-squares, whereas the computational precision used in the process of solving Problem 7.1a (by Newton's iteration) should be tuned to the level of the upper bound r + n+1?k (X) on the (n + 1 ? k)-th root radius at X, which we will compute in Stage 4 of Algorithm 9.1 of section 9. and the complexity of approximating the k zeros of p(x) lying in D will grow by factor k + =k. If we wish to avoid such a growth, here is the sketch of our tentative recipe. Linearly transform the variable to turn the disc D into the unit disc D(0; 1) and apply l steps (3.3), for the minimum l = l(f; D), to make the disc D(0; 1) f-isolated.
Approximate the zeros (a(z j ? X)) 2 l of the resulting polynomial. Recursively recover the values (a(z j ? X)) 2 l?i for i = 1; 2; : : : ; l and then obtain z j ? X and z j . In each descending step, from (a(z j ?X)) 2 l?i+1 to (a(z j ?X)) 2 l?i , j = 1; : : : ; l; avoid ambiguity by applying Algorithms 3.1 or 4.2 at each of the 2k candidate points a(a j ? X) 2 l?i , to discard the k extraneous candidate points.
8 Isolation of the Zeros.
In this section we will specify Algorithm 8.1, which solves Problem 7.1b, and will estimate the computational cost of its applications within Agorithm 7.1. We will proceed as in Weyl's Algorithm 6.1 applied to the input square S = S(X ; R ), except that we will add a block that veri es if for some g some set of g-squares forms a connected component which is su ciently well isolated from all the zeros of p(x) lying outside this component; if so, we will stop partitioning these g-squares, keep them invariant and output at the end of the computations.
Speci cally, let m denote the number of all distinct zeros of p(x) in S . Furthermore, for every g, let w(g) denote the number of all g-squares processed by the algorithm, connect each pair of adjacent g-squares, that is, of g-squares sharing a common vertex, and partition their union into connected components, C when all the components become invariant, compute and output their superscribing discs by using Algorithm 2.1, and apply the algorithm of section 5 to compute and to output the indices of p(x) in these discs. This completes our description of the algorithm.
The remainder of the section will be devoted to the computational complexity analysis. We will start with some de nitions and auxiliary results.
Hereafter w(C (g) u ) denotes the number of the g-squares lying in the component
w(C (g) u ); g = 1; 2; : : : ; G: Also, for any xed g, let w in (g) denote the number of g-squares each having at least one zero of p(x) in its closure.
Lemma 8.1 9w in (g) w(g) for all g: Proof. By de nition, if a g-square contains no zeros of p(x), then at least one of its g-neighbors (that is, a g-square sharing one or two vertices with it) must contain a zero of p(x). On the other hand, every g-square has at most eight g-neighbors, and Lemma 8.1 follows. Next, we recall that the squares S (g) u superscribing the components C (g) u for g g 0 are f-isolated only if these components are leaves, and then we deduce the following result.
Lemma 8.2 Every component C (g) u , g > g 0 for g 0 of (8.1), has an ancestor-fork (that is, an ancestor with at least two children) at level g 1 , g 1 > g?g 0 ?log (fw(C (g) u ))+ , where f is the input value of Problem 7.1 and Algorithm 7.1, = 0 if C (g) u is a leaf (that is, an invariant output component), and = 1 otherwise.
Proof. Let C (g) u have its closest ancestor-fork C (g 1 ) v at some level g 1 . Then the distance from X (g) u to the closest zero of p(x) lying outside C (g) u is at least R =2 g + 2R =2 g 0 +g 1 , because such a zero of p(x) is separated from X (g) u by both a g-square lying in C (g) u and, therefore, having side length 2R g = 2R =2 g and some square S(X; R =2 g 0 +g 1 ) discarded in Stage g 0 +g 1 and, therefore, having side length 2R g 0 +g 1 = 2R =2 g 0 +g 1 . On the other hand, observe that R (g) (Later on, we will deduce a similar estimate for W 0 = P g 0 g=1 w(g).)
Proof. Due to Lemma 8.1, it su ces to prove Proposition 8.1 under the assumption that for any g the closure of any g-square contains a zero of p(x). In particular this assumption implies that each node C (g) u that is not a leaf represents a component containing not more suspect squares than all its children do together, that is,
where the summation is over all the children C (g+1) r(u) of the node C (g) u . Write w 6 = P u;g w(C (g) u ); w 6 = P u;g w(C (g) u ), where P and P denote the sums in all the pairs g and u such that g > g 0 , 1 u v(g), w(C (g) u ) 6, provided that P is the sum where C (g) u are forks and leaves, that is, includes no pairs (g; u) such that the node C (g) u of the tree T has exactly one child. Ignoring the components C (g) u with w(C g u ) 6, we obtain that, like the leaves themselves, all their parents together contain at most w suspect squares (by(8.6)), all the grandparents of all the leaves together contain at most (5=7)w (by Corollary 8.1), and so on, so that W 1 ? w 6 < 2w 1 X i=0 (5=7) i = 7w 28m (8:7)
(cf. (8.4) ), and it remains to estimate w 6 in order to prove (8.5). Lemma 8.2 implies that in the tree T every node C (g) u such that w(C (g) u ) 6 has less than log(6f) its successive predecessors with a single child. Due to the bound (8.6), each of these predecessors contributes at most w(C (g) u ) to the sum w 5 . It follows that w 5 < (1 + log(6f))w 6 = w 6 log(12f): (8:8) Let us estimate w 6 to complete the proof of Proposition 8.1. We rst observe that the tree T has at most m leaves; therefore, it has at most m ? 1 forks (the nodes with more than one child). The set of all the forks and leaves has a cardinality of at most 2m ? 1 and has a subset of nodes C (g) u such that w(C (g) u ) 6. This subset is formed by exactly w 6 squares, each of which is suspect in at least one of Stages g 0 + 1; : : : ; G. Consequently, =w(g + h) and w(g + h) 6 by (8.9). Now the bound 2 h =6 e; or equivalently, h log(5e); follows since r:r:(S (g) 1 ) never exceeds 1 and since we initially have (7.1). The latter inequality and (8.9) combined imply (8.10). Now, similarly to (8.4), we obtain that w(g) 4m; g = 1; 2; : : : ; G: In every application every output disc D (g) u satisfying the relation (8.2) but not (8.3) (that is, f-isolated but not embedded into an equivalent and f-isolated disc of a radius at most ") serves as the input disc in the subsequent application of Algorithm 9.1 of the next section. This algorithm solves Problem 7.1a and, in turn, outputs either a nal ( =3)-cover of all the zeros of p(x) lying in D (u) u or an input square for Problem 7.1b and Algorithm 8.1. In the latter case we substitute the new tree generated in the latter application of Algorithm 8.1 for the respective leaf of the tree T de ned in the preceding application of Algorithm 8.1. In this way, we construct a single tree associated with all the O(k) applications of Algorithm 8.1 within Algorithm 7.1 and having at most k leaves. (8.11) and Proposition 8.1 (with m replaced by k) are immediately extended to the entire computational process represented by the latter tree, whereas the bound (8.10) is applied k?1 times, so that the bound O(k+k log e) replaces O(m + log e) of Proposition 8.2. Summarizing, we arrive at the following result, which bounds the overall number W of the g-squares in all components C (g) u for u and g. We now recall that each proximity test in Algorithm 6.1 (one for each suspect square) is performed by means of Algorithm 3.1 at the cost bounded by O A (n log n).
Therefore, Proposition 8.3 implies the following estimate.
Proposition 8.4 The computational cost of all applications of Algorithm 8.1 within Algorithm 7.1 is bounded by O A ((1 + log(ef))kn log n). In particular, for log(ef) = O(log n) the latter bound turns into O A ((log n) 2 kn), whereas for e = O(1) and f = O(1) it turns into O A (kn log n).
9 Contraction of a Complex Square.
Our next Algorithm 9.1 solves Problem 7.1a, but we will start with three remarks on some cases where the solution can be obtained immediately and on the possibility to start with an input square rather than a disc.
Remark 9.1 The input disc for our Algorithm 9.1 for Problem 7.1a is assumed to be either given from outside (initially) or supplied by the solution of Problem 7.1b Remark 9.2 If k = n, then we do not have to apply Algorithm 9.1, since we may rst compute and output X = ?p n?1 =(np n ) = P n j=1 z j =n and then apply a simple modi cation of Algorithm 3.1 to compute and to output a desired approximation R to r n+1?k (X) = r 1 (X) from above.
Remark 9.3 Suppose that initially one is given an f-isolated square S = S(X 0 ; R) (rather than disc D) containing k zeros of p(x). Then one may apply two stages of Algorithm 8.1. If the union of all 2-squares is covered by a single square S(W; R=2) with side length R, then jW ? X 0 j = R= p 2, and the smallest disc covering the latter square is equivalent to S, has a radius at most R= p 2, and, therefore, is f-isolated since jW ? z j j jX 0 ? z j j ? R= p 2 (f ? 1= p
2)R for all the zeros z j of p(x) lying outside the input square S and since fR= p 2 (f ? 1= p 2)R for f 10. In this case we may apply Algorithm 9.1 with such an input disc. Otherwise, based on the argument of Remark 9.1, we may de ne a square S equivalent to S with r:r:(S ) > 0:17. Then S satis es the requirements to the input square of Algorithm 8.1 for any e > 5:9; and we may apply this algorithm to S or, even simpler, we may just continue its recursive application to the available 2-squares.
We will next describe the algorithm, estimate the computational cost of its performance, and show its extenstion. Its correctness proof in the next section will exploit the relations (9.2)-(9.4) below imposed on the input. The algorithm consists of Newton's iteration (see (9.5) below) and application of the techniques of sections 2?4 in order to check after each iteration step if the requirements to the solution of Problem 7.1a can already be satis ed. Together with the bound (10.12) of the next section on the number of loops, this gives us the estimate O A ((n log n) log log((1 + )(R= ))) for the overall computational cost of performing Algorithm 9.1. Substitute b = log(R= ), log(1 + ) = O(log n) ( we will always choose satisfying the latter relation) and obtain the overall bound O A ((n log n) log(b log n)).
In terms of b, the cost bound is cumulative since the size of the output square of Algorithm 9.1 bounds from above the size of its input discs in all subsequent calls for this algorithm (if they are needed). Thus the overall cost of performing Algorithm 9.1 within Algorithm 7.1 is bounded from above by O A ((n log n) log(b log n)) times the maximum number of its concurrent applications, which is at most k. The resulting estimate O A ((kn log n) log(b log n)) and the estimate of Proposition 8.4 together give us the overall cost bound for our solution of Problem 7.1. To specify this bound, it remains to specify the parameters , e and f, so as to satisfy (9.2)-(9.4). 9.3) ). This proves correctness in case (a).
Case (b). We need to show that (7.1) holds for the input value e of Algorithm 9.1 and that the square S is (f= We will simplify our analysis by assuming (with no loss of generality) that jtj 2R. This bound holds for our initial t and is maintained inductively, as we will prove later on in this section (after the proof of Corollary 10.1). We let D min denote the smallest disc that is equivalent to the disc D, Proof. Due to (9.5) and (10.3) we have u = u(t) = t ? k=(Q(t) + V (t)):
Deduce from (10.4) that Q(t)=k = 1=(t?q), substitute this expression into the above expression for u and deduce that u = t ? The relations (10.1) and jtj 2R imply that jt?z j j (f ?2)R, for j > k. Therefore, n ? k f ? 2 :
Substitute this bound into (10.11) and obtain that
(1 ? 2=e)r s (u)=R (r s (t)=R) 2 j(f ? 2)k=(n ? k) ? (r s (t)=R)j :
Stage g will be applied to the largest of the currently unprocessed g-squares. This choice should insure faster convergence to the disc D min . Below we will show that the quadratic convergence of Algorithm 9.1 will be preserved for Algorithm 11.1 even if we replace the relations (9.3) and (9.4) by the following ones:
f > 2 + q 6(n ? k)=k; f maxf10; (1 + ) 2 g; (11:2) 1= = (1 ? 2=e)((f ? 2) 2 k=(n ? k) ? 3) 18(1 + 4(1 + ) 2 ) :
(11:3)
If n ? k > k=3; then these restrictions on f are weaker than (9.3) and (9.4). To arrive at such a smaller initial isolation ratio, we may need roughly by twice fewer iterations of Algorithm 8.1. This saving however, should be weighted against the additional arithmetic operations required in order to compute the value u via (11.1) rather than via (9.5)]; for each such an evaluation, we need 3(n ? k) additional ops.
Let us next brie y analyze the convergence of the computed values u to the disc D min where we apply Algorithm 11.1. The transition from (9.5) to (11.1) amounts to substracting V (x) = P n j=k+1 The resulting increase of the estimated convergence rate is quantitatively expressed by the following equation for the main parameter of Lemma 10.6: = 1
(1 ? 2=e)((f ? 2) 2 k=(n ? k) ? 3) ; and the bound (f ? 2)k=(n ? k) 6 is replaced by (f ? 2) 2 k=(n ? k) 6. In other words, the statement of this basis lemma remains unchanged, except that in the expressions for the quantity f ? 2 should be replaced by (f ? 2) 2 . For f > 3, the replacement of f ?2 by (f ?2) 2 decreases and, therefore, increases the convergence rate de ned by (10.10). Furthermore, this replacement enables us to preserve the quadratic convergence of the algorithm provided that the upper bound on the initial isolation ratio f for the disc D satis es the relations (11.2) and (11.3) instead of (9.3) and (9.4).
worst case input and very high accuracy output, that is, even in their most di cult cases these algorithms never have breakdown and approximate all the zeros of p(x) within a required error bound, at the cost which is superior by at least from 1 to 2 orders of magnitudes (both in memory and ops estimates) over the QR algorithm in its easiest case. 
B. Figures

