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Introduzione
E` noto che nell’osservazione del moto incomprimibile di un fluido Newto-
niano si riscontra, all’aumentare del numero di Reynolds, una transizione da
un regime di moto laminare, in cui la velocita` del fluido in un dato punto
dello spazio e` indipendente dal tempo o varia nel tempo in modo regolare,
ad un regime di moto turbolento, in cui la velocita` varia in modo del tutto
irregolare. Precisamente, si e` visto che in un fluido in moto turbolento misure
di velocita` effettuate varie volte nella stessa posizione e sotto condizioni di
moto apparentemente identiche forniscono valori diversi, le cui variazioni
sono irregolari e rendono imprevedibili le proprieta` dettagliate del moto.
Per esempio, possiamo considerare il caso semplice del moto di un flu-
ido intorno ad un cilindro. Per valori molto bassi del numero di Reynolds
(R ∼ 10−2) il flusso che si stabilisce intorno al cilindro e` stazionario, cioe`
la velocita` in ogni punto e` indipendente dal tempo, e la componente oriz-
zontale della velocita` e` sempre rivolta verso destra (figura 1). Per valori
Figura 1: R ∼ 10−2
del numero di Reynolds compresi all’incirca fra 10 e 40 il moto e` ancora
stazionario, ma si osservano dietro al cilindro due vortici (figura 2) che si
ingrandiscono all’aumentare di R. Quando R > 40 i vortici si staccano dalla
parte posteriore del cilindro, alternativamente da un lato e dall’altro, e ven-
gono trasportati dal flusso formando una scia (figura 3). A questo punto il
moto non e` piu` stazionario: l’invarianza per traslazioni temporali continue
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viene sostituita da un’invarianza per traslazioni temporali discrete, dato che
il moto dei vortici e` periodico. Questa situazione si osserva fino a valori del
numero di Reynolds dell’ordine di 102.
Figura 2: R ∼ 20
Figura 3: R ∼ 100
Figura 4: R ∼ 103
Se il numero di Reynolds aumenta ancora, viene superato ad un certo
punto un valore di soglia al di sopra del quale la dipendenza temporale del
moto diventa irregolare. Tuttavia, finche´ R rimane compreso all’incirca fra
103 e 104, e` ancora possibile osservare il moto alternato dei vortici sovrap-
posto al flusso turbolento (figura 4). Infine, quando il numero di Reynolds
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raggiunge e supera valori dell’ordine di 105− 106, e` evidente che il moto del
fluido nella scia dietro al cilindro e` del tutto irregolare (figura 5).
Figura 5: R ∼ 106
Se poi si considera un certo numero di sistemi di questo tipo, tutti appa-
rentemente nelle stesse condizioni di moto, e per ciascuno di essi si misura la
velocita` in un dato punto dello spazio ad un dato istante, si ottengono valori
diversi: cio` e` dovuto al fatto che, per valori del numero di Reynolds suffi-
cientemente alti, l’equazione di Navier-Stokes manifesta un comportamento
caotico, cioe` piccole variazioni delle condizioni iniziali vengono amplificate in
modo imprevedibile dalla soluzione. Nonostante questo, risulta che alcune
proprieta` statistiche del moto sono invece prevedibili: questo suggerisce di
provare a fornire una descrizione probabilistica del fenomeno, con lo scopo
di trovare eventualmente qualche legge di evoluzione per le quantita` medie.
Il modo piu` semplice dal punto di vista matematico per ottenere una
descrizione probabilistica del moto di un fluido consiste nell’aggiungere al-
l’equazione di Navier-Stokes un termine forzante di tipo stocastico; la scelta
piu` conveniente e` quella di un rumore bianco temporale, dato che in questo
modo si rende disponibile per lo studio del problema uno strumento noto, il
calcolo di Itoˆ. Per questo l’idea di utilizzare l’equazione di Navier-Stokes sto-
castica per studiare il fenomeno della turbolenza e` emersa gia` a partire dagli
anni ’60 (si vedano ad esempio [14] e [17]) ed e` stata successivamente svilup-
pata, anche in relazione alla teoria di Kolmogorov del 1941 (si veda [15]).
Tale approccio e` quindi dettato essenzialmente da ragioni di convenienza
matematica: la scelta di aggiungere un termine di rumore all’equazione e
di scegliere, fra i vari tipi di rumore, proprio un rumore bianco rappresenta
la strada piu` rapida per ottenere dei risultati quantitativi da confrontare
con i dati sperimentali. Seguendo strade diverse diventa piu` complicato
raggiungere questo scopo.
In questo lavoro e` stato quindi svolto uno studio delle proprieta` di base
dell’equazione di Navier-Stokes stocastica nel caso bidimensionale, per il
quale la teoria matematica e` maggiormente consolidata. Sempre nella ricer-
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ca di un contesto matematicamente semplice in cui affrontare il problema,
si e` scelto anche di considerare campi di velocita` periodici e a media nulla,
dato che l’utilizzo di sviluppi in serie di Fourier si rivela spesso di grande
aiuto.
Nel primo capitolo vengono introdotti gli spazi di funzioni coinvolti nella for-
mulazione astratta del problema e vengono dimostrate alcune loro proprieta`:
gli spazi in questione sono essenzialmente spazi di Sobolev di funzioni perio-
diche a valori vettoriali e le proprieta` considerate riguardano in particolare
l’approssimazione con funzioni di classe C∞. Tali proprieta` sono utili per
capire come agiscono sui campi di velocita` e pressione i vari operatori dif-
ferenziali presenti nell’equazione di Navier-Stokes. Vengono quindi definiti
gli operatori A (che rappresenta il Laplaciano con condizioni al bordo perio-
diche) e b (che rappresenta il termine non lineare) e, dopo l’esposizione di
alcune proprieta` fondamentali del moto Browniano, il problema viene for-
mulato come un’equazione differenziale stocastica ambientata in uno spazio
di Hilbert.
Nel secondo capitolo vengono affrontati alcuni problemi piu` semplici, che
differiscono dall’equazione di Navier-Stokes stocastica per l’assenza di uno
o piu` termini; la soluzione di tali problemi mette in luce diversi aspetti utili
per sviluppare il punto centrale del capitolo, cioe` il teorema di esistenza ed
unicita` della soluzione.
Grazie all’esistenza ed unicita` della soluzione, si puo` dimostrare che l’evolu-
zione temporale del campo di velocita` e` Markoviana: per questo nel terzo
capitolo ci si concentra sul semigruppo di transizione associato al problema,
che e` appunto un semigruppo di Markov, e si dimostra l’esistenza di una
misura invariante. L’esistenza della misura invariante rappresenta il primo
passo per ottenere dei risultati quantitativi: in particolare, nell’appendice
A si dimostra che vale l’uguaglianza∫
H0
[
1
t
∫ t
0
νPs
(‖ · ‖21) (x)ds]µ(dx) = ν ∫
H0
‖x‖21µ(dx) ≡ , (1)
dove ν e` la viscosita` cinematica, Ps e` il semigruppo di transizione per l’e-
quazione di Navier-Stokes stocastica, x rappresenta il campo di velocita`
iniziale, µ e` la misura invariante ed  una costante positiva. Tale uguaglian-
za implica che l’energia media dissipata per unita` di tempo tende ad un
limite finito  al tendere a zero della viscosita` (addirittura, e` indipendente
dalla viscosita`). Si vede quindi che, nel contesto matematico in cui abbiamo
inserito il problema della turbolenza, un’identita` come la 1, che rappresenta
una delle ipotesi basilari della teoria di Kolmogorov del 1941, diventa un
vero e proprio teorema.
C’e` una notevole differenza tra il modello del moto periodico ed una
qualsiasi situazione reale di moto di un fluido, rappresentata dal fatto che
in questo secondo caso sono sempre presenti delle pareti solide: poiche´ in
presenza di una parete solida e` necessario imporre, per un fluido viscoso,
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la condizione al bordo di non scorrimento (la velocita` deve annullarsi in
corrispondenza della parete), lungo il bordo viene creata della vorticita`.
Tuttavia, nel caso dell’equazione di Navier-Stokes stocastica questa grande
differenza scompare grazie alla presenza del termine di rumore. Consideria-
mo infatti il modello dell’equazione di Navier-Stokes stocastica per moti
periodici:
dU(t)
dt
+ U(t) · ∇U(t) = 1
R
∇2U(t)−∇p(t) + dW
dt
, (2)
dove U(t) e p(t) rappresentano i campi di velocita` e pressione adimensionali
all’istante t, R e` il numero di Reynolds e dWdt e` un rumore bianco; se cal-
coliamo il rotore di entrambi i membri della 2 otteniamo l’equazione della
dinamica della vorticita`:
dω(t)
dt
+ U(t) · ∇ω(t) = ω(t) · ∇U(t) + 1
R
∇2ω(t) + dW˜
dt
, (3)
dove ω(t) = ∇ × U(t) rappresenta il campo di vorticita` adimensionale al-
l’istante t e dW˜dt e` un altro rumore bianco. Dall’equazione 3 e` evidente che
il rumore esterno rappresenta un termine di sorgente per la vorticita`: esso,
pertanto, assolve il duplice ruolo di permettere una descrizione probabilisti-
ca del moto e di simulare un meccanismo, quello della creazione di vorticita`,
presente nel problema reale ma non introdotto esplicitamente nel model-
lo matematico. Tutto cio` suggerisce che non ci debbano essere differenze
sostanziali fra i risultati dimostrabili per l’equazione di Navier-Stokes stoca-
stica con condizioni al bordo periodiche e con condizioni al bordo di Dirich-
let: in effetti, tutto cio` che viene dimostrato in questo lavoro vale anche
per il problema su un dominio limitato con condizioni al bordo di Dirichlet
(si veda [8]). In definitiva, sebbene il modello considerato in questo lavoro
non sia realistico, ha il pregio di essere matematicamente trattabile ed e`
inoltre ragionevole aspettarsi che esso conduca a risultati simili a quelli che
si otterrebbero con modelli piu` realistici. Queste sono le principali ragioni
per cui si e` scelto di studiare l’equazione di Navier-Stokes stocastica in due
dimensioni come primo approccio al problema della turbolenza.
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Capitolo 1
Posizione del problema e sua
ambientazione funzionale
1.1 Equazioni del moto di un fluido
Supponiamo che un mezzo fluido riempia una certa regione dello spazio.
Per descriverne il moto adottiamo il punto di vista Euleriano e quindi
caratterizziamo il fluido mediante le funzioni ρ(t,x), p(t,x), u(t,x), T (t,x),
s(t,x), che esprimono rispettivamente la densita`, la pressione, la velocita`,
la temperatura e l’entropia per unita` di massa della particella fluida che
all’istante t sta passando per il punto x = (x1, . . . , xd) ∈ Rd. Indichiamo
con
x · y = x1y1 + . . .+ xdyd ∀x,y ∈ Rd
il prodotto scalare in Rd, con | · | la corrispondente norma e con
∇ =
(
∂
∂x1
, . . . ,
∂
∂xd
)
l’operatore gradiente in Rd. Nel caso in cui il moto abbia particolari proprie-
ta` di simmetria puo` essere che le componenti non nulle della velocita` siano
soltanto (u1, u2) e che tutte le grandezze dipendano soltanto da (x1, x2): in
questo caso il moto e` bidimensionale e si puo` assumere d = 2, negli altri casi
si ha d = 3.
Le equazioni che determinano il comportamento del fluido sono quelle
che si ricavano dai tre bilanci fondamentali della meccanica dei continui, cioe`
il bilancio della massa, quello della quantita` di moto e quello dell’energia;
esse vanno poi completate da alcune equazioni costitutive che caratterizzano
il particolare fluido in esame, oltre che dalle opportune condizioni iniziali ed
al bordo (si veda ad esempio [3], oppure [16]). Le equazioni di bilancio sono
le seguenti (l’operatore DDt indica la derivata materiale
∂
∂t + u · ∇):
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• l’equazione di bilancio della massa
Dρ
Dt
+ ρ∇ · u = 0;
• l’equazione di bilancio della quantita` di moto
ρ
Dui
Dt
= ρfi − ∂p
∂xi
+
∂τij
∂xj
,
dove fi sono le componenti della risultante per unita` di massa delle
forze di volume agenti sul fluido e τij e` la parte simmetrica e a traccia
nulla del tensore degli sforzi;
• l’equazione di bilancio dell’entropia
T
Ds
Dt
=
DE
Dt
+ p
D
Dt
(
1
ρ
)
= cp
DT
Dt
− βT
ρ
Dp
Dt
= Φ+
1
ρ
∇ · q,
dove cp e` il calore specifico a pressione costante, β ≡ −1ρ
(
∂ρ
∂T
)
p
e` il
coefficiente di espansione termica, Φ e` la funzione di dissipazione (cioe`
l’energia interna per unita` di massa dissipata nell’unita` di tempo a
causa delle tensioni viscose) e q e` il vettore flusso di calore.
Le equazioni costitutive sono:
• l’equazione di stato del fluido
ρ = ρ(p, T );
• l’equazione per il tensore degli sforzi, valida nel caso di un fluido
Newtoniano e Stokesiano1
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ(∇ · u)δij ,
dove µ e` la viscosita`;
• l’equazione per il flusso di calore (legge di Fourier)
q = −k∇T,
dove k e` la conducibilita` termica.
1Un fluido si dice Newtoniano se il tensore degli sforzi dipende solo linearmente dal
tensore “velocita` di deformazione”
(
∂ui
∂xj
+
∂uj
∂xi
)
, mentre si dice Stokesiano se la pressione
termodinamica coincide con la pressione “meccanica”, definita come pmecc ≡ − 13Tr(σij)
(σij e` il tensore degli sforzi).
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La funzione di dissipazione Φ e` data da
Φ =
1
ρ
τij
∂ui
∂xj
=
1
2ρ
τij
(
∂ui
∂xj
+
∂uj
∂xi
)
=
=
µ
2ρ
[(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
δij (∇ · u)
](
∂ui
∂xj
+
∂uj
∂xi
)
.
Nel caso in cui si abbia a che fare con un fluido incomprimibile omogeneo
il sistema di equazioni si semplifica notevolmente. Infatti, la densita` ρ e` in
questo caso costante ed uniforme e di conseguenza le equazioni di bilancio
della massa e della quantita` di moto si disaccoppiano dall’equazione di bi-
lancio dell’entropia. Inoltre l’espressione per il tensore τij si semplifica e, se
supponiamo che la viscosita` sia uniforme, otteniamo:
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
=⇒ ∂τij
∂xj
= µ∇2ui.
Pertanto, se siamo interessati solo alla distribuzione di pressione e velocita`
nel fluido, il sistema di equazioni da risolvere si riduce a:{
∂u
∂t + u · ∇u = f − ∇pρ + ν∇2u,
∇ · u = 0, (1.1)
dove abbiamo introdotto la viscosita` cinematica ν ≡ µρ ; le equazioni costi-
tutive sono ρ = cost e l’equazione per il tensore τij . In realta` l’equazione
di bilancio della quantita` di moto (che a questo punto non e` altro che l’e-
quazione di Navier-Stokes) si puo` ulteriormente semplificare nel caso in cui
le forze di volume siano conservative e quindi la loro risultante per unita` di
massa f si possa esprimere come il gradiente di un potenziale indipendente
dal tempo: f(x) = −∇ϕ(x) ∀x ∈ Rd. In tal caso, infatti, si puo` ridefinire
la pressione in modo che essa renda conto anche dell’effetto delle forze di
volume: basta porre
P = p+ ρϕ,
poiche´ in questo modo si ottiene
−∇P
ρ
= f − ∇p
ρ
.
Per comodita` continuiamo ad indicare con p questa pressione “modificata”
e riscriviamo il sistema 1.1 eliminando f :{
∂u
∂t + u · ∇u = −∇pρ + ν∇2u,
∇ · u = 0. (1.2)
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E` poi utile riscrivere le equazioni in forma adimensionale, per dissociare
l’effetto di un reale cambiamento dei valori delle grandezze in gioco dall’effet-
to di un cambiamento delle unita` di misura. Supponiamo allora che la speci-
ficazione delle condizioni iniziali ed al bordo coinvolga una lunghezza tipica
L ed una velocita` tipica U e definiamo delle nuove variabili adimensionali
u′ ≡ u
U
, x′ ≡ x
L
, t′ ≡ tU
L
, p′ ≡ p
ρU2
.
Con queste definizioni, le equazioni di bilancio della massa e della quantita`
di moto si riducono a{
∂u′
∂t′ + u
′ · ∇′u′ = −∇′p′ + 1R∇′2u′,
∇′ · u′ = 0, (1.3)
dove con ∇′ indichiamo il gradiente rispetto ad x′ e con R ≡ ULν il numero
di Reynolds. A questo punto le equazioni dipendono soltanto dal parametro
adimensionale R: pertanto, se si modificano i valori di U , L e ν in modo da
lasciare invariata la combinazione ULν , rimane invariata anche la soluzione
che si ottiene risolvendo le equazioni di bilancio in forma adimensionale e
l’effetto e` solo quello di un cambiamento delle unita` di misura. D’ora in
poi ometteremo per comodita` gli apici, sottintendendo che consideriamo le
grandezze come adimensionali e che facciamo riferimento alle equazioni del
moto nella forma 1.3.
Una volta stabilita la forma delle equazioni del moto, bisogna associare
ad esse un problema ai valori iniziali ed al bordo che sia ben posto. Nel
seguito ci restringeremo a considerare il caso di dimensione d = 2, ed in
questo caso e` noto che il problema e` ben posto (nel senso che la soluzione
esiste ed e` unica, si veda [19, § 3.2] oppure [18, capitolo 3, § 3]) quando
vengano assegnate:
• delle condizioni al bordo sull’aperto Ω ⊆ R2 all’interno del quale si
studia il problema:{
u(t,x) = φ(t,x) ∀ x ∈ ∂Ω, t > 0 se Ω ⊂ R2,
u(t,x) = ψ(t,x) ∀ t > 0 per |x| → +∞ se Ω = R2; (1.4)
• una condizione iniziale
u(0,x) = u0(x) ∀ x ∈ Ω, (1.5)
dove φ(t,x), ψ(t,x) e u0(x) sono funzioni assegnate. Affinche´ la soluzione
delle equazioni conservi il massimo grado di simmetria, sarebbe vantaggioso
non avere alcun bordo e quindi studiare il problema in tutto R2. Tuttavia,
l’illimitatezza del dominio conduce a delle complicazioni dal punto di vista
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matematico; si preferisce allora studiare il problema con delle condizioni al
bordo periodiche:
u(t,x+ 2piei) = u(t,x) ∀ x ∈ R2, t > 0, i = 1, 2 (1.6)
dove {e1, e2} e` la base canonica di R2.
E` conveniente a questo punto introdurre la media spaziale del campo di
velocita`
mu(t) ≡ 14pi2
∫
O
u(t,x)dx ∀ t ≥ 0, con O = (0, 2pi)× (0, 2pi)
e riscrivere il campo di velocita` come somma della sua media e della flut-
tuazione rispetto alla media:
u(t,x) =mu(t) + u(t,x) ∀ (t,x) ∈ [0,+∞)× R2.
Per stabilire come evolva nel tempo mu integriamo su O entrambi i membri
dell’equazione di Navier-Stokes in forma adimensionale 1.3; se u e` sufficien-
temente regolare, per esempio se u ∈ C2(O) per ogni t ∈ [0,+∞), si puo`
applicare la formula di Gauss-Green e quindi, indicando con ν il versore
normale a ∂O rivolto verso l’esterno di O, si ottiene∫
O
u · ∇ujdx =
∫
O
ui
∂uj
∂xi
dx =
∫
∂O
uiujνidS −
∫
O
uj
∂ui
∂xi
dx = 0,
∫
O
∇2uidx =
∫
∂O
ν · ∇uidS = 0,∫
O
∂p
∂xi
dx =
∫
∂O
pνidS = 0
(si e` usato il fatto che ∇ ·u = 0 e che gli integrali su ∂O si annullano grazie
alla periodicita` delle condizioni al bordo). Inoltre, se u ∈ C1([0,+∞)) per
ogni x ∈ R2, si ha ∫
O
∂ui
∂t
dx =
d
dt
∫
O
uidx,
per cui in definitiva si ottiene
dmu(t)
dt
= 0 ∀ t ≥ 0 (1.7)
e di conseguenza
mu(t) =mu0 ∀ t ≥ 0. (1.8)
Sostituendo nell’equazione di Navier-Stokes in forma adimensionale 1.3 si
ottiene quindi {
∂u
∂t + u · ∇u+mu0 · ∇u = −∇p+ 1R∇2u,
∇ · u = 0. (1.9)
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Una volta nota la quantita` mu0 , lo studio del problema 1.9 e` molto simile a
quello del problema 1.3 (le condizioni iniziali 1.5 ed al bordo 1.6 andranno
poste sul campo di velocita` u(t,x)). Pertanto nel seguito ci limiteremo a
considerare campi di velocita` a media nulla (mu(t) = 0 per ogni t ≥ 0) ed
eventualmente alla fine cercheremo di capire quali differenze si abbiano nel
caso in cui la media non sia nulla (si veda l’appendice B).
1.2 Spazi di funzioni legati all’equazione di Navier-
Stokes
La strategia che adottiamo per affrontare il problema 1.3 consiste nel
riscrivere i vari operatori differenziali che compaiono nell’equazione come
operatori agenti su opportuni spazi di funzioni. Una volta riformulato il
problema in questo modo, si ha il vantaggio di poter usare gli strumenti
dell’analisi funzionale per studiarne la risolubilita`. Introduciamo quindi, per
prima cosa, gli spazi di funzioni che emergono dallo studio dell’equazione di
Navier-Stokes (seguiamo un approccio simile a quello di [19]).
1.2.1 Spazi di funzioni a valori reali
Sia Ω un aperto di Rd ed indichiamo con L2(Ω) lo spazio vettoriale
delle (classi di equivalenza di) funzioni f : Ω → R misurabili e a quadrato
integrabile. Com’e` noto, questo spazio, dotato del prodotto scalare
〈f, g〉 =
∫
Ω
f(x)g(x)dx ∀ f, g ∈ L2(Ω),
e` uno spazio di Hilbert. Piu` in generale, per p ≥ 1 indichiamo con Lp(Ω) lo
spazio vettoriale delle (classi di equivalenza di) funzioni f : Ω→ Rmisurabili
e tali che ∫
Ω
|f(x)|pdx < +∞.
La norma in Lp(Ω) e` definita, ∀ p ≥ 1, come
|f |Lp =
[∫
Ω
|f(x)|pdx
]1/p
∀ f ∈ Lp(Ω)
e Lp(Ω) e` uno spazio di Banach rispetto a questa norma ∀ p ≥ 1.
Definizione 1.1 (Derivata debole) Per ogni multi-indice
α = (α1, . . . , αd) ∈ Nd, |α| ≡ α1 + · · ·+ αd,
diciamo che la funzione localmente integrabile v : Ω → R e` la α-esima
derivata in senso debole della funzione localmente integrabile f : Ω → R se
si ha ∫
Ω
f(x)Dαφ(x)dx = (−1)|α|
∫
Ω
v(x)φ(x)dx
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per ogni funzione test φ ∈ C∞(Ω) e a supporto compatto.
Indichiamo allora con Wm,p(Ω), m ∈ N, p ≥ 1, lo spazio di Sobolev delle
funzioni f : Ω → R localmente integrabili tali che per ogni multi-indice
α ∈ Nd con |α| ≤ m la derivata
Dαf =
∂|α|f
∂xα11 . . . ∂x
αd
d
esiste in senso debole ed appartiene a Lp(Ω) . E` noto che Wm,p(Ω), dotato
della norma
|f |Wm,p(Ω) =
 ∑
|α|≤m
∫
Ω
|Dαf(x)|pdx
1/p ∀ f ∈Wm,p(Ω),
e` uno spazio di Banach ∀ p ∈ [1,+∞). Nel caso p = +∞ lo spazio Wm,∞(Ω)
e` ancora uno spazio di Banach, rispetto alla norma
|f |Wm,∞(Ω) =
∑
|α|≤m
ess supx∈Ω |Dαf(x)|.
Indichiamo poi con Hm(Ω) lo spazio Wm,2(Ω), m ∈ N (adottiamo la
convenzione D0f = f , per cui in particolare si ha H0(Ω) = L2(Ω)). Hm(Ω),
dotato del prodotto scalare
〈f, g〉m =
∑
|α|≤m
〈Dαf,Dαg〉 ∀ f, g ∈ Hm(Ω),
e` uno spazio di Hilbert per ogni m ∈ N.
Indichiamo poi con L2# lo spazio vettoriale delle funzioni f : Rd → R
che sono localmente in L2 (cioe` sono in L2(Ω) per ogni aperto Ω ⊂ Rd la
cui chiusura sia un compatto) e sono periodiche di periodo 2pi rispetto a
ciascuna coordinata:
f(x+ 2piei) = f(x) ∀ x ∈ Rd, i = 1, . . . , d,
dove {e1, . . . , ed} e` la base canonica di Rd. Inoltre, se O = (0, 2pi)d, L2# e`
uno spazio di Hilbert rispetto al prodotto scalare
〈f, g〉 =
∫
O
f(x)g(x)dx ∀ f, g ∈ L2#.
Analogamente, per p ≥ 1, indichiamo con Lp# lo spazio vettoriale delle fun-
zioni f : Rd → R che sono localmente in Lp e sono periodiche di periodo 2pi
rispetto a ciascuna coordinata. La norma in Lp# e` definita ∀ p ≥ 1 come
|f |Lp# =
[∫
O
|f(x)|pdx
]1/p
∀ f ∈ Lp#
15
e Lp# e` uno spazio di Banach rispetto a questa norma per ogni p ≥ 1. Infine,
per m ∈ N indichiamo con Hm# lo spazio vettoriale delle funzioni f : Rd → R
che sono localmente inHm e tali che, per ogni multi-indice α, con |α| ≤ m−1,
la derivata Dαf e` periodica di periodo 2pi rispetto a ciascuna coordinata; il
prodotto scalare in Hm# e` definito per ogni m ∈ N come
〈f, g〉m =
∑
|α|≤m
〈Dαf,Dαg〉 ∀ f, g ∈ Hm#
e Hm# e` uno spazio di Hilbert rispetto a questo prodotto scalare per ogni
m ∈ N (in particolare, H0# = L2#); indichiamo con | · |m la corrispondente
norma.
E` utile dare una caratterizzazione degli spazi Hm# in termini della serie
di Fourier.
Proposizione 1.2 Sia f una funzione di L2# e sia
∑
k∈Zd cke
ik·x la sua
serie di Fourier, con c∗k = c−k ∀k ∈ Zd. Allora
f ∈ Hm# ⇐⇒
∑
k∈Zd
|k|2m|ck|2 < +∞
ed inoltre le due norme su Hm#
|f |m =
 ∑
|α|≤m
∫
O
|Dαf(x)|2 dx
1/2 e |f |′m =
∑
k∈Zd
(
1 + |k|2m) |ck|2
1/2
sono equivalenti.
Per dimostrare questa proposizione avremo bisogno del seguente risultato
relativo agli spazi di Sobolev (vedi [1, Teorema 3.16]).
Lemma 1.3 Se Ω e` un aperto limitato di Rd, lo spazio di Sobolev Hm(Ω)
coincide con il completamento dello spazio delle funzioni di classe Cm(Ω)
rispetto alla norma | · |m.
Dimostrazione della proposizione 1.2. Indichiamo con Cm# lo spazio
delle funzioni di classe Cm(Rd) periodiche di periodo 2pi rispetto a ciascuna
coordinata insieme alle loro derivate di ordine minore o uguale ad m.
Step 1. Facciamo vedere prima di tutto che
f ∈ Cm# ⇒
∑
k∈Zd
|k|2m|ck|2 < +∞. (1.10)
f(x) =
∑
k∈Zd
cke
ik·x =⇒ ∂
mf(x)
∂xmj
=
∑
k∈Zd
(ikj)
m cke
ik·x =⇒
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=⇒
∫
O
∣∣∣∣∣∂mf(x)∂xmj
∣∣∣∣∣
2
dx =
∑
k∈Zd
k2mj |ck|2; (1.11)
inoltre, siccome f ∈ Cm# ⊂ Hm# e di conseguenza |f |m < +∞, si ha in
particolare ∫
O
∣∣∣∣∣∂mf(x)∂xmj
∣∣∣∣∣
2
dx < +∞ ∀ j = 1, . . . , d
e quindi ∑
k∈Zd
k2mj |ck|2 < +∞ ∀ j = 1, . . . , d. (1.12)
Osserviamo ora che∑
k∈Zd
|k|2m|ck|2 =
∑
k∈Zd
(
k21 + . . .+ k
2
d
)m |ck|2.
Utilizzando la formula(
k21 + . . .+ k
2
d
)m = ∑
r1+...+rd=m
m!
r1! . . . rd!
k2r11 . . . k
2rd
d
e la disuguaglianza di Young si puo` dimostrare che esiste una costante
C1(m) > 0 dipendente da m tale che(
k21 + . . .+ k
2
d
)m ≤ C1(m) (k2m1 + . . .+ k2md ) ∀m ∈ N,
quindi ∑
k∈Zd
|k|2m|ck|2 ≤ C1(m)
∑
k∈Zd
(
k2m1 + . . .+ k
2m
d
) |ck|2, (1.13)
da cui riprendendo l’equazione 1.12 e sommando su j da 1 a d si ottiene
proprio la 1.10.
Step 2. Facciamo vedere ora che ∀m ∈ N esiste una costante C2(m) > 0
tale che, se f ∈ Cm# , allora
|f |2m ≤ C2(m)
∑
k∈Zd
|k|2m|ck|2.
Consideriamo infatti un multi-indice α tale che |α| = j ≤ m; allora si ha∫
O
|Dαf(x)|2dx =
∫
O
∣∣∣∣∣ ∂|α|f(x)∂xα11 . . . ∂xαdd
∣∣∣∣∣
2
dx
=
∑
k∈Zd
k2α11 . . . k
2αd
d |ck|2
=
∑
k∈Zd
k2α11 |ck|
2α1
j . . . k2α1d |ck|
2αd
j
=
∑
k∈Zd
(
k2j1 |ck|2
)α1
j
. . .
(
k2jd |ck|2
)αd
j
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dato che α1j + . . .+
αd
j = 1. Pertanto, applicando la disuguaglianza di Ho¨lder
discreta a questa sommatoria, si ottiene
∫
O
|Dαf(x)|2dx ≤
∑
k∈Zd
k2j1 |ck|2

α1
j
. . .
∑
k∈Zd
k2jd |ck|2

αd
j
≤
∑
k∈Zd
|k|2j |ck|2

α1
j
. . .
∑
k∈Zd
|k|2j |ck|2

αd
j
=
∑
k∈Zd
|k|2j |ck|2 ≤
∑
k∈Zd
|k|2m|ck|2 < +∞.
Di conseguenza, se C2(m) e` il numero di multi-indici α con |α| ≤ m,
sommando su tutti questi multi-indici si ottiene proprio
|f |2m ≤ C2(m)
∑
k∈Zd
|k|2m|ck|2 < +∞.
Step 3. Grazie allo step precedente, se f ∈ Cm# , allora si ha anche
|f |2m ≤ C2(m)
∑
k∈Zd
(
1 + |k|2m) |ck|2 = C2(m)|f |′2m;
pertanto, se riusciremo a far vedere che esiste una costante C3(m) > 0
dipendente da m tale che ∀m ∈ N si abbia
|f |′2m =
∑
k∈Zd
(
1 + |k|2m) |ck|2 ≤ C3(m)|f |2m ∀ f ∈ Cm# ,
allora avremo dimostrato l’equivalenza delle due norme sul sottospazio Cm# .
Grazie all’uguaglianza 1.11 ed alla disuguaglianza 1.13 dello step 1 si ha
∑
k∈Zd
|k|2m|ck|2 ≤ C1(m)
d∑
j=1
∫
O
∣∣∣∣∣∂mf(x)∂xmj
∣∣∣∣∣
2
dx,
∑
k∈Zd
|ck|2 =
∫
O
|f(x)|2 dx
e quindi
|f |′2m ≤
∑
k∈Zd
(
1 + |k|2m) |ck|2
≤
∫
O
|f(x)|2 dx+ C(m)
d∑
j=1
∫
O
∣∣∣∣∣∂mf(x)∂xmj
∣∣∣∣∣
2
dx
≤ max {1, C1(m)}|f |2m ≡ C3(m)|f |2m,
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il che implica l’equivalenza delle due norme su Cm# .
Step 4. Supponiamo ora f ∈ Hm# ; allora, grazie al lemma 1.3, esiste
una successione {fn}n∈N ⊂ Cm# tale che
|f − fn|m −→ 0 per n −→ +∞.
Inoltre, siccome le due norme | · |m e | · |′m sono equivalenti su Cm# grazie allo
step precedente, il completamento di Cm# rispetto alla norma | · |m coincide
con quello rispetto alla norma | · |′m. Di conseguenza si ha anche
|f − fn|′m −→ 0 per n −→ +∞,
da cui segue subito la tesi. Infatti, fissato ε > 0, per n sufficientemente
grande si ha ∀ f ∈ Hm#
|f |m ≥ |fn|m − |f − fn|m ≥ |fn|m − ε ≥ K1 |fn|′m − ε ≥ K1 |f |′m − 2ε,
|f |m ≤ |f − fn|m + |fn|m ≤ ε+ |fn|m ≤ ε+K2 |fn|′m ≤ 2ε+K2 |f |′m ,
dove K1,K2 sono opportune costanti positive; per l’arbitrarieta` di ε si ha
K1 |f |′m ≤ |f |m ≤ K2 |f |′m ∀ f ∈ Hm# ,
il che conclude la dimostrazione.
In definitiva possiamo dare una definizione equivalente degli spazi Hm#
nel seguente modo:
Hm# =
f ∈ L2# : f(x) = ∑
k∈Zd
cke
ik·x, c∗k = c−k,
∑
k∈Zd
|k|2m|ck|2 < +∞
 .
Osserviamo poi che la definizione appena data ha senso, in realta`, non solo
per m ∈ N, ma piu` in generale per un qualsiasi esponente reale positivo.
Quindi definiamo ∀ σ ≥ 0
Hσ# =
f ∈ L2# : f(x) = ∑
k∈Zd
cke
ik·x, c∗k = c−k,
∑
k∈Zd
|k|2σ|ck|2 < +∞
 ,
(1.14)
per cui in particolare si ha H0# = L
2
#. Questi spazi, dotati delle norme
|f |σ ≡
∑
k∈Zd
(
1 + |k|2σ) |ck|2
1/2 ∀ f ∈ Hσ#, (1.15)
sono degli spazi di Hilbert. E` utile introdurre anche i sottospazi delle
funzioni a media nulla
H˙σ# =
{
f ∈ Hσ# : c0 = 0
}
.
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Proposizione 1.4 Lo spazio H˙σ# e` un sottospazio chiuso di H
σ
# ∀σ ≥ 0.
Dimostrazione. Consideriamo prima di tutto il caso σ = 0. Sia {ϕn}n∈N
una successione di funzioni in H˙0# convergente in H
0
# ad una funzione ϕ.
Allora si avra`
ϕn(x) =
∑
k∈Zd
ck,ne
ik·x ∀ x ∈ Rd, n ∈ N, con c0,n = 0 ∀n ∈ N
ed inoltre ϕ ∈ H0#, quindi si puo` scrivere
ϕ(x) =
∑
k∈Zd
cke
ik·x ∀ x ∈ Rd;
di conseguenza si ha
|ϕ− ϕn|20 =
∑
k∈Zd
|ck − ck,n|2 −→ 0 per n −→ +∞.
Poiche´ c0,n = 0 ∀n ∈ N, se fosse c0 6= 0 si avrebbe
|ϕ− ϕn|20 ≥ |c0|2 ∀ n ∈ N,
il che e` assurdo. Dobbiamo allora concludere che anche ϕ ∈ H˙0#. Nel caso
σ > 0 basta osservare che |ϕ−ϕn|2σ ≥ |ϕ−ϕn|20 ∀σ > 0 e si ha la conclusione
esattamente come nel caso σ = 0. 
Osserviamo che, negli spazi H˙σ#, la norma
|f |′′σ ≡
∑
k∈Zd
|k|2σ|ck|2
1/2 ∀ f ∈ H˙σ# (1.16)
e` equivalente alla norma | · |σ definita dalla 1.15. Infatti, se f ∈ H˙σ#, con
f(x) =
∑
k∈Zd cke
ik·x per ogni x ∈ Rd e c0 = 0, si ha ovviamente∑
k∈Zd
|k|2σ|ck|2 <
∑
k∈Zd
(
1 + |k|2σ) |ck|2;
inoltre, poiche´ c0 = 0, si ha anche∑
k∈Zd
(
1 + |k|2σ) |ck|2 = ∑
k∈Zd,|k|≥1
(
1 + |k|2σ) |ck|2 ≤ 2 ∑
k∈Zd
|k|2σ|ck|2
e questo implica l’equivalenza delle due norme:
|f |′′σ ≤ |f |σ ≤
√
2|f |′′σ ∀ f ∈ H˙σ#, σ ≥ 0. (1.17)
Quando considereremo spazi H˙σ#, useremo per comodita` la notazione | · |σ,
al posto della | · |′′σ, per indicare la norma definita dalla 1.16.
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1.2.2 Spazi di funzioni a valori in R2
Poiche´ nello studio dell’equazione di Navier-Stokes abbiamo a che fare
con campi di velocita`, quindi con funzioni a valori in Rd, d = 2, 3, introdu-
ciamo per ogni p ≥ 1 anche gli spazi
Lp# ≡ Lp# ⊗ Rd.
Limitiamoci a studiare il caso d = 2, dato che in seguito ci concentreremo
sull’equazione di Navier-Stokes in due dimensioni. La norma in Lp# e` definita
per ogni p ≥ 1 come
‖f‖Lp# =
[∫
O
|f(x)|pdx
]1/p
=
[∫
O
(
f21 (x) + f
2
2 (x)
)p/2
dx
]1/p
∀ f ∈ Lp#
e Lp# e` uno spazio di Banach rispetto a questa norma per ogni p ≥ 1.
Introduciamo poi, per ogni σ ≥ 0, anche gli spazi
Hσ# ≡ Hσ# ⊗ R2.
Vediamo come si definiscono i prodotti scalari e le norme in questi spazi.
Nel caso in cui σ = m ∈ N il prodotto scalare e`
〈〈f ,g〉〉m = 〈f1, g1〉m + 〈f2, g2〉m (1.18)
=
∑
|α|≤m
[〈Dαf1, Dαg1〉+ 〈Dαf2, Dαg2〉] (1.19)
=
∑
|α|≤m
∫
O
[Dαf1(x)Dαg1(x) +Dαf2(x)Dαg2(x)] dx
=
∑
|α|≤m
∫
O
Dαf(x) ·Dαg(x)dx ∀ f ,g ∈ Hm# ; (1.20)
Hm# e` uno spazio di Hilbert rispetto a questo prodotto scalare per ognim ∈ N
(in particolare, H0# = L2#); indichiamo con ‖ · ‖m la corrispondente norma.
E` utile poi dare una caratterizzazione di questi spazi mediante la serie di
Fourier. Un sistema ortonormale e completo di elementi di H0# e` dato da{(
eh(x)
0
)
,
(
0
ek(x)
)}
h,k∈Z2
≡ {fh(x),gk(x)}h,k∈Z2
dove
ek(x) =
1
2pi
eik·x ∀k ∈ Z2, x ∈ R2.
Di conseguenza per ogni m ∈ N ogni funzione f ∈ Hm# , essendo in particolare
un elemento di H0#, si puo` espandere in serie di Fourier come
f(x) =
∑
k∈Z2
[ckfk(x) + dkgk(x)] ∀x ∈ R2. (1.21)
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Inoltre, grazie al risultato della proposizione 1.2 si ha
Hm# =
f ∈ H0# : f(x) = ∑
k∈Z2
[ckfk(x) + dkgk(x)] ,
c∗k = c−k, d
∗
k = d−k,
∑
k∈Z2
|k|2m (|ck|2 + |dk|2) < +∞

e le due norme
‖f‖m =
 ∑
|α|≤m
∫
O
|Dαf(x)|2 dx
1/2
‖f‖′m =
∑
k∈Z2
(
1 + |k|2m) (|ck|2 + |dk|2)
1/2
sono equivalenti. Quest’ultimo risultato e` dovuto al fatto che, grazie alla
proposizione 1.2, esistono delle costanti C1, C2 > 0 tali che ∀ f = (f1, f2) ∈
Hm#
C1|f1|2m ≤ |f1|′2m ≤ C2|f1|2m
C1|f2|2m ≤ |f2|′2m ≤ C2|f2|2m
e di conseguenza
C1
[|f1|2m + |f2|2m] ≤ |f1|′2m + |f2|′2m ≤ C2 [|f1|2m + |f2|2m] ∀ f ∈ Hm# ,
cioe` proprio
C1‖f‖2m ≤ ‖f‖′2m ≤ C2‖f‖2m ∀ f ∈ Hm# .
Per quanto riguarda poi il caso generale in cui σ ≥ 0, si ha
Hσ# =
f ∈ H0# : f(x) = ∑
k∈Z2
[ckfk(x) + dkgk(x)] , (1.22)
c∗k = c−k, d
∗
k = d−k,
∑
k∈Z2
|k|2σ (|ck|2 + |dk|2) < +∞

e la norma in questi spazi e`
‖f‖σ =
∑
k∈Z2
(
1 + |k|2σ) (|ck|2 + |dk|2)
1/2 ∀ f ∈ Hσ#. (1.23)
Con queste definizioni, gli spazi Hσ# sono spazi di Hilbert.
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Come nel caso delle funzioni a valori reali, per ogni σ ≥ 0 indichiamo
con H˙σ# il sottospazio chiuso di Hσ# formato dalle funzioni a media nulla,
cioe` per le quali c0 = d0 = 0. Definiamo poi la norma
‖f‖′′σ ≡
∑
k∈Z2
|k|2σ (|ck|2 + |dk|2)
1/2 ∀ f ∈ H˙σ#, σ ≥ 0; (1.24)
procedendo esattamente come nel caso delle funzioni a valori reali, si puo`
dimostrare che per ogni σ ≥ 0 questa norma e` equivalente alla norma ‖ · ‖σ
definita dalla 1.23. Quando considereremo spazi H˙σ#, useremo per comodita`
la notazione ‖ · ‖σ, al posto della ‖ · ‖′′σ, per indicare la norma definita dalla
1.24.
Osserviamo poi che i campi di velocita` con cui abbiamo a che fare
nell’equazione di Navier-Stokes sono solenoidali, quindi sara` utile consi-
derare spazi di funzioni che abbiano questa proprieta`. Introduciamo allora
il sottospazio di H0# definito come
span
{
vk : k ∈ Z2
}
dove
v0 ≡
(
e0(x)
e0(x)
)
, vk(x) ≡
(
− k2|k|ek(x)
k1
|k|ek(x)
)
∀k ∈ Z2 : |k| ≥ 1, x ∈ R2.
(1.25)
Osserviamo che questo sottospazio e` chiuso ed e` costituito da funzioni a
divergenza nulla, infatti si ha
∇ · vk(x) = i|k|ek(−k1k2 + k1k2) = 0 ∀k ∈ Z
2 : |k| ≥ 1, x ∈ R2.
In definitiva, gli spazi che avranno un ruolo rilevante nello studio dell’e-
quazione di Navier-Stokes sono, per σ ≥ 0, gli spazi
Hσ ≡
{
f ∈ H˙σ# : ∇ · f(x) = 0 ∀x ∈ R2
}
= H˙σ# ∩ span
{
vk : k ∈ Z2
}
che, in base a quanto detto finora, sono sottospazi chiusi di Hσ#. Poiche´ gli
spazi Hσ sono costituiti da funzioni a media nulla, l’insieme {vk}k∈Z2, |k|≥1
e` una base ortonormale di Hσ per ogni σ ≥ 0 e quindi si ha
Hσ = span
{
vk : k ∈ Z2, |k| ≥ 1
} ∀σ ≥ 0. (1.26)
Una qualsiasi funzione f ∈ H0 si puo` allora espandere in serie di Fourier
rispetto a questa base:
f(x) =
∑
k∈Z2, |k|≥1
fkvk(x) ∀x ∈ R2, (1.27)
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dove
fk = 〈〈f ,vk〉〉0 = −
k2
|k| 〈f1, ek〉+
k1
|k| 〈f2, ek〉
=
1
2pi|k|
∫
O
[−k2f1(x) + k1f2(x)] e−ik·xdx ∀k ∈ Z2 : |k| ≥ 1;
un’espansione analoga si puo` scrivere anche per funzioni di Hσ, con σ > 0.
Una funzione f ∈ Hσ si puo` naturalmente espandere in serie anche come
nell’equazione 1.21, ed in tal caso si avra` ck = − k2|k|fk e dk = k1|k|fk. Pertanto
la norma negli spazi Hσ si riduce a
‖f‖2σ =
∑
k∈Z2, |k|≥1
|k|2σ|fk|2 ∀ f ∈ Hσ. (1.28)
Indichiamo il prodotto scalare e la norma in Hσ con lo stesso simbolo utiliz-
zato per Hσ#: questo non creera` confusione perche´ nello studio dell’equazione
di Navier-Stokes considereremo sempre funzioni appartenenti a spazi Hσ.
Osservazione 1.5 Sebbene finora abbiamo considerato solo spazi Hσ#, Hσ#
e Hσ con σ ≥ 0, le definizioni 1.14, 1.22 e 1.26 hanno senso anche per
σ < 0. In particolare sara` utile in seguito ricordare che, se si identificano
gli spazi H0#, H0# e H0 con i rispettivi duali, allora ∀σ > 0 lo spazio H−σ#
e` il duale di Hσ#, lo spazio H
−σ
# e` il duale di H
σ
# ed analogamente H−σ e` il
duale di Hσ.
1.2.3 Alcune proprieta` degli spazi Hσ e Hσ
Enunciamo prima di tutto una proprieta` di approssimazione per gli
spazi di Sobolev, che si puo` dimostrare utilizzando i mollificatori (vedi
l’osservazione 1.7 e [11, § 5.3]).
Teorema 1.6 Sia Ω ⊂ Rd un aperto, Ωε = {x ∈ Ω : dist(x, ∂Ω) > ε} e
f ∈ Hm(Ω), m ∈ N. Allora esiste una famiglia {fε}ε>0 di funzioni tali che
fε ∈ C∞(Ωε) ∀ ε > 0, fε −→ f per ε −→ 0 localmente in Hm(Ω),
cioe` fε → f in Hm(U) per ogni aperto U ⊂ Ω la cui chiusura e` un compatto
contenuto in Ω.
Osservazione 1.7 Sia η : R → R una funzione di classe C∞ a supporto
contenuto in [−1, 1], pari, non negativa, strettamente positiva in 0 e tale che∫
Rd η(|x|)dx = 1. Allora la famiglia di funzioni {ηε}ε>0, con
ηε : Rd −→ R ηε(x) ≡ 1
εd
η
(∣∣∣x
ε
∣∣∣) ∀x ∈ Rd,
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si dice una famiglia di mollificatori e, data f ∈ Hm(Ω), una famiglia di
funzioni che possiede le proprieta` richieste nel teorema 1.6 e` {fε}ε>0, dove
fε(x) ≡ ηε ∗ f(x) =
∫
Ω
ηε(x− y)f(y)dy ∀x ∈ Ωε, ε > 0. (1.29)
Vediamo ora che, utilizzando lo stesso approccio, si possono dimostrare
proprieta` di approssimazione simili per gli spazi Hσ#, con σ ∈ R. Indichiamo
con C∞# lo spazio delle funzioni di classe C
∞(Rd) periodiche di periodo 2pi
rispetto a ciascuna coordinata insieme alle loro derivate di qualsiasi ordine.
Indichiamo poi con C˙∞# il sottospazio di C
∞
# costituito dalle funzioni a media
nulla.
Corollario 1.8 Sia f ∈ Hm# , con m ∈ N; allora esiste una successione di
funzioni {fn}n∈N ⊂ C∞# tale che
|f − fn|m −→ 0 per n −→ +∞. (1.30)
Dimostrazione. Definiamo la famiglia di funzioni {fε}ε>0 come
fε(x) ≡ ηε ∗ f(x) =
∫
Rd
ηε(x− y)f(y)dy
=
∫
B(0,ε)
ηε(y)f(x− y)dy ∀x ∈ Rd, ε > 0;
le funzioni fε sono di classe C∞(Rd) ed hanno la stessa periodicita` di f ,
quindi sono in C∞# . Per definizione di H
m
# , si ha che f ∈ Hm(Ω) per ogni
aperto limitato Ω ⊂ Rd, quindi applicando il risultato dell’osservazione 1.7
ad f su un aperto limitato Ω tale che per ε sufficientemente piccolo si abbia
O ⊂ Ωε, si ottiene
fε −→ f in Hm(O) per ε −→ 0,
cioe`
|f − fε|m −→ 0 per ε −→ 0.
Quindi esiste una successione decrescente {εn}n∈N di numeri reali positivi
tale che εn ↓ 0, O ⊂ Ωεn per ogni n ∈ N ed inoltre si ha
|f − fεn |m −→ 0 per n −→ +∞,
cioe` la successione {fn}n∈N ≡ {fεn}n∈N soddisfa la relazione 1.30. 
Corollario 1.9 Sia f ∈ Hσ#, con σ ∈ R; allora esiste una successione di
funzioni {fn}n∈N ⊂ C∞# tale che
|f − fn|σ −→ 0 per n −→ +∞. (1.31)
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Dimostrazione. Sia f(x) =
∑
k∈Zd cke
ik·x la serie di Fourier di f e sia
fεn(x) = ηεn ∗ f(x) ∀n ∈ N, x ∈ Rd la successione cui si fa riferimento nel
corollario 1.8; osserviamo che, grazie al fatto che la serie di Fourier di f
converge ad f in Hσ#, si ha
fεn(x) =
∫
B(0,εn)
ηεn(y)f(x− y)dy
=
∫
B(0,εn)
ηεn(y)
∑
k∈Zd
cke
ik·(x−y)dy
=
∑
k∈Zd
cke
ik·x
∫
B(0,εn)
ηεn(y)e
−ik·ydy
≡
∑
k∈Zd
ck,εne
ik·x ∀n ∈ N, x ∈ Rd.
Definiamo poi
g(x) ≡
∑
k∈Zd
|k|σckeik·x ∀x ∈ Rd;
poiche´ f ∈ Hσ#, si ha ∑
k∈Zd
|k|2σ|ck|2 < +∞,
quindi
f ∈ Hσ# =⇒ g ∈ H0#.
Pertanto, se si definisce gεn(x) ≡ ηεn ∗ g(x) ∀n ∈ N, x ∈ Rd, dal corollario
1.8 si ricava che
gεn −→ g in H0# per n −→ +∞. (1.32)
D’altra parte, sempre grazie al fatto che la serie di Fourier di f converge ad
f in Hσ# (e quindi la serie di Fourier di g converge a g in H
0
#), risulta
gεn(x) =
∫
B(0,εn)
ηεn(y)g(x− y)dy
=
∫
B(0,εn)
ηεn(y)
∑
k∈Zd
|k|σckeik·(x−y)dy
=
∑
k∈Zd
|k|σckeik·x
∫
B(0,εn)
ηεn(y)e
−ik·ydy
=
∑
k∈Zd
|k|σck,εneik·x ∀n ∈ N, x ∈ Rd.
Questo implica che la relazione 1.32 si puo` riscrivere nella forma
|g − gεn |20 =
∑
k∈Zd
|k|2σ|ck − ck,εn |2 −→ 0 per n −→ +∞
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e quindi in definitiva
|f − fεn |2σ = |g − gεn |20 −→ 0 per n −→ +∞, (1.33)
cioe` la successione {fn}n∈N ≡ {fεn}n∈N soddisfa la relazione 1.31. 
Osservazione 1.10 Consideriamo il caso in cui f ∈ H˙σ#, con σ ∈ R. In
tal caso si ha
fεn = ηεn ∗ f ∈ C˙∞# ∀n ∈ N.
Infatti per ogni n ∈ N si ha, grazie al teorema di Fubini,∫
O
fεn(x)dx =
∫
O
[∫
B(0,εn)
ηεn(y)f(x− y)dy
]
dx
=
∫
B(0,εn)
ηεn(y)
[∫
O
f(x− y)dx
]
dy = 0.
Pertanto possiamo concludere che ogni funzione di H˙σ#, con σ ∈ R, si puo`
approssimare, nella norma di H˙σ#, con una successione di funzioni contenuta
in C˙∞# .
Possiamo estendere ulteriormente i risultati ottenuti considerando fun-
zioni a valori vettoriali. Adottiamo la notazione C∞# = C∞# ⊗ R2 ed indi-
chiamo con C˙∞# il sottospazio chiuso di C∞# costituito dalle funzioni a media
nulla. Definiamo poi l’insieme
C ≡
{
u ∈ C˙∞# : ∇ · u(x) = 0 ∀x ∈ R2
}
.
Corollario 1.11 Sia f ∈ Hσ#, con σ ∈ R; allora esiste una successione di
funzioni {fn}n∈N ⊂ C∞# tale che
‖f − fn‖σ −→ 0 per n −→ +∞. (1.34)
Dimostrazione. f = (f1, f2) ∈ Hσ# =⇒ f1, f2 ∈ Hσ#, quindi grazie al
corollario 1.9 esistono due successioni di funzioni {f1,n}n∈N e {f2,n}n∈N di
classe C∞# tali che
|f1 − f1,n|σ −→ 0 per n −→ +∞,
|f1 − f2,n|σ −→ 0 per n −→ +∞.
Grazie alla definizione 1.23 della norma in Hσ#, se per ogni n ∈ N si definisce
fn = (f1,n, f2,n), si ottiene
‖f − fn‖2σ = |f1 − f1,n|2σ + |f2 − f2,n|2σ −→ 0 per n −→ +∞,
il che conclude la dimostrazione. 
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Osservazione 1.12 In particolare, se definiamo f1,εn e f2,εn come indicato
nel corollario 1.8, la successione di funzioni definita da fεn = (f1,εn , f2,εn)
per ogni n ∈ N soddisfa la 1.34.
Inoltre, se supponiamo che f sia un elemento di H˙σ#, ragionando come nel-
l’osservazione 1.10 possiamo far vedere che la successione {fεn}n∈N e` con-
tenuta in C˙∞# e converge a f rispetto alla norma di H˙σ#.
Se poi supponiamo anche che f abbia divergenza nulla, cioe` che sia un
elemento di Hσ, allora f si puo` espandere in serie di Fourier come
f(x) =
∑
k∈Z2, |k|≥1
fkvk
=
∑
k∈Z2, |k|≥1
[
− k2|k|fk
(
ek(x)
0
)
+
k1
|k|fk
(
0
ek(x)
)]
∀x ∈ R2;
percio` risulta
fεn(x) =
∑
k∈Z2, |k|≥1
[
− k2|k|fk,εn
(
ek(x)
0
)
+
k1
|k|fk,εn
(
0
ek(x)
)]
=
∑
k∈Z2, |k|≥1
fk,εnvk ∀x ∈ R2, n ∈ N,
cioe` anche fεn e` a divergenza nulla per ogni n ∈ N. Questo significa che la
successione {fεn}n∈N e` contenuta in C e converge a f rispetto alla norma di
Hσ.
In definitiva possiamo concludere che ogni funzione in Hσ si puo` approssi-
mare, nella norma di Hσ, con una successione di funzioni contenuta nell’in-
sieme C.
Il seguente risultato sara` utile nella formulazione astratta dell’equazione
di Navier-Stokes.
Proposizione 1.13 Sia
G =
{
f ∈ H0# : ∃q ∈ H1# : f = ∇q
}
e sia
F =
{
u ∈ H1# : ∇ · u = 0
}
.
Allora G ⊂ F⊥, dove F⊥ e` il complemento ortogonale di F in H0#.
Dimostrazione. Dobbiamo far vedere che 〈〈u,∇q〉〉0 = 0 ∀u ∈ F , q ∈ H1#.
Siano allora u ∈ F, q ∈ H1#; grazie al corollario 1.8 ed all’osservazione 1.12,
esistono due successioni di funzioni {qn}n∈N ⊂ C∞# e {un}n∈N ⊂ C∞# ∩ F
tali che
|q − qn|1 −→ 0, ‖u− un‖1 −→ 0 per n −→ +∞. (1.35)
28
Inoltre si ha
〈〈u,∇q〉〉0 = limn→+∞ 〈〈un,∇qn〉〉0 , (1.36)
infatti
|〈〈u,∇q〉〉0 − 〈〈un,∇qn〉〉0| =
∣∣∣∣∫O ui ∂q∂xidx−
∫
O
un,i
∂qn
∂xi
dx
∣∣∣∣
≤
∣∣∣∣∫O (ui − un,i) ∂q∂xidx
∣∣∣∣
+
∣∣∣∣∫O un,i
(
∂q
∂xi
− ∂qn
∂xi
)
dx
∣∣∣∣
≤
∫
O
|ui − un,i|
∣∣∣∣ ∂q∂xi
∣∣∣∣ dx
+
∫
O
|un,i|
∣∣∣∣ ∂q∂xi − ∂qn∂xi
∣∣∣∣ dx
≤ |ui − un,i|0
∣∣∣∣ ∂q∂xi
∣∣∣∣
0
+ |un,i|0
∣∣∣∣ ∂q∂xi − ∂qn∂xi
∣∣∣∣
0
.
Grazie alle relazioni 1.35 ed al fatto che
∣∣∣ ∂q∂xi ∣∣∣0 e |un,i|0 sono limitate, si
ottiene proprio la 1.36. Osserviamo infine che, grazie alla regolarita` di un e
qn, possiamo applicare ∀n ∈ N la formula di Gauss-Green; sfruttando poi la
periodicita` delle condizioni al bordo ed il fatto che un ∈ F per ogni n ∈ N,
si ottiene (indichiamo con ν il versore normale a ∂O)
〈〈un,∇qn〉〉0 =
∫
O
un,i
∂qn
∂xi
dx
= −
∫
O
∂un,i
∂xi
qn(x)dx+
∫
∂O
un,iqnνidS
= −
∫
O
qn∇ · undx+
∫
∂O
qnun · νdS = 0 ∀n ∈ N.
Di conseguenza, per la 1.36, si ottiene proprio 〈〈u,∇q〉〉0 = 0. 
E` utile anche sapere se, nel caso in cui una funzione appartenga ad un
certo spazio di SobolevHm, essa appartenga automaticamente ad altri spazi.
Ricordiamo allora il teorema di immersione per gli spazi di Sobolev (si veda,
ad esempio, [11, § 5.6]).
Teorema 1.14 Sia Ω ⊂ Rd un aperto limitato con frontiera Lipschitziana
e sia f ∈ Hm(Ω), con m ∈ N.
1.
m <
d
2
=⇒ f ∈ Lq(Ω), con 1
q
=
1
2
− m
d
;
inoltre l’immersione di Hm(Ω) in Lq(Ω) e` continua, cioe` vale la stima
|f |Lq(Ω) ≤ C|f |m, dove C > 0 e` una costante dipendente solo da m, d
e dall’aperto Ω;
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2.
m >
d
2
=⇒ f ∈ C(Ω)
e l’immersione di Hm(Ω) in C(Ω) e` continua.
Nel caso in cui si considerino funzioni periodiche, il teorema di immersione
si puo` riformulare nel seguente modo.
Teorema 1.15 Sia f ∈ Hσ#, con σ ≥ 0.
1.
σ <
d
2
=⇒ f ∈ Lq#, con
1
q
=
1
2
− σ
d
e l’immersione di Hσ# in L
q
# e` continua;
2.
σ >
d
2
=⇒ f ∈ C#
e l’immersione di Hσ# in C# e` continua.
In particolare, nel caso d = 2, si ottiene
Hσ# ⊂
{
L
2
1−σ
# se 0 < σ < 1,
C# se σ > 1,
(1.37)
con immersione continua. Anche nel caso di funzioni a valori in R2 valgono
analoghi risultati di immersione.
Utilizzeremo in seguito anche la seguente stima di interpolazione per le
norme ‖ · ‖σ.
Proposizione 1.16 Siano α, β, γ ∈ R tali che 0 ≤ α < β < γ. Allora per
ogni f ∈ Hα ∩Hγ si ha
‖f‖β < ‖f‖
γ−β
γ−α
α ‖f‖
β−α
γ−α
γ . (1.38)
Dimostrazione. Poiche´ β ∈ (α, γ), esiste θ ∈ (0, 1) tale che
β = (1− θ)α+ θγ.
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Sia
∑
k∈Z2, |k|≥1 fkvk la serie di Fourier di f ; allora, applicando la disu-
guaglianza di Ho¨lder discreta2, si ottiene
‖f‖2β =
∑
k∈Z2, |k|≥1
|k|2β |fk|2 =
∑
k∈Z2, |k|≥1
|k|2((1−θ)α+θγ)|fk|2
=
∑
k∈Z2, |k|≥1
|k|2(1−θ)α|fk|2(1−θ)|k|2θγ |fk|2θ
≤
 ∑
k∈Z2, |k|≥1
|k|2α|fk|2
1−θ ∑
k∈Z2, |k|≥1
|k|2γ |fk|2
θ
= ‖f‖2(1−θ)α ‖f‖2θγ .
(1.39)
Osserviamo ora che
γ − β = (1− θ)(γ − α), β − α = θ(γ − α),
quindi sostituendo nella 1.39 si ottiene la tesi. 
1.3 Formulazione astratta dell’equazione di Navier-
Stokes deterministica
A questo punto possiamo riformulare il problema 1.3, con le condizioni
iniziali 1.5 ed al bordo 1.6, come un’equazione differenziale ordinaria ambien-
tata in uno spazio di Hilbert.
Precisamente, siano u(t) il campo di velocita` e p(t) il campo di pressione
in un generico istante t ≥ 0, cioe` le applicazioni
u(t) : R2 −→ R2 p(t) : R2 −→ R2
x 7−→ u(t,x), x 7−→ p(t,x);
supponiamo che u(t) ∈ H2# ∀ t ≥ 0 e p(t) ∈ H1# ∀ t ≥ 0 e definiamo le
applicazioni
U : [0,+∞) −→ H2# p : [0,+∞) −→ H1#
t 7−→ u(t), t 7−→ p(t).
Possiamo allora riscrivere il problema 1.3, con la condizione iniziale 1.5, nella
forma
dU(t)
dt + U(t) · ∇U(t) = 1R∇2U(t) +∇p(t) ∀ t ≥ 0,
∇ · U(t) = 0 ∀ t ≥ 0,
U(0) = u0 ∈ H2#
(1.40)
2p, q > 1 : 1
p
+ 1
q
= 1⇒∑i |aibi| ≤ (∑i |ai|p)1/p (∑i |bi|q)1/q
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ed interpretare∇2 e U(t)·∇ come operatori agenti sullo spazioH2#. Possiamo
fare un ulteriore passo avanti ed eliminare l’equazione ∇ · U(t) = 0 dal
sistema 1.40 proiettando entrambi i membri dell’equazione di Navier-Stokes
sul sottospazio chiuso di H2# costituito dalle funzioni a divergenza nulla;
inoltre, poiche´ ci siamo riproposti di considerare campi di velocita` a media
nulla, proiettiamo ulteriormente sul sottospazio chiuso di H2# costituito dalle
funzioni a media e divergenza nulle, cioe` su H2. Sia allora P il proiettore su
H2 e definiamo
X(t) ≡ PU(t) ∀ t ≥ 0, x0 = Pu0.
Se poi F e G sono definiti come nella proposizione 1.13, si ha H2 ⊂ F =⇒
F⊥ ⊂ H⊥2 =⇒ G ⊂ H⊥2 ; pertanto, quando si proietta su H2, il termine
∇p(t) scompare dall’equazione. Osserviamo poi che, grazie alla periodicita`
delle condizioni al bordo, si ha P∇2U(t) = ∇2PU(t) = ∇2X(t).
In definitiva, abbiamo ricondotto lo studio del moto bidimensionale di
un fluido incomprimibile con condizioni al bordo periodiche allo studio del
seguente problema:
dX(t)
dt + PX(t) · ∇X(t) = 1R∇2X(t) ∀ t ≥ 0,
X(0) = x0 ∈ H2,
(1.41)
che si puo` interpretare come un problema di Cauchy nello spazio di Hilbert
H2. In particolare, il campo di velocita` X(t) sara` una funzione a valori in
H2:
X : [0,+∞) −→ H2
t 7−→ X(t).
1.4 Il termine di rumore
A questo punto vogliamo riscrivere il problema 1.41 in una forma che si
adatti anche allo studio del fenomeno della turbolenza. Sperimentalmente
si e` visto che, sebbene non sia possibile effettuare previsioni dettagliate del
comportamento di un fluido nel regime turbolento, le sue proprieta` stati-
stiche sono prevedibili. Per questo appare naturale cercare di dare una de-
scrizione probabilistica del problema; il modo piu` semplice per farlo consiste
nell’aggiungere all’equazione di Navier-Stokes un termine forzante di tipo
stocastico. In particolare, e` conveniente scegliere come termine forzante
un rumore bianco temporale, perche´ in questo modo si puo` affrontare il
problema ricorrendo all’aiuto del calcolo di Itoˆ (vedi [5], oppure [13]).
Per introdurre il termine di rumore bianco nell’equazione di Navier-
Stokes e comprenderne le proprieta` e` utile pensare per un attimo al caso
32
del rumore bianco a valori reali. Sia (Ω,F ,P) uno spazio probabilizzato, in-
dichiamo con B(R) la σ-algebra dei Boreliani di R e consideriamo un processo
stocastico reale, cioe` un’applicazione
F : Ω× [0,+∞) −→ R
(ω, t) 7−→ F (ω, t),
tale che ∀ t ∈ [0,+∞) l’applicazione parziale
F (t) : Ω −→ R
ω 7−→ F (ω, t)
sia misurabile. In modo informale, potremmo dire che il processo stocastico
F = {F (t)}t≥0 e` un rumore bianco temporale se si ha
E[F (t)] =
∫
Ω
F (ω, t)P(dω) = 0 ∀ t ∈ [0,+∞), (1.42)
E[F (t)F (s)] =
∫
Ω
F (ω, t)F (ω, s)P(dω) = δ(t− s) ∀ t, s ∈ [0,+∞).
(1.43)
Pertanto e` ragionevole aspettarsi che, se f : R −→ R e` una funzione tale che
per a, b ∈ R e per ogni ω ∈ Ω sia possibile definire l’integrale ∫ ba f(t)F (ω, t)dt,
si abbia
E
[(∫ b
a
f(t)F (t)dt
)2]
=
∫ b
a
∫ b
a
f(t)f(s)E[F (t)F (s)]dtds =
∫ b
a
f2(t)dt.
(1.44)
Per dare una definizione di rumore bianco piu` rigorosa dal punto di vista
matematico bisogna passare attraverso la definizione del moto Browniano o
processo di Wiener.
Definizione 1.17 Diciamo che un processo stocastico realeW = {W (t)}t≥0
su (Ω,F ,P) e` un processo di Wiener se
1. le traiettorie del processo, cioe` le funzioni W (ω) : [0,+∞) → R, t 7→
W (ω, t), sono continue in [0,+∞) P-quasi certamente su Ω;
2. W (0) = 0 e, se 0 ≤ s < t, W (t) − W (s) e` una variabile aleatoria
Gaussiana di media nulla e covarianza t− s;
3. se 0 < t1 < . . . < tn, le variabili aleatorie W (t1), W (t2) −W (t1),. . .,
W (tn)−W (tn−1) sono indipendenti.
Allora, se X appartiene ad un opportuno insieme di processi stocastici (il
cosiddetto insieme dei processi prevedibili a quadrato integrabile), e` possibile
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dare una definizione dell’integrale di X rispetto ad un processo di Wiener
W (integrale di Itoˆ): per ogni T > 0 l’integrale∫ T
0
X(s)dW (s)
e` una variabile aleatoria tale che per ogni T > 0 risulta
E
[∫ T
0
X(s)dW (s)
]
= 0, (1.45)
E
[(∫ T
0
X(s)dW (s)
)(∫ T
0
Y (s)dW (s)
)]
=
∫ T
0
E[X(s)Y (s)]ds. (1.46)
In particolare, per X = Y si ha
E
[(∫ T
0
X(s)dW (s)
)2]
=
∫ T
0
E[X2(s)]ds ∀T > 0, (1.47)
quindi se X e` una funzione deterministica si ottiene proprio l’equazione
1.44. Sembrerebbe allora naturale definire il rumore bianco come la derivata
rispetto al tempo di W (t): in questo modo, con F (t) = dW (t)dt , l’equazione
1.47 diventerebbe proprio la 1.44. In realta` si puo` dimostrare che le tra-
iettorie del processo di Wiener sono quasi certamente non derivabili e di
conseguenza una tale definizione non puo` avere senso. Pertanto, quando si
aggiunge ad un’equazione differenziale deterministica un termine di rumore
bianco, bisogna tener presente che solo l’equazione integrale ad essa associata
continua ad avere senso; per evidenziare questo fatto, ad esempio nel caso
di un’equazione del primo ordine della forma X˙(t) = a(X(t)), e` opportuno
riscrivere l’equazione nella forma dX(t) = a(X(t))dt + dW (t), contenente
solo i differenziali e non le derivate.
Questi risultati si possono estendere poi al caso d-dimensionale, proce-
dendo in maniera analoga al caso reale. Un processo di Wiener a valori in
Rd su (Ω,F ,P) si definisce semplicemente come un vettore di d processi di
Wiener reali indipendenti
W (t) ≡ (W1(t), . . . ,Wd(t)) ∀ t ≥ 0.
Allora, se X appartiene ad un opportuno insieme di processi stocastici a
valori nello spazio L(Rd,Rn) degli operatori lineari da Rd a Rn, e` possibile
dare una definizione dell’integrale di Itoˆ di X rispetto ad un processo di
Wiener W a valori in Rd: basta porre∫ T
0
X(s)dW (s) =
n∑
i=1
ei
d∑
j=1
∫ T
0
Xij(s)dWj(s) ∀T > 0, (1.48)
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dove {e1, . . . , en} e` la base canonica di Rn. In questo caso
∫ T
0 X(s)dW (s)
sara` una variabile aleatoria a valori in Rn e godra` di due proprieta` analoghe
alle 1.45 ed 1.46: infatti per ogni T > 0 risulta
E
[∫ T
0
X(s)dW (s)
]
= 0, (1.49)
E
[(∫ T
0
X(s)dW (s)
)
·
(∫ T
0
Y (s)dW (s)
)]
=
∫ T
0
E
[
Tr(Y (s)Xt(s))
]
ds,
(1.50)
dove Xt(s) indica la matrice trasposta di X(s).
Infine, si possono estendere le definizioni di processo di Wiener ed inte-
grale di Itoˆ al caso di dimensione infinita (vedi [9]). Sia U uno spazio di
Hilbert separabile, con prodotto scalare 〈·, ·〉U e norma | · |U , e sia Q un
operatore lineare limitato, simmetrico, definito positivo e di classe traccia3
su U . Allora esistono un sistema ortonormale completo {ek}k∈N di vettori
di U ed una successione {λk}k∈N di numeri reali positivi tali che
Qek = λkek ∀ k ∈ N,
+∞∑
k=1
λk < +∞.
Definizione 1.18 Diciamo che un processo stocastico W = {W (t)}t≥0 su
(Ω,F ,P) a valori in U e` un Q-processo di Wiener se
1. le traiettorie del processo, cioe` le funzioni W (ω) : [0,+∞) → U, t 7→
W (ω, t), sono continue in [0,+∞) P-quasi certamente su Ω;
2. W (0) = 0 e, se 0 ≤ s < t, W (t) − W (s) e` una variabile aleatoria
Gaussiana a valori in U di media nulla ed operatore covarianza (t −
s)Q;
3. se 0 < t1 < . . . < tn, le variabili aleatorie W (t1), W (t2)−W (t1), . . .,
W (tn)−W (tn−1) sono indipendenti.
E` possibile poi dimostrare la seguente proposizione.
Proposizione 1.19 Sia W = {W (t)}t≥0 un Q-processo di Wiener. Allora
valgono le seguenti affermazioni:
1. W e` un processo Gaussiano a valori in U e ∀ t, s ≥ 0 si ha
E[W (t)] = 0, E [〈W (t), v〉U 〈W (s), w〉U ] = 〈(tQ)v, w〉U ∀ v, w ∈ U,
cioe` W (t) e` una variabile aleatoria Gaussiana di media nulla ed ope-
ratore covarianza tQ per ogni t ≥ 0;
3Diciamo che un operatore lineare limitato T su uno spazio di Hilbert U con prodotto
scalare 〈·, ·〉U e` simmetrico se 〈Tx, y〉U = 〈x, Ty〉U ∀x, y ∈ U , definito positivo se 〈Tx, x〉 >
0 ∀x ∈ U , di classe traccia se per un sistema ortonormale completo {ek}k∈N di vettori di
U (e di conseguenza anche per tutti gli altri) si ha TrQ ≡∑+∞k=0 〈Qek, ek〉U < +∞.
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2. per ogni t ≥ 0 e` possibile espandere W nella forma
W (t) =
+∞∑
k=0
√
λkβk(t)ek, (1.51)
dove
βk(t) =
1√
λk
〈W (t), ek〉U , k ∈ N,
sono processi di Wiener reali indipendenti su (Ω,F ,P); inoltre la serie
1.51 converge in L2(Ω,F ,P).
Sia poi H un altro spazio di Hilbert separabile, con prodotto scalare 〈·, ·〉H
e norma | · |H ; definiamo l’insieme NW (0, T ) dei processi stocastici X su
(Ω,F ,P) a valori nello spazio L(U,H) degli operatori lineari limitati da U
a H che soddisfano la condizione
E
[∫ T
0
Tr[X(s)QX∗(s)]ds
]
< +∞ ∀T > 0, (1.52)
dove con X∗(t) indichiamo l’operatore aggiunto di X(t). Allora per X ∈
NW (0, T ) e` possibile dare una definizione dell’integrale di Itoˆ4 di X rispetto
ad un processo di Wiener W a valori in U : per ogni T > 0∫ T
0
X(s)dW (s)
e` una variabile aleatoria definita su (Ω,F ,P) a valori in H, che soddisfa due
proprieta` analoghe alle 1.45 e 1.46: per ogni T > 0 risulta
E
[∫ T
0
X(s)dW (s)
]
= 0, (1.53)
E
[〈∫ T
0
X(s)dW (s),
∫ T
0
Y (s)dW (s)
〉
H
]
=
∫ T
0
E [Tr(Y (s)QX∗(s))] ds.
(1.54)
Inoltre si puo` dimostrare (vedi [9, § 4.3.2]) che l’integrale di Itoˆ rispetto ad
un processo di Wiener infinito dimensionale puo` essere ottenuto come un
limite di integrali di Itoˆ rispetto a processi di Wiener finito dimensionali.
Precisamente, se definiamo
WN (t) ≡
N∑
k=0
√
λkβk(t)ek ∀ t ∈ [0, T ], N ∈ N,
vale il seguente risultato.
4In realta` l’integrale stocastico si puo` definire per processi a valori in una classe piu`
ampia di operatori lineari, anche non limitati, ma per i nostri scopi sara` sufficiente
considerare processi a valori in NW (0, T ).
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Teorema 1.20 Sia X(t) ∈ NW (0, T ) con T > 0. Allora si ha
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
X(s)dW (s)−
∫ t
0
X(s)dWN (s)
∣∣∣∣2
H
]
−→ 0 per N −→ +∞,
(1.55)
quindi esiste una sottosuccessione
{∫ t
0 X(s)dWNk(s)
}
k∈N
che converge a∫ t
0 X(s)dW (s) P-quasi certamente ed uniformemente su [0, T ].
A questo punto siamo pronti ad introdurre il termine di rumore nel
problema 1.41. Sia B ∈ L(H2) e sia W (t) un Q-processo di Wiener a valori
in H2: allora il termine di rumore che introduciamo nel problema 1.41 e`
BW˙ (t). Tuttavia, come abbiamo gia` osservato a proposito del processo di
Wiener reale, non ha senso considerare W˙ (t); pertanto, con l’introduzione
del termine di rumore, soltanto l’equazione integrale associata al problema
1.41 continua ad avere senso. Per tenere presente questo fatto riscriviamo il
problema 1.41 in una forma che contenga solo i differenziali e non le derivate:
dX(t) + PX(t) · ∇X(t)dt = 1R∇2X(t)dt+BdW (t) ∀ t ≥ 0,
X(0) = x0 ∈ H2.
(1.56)
Il problema da studiare e` a questo punto un problema di Cauchy per un’e-
quazione differenziale stocastica in H2 ed il campo di velocita` X(t) va inter-
pretato come un processo stocastico a valori inH2, cioe` come un’applicazione
X : Ω× [0,+∞) −→ H2
(ω, t) 7−→ X(ω, t).
1.5 Gli operatori A e b
1.5.1 L’operatore di Stokes A
Vogliamo ora analizzare le proprieta` degli operatori differenziali che com-
paiono nel problema 1.56: cominciamo chiedendoci quale sia il significato
della relazione
∇2u(x) = f(x) ∀x ∈ R2, (1.57)
con u ∈ H2, f ∈ H0, cioe` quale sia il legame fra il campo di velocita` ed il
suo Laplaciano. Consideriamo prima di tutto il caso in cui
u ∈ C =
{
u ∈ C˙∞# : ∇ · u(x) = 0 ∀ x ∈ R2
}
;
in tal caso possiamo rendere piu` esplicita la relazione 1.57 sostituendo alle
funzioni u e f le rispettive serie di Fourier:
u(x) =
∑
k∈Z2, |k|≥1
ukvk(x), f(x) =
∑
k∈Z2, |k|≥1
fkvk(x) ∀x ∈ R2,
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dove le funzioni vk(x) sono definite dalla 1.25; allora si ha
∇2u(x) =
∑
k∈Z2, |k|≥1
(−|k|2ukvk(x)) ∀x ∈ R2 =⇒
∇2u(x) = f(x) ∀x ∈ R2 ⇐⇒ −|k|2uk = fk ∀k ∈ Z2 : |k| ≥ 1. (1.58)
Possiamo interpretare la relazione 1.58 come la definizione di un operatore
lineare A che associa ad ogni funzione u ∈ C, con coefficienti di Fourier
uk, il suo Laplaciano, cioe` la funzione f ∈ C con coefficienti di Fourier
fk = −|k|2uk. In realta` la relazione 1.58 ha senso non solo per u, f ∈ C, ma
anche per u ∈ H2, f ∈ H0 e quindi si puo` interpretare A come un operatore
lineare da H2 in H0, che prende il nome di operatore di Stokes. A e` allora
limitato, infatti si ha
‖u‖22 =
∑
k∈Z2, |k|≥1
|k|4|uk|2 =
∑
k∈Z2, |k|≥1
|k|4
∣∣∣∣− fk|k|2
∣∣∣∣2
=
∑
k∈Z2, |k|≥1
|fk|2 = ‖f‖20, (1.59)
da cui
‖A‖L(H2,H0) = sup
u∈H2,u6=0
‖Au‖0
‖u‖2 = supu∈H2,u6=0
‖f‖0
‖u‖2 = 1. (1.60)
Dalla 1.58 segue anche che l’operatore A e` definito negativo: infatti, l’insieme
{vk}k∈Z2, |k|≥1 e` una base ortonormale di H2 formata da autovettori di A
ed i corrispondenti autovalori sono tutti strettamente negativi, dato che si
ha Avk = −|k|2vk per ogni k ∈ Z2 : |k| ≥ 1. Inoltre l’operatore A e`
autoaggiunto: infatti si ha
〈〈u, Aw〉〉2 =
∑
h,k∈Z2, |h|,|k|≥1
uh
(−|k|2)wk 〈〈vh,vk〉〉2
=
∑
k∈Z2, |k|≥1
(−|k|2)ukwk
= 〈〈Au,w〉〉2 ∀u,w ∈ H2.
Osserviamo poi che l’operatore A, pur essendo limitato come operatore da
H2 in H0, e` non limitato come operatore da H0 in H0: infatti si ha, sempre
grazie all’equazione 1.59,
‖Au‖0 = ‖f‖0 = ‖u‖2 =⇒ ‖Au‖0‖u‖0 =
‖u‖2
‖u‖0 ; (1.61)
pertanto, se ad esempio si prende u = vk, si trova
‖Avk‖0
‖vk‖0 = |k|
2,
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da cui
‖A‖L(H0,H0) ≥ sup
k∈Z2, |k|≥1
‖Avk‖0
‖vk‖0 = +∞. (1.62)
Infine, osserviamo che la relazione 1.58 ha senso non solo per funzioni u ∈ H2
e f ∈ H0, ma anche per u ∈ Hσ e f ∈ Hσ−2, con σ ∈ R. Non sara` piu` vero,
in generale, che f e` il Laplaciano di u (quest’ultimo non e` definito se u ∈ Hσ
con σ < 2), pero` la relazione 1.58 continua ad avere senso come legame tra i
coefficienti di Fourier di u e f . Allora, ragionando esattamente come prima,
possiamo definire l’operatore di Stokes A come un operatore lineare da Hσ
in Hσ−2, che associa ad ogni u la corrispondente f , e verificare che si tratta
di un operatore definito negativo, autoaggiunto, limitato come operatore da
Hσ in Hσ−2 e non limitato come operatore da Hσ−2 in Hσ−2.
In particolare, nel problema 1.56 possiamo considerare campi di velocita`
in H1 anziche´ in H2 ed interpretare quindi X(t) come un processo stocastico
a valori in H1; di conseguenza, x0 indichera` un generico elemento di H1 ed
il termine ∇2X(t) andra` riscritto come AX(t).
1.5.2 L’operatore b
E` utile introdurre la forma trilineare su H1 ×H1 ×H1 definita da
b(u,v,w) ≡
∫
O
u(x) · (∇v(x)) ·w(x)dx
=
2∑
i,j=1
∫
O
ui(x) (Divj(x))wj(x)dx ∀u,v,w ∈ H1,
dove Di indica la derivata parziale rispetto a xi, i = 1, 2. Come vedremo
nella proposizione 1.25, gli integrali presenti nella 1.63 sono ben definiti se
u,v,w sono elementi diH1. Osserviamo poi che, grazie all’osservazione 1.12,
per u,v,w ∈ H1 esistono delle successioni {un}n∈N, {vn}n∈N, {wn}n∈N ⊂ C
tali che
‖u− un‖1, ‖v − vn‖1, ‖w −wn‖1 −→ 0 per n −→ +∞. (1.63)
Allora vale la seguente proprieta`.
Lemma 1.21 Per ogni u,v,w ∈ H1 si ha
b(u,v,w) = lim
n→+∞ b(un,vn,wn) (1.64)
Dimostrazione. ∀u,v,w ∈ H1 e per i, j = 1, 2 si ha∣∣∣∣∫O ui(x) (Divj(x))wj(x)dx−
∫
O
un,i(x) (Divn,j(x))wn,j(x)dx
∣∣∣∣ ≤
≤
∫
O
|ui(x) (Divj(x))wj(x)− un,i(x) (Divn,j(x))wn,j(x)| dx ≤
≤ Iijn,1 + Iijn,2 + Iijn,3,
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dove ∀n ∈ N si ha
Iijn,1 =
∫
O
|ui(x) (Divj(x))wj(x)− un,i(x) (Divj(x))wj(x)| dx,
Iijn,2 =
∫
O
|un,i(x) (Divj(x))wj(x)− un,i(x) (Divn,j(x))wj(x)| dx,
Iijn,3 =
∫
O
|un,i(x) (Divn,j(x))wj(x)− un,i(x) (Divn,j(x))wn,j(x)| dx.
Inoltre si ha ∀n ∈ N
Iijn,1 =
∫
O
|(Divj(x))wj(x)| |ui(x)− un,i(x)| dx,
Iijn,2 =
∫
O
|un,i(x)wj(x)| |(Divj(x))− (Divn,j(x))| dx,
Iijn,3 =
∫
O
|un,i(x) (Divn,j(x))| |wj(x)− wn,j(x)| dx,
per cui
Iijn,1 ≤ |(Divj)wj |0 |ui − un,i|0 ∀n ∈ N,
Iijn,2 ≤ |un,iwj |0 |(Divj)− (Divn,j)|0 ∀n ∈ N,
Iijn,3 ≤ |un,i (Divn,j)|0 |wj − wn,j |0 ∀n ∈ N.
Grazie alla relazione 1.63 si ha in particolare
|ui − un,i|0 , |(Divj)− (Divn,j)|0 , |wj − wn,j |0 −→ 0 per n −→ +∞,
mentre |(Divj)wj |0 , |un,iwj |0 , |un,i (Divn,j)|0 sono tutti maggiorati da una
costante, a partire da un certo valore di n. Di conseguenza si ottiene
lim
n→+∞ I
ij
n,1 = limn→+∞ I
ij
n,2 = limn→+∞ I
ij
n,3 = 0,
da cui segue che
|b(u,v,w)− b(un,vn,wn)|
=
∣∣∣∣∣∣
2∑
i,j=1
[∫
O
ui(x) (Divj(x))wj(x)dx−
∫
O
un,i(x) (Divn,j(x))wn,j(x)dx
]∣∣∣∣∣∣
≤
2∑
i,j=1
∣∣∣∣∫O ui(x) (Divj(x))wj(x)dx−
∫
O
un,i(x) (Divn,j(x))wn,j(x)dx
∣∣∣∣
≤
2∑
i,j=1
(
Iijn,1 + I
ij
n,2 + I
ij
n,3
)
−→ +∞ per n −→ +∞,
cioe` si ha la 1.64. 
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Proposizione 1.22 Per ogni u,v,w ∈ H1 si ha
b(u,v,w) = −b(u,w,v), (1.65)
b(u,v,v) = 0. (1.66)
Dimostrazione. Grazie al lemma precedente si ha
b(u,v,w) = lim
n→+∞ b(un,vn,wn); (1.67)
inoltre, applicando la formula di Gauss-Green e sfruttando il fatto che i
termini di bordo si annullano grazie alla periodicita` delle condizioni al bordo,
si ottiene
b(un,vn,wn) =
2∑
i,j=1
∫
O
un,i(x) (Divn,j(x))wn,j(x)dx
= −
2∑
i,j=1
∫
O
(Diun,i(x)) vn,j(x)wn,j(x)dx+
−
2∑
i,j=1
∫
O
(Diwn,j(x))un,i(x)vn,j(x)dx
= −
∫
O
(∇ · un(x)) (wn(x) · vn(x)) dx− b(un,wn,vn)
= −b(un,wn,vn). (1.68)
Di conseguenza, passando al limite per n → +∞ nella relazione 1.68 si
ottiene la 1.65. A questo punto, la 1.66 segue immediatamente dalla 1.65.

Proposizione 1.23 Per ogni u ∈ H2 vale la seguente identita`:
b(u,u, Au) = 0. (1.69)
Dimostrazione. Per u ∈ H2 si ha Au = ∇2u; quindi, applicando la
formula di Gauss-Green come nella proposizione precedente, si trova che
b(u,u, Au) =
2∑
i,j,k=1
∫
O
ui(x) (Diuj(x))
(
D2kuj(x)
)
dx
= −
2∑
i,j,k=1
∫
O
(Dkui(x)) (Diuj(x)) (Dkuj(x)) dx+
−
2∑
i,j,k=1
∫
O
ui(x)
(
D2ikuj(x)
)
(Dkuj(x)) dx
≡ I1 + I2.
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Con un calcolo diretto si vede che I1 = 0, grazie al fatto che ∇·u = 0; inoltre
per j, k = 1, 2, applicando ancora la formula di Gauss-Green, si ottiene
2∑
i=1
∫
O
ui(x)
(
D2ikuj(x)
)
(Dkuj(x)) dx
=
2∑
i=1
∫
O
ui(x)Di
[
(Dkuj(x))
2
2
]
dx
= −
2∑
i=1
∫
O
(Diui(x))
(Dkuj(x))
2
2
dx
= −
∫
O
(∇ · u(x)) (Dkuj(x))
2
2
dx
e di conseguenza anche I2 = 0. 
Osservazione 1.24 La proprieta` 1.69 e` valida solo per il problema con con-
dizioni al bordo periodiche, poiche´ in questo caso gli integrali sul bordo si
annullano. In generale, tuttavia, essa non e` vera (per esempio, nel caso del
problema con condizioni al bordo di Dirichlet).
Proposizione 1.25 Per ogni u,v,w ∈ H1 si ha
|b(u,v,w)| ≤ 4‖u‖L4#‖v‖1‖w‖L4# . (1.70)
Dimostrazione. ∀u,v,w ∈ H1 e per i, j = 1, 2 si ha, grazie alla disu-
guaglianza di Ho¨lder,∫
O
|ui(x) (Divj(x))wj(x)| dx
≤
[∫
O
|Divj(x)|2 dx
]1/2 [∫
O
|ui(x)wj(x)|2 dx
]1/2
≤
[∫
O
|Divj(x)|2 dx
]1/2 [∫
O
|ui(x)|4 dx
]1/4 [∫
O
|wj(x)|4 dx
]1/4
=
[∫
O
|Divj(x)|2 dx
]1/2
‖u‖L4#‖w‖L4#
≤ ‖v‖1‖u‖L4#‖w‖L4# .
Di conseguenza, sommando su i, j = 1, 2 si ottiene
|b(u,v,w)| =
∣∣∣∣∣∣
2∑
i,j=1
∫
O
ui(x) (Divj(x))wj(x)dx
∣∣∣∣∣∣
≤
2∑
i,j=1
∫
O
|ui(x) (Divj(x))wj(x)| dx
≤ 4‖v‖1‖u‖L4#‖w‖L4# ,
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cioe` proprio la 1.70. 
Osserviamo ora che H1 ⊂ L4#: infatti, per definizione di Hσ si ha Hσ ⊂
Hσ/2 ⊂ Hσ/2# ∀σ ≥ 0 e per il teorema di immersione di Sobolev 1.15 si ha
H1/2# ⊂ L4#. Pertanto, utilizzando la proposizione 1.25 e` facile vedere che
per ogni u ∈ H1 l’applicazione
b(u,u, ·) :H1 −→ R
v 7−→ b(u,u,v) (1.71)
e` un funzionale lineare continuo; infatti si ha
|b(u,u,v)| = |b(u,v,u)| ≤ 4‖v‖1‖u‖2L4# =⇒
‖b(u,u, ·)‖−1 = sup
v∈H1,v 6=0
|b(u,u,v)|
‖v‖1 ≤ 4‖u‖
2
L4#
< +∞ ∀u ∈ H1.
(1.72)
In realta` vediamo dalla 1.72 che il funzionale lineare b(u,u, ·) e` ben definito
e continuo su H1 non solo per ogni u ∈ H1, ma piu` in generale per ogni
u ∈ L4#. Ha senso allora considerare l’applicazione (non lineare)
b : L4# −→ H−1 (1.73)
u 7−→ b(u) ≡ b(u,u, ·)
Proposizione 1.26 L’applicazione b e` continua e per ogni coppia u,v di
elementi di L4# vale la disuguaglianza
‖b(u)− b(v)‖−1 ≤ 4‖u− v‖L4#
[
‖u‖L4# + ‖v‖L4#
]
. (1.74)
Dimostrazione. Siano u,v ∈ L4# e w ∈ H1. Allora, grazie alla 1.65, si ha
b(u)(w)− b(v)(w) = b(u,u,w)− b(v,v,w) = −b(u,w,u) + b(v,w,v)
= b(u,w,−u) + b(v,w,v)
= b(u,w,−u) + b(u,w,v)− b(u,w,v) + b(v,w,v)
= b(u,w,v − u) + b(v − u,w,v);
di conseguenza, grazie alla 1.70 si ottiene
|b(u)(w)− b(v)(w)| ≤ |b(u,w,v − u)|+ |b(v − u,w,v)|
≤ 4‖u‖L4#‖w‖1‖v − u‖L4#
+4‖v − u‖L4#‖w‖1‖v‖L4# ,
da cui
‖b(u)− b(v)‖−1 ≤ 4‖v − u‖L4#
[
‖u‖L4# + ‖v‖L4#
]
,
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il che conclude la dimostrazione. 
A questo punto, sfruttando le definizioni degli operatori A e b, possiamo
riscrivere il problema 1.56 in forma astratta:
dX(t) + b (X(t)) dt = 1RAX(t)dt+BdW (t) ∀ t ≥ 0,
X(0) = x0 ∈ H1.
(1.75)
Il campo di velocita` X(t) va interpretato come un processo stocastico a
valori in H1, mentre i termini b (X(t)) e AX(t), grazie alle proprieta` degli
operatori A e b, sono elementi di H−1; possiamo considerare W come un
Q-processo di Wiener a valori in H0, B come un elemento di L(H0,H−1) ed
interpretare il problema 1.75 come un problema di Cauchy per un’equazione
differenziale stocastica in H−1.
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Capitolo 2
Il teorema di esistenza ed
unicita` della soluzione
In questo capitolo vogliamo arrivare ad enunciare e dimostrare un teore-
ma di esistenza ed unicita` per un certo tipo di soluzione del problema 1.75.
Procediamo per gradi, affrontando prima di tutto un problema privo del
termine non lineare e del termine di rumore: in questo modo ci riduciamo
a studiare un problema di Cauchy lineare e deterministico in uno spazio
di Banach, per la cui soluzione possiamo fare affidamento sulla teoria dei
semigruppi di operatori lineari. Aggiungiamo poi un termine forzante di
tipo deterministico e discutiamo alcuni risultati relativi alla soluzione del
problema ottenuto in questo modo, che saranno utili nella dimostrazione del
teorema di esistenza ed unicita` della soluzione. In un secondo momento ag-
giungiamo il termine di rumore e verifichiamo che la soluzione del problema
di Cauchy perturbato in questo modo, cioe` la convoluzione stocastica, e` ben
definita ed e` un processo stocastico continuo in un certo senso che preci-
seremo. Solo a questo punto passiamo ad affrontare il problema completo
1.75, definiamo la soluzione “mild” e ne dimostriamo l’esistenza e l’unicita`.
Il numero di Reynolds R non influenza in alcun modo l’esistenza e l’unicita`
della soluzione, per cui in tutto questo capitolo possiamo, senza perdita di
generalita`, supporre R = 1.
2.1 Soluzione del problema lineare deterministico
Consideriamo per prima cosa il problema 1.75 privato del termine non
lineare e del termine di rumore. Ci troviamo allora a studiare il seguente
problema, che possiamo interpretare come un problema di Cauchy per un’e-
quazione differenziale ordinaria nello spazio H−1:
dX
dt = AX(t) ∀ t ≥ 0,
X(0) = x0 ∈ H1.
(2.1)
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La teoria dei semigruppi di operatori lineari fornisce uno strumento effi-
cace per la soluzione di problemi di questo tipo, nel caso generale in cui
l’equazione differenziale sia ambientata in uno spazio di Banach E. Riper-
corriamone quindi i risultati fondamentali (si veda ad esempio [4, capitolo
1, §2], oppure [10, capitoli 1-2]).
Sia E uno spazio di Banach, |·| la norma su E e L(E) l’algebra di Banach
degli operatori lineari limitati da E in E, con la norma
‖A‖ = sup
x∈E,x6=0
|Ax|
|x| = supx∈E,|x|=1
|Ax| ∀A ∈ L(E).
Indichiamo con C([0, T ];E), T > 0, lo spazio vettoriale delle funzioni con-
tinue da [0, T ] in E, che e` uno spazio di Banach rispetto alla norma
‖f‖C([0,T ];E) ≡ sup
t∈[0,T ]
|f(t)| ∀ f ∈ C([0, T ];E).
Indichiamo poi con Ck([0, T ];E), T > 0, k ∈ N, lo spazio vettoriale delle
funzioni da [0, T ] in E derivabili k volte con continuita` nell’intervallo [0, T ];
esso e` uno spazio di Banach rispetto alla norma
‖f‖Ck([0,T ];E) ≡ ‖f‖C([0,T ];E) +
k∑
j=1
sup
t∈[0,T ]
|Djf(t)| ∀ f ∈ Ck([0, T ];E).
Indichiamo con Lp([0, T ];E), T > 0, p ≥ 1, lo spazio vettoriale delle (classi
di equivalenza di) funzioni da [0, T ] in E tali che |f(t)|p e` integrabile (secondo
Bo¨chner). Lp([0, T ];E) e` allora uno spazio di Banach rispetto alla norma
‖f‖Lp([0,T ];E) ≡
[∫ T
0
|f(t)|pdt
]1/p
∀ f ∈ Lp([0, T ];E)
nel caso in cui p ∈ [1,+∞). L∞([0, T ];E) e` invece uno spazio di Banach
rispetto alla norma
‖f‖L∞([0,T ];E) ≡ ess sup {|f(t)| : t ∈ [0, T ]} ∀ f ∈ L∞([0, T ];E).
Indichiamo infine con W k,p([0, T ];E), per T > 0, k ∈ N, p ≥ 1 lo spazio
vettoriale delle funzioni da [0, T ] in E che sono derivabili k volte in senso
debole e tali che le loro derivate di ordine minore o uguale a k apparten-
gono allo spazio Lp([0, T ];E). W k,p([0, T ];E) e` allora uno spazio di Banach
rispetto alla norma
‖f‖Wk,p([0,T ];E) ≡
[
k∑
i=1
∫ T
0
|Dif(t)|pdt
]1/p
∀ f ∈W k,p([0, T ];E)
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per p ∈ [1,+∞). W k,∞([0, T ];E) e` invece uno spazio di Banach rispetto alla
norma
‖f‖Wk,∞([0,T ];E) ≡
k∑
i=1
ess sup
{|Dif(t)| : t ∈ [0, T ]} ∀ f ∈W k,∞([0, T ];E).
Supponiamo che
A : D(A) −→ E
sia un operatore lineare, anche non limitato, definito su un sottospazio di
E che indichiamo con D(A) (il dominio di A). Vogliamo allora studiare
l’esistenza e l’unicita` della soluzione del problema
dX
dt = AX(t) ∀ t ≥ 0,
X(0) = x ∈ E.
(2.2)
Supponiamo per il momento che X : [0, T ] → E sia una soluzione del pro-
blema 2.2 e supponiamo anche che sia l’unica soluzione. Per esplicitare
la dipendenza della soluzione dal punto iniziale introduciamo la famiglia
{S(t)}t≥0 di operatori definita da
S(t) : E −→ E
t 7−→ S(t)x ≡ X(t)
e cerchiamo prima di tutto di stabilire quali proprieta` ci aspettiamo che essa
soddisfi. Naturalmente ci aspettiamo che S(t) sia un operatore lineare per
ogni t ≥ 0; in secondo luogo, poiche´ stiamo assumendo anche che il problema
2.2 abbia un’unica soluzione, si avra`
S(0)x = x ∀x ∈ E; (2.3)
S(t+ s)x = S(t)S(s)x = S(s)S(t)x = x ∀x ∈ E, t, s ≥ 0; (2.4)
infine, e` naturale aspettarsi che valga la seguente proprieta`:
l’applicazione t 7−→ S(t)x e` continua su [0, T ] ∀T > 0, x ∈ E. (2.5)
Cerchiamo di precisare meglio queste idee e di determinare un criterio che
permetta di capire se un problema del tipo 2.2 abbia una soluzione unica.
Definizione 2.1 Una famiglia di operatori lineari limitati {S(t)}t≥0 definiti
su uno spazio di Banach E si dice un semigruppo di operatori se valgono
le proprieta` 2.3, 2.4; si dice semigruppo fortemente continuo su E se vale
anche la proprieta` 2.5; si dice semigruppo fortemente continuo di contrazioni
su E se vale in piu` anche la condizione
‖S(t)‖ ≤ 1 ∀ t ≥ 0. (2.6)
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Enunciamo ora alcune proprieta` dei semigruppi di contrazioni su spazi di
Banach. Prima di tutto definiamo il generatore infinitesimo di un semigrup-
po.
Definizione 2.2 Sia {S(t)}t≥0 un semigruppo di operatori lineari sullo spa-
zio di Banach E. Definiamo allora
D(A) ≡
{
x ∈ E : lim
t→0+
S(t)x− x
t
esiste in E
}
, (2.7)
Ax ≡ lim
t→0+
S(t)x− x
t
∀x ∈ E. (2.8)
L’operatore lineare A : D(A) → E si dice allora il generatore infinitesimo
del semigruppo {S(t)}t≥0 e D(A) e` il suo dominio.
Valgono allora i seguenti risultati.
Teorema 2.3 Sia {S(t)}t≥0 un semigruppo fortemente continuo di con-
trazioni sullo spazio di Banach E, sia A : D(A) → E il suo generatore
infinitesimo e x ∈ D(A). Allora si ha
1. S(t)x ∈ D(A) ∀ t ≥ 0 ed inoltre AS(t)x = S(t)Ax ∀ t ≥ 0;
2. l’applicazione t 7→ S(t)x e` derivabile ∀ t ≥ 0 ed inoltre
d
dt
S(t)x = AS(t)x ∀ t ≥ 0;
3. il dominio D(A) di A e` denso in E;
4. A e` un operatore chiuso.
E` poi possibile dimostrare alcuni risultati anche riguardo all’operatore risol-
vente di A.
Definizione 2.4 Sia A un’operatore lineare chiuso su uno spazio di Banach
E e sia D(A) il suo dominio. Si dice allora che un numero complesso λ
appartiene all’insieme risolvente ρ(A) di A se l’operatore λI − A (I indica
l’identita` su E) e` invertibile con inverso limitato rispetto alla norma di E.
In tal caso l’operatore Rλ ≡ (λI −A)−1 si dice l’operatore risolvente di A.
Teorema 2.5 Sia {S(t)}t≥0 un semigruppo fortemente continuo di con-
trazioni sullo spazio di Banach E e sia A : D(A) → E il suo generatore
infinitesimo. Allora (0,+∞) ⊂ ρ(A) ed inoltre si ha
Rλx =
∫ +∞
0
e−λtS(t)xdt ∀x ∈ E, λ > 0,
per cui in particolare ‖Rλ‖ ≤ 1λ ∀λ > 0.
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A questo punto possiamo riprendere le nostre idee iniziali riguardo al pro-
blema 2.2: abbiamo osservato che e` ragionevole aspettarsi che una famiglia
di operatori di “evoluzione temporale” per un problema di Cauchy del tipo
2.2 soddisfi le proprieta` 2.3, 2.4, 2.5, cioe` sia un semigruppo fortemente
continuo di operatori lineari su E. Il seguente teorema ci assicura che, nel
caso in cui valga anche la condizione supplementare 2.6, gli operatori di un
semigruppo fortemente continuo sono in effetti gli operatori di “evoluzione
temporale” per un problema di Cauchy.
Teorema 2.6 Sia {S(t)}t≥0 un semigruppo fortemente continuo di con-
trazioni sullo spazio di Banach E e sia A : D(A) → E il suo generatore
infinitesimo. Allora per ogni x ∈ D(A) il problema di Cauchy
dX
dt = AX(t) ∀ t ≥ 0,
X(0) = x ∈ D(A)
(2.9)
ha un’unica soluzione X ∈ C1([0,+∞);E) ∩ C([0,+∞);D(A)), ed inoltre
vale la relazione
X(t) = S(t)x ∀ t ≥ 0. (2.10)
Dimostrazione. Dal teorema 2.3 segue l’esistenza di una soluzione, quella
data da X(t) = S(t)x ∀ t ≥ 0, x ∈ D(A). Sempre dal teorema 2.3 segue
che S(t)x ∈ D(A) ∀x ∈ D(A) e quindi, poiche´ per ipotesi il semigruppo
{S(t)}t≥0 e` fortemente continuo, si ha anche X ∈ C([0,+∞);D(A)). Infine,
si ha
dX
dt
=
d
dt
S(t)x = AS(t)x = S(t)Ax ∀ t ≥ 0, x ∈ D(A)
e l’applicazione t 7−→ S(t)Ax e` continua su [0,+∞), ancora grazie all’ipotesi
di continuita` forte del semigruppo {S(t)}t≥0; pertanto dXdt ∈ C([0,+∞);E),
cioe` X ∈ C1([0,+∞);E).
Rimane quindi da dimostrare l’unicita` della soluzione. Supponiamo allo-
ra che Y ∈ C1([0,+∞);E) ∩ C([0,+∞);D(A)) sia un’altra soluzione del
problema e per ogni T > 0 definiamo
Z(t) ≡ S(T − t)Y (t) ∀ t ∈ [0, T ].
Allora per ogni t ∈ [0, T ] si ha
dZ
dt
= −AS(T − t)Y (t) + S(T − t)dY
dt
= S(T − t)
[
dY
dt
−AY (t)
]
= 0.
Ne segue che Z ∈ C1([0,+∞);E) e Z(t) = Z(0) ∀ t ∈ [0, T ]. D’altra parte,
per definizione di Z si ha Z(0) = S(T )Y (0) = S(T )x, quindi Z(t) = S(T )x
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∀ t ∈ [0, T ], in particolare Y (T ) = Z(T ) = S(T )x. Grazie all’arbitrarieta` di
T > 0 si vede che Y coincide proprio con X e quindi la soluzione e` unica. 
A questo punto non rimane altro che fissare un criterio che permetta di
capire, una volta assegnato un problema del tipo 2.2, se l’operatore A sia il
generatore infinitesimo di un semigruppo fortemente continuo di contrazioni
su E: se si verifica proprio questo caso ed in piu` si ha x ∈ D(A), grazie
al teorema precedente possiamo concludere che il problema 2.2 ammette
un’unica soluzione, appartenente a C1([0,+∞);E) ∩ C([0,+∞);D(A)). Il
criterio di cui abbiamo bisogno e` fornito dal teorema di Hille-Yosida, che
rappresenta una sorta di inversione dei teoremi 2.3 e 2.5.
Teorema 2.7 (di Hille-Yosida) Sia A un operatore lineare chiuso sullo
spazio di Banach E, avente dominio denso in E. Allora A e` il generatore
infinitesimo di un semigruppo fortemente continuo di contrazioni se e solo
se
(0,+∞) ⊂ ρ(A) e ‖Rλ‖ ≤ 1
λ
∀λ > 0. (2.11)
Osserviamo che, nel caso in cui A : E → E sia un operatore limitato, il
problema 2.2 ha, per ogni scelta del punto iniziale x ∈ E, un’unica soluzione,
data da
etAx ≡
+∞∑
n=0
tnAnx
n!
. (2.12)
Il teorema di Hille-Yosida permette di concludere che, anche nel caso in cui A
non sia limitato come operatore da E in E (e quindi la serie 2.12 non conver-
ga in generale), ma sia comunque il generatore infinitesimo di un semigruppo
fortemente continuo di contrazioni {S(t)}t≥0, il problema 2.2 ammette an-
cora un’unica soluzione, data da S(t)x. Questo suggerisce di interpretare
l’operatore S(t) come un “esponenziale” dell’operatore A, estendendo cos`ı la
definizione di esponenziale al caso di operatori non necessariamente limitati:
etA ≡ S(t) : E −→ E.
Torniamo ora al nostro problema originario 2.1: esso e` soltanto un caso
particolare del problema 2.2, in cui E = H−1, D(A) = H1 e A e` l’operatore
di Stokes, definito dalla relazione 1.58. Quindi, per stabilire l’esistenza e
l’unicita` della soluzione, rimane solo da verificare se l’operatore di Stokes
soddisfa le ipotesi del teorema di Hille-Yosida: la seguente proposizione
mostra che la risposta e` affermativa non solo nel caso in cui E = H−1 e
D(A) = H1, ma piu` in generale quando E = Hσ e D(A) = Hσ+2 con σ ∈ R.
Proposizione 2.8 L’operatore di Stokes A : D(A) = Hσ+2 → Hσ, defini-
to per ogni σ ∈ R dalla relazione 1.58, e` il generatore infinitesimo di un
semigruppo fortemente continuo di contrazioni sullo spazio Hσ per ogni
σ ∈ R.
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Dimostrazione. Per ottenere la tesi basta far vedere che l’operatore
A : Hσ+2 −→ Hσ
soddisfa le ipotesi del teorema di Hille-Yosida.
Step 1. E` chiaro che il dominio di A e` denso nello spazio Hσ ∀σ ∈ R:
infatti Hσ+2 contiene lo spazio C =
{
u ∈ C˙∞# : ∇ · u(x) = 0 ∀x ∈ R2
}
, che
e` denso in Hσ.
Step 2. A, interpretato come operatore da Hσ+2 in Hσ, e` limitato
∀σ ∈ R (si veda la 1.60), quindi e` anche chiuso.
Step 3. Facciamo vedere che λI−A : Hσ+2 −→ Hσ e` invertibile ∀λ > 0
e ∀σ ∈ R. Sia u ∈ Hσ+2 e sia
∑
k∈Z2, |k|≥1 ukvk la sua serie di Fourier: allora
∀λ > 0 si ha
(λI −A)u = (λI −A)
∑
k∈Z2, |k|≥1
ukvk =
∑
k∈Z2, |k|≥1
(λ+ |k|2)ukvk. (2.13)
Pertanto, se u˜ =
∑
k∈Z2, |k|≥1 u˜kvk e` un’altra funzione di Hσ+2 tale che
(λI −A)u˜ = (λI −A)u, si ha∑
k∈Z2, |k|≥1
(λ+ |k|2)ukvk =
∑
k∈Z2, |k|≥1
(λ+ |k|2)u˜kvk
e quindi, eguagliando i termini contenenti la stessa vk, si ottiene uk = u˜k
∀k ∈ Z2 : |k| ≥ 1, cioe` u = u˜. Quindi (λI −A) e` iniettivo ∀λ > 0.
Sia ora f ∈ Hσ, con σ ∈ R e facciamo vedere che
∀λ > 0∃u ∈ Hσ+2 : f = (λI −A)u.
Se
∑
k∈Z2, |k|≥1 fkvk e` la serie di Fourier di f , bastera` porre
u =
∑
k∈Z2, |k|≥1
ukvk, uk ≡ fk
λ+ |k|2 ∀k ∈ Z
2 : |k| ≥ 1. (2.14)
Infatti, e` chiaro dalla relazione 2.13 che f = (λI −A)u, inoltre si ha
‖u‖2σ+2 =
∑
k∈Z2, |k|≥1
|k|2σ+4|uk|2 =
∑
k∈Z2, |k|≥1
|k|2σ+4 |fk|
2
(λ+ |k|2)2
<
∑
k∈Z2, |k|≥1
|k|2σ|fk|2 = ‖f‖2σ, (2.15)
il che implica che la funzione u definita dalla 2.14 e` effettivamente un e-
lemento di Hσ+2. Pertanto concludiamo che (λI − A) : Hσ+2 −→ Hσ e`
anche suriettivo ∀λ > 0 e ∀σ ∈ R, quindi e` invertibile.
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Step 4. Calcoliamo la norma di Rλ = (λI − A)−1, come operatore da
Hσ in Hσ: sappiamo che u = Rλf e` definita ∀ f ∈ Hσ dalla 2.14, quindi si
ha
‖Rλf‖2σ = ‖u‖2σ =
∑
k∈Z2, |k|≥1
|k|2σ|uk|2 =
∑
k∈Z2, |k|≥1
|k|2σ |fk|
2
(λ+ |k|2)2
≤ 1
λ2
∑
k∈Z2, |k|≥1
|k|2σ|fk|2 = 1
λ2
‖f‖2σ, (2.16)
da cui si ottiene
‖Rλ‖L(Hσ) ≤
1
λ
∀λ > 0.
Abbiamo quindi dimostrato che (0,+∞) ⊂ ρ(A) e ‖Rλ‖L(Hσ) ≤ 1λ ∀λ > 0,
cioe` l’operatore A soddisfa le ipotesi del teorema di Hille-Yosida. 
A questo punto possiamo concludere che per ogni σ ∈ R il problema
dX
dt = AX(t) ∀ t ≥ 0,
X(0) = x0 ∈ Hσ+2
(2.17)
ha un’unica soluzione X ∈ C1([0,+∞);Hσ) ∩ C([0,+∞);Hσ+2), data da
X(t) = etAx0 ∀ t ≥ 0, x0 ∈ Hσ+2.
In particolare il problema 2.1, che corrisponde al caso σ = −1, ha evidente-
mente un’unica soluzione X ∈ C1([0,+∞);H−1) ∩ C([0,+∞);H1).
2.2 Il problema non omogeneo
Nella dimostrazione del teorema di esistenza ed unicita` della soluzione
dell’equazione di Navier-Stokes stocastica in due dimensioni saranno utili
alcuni risultati relativi alla regolarita` della soluzione di un problema piu`
complicato rispetto a quello studiato nel paragrafo precedente, che si ottiene
aggiungendo all’equazione differenziale dXdt = AX(t) un termine che la rende
non omogenea: 
dX
dt = AX(t) + f(t) ∀ t ∈ [0, T ],
X(0) = x0.
(2.18)
Stavolta ambientiamo il problema in uno spazio di Hilbert H, con prodotto
scalare 〈·, ·〉 e norma | · |, per cui x0 sara` un elemento di H e X ed f saranno
funzioni definite su [0, T ] a valori in H; precisamente, supporremo che f
appartenga allo spazio L2([0, T ];H). Come primo tentativo di ricerca della
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soluzione si puo` provare a procedere formalmente con il metodo della varia-
zione delle costanti, proprio come si fa nel caso delle equazioni differenziali
ordinarie non omogenee per funzioni reali. In questo modo si ottiene per
X(t) l’espressione
X(t) = etAx0 +
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ]. (2.19)
Definiamo allora la soluzione “mild” del problema 2.18 come la funzione
definita dall’equazione 2.19. Un primo risultato ([4, capitolo 1, §3.2]) af-
ferma che la funzione X appartiene allo spazio C([0, T ];H). Tuttavia,
potrebbe essere utile conoscere qualche ulteriore risultato di regolarita` del-
la soluzione: per esempio, potremmo essere interessati all’esistenza di una
soluzione stretta, cioe` di una funzione X appartenente allo spazio
W ≡W 1,2([0, T ];H) ∩ L2([0, T ];D(A))
tale che si abbia
dX
dt = AX(t) + f(t) per quasi ogni t ∈ [0, T ],
X(0) = x0 ∈ H.
(2.20)
Oppure potremmo essere interessati all’esistenza di una soluzione forte, cioe`
di una funzione X ∈ L2([0, T ];H) tale che, per un’opportuna successione
{Xk}k∈N di funzioni contenuta in W , si abbia
Xk −→ X, dXk
dt
−AXk −→ f in L2([0, T ];H),
Xk(0) −→ x0 in H per k −→ +∞.
(2.21)
Per dimostrare l’esistenza di soluzioni di questo tipo c’e` bisogno di ipotesi piu`
forti sull’operatore A; le ipotesi che servono sono legate ad alcune proprieta`
dei semigruppi fortemente continui di operatori lineari, che ora enunciamo
in modo generale (seguiamo l’approccio di [4, capitolo 1, §2, 3]).
Definizione 2.9 Sia {S(t)}t≥0 un semigruppo fortemente continuo di ope-
ratori sullo spazio di Banach E. Si definisce tipo di S il numero reale
ω0(S) ≡ inf
t>0
1
t
log ‖S(t)‖ = lim
t→+∞
1
t
log ‖S(t)‖. (2.22)
Teorema 2.10 Sia {S(t)}t≥0 un semigruppo fortemente continuo di ope-
ratori sullo spazio di Banach E. Allora S e` di tipo negativo (ω0(S) < 0) se
e solo se esistono K ≥ 1 e ω < 0 tali che
‖S(t)‖ ≤ Keωt ∀ t ≥ 0. (2.23)
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Definizione 2.11 Sia {S(t)}t≥0 un semigruppo fortemente continuo di ope-
ratori sullo spazio di Banach E e sia A : D(A) → E il suo generatore in-
finitesimo. Diciamo che S(t) e` un semigruppo analitico se A e` un operatore
settoriale, cioe` se valgono le seguenti due condizioni:
1. ∃ θ0 > pi2 , ω ∈ R tali che ρ(A) ⊃ Sω,θ0 ≡ {λ ∈ C : | arg(λ− ω)| < θ0} ;
2. ∃M > 0 tale che si ha
‖Rλ‖ ≤ M|λ− ω| ∀λ ∈ Sω,θ0 , (2.24)
dove Rλ indica l’operatore risolvente di A.
L’importanza di questa definizione consiste principalmente nel fatto che
la condizione che l’operatore A sia settoriale e` sufficiente affinche´ si possa
definire il semigruppo {S(t)}t≥0 applicando la formula integrale di Cauchy
su un’opportuna curva γ, con sostegno contenuto in ρ(A):
S(t) =
1
2pii
∫
γ
eλtRλdλ ∀ t ≥ 0.
A questo punto siamo pronti a formulare delle ipotesi sufficienti a garantire
l’esistenza di una soluzione forte e di una soluzione stretta del problema 2.18
(vedremo che tali ipotesi sono proprio quelle della proposizione seguente).
Proposizione 2.12 Sia H uno spazio di Hilbert e supponiamo che l’opera-
tore A : D(A) ⊂ H → H possieda le seguenti proprieta`:
1. A e` un operatore autoaggiunto;
2. A e` il generatore infinitesimo di un semigruppo fortemente continuo
{S(t)}t≥0 di tipo negativo, cioe` per un certo K ≥ 1 e per un certo
ω < 0 si ha
‖S(t)‖ ≤ Keωt ∀ t ≥ 0;
3. 〈Ax, x〉 ≤ ω|x|2 ∀x ∈ D(A).
Allora il semigruppo {S(t)}t≥0 e` anche analitico, cioe` A e` in realta` il gene-
ratore infinitesimo di un semigruppo analitico di tipo negativo.
Dimostrazione. Prima di tutto osserviamo che, grazie al punto 3 delle
ipotesi, l’operatore A − ωI e` autoaggiunto e definito negativo, percio` lo
spettro dell’operatore A e` contenuto nella semiretta (−∞, ω]; cio` significa
che C\(−∞, ω] ⊂ ρ(A), quindi
∀λ ∈ C\(−∞, ω], ∀ y ∈ H ∃x ∈ D(A) : λx−Ax = y.
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Sia ora λ = ω + ρeiθ, θ ∈ [0, pi); moltiplichiamo scalarmente per e−i θ2x
entrambi i membri dell’identita`(
ω + ρeiθ
)
x−Ax = ρeiθx− (A− ωI)x = y
e prendiamone la parte reale; in questo modo otteniamo
<
[〈
y, e−i
θ
2x
〉]
= |x|2ρ cos θ
2
− 〈(A− ωI)x, x〉 cos θ
2
≥ |x|2ρ cos θ
2
,
dove nell’ultimo passaggio abbiamo usato ancora il punto 3 delle ipotesi. In
definitiva si ha
|x|2ρ cos θ
2
≤ <
[〈
y, e−i
θ
2x
〉]
≤ |x||y|,
quindi otteniamo
|x| = |Rλy| ≤ |y|
ρ cos θ2
=⇒ ‖Rλ‖ ≤ 1
ρ cos θ2
=
1
|λ− ω| cos θ2
.
A questo punto basta scegliere arbitrariamente θ0 ∈
(
pi
2 , pi
)
e per ogni θ ∈
[0, θ0) si ha
cos
θ
2
> cos
θ0
2
> 0 =⇒ ‖Rλ‖ ≤ 1|λ− ω| cos θ02
≡ M|λ− ω| ∀λ ∈ Sω,θ0 ;
poiche´ abbiamo gia` visto che Sω,θ0 ⊂ C\(−∞, ω] ⊂ ρ(A), questo basta per
concludere che A e` un operatore settoriale e quindi il semigruppo {S(t)}t≥0
e` analitico. 
Torniamo ora al problema iniziale 2.18; un primo risultato riguardante
la soluzione forte e` il seguente.
Proposizione 2.13 Supponiamo che l’operatore A soddisfi le ipotesi della
proposizione 2.12. Allora per ogni T > 0, per ogni f ∈ L2([0, T ];H) e per
ogni x0 ∈ H il problema 2.18 ha un’unica soluzione forte, data proprio dalla
formula 2.19:
X(t) = etAx0 +
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ].
E` poi possibile approssimare la soluzione forte con una successione di soluzio-
ni di problemi piu` semplici: precisamente, definiamo le approssimazioni di
Yosida dell’operatore A come
An ≡ nARn = n2Rn − nI ∀n ∈ N
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e consideriamo il problema
dXn
dt = AnXn(t) + f(t) ∀ t ∈ [0, T ],
Xn(0) = x0.
(2.25)
Grazie al fatto che l’operatore An e` limitato per ogni n ∈ N, il problema
2.25 ammette un’unica soluzione stretta espressa da una formula analoga
alla 2.19:
Xn(t) = etAnx0 +
∫ t
0
e(t−s)Anf(s)ds ∀ t ∈ [0, T ].
Si puo` dimostrare allora che la successione Xn converge a X, soluzione forte
del problema 2.18, in L2([0, T ];H) per n→ +∞.
Per stabilire l’esistenza di una soluzione stretta, consideriamo prima di
tutto il caso X(0) = 0; supponiamo che l’operatore A soddisfi le ipotesi della
proposizione 2.12 e cerchiamo di utilizzare questo fatto per dimostrare che
la soluzione mild del problema, che in questo caso si riduce a
X(t) =
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ], (2.26)
appartiene allo spazio W =W 1,2([0, T ];H) ∩ L2([0, T ];D(A)).
A questo scopo e` utile prima di tutto introdurre la trasformata di Fourier
per funzioni a valori in H. Procedendo come nel caso delle funzioni a valori
reali, si puo` definire prima la trasformata di Fourier per funzioni C∞(R;H)
a supporto compatto come
uˆ(k) ≡
∫ +∞
−∞
e−iktu(t)dt.
Se {ei}i∈I e` un sistema ortonormale completo in H, dall’identita` di Parseval
applicata alle funzioni scalari〈u(t), ei〉, i ∈ I, si ottiene∫ +∞
−∞
| 〈uˆ(k), ei〉 |2dk = 2pi
∫ +∞
−∞
| 〈u(t), ei〉 |2dt ∀ i ∈ I;
sommando su i ∈ I si trova∫ +∞
−∞
|uˆ(k)|2dk = 2pi
∫ +∞
−∞
|u(t)|2dt,
cioe` l’identita` di Parseval si estende anche alle funzioni di C∞(R;H). Ne
segue che la trasformata di Fourier e` un operatore lineare continuo rispetto
alla norma di L2(R;H) e quindi, essendo definito su un sottoinsieme denso
di L2(R;H), si puo` estendere a tutto L2(R;H), proprio come nel caso delle
funzioni a valori reali.
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Lemma 2.14 Supponiamo che l’operatore A soddisfi le ipotesi della propo-
sizione 2.12. Allora per ogni T > 0 e per ogni f ∈ L2([0, T ];H) si ha∫ T
0
|AX(t)|2dt ≤ (M + 1)2
∫ T
0
|f(t)|2dt, (2.27)
dove X e` definita dalla 2.26 e M e` la costante che compare nella relazione
2.24.
Dimostrazione. Prendiamo la trasformata di Fourier di entrambi i membri
dell’equazione dXdt = AX(t)+f(t); per far vedere che il procedimento e` lecito
si puo` utilizzare il fatto che, grazie alla proposizione 2.13, X(t) e` soluzione
forte del problema
dX
dt = AX(t) + f(t) ∀ t ∈ [0, T ],
X(0) = 0,
quindi si puo` fare prima il calcolo per le soluzioni Xn del problema approssi-
mante 2.25 e poi passare al limite. In questo modo si ottiene∫ T
0
e−ikt
dX
dt
dt =
∫ T
0
e−iktAX(t)dt+
∫ T
0
e−iktf(t)dt =⇒
ikXˆ(k) = AXˆ(k) + fˆ(k) =⇒
Xˆ(k) = (ikI −A)−1fˆ(k) = Rikfˆ(k).
Grazie al fatto che A e` il generatore infinitesimo di un semigruppo analitico,
esiste M > 0 tale che e` verificata la condizione 2.24; stiamo supponendo
anche che il semigruppo generato da A sia di tipo negativo, quindi per
quanto visto nella proposizione 2.12 la condizione 2.24 e` verificata per un
ω < 0. Di conseguenza ik ∈ Sω,θ0 ∀ k ∈ R, quindi
‖Rik‖ ≤ M|ik − ω| =
M√
ω2 + k2
∀ k ∈ R =⇒
|Xˆ(k)| = |Rikfˆ(k)| ≤ M√
ω2 + k2
|fˆ(k)| ∀ k ∈ R =⇒
|AXˆ(k)| = |ikXˆ(k)− fˆ(k)| ≤ |ikXˆ(k)|+ |fˆ(k)|
≤
( |k|M√
ω2 + k2
+ 1
)
|fˆ(k)| =
 M√
1 + ω2
k2
+ 1
 |fˆ(k)|
≤ (M + 1)|fˆ(k)| ∀ k ∈ R.
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Applicando l’identita` di Parseval otteniamo allora∫ T
0
|AX(t)|2dt = 1
2pi
∫ +∞
−∞
|AXˆ(k)|2dk ≤ 1
2pi
∫ +∞
−∞
(M + 1)2|fˆ(k)|2dk
= (M + 1)2
∫ T
0
|f(t)|2dt,
da cui si ricava proprio la disuguaglianza 2.27. 
Osserviamo poi che, sempre grazie al fatto che A e` il generatore in-
finitesimo di un semigruppo analitico di tipo negativo, |Ax| e` una norma
sullo spazio D(A) equivalente alla norma del grafico |x| + |Ax|. Infatti la
condizione ‖Rλ‖ ≤ M|λ−ω| e` soddisfatta ∀λ ∈ Sω,θ0 e, poiche´ ω < 0, 0 ∈ Sω,θ0 :
di conseguenza si ha
‖A−1‖ ≤ M|ω| ≡ C < +∞ =⇒
|x|
|Ax| ≤ C ∀x ∈ D(A),
da cui
|Ax| ≤ |x|+ |Ax| ≤ (C + 1)|Ax| ∀x ∈ D(A). (2.28)
Pertanto, se consideriamo una funzione u ∈W , si ha
‖u‖2W 1,2([0,T ];H) = ‖u‖2L2([0,T ];H) +
∥∥∥∥dudt
∥∥∥∥2
L2([0,T ];H)
=
∫ T
0
[
|u(t)|2 +
∣∣∣∣dudt
∣∣∣∣2
]
dt,
‖u‖2L2([0,T ];D(A)) =
∫ T
0
|u(t)|2D(A)dt =
∫ T
0
|Au(t)|2dt.
Quindi si ottiene
‖u‖2W 1,2([0,T ];H) + ‖u‖2L2([0,T ];D(A))
=
∫ T
0
[
|u(t)|2 +
∣∣∣∣dudt
∣∣∣∣2 + |Au(t)|2
]
dt
≤
∫ T
0
[|u(t)|+ |Au(t)|]2 dt+
∫ T
0
∣∣∣∣dudt
∣∣∣∣2 dt
≤ (C + 1)2
∫ T
0
|Au(t)|2dt+
∫ T
0
∣∣∣∣dudt
∣∣∣∣2 dt
= (C + 1)2‖Au‖2L2([0,T ];H) +
∥∥∥∥dudt
∥∥∥∥2
L2([0,T ];H)
≤ (C + 1)2
[
‖Au‖2L2([0,T ];H) +
∥∥∥∥dudt
∥∥∥∥2
L2([0,T ];H)
]
.
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Cio` significa che possiamo definire una norma su W come
‖u‖2W ≡
[
‖Au‖2L2([0,T ];H) +
∥∥∥∥dudt
∥∥∥∥2
L2([0,T ];H)
]
∀u ∈W.
Teorema 2.15 Supponiamo che l’operatore A soddisfi le ipotesi della propo-
sizione 2.12. Allora per ogni T > 0 e per ogni f ∈ L2([0, T ];H) la funzione
X(t) =
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
soluzione mild del problema 2.18 con punto iniziale X(0) = 0, appartiene
allo spazio W , ed inoltre esiste una costante M˜ > 0 tale che
‖X‖W ≤ M˜‖f‖L2([0,T ];H). (2.29)
Dimostrazione. E` sufficiente verificare che le norme ‖AX‖L2([0,T ];H) e∥∥dX
dt
∥∥
L2([0,T ];H)
sono entrambe finite; dal lemma 2.14 abbiamo la disugua-
glianza
‖AX‖2L2([0,T ];H) ≤ (M + 1)2‖f‖2L2([0,T ];H),
mentre dall’identita` dXdt = AX(t) + f(t) ∀ t ∈ [0, T ] ricaviamo che∥∥∥∥dXdt
∥∥∥∥2
L2([0,T ];H)
≤ [‖AX‖L2([0,T ];H) + ‖f‖L2([0,T ];H)]2
≤ 2
[
‖AX‖2L2([0,T ];H) + ‖f‖2L2([0,T ];H)
]
≤ 2 [(M + 1)2 + 1] ‖f‖2L2([0,T ];H).
Di conseguenza, basta definire M˜ ≡ √3(M + 1)2 + 2 per ottenere la disu-
guaglianza 2.29. 
Un altro risultato utile e` il seguente, per il quale e` sufficiente supporre
che A sia un operatore autoaggiunto.
Teorema 2.16 Supponiamo che l’operatore A sia autoaggiunto e che sia il
generatore infinitesimo di un semigruppo fortemente continuo di contrazioni.
Allora per ogni T > 0 e per ogni f ∈ L2([0, T ];H) la funzione
X(t) =
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
soluzione mild del problema 2.18 con punto iniziale X(0) = 0, appartiene
allo spazio C
(
[0, T ];D
(
(−A)1/2)).
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Dimostrazione. Verifichiamo che
sup
t∈[0,T ]
|X(t)|D((−A)1/2) < +∞.
La norma nello spazio D
(
(−A)1/2) e` la norma del grafico, quindi in realta`
dobbiamo verificare che
sup
t∈[0,T ]
[
|X(t)|+
∣∣∣(−A)1/2X(t)∣∣∣] < +∞.
Poiche´ in precedenza abbiamo visto che X ∈ C([0, T ];H), e` chiaro che
sup
t∈[0,T ]
|X(t)| < +∞,
quindi rimane da far vedere che
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(−A)1/2e(t−s)Af(s)ds
∣∣∣∣ < +∞.
Procediamo nel seguente modo:∣∣∣∣∫ t
0
(−A)1/2e(t−s)Af(s)ds
∣∣∣∣
≤ sup
|x|=1
〈
x,
∫ t
0
(−A)1/2e(t−s)Af(s)ds
〉
= sup
|x|=1
∫ t
0
〈
x, (−A)1/2e(t−s)Af(s)
〉
ds
= sup
|x|=1
∫ t
0
〈
(−A)1/2e(t−s)Ax, f(s)
〉
ds
≤ sup
|x|=1
∫ t
0
∣∣∣(−A)1/2e(t−s)Ax∣∣∣ |f(s)| ds
≤ sup
|x|=1
‖f‖L2([0,t];H)
[∫ t
0
∣∣∣(−A)1/2e(t−s)Ax∣∣∣2 ds]1/2 ;
Osserviamo poi che∫ t
0
∣∣∣(−A)1/2e(t−s)Ax∣∣∣2 ds = ∫ t
0
∣∣∣(−A)1/2esAx∣∣∣2 ds
=
∫ t
0
〈
(−A)1/2esAx, (−A)1/2esAx
〉
ds
=
∫ t
0
〈−AesAx, esAx〉 ds
= −1
2
∫ t
0
d
ds
∣∣esAx∣∣2 ds
= −1
2
[∣∣etAx∣∣2 − |x|2] ∀x ∈ H.
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Possiamo quindi concludere che∫ t
0
∣∣∣(−A)1/2e(t−s)Ax∣∣∣2 ds ≤ 1
2
|x|2 ∀ t ∈ [0, T ] =⇒
∣∣∣∣∫ t
0
(−A)1/2e(t−s)Af(s)ds
∣∣∣∣ ≤ 1√2‖f‖L2([0,T ];H) ∀ t ∈ [0, T ],
da cui segue la tesi. 
Infine riportiamo il risultato relativo al problema 2.18 con punto iniziale
non nullo ([4, capitolo 1, §3.6.3]):
dX
dt = AX(t) + f(t) ∀ t ∈ [0, T ],
X(0) = x0.
(2.30)
Teorema 2.17 Supponiamo che l’operatore A soddisfi le ipotesi della propo-
sizione 2.12. Allora per ogni T > 0, per ogni f ∈ L2([0, T ];H) e per ogni
x0 ∈ D
(
(−A)1/2) la soluzione mild del problema 2.30, cioe` la funzione
X(t) = etAx0 +
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
appartiene allo spazio W .
Grazie ai teoremi 2.15, 2.16 e 2.17 siamo ora in grado di ottenere i
risultati di cui avremo bisogno nella dimostrazione del teorema di esistenza
ed unicita` della soluzione dell’equazione di Navier-Stokes stocastica.
Corollario 2.18 Consideriamo il caso in cui H = Hσ, σ ∈ R, D(A) =
Hσ+2 e A e` l’operatore di Stokes. Allora, per ogni T > 0 e per ogni f ∈
L2([0, T ];Hσ), la soluzione mild del problema 2.18 con punto iniziale nullo,
espressa dalla formula
X(t) =
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
appartiene allo spazio
W 1,2([0, T ];Hσ) ∩ L2([0, T ];Hσ+2) ∩ C([0, T ];Hσ+1).
Inoltre esiste una costante C > 0 tale che e` soddisfatta la disuguaglianza
‖X‖L2([0,T ];Hσ+2) + ‖X‖C([0,T ];Hσ+1) ≤ C‖f‖L2([0,T ];Hσ). (2.31)
Dimostrazione. Facciamo vedere che le ipotesi della proposizione 2.12
sono soddisfatte dall’operatore A di Stokes, definito dalla relazione 1.58,
sullo spazio Hσ per ogni σ ∈ R. Il fatto che l’operatore A sia autoaggiunto e`
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gia` stato verificato nel paragrafo 1.5.1; restano quindi da verificare le ipotesi
2 e 3 della proposizione 2.12. Per quanto riguarda l’ipotesi 2 osserviamo
che, se u e` un elemento di Hσ e
∑
k∈Z2,|k|≥1 ukvk e` la sua serie di Fourier,
si ha
etAu =
∑
k∈Z2,|k|≥1
e−t|k|
2
ukvk =⇒
∥∥etAu∥∥2
σ
=
∑
k∈Z2,|k|≥1
|k|2σe−2t|k|2 |uk|2 ≤ e−t
∑
k∈Z2,|k|≥1
|k|2σ|uk|2 = e−t‖u‖2σ
=⇒ ‖etA‖L(Hσ) ≤ e−t
e quindi l’ipotesi 2 e` verificata con ω = −1 per ogni σ ∈ R. Per quanto
riguarda l’ipotesi 3, si ha
Au = −
∑
k∈Z2,|k|≥1
|k|2ukvk =⇒
〈〈Au,u〉〉σ = −
∑
k∈Z2,|k|≥1
|k|2σ+2|uk|2 = −‖u‖2σ+1 ≤ −‖u‖2σ,
il che significa che anche l’ipotesi 3 e` soddisfatta con ω = −1 per ogni σ ∈ R.
In base al teorema 2.15, il fatto che l’operatore di Stokes soddisfi le ipotesi
della proposizione 2.12 e` sufficiente per concludere che, per ogni T > 0 e per
ogni f ∈ L2([0, T ];Hσ), la funzione
X(t) =
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
appartiene allo spazio
W 1,2([0, T ];Hσ) ∩ L2([0, T ];Hσ+2)
e soddisfa, per un’opportuna costante C1 > 0, la disuguaglianza
‖X‖L2([0,T ];Hσ+2) ≤ ‖X‖W ≤ C1‖f‖L2([0,T ];Hσ). (2.32)
In realta`, se l’operatore A soddisfa le ipotesi della proposizione 2.12, esso
soddisfa anche le ipotesi del teorema 2.16 e quindi si puo` concludere che la
funzione X appartiene anche allo spazio C
(
[0, T ];D
(
(−A)1/2)). Nel nostro
caso si ha D
(
(−A)1/2) = Hσ+1, percio` risulta che
X ∈ C ([0, T ];Hσ+1) ;
inoltre X soddisfa, per un’opportuna costante C2 > 0, la disuguaglianza
‖X‖C([0,T ];Hσ+1) ≤ C2‖f‖L2([0,T ];Hσ). (2.33)
Dalle disuguaglianze 2.32 e 2.33 segue allora immediatamente la 2.31, con
C = C1 + C2. 
In particolare, per l’equazione di Navier-Stokes sara` interessante il caso
σ = −1.
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Corollario 2.19 Consideriamo il caso in cui H = H−1, D(A) = H1 e A e`
l’operatore di Stokes. Allora, per ogni T > 0 e per ogni f ∈ L2([0, T ];H−1),
la soluzione mild del problema 2.18 con punto iniziale nullo, espressa dalla
formula
X(t) =
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
appartiene allo spazio
W 1,2([0, T ];H−1) ∩ L2([0, T ];H1) ∩ C([0, T ];H0).
Inoltre esiste una costante C > 0 tale che e` soddisfatta la disuguaglianza
‖X‖L2([0,T ];H1) + ‖X‖C([0,T ];H0) ≤ C‖f‖L2([0,T ];H−1). (2.34)
Dal teorema 2.17 si ottiene invece che la funzione
X(t) = etAx0 +
∫ t
0
e(t−s)Af(s)ds ∀ t ∈ [0, T ],
soluzione del problema 2.18 con punto iniziale x0 ∈ Hσ+1, σ ∈ R, ap-
partiene allo spazio W 1,2([0, T ];Hσ) ∩ L2([0, T ];Hσ+2); allora dal corollario
2.18 segue che anche e·Ax0 appartiene a W 1,2([0, T ];Hσ) ∩L2([0, T ];Hσ+2),
in particolare appartiene a L2([0, T ];Hσ+2). Nel caso in cui σ = −1 si avra`
quindi
e·Ax0 ∈ L2([0, T ];H1). (2.35)
Questo fatto, che sara` utile in seguito, si puo` in realta` dimostrare anche in
modo piu` diretto, calcolando la norma di e·Ax0 sullo spazio L2([0, T ];H1) e
facendo vedere che e` finita.
Corollario 2.20 Per ogni T > 0 e per ogni x0 ∈ H0 la funzione t 7→ etAx0
appartiene allo spazio
C([0, T ];H0) ∩ L2([0, T ];H1).
Dimostrazione. La funzione e·Ax0 e` continua da [0, T ] in H0 perche´{
etA
}
t≥0 e` un semigruppo fortemente continuo di operatori lineari sullo
spazio Hσ per ogni σ ∈ R (come segue dalla proposizione 2.8), in partico-
lare sullo spazio H0. Inoltre osserviamo che, se x e` un elemento di H1 e∑
k∈Z2, |k|≥1 xkvk e` la sua serie di Fourier, si ha
‖x‖21 =
∑
k∈Z2, |k|≥1
|k|2|xk|2 =
∑
k∈Z2, |k|≥1
||k|xk|2 =
∥∥∥(−A)1/2∥∥∥2
0
;
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pertanto il calcolo diretto mediante il quale si puo` vedere che e·Ax0 appar-
tiene anche a L2([0, T ];H1) e` il seguente:
‖e·Ax0‖2L2([0,T ];H1) =
∫ T
0
‖etAx0‖21dt =
∫ T
0
‖(−A)1/2etAx0‖20
=
∫ T
0
〈〈
(−A)1/2etAx0, (−A)1/2etAx0
〉〉
0
dt
=
∫ T
0
〈〈−AetAx0, etAx0〉〉0 dt
= −1
2
∫ T
0
d
dt
‖etAx0‖20dt
=
1
2
[‖x0‖20 − ‖eTAx0‖20] ≤ 12‖x0‖20 < +∞. 
(2.36)
2.3 La convoluzione stocastica
Come preannunciato, perturbiamo ora il problema 2.1 aggiungendo un
termine di rumore: precisamente, seW e` un Q-processo di Wiener definito in
uno spazio probabilizzato (Ω,F ,P) a valori inH0 e B ∈ L(H0), consideriamo
il problema 
dX(t) = AX(t) +BdW (t) ∀ t ≥ 0,
X(0) = x0 ∈ H0.
(2.37)
Si tratta di un problema di Cauchy per un’equazione differenziale stocastica
ambientato nello spazio H−1 e X(t) e` un processo stocastico a valori in H1.
2.3.1 Definizione
Come abbiamo gia` fatto nei precedenti due paragrafi, riformuliamo il
problema in un contesto piu` ampio (seguiamo l’approccio di [6, capitolo 2]).
Siano U e H due spazi di Hilbert reali separabili arbitrari, A : D(A) ⊂ H →
H e B : U → H due operatori lineari, W un Q-processo di Wiener definito
in (Ω,F ,P) a valori in U ; indichiamo con 〈·, ·〉U , 〈·, ·〉H i prodotti scalari
sugli spazi U e H e con | · |U , | · |H le corrispondenti norme. Consideriamo
allora il problema
dX(t) = AX(t) +BdW (t) ∀ t ≥ 0,
X(0) = x ∈ H.
(2.38)
Possiamo procedere formalmente utilizzando il metodo della variazione delle
costanti: in questo modo otteniamo
X(t) = etAx+
∫ t
0
e(t−s)ABdW (s) ≡ etAx+WA(t) ∀ t ≥ 0. (2.39)
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Questo significa che, per ogni scelta del punto iniziale x ∈ H, la soluzione
del problema 2.38 e` costituita da una parte deterministica e da una parte
aleatoria: etAx si puo` interpretare ∀ t ≥ 0 come una variabile aleatoria
indipendente da ω e quindi
{
etAx
}
t≥0 e` un processo deterministico, mentre
{WA(t)}t≥0 e` il processo stocastico definito da
WA : Ω× [0,+∞) −→ H
(ω, t) 7−→WA(ω, t) =
∫ t
0
e(t−s)ABdW (ω, s) (2.40)
e rappresenta quindi la parte aleatoria della soluzione; tale processo prende
il nome di convoluzione stocastica. Per ogni t ≥ 0 indichiamo con WA(t)
la variabile aleatoria WA(t) : Ω→ H, ω 7→ WA(ω, t); indichiamo invece con
WA(ω), ω ∈ Ω, la traiettoria del processo corrispondente all’eventualita` ω,
cioe` l’applicazione WA(ω) : [0,+∞)→ H, t 7→WA(ω, t).
Diciamo allora che il processo stocastico {X(t)}t≥0, con X(t) = etAx +
WA(t), e` una soluzione “mild” del problema 2.38 e cerchiamo prima di tutto
di far vedere che tale processo e` ben definito. E` utile ricordare che, come
abbiamo visto nella proposizione 1.19, un processo di Wiener a valori in U
si puo` espandere in serie come
W (t) =
+∞∑
k=1
βk(t)ek ∀ t ≥ 0, (2.41)
dove {ek}k∈N e` un sistema ortonormale completo di vettori di U e {βk}k∈N
e` una successione di processi di Wiener reali indipendenti in (Ω,F ,P) (si
tratta semplicemente dell’espansione in serie 1.51, in cui abbiamo inglobato
λk nella definizione di βk). Inoltre, in base alla proposizione 1.20, per ogni
t ≥ 0 si ha
WA(t) = lim
N→+∞
∫ t
0
e(t−s)ABdWN (s) in L2(Ω,F ,P;H), (2.42)
dove
WN (t) =
N∑
k=1
βk(t)ek ∀ t ≥ 0, N ∈ N;
quindi, per far vedere che il processo WA(t) e` ben definito, e` sufficiente far
vedere che la serie
+∞∑
k=1
∫ t
0
e(t−s)ABekdβk(s) (2.43)
e` convergente in L2(Ω,F ,P;H) ∀ t ≥ 0. A questo scopo facciamo delle
ipotesi supplementari riguardo agli operatori A e B.
Ipotesi 2.21 1. A : D(A)→ H e` il generatore infinitesimo di un semi-
gruppo fortemente continuo di contrazioni sullo spazio H;
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2. B ∈ L(U,H);
3. l’operatore Qt : H → H, definito dalla relazione
Qtx =
∫ t
0
esABB∗esA
∗
xds ∀x ∈ H, t ≥ 0, (2.44)
e` di classe traccia ∀ t > 0.
Il termine generico della serie 2.43 e` l’integrale di Itoˆ di una funzione a
valori in H: esso si puo` definire come∫ t
0
e(t−s)ABekdβk(s) =
+∞∑
h=1
fh
∫ t
0
〈
e(t−s)ABek, fh
〉
H
dβk(s) ∀ t ≥ 0,
(2.45)
dove {fh}h∈N e` un sistema ortonormale completo di vettori di H.
Lemma 2.22 Supponiamo che valgano le ipotesi 2.21. Allora ∀ t ≥ 0 si ha
E
[∣∣∣∣∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣2
H
]
=
∫ t
0
∣∣∣e(t−s)ABek∣∣∣2
H
ds. (2.46)
Dimostrazione. Grazie alla relazione 2.45 ed al teorema della convergenza
monotona si ha
E
[∣∣∣∣∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣2
H
]
= E
[
+∞∑
h=1
∣∣∣∣∫ t
0
〈
e(t−s)ABek, fh
〉
H
dβk(s)
∣∣∣∣2
]
=
+∞∑
h=1
E
[∣∣∣∣∫ t
0
〈
e(t−s)ABek, fh
〉
H
dβk(s)
∣∣∣∣2
]
;
utilizziamo ora la proprieta` 1.46 dell’integrale di Itoˆ, poi applichiamo ancora
il teorema della convergenza monotona; in questo modo otteniamo
E
[∣∣∣∣∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣2
H
]
=
+∞∑
h=1
∫ t
0
E
[∣∣∣〈e(t−s)ABek, fh〉
H
∣∣∣2] ds
=
+∞∑
h=1
∫ t
0
∣∣∣〈e(t−s)ABek, fh〉
H
∣∣∣2 ds
=
∫ t
0
+∞∑
h=1
∣∣∣〈e(t−s)ABek, fh〉
H
∣∣∣2 ds
=
∫ t
0
∣∣∣e(t−s)ABek∣∣∣2
H
ds,
il che conclude la dimostrazione. 
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Proposizione 2.23 Supponiamo che valgano le ipotesi 2.21. Allora per
ogni t ≥ 0 la serie
+∞∑
k=1
∫ t
0
e(t−s)ABekdβk(s)
converge in L2(Ω,F ,P;H) ad una variabile aleatoria gaussiana WA(t) aven-
te media nulla ed operatore covarianza Qt.
Dimostrazione. Siano t ≥ 0 e n, p ∈ N. Allora si ha la seguente catena
di uguaglianze (il primo passaggio si ottiene tenendo conto del fatto che
i processi βk sono tutti a media nulla ed indipendenti fra loro, l’ultimo
applicando il lemma 2.22):
E
∣∣∣∣∣
n+p∑
k=n+1
∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣∣
2
H
 = E[ n+p∑
k=n+1
∣∣∣∣∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣2
H
]
=
n+p∑
k=n+1
E
[∣∣∣∣∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣2
H
]
=
n+p∑
k=n+1
∫ t
0
∣∣∣e(t−s)ABek∣∣∣2
H
ds. (2.47)
Con il cambio di variabile t− s ≡ s′ otteniamo
E
∣∣∣∣∣
n+p∑
k=n+1
∫ t
0
e(t−s)ABekdβk(s)
∣∣∣∣∣
2
H
 = n+p∑
k=n+1
∫ t
0
∣∣∣es′ABek∣∣∣2
H
ds′.
Inoltre si ha
+∞∑
k=1
∫ t
0
∣∣esABek∣∣2H ds = +∞∑
h,k=1
∫ t
0
∣∣〈esABek, fh〉H ∣∣2 ds
=
+∞∑
h,k=1
∫ t
0
〈
esABek, fh
〉
H
〈
fh, e
sABek
〉
H
ds
=
+∞∑
h,k=1
∫ t
0
〈
ek, B
∗esA
∗
fh
〉
U
〈
B∗esA
∗
fh, ek
〉
U
ds
=
+∞∑
h=1
∫ t
0
∣∣∣B∗esA∗fh∣∣∣2
U
ds
=
+∞∑
h=1
∫ t
0
〈
esABB∗esA
∗
fh, fh
〉
H
ds = TrQt < +∞.
(2.48)
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Cio` significa che la successione delle somme parziali della serie 2.48 e` di
Cauchy, quindi la catena di uguaglianze 2.47 implica che la successione delle
somme parziali della serie
+∞∑
k=1
∫ t
0
e(t−s)ABekdβk(s)
e` di Cauchy in L2(Ω,F ,P;H), che e` completo; pertanto tale serie converge in
L2(Ω,F ,P;H) ad una variabile aleatoria WA(t). Questa variabile aleatoria,
essendo il limite in L2 di una successione di variabili aleatorie gaussiane, e`
anch’essa gaussiana. Precisamente, la media di WA(t) e` il limite debole in
H delle medie delle somme parziali della serie
+∞∑
k=1
∫ t
0
e(t−s)ABekdβk(s);
poiche´ ciascuna di queste medie e` nulla grazie alla proprieta` 1.45 dell’inte-
grale di Itoˆ, si ha anche E[WA(t)] = 0 ∀ t ≥ 0.
Calcoliamo ora l’operatore covarianza Q˜t di WA(t): se h, k sono due
vettori di H, si ha〈
Q˜th, k
〉
H
= E [〈WA(t), h〉H 〈WA(t), k〉H ]
= E
+∞∑
i=1
∫ t
0
〈
e(t−s)ABei, h
〉
H
dβi(s)
+∞∑
j=1
∫ t
0
〈
e(t−s)ABej , k
〉
H
dβj(s)
 .
(2.49)
Osserviamo che la successione
n∑
i=1
∫ t
0
〈
e(t−s)ABei, h
〉
H
dβi(s)
n∑
j=1
∫ t
0
〈
e(t−s)ABej , h
〉
H
dβj(s)

n∈N
e` il prodotto delle due successioni{
n∑
i=1
∫ t
0
〈
e(t−s)ABei, h
〉
H
dβi(s)
}
n∈N
,
n∑
j=1
∫ t
0
〈
e(t−s)ABej , h
〉
H
dβj(s)

n∈N
,
che convergono in L2(Ω,F ,P;H) per ogni t ≥ 0 grazie al teorema 1.20, e di
conseguenza convergono anche in L1(Ω,F ,P;H); questo implica che l’intera
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successione converge in L1(Ω,F ,P;H). Pertanto, riprendendo l’equazione
2.49, si ottiene〈
Q˜th, k
〉
H
=
+∞∑
i,j=1
E
[∫ t
0
〈
e(t−s)ABei, h
〉
H
dβi(s)
∫ t
0
〈
e(t−s)ABej , k
〉
H
dβj(s)
]
=
+∞∑
i=1
∫ t
0
E
[〈
e(t−s)ABei, h
〉
H
〈
e(t−s)ABei, k
〉
H
]
ds
=
+∞∑
i=1
∫ t
0
〈
ei, B
∗es
′A∗h
〉
U
〈
ei, B
∗es
′A∗k
〉
U
ds′,
(2.50)
dove nella seconda uguaglianza e` stata utilizzata la proprieta` 1.46 dell’inte-
grale di Itoˆ. Osserviamo ora che la successione{
n∑
i=1
〈
ei, B
∗esA
∗
h
〉
U
〈
ei, B
∗esA
∗
k
〉
U
}
n∈N
(2.51)
converge a
〈
B∗esA∗h,B∗esA∗k
〉
U
=
〈
esABB∗esA∗h, k
〉
H
∀ s ∈ [0, t], inoltre
∀n ∈ N e ∀ s ∈ [0, t] si ha∣∣∣∣∣
n∑
i=1
〈
ei, B
∗esA
∗
h
〉
U
〈
ei, B
∗esA
∗
k
〉
U
∣∣∣∣∣
=
∣∣∣∣∣
〈
n∑
i=1
〈
ei, B
∗esA
∗
h
〉
U
ei, B
∗esA
∗
k
〉
U
∣∣∣∣∣
=
∣∣∣∣∣
〈
n∑
i=1
esAB
〈
ei, B
∗esA
∗
h
〉
U
ei, k
〉
H
∣∣∣∣∣
≤
∣∣∣∣∣
n∑
i=1
esAB
〈
ei, B
∗esA
∗
h
〉
U
ei
∣∣∣∣∣
H
|k|H
≤ ‖esAB‖L(U,H)
∣∣∣∣∣
n∑
i=1
〈
ei, B
∗esA
∗
h
〉
U
ei
∣∣∣∣∣
U
|k|H
≤ ‖esAB‖L(U,H)
∣∣∣B∗esA∗h∣∣∣
U
|k|H
≤ ‖esAB‖2L(U,H)|h|H |k|H ≤ ‖B‖2L(U,H)|h|H |k|H ;
questo significa che tutti gli elementi della successione 2.51 sono maggiorati,
in modulo, da una medesima costante, quindi la successione converge anche
in L1. Di conseguenza si puo` passare al limite sotto il segno di integrale
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nell’espressione 2.50, ottenendo cos`ı
〈
Q˜th, k
〉
H
=
+∞∑
i=1
∫ t
0
〈
ei, B
∗esA
∗
h
〉
U
〈
ei, B
∗esA
∗
k
〉
U
ds
=
∫ t
0
+∞∑
i=1
〈
ei, B
∗esA
∗
h
〉
U
〈
ei, B
∗esA
∗
k
〉
U
ds
=
∫ t
0
〈
esABB∗esA
∗
h, k
〉
H
ds = 〈Qth, k〉H .
Abbiamo cos`ı dimostrato che Q˜t = Qt per ogni t ≥ 0. 
Vogliamo ora studiare WA(t) come una funzione di t: a questo scopo,
introduciamo lo spazio dei processi continui in media quadratica ed adattati
a W .
Definizione 2.24 Sia X = {X(t)}t∈[0,T ] un processo stocastico a valori in
H. Diciamo allora che X e` continuo in media quadratica ed adattato su
[0, T ] se valgono le seguenti condizioni:
1. X e` adattato a W , cioe` per ogni t ∈ [0, T ] la variabile aleatoria X(t)
e` misurabile rispetto alla σ-algebra generata dal blocco di variabili
aleatorie {W (s)}s∈[0,t];
2. per ogni t ∈ [0, T ] si ha
E
[|X(t)|2H] < +∞; (2.52)
3. per ogni t ∈ [0, T ] si ha
lim
s→tE[|X(s)−X(t)|
2
H ] = 0. (2.53)
Indichiamo lo spazio vettoriale dei processi stocastici continui in media
quadratica ed adattati su [0, T ] con il simbolo CW ([0, T ];H); questo spazio,
dotato della norma
‖X‖CW ([0,T ];H) =
[
sup
t∈[0,T ]
E
(|X(t)|2H)
]1/2
∀X ∈ CW ([0, T ];H), (2.54)
e` uno spazio di Banach.
Proposizione 2.25 Supponiamo che valgano le ipotesi 2.21: allora si ha
WA ∈ CW ([0, T ];H) ∀T > 0.
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Dimostrazione. Il fatto che WA sia un processo adattato discende dalla
sua definizione tramite l’integrale di Itoˆ. Il fatto che la norma in L2(Ω,F ,P)
di WA(t) sia limitata ∀ t ∈ [0, T ] segue dalla proposizione 2.23, infatti
E[|WA(t)|2H ] = E
[
+∞∑
k=1
| 〈WA(t), ek〉H |2
]
=
+∞∑
k=1
E
[| 〈WA(t), ek〉H |2]
=
+∞∑
k=1
〈Qtek, ek〉H = TrQt < +∞ ∀ t ∈ [0, T ].
Rimane quindi da verificare la continuita` in media quadratica. Siano allora
t, t0 ∈ [0, T ], con t > t0; si ha
WA(t)−WA(t0) =
+∞∑
k=1
∫ t
0
e(t−s)ABekdβk(s)−
+∞∑
k=1
∫ t0
0
e(t0−s)ABekdβk(s)
=
+∞∑
k=1
∫ t0
0
[
e(t−s)A − e(t0−s)A
]
Bekdβk(s)
+
+∞∑
k=1
∫ t
t0
e(t−s)ABekdβk(s) ≡ I1 + I2.
Poiche´ un processo di Wiener ha incrementi indipendenti, le due variabili
aleatorie I1 e I2 sono indipendenti, per cui E
[|I1 + I2|2] = E [|I1|2] +
E
[|I2|2]. Procedendo in modo analogo alla dimostrazione della proposizione
2.23 si trova allora
E
[|I1 + I2|2]
=
∫ t0
0
Tr
[(
e(t−s)A − e(t0−s)A
)
BB∗
(
e(t−s)A
∗ − e(t0−s)A∗
)]
ds
+
∫ t
t0
Tr
[
esABB∗esA
∗]
ds.
Di conseguenza si ottiene
lim
t→t0
E
[|WA(t)−WA(t0)|2] = 0,
il che conclude la dimostrazione. 
2.3.2 Continuita` della convoluzione stocastica nello spazio e
nel tempo
Supponiamo ora che si abbia H = U = L2(O), dove O ⊂ R2 e` un
aperto limitato (poi applicheremo i risultati al nostro caso, in cui O =
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(0, 2pi)× (0, 2pi)). Allora WA e` un processo stocastico a valori in L2(O):
WA : Ω× [0,+∞) −→ L2(O)
(ω, t) 7−→WA(ω, t),
WA(ω, t) : O −→ R2
x 7−→WA(ω, t)(x).
In questo caso possiamo interpretare WA anche come un processo stocastico
a valori in R2 avente come insieme degli indici l’insieme [0,+∞)×O:
WA : Ω× [0,+∞)×O −→ R2
(ω, t,x) 7−→WA(ω, t,x) ≡WA(ω, t)(x).
Utilizziamo sempre la notazione WA(ω) per indicare la traiettoria del pro-
cesso corrispondente all’eventualita` ω, cioe` l’applicazione
WA(ω) : [0,+∞)×O −→ R2
(t,x) 7−→WA(ω)(t,x) ≡WA(ω, t,x),
mentre indichiamo con WA(t,x) la variabile aleatoria di indice (t,x). Cer-
chiamo ora di far vedere che WA(ω) e` continua su [0,+∞)×O per P-quasi
ogni ω ∈ Ω. A questo scopo facciamo alcune ipotesi supplementari.
Ipotesi 2.26 1. Per ogni p > 1 il semigruppo etA ha un’unica estensione
ad un semigruppo fortemente continuo in Lp(O);
2. in corrispondenza di ogni ε ∈ [0, 1], esiste Cε > 0 tale che
‖etAf‖Wε,p(O) ≤ Cεt−ε/2‖f‖Lp(O) ∀ f ∈ Lp(O), t > 0, p ≥ 1;
(2.55)
3. A e BB∗ sono diagonali rispetto alla base ortonormale {ek}k∈N, cioe`
esistono due successioni di numeri positivi {αk}k∈N e {γk}k∈N tali che
Aek = −αkek, BB∗ek = γkek ∀ k ∈ N;
4. ek ∈ C(O) ∀ k ∈ N ed inoltre esiste κ > 0 tale che
|ek(x)| ≤ κ ∀ k ∈ N, ∀x ∈ O;
5. esiste α ∈ (0, 12) tale che
+∞∑
k=1
γkα
2α−1
k < +∞. (2.56)
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Lemma 2.27 Supponiamo che valgano le ipotesi 2.26 e siano T > 0, m ∈ N
con m > 2α ; sia poi f ∈ L2m([0, T ]×O) e definiamo
F(t,x) ≡
∫ t
0
e(t−σ)A(t− σ)α−1f(σ)(x)dσ ∀ t ∈ [0, T ], x ∈ O
(indichiamo con f(σ) la funzione x 7→ f(σ,x) ed analogamente con F(t)
la funzione x 7→ F(t,x)). Allora F ∈ C([0, T ] × O) ed inoltre esiste una
costante CT,m > 0 tale che
sup
t∈[0,T ],x∈O
|F(t,x)| ≤ CT,m‖f‖L2m([0,T ]×O). (2.57)
Dimostrazione. Sia ε = α, per cui ε2 =
α
2 . Allora, grazie alla disu-
guaglianza 2.55, si ha
‖F(t)‖Wε,2m(O) ≤
∫ t
0
(t− σ)α−1‖e(t−σ)Af(σ)‖Wε,2m(O)dσ
≤ Cε
∫ t
0
(t− σ)α2−1‖f(σ)‖L2m(O)dσ.
Poiche´ per ipotesi f ∈ L2m([0, T ] × O) e 2m > 4α > 1, si puo` applicare la
disuguaglianza di Ho¨lder con p = 2m2m−1 e q = 2m: allora per ognit ∈ [0, T ]
si ha
‖F(t)‖Wε,2m(O) ≤
≤ Cε
(∫ t
0
(t− σ)(α2−1) 2m2m−1dσ
) 2m−1
2m
(∫ t
0
‖f(σ)‖2mL2m(O)dσ
) 1
2m
≤ Cε
(∫ t
0
(t− σ)m(α−2)2m−1 dσ
) 2m−1
2m
‖f‖L2m([0,T ]×O)
Osserviamo ora che∫ t
0
(t− σ)m(α−2)2m−1 dσ =
∫ t
0
s
m(α−2)
2m−1 ds
=
1
m(α−2)
2m−1 + 1
t
m(α−2)
2m−1 +1
=
2m− 1
αm− 1 t
αm−1
2m−1 ,
di conseguenza si trova
‖F(t)‖Wε,2m(O) ≤ Cε
(
2m− 1
αm− 1
) 2m−1
2m
t
αm−1
2m ‖f‖L2m([0,T ]×O) < +∞,
per cui F(t) ∈Wε,2m(O) ∀ t ∈ [0, T ]. Poiche´ α > 2m per ipotesi ed abbiamo
scelto ε = α2 , si ha ε >
1
m ; quindi, grazie al teorema di immersione per gli
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spazi di Sobolev, si ha F(t) ∈ C(O) ∀ t ∈ [0, T ] ed inoltre esiste una costante
C˜ > 0 tale che ∀ t ∈ [0, T ] si ha
‖F(t)‖C(O) = sup
x∈O
|F(t,x)| ≤ C˜‖F(t)‖Wε,2m(O)
≤ C˜Cε
(
2m− 1
αm− 1
) 2m−1
2m
t
αm−1
2m ‖f‖L2m([0,T ]×O),
da cui
‖F‖C([0,T ]×O) = sup
t∈[0,T ],x∈O
|F(t,x)|
≤ C˜Cε
(
2m− 1
αm− 1
) 2m−1
2m
T
αm−1
2m ‖f‖L2m([0,T ]×O)
≡ CT,m‖f‖L2m([0,T ]×O) < +∞.
Questo implica che F ∈ C([0, T ]×O) e vale la disuguaglianza 2.57. 
Proposizione 2.28 Supponiamo che valgano le ipotesi 2.21 e 2.26. Allo-
ra l’applicazione WA(ω) e` continua su [0, T ] × O per P-quasi ogni ω ∈ Ω.
Inoltre, se m ∈ N e m > 2α , esistono una variabile aleatoria CT,m P-quasi
certamente finita ed una costante KT,m > 0 tali che
sup
t∈[0,T ],x∈O
|WA(ω, t,x)| ≤ CT,m(ω) ∀ω ∈ Ω, (2.58)
E
[
sup
t∈[0,T ],x∈O
|WA(t,x)|
]
≤ KT,m, (2.59)
Dimostrazione. Prima di tutto utilizziamo l’identita`∫ t
s
(t− σ)α−1(σ − s)−αdσ = pi
sin(piα)
, 0 ≤ s ≤ σ ≤ t (2.60)
per riscrivere la variabile aleatoria WA(t) nella forma
WA(t) =
sin(piα)
pi
∫ t
0
e(t−σ)A(t− σ)α−1Y (σ)dσ ∀ t ≥ 0, (2.61)
dove
Y (σ) =
∫ σ
0
e(σ−s)A(σ − s)−αBdW (s) ∀σ ≥ 0. (2.62)
Infatti si ha
sin(piα)
pi
∫ t
0
e(t−σ)A(t− σ)α−1
[∫ σ
0
e(σ−s)A(σ − s)−αBdW (s)
]
dσ
=
sin(piα)
pi
∫ t
0
[∫ t
s
e(t−σ)Ae(σ−s)A(t− σ)α−1(σ − s)−αdσ
]
BdW (s)
=
sin(piα)
pi
∫ t
0
e(t−s)A
[∫ t
s
(t− σ)α−1(σ − s)−αdσ
]
BdW (s) =WA(t).
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Y e` un processo stocastico a valori in L2(O) e quindi, come abbiamo fatto
per WA, possiamo interpretarlo come un processo stocastico a valori in R2
avente come insieme degli indici l’insieme [0,+∞)×O. Consideriamo allora
per ogni coppia (σ,x) ∈ [0,+∞)×O la variabile aleatoria
Y (σ,x) : Ω −→ R2
ω 7−→ Y (σ,x)(ω) ≡ Y (ω, σ,x);
si puo` scrivere questa variabile aleatoria nella forma
Y (σ,x)(ω) =
+∞∑
k=1
√
γk
∫ σ
0
e−αk(σ−s)(σ − s)−αek(x)dβk(ω, σ),
dove {ek}k∈N e` un sistema ortonormale completo di vettori di L2(O). Poiche´
l’integrando e` deterministico, Y (σ,x) e` una variabile aleatoria Gaussiana
a media nulla; calcoliamo anche la sua covarianza y(σ,x): applicando il
teorema della convergenza monotona e la proprieta` 1.46 dell’integrale di Itoˆ
si trova
y(σ,x) = E
∣∣∣∣∣
+∞∑
k=1
√
γk
∫ σ
0
e−αk(σ−s)(σ − s)−αek(x)dβk(s)
∣∣∣∣∣
2

=
+∞∑
k=1
γkE
[∣∣∣∣∫ σ
0
e−αk(σ−s)(σ − s)−αek(x)dβk(s)
∣∣∣∣2
]
=
+∞∑
k=1
γk
∫ σ
0
E
[∣∣∣e−αk(σ−s)(σ − s)−αek(x)∣∣∣2] ds
=
+∞∑
k=1
γk
∫ σ
0
e−2αk(σ−s)(σ − s)−2α |ek(x)|2 ds
=
+∞∑
k=1
γk
∫ σ
0
e−2αkss−2α |ek(x)|2 ds.
Di conseguenza, tenendo conto anche delle ipotesi 2.26, si ha
y(σ,x) ≤
+∞∑
k=1
γk
∫ +∞
0
e−2αkss−2α |ek(x)|2 ds
≤ κ2
+∞∑
k=1
γk
∫ +∞
0
e−2αks
(2αks)(1−2α)−1
(2αk)(1−2α)−1
ds
≤ κ2
+∞∑
k=1
γk
1
(2αk)1−2α
∫ +∞
0
e−ττ (1−2α)−1dτ
= κ222α−1Γ(1− 2α)
+∞∑
k=1
γkα
2α−1
k < +∞,
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dove Γ indica la funzione gamma di Eulero. Dalla stima ottenuta per la co-
varianza di Y (σ,x) e ricordando che Y (σ,x) e` una variabile aleatoria Gaus-
siana, possiamo concludere che per ogni m ∈ N esiste una costante Km > 0
tale che
E
[
|Y (σ,x)|2m
]
≤ Km ∀ (σ,x) ∈ [0, T ]×O;
da questo segue che per ogni m ∈ N si ha
E
[
‖Y ‖2mL2m([0,T ]×O)
]
= E
[∫ T
0
∫
O
|Y (σ,x)|2mdxdσ
]
=
∫ T
0
∫
O
E
[|Y (σ,x)|2m] dxdσ ≤ KmT |O|, (2.63)
dove |O| e` la misura di Lebesgue di O. Dall’equazione 2.63 vediamo che
‖Y ‖2mL2m([0,T ]×O) e` una variabile aleatoria integrabile per ogni m ∈ N, quindi
e` anche P-quasi certamente finita: questo significa che le traiettorie Y (ω) del
processo {Y (σ,x)}(σ,x)∈[0,T ]×O sono funzioni di L2m([0, T ]×O) per P-quasi
ogni ω ∈ Ω.
A questo punto, avendo scrittoWA(t) nella forma 2.61 ed avendo stabilito
che Y e` P-quasi certamente in L2m([0, T ] × O) per ogni m ∈ N (quindi in
particolare per m > 2α), possiamo applicare il lemma 2.27 ad ω fissato.
Concludiamo allora che WA(ω) ∈ C([0, T ] × O) per P-quasi ogni ω ∈ Ω ed
inoltre ∀T > 0, m ∈ N esiste una costante C˜T,m > 0 tale che per ogni ω ∈ Ω
si ha
sup
t∈[0,T ],x∈O
|WA(ω, t,x)| ≤ C˜T,m‖Y (ω)‖L2m([0,T ]×O) ≡ CT,m(ω), (2.64)
con CT,m variabile aleatoria P-quasi certamente finita grazie alle proprieta`
di Y . Con questo abbiamo dimostrato la disuguaglianza 2.58. Prendendo
poi il valor medio di entrambi i membri della 2.64 si ottiene proprio la 2.59
E
[
sup
t∈[0,T ],x∈O
|WA(t,x)|
]
≤ CT,mE
[‖Y ‖L2m([0,T ]×O)]
≤ CT,m
{
E
[
‖Y ‖2mL2m([0,T ]×O)
]}1/2m
≤ CT,m (KmT |O|)1/2m ≡ KT,m,
(2.65)
il che conclude la dimostrazione. 
2.3.3 Soluzione del problema lineare
Torniamo ora al problema di partenza 2.37:
dX(t) = AX(t) +BdW (t) ∀ t ≥ 0,
X(0) = x0 ∈ H0;
(2.66)
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si tratta semplicemente di un caso particolare del problema 2.38:
dX(t) = AX(t) +BdW (t) ∀ t ≥ 0,
X(0) = x ∈ H,
(2.67)
in cui U = H = H0, B ∈ L(H0) ed A e` l’operatore di Stokes. Quindi, se
riusciamo a dimostrare che le ipotesi 2.21 e 2.26 sono soddisfatte, possiamo
definire la soluzione del problema 2.37, per ogni scelta del punto iniziale
x0 ∈ H0, come
X(t) = etAx0 +
∫ t
0
e(t−s)ABdW (s) ≡ etAx0 +WA(t) ∀ t ≥ 0; (2.68)
le proposizioni 2.23 e 2.25 ci assicurano allora che il processo stocastico X(t)
e` ben definito ed appartiene allo spazio CW ([0, T ];H−1) per ogni T > 0.
Abbiamo allora bisogno di alcune ipotesi supplementari riguardo all’o-
peratore B.
Ipotesi 2.29 1. L’operatore BB∗ e` diagonale rispetto alla base degli au-
tovettori di A, {vk}k∈Z2, |k|≥1, e γk sono i suoi autovalori rispetto a
tale base;
2. l’operatore BB∗ e` di classe traccia.
Con queste assunzioni riusciamo a far vedere che valgono le ipotesi 2.21
e 2.26. Infatti abbiamo gia` visto in precedenza che l’operatore A e` il ge-
neratore infinitesimo di un semigruppo fortemente continuo di contrazioni,
mentre B e` per definizione un operatore lineare limitato da H0 in se stesso.
Pertanto, per far vedere che le ipotesi 2.21 sono soddisfatte nel caso del
problema 2.37, basta far vedere che l’operatore lineare
Qt =
∫ t
0
esABB∗esA
∗
ds (2.69)
sullo spazio H = H0 e` di classe traccia per ogni t > 0; poiche´ A e` autoag-
giunto e BB∗ e` diagonalizzabile simultaneamente ad A, si ha
Qtvk =
∫ t
0
esABB∗esA
∗
vkds =
∫ t
0
BB∗e2sAvkds
=
∫ t
0
γke
−2s|k|2vkds = − 12|k|2 γk
(
e−2t|k|
2 − 1
)
vk
=
1
2
γk|k|−2
(
1− e−2t|k|2
)
vk ∀ t > 0, k ∈ Z2 : |k| ≥ 1;
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di conseguenza si ha
TrQt =
1
2
∑
k∈Z2, |k|≥1
〈〈
γk|k|−2
(
1− e−2t|k|2
)
vk,vk
〉〉
0
=
1
2
∑
k∈Z2, |k|≥1
γk|k|−2
(
1− e−2t|k|2
)
≤ 1
2
∑
k∈Z2, |k|≥1
γk|k|−2
≤ 1
2
∑
k∈Z2, |k|≥1
γk = Tr(BB∗) < +∞ ∀ t > 0.
Per quanto riguarda le ipotesi 2.26, si puo` dimostrare che, se O =
(0, 2pi) × (0, 2pi), allora i punti 1,2 e 4 sono soddisfatti nel caso generale
in cui A sia la realizzazione di un operatore ellittico (si veda ad esempio [2]).
Il punto 3 delle ipotesi 2.26 coincide con il punto 1 delle ipotesi 2.29, mentre
il punto 5 delle ipotesi 2.26 discende facilmente dall’assunzione che BB∗ sia
di classe traccia; infatti si ha
α ∈ (0, 1
2
) =⇒
∑
k∈Z2, |k|≥1
γk|k|2(2α−1) ≤
∑
k∈Z2, |k|≥1
γk = Tr(BB∗) < +∞.
Grazie alla proposizione 2.28 possiamo allora concludere che il processo
stocastico WA, visto come processo a valori in R2 avente come insieme degli
indici l’insieme [0,+∞)×O, ha anche traiettorie P-quasi certamente continue
su [0,+∞)×O e vale la disuguaglianza 2.58:
sup
t∈[0,T ],x∈O
|WA(ω, t,x)| ≤ CT,m(ω) ∀ω ∈ Ω,
dove CT,m(ω), definita nell’equazione 2.64, e` una variabile aleatoria P-quasi
certamente finita. Di conseguenza e` possibile dimostrare qualche ulteriore
risultato di regolarita` per le traiettorie del processo WA.
Teorema 2.30 Se U = H = H0, A e` l’operatore di Stokes e B soddisfa le
ipotesi 2.29, allora la funzione t 7→WA(ω, t) appartiene allo spazio
C([0, T ];H0)
per P-quasi ogni ω ∈ Ω.
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Dimostrazione. Dalla disuguaglianza 2.58 segue che
sup
t∈[0,T ]
‖WA(ω, t)‖0 = sup
t∈[0,T ]
[∫
O
|WA(ω, t,x)|2dx
]1/2
≤
[
sup
(t,x)∈[0,T ]×O
|WA(ω, t,x)|2|O|
]1/2
≤
( sup
(t,x)∈[0,T ]×O
|WA(ω, t,x)|
)2
|O|
1/2
=
[
C2T,m(ω)|O|
]1/2
< +∞ ∀ω ∈ Ω,
(2.70)
dove CT,m e` la variabile aleatoria definita nella 2.64 e |O| e` la misura di
Lebesgue di O. Poiche´ CT,m e` P-quasi certamente finita, dalla 2.70 segue
che WA(ω) ∈ C([0, T ];H0) per P-quasi ogni ω ∈ Ω. 
Teorema 2.31 Se U = H = H0, A e` l’operatore di Stokes e B soddisfa le
ipotesi 2.29, allora la funzione t 7→WA(ω, t) appartiene allo spazio
L2([0, T ];H1)
per P-quasi ogni ω ∈ Ω.
Dimostrazione. Osserviamo prima di tutto che
‖WA(ω, t)‖21 =
∥∥∥(−A)1/2WA(ω, t)∥∥∥2
0
∀ω ∈ Ω, t ∈ [0, T ],
quindi
(−A)1/2WA(ω, t) =
∫ t
0
(−A)1/2e(t−s)ABdW (s)
=
∑
k∈Z2, |k|≥1
∫ t
0
|k|e−(t−s)|k|2γ1/2k dβk(s)vk =⇒
∥∥∥(−A)1/2WA(ω, t)∥∥∥2
0
=
∑
k∈Z2, |k|≥1
∣∣∣∣∫ t
0
|k|e−(t−s)|k|2γ1/2k dβk(s)
∣∣∣∣2 ∀ω ∈ Ω;
applicando il teorema della convergenza monotona e la proprieta` 1.46 del-
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l’integrale di Itoˆ, si trova
E
[
‖WA(ω)‖2L2([0,T ];H1)
]
= E
[∫ T
0
‖WA(ω, t)‖21dt
]
= E
[∫ T
0
∥∥∥(−A)1/2WA(ω, t)∥∥∥2
0
dt
]
=
∫ T
0
E
 ∑
k∈Z2, |k|≥1
∣∣∣∣∫ t
0
|k|e−(t−s)|k|2γ1/2k dβk(s)
∣∣∣∣2
 dt
=
∑
k∈Z2, |k|≥1
∫ T
0
[∫ t
0
|k|2e−2(t−s)|k|2γkds
]
dt
=
∑
k∈Z2, |k|≥1
|k|2γk
∫ T
0
1
2|k|2
(
1− e−2t|k|2
)
dt
≤
∑
k∈Z2, |k|≥1
γk
T
2
=
T
2
Tr(BB∗) < +∞.
(2.71)
Si puo` concludere allora che la variabile aleatoria ‖WA‖L2([0,T ];H1) e` integra-
bile e quindi P-quasi certamente finita, cioe` WA(ω) appartiene allo spazio
L2([0, T ];H1) per P-quasi ogni ω ∈ Ω. 
2.4 Soluzione dell’equazione di Navier-Stokes sto-
castica
2.4.1 Esistenza locale
A questo punto siamo pronti per tornare a studiare il problema di Navier-
Stokes completo:
dX(t) + b (X(t)) dt = AX(t)dt+BdW (t) ∀ t ≥ 0,
X(0) = x0 ∈ H0,
(2.72)
dove X e` un processo stocastico a valori in H1, W e` un Q-processo di
Wiener a valori in H0 e B ∈ L(H0) soddisfa le ipotesi 2.29. Diciamo che
il processo stocastico X e` una soluzione “mild” del problema 2.72 se esso
soddisfa l’equazione
X(t) = etAx0 −
∫ t
0
e(t−s)Ab(X(s))ds+WA(t) ∀ t ≥ 0, (2.73)
in cui
{
etA
}
t≥0 e` il semigruppo fortemente continuo generato dall’operatore
A e WA(t) e` la convoluzione stocastica.
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Osserviamo che, grazie alla proposizione 1.26, l’applicazione b a valori
in H−1 e` ben definita e continua non solo su H1, ma su tutto L4#, quindi
ha senso cercare una soluzione mild del problema 2.72 che sia un processo
stocastico a valori in L4#: precisamente, lo spazio
E ≡ L4([0, T ];L4#)
e` lo spazio che avra` maggior importanza nella ricerca della soluzione. Di-
mostriamo prima di tutto un risultato preliminare, che sara` utile nella
dimostrazione del teorema di esistenza ed unicita` della soluzione.
Lemma 2.32 Definiamo, per T > 0,
Γ(f)(t) ≡
∫ t
0
e(t−s)Ab(f(s))ds ∀ f ∈ E, t ∈ [0, T ]. (2.74)
Allora Γ(f) ∈ E per ogni f ∈ E ed inoltre esiste una costante M > 0 tale
che per ogni f, g ∈ E si ha
‖Γ(f)− Γ(g)‖E ≤M (‖f‖E + ‖g‖E) ‖f − g‖E . (2.75)
Dimostrazione. Step 1. Facciamo vedere che vale l’inclusione
L∞([0, T ];H0) ∩ L2([0, T ];H1) ⊂ E.
Consideriamo una funzione f ∈ L∞([0, T ];H0)∩L2([0, T ];H1) ed osserviamo
che, grazie al teorema di immersione per gli spazi di Sobolev (teorema 1.15),
si ha
‖f(t)‖L4# ≤ C‖f(t)‖1/2 ∀ t ∈ [0, T ],
dove C e` una costante positiva. Ora, applicando la stima di interpolazione
1.38, con α = 0, β = 12 , γ = 1, si ottiene
‖f(t)‖L4# ≤ C‖f(t)‖
1/2
0 ‖f(t)‖1/21 ∀ t ∈ [0, T ].
Infine, elevando alla quarta potenza entrambi i membri di questa disu-
guaglianza ed integrando sull’intervallo [0, T ], si ottiene
‖f‖4E =
∫ T
0
‖f(t)‖4L4#dt
≤ C4
∫ T
0
‖f(t)‖20‖f(t)‖21dt
≤ C4‖f‖2L∞([0,T ];H0)
∫ T
0
‖f(t)‖21dt
= C4‖f‖2L∞([0,T ];H0)‖f‖2L2([0,T ];H1).
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Di conseguenza si trova
‖f‖E ≤ C‖f‖1/2L∞([0,T ];H0)‖f‖
1/2
L2([0,T ];H1)
≤ C
2
[‖f‖L∞([0,T ];H0) + ‖f‖L2([0,T ];H1)] , (2.76)
da cui segue che si ha
L∞([0, T ];H0) ∩ L2([0, T ];H1) ⊂ E
con immersione continua.
Step 2. Se f ∈ E, allora b(f) ∈ L2([0, T ];H−1). Infatti, dalla relazione
1.72 segue che
‖b(f)‖2L2([0,T ];H−1) =
∫ T
0
‖b(f(t))‖2−1dt
≤ 4
∫ T
0
‖f(t)‖4L4#dt = 4‖f‖
4
E < +∞.
(2.77)
Osserviamo poi che la funzione Γ(f)(t), per come e` stata definita, e` la
soluzione mild del problema non omogeneo
dX
dt = AX(t) + b(f(t)) ∀ t ∈ [0, T ],
X(0) = 0.
(2.78)
Pertanto, in base ai risultati ottenuti nel paragrafo 2.2 (in particolare, in
base al corollario 2.19), si ha certamente
Γ(f) ∈ L∞([0, T ];H0) ∩ L2([0, T ];H1) ⊂ E
ed esistono due costanti positive C1, C2 tali che
‖Γ(f)‖L2([0,T ];H1) ≤ C1‖b(f)‖L2([0,T ];H−1), (2.79)
‖Γ(f)‖L∞([0,T ];H0) ≤ C2‖b(f)‖L2([0,T ];H−1). (2.80)
Utilizzando ora la disuguaglianza 2.76 dello Step 1, otteniamo
‖Γ(f)‖E ≤ L‖b(f)‖L2([0,T ];H−1) < +∞, (2.81)
con L = C(C1+C2)2 .
Step 3. Dobbiamo stimare ‖Γ(f) − Γ(g)‖E , per una generica coppia
f, g di elementi di E. Poiche´ Γ(f),Γ(g) ∈ E grazie allo Step 2, si puo` usare
ancora la disuguaglianza 2.76; si ottiene cos`ı
‖Γ(f)−Γ(g)‖E ≤ K
[‖Γ(f)− Γ(g)‖L∞([0,T ];H0) + ‖Γ(f)− Γ(g)‖L2([0,T ];H1)] ;
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inoltre, poiche´
Γ(f)(t)− Γ(g)(t) =
∫ t
0
e(t−s)A [b(f(s))− b(g(s))] ds ∀ t ∈ [0, T ],
con un ragionamento analogo a quello effettuato nello Step 2 si trova
‖Γ(f)− Γ(g)‖L2([0,T ];H1) ≤ C1‖b(f)− b(g)‖L2([0,T ];H−1),
‖Γ(f)− Γ(g)‖L∞([0,T ];H0) ≤ C2‖b(f)− b(g)‖L2([0,T ];H−1).
In definitiva si ha
‖Γ(f)− Γ(g)‖E ≤ L‖b(f)− b(g)‖L2([0,T ];H−1) ∀ f, g ∈ E, (2.82)
con L = C(C1+C2)2 . Osserviamo poi che, grazie alla disuguaglianza 1.74, si
ha
‖b(f)− b(g)‖2L2([0,T ];H−1) =
∫ T
0
‖b(f(s))− b(g(s))‖2−1ds
≤ 16
∫ T
0
‖f(s)− g(s)‖2L4#
[
‖f(s)‖L4# + ‖g(s)‖L4#
]2
ds
≤ 16
[∫ T
0
‖f(s)− g(s)‖4L4#ds
]1/2 [∫ T
0
(
‖f(s)‖L4# + ‖g(s)‖L4#
)4
ds
]1/2
≤ 16‖f − g‖2E
[
8
(‖f‖4E + ‖g‖4E)]1/2 ≤ 32√2‖f − g‖2E [‖f‖2E + ‖g‖2E]
≤ 32
√
2‖f − g‖2E [‖f‖E + ‖g‖E ]2 =⇒
‖b(f)− b(g)‖L2([0,T ];H−1) ≤ 211/4‖f − g‖E [‖f‖E + ‖g‖E ] .
Sostituendo nella disuguaglianza 2.82 si ottiene proprio
‖Γ(f)− Γ(g)‖E ≤M (‖f‖E + ‖g‖E) ‖f − g‖E ,
con M = 211/4L. 
Indichiamo con L4W ([0, T ];L4#) lo spazio vettoriale di tutti i processi
stocastici X definiti su (Ω,F ,P), aventi valori in L4#, adattati aW e tali che
‖X‖4L4W ([0,T ];L4#) ≡ E
[∫ T
0
‖X(s)‖4L4#ds
]
< +∞. (2.83)
Per dimostrare l’esistenza e l’unicita` della soluzione mild del problema 2.72
utilizzeremo il principio delle contrazioni locale, applicato allo spazio di Ba-
nach E ad ω fissato; poi cercheremo di far vedere che la soluzione trovata in
questo modo appartiene in realta` allo spazio L4W ([0, T ];L4#) (teorema 2.36).
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Teorema 2.33 (Principio delle contrazioni locale) Sia E uno spazio
metrico completo ed indichiamo con d(·, ·) la distanza su questo spazio; siano
poi x0 un punto di E e f : E → E un’applicazione tale che, per un certo
α ∈ (0, 1) ed un certo r > 0, si abbia
d(f(x1), f(x2)) ≤ αd(x1, x2) ∀x1, x2 ∈ B(x0, r). (2.84)
Allora l’equazione x + f(x) = y ammette un’unica soluzione x ∈ B(x0, r)
∀ y ∈ B(x0 − f(x0), r(1− α)).
Teorema 2.34 Se l’operatore B soddisfa le ipotesi 2.29, allora per ogni
x0 ∈ H0 esiste una variabile aleatoria T˜ che assume P-quasi certamente
valori in (0, T ] e tale che per ogni ω ∈ Ω esiste un’unica soluzione mild
X(ω, ·) ∈ L4
(
[0, T˜ (ω)];L4#
)
del problema 2.72.
Dimostrazione. Step 1. Prima di tutto riscriviamo l’equazione 2.73, che
definisce la soluzione mild del problema 2.72, nella forma
X(ω, t) = etAx0 − Γ(X(ω, ·))(t) +WA(ω, t) ∀ω ∈ Ω, t ∈ [0, T ]. (2.85)
Poiche´ x0 ∈ H0 per ipotesi, l’applicazione
e·Ax0 : [0, T ] −→ H0
t 7−→ etAx0
e` continua su [0, T ] grazie alla proposizione 2.8; abbiamo gia` visto che essa
appartiene anche allo spazio L2([0, T ];H1) (si veda il corollario 2.20), di
conseguenza si ha
e·Ax0 ∈ C([0, T ];H0) ∩ L2([0, T ];H1) ⊂ L∞([0, T ];H0) ∩ L2([0, T ];H1);
allora, per quanto visto nello Step 1 del lemma precedente, si puo` concludere
che e·Ax0 ∈ E.
Per quanto riguarda WA, se indichiamo con WA(ω) l’applicazione t 7→
WA(ω, t), ω ∈ Ω, in base a quanto visto nel paragrafo 2.3.2 WA(ω) soddisfa
la disuguaglianza 2.58 per P-quasi ogni ω ∈ Ω; di conseguenza per P-quasi
ogni ω ∈ Ω si ha
‖WA(ω)‖4E =
∫ T
0
‖WA(ω, t)‖4L4#dt =
∫ T
0
[∫
O
|WA(ω, t,x)|4dx
]
dt
≤ T |O| sup
(t,x)∈[0,T ]×O
|WA(ω, t,x)|4
≤ T |O|
(
sup
(t,x)∈[0,T ]×O
|WA(ω, t,x)|
)4
≤ T |O|C4T,m(ω) < +∞,
(2.86)
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dove |O| indica la misura di Lebesgue di O; ne segue che WA(ω) ∈ E
per P-quasi ogni ω ∈ Ω. Fissiamo allora un ω0 ∈ Ω per il quale WA(ω0)
verifichi effettivamente la disuguaglianza 2.58 e sia quindi un elemento di
E; se supponiamo X(ω0) ∈ E, allora anche Γ(X(ω0)) ∈ E grazie al lemma
precedente e quindi l’equazione
X(ω0, ·) = e·Ax0 − Γ(X(ω0, ·)) +WA(ω0) (2.87)
ha senso come uguaglianza fra elementi di E.
Step 2. Come preannunciato, vogliamo ora dimostrare l’esistenza e
l’unicita` della soluzione dell’equazione 2.87 mediante un argomento di punto
fisso nello spazio E. A questo scopo, definiamo
ϕ(t) ≡WA(ω0, t), u(t) ≡ X(ω0, t)− ϕ(t), ψ(t) ≡ etAx0 ∀ t ∈ [0, T ];
dall’equazione 2.87 otteniamo allora
u = ψ − Γ(u+ ϕ). (2.88)
Riscriviamo il problema nella forma
u+ F (u) = ψ − Γ(ϕ), (2.89)
dove F (u)(t) ≡ Γ(u + ϕ)(t) − Γ(ϕ)(t) ∀ t ∈ [0, T ], e cerchiamo di usare il
principio delle contrazioni locale per dimostrare che esso ammette un’unica
soluzione. Osserviamo prima di tutto che, grazie al lemma 2.32, si ha
‖F (u1)− F (u2)‖E = ‖Γ(u1 + ϕ)− Γ(u2 + ϕ)‖E
≤ M [‖u1 + ϕ‖E + ‖u2 + ϕ‖E ] ‖u1 − u2‖E
∀u1, u2 ∈ E.
Pertanto si ha
u1, u2 ∈ B
(
−ϕ, 1
4M
)
=⇒ ‖u1 + ϕ‖E , ‖u2 + ϕ‖E ≤ 14M
=⇒ ‖F (u1)− F (u2)‖E ≤ 12‖u1 − u2‖E ,
il che significa che F e` proprio una contrazione locale su una palla centra-
ta nel punto −ϕ ∈ E ed avente raggio 14M . Possiamo quindi applicare il
principio delle contrazioni locale sullo spazio E; con le notazioni del teo-
rema 2.33, abbiamo x0 = −ϕ, r = 14M , f = F , α = 12 , y = ψ − Γ(ϕ);
il problema 2.89 ammette allora un’unica soluzione appartenente alla palla
B
(−ϕ, 14M ) nel caso in cui ψ − Γ(ϕ) ∈ B (−ϕ− F (−ϕ), 18M ). Verifichiamo
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allora che quest’ultima condizione e` soddisfatta: dalle equazioni 2.77 e 2.81
segue infatti che
‖ψ − Γ(ϕ) + ϕ+ F (−ϕ)‖E
= ‖ψ − Γ(ϕ) + ϕ+ Γ(0)− Γ(ϕ)‖E = ‖ψ + ϕ− 2Γ(ϕ)‖E
≤ ‖ψ‖E + ‖ϕ‖E + 2‖Γ(ϕ)‖E ≤ ‖ψ‖E + ‖ϕ‖E + 4L‖ϕ‖2E
=
[∫ T
0
‖esAx0‖4L4#ds
]1/4
+
[∫ T
0
‖WA(ω0, s)‖4L4#ds
]1/4
+4L
[∫ T
0
‖WA(ω0, s)‖4L4#ds
]1/2
.
A questo punto, per garantire che si abbia ‖ψ−Γ(ϕ)+ϕ+F (−ϕ)‖E ≤ 18M ,
e` sufficiente scegliere un valore sufficientemente piccolo di T . Pertanto, in
corrispondenza della scelta ω = ω0, esiste T˜ (ω0) > 0 tale che il problema
2.89 ammette un’unica soluzione nell’intervallo [0, T˜ (ω0)].
Step 3. Per tutti quei valori di ω tali che WA(ω) soddisfa la disu-
guaglianza 2.58, e quindi WA(ω) ∈ E, possiamo ripetere il ragionamento
dello step 2: otteniamo cos`ı una variabile aleatoria T˜ tale che{
T˜ (ω) ∈ (0, T ] ∀ω ∈ Ω\N
T˜ (ω) = 0 ∀ω ∈ N,
dove N e` un insieme di probabilita` nulla, e per ogni ω ∈ Ω il problema
X(ω, t) = etAx0 − Γ(X(ω, ·))(t) +WA(ω, t) (2.90)
ammette un’unica soluzione nell’intervallo temporale [0, T˜ (ω)]. 
2.4.2 Stima a priori ed esistenza globale
Se ora riusciamo ad ottenere una stima a priori per la soluzione del pro-
blema 2.72 ad ω fissato, possiamo poi prolungare la soluzione dall’intervallo
[0, T˜ (ω)] a tutto l’intervallo [0, T ] per P-quasi ogni ω ∈ Ω. Per eseguire
la stima a priori abbiamo bisogno di lavorare con una soluzione stretta,
quindi sottraiamo dalla soluzione la convoluzione stocastica e cerchiamo di
utilizzare i risultati del paragrafo 2.2
Come nel paragrafo precedente, fissiamo ω0 ∈ Ω tale cheWA(ω0) soddisfa
la disuguaglianza 2.58 (e quindi WA(ω0) ∈ E) e definiamo
ϕ(t) ≡WA(ω0, t), Z(t) ≡ X(ω0, t)− ϕ(t) ∀ t ∈ [0, T ].
Allora Z(t) e` soluzione mild del problema
dZ(t)
dt + b (Z(t) + ϕ(t)) = AZ(t) ∀ t ∈ [0, T˜ (ω0)],
Z(0) = x0 ∈ H0.
(2.91)
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In realta`, poiche´ l’operatore A soddisfa le ipotesi del teorema 2.17 con H =
H−1, D(A) = H1 eD
(
(−A)1/2) = H0 e b(Z+ϕ) ∈ L2([0, T ];H−1), possiamo
concludere che Z(t) e` una soluzione stretta del problema 2.91 e siamo quindi
in grado di dimostrare il seguente risultato.
Proposizione 2.35 Supponiamo che Z(t) sia una soluzione stretta del pro-
blema 2.91, con ϕ ∈ E. Allora per ogni t ∈ [0, T ] si ha
‖Z(t)‖20 +
∫ t
0
exp
[
K1
∫ t
s
‖ϕ(r)‖4L4#dr
]
‖Z(s)‖21ds ≤
exp
[
K1
∫ t
0
‖ϕ(r)‖4L4#dr
]
‖x0‖20
+K2
∫ t
0
exp
[
K1
∫ t
s
‖ϕ(r)‖4L4#dr
]
‖ϕ(s)‖4L4#ds.
(2.92)
Dimostrazione. Utilizziamo il fatto che Z(t) e` soluzione stretta del pro-
blema 2.91, moltiplichiamo entrambi i membri dell’equazione
dZ(t)
dt
+ b (Z(t) + ϕ(t)) = AZ(t)
per Z(t) ed integriamo su O. Osserviamo che, se ∑k∈Z2, |k|≥1 zk(t)vk e` la
serie di Fourier di Z(t) per t ≥ 0, si ha∫
O
AZ(t)(x) · Z(t)(x)dx = 〈〈AZ(t), Z(t)〉〉0
= −
∑
k∈Z2, |k|≥1
|k|2|zk(t)|2
= −‖Z(t)‖21 ∀ t ≥ 0.
Di conseguenza si ottiene
1
2
d
dt
‖Z(t)‖20 = −‖Z(t)‖21 + b(Z(t) + ϕ(t), Z(t) + ϕ(t), Z(t))
= −‖Z(t)‖21 + b(Z(t) + ϕ(t), ϕ(t), Z(t))
= −‖Z(t)‖21 + b(Z(t), ϕ(t), Z(t))
+b(ϕ(t), ϕ(t), Z(t))
= −‖Z(t)‖21 − b(Z(t), Z(t), ϕ(t))
−b(ϕ(t), Z(t), ϕ(t)) ∀ t ∈ [0, T ], (2.93)
dove nella seconda uguaglianza abbiamo applicato la proposizione 1.22.
Stimiamo ora i due termini dell’ultimo membro della catena di uguaglianze
2.93. Per quanto riguarda il primo, dalla disuguaglianza 1.72 si ottiene
|b(Z(t), Z(t), ϕ(t))| ≤ 4‖Z(t)‖1‖Z(t)‖L4#‖ϕ(t)‖L4# ∀ t ∈ [0, T ];
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grazie al teorema di immersione di Sobolev si ha ‖Z(t)‖L4# ≤ K‖Z(t)‖1/2
per un’oppertuna costante K > 0, quindi
|b(Z(t), Z(t), ϕ(t))| ≤ 4K‖Z(t)‖1‖Z(t)‖1/2‖ϕ(t)‖L4# ∀ t ∈ [0, T ];
inoltre dalla disuguaglianza di interpolazione 1.38, con α = 0, β = 12 , γ = 1
si ottiene
‖Z(t)‖1/2 ≤ ‖Z(t)‖1/20 ‖Z(t)‖1/21 ∀ t ∈ [0, T ],
per cui
|b(Z(t), Z(t), ϕ(t))| ≤ 4K‖Z(t)‖1/20 ‖Z(t)‖3/21 ‖ϕ(t)‖L4#
=
1
33/4
‖Z(t)‖3/21 · 4 · 33/4K‖Z(t)‖1/20 ‖ϕ(t)‖L4#
∀ t ∈ [0, T ];
infine, applicando la disuguaglianza di Young
ab ≤ a
p
p
+
bq
q
∀ a, b ≥ 0, p, q > 1 : 1
p
+
1
q
= 1,
con p = 43 e q = 4 si ottiene
|b(Z(t), Z(t), ϕ(t))| ≤ 1
4
‖Z(t)‖21 + 123K4‖Z(t)‖20‖ϕ(t)‖4L4# (2.94)
per ogni t ∈ [0, T ]. Per quanto riguarda poi il secondo termine dell’ultimo
membro della 2.93, si ha
|b(ϕ(t), Z(t), ϕ(t))| ≤ 4‖Z(t)‖1‖ϕ(t)‖2L4#
=
1√
2
‖Z(t)‖14
√
2‖ϕ(t)‖2L4#
≤ 1
4
‖Z(t)‖21 + 16‖ϕ(t)‖4L4# ∀ t ∈ [0, T ],
dove si e` utilizzata ancora la disuguaglianza di Young con p = q = 2.
Sostituendo queste stime nella catena di uguaglianze 2.93, si ottiene
1
2
d
dt
‖Z(t)‖20 + ‖Z(t)‖21 = −b(Z(t), Z(t), ϕ(t))
−b(ϕ(t), Z(t), ϕ(t))
≤ |b(Z(t), Z(t), ϕ(t))|
+ |b(ϕ(t), Z(t), ϕ(t))|
≤ 1
2
‖Z(t)‖21 + 123K4‖Z(t)‖20‖ϕ(t)‖4L4#
+16‖ϕ(t)‖4L4# ∀ t ∈ [0, T ],
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da cui
d
dt
‖Z(t)‖20 + ‖Z(t)‖21 ≤ K1‖Z(t)‖20‖ϕ(t)‖4L4# +K2‖ϕ(t)‖
4
L4#
∀ t ∈ [0, T ],
per due opportune costanti positive K1 e K2. Applichiamo ora la seguente
forma del lemma di Gronwall: se f, a, h : [0, T ] → R sono tre funzioni
continue tali che si abbia
f ′(t) ≤ a(t) + h(t)f(t) ∀ t ∈ [0, T ],
allora si ha
f(t) ≤ f(0)e
∫ t
0 h(s)ds +
∫ t
0
a(s)e
∫ t
s h(r)drds ∀ t ∈ [0, T ]. (2.95)
Pertanto la disuguaglianza 2.92 si ottiene scegliendo f(t) = ‖Z(t)‖20, a(t) =
K2‖ϕ(t)‖4L4# − ‖Z(t)‖
2
1, h(t) = K1‖ϕ(t)‖4L4# . 
La stima a priori 2.92 ci permette di concludere che la soluzione mild
dell’equazione di Navier-Stokes stocastica trovata nel teorema 2.34 si puo`
prolungare a tutto l’intervallo temporale [0, T ] per tutti quei valori di ω tali
che le ipotesi della proposizione 2.35 sono soddisfatte. Poiche´ ϕ(ω) =WA(ω)
soddisfa la disuguaglianza 2.58 (e quindi appartiene ad E) per P-quasi ogni
ω ∈ Ω, possiamo estendere la soluzione a [0, T ] su un insieme di probabilita` 1.
Rimane a questo punto da dimostrare che, come preannunciato, la soluzione
trovata in questo modo appartiene allo spazio L4W ([0, T ];L4#).
Teorema 2.36 Se l’operatore B soddisfa le ipotesi 2.29, allora per ogni
x0 ∈ H0 esiste un unico processo stocastico
X ∈ L4W ([0, T ];L4#)
soluzione mild del problema 2.72.
Dimostrazione. Osserviamo che la soluzione u del problema 2.89 appar-
tiene alla palla B
(−ϕ(ω), 14M ) (dove B (−ϕ(ω), 14M ) e` la palla di centro
ϕ(ω) e raggio 14M nello spazio E), quindi
X(ω) = u(ω) + ϕ(ω) ∈ B
(
0,
1
4M
)
∀ω ∈ Ω\N ;
questo implica che la norma di X(ω) in E e` limitata dalla costante 14M per
ogni ω ∈ Ω\N . Di conseguenza risulta
‖X‖4L4W ([0,T ];L4#) = E
[∫ T
0
‖X(s)‖4L4#ds
]
=
∫
Ω
[∫ T
0
‖X(ω, s)‖4L4#ds
]
P(dω)
=
∫
Ω
‖X(ω)‖4EP(dω)
=
∫
Ω\N
‖X(ω)‖4EP(dω) ≤
1
4M
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e si puo` quindi concludere che il processo X e` davvero un elemento di
L4W ([0, T ];L4#) per ogni x0 ∈ H0. 
Osservazione 2.37 Con il teorema 2.34 e con la stima a priori 2.92 abbia-
mo fatto vedere che per P-quasi ogni ω ∈ Ω la soluzione mild X(ω, ·) del
problema 2.72 appartiene allo spazio L4([0, T ];L4#). In realta` i risultati ot-
tenuti in precedenza implicano una regolarita` maggiore per questa soluzione,
ad ω fissato, sotto le stesse ipotesi sull’operatore B (cioe` richiedendo sempre
che siano soddisfatte le ipotesi 2.29). Infatti abbiamo visto che la funzione
t 7→ etAx0 appartiene a C([0, T ];H0) ∩ L2([0, T ];H1) per ogni x0 ∈ H0 (si
vedano la proposizione 2.8 ed il corollario 2.20); inoltre, poiche´ per ogni
ω ∈ Ω la funzione t 7→ Γ(X(ω, ·))(t) e` soluzione del problema non omogeneo
dX
dt = AX(t) + b(X(ω, t)) ∀ t ∈ [0, T ],
X(0) = 0,
(2.96)
dal corollario 2.19 segue che, per quei valori di ω per cui X(ω, ·) appartiene
a L4([0, T ];L4#), si ha anche
Γ(X(ω, ·)) ∈ C([0, T ];H0) ∩ L2([0, T ];H1);
infine, se B soddisfa le ipotesi 2.29, dai teoremi 2.30 e 2.31 segue che
la traiettoria WA(ω) della convoluzione stocastica appartiene anch’essa a
C([0, T ];H0)∩L2([0, T ];H1) per P-quasi ogni ω ∈ Ω. In definitiva possiamo
concludere che
X(ω, ·) ∈ C([0, T ];H0) ∩ L2([0, T ];H1)
per P-quasi ogni ω ∈ Ω.
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Capitolo 3
Esistenza della misura
invariante
3.1 Semigruppi di Markov
SiaH uno spazio di Hilbert separabile, con prodotto scalare 〈·, ·〉 e norma
|·|; indichiamo con B(H) la σ-algebra dei boreliani di H, conM(H) l’insieme
di tutte le misure di probabilita` su H. Cb(H) e` lo spazio vettoriale delle
funzioni uniformemente continue e limitate definite in H a valori reali, che
e` uno spazio di Banach rispetto alla norma
‖ϕ‖∞ ≡ sup
x∈H
|ϕ(x)|.
Indichiamo con L (Cb(H)) l’algebra di Banach degli operatori lineari li-
mitati sullo spazio Cb(H). Anche lo spazio vettoriale Bb(H), costituito
da tutte le funzioni boreliane limitate definite in H a valori reali, e` uno
spazio di Banach rispetto alla stessa norma. Indichiamo poi con C+b (H) il
sottospazio di Cb(H) costituito dalle funzioni a valori positivi e con 1 la
funzione identicamente uguale ad 1 su tutto H.
Definizione 3.1 Diciamo che un operatore lineare T ∈ L (Cb(H)) e` un
operatore integrale se esiste una famiglia {νx}x∈H di elementi di M(H) tale
che
Tϕ(x) =
∫
H
ϕ(y)νx(dy) ∀ϕ ∈ Cb(H), x ∈ H; (3.1)
diciamo che l’operatore T e` positivo se ϕ ∈ C+b (H)⇒ Tϕ ∈ C+b (H).
Osserviamo che, se T ∈ L (Cb(H)) e` un operatore integrale, esso si puo`
estendere in modo unico a tutto Bb(H); infatti, se A ∈ B(H), direttamente
dalla relazione 3.1 si ottiene
TχA(x) =
∫
H
χA(y)νx(dy) = νx(A) ∀x ∈ H, (3.2)
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dove χA indica la funzione indicatrice dell’insieme A; la definizione si estende
poi alle funzioni semplici da H in R per linearita`, alle funzioni boreliane
positive mediante il teorema della convergenza monotona ed infine alle fun-
zioni boreliane di segno arbitrario scomponendole in parte positiva e parte
negativa.
Definizione 3.2 Una famiglia {Pt}t≥0 di elementi di L (Cb(H)) si dice un
semigruppo di Markov se possiede le seguenti proprieta`:
1. P0ϕ = ϕ ∀ϕ ∈ Cb(H), Pt+s = PtPs ∀ s, t ≥ 0, Pt1 = 1 ∀ t ≥ 0;
2. Pt e` un operatore positivo integrale per ogni t ≥ 0;
3. l’applicazione
[0, T ]×H −→ R, (t, x) 7−→ Ptϕ(x)
e` continua per ogni T > 0, ϕ ∈ Cb(H).
Dalla definizione appena data segue che, se {Pt}t≥0 e` un semigruppo di
Markov, allora esiste un’applicazione
[0,+∞)×H −→M(H), (t, x) −→ λt,x
tale che λ0,x = δx (δx indica la misura di Dirac centrata in x, cioe` la misura
tale che δx(A) = χA(x) per ogni A ∈ B(H), x ∈ H) e
Ptϕ(x) =
∫
H
ϕ(y)λt,x(dy) ∀ϕ ∈ Cb(H), x ∈ H, t ≥ 0. (3.3)
La famiglia di misure di probabilita` {λt,x}(t,x)∈[0,+∞)×H prende il nome di
nucleo di probabilita` di Markov. Osserviamo poi che si ha
|Ptϕ(x)| =
∣∣∣∣∫
H
ϕ(y)λt,x(dy)
∣∣∣∣ ≤ ∫
H
|ϕ(y)|λt,x(dy)
≤ ‖ϕ‖∞
∫
H
λt,x(dy) = ‖ϕ‖∞ ∀ϕ ∈ Cb(H), x ∈ H, t ≥ 0,
(3.4)
cioe`
‖Ptϕ‖∞ ≤ ‖ϕ‖∞ ∀ϕ ∈ Cb(H), t ≥ 0.
Questo implica che un semigruppo di Markov e` un semigruppo di contrazioni
su Cb(H); in generale, tuttavia, non e` detto che un semigruppo di Markov sia
fortemente continuo. Esaminiamo ora le principali proprieta` dei semigruppi
di Matkov (seguiamo l’approccio di [7]).
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Proposizione 3.3 (Proprieta` di Chapman-Kolmogorov) Per ogni s, t ≥
0, x ∈ H, A ∈ B(H) si ha
λt+s,x(A) =
∫
H
λs,y(A)λt,x(dy) (3.5)
Dimostrazione. Per dimostrare la 3.5 basta usare il fatto che PtχA(x) =
λt,x(A) per ogni s, t ≥ 0, x ∈ H, A ∈ B(H), come segue dalla 3.2. Allora si
ha
λt+s,x(A) = Pt+sχA(x) = PtPsχA(x)
=
∫
H
PsχA(y)λt,x(dy)
=
∫
H
λs,y(A)λt,x(dy) ∀ s, t ≥ 0, x ∈ H, A ∈ B(H),
e la conclusione segue. 
Esempio 3.4 Consideriamo il problema di Cauchy
X ′(t) = b(X(t)) ∀ t ≥ 0,
X(0) = x ∈ Rn,
(3.6)
dove X : [0,+∞)→ Rn e b : Rn → Rn e` una funzione Lipschitziana. E` noto
che questo problema ammette un’unica soluzione X(t, x) ∈ C1([0,+∞)) per
ogni x ∈ Rn e, grazie all’unicita` della soluzione, si ha
X(t+ s, x) = X(t,X(s, x)) ∀ s, t ≥ 0.
Possiamo associare a questo problema un semigruppo di operatori lineari
limitati su Cb(Rn) definito da
Ptϕ(x) ≡ ϕ(X(t, x)) ∀ϕ ∈ Cb(Rn), x ∈ Rn, t ≥ 0. (3.7)
Allora per ogni ϕ ∈ Cb(Rn) Si ha
P0ϕ(x) = ϕ(X(0, x)) = ϕ(x) ∀x ∈ Rn;
Pt+sϕ(x) = ϕ(X(t+ s, x)) = ϕ(X(t,X(s, x)))
= Psϕ(X(t, x)) = PsPtϕ(x) ∀ s, t ≥ 0, x ∈ Rn;
Pt1(x) = 1(X(t, x)) = 1 ∀ t ≥ 0, x ∈ Rn.
Inoltre la famiglia di misure {λt,x}(t,x)∈[0,+∞)×Rn =
{
δX(t,x)
}
(t,x)∈[0,+∞)×Rn
rappresenta un nucleo di probabilita` di Markov per il semigruppo, mentre il
fatto che la funzione
[0,+∞)× Rn −→ Rn, (t, x) −→ Ptϕ(x)
sia continua ∀ϕ ∈ Cb(Rn) e` una conseguenza del lemma di Gronwall. Pos-
siamo quindi concludere che le condizioni 1,2 e 3 della definizione 3.2 sono
verificate, quindi il semigruppo definito dalla 3.7 e` un semigruppo di Markov.
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Esempio 3.5 Consideriamo l’equazione differenziale stocastica
X(t) = x+
∫ t
0
b(s,X(s))ds+
∫ t
0
σ(s,X(s))dW (s) ∀ t ∈ [0, T ], (3.8)
dove T > 0, x ∈ Rn, b : [0, T ] × Rn → Rn, σ : [0, T ] × Rn → L(Rk,Rn)
e W (t) e` un processo di Wiener a valori in Rk la cui filtrazione naturale e`
{Ft}t≥0. Introduciamo nello spazio L(Rk,Rn) degli operatori lineari da Rk
a Rn la norma
‖S‖2 ≡ [Tr(SS∗)]1/2 ∀S ∈ L(Rk,Rn)
e supponiamo che valgano le seguenti condizioni:
1. b e σ sono funzioni continue su [0, T ]× Rn;
2. esiste una costante M > 0 tale che per ogni t ∈ [0, T ], x, y ∈ Rn si ha
|b(t, x)− b(t, y)|2 + ‖σ(t, x)− σ(t, y)‖22 ≤M2|x− y|2,
|b(t, x)|2 + ‖σ(t, x)‖22 ≤M2(1 + |x|2).
Allora si puo` dimostrare (si veda, per esempio, [5, §7.2]) che esiste un unico
processo stocastico X(t, x), continuo in media quadratica ed adattato a W ,
soluzione del problema 3.8. Anche in questo caso possiamo associare al
problema un semigruppo di operatori lineari limitati su Cb(Rn) definito da
Ptϕ(x) ≡ E [ϕ(X(t, x))] ∀ϕ ∈ Cb(Rn), x ∈ Rn, t ≥ 0. (3.9)
Se indichiamo con λt,x la legge della variabile aleatoria X(t, x), per ogni
t ≥ 0 e per ogni x ∈ Rn, allora la famiglia di misure {λt,x}(t,x)∈[0,+∞)×Rn
e` un nucleo di probabilita` di Markov per il semigruppo 3.9, quindi la con-
dizione 2 della definizione 3.2 e` soddisfatta. La condizione 3 e` anch’essa
soddisfatta (si veda [5, §7.3], anche in questo caso lo strumento principale
della dimostrazione e` il lemma di Gronwall), mentre la condizione 1, cioe`
la legge di semigruppo, e` garantita dalla proposizione che segue. Pertanto
si puo` concludere che anche la famiglia di operatori definita dalla 3.9 e` un
semigruppo di Markov.
Proposizione 3.6 Sia X(t, x) la soluzione del problema 3.8 e {Pt}t≥0 la
famiglia di operatori definita dalla 3.9. Allora per ogni ϕ ∈ Cb(Rn), s, t ≥ 0,
x ∈ Rn si ha
E [ϕ(X(t+ s, x))|Ft] = Psϕ(X(t, x)) P-quasi certamente, (3.10)
inoltre per ogni s, t ≥ 0 vale la legge di semigruppo Pt+s = PtPs.
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Dimostrazione. Step 1. Per dimostrare la 3.10 e` sufficiente far vedere
che per ogni variabile aleatoria Z Ft-misurabile e limitata si ha
E [ϕ(X(t+ s, x))Z] = E [Psϕ(X(t, x))Z] . (3.11)
Grazie all’unicita` della soluzione si ha
X(t+ s, x) = X(t+ s, t,X(t, x)),
doveX(t+s, t,X(t, x)) indica l’unica soluzione del problema nell’intervallo di
tempo [t,+∞) con la condizione iniziale X(t, t,X(t, x)) = X(t, x). Pertanto
e` sufficiente dimostrare che
E [ϕ(X(t+ s, t, η))Z] = E [Psϕ(η)Z] (3.12)
per ogni variabile aleatoria Z Ft-misurabile e limitata e per ogni variabile
aleatoria η a valori in Rn, Ft-misurabile e di quadrato integrabile.
Step 2. Dimostriamo prima la 3.12 nel caso in cui η e` una funzione
semplice, cioe`
η =
k∑
i=1
ηiχAi ,
dove {Ai}ki=1 e` una partizione di Ω formata da elementi di Ft, χAi e` la
funzione indicatrice di Ai e gli ηi sono elementi di Rn. In questo caso si ha
E [ϕ(X(t+ s, t, η))Z] =
k∑
i=1
E [ϕ(X(t+ s, t, ηi))χAiZ] ;
la variabile aleatoria X(t+s, t, ηi) dipende solo dagli incrementi del processo
di Wiener fra i tempi t e t+ s, quindi e` indipendente da Ft, mentre χAi e Z
sono entrambe Ft-misurabili; di conseguenza si ha
E [ϕ(X(t+ s, t, η))Z] =
k∑
i=1
E [ϕ(X(t+ s, t, ηi))]E [χAiZ] .
Sempre grazie all’unicita` della soluzione le variabili aleatorie X(t + s, t, ηi)
e X(s, ηi) hanno la stessa legge, pertanto
E [ϕ(X(t+ s, t, ηi))] = E [ϕ(X(s, ηi))] = Psϕ(ηi) =⇒
E [ϕ(X(t+ s, t, η))Z] =
k∑
i=1
Psϕ(ηi)E [χAiZ] =
k∑
i=1
E [Psϕ(ηi)χAiZ]
= E [Psϕ(η)Z] .
Abbiamo quindi ottenuto la 3.12, da cui segue la 3.10, nel caso particolare
in cui η e` una funzione semplice.
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Step 3. Consideriamo il caso in cui η e` una variabile aleatoria a valori
in Rn, Ft-misurabile e di quadrato integrabile. Allora esiste una successione
{ηk}k∈N di variabili aleatorie semplici convergente a η P-quasi certamente
ed in L2(Ω,Ft,P). Applicando le proprieta` della speranza condizionale e la
disuguaglianza di Ho¨lder si trova
E {|E [ϕ(X(t+ s, t, η))|Ft]− E [ϕ(X(t+ s, t, ηk))|Ft]|}
= E {|E [ϕ(X(t+ s, t, η))− ϕ(X(t+ s, t, ηk))|Ft]|}
≤ E {E [|ϕ(X(t+ s, t, η))− ϕ(X(t+ s, t, ηk))| |Ft]}
= E [|ϕ(X(t+ s, t, η))− ϕ(X(t+ s, t, ηk))|]
≤ ‖ϕ(X(t+ s, t, η))− ϕ(X(t+ s, t, ηk))‖L2(Ω) ;
(3.13)
nell’integrale
∫
Ω |ϕ(X(t+ s, t, η))− ϕ(X(t+ s, t, ηk))|2dP l’espressione inte-
granda tende a zero puntualmente su Ω grazie alla continuita` di ϕ, inoltre
e` dominata dalla costante 2‖ϕ‖∞, che e` ovviamente integrabile. Grazie al
teorema della convergenza dominata si puo` allora concludere che
‖ϕ(X(t+ s, t, η))− ϕ(X(t+ s, t, ηk))‖L2(Ω) −→ 0 per k −→ +∞,
quindi
E [ϕ(X(t+ s, t, ηk))|Ft] −→ E [ϕ(X(t+ s, t, η))|Ft] in L1(Ω) per k −→ +∞.
Di conseguenza esiste una sottosuccessione
{
ηkj
}
j∈N tale che
E
[
ϕ(X(t+ s, t, ηkj ))|Ft
] −→ E [ϕ(X(t+ s, t, η))|Ft] per j −→ +∞
P-quasi certamente su Ω. Osserviamo poi che per ogni ω ∈ Ω si ha
|Ps(η(ω))− Ps(ηk(ω))| = |E [ϕ(X(s, η(ω)))− ϕ(X(s, ηk(ω)))]|
=
∣∣∣∣∫
Ω
[
ϕ(X(s, ω′, η(ω)))− ϕ(X(s, ω′, ηk(ω)))
]
P(dω′)
∣∣∣∣
≤
∫
Ω
∣∣ϕ(X(s, ω′, η(ω)))− ϕ(X(s, ω′, ηk(ω)))∣∣P(dω′);
(3.14)
l’espressione integranda converge a zero puntualmente su Ω per P-quasi ogni
ω ∈ Ω, inoltre e` dominata dalla costante 2‖ϕ‖∞. Grazie al teorema della
convergenza dominata si puo` allora concludere che
Ps(ηk(ω)) −→ Ps(η(ω)) per k −→ +∞
P-quasi certamente su Ω. Poiche´ grazie allo step 2 si ha
E
[
ϕ(X(t+ s, t, ηkj ))|Ft
]
= Psϕ(ηkj ) ∀ j ∈ N, ϕ ∈ Cb(Rn), s, t ≥ 0,
(3.15)
96
passando al limite per j → +∞ in entrambi i membri si ottiene proprio la
3.10.
Step 4. Dalla 3.10, prendendo i valori medi di entrambi i membri, si
trova
Pt+sϕ(x) = E [ϕ(X(t+ s, x))] = E [E [ϕ(X(t+ s, x))|Ft]]
= E [Psϕ(X(t, x))] = PtPsϕ(x) ∀ϕ ∈ Cb(Rn), s, t ≥ 0,
(3.16)
cioe` vale la legge di semigruppo. 
Dagli esempi 3.4 e 3.5 possiamo vedere che, nel caso in cui si studi un
sistema fisico la cui evoluzione temporale e` regolata da un’equazione differen-
ziale ordinaria del 1◦ ordine, eventualmente con l’aggiunta di un termine di
rumore, i semigruppi di Markov sono strumenti utili per studiare l’evoluzione
temporale di quantita` legate al sistema in esame. Si puo` dare anche un’in-
terpretazione fisica del ruolo del nucleo di probabilita` di Markov e della
proprieta` di Chapman-Kolmogorov 3.5: la misura di un insieme A ∈ B(Rn)
secondo λt,x rappresenta la probabilita` cheX assuma un valore appartenente
all’insieme A all’istante t sapendo che l’evoluzione del sistema comincia dal
punto x. La proprieta` di Chapman-Kolmogorov, invece, afferma che la pro-
babilita` che X assuma al tempo t+s un valore appartenente all’insieme A e`
la somma su y ∈ Rn delle probabilita` che X si trovi nel punto y all’istante t
e poi passi da y all’insieme A in un tempo s. In questo modo si vede che la
proprieta` di Chapman-Kolmogorov esprime la Markovianita` dell’evoluzione
temporale del sistema nel senso usuale, cioe` il fatto che tale evoluzione non
dipende dalla “storia passata” del sistema, ma solo dal “presente”.
Introduciamo ora il concetto di misura invariante per un semigruppo di
Markov.
Definizione 3.7 Sia {Pt}t≥0 un semigruppo di Markov; diciamo che una
misura µ ∈M(H) e` una misura invariante per il semigruppo se si ha∫
H
Ptϕ(x)µ(dx) =
∫
H
ϕ(x)µ(dx) ∀ϕ ∈ Cb(H), t ≥ 0.
Una prima conseguenza dell’esistenza di una misura invariante per un semi-
gruppo di Markov e` la seguente.
Teorema 3.8 Sia {Pt}t≥0 un semigruppo di Markov e supponiamo che e-
sista una misura invariante µ per esso: allora per ogni t ≥ 0, p ≥ 1 l’ope-
ratore Pt si puo` estendere in modo unico ad un operatore lineare limitato su
Lp(H,µ), che indichiamo ancora con Pt. Inoltre si ha
‖Pt‖L(Lp(H,µ)) ≤ 1 ∀ t ≥ 0,
cioe` il semigruppo esteso allo spazio Lp(H,µ) rimane un semigruppo di
contrazioni.
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L’esistenza di una misura invariante ha delle conseguenze anche sul compor-
tamento asintotico del semigruppo.
Teorema 3.9 Sia {Pt}t≥0 un semigruppo di Markov e sia µ una misura
invariante per esso; definiamo poi
M(T )ϕ(x) ≡ 1
T
∫ T
0
Psϕ(x)ds ∀ϕ ∈ L2(H,µ), x ∈ H, T > 0.
Allora per ogni ϕ ∈ L2(H,µ) esiste il limite
lim
T→+∞
M(T )ϕ ≡M∞ϕ in L2(H,µ),
inoltre M2∞ =M∞ e∫
H
M∞ϕ(x)µ(dx) =
∫
H
ϕ(x)µ(dx) ∀ϕ ∈ L2(H,µ).
Cio` significa che, se esiste una misura invariante per il semigruppo, allora
esiste un operatore M∞ che associa ad ogni grandezza ϕ, funzione dello sta-
to del sistema in esame, la sua media temporale; puo` essere che tale media
coicida con la media statistica sulle diverse condizioni iniziali possibili, effet-
tuata tramite la misura invariante, e questo e` proprio quello che si intende
con il concetto di ergodicita`.
Definizione 3.10 Sia {Pt}t≥0 un semigruppo di Markov; diciamo che una
misura invariante µ e` ergodica se per ogni ϕ ∈ L2(H,µ) si ha
lim
T→+∞
1
T
∫ T
0
Ptϕdt =M∞ϕ =
∫
H
ϕ(x)µ(dx) in L2(H,µ); (3.17)
diciamo che µ e` fortemente mescolante se per µ-quasi ogni x ∈ H si ha
lim
t→+∞Ptϕ(x) =
∫
H
ϕ(x)µ(dx) ∀ϕ ∈ L2(H,µ). (3.18)
Introduciamo ora alcuni criteri utili per stabilire l’esistenza, l’unicita` e le
eventuali proprieta` di ergodicita` e mescolamento forte di una misura inva-
riante.
Definizione 3.11 Un insieme Λ ⊂ M(H) si dice teso se esiste una suc-
cessione monotona crescente {Kn}n∈N di sottoinsiemi compatti di H tale
che
lim
n→+∞µ(Kn) = 1 uniformemente su Λ,
cioe` se
∀ ε > 0 ∃Kε ⊂ H compatto tale che µ(Kε) ≥ 1− ε ∀µ ∈ Λ.
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Teorema 3.12 (di Krylov-Bogoliubov) Sia {Pt}t≥0 un semigruppo di
Markov e definiamo la famiglia di misure
µT,x ≡ 1
T
∫ T
0
λt,xdt;
se esiste x0 ∈ H tale che la famiglia {µT,x0}T>0 e` tesa, allora esiste una
misura invariante per il semigruppo.
Definizione 3.13 Diciamo che un semigruppo di Markov {Pt}t≥0 e` ir-
riducibile se si ha
PtχB(z,ε)(x) = λt,x(B(z, ε)) > 0 ∀ t ≥ 0, x, z ∈ H, ε > 0.
Diciamo invece che il semigruppo ha la proprieta` di Feller forte se si ha
Ptϕ ∈ Cb(H) ∀ϕ ∈ Bb(H), t > 0.
Teorema 3.14 Sia {Pt}t≥0 un semigruppo di Markov irriducibile e con la
proprieta` di Feller forte; allora esso possiede al piu` una misura invariante.
Inoltre, se µ e` la misura invariante per il semigruppo, allora µ e` equivalente
a ciascuna delle misure λt,x ed e` ergodica.
3.2 Metodo di Galerkin
Lo scopo di questo capitolo e` quello di dimostrare l’esistenza di una
misura invariante per l’equazione di Navier-Stokes stocastica in due dimen-
sioni; un modo per farlo consiste nell’utilizzare il metodo di Galerkin, cioe`
nell’introdurre dei problemi approssimanti ambientati in spazi di Hilbert
finito-dimensionali, per i quali, quindi, si puo` ricorrere alla teoria delle
equazioni differenziali stocastiche in Rn. Per una dimostrazione alternativa
dell’esistenza di una misura invariante si veda l’appendice A.
Definiamo per ogni m ∈ N il proiettore sullo spazio vettoriale generato
dalla famiglia di funzioni {vk}1≤|k|≤m:
Pm ≡
∑
1≤|k|≤m
vk ⊗ vk =⇒
Pm(Hσ) = span {vk : 1 ≤ |k| ≤ m} ≡ Vm ∀m ∈ N, σ ∈ R.
E` utile osservare che si ha anche
Pm(L4#) = Vm ∀m ∈ N.
Vm e` un sottospazio finito-dimensionale di ciascuno degli spazi Hσ, con
σ ∈ R, quindi e` uno spazio di Hilbert rispetto alla restrizione di ciascuna
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delle norme ‖·‖σ. Poiche´ in dimensione finita tutte le norme sono equivalenti,
in particolare le restrizioni a Vm delle norme ‖ · ‖σ sono tutte equivalenti
fra loro, e sono equivalenti anche alla restrizione a Vm della norma ‖ · ‖L4# ;
possiamo quindi decidere, in modo arbitrario, di munire Vm della norma
‖f‖Vm ≡
∑
1≤|k|≤m
|fk|2 ∀ f ∈ Vm,
che e` la restrizione a Vm della norma ‖ · ‖0; con questa scelta, Vm e` isomorfo
ed isometrico a Rm.
Definiamo poi, per ogni m ∈ N, u ∈ Vm, t ∈ [0, T ],
bm (u) ≡ Pmb(u), Bm ≡ PmBPm, Wm(t) ≡ PmW (t), (3.19)
ed approssimiamo il problema 2.72 con il seguente problema:
dXm(t) + bm (Xm(t)) dt = AXm(t)dt+BmdWm(t) ∀ t ∈ [0, T ],
Xm(0) = Pmx ≡ xm ∈ Vm.
(3.20)
Osserviamo che si ha
AXm(t) = PmAXm(t) ∀ t ∈ [0, T ], m ∈ N,
quindi per ogni m ∈ N il problema 3.20 ha senso come problema di Cauchy
per un’equazione differenziale stocastica ambientata in Vm.
Teorema 3.15 Se B soddisfa le ipotesi 2.29, allora per ogni m ∈ N, xm ∈
Vm e per P-quasi ogni ω ∈ Ω il problema 3.20 ammette un’unica soluzione
appartenente allo spazio L4([0, T ];Vm).
Dimostrazione. Seguiamo uno schema simile a quello che ha condot-
to alla dimostrazione dell’esistenza ed unicita` della soluzione del problema
in dimensione infinita 2.72, cioe` dimostriamo prima l’esistenza locale della
soluzione e poi otteniamo l’esistenza globale tramite una stima a priori.
Step 1. Osserviamo prima di tutto che, grazie alla proprieta` 1.74
dell’operatore b ed all’equivalenza delle norme su Vm, per ogni coppia di
elementi u, w di Vm si ha
‖bm(u)− bm(w)‖Vm ≤ K1‖bm(u)− bm(w)‖−1 ≤ K1‖b(u)− bm(w)‖−1
≤ 4K1‖u−w‖L4#
[
‖u‖L4# + ‖w‖L4#
]
≤ 4K1K2‖u−w‖Vm [‖u‖Vm + ‖w‖Vm ] ,
(3.21)
dove K1 > 0 e K2 > 0 sono due opportune costanti; da questa catena
di disuguaglianze segue che l’applicazione bm : Vm → Vm e` localmente
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Lipschitziana per ogni m ∈ N. Osserviamo poi che si ha
A(u−w) = −
∑
1≤|k|≤m
|k|2(uk − wk)vk =⇒
‖A(u−w)‖2Vm =
∑
1≤|k|≤m
|k|4|uk − wk|2 ≤ m4‖u−w‖2Vm . (3.22)
Dalle stime 3.21 e 3.22 si ottiene allora
‖Au−Aw − bm(u) + bm(w)‖2Vm ≤ 2‖Au−Aw‖2Vm + 2‖b(u)− b(w)‖2Vm
≤
[
2m4 + 32K21K
2
2 (‖u‖Vm + ‖w‖Vm)2
]
‖u−w‖2Vm ;
cio` significa che l’operatore A−bm : Vm → Vm e` localmente Lipschitziano per
ogni m ∈ N. Grazie ai risultati noti sulle equazioni differenziali stocastiche
in dimensione finita, cio` e` sufficiente a garantire l’esistenza e l’unicita` della
soluzione del problema 3.20 in un intervallo [0, Tm(ω)] ⊂ [0, T ] per ogni
m ∈ N e per ogni ω ∈ Ω, con Tm(ω) ∈ (0, T ] per P-quasi ogni ω ∈ Ω.
Step 2. Per poter concludere che la soluzione locale trovata nello Step
1 si puo` estendere a tutto l’intervallo [0, T ] abbiamo bisogno di una stima
a priori. Per ottenere tale stima e` utile osservare che, grazie alle proprieta`
1.65 e 1.66 dell’operatore b, si ha
b(u,v,w) = −b(u,w,v), b(u,v,v) = 0 ∀u,v,w ∈ H1;
applicando il proiettore Pm ad entrambi i membri di queste uguaglianze si
vede che esse continuano ad essere valide anche per l’operatore bm:
bm(u,v,w) = −bm(u,w,v), bm(u,v,v) = 0 ∀u,v,w ∈ Vm ⊂ H1.
(3.23)
Fissiamo ω0 ∈ Ω tale che WA(ω0) soddisfi la disuguaglianza 2.58 (grazie
alla proposizione 2.28 tale disuguaglianza e` soddisfatta per P-quasi ogni
ω ∈ Ω): allora, poiche´ B soddisfa le ipotesi 2.29, dal teorema 2.31 segue
che WA(ω0) appartiene allo spazio C([0, T ];H0) ∩ L2([0, T ];H1). Inoltre
WmA (ω, t) = PmWA(ω, t) per ogni ω ∈ Ω, t ∈ [0, T ], m ∈ N, quindi si ha
anche
WmA (ω0) ∈ C([0, T ];H0) ∩ L2([0, T ];H1) ⊂ E
e per ogni m ∈ N vale la disuguaglianza
‖WmA (ω0)‖E ≤ K
[‖WmA (ω0)‖L∞([0,T ];H0) + ‖WmA (ω0)‖L2([0,T ];H1)]
≤ K [‖WA(ω0)‖L∞([0,T ];H0) + ‖WA(ω0)‖L2([0,T ];H1)] , (3.24)
con K > 0 costante, cioe` la successione {WmA (ω0)}m∈N e` limitata in E.
Definiamo
ϕm(t) ≡WmA (ω0, t), Zm(t) ≡ Xm(ω0, t)− ϕm(t) ∀m ∈ N, t ∈ [0, T ].
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Allora Zm(t) e` soluzione del problema
dZm(t)
dt + bm (Zm(t) + ϕm(t)) = AZm(t) ∀ t ∈ [0, Tm(ω0)],
Zm(0) = xm ∈ Vm.
(3.25)
Poiche´ in dimensione finita il concetto di soluzione mild coincide con il con-
cetto di soluzione stretta e l’operatore bm possiede le proprieta` 3.23, pos-
siamo effettuare gli stessi passaggi della proposizione 2.35 ed arrivare cos`ı
alla dimostrazione di una stima a priori analoga a quella ottenuta per il
problema in dimensione infinita, cioe` la 2.92: per ogni t ∈ [0, T ] si ha allora
‖Zm(t)‖20 +
∫ t
0
exp
[
K1
∫ t
s
‖ϕm(r)‖4L4#dr
]
‖Zm(s)‖21ds ≤
exp
[
K1
∫ t
0
‖ϕm(r)‖4L4#dr
]
‖xm‖20
+K2
∫ t
0
exp
[
K1
∫ t
s
‖ϕm(r)‖4L4#dr
]
‖ϕm(s)‖4L4#ds,
(3.26)
dove K1 e K2 sono due costanti positive. Pertanto, poiche´ grazie alla 3.24
la successione {ϕm}m∈N e` limitata in E, si trova che anche la successione
{Zm(ω0)}m∈N e` limitata in E, quindi anche {Xm(ω0)}m∈N lo e`. Questo
basta per concludere che per ogni m ∈ N la soluzione locale trovata nello
Step 1 si puo` estendere a tutto l’intervallo [0, T ] ad un elemento di E o, cio`
che e` lo stesso, di L4([0, T ];Vm). 
E` possibile associare al problema 3.20 anche un semigruppo di tran-
sizione, definito da
Pmt ϕ(xm) ≡ E [ϕ (Xm(t, xm))] ∀ϕ ∈ Cb(Rm), xm ∈ Rm, t ≥ 0, m ∈ N,
dove Xm(t, xm) e` la soluzione del problema 3.20 con punto iniziale xm: la
proprieta` di semigruppo Pmt+s = P
m
t P
m
s segue infatti dalla proposizione 3.6.
Inoltre si puo` far vedere che il semigruppo di transizione e` un semigruppo
di Markov.
Proposizione 3.16 Il semigruppo {Pmt }t≥0 e` un semigruppo di Markov per
ogni m ∈ N.
Dimostrazione. Poiche´ la leggedi semigruppo e` verificata, l’unica con-
dizione non banale da verificare e` a questo punto la continuita` dell’appli-
cazione [0, T ] × Rm → R, (t, x) 7→ Pmt ϕ(x) per ogni m ∈ N, T > 0 e
ϕ ∈ Cb(Rm). Osserviamo che, se s, t ∈ [0, T ] e x, y ∈ Rm, si ha
|Pmt ϕ(x)− Pms ϕ(y)| = |E [ϕ(Xm(t, x))− ϕ(Xm(s, y))]|
≤ E [|ϕ(Xm(t, x))− ϕ(Xm(s, y))|]
≤ E [|ϕ(Xm(t, x))− ϕ(Xm(s, x))|] + E [|ϕ(Xm(s, x))− ϕ(Xm(s, y))|] .
(3.27)
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Sappiamo che Xm(ω, x) appartiene a C([0, T ];Vm) per P-quasi ogni ω ∈ Ω,
quindi
lim
s→t ‖Xm(ω, t, x)−Xm(ω, s, x)‖Vm = 0 P-quasi certamente;
allora nell’espressione
E [|ϕ(Xm(t, x))− ϕ(Xm(s, x))|] =
∫
Ω
|ϕ(Xm(ω, t, x))−ϕ(Xm(ω, s, x))|P(dω)
l’integrando tende a zero puntualmente su Ω per s→ t grazie alla continuita`
di ϕ ed e` dominato dalla costante 2‖ϕ‖∞, che e` ovviamente integrabile.
Pertanto grazie al teorema della convergenza dominata si ha
lim
s→tE [|ϕ(Xm(t, x))− ϕ(Xm(s, x))|] = 0. (3.28)
Osserviamo poi che per ogni ω ∈ Ω si ha
‖Xm(ω, s, x)−Xm(ω, s, y)‖Vm =
∥∥esAx− esAy∥∥Vm +
+ ‖Γm(Xm(ω, ·, x))(s)− Γm(Xm(ω, ·, y))(s)‖Vm ,
inoltre
‖Γm(Xm(ω, ·, x))(s)− Γm(Xm(ω, ·, y))(s)‖Vm
=
∥∥∥∥∫ s
0
e(s−u)A [bm(Xm(ω, u, x))− bm(Xm(ω, u, y))] du
∥∥∥∥
Vm
≤ esm2
∫ s
0
‖bm(Xm(ω, u, x))− bm(Xm(ω, u, y))‖Vm du
≤ 4K1K2eTm2
∫ s
0
‖Xm(ω, u, x)−Xm(ω, u, y)‖Vm [‖Xm(ω, u, x)‖Vm+
+‖Xm(ω, u, y)‖Vm ] du
≤ 4
√
2K1K2eTm
2‖Xm(ω, x)−Xm(ω, y)‖L2([0,T ];Vm)
[‖Xm(ω, x)‖L2([0,T ];Vm)
+‖Xm(ω, y)‖L2([0,T ];Vm)
]
.
(3.29)
La successione {Xm(ω)} e` limitata in E o equivalentemente in L4([0, T ];Vm)
per P-quasi ogni ω ∈ Ω, quindi e` limitata anche in L2([0, T ];Vm) per P-quasi
ogni ω ∈ Ω; allora per un’opportuna costante positiva K si ha
‖Γm(Xm(ω, ·, x))(s)− Γm(Xm(ω, ·, y))(s)‖2Vm ≤
≤ K‖Xm(ω, x)−Xm(ω, y)‖2L2([0,T ];Vm)
per P-quasi ogni ω ∈ Ω. Poiche´ esA e` un operatore lineare limitato su Rm,
per ogni ε > 0 esiste δ > 0 tale che per |x− y| < δ si ha∥∥esAx− esAy∥∥Vm < √ε,
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di conseguenza si trova
‖Xm(ω, s, x)−Xm(ω, s, y)‖2Vm ≤
≤ [√ε+K‖Xm(ω, x)−Xm(ω, y)‖L2([0,T ];Vm)]2
≤ 2ε+ 2K2‖Xm(ω, x)−Xm(ω, y)‖2L2([0,T ];Vm)
= 2ε+ 2K2
∫ T
0
‖Xm(ω, t, x)−Xm(ω, t, y)‖2Vmdt.
Dal lemma di Gronwall segue allora che
‖Xm(ω, s, x)−Xm(ω, s, y)‖2Vm ≤ 2εe2K
2
,
percio` per P-quasi ogni ω ∈ Ω si ha
lim
x→y ‖Xm(ω, s, x)−Xm(ω, s, y)‖Vm = 0.
Se ora consideriamo l’integrale
E [|ϕ(Xm(s, x))− ϕ(Xm(s, y))|] =
∫
Ω
|ϕ(Xm(ω, s, x))−ϕ(Xm(ω, s, y))|P(dω),
l’espressione integranda tende a zero puntualmente su Ω per x → y ed e`
dominata dalla costante 2‖ϕ‖∞, che e` integrabile. Di conseguenza il teorema
della convergenza dominata permette di concludere che
lim
x→yE [|ϕ(Xm(s, x))− ϕ(Xm(s, y))|] = 0. (3.30)
Sostituendo la 3.28 e la 3.30 nella 3.27 si ottiene proprio
lim
(s,y)→(t,x)
|Pmt ϕ(x)− Pms ϕ(y)| = 0,
da cui si puo` concludere che {Pmt }t≥0 e` un semigruppo di Markov. 
Si puo` dimostrare anche che per ogni m ∈ N il semigruppo Pmt ammette
almeno una misura invariante. A questo scopo e` utile premettere il seguente
lemma, in cui dimostriamo un’uguaglianza che si vedra` poi essere legata al
bilancio energetico del fluido (si veda l’osservazione 3.22); per rendere piu`
immediata l’interpretazione fisica dell’uguaglianza reintroduciamo anche la
viscosita` ν (supponiamo fissate le scale di lunghezza e di velocita` del proble-
ma, per cui la viscosita` assume il ruolo che inizialmente avevamo assegnato
al numero di Reynolds).
Lemma 3.17 Per ogni m ∈ N e per ogni scelta di xm ∈ Vm, se Xm e` la
soluzione del problema 3.20 si ha
E
[
‖Xm(t)‖20
]
+ 2νE
[∫ t
0
‖Xm(s)‖21 ds
]
= ‖xm‖20 + tTr (BmB∗m) ∀ t ∈ [0, T ].
(3.31)
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Dimostrazione. Per dimostrare la tesi applichiamo la formula di Itoˆ alla
soluzione del problema 3.20; poiche´
Xm(t) = xm +
∫ t
0
[νAXm(s)− bm(Xm(s))] ds
+
∫ t
0
BmdWm(s) ∀ t ∈ [0, T ],
per ogni funzione ϕ : Rm → R, uniformemente continua sui sottoinsiemi
limitati di Rm insieme alle sue derivate Dϕ(x) e D2ϕ(x), si ha
ϕ(Xm(t)) = ϕ(xm)
+
∫ t
0
〈νAXm(s)− bm(Xm(s)), Dϕ(Xm(s))〉Vm ds
+
1
2
∫ t
0
Tr
[
D2ϕ(Xm(s))BmB∗m
]
ds
+
∫ t
0
〈Dϕ(Xm(s)), BmdWm(s)〉Vm ∀ t ∈ [0, T ].
(3.32)
In particolare, scegliendo ϕ : Rm → R, x 7→ |x|2, si ottiene Dϕ(x) = 2x,
D2ϕ(x) = 2I (con I matrice identita` su Rm) e quindi, applicando le proprieta`
3.23 dell’operatore bm, si trova
‖Xm(t)‖2Vm = ‖Xm(t)‖20
= ‖xm‖2Vm +
∫ t
0
〈νAXm(s)− bm(Xm(s)), 2Xm(s)〉Vm ds
+
1
2
∫ t
0
Tr (2BmB∗m) ds+
∫ t
0
〈2Xm(s), BmdWm(s)〉Vm
= ‖xm‖20 + 2
∫ t
0
〈νAXm(s), Xm(s)〉Vm ds+ tTr (BmB∗m)
+ 2
∫ t
0
〈Xm(s), BmdWm(s)〉Vm ∀ t ∈ [0, T ];
(3.33)
osserviamo poi che, se u e` un elemento di Vm, si ha
〈Au,u〉Vm = −
∑
1≤|k|≤m
|k|2|uk|2 = −‖u‖21
e di conseguenza per ogni t ∈ [0, T ] si ha
‖Xm(t)‖20 + 2ν
∫ t
0
‖Xm(s)‖21 ds
= ‖xm‖20 + tTr (BmB∗m) + 2
∫ t
0
〈Xm(s), BmdWm(s)〉Vm .
(3.34)
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Prendendo i valori medi di entrambi i membri della 3.34 e ricordando che il
valor medio di un integrale di Itoˆ e` nullo (equazione 1.53) si ottiene proprio
la 3.31. 
Teorema 3.18 Se B soddisfa le ipotesi 2.29, allora per ogni m ∈ N esiste
una misura invariante per il semigruppo di Markov {Pmt }t≥0 associato al
problema 3.20.
Dimostrazione. Per dimostrare l’esistenza della misura invariante ap-
plichiamo il teorema di Krylov-Bogoliubov 3.12: fissiamo quindi un numero
naturale m, indichiamo con λt,xm la legge della variabile aleatoria Xm(t),
soluzione del problema 3.20 con punto iniziale xm ∈ Vm, e definiamo la
famiglia di misure {µT,xm}T>0, dove
µT,xm ≡
1
T
∫ T
0
λt,xmdt ∀T > 0, xm ∈ Vm.
Si tratta di dimostrare che esiste xm ∈ Vm tale che questa famiglia di misure
e` tesa. Consideriamo allora l’insieme
BR ≡ {y ∈ Vm : ‖y‖Vm ≤ R} ,
che e` un sottoinsieme compatto di Vm per ogni R > 0; grazie all’uguaglianza
3.31, dimostrata nel lemma precedente, si ha
1
t
E
[∫ t
0
‖Xm(s)‖21 ds
]
≤ 1
2tν
‖xm‖20+
1
2ν
Tr (BmB∗m) ∀ t ∈ [0, T ], xm ∈ Vm;
pertanto si ha
µT,xm(B
c
R) =
1
T
∫ T
0
λt,xm(B
c
R)dt =
1
T
∫ T
0
E
[
χBcR(Xm(t))
]
dt
=
1
T
∫ T
0
[∫
{Xm(t)∈BcR}
dP
]
dt
≤ 1
T
∫ T
0
[∫
{Xm(t)∈BcR}
‖Xm(t)‖21
R2
dP
]
dt
≤ 1
T
∫ T
0
[∫
Ω
‖Xm(t)‖21
R2
dP
]
dt
=
1
TR2
∫ T
0
E
[‖Xm(t)‖21] dt
≤ 1
2νR2
[‖xm‖20 +Tr (BmB∗m)] = costR2 ∀T > 1.
(3.35)
Questo significa che per ogni ε > 0 si puo` trovare un R > 0 tale che
µT,xm(BR) ≥ 1− ε ∀T > 1, xm ∈ Vm, cioe` la famiglia di misure {µT,xm}T>1
e` tesa, addirittura per ogni xm ∈ Vm; la conclusione segue allora dal teorema
di Krylov-Bogoliubov. 
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3.3 Esistenza della misura invariante
A questo punto siamo pronti a dimostrare l’esistenza di una misura inva-
riante per il semigruppo di transizione associato all’equazione di Navier-
Stokes stocastica in due dimensioni, definito da
Ptϕ(x) ≡ E [ϕ(X(t, x))] ∀ϕ ∈ Cb(H0), x ∈ H0, t ≥ 0, (3.36)
dove X(t, x) e` la soluzione del problema
dX(t) + b (X(t)) dt = AX(t)dt+BdW (t) ∀ t ≥ 0,
X(0) = x ∈ H0.
(3.37)
Il fatto che il semigruppo {Pt}t≥0, definito dalla 3.36, sia un semigrup-
po di Markov si puo` vedere procedendo come nel caso finito-dimensionale
(proposizione 3.16).
Lemma 3.19 Sia X la soluzione mild del problema 3.37. Se B soddisfa le
ipotesi 2.29, allora per P-quasi ogni ω ∈ Ω e per ogni x ∈ H0 la soluzione
Xm del problema 3.20 con punto iniziale xm = Pmx converge a X in E.
Dimostrazione. Step 1. Si ha
Xm(ω, t) = etAxm−Γm(Xm(ω, ·))(t)+WmA (ω, t) ∀ω ∈ Ω, t ≥ 0, m ∈M,
con
Γm(Xm(ω, ·))(t) ≡
∫ t
0
e(t−s)Abm(Xm(ω, s))ds,
WmA (ω, t) ≡
∫ t
0
e(t−s)ABmdWm(ω, s) =⇒
‖X(ω)−Xm(ω)‖E ≤
∥∥e·Ax− e·Axm∥∥E + ‖Γ(X(ω))− Γm(Xm(ω))‖E
+ ‖WA(ω)−WmA (ω)‖E ∀ω ∈ Ω, m ∈ N.
(3.38)
Calcoliamo ciascuno dei tre termini della 3.38 ad ω fissato, precisamente per
un valore di ω tale che valga la disuguaglianza 2.58 (che e` verificata per P-
quasi ogni ω ∈ Ω); come abbiamo visto nei teoremi 2.30, 2.31 e 3.15, insieme
alle ipotesi 2.29 sull’operatore B questa condizione e` sufficiente a garantire
che WA(ω) appartenga a C([0, T ];H0) ∩ L2([0, T ];H1) e che la successione
{Xm(ω)}m∈N sia limitata in E.
Step 2. Poiche´ L∞([0, T ];H0) ∩ L2([0, T ];H1) e` incluso in E con im-
mersione continua (si veda la 2.76), esiste una costante K > 0 tale che∥∥e·Ax− e·Axm∥∥E ≤K ∥∥e·Ax− e·Axm∥∥L∞([0,T ];H0)
+K
∥∥e·Ax− e·Axm∥∥L2([0,T ];H1) .
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Poiche´
{
etA
}
t≥0 e` un semigruppo di contrazioni, si ha∥∥e·Ax− e·Axm∥∥L∞([0,T ];H0) ≤ sup
t∈[0,T ]
∥∥etAx− etAxm∥∥0
≤ ‖x− xm‖0 −→ 0 per m −→ +∞.
Inoltre ∥∥e·Ax− e·Axm∥∥2L2([0,T ];H1) = ∫ T
0
‖etAx− etAxm‖21dt;
in quest’espressione l’integrando tende a zero puntualmente per m → +∞,
dato che etAxm = PmetAx, ed e` dominato dalla funzione etAx, che appartiene
a L2([0, T ];H1) (corollario 2.20); quindi per il teorema della convergenza
dominata si ha∥∥e·Ax− e·Axm∥∥2L2([0,T ];H1) −→ 0 per m −→ +∞
e di conseguenza anche∥∥e·Ax− e·Axm∥∥E −→ 0 per m −→ +∞. (3.39)
Step 3. Per quanto riguarda il termine della 3.38 contenente la con-
voluzione stocastica, grazie al teorema di immersione di Sobolev ed alla
disuguaglianza di interpolazione 1.38 esiste una costante K > 0 tale che per
ogni t ≥ 0 e per ogni m ∈ N si ha
‖WA(ω, t)−WmA (ω, t)‖L4# ≤ K‖WA(ω, t)−W
m
A (ω, t)‖1/2
≤ K‖WA(ω, t)−WmA (ω, t)‖1/20 ‖WA(ω, t)−WmA (ω, t)‖1/21 .
(3.40)
L’ultimo membro della 3.40 tende a 0 per m → +∞ perche´ WmA (ω, t) e` la
proiezione di WA(ω, t), quindi nell’espressione
‖WA(ω)−WmA (ω)‖4E =
∫ T
0
‖WA(ω, t)−WmA (ω, t)‖4L4#dt
l’integrando tende a 0 per m → +∞ per ogni t ∈ [0, T ]. Grazie al teorema
della convergenza dominata, per concludere che tutto l’integrale tende a 0,
e quindi WmA (ω) → WA(ω) in E per m → +∞, e` sufficiente maggiorare
l’integrando con una funzione integrabile:
‖WA(ω, t)−WmA (ω, t)‖4L4# ≤
≤ K‖WA(ω, t)−WmA (ω, t)‖20‖WA(ω, t)−WmA (ω, t)‖21
≤ K‖WA(ω, t)‖20‖WA(ω, t)‖21 ∀ t ≥ 0, m ∈ N.
(3.41)
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Poiche´ abbiamo scelto ω in modo da garantire che WA(ω) appartenga a
C([0, T ];H0) ∩ L2([0, T ];H1), si ha
∫ T
0
‖WA(ω, t)‖20‖WA(ω, t)‖21dt ≤ ‖WA(ω)‖2C([0,T ];H0)‖WA(ω)‖2L2([0,T ];H1)
=⇒
∫ T
0
‖WA(ω, t)‖20‖WA(ω, t)‖21dt < +∞.
In definitiva, il teorema della convergenza dominata permette di concludere
che per ogni ω ∈ V1, dove V1 e` un sottoinsieme di Ω avente probabilita` 1, si
ha
WmA (ω)→WA(ω) in E per m→ +∞.
Step 4. Per quanto riguarda il secondo addendo della 3.38, si ha
‖Γ(X(ω))− Γm(Xm(ω))‖E ≤‖Γ(X(ω))− Γm(X(ω))‖E
+ ‖Γm(X(ω))− Γm(Xm(ω))‖E .
(3.42)
Stimiamo il primo termine della 3.42: grazie alla disuguaglianza 2.82, e-
sistono due costanti K > 0 e L > 0 tali che
‖Γ(X(ω))− Γm(X(ω))‖2E ≤ K2L2 ‖b(X(ω))− bm(X(ω))‖2L2([0,T ];H−1)
= K2L2
∫ T
0
‖b(X(ω, t))− Pmb(X(ω, t))‖2−1 dt;
l’espressione integranda tende a zero puntualmente per m → +∞, inoltre
e` dominata dalla funzione ‖b(X(ω, t))‖2−1; poiche´ X(ω) ∈ E per ogni ω ∈
V2, dove V2 e` un sottoinsieme di Ω avente probabilita` 1, tale funzione e`
integrabile per ogni ω ∈ V2 (si veda la 2.77). Pertanto il teorema della
convergenza dominata permette di concludere che
‖Γ(X(ω))− Γm(X(ω))‖E −→ 0 per m −→ +∞ ∀ω ∈ V2.
Passiamo ora al secondo termine della 3.42: sempre grazie alla disuguaglian-
za 2.82, si ha
‖Γm(X(ω))− Γm(Xm(ω))‖2E ≤ K2L2 ‖bm(X(ω))− bm(Xm(ω))‖2L2([0,T ];H−1)
≤ K2L2 ‖b(X(ω))− b(Xm(ω))‖2L2([0,T ];H−1)
= K2L2
∫ T
0
‖b(X(ω, t))− b(Xm(ω, t))‖2−1 dt;
109
grazie alla proprieta` 1.74 dell’operatore b ed alla disuguaglianza di Ho¨lder,
si ha
‖Γm(X(ω))− Γm(Xm(ω))‖2E
≤ 16K2L2
∫ T
0
‖X(ω, t)−Xm(ω, t)‖2L4#
[
‖X(ω, t)‖L4# + ‖Xm(ω, t)‖L4#
]2
dt
≤ 32K2L2
∫ T
0
‖X(ω, t)−Xm(ω, t)‖2L4#
[
‖X(ω, t)‖2L4# + ‖Xm(ω, t)‖
2
L4#
]
dt
≤ 32K2L2‖X(ω)−Xm(ω)‖2E
[
2‖X(ω)‖4E + 2‖Xm(ω)‖4E
]1/2
≤ 32
√
2K2L2‖X(ω)−Xm(ω)‖2E
[‖X(ω)‖2E + ‖Xm(ω)‖2E] .
Su un insieme V3 ⊂ Ω avente probabilita` 1 si ha X(ω) ∈ E e la successione
{Xm(ω)}m∈N e` limitata in E, quindi per ogni ω ∈ V3 possiamo trovare
T1(ω) ∈ (0, T ] tale che per ogni m ∈ N si abbia
32
√
2K2L2
[
‖X(ω)‖2L4([0,T1(ω)];L4#) + ‖Xm(ω)‖
2
L4([0,T1(ω)];L4#)
]
≤ 1
2
.
Si conclude allora che per ogni ω ∈ V2 ∩ V3, cioe` per P-quasi ogni ω ∈ Ω, e
per ogni ε > 0 da un certo valore di m in poi risulta
‖Γ(X(ω))− Γm(Xm(ω))‖2L4([0,T1(ω)];L4#)
≤ ε+ 1
2
‖X(ω)−Xm(ω)‖2L4([0,T1(ω)];L4#).
Step 5. Mettendo insieme i risultati degli step precedenti, possiamo
concludere che esiste un insieme Ω0 = V1 ∩ V2 ∩ V3 ⊂ Ω avente probabilita`
1 tale che, per ogni ε > 0, da un certo valore di m in poi si ha:
‖X(ω)−Xm(ω)‖2L4([0,T1(ω)];L4#) ≤ ε+
1
2
‖X(ω)−Xm(ω)‖2L4([0,T1(ω)];L4#)
=⇒ ‖X(ω)−Xm(ω)‖L4([0,T1(ω)];L4#) ≤
√
2ε,
cioe` Xm(ω) converge a X(ω) in L4([0, T1(ω)];L4#) per ogni ω ∈ Ω0.
Step 6. Per ogni ω ∈ Ω0 si puo` ripetere il ragionamento prendendo come
istante iniziale l’istante T1(ω): in questo modo si trovera` un tempo T2(ω) ∈
(T1(ω), T ] tale che Xm(ω) converge a X(ω) in L4([T1(ω), T2(ω)];L4#). Proce-
dendo in questo modo, per ogni ω ∈ Ω0 in un numero finito di passi si arriva
a dimostrare che Xm(ω) converge a X(ω) in E. 
A questo punto possiamo cercare di ottenere anche per il problema
infinito-dimensionale una stima analoga a quella dimostrata nel lemma 3.17;
anche in questo caso per svolgere il calcolo reintroduciamo la viscosita` ν del
fluido.
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Lemma 3.20 (Disuguaglianza dell’energia) Sia X la soluzione mild del
problema 3.37. Se B soddisfa le ipotesi 2.29, allora per ogni x ∈ H0 vale la
disuguaglianza
νE
[∫ t
0
‖X(s)‖21 ds
]
≤ 1
2
‖x‖20 +
t
2
Tr [BB∗] ∀ t ∈ [0, T ]. (3.43)
Dimostrazione. Verifichiamo che la successione {Xm(ω)}m∈N delle soluzio-
ni dei problemi 3.20 con punti iniziali xm = Pmx ∈ Vm e` P-quasi certamente
limitata nello spazio L2([0, T ];H1). Poiche´ B soddisfa le ipotesi 2.29, dal
teorema 2.31 segue che WA(ω) ∈ L2([0, T ];H1) per ogni ω appartenente ad
un insieme Ω1 ⊂ Ω avente probabilita` 1; inoltre WmA (ω, t) = PmWA(ω, t),
quindi per ogni ω ∈ Ω1 e per ognim ∈ N si ha ancheWmA (ω) ∈ L2([0, T ];H1)
e vale la disuguaglianza
‖WmA (ω)‖L2([0,T ];H1) ≤ ‖WA(ω)‖L2([0,T ];H1) ∀ω ∈ Ω1, m ∈ N. (3.44)
Dalla stima a priori 3.26 si ha allora∫ t
0
‖Zm(s)‖21ds ≤ exp
[
K1
∫ t
0
‖ϕm(r)‖4L4#dr
]
‖xm‖20
+K2
∫ t
0
exp
[
K1
∫ t
s
‖ϕm(r)‖4L4#dr
]
‖ϕm(s)‖4L4#ds
≤ exp
[
K1
∫ t
0
‖ϕ(r)‖4L4#dr
]
‖x‖20
+K2
∫ t
0
exp
[
K1
∫ t
s
‖ϕ(r)‖4L4#dr
]
‖ϕ(s)‖4L4#ds < +∞,
(3.45)
dove ϕm(t) = WmA (ω, t), ϕ(t) = WA(ω, t) e Zm(t) = Xm(ω, t) − ϕm(t) per
ogni ω ∈ Ω1, t ∈ [0, T ], m ∈ N. Combinando insieme la 3.44 e la 3.45 si
ottiene
‖Xm(ω)‖L2([0,T ];H1) ≤ ‖Zm(ω)‖L2([0,T ];H1) + ‖WmA (ω)‖L2([0,T ];H1) < cost
per ogni ω ∈ Ω1, m ∈ N, cioe` la successione {Xm(ω)}m∈N e` limitata nello
spazio L2([0, T ];H1) per ogni ω ∈ Ω1.
Di conseguenza si puo` estrarre dalla successione delle Xm(ω) una sotto-
successione {Xmk(ω)}k∈N debolmente convergente in L2([0, T ];H1) per ogni
ω ∈ Ω1; poiche´ per il lemma precedente questa sottosuccessione converge a
X(ω) in E per ogni ω ∈ Ω0, essa non puo` che convergere debolmente a X(ω)
in L2([0, T ];H1) per ogni ω ∈ Ω0 ∩ Ω1, cioe` su un insieme di probabilita` 1.
Ricordiamo ora che, se x e` un elemento di uno spazio normato X e
{xn}n∈N e` una successione di elementi di X debolmente convergente a x,
allora {xn}n∈N e` limitata in X e si ha
‖x‖X ≤ lim inf
n→+∞ ‖xn‖X .
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Nel nostro caso, quindi, per P-quasi ogni ω ∈ Ω si ha
‖X(ω)‖L2([0,T ];H1) ≤ lim infk→+∞ ‖Xmk(ω)‖L2([0,T ];H1);
integrando entrambi i membri su Ω ed applicando il lemma di Fatou si
ottiene
νE
[∫ T
0
‖X(ω, t)‖21dt
]
≤ νE
[
lim inf
k→+∞
∫ T
0
‖Xmk(ω, t)‖21dt
]
≤ lim inf
k→+∞
νE
[∫ T
0
‖Xmk(ω, t)‖21dt
]
;
quindi, grazie all’uguaglianza 3.31, si ha
νE
[∫ T
0
‖X(ω, t)‖21dt
]
≤ lim inf
k→+∞
[
1
2
‖xmk0 ‖20 +
t
2
Tr
(
BmkB
∗
mk
)]
;
poiche` si ha
Tr
(
BmkB
∗
mk
)
=
∑
1≤|k|≤mk
γk ≤
∑
k∈Z2, |k|≥1
γk = Tr(BB∗),
possiamo concludere che
νE
[∫ T
0
‖X(t, x)‖21dt
]
≤ 1
2
‖x‖20 +
t
2
Tr[BB∗],
cioe` vale la 3.43. 
Teorema 3.21 Se B soddisfa le ipotesi 2.29, allora esiste una misura in-
variante per il semigruppo di Markov {Pt}t≥0 associato al problema 3.37.
Dimostrazione. Possiamo seguire lo schema della dimostrazione dell’e-
sistenza della misura invariante per i semigruppi approssimanti Pmt . In-
dichiamo quindi con λt,x la legge della variabile aleatoria X(t), soluzione
del problema 3.37 con punto iniziale x ∈ H0, ed introduciamo la famiglia di
misure {µT,x}T>0, dove
µT,x ≡ 1
T
∫ T
0
λt,xdt ∀T > 0, x ∈ H0.
Stavolta consideriamo l’insieme
BR ≡ {y ∈ H1 : ‖y‖1 ≤ R} ;
anche in questo caso BR e` un sottoinsieme compatto di H0, grazie alla
compattezza dell’immersione di H1 in H0. Pertanto, utilizzando la disu-
guaglianza dell’energia 3.43 e svolgendo gli stessi passaggi gia` visti nel teo-
rema 3.18, si arriva a dimostrare che
µT,x(BcR) ≤
1
2νR2
[‖x‖20 +Tr(BB∗)] = costR2 ∀T > 1;
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questo implica che la famiglia di misure {µT,x}T>1 e` tesa addirittura per
ogni x ∈ H0, quindi per il teorema di Krylov-Bogoliubov esiste una misura
invariante per il semigruppo Pt. 
Osservazione 3.22 Il risultato dimostrato nel lemma 3.20 e` sufficiente
per ottenere l’esistenza di una misura invariante per l’equazione di Navier-
Stokes stocastica in due dimensioni, ma in realta` si puo` ottenere qualcosa di
piu`: precisamente, quando si passa al limite per m → +∞ nell’uguaglian-
za 3.31, non solo si trova la disuguaglianza 3.43, ma la stessa uguaglianza
continua ad essere verificata anche per la soluzione X(t) del problema in
dimensione infinita, cioe` si ha
1
2
E
[
‖X(t)‖20
]
+ νE
[∫ t
0
‖X(s)‖21 ds
]
=
1
2
‖x‖20 +
t
2
Tr (BB∗) . (3.46)
Una dimostrazione di questo fatto e` esposta nell’appedice A. L’uguaglianza
3.46 prende il nome di uguaglianza dell’energia, infatti ai vari termini in
essa presenti si puo` dare la seguente interpretazione fisica:
1. i termini 12E
[
‖X(t)‖20
]
e 12‖x‖20 rappresentano l’energia cinetica media
del sistema rispettivamente all’istante generico t ∈ [0, T ] ed all’istante
iniziale;
2. il termine νE
[∫ t
0 ‖X(s)‖21 ds
]
rappresenta l’energia media dissipata
nell’intervallo temporale [0, t] ⊂ [0, T ] a causa della viscosita` del fluido;
3. il termine t2Tr(BB
∗) rappresenta l’energia immessa nel sistema dal
rumore esterno nell’intervallo [0, t].
Se poi si integrano entrambi i membri dell’uguaglianza dell’energia 3.46
rispetto alla misura invariante µ si ottiene∫
H0
[
1
t
∫ t
0
νPs
(‖ · ‖21) (x)ds]µ(dx) = Tr(BB∗)2 =⇒∫
H0
[
1
t
∫ t
0
νPs
(‖ · ‖21) (x)ds]µ(dx) = ν 1t
∫ t
0
[∫
H0
Ps
(‖ · ‖21) (x)µ(dx)] ds
= ν
1
t
∫ t
0
∫
H0
‖x‖21µ(dx)ds
= ν
∫
H0
‖x‖21µ(dx)
=
Tr(BB∗)
2
≡ ,
(3.47)
il che significa che la media su tutte le possibili condizioni iniziali dell’energia
media dissipata per unita` di tempo e` indipendente da ν, in particolare tende
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ad un limite finito  per ν → 0. I risultati appena esposti rappresentano un
primo esempio di informazioni quantitative sul moto dei fluidi che si possono
ottenere a partire dall’equazione di Navier-Stokes stocastica, in particolare
sfruttando la nozione di misura invariante.
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Appendice A
Uguaglianza dell’energia
Nei paragrafi 3.2 e 3.3 abbiamo dimostrato l’esistenza di una misura
invariante per l’equazione di Navier-Stokes stocastica in due dimensioni uti-
lizzando il metodo di Galerkin. Tale metodo e` spesso di grande aiuto nello
studio dell’equazione di Navier-Stokes e per questo e` stato utile introdurlo,
tuttavia per completezza osserviamo che, come per il teorema di esistenza
ed unicita` della soluzione, cos`ı anche per l’esistenza di una misura invariante
non e` indispensabile ricorrere ad esso. Esiste infatti una strada alternativa
per dimostrare il lemma 3.20, da cui l’esistenza di una misura invariante
segue, come abbiamo visto, grazie al teorema di Krylov-Bogoliubov: con
questo metodo, in particolare, si riesce a far vedere che la soluzione X(t) del-
l’equazione di Navier-Stokes stocastica soddisfa non solo la disuguaglianza
dell’energia 3.43, ma anche l’uguaglianza dell’energia 3.46.
Teorema A.1 (Uguaglianza dell’energia) Per ogni x ∈ H0 e per ogni
t ∈ [0, T ] la soluzione mild X(t) dell’equazione di Navier-Stokes stocastica
in due dimensioni con punto iniziale x soddisfa l’uguaglianza
1
2
E
[
‖X(t)‖20
]
+ νE
[∫ t
0
‖X(s)‖21 ds
]
=
1
2
‖x‖20 +
t
2
Tr(BB∗). (A.1)
Dimostrazione. Step 1. L’espressione di X(t) e`
X(t) = eνtAx−
∫ t
0
eν(t−s)Ab(X(s))ds+
∫ t
0
eν(t−s)ABdW (s); (A.2)
definiamo Xn(t) ≡ PnX(t) per ogni n ∈ N, dove Pn e` il proiettore sullo
spazio Vn generato dall’insieme {vk}1≤|k|≤n, ed applichiamo Pn ad entrambi
i membri dell’equazione A.2. In questo modo per ogni n ∈ N si ottiene
Xn(t) = eνtAxn −
∫ t
0
eν(t−s)Abn(X(s))ds+
∫ t
0
eν(t−s)ABndWn(s), (A.3)
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dove
xn ≡ Pnx ∀x ∈ H0, n ∈ N,
bn(u) ≡ Pnb(u) ∀u ∈ L4#, n ∈ N,
Bn ≡ PnBPn ∀n ∈ N,
Wn(ω, t) ≡ PnW (ω, t) ∀ω ∈ Ω, t ∈ [0, T ], n ∈ N,
ed inoltre si e` utilizzato il fatto che
PnAx = Ax, PneνtAx = eνtAx ∀x ∈ Hσ, σ ∈ R, n ∈ N.
Pertanto Xn(t) e` soluzione per ogni n ∈ N del problema
dXn(t) + bn (X(t)) dt = νAXn(t)dt+BndWn(t) ∀ t ≥ 0,
Xn(0) = xn ∈ Vn.
(A.4)
Step 2. Anche stavolta ci siamo ricondotti a studiare un problema in
dimensione finita, che differisce dal corrispondente problema di Galerkin
perche´ l’argomento dell’operatore bn e` X(t) e non Xn(t). In ogni caso
bn(X(t)) e` una funzione definita in [0, T ] ed a valori in Vn, quindi pos-
siamo senz’altro applicare la formula di Itoˆ e procedere in modo del tutto
simile alla dimostrazione del lemma 3.17. Per ogni funzione ϕ : Rn → R, uni-
formemente continua sui sottoinsiemi limitati di Rn insieme alle sue derivate
Dϕ(x) e D2ϕ(x), si ha
ϕ(Xn(t)) =ϕ(xn) +
∫ t
0
〈νAXn(s)− bn(X(s)), Dϕ(Xn(s))〉Vn ds
+
1
2
∫ t
0
Tr
[
D2ϕ(Xn(s))BnB∗n
]
ds
+
∫ t
0
〈Dϕ(Xn(s)), BndWn(s)〉Vn ∀ t ∈ [0, T ], n ∈ N.
(A.5)
In particolare, scegliendo ϕ : Rn → R, x 7→ |x|2, si ottiene Dϕ(x) = 2x,
D2ϕ(x) = 2I (con I matrice identita` su Rn) e quindi
‖Xn(t)‖2Vn = ‖Xn(t)‖20
= ‖xn‖20 + 2
∫ t
0
〈νAXn(s)− bn(X(s)), Xn(s)〉Vn ds
+ tTrBnB∗n + 2
∫ t
0
〈Xn(s), BndWn(s)〉Vn ∀ t ∈ [0, T ], n ∈ N.
(A.6)
Osserviamo poi che, se u e` un elemento di Vn, si ha
〈Au,u〉Vn = −
∑
1≤|k|≤n
|k|2|uk|2 = −‖u‖21 ∀u ∈ Vn
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e di conseguenza per ogni t ∈ [0, T ], n ∈ N si ha
‖Xn(t)‖20 + 2ν
∫ t
0
‖Xn(s)‖21 ds = ‖xn‖20 − 2
∫ t
0
〈bn(X(s)), Xn(s)〉Vn ds
+ tTrBnB∗n + 2
∫ t
0
〈Xn(s), BndWn(s)〉Vn .
(A.7)
Prendendo i valori medi di entrambi i membri della A.7 e ricordando che il
valor medio di un integrale di Itoˆ e` nullo (equazione 1.53) si ottiene
E
[‖Xn(t)‖20]+ 2νE [∫ t
0
‖Xn(s)‖21 ds
]
= ‖xn‖20 − 2E
[∫ t
0
〈bn(X(s)), Xn(s)〉Vn ds
]
+ tTrBnB∗n ∀ t ∈ [0, T ], n ∈ N.
(A.8)
Step 3. Cerchiamo ora di capire come si comportano i vari termini della
A.8 al limite per n → +∞. Xn(t) e xn, essendo le proiezioni di X(t) e x
su Vn, convergono rispettivamente a X(t) e x in H0 per ogni t ∈ [0, T ] e
per ogni ω ∈ Ω. Inoltre la variabile aleatoria ‖Xn(t)‖20 e` dominata per ogni
t ∈ [0, T ] da supt∈[0,T ] ‖X(t)‖20; facciamo vedere che tale variabile aleatoria
e` integrabile su Ω (per ora sappiamo solo che e` P-quasi certamente finita,
si veda l’osservazione 2.37). Innanzi tutto osserviamo che per ogni ω ∈ Ω,
t ∈ [0, T ] si ha
sup
t∈[0,T ]
‖X(t)‖20 ≤ 2 sup
t∈[0,T ]
‖etAx‖20+2 sup
t∈[0,T ]
‖Γ(X(·))(t)‖20+2 sup
t∈[0,T ]
‖WA(t)‖20,
(A.9)
quindi per far vedere che supt∈[0,T ] ‖X(t)‖20 e` integrabile su Ω bastera` far
vedere che e` integrabile su Ω ciascuno dei tre addendi a secondo membro
nella A.9.
A questo scopo ricordiamo che la funzione t 7→ etAx appartiene allo spazio
C([0, T ];H0), quindi ‖etAx‖0 e` certamente maggiorata da una costante in-
dipendente da t e da ω.
Per quanto riguarda la convoluzione stocastica, riprendendo la disuguaglian-
za 2.70 e ricordando la definizione di CT,m(ω) si ottiene
E
[
sup
t∈[0,T ]
‖WA(t)‖20
]
≤ E
( sup
t∈[0,T ]
‖WA(t)‖0
)2 ≤ E [C2T,m(ω)|O|]
= E
[
C2T,m‖Y (ω)‖2L2m([0,T ]×O)|O|
]
≤ C2T,m|O|E
[
‖Y (ω)‖2mL2m([0,T ]×O)
]
≤ cost < +∞.
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Infine osserviamo che, grazie alle disuguaglianze 2.77 e 2.80, per un’oppor-
tuna costante C2 > 0 si ha
E
[
sup
t∈[0,T ]
‖Γ(X(·))(t)‖20
]
≤ E
( sup
t∈[0,T ]
‖Γ(X(·))(t)‖0
)2
≤ C22E
[
‖b(X(·))‖2L2([0,T ];H−1)
]
≤ 4C22E
[‖(X(·))‖4E]
= 4C22‖X‖4L4W ([0,T ];L4#);
poiche´ sappiamo dal teorema 2.36 che il processo X appartiene allo spazio
L4W ([0, T ];L4#), concludiamo che
E
[
sup
t∈[0,T ]
‖Γ(X(·))(t)‖20
]
< +∞,
quindi la variabile aleatoria supt∈[0,T ] ‖X(t)‖20 e` integrabile e dal teorema
della convergenza dominata segue che per ogni t ∈ [0, T ] si ha
E
[‖Xn(t)‖20] −→ E [‖X(t)‖20] per n −→ +∞.
Step 4. Per quanto riguarda l’integrale
2E
[∫ t
0
‖Xn(s)‖21 ds
]
,
osserviamo che la funzione integranda converge a X(s) per ogni s ∈ [0, t] e
per ogni ω ∈ Ω, sempre per il fatto che Xn(s) e` la proiezione di X(s). Essa
e` inoltre dominata dalla funzione ‖X(s)‖21; se riusciamo a far vedere che
questa funzione e` integrabile su [0, T ]×Ω, per il teorema della convergenza
dominata possiamo concludere che
2E
[∫ t
0
‖Xn(s)‖21 ds
]
−→ 2E
[∫ t
0
‖X(s)‖21 ds
]
per n −→ +∞.
Anche qui utilizziamo il fatto che per ogni ω ∈ Ω, t ∈ [0, T ] si ha
‖X(t)‖21 ≤ 2‖etAx‖21 + 2‖Γ(X(·))(t)‖21 + 2‖WA(t)‖21, (A.10)
quindi per dimostrare che ‖X(t)‖21 e` integrabile su [0, T ]×Ω e` sufficiente far
vedere che ciascuno dei tre termini a secondo membro nella A.10 e` integrabile
su [0, T ]× Ω. Osserviamo che, grazie all’equazione 2.36 si ha∫ T
0
‖etAx‖21dt ≤
1
2
‖x‖20 ∀x ∈ H0; (A.11)
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dall’equazione 2.71 si ottiene invece
E
[∫ T
0
‖WA(t)‖21dt
]
≤ T
2
Tr(BB∗); (A.12)
infine, in base alle equazioni 2.77 e 2.79, per un’opportuna costante C1 > 0
si ha
‖Γ(X(·))‖2L2([0,T ];H1) ≤ C21‖b(X(·))‖2L2([0,T ];H−1)
≤ 4C21‖X(·)‖4E =⇒
E
[∫ T
0
‖Γ(X(·))(t)‖21dt
]
≤ 4C21E
[∫ T
0
‖X(t)‖4L4#dt
]
= 4C21‖X(·)‖4L4W ([0,T ];L4#);
(A.13)
poiche`, come abbiamo visto nel teorema 2.36, il processo X appartiene allo
spazio L4W ([0, T ];L4#), otteniamo E
[∫ T
0 ‖Γ(X(·))(t)‖21dt
]
< +∞. Mettendo
insieme le A.11, A.12, A.13 si ottiene allora
E
[∫ T
0
‖X(t)‖21dt
]
< +∞,
il che permette di concludere che, come preannunciato, si ha
2E
[∫ t
0
‖Xn(s)‖21 ds
]
−→ 2E
[∫ t
0
‖X(s)‖21 ds
]
per n −→ +∞.
Step 5. Facciamo vedere che
E
[∫ t
0
〈bn(X(s)), Xn(s)〉Vn ds
]
−→ 0 per n −→ +∞.
Prima di tutto verifichiamo che l’espressione integranda converge a zero
puntualmente su Ω × [0, t]; a questo scopo osserviamo che, grazie al fatto
che il proiettore Pn e` autoaggiunto, si ha
〈bn(X(s)), Xn(s)〉Vn = 〈Pnb(X(s)), Xn(s)〉Vn
= 〈b(X(s)), Xn(s)〉Vn
∀ s ∈ [0, T ], ω ∈ Ω, n ∈ N;
inoltre Xn(s) converge per ogni s ∈ [0, T ] e per ogni ω ∈ Ω a X(s) in H0,
quindi converge anche debolmente in H0 e questo implica che, grazie alla
proprieta` 1.66 dell’operatore b, si ha
〈b(X(s)), Xn(s)〉Vn −→ 〈〈b(X(s)), X(s)〉〉0 = 0 per n −→ +∞
puntualmente su Ω× [0, T ]. Cerchiamo ora di maggiorare la funzione∣∣〈b(X(s)), Xn(s)〉Vn∣∣
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con una funzione integrabile su Ω× [0, T ]:∣∣〈b(X(s)), Xn(s)〉Vn∣∣ = |〈〈b(X(s)), Xn(s)〉〉0|
≤ ‖b(X(s))‖−1‖Xn(s)‖1
≤ ‖b(X(s))‖−1‖X(s)‖1
∀ω ∈ Ω, s ∈ [0, T ], n ∈ N;
applicando due volte la disuguaglianza di Ho¨lder e poi la 2.77 si ottiene
E
[∫ T
0
‖b(X(s))‖−1‖X(s)‖1ds
]
≤ E [‖b(X(·))‖L2([0,T ];H−1)‖X(·)‖L2([0,T ];H1)]
≤
{
E
[
‖b(X(·))‖2L2([0,T ];H−1)
]}1/2 {
E
[
‖X(·)‖2L2([0,T ];H1)
]}1/2
≤ {4E [‖X(·)‖4E]}1/2 {E [‖X(·)‖2L2([0,T ];H1)]}1/2
= 2‖X‖2L4W ([0,T ];L4#)
{
E
[
‖X(·)‖2L2([0,T ];H1)
]}1/2
.
Nello step precedente abbiamo visto che
E
[
‖X(·)‖2L2([0,T ];H1)
]
< +∞,
mentre dal teorema 2.36 sappiamo che X ∈ L4W ([0, T ];L4#), pertanto pos-
siamo concludere che E
[∫ T
0 ‖b(X(s))‖−1‖X(s)‖1ds
]
< +∞, quindi la suc-
cessione
∣∣〈b(X(s, x)), Xn(s, xn)〉Vn∣∣ e` dominata da una funzione integrabile
su [0, T ] × Ω. Dal teorema della convergenza dominata segue allora, come
preannunciato, che
E
[∫ t
0
〈bn(X(s)), Xn(s)〉Vn ds
]
−→ 0 per n −→ +∞.
Step 6. Poiche´ naturalmente TrBnB∗n → TrBB∗ per n → +∞, con-
cludiamo che passando al limite per n → +∞ nella A.8 per ogni t ∈ [0, T ]
si trova:
1
2
E
[
‖X(t)‖20
]
+ νE
[∫ t
0
‖X(s)‖21 ds
]
=
1
2
‖x‖20 +
t
2
Tr(BB∗), (A.14)
cioe` si ottiene proprio la A.1. 
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Appendice B
Campi di velocita` a media
non nulla
Nel paragrafo 1.1 abbiamo visto che, se si scrive il campo di velocita`
come la somma della sua media spaziale e della fluttuazione rispetto alla
media, le equazioni del moto di un fluido incomprimibile si riducono alla
forma 1.9 {
∂u
∂t + u · ∇u+m · ∇u = −∇p+ 1R∇2u,
∇ · u = 0, (B.1)
dove m rappresenta la media del campo di velocita` ed u la fluttuazione.
Finora abbiamo sempre considerato campi di velocita` a media nulla ed ab-
biamo quindi studiato le equazioni B.1 senza il terminem·∇u, ma i risultati
che abbiamo ottenuto si possono estendere anche al caso m 6= 0.
Poiche´ la media spaziale del campo di velocita` e` indipendente dal tempo
(equazione 1.7), m si puo` interpretare come un elemento fissato di H1 e
quindi la formulazione astratta del problema puo` essere effettuata come nel
caso m = 0 a patto di ridefinire l’operatore b. Precisamente, l’operatore b
verra` sostituito dall’operatore
b˜ : H1 ×H1 ×H1 −→ R
(u,v,w) 7−→ b˜(u,v,w) ≡ b(u+m,v,w),
(B.2)
che e` ancora lineare rispetto alla seconda ed alla terza variabile, ma non lo
e` piu` rispetto alla prima. Esso soddisfa due proprieta` analoghe alle 1.65 e
1.66: infatti per ogni u, v, w ∈ H1 si ha
b˜(u,v,w) = b(u+m,v,w) = −b(u+m,w,v) = −b˜(u,w,v)
=⇒ b˜(u,v,w) = −b˜(u,w,v), b˜(u,v,v) = 0. (B.3)
Continua poi a valere una disuguaglianza analoga alla 1.72: infatti, grazie
alla proprieta` 1.70 dell’operatore b, per ogni u, v, w ∈ H1 si ha∣∣∣˜b(u,v,w)∣∣∣ = |b(u+m,v,w)| ≤ 4‖u+m‖L4#‖v‖1‖w‖L4# =⇒
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∥∥∥b˜(u,u, ·)∥∥∥
−1
= sup
v∈H1,v 6=0
∣∣∣˜b(u,u,v)∣∣∣
‖v‖1 = supv∈H1,v 6=0
∣∣∣˜b(u,v,u)∣∣∣
‖v‖1
= 4‖u+m‖L4#‖u‖L4# < +∞.
(B.4)
Cio` significa che b˜(u,u, ·) e` un funzionale lineare continuo su H1 per ogni
u ∈ L4#, quindi si puo` considerare l’applicazione non lineare
b˜ : L4# −→ H−1
u 7−→ b˜(u) ≡ b˜(u,u, ·)
(B.5)
e verificare che essa soddisfa una proprieta` simile alla 1.74, come vediamo
dalla seguente proposizione.
Proposizione B.1 L’applicazione b˜ definita dalla B.2 e` continua e per ogni
coppia u, v di elementi di L4# vale la disuguaglianza∥∥∥b˜(u)− b˜(v)∥∥∥
−1
≤ 4
[
‖u‖L4# + ‖v‖L4# + ‖m‖L4#
]
‖u− v‖L4# . (B.6)
Dimostrazione. Siano u, v due elementi di L4# e sia w ∈ H1. Allora,
grazie alla B.3, si ha∣∣∣˜b(u)(w)− b˜(v)(w)∣∣∣ = ∣∣∣˜b(u,u,w)− b˜(v,v,w)∣∣∣ = ∣∣∣˜b(u,w,u)− b˜(v,w,v)∣∣∣
=
∣∣∣˜b(u,w,u)− b˜(v,w,v)− b˜(u,w,v) + b˜(u,w,v)∣∣∣
≤
∣∣∣˜b(u,w,u)− b˜(u,w,v)∣∣∣+ ∣∣∣˜b(v,w,v)− b˜(u,w,v)∣∣∣
=
∣∣∣˜b(u,w,u− v)∣∣∣+ |b(v +m,w,v)− b(u+m,w,v)|
=
∣∣∣˜b(u,w,u− v)∣∣∣+ |b(v − u,w,v)|
≤ 4‖u+m‖L4#‖w‖1‖u− v‖L4# + 4‖u− v‖L4#‖w‖1‖v‖L4#
e di conseguenza per ogni u, v ∈ L4# si ha∥∥∥b˜(u)− b˜(v)∥∥∥
−1
≤ 4
[
‖u+m‖L4# + ‖v‖L4#
]
‖u− v‖L4#
≤ 4
[
‖u‖L4# + ‖v‖L4# + ‖m‖L4#
]
‖u− v‖L4# ,
cioe` vale la B.6. 
Dalla proprieta` B.6 segue che anche b˜, come b, e` localmente Lipschitziana
come applicazione da L4# in H−1; ora facciamo vedere che essa continua
a soddisfare anche una disuguaglianza analoga alla 2.77 e quindi si riesce
a dimostrare un risultato simile al lemma 2.32. Questo fa s`ı che si possa
ripetere l’argomento di punto fisso che porta alla dimostrazione dell’esistenza
ed unicita` della soluzione.
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Lemma B.2 Definiamo, per T > 0,
Γ˜(f)(t) ≡
∫ t
0
e(t−s)Ab˜(f(s))ds ∀ f ∈ E, t ∈ [0, T ]. (B.7)
Allora Γ˜(f) ∈ E per ogni f ∈ E ed inoltre esistono due costanti M1, M2 > 0
tale che per ogni f, g ∈ E si ha∥∥∥Γ˜(f)− Γ˜(g)∥∥∥
E
≤M1 (‖f‖E + ‖g‖E +M2) ‖f − g‖E . (B.8)
Dimostrazione. Procediamo secondo le schema della dimostrazione del
lemma 2.32. Nello Step 1 abbiamo dimostrato l’inclusione
L∞([0, T ];H0) ∩ L2([0, T ];H1) ⊂ E, (B.9)
che e` un risultato generale. Per quanto riguarda lo Step 2, facciamo vedere
che anche in questo caso vale l’implicazione f ∈ E ⇒ b˜(f) ∈ L2([0, T ];H−1);
infatti si ha∥∥∥b˜(f)∥∥∥2
L2([0,T ];H−1)
=
∫ T
0
∥∥∥b˜(f(t))∥∥∥2
−1
dt
≤ 4
∫ T
0
‖f(t) +m‖2L4# ‖f(t)‖
2
L4#
dt
≤ 4
∫ T
0
[
‖f(t)‖L4# + ‖m‖L4#
]2 ‖f(t)‖2L4#dt
≤ 8
∫ T
0
‖f(t)‖4L4# dt+ 8
∫ T
0
‖m‖2L4#‖f(t)‖
2
L4#
dt
≤ 8‖f‖4E + 8‖m‖2L4#
√
T‖f‖2E
≡ C1‖f‖4E + C2‖f‖2E < +∞.
(B.10)
Poiche´ b˜(f) appartiene a L2([0, T ];H−1) e la funzione Γ˜(f)(t) e` la soluzione
mild del problema non omogeneo
dX
dt = AX(t) + b˜(f(t)) ∀ t ∈ [0, T ],
X(0) = 0,
(B.11)
per il corollario 2.19 si ha
Γ(f) ∈ L∞([0, T ];H0) ∩ L2([0, T ];H1) ⊂ E
e quindi possiamo concludere che f ∈ E ⇒ Γ˜(f) ∈ E. Inoltre esistono due
costanti positive C3, C4 tali che
‖Γ(f)‖L2([0,T ];H1) ≤ C3‖b(f)‖L2([0,T ];H−1), (B.12)
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‖Γ(f)‖L∞([0,T ];H0) ≤ C4‖b(f)‖L2([0,T ];H−1); (B.13)
grazie all’inclusione B.9 si ha poi
‖Γ(f)‖E ≤ L‖b(f)‖L2([0,T ];H−1) < +∞, (B.14)
dove K e L sono due opportune costanti positive.
Cerchiamo ora di dimostrare la disuguaglianza B.8; osserviamo che, grazie
alla proprieta` B.6 dell’operatore b˜, si ha∥∥∥b˜(f)− b˜(g)∥∥∥2
L2([0,T ];H−1)
=
∫ T
0
∥∥∥b˜(f(s))− b˜(g(s))∥∥∥2
−1
ds
≤ 16
∫ T
0
‖f(s)− g(s)‖2L4#
(
‖f(s)‖L4# + ‖g(s)‖L4# + ‖m‖L4#
)2
ds
≤ 16‖f − g‖2E
[∫ T
0
(
‖f(s)‖L4# + ‖g(s)‖L4# + ‖m‖L4#
)4
ds
]1/2
≤ 16‖f − g‖2E
[
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(
‖f‖4E + ‖g‖4E + T‖m‖4L4#
)]1/2
≤ 128‖f − g‖2E
(
‖f‖2E + ‖g‖2E + T 1/2‖m‖2L4#
)
≤ 128‖f − g‖2E
(
‖f‖E + ‖g‖E + T 1/2‖m‖L4#
)2
=⇒∥∥∥b˜(f)− b˜(g)∥∥∥
L2([0,T ];H−1)
≤ 8
√
2‖f − g‖E
(
‖f‖E + ‖g‖E + T 1/2‖m‖L4#
)
.
Di conseguenza si ha∥∥∥Γ˜(f)− Γ˜(g)∥∥∥
E
≤ L
∥∥∥b˜(f)− b˜(g)∥∥∥
L2([0,T ];H−1)
≤M1‖f − g‖E (‖f‖E + ‖g‖E +M2) ,
con M1 = 8
√
2L e M2 = T 1/2‖m‖L4# . 
A questo punto, per dimostrare l’esistenza e l’unicita` della soluzione del
problema dX(t) + b˜ (X(t)) dt = AX(t)dt+BdW (t) ∀ t ≥ 0,
X(0) = x0 ∈ H0,
(B.15)
possiamo procedere come nel caso m = 0, con qualche lieve modifica.
Studiamo sempre il problema ad ω fissato, precisamente per un valore ω0 di ω
per il quale sia verificata la disuguaglianza 2.58 (e quindi si abbia WA(ω0) ∈
E) e cerchiamo di applicare il principio delle contrazioni locale. Mentre nel
casom = 0 l’applicazione Γ era automaticamente una contrazione su un’op-
portuna palla nello spazio E, ora questo non e` piu` vero, a causa del fatto
che l’applicazione Γ˜ soddisfa la disuguaglianza B.8 e non la 2.75. Tuttavia
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esistera` un valore T˜1 di T tale che si abbia M2 = T˜
1/2
1 ‖m‖L4# <
1
6M1
; di
conseguenza vale la disuguaglianza∥∥∥Γ˜(f)− Γ˜(g)∥∥∥
L4([0,T˜1];L4#)
≤
≤ ‖f − g‖
L4([0,T˜1];L4#)
(
M1‖f‖L4([0,T˜1];L4#) +M1‖g‖L4([0,T˜1];L4#) +
1
6
)
,
il che implica che Γ˜ e` una contrazione locale sulla palla di centro 0 e raggio
1
6M1
nello spazio L4([0, T˜1];L4#). Come nel caso m = 0, per garantire che
siano soddisfatte tutte le ipotesi del principio delle contrazioni locale e` ne-
cessario restringersi ad un opportuno intervallo [0, T˜2(ω0)] ⊂ [0, T ] e quindi
in definitiva si dimostra l’esistenza e l’unicita` della soluzione nell’intervallo
[0, T˜ (ω0)], con T˜ (ω0) = min
{
T˜1, T˜2(ω0)
}
.
Per quanto riguarda la stima a priori 2.92, nel calcolo di ddt‖Z(t)‖20 ora c’e`
un addendo in piu` e quindi bisogna fare qualche piccola modifica alle stime.
Precisamente, il termine in piu` e` b(m, Z(t), ϕ(t)), con le stesse notazioni della
proposizione 2.35; questo termine si puo` maggiorare nel seguente modo:
|b(m, Z(t), ϕ(t))| ≤ 4‖m‖L4#‖Z(t)‖1‖ϕ(t)‖L4#
=
1√
3
‖Z(t)‖14
√
3‖m‖L4#‖ϕ(t)‖L4#
≤ 1
6
‖Z(t)‖21 + 24‖m‖2L4#‖ϕ(t)‖
2
L4#
.
Di conseguenza si ottiene la seguente stima a priori:
‖Z(t)‖20 +
∫ t
0
exp
[
K1
∫ t
s
‖ϕ(r)‖4L4#dr
]
‖Z(s)‖21ds ≤
exp
[
K1
∫ t
0
‖ϕ(r)‖4L4#dr
]
‖x0‖20
+K2
∫ t
0
exp
[
K1
∫ t
s
‖ϕ(r)‖4L4#dr
]
‖ϕ(s)‖2L4#
(
‖ϕ(s)‖2L4# + ‖m‖
2
L4#
)
ds,
(B.16)
con K1 e K2 costanti positive. Tale stima e` leggermente diversa da quella
ottenuta nel caso m = 0, ma e` comunque sufficiente a garantire che la
soluzione locale si possa prolungare a tutto l’intervallo [0, T ]; in modo del
tutto analogo al caso m = 0 si trova anche che la soluzione appartiene allo
spazio L4W ([0, T ];L4#).
Possiamo introdurre anche in questo caso i problemi approssimanti di
Galerkin dXm(t) + b˜m (Xm(t)) dt = AXm(t)dt+BmdWm(t) ∀ t ∈ [0, T ],
Xm(0) = Pmx ≡ xm ∈ Vm,
(B.17)
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dove per ogni m ∈ N, u ∈ Vm, t ∈ [0, T ] si ha
b˜m (u) ≡ Pmb˜(u), Bm ≡ PmBPm, Wm(t) ≡ PmW (t).
Ricalcando il procedimento utilizzato per il problema infinito-dimensionale,
si arriva a dimostrare l’esistenza e l’unicita` della soluzione del problema
B.17 per qualsiasi m ∈ N, sotto le stesse ipotesi su B. Applicando la for-
mula di Itoˆ si riesce ancora a dimostrare l’uguaglianza dell’energia, da cui
segue l’esistenza di una misura invariante per ciascuno dei problemi B.17.
Precisamente, seguendo i passaggi del lemma 3.17, emerge che l’unica pro-
prieta` dell’operatore bm necessaria per dimostrare l’uguaglianza dell’energia
e`
〈bm(Xm(t)), Xm(t)〉Vm = 0, (B.18)
che continua ad essere verificata per l’operatore b˜, dato che si ha〈
b˜m(Xm(t)), Xm(t)
〉
Vm
=
〈
Pmb˜(Xm(t)), Xm(t)
〉
Vm
= 〈Pmb(Xm(t) +m, Xm(t), ·), Xm(t)〉Vm
= 〈b(Xm(t) +m, Xm(t), ·), Xm(t)〉Vm = 0.
E` ancora vero che la successione {Xm}m∈N delle soluzioni dei problemi
di Galerkin converge in E alla soluzione X del problema in dimensione
infinita, come si puo` vedere eseguendo calcoli analoghi a quelli del lemma
3.19, e quindi si riesce di nuovo a dimostrare la disuguaglianza dell’energia.
Di conseguenza esiste una misura invariante anche per il problema B.15.
Infine, anche i risultati visti nell’appendice A continuano ad essere va-
lidi, pertanto anche la soluzione del problema B.11 soddisfa l’uguaglianza
dell’energia. Infatti le proprieta` degli operatori b e Γ che abbiamo utilizzato
nel teorema A.1, oltre alla B.18, sono
E
[
sup
t∈[0,T ]
‖Γ(X(·))(t)‖20
]
≤ cost · ‖X‖4L4W ([0,T ];L4#), (B.19)
E
[∫ T
0
‖Γ(X(·))(t)‖21dt
]
≤ cost · ‖X‖4L4W ([0,T ];L4#), (B.20)
E
[∫ T
0
‖b(X(s))‖−1‖X(s)‖1ds
]
< +∞. (B.21)
Per quanto riguarda la B.19, osserviamo che, con le notazioni del lemma
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B.2, si ha
E
[
sup
t∈[0,T ]
∥∥∥Γ˜(X(·))(t)∥∥∥2
0
]
≤ E
( sup
t∈[0,T ]
∥∥∥Γ˜(X(·))(t)∥∥∥
0
)2
≤ C24E
[∥∥∥b˜(X(·))∥∥∥2
L2([0,T ];H−1)
]
≤ C24E
[
C1‖X(·)‖4E + C2‖X(·)‖2E
]
≤ C1C24‖X‖4L4W ([0,T ];L4#) + C2C
2
4‖X‖2L4W ([0,T ];L4#)
e quindi vale una proprieta` simile anche per l’operatore Γ˜. Per quanto
riguarda la B.20, si ha
E
[∫ T
0
∥∥∥Γ˜(X(·))(t)∥∥∥2
1
dt
]
= E
[∥∥∥Γ˜(X(·))∥∥∥2
L2([0,T ];H1)
]
≤ C23E
[∥∥∥b˜(X(·))∥∥∥2
L2([0,T ];H−1)
]
≤ C23E
[
C1‖X(·)‖4E + C2‖X(·)‖2E
]
≤ C1C23‖X‖4L4W ([0,T ];L4#) + C2C
2
3‖X‖2L4W ([0,T ];L4#),
quindi anche in questo caso l’operatore Γ˜ soddisfa una proprieta` simile. Per
quanto riguarda infine la B.21, infine, si ha
E
[∫ T
0
∥∥∥b˜(X(s))∥∥∥
−1
‖X(s)‖1ds
]
≤ E
[∥∥∥b˜(X(·))∥∥∥
L2([0,T ];H−1)
‖X(·)‖L2([0,T ];H1)
]
≤
{
E
[∥∥∥b˜(X(·))∥∥∥2
L2([0,T ];H−1)
]}1/2 {
E
[
‖X(·)‖2L2([0,T ];H1)
]}1/2
≤ {E [C1‖X(·)‖4E + C2‖X(·)‖2E]}1/2 {E [‖X(·)‖2L2([0,T ];H1)]}1/2
≤
{
C1‖X‖4L4W ([0,T ];L4#) + C2‖X‖
2
L4W ([0,T ];L4#)
}1/2 {
E
[
‖X(·)‖2L2([0,T ];H1)
]}1/2
< +∞.
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