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We consider the modelling of a collection of marked point processes where
the occurrence rate depends on past occurrences within the process. Build-
ing on a traditional model for point processes, the Hawkes process, we re-
strict its characteristic properties exclusively to the space of marks, provid-
ing the freedom to specify a different model for the occurrence times. The
main idea is to use the decomposition of a multivariate density function to
decouple the joint modelling of the event types (marks) and the occurrence
times. We develop a Bayesian framework for the inference and prediction of
these flexible marked point processes that can be applied to a wide range of
applications. We present a case study on the modelling of event-sequences
from association football, where the sequence of game events can be treated
as a marked spatio-temporal point process. We provide inferences about
previously unquantified measures governing the dynamics of the game as
well as predict the occurrence of events of interest, such as goals, corners or
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Will my football team score a goal in the next 10 minutes?
When will the next major earthquake strike Indonesia?
How long do we have before AI takes over the world?
We often find ourselves facing the task of predicting when a particular event
might happen. Some events might be harder to predict than others, never-
theless, arriving at the best possible predictions to many such questions is
extremely useful.
Phenomena that are observed as a sequence of events happening over time
can be represented using point processes. While point processes can be
used to describe a random collection of points in any general space, we limit
ourselves to the case in which the points denote events that occur along a
time axis. Such point processes, having a natural order in which the points
occur, are suitable for a wide range of real-world applications and are well
studied in probability theory (see, for example, Daley and Vere-Jones, 2003).
Processes in which points are identified only by the occurrence times are
referred to as univariate point processes. Multivariate point processes, on
the other hand, are those in which two or more types of points are observed.
1
1. Introduction
For example, in a queuing system, the arrivals and departures of customers
would be two types of points that are observed.
Multivariate point processes are specified by associating a random variable,
say m, to each point in a univariate point process, where the realised value
of m gives the point type. If m is allowed to be a general random variable,
not restricted to be a category giving the point type, then we refer to m as a
mark and the process as a marked point process. An example of a marked
point process with continuous marks is in seismology, where the magnitude
of an earthquake is recorded in addition to the time of occurrence.
When event sequence data are analysed using point process models, an im-
portant distinction is between empirical models and mechanistic models as
noted by Diggle (2013). Empirical models have the solitary aim of describ-
ing the patterns in the observed data, while mechanistic models go beyond
that and attempt to capture the underlying scientific process that generated
the data. Mechanistic models for marked point processes are typically spec-
ified using a joint conditional intensity for the occurrence times and the
marks and in general are not flexible enough to be applied to real-world
datasets. The joint modelling of the components of the process can also be
challenging and it is common to make strong restrictive assumptions like
separability (González et al., 2016) to simplify the model. The primary focus
of this research is to develop a flexible mechanistic modelling framework for
marked point processes that are suitable for a wide range of applications.
The focus area of this research is motivated by the problem of modelling
event sequences from association football, with the aim of quantifying the
underlying dynamics of the game. Football is one of the most popular team
sports and is an example of an invasive sport, where two opposing teams
compete for the possession of the ball with the dual objective of attacking
to score a goal and defending against attacks by the opposition. Over the
2
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last decade, there has been a concerted effort to record events that happen
during the course of games at high frequency and accuracy. The resulting
data are directly relevant in the development of game strategies, team and
player performance evaluation and in enhancing the viewing experience of
televised games.
Most analyses in football are typically done manually by watching video
footage or using simple frequency analysis of match events. Hence, there
is a huge scope to improve the efficiency of the data-analytic methods as
well as the quality of performance evaluation. However, the analysis of
football data is mathematically challenging due to the continuous interac-
tion between players within and across the two teams. We recognised that
marked point processes are well suited to analyse football event data and
provide an excellent foundation to achieve our goal of describing the game
dynamics.
1.2 Problem statement and research goals
Traditional models for marked point processes are typically specified using
a joint conditional intensity function for the occurrence times and the marks.
A joint specification can prove to be quite restrictive and inconvenient in
many cases like the modelling of event sequences observed in football.
Problem Statement
We wish to (a) restrict the characteristic properties of a marked point process
model exclusively, say, to the marks and (b) have the freedom to specify a different
model for the occurrence times. How do we develop a general modelling framework
for the prediction and inference from such a flexible marked point process?
Essentially, we tackle this problem by building on the decomposition of a
multivariate density function in Cox (1975, Expression 2).
3
1. Introduction
During the course of developing a flexible modelling framework for marked
point processes, we set ourselves the following research goals. We broadly
divided the goals into those aligned towards developing methodology and
those related to the application.
Methodology-specific goals
1. Simulation: Develop a framework to simulate the marked point pro-
cess in the interval (T, T + d) where T is the current time and d > 0
represents the time duration of prediction.
2. Capture dependencies: Properly account for dependencies on past
occurrences within the process and process-specific characteristics.
3. On-line inference: Develop machinery to run simulations efficiently
and make predictions in real time, after updating the parameter esti-
mates based on the newly observed data.
4. Validation: Develop a validation framework for evaluating the predic-
tive quality of the fitted models.
We present a case study on the modelling of events sequences from associa-
tion football, where we build a game simulator that can simulate the entire
sequence of events (times and event types) from the start or any intermedi-
ate point till the end of the game.
Application-specific goals
4. Predictions: In real time, predict (a) game outcome probabilities and
(b) team-specific probabilities of any event, e.g. goal scored, in the next
d minutes.
5. Parameter descriptions: Develop parameter interpretations and de-




6. Impact of covariates: Quantify the impact of covariates, such as the
team information, by incorporating them into the model.
1.3 Theoretical foundation
The most typical point process is the Poisson point process (see, for example,
Kingman, 1993), named from the fact that the number of points observed in
an interval of the process is a random variable with a Poisson distribution.
The Poisson process is memory-less, in the sense that the probability of a
point occurring in any interval is independent of the past occurrence times.
Due to its convenient mathematical properties, it is widely used to model
random event occurrences in time, for example, in queuing theory (Klein-
rock, 1975) to model the arrival of customers to a shop or phone calls at an
exchange.
The memory-less property of the Poisson point process is unsuitable for
many real-world phenomena, which led to the development of models in
which the occurrence rate depends on past occurrences within the process.
Hawkes processes, a mathematical model for self-exciting processes, was pro-
posed in Hawkes (1971). Like any temporal point process, it can be used
to model a sequence of arrivals of some type over time, for example, earth-
quakes in Ogata (1998). Each arrival excites the process in the sense that the
chance of a subsequent arrival is increased for some period of time after the
initial arrival. The excitations from previous arrivals add together and as
such, it is a non-Markovian extension of the Poisson process.
Marked Hawkes processes are typically specified using a joint conditional
intensity function for the occurrence times and the marks (see, for exam-
ple, Rasmussen, 2013, Expression 2.2). The marked Hawkes process model
captures the magnitudes of all cross-excitations between the various event
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types as well as the rate at which these excitations decay over time. Exci-
tation leads to clustering of events in time as the process is driven by an
intensity that increases with every arrival for a short period of time. How-
ever, in applications like the event sequences observed in football, the events
tend not to cluster in time and the marked Hawkes process model is not suit-
able. The joint modelling of the times and the marks has to be decoupled to
restrict the excitation property of the process exclusively to the marks.
We take advantage of the decomposition of a multivariate density function
that motivated the partial likelihood in Cox (1975). The joint conditional
distribution for a marked point process can be factorised into a probability
density function for the next event time conditioned on the past occurrences
and a probability distribution function for the event mark conditioned on
the time of occurrence and the past. Therefore, an alternate approach to
specify a marked point process model would be to specify the conditional
distribution functions for the times and the marks separately. We derive
the conditional distribution function for the marks in the case of a marked
Hawkes process from its typical joint conditional intensity specification. Cru-
cially, we then have the freedom to specify a completely new density func-
tion for the times best suited to our application. As a result, we construct
a marked point process model that retains the characteristic properties, like
excitation in Hawkes processes, in the model for the marks while avoiding
the clustering of event times.
1.4 Research methodology
The methodologies developed in this project are focused towards the re-
search goals set in Section 1.2. We develop a modelling framework for
flexible marked point processes by decoupling the joint modelling of the
occurrence times and the marks. Specifically, we carry out the derivations
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of the probability distribution function for marks in the case of the marked
Hawkes process model, a choice purely driven by its suitability for the ap-
plication of event sequences observed in football.
We find the excitation framework of the marked Hawkes process model
appropriate for the event sequences in football, as any event in the sequence
is likely to be triggered by one or more of the previous events. For example,
following a corner kick, the next event is almost surely one among a shot
on goal, a defensive clearance or a claim by the keeper. In that sense, the
corner kick excites the occurrence chance of those three event types in the
immediate future. The proposed model, based on the excitation framework
of marked Hawkes processes, captures the magnitudes all cross-excitations
between the various event types as well as the rate at which these excitations
decay over time. The model also allows the incorporation of covariates such
as team information in a direct way to capture the relative abilities of teams.
We provide details on the parameter estimation for such flexible marked
point processes via an EM (Expectation-Maximisation) algorithm (Dempster
et al., 1977). In addition, we develop a more detailed Bayesian approach,
keeping an eye on our goal of online inference. The Bayesian paradigm of
updating one’s beliefs based on new information is well suited to such a
task.
Most analyses in this project have been carried out using the software R
by R Core Team (2019). The statistical modelling platform Stan by Stan
Development Team (2020) is used for performing Bayesian inference via a
variant of the Hamiltonian Monte Carlo algorithm, originally proposed by
Duane et al. (1987), to generate samples from the posterior distribution of
the parameters.
After obtaining samples of the model parameters using training data, we
develop an algorithm to update the parameter samples based on test data
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using importance sampling (Kahn and Harris, 1951). The idea is to resam-
ple with replacement from the posterior samples using unequal weights that
are proportional to the ratio of the likelihood of the complete data (train and
test) to the likelihood of the training data only. We also develop a simulation
framework, where we detail the steps to simulate the specified marked point
process up to any time in the future given the history of the process. The
parameter updating followed by the process simulation is implemented ef-
ficiently to make real-time predictions of game outcomes and event-specific
occurrence probabilities.
1.5 Review of event sequence analysis in team sports
Over the last decade, the availability of spatio-temporal data from team
sports has inspired research into the application of statistical methods for
team and player performance evaluation. A comprehensive survey of the re-
cent research efforts in spatio-temporal analysis of team sports is provided
in Gudmundsson and Horton (2017). There are two primary types of spatio-
temporal data collected from team sports. Movement data consists of samples
of timestamped locations in the plane tracking the movement of all players
and the ball during the game. Player movement is captured using fixed
cameras in optical tracking systems, that process the images to compute
the trajectories. Event data streams, on the other hand, record the sequence
of events that occur during the game. Event data is manually collected by
trained analysts who watch video feeds of the games through a special an-
notation software. Companies like Opta provide data of both the movement
and event formats.
As our work is motivated by the availability of event data from football, we
limit ourselves to the review of research using event data streams. Event
data are less dense than movement data, but richer in the sense that it
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contains more information about what is happening in the game. Events
broadly fall into two categories; player events such as passes and shots; and
stoppage events such as fouls, end of game etc. Every event is annotated
with, among others, a timestamp, location (i.e., a (x,y) position), an event
type (e.g., pass, foul) and the players involved.
A popular research area using event data is the network analysis of player
interaction. Models for player interaction can quantify a team’s playing style
as well as the importance of an individual player within the team. Players
are identified as nodes of the network and are connected using directed
edges whose weights are proportional to the number of successful passes
between the two players. Passing networks were first applied to team sports
in Passos et al. (2011) to study a team’s collective behaviour in water polo.
Grund (2012) studied the degree centrality of passing networks in football,
which quantifies the importance of nodes in the network based on the num-
ber of edges. They showed that teams that rely heavily on key players per-
formed relatively worse. Duch et al. (2010) used flow centrality to assess
player performance by capturing the fraction of times that a player inter-
venes in those paths that result in a shot on goal. They also take into account
defensive behaviour by letting each player start a number of paths propor-
tional to the number of balls they recover. Clemente et al. (2015) studied
the density and heterogeneity of passing networks and showed how high
heterogeneity leads to formation of sub-communities, meaning there is a
low level of cooperation between the players of a team. Pena and Touchette
(2012) looked at other centrality measures such as closeness and eigenvector
centrality as well as clustering in football passing networks.
Another use of event data is in the identification of plays, i.e., sequences of
passes between a small group of players that occurs repeatedly. In Borrie
et al. (2002), passes are identified by the zones in the pitch they start and
end in and frequently occurring sequences are detected by also taking into
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account the time intervals between passes. Wang et al. (2015) proposed an
unsupervised approach to automatically detect tactical patterns in football.
They present the Team Tactic Topic model based on Latent Dirichlet Alloca-
tion to identify tactics from pass sequences. Interesting visualizations are
provided for the most successful tactics as well as how a team’s tactical
patterns evolve over a season. Van Haaren et al. (2016) also look at auto-
matic discovery of patterns in attacking strategy. They use a data-driven
approach to determine a number of spatial features about the areas occu-
pied during a continuous possession phase of a team. The features are
then used to cluster similar phases together to identify frequently occurring
event sequences within the cluster. Decroos et al. (2017) divide the game
using overlapping windows to create subsequences of events to use as a
feature to predict a goal event in the near future. They compute similarity
between subsequences using Dynamic Time Warping, a distance measure
for time-dependent sequences.
Extracting game states from event sequences to quantify the value of player
actions or to make predictions of the game outcome is another interesting
area of research. Routley and Schulte (2015) used Markov decision pro-
cesses for valuing player actions in Ice Hockey. Game states are derived
from contextual features like game score and time remaining along with the
recent history of events. The associated reward for an action in the Markov
decision process gives the value of the player action. A similar approach
based on game states is taken in Decroos et al. (2018) to value player actions
in football. They train a classification model to calculate the probability a
game state will to lead to a goal in the near future, where each game state is
described using over 150 features. The value of a player action is then calcu-
lated by the shift in the predicted goal probability before and after the action.
Other approaches for predicting goal probabilities based on a current game
state are by Mackay (2017) and Robberechts et al. (2019). Approaches based
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on game states involve significant effort into feature engineering and with
the use of learning algorithms like gradient boosting that limit parameter
interpretations, the methods provide little, if any, insight into the dynamics
of the game.
1.6 Research significance
We discuss the significance of this research towards advancing the theory of
marked point processes as well as team sports like football.
1.6.1 Theoretical contributions
The idea of using the decomposition of a multivariate density function to re-
strict the characteristic property of a process exclusively, for example, to the
space of marks, is novel and provides us the freedom to specify a different
model for the occurrence times best suited to the application.
Although the derivation of the model specification has been carried out for
marked Hawkes processes, the modelling framework is suitable for any
marked point process model that is specified using a joint conditional in-
tensity function for the times and marks. We found the marked Hawkes
process model to be powerful and yet elegant in the way it can capture event
interactions over arbitrary lengths of time, which have made them popular
for many real-world applications.
The Bayesian modelling framework developed in this thesis can be readily
applied to other applications, especially when on-line inference is necessary.
We discuss a formal approach to evaluate the goodness of fit of point process
models using the out-of-sample log predictive density. We implement a
framework for updating parameters followed by process simulation, that
can be used efficiently to make predictions in real-time. We also adapt an
existing method for estimation of the traditional Hawkes model (Veen and
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Schoenberg, 2008), to develop an EM algorithm for parameter estimation of
our decoupled model. We show how the decoupled model preserves the
immigration-offspring representation of the process and how the associated
branching structure can be used in the estimation procedure.
1.6.2 Practical contributions
The major focus of existing methods in team sport analysis appear to be tai-
lored towards individual player performance evaluation or identifying spe-
cific patterns in team play. And as discussed in Section 1.5, most approaches
take the route of summarising the event data into compact representations
like networks and game states. However, in this project, we take a more
holistic approach to study football as a dynamical system and model the en-
tire sequence of events within a game. Such a model, that captures all event
interactions, is well suited to predict the occurrence of the rare goal scored
events, that determine the outcome of the game.
To the best of our knowledge, the use of point processes to model the event
data from team sports is novel. In fact, we have not come across any other at-
tempt to model the entire sequence of events within a game. Using the point
process model we have developed, we are able to create a game simulator
that simulates the entire sequence of events (times and event types) from
the start or any intermediate point till the end of the game. The simulations
are fast enough to be run in real-time and we can obtain instantaneous pre-
dictions of goal probabilities, game outcomes or other quantities of interest
such as possession ratio or passing accuracy etc. We believe these predic-
tions would enhance, among others, the viewing experience of televised
games.
The parameters of the model also provide us with valuable insight into the
dynamics of the game. The excitation framework of the proposed model
captures both the magnitudes and durations of all pairwise event interac-
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tions. The model along with its parameters can be used to develop a deeper
understanding of the game-play by the coaching staff and inform strategic
decision making. The modelling framework and statistical methodology de-
veloped in this project can be readily applied to many other team sports
like rugby, hockey, basketball etc. As none of the methods have been tai-
lored specifically to football or even sports for that matter, they can also be
applied to a wide range of applications that generate event data streams.
1.7 Limitations
The following are the two key limitations of our research which we identify
as avenues for future work in the modelling of marked point processes.
• Linear excitation: The traditional Hawkes process model is a linear
self-exciting process. Self-exciting in the sense that an arrival increases
the intensity of the point process, and linear in the sense that the exci-
tations from different arrivals add up. These two assumptions can be
quite restrictive, however moving away from either of them would
invalidate many existing theoretical results because the immigrant-
offspring representation is no longer viable. Non-linear generalisa-
tions of the Hawkes process have been considered in Brémaud and
Massoulié (1996), and processes allowing inhibition along with excita-
tion in Mei and Eisner (2017).
• Exchangeability of games: In our modelling framework, we do not ac-
count for the evolution of the parameters over games and in that sense
the natural order in which the games take place is ignored. Having
a vector auto-regressive structure (Rue and Held, 2005) to model the
time-varying parameters over games could be a valuable addition to




The thesis is structured as follows:
• Chapter 2 presents the essential elements of point processes in general
before taking a deep dive into Hawkes processes, a classical model
which is extended to tackle the application in football.
• Chapter 3 discusses the limitations of Hawkes processes and the need
to decouple the joint modelling of the marks and occurrence times. A
flexible modelling framework is proposed and an EM algorithm for its
parameter estimation is developed. The key extensions to the model
are also discussed.
• Chapter 4 presents a Bayesian framework for the inference and pre-
diction of marked point processes. The Hamiltonian Monte Carlo al-
gorithm for sampling from the posterior distribution and its software
implementation are discussed. The methods for model evaluation in-
cluding the set-up of a simulation framework and the performance
measures used for its validation are also detailed.
• Chapter 5 starts by exploring the football event data and the differ-
ent kinds of analyses such data can be used for. Details on the pre-
processing steps are provided before defining the modelling task. The
baseline and excitation based models that are employed in the case
study are then specified. An association rule based approach to re-
duce model complexity is developed, before discussing the Bayesian
inference for all the fitted models. The results from two approaches
for evaluating the accuracy of the models are then presented. Finally,
a complete description of all the estimated parameters are provided
and the insight they provide into football are discussed.
• Chapter 6 provides some concluding remarks.
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Chapter 2
Elements of point processes
Sequences of events over time are conveniently represented using point pro-
cesses making them suitable for a wide range of real-world applications. In
this chapter, we discuss the essential elements of point processes in general
before taking a deep dive into Hawkes processes, a classical model which
we will build on to tackle the application we are interested in.
2.1 Point processes
First, we introduce point processes and define the key concepts of filtration
and the conditional intensity function, thereby setting essential notation. We
then discuss the point process likelihood, the compensator function, and the
random time change theorem, which are useful for parameter estimation
and random variate generation. Finally, we define marked point processes,
its key properties and discuss the separability of the conditional intensity
function.
2.1.1 Definition
A point process is a model for a sequence of arrivals into a system and is
defined as follows.
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Figure 2.1: A sample path of a simple point process with arrival times ti are
along the x-axis and the counting process N(t) along the y-axis.
Definition 2.1 Let x = {ti} be a sequence of ordered points such that ∀ i ∈ N,
t1 ≥ 0 and ti < ti+1. Then, x is a sample path of a simple point process on R+.
The point process in Definition 2.1 is simple in the sense that occurrences
cannot be simultaneous. Any point process has an associated counting mea-
sure ν(I), for any Borel subset I of R+, defined as the number of occurrences
in the set I.
ν(I) = #{i : ti ∈ I} .
Point processes can be specified using its counting measure, for example, x
is a sample path of a Poisson process, if and only if (Daley and Vere-Jones,
2003, Theorem 2.3.I), for all sets I that can be represented as the union of
a finite number of intervals of finite length, P{ν(I) = 0} = exp(−λ`(I)),
where λ > 0 and `(·) denotes the Lebesgue measure.
Figure 2.1 is a sample path of a simple point process, where the arrival times
are along the x-axis and the counting process N(t) along the y-axis, which
is the step function
N(t) = ν([0, t]) (0 < t < ∞) ,
that counts the number of occurrences up to time t.
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Definition 2.2 We define the history or filtration Ft at time t of the point process
as Ft = {tj : tj ∈ x and tj ≤ t}.
Henceforth, we shall work under the setting where we observe a process
from its beginning at time t = 0 and F0 = ∅.
2.1.2 Conditional intensity function
Point processes are typically characterised using the conditional intensity
function defined in Definition 2.3 adopted from Laub et al. (2015, Definition
3). Indeed, if the conditional intensity function exists it uniquely charac-
terises the point process (Daley and Vere-Jones, 2003, Proposition 7.2.IV).
Definition 2.3 The conditional intensity function, given a counting process N(t)
with filtration Ft, is defined as
λ∗(t) = λ(t|Ft) = lim
h→0
E[N(t + h)− N(t)|Ft]
h
.
We abbreviate λ(t|Ft) to λ∗(t) to avoid specifying the filtration F explicitly.
Self-exciting processes are those in which an arrival causes the conditional
intensity function to increase causing a clustering of arrival times. Figure
2.2 is an example illustration of the conditional intensity function of a self-
exciting point process.
2.1.3 Likelihood
Assume we have observed a point process x = {t1, t2, . . . , tn} on [0, T) for
some fixed time T > 0, and no points have occurred before 0. Then, by
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Figure 2.2: An example conditional intensity function λ∗(t) for a self-
exciting process with background intensity µ.














is known as the compensator of the point process. The compensator is a
key quantity because of the mapping property of point processes described
in Kingman (1993, Mapping Theorem). If the state space is mapped into
another space, the transformed random points again form a point process.
Specifically, when the compensator is used as the mapping function, the re-
sulting process is a Poisson process with unit rate. For point process over
time, this is referred to as the random time change theorem stated in Theo-
rem 2.4.
Theorem 2.4 (Daley and Vere-Jones, 2003, Theorem 7.4.I) Let N(t) be a counting
process with a strictly positive conditional intensity function λ∗(t) and compensator
18
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Λ∗(t) that is a.s. bounded, then under the random time change t → Λ∗(t), the
transformed counting process Ñ(t) = N(Λ∗−1(t)) is a Poisson process with unit
rate.
2.1.5 Random variate generation
We discuss two fundamental approaches to simulating sample paths from
point processes.
Inversion
The basic idea of the inversion method is to simulate a unit rate Poisson
process (this is just a cumulative sum of a series of independent exponential
random variables with rate one) and transform these into the desired point
process using the inverse compensator function (Daley and Vere-Jones, 2003,
Algorithm 7.4.III). The inversion method is a direct consequence of the ran-
dom time change theorem for point processes and is stated in Proposition
2.5, adopted from Daley and Vere-Jones (2003, Theorem 7.4.I).
Proposition 2.5 If {ui}i∈N is a sample path of a unit rate Poisson process on R,
and ti = Λ∗−1(ui), then {ti}i∈N is a sample path of a point process with intensity
λ∗(ti).
Thinning
A Poisson point process is said to be homogeneous if it has constant intensity.
The standard way to generate an in-homogeneous Poisson point process
driven by intensity function λ(·) is via thinning (Lewis and Shedler, 1979).
The intuition is to generate a ‘faster’ homogeneous Poisson point process,
and remove points probabilistically so that the remaining points satisfy the
time-varying intensity λ(·). It is required that the homogeneous process’
rate M cannot be less than λ(·) over [0, T]. Formally the process is described
by Algorithm 1, adopted from Laub et al. (2015, Algorithm 1).
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Algorithm 1 Generate a Poisson point process by thinning.
1: procedure Thinning(T, λ(·), M)
2: require: λ(·) < M on [0, T]
3: P← [], t← 0
4: while t < T do
5: Generate next candidate point:
6: E← Exp(M), t← t + E
7: Keep it with some probability:
8: U ← Uni f (0, M)
9: if t < T and U ≤ λ(t) then





2.1.6 Marked point processes
The events constituting a point process can carry additional information
(e.g. event type), generally referred to as marks. For any such marked point
process, the times {ti} at which the events occur constitute a process by itself
and is called the ground process denoted by Ng. We can now formally define
the marked point process and its main properties, adopted from Daley and
Vere-Jones (2003, Definitions 6.4.I and 6.4.III).
Definition 2.6 A marked point process (MPP), with times in the completely sep-
arable metric space (c.s.m.s.) T and marks in the c.s.m.s M, is a point process
{(ti, mi)} on T ×M with the additional property that the ground process {ti} is
itself a point process on T .
A completely separable metric space means that there exists a sequence
{cn}∞n=1 of elements of the space such that every non-empty open subset
of the space contains at least one element of the sequence.
Definition 2.7 A multivariate point process is a marked point process where marks
take values from the finite set {1, . . . , M} for some finite integer M.
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The next two definitions characterise the two important types of indepen-
dence relating to the mark structure of MPPs.
Definition 2.8 An MPP has independent marks if, given the occurrence times
{ti}, the marks {mi} are mutually independent random variables such that the
distribution of the mark mi depends only on the corresponding time ti.
Definition 2.9 An MPP has unpredictable marks if the distribution of the mark mi
at time ti is independent of the past history of times and marks {(tj, mj) : j < i}.
Conditional intensity function
A marked point process is typically specified using its joint conditional in-
tensity function
λ∗(t, m) = λ∗g(t) f
∗(m | t) , (2.2)
where λ∗g(t) is the conditional intensity of the ground process Ng and f ∗(m |
t) is the conditional density of the mark at time t. Both λ∗g(t) and f ∗(m | t)
are conditioned on Ft− , the filtration of the marked point process up to (but
not including) t. If f ∗(m | t) is a proper density function over the mark




λ∗(t, m)dm . (2.3)
Separability
Separability of the conditional intensity function for a marked point process
assumes that the conditional intensity has the following simpler form (see,
for example, González et al., 2016, Section 6.5),
λ∗(t, m) = λ∗g(t) f
∗(m) . (2.4)
Separability is a rather restrictive assumption that implies that the condi-
tional distribution of the mark is independent of the time of occurrence t.
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However, if we are able to assume separability, it is convenient since the
sequence of marks can then be modelled separately from the sequence of
times.
Likelihood
By Daley and Vere-Jones (2003, Proposition 7.3.III), the log-likelihood for a
marked point process with mark dependent conditional intensity λ∗(t, m)









λ∗(v, m)dm dv . (2.5)

















With the essential background and core concepts detailed in Section 2.1, we
now turn to discussing the Hawkes process. Hawkes processes (HP) are
point processes whose defining characteristic is that they self-excite, meaning
that each arrival increases the rate of future arrivals for some period of time.
2.2.1 Definition
Definition 2.10 (Hawkes, 1971, self-exciting point process) Consider a counting
process N(·) with associated filtration Ft and conditional intensity function of the
form








The parameter µ is referred to as the background intensity of the process
and the function g(·) expresses the positive influence of the past events on
the current value of the intensity process. Hawkes (1971) also showed that




g(u)du < 1 . (2.7)
We adapt the Definition 2.10 to a setting where we observe a sequence of
non-negative arrival times into a system, where F0 = ∅. In order to provide
a more intuitive interpretation of the Hawkes intensity function, let us use
{t1, t2, . . . , tk} to denote the observed sequence of arrival times up to time t
and rewrite the Hawkes conditional intensity as
λ∗(t) = µ + ∑
ti<t
g(t− ti) . (2.8)
The Hawkes intensity is therefore the combined effect of the background
intensity and the sum of all excitations caused by the past events.
Remark 2.11 Definition 2.10 describes a Hawkes process that is linear in the sense
that the excitations from different arrivals add up. Unless otherwise specified, the
HPs in this thesis will refer to this linear form.
2.2.2 Random variate generation
A standard approach to simulate a Hawkes process is using the modified
thinning algorithm described in Ogata (1981). It is common for the intensity
to be non-increasing in periods without any arrivals. This implies that for
t ∈ (ti, ti+1], λ∗(t) ≤ λ∗(ti). So the rate M of the ‘faster’ homogeneous Pois-
son process can be updated during each simulation. Algorithm 2, adopted
from Laub et al. (2015, Algorithm 2) outlines the procedure.
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Algorithm 2 Generate a Hawkes process by thinning.
1: procedure HawkesByThinning(T, λ∗(·), M)
2: require: λ∗(·) is non-increasing in periods on no arrivals
3: ε← 10−10 (some small positive value)
4: P← [], t← 0
5: while t < T do
6: Find new upper bound:
7: M← λ∗(t + ε)
8: Generate next candidate point:
9: E← Exp(M), t← t + E
10: Keep it with some probability:
11: U ← Uni f (0, M)
12: if t < T and U ≤ λ∗(t) then






The standard definition of the Hawkes process does not directly provide
any intuition towards the causality of the event occurrences. Any event is
triggered from an intensity contributed to by all previous events and the
background intensity as specified in expression (2.8). The only exception
is for the first event in the sequence that is triggered solely from the back-
ground intensity. However, we may want to assume a causal constraint that
any event is triggered by exactly one of the previous events or the back-
ground and as this triggering is unobserved, we wish to recover this hidden
branching structure in addition to modelling the intensity of the point pro-
cess.
Hawkes and Oakes (1974) showed that the intensity function specified in
expression (2.8) indicates that the Hawkes process is a generalised branch-
ing Poisson process (Lewis, 1969) and called it the Poisson cluster process.




Figure 2.3: An illustration of the immigrant/offspring representation of a
Hawkes process. Squares indicate immigrants, circles are offsprings, and
the crosses denote the occurrence times.
tinuous time in which each event triggers a Poisson process of successor
events. The set of observed events is thereby modelled as a superposition of
Poisson processes.
An illustration of the Poisson cluster process representation of a point pro-
cess, where the clusters are generated by a certain branching structure is
shown in Figure 2.3. Here, we distinguish between two types of points,
immigrants and offsprings, and have the following definition:
Definition 2.12 (Rasmussen, 2013, Definition 2.2)
1. The immigrants I = {ti} follow a Poisson process.
2. Each immigrant ti ∈ I generates a cluster Ci, and these clusters are indepen-
dent.
3. A cluster Ci consists of points of generations of order z = 0, 1, . . . with the
following structure: Generation 0 consists simply of the immigrant. Recur-
sively, given the 0, . . . , z generations in Ci, each tj of generation z generates
a Poisson process Oj of offsprings of generation z + 1.
4. If tj ∈ Oi, we say that tj is the offspring of ti or that ti is the parent of tj.
We also denote the index of the parent ti of tj by i = pa(j). The branching
structure is conveniently represented as {uj}, where uj = i if tj ∈ Oi or
uj = 0 if tj is an immigrant.
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t
    1            2       3              4             5       ( i  )
 
    0            1       0              2             1       ( ui )
Figure 2.4: An illustration of the branching structure {ui} from Definition
2.12 for a sequence of events. Squares indicate immigrants, circles are off-
springs, and the crosses denote the occurrence times.
Let us take a closer look at the branching structure {ui} from Definition 2.12.
Immigrants are labelled 0 and each offspring carries the index of its parent.
The branching structure is required to completely determine the Poisson
cluster process, that is, to decompose it into its independent component
clusters and recover the branching tree structure within each cluster. An
example illustration of the branching structure for a sequence of events is
shown in Figure 2.4.
2.2.4 Likelihood calculations for exponential decay
Consider the case of a Hawkes process where λ∗(t) decays exponentially,
i.e., g(u) = αβe−β(t−ti) and the conditional intensity function is given by
λ∗(t) = µ + ∑
ti<t
αβe−β(t−ti) .
The parameter µ > 0 is a constant background intensity, α ∈ (0, 1) is the
magnitude of excitation that has an upper bound of 1, derived from ex-
pression (2.7), to ensure the process remains stationary and β > 0 is the
exponential rate at which the excitation decays over time. Under the immi-
grant/offspring representation, α can be interpreted as the branching ratio
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or the mean number of children of a point and β as the rate of an exponen-
tial distribution for the length of the time interval between a child and its
parent.












Let A(i) = ∑i−1j=1 e
−β(ti−tj) with boundary condition A(1) = 0, so that
A(i) = e−β(ti−ti−1) (1 + A(i− 1)) .












2.2.5 Marked Hawkes process
Assume we have observed a marked point process, consisting of event times
t = {ti : ti ∈ R+ and ti > ti−1} and discrete marks m = {mi : mi ∈
1, . . . , M} ∀ i = 1, . . . , n. M ∈ N is the number of discrete marks. The
marked HP model is most intuitively specified using its mark dependent
conditional intensity function λ∗(t, m) which for an exponentially decaying
intensity is (Rasmussen, 2013, Expression 2.2),
λ∗(t, m) = µδm + ∑
tj<t
αβe−β(t−tj)γmj→m , (2.9)
where the parameter µ > 0 is a constant background intensity and δm ∈ [0, 1]
is the background mark probability for mark m. The parameter α ∈ (0, 1) is
the excitation factor, β > 0 is the exponential decay rate and γmj→m ∈ [0, 1] is
the probability the excitation from an event of mark mj triggers an event of
mark m. Note that by definition ∑Mm=1 δm = 1 and ∑
M
m=1 γmj→m = 1 ∀ mj =
1, . . . , M.
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Marked Hawkes processes offer a powerful framework to model events
whose occurrence rate depends on past occurrences, as they provide insight
into the mechanisms governing the process in addition to being able to fore-
cast events. Marked HPs have proven useful in a wide range of applications,
for example, in the modelling of earthquakes in Ogata (1998), gang violence
in Mohler et al. (2011) or financial market events in Bowsher (2007). How-
ever, in applications like the one we are interested in, where events tend not
to cluster in time, the marked Hawkes process model is not suitable to be




Marked Hawkes processes defined in Section 2.2.5 has certain limitations
for the modelling of observed event sequences due to their structure. In this
chapter, we discuss why these limitations render marked HPs inappropriate
for the application we are interested in and then develop a general frame-
work to decouple the joint modelling of the marks and occurrence times. We
carry out the derivation of the probability mass function of the marks for the
marked Hawkes process model and discuss how its parameters can be inter-
preted. For the parameter estimation of our proposed model, we develop
an EM algorithm by exploiting the branching structure of the process and
then discuss the various extensions of our model including a framework for
modelling marked spatio-temporal point processes.
3.1 Limitations of the marked Hawkes process model
The characteristic property of the Hawkes process is its self-exciting inten-
sity which naturally leads to clustering of events in time. To illustrate this
property, Figure 3.1 shows simulated occurrence times from an unmarked
Hawkes Process as well as a homogeneous Poisson process. We also include
an instance of observed event times from our football dataset, to show how
these two processes compare against the data we are interested to model.
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Figure 3.1: Simulated event times from a Poisson process (top) and a
Hawkes process (middle) compared against an instance of observed event
times from the football dataset (bottom).
The dataset consists of event sequences from football where all match events
are recorded (see Section 5.1 for a detailed data description) and we use
the event times from a randomly chosen game for our illustration. The pa-
rameters for the Hawkes process and the rate for the Poisson process were
estimated by fitting the models to the event data in football.
A homogeneous Poisson process has a constant intensity, with exponential
inter-arrival times and therefore is a memory-less process that does not ex-
hibit clustering. The Hawkes Process on the other hand is driven by an
intensity that increases with every arrival for a short period of time which
leads to clustering as seen in Figure 3.1. Crucially, the event times in foot-
ball appear to be dispersed, even when compared to the Poisson process.
This is further evident from the empirical cumulative distribution function
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Figure 3.2: Comparing the empirical CDFs of the inter-arrival times of events
simulated from a Poisson process (red), a Hawkes process (blue), a Gamma
process (green) and observed events in football (purple). ECDFs were com-
puted using 10,000 inter-arrival times in each case.
(ECDF) of the inter-arrival times in Figure 3.2. We cannot analytically com-
pute the CDF of the inter-arrival times for a Hawkes process, and therefore
use the empirical CDFs computed using 10,000 simulated inter-arrival times
for comparison. The clustering of events in a Hawkes process leads to a
higher number of very small as well as very large inter-arrival times, com-
pared to a Poisson process.
Inspection of the empirical CDF of the observed data, led us towards the
idea of using a Gamma process to model the inter-arrival times. Figure
3.2 also shows the ECDF from 10,000 simulated inter-arrival times from a
Gamma process that was fitted to the observed times in football (see Sec-
tion 5.7.1 for details). Indeed, we observe that the Gamma process model
provides a much better fit to the observed inter-arrival times in football.
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We can formally test if the distributions of inter-arrival times are signifi-
cantly different using the Kolmogorov-Smirnov test (Massey Jr, 1951). The




where F1,n and F2,m are the empirical cumulative distribution functions of
the first and the second sample respectively, sup is the supremum function
and n and m are the sample sizes. Intuitively, Dn,m quantifies how far apart
the empirical CDFs are from each other.
test Dn,m p-value
Hawkes vs Poisson 0.54 < 10−10
Football vs Hawkes 0.68 < 10−10
Football vs Poisson 0.16 < 10−10
Football vs Gamma 0.02 0.16
Table 3.1: Kolmogorov-Smirnov (K-S) test results from the pair-wise com-
parisons of the distributions of inter-arrival times simulated from a Poisson
process, a Hawkes process and a Gamma process with the observed inter-
arrival times in football.
The Dn,m and p-value from the four pairwise tests are given in Table 3.1,
confirming that the Hawkes and Poisson processes are indeed significantly
different from the observed times in Football. We used n = m = 10, 000
samples of inter-arrival times from all the processes to perform the tests.
This is evidence that Hawkes processes are not suitable to model events that
tend not to cluster in time, like the event-sequences observed in football.
3.2 Decoupling the modelling of times and marks
Traditional models for marked point processes are typically specified us-
ing a joint conditional intensity function for the occurrence times and the
marks, like marked Hawkes processes in expression (2.9). We find the ex-
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citation framework of the marked Hawkes process model appropriate for
applications like the event sequences in football, as any event in the se-
quence is likely to be triggered by one or more of the previous events. The
marked Hawkes process model captures the magnitudes all cross-excitations
between the various event types as well as the rates at which these excita-
tions decay over time. However, as we have seen, excitation also leads to
clustering of events in time and hence, the marked Hawkes process model
is not suitable to be applied as it is.
We wish to restrict the characteristic excitation property of marked Hawkes
processes exclusively to the modelling of the marks, providing the freedom
to specify a different model for the occurrence times. To achieve this, we use
the decomposition of a multivariate density function in Cox (1975, Expres-
sion 2). Specifically, for a marked point process as defined in Definition 2.6,








f (mi | ti,Fti−1 ; θ) , (3.1)
where g and f are the conditional probability distribution functions for the
times and the marks respectively, and ζ, θ are the unknown parameter vec-
tors. Therefore, an alternate approach to specify a marked point process
model is to specify the functions g and f separately. The idea is to derive
the specification for the marks f from the joint conditional intensity func-
tion of a marked Hawkes process model, and then to specify a probability
density function for the times g best suited to our application. Thereby, we
construct a marked point process model that retains the characteristic prop-
erties, like excitation in Hawkes processes, in the model for the marks while
avoiding the clustering of event times.
From the definition of the conditional intensity function for a marked point
process in expressions (2.2) and (2.3), we have






As we restrict ourselves to the case of discrete marks henceforth, we replace
the integral in expression (2.3) with a summation over all possible marks in
expression (3.2).
To complete the calculations in the case of the marked Hawkes process
model, we substitute into expression (3.2) the joint intensity specification
from expression (2.9) to get,
f (mi | ti,Fti−1 ; θ) =




















µδmi + ∑tj<ti αβe
−β(ti−tj)γmj→mi
µ + ∑tj<ti αβe
−β(ti−tj)
.
Dividing the numerator and denominator by µ and setting αβµ = α
∗ we get,
f (mi | ti,Fti−1 ; θ) =
δmi + ∑tj<ti α
∗e−β(ti−tj)γmj→mi
1 + ∑tj<ti α
∗e−β(ti−tj)
. (3.3)
We note that the probability mass function f derived in expression (3.3) has
rendered some parameters of the original marked Hawkes process model
unidentifiable. The parameters µ and α of the original model specified in
expression (2.9) described the evolution of the Hawkes process in the time
dimension and the sequence of marks specified by f is not sufficient to
identify them. Finally, once we specify a probability density function for the
event times, g(ti | Fti−1 ; ζ), our flexible modelling framework for marked
point processes is then complete.
Remark 3.1 The factorisation in expression (3.1) does not assume the marked point
process is separable as defined in Section 2.1.6. The conditional distribution of the
mark is allowed to depend on the time of occurrence as well as the history, as seen
in expression (3.3). However, we are still able to perform parameter estimation for
the functions f and g separately, if they do not share any parameters.
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3.3 Interpreting the model and its parameters
The probability mass function for the marks derived in expression (3.3) has
the following interpretation. The mark probability of each event in the se-
quence is determined by a combined additive effect from a background com-
ponent and all previous occurrences. The first term in the numerator is the
mark probability associated with the background component, while each
term in the summation is the contribution from the excitation caused by a
previous occurrence in the sequence. The denominator is a normalisation
term that ensures the probability mass function sums to 1 over all possible
marks.
Background mark probability
The background mark probability δm ∈ [0, 1] is the probability an event has
a mark m if the event is triggered solely by the background component. By
definition, we have ∑Mm=1 δm = 1.
Excitation factor
The excitation factor α∗ ≥ 0 is a scaling factor applied to the contributions
from the previous occurrences to the event mark probability. Relatively large
values of α∗ would indicate a stronger dependence of the process on its
history, as the contributions from previous occurrences are weighted higher
in comparison to the background component.
Decay rate
The decay rate β > 0 is the exponential rate at which the excitations from




The parameter γmj→mi ∈ [0, 1] is the probability the excitation from an event
of mark mj triggers an event of mark mi. In other words, γmj→mi can be
viewed as the conversion rate for the transition mj → mi. By definition, we
have ∑Mm=1 γmj→m = 1 ∀ mj = 1, . . . , M.
In summary, the specification for the marks in expression (3.3) captures all
cross-excitations between the various marks as well as the rate at which these
excitations decay over time, which are the crucial features of the marked
Hawkes process model we wished to retain.
3.4 Parameter estimation via Expectation-Maximisation
Assuming the functions f and g do not share any parameters, we can per-
form parameter estimation for the sequence of the marks and the occurrence
times separately. In the framework introduced in Section 3.2, the model
for the event times g is left open for choice and typically, we use a simple
model like a Gamma process for which the parameter estimation is trivial.
Therefore, we focus on the parameter estimation of the model for the marks
specified by f in expression (3.3).
To summarise, we are left with a multi-class classification problem of mod-
elling the random mark sequence m = {mi}ni=1 as specified by (3.3) given
the time sequence t = {ti}ni=1 and need to estimate the model parameters θ.








δmi + ∑tj<ti e
α−β(ti−tj)γmj→mi
1 + ∑tj<ti e
α−β(ti−tj)
, (3.4)
where the transformation α = log(α∗) is applied to ensure that α∗ ≥ 0.
The direct maximisation of the likelihood in expression (3.4) suffers from
the same issues faced by the marked Hawkes process model. As discussed
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by Veen and Schoenberg (2008), the difficulties arise due to the term in
the likelihood involving sums over previous points and the fact that the
log-likelihood can be nearly flat in large regions of the parameter space.
Veen and Schoenberg (2008) proposed an Expectation-Maximisation (EM)
algorithm (Dempster et al., 1977) as an efficient alternative for the parameter
estimation of Hawkes processes, which we adapt to our model as follows.
We introduce a latent quantity ui, which indicates whether the i-th event
came from the background (ui = 0) or was triggered by a previous event
with index j (ui = j). The latent quantity ui is the branching structure
from the immigrant/offspring representation discussed in Section 2.2.3. If
the branching structure ui is assumed to be known, the complete-data log-




























where 1(.) is the indicator function, which takes the value 1 when its ar-
gument holds and zero otherwise. The branching structure simplifies the
log-likelihood, as the mark probability for each event is determined only
from its trigger (the background or a previous event). This is similar to
the common EM approach to mixture models, where the latent variables
indicate the underlying distribution from which each data point arose.
To complete the E step, we take the expectation of `c(θ). This requires
estimating the branching structure probabilities P(ui = j | Fti) = E[1(ui =
j) | Fti ] for all i, j, based on the parameter values θ̂ of the current iteration.
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We can calculate these probabilities as
P(ui = 0 | Fti) =
δmi
δmi + ∑tk<ti e
α−β(ti−tk)γmk→mi
,





for tj < ti
0 for tj ≥ ti
. (3.5)
This leads to the expected complete-data log-likelihood which is then max-




























The current parameter estimates θ̂ are updated at the end of the M step and
the procedure returns to the E step, estimating new triggering probabilities,
and repeats until the log-likelihood converges.
3.5 Model extensions
The probability mass function for the marks as specified in expression (3.4)
can be extended in many ways that could potentially result in a better fit
to the data. In this section we discuss approaches that we believe are
most likely to lead to significant improvements in real-world applications,
as shown in Section 5.8.
3.5.1 Covariate dependent conversion rates
Often, there may be additional covariates associated with the events in the
data available to us. Event specific covariates can be incorporated in the
conversion rate parameters using a baseline-category logit specification (see,
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for example, Agresti, 2007, Section 6.1). In the application for this thesis,






= ϕmj→m + ωh,m ∀ m ∈ 1, . . . , M− 1 , (3.6)
where ϕ is the baseline conversion parameter and h is the team in posses-
sion of the ball attempting the event conversion. The parameter ω is then
interpreted as the relative ability of a team to complete a conversion to an
event of mark m.
3.5.2 Event dependent decay rates
The decay rate β in expression (3.4) is fixed irrespective of the mark that
triggered the excitation or the mark that is being excited. In real-world sce-
narios however, the excitation effects may vary across different mark pairs,
some effects persisting over a long duration while others short. To capture
such scenarios we let the excitation decay rate β depend on the pair of marks
involved in the excitation. The resulting probability mass function for marks
is
f (mi | ti,Fti−1 ; θ) =




δm + ∑tj<ti e
α−βmj→m(ti−tj)γmj→m
] , (3.7)
where βmj→mi is the exponential decay rate of the excitation caused by an
event of mark mj on an event of mark mi. Expression (3.7) allows depen-
dence between event types over arbitrary lengths of time and can provide
valuable insight into the dynamics of the underlying process. However the
matrix parameterisation introduces M2 excitation decay rates that could po-
tentially make estimation of the parameters challenging.
An alternate approach to allow the excitation decay rate β to depend on the
pair of marks involved in the excitation is to use a product of two vectors
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parameterisation. The resulting probability mass function for marks is
f (mi | ti,Fti−1 ; θ) =













where β1mj and β
2
mi are the contributions to the decay rate of the excitation
caused by an event of mark mj on an event of mark mi. The parameterisation
in expression (3.8) introduces only 2M excitation decay rates and offers a
more computationally feasible option. However this comes at the expense of
flexibility in capturing the dependence between the different event types and
for this reason we preferred to implement the parameterisation in expression
(3.7) for the application presented in Chapter 5.
3.6 Marked spatio-temporal point processes
Until now we described a modelling framework for marked point processes
that consisted of event occurrence times and discrete marks. In addition
to the times and the marks, if there is a location associated with each event,
then the process can be modelled as a marked spatio-temporal point process.
A marked spatio-temporal point process X, consists of event times t = {ti :
ti ∈ R and ti > ti−1}, locations z = {zi : zi ∈ Z ⊆ Rd} and marks m = {mi :
mi ∈ 1, . . . , M} ∀ i = 1, . . . , n. M ∈N is the number of discrete marks.
Definition 3.2 We define the history or filtration Ft at time t of the process X as
Ft = {(tj, zj, mj) : tj ∈ t, zj ∈ z, mj ∈ m and tj ≤ t}.
Similar to marked point processes, the full likelihood of a marked spatio-












f (mi | ti, zi,Fti−1 ; θ) , (3.9)
where g, h and f are the probability distribution functions for the times,
the locations and the marks respectively, and ζ, η, θ are the corresponding
unknown parameter vectors.
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A natural way to incorporate location information in the probability mass
function for the marks f , is to allow the parameters to vary according to the
event location. The probability mass function for marks in expression (3.4)
can rewritten as
f (mi | ti, zi,Fti−1 ; θ) =








where δmi(zi) is the location dependent background mark probability of
mark mi. Similarly, β(zi) and γmj→m(zi) are the location dependent decay
and conversion rates respectively.
Finally, in addition to g, we also need to specify h, a model for the loca-
tions, best suited to our application to complete the modelling framework
for marked spatio-temporal point processes. Parameter estimation via the
EM algorithm detailed in Section 3.4, can be easily adapted to the extensions
of the modelling framework specified in expressions (3.7) and (3.10) by us-






One of our primary research goals is to be able to do online inference, that
would enable us to make predictions in real-time. The Bayesian paradigm of
updating one’s beliefs based on new information is well suited to such a task
(see, for example, Bernardo and Smith, 2007). In general, given an observed
data sample X and a data model with parameter vector θ, Bayesian inference
involves the application of Bayes’ rule to relate the posterior probability
distribution p(θ | X) of the parameter vector θ with the likelihood p(X | θ)
and prior distribution p(θ) in the following way
p(θ | X) ∝ p(X | θ)p(θ) .
The posterior predictive distribution of a new data point X̃ is then
p(X̃ | X) =
∫
p(X̃ | θ)p(θ | X)dθ .
If computing this integral analytically is infeasible, we use a Markov Chain
Monte Carlo (MCMC) algorithm to sample from the posterior distribution
p(θ | X). Then, the posterior predictive distribution can be approximated by





p(X̃ | θk) ,
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where θk is one of R parameter samples from its posterior distribution. By
returning a predictive distribution in this way, Bayesian inference quantifies
the uncertainty associated with the prediction.
In this chapter, we present a Bayesian framework for the inference and pre-
diction of marked point processes. We first specify the full likelihood for a
collection of event sequences and the prior distributions for the model pa-
rameters. We then discuss the Hamiltonian Monte Carlo algorithm for sam-
pling from the posterior distribution including its software implementation.
Finally, we provide details on the methods for model evaluation including
the set-up of a simulation framework and the performance measures used
for its validation.
4.1 Model specification
We develop a Bayesian modelling framework for a collection of event se-
quences, where each sequence is modelled using the decoupled model for
marked point processes proposed in Chapter 3.
4.1.1 Likelihood












f (ms,i | ts,i,Fts,i−1 ; θ)
]
, (4.1)
where ns is the number of events in the sequence s, ts,i and ms,i are the
occurrence time and mark of the i-th event in the sequence s respectively.
Note that, all sequences in the collection are modelled independently of each




The probability density function for the occurrence times is set to
g(ti | Fti−1 ; ζ) = p(ti − ti−1 | mi−1, a, b)
ti − ti−1 | mi−1, a, b ∼ Gamma[a(mi−1), b(mi−1)] , (4.2)
where the time to next event in each sequence is modelled using a gamma
distribution with shape and rate parameters that depend on the mark of
the last observed event. This specific choice for g is purely based on its
suitability for our application and is justified in Section 5.5. We assume the
underlying process that generates the event sequence is observed from the
time of occurrence of the first event and set t1 = 0 and g(t1) = 1.
We use the probability mass function, derived in expression (3.4), as the
specification for the marks
f (mi | ti,Fti−1 ; θ) =
δmi + ∑tj<ti e
α−β(ti−tj)γmj→mi
1 + ∑tj<ti e
α−β(ti−tj)
, (4.3)
including the baseline-category logit specification, from expression (3.6), to






= ϕmj→m + ωh,m ∀ m ∈ 1, . . . , M− 1 . (4.4)
4.1.2 Graphical model
Figure 4.1 provides a graphical representation of the model. As shown, the
collection of observed event sequences are modelled as independent pro-
cesses with shared parameters α, β, δ, ζ,ϕ. Process specific information is
accounted for in the parameter vector ω. Furthermore, the process-level
graph illustrates the conditioning of variables within each sequence, high-
lighting how for each event, the occurrence time is first modelled given the
history up-to the current event. The event mark is then modelled given its
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Figure 4.1: Graphical model showing conditional dependencies in the
Bayesian model specification in Section 4.1.
4.1.3 Prior distributions
The shape and rate parameters of the Gamma distribution for inter-arrival
times are non-negative and assigned exponential priors with shared rate
hyper-parameters a′ and b′,
a ∼ Exp(a′) , b ∼ Exp(b′) . (4.5)
The background mark probability vector δ has a multinomial distribution,
i.e., ∑Mm=1 δm = 1. We assign a Dirichlet prior on δ which is conjugate to the
multinomial distribution with a concentration hyper-parameter δ′, i.e.
δ ∼ Dirichlet(δ′) .
The excitation factor α is unbounded and assigned a normal prior with a
hyper-parameter σα,
α ∼ N(0, σα) .
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The decay rate parameter β > 0 being non-negative, is assigned an exponen-
tial prior with a rate hyper-parameter β′ ,
β ∼ Exp(β′) .
We assign a Normal shrinkage prior with non-centred parameterisation and
a shared hyper-parameter σγ on the unbounded parameters of the baseline-
category logit model parameters,
ϕ, ω ∼ N(0, σγ) .
Finally, we assign non-informative hyper-priors for all hyper-parameters in
our model,
p(a′, b′, δ′, σα, β′, σγ) ∝ 1
4.1.4 Impact of prior distributions
The prior distributions for the model parameters specified in Section 4.1.3
fall into the category of non-informative or weakly informative priors. The
choices are out of convenience to allow the posterior distributions to con-
centrate around the maximum likelihood estimate. We wish to have prior
distributions that are flat and spanning a wider region of the parameter
space as compared to their corresponding posterior distributions. A conve-
nient way to formally test sensitivity with respect to the prior specification
is to inspect the ratio of the variance of the prior distribution to the vari-
ance of the posterior distribution for each parameter (Millar, 2004). Values
much larger than 1 would indicate that the priors are flat compared to the
posterior.
The model introduces O(M2) number of parameters, making learning the
parameters of this model a potentially challenging task as well as increasing
the chance of over-fitting. In Section 5.6, we propose an algorithm based on
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association rules to reduce the number of estimated parameters. However,
such model complexity could also be dealt with using an appropriate prior
specification like the spike and slab variable selection strategy (Ishwaran
et al., 2005). We believe the handling of model complexity using priors to be
a valuable extension to the proposed framework that could be explored as
part of the future work.
4.2 Posterior sampling algorithm
Posterior sampling for the Bayesian model as specified in Section 4.1 can be
performed using Gibbs sampling (Geman and Geman, 1984). However, in
cases like ours, where the posterior distribution is high-dimensional, typical
inference methods like the Metropolis algorithm (Metropolis et al., 1953) and
Gibbs sampling suffer due to their inherent random walk behaviour (Neal,
1993). We perform posterior sampling via a variant of the Hamiltonian
Monte Carlo algorithm, originally proposed by Duane et al. (1987), to obtain
samples from the posterior distribution of the model parameters. Borrowing
a concept from physics, the Hamiltonian Monte Carlo (HMC) algorithm
is able to suppress the random walk behaviour and explore the posterior
distribution efficiently. In this section, we first briefly present how the Gibbs
sampling method can be applied to our model even though it proved to be
computationally infeasible ultimately. We then discuss the key elements of
the HMC algorithm and its adaptive variant the no-U-turn sampler (NUTS),
along with details of their implementation in the software package Stan by
Stan Development Team (2020).
The goal of any posterior sampling algorithm is to draw samples from the
posterior distribution p(θ | X) of the parameter vector θ given the data X.
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4.2.1 Gibbs sampling
The main idea in Gibbs sampling (Geman and Geman, 1984) is to generate
posterior samples by sweeping through each variable to sample from its full
conditional distribution with the remaining variables fixed to their current
values. This process repeats until the sample values converge to the true
posterior joint distribution.
Assuming the functions f and g do not share any parameters in the likeli-
hood in expression (4.1), we can perform parameter estimation for the se-
quence of the marks and the occurrence times separately. The model for
the event times g is a Gamma process for which the parameter estimation
is trivial. Therefore, we focus on the parameter estimation of the model for
the marks specified by f in expression (4.3).
We are left with a multi-class classification problem of modelling the random
mark sequence m = {mi}ni=1 as specified by (4.3) given the time sequence
t = {ti}ni=1 and need to estimate the model parameters θ.
Data augmentation
We begin by augmenting the data with the unobserved branching structure
u discussed in Section 2.2.3, which indicates whether the i-th event came
from the background (ui = 0) or was triggered by a previous event with
index j (ui = j). The joint posterior density is
p(θ, u | m) ∝ p(m, u | θ)p(θ) .
For the model parameters in θ, we use the prior specification from Section
4.1.3. The branching structure simplifies the probability mass function for
the marks f in expression (4.3), as the mark probability for each event is
determined only from its trigger (the background or a previous event). The
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joint likelihood of the marks and the latent branching structure is
p(mi, ui = 0 | θ) =
δmi
1 + ∑tj<ti e
α−β(ti−tj)






for tj < ti
0 for tj ≥ ti
. (4.6)
Full conditionals
The full conditional distribution of the model parameters can be calculated
from the full joint distribution as
p(θ | m, u) ∝ p(m, u | θ)p(θ) ,
where the joint likelihood p(m, u | θ) is given in expression (4.6). Specifi-
cally, we use a Metropolis within Gibbs sampler to sample θ from its full-
conditional density p(θ | m, u).
The full conditional distribution of the branching structure is
p(u | m, θ) = p(m, u | θ)
p(m | θ) ,
where p(m | θ) is the probability density function of the marks from expres-
sion (4.3).
Posterior samples are then simulated by sweeping through all the full con-
ditionals, one variable at a time.
4.2.2 Hamiltonian Monte Carlo
The Hamiltonian Monte Carlo algorithm adds an auxiliary momentum vari-
able ρj for each component of the parameter vector θj (Neal, 2011). The
posterior density p(θ | X) is augmented with an independent distribution
p(ρ) of the momentum variables ρ to define a join density
p(θ, ρ | X) ∝ p(ρ)p(θ | X) ,
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from which both θ and ρ are sampled together.
As a first step in the HMC algorithm, the momentum variables ρ are sam-
pled from a multivariate Normal distribution that does not depend on θ
ρ ∼ MultiNormal(0, M) ,
where the covariance matrix M, also called the mass matrix, is typically cho-
sen to be diagonal, meaning the components ρj are independent.
Hamiltonian dynamics
The augmented density p(θ, ρ | X) can be interpreted in physical terms as
a Hamiltonian system where θ ∈ Rd denotes the position of a particle in
d-dimensional space and ρ its momentum. The Hamiltonian is defined as
(Betancourt, 2017),
H(θ, ρ) = − log p(θ, ρ | X)
= − log p(ρ)− log p(θ | X)
= K(ρ) + V(θ) ,
where K(ρ) = − log p(ρ) is the kinetic energy of the particle and V(θ) =
− log p(θ | X) is the potential energy function. The joint system (θ, ρ)











In the second step of HMC, a leapfrog integrator solves Hamilton’s equa-
tions by taking L discrete steps of some small time interval ε. Each leapfrog
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At the end of L leapfrog steps, the resulting state is denoted as (θ∗, ρ∗).
Metropolis acceptance step
In the final step of HMC, a Metropolis acceptance step is applied to account
for the numerical errors during the leapfrog integration procedure. The




p(θ∗, ρ∗ | X)
p(θ, ρ | X) , 1
)
.
If the proposal is rejected, the current state (θ, ρ) is returned and used to
initialise the next iteration.
4.2.3 HMC implementation in Stan
Stan automatically applies the HMC algorithm given a Bayesian model to
generate parameter samples from the posterior distribution. Stan imple-
ments the algorithm in the following key steps,
1. Input of data, model and parameter initialisation.
2. Calculation of the log posterior density and its gradients.
3. Calibration of tuning parameters (e.g. number of leapfrog steps) in a
warm-up phase.
4. Implementation of the No-U-Turn Sampler (NUTS) to generate sam-
ples from the posterior distribution.
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The No-U-Turn Sampler (Hoffman and Gelman, 2014) is an adaptive variant
of the HMC algorithm in which the tuning parameters are automatically
determined.
Data and model input
A Bayesian model specified in a Stan program consist of variable type dec-
larations and statements in blocks corresponding to the purpose of the
variable: functions, data, parameter and transformed parameter. Figure
4.2 provides a snippet of the Stan program that implements the Bayesian
model specified in Section 4.1. The process logl function calculates the log-
likelihood and is defined in the functions block. The arrays of observed
times and marks along with its meta data are defined in the data block.
The parameters are declared in the parameters block and the variable trans-
formations are defined in the transformed parameters block. The model
block consists of statements defining the choice of prior distributions for the
parameters and the call to the log-likelihood function. In addition to the
data, parameters, and model statements, at execution, a Stan program also
requires the number of chains, the number of iterations and starting values
for each parameter per chain.
functions { / / Func t i on t o compute t h e log−l i k e h o o d
vector p r o c e s s l o g l ( vector params , r e a l [ ] t ime array , i n t [ ] marks array ) {
i n t L = s ize ( t ime array ) ;
i n t i = 1 ;
r e a l l l = 0 ;
while ( i <= L ){ / / add up event−wise log− l i k e l i h o o d f o r marks
l l += < / / c o d e t o compute log− l i k e l i h o o d f o r t h e i−th mark / / > ;
i += 1 ;
}






int<lower=1> M; / / Number o f d i s t i n c t marks
real<lower=0> t imes [ ] ; / / o b s e r v e d t i m e s
int<lower=0> marks [ ] ; / / o b s e r v e d marks
}
parameters{
simplex [M] d e l t a ; / / unknown d e l t a
r e a l alpha ; / / unknown a l p h a
real<lower=0> beta ; / / unknown d e c a y r a t e s
matrix [M, M−1] t h e t a ; / / unknown b a s e l i n e c o n v e r s i o n r a t e s
}
transformed parameters{
matrix [M, M−1] gamma ; / / t r a n s f o r m e d b a s e l i n e c o n v e r s i o n r a t e s
< / / c o d e t o t r a n s f o r m c o n v e r s i o n r a t e s us ing b a s e l i n e l o g i t s p e c i f i c a t i o n / / > ;
}
model{
/ / P r i o r s p e c i f i c a t i o n
d e l t a ˜ d i r i c h l e t ( rep vec tor ( 1 . 0 , M) ) ;
alpha ˜ normal ( 0 , 1 0 ) ;
beta ˜ exponential ( 0 . 0 1 ) ;
t h e t a ˜ normal ( 0 , 1 0 ) ;
/ / P a r a l l e l c a l l t o log− l i k e l i h o o d f u n c t i o n f o r t h e s e q u e n c e s o f marks
t a r g e t += sum( map rect ( p r o c e s s l o g l , params , mu process , times , marks ) ) ;
}
Figure 4.2: Stan program that implements the Bayesian model specified in
Section 4.1.
Automatic parameter tuning
The HMC algorithm requires three parameters to be set,
• mass matrix M,
• number of leapfrog steps L, and
• discretisation time ε.
By default Stan sets M equal to the diagonal estimate of the inverse posterior
covariance matrix (var(θ | X))−1 computed at the end of a warm-up phase.
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If M−1 is a poor estimate of the posterior covariance, ε must be kept small to
maintain arithmetic precision, lowering the overall efficiency of the sampling
algorithm (Gelman et al., 2013).
Stan implements the No-U-Turn Sampler (NUTS) where the number of
leapfrog steps L is adaptively determined at each iteration. Intuitively, the
trajectory of leapfrog steps in the NUTS algorithm continues until a balance
condition is satisfied, before it starts to turn around (Hoffman and Gelman,
2014). NUTS also provides a method for adapting the discretisation time ε
dynamically based on primal-dual averaging (Nesterov, 2009).
4.3 Sequential updating via importance sampling
Let yk = {ζk, θk} for k = 1, . . . , R be a sample of the posterior parameter
vector after training the model on training data X. And let X′ = {ti, mi} for
i = 1, . . . , n be the new test data consisting of the event history of a sequence
not in X, till some intermediate time T during which n events occurred.
When presented with the new data X′, we can update the parameter samples
yk using importance sampling (Chopin, 2002). The idea is to resample with
replacement from the posterior samples yk using unequal weights that are
proportional to the ratio of the likelihood of the complete data (X and X′) to
the likelihood of the training data (X) only. For each sample yk we calculate
its weight wk as,
w̃k =






We then resample R times with replacement samples y1, . . . , yR with proba-
bilities w1, . . . , wR to get the updated samples q1, . . . , qR. If a single wk turns
out to be vastly larger than all the others, we may end up with many repli-
cations of the same sample. A diagnostic than can inform us if the weights
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and ne << R indicates that the weights are highly imbalanced.
4.4 Model evaluation
In this section, we discuss two approaches to evaluate the accuracy of the
Bayesian model for marked point processes. The first approach detailed in
Section 4.4.1 relies on using the log-likelihood of the test data evaluated at
the posterior parameter samples to compute a log score which can be used
for model comparison. In the second approach discussed in Section 4.4.2,
we simulate a sequence of events in a specified interval given its history,
and then validate the simulated event counts against the observed counts.
Prior to simulation, the posterior samples are updated given the new data
using the sequential updating method in Section 4.3.
4.4.1 Log point-wise predictive density
A straightforward method to evaluate the predictive accuracy of a model is
to use the log point-wise predictive density computed on the test data. The
log point-wise predictive density of the test data X′ can be computed using












p (ti, mi | yk)
)
, (4.8)
where p (ti, mi | yk) is the likelihood of the i-th event in the process evaluated
at sample yk.
The l̂ pd values calculated based on different models can be used to compare
them, with larger values indicating better predictive accuracy.
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4.4.2 Simulation based validation
Given training data X and a sequence of n events X′ from the test data, the
posterior predictive distribution for the (n + 1)th event, the pair of occur-
rence time tn+1 and mark mn+1 is
p(tn+1, mn+1 | X, X′) =
∫






p(tn+1, mn+1 | X, X′, qk),
where qk is a sample from the posterior parameter distribution for k =
1, . . . , R after updating.
For model evaluation, we simulate a sequence of events in some predefined
interval and compare against the observed truth. For each event sequence
in the test data, we first compute the updated posterior samples q1, . . . , qR
given the new event history till some time T and then generate Q simula-
tions per sample in the interval (T, T + d), where is T is the time at which
each simulation is started and d is the duration of the simulation interval.
Each simulation is carried out iteratively as follows; we first simulate the
occurrence time of next event given history and then its mark given time
and history. This generated pair of (time, mark) is then added to the his-
tory as the most recent event. The simulation is stopped when the time
exceeds T + d. Finally, for each event sequence in the test set, we validate
the event counts from the R×Q simulations against the observed counts in
the simulation interval using an appropriate performance measure.
4.4.3 Performance measures
There are a number of scoring rules that can be used as performance mea-
sures in the evaluation of probabilistic forecasts for count data (Czado et al.,
2009). Scoring rules provide a numerical score based on the observation x
and the predictive probability distribution P. Let us denote the predicted
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probability mass function by (pk)∞k=0 and the predicted cumulative distri-
bution function by (Pk)∞k=0. Scoring rules are denoted by s(P, x) that the
forecaster tries to minimise and are said to be proper if the lowest score is
achieved by the true probability distribution.
1. Logarithmic Score: The logarithmic score is
s(P, x) = − log px .
where px is the predicted probability mass at the observation x.
2. Brier Score: The Brier score is
s(P, x) = −2px + ‖p‖2 ,
where ‖p‖2 = ∑∞k=0 p2k .
3. Spherical Score: The spherical score is
s(P, x) = − px‖p‖ .





{Pk − 1(x ≤ k)} .
5. Squared Error Score: The squared error score is
s(P, x) = (x− µP)2 .
where µP is the mean of the predictive distribution P.






+ 2 log σP ,
where σ2P is the variance of the predictive distribution P.
The scoring rules defined above are used to evaluate the performance of the
different models fitted to the data in Section 5.8.2.
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Case study: Association football
A game of football can be viewed as a dynamical system that generates
sequences of spatio-temporal events. Analysing those event sequences is
directly relevant in the development of game strategies, as well as team
and player performance evaluation. However, the analysis of football data
is mathematically challenging due to the continuous interaction between
the players within and across the two teams. We recognised that event se-
quences in football can be conveniently represented using marked spatio-
temporal point processes and apply the flexible modelling framework devel-
oped in this thesis with the goal of describing the game dynamics.
We find the excitation framework of the model proposed in Section 3.2 ap-
propriate for event sequences in football, as any event in the sequence is
likely to be triggered by one or more of the previous events. For example,
following a corner kick, the next event is almost surely one among a shot
on goal, a defensive clearance or a claim by the keeper. In that sense, the
corner kick excites the occurrence chance of those three event types in the
immediate future.
The proposed model in Section 3.2 captures not only the magnitudes of all
cross-excitations between the various event types but also the rate at which
these excitations decay over time. The modelling framework along with
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second minute team id player id type outcome x y end x end y
0 0 1 68312 Pass Successful 49.1 51.0 52.5 44.8
2 0 1 14036 Pass Successful 52.2 44.5 36.7 60.6
3 0 1 79050 Pass Successful 36.7 60.6 24.9 39.1
5 0 1 14107 Pass Unsuccessful 25.0 37.9 97.0 22.9
11 0 2 73379 Tackle Successful 1.9 73.7 1.9 73.7
15 0 2 73379 Pass Successful 5.5 65.3 20.9 21.5
17 0 2 6292 Pass Successful 20.9 21.5 29.0 38.5
19 0 2 26820 Foul Successful 25.8 37.4 25.8 37.4
Table 5.1: A snapshot of the dataset showing a sequence of events with the
relevant attributes.
its parameters can provide valuable insight into the underlying dynamics
of the game for the coaching staff and inform strategic decision making.
By incorporating covariates such as team information in a direct way as
proposed in Section 3.5.1, we are also able to capture the relative abilities
of the teams. The efficient simulation framework developed in Section 4.4.2
can be used to obtain instantaneous predictions of goal probabilities, game
outcomes or other quantities of interest such as possession ratio or passing
accuracy etc. These predictions could enhance, among other things, the
viewing experience of televised games.
In this chapter, we describe the football event data and explore the different
kinds of analyses such data can be used for. We then provide details on
the pre-processing steps used to prepare the dataset for modelling. We de-
fine the modelling task and then specify the baseline and excitation-based
models employed in this case study. We develop an approach based on as-
sociation rules to reduce model complexity, before discussing the Bayesian
inference for all the fitted models. We then present the results from two
approaches for evaluating the accuracy of the Bayesian models. Finally, we
provide detailed descriptions for the estimated parameters, and discuss the
deep insights they provide about football.
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19 West Bromwich Albion
20 West Ham United
Table 5.2: List of teams competing in the 2013/14 season of the English
Premier League.
5.1 Data description
We are provided with event data from all English Premier League games
for the 2013/14 and 2014/15 seasons consisting of a record of all touch-ball
events within a game. A touch-ball event is an event where a player has
acted on the ball by touching it with some part of their body. In total we
have about 1.1 million events recorded over the two seasons and a snapshot
of the data with the attributes that are relevant to this thesis is provided in
Table 5.1. Each season of the league is contested by a total of 20 teams. For
example, Table 5.2 gives the list of teams for the 2013/14 season. The league
follows a round-robin tournament scheduling, where each team plays every
other team at their home and away venues, which equals a total of 760 games
over the two seasons.
Each game consists of two halves that are separated by an interruption of
approximately 15 minutes. We shall refer to each uninterrupted game half
as a game period henceforth. For each event, we have the event type, time-
stamp, x,y co-ordinates of its location in the playing field, team and player
ids, game period, event outcome (successful/unsuccessful) and the end x,y
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event type frequency event type frequency
Pass 747398 SavedShot 9967
BallRecovery 76877 CornerAwarded 8184
Clearance 50729 MissedShots 7822
Tackle 29267 OffsidePass 3057
TakeOn 28224 Claim 2396
BallTouch 27290 Goal 2027
Aerial 26690 Punch 767
Interception 21989 GoodSkill 428
Dispossessed 17590 ShotOnPost 375
Foul 16871 Smother 259
KeeperPickup 10296 CrossNotClaimed 151
Table 5.3: Frequencies of the 22 distinct event types in the dataset.
co-ordinates if the event is a Pass. Table 5.3 gives the frequency of each of
the 22 distinct in-game event types recorded in the dataset. The data was
provided by Stratagem Technologies based in London, UK.
5.2 Data exploration
We explore the data through a series of visualisations that highlight the
potential spatio-temporal data have to capture what happens in a football
game. The visualisations also provide an idea about the different kind of
analyses such data can be used for.
Ball tracking
A typical way to visualise spatio-temporal data is to trace the location of
an object over time. Figure 5.1 shows the trajectory of the ball during an
attacking move that lead to a goal in the 18th minute of the game between
Arsenal and Norwich City on October 19, 2013. The goal was scored by Jack
Wilshere for Arsenal and was voted as the best goal of the season in the
English Premier League for the 2013/14 season.
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time (s)
Figure 5.1: Visualising the sequence of events leading up to the goal scored










Home games Away games
Low High
density  
Figure 5.2: Heat map showing the density of ball-touches for Arsenal and
Chelsea in their home and away games in the 2013/14 season. In all heat
maps the team is attacking to the right, i.e. the opposition goal is to the right.
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Shots on goal Goals
Low High
density  
Figure 5.3: Heat map showing the density of all shots attempted on goal
(left) vs goals (right) across all teams in the 2013/14 season.
Heat map I: Home advantage
It is a well-known fact in football that teams are more attacking and tend
to dominate the opponent in games played at their home venue. We vi-
sualise the home advantage phenomenon by comparing the heat maps of
ball-touches for Arsenal and Chelsea between their home and away games
of the 2013/14 season. Figure 5.2 has the team attacking to the right and we
see how the heat maps for the home games for both teams are shifted to the
right, i.e. towards the opponents’ goal. Using such heat maps we are also
able to visualise the difference in the playing styles and formations between
the teams.
Heat map II: Shots on Goal
Another interesting aspect to explore is the spatial distribution of the shots
attempted on goal. The heat map on the left in Figure 5.3 shows the density
of all shots attempted on goal, while the one on the right are the shots that
resulted in a goal, from the 2013/14 season. We observe that even though
there are a large number of long range shots attempted, the vast majority of
them do not result in a goal.
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Data cleaning process flow
 1 .  I N I T I A L  C L E A N I N G 2 .  T E R M I N A L  E V E N T S 3 .  S I M U L T A N E O U SE V E N T S
Crea te  new  f i e l d  f o r
t ime  i n  secs ,  t ime  =
60*expanded_m inu te+
second .
Remove  even t s  w i thou t
l o ca t i on  da ta ,  e . g .
Subs t i t u t i on ,
  Fo rmat i on  Change .
Remove  ( ou t come  =
unsuccess fu l )  ve r s i on
o f  even t s  t ha t  come  i n
pa i r s ,  e . g .  Fou l ,
Co rne rAwarded .
Goa l s :  I f  t ime  to  nex t
even t  a f te r  Goa l  <  7 .
Th rows :  I f  t ime  o f  t he
th row- i n  f r om  p rev i ous
even t  <  3 .
Fou l s :  I f  t ime  to  nex t
even t  a f te r  Fou l  <  3 .
Co rne r :  I f  t ime  to  nex t
even t  a f te r  Co rne r  <  3 .
O f f s i de :  I f  t ime  to  nex t
even t  a f te r  O f f s i de  <  3 .
I f  e r ro r  de tec t i on
c r i t e r i a  i s  met ,  swap
the  pa i r  o f  e ven t s  ( a l l
f i e l d s  except  t ime ) .
O rde r i ng  r u l e s  f o r
s imu l t aneous  pa i r  o f
even t s .
SavedShot  f o l l ows
Save .
TakeOn/D i spossessed
  fo l l ows  opponents '
Tack l e  even t .
Fo r  a l l  p a i r s  o f
s imu l t aneous  even t s ,
a f te r  o rde r i ng ,  add  1 s
to  the  second  even t .
Unsuccess fu l  Pass
fo l l ows  opponents '
C l ea rance / I n te r cep t i on .
Figure 5.4: Data cleaning workflow showing the steps involved in the three
stage process to prepare the dataset for modelling.
5.3 Data pre-processing
In this section, we provide details on the pre-processing treatment that was
applied to the raw data to prepare it for modelling.
5.3.1 Cleaning
As the data gathering method was manual and happening at high frequency,
erroneous records are understandably quite common. The most critical kind
of errors are those where the occurrence order of events has been mixed up.
Such errors can result in misleading inferences when studying the causal
dependence between events. It is essential, therefore, to develop a systematic
way to detect such errors and fix them. Figure 5.4 outlines the three stage
procedure applied as part of the data cleaning.
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time team id type outcome
68 1 Clearance Successful
69 1 CornerAwarded Unsuccessful
69 2 CornerAwarded Successful
82 2 Pass Successful
time team id type outcome
68 1 Clearance Successful
69 2 CornerAwarded Successful
82 2 Pass Successful
Table 5.4: (Top) Original event sequence with a pair of records for a single
CornerAwarded event. (Bottom) Event sequence after removing the outcome
= Unsuccessful version of the CornerAwarded event.
Initial cleaning
As a first step, we create a new attribute for the total elapsed time in each
game period using the separate minute and second attributes available in
the data. We then discard the records of events that are either redundant or
unusable because they are missing location data or cannot be classified as
touch-ball events. Such records are, for example, player substitutions and
formation changes.
We also remove the redundant records of events that come in pairs, such
as fouls and corners. These events are recorded for both teams, one for
the team successful for receiving the event and one for the opposite team
for conceding it. We only retain the record corresponding to the successful
version of the event as illustrated in Table 5.4.
Terminal events
Events that result in the ball going out of play are typically followed by a
period of inactivity where no events happen. For example, goals and fouls
are events that fall into this category of terminal events and we verify the
time to the next event after all terminal events. The aim is to detect events
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time team id type outcome
2455 2 CornerAwarded Successful
2477 2 Pass Successful
2479 2 Goal Successful
2482 1 CrossNotClaimed Successful
2529 1 Pass Successful
time team id type outcome
2455 2 CornerAwarded Successful
2477 2 Pass Successful
2479 1 CrossNotClaimed Successful
2482 2 Goal Successful
2529 1 Pass Successful
Table 5.5: (Top) Original event sequence with the erroneous CrossNotClaimed
event following a Goal event. (Bottom) Event sequence after swapping the
Goal and CrossNotClaimed events.
that have been incorrectly recorded to occur shortly after a terminal event. If
the detection criteria is met, the pair of events are swapped, i.e., all attributes
except time are exchanged between the two events. The window of time for
error detection varies according to the type of terminal event as given in
Figure 5.4.
We detected a total of 675 pairs of events through the above process across
all terminal event types which equals approximately 0.07% of total records.
Table 5.5 shows an instance of a CrossNotClaimed event that is incorrectly
recorded to happen three seconds after a Goal event. In the corrected version,
we have a coherent sequence of events where a corner kick is followed by the
goal keeper failing to claim the cross, which results in a goal being scored
shortly after.
Simultaneous events
We also have to deal with cases of simultaneous events where a pair of
events have been recorded with the same occurrence time. First, we verify
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time team id type outcome
3325 2 Pass Successful
3328 1 Save Successful
3328 2 SavedShot Successful
3332 1 KeeperPickup Successful
time team id type outcome
3325 2 Pass Successful
3328 2 SavedShot Successful
3329 1 Save Successful
3333 1 KeeperPickup Successful
Table 5.6: (Top) Original event sequence with incorrect ordering of Save and
SavedShot events. (Bottom) Event sequence after swapping the Save and
SavedShot events.
the occurrence order of the event pairs and ensure we avoid any impossible
sequences, for example, a Save event by the goalkeeper is followed by a
SavedShot event. We compile a list of ordering rules and swap the order of
events where necessary. Finally, considering that we use point processes to
model these event sequences, where the probability of simultaneous events
is zero, we push the occurrence times of all subsequent events after the first
event belonging to the simultaneous pair by 1 second.
In this way, we re-ordered a total of 12730 pairs of events, which equals
approximately 1.2% of total records. Table 5.6 illustrates how an instance of
a SavedShot event following a Save event is dealt with.
5.3.2 Wrangling




type outcome action frequency
Clearance Successful Clear 50679
Clearance Unsuccessful Clear 47
Punch Successful Clear 767
TakeOn Successful Dribble 13752
Foul Successful Foul 16871
Goal Successful Goal 2027
Claim Successful Keeper 2262
KeeperPickup Successful Keeper 11313
BallTouch Successful Lose 10291
BallTouch Unsuccessful Lose 16999
Claim Unsuccessful Lose 134
CrossNotClaimed Successful Lose 151
Dispossessed Successful Lose 17590
Tackle Unsuccessful Lose 6864
TakeOn Unsuccessful Lose 14472
CornerAwarded Successful Out Corner 8184
Out GK Successful Out GK 13026
Out Throw Successful Out Throw 34505
OffsidePass Offside Pass O 3057
Pass Successful Pass S 577471
Pass Unsuccessful Pass U 169924
Save Successful Save 9835
MissedShots Successful Shot 7822
SavedShot Successful Shot 9967
ShotOnPost Successful Shot 375
Aerial Successful Win 26690
Interception Successful Win 21986
Smother Successful Win 259
Tackle Successful Win 22403
Table 5.7: Grouping of event types to actions including the frequency of their
observations in the dataset.
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m mark label count
1 Home Win 35608
2 Home Dribble 7103
3 Home Pass S 300320
4 Home Pass U 85832
5 Home Shot 10161
6 Home Keeper 6496
7 Home Save 4338
8 Home Clear 23528
9 Home Lose 33296
10 Home Goal 1157
11 Home Foul 8580
12 Home Out Throw 17791
13 Home Out GK 5936
14 Home Out Corner 4627
15 Home Pass O 1570
m mark label count
16 Away Win 35730
17 Away Dribble 6649
18 Away Pass S 277151
19 Away Pass U 84092
20 Away Shot 8003
21 Away Keeper 7079
22 Away Save 5497
23 Away Clear 27965
24 Away Lose 33205
25 Away Goal 870
26 Away Foul 8291
27 Away Out Throw 16714
28 Away Out GK 7090
29 Away Out Corner 3557
30 Away Pass O 1487
Table 5.8: Encoding of marks along with their labels and frequencies in the
dataset.
Event grouping
The event outcome attribute is dependent on the event type attribute and
hence, we combine the two into what we refer to as actions. At the same
step, we also group similar event types together to keep the number of
distinct actions to a minimum. This also ensures that we have sufficient
observations of each action. Table 5.7 provides details on the grouping of
event types into a total of 15 distinct actions. The list of in-play actions
includes, Win, Dribble, Successful Pass (Pass S), Unsuccessful Pass (Pass U),
Shot, Keeper, Save, Clear and Lose events. Terminal actions that result in the
ball going out-of-play include, Goal, Foul, Out Throw, Out GK, Out Corner
and Offside Pass (Pass O).
Furthermore, as the same set of actions are tracked for both the home and
away teams, we append the string (Home/Away) as a prefix to the action to
distinguish between the events of the two teams playing the game. Hence,
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Figure 5.5: Mapping from event location in (x,y) coordinates to zones.
we have a total of M = 30 distinct actions in total which form the set of
discrete marks in the marked point process definition in Section 2.6. Table
5.8 provides details on the encoding of marks along with their labels and
frequencies in the dataset.
Zones for location
The raw data contains location information given by the (x,y) coordinates
of the event. To aid with the grouping of events by location we construct a
mapping of the (x,y) coordinates into zones, by dividing the length of the
playing field equally into three regions. The zones and their corresponding
labels are shown in Figure 5.5. For example, zone 1 is the region where
the home team defends their goal. The boundaries are constructed with the
expectation that the level of control a team has on the game is influenced
by the third of the playing field the ball is at. For example, the home team
is generally in more control of the game in zone 1, i.e, they’re expected to
retain possession of the ball more successfully in zone 1 as compared to say,
zone 3.
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i id period team id time (ti) zone (zi) mark (mi)
1 101 1 1 0 2 18
2 101 1 1 1 2 19
3 101 1 2 3 1 8
4 101 1 1 6 3 16
5 101 1 1 8 3 18
6 101 1 1 15 2 18
7 101 1 1 16 1 19
8 101 1 2 19 1 12
Table 5.9: Snapshot of the final dataset prepared for modelling.
5.4 Problem definition
A snapshot of the dataset prepared for the modelling task is provided in
Table 5.9. The id is a unique identifier for each uninterrupted game period in
the dataset and the sequence of events within each game period is modelled
as single process.
We can now define the modelling task as follows:
Definition 5.1 Model the sequence of events in a single period of a football game
as a marked spatio-temporal point process, where each event, indexed by i = 1, ..., n,
consists of the following components,
1. time of occurrence ti,
2. zone zi, and
3. mark mi.
The home and away team information for each game is assumed to be known and





To specify the likelihood associated with this modelling task, denote the
sequences of event times by t = {ti : ti ∈ R and ti > ti−1}, locations by z =
{zi : zi ∈ 1, . . . , Z} and marks by m = {mi : mi ∈ 1, . . . , M} ∀ i = 1, . . . , n,
where n is the number of events in a single game period and Z, M are the
number of discrete locations and marks respectively. The likelihood for the
sequence of events within a game period based on a model with parameter
vector Θ is
L(Θ) = p(t, z, m | Θ) . (5.1)
All game periods are modelled independently, and therefore, the likelihood
for a collection of game periods can be calculated by simply taking a product
of the individual likelihoods.
5.4.2 Training data
All models are trained on the first 20 games (40 game periods) of the 2013/14
season. The training data consists of a total of 27,660 events over the 40 game
periods and each of the 20 teams plays two games, one each at their home
and away venues. Table 5.10 gives the zone-wise event frequencies in the
training data used for the modelling experiment.
5.5 Models employed
In this section, we provide details on the specification for all the models that
are fitted to the data. Broadly we divide the models into two categories;
those with Hawkes-like excitation effects and ones without excitation that
are used as baseline models.
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mark zone
m label 1 2 3
1 Home Win 236 257 41
2 Home Dribble 17 96 96
3 Home Pass S 1699 4633 1658
4 Home Pass U 541 825 725
5 Home Shot 0 0 292
6 Home Keeper 155 0 0
7 Home Save 106 0 0
8 Home Clear 557 141 32
9 Home Lose 122 287 368
10 Home Goal 0 0 22
11 Home Foul 62 126 64
12 Home Out Throw 97 184 163
13 Home Out GK 149 0 0
14 Home Out Corner 0 0 112
15 Home Pass O 7 19 20
16 Away Win 25 204 301
17 Away Dribble 76 65 19
18 Away Pass S 1427 4390 2030
19 Away Pass U 542 811 702
20 Away Shot 193 2 0
21 Away Keeper 0 0 192
22 Away Save 0 0 149
23 Away Clear 27 124 660
24 Away Lose 323 349 142
25 Away Goal 20 0 0
26 Away Foul 46 112 69
27 Away Out Throw 143 173 110
28 Away Out GK 0 0 220
29 Away Out Corner 76 0 0
30 Away Pass O 13 11 5




All models, except for the homogeneous Poisson model in Section 5.5.1, are
specified based on the factorisation of the likelihood in expression (5.1). As
seen in expression (3.9), the likelihood of a marked spatio-temporal point













f (mi | ti, zi,Fti−1 ; θ) , (5.2)
where g, h and f are the conditional probability distribution functions for
the times, the locations and the marks respectively, and Θ = {ζ, η, θ} are
the corresponding unknown parameter vectors. Therefore, a valid model
results by specifying the distribution functions g, h and f individually.
The primary goal in the modelling experiment is to compare how the differ-
ent models perform in capturing the dependence between the various event
types. Keeping this in mind, we opted to use the same specification for the
occurrence times g and locations h, and only vary the model for the marks f
across all the fitted models. The only exception is the baseline homogeneous
Poisson model in Section 5.5.1, which uses a joint specification for the times,
locations and marks.
The probability density function for the occurrence times is set to
g(ti | Fti−1 ; ζ) = p(ti − ti−1 | mi−1, a, b)
ti − ti−1 | mi−1, a, b ∼ Gamma[ami−1 , bmi−1 ] . (5.3)
The time to next event is modelled using a gamma distribution with shape
and rate parameters that are specific to the mark of the last observed event.
With the specification in expression (5.3), we wish to capture the differences
in the expected time to the next event across the different event types. For
example, we expect a significantly shorter delay before the next event fol-
lowing an in-play event like a Pass compared to that of an out-of-play event
like a Foul. Section 5.3.2 provided details on the definition of the event
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groups. Even within the group of out-of-play events, for example, we ex-
pect a shorter delay following a Throw-in as compared to a Goal event.
The probability mass function for the locations is set to
h(zi | ti,Fti−1 ; η) = p(zi | zi−1, mi−1, η)
= η(zi−1,mi−1)→zi , (5.4)
where η(zi−1,mi−1)→zi is the probability of transitioning into location zi given
the location zi−1 and the mark mi−1 of the last observed event. Expression
(5.4) models the sequence of locations as a discrete time first order Markov
chain (see, for example, Norris, 1997) with a transition probability matrix
η. The current state of the Markov chain is defined by the combination
of the location and the mark of the last observed event, and the proba-
bility of transitioning into the next location depends only on the current
state. The state space of the Markov chain is given by the Cartesian product
{1, . . . , Z} × {1, . . . , M}. Note that the transition probability matrix η is not
a square matrix as we only model the next location using the function h and
the model for the marks is specified separately by the function f .
5.5.1 Baseline models
First, we specify the two baseline methods that can be considered as the
competition for the models with excitation effects specified in Section 5.5.2.
The intention is to compare the baseline models against the excitation-based
models using the model evaluation techniques detailed in Section 4.4.
Homogeneous Poisson process
The simplest non-trivial model for marked spatio-temporal data is the ho-
mogeneous Poisson process model. We fit individual homogeneous Poisson
processes for each mark in each location in the training data. This corre-
sponds to a basic featureless predictor that assumes no signal in the data.
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The log-likelihood for the marked spatio-temporal homogeneous Poisson








[Nm,z log(rm,z)− T rm,z] ,
where rm,z is the Poisson rate parameter and Nm,z is the number of event
occurrences for mark m in location z respectively over a total duration of
time T.
Markov chain
As a second baseline, we model the sequence of marks using a Markov chain,
similar to the model for the sequence of locations in expression (5.4). The
probability mass function for the marks is set to
f (mi | ti, zi,Fti−1 ; θ) = p(mi | zi, mi−1, θ)
= θ(zi ,mi−1)→mi , (5.5)
where θ(zi ,mi−1)→mi is the probability of the event mark mi given the event
location zi and mark mi−1 of the last observed event.
Unlike, the homogeneous Poisson model, the Markov chain in expression
(5.5) has memory of the first order and is a popular model for a wide range
of real-world processes. We use the specifications for the times and locations
in expressions (5.3) and (5.4) to complete the model specification for the
Markov chain based baseline.
5.5.2 Excitation based models
To model the sequence of marks, the models in this section use extensions
of the probability mass function for the marks in expression (3.4) derived
from the marked Hawkes process intensity. Recall that the specification in
expression (3.4) captures all cross-excitations between the various marks as
well as the rates at which these excitations decay over time. Those were the
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crucial features of the marked Hawkes process model we wished to retain
in the modelling framework we introduced. The following models all use
the same specifications for the times and locations in expressions (5.3) and
(5.4) and therefore, we restrict the discussion to their specific model for the
marks.
Scalar beta
The Scalar beta model is the basic specification for the marks in expression
(3.4), where the excitation decay rate β is a scalar. The probability mass
function for the marks from expression (3.4) is
f (mi | ti,Fti−1 ; θ) =
δmi + ∑tj<ti e
α−β(ti−tj)γmj→mi




The probability mass function for the marks in the Vector beta model is
f (mi | ti,Fti−1 ; θ) =
δmi + ∑tj<ti e
α−βmj (ti−tj)γmj→mi
1 + ∑tj<ti e
α−βmj (ti−tj)
, (5.7)
where βmj is the exponential decay rate of the excitation caused by an event
of mark mj. By allowing the decay rates to depend on the mark of the event
causing the excitation, the specification in expression (5.7) is more flexible
than the Scalar beta model in expression (5.6).
Matrix beta
The Matrix beta model is one of the key model extensions proposed in Sec-
tion 3.5.2, where the decay rate β depends on the pair of marks involved in
the excitation. Additionally, we also allow the decay rates, the background




f (mi | ti, zi,Fti−1 ; θ) =
δmi |zi + ∑tj<ti e
α−βmj→mi |zi (ti−tj)γmj→mi |zi
∑Mm=1
[
δm|zi + ∑tj<ti e
α−βmj→m|zi (ti−tj)γmj→m|zi
] , (5.8)
where βmj→mi |zi is the decay rate of the excitation caused by an event of
mark mj on an event of mark mi in the location zi. The specification in
expression (5.8) offers maximum flexibility for the excitation effects to vary
across different mark pairs and can model dependence between events over
arbitrary lengths of time. Such flexibility is essential to account for scenarios
like a Corner event exciting a Pass event in the immediate future and a Shot
event later on, i.e. βCorner→Pass > βCorner→Shot.
The dependence on location of the decay rates, the background mark proba-
bilities and the event conversion rates in expression (5.8) allows us to capture
effects like how a team is more likely to make more passes and retain posses-
sion of the ball in the defensive third, while attempting shots on goal in the
attacking third, i.e., for the home team, we have γPass→Pass|1 > γPass→Pass|3
and γPass→Shot|3 > γPass→Shot|1.
Including team information in the Matrix beta model
Another key model extension discussed in Section 3.5.1 is the incorporation
of covariates in the conversion rate parameters γ using a baseline-category







= ϕmj→m|z + ωh,m ∀ m ∈ 1, . . . , M− 1 , (5.9)
where ϕ is the location dependent baseline conversion parameter and h is
the team in possession of the ball attempting the event conversion. The
parameter ω is then interpreted as the relative ability of a team to complete
a conversion to an event of mark m.
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We fit the Matrix beta model to the data as specified in expression (5.8)
both with and without the inclusion of team information via expression
(5.9). However, we do not include team information while fitting the simpler
Scalar beta model in expression (5.6) or the Vector beta model in expression
(5.7).
5.6 Dealing with model complexity
The model for the marks specified in the Matrix beta model in expression
(5.8) introduces O(M2) number of parameters into the model. For a to-
tal of M = 30 event types and 3 locations, we have 30 × 30 × 3 = 2700
decay rate parameters and 30× 29× 3 = 2610 conversion rate parameters,
bringing the total number of parameters up to 5950. Estimating the large
number of parameters from this model is not inherently problematic, but
the limited availability of computational resources render the estimation a
challenging task. There is also the added risk of over-fitting that we have to
guard against. In this section, we propose an algorithm to deal with such
model complexity by reducing the number of estimated parameters using
association rule learning.
In the Matrix beta model in expression (5.8), the decay rate parameters β
and conversion rate parameters γ capture the duration and magnitude of
the excitation effects between all pairs of event types. However, it is reason-
able to assume that the matrices β and γ are sparse, because the excitation
effects between all event pairs are not equally significant. To be precise, we
expect most elements of the β matrix to be infinite, meaning the correspond-
ing excitations decay almost instantaneously. For the γ matrix, we expect
most its values to be zero, meaning the corresponding event conversions
have probability zero. For example, a successful Pass event by one team
cannot significantly excite a Pass event for the opposite team, as this would
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make the commonplace occurrence of a string of passes by a single team
very unlikely. If we are able to identify the most significant pairs of event in-
teractions, we can thereby limit the number of elements within the matrices
β and γ that we need to estimate.
5.6.1 Association rule learning
Association rule learning is a method for discovering strong relationships
between variables in large databases (see, for example, Agrawal et al., 1993).
For example, the association rule Bread ⇒ Butter identified from a super-
market sales database would indicate that if a customer buys bread, they
are also likely to buy butter. The objective of association rule learning is to
identify rules that are interesting based on some measure of significance.
5.6.2 Definition for event sequences
Inspired by the original definition in Agrawal et al. (1993, Section 2), we
define the problem of association rule learning in the context of event se-
quences as
Definition 5.2
• Let A = {1, . . . , M} be the set of M distinct event types.
• Let B = {bs,n}, where bs,n ∈ A for s ∈ {1, . . . , S} and n ∈ {1, . . . , Ns}, be
the training data consisting of S event sequences with Ns number of observed
events in the sequence s.
• Construct a database of subsequences D = {d1, . . . , dC}, where C = ∑S1 Ns,
such that each event b in B has a corresponding subsequence of length W + 1
in D, made up of b and the W events preceding b.
• Each subsequence in D is denoted by di = {xi,1, . . . , xi,W , yi}, where xi,j, yi ∈
B for i ∈ {1, . . . , C} and j ∈ {1, . . . , W}. We call {xi,1, . . . , xi,W} as the
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transient events of the subsequence before the terminal event yi. Depending
on W, the elements of the subsequence corresponding to the initial events of a
sequence can be empty, because they have shorter histories.
• Given a set of event types A and a database of subsequences D, a rule is
defined as an implication of the form: x ⇒ y, where x, y ∈ A. The association
rule has the interpretation that the event type x is likely to be a transient event
in subsequences terminating with event type y.
In other words, the rule x ⇒ y, would indicate that the event type x excites
the occurrence chance of an event with type y.
5.6.3 Measures of significance
To identify interesting association rules, we place constraints on two mea-
sures of significance (Brin et al., 1997), namely support and lift.
Support
The support of x with respect to a rule x ⇒ y and a database D is defined
as the proportion of subsequences d in the database which contain x as a
transient event,
P(x) =
|{d ∈ D; x ∈ trans(d)}|
|D| , (5.10)
where | · | denotes the cardinality of a set and trans(d) is the set of transient
events in the subsequence d. Similarly, the support of y with respect to a
rule x ⇒ y is defined as the proportion of subsequences d which terminate
with y,
P(y) =
|{d ∈ D; y ∈ term(d)}|
|D| , (5.11)
where term(d) is the terminal event in the subsequence d.
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Home Win Home Dribble Home Pass S Home Pass U
Home Win 0.0015 0.0027 0.0663 0.0124
Home Dribble 0.0006 0.0008 0.0158 0.0030
Home Pass S 0.0111 0.0099 0.5925 0.0962
Home Pass U 0.0163 0.0026 0.1036 0.0289
Table 5.11: Support P(x ∩ y) for selected event pairs in the training data,
where the rows denote the transient event x and columns are the terminal
event y.
Home Win Home Dribble Home Pass S Home Pass U
Home Win 0.4141 2.2669 0.9793 0.9766
Home Dribble 0.7176 2.7990 0.9588 0.9698
Home Pass S 0.3845 1.0141 1.0879 0.9450
Home Pass U 2.3031 1.0860 0.7782 1.1609
Table 5.12: lift(x ⇒ y) for selected event pairs in the training data, where
the rows denote the transient event x and columns are the terminal event y.
The support of a rule x ⇒ y is defined as, the proportion of subsequences d
which contain x as a transient event and terminate in y,
P(x ∩ y) = |{d ∈ D; x ∈ trans(d); y ∈ term(d)}||D| . (5.12)
Table 5.11 gives the support P(x ∩ y) for selected event pairs in the training
data.
Lift
The lift of a rule x ⇒ y is defined as
lift(x ⇒ y) = P(x ∩ y)
P(x) · P(y) . (5.13)
If the lift of a rule equals 1, it would indicate that the occurrence of y is
independent of that of x. If the rule has lift > 1, then the event x excites the
occurrence chance of y and lift < 1 indicates x inhibits the occurrence of y.
Table 5.12 gives the lift(x ⇒ y) for selected event pairs in the training data.
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We implement the following steps to place constraints on the lift and support
measures and identify significant dependence between pairs of events.
• Create a database of subsequences as defined in Definition 5.2, for
W = 5 and W = 10, where W is the number of transient events in each
subsequence.
• For each W, calculate lift for all event pairs and retain only those pairs
that have lift > 1.
• Set a threshold on the support P(x ∩ y) > ε, such that when ε = ε1
exactly N = 50 event pairs remain, and when ε = ε2, N = 100 event
pairs remain.
In this way, we select the specific elements of the matrices β and γ, corre-
sponding to the identified significant event pairs, for parameter estimation.
The elements of the matrices corresponding to the discarded event pairs are
fixed, to the value 106 in the case of the decay rates β, and 10−6 for the con-
version rates γ. A large value for the decay rate causes the excitation to die
out almost instantaneously, and a very small value for the conversion rate
makes the event conversion extremely unlikely. The results of evaluating
four separate models, that are fitted based on the specific choices of the tun-
ing parameters given above for the length of subsequence window W and
the number of identified event pairs N, are discussed in Section 5.8.
5.7 Bayesian inference
In this section, we provide details on the Bayesian inference for the fitted
models in the same order as they are presented in Section 5.5. As noted in
Remark 3.1, we are able to do parameter estimation for the components of
the process, namely, the times, the locations and the marks, separately as the




Inference for the model for the inter-arrival times in expression (5.3) and the
excitation based models for the marks in Section 5.5.2, are carried out via the
Bayesian framework proposed in Chapter 4 that uses an HMC algorithm for
sampling from the posterior distribution. We present descriptive summaries
of the generated parameter samples as well as diagnostics to evaluate the
convergence of the sampling algorithm.
The model for the locations in expression (5.4) and the baseline models in
Section 5.5.1 have closed-from expressions for their posterior distributions
that can be sampled from without the need for an MCMC algorithm. Specifi-
cally, in Sections 5.7.2, 5.7.3 and 5.7.4, we exploit the fact that the likelihoods
for these models have a conjugate prior and therefore, the posterior distri-
bution can be calculated by simply updating the parameters of the prior
distribution using a set of sufficient statistics (Raiffa and Schlaifer, 1961).
5.7.1 Gamma process model for the occurrence times
The inter-arrival times are modelled using a Gamma distribution with pa-
rameters specific to the mark of the last observed event as specified in ex-
pression (5.3). Recall that this Gamma process model in expression (5.3) is
just one component of the complete model specification in expression (5.2).
However, we are able to perform inference for each component separately
as they do not share any parameters. We use exponential priors for the
Gamma process model parameters as specified in expression (4.5), where
the hyper-parameters a′ and b′ are both set to 0.01.
We obtain posterior parameter samples by running three parallel chains of
the HMC algorithm, implemented in Stan as discussed in Section 4.2.3. Each
chain is initialised with a different starting value and run for a total of 1000
iterations post the warm-up phase. Figure 5.6 is a chain-wise trace plot for
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Figure 5.6: Trace plot of the posterior samples for selected parameters across
multiple chains from the Gamma process model for inter-arrival times in
expression (5.3). ai and bi are the shape and rate parameters respectively
corresponding to mark i.
parameter mean sd R̂ Neff
a3 3.30 0.04 1.00 1827.48
a5 10.24 0.64 1.00 1721.74
a10 64.40 13.16 1.00 1789.70
a11 3.11 0.19 1.01 1581.00
b3 1.18 0.01 1.00 1940.04
b5 9.28 0.59 1.00 1771.61
b10 1.25 0.26 1.00 1800.29
b11 0.11 0.01 1.01 1543.40
Table 5.13: Posterior summaries and convergence diagnostics from 3000 pos-
terior samples for selected parameters from the Gamma distribution for
inter-arrival times in expression (5.3). ai and bi are the shape and rate pa-

































Figure 5.7: Pair-wise correlations with marginals along the diagonal for se-
lected model parameters from the Gamma distribution for inter-arrival times
in expression (5.3). ai and bi are the shape and rate parameters respectively
corresponding to mark i.
four of the parameters, created using the R package bayesplot (Gabry and
Mahr, 2019). Table 5.13 gives the descriptive statistics along with the con-
vergence diagnostics. We monitor the convergence of the algorithm using
the potential scale reduction factor R̂ proposed by Gelman et al. (1992). The
potential scale reduction factor R̂ measures the ratio of the average variance
within each chain to the variance of the aggregated samples across chains.
If the algorithm has converged and the chains are at equilibrium, R̂ equals
1. From the posterior samples, we confirm that all parameters have R̂ < 1.1
as recommended in Gelman et al. (1992) as a test for convergence.
Posterior sampling algorithms can also suffer from autocorrelation within
a chain, which for example, increases the uncertainty in the estimates of
posterior means and variances (Geyer, 2011). The autocorrelation within
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Mark label ai (shape) bi (rate) ai/bi (mean)
Win 2.94 1.68 1.75
Dribble 2.88 1.23 2.35
Pass S 3.30 1.18 2.79
Pass U 2.60 1.04 2.51
Shot 10.24 9.28 1.10
Keeper 1.34 0.16 8.61
Save 3.01 0.89 3.39
Clear 2.58 1.17 2.21
Lose 3.31 2.19 1.51
Goal 64.40 1.25 51.62
Foul 3.11 0.11 27.63
Out Throw 2.83 0.19 14.82
Out GK 10.08 0.34 29.31
Out Corner 9.42 0.40 23.79
Pass O 6.79 0.24 28.40
Table 5.14: Posterior means of the event specific shape and rate parame-
ters of the Gamma distribution for inter-arrival times in expression (5.3) for
in-play (top) and out-of-play events (bottom). The column ai/bi gives the
posterior mean of the expected value of the Gamma distribution.
chains can be measured using the effective sample size statistic, which calcu-
lates the effective number of independent samples (see, for example, Gelman
et al., 2013, Section 11.5). The computed effective sample sizes (Neff column
in Table 5.13) indicate that the sampler returned samples with satisfactory
autocorrelation, as the minimum effective sample size is at least 10% of the
total sample size. Figure 5.7 is a correlation plot that gives us an idea of the
inherent correlations present in the model between the corresponding shape
and rate parameters for each mark.
Recall that, the inter-arrival times are modelled with parameters specific
to the mark of the last observed event and Table 5.14 gives the posterior
parameter means for the mark-specific shape and rate parameters as well
as the mean of the Gamma distribution. We do not distinguish between the
marks of the home and away teams in this model, which means, for example,
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state i next zone j
zone mark label 1 2 3
1 Home Win 195 38 1
1 Home Dribble 12 5 0
1 Home Pass S 845 797 51
1 Home Pass U 75 304 160
1 Home Shot 0 0 0
Table 5.15: Observed transition counts yi→j from the first 5 states to each
zone in the training data.
the expected time to the next event is the same following a Home Shot or
an Away Shot event. We observe a clear distinction in the expected time
to the next event (mean column in Table 5.14) following an in-play event
compared to that of an out-of-play event. This accounts for the typical delays
we observe before the game restarts once the ball goes out of play.
5.7.2 Markov chain model for the locations
The probability mass function for the locations specified in expression (5.4),
models the locations as a multinomial distribution given the current state
(defined by the location and the mark of the last observed event). Similar
to the model for the inter-arrival times, the model for the locations in ex-
pression (5.4) is another component of the complete model specification in
expression (5.2). Once again, we are able to perform inference for this model
separately as it does not share any parameters with the other components.
Each row of the transition probability matrix η, corresponding to a single
state, is a set of multinomial parameters, one for each location, that add up
to 1.
Let y = {yi→j}, for j ∈ {1, . . . , Z}, be the observed counts of transitions orig-
inating from the state i where i ∈ {1, . . . , Z} × {1, . . . , M}. Table 5.15 gives
the observed transition counts from the first 5 states in the training data.
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state i next zone j
zone mark label 1 2 3
1 Home Win 0.83 0.16 0.01
1 Home Dribble 0.65 0.30 0.05
1 Home Pass S 0.50 0.47 0.03
1 Home Pass U 0.14 0.56 0.30
1 Home Shot 0.33 0.33 0.33
Table 5.16: Posterior means of the multinomial probabilities ηi→j for transi-
tions from the first 5 states.
Out of a total of 90 states, 23 are never observed in the dataset, for example,
it is nearly impossible for a Home Shot event to occur in the defensive third
(zone = 1) of the home team.
The likelihood of yi given the multinomial probabilities ηi is







where ∑Zj=1 ηi→j = 1. The conjugate prior for the multinomial distribution is
the Dirichlet distribution (see, for example, Gelman et al., 2013, Section 3.4),







where vi > 0 are the hyperparameters. The posterior distribution of ηi is
therefore a Dirichlet with parameters vi + yi.
The hyperparameters vi are set to 1 and the resulting posterior means of
the parameters ηi→j are given in Table 5.16. We use the rdirichlet function
from the R package MCMCpack by Martin et al. (2011) to generate samples
from the posterior distribution, which are used in the model evaluation per-




m label 1 2 3
1 Home Win 0.0035 0.0038 0.0006
2 Home Dribble 0.0003 0.0014 0.0014
3 Home Pass S 0.0251 0.0683 0.0244
4 Home Pass U 0.0080 0.0122 0.0107
5 Home Shot 0.0000 0.0000 0.0043
Table 5.17: Posterior means of the homogeneous Poisson rates rm,z, for the
first 5 marks in each zone.
5.7.3 Baseline homogeneous Poisson process model
The likelihood for the homogeneous Poisson model for marked spatio tem-








rNm,zm,z exp (−T rm,z) ,
where rm,z is the Poisson rate parameter and Nm,z is the number of event
occurrences for mark m in location z respectively over a total duration of
time T. Table 5.10 gives the observed counts Nm,z in the training data. The
conjugate prior for the Poisson process likelihood is a Gamma distribution







rκ−1m,z exp (−τ rm,z) ,
where κ > 0 and τ > 0 are the hyperparameters for the shape and rate of
the Gamma distribution respectively. Therefore, the posterior distribution
of r is a Gamma distribution
κ′ = κ + Nm,z τ′ = τ + T ,
where κ′ and τ′ are the updated hyperparameters. We set the values, κ = 1
and τ = 0 that correspond to a non-informative prior.
The resulting posterior means of the Poisson rates rm,z, for the first 5 marks
in each zone, are given in Table 5.17. We use the rgamma function from the
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state i label of next mark j
mark label zone H Win H Dribble H Pass S H Pass U H Shot
H Win 1 0 0 80 25 0
H Win 2 0 8 138 18 0
H Win 3 0 4 28 11 4
H Dribble 1 1 1 8 3 0
H Dribble 2 0 5 39 11 0
Table 5.18: Transition counts ci→j from the first 5 states to the first 5 marks
in the training data. We abbreviate the prefix Home to H in the mark labels.
R package stats, which implements the method proposed by Ahrens and
Dieter (1982), for simulating from a Gamma distribution.
5.7.4 Baseline Markov chain model for the marks
The probability mass function for the marks specified in expression (5.5.1),
models the marks as a multinomial distribution given the current state (de-
fined by the current location and the mark of the last observed event). Each
row of the transition probability matrix θ, corresponding to a single state, is
a set of multinomial parameters, one for each mark, that add up to 1.
Similar to the model for locations in Section 5.7.2, let c = {ci→j}, for j ∈
{1, . . . , M}, be the count of observations of the transitions from the state i
where i ∈ {1, . . . , M} × {1, . . . , Z}. Table 5.18 gives the observed counts of
transitions from the first 5 states in the training data.
The likelihood of c given the multinomial parameters θ is







where the sum of the probabilities, ∑Mj=1 θi→j = 1. The conjugate prior for
the multinomial distribution is the Dirichlet distribution,









state i label of next mark j
mark label zone H Win H Dribble H Pass S H Pass U H Shot
H Win 1 0.01 0.01 0.74 0.24 0.01
H Win 2 0.01 0.05 0.82 0.11 0.01
H Win 3 0.02 0.10 0.56 0.23 0.10
H Dribble 1 0.11 0.11 0.50 0.22 0.06
H Dribble 2 0.02 0.10 0.67 0.20 0.02
Table 5.19: Posterior means of the multinomial parameters θi→j correspond-
ing to the first 5 states. We abbreviate the prefix Home to H in the mark
labels.
where ui > 0 are the hyperparameters. The posterior distribution of θi is
therefore a Dirichlet with parameters ui + ci. We set ui to 1 and the resulting
posterior means of the parameters ηi→j corresponding to the first 5 states are
given in Table 5.19.
5.7.5 Excitation based models for the marks
Section 5.5.2 provides details on three different specifications for the excita-
tion based model for the marks, namely the Scalar beta, the Vector beta and
the Matrix beta models with the optional inclusion of team information as
a covariate. We restrict ourselves to discussing the inference for the Matrix
beta model with team information as it is the most comprehensive and the
other models are simpler versions of it.
We consider the probability mass function for the marks in the Matrix beta
model as specified in expression (5.8), including the baseline logit specifica-
tion in expression (5.9) to incorporate team information into the conversion
rate parameters γ. We also implement the rule-based framework in Section
5.6 for limiting the number of estimated parameters in the matrices β and
γ. As an example, we discuss the results for a specific choice of the tun-
ing parameters, in which we set the window size W = 5 for the number of
transient events and identify N = 100 event pairs in each of the three zones.
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Figure 5.8: Trace plot of the posterior samples for selected parameters across
multiple chains from the Matrix beta model for the marks in expression (5.8).
parameter mean sd R̂ Neff
β3→3|1 2.70 0.64 1.00 800.84
β24→1|2 1.49 0.08 1.00 1229.42
β3→5|3 0.30 0.07 1.01 1219.00
ϕ3→3|1 -0.28 0.98 1.00 1104.87
ϕ24→1|2 3.52 0.35 1.00 1300.19
ϕ3→5|3 -1.56 0.54 1.00 817.92
δ10|3 0.02 0.00 1.00 1350.87
α 6.28 0.08 1.01 1042.16
Table 5.20: Posterior summaries and convergence diagnostics from 1500 pos-
terior samples for selected parameters from the Matrix beta model for the
marks in expression (5.8).
The prior distributions for the model parameters are as specified in Section
4.1.3, with the following setting for the hyperparameters. The Dirichlet prior
on the background mark probabilities δ has concentration hyperparameters
δ′ = 1. The exponential prior on the decay rates β has a rate hyperparameter
β′ = 0.1. The Normal priors on the excitation factor α and the baseline-
category logit model parameters ϕ and ω have hyperparameters σα, σγ = 10.
We obtain posterior parameter samples by running three parallel chains of















































0.01 0.02 0.03 0.04
α
Figure 5.9: Pair-wise correlations with marginals along the diagonal for se-
lected model parameters from the Matrix beta model for the marks in expres-
sion (5.8).
chain is initialised with different starting values and run for a total of 500 it-
erations post the warm-up phase. Figure 5.8 is a chain-wise trace plot of four
model parameters and Table 5.20 gives the descriptive statistics along with
the convergence diagnostics. All parameters had a potential scale reduction
factor R̂ < 1.1 confirming the convergence of the sampling algorithm. The
minimum effective sample size (Neff column in Table 5.20) across all param-
eters is 330.4, greater than 20% of the total sample size, which indicates that
the sampler returned samples with satisfactory autocorrelation. Figure 5.9
is a correlation plot for a selection of model parameters with the posterior
marginals plotted along the diagonals and we do not observe any significant
correlations between the parameters.
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Figure 5.10: Visualising the impact of prior specifications by overlaying the
posterior and prior densities for selected model parameters from the Matrix
beta model for the marks in expression (5.8).
Impact of prior distributions
We assess the impact of the prior specifications for the Matrix beta model
for the marks by comparing the variance of the parameter samples from
their posterior and prior distributions as discussed in Section 4.1.4. Along
with the individual variances, the ratio of the prior to posterior variance is
provided in Table 5.21 for selected parameters.
The ratios are much larger than 1, indicating the posterior distributions
of the parameters have concentrated around the maximum likelihood es-
timates. Figure 5.10 illustrates the flatness of the one-dimensional priors




parameter posterior variance prior variance ratio of variance
β3→3|1 0.4124 100 242.4543
ϕ3→3|1 0.9677 100 103.3281
δ10|3 4.16× 10−5 1.05× 10−3 25.2639
α 0.0078 100 12813.0524
Table 5.21: Quantifying the impact of prior specifications by computing the
ratio of the prior to posterior variance for selected model parameters from
the Matrix beta model for the marks in expression (5.8). Ratios much larger
than 1 indicate that the prior distributions for the parameters are flat com-
pared to their corresponding posterior distributions.
5.8 Model evaluation
In this section, we present results from the two approaches to evaluate the
accuracy of the Bayesian models for point processes detailed in Section 4.4.
Recall that all models were fitted using the first 40 game periods in the
2013/14 season as training data and for model evaluation, we use as test data,
the 10 game periods immediately following the training data.
5.8.1 Log point-wise predictive density
The first approach for model evaluation, detailed in Section 4.4.1, relies on
using the log-likelihood of the test data evaluated at the posterior parameter
samples to compute a log score. For a single process in the test data with
n observed events, the log point-wise predictive density can be computed












p (ti, zi, mi | yk)
)
, (5.14)
where p (ti, zi, mi | yk) is the likelihood of the i-th event in the process evalu-
ated at the posterior sample yk.
Table 5.22 gives the model-wise log posterior densities l̂ pd, cumulated over
the 10 game periods in the test data. The number of estimated parameters
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model Npar l̂ pd
Homogeneous Poisson (Baseline) 90 -29062.95
Matrix beta (W = 10, N = 50) 538 -18205.61
Matrix beta (W = 5, N = 50) 538 -18067.13
Markov chain (Baseline) 870 -17815.66
Scalar beta 901 -17751.13
Vector beta 915 -17743.32
Matrix beta with teams (W = 5, N = 100) 1539 -17536.98
Matrix beta (W = 10, N = 100) 988 -17411.31
Matrix beta (W = 5, N = 100) 988 -17259.54
Table 5.22: Cumulative log posterior densities l̂ pd over 10 game periods in
the test data for all fitted models along with the number of estimated param-
eters (Npar) in each model. For the Matrix beta models, W is the number of
transient events and N is the number of significant event pairs identified in
the rule-based framework for reducing model complexity.
(Npar column in Table 5.22) gives an indication of the complexity of each
model. For the Matrix beta models, which used a rule-based framework for
reducing model complexity, the tuning parameters W and N in the paren-
thesis are the number of transient events and the number of significant event
pairs identified respectively.
The Matrix beta model with the setting (W = 5, N = 100) performs the
best among the list of fitted models. Despite having comparable complexity
with the Vector beta, the Scalar beta and the Markov chain based baseline
models, the Matrix beta model (W = 5, N = 100) is able to outperform
them significantly. The poorer performance of the the Matrix beta model
with teams (W = 5, N = 100), compared to its counterpart without the
team information, is due to over-fitting which is verified by fact that the
model with team information does indeed perform the best in training. We
believe the over-fitting can be reduced by training on a larger number of
games. In the current experiment, each team plays just a single game each
at their home and away venues. The size of the training data used in the
modelling experiment was limited by the computational resources available
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Figure 5.11: Proportion of importance sampling weights greater than a series
of progressively increasing thresholds where R = 500 is number of posterior
samples. The weights are calculated for the first game period in the test data
given the event history up to time T in minutes.
at our disposal.
5.8.2 Simulation based validation
The second approach for model evaluation discussed in Section 4.4.2, works
by simulating the sequence of events in a specified interval given its history,
and then the simulated event counts are validated against the true observed
counts. Figure 5.13 shows the set-up of the validation experiments, where
we evaluate the models in four separate two-minute prediction intervals
within each game period in the test data given the observed history of events
before each interval.
Prior to simulation, the posterior samples are first updated given the ob-
served history of events up to the prediction interval, using the importance
sampling method in Section 4.3. For each posterior sample yk we calculate
its weight wk as specified in expression (4.7), and then resample R times
99








































Figure 5.12: Posterior distributions for β1→3|1 before and after updating
given the event history up to time T of the first game period in the test
data.
with replacement the samples y1, . . . , yR with probabilities w1, . . . , wR to get
the updated samples q1, . . . , qR. To inspect if the weights are imbalanced,
we plot the proportion of weights greater than a series of progressively in-
creasing thresholds in Figure 5.11.
The weights in Figure 5.11 are calculated for the first game period in the test
data, based on four separate event histories corresponding to each experi-
ment in Figure 5.13. For example, the weights corresponding to T = 10, are
calculated based on the event history up to the 10th minute of the game pe-
riod. We observe that the proportions in Figure 5.11 decrease from the first
to the fourth experiment, indicating that the weights progressively become
more concentrated. This is explained by the fact that there is increasingly
more data to learn from.
Crucially, the proportions of the weights for a particular experiment appear
to decrease gradually over the increasing thresholds (top-left to bottom right
in Figure 5.11), showing no sign of significant imbalance. Figure 5.12 com-
pares the posterior distributions for the parameter β1→3|1 of the Matrix beta









Observation           Prediction
  (20, 22)    (30, 32)    (40, 42)
Figure 5.13: Design of the validation experiments, where the models are
evaluated in four separate two-minute prediction intervals within each game
period in the test data, given the observed history of events before each
interval.
expected, we see a higher number of replications of the same samples in the
T = 30 experiment as compared to the one at T = 10.
In the simulation based approach for validation, we evaluate the perfor-
mance of a model by comparing the simulated counts of each event type
against the true observed counts in a pre-defined prediction interval. We
recognise that this not an optimal method to validate a point process model,
as it does not take into account the inter-arrival times between the events
or the order in which the events occur in the interval. Therefore, we recom-
mend the model evaluation approach based on the log predictive density in
Section 4.4.1 as the proper goodness of fit test.
However, mechanistic models, like those developed in this thesis, are often
used to simulate real-world processes to predict the occurrence chance of a
particular event in the near future. Keeping this in mind, we believe the se-
ries of validation experiments as designed in Figure 5.13, offers a reasonable
framework to the test the predictions from our proposed model.
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Figure 5.14: Predictive distributions of the number of successful passes by
the home team (Arsenal) in four intervals of the first half in the game be-
tween Arsenal and Tottenham Hotspur in the test data. The observed count
(truth) is given by the vertical dashed line.
As an example, in the validation experiments, we compare the best perform-
ing Matrix beta model with the setting (W = 5, N = 100) to the baseline
homogeneous Poisson model. Henceforth in this section, we refer to the Ma-
trix beta model simply as the ‘model’ and the homogeneous Poisson model
as the ‘baseline’. For each of the ten game periods in the test set, we follow
the simulation framework proposed in Section 4.4.2 and simulate events in
each prediction interval Q = 500 times for each of the R = 500 updated
samples from the posterior.
Figure 5.14 shows the results from the validation experiments where we
compare the performance of model and the baseline with respect to the
observed count (truth) of a particular event type in the interval. In four
separate 2-minute intervals of the first half in the game between Arsenal
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Scoring Rule (10, 12) (20, 22) (30, 32) (40, 42)
Logarithmic 6 8 8 9
Brier 5 6 6 7
Spherical 5 6 6 7
Ranked Probability 5 8 6 7
Squared Error 5 8 7 7
Dawid Sebastiani 4 7 7 8
Table 5.23: Game periods (out of ten) where the model outperforms the base-
line in each prediction interval of the validation experiments as designed in
Figure 5.13.
and Tottenham Hotspur in the test set, for both the model and the baseline,
we plot the distribution of the simulated successful passes by the home team
(Arsenal). The baseline distribution is nearly identical across all intervals as
expected, as the homogeneous Poisson process is memory-less. In the first
(top-left in Figure 5.14) and third (bottom-left) intervals, we observe that the
model distribution is shifted to the right and therefore predicting a higher
count on average. In contrast, in the second (top-right) and fourth (bottom-
right) intervals, the model distribution in shifted to the left and therefore
predicting a lower count on average. In all scenarios, the model distributions
agree well with the observed count and the model appears to outperform
the baseline.
We formally evaluate the models using the performance measures defined
in Section 4.4.3, that validate the predictive distribution for each event type
in the interval against the observed truth. Table 5.23 presents the results of
the validation experiments showing the number of instances out of the ten
game periods in the test set, where the model outperforms the baseline. In
Table 5.23, we aggregate the scores over all event types within each game
period to arrive at a single score per model per experiment. We then count
a success if the model achieves a lower score compared to the baseline. The
model outperforms the baseline in 19 of the 24 score-interval combinations
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Figure 5.15: Scoring rules for selected event types within a randomly chosen
game in the test set with the prediction interval intervals along the x-axis.
and appears to get progressively better over the intervals. This is likely
explained by the increasing amounts of data to learn from while updating
the parameter samples.
Figure 5.15 shows the comparison of the scoring rules for selected event
types from the validation experiments conducted for the first half in the
game between Arsenal and Tottenham Hotspur in the test set. By definition,
for all proper scoring rules, lower scores indicate better performance. It is
interesting to see the consistency of the result across all scoring rules within
each event type for any particular interval. For example, the Log score for
the Home Pass S event (row 1 column 1 in Figure 5.15) in interval 1 (I1)
shows the baseline having a lower score and outperforming the model. This
agrees with all other scores for that event type in the same interval. For
each scoring rule, the model outperforms the baseline in 10 of the 16 event-




Following on from the inference for the Matrix beta model with team infor-
mation presented in Section 5.7.5, in this section, we look at the estimated
parameters of the excitation based model for the marks in detail. We build
on the intuition for the model parameters we had developed in Section 3.3
to interpret the parameters in the context of football and illustrate the po-
tential of the model to provide insights into the underlying dynamics of the
game.
5.9.1 Background mark probability
The background mark probability δm|z in expression (5.8) is the probability
an event that occurs in location z has a mark m, if the event is triggered solely
by the background component. Table 5.24 gives the posterior means of the
δm|z’s and we observe that the background mark probabilities for the home
and away teams nearly mirror each other across the zones. This is explained
by fact that the attacking zone for the home team is the defensive zone for
the away team and vice-versa. The lack of variation between the home and
away parameters implies that the background component of the game is not
influenced by the home advantage effect. We also observe that the successful
Pass events account for the majority of the background probability mass,
while events like Shots and Goals have nearly 0 mass. This suggests that the
Shot and Goal events are unlikely to originate solely from the background
component, but rather are triggered by the excitation from a previous event.
5.9.2 Excitation factor
The excitation factor α in expression (5.8) is a scaling factor applied to the
contributions from the previous occurrences to the event mark probability.
The posterior mean of α is 6.28, which indicates that event sequences in foot-
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mark label 1 2 3
Home Win . 0.01 .
Home Dribble 0.03 0.02 0.01
Home Pass S 0.56 0.23 0.03
Home Pass U 0.06 0.04 0.03
Home Shot . . .
Home Keeper 0.04 . .
Home Save . . .
Home Clear 0.05 0.01 .
Home Lose 0.03 0.04 0.01
Home Goal . . 0.02
Home Foul 0.03 0.08 0.02
Home Out Throw . 0.02 .
Home Out GK . . .
Home Out Corner . . .
Home Pass O 0.01 0.08 0.03
mark label 1 2 3
Away Win . 0.01 .
Away Dribble . 0.02 0.03
Away Pass S 0.03 0.11 0.59
Away Pass U 0.02 0.07 0.05
Away Shot . 0.01 .
Away Keeper . . 0.05
Away Save . . .
Away Clear 0.01 0.02 0.01
Away Lose 0.01 0.07 0.06
Away Goal 0.02 . .
Away Foul 0.03 0.06 0.02
Away Out Throw . . .
Away Out GK . . .
Away Out Corner . . .
Away Pass O 0.02 0.05 0.01
Table 5.24: Posterior means of the zone dependent background mark prob-
abilities δm|z for z ∈ {1, 2, 3} from the Matrix beta model for the marks in
expression (5.8). The dots (·) denote δm|z values less than 0.01.
ball have a strong dependence on their history, and the contributions from
previous occurrences are weighted approximately exp(6.28) ≈ 533 times
greater in comparison to the background component.
5.9.3 Decay rates
The decay rate βmj→mi |zi in expression (5.8) is the exponential decay rate of
the excitation caused by an event of mark mj on an event of mark mi in
the location zi. By allowing the decay rates to depend on the pair of marks
involved in the excitation, we had hoped to account for scenarios like a
Corner event exciting a Pass S event in the short term and a Shot event in
the longer term. Indeed, the estimated posterior means βCorner→Pass S = 1.76
and βCorner→Shot = 0.31 confirm that the Corner→ Shot excitation decays at a
much slower rate compared to the Corner→ Pass S excitation. Note that for
notational convenience, we ignore the location and team information in this























































































Figure 5.16: Posterior means of the event conversion probabilities γmj→mi |zi
for a selection of event pairs corresponding to the location z = 2 from the
Matrix beta model for the marks in expression (5.8). The γmj→mi |zi ’s are
computed for a hypothetical match-up where the baseline team West Ham
United is chosen as both the home as well as the away team to negate the
impact of team abilities.
away teams at their corresponding attacking locations.
5.9.4 Conversion rates
The parameter γmj→mi |zi in expression (5.8) is the probability the excitation
from an event of mark mj triggers an event of mark mi in the location zi.
Figure 5.16 gives the posterior means of γmj→mi |zi ’s for a selection of event
pairs corresponding to the midfield region (z = 2). Team information is
incorporated into the event conversion rates using the baseline logit specifi-
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cation in expression (5.9), where the baseline team is chosen to be West Ham
United (assigned an ability 0). The γmj→mi |zi ’s in Figure 5.16 are computed
for a hypothetical match-up where the baseline team West Ham United is
chosen as both the home as well as the away team to negate the impact of
team abilities.
The probabilities for the Home Win → Home Pass S and Home Pass S →
Home Pass S conversions are higher compared to their away team counter-
parts, indicating that the home team is superior in retaining possession of
the ball. In this way, we not only confirm the well-known home advantage ef-
fect, but also quantify it with the claim that the home team is approximately
6% more likely to retain possession of the ball in the midfield region.
5.9.5 Team ability
The mark dependent team ability parameters ωh,m in expression (5.9) cap-
ture the relative ability of a team to make an event conversion in comparison
to a baseline team. The baseline team is assigned an ability value of 0 and
an ωh,m > 0 indicates that for the team h, a previous event is more likely
to trigger an event of mark m when compared to the baseline team. Being
the last team when listed alphabetically, West Ham United is taken as the
baseline in the modelling experiment.
The posterior means of the team ability parameters in Table 5.25 show the
relative abilities ωh,Home Pass S and ωh,Away Pass S of a team h to complete a
successful pass and retain possession when playing at their home and away
venues respectively. We obtain a ranking for the teams based on their rela-
tive passing ability by ordering the posterior means of the cumulative ability
(ωh,Home Pass S + ωh,Away Pass S) in Table 5.25.
Figure 5.17 provides a ridge-line plot of the posterior distribution of the pa-
rameters ωh,Home Pass S and ωh,Away Pass S. Once again, the teams are listed in
108
5.9. Parameter description
Team ωh,Home Pass S ωh,Away Pass S




Manchester United 0.79 0.46
Everton 0.51 0.73
Liverpool 0.65 0.56
Hull City 0.57 0.51
Tottenham Hotspur 0.25 0.81
Fulham 0.68 0.35
Stoke City 0.41 0.54
Newcastle United 0.56 0.34
Sunderland 0.70 0.03
Swansea City 0.46 0.24
Cardiff City 0.23 0.40
Norwich City -0.09 0.72
Crystal Palace 0.27 0.28
West Bromwich Albion 0.21 0.22
Aston Villa 0.37 -0.11
West Ham United 0.00 0.00
Table 5.25: Posterior means of team ability parameters ordered by the cu-
mulative ability (ωh,Home Pass S + ωh,Away Pass S) of the team h to complete a
successful pass and retain possession. Team information is incorporated into
the event conversion rates using the baseline logit specification in expression
(5.9).
the decreasing order of the means of their respective posterior distributions
which are marked in the figure by vertical lines. We observe that Manchester
United, the team with the highest ability to retain possession in home games
(Figure 5.17a), drop significantly down in the rankings for the away games
(Figure 5.17b). This suggests that Manchester United might be adopting a
more direct, counter-attacking playing style in their away games compared
to a possession based approach in the home games.
Figure 5.18a provides a ridge-line plot of the posterior distribution of the
cumulative ability of a team to attempt a shot on goal. A higher ωh,Home Shot,
for example, indicates that for the team h, an event like Home Pass S is more
likely to trigger a Home Shot. We do not expect the cumulative abilities
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Figure 5.17: Posterior distribution of the parameters ωh,Home Pass S in (a) and
ωh,Away Pass S in (b), from the baseline logit specification for incorporating
team abilities in expression (5.9). Teams are ranked in the decreasing or-
der of the means of their respective posterior distributions shown by the
overlayed vertical lines.
ωh,Home Shot + ωh,Away Shot of the dominant teams to be high, as they might
prefer to make additional passes to create better goal scoring opportunities.
A weaker team, on the other hand, typically has fewer opportunities to at-
tack and therefore, is more likely to attempt a shot on goal when possible.
Indeed, this is what we observe in Figure 5.18, where we compare the team
rankings based on their cumulative ability ωh,Home Shot + ωh,Away Shot with
the number of shots per pass completed in the attacking third (S/P column
in Figure 5.18b) in the training data. The comparison between Cardiff City
and Norwich City is an interesting example of two teams that appear to be
similar with 18 and 19 shots on goal attempted, respectively, in their two
games in the training data. However, the two teams are at the opposite ends































Team Shots Passes S/P
Cardiff City 18 115 0.16
Sunderland 28 195 0.14
Tottenham Hotspur 37 261 0.14
Aston Villa 20 153 0.13
Newcastle United 22 180 0.12
Crystal Palace 18 148 0.12
Stoke City 24 199 0.12
Everton 40 342 0.12
Chelsea 29 248 0.12
Fulham 19 163 0.12
West Ham United 22 194 0.11
West Bromwich Albion 18 159 0.11
Swansea City 23 214 0.11
Arsenal 30 280 0.11
Southampton 23 223 0.10
Liverpool 28 292 0.10
Manchester United 22 238 0.09
Manchester City 30 330 0.09
Norwich City 19 227 0.08
Hull City 13 191 0.07
(b)
Figure 5.18: (a) Posterior distribution of ωh,Home Shot +ωh,Away Shot, the cumu-
lative ability of a team h, relative to West Ham (baseline), to attempt a shot
on goal. (b) The number of shots, passes completed in the attacking third
and shots per pass completed in the attacking third (S/P) for each team in
the training data.
capturing the clear difference between their attacking styles.
Figure 5.19a shows the team rankings based on the cumulative ability to
trigger 5 different event types. For example, the Pass column ranks teams in
the decreasing order of their posterior means of ωh,Home Pass S +ωh,Away Pass S.
The teams are ordered in Figure 5.19a by the rankings based on their cumu-
lative passing ability. Despite training on just the first 20 out of 380 games
of the 2013/14 season, the rankings based on the passing ability is a good
predictor of the positions the teams finished in the final league table of the
2013/14 season in Figure 5.19b. We believe that by training on a larger num-
ber of games and ranking teams by event type, would not only result in a
better predictor of team performance, but also provide valuable insight into
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Team Pass Shot Goal Win Save
Manchester City 1 11 1 15 11
Chelsea 2 5 11 20 4
Arsenal 3 9 3 5 7
Southampton 4 10 8 7 19
Manchester United 5 13 4 2 18
Everton 6 6 17 11 14
Liverpool 7 18 12 9 5
Hull City 8 19 15 1 10
Tottenham Hotspur 9 2 14 3 6
Fulham 10 14 7 14 3
Stoke City 11 7 9 12 8
Newcastle United 12 8 19 16 17
Sunderland 13 1 13 8 2
Swansea City 14 17 18 17 12
Cardiff City 15 3 2 19 15
Norwich City 16 20 10 4 20
Crystal Palace 17 16 16 13 16
West Bromwich Albion 18 15 20 10 1
Aston Villa 19 12 5 6 13
West Ham United 20 4 6 18 9
(a) (b)
Figure 5.19: (a) Team rankings based on the cumulative ability to trigger
a particular event type. For example, the column Pass, ranks teams in
the decreasing order of their respective posterior means of ωh,Home Pass S +
ωh,Away Pass S. (b) The final positions of the teams in the league table of the
2013/14 season taken from www.whoscored.com. The team rankings esti-
mated using the cumulative passing ability in (a) is the best predictor of the
final positions in the league table in (b).
the playing styles of the different teams.
5.10 Recovering hidden structure
The probability mass function for the marks in expression (5.8) does not
directly provide any intuition towards the causality of the event occurrences.
The mark probability of any event is determined by the combined additive
effect from the background component and all previous occurrences. The
only exception is for the first event in the sequence that is triggered solely
from the background component. However, we may want to assume a causal
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constraint that any event is triggered by exactly one of the previous events
or the background and as this triggering is unobserved, we wish to recover
this hidden branching structure.
The branching structure denoted by ui, defined in Section 2.2.3, indicates
whether the i-th event is an immigrant (ui = 0) or an offspring of a previous
event with index j (ui = j). Given an observed event sequence FT, the
conditional branching structure probabilities P(ui = j | Fti) based on the
model specification in expression (5.8) are
P(ui = 0 | Fti) =
δmi |zi
δmi |zi + ∑tk<ti e
α−βmk→mi |zi (ti−tk)γmk→mi |zi
,









for tj < ti
0 for tj ≥ ti
. (5.15)
Even if the underlying process does not allow a constraint where the events
are triggered by exactly one of the previous events or the background, the
branching structure probabilities in expression (5.15) quantify the relative
contributions of the background and previous occurrences in the mark prob-
ability of the i-th event. Figure 5.20 shows the branching structure probabili-
ties for all events in the first four minutes of the game between Chelsea and
Hull City in the 2013/14 season. To illustrate the flexibility of the model to
account for dependence between events over arbitrary durations of time, we
highlight the event Home Shot which has a higher probability of being an
offspring of the event Home Out Corner than being an offspring of the more
recent Home Pass S event.
5.11 Real-time simulation
Finally, we illustrate how the mechanistic modelling framework developed
in this thesis can be used to simulate event sequences in football and ob-
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Figure 5.20: Branching structure probabilities for events in the first 4 minutes
of the game between Chelsea and Hull City in the 2013/14 season of the
English Premier League. The highlighted event Home Shot has a higher
probability of being an offspring of the event Home Out Corner than being
an offspring of the more recent Home Pass S event.
tain predictions of event probabilities in real-time. We split the first half
of the game between Arsenal and Tottenham Hotspur in the test data into
1-minute intervals starting at time 0 before any events have occurred. For
each interval, given the history of events up to but not including the inter-
val, we simulate events over the next one minute Q = 100 times for each
of the R = 500 posterior samples after updating from the excitation-based
Matrix beta model in Section 5.7.5 with the tuning parameter setting (W = 5,
N = 100).
In Figure 5.21, we plot the proportion of all simulations within each interval
where at least one Home Shot event was simulated, and use dotted lines to
denote the intervals where an Home Shot event was actually observed. A
quick inspection reveals that in 6 of the 8 intervals in which a Home Shot is
observed, the model predicts a probability greater than 0.26 (mean predicted
probability over the 45 intervals). We believe the predictive performance can
be improved by training on a larger number of games to get better estimates
of the parameters capturing the team abilities as well as the underlying
game dynamics. Also, the association rule framework for identifying signif-





















Figure 5.21: Forecasting the probability of observing at least one Home Shot
event in 1-minute intervals over the first half of the game between Arsenal
and Tottenham Hotspur in the test data. Intervals with observed Home Shot
events are highlighted using dotted lines.
Events like shots and goals could be treated differently, as they are arguably






Analysing event sequences using mechanistic point process models has the
potential to describe the underlying scientific process that generated the
data. However, such mechanistic models are typically specified using a joint
conditional intensity and in general are not flexible enough to be applied to
real-world datasets. It is also common to make strong restrictive assump-
tions like separability to simplify the model as the joint modelling of the
components of the process can be challenging. In this thesis, we developed a
flexible mechanistic modelling framework for marked spatio-temporal point
processes that are suitable for a wide-range of applications.
The focus area of our work was motivated by the problem of modelling
event sequences in association football. Most analyses in football are typi-
cally done manually by watching video footage or using simple frequency
analysis of match events. Sophisticated analyses of football data, however, is
mathematically challenging due to the continuous interaction between play-
ers within and across the two teams. We applied the flexible framework for
marked spatio-temporal point processes to the event sequences in football
with the aim of describing the game dynamics.
Building on the decomposition of a multivariate density function, in Chapter
3, we showed how the joint modelling in classical point process models, like
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Hawkes processes, can be decoupled. We developed a flexible modelling
framework that can, for example, retain the characteristic property of exci-
tation in Hawkes processes, in the model for the marks while avoiding the
clustering of event times. We provided details on the parameter estimation
for such flexible processes via an EM (Expectation-Maximisation) algorithm
that takes advantage of the inherent branching structure. In Chapter 4, we
developed a comprehensive Bayesian approach for the modelling of flexible
marked spatio-temporal point processes that can be readily applied to other
applications, especially when on-line inference is necessary. We discussed
a formal approach to evaluate the goodness of fit of Bayesian models using
the out-of-sample log predictive density. We also developed a framework for
updating the model parameters based on new data and then simulating a
sequence of events, that can be implemented efficiently to make predictions
in real-time.
In Chapter 5, we presented a case study on the application of mechanistic
point process models to event sequences in football. We discussed in detail
how the flexible modelling framework developed in this thesis can be tai-
lored to separately model the components of the events in football, namely,
the times, the locations and the event types. We were also able to incor-
porate team information into the model in a direct way that captures the
relative abilities of the teams. We developed a method based on associa-
tion rules to reduce the increased model complexity introduced by model
extensions. The rule-based approach identifies significant event interactions
within sequences in a clever way by placing thresholds on some measures
of significance. We then evaluated the accuracy of the excitation based mod-
els by comparing against two baseline models and confirmed the superior
performance of the models with excitation effects.
We provided a detailed parameter description showing how the model pa-
rameters can be used to gain valuable insight into football. The excitation
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framework of the best performing model captures both the magnitudes and
the durations of all pairwise event interactions across different locations.
From the conversion rate parameters, we were able to quantify the well-
known home advantage effect, and learned that the home team is approxi-
mately 6% more likely to retain possession of the ball in the midfield region.
We also discussed how the team ability parameters can be used to obtain
rankings for the teams by event type, that can be used as predictors for
team performance. The team ability parameters also captured some interest-
ing differences in the playing styles of the teams, that weren’t immediately
apparent. In this way, the model along with its parameters can be used to
develop a deeper understanding of the game-play by the coaching staff and
inform strategic decision making. The proposed model can also be used to
simulate the sequence of events in a game to obtain real-time predictions
of event probabilities. We believe these predictions would enhance, among
others, the viewing experience of televised games.
We also identified some key ideas for future work and extensions. Our mod-
elling framework is built on the traditional Hawkes process model that could
be extended to incorporate non-linear excitation effects as well as inhibitory
effects. Also, as we do not account for the evolution of the parameters over
games, having a time-varying hierarchical structure could prove to be a valu-
able addition. The use of a more constrained prior specification to handle
model complexity would also be an interesting area to explore. Finally, we
also feel it would be worthwhile to adopt a more involved on-line inference
algorithm like the SMC method to maximise performance.
To conclude, we believe the flexible modelling framework developed in this
thesis could be a valuable addition to the arsenal of point process modellers,
aiding in the development of customised models borrowing the required
characteristics from existing models. And the modelling of event sequences
in football using excitation based mechanistic models offer the capability to
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describe event interactions, evaluate team performance and forecast events
that can make a significant impact in a highly competitive sport.
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Networks as a novel tool for studying team ball sports as complex social
systems. Journal of Science and Medicine in Sport 14(2), 170–176.
Pena, J. L. and H. Touchette (2012). A network theory analysis of football
strategies. arXiv:1206.6904.
R Core Team (2019). R: A Language and Environment for Statistical Computing.
Vienna, Austria: R Foundation for Statistical Computing.
Raiffa, H. and R. Schlaifer (1961). Applied Statistical Decision Theory. Divi-
sion of Research, Graduate School of Business Administration, Harvard
University.
Rasmussen, J. G. (2013). Bayesian inference for hawkes processes. Methodol-
ogy and Computing in Applied Probability 15(3), 623–642.
Robberechts, P., J. Van Haaren, and J. Davis (2019). Who will win it? an
in-game win probability model for football. arXiv:1906.05029.
Routley, K. and O. Schulte (2015). A markov game model for valuing player
actions in ice hockey. In M. Meila and T. Heskes (Eds.), UAI, pp. 782–791.
Rue, H. and L. Held (2005). Gaussian Markov random fields: theory and applica-
tions. London: Chapman & Hall.
Stan Development Team (2020). Cmdstan: the command-line interface to
stan. Version 2.22.1.
Van Haaren, J., S. Hannosset, and J. Davis (2016). Strategy discovery in
professional soccer match data. In Proceedings of the KDD-16 Workshop on
Large-Scale Sports Analytics, pp. 1–4.
Veen, A. and F. P. Schoenberg (2008). Estimation of space–time branching
process models in seismology using an em–type algorithm. Journal of the
American Statistical Association 103(482), 614–624.
126
Bibliography
Vehtari, A., A. Gelman, and J. Gabry (2017). Practical bayesian model evalu-
ation using leave-one-out cross-validation and waic. Statistics and comput-
ing 27(5), 1413–1432.
Wang, Q., H. Zhu, W. Hu, Z. Shen, and Y. Yao (2015). Discerning tactical
patterns for professional soccer teams: an enhanced topic model with ap-
plications. In Proceedings of the 21th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pp. 2197–2206.
127
