Tle dynamics of a kicked, anisotropic, damped spin is reduced to a two-dimensional map. This map exhibits such features as bifurcation diagrams, regular or chaotic attractors/repellors and intermittent-like t r a n s i t i o n s b e t w e e n t w o s t r a n g e a t t r a c t o r s . W i t h i n c r e a s e o f d a m p i n g a t r a n s i t i o n from chaos to the frxed point attractor occurs. On tle contrary to the Hamiltonian case the type of magnetic anisotropy plays a crucial role for damped models. The evidence of a deterministic chaos [1-2] appearing in spin models and magnetic materials was reported in several theoretical [3] [4] and experimental papers [5] [6] . However, although real magnets do suffer effects of dissipation, up to now the damping was included only in theoretical investigations on chaotic motion of domain walls [7] [8] . The aim of this paper is to study effects of dissipation on the simple but (as we think) important model of a kicked, anisotropic spin. Preliminary results were published in the paper [9] .
The time evolution of this system can be described by the Landau-Lífshitz equation of motion with the damping term where Βeff = -dH/dS is the effective magnetic field acting on the spin S and λ (λ > 0) is the damping parameter. This type of damping is frequently used in the theory of dynamics of magnetic systems [7] [8] [11] [12] based on the micromagnetic approach and a connection of this damping with the more general formulation of relaxation mechanism in many body systems can be found in the Ref. [13] . The dissipative character of the second term on the right hand side of Eq. (2) can be easily seen if one notices that a total time derivative of a Hamiltonian can be written in spherical coordinates as From (3a) it follows that for ∂H/∂t = 0 there is dH/dt < 0 due to the positivity of λ. This fact does not mean however that a flow in the phase space always contracts. Calculating from Eq. (2) a rate of contraction of the (φ, p) phase space (where p denotes S cos ΰ) one gets It follows from (3b) that in general this rate is not equal to a constant and it can be positive or negative depending on the point in the phase space and model parameters (it corresponds to repelling or attracting regions in the phase space respectively).
Ιn order to simplify calculations we assume that the magnetic field !3(t) in the Hamiltonian (1) is a periodic series of delta-like pulses with period τ The time evolution of the spin S(t) during each period of the field can be divided into two parts: in the absence of the magnetic field and in the presence of this field. For the first case, e.g. for t (0 + , τ + 0-) one gets from Eq. (2) a map ΤA describing the evolution of the spin between two subsequent pulses of the field TA[S(t = 0 + )] = S(t = τ + 0-). This map can be written as follows: It is easy to check that the points (Si ±S, S = Sz = 0) are two trivial fixed points of the map (7) . In order to check the stability of these points we linearized the map (7) around the point (Sx = S, S = Sz = 0) (the stability ' analysis of the second trivial fixed point is performed in the similar way changing B
to -B) and we found that for λ <t 1 eigenvalues of the linearized twodimensional map are
It follows from (8) that for λ = 0 the system is stable provided Eq. (9a) (for A > 0)
or Eq. (9b) (for A < 0) is fulfilled,
On the other hand it follows from Eq. (8) that for small but non-zero damping λ « 1 the values of magnetic flelds given by Eqs. (9) correspond to the stable fixed point provided that the field is larger than some critical value Βc= A S τ . I t i s interesting that for B < Β, the nonzero damping causes the increase of the modulus of eigenvalues Λl(2) with respect to the undamped case.
The map (7) was investigated by us numericaHy and without any loss of generality we assumed S = 1 and τ = 2π. For λ = 0 three types of solutions are possible [3] [4] : regular solutions (case a), regular solutions surrounded by a chaotic sea (case b -see Fig. 1 ) and a chaotic sea fiHing the whole phase space (case c).
We observed that for the values of A and Β corresponding to the cases (a)-(b) and for nonzero damping the transient evolution of the system towards a fixed point attractor occurred. Depending on the initial conditions various types of the transients were found. A spiral transient occurred for the initial condition chosen from the regular region of the phase space containing the attractor. If the starting point was inside the chaotic sea the transient filled this sea more or less densely, then jumped suddenly to one of the regular regions surrounding a corresponding ffxed point and next reached this point by a spiral. As the regular region or the chaotic sea we understand here the respective parts of the phase space in the case λ = 0 (Fig. 1) . If the initial point was chosen inside the regular region surrounding a repelling point the transient consisted of an unwinding spiral, a random walk over the chaotic sea and a sudden jump to a spiral reaching the fixed point (Fig. 2) . The bigger the parameter λ, the earlier the fixed point is reached (for the same starting points). Our results in this point are similar to those of Ref. [14] where a capture of stochastic trajectories under the influence of small dissipation in a model of a nonlinear oscillator was observed. For all values of λ bigger than λ1 the system evolves, depending on the initial conditions, to one of two point-like attraction where both of them are symmetric with respect to each other, i.e. with respect to a transformation cos υ → -cos υ , φ -^ -φ . At the value λ 1 the first period-doubling bifurcation appears. A sequence of next period doubling bifurcations terminates at λc and for λ < λc the motion is chaotic (although some regular windows appear). The values of the first five ratios δk = (λk+1 -λk)/(λk+2 -λz+) are the following: 14.82, 3.62, 4.50, 4.60, and one finds a good convergence to δ = 4.67 which is the characteristic Feigenbaum value for dissipative systems with quadratic extremum maps. This result should not be mistaken with the studies on scaling of Feigenbaum constants during a crosssover between dissipative and hamiltonian dynamics in the Henon map [15] because in our case the damping parameter λ is simultaneously the chaos control parameter.
Two symmetric (simple or strange) attractors exist for λ > λi. For λ = however the coalescence of both attraction occurs and for λ < λi the spin starts to move between both of them (see Fig. 4a ). For λ < λi, as the parameter λ is made smaller and smaller, then the time of stay of the system on the lower or upper branch of the attractor is shorter and shorter and a rising number of scattered points in the middle region of the phase space is observed. Due to this fact the separation between the two branches of the attractor becomes less and less evident (Figs. 4a-d) .
Apart from strange attractors, our model exhibits also another interesting feature, i.e. strange repellors [16] [17] . In Fig. 5 we present a strange repellor of the map Τ obtained as an attractor of the map Τ-1 = Τ-ΒΤ-Α.
Moreover, for values of λ lover but comparable to λi the motion has the intermittent-like character shown in Fig. 6 and the upper or lower branch of the attractor corresponds to a laminar region in the standard theory of the intermittency [2, 18]. In the limit λ → λi-the mean length of this "laminar region" tends to infmity (we were not able however to find any scaling law describing this divergence).
The existence of an upper and a lower branch of the attractor is a consequence of the Ising-like symmetry of anisotropy. Since the z-axis is the easy magnetization axis thus the spin tends (neglecting the effects of the field) to stay in one of the favorable energetically positions so long as the damping is so high that it is impossible to jump from one to another energy well. If the damping is lower however such jumps are possible. Thus the intermittency bursts appear. They play here a Similar role as the kink-solitons restoring the symmetry in the Ising-like chains [19] . The only difference is that kinks connect the different domains in space while the intermittent bursts connect the different domains in time. A similar phenomenon of merging two distinct attraction was observed first in Ref. [20] where a driven particle in a double well potential was studied.
Quite different results were obtained for the case (ii) of the planar symmetry of the anisotropy. One can notice that due to the symmetry of the equation of motion the only difference for the trajectories (φn, cos υn ) obtained with no damping for cases A = -1 and A = 1 is a transformation φn -> φ + π,υ n -^ π -υn . However, in the presence of the small but nonzero damping (i.e. λ « 1) the positions of attraction and repellors observed by us for both these cases were nearly exactly interchanged. Thus the effect of damping is quite different for the case (ű) for λ < λ. One should notice for example that although with a decrease of damping the bifurcation Sequence is seen as in Fig. 3b but there is no point in this figure corresponding to λi of Fig. 3a . In the case (ii) there is an attractor in the centre of the phase space (φ, cos V) and no coalescence of two attractors occurs. This is a result of the existence of only one energy minimum at cos z7 = 0, φ = 0 for the case (ii) instead of two degenerated energy minima corresponding to cos 9 > 0 or < 0 for the case (i).
In both cases considered above, if we forget about the existence of narrow periodic windows, the general effect of damping is in suppressing a tendency for chaos (Figs. 3a-b) .
Although some of our results (Fig. 2) resemble the previous studies on the nonlinear oscillator [14] and mode-coupling phenomena in plasma systems [21] , some other features of our model are quite different. For example in the quoted models the increase of damping causes a clear transition from periodic to strange attraction while a tendency in our model was just opposite. Moreover, we observed an interesting influence of a symmetry of magnetic anisotropy on the properties of attractors. Our model seems to be more difficult to handle by analytical methods than Henon map [15] because its Jacobian JA JB depends on the point in the phase space. On the other hand, due to the connections of this model to real magnetic systems there is a chance that the results of our computer simulations will be verified by an experiment.
