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EXPLICIT MODELS FOR SOME STABLE CATEGORIES OF
MAXIMAL COHEN-MACAULAY MODULES
LOUIS DE THANHOFFER DE VO¨LCSEY AND MICHEL VAN DEN BERGH
Abstract. We give concrete DG-descriptions of certain stable categories of
maximal Cohen-Macaulay modules. This makes in possible to describe the
latter as generalized cluster categories in some cases.
1. Introduction
Throughout k is a field. Let (R,m) be a local complete noetherian Gorenstein k-
algebra of Krull dimension n with an isolated singularity and with R/m ∼= k. Then
it is well-known that the stable category of Cohen-MacaulayR-modules MCM(R) is
an n−1-Calabi-Yau category. This category is also sometimes called the singularity
category of R.
Assume given a Cohen-Macaulay R-module N such that Λ = EndR(R ⊕ N)
has finite global dimension and is a Cohen-Macaulay R-module. Thus Λ is a non-
commutative crepant resolution of R in the sense of [16]. Under these conditions
Iyama has shown that N is an n−1-cluster tilting object in MCM(R) [6, Thm 5.2.1]
and it is a natural question if MCM(R) may be obtained by one of the standard
constructions of CY-categories with cluster tilting object [1, 5].
Assume for simplicity that N contains no repeated summands and no summands
isomorphic to R. Let (Si)i=0,...,l be the simple Λ-modules with S0 corresponding
to the summand R of R ⊕ N . Let e0 the idempotent given by the projection
R⊕N → R. Put l = Λ/ radΛ and l0 = le0.
In this note we observe the following (Lemma 4.1, Theorem 5.1.1, Remark 5.1.2)
Theorem 1.1. Let (TlV, d) → Λ be a finite minimal model for Λ (see §4). Put
Γ = TlV/TlV e0TlV . Then one has
MCM(R) ∼= Perf(Γ)/〈(Si)i6=0〉
and furthermore Γ has the following properties:
(1) Γ has finite dimensional cohomology in each degree;
(2) Γ is concentrated in degrees ≤ 0;
(3) H0(Γ) = Λ/Λe0Λ;
(4) As a graded algebra Γ is of the form Tl0V
0 for V 0 = (1− e0)V (1− e0).
The miminal model (TlV, d) always exists for abstract reasons (see Lemma 4.1
below) but to use Theorem 1.1 effectively one must be able to describe it. There
are at least two cases where this is easy:
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• Λ is 3-Calabi-Yau. It then follows from [14] that the minimal model of Λ
is derived from a super potential.
• Λ is Koszul.
We obtain in particular (see Proposition 5.2.1 below)
Proposition 1.2. Assume that Λ is 3-Calabi Yau. Then MCM(R) is the gener-
alized cluster category associated to a quiver with super potential as introduced by
Claire Amiot in [1].
The Koszul case is well taylored to quotient singularities. In §6.4 we consider
the case where R = k[[x1, . . . , xn]]
G for G ∼= Z/mZ acting linearly (Proposition
6.5.1) with weights (ξai)i for ξ a primitive m’th root of unity and 0 ≤ ai ≤ m− 1,
gcd(ai,m) = 1,
∑
i ai
∼= 0 mod m. We given an explicit description of Γ in this
case.
As an application (Proposition 6.6.1 below) of this explicit description of Γ we
obtain a new proof of the following result from [2, 7]
Proposition 1.3. Assume
∑
i ai = m. Let P be the quiver with vertices [m−1]
def
=
{1, . . . ,m − 1} and for each j ∈ [m − 1] and i ∈ [n] such that j + ai ∈ [m − 1]
an arrow xi : j → j + ai with relations xixi′ = xi′xi. Let C be the path algebra
of P modulo these relations. Let ΘC = RHomCe(C,C ⊗C) be the inverse dualizing
complex of C [10, 15]. Then there is a quasi-isomorphism of DG-algebras
Γ ∼= TC(ΘC [n− 1])
In particular MCM(R) is a generalized n− 1-cluster category.
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3. Notation and conventions
Throughout l is a separable algebra over the ground field k. If we refer to an
“algebra” Γ then we mean an l-algebra. In other words Γ is implicitly equipped
with a ring homomorphism l → Γ. Unadorned tensor products are over k.
4. Preliminaries
In this paper we deal with two settings. The “complete” case and the “graded”
case. This mainly affects our definition of a tensor algebra. Let V be an l-bimodule
and denote by T ◦l V the ordinary tensor algebra of V . In the complete case TlV
is the completion of T ◦l V at the twosided ideal (T
◦
l V )+ generated by V . If V
carries an additional Z-grading (in a homological sense) then TlV refers to the
graded completion of T ◦l V at (T
◦
l V )+. In the graded case V will be equipped
with an additional (non-homological) grading which we sometimes refer to as the
“Adams grading” (following [13]). In this case TlV is simply T
◦
l V equipped with
the extended Adams grading.
• In the complete case we deal with (DG-)algebras which can be written as
of TlV/I with V a finitely generated (graded) l-bimodule and I a (graded)
closed ideal in TlV .
• In the graded case we deal with graded (DG-)algebras which can be written
as of TlV/I with V a finitely generated (bi)graded l-bimodule and I a
(bi)graded ideal. Unless otherwise specified the Adams grading will be left
bounded in each homological degree.
Below we will use finite minimal models for some algebras. For us a finite minimal
model of an algebra Λ will be a DG-algebra of the form (TlV, d) for a finitely
generated graded l-bimodule V living in degrees ≤ 0 such that dV is in the twosided
ideal generated by V ⊗l V , together with a quasi-isomorphism TlV → Λ (with Λ
being viewed as a DG-algebra concentrated in degree zero).
Lemma 4.1. Let Λ be either complete of the from l+ radΛ or graded of the form
Λ = l + Λ1 + · · · . Assume dim
∑
iTor
Λ
i (l, l) < ∞. Then Λ has a finite minimal
model with
(4.1) V =
⊕
i≥1
TorΛi (l, l)[i− 1]
Conversely if Λ has a finite minimal model TlV then V is given by the formula
(4.1).
Proof. This follows from the bar-cobar formalism. In the graded case it has been
proved explicitly in [13] (see §1.1 in loc. cit.). One checks that the proof also goes
through in the complete case (see e.g. [14, Prop. A.5.4]). 
For our examples we only need the case where Λ is a Koszul algebra or a com-
pletion thereof. In that case it is trivial to construct the minimal model directly
(see Proposition 6.1.1 and Remark 6.1.2 below).
5. Stable categories of Cohen-Macaulay modules
In this section we show how to obtain explicit models for some stable categories
of Cohen-Macaulay modules. In order to have somewhat concise statements we
intentionally do not work in the greatest possible generality.
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5.1. General results. In this section we assume that (R,m) is a complete local
noetherian Gorenstein k-algebra with an isolated singularity (by complete local
we mean either literally complete local or else N-graded local and R/m = k).
Let (Mi)i=1,...,l be indecomposable finitely generated maximal Cohen-Macaulay R-
modules which are pairwise non-isomorphic and also not isomorphic to R. Put
M0 = R, M =
⊕
iMi and Λ = EndR(M). Assume that Λ has finite global
dimension so that Λ is a non-commutative crepant resolution of R in the sense
of [16].
Let ei ∈ Λ be the idempotent given by the projectionM →Mi and put Pi = Λei.
Let Si = Pi/ radPi be the corresponding simple Λ-module. Put l =
∑
i kei.
Theorem 5.1.1. Let TlV be a finite minimal model of Λ (cfr Lemma 4.1). Let
MCM(R) be the stable category of maximal Cohen-Macaulay R-modules (graded if
we are in the graded context). Put Γ = TlV/TlV e0TlV .
(1) The (Si)i6=0 are perfect Γ-modules and furthermore there is an exact equiv-
alence
MCM(R) = Perf(Γ)/〈(Si)i6=0〉
(2) The DG-algebra Γ has finite dimensional cohomology in each degree. Fur-
thermore H0(Γ) = Λ/Λe0Λ.
Remark 5.1.2. Put V 0 = (1 − e0)V (1 − e0) and l0 = l/le0. Then it is not hard to
see that
TlV/TlV e0TlV ∼= Tl0V
0
Proof of Theorem 5.1.1. We first prove (1). According to Lemma 5.1.3 below we
have an equivalence
Dbf (Λ)/〈(Si)i6=0〉 ∼= D
b
f (R) :
which sends P0 to R.
Hence using Buchweitz’s theorem [3] we get
(5.1) MCM(R) = Dbf (R)/〈R〉 =
(
Dbf (Λ)/〈(Si)i6=0
)
/〈P0〉
= Dbf(Λ)/〈P0, (Si)i6=0〉 =
(
Dbf(Λ)/〈P0〉
)
/〈(Si)i6=0〉
To obtain our conclusion it is now sufficient to prove
Dbf (Λ)/〈P0〉 = Perf(TlV/TlV e0TlV )
By hypotheses Λ has finite global dimension and henceDbf (Λ) = Perf(Λ) = Perf(TlV ).
We may now conclude as in [10, Lemma 7.2] (and proof).
Since Hi(Γ) = HomPerf(Γ)(Γ,Γ[i]) and Perf(Γ) ∼= D
b
f (Λ) the second statement is
an immediate consequence of Proposition 5.1.4 below. 
Lemma 5.1.3. The functor
(5.2) Ξ : Dbf (Λ)→ D
b
f (R) : N 7→ e0N
induces an equivalence
Dbf (Λ)/〈(Si)i6=0〉 ∼= D
b
f (R) :
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Proof. Let U ∈ Dbf (R). Since P0 is a vector bundle on SpecR− {m} we have that
P0 ⊗R U has finite dimensional cohomology.
Let N be such that for n ≥ N we have H−n(U) = 0. We claim that for n ≥ N
we have that H−n(P0
L
⊗R U) is an extension of (Si)i6=0, i.e. e0H
−n(P0
L
⊗R U) = 0.
Indeed
(5.3) e0H
−n(P0
L
⊗R U) = H
−n(e0Λe0
L
⊗R U) ∼= H
−n(R
L
⊗R U) = H
−n(U) = 0
Define Φ(U) = τ≥−N (P0
L
⊗RU). Then Φ(U) is a well defined object ofD
b
f (Λ)/〈(Si)i6=0〉.
We claim that Φ(−) yields a quasi-inverse to (5.2).
If U ∈ Dbf (R) then the computation (5.3) shows that ΞΦ(U) = U . Conversely
assume V ∈ Dbf (Λ). Then ΦΞ(V ) = τ≥−N (P0
L
⊗R e0V ). Let C be the cone of
P0
L
⊗R e0V = Λe0
L
⊗R e0V → V . We see e0C = 0. In other words the cohomology
of C is given by extensions of (Si)i6=0. Furthermore by our choice of N we have
e0H
−n(V ) = H−n(e0V ) = 0 for n ≥ N and hence H−n(V ) is an also an extension
of (Si)i6=0 for such n. Thus working modulo 〈(Si)i6=0〉 we have
τ≥−N (P0
L
⊗R e0V ) = τ≥−NV = V
which finishes the proof. 
Proposition 5.1.4. The category Dbf (Λ)/〈P0〉 is Hom-finite and in addition
(5.4) HomDb
f
(Λ)/〈P0〉(Λ,Λ) = Λ/Λe0Λ
Proof. Since Λ has finite global dimension to prove Hom-finiteness it is sufficient
to prove for any M ∈ Dbf (Λ):
(5.5) dimHomDb
f
(Λ)/〈P0〉(Λ,M) <∞
If N ∈ mod(Λ) then there is a map
(5.6) φ : Pn0 → N
such that cokerφ ∈ 〈(Si)i6=0〉. Using φ we can “resolve” any M ∈ D
b
f (Λ) with a
complex P ∈ 〈P0〉 such that cone(P → M) modulo 〈(Si)i6=0〉 is an object M1 in
mod(Λ)[n] for n≫ 0. Hence to prove (5.5) we have reduced ourselves to the cases
M ∈ mod(Λ)[n] for n≫ 0 or M = Si[p] for i 6= 0 and p ∈ Z.
To deal with the case M = Si[p] let N be an extension of (Si)i6=0 in mod(A).
Then HomiDb
f
(Λ)(P0, N) = 0 from which we easily deduce
(5.7) HomiDb
f
(Λ)/〈P0〉
(Λ, N) =
{
N if i = 0
0 otherwise
Thus this case is clear.
To deal with the other case it is sufficient to show the following statement.
Assume M ∈ mod(Λ) then
(5.8) HomiDb
f
(Λ)/〈P0〉
(Λ,M) = 0
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for i > 0. Let p be a map Λ → M [i] in Dbf (Λ)/〈P0〉 with i > 0. Then p is
represented in Dbf (Λ) by a diagram of the following kind
C
p′
!!❈
❈❈
❈❈
❈❈
❈
q
  
  
  
  
Λ M [i]
such that P
def
= cone q ∈ 〈P0〉. It is easy to see that we may assume that this diagram
is an actual diagram of complexes and that in addition C is a finite complex of
finitely generated projectives. Then it follows that we may also assume that P is a
finite complex of finite direct sums of P0.
The composition P [−1]→ C
p′
−→M [i] factors through σ≤−i(P [−1]) where σ≤−i
denotes “naive” truncation. Hence σ≤−i(P [−1]) ∈ 〈P0〉.
We then obtain a morphism of distinguished triangles in Dbf (Λ)
P [−1] //

C
p′

q
// Λ

σ≤−i(P [−1]) // M [i] // Z
where Z is the cone of the lower leftmost map. We see that Z has no cohomology in
degree zero and hence HomDb
f
(Λ)(Λ, Z) = 0. Thus p
′ factors through σ≤i(P [−1]).
So p (which is the image of p′ in Dbf(Λ)/〈P0〉) is the zero map. This finishes the
proof of (5.8) for i > 0.
It follows also from (5.8) that HomDb(Λ)/〈P0〉(Λ,−) is a right exact functor on
mod(Λ). To compute HomDb(Λ)/〈P0〉(Λ,M) let M¯ = cokerφ (cfr (5.6)). Applying
(5.8) together with (5.7) to the right exact sequence
Pn0 →M → M¯ → 0
we obtain
HomDb(Λ)/〈P0〉(Λ,M) = M¯
Applying this identity with M = Λ we immediately obtain (5.4).
5.2. Application to Claire Amiot’s generalized cluster categories. Let (Q,w) =
(Q0, Q1, w) be a quiver with super potential (thus w is an element of the completed
path algebra k̂Q). The Ginzburg algebra Γ(Q,w) is the DG-algebra (kQ˜, d) where
Q˜ is the graded quiver with vertices Q0 and arrows
• The original arrows a in Q1 (degree 0);
• Opposite arrows a∗ for a ∈ Q1 (degree -1);
• Loops ci at vertices i ∈ Q0 (degree -2). We put c =
∑
i ci.
The differential is
da = 0 a ∈ Q1
da∗ =
∂w
∂a
a ∈ Q1
dc =
∑
a∈Q1
[a∗, a]
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Let Γ̂(Q,w) be the graded completion of Γ(Q,w) at path length. The cohomology
in degree zero of Γ̂(Q,w) is called the Jacobian algebra of (Q,w) and is denoted by
P(Q,w). Concretely one has
P(Q,w) = k̂Q
/〈(
∂w
∂a
)
a∈Q1
〉
Put
CQ,w = Perf(Γ̂(Q,w))/〈(Si)i∈Q0〉
where Si is the simple kQ˜ representation corresponding to the vertex i (this is
perfect because of [11, §2.14]). In [1, Thm 3.6] Claire Amiot shows that if P(Q,w)
is finite dimensional then CQ,w is a 2-CY category with cluster tilting object Γ̂(Q,w).
The endomorphism ring of this cluster tilting object is P(Q,w).
Assume now that R is a complete local 3-dimensional Gorenstein domain with
residue field k with an isolated singularity. Assume that N is a Cohen-Macaulay
R-module whose summands are not isomorphic to R and pairwise non-isomorphic
such that in addition the following property holds:
• For Λ = EndR(R⊕N) one has Λ ∼= H∗(Γ̂(Q,w)) for some finite quiver and
potential w.
This condition is equivalent to the 3-Calabi-Yau property for Λ (see [4, 10, 14]).
Let 0 be the vertex of Q corresponding to the R-summand of R⊕N . Let (Q0, w0)
be obtained from (Q,w) by deleting all edges in Q which are adjacent to 0 and all
paths in w which pass through 0. By Theorem 5.1.1 one obtains
Proposition 5.2.1. One has an exact equivalence of triangulated categories
MCM(R) ∼= CQ0,w0
Example 5.2.2. Assume that R = k[[t, x, y, z]]/(xy − zt). Then R has a non-
commutative crepant resolution EndR(R ⊕ I) with I = (x, z). The corresponding
quiver is
0
p ++
q ++ 1
r
kk s
kk
with super potential
w = psqr − prqs
We see that Q0 consists of the single vertex 1 and w0 = 0. Hence
Γ̂(Q0, w0) = k[c]
with deg c = −2. Using the definitions in [9] it follows that MCM(R) is the clus-
ter category associated to the single vertex/no loops quiver; which is simply the
category of Z/2Z graded finite dimensional vector spaces.
6. Minimal models for Koszul algebras
The first few sections contain no new material. Their main purpose is to make
explicit some formulas. Throughout we follow a version of the Sweedler convention.
An element a of a tensor product X⊗Y is written as a′⊗ a′′ (thus we suppress the
summation sign) and a similar convention for longer tensor products.
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6.1. The general case. Below A = T ◦l V/(R) is a finitely generated quadratic
algebra (thus V is a finitely generated l-bimodule and R ⊂ V ⊗l V ). We put
Jn =
n−1⋂
i=0
V ⊗i−1 ⊗R⊗ V ⊗n−1−i
and in particular J1 = V , J2 = R.
We note that A is naturally N-graded by giving V degree 1 (as usual this is
referred to as the Adams grading).
The canonical map
Jn 7→ Ji ⊗l Jn−i
is denoted by δi (or δi,n−i for clarity). It has degree zero for the Adams grading.
Following our convention we write.
δi(a) = δi(a)
′ ⊗ δi(a)
′′
Put
V˜ =
⊕
n>0
Jn[n− 1]
and
A˜ = TlV˜
For a ∈ Jn considered as an element of degree n− 1 in A˜ we put
da = (−1)i−1
∑
i
δi(a)
′ ⊗ δi(a)
′′
It is easy to see that d2 = 0.
Proposition 6.1.1. Assume that A is Koszul. Then the map q : A˜ → A induced
from the projection map V˜ → J1 = V is a quasi-isomorphism.
Proof. This follows in the standard way from the bar-cobar formalism (see Lemma
4.1). For the benefit of the reader we give a direct proof.
By definition the fact that A is Koszul means that the following complex of
graded left A-modules is exact
(6.1) · · · → A⊗l J2 → A⊗l J1 → A→ l→ 0
where the differential is given by
d : A⊗l Jn → A⊗l Jn−1 : a⊗ b 7→ aδ1,n−1(b)
′ ⊗ δ1,n−1(b)
′′
Put
M = (TlV˜ )+
def
=
⊕
n≥1
V˜ ⊗ln ⊂ TlV˜
We consider M as a left A˜ sub DG-module of A˜. As left graded A˜-module we have
M = A˜⊗l (J1 ⊕ J2[1]⊕ J3[2]⊕ · · · )
Let C˜ be the cone of the inclusion map i :M → A˜. As graded A˜-modules we have
C˜ = A˜⊗l (l ⊕ J1[1]⊕ J2[2]⊕ · · · )
As coker i = l the obvious map C˜ → l is a a quasi-isomorphism.
Put C = A⊗A˜ C˜. Then one checks that C is precisely the complex (6.1) (without
the right most l). Thus C → l is a quasi-isomorphism as well and hence so is the
canonical map C˜ → C.
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We now equip C˜ with an ascending filtration of sub-DG-A˜-modules as follows:
F0C˜ = A˜, F1C˜ = A˜⊗ (k ⊕ J1[1]), . . . . We equip C with the similar filtration. The
canonical map C˜ → C is a map of filtered DG-A˜-modules.
Assume we have shown that A˜→ A is a quasi-isomorphism in Adams degree≤ n.
Then (C˜/F0C˜)n+1 → (C/F0C)n+1 is a quasi-isomorphism. Given that C˜n+1 →
Cn+1 is a quasi-isomorphism we deduce that F0C˜n+1 = A˜n+1 → An+1 = (F0C)n+1
is also a quasi-isomorphism. 
Remark 6.1.2. It is easy to see that a suitable analogue of Proposition 6.1.1 holds
for the completed rings (T ◦l V/(R))ˆ . Indeed this simply means that the directs sums
involved in the grading become direct products. Taking direct products of vector
spaces is an extremely well behaved functor so it does not break anything. We will
rely on this fact below without further elaboration.
6.2. Polynomial rings. We recall the familiar finite minimal model for polynomial
rings. Assume A = k[x1, . . . , xn]. If we put V =
∑
i kxi then Jn = ∧
nV ⊂ V ⊗n.
Write xS = ∧i∈Sxi for S ⊂ [n], [n] = {1, . . . , n}, S 6= ∅. In the wedge product
∧i∈Sxi we assume that the indices of the variables are in ascending order.
Specializing §6.1 to this situation we obtain that A˜ is equal to k〈(xS)S 6=∅〉 with
differential
(6.2) dxS =
∑
S=A
∐
B,A 6=∅,B 6=∅
(−1)|A|−1ǫA,BxAxB
where ǫA,B is the sign defined by
∧i∈Sxi = ǫA,B (∧i∈Axi) ∧ (∧i∈Bxi)
6.3. Crossed products. We now assume that k has characteristic zero. Assume
that Λ = A#G is a crossed product with A = k[x1, . . . , xn] and G a finite group
acting linearly on A. Since the construction of the finite minimal model of A is
functorial (it is an application of the general construction in §6.1) we obtain a finite
minimal model for Λ of the form
(6.3) Λ˜ =
(
k〈(xS)S〉#G, d
)
(with l = kG). The differential is kG-linear and on the variables (xS)S 6=∅ it is given
by the formula (6.2).
6.4. Crossed products for cyclic groups. In this section we specialize to the
case where G is the cyclic group Z/mZ. We now assume that k is algebraically
closed of characteristic zero so that we may assume that G acts diagonally on
V = kx1 + · · · + kxn. Fix a primitive m’th root of unity ξ. We write χi for the
character of G
χi(a¯) = ξ
ai
and we let ei be the corresponding primitive idempotent
ei =
1
m
m−1∑
a=0
χi(a¯)a¯ =
1
m
m−1∑
a=0
ξaia¯
so that we have
kG =
m−1∑
i=0
kei
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We assume that G acts on the variable xi by the character χai for some 0 ≤ ai ≤
m− 1. Thus in Λ = A#G with A = k[x1, . . . , xn] we have the relation
a¯ · xi = ξ
aaixi · a¯
which implies
ej · xi = xi · ej+ai
(from now we tacitly reduce indices modulo m). Specializing (6.3) we obtain a
finite minimal model Λ˜ for Λ which is freely generated over l by the variables (xS)S
subject to the relations
ej · xS = xS · ej+d(S)
where
d(S) =
∑
i∈S
ai
and with differential as in (6.2).
6.5. McKay quiver description. We reformulate the results of the previous sec-
tion in quiver language. Let Q be the quiver with vertices {0, · · · ,m − 1} (taken
modulo m) and arrows xj,i,j+ai for i = 1, . . . , n, j = 0, . . . ,m− 1 starting at j and
ending at j + ai. Then Λ is a quotient of the path algebra of Q where the arrow
xi,j,j+ai is sent to ejxi = xiej+ai = ejxiej+ai ∈ Λ. The relation xkxl = xlxl in Λ
leads to the relation
(6.4) xj,k,j+ak · xj+ak ,l,j+ak+al = xj,l,j+al · xj+al,k,j+ak+al
on Q. The path algebra of Q module all such relations is precisely Λ.
To describe the algebra Λ˜ we introduce the graded quiver Q˜ with the same
vertices as Q and with arrows xj,S,j+d(S) of homological degree −|S|+1 going from
j to j + d(S). The differential on kQ˜ is given by
(6.5) dxj,S,j+d(S) =
∑
S=A
∐
B,A 6=∅,B 6=∅
(−1)|A|−1ǫA,Bxj,A,j+d(A) · xj+d(A),B,j+d(S)
Let Q˜0 be the quiver obtained from Q˜ by dropping all arrows adjacent to 0. Thus
the arrows in Q˜0 are of the form xj,S,j+d(S) with j 6= 0, j + d(S) 6= 0. Specializing
Theorem 5.1.1 to the current situation we obtain the following result which we will
formulate in the complete setting for variety. Note that by Remark 6.1.2 this makes
little difference.
Proposition 6.5.1. Let A = k[x1, . . . , xn] and assume that the cyclic group G =
Z/mZ acts linearly on A with weights (ξa1 , . . . , ξan) satisfying the additional prop-
erties
∑
i ai
∼= 0 mod 0 and gcd(ai,m) = 1. Then
MCM(AˆG) ∼= Perf(kQ˜0, d)/〈(Si)i=1,...,m−1〉
where the differential is given by (6.5) (taking into account that arrows adjacent to
the vertex 0 should be suppressed on the righthand side). The DG-algebra (kQ˜0, d)
has finite dimensional cohomology and
H0(kQ˜0, d) ∼= Λˆ/Λˆe0Λˆ
Proof. This is a straight translation of Theorem 5.1.1. The conditions on the num-
bers (ai)i are to insure that Aˆ
G is Gorenstein and has an isolated singularity. 
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Example 6.5.2. We discuss an example that occurred in [8, 12]. Assume that
G = Z/2Z acts with weights (−1,−1,−1,−1) on k[x1, x2, x3, x4]. The resulting
McKay quiver looks like
0
x1 ++x2 ++x3 ++x4 ++ 1
x1
kk x2
kk x3
kk x4
kk
with relations
xixj = xjxi
The quiver Q˜0 contains a single vertex 1 and loops xij , i < j and x1234 respec-
tively of degree −1 and −3. The differential is given by
dx1234 = −[x12, x34]− [x23, x14] + [x24, x13]
where as usual [−,−] denotes the graded commutator.
6.6. The minimal case. In this section we impose the additional condition.
(6.6)
∑
i
ai = m
It was proved in [2] that if condition (6.6) holds then MCM(AˆG) has a description
as a higher cluster category. In this section we indicate how to prove this starting
from Proposition 6.5.1.
We order the vertices of Q˜0 by their label. We we say that an arrow xj,S,j+d(S) is
ascending if j+d(S) > j (recall that the sum j+d(S) is reduced modm). Otherwise
we say that the arrow is descending.
Let P be the quiver with the same vertices as Q˜0 but only with ascending arrows
of the form xj,i,j+ai subject to relations
xj,k,j+ak · xj+ak ,l,j+ak+al = xj,l,j+al · xj+al,k,j+ak+al
Let C be the resulting path algebra. As in [10, 15] we define the inverse dualizing
complex of C as
ΦC = RHomCe(C,C ⊗ C)
Proposition 6.6.1. There is a quasi-isomorphism of DG-algebras
(6.7) (kQ˜0, d) ∼= TC(ΘC [n− 1])
In particular MCM(AˆG) is a generalized n− 1-cluster category.
The fact that MCM(AˆG) has an n − 1-cluster tilting object has already been
established by Iyama [6, Thm 5.2.1]. So we only need to be concerned with proving
(6.7). The rest of this section will be devoted to this.
Let P˜ be the quiver with the same vertices as Q˜0 but only with ascending arrows.
Let D be the kP˜ bimodule generated by the descending arrows. Then we have
kQ˜0 = TkP˜D
Furthermore if we look at the formula (6.5) we see that both kP˜ and D are closed
under the differential d (it is here that (6.6) is used).
Hence we need to prove two things
(1) The natural map kP˜ → C is a quasi-isomorphism.
(2) D ∼= ΦkP˜ [n− 1]
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The first statement follows from the following lemma
Lemma 6.6.2. The algebra C is Koszul over l0
def
= l/le0. Furthermore kP˜ is the
minimal model for C constructed in §6.1.
Proof. We give A an additional grading by putting deg xi = ai. It is easy to see that
the minimal resolution of Si for C is obtained by resolving k as a graded A-module
for the Adams grading and then truncating in degrees ≤ m − i for the additional
grading. It is clear that this resolution is linear for the Adams grading.
Given the explicit form of the relations of C one verifies immediately that kP˜ is
indeed the finite minimal form constructed in §6.1. 
Now we prove the second statement. We first discuss some generalities on bi-
modules and differentials.
Let E be a DG-algebra and assume that P ,Q are graded DG-E-bimodules. We
write P ⊗Ew Q for the quotient of P ⊗EQ/[E,P ⊗EQ]. The dual of an E-bimodule
Q is by definition Q∗ = HomEe(Q,EE ⊗ EE). This is again a DG-E-bimodule
through the surviving inner bimodule structure on E ⊗ E.
If ω ∈ (P ⊗Ee Q)n then we obtain an induced map of degree n
ω◦ : P ∗ → Q : φ 7→ (−1)|φ(ω
′)′|(|ω′′|+|φ(ω′)′′|)φ(ω′)′′ω′′φ(ω′)′
We say that ω is non-degenerate if P , Q are finitely generated projective E-
bimodules and ω◦ induces an isomorphism P ∗ ∼= Q[n]. If dω = 0 then ω◦ is a
morphism of DG-bimodules.
As E-bimodule E is quasi-isomorphic to the cone of
0→ ΩE/l
σ
−→ E ⊗l E → 0
where ΩE/l is the bimodule of non-commutative differentials. As a graded E-
bimodule ΩE/l is generated by elements Db subject to the standard relations.
1 One
has σ(Db) = b⊗1−1⊗ b. The operator D has degree zero, whence d(Db) = D(db).
We denote the cone of σ by Ω˜E/l. If b ∈ E then Db considered as an element of
degree |b| − 1 of Ω˜E/l is written as D˜b.
Hence Ω˜E/l is generated by D˜b and an l-central element g of degree zero (this
represents the generator 1⊗ 1 of E ⊗l E). The differential on Ω˜E/l is given by
(6.8)
dg = 0
d(D˜b) = −D˜(db) + [b, g]
We compute Ω˜kP˜ /l0 . For j < j + d(S) write x˜j,d(S),j+d(S) = D˜xj,S,j+d(S). Thus
|x˜j,d(S),j+d(S)| = −|S|. Furthermore we introduce loops x˜j,∅,j at j of degree zero
which correspond to −gej. Then Ω˜kP˜/l0 is the free bimodule with generators
x˜j,d(S),j+d(S) for j ≤ j+d(S), S ( [n] with [n] = {1, . . . , n}. A simple computation
using the formulas (6.8) yields
(6.9) d(x˜j,S,j+d(S)) =
∑
S=A
∐
B,B 6=∅
(−1)|A|ǫA,Bx˜j,A,j+d(A) · xj+d(A),B,j+d(S)
−
∑
S=A
∐
B,A 6=∅
ǫA,Bxj,A,j+d(A) · x˜j+d(A),B,j+d(S)
1Using db would lead to confusion with the differential on E
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We define an element ω ∈ Ω˜kP˜/l0 ⊗kP˜ e D by the following formula
ω =
∑
S([n]),j≤j+d(S)
(−1)|S|−1ǫS,Scx˜j,S,j+d(S) ⊗ xj+d(S),Sc,j
One verifies
(1) |ω| = −n+ 1.
(2) dω = 0.
(3) ω is non-degenerate.
It follows that ω defines an isomorphism ω◦ : ΘkP˜ = Ω˜
∗
kP˜ /l0
→ D[−n+ 1]. Hence
the proof is complete.
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