ABSTRACT To explore human emotions, in this paper, we design and build a multi-modal physiological emotion database, which collects four modal physiological signals, i.e., electroencephalogram (EEG), galvanic skin response, respiration, and electrocardiogram (ECG). To alleviate the influence of culture dependent elicitation materials and evoke desired human emotions, we specifically collect an emotion elicitation material database selected from more than 1500 video clips. By the considerable amount of strict man-made labeling, we elaborately choose 28 videos as standardized elicitation samples, which are assessed by psychological methods. The physiological signals of participants were synchronously recorded when they watched these standardized video clips that described six discrete emotions and neutral emotion. With three types of classification protocols, different feature extraction methods and classifiers (support vector machine and k-NearestNeighbor) were used to recognize the physiological responses of different emotions, which presented the baseline results. Simultaneously, we present a novel attention-long short-term memory (A-LSTM), which strengthens the effectiveness of useful sequences to extract more discriminative features. In addition, correlations between the EEG signals and the participants' ratings are investigated. The database has been made publicly available to encourage other researchers to use it to evaluate their own emotion estimation methods.
I. INTRODUCTION
Affective computing research had emerged as an interdiscipline, including neuroscience, pedagogy, cognitive science, psychology and computer science, and had received more attentions in recent years. As one of the important parts in affective computing, emotion recognition had received increasing attention during the past several years. Facial expression [1] - [3] and speech [4] are two of the popular modalities of recognizing human emotions. However, both modalities are non-physiological signals and may not directly reflect the intrinsic mental states of human beings. In contrast to the non-physiological signals, physiological signals, such as electroencephalogram (EEG) [5] , electrocardiogram (ECG) [6] , galvanic skin response (GSR) [7] and respiration (RSP) [8] , are more likely to reflect the real emotional states because people are easier to hide the non-physiological response. Therefore, there have emerged more applications, such as driving fatigue detection [9] and assessment of workload [10] , all of which are based on emotion recognition using physiological signals.
To build a physiological emotion database, a key problem to be considered is the partition of emotional space, which is commonly divided into two categories, i.e., dimensional emotion model and discrete emotion model. Dimensional emotion model is expressed using multiple dimensions or scales to categorize emotions. Russell [11] proposed the valencearousal scale dimensional model and Mehrabian [12] proposed the pleasure-arousal-dominance scale model. Besides, Ben-Zeev [13] proposed the emotion wheel, which is dimensional model as well. Discrete emotion model consists of a constant number of basic emotions, like the tree structure of emotions [14] and the six basic emotions (i.e., joy, sadness, surprise, fear, anger and disgust) [15] . In terms of dimensional emotion model, it is easier to mark different emotions via numerical values in the valence-arousal coordinate space. On the contrary, a particular feeling is difficult to be named in dimensional emotion model. The performance of dimensional model will be degraded dramatically [16] , when emotions are close in the valence-arousal space. Although researcher attempted map valence and arousal classes into basic emotions, it is still different from discrete emotions, which are induced from target materials. The same category discrete emotions could be in different levels of valence and arousal [17] .
In dealing with physiological emotion database for discrete emotion recognition, it is notable that constructing elicitation materials plays an important role. Lang [18] built the international affective picture system (IAPS) based on colorized photographs, which are extensively used for studies of emotion elicitation. Although IAPS has been assessed by psychological methods, the cultural dependency may affect the performance on discrete emotion elicitation. Under this consideration, more studies [19] - [21] used elicitation materials selected by themselves to induce various emotions. But the psychological assessment is insufficient and it is hard to guarantee the effectiveness of elicitation materials.
In this paper, we build a Multi-Modal Physiological Emotion Database (MPED) to study discrete emotion recognition from multi-modal physiological signals, i.e., EEG, GSR, RSP and ECG. As a noninvasive signal, EEG describes the ongoing brain activity and has been applied in cognitive neuroscience to evaluate the regulation and processing of emotion. ECG reflects the emotional activity, especially the difference between positive and negative emotions. GSR describes the skin's ability to conduct electricity, which is effective to capture emotion states, especially for arousal difference. Former studies have demonstrated that the magnitude of GSR is linearly associated in arousal. RSP measures the breathing activity of subjects. Generally, negative emotions will induce the irregularity in RSP pattern. Compared with fNIRS [22] and fMRI [23] , our modalities are easier to be acquired. The physiological signals of 23 participants were recorded when they watched different emotional videos. To alleviate the influence of culture dependent elicitation materials, 28 videos describing seven different emotion states (i.e., joy, funny, anger, disgust, fear, sad and neutrality) were selected as elicitation materials from over 1500 video clips and assessed by considerable amount of strict man-made labeling. Besides, we evaluated the rated scores and the result validated the effectiveness of our elicitation materials. The summary of database content was presented in Table 1 .
For emotion database based on physiological signals, the extracted features are commonly discrete sequences. There have emerged some deep learning methods, like Long Short-Term Memory (LSTM), to solve sequential classification tasks [24] . LSTM uses the memory cell to deal with vanishing gradient problem and to capture long-term temporal dependence. LSTM has been applied for emotion recognition using physiological signals and the results are comparable to state-of-the-art methods [25] , [26] . Although LSTM performs well on emotion recognition task using physiological signals, some sequences are not that contributing for emotion recognition which may limit the effectiveness of classification model. Besides, for these physiological signals, especially EEG, the individual differences are significant. Attention model provides a way to dynamically select features according to different input data, which is more appropriate to deal with the problem on individual differences. Additionally, a residual connection is helpful to enhance good features and suppress noises via soft masks. For LSTM, the input data, hidden state and memory cell are three parts of great importance to extract discriminative features. Under this consideration, we introduced attention mechanism to constrain the input data, hidden states and memory cell of LSTM for each iterative process so that the useful features were selected.
Extensive experiments with different feature extraction methods on MPED are conducted to provide the baseline result and prove the effectiveness of the proposed attention-LSTM (A-LSTM). Besides, we used spearman correlation coefficients to explore the correlation between EEG energy distribution in scalp and different emotion states.
II. RELATED WORK A. PHYSIOLOGICAL EMOTION DATABASES
Recently, researchers have built many physiological emotion databases and we summarized in Table 2 , where all databases contain EEG signals.
The studies of Bos et al. [27] and Savran et al. [22] used IAPS to induce different emotions. Bos et al. [27] recorded EEG signals around the frontal and parietal lobes when participant watching images and videos. The limited number of electrodes were applied for emotion recognition. Savran et al. [22] presented a database to detect and estimate emotion using fNIRS and EEG signals from five participants. The fusion of both modalities signals was considered. Kim and André [21] investigated music-induced emotion recognition using different physiological signals. Lin et al. [31] evoked different emotions based on music and explored the correlation between brain activity and emotional states. Hadjidimitriou and Hadjileontiadis [32] recorded EEG signals of nine subjects during music listening and adopted three different time-frequency analysis methods to investigate correlations between EEG signals in five frequency bands with two emotional states, i.e., like and dislike. Pantic et al. published DEAP [28] and MAHNOB-HCI [29] to explore human emotions from multi-modal signals in dimensional model. SEED [20] consists of EEG signals of 15 participants during video watching and a deep belief networks was applied for emotion recognition. RCLS [34] is made up of 14 subjects' EEG signals during video watching and a new classification method, i.e., graph regularized sparse linear regression, was proposed for EEG based emotion recognition. Liu et al. [33] published a elicitation material database for emotion elicitation and built a system to recognize different emotional states based on EEG signals in a real-time. Katsigiannis et al. [30] recorded 23 subjects' EEG signals elicited by audio-visual stimuli using low-cost devices and the fusion of EEG and ECG signals was evaluated. Becker et al. [19] published a database including 257-channel EEG data and reconstructed brain activity on the cortical surface. The classification result demonstrated the effectiveness of source reconstruction. Although there have been so many databases on discrete emotion recognition existing, multi-modal physiological emotion database is extremely deficient. Fusing multiple modalities provides an effective way to improve classification results by exploiting the complementary nature of different modalities. Therefore, it is essential to explore discrete emotions using multi-modal physiological signals. VOLUME 7, 2019 
B. THE FRAMEWORK FOR EMOTION RECOGNITION USING PHYSIOLOGICAL SIGNALS
Generally, discrete emotion recognition using physiological signals can be commonly divided into two steps, i.e., feature extraction and classification.
In feature extraction stage, different time domain, frequency domain and time-frequency domain [35] features are commonly applied. Hjorth [36] proposed a time domain feature to describe the activity, mobility and complexity of time series. Petrantonakis and Hadjileontiadis [37] presented the HOC feature to reflect the oscillatory pattern of time sequence. The PSD [27] was the most popular to extract features from frequency domain. Besides, some time-frequency methods had been applied for feature extraction, like shorttime Fourier transform (STFT) spectrum [31] and Huang [35] transform spectrum. For the last classification process, there were many classical classifiers, like support vector machine (SVM) [38] and k-NearestNeighbor (KNN) [39] . To present the baseline results on our database, these feature extraction methods and classifiers were evaluated in this paper.
C. DEEP LEARNING METHODS
Recently, deep learning methods, especially convolutional neural network (CNN) and recurrent neural network (RNN), have been most popular among classification tasks [40] . More studies focus on emotion recognition using physiological signals by deep learning methods. Zheng et al. presented deep belief networks (DBN) [20] to evaluate emotions based on EEG signals. Song et al. [26] provided dynamical graph convolutional neural networks (DGCNN) to build a graph connection based on training data for EEG emotion recognition. As an extension of RNN, long short-term memory (LSTM) uses the memory cell to deal with vanishing gradient problem and to capture long-term temporal dependence. LSTM has been applied to solve many difficult problems, such as language modeling [41] , protein secondary structure prediction [42] and translation [43] . Soleymani et al. [29] had applied LSTM for EEG emotion analysis. In [25] , Zhang et al. proposed Spatial-Temporal Recurrent Neural Network (STRNN) for emotion analysis and gained comparable results. More deep classification methods were applied for emotion recognition and the result with higher accuracy proved the advantage of deep learning methods.
III. CONSTRUCTION OF MULTI-MODAL PHYSIOLOGICAL EMOTIONAL DATABASE A. EMOTION ELICITATION 1) COLLECTION OF ELICITATION MATERIALS
Twenty-three Chinese volunteers (ten males and thirteen females) with average age of 21.46 years (range = 18-24, SD = 1.87) selected about 1500 Chinese video clips for preliminary screening, which were shown after the year of 2005, including film clips, TV News and TV shows, and so on. All of these video clips last 2.5 to 5 minutes and contain the complete content to elicit the target emotion. The preliminary screened video clips consist of eleven emotional states, i.e., joy, happiness, romance, warmth, love, funny, passion, sadness, anger, fear, disgust and neutrality. To select the satisfactory elicitation materials, two specialists (1 male and 1 female) at the elicitation of emotion and nine research assistants (5 males and 4 females) majoring in psychology evaluated the preliminary screened video clips. 170 video clips with high evaluated scores by research assistants were selected for further evaluation.
162 graduate and undergraduate students (86 males and 76 females) with average of 23.21 years (range = 18-29, SD = 1.65) participated our Chinese emotion video evaluation experiment. We divided participants into seventeen groups and each group consisted of 7-11 people. The participants of each group watched the video clips via a projector and the voice was set comfortable to be hear. For each group, 20 video clips were shown in a random order and there was enough break time between two video clips to avoid the interference from the close clips. After watching each video clip, the participants finished three questionnaires, i.e., the positive and negative affective scheme (PANA) [44] , selfassessment manikin (SAM) [45] and differential emotion scale (DES) [46] , according to their true feelings. During the rating process of the video clips, participants finished the evaluation forms without any communication and were told that they could drop out of the rating whenever they wanted in case that they made the wrong decision. Finally, each of these video clips was evaluated by at least 16 participants.
Three psychological questionnaires, i.e., PANAS, SAM and DES, related to various emotions were applied for elicitation materials assessment. PANAS is a 5-point scale (1 = not at all, 5 = extremely) containing 20-item mood words, i.e., 10-item words for positive affective subscale and 10-item words for negative affective subscale. PANAS has been proved reliable, valid, and efficient for reflecting two primary dimensions of mood, i.e., positive and negative affects. The SAM uses a non-verbal, graphic representation to assess arousal, valence and dominance. The psychological study of [45] has proved the effectiveness of SAM. Different from [45] , we adopted a 9-point scale (1 = ''not at all'', 9 = ''extremely''). The DES was used for assessing the different component of emotions, which consisted of ten basic emotions, 3-item words for each emotion. The same as SAM, the DES was based on a 9-point scale (1 = ''not at all'', 9 = ''extremely'').
2) SELECTION OF ELICITATION MATERIALS
Based on scores of PANAS, SAM and DES, three widely used scales to evaluate emotional information from different perspectives [44] - [46] , we conducted k-means algorithm to produce seven distributed clusters which correspond to emotion categories of joy, funny, anger, sad, disgust, fear and neutrality, respectively. Then, five sub-dimensions of DES, namely pleasure, angry, sad, disgust and fear were used to evaluate and to base the selection of top four videos ranking in corresponding sub-dimensions for each category. Finally, 28 video clips were used for eliciting the target emotions. The descriptive details of these videos were shown in Table 3 , and their average scores along each of the five sub-dimensions of DES scale (i.e., pleasure, angry, fear, disgust and sad) were summarized in Table 4 .
Notably, joy and funny videos were usually splitted into two emotion categories according to the intensity of pleasantness [47] . We followed this approach and, as demonstrated in the second column of Table 4 , used four videos rating middle higher in the pleasantness sub-dimension to elicit JOY while used another four rating highest in this dimension to elicit FUNNY. T-test (conducted by matlab script ttest2.m) confirmed that the selected funny videos were rated, by the participants, as eliciting significantly more pleasantness than joy videos ([t(153) = 2.67, P = 0.009]). Despite clear distinction between positive and negative emotions, it is well known that dimensional ratings within negative emotion categories are to a large extent overlapped [17] , [48] . For example, the subjective ratings in sub-dimensions of Angry and Disgust for selected angry videos were quite close and held no significant difference ([t(146) = − 1.90, P = 0.13]). Due to well-established neural circuits in preference for fear processing [49] , [50] , fear emotion can be more easily distinguished from other negative emotions [51] . This statement was also confirmed by data here showing that, for the selected fear videos, the intensity rating in the sub-dimension of Fear was significantly higher than that of Disgust ([t(140) = 3.09, P = 0.002]), or any other sub-dimensions (P<0.001). For the selected videos of neutrality, however, ratings in all the five sub-dimensions were generally low. All the evidences above validated the approach we used here for video selections.
B. MULTI-MODAL PHYSIOLOGICAL SIGNALS SAMPLING 1) SCENE CONFIGURATION AND EXPERIMENTAL SETTING
The videos were displayed by a projector and the participants were told to adjust the voice in a suitable level to make sure that they are comfortable with the recording experiment. According to the international 10-20 system, the 62-channel EEG signals were recorded using ESI NeuroScan System at sampling rate of 1000 Hz and the location of EEG electrodes on a cap is shown in Fig. 1 (a) . Before EEG signals recording, participants were told to clear the scalp and exfoliate so as to record more accurate signals. The EEG signals on the position of left\right mastoids were recorded with signals of left mastoid as the reference. The RSP, ECG and GSR were recorded by BIOPAC System at sample rate of 250 Hz, and the physiological signals were sent by wireless technology. GSR signals were recorded with finger electrodes connecting middle finger and index finger, which is shown in Fig. 1 (b) . The sensor used to record RSP shown in Fig. 1 (c) was tied around chest, which was close to the diaphragm. To record ECG, we conducted limb lead connection with left wrist connected to positive electrode, right wrist connected to negative electrode and left ankle connected to ground electrode respectively. Fig. 1 (d) describes the positions of electrodes in recording ECG. We used the E-prime to play elicitation materials and send marks to ESI NeuroScan System and BIOPAC System simultaneously.
2) EXPERIMENT PROTOCOL
The research has been approved by the institutional review board of the Southeast University, and it adhered to the tenets of the Declaration of Helsinki. There are thirty healthy Chinese participants without psychiatric disorder and neurological illness according to participants' self-report, aged between 18 and 25 (mean age 20), participating in the experiment. Before the experiment, every participant signed an informed consent form, and then, they were instructed about the experiment protocol and self-assessment.
To avoid that long time experiment makes participants exhausted, we divided the experiment into two parts and the interval of two parts was at least 24 hours so that the participants have enough time to rest. The details of protocol used for eliciting various emotion were presented in Fig. 2 . Each separated experiment consisted of a 120-second resting status, 14 trials and rating for self-assessment. In the 120-second resting status, participants were told to keep eyes closed and relax, during which psychological signals were recorded as well. Each trial was made up of a 10-second countdown hinting process, play of the Chinese video clip and then a 30-second resting process. The video was displayed in a given random order. The rating for self-assessment was conducted in the end after the participants took off all the sensors. Compared with the protocol, where every video is closely followed by self-assessment rating, the actual arrangement of self-assessment rating has been put at the end of experiment to prevent exhausting subjects through cutting their wearing time of experiment devices. Participants reviewed the watched videos and finished the SAM and DES for self-assessment.
After all experiment processes were clear to the participant, the participant was asked to clear the scalp and use exfoliator to slough away lackluster skin on the location of corresponding electrode patch. After all the sensors were placed correctly and all the signals appeared no abnormal, the experiment started when participant pressed the key on the keyboard.
IV. FEATURE EXTRACTION FROM PHYSIOLOGICAL SIGNALS
After signals acquisition, a key process was feature extraction from these physiological signals. Effective features were easier to be distinguished by the classification model. In this section, we presented different feature extraction methods and a slide window of one second with no overlap was conducted to divide the physiological signals into many 1-second samples. The detailed number of features from a sample were summarized in Table 5 , in which the EEG features were extracted from five frequency bands, i.e., δ, θ, α, β and γ , the GSR features contained the mean value, standard deviation, and the mean of first and second derivations, the ECG features contained eight energy mean values, eight SSE values and mean value and standard deviation of NN intervals, the RSP features contained two energy mean values, two SSE values and mean value and standard deviation of PP intervals. 
A. EEG FEATURE EXTRACTION
Before EEG feature extraction, we conducted the independent component analysis (ICA) to remove electrooculography (EOG) artifacts. The raw EEG signals were decomposed to many independent components, which consist of EOG artifact and EEG signals. A classifier trained was used to identify the EOG artifacts and EEG signals, which were used to reconstruct the EEG signals without EOG artifacts. All the EEG signals were filtered into five frequency bands, i.e., delta (1-4Hz), theta (4-8Hz), alpha (8-14Hz), beta (14-30Hz) and gamma (30-50Hz).
1) FREQUENCY DOMAIN FEATURE EXTRACTION
The most popular features for EEG-based emotion recognition are power spectral density (PSD) features [27] , [52] which is the average energy from different frequency bands. The energy of frequency domain can be formulated as
We used the fast fourier transform (FFT) to calculate the discrete fourier transform (DFT). A 1000 samples window was applied for the estimation of PSD from the five frequency bands respectively. The logarithms of the PSD from different frequency bands were used as the features.
2) TIME DOMAIN FEATURE EXTRACTION
Hjorth [36] proposed a kind of time domain feature, which can be formulated as:
M (x(t)) , where A x , M x and C x represent activity, mobility and complexity respectively. A x denotes the variance of the input signal x(t) andẋ(t) is the time derivative of x(t). The activity, mobility and complexity of EEG signals were listed in order as the feature for further classification.
Petrantonakis and Hadjileontiadis [37] developed higher order crossings (HOC) feature, which is used for describing the oscillatory pattern of time series. The time series x(t) is processed by a sequence of high-pass filters: k {x(t)} = k−1 x(t), in which denotes the difference operator. X t (k) was used for evaluation of the number of zero-crossings by
and then HOC is calculated as
In our experiment, we constructed the HOC-based feature vector F HOC as
in which L represents the maximum order of F HOC and J represents the maximum order of HOC.
3) TIME-FREQUENCY DOMAIN FEATURE EXTRACTION
Time-frequency spectrum (TFS) has been used for the analysis of EEG signals [32] . we conducted two methods, i.e., short-time Fourier transform (STFT) [31] , [53] and Hilbert-Huang transform (HHT) [35] , [54] to evaluate the time-frequency features.
The time-frequency spectrum using STFT, which is a kind of linear decomposition of time series, is calculated by
The Hilebert-Huang Spectrum (HHS) consists of two parts, i.e., empirical mode decomposition (EMD) of a time series and HHT. The intrinsic mode functions (IMFs) are obtained via EMD:
represents the residue that is constant or monotonic signal. An analytic signal reconstructed by a conjugate pair (IMF and IMF H k ) can be formulated as:
, where A k (t) represents the instantaneous amplitude of Z k (t) and θ k (t) denotes the instantaneous phase of IMF k (t). The instantaneous frequency can be evaluated by f i (t) = k=1 A k (t)e j2π f k (t)dt , where the squared amplitude A 2 k (t) and instantaneous frequency f k (t) form the time-frequency spectrum based on HHT, i.e., TFS HHT (t, f ).
B. ECG FEATURE EXTRACTION
ECG signals describe the changes of muscular contraction related with cardiovascular activity. To make ECG signals easier for classification, we extracted the frequency domain features and time domain features respectively.
Fast Fourier transform was conducted and the coefficients in frequency range 0-10 Hz were divided into eight nonoverlapping subbands, which have equal bandwidth. The mean energy value and subband spectral entropy (SSE) of each subband were calculated as features. To evaluate SSE, we normalized the spectrum as
in which E i is the power of the ith frequency component of the spectrum andẽ = {e 1 . . . e N } can be regarded as a probability mass function (PMK)-like form of the spectrum. For each subband, the SSE can be calculated by H sub = − N i=1 e i · log 2 e i , where N is the number of frequency components for each subband.
To extract time domain features, we first detect all the R peaks over the whole ECG signals during watching a video rather than 1-second signals and then calculate discrete Normal-to-normal (NN) interval values based on the detected R peaks, where each NN is located at the center position VOLUME 7, 2019 between two neighboring R peaks. Then, we apply the cubic spline interpolation approach to fit a cubic spline curve based on the discrete NN values so as to visualize the NN variations over the whole time. Finally, the cubic spline curve is sampled based on the same sampling rate of the ECG signals. In this case, we can finally obtain a set of sample points within 1 second and hence we are able to calculate both mean and the standard deviation of the sample points within 1 second as the time domain features of ECG signals within 1 second.
C. GSR FEATURE EXTRACTION
GSR describes the resistance of the skin via two electrodes on index and middle fingers. The resistance is affected by perspiration, which is related to various emotions. Former study [55] discovered that the value of GSR is linearly correlated to the level of arousal. To extract effective features, we used a low-passed filter with cutoff frequency of 0.2 Hz to remove noises. All the GSR signals were normalized and we calculated the mean value, standard deviation, and the mean of first and second derivations as features for emotion recognition.
D. RSP FEATURE EXTRACTION
RSP signals measure the changes of thoracic expansion, which contains less artifacts than other signals recorded by electrodes. For RSP signals, we commonly focused on breathing rate and the intensity. To extract intensity related features, we used similar methods with ECG features. The Fourier coefficients within range 0-0.8Hz were divided into two nonoverlapping subbands with equal bandwidth and the energy mean values and SSE values of each subband were evaluated. We evaluated the peaks of breathing and the peakto-peak (PP) intervals. The mean value and the standard deviation of all PP intervals were calculated as the features related to breathing rate.
V. AN ATTENTION-LSTM METHOD
In this section, we will introduce the proposed A-LSTM, which selects sequences of interest to extract more discriminative features. The attention mechanism is motivated by the property of human perception. Humans tend to focus part of visual space to catch useful information which is needed, rather than perceiving the whole scene at once. The focused information will guide the next decision making.
Taking an EEG sample as example, the illustration of the proposed attention mechanism based on EEG signals are shown in Fig. 3 . The proposed attention mechanism consists of three branches to produce three masks, which are used to select the information of input data, hidden states and memory cells. To avoid the interaction between different channels, we adopt convolution kernel with size 1 × 1 to extract deep features. The input of three attention branches are extracted EEG features, i.e., x ∈ R T ×K , where T is the number of EEG channel and K is the number of features in a EEG channel. We use the convolution kernel with size 1 × 1 to project EEG features to high level dimensions and this operation is conducted in each EEG channel. The 1 × 1 convolution operation is followed by a Relu activity function, which is a kind of non-linear transformation setting negative values to zeros. The third 1 × 1 convolution operation in each branch is used for dimensionality reduction to output the desired size. Sigmoid activation functions are adopted to normalize the output range to [0, 1]. Three masks, i.e., M x ∈ R T ×K , M h ∈ R T ×D h and M c ∈ R T ×D c , select the sequences of input data x, hidden state h and memory cell c, respectively, where D h is the dimension of hidden state and D c is the dimension of memory cell.
For an EEG sample, x t represents the features in t-th EEG channel. The attention process can be described as
In equations (1), we use a residual connection to capture the focused information. Compared with the connection that just calculates the elementwise production between attention mask and original information, the residual connection just strengthens the information of interest. The selected input data X t , hidden state H t−1 and memory cell C t−1 were processed by the following equation:
In equations (2), t is the step number to iterate in A-LSTM and • denotes elementwise product. b i , b f , b c and b o are four biases. As a key part of LSTM related methods, memory cell c t can be regarded as an accumulator of the hidden states information. The memory cell c t is controlled by an ''input gate'' i t and a ''forgotten gate'' f t . If i t is activated based on selected input data X t , hidden state H t−1 and memory cell C t−1 , the useful information is saved. If f t is activated, the past selected memory cell C t−1 can be forgotten. The ''output gate'' o t is evaluated by fusing X t , H t−1 and c t via sigmoid activity function σ . Finally, o t controls c t that is processed by tanh activity function and the hidden state h t is achieved based on o t and c t . The attention-LSTM block for an iterative process was presented in Fig. 4 . To predict different emotion states, the hidden states of all iteration processes are projected to desired dimension. During the training process, we adopt the cross entropy function to measure the similarities between predicted label vectors and real label vectors.
The processes of other physiological signals, i.e., ECG, GSR and RSP, were similar with EEG signals and the extracted features was iterated by A-LSTM. For the fusion of four modal signals, we used four A-LSTM networks and the hidden states of four A-LSTM are concatenated into a vector, which is then projected to desired dimension to output the predicted label.
VI. EVALUATION A. CLASSIFICATION PROTOCOL
Different emotions were induced by video clips, which elicited more intense emotion in the latter part. With this consideration, the last 120-second physiological signals during watching videos were used for emotion recognition. For each subject, there were physiological signals of 28 trials existing and all the physiological signals were divided into one-second samples with no overlap. The physiological signals of 7 trials consisting of seven emotions were served as testing data and the physiological signals of the rest trials were served as training data. Additionally, we presented three different kind of protocols for subject-dependent emotion recognition using physiological signals.
Protocol one: To explore the differences among discrete emotions and balance the training data, we conducted eight classification strategies (i.e., joy-N-anger, joy-N-fear, joy-N-disgust, joy-N-sad, funny-N-anger, funny-N-fear, funny-N-disgust and funny-N-sad) to distinguish positive, negative and neutral emotions.
Protocol two: To investigate the influences of unbalanced training data, we conducted positive-negative-neutral classification protocol and the data of negative emotions (anger, sad, disgust and fear) were larger than positive emotions (joy and funny) and neutrality, which was challenging with these unbalanced training data and testing data.
Protocol three: A seven emotions classification protocol was presented for multi-class emotion recognition, i.e., joy, funny, anger, fear, disgust, sad and neutrality.
B. IMPLEMENTATION DETAILS
In this paper, we conduct various classification methods, i.e., SVM, KNN, DBN, STRNN, DGCNN, LSTM and A-LSTM. SVM is implemented by libsvm toolbox with linear kernel. KNN is conducted using Matlab with default value K = 1. The DBN consists of three hidden layers and the dimension of each hidden layer is set to 500. The learning rate of DBN is set to 0.01. For STRNN, the numbers of the input, hidden, and output nodes are set to be 5, 30, and 30, respectively. For DGCNN, the dimensions of graph filtering layers are set to 64 and the learning rate is set to 0.01. For LSTM and A-LSTM, the learning rates are set to 0.01. The dimensions of hidden states and memory cells are all set to 128. For A-LSTM, the dimensions of convolutional layers in attention module are set to 32. SVM and KNN are applied with Intel(R) Core(TM) i7-4790K CPU. DBN, STRNN, DGCNN, LSTM and A-LSTM are applied with TITAN Xp. The time consumption of these classification methods when predicting 30 testing samples are presented in Table 6 . 
C. COMPARISONS OF EVALUATION RESULTS
In Table 7 and Table 8 , the emotion classification accuracies (standard deviations) in protocol one are presented. For single modal physiological signals, we can see that EEG signals achieved better classification results with any presented classification methods than GSR, RSP and ECG signals, which indicates that EEG signals are more effective to reflect physiological differences among positive, neutral and negative emotion states. According to Table 7 , we can see that 'funny' is easier to be distinguished than 'joy' since classification strategies related to 'funny' have better performance than that related to 'joy'. Averagely, the accuracies using deep learning methods, i.e., LSTM and A-LSTM, are at least 10% higher than that using SVM and KNN. In all, the proposed A-LSTM achieved higher mean classification accuracies than SVM, KNN and LSTM, which demonstrates the efficacy of attention mechanism. Especially, HOC, HHS and STFT features achieve better performance than Hjorth and PSD features for EEG-based emotion recognition. To evaluate the fusion of multi-modal physiological signals in protocol one, the average emotion classification accuracies (standard TABLE 7 . The average accuracies and standard deviations (%) of subject dependent discrete emotion recognition in protocol one among the various methods using different single modal signals.
TABLE 8.
The average accuracies and standard deviations (%) of subject dependent discrete emotion recognition in protocol one using single modal signals and four modal signals.
deviations) of using single EEG signals and fusing EEG, GSR, RSP and ECG signals are displayed in Table 8 . We average the classification results of eight classification strategies as the classification accuracies in Table 8 . Four modal signals are fused with equal weights, which may limit the performance of different classification methods. Even so, A-LSTM and LSTM achieve higher accuracies than SVM and KNN when fusing four modal signals.
The results following protocol two, which is challenging due to the unbalanced training data, are shown in Table 9 . With unbalanced training data and testing data, F1 scores are more significant. For emotion recognition using single For EEG signals, the accuracy of each emotion category is comparable. However, GSR, ECG and RSP achieve a poor performance that almost testing data were recognized as negative category. Compared with the result using single EEG signals, the improvement of both accuracies and F1 scores fusing multi-modal signals is limited and the result with HOC and PSD as EEG features even decreases a lot due to the unbalanced training data.
Following protocol three, the classification results using different single modal physiological signals and fusing four modal physiological signals are shown in To investigate more combination modes of fusing multimodal signals, we present the classification results using two types combination of EEG, ECG, RSP and GSR in Table 11 . The results show that again A-LSTM has better performance than LSTM, SVM and KNN. Simultaneously, the results demonstrate that EEG is more effective to be fused for emotion recognition.
To demonstrate the efficacy of the proposed method, we conduct extensive experiments for EEG-based emotion recognition in Table 12 . The proposed A-LSTM achieves better results than SVM, KNN, DBN, STRNN and DGCNN. Besides, the results on emotion recognition by fusing LSTM with each of three attention branches are presented in Table 12 , where 'LSTM+X', 'LSTM+H', 'LSTM+C' indicate the fusion of LSTM with three attention branches for input data, hidden state and memory cell, respectively. In protocol one and protocol three, although the LSTM achieves higher recognition accuracies than that using each of three attention branches, the A-LSTM using three attention branches achieves the best recognition accuracies. In protocol two, the F1 scores using each of three attention branches is higher than LSTM and A-LSTM achieves the highest F1 score.
D. CORRELATIONS BETWEEN EEG SIGNALS AND RATINGS
In this part, the further investigation of correlations between the self-assessment rating and EEG signals is conducted. In the self-assessment process, the participants rated every videos with arousal, valence and SAM of 1-9 scales. In SAM, there are three-items words related to positive emotions (joy and funny) and twelve-items words related to negative emotions (anger, fear, disgust, sad), three-items word for each negative emotion. For each emotion, we calculate the average rating of three-items words as the subjective scores. The PSD features from five different frequency bands (i.e., delta band, theta band, alpha band, beta band and gamma band) are used for the measurement of power changes. In Fig. 6 , the Spearman correlation coefficients between the energy changes and the subjective scores are used to measure the correlations between different EEG channels and various emotions.
For positive emotions, i.e., joy and funny, we can obviously found that the power in nearly all areas of the scalp are negatively correlated with the level of positive emotions, especially in theta band and alpha band. In beta band and gamma band, energy in prefrontal area of the scalp has strong negative correlations with the level of positive emotions and the posterior part in the scalp is positively correlated with the positive emotions. Negative emotions show the different correlation rule that nearly all areas in the scalp have the negative correlations with various negative emotion states in theta band and alpha band. In the higher frequency band, negative emotions have higher positive correlations with the energy in the prefrontal area. Compared with other negative emotions, fear emotion state indicates the lower positive correlations with the energy changes of prefrontal area in beta and gamma band and higher negative correlations with the energy changes of the posterior part in gamma band. Besides, fear emotion state has lower negative correlations with power changes of the posterior part in theta band than anger, disgust and sad. From the point of different frequency bands, negative emotion states reflect the higher positive correlations with the energy changes of posterior part of the scalp in the low frequency band (delta band). The average spearman correlation coefficients among negative emotions have the similar pattern, and it satisfies that negative emotion categories are to a large extent overlapped [17] , [48] .
Former studies [20] , [32] on emotion recognition demonstrated that EEG-based emotion classification accuracies using energy features in beta and gamma bands are higher than that in the lower frequency bands, which proved that these energy features in high frequency bands are more useful for emotion recognition. Besides, some works [56] , [57] proved that the prefrontal part is highly related with human emotions. In terms of the average spearman correlation coefficients of our experiment results in beta and gamma bands, we can summarize that the energy in prefrontal part is positively correlated with the level of positive emotion states and negative correlated with the level of negative emotion states. 
VII. CONCLUSIONS
In this paper, we presented a MPED for discrete emotion recognition. The MPED consists of multi-modal physiological signals of 23 participants. Each participant watched 28 video clips describing seven different emotions, i.e., joy, funny, anger, sad, disgust, fear and neutrality. The selection of these video clips were assessed by three psychological questionnaires (PANAS, SAM and DES), which guaranteed the effectiveness of these elicitation materials. Besides, T-test was conducted to evaluate the effectiveness of the selected elicitation materials and the results validated the selection approach we used here. People who assessed the elicitation materials share similar culture background with people participating emotion elicitation experiment such that their understanding will not diverge a lot. The self-assessment during the recording of physiological signals was put at the end of experiment to prevent exhausting participants through cutting their wearing time of experiment devices.
With different feature extraction and classification methods, we presented three protocols for subject-dependent discrete emotion classification. Averagely, the result demonstrated the efficacy of the proposed A-LSTM, which achieved better result than LSTM, SVM and KNN. In protocol one and protocol three, the fusion of multi-modal physiological signals using A-LSTM and LSTM apparently improved the classification accuracies. In protocol two, although fusing multi-modal physiological signals presented a feasible way to improve the classification accuracies on discrete emotion recognition, the improvement was limited and it was crucial to develop more algorithms to deal with the challenging task. Besides, we fuse multi-modal physiological signals with equal weights, which may limit the performance on attention process and fusing multi-modal signals. Therefore, there still remains much room for improvement.
Finally, significant correlates were found between the participant ratings and EEG signals. The spearman correlation coefficients analysis of this database demonstrated that the energy in prefrontal part is positively correlated with the level of positive emotion states and negative correlated with the level of negative emotion states. The difference of coefficients distribution between positive emotions and negative emotions was apparent to be distinguished and the coefficient distributions among negative emotions were similar, which validated that negative emotion categories are to a large extent overlapped. 
