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Abstract
The Euler-Heisenberg effective action at the one-loop for a constant electromagnetic
field is derived in Krein space quantization with Ford’s idea of fluctuated light-cone. In this
work we present a perturbative, but convergent solution of the effective action. Without
using any renormalization procedure, the result coincides with the famous renormalized
Euler-Heisenberg action.
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1 Introduction
A well known problem of quantum field theory is the presence of the ultraviolet divergences that
appear by practical calculations in perturbation theory. Because of the singular behavior of the
Green functions at small distances they are exhibited by the divergence of many integrals (over
coordinates and momentums). A consistent scheme for eliminating the ultraviolet divergences
and obtaining finite results is the theory of renormalizations [1, 2], that can be carried out
consequently in renormalizable field theories. According to this rule the counterterms that
have the structure of the individual terms of the classical action are intoduced. They are
interpreted in terms of renormalizations of the fields, the masses and the coupling constants.
Some new parameters such as a dimensionless regularizing parameter α and a dimensionful
renormalization parameter µ could be introduced. After subtracting the divergences and going
to the limit α → 0 the regularizing parameter disappears, but the renormalization parameter
µ remains and enters the finite renormalized expressions. This process in the eliminating of
divergences is known as regularization. In renormalized quantum field theories the change of
this parameter is compensated by the change of the coupling constants of the renormalized
action, that are defined at the renormalization point characterized by the energy scale µ. The
physical quantities are renormalization invariant [3].
Our method is different from the usual one. We introduce a way to gain a result that doesn’t
have any divergences and the theory is renormalized automatically [4, 5, 6, 7, 8, 9, 10, 11, 12, 13].
To obtain such theory and in order to remove the singularities, we should modify the Green
function [7, 13, 14]. The basic idea of our method is as follow:
∗e-mail: abr412@gmail.com
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The singular behavior of Green function at short relative distances (ultraviolet diver-
gence) or in the large relative distances (infrared divergence) leads to divergences
of the QFT. The ultraviolet divergence appears in the following terms of Green
function in the limit σ = 0:
1
σ
, ln σ and δ(σ).
It was conjectured long ago [15, 16] that quantum metric fluctuations might smear
out the singularities of Green functions on the light-cone i.e. δ(σ). Along with
this line the model described by Ford [17], which is based on the quantum metric
fluctuations, does smear out the light cone singularities, but it does not remove
other ultraviolet divergences of quantum field theory.
The quantum field theory in Krein space, i.e. indefinite metric quantization, studied
previously for other problems [18, 19], was utilized for the covariant quantization of
the minimally coupled scalar field in de Sitter space [4]. In this method, the auxiliary
negative norm states (negative frequency solution) have been utilized, the modes of
which do not interact with the physical states or real physical world. One of the
interesting results of this construction is that the quantum field theory in Krein
space removes all ultraviolet divergences of quantum field theory with exception of
the light-cone singularity [4, 5, 6].
The essential point of this paper is the unavoidable presence of the negative norm states with
quantum metric fluctuatiton, they play a renormalizing role. Consideration of the negative
norm states was proposed by Dirac in 1942 [18]. In 1950, Gupta applies the idea in QED [20].
The presence of higher derivative in the Lagrangian also lead to ghosts, states with negative
norm [21]. Mathematically, for preserving the covariant principle, the auxiliary negative norm
states were presented. Their presence has also different consequences, for example in QED the
negative energy photon disappears [20], and in de Sitter the infrared divergence eliminated [4].
The physical interpretation, however, is not yet clear and any further interpretation needs far
more investigations [19, 22, 23, 24]. In 1985, Allen showed that a covariant quantization of
minimally coupled scalar field cannot be constructed from positive norm states alone [25].
In this paper, we employ the derivation rules of the low-energy effective action for QED. In
gauge theories, the one-loop effective action has been calculated exactly and analytically only
for very special gauge field backgrounds, such as those with constant field strength, based on
the seminal work of Heisenberg and Euler [26], and Schwinger [27]; and computing numerically
in the small mass limit [28] also for some very special one-dimensional cases where the field is
inhomogeneous [29]. Our purpose is to extend the Krein space method and quantum metric
fluctuation at the linear approximation, for which we can compute the renormalized one-loop
effective action. In the Euler Heisenberg case, divergences occur only in the coefficients of the
terms which are zeroth order and second order in field strengths, which are cured by the mass
and charge renormalizations normally. But, we have shown that the result of our method not
only doesn’t have any singularities but also is equivalent to the renormalized result which has
been reported by Euler and Heisenberg and by Schwinger long time ago.
The present work is organized as follows: In section 2, we briefly recall the propagator
derivation for scalar field in Krein space quantization with Ford’s idea of metric fluctuation.
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Section 3 is devoted to express the one-loop effective action in terms of the new propagator in
our method which is expressed by the Principal Part. Then, we utilize the Schwinger’s method
and other techniques for generating the perturbative expression in section 4, we also present
the main results of our letter. In appendices, we provide some details of useful and necessary
calculation techniques.
2 Feynman propagator in Krein space with fluctuation
of the light-cone
The primary concepts of quantization in Krein space are introduced: The scalar Green function
is constructed and by utilizing the quantum fluctuation of light-cone, the Feynman propagator
in the new approach will be reproduced.
A classical scalar field φ(x) satisfies the following field equation
(✷+m2)φ(x) = 0 = (ηµν∂µ∂ν +m
2)φ(x), ηµν = diag(1,−1,−1,−1). (2.1)
Inner (Klein-Gordon) product and related norms are defined by [30]
(φ1, φ2) = −i
∫
t=const.
φ1(x)
↔
∂ t φ
∗
2(x)d
3x. (2.2)
Two sets of solutions are given by:
up(k, x) =
ei
~k.~x−iwt√
(2π)32w
=
e−ik.x√
(2π)32w
, (2.3)
un(k, x) =
e−i
~k.~x+iwt√
(2π)32w
=
eik.x√
(2π)32w
, (2.4)
where w(~k) = k0 = (~k.~k +m2)
1
2 ≥ 0, note that un has the negative norm. In Krein space the
quantum field is defined as follows [6]:
φ(x) =
1√
2
[φp(x) + φn(x)], (2.5)
where
φp(x) =
∫
d3~k[a(~k)up(k, x) + a
†(~k)u∗p(k, x)],
φn(x) =
∫
d3~k[b(~k)un(k, x) + b
†(~k)u∗n(k, x)].
a(~k) and b(~k) are two independent operators. The time-ordered product propagator for this
field operator is
iGT (x, x
′) =< 0 | Tφ(x)φ(x′) | 0 >= θ(t− t′)W(x, x′) + θ(t′ − t)W(x′, x). (2.6)
In this case we obtain
GT (x, x
′) =
1
2
[GF (x, x
′) + (GF (x, x
′))∗] = ℜGF (x, x′), (2.7)
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where the Feynman Green function is defined by [30]
GF (x, x
′) =
∫
d4p
(2π)4
e−ip.(x−x
′)G˜F (p) =
∫
d4p
(2π)4
e−ip.(x−x
′)
p2 −m2 + iǫ
= − 1
8π
δ(σ0) +
m2
8π
θ(σ0)
J1(
√
2m2σ0)− iN1(
√
2m2σ0)√
2m2σ0
−im
2
4π2
θ(−σ0)K1(
√−2m2σ0)√−2m2σ0
, (2.8)
where σ0 =
1
2
(x− x′)2. So we have
GT (x, x
′) =
∫
d4p
(2π)4
e−ip.(x−x
′)PP 1
p2 −m2
= − 1
8π
δ(σ0) +
m2
8π
θ(σ0)
J1(
√
2m2σ0)√
2m2σ0
, x 6= x′, (2.9)
PP stands for the principal parts. Contribution of the coincident point singularity (x = x′)
merely appears in the imaginary part of GF ([5] and equation (9.52) in [30])
GF (x, x) = − 2i
(4π)2
m2
d− 4 +G
finit
F (x, x),
where d is the space-time dimension and GfinitF (x, x) becomes finite as d −→ 4. Note that the
singularity of the Eq.(2.9) takes place only on the cone i.e., x 6= x′, σ0 = 0.
It has been shown that the quantum metric fluctuations remove the singularities of Green’s
functions on the light-cone [17]. Therefore, the quantum field theory in Krein space, including
the quantum metric fluctuation (gµν = ηµν + hµν), removes all the ultraviolet divergencies of
the theory [17, 7], so one can write:
〈GT (x, x′)〉 = − 1
8π
√
π
2〈σ21〉
exp
(
− σ
2
0
2〈σ21〉
)
+
m2
8π
θ(σ0)
J1(
√
2m2σ0)√
2m2σ0
, (2.10)
where 2σ = gµν(x
µ−x′µ)(xν−x′ν) and σ1 is the first order shift in σ, due to the linear quantum
gravity (σ = σ0+ σ1+O(h
2)). The average value is taken over the quantum metric fluctuation
and in the case of 2σ0 = ηµν(x
µ − x′µ)(xν − x′ν) = 0 we have 〈σ21〉 6= 0. So, we get
〈GT (0)〉 = − 1
8π
√
π
2〈σ21〉
+
m2
8π
1
2
. (2.11)
It should be noted that 〈σ21〉 is related to the density of gravitons [17].
By using the Fourier transformation of Dirac delta function,
− 1
8π
δ(σ0) =
∫
d4p
(2π)4
e−ip.(x−x
′)PP 1
p2
,
or equivalently
1
8π2
1
σ0
= −
∫
d4p
(2π)4
e−ip.(x−x
′)πδ(p2),
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for the second part of Green function, we obtain
m2
8π
θ(σ0)
J1(
√
2m2σ0)√
2m2σ0
=
∫
d4p
(2π)4
e−ip.(x−x
′)PP m
2
p2(p2 −m2) . (2.12)
And for the first part we have
− 1
8π
√
π
2〈σ21〉
exp
[
−(x− x
′)4
4〈σ21〉
]
=
∫
d4p
(2π)4
e−ik.(x−x
′)G˜1(p),
where G˜1 is fourier transformation of the first part of the Green function (2.10). Therefore, we
obtain
< G˜T (p) >= G˜1(p) + PP m
2
p2(p2 −m2) . (2.13)
It has been proved that in the one-loop approximation, the Green function in Krein space
quantization, which appears in the transition amplitude is [6]:
< G˜T (p) >|one-loop≡ G˜T (p) |one-loop≡ PP
m2
p2(p2 −m2) . (2.14)
That means in the one-loop approximation, the contribution of G˜1(p) is negligible. It is worth
to mention that in order to improve the UV behavior in relativistic higher-derivative correction
theories, the propagator (2.14) has been used by some authors [31, 32, 33].
3 Fermion determinant of one-loop effective action in
Krein regularization
We start from the general formalism which was presented in [14]. The one-loop effective action
in QED reduces to computing the fermion determinant
J =
i
2
Tr ln
[
1− 2eA.p+
e
2
σµνF
µν − e2A2
p2 −m2 + iǫ
]
=
i
2
∫
d4x < x| ln
[
1− 2eA.p+
e
2
σµνF
µν − e2A2
p2 −m2 + iǫ
]
|x > . (3.1)
One can write this determinant, in proper time method, as [1]
J =
i
2
∫ ∞
0
dss−1e−ism
2
Tr exp
{
−is[p2 − e(p.A+ A.p)− e
2
σµνF
µν + e2A2]
}
− i
2
∫ ∞
0
dss−1e−ism
2
Tr exp(−isp2)
=
i
2
∫ ∞
0
dss−1e−ism
2
[TrU(s)− TrU0(s)] , (3.2)
where U(s) = exp
{
−is[p2 − e(p.A + A.p)− e
2
σµνF
µν + e2A2]
}
and U0(s) = exp(−isp2). In
Krein space quantization including the quantum metric fluctuation, equation (3.1) reads as
Jkr =
i
2
Tr ln
[
1− (2eA.p+ e
2
σµνF
µν − e2A2)PP m
2
p2(p2 −m2)
]
. (3.3)
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If we take
V =
1
2
m2(2eA.p+
e
2
σµνF
µν − e2A2),
we can write
Jkr =
i
2
Tr ln
[
1− PP 2V
p2(p2 −m2)
]
=
i
2
Tr ln
[
1− V
( 1
p2(p2 −m2) + iǫ +
1
p2(p2 −m2)− iǫ
)]
=
i
2
Tr ln
[(
1− V
p2(p2 −m2)− iǫ
)(
1− V
p2(p2 −m2) + iǫ
)
−
( V
p2(p2 −m2)
)2]
, (3.4)
where ǫ2 has been vanished. By continuing the calculation, for this equation we obtain
Jkr =
i
2
Tr ln
[(
1− V
p2(p2 −m2)− iǫ
)(
1− V
p2(p2 −m2) + iǫ
)
×
(
1−
( V
p2(p2−m2)
)2
(1− V
p2(p2−m2)−iǫ
)(1− V
p2(p2−m2)+iǫ
)
)]
=
i
2
Tr ln
(
1− V
p2(p2 −m2)− iǫ
)
+
i
2
Tr ln
(
1− V
p2(p2 −m2) + iǫ
)
+
i
2
Tr ln
[
1−
( ( V
p2(p2−m2)
)2
(1− V
p2(p2−m2)−iǫ
)(1− V
p2(p2−m2)+iǫ
)
)]
. (3.5)
The last term in this equation splits into two terms. So, Jkr becomes
Jkr =
i
2
Tr ln
(
1− V
p2(p2 −m2)− iǫ
)
+
i
2
Tr ln
(
1− V
p2(p2 −m2) + iǫ
)
+
i
2
Tr ln
(
1− V
p2(p2 −m2)− V
)
+
i
2
Tr ln
(
1 +
V
p2(p2 −m2)− V
)
. (3.6)
By using the results in appendix B, we obtain:
Jkr =
i
2
Tr ln
(
1 +
Y
p2
)
+
i
2
Tr ln
(
1− Y
p2 −m2
)
+
i
2
Tr ln
(
1 +
Y 2
(m2p2 + Y )(m2p2 −m4 − Y )
)
, (3.7)
where V = m
2Y
2
and Y = 2eA.P + e
2
σµνF
µν − e2A2. We define the functions J , J0 and J1 as
follow:
J =
i
2
Tr ln
(
1− Y
p2 −m2
)
, J0 =
i
2
Tr ln
(
1 +
Y
p2
)
,
J1 =
i
2
Tr ln
(
1 +
Y 2
(m2p2 + Y )(m2p2 −m4 − Y )
)
,
so, we have
Jkr = J + J0 + J1. (3.8)
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4 Regularized effective Lagrangian
It is clear that J in (3.8) is equivalent to the determinant fermion of Eq.(3.1). In the on
mass-shell scheme and for a constant electromagnetic field, the one-loop unrenormalized QED
effective Lagrangian reads
J ≡ δL = i
2
Tr ln
(
1− 2eA.P +
e
2
σµνF
µν − e2A2
p2 −m2 + iǫ
)
= − e
2
8π2
∫ ∞
0
dss−1e−ism
2
[
ab coth(eas) cot(ebs)− 1
(es)2
]
(4.1)
where a2−b2 = B2−E2, ab = E ·B [29]. The integral in (4.1) has a divergent part proportional
to a2 − b2, however, to show the divergent part in the integral we use the below expansions:
x coth x ≃ 1 + 1
3
x2 − 1
45
x4 + ..., y cot y ≃ 1− 1
3
y2 − 1
45
y4 + ...,
then
xy coth x cot y ≃ 1 + 1
3
(x2 − y2)− 1
45
(x2 − y2)2 − 7
45
(x2y2) + ..., (4.2)
finally, one can obtain
δL = − e
2
8π2
∫ ∞
0
dss−1e−ism
2
[
−1
3
(E2 − B2)− e
2s2
45
(
(E2 −B2)2 + 7(E · B)2
)]
, (4.3)
and write
δL = e
2
24π2
(E2 − B2)
∫ ∞
0
dss−1e−ism
2
+
2α2
45m4
[
(E2 − B2)2 + 7(E · B)2
]
. (4.4)
The first term while were not removed leads to a logarithmic divergence at small eigentime s.
It’s appear ∫ ∞
0
dss−1 exp(−m2s) ≡ Γ(0),
by using the following relations:
lim
x→0
Γ(x) = lim
x→0
E1(x), E1(x) =
∫ ∞
x
e−t
t
dt = −γ − ln x−∑
n=1
(−1)nxn
nn!
,
where γ is the Euler’s constant, we can write
Γ(0) = −γ − lim
µ→0
lnµ,
δL = − e
2
24π2
(E2 − B2)(γ + lim
µ→0
lnµ) +
2α2
45m4
[
(E2 −B2)2 + 7(E · B)2
]
. (4.5)
The divergence can be cured by Z3−renormalization but we don’t attempt to use the renormal-
ization procedure. Instead, we show J0 and J1 can remove the divergence at the Lagrangian.
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Therefore, we follow the evaluations of J0 and J1 in momentum representation, following the
perturbation approach developed in [27], one can find
J0 =
i
2
Tr ln
(
1 +
2eA.P + e
2
σµνF
µν − e2A2
p2 + iǫ
)
= − e
2
4π2
∫ ∞
0
dss−2
∫
d4kAµ(−k)Aµ(k)
− e
2
12π2
∫ ∞
0
dss−1
∫
d4k
1
4
Fµν(−k)Fµν(k)
+
e2
16π2
∫
d4kFµν(−k)Fµν(k)
∫ 1
0
v2dv
1− 1
3
v2
1− v2 . (4.6)
In the other hand, J1 has been calculated and is expressed as below
J1 ≃ e
2
4π2
∫ ∞
0
s−2ds
∫
d4kAµ(−k)Aµ(k)
+
e2
6π2
∫ ∞
0
s−1ds
∫
d4k
1
4
Fµν(−k)Fµν(k)
− e
2
8π2
∫
d4kFµν(−k)Fµν(k)
∫ 1
0
dv
v2(1− 1
3
v2)
1− v2 . (4.7)
We recall that the details of J0 and J1 computing have been presented in Appendix A.
First, we construct J0 + J1 and have
J01 = J0 + J1
=
e2
12π2
∫ ∞
0
s−1ds
∫
d4k
1
4
Fµν(−k)Fµν(k)
− e
2
16π2
∫
d4kFµν(−k)Fµν(k)
∫ 1
0
dv
v2(1− 1
3
v2)
1− v2 . (4.8)
This equation can be written in the following form:
J01 =
e2
16π2
∫
d4kFµν(−k)Fµν(k)
(
I01 + I
′
01
)
, (4.9)
where
I01 =
1
3
∫ ∞
0
s−1ds, I
′
01 = −
∫ 1
0
dv
v2(1− 1
3
v2)
1− v2 .
These two integrals are divergent. The divergence form of I01 is
I01 =
1
3
∫ ∞
0
s−1ds =
1
3
(
lim
Λ→∞
ln Λ− lim
µ→0
lnµ
)
= −2
3
lim
µ→0
lnµ. (4.10)
The I
′
01 divergency, which has been discussed in Appendix B, is as:
I
′
01 = −
∫ 1
0
dv
v2(1− 1
3
v2)
1− v2 =
1
3
lim
µ→0
lnµ− 1
3
ln 2 +
5
9
. (4.11)
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Then
J01 =
e2
16π2
∫
d4kFµν(−k)Fµν(k)
(
−1
3
lim
µ→0
lnµ− 1
3
ln 2 +
5
9
)
. (4.12)
This expression has been obtained in the momentum representation, then one can write
J01 = e
2
4π2
(
−1
4
FµνF
µν
)(
1
3
lim
µ→0
lnµ+
1
3
ln 2− 5
9
)
. (4.13)
For constant fields the Maxwell Lagrangian is given by
−1
4
FµνF
µν =
1
2
(
E2 −B2
)
,
then we can find
J01 = e
2
8π2
(
E2 − B2
)(1
3
lim
µ→0
lnµ+
1
3
ln 2− 5
9
)
. (4.14)
Therefore, Jkr ≡ δLkr becomes:
δLkr = δL+ J01
=
e2
24π2
(E2 −B2)
(
−γ + ln 2− 5
3
)
+
2α2
45m4
[
(E2 − B2)2 + 7(E · B)2
]
. (4.15)
Finally, we see that Lkr = L0 + δLkr reduces to
Lkr = 1
2
(E2 − B2)×
[
1 +
α
3π
(
ln 2− 5
3
− γ
)]
+
2α2
45m4
[
(E2 − B2)2 + 7(E · B)2
]
, (4.16)
where we have added the classical Maxwell Lagrangian, L0 = 1
2
(E2−B2), and we took α = e2
4π
.
If one puts α = 1
137
and γ = 0.5772156649..., the total effective Lagrangian is
Lkr = (0.9987989919)(E
2 − B2)
2
+
2α2
45m4
[
(E2 −B2)2 + 7(E · B)2
]
, (4.17)
The result is finite and equal to the standard solution. It is easily seen that the divergent terms
are disappeared and omitting each other. In fact, this is not a stochastic process but might
be a natural procedure of regularization. However, to support and clarify this method and to
introduce it as a successful way in regularization, we need to have some more examples of this
kind.
This method of quantization may be used as an alternative way for solving the non- renor-
malizability of linear quantum gravity in the background field method and is instrumental in
finding a new method of quantization, compatible with general relativity.
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5 Conclusion and outlook
We have calculated the one-loop Euler and Heisenberg Lagrangian in the scheme of Krein space
quatization with Ford’s idea of fluctuated light-cone. The idea of Doubling of Hilbert space
leads to the propagator expressed by the Principal Part. The other idea is the fluctuated
light-cone, which is crucial for the lack of UV divergence in the results. This is equivalent to
subtracting a massless degree of freedom, and hence the UV behavior is improved similarly
as Pauli-Villars. Contrary to the Pauli-Villars case, however, the subtraction is considered
physical, but the effective lagrangian will take the same form that obtained by the standard
method. We remember, in the Euler-Heisenberg case, divergences occur only in the coefficients
of the terms which are zeroth order and second order in field strengths, the quadratic term is
nothing but the usual photon self energy term.
As the superiority of Krein space quantization, apart from its capability on eliminating the
singularity which appears in the interaction field, it should be emphasized that in presence
of gauge invariance, the occurrence of Krein structure is unavoidable. Even the standard
Gupta-Bleuler quantization involves a Krein space. We must emphasize the fact that this
method can be used to calculate physical observable quantities in scenarios where the effect of
quantum gravity (in the linear approximation) can not be ignored. Krein space quantization
including fluctuated light-cone might be a useful candidate to achieve a quantized theory of the
gravitational fields without any anomaly, as one of the greatest challenges of physics today.
Acknowledgments: I would like to thank Prof. M. V. Takook for very useful discussion and
remarks.
A Evaluating of J0 and J1
For evaluation of J0 and J1 we address the section 6 as ”perturbation theory” in the Schwinger
paper [27]. The details of the evaluation based on the perturbation approach and performing
in the momentum representation, will be used to find J0 and J1 expressions. In that section,
after obtaining some expansions for taking the traces and doing some simplifications, the below
expansion shall be retained (Eq.(6.16) in [27])
W (1) =
1
2
ie2
∫ ∞
0
dss−1 exp(−im2s)×
{
−isT r[A2 exp(−ip2s)]+
1
2
(−is)2
∫ 1
−1
1
2
dvTr
[
(pA+ Ap) exp
(
−ip2 1
2
(1− v)s
)
× (pA+ Ap) exp
(
−ip2 1
2
(1 + v)s
)]
+
1
2
(−is)2
∫ 1
−1
1
2
dvTr
[
1
2
σF exp
(
−ip2 1
2
(1− v)s
)
× 1
2
σF exp(−ip2 1
2
(1 + v)s)
]}
. (A.1)
This expression for J0 evaluation changes to
J0 =
1
2
ie2
∫ ∞
0
dss−1 exp(−im2s)×
{
+isT r[A2 exp(−ip2s)]+
1
2
(+is)2
∫ 1
−1
1
2
dvTr
[
(pA+ Ap) exp
(
−ip2 1
2
(1− v)s
)
× (pA+ Ap) exp
(
−ip2 1
2
(1 + v)s
)]
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+
1
2
(−is)2
∫ 1
−1
1
2
dvTr
[
1
2
σF exp
(
−ip2 1
2
(1− v)s
)
× 1
2
σF exp(−ip2 1
2
(1 + v)s)
]}
. (A.2)
After the end of calculations, we take m = 0. For convenience, the variable u1has been replaced
by 1
2
(1+v). The evaluation of these traces is naturally performed in a momentum representation.
The matrix elements of the coordinate dependent field quantities depend only on momentum
differences,
〈P + 1
2
k|Aµ|P − 1
2
k〉 = 1
(2π)4
∫
dxe−ikxAµ(x) ≡ (2π)−2Aµ(k)
and
〈P |A2µ|P 〉 =
1
(2π)4
∫
dxA2µ(x) = (2π)
−4
∫
dkAµ(−k)Aµ(k).
Therefore
J0 =
2ie2
(2π)4
∫ ∞
0
dss−1 exp(−im2s)×
{
+is
∫
d4kAµ(−k)Aµ(k)
∫
d4p exp(−ip2s)+
1
2
(+is)2
∫ 1
−1
1
2
dv
∫
d4k
∫
d4p2pµAµ(−k)
× exp
[
−i
(
p+
1
2
k
)2 1
2
(1− v)s
]
2pνAν(k) exp
[
−i
(
p− 1
2
k
)2 1
2
(1 + v)s
]
+
1
2
(−is)2
∫ 1
−1
1
2
dv
∫
d4k
∫
d4p
1
4
tr
1
2
σF
× exp
(
−i
(
p +
1
2
k
)2 1
2
(1− v)s
)
1
2
σF exp
[
−i
(
p− 1
2
k
)2 1
2
(1 + v)s
]}
. (A.3)
We thus encounter the elementary integrals
∫
d4p exp(−ip2s) = −iπ2s−2,
∫
d4p exp
[
−i
(
p2 +
k2
4
)
s+ ipkvs
]
= −iπ2s−2 exp
[
−ik
2
4
(1− v2)s
]
,
∫
d4ppµpν exp
[
−i
(
p2 +
k2
4
)
s+ ipkvs
]
= −iπ2s−2
(
− i
2
s−1δµν +
1
4
v2kµkν
)
exp
[
−ik
2
4
(1− v2)s
]
.
It is convenient to replace the δµν term of the last integral by an expression which is equiv-
alent to it in virtue of the integration with respect to v. Now
∫ 1
−1
1
2
dv exp
[
−ik
2
4
(1− v2)s
]
= 1− is1
2
k2
∫ 1
−1
1
3
dvv2 exp
[
−ik
2
4
(1− v2)s
]
,
so that, effectively
∫
d4ppµpν exp
[
−i
(
p2 +
k2
4
)
s+ ipkvs
]
= −1
2
π2s−3δµν
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+
i
4
π2s−2v2(δµνk
2 − kµkν) exp
[
−ik
2
4
(1− v2)s
]
.
On inserting the values of the various integrals, and noticing that
(δµνk
2 − kµkν)Aµ(−k)Aν(k) = 1
2
Fµν(−k)Fµν(k),
we obtain the immediately the gauge invariant form (with s→ −is)
J0 = − e
2
4π2
∫ ∞
0
dss−2
∫
d4kAµ(−k)Aν(k)
− e
2
4π2
∫
d4k
1
2
Fµν(−k)Fµν(k)
∫ 1
0
dv(1− v2)
∫ ∞
0
dss−1 exp
[
−
(
m2 +
k2
4
(1− v2)
)
s
]
.
This has been achieved without any special device, other than that of reserving the proper time
integration to the last. A significant separation of terms is produced by a partial integration
with respect to v, according to
∫ 1
0
dv(1− v2)
∫ ∞
0
dss−1 exp[−(m2 + k
2
4
(1− v2))s] = 2
3
∫ ∞
0
dss−1 exp(−m2s)−
1
2
k2
∫ 1
0
dv(v2 − 1
3
v4)
∫ ∞
0
ds exp[−(m2 + k
2
4
(1− v2))s].
After calculating the last integral we obtain
J0 = − e
2
4π2
∫ ∞
0
dss−2
∫
d4kAµ(−k)Aµ(k)
− e
2
12π2
∫ ∞
0
dss−1
∫
d4k
1
4
Fµν(−k)Fµν(k)
+
e2
16π2
∫
d4kFµν(−k)Fµν(k)
∫ 1
0
v2dv
1− 1
3
v2
1− v2 . (A.4)
Now, we want to ready the J1 expansion to obtain its expression via the presented method. In
section 3 of this text, we have J1 as:
J1 =
i
2
Tr ln
(
1 +
Y 2
(p2 + Y )(p2 −m2 − Y )
)
, (A.5)
we expand the logarithm function and keep the first term
J1 ≃ i
2
Tr
Y 2
(p2 + Y )(p2 −m2 − Y ) = −
i
2
Tr
Y 2
m2 + 2Y
(
1
p2 + Y
− 1
p2 −m2 − Y
)
, (A.6)
and so we can write
J1 = − i
2
Tr
Y 2
i(m2 + 2Y )
∫ ∞
0
dse−isp
2
(
e−isY − eis(Y+m2)
)
,
= − i
2
Tr
Y 2
im2
[
1 +
∑
n=1
(
−2Y
m2
)n] ∫ ∞
0
dse−isp
2
(
e−isY − eis(Y+m2)
)
. (A.7)
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We restrict ourselves to a specific finite number of the powers of Y to compare with the ex-
pressions of J0, hence, we have
J1 ≃ i
2
Tr
∫ ∞
0
sdsY 2e−isp
2
. (A.8)
Now, in order to finding the J1 expression one can use the Eq. A.1 and have:
J1 ≃ ie
2
2
∫ ∞
0
sds
×
(1
2
∫ 1
−1
dvTr
[
(p.A+ A.p) exp
(
− ip2 1
2
(1− v)s
)
× (p.A+ A.p) exp
(
− ip2 1
2
(1 + v)s
)]
+
1
2
∫ 1
−1
dvTr
[1
2
σF exp
(
− ip2 1
2
(1− v)s
)
× 1
2
σF exp
(
− ip21
2
(1 + v)s
)])
. (A.9)
The traces in the above expansion should be calculated in a momentum representation
J1 ≃ 2ie
2
(2π)4
∫ ∞
0
sds×
(1
2
∫ 1
−1
dv
∫
d4k
∫
d4p2p.A(−k) exp
[
− i
(
p+
1
2
k
)2 1
2
(1− v)s
]
×2p.A(k) exp
[
− i
(
p− 1
2
k
)2 1
2
(1 + v)s
]
+
1
2
∫ 1
−1
dv
∫
d4k
∫
d4p
1
4
tr
1
2
σF
× exp
[
− i
(
p +
1
2
k
)21
2
(1− v)s
]1
2
σF exp
[
− i
(
p− 1
2
k
)21
2
(1 + v)s
])
, (A.10)
then
J1 ≃ 2ie
2
(2π)4
∫ ∞
0
sds
[
(−2π2s−3)
∫
d4kAµ(−k)Aµ(k)
−
∫
(iπ2s−2)d4k
1
2
Fµν(−k)Fµν(k)
∫ 1
0
dv(1− v2)e− ik
2(1−v2)s
4
]
. (A.11)
Finally, In the first order approximation J1 expression is as
J1 ≃ e
2
4π2
∫ ∞
0
s−2ds
∫
d4kAµ(−k)Aµ(k)
+
e2
6π2
∫ ∞
0
s−1ds
∫
d4k
1
4
Fµν(−k)Fµν(k)
− e
2
8π2
∫
d4kFµν(−k)Fµν(k)
∫ 1
0
dv
v2(1− 1
3
v2)
1− v2 . (A.12)
B Calculations
We briefly present some calculations and simplifications which has been used in this paper.
In this section we’ll bring some calculations to simplify the logarithmic functions which was
used in section(4). It is easy to see that
K+ = ln
(
1 +
V
k2(k2 −m2)− V
)
= − ln
[
1− V
k2(k2 −m2)
]
.
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Then, we can write
ln
(
1− V
k2(k2 −m2)
)
= ln
[
1 +
V
m2
(
1
k2
− 1
k2 −m2 )
]
= ln
[(
1 +
V
m2k2
)(
1− V
m2(k2 −m2)
)
+
V 2
m4k2(k2 −m2)
]
,(B.13)
and finally we get to
K+ = − ln
(
1 +
V
m2k2
)
− ln
(
1− V
m2(k2 −m2)
)
− ln
(
1 +
V 2
(m2k2 + V )(m2k2 −m4 − V )
)
.
(B.14)
Now, we calculate
K− = ln
(
1− V
k2(k2 −m2)− V
)
= ln
(
k2(k2 −m2)− 2V
k2(k2 −m2)− V
)
= ln
(
1− 2V
k2(k2 −m2)
)
− ln
(
1− V
k2(k2 −m2)
)
. (B.15)
So, we obtain
K− = ln
(
1 +
2V
m2k2
)
+ ln
(
1− 2V
m2(k2 −m2)
)
+ ln
(
1 +
4V 2
(m2k2 + 2V )(m2k2 −m4 − 2V )
)
− ln
(
1− V
k2(k2 −m2)
)
. (B.16)
Now, we would like to present the calculation of I
′
01 in (4.11):
I
′
01 = −
∫ 1
0
dv
v2(1− 1
3
v2)
1− v2 = −
1
2
∫ 1
0
dv
[
v2(1− 1
3
v2)
1− v +
v2(1− 1
3
v2)
1 + v
]
. (B.17)
By using the following relations:
1
1− v =
∞∑
n=0
vn,
1
1 + v
=
∞∑
n=0
(−v)n,
we obtain
I
′
01 = −
1
2
∫ 1
0
dv
∞∑
n=0
[
vn+2 − 1
3
vn+4 + (−v)n+2 − 1
3
(−v)n+4
]
= −1
2
∞∑
n=0
[∫ 1
0
dvvn+2 − 1
3
∫ 1
0
dvvn+4 +
∫ 1
0
dv(−v)n+2 − 1
3
∫ 1
0
dv(−v)n+4
]
= −1
2
∞∑
n=0
[
vn+3
n+ 3
− 1
3
vn+5
n + 5
+
(−1)nvn+3
n+ 3
− 1
3
(−1)nvn+5
n+ 5
]1
0
. (B.18)
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And so, we can rewrite as
I
′
01 = −
1
2
{[
− ln(1− v)− v − v
2
2
]
+
1
3
[
ln(1− v) + v + v
2
2
+
v3
3
+
v4
4
]
+
[
ln(1 + v)− v + v
2
2
]
− 1
3
[
ln(1 + v)− v + v
2
2
− v
3
3
+
v4
4
]}1
0
.
Finally, we have
I
′
01 = −
[
−1
3
ln(1− v) + 1
3
ln(1 + v)− 2
3
v +
1
9
v3
]1
0
=
1
3
lim
µ→0
lnµ− 1
3
ln 2 +
5
9
. (B.19)
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