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Summary and Conclusions
The thesis introduces unit-linked insurance contracts and insurance policies based on stochas-
tic interest rates and investigates their pricing methods. As the most distinct property of such
products is their connection to the financial market through which market risks are induced,
stochastic analysis must be applied to explore the reasonable prices of the corresponding deriva-
tive securities those products are linked to, therefore enlarging the difficulty of the calculation
of prospective reserves.
In the financial market, Black & Scholes option pricing formula has long been the classical
foundation for entry-level mathematical finance course, nevertheless its assumption on com-
plete market structure is problematic in practice. In this thesis, one step forward is taken to look
at incomplete market structure, where the reason of this is assumed to be interest rate/stock
price jumps. With respect to modelling such jumps Lévy processes will be used in this thesis
due to their nice property of stationary and independent increments.
The main challenge under incomplete market situation is the non-uniqueness of risk-neutral
probability measures. There will be in general many equivalent martingale measures (EMMs)
that can be selected in the market, each of which gives a legitimate risk-neutral price for the
derivative secutiry product at hand. Under such circumstances several pricing methods spe-
cific for incomplete market assumption have been developed, but throughout this thesis only
the method of Esscher transform will be utlized. The reason to this is that the transformation
preserves the desirable property of stationary and independent increments, in the sense that
the transformed process remains a Lévy process.
The main focus of the thesis lies on the derivation of the recursive formula of prospective
reserves for unit-linked products or policies where interest rates are stochastic, such that the
insurance contract is linked to financial risks via the bond/stock market. The final formula is a
complicated integro-partial differential equation, where analytical solutions are in general im-
possible. Simulation methods like Monte Carlo must be applied to calculate the corresponding
reserves for the such products.
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Chapter 1
Introduction
This chapter gives a general overview over the thesis, including the background underlying the
current insurance and finance markets, methods and approaches that are going to be used,
limitations found in the current academic literature, connection to a broader finance context,
objective of the thesis, formulation of the problem and structure of the thesis. After reading the
chapter, readers should have an insight on what the topic of the thesis is, how the structure of
the thesis is going to be formulated and what remains to be done for further research.
2
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1.1 Background
Currently, life insurance companies are suffering from low interest rates and increasing longevity.
Many life insurance firms provide products that last decades long, and the ability of generating
enough money for future payments of those products is crucial for insurance firms’ stability.
Interest rates play a vital role when it comes to how much money insurance firms are going to
make from their investments as most of those investments are made of fixed-income products.
In order to manage interest rate risks, asset-liability management (ALM) has long been the cen-
tral job of life insurance firms. Due to the long-term nature of most life insurance products,
fixed-income securities, i.e. bonds, are the major assets of life insurers. However, bonds are
extremely sensitive to interest rate changes as their maturities are usually 5 or 10 years long,
through which insurance companies are subject to risks relating to interest rate fluctuations.
When interest rates have dropped significantly, mismatch of assets and liabilities appears, re-
quiring that the insurance company uses its own capital to make up the gap of the mismatch.
One thing that complicates the situation for insurance companies is that most of their prod-
ucts provide a minimum guarantee of return. Normally the guarantee level is set out-of-money,
i.e. the guarantee is lower than the current interest rate level, upon entering into the contract.
But later if interest rates drop, the contract will become in-the-money, i.e. the return the poli-
cyholder gets is higher than what he/she would have gotten on other investment alternatives.
Under such circumstances life insurance firms also have to use own assets to compensate for the
difference, by which exposes them to higher uncertainties. Moreover, some products, typically
annuities, allow policyholders to adjust their premium payments during the contract period.
Thus, when the interest rates are high and the policy is out-of-money, the policyholder will be
more willing to reduce payments or even surrender (cancel) his/her policy and receives a sur-
render value such that the money can be invested in other alternatives. On the other hand, if
the interest rates are low and the policy is in-the-money, the policyholder will have desire to in-
crease payments to his/her policy so as to get higher return than what he/she normally would
have gotten from other alternatives. Therfore, policyholders’ behaviors magnify the extent to
which life insurance firms are exposed to interest rate risks.
Since annuities promise prolicyholders a predetermined level of return, life insurers can only
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make money if the guaranteed returns are lower than the market interest rates. Thus, if the inter-
est rates are significantly lower, those annuities must also be designed such that their promised
returns are low as well. This will in turn make the annuities uncompetitive to other financial
products.
Apart from managing the cash flows of assets and liabilities, where the duration of the assets
of a life insurer are put to match the duration of the liabilities in a long term, usually decades,
another way to decrease the company’s exposure to interest rate risks is the purchase of interest-
rate swaps. Over the last twenty years interest rate swaps have gained a huge increase in life
insurance companies’ assets, and have today become the major tool for life insurers to hedge
interest risks.
Therefore, the main challenge life insurers are facing today can be characterized as match-
ing the cash flows of the assets and the liabilities of the companies by statistical modelling. That
is, calculating the reserves for the company when interest rate drops or increases can be taken
into account. However, most models in actuarial science for calculating reserves assume con-
stant interest rates, which is fairly unrealistic in practical usage due to the fact that over such a
long period of time, variations of interest rates are huge. Simply ignoring this fact and instead
assuming constant interest rates would lead to problematic results.
This thesis attempts to calculate insurance reserves where interest rates are allowed stochas-
tic, by which the results are adjustable to interest rate changes during the course of the contract.
Stochastic interest rates will enter the model through analyzing the bond prices, and then the
life insurance contract will be connected to the bond market through a unit-linked scheme.
The reason to this construction is due to the fact that stochastic interest rates are described by
zero-coupon bonds. Modelling prices of zero-coupon bonds is the same as modelling stochas-
tic interest rates, and the unit-linked scheme is like a socket that enables the insurance reserve
formula to be connected to stochastic interest rates.
Problem Formulation
In the classical Black & Scholes option pricing model, the underlying market is assumed to be
complete. The completeness of the market makes that every contingent claim in the market
can be perfectly replicated, and gives the market the property that there is only one risk-neutral
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probability measure in the market, such that the absence of arbitrage opportunities is equal to
the existence of a risk-neutral probability measure.
However, this assumption is quite problematic in real-life applications as the market we have
in practice are actually incomplete! The reasons to this phenomenon are many, but in this the-
sis only one of them will be investigated, namely, the discontinuities of the interest rate/stock
price trajectories. In the Black & Scholes model, Brownian motion is utilized to model the dif-
fusion part of the stock. Since Brownian motions are no where differentiable but everywhere
continuous, the trajectories of the stock price is also continuous. This continuity is one of the
many properties that makes the market complete. If the continuity assumption of the underly-
ing stock price is not satisfied, the market will be incomplete.
Real-life observations tell us that interest rates often jump rapidly during even a short-time
period. Modelling their trajectories as continuous is not realistic. It is therefore necessary to
look for models that also can describe jumps. This thesis wil be concentrated mainly on a model
called Lévy process, which is capable of modelling discontinuous trajectories. The biggest chal-
lenge of applying jump-diffusion models is that the underlying market is no longer complete,
and hence absence of arbitrage opportunities is not equal to the existence of a unique risk-
neutral probability measure. The absence of arbitrage opportunity property can still be con-
structed as before, but now there are many risk-neutral probability measures available to be
chosen from. Each of these measures gives a legitimate risk-neutral price, and the problem is
which one should be chosen as the best price.
There are several criteria that can help people to pick the right price. The method that is go-
ing to be applied in this thesis is the one called Esscher transform. By transforming the density
function of the corresponding distribution one gets a specific risk-neutral probability measure
that enables one to derive a risk-neutral price for the stock when jumps are allowed in its trajec-
tories.
The more traditional unit-linked insurance contracts will be connected to the stock via a call
option. After buying the contract, the policyholder will be given a refund guarantee such that if
the life condition of him/her shifts, the payment will depend on the payoff of the call option.
The problem connected to the above unit-linked contract is that it does not have an analyti-
cal solution. So simulation must be applied to approximate the right price.
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The above scheme is a more ordinary one, and will be only given for illustration purposes.
This thesis will mainly concentrate on another type of unit-linked insurance contracts, where
the policyholder will not be given the right to invest their paid-in premiums, and thus the pay-
ment to them is not related to the financial market. Instead, the interest rates will now be as-
sumed to be stochastic.
The pricing of such unit-linked insurance contracts will rely on the application of Esscher
transforms for selecting a specific risk-neutral probability measure. The Esscher transform is
appropriate in the current model because of its desirable property that it preserves the Lévy
propery of the interest rate model. Thus, after Esscher transforming the density function, the
new process is still Lévy, and one has now a (local) martingale that can be used to calculate
the expectation of future payments of the unit-linked contracts or policies based on stochastic
interest rates.
Literature Survey
The tight connection to finance theories is the most obvious property of the pricing of unit-
linked insurance contracts. Thus, this thesis will focus a lot on finance literature. Much of the
finance theories of the thesis are based on the work done by e.g. [Tankov and Cont, 2003],
where the introduction of Lévy processes, description of various pricing and hedging methods
in incomplete markets, and Esscher transform are among the topics. While [Tankov and Cont,
2003] partially serves as a background of the thesis, [Sato, 1999] gives a more comprehensive
introduction to Lévy processes and their application in finance.
Theories of insurance mathematics of the thesis are mainly based on [Møller and Steffensen,
2007] and [Koller, 2012]. Both books give a remarkable introduction to unit-linked insurance
contracts.
The application of the Esscher transform in pricing security derivatives in incomplete mar-
kets will be taken from [Esscher, 1932] and [Gerber and Shiu, 1994]. Based on the work done
by Esscher, Gerber and Shiu are among the first to apply the theory in pricing options where
the logarithm of the underlying stock prices are governed by certain stochastic processes with
stationary and independent increments in actuarial science, which has brought a hugh devel-
opment to the field afterwards. Their work provides a tool in actuarial science for pricing unit-
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linked insurance products where the underlying market is no longer complete. Unlike the tradi-
tional Black & Scholes option pricing model, the Esscher transform allows for selecting a specific
risk-neutral probability measure in incomplete market, in such a way that it also preserves the
stationary and independent increments property of the underlying stock price dynamics.
However, the thesis is devoted to pricing insurance products when interest rates are assumed
stochastic, thus connecting to the financial market via bond markets. The replacement of the
Brownian motion in a Vasicêk model by a Lévy process allows for interest rate jumps, making
the market no longer complete.
Apart from the Esscher transform, there are also a handful of other mehods avaiable for
finding an equivalent martingale measure (EMM) in order to price the underlying stock price
dynamics. For example, [Fujiwara and Miyahara, 2003] proposes a method called minimal en-
tropy martingale measure, while [Fo˝llmer and Sondermann, 1986] suggests a method called
mean-variance approach that aims to find a self-financing trading strategy minimazing the risks
in the risk-neutral measure where the Galtchouk-Kunita-Watanabe decomposition is applied.
[Fo˝llmer and Schweizer, 1989] provides another method called local risk-minimization which
minimizes variance based on the real-world probability measure P .
What Remains to be Done?
The pricing of insurance contracts where interest rates are stochastic involves finding the right
Esscher transform parameter for transforming the corresponding density function when taking
expectation. After deriving the Radon-Nikodym density, plugging it into the expectation for-
mula and applying the Itô formula on the expectation formula, an integro-partial differential
equation results. Some condition must be satisfied in order for the formula to be a (local) mar-
tingale. The final integro-partial differential equation is more difficult than the celebrated Black
& Scholes formula, in that there are no analytical solution to the equation, and that certain as-
sumptions have to be made about the Esscher transform. The application of jump diffusion
processes in modelling stochastic interest rates in insurance contracts is a relatively new and
small area, and hence there are few available articles and papers in academic literature. To the
best of my knowledge, the proposed model of mine in this thesis on the calculation of premium
reserves based on stochastic interest rates with jumps and the Esscher transform in connection
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with a local martingale condition is new.
If the current low interest rate scenario lasts longer, most life insurance companies and pen-
sion funds will be affected enormously. Hence, modelling stochastic interest rates will be im-
portant for life and pension firms to manage their liabilities ans assets.
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1.2 Objectives
This thesis investigates the reasons for incompleteness in the financial market, and explores
various methods for pricing contingent claims under market imcompleteness. However, the
main focus will be on insurance markets where the contracts are linked to the bond market via
stochastic interest rates with jumps.
Apart from linking to the financial market via stochastic interest rates, unit-linked scheme
can also enter into insurance contracts through direct connection, that is, the payment function
of the insurance contract can be directly linked to available derivative products in the financial
market, like options. This kind of unit-linked insurance contract will be given as a special ex-
ample for illustration purposes. They are more traditional and more common in relation to the
above one with stochastic interest rates, and there are hence more books devoted to this topic.
This thesis is an attempt to describe the methods used to price unit-linked insurance con-
tracts. In the recent decades stochastic analysis has enjoyed huge advances in financial liter-
ature, and lots of new approaches and pricing models have been established to support the
development of derivative products. Quantitative finance or computational finance, specifi-
cally, has gained more and more attention in the academics since modern finance theories keep
applying more involved mathematics. On the other hand, actuarial science is still focusing on
more traditional pricing methods, lacking the attention on the application of SDEs in its cur-
riculum. This little thesis is thus aiming to give the reader a broader picture of how stochastic
analysis can also be utilized in insurance industry.
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1.3 Limitations
The biggest limitation when pricing contingent claims in incomplete markets is the lack of a
unique risk-neutral probability measure. When market incompleteness appears, there will be a
number of those probability measures to be chosen from. Different criteria give different results,
and there is no a universal method practitioners agree upon. Therefore, it is not uncommon that
all those methods have to be applied on the problem, and their results are compared.
The thesis will only concentrate on one of the many reasons that makes the market incom-
plete, that is, interest rate/stock price jumps. If the trajectories have jumps, then the market
completeness assumption will be invalid. The exponential Lévy process is a good candidate for
modelling trajectory jumps due to its stationary and independent increments property. Such
property is desirable as it possesses mathematical tractability. Thus, in order to keep such prop-
erty only Esscher transform will be used as a selection criterion to choose a specific risk-neutral
probability measure.
After Esscher transforming by means of a Radon-Nikodym density, the final formula for cal-
culating prospective reserves is an integro-partial differential equation, which does not have an
analytical solution. Simulation methods like Monte Carlo must be used to model the reserves.
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1.4 Approach
The main challenge in the thesis is the incompleteness of the market, resuting in several valid
risk-neutral probability measures, each of which gives a risk-neutral price for the correspond-
ing derivative security. The approach to solve the problem is the use of Esscher transform in
deriving a Radon-Nikodym density which corresponds to a specific risk-neutral measure.
For modelling stochastic interest rates with jumps, a modified Vasicêk model where the
Brownian motion is switched to a Lévy process will be used, hence resulting in an exponen-
tial Lévy process. The choice of the Vasicêk model is that it can be easily extended to allow for a
Lévy diffusion driving part, such that it can take into account jump trajectories.
For propective reserves, a recursive formula will be constructed based on results in [Koller,
2012]. The formula can easily be extended to take into account stocastic interest rates or direct
unit-linked scheme. For the former type one only needs to modify the discounting rate to be
an expectation with respect to an information filtration, for the latter type one needs to equate
the payment function for state shifts to the present value of a specific derivative security, like a
European call option, for example.
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1.5 Structure of the Thesis
Chapter 2 is a general introduction to the mathematical tools that are going to be useful in later
applications, among which measure theory, probability theory, Lévy processes, Itô’s formula
and Black & Scholes formula are the topics. This chapter serves as a building block for the whole
thesis. However, contents in the chapter are only given for illustration purposes as they can be
easily found in any introduction proability and mathematical finance textbooks like [Berk and
Devore, 2007] and [Pliska, 1997].
Chapter 3 first gives the several reasons to market incompleteness and then introduces vari-
ous pricing methods in incomplete markets. Note that those are not the only available methods
in the finance literature. There are many other useful methods as well, and new methods have
been kept inventing all the time. Pricing of derivative securities in incomplete markets is an
active and broad field.
Chapter 4 goes into explaining what unit-linked insurance contracts are and how they oper-
ate in the insurance market. Apart from this topic, the chapter will be devoted to formulating
what Esscher transform really deals with and why they are useful in pricing derivative securities.
Chapter 5 focuses on insurance mathematics. It gives a derivation of the recursive formula
for prospective reserves, and talks about its extension to allow for unit-linked scheme. The other
part of the chapter concentrates on stochatic interest rate models, with special attention on the
Vasicêk model.
Chapter 6 is the final chapter of the thesis, which gives the final model and its derivation and
conditions. In the chapter there will be given two insurance schemes.
Chapter 2
Introduction to Some Mathematical Tools
Probability theory is a fundamental tool and a basic building block for modern stochastic anal-
ysis. In order to get a deeper insight into the core of stochastic analysis, a thorough knowledge
in probability theory is a prerequisite. In this chapter, some fundamental definitions and con-
cepts in probability theory relating closely to stochastic analysis are presented, together with
explanations on why they are central in the later studies of stochasitic analysis, especially when
it comes to the study of Lévy processes.
In the field of probability theory, measure theory is no doubt the cornerstone for building
up the whole universe of subject. Thus, section 2.1 is devoted to introducing basic definitions
and notions in measure theory, which is a comprehensive tool for understanding the concept
of probability. Based on section 2.1, setion 2.2 goes one step forward and introduces the most
usual member of the probabilistic family: random variables. A central notion that is going to
be crucial in the later studies of Lévy processes, called characteristic function, will also be intro-
duced here. Two classical working examples of stochastics processes, namely Brownian motion
and Poisson process, will be given as well. Section 2.3 introduces the most basic element of
the thesis, namely Lévy processes. Section 2.4 concentrates on Itô calculus, especially the cele-
brated Black & Scholes formula will be given in this section for later references.
13
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2.1 Measure Theory
2.1.1 Definitions of Measures andσ-algebras
In mathematical analysis course you might probably have heard about the term Lebesgue mea-
sure. At first glance it seems mysterious to beginners, but in fact it is a classical example of mea-
sures. A measure is a generalization of the more commonly-known concepts length, volume and
area etc. In a more mathematical language, a measure is a way of assigning a non-negative real-
valued number or +∞ to some subsets of a set X . In particular, if µ is a measure, then µ(;)= 0
where ; denotes an empty set. But before a rigorous definition on measures can be given, an
important concept called σ-algebras must be made clear:
Definition 2.1 (σ-algebra) Let E be some set. Then a σ-algebra on E, denoted by F, is a non-
empty collection of subsets of E, which satisfies the following three conditions:
1. ;∈F.
2. If A ∈F, then AC ∈F.
3. If An ∈F for each n, and (An)n≥1 are disjoint, then ⋃
n≥1
An ∈F.
σ-algebra is the foundation for extablishing the notion of measure. With this definition at
hand, measures are easily defined as:
Definition 2.2 (Measure) Let F be a σ-algebra on some set E. A function µ : F→ [−∞,+∞]1 is
called a measure if and only if the following conditions are satisfied:
1. Non-negativity: For all subsets A ∈F,µ(A)≥ 0.
2. Null empty set: µ(;)= 0.
3. σ-additivity: If (An)n≥1 is a sequence of disjoint subsets in F, then µ(
⋃
n≥1
An)= ∑
n≥1
µ(An).
If 3 in the above definition is met, then 2 is superfluous since by σ-additivity property, one
can easily derive that:
µ(A)=µ(A∪;)=µ(A)+µ(;), such that µ(;)=µ(A)−µ(A)= 0.
1Called affinely extended real number system and denoted by R¯.
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All subsets of the σ-algebra F are measurable, and the pair (E ,F) is called a measurable
space. Also pay special attention to the above definition that the possibility of infinite measure
is not excluded. For some specific choice of E , its measure could be µ(E)=±∞. If instead µ(E)<
±∞, consider A ∈ E with its complement AC such that A∩ AC = E . The σ-additivity property
defined above can be used to derive the relation that:
µ(A∩ AC )=µ(A)+µ(AC )=µ(E),
such that:
µ(AC )=µ(E)−µ(A).
Thus, the complement of a measurable set is also measurable.
Another important concept in basic measure theory that worth mentioning is Borelσ-algebra2.
A Borel set is a set that is related to the topological space and can be generated by open sets3
through operations like union, intersection or complement. A measure defined on the Borel
set is called Borel measure. Also, for a specific topological space, the collection of all Borel sets
on this space is called Borel σ-algebra and will be denoted as B. Borel sets are fundamental in
measure theory since all measures defined on the open sets of a space must also be defined on
all Borel sets of that space. That means, for a compact space E , the Borel σ-algebra B(E) is the
smallest σ-algebra of subsets of E that contains all the open subsets of E .
Now, the Lebesgue measure mentioned at the beginning of this subsection is defined to be
a measure on the space Rn with the corresponding Borel σ-algebra B(Rn) that for a subset A ∈
B(Rn):
µ(A)=
∫
A
d x,
which is the volume of A in n-dimensional sense. Namely, it is just an extension of length, area
or volume to a more complicated scenario. In the simplest setting, the Lebesgue measure on an
interval is just its length. That is, for I = [a,b], the Lebesgue measure on I is simply just:
µ(I )= |b−a|.
2Named after the French mathematician Émile Borel, who made considerable contributions to measure theory
and probability.
3Or equivalently, by closed sets.
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In the later studies of Lévy processes, a measure called Dirac measure is useful. Hence, it is
defined precisely her. Dirac measure is a way of indicating whether a set contains a fixed point.
More mathematically, it is:
Definition 2.3 (Dirac measure) Let (E ,F) be a measurable space, A ⊆ E a measurable subset, and
x ∈ E a point. Then the Dirac measure on the point x, denoted by δx , is defined to be δx : F→ R¯
such that:
δx(A)=
 0, if x ∉ A1, if x ∈ A.
In other words, Dirac measure δx(A) is just an indicator function indicating whether x ∈ A.
2.1.2 Measures, Functions and Continuity
In measure theory, measurable functions play an important role because they form the basis
for defining integration, as they preserve structures between measurable spaces. So, what are
exactly measurable functions? Explained in words, a function between measurable spaces is
said to be measurable provided that the preimage of each measurable set is also measurable. In
a more mathematical context, they are defined to be:
Definition 2.4 (Measurable function) Let (X ,F) and (Y ,Σ) be two measurable spaces. That is, X
and Y are two measurable sets equipped with the correspondingσ-algebrasF and Σ. For a subset
A ⊆Σ, a function f : X → Y is said to be measurable if the preimage of A through f is inF. In other
words:
f −1(A)= {x ∈ X | f (x)= A} ∈F.
Until now the notion of σ-algebra might still seem theoretical, but in fact, in probability
theory, it just represents the collection of available information. Measurable functions can also
be defined in such a way that its outcomes are known only through available information. Thus,
the concept of σ-algebras is central in the whole construction of probability theory, particularly
stochastic processes, which are the main topic of later chapters.
Having defined measurable functions, it’s time to look at the relationship between measur-
ability and continuity. Unfortunately, measurability and continuity are not equivalent. Mea-
surable functions include continuous functions. That is, a continuous function connecting two
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topological spaces and equipped with the corresponding Borel σ-algebra is measurable. But
not all measurable functions are continuous. A more formal connection from measurability to
continuity is defined by the Lusin’s theorem4. But first the definition of Radon measure must be
stated:
Definition 2.5 (Radon measure) A measure µ on theσ-algebra of a Hausdorff topological space5
E is called a Radon measure if and only if the following two conditions are satisfied:
1. Inner regularity: For all compact subsets6 A of a Borel setB, µ(B) is always the supremum
of µ(A).
2. Locally finity: For all points in E there exists a neighborhood U such that µ(U ) is always
finite.
With Radon measure at hand, the Lusin’s theorem can be defined as:
Theorem 2.1 (Lusin’s theorem) Assume (X ,F,µ) is a Radon measure and Y is a second-countable
topological space7. Assume again:
f : X → Y
is a measurable function. Let ²> 0 be a small number. Then, ∀A ∈F of finite measure there exists
a closed set E satisfying µ(A\E)< ² such that f defined on E is a continuous function.
Since the proof of the Lusin’s theorem is quite involved, it’s omitted here. But for the pur-
pose of better understanding the relationship between measurability and continuity, a deduc-
tion from Lusin’ theorem on one-dimensional space is provided:
Corollary 2.1 (Application of Lusin’s theorem on one-dimensional space) Let f : [a,b] → C8
be a measurable function. Then for all ² > 0 there exists a compact set E ∈ [a,b] such that
µ([a,b]\E)< ². If f is restricted on E, f is continuous. Here µ is a Lebesgue measure.
Thus, loosely speaking, a measurable function is almost continuous.
4Named after the russian mathematician Nikolai Luzin, who was active in the field mathematical analysis in the
20th century.
5Distinct points have disjoint neighbourhoods, named after the German mathematician Felix Hausdorff.
6A subset A is compact if for every open covering of A there exists a finite subcovering of A.
7A topological space satisfying the second axiom of countability.
8C denotes the set of complex numbers.
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2.2 Preliminaries in Probability Theory
2.2.1 Probability Spaces and Random Variables
An important application of measure theory is in probability theory. In this subsection, a rig-
orous introduction on some basic concepts of probability theory is given. Note that the intro-
duction is not a thorough listing of concepts, definitions and theorems in probability theory.
The knowledge is without any doubt easy to be found in any textbooks. The aim here, how-
ever, is to give the readers an insight on the most basic probability theories which are to be used
as building blocks for constructing stochastic processes, especially jump processes in the later
chapters.
First of all some fundamental concepts.
Definition 2.6 (Probability measure) Let (Ω,F) be a measurable space where F is the corre-
sponding σ-algebra. A probability measure P, defined on this space, is a function P : F→ [0,1]
such that the following criterions are satisfied:
1. P (;)= 0 and P (Σ)= 1.
2. If An ∈F for each n, and (An)n≥1 are disjoint, then P ( ⋃
n≥1
An)= ∑
n≥1
P (An).
Then, the triple (Ω,F,P ) is called a probability space. The probability measure P on the
measurable space (Ω,F) is just a measure on [0,1], i.e. it’s positive, finite, and with total mass 1.
Here, the measurable space (Ω,F) can be given concrete meanings. Ω represents the possi-
ble scenarios that can happen in the real world, and a subset A ∈F represents the set of events
among the Ω-scenarios that can be measured by P , i.e. that can be assigned a positive number
in [0,1] indicating the probability that such an event occurs. In particular, if one has A ∈F such
that P (A)= 1, the event A is said to occur with probability 1, or almost surely (a.s.).
Consider an F-measurable function X :Ω→Rn , then X is called a random variable. That is,
for each ω ∈Ω, X (ω) represents the realization of the scenario ω.
Next is the notion of distribution function, which incorporates random variables and pro-
duces probabilities.
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Definition 2.7 (Distribution function) Let (Ω,F,P ) be a probability space. Assume X :Ω→Rn is
a random variable. Then ∀ω ∈Ω, X (ω) is a realization of the random variable X under scenario
ω. Therefore:
µX (B)= P (X (ω) ∈B)
is called the distribution function of X.
Distribution function is often called cumulative distribution function (CDF). X : Ω→ R is
called a real-valued random variable. Thus, distribution function defined on a real-valued ran-
dom variable X is just a representation of the probability that X is less than or equal to a given
real constant number.
Now assume that X is a read-valued random variable with probability space (Ω,F,P ), then
under the condition that: ∫
Ω
|X (ω)|dP (ω)<∞
the expectation of X is defined to be:
E [X ]=
∫
Ω
X (ω)dP (ω)=
∫
R
xdµX (x).
Assume now two random variables X and Y , independence of these two random variables
is defined to be:
E [X Y ]= E [X ]E [Y ]
if the two conditions E [|X |]<∞ and E [|Y |]<∞ are met.
Another important concept related to distribution function is its density function. But first,
in order to define properly what a density function is, some additional notions must stated:
Definition 2.8 (σ-finite measure) Let E be some set andF be the correspondingσ-algebra of sub-
sets of E. Then the positive measure µ defined onF is said to be finite if µ(E) is a finite real-valued
number. In particular, µ is called σ-finite if E is generated by countable union of measurable sets
with finite measures.
Definition 2.9 (Absolute continuity) Let (E ,F,µ) be a measurable space and f be a non-negative
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Borel function9. If there exists another measure ν definied by:
∀A ∈ E ,ν(A)=
∫
A
f dµ
such that:
µ(A)= 0⇒ ν(A)= 0,
then ν is said to be absolutely continuous with respect to µ, and is denoted by ν¿µ.
If two measures µ and ν are mutually absolutely continuous to each other, they are called
equivalent measures.
With the above notions at hand, the Radon-Nikodym theorem can be defined, which is the
fundamental theorem in defining density functions.
Theorem 2.2 (Radon-Nikodym theorem) Let (E ,F) be a measurable space and µ be a σ-finite
measure on (E ,F). If another measure ν defined over (E ,F) has the relationship ν¿µ, then there
exists a measurable function f : E → [0,+∞) such that for any subset A ∈ E:
ν(A)=
∫
A
f dµ.
The function f is called Radon-Nikodym derivative and denoted by dνdµ .
If f ≥ 0 and ∫ f dµ= 1 for almost everythere (a.e.) µ, then ν is a probability measure and f is
called its probability density function (PDF) with respect to µ.
2.2.2 Characteristic Functions
For a real-valued random variable, instead of its probability density function and cumulative
distribution function, an alternative way to defining its distribution is through characteristic
function, which is simply the inverse Fourier transform of its density function. The characteris-
tic function of a distribution always exists, independent of the existence of density function.
9It’s just a measurable function connecting two Borel spaces.
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Since topic in this thesis is mostly concentrated on real-valued random variables, in the se-
quel most definitions and concepts are only given to real-valued random variables, i.e. random
variables in the real line R.
Definition 2.10 (Characteristic function) Assume X is a real-valued random variable, then its
characteristic function is defined to be:
φX (u)= E [e i uX ]=
∫
R
e i uxdµX (x)=
∫ +∞
−∞
e i ux f (x)d x, (2.1)
where u ∈R and i is an imaginary number.
The characteristic function completely defines distribution of a random variable. Thus, if
two random variables have the same characteristic functions, they are said to be identically
distributed.
Indenpendence of random variables can also be defined via characteristic functions. As-
sume two random variables X and Y . Then X and Y are said to be independent if and only
if:
φX+Y (u)=φX (u)φY (u). (2.2)
An important concept closely relating to characteristic function is the moment-generating
function. Its definition is given to be:
Definition 2.11 (Moment-generating function) Assume a real-valued random variable X and
the existence of its expectation, then ∀t ∈R the moment-generating function of X is defined to be:
MX (t )= E [e t X ].
Many important properties of a distribution can be characterized by its moment-generating
function. For example, expectation and variance of a real-valued random variable X can be
derived through its moments:
µX = E [X ]=M ′X (0)
σ2X =V [X ]=M ′′X (0)− [M ′X (0)]2.
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If the moment-generating function of a random variable X exists, then the relationship be-
tween monent-generating function and characteristic function of X is:
φ(−i t )=MX (t ).
2.2.3 Stochastic Processes and Poisson Process
Stochastic processes are a collection of random variables evolving over time. As opposed to their
deterministic counterparts, where future envolutions have already been set fixed by definition,
there are infinitely many possibilities of the developments of stochastic processes over time.
Hence, the art of studying stochastic processes is like falling down into a big jungel and finding
way out of this gigantic forrest maze. In order to accomplish this, each step must be prudently
and properly chosen. Likewise, in the jungel of stochastic processes, each concept and theory
also must be defined and stated precisely.
Definition 2.12 (Stochastic process) Let (Ω,F,P ) be a probability space and T be an arbitary set.
If the collection of random variables X = {X t : t ∈ T } is defined on (Ω,F,P ), then (X t )t≥0 is called
a stochastic process with t ∈ T .
T will usually be considered as time. The time values T of a stochastic process can either be
continuous or discrete, but in this thesis time will always be considered as continuous. Similarly,
sample paths of stochastic processes can either be continuous or discrete as well, but this thesis
mainly focuses on discontinuous sample pathes. Continuous time stochastic processes with
discontinuous sample paths are called jump processes.
In order to understand theories behind continuous time jump processes, the notion of càdlàg
function is crucial, which is simply a right-continuous function with left limits. Particularly,
if t0 is a jump time point of the process f , then the size of the jump at t0 is defined to be
4 f (t0) = f (t0)− f (t0−), where f (t0−) = lim
t→t0,t<t0
f (t ). Thus, a càdlàg stochastic process is just
a process where jumps only happen in future time and are not predictable.
The unpredictedness and randomness properties of stochastic processes raise the question
of how the information about a specific stochastic process will be revealed as time goes by, as
intuitively more details about the process will be known after that longer time has passed. More-
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over, some quantities of the process might alter as time changes. To answer this question the
concept of filtration is important, since it describes the way how available information about
stochastic processes will be disclosed as time moves:
Definition 2.13 (Filtration) Let (Ω,F,P ) be a probability space, where F is the corresponding σ-
algebra. A filtration defined on (Ω,F,P ) is collection of increasing subsets (Ft )t>0 of F such that
for s < t , Fs ⊂Ft .
Many important concepts like martingales, Brownian motions, Markov chains etc. are heav-
ily relying on filtration. But a deeper insight into the notion of filtration is adaptedness:
Definition 2.14 (Adaptedness) Let (X t )t≥0 be a stochastic process defined on the probability space
(Ω,F,P ), then (X t )t>0 is said to be adapted to filtration (Ft )t>0 if X t isFt -measurable for all t ≥ 0.
At each fixed time t , Ft represents simply the information available at time t , or the events
that have already occured up to time t . Thus, (Ft )t≥0 are the sets of all information available at
time t .
After defining what stochastic processes are and introducing their properties, it is time to
look at some specific examples of stochastic processes. The two going to be mentioned here
are Brownian motion and Poisson process. They are classical, representitive and useful for later
studies.
First is Brownian motion. Brownian motions are continuous time stochastic processes.
Definition 2.15 (Brownian motion) A real-valued stochatic process (B(t ))t≥0 is called a Brown-
ian motion if the following requirements are satisfied:
1. Independent increments: For increasing times 0 = t0 < t1 < ... < tn = T , the increments
B(tn)−B(tn−1),B(tn−1)−B(tn−2), ...,B(t1)−B(t0) are independent random variables.
2. Stationary increments: For t , s ≥ 0, the increment B(t + s)−B(t ) only depends on s in dis-
tribution.
3. Normal distribution: For t , s ≥ 0, the increment B(t+ s)−B(t ) is normally distributed with
mean 0 and variance s.
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One important feature of Brownian motions is its almost surely continuous but no where
differentiable sample paths. That is, no jumps are permitted among Brownian motions. Also,
Brownian motions are scale invariant, which means that no matter how one zooms in or out,
the pattern of a Brownian motion remains the same. This again confirms the the fact Brownian
motions are always continuous and no jumps can be found.
Another important example of stochastic processes is Poisson process, which is a continuous-
time stochastic process with discontinuous trajectories. A Poisson process counts the number
of events in a given time interval, and marks the time points where these events happen. But
prior to introducing Poisson process, the distribution of Poisson must be clear:
Definition 2.16 (Poisson distribution) A discrete random variable X is said to be Poisson with
parameter λ if for each x = 0,1,2, ..., the distribution of X satisfies:
P (X = x)= λ
xe−λ
x!
.
The mean and variance of a Poisson distributed random variable X are both equal to λ.
Poisson distribution is used to express the probability of a given number of events happening
in a time interval, where the time interval these events occur is independent of the rest of time
intervals where other events occur.
Now it is time to introduce the more important concept Poisson process:
Definition 2.17 (Poisson process) The continuous-time couning process {N (t ) : t ≥ 0} is called a
Poisson process if the following requirements are satisfied:
1. Starting at origin: N (0)= 0.
2. Independent increments: For 0= t0 < t1 < ...< tn = T , the increments N (tn)−N (tn−1), N (tn−1)−
N (tn−2), ..., N (t1)−N (t0) are independent random variables.
3. Stationary increments: For t , s ≥ 0, the increment N (t + s)−N (t ) only depends on s in
distribution.
4. Poisson distributed: N (t ) is Poisson distributed with parameter λt .
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5. Non-overlapping occuring times: No more than one event can occur in an small neighbour
of an occuring time.
One important feature of Poisson processes is their independent exponential distributed
inter-arrival times. That is, the time between each consecutive events is exponential distributed
with parameter λ, and is independent of the rest of the other inter-arrival times. Another im-
portant feature of Poisson processes is that within a time interval, the occurences of events are
uniformly distributed.
If the parameter λ of a Poisson process is constant over time, then the Poisson process is
called a homogeneous Poison process. On the other hand, if the parameter varies over time and
is therefore denoted byλ(t ), then the Poisson process is called inhomogeneous. A homogeneous
Poisson process is a classical example of Lévy processes.
An expansion of the Poisson process is its centered version, the so-called compensated Pois-
son process: N˜ (t )=N (t )− tµ. The compensated Poisson process is going to be important in the
next subsection when it comes to defining Lévy-Itô decomposition.
A Poisson process almost always jumps at 1. Sometimes it will be practical to have another
type of jump sizes, preferably modelled by a common distribution. Thus, an important gener-
alization of Poisson processes is compound Poisson process, having the following form:
X (t )=
N (t )∑
i=1
Yi .
Here N (t ) is a Poisson process with intensity λ, and {Yi }i≥1 is a sequence of independent
random variables with commen distribution function G and intensity funtion g . In such a pro-
cess, the inter-arrival times of jumps are still exponential distributed, but the jump sizes are
now described by the distribution G . Trajectories of compound Poisson processes are piecewise
constant.
Compound Poisson process has independent and stationary increments, but tits density
function at time t is unknown. However, characteristic function of a compound Poisson pro-
cess can be written as:
E
[
e i uX (t )
]
= e tλ
∫
R(e
i ux−1) f (d x).
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2.3 Lévy Processes
2.3.1 Definitions of Lévy Processes
Lévy processes10 are one of the most important stochastic processes. It includes a broad spec-
trum of stochastic processes that are in active use in both engineering and finance. Yet definition
of Lévy processes is straightforward and easy to understand:
Definition 2.18 (Lévy process) Let {X t : t ≥ 0} be a stochastic process on Rd . Then X t is called a
Lévy process if the following requirements are met:
1. Starting at origin: X0 = 0 a.e.
2. Independent increments: For 0 = t0 < t1 < ... < tn = T , the increments X tn − X tn−1 , X tn−1 −
X tn−2 , ..., X t1 −X t0 are independent random variables.
3. Stationary increments: For t , s ≥ 0, the increment X t+s −X t only depends on s.
4. Continuity in probability: For all t ≥ 0 and ²> 0 a small number, lim
s→0 P (|X t+s−X t | > ²)= 0.
One of the important properties of Lévy processes is the càdlàg feature. That is, for t ≥ 0, X t
is right continuous and has left limits when t > 0.
As mentioned before, Brownian motion and Poisson process are two classical examples of
Lévy processes. But notice here that sample paths of Brownian motion with drift are continu-
ous while sample paths of Poisson process are discrete. Actually, Brownian motion with drift is
the only (non-deterministic) Lévy process that has continuous sample paths. The rest of Lévy
processes all have discontinuous sample paths.
Another important property of Lévy processes is their infinitely divisible property, which
states that an infinitely divisible probability distribution can be expressed as a sum of an arbi-
trary number of independent and identically distributed (i.i.d.) random variables, i.e.:
Definition 2.19 (Infinite divisibility) Assume a random variable X : Rd → R. Then X is called
infinitely divisible if and only if:
X
d= X1+·· ·+Xn
10Named after the French mathematician Paul Lévy.
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for all n ≥ 2, where Xi ’s are indenpendent and identically distributed random variables.
There exists a close relationship between infinite divisibility and Lévy processes. In fact, if
two processes are considered the same only when they have identical distribution functions,
then there exists an one-to-one correspondence between the collection of all infinitely divisible
distributions and the collection of all Lévy processes [Sato, 1999].
Recall (2.1) of subsection 2.2.2 that the characteristic function of the Lévy process X t is given
by φX t (u)= E [e i uX t ]. But more specifically the characteristic functions of Lévy processes are in
exponential form. This is generalized in the following proposition, with proof given:
Proposition 2.1 (Characteristic function of Lévy processes) Assume (X t )t≥0 is a Lévy process on
Rd . Then there exists a continuous function ψ : Rd → R, called the characteristic exponent of X t ,
such that the characteristic function of X t can be written as:
φX t (u)= E [e i uX t ]= e tψ(u),u ∈Rd .
In order to prove the proposition, the following lemma is required:
Lemma 2.1 (Convergence of stochastic processes) A stochastic process (X t )t≥0 → X as n →∞ if
and only if φXn (u)→φX (u)as n →∞, for all u ∈Rd .
Proof: (Proposition 3.1) First, notice that X t+s = Xs +X t+s −Xs . By the stationary property of
Lévy processes it is clear that X t+s−Xs is independent of Xs . Then, recall (2.2), the characteristic
function of X t+s can be written as:
φX t+s (u)=φXs+X t+s−Xs (u)=φXs (u)φX t+s−Xs (u) (2.3)
Again, reapplying the stationary property of Lévy processes results in X t+s −Xs d= X t , such that:
φX t+s−Xs (u)=φX t (u) (2.4)
Substituting (2.4) into (2.3) results in:
φX t+s (u)=φXs (u)φX t (u) (2.5)
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Thus, the characteristic function of Lévy processes is of multiplicative form. According to the
continuity in probability property of Lévy processes, Xs
d→ X t as s → t . But Lemma 3.1 implies
simply that φXs (u) → φX t (u) as s → t , demonstrating that φX t (u) must be continuous. (2.5)
together with the continuity property entail that φX t (u) is an exponential function. ä
2.3.2 Lévy-Khintchine Formula and Lévy-Itô Decomposition
In the last subsection, it was proven that the characteristic function of a Lévy process is of ex-
ponential form. But could it be more specific? Since a Lévy process is fully determined by its
characteristic function, it is of great necessity to give a more comprehensive picture of charac-
teristic functions of Lévy processes. But first, an important concept:
Definition 2.20 (Lévy measure) Assume (X t )t≥0 is a Lévy process on Rd and A ∈B(Rd ). The mea-
sure ν on Rd defined by:
ν(A)= E [#{t ∈ [0,1] :∆X t 6= 0,∆X t ∈ A}]
is called the Lévy measure of X t . ν(A) represents the expected number of jumps per unit time
whose size belongs to A.
With Lévy measure at hand, the Lévy-Khintchine formula is given as:
Theorem 2.3 (Lévy-Khintchine formula) Let (X t )t≥0 be a Lévy process on Rd . Then, there exists
a unique function ψ : Rd → C such that the chatacteristic function of the process can be written
as:
φX t (u)= E [e i uX t ]= e tψ(u),u ∈Rd , t ≥ 0 (2.6)
where ψ(u) is:
ψ(u)= i ub− 1
2
utΣu+
∫
Rd
(
e i ux −1− i ux
1+||x||
)
dν(x). (2.7)
In particular, Σ, b and ν satisfy the following conditions:
1. Σ ∈Rd 2 and is a positive semidefinite matrix.
2. b ∈Rd .
3. ν is a Lévy measure on Rd such that
∫
Rd ||x||2∧1dν(x)<∞.
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(Σ,b,ν) is called a Lévy triple, and completely determines the distribution of the Lévy pro-
cess X t . More specifically, Σ is a parameter describing the covariance structure of the Brownian
motion, b is a drift, and ν is the amplitude of the jumps of the process. The reason why such a
Lévy process can be categorized into these three components will be made clear in the Lévy-Itô
decomposition theorem that is going to be stated below.
One important result derived from the Lévy-Khintchine formula is that when there exists a
Lévy triple satisfying the three conditions above, then there must exist a Lévy process satisfying
(2.6) and (2.7).
Lévy-Khintchine formula can be easily derived from the so-call Lévy-Itô decomposition,
which is the next topic of this subsection.
Review subsection 2.2.3, if process {X t : t ≥ 0} is càdlàg, then its jumps are represented as
4X t = X t − X t−. Based on the jumps of a càdlàg process X t , the Poisson random measure can
be defined as:
N (t , A)= #{4X (s) ∈ A : s ∈ [0, t ]}.
If A is bounded below11, then the process {N (t , A) : t ≥ 0} is a Process process with intensity
given byµ(A)= E [N (1, A)].If A is bounded below, thenµ(A)<∞, which implies thatµ isσ-finite,
and recall subsection 2.2.3, N˜ (t , A)=N (t , A)− tµ(A) is a compensated Poisson process.
Now the Lévy-Itô decomposition can be stated as:
Theorem 2.4 (Lévy-Itô decomposition) Let {X t : t ≥ 0} be a Lévy process. Then there exists a
b ∈Rd , a Brownian motion with WA with covariance matrix A ∈Rd , and an independent Poisson
random measure N on R+× (Rd \{0}) such that for each t ≥ 0,
X (t )= bt +WA(t )+
∫
|x|<1
xN˜ (t ,d x)+
∫
|x|≥1
xN (t ,d x). (2.8)
In analogy to Lévy-Khintchine formula, the Lévy-Itô decomposition confirms that a Lévy
process is completely determined by its Lévy triplet, which is (b, A,µ) in this case.
(2.8) shows that every Lévy process can be divided into three components. The first com-
ponent is X 1(t ) = bt +WA(t ), which is a Brownian motion with drift. b is the drift and A is the
covariance matrix of the Brownian motion. X 1(t ) represents the absolutely continuous part of
11A set is said to be bounded below if it has lower bound.
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the process, capturing the drift b that draws the process up or down. The second component is
X 2(t )=
∫
|x|≥1
xN (t ,d x)=
|4Xs |≥1∑
0≤s≤t
4Xs ,
which is a compound Poisson process. X 2(t ) represents the discontinuous part of the process,
and only covers points whose absolute values are greater or equal to 1. X 2(t ) contains finite
number of terms a.e., i.e. there are limited number of huge jumps a.e.. However, when it comes
to small jumps, that is, jumps with amplitude between 0 and 1, the same result is not guaran-
teed. There could be infinitely many small jumps during the execution of the process, and their
sum does not necassarily converge [Tankov and Cont, 2003]. Hence, the compensated version
of the jump integral has to be applied for the part dealing with small jumps. This is exactly the
third part, i.e. X 3(t )= ∫|x|<1 xN˜ (t ,d x). Since the sum has been centered, on a finite interval the
number of jumps is countable a.e..
The Lévy-Khintchine formula can be easily derived from the Lévy-Itô decomposition by in-
dependence of the decomposition and characteristic function of Lévy processes.
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2.4 Itô Calculus
2.4.1 Itô’s Lemma
Stochastic differential equations are building blocks of mathematical finance, especially when it
comes to option pricing theory, where Itô calculus12 plays a central role. Itô calsulus extends the
Riemann-Stieltjes integral to stochastic processes, where the integrator is a non-differentiable
stochatic process. Such an integral is called Itô integral. Its most important feature is that both
the integrand and the integrator are stochastic processes (the integrator is often a Brownian
motion), and the integral itself is another stochatic process:
Y (t )=
∫ t
0
X (s)dB(s). (2.9)
(2.9) is called Itô integral of X (t ) with respect to Brownian motion B(t ).
The Itô integral is essential in mathematical finance since X (s) can be used to represent how
much stock a shareholder has at time s, and B(s) represents fluctuations of the stock at time
s. The integtal of X (s) with respect to B(s) from 0 to t then indicates how much money the
shareholder has between the time interval [0, t ].
As stated in the previous sections, sample paths of Brownian motions are no where differ-
entiable and their variations over every time interval are infinite. Those features contradict re-
quirements of Riemann-Stieltjes integrals, such that integrals like (2.9) cannot be solved using
standard integration methods. However, in order to solve such a mysterious integral, the inte-
grand X (s) has to be adapted, i.e. its values at time t can only depend on information available
up until time t . This restriction has practical meanings in mathematical finance context, stating
that stock/trading strategies X (t ) can only depend on information up until time t , such that it
is impossible to gain money from knowiing what is going to happen in the future.
Since standard integration methods are on longer available here, what is the alternative
method specific for finding solutions of Itô integrals? The answer is Itô’s lemma or Itô’s formula.
Itô’s formula is a fundamental tool in modern stochatic analysis which is capable of describing
evolution of stochastic processes over time, and thus can be used to assign values to prices of
12Named after the Japanese mathematician Kiyoshi Itô.
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financial derivatives like options. The formula is an extension of the classical chain rule method.
To avoid mathematical difficulties, only the 1-dimensional Itô formula will be presented
here. A thorough introduction to stochastic analysis can be found in [Øksendal, 2010].
Definition 2.21 (Itô processes) Let B(t ) be a Brownian motion defined on the probability space
(Ω,F,P ). An Itô process is an adapted stochastic process defined on (Ω,F,P ) which can be formu-
lated as:
X (t )= X (0)+
∫ t
0
σ(s)dB(s)+
∫ t
0
µ(s)d s
i.e. it is a sum of an integral with respect to a Brownian motion and an integral with respect to
time. The condition which guarantees that σ(t ) is predictable and B(t )-integrable and µ(t ) is
predictable and Lebesgue-integrable is:
∫ t
0
(σ2(s)+|µ(s)|)d s < 0.
In the rest of the thesis, Itô processes are often written as the differential form:
d X (t )=σ(t )dB(t )+µ(t )d t .
Definition 2.22 (Itô formula) Assume X (t ) is an Itô process having the form:
d X (t )=σ(t )dB(t )+µ(t )d t
and f (t , x) is a twice continuously differentiable function defined on [0,+∞)×R. Then, one has:
d f (t , X (t ))= ∂ f
∂t
(t , X (t ))d t + ∂ f
∂x
(t , X (t ))d X (t )+ 1
2
∂2 f
∂x2
(t , X (t ))(d X (t ))2 (2.10)
According to the form of the Itô process and the following rules:
d td t = d tdB(t )= dB(t )d t = 0,dB(t )dB(t )= d t ,
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it is straighforward to see that the Itô formula can be simplified as:
d f (t , X (t ))=
(
∂ f
∂t
(t , X (t ))+µ(t )∂ f
∂x
(t , X (t ))+ 1
2
σ2(t )
∂2 f
∂x2
(t , X (t ))
)
d t +σ(t )∂ f
∂x
(t , X (t ))dB(t ).
(2.11)
(2.10) and (2.11) indicate that the Itô formula is again an Itô process.
An important example of the applications of Itô formula is geometric Brownian motion. As-
sume now that an Itô process is of the form dS(t )= S(t )(σdB(t )+µd t ), and the corresponding
twice continuously differentiable function f is of the form f (S(t )) = log S(t ). Then, applyting
Itô formula on f (S(t )) results in:
d f (S(t )) = dl og S(t )
= ∂ f
∂s
(t ,S(t ))dS(t )+ 1
2
∂2 f
∂s2
(t ,S(t ))S(t )2σ2d t
= 1
S(t )
(
σS(t )dB(t )+µS(t )d t)− 1
2
σ2d t
= σdB(t )+
(
µ− 1
2
σ2
)
d t .
Integrating the final equation from 0 to t , one has:
log S(t )− log S(0)=
(
µ− 1
2
σ2
)
t +σB(t ).
Moving log S(0) to the right hand side and taking exponential gives the following result:
S(t )= S(0)e
(
µ− 12σ2
)
t+σB(t ) (2.12)
(2.12) is also called lognormal process. It is the dynamical model of a stock in the celebrated
Black-Scholes model, which is the topic of next subsection.
2.4.2 Black-Schloes Option Pricing Model
One of the most remarkable contributions to modern finance theory is the Black-Scholes option
pricing formula, due to Fischer Black and Myron Scholes in their 1973 work. The formula is the
cornerstone of modern option trading activities around the world. The core content of the for-
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mula is that price of a European type option over time is governed by a partial differential equa-
tion. Solving the equation gives the so-called Black-Scholes prices of the option evolving over
time. Various tests have showed the these prices are fairly close to the actual prices of an option
sold in the market. The model has a parameter called volalitity, which can be calibrated accord-
ing to the actual prices spread of an option traded in the market. However, the model assumes
that this volatility parameter is constant, but in reality volatilities of option prices vary over time.
Such drawback produces the “volatility smile” problem, and is a popular research topic in nowa-
days quantitative finance. Numerous corrections and alternative models have been proposed
to address this problem, among which is the stochastic volatility model.
Another important assumption of Black-Scholes model is the the returns of the underlying
stock of the option are normally distributed [Black and Scholes, 1973]. Hence Brownian motion
is used in the formula.
Black-Scholes model is mainly applied in option pricing area. An option is a financial con-
tract that gives the holder the right to sell or buy a certain amount of stocks, commodities,
bonds, exchange rates or energies. Two classical examples are European call and European put
options. For a European call option, its mathematical form can be formulated as max(0,S(T )−
K ). Here S(t ) denotes the price of the underlying asset at time t , and K is called strike price.
The function of the call option is that if one buys the option on a specific product at time 0,
then he/she becomes an option-holder and has the right to buy the product at price K , in future
time T . If the price of the product at time T is more than the strike price K , the holder exer-
cises the option and buys the product at price K , and gains S(T )−K in profit. On the other
hand, if the price is less than K at time T , the holder will simply go to the market and buy
the product directly, without exercising the option. In this scenario the gain is zero. There-
fore, whether exercising the option depends on the product price at time T , and hence the
form max(0,S(T )−K ). For a European call option, its mathematical form is formulated as
max(0,K −S(T )). The option-holder has the right to sell a specific product in the future time
T . If the product price at time T is more than K , the holder will simply go to the market and
sell his/her product directly, without exercising the option. In this scenario, the profit gain is
zero. If on the other hand the product price at time T is less than K , then the holder will exercise
the option and sell the product at price K , and gain K −S(T ) in profit. Thus, the mathematical
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representation max(0,K −S(T )) is straightforward.
Apart from European type options, there are also many other types of options selling in the
market. But no matter which type the option is, both the buyer and the seller of the option
contract have to agree on the price of the option contract at time 0. Since S(T ) is unknown at
time 0, it is impossible to find a fixed discounted price of the underlying asset at time 0. But in
order to find a reasonable price of the contract at time 0 such that both sides are satisfied one
has to use a systematic way to approximate the discounted price the option back at time 0. The
following is the estimated discounted price of a European call option at time 0, based on the real
world probability P :
Pcal l (0)= e−r T E [max(0,S(T )−K )]. (2.13)
r here denotes annual risk-free rate of interest, and E denotes expectation, based on real world
probability measure P .
In order to find a risk-neutral price, that is, no arbitrage opportunities13, the real world prob-
ability P often has to be changed to a parallell universe Q, which is called risk-neutral probabil-
ity, under which the expected return of the underlying stock will equal the risk free interest rates,
thus the name “risk-neutral”[Benth, 2003].
To solve (2.13), expression of S(T ) must be known. As stated at the end of subsection 2.4.1,
prices of the underlying asset under Black-Scholes model are governed by a geometric Brownian
motion (2.12). Here µ denotes annual expected rate of return on the underlying asset (often
assumed to be a stock in the BS model), and σ is the volatility.
In order for the market to be arbitrage-free, the expected value of the stock price S(T ) dis-
counted at the risk-free interest rates should be a martingale. However this is not true under the
actual probability measure P . To see the reason to this definition of martingales must be stated
first:
Definition 2.23 (Martingale) Let {Mt }t≥0 be a stochastic process defined on probability space
(Ω,F,P ). Then {Mt }t≥0 is called a martingale with respect to filtration {Ft }t≥0 if and only if the
following requirements are satisfied:
1. Mt is Ft -measurable for all t .
13Arbitrage opportunities mean earning profit from nothing, which is impossible in real market activities, thus
must be discarded.
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2. E [|Mt |]<∞ for all t .
3. For all s ≤ t , E [Mt |Fs]=Ms .
Now, according to the end of the last subsection:
S(T )= S(0)e
(
µ− 12σ2
)
T+σB(T ).
This is the stock price at exercise time T to be discounted back to starting time 0. If one wants
the price to be discounted back to an arbitrary time t < T , one defines the following equation:
Z S(t )t (T )= S(t )e
(
µ− 12σ2
)
(T−t )+σ(B(T )−B(t )),
where t controls the time the price to be discounted to.
Since B(T )−B(t ) is normally distributed with mean 0 and variance T − t . Using a standard
normally distributed variable y , the above equation can be represented as:
Z S(t )t (T )
d= S(t )e
(
µ− 12σ2
)
(T−t )+σpT−t y .
Then, the expected value of the stock price S(T ) discounted at the risk-free interest rate r
under the actual probability measure back to time t < T is given by:
E [e−r (T−t )Z S(t )t (T )|Ft ] =
∫ +∞
−∞
1p
2pi
e−
1
2 y
2
e−r (T−t )S(t )e
(
µ− 12σ2
)
(T−t )+σpT−t y d y
= S(t )
∫ +∞
−∞
1p
2pi
e−
1
2 y
2+(µ−r )(T−t )− 12σ2(T−t )+σ
p
T−t y d y
= S(t )e(µ−r )(T−t )
∫ +∞
−∞
1p
2pi
e−
1
2 [y
2−2σpT−t+σ2(T−t )]d y
= S(t )e(µ−r )(T−t )
∫ +∞
−∞
1p
2pi
e−
1
2 [y−σ
p
T−t ]2 d y
= S(t )e(µ−r )(T−t )
∫ +∞
−∞
1p
2pi
e−
1
2 zd z
= S(t )e(µ−r )(T−t )
where z = y −σpT − t .
Since a rational investor in the market will require that the annual expected rate of return
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µ on the underlying stock S(t ) be greater than the annual risk-free interest rate r , one has
S(t )e(µ−r )(T−t ) > S(t ), such that e−r (T−t )Z S(t )t (T ) is not a martingale with respect to the filtration
Ft under P . Thus, under the actual probability measure there exists possibility that arbitrage-
opportunities occur.
To eliminate arbitrage-opportunities, one must have E [e−r (T−t )Z S(t )t (T )|Ft ]= St (t ). Now de-
fine a parallell probability measure Q, under which a new Brownian motion has the relationship
relating to the old one:
dW (t )= dB(t )+αd t .
The return of the underlying stock S(t ) is defined to be:
dS(t )
S(t )
= µS(t )d t +σS(t )dB(t )
S(t )
=µd t +σdB(t ).
The above return is under probability measure P . Now switching to probability measure Q
gives the new return:
dS(t )
S(t )
= µd t +σdB(t )
= µd t +σ(dW (t )−αd t )
= (µ−σα)d t +σdW (t )
Under the new measure Q, one wants the market to be arbitrage-opportunities free. This is
equivalent to requiring that the expected return of the underlying stock is equal to the risk-free
interest rate, i.e.:
EQ
[
dS(t )
S(t )
]
= E [(µ−σα)d t +σdW (t )]= (µ−σα)d t = r d t ,
such that:
α= µ− r
σ
.
Now the market is risk-neutral, hence the new probability measure Q is called risk-neutral
probability measure or equivalent martingale measure, and the corresponding dynamics of the
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stock under Q becomes:
dS(t ) = µS(t )d t +σS(t )dB(t )
= µS(t )d t +σS(t )
(
dW (t )− µ− r
σ
)
= r S(t )d t +σS(t )dW (t ),
or equivalently,
S(t ) = S(0)e
(
r− 12σ2
)
t+σW (t )
= S(0)e
(
r− 12σ2
)
t+σpt y .
The corresponding stock price at exercise time T to be discounted back to time t < T is now:
Z S(t )t (T )= S(t )e
(
r− 12σ2
)
(T−t )+σpT−t y . (2.14)
The expected value of the stock price S(T ) discounted at the risk-free interest rate r under
the risk-neutral probability measure Q back to time t < T now becomes:
EQ [e
−r (T−t )Z S(t )t (T )|Ft ] =
∫ +∞
−∞
1p
2pi
e−
1
2 y
2
e−r (T−t )S(t )e
(
r− 12σ2
)
(T−t )+σpT−t y d y
= S(t )
∫ +∞
−∞
1p
2pi
e−
1
2 y
2+(r−r )(T−t )− 12σ2(T−t )+σ
p
T−t y d y
= S(t )
∫ +∞
−∞
1p
2pi
e−
1
2 [y
2−2σpT−t+σ2(T−t )]d y
= S(t )
∫ +∞
−∞
1p
2pi
e−
1
2 [y−σ
p
T−t ]2 d y
= S(t )
∫ +∞
−∞
1p
2pi
e−
1
2 zd z
= S(t ).
Thus, e−r (T−t )Z S(t )t (T ) is a martingale under Q, such that the market now does not contain
any arbitrage-opportunities. In fact, Q is the only equivalent martingale measure that turns
e−r (T−t )Z S(t )t (T ) into a martingale.
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The change of probability measures is based on Randon-Nikodym theorem, which was stated
in subsection 2.2.1. For a more thorough information in this topic, interested readers are rec-
ommended to take a look at [Benth, 2003].
Now assume one is interested in the price of a European call option at time t < T , i.e.:
Pcal l (t )= e−r (T−t )EQ
[
max
(
0, Z S(t )t (T )−K
)
|Ft
]
. (2.15)
In order to eliminate the maximum calculator, one must have:
Z S(t )t (T )>K ,
that is,
S(t )e
(
r− 12σ2
)
(T−t )+σpT−t y >K .
After some rearrangements, this requirement becomes:
y > log
l og S(t )
K + (r − 12σ2)(T − t )
σ
p
T − t =−d2.
Thus, the expectation of (2.15) can now be calculated as:
EQ
[
max
(
0, Z S(t )t (T )−K
)
|Ft
]
= EQ
[
max
(
0,S(t )e
(
r− 12σ2
)
(T−t )+σpT−t y −K
)
|Ft
]
=
∫ +∞
−d2
(
e l og S(t )+(r−
1
2σ
2)(T−t )+σpT−tY −K
)
g (y)d y
=
∫ +∞
−d2
e log S(t )+(r−
1
2σ
2)(T−t )+σpT−t y g (y)d y −K
∫ +∞
−d2
g (y)d y
=
∫ +∞
−d2
e log S(t )+(r−
1
2σ
2)(T−t )+σpT−t y g (y)d y −K P (Y < d2)
=
∫ +∞
−d2
e log S(t )+(r−
1
2σ
2)(T−t )+σpT−t y g (y)d y −KΦ(d2)
=
∫ +∞
−d2
e log S(t )+(r−
1
2σ
2)(T−t )+σpT−t y 1p
2pi
e−
1
2 y
2
d y −KΦ(d2)
= 1p
2pi
S(t )er (T−t )
∫ +∞
−d2
e−
1
2σ
2(T−t )+σpT−t y− 12 y2 d y −KΦ(d2)
= 1p
2pi
S(t )er (T−t )
∫ +∞
−d2
e−
1
2 [σ
2(T−t )−2σpT−t y+y2]d y −KΦ(d2)
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= 1p
2pi
S(t )e(T−t )
∫ +∞
−d2
e−
1
2 (y−σ
p
T−t )2 d y −KΦ(d2)
= 1p
2pi
S(t )er (T−t )
∫ +∞
−d2−σ
p
T−t
e−
1
2 z
2
d z−KΦ(d2)
= S(t )er (T−t )Φ(d2+σ
p
T − t )−KΦ(d2)
= S(t )er (T−t )Φ(d1)−KΦ(d2)
In the derivation above, g (·) is the density function of the standard normally distributed
random variable Y ,Φ(·) is its corresponding cumulative distribution function, Z = Y −σpT − t ,
and d1 = d2+σ
p
T − t .
(2.15) now becomes:
Pcal l (t ) = e−r (T−t )EQ
[
max
(
0, Z S(t )t (T )−K
)
|Ft
]
= e−r (T−t )[S(t )er (T−t )Φ(d1)−KΦ(d2)]
= S(t )Φ(d1)−e−r (T−t )KΦ(d2)
This is the celebrated Black-Schole model for European call options. For a European put
option max(0,K −S(T )), the put-call parity gives:
Pput (t ) = K e−r (T−t )−S(t )+Pcal l (t )
= K e−r (T−t )−S(t )+S(t )Φ(d1)−e−r (T−t )KΦ(d2)
= K e−r (T−t )[1−Φ(d2)]−S(t )[1−Φ(d1)]
= K e−r (T−t )Φ(−d2)−S(t )Φ(−d1)
according to the symmetry of standard normal distribution.
Chapter 3
Various Pricing Methods in Incomplete
Markets
The Black-Scholes model derived in the last subsection of the previous chapter has numerous
shortcomings, one of which is its completeness assumption. This chapter is devoted to revealing
why such an assumption is problematic in reality, and giving a handful of alternative approches
that can be applied in incmplete markets to price contingent claims.
The aim of this thesis is the application of exponential Lévy jump processes in modelling
stochastic interest rates in the real market. The use of jump processes will not affect the arbitrage-
free assumption in the market, but the completeness assumption now will not apply, in such a
way that the market has several equivalent martingale measures available. The consequence of
this is that there will be many arbitrage-free prices to choose from. A natural question in this
situation is how to pick the right price for the corresponding contingent claim. The main part
of this chapter presents several methods for pricing derivative securities under market incom-
pleteness assumption, based on different criteria. Readers should bear in mind that there does
not exist a universal criterion that fits best under all conditions. Therefore the selection of which
method to be applied is a subjective work. In later applications Esscher transform will be chosen
due to its nice properties connected to Lévy processes.
In this chapter, a thorough introduction to market incompleteness will be given in section
3.1. Then various pricing methods for contingent claims in incomplete markets will be sketched
in section 3.2.
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3.1 Market Incompleteness
3.1.1 Assumptions for the Black-Scholes Model
In the Black-Scholes option pricing model derived in the last subsection of the previous chapter,
there have been made several important assumptions on the market structure. The first one is
the arbitrage-free assumption, meaning that no one can earn money from trading in the market
without taking any risks. In the derivations of the Black-Scholes price for a European call option
in subsection 2.4.2, one sees that the absence of arbitrage opportunities is closely connected to
the existence of an equivalent martingale measure Q. Actually, this is one of the most important
theorems in mathematical finance:
Definition 3.1 (The First Fundamental Theorem of Asset Pricing) A discrete market is arbitrage-
free if and only if there exists at least one equivalent martingale measure Q corresponding to the
original measure P.
In the Black-Scholes option pricing model, there is an equivalent martingale measure Q un-
der which the dynamics of the underlying stock can be described as:
dS(t )= r S(t )d t +σS(t )dW (t )
where dW (t ) is a Brownian motion under Q.
It was also proven that the price dynamics of the underlying stock becomes a martingale af-
ter discounting under Q. Due to the existence of the equivalent martingale measure Q, accord-
ing to the theorem above, one knows immediately that the market on which the Black-Scholes
model is based in arbitrage-free.
The second important assumption concerning the Black-Scholes market is the assumption
of completetness. Market completeness means any contingent claims in the market can be ex-
actly replicated by buying stocks or bonds. In the market where Black-Scholes model is con-
structed, the market is complete due to the following theorem:
Definition 3.2 (The Second Fundamental Theorem of Asset Pricing) A discrete market is com-
plete if and only if there exists only one equivalent martingale measure Q corresponding to the
original measure P.
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For complete proofs of the above two theorems, interested readers are referred to [Delbaen
and Schachermayer, 1994].
In the derivation of the Black-Scholes price for a European call option, it was already shown
that there exists only one equivalent martingale measure, hence the market is complete.
Combing the two theorems, a market is both arbitrage-free and complete if and only if there
is a unique equivalent martingale measure available in the market turning discounted expected
stock price into a martingale. If the market has multiple stocks and the underlying stock is mod-
elled by a multi-dimensional Brownian motion, the two theorems can be related to the number
of the stocks in the market and the dimension of the Brownian motion. For example, let n de-
note the number of stocks in a market and m denote the number of dimensions, then the market
is arbitrage-free if and only if n ≥m, and is complete if and only if n ≤m. That is, when n =m,
the market is both arbitrage-free and complete. In the Black-Scholes model, there is only one
stock S(t ) and the Brownian motion B(t ) is of one dimension, i.e. n =m, hence the underlying
market on which the model is built is both arbitrage-free and complete.
While the first assumption of the Black-Scholes model seems reasonable, the second as-
sumption is unrealistic in operating markets across the world. More about incomepleteness of
the Black-Scholes model will be discussed in next subsection.
Although Black-Scholes model has some major drawbacks in its assumptions and built-in
structures, it is still widely used everyday in the financial markets. This is due to its applicability
and attainability, in the sense that it is easy to fit and its calibrated prices are quite close to real
world option prices. In the recent decades, numerous efforts and corrections have been made
to address the shortcomings of the model. Some of them are intended to modify its constant
volatility structure, others are intended to correct its Brownian noise such that is can fit jump
trajectories. The model of this thesis falls into the second category, which will be made clear in
next chapter.
3.1.2 Market Imperfection and Market Imcompleteness
In the last subsection, it was proven that the market under which Black-Scholes model is defined
is complete. In order for the market to be complete, there are three main requirements that
must be satisfied. The first one is that transactions in the market are free. That is, buying or
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selling an option is cost-free, giving the possibility that market participants can trade in options
as much as they want, without costing any money. The second requirement is that the market
does not contain any restrictions. Restrictions like constraint on short selling is prohibited. The
last requirement is that the stock dynamics is described by a geometric Brownian motion. If the
dynamics deviates from geometric Brownian motion, the market will be incomplete.
If a market is complete, then every contingent claim can be replicated exactly by entering
into the stock or bond market. But since contingent claims like options can be replicated exactly,
their very existence is a myestry. Option holders will never need to exercise their options in a
complete market. Contrary to this, option markets are huge across the globle, indicating that
they are actually incomplete in reality. This is due to the fact that both the first and the second
requirement are quite unrealistic in everyday life. Trading in the option market is almost always
not transaction-free. Moreover, regulators will often impose constraints in the market. If the
market is highly illiquid, it will also be incomplete.
The third assumption requires that returns of the underlying stock are normally distributed,
and the dynamics of the stock is governed by a geometric Brownian motion. If the dynamics
is governed by a jump process like Lévy or geometric Lévy processes, then the market will be
incomplete.
Incompleteness is a natural phenomena in real left markets. According to the two funda-
mental theorems of asset pricing, if the market is incomplete, there exist many equivalent mar-
tingale measures available to be chosen from, each giving an arbitrage-free price for the con-
tingent claim. Therefore an incomplete market is at least arbitrage-free. However, in such a
situation, a natural question to ask is how to select the right price for the discounted expected
payoff of a contingent claim conditioned on the information up to time t . There are many dif-
ferent pricing methods to be used in an incomplete market, some of which will be summerized
in next section.
In the final model of the thesis, interest rate jumps will be allowed. Thus, the market will
be incomplete. The dynamics of interest rate evolutions will be modelled by a geometric Lévy
process, and Esscher transform will be utilized to select an equivalent martingale measure that
can be used to find the corresponding arbitrage-free price.
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3.2 Pricing Methods in Incomplete Markets
3.2.1 Merton’s Jump-Diffusion Model
Diffusion models like the Black-Scholes introduced in the previous sections have continuous
paths. In such models the possibility that stock prices move by large amounts over a short period
of time is small, making them impractical for observed prices in real markets. The correction for
this drawback is to look at models with jumps, also called jump-diffusion models. In a jump-
diffusion model, suden jumps of stock prices can be modelled satisfactorily, without sacrificing
for a unrealistically high value of volatility.
Another important reason for the use of jump-diffusion models is its incompleteness fea-
ture. Discountinuities make the market incomplete, such that options cannot be exactly repli-
cated by buying or selling only the underlying stock.
One of the most well-known jump-diffusion models is Merton’s model, proposed by Robert
Merton in [Merton, 1976]. The idea is to combine a Brownian motion with drift with a com-
pound Poisson process:
X (t )=µt +σB(t )+
N (t )∑
i=1
Yi
where B(t ) is a standard Brownian motion, N (t ) is a Poisson process and {Yi }i≥1 are normally
distributed random variables independent from B(t ) and N (t ). In such a model, changes in
stock prices are consisted of a normal component that is modelled by a Brownian motion with
drift and a abnormal component that is modelled by a compound Poisson process. The first
part models the continuous part of the price dynamics and the second part models the discon-
tinuous part (i.e. the jumps) of the dynamics.
The underlying stock price dynamics will be modelled by:
S(t )= S(0)e X (t ) = S(0)eµt+σB(t )+
∑N (t )
i=1 Yi .
X (t ) is again a Lévy process. Thus the stock price dynamics is actually modelled by an expo-
nential or geometric Lévy process.
In order to derive solutions for Vanilla option prices, assume that N (t ) is Poisson distributed
with intensity λ, Yi ∼N (m,δ2), and B(t ), N (t ) and Yi are independent from each other.
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Since the market now is incomplete, there are many equivalent martingale measures. To
find the corresponding risk-neutral measure Q, Merton suggests to change the drift term in the
Brownian motion and leave the rest components unchanged. That is, under Q, the stock dy-
namics can now be written as:
S(t )= S(0)eµM t+σW (t )+
∑N (t )
i=1 Yi (3.1)
such that e−r t S(t ) becomes a martingale.
Merton assumes that yi are nonnegative or absolute jump sizes. In a small time interval d t ,
process S(t ) jumps to yi S(t ). Thus, the relative price jump size can described by:
dS(t )
S(t )
= yi S(t )−S(t )
S(t )
= yi −1.
Since log yi = Yi are normally distributed with mean m and variance δ2, it is straightforward
to see that yi is lognormally distributed such that E(yi )= em+ δ
2
2 and V (yi )= (eδ2 −1)e2m+δ2 .
Then, the dynamics of S(t ) can be written as:
dS(t )
S(t )
= (r −λk)d t +σdW (t )+ (yi −1)d N (t )
where k = E [eYi −1]= E [eYi ]−1= em+ δ
2
2 −1.
According to Itô’s formula and (3.1), µM = r − σ22 −λk = r − σ
2
2 −λ(em+
δ2
2 −1), such that under
the risk neutral probability measure Q, dynamics of the underlying stock S(t ) is:
S(t )= S(0)e
[
r−σ22 −λ(em+
δ2
2 −1)
]
t+σW (t )+∑N (t )i=1 Yi .
Now define:
Z S(t )t (T )= S(t )e
[
r−σ22 −λ(em+
δ2
2 −1)
]
(T−t )+σ(W (T )−W (t ))+∑N (T−t )i=1 Yi .
The equivalent martingale measure Q is obtained by only changing the drift of the Brownian
motion. Both the inter-arrival times of jumps N (t ) and the jump sizes Yi are unchanged. This is
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due to the assumption made by Merton that jump risks can be diversified away, hence no extra
risk premiums are charged due to price jumps.
Now assume H [Z S(t )t (T )] is the payoff function of a contingent claim. The discounted ex-
pected risk-neutral price of the option at time t < T is given by:
P (t )= e−r (T−t )EQ [H [Z S(t )t (T )]|Ft ].
Let τ= T−t and y ∼N (0,1). Note that since Yi i .i .d .∼ N (m,δ2), for j = 1,2, . . . , N (T−t ),∑ ji=1 Yi ∼
N ( j m, jδ2). Then one has:
P (t ) = e−r (T−t )EQ [H [Z S(t )t (T )]|Ft ]
= e−r (T−t )EQ
H
S(t )e
[
r−σ22 −λ(em+
δ2
2 −1)
]
(T−t )+σW (T−t )+∑N (T−t )i=1 Yi
 |Ft = S

= e−rτEQ
H
Se
[
r−σ22 −λ(em+
δ2
2 −1)
]
τ+σW (τ)+∑N (τ)i=1 Yi

= e−rτ∑
j≥1
Q[N (τ)= j ]EQ
H
Se
[
r−σ22 −λ(em+
δ2
2 −1)
]
τ+σW (τ)+∑ ji=1 Yi

= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
r−σ22 −λ(em+
δ2
2 −1)
]
τ+σW (τ)+∑ ji=1 Yi

= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
r−σ22 −λ(em+
δ2
2 −1)
]
τ+σW (τ)+∑ ji=1 Yi

d= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
r−σ22 −λ(em+
δ2
2 −1)
]
τ+ j m+
p
σ2τ+ jδ2 y

= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
r−σ22 +
jδ2
2τ −
jδ2
2τ −λ(em+
δ2
2 −1)
]
τ+ j m+
p
σ2τ+ jδ2 y

= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
r− 12 (σ2+
jδ2
τ )+
jδ2
2τ −λ(em+
δ2
2 −1)
]
τ+ j m+
p
σ2τ+ jδ2 y

σ2j=σ2+
jδ2
τ= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
r− 12σ2j+
jδ2
2τ −λ(em+
δ2
2 −1)
]
τ+ j m+σ j
p
τy

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= e−rτ∑
j≥1
e−λτ(λτ) j
j !
EQ
H
Se
[
jδ2
2τ −λ(em+
δ2
2 −1)
]
τ+ j m
e
[
(r− 12σ2j )τ+σ j
p
τy
]
= ∑
j≥1
e−λτ(λτ) j
j !
PBS
τ,Se
[
jδ2
2τ −λ(em+
δ2
2 −1)
]
τ+ j m
,σ j

where PBS(T − t ,S,σ) = e−r (T−t )EQBS
[
H
(
Se(r−
1
2σ
2)(T−t )+σ(W (T )−W (t ))
)
|Ft = S
]
denotes the dis-
counted expected Black-Scholes price of payoff H at time t .
Thus, the discounted expected risk-neutral price of a contingent claim at time t up to in-
formation Ft under the Merton’s model can be expressed as weighted sums of Black-Scholes
prices. For other solutions and simulation techniques about Merton’s method, interested read-
ers are referred to [Matsuda, 2004] and [Burger and Kliaras, 2013].
3.2.2 Superhedging
In a complete market, every contingent claim H is attainable. That is, every H can be replicated
by a self-financing trading strategy. A trading strategy is a dynamic portfolio represented by a
pair (x,θ) = (x,θ(t ))0≤y≤T where x is the initial value invested in the underlying asset and θ(t )
is the number of the asset at time t . Then, at any time t , the value of the portfolio is given
as Vt (x,θ) = x +
∫ t
0 θ(u)dS(u). A strategy is called self-financing if and only if any fluctuations
of the portfolio are subject to x and θ, meaning that there is no extra deposit or withdrawal
of money during the whole course of the portfolio. More precisely, for a self-financing trading
strategy the initial investment in the underlying asset is equal to the value of the portfolio at
time t : Vt (V0,θ)=V0+
∫ t
0 θ(u)dS(u). In the following if a portfolio is self-financing then denote
its initial value is given by x = V0 = v and will be denoted as (v,θ). In a complete market, for
every contingent claim H there will be a self-financing strategy (v,θ) such that H = VT (v,θ) at
maturity time T P −a.s.. Uner such circumstances, the price of the H at time 0 must be equal to
v . This is exactly the case for the celebrated Black-Scholes pricing model given in 2.4.2, where
S(t ) is formulated as a geometric Brownian motion. Then θ is the called the hedging strategy of
the model.
However, in an incomplete market, contingent claims are not attainable. In order to replicate
H , one can resort to a method called superhegding. Let VT be an admissible self-financing
CHAPTER 3. VARIOUS PRICINGMETHODS IN INCOMPLETEMARKETS 49
trading strategy such that its final capital at exercise time T is:
VT (v,θ)= v +
∫ T
0
θ(u)dS(u)≥H .
VT (v,θ) here is called a superhedging strategy for the contingent claim H . The superhedging
method guarantees that the replicating payoff at time T is at least the contingent claim H .
IfA denotes the set of all admissable strategies, then the superhedging priceΠ(H) is defined
to be:
Π(H)= i n f
{
v ∈R,∃θ ∈A,VT (v,θ)= v +
∫ T
0
θ(u)dS(u)≥H a.s.
}
.
The superhedging price is actually the upper bound of the selling price of the contingent
claim H since it is defined to replicate H with 100% safety. If the seller of H is willing to take on
some risk he or she can just release a little bit the requirement and accept a price lower than the
superhedging price. According to [Tankov and Cont, 2003] the lower bound of the selling price
is given by −Π(H) due to nonlinearity of Π(H). All selling prices of H must therefore lie inside
the interval [−Π(−H),Π(H)].
Calculations of the superhedging priceΠ(H) and the corresponding strategy VT (v,θ) can be
summerized in the following theorem:
Theorem 3.1 (Super-Hedging Theorem) Let Q denote the set of all equivalent martingale mea-
sures. The the superhedging priceΠ(H) can be calculated as:
Π(H)= sup
Q∈Q
EQ [e
−r T H ].
On the other hand, the self-financing strategy Vt (x,θ) at time t < T can be calculated as:
Vt (v,θ)= ess sup
Q∈Q
EQ
[
e−r (T−t )H |Ft
]
where ess sup denotes essential supremum.
In most cases the superhedging price and the corresponding self-financing strategy are dif-
fiult to calculate. Moreover, the superhedging price is too high, making it impractical in reality.
For more information about superhedging, special interested readers are referred to [Karoui
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and Quenez, 1997] and [Kramkov, 1996].
3.2.3 Utility Maximization
The superhedging pricing approach is both impractical and unrealistic. One of the many rea-
sons to this is that it gives equal weighting to each scenario having non-zero probability [Tankov
and Cont, 2003]. Thus, an alternative approach to this problem is to look at the maximum of
expected utility function, derived from classical economic theories:
max
Z
E [U (Z )] (3.2)
where U is called the utility function and Z is the payoff function.
Maximizing utility is also called indifference pricing. In the option pricing context, indiffer-
ence price is the price that the expected utility of an agent will be indifferent between exercising
his option and not exercising.
As before, assume VT (v,θ) = v +
∫ T
0 θ(u)dS(u) is the final capital of a self-financing trading
strategy θ at maturity time T , and define in addition that S is the set of all self-financing trading
strategies at time T , H is the payoff of a contingent claim at T , U is a specific utility function.
Then the indifference pricing problem can be formulated mathematically as:
V (v, H) = sup
θ∈S
E [U (VT +H)]
= sup
θ∈S
E
[
U
(
v +
∫ T
0
θ(u)dS(u)+H
)]
.
The indifference buying price is then defined to be the price pibuy (H) such that:
V [v −pibuy (H), H ]=V (v,0),
and the indifference selling price pisel l (H) is defined to be:
V (v,0)=V [v +pisel l (H),−H ].
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[Carmona, 2009] states that all indifference prices will lie inside the interval [pibuy (H),pisel l (H)].
By [Tankov and Cont, 2003] one major drawback of using the indifferent pricing method
is the choice of initial capital. For two participants with same utility functions, the final de-
rived prices of both sides will be different provided that they have different initial capitals. To
overcome this shortcoming the utility function must be chosen carefully. The following is an
example of using an exponential utility function, which makes both sides are indifferent about
how much initial capitals they have prior to purchasing the option:
U (x)= 1−e−ax , a ∈R.
When a →∞, the indifference price converges to the superhedging price.
However, as behavior of the indifference price depends on a, the choice of this parameter
now is a major problem. This also raises the question about whether this pricing method is
robust.
3.2.4 Quadratic Hedging
As already been noted, in an incomplete market it is impossible to find a self-financing porfolio
Vt (v,θ) such that its terminal value equals the contingent claims H :
VT (v,θ)=H .
The method of quadratic hedging provides two ways of addressing this problem. The first
one is to release the self-financing requirement but insist on VT (x,θ)=H , while the second one
is to release requirement that VT (v,θ) equals H but insist on the self-financing condition. The
first approach can be formulated as a locally risk minimization problem and the second one
a mean-variance optimality problem. In this subsecion both approaches will be briefly intro-
duced, with focus on application of the mean-variance hedging on exponential Lévy processes.
Under the mean-variance hedging approach, though the self-financing condition is retained,
the terminal value of the portfolio Vt (v,θ) is no longer equal to the contingent claim H . Thus,
the task now is to find a self-financing strategy Vt (v,θ) under a risk-neutral probability measure
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Q such that the following loss/error is minimized:
Hˆ −VT (v,θ)= Hˆ − v −
∫ T
0
θ(u)dSˆ(u), (3.3)
where Sˆ(t )= S(t )S(0) denotes discounted stock price at time t and Hˆ = HS(0) denotes the discounted
congingent claim.
(3.3) must be minimized in mean-square sense, i.e. the minimization problem is formulated
as:
inf
θ
EQ [|Hˆ −VT (v,θ)|2]= inf
θ
EQ [|Hˆ − v −
∫ T
0
θ(u)dSˆ(u)|2]. (3.4)
The expectation in (3.4) is to be minimized in L21-norm for mathematical convenience. For
probability space (Ω,F,Q) the corresponding L2 norm can be written as L2(Ω,F,Q).
Now define thatΘal l denotes the set of all θ such that
∫ T
0 θ(u)dSˆ(u) ∈ L2(Ω,F,Q). Then, ifΘ is
a linear subspace ofΘal l , any portfolio strategy (v,θ) ∈R×Θ gives that its payoff v+
∫ T
0 θ(u)dSˆ(u)
will have finite variance. The minimization problem (3.4) can now be formulated as:
Theorem 3.2 (Mean-Variance Hedging) Assume H ∈ (Ω,F,Q) is a contingent claim with finite
variance and Θ⊂Θal l . Then, a strategy (vopti mal ,θopti mal ) ∈Θ is called Θ-mean-variance opti-
mal if and only if it minimizes ||Hˆ − v −∫ T0 θ(u)dSˆ(u)||L2(Ω,F,Q) over all strategies inΘ.
If (vopti mal ,θopti mal ) exists, vopti mal is called theΘ-optimal price for the contingent claim H.
As stated in subsection 3.2.2, A denotes the set of all admissible strategies. That is, it is the
set of all contingent claims which can be replicated by self-financing strategies taken fromΘal l .
To be more specific,A can be written as:
A=
{
v +
∫ T
0
θ(u)dSˆ(u)
∣∣∣∣ (v,θ) ∈R×Θ} .
The above theorem can be seen as decomposing the minimization problem into finding the
orthogonal projection of Hˆ on A in L2-sense. This is due to the classical Galtchouk-Kunita-
Watanabe decomposition theorem:
Proposition 3.1 (Galtchouk-Kunita-Watanabe Decomposition) With A defined as above. As-
sume under the risk-neutral probability measure Q, {Sˆ(t )}t≥0 is a square-integrable martingale
1A set of square-integrable functions.
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and Hˆ is a congingent claims with finite variance and depending on the history generated by Sˆ(t ).
Then, Hˆ can be decomposed as:
Hˆ = EQ [Hˆ ]+
∫ T
0
θ(u)dSˆ(u)+LH ,Q−a.s.
where θ(t ) ∈Θ and LHt = EQ [LH |Ft ] is a local martingale orthogonal toA.
According to the decomposition, if a strategy minimizing (3.4) is available, then it is given
by θopti mi al and must be a cáglád
2 process.
This thesis is devoted to application of exponential Lévy processes. Thus it would be of in-
terest to see how mean-variance quadratic hedging can be utilized in exponential Lévy model.
In the following only the result of the trading strategies derived from this method will be pre-
sented. For the complete derivation and proof of this result, it is recommended to take a look at
[Tankov and Cont, 2003].
Assume {X (t )}t≥0 is a Lévy process and S(t )= S(0)er t+X (t ) is the corresponding exponential
Lévy process. Assume now that S(t ) is square-integrable martingale and X (t ) has finite variance.
Thus, under Q Sˆ(t ) is also a square-integrable martingale. As before let (v,θ) ∈R×Θ, such that∫ T
0 θ(u)dSˆ(u) becomes a square-integrable martingale under Q as well. As a result, the solution
to (3.4) can be summarized into the following proposition:
Proposition 3.2 (Mean-Variance Quadratic Hedging) Assume H(Sˆ(t )) is the payoff function of
a European option with underlying asset governed by the discounted process Sˆ(t ). Let the dis-
counted expected price of the option at time t < T under the risk-neutral probability measure Q
be denoted by:
P (t ,S)= e−r (T−t )EQ [H(Sˆ(T ))|Sˆ(T )= S].
Assume in addition that S(t ) is an exponential Lévy process given by S(t ) = S(0)er t+X (t ) where
X (t ) is a Lévy process with measure ν and diffusion σ. For the strategy to exist, the following
requirement must be satisfied:
|H(x)−H(y)| ≤K |x− y |
2i.e. left continuous with right limits.
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for x, y ≥ 0 and K > 0. Then the trading strategy minimizing (3.4) is given as:
θ(t )=
σ2 ∂P∂S(t−) (t ,S(t−))+ 1S(t−)
∫
ν(d y)(ev −1)[P (t ,S(t−)ev )−P (t ,S(t−))]
σ2+∫ (ev −1)2ν(d y) .
Note special that both the European call and put options Hcal l [S(T )] = max((S(T )−K ,0)
and H [S(T )]put =max(K−S(T ),0) satisfy the condition |H(x)−H(y)| ≤K |x−y |. Thus the above
result works well for these options and any combinations of them.
The above mean-variance quadratic hedging approach is dependent on the choice of the
risk-neutral probability measure Q. Since the market is incomplete, different choices of Q give
different results. Futhermore, the orthogonal projection is not invariant under measure trans-
formation. These facts force people to consider the other approach, where the trading strategy
is no longer self-financing, but instead VT (x,θ)=H . This method is called risk minimization.
The essence of the method is the use of the so-called Fo˝llmer and Schweizer decomposi-
tion [Fo˝llmer and Schweizer, 1989]. The decomposition is a generalization of the previous
Galtchouk-Kunita-Watanabe decomposition in that N HT now is a stochastic variable. The detail
of the method is to find a risk-neutral probability measure QF S such that for Sˆ(t )= M(t )+ A(t )
where M(t ) is the orthogonal component of Sˆ(t ) under the real world probability measure P ,
any maringale orthogonal to M(t ) under P will remain orthogonal to Sˆ(t ) under QF S . Such a
martingale measure QF S is called a minimal martingale measure, which turns Sˆ(t ) into a mar-
tingale in such a way that Galtchouk-Kunita-Watanabe decomposition is eligible to be applied.
Since the preservation of orthogonality property of the minimal martingale measure QF S ,
LHT is now orthogonal to the martingale part of the discounted underlying asset Sˆ(t ) at time T ,
under the real world probability P . This structure brings the pricing method a great advantage
in the sense that its result is closer to the market mechanism, hence more robust.
Under real world probability P , LHT is a mean-zero martingale, and the strategy θ derived
from the solution of the Fo˝llmer and Schweizer decomposition is called a mean self-financing
trading strategy.
Again, this method will be tested on exponential Lévy processes, in order to see its stabil-
ity and robustness in connection with the model in this thesis. However, according to [Zhang,
1994], the existence of QF S depends on the structure of the underlying exponential L’evy pro-
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cess. To see this, define S(t ) = eµt+σW (t )+
∑N (t )
i=1 Yi where N (t ) is a Poisson process with E [N (t )] =
λt , Yi are i .i .d . with distribution function given by F with mean m and variance δ2. Then, the
condition is formulated as:
−1≤ µ+λm− r
σ2+λ(δ2+m2) ≤ 0. (3.5)
When the above condition is satisfied, the risk minimization hedge is given:
Proposition 3.3 (Risk-Minimization Hedging) Assume one has an exponential Lévy process hav-
ing the form:
S(t )= eµt+σW (t )+
∑N (t )
i=1 Yi
with the corresponding parameters given as above. Let:
η= µ+λm− r
σ2+λ(δ2+m2)
verifying condition (3.5). Let the discounted expected price of the option at time t < T under the
risk-neutral probability measure QF S be denoted by:
P (t ,S)= e−r (T−t )EQF S [H(S(T ))|S(T )= S].
Then the risk-minimization hedging position on a European-type option is:
θ(t )=
σ2 ∂P
∂S(t−) (t ,S(t−))+ λS(t−)
∫
F (d y)y(1−ηy)[P (t ,S(t−)(1+ y))−P (t ,S(t−))]
σ2+λ∫ y2(1−ηy)2F (d y) .
More details about the derivation and the proof of the above proposition are in [Tankov and
Cont, 2003].
The problems with risk minimization are that trading strategies involved are not self-financing
any more, and that the existence of QF S depends on the structure of the undelying exponential
Lévy model S(t ).
Chapter 4
Unit-Linked Insurance Policies and Esscher
Transform
As stated before, the selection of which method to be applied in pricing derivative securities in
incomplete markets is a subjective work. Different practitioners will have different considera-
tions when they choose a specific method. In this thesis, Esscher transform will be chosen to do
the job mainly due to its ability to preserve the stationary and independent increments property
of Lévy processes. That is, after Esscher transforming the corresponding density function when
taking expectation of future payments, the transformed process remains a Lévy process, giving
a great mathematical tractability for solving the problem.
In section 4.1, an introduction to unit-linked insurance scheme is given. The scheme is a sys-
tem, and there are several different unit-linked products in everyday usage. Section 4.2 demon-
strates the Esscher transform method and its application in finance theory.
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4.1 A Brief Introduction to Unit-Linked Insurance Products
Various unit-linked insurance products were introduced in the 1950s and since then they have
gained increasing popularities accross the globe. The main feature of unit-linked insurance
policies is that insurance and investment are combined together, in that certain amount of pre-
miums to life insurance products is invested in products in the financial market, while the rest
is kept traditionally as technical provisions to cover future losses. Policyholders will be given the
right to choose which financial product their paid-in premiums will be invested in, and they get
returns based on performances of those products. This scheme gives policyholders more flex-
ibility to allocate their investment needs, and hence making insurance companies more com-
petitive in relation to other financial institutions.
Common investment products in the financial market include stock indices, certain assets
and investment portfolios. Returns on those investments are linked to their performances in
the market, hence financial risk will be generated. On the other hand, a certain portion of the
paid-in premiums is kept to form a pool aiming to cover future claim losses. The pool is called
technical provisions and its amount is directly connected to insurance risk, i.e. risk that de-
pends on the mortality of policyholders. Thus, unit-linked insurance policies have two kinds of
risk, one is financial and the other one is insurance risk. Those two kinds of risk together are
called integrated risk, and unit-linked insurance contracts that depend on both insurance risk
and financial risk are called integrated contingent claims. Previous chapters demonstrated that
financial risk can be modelled by stochastic analysis, and products with purely financial risk
can be hedged and priced accordingly. However, mortality risk is typical unique to insurance
market and cannot be hedged away by financial instruments. Hence, in the financial market
mortality risk is not hedgable and cannot be priced as their financial risk counterpart. That is,
mortality risk is not diversifiable in the financial market, making integrated contingent claims
unattainable. Thus, the market of integrated contingent claims is not complete, and various
pricing methods introduced in previous chapters can hence be applied.
Unit-linked insurance constracts are ususally financed by a single premium due manage-
ment convenience. In the market there are several such unit-linked products. If the amount
payable to the policyholder upon his survival to maturity time T depends only on the under-
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lying asset at T , the contract is called a pure unit-linked life insurance contract. On the other
hand, if the amount payable upon time T is the maximum of the underlying asset at T and a
predefined amount K , the contract is called a unit-linked life insurance contract with terminal
guarantee. The amount K is called a refund guarantee, and it can be a constant or dependent
on the amount of paid-in premiums.
The thesis is aiming to price those integrated contingent claims in continuous time. For pric-
ing integrated contingent claims in discrete time horizon by different pricing methods, [Møller
and Steffensen, 2007] is a good source of information. In the thesis, however, Esscher trans-
form will be applied to price those contracts in continuous time, which is the topic of the next
subsection.
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4.2 Esscher Transform
One of the advantages of the Black-Scholes market is that the equivalent martingale measure
Q can be obtained by simply changing the drift of the geometric Brownian motion and leaving
the Gaussian process untouched. However, when it comes to the market of integrated contin-
gent claims, the market is incomplete and one cannot obtain equivalent martingale measures by
simply changing the drift of the process of the underlying asset. In the exponential Lévy model,
Gaussian process is swiched to a Lévy process with jumps. In order to obain equivalent martin-
gale measures such that arbitrage property follows, the distribution of Lévy process now has to
be altered, by what is called Esscher transform [Esscher, 1932]. This method was proposed by
[Gerber and Shiu, 1994], and has a long history of application in actuarial science.
The idea of Esscher is to transform a probability density to another probability density in
order to derive some favorable features. The method proposed by Esscher is as follows:
Definition 4.1 (Esscher Transform) Assume f (x) is a valid probability density function. Then,
the Esshcer transform is defined to be:
f (x;h)= e
hx f (x)∫ +∞
−∞ ehx f (x)d x
where h is a parameter. In a more general setting, the Esscher transfrom can be defined directly
on probability measures. Assume now µ is a probability measure, and Eh(µ) denotes the Esscher
transform of the probability measure µ, which again is a probability measure. Then the probabil-
ity density function corresponding to the new measure is given as:
fEh (µ)(x;h)=
ehx∫ +∞
−∞ ehxdµ(x)
.
The Esscher transform of Lévy processes is often conduted via transforming their Lévy mea-
sures. Two typical examples are Lévy tilting and Lévy temperting.
Recall the Lévy-Itô decomposition in subsection 2.3.2, an important property of the decom-
position is that if {X (t )}t≥0 is a Lévy process with its Lévy measure denoted by ν ∈Rd \{0}. Then,
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ν must satisfy the condition:
∫
|x|≤1
|x|2ν(d x)<∞ and
∫
|x|≥1
ν(d x)<∞.
Then, Lévy tilting and Lévy tempering are defined to be:
Proposition 4.1 (Lévy tiltiing) If there exists a parameter θ ∈Rd such that:
∫
|x|≥1
eθxν(d x)<∞
then:
ν˜(d x) : = eθxν(d x)
is a new Lévy measure. The new Lévy process with ν˜ is called Esscher transform of {X (t )}t≥0.
Proposition 4.2 (Lévy tempering) Assume d = 1 and ν ∈R is a Lévy measure. Then for λ+ and
λ− as two positive parameters:
ν˜(d x)= ν(d x)
(
1x>0e−λ+x +1x<0e−λ−|x|
)
is a new Lévy measure. The new Lévy process with ν˜ is called Esscher transform of {X (t )}t≥0.
In the thesis the Esscher transform will be applied to derive arbitrage-free risk-neutral prob-
ability measures for exponential Lévy prcesses that can be used to generate fair prices of unit-
linked insurance contracts, in an incomplete market. The existence of such risk-neutral proba-
bility measures follows as:
Proposition 4.3 (Esscher transform for exponential Lévy processes) Let {X (t )}t≥0 be a Lévy pro-
cess. If there are both positive and negative jumps of the process, then there exists a risk-neutral
probability measure Q resulted from Esscher transforming its jump distribution. That is, there
exists an arbitrage-free probability measure Q such that exponential Lévy process is arbitrage-free
and such that {e−r t S(t )}t∈[0,T ] is a Q-martingale.
There are two kinds of exponential Lévy processes. One is called stochastic exponential Lévy
CHAPTER 4. UNIT-LINKED INSURANCE POLICIES AND ESSCHER TRANSFORM 61
process and is defined to be:
dS(t )
S(t−) = r d t +d X (t )
where X (t ) is a Lévy process and r is the corresponding interest rate.
The other one is called ordinary exponential Lévy process (It is simply called exponential
Lévy process throughout the thesis) and is defined by:
S(t )= S(0)er t+X (t ).
[Esche and Schweizer, 2005] and [Chan, 1999] justified the use of Esscher transform for
stochastic exponential Lévy processes in that the equivalent martingale measure Q derived from
the Esscher transform minimizes the relative entropy1 between Q and P over all other equiva-
lent martingale measures. [Raible, 2000] justified the use of Esscher transform for ordinary
exponential Lévy process that the density function resulted from the transform is the only den-
sity function depending only on the current stock price S(t ). All the other equivalent martingale
measures have density functions depending on the whole history of the underlying stock price.
1It is the Kullback-Leibler distance measuring the closeness of two equivalent martingale measures.
Chapter 5
Insurance Reserving with Stochastic
Interest Rates
In the insurance industry, insurance companies must set aside certain amounts of capital to
cover future payments to the insured. The money saved by the insurance companies for this
purpose is called insurance reserves. How much money each insurance company has to reserve
depending on its scale and its business area is an important regulation target of many super-
vision authorities across the world. Inside the EEA1 area the EU has placed a new insurance
regulation directive called Solvency II, aiming to consolidate and harmonize insurance markets
across EEA countries. One of the major regulation requirements is that technical provisions2 of
insurance companies in the whole EEA area are required to meet the MCR3 and the SCR4 capital
levels. If the company fails the MCR, it will be deprived from running business in the European
market, while if it fails the SCR, the company will be given a certain amount of period to restore
its capital levels. The reason to this new solidarity regulation setup is that insurance reserves are
vital to both the company’s solvency situation and to the market’s stability. Hence, insurance
reserving is a fundamental job carried out by actuaries in each insurance company, and the cal-
culations must be based on well-defined models and mathematical reasoning. In this chapter
methods for calculating those insurance reserves will be presented.
1European Economic Area.
2Just another fancy word for insurance reserves.
3Minimal Capital Requirement.
4Solvency Capital Requirement.
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Section 5.1 introduces some basic concepts in insurance mathematics. Section 5.2 is focus-
ing on insurance reserving and the corresponding derivation leading to the formula of prospec-
tive reserves. Section 5.3 gives a brief introduction to interest rate theory, where the Vasicêk
interest rate model will be given as an example for illustrating how to model interest rates math-
ematically. The Vasicêk model is chosen here is due to its special ability of extension for later
application of Lévy processes.
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5.1 Prelimineries in Insurance Mathematics
In an insurance policy, at the final time T the insured will be in certain conditions, called insur-
ance states. Let S denote the state space of an insurance policy. For a life insurance, for example,
S will typically be {died, alive} at time T . That is, the insured will either be dead or alive, leading
to different payment schemes. For a P&C5 insurance contracts, S could be {partial damaged,
ruined, intact}. Through the thesis S will be assumed to be finite.
Different states correspond to different payment schemes at time T . In order to denote this
mechanism, payment functions are needed. ai (t ) denotes the sum of the payments to the in-
sured up to time t , provided that the insured is always in state i . ai j (t ) denotes the payment
at time t when the state of the insured shifts from state i to state j at time t . Note that ai (t ) is
accumulated payments while ai j (t ) is a single payment.
To model an insurance policy, a model for the different states of the insured and their inter-
action is needed. In the final model of this thesis, a Markov chain model will be fitted to describe
the states.
Definition 5.1 (Markov Chains) Assume (Ω,A,P ) is a probability space on which a stochastic
process {X (t )}t≥0 is defined. Let S denote a state space and T denote the final time. If for all:
n ≥ 1, t1 < t2 < ·· · < tn+1 ∈ T, i1, i2, . . . , in+1 ∈ S,
and P (X t1 = i1, X t2 = i2, . . . , X tn = in)> 0, the following condition is satisfied:
P (X tn+1 = in+1|X t1 = i1, X t2 = i2, . . . , X tn = in)= P (X tn+1 = in+1|X tn = in),
then {X (t )}t≥0 is called a Markov chain.
Markov chains are just processes that the future state only depend on the current state. Past
states that led the process into the current state are ignored.
Interaction between states can be represented by transitional probabilities. That is, they are
the probabilities that describing transitions between different states, accross time horizon.
5Property and casualty insurance.
CHAPTER 5. INSURANCE RESERVINGWITH STOCHASTIC INTEREST RATES 65
Definition 5.2 (Transitional Probabilities) Let {X (t )}t≥0 be a stochastic process defined on the
probability space (Ω,A,P ), and let S be the state space of the process and T is the final time of the
process. Then:
pi j (s, t )= P (X t = j |Xs = i ), for s ≤ t and i , j ∈ S
is called the transitional probability of the process from state i to state j from time s to time t .
One important theorem in conjunction with transitional probabilities is the Chapman-Kolmogorov
equation:
Theorem 5.1 (Chapman-Kolmogorov Equation) Let {X (t )}t≥0 be a Markov chain defined on the
probability space (Ω,A,P ), and let S be the state space of the process and i , j ∈ S. Let T be the final
time of the process and assume s ≤ t ≤ u ∈ T , then the Chapman-Kolmogorov equation states
that:
pi j (s,u)=
∑
k∈S
pi k (s, t )pk j (t ,u)
where P (Xi )> 0 for all i ∈ S.
Another concept that is closely related to transitional probabilities is transitional rates, which
are just instantaneous transitional probabilities from t to t +4t , and can be defined as:
µi (t )= lim4t→0
1−pi i (t , t +4t )
4t for i ∈ S (5.1)
µi j (t )= lim4t→0
pi i (t , t +4t )
4t for i , j ∈ S (5.2)
4t denotes a small positive increment of time.
If (5.1) and (5.2) exist, the underlying Markov chain is said to be regular. Note special that
µi i (t )=−µi (t ). From now on, all Markov chains in the thesis will be assumed to be regular.
With transitional probabilities and transitional rates at hand, the powerful forward and back-
ward Kolmogorov theorem can be defined as:
Theorem 5.2 (Kolmogorov Differential Equations) Let {X (t )}t≥0 be a Markov chain defined on
the probability space (Ω,A,P ), and let S be the state space of the process and i , j ∈ S. Let T be the
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final time of the process and assume s ≤ t ≤ u ∈ T , then the following equations hold:
d
d s
pi j (s, t )=µi (s)pi j (s, t )−
∑
k 6=i
µi k (s)pk j (s, t ) (Backward Kolmogorov equation)
d
d t
pi j (s, t )=−pi j (s, t )µ j (t )+
∑
k 6= j
pi k (s, t )µk j (t ) (Forward Kolmogorov equation).
The Kolmogorov backward and forward equations can be used to calculated transitional
probabilities between different states. However, for the probabilities of staying in the same state
during a time interval, one can apply the following equation:
p¯ j j (s, t )= e−
∑
k 6= j
∫ t
s µ j k (u)du .
Proofs of the theorems stated in this subsection can be found in [Koller, 2012].
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5.2 Reserving for Insurance Claims
In actuarial science, the money the insurance companies has to be set aside in order to cover
future payments to the insured are called mathematical reserves. For the purpose of illustrating
the essence of calculating mathematical reserves in a simpler setting, now assume the interest
rate is constant. Later this assumption will be released and the interest rate will be allowed to
vary over time.
An important concept in relation to interest rate is interest intensity, which is denoted by
δ(t ). In the interest rate is a constant r , then then interest intensity is also a constant given to be
δ= ln(1+ r ).
Pricing of insurance contracts involves discounting the cash flows paid by the contract over
time. The so-called discount rate is central when discounting cash flows, and is defined to be
v(t )= e−
∫ t
0 δ(u)du , for continuous time model.
In the final model, cash flow will be defined to be random, i.e. they are stochastic processes
of bounded variation that vary over time. Bounded variation is a desirable feasure when working
with models in reality. Processes with bounded variation mean that all sample paths will not
blow up during the whole time horizon. Mathematically, for a probability space (Ω,A,P ) on
which {X (t )}t≥0 is defined and a state space S, stochastic cash flows can be defined to be:
d Ai j (t ,ω)= ai j (t )d Ni j (t ,ω) (5.3)
d Ai (t ,ω)= Ii (t ,ω)d ai (t ), (5.4)
where Ni j (t ,ω) denotes the number of individuals changing from state i to state j up to time t
when scenario ω occurs, ai j (t ) and ai (t ) are payout functions defined earlier, and Ii (t ,ω) is an
indicator function which is 1 when X (t ,ω)= i and 0 otherwise.
(5.3) signifies cash flows when transaction from state i to state j occurs while (5.4) corre-
sponds to cash flows generated by staying in the same state i . Thus, total cash flows up to time
t when scenarios ω occurs is given by:
d A(t ,ω) = ∑
i∈S
d Ai (t ,ω)+
∑
(i , j )∈S×S,i 6= j
d Ai j (t ,ω)
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= ∑
i∈S
Ii (t ,ω)d ai (t )+
∑
(i , j )∈S×S,i 6= j
ai j (t )d Ni j (t ,ω)
The value of the cash flows A(t ) at time t can then be defined to be:
V +(t , A) = 1
v(t )
∫ T
t
v(u)d A(u,ω)
= 1
v(t )
∫ T
t
v(u)
[∑
i∈S
Ii (u,ω)d ai (u)+
∑
(i , j )∈S×S,i 6= j
ai j (u)d Ni j (u,ω)
]
= 1
v(t )
[∑
i∈S
∫ T
t
v(u)Ii (u,ω)d ai (u)+
∑
(i , j )∈S×S,i 6= j
∫ T
t
v(u)ai j (u)d Ni j (u,ω)
]
(5.5)
Assume that the stochastic cash flows {A(t )}t≥0 defined on the probability space (Ω,A,P )
are adapted to the information flows {F(t )}t≥0. That is, up to time t all information about A(t )
is contained in F(t ) such that it is impossible to predict future scenarios of A(t ). In the current
Markov chain model, all information contained in F(t ) is nothing but the process X (t ). Hence,
by plugging in (5.5), prospective reserves6 of the insurance contract X (t ) can be defined as:
V +k (t , A) = E [V +(t , A)|F(t )]
= E [V +(t , A)|X (t )= k]
= E
(
1
v(t )
[∑
i∈S
∫ T
t
v(u)Ii (u,ω)d ai (u)+
∑
(i , j )∈S×S,i 6= j
∫ T
t
v(u)ai j (u)d Ni j (u,ω)
]∣∣∣∣∣x(t )= k
)
= 1
v(t )
∑
i∈S
E
[∫ T
t
v(u)Ii (u,ω)d ai (u)
∣∣∣∣X (t )= k]
+ 1
v(t )
∑
(i , j )∈S×S,i 6= j
E
[∫ T
t
v(u)ai j (u)d Ni j (u,ω)
∣∣∣∣X (t )= k]
= 1
v(t )
∑
i∈S
∫ T
t
v(u)pki (t ,u)d ai (u)+
1
v(t )
∑
(i , j )∈S×S,i 6= j
∫ T
t
v(u)ai j (u)pki (t ,u)µi j (u)du
= 1
v(t )
[∫ T
t
v(u)
∑
i∈S
pki (t ,u)d ai (u)+
∫ T
t
v(u)
∑
i∈S
pki (t ,u)
∑
j∈S, j 6=i
ai j (u)µi j (u)du
]
= 1
v(t )
∫ T
t
v(u)
∑
i∈S
pki (t ,u)
(
d ai (u)+
∑
j∈S, j 6=i
ai j (u)µi j (u)du
)
. (5.6)
The derivation above is based on the assumption that ai (t ), ai j (t ) ∈ L1(R). A more detailed
6Present value of future cash flows conditional on current state of the process.
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proof of the derivation can be found at [Koller, 2012].
In (5.6) for calculating prospective reserves, the interest rate is assumed to be constant for
simplicity. However, stochastic interest rates are becoming more and more popular in both aca-
demic world and practical application. In the next chapter, unit-linked insurance contracts with
stochastic interest rates will be given as a illustrating example on how they look like. Exponen-
tial Lévy model is a good candidate to be plugged into (5.6). Next section is a brief introduction
to interest rate theory.
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5.3 Building the Jump-Diffusion Process for Interest Rates
5.3.1 Basic Concepts of Interest Rate Theory
In the derivation of (5.6), the yearly interest rate was assumed to be a constant. However, in
the following this condition will be released and a stochastic interest rate model is required. But
first, two most important concepts in interest rate theory must be made clear:
Short Rate: Interest rates for a specified time interval (often one year) offered at different time
points.
Spot Rate: Interest rates quoted immediately on certain zero-coupon bonds with different matu-
rities.
Spot rates, denoted by r (t ), are also called instantaneous spot rates. They are the basic state
variables used in short-rate models, and are the interest rates we usually understand in financial
activities.
Zero-coupon bonds are fundamental in interest rate theory. In words, a zero-coupon bond
is a bond that does not generate any periodic interest payments/coupons during its existence,
with its face value paid only at the pre-defined maturity time T . Zero-coupon bonds with dif-
ferent maturities have different yields7. Zero-coupon bonds are closely related to spot rates.
Let r (t ) denotes a stochastic spot-rate model adapted to information flows Ft and Q is the cor-
responding risk-neutral probability measure for r (t ). Then, the underlying zero-coupon bond
price at time t with maturity T is given by:
B(t ,T )= EQ [e−
∫ T
t r (s)d s |Ft ].
The yield curve produced by the zero-coupon bond prices makes future interest rates of the
bond available. The future interest rates of the zero-coupon bond can then be used to define
the so-called instantaneous forward rates:
f (t ,T )=− ∂
∂T
lnB(t ,T ).
7An annually-reported figure indicating how much dividend, interest or return an investor will get from a secu-
rity, similar to interest rates but not exactly the same.
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Straightforwardly, a forward rate is simply the future yield on the underlying zero-coupon
bond.
5.3.2 Vasiceˇk Interest Rate Model
There are today many stochastic interest models, but here the Vasiceˇk model will be introduced
due to its property of easy extension to other processes.
Let r (t ) denote the spot rate at time t , then the dynamics of the Vasiceˇk model is given as:
dr (t )= a(b− r (t ))d t +σdW (t ), (5.7)
where W (t ) is a Brownian motion and a > 0. The process has initial assumption r (0)= r0.
One of the most important features of the Vasiceˇk model is its mean reversion property,
which means that in the long run trajectories of r (t ) will be fluctuating around b. Without the
stochastic noise induced by the Brownian motion, the trajectories will converge exactly to b in
the long run.
The process was first studied in physics and is called Ornstein-Uhlenbeck process. Its solu-
tion has closed form, making it desirable in practice. Meanings to the several parameters can be
explained as:
a: controls how strong the reversion effect is around b.
σ: volatility of r(t), measuring the spread of the trajectories of r(t).
The closed-form solution to (5.7) is found to be:
r (t )= r0e−at +b(1−e−at )+σe−at
∫ t
0
easdW (s).
Since W (t ) is a Brownian motion, E [W (t )]= 0 and V [W (t )]= t . Thus, the mean and variance
of r (t ) are given as:
E [r (t )]= r0e−at +b(1−e−at )
V [r (t )]= σ
2
2a
(1−e−2at ).
By definition a > 0, thus E [r (t )] → b and V [r (t )] → σ22a as t →∞. The convergence of the
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mean of r (t ) is called mean reversion property of short rates. However, random fluctuations
induced by the Brownian motion W (t ) are of magnitude σp
2a
, which converges to 0 as a →∞
or σ → 0. This proves that a controls how strong the reversion is and that strong reversion
corresponds to low volatility.
Though having nice tractability properties, there are several significant shortcomings of the
Vasiceˇk model. One of which is its positive probabilities for negative interest rates, for example.
However, the model is introduced here is due to its ability for extension. In the next chapter,
there will be given an example where the Brownian motion term in (5.7) will be replaced by a
Lévy process, such that the new interest rate model is capable of describing interest rate jumps.
Thus, in contrast to the Vasiceˇk model, the new model will no longer be continuous.
Chapter 6
The Final Model
In this chapter all the results in the previous chapters will serve as the foundation for the final
model. Derivations, limitations and difficulties of the final model will be properly stated, aiming
to give the readers a as clear formulation as possible.
The final model of the thesis involves stochastic interest rates, and is one of the many forms
of (unit-linked) insurance contracts. Another example, where interest rates are assumed con-
stant but the payment function of the prospective reserves is directly linked to a derivative se-
curity will also be given in section 1 so as to make the picture more complete. The pricing of this
more primitive unit-linked insurance contract is easier than in the final model. In the academic
literature there are several materials specializing in pricing of derivative securities in incomplete
markets.
The form of the final model reveals that there is in general no analytical solutions to the
integro-partial differential equation, such that simulation techniques must be applied to derive
prices of the (unit-linked) contracts.
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6.1 An Example of Unit-Linked Insurance Contract with Con-
stant Interest Rates
In contrast to the final model, where interest rates are assumed to be stochastic, a more tradi-
tional and more obvious example of unit-linked life insurance contract is where interest rates are
assumed to be constant, but the payment function corresponding to state shift will be directly
connected to a derivative security which depends on the dynamics of the underlying stock. In
this example a call option will be linked to the insurance contract, where the underlying stock
dynamics is modelled by an exponential Lévy process, meaning that stock price jumps are al-
lowed in the model.
Recall again (5.6), where interest rates are assumed constant. The unit-linked scheme is
entered into the model via ai j (u), i.e. when the state to the insured shifts from state i to state j
at time t , such that its form now becomes:
a˜i j (t )= EQ
[
e−r T ai j (T )|Gt
]
,
and (5.6) is changes to:
V +k (t , A)=
1
v(t )
∫ T
t
v(u)
∑
i∈S
pki (t ,u)
(
d ai (u)+
∑
j∈S, j 6=i
a˜i j (u)µi j (u)du
)
.
For a life insurance contract typically, i = ∗ and j = where ∗ denotes alive and denotes
death, such that one has:
a∗ (t )=max(S(t ),G(t )).
G(t ) is a deterministic refund guarantee or premium compensation whose value depends
on time t , whereas S(t ) is the stock price at time t modelled by the exponential Lévy process:
S(t )= S(0)er t+L(t )
where L(t ) is a Lévy proess.
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a˜i j (t ) can now be written as:
a˜i j (t ) = EQ
[
e−r T a∗ (T )|Gt
]
= EQ
[
e−r T max(S(T ),G(T ))|Gt
]
= EQ
[
e−r T max(S(0)er T+L(T ),G(T ))|Gt
]
= EQ
[
e−r T
(
S(0)er T+L(T )−G(T ))+ |Gt]
= e−r T
∫ +∞
τ
ehl f (l )∫ +∞
−∞ ehl f (l )dl
(
S(0)er T+L(T )−G(T ))dl (6.1)
where τ= log
[
G(T )
S(0)
]
− r T and f (l ) is the density of the Lévy process L(T ).
In the derivation of (6.1) above, the Esscher transform was applied to derive the correspond-
ing risk-neutral probability measure Q. The only job remains to be done in (6.1) is the determi-
nation of the parameter h.
There is no analytical solution to (6.1). Simulation methods like Monte Carlo must be used
to model the dynamics of the equation.
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6.2 The Final Model
In (5.7), Brownian motion was used as the diffusion part. As noted in 2.2.3, Brownian paths
are continuous but no where differentiable. Thus, together with the drift part, Vasiceˇk model is
used for modelling continuous interest rates. However, the continuous interest rate assumption
is not reasonable in practice, as interest rates determined by various central banks around the
world often jump up or down frequently. Hence, an interest rate model taking into account
interest rate jumps will be more realistic.
In (5.7), the Brownian motion will be replaced by a Lévy process, which, as stated in 2.3.1,
allows for jumps in its trajectories. The form of the new interest rate model is:
dr (t )= a(b− r (t ))d t +dL(t ),
where L(t ) denotes Lévy process at time t .
As before assume that the initial value of the process is r (0) = r0, then the dynamics of r (t )
can be written as:
r (t )= r0+
∫ t
0
a(b− r (s))d s+L(t ),0≤ t ≤ T. (6.2)
(6.2) is the final model for interest rates. But due to the presence of jumps, the market
is in general incomplete, having the consequence that there may exist infinitely many risk-
neutral martingale measures available for no-arbitrage pricing. As explained before, the Esscher
transform can be used to choose a unique probability measure in such a case, enabling pricing
method as in the complete market scenario can be used as usual.
But first, note that the discount function from s to t based on continuous-time stochastic
interest rate model is given as:
B(s, t )= EQ [e−
∫ t
s r (u)du |Gs], (6.3)
where r (t ) is assumed to be adapted to the information flows Gt , and Q is a risk-neutral proba-
bility measure, resulted from the use of Esscher transform.
(6.3) is the same as the price at s of a zero-coupon bond paying 1 at maturity time t , and it
will be used to discount the cash flows of an insurance contract, aiming to calculate the reserves
CHAPTER 6. THE FINALMODEL 77
of the contract at a fixed time point.
Recall (5.6) for calculating the prospective reserves, where v(t ) is the discount factor based
on constant interest rate assumption. Now plugging (6.3) for stochastic interest rates (5.6)
results in:
V +k (t , A) =
∫ T
t
B(t ,u)
∑
i∈S
pki (t ,u)
(
d ai (u)+
∑
j∈S, j 6=i
ai j (u)µi j (u)du
)
=
∫ T
t
EQ
[
e−
∫ u
t r (s)d s
∣∣∣Gt]∑
i∈S
pki (t ,u)
(
d ai (u)+
∑
j∈S, j 6=i
ai j (u)µi j (u)du
)
(6.4)
for calculating the prospective reserves at time t under stochastic interest rate assumption.
(6.4) calculates the prospective reserves at time t of an insurance contract with stochastic
interest rates modelled by means of a Lévy process, where it is given that the current state of the
insured at time t is k.
Finally we want to find conditions under which the discounted bond prices become a local
martingale with respect to the Esscher transform.
Now assume that the Lévy process L(t ) can be written as:
L(t )=σB(t )+
∫ t+
0
∫
R0
z1|z|<|(z)N˜ (d s,d z)
whereR0 =R−{0},σ> 0,B(t ),0≤ t ≤ T is a Brownian motion, and N˜ (d s,d z)=N (d s,d z)−ν(d z)d s
is the compensated Poisson random measure associated with the Lévy process and where ν is
the corresponding Lévy measure.
The Radon-Nikodym density with respect to the Esscher transform can now be represented
as:
f = eθL(T )+γ(θ)T
where θ, γ(θ) are real numbers. See [Tankov and Cont, 2003].
Let P˜ denote the corresponding Esscher transform applied in the model, then under P˜ (6.2)
can be written as:
r (t )= r0+
∫ t
0
a(b− r (s))d s+ L˜(t ),0≤ t ≤ T, (6.5)
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where
L˜(t )= γ˜t +
∫ t+
0
∫
R0
z1|z|<1(z)N˜ (d s,d z),0≤ t ≤ T (6.6)
is a new Lévy process with the corresponding Lévy measure given by ν˜(d z)= eθzν(d z). In (6.6),
the new parameter γ˜ is defined to be:
γ˜=
∫ −1
1
z(eθz −1)ν(d z).
Assume that g is a C 2 function and that that zero-coupon bond price takes the form:
B(t ,T )= g (t ,r (t )),0≤ t ≤ T
and r (t ) is given by (6.5).
Applying Itô’s formula (see [Tankov and Cont, 2003]) on g results in:
B(t ,T ) = g (r,r (t ))
= g (0,r (s))+
∫ t
0
∂g
∂s
(s,r (s))d s+
∫ t
0
∂g
∂r (s)
(s,r (s))γ˜d s
+
∫ t
0
∫
R0
[
g
(
s,r (s−)+ z1|z|<1(z)
)− g (s,r (s−))] N˜ (d s,d z) (6.7)
+
∫ t
0
∫
R0
[
g
(
s,r (s)+ z1|z|<1(z)
)− g (s,r (s))− z1|z|<1(z) ∂g
∂r (s)
(s,r (s))
]
ν˜(d z)d s
under P˜ .
Define R(t )= e−
∫ t
0 r (s)d s ,0≤ t ≤ T , such that by applying integration by parts the discounted
bond prices at time 0 can be written as:
B˜(t ,T ) = R(t )B(t ,T )
= g (0,r (s))+
∫ t
0
P˜ (s,T )(−1)r (s)d s+
∫ t
0
R(s)
∂g
∂s
(s,r (s))d s+
∫ t
0
R(s)
∂g
∂r (s)
(s,r (s))γ˜d s
+
∫ t
0
∫
R0
R(s)
[
g
(
s,r (s−)+ z1|z|<1(z)
)− g (s,r (s−))] N˜ (d s,d z)
+
∫ t
0
R(s)
∫
R0
[
g
(
s,r (s)+ z1|z|<1(z)
)− g (s,r (s))− z1|z|<1(z) ∂g
∂r (s)
(s,r (s))
]
ν˜(d z)d s
under P˜ .
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According to the above relation, it is clear that B˜(t ,T ) is a P˜-(local) martingale if and only if:
P˜ (s,T )(−1)r (s)+R(s)∂g
∂s
(s,r (s))+R(s) ∂g
∂r (s)
(s,r (s))γ˜
+R(s)
∫
R0
[
g
(
s,r (s)+ z1|z|<1(z)
)− g (s,r (s))− z1|z|<1(z) ∂g
∂r (s)
(s,r (s))
]
ν˜(d z)= 0 a.e..
Thus if r (t ) has a probability density for all t > 0, one has the following condition for the
Esscher transform p˜ to ba a (local) martingale measure (or risk-neutral pricing measure), given
by the integro-partial differential equation for g :
−y g (s, y)+ ∂g
∂s
(s, y)+ ∂g
∂y
g (s, y)γ˜+
∫
R0
[
g (s, y + z1|z|<1(z)− g (s, y)
]
eθzν(d z)= 0
with boundary condition for all g (T, y)= 1 for all y .
Finally, plugging (6.8) into (6.4) results in the the model we have mentioned, that is, the
prospective reserves of a life insurance contract based on stochastic interest rates.
There is in general no analytical solution with respect to our model, thus simulation tech-
niques like Monte Carlo method may be applied in order to calculate the prospective reserves.
Appendix A
Acronyms
1. i.i.d.: independent and identically distributed random variables.
2. EMM: equivalent martingale measure.
3. SDE: stochastic differential equation.
4. a.e.: almost everywhere.
5. a.s.: almost surely.
6. lim: limit of a sequence or of a function.
7. log: logarithm.
8. max: maximum of a set.
9. min: minimum of a set.
10. pdf: probability density function.
11. mgf: moment-generating function.
12. cdf: cumulative distribution function.
13. sup: supremum.
14. inf: infimum.
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