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Nonlinear dynamics, rectification, and phase locking for particles on symmetrical
two-dimensional periodic substrates with dc and circular ac drives
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Center for Nonlinear Studies and Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545
(September 3, 2018)
We investigate the dynamical motion of particles on a two-dimensional symmetric periodic substrate
in the presence of both a dc drive along a symmetry direction of the periodic substrate and an
additional circular ac drive. For large enough ac drives, the particle orbit encircles one or more
potential maxima of the periodic substrate. In this case, when an additional increasing dc drive is
applied in the longitudinal direction, the longitudinal velocity increases in a series of discrete steps
that are integer multiples of aω/(2pi), where a is the lattice constant of the substrate. Fractional
steps can also occur. These integer and fractional steps correspond to distinct stable dynamical
orbits. A number of these phases also show a rectification in the positive or negative transverse
direction where a non-zero transverse velocity occurs in the absence of a dc transverse drive. We
map out the phase diagrams of the regions of rectification as a function of ac amplitude, and find
a series of tongues. Most of the features, including the steps in the longitudinal velocity and the
transverse rectification, can be captured with a simple toy model and by arguments from nonlinear
maps. We have also investigated the effects of thermal disorder and incommensuration on the
rectification phenomena, and find that for increasing disorder, the rectification regions are gradually
smeared and the longitudinal velocity steps are no longer flat but show a linearly increasing velocity.
PACS numbers: 05.60.-k, 05.45.-a, 74.25.Qt, 87.16.Uv.
I. INTRODUCTION
Recently there has been a growing interest in nonequi-
librium systems that show a rectification or ratchet effect,
typically for a particle moving in some form of asymmet-
ric potential [1]. In these systems, a net dc drift in one
direction can occur even though only an ac drive or ac
flashing of the potential is applied. Such ratchet phenom-
ena have been examined in a variety of systems, including
biological motors [2], colloidal particles moving through
asymmetric potentials [2,3], atom transport in optical
lattices [4], charge transport in quantum dot systems [5],
transport of granular particles [6], and vortices in super-
conductors and SQUIDs [7,8]. In most of these systems
there is some form of underlying asymmetric substrate
potential which is responsible for the symmetry breaking
that gives rise to the rectification. Additionally, most of
the systems studied so far have one-dimensional (1D) or
effectively 1D geometries.
For 2D systems, it is possible to break the symmetry
of the system without introducing an asymmetric sub-
strate. One example of rectification in 2D is the motion
of biomolecules or polymers through periodic arrays of
posts [9,10]. Here the particles are driven in alternat-
ing directions by an electric field. Another approach to
2D rectification is to drive particles through a periodic
array at various angles [11–13]. The particle motion be-
comes locked to certain stable angles, such as 45◦ for a
square array, even when the external drive is applied in a
different direction. Several theoretical studies have also
considered models of particles moving in 2D asymmetric
potentials, leading to rectification and negative differen-
tial conductivity [14,15]. In a recently proposed model,
spatiotemporal symmetry breaking is caused by the ap-
plication of an external wave to a system with a periodic
potential [16]. In other models, the asymmetry of quan-
tities other than the substrate produces a rectification
[17]. A better understanding of 2D systems that exhibit
rectification can assist in the creation of technological de-
vices for applications such as the separation of different
species of colloids or biomolecules or new techniques for
electrophoresis.
The phase locking that occurs when particles are
driven over periodic substrates in the presence of an ac
drive has also been intensely studied. This phenomenon
arises when the external ac frequency ω matches the in-
ternally generated frequency of the motion of the particle
over the periodic potential. One of the best known ex-
amples of phase locking is the Shapiro steps observed
as steps in the V(I) curves of Josephson-junction arrays
[18]. The step widths oscillate with the ac amplitude A,
with the nth step varying as the modified Bessel function
Jn(A/ω). Shapiro step-like phase locking is also observed
for dc and ac drives in sliding charge-density wave sys-
tems [19], as well as vortex motion in superconductors
with periodic substrates [20–22].
In typical phase-locking systems, the ac drive is applied
in the same direction as the dc drive. Additionally, most
of the well-studied phase locking systems can be consid-
ered as effectively 1D. Phase locking should also occur in
2D when the ac drive is applied in a different direction
from the dc drive; however, very little is known about
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the behavior of phase locking in this case. Rectification
may occur even for motion in a symmetric potential if
the ac drive in a 2D system breaks the symmetry, such
as a circular ac drive.
In a recent model for vortices in a 2D superconductor
moving over a periodic potential, the ac drive was perpen-
dicular to the dc drive [23]. In this case the phase locking
that occurred was distinct from Shapiro steps. For these
perpendicular ac drives, the widths of the steps do not os-
cillate with the drive amplitude, as would be expected for
Shapiro steps, but instead they monotonically increase as
the square of the ac amplitude for square substrates and
linearly for triangular substrates.
For elastic media moving over a random substrate, it
is also possible to have a periodic velocity component in
both the longitudinal and transverse directions due to
the periodicity of the elastic media itself. When an ac
drive is applied in the same direction as the dc drive for
random disorder, Shapiro-like phase locking effects can
again be observed, such as in sliding charge density waves
[19] and vortex lattices [24–26]. In recent simulations and
theory for the case of a perpendicular ac drive for vortex
lattices interacting with random pinning, a transverse
phase locking occurs [27]. In 2D, it is possible to apply
two ac drives which are perpendicular to one another such
that the particle, in the absence of a dc drive, would move
in a circle. The behavior of the system in this case has
been largely unexplored.
In this work we study the motion of overdamped par-
ticles moving over a two-dimensional symmetric periodic
substrate where there are two perpendicular ac drives and
an additional dc drive that is applied along a symmetry
direction of the substrate. In Section II we outline our
model and the simulation technique. In Section III, we
show that for small ac amplitudes and low dc drives, the
particle moves in a circular orbit near the potential min-
imum. As a function of the applied dc driving force fdc
in the longitudinal direction, there is a depinning thresh-
old for the particle motion. For increasing drive beyond
the threshold, the longitudinal velocity Vx increases in
a series of steps; however, there is no rectification and
the transverse velocity Vy is zero. For increasing ac am-
plitude of fixed frequency and no dc drive, the circular
particle orbit increases in radius, and there are a series
of stable orbits which are commensurate with the peri-
odicity of the substrate. In Section IV, we illustrate that
when a dc drive is applied for ac amplitudes such that
the particle orbit encircles one potential maximum, the
longitudinal velocity again increases in a series of promi-
nent integer steps. Between these integer steps, there are
a series of smaller fractional steps with a structure sim-
ilar to a Devil’s staircase. In Section V, we show that
for the same range of ac amplitude where the particle
orbit encircles one maximum, there are also distinct re-
gions where a transverse rectification occurs. The recti-
fication phases are centered between the integer steps in
the longitudinal velocity. The maximum velocity in the
rectification regions is aω/(2pi), and we observe smaller
fractional rectification steps as well. The rectification
can be in either the positive or negative direction. We
map out the phase diagram of the rectification phases
as a function of ac amplitude and dc drive, and show
that it consists of a series of tongues. We find in gen-
eral that as the ac amplitude increases, the number of
regions that show a rectification also increases. In Sec-
tion VI we examine the effects of disorder. For increasing
thermal disorder, the phases begin to smear; however, re-
gions of rectification persist up to high temperatures. We
also consider the effects of particle-particle interactions
when multiple particles move through the arrays. In this
case, incommensuration effects produce a partial smear-
ing of the phases. In Section VII we examine a simple
model that captures most of the features of the system,
including integer and fractional steps in the longitudi-
nal velocity as well as steps in the transverse velocity
that correspond to positive or negative rectification. In
Section VIII we discuss some experimental systems in
which the phase locking and ratchet effects might be ob-
served, including colloids moving through periodic traps,
biomolecules driven through arrays of posts, vortices in
superconductors with periodic pinning arrays, and classi-
cal electron motion in antidot arrays. A shorter version of
portions of the work presented here has been previously
published [28].
II. SIMULATION
We consider an overdamped particle moving in two di-
mensions and interacting with an underlying square peri-
odic substrate, where we use periodic boundary conduc-
tions in the x and y directions. The equation of motion
for a particle i is
fi = fs + fdc + fac = ηvi, (1)
where the damping constant η is set to unity. The sub-
strate force, fs, arises from a square array with period a of
repulsive sites, each of which has force f js = −∇U(r). To
model specific physical systems we consider U(r) = ln(r),
corresponding to a thin film superconductor with a peri-
odic array of pinning sites, where each pinning site cap-
tures one vortex and an additional vortex sits in the inter-
stitial region between pinning sites. This interstitial vor-
tex interacts with a square periodic substrate created by
the pinned vortices. We have also considered U(r) = 1/r
and U(r) = e−rκ/r, which could model one mobile parti-
cle in an array of trapped colloids or ions. We have con-
sidered systems of different sizes and find that for most
of the results presented here, 8a × 8a is adequate. The
dc drive fdc is applied along the symmetry axis of the
substrate array, in the x or longitudinal direction. The
ac drive has two components, given by
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FIG. 1. Potential maxima (black dots), driven particle
(large dot), and particle trajectory (black line) for ac am-
plitude A = (a) 0.0, (b) 0.15, (c) 0.3, and (d) 0.45.
fac = A sin(ωAt)xˆ−B cos(ωBt)yˆ. (2)
In all of our results there is no dc driving component in
the y or transverse direction. We fix wA/wB = 1.0 and
A = B. As an initial condition, we place the particle
close to the center of a plaquette. For different initial
placements, the results are identical. In a single simu-
lation the dc drive fdc is increased from 0 to 2.0 in in-
crements of 0.0001, where 3 × 105 time steps are spent
at each increment to ensure a steady state. We measure
the particle trajectories and velocities in the longitudinal
Vx =
∑Nv
i xˆ·vi and transverse direction Vy =
∑Nv
i yˆ·vi.
We have also considered the cases A 6= B and ωA 6= ωB,
as well as the addition of a phase offset and driving with
more complicated ac forms. These introduce a consider-
able number of new behaviors not found for the strictly
circular case, and have been detailed in a separate pub-
lication [29].
III. COMMENSURATE ORBITS AND
DEPINNING
In Fig. 1 we show the locations of the substrate po-
tential maxima of the form ln(r) and the trajectories or
orbits of the mobile particle for fixed fdc = 0.0 and ac
amplitudes of A = (a) 0.0, (b) 0.15, (c) 0.3 and (d) 0.45.
For A = 0 [Fig. 1(a)], the particle is stationary and is
located at the center of a plaquette at the potential min-
imum. For 0.0 < A < 0.25, the particle moves
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FIG. 2. Depinning force fdp vs ac amplitude A. The letters
a, b, c, and d correspond to the amplitudes at which the orbits
shown in Fig. 1(a-d) occur.
in a circular orbit around the center of the plaquette,
as seen in Fig. 1(b). The radius of the orbit increases
with A, and the orbit becomes increasingly square as A
approaches 0.25, reflecting the square symmetry of the
caging potential in the plaquette. For 0.25 < A < 0.375,
the radius of the orbit is large enough that, during a
single periodic cycle, the particle encircles one potential
maximum, as shown in Fig. 1(c). For 0.4 < A < 0.5, the
particle moves in a stable orbit that encircles four poten-
tial maxima, as in Fig. 1(d). Between the regions where
four and one maxima are encircled, for 0.375 < A < 0.4,
the orbits are unstable and the particle is no longer lo-
calized but undergoes diffusion. Stable orbits also occur
for higher ac amplitudes where 9 and 25 maxima are en-
circled, with regions of delocalized particle motion falling
between the ac amplitudes that produce stable orbits. A
similar phenomena of commensurate orbits for particles
undergoing circular or cyclotron motion in a periodic ar-
ray of scatterers also occurs in electron pinball models
[30]. Another similar system is the vortex pinball model,
where stable orbits occur for vortices in superconductors
with periodic pinning arrays when the density of the mag-
netic field is such that there are twice as many vortices
as pinning sites [31].
In Fig. 2 we plot the depinning threshold fdp vs ac am-
plitude A for the system in Fig. 1 under the application
of a dc force. The depinning threshold decreases contin-
uously with increasing A for 0.0 < A < 0.25 when the
particle is circling inside a single plaquette, as illustrated
in Fig. 1(b). For A > 0.25, the depinning threshold in-
creases with A and reaches a local maximum at A = 0.3,
corresponding to the center of the range of ac amplitudes
over which the stable orbit encircles one potential maxi-
mum [Fig. 1(c)]. The depinning threshold drops to zero
for 0.375 < A < 0.4, when the particle is delocalized. For
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FIG. 3. The velocity in the x-direction, Vx, vs fdc for
A = 0.0, 0.05, 0.15, and 0.2 from bottom to top. The curves
have been systematically shifted in y for clarity.
A > 0.4, fdp again increases with A to a local maximum
at A = 0.45 at the center of the region where the particle
orbit encircles four potential maxima. We also find non-
zero depinning thresholds for higher values of A at which
9 and 25 potential maxima are encircled by the orbit in
a single period.
IV. PHASE LOCKING FOR LOW AC
AMPLITUDES
We now consider the phase locking phenomena for low
ac amplitudes 0 < A < 0.25, when the particle moves
in the interstitial region between the potential maxima
as in Fig. 1(b). In Fig. 3 we plot Vx vs fdc for increas-
ing ac amplitudes A = 0.0, 0.5, 0.15, and 0.2, showing
that a series of steps occur which increase in width with
increasing A from zero at A = 0. The depinning thresh-
old decreases with increasing A. The height of the nth
step is Vx = naω/(2pi), and as A increases, higher or-
der steps can be resolved. If the ac drive were applied in
the x-direction only, Shapiro-type steps would occur with
Vx = naω/(2pi) on the nth step. For Shapiro type phase
locking, the velocity vs force curve at the beginning and
end of each step would be continuous; however, the edges
of the steps in Fig. 3 are extremely sharp. The average
velocity component in the y-direction is strictly zero for
all values of A < 0.25. For varied ω the location of the
steps shifts; however, the same general behavior occurs.
The quantization of the step height is a result of the
periodicity of the drive. Although the particle has trans-
lated by n unit cells in the x-direction after a single
period of the drive, the particle is in the same location
within its unit cell as it was at the start of the period.
Thus, up to this translation by n cells, the orbit is
0 0.1 0.2 0.3
A
0
0.05
0.1
St
ep
 W
id
th
FIG. 4. Width of the the first phase locking step n = 1 vs
A from the curves shown in Fig. 3.
periodic with period 2pi/ω. The particle therefore moves
a distance of na in a time of 2pi/ω, giving a velocity of
Vx = naω/(2pi).
In Fig. 4 we plot the width W of the n = 1 step vs
A for 0.0 < A < 0.36. The width increases with A for
A < 0.225, an ac amplitude just below the transition at
which the particle orbit changes from encircling zero to
encircling one potential maximum at zero dc drive. W
then decreases with increasing A, reaching a minimum at
A = 0.3, which corresponds to the peak in the depinning
threshold shown in Fig. 2. For Shapiro step-type locking,
the higher order step widths would fit to a Bessel function
as a function of ac amplitude. Here, although the step
width W does show an oscillatory behavior similar to
that of Shapiro steps, W does not fit well to a Bessel
function form, particularly due to the sharp cusp at A =
0.225.
In Fig. 5(a,b) we illustrate the particle trajectories
along the first and second steps in Vx for fixed A = 0.15,
and in Fig. 5(c) we show an orbit for a non-step region.
Along the n = 1 step (Fig. 5(a)), the particle performs
a loop at the center of each plaquette and its motion is
perfectly regular. For the n = 2 step (Fig. 5(b)), the reg-
ular particle orbit has a kink or very small loop in every
second plaquette. For higher order steps, we find stable
orbits similar to those shown in Fig. 5(a,b), where for the
nth step a small loop in the orbit occurs in every nth pla-
quette. For a typical non-step region, such as that illus-
trated in Fig. 5(c), the orbits are disordered or chaotic,
and the particle does not follow any particular trajec-
tory. We also find that some fractional steps can occur
near the edges of the main steps with Vx = paω/(2piq),
where p and q are integers. These fractional steps are
much smaller in width than the integer steps.
The origin of the fractional steps is similar to that of
the integer steps. Consider a particle that has started in
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FIG. 5. Potential maxima (black dots), driven particle
(large dot), and particle trajectories (black lines) for the sam-
ple in Fig. 3 at A = 0.15. (a) The particle orbit on the n = 1
step in Vx at fdc = 0.1. (b) The orbit for the n = 2 step at
fdc = 0.17. (c) The particle orbit for the non step region at
fdc = 0.208.
a given position within some unit cell. After a single
period of the drive, the particle may or may not have
moved to another cell. However, after a single period, it is
in a different position within the unit cell than that which
it occupied at the start. Only after q periods elapse does
the particle return to the same position in the unit cell.
Thus, up to a translation by some number of unit cells,
the orbit is periodic with period 2piq/ω. If the particle
translates by p cells in this time, we obtain a velocity of
Vx = paω/(2piq).
V. PHASE LOCKING AND RECTIFICATION
FOR HIGHER AC AMPLITUDES
We next turn to the phase locking for ac amplitudes
0.225 < A < 0.4, where the particle orbit encircles one
potential maximum as shown in Fig. 1(c). In Fig. 6 we
plot Vx vs fdc for increasing ac amplitudes of A = 0.25,
0.275, 0.3, 0.325, 0.35, 0.375, and 0.4. Fig. 6 shows
that Vx exhibits a series of steps, most of which have
dVx/dfdc = 0. The nth step has Vx = naω/(2pi). For
increasing ac amplitudes, more steps can be resolved at
higher values of fdc. The widths of some of the steps can
be seen to grow with increasing A, while others decrease.
There are also some regions of drive which do not
0 0.2 0.4
fDC
0
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V x
FIG. 6. Vx vs fdc for, from bottom to top, A = 0.25, 0.275,
0.3, 0.325, 0.35, 0.375, and 0.4. The curves have been system-
atically shifted in y for clarity.
settle onto clearly defined steps. These regions become
more prominent for higher values of A. For example, in
Fig. 6, the depinning and the n = 1 and 2 steps of the
two upper curves A = 0.375 and 0.4 have large fluctua-
tions. The depinning threshold for the bottom curve at
A = 0.25 also shows a similar behavior. These values
of A are close to or at the transition where the num-
ber of potential maxima encircled by the particle orbit
at fdc = 0.0 changes. For the upper curves, this is from
one to four maxima, and for the lower curve, it is from
zero to one maximum. By watching animations of the
particle orbits, we observe that in general the particle is
jumping between the two different orbits on these poorly
defined steps. At these values of A the particle orbits are
delocalized and the depinning threshold is zero, as shown
in Fig. 2. Another feature of the Vx curves is that occa-
sionally there are regions where the velocity jumps down
in value with increasing fdc, such as in the A = 0.275
curve near the transition between the n = 3 and n = 4
steps at fdc = 0.28. In these cases the particle orbit
jumps from the higher n orbit back to the lower state.
In general these step down effects occur near the n to
n+ 1 transitions. If we repeat the same simulation with
slightly different initial conditions, similar jumps occur
in the same regions of fdc but are not identical. We have
previously shown that along the flat steps, the particle
orbits are stable. Along the nth step the particle moves
a distance na in the x direction in a single period.
In Fig. 7 we show the particle orbits on the integer
steps n = 1, 2, 3, and 4 for the system in Fig. 6 at
A = 0.325. For the drives shown, < Vy >= 0. At
zero drive, the orbit has the square shape illustrated in
Fig. 1(c). On the n = 1 step at fdc = 0.054 (Fig. 7(a)),
the particle circles around a single maximum and moves
in the x direction by a distance a per period. For the
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FIG. 7. Particle trajectories (black lines), driven particle
(large dot), and periodic potential maxima (black dots) for
the first four steps in Vx from Fig. 6 for the A = 0.325 curve.
(a) n = 1 step at fdc = 0.054. (b) n = 2 step at fdc = 0.1.
(c) n = 3 step at fdc = 0.18. (d) n = 4 step at fdc = 0.24.
n = 2 step at fdc = 0.1 (Fig. 7(b)), the nature of the par-
ticle motion changes. Rather than circling around every
second maximum, the particle moves through a smaller
loop that is less than a in diameter in every other plaque-
tte so that in one period the particle moves a distance 2a.
Similar motion occurs on the n = 3 step at fdc = 0.18
(Fig. 7(c)), but the loop occurs every third plaquette.
Along the n = 4 step at fdc = 0.24 (Fig. 7(d)), the par-
ticle translates 4a in a single period.
In Fig. 8 we plot the orbits along the n = 5, 7, 8, and 9
steps for the same system as in Fig. 6 at A = 0.325. For
the n = 5 step at fdc = 0.325, the orbit is essentially the
same as those in steps n = 2 to n = 4 from Fig. 7. The
figure has a loop in every plaquette since we have shown
the particle crossing the periodic boundary several times,
and the particle does not follow its previous path until it
has completed several passes through the system due to
the fact that the orbit repeats every five plaquettes but
the sample has an even number of plaquettes. If we chose
a system size which is a multiple of 5a wide, the orbit is
repeated during each pass through the system. Whether
the sample size is commensurate with the orbit shape
does not change any features in Vx or Vy . On the n = 7
step at fdc = 0.45 (Fig. 8(b)), the particle is moving fast
enough in the x direction that it can no longer loop down
into the lower row. The orbit still shows a small loop
inside the row every seventh plaquette. For the n = 8
step shown in Fig. 8(c) at fdc = 0.49, the particle
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FIG. 8. Particle trajectories (black lines), periodic poten-
tial maxima (black dots), and driven particle (large dot) for
the velocity steps from Fig. 6 at A = 0.325. (a) n = 5 step at
fdc = 0.325. (b) n = 7 step at fdc = 0.45. (c) n = 8 step at
fdc = 0.49. (d) n = 9 step at fdc = 0.53.
motion is again contained within one row and shows a
very small loop every 8a. The orbit is commensurate
with the sample size so the orbit repeats exactly during
each pass. For the n = 9 step at fdc = 0.53 (Fig. 8(d)),
the orbit is similar to that seen for the n = 7 and n = 8
steps, with a small loop every 9a. For much higher fdc,
the particle does not lock to a fixed orbit for this value
of A.
In addition to the integer steps, we also observe frac-
tional steps in the regions between the integer steps. In
general these fractional phases are associated with the
onset of rectification, where the average particle velocity
is no longer strictly in the x direction.
A. Rectifying Phases
In Fig. 9 we plot simultaneously Vx, which increases
with fdc, and Vy vs fdc for a fixed value of A = 0.325.
Here, the steps in Vx have height aω/(2pi), while Vy shows
non-zero values centered at the step transitions in Vx.
The maximum value of Vy is aω/(2pi) in the positive di-
rection as seen near the n = 2 to n = 3, n = 3 to n = 4,
and n = 4 to n = 5 step transitions. At the n = 5 to
n = 6 transition, Vy = −aω/(2pi). There are also ranges
of drive over which the value of Vy is not a multiple of
aω/(2pi), such as at the n = 0 to n = 1, n = 1 to n = 2,
and the n = 5 to n = 6 steps. Rectification occurs
6
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FIG. 9. Vx (light line) and Vy (dark line) vs fdc for
A = 0.325.
everywhere along the n = 6 step. No rectification occurs
for the n = 7 step and above, which also corresponds
to the orbits becoming confined to a single row for these
high fdc values, as illustrated in Fig. 8.
The rectification can be understood by considering the
symmetries of the problem. The dc drive breaks the re-
flection symmetry across the y-axis, Ry, but preserves
Rx, reflection across the x-axis, as can be seen by not-
ing that the reflection Ry would change the sign of the
dc drive (which is applied in the x-direction) while the
reflection Rx would leave the drive unchanged. The dc
drive also breaks the combined symmetry RxRy. The
ac drive breaks both Rx and Ry individually, but pre-
serves the combined symmetry RxRy. Here, either the
reflection Rx or the reflection Ry reverse the direction of
the ac drive from counter-clockwise to clockwise, but the
combination RxRy leaves the drive unchanged up to a
change in the phase of the drive (corresponding to a shift
in t by half a period). The combination of the ac and dc
drives break all of the symmetries in the problem.
To see the effect of the symmetries, consider first the
situation with only the dc drive, when the system has
the symmetry Ry. Then, if the particle has an orbit with
non-zero Vy , by symmetry it must also have an orbit with
the opposite Vy. If both such orbits exist, there is a spon-
taneous symmetry breaking which can produce a rectifi-
cation. Such a spontaneous symmetry breaking has been
observed in similar systems [32]. Similarly, if we have
only the ac drive, the system has the symmetry RxRy.
Then the existence of an orbit with given Vx, Vy would
imply the existence of an orbit with velocities −Vx,−Vy,
and spontaneous symmetry breaking would again be pos-
sible. In the case considered in our simulations, since
all symmetries are broken, we can have rectifying orbits
without any spontaneous symmetry breaking. We have
seen in fact that the sign of the rectification does not
0 0.5
fDC
0
0.5
1
V y
FIG. 10. Velocity in the y-direction, Vy, vs fdc for
A = 0.25, 0.262, 0.28, 0.306, 0.31, 0.327, 0.343, 0.356, 0.363,
0.375, 0.38, and 0.4, from bottom to top. There is a system-
atic shift in the y-direction added for clarity.
depend on initial conditions, and we show below that the
rectification persists even at non-zero temperature; both
of these are consequences of the fact that the symme-
tries of the system are broken by the drives, rather than
broken spontaneously.
In Fig. 10 we plot a series of Vy vs fdc curves for
0.25 ≤ A ≤ 0.4, showing the evolution of the rectify-
ing regions. As A increases, the maximum value of fdc
at which rectification is observed also increases, coincid-
ing with the resolution of more integer steps as shown
in Fig. 6. For A < 0.32 (the first five curves from the
bottom), the rectification is predominantly in the posi-
tive y direction, while for A > 0.32, several phases ap-
pear which rectify in the negative y direction, as seen
for A = 0.327, 0.343, 0.356, and 0.363. For A > 0.37
(the top three curves), an increasing number of regions
appear where there is no well defined locking but there is
some form of rectification. These disordered regions first
occur at low fdc values for A = 0.375 and 0.38, while for
the A = 0.4 curve the disordered regions also appear at
higher fdc = 0.6. The rectification phases shift in posi-
tion with A and the width of the phases grows and then
subsequently shrinks with A. The phases which rectify
in the positive direction shift toward lower fdc with in-
creasing A, while the negative rectification phases shift
toward higher fdc as A is increased. The shift can be
qualitatively understood by considering that the particle
rotates clockwise. For the positive rectification regions,
if we consider one cycle starting at a position of y = a/2
and x = 0 and circling around the potential maximum
at (0, 0), the particle is moving fastest near y = +a/2
when the ac and dc drives are in the same direction, and
slowest near y = −a/2 when the ac drive opposes the
force from the dc drive. If, on the nth step, the particle
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FIG. 11. Particle trajectories (black lines), periodic po-
tential maxima (black dots), and driven particle (large dot),
showing integer rectifying orbits from the system in Fig. 9 for
A = 0.325 and fdc = (a) 0.1295, (b) 0.21, (c) 0.29, and (d)
0.42.
translates a distance na per period, then on the down-
ward moving portion of the ac orbit, the particle interacts
strongly with one of the potential maxima. If this inter-
action is too strong, the particle cannot translate down
by one row in the y direction. At the same time, the
particle continues to move in the positive x direction. If,
during the downward stroke, the particle moves a dis-
tance close to na/2, then on the the upward part of the
ac cycle, the particle does not interact strongly with a
potential maximum and can thus move up in the y direc-
tion by a distance a. As a result, there is a net motion
in the +y direction each cycle. The positions of the pos-
itive rectifying regions shift to lower fdc at higher values
of A since, in the portion of the cycle when the ac and
dc forces are in the same direction, a smaller dc drive is
required to translate the particle a distance na for larger
A. We also note that if the circular ac drive is reversed,
the Vy vs fdc curves are flipped and positive rectification
becomes negative rectification.
In Fig. 11 we show several examples of rectifying
phases where Vy = aω/(2pi) for the case of A = 0.325
from Fig. 9. Figure 11(a) illustrates the first integer rec-
tifying phase for fdc = 0.1295 where there is a transition
from the n = 2 to the n = 3 step. In a single cycle,
the particle moves 2a in the x direction and a in the y
direction. Additionally, a small loop in the orbit occurs
in every third plaquette. Similar motion occurs on the
n = 3 step at larger fdc, where the particle moves 3a
(a)x
y
(b)x
y
(c)x
y
(d)x
y
FIG. 12. Particle trajectories (black lines), periodic poten-
tial maxima (black dots), and driven particle (large dot) show-
ing fractional rectifying orbits from the system in Fig. 9 for
A = 0.325 and fdc = (a) 0.0465, (b) 0.0688, (c) 0.215, and
(d) 0.378.
in the x-direction and a in the y-direction during each
cycle. In Fig. 11(b) we show the orbit for fdc = 0.21 for
the n = 3 to n = 4 transition, where the particle moves
3a in the x-direction in a single cycle. In Fig. 11(c), near
the n = 4 to n = 5 transition for fdc = 0.29, the particle
moves 4a in the direction of drive during every cycle. The
loop feature that occurs just before the particle translates
a distance a in the y-direction becomes smaller with in-
creasing step number. In Fig. 11(d), we show negative
rectification for fdc = 0.42, where the particle moves 6a
in the x direction and −a in the y-direction in a single
period. Here the loop feature seen for the positive recti-
fication orbits is lost and is replaced by a kink feature.
In Fig. 12 we show several examples of fractional rec-
tifying orbits for A = 0.325. Figure 12(a) illustrates the
trajectories for the rectification at the n = 0 (pinned) to
n = 1 step transition at fdc = 0.0465. In this case, the
particle moves 2a in the x-direction and a in the positive
y direction every two cycles. To achieve this, the parti-
cle moves a in the x-direction and on average a/2 in the
positive y direction in each cycle. In Fig. 12(b) we show
the negative rectification regime near the n = 1 to n = 2
transition for fdc = 0.0688. We find a similar motion as
in Fig. 12(a). Every two cycles, the particle moves 2a
in the positive x direction. The orbit forms a complete
loop around one potential maximum during the first cy-
cle, followed by an incomplete loop in the next cycle, at
the end of which the particle has translated down by a.
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FIG. 13. fdc vs A, where the shaded regions indicate posi-
tive integer rectifying regions obtained from Fig. 9.
Thus in a single period, the particle moves 2a in the
x-direction and an average of −a/2 in the y-direction.
We also find that at the onset of the integer rectifying
phases, there can be a small region where the particle
exhibits a fractional rectification. In Fig. 12(c) we show
one such region that occurs at the end of the rectifying
phase near the n = 3 to n = 4 transition for fdc = 0.215.
Here, in a single period the particle moves 4a in the x
direction, while it translates by a in the y direction every
other cycle. During the first cycle, the trajectory dips
down and up but the particle does not translate to the
next upper row. On the following cycle, a cusp forms
and the particle moves up to the next row. There are
also several regimes for large A where the particle orbits
rectify but do not repeat. For A = 0.325 in Fig. 9, such
a regime occurs near fdc = 0.378. In Fig. 12(d) we plot
the disordered orbit that occurs in this regime, showing
that it has a net drift in the y-direction. We have also
examined the rectifying orbits for other values of A and
find that they are similar to those shown in Fig. 11 and
Fig. 12.
B. Rectification Phase Diagram
In Fig. 13 we plot fdc vs A, and indicate the occur-
rence of integer rectification in the positive y direction
by shaded regions. The phase diagram has the form of
a series of tongues, where the width of any given recti-
fying phase decreases for increasing A. A larger number
of rectifying phases appear at higher dc drive for increas-
ing A, as seen from the rising envelope which begins at
fdc = 0.25. The rectifying phases for fdc > 0.25 increase
in width with A over a small range of A before reach-
ing a maximum width and then decreasing in width with
increasing A. We do not have the resolution to determine
0 0.2 0.4
fd
0
2
4
6
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10
12
V y
FIG. 14. Vy vs fdc for increasing T at A = 0.325 and (bot-
tom to top) T = 0.0, 0.025, 0.0625, 0.1225, 0.5, and 1.0. The
curves have been shifted in the y direction for clarity.
whether the rectifying phases persist with continually de-
creasing width for higher ac amplitudes, or whether they
actually terminate. We note that for A > 0.44, above the
fdc = 0 transition from the orbit encircling one to encir-
cling four maxima, a new set of rectifying phases appear
at low fdc, not shown in the figure.
We note that it is difficult to plot a phase diagram for
the regions of negative rectification that occur for A >
0.35. Here the locking steps become hard to define due
to the disordered regions where Vy does not settle down
to a single value. In general, the negative rectification
regimes show similar features to the positive rectification
regions, with the width of the rectifying regime growing
to a maximum value and then decreasing for increasing
A. The phases also shift to higher fdc for increasing A.
VI. EFFECTS OF DISORDER
A. Thermal Disorder
In many experimentally realizable systems such as col-
loids or biomolecules, thermal effects or Brownian motion
are relevant. To model thermal effects, we add a noise
term fT to the equation of motion, with the properties
< fT (t) >= 0.0 and < fT (t)fT (t′) >= 2ηkBδ(t−t
′). We
have performed a series of simulations for A = 0.3 for dif-
ferent values of temperature. In Fig. 14 we show Vy vs
fdc for A = 0.325 for increasing temperature. For low
T there are still regions of Vy ≈ 0 within our resolution.
The particle orbit at low temperatures shows only small
perturbations, so the behavior is thermally activated and
Vy is not strictly zero but instead is exponentially small.
For higher T , the orbits are strongly perturbed, and the
maximum value of Vy decreases while the width of the
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FIG. 15. 2piVy/aω vs T for A = 0.325 and fixed fdc = 0.29.
The inset is a log-linear plot of the main figure.
rectifying regimes increases. For the highest tempera-
tures, the particle diffuses rapidly; however, some recti-
fication still occurs. For the top curve (T = 1) there is
only a slight positive rectification for fdc < 0.4. As T
increases further the rectification is gradually completely
lost. In Fig. 15 we plot the average Vy for the positive
rectification region at fdc = 0.29 for the bottom curve
in Fig. 14 at T = 0.0. We define the temperature scale
such that at T = 1.0, a single particle with fdc = 0.0
begins to diffuse, indicating that T = 1 is the melting
temperature for our parameters. In our system we have
only one colloid, so thermal activation occurs at a much
lower temperature than for a collection of interacting col-
loids. Fig. 15 shows a decay of Vy with increasing T , as
illustrated more clearly in the inset. A reliable fit can be
applied, giving 2piVy(T )/aω = (1 − exp(−B/T )), which
indicates thermal activation. The temperature scale can
be changed by increasing the depth of the periodic wells
as well as by the addition of other particles, which alters
the effects of fluctuations.
B. Particle Interactions
In many experimentally relevant systems it is likely
that multiple particles would be moving through the ar-
ray at the same time. If the density of the particles is
sufficiently high, particle-particle interactions or scatter-
ing become relevant. For low fillings where the particles
are still far apart, the Vy curves are only weakly per-
turbed. As the filling fraction is increased, the Vy curves
exhibit some disordering. There are certain higher fill-
ing fractions such as 1/16 where the Vy curve is virtually
identical to the single particle case. This is due to a
commensuration effect. For particles with long range in-
teractions such as vortices in superconductors or colloids
which are weakly screened, commensuration effects will
occur for different particle densities. For fillings such as
1/2 where there is one mobile particle for every other
plaquette, the particles form an ordered arrangement. In
the case of half filling, the particles form a checkerboard
state. Similar ordered states occur at fillings of 1/16, 1/8,
1/5, and 1/4. Since the arrangements are symmetrical at
these fillings, the interactions effectively cancel and the
system shows the same behavior as the single particle
case. At incommensurate fillings where ordered parti-
cle arrangements cannot be formed, the particle-particle
interactions become relevant.
VII. SIMPLE MODEL SYSTEM
Let us return to the quantization of the velocity dis-
cussed above, and consider both the stable plateaus
and the intermittent transitions between plateaus us-
ing general properties of nonlinear maps. Define a map
(x, y) → (x′ + nxa, y
′ + nya), from the position of the
particle at the start of a period to that at the end, where
we may restrict to 0 ≤ x, y, x′, y′ ≤ a, with nx, ny inte-
ger. Here, we have taken x, y, x′, y′ to indicate positions
of the particle within a unit cell, while nx, ny indicate
which unit cell the particle occupies after one orbit. We
have fixed the unit cell of the particle at the start of the
orbit; by translation symmetry, it does not matter which
cell this is. If there is a stable fixed point, (x, y) = (x′, y′),
then the particle translates by (nxa, nya) in time 2piω
−1
and so has average velocity Vx, Vy quantized in multiples
of aω/(2pi), as found above. If the q − th power of the
map has a stable fixed point, there are instead steps of
fractional heights (p/q)aω.
As fdc increases, the periodic orbit becomes unstable,
and a different periodic orbit with larger Vx appears.
This new orbit will be the next stable periodic orbit at
higher drive. The transition to the new orbit can occur
in one of three ways. (1) If both periodic orbits are stable
simultaneously, the particle velocity will depend on the
initial conditions in the transition regime. This was not
observed. (2) The second periodic orbit could become
stable at the same time that the first orbit becomes un-
stable. This behavior, which gives rise to infinitely sharp
jumps in Vx, is not generic and hence not expected. (3)
There can be a finite range of drive containing no sta-
ble periodic orbits. Over this range, the average velocity
is not quantized. If, however, some orbits are close to
stable, the particle will spend long times in these orbits,
giving rise to intermittent behavior. This last behavior
is consistent with what we observe.
The stability of the orbits is shown by the fact that
in the middle of the plateaus the system is not sensi-
tive to initial conditions, and by the exponentially small
change in velocity at non-zero temperature. Outside the
plateaus, the change in average velocity most likely will
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FIG. 16. Time averaged Vx (solid line) and Vy (dashed line)
as a function of fdc in toy model I.
not show a thermally activated form. We were not able
to accurately measure the velocity in these reasons well
enough to determine the temperature dependence of the
velocity.
We now turn to a specific toy model illustrating some
of these ideas. Consider a particle in a lattice of repulsive
sites with a = 1, where the potential minima between re-
pulsive sites are at integer x and y values. The y position
of the particle is constrained to take only integer values,
but the x position can be any real value. To model the
translation of the particle through the lattice, we sepa-
rate the x and y motion, so that the particle moves first
(i.) right at velocity vr, then (ii.) down, then (iii.) left
at velocity vl, then (iv.) up. In some cases, steps (ii.)
and (iv.) of the cycle may not produce a change in y due
to the constraint that y can be only integer valued; this
corresponds to the confinement of the particle to a single
row in the physical system. We consider two slightly dif-
ferent versions of the model. The first version, I, follows
the following sequence of transitions: I(i.): We apply the
rule x→ x+vr . I(ii.): If x is within 0.25 of an integer, x
is set to that integer and y is decremented by one. I(iii.):
Apply x → x − vl. I(iv.): As in (ii.) except y is incre-
mented by one. Here vr and vl are the velocity of the
particle in the rightward and leftward parts of the cycle,
respectively. In steps I(ii.) and I(iv.), the particle will
only move to a new y position if it reaches the minima
between sites at the correct phase of the driving period,
when transverse motion is possible. In this case, the par-
ticle slips into the next row and the x coordinate of the
particle is set to an integer value. In Fig. 16 we show the
time-averaged velocities Vx and Vy obtained with model
I for fixed vl = 1.2 and increasing vr, representing in-
creasing fdc. It is clear that this simple model produces
plateaus in Vx as well as ratcheting
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FIG. 17. Time averaged Vx (solid line) and Vy (dashed line)
as a function of fdc in toy model II.
behavior in Vy . The sharp jumps in the velocity values
are due to the discontinuity of the map function, as in
case (2) above; for smoother map functions, these jumps
acquire a small but finite width. More complicated maps
produce richer behavior, including occasional regimes of
negative Vy. To show this, we consider a slightly different
version of the model. In this model II, if the x-position
of the particle is within a distance of 0.25 of an integer in
step II(ii.) or II(iv.), the x-position is set equal to 0.25
times the present x-position plus 0.75 times the given in-
teger. This smoother map allows a much richer behavior;
if the particle is within 0.25 of an integer in the model
I, the final position of the map does not depend on ex-
actly where the particle position is near the given integer,
while in model II the final position does depend on the
precise particle position. We show the average velocities
for this model in Fig. 17.
The ratcheting behavior in both the model and simu-
lations occurs near transitions in Vx when the number of
pinning centers the particle passes in one period changes,
making it possible for the particle to interact asymmet-
rically with the pinning sites. For a clockwise orbit, the
particle moves rapidly on the upper portion of the orbit,
and is likely to scatter off the pinning site below when the
orbit does not quite match na. On the lower part of the
orbit, however, the particle is moving more slowly, and
is likely to slip between the pinning sites above in spite
of a small mismatch. The particle thus tends to ratchet
in the positive y direction. If the dc drive is reversed,
downward motion should be preferred, as we observe.
Finally, we note that much of this behavior is spe-
cific to two or more dimensions, or to systems in one
dimension which are not overdamped so that both posi-
tion and momentum are independent degrees of freedom.
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Consider a map x → x′, subject to x + a → x′ + a and
dx′/dx ≥ 0, true for overdamped motion in one dimen-
sion. It can then be shown that it is not possible to
have periodic orbits with different values of the velocity
as follows: Suppose there were two such orbits. Then,
let initial conditions for the two orbits be x1 and x2,
and let the orbit starting at x1 have a greater velocity
than that starting at x2. Suppose that x1 < x2 (this can
always be accomplished by translating x1 by some num-
ber of unit cells); then, after some number of mappings,
f(f(...(x1)...)) > f(f(...(x2)...)), which violates the as-
sumption that dx′/dx ≥ 0. Thus, all periodic orbits
must have the same value of the velocity. Systems with
Shapiro steps do not exhibit jumps.
VIII. DISCUSSION
We now consider physical systems where the phase
locking and the rectification might be realized. One pos-
sibility is colloids moving through a periodic 2D array.
The array can constructed from a substrate of hard ob-
stacles or more smoothly varying objects. If the colloids
are charged they can be driven with dc and ac electric
fields. The most promising approach would be to use pe-
riodic arrays of optical traps [33–36] or dynamical optical
trap arrays [11,13]. In this case colloids can be trapped
at individual spots of laser light. Once the array is filled,
additional colloids move through the periodic potential
created by the pinned colloids. One advantage of the
light arrays is that the array itself can be rotated dynam-
ically to mimic ac driving when only an external dc force
is applied. Recent experiments [12] have demonstrated
the flow of colloids in 2D through periodic optical trap
arrays. Another system would be vortices in supercon-
ductors driven with ac and dc currents. Periodic arrays of
pinning sites can be lithographically constructed [37,38].
With the application of a magnetic field, flux enters in
the form of quantized vortices. If the pinning sites are
small enough that only a single vortex can be trapped at
each site, then beyond the first matching field additional
vortices will sit in the interstitial regions. It should also
be possible to create arrays of anti-pinning sites, such as
with an array of magnetic dots that are magnetized in the
same direction as the applied field and create fixed vor-
tices. Additional vortices created by the external field
will move in the interstitial regions between the fixed
vortices. These effects may also occur for fluxons in 2D
Josephson junction arrays driven with a dc drive and a
circular ac drive. In this case the fluxon can be viewed as
a classical particle moving over a 2D periodic potential.
IX. SUMMARY
To summarize, we have investigated the dynamics of
overdamped particles moving in a 2D symmetrical peri-
odic array where the particles are driven with a dc drive
in the longitudinal direction and a circular ac drive. For
small ac drives, we observe phase locking in the form of
steps in the longitudinal velocity when the frequency of
the ac drive matches with the frequency of the internally
generated ac velocity component. For ac drives large
enough that the particle can encircle at least one poten-
tial maximum at zero dc drive, we find phase locking
steps in the longitudinal velocity for increasing dc drive.
Additionally, in this regime we observe a non-zero trans-
verse velocity in either the positive or negative direction
in spite of the fact that there is no dc transverse applied
drive. This rectification in the transverse direction arises
due to the symmetry breaking caused by the circular ac
drive. We propose and examine a more simplified model
of the system that reproduces many of these features that
we observe. The results of the simple model suggest that
the phase locking and rectification phenomena described
here are a general feature of a wide class of similar sys-
tems. We show that stable particle orbits occur along
the longitudinal and transverse steps, while more chaotic
orbits appear in non-step regions. Finally, we show that
thermal disorder and incommensuration can smear or re-
duce the step size, but regions of rectification still occur.
Our results should be testable for dc and driven vortex
motion and colloids through 2D periodic arrays.
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