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ON CHARACTERIZATION OF POISSON INTEGRALS OF SCHR ¨ODINGER
OPERATORS WITH BMO TRACES
XUAN THINH DUONG, LIXIN YAN AND CHAO ZHANG
Abstract. Let L be a Schro¨dinger operator of the form L = −∆ + V acting on L2(Rn) where the
nonnegative potential V belongs to the reverse Ho¨lder class Bq for some q ≥ n. Let BMOL(Rn)
denote the BMO space on Rn associated to the Schro¨dinger operator L. In this article we will show
that a function f ∈ BMOL(Rn) is the trace of the solution of Lu = −utt + Lu = 0, u(x, 0) = f (x),
where u satisfies a Carleson condition
sup
xB ,rB
r−nB
∫ rB
0
∫
B(xB,rB)
t|∇u(x, t)|2dxdt ≤ C < ∞.
Conversely, this Carleson condition characterizes all the L-harmonic functions whose traces belong
to the space BMOL(Rn). This result extends the analogous characterization founded by Fabes,
Johnson and Neri in [11] for the classical BMO space of John and Nirenberg.
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1. Introduction and statement of the main result
Consider the Laplace operator ∆ = ∑ni=1 ∂2xi on the Euclidean space Rn. A basic tool in harmonic
analysis to study a (suitable) function f (x) on Rn is to consider a harmonic function on Rn+1
+
which
has the boundary value as f (x). A standard choice for such a harmonic function is the Poisson
integral e−t
√
−∆ f (x) and one recovers f (x) when letting t → 0+. In other words, one obtains u(x, t) =
e−t
√
−∆ f (x) as the solution of the equation utt + ∆u = 0, u(x, 0) = f (x). This approach is intimately
related to the study of singular integrals. For the classical case f ∈ Lp(Rn), 1 ≤ p ≤ ∞, we refer
the reader to Chapter 2 of the standard textbook [24].
At the end-point space L∞(Rn), the study of singular integrals has a natural substitution, the
BMO space, i.e. the space of functions of bounded mean oscillation. A celebrated theorem of
Fefferman and Stein [14] states that a BMO function is the trace of the solution of ∂ttu + ∆u =
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0, u(x, 0) = f (x), whenever u satisfies
sup
xB,rB
r−nB
∫ rB
0
∫
B(xB,rB)
t|∇u(x, t)|2dxdt ≤ C < ∞,(1.1)
where ∇ = (∇x, ∂t). Expanding on this result, Fabes, Johnson and Neri [11] showed that condition
(1.1) characterizes all the harmonic functions whose traces are in BMO(Rn). The study of this
topic has been widely extended to more general operators such as elliptic operators (instead of the
Laplacian) and for domains other than Rn such as Lipschitz domains. See for examples [4, 12, 13,
18].
The main aim of this article is to study a similar characterization to (1.1) for the Schro¨dinger
operators with appropriate conditions on its potentials. Let us consider the Schro¨dinger operator
(1.2) L = −∆ + V(x) on L2(Rn), n ≥ 3.
As to the nonnegative potential V , we assume that it is not identically zero and that V ∈ Bq for
some q ≥ n/2, which by definition means that V ∈ Lqloc(Rn),V ≥ 0, and there exists a constant
C > 0 such that the reverse Ho¨lder inequality
(1.3)
(
1
|B|
∫
B
V(y)q dy
)1/q
≤ C|B|
∫
B
V(y) dy,
holds for all balls B in Rn.
The operatorL is a self-adjoint operator on L2(Rn). HenceL generates theL-Poisson semigroup
{e−t
√L}t>0 on L2(Rn). Since the potential V is nonnegative, the semigroup kernels Pt(x, y) of the
operators e−t
√L satisfy
0 ≤ Pt(x, y) ≤ pt(x − y)
for all x, y ∈ Rn and t > 0, where
pt(x − y) = cn t(t2 + |x|2) n+12
, cn =
Γ
(
n+1
2
)
π(n+1)/2
is the kernel of the classical Poisson semigroup {Pt}t>0 = {e−t
√
−∆}t>0 on Rn. For f ∈ Lp(Rn),
1 ≤ p < ∞, it is well known that the Poisson extension u(x, t) = e−t
√L f (x), t > 0, x ∈ Rn, is a
solution to the equation
Lu = −utt +Lu = 0 in Rn+1+(1.4)
with the boundary data f on Rn (see Remark 3.3 for p = ∞ below). The equation Lu = 0 is
understood in the weak sense, that is, u ∈ W1,2loc (Rn+1+ ) is a weak solution of Lu = 0 if it satisfies∫
R
n+1
+
∇u · ∇ψ dY +
∫
R
n+1
+
Vuψ dY = 0, ∀ψ ∈ C10(Rn+1+ ).
In the sequel, we call such a function u an L-harmonic function associated to the operator L.
As mentioned above, we are interested in deriving the characterization of the solution to the
equation Lu = 0 in Rn+1
+
having boundary values with BMO data. Following [10], a locally inte-
grable function f belongs to BMOL(Rn) whenever there is constant C ≥ 0 so that
(1.5) 1|B|
∫
B
| f (y) − fB|dy ≤ C
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for every ball B = B(x, r), and
(1.6) 1|B|
∫
B
| f (y)|dy ≤ C
for every ball B = B(x, r) with r ≥ ρ(x). Here fB = |B|−1
∫
B f (x)dx and the critical radii above are
determined by the function ρ(x; V) = ρ(x) which takes the explicit form
(1.7) ρ(x) = sup
{
r > 0 : 1
rn−2
∫
B(x,r)
V(y)dy ≤ 1
}
.
We define ‖ f ‖BMOL(Rn) to be the smallest C in the right hand sides of (1.5) and (1.6). Because of
(1.6), this BMOL(Rn) space is in fact a proper subspace of the classical BMO space of John and
Nirenberg, and it turns out to be a suitable space in studying the case of the end-point estimates
for p = ∞ concerning the boundedness of some classical operators associated to L such as the
Littlewood-Paley square functions, fractional integrals and Riesz transforms (see [1, 2, 5, 6, 10,
17, 19]).
The following theorem is the main result of this article.
Theorem 1.1. Suppose V ∈ Bq for some q ≥ n. We denote by HMOL(Rn+1+ ) the class of all C1-
functions u(x, t) of the solution of Lu = 0 in Rn+1
+
such that
‖u‖2HMOL(Rn+1+ ) = supxB,rB
r−nB
∫ rB
0
∫
B(xB,rB)
t|∇u(x, t)|2dxdt < ∞,(1.8)
where ∇ = (∇x, ∂t). Then we have
(1) If u ∈ HMOL(Rn+1+ ), then there exists some f ∈ BMOL(Rn) such that u = e−t
√L f , and
‖ f ‖BMOL(Rn) ≤ C‖u‖HMOL(Rn+1+ )
with some constant C > 0 independent of u and f .
(2) If f ∈ BMOL(Rn), then the function u = e−t
√L f satisfies estimates (1.8) with ‖u‖HMOL(Rn+1+ ) ≈‖ f ‖BMOL(Rn).
We should mention that for the Schro¨dinger operator L in (1.2), an important property of the
Bq class, proved in [15, Lemma 3], assures that the condition V ∈ Bq also implies V ∈ Bq+ǫ for
some ǫ > 0 and that the Bq+ǫ constant of V is controlled in terms of the one of Bq membership.
This in particular implies V ∈ Lqloc(Rn) for some q strictly greater than n/2. However, in general
the potential V can be unbounded and does not belong to Lp(Rn) for any 1 ≤ p ≤ ∞. As a
model example, we could take V(x) = |x|2. Moreover, as noted in [21], if V is any nonnegative
polynomial, then V satisfies the stronger condition
max
x∈B
V(x) ≤ C|B|
∫
B
V(y) dy,
which implies V ∈ Bq for every q ∈ (1,∞) with a uniform constant.
This article is organized as follows. In Section 2, we recall some preliminary results including
the kernel estimates of the heat and Poisson semigroups of L, the H1L(Rn) and BMOL(Rn) spaces
associated to the Schro¨dinger operators and certain properties of L-harmonic functions. In Section
3, we will prove our main result, Theorem 1.1. The proof of part (1) follows a similar method to
that of [11], which depends heavily on three non-trivial results: Alaoglu’s Theorem on the weak-∗
compactness of the unit sphere in the dual of a Banach space, the duality theorem asserting that
the space BMOL(Rn) is the dual space of H1L(Rn), and some specific properties of the Hardy space
H1L(Rn) and the Carleson measure. For part (2), we will prove it by making use of the full gradient
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estimates on the kernel of the Poisson semigroup in the (x, t) variables under the assumption on
V ∈ Bq for some q ≥ n. This improves previously known results (see [6, 10, 17, 19]) which
characterize the space BMOL(Rn) in terms of Carleson measure which are only related to the
gradient in the t variable. In Section 4, we will extend the method for the space BMOL(Rn) in
Section 3 to obtain some generalizations to Lipschitz-type spaces ΛαL(Rn) for α ∈ (0, 1).
Throughout the article, the letters “c ” and “C ” will denote (possibly different) constants that
are independent of the essential variables.
2. Basic properties of the heat and Poisson semigroups of Schro¨dinger operators
In this section, we begin by recalling some basic properties of the critical radii function ρ(x)
under the assumption (1.3) on V (see Section 2, [10]).
Lemma 2.1. Suppose V ∈ Bq for some q > n/2. There exist C > 0 and k0 ≥ 1 such that for all
x, y ∈ Rn
(2.1) C−1ρ(x)
(
1 +
|x − y|
ρ(x)
)−k0
≤ ρ(y) ≤ Cρ(x)
(
1 +
|x − y|
ρ(x)
) k0
k0+1
.
In particular, ρ(x) ∼ ρ(y) when y ∈ B(x, r) and r ≤ cρ(x).
It follows from Lemmas 1.2 and 1.8 in [21] that there is a constant C0 such that for a nonnegative
Schwartz class function ϕ there exists a constant C such that
(2.2)
∫
Rn
ϕt(x − y)V(y)dy ≤

Ct−1( √t
ρ(x)
)δ for t ≤ ρ(x)2,
C( √t
ρ(x)
)C0+2−n for t > ρ(x)2,
where ϕt(x) = t−n/2ϕ(x/
√
t), and δ = 2 − nq > 0.
Let {e−tL}t>0 be the heat semigroup associated to L:
e−tL f (x) =
∫
Rn
Kt(x, y) f (y) dy, f ∈ L2(Rn), x ∈ Rn, t > 0.(2.3)
From the Feynman-Kac formula, it is well-known that the kernel Kt(x, y) of the semigroup e−tL
satisfies the estimate
0 ≤ Kt(x, y) ≤ ht(x − y)(2.4)
for all x, y ∈ Rn and t > 0, where
(2.5) ht(x − y) = 1(4πt)n/2 e
− |x−y|24t
is the kernel of the classical heat semigroup {Tt}t>0 = {et∆}t>0 on Rn. This estimate can be improved
in time when V . 0 satisfies the reverse Ho¨lder condition Bq for some q > n/2. The function ρ(x)
arises naturally in this context.
Lemma 2.2 (see [10]). Suppose V ∈ Bq for some q > n/2. For every N > 0 there exist the constants
CN and c such that for x, y ∈ Rn, t > 0,
(i)
0 ≤ Kt(x, y) ≤ CN t−n/2e−
|x−y|2
ct
(
1 +
√
t
ρ(x) +
√
t
ρ(y)
)−N
and
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(ii)
|∂tKt(x, y)| ≤ CNt− n+22 e−
|x−y|2
ct
(
1 +
√
t
ρ(x) +
√
t
ρ(y)
)−N
.
Kato-Trotter formula (see for instance [9]) asserts that
ht(x − y) − Kt(x, y) =
∫ t
0
∫
Rn
hs(x − z)V(z)Kt−s(z, y)dzds.
Then we have the following result.
Lemma 2.3 (see [9]). Suppose V ∈ Bq for some q > n/2. There exists a nonnegative Schwartz
function ϕ on Rn such that
|ht(x − y) − Kt(x, y)| ≤
( √
t
ρ(x)
)δ
ϕt(x − y), x, y ∈ Rn, t > 0,
where ϕt(x) = t−n/2ϕ
(
x/
√
t
)
and δ = 2 − nq > 0.
The Poisson semigroup associated to L can be obtained from the heat semigroup (2.2) through
Bochner’s subordination formula (see [23]):
e−t
√L f (x) = 1√
π
∫ ∞
0
e−u√
u
e−
t2
4uL f (x) du
=
t
2
√
π
∫ ∞
0
e−
t2
4s
s3/2
e−sL f (x) ds.(2.6)
From (2.6), the semigroup kernels Pt(x, y), associated to e−t
√L
, satisfy the following estimates.
For its proof, we refer to [19, Proposition 3.6].
Lemma 2.4. Suppose V ∈ Bq for some q > n/2. For any 0 < β < min{1, 2 − nq} and every N > 0,
there exists a constant C = CN such that
(i) |Pt(x, y)| ≤ C t(t2 + |x − y|2) n+12
(
1 + (t
2
+ |x − y|2)1/2
ρ(x) +
(t2 + |x − y|2)1/2
ρ(y)
)−N
;
(ii) For every m ∈ N,
|tm∂mt Pt(x, y)| ≤ C
tm
(t2 + |x − y|2) n+m2
(
1 + (t
2
+ |x − y|2)1/2
ρ(x) +
(t2 + |x − y|2)1/2
ρ(y)
)−N
;
(iii)
∣∣∣t∂te−t√L(1)(x)∣∣∣ ≤ C ( t
ρ(x)
)β (
1 + t
ρ(x)
)−N
.
Recall that a Hardy-type space associated to L was introduced by J. Dziuban´ski et al. in [8, 9,
10], defined by
(2.7) H1L(Rn) =
{ f ∈ L1(Rn) : P∗ f (x) = sup
t>0
|e−t
√L f (x)| ∈ L1(Rn)}
with
‖ f ‖H1L(Rn) = ‖P∗ f ‖L1(Rn).
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For the above class of potentials, H1L(Rn) admits an atomic characterization, where cancellation
conditions are only required for atoms with small supports. It can be verified that for every m ∈ N,
for fixed t > 0 and x ∈ Rn, ∂mt Pt(x, ·) ∈ H1L(Rn) with
(2.8) ‖∂mt Pt(x, ·)‖H1L(Rn) ≤ Ct
−m.
Indeed, from (ii) of Lemma 2.4 we have that for a fixed y ∈ Rn,
sup
s>0
|e−s
√L(tm∂mt Pt(·, y))(x)| ≤ C sup
s>0
(
tm
(t + s)m
(t + s)m
(t + s + |x − y|)n+m
)
≤ C t(t + |x − y|)n+1 ∈ L
1(Rn, dx),
which, in combination with the fact that ∂mt Pt(x, ·) = ∂mt Pt(·, x), shows estimate (2.8).
Lemma 2.5. Suppose V ∈ Bq for some q > n/2. Then the dual space of H1L(Rn) is BMOL(Rn), i.e.,
(H1L(Rn))∗ = BMOL(Rn).
Proof. For the proof, we refer to [10, Theorem 4]. See also [6, 17]. 
In the sequel, we may sometimes use capital letters to denote points in Rn+1
+
, e.g., Y = (y, t), and
set
∇Yu(Y) = (∇yu, ∂tu) and |∇Yu|2 = |∇yu|2 + |∂tu|2.
For simplicity we will denote by ∇ the full gradient ∇Y in Rn+1. We now recall a Moser type
local boundedness estimate (see for instance, [17]) and include a proof here for the sake of self-
containment.
Lemma 2.6. Suppose 0 ≤ V ∈ Lqloc(Rn) for some q > n/2. Let u be a weak solution of Lu = 0 in
the ball B(Y0, 2r) ⊂ Rn+1. Then for any p ≥ 1, there exists a constant C = C(n, p) > 0 such that
sup
B(Y0,r)
|u(Y)| ≤ C
( 1
rn+1
∫
B(Y0,2r)
|u(Y)|pdY
)1/p
.
Proof. It is enough to show that u2 is a subharmonic function. Since for any ϕ ∈ C10(B(Y0, 2r)) with
ϕ ≥ 0, we have that
∫
Vϕu2dY ≤ Cr‖u‖W1,2(B(Y0,2r)) < ∞ (see for instance, [16, Lemma 3.3]). This
gives ∫
∇u2 · ∇ϕ dY
= 2
∫
∇u · ∇(uϕ) dY − 2
∫
ϕ|∇u|2 dY
= −2
∫
Vϕu2 dY − 2
∫
ϕ|∇u|2 dY
≤ 0.
The desired result follows readily. 
Lemma 2.7. Suppose V ∈ Bq for some q ≥ n/2. Assume that u ∈ W1,2loc (Rn) is a weak solution of(−∆ + V)u = 0 in Rn. Also assume that there is a d > 0 such that∫
Rn
|u(x)|
1 + |x|n+d dx ≤ Cd < ∞.(2.9)
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Then u = 0 in Rn.
Proof. Fix an R ≥ 10, we let ϕ ∈ C∞0 (B(0, 3R/4)) such that 0 ≤ ϕ ≤ 1, ϕ = 1 on B(0, 5R/8), and
|∇ϕ| ≤ C/R, |∇2ϕ| ≤ C/R2. Following [22, Lemma 6.1], one writes
(−∆ + V)(uϕ) = −2∇u · ∇ϕ − u∆ϕ in Rn.
Then we have
u(x)ϕ(x) =
∫
Rn
ΓV(x, y){−2∇u · ∇ϕ − u∆ϕ}dy,
where ΓV(x, y) denotes the fundamental solution of −∆ + V in Rn. Hence, for any x ∈ B(0,R/2),
|u(x)| ≤ C
R
∫
5R/8≤|y|≤3R/4
|ΓV(x, y)|
(
|∇u(y)| + |u(y)|
R
)
dy
≤ C
R2
{∫
5R/8≤|y|≤3R/4
|ΓV(x, y)|2dy
}1/2 {∫
B(0,R)
|u(y)|2dy
}1/2
,(2.10)
where we have used the Ho¨lder inequality and Caccioppoli’s inequality.
From the upper bound of ΓV (x, y) in [21, Theorem 2.7], we have that for every k > d and every
x ∈ B(0,R/2),∫
5R/8≤|y|≤3R/4
|ΓV(x, y)|2dy ≤ Ck
∫
5R/8≤|y|≤3R/4
∣∣∣∣∣ 1(
1 + |x−y|
ρ(x)
)k 1|x − y|n−2
∣∣∣∣∣2dy
≤ Ckρ(x)2kR−2k−n+4.(2.11)
Recall that the condition Bn/2 implies V ∈ Bq0 for some q0 > n/2. It follows from Lemma 2.9 of
[22] that |u(y)| ≤ |B|−1
∫
B |u(z)|dz if B = B(y,R) ⊂ Rn (see also Lemma 2.6). Then we have∫
B(0,R)
|u(y)|2dy ≤ CRn
(
C
Rn
∫
B(0,2R)
|u(y)|dy
)2
≤ CRn+2d
(∫
Rn
|u(y)|
1 + |y|n+d dy
)2
≤ CC2dRn+2d.
This, in combination with (2.10) and (2.11), yields that for every x ∈ B(0,R/2),
|u(x)| ≤ C′kCd ρ(x)kRd−k.
Letting R → +∞, we obtain that u(x) = 0 and therefore, u = 0 in the whole Rn. The proof is
complete. 
Remark 2.8. For any d ≥ 0, one writes
Hd(L) =
{
f ∈ W1,2loc (Rn) : L f = 0 and | f (x)| = O(|x|d) as |x| → ∞
}
and
HL =
⋃
d: 0≤d<∞
Hd(L).
By Lemma 2.7, it follows that for any d ≥ 0,
HL = Hd(L) = {0}.
See also Proposition 6.5 of [6].
At the end of this section, we establish the following characterization of Poisson integrals of
Schro¨dinger operators with functions in Lp(Rn), 1 ≤ p < ∞
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Proposition 2.9. Suppose V ∈ Bq for some q ≥ (n + 1)/2. If u is a continuous weak solution of
Lu = 0 in Rn+1
+
and there exist a constant C > 0 and a 1 ≤ p < ∞, such that
‖u(·, t)‖Lp(Rn) =
(∫
Rn
|u(x, t)|pdx
)1/p
≤ C < ∞
for all t > 0, then
(1) when 1 < p < ∞, u(x, t) is the Poisson integral of a function f in Lp(Rn);
(2) if p = 1, u(x, t) is the Poisson-Stieltjes integral of a finite Borel measure; if, in addition,
u(·, t) is Cauchy in the L1 norm as t > 0 then u(x, t) is the Poisson integral of a function f
in L1(Rn).
Proof. The proof of Proposition 2.9 is standard (see for instance, Theorem 2.5, Chapter 2 in [24]).
We give a brief argument of this proof for completeness and the convenience of the reader.
If 1 < p < ∞ and ‖u(·, t)‖Lp(Rn) ≤ C < ∞ for all t > 0, then there exists a sequence {tk} such that
lim
k→∞
tk = 0, and a function f ∈ Lp(Rn) such that u(·, tk) converges weakly to f as k → ∞. That is,
for each g ∈ Lp′(Rn), 1/p + 1/p′ = 1,
lim
k→∞
∫
Rn
u(y, tk)g(y)dy =
∫
Rn
f (y)g(y)dy.
If p = 1 there exists a finite Borel measure µ that is the weak-∗ limit of a sequence {u(·, tk)}. That
is, for each g in C0(Rn),
lim
k→∞
∫
Rn
u(y, tk)g(y)dy =
∫
Rn
g(y)dµ(y).
For any x ∈ Rn, t > 0, we take g(y) = pt(x, y) ∈ Lp′(Rn) for 1 ≤ p′ ≤ ∞ and also belongs to C0(Rn)
we have, in particular,
lim
k→∞
∫
Rn
pt(x, y)u(y, tk)dy =
∫
Rn
pt(x, y) f (y)dy
when 1 < p < ∞, and
lim
k→∞
∫
Rn
pt(x, y)u(y, tk)dy =
∫
Rn
pt(x, y)dµ(y)
when p = 1.
Since u is continuous, lim
t→0+
u(x, t + tk) = u(x, tk). It is well known that if u(·, tk) ∈ Lp(Rn), 1 ≤
p < ∞, then lim
t→0+
e−t
√L(u(·, tk)) = u(x, tk) for almost every x ∈ Rn. Set w(x, t) = e−t
√L(u(·, tk))(x) −
u(x, t + tk). The function w satisfies Lw = 0,w(x, 0) = 0. Define,
w(x, t) =
 w(x, t), t ≥ 0,−w(x,−t), t < 0.
Then w satisfies
Lw(x, t) = 0, (x, t) ∈ Rn+1,
where L is an extension operator of L on Rn+1. Observe that if V(x) ∈ Bq(Rn) with q ≥ (n + 1)/2,
then it can be verified that V(x, t) = V(x) ∈ Bq on Rn+1. To apply Lemma 2.7, we need to verify
(2.9). Indeed, ∫
Rn+1
|w(x, t)|
1 + |(x, t)|n+3 dxdt ≤ C
∫ ∞
0
1
1 + t2
(∫
Rn
|w(x, t)|
1 + |x|n+1 dx
)
dt
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≤ C
∫ ∞
0
1
1 + t2
(
sup
t>0
‖w(·, t)‖p
)
dt
≤ C sup
t>0
(∫
Rn
|u(x, t)|pdx
)1/p
< ∞,
and so (2.9) holds. By Lemma 2.7, we have that w ≡ 0, and then w = 0, that is,
u(x, t + tk) = e−t
√L(u(·, tk))(x), x ∈ Rn, t > 0.
Therefore,
u(x, t) = lim
k→∞
u(x, t + tk) = lim
k→∞
e−t
√L(u(·, tk))(x) = e−t
√L f (x)
when 1 < p < ∞, and u(x, t) =
∫
Rn
pt(x, y)dµ(y) when p = 1. The proof is complete. 
3. Proof of theMain Theorem
3.1. Existence of boundary values of L-harmonic functions.
Lemma 3.1. For every u ∈ HMOL(Rn+1+ ) and for every k ∈ N, there exists a constant Ck > 0 such
that ∫
Rn
|u(x, 1/k)|2
(1 + |x|)2n dx ≤ Ck < ∞,
hence u(x, 1/k) ∈ L2((1 + |x|)−2ndx). Therefore for all k ∈ N, e−t
√L(u(·, 1/k))(x) exists everywhere
in Rn+1
+
.
Proof. Since u ∈ C1(Rn+1
+
), it reduces to show that for every k ∈ N,∫
|x|≥1
|u(x, 1/k) − u(x/|x|, 1/k)|2
(1 + |x|)2n dx ≤ Ck‖u‖
2
HMOL(Rn+1+ ) < ∞.(3.1)
To do this, we write
u(x, 1/k) − u(x/|x|, 1/k)
=
[
u(x, 1/k) − u(x, |x|)] + [u(x, |x|) − u(x/|x|, |x|)] + [u(x/|x|, |x|) − u(x/|x|, 1/k)].
Let
I =
∫
|x|≥1
|u(x, 1/k) − u(x, |x|)|2
(1 + |x|)2n dx,
II =
∫
|x|≥1
|u(x, |x|) − u(x/|x|, |x|)|2
(1 + |x|)2n dx,
and
III =
∫
|x|≥1
|u(x/|x|, |x|) − u(x/|x|, 1/k)|2
(1 + |x|)2n dx.
Set Y0 = (x, t) and r = t/4. We use Lemma 2.6 for ∂tu and Schwarz’s inequality to obtain∣∣∣∂tu(x, t)∣∣∣ ≤ C( 1
rn+1
∫
B(Y0,2r)
|∂su(y, s)|2dY
)1/2
≤ C
( 1
tn+1
∫
B(x,t/2)
∫ 3t/2
t/2
|∂su(y, s)|2dsdy
)1/2
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≤ Ct−1
( 1
|B(x, 2t)|
∫ 2t
0
∫
B(x,2t)
s|∂su(y, t)|2dyds
)1/2
≤ Ct−1‖u‖HMOL(Rn+1+ ),(3.2)
which gives
|u(x, |x|) − u(x, 1/k)| =
∣∣∣∣ ∫ |x|
1/k
∂tu(x, t)dt
∣∣∣∣ ≤ C log(k|x|)‖u‖HMOL(Rn+1+ ).(3.3)
It follows that
I + III ≤ C‖u‖2HMOL(Rn+1+ )
∫
|x|≥1
1
(1 + |x|)2n log
2(k|x|)dx
≤ Ck‖u‖2HMOL(Rn+1+ ).
For the term II, we have that for any x ∈ Rn,
u(x, |x|) − u(x/|x|, |x|) =
∫ |x|
1
Dru(rω, |x|)dr, x = |x|ω.
Let B = B(0, 1) and 2mB = B(0, 2m). Note that for every m ∈ N, we have∫
2mB\2m−1B
∣∣∣∣∣∣
∫ |x|
1
|Dru(rω, |x|)| dr
∣∣∣∣∣∣
2
dx =
∫ 2m
2m−1
∫
|ω|=1
∣∣∣∣∣
∫ ρ
1
Dru(rω, ρ)dr
∣∣∣∣∣2 ρn−1dωdρ
≤ 2mn
∫ 2m
2m−1
∫
|ω|=1
∫ 2m
1
|Dru(rω, ρ)|2drdωdρ
≤ 2mn
∫ 2m
2m−1
∫
2mB\B
|∇yu(y, t)|2|y|1−ndydt
≤ 2mn
∫ 2m
2m−1
∫
2mB
|∇yu(y, t)|2dydt,
which gives∫
2mB\2m−1B
|u(x, |x|) − u(x/|x|, |x|)|2dx ≤ C2m(2n−1)
(
1
|2mB|
∫ 2m
0
∫
2mB
|t∇yu(y, t)|2 dydtt
)
≤ C2m(2n−1)‖u‖2HMOL(Rn+1+ ).
Therefore,
II ≤ C
∞∑
m=1
1
22mn
∫
2mB\2m−1B
|u(x, |x|) − u(x/|x|, |x|)|2dx ≤ C‖u‖2HMOL(Rn+1+ ).
Combining estimates of I, II and III, we have obtained (3.1).
Note that by Lemma 2.4, if V ∈ Bq for some q ≥ n/2, then the semigroup kernels Pt(x, y),
associated to e−t
√L
, decay faster than any power of 1/|x−y|. Hence, for all k ∈ N, e−t
√L(u(·, 1/k))(x)
exists everywhere in Rn+1
+
. This completes the proof. 
Lemma 3.2. For every u ∈ HMOL(Rn+1+ ), we have that for every k ∈ N,
u(x, t + 1/k) = e−t
√L(u(·, 1/k))(x), x ∈ Rn, t > 0.
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Proof. Since u(x, ·) is continuous on R+, we have that limt→0+ u(x, t + 1/k) = u(x, 1/k). Let us first
show that for every k ∈ N,
(3.4) lim
t→0+
e−t
√L(u(·, 1/k))(x) = u(x, 1/k), x ∈ Rn.
One writes
e−t
√L(u(·, 1/k))(x) = e−t
√L(u(·, 1/k)11|x−·|>1)(x)
+
(
e−t
√L − e−t
√
−∆)(u(·, 1/k)11|x−·|≤1)(x) + e−t√−∆(u(·, 1/k)11|x−·|≤1)(x)
= I(x, t) + II(x, t) + III(x, t).
By Lemma 3.1, we have that u(x, 1/k) ∈ L1((1 + |x|)−2ndx). From Lemma 2.4, estimates of the
semigroup kernels Pt(x, y), associated to e−t
√L
, show that
I(x, t) ≤ Ctρ(x)n
∫
|x−y|>1
1
1 + |x − y|2n+1 |u(y, 1/k)|dy ≤ Ctρ(x)
n(1 + |x|2n)
∫
Rn
1
1 + |y|2n |u(y, 1/k)|dy,
hence limt→0+ I(x, t) = 0.
For the term II(x, t), it follows from Lemma 2.3 that there exists a nonnegative Schwartz function
ϕ such that
II(x, t) ≤ C
∫ ∞
0
∫
|x−y|≤1
t
s3/2
exp
( − t2
4s
)|Ks(x, y) − hs(x − y)||u(y, 1/k)|dyds
≤ C‖u(·, 1/k)‖L∞(B(x,1))
[ ∫ ρ(x)2
0
∫
Rn
t
s3/2
exp
( − t2
4s
)( √s
ρ(x)
)δ
ϕs(x − y)dyds
+
∫ ∞
ρ(x)2
∫
Rn
t
s3/2
exp
( − t2
4s
)hs(x − y)dyds]
≤ Ctρ(x)−1‖u(·, 1/k)‖L∞(B(x,1)),
which implies that limt→0+ II(x, t) = 0. Finally, we can follow a standard argument as in the proof of
Theorem 1.25, Chapter 1 of [24] to show that for every x ∈ Rn, limt→0+ e−t
√
−∆(u(·, 1/k)11|x−·|≤1)(x) =
u(x, 1/k), and so (3.4) holds.
Next, we follow an argument as in Proposition 2.9 to set w(x, t) = e−t
√L(u(·, 1/k))(x) − u(x, t +
1/k). The function w satisfies Lw = 0,w(x, 0) = 0. Define,
w(x, t) =
 w(x, t), t ≥ 0,−w(x,−t), t < 0.
Then w satisfies
Lw(x, t) = 0, (x, t) ∈ Rn+1,
where L is an extension operator of L on Rn+1. Observe that if V(x) ∈ Bq(Rn) with q ≥ n, then it
can be verified that V(x, t) = V(x) ∈ Bq on Rn+1. Next, let us verify (2.9). One writes∫
Rn+1
|w(x, t)|
1 + |(x, t)|4(n+1) dxdt ≤ 2
∫
R
n+1
+
|e−t
√L(u(·, 1/k))(x)|
1 + (|x|2 + t2)2(n+1) dxdt
+2
∫
R
n+1
+
|u(x, 1/k)|
1 + (|x|2 + t2)2(n+1) dxdt
+2
∫
R
n+1
+
|u(x, t + 1/k) − u(x, 1/k)|
1 + (|x|2 + t2)2(n+1) dxdt = IV + V + VI.
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Observe that if t ≥ 1, then by Lemmas 2.1 and 2.4,∫
Rn
|e−t
√L(u(·, 1/k))(x)|
(1 + |x|2)2n dx ≤ C
∫
Rn
(∫
Rn
1
(1 + |x|)4n
t ρ(x)2n
(t + |x − y|)3n+1 dx
)
|u(y, 1/k)|dy
≤ C
∫
Rn
(∫
Rn
1
(1 + |x|)2n
t
(t + |x − y|)3n+1 dx
)
|u(y, 1/k)|dy
≤ C(t + 1)
∫
Rn
|u(y, 1/k)|
1 + |y|2n dy ≤ Ck(t + 1),
which gives
IV ≤ C
∫ ∞
0
1
(1 + t)4
∫
Rn
|e−t
√L(u(·, 1/k))(x)|
(1 + |x|2)4n dx
 dt ≤ Ck ∫ ∞
0
1
(1 + t)2 dt ≤ C
′
k.
If t ≤ 1, then IV ≤ Ck can be verified by using condition u ∈ C1(Rn+1+ ) and Lemmas 2.1 and 2.4.
By Lemma 3.1, we have that V ≤ Ck. For term VI, we use (3.2) to obtain that |∂tu(x, t)| ≤ C/t, and
then
|u(x, t + 1/k) − u(x, 1/k)| =
∣∣∣∣ ∫ t+1/k
1/k
∂su(x, s)ds
∣∣∣∣ ≤ C log(1 + kt),
which gives
VI ≤ C
∫
R
n+1
+
log(1 + kt)
1 + (|x|2 + t2)2(n+1) dxdt ≤ Ck.
Estimate (2.9) then follows readily.
By Lemma 2.7, we have that w ≡ 0, and then w = 0, that is,
u(x, t + 1/k) = e−t
√L(u(·, 1/k))(x), x ∈ Rn, t > 0.
The proof is complete. 
Remark 3.3. Suppose V ∈ Bq for some q ≥ n/2 and let L = −∆ + V. Using a similar argument as
in (3.4), we have that for every f ∈ L∞(Rn),
(i) lim
t→0+
e−tL f (x) = f (x), a.e. x ∈ Rn;
(ii) lim
t→0+
e−t
√L f (x) = f (x), a.e. x ∈ Rn.
For the heat and Poisson integrals of the harmonic oscillator L = −∆ + |x|2 on Rn, we refer to
Remarks 2.9-2.11, [25]. See also [20].
From (ii), it follows from an argument as in Proposition 2.9 that for V ∈ Bq for some q ≥
(n + 1)/2, if u is a continuous weak solution of Lu = 0 in Rn+1
+
with supt>0 ‖u(·, t)‖L∞(Rn) ≤ C < ∞,
then u(x, t) is the Poisson integral of a function f in L∞(Rn).
From now on, for any k ∈ N, we set
uk(x, t) = u(x, t + 1/k).
Following an argument as in [11, Lemma 1.4], we have
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Lemma 3.4. For every u ∈ HMOL(Rn+1+ ), there exists a constant C > 0 (depending only on n) such
that for all k ∈ N,
(3.5) sup
xB,rB
r−nB
∫ rB
0
∫
B(xB,rB)
t|∂tuk(x, t)|2dxdt ≤ C‖u‖2HMOL(Rn+1+ ) < ∞.
Proof. Let B = B(xB, rB). If rB ≥ 1/k, then letting s = t + 1/k, it follows that∫ rB
0
∫
B
t|∂tu(x, t + 1/k)|2dxdt ≤ C
∫ 2rB
0
∫
2B
s|∂su(x, s)|2dxds
≤ C|B|‖u‖2HMOL(Rn+1+ ) < ∞.
If rB < 1/k, then it follows from Lemma 2.6 for ∂tu(x, t + 1/k) and a similar argument as in (3.2)
that ∣∣∣∂tu(x, t + 1/k)∣∣∣ ≤ C(t + k−1)−1‖u‖HMOL(Rn+1+ ).
Therefore,
|B|−1
∫ rB
0
∫
B
t|∂tu(x, t + 1/k)|2dxdt ≤ C|B|−1‖u‖2HMOL(Rn+1+ )
∫ rB
0
∫
B
t
(
t + k−1)−2dxdt
≤ C‖u‖2HMOL(Rn+1+ )
(k2 ∫ rB
0
tdt)
≤ C‖u‖2HMOL(Rn+1+ ) < ∞
since rB < 1/k.
By taking the supremum over all balls B ⊂ Rn, we complete the proof of (3.5). 
Letting fk(x) = u(x, 1/k), k ∈ N, it follows from Lemma 3.2 that
uk(x, t) = e−t
√L( fk)(x), x ∈ Rn, t > 0.
Recall that a measure µ defined on Rn+1
+
is said to be a Carleson measure if there is a positive
constant c such that for each ball B on Rn,
(3.6) µ(B̂) ≤ c|B|,
where B̂ is the tent over B. The smallest bound c in (3.6) is defined to be the norm of µ, and is
denoted by |||µ|||car.
It follows from Lemma 3.4 that
µ∇t , fk(x, t) = |t∂te−t
√L( fk)(x)|2 dxdtt
is a Carleson measure with |||µ∇t , fk |||car ≤ C‖u‖2HMOL(Rn+1+ ).
Lemma 3.5. For every u ∈ HMOL(Rn+1+ ), there exists a constant C > 0 independent of k such that
‖ fk‖BMOL(Rn) ≤ C < ∞, for any k ∈ N.
Hence for all k ∈ N, fk is uniformly bounded in BMOL(Rn).
The proof of Lemma 3.5 was given in [10, Theorem 2]; see also [6, 17, 19]. These arguments
depend on three non-trivial results: the duality theorem that BMOL(Rn) = (H1L(Rn))∗, Carleson
inequality on tent spaces (see [3, Theorem 1]) and some special properties of the space H1L(Rn).
In the sequel, we are going to give a direct proof of Lemma 3.5 which is independent of these
results such as the duality of H1L(Rn) and BMOL(Rn) mentioned above (we thank Jie Xiao for this
observation).
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To prove Lemma 3.5, we need to establish the following Lemmas 3.6 and 3.7.
Given a function f ∈ L2((1 + |x|)−2ndx) and an L2 function g supported on a ball B = B(xB, rB),
for any (x, t) ∈ Rn+1
+
, set
F(x, t) = t∂te−t
√L f (x) and G(x, t) = t∂te−t
√L(I − e−rB
√L)g(x).(3.7)
Lemma 3.6. Suppose f , g, F,G are as in (3.7). If f satisfies
|||µ∇t , f |||2car = sup
xB,rB
r−nB
∫ rB
0
∫
B(xB,rB)
t|∂te−t
√L f (x)|2dxdt < ∞,
then there exists a constant C > 0 such that∫
R
n+1
+
|F(x, t)G(x, t)|dxdt
t
≤ C|B|1/2|||µ∇t , f |||car‖g‖L2(B).(3.8)
Proof. To prove (3.8), let us consider the square function G f given by
G( f )(x) =
( ∫ ∞
0
|t∂te−t
√L f (x)|2 dt
t
)1/2
.
By the spectral theory, the function G( f ) is bounded on L2(Rn). Now, given a ball B = B(xB, rB) ⊂
R
n with radius rB, we put
T (B) = {(x, t) ∈ Rn+1
+
: x ∈ B, 0 < t < rB}.
We then write∫
R
n+1
+
|F(x, t)G(x, t)|dxdt
t
=
∫
T (2B)
∣∣∣F(x, t)G(x, t)∣∣∣dxdt
t
+
∞∑
k=2
∫
T (2kB)\T (2k−1B)
∣∣∣F(x, t)G(x, t)∣∣∣dxdt
t
= A1 +
∞∑
k=2
Ak.
Using the Ho¨lder inequality and L2-boundedness of G, we obtain
A1 ≤
∥∥∥∥{ ∫ 2rB
0
|t∂te−t
√L f (x)|2 dt
t
}1/2∥∥∥∥
L2(2B)
‖G(I − e−rB
√L)g‖L2(Rn)
≤ Cr
n
2
B |||µ∇t , f |||car‖(I − e−rB
√L)g‖L2(Rn)
≤ Cr
n
2
B |||µ∇t , f |||car‖g‖L2(B).
Let us estimate Ak for k = 2, 3, · · · . Observe that
Ak ≤
∥∥∥∥{ ∫ 2krB
0
∣∣∣t∂te−t√L f (x)∣∣∣2 dtt
}1/2∥∥∥∥
L2(2k B)
×
∥∥∥∥{ ∫ 2krB
0
∣∣∣t∂te−t√L(I − e−rB √L)g(x)χT (2k+1B)\T (2kB)∣∣∣2 dtt
}1/2∥∥∥∥
L2(2kB)
≤ C(2krB) n2 |||µ∇t , f |||car × Bk,
where
Bk =
∥∥∥∥{ ∫ 2krB
0
∣∣∣t∂te−t√L(I − e−rB √L)g(x)χT (2k+1B)\T (2kB)∣∣∣2 dtt
}1/2∥∥∥∥
L2(2kB)
.
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To estimate Bk, we set
Ψt,s(L)h(y) = (t + s)2
(d2e−r√L
dr2
∣∣∣∣
r=t+s
h
)
(y).
Note that
(I − e−rB
√L)g =
∫ rB
0
s
√
Le−s
√Lg
ds
s
.
Let ǫ ∈ (0, 1/4). By Lemma 2.4, we have
Bk ≤ C
∥∥∥∥{ ∫ 2krB
0
∣∣∣∣ ∫ rB
0
ts
(t + s)2Ψt,s(L)g(x)χT (2k+1B)\T (2kB)
ds
s
∣∣∣∣2 dtt
}1/2∥∥∥∥
L2(2kB)
≤ C
∥∥∥∥{ ∫ 2krB
0
∣∣∣∣ ∫ rB
0
∫
B(xB,rB)
ts
(t + s)2
(t + s)ǫ
(t + s + |x − y|)n+ǫ
× |g(y)|χT (2k+1B)\T (2kB)(x)
dyds
s
∣∣∣∣2 dtt
}1/2∥∥∥∥
L2(2k B)
.
Note that for x ∈ T (2k+1B)\T (2kB) and y ∈ B, we have that |x − y| ≥ 2krB. The inequality
ts(t + s)ǫ
(t + s)2 ≤ Cmin
((ts)ǫ/2, t−ǫ/2s3ǫ/2),
together with Ho¨lder’s inequality and elementary integration, produces a positive constant C such
that
Bk ≤ C(2krB)−(n+ǫ)+ n2 ‖g‖L1(B)
{ ∫ 2krB
0
∣∣∣∣ ∫ rB
0
min((ts)ǫ/2, t−ǫ/2s3ǫ/2)ds
s
∣∣∣∣2 dtt
}1/2
≤ C(2krB)−(n+ǫ)+ n2 r
n
2+ǫ
B ‖g‖L2(B),
where we used the fact that{ ∫ 2krB
0
∣∣∣ ∫ rB
0
min((ts)ǫ/2, t−ǫ/2s3ǫ/2)ds
s
∣∣∣2 dt
t
}1/2
≤
{ ∫ rB
0
∣∣∣ ∫ rB
0
(ts)ǫ/2 ds
s
∣∣∣2 dt
t
}1/2
+
{ ∫ ∞
rB
∣∣∣ ∫ rB
0
t−ǫ/2s3ǫ/2
ds
s
∣∣∣2 dt
t
}1/2 ≤ CrǫB.
Consequently,
Ak ≤ C2−kǫr
n
2
B |||µ∇t , f |||car ‖g‖L2(B) ,
which implies∫
R
n+1
+
|F(x, t)G(x, t)|dxdt
t
≤ Cr
n
2
B |||µ∇t , f |||car‖g‖L2(B) + C
∞∑
k=2
2−kǫr
n
2
B |||µ f |||car‖g‖L2(B)
≤ Cr
n
2
B |||µ∇t , f |||car‖g‖L2(B)
as desired. 
Lemma 3.7. Suppose B, f , g, F,G are defined as in Lemma 3.6. If |||µ∇t , f |||car < ∞, then we have
the equality: ∫
Rn
f (x)(I − e−rB
√L)g(x)dx = 1
4
∫
R
n+1
+
F(x, t)G(x, t)dxdt
t
.
Proof. The proof follows by making minor modifications to that of [7, Proposition 4], and so we
skip it here. See also [6, 10, 19]. 
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Proof of Lemma 3.5. First, we have an equivalent characterization of BMOL(Rn) that f ∈ BMOL(Rn)
if and only if f ∈ L2((1 + |x|)−(n+ǫ)dx) and
(3.9) sup
B
(
|B|−1
∫
B
| f (x) − e−rB
√L f (x)|2dx
)1/2 ≤ C < ∞.
This can be obtained by making minor modifications to that of [6, Proposition 6.11] (see also
[5, 17]) corresponding to the case in which the function e−rB
√L f is replaced by e−r2BL f , and we
omit the detail here.
Now if ‖u‖HMOL(Rn+1+ ) < ∞, then it follows from Lemma 3.1 that∫
Rn
| fk(x)|2
1 + |x|2n dx ≤ Ck < ∞.
Given an L2 function g supported on a ball B = B(xB, rB), it follows by Lemma 3.7 that we have∫
Rn
fk(x)(I − e−rB
√L)g(x)dx = 1
4
∫
R
n+1
+
t∂te
−t√L fk(x) t∂te−t
√L(I − e−rB
√L)g(x)dxdt
t
.
By Lemmas 3.6 and 3.4,
|
∫
Rn
fk(x)(I − e−rB
√L)g(x)dx| ≤ C|B|1/2|||µ∇t , fk |||car‖g‖L2(B)
≤ C|B|1/2‖u‖HMOL(Rn+1+ )‖g‖L2(B).
Then the duality argument for L2 shows that(
|B|−1
∫
B
| fk(x) − e−rB
√L fk(x)|2dx
)1/2
= |B|−1/2 sup
‖g‖L2(B)≤1
∣∣∣∣ ∫
Rn
(I − e−rB
√L) fk(x)g(x)dx
∣∣∣∣
= |B|−1/2 sup
‖g‖L2(B)≤1
∣∣∣∣ ∫
Rn
fk(x)(I − e−rB √L)g(x)dx∣∣∣∣
≤ C‖u‖HMOL(Rn+1+ )
for some C > 0 independent of k.
It then follows that for all k ∈ N, fk is uniformly bounded in BMOL(Rn). 
Proof of part (1) of Theorem 1.1. Letting fk(x) = u(x, 1/k), it follows by Lemma 3.2 that u(x, t +
1/k) = e−t
√L( fk)(x) and so
Lu(x, t + 1/k) = Le−t
√L( fk)(x).(3.10)
Then we have the following facts:
(i) H1L(Rn) is a Banach space;
(ii) For each t > 0 and x ∈ Rn, ∂2t Pt(x, ·) ∈ H1L(Rn) with ‖∂2t Pt(x, ·)‖H1L(Rn) ≤ C/t2 (see (2.8));
(iii) The duality theorem that (H1L(Rn))∗ = BMOL(Rn)(see Lemma 2.5).
From (i), we use Lemma 3.5 and pass to a subsequence, we have that fk → f (in weak-∗ conver-
gence) for some f ∈ BMOL(Rn) such that ‖ f ‖BMOL(Rn) ≤ C‖u‖HMOL(Rn+1+ ). Then by (ii) and (iii),
we conclude that, for each (x, t) ∈ Rn+1
+
, the right-hand side of (3.10) converges to Le−t
√L( f )(x)
when k → ∞. On the other hand, as k → ∞, the left-hand side of (3.10) converges pointwisely to
Lu(x, t). Hence, for a fixed t > 0,
Lw(x, t) = 0 in Rn,
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where w(x, t) = u(x, t) − e−t
√L( f )(x). Next, let us verify (2.9). Letting k small enough such that
t > 2/k, one writes ∫
Rn
|w(x, t)|
1 + |x|2n dx ≤
∫
Rn
|u(x, 1/k)|
1 + |x|2n dx
+
∫
Rn
|u(x, t) − u(x, 1/k)|
1 + |x|2n dx
+
∫
Rn
|e−t
√L( f )(x)|
1 + |x|2n dx ≤ I + II + III.
By Lemma 3.1, we have that I ≤ Ck. For term II, we use (3.2) to obtain that |∂tu(x, t)| ≤ C/t, and
then
|u(x, t) − u(x, 1/k)| =
∣∣∣∣ ∫ t
1/k
∂su(x, s)ds
∣∣∣∣ ≤ C log(kt),
which gives
II ≤ C
∫
Rn
log(kt)
1 + |x|2n dx ≤ C log(kt).
Consider the term III. For a fixed t > 0 and x ∈ Rn, we set fB = t−n
∫
B(x,t) f (y)dy. It can be
verified by a standard argument (see [10, Theorem 2]) that |e−t
√L f (x)| ≤ C‖ f ‖BMOL(Rn) + | fB|. By
Lemma 2 of [10], we have that | fB| ≤ C(1+ log[ρ(x)/t])‖ f ‖BMOL(Rn) if t < ρ(x); | fB| ≤ C‖ f ‖BMOL(Rn)
if t ≥ ρ(x). It then follows by Lemma 2.1 that there is a constant k0 ≥ 1 such that
|e−t
√L f (x)| ≤ C‖ f ‖BMOL(Rn)
1 + log
1 + Cρ(0)t
(
1 +
|x|
ρ(0)
) k0
k0+1


for every t > 0 and x ∈ Rn, which yields
III ≤ C‖ f ‖BMOL(Rn)
∫
Rn
1
1 + |x|2n
1 + log
1 + Cρ(0)t
(
1 + |x|
ρ(0)
) k0
k0+1

 dx ≤ Ct < ∞.
Estimate (2.9) then follows readily.
By Lemma 2.7, we have that u(x, t) = e−t
√L( f )(x) with f ∈ BMOL(Rn). The proof of part (1) of
Theorem 1.1 is complete. 
3.2. The characterization of BMOL(Rn) in terms of Carleson measure. To prove part (2) of
Theorem 1.1, we need the following Lemmas 3.8 and 3.9.
Lemma 3.8. Suppose V ∈ Bq for some q > n. Let β = 1− nq . For every N > 0, there exist constants
C = CN > 0 and c > 0 such that for all x, y ∈ Rn and t > 0, the semigroup kernels Kt(x, y),
associated to e−tL, satisfy the following estimates:
|∇xKt(x, y)| + |
√
t∇x∂tKt(x, y)| ≤ Ct−(n+1)/2e−
|x−y|2
ct
(
1 +
√
t
ρ(x) +
√
t
ρ(y)
)−N
,(3.11)
and for |h| < |x − y|/4,
|∇xKt(x + h, y) − ∇xKt(x, y)| ≤ C
( |h|√
t
)β
t−(n+1)/2e−
|x−y|2
ct .(3.12)
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Proof. The proof of Lemma 3.8 is inspired by ideas developed in [21]. Let Γ0(x, y) denote the
fundamental solution for the operator −∆ in Rn. It is well-known that
Γ0(x, y) = − 1
n(n − 2)ω(n)
1
|x − y|n−2 , n ≥ 3,
where ω(n) is the area of the unit sphere in Rn. Fix t > 0 and x0, y0 ∈ Rn. Assume that ∂tu+Lu = 0.
Let η ∈ C∞0 (B(x0, 2R)) such that η = 1 on B(x0, 3R/2), |∇η| ≤ C/R and |∇2η| ≤ C/R2. Following an
argument as in Lemma 4.6 of [21], we have
u(x)η(x) =
∫
Rn
Γ0(x, y){−∆}(uη)(y)dy
=
∫
Rn
Γ0(x, y){−Vuη − η∂tu − 2∇u · ∇η − u∆η}dy
=
∫
Rn
Γ0(x, y){−Vuη − η∂tu − u∆η}dy
+ 2
∫
Rn
∇Γ0(x, y) · (∇η)udy.(3.13)
Thus, for x ∈ B(x0,R),
|∇xu(x)| ≤ C
∫
B(x0,2R)
V(y)|u(y)||η(y)|
|x − y|n−1 dy
+C
∫
B(x0,2R)
|∂tu(y)||η(y)|
|x − y|n−1 dy +
C
Rn+1
∫
B(x0,2R)
|u(y)|dy.
It follows from Lemmas 1.2 and 1.8 in [21] that there exist C and m0 > 0 such that for all R > 0,∫
B(x0,2R)
V(y)
|x − y|n−1 dy ≤
C
Rn−1
∫
B(x0,2R)
V(y)dy ≤ C
R
( R
ρ(x0)
)m0
.
Therefore,
|∇xu(x)| ≤ CR supB(x0,2R)
|u(y)|
{( R
ρ(x0)
)m0
+ 1
}
+ CR sup
B(x0,2R)
|∂tu(y)|, ∀x ∈ B(x0,R).
Let us prove (3.11). We take u = Kt(x, y0) and R = |x0 − y0|/8. If x ∈ B(x0, 2R), then |x − y0| ∼
|x0 − y0|. Using Lemma 2.2, we have that for any N > m0 + 1,
|∇xKt(x0, y0)| ≤ CR supB(x0,2R)
|Kt(x, y0)|
{( R
ρ(x0)
)m0
+ 1
}
+ R sup
B(x0,2R)
|∂tKt(x, y0)|
≤ CN
R
t−n/2e−
|x0−y0 |2
ct
(
1 +
√
t
ρ(x0) +
√
t
ρ(y0)
)−N{( R
ρ(x0)
)m0
+ 1 + R
2
t
}
≤ C′N t−(n+1)/2e−
|x0−y0|2
c1t
(
1 +
√
t
ρ(x0) +
√
t
ρ(y0)
)−N+m0
,(3.14)
which implies the desired result. Now, letting u =
√
t∂tKt(x, y0), we use a similar argument as in
(3.14) to obtain estimate for the term | √t∇x∂tKt(x0, y0)| in (3.11).
To prove (3.12), we follow an argument as in Remark 4.10 and (6.6) of [21]. It follows from
(3.13) that
‖∇2x(uη)‖q ≤ CR(n/q)−2
{( R
ρ(x0)
)m0
+ 1
}
sup
B(x0,2R)
|u| + CR(n/q) sup
B(x0,2R)
|∂tu|.
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To see (3.12), we fix x0, y0 ∈ Rn and h ∈ Rn, |h| < |x0 − y0|/4. Let u = Kt(x, y0) and R = |x0 − y0|/8.
It then follows from the imbedding theorem of Morrey that
|∇xKt(x0 + h, y0) − ∇xKt(x0, y0)| ≤ C|h|1−(n/q)
( ∫
B(x0 ,R)
|∇2xKt(x, y0)|qdx
)1/q
≤ C
( |h|
R
)1−(n/q) 1
R
{( R
ρ(x0)
)m
+ 1
} (
sup
B(x0,2R)
|Kt(x, y0)| + R
2
t
sup
B(x0,2R)
|t∂tKt(x, y0)|
)
≤ C
( |h|
R
)1−(n/q)
t−(n+1)/2e−
|x0−y0 |2
ct
≤ C
( |h|√
t
)1−(n/q)
t−(n+1)/2e−
|x0−y0 |2
c′ t .
Estimate (3.12) follows readily. 
Turning to the Poisson semigroup {e−t
√L}t>0, we have
Lemma 3.9. Suppose V ∈ Bq for some q > n. Let β = 1− nq . For every N > 0, there exist constants
C = CN > 0 such that for all x, y ∈ Rn and t > 0,
(i) |t∇xPt(x, y)| ≤ C t(t2 + |x − y|2) n+12
(
1 +
(t2 + |x − y|2)1/2
ρ(x) +
(t2 + |x − y|2)1/2
ρ(y)
)−N
;
(ii) For all |h| ≤ |x − y|/4,
|t∇xPt(x + h, y) − t∇xPt(x, y)| ≤ C
( |h|
t
)β t
(t2 + |x − y|2) n+12
;
(iii) There is some δ > 1 such that
∣∣∣t∇xe−t√L(1)(x)∣∣∣ ≤ C min {( t
ρ(x)
)δ
,
( t
ρ(x)
)−N}
.
Proof. The proofs of (i) and (ii) follow from the subordination formula (2.6) and Lemma 3.8. To
prove (iii), we consider two cases.
Case 1: t > ρ(x). We use (i) to obtain
|t∇xe−t
√L(1)(x)| ≤ C
(
t
ρ(x)
)−N
.
Case 2: t ≤ ρ(x). In this case, it follows from the subordination formula (2.6) that∣∣∣t∇xe−t√L(1)(x)∣∣∣ ≤ C ∫ ∞
0
( t
u
)2
exp
( − t2
4u
) ∣∣∣√u∇xe−uL(1)(x)∣∣∣ du
≤ C
∫ ρ(x)2
0
( t
u
)2
exp
( − t2
4u
) ∣∣∣√u∇xe−uL(1)(x)∣∣∣ du
+ C
∫ ∞
ρ(x)2
( t
u
)2
exp
( − t2
4u
) ∣∣∣√u∇xe−uL(1)(x)∣∣∣ du
= I1(x) + I2(x).
By Lemma 3.8, we have
I2(x) ≤ C
∫ ∞
ρ(x)2
( t
u
)2
du ≤ C
(
t
ρ(x)
)2
.
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Consider the term I1(x). We apply Kato-Trotter formula to obtain
hu(x − y) − Ku(x, y) =
∫ u
0
∫
Rn
hs(x − z)V(z)Ku−s(z, y)dzds,
which gives
| √u∇xe−uL(1)(x)
∣∣∣ = ∣∣∣∣ ∫
Rn
∫ u
0
∫
Rn
√
u∇xhs(x − z)V(z)Ku−s(z, y)dzdsdy
∣∣∣∣
≤ C
∫ u
0
(u
s
)1/2 ∫
Rn
s−n/2 exp
(
− |x − z|
2
cs
)
V(z)dzds.
It follows from (2.2) that for s ≤ ρ(x)2,∫
Rn
s−n/2 exp
(
− |x − y|
2
cs
)
V(y)dy ≤ C
s
( √
s
ρ(x)
)δ
,
where δ = 2 − nq > 1. This implies that
| √u∇xe−uL(1)(x)| ≤ C
∫ u
0
(u
s
)1/2
s−1
( √s
ρ(x)
)δ
ds ≤ C
( √u
ρ(x)
)δ
.
Therefore,
I1(x) ≤ C
∫ ρ(x)2
0
( t
u
)2
exp
( − t2
4u
) ( √u
ρ(x)
)δ
du ≤ C
(
t
ρ(x)
)δ
.
Combining the estimates of Case 1 and Case 2, we obtain (iii). 
To prove part (2) of Theorem 1.1, we recall that the Carleson measure is closely related to the
space BMOL(Rn). We note that for every f ∈ BMOL(Rn),
(3.15) µ∇t , f (x, t) = t|∂te−t
√L( f )(x)|2dxdt
is a Carleson measure with |||µ∇t , fk |||car ≤ C‖ f ‖2BMOL(Rn)(see [6, 19]).
Proof of part (2) of Theorem 1.1. Recall that the condition V ∈ Bn implies V ∈ Bq0 for some q0 >
n. From Lemmas 2.4 and 3.9, we see that u(x, t) = e−t
√L f (x) ∈ C1(Rn+1
+
). Let us fix a ball
B = B(xB, rB). From (3.15), it suffices to show that there exists a constant C > 0 such that∫ rB
0
∫
B
|t∇xe−t
√L f (x)|2 dxdt
t
≤ C|B| ‖ f ‖2BMOL(Rn) .
To do this, we split the function f into local, global, and constant parts as follows
f = ( f − f2B)χ2B + ( f − f2B)χ(2B)c + f2B = f1 + f2 + f3,
where 2B = B(xB, 2rB).
Since the Riesz transform ∇L−1/2 is bounded on L2(Rn), we have∫ rB
0
∫
B
|t∇xe−t
√L f1(x)|2 dxdtt =
∫ rB
0
∫
Rn
|∇xL−1/2tL1/2e−t
√L f1(x)|2 dxdtt
≤ C
∫ ∞
0
∫
Rn
|tL1/2e−t
√L f1(x)|2 dxdtt
≤ C ‖ f1‖2L2(Rn)
= C
∫
2B
| f (x) − f2B|2 dx
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≤ C|B| ‖ f ‖2BMOL(Rn) .
To estimate the global term, we use (i) of Lemma 3.9 and then the standard argument as in
Theorem 2 of [10] shows that for x ∈ B and t < rB,
|t∇xe−t
√L f2(x)| ≤ C
∫
(2B)c
| f (y) − f2B| t|xB − y|n+1
dy
≤ C
∞∑
k=2
t
(2krB)n+1
[∫
2k B\2k−1B
| f (y) − f2kB| dy + (2krB)n | f2kB − f2B|
]
≤ C( t
rB
) ∞∑
k=2
2−k
[
‖ f ‖BMOL(Rn) + k ‖ f ‖BMOL(Rn)
]
≤ C( t
rB
) ‖ f ‖BMOL(Rn) ,
which yields∫ rB
0
∫
B
|t∇xe−t
√L f2(x)|2 dxdtt ≤ C|B|r
−2
B
∫ rB
0
tdt ‖ f ‖2BMOL(Rn) ≤ C|B| ‖ f ‖2BMOL(Rn) .
It remains to estimate the constant term f3 = f2B, for which we make use of (i) and (iii) of
Lemma 3.9. Assume first that rB ≤ ρ(xB). By Lemma 3.1, ρ(x) ∼ ρ(xB) for x ∈ B, we have∫ rB
0
∫
B
|t∇xe−t
√L f3(x)|2 dxdtt ≤ | f2B|
2
∫ rB
0
∫
B
(
t/ρ(x))2δdxdt
t
≤ C|B| | f2B|2 (rB/ρ(xB))2δ
≤ C|B|‖ f ‖2BMOL(Rn)
(
1 + log ρ(xB)
rB
)2(
rB/ρ(xB))2δ
≤ C|B|‖ f ‖2BMOL(Rn).(3.16)
Suppose finally that rB > ρ(xB), we use an argument as in Theorem 2 of [10] to select a finite
family of critical balls {Qk} such that B ⊂ ∪Qk and ∑ |Qk| ≤ |B|. Then, using the fact that | f2B| ≤
‖ f ‖BMOL(Rn) , we can bound the left hand side of (3.16) by
C‖ f ‖2BMOL
∑
k
∫ ρ(xk)
0
∫
Qk
(
t
ρ(xk)
)2δ dxdt
t
+
∫ ∞
ρ(xk)
∫
Qk
(
t
ρ(xk)
)−2N dxdt
t

≤ C‖ f ‖2BMOL(Rn)
∑
k
|Qk| ≤ C|B| ‖ f ‖2BMOL(Rn) ,
which establishes the proof of part (2) of Theorem 1.1. 
4. The spaces HMOαL(Rn+1+ ) and their characterizations
In this section we will extend the method for the space BMOL(Rn) in Section 3 to obtain some
generalizations to Lipschitz-type spaces ΛαL(Rn) with 0 < α < 1 (see [1]).
Let us recall that a locally integrable function f in ΛαL(Rn), 0 < α < 1, if there exists a constant
C > 0 such that
| f (x) − f (y)| ≤ C|x − y|α(4.1)
and
| f (x)| ≤ Cρ(x)α(4.2)
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for all x, y ∈ Rn. The norm of f in ΛαL(Rn) is given by
‖ f ‖ΛαL(Rn) = sup
x,y∈Rn
x,y
| f (x) − f (y)|
|x − y|α + supx∈Rn |ρ(x)
−α f (x)|.
Because of (4.2), this space ΛαL(Rn) is in fact a proper subspace of the classical Lipschitz space
Λ
α(Rn) (see [1, 11, 19]). Following [1], a locally integrable function f in Rn is in BMOαL(Rn),
α > 0, if there is a constant C > 0 such that∫
B
| f (y) − fB|dy ≤ Crn+α(4.3)
for every ball B = B(x, r), and ∫
B
| f (y)| dy ≤ Crn+α(4.4)
for every ball B = B(x, r) with r ≥ ρ(x). Define
‖ f ‖BMOαL(Rn) = inf
{C : C satisfies (4.3) and (4.4)}.
It is proved in [1, Proposition 4] that for 0 < α < 1, BMOαL(Rn) = ΛαL(Rn).
Theorem 4.1. Suppose V ∈ Bq for some q ≥ n, and α ∈ (0, 1). We denote by HMOαL(Rn+1+ ) the
class of all C1-functions u(x, t) of the solution of Lu = −utt +Lu = 0 such that
‖u‖2HMOαL(Rn+1+ ) = supxB,rB
r
−(n+2α)
B
∫ rB
0
∫
B(xB,rB)
t|∇u(x, t)|2dxdt < ∞.(4.5)
Then we have
(1) If u ∈ HMOαL(Rn+1+ ), then there exist some f ∈ ΛαL(Rn) and a constant C > 0 such that
u(x, t) = e−t
√L f (x), and ‖ f ‖ΛαL(Rn) ≤ C‖u‖HMOαL(Rn+1+ ).
(2) If f ∈ ΛαL(Rn), then u(x, t) = e−t
√L f (x) ∈ HMOαL(Rn+1+ ) with ‖u‖HMOαL(Rn+1+ ) ≈ ‖ f ‖ΛαL(Rn).
Part (2) of Theorem 4.1 is a straightforward result from the following proposition.
Proposition 4.2. Suppose V ∈ Bq for some q ≥ n, and α ∈ (0, 1) and f is a function such that∫
Rn
| f (x)|
(1 + |x|)n+α+ε dx < ∞
for some ε > 0. Then the following statements are equivalent:
(1) f ∈ ΛαL(Rn);(2) There exists a constant C > 0 such that
‖t∇e−t
√L f (x)‖L∞(Rn) ≤ Ctα;
(3) u(x, t) = e−t
√L f (x) ∈ HMOαL(Rn+1+ ) with ‖u‖HMOαL(Rn+1+ ) ≈ ‖ f ‖ΛαL(Rn).
Proof. (1) ⇒ (2). Let f ∈ ΛαL(Rn). One writes
t∇e−t
√L f (x) =
∫
Rn
t∇Pt(x, z) ( f (z) − f (x)) dz + f (x)t∇e−t
√L(1)(x)
= I(x) + II(x)
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From Lemma 3.9, we have
|I(x)| ≤ C‖ f ‖ΛαL(Rn)
∫
Rn
|t∇Pt(x, z)| |x − z|α dz
≤ C‖ f ‖ΛαL(Rn)
∫
Rn
t |x − z|α
(t + |x − z|)n+1 dz
≤ Ctα‖ f ‖ΛαL(Rn).
To estimate the term II(x), we consider two cases.
Case 1: ρ(x) ≤ t. In this case we use Lemma 3.9 to obtain
|II(x)| ≤ ‖ f ‖ΛαL(Rn)ρ(x)α
∣∣∣t∇e−t√L(1)(x)∣∣∣
≤ Ctα‖ f ‖ΛαL(Rn).
Case 2: ρ(x) > t. By Lemma 3.9, there exists a δ > 1 such that
|II(x)| ≤ C‖ f ‖ΛαL(Rn)ρ(x)α
( t
ρ(x)
)δ
≤ C‖ f ‖ΛαL(Rn)ρ(x)α
( t
ρ(x)
)α
= Ctα‖ f ‖ΛαL(Rn),
which, together with estimate of I(x), yields ‖t∇e−t
√L f (x)‖L∞(Rn) ≤ Ctα‖ f ‖ΛαL(Rn).
(2) ⇒ (3). For every ball B = B(xB, rB), we have∫ rB
0
∫
B
t|∇e−t
√L f (x)|2dx dt ≤ C‖ f ‖2
Λ
α
L(Rn)
∫ rB
0
∫
B
t2α−1 dt dx
≤ Crn+2αB ‖ f ‖2ΛαL(Rn),
and hence u(x, t) = e−t
√L f (x) ∈ HMOαL(Rn+1+ ).
The proof of (3) ⇒ (1) is a direct consequence of [19, Theorem 1.3]. This completes the
proof. 
To prove part (1) of Theorem 4.1, we need some preliminary results.
Lemma 4.3. Let α ∈ (0, 1). For every u ∈ HMOαL(Rn+1+ ) and every k ∈ N, there exists a constant
Ck,α > 0 such that ∫
Rn
|u(x, 1/k)|2
1 + |x|2n+1 dx ≤ Ck,α < ∞,
and so u(x, 1/k) ∈ L2((1 + |x|)−(2n+1)dx). Hence for all k ∈ N, e−t
√L(u(·, 1/k))(x) exists everywhere
in Rn+1
+
.
Lemma 4.4. Let α ∈ (0, 1). For every u ∈ HMOαL(Rn+1+ ) and for every k ∈ N, there exists a constant
C > 0 independent of k such that
‖u(·, 1/k)‖BMOαL(Rn) ≤ C‖u‖HMOαL(Rn+1+ ).
Hence for all k ∈ N, u(x, 1/k) is uniformly bounded in BMOαL(Rn).
24 X.T. DUONG, L.X. YAN AND C. ZHANG
The proof of Lemma 4.3 is analogous to that of Lemma 3.1. For Lemma 4.4, similar arguments
as in Lemmas 3.2 and 3.4 show that u(x, t + 1/k) = e−t
√L(u(·, 1/k))(x) satisfies
sup
xB,rB
r
−(n+2α)
B
∫ rB
0
∫
B(xB,rB)
t|∂te−t
√L(u(·, 1/k))(x)|2dxdt ≤ C‖u‖2HMOαL(Rn+1+ )(4.6)
for all k ∈ N. This, together with [19, Theorem 1.3], shows that u(x, 1/k) ∈ BMOαL(Rn), and then
the norm of u(x, 1/k) in the space BMOαL(Rn) is less than the left hand side of (4.6). We omit the
detail here.
Proof of part (1) Theorem 4.1. By using Lemma 2.6 for ∂tu(x, t + 1/k) and a similar argument as
in (3.2) we show that
|∂tu(x, t)| ≤ Ctα−1‖u‖HMOαL(Rn+1+ ),
and hence if t1, t2 > 0,
|u(x, t1) − u(x, t2)| =
∣∣∣ ∫ t1
t2
∂su(x, s)ds
∣∣∣ ≤ C‖u‖HMOαL(Rn+1+ )∣∣∣
∫ t1
t2
sα−1ds
∣∣∣
≤ C|tα1 − tα2 | ≤ C|t1 − t2|α
since 0 < α < 1. The family {u(x, t)} is a Cauchy sequence as t tends to zero and hence converges
to some function f (x) everywhere.
Now we apply Lemma 4.4, and note that for all k ∈ N,
‖u(·, 1/k)‖BMOαL(Rn) ≤ C‖u‖HMOαL(Rn+1+ ) < ∞.
Letting k tend to ∞, we conclude
‖ f ‖ΛαL(Rn) ≤ C‖ f ‖BMOαL(Rn) ≤ C‖u‖HMOαL(Rn+1+ ),
and hence u(x, t) = e−t
√L f (x). This completes the proof of part (1) of Theorem 4.1. 
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