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Abstract--The implicit midpoint rule for the integration in time of a fourth-order accurate semi- 
discretization i space of the nonlinear Schr6dinger equation is studied. The stability analysis for the 
present method is carried out by the conservation f the energy in time. Three increasingly difficult 
problems are tested by the method mentioned. Comparison with other methods is presented. The results 
obtained here seem to be in better agreement with the exact solutions. 
1. INTRODUCTION 
The nonlinear Schr6dinger equation (NLS): 
iu,+Uxx+qlul2u=O, x~R,  t ~>O, (1) 
u(x, O) = g(x), x e R, (2) 
(u a complex valued function, q a real parameter, i 2 = - 1), is often used as a model equation in 
computational physics, partly because it models two of the most basic processes in a physical 
system, namely dispersion and nonlinearity. 
The NLS equation (1) with q = 0; is the SchrSdinger equation for a free particle; provides a 
model for the propagation of dispersive waves 
u(x, t) = exp[i(cx - w(c )t )], w(e ) = c 2, (3) 
corresponding to the translation of the initial profile exp(icx) with a speed w(c)/c. Here c is a wave 
number. If the initial condition u(x, 0) is a superposition of different modes exp(icjx) (each mode 
travels with a different speed), then the disturbance will evolve spreading over the whole x-axis. 
This is because the initial condition confines the disturbance to a small interval of the x-axis. 
The nonlinearity term in equation (1) opposes dispersion, and thus it is possible for the NLS 
equation to possess olutions where the competing forces of dispersion and nonlinearity balance 
each other exactly. These balanced solutions include the following three increasingly difficult 
problems [1]. 
(a) Single soliton 
The single soliton solution is given by: 
u(x , t )= 2x//~exp{i[lcx--(¼c2--ot)t]}sech[x/~(x--ct)], xe• ,  t>0,  (4) 
with the initial condition 
g(x) = 2x//~ exp{½icx}sech[x/~x], x e R. (5) 
It represents a disturbance which travels with speed c and whose amplitude is governed by the 
real parameter ~. 
(b) Collision of two solitons 
Assume that the initial condition is: 
g(x) = 2x//~{exP(½ic, x)sech(xx/~) + exP[½ic2(x - 6)]sech[(x - 6)~/-~], x e R, c, > c2. (6) 
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This is the superposition of two solitons, a slower one ahead of a faster one in such a way that 
they are well separated. The parameter 6 governing the initial location of the slower soliton. As time 
progresses the faster wave catches up with the slower wave and passes through it in such a manner 
that the shape and velocity of both waves remain unchanged after the collision, while their phases 
are shifted. 
(c) Bound states of  more than one soliton 
The initial condition 
g(x) = sech(x), x ~ R (7) 
which according to equation (5) gives rise to a stationary (c = 0) soliton, with ~ = 1 provided that 
q = 2. However there may originate more complex phenomena for other values of q = 2N 2 
(N = 2, 3 . . . .  ), where a state of N-bound solitons appears. This has been shown by Miles [2]. 
On the other hand, Herbst et al. [3] have shown this problem to be a difficult est, since the solutions 
develop steep spatial and temporal gradients. 
The numerical treatments of NLS equation have two sequentially discretizations; patial and 
temporal discretization. The space-discretization is divided into the following three types: (i) 
finite-difference methods; (ii) finite-element methods and (iii) the Fourier method. The time- 
discretization is divided also into the following three types: (i) explicit methods, (ii) implicit methods 
and (iii) splitting procedures. For some relevant work of interest, we may refer to Refs [3-10]. 
The organization of this paper is as follows: 
In Section 2 we describe the numerical method. The conservation laws are discussed in Section 3. 
In the final section we present some numerical results and graphics which appear to show a good 
agreement with the exact solution, and a marked improvement over some methods uggested 
earlier [1]. 
2. NUMERICAL METHOD 
Bearing in mind that he solutions of NLS equation are negligibly small outside an interval 
[XL, XR], we shall replace equations (1) and (2) by 
iu, + uxx + q l u 12u = O, 
u(x, O) = g(x),  
Ux(XL, t) = Ux(XR, t) = O, 
(x, t) ~ [XL, XR]X[0, T], (8) 
x e; [xL, XR], (9) 
t 6 (0, T]. (10) 
This is the same replacement used by Refs [1,4, 6]. 
We assume an equidistant grid (xj = x c + jh ; j  = I(1)N) with h = (XR -- XL)/(N + 1), and approxi- 
mate u(xj, t) by the solution Uj(t) of the semidiscrete system; 
i(O~_, + IOUj+ Uj+,) + 12h-z (u j _ , -2U j+ ~+~) 
+q(IUj_~[2Uj_, + IOIUjl2Uj+IUj+,I2Uj+,)=O, j=  I(I)N, (11) 
Uj(0) = g(xj), j = I(1)N, (12) 
Uo=U2, UN+,=UN_~, te(0 ,  T], (13) 
where a dot denotes differentiation with respect o time. 
To write system (11)-(13) in a reduced form, we needed the following two sequential 
replacements; 
(1) Vj = I(1)N, Uj = ~ + iWj and g(xj) = gR(xj) + ig,(xj), 
(2) Vj=I(1)N, uj=[Vj, Wj] T, gj=[gR(xj),gt(xj)] T, u=[u~,u2 . . . . .  I Iu]T and 
G =- [gl,  g2 . . . . .  gN] T. 
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The semidiscrete system (11)-(13) can be written in a matrix form, as follows: 
P~ = IS + PQ(u)]u, 
u(O) = G, 
where each of P and S is a block-tridiagonal symmetric matrix; 
5I I 
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p= 
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and Q(u) is a block-diagonal matrix; 
Q(u)= -q  diag[e)A, e2A . . . . .  eNA] with ej= V~+ W], j = l(1)N. 
We now consider u n to be the fully discrete approximation to u(tn) and z is the step increment 
in time. 
We use the implicit midpoint rule for the integration in time of the matrix equation (14) and 
(15) as follows: 
E (<:+)l(u+ .-, ) p(u n+l_u  n)=1: S+PQ 2 ' 
u°= G. 
n=0,1  . . . . .  (16) 
(17) 
The truncation error of equation (16) is O(h 4, 1:2). 
Remark 
The resulting system of nonlinear equations (16) and (17) is solved using Newton's iterative 
method• 
3. CONSERVATION LAWS 
In the present work, we consider one of the infinite number of conservation laws [11], which is 
satisfied by the solution of the pure initial-value problem (1). The conservation i time of the energy 
or squared L2-norm is 
E(u) = lu(x, 012 dx. (18) 
- -O0  
This will be considered here. 
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The discrete analogue of the conservation of the energy (18) has been used by Sanz-Serna nd 
Verwer [1] as follows: 
The quantity I] u ][ 2= (u, u) is conserved in the evolution in time, where Vu, fie ~2N; 
I T -  1 T -  (19) 
(u ,u )~-h  2 uIul-j- 2 Uf~lJdf-2 uNuN " 
j=2  
From the definitions of P, S and Q(u), we conclude that; 
(e - 'Su ,  u) = 0, (Q(fi)u, u) = 0, (20) 
where the inverse symmetric matrix P ~ = [pijI] of the matrix P can be obtained from the following 
recurrence relations: 
where 
~= 
-(pj+,.DIL. 
, 
j= l (1 )k -1 ,  k=l (1 )N- l ,  
j=k(1)N-1 ,  k=l (1 )N-1 ,  
j=N,  k = I(1)N, (21) 
LI = 5, l/Lt+ Lt+l = lO, l=2(1)N-2 ,  1/LN_~ + LN= 5. (22) 
From the skew-symmetry elations (20), we have 
ld  
Oi, u)  = ~ ~ (u, u) = O. (23) 
Hence, the conservation law is to be satisfied for the solutions u(t) of equations (14) and (15). 
Also, we can prove the same result for the solution vector u" of the matrix equations (16) and 
(17) as follows: 
Since, 
(P -~S(u"+~+u") , (u"+J+u") )=0,  n=0,  1 ,2  . . . . .  
and 
then 
i.e. 
(Q( f i ) (u  "+ ] + u'),  (u "+ ~ + u")) = 0, n = 0, 1, 2 . . . . .  Vu', fi, u "+ ~ e ~2:J 
(U  n + I _ U", U" + z + un)  = O, 
II u' +'11 = II u" II, n = 0, 1, 2 . . . . .  (24) 
hence, the conservation of energy in time is satisfied. 
Now, we conclude that the present method (16) and (17) is exactly conservative in time. Also, 
from the view point of the numerical analyst, the method is unconditionally stable. 
4. NUMERICAL  TESTS 
The method derived in Section 2 has been tested on a set of increasingly difficult problems as 
follows. 
Problem 1 
The single soliton (4) with the initial condition (5), and the parameters ~t= c = q = 1.0, h = 0.5, 
xL = -30 ,  xR = 70, T = 31.5 and z = 0.25. In Table l we give the computed results of the L2-norm 
II u" II at different values of time by using the present method. 
~r 
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Table 1 
t. 0 1.5 3.0 13.5 18.0 22.5 27.0 31.5 
II u" Ik 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 
lu l= f~2 + wZ 
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It is shown that from Table 1, the method is exactly conservative. 
Figure 1 displays the modulus l ul = x /v  2 + w 2 as a function o fx  and t. It is observed that Fig. 1 
simulates a travelling wave with speed c = 1.0 which is in agreement with the original phenomena. 
Problem 2 
Collision of two solitons with the initial condition (6), and the parameters xL = -20 ,  xR = 80, 
T=44,  at =0.5, q =c~=l .0 ,  c2=0.1, 6=25,  h =0.25 and z =0.25. In Table 2, we give a 
comparison for the energy Ilu°ll between the present method and the best of five methods which 
has been derived by Sanz-Serna nd Verner [1]. 
Figure 2 shows the trajectory of the two solitons, before t = to; (24 < tc < 28); the faster wave 
lies on the left-hand side and approaches the slower wave on the right-hand side. Approximately 
at t = t, the collision occurs (the two waves become one). For t > t,. the faster wave moves away 
from the slower one. Thus the slower wave moves to the left and the faster wave to the right. 
Problem 3 
Bound state of three solitons, equation (8) with initial condition (7) and the real values: q = 18, 
XL = --20, XR = 20, T = 2.5, h = 0.0625 and r = 0.01. Table 3 shows that the present method is 
exactly conservative. 
Figure 3 shows a good description of the bound state of three solitons. A periodic behaviour 
exhibited. It begins with a single peak. This starts to spread; then it breaks up into a peak in the 
middle and two symmetric smaller humps around it. The shoulder begins to become larger at the 
expense of the middle peak ending in two symmetric humps. After that a peak in the middle appears 
with two shoulder humps. The shoulder humps emerge inside the peak giving only one peak. This 
behaviour occurs periodically. 
Table 2. II u ~ II
Method t=O t=8 t=16 t=24 t=32 t=40 
Sanz-Serna 2.378414 2.378497 2.378579 2.378631 2.378638 2.378717 
Equation (16) 2.378414 2.378414 2.378414 2.378414 2.378414 2.378414 
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Table 3. E = II u" II 
t, 0 0.5 1.0 1.5 2.0 2.5 
E 1.4142136 1.4142136 1.4142136 1.4142136 1.4142136 1.4142136 
( 
. . v  
- lO  o lO 20  
x 
Fig. 3 
5.  CONCLUSIONS 
Finite-difference method of fourth-order accuracy in space and of second-order accuracy in time 
is presented. It has been shown that he method is exactly conservative, analytically and 
numerically. 
It is mentioned in Tables 1-3 that I1 u II 2 is conserved. However, the calculations how that the 
LLnorm for Table 2, as an example, do have changes only in the 11 th significant decimal. In effect 
fl u ° II = II u = II . . . . .  II a:2 It = 2.37841416212. 
We take three iterations as a maximum number for finding the approximate solutions at every 
time step, while Sanz-Serna nd Verwer [1] had to take 20 iteratios as maximum. 
We believe that the considered method is more efficient and accurate. 
The numerical treatment of the NLS equations 
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