Abstract. We prove the Cauchy-Rassias stability of linear n-inner product preserving mappings in n-inner product Banach spaces. We apply the Cauchy-Rassias inequality that plays an influencial role in the subject of functional equations. The inequality was introduced for the first time by Th.M.Rassias in his paper entitled: On the stability of the linear mapping in Banach spaces, Proc. Amer. Math. Soc. 72(1978), 297-300.
Introduction
Let X and Y be Banach spaces with norms || · || and · , respectively. Consider f : X → Y to be a mapping such that f (tx) is continuous in t ∈ R for each fixed x ∈ X. Th.M. Rassias [23] introduced the following inequality, that we call Cauchy-Rassias inequality : Assume that there exist constants θ ≥ 0 and p ∈ [0, 1) such that
for all x, y ∈ X. Rassias [23] showed that there exists a unique R-linear mapping T : X → Y such that f (x) − T (x) ≤ 2θ 2 − 2 p ||x|| p for all x ∈ X. The inequality ( * ) has provided a lot of influence in the development of what we now call Hyers-Ulam-Rassias stability of functional equations. Beginning around the year 1980 the topic stability of linear functional equations has been studied by a number of mathematicians (see [7] , [8] and [11] - [27] ).
Jun and Lee [9] proved the following: Denote by ϕ : X \ {0} × X \ {0} → [0, ∞) a function such that
for all x, y ∈ X \ {0}. Then there exists a unique additive mapping T :
for all x ∈ X \ {0}. Let X and Y be complex Hilbert spaces. A mapping f : X → Y is called an inner product preserving mapping if f satisfies the orthogonality equation
for all x, y ∈ X. The inner product preserving mapping problem has been investigated in several papers (see [2] - [4] ).
In this paper, we prove the Cauchy-Rassias stability of inner product preserving mappings in Hilber spaces, introduce the concept of n-inner product Banach space and establish the Cauchy-Rassias stability of linear n-inner product preserving mappings in n-inner product Banach spaces.
Cauchy-Rassias stability of inner product preserving mappings in Hilbert spaces
In this section, assume that X is a complex Hilbert space with norm || · ||, and that Y is a complex Hilbert space with norm · . Theorem 2.1. Let f : X → Y be a mapping with f (0) = 0 for which there exists a function ϕ :
for all µ ∈ T 1 := {λ ∈ C | |λ| = 1} and all x, y ∈ X. Then there exists a unique inner product preserving mapping U : X → Y such that
Theorem 2.3. Let f : X → Y be a mapping with f (0) = 0 for which there exists a function ϕ :
for all µ ∈ T 1 and all x, y ∈ X \ {0}. Then there exists a unique inner product
for all x ∈ X \ {0}.
Proof. By the same reasoning as in the proof of [11, Theorem 2.5], it follows from (2.v) and (2.vi) that there exists a unique C-linear mapping U :
for all x ∈ X. It follows from (2.vii) that
which tends to zero as l → ∞ for all x, y ∈ X by (2.v). By (2.2),
for all x, y ∈ X, as desired.
Corollary 2.4. Let f : X → Y be a mapping with f (0) = 0 for which there exist constants θ ≥ 0 and p ∈ [0, 1) such that
for all µ ∈ T 1 and all x, y ∈ X \ {0}. Then there exists a unique inner product preserving mapping U : X → Y such that
Proof. Define ϕ(x, y) = θ(||x|| p + ||y|| p ), and apply Theorem 2.3.
Theorem 2.5. Let f : X → Y be a mapping with f (0) = 0 for which there exists a function ϕ :
for all x ∈ X \ {0}, where
for all x, y ∈ X \ {0}.
Proof. Note that
for all x, y ∈ X and all positive integers j. By the Jun and Lee's theorem [9, Theorem 6], it follows from (2.ix), (2.3) and (2.x) that there exists a unique additive mapping U : X → Y satisfying (2.xii). The additive mapping U : X → Y is given by
for all x ∈ X. By the same method as in the proof of [11, Theorem 2.5], one can show that the additive mapping U : X → Y is C-linear. It follows from (2.xi) that
Proof. Define ϕ(x, y) = θ(||x|| p + ||y|| p ), and apply Theorem 2.5.
Cauchy-Rassias stability of linear n-inner product preserving mappings in n-inner product Banach spaces
We first recall the notion of n-inner product space.
Definition 3.1 [5] . Let X be a complex linear space with dim X ≥ n ≥ 2 and
(nI 2 ) x, x | x 2 , · · · , x n = 0if and only ifx, x 2 , · · · , x n are linearly dependent,
for all α ∈ C and all x, y, z, x 1 , · · · , x n ∈ X. The function ·, · | ·, · · · , · is called an n-inner product on X.
The concept of n-inner product was introduced in [1] for n = 2 and in [10] for n ≥ 2.
For instance, on a given inner product space with inner product , , one can put an n-inner product by defining x, y | x 2 , · · · , x n to be
2. An n-inner product and normed (respectively, Banach) space X with n-inner product ·, · | ·, · · · , · X and norm · is called an n-inner product normed (respectively, Banach) space.
For example, if (X, ·, · | ·, · · · , · ) is an n-inner product space, {a 1 , · · · , a n } is a fixed linearly independent set and k > 0 then x, y := k {i 2 ,··· ,i n }⊆{1,··· ,n} x, y | a i 2 , · · · , a i n is an inner product on X (see [6] ) and so X equipped with the norm induced by this inner product is an n-inner product normed space.
In the rest of this section, assume that X is an n-inner product Banach space with n-inner product ·, · | ·, · · · , · X and norm || · ||, and that Y is an n-inner product Banach space with n-inner product ·, · | ·, · · · , · Y and norm · .
Theorem 3.1. Let f : X → Y be a mapping with f (0) = 0 for which there exists a function ϕ :
for all µ ∈ T 1 and all x 0 , · · · , x n ∈ X. Then there exists a unique C-linear n-inner product preserving mapping U : X → Y such that
Proof. By the same reasoning as in the proof of [20, Theorem 2.1], it follows from (3.i) and (3.ii) that there exists a unique C-linear mapping U : X → Y satisfying (3.iv). The C-linear mapping U : X → Y is given by
for all x ∈ X. It follows from (3.iii) that
which tends to zero as l → ∞ for all x 0 , · · · , x n ∈ X by (3.i). By (3.1),
for all x 0 , · · · , x n ∈ X, as desired.
Corollary 3.2. Let f : X → Y be a mapping with f (0) = 0 for which there exist constants θ ≥ 0 and p ∈ [0, 1) such that
Proof. Define ϕ(x 0 , · · · , x n ) = θ n j=0 ||x j || p to be Th.M. Rassias upper bound in the Cauchy-Rassias inequality, and apply Theorem 3.1. for all x ∈ X \ {0}.
Proof. Define ϕ(x 0 , · · · , x n ) = θ n j=0 ||x j || p , and apply Theorem 3.5.
