We perform the analysis of the hp finite element approximation for the solution to singularly perturbed transmission problems, using Spectral Boundary Layer Meshes. In [12] it was shown that this method yields robust exponential convergence, as the degree p of the approximating polynomials is increased, when the error is measured in the energy norm associated with the boundary value problem. In the present article we sharpen the result by showing that the hp-Finite Element Method (FEM) on Spectral Boundary Layer Meshes leads to robust exponential convergence in a stronger, more balanced norm. Several numerical results illustrating and extending the theory are also presented.
Introduction
Singularly perturbed problems, and their numerical solution, have received much attention in recent decades (see the books [11, 17] and the references therein). One of the main difficulties in these problems is the presence of boundary and/or interior layers in the solution, whose accurate approximation, independently of the singular perturbation parameter, is vital for the overall quality of the approximate solution. For Finite Difference Methods, the robust approximation of such layers requires the use of layer adapted, parameter-dependent meshes (see e.g., [2, 20] ). Such meshes have also been used in conjunction with the h version of the Finite Element Method (FEM), while for high order p/hp versions of the FEM, Spectral Boundary Layer Meshes from [19] (see also [5, 6] and Definition 2.1 ahead) are preferred.
Singularly perturbed transmission problems are a sub-category of the aforementioned problems and their numerical approximation requires similar approaches. Their solution will exhibit the (usual) layer behavior at the boundary of the domain but it will also feature interface layers along the interface (see, e.g., [4] ). In [12] we showed that the hp version of the FEM yields 1 0 (Ω) = u ∈ H 1 (Ω) : u| ∂Ω = 0 , where ∂Ω denotes the boundary of Ω. The H 0 (Ω) = L 2 (Ω) innerproduct will be denoted by ·, · Ω and the norm of the space L ∞ (Ω) of essentially bounded functions will be denoted by · ∞,Ω . The letters C, c, with or without subscripts, will be used to denote generic positive constants, independent of any discretization or singular perturbation parameters and possibly having different values in each occurrence. Finally, the notation A B means the existence of a positive constant C, which is independent of the quantities A and B under consideration and of any discretization or singular perturbation parameters, such that A ≤ CB.
The Model Problem and its Discretization
Let ε ∈ (0, 1] be a given parameter and f a given analytic function defined in I = (−1, 1) and satisfying
for some positive constants C f , γ f . We consider the following transmission problem in I: Find u ε such that
where u − ε (resp. u + ε ) means the restriction of u ε to (−1, 0) (resp. (0, 1)). Note that in this problem the small parameter ε appears only on (−1, 0). Consequently the formal limit problem is the non standard transmission problem: Therefore u ε will develop a transmission layer at 0 and a boundary layer at −1 (see, e.g., [12] ). Multiplying (2.2) by a test function v, taking the sum and integrating by parts in (−1, 0) and (0, 1), leads to the following variational formulation: Find u ε ∈ H 1 0 (I) such that
where
Clearly u E,I := B ε (u, u) 
Existence and uniqueness of the solution to (2.4) follow from the Lax-Milgram lemma. Moreover, we have the following a-priori estimates:
The discretization of (2.4) by the Galerkin method consists of looking for
Note that Céa's Lemma yields
The finite dimensional subspace S is usually built by using piece-wise polynomials on a partition of the interval I. More specifically, let ∆ = {x 0 < x 1 < ... < x M } be an arbitrary partition of (x 0 , x M ) and set
With Π p (I j ) the space of polynomials of degree ≤ p on I j , we define the spaces of piece-wise polynomials
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The following definition describes the Spectral Boundary Layer mesh which first appeared in [19] and more recently in [7] .
Definition 2.1 (Spectral boundary layer mesh) For κ > 0, p ∈ N and 0 < ε ≤ 1, define the Spectral Boundary Layer mesh ∆ BL (κ, p) as
The spaces S(κ, p) and S 0 (κ, p) of piecewise polynomials of degree p are given by
In what follows the space S will be chosen equal to S 0 (κ, p). Let us recall the following result from [12] . 
Proof. This is shown in [12, Thm. 3.7] by decomposing the solution as
with u S the smooth part, u BL the boundary layer part and r the (exponentially small in ε) remainder. Each term in the decomposition is approximated separately using appropriate interpolation error estimates on the Spectral Boundary Layer Mesh. See [12] for the details.
Error Estimates in the Balanced Norm
Our goal in this paper is to obtain the following estimate:
The reason why (3.1) is sharper than (2.8) is the following: If u BL is the boundary layer part of u described above, then one easily sees that
Hence, as ε → 0, the boundary layer contribution tends to 0, in the energy norm, while the contributions of the remaining terms in the solution decomposition do not. This is what is meant by the statement 'the energy norm does not see the boundary layer'. We first introduce the bilinear form
2) that corresponds to the limit problem (2.3). This bilinear form defines an inner product on the space
V , hence, (3.1) may be re-written as
As Theorem 2.1 yields 4) in order to achieve our goal we must simply show that
To this end we introduce the projection operator
Then, by Galerkin orthogonality, satisfied by u − u F EM with respect to the bilinear form B ε and by (3.5), we have
Hence, 6) and by the triangle inequality
Thus we would achieve our goal, if we can show that
for some positive constants C and σ independent of ε, u and p.
Assuming κpε < 1/4, we define the layer region
and the following two subspaces of S(κ, p):
We have S(κ, p) = S 1 ⊕ S ε , i.e. each z ∈ S(κ, p) has a unique decomposition z = z 1 + z ε with z 1 ∈ S 1 and z ε ∈ S ε , when κpε < 1/4.
To see this let z ∈ S(κ, p) and define z 1 as follows: take z 1 = z on the interval [−1 + κpε, −κpε] as well as z 1 = z on the interval [0, 1]. Since on [−1 + κpε, −κpε], z 1 is a polynomial of degree p, we extend it to the whole [−1, 0]. In this way we find z 1 ∈ S 1 that coincides with z except on I ε . On each component of I ε we define z ε = z − z 1 ; by construction z ε is equal to zero at −1 + κpε and at −κpε, therefore we can extend it by zero in [−1 + κpε, −κpε] (and in (0, 1]), which give the expected decomposition.
By [18, Thm. 3 .91], the following inverse estimates hold:
Furthermore, we have the following strengthened Cauchy-Schwarz inequality:
Lemma 3.1 (Strengthened Cauchy-Schwarz inequality) If B 0 is given by (3.2) , then
Proof. For u ∈ S 1 , v ∈ S ε , we have
Each one of the integrals in (3.12) is treated as follows: Let I 1 , I 2 be two intervals of lengths δ 1 , δ 2 , respectively, and suppose that I 1 ⊂ I 2 (thus δ 1 ≤ δ 2 ). Then for any polynomials π 1 and π 2 of degree p, by Cauchy-Schwarz's inequality we have
Then, using an inverse inequality [18, Thm. 3 .92], we deduce that
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S. NICAISE AND C. XENOPHONTOS
The result follows by taking either I 1 = (−1, −1 + κpε) and I 2 = (−1, 0) or I 1 = (−κpε, 0) and
The previous lemma is used in the proof of the following result.
Lemma 3.2. There exists a small enough constant c > 0 such that under the assumption √ κpεp ≤ c, (3.13)
the following holds: For each z ∈ V , the (unique) decomposition of
into components z 1 ∈ S 1 and z ε ∈ S ε satisfies
14)
Proof. Define the auxiliary functions
which satisfy
These auxiliary functions will be used to 'correct' the boundary values of z ε by defining
Due to the fact that P 0 z = z 1 + z ε ∈ S 0 (κ, p), i.e., (z 1 + z ε )(±1) = 0, we have, using the properties of the auxiliary functions, that 
Next, the identity P 0 z = z 1 + z ε ∈ S 0 (κ, p) gives 17) where in (3.17) we used the definition of the projection P 0 , i.e. eq. (3.5). Taking v 1 = z 1 in (3.16) and using the Strengthened Cauchy Schwarz inequality yields
hence, since z 1 0,I ≤ z 1 V ,
In a similar fashion, taking v ε = z ε ∈ S ε ∩ S 0 (κ, p) in (3.17) yields, together with the Strengthened Cauchy Schwarz inequality,
Clearly √ κpεp 1/2 ≤ √ κpεp, hence using an appropriate Young's inequality in (3.20) we get
Combining (3.19) and (3.21) we get
Using the stability estimate P 0 z V ≤ z V and the assumption that √ κpεp is sufficiently small, we arrive at (3.14). Inserting this bound in (3.21) gives (3.15).
We are now in the position to prove the following
Lemma 3.3. Assume that (3.13) holds and that κ is sufficiently small (depending only on the data). Then
(u − P 0 u) ′ 0,(−1,0) ≤ Cε −1/2 e −βp ,(3.
22)
where the constants C, β > 0 depend on κ but are independent of ε and p.
Proof. Since P 0 is a projection on S 0 (κ, p), we can write u − P 0 u = u − I p u − P 0 (u − I p u), where I p u ∈ S 0 (κ, p) is the interpolation operator of [10, Lemma 2.5] adjusted for transmission problems, as was done in [12, Theorem 3.6] . We note that the condition κ sufficiently small is 'inherited' from [10, Lemma 2.5]. There holds (u − I p u)(−1) = 0, (u − I p u)(0) = 0 and
23)
Therefore, by the triangle inequality
By (3.24), the first term satisfies
For the second term in (3.25), as P 0 (u − I p u) ∈ S 0 (κ, p), we use its decomposition
along with the inverse estimates (3.10), (3.11) and Lemma 3.2, to get
for any σ < β. For the term u − I p u 0,Iε , since (u − I p u)(0) = 0 we can write
and obtain by the Cauchy-Schwarz inequality
Hence,
Combining the above estimates completes the proof.
We now present our main result. 
where the constants C, σ > 0 depend on the choice of κ but are independent of ε and p.
Proof. Since u − u F EM V ≤ u − u F EM E,I e −σp , with the energy norm bound shown in [12] , we focus on the control of 0) . Now, if (3.13) holds then Lemma 3.3 gives the result. In the complementary case, i.e. √ κpεp ≥ c for the constant c appearing in (3.13), we have ε ≥ c 2 p
This completes the proof of the theorem.
As a corollary, we get exponential convergence in the maximum norm.
Corollary 3.1. Let u be the solution of (2.4) and let u F EM ∈ S 0 (κ, p) be its finite element approximation on the Spectral Boundary Layer mesh. Then there exist constants C, σ > 0 independent of ε and p such that
Proof. We have
Assume first that x ∈ [−1, −1 + κpε]. Then by the Cauchy-Schwarz inequality
A similar technique is used if x ∈ [−κpε, 0]; indeed in that case we first write (for shortness set
Hence as before we get
For the first term of this right-hand side, we write
whence by the Cauchy-Schwarz inequality, we obtain 
For the second term, standard inverse estimates (see, e.g., [18, Thm. 3 .92]), give
Hence using the above estimate and (2.8), we get
Combining the above completes the proof.
Remark 3.1. The previous analysis can be readily extended to a number of other situations: First, the extension to two-dimensional smooth domains is straight forward and follows the analysis in [10] performed for non-transmission singularly perturbed problems. Second, singularly perturbed delay differential equations may be written as transmission problems (see, e.g., [13] ), hence the present results can be extended to such problems as well. In Section 4 we perform numerical experiments for the aforementioned problems to corroborate these claims.
Numerical Results
A one-dimensional singularly perturbed transmission problem
In order to illustrate our previous theoretical results, we first consider the hp finite element approximation of the solution to (2.2), restated here for convenience: For the computations we choose f (x) = (x + 3/2) −1 and show in Figure 4 .2 the results obtained using the Spectral Boundary Layer Mesh with κ = 1, i.e., ∆ = {−1, −1 + pε, −pε, 0, 1} and polynomials of degree p which we increase to improve accuracy. No exact solution is available so for comparison we use a reference solution obtained with polynomials of degree 2p. We show the error in the balanced norm versus the number of degrees of freedom, in a semi-log scale. We observe that the method indeed approximates the solution robustly at the predicted exponential rate. 
A singularly perturbed delay differential equation
We next consider the following problem from [13] : Find u ε such that 
for some constants α, β 0 , β, η. Figure 4 .3 shows the exact solution to the above problem in the case a(x) = 5, b(x) = −1, f (x) = 1, L = 0, φ(x) = x 2 and ε = 0.04. It was shown in [13] that the solution will feature boundary layers at the two endpoints of the domain x = 0, x = 2 and interface layers on either side of the point x = 1 (cf. to Ω − (respectively Ω + ), the above problem is equivalent to the following singularly perturbed transmission problem: Find (u
We make the particular choices a(x) = 5, which for this problem is adjusted as ∆ = {0, pε, 1 − pε, 1, 1 + pε, 2 − pε, 2}. As before, since no exact solution is available we use a reference solution obtained with polynomials of degree 2p, and in Figure 4 .4 we show the error in the balanced norm, versus the number of degrees of freedom, in a semi-log scale. Once again, we observe that the method approximates the solution robustly at an exponential rate, as p → ∞.
A two-dimensional singularly perturbed transmission problem
Even though our analysis covered only the one-dimensional case, as already mentioned, extending it to two-dimensional smooth domains is straight forward -see [10] for the twodimensional analysis performed for singularly perturbed non-transmission problems posed on smooth domains. Here we illustrate numerically that the one-dimensional results indeed carry over to the two-dimensional case of smooth domains.
We consider the following singularly perturbed transmission problem from [14] : Let Ω + and Ω − be smooth domains in R 2 , with respective boundaries ∂Ω + and ∂Ω − , such that ∂Ω + ∩∂Ω − = Σ. We assume that ∂Ω is an analytic curve, i.e. ∂Ω ± and Σ are analytic curves. Moreover, we assume that ∂Ω + \Σ, as well as Σ are connected. We write Ω = Ω + ∪ Ω − , and for any function u defined on Ω we denote by u + (resp. u − ) the restriction of u to Ω + (resp. Ω − ) and write u ≡ (u + , u − ). We seek
where ∆ denotes the Laplacian operator, ε ∈ (0, 1] and ν denotes the outward normal vector along Σ oriented outside Ω + . We take f + = f − = 1, h = 0 and the domain Ω consists of the two subdomains Ω + and Ω − , delimited by the three concentric circles with radii 1, 2 and 3. In other words, Ω + is the domain inside the two concentric circles of radii 1 and 2, while Ω − is the domain inside the two concentric circles of radii 2 and 3, as seen in Figure 4 .5. The curve Σ denotes the interface between the two subdomains and consists of the perimeter of the circle with radius 2. As in the one-dimensional case, the solution will exhibit a boundary layer along ∂Ω + and an interface layer along Σ (inside Ω + ) [14] .
We use the mesh shown on a quarter of the domain in Figure 4 .6, which is roughly speaking, the two-dimensional analog of the Spectral Boundary Layer Mesh. For the computations we utilize the commercial software StressCheck (E.S.R.D. St. Louis, MO), which is a p-version package allowing for the polynomial degree p to be increased from 1 to 8.
Using the computed solution for p = 8 as a reference solution, we measure the error in the within the boundary and transmission layer regions. The M points r i are uniformly distributed on a straight line starting from the origin at a 45 degree angle, within each region. In Figures 4.7 , 4.8 we show the estimated maximum norm error versus the polynomial degree p in a semi-log scale; first within the transmission layer region and then within the boundary layer region. In both cases we see that the method yields a robust approximation that converges exponentially.
