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DUAL AREA MEASURES AND LOCAL ADDITIVE
KINEMATIC FORMULAS
ANDREAS BERNIG
Abstract. We prove that higher moment maps on area measures of
a euclidean vector space are injective, while the kernel of the centroid
map equals the image of the first variation map.
Based on this, we introduce the space of smooth dual area measures
on a finite-dimensional euclidean vector space and prove that it admits a
natural convolution product which encodes the local additive kinematic
formulas for groups acting transitively on the unit sphere.
As an application of this new integral-geometric structure, we obtain
the local additive kinematic formulas in hermitian vector spaces in a
very explicit way.
1. Introduction
1.1. General background. Let V be a euclidean vector space of dimension
n and SO(n) its rotation group. We denote by SO(n) := SO(n) ⋉ V the
euclidean group, endowed with the product of the Haar probability measure
and the Lebesgue measure. Then the following kinematic formulas play an
important role in classical integral geometry.∫
SO(n)
µi(K ∩ g¯L)dg¯ =
[
n+ i
i
] ∑
k+l=n+i
[
n+ i
k
]−1
µk(K)µl(L),
∫
SO(n)
µi(K + gL)dg =
[
2n− i
n− i
] ∑
k+l=i
[
2n− i
n− k
]−1
µk(K)µl(L).
In both formulas,
[
n
k
]
:=
(
n
k
)
ωn
ωkωn−k
denotes the flag coefficient (ωk
is the volume of the k-dimensional unit sphere) and µi denotes the i-th
intrinsic volume, which can be defined in a number of equivalent ways. For
our purpose we will use the following characterization, due to Hadwiger, of
µi: it is the unique convex valuation (i.e. µ(K∪L) = µ(K)+µ(L)−µ(K∩L)
whenever K,L,K ∪ L are compact convex sets) which is continuous with
respect to Hausdorff topology, invariant under translations and rotations, i-
homogeneous (i.e. µi(tK) = t
iµi(K)) and equals the i-dimensional Lebesgue
measure on i-dimensional compact convex sets.
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The first formula is called intersectional kinematic formula (or sometimes
just kinematic formula), while the second is called additive kinematic for-
mula or rotational mean value formula.
It was noted by Nijenhuis [17] that after some rescaling of the µi’s, all
constants in the intersectional kinematic formula equal 0 or 1. He speculated
that there may be some algebraic structure behind this observation. Indeed,
there is an easy explanation of this fact which motivates our work. For this,
let Val be the vector space of continuous and translation invariant valuations.
McMullen [16] showed that
Val =
⊕
k=0,...,n
ǫ=±
Valǫk,
where Valǫk = {φ ∈ Val : µ(tK) = t
kµ(K), t > 0, µ(−K) = ǫµ(K)} is the
space of k-homogeneous valuations which are even/odd.
By Hadwiger’s theorem [13, 15], the subspace ValSO(n) of rotation invari-
ant elements is spanned by µ0, . . . , µn, in particular it is of finite dimension
n+ 1. Let us rewrite the kinematic formula in the form of an operator
k : ValSO(n) → ValSO(n)⊗ValSO(n)
φ 7→
[
(K,L) 7→
∫
SO(n)
φ(K ∩ g¯L)dg¯
]
.
Explicitly,
k(µi) =
[
n+ i
i
] ∑
k+l=n+i
[
n+ i
k
]−1
µk ⊗ µl.
By a change of variables and Fubini’s theorem, one easily checks that k is
a cocommutative, coassociative coproduct on ValSO(n). Hence the adjoint
map
k∗ : ValSO(n)∗⊗ValSO(n)∗ → ValSO(n)∗
makes ValSO(n)∗ into a commutative, associative algebra with respect to the
adjoint map k∗. By looking at degrees of homogeneity, one sees that this
algebra is isomorphic to the polynomial algebra R[t]/(tn+1). In the basis
given by 1, t, . . . , tn, each structure constant is obviously equal to 0 or 1,
which explains Nijenhuis’ observation. A similar reasoning also applies to
the additive kinematic formulas
a : ValSO(n) → ValSO(n)⊗ValSO(n)
φ 7→
[
(K,L) 7→
∫
SO(n)
φ(K + gL)dg
]
,
which turn ValSO(n)∗ into an algebra, which is also isomorphic to R[t]/(tn+1).
Both types of kinematic formulas admit generalizations to other groups
as follows. For this, let G be a closed subgroup of SO(n) and denote by
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ValG the vector space of continuous, translation and G-invariant valuations.
Alesker has shown that dimValG is finite-dimensional if and only if G acts
transitively on the unit sphere. The compact connected groups which act
transitively and effectively on some sphere are known to belong to one of
the series
SO(n),U(n),SU(n),Sp(n),Sp(n) ·U(1),Sp(n) · Sp(1),
or equal one of the three exceptional groups
G2,Spin(7),Spin(9).
For simplicity, we will call a group from this list a transitive group.
In each of these cases ValG∗ becomes an algebra with respect to k∗G (the
adjoint of the kinematic operator kG which is defined by replacing SO(n)
by G = G ⋉ V ), and also with respect to a∗G. A fundamental fact of in-
tegral geometry is that all these algebras are subalgebras of the space of
smooth translation invariant valuations endowed with the Alesker product
[1] in the case of intersectional kinematic formulas and endowed with the
convolution product [6] in the case of additive kinematic formulas. More
precisely, (Valsm, ·) satisfies a version of Poincare´ duality, so that there is
a map PD : Valsm → Valsm,∗. Similarly, (Valsm, ∗) satisfies a version of
Poincare´ duality, giving rise to another map PD : Valsm → Valsm,∗ (since
these two maps agree up to a sign, which equals 1 in the cases to be con-
sidered here, we will not distinguish by our notation). Then the following
diagram commutes
Valsm⊗Valsm //
PD⊗PD

Valsm
PD

Valsm,∗⊗Valsm,∗ //

Valsm,∗

ValG∗⊗ValG∗ // ValG∗
where the vertical maps in the lower square are dual to the inclusion maps
ValG → Valsm, and the upper horizontal map is the Alesker product in
the case of intersectional kinematic formulas and the convolution product
in the case of additive kinematic formulas. As a side remark, we note that
the intersectional and the additive kinematic formulas are related by the
Alesker-Fourier transform, see [6].
In the case G = U(n), the kinematic formulas as well as the addi-
tive kinematic formulas were obtained in [7]. The algebra structure was
computed earlier by Fu [12], who showed that ValU(n) is isomorphic to
R[t, s]/〈fn+1, fn+2〉, where log(1 + tx + sx
2) =
∑∞
k=0 fk(t, s)x
k. For the
integral geometry of the other transitive groups, we refer to [2] and the
references therein.
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The kinematic formulas admit localized versions, which apply to smooth
curvature measures in the case of intersectional kinematic formulas and to
smooth area measures in the case of additive kinematic formulas. A smooth
curvature measure is a valuation with values in the space of signed measures
on V , while a smooth area measure is a valuation with values in the space
of signed measures on the unit sphere. The technical notion of smoothness
which will be recalled in Section 2.
We let Curv (resp. Area) denote the spaces of smooth, translation co-
variant curvature measures (area measures resp.). If G is a transitive group,
then dimCurvG < ∞,dimAreaG < ∞. If Φ1, . . . ,ΦN is a basis of Curv
G,
then the local kinematic formulas are given by∫
G¯
Φi(K ∩ g¯L, κ ∩ g¯λ)dg¯ =
∑
k,l
c˜ik,lΦk(K,κ)Φl(L, λ),
where κ, λ are bounded Borel subsets of V . The existence of such formulas
was shown by Fu [11], and as above we obtain a cocommutative coassocia-
tive coproduct KG on Curv
G, or equivalently an algebra structure K∗G on
CurvG∗. In the case G = U(n), this algebra structure was recently obtained
as follows, see [9, 8].
Define polynomials f, p, q by
log(1 + tx+ sx2) =
∞∑
k=0
fk(t, s)x
k
1
1 + tx+ sx2
=
∞∑
k=0
pk(t, s)x
k
−
1
(1 + tx+ sx2)2
=
∞∑
k=0
qk(t, s)x
k.
Theorem 1.1 ([8]). There is an algebra isomorphism
CurvU(n)∗ ∼= C[t, s, v]/〈fn+1, fn+2, qn−1v, qnv, (v + t(4s − t
2))2〉.
Similarly, as shown by Wannerer [22, Theorem 2.1], if Ψ1, . . . ,Ψm is a
basis of AreaG, then there are local additive kinematic formulas∫
G
Ψi(K + gL, κ ∩ gλ)dg =
∑
k,l
cˆik,lΨk(K,κ)Ψl(L, λ),
where κ, λ are Borel subsets of the unit sphere. We obtain again some oper-
ator AG, whose adjoint turns Area
G∗ into an algebra which was computed
by Wannerer [21, 22] in the case G = U(n).
Theorem 1.2 (Wannerer). There is an algebra isomorphism
AreaU(n)∗ ∼= R[t, s, v]/〈fn+1(t, s), fn+2(t, s), pn(t, s)− qn−1(t, s)v, v
2〉.
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The main ideas of the proof are relevant for the present paper, so we will
describe them briefly here. First, there are two important maps, called first
variation map and moment map. The first variation map is a map
δ : Valsm → Area
which is uniquely defined by the property
d
dt
∣∣∣∣
t=0
µ(K + tL) =
∫
Sn−1
hLd(δφ(K)),
where hL is the support function of L. We will write δk : Val
sm
k+1 →
Areak, 0 ≤ k ≤ n − 1 for the restriction of δ to Val
sm
k+1. The r-th moment
map is the map
M r : Area→ Val⊗ Symr V, Φ 7→
[
K 7→
∫
Sn−1
~yrd(Φ(K))(~y)
]
.
Here ~yr ∈ Symr V stands for the r-th symmetric power of the vector ~y ∈
Sn−1.
The zero-th moment map is called globalization map and denoted by
glob : Area→ Val .
The first moment map M1 is called centroid map. It is easy to see that the
image of δ belongs to the kernel of M1. In the unitary case, Wannerer has
shown that the kernel of M1 equals the image of δ.
Note that, when applying the globalization map to the local additive
kinematic formulas on both sides, we obtain the global additive kinematic
formulas. More generally, the image of M r is a tensor-valued valuation, and
for such valuations there exist global additive kinematic formulas [10]. Wan-
nerer has shown that the additive kinematic formulas for area measures and
for tensor valuations are compatible with respect to the moment maps. It
turns out that the second moment mapM2 is injective on unitarily invariant
area measures, which enables Wannerer to obtain enough information from
the tensor case to prove his theorem.
Although Wannerer’s theorem is enough to write down the local additive
kinematic formulas, the result is not very explicit; and to work out examples,
even in low dimensions, requires some extra work. The full array of local ad-
ditive kinematic formulas in dimension 2, and some coefficients in dimension
3 were found in [21]. A more explicit formula, which however only works for
the classical surface area measure, was given by Solanes [20, Theorem 13].
Our Theorem 3 may be seen as a generalization of Solanes’ formula to all
unitarily invariant area measures (even if in the case of the classical surface
area our formula is formally different from Solanes’ formula).
To state Solanes’ result, let us introduce some notation. In [7], each
intrinsic volume µk was written as µk =
∑
q µk,q, where max{0, k − n} ≤
q ≤ k2 ≤ n, with the µk,q forming a basis of Val
U(n). These elements are
called hermitian intrinsic volumes.
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A basis of AreaU(n) was obtained by Park [18], see also [7]. It consists of
elements
Bk,q, max{0, k − n} ≤ q <
k
2
< n,
Γk,q, max{0, k − n+ 1} ≤ q ≤
k
2
< n.
which are defined in terms of differential forms on the sphere bundle of
C
n, see Section 7. The classical surface area measure is in this notation
S2n−1 := B2n−1,n−1. They satisfy globBk,q = globΓk,q = µk,q. In particular,
the kernel of glob is spanned by the area measures
Nk,q :=
2(n− k + q)
2n− k
(Γk,q −Bk,q), max{0, k − n+ 1} ≤ q <
k
2
< n.
We let B denote the span of the Bk,q’s and Γ the span of the Γk,q’s.
Solanes used a slightly different notation and denoted Γ2q,q by B2q,q. The
Bk,q’s and Nk,q’s form a basis of Area
U(n) and the first variation map may
be decomposed as δ = δB + δN , where δB , δN are the projections onto the
corresponding spaces. These maps can be written down in a very explicit
way but we will not need it here. Solanes also defined the map lB : Val
U(n) →
AreaU(n) such that lB(µk,q) = Bk,q.
Theorem 1.3 (Solanes).
AU(n)(S2n−1) = (δ ⊗ lB + lB ⊗ δN )aU(n)(vol).
This shows that the local additive kinematic formula for the surface area
measure can be obtained from the global kinematic formula by a very explicit
and easy operation.
1.2. Results of the present paper. Our first main theorem is of inde-
pendent interest and will be a key element in the proof of the other main
theorems. It generalizes [22, Theorems 2.19 and 4.8], where it is proved
under the additional assumption of U(n)-invariance.
Theorem 1. (1) The kernel of the first moment map M1 : Areak →
Valk⊗V equals the image of the first variation map δk : Valk+1 →
Areak for each 0 ≤ k ≤ n− 1.
(2) The higher moment maps M r : Areak → Valk ⊗ Sym
r V, r ≥ 2, 1 ≤
k ≤ n− 1 are injective.
Note that Area0 is simply the space of smooth signed measures and M
r,
the r-th moment map, is not injective on this space, which is why we have
to assume that k ≥ 1 in Part (2).
The proof of this theorem is the technical part of the paper and uses a
careful analysis of differential forms.
Let us now describe an application of this theorem in integral geometry.
Let SV = V ×Sn−1 denote the sphere bundle of V and π = π1 : SV → V
the projection to the first factor, π2 : SV → S
n−1 the projection to the
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second factor. By Ωk,l := Ωk,l(SV )tr we will denote the space of translation
invariant forms of bidegree (k, l) on SV and by Ωk the space of translation
invariant forms of total degree k. Given ρ ∈ Ω2n−1 we write
∫
ρ for the real
number c such that π∗ρ = c vol, where vol is the volume form on V .
Definition 1.4. Let the space Area of smooth area measures be endowed with
the quotient topology of the usual Fre´chet topology on the space of (n − 1)-
forms on SV (see Section 2 for details). Elements of the dual space Area∗
will be called dual area measures. A dual area measure L is called smooth if
there exists some n-form τ such that
〈L,Φ〉 =
∫
ω ∧ τ,
whenever ω ∈ Ωn−1 and Φ is the area measure induced by ω. The space of
smooth dual area measures is denoted by Area∗,sm.
Let G be a transitive group. The inclusion AreaG ⊂ Area induces a
projection qG : Area
∗,sm → AreaG∗. Let A : AreaG → AreaG⊗AreaG be
the local additive kinematic formula and A∗ : AreaG∗⊗AreaG∗ → AreaG∗
its adjoint.
Theorem 2. There exists a natural convolution product ∗ on the space
Area∗,sm of smooth dual area measures such that for each transitive group
G the following diagram commutes
Area∗,sm⊗Area∗,sm
qG⊗qG

∗
// Area∗,sm
qG

AreaG∗⊗AreaG∗
A∗
// AreaG∗
We note that we could also, in the spirit of [5], introduce a partial convolu-
tion product on the whole space Area∗. Since we don’t have any application
of this more general construction, we will not present the technical details
here.
The proof of Theorem 2 follows the strategy of [21]: we use the moment
maps to pass from local additive formulas to additive kinematic formulas
for tensor valuations. The fact that higher moment maps are injective will
ensure us that there is no loss of information in this process.
Let us also note that the computation of the convolution product on
Area∗,sm is very simple and only involves some algebraic operations (Hodge-
star operator and wedge product).
Let us now consider the hermitian caseG = U(n). As explained above, the
global additive kinematic formulas are now well-known. Our next theorem
shows that the local additive kinematic formulas follow from the global ones
by some simple algebraic operations.
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Define operators lΓ, lB : Val
U(n) → AreaU(n), J : AreaU(n) → AreaU(n) by
lΓ(µk,q) :=
{
Γk,q max{0, k − n+ 1} ≤ q ≤
k
2
0 q = k − n,
lB(µk,q) :=
{
Bk,q max{0, k − n} ≤ q <
k
2
0 q = k2 ,
JBk,q =
2cn,k,q
cn,k−1,q
Γk−1,q, max{0, k − n} ≤ q <
k
2
< n,
JΓk,q = −
cn,k,q
2cn,k+1,q
Bk+1,q, max{0, k − n+ 1} ≤ q ≤
k
2
< n.
The constants cn,k,q are defined in (11). Note that Area
U(n) = B ⊕ Γ. It is
therefore enough to determine the local additive kinematic formulas on B
and on Γ. This is achieved by our next main theorem.
Theorem 3. The local additive kinematic formulas follow from the global
additive kinematic formulas by the following commuting diagram
B
A
//
J

B ⊗ Γ⊕ Γ⊗B
Γ
glob

A
// Γ⊗ Γ
−(J⊗id+id⊗J)
OO
ValU(n)
a
// ValU(n)⊗ValU(n)
lΓ⊗lΓ
OO
Let us write this down more explicitly. Write the global additive kinematic
formulas as
a(µm,r) =
∑
k,q,l,p
cm,rk,q,l,pµk,q ⊗ µl,p.
Then for max{0,m − n+ 1} ≤ r ≤ m2 < n we have
A(Γm,r) =
∑
k,q,l,p
cm,rk,q,l,pΓk,q ⊗ Γl,p,
and for max{0,m− n} ≤ r < m2 < n we have
A(Bm,r) =
cn,m,r
cn,m−1,r
∑
k,q,l,p
cm−1,rk,q,l,p ·
·
(
cn,k,q
cn,k+1,q
Bk+1,q ⊗ Γl,p +
cn,l,p
cn,l+1,p
Γk,q ⊗Bl+1,p
)
.
In other words, the formulas for the Γ follow by just replacing every
occurrence of µ by Γ, while the formulas for the B’s follow by a slightly
more complicated, but elementary operation from the global formulas. The
proof of this theorem is based on some elementary consequences of Theorem
2.
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1.2.1. Plan of the paper. In Section 2 we collect some definitions like smooth
valuations and area measures, and some important maps between them like
the globalization map, the first variation map and the moment maps.
In Section 3 we adapt the results from [19] to our situation and prove a
formula for the Rumin operator which turns out to be useful.
The technical heart of the paper is contained in Sections 4 and 5, where
we study the kernel of the centroid map (i.e. the first moment map) and
show that the higher moment maps are injective. For this, we need a careful
study of the Rumin operator on tensor-valued forms.
In Section 6 we introduce the concept of a smooth dual area measure,
provide this space with a natural convolution product and show how this
new algebraic structure encodes local additive kinematic formulas. The final
section is devoted to the important case of hermitian integral geometry. We
use the new convolution product on smooth dual area measure to obtain the
local additive kinematic formulas in this case in a very explicit way.
Acknowledgments. I thank Gil Solanes for many useful comments on a first
version of this paper.
2. Smooth valuations and area measures
In this section, we recall some facts from algebraic integral geometry which
will be needed later on.
Let V be a euclidean vector space of dimension n. Denote by SV =
V × Sn−1 its sphere bundle and by π = π1 : SV → V, π2 : SV → S
n−1 the
projections. We set Ωk,l for the space of translation invariant differential
forms of bidegree (k, l) on SV .
Using coordinates (x1, . . . , xn) on V , and y1, . . . , yn with
∑
i y
2
i = 1 on
Sn−1, the canonical 1-form on SV is
α =
∑
i
yidxi ∈ Ω
1,0.
The corresponding Reeb vector field is
T =
∑
i
yi
∂
∂xi
.
Definition 2.1. A smooth translation invariant valuation of degree 0 ≤ k ≤
n− 1 is a map of the form
φ(K) =
∫
nc(K)
ω, K ∈ K(V ),
where ω ∈ Ωk,n−k−1 and where nc(K) denotes the normal cycle of K. A
smooth translation invariant valuation of degree n is of the form φ(K) =
c vol(K) with c ∈ R.
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A smooth area measure of degree 0 ≤ k ≤ n− 1 is of the form
Φ(K,A) =
∫
nc(K)∩π−12 A
ω, K ∈ K(V ), A ∈ B(Sn−1).
The spaces of smooth translation invariant valuations and area measures of
degree k are denoted by Valsmk , 0 ≤ k ≤ n and Area
sm
k , 0 ≤ k ≤ n− 1.
The form ω in the definition is not unique. To describe its kernel, we
need the Rumin operator D. Given ω ∈ Ωk,n−k−1, there exists a unique form
α∧ξ ∈ Ωk,n−k−1 such that d(ω+α∧ξ) is divisible by α and Dω := d(ω+α∧ξ)
[19]. We refer to the next section for more information on this second order
differential operator.
Theorem 2.2 ([4]). (1) The valuation φ is trivial if and only if Dω = 0
and π∗ω = 0.
(2) The area measure Φ is trivial if and only if ω is in the ideal generated
by α and dα.
There is an obvious map glob : Areasmk → Val
sm
k , given by globΦ(K) :=
Φ(K,Sn−1). This is a special case of a moment map.
Definition 2.3. The r-th moment map, r ≥ 0, is the map
M r : Areasmk → Val
sm
k ⊗ Sym
r V
defined by
M rΦ(K) :=
∫
Sn−1
~yrdΦ(K, y) ∈ Symr V.
The first variation map δ : Valsmk+1 → Areak, 0 ≤ k ≤ n − 1 is defined by
the equation
d
dt
∣∣∣∣
t=0
µ(K + tL) =
∫
Sn−1
hLd(δφ(K)),
where K,L are compact convex sets and where hL is the support function
of L. The existence of such a map was shown by Wannerer [22, Proposition
2.2]. It is not difficult so show that M1 ◦ δ = 0.
In terms of differential forms, the map δk : Val
sm
k+1 → Areak, 0 ≤ k ≤ n−1
can be described as follows. For 0 ≤ k ≤ n−2, let ω ∈ Ωk+1,n−k−2 represent
φ ∈ Valsmk+1. Then δkφ is represented by the form iTDω ∈ Ω
k,n−k−1. If
k = n−1, then δn−1(c vol) := cSn−1, where Sn−1 is the surface area measure.
In the proof of the main theorems, we will use the contraction map, as
defined in [21]. Let a ∈ Symr V, b ∈ Syms V with s ≥ r. Identify a with
an element α ∈ Symr V ∗ by using the isomorphism V ∼= V ∗ induced by the
scalar product. Then contr(a, b) := αyb ∈ Syms−r V , which is defined by
〈αyb, β〉 = 〈b, α · β〉, β ∈ Syms−r V ∗.
More explicitly, if e1, . . . , en is an orthonormal basis of V and a =
∑
ai1...irei1⊗
· · ·⊗eir , b =
∑
bj1...jsej1⊗· · ·⊗ejs with symmetric coefficients a
i1...ir , bj1...js ,
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then
contr(a, b) = contr(b, a) =
∑
ai1...irbi1...irj1...js−rej1 ⊗ . . . ejs−r .
The contraction satisfies
contr(a, contr(b, c)) = contr(ab, c), (1)
where a, b, c are symmetric tensors such that the rank of c is at least the
sum of the ranks of a and b. In particular,
contr(~ya, ~yb) = contr(a, b), ~y ∈ Sn−1, (2)
which we will use several times. Another useful identity is
contr(~yr1+r2 , a · b) = contr(~yr1 , a) · contr(~yr2 , b), (3)
where a is of rank r1 and b is of rank r2.
Given differential forms ω1 ∈ Ω
∗(SV )⊗ Symr V , ω2 ∈ Ω
∗(SV )⊗ Syms V ,
the contraction contr(ω1, ω2) is defined by taking the wedge product on the
form part and the contraction on the tensor part.
3. The translation invariant Rumin-de Rham complex
We first recall the construction of the Rumin complex from [19]. Let
(M,H) be a contact manifold of dimension 2n − 1. Locally, it can be
described by a 1-form α (called contact form) such that H = kerα and
α ∧ dαn−1 6= 0.
Let Ωk := Ωk(M) be the space of differential k-forms on M . A form
ω ∈ Ωk(M) is called vertical, if ω|H = 0, or equivalently if ω = α ∧ τ for
some τ ∈ Ωk−1. If a global contact form α is given, then the Reeb vector
field T is defined by the conditions iTα = 1, iT dα = 0. In this case, we call
a form horizontal if iTω = 0.
We refer to [14] for some basic notions in symplectic linear algebra. An
(n− 1)-form ω is called primitive if dα∧ω is vertical. Given any ω ∈ Ωn−1,
there exists a form ρ ∈ Ωn−3 such that ω + dα ∧ ρ is primitive.
Define two subspaces of Ωk by
Ik = {ω ∈ Ωk : ω = α ∧ ξ + dα ∧ ψ, ξ ∈ Ωk−1, ψ ∈ Ωk−2},
J k = {ω ∈ Ωk : α ∧ ω = dα ∧ ω = 0}.
These spaces only depend on (M,H) and not on the particular choice of
a contact form α.
Since dIk ⊂ Ik+1, there exists an induced operator dH : Ω
k/Ik →
Ωk+1/Ik+1.
Similarly, dJ k ⊂ J k+1 and the restriction of d to J k yields an operator
dH : J
k → J k+1.
In the middle dimension, there is a further operator, called Rumin oper-
ator, which is defined as follows. Let ω ∈ Ωn−1. There exists ξ ∈ Ωn−2 such
that d(ω + α ∧ ξ) ∈ J n, and this last form, which is unique, is denoted by
Dω. It can be checked that D|In−1 = 0, hence there is an induced operator
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D : Ωn−1/In−1 → Jn. We will also need the operator Q : Ω
n−1 → Ωn−1
defined by Qω := ω + α ∧ ξ (where ξ is, as above, such that d(ω + α ∧ ξ) is
vertical). It satisfies Q2 = Q,d ◦Q = D.
The Rumin complex of the contact manifold (M,H) is given by
0→ C∞(M)
dH→ Ω1/I1
dH→ . . .
dH→ Ωn−2/In−2
dH→ Ωn−1/In−1
D
→ Jn
dH→
dH→ Jn+1
dH→ . . .
dH→ J2n−1 → 0.
The cohomology of this complex is called Rumin cohomology and denoted
byH∗Rum(M,R). By [19], there exists a natural isomorphism between Rumin
cohomology and de Rham cohomology:
H∗Rum(M,R)
∼=
−→ H∗dR(M,R). (4)
We will apply this theorem in the special case M = SV , where V is a
euclidean vector space of dimension n.
Let Ωk,l := Ωk,l(SV )tr denote the space of translation invariant forms on
SV of bidegree (k, l). We use the convention that Ωk,l = 0 if k < 0 or
l < 0 or k > n or l > n − 1. Note that dΩk,l ⊂ Ωk,l+1. Similarly, we define
Ik,l,J k,l as the corresponding spaces of translation invariant forms of given
bidegree.
The above Rumin-de Rham complex may be refined, for each 0 ≤ k ≤
n− 1, as
0→ Ωk,0/Ik,0
dH→ Ωk,1/Ik,1
dH→ . . .
dH→ Ωk,n−k−1/Ik,n−k−1
D
→ J k,n−k
dH→
dH→ J k,n−k+1
dH→ . . .
dH→ J k,n−1 → 0.
We call this complex the translation invariant Rumin-de Rham complex
of degree k.
Proposition 3.1. The cohomology of the translation invariant Rumin-de
Rham complex vanishes, except at Ωk,0/Ik,0 and at J k,n−1, where the coho-
mology is isomorphic to ∧kV ∗.
The proof is analogous to [19], with [3, Lemma 2.5] replacing the Poincare´
lemma.
Let us describe the non-zero part of the cohomology more precisely. If
ω ∈ Ωk,0 with dHω = 0, then we may write dω = α ∧ ξ + dα ∧ ψ. We claim
that ω′ := ω−α∧ψ is d-closed. Indeed, dω′ = α∧ (ξ +dψ). Taking d once
more yields dα ∧ (ξ + dψ) ≡ 0 mod α. Symplectic linear algebra tells us
that ξ+dψ ≡ 0 mod α, and hence dω′ = 0. It is easy to check that ω′ only
depends on the class of ω in Ωk,0/Ik,0.
Let us write
ω′ =
∑
I
fIκI ,
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where κI ranges over a basis of ∧kV ∗ and where fI is a function on the
sphere. Since dω′ = 0, the functions fI are in fact constants, and we map
the Rumin cohomology class [ω] to
∑
I fIκI ∈ ∧
kV ∗.
Next, let ω ∈ J k,n−1. We may write
ω =
∑
I
κI ∧ τI ,
where κI ranges over a basis of ∧kV ∗ and τI ∈ Ωn−1(Sn−1). Now τI is exact
if and only if
∫
Sn−1
τI = 0, and the map which sends the cohomology class
[ω] to π∗ω =
∑
I κI
∫
Sn−1
τI ∈ ∧kV ∗ establishes an isomorphism.
Proposition 3.2. Let V be a euclidean vector space of dimension n. Let
ω ∈ Ωk,n−k−1 be primitive (i.e. dα ∧ ω = α ∧ τ for some τ), and such that
Dω = dω. Let f ∈ C∞(Sn−1). Define a translation invariant vector field
Xf on SV by the conditions
iXfα = 0 iXfdα = df.
Then
D(fω) = d(fω + α ∧ ξ) = fDω − α ∧ (iXf τ + dξ),
where ξ := iXfω ∈ Ω
k,n−k−2.
Proof. The existence of Xf follows by basic properties of contact mani-
folds: the first condition means that Xf belongs to the contact plane. Since
dα is non-degenerated on the contact plane, the second condition fixes Xf
uniquely.
Let us write
dα ∧ ω = α ∧ τ
for some form τ ∈ Ωk,n−k. This is possible by the assumption that ω is
primitive. Plugging Xf into this equation yields
df ∧ ω + dα ∧ ξ = −α ∧ iXf τ.
Now we compute
d(fω + α ∧ ξ) = df ∧ ω + fdω + dα ∧ ξ − α ∧ dξ
= −α ∧ iXf τ + fdω − α ∧ dξ.
This form is vertical, since dω is vertical by assumption. 
4. The kernel of the centroid map
Proof of Theorem 1, part (1). It is well-known and easy to prove that the
image of δk is in the kernel of M
1 for each 0 ≤ k ≤ n − 1, see [22, Lemma
2.9]. We have to prove the reverse inclusion.
Case k = 0 Let Φ ∈ Area0 be represented by the horizontal form ω ∈ Ω
0,n−1
and belong to the kernel of M1. Then ~yω defines the trivial tensor
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valuation, which implies by Theorem 2.2 that
∫
Sn−1
~yω = 0. We thus
find τi ∈ Ω
n−2(Sn−1) such that dτi = yiω. Then
α ∧ ω =
∑
i
dxi ∧ yiω =
∑
i
dxi ∧ dτi = −d
(∑
i
dxi ∧ τi
)
= Dφ,
where φ := −
∑
i dxi ∧ τi. Contracting with T yields ω = iTDφ,
hence Φ is in the image of the first variation map δ0 : Val1 → Area0.
Case 2 ≤ k ≤ n− 2 We will construct a map L1 : Valsmk ⊗V → Area
sm
k /imδk such that
L1 ◦M1 equals the projection from Areasmk to Area
sm
k /imδk. The
corresponding diagram is
0 // Valk+1
δk
// Areak
M1
//
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
Valk⊗V
L1

Areak /imδk
Obviously the existence of such a map implies the statement.
Let φ ∈ Valk ⊗V be represented by the form ωˆ ∈ Ω
k,n−k−1 ⊗ V .
Set
ρ := iTDωˆ ∈ Ω
k−1,n−k ⊗ V,
which only depends on φ but not on the choice of ωˆ.
Define
τ :=
1
k + 1
contr
∑
j
dxj · ej , ρ
 ∈ Ωk,n−k.
Since d(α∧ρ) = dDωˆ = 0 and dα∧α∧ρ = dα∧Dωˆ = 0, we obtain
that d(α∧τ) = 0 and dα∧α∧τ = 0. Hence α∧τ ∈ J k+1,n−k defines
a Rumin cohomology class, which is trivial by Proposition 3.1 (here
we use that k 6= 1). Hence α ∧ τ = dκ for some κ ∈ J k+1,n−k−1.
Put
ω := QiTκ ∈ Ω
k,n−k−1.
We define L1φ ∈ Areak /imδk to be the equivalence class of the
area measure presented by ω.
Let us first check that L1φ is well-defined. The choice of κ is not
unique: by Proposition 3.1, κ may be replaced by κ′ = κ + Dη for
some η ∈ Ωk+1,n−k−2 (here we use that k 6= n− 1).
We have
0 = dDη = d(α ∧ iTDη) = dα ∧ iTDη − α ∧ diTDη.
Contracting with T gives us diTDη = α ∧ iTdiTDη, hence diTDη
is vertical and QiTDη = iTDη. The area measure defined by ω
′ :=
QiTκ
′ differs from the area measure defined by ω by the area measure
defined by iTDη, which is in the image of δk.
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Let us next prove that L1 ◦M1 : Areak → Areak /imδk is just the
projection map.
Let ω ∈ Ωk,n−k−1 represent an area measure Φ. Adding suitable
multiples of α and dα, we may assume that dω = Dω and dα∧ ω =
α ∧ τ for some τ ∈ Ωk,n−k with iT τ = 0. Setting κ := α ∧ ω we
find that κ ∈ J k+1,n−k−1,dκ = α ∧ τ and ω = QiTκ. Since M
1Φ is
represented by ωˆ := ~yω, it only remains to prove that
τ ≡
1
k + 1
contr
∑
j
dxj · ej , iTD(~yω)
 mod α. (5)
To compute D(~yω), we use Proposition 3.2 and set ξ := iX~yω
where
X~y =
n∑
i=1
Xyiei = T~y −
∑
j
∂
∂xj
ej .
Then
dξ = d(iX~yω)
= d
~yiTω −∑
j
i ∂
∂xj
ωej

= d~y ∧ iTω + ~ydiTω −
∑
j
di ∂
∂xj
ωej .
Since ω is translation invariant and dω is vertical, we obtain that
di ∂
∂xj
ω = −i ∂
∂xj
dω (6)
= −i ∂
∂xj
(α ∧ iTdω) (7)
≡ −yjiTdω mod α. (8)
Plugging this into the above equation yields
dξ ≡ d~y ∧ iTω + ~ydiTω + ~yiTdω mod α.
Proposition 3.2 gives
D(~yω) = ~ydω − α ∧
(
iX~yτ + dξ
)
= α ∧
∑
j
i ∂
∂xj
τej − d~y ∧ iTω − ~ydiTω
 .
Putting
A1 :=
∑
j
i ∂
∂xj
τej , A2 := d~y ∧ iTω, A3 := ~ydiTω,
we thus have iTD(~yω) ≡ A1 −A2 −A3 mod α.
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Using (1), (2) and (3) we find
contr
∑
j
dxjej , A1
 =∑
j
dxj ∧ i ∂
∂xj
τ = kτ
contr
∑
j
dxjej , A2
 =∑
j
dxj ∧ dyj ∧ iTω = −dα ∧ iTω = −τ
contr
∑
j
dxjej , A3
 =∑
j
yjdxj ∧ diTω = α ∧ diTω.
It follows that
contr
∑
j
dxjej , iTD(~yω)
 ≡ (k + 1)τ mod α,
as claimed.
Case k = n− 1 We adapt the proof of the case 2 ≤ k ≤ n − 2. The condition
k 6= n− 1 was only used for well-definedness of L1. Using the same
notation, let us do this part separately. Define τ ∈ Ωn−1,1 as before.
Let κ, κ′ ∈ J n,0 be such that α ∧ τ = dκ = dκ′. We may write
κ = hdx1 ∧ . . . ∧ dxn, κ
′ = h′dx1 ∧ . . . ∧ dxn with h, h
′ ∈ C∞(Sn−1).
From d(κ−κ′) = 0 we infer that c := h−h′ is the constant function.
Set (again as before) ω := QiTκ, ω
′ := QiTκ
′.
We have
diT (κ− κ
′) = d
c∑
j
(−1)j+1dx1 ∧ . . . ∧ dxj−1 ∧ yj ∧ dxj+1 ∧ . . . ∧ dxn

= c
∑
j
dx1 ∧ . . . ∧ dxj−1 ∧ dyj ∧ dxj+1 ∧ . . . ∧ dxn.
It follows that
α ∧ diT (κ− κ
′) = c
∑
k
ykdxk ∧
∑
j
dx1 ∧ . . . ∧ dxj−1 ∧ dyj ∧ dxj+1 ∧ . . . ∧ dxn
= −c
∑
j
yjdyj ∧ dx1 ∧ . . . ∧ dxn
= 0.
Hence ω−ω′ = QiT (κ−κ
′) = iT (κ−κ
′) = ciT (dx1∧ . . .∧dxn). The
area measure defined by ω − ω′ therefore equals cSn−1 = δn−1c vol.
The rest of the proof is again the same as in the previous case.
Case k = 1 Again, we adapt the proof of the case 2 ≤ k ≤ n−2 and use the same
notations. The condition k 6= 1 was used in order to write α∧τ = dκ
for some κ. In the case k = 1, we have α ∧ τ ∈ J 2,n−1 and trivially
d(α∧ τ) = 0. However, since the cohomology does not vanish at this
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spot, we have to verify that π∗(α ∧ τ) =
∫
Sn−1
α ∧ τ = 0 ∈ ∧2V ∗
(see the discussion after Proposition 3.1).
Write ωˆ =
∑
i ωˆiei, ρ =
∑
i ρiei with ωi ∈ Ω
1,n−2, ρi ∈ Ω
0,n−1 =
Ωn−1(Sn−1). Then ρi = iTDωˆi. In other words: the area measure
represented by ρi equals the first variation map δ0 : Val1 → Area0 ap-
plied to the area measure represented by ωˆi. Hence its first moment
map vanishes, which by Theorem 2.2 implies that
∫
Sn−1
~yρi = 0.
Next, we have τ = 12
∑
i dxi∧ρi and therefore α∧τ =
1
2
∑
i,k dxk∧
dxiykρi. Since
∫
Sn−1
ykρi = 0 the claim follows. The rest of the proof
is again as before.

Let us give another interpretation of the theorem and its proof. Let
Φ ∈ Areak be such that M
1Φ = 0. The theorem tells us that Φ = δkµ for
some valuation µ ∈ Valk+1. Let us construct µ explicitly.
Let Φ be represented by a form ω ∈ Ωk,n−k−1(SV ). By changing ω
by multiples of α and dα, we may assume as above that Dω = dω and
dα ∧ ω = α ∧ τ for some τ ∈ Ωk,n−k. Since M1Φ = 0, we have D(~yω) = 0
and (5) implies that τ ≡ 0 mod α. We infer that
d(α ∧ ω) = dα ∧ ω − α ∧ dω = α ∧ τ − α ∧Dω = 0.
If k 6= 0, n − 1 then [3, Lemma 2.5] implies that α ∧ ω = dφ for some
φ ∈ Ωk+1,n−k−1(SV ). Then ω ≡ iTDφ mod α, i.e. Φ is the first variation
measure of the valuation µ represented by φ.
If k = 0 we have ω ∈ Ω0,n−1 and from M1Φ = 0 and Theorem 2.2 we
obtain that
∫
Sn−1
~yω = 0. Similarly as in the proof above this implies that
α ∧ ω is exact.
If k = n − 1, then α ∧ ω = hdx1 ∧ . . . ∧ dxn for some function h ∈
C∞(Sn−1). Since d(α∧ ω) = 0, this function equals a constant c. It follows
that ω ≡ ciT (dx1 ∧ . . . ∧ dxn) mod α, hence Φ is a multiple of the surface
area measure Sn−1, which equals the first variation measure of the volume.
As a final remark concerning part (1) of the theorem, we give an interpre-
tation in terms of curvature measures. To each ω ∈ Ωk,n−k−1, 0 ≤ k ≤ n− 1
one can associate a valuation Ψ with values in the space of signed measures
on V by
Ψ(K,β) :=
∫
nc(K)∩π−1β
ω, β ∈ B(V ).
Such valuations are called smooth translation invariant curvature measures
of degree k, the corresponding space is denoted by Curvk (compare [9]).
If we let Φ denote the area measure induced by ω, then the map Areak →
Curvk,Φ 7→ Ψ is a well-defined bijection [22].
There is a first variation map δk : Val
sm
k+1 → Curvk, see [7]. Our theorem
may be restated as follows:
A curvature measure Ψ ∈ Curvk is in the image of δk if and only if for
each compact convex body K with smooth boundary and outer unit normal
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vector field n we have∫
∂K
〈ξ, n〉dΨ(K, ·) = 0 ∀ξ ∈ V.
This follows from Theorem 1 and [22, Proposition 4.18].
5. Injectivity of higher moment maps
Proof of Theorem 1, part (2). Let 1 ≤ k ≤ n − 1 and r ≥ 2. We will con-
struct a map Lr : Valk ⊗ Sym
r V → Areak such that L
r ◦M r = id. Clearly
this implies the injectivity of M r.
We write ∂̂
∂yj
for the orthogonal projection of the vector field ∂
∂yj
on V ×V
onto SV = V × Sn−1. Explicitly we have ∂̂
∂yj
= ∂
∂yj
− yj
∑
a ya
∂
∂ya
.
Let us define maps
Ωk−1,n−k ⊗ Symr V
S
→ Ωk,n−k ⊗ V
R
→ Ωk,n−k−1
by
Sρˆ := contr
∑
j
dxjej · ~y
r−2, ρˆ

Rω :=
∑
j
contr(ej , i ∂̂
∂yj
ω).
Note that R applied to a multiple of α will again be a multiple of α.
Let φ ∈ Valk ⊗ Sym
r V be represented by the form ωˆ ∈ Ωk,n−k−1 ⊗
Symr V . Define
ω := −
2
r(r − 1)k(k + 1)
R ◦ SiTD(ωˆ) ∈ Ω
k,n−k−1
and let Lrφ ∈ Areak be the area measure presented by ω. This map is
obviously well-defined and we have to show that Lr ◦M r = id.
Let Φ ∈ Areak be given by the form ω ∈ Ω
k,n−k−1. Then M rΦ is given
by the form ωˆ := ~yrω.
Without loss of generality, we may assume that dω = Dω and that dα ∧
ω = α ∧ τ for some τ ∈ Ωk,n−k with iT τ = 0. We apply Proposition 3.2 to
the Symr V -valued function f := ~yr. We compute
X~yr = r~y
rT − r
∑ ∂
∂xj
ej~y
r−1
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and hence
dξ = d(iX~yrω)
= rd
~yriTω −∑
j
i ∂
∂xj
ωej~y
r−1

= r2d~y · ~yr−1 ∧ iTω + r~y
rdiTω − r
∑
j
di ∂
∂xj
ωej~y
r−1
− (−1)nr(r − 1)
∑
j
i ∂
∂xj
ω ∧ d~yej~y
r−2.
Plugging (8) into the above equation yields
dξ ≡ r2d~y · ~yr−1 ∧ iTω + r~y
rdiTω + r~y
riTdω
+ (−1)n−1r(r − 1)
∑
j
i ∂
∂xj
ω ∧ d~yej~y
r−2 mod α.
Proposition 3.2 gives us
Dωˆ = ~yrdω − α ∧
(
iX~yr τ + dξ
)
= ~yrdω + rα ∧
(∑
j
i ∂
∂xj
τej~y
r−1 − rd~y · ~yr−1 ∧ iTω − ~y
rdiTω
− ~yriTdω + (−1)
n(r − 1)
∑
j
i ∂
∂xj
ω ∧ d~yej~y
r−2
)
= (1− r)~yrdω + rα ∧
(∑
j
i ∂
∂xj
τej~y
r−1 − rd~y · ~yr−1 ∧ iTω
− ~yrdiTω + (−1)
n(r − 1)
∑
j
i ∂
∂xj
ω ∧ d~yej~y
r−2
)
.
Putting
A0 := ~y
riTdω
A1 :=
∑
j
i ∂
∂xj
τej~y
r−1
A2 := d~y · ~y
r−1 ∧ iTω
A3 := ~y
rdiTω
A4 :=
∑
j
i ∂
∂xj
ω ∧ d~yej · ~y
r−2
we thus have
iTD(ωˆ) = (1−r)A0+rA1−r
2A2−rA3+(−1)
nr(r−1)A4 ≡ 0 mod α. (9)
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Taking into account (1), (2), (3) we compute
SA0 = contr
∑
j
dxjej , ~y
2iTdω
 ≡ 0 mod α,
SA1 = contr
∑
j
dxjej ,
∑
j
i ∂
∂xj
τej · ~y
 ≡ 1
2
kτ~y mod α,
SA2 = contr
∑
j
dxjej ,d~y · ~y
 ∧ iTω
≡ −
1
2
dα ∧ iTω · ~y mod α,
≡ −
1
2
τ · ~y mod α,
SA3 = contr
∑
j
dxjej , ~y
2diTω
 ≡ 0 mod α,
SA4 = contr
∑
j
dxjej ,
∑
j
i ∂
∂xj
ω ∧ d~yej

=
1
2
(∑
dxj ∧ i ∂
∂xj
ω ∧ d~y + dxa ∧ i ∂
∂xj
ω ∧ dyaej
)
=
1
2
kω ∧ d~y +
1
2
(−1)n−1dα ∧
∑
j
i ∂
∂xj
ωej .
On the other hand, we have∑
j
i ∂
∂xj
(dα ∧ ω) · ej = (−1)
nω ∧ d~y + dα ∧
∑
j
i ∂
∂xj
ωej
and ∑
j
i ∂
∂xj
(α ∧ τ) · ej = τ~y − α ∧
∑
j
i ∂
∂xj
τej .
Since the left hand sides agree (recall that dα ∧ ω = α ∧ τ), we obtain that
(−1)n−1dα ∧
∑
j
i ∂
∂xj
ωej ≡ (−1)
n−1τ~y + ω ∧ d~y mod α.
It follows that
SiTDωˆ ≡
r(k + 1)
2
τ~y + (−1)n
r(r − 1)(k + 1)
2
ω ∧ d~y mod α.
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Since
R(τ~y) =
∑
j
i
∂̂
∂yj
τyj = 0,
R(ω ∧ d~y) =
∑
j
(
i
∂̂
∂yj
ω ∧ dyj + (−1)
n−1ω ∧ i
∂̂
∂yj
dyj
)
= (−1)n
∑
j
dyj ∧ i ∂̂
∂yj
ω + (−1)n−1(n− 1)ω
= (−1)n(n− k − 1)ω + (−1)n−1(n− 1)ω
= (−1)n+1kω,
we find
R ◦ SiTDωˆ ≡ −
r(r − 1)k(k + 1)
2
ω mod α.
The definition of Lr thus implies that Lr ◦M rΦ = Φ. 
6. Dual area measures and local additive kinematic formulas
Let V be an oriented euclidean vector space of dimension n. The space
Ωn−1 of translation invariant (n− 1)-forms on SV is endowed with its usual
Fre´chet topology of uniform convergence on compact subsets of all partial
derivatives. We have a surjection Ωn−1 → Area and endow the latter space
with the quotient topology.
Let Area∗ be the dual space to Area. We call elements of Area∗ dual area
measures. The globalization map glob : Area → Val induces an inclusion
glob∗ : Val∗ → Area∗.
Since the space Area is identified with the quotient of the space of trans-
lation invariant differential (n− 1)-forms on the sphere bundle by the ideal
generated by α and dα, the dual space Area∗ consists of all translation
invariant (n − 1)-currents which are Legendrian, i.e. vanish on the ideal
〈α,dα〉. The subspace Val∗ is simply the space of such currents which are in
addition closed (i.e. cycles in the terminology of geometric measure theory).
Let ∗1 : Ω
∗(SV )tr → Ω∗(SV )tr be the linear operator from [6]. It is
defined by the condition
∗1(ρ1 ∧ ρ2) = (−1)
(n−k2 ) ∗ ρ1 ∧ ρ2,
where ρ1 ∈ ∧kV ∗, ρ2 ∈ Ω∗(Sn−1) and where ∗ : ∧kV ∗ → ∧n−kV ∗ denotes
the usual Hodge star operator.
Lemma 6.1. The space
J n,tr := {τ ∈ Ωn(SV )tr : α ∧ τ = 0,dα ∧ τ = 0}
is closed under the operation
τ1 ∗ τ2 := ∗
−1
1 (∗1τ1 ∧ ∗1τ2).
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Proof. It is easily checked that α ∧ τ = 0 ⇐⇒ iT ∗1 τ = 0 and dα ∧ τ =
0 ⇐⇒ LT ∗1 τ = 0. If ∗1τ = ∗1τ1 ∧ ∗1τ2 with τ1, τ2 ∈ J
n,tr, then
iT ∗1 τ = (iT ∗1 τ1) ∧ ∗1τ2 ± ∗1τ1 ∧ (iT ∗1 τ2) = 0 and LT ∗1 τ = (LT ∗1 τ1) ∧
∗1τ2 + ∗1τ1 ∧ (LT ∗1 τ2) = 0. 
Given a translation invariant (2n − 1)-form ρ on SV , π∗ρ ∈ Ω
n(V ) is
translation invariant, hence a multiple of the volume form. We will denote
the factor by
∫
ρ. Note that
∫
ρ is independent of the orientation of V (since
the orientation affects the fiber integration but also the volume form).
Definition 6.2. A dual area measure L ∈ Area∗ is called smooth if there
exists τ ∈ J n,tr such that
〈L,Φ〉 =
∫
ω ∧ τ,
whenever ω ∈ Ωn−1(SV )tr represents Φ ∈ Area. The space of smooth dual
area measures is denoted by Area∗,sm.
We note that ω is unique up to multiples of α and dα. Since τ vanishes
on such multiples, ω ∧ τ is uniquely defined. Note also that, by Poincare´
duality, for L ∈ Area∗,sm, the form τ is unique. Since a change of orientation
of V results in changing the sign of the form ω representing a fixed smooth
area measure, the same holds true for τ .
Definition 6.3. Let L1, L2 ∈ Area
∗,sm be represented by forms τ1, τ2 ∈
J n,tr. Then we define L1 ∗ L2 ∈ Area
∗,sm as the smooth dual area measure
represented by τ1 ∗ τ2 = ∗
−1
1 (∗1τ1 ∧ ∗1τ2) ∈ J
n,tr.
Let us check that L1 ∗ L2 is independent of the choice of an orientation.
Reversing the orientation of V results in changing signs in τ1, τ2. Since ∗1
also depends on the orientation and appears three times in the definition of
τ1 ∗ τ2, this form changes its sign as required.
Lemma 6.4. Let G be a transitive group. Then the transposed of the inclu-
sion AreaG ⊂ Area restricts to a surjective map
qG : Area
∗,sm → AreaG∗ .
Proof. The map
(Ωn−1/In−1)G ⊗ JGn → R, ω ⊗ τ 7→
∫
ω ∧ τ
is a non-degenerate pairing by Poincare´ duality. In other words, given
l ∈ AreaG∗ we find τ ∈ J Gn with l(Φ) =
∫
ω ∧ τ whenever Φ ∈ AreaG
is represented by ω. Then the smooth dual area measure L represented by
τ restricts to l, as claimed. 
Proof of Theorem 2. Let A : AreaG → AreaG⊗AreaG be the local additive
kinematic formula and A∗ : AreaG∗⊗AreaG∗ → AreaG∗ its adjoint. We
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want to show that the following diagram commutes.
Area∗,sm⊗Area∗,sm
qG⊗qG

∗
// Area∗,sm
qG

AreaG∗⊗AreaG∗
A∗
// AreaG∗
We need some notation from [10, 21]. We let Valsm,r := Valsm⊗ Symr V
and Valr,G := (Val⊗ Symr V )G. Elements of Valsm,r are called smooth
tensor valuations of rank r. By [10], there are additive kinematic formulas
ar1,r2 : Valr1+r2,G → Valr1,G⊗Valr2,G
such that
ar1,r2(Φ)(K,L) =
∫
G
(id⊗r1 ⊗ g⊗r2)Φ(K + g−1L)dg.
There is a natural perfect bilinear pairing Valsm,r⊗Valsm,r → R: contract
the tensor part and take the lowest degree part of the convolution of the
valuation parts (see [10] for details). We thus obtain for transitive G a map
p̂d
r
: Valr,G → (Valr,G)∗.
In [10, Theorem 3.2] and [21, Prop. 4.7] it was shown that the following
diagram commutes
AreaG
A
//
Mr1+r2

AreaG⊗AreaG
Mr1⊗Mr2

Valr1+r2,G
ar1,r2
//
p̂d
r1+r2

Valr1,G⊗Valr2,G
p̂d
r1
⊗p̂d
r2

(Valr1+r2,G)∗
c∗G
// (Valr1,G)∗ ⊗ (Valr2,G)∗
Let us describe the map p̂d
r
◦M r : AreaG →
(
Valr,G
)∗
. Let Φ ∈ AreaG
be given by the differential form ω ∈ Ωn−1. Let µ ∈ Valr,G be given by the
form ω′ ∈ Ωn−1⊗Symr V . Then, by definition ofM r and by [21, Prop. 4.2.]
〈p̂d
r
◦M rΦ, µ〉 =
∫
ω ∧ contr(~yr,Dω′). (10)
Dualizing the above diagram yields the commutative diagram
AreaG∗ AreaG∗⊗AreaG∗
A∗
oo
Valr1+r2,G
(p̂d
r1+r2
◦Mr1+r2 )∗
OO
Valr1,G⊗Valr2,G
cG
oo
(p̂d
r1
◦Mr1 )∗⊗(p̂d
r2
◦Mr2)∗
OO
Let µi ∈ Val
ri,G, i = 1, 2 be represented by forms ω′i ∈ Ω
n−1 ⊗ Symri V .
By (10), the dual area measure Li := (p̂d
ri
◦M ri)∗µi is represented by the
form τi := contr(~y
ri ,Dω′i) ∈ Ω
n.
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By [21, Eq. (43)], the convolution product µ1 ∗ µ2 is represented by the
form
ω′ := ∗−11 (∗1ω
′
1 ∧ ∗1Dω
′
2) ∈ Ω
n−1 ⊗ Symr1+r2 V,
where we wedge the form part and take symmetric product in the tensor
part. Consequently, the dual area measure
L := A∗(L1 ⊗ L2) = (p̂d
r1+r2
◦M r1+r2)∗(µ1 ∗ µ2)
is represented by the form
τ := contr(~yr1+r2 ,Dω′).
We have
Dω′ = ∗−11 (∗1Dω
′
1 ∧ ∗1Dω
′
2) ∈ Ω
n ⊗ Symr1+r2 V.
Since ∗1 acts componentwise, we have
∗1τi = contr(~y
ri , ∗1Dω
′
i),
and hence, using (3),
∗1τ1 ∧ ∗1τ2 = contr(~y
r1 , ∗1Dω
′
1) ∧ contr(~y
r2 , ∗1Dω
′
2)
= contr(~yr1+r2 , ∗1Dω
′
1 ∧ ∗1Dω
′
2)
= ∗1τ.
By the definition of the convolution product on dual area measures we
obtain that L = L1 ∗ L2.
Taking into account that p̂d
r
is an isomorphism for each r, this shows
that whenever L1 ∈ Area
G∗ is in the image of (M r1)∗ and L2 ∈ Area
G∗ is in
the image of (M r2)∗, then A∗(L1 ⊗ L2) = L1 ∗ L2.
Let us take r1 = r2 := 2. By Theorem 1, M
2 : AreaGk → Val
2,G
k is
injective for k ≥ 1. Since AreaG0 is spanned by the volume measure on
the sphere whose second moment is non-zero, this map is still injective for
k = 0. Hence (M2)∗ : (Val2,G)∗ → AreaG∗ is surjective, which implies that
A∗(L1 ⊗ L2) = L1 ∗ L2 for all L1, L2 ∈ Area
G∗. This finishes the proof. 
7. Local additive kinematic formulas in hermitian integral
geometry
Let us first introduce some notation taken from [7]. Let V := Cn be a
hermitian vector space of dimension n. We use coordinates zj = xj+iyj, j =
1 . . . , n on V and associated coordinates ζj = ξj+iηj with
∑n
j=1(ξ
2
j+η
2
j ) = 1
on S2n−1.
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Define 1-forms
α :=
n∑
j=1
(ξjdxj + ηjdyj) ∈ Ω
1,0,
β :=
n∑
j=1
(ξjdyj − ηjdxj) ∈ Ω
1,0,
γ :=
n∑
j=1
(ξjdηj − ηjdξj) ∈ Ω
0,1.
Let
θ1 := dβ, θ0 :=
1
2
dγ, θ2 :=
∑
j
dxj ∧ dyj.
With the constant
cn,k,q :=
1
q!(n− k + q)!(k − 2q)!ω2n−k
(11)
we put
βk,q := cn,k,qβ ∧ θ
n−k+q
0 ∧ θ
k−2q−1
1 ∧ θ
q
2, max{0, k − n} ≤ q <
k
2
< n,
γk,q :=
cn,k,q
2
γ ∧ θn−k+q−10 ∧ θ
k−2q
1 ∧ θ
q
2, max{0, k − n+ 1} ≤ q ≤
k
2
< n.
Together with the symplectic form θs := −dα, these forms generate the
algebra of all U(n)-invariant forms on SV .
We let Bk,q,Γk,q be the area measures induced by these forms and B :=
span{Bk,q} ⊂ Area
U(n),Γ := span{Γk,q} ⊂ Area
U(n).
The next proposition generalizes [21, Lemma 6.1].
Proposition 7.1. Let B∗ = span{B∗k,q},Γ
∗ = span{Γk,q}. Then
B∗ ∗B∗ = {0}, B∗ ∗ Γ∗ ⊂ B∗,Γ∗ ∗ Γ∗ ⊂ Γ∗.
In terms of local additive kinematic formulas, this means that
A(Γk,q) ⊂ Γ⊗ Γ,
A(Bk,q) ⊂ B ⊗ Γ + Γ⊗B.
Proof. Let us write
θ˜0 := θ0,
θ˜1 := θ1 − α ∧ γ,
θ˜2 := θ2 − α ∧ β,
θ˜s := θs − β ∧ γ.
Let (x, v) ∈ SV be a fixed point. Then
T(x,v)SV = TxV ⊕ TvS
2n−1 = Rx⊕ Rix⊕W ⊕ Rix⊕W,
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where W ⊂ V is the hermitian orthogonal complement of Rx. The space of
U(n)-invariant forms can be identified with the space of U(n − 1)-invariant
elements in ∧∗T ∗(x,v)SV , where U(n − 1) is the stabilizer of v. We may
decompose
(∧∗T ∗(x,v)SV )
U(n−1) = ∧∗(Rx⊕ Rix⊕ Rix)⊗∧∗(W ⊕W )U(n−1).
The first factor is generated by α, β, γ, while the second factor is generated
by θ˜0, θ˜1, θ˜2, θ˜s.
Since multiples of α and of θs induce the trivial area measure, any form
β ∧Θ, where Θ is a polynomial in θ˜0, θ˜1, θ˜2, θ˜s of total degree 2n− 2 induces
an area measure in B. Similarly, any form γ ∧ Θ induces an area measure
in Γ.
Let L ∈ AreaU(n)∗ be represented by a form τ ∈ J 2n,tr as in Definition
6.2. Since α ∧ τ = 0, we may write τ = α ∧ τ˜ for some (2n − 1)-form τ˜
with iT τ˜ = 0. Since β, γ are 1-forms, while the forms θ˜ are all 2-forms,
τ˜ = β ∧Θ1 + γ ∧Θ2 for some polynomials Θ1,Θ2 in the θ˜.
If L ∈ B∗, then L annihilates every Γk,q. It follows that
∫
γ ∧Θ ∧ α ∧ (β ∧Θ1 + γ ∧Θ2) = 0
for every choice of Θ. Poincare´ duality implies that Θ1 = 0, hence τ is
divisible by γ. Similarly, if L ∈ Γ∗, then τ is divisible by β. The reverse
implications hold trivially.
Take now L1, L2 ∈ B
∗, represented by forms τ1, τ2 as above. Then τ1, τ2
are both divisible by γ. Since ∗1 act only on the base part of a form,
∗1τ1, ∗1τ2 are also divisible by γ and hence τ1 ∗ τ2 = ∗
−1
1 (∗1τ1 ∧ ∗1τ2) = 0.
This shows that B∗ ∗B∗ = {0}.
Next, take L1 ∈ B
∗, L2 ∈ Γ
∗. Then τ1 is divisible by γ, and then also
τ1 ∗ τ2 is divisible by γ, which shows that L1 ∗ L2 ∈ B
∗.
Finally, let L1, L2 ∈ Γ
∗. Then τ1, τ2 are divisible by α∧β, hence ∗1τ1, ∗1τ2
are in the algebra generated by γ and the θ˜’s. Since the degrees of ∗1τ1, ∗1τ2
are even, γ will in fact not appear. The wedge product ∗1τ1 ∧ ∗1τ2 is also
in the algebra generated by the θ˜’s, and taking ∗−11 gives us a form which is
divisible by β, i.e. an element of Γ∗. 
Definition 7.2. On the algebra Ω∗(SV )U(n) we introduce an algebra iso-
morphism J which acts on the basis elements by
Jα = α, Jβ = γ, Jγ = −β, Jθ˜0 = θ˜0, Jθ˜1 = θ˜1, Jθ˜2 = θ2, Jθ˜s = θ˜s.
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Since J fixes α and dα, J induces complex structures on AreaU(n) and on
AreaU(n)∗. Explicitly,
JBk,q =
2cn,k,q
cn,k−1,q
Γk−1,q, max{0, k − n} ≤ q <
k
2
< n,
JΓk,q = −
cn,k,q
2cn,k+1,q
Bk+1,q, max{0, k − n+ 1} ≤ q ≤
k
2
< n,
J∗B∗k,q = −
cn,k−1,q
2cn,k,q
Γ∗k−1,q, max{0, k − n} ≤ q <
k
2
< n,
J∗Γ∗k,q =
2cn,k+1,q
cn,k,q
B∗k+1,q, max{0, k − n+ 1} ≤ q ≤
k
2
< n.
Lemma 7.3. Let τ ∈ (J k,2n−k)U(n) be divisible by β. Then
∗1Jτ = β ∧ γ ∧ ∗1τ.
Proof. We may assume that τ is of the form τ = β ∧ ρ1 ∧ ρ2, with ρ1 ∈
∧k−1V ∗, ρ2 ∈ Ω2n−k(S2n−1). Then
β ∧ γ ∧ ∗1τ = (−1)
(2n−k2 )β ∧ γ ∧ ∗(β ∧ ρ1) ∧ ρ2
= (−1)(
2n−k
2 )+kβ ∧ ∗(β ∧ ρ1) ∧ γ ∧ ρ2.
On the other hand side,
∗1Jτ = ∗1(γ ∧ ρ1 ∧ ρ2)
= (−1)k−1 ∗1 (ρ1 ∧ γ ∧ ρ2)
= (−1)(
2n−(k−1)
2 )+k−1 ∗ ρ1 ∧ γ ∧ ρ2.
The statement now follows from β ∧ ∗(β ∧ ρ1) = (−1)
k−1 ∗ ρ1 and a careful
checking of signs. 
Lemma 7.4. (1) J∗(L1 ∗ L2) = J
∗L1 ∗ L2 = L1 ∗ J
∗L2 if L1, L2 ∈ Γ
∗.
(2) J∗L1 ∗ J
∗L2 = −L1 ∗ L2 if L1 ∈ Γ
∗, L2 ∈ B
∗.
Proof. We use the notation from the proof of Proposition 7.1. Let L ∈
AreaU(n)∗ be represented by a form τ ∈ J 2n. A small computation reveals
that J∗L is represented by −Jτ .
Let L1, L2 ∈ Γ
∗ be represented by τ1, τ2. Then τ1 and τ2 are divisible by
β. Set τ := ∗−11 (∗1τ1∧∗1τ2), this form represents L1∗L2. Then τ is divisible
by β and Lemma 7.3 implies that
−Jτ = − ∗−11 (β ∧ γ ∧ ∗1τ)
= − ∗−11 ((β ∧ γ ∧ ∗1τ1) ∧ ∗1τ2)
= ∗−11 (∗1(−Jτ1) ∧ ∗1τ2).
The form on the left hand side represents J(L1 ∗L2), while the form on the
right hand side represents J∗L1 ∗ L2. This proves J
∗(L1 ∗ L2) = J
∗L1 ∗ L2.
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Changing the roles of L1 and L2 and using that the convolution product is
commutative yields J∗L1 ∗ L2 = L1 ∗ J
∗L2.
If L1 ∈ Γ
∗, L2 ∈ B
∗, then J∗L2 ∈ Γ
∗ and hence
J∗L1 ∗ J
∗L2 = L1 ∗ (J
∗)2L2 = −L1 ∗ L2.

Proof of Theorem 3. Let max{0,m − n + 1} ≤ r ≤ m2 < n. By Proposition
7.1, we have A(Γm,r) ∈ Sym
2 Γ, i.e. we may write
A(Γm,r) =
∑
c˜m,rk,q,l,pΓk,q ⊗ Γl,p
for some constants with c˜m,rk,q,l,p = c˜
m,r
l,p,k,q. Globalizing yields
a(µm,r) =
∑
c˜m,rk,q,l,pµk,q ⊗ µl,p,
and comparison of coefficients with the global additive kinematic formula
shows that c˜m,rk,q,l,p = c
m,r
k,q,l,p for all k, q, l, p. As a side remark, it follows from
this argument that cm,rk,q,l,p = 0 if k − q = n or l − p = n. This seems to be a
non-trivial new fact about the global formulas.
Next, let max{0,m − n} ≤ r < m2 < n. We want to show that
A(Bm,r) = −(J ⊗ id + id⊗ J) ◦ A(JBm,r).
Both sides of the equation belong to (B ⊗ Γ + Γ ⊗ B) ∩ Sym2AreaU(n).
Therefore it is enough to check that B∗k,q ⊗ Γ
∗
l,p yields the same value on
both sides. For this, we compute
〈A(Bm,r), B
∗
k,q ⊗ Γ
∗
l,p〉 = 〈Bm,r, B
∗
k,q ∗ Γ
∗
l,p〉
= −〈Bm,r, J
∗(J∗B∗k,q ∗ Γ
∗
l,p)〉
= −〈JBm,r, J
∗B∗k,q ∗ Γ
∗
l,p〉
and
〈(J ⊗ id + id⊗ J)A(JBm,r), B
∗
k,q ⊗ Γ
∗
l,p〉
= 〈A(JBm,r), J
∗B∗k,q ⊗ Γ
∗
l,p +B
∗
k,q ⊗ J
∗Γ∗l,p〉
= 〈JBm,r, J
∗B∗k,q ∗ Γ
∗
l,p +B
∗
k,q ∗ J
∗Γ∗l,p︸ ︷︷ ︸
=0
〉.

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