ABSTRACT Anesthesia signal monitoring is a very important indicator in surgery, and the effective monitoring of anesthesia depth has been the goal of anesthesiologists and biomedical engineering experts in recent decades. First, the wavelet transform method is used to analyze the anesthesia monitoring EEG signals, and the extracted features are clustered by wavelet classifier to estimate the depth of anesthesia. Second, the characteristics of eigenvectors are constructed by a singular value decomposition based on wavelet transform coefficients. The extraction method extracts the characteristics of the mid-latency auditory evoked EEG under anesthesia. Finally, this paper collected a large amount of clinical data and established a clinical database of anesthesia depth. The experimental results show the effectiveness of the method.
I. INTRODUCTION
Anesthesia is an indispensable key link in modern clinical surgery. Anesthesia is to make patients temporarily lose consciousness and consciousness through drugs, control patients' response to nociceptive stimulation, and achieve the purpose of painless. Too deep or too low anesthesia will bring physical or mental harm to patients [1] - [3] . Too deep anesthesia will lead to many adverse reactions, such as bradycardia, hypotension, hypoxemia, respiratory depression and venous congestion. Anesthesia is too shallow to increase the stress response, easy to occur intraoperative knowledge and other injuries. At present, mature anesthesia depth monitor in the market has been occupied by several foreign companies, such as BIS monitor of Aspect company. Domestic companies mostly use foreign technology, such as mindray. High cost and poor general applicability. It is of great significance to develop an in-depth anesthesia monitoring system with independent intellectual property rights to improve China's high-end monitoring products and reduce medical costs.
Electrical (EEG) is a group of nerve cells in cerebral cortex synaptic potential comprehensive reflection of the change, is the external performance of brain activity. Wang and Li [4] The associate editor coordinating the review of this manuscript and approving it for publication was Victor Hugo Albuquerque.
introduced an EGG has the advantage of reflecting the consciousness activity and non-invasive characteristics, but the EEG signal is very weak, vulnerable to a variety of noise interference, in general, probably only 50 uv, amplitude between 5-200 -u V, Qiao and Peng [5] the EEG signal frequency is low, generally between 0.5-35 hz, the EEG signal is multidimensional random signal, has the characteristics of nonlinear and non-stationary. Anesthesia depth is a very important index in surgery, effective on the depth of anesthesia monitoring has been the pursuit goal of the anesthesiologist and biomedical engineering experts. Nguyen et al. [6] , Li et al. [7] , Nguyen-Ky et al. [8] , and Nguyen-Ky [9] using induced spontaneous EEG (EEG) and brain electrical (EP) as a basis for the monitoring of anesthetic depth got the attention of the experts, which induce the real-time monitoring of EEG has important significance in clinical, so rely on auditory evoked EEG of auditory stimuli (AEP) can be used as a judgment on the basis of anesthesia depth, And the incubation period of induced electrical (Mid -Latency Auditory Evoked Potentials, MLAEP) individual differences in awake state is very small, and correlated with surgical stimulation change. Liu et al. [10] using wavelet transform method of anesthesia monitoring eeg signals is analyzed, based on structure characteristics of the singular value decomposition of wavelet transform coefficient vector in the feature extraction method to extract the anesthesia of Latency Auditory Evoked brain electrical characteristics, using BP network classifier to extract characteristics of clustering, so as to realize the estimation of depth of anesthesia, AD work algorithm calculated value with this thesis selected reference value provided by the equipment the BIS compare analysis, but the BIS sensors used in the domestic price expensive. BIS [7] , first of all, based on EEG signal through the signal preprocessing to remove artifact, get better quality EEG signals, and break it down into small units, 2 s clock and statistical analysis of the small unit and tags to calculate explosion suppression ratio (SR). Then EEG signal quantization, combined with EEG signal characteristics through complex operations to get BIS index. For this method, the computation is very complex and the computation is very large. Entropy is often applied to the collection and processing of bioelectric signals in medicine. Quan et al. [11] suggested that entropy is essentially a measurement of EEG and FEMG signals, especially their irregularity. Entropy is related to the state of anesthesia depth. The higher the entropy is, the more irregular the EEG and FEMG are, and the patient is awake. The lower the entropy is, the more regular the EEG and FEMG are, and the patient will enter the anesthesia state. Biggest shortage is the mature of the current the depth of anesthesia monitoring technology are related companies from Europe and the United States, its validation crowd mainly for European and American people, for the Chinese and Asian people disadvantages and application of the validation of the risk, in addition, the commercialization of the application of relevant technology cost is too high, is not conducive to the domestic popularization and application.
Against the above, this paper uses the wavelet transform method of anesthesia monitoring EEG signals is analyzed, using wavelet classifier to extract the characteristics of clustering, so as to realize the estimation of depth of anesthesia, secondly, based on structure characteristics of the singular value decomposition of wavelet transform coefficient vector in the feature extraction method to extract the anesthesia of latency auditory evoked brain electrical characteristics. Finally, a large number of clinical data are collected and a clinical database of anesthesia depth is established. The simulation results show that the method is effective.
II. WAVELET TRANSFORM FEATURE EXTRACTION ALGORITHM
Wavelet transform theory [13] - [17] is a time-frequency analysis method gradually developed in the 1980s, with multi-resolution analysis and so on. After years of development, wavelet transform has been widely used in many fields such as image processing, voice processing, and equipment fault diagnosis due to its unique advantages. Influenced by the characteristics of wavelet filter, the standard wavelet algorithm has defects such as coefficient distortion. In order to further improve its analysis accuracy, the wavelet transform algorithm will be deeply studied.
A. FEATURE EXTRACTION METHOD BASED ON SINGULAR VALUE DECOMPOSITION OF WAVELET TRANSFORM COEFFICIENT
The continuous wavelet transform of the square integrable function is defined as:
In the above equation, a is the scale parameter, which determines the frequency of the decomposition signal; b is the positioning parameter, x(t) is the scale function, ϑ is the position function, which determines the time position of the approximation signal. It can be seen from equation (1) that the continuous wavelet transform is a continuous mapping from a one-dimensional function space to a two-dimensional function space, and the time function is subjected to wavelet transform to obtain a function WT(a, b) having a timefrequency characteristic, thereby enabling Time-frequency analysis of time domain signals.
In continuous wavelet transform is due to scale parameters. And the time parameter b are continuously changed, so that the wavelet function family has a large correlation, so the continuous wavelet transform coefficient of the function contains redundant information. In most cases, we hope to try to avoid the original information without losing the original information. Reduce the redundancy of WT (a, b). The usual approach is to scale parameters. And the time parameter b is discretized, and the wavelet transform coefficient value of the function c jk , U on (a, b) discrete point pairs is obtained according to Equation 2
Obviously, by wavelet transforming the signal, the obtained wavelet coefficients have both time and frequency domain characteristics, and the two-dimensional expression matrix of the signal in time-scale space can be obtained. These wavelet coefficients can be used as the main features of signal recognition. After wavelet transform, the wavelet coefficients of the signal could not be directly used as feature quantities, because although they contain all the information of the signal, the data volume is too large, which is not convenient for online identification of the signal. In order to effectively classify and identify the signal, it must be further extracted from it. The feature is to realize the dimensionality reduction of the pattern by constructing the feature vector to improve the efficiency of the pattern classifier. The singular value of the matrix is a feature inherent in the matrix, and the singular value decomposition has been widely used in linear prediction, order determination in system identification, In signal processing applications such as parameter extraction, the singular value decomposition technique provides an effective and stable feature extraction method for pattern recognition because the singular value of the matrix has very good stability and rotation and scale invariance. Used is to classify surface EMG signals [18] - [21] .
Based on these superior characteristics of singular values, we extract the singular values of the wavelet transform coefficient matrix of the MLAEP signal to construct the feature vector. The length of the MLAEP signal is 200 points in the calculation, and the wavelet coefficients when the scale is a =2, 4, 8, 16, get a coefficient matrix of size 4 * 200. To achieve automatic monitoring of anesthesia depth, the extracted features must also be clustered to obtain the depth of anesthesia corresponding to MLAEP under anesthesia. The BP neural network based on LI algorithm is more mature, and solves the local minimum problem and training of traditional BP network. paralysis and long training time, with the nonlinear clustering performance of neural networks in the pattern recognition space to form various complex decision surfaces, which are less sensitive and adaptive to the incomplete or characteristic defects of the input mode information. It is convenient to combine other more important parameters such as blood pressure and heart rate for anesthesia depth clustering. Therefore, we choose 4 − 3 − 1 BP network based on LM algorithm, and take the eigenvector of the singular value decomposition structure of wavelet transform coefficient as The input of the BP network, the output of the neural network is the depth of anesthesia. In this experiment, the depth of anesthesia is divided into two levels, namely, deep anesthesia and shallow anesthesia (represented by 1 and 0 respectively), and anesthetic is used. After that, if it can respond to the stimulus, it becomes shallow anesthesia. Otherwise, it is called deep anesthesia.
Induced EEG simulation signals under deep intoxication and shallow anesthesia is shown in Figure 2 , where mainly noise reduction pretreatment, an appropriate increase in the original signal to noise ratio, to improve the recognition rate. Dividing the depth of anesthesia into two levels, namely deep anesthesia and shallow anesthesia Don't use 1 and 0.) After using an anesthetic, if you can stimulate it, you can also produce it. Health response, it becomes shallow anesthesia, otherwise known as deep anesthesia. Specific basis Anesthesia depth clustering system based on singular value decomposition of wavelet transform coefficients The preprocessing in the system is mainly denoising, and the original is appropriately improved. Signal signal to noise ratio to improve system recognition rate. In the MLAEP algorithm, using the idea of multi-resolution analysis, the signal is projected onto a subspace of a set of mutually orthogonal wavelet functions. It can be seen from the analysis process of the wavelet transform algorithm that in the MLAEP algorithm, only the wavelet part of the approximate part of the signal, that is, the low frequency part, is decomposed at a time, and the wavelet part of the high-frequency part of the detail part remains unchanged. Perform a decomposition operation. Since the scale is binary-variant, the frequency resolution is directly proportional to it, so the frequency resolution of the high-frequency part is relatively poor. The binary wavelet packet decomposition algorithm of the signal f (n) is defined as:
In the above formula, k stands for binary-variant, d stands for the frequency resolution function, and f(t) stands for the signal function. After the variable substitution, it is equivalent to
In the above equation, h and ϑ indicate shallow anesthesia in the depth of anesthesia and mid-latency hearing in deep anesthesia Evoked EEG signal. It can be seen from the above decomposition that for the signal f(t), its high frequency part affects the high frequency layer 1 of the wavelet decomposition, and the low frequency part affects the deepest layer of the wavelet decomposition and its low frequency layer, high frequency coefficient. The magnitude of the attenuation decays rapidly as the decomposition level increases, and the variance of the high-frequency coefficients also decays quickly.
According to the sampling frequency fs of the original signal and the time-frequency characteristic of the midlatency auditory evoked EEG signal, the corresponding low frequency component and high frequency component are retained, and the remaining frequency components are set to 0. Assuming the original signal f(t), The lowest frequency component is 0, and the highest frequency component is 1. The frequency distribution bands of the extracted high frequency signals and low frequency signals of each layer are shown in Table 1 .
The low-frequency coefficients of the fifth layer decomposed by the wavelet and the reserved high-band signal coefficients of each layer are reconstructed by wavelet reconstruction of the one-dimensional signal according to the MLAEP algorithm, and the true mid-latency auditory evoked EEG signals are restored.
C. FRACTAL THEORY OF WAVELET TRANSFORM
The feature quantity describing the fractal is the fractal dimension. There are many different definitions about the fractal dimension. Since the collected data signal is a single time data sequence, it is a simple and effective method to analyze the correlation dimension. The phase space in which the embedding dimension is m is reconstructed:
Take an arbitrary number r, and define the associated integral function when the r value is within a certain range.
x means associated integral function, xi means associated integral variable. It is reflected in the reconstructed N-dimensional phase space. The distance between the two points is less than r and the proportion of the pair in the pair.
If the correlation dimension D tends to the limit as the dimension of the phase space increases, the limit value is the number of correlation dimensions of the space. When the correlation dimension D is actually obtained, the double logarithm of C(r) and r is made. N m means dimension of the phase space. Then use the least squares method to fit the pair of data points in the middle straight line on the curve. The slope of the fitted line is the estimated value of the correlation dimension D, gradually increasing m, and the limit value D is also increased and stabilized at a certain The finite value, when D converges to a constant value with the increase of the embedding dimension m, the convergence value is the correlation dimension value sought. If the correlation dimension does not strictly approach a certain limit, then the comparison of different phase spaces is adopted. Correlate the dimension, select the largest one that tends to be stable or the difference between the adjacent dimension of the adjacent space to satisfy a certain precision as its associated dimension value.
III. FEATURE EXTRACTION OF EEG SIGNALS INDUCED BY ANESTHESIA DETECTION BASED ON WAVELET TRANSFORM A. MATHEMATICAL MODEL OF ANESTHESIA MONITORING INDUCED EEG SIGNALS
The light anesthesia depth and the mid-latency auditory evoked EEG signal under deep anesthesia can be expressed by the model shown in equation (7).
Obviously, where n is the sampling point, this is a nonstationary signal whose amplitude and period are changing. As the depth of anesthesia deepens, the latency of the auditory-evoked EEG signal peak becomes longer and the amplitude becomes smaller. Therefore, the data is consistent with the actual situation. It can be used as a research data for anesthesia monitoring of mid-latency auditory evoked EEG.
In practice, brain waves are detected by ordinary electroencephalographs. Brain waves contain spontaneous EEG and evoked EEG. EEG is usually submerged in strong background noise (mainly spontaneous EEG).), the signal-tonoise ratio is only 0−10dB, and the induced EEG is obtained by a group of EEG records through average or other methods, so in order to simulate the actual situation, the signal-to-noise ratio can be arbitrarily changed for each group of induced EEG. Gaussian white noise will induce brain electricity to be submerged in the noise, forming a simulated EEG signal similar to the actual signal. (6), the EEG white noise can be arbitrarily changed by adding the signal-to-noise ratio, and the simulated EEG signal is similar to the actual signal. Gaussian white noise. Soft threshold noise reduction processing is extracted M LA EP signal. It can be seen that the wavelet-transformation is used to effectively extract the midlatency auditory-evoked EEG signals. It is worth noting that although the latency-induced auditory EEG signals and the reconstructed signals are somewhat different in the simulation, the waveforms are roughly Similarly, the occurrence time of peaks and troughs is basically the same, within the allowable error range, which is also in line with the original appearance of the auditory EEG signal that does not need to fully restore the mountain latency in clinical applications, but only needs to monitor the latent auditory evoked EEG. Modern medical feature is extraction requirements for the main features of the signal.
B. ANESTHESIA MONITORING INDUCES WAVELET NOISE REDUCTION OF EEG SIGNALS
The two sets of signals generated by equation (7) represent the mid-latency auditory evoked EEG signals under deep anesthesia and shallow anesthesia, respectively, assuming that the two sets of signals are obtained in the same individual under different anesthesia conditions. Gaussian white noise with a signal-to-noise ratio of −6dB is added respectively. After wavelet noise reduction, the correlation dimension is calculated by the correlation dimension calculation method described above. Figure 3 is the middle latency auditory induction under different anesthesia conditions. The double logarithmic coordinates obtained by noise reduction the EEG signal were subjected to least square fitting, and the correlation dimension was calculated as D = 1.2404 under shallow anesthesia, under deep anesthesia. D=1.0352. It can be seen that the correlation dimension of the mid-latency auditory evoked EEG signals in the two states of deep anesthesia is different, with obvious separability, and the correlation dimension can represent different anesthesia states.
C. RESEARCH ON WAVELET I-VALUE NOISE REDUCTION ALGORITHM BASED ON COEFFICIENT CORRECTION
The traditional filtering method uses a filter to filter out the noise components contained in the signal. This conventional filtering method is based on the fact that the wanted signal has a different frequency distribution from the noise, that is, the signal and the noise are required to be in different frequency bands. However, in actual engineering, the frequency band of noise is often distributed over the entire frequency axis, and there is a certain degree of overlap between the noise and the frequency band of the signal. For this case, the conventional filtering method will not achieve good results.
As a time-frequency analysis method of signal, wavelet transform has the characteristics of multi-resolution analysis. In recent years, with the deepening of the research on wavelet analysis theory, its application has become more and more extensive. Signal noise reduction processing using wavelet analysis has become one of the most important applications of wavelet transform.
The wavelet noise reduction process generally consists of three steps: (1) Signal wavelet transform. Select the wavelet function, determine the number of layers to be decomposed, perform multi-scale wavelet decomposition on the noisy signal, and convert from time domain to wavelet domain. (2) Process the wavelet coefficients, and use the corresponding methods to extract signals as much as possible at each scale. The wavelet coefficients are used to remove the wavelet coefficients belonging to the noise; (3) the wavelet inverse transform is performed, and after the wavelet coefficients are processed, the wavelet inverse transform is used for signal reconstruction.
Due to the large amount of computation required in the calculation process of the modulus maximal filtering algorithm and the spatial correlation filtering method, it has greatly affected its application in practical engineering, especially in some occasions where the real-time requirements are relatively high. Because the implementation process is simple and the calculation amount is relatively small, it is the most widely used filtering algorithm. In the following content of this chapter, it will focus on the method for in-depth analysis and research. VOLUME 7, 2019 The specific steps of the wavelet threshold noise reduction method are:
(1) Select a suitable wavelet function, determine the wavelet decomposition scale, and perform wavelet decomposition;
(2) determining a reasonable threshold according to the corresponding threshold setting principle, and performing threshold processing on the detail wavelet coefficients at each scale by using the selected threshold processing function; (3) The approximate wavelet coefficients at the maximum scale and the wavelet coefficients after the threshold processing are reconstructed by wavelet inverse transform to obtain the noise reduction signal.
According to the principle of wavelet threshold filtering, the factors affecting the filtering effect mainly include base wavelet; wavelet decomposition layer; threshold determination; threshold processing function selection. Among the four influencing factors, the most important ones are the threshold determination and the selection of the threshold function.
(1) Selection of base wavelet Different mother wavelets have different characteristics such as orthogonality, regularity, and tight support. Therefore, different base wavelet functions are used to affect the noise reduction effect, that is, different wavelet functions are selected, and wavelets are selected. The noise effect is different. If the signal f(t) is regular and the wavelet function has a large vanishing moment, most of the wavelet coefficients on the small scale will be smaller. However, since the actual signal is often impossible to be completely regular, there are always some singularities. In order to minimize the number of wavelet coefficients with large amplitude, it is necessary to reduce the support length of the wavelet function f(t). This makes it necessary to make a trade-off between the vanishing moment order and the branch length when determining the wavelet function. If the signal f(r) has few isolated singular points and the signal is smooth between its singular points, then a wavelet function with a large vanishing moment is selected to obtain a larger number of wavelet coefficients close to zero. If the singular point density of the signal f(r) is relatively large, it is necessary to reduce the length of the support by reducing the order of the vanishing moment. In summary, when using wavelet transform to denoise the signal, it is necessary to select the appropriate base wavelet according to the nature of the wavelet base and the characteristics of the signal.
(2) Selection of wavelet decomposition layer For the analysis signal of length N, the wavelet coefficients corresponding to the signal and the noise show opposite characteristics with the increase of the scale. The larger the decomposition scale, the more obvious the difference between the signal and the noise. The more favorable is the separation of signal and noise. As far as the wavelet transform algorithm itself is concerned, the larger the number of layers to be decomposed, the greater the loss of information in the process of decomposition and reconstruction, and the greater the distortion caused, so the number of decomposition layers in the wavelet noise reduction is too large. Will cause the signal is to noise ratio to drop. If the number of decomposition layers is too small, when the signal and the wavelet coefficients of the noise are relatively close, the two cannot be effectively separated, so that the noise reduction is insufficient, resulting in low signal to noise. Therefore, choosing the appropriate wavelet decomposition layer is crucial for achieving the desired noise reduction effect.
(3) Determination of threshold The wavelet threshold noise reduction method is based on the difference between the wavelet coefficients of the signal and the wavelet coefficients of the noise in the wavelet domain. By setting a reasonable threshold, the wavelet coefficients of the signal are separated from the wavelet coefficients of the noise to achieve filtering. Therefore, the threshold value plays a decisive role in the noise reduction effect. If the brother is too small, then the wavelet coefficients after the threshold is applied will still contain more noise components, so that the noise reduction is not enough, and the purpose of noise reduction is not achieved; otherwise, if the brother is too large, the component of the signal will be removed. That is, the important features of the signal will be filtered out, so that the reconstructed signal of the wavelet coefficients will produce large distortion. λ represents power, u λ represents power ratio Therefore, how to determine a reasonable threshold R(λ) is a very critical issue.
Among them, MSE is the mean square error; N because the signal remains unchanged before and after the wavelet transform, which is expressed as:
If the wavelet coefficient F without threshold is used as the estimate of the signal S, then the estimate is an unbiased estimate, but since no noise is removed at this time, the variance of the F-to-S estimate will be the largest. Got
These improved threshold functions take into account the shortcomings of the soft and hard threshold functions, trying to find a function that balances the soft and hard thresholds while overcoming the shortcomings of both. These improved threshold functions overcome the shortcomings of the soft and hard threshold functions to some extent, suppress the pseudo-Gibbs phenomenon in the hard threshold, overcome the problem of the inherent deviation of the wavelet coefficients in the soft threshold, and achieve the ratio to some extent. The soft and hard thresholds have better noise reduction effects, but the magnitude of the improvement is relatively limited. At the same time, these improved threshold functions often introduce some auxiliary parameters in order to achieve a compromise between the soft and hard thresholds, and the auxiliary parameters are taken. Whether the value is appropriate determines the noise reduction effect to a large extent, and the computational complexity of these improved threshold functions is also softer and the hard threshold function is increased. As shown in figure 4 , in signal noise reduction processing, commonly used noise reduction performance evaluation indicators are signal-to-noise ratio (SNR) and root mean square error (RMSE), which are respectively defined as:
The classical signal Bumps s(n) and Heavy Sine with white noise are selected by Daubechies wavelet, Symlets wavelet and some commonly used wavelet functions in Coiflet wavelet for wavelet threshold noise reduction. In the noise reduction process, the number of wavelet decomposition layers is determined as three layers, and the threshold value is determined by the improved threshold method. The threshold processing function uses the soft threshold function and the hard threshold function respectively. Table 2 shows the results of signal noise reduction after threshold processing using soft and hard threshold functions after threelayer wavelet decomposition using Daubechies, Symlets and Coiflet wavelets.
IV. EXPERIMENTAL TEST
The light anesthesia depth and the mid-latency auditory evoked EEG signal under deep anesthesia can be characterized by the signal shown by: (12) where n is the sampling point, there are 200 sampling points in 100ms. In the case of shallow anesthesia: d=0.995, f=0.011 4, during deep anesthesia: d=0. 981 5, household 0.008 54, medium = −2.02, obviously, this is an irregular signal whose amplitude and period are changing. With the deepening of the depth of anesthesia, the latency of the auditoryevoked EEG signal peak becomes longer and the amplitude changes. Therefore, assuming that the data is consistent with the actual situation, it can be used as a research data for anesthesia monitoring of mid-latency auditory evoked EEG. In this simulation experiment, the 20 sets of signals shown in Figure 3 are generated by equation (3) anesthesia and shallow anesthesia, respectively. Each state has 10 sets of signals, assuming these the signal is obtained by detecting 10 different individuals in the same state.
In the actual situation, the induced EEG is obtained by a group of EEG records through average or other methods, so in order to simulate the actual situation, adding a set of Gaussian white noise signals to each induced EEG will induce the EEG to be submerged in In the noise, a simulated EEG signal similar to the actual signal is formed, and the signal-to-noise ratio can be arbitrarily changed. After the wavelet value noise reduction preprocessing, the signal-to-noise ratio is increased to about 4 dB. According to the above method, the characteristic data of two anesthesia conditions, deep anesthesia and light anesthesia, were extracted separately (only 5 groups are listed here), as shown in Table 3 .
The feature vector data in the table is used for the anesthesia depth recognition of the BP network. Each time a feature vector is taken out and does not participate in the training of the neural network, the remaining feature vectors participate in the training of the neural network. After the training is completed, the extracted is used. The eigenvectors test the neural network to see if the neural network can correctly identify it, and then extract another eigenvector. The rest of the eigenvectors participate in the training of the neural network. After the training is completed, the traits are extracted. The eigenvectors test the neural network to see if the neural network can correctly identify it, so that all the eigenvectors are tested once, and the number of eigenvectors and eigenvectors that can be correctly classified are calculated. The ratio of the total number, that is, the recognition rate of the depth of anesthesia of the system.
Wavelet transform is a time-frequency analysis method for signals. It has the ability to characterize signal localization in both time and frequency domains. It is suitable for extracting weak and non-stationary signals in a strong background noise environment. Figure 5 is actually measured analog signal of MLAEP signal and its power spectral density. The analog signal is Dauhc chi. The dh 20 in the wavelet is decomposed into the reconstructed signal and its corresponding power spectrum after wavelet transform. It can be seen from the figure that the mid-latency auditory induction is effectively extracted by wavelet transform. EEG signals. It is worth noting that although the latency of auditory evoked EEG signals and the reconstructed signals are relatively large in the simulation, the waveforms are roughly the same, and the appearance times of the peaks and troughs are basically the same, within the allowable error range. This is also in line with the original appearance of the latent auditory evoked EEG signal in clinical applications, but the need to monitor the characteristics of the latent auditory evoked EEG signals. As shown in the above figure 6, MLAEP filtering results of F'IR filtering and its power spectral density. Therefore, the simple recognition rate of the algorithm has a certain antinoise ability. The lack of MLAEP records, which is beneficial to the application under actual conditions, is a way to achieve automatic monitoring of anesthesia depth.
The improved threshold noise reduction algorithm based on coefficient correction (referred to as the improved algorithm) improves the signal-to-noise ratio by 9.4538dB compared with the original simulation signal, which is 0.4544 dB higher than the standard threshold noise reduction algorithm (referred to as the standard algorithm); when using the hard threshold value The signal-to-noise ratio is increased by 9.3619dB, which is 0.7006dB higher than the standard algorithm. From the values of the two noise reduction performance evaluation indicators of the noise reduction effect, whether the soft threshold function or the hard threshold function is used, the noise reduction effect of the improved algorithm is better than the standard algorithm. It can be seen that the improved algorithm can better suppress the noise and is closer to the original signal. Figure 7 represents the Comparison of the effects of anesthesia monitoring features extracted by wavelet transform on de-drying signals signal-to-noise ratio and root mean square error of the signal obtained by the standard threshold noise reduction algorithm, respectively. The signal-to-noise ratio and root mean square error of the corrected signal obtained by the improved wavelet threshold noise reduction algorithm.
To further verify the effectiveness of the improved threshold noise reduction algorithm, the signal-to-noise ratios of the simulated signals are set to 10 dB, 5 dB, 0 dB, and −5 dB, respectively, and the Bump and Heavy Sine signals for these four signal-to-noise ratios are used in two different ways. The threshold noise reduction algorithm performs noise reduction comparison. In the process, the other parameters are unchanged.
Comparing the signal-to-noise ratio curves of the two threshold noise reduction algorithms shown in Figure 8 , it can be seen that for the same mother wavelet, when the same threshold processing function is used, the signal-tonoise ratio of the signal after noise reduction is improved by the improved threshold noise reduction algorithm based on coefficient correction. Both are higher than the standard wavelet threshold noise reduction algorithm. For the same series of mother wavelets, the difference between the signalto-noise ratios of the two noise reduction algorithms is generally reduced as the vanishing moment increases. In other words, when the mother wavelet vanishing moment is small, the coefficient correction is based. The improvement of the noise reduction effect of the improved threshold noise reduction algorithm is more obvious than when the vanishing moment is large. According to the analysis of the characteristics of the wavelet filter, the smaller the gap between the actual amplitude-frequency characteristic and the ideal amplitude-frequency characteristic of the filter is, the larger the error is, the larger the error is. The threshold noise reduction algorithm is more obvious after the noise reduction effect is improved.
The wavelet transform is used to effectively extract the mid-latency auditory evoked EEG signals. It is worth noting that although the latent auditory evoked EEG signals and the reconstructed signals have some errors in the simulation, the waveforms are roughly the same, the peaks and the occurrence time of the trough is basically the same. Within the allowable error range, this is also in line with the original appearance of the auditory EEG signal that does not need to fully restore the mountain latency in clinical application, but only needs to monitor the main characteristics of the latent auditory evoked EEG signal. Modern medical feature is extraction requirements. Two sets of signals were generated to represent the midlatency auditory evoked EEG signals under deep anesthesia and shallow anesthesia, assuming that the two groups of signals were detected in the same individual under different anesthesia conditions. Signal noise was added to the two groups of signals. Gaussian white noise with a ratio of −6dB, after wavelet noise reduction, the correlation dimension is calculated by the correlation dimension calculation method described above, and the double latency is obtained after the noise reduction of the auditory evoked EEG signal under different anesthesia conditions. Logarithmic coordinates, the least squares fitting was performed on the scalefree interval, and the correlation dimension was calculated as D = 1.2404 in the shallow anesthesia and D = 1.0352 in the deep anesthesia. It can be seen that the deep anesthesia two the correlation dimension of the mid-latency auditory evoked EEG signals is different and has obvious separability. The correlation dimension can represent different anesthesia states.
V. CONCLUSION
In this paper, the identification method of M LAEP for different anesthesia status in the anesthesia monitoring induced electrical signal and feature extraction is proposed, and some beneficial results are obtained. The correlation dimension of MLAEP under different anesthesia conditions reflects different anesthesia status. The lower middle latency auditory evoked EEG signal can be used as a characteristic parameter for distinguishing the middle latency auditory EEG signals in different anesthesia states. The proposed method has the characteristics of simple algorithm, low computational complexity, easy implementation, high classification accuracy, etc. Conducive to hemp the real-time monitoring of drunk state has certain theoretical research significance and practical application value. The feature extraction method based on singular value decomposition of wavelet transform coefficients is used to extract the characteristics of mid-latency auditory evoked EEG under anesthesia, and wavelet classifier is used. The extracted features were clustered to estimate the depth of anesthesia. The wavelet transform method was used to analyze the anesthesia monitoring EEG signals. The feature extraction method based on the singular value decomposition of wavelet transform coefficients was used to extract the mid-latency under anesthesia. The characteristics of auditory-evoked EEG are analyzed, and the extracted features are clustered by wavelet transform to estimate the depth of anesthesia. The experimental results show the effectiveness of the proposed method. Finally, this paper collected a large amount of clinical data and established a clinical database of anesthesia depth. The experimental results show the effectiveness of the method. 
