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Résumé
Cette thèse traite de certaines propriétés spectrales de deux classes spécifiques des opérateurs
périodiques perturbés. Nous nous intéressons tout d’abord à un opérateur différentiel elliptique à
coefficients périodiques P perturbé par un opérateur différentiel dépendant d’un petit paramètre
semi-classique Q(h), h↘ 0. On obtient un développement asymptotique en puissances de h de la trace
de f(P +Q(h)) et on donne son terme principal. Ici f ∈ C∞0 (I), ou` I est un intervalle ouvert disjoint
du spectre de P . Nous obtenons alors le comportement asymptotique de la fonction du comptage des
valeurs propres dans les gaps avec une estimation optimale du reste.
Le second modèle étudié est un opérateur elliptique périodique d’ordre deux H0 perturbé par un
opérateur différentiel dépendant d’une grande constante de couplage λQ, λ −→ +∞. On obtient un
développement asymptotique en puissances de λ−1/δ de la trace de f(H0 + λQ). Ici f ∈ C∞0 (I), ou`
I est un intervalle disjoint du spectre de H0. Nous donnons également la formule de type Weyl avec
l’estimation optimale du reste de la fonction de comptage des valeurs propres lorsque la constante de
couplage tend vers l’infini.
Le troisième modèle étudié dans cette thèse est l’opérateur de Schrödinger avec un potentiel très
oscillent dépendant d’un petit paramètre semi-classique. Nous étudions le spectre discret de ce modèle.
Mots-clés : Opérateurs périodiques, formule de trace asymptotique, limite semi-classique, grandes
constantes de couplage, développements asymptotiques, distribution des valeurs propres, densité d’états,
champs magnétiques, perturbation très oscillante.
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Notations
Dans ce manuscrit, nous utilisons les notations et les conventions suivantes :
• σ(P )- le spectre de l’opérateur P .
• σess(P )- le spectre essentiel de l’opérateur P .
• σdisc(P )- le spectre discret de l’opérateur P .
• ρ(P )- l’ensemble résolvant de l’opérateur P .
• S(Rn)- l’espace de Schwartz.
• Skδ (m,R2n)- l’espace des symboles.
• S0(R2n)- l’espace des symboles bornés.
• Md(C)- l’ensemble des matrices carrées de taille d.
• Skδ (R2n;Md(C))- l’espace des symboles à valeurs matricielles ou` les coefficients
appartiennent à Skδ (R2n).
• tr (P )- la trace de l’opérateur P .
• t̂r(A)- la trace aux sens des matrices carrées de A.
• aw(x, hDx)(ou` Opwh (a))- opérateur h-pseudo-différentiel associé au symbole a(x, ξ).
• Soit a(x, ξ;h) un symbole dépendant de h. On écrit a(x, ξ;h) ∼∑j≥0 aj(x, ξ)hj
dans Skδ (m,R2n) si pour tout N ∈ N, on a
(
a(x, ξ;h)−∑Nj=0 aj(x, ξ)hj) ∈ Sk−N−1δ (m,R2n).
• L(L2(Rn))- l’espace des opérateurs linéaires bornés de L2(Rn) dans L2(Rn).
• Pour x ∈ Rn, 〈x〉 := (1 + |x|2) 12 , Dx = 1i ∂x, ∇∗ = −∇, T ∗Rn := R2n et Sn−1 : sphère unité de Rn.
• Soit fh une fonction dépend d’un petit paramètre positive h, la relation fh = O(hN ) signifie
qu’il existe CN , hN > 0 tel que |fh| ≤ CNhN pour tout h ∈]0, hN [.
• La relation fh = O(h∞) signifie que pour tout N ∈ N = {0, 1, 2...}, on a fh = O(hN ).
• On écrit fh ∼
∑∞
j=0 ajh
j si pour tout N ∈ N, on a fh −
∑N
j=0 ajh
j = O(hN+1) .
• On dit que λ ∈ R est une valeur critique d’une fonction V ∈ C1(Rn;R) si et seulement
s’il existe x ∈ {x ∈ Rn;V (x) = λ} tel que ∇xV (x) = 0.
• ||.||tr (resp. ||.||HS)- la norme trace (resp. Hilbert-Schmidt) des opérateurs.
• Fh- la transformée de Fourier semi-classique et son inverse F−1h : pour θ ∈ S(Rn),
Fhθ(ξ) =
∫
e−i(x,ξ)/hθ(x)dx et F−1h θ(x) = 1(2pih)n
∫
ei(x,ξ)/hθ(ξ)dξ.
• =(resp. R)- la partie imaginaire (resp.réelle) d’un nombre complexe.
ix
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Chapitre I
Introduction
1 Perturbation semi-classique des opérateurs différentiels elliptiques
à coefficients périodiques
Soit p(y, ξ) =
∑
|α|62m
aα(y)ξα un polynôme par rapport à la variable ξ, à coefficient C∞, réel,
vérifiant :
(H1) Pour tout |α| ≤ 2m, la fonction y 7−→ aα(y) est Γ-périodique, Γ =
n⊕
i=1
Zei étant un réseau de Rn
et (e1, ..., en) est une base de Rn.
(H2) ∃C0 > 0 telle que :
p2m(y, ξ) :=
∑
|α|=2m
aα(y)ξα ≥ 1
C0
|ξ|2m. (1.1)
Considérons l’opérateur P0 = pw(y,Dy). Ici nous utilisons la quantification de Weyl (voir chapitre
III). Il est bien connu que l’opérateur P0 est essentiellement auto-adjoint sur C∞0 (Rn) (voir [18, 23])
de domaine H2m(Rn) := {u ∈ L2(Rn); ∂αu ∈ L2(Rn),∀|α| ≤ 2m}. D’après la théorie de Floquet le
spectre de P0 est constitué par des bandes :
σ(P0) = σess(P0) =
+∞⋃
k=1
Jk avec Jk =
{
λk(ξ); ξ ∈ Rn/Γ∗
}
.
Ou`, σ(P0) (resp. σess(P0)) désigne le spectre (resp. le spectre essentiel) de l’opérateur P0. Ici λ1(ξ), ..., λk(ξ)
sont les valeurs propres de Floquet associées à l’opérateur P0 (voir chapitre II) et Γ∗ = {γ∗ ∈ Rn; γ.γ∗ ∈
2piZ;∀γ ∈ Γ} est le réseau dual associé à Γ.
Dans la première partie de la thèse, on s’intéresse à l’étude du spectre des perturbations lentes de
l’opérateur P0. Plus précisément on s’intéresse aux opérateurs de type :
P := pw
(
y,Dy +A(hy)
)
+
(
ϕ(hy)p˜(y,Dy +A(hy))
)w
+ ψ(hy, y;h)
= Pw
(
hy, y,Dy +A(hy);h
)
; (h↘ 0).
(1.2)
Ici A(x) = (A1(x), ..., An(x)) ∈ C∞(Rn;Rn) et
P (x, y, ξ;h) = p(y, ξ) + ϕ(x)p˜(y, ξ) + ψ(x, y;h).
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On suppose que
(H3) ∀α 6= 0;∃Cα,i > 0 tels que : |∂αxAi(x)| 6 Cα,i.
(H4) p˜(y, ξ) =
∑
|α|62m a˜α(y)ξα ou` a˜α(y) vérifie (H1).
(H5) La fonction ϕ(x) est à valeurs positives, bornée ainsi que toutes ses dérivées et tend vers zéro
quand |x| tend vers l’infini.
(H6) Il existe C > 0 telle que :
p2m(y, ξ) + ϕ(x)p˜2m(y, ξ) ≥ 1
C
|ξ|2m. (1.3)
(H7) La fonction ψ(x, y;h) ∈ C∞(R2n×]0, h0[;R) ; bornée ainsi que toutes ses dérivées, Γ−périodique
par rapport à y et
lim
|x|→+∞
sup
y∈Rn,h∈]0,h0]
ψ(x, y;h) = 0.
De plus, on suppose que ψ admet un développement asymptotique par rapport à h c.-à-.d ψ(x, y;h) ∼∑
j>0 ψj(x, y)hj dans S0(R2n) (voir chapitre IV).
Soit [α, β] ⊂ R \ σ(P0). En utilisant les hypothèses (H1 −H7) on montre dans la proposition 1.2
que σess(P ) ∩ [α, β] = ∅. Donc les perturbations extérieures créent des valeurs propres isolées et de
multiplicités finies dans l’intervalle [α, β]. En particulier pour f ∈ C∞0 (]α, β[;R) l’opérateur f(P ) est
de classe trace. Dans le chapitre IV nous démontrons les deux théorèmes suivants :
Théorème 1.1 ( cf. théorème 1.3 ) Sous les hypothèses ((H1)− (H7)) et pour f ∈ C∞0 ((α, β);R)
il existe une suite de nombres réels (Ak(f))k∈N telle que
tr
(
f
(
Pw(hy, y,Dy +A(hy);h)
))
∼ h−n
+∞∑
k=0
Ak(f)hk, (h↘ 0). (1.4)
Si on suppose que p(y, ξ) = p˜(y, ξ) et ψ0(x, y) := ψ0(x) est inde´pendant de y, alors :
A0(f) =
1
(2pi)n
∑
k≥1
∫ ∫
Rnx×E∗
f
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ
=
∫ ∫
Rnx×Rt
f
(
(1 + ϕ(x))t+ ψ0(x)
)
dρ(t)dx.
(1.5)
Ici ρ(t) désigne la densité d’états intégrée associée à pw(y,Dy) et E∗ est une cellule de périodicité pour
le réseaux dual de Γ.
Définition 1.2 On dit que λk(ξ0) est simple si λk−1(ξ0) < λk(ξ0) < λk+1(ξ0).
Pour les deux théorèmes suivants on suppose que p(y, ξ) = p˜(y, ξ) et ψ0(x, y) := ψ0(x) est indépendant
de y. Fixons µ ∈ R \ σess(P ) et posons
Σµ =
{
(x, ξ) ∈ R2n; ∃k ≥ 1; tel que (1 + ϕ(x))λk(ξ) + ψ0(x) = µ
}
.
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Pour (x0, ξ0) ∈ Σµ on suppose que l’hypothèse suivante est vérifiée :
(H)

∇xϕ(x0)λk(ξ0) +∇xψ0(x0) 6= 0
ou`
λk(ξ0) est simple et ∇ξλk(ξ0) 6= 0
Théorème 1.3 ( cf. théorème 1.5 ). Fixons µ ∈ R \ σess(P ) et supposons que les hypothèses
((H1) − (H7)) et (H) sont vérifiées. Soit f ∈ C∞0 ((µ − σ, µ + σ);R) et θ ∈ C∞0 ((− 1C , 1C );R), avec
θ = 1 dans un petit voisinage de zéro. Il existe alors σ > 0, C assez grand et une suite de fonction
γj ∈ C∞(R,R), j ∈ N, telle que pour tout M,N ∈ N, on a
tr
(
f(P ) F−1h θ(τ − P )
)
= h−n
f(τ) M∑
j=0
γj(τ)hj + O
(
hM+1
〈τ〉N
) , quand h↘ 0, (1.6)
uniformément en τ ∈ R, ou` 〈τ〉 = (1 + τ2) 12 .
Remarque 1.4 Dans tous les développements asymptotiques, on donne explicitement le premier terme
γ0(τ) ( voir 1.5 ).
Comme conséquence des théorèmes précédents on obtient l’asymptotique du type Weyl de la fonction
du comptage des valeurs propres avec reste optimal.
Théorème 1.5 ( cf. théorème 1.2 ). On suppose que les hypothèses du théorème précédent sont
vérifiées pour µ ∈ {α, β}. Soit Nh([α, β]) la fonction du comptage des valeurs propres de P dans
l’intervalle [α, β] comptées avec leurs multiplicités. Alors on a
Nh ([α, β]) = a0h−n + O(h1−n), (h↘ 0), (1.7)
avec
a0 =
∫
Rnx
[
ρ
(
β − ψ0(x)
1 + ϕ(x)
)
− ρ
(
α− ψ0(x)
1 + ϕ(x)
)]
dx. (1.8)
2 Asymptotiques dans la limite de grande constante de couplage
Dans la deuxième partie de cette thèse, on s’intéresse au cas de grande constante de couplage. Plus
précisément on s’intéresse à l’étude spectrale des opérateurs du type :
Pλ = ∇∗a(y)∇+ p(y) + λ
(
∇∗g1(y)a(y)∇+ g2(y)p(y) + g3(y)
)
(λ↗ +∞).
Ou`, λ est une grande constante de couplage (i.e, λ 7−→ +∞). On suppose que :
(H˜1) Rn 3 y 7−→ a(y) est une fonction C∞, à valeurs dans l’espace des matrices carrées, d’ordre n
symétriques à coefficients réels. De plus on suppose qu’il existe C > 0, tel que
〈a(y)ω, ω〉 ≥ 1
C
||ω||2, ∀ω ∈ Rn, ∀y ∈ Rn.
3
(H˜2) y 7−→ p(y) ∈ C∞(Rn,R+) est Γ-périodique.
(H˜3) Pour i = 1, 2, 3, la fonction y 7−→ gi(y) est C∞ à valeurs positives et on suppose que pour tout
N ∈ N il existe φ0,i, φ1,i, .... ∈ C∞(Sn−1;R) et rN ∈ C∞(Rn;R) tel que
gi(y) =
N∑
j=0
φj,i
(
y
|y|
)
|y|−δ−j + rN (y), pour |y| > 1, (2.1)
ou`
• φj,i ∈ C∞(Sn−1, (0,+∞)). Ici Sn−1 désigne la sphère unité de l’espace Rn.
• φ0,i > 0, i = 1, 2, 3,
• δ est une constante strictement positive,
• |∂βy rN (y)| 6 Cβ(1 + |y|)−|β|−N−δ−1, ∀β ∈ N.
D’après l’hypothèse (H˜3) et la théorie des perturbations (plus précisément le théorème de Weyl) on
a :
σess(Pλ) = σess(P0) = σ(P0) =
+∞⋃
k=0
{
λk(ξ); ξ ∈ Rn/Γ∗
}
.
Ici λ1(ξ), ..., λk(ξ) sont les valeurs propres de Floquet associées à l’opérateur P0. Soit [E1, E2] ⊂
R \ σess(Pλ), par conséquent la perturbation crée des valeurs propres isolées et de multiplicité finie
dans l’intervalle [E1, E2].
On s’intéresse à nouveau à la formule de trace et à la répartition des valeurs propres de l’opérateur Pλ
dans l’intervalle [E1, E2] lorsque λ tend vers l’infini. Dans le chapitre VI nous démontrons les résultats
suivants :
Théorème 2.1 ( cf. théorème 1.2 ) Soit f ∈ C∞0 ((E1, E2);R). Sous l’hypothèse (H˜1), ..., (H˜3), il
existe une suite de nombres réels (bk(f))k≥0 telle que
tr
(
f(Pλ)
)
∼ λnδ
+∞∑
k=0
bk(f)λ−
k
δ , λ↗ +∞. (2.2)
Si φ0,1 = φ0,2 alors,
b0(f) =
1
(2pi)n
∫ ∫
E∗×Rnx
∑
k≥1
f
(
(1 + φ0,1
(
x
|x|
)
|x|−δ)λk(ξ) + φ0,3
(
x
|x|
)
|x|−δ
)
dxdξ
=
∫ ∫
Rnx×Rt
f
(
(1 + φ0,1
(
x
|x|
)
|x|−δ)t+ φ0,3
(
x
|x|
)
|x|−δ
)
dρ(t)dx.
(2.3)
Ici ρ(t) désigne la densité d’états associée à l’opérateur P0 = ∇∗a(y)∇+ p(y).
Théorème 2.2 Soient f ∈ C∞0 ((E1 − σ,E2 + σ);R) et θ ∈ C∞0 ((− 1C , 1C );R), avec θ = 1 au voisinage
de zéro. Il existe alors σ > 0, C > 0 et une suite de fonctions γj ∈ C∞(R;R), j ∈ N tels que pour tout
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M,N ∈ N, on a
tr
(
f(Pλ) F−1
λ
− 1
δ
θ(τ − Pλ)
)
= λ
n
δ
f(τ) M∑
j=0
γj(τ)λ−
j
δ + O
(
λ−
1
δ λ−
M
δ
〈τ〉N
) , λ↗ +∞ (2.4)
uniformément en τ ∈ R.
Théorème 2.3 ( cf. théorème 2.2 ). Supposons que les hypothèses (H˜1), ..., (H˜3) sont vérifiées.
Soit Nλ([E1, E2]) la fonction de comptage des valeurs propres de Pλ dans [E1, E2] comptées avec leur
multiplicité. Alors on a quand λ↗ +∞
Nλ
(
[E1, E2]
)
= D0λ
n
δ + O
(
λ
n−1
δ
)
, (λ↗ +∞) , (2.5)
ou`,
D0 =
∫
Rnx
ρ
E2 − φ0,3
(
x
|x|
)
|x|−δ
1 + φ0,1
(
x
|x|
)
|x|−δ
− ρ
E1 − φ0,3
(
x
|x|
)
|x|−δ
1 + φ0,1
(
x
|x|
)
|x|−δ
 dx. (2.6)
3 Applications
Un des objectif de cette thèse est d’appliquer les résultats précédents à des hamiltoniens issus de la
physique du solide et qui ne sont pas traités dans [10]. Dans la première application, nous considérons
une perturbation couplée par rapport à la variable y et hy (i.e., V (y, hy)). Notons que dans [10]
l’auteur a considéré des perturbations séparées (i.e., V (y) + ϕ(hy)). Dans la deuxième application,
nous considérons des perturbations de l’opérateur de schrödinger avec champ magnétique constant.
3.1 Application pour des perturbations très oscillantes
Considérons l’opérateur de Schrödinger avec une perturbation très oscillantes
H(h) = H0 + V (y, hy) = −∆y + V (y, hy); (h↘ 0).
On suppose que le potentiel V satisfait les hypothèses suivantes :
(A1) lim|x|→+∞V (y, x) = 0
(A2) V (y + γ, x) = V (y, x), ∀γ ∈ Γ.
(A3) Le potentiel V est une fonction à valeurs réelles bornée ainsi que toutes ses dérivées, c-à-d,
∀α, β ∈ N
|∂αx ∂βy V (y, x)| ≤ Cα,β, ∀(x, y) ∈ N2n.
(A4) On suppose qu’il existe un x0 ∈ Rn tel que
∫
E
V (y, x0)dy < 0.
Les hypothèses (A1), ..., (A4) assurent que P (x, ξ) = pw(x, y,Dy + ξ), ou` p(x, y, η) = η2 + V (y, x) est
autoadjoint sur L2(Rn/Γ) et à résolvante compacte. Soient µ1(x, ξ) ≤ µ2(x, ξ) ≤ ... les valeurs propres
de pw(x, y,Dy+ξ) (répétées selon leur multiplicités). Grâce à l’hypothèse (A1) V est une perturbation
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relativement compacte, (c’est-à-dire V (H0 + i)−1 est compacte). Par le théorème de Kato-Rellich et
le théorème de Weyl, on déduit que l’opérateur de Schrödinger H(h) est essentiellement auto-adjoint
sur C∞0 (Rn) et que
σess(H(h)) = σess(H0) =
[
0,+∞
)
.
L’hypothèse (A4) assure que le spectre discret de l’opérateur H(h) est non vide.
Pour l’opérateur H(h), on étudiera dans ce travail lorsque h↘ 0
• des formules de trace ;
• la répartition des valeurs propres.
Théorème 3.1 ( cf. théorème 1.2 ). Soit f ∈ C∞0 ((−∞, 0);R). Supposons que le potentiel V vérifie
les hypothèses (A1), ..., (A4) alors l’opérateur f(H(h)) est de classe trace et il existe une suite de
nombres réels (ak(f))j∈N telle que :
tr
(
f(H(h))
)
∼ h−n
+∞∑
k=0
ak(f) hk, (h↘ 0). (3.1)
Ou` ;
a0(f) =
1
(2pi)n
∑
k≥1
∫ ∫
Rnx×E∗
f(µk(x, ξ))dxdξ. (3.2)
Ici µ1(x, ξ), µ2(x, ξ), ..., µk(x, ξ), ... sont les valeurs propres de l’opérateur (Dy + ξ)2 + V (y, x) comme
opérateur de L2(Rn/Γ) −→ L2(Rn/Γ).
On fixe λ < 0, et soit
Σλ =
+∞⋃
k=1
{
(x, ξ) ∈ Rn × E∗; µk(x, ξ) = λ
}
.
On suppose que l’hypothèse suivante est vérifiée :
(A5) pour (x0, ξ0) ∈ Σλ, µk(x0, ξ0) est simple et ∇x,ξ (µk(x0, ξ0)) 6= 0
Théorème 3.2 ( cf. théorème 1.4 ).Sous les hypothèses (A1), ..., (A5) il existe σ > 0 assez petit et
C > 0 assez grand tels que, pour tout f ∈ C∞0 ((λ − σ, λ + σ);R) et θ ∈ C∞0 ((− 1C , 1C );R), avec θ = 1
dans un petit voisinage de zéro, il existe une suite de fonctions γj(τ) ∈ C∞(R;R), j ∈ N, telle que
pour tout N,M ≥ 1 on a
tr
(
f(H(h)) F−1h θ(τ −H(h))
)
= h−n
f(τ) M∑
j=0
γj(τ)hj + O
(
hM
〈τ〉N
) , quand h↘ 0, (3.3)
uniformément en τ ∈ R.
Théorème 3.3 Soit λ < 0 fixé. On désigne par Nh(λ) le nombre de valeurs propres de H(h) dans
(−∞, λ] comptées avec leur multiplicité. Sous les hypothèses, (A1), ..., (A5) on a :
Nh(λ) = h−n
(
D0 + O(h)
)
, (h↘ 0) (3.4)
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ou`,
D0 =
1
(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈Rnx×E∗| µk(x,ξ)≤λ}
dxdξ =
∫
Rn
ρ(λ, x)dx. (3.5)
3.2 Perturbation des bandes magnétiques
On suppose maintenant que p(y, η) = ∑ni=1 η2i + V (y) ou` V ∈ C∞(Rn,R) est Γ-périodique. Dans
les chapitres IV et VI nous appliquons les résultats du cas semi-classique au cas des perturbations des
bandes magnétiques. Plus précisément, nous étudions des opérateurs de type :
P := pw
(
y,Dy +
ω × y
2 +A(hy)
)
+
(
ϕ(hy)p(y,Dy +
ω × y
2 +A(hy))
)w
+ ψ(hy, y;h)
= Pw
(
hy, y,Dy +
ω × y
2 +A(hy);h
)
; (h↘ 0).
(3.6)
Ici P (x, y, η;h) = (1 + ϕ(x))p(y, η) + ψ(x, y;h) et ω = (ω1, ω2, ..., ωn) ∈ Rn qui vérifie 〈ω,Γ × Γ〉 ⊂
2piZ (voir chapitre IV, V théorème 3.5,1.2). Cette dernière hypothèse nous assure que le spectre de
l’opérateur pw
(
y,Dy+ ω×y2
)
est un spectre de bande (comme celui de P0). En particulier nous pouvons
appliquer la théorie de Floquet et nous obtenons des théorèmes similaires aux théorème 1.1 et théorème
1.5.
4 Références et idées des démonstrations
Des solutions approchées ont été construites dans [9, 23, 25, 44, 45, 62] pour des hamiltoniens de
la forme
Hh = −∆ + V (y) +W (hy),
où V est un potentiel Γ-périodique et W décroit vers zéro à l’infini. Aussi la question de la dynamique
a été traitée dans [9, 10, 16, 23, 25, 44, 45, 62].
Des formules de trace et l’asymptotique de la fonction de comptage du spectre discret ont été
obtenus dans [10, 12]. Des questions sur les résonances, la théorie de scattering et des formules de
trace pour les résonances pour les opérateurs Hh ont été considérées dans [19, 20].
Pour le cas des grandes constantes de couplage, des opérateurs du type
Hλ = −∆ + V (y) + λW (y)
ont été étudiés dans [1, 2, 12, 14, 35].
En particulier Dimassi a obtenu des formules de trace et des asymptotiques du type (2.2), (2.4),
(2.5). Le premier terme de l’asymptotique (2.5) a été obtenu dans [1, 6, 35, 59].
4.1 Idées des démonstrations
Cas semi-classique
Pour les opérateurs h-pseudo-différentiels des résultats des types (2.2), (2.4), (2.5) ont été obtenus
depuis longtemps par plusieurs auteurs. Pour les détails et les références, nous renvoyons à [18, 39, 55].
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Dans cette thèse nos hamiltoniens ne sont pas des opérateurs h-pseudo-différentiels. En fait nous
avons deux variables d’échelle différentes y et hy avec h ↘ 0. Pour cela nous utilisons la méthode
de l’hamiltonien effectif qui consiste à réduire l’étude spectrale de l’opérateur P à celui d’un système
d’opérateur h-pseudo-différentiel
Ew−+(x, hDx, z;h) = Ew−+,0(x, hDx, z) + Ew−+,1(x, hDx, z) + · · ·
(voir corollaire 2.5). Rappelons que dans l’étude des opérateurs h-pseudo-différentiels la surface carac-
téristique
Σz :=
{
(x, ξ) ∈ Rn × E∗; detE−+,0(x, ξ, z) = 0
}
joue un rôle essentiel. D’autre part, par construction de l’hamiltonien effectif (voir proposition 2.1 et
remarque 2.2) on a :
(x, ξ) ∈ Σz ⇐⇒ z ∈ σ(P (x, ξ))
où P (x, ξ) = Pw0 (x, y,Dy + ξ) est l’opérateur non borné de L2(Rn/Γ) dans L2(Rn/Γ). Ici pour (x, ξ)
fixé Pw0 (x, y,Dy + ξ) est l’opérateur associé au symbole P0(x, y, ξ) = p(y, ξ) + ϕ(x)p˜(y, ξ) + ψ0(x, y).
C’est pourquoi tous nos résultats dépendent des valeurs propres µk(x, ξ) de l’opérateur P (x, ξ). Dans
le début du chapitre IV, nous donnons une brève description de la méthode de l’hamiltonien effectif.
Cette réduction nous permet d’utiliser la théorie des opérateurs h-pseudo-différentiels et surtout
les méthodes stationnaires développées par Dimassi-Sjöstrand pour prouver les théorèmes 1.1, 1.3, 1.5.
Grandes constantes de couplages
Classiquement l’opérateur f(Pλ) est localisé dans {(y, η); Pλ(y, η) ∈ supp f}. Soit K un compact
de Rn. Par hypothèse gi(y) est strictement positive surtout compacte, cela implique que Pλ(y, η) tend
vers l’infini lorsque λ tend vers +∞ et y ∈ K. En particulier {(y, η); y ∈ K, Pλ(y, η) ∈ suppf} = ∅.
Ceci va nous permettre de prouver que quantiquement, modulo O(λ−∞), la trace de f(Pλ) ne dépend
que du comportement de gi(y) à l’infini. L’hypothèse (H˜3) implique que λgi(y) = ϕ(hy;h) = ϕ0(hy)+
hϕ1(hy) + · · · + hjϕj(hy) + · · · pour y très grand où h = λ−1/δ et ϕj(x) = φj,i(x/|x|)|x|−δ−j . Par
conséquent, on ramène l’étude de l’opérateur f(Pλ) pour λ assez grand à celui d’un problème semi-
classique. Maintenent il suffit d’appliquer les théorèmes 1.1, 1.3, 1.5 pour obtenir les théorèmes 2.1,
2.2, 2.3.
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Chapitre II
Rappels sur les opérateurs périodiques et
h-pseudo-différentiels
L’objectif de ce chapitre est de rappeler quelques résultats élémentaires sur les opérateurs h-pseudo-
différentiels (voir [18, 22, 54]) et la théorie spectrale des deux modèles périodiques (c.f [53, 62]) qui
seront utilisés dans la suite de cette thèse.
1 Rappels sur les opérateurs h-pseudo-différentiels
1.1 Opérateurs h-pseudo-différentiels
On commence par donner les définitions des symboles et des opérateurs h-pseudo-différentiels.
Définition 1.1 ( [13] ) . Soit h0 > 0 assez petit. Pour k ∈ R, δ ∈ (0, 1), on désigne par Skδ (R2n;Md(C))
l’ensemble des fonctions a(x, ξ, h) ∈ C∞(T ∗Rn × (0, h0);Md(C)), telles que :
Pour tout multi-indice α, β ∈ Nn, il existe Cα,β > 0 tel que∥∥∥∂αx ∂βξ a(x, ξ, h)∥∥∥Md(C) 6 Cα,βhk−δ(|α|+|β|),
uniformément en h dans (0, h0). Si le symbole a(x, ξ, z, h) dépend d’un paramètre supplémentaire
z ∈ Ω ⊂ C, alors a ∈ Skδ (R2n;Md(C)) si et seulement si la constante Cα,β est indépendante de z ∈ Ω.
Si k = 0, δ = 0, on écrit S0(R2n;Md(C)) au lieu de S00(R2n;Md(C)) et lorsque δ = 0, on note simple-
ment Sk(R2n;Md(C)).
Définition 1.2 ( [13] ) . À un symbole a ∈ Skδ (R2n;Md(C)), on associe un opérateur h-pseudo-
différentiel de S(Rn;C) dans S(Rn;C) défini par
aw(x, hDx;h)u(x) =
1
(2pih)n
∫ ∫
R2n
ei(x−y).ξ/ha
(
x+ y
2 , ξ;h
)
u(y)dξdy, u ∈ S(Rn;Cn).
Théorème 1.3 ( [55], théorème II-36 ). Soit a ∈ S0(R2n;Md(C)). Il existe un réel Cn et un entier dn
ne dépendent que de la dimension n telle que :
‖aw(x, hDx;h)‖L(L2(Rn;C)) ≤ Cn sup|α|+|β|≤dn
sup
(x,ξ)∈R2n
∥∥∥∂αx ∂βξ a(x, ξ;h)∥∥∥Md(C) .
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Proposition 1.4 ([18], proposition 13.8 )(Continuité sur L2). Supposons que a = a(x, ξ;h) ∈
S0δ(R2n;Md(C)), 0 ≤ δ ≤ 1/2, alors
aw(x, hDx;h) : L2(Rn;Cd) −→ L2(Rn;Cd)
est un opérateur borné et il existe une constante C > 0 indépendante de h telle que pour tout 0 < h ≤ 1 ;
‖aw(x, hDx;h)‖ ≤ C.
Proposition 1.5 ([18], proposition 8.5 )(Inversibilité). Soit a ∈ S0(R2n;Md(C)). On suppose que
a est elliptique alors il existe un symbole b ∈ S0(R2n;Md(C)) tel que pour h assez petit on a :
aw(x, hDx;h) ◦ bw(x, hDx;h) = bw(x, hDx;h) ◦ aw(x, hDx;h) = I.
Théorème 1.6 ( [32], lemme 2.1 )(Supports disjoints). Si P, χ1, χ2 appartiennent à un borné B
de S0(R2n;Md(C)) et si dist(suppχ1, suppχ2) ≥  > 0 alors pour tout N ∈ N, il existe CN > 0 (ne
dépend que de B et de  ) telle que :
‖χ1Pχ2‖L(L2(Rn;C)) ≤ CNhN
(
dist (suppχ1, suppχ2)
)−N
.
Si de plus χ1 ∈ C∞0 (R2n;Md(C)), alors pour tout N ∈ N il existe C ′N > 0 telle que :
‖χ1Pχ2‖tr ≤ C ′NhN .
Théorème 1.7 ([18], proposition 8.3 )(Composition des opérateurs). Soit δ ∈ [0, 12) et soient
a1, a2 ∈ S0δ(R2n;Md(C)), alors il existe r ∈ S0δ(R2n;Md(C)) tel que :
aw1 (x, hDx;h) ◦ aw2 (x, hDx;h) = rw(x, hDx;h).
De plus,
r(x, ξ;h) ∼
∞∑
k=0
1
k!
(( ih
2 σ(Dx, Dξ;Dy, Dη)
)k
a1(x, ξ)a2(y, η)
)∣∣∣
y=x,η=ξ
,
dans S0δ(R2n;Md(C)), ou` σ est le produit symplectique défini par σ(Dx, Dξ;Dy, Dη) = Dy.Dξ−Dx.Dη.
Ici la notation : a ∼ ∑∞j=0 ajhj dans S0δ(R2n;Md(C)), signifie que pour tout entier N , on a :
a−∑Nj=0 ajhj ∈ SN+1δ (R2n;Md(C)).
1.2 Calcul fonctionnel par la formule de Helffer-Sjöstrand.
On commence par introduire la formule de Helffer-Sjöstrand.
Proposition 1.8 ([18]). Soit f ∈ C∞0 (R), alors il existe une fonction f˜ ∈ C∞0 (C) telle que pour tout
N ∈ N
|∂z f˜(z)| ≤ CN |=(z)|N ,
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f˜
∣∣∣
R
= f.
Ici ∂z := 12(
∂
∂x + i
∂
∂y ). On dit que f˜ est une extension presque analytique de f .
Théorème 1.9 ([18], théorème 8.1 ) (Formule de Helffer-Sjöstrand) . Soit A un opérateur auto-
adjoint sur un espace de Hilbert H. Soit f ∈ C20(R) et f˜ ∈ C10(C) l’extension presque analytique de f
avec |∂z f˜(z)| = O(|=(z)|N ). Alors
f(A) = − 1
pi
∫
∂z f˜(z)(z −A)−1L(dz),
ou` L(dz) = dxdy est la mesure de Lebesgue sur C ∼ R2x,y.
Théorème 1.10 ([18], proposition 8.3 )(Caractérisation de Beal). Soit A = Ah : S(Rn;Cd) →
S′(Rn;Cd), 0 < h ≤ 1. Alors les assertions suivantes sont équivalentes :
1. A = aw(x, hDx;h), pour certain a(x, ξ;h) ∈ S0(R2n;Md(C)).
2. Pour tout N ∈ N et pour toutes formes linéaires l1(x, ξ),. . ., lN (x, ξ) sur R2n, l’opérateur adlw1 (x,hDx)◦
· · · ◦ adlwN (x,hDx)Ah appartient à L(L2(Rn), L2(Rn)) et est de norme O(hN ) dans cet espace.
Ici adAB est le commutateur de A et B donné par adAB := [A,B] = AB −BA.
Théorème 1.11 ([18]). Soit P (x, ξ;h) ∼∑+∞j=0 hjPj(x, ξ) ∈ S0(R2n;Md(C)), on suppose que P (x, ξ;h)
est hermitien. Alors f
(
Pw(x, hDx;h)
)
est un opérateur h-pseudo-différentiel, son symbole est dans
S0(R2n;Md(C)) et f(Pw(x, hDx;h)) = Cw(x, hDx;h) avec C(x, ξ;h) ∼
∑+∞
j=0 h
jCj(x, ξ), ou` C0(x, ξ) =
f(P0(x, ξ)).
1.3 Opérateurs à trace.
On rappelle quelques critères pour qu’un opérateur h-pseudo-différentiel soit de classe trace.
Théorème 1.12 ([18], théorème 9.5), ( [55], théorème II-53). Soit P (x, ξ;h) un symbole dans
S0(R2n;Md(C)). On suppose que ∂αx ∂
β
ξ P (x, ξ;h) ∈ L1(R2n;Md(C)) pour tout |α|+ |β| 6 2n+ 1. Alors
Pw(x, hDx;h) est un opérateur de classe trace et on a :
tr
(
Pw(x, hDx;h)
)
= 1(2pih)n
∫
R2n
t̂r
(
P (x, ξ;h)
)
dxdξ.
De plus ∃Cn (qui ne dépend que de la dimension) telle que∥∥∥Pw(x, hDx;h)∥∥∥
tr
6 Cnh−n
∑
|α|+|β|62n+1
∥∥∥∂αx ∂βξ P (x, ξ;h)∥∥∥
L1(R2n)
.
Théorème 1.13 ([55], proposition II-56). Soit a ∈ S0(R2n;Md(C)). Alors, pour tout symbole
b ∈ C∞0 (R2n;Md(C)), on a
tr
(
aw(x, hDx;h) ◦ bw(x, hDx;h)
)
= 1(2pih)n
∫ ∫
t̂r
(
a(x, ξ;h)b(x, ξ;h)
)
dxdξ.
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Théorème 1.14 ( [55] ). Soit P (x, ξ;h) ∼∑nj=0 hjPj(x, ξ) dans S0(R2n;Md(C)). On suppose que
K :=
{
(x, ξ) ∈ R2n;∃τ ∈ [a, b]; det
(
P0(x, ξ)− τ
)
= 0
}
est un ensemble compact. Alors pour f ∈ C∞0 ((a, b);R) ; f(Pw(x, hDx;h)) est de classe trace et on a :
tr
(
f(Pw(x, hDx;h))
)
∼
+∞∑
j=0
aj(f)hj−n (h↘ 0),
ou`,
a0(f) =
1
(2pi)n
∫
R2n
t̂r
[
f
(
P0(x, ξ)
)]
dxdξ
= 1(2pi)n
∫
R2n
d∑
j=1
f
(
λj(x, ξ)
)
dxdξ.
(1.1)
Ici (λj(x, ξ))1≤j≤d sont les valeurs propres de P0(x, ξ).
2 Rappel sur les opérateurs périodiques
2.1 Spectre du modèle périodique
On commence par décrire le spectre des deux modèles périodiques. Puis, on introduit les objets
centraux de la théorie de Bloch-Floquet, notamment la transformation de Bloch-Floquet, la translation
magnétique, et on décrit leur propriétés.
Soit p(y, ξ) = ∑|α|62m aα(y)ξα un polynôme par rapport à la variable ξ, à coefficient C∞, réel
vérifie les hypothèses suivantes :
(H1) Pour tout |α| ≤ 2m, la fonction y 7−→ aα(y) est Γ-périodique.
(H2) ∃C0 > 0 tel que
p2m(y, ξ) =
∑
|α|=2m
aα(y)ξα ≥ 1
C0
|ξ|2m. (2.1)
Nous allons étudier ici le spectre de l’opérateur périodique P0 = pw(y,Dy), on suppose que les hypo-
thèses (H1) et (H2) sont vérifiées, on utilise généralement la théorie de Floquet.
On définit la transformation de Floquet-Bloch de la fonction f ∈ S(Rn) par :
(Uf)(y, θ) :=
∑
γ∈Γ
ei(−y+γ)θf(y − γ) ; (y, θ) ∈ R2n. (2.2)
Lemme 2.1 La transformation U satisfait les identités suivantes :
• (Uf)(y + γ, θ) = f(y, θ); ∀γ ∈ Γ,
• (Uf)(y, θ + γ∗) = e−i〈γ∗,y〉(Uf)(y, θ); ∀γ∗ ∈ Γ∗.
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Preuve. Soit f ∈ S(Rn) et γ ∈ Γ. Alors
Uf(y + γ, θ) =
∑
γ∈Γ
e−iyθf(y)
=
∑
γ∈Γ
ei(−y+γ)θf(y − γ)
= Uf(y, θ)
(2.3)
et
Uf(y, θ + γ∗) =
∑
γ∈Γ
ei(−y+γ)(θ+γ
∗)f(y − γ)
= e−i〈γ∗,y〉
∑
γ∈Γ
e−iγγ
∗︸ ︷︷ ︸
=1
ei(−y+γ)θf(y − γ)
= e−i〈γ∗,y〉
∑
γ∈Γ
ei(−y+γ)θf(y − γ) = e−i〈γ∗,y〉Uf(y, θ)
(2.4)
dans (2.4) on a utilisé le fait que γ∗ ∈ Γ∗.
Définition 2.2 On définit :
H :=
{
u ∈ L2loc(Rn)/ u(y + θ) = eiγ.θu(y); ∀γ ∈ Γ
}
.
Lemme 2.3 U se prolonge en une application unique unitaire
U : L2(Rn) −→
∫ ⊕
M∗
Hdk = L2(M∗;H)
et son inverse est donné par (U−1u)(y) :=
∫
M∗
eiθ.yu(θ, y)dθ.
Preuve. On peut montrer que U est une isométrie, en effet :
||Uf ||2H = 〈Uf,Uf〉H
=
∫
M∗
∫
M
∑
γ∈Γ
∑
γ′∈Γ
ei(γ−γ
′)θf(y − γ′)f(y − γ)dydθ
=
∑
γ∈Γ
∑
γ′∈Γ
∫
M
f(y − γ′)f(y − γ)
∫
M∗
ei(γ−γ
′)θdθ︸ ︷︷ ︸
=δγ,γ′
dy
=
∑
γ∈Γ
∫
M
|f(y − γ)|2dy =
∫
Rn
|f(y)|2dy = ||f ||2L2(Rn)
(2.5)
puisque
∫
M∗
ei(γ−γ
′)θdθ = δγ,γ′ =
{
1 si γ = γ′
0 si γ 6= γ′
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On va montrer que U−1Uf = f pour tout f ∈ H
U−1Uf(y) =
∫
M∗
eiθy
∑
γ∈Γ
ei(−y+γ)θf(y − γ)
 dθ
=
∫
M∗
eiθy
∑
γ∈Γ
ei(−y+γ)θe−iγθf(y)
 dθ
=
∑
γ∈Γ
f(y)
∫
M∗
e−iθγdθ︸ ︷︷ ︸
=δγ,0
= f(y).
(2.6)
puisque
∫
M∗
e−iθ.γdθ = δγ,0 =
{
1 si γ = 0
0 si γ 6= 0
On va montrer de la meˆme manière que U−1 est une isométrie de L2(M∗;H) à valeurs dans L2(Rn),
en effet :
||U−1f ||2L2(Rn) =
∫
Rn
∣∣∣ ∫
M∗
eiθyf(θ, y)dθ
∣∣∣2dy
=
∫
Rn
∣∣∣ ∫
M∗
eiθyeiγθf(θ, y − θ)dθ
∣∣∣2dy
=
∫
Rn
∫
M∗
∣∣∣eiθyf(θ, y − θ)∣∣∣2dθdy
=
∫
Rn
∫
M∗
∣∣∣f(θ, y)∣∣∣2dydθ = ||f ||2H.
(2.7)
Dans (2.7) on a utilisé le fait que f(θ, y) = eiγθf(θ, y − θ) puisque f ∈ H, donc U−1 est surjective et
par suite U est injective ce qui prouve que U est unitaire de L2(Rn) −→ L2(M∗,H).

Proposition 2.4 L’hamiltonien P0 = pw(y,Dy) se transforme par la transformation de Bloch-Floquet
en
UP0U
−1 =
∫ ⊕
M∗
P0(θ)dθ,
ou`, P0 (θ) = pw(y,Dy + θ).
Preuve. On va montrer que U(P0f)(y, θ) = (P0(θ))(Uf)(y, θ), ou` P0(θ) = pw(y,Dy + θ). Un calcul
simple montre que :
(UP0f)(y, θ) = ei〈γ
∗,y〉(UP0f)(y, θ + γ∗)
= ei〈γ∗,y〉
∑
γ∈Γ
e−iyθP0eiyθei(−y+γ)(θ+γ
∗)f(y − γ)
= ei〈γ∗,y〉
∑
γ∈Γ
e−iyθP0eiyθei(−y+γ)θe−i〈γ
∗,y〉 eiγ
∗γ︸ ︷︷ ︸
=1
f(y − γ)
=
∑
γ∈Γ
P0(θ)ei(−y+γ)θf(y − γ)
= (P0(θ))(Uf)(y, θ).
(2.8)
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Dans (2.8) on a utilisé le fait que e−iyθP0eiyθ = P0(θ), en effet :
(Dy)
[
eiθ.yu(y, θ)
]
= θeiθ.yu(y, θ) + eiθ.y(Dyu)(y, θ) = eiθ.y
([
Dy + θ
]
u
)
(y, θ)
ce qui implique
(Dy)
[
eiθ.yu(y, θ)
]
= eiθ.y
([
Dy + θ
]
u
)
(y, θ)
et par suite (
D2y
) [
eiθ.yu(y, θ)
]
= eiθ.y
([
Dy + θ
]2
u
)
(y, θ).
Donc on a démontré e−iyθ(D2y)eiyθ = (Dy+θ)2. On démontre de la meˆme manière que e−iyθ(Dαy )eiyθ =
(Dy + θ)α et par suite e−iyθpw(y,Dy)eiyθ = pw(y,Dy + θ) = P0(θ). En utilisant (2.8) et [53, section
XIII.16] on obtient :
UP0U
−1 =
∫ ⊕
M∗
P0(θ)dk, (2.9)
ou`, P0(θ) = pw (y,Dy + θ).

L’opérateur P0(θ) est un opérateur différentiel elliptique à résolvante compacte, en effet :
(P0(θ) + i)−1 ∈ L
(
L2(Rn/Γ);Hk(Rn/Γ)
)
,
de plus :
(P0(θ) + i)−1 : L2(Rn/Γ) −→ Hk(Rn/Γ) i−−−−→ L2(Rn/Γ).
D’après le théorème de Rellich, l’injection i est compacte et par suite (P0(θ) + i)−1 est compact de
L2(Rn/Γ) −→ L2(Rn/Γ) et en utilisant un résultat pour les opérateurs elliptiques (voir [53, théorème
XIII.64]) le spectre de l’opérateur P0(θ) est discret et consiste en une réunion d’intervalles de l’axe
réel [E2n+1(θ);E2n+2(θ)], n ∈ N, pour lesquels :
E1(θ) 6 E2(θ) 6 E3(θ) 6 .... 6 E2n(θ) 6 E2n+1(θ) 6 E2n+2(θ) ≤ ....
En(θ) −→ +∞, n −→ +∞.
Les (En(θ))n∈N sont les valeurs propres de l’opérateur P0(θ) ; ces valeurs propres sont traditionnelle-
ment appelées valeurs propres de Floquet, les intervalles introduits ci-dessus sont les bandes spectrales,
et les intervalles (E2n;E2n+1), n ∈ N∗ sont appelés lacunes spectrales. Lorsque E2n < E2n+1, on dit
que la n-ième lacune est ouverte, et lorsque [E2n−1;E2n] est séparé du reste du spectre par des lacunes
ouvertes, la n-ième bande est dite isolée. Donc d’après (2.9), on déduit que :
σ(P0) =
∞⋃
l=1
Λl, Λl = El(M∗).
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Lemme 2.5
σ
(
pw
(
y,Dy
))
= σess
(
pw
(
y,Dy
))
=
+∞⋃
k=1
Λk avec Λk = λk(Rn/Γ∗).
On rappelle que σess(A), le spectre essentiel de A est donné par σess(A) = σ(A)\σdisct(A), ou` σdisc(A)
est l’ensemble des valeurs propres isolées de A de multiplicité finie.
Définition 2.6 (voir [60]) (Densité d’états intégrée). On définit la densité d’états intégrée ρ(t)
associée à l’opérateur P0 = pw(y,Dy) par :
ρ(t) := 1(2pi)n
∑
k≥1
∫
{ξ∈E∗; λk(ξ)6t}
dξ. (2.10)
Ou`, (λk(ξ))k≥1 désignent les valeurs propres de Floquet associées à l’opérateur P0.
2.2 Spectre du modèle périodique avec champ magnétique constant
Dans cette sous-section nous supposons que p(y, η) = ∑ni=1 η2i + V (y) ou V ∈ C∞(Rn,R) est
Γ-périodique.
Désignons par ω = (ω1, .., ωn) la constante magnétique. Maintenant on s’intéresse à l’étude du
spectre de l’opérateur suivant P0 = pw
(
y,Dy + ω×y2
)
, on suppose que les hypothèses (H1) et (H2)
sont vérifiées.
On définit la translation magnétique introduite par Zak (voir [63]) :
Tωαψ(y) := ei〈
ω×y
2 ,α〉ψ(y − α); α ∈ Γ.
Lemme 2.7 La translation Tωα laisse invariant l’opérateur P0 = pw
(
y,Dy + ω×y2
)
c’est-à-dire :
Tωα P0
(
Tωα
)−1 = P0
Preuve. Un calcul simple donne :
Tωα
(
Dy +
ω × y
2
)
ψ(y) = ei〈
ω×y
2 ,α〉
(
Dy +
ω × (y − α)
2
)
ψ(y − α)
=
(
Dy +
ω × y
2
)
ei〈
ω×y
2 ,α〉ψ(y − α)
=
(
Dy +
ω × y
2
)
Twα ψ(y).
(2.11)
Dans (2.11) on a utilisé le fait que :
(Dy)
[
ei〈
ω×y
2 ,α〉ψ(y − α)
]
= −〈ω × α〉2 e
i〈ω×y2 ,α〉ψ(y − α) + ei〈ω×y2 ,α〉(Dyψ)(y − α)
= ei〈
ω×y
2 ,α〉
([
Dy − ω × α2
]
ψ
)
(y − α)
(2.12)
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ainsi (Tωα )−1
(
Dy + ω×y2
)
Tωα =
(
Dy + ω×y2
)
, de la meˆme manière on montre que
(Tωα )−1
(
Dy +
ω × y
2
)α
Tωα =
(
Dy +
ω × y
2
)α
,
et par suite (Tωα )−1P0Tωα = P0.
Lemme 2.8 La translation Tωα satisfait ces relations
Tωα T
ω
β = e−
i
2 〈ω,α×β〉Tωα+β = e−i〈ω,α×β〉Twβ Tωα ; ∀α, β ∈ Γ. (2.13)
Preuve. Un calcul simple donne
Tωα T
ω
β ψ(y) = Tωα
(
ei〈
ω×y
2 ,β〉ψ(y − β)
)
= ei〈
ω×y
2 ,α〉ei〈
ω(y−α)
2 ,β〉ψ(y − α− β)
= e
−i
2 〈ω,α.β〉ei〈
ω×y
2 ,α+β〉ψ(y − α− β)
= e
−i
2 〈ω,α×β〉Tωα+βψ(y),
(2.14)
et
e
−i
2 〈ω,α×β〉Tωα+βψ(y) = e−i〈ω,α×β〉e
i
2 〈ω,α×β〉Tωα+βψ(y)
= e−i〈ω,α×β〉Tωβ Tωαψ(y).
(2.15)
Dans (2.15) on a utilisé le fait que
Tωβ T
ω
αψ(y) = Tωβ
(
ei〈
ω×y
2 ,α〉ψ(y − α)
)
= ei〈
ω×y
2 ,β〉ei〈
ω×(y−β)
2 ,α〉ψ(y − α− β)
= e
i
2 〈ω,α.β〉Tωα+βψ(y).
Remarque 2.9 On ne peut pas appliquer la théorie de Floquet (en général) car les Tωα ne commutent
pas ( en général ) entre eux, dans toute la suite on suppose que :
〈ω,Γ× Γ〉 ∈ (2piZ)n. (2.16)
Si (2.16) est vérifié alors e− i2 〈ω,α×β〉 = 1, ∀α, β ∈ Γ et en utilisant (2.13) on obtient Tωα Tωβ = Tωβ Tωα
donc G = {Tα; α ∈ Γ} est un groupe abélien. D’après (2.13) et si (2.16) est vérifiée on obtient :
Tωα T
ω
β = Tωα+β; ∀α, β ∈ Γ. (2.17)
2.2.1 Transformation de Bloch-Floquet magnétique
Dans cette section, on démontre comment l’hamiltonien P0 peut se transformer en une forme
convenable pour l’espace adiabatique. En effet on utilise le fait que l’opérateur P0 est invariant par
translations magnétiques. Cette méthode est une technique connue appelée "théorie de Bloch" par
les physiciens, ou bien théorie de Floquet voir ([43]), on renvoie également le lecteur à des résultats
généraux sur la théorie de Floquet.
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La transformation que nous allons utiliser est appelée "transformation de Bloch-Floquet magné-
tique" meˆme si elle est parfois aussi appelé "transformation de Zak" en raison de [63]. On définit la
transformation de Bloch-Floquet magnétique pour toutes fonctions ψ ∈ S(Rn) par :
(Uψ)(y, k) :=
∑
α∈Γ
ei(y−α).kTωαψ(y) =
∑
α∈Γ
ei(y−α).kei〈
ω×y
2 ,α〉ψ(y − α), (y, k) ∈ R2n. (2.18)
Lemme 2.10 Pour ψ ∈ S(Rn), on a
• (Uψ)(y, k + α∗) = eiyα∗(Uψ)(y, k), ∀α∗ ∈ Γ∗ et
• (TωαUψ)(y, k) = (Uψ)(y, k), pour tout α ∈ Γ.
Preuve. Soit ψ ∈ S(Rn). Alors
(
Uψ)(y, k + α∗
)
=
∑
α∈Γ
ei(y−α).(k+α
∗)Tωαψ(y)
=
∑
α∈Γ
ei(y−α).kei(y−α).α
∗
Tωαψ(y)
= eiyα∗
∑
α∈Γ
ei(y−α).k e−iα.α
∗︸ ︷︷ ︸
=1
Tωαψ(y)
= eiyα∗
∑
α∈Γ
ei(y−α).kTωαψ(y) = eiyα
∗(
Uψ
)
(y, k)
(2.19)
(
TωαU
)
ψ(y, k) = Tωα
∑
α∈Γ
ei(y−α).kTωαψ(y)

= ei〈
ω×y
2 ,α〉
∑
α∈Γ
ei(y−2α)kTωαψ(y − α)
= ei〈
w×y
2 ,α〉
∑
α∈Γ
ei(y−2α)ke〈
ω×(y−α)
2 ,α〉ψ(y − 2α)
=
∑
α∈Γ
ei(y−2α)ei〈ωy,α〉 e−
α2
2 ωi︸ ︷︷ ︸
=1
ψ(y − 2α)
=
∑
α∈Γ
ei(y−2α)ei〈ωy,α〉ψ(y − 2α)
=
∑
α∈Γ
ei(y−2α)Tω2αψ(y)
=
∑
α′∈Γ
ei(y−α
′)Tωα′ψ(y); α′ = 2α
=
(
Uψ
)
(y, k).
(2.20)

Définition 2.11 Soit :
Hω :=
{
ψ ∈ L2loc(Rn); Tωαψ = ψ,∀α ∈ Γ
}
est un espace de Hilbert muni du produit scalaire
〈f, g〉Hω :=
∫
M
f(y)g(y)dy.
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Lemme 2.12 . U se prolonge en une application unitaire
U : L2(Rn) −→
∫ ⊕
M∗
Hωdk = L2(M∗;Hω)
et son inverse est donnée par (U−1φ)(y) :=
∫
M∗
e−ik.yφ(k, y)dk.
Preuve. On peut montrer que U est une isométrie, en effet : soit ψ ∈ S(Rn). Alors
||Uψ||2Hω = 〈Uψ,Uψ〉Hω
=
∫
M∗
∫
M
∑
α∈Γ
∑
α′∈Γ
ei(α
′−α)kei〈
ω×y
2 ,α−α′〉ψ(y − α)ψ(y − α′)dydk
=
∑
α∈Γ
∑
α′∈Γ
∫
M
ei〈
w×y
2 ,α−α′〉ψ(y − α)ψ(y − α′)
∫
M∗
ei(α
′−α)kdk︸ ︷︷ ︸
=δα,α′
dy
=
∑
α∈Γ
∫
M
|ψ(y − α)|2dy = ||ψ||2L2(Rn)
(2.21)
puisque
∫
M∗
ei(α
′−α)kdk = δα,α′ =
{
1 si α = α′
0 si α 6= α′
On va montrer que U−1Uψ = ψ pour tout ψ ∈ Hω
U−1Uψ(y) =
∫
M∗
e−iky
∑
α∈Γ
ei(y−α)kTωαψ(y)
 dk
=
∫
M∗
e−iky
∑
α∈Γ
ei(y−α)kei〈
ω×y
2 ,α〉ψ(y − α)
 dk
=
∑
α∈Γ
Tωαψ(y)
∫
M∗
e−ikαdk︸ ︷︷ ︸
δα,0
= ψ(y).
(2.22)
Puisque
∫
M∗
e−iα.kdk = δα,0 =
{
1 si α = 0
0 si α 6= 0
On va montrer de la meˆme manière que U−1 est une isométrie de L2(M∗;Hω) à valeurs dans
L2(Rn), en effet :
||U−1ψ||2L2(Rn) =
∫
Rn
∣∣∣ ∫
M∗
eikyψ(y, k)dk
∣∣∣2dy
=
∫
Rn
∣∣∣ ∫
M∗
eikyTωαψ(y, k)dk
∣∣∣2dy
=
∫
Rn
∣∣∣ ∫
M∗
eikyei〈
ω×y
2 ,α〉ψ(y − α, k)
∣∣∣2dkdy
=
∫
Rn
∫
M∗
∣∣∣eikyψ(y − α, k)∣∣∣2dkdy
=
∫
Rn
∫
M∗
∣∣∣ψ(y, k)∣∣∣2dydk = ||ψ||2Hω .
(2.23)
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Dans (2.22) et (2.23) on a utilisé le fait que ψ(y, k) = Tωαψ(y, k) = ei〈
ω×y
2 ,α〉ψ(y − α, k) puisque
ψ ∈ Hω. Donc U−1 est injective et par suite U est surjective ce qui prouve que U est unitaire de
U : L2(Rn) −→ L2(M∗;Hω).
Proposition 2.13 L’hamiltonien P0 = pw
(
y,Dy + ω×y2
)
se transforme par la transformation de
Bloch-Floquet magnétique en
UP0U
−1 =
∫ ⊕
M∗
P0(k)dk,
ou`,
P0(k) := pw
(
y,Dy +
ω × y
2 + k
)
. (2.24)
Pour k fixé, le domaine de P0(k) est H2mω :=
{
u ∈ Hω; ∂αu ∈ Hω, |α| ≤ 2m
}
.
Remarque 2.14 Dans la preuve on utilise le fait que e−iα∗.yP0 eiα
∗.y = P0(α∗), ou` P0(α∗) =
pω
(
y,Dy + ω×y2 + α∗
)
;α∗ ∈M∗, en effet :
(Dy)
[
eiα
∗.yψ(y, α∗)
]
= α∗eiα∗.yψ(y, α∗) + eiα∗.y(Dyψ)(y, α∗) = eiα
∗.y
([
Dy + α∗
]
ψ
)
(y, α∗)
ce qui implique(
Dy +
ω × y
2
) [
eiα
∗.yψ(y, α∗)
]
= eiα∗.y
([
Dy +
ω × y
2 + α
∗
]
ψ
)
(y, α∗).
Maintenant on démontre de la meˆme manière que(
Dy +
ω × y
2
)α [
eiα
∗.yψ(y, α∗)
]
= eiα∗.y
([
Dy +
ω × y
2 + α
∗
]α
ψ
)
(y, α∗)
et par suite e−iα∗.yP0 eiα
∗.y = P0(α∗).
Preuve. On vas montrer que :
(
UP0ψ
)
(y, k) =
(
P0(α∗)
)
(Uψ)(y, k),
en utilisant la définition de la transformation de Bloch-Floquet magnétique on obtient :
(UP0ψ)(y, k) = e−iα
∗.y(UP0ψ)(y, k + α∗)
= e−iα∗.y
∑
α∈Γ
ei(y−α).(k+α
∗) Tωα P0︸ ︷︷ ︸
=P0Tωα
ψ(y)
= e−iα∗.y
∑
α∈Γ
ei(y−α).(k+α
∗)P0T
ω
αψ(y)
=
∑
α∈Γ
ei(y−α).k e−iα
∗.yP0e
iα∗.y︸ ︷︷ ︸
=P0(α∗)
Tωαψ(y)
=
∑
α∈Γ
ei(y−α).kP0(α∗)Tωαψ(y)
= (P0(α∗))(Uψ)(y, k).
(2.25)
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Dans (2.25) on a utilisé le fait que (Tωα )−1P0Tωα = P0 et e−iy.α
∗
P0 eiyα
∗ = P0(α∗). Une conséquence
de (2.25) est :
UP0U
−1 =
∫ ⊕
M∗
P0(k)dk. (2.26)
L’opérateur P0(k) est un opérateur différentiel elliptique à résolvante compacte en effet l’opérateur
P0(k) ∈ L
(
Hk(Rn/Γ);L2(Rn/Γ)
)
est par suite :
(P0(k) + i)−1 : L2(Rn/Γ) −→ Hk(Rn/Γ) i−−−−→ L2(Rn/Γ).
D’après le théorème de Rellich l’injection i est compacte et par suite (P0(k) + i)−1 est compact
de L2(Rn/Γ) −→ L2(Rn/Γ), d’après un résultat pour les opérateurs elliptiques (voir [53, théorème
XIII.64]) le spectre de P0(k) est discret et constitué d’une suite de valeurs propres
E1(k) 6 E2(k) 6 E3(k) 6 ...... 6 E2n(k) 6 E2n+1(k) 6 ......
En(k) −→ +∞, (n −→ +∞).
D’après la théorie de perturbation En(k) est continue en k pour n fixé et les intervalles Λn = En(M∗)
sont appelées les bandes magnétiques de Bloch. En utilisant (2.26), on obtient :
σ(P0) =
+∞⋃
k=1
Λk avec Λk = Ek(Rn/Γ∗).
Lemme 2.15 ([53]). Si En(k) est une valeur propre simple de P0(k), c’est-à-dire
En−1(k) < En(k) < En+1(k) (2.27)
alors En(k) est une fonction continue pour tout k ∈ Rn, de plus elle est analytique dans un voisinage
de k.
Lemme 2.16 Sous l’hypothèse 〈ω,Γ× Γ〉 ∈ (2piZ)n on a
σ
(
pw
(
y,Dy +
ω × y
2
))
= σess
(
pw
(
y,Dy +
ω × y
2
))
=
+∞⋃
k=1
Λk avec Λk =
{
λk(ξ); ξ ∈ Rn/Γ∗
}
.
Ici (λk(ξ))k≥1 désignent les valeurs propres de l’opérateur pw
(
y,Dy + ω×y2 + ξ
)
comme opérateur de
L2(Rn/Γ) −→ L2(Rn/Γ).
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Chapitre III
Rappel sur l’hamiltonien effectif pour des
perturbations d’opérateurs périodiques
L’objectif de ce chapitre est de rappeler quelques résultats sur l’hamiltonien effectif pour des
perturbations des opérateurs périodiques. Pour les détails et les démonstrations on renvoie à [23], voir
aussi [18, chapitre 13]. Le résultat le plus important de ce chapitre est le corollaire 2.5 qui imlique que
l’étude spectrale des opérateurs du type (1.3) se réduit à l’étude des opérateurs h-pseudo-différentiels.
Tout d’abord, nous rappelons brièvement les étapes de la construction de l’hamiltonien effectif.
Rappelons que nous étudions des opérateurs de la forme Pw(hy, y,Dy).
1. Première étape : séparation des variables y et hy :
Soit u ∈ L2(Rn), il est clair que[
Pw(hy, y,Dy)u(y)
]
⊗δ(x− hy) = Pw(x, y, hDx +Dy)
[
u(y)× δ(x− hy)
]
. (0.1)
En utilisant la périodicité du symbole P (x, y, η) par rapport à la variable y et en utilisant la théorie de
Floquet (voir chapitre II), on montre que l’étude spectrale de Pw(hy, y,Dy) sur L2(Rn) est équivalent
à l’étude spectrale de Pw(x, y, hDx+Dy) sur un sous-espace convenable de L2loc(R2n) (voir proposition
1.5). Notons que l’importance de travailler avec l’opérateur Pw(x, y, hDx +Dy) est due au fait que ce
dernier est un opérateur h-pseudo-différentiel par rapport à la variable x.
2. Deuxième étape : réduction de l’étude du symbole par rapport à la variable de pério-
dicité :
Le symbole associé à l’opérateur Pw(x, y, hDx +Dy) par rapport à la variable x est
P˜ (x, ξ) = Pw(x, y, ξ +Dy) : L2(Rny/Γ) −→ L2(Rny/Γ).
Donc c’est un symbole à valeur opérateur. Pour chaque (x, ξ) fixé le spectre de l’opérateur P˜ (x, ξ) sur
L2(Rny/Γ) est discret et est formé par des valeurs propres µ1(x, ξ), µ2(x, ξ), ... avec limk→∞ µk(x, ξ) =
+∞. En particulier près d’un niveau d’énergie fixé, z, P˜ (x, ξ)−z est inversible si et seulement µk(x, ξ)−
z 6= 0, pour k = 1, 2, · · · , N (avec N dépend de z). Cela nous permet à l’aide d’un problème de Grushin
(voir proposition 1.6 ) de construire une matrice E−+,0(x, ξ, z), C∞ par rapport à la variable (x, ξ) et
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uniformément bornée ainsi que toutes ses dérivées pour z dans un compact de C et vérifiant :
detE−+,0(x, ξ, z) = 0 ssi z ∈ σ(P˜ (x, ξ)). (0.2)
Ce symbole joue un rôle important dans les démonstrations puisqu’il sera le symbole principal de
l’hamiltonien effectif (voir proposition 1.7).
3. Troisième étape : réduction de l’étude spectrale de l’opérateur Pw(hy, y,Dy) à celui
d’un système d’opérateur h-pseudo-différentiel :
Dans l’étape précédente nous avons construit un problème de Grushin associé au symbole, mainte-
nant en quantifiant ce symbole et en utilisant la théorie des opérateurs h-pseudo-différentiel et surtout
la caractérisation de Beal’s (voir théorème 1.10 du chapitre II) nous construisons à l’aide d’un pro-
blème de Grushin associé à l’opérateur Pw(hy, y,Dy) un symbole E−+(x, ξ, z;h) = E−+,0(x, ξ, z) +
hE−+,1(x, ξ, z) + · · · tel que
z ∈ σ(Pw(hy, y,Dy)) ssi Ew−+(x, hDx, z;h) n’est pas inversible.
Voir corollaire 2.5. On appelle Ew−+(x, hDx, z;h) Hamiltonien effectif.

1 Opérateur P0 et première réduction
1.1 Classe de Symboles à valeurs opérateurs
Rappelons d’abord quelques résultats sur les opérateurs h-pseudo-différentiels à valeurs opérateur ;
pour plus de détails on renvoie à Balazard-Konlein [4]. On considère une famille d’espaces hilbertiens
AX , X = (x, ξ) ∈ R2n, vérifiant :
AX = AY comme espace vectoriel ∀X,Y ∈ R2n, (1.1)
il existe N0 ≥ 0 , et C ≥ 0 tel que : (1.2)
||u||AX 6 C〈X − Y 〉N0 ||u||AY , ∀ u ∈ A0, X, Y ∈ R2n.
Ici 〈X〉 = (1 + |X|2)1/2.
Soit BX , X ∈ R2n une seconde famille vérifiant (1.1), (1.2). On dit que p ∈ S0(R2n,L(AX ,BX))
ssi p ∈ C∞(R2n,L(A0,B0)). Pour tout α ∈ N2n, il existe Cα tel que :
||∂αXp||L(AX ,BX) 6 Cα, ∀X ∈ R2n.
On peut associer à p l’opérateur pw(x, hDx), et on a
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Proposition 1.1 Soit p ∈ S0(R2n;L(AX ,BX)), ou` AX ,BX vérifiant (1.1), (1.2). Alors l’opérateur
Opwh (p) := pw(x, hDx) : S(Rn;A0) −→ S(Rn;B0) est uniformément continu.
Proposition 1.2 (Calderon-Vaillancourt) Supposons que AX = A0, BX = B0, ∀X ∈ R2n. Si
p ∈ S0(R2n,L(A0,B0)) (i.e ||∂αXp||L(A0,B0) 6 Cα, ∀X ∈ R2n), alors
Opwh (p) : L2(Rn;A0) −→ L2(Rn;B0)
est uniformément borné.
Soit CX , X ∈ R2n, une troisième famille possédant les propriétés (1.1), (1.2).
Proposition 1.3 (Composition des opérateurs) Soit p ∈ S0(R2n,L(BX ,CX)), q ∈ S0(R2n,L(AX ,BX))
alors il existe r ∈ S0(R2n,L(AX ,CX)) tel que Opwh (p) ◦Opwh (q) = Opwh (r), ou` r est donné par
r = exp
( ih
2 σ(Dx, Dξ;Dy, Dη)
)
(p(x, ξ)q(y, η))
∣∣∣
x=y,ξ=η
,
qu’on peut écrire
r ∼
∞∑
k=0
1
k!
( ih
2 σ(Dx, Dξ;Dy, Dη)
)k
p(x, ξ)q(y, η)
∣∣∣
x=y,ξ=η
,
ou` σ est la deuxième forme symplectique.

1.2 Opérateur P0 = Pw(hy, y,Dy + A(hy))
Soit (x, y, η)→ P (x, y, η) une fonction C∞, à valeurs réelles vérifiant les hypothèses suivantes :
(H1) Soit P (x, y, η) =
∑
|α|6m aα(x, y)ηα,
(H2) aα(x, y) = aα(x, y + γ);∀|α| 6 m,∀γ ∈ Γ, ou` Γ est un réseau
n⊕
i=1
Zei avec (e1, e2, ..., en) est
une base de Rn.
(H3) |∂γx∂βy aα(x, y)| 6 Cα,β,γ , ∀α, β, γ ∈ Nn, |α| 6 m.
(H4) pm(x, y, η) :=
∑
|α|=m aα(x, y)ηα > 1C0 |η|m pour tout C0 > 0.
Soit A(x) = (A1(x), A2(x), ..., An(x)) ∈ C∞(Rn;Rn). On suppose que
(H5) ∀α ∈ Nn\{0} il existe Cα tel que |∂αxA(x)| 6 Cα.
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Nous utilisons dans la suite la quantification de Weyl (voir chapitre II). Donc, on associe au symbole
P (x, y, η) l’hamiltonien quantique :
P0 = Pw(hy, y,Dy +A(hy)). (1.3)
Pour m ∈ N, on définit :
HmA :=
{
u ∈ L2(Rn); (Dy +A(hy))αu ∈ L2(Rn), ∀|α| 6 m
}
,
muni de la norme ( ∑
|α|≤m
‖(Dy +A(hy))αu‖2
)1/2
.
En utilisant des inégalités d’énergie standard on montre que
Proposition 1.4 ([23], proposition A.2 ) L’opérateur P0 : L2(Rn) −→ L2(Rn) est essentiellement
autoadjoint sur C∞0 (Rn) de domaine HmA .
1.3 Réduction à un problème à deux variables séparées y et x = hy
Pour m ∈ N, on définit :
L0 =
{∑
γ∈Γ
v(x)δ(x− hy + hγ); v ∈ L2(Rnx)
}
,
Lm =
{∑
γ∈Γ
v(x)δ(x− hy + hγ); (hDx +A(x))αv ∈ L2(Rn), |α| 6 m
}
,
muni de la norme
h−n/2
( ∑
|α|≤m
‖(hDx +A(x))αv(x
h
)‖2
)1/2
.
En utilisant la transformation de Bloch-Floquet et l’égalité (0.1), on montre que :
Proposition 1.5 ([23], proposition 1.3 ) L’opérateur P0 = Pw(hy, y,Dy + A(hy)) défini sur L2(Rn)
de domaine HmA est unitairement équivalent à P = Pw(x, y, hDx+Dy+A(x)) défini sur L0 de domaine
Lm.
Maintenant, nous expliquons comment on peut voir P = Pw(x, y, hDx + Dy + A(x)) comme un
opérateur h-pseudo-différentiel à valeur opérateur. On note par
K0 = L2(Rn/Γ),
Km,ξ =
{
u ∈ K0; (Dy + ξ)αu ∈ K0, ∀|α| 6 m
}
.
Remarquons ici, que simplement la norme de Km,ξ dépend de ξ ; c’est-à-dire que Km,ξ comme espace
vectoriel est indépendant de ξ, et en utilisant l’hypothèse (H5) on obtient :
||u||Km,ξ+A(x) 6 C
(
〈ξ − ζ〉+ 〈x− z〉
)m||u||Km,ζ+A(x) (1.4)
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∀u ∈ Km,0, (x, z, ξ, ζ) ∈ R4n,
∥∥∥∂αx ∂βξ P (x, ξ +A(x))∥∥∥L(Km,ξ+A(x),K0) 6 Cα,β. (1.5)
Maintenant, en utilisant la proposition 1.5 nous pouvons considérer l’opérateur P = Pw(x, y, hDx +
Dy +A(x)) : L0 → L0. Nous donnerons une réduction de l’étude du spectre σ(P ) de P en considérant
P comme un opérateur h-pseudo-différentiel en x de symbole à valeur opérateur P (x, ξ + A(x)) =
Pw(x, y,Dy + ξ +A(x)) définie sur L(Km,ξ+A(x),K0).
1.4 Problème de Grushin
Dans ce paragraphe nous rappelons la notion de problème de Gruchin, hamiltonien effectif et leurs
propriétés. Soient H1, H2 et H3 trois espaces de Hilbert et soit P ∈ L(H1, H3). Supposons qu’il existe
R+ ∈ L(H1, H2) et R− ∈ L(H2, H3) tel que l’opérateur
P(z) =
(
P − z R−
R+ 0
)
: H1 ×H2 −→ H3 ×H2
est bijective uniformément par rapport a z ∈ Ω. Ici Ω est un ouvert dans C. On note par
E(z) =
(
E(z) E+(z)
E−(z) E−+(z)
)
son inverse. On dit que P(z) est un problème de Grushin associé à (P − z), et E−+(z) est appelé
l’hamiltonien effectif. Notons les propriétés suivantes qui résultent des identités E◦P = I et P◦E = I :
(P − z) est inversible ssi E−+(z) est inversible (1.6)
(P − z)−1 = E(z)− E+(z)E−1−+(z)E−(z); pour z ∈ ρ(P ) (1.7)
E−1−+(z) = −R+(P − z)−1R−, pour z ∈ ρ(P ). (1.8)
D’autre part en utilisant le fait que z 7−→ (P − z) est analytique et que R± sont indépendants de z,
on déduit que les opérateurs E(z), E±(z), E−+(z) sont analytiques par rapport à z ∈ Ω et que
∂zE−+(z) = E−(z)E+(z). (1.9)
En général, le problème essentiel dans la construction d’un problème de Grushin c’est le choix de
H2 et la construction de R±.
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1.5 Problème de Grushin associé au symbole P (x, ξ + A(x))
Maintenant on va réduire à l’aide d’un problème de Grushin l’étude spectrale de l’opérateur
P (x, ξ +A(x)) = Pw(x, y,Dy + ξ +A(x)) : Km,ξ+A(x) −→ K0.
Dans toute la suite I = [a, b] est un compact fixé dans R.
Proposition 1.6 ([23], proposition 2.1 ) Il existe un entier N ∈ N, un voisinage complexe V de I, et
des fonctions ϕj(x, y, ξ) ∈ C∞(R2nx,ξ,Km,ξ) ∩ C∞(Rnx × Rny × Rnξ ) pour 1 6 j 6 N , tels que pour tout
(x, ξ) ∈ R2n et pour tout z ∈ V, l’opérateur :
P(x, ξ, z) =
(
Pw(x, y,Dy + ξ)− z R−(x, ξ)
R+(x, ξ) 0
)
: Km,ξ × CN −→ K0 × CN (1.10)
est inversible d’inverse
E0(x, ξ, z) =
(
E0(x, ξ, z) E0+(x, ξ, z)
E0−(x, ξ, z) E0−+(x, ξ, z)
)
(1.11)
uniformément borné ainsi que toutes ses dérivées en (x, ξ, z) dans L(K0 × CN ,Km,ξ × CN ) pour
(x, ξ) ∈ R2n, z ∈ V. Ici R+(x, ξ) et R−(x, ξ) sont définis par : (R+(x, ξ)u)j = 〈u;ϕj(x, ξ, .)〉F0,0 et
R−(x, ξ)u− =
∑N
j=1 u
−
j ϕj(x, ξ, .).
De plus les fonctions ϕj vérifient (∗),
(∗)

||∂αx ∂βξ ϕj(x, ξ)||Km,ξ 6 Cα,β, ∀α, β ∈ Nn, x, ξ ∈ Rn
∀γ∗ ∈ Γ∗; ϕj(x, ξ + γ∗, y) = e−iyγ∗ϕj(x, ξ, y)
Remarque 1.7 1) Si on remplace ξ par ξ + A(x) on obtient un problème de Grushin associé à
P (x, ξ +A(x)).
2) Par hypothèse l’opérateur P (x, ξ) = Pw(x, y,Dy + ξ) est elliptique, comme on travaille sur une
variété compacte alors le spectre de l’opérateur Pw(x, y,Dy + ξ) : L0 −→ L0 est discret. On note par
λ1(x, ξ), λ2(x, ξ), · · · la suite de ces valeurs propres. Alors en appliquant (0.2), on obtient :
detE0−+(x, ξ, z) = 0 ssi , ∃k ≥ 1; z = λk(x, ξ) (1.12)
2 Réduction spectrale de P0
Pour m ∈ N, on introduit les espaces suivants avec leurs normes naturelles :
K0 = L2(Rnx × Rny/Γ)
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Km =
{
u ∈ K0; (hDx +Dy +A(x))αu ∈ K0 ∀ |α| ≤ m
}
.
Maintenant en quantifiant les symboles P(x, ξ +A(x), z) et P(x, ξ +A(x), z) on obtient :
Proposition 2.1 ([23], théorème 2.3 ) Pour h assez petit z ∈ V, l’opérateur
Pw(x, hDx +A(x), z) : Km −→ K0
admet un inverse uniformément borné Ew(x, hDx+A(x), z;h) ou` E(x, ξ, z;h) appartient à S0(R2n,L(K0×
CN ,K2m,ξ × CN )) qui admet un développement asymptotique en h.
E(x, ξ, z;h) :=
(
E(x, ξ, z;h) E+(x, ξ, z;h)
E−(x, ξ, z;h) E−+(x, ξ, z;h)
)
∼
+∞∑
j=0
hjEj(x, ξ, z), (2.1)
ou` E0(x, ξ, z) est donné par la proposition 1.6. De plus E−+(x, ξ, z;h) est Γ∗-périodique en ξ et
E−+(x, ξ +A(x), z;h) ∼
+∞∑
j=0
hjEj−+(x, ξ +A(x), z), (2.2)
dans S0(R2n,L(CN ,CN )).
Soit u = ∑γ∈Γ v(x)δ(x− hy − hγ) ∈ L0. En remarquant que
u =
∑
γ∈Γ
v(x)δ(x− hy − hγ) =
∑
γ∈Γ
v(hy − hγ)δ(x− hy − hγ),
alors on peut identifier L0 à un sous-espace de S′(Rnx;L2(Rny/Γ)). Maintenant si on introduit
V0 :=
{∑
γ∈Γ
cγδ(x− hγ);
∑
γ∈Γ
|cγ |2 <∞
}
,
et si on applique le résultat précédent à des espaces convenables on obtient :
Théorème 2.2 ( [23], théorème 3.7 ) Sous les hypothèses (H1), ..., (H5) et pour h > 0 assez petit et
z ∈ V, Pw(x, hDx+A(x), z) est uniformément borné de Lm×(V0)N à valeurs dans L0×(V0)N et admet
un inverse uniformément borné Ew(x, hDx +A(x), z, h) de L0 × (V0)N à valeurs dans Lm × (V0)N .
Remarque 2.3 Il est clair que V0 est unitairement équivalent à l’espace L2(Rn/Γ). Mais pour utiliser
le calcul h-pseudo-différentiel global il est plus utile de travailler avec l’espace V0.
En appliquant (1.6), on obtient :
Corollaire 2.4 Pour z ∈ V et h > 0 assez petit, on a
z ∈ σ
(
P0
)
si et seulement si 0 ∈ σ
(
Ew−+(x, hDx +A(x), z;h)
)
,
ou` P0 = Pw(hy, y,Dy +A(hy)) : L2(Rn) −→ L2(Rn) et Ew−+(x, hDx +A(x), z;h) : V N0 −→ V N0 .
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Si on identifie V N0 à l2(Γ;CN ), on obtient :
Corollaire 2.5 ([23], corollaire 3.10 ) Pour z ∈ V et h assez petit, l’opérateur
(
Pw(hy, y,Dy +A(hy))− λ R̂−
R̂+ 0
)
: Hm,A × l2(Γ;CN ) −→ L2(Rn) × l2(Γ;CN ) est uniformément
borné, bijectif d’inverse
(
Ê Ê+
Ê− Ê−+
)
. Ici la matrice associée à Ê−+ est égale à la matrice de Ew−+(x, hDx+
A(x), λ, h) définie sur V N0 .
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Chapitre IV
Formule de trace pour des perturbations
semi-classiques des opérateurs différentiels
elliptiques à coefficients périodiques
1 Préliminaires et résultats
Soient p(y, ξ), p˜(y, ξ) ∈ C∞(R2n,R), deux symboles Γ-périodiques en y ou` Γ = n⊕
i=1
Zei est un réseau
et les (ei)16i6n forment une base de Rn. On suppose que p(y, ξ), p˜(y, ξ) vérifient :
(H1) p(y, ξ) =
∑
|α|62m aα(y)ξα, p˜(y, ξ) =
∑
|α|62m a˜α(y)ξα.
(H2) ∃C0 > 0 tel que :
p2m(y, ξ) =
∑
|α|=2m
aα(y)ξα ≥ 1
C0
|ξ|2m. (1.1)
(H3) La fonction ϕ(x) est à valeurs réelles, bornée ainsi que toutes ses dérivées et tend vers zéro quand
|x| tend vers l’infini.
(H4) Il existe C > 0 tel que :
p2m(y, ξ) + ϕ(x)p˜2m(y, ξ) ≥ 1
C
|ξ|2m. (1.2)
Soit A(x) = (A1(x), .., An(x)) ∈ C∞(Rn,Rn) tels que :
(H5) ∀α ∈ Nn\{0} il existe Cα tel que |∂αxAi(x)| 6 Cα.
Soit ψ(x, y;h) ∈ S0(R2n),Γ−périodique en y tel que :
(H6) La fonction ψ(x, y;h) ∈ C∞(R2n×]0, h0[;R) ; bornée ainsi que toutes ses dérivées, Γ−périodique
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par rapport à y et
lim
|x|→+∞
sup
y∈Rn,h∈]0,h0]
ψ(x, y;h) = 0.
De plus on suppose que ψ admet un développement asymptotique par rapport à h, c’est-à-dire
ψ(x, y;h) ∼
∑
j>0
ψj(x, y)hj dans S0(R2n).
On pose
P (x, y, ξ;h) = p(y, ξ) + ϕ(x)p˜(y, ξ) + ψ(x, y;h)
et
P0(x, y, ξ) = p(y, ξ) + ϕ(x)p˜(y, ξ) + ψ0(x, y).
On s’intéresse à l’étude du spectre de l’opérateur :
P = pw
(
y,Dy +A(hy)
)
+
(
ϕ(hy)p˜(y,Dy +A(hy))
)w
+ ψ(hy, y;h)
= Pw
(
hy, y,Dy +A(hy);h
)
; pour h assez petit.
(1.3)
On définit le réseau dual Γ∗ par :
Γ∗ :=
{
γ∗ ∈ Rn; ei〈γ,γ∗〉 = 1,∀γ ∈ Γ
}
.
E (respectivement E∗), un domaine fondamental borné du réseau Γ (respectivement Γ∗).
V0 =
{
u ∈ S′(Rn) tel que u(x) =
∑
γ∈Γ
fγδ(x− hγ) ou` (fγ)γ ∈ l2(Γ,C)
}
.
On note par :
Hξ =
{
u ∈ L2loc(Rn);u(y + γ) = ei〈γ,ξ〉u(y), ∀γ ∈ Γ
}
,
Hm,ξ =
{
u ∈ Hξ; ∂αy u(y) ∈ Hξ, ∀|α| 6 m
}
,
K0 = H0 = L2
(
Rn/Γ
)
,
Km,ξ =
{
u ∈ K0; (Dy + ξ)αu ∈ K0, ∀|α| 6 m
}
.
On considère l’opérateur de Schrödinger pw(y,Dy) sur Rn, on note par Pξ l’opérateur autoadjoint
non borné sur Hξ associé à pw(y,Dy), (λk(ξ))k≥1 les valeurs propres de Pξ comptées avec leurs mul-
tiplicités que l’on range par ordre croissant, d’après la théorie de Floquet ;
σ
(
pw(y,Dy)
)
= σess
(
pw(y,Dy)
)
=
+∞⋃
k=0
Jk avec Jk = λk(Rn/Γ∗). (1.4)
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On rappelle que σess(A), le spectre essentiel de A est donné par σess(A) = σ(A)/σdisc(A), ou` σdisc(A)
est l’ensemble des valeurs propres de A isolées de multiplicité finie.
Lemme 1.1
σess
(
Pw(hy, y,Dy;h)
)
= σess
(
pw(y,Dy)
)
= σ
(
pw(y,Dy)
)
.
Preuve. D’après l’identité de la résolvante, on a :
(
i+ Pw(hy, y,Dy;h)
)−1
−
(
i+ pw(y,Dy)
)−1
= (1.5)
(
i+ pw(y,Dy)
)−1(
Pw(hy, y,Dy;h)− pw(y,Dy)
)(
i+ Pw(hy, y,Dy;h)
)−1
=
(
i+ pw(y,Dy)
)−1
Gw(hy, y,Dy)
(
i+ Pw(hy, y,Dy;h)
)−1
,
avec G(x, y, ξ) = ϕ(x)p˜(y, ξ) + ψ(x, y;h). Comme p˜w(y,Dy) est un opérateur différentiel d’ordre infé-
rieur ou égal à 2m et à coefficients C∞, alors on peut écrire Gw(hy, y,Dy) sous la forme suivante
Gw(hy, y,Dy) =
∑
|α|≤2m
cα(hy, y, h)Dαy ,
avec lim|y|→∞ cα(hy, y, h) = 0. Montrons que pour tout |α| ≤ 2m, l’opérateur
(
i+ pw(y,Dy)
)−1
cα(hy, y, h)Dαy
(
i+ Pw(hy, y,Dy;h)
)−1
,
est compact. Comme (
i+ Pw(hy, y,Dy;h)
)−1
: L2(Rn) −→ H2m(Rn)
et
Dαy : H2m(Rn) −→ L2(Rn)
sont bornés, alors Dαy
(
i + Pw(hy, y,Dy;h)
)−1
: L2(Rn) −→ L2(Rn) est borné. On rappelle que
H2m(Rn) = {u ∈ L2(Rn); (Dy)αu(y) ∈ L2(Rn), ∀|α| 6 2m} est l’espace de Sobolev d’ordre 2m.
Par conséquent il suffit de montrer que
(
i + pw(y,Dy)
)−1
cα(hy, y, h) est compact. Rappelons
qu’un opérateur linéaire A borné d’un espace de Hilbert H dans H est compact si et seulement si
son adjoint est compact. Donc il suffit de montrer que cα(hy, y, h)
(
pw(y,Dy)− i
)−1
est compact. Soit
φ ∈ C∞0 (Rn; [0, 1]) tel que φ(y) = 1 pour |y| < 1 et support de φ est inclus dans la boule de centre 0 et
de rayon 2. Pour R > 0, on pose φR(y) = φ(y/R) et KR la boule unité fermée de centre 0 et de rayon
2R. Soit H2mKR = {u ∈ H2m(Rn); suppu ⊂ KR}. Comme
(
pw(y,Dy) − i
)−1
: L2(Rn) −→ H2m(Rn)
et cαφR : H2m(Rn) −→ H2mKR sont bornés et l’injection i : H2mKR −→ L2(Rn) est compacte alors
φRcα
(
pw(y,Dy)− i
)−1
est compacte. D’autre part, comme
∥∥∥φRcα − cα∥∥∥∞ = supy∈Rn
∣∣∣(φR(y)− 1)cα(hy, y, h)∣∣∣ ≤ sup|y|>R∣∣∣cα(hy, y, h)∣∣∣ −→ 0,
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lorsque R tend vers +∞, alors
∥∥∥(φRcα − cα)(pw(y,Dy)− i)−1∥∥∥
L(L2(Rn),L2(Rn))
−→ 0, lorsque R→ +∞.
Par conséquent l’opérateur cα
(
pw(y,Dy)−i
)−1
est compact. Ceci termine la démonstration du lemme.

La proposition suivante sera démontrée dans la sous section 2.2 (formule de trace via l’hamiltonien
effectif).
Proposition 1.2 Soit I un intervalle fermé disjoint du spectre de pw(y,Dy). Alors, il existe h0 > 0
assez petit tel que :
I ∩ σ
(
pw
(
y,Dy +A(hy)
))
= ∅, (1.6)
pour tout h ∈]0, h0[.
Fixons α < β tel que :
[α, β] ∩ σ
(
pw(y,Dy)
)
= ∅. (1.7)
D’après le lemme 1.1 et la proposition 1.2 on a :
[α, β] ∩ σess
(
Pw
(
hy, y,Dy +A(hy);h
))
= ∅, pour h assez petit. (1.8)
Donc la perturbation crée des valeurs propres isolées et de multiplicités finies dans l’intervalle [α, β].
Le théorème suivant est le résultat principal de cette section.
Théorème 1.3 Sous les hypothèses ((H1)−(H6)) et si α, β vérifient (1.7), alors pour f ∈ C∞0 ((α, β);R)
il existe une suite de nombres réels (ak(f))k∈N telle que
tr
[
f(Pw(hy, y,Dy +A(hy);h))
]
∼ h−n
+∞∑
k=0
ak(f)hk (h↘ 0), (1.9)
avec
a0(f) =
1
(2pi)n
∑
k≥1
∫ ∫
Rnx×E∗
f
(
µk(x, ξ)
)
dxdξ.
Si on suppose que
p(y, ξ) = p˜(y, ξ) et ψ0(x, y) := ψ0(x) est inde´pendant de y, (R)
alors ;
a0(f) =
1
(2pi)n
∑
k≥1
∫ ∫
Rnx×E∗
f
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ
=
∫ ∫
Rnx×Rt
f
(
(1 + ϕ(x))t+ ψ0(x)
)
dρ(t)dx.
(1.10)
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Ici µk(x, ξ) sont les valeurs propres de l’opérateur Pw0 (x, y,Dy + ξ) de L2(Rn/Γ) dans L2(Rn/Γ) et
ρ(t), désigne la densité d’états associée à l’opérateur pw(y,Dy).
2 Hamiltonien effectif
Dans cette section, nous appliquons la méthode de l’hamiltonien effectif (chapitre précédent) à
notre opérateur Pw(hy, y,Dy +A(hy);h).
2.1 Hamiltonien effectif
Pour (x, ξ) fixé on note P (x, ξ) = Pw0 (x, y,Dy + ξ), (on rappelle que P0(x, y, ξ) = p(y, ξ) +
ϕ(x)p˜(y, ξ) + ψ0(x, y)). Si on considère P (x, ξ) comme élément de L(K2m,ξ;K0) on a :∥∥∥∂αx ∂βξ P (x, ξ +A(x))∥∥∥L(K2m,ξ+A(x);K0) 6 Cα,β, (2.1)
pour tout α, β ∈ Nn.
La proposition 1.6 du chapitre précédent implique :
Proposition 2.1 Il existe un entier N ∈ N, un voisinage complexe V de [α, β], et des fonctions
ϕj(x, y, ξ) ∈ C∞(R2nx,ξ,K2m,0)∩C∞(Rnx ×Rnξ ×Rny ) pour 1 6 j 6 N , tels que pour tout (x, ξ) ∈ R2n et
pour tout z ∈ V, l’opérateur :
P0(x, ξ, z) :=
(
(Pw0 (x, y,Dy + ξ)− z) R−(x, ξ)
R+(x, ξ) 0
)
: K2m,ξ × CN −→ K0 × CN , (2.2)
vérifie les propriétés suivantes :
(i) P0 est bijectif, uniformément borné ainsi que toutes ses dérivées en x, ξ, z.
(ii) P0(x, ξ, z) ∈ S0
(
R2n,L
(
K2m,ξ × CN ,K0 × CN
))
.
(iii) L’inverse E0(x, ξ, z) =
(
E0(x, ξ, z) E0+(x, ξ, z)
E0−(x, ξ, z) E0−+(x, ξ, z)
)
: K0 × CN −→ K2m,ξ × CN de P0(x, ξ, z)
vérifie (i) et appartient à S0(R2n,L(K0 × CN ,K2m,ξ × CN )).
Ici les opérateurs R− et R+ sont définis par :
(R+(x, ξ)u)j =
〈
u, ϕj(x, ξ)
〉
K0
, 1 6 j 6 N (2.3)
R−(x, ξ)u− =
N∑
j=1
u−j ϕj(x, ., ξ)
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u− = (u−1 , u−2 , .., u−N ) ∈ CN . De plus les fonctions ϕj vérifient :
||∂αx ∂βξ ϕj ||Km,ξ 6 Cα,β, α, β ∈ Nn, x, ξ ∈ Rn
∀γ∗ ∈ Γ∗;ϕj(x, ξ + γ∗, y) = e−iyγ∗ϕj(x, ξ, y).
Dans la remarque suivante nous formulons quelques propriétés sur l’hamiltonien effectif qui seront
utiles par la suite.
Remarque 2.2 a) Si la condition (R) (voir théorème 1.3) est vérifiée, alors on peut construire les
opérateurs (P0(x, ξ, z), E0(x, ξ, z) associés à (Pw0 (x, y,Dy + ξ) − z) de la manière suivante. On com-
mence à construire un problème associé à l’opérateur (pw(y,Dy) − z) pour z dans un voisinage de
{(λ − ψ0(x))/(1 + ϕ(x));x ∈ Rn, λ ∈ [α, β]}. Par la proposition 2.1 on obtient deux opérateurs
P(ξ, z),E(ξ, z) indépendants de x. Maintenant il suffit de prendre
P0(x, ξ, z) =
(
1 + ϕ(x)
)
P
(
ξ,
z − ψ0(x)
1 + ϕ(x)
)
,
et
E0(x, ξ, z) =
(
1 + ϕ(x)
)−1
E
(
ξ,
z − ψ0(x)
1 + ϕ(x)
)
.
b) En utilisant les identités P0(x, ξ, z) ◦ E0(x, ξ, z) = I,E0(x, ξ, z) ◦ P0(x, ξ, z) = I, on obtient :(
Pw0 (x, y,Dy + ξ)− z
)
E0+(x, ξ, z) +R−(x, ξ)E0−+(x, ξ, z) = 0, (2.4)
E0(x, ξ, z)
(
Pw0 (x, y,Dy + ξ)− z
)
+ E0+(x, ξ, z)R+(x, ξ) = I, (2.5)
E0−(x, ξ, z)
(
Pw0 (x, y,Dy + ξ)− z
)
+ E0−+(x, ξ, z)R+(x, ξ) = 0, (2.6)
R+(x, ξ)E0+(x, ξ, z) = I, (2.7)
E0−(x, ξ, z)R−(x, ξ) = I, (2.8)
une conséquence de (2.4)-(2.8) est :
(
Pw0 (x, y,Dy + ξ)− z
)−1
= E0(x, ξ, z)− E0+(x, ξ, z)(E0−+(x, ξ, z))−1E0−(x, ξ, z), (2.9)
E0−+(x, ξ, z)−1 = −R+(x, ξ)
(
Pw0 (x, y,Dy + ξ)− z
)−1
R−(x, ξ). (2.10)
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D’autre part l’identité
∂
∂z
E0(x, ξ, z) = −E0(x, ξ, z)∂P0
∂z
(x, ξ, z)E0(x, ξ, z)
et le fait que R+(x, ξ) et R−(x, ξ) sont indépendants de z, impliquent
∂zE
0
−+(x, ξ, z) = E0−(x, ξ, z)E0+(x, ξ, z). (2.11)
Puisque P0(x, ξ, τ) = P∗0(x, ξ, τ) pour tout τ ∈ R, on déduit que E0−(x, ξ, τ) = E0+(x, ξ, τ)∗ et en
utilisant (2.7), on obtient :
∂τE
0
−+(x, ξ, τ) = (E0+(x, ξ, τ))∗E0+(x, ξ, τ) > 0. (2.12)
De (2.9), (2.10) il découle que :
z ∈ σ
(
Pw0 (x, y,Dy + ξ)
)
⇐⇒ detE0−+(x, ξ, z) = 0. (2.13)
Comme R+ et R− sont bornés, alors d’après (2.10) :∥∥∥E0−+(x, ξ, z)−1∥∥∥
L(CN ,CN )
≤ C
∥∥∥∥(Pw0 (x, y,Dy + ξ)− z)−1∥∥∥∥ ≤ C|=(z)| ; pour =(z) 6= 0. (2.14)
Pour z0 réel : dim
(
ker E0−+(x, z, ξ)
)
= dim
(
ker (Pw0 (x, y,Dy + ξ) − z)
)
. Près d’un zéro z0 de
detE0−+(x, ξ, z) ( pour (x, ξ) fixé ), on peut ranger les valeurs propres λ1(z), λ2(z), ..., λN (z) de fa-
çon à eˆtre holomorphes en z ( voir Kato [40] ), et tel que λ1(z0) = λ2(z0) = ... = λd(z0) = 0,
ou` d = dim kerE0−+. Puisque |λj(z)| ≥ C ′|=(z)| on sait que λ′j(z0) 6= 0 pour 1 ≤ j ≤ d. Donc
z 7−→ detE0−+(x, ξ, z) à un zéro de multiplicité d en z = z0.
c) Si V est un petit voisinage complexe de [α, β] alors pour z ∈ V ;
Pw0 (x, y,Dy + ξ)− z = pw
(
y,Dy + ξ
)
+
(
ϕ(x)p˜(y,Dy + ξ)
)w
+ ψ0(x, y)− z (2.15)
=
(
I +
(
ϕ(x)p˜w(y,Dy + ξ) + ψ0(x, y)
)
◦
(
pw(y,Dy + ξ)− z
)−1)(
pw(y,Dy + ξ)− z
)
,
on rappelle que [α, β, ] ∩ σ(pw(y,Dy)) = ∅. Comme ϕ(x) et ψ0(x, y) tendent vers zéro à l’infini alors
on peut choisir R très grand tel que :∥∥∥∥(ϕ(x)p˜w(y,Dy + ξ) + ψ0(x, y)) ◦ (pw(y,Dy + ξ)− z)−1∥∥∥∥
L2(Rn/Γ)
6 12 ,
pour |x| > 2R, ξ ∈ Rn. Donc
(
Pw0 (x, y,Dy +ξ)−z
)
est inversible et par suite z /∈ σ
(
Pw0 (x, y,Dy +ξ)
)
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pour |x| > 2R et ξ ∈ Rn. D’après la remarque précédente on déduit que :∣∣∣detE0−+(x, ξ, z)∣∣∣ > η > 0,
uniformément en (x, ξ, z) dans {x ∈ Rn; |x| > 2R} × Rnξ × V.
d) On suppose que la condition (R) est vérifiée. On note par (λk(ξ))k≥1 les valeurs propres de l’opéra-
teur pw(y,Dy + ξ) comme opérateur non borné défini sur L2(Rn/Γ) alors en utilisant (2.13) et le fait
que Pw0 (x, y,Dy + ξ) = (1 + ϕ(x))pw(y,Dy + ξ) + ψ0(x) on obtient :
det E0−+(x, ξ, z) = 0 ⇐⇒ ∃k ≥ 1 tel que z = (1 + ϕ(x))λk(ξ) + ψ0(x). (2.16)

Notons par Pw0 (x, hDx + A(x), z) l’opérateur associé au symbole P0(x, ξ + A(x), z) donné par la
proposition 2.1, et posons
Pw(x, hDx +A(x), z;h) = Pw0 (x, hDx +A(x), z) +
(∑
j>1 ψj(x, y)hj 0
0 0
)
. (2.17)
Soit E0
(
x, ξ+A(x), z
)
l’inverse de P0
(
x, ξ+A(x), z
)
donné par la proposition 2.1. Le calcul des opé-
rateurs h-pseudo-différentiels à valeurs opérateurs ( voir chapitre III ) et la proposition 2.1 impliquent
que :
Pw
(
x, hDx +A(x), z;h
)
◦ Ew0
(
x, hDx +A(x), z
)
= I + hRw
(
x, hDx +A(x), z;h
)
,
avec R(x, ξ, z;h) ∈ S0
(
R2n,L(K0 × CN ,K0 × CN )
)
. Donc l’opérateur Rw
(
x, hDx + A(x), z;h
)
est
borné uniformément par rapport à h. Donc pour h assez petit, l’opérateur Pw
(
x, hDx + A(x), z;h
)
est inversible. En particulier comme dans la proposition 2.1 du chapitre précédent on obtient :
Proposition 2.3 . Pour h assez petit z ∈ V,Pw(x, hDx +A(x), z;h) admet un inverse uniformément
borné Ew(x, hDx+A(x), z;h) ou` E(x, ξ, z;h) appartient à S0(R2n,L(K0×CN ,K2m,ξ×CN )) qui admet
un développement asymptotique en h.
E(x, ξ, z;h) :=
(
E(x, ξ, z;h) E+(x, ξ, z;h)
E−(x, ξ, z;h) E−+(x, ξ, z;h)
)
∼
+∞∑
j=0
hjEj(x, ξ, z), (2.18)
ou` E0(x, ξ, z) est donné par la proposition 2.1. De plus E−+(x, ξ, z;h) est Γ∗-périodique en ξ et
E−+(x, ξ +A(x), z;h) ∼
+∞∑
j=0
hjEj−+(x, ξ +A(x), z), (2.19)
dans S0(R2n,L(CN ,CN )).
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Remarque 2.4 D’après la remarque 2.2 (a), si p(y, ξ) = p˜(y, ξ) et ψ0(x, y) est indépendant de y alors
on peut choisir Ew−+(x, hDx +A(x), z;h) de la forme
Ew−+(x, hDx +A(x), z;h) = (1 + ϕ(x))−1 ◦ E˜w−+(x, hDx +A(x), z;h), (2.20)
( ici (1 + ϕ(x))−1 est l’opérateur de multiplication par (1 + ϕ(x))−1 ) avec
E˜0−+(x, ξ, z) = E−+
(
ξ,
z − ψ0(x)
1 + ϕ(x)
)
, (2.21)
ou` E−+(ξ, z) est l’hamiltonien effectif associé à l’opérateur (pw(y,Dy)− z).

D’autre part le corollaire 2.5 du chapitre précédent donne :
Corollaire 2.5 Pour z ∈ V, l’opérateur
(
Pw(hy, y,Dy +A(hy);h)− z R̂∗+
R̂+ 0
)
: H2m,A × l2(Γ;CN ) −→ L2(Rn) × l2(Γ;CN ) est uniformément
borné quand h est très petit, bijectif d’inverse
(
Ê(z) Ê+(z)
Ê−(z) Ê−+(z)
)
uniformément borné, Ê(z), Ê+(z), Ê−(z),
Ê−+(z) sont holomorphes en z. Si on identifie V N0 à l2(Γ;CN ), alors la matrice de Ê−+ est égale à
la matrice de Ew−+(x, hDx +A(x), z;h) définie sur V N0 .
Remarque 2.6 a) Identiquement à (2.9), (2.10) et (2.11) on a :
(
Pw(hy, y,Dy +A(hy);h)− z
)−1
= Ê(z)− Ê+(z)Ê−1−+(z)Ê−(z), (2.22)
Ê−1−+(z) = −R̂+
(
Pw(hy, y,Dy +A(hy);h)− z
)−1
R̂∗+ (2.23)
et du fait que R̂+, R̂− sont indépendants de z
∂zÊ−+(z) = Ê−(z)Ê+(z) (2.24)
b) D’après la proposition 2.3.
(
Pw(x, hDx +A(x);h)− z
)−1
= Ew(x, hDx +A(x);h)− Ew+(x, hDx +A(x);h)◦
(Ew−+(x, hDx +A(x);h))−1 ◦ Ew−(x, hDx +A(x);h),
(2.25)
(
Ew−+(x, hDx +A(x);h)− z
)−1
= Rw+(x, hDx +A(x);h) ◦
(
Pw(x, hDx +A(x);h)− z
)−1◦
Rw−(x, hDx +A(x);h),
(2.26)
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ou` on a remplacé l2(Γ,CN ) par V N0 .
2.2 Formule de trace via l’hamiltonien effectif
Maintenant nous allons utiliser l’hamiltonien effectif pour prouver la proposition 1.2 et le théorème
1.3.
Démonstration de la proposition1.2. Soit E˜−+(ξ, z) l’hamiltonien effectif associé à pw (y,Dy + ξ) .
Par le corollaire 2.4 et corollaire 2.5 pour tout z dans un voisinage de I on a :∣∣∣detE˜−+(ξ, z)∣∣∣ ≥ 1
C0
.
Soit maintenant E˜w−+(x, hDx, z;h) l’hamiltonien effectif correspondant à pw(y,Dy+A(hy)). Par construc-
tion, le symbole principal de E˜−+(x, ξ, z;h) est E˜−+(ξ + A(x), z). Donc pour h assez petit et z ∈ I
l’inégalité précédente implique ∣∣∣detE0−+(x, ξ, z, h)∣∣∣ ≥ 1C1 .
Donc pour h assez petit et z ∈ I l’opérateur Ew−+(x, hDx + A(x), z;h) est elliptique et donc il est
inversible d’après la proposition 1.5. Il résulte du corollaire 2.5 que I ∩ σ(pw(y,Dy +A(hy))) = ∅. Ce
qui achève la démonstration de (1.6).
Début de la démonstration du théorème 1.3. D’après (1.8), on a
[α, β] ∩ σess
(
Pw
(
hy, y,Dy +A(hy);h
))
= ∅, pour h assez petit
donc la perturbation crée des valeurs propres isolées et de multiplicités finies dans l’intervalle [α, β] et
pour f ∈ C∞0 ((α, β);R), f(Pw(hy, y,Dy +A(hy);h)) est un opérateur à trace.
Pour ε > 0 vérifiant : (
[−ε, ε] + σ
(
pw(y,Dy)
))
∩ [α, β] = ∅, (2.27)
on construit deux fonctions possédant les propriétés suivantes :
(i) ϕ˜(x) ∈ C∞(Rn,R), ψ˜0(x, y) ∈ C∞(Rn × Rn/Γ,R)
(ii) ϕ˜(x), ψ˜0(x, y) ∈ [−ε, ε] quelque soit x, y ∈ Rn
(iii) ϕ˜(x) = ϕ(x), ψ˜0(x, y) = ψ0(x, y) pour |x| > 2R.
À ϕ˜(x), ψ˜0(x, y) on associe l’opérateur P˜ (x, ξ) = pw(y,Dy + ξ) + ϕ˜(x)p˜w(y,Dy + ξ) + ψ˜0(x, y),
(ii) entraîne :
σ(P˜ (x, ξ)) ⊂ σ(pw(y,Dy)) + [−ε, ε] ∀x, ξ ∈ Rn.
En utilisant (2.27) on obtient ;
σ(P˜ (x, ξ)) ∩ [α, β] = ∅. (2.28)
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On désigne par E˜0−+(x, ξ, z) l’opérateur construit dans la proposition 2.1 associé à P˜ (x, ξ).(2.27) et
(2.28) combinés avec la remarque 2.2(b) donnent
∣∣∣det E˜0−+(x, ξ, z)∣∣∣ ≥ 1C0 , (2.29)
C0 est indépendant de (x, ξ, z) dans R2nx,ξ × [α, β].
De (iii) nous avons P˜ (x, ξ) = P (x, ξ), pour |x| > 2R et par suite
E˜0−+(x, ξ, z) = E0−+(x, ξ, z) pour |x| > 2R (2.30)
E˜0−+(x, ξ, z) est une perturbation de E0−+(x, ξ, z) inversible uniformément en (x, ξ, z) dans R2nx,ξ×[α, β].
On pose :
E˜−+(x, ξ, z;h) = E˜0−+(x, ξ, z) +
(
E−+(x, ξ, z;h)− E0−+(x, ξ, z)
)
= E˜0−+(x, ξ, z) +
∑
j≥1
hjEj−+(x, ξ, z).
(2.31)
ou` E−+(x, ξ, z;h) est donné par (2.19), il résulte alors de (2.30) et (2.31) que :
E˜−+(x, ξ, z;h) ∈ S0
(
R2n,L(CN ,CN )
)
, (2.32)
E˜−+(x, ξ, z;h) est un ope´rateur elliptique uniformément en z ∈ [α, β], (2.33)
E˜−+(x, ξ, z;h) = E−+(x, ξ, z;h) pour |x| > 2R, (2.34)
E˜−+(x, ξ, z;h) est holomorphe en z ∈ V, (2.35)
ici V est un voisinage complexe de [α, β]. D’après un résultat de R.Beals (voir proposition 1.5 ) pour
les opérateurs pseudo-différentiels traduits par Helffer-Sjöstrand [33] dans le cadre semi-classique et
en utilisant (2.32), (2.33) il existe un opérateur Gw(x, hDx +A(x), z;h) ∈ L(L2(Rn,CN )) holomorphe
en z ∈ V tels que :
G(x, ξ +A(x), z;h) ∈ S0
(
R2n,L(CN ,CN )
)
, (2.36)
E˜w−+(x, hDx +A(x), z;h) ◦Gw(x, hDx +A(x), z;h) = Gw ◦ E˜w−+ = I, (2.37)
pour h assez petit.
Remarque 2.7 a) D’après l’identité de la résolvante pour =(z) 6= 0, on a
Ê−1−+(z) =
̂˜
E
−1
−+(z)− Ê−1−+(z)
(
Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z), (2.38)
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ou` ̂˜E−1−+(z), Ê−1−+(z), Ê−+(z), ̂˜E−+(z) sont les matrices associées aux opérateurs (E˜w−+(x, hDx+A(x), z;h))−1,
(Ew−+(x, hDx+A(x), z;h))−1, (Ew−+(x, hDx+A(x), z;h)), (E˜w−+(x, hDx+A(x), z;h)) définies sur V N0 .
b) Comme ||R+(x, hDx +A(x))|| = O(1) dans L(L2(Rn), l2(Γ,CN )) uniformément en h, alors d’après
(2.23) et pour =(z) 6= 0, on a :
∥∥∥Ê−1−+(z)∥∥∥
L(l2(Γ,CN ))
6 C
∥∥∥∥∥
(
Pw(hy, y,Dy +A(hy);h)− z
)−1∥∥∥∥∥
L(L2(Rn))
6 C|=(z)|−1. (2.39)
c) Par construction de E˜−+(x, ξ +A(x), z;h) on a,
E−+(x, ξ +A(x);h)− E˜−+(x, ξ +A(x), z;h) = E0−+(x, ξ +A(x), z)− E˜0−+(x, ξ +A(x), z)
donc
supp
(
E−+(x, ξ +A(x);h)− E˜−+(x, ξ +A(x), z;h)
)
= supp
(
E0−+(x, ξ +A(x), z)− E˜0−+(x, ξ +A(x), z)
)
.
En utilisant (2.30), on obtient :
supp
(
E−+(x, ξ +A(x);h)− E˜−+(x, ξ +A(x), z;h)
)
⊂ B(0, 2R)
et par suite
Πxsupp
(
E−+(x, ξ +A(x);h)− E˜−+(x, ξ +A(x), z;h)
)
⊂ B(0, 2R). (2.40)

Rappelons maintenant le lemme suivant (pour la démonstration on renvoie à [18]) :
Lemme 2.8 Soit Q(x, ξ) ∈ S0(R2n,Md(C)) est Γ∗-périodique en ξ, tel que K = Πx(supp Q) est
compact alors Qw(x, hDx) de V d0 dans V d0 est à trace et on a :
tr
(
Qw(x, hDx)
)
= (2pih)−n
∫
Rnx
∫
E∗
t̂r
(
Q(x, ξ)
)
dxdξ + O(h∞) (2.41)
et de meˆme si g(x, ξ) ∈ S0(R2n,Md(C)) esst Γ∗-périodique en ξ et ϕ(x) ∈ C∞0 (Rn), on a
tr
[
Opw
(
g(x, ξ)ϕ(x)
)]
= (2pih)−n
∫
Rnx
∫
E∗
t̂r
(
g(x, ξ)
)
ϕ(x)dxdξ + O(h∞). (2.42)
En utilisant (2.40) et le lemme précédent on déduit que (Ew−+ − E˜w−+) est un opérateur à trace.
Combinons ceci avec 2.39, on obtient :∥∥∥∥Ê−1−+ ◦ (Ê−+ − ̂˜E−+) ◦ ̂˜E−1−+∥∥∥∥
tr
≤ C|=(z)|−1
∥∥∥∥Ê−+ − ̂˜E−+∥∥∥∥
tr
. (2.43)
Dans la suite, nous allons étudier tr (f(P )). Rappelons que f ∈ C∞0 (R) et suppf ⊂]α, β[. Soit f˜
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une extension de f telle que : f˜(z) ∈ C∞0 (C), suppf˜ ⊂ V (V voisinage complexe de ]α, β[) f˜(z) = f(z)
pour tout z dans R, ∂f˜(z) = O(|=z|N ) pour tout N ∈ N.
Lemme 2.9 Soit g(z) une fonction holomorphe, définie dans un voisinage de suppf , de racines
(zk)k≥1 réelles répétées selon leurs multiplicités, alors :
− 1
pi
∫
∂ f˜(z)g
′(z)
g(z) L(dz) =
∑
k≥1
f(zk) (2.44)
ou`, ∂ := ∂∂z =
1
2(
∂
∂x + i
∂
∂y ), L(dz) est la mesure de Lebesgue sur le plan complexe.
Preuve. Pour z dans un voisinage Ω de suppf˜ on a :
g′(z)
g(z) =
∑
k≥1
1
z − zk + h(z), (2.45)
ou` h(z) est une fonction holomorphe sur Ω, par intégration par partie et puisque h(z) est holomorphe
en z on obtient :
− 1
pi
∫
∂ f˜(z)h(z)L(dz) = 0. (2.46)
Nous remplaçons (2.45) dans (2.44) et en utilisant (2.46) on obtient :
− 1
pi
∫
∂ f˜(z)∂zg(z)
g(z) L(dz) = −
1
pi
∫
∂ f˜(z)
∑
k≥1
1
z − zkL(dz)−
1
pi
∫
∂ f˜(z)h(z)L(dz)︸ ︷︷ ︸
=0
= − 1
pi
∫
∂ f˜(z)
∑
k≥1
1
z − zkL(dz)
=
∑
k≥1
f(zk).
Dans la dernière égalité, on a utilisé le fait que ∂ ( 1z−z0 ) = piδ(.− z0).
Pour étudier f(Pw(hy, y,Dy +A(hy);h)), nous allons utiliser la formule de B.Helffer-J.Sjöstrand.
Proposition 2.10 Sous les hypothèses du théorème 1.3 et pour h assez petit l’opérateur f(Pw(hy, y,Dy+
A(hy);h)) est de classe trace et on a :
tr
(
f(Pw(hy, y,Dy +A(hy);h))
)
= tr
(
− 1
pi
∫
∂ f˜(z)∂zÊ−+(z)Ê−1−+(z)χ̂L(dz)
)
+ O(h∞),
(2.47)
ou` χ ∈ C∞0 (R, [0, 1]) est égal à un sur un voisinage de Λ = pix
(
supp
(
E0−+(x, ξ +A(x), z)− E˜0−+(x; ξ +A(x), z)
))
,
χ̂ la matrice associée à l’opérateur de multiplication χ(x) défini sur V N0 .
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Preuve. (2.22) combiné avec la formule de Helffer-Sjöstrand donne :
f
(
Pw(hy, y,Dy +A(hy);h)
)
= − 1
pi
∫
∂ f˜(z)
(
z − Pw(hy, y,Dy +A(hy);h)
)−1
L(dz)
= 1
pi
∫
∂ f˜(z)Ê(z)L(dz)− 1
pi
∫
∂ f˜(z)Ê+(z)Ê−1−+(z)Ê−(z)L(dz)
= − 1
pi
∫
∂ f˜(z)Ê+(z)Ê−1−+(z)Ê−(z)L(dz).
(2.48)
Dans (2.48) nous avons utilisé le fait que Ê(z) est holomorphe en z, dans un voisinage de supp f˜ pour
obtenir 1pi
∫
∂ f˜(z)Ê(z)L(dz) = 0.
Remplaçant Ê−1−+(z) par (2.38), on obtient :
− 1
pi
∫
∂ f˜(z)Ê+(z)Ê−1−+(z)Ê−(z)L(dz) = −
1
pi
∫
∂ f˜(z)Ê+(z) ̂˜E−1−+(z)Ê−(z)L(dz)
+ 1
pi
∫
∂ f˜(z)Ê+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)Ê−(z)L(dz)
= 1
pi
∫
∂ f˜(z)Ê+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)Ê−(z)L(dz).
Dans la dernière égalité on a utilisé le fait que Ê+(z) ̂˜E−1−+(z)Ê−(z) est analytique dans un voisinage
de supp f˜ et on a également utilisé une intégration par partie pour obtenir
− 1
pi
∫
∂ f˜(z)Ê+(z) ̂˜E−1−+(z)Ê−(z)L(dz) = 0.
Par construction de ̂˜E−+(z) le support du symbole de Ê−+(z)− ̂˜E−+(z) est compact, il résulte alors du
lemme 2.8 que l’opérateur Ê−+(z)− ̂˜E−+(z) est de classe trace et par suite f(Pw(hy, y,Dy+A(hy);h))
est de classe trace et on a :
tr
(
f(Pw(hy, y,Dy+A(hy);h)
)
= tr
( 1
pi
∫
∂ f˜(z)(Ê+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)Ê−(z))L(dz)) .
En utilisant la propriété de la cyclicité de trace et le fait que ∂zÊ−+(z) = Ê−(z)Ê+(z), on trouve
tr
(
f(Pw(hy, y,Dy +A(hy);h)
)
= 1
pi
∫
∂ f˜(z)tr
(
Ê+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)Ê−(z))L(dz)
= 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z))L(dz).
Soit χ ∈ C∞0 (R, [0, 1]) égale à 1 sur un voisinage de Λ = pix((suppE0−+(x, ξ + A(x), z) − E˜0−+(x; ξ +
A(x), z)), χ̂ la matrice associée à l’opérateur de multiplication χ(x) défini sur V N0 . Alors,
tr
(
f(Pw(hy, y,Dy +A(hy);h)
)
(2.49)
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= 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−+(z)−1(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)χ̂)L(dz)
+ 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)(1− χ̂))L(dz)
= 1
pi
∂ f˜(z)tr
(
∂zÊ−+(z) ̂˜E−1−+(z)χ̂)L(dz)− 1pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)χ̂
)
L(dz)
+ 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)(1− χ̂))L(dz)
= 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)(Ê−+(z)− ̂˜E−+(z)) ̂˜E−1−+(z)(1− χ̂))L(dz)
− 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)χ̂
)
L(dz) = (1) + (2).
Ici,
(1) = − 1
pi
∫
∂ f˜(z)tr
(
∂zÊ−+(z)Ê−1−+(z)χ̂
)
L(dz).
Dans la dernière égalité de (2.49) on a utilisé le fait que ∂zÊ−+(z) ̂˜E−1−+(z) est analytique en z dans un
voisinage complexe de suppf˜ et par intégration par partie on obtient :
1
pi
∫
∂ f˜(z)∂zÊ−+(z) ̂˜E−1−+(z)L(dz) = 0.
Puisque χ égale à 1 sur un voisinage de Λ = pix(supp(E0−+(x, ξ+A(x), z)− E˜0−+(x; ξ+A(x), z)), alors
pix(suppE0−+(x, ξ +A(x), z)− Ê0−+(x; ξ +A(x), z, )) ∩ supp(1− χ) = ∅ on démontre comme dans [10,
théorème 3.4] que
||(2)||tr = O(h∞), (2.50)
par conséquent ∥∥∥f(Pw (hy, y,Dy +A(hy);h) )(1− χ̂)∥∥∥
tr
= O(h∞) (2.51)
(2.48) combinée avec (2.49), (2.50) et (2.51) donnent :
tr
(
f(Pw(hy, y,Dy +A(hy);h))
)
= tr
(
f(Pw(hy, y,Dy +A(hy);h)) χ̂
)
+ O(h∞)
= tr
(
− 1
pi
∫
∂ f˜(z)∂zÊ−+(z)Ê−1−+(z)χ̂L(dz)
)
+ O(h∞).
(2.52)

Remarque 2.11 Soit gh(z) ∈ C∞((0, h0)× C). On suppose que gh(z) est analytique en z, à valeurs
réelles pour z ∈ R et gh(z) = O(e|=(z)|/h). Alors (2.52) reste vraie si on remplace f(x) par f(x)gh(x).
En effet on peut remplacer dans (2.52) ∂f˜(z) par ∂(f˜χh)(z) ou` χh(z) := χ(=(z)h ), ici χ(x) ∈ C∞0 (R),
égale à un dans un voisinage de zéros. Maintenant il suffit de remarquer que f˜(z)gh(z) est une extension
presque analytique de f(x)gh(x) et ∂(f˜χh)(z)gh(z) = O( |=(z)|h ).

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Pour utiliser les résultats de l’analyse semi-classique, il sera utile dans la suite de travailler avec
l’opérateur
− 1
pi
∫
∂ f˜(z)Ew−+(x, hDx +A(x), z;h) ◦ (Ew−+(x, hDx +A(x), z;h))−1χ(x)L(dz),
défini sur V N0 ( part identification de l2(Γ,CN ) à V N0 ). Rappelons tout d’abord le lemme suivant :
Lemme 2.12 ([58]) Soit A = Ah,δ : S(Rn) −→ S′(Rn) pour ]0, h0]×]0, δ0] on suppose que pour tout
N = 0, 1, ... et toute suite finie j1, j2, ..., jN dans {1, 2, .., n, n+1, .., 2n} l’opérateur adLj1◦....◦adLjNA
est Θ((h/δ)N ) dans L(L2(Rn)). Ici Lj = xj , 1 6 j 6 n, Lj = hi ∂xj−n pour n + 1 6 j 6 2n. Alors il
existe a(x, ξ, δ, h) vérifiant :
(i ) Pour h, δ fixés a(x, ξ, δ, h) ∈ C∞(R2nx,ξ).
(ii ) Pour tous α, β il existe Cα,β tel que :∣∣∣∂αx ∂βξ a(x, ξ, δ, h)∣∣∣ 6 Cα,βδ−|α|−|β|
dans la zone h
δ2 6 1
∣∣∣∂αx ∂βξ a(x, ξ, δ, h)∣∣∣ 6 Cα,β ( hδ2
)2n+1
δ−|α|−|β|
dans la zone h
δ2 ≥ 1
tel que
A = Ah,δ = Opwh (a(x, ξ, δ, h)).
Ici adAB est le commutateur de A et B donné par adAB := [A,B] = AB −BA.
Proposition 2.13 Fixons δ ∈ (0, 1/2). Il existe g(x, ξ;h) ∈ S0(R2n;L(CN ;CN )) tel que :
i)
g(x, ξ;h) ∼
∑
j≥0
Cj(x, ξ)hj dans S0(R2n;L(CN ;CN )) (2.53)
ii)
Opwh
(
g(x, ξ;h)
)
(2.54)
= − 1
pi
∫
|=(z)|≥hδ
∂f˜(z)(Ew−+(x, hDx +A(x), z;h))−1∂zEw−+(x, hDx +A(x), z;h)L(dz)
iii) les Cj sont Γ∗-périodiques en ξ pour tout j ≥ 0 et C0(x, ξ) est définie par :
C0(x, ξ) = − 1
pi
∫
∂ f˜(z)∂zE0−+(x, ξ +A(x), z)(E0−+(x, ξ +A(x), z))−1L(dz).
Preuve. Soit l1, l2, .. des formes linéaires de R2n et soit Lj = lj(x, hDx). D’après l’identité
Ew−+ ◦ (Ew−+)−1 = (Ew−+)−1 ◦ (Ew−+) = I,
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on a
adLj(Ew−+)−1 = −(Ew−+)−1 ◦ adLjEw−+ ◦ (Ew−+)−1,
ou` adLj(A) est le commutateur de [Lj , A]. En utilisant la formule
adLj(A ◦B) = (adLjA) ◦ (B +A) ◦ adLjB
on obtient :
adLj1
(
∂zE
w
−+ ◦ (Ew−+)−1
)
=
(
adLj1∂zE
w
−+
) ◦ (∂zEw−+ + (Ew−+)−1) ◦ adLj1(Ew−+)−1
= adLj1∂zEw−+ ◦
(
∂zE
w
−+ + (Ew−+)−1
)
◦
(
−(Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1
)
= −adLj1∂zEw−+ ◦ ∂zEw−+ ◦ (Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1
+ adLj1∂zEw−+ ◦ (Ew−+)−1 ◦
(
−(Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1
)
.
(2.55)
Puisque ∥∥∥∥(Ew−+(x, hDx +A(x), z, h))−1∥∥∥∥
L(L2(RN ;CN ))
= Θ(|=(z)|−1)
et le fait que Ew−+, ∂zEw−+ sont des opérateurs h-pseudo-différentiels de symbole dans S0(R2n,L(CN ,CN ))
on a : ∥∥∥adLj1(Ew−+)−1∥∥∥ = ∥∥∥−(Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1∥∥∥ = Θ( h|=(z)|2
)
et par-suite
∥∥∥−adLj1∂zEw−+ ◦ ∂zEw−+ ◦ (Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1∥∥∥ = Θ( h|=(z)|2
)
et ∥∥∥adLj1∂zEw−+ ◦ (Ew−+)−1 ◦ (−(Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1)∥∥∥ = Θ( h|=(z)|2
)
.
Donc∥∥∥adLj1(∂zEw−+ ◦ (Ew−+)−1)∥∥∥ < ∥∥∥−adLj1∂zEw−+ ◦ ∂zEw−+ ◦ (Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1∥∥∥
+
∥∥∥adLj1∂zEw−+ ◦ (Ew−+)−1 ◦ (−(Ew−+)−1 ◦ adLj1Ew−+ ◦ (Ew−+)−1)∥∥∥
= Θ
( h
|=(z)|2
)
.
(2.56)
Ce qui prouve que ∥∥∥adLj1∂zEw−+ ◦ (Ew−+)−1∥∥∥ = Θ( h|=(z)|2
)
et on démontre par récurrence :
∥∥∥adLj1 ◦ ... ◦ adLN∂zEw−+ ◦ (Ew−+)−1∥∥∥ = Θ( hN|=(z)|N+1
)
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du lemme 2.56 on déduit que ∂zEw−+ ◦ (Ew−+)−1 = Opwh (g(x, ξ, z;h)) avec
∥∥∥∂αx ∂βξ g(x, ξ, z;h)∥∥∥L(CN ,CN ) 6 Cα,β max
(
1, h|=(z)|2
)2n+1
|=(z)|−1−|α|−|β|
ce qui implique que pour δ ∈ (0, 1/2) on a :
g(x, ξ;h) := 1
pi
∫
|=z|≥hδ
∂ f˜(z)g(x, ξ, z;h)L(dz) ∈ S0(R2n;L(CN ;CN )).
Ceci donne 2.54. D’autre part, d’après la proposition le symbole associé à l’opérateur Ew−+(x, hDx, z;h)
admet un développement asymptotique en puissances de h. Par le calcul h-pseudo-différentiel le sym-
bole associé à (Ew−+(x, hDx, z;h))−1∂zEw−+(x, hDx, z;h) admet aussi un développement asymptotique
en puissances de h dans la zone |=z| > hδ. Ceci implique 2.53. Enfin, la troisième propriété résulte de
la Γ∗-périodicité par rapport a ξ de E−+(x, ξ, z;h) et du calcul symbolique.

Lemme 2.14 . Il existe une suite Cj ∈ S0(R2n,L(CN ,CN )) et une suite RN ∈ L(L2(Rn,CN )) pour
N ≥ N0, N0 assez grand de sorte que
G(h) = − 1
pi
∫
∂ f˜(z)∂zEw−+(x, hDx +A(x), z;h) ◦ (Ew−+(x, hDx +A(x), z;h))−1L(dz) (2.57)
=
N∑
j=0
hjOpwh (Cj(x, ξ)) + hN+1RN (h)
et supp
h∈]0,h0[
||RN (h)|| < +∞. De plus les Cj(x, ξ) sont Γ∗−périodique en ξ, et
C0(x, ξ) = − 1
pi
∫
∂ f˜(z)∂zE0−+(x, ξ, z)E0−+(x, ξ, z)−1L(dz).
Preuve.
Fixons δ ∈ (0, 1/2). On a :
G(h) = − 1
pi
∫
|=z|≥hδ
∂ f˜(z)∂zEw−+(x, hDx +A(x), z;h) ◦ (Ew−+(x, hDx +A(x), z;h))−1L(dz)
− 1
pi
∫
|=z|<hδ
∂ f˜(z)∂zEw−+(x, hDx +A(x), z;h) ◦ (Ew−+(x, hDx +A(x), z;h))−1L(dz) =: (1) + (2).
D’après la proposition 2.13, pour obtenir le lemme il suffit de montrer que
(2) = O(h∞), dans L(l2(Γ;CN )). (2.58)
Puisque ∂ f˜(z) = O(|=(z)|N );∀N ∈ N, 2.58 résulte de 2.39 et du fait que Ew−+(x, hDx +A(x), z;h) est
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uniformément borné par rapport à z ∈ supp(f) et h ∈)0, h0( donne∥∥∥∂ f˜(z)∂zÊ−+(z)Ê−1−+(z)∥∥∥
L(l2(Γ;CN ))
= O(|=(z)|N−1h)
donc si |=(z)| < hδ on obtient :∥∥∥∂ f˜(z)∂zÊ−+(z)Ê−1−+(z)∥∥∥
L(l2(Γ;CN ))
= O(hδ(N−1)h) = O(hN )
d’ou` ∥∥∥∥∥
∫
|=(z)|6hδ
∂ f˜(z)∂Ê−+(z)Ê−1−+(z)L(dz)
∥∥∥∥∥
tr
= O(h∞)
et
tr
(∫
|=(z)|6hδ
∂ f˜(z)∂Ê−+(z)Ê−1−+(z)L(dz)
)
= O(h∞).
Donc on peut réduire le domaine d’intégration à Kδ =
{
z ∈ CN ; |=(z)| ≥ hδ, δ ∈ (0, 12)
}
et on obtient :
Opwh (g(x, ξ;h)) = −
1
pi
∫
Kδ
∂ f˜(z) ∂zEw−+(x, hDx +A(x), z;h)(Ew−+(x, hDx +A(x), z;h))−1L(dz).

En utilisant le lemme 2.14 on peut écrire
G(h)χ(x) =
N∑
j=0
hjOpwh
(
Cj(x, ξ)
)
χ(x) + hN+1RNχ(x)
et d’après le lemme 2.13 et la proposition 2.10, on obtient :
tr
(
f(Pw(hy, y,Dy +A(hy);h))
)
= tr
(
G(h)χ(x)
)
=
N∑
j=1
tr
(
Opwh (Cj(x, ξ))χ(x)
)
hj +O(hN+1), (2.59)
puisque le support de χ est compact donc en appliquant le lemme 2.8, on obtient :
tr
[
Opw(Cj(x, ξ))χ(x)
]
= 1(2pih)n
∫
Rnx
∫
E∗
t̂r(Cj(x, ξ))χ(x)dxdξ + O(h∞) (2.60)
(2.59) combinée avec (2.60) donne ∀N ∈ N, on a :
tr
(
f(Pw(hy, y,Dy +A(hy);h))
)
=
N∑
j=0
aj(f)hj−n + O(hN+1) (2.61)
ou`,
aj(f) =
1
(2pi)n
∫ ∫
Rnx×E∗
t̂r(Cj(x, ξ))χ(x)dxdξ.
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Ce qui achève la démonstration de (1.9). Pour finir nous calculons a0(f),
a0(f) = (2pi)−n
∫ ∫
Rnx×E∗
tr
[
C0(x, ξ)
]
χ(x)dxdξ
= (2pi)−n
∫
Rnx
(
− 1
pi
∫
E∗
∫
∂ f˜(z)tr
[
∂zE
0
−+(x, ξ +A(x), z) ◦ E0−+(x, ξ +A(x), z)−1
]
χ(x)L(dz)
)
dxdξ.
En utilisant (2.52),(2.57) la formule de Liouville (c’est-à-dire, dans l’espace vectoriel des matrices à
coefficients complexes) on a :(
detA(t)
)
tr
(
∂tA(t)A(t)−1
)
= ∂t
(
det(A(t))
)
,
et le fait que E0−+(x, ξ, z) est Γ∗-périodique en ξ on obtient :
(2pi)na0(f) (2.62)
= − 1
pi
∫
Rnx
∫
E∗
∫
∂ f˜(z)tr
(
∂zE
0
−+(x, ξ +A(x), z) ◦ E0−+(x, ξ +A(x), z)−1
)
χ(x)L(dz)dξdx
= − 1
pi
∫
Rnx
∫
E∗
∫
∂ f˜(z)∂zdetE
0−+(x, ξ +A(x), z)
detE0−+(x, ξ +A(x), z)
L(dz)χ(x)dξdx
= − 1
pi
∫
Rnx
∫
E∗
∫
∂ f˜(z)∂zdetE
0−+(x, ξ, z)
detE0−+(x, ξ, z)
L(dz)χ(x)dξdx.
(2.62) combinée avec(2.13), le lemme 2.9, la remarque 2.2.d, et puisque χ(x) vaut 1 sur
pixSupp (f(µk(x, ξ)) alors
a0(f) =
1
(2pi)n
∑
k≥1
∫
Rnx
∫
E∗
f
(
µk(x, ξ)
)
dxdξ.
En particulier, si p(y, ξ) = p˜(y, ξ), on a :
a0(f) =
1
(2pi)n
∑
k≥1
∫
Rnx
∫
E∗
f
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ. (2.63)
Il est bien connu (voir définition 2.6) que la densité d’états, ρ(t) associée à l’opérateur pw(y,Dy) est
donnée par la formule
ρ(t) := 1(2pi)n
∫
E∗
(
∑
λk(ξ)6t
1)dξ. (2.64)
Ici (λk(ξ))k≥1 désigne les valeurs propres de Floquet associées à P0.
Pour f ∈ C∞0 (R), on a :∫
f(t)dρ(t) =
∫
f(t)dρ(t)
dt
dt = −
∫
f ′(t)ρ(t)dt
= −(2pi)−n
∑
k≥1
∫
E∗
∫ +∞
λk(ξ)
f ′(t)dtdξ
= (2pi)−n
∑
k≥1
∫
E∗
f(λk(ξ))dξ,
(2.65)
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de meˆme que (2.65), on obtient :
∫
f
(
(1 + ϕ(x))t+ ψ0(x)
)
dρ(t) =
∫
f
(
(1 + ϕ(x))t+ ψ0(x)
)dρ(t)
dt
dt (2.66)
= −
∫
(1 + ϕ(x))f ′
(
(1 + ϕ(x))t+ ψ0(x)
)
ρ(t)dt
= −(2pi)−n
∑
k≥1
∫
E∗
∫ +∞
λk(ξ)
(1 + ϕ(x))f ′
(
(1 + ϕ(x))t+ ψ0(x)
)
dtdξ
= (2pi)−n
∑
k≥1
∫
E∗
f
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dξ.
Maintenant les formules (2.63), (2.65) et (2.66) donnent (1.10).

Remarque 2.15 En utilisant (2.65) on peut écrire a0(f) de la manière suivante :
a0(f) = (2pi)−n
∑
k≥1
∫
Rnx
∫
E∗
f
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ
= −(2pi)−n
∫
Rnx
∫
Rt
f ′(t)
∫
E∗
∑
(1+ϕ(x))λk(ξ)+ψ0(x)≤t
1dξ
 dt
= −(2pi)−n
∫
Rnx
∫
Rt
f ′(t)
∫
E∗
∑
λk(ξ)≤ t−ψ0(x)1+ϕ(x)
1dξ
 dt = − ∫Rnx
∫
Rt
f ′(t)
[
ρ
( t− ψ0(x)
1 + ϕ(x)
)]
dxdt.
Donc on peut écrire a0(f) sous la forme
a0(f) = −
∫
Rnx
∫
Rt
f ′(t)
[
ρ
( t− ψ0(x)
1 + ϕ(x)
)]
dxdt.
3 Perturbation des bandes magnétiques
On suppose ici que p(y, η) = ∑ni=1 η2i + V (y). Nous allons appliquer les résultats précédents à
l’opérateur :
P (h) = pw
(
y,Dy +
ω × y
2 +A(hy)
)
+
(
ϕ(hy)p
(
y,Dy +
ω × y
2 +A(hy)
))w
+ ψ(hy, y;h)
= Pw
(
hy, y,Dy +
ω × y
2 +A(hy);h
)
; (h↘ 0),
ou` ϕ,A(x) = (A1(x), .., An(x)) ∈ C∞(Rn,R), on suppose que V ∈ C∞(Rn;R) est Γ-périodique, la
fonction ψ vérifie (H6), infx∈Rn(1 + ϕ(x)) > 0 et que
〈ω,Γ× Γ〉 ⊂ (2piZ)n.
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Dans cette section on s’intéresse au comportement des valeurs propres discrètes de P (h) dans un
intervalle [α, β] disjoint du spectre essentiel de P (h) et pour f ∈ C∞0 (R) avec suppf ⊂ [α, β] ; on
démontre que la trace de f(P (h)) admet un développement asymptotique en puissance de h et on
donne son terme principal.
Lemme 3.1 Si ω vérifie l’hypothèse 〈ω,Γ× Γ〉 ⊂ (2piZ)n alors
σ
(
pw
(
y,Dy +
ω × y
2
))
= σess
(
pw
(
y,Dy +
ω × y
2
))
=
+∞⋃
k=1
Λk avec Λk = λk(Rn/Γ∗).

D’après le lemme 2.16, le spectre de l’opérateur P0 = pw
(
y,Dy + ω×y2
)
est constitué des bandes
Λk, k = 1, 2, ...
σ (P0) = σess (P0) =
+∞⋃
k=0
Λk avec Λk = λk(Rn/Γ∗). (3.1)
La démonstration du lemme 1.1 montre que si g(y) est régulier et tend vers 0 à l’infini alors
g(y)(i + pw(y,Dy))−1 est compact. En combinant ceci avec un résultat classique sur les opérateurs
de Schrödinger avec potentiel magnétique (voir [3]), on déduit que g(y)
(
i + pw(y,Dy + ω×y2 )
)−1
est
compact. Maintenant, en utilisant les mêmes arguments que dans la preuve du lemme 1.1 , on obtient :
Lemme 3.2
σess
(
Pw
(
hy, y,Dy +
ω × 0y
2 ;h
))
= σess
(
pw
(
y,Dy +
ω × y
2
))
= σ
(
pw
(
y,Dy +
ω × y
2
))
.
Les démonstrations des résultats suivants sont similaires aux proposition 1.2 et théorème 1.3.
Proposition 3.3 Soit I un intervalle fermé disjoint du spectre de P0. Alors, il existe h0 > 0 assez
petit tel que :
I ∩ σ
(
pw
(
y,Dy +
ω × y
2 +A(hy)
))
= ∅,
pour h ∈]0, h0[.
Corollaire 3.4 Fixons α < β tel que :
[α, β] ∩ σ
(
pw
(
y,Dy +
ω × y
2
))
= ∅. (3.2)
On a :
[α, β] ∩ σess
(
Pw
(
hy,Dy +
ω × y
2 +A(hy);h
))
= ∅, pour h assez petit. (3.3)
Théorème 3.5 On suppose que α, β vérifie (3.2), alors pour f ∈ C∞0 ((α, β);R) il existe une suite de
nombres réels (Ak(f))k∈N telle que
tr
(
f(P (h))
)
∼ h−n
+∞∑
k=0
Ak(f)hk (h↘ 0), (3.4)
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avec
A0(f) =
1
(2pi)n
∫
E∗
∫
Rnx
∑
k>1
f
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ. (3.5)
Ici (λk(ξ))k>1, désignent les valeurs propres de Floquet associées à P = pw(y,Dy + ω×y2 ).
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Chapitre V
Formule de trace pour des opérateurs
périodiques avec perturbations dépendant d’une
grande constante de couplage
1 Hypothèses et résultats.
Soit a(y) une fonction C∞ à valeurs matricielles réelles telle que :
a(y) = a(y)∗, ∀y ∈ Rn, (1.1)
a(y + γ) = a(y), ∀γ ∈ Γ, (1.2)
∃C > 0 tel que 〈a(y)ω, ω〉 ≥ 1
C
||ω||2, ∀ω ∈ Cn. (1.3)
Soient p(x), (gi(x))1≤i≤3 ∈ C∞(Rn,R+) tels que :
p(x+ γ) = p(x), ∀γ ∈ Γ, (1.4)
gi(x) > 0, quel que soit x ∈ Rn. (1.5)
Il existe φj,i ∈ C∞(Sn−1;R) tel que pour tout entier N ≥ 0, il existe rN (x) ∈ C∞(Rn,R) tel que
gi(x) =
N∑
j=0
φj,i
(
x
|x|
)
|x|−δ−j + rN (x), pour |x| > 1, i = 1, 2, 3 (1.6)
ou`
|∂βx rN (x)| 6 Cβ(1 + |x|)−|β|−N−δ−1, ∀β.
Ici δ est une constante strictement positive et φ0,i > 0, i = 1, 2, 3.
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On considère les formes quadratiques suivantes :
(A0u, u) =
∫
Rny
(
〈a(y)∇u(y),∇u(y)〉+ p(y)|u(y)|2
)
dy, (1.7)
(Aλu, u) =
∫
Rny
(
(1 + λg1(y))〈a(y)∇u(y),∇u(y)〉+ ((1 + λg2(y))p(y) + λg3(y))|u(y)|2
)
dy, (1.8)
définies sur C∞0 (Rn)(ici ϕ1(x) est une fonction qui a les meˆmes propriétés que ϕ(x)). D’après les
hypothèses (H3),((1.1)-(1.5)) les formes quadratiques A0, Aλ sont semi-bornées inférieurement. Il est
facile de voir que les opérateurs associés :
P0 = ∇∗a(y)∇+ p(y), (1.9)
Pλ = ∇∗a(y)∇+ p(y) + λ
(
∇∗g1(y)a(y)∇+ g2(y)p(y) + g3(y)
)
, (λ↗ +∞) (1.10)
sont essentiellement auto-adjoints de domaine H2(Rn).
On considère l’opérateur P0 = ∇∗a(y)∇ + p(y) sur Rn, on note par Pξ l’opérateur auto-adjoint
non borné sur Hξ associé à P0, (λk(ξ))k≥1 les valeurs propres de Pξ comptées avec leurs multiplicités
que l’on range par ordre croissant. D’après la théorie de Floquet (voir chapitre III), le spectre σ(P0)
de P0 est la réunion de bandes Jk
σ(P0) = σess(P0) =
+∞⋃
k=0
Jk avec Jk = λk(Rn/Γ∗). (1.11)
Lemme 1.1
σess(Pλ) = σess(P0) = σ(P0).
Preuve. D’après l’identité de la résolvante, on a :
(i+ Pλ)−1 − (i+ P0)−1 = (i+ P0)−1 (Pλ − P0) (i+ Pλ)−1
= (i+ P0)−1G(y)(i+ Pλ)−1,
(1.12)
avec G(y) = λ
(
∇∗g1(y)a(y)∇+ g2(y)p(y) + g3(y)
)
. Comme G(y) est un opérateur différentiel d’ordre
deux à coefficients C∞ et qui converge vers zéro à l’infini, alors les arguments de la preuve du lemme 1.1
du chapitre précédent montrent que
[
(i+Pλ)−1− (i+P0)−1
]
est compact . Maintenant, en appliquant
le théorème de Weyl on obtient σess(Pλ) = σess(P0).
On fixe un intervalle [E1, E2] disjoint du spectre de P0, donc la perturbation crée des valeurs
propres isolées et de multiplicités finies dans l’intervalle [E1, E2] et pour f ∈ C∞0 ((E1, E2);R) ; f(Pλ)
est un opérateur de classe trace.
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Théorème 1.2 Soit f ∈ C∞0 ((E1, E2),R). Sous les hypothèses (1.1)-(1.6), il existe une suite de
nombres réels (ak(f))k∈N telle que
tr
(
f(Pλ)
)
∼ λnδ
+∞∑
k=0
ak(f)λ−
k
δ , λ↗ +∞. (1.13)
Si φ0,1 = φ0,2 alors,
a0(f) =
1
(2pi)n
∫ ∫
E∗×Rnx
∑
k≥1
f
(
(1 + φ0,1
(
x
|x|
)
|x|−δ)λk(ξ) + φ0,3
(
x
|x|
)
|x|−δ
)
dxdξ
=
∫ ∫
Rnx×Rt
f
(
(1 + φ0,1
(
x
|x|
)
|x|−δ)t+ φ0,3
(
x
|x|
)
|x|−δ
)
dρ(t)dx.
(1.14)
Ici ρ(t) désigne la densité d’états associée à l’opérateur P0 = ∇∗a(y)∇+ p(y).
Remarque 1.3 Le théorème 1.2 reste vrai si g3(x) = 0 et
infσess(P0) > η > 0. (1.15)
En effet dans la démonstration on utilise le fait que : ∀C > 0, ∃ > 0, h0 > 0 tel que
inf
ϕ∈C∞0 (B(λ
1
δ ))
(Pλϕ,ϕ) > C||ϕ||2,∀h ∈]0, h0]. (1.16)
Ceci nous permet de considérer le comportement de gi(x) simplement dans la zone Rn\B(λ 1δ ) =
{x ∈ Rn; |x| > λ 1δ } pour  assez petit, or d’après (1.6) dans Rn\B(λ 1δ ), gi(x) s’écrit sous la forme
ϕi(hx;h) avec h = λ−
1
δ et donc on peut appliquer le théorème 1.3. Maintenant il suffit de vérifier que
(1.16) reste vrai si g3(x) = 0 et (1.15) est vérifié.
Idée de la démonstration du théorème 1.2. Pour démontrer le théorème 1.2, nous établirons une
réduction dont le but est de ramener l’étude dans la limite de grande constante de couplage λ↗ +∞
à celle dans le cas semi-classique h = λ− 1δ ↘ 0 via la formule
tr
(
f(Pλ)
)
= tr
(
f(P˜h)
)
+ O(h∞), (h↘ 0). (1.17)
Ou`, P˜h = P0 +∇∗ϕ1(hy, h)a(y)∇+ ϕ2(hy, h)p(y) + ϕ3(hy, h) et
ϕi(y, h) = ϕ0,i(y) + hϕ1,i(y) + .......+ hjϕj,i(y) + ....... (1.18)
est un développement asymptotique en puissance de h, dont les coefficients sont des fonctions unifor-
mément bornées en y ainsi que ses dérivées. L’idée principale pour démontrer (1.17) est
(1) D’après l’hypothèse (1.5) et (1.6), il résulte que pour tout C > 0 il existe λC > 0 il existe
λC >> 1 tel que λ > λC l’ensemble{
(y, ξ) ∈ R2n; |y| < C et p(y, ξ) ∈ [E1, E2]
}
= ∅
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ou`, p(y, ξ) est le symbole de l’opérateur Pλ. Donc modulo une quantité O(λ−∞) la trace de l’opérateur
f(Pλ) pour f ∈ C∞((E1, E2);R) ne dépend que du comportement de gi(y) à l’infini.
(2) D’autre part, d’après l’hypothèse (1.6) λgi(y) = ϕi(hy, h) ou` ϕi(y, h) satisfait (1.18) et ϕj,i(y) =
φj,i( y|y|)|y|−δ−j , i = 1, 2, 3, pour |y| >> 1.
Dans la section suivante, on construit l’opérateur de référence semi-classique
P˜h := P0 +∇∗ϕ1(hy, h)a(y)∇+ ϕ2(hy, h)p(y) + ϕ3(hy, h)
ou` ϕi(y, h) satisfait (1.18). On utilise tout d’abord la formule de Helffer-Sjöstrand
f(Pλ)− f(P˜h) = − 1
pi
∫
∂f˜(z)
[
(z − Pλ)−1 − (z − P˜h)−1
]
L(dz). (1.19)
Ensuite, à l’aide de la formule de résolvante et la construction de ϕi(hx;h), on peut montrer l’identité
cruciale suivante[
(z − Pλ)−1 − (z − P˜h)−1
]
= A1(z) +A2(z)(z − P˜h)−1 + (z − Pλ)−1A3(z)
+ (z − Pλ)−1A4(z)(z − P˜h)−1; =(z) 6= 0,
(1.20)
ou` z 7−→ Aj(z); j = 1, 2, 3, 4 sont holomorphes dans un voisinage complexe Ω de [E1, E2]. De plus, les
opérateurs A2(z), A3(z) et A4(z) sont de classe trace et ||Aj(z)||tr = O(h∞), j = 2, 3, 4. Finalement,
en substituant (1.20) dans (1.19) et en utilisant le fait que ∂z f˜(z) = O(|=(z)|∞), ||(z − Pλ)−1|| =
O(|=(z)|−1) et ||(z − P˜h)−1|| = O(|=(z)|−1), on obtient (1.17).
2 Constructions de l’opérateur de référence semi-classique P˜h
Début de la démonstration du théorème 1.2. On pose λ = h−δ ou` δ est la constante introduite
dans 1.6. Pour M > 0 fixé, on note :
ΩM,i(h) =
{
x ∈ Rn; h−δgi(x) > M
}
, i = 1, 2, 3. (2.1)
Puisque φ0,i > 0; i = 1, 2, 3 est continue sur la sphère unité donc il existe deux constantes C1, C2 > 0
satisfaisant :
0 < C1 <
(
min
Sn−1
φ0,i
) 1
δ
<
(
max
Sn−1
φ0,i
) 1
δ
< C2. (2.2)
D’après (1.5) et (1.6) il existe h0 > 0 tel que :
B
(
0, C1M−1/δh−1
)
⊂ ΩM,i(h) ⊂ B
(
0, C2M−1/δh−1
)
, ∀ 0 < h ≤ h0 (2.3)
quand M1/δh > 0 assez petit. Ici B(0, r) désigne la boule de centre zéro et de rayon r.
Soit χ(x) ∈ C∞0
(
B(0, C1M−1/δ); [0, 1]
)
satisfait χ = 1 au voisinage de zéro. En utilisant les
hypothèses (1.5) et (1.6) et pour un choix convenable de M on peut construire deux fonctions Wh,i et
ϕi de sorte que :
58
(i) ϕi(x;h),Wh,i(x) sont C∞ en x pour h ∈]0, h0[.
(ii) ϕi(x;h) =
[
1− χ(x)
]
h−δgi(xh) +Mχ(x) pour i = 1, 2, 3
(iii) Wh,i(x) = h−δgi(x)− ϕi(hx;h) = χ(hx)(h−δgi(x)−M) pour i = 1, 2, 3.
D’après la construction de ϕi et Wh,i, on obtient :
Lemme 2.1 Les deux fonctions Wh,i et ϕi sont C∞ et vérifient les propriétés suivantes :
suppWh,i ⊂ B
(
0, C1M−1/δh−1
)
⊂ ΩM,i(h) (2.4)
ϕi(hx;h) ≥ M2 ; ∀x ∈ ΩM/2,i(h). (2.5)
|∂βxϕi(x;h)| ≤ Cβ; ∀β (Cβ est indépendant de h dans ]0, h0[). (2.6)
D’autre part, on peut déduire d’après (1.6) que pour tout N ∈ N il existe ϕ1, ϕ2, .., ϕN , RN (., h) ∈
C∞(Rn,R) uniformément bornée ainsi que ses dérivées pour tout h ∈]0, h0], tel que :
ϕi(x;h) =
N∑
j=0
ϕj,i(x)hj + hN+1RN (x, h) dans S0(R2n) (2.7)
avec
ϕ0,i(x) =
(
1− χ(x)
)
φ0,i
(
x
|x|
)
|x|−δ +Mχ(x); i = 1, 2, 3.
Preuve. PuisqueWh,i(x) = χ(hx) (h−δgi(x)−M)︸ ︷︷ ︸
>0
alors suppWh,i ⊂ suppχ(hx) et le fait que supp χ(x) ⊂
B(0, C1M−1/δ) implique que supp χ(hx) ⊂ B(0, C1M−1/δh−1), en utilisant (2.3) on obtient (2.4). (ii)
combinée avec (2.1) et puisque x ∈ ΩM/2,i, on obtient :
ϕi(hx;h) =
[
1− χ(hx)
]
h−δgi(x) +Mχ(hx)
>
(
1− χ(hx)
)M
2 +
M
2 χ(hx) +
M
2 χ(hx)
= M2 +
M
2 χ(hx) >
M
2 .
(2.8)
On peut écrire (1.6) sous la forme :
λgi(x) = λ
∞∑
j=0
φj,i
(
x
|x|
)
|x|−δ−j ; |x| >> 1
=
∞∑
j=0
φj,i
(
λ−
1
δ x
λ−
1
δ |x|
)
|λ− 1δ x|−δ−jλ− jδ ;
=
∞∑
j=0
φj,i
(
hx
h |x|
)
|h x|−δ−jhj = ϕ(hx;h)
ou` ϕi(x, h) vérifie (2.7) avec ϕj,i(x) = φj,i
(
x
|x|
)
|x|−δ; i = 1, 2, 3 pour |x| >> 1. En utilisant (ii), on
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obtient :
ϕ0,i(x) =
(
1− χ(x)
)
φ0,i
(
x
|x|
)
|x|−δ +Mχ(x); i = 1, 2, 3
Lemme 2.2 Si ϕ0,i(x) < M alors ϕ0,i(x) = φ0,i
(
x
|x|
)
|x|−δ; i = 1, 2, 3.
Preuve. Soit x ∈ suppχ, en utilisant (2.2) on obtient : φ0,i
(
x
|x|
)
> Cδ1 et par suite φ0,i
(
x
|x|
)
|x|−δ >
Cδ1 |x|−δ et le fait que supp χ(x) ⊂ B(0, C1M−1/δ) montre que
φ0,i
(
x
|x|
)
|x|−δ > Cδ1 |x|−δ > M
ce qui implique
ϕ0,i(x) =
(
1− χ(x)
)
φ0,i
(
x
|x|
)
|x|−δ +Mχ(x)
>
(
1− χ(x)
)
M +Mχ(x) = M, ∀x ∈ suppχ.
Donc si ϕ0,i(x) < M on a x /∈ supp χ de plus ϕ0,i(x) = φ0,i
(
x
|x|
)
|x|−δ.

Soit b ∈ C∞(R; [M3 ; +∞)) satisfait b(t) = t pour tout t ≥
M
2 . On définit
Fi,1(x;h) := b
(
ϕi(hx;h)
)
et Fi,2(x;h) := b
(
h−δgi(x)
)
; i = 1, 2, 3; x ∈ Rn.
Dans la suite on note par KFl,Fi,Fj l’opérateur :
KFl,Fi,Fj = ∇∗(1 + Fl(y))a(y)∇+ (1 + Fi(y))p(y) + Fj(y).
Soit f˜ une extension presque analytique de f (la fonction introduite dans le théorème 1.2) telle que :
(i) f˜(z) ∈ C∞0 (C), suppf˜ ⊂ V (V voisinage complexe de ]α, β[)
(ii) f˜(z) = f(z) pour tout z dans R
(iii) ∂f˜(z) = O(|=(z)|N ) pour tout N ∈ N.
Remarque 2.3 (1). Soit Ω un petit voisinage borné de suppf˜ . Pour u ∈ H2(Rn) et z ∈ Ω on a :
R
(
(KFi,1,Fi,2,Fi,3 − z)u, u
)
(2.9)
=
(
(1 + Fi,1(y))a(y)∇u,∇u
)
+
(
(1 + Fi,2(y))p(y)u, u
)
+
(
Fi,3(y)u, u
)
−Rz|u|2 >
M
(
(−∆ + p(y))u, u
)
+
(
Fi,3(y)u, u
)
−Rz|u|2 >
(M
C
−Rz
)
|u|2.
Pour i = 1, 2 (on rappelle que Fi,1, Fi,2, Fi,3 > M3 ). Il est clair que l’inégalité précédente reste vraie
si Fi,3 = 0 et (1.15) est vérifié. Comme Ω est borné alors pour M très grand la fonction définie par
z 7−→ (z −KFi,1,Fi,2,Fi,3)−1, i = 1, 2 est analytique dans Ω.
Ce choix de M implique que
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• (1 + ϕ1(x;h))λk(ξ) + ϕ3(x;h) ∈ [E1, E2], alors ϕ0,i(x) < M , ∀i = 1, 3 et h ∈ (0, h0]
(2). Par construction de Fi,j et d’après (2.6) on a :
∂αxFi,j(x;h) = Oα(h−δ);∀α.
Puisque le support de
[
h−δgi(x)− Fi,2(x;h)
]
et de
[
ϕi(hx;h)−Fi,1(x;h)
]
est contenu dans le complé-
mentaire de ΩM/2,i(h) et le support de Wh,i est dans ΩM,i(h) alors
dist
(
supp(Wh,i), supp
[
h−δgi(x)− Fi,2(x;h)
] )
≥ dist
(
ΩM,i(h),ΩcM/2,i(h)
)
et
dist
(
supp(Wh,i), supp
[
ϕi(hx;h)− Fi,1(x;h)
])
> dist
(
ΩM,i(h),ΩcM/2,i(h)
)
le fait que ΩM,i(h) ∩ ΩcM/2,i(h) = ∅ entraine qu’il existe deux constantes a1(M), a2(M) > 0 qui ne
dépendent que de M tel que :
dist
(
supp(Wh,i), supp
[
h−δgi(x)− Fi,2(x;h)
] )
≥ dist
(
ΩM,i(h),ΩcM/2,i(h)
)
> a1(M)
h
dist
(
supp(Wh,i), supp
[
ϕi(hx;h)− Fi,1(x;h)
])
> dist
(
ΩM,i(h),ΩcM/2,i(h)
)
> a2(M)
h
.
(2.10)
Soit P˜h = P0 +∇∗ϕ1(hy, h)a(y)∇+ ϕ2(hy, h)p(y) + ϕ3(hy, h),
Proposition 2.4 Pour tout z ∈ Ω \
[
σ(Pλ) ∪ σ(P˜h)
]
, on a :
(z − Pλ)−1 − (z − P˜h)−1 = (z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1 (2.11)
−(z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1(P˜h −KF1,1,F1,2,F1,3)(z − P˜h)−1
+(z − Pλ)−1(Pλ −KF2,1,F2,2,F2,3)(z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1
−(z − Pλ)−1(Pλ −KF2,1,F2,2,F2,3)(z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1×
×(P˜h −KF1,1,F1,2,F1,3)(z − P˜h)−1 =: (1) + (2) + (3) + (4).
Preuve. En utilisant l’identité de la résolvante, une substitution de
(z − Pλ)−1 = (z −KF2,1,F2,2,F2,3)−1
+ (z − Pλ)−1
[
Pλ −KF2,1,F2,2,F2,3
]
(z −KF2,1,F2,2,F2,3)−1,
(2.12)
et
(z − P˜h)−1 = (z −KF1,1,F1,2,F1,3)−1
− (z −KF1,1,F1,2,F1,3)−1
[
P˜h −KF1,1,F1,2,F1,3
]
(z − P˜h)−1
(2.13)
à droite dans la formule
(z − Pλ)−1 − (z − P˜h)−1 = (z − Pλ)−1
[
Pλ − P˜h
]
(z − P˜h)−1 (2.14)
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donne (2.11).

Pour z ∈ Ω, =(z) 6= 0, on pose
G(z) = (z − Pλ)−1 − (z − P˜h)−1 − (z −KF2,1,F2,2,F2,3)−1
[
Pλ − P˜h
]
(z −KF1,1,F1,2,F1,3)−1. (2.15)
Proposition 2.5 L’opérateur G(z) est de classe trace, de plus il satisfait l’estimation suivante
||G(z)||tr = O
(
|=(z)|−2h∞
)
, (2.16)
uniformément pour z ∈ Ω avec =(z) 6= 0.
Début de la preuve du proposition 2.5. D’après la remarque 2.3.1 le premier terme du second
membre de l’égalité (2.11) est analytique dans un voisinage de suppf˜ donc par intégration par partie
on a :
− 1
pi
∫
∂ f˜(z)(z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1L(dz) = 0
ce qui entraîne
Lemme 2.6
tr
(
f(Pλ)
)
− tr
(
f(P˜h)
)
= − 1
pi
tr
(∫
∂ f˜(z)(2)(Ldz)
)
(2.17)
− 1
pi
tr
(∫
∂ f˜(z)(3)(Ldz)
)
− 1
pi
tr
(∫
∂ f˜(z)(4)(Ldz)
)
.

D’après (2.17) et le théorème 1.3 pour démontrer le théorème 1.2 il suffit de démontrer la proposition
suivante :
Proposition 2.7 Sous les hypothèses (1.1)-(1.6) on a
tr
(
f(Pλ)
)
= tr
(
f(P˜h)
)
+ O(h∞), (h↘ 0). (2.18)
Début de la démonstration de la proposition 2.7. La preuve repose sur quelques propositions.
On rappelle que Ω est un voisinage complexe de suppf˜ , h0 est une constante introduite pour la
construction de ϕi(x;h),Wh,i(x).
Proposition 2.8 Soient G1(x;h), G2(x;h) ∈ C∞(Rn,R) pour h ∈]0, h0[ (h0 est une constante positive
assez petit) tels que :
(i) ∂αxGi(x;h) = h−O(1), (ou`  est une constante indépendante de α).
(ii) supp G1(x;h) ⊂ B(O(1)h−1) et dist
(
supp G1, supp G2
)
> Ch−1.
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Fixons m dans Z et posons
N(m) =

[
m
2
]
+ 1, m ≥ 0[−m2 ] , m ≤ −2
1, m = −1
Alors pour tout entier k, L dans N et tout entier m dans Z il existe C = C(m), C˜ = C˜(m, k, l) tel que
pour tout z ∈ Ω, h ∈]0, h0] et tout (ψi)i=1,2 ∈ C∞(Rn) avec ||∂αψi||L∞ 6 1C(m) pour 1 6 |α| 6 |m|+ 2
et ψ1 = ψ2 sur supp G1, on a :∥∥∥exp(ψ1(x))G1(x, h)(KFi,1,Fi,2,Fi,3 − z)−1exp(−ψ2(x))∥∥∥
L(Hm,Hm+2)
≤ C(m)h−(+N(m))δ (2.19)
on désigne par [x] le plus grand entier 6 x.
Preuve. La formule
exp(ψ2(x))
(
KFi,1,Fi,2,Fi,3 − z
)
exp(−ψ2(x)) = ∇∗ψ2.(1 + Fi,1)a(x)∇ψ2
+∇∗ψ2.(1 + Fi,1)a∇+∇.(1 + Fi,1)a∇ψ2,
(2.20)
et le fait que ∇∗ψ2.(1 + Fi,1)a∇+∇.(1 + Fi,1)a∇ψ2 est antisymétrique entraînent :
R
(
(expψ2(x)(KFi,1,Fi,2,Fi,3 − z)exp−ψ2(x)u, u)
)
= (2.21)
R
(
(KFi,1,Fi,2,Fi,3 − z)u, u)
)
+
(
∇∗ψ2.(1 + Fi,1)a(x)∇ψ2)u, u)
)
≥ M2C ||u||
2
L2 .
Pour ||∇ψ2||L∞ assez petit, (2.9) et (2.21), impliquent :
‖exp(ψ2(x))u‖L2 6
2C
M
∥∥∥exp(ψ2(x))(KFi,1,Fi,2,Fi,3 − z)u∥∥∥L2 . (2.22)
En utilisant (1.3) et la remarque 2.3(2) on obtient par les égalités elliptiques que pour tout m ∈ N il
existe am,M (constante qui ne dépend que de m et M) tel que pour tout u ∈ Hm+2(Rn),
||u||Hm+2(Rn) 6 am,M
(
‖∇∗.(1 + Fi,1)a(x)∇u‖Hm(Rn) + O(h−(m+1)δ)||u||L2
)
. (2.23)
(2.23) combiné avec la formule
exp(ψ2(x))∇∗.(1 + Fi,1)a(x)∇exp(−ψ2(x)) = ∇∗.(1 + Fi,1)a(x)∇ (2.24)
+∇∗ψ2.(1 + Fi,1)a(x)∇ψ2 −∇∗ψ2.(1 + Fi,1)a∇−∇∗.(1 + Fi,1)a∇ψ2
entraînent qu’il existe bm,M tel que pour tout u ∈ H2(Rn) on a :
||u||Hm+2(Rn) 6 bm,M
(∥∥∥exp(ψ2(x))(∇∗.(1 + Fi,1)a(x)∇)exp(−ψ2(x))u∥∥∥
Hm
+ (2.25)
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O(h−δ) supp
16|α|6m+2
||∂αψ2||L∞ ||u||Hm+1 + O(h−(m+1)δ)||u||L2
)
.
Donc pour bm,M supp
16|α|6m+2
||∂αψ2||L∞ assez petit (2.25) implique qu’il existe C = C(m,M) tel que
||u||Hm+2(Rn) 6 Cm,M
(∥∥∥exp(ψ2(x))∇∗(1 + Fi,1).a(x)∇exp(−ψ2(x))u∥∥∥
Hm
+ O(h−(m+2)δ)||u||L2
)
,
(2.26)
pour éliminer le terme ||u||Hm+1nous avons utilisé l’inégalité ; ∀ > 0, ∀u ∈ Hm+2(Rn) on a
||u||Hm+1 6 ||u||Hm+2 +
O(1)
m+1
||u||L2 .
Comme ∂αxFi,j(x, h) = O(h−δ)∀α, alors à partir de (2.26) on obtient :
||u||Hm+2(Rn) 6 C(m,M)
(∥∥∥exp(ψ2(x))(KFi,1,Fi,2,Fi,3 − z)exp(−ψ2(x))∥∥∥
Hm
(2.27)
+O(h−δ)||u||Hm + O(h−(m+2)δ)||u||L2
)
,
et par induction par rapport à m on trouve que pour tout m ∈ N il existe C˜(m,N) tel que
||u||Hm+2(Rn) 6 C˜(m,N)h−N(m)δ
(∥∥∥exp(ψ2(x))(KFi,1,Fi,2,Fi,3 − z)exp(−ψ2(x))∥∥∥
Hm
+ ||u||L2
)
. (2.28)
Comme ψ1(x) = ψ2(x) sur supp G1 et ∂αxG1(x, h) = O(h−), ∀α alors∥∥∥exp(ψ1 − ψ2)G1(.;h)u∥∥∥
Hm+2
= O(h−)||u||Hm+2 . (2.29)
En utilisant (2.22), (2.28) et (2.29) on obtient :∥∥∥exp(ψ2(x))G1(x, h)(KFi,1,Fi,2,Fi,3 − z)−1exp(−ψ2(x))∥∥∥
L(Hm,Hm+2)
= O
(
h−−N(m)δ
)
. (2.30)
Remarque 2.9 (2.30) reste vrai pour tout m dans Z. En effet par dualité on obtient le cas m 6 −2
et par interpolation m = −1.
Proposition 2.10 Sous les hypothèses de la proposition 2.8 et pour tout k, L ∈ N il existe C˜ =
C˜(m, k, L) tel que :∥∥∥exp(ψ1(x))G1(x;h)(z −KFi,1,Fi,2,Fi,3)−1G2(x;h)exp(−ψ2(x))∥∥∥
L(Hm,Hm+k) 6 C˜h
L
quel que soit z ∈ Ω, h ∈]0, h0].
Preuve. On rappelle que supp Gi est contenu dans la boule de centre zéro et de rayon O(1)h−1 et
dist(supp (G1), supp (G2)) > Ch−1.
Soient χ1, χ2, ..., χk des fonctions de classe C∞, bornées telle que :
(1) G1(x, h)χ1 = G1(x, h)
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(2) χνχν−1 = χν−1, 2 6 ν 6 k
(3) G2(x, h)χk = 0.
Alors,
G1(z −KFi,1,Fi,2,Fi,3)−1G2 = G1χ1...χk(z −KFi,1,Fi,2,Fi,3)−1G2 (2.31)
= G1χ1...χk−1
[
χk, (z −KFi,1,Fi,2,Fi,3)−1
]
G2
= G1χ1...χk−1(z −KFi,1,Fi,2,Fi,3)−1
[
KFi,1,Fi,2,Fi,3 , χk
]
(z −KFi,1,Fi,2,Fi,3)−1G2
= G1(z−KFi,1,Fi,2,Fi,3)−1
[
KFi,1,Fi,2,Fi,3 , χ1
]
...(z−KFi,1,Fi,2,Fi,3)−1
[
KFi,1,Fi,2,Fi,3 , χk
]
(z−KFi,1,Fi,2,Fi,3)−1G2.
Ici [., .] est le commutateur de deux opérateurs [A,B] = AB − BA. D’après 2.30 et la remarque
2.9
exp(ψ1(x))
[
PFi , χν
]
(z −KFi,1,Fi,2,Fi,3)−1exp(−ψ2(x)) = O
(
h−(N(m)δ−)
)
. (2.32)
Dans L(Hm, Hm+1). En utilisant (2.31), (2.32) on obtient :
∥∥∥exp(ψ1(x))G1(x, h)(z −KFi,1,Fi,2,Fi,3)−1exp(−ψ2(x))∥∥∥
L(Hm,Hm+2)
= O
(
h−N˜(m,k)
)
. (2.33)
Soient 0 < a1 < a2 tels que
supp G1(x, h) ⊂ B
(
0, a1
h
)
et G2(x, h) = 0 sur B
(
0, a2
h
)
.
On considère une fonction positive χ(t) dans C∞(R+) telle que :
χ(t) =
{
0 si t 6 a1
τ si t > a2
Ici τ est une constante > 0.
On suppose que les dérivées d’ordre non nul de χ sont assez petites en norme L∞(R+). Pour h ∈]0, h0[,
on pose :
ψh(x) =
1
h
χ(hx).
D’après la construction de ψh(x),(2.33) reste vrai si on remplace ψ2(x) par ψ2(x) − ψh(x). Comme
exp− ψh(x) = exp− τh sur supp G2(.;h), on trouve∥∥∥exp(ψ1(x))G1(.;h)(z −KFi,1,Fi,2,Fi,3)−1exp(ψh − ψ2)G2(.;h)exp(−ψh)∥∥∥
L(Hm,Hm+k) (2.34)
= O
(
h−N˜(m,k)exp(−τ
h
)
)
.
Ce qui achève la démonstration de (2.19).
Pour h > 0, z ∈ Ω, on note Ki(x, y, z, h); i = 1, 2, 3 le noyau de l’opérateur Ai
Ai = G1(x;h)(z −KFi,1,Fi,2,Fi,3)−1G2(x;h); i = 1, 2, 3.
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Comme dans [11, proposition 3.3], la proposition 2.8 implique :
Proposition 2.11 Fixons N ∈ N. Il existe C = C(N) tel que pour tout z ∈ Ω, h ∈]0, h0]; |α| 6
N, |β| 6 N on a :
∂αx ∂
β
yKi(x, y, z, h) = O
(
h∞exp
[
− 1
C
(
dist(x, supp G1(x, .)) + dist(y, supp G2(x, .))
])
. (2.35)
Preuve. On prend ψ1(x) = ψ2(x) ± ω.x/C (C à choisir assez grand pour que ψ1, ψ2 satisfassent
aux conditions de la proposition 2.10), ω ∈ Sn−1. Pour s > n2 le noyau K(x, y) d’un opérateur A de
L(H−s, Hs) est donné par la formule
K(x, y) =
∫
K(x, t)δ(t− y)dt =
[
A.δ(.− y)
]
(x)
(δ est la distribution de Dirac).
D’après les inégalités de Sobolev, en considérant y comme paramètre, il existe une constante Cs
(qui ne dépend que de s) telle que :
|K(x, y)| ≤ Cs||A||L(H−s,Hs)||δ(.− y)||H−s . (2.36)
Comme ||δ(.− y)||H−s est indépendant de y alors (quitte à remplacer Cs par C˜s) on obtient :
|K(x, y)| ≤ Cs||A||L(H−s,Hs) ∀(x, y) ∈ R2n. (2.37)
En appliquant (2.36) à l’opérateur exp
(±ω.cC )Ai exp (±ω.xC ) et en tenant compte de la proposition 2.10
on trouve que pour tout s > n2 et tout entier L ≥ 0, il existe C(s, L) tel que∥∥∥∥exp± (ω.(x− y)C
)
Ki(x, y, z, h)
∥∥∥∥ ≤ C(s, L)hL. (2.38)
Du fait que C(s, L) est indépendant de ω dans Sn−1, on peut remplacer dans le membre à gauche de
l’inégalité 2.38 exp ± ω.(x−y)C par exp |x−y|2C . D’autre part sur Πx(suppKi(x, y, z, h)) ⊂ supp G1, on a
|x− y| ≥ dist(y, supp G1), donc on aura
|Ki(x, y, z, h)| 6 C(s, L)hLG1(x; .)exp− 12Cd(y, supp G1)
ce qui donne (2.35) pour |α| = |β| = N = 0. (On rappelle que G1(., h) = O(h−δ) et G1(., h) est à
support compact). Pour N quelconque on utilise l’opérateur
Tα,βi = (∂x − ω)αexp(ω.x)Ai exp(−ω.x)(−∂x + ω)β.
Tα,βi vérifie (2.35), car (∂x − ω) = O(1) dans L(Hs, Hs−|α|). Maintenant il suffit de remarquer que le
noyau associé à Tα,βi est égal à exp(ω.(x− y))∂αx ∂βyKi(x, y, z, h).
Comme conséquence de la proposition 2.11 :
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Corollaire 2.12 . Pour (h, z) ∈]0, h0]× Ω, Ki(x, y, z, h) est C∞ en (x, y) dans R2nx,y.
Proposition 2.13 ( [18] ) Soit A un opérateur dans L(L2(Rn)). On note K(x, y) le noyau associé à
A. On suppose que K(x, y) ∈ C∞(R2n) et pour tout α, β tel que |α|+ |β| ≤ 2n+ 1 on a ∂αx ∂βyK(x, y) ∈
L1(R2n). Alors A est un opérateur à trace et on a :
||A||tr = tr(A∗A)1/2 ≤ Cn
∑
|α|+|β|≤2n+1
∥∥∥∂αx ∂βyK(x, y)∥∥∥
L1(R2n)
.
(Cn est une constante qui ne dépend que de n ).
Maintenant la proposition 2.13 implique :
Corollaire 2.14 Soient G1(.;h), G2(.;h) deux fonctions qui vérifient les hypothèses de la proposition
2.8 . Alors pour tout N ∈ N :∥∥∥G1(.;h)(z −KFi,1,Fi,2,Fi,3)−1G2(.;h)∥∥∥tr = O(hN ), (h −→ 0) (2.39)
quel que soit z ∈ Ω.
Fin de la preuve de (2.18). On rappelle que
Pλ − P˜h = ∇∗
(
h−δg1(y)− ϕ1(hy, h)
)
a(y)∇+
(
h−δg2(y)− ϕ2(hy, h)
)
p(y)
+
(
h−δg3(y)− ϕ3(hy, h)
)
= ∇∗Wh,1(y)a(y)∇+Wh,2(y)p(y) +Wh,3(y).
(2.40)
P˜h −KF1,1,F1,2,F1,3 = ∇∗
(
ϕ1(hy, h)− F1,1(y)
)
a(y)∇+
(
ϕ2(hy, h)− F1,2(y)
)
p(y)
+ ϕ3(hy, h)− F1,3(y),
(2.41)
Pλ −KF2,1,F2,2,F2,3 = ∇∗
(
λg1(y)− F2,1(y)
)
a∇+
(
λg2(y)− F2,2(y)
)
p(y)
+ λg3(y)− F2,3(y).
(2.42)
En utilisant le fait que [∇, ϕ] = (∇ϕ) on obtient :
Pλ −KF2,1,F2,2,F2,3 =
∑
1≤i,j≤n
(∂xi∂xj )ai,j(x;h) +
∑
i≤n
(∂xi)ai(x;h) + a0(x;h), (2.43)
et
P˜h −KF1,1,F1,2,F1,3 =
∑
1≤i,j≤n
(∂xi∂xj )bi,j(x;h) +
∑
i≤n
(∂xi)bi(x;h) + b0(x;h). (2.44)
Remarque 2.15 D’après la construction de Wh,i et la formule (2.10) les hypothèses de la proposition
2.8 sont vérifiées pour G1,1(x;h) = Wh,1,Wh,2,Wh,3 et G1,2(x;h) = aij(x;h), ai(x;h), a0(x;h), bij(x;h),
bi(x;h), b0(x;h).
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Fin de la preuve du proposition 2.5. En utilisant ((2.39)-(2.42)), ((2.43)-(2.44)), le corollaire
2.14 et le fait que ||(z −Q)−1∂xi∂xj ||L2 , ||(z −Q)−1∂xi ||L2 , ||(z −Q)−1||L2 = O(|=(z)|−1), pour Q =
Pλ, P˜h,KFi,1,Fi,2,Fi,3 , on obtient :
||(2)||tr = O(|=(z)|−2h∞). (2.45)
La meˆme démonstration montre que ||(3)||tr = O(|=(z)|−2h∞) et ||(4)||tr = O(|=(z)|−2h∞), par consé-
quent
||G(z)||tr 6 ||(2)||tr + ||(3)||tr + ||(4)||tr = O(h∞|=(z)|−2).
Maintenant il suffit d’utiliser la formule (2.17) et le fait que ∂f˜(z) = O(|=(z)|N ), ∀N ∈ N.
Remarque 2.16 Comme dans la remarque 2.11 la proposition 2.7 reste vraie si on remplace f(x)
par f(x)gh(x).
Preuve du théorème 1.2. Soit f ∈ C∞0 ((E1, E2);R) et f˜ ∈ C∞0 (Ω) une extension presque analytique
de f , c’est-à-dire f˜ |R = f et ∂f˜(z) = O(|=(z)|∞), ou` ∂ := ∂∂z = 12( ∂∂x + i ∂∂y ). D’après la formule de
Helffer-Sjöstrand (pour plus de détails sur la formule on renvoie à la proposition 1.8) et en utilisant
(2.15), on obtient :
[
f(Pλ)− f(P˜h)
]
= − 1
pi
∫
∂f˜(z)
[
(z − Pλ)−1 − (z − P˜h)−1
]
L(dz), (2.46)
ou` L(dz) = dxdy, z = x+ iy, (x, y) ∈ R2, en utilisant la définition de G(z) et (2.11), on obtient :
[
f(Pλ)− f(P˜h)
]
= − 1
pi
∫
∂f˜(z)(z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1L(dz)
− 1
pi
∫
∂f˜(z)G(z)L(dz) (∗)
puisque Ω 3 z 7−→
(
z −KF2,1,F2,2,F2,3
)−1 [
Pλ − P˜h
] (
z −KF1,1,F1,2,F1,3
)−1
est analytique pour tout
z ∈ Ω, alors par intégration par partie, on obtient :
− 1
pi
∫
∂f˜(z)
[
(z −KF2,1,F2,2,F2,3)−1(Pλ − P˜h)(z −KF1,1,F1,2,F1,3)−1
]
L(dz) = 0 (2.47)
(∗) et (2.47), entraînent [
f(Pλ)− f(P˜h)
]
= − 1
pi
∫
∂f˜(z)G(z)L(dz). (2.48)
En utilisant (2.48) et (2.16) et le fait que ∂f˜(z) = O(|=(z)|∞), on obtient :∥∥∥f(Pλ)− f(P˜h)∥∥∥
tr
= O(h∞), (2.49)
et par suite
tr
(
f(Pλ)− f(P˜h)
)
= O(h∞). (2.50)
Pour obtenir le théorème 1.2 il suffit d’appliquer les résultats pour les opérateurs semi-classiques
(chapitre IV) à l’opérateur P˜h.
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Pour montrer 1.14, on utilise le fait que :
(
(1 + ϕ0,1(x))λk(ξ) + ϕ0,3(x)
)
∈ [E1, E2]⇐⇒ ϕ0,i(x) = φ0,i
(
x
|x|
)
|x|−δ; i = 1, 3; k = 1, 2.....
Ceci résulte du lemme 2.2.
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Chapitre VI
Fonction de comptage des valeurs propres
1 Cas semi-classique :
Dans cette section on suppose que tous les hypothèses du chapitre V sont vérifiées. Soit a < b tel
que [a, b] ∩ σ(P0) = ∅, ou` P0 = pw
(
y,Dy
)
. On considère l’opérateur
P =
(
(1 + ϕ(hy))p(y,Dy +A(hy))
)w
+ ψ(hy, y;h); (h↘ 0).
Alors on sait que pour σ assez petit le spectre de P dans [a−σ, b+σ] est discret. Soit (γj(h))16j6N(h)
la suite des valeurs propres de P dans [a− σ, b+ σ] comptées selon leurs multiplicités. On définit :
Nh([a, b]) := #
{
j; γj(h) ∈ [a, b]
}
.
Le corollaire suivant est une simple conséquence du théorème 1.3 (chapitre IV).
Corollaire 1.1 Soit Nh([a, b]) le nombre des valeurs propres de P dans l’intervalle [a, b], on suppose
que les hypothèses du théorème 1.3 sont vérifiées, alors
lim
h→0
[
hnNh([a, b])
]
= C0 (1.1)
ou`
C0 =
1
(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈Rnx×E∗; a≤(1+ϕ(x))λk(ξ)+ψ0(x)≤b}
dxdξ. (1.2)
Preuve. Soit ε > 0 assez petit, on pose I(+ε) = [a − ε, b + ε],I(−ε) = [a + ε, b − ε]. On choisit
f±ε ∈ C∞0 (R; [0, 1]), ou` f+ε = 1 dans I(+ε/2), f+ε = 0 en dehors de I(+ε) et f−ε = 1 dans I(−ε),
f−ε = 0 en dehors de I(−ε/2), il est évident que
f−ε(P ) ≤ 1[a,b](P ) ≤ f+ε(P ). (1.3)
Ou` 1[a,b] est la fonction indicatrice de l’intervalle [a, b] et A ≥ B ⇐⇒ A−B est un opérateur positif.
En utilisant (1.3), on obtient :
tr
(
f−ε(P )
)
≤ Nh([a, b]) ≤ tr
(
f+ε(P )
)
, (1.4)
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d’après le théorème 1.3, on a :
lim
h→0
hntr
(
f+ε(P )
)
= 1(2pi)n
∑
k≥1
∫ ∫
f+ε
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ
et
lim
h→0
hntr
(
f−ε(P )
)
= 1(2pi)n
∑
k≥1
∫ ∫
f−ε
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ.
On déduit de (1.3) que
1
(2pi)n
∑
k≥1
∫ ∫
f−ε(p(x, ξ))dxdξ 6 lim
h→0
hnNh([a, b]) 6
1
(2pi)n
∑
k≥1
∫ ∫
f+ε(p(x, ξ))dxdξ, (1.5)
ou` p(x, ξ) = (1 + ϕ(x))λk(ξ) + ψ0(x). D’autre part par le théorème de convergence dominé, on a :
1
(2pi)n
∑
k≥1
∫ ∫
f+ε(p(x, ξ))dxdξ ε→0−→ 1(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈Rnx×E∗; a≤(1+ϕ(x))λk(ξ)+ψ0(x)≤b}
dxdξ.
De meˆme on montre que
1
(2pi)n
∑
k≥1
∫ ∫
f−ε(p(x, ξ))dxdξ ε→0−→ 1(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈Rnx×E∗; a≤(1+ϕ(x))λk(ξ)+ψ0(x)≤b}
dxdξ.
Maintenant on tend ε vers zéro dans (1.5), on obtient (1.10).
Il est évident d’après le corollaire 1.1 que Nh([a, b]) = C0h−n + O(h−n+1), on va donner une
estimation plus précise du terme O(h−n+1). Dans la suite on va supposer que le champ magnétique
A = 0, et on note :
P =
(
(1 + ϕ(hy))p(y,Dy)
)w
+ ψ(hy, y;h); (h↘ 0).
Fixons µ ∈ R \ σess(P ) et posons
Σµ =
{
(x, ξ) ∈ R2n; ∃k ≥ 1; tel que (1 + ϕ(x))λk(ξ) + ψ0(x) = µ
}
.
Pour (x0, ξ0) ∈ Σµ on suppose que l’hypothèse suivante est vérifiée :
(H)

∇xϕ(x0)λk(ξ0) +∇xψ0(x0) 6= 0
ou`
λk(ξ0) est simple et ∇ξλk(ξ0) 6= 0
Théorème 1.2 Soit Nh([a, b]) le nombre des valeurs propres de P dans l’intervalle [a, b] comptées
avec leurs multiplicités. On suppose que (H1 −H6) et (H) sont vérifiées pour µ ∈ {a, b}. On a :
Nh([a, b]) = C0h−n + O(h1−n), (h↘ 0), (1.6)
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avec
C0 =
∫
Rnx
[
ρ
(
b− ψ0(x)
1 + ϕ(x)
)
− ρ
(
a− ψ0(x)
1 + ϕ(x)
)]
dx. (1.7)
Ici ρ(t) = (2pi)−n
∫
E∗
(
∑
λk(ξ)6t
1)dξ désigne la densité d’états intégrée associée à pw(y,Dy).
Preuve. Soit σ > 0 assez petit. Soient φ1 ∈ C∞0 ((a − σ, a + σ); [0, 1]), φ2 ∈ C∞0 ((a + σ2 , b −
σ
2 ); [0, 1]), φ3 ∈ C∞0 ((b − σ, b + σ); [0, 1]) tel que φ1 + φ2 + φ3 = 1 sur [a − σ2 , b + σ2 ]. Soient γ0(h) 6
γ1(h) 6 ... 6 γN (h) les valeurs propres de P (comptées avec leurs multiplicités) dans [a − σ, b + σ].
Puisque φ1 + φ2 + φ3 = 1 sur [a, b] alors
(1[a,b]φ1)(γj(h)) + (1[a,b]φ2)(γj(h)) + (1[a,b]φ3)(γj(h)) = 1[a,b](γj(h))
et par suite
∑
j
1[a,b]φ1(γj(h)) +
∑
j
1[a,b]φ2(γj(h)) +
∑
j
1[a,b]φ3(γj(h)) =
∑
j
1[a,b](γj(h))
et puisque supp φ1 ⊂ (a− σ, a+ σ), supp φ2 ⊂ (a+ σ2 , b− σ2 ), supp φ3 ⊂ (b− σ, b+ σ), on obtient :
Nh([a, b]) =
∑
a6γj(h)6b
(φ1 + φ2 + φ3)(γj(h))
=
∑
a6γj(h)
φ1(γj(h)) +
∑
j
φ2(γj(h)) +
∑
γj(h)6b
φ3(γj(h)).
(1.8)
On sait que
∑
j
φ2(γj(h)) = tr
(
φ2(P )
)
= h−n
∫ ∫
Rt×Rnξ
φ2
(
(1 + ϕ(ξ))t+ ψ0(ξ)
)
dρ(t)dξ + O(h1−n). (1.9)
Dans toute la suite on désigne par M(τ, h) la distribution ∑γj(h)6τ φ3(γj(h)). Soit θ ∈ C∞0 (R; [0, 1])
égale à un dans un petit voisinage de zéro et h > 0.
Aux sens de distribution, on a :
M(τ) = M ′(τ, h) =
∑
j
δ(τ − γj(h))φ3(γj(h)). (1.10)
Un calcul simple au sens de distribution montre que
d
dτ
F−1h θ ∗M(τ, h) = F−1h θ ∗M ′(τ, h)
= F−1h θ ∗
∑
j
φ3(γj(h))δ(τ − γj(h))
=
∑
j
φ3(γj(h))F−1h θ(τ − γj(h))
= tr
(
φ3(P )F−1h θ(τ − P )
)
,
(1.11)
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ou` u ∗ φ est le produit de convolution de la distribution u par la fonction φ ∈ S(Rn).
Tout d’abord, en utilisant la formule de Helffer-Sjöstrand et l’hamiltonien effectif on démontre
comme dans la proposition 2.10 que :
tr
(
φ3(P )F−1h θ(τ − P )
)
= (1.12)
tr
(
− 1
pi
∫
∂(φ˜3)(z)F−1h θ(τ − z)∂zÊ−+(z)Ê−1−+(z)χ̂L(dz)
)
+ O(h∞).
Ici φ˜3 est une extension presque analytique de φ3, et χ(x) ∈ C∞0 (Rn), égale à un sur un voisinage de
{x ∈ Rn; ∃z ∈ supp φ˜3, ξ ∈ Rn; det(E0−+(x, ξ, z)) = 0}.
Des formules de trace similaires au premier terme du membre à droite de (1.12) ont été étudiées dans
[12]. Pour appliquer les résultats dans [12], il suffit de vérifier que le symbole principal de l’opérateur
Ew−+(x, hDx, z;h) est micro-hyperbolique pour z ∈ supp(φ3).
Définition 1.3 . On dit que p(x, ξ) ∈ S0(R2;Mn(C)) est micro-hyperbolique en (x0, ξ0) dans la direc-
tion T ∈ R2n, si et seulement s’il existe une constante C0, C1, C2 > 0 telle que :
(〈
dp(x, ξ), T
〉
ω, ω
) ≥ 1
C0
||ω||2 − C1||p(x, ξ)ω||2, (1.13)
pour tout ω ∈ Cn et tout (x, ξ) ∈
{
(x, ξ) ∈ R2n; ||(x, ξ)− (x0, ξ0)|| 6 1C2
}
.
Lemme 1.4 On suppose que l’hypothèse (H) est vérifiée alors E0−+(x, ξ, µ) est micro-hyperbolique en
tout point de
Σµ :=
{
(x, ξ) ∈ Rn × E∗; det(E0−+(x, ξ, µ)) = 0
}
=
⋃
k>1
{
(x, ξ) ∈ Rn × E∗, (1 + ϕ(x))λk(ξ) + ψ0(x) = µ
}
, µ = {a, b}.
Preuve. Rappelons que par la remarque 2.4 formule (2.21) on a :
E0−+(x, ξ, z) =
1
1 + ϕ(x)E−+
(
ξ,
z − ψ0(x)
1 + ϕ(x)
)
,
ou E−+(ξ, z) est l’hamiltonien effectif correspondant à pw(y,Dy + ξ) − z. Soit (x0, ξ0) ∈ Σµ, alors il
existe k ≥ 1 tel que (1 + ϕ(x0))λk(ξ0) = µ− ψ0(x0).
Premier cas : Supposons que ∇ϕ(x0)λk(ξ0) +∇ψ(x0) = 0, alors par hypothèse (H) la valeur propre
λk(ξ0) est simple et ∇λk(ξ0) 6= 0. Dans ce cas et par construction de l’hamiltonien effectif on peut
supposer qu’au voisinage de ξ0 on a : E−+(ξ, µ) = λk(ξ)− z. Par conséquent
∇ξE0−+(x0, ξ0, z) 6= 0,
ceci implique que E0−+(x0, ξ0, µ) est micro-hyperbolique.
Deuxième cas : Supposons que
∇ϕ(x0)λk(ξ0) +∇ψ(x0) 6= 0 et (1 + ϕ(x0))λk(ξ0) + ψ0(x0) = µ. (1.14)
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Posons G(x) = µ−ψ0(x)1+ϕ(x) . Un calcul simple montre que (1.14) implique
M := ∇G(x0) 6= 0.
En dérivant par rapport à x on obtient :
〈M.∇xE0−+(x0, ξ0, µ)〉 = −(1 + ϕ(x0))−1〈M.∇xϕ(x0)〉E−+
(
ξ0, G(x0)
)
+ ‖M‖2∂µE−+
(
ξ0, G(x0)
)
.
Combinons ceci avec le fait que ∂µE−+(ξ, µ) = E−(ξ, µ)E+(ξ, µ) > 0 (voir (2.12), chapitre IV), on
obtient :
〈M.∇xE0−+(x0, ξ0, µ)ω, ω〉 ≥
1
C
||ω||2 − C||E0−+(x0, ξ0, µ)ω||2.
En conclusion, l’hypothèse (H) implique que E0−+(x, ξ, µ) est micro-hyperbolique en tout point (x0, ξ0) ∈
Σµ.

Maintenant, le résultat suivant est une conséquence du théorème dans [12].
Théorème 1.5 . On suppose que l’hypothèse (H) est vérifiée au point τ . Il existe σ > 0 assez petit
et C > 0 assez grand tels que, pour tout θ ∈ C∞0 ((− 1C , 1C );R) avec θ = 1 au voisinage de zéro et
φ ∈ C∞0 ((τ − σ, τ + σ);R), il existe une suite de fonctions γj ∈ C∞(R), j ∈ N ∀N,M ≥ 1 on a
tr
(
φ(P ) F−1h θ(τ − P )
)
= h−n
f(τ) M∑
j=0
γj(τ)hj + O
(
hM+1
〈τ〉N
) ; (h↘ 0) (1.15)
uniformément en τ ∈ R. Ou`, 〈τ〉 = (1 + τ2) 12 ,
γ0(τ) = − 12pii
∫ ∫
Rnx×E∗
tr
([
E−+(ξ, z)−1∂zE−+(ξ, z)
]z= τ−ψ0(x)1+ϕ(x) +i.0
z= τ−ψ0(x)1+ϕ(x) −i.0
)
χ(x, ξ) dxdξ(2pi)n .
Ici χ ∈ C∞0 (R2n) est égal à un dans un voisinage de Σ[µ−σ,µ+σ] := ∪η∈[µ−σ,µ+σ]Ση, ou` Ση = {(x, ξ) ∈
Rn × E∗; det(E−+(ξ, z)) = 0}.
Par des arguments Tauberian (voir [55], théorème V-13) il résulte de (1.8), (1.9), (1.10), (1.11),
(1.12)et (1.15)
∑
γj(h)6b
φ3(γj(h)) = h−nm(b) + O(h1−n) (1.16)
et ∑
a6γj(h)
φ1(γj(h)) = h−nm1(a) + O(h1−n) (1.17)
ou`
m(b) = 1(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈E∗×Rn
ξ
;(1+ϕ(x))λk(ξ)+ψ0(x)6b}
φ3
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ (1.18)
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m1(a) =
1
(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈E∗×Rn
ξ
;(1+ϕ(x))λk(ξ)+ψ0(x)≥a}
φ1
(
(1 + ϕ(x))λk(ξ) + ψ0(x)
)
dxdξ. (1.19)
Par conséquent, (1.8), (1.16), (1.17), (1.18), (1.18) et (1.19) donnent le théorème 1.2.

2 Grande constante de couplage
Dans cette section, on garde les notations et les hypothèses du chapitre V.
Soit E1 < E2 tel que [E1, E2] ∩ σ(P0) = ∅. Soit (µj(λ))16j6N(λ) la suite des valeurs propres de Pλ
dans [E1 − σ,E2 + σ] comptées selon leurs multiplicités. Ici σ est une constante positive assez petite.
On définit :
Nλ([E1, E2]) := #
{
j; µj(λ) ∈ [E1, E2]
}
.
Comme le corollaire 1.1, le résultat suivant est une simple conséquence du théorème 1.2 (chapitre V).
Corollaire 2.1 Soit Nλ([E1, E2]) le nombre des valeurs de Pλ dans l’intervalle [E1, E2], on suppose
que les hypothèses du théorème 1.2 sont vérifiées, alors
lim
λ→+∞
[
λ−
n
δNλ([E1, E2])
]
= a0 (2.1)
ou`
a0 =
1
(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈ Rnx×E∗; E1≤(1+ϕ0,1(x))λk(ξ)+ϕ0,3(x)≤E2}
dxdξ (2.2)
avec ϕ0,i(x) = φ0,i
(
x
|x|
)
|x|−δ; i = 1, 3.
Théorème 2.2 Soit Nλ([E1, E2]) le nombre des valeurs propres de Pλ (comptées avec leurs multiplicités)
dans [E1, E2]. Sous les hypothèses du théorème (1.2), on a
Nλ([E1, E2]) = a0λ
n
δ + O(λ
n−1
δ ), (λ↗ +∞) (2.3)
ou`,
a0 =
∫
Rnx
ρ
E2 − φ0,3( x|x|)|x|−δ
1 + φ0,1( x|x|)|x|−δ
− ρ
E1 − φ0,3( x|x|)|x|−δ
1 + φ0,1( x|x|)|x|−δ
 dx. (2.4)
Ici ρ(t) désigne la densité intégrée d’états associée à l’opérateur P0 = ∇∗a(y)∇+ p(y).
Nous omettons la démonstration de ce théorème puisqu’elle est exactement similaire à celle de la
proposition 2.7 (chapitre VI) et du théorème 1.2 de ce chapitre. Nous donnons brièvement les étapes
de la démonstration.
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Comme dans la preuve du théorème 1.2, l’étape essentielle de la démonstration est de donner un
développement asymptotique en puissance de h = λ−1/δ de
tr
(
φ(Pλ)F−1h θ(τ − Pλ)
)
, (2.5)
où φ est une fonction à support dans un petit voisinage de µ ∈ {E1, E2}. Pour cela, nous utilisons
l’opérateur semi-classique P˜h construit dans le chapitre V pour montrer que
tr
(
φ(Pλ)F−1h θ(τ − Pλ)
)
= tr
(
φ(P˜ h)F−1h θ(τ − P˜ h)
)
+ O(h∞).
Maintenant il suffit d’appliquer le théorème 1.5 pour donner un développement asymptotique de (2.5).
La suite de la preuve est similaire à celle du théorème 1.2.
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Chapitre VII
Applications
1 Application pour des perturbations très oscillantes
Dans cette section on s’intéresse à l’étude spectrale de l’opérateur de Schrödinger avec un potentiel
très oscillant et dépendant d’un petit paramètre semi-classique h. Pour les preuves des résultats on
renvoie aux chapitres IV et VI.
1.1 Introduction
Dans le régime semi-classique (h petit), nous étudions le spectre discret de l’opérateur de Schrö-
dinger avec une perturbation très oscillante du type suivant :
H(h) := H0 + V (y, hy) = −∆y + V (y, hy); (h↘ 0) (1.1)
On suppose que le potentiel V satisfait les hypothèses suivantes :
(A1) lim|x|→+∞V (y, x) = 0,
(A2) V (y + γ, x) = V (y, x), ∀γ ∈ Γ.
(A3) Le potentiel V est une fonction à valeurs réelles bornée ainsi que toutes ses dérivées, c’est-à-dire,
∀α, β ∈ N
|∂αx ∂βy V (y, x)| ≤ Cα,β, ∀(x, y) ∈ N2n.
(A4) On suppose qu’il existe un x0 ∈ Rn tel que
∫
Rny /Γ
V (y, x0)dy < 0.
Grâce à l’hypothèse (A1) V est une perturbation relativement compacte, (c’est-à-dire V (H0 + i)−1
est compacte). Par le critère de Weyl, on déduit que : σess(H(h)) = σess(H0) = [0,+∞). Fixons
un intervalle K = (−∞, 0), par conséquent la perturbation V crée des valeurs propres isolées et de
multiplicités finies dans l’intervalle K, on s’intéresse au comportement des valeurs propres de H(h)
dans K.
Tout d’abord on va montrer que l’hypothèse (A4) implique que le spectre discret de H(h) est non
vide.
Proposition 1.1 Sous l’hypothèse (A4), l’opérateur H(h) = −∆y + V (y, hy) admet des valeurs
propres discrètes négatives pour h assez petit.
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Preuve. Par un changement variable y˜ = hy, l’opérateur H(h) est unitairement équivalent à l’opé-
rateur H˜(h) = −h2∆y + V ( yh , y). Par le théorème du min-max, pour démontrer que σdisc(H(h)) ∩
(−∞, 0) 6= ∅, il suffit de montrer qu’il existe ψ ∈ H2(Rn) tel que ψ 6= 0 et pour h assez petit on a :
〈H˜(h)ψ,ψ〉 < 0. (1.2)
Tout d’abord, pour ψ ∈ C∞0 (Rn), on a :〈
H˜(h)ψ,ψ
〉
= h2 ‖∇ψ‖2 +
∫
Rnx
V
(x
h
, x
)
|ψ(x)|2dx. (1.3)
La fonction y 7−→ V (y, x) est Γ-périodique en y donc son développement en série de Fourier s’écrit
V (y, x) =
∑
γ∗∈Γ∗
Cγ∗(x)ei〈γ
∗·y〉 (1.4)
ou`
Cγ∗(x) =
1
Vol(E)
∫
E
V (y, x)e−i〈γ∗·y〉dy. (1.5)
Donc ∫
Rnx
V
(x
h
, x
)
|ψ(x)|2dx =
∫
Rnx
C0(x)|ψ(x)|2dx+
∑
γ∗ 6=0,γ∗∈Γ∗
∫
Rnx
Cγ∗(x)|ψ(x)|2ei 1h 〈γ∗·x〉dx (1.6)
= (1) + (2).
Maintenant on choisit ψ à support dans un petit voisinage de x0 et ψ = 1 près de x0. Alors il est clair
par le théorème de Paley-Wiegner que limh↘0(2) = 0. Donc (1.3) et (1.5) donnent
lim
h↘0
〈
H˜(h)ψ,ψ
〉
=
∫
Rnx
C0(x)|ψ(x)|2dx,
ceci implique (1.2) si l’hypothèse (A4) est vérifiée. Ce qui achève la démonstration du théorème.
1.2 Formule de trace
En appliquant le théorème 1.3 (du chapitre IV), corollaire 1.1, théorème 1.2 et le théorème 1.5 (du
chapitre précédent) on obtient :
Théorème 1.2 Soit f ∈ C∞0 ((−∞, 0);R). Sous les hypothèses (A1), ..., (A4) l’opérateur f(H(h)) est
de classe trace et il existe une suite de nombres réels (ak(f))k>0 telle que :
tr
[
f(H(h))
]
∼ h−n
+∞∑
k=0
ak(f) hk, (h↘ 0), (1.7)
avec
a0(f) =
1
(2pi)n
∑
k≥1
∫ ∫
Rnx×E∗
f(µk(x, ξ))dxdξ. (1.8)
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Ici (µk(x, ξ))k≥1 désignent les valeurs propres de l’opérateur (Dy + ξ)2 + V (y, x) comme opérateur de
L2(Rn/Γ) −→ L2(Rn/Γ).
Remarque 1.3 Soit ρ(t, x) la densité d’états intégrée associée à −∆y + V (y, x), ( ou` x est un para-
mètre ), i.e.,
ρ(t, x) := (2pi)−n
∑
k≥1
∫
{ξ∈E∗;µk(x,ξ)≤t}
dξ.
Par intégration par partie dans (1.7), on obtient
a0(f) = −
∫
Rnx
∫
R
f ′(t)ρ(t, x)dtdx.
On fixe λ < 0, et soit
Σλ =
+∞⋃
k=1
{
(x, ξ) ∈ Rn × E∗; µk(x, ξ) = λ
}
.
On suppose que l’hypothèse suivante est vérifiée
(A5) Pour (x0, ξ0) ∈ Σλ, µk(x0, ξ0) est simple et ∇x,ξ (µk(x0, ξ0)) 6= 0.
Théorème 1.4 Sous les hypothèses (A1), ..., (A5) il existe σ > 0 assez petit et C > 0 assez grand tels
que, pour tout f ∈ C∞0 ((λ− σ, λ+ σ);R) et θ ∈ C∞0 ((− 1C , 1C );R), avec θ = 1 dans un petit voisinage
de zéro, il existe une suite de fonctions γj(τ) ∈ C∞(R;R), j ∈ N, telle que pour tout N,M ≥ 1 on a
tr
(
f(H(h)) F−1h θ(τ −H(h))
)
= h−n
f(τ) M∑
j=0
γj(τ)hj + O
(
hM
〈τ〉N
) , quand h↘ 0, (1.9)
uniformément en τ ∈ R. Ici 〈τ〉 = (1 + τ2) 12 .
Corollaire 1.5 Soit λ un nombre réel négatif. On désigne par Nh(λ) le nombre de valeurs propres de
H(h) dans l’intervalle (−∞, λ] comptées avec leur multiplicité. Sous les hypothèses du théorème 1.2,
on a
lim
h↘0
[
hnNh(λ)
]
= D0, (1.10)
ou`
D0 =
1
(2pi)n
∑
k≥1
∫ ∫
{(x,ξ) ∈Rnx×E∗; µk(x,ξ)≤λ}
dxdξ =
∫
Rn
ρ(λ, x)dx. (1.11)
Théorème 1.6 Sous les hypothèses, (A1), ..., (A5) on a :
Nh(λ) = h−n
(
D0 + O(h)
)
, (h↘ 0) (1.12)
ou`,
D0 =
1
(2pi)n
∑
k≥1
∫ ∫
{(x,ξ)∈Rnx×E∗| µk(x,ξ)≤λ}
dxdξ =
∫
Rn
ρ(λ, x)dx. (1.13)
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Résumé
Cette thèse traite de certaines propriétés spectrales de deux classes spécifiques des opérateurs périodiques perturbés. Nous
nous intéressons tout d’abord à un opérateur différentiel elliptique à coefficients périodiques P perturbé par un opérateur
différentiel dépendant d’un petit paramètre semi-classique Q(h), h↘ 0. On obtient un développement asymptotique en
puissances de h de la trace de f(P +Q(h)) et on donne son terme principal. Ici f ∈ C∞0 (I), ou` I est un intervalle ouvert
disjoint du spectre de P . Nous obtenons alors le comportement asymptotique de la fonction du comptage des valeurs
propres dans les gaps avec une estimation optimale du reste.
Le second modèle étudié est un opérateur elliptique périodique d’ordre deux H perturbé par un opérateur différentiel
dépendant d’une grande constante de couplage λQ, λ↗ +∞. On obtient un développement asymptotique en puissances
de λ− 1δ de la trace de f(H+λQ). Ici f ∈ C∞0 (I), ou` I est un intervalle disjoint du spectre de H. Nous donnons également
la formule de type Weyl avec l’estimation optimale du reste de la fonction de comptage des valeurs propres lorsque la
constante de couplage tend vers l’infini.
La dernière partie de cette thèse discute l’étude du spectre discret de l’opérateur de Schrödinger avec un potentiel très
oscillent dépendant d’un petit paramètre semi-classique.
Mots-clés : Opérateurs périodiques, formule de trace asymptotique, limite semi-classique, grandes constantes de cou-
plage, développements asymptotiques, distribution des valeurs propres, densité d’états, champs magnétiques, perturba-
tion très oscillante.
Abstract
This Ph.D thesis deals with some spectral properties of two specific classes of two periodic operators. We are firstly
interested in the elliptic periodic differential operator P perturbed by a differential operator depending with a small
semi-classical constant Q(h), h ↘ 0. We obtain an asymptotic expasion in powers of h of the trace of f(P + Q(h)) and
we give explicitly the leading term. Here f ∈ C∞0 (I), where I is an intervall disjoint from the spectrum of P . We obtain
the asymptotic behavior of the counting function of eigenvalues of P +Q(h) as h↘ 0 with sharp remainder estimate in
the spectral gaps.
The second model studied in this thesis is a periodic elliptic operator H perturbed by differential operator depending
with large coupling constant λQ, λ↗ +∞. We obtain an asymptotic expasion in powers of λ− 1δ of the trace of f(H+λQ)
and we give explicitly the leading term. Here f ∈ C∞0 (I), where I is an intervall disjoint from the spectrum of H. We
also obtain a Weyl formula with optimal remainder estimate of the counting fuction of eigenvalues of f(H + λQ) when
the coupling constant tends to infinity.
The last part of this thesis highlights the study the spectrum of a Schrödinger operator perturbed by a fast oscillating
decaying potential depending on a small parameter.
Key-words : Periodic operator, asymptotic trace formula, semi-classical limit, large coupling constant, asymp-
totic expansions, distribution of eigenvalues, density of state, magnetic fields, very oscillating perturbation.
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