Let A = (a n,k ) n,k 0 be a non-negative matrix. Denote by L p,q (A) the supremum of those L satisfying the following inequality:
Introduction
For p ∈ R \ {0}, let p denote the space of all complex sequences X = {x k } ∞ k=0 such that X p := { ∞ k=0 |x k | p } 1/p < ∞. We write X 0 if x k 0 for all k. We also write X ↑ for the case that x 0 x 1 · · · . The symbol X ↓ will be defined in a similar way. For p, q ∈ R \ {0}, the lower bound involved here is the number L p,q (A), which is defined as the supremum of those L obeying the following inequality:
where A 0, that is, A = (a n,k ) n,k 0 is a non-negative matrix. We have L p,q (A) A p,q . The study of L p,q (A) goes back to the work of Copson. In [7] (see also [8, Theorem 344] ), he established the following so-called Copson's inequality for 0 < p < 1:
(X ∈ p , X 0).
(1.1)
Inequality (1.1) is the natural analogue of Hardy's inequality and it can be rewritten as L p,p (C(1) t ) = p, where (·) t denotes the transpose of (·) and C(1) = (a n,k ) n,k 0 is the Cesàro matrix defined by a n,k = 1/(n + 1) if 0 k n, 0 otherwise.
Copson ' 
where
Here W n = n k=0 ω k and W = {ω n } ∞ n=0 is a non-negative sequence with ω 0 > 0. The matrices A NM W and A W M W are called the Nörlund matrix and the weighted mean matrix, which are defined by the following rules, respectively: (H μ ) , where H μ is the Hausdorff matrix associated with the probability measure μ.
Obviously, the lower bound problem of Copson type for the weighted mean matrices and the Nörlund matrices, or more generally, for the summability matrices is less satisfactory still (cf. [2, Problem 4.20] 
Main results
The first main result reads as follows.
Theorem 2.1. Let 0 < p < 1, 1/p + 1/p * = 1, and A = (a n,k ) n,k 0 be a lower triangular matrix with A 0. Then 
This shows that the term pC 
where p < α < 1. We have C 
This shows that for small p, the lower estimate in ( 
Here we use the fact that S W +1 /ω +1 − W /ω = + 2. Hence, for large , the lower estimate in (2.1) gives a better estimate than the one obtained from [3, Theorem 14] . For other applications, we refer the readers to the next two sections.
Matrices with increasing rows
For A 0 and a n,k a n,k+1 (0 k < n), Eq. (1.4) with M = 1 is satisfied and C + A = lim sup n→∞ (n + 1)a n,n . By Theorem 2.1, we get the following result.
Corollary 3.1. Let 0 < p < 1, 1/p + 1/p * = 1, and A be a lower triangular matrix with A 0. If a n,k a n,k+1 for 0 k < n, then . For a summability matrix (see [2] for the definition), (3.1) takes the form
This inequality not only gives a lower estimate, but also provides an upper estimate for L p,p (A t ). It enables us easily to derive the following result. This cannot be extended to the case α = ∞ (see the matrix given after Theorem 2.1). By (3.1), we see that Corollary 3.2 can be extended in the following way:
( * ) Let A = (a n,k ) n,k 0 be a lower triangular matrix with A 0. Assume that 0 a n,k a n,k+1 for 0 k < n and (3.3) is true, where
In this general result, A is not necessarily a summability matrix. For instance, by 
, where
Obviously, κ( ) K( ) for all 1. Since K( ) ↓ and κ( ) ↓, the limit "lim →∞ " in (i) and (ii) of Theorem 3.3 can be replaced by "inf ∈N ." We have
By (3.2) and Theorem 3.3(i), we get the following analogue of [5, (I**)] and [9, Corollary on p. 544].

Corollary 3.4. Let
The case α = 0 of Corollary 3.4 is false, in general. A counterexample is the Nörlund matrix A NM W , where ω 0 = 1, ω n ↓ 0, and inf k 0
Matrices with decreasing rows
For τ > 0 and = 0, 1, . . . , let SM (τ ) denote the class consisting of all non-negative lower triangular matrices A = (a n,k ) n,k 0 with n k=0 a n,k = τ for all n . We have SM 0 (τ ) SM 1 (τ ) · · · and SM 0 (1) is the class of all summability matrices. For A ∈ SM (τ ) with a n,k a n,k+1 (n ; 0 k < n), we have
(k + 1)(a n,k − a n,k+1 ) = lim sup n→∞ n k=0 a n,k = τ.
By Theorem 2.1, we get the following generalization of [2, Theorem 3.4(a)].
Corollary 4.1. Let 0 < p < 1, 1/p + 1/p * = 1, and A ∈ SM (τ ) for some τ > 0 and some . If a n,k a n,k+1 for 0 k < n, then
where M is defined by (1.4) .
The term "inf n 0 n k=0 a n,k " in (4.1) cannot be replaced by τ , in general. The matrixÃ α defined by (3.4) with 0 α < 1 provides such a counterexample, becauseÃ α ∈ SM 1 (τ ) with τ = 1 and inf n 0 n k=0 a n,k = α < 1 = τ . Inequality 
The matrix A W M W, given at the end of Section 2 shows that Corollary 4.2 improves the estimate of (1.3) for some cases. On the other hand, for α ω 0 ,
This indicates that Corollary 4.3 also improves the case K = α/ω 0 of (1.2) for small p.
Proof of Theorem 2.1
To prove Theorem 2.1, we need the following lemmas.
Lemma 5.1. Let A = (a n,k ) n,k 0 0. If a n,k a n,k+1 for all n, k 0, then
Proof. Let X 0 with X p = 1. We have x k → ∞ as k → ∞, so the increasing rearrangement, say X , of the sequence X exists. Set X = {x k } ∞ k=0 . Then X 0, X ↑, and X p = 1. Moreover,
Employing the summation by parts yields
x j (a n,k − a n,k+1 )
This verifies ∞ k=0 a n,k x k ∞ k=0 a n,k x k for all n. We know that p and 1/p have the same sign, so 
Moreover, for r ∈ N and r > max{N − 2, 1/p}, there exists a se-
is defined by 
Since ρ m ↓ 1/p and 1/p > 1, it follows from the monotone convergence theorem that lim m→∞ φ(ρ m ) = ∞. Moreover, there exists a constant C > 0 such that lim sup
So lim m→∞ X m N 1 = 0. We know that C (1) (k + 1)(a n,k − a n,k+1 ) + .
With the help of [1, Proposition 7.9], we see that this inequality follows, if we can derive the same estimate for L p * ,p * (A N ). Let X 0, X p * = 1, and X ↑. Since X ↑, 
By using the fact that p * and 1/p * have the same sign, we conclude from the above inequality that A N X p * C 
