Knowledge of the dependence structure between financial assets is crucial to improve the performance in financial risk management. It is known that the copula completely summarizes the dependence structure among multiple variables. We propose a multivariate exponential series estimator (ESE) to estimate copula densities nonparametrically. The ESE has an appealing information theoretic interpretation and attains the optimal rate of convergence for nonparametric density in Stone (1982) . More importantly, it overcomes the boundary bias of conventional nonparametric copula estimators. Our extensive Monte Carlos studies show the proposed estimator outperforms the kernel and the log-spline estimators in copula estimation. It also demonstrates that two-step density estimation through an ESE copula often outperforms direct estimation of joint densities. Finally, the ESE copula provides superior estimates of tail dependence compared to the empirical tail index coefficient. An empirical examination of the Asian financial markets using the proposed method is provided.
Introduction
The modeling of multivariate distributions from multivariate outcomes is an essential task in economic model building. Two approaches are commonly used. The parametric approach assumes that the data come from a specific family. The maximum likelihood estimator or the method of moments are often used to estimate the unknown parameters of the assumed parametric distributions. The multivariate normal distribution is a popular choice of multivariate density estimation. More generally, the elliptic distribution family is often used due to its appealing statistical properties. Although the parametric estimators are efficient when the model is correctly specified, they are generally inconsistent under misspecification. For example, the elliptic family is often inadequate to capture the pattern of empirical data. This is especially true when we estimate multivariate asset return distribution or try to account for nonlinear dependence among several assets in financial econometrics (Embrechts et al., 1999 ).
Alternatively, one can estimate the densities using nonparametric methods. Popular nonparametric estimators include the kernel estimator and the series estimator. Because they do not impose functional form assumptions, nonparametric estimators are consistent under mild regularity conditions. However, this robustness against misspecification comes at the price of slower convergence rate. In other words, nonparametric estimators typically require a larger sample size than their parametric counterparts to achieve comparable degree of accuracy. In particular, nonparametric estimation of multivariate outcomes suffer the "curse of dimensionality", and the amount of data we need for the multivariate estimation to a desirable accuracy grows exponentially.
In this study, we focus on a specific strategy of estimating multivariate densities: the copula approach. According to Sklar (1959) , the joint density of a continuous multidimensional variable can be expressed uniquely as a product of the marginal densities and a copula function, which is a function of corresponding probability distribution functions of margins.
Since the dependence structure among the variables is completely summarized by the copula, it provides an effective device for modeling dependence between random variables. It allows researchers to model each marginal distribution that best fits the sample, and to estimate a copula function with some desirable features separately. In practice, the joint distribu-tion is often estimated with certain functional form restrictions on the specific margins and copula respectively. For example, the t-distribution can capture the tail heaviness in the margins while the Clayton copula allows asymmetric dependence. Extensive treatments and discussions in the properties of copulas can be found in Nelsen (2006) and Joe (1997) .
There is a growing literature on the estimation of multivariate densities using copulas; see for example, Sancetta and Satchell (2004) , Chen et al. (2006) , Hall and Neumeyer (2006) , Chen and Huang (2007) and Cai et al. (2008) . Two approaches are commonly used. The two step approach models the marginal distributions and the copula function sequentially, using the estimated marginal distributions as input in the second stage. Alternatively, one can estimate the margins and the copula functions simultaneously. The one step method is generally more efficient, but often computationally burdensome. For either approach, one can use parametric or nonparametric estimators for the margins and/or the copula functions. Parametric copulas commonly used in the literature are parameterized by one or two coefficients, which sometimes are inadequate to capture the multivariate dependence structure. On the other hand, nonparametric estimators for empirical copulas are rather flexible, but might suffer boundary bias, especially the popular kernel estimator. The boundary bias problem is particularly severe in the estimation of copula densities, which are defined on the unit hypercube and often do not vanish at the boundaries.
In this paper, we propose to use an alternative nonparametric estimator: the Exponential Series Estimator (ESE) in Wu (2007) for empirical copula density estimation. This estimator is based on the method of Maximum Entropy density subject to a given set of moment conditions. Compared with other nonparametric estimators, the effective number of nuisance parameters is largely reduced in the context of the ESE for a typical copula that is a smooth function. Furthermore, the ESE is free of boundary bias problem. The use of ESE on copulas may also lead to straightforward construction of test statistics on independence between margins. Our Monte Carlo simulations demonstrate that the ESE provides an overall superior performance than some commonly used nonparametric estimators in copula density estimation. The two-step density estimation through the ESE copula often outperforms direct estimation of the joint density. We also examine the estimation of the tail dependence index, an important concept in financial risk management. Our re-sults suggest that estimation based on the ESE substantially outperforms the empirical tail dependence index, especially for extreme tails and small sample sizes. This rest of the paper is organized as follows. Section 2 presents a brief introduction of copula, its estimation and the concept of tail dependence, whose estimation is investigated in our simulations. Section 3 introduces the ESE and discuss its merits as an empirical copula density estimator. Monte Carlo results are presented in Section 4. Section 5 presents a financial application of the empirical copula estimation. The last section concludes.
Copula Background
The concept of copula is introduced by Sklar (1959) and has been recognized as an effective device for modeling dependence between random variables. It allows researchers to model each marginal distribution that best fits the sample, and to estimate a copula function with some desirable features separately. The dependence structure among variables is completely summarized in the copula.
According to Sklar's theorem (Sklar, 1959) , the joint distribution function of a d-dimensional random variable x can be written as
is the so called copula function. Taking derivative with respect to x on both sides yields
where f i (·) is the marginal density of x i , and c(
the copula density function. In (1) we note that the multiplicative decomposition of the joint density into two parts. One describes the dependence structure among the random variables in the copula function, and other describes the marginal behavior of each component.
It is known that for continuous random variables, their copula function is unique. This unique copula completely summarizes the dependence structure among variables. In addition, an appealing property of copula is that it is invariant under increasing transformation of the margins. This property is particularly useful in financial research. For example, the copula function of two asset returns does not change whether returns or logarithm of returns is used. In contrast, the commonly used linear correlation is only invariant under linear transformation of margins.
Estimation
There is a growing literature on the estimation of multivariate densities using copulas. Both parametric and nonparametric estimators have been proposed in the literature. Each method may be further divided into two-step and one-step approaches. In the two-step approach, each margin is estimated first and the estimated marginal CDF's are used to estimate copulas in the second step. The estimated parameters (in the parametric case) are typically inefficient when estimated in two steps. In principle we can also estimate the joint density in one-step.
The margins and the copula are estimated jointly in this approach. Although the estimated parameters (in parametric case) are efficient in this case, the one-step approach is more computationally burdensome than the two-step approach. In empirical work, we may have prior knowledge on the margins but not on the structure of the joint dependence. Therefore, the two-step approach may have an advantage over the one-step approach in terms of the computational consideration, although the estimates may be less efficient.
In practice there is usually little guidance on how to choose the best combination of the margins and the copula in parametric estimation. Therefore, semiparametric and non- Alternatively, nonparametric estimation does not assume any parametric distribution on both the margins and the copula. In this way, nonparametric estimation provides a higher degree of flexibility, since the dependence structure of the copula is not directly observable.
It also illustrates a rough picture helpful to researchers for subsequent parametric estimation of the copula. In addition, the problem of misspecification in the copula can be avoided in the context of nonparametric estimation. The earliest nonparametric estimation in copulas is due to Deheuvels (1979) who estimated the copula density based on the empirical distribution.
Further work using kernel methods have been proposed by Gijbels and Mielnicnuk (1990 The log-spline estimators have also drawn considerable attention in the literature 2 and have been studied extensively by Stone (1990) . This estimator has been shown to perform well for density estimations. However, it suffers from a saturation problem. If we denote s the order of the spline and the logarithm of the density defined on a bounded support has r square integrable derivatives, the fastest convergence rate is achieved only if s > r. Like the kernel estimator, the log-spline estimator also faces boundary bias problem. It is known that boundary bias exists if the tail has a non-vanishing kth order derivative, while the order the (local) polynomial at the tail is less than k.
Tail dependence coefficient (TDC)
The copula facilitates study on the dependence structure among multiple variables. There are various measures of dependence. For example, the correlation is commonly used to capture linear dependence between two variables. However, it is known that two variables can be dependent while having a zero correlation. Moreover, the correlation is not invariant to nonlinear transformation of variables. A popular nonlinear dependence measure is Kendall's τ , which is invariant to increasing transformation of variables. Starting with two independent realizations (X 1 ,Y 1 ) and (X 2 ,Y 2 ) of the same pair of random variables X and Y , Kendall's τ gives the difference between the probability of concordance and the probability of discordance:
As discussed above, the dependence structure between two variables can be completely summarized by their copula. In fact, Kendall's τ can be expressed as a function of the copula:
Although Kendall's τ offers some advantages over the correlation coefficient, it only captures certain features of the dependence structure. In financial industry, risk managers are often interested in the dependence between various asset returns of the extreme events (during the bear markets or market crashes). A useful dependence measure defined by copulas is the tail dependence. In the bivariate case the concept of tail dependence measures the dependence existing in the upper quadrant tail, or in the lower quadrant tail. By definition, the upper and lower tail dependence coefficients (TDC) are
provided that these limits exist and λ U and λ L ∈ [0, 1]. The upper (lower) tail dependence coefficient quantifies the probability to observe a large (small) X, given that Y is large (small).
In other words, suppose, Y is very large (small) (at the upper quantile of the distribution), the probability that X is very large (small) at the same quantile defines the tail dependence
are positive, two random variables exhibit upper(lower) tail dependence. Equation (2) and (3) suggest that the tail dependence coefficient can be derived directly from the copula density. Furthermore, the tail dependence between X and Y is also invariant under strictly increasing transformation of X and Y .
A more useful interpretation of this concept in finance may be obtained if we rewrite the definition of λ U as
where
is the value at risk. This notation implies that we have previously multiplied the return by -1. We treat the losses as positive values. Thus, λ U captures the dependence related to stress periods. Many important applications of the TDC in finance and insurance concern the dependence modeling between extreme insurance claims and large default events in credit portfolios, and VaR considerations of asset portfolios.
Exponential Series Estimation
In this section, we present an alternative nonparametric density estimator based using the ESE. We first briefly review the maximum entropy density, based on which the ESE is derived. We then discuss some features of the ESE that are particularly suitable for the estimation of empirical copulas.
Maximum entropy density
Shannon's information entropy is a central concept of information theory. Given a density function f , its entropy is defined as
where W measures the randomness or uncertainty of a distribution. Suppose one is to infer a density from a given set of moments, the maximum entropy principle suggests choosing the density that maximizes Shannon's information entropy among all the distributions that satisfy given moment conditions. The maximum entropy density then is obtained by maximizing (4) subject to moment conditions:
, and φ k , k = 1, . . . , m, is a sequence of linearly independent functions. The first moment condition ensures f (x) be a proper density function. The estimated density takes the form
where θ is the vector of Lagrange multipliers associated with given moment conditions. To ensure f (x , θ) a is proper density function, we set
In general, analytical solutions for θ cannot be obtained and nonlinear optimization is employed (see, Zeller and Highfield (1988) and Wu (2003) ). To solve for θ, we use Newton's method to iteratively update θ according to the following equation:
The maximum entropy problem and maximum likelihood approach for exponential families can be considered as a duality problem (Golan et al., 1996) . The maximum entropy W multiplied by the sample size n is equivalent to the negative of the maximized log-likelihood function. This implies the estimated parameters θ are asymptotically normal and efficient.
The maximum entropy density is an effective method of density construction from a limited amount of information (moment conditions). Alternatively, one can use it as a nonparametric density estimation if the number of moment conditions is allowed to increase with the sample size at a suitable rate. We call this estimator the Exponential Series Estimator (ESE), to distinguish it from the maximum entropy density, where the number of moment conditions is typically small and fixed. Barron and Sheu (1991) study the asymptotic properties of the ESE for a random variable x defined on a bounded support. A key concept used in their work is the relative entropy, or Kullback-Leibler distance. Given two densities f and g with a common support, the relative entropy is defined as:
The relative entropy measures the closeness, or the probability discrepancy, between two densities. Barron and Sheu (1991) show that if the logarithm of the density has r squareintegrable derivatives, i.e., |D r log f (x)| 2 < ∞, then the sequences of ESE density estimatorsf (x) converge to f (x) in the sense of Kullback-Leibler distance f log ff dx at rate 
ESE for empirical copula
In this paper, we propose to use the multivariate ESE in Wu (2007) to estimate empirical copulas. In the context of entropic estimation, the ESE empirical copula can be understood as a minimum relative entropy density with a uniform reference density. Hence, it is most conservative in the sense that the estimated copula is as smooth as possible given the moment conditions.
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For the sake of exposition, we focus on bivariate case in this study. Generalization to higher dimensional cases is straightforward. As in the univariate case, the problem is to maximize the entropy of the copula density
subject to
where i = 0, . . . , n, j = 0, . . . , m, i + j > 0, and φ ij (u, v) are a sequence of linearly indepen-
, where i + j > 0. The estimated copula density takes the formĉ
To ensureĉ(u, v;θ) is a proper density function, we set
where θ ij i+j>0,i≤n,j≤m . As in the univariate case, we solve for θ using Newton's method.
In practice, one needs to specify the order of polynomial n and m for the ESE. Wu (2007) suggests that m and n can be chosen using data-driven methods. Two natural candidates are the likelihood-based AIC and BIC. His Monte Carlo simulations suggest that both criteria provide similarly good performance in the selection of the degree of polynomial.
We conclude this section by noting several appealing features of the ESE for copula estimation. First, the effective number of estimated parameters is often substantially smaller compared to the kernel or the log-spline estimators for a given sample size. Hence the ESE enjoys good small sample performance, which is confirmed by our Monte Carlo simulations in the next section. Second, it is known that the ESE may not be well defined when the underlying variable is defined on an unbounded support. Since the copula is defined on the hypercube [0, 1] d , the ESE copula estimator is always well defined. In addition, this bounded support of the copula also frees the ESE from potential outlier problem often associated with higher order polynomials. Lastly, the most important advantage of the ESE is that it does not suffer from the boundary bias problem. This is particularly important for copula estimation where the mass of the density is at tails. This boundary bias problem is quite severe for the kernel estimator, and to a lesser extent, for the log-spline estimator. As demonstrated in our simulations below, the more significant the tails are, the better the ESE performs compared to other estimators.
Monte Carlo Simulations
To investigate the finite sample performance of our proposed ESE copula estimator, we conduct an extensive Monte Carlo simulation study on estimating copula densities and joint densities of bivariate random variables. We also compare the performance of the ESE with empirical estimator on tail dependence coefficient (lower or upper).
We consider a variety of margins and copulas in our simulations. We consider the normal, the Student's t distribution and two normal mixtures as studied in Marron and Wand (1992) .
The normal density is often used as the benchmark; while the t distribution is commonly used in financial econometrics where the distribution of financial returns are usually fat tailed.
The two normal mixtures considered in this study are 'skewed-unimodal' and 'bimodal' distributions as characterized by Marron and Wand (1992) . For simplicity, we assume both margins follow the same distribution.
The bivariate copulas used in this study include the Gaussian copula, the t-copula, the Frank copula and the Clayton copula. Each copula is able to capture a certain dependence structure. In our experiment, the dependence parameter for each type of copula is set such that their corresponding Kendall's τ values 0.2, 0.4 and 0.6. The higher the value of Kendall's τ , the higher the association between two margins. Figure 1 displays the contours of various copulas considered in our simulations, with Kendall's τ equal to 0.6. Note that all these copulas exhibit non-vanishing tails in either one or two tails, which may cause severe boundary bias problems for a general nonparametric estimator (Bouezmarni and Rombounts, 2007 ).
We conducted three sets of simulations in this study. We first examine the performance of copula density estimation of various nonparametric estimators. We then investigate two different approaches of joint density estimation: direct estimation of the joint density and the two-step estimation via the copula. Lastly, we compare the tail index coefficient estimates based on the ESE copula to the empirical tail index coefficient. In all experiments, the order of exponential polynomial of the ESE's is chosen by the BIC. The kernel estimator uses the product Gaussian kernel with the bandwidth selected by the least squares cross-validation.
The log-spline estimator uses the cubic spline with the smoothing parameter chosen by the method of modified cross-validation and the number of knots is determined using the rule max(30,10n(2/9)), where n is the sample size (see Gu and Wang, 2003 for details). Each experiment is repeated 500 times.
Estimation of empirical copula
Our first example concerns the estimation of the copula. For simplicity we assume that the marginal distributions are known. We consider three sample sizes: 50, 100 and 500. Table 1 reports the mean and standard error of the Mean Integrated Squared Error (MISE) of the three estimators for various copula densities.
For all estimators, the performance improves with the sample size but reduces with the value of Kendall's τ . Intuitively, the higher the value of Kendall's τ , the higher the dependency between the margins. Thus the copula is increasingly concentrated near the two tails along the diagonal, and the shape of the copula become more acute near the tails in Figure 1 . This makes the boundary bias problem more severe. We also note that the MISE decreases with sample size, but the decreasing rate is slower for a larger τ . For example, the MISE of Gaussian copula decreases by 60% from n = 50 to 500 when τ = 0.2; while its MISE decreases by 32% when τ = 0.6. Among the copulas we considered, Gaussian and
Frank copulas show the smaller MISE values. For small τ , the ESE shows slightly better performance than log-spline estimator in terms of the MISE in the copulas and sample size we considered. As the value of Kendall's τ increases, the ESE outperforms the log-spline estimator significantly. At the same time, the ESE and the log-spline estimator always outperform the kernel estimator in almost all the cases. The better performance of the ESE can be explained by the fact that the kernel estimator allocates weight outside the boundary and underestimate the underlying copula density at the tails. We also note that the log-spline estimator and the kernel estimator have substantially larger standard errors in the MISE than does the ESE. Overall, the ESE outperforms the other two estimators considerably in our experiments.
Joint density estimation
We next compare the direct estimation of joint densities to that via the two-step copula method. We note that for two-step estimation, the convergence rate of the joint density is determined by the slower of two rates: convergence rate of the margins and that for the copula. When both are estimated nonparametrically with optimal smoothing parameters, since the former is asymptotically faster than the later (due to the curse of dimensionality), the convergence rate of the joint density estimation via the two-step method is of the same order of that of the copula density. This result implies that asymptotically, the performance of the joint density estimation is not affected by optimal estimation of the marginal densities.
In our two-step estimation, we use the log-spline estimator for the margins, due to its good small sample performance for estimation of densities with unbounded supports. The results using the kernel estimator or the ESE for the marginal distributions are quantitatively similar and hence not reported.
Combining four margins and four copulas, we generate 4×4 = 16 joint densities. In this experiment, we set the sample size to 50. The estimators we consider in the direct estimation are the ESE, the log-spline estimator and the kernel estimator. In the two-step estimation, we first estimate the margins by log-spline and then the copula density by the ESE. The MISE of estimated joint densities of various estimators are displayed in Table 2 . Similar to the first experiment, the MISE increases with Kendall's τ . Comparing across different copulas, we note that Clayton copula has recorded the largest MISE as τ increases and this is true for all the margins we consider. As shown in Figure 1 , Clayton copula has a relatively sharp tails near the boundary which complicates the estimation. Another observation is that the Gaussian and the t margins exhibit smaller MISE in all the copulas and τ values. Again, relatively simple shapes of the margins reduce the estimation errors.
In the case of direct estimation, the patterns of MISE are similar to two-step copula estimation in terms of the margins and copulas under consideration. Except for the bimodal margin, the kernel estimator is always dominated by the ESE and the log-spline estimator.
Under the Gaussian margin, the ESE always outperforms the log-spline estimator and this is also what we observed in previous cases. The MISE under the ESE is 50% of the log-spline.
In general, as the shapes of the margins become more complicated, log-spline dominates the ESE.
Further examination on the extent of improvement in the MISE under the two-step copula estimation shows that, except for Gaussian margins, two-step copula estimator generally outperforms the other three estimators in almost all Kendall's τ and copulas we consider.
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Although a regular and consistent pattern cannot be observed for the difference of the MISE between two-step copula and other three estimators, we average the MISE across the margins and calculate percentage of the MISE of two-step copula to the MISE of the other estimators. More than 50% of improvement is found for small τ using two-step copula estimation, although the improvement decreases as the dependence between the variables increases. The improvements are in the order of Clayton > Frank > t > Gaussian in terms of copulas.
Tail dependence coefficient (TDC) estimators
In the last experiment, we compare the ESE with empirical estimator for the TDC. 100 observations are generated from the Frank copula with Kendall's τ =0.2, 0.4 and 0.6. Each experiment is repeated 500 times. The mean-squared error (MSE) and the variance of these two estimators are derived and presented in Table 3 . Early studies on the dependence structure between financial assets are often based on their correlations, which ignore the nonlinear dependence structure. Some recent studies used parametric copula to capture the nonlinear dependence. They derive the corresponding value of tail dependence based on the estimated copula. Parametric approach may be lack of flexibility and the estimated dependence will be biased if the copula is mis-specified. In this section, we model the dependence structure of the Asian stock markets returns using the ESE copula. No assumption on the dependence structure in the data is imposed. We emphasize that the results in the section are presented as an illustration of the ESE copula density, rather than a detailed study of financial contagion in Asian financial crisis. Following Kim (TH). The dataset covers the sample period from January 1994 to December 1998. We have altogether 1305 daily observations. We take the log-difference of each stock index to calculate the stock index returns. Following the standard practice, we assume each return series follows a GARCH(1,1) model. The standardized residuals from the GARCH(1,1) models are used in the estimations. Table 4 gives summary statistics for the data. Standard deviations reveal that the most volatile market is Malaysia, followed by Thailand. All the series exhibit excessive skewness and kurtosis relative to the Gaussian distribution. The Jarque-Bera test also demonstrates the non-normality of each series, which implies the violation of multivariate Gaussian distribution assumption. In fact, it is well known, according to Mandelbrot (1963) , that most financial time series are fat-tailed. Existing studies often replaces the assumption of normality with the fat-tailed t distribution. Notice that Malaysia has the highest risk in terms of volatility, skewness, kurtosis and non-normality; while Taiwan ranks last in terms of volatil-ity, kurtosis and non-normality.
To investigate the dependence between different markets, we calculate the linear correlation and Kendall's τ between Thailand and other countries. The estimated correlation and Kendall's τ are reported in Table 5 and Malaysia show moderate tail dependence with Thailand and Taiwan seems to have the weakest tail dependence with Thailand. In general, the lower tail dependences are higher than the upper tail dependences. This fact is consistent with the literature that markets move together more in downturns than in upturns, which exhibits asymmetric tail dependence.
The next step is estimate the copula density. Frahm et al. (2005) show that using mis-specified parametric margins instead of nonparametric margin may lead to the incorrect interpretations of dependence structure. Instead of assuming parametric margins, we estimate the margins by the log-spline estimator in the first step and the copula density by the ESE method in the second step. Different dependence structures can be visualized by plotting their estimated copula densities along the diagonal u = v. Figure 2 shows the results.
Notice that the scales in the graphs are different. Hong Kong, Singapore and Malaysia show stronger asymmetric shape with lower tail higher than upper tail; While Philippines and Taiwan have relatively symmetric shape. In the case of Hong Kong, most of the mass are concentrated in the two tails, as suggested by the height of the estimated density with a small peak in the center of the density. Singapore and Malaysia also exhibit similar pattern with less mass concentrated on the two tails. On the other hand, Philippines and Taiwan shows a symmetric tail patterns and their densities are relatively flat compared to the previous three markets.
The lower and upper tail dependence coefficients (TDC) can also be derived from estimated ESE copula density numerically. The results are reported in Table 6 . We note that for the ESE, the lower TDC increases and the upper TDC decreases monotonically in all the markets, while non-monotonic patterns are observed in empirical TDC estimator. 
Conclusion
This paper proposes a nonparametric estimator for copula densities based on the Exponential Series Estimator (ESE). The ESE has an appealing information-theoretic interpretation and attains the optimal rate of convergence for nonparametric densities in Stone (1982) .
More importantly, it overcomes the boundary bias of copula estimation. We examine the finite sample performance of the estimator in several simulations. The results show that the ESE outperforms the popular kernel and log-spline estimators in copula estimation. We show that estimating a joint density by first estimating the margins and the copula separately in a two step approach often outperforms direct estimation of the joint density. In addition, the proposed estimator provides superior estimates to the tail dependence index compared to the empirical tail dependence index. We apply the ESE copula to estimate the joint distributions of stock returns of several Asian countries during the Asian financial crisis and examine their inter-dependence based on the estimated joint densities and copulas.
Notes
1 Many methods have been proposed to resolve this boundary bias problem of the kernel estimator. These methods either adopt different functional forms of kernel beyond the Gaussian kernel (for example, see Lejeune and Sarda (1992) , Jones (1993) and Jones and Foster (1996) ) or transform data before applying the Gaussian kernel (Marron and Ruppert, 1994) . Recent studies included Chen (1999), Bouezmarni and Rombouts (2007) . These studies propose to use the gamma kernel or the local linear kernel estimators.
2 A closely related literature is the bivariate log-spline estimator studied by Stone (1994) , Koo (1996) and Kooperberg (1998) .
3 Alternatively, Miller and Liu (2002) use the mutual information which is defined as
to measure the degree of association among the variables. Note that I(f : g) is not invariant under the increasing transformation of the margins. *The pencentages in this table represent the MISE ratio of joint density estimation to the two-step copula estimation for each margin and copula specification. 
