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Let G be a finite loopless graph with vertex-set V(G) and edge-set E(G). JZdmonds’ problem 
is to determine the smallest integer, denoted by g(G), for which there exists a family 
A,, . . . , AI(G) of subsets of V(G) such that for any adjacent xi, Xi E V(G) there are disjoint Ak 
and A, with q E A, and Xi E A,. 
Katona’s problem is the special case of Edmonds’ problem when G is a complete graph. 
Let r(G) denote the chromatic number of G. In this paper we establish 
g(G)=mWp+3 rlog,(y(G)/2P)1 1 p =O,l, 21, 
describe a simple method of constructing a required family for Katona’s problem with minimal 
cardinality, and prove that the determination of g(G) is NP-complete. 
1. Katona’s problem 
Given a set S = {x1, . . . , x,,}, a family Al, . . . , A,,, of subsets of S is called a 
K-separating family if for any different q,+ E S there are disjoint Ak and A* with 
x+AAk and x+A[. 
For a set of n elements, let f(n) denote the minimum number of subsets in a 
K-separating family . 
In 1973, G.O.H. Katona [l] posed the combinatorial search problem of deter- 
mining f(n) for a set of n elements. 
It is straightforward to check that 
f(1) = 0, f(2) = 2, f(3) = 3, and f(4) =4. 
One easily shows 
f(m)*f(n) for m 2 n. 
For real number r, let [rl denote the smallest integer ar. 
Our first aim is to present an upper bound on f(n). 
Lemma 1. For na4, 
f(n)~min{f(k)+f([n/kl) 1 k=2,. . . , n-2}. (I) 
Proof. Apply induction on n. For n = 4, (1) is trivially valid. Suppose now that 
n > 4 and (1) holds for smallest values of n. 
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IA S={x1, . . . , x,,} be a set of n elements and let k be any integer such that 
2 G k s n - 2. Now lay out the elements of S in a rectangular array W, having k 
elements to a row as far as possible: 
Xl x29 . . ., xk, 
xk+l, xk+2,*.*, XZk, 
w: X2k+l,X2k+2, -. . ,x3k, 
. . : . . 
. . . a* *,X--l, %I. 
The number of rows in W, counting the possibily incomplete last row, is [n/kl, 
which we denote by m. Let Yi denote the ith row of W, and 4 the jth column. 
Next, we digress momentarily to introduce two new and entirely independent 
sets 
P=(y1,-.., y,,,} and Q=(&.-.,.&). 
Since m and k are less than n, the induction hypothesis implies that there exist 
K-separating families of subsets for P and Q: say 
4,. . - ,Qc~~ for P=h,. . . , yJ, 
and 
&,..-,E;(k) for Q={Zl,...,Zk). 
Now for i=l,...,f(m) let 
Bi = U h 
Yt EQ 
i.e., if Di ={yl,, . . . , ye}, then Bi consists of all the x’s in rows Y[,, . . . , Ys of W. 
Similarly, for j = 1, . . . , f(k) let 
Cj = IJ 2,. 
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It is easy to show that the family 
is a K-separating family for S. To this end, let xi, 3 be any two different elements 
of S. There are two cases to consider. 
(a) q and 3 belong to different rows of W, say q E Y, and 3 E Yt (s # t). As 
I%, . . . , Df(rnj is a K-separating family for P = {yl, . . . , y,,,), there are disjoint D, 
and D,, such that y, ED, and yt ED,,. Therefore & E Y, = B, and 3 E Yt c B,,. 
Clearly, B, n BU = 9 since D,, n D,, = pl. 
(b) 4 and 3 belong to different columns. A similar argument shows that there 
are disjoint C, and C, such that q E C, and 3 E C,. 
Therefore the family B1, . . . , Bf(,,,), Cl, . . . , qck>, containing f(m) + f(k) sub- 
sets, does indeed constitute a K-separating family for S. Consequently 
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From the arbitrariness of k, we obtain the desired result 
f(n)amin{f(k)+f(rn/kl) 1 k =2,. . . , n-2}. 
Corollary 1. f(n)cn and f(n)sn-1 if na6. 
Proof. Since {x1}, . . . , {G} is a K-separating family for S, it is clear that 
f(n) d n for all n. 
If n 2 6, it follows from Lemma 1 that 
f(n)~f(2)+f(rn/21)~2+ [n/21 <n-l. 
Our next aim is to establish a lower bound on f(n). 
Lemma 2. For na4, 
f(n)amin(k+f([n/kJ)I k=2,...,n-2). (2) 
Proof. By the definition of f(n) there exists a K-separating family Al, . . . , AfC,) 
for S = {xi, . . . , G}. Let 
b =max{lAiI 1 i = 1,. . . , f(n)}, 
where IAil denotes the cardinality of Ai. 
If b = 1, clearly f(n) = n. Since n *2+ [in1 for n >4, we deduce 
f(n)~2+[$zl~min{k+f([n/kl)Ik=2,...,n-2}, 
as required. 
So we may assume without loss of generality that 
IA,I=b32, 
AknAi=fl, i=l,..., k-l, 
AknAi#@, i=k+l,..., f(n). 
Let S1 = UFll Ai and let S2 = S - S1 . Then 
IS,l*lAkl= b, 
k-l 
IS,]< 1 )Ai)s(k-l)bs(k-1) IS,l. 
i=l 
Thus k IS,1 alSl= n. We have 
IS4 == rnlkl. 
Since the family Al,. . . , AfC,) is a K-separating family for S, for any different 
xi, 3 E S, there are disjoint A, and A, such that 4 E A, and xi E A,. Obviously, 
s, tak since S2nA, = $i! for any r < k. Furthermore, s, t > k since Ak n A, # 9 for 
any r > k. As A, and A, are disjoint, S2 n A, and S, n A, must also be disjoint. 
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Thus we have proved that the family 
SD&+,, . . . , S,nAf(n) 
does constitute a K-separating family for S,. 
Because this family contains f(n) - k subsets, we have 
f(n) - k =+(lS,i). 
Using IS,1 a [n/k1 and j&l 2 b 32, then, we get 
f(+kW(blW, f(n)- ka2, I %I < n. (3) 
The last inequality yields k 2 2, otherwise S1 = (b, thus IS,1 = ISI = n, we arrive at a 
contradiction. 
By (3), ksf(n)-2<n-2. 
Finally, we have 
f(n)~min(k+f([n/kl) I k =2,. . . , n-2}, 
as required. 
Combining Lemmas 1 and 2, we have 
Theorenr 1. For nal, 
f(n) = min(2p + 3 [logJn/2*)1 I p = 0, 1,2}. (4) 
Pro&. Let k0 denote the value of k ~(2, . . . , n - 2) which makes k +f( [n/kl) a 
minimum. Then, from the lemmas we have 
ko+f(rnlk,l)~~f(n)~f(k,)+f(rnlkol), 
implying k,-, sf(k,). It follows from Corollary 1 that 
k,sS, f(n) = k0 + f( b/kJ ). (5) 
For p=O,l,..., rlog,(3n)l- 1, it is easy to show 
f(n) s 2~ + 3 r10g3(n/2*)1. (6) 
In fact, put q = rlog,(n/2*)1, then 
PO, 2* X 3q 2 2* X (n/2*) = n. 
It follows from Lemma 1 that 
f(n) sf(2* x 3q) sf(2*) + f(3q) c 2p + 3q = 2p + 3 [10&/2*)1, 
as required. 
So to prove (4) it sufhces by (6) to show 
f(n) 2 min(2p + 3 [10g,(n/2*)1 I p = 0, 1,2}. (7) 
Apply induction on n. For n S 4, (7) is trivial. Suppose, then, that n > 4 and that 
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(7) holds for smaller values of II. We examine four cases according to the values of 
k. (since k. 2 2). 
(a) k, = 2. By (5) and the induction hypothesis, 
f(n) =2+fUdm 
- 2 2 + min(2p + 3 [log3( [n/21 /2p)l 1 p = 0, 1,2} 
amin{2(p + 1) + 3 [log,(n/2p+1)1 1 p = 0, 1,2}. 
Now, suppose that p. is the value of p which yields the minimum value here. Then 
we have 
j+) 2 2(p, + 1) + 3 rlog,(n/2p0+l)l . 
If p. = 0 or 1, we are done since f(n) is at least as great as one of the three values 
on the right side of (7). 
If p. = 2, then we have 
f(n) 3 6 + 3 [log,(n/8)1 = 3 [log,(9n/8)1~ 3 rlog3ul, 
which is the right side of (7) when p = 0 there. Hence (7) is always valid if k. = 2. 
(b) k. = 3. Proceeding similarly, we have 
f(n) = 3+fww 
2 3 + min(2p + 3 riog3( pd31/2p)l 1 p = 0, i,2} 
amin(2p + 3 r10gs(n/2p)1 1 p = 0, 1,2}, 
establishing (7) directly. 
(c) k. = 4. Similarly, 
f(n) =4+fwm 
3 4 + min(2p + 3 rlog3( [n/41 /2p)l 1 p = 0, i,2) 
2 min{2(p + 2) + 3 rlog,(n/2p+2)1 1 p = 0, 1,2} 
= 2(po + 2) + 3 r10g,(n/2p0+2)1 
(letting p. be the value of p which gives the minimum value fiere). 
If p. = 0, we are done since p. = 0 here corresponds to p = 2 on the right side of 
(7), showing (7) to be satisfied in this case. 
Otherwise p. = 1 or 2, we proceed 
fOr) 2 2(po + 2) + 3 rlog,(n/2p0+2)1 
= 2(po - 1) + 3 r10g,(9n/2p0+2)l 
3 2(p, - I) + 3 r10g,(n/2p0-l)l. 
Since p. = 1 or 2, this quantity yields the same values that (7) does for p = 0 or 1, 
showing (7) is again valid. 
(d) k. = 5. Finally, we have 
f(n)=5+f(rn/51)~3+ff(2rn/51)~3+f(rn/31), 
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which, as we saw in the case of kO = 3, is at least as great as the right side of (7). 
The proof is thus complete. 
Based on Theorem 1, we describe a simple method of constructing a K- 
separating family. 
First, for given set S = {x,, . . . , x,,} let pee (0, 1,2} be defined by (4), and let 
q. = [log,(n/2po)l. We denote the elements of S by the binary&nary numbers 
~+%s+~-~ - - - aI, where c+E{O, 1) if jspo and c.+E{O, 1,2} if i>po. More 
precisely, element xi is denoted by ~+~apo+~~-~ - - - al iff 
i = 5 q2j-l+ “5 q3j--1-p,2po~ 
j=l j=po+l 
Then, for each i = 1,. . . , po+ qo, we partition the elements of S, 
the values of their %‘s, into two party Ail, Aj2 if i <p. and 
Ail, Aj2, Aj3 if i ’ PO- 
It is easily seen that 
. . 




A p,+ll, Ah+123 &,+13, 




constitute a K-separating family for S with cardinality f(n). 
2. Edmonds’ problem 
Let G = (V, E) be a graph with vertex-set V(G) and edge-set E(G). In this 
paper we consider only finite graphs without loops. 
Given a graph ‘G = (V, E), a family Ai, . . . , A,,, of subsets of V(G) is called an 
E-separating family if for any adjacent vertices xi, q E V(G) there are disjoint Ak 
and Al such that q E Ak and 3 E Al. 
For G = (V, E), let g(G) denote the minimum number of subsets in an 
E-separating family. 
Edmonds’ problem is to determine g(G) for a graph G = (V, E). 
Obviously Katona’s problem is the special case of Edmonds’ problem when G 
is a complete graph. 
Theorem 2. Let r(G) denote the chromatic number of a graph G = (V, E). Then 
g(G) = MG)). 
Proof. By the definition of r(G), we partition the vertices of G into y(G) colour 
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classes C1, . . . , CrtG) such that any adjacent vertices belong to different colour 
classes. 
Consider a new set P = {c,, . . . , qGj}. There exists a K-separating family 
&, * 0 - 3 &y(G)) for P. For each i = 1, . . . , f(dG)), let 4 = UqEDi q. 
It is easy to show that the family &, . . . , Bf(?(G)) is an E-separating family for 
G. Therefore we have g(G)sf(y(G)). 
So to prove the theorem it suffices to show 
g(G) af (Y(G)). (8) 
For a non-empty A c V(G), let G[A] denote the subgraph of G induced by A. 
The proof below is similar to that of Lemma 2. 
Apply induction on r(G). For r(G) = 1,2,3, (8) is obvious. Suppose now that 
r(G)24 and that (8) holds for smaller values of r(G). 
By the definition of g(G) there exists an E-separating family Al, . . . , A,&) of 
subsets of V(G). Let 
b = max(y(G[AiJ) 1 i = 1, . . . , g(G)}. 
If b = 1, then g(G) = r(G). By Corollary 1, we obtain g(G)af(y(G)), as 
required. 
So we may assume without loss of generality that 
r~GCAc1) = b 3 2, 
AkflAi=(b, i=l,...,k-1, 
AknAi#fl, i=k+l,..., g(G). 
Let Vr = U~L; Ai and V, = V- Vr. Then it is not difficult to show 
Y(G[VZD 2 Y G[A,I) = b, 
k-l 
Hence k - r(G[V,])sr(G). We have 
~(GlVzl) 2 I-r(G)lkl . (9) 
A similar argument shows that 
v2nAk+lp.. -, &n&G) 
constitute an E-separating family for G[VJ. Since this family contains g(G) - k 
subsets, we have 
g(G) - k 2 g<G[V,D. 
It follows from the induction hypothesis and (9) that 
g(G)-k ~ff(r(GCv,n)~f(r~(G)lkl). 
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By Lemma 1, we deduce 
g(G) 2 k + f( MG)lk]) =+(7(G)), 
as required. The theorem has been proved. 
Finally let us consider the complexity of determining g(G). In what follows, 
G = (V, E) stands for an arbitrary graph. 
‘Ibmrem 3. The determination of g(G) is equivalent to that of r(G) (under the 
polynomial sense). 
Proof. Let G +H denote the join of disjoint graphs G and H, i.e., G + H = 
(V’, E’) where V’ = V(G) U V(H), E’ = E(G) U E(H) U{the edges joining each 
vertex of G to each vertex of H). 
If we have a polynomial algorithm for determining g(G), then we also have a 
polynomial algorithm for determining the maximum number k (<i?(G)) such 
that 
dG + &) = g(G), 
where Kk denotes the complete graph of order k. Let 
po=O if g(G)=0 (mod 3), 
po = 1 if g(G) = 2 (mod 3), 
po= 2 if g(G) = 1 (mod 3). 
Let 90 = *(g(G) - 2po), clearly q. is a non-negative integer since g(G) # 1. We leave 
it to the reader to prove that 
r(G+K,)=2Po~3% 
Therefore we have 
r(G) = 2pox 3%- k. 
So there is a polynomial algorithm for finding r(G). 
Conversely, if we have a polynomial algorithm for determining r(G), by 
Theorems 1 and 2 we also have a polynomial algorithm for finding g(G). 
The proof is complete. 
Finally we come to the conclusion that the determination of g(G) is NP- 
complete since Graph Colouring is NP-complete. 
After having finished this work, I found that the problem of Katona had been 
solved earlier by A-C-C. Yao [2] using a similar method. 
Families of separating subsets 21 
Acknowledgement 
I wish to express my thanks to Professor J. Edmonds for posing the general 
problem and to Professor R.A. Honsberger for giving a good exposition of my 
original manuscript. 
References 
[l] G.O.H. Katona, Combinatorial search problem, in: J.N. Srivastava et al., eds., A Survey of 
Combinatorial Theory. (North-Holland, Amsterdam, 1973) 285-308. 
[2] A.C.-C. Yao, On a problem of Katona on minimal separating systems, Discrete Math. 15 (1976) 
193-199. 
