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Abstract
For probabilistic programs, it is usually not possible to au-
tomatically derive exact information about their properties,
such as the distribution of states at a given program point.
Instead, one can attempt to derive approximations, such
as upper bounds on tail probabilities. Such bounds can be
obtained via concentration inequalities, which rely on the
moments of a distribution, such as the expectation (the first
raw moment) or the variance (the second central moment).
Tail bounds obtained using central moments are often tighter
than the ones obtained using raw moments, but automati-
cally analyzing higher moments is more challenging.
This paper presents an analysis for probabilistic pro-
grams that automatically derives symbolic over- and under-
approximations for variances, as well as higher central mo-
ments. To overcome the challenges of higher-moment analy-
sis, it generalizes analyses for expectations with an algebraic
abstraction that simultaneously analyzes different moments,
utilizing relations between them. The analysis is proved
sound with respect to a trace-based, small-step model that
maps programs to Markov chains. A key innovation is the
notion of semantic optional stopping, and a generalization of
the classical optional-stopping theorem.
The analysis has been implemented using a template-
based technique that reduces the inference of polynomial
approximations to linear programming. Experiments with
our prototype central-moment analyzer show that, despite
the analyzer’s over-/under-approximations of various quan-
tities, it obtains tighter tail bounds than a prior system that
uses only raw moments, such as expectations.
1 Introduction
Probabilistic programs [18, 23, 27] can be used to manipulate
uncertain quantities modeled by probability distributions
and random control-flows. Uncertainty arises naturally in
Bayesian networks that capture statistical dependencies (e.g.,
for diagnosis of diseases [21]), randomized algorithms (e.g.,
cryptographic protocols [1] and privacy mechanisms [2]),
and cyber-physical systems that are subject to sensor er-
rors and peripheral disturbances (e.g., airborne collision-
avoidance systems [26]). A probabilistic program propagates
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uncertainty through a computation, and produces a distri-
bution over results, instead of a single value that can be de-
termined by executing a deterministic program. In general,
it is not tractable to automatically and precisely compute
the result distributions of probabilistic programs, because
composing simple distributions can quickly complicate the
result distribution, and randomness in the control flow can
easily lead to state explosion. Monte-Carlo simulation [33]
is a common approach to study the result distributions, but
the technique does not provide formal guarantees, and can
sometimes be inefficient [3].
In this work, we study a static-analysis approach that
leverages aggregate information, such as the expected result
E[X ] of program (e.g.,X ’s “first moment”), to answer queries
about tail bounds of X , e.g., the probability of assertions of
the form P[X ≥ d]. The intuition why it is more promising
to compute aggregate information than more fine-grained
distributions, is that aggregate measures like expectations
abstract distributions to a single number, while still indicat-
ing non-trivial properties. Moreover, (pre-)expectations are
transformed by statements in a probabilistic program in a
manner similar to the weakest-precondition transformation
of formulas in a non-probabilistic program [27]. With the
aggregate information in hand, we can employ concentration-
of-measure inequalities [14] to reason about tail bounds.
In this paper, we focus on a specific yet important kind of
uncertain quantity—cost accumulators, which are program
variables that can only be increased or decreased through
the program execution. A canonical example of such an ac-
cumulator is termination time, which is also the most studied
one for probabilistic programs [3, 11, 12, 22, 29]. Rewards
in Markov decision processes (MDPs) [32] can also be seen
as accumulators. Recent work has shown that accumulator-
like quantities can also be used to keep position information
in control systems [6], and to model the cash flow during
bitcoin mining [37].
Recent work has successfully automated inference on over-
[28] and under-approximations [37] of the expected cost for
probabilistic programs. Kura et al. [24] study higher moments
(e.g., E[X 2], X ’s “second moment”) of runtimes to derive up-
per bounds on tail probabilities of the form P[X ≥ d], where
the random variableX stands for the runtime. However, prior
work has considered only raw moments (i.e., E[X k ] for any
k ≥ 1), while central moments (i.e., E[(X − E[X ])k ] for any
k ≥ 2) could provide more information about a distribution.
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For example, the variance V[X ] (i.e., E[(X −E[X ])2],X ’s “sec-
ond central moment”) of a random variable X indicates how
X can deviate from its mean. With central moments, we not
only find an opportunity to obtain more precise tail bounds,
but also become able to derive bounds on tail probabilities
of the form P[|X − E[X ]| ≥ d].
In this paper, we present a technique for analyzing prob-
abilistic programs to obtain aggregate information such as
variances, and higher central moments of cost accumulators,
which is then used in concentration inequalities to obtain
tail-probability bounds. Our approach decomposes central
moments E[(X − E[X ])k ] to polynomials of raw moments
E[X ], · · · ,E[X k ] and over-approximates central moments
via bounds on raw moments. For example, the variance
V[X ] = E[(X − E[X ])2] can be rewritten as E[X 2] − E2[X ],
i.e., you have to perform a subtraction. To over-approximate
the result of a subtraction, a static analyzer also has to have
an under-approximation of the value subtracted, i.e., the raw
moment E[X ].
Recently, Wang et al. [37] studied over- and under-
approximation of expected cost, i.e., the first moment. In
contrast, our approach is able to derive both over- and under-
approximations of higher moments, by adapting the idea of
ranking functions (aka ranking martingales or potential func-
tions) [9, 11, 28]. The results are obtained via a novel notion
of semantic optional stopping, which is an extension of the
classic optional-stopping theorem from probability theory to
the context of probabilistic programming. Intuitively, seman-
tic optional stopping indicates when the locally-defined rank-
ing function can imply a sound bound on the moments of the
global accumulated cost. Moreover, we develop a template-
based method for ranking-function inference that can be
efficiently reduced to linear programming (LP).
In this work, we present and implement the first fully
automatic analysis for deriving symbolic over- and under-
approximations of higher moments for accumulated costs
of probabilistic programs with general recursion and con-
tinuous sampling. One challenge is to support compositional
reasoning to reuse analysis results for functions. Our solution
makes use of a “lifting” technique from the natural-language-
processing community. That technique derives an algebra for
second moments from an algebra for first moments [25]. We
use the technique to systematically extend a frame principle
from [28] that enables compositional analysis of expectations
to higher moments.
We implement our analysis for imperative probabilistic
programs that feature recursive functions, continuous distri-
butions, unstructured control-flow, and local variables. We
evaluate our tool on a broad suite of benchmarks from the lit-
erature. We also conduct a case study of a timing-attack anal-
ysis for a program provided by DARPA during engagements
of the STAC program [38]. Our experimental results show
x B N ;
while x > 0 do
if prob(3/4) then x B x - 1 else x B x + 1 fi;
tick(1)
od
Figure 1. A bounded, biased random walk.
that on a variety of examples, our central-moment-based an-
alyzer obtains tighter bounds than the system of [24], which
uses only over-approximations of raw moments.
Contributions. Our work makes four main contributions.
• We describe a novel tail-bound analysis for probabilis-
tic programs by deriving symbolic over- and under-
approximations of higher (central) moments.
• We introduce a notion of semantic optional stopping for
probabilistic programs.We use it to generalize the classical
optional-stopping theorem, and to prove the soundness
of our analysis method.
• We propose a family of algebraic structures—the moment
monoids—to compose the moments of the accumulated
costs for two computations, and to enable compositional
reasoning about higher moments.
• We implement our technique by reducing the bound-
inference problem to efficient LP solving. We show the
effectiveness of the technique on a broad suite of bench-
marks from prior work, and a case study of a timing-attack
analysis.
2 Overview
We first review related work on static analysis for raw mo-
ments and sketch a moment-based analysis of tail bounds
on the runtime of a simple random-walk program (§2.1). We
then formalize the problem that our work addresses, and
summarize the technical ideas used in our approach (§2.2).
2.1 Tail-Probability Analysis for a RandomWalk
Tab. 1 summarizes the features of related work on mo-
ment analysis for probabilistic programs [6, 24, 28, 37]. The
columns “loop”, “recur.”, “cont.”, and “non-mono.” indicate
supported programming features of the approaches. Non-
monotonicity means that the accumulator can be either in-
creased or decreased during the program execution, i.e., the
stepwise costs can be positive or negative.1 The columns
“higher mom.” and “intvl. approx” indicate supported analy-
ses of the approaches. Interval approximationsmean that both
over- and under-approximations of the moments are derived.
Note that our approach supports both higher moments and
interval approximations, because they are required for the
central-moment analysis. To compare prior approaches with
ours, we use a simple random-walk program as an example.
1 Some approaches [24, 28] assume monotonicity because the goal is to
reason about running time, which is indeed monotone.
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Example 2.1. Consider the program shown in Fig. 1, which
implements a bounded, biased random walk. The quantity
we are interested in is the number of loop iterations, which
is accumulated by the statement tick(1) in the program. We
denote this accumulator by tick. Suppose that we want to
reason about the probability of the assertion (tick ≥ 4N ) at
the exit of the program, where N > 0 is an integer-valued
constant.
Chakarov et al. [6]’s technique is not applicable because it
does not support unbounded loops, which arise in this exam-
ple because the probabilistic-choice statement can always
execute the else-branch, and as a result, the number of loop
iterations can be unbounded. The methods from [28, 37] are
both able to analyze this program, and derive the following
over-approximation of the expected value E[tick] (i.e., the
first raw moment of tick):
E[tick] ≤ 2N .
There are a lot of concentration-of-measure inequalities in
probability theory that derive bounds on the probability
that a random variable deviates “far” from some some quan-
tity [14]. Among those, one of the most important inequali-
ties is Markov’s inequality:
Proposition 2.2 (Markov’s inequality). IfX is a nonnegative
random variable and a > 0, then P[X ≥ a] ≤ E[X ]a . Moreover,
if E[X k ] exists, then P[X ≥ a] ≤ E[X k ]ak .
With Markov’s inequality, we derive the following tail
bound:
P[tick ≥ 4N ] ≤ E[tick]4N ≤
2N
4N =
1
2 . (1)
Beside the first raw moment, the algorithm of Kura et al. [24]
is also capable of deriving over-approximations of higher raw
moments of runtimes. It can produce the following bound on
the second raw moment E[tick2] of the accumulator tick:
E[tick2] ≤ 4N 2 + 6N ,
and then a tail bound by Markov’s inequality is
P[tick ≥ 4N ] ≤ E[tick
2]
(4N )2 ≤
2N 2 + 3N
8N 2
n→∞−−−−→ 14 . (2)
Note that for all N ≥ 2, (2) provides a more precise bound on
the probability of the assertion (tick ≥ 4N ) than (1) does.
Our central-moment analysis can obtain an even more pre-
cise tail bound. Besides the over-approximation of E[tick],
Table 1. Comparison with existing approaches. “recur.”
stands for recursion, “cont.” for continuous sampling, “non-
mono.” for non-monotonicity, “higher mom.” for higher mo-
ments, and “intvl. approx.” for interval approximations.
loop recur. cont. non-mono. higher mom. intvl. approx.
[6] ✓ ✓ ✓ ✓
[28] ✓ ✓
[24] ✓ ✓ ✓
[37] ✓ ✓ ✓ ✓
this work ✓ ✓ ✓ ✓ ✓ ✓
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Figure 2. Upper bounds on the tail probability P[tick ≥
4N ] as a function of the initial value of N . The curves are
labeled with its corresponding inequalities. The red curve
shows the bound obtained via the variance.
our approach derives the following over-approximation of
the variance V[tick] (i.e., the second central moment of
tick):
V[tick] ≤ 6N .
We can now employ concentration inequalities that involve
variances of random variables. Recall Cantelli’s inequality:
Proposition 2.3 (Cantelli’s inequality). If X is a random
variable and a > 0, then P[X − E[X ] ≥ a] ≤ V[X ]V[X ]+a2 and
P[X − E[X ] ≤ −a] ≤ V[X ]V[X ]+a2 .
With Cantelli’s inequality, we obtain the following tail
bound:
P[tick ≥ 4N ] = P[tick − 2N ≥ 2N ]
≤ P[tick − E[tick] ≥ 2N ] ≤ V[tick]
V[tick] + (2N )2
= 1 − (2N )
2
V[tick] + (2N )2 ≤
3N
3N + 2N 2
n→∞−−−−→ 0.
(3)
For all N ≥ 2, (3) gives a more precise bound than both (1)
and (2). It is clear from Fig. 2, where we plot the three tail
bounds (1), (2), and (3), that the most precise bound is the
one obtained via variances.
2.2 Problem Statement
The desire to use variances, and even higher central moments,
inspired our research on automatic central-moment analysis
for probabilistic programs. We want an automatic analyzer
because (i) the analyzed programs might be quite complex,
and (ii) traditional manual analysis can become cumbersome
even for simple programs such as random walks [28].
Observing that a central moment E[(X − E[X ])k ] can be
rewritten as a polynomial of raw moments E[X ], · · · ,E[X k ],
we reduce the problem of bounding central moments to
reasoning about rawmoments. For example, the variance can
be written as V[X ] = E[X 2] − E2[X ], so it suffices to analyze
the over-approximation of the second moment E[X 2] and
3
PL’18, January 01–03, 2018, New York, NY, USA Di Wang, Jan Hoffmann, and Thomas Reps
the under-approximation of the first moment E[X ]. For even
higher central moments, this approach requires over- and
under-approximations of higher raw moments. Consider the
fourth central moment of a nonnegative random variable X :
E[(X−E[X ])4] = E[X 4]−4E[X 3]E[X ]+6E[X 2]E2[X ]−3E4[X ].
Deriving an over-approximation of the fourth central mo-
ment requires under-approximations of the first (E[X ]) and
third (E[X 3]) raw moments.
This paper addresses the following problem:
Develop a static-analysis algorithm to infer symbolic over-
and under-approximations of higher raw moments of the
accumulated cost, for probabilistic programs that support
general recursion and continuous sampling.
We adapt and extend the idea of ranking functions [16],
which have been widely used to prove termination and to
bound runtimes of non-probabilistic programs [7, 13, 31, 34],
to reasoning about probabilistic termination and moments of
the accumulated cost. We present ranking functions that cap-
ture interval approximations for higher moments, generaliz-
ing prior work that proposes ranking martingales [9, 11] and
potential functions [28] to over- and under-approximate first
moments of costs, as well as vector-valued martingales [24]
to over-approximate higher moments of runtimes. The major
technical challenge is that ranking functions are essentially
locally defined invariants, e.g., the “rank” will not increase
during a program execution; however, in the context of prob-
abilistic programming, the non-increasing property only
holds on average, which means that some of the executions
can have “ranks” going up and down throughout the compu-
tation. As a result, it is unclear whether the local invariants
lead to sound approximations of the global accumulated cost.
To address this challenge, we propose a novel notion of
semantic optional stopping, inspired by the optional stopping
problem of stochastic processes in probability theory. We
construct a probability space over traces of program config-
urations from a small-step operational semantics for proba-
bilistic programs. The probability space provides sufficient
information on how the “ranks” of program configurations
change along the traces. We formulate the moment-bound
analysis and the ranking functions with respect to the prob-
ability space, as well as present a semantic characterization
of sound ranking functions for probabilistic reasoning. As a
generalization of both the classic result in probability theory
and its extension devised by Wang et al. [37], we propose a
further extended Optional Stopping Theorem as a sufficient
condition for sound ranking functions (see Thm. 5.3).
Organization. §3 introduces probabilistic programs. §4 re-
views ranking-function-based expected-cost-bound analysis.
§5 proposes semantic optional stopping for probabilistic pro-
grams. §6 presentsmoment monoids to lift first-moment anal-
ysis to higher-moment analysis systematically. §7 describes
S F skip | tick(c) | x B E | x ∼ D | call f
| if prob(p) then S1 else S2 fi | if L then S1 else S2 fi
| while L do S od | S1; S2
L F tt | not L | L1 and L2 | E1 <= E2
E F x | c | E1 + E2 | E1 * E2
D F uniform(a,b) | · · ·
K F Kstop | Kloop L S K | Kseq S K
Figure 3. Syntax of Appl, where p ∈ [0, 1], a,b, c ∈ R, a < b,
x ∈ VID is a variable, and f ∈ FID is a function identifier.
an algorithm for moment-bound inference. §8 presents ex-
perimental results. §9 concludes.
3 Probabilistic Programs
This paper uses an imperative arithmetic probabilistic pro-
gramming language Appl that supports general recursion
and continuous sampling, where program variables are real-
valued.We use the following notational conventions. Natural
numbers N exclude 0, i.e., N def= {1, 2, 3, · · · } ⊆ {0, 1, 2, · · · } def=
Z+. The Iverson brackets [·] are defined by [φ] = 1 if φ is
true and otherwise [φ] = 0. We denote updating an existing
binding of x in a finite map f to v by f [x 7→ v]. We will
also use the following standard notions from probability the-
ory: σ -algebras, measurable spaces, measurable functions,
random variables, probability measures, and expectations.
Appendix A provides a review of those notions.
Syntax. Fig. 3 presents the syntax of Appl, where the
metavariables S , L, E, and D stand for statements, conditions,
expressions, and distributions, respectively. Each distribu-
tion D is associated with a probability measure µD ∈ D(R).
We write D(X ) for the collection of all probability measures
on the measurable space X . For example, uniform(a,b) de-
scribes a uniform distribution on the interval [a,b], and its
corresponding probability measure is the integration of its
density function µuniform(a,b)(A) def=
∫
A
[a≤x ≤b]
b−a dx . The state-
ment x ∼ D is a random-sampling assignment, which draws
from the distribution µD to obtain a sample value and then as-
signs it to x . The statement if prob(p) then S1 else S2 fi is
a probabilistic-branching statement, which executes S1 with
probability p, or S2 with probability (1 − p).
The statement call f makes a (possibly recursive) call
to the function with identifier f ∈ FID. In this paper, we
assume that the functions only manipulate states that consist
of global program variables. However, our implementation
supports local variables as well as function parameters and
return statements. The statement tick(c), where c ∈ R is
a constant, is used to define the cost model. It adds c to an
anonymous global cost accumulator. Note that our imple-
mentation supports non-constant costs.
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We use a pair ⟨Smain,D⟩ to represent an Appl program,
where Smain is the body of the main function andD : FID→
S is a map from function identifiers to their bodies.
Semantics. We adopt a small-step operational semantics
with continuations and Borgström et al.’s distribution-based
semantics for probabilistic lambda calculus [5] to define an
operational cost semantics for Appl. Full details of the se-
mantics are included in appendix B. A program configuration
σ ∈ Σ is a quadruple ⟨γ , S,K ,α⟩ where γ : VID → R is a
program state that maps variables to values, S is the state-
ment being executed,K is a continuation that described what
remains to be done after the execution of S , and α ∈ R is the
global cost accumulator. A continuation K is either an empty
continuation Kstop, a loop continuation Kloop L S K , or a
sequence continuation Kseq S K . Note that there does not
exist a continuation for function calls, because we assume
that functions only manipulate global program variables.
Nevertheless, it is a common approach to include a continu-
ation component in the program configurations if functions
have local variables. An execution of an Appl program is
initialized with ⟨λ_.0, Smain, Kstop, 0⟩, and the termination
configurations have the form ⟨_, skip, Kstop, _⟩.
Different from a standard semantics where each program
configuration steps to at most one new configuration, a
probabilistic semantics may pick several different new con-
figurations. The evaluation relation for Appl has the form
σ 7→ µ where µ ∈ D(Σ) is a probability measure over con-
figurations. Below are two example rules. The rule (E-Prob)
constructs a distribution whose support has exactly two ele-
ments, which stand for the two branches of the probabilistic
choice. We write δ (σ ) for the Dirac measure at σ , defined as
λA.[σ ∈ A] where A is a measurable subset of Σ. We also
writep·µ1+(1−p)·µ2 for a convex combination ofmeasures µ1
and µ2 where p ∈ [0, 1], defined as λA.p ·µ1(A)+(1−p) ·µ2(A).
The rule (E-Sample) “pushes” the probability distribution of
D to a distribution over post-sampling program configura-
tions.
(E-Prob)
S = if prob(p) then S1 else S2 fi
⟨γ , S, K, α ⟩ 7→ p · δ (⟨γ , S1, K, α ⟩) + (1 − p) · δ (⟨γ , S2, K, α ⟩)
(E-Sample)
⟨γ , x ∼ D, K, α ⟩ 7→ λA.µD ({r | ⟨γ [x 7→ r ], skip, K, α ⟩ ∈ A})
Example 3.1. Suppose that a random sampling statement
is being executed, i.e., the current configuration is
⟨{r 7→ r0}, (r ∼ uniform(−1, 2)),K0,α0⟩.
The probability measure for the uniform distribution is
λA.
∫
A
[−1≤r ≤2]
3 dr . Thus by the rule (E-Sample), we derive
the post-sampling probability measure over configurations
via the following density function:
λ⟨γ , S,K ,α⟩. [−1 ≤ γ (r ) ≤ 2]3 · [S = skip ∧ K = K0 ∧ α = α0].
Trace-Based Semantics. In this work, we harness Markov-
chain-based reasoning [22, 29] to develop a trace-based se-
mantics for Appl, based on the evaluation relation σ 7→ µ.
An advantage of the trace-based approach is that it allows
us to study how the cost of every single evaluation step con-
tributes to the accumulated cost at the exit of the program.
Details of the trace semantics are included in appendix C.
Let (Ω,F ,P) be the probability space where Ω def= ΣN is
the set of all infinite traces over program configurations, F
is a σ -algebra on Ω, and P is a probability measure on (Ω,F )
obtained by the evaluation relation σ 7→ µ and the initial
configuration ⟨λ_.0, Smain, Kstop, 0⟩. Intuitively, P specifies
the probability distribution over all possible executions of a
probabilistic program. The probability of an assertion θ with
respect to P, written P[θ ], is defined as P({ω | θ (ω) is true}).
4 Expected-Cost Bound Analysis
In this section, we review the ranking-function-based ap-
proach that underlies several expected-cost bound analy-
ses [24, 28, 37]. The basic idea is to study how stepwise costs
contribute to the accumulated cost at the termination con-
figurations, via the trace-based semantics introduced in §3.
More formally, if {An}n∈Z+ is a sequence of accumulated
costs at the n-th evaluation step, and AT is the accumulated
cost at the termination configurations, we wish to establish
that the sequence of stepwise approximations {E[An]}n∈Z+
converges to E[AT ]. The bound analysis is divided into two
sub-problems: (i) how to use ranking functions to capture
the probabilistic invariants in the stepwise approximations,
and (ii) when do the stepwise approximations converge to
the expected cost at the termination configurations.
First, we define the stopping time T : Ω → Z+ ∪ {∞} of a
probabilistic program as a random variable on the probability
space (Ω,F ,P) of program traces:
T (ω) def= inf{n ∈ Z+ | ωn = ⟨_, skip, Kstop, _⟩},
i.e.,T (ω) is the number of evaluation steps before the traceω
reaches some termination configuration ⟨_, skip, Kstop, _⟩.
We define the accumulated cost AT : Ω → R with respect to
the stopping time T as
AT (ω) def= AT (ω)(ω),
whereAn : Ω → R captures the accumulated cost at the n-th
evaluation step for n ∈ Z+, which is defined as
An(ω) def= αn where ωn = ⟨_, _, _,αn⟩.
In this paper, we focus on accumulated costs at termination
configurations, so we define A∞(ω) def= 0. The expected accu-
mulated cost is then given by the expectation E[AT ] with
respect to the probability measure P.
A ranking function ϕ, or ranking martingale [9, 10, 24],
or potential function [28] is a measurable map from Σ to
R such that ϕ(σ ) is the expected accumulated cost of the
computation that continues from the configurationσ , or more
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formally, ϕ(⟨_, skip, Kstop, _⟩) = 0 and for any program
configuration σ ∈ Σ, it holds that
ϕ(σ ) = Eσ ′∼7→(σ )[(α ′ − α) + ϕ(σ ′)], (4)
where σ = ⟨_, _, _,α⟩, σ ′ = ⟨_, _, _,α ′⟩, and 7→(σ ) is the
probabilitymeasure after one evaluation step from the config-
uration σ . The notation Ex∼µ [f (x)] represents the expected
value of f (x), where x is drawn from a distribution µ. Intu-
itively, the sum of the accumulated cost to reach a configura-
tion σ and the ranking function at σ should be an invariant.
Let Φn(ω) def= ϕ(ωn) be the ranking function at step n. We
define cost invariants Yn(ω) def= An(ω) + Φn(ω) as the sum of
accumulated cost and the ranking function at step n. Then
Y0(ω) = A0(ω) + Φ0(ω) = 0 + ϕ(ω0) is the ranking func-
tion at the initial configuration, i.e., Y0 = Φ0. Similar to the
definition of the accumulated costAT at termination configu-
rations, we assume Φ∞(ω) def= 0 and define ΦT (ω) def= ΦT (ω)(ω)
as well as YT (ω) def= YT (ω)(ω). Because ϕ(σ ) = 0 if σ is a
termination configuration, we have ΦT = 0 and YT = AT .
In the expected-cost bound analysis, instead of establish-
ing a bound onE[AT ] directly, we establish a bound onE[YT ],
which gives us the following leverage:
We reason about E[Yn] and then prove that E[YT ] = E[Y0].
We can prove that E[Yn] = E[Y0] for all n ∈ Z+, i.e.,
{Yn}n∈Z+ forms an invariant for expectations of stepwise
approximations. Therefore, if we could show that E[YT ] =
limn→∞ E[Yn], then we would conclude that E[AT ] =
E[YT ] = E[Y0] = E[Φ0], i.e., the ranking function at the
initial configuration captures the expected accumulated cost
at termination configurations.
However, the property E[YT ] = limn→∞ E[Yn] does not
necessarily hold. In Ex. 4.1, we analyze the random walk in
Ex. 2.1, assuming this convergence property. Then in Coun-
terexample 4.2, we analyze a variant randomwalk where this
convergence property does not hold, and ranking-function-
based reasoning would be unsound.
Example 4.1. Recall the randomwalk in Ex. 2.1. We assume
that there is a map ρ : Z+ → Z+, such that ρ(k) records the
evaluation step at the end of the k-th loop iteration, with
respect to the trace-based semantics. For simplicity, we define
A′k
def
= Aρ(k), Φ′k
def
= Φρ(k ), Y ′k
def
= Yρ(k ) as random variables
for accumulated costs, ranking functions, cost invariants,
respectively, at the end of the k-th loop iteration.
We want to show that the expected accumulated cost
E[AT ] is 2 · N , where N is the initial value of x . We define a
ranking function ϕ as ϕ(⟨γ , _, _, _⟩) def= 2 ·γ (x), or 2 ·x for sim-
plicity. We need to show that property (4) holds for the loop
body (if prob(3/4) then x B x - 1 else x + 1 fi; tick(1)). If
the program executes the then-branch, then x is decremented
and the ranking function becomes 2 · (x − 1). Otherwise, x is
incremented and the ranking function evaluates to 2 · (x + 1).
Thus, the expected value of the ranking function after the
branching statement is 3/4 ·2 · (x −1)+ 1/4 ·2 · (x +1) = 2 ·x −1.
No matter which branch is executed, the loop body increases
the cost accumulator by one. Thus, the right-hand-side of
(4) is (2 · x − 1) + 1, which equals the left-hand-side of (4).
As we will show shortly after Prop. 4.3, the convergence
property E[YT ] = limn→∞ E[Yn] holds for this example; thus,
we can also show that E[YT ] = limk→∞ E[Y ′k ]. We then con-
clude that the expected accumulated cost E[AT ] = E[Y ′0 ] =
E[Φ′0] is 2 · N , where N is the initial value of x .
Counterexample 4.2. Consider the following program
that describes an unbiased random walk that terminates
with probability one:
x B 0;
while x < 1 do
if prob(0.5) then x B x + 1; tick(1)
else x B x - 1; tick(−1) fi
od
Similar to Ex. 4.1, we define A′k ,Φ
′
k ,Y
′
k as random variables
at the end of the k-th loop iteration. Intuitively, the cost
accumulator should be the same as the value of x at any
time of the execution. At the termination of the program, the
value of x should be at least one, thusAT ≥ 1 and E[AT ] , 0.
However, we are able to define a ranking function as the
constant function ϕ(_) def= 0, because in each loop iteration,
the expected cost is 0.5 · 1 + 0.5 · (−1) = 0. Then E[Y ′k ] =
E[A′k ]+E[Φ′k ] = 0 for all k ∈ Z+. Because we already showed
that E[AT ] ≥ 1, we have E[YT ] ≥ 1. Therefore, E[YT ] ,
limk→∞ E[Y ′k ], and also E[YT ] , limn→∞ E[Yn].
It has been shown that the convergence property holds if
all the stepwise costs are nonnegative and the analysis only
considers over-approximations [24, 28]. To handle negative
costs or to derive under-approximations while ruling out un-
sound ranking functions, like the one in Counterexample 4.2,
recent research [19, 37] has adapted the Optional Stopping
Theorem (OST) from probability theory:
Proposition 4.3 (Doob’s OST [40, Thm. 10.10]). IfE[|Yn |] <
∞ for all n ∈ Z+, then E[YT ] exists and E[YT ] = E[Y0] in each
of the following situations:
(a) T is bounded;
(b) E[T ]<∞ and for some C ≥ 0, |Yn+1−Yn | ≤C for all n ∈Z+;
(c) P[T < ∞] = 1 and for someC ≥ 0, |Yn | ≤ C for all n ∈ Z+.
Note that from item (a) to item (c) in Prop. 4.3, the con-
straint on the stopping time T is getting weaker while the
constraint on {Yn}n∈Z+ is getting stronger. Prop. 4.3(a) cor-
responds to an analogy we will present in Ex. 5.1 about
non-probabilistic programs: one does not need extra con-
straints on the costs or ranking functions if the program
terminates.
For the random walk in Ex. 4.1, the expected value E[T ]
of the stopping time has been shown to be finite [28], and
meanwhile, |Y ′k+1 − Y ′k | ≤ |A′k+1 − A′k | + |Φ′k+1 − Φ′k |, the
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stepwise cost |A′k+1−A′k | ≤ 1, and the stepwise change in the
ranking function |Φ′k+1−Φ′k | ≤ max{|2(x−1)−2x |, |2(x+1)−
2x |} = 2, thus |Y ′k+1 −Y ′k | ≤ 3 for all k ∈ Z+. By Prop. 4.3(b),
we conclude that the ranking function in Ex. 4.1 is sound.
On the other hand, for Counterexample 4.2, it has been
shown that P[T < ∞] = 1 but E[T ] = ∞ [15]. The only appli-
cable OST criterion is Prop. 4.3(c), which requires {Y ′k }k ∈Z+
to be uniformly bounded. However, the absolute value of the
accumulated cost |A′k | at the k-th loop iteration can be as
large as k if the program always executes the else-branch of
the probabilistic choice. Therefore, we cannot apply OST to
this example.
5 Semantic Optional Stopping
In this section, we present a semantic characterization of
optional stopping for probabilistic programs. Proofs for this
section are included in appendix D.
Recall the problem: we want to establish the convergence
property limn→∞ E[Yn] = E[YT ]. To start with, let us con-
sider the case for non-probabilistic programs.
Example 5.1. If the program is non-probabilistic, then the
probability measure P for traces is exactly a Dirac measure
for some deterministic trace ωˆ. As a consequence, E[Yn] =
Yn(ωˆ) for all n ∈ Z+ and E[YT ] = YT (ωˆ)(ωˆ). If the program
does terminate, i.e., T (ωˆ) < ∞, then E[YT ] = E[YT (ωˆ)] =
E[Y0] immediately.
Otherwise, if the program is non-terminating, i.e., T (ωˆ) =
∞, then E[YT ] = Y∞(ωˆ) = 0 by definition. However, in gen-
eral, we haveE[Yn] , 0 for alln ∈ Z+. Consider the following
non-terminating program:
while tt do skip od
and similar to former examples, we assume that An ,Φn ,Yn
stand for the configuration at the end of the n-th loop itera-
tion. Let ϕ be the ranking function such that ϕ(σ ) = 0 if σ is
a termination configuration, and otherwise ϕ(σ ) = 1. Using
this ranking function, we derive that Yn = 1 for all n ∈ Z+;
thus, E[YT ] , E[Y0].
As shown by Ex. 5.1, nontermination is the reason that
the convergence property may fail to hold. Probabilistic
programs can exhibit a mixed behavior of termination and
nontermination: even though the two programs in Ex. 4.1
and Counterexample 4.2 terminate with probability one, they
have some traces that are nonterminating. Because we fo-
cus on the accumulated cost at termination configurations,
nonterminating traces finally have zero contribution to the
expectation E[YT ], but they do affect E[Yn] for finite n. Intu-
itively, to establish the convergence property, we need to put
a limit on the contribution of nonterminating traces to E[Yn],
which should approach zero when n approaches infinity.
Formally, let us fix n ∈ Z+ and reason about the difference
between Yn and YT . Because YT = Yn if T ≤ n,
E[|YT − Yn |] = P[T ≤ n] · E[|YT − Yn | | T ≤ n]+
P[T > n] · E[|YT − Yn | | T > n]
= P[T > n] · E[|YT − Yn | | T > n]
= P[T > n] · E[|(AT −An) + (ΦT − Φn)| | T > n]
= P[T > n] · E[|(AT −An) − Φn | | T > n].
To establish that limn→∞ E[Yn] = YT , or equivalently,
limn→∞ E[|YT−Yn |] = 0, by the derivation above, we propose
the following principle for optional stopping of probabilistic
programs, which is one major contribution of this paper:
It is both sufficient and necessary to show that the product
of (i) the probability that the program does not terminate
and (ii) the expected gap between the ranking function
and the remaining cost at step n approaches zero when n
approaches infinity.
The three situations in the classic OST (Prop. 4.3) can
be interpreted as sufficient conditions for the “product-of-
probability-and-expected-gap-approach-zero” principle.
In practice, the criteria of Prop. 4.3 can be too restrictive to
derive bounds on the expected cost of probabilistic programs.
In Ex. 5.2, we present a variant of random walks, where we
cannot apply Prop. 4.3. Later, in §6, we will also show that
those criteria are not so useful for reasoning about higher
moments.
Example 5.2. Recall the random walk in Ex. 2.1. Instead of
counting the number of steps before the program terminates,
the following program defines the cost model as the sum of
the positions throughout the random walk:
x B N ;
while x > 0 do
if prob(3/4) then x B x - 1 else x B x + 1 fi;
y B x ; while y > 0 do y B y - 1; tick(1) od
od
The inner while-loop essentially performs tick(x). Again,
we assume that A′k ,Φ
′
k ,Y
′
k as random variables at the end
of the k-th iteration of the outer loop. We want to show
that the expected accumulated cost E[AT ] is N 2 + N , where
N is the initial value of x . We define a ranking function
as ϕ(⟨γ , _, _, _⟩) def= γ (x)2 + γ (x), or x2 + x for simplicity. If
the probabilistic choice takes the then-branch, the ranking
function at the end of an iteration evaluates to (x − 1)2+ (x −
1) = x2 − x and the cost is (x − 1). Otherwise, the ranking
function at the end of an iteration evaluates to (x + 1)2+ (x +
1) = x2 + 3x + 2 and the cost is (x + 1). Then the weighted
average with respect to the branching probability
3
4 · (x
2 − x + (x − 1)) + 14 · (x
2 + 3x + 2 + (x + 1)) = x2 + x
is exactly the value of ϕ at the beginning of the iteration.
While the ranking function is sound, none of the criteria
in Prop. 4.3 can be applied here to prove the soundness. The
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reason is that for the assignments x B x - 1 and x B x + 1,
the accumulated cost is unchanged, but the change of the
ranking function cannot be bounded by a constant. We have
|((x − 1)2 + (x − 1)) − (x2 + x)| = 2x ,
|((x + 1)2 + (x + 1)) − (x2 + x)| = 2x + 2,
where x can be arbitrarily large during an execution.
To address the issue in Ex. 5.2, we propose an extension
of OST that we use as the soundness criterion for the bound-
inference algorithm developed in §7.
Theorem 5.3 (An extension of OST). If E[|Yn |] < ∞ for all
n ∈ Z+, then E[YT ] exists and E[YT ] = E[Y0] in the following
situation:
(d) There exist ℓ ∈ N and C ≥ 0 such that E[T ℓ] < ∞ and for
all n ∈ Z+, |Yn | ≤ C · (n + 1)ℓ almost surely.
Thm. 5.3 allows the process {Yn}n∈Z+ to be bounded by
a polynomial of degree ℓ in n, which relaxes the bounded-
difference property in Prop. 4.3(b), while the theorem re-
quires that E[T ℓ] < ∞, which is a stronger property than
the finite expected-stopping time in Prop. 4.3(b). Note that
the recent extension of OST proposed by Wang et al. [37] is
not as strong as ours, because their theorem assumes that
the probability P[T ≥ n] drops exponentially in n, which
implies that E[T ℓ] < ∞ for all finite ℓ.
Example 5.4. Recall the random walk in Ex. 5.2. We apply
Thm. 5.3 to prove the soundness of the ranking function
ϕ(⟨γ , _, _, _⟩) def= γ (x)2 + γ (x). Because in each iteration of
the outer loop, the variable can be either incremented or
decremented, we know that after k iterations, the value of x
is bounded by N + k , where N is a constant. Therefore, the
random variable Φ′k is bounded by (N +k)2 + (N +k). At the
same time, the cost of the k-th iteration is also bounded by
N + k , so the random variable A′k is bounded by k · (N + k).
Thus Y ′k = A
′
k + Φ
′
k is bounded by C · (k + 1)2 for some
constant C . By Thm. 5.3, the soundness of ϕ is reduced to
proving E[T 2] < ∞ where T is the runtime of the program.
Note that E[T ℓ] for ℓ ∈ N is a higher moment of the
termination time. To avoid our algorithm having a circular
dependence, we use a different technique to reason about
E[T ℓ], taking into account the monotonicity of runtimes. Be-
cause upper-bound analysis of higher moments of runtimes
has been studied by Kura et al. [24], we skip the details here,
but include them in appendix E.
6 Higher Moments via Moment Monoids
In this section, we introduce moment monoids to compose
accumulated costs for two computations (§6.1). Then we
use the moment monoids to systematically lift the expected-
cost bound analysis in §4 to reason about over- and under-
approximations for higher moments of the accumulated cost
(§6.2). Proofs for this section are included in appendix F.
6.1 Moment Monoids
It is not trivial to reason about how stepwise costs contribute
to higher moments of the accumulated cost. For example, the
following direct extension to the ranking-function property
(4) for the second moment
ϕ2(σ ) = Eσ ′∼7→(σ )[(α ′ − α)2 + ϕ2(σ ′)]
does not work. The reason is that (a + b)2 , a2 + b2, where
intuitively a is the cost for a single evaluation step, and b is
the cost for the rest of computation. For example, if a = 1,
then by the linearity of expectations, we have E[(1 + b)2] =
E[1 + b2 + 2b] = 1 + E[b2] + 2E[b], i.e., reasoning about
the second moment requires us to also keep track of the
first moment. Similarly, we need an extra term involving
first moments in the ranking-function property for second
moments. Let ϕ1 denote the ranking function for the first
moment, then we should have
ϕ2(σ ) = Eσ ′∼7→(σ )[(α ′ − α)2 + ϕ2(σ ′) + 2 · (α ′ − α) · ϕ1(σ ′)].
Eisner et al. [25] present a method to “lift” techniques for
first moments to those for second moments, and recently,
Kura et al. [24] point out that analyzing them-th moment
needs to keep track of a vector of moments up to degreem.
As a generalization of both approaches, we propose moment
monoids to capture the composition of stepwise costs.
First and second-ordermomentmonoids. We start with a
specialized monoidM(1) = (R2, ⊗M, 1M) for first moments.
The extend operation is defined as
(p1, r1) ⊗M (p2, r2) def= (p1 × p2, (p2 × r1) + (p1 × r2)).
Intuitively, if pi is a probability and ri = pi × r ′i where r ′i
is the actual cost for i ∈ {1, 2}, then the probability of the
composition is exactly p1 ×p2, and the expected cost, i.e., the
sum of costs weighted by the probabilities, is exactly
(p1×p2)×(r ′1+r ′2) = (p1×p2)×(
r1
p1
+
r2
p2
) = (p2×r1)+(p1×r2).
The identity element then describes zero cost with probabil-
ity one, i.e., 1M
def
= (1, 0).
Let’s consider the second-order moment monoidM(2) =
(R3, ⊗M, 1M). The first two components of (p1, r1, s1) ⊗M
(p2, r2, s2) are the same as (p1, r1) ⊗M (p2, r2) in the first-
order moment monoid, and the third component is given
by ((p2 × s1) + (r2 × r1) + (r1 × r2) + (p1 × s2)). Similarly, let
ri = pi × r ′i and si = pi × r ′i × r ′i = ri×ripi for i ∈ {1, 2}. In this
case, s1 and s2 represent second moments. Thus, the square
of the sum of costs weighted by the probability is exactly
(p1 × p2) × (r ′1 + r ′2) × (r ′1 + r ′2)
= (p1 × p2) × ( r1
p1
+
r2
p2
) × ( r1
p1
+
r2
p2
)
= (p2 × s1) + (r2 × r1) + (r1 × r2) + (p1 × s2).
Therefore, the extension to the ranking-function property
(4) for the second moment can be written using the extend
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operation:
(1,ϕ1(σ ),ϕ2(σ )) =
Eσ ′∼7→(σ )[(1, (α ′ − α), (α ′ − α)2) ⊗M (1,ϕ1(σ ′),ϕ2(σ ′))]
.
The identity element is then defined as 1M
def
= (1, 0, 0).
Algebraic higher-order moment monoids. We extend the
first- and second-order moment monoids to higher moments.
Instead of restricting the elements of monoids to be vectors
of numbers, we propose algebraic moment monoids that can
be instantiated to describe vectors of intervals, which we
need for the interval-bound analysis in §6.2.
Definition 6.1. The m-th order moment monoid M(m)R
parametrized by a partially ordered semiring R =
(|R|,⊑, ⊕, ⊗, 0, 1), is defined asM(m)R
def
= (|R|m+1, ⊗M, 1M),
where
(−→u ⊗M −→v )k def=
⊕k
i=0
(k
i
) · (ui ⊗ vk−i ), (5)(k
i
)
is the binomial coefficient, the scalar product n · u is
an abbreviation for
⊕n
i=1 u, for n ∈ Z+,u ∈ R, and 1M def=
(1, 0, · · · , 0). We define the partial order ⊑M as the pointwise
extension of the partial order ⊑ on the semiringR.
Intuitively, the definition of ⊗M in (5) can be seen as the
multiplication of two moment-generating polynomials with
coefficients −→u and −→v , respectively. We prove the following
fundamental composition property for moment monoids.
Lemma 6.2. For all u,v ∈ R, it holds that
(1, (u ⊕ v), (u ⊕ v)2, · · · , (u ⊕ v)m)
= (1,u,u2, · · · ,um) ⊗M (1,v,v2, · · · ,vm),
where un is an abbreviation for
⊗n
i=1 u for n ∈ Z+,u ∈ R.
6.2 Interval-Valued Ranking Functions and OST
In practice, it is not always feasible to come up with a precise
ranking function that captures the exact accumulated cost for
a probabilistic program. Instead, we allow ranking functions
to be interval-valued, i.e., to keep track of over- and under-
approximations of the accumulated cost.
We achieve this by instantiatingmomentmonoidswith the
interval semiring I def= ({[a,b] | a ≤ b},⊑I , ⊕I , ⊗I , 0I , 1I ),
where [a1,b1] ⊕I [a2,b2] def= [a1 +a2,b1 +b2] is the pointwise
addition, 0I
def
= [0, 0], 1I
def
= [1, 1] are singletons, and
[a1,b1] ⊗I [a2,b2] def= [min Sa1,b1,a2,b2 ,max Sa1,b1,a2,b2 ],
where Sa1,b1,a2,b2
def
= {a1a2,a1b2,b1a2,b1b2}. The partial order
⊑I def= ⊆ is defined as set inclusion.
We fix a degreem ∈ N and letM(m)I be them-th order
moment monoid instantiated with the interval semiring I .
We now defineM(m)I -valued ranking functions.
Definition 6.3. A measurable map ϕ : Σ →M(m)I is said
to be a ranking function if
(i) ϕ(σ ) = 1M if σ = ⟨_, skip, Kstop, _⟩, and
(ii) ϕ(σ ) ⊒M Eσ ′∼7→(σ )[
−−−−−−−−−−−−−−−−−−−→[(α ′ − α)k , (α ′ − α)k ] ⊗M ϕ(σ ′)]
where σ = ⟨_, _, _,α⟩,σ ′ = ⟨_, _, _,α ′⟩ for all σ ∈ Σ.
Intuitively, ϕ(σ ) is an interval bound for the moments
of the accumulated cost for the computation that contin-
ues from the configuration σ . Similar to the expected-cost
bound analysis, we define An ,Φn ,Yn , where n ∈ Z+, to be
random variables on the probability space (Ω,F ,P) of the
trace-based semantics as
An(ω) def=
−−−−−−→
[αkn ,αkn ] where ωn = ⟨_, _, _,αn⟩, Φn(ω) def= ϕ(ωn),
Yn(ω) def= An(ω) ⊗M Φn(ω).
In the definition of cost invariantsYn , we use ⊗M to compose
the powers of the accumulated cost at step n and the ranking
function that stands for the moments of the accumulated
cost of the rest of the computation.
We extend Thm. 5.3 to interval-valued ranking functions.
Let ∥−−−−−→[ak ,bk ]∥∞ def= maxk {max{|ak |, |bk |}}.
Theorem 6.4. If E[∥Yn ∥∞] < ∞ for all n ∈ Z+, then E[YT ]
exists and E[YT ] ⊑M E[Y0] in the following situation:
There exist ℓ ∈ N and C ≥ 0 such that E[T ℓ] < ∞ and for
all n ∈ Z+, ∥Yn ∥∞ ≤ C · (n + 1)ℓ almost surely.
When reasoning about higher moments, Thm. 6.4 be-
comesmore effective than the classic OST (Prop. 4.3), because
higher-degree arithmetic involved in Yn = An ⊗M Φn makes
it difficult to bound |Yn+1 − Yn | uniformly by a constant.
7 Derivation System for Bound Inference
In this section, we describe the inference system used by our
analysis. To automate ranking-function-based bound infer-
ence, we use templates to fix the shape of ranking functions.
We present the derivation system as a declarative program
logic that enables compositional reasoning. Finally, we show
the soundness of the analysis with respect to the trace se-
mantics. Details and proofs for this section are included in
appendix G.
Template-Based Ranking Functions. The basic approach
to automated bound inference using ranking functions is to
fix the shape, i.e., a template, of the ranking functions. Be-
cause we useM(m)I -valued ranking functions whose range
is vectors of intervals, the templates should be of vectors of
intervals whose ends are represented symbolically. In this
paper, we represent the ends of intervals by polynomials
in Rd [VID] over program variables up to some fixed degree
d ∈ N. In the implementation, we adopt the technique from
prior work [28, 37], where manipulations of polynomials are
reduced to efficient linear-algebra operations in the coeffi-
cients of the monomials.
More formally, we lift the interval semiring I to a symbolic
interval semiring PI by representing the ends of the k-th
interval by piecewise polynomials in Rkd [VID]. We formulate
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PI with piecewise polynomials to define the ⊗PI operation,
which involves min and max. In the implementation, we
assume one operand of ⊗PI has the form [c, c] with c ∈
R to avoid manipulation of piecewise functions. We fix a
degree m ∈ N and let M(m)PI be the m-th order moment
monoid instantiated with the symbolic interval semiring. Let
Q =
−−−−−−→[Lk ,Uk ] ∈M(m)PI where Lk ’s andUk ’s are polynomials
in Rkd [VID]. It defines an M(m)I -valued ranking function
ϕQ (γ ) def= −−−−−−−−−−−→[Lk (γ ),Uk (γ )] where γ is a program state.
Inference Rules. We formalize our derivation system for the
bound inference in a Hoare-logic style. The main judgment
has the form ∆ ⊢ {Γ;Q} S {Γ′;Q ′}, where S is a program
statement, {Γ;Q} is a precondition, {Γ′;Q ′} is a postcon-
dition, and ∆ is a context for function specifications. The
logical context Γ ∈ (VID → R) → {⊤,⊥} is a predicate on
program states that describes reachable states at a program
point. The quantitative context Q ∈ M(m)PI specifies a map
from program states to the moment monoid that is used to de-
fine interval-valued ranking functions. The logical contexts
have the same meaning as in Hoare logic. The semantics of
the triple {·;Q} S {·;Q ′} is that if the rest of the computa-
tion after executing S has its moments of the accumulated
cost bounded by ϕQ ′ , then the whole computation has its
moments of the accumulated cost bounded by ϕQ .
Fig. 4 presents some of the inference rules. The rule (Q-
Sample) accounts for sampling statements. To compute the
expectation of the post-conditionQ ′, where x is drawn from
distribution D, i.e., Ex∼µD [Q ′], we assume the moments for
D up to degree d are well-defined and computable, and sub-
stitute x1, · · · ,xd with the corresponding moments in Q ′.
The other probabilistic rule (Q-Prob) deals with probabilis-
tic branching. Intuitively, if the moments of the accumulated
cost of the computation after the branching and the execu-
tion of S1, S2 are bounded byϕQ ′ andq1,q2, respectively, then
the moments for the whole computation should be bounded
by a “weighted average” of (q1 ⊗M ϕQ ′) and (q2 ⊗M ϕQ ′),
with respect to the branching probability p. We implement
the weighted average by the pointwise extension of the ⊕PI
operator applied to ([p,p], [0, 0], · · · , [0, 0]) ⊗M q1 ⊗M ϕQ ′
and ([1 − p, 1 − p], [0, 0], · · · , [0, 0]) ⊗M q2 ⊗M ϕQ ′ .
The rule (Q-Tick) is the only rule that deals with costs in
a program. To accumulate the cost to the moments, we use
the ⊗M operation in the moment monoidM(m)PI . The rule
(Q-Call) handles function calls. We fetch the pre- and post-
condition for the function f from the specification context
∆. Then we compose a constant frame
−−−−−→[ck , ck ] ∈ M(m)I to
the function specification. The frame is used to account for
the cost of the computation after the function call for most
non-tail-recursive programs.
Example 7.1. The annotated function rdwalk in Fig. 5 mod-
els a biased random walk where the length of each step is
randomly sampled from a uniform distribution on the inter-
val [−1, 2]. Let us reason about the under-approximation of
the second moment of the accumulated cost and omit the
over-approximations of the moments. The annotations in
the figure justify the following specification
({x <n+2; (1, 2(n−x), 4(n−x)2+6(n−x)−4)}, {⊤; (1, 0, 0)}).
To reason about the sampling statement, we apply the rule
(Q-Sample) with the fact that E[r ] = 1/2 and E[r 2] = 1. To
justify the statement call rdwalk with the post-condition
{⊤; (1, 1, 1)}, we apply the rule (Q-Call)with −→ck instantiated
by (1, 1, 1), and then obtain the quantitative context of the
pre-condition as
(1, 2(n−x), 4(n−x)2+6(n−x)−4) ⊗M (1, 1, 1)
= (1, 2(n−x)+1, 4(n−x)2+6(n−x)−4+2·2(n−x)+1)
= (1, 2(n−x)+1, 4(n−x)2+10(n−x)−3).
Soundness. The soundness of the derivation system is
proved with respect to the trace-based semantics.
Theorem 7.2. Suppose ⊢ ∆ and ∆ ⊢ {Γ;Q} Smain {Γ′; 1M},
where Q ∈ M(m)PI and the ends of the k-th interval in Q
are polynomials in Rkd [VID]. Let {Yn}n∈Z+ be a sequence
of cost invariants extracted from the derivation of ∆ ⊢
{Γ;Q} Smain {Γ′; 1M}. If the following conditions hold:
(i) E[Tmd ] < ∞, and
(ii) there exists C ≥ 0 such that for all n ∈ Z+, ∥Yn ∥∞ ≤
C · (n + 1)md almost surely,
Then E[YT ] ⊑M E[Y0] and E[AT ] ⊑M ϕQ (λ_.0).
The intuitive meaning of E[AT ] ⊑M ϕQ (λ_.0) is that the
moments E[AT ] of the accumulated cost upon program ter-
mination are bounded by intervals in ϕQ (λ_.0) where Q is
the quantitative context and λ_.0 is the initial state.
We reduce the soundness proof to the extended OST
(Thm. 6.4) for interval-valued bounds. Thm. 7.2(i) and (ii)
correspond to the constraints on the stopping time T and
the cost invariants {Yn}n∈Z+ required by the extended OST.
Operationally, we implement the routine discussed in §5 to
check if E[Tmd ] is finite. To ensure the almost-sure bounded-
ness of {Yn}n∈Z+ , we assume the bounded-update property:
every (deterministic or probabilistic) assignment to a pro-
gram variable updates the variable with an almost surely
bounded change. As observed in [37], bounded updates are
common in practice.
8 Implementation and Experiments
In this section, we first describe the implementation of our
automatic moment-analysis tool. We then evaluate the per-
formance of the tool, compared with state-of-the-art analysis
tools for higher moments.
Implementation Our tool is implemented in OCaml, and
consists of about 3200 LOC. The tool works on imperative
arithmetic probabilistic programs using a CFG-based IR [36].
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(Q-Tick)
Q =
−−−−−−→
[ck , ck ] ⊗M Q ′
∆ ⊢ {Γ;Q } tick(c) {Γ;Q ′ }
(Q-Sample)
Γ = ∀x ∈ supp(µD ) : Γ′ Q = Ex∼µD [Q ′]
∆ ⊢ {Γ;Q } x ∼ D {Γ′;Q ′ }
(Q-Call)
(Γ;Q, Γ′;Q ′) ∈ ∆(f ) −→c ∈ Rm+1
∆ ⊢ {Γ;Q ⊗M
−−−−−−→[ck , ck ]} call f {Γ′;Q ′ ⊗M
−−−−−−→[ck , ck ]}
(Q-Prob)
∆ ⊢ {Γ;Q1 } S1 {Γ′;Q ′ } ∆ ⊢ {Γ;Q2 } S2 {Γ′;Q ′ } Qk = Pk ⊕PI Rk
P = ([p, p], [0, 0], · · · , [0, 0]) ⊗M Q1 R = ([1 − p, 1 − p], [0, 0], · · · , [0, 0]) ⊗M Q2
∆ ⊢ {Γ;Q } if prob(p) then S1 else S2 fi {Γ′;Q ′ }
(Q-Loop)
∆ ⊢ {Γ ∧ L;Q } S1 {Γ;Q }
∆ ⊢ {Γ;Q } while L do S1 od {Γ ∧ ¬L;Q }
Figure 4. Selected inference rules of the derivation system.
func rdwalk() begin
{x <n+2; (1, 2(n−x), 4(n−x)2+6(n−x)−4)}
if x < n then
{x <n; (1, 2(n−x), 4(n−x)2+6(n−x)−4)}
r ∼ uniform(−1, 2);
{x <n∧r ≤ 2; (1, 2(n−x−r )+1, 4(n−x−r )2+10(n−x−r )−3)}
x B x + r ;
{x <n+2; (1, 2(n−x)+1, 4(n−x)2+10(n−x)−3)}
call rdwalk; {⊤; (1, 1, 1)} tick(1) {⊤; (1, 0, 0)}
fi {⊤; (1, 0, 0)}
end
Figure 5. The rdwalk function with annotations for the
under-approximation of the second moment.
The language supports recursive functions, continuous dis-
tributions, unstructured control-flow, and local variables. To
infer the bounds on the central moments of the accumulated
cost for a program, the user needs to specify an analysis
mode (over- or under-approximation), the order of the ana-
lyzed moment, and a maximal degree for the polynomials to
be used in ranking-function templates. Using APRON [20],
we implemented an interprocedural numeric analysis to infer
the logical contexts used in the derivation system.
Our tool represents ranking functions by the unknown
coefficients of the monomials in polynomials. The bound-
inference rules are implemented in a syntax-directed man-
ner. Our tool generates linear constraints over the unknown
coefficients on-the-fly and uses the off-the-shell LP solver
GLPK [39] to solve the constraints. The LP solver not only
checks the satisfiability of the constraints, but is also able
to optimize a linear objective function. For example, if the
analyzed program is supplied with concrete inputs, we can
instantiate the template at the beginning of the programwith
the concrete inputs, and use the obtained linear function over
unknown coefficients as the objective. In our implementa-
tion, we allow symbolic inputs with optional pre-conditions
(e.g., x < n + 2 in Ex. 7.1) and to generate a concrete input
that satisfies the condition. Note that the logical contexts
are inferred with respect to the pre-condition; therefore, the
obtained symbolic bounds are sound for all concrete inputs
that satisfy the pre-condition.
Evaluation Setup. We evaluated our tool to answer to fol-
lowing two research questions:
1. How does the raw-moment inference part of our tool
compare to existing techniques for expected-cost bound
analysis [28, 37]?
2. How does our tool compare to the state of the art in tail-
probability analysis (which is based only on higher raw
moments [24])?
For the first question, we collected a broad suite of chal-
lenging examples from related work [24, 28, 37] with dif-
ferent loop and recursion patterns, as well as probabilistic
branching, discrete sampling, and continuous sampling. Our
tool achieved comparable precision and efficiency with the
prior work on expected-cost bound analysis [28, 37]. The
details are included in appendix H.
For the second question, we evaluated our tool on the
complete benchmarks from Kura el al. [24]. We also con-
ducted a case study of a timing-attack analysis, where central
moments are more useful than raw moments to bound the
success probability of an attacker. We include the case study
in appendix I.
The experiments were performed on a machine with an
Intel Core i7 3.6GHz processor and 16GB of RAM.
Results. The results of the evaluation to answer the second
research question are presented in Tab. 2. The program (1-
1) and (1-2) describe the coupon-collector problems with
a total of two and four coupons, respectively. The other
five are variants of random walks. The first three are 1-
dimensional random walks: (2-1) is integer-valued, (2-2) is
real-valued with continuous sampling, and (2-3) exhibits ad-
versarial nondeterminism. The program (2-4) and (2-5) are
2-dimensional random walks. The table contains the inferred
over-approximations of the moments for runtimes of these
programs, and the running times of the analyses. We com-
pared our results with Kura et al.’s inference tool for higher
moments [24]. Our tool is as precise as, and sometimes more
precise than the prior work on all the benchmark programs.
Meanwhile, our tool is able to infer an over-approximation
of the raw moments of degree up to four on all the bench-
marks, while the prior work reports failure on some higher
moments for the random-walk programs. In terms of effi-
ciency, our tool processed all the analyses in less than 30
seconds, while the prior work took more than a few min-
utes on some programs. One reason why our tool is more
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Table 2. Over-approximations of the raw/central moments
of runtimes, with comparison to [24]. “T/O” stands for time-
out after 30 minutes. “N/A” means that the tool is not appli-
cable. “-” indicates that the tool fails to infer a bound.
program moment this work Kura et al. [24]over-approx. time (sec) over-approx. time (sec)
(1-1)
2nd raw 201 0.043 201 0.015
3rd raw 3829 0.042 3829 0.020
4th raw 90705 0.062 90705 0.027
2nd central 32 0.068 N/A N/A
4th central 9728 0.188 N/A N/A
(1-2)
2nd raw 2356.22 4.991 3124 0.037
3rd raw 151085.89 5.079 171932 0.062
4th raw 11566789.33 5.241 12049876 0.096
2nd central 361.11 14.278 N/A N/A
4th central 2810991.11 23.705 N/A N/A
(2-1)
2nd raw 2320 0.041 2320 11.380
3rd raw 691520 0.042 - 16.056
4th raw 340107520 0.044 - 23.414
2nd central 1920 0.069 N/A N/A
4th central 289873920 0.118 N/A N/A
(2-2)
2nd raw 8375 0.140 8375 38.463
3rd raw 1362812.5 0.199 - 73.408
4th raw 306495833.33 0.440 - 141.072
2nd central 5875 0.222 N/A N/A
4th central 447443750 1.758 N/A N/A
(2-3)
2nd raw 3674.5 0.158 6710 48.662
3rd raw 618583.875 0.161 19567043.36 0.039
4th raw 164423335.09 0.179 - T/O
2nd central 3047.32 0.238 N/A N/A
4th central 196748762.79 0.328 N/A N/A
(2-4)
2nd raw 6625 0.086 10944 216.352
3rd raw 742825 0.093 - 453.435
4th raw 101441319.4 0.276 - 964.579
2nd central 6624 0.136 N/A N/A
4th central 313269062.4 1.042 N/A N/A
(2-5)
2nd raw 21060 0.239 - 216.605
3rd raw 9860940 0.558 - 467.577
4th raw 7298339760 1.600 - 1133.947
2nd central 20160 0.371 N/A N/A
4th central 8044220160 7.144 N/A N/A
efficient is that we always reduce the higher-moment infer-
ence with non-linear polynomial templates to LP solving,
but the prior work requires semidefinite programming (SDP)
for polynomial templates.
Besides the raw moments, our tool is also capable of in-
ferring over-approximations of the central moments of run-
times for the benchmarks. To evaluate the quality of the
inferred central moments, Fig. 6 plots the upper bounds of
tail probabilities on runtimes T obtained by Kura et al. [24],
and those by our central-moment analysis. Specifically, the
prior work uses Markov’s inequality (Prop. 2.2), while we
are also able to apply Cantelli’s inequality (Prop. 2.3) with
central moments. For both raw and central moments, the tail
bounds P[T ≥ d] become more precise when the constant d
is large. Our tool outperforms the prior work on program (1-
1), (2-3), (2-5) and derives better tail bounds when d is large
on program (2-2), (2-4), while it obtains similar curves on
program (1-2), (2-1). Because our central-moment analysis
involves over- and under-approximations of raw moments,
Table 3. Symbolic over-approximations derived by our tool.
program pre-condition over-approx. of the 2nd moment
(2-1) x ≥ 0 400x 2 + 1920
(2-2) x ≥ 0 625x 2 + 2166.6667x + 1541.6667
(2-3) x ≥ 0 441x 2 + 955.25x
(2-4) x ≥ 0 ∧ y > 0 144(x + y)2 + 816(x + y) + 1057
(2-5) x ≥ y 900(x − y)2 + 7290(x − y) + 12240
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Figure 6. Upper bounds of the tail probabilities, with com-
parison to [24]. Each gray line is the minimum of tail bounds
given by raw moments of degree up to four inferred by [24].
Each red line is the minimum of tail bounds given by 2nd
and 4th central moments inferred by our tool. We include
the plots for program (2-1), (2-4) and (2-5) in appendix H.
the tail bounds obtained from central moments are signif-
icantly tighter if our tool can infer very precise over- and
under-approximations of raw moments.
Beyond the precision and efficiency, our tool is also capa-
ble of deriving symbolic approximations of higher moments.
Tab. 3 presents the inferred over-approximations of the sec-
ond moments for the random-walk benchmarks, where we
replace the concrete inputs with symbolic pre-conditions. To
the best of our knowledge, our tool is the first fully automatic
analysis for deriving symbolic interval-approximations of
higher moments for accumulated costs of probabilistic pro-
grams with recursion and sampling.
9 Conclusion
We have presented a tail-bound analysis of probabilistic pro-
grams that support general recursion and continuous sam-
pling, by deriving symbolic over-/under-approximations of
higher raw/central moments for the accumulated costs, and
employing concentration-of-measure inequalities. We have
proposed semantic optional stopping for probabilistic pro-
grams and moment monoids for compositional reasoning, as
well as extended the classic Optional Stopping Theorem to
prove soundness of our technique. The effectiveness of our
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technique has been demonstrated with our prototype imple-
mentation and the analysis of a broad suite of benchmarks,
as well as a case study of a timing-attack analysis.
In the future, we plan to go beyond arithmetic programs
and add support for more datatypes, e.g., Booleans and lists.
We will also work on other kinds of uncertain quantities
for probabilistic programs. Another research direction is to
apply our analysis to higher-order functional programs.
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A Preliminaries on Measure Theory
Interested readers can refer to textbooks and notes in the
literature [4, 35] for more details.
A.1 Basics
A measurable space is a pair (|X |, ΣX ) where |X | is a
nonempty set and ΣX is an σ -algebra over |X |, i.e., a subset
of its powerset ℘(|X |) that contains ∅ and is closed under
complement and countable union. For simplicity, most of the
time we will writeX for the pair. The smallest σ -algebra that
contains S ⊆ ℘(|X |) as a subset is said to be generated by S ,
denoted by σ (S). Every topological space X admits a Borel
σ -algebra, denoted by B(X ), which is generated by its open
sets. This gives a canonical σ -algebra on R. A measurable
function f : X → Y is a function from |X | to |Y | such that for
all B ∈ ΣY , it holds that f −1(B) ∈ ΣX . Measurable functions
from X to R are called random variables on X .
A measure µ on a measurable space X is a function from
ΣX to [0,+∞] such that (i) µ(∅) = 0, and (ii) for all pairwise-
disjointω-chains {An}n∈N ⊆ ΣX , it holds that∑n∈N µ(Ai ) =
µ(⋃n∈NAi ). For any measures µ,ν , we write µ + ν for the
measure λA.µ(A)+ν (A). For any measure µ and scalar c ≥ 0,
we write c · µ for the measure λA.c · µ(A). For all x ∈ |X |, the
Dirac measure δ (x) is defined as λA.[x ∈ A]. A measure µ on
X is called a probability measure if µ(|X |) = 1. We denote the
collection of probability measures on X by D(X ).
The integral of a random variable f with respect to a
measure µ on X is defined following Lebesgue’s theory and
denoted by
∫
A f dµ, or
∫
A f (x)µ(dx) where A ∈ ΣX . If A = X ,
we also call the integration as the expectation of f , written
Ex∼µ [f (x)], or simply E[f ] when the scope is clear.
A kernel from ameasurable spaceX to another measurable
space Y is a function κ : |X | → ΣY → [0,∞] such that:2 (i)
for all x in |X |, the functionκ(x) is a measure onY , and (ii) for
all B ∈ ΣY , the function λx .κ(x)(B) is measurable. Sometimes
we will write κ : X ⇝ Y to declare κ as a kernel from X to
Y . Intuitively, kernels describe measure transformers from
X to Y . We can “push” a measure µ on X to a measure on
Y through a kernel κ : X ⇝ Y by integration with respect
to µ:3 (µ ≫= κ)(B) def=
∫
X κ(x)(B)µ(dx). A kernel κ is called a
probability kernel if κ(x)(|Y |) = 1 for all x ∈ |X |.
A.2 Product Measures
The product of two measurable spaces X and Y is defined
as X ⊗ Y def= (|X | × |Y |,σ ({ρ−11 (A) | A ∈ ΣX } ∪ {ρ−12 (B) | B ∈
ΣY })), where ρi is the i-the coordinate map (i.e., ρ1(⟨x ,y⟩) =
x and ρ2(⟨x ,y⟩) = y). The product measurable space carries
the smallest σ -algebra that makes ρ1 and ρ2 measurable. If µ1
and µ2 are two probability measures onX andY , respectively,
2 Kernels are originally formalized as |X | × ΣY → [0, ∞]. We use the
curried version.
3 Weuse amonad bind notation≫= here. Indeed, the category of measurable
spaces admits a monad with sub-probability measures [17, 30].
then there exists a unique probability measure µ on X ⊗ Y ,
called the product measure of µ1 and µ2, written µ1 ⊗ µ2, such
that µ(A × B) = µ1(A) · µ2(B) for all A ∈ ΣX and B ∈ ΣY .
If µ is a probability measure on X and κ : X ⇝ Y is a
probability kernel, then we can construct the a probability
measure on X ⊗ Y that captures all transitions from µ via κ:
(µ ⊗ κ)(⟨A,B⟩) def=
∫
A
κ(x)(B)µ(dx).
If µ is a probability measure on X0 and κi : Xi−1 ⇝ Xi is a
probability kernel for i = 1, · · · ,n with n ∈ N, then we can
construct a probability measure on
⊗n
i=0Xi , i.e., sequences
of n transitions by inductively applying κi to µ:
µ ⊗⊗0i=1 κi def= µ,
µ ⊗⊗ki=1 κi def= (µ ⊗⊗k−1i=1 κi ) ⊗ κk , 0 < k ≤ n.
It is also feasible to define infinite products of measur-
able spaces. Let Xi = (|Xi |, Σi ), i ∈ I be a family of
measurable spaces. Their product, denoted by
⊗
i ∈I Xi =
(∏i ∈I |Xi |,⊗i ∈I Σi ), is the product space with the smallest
σ -algebra such that for every i ∈ I , the coordinate map
ρi is measurable. The following theorem is widely used to
construct a probability measures over an infinite product via
a kernel.
Proposition A.1 (Ionescu-Tulcea). Let S0 = (|S0 |, Σ0) be
a measurable space and µ0 be a probability measure on S0.
Let Si = (|Si |, Σi ) be a sequence of measurable spaces for all
i ∈ N. For each i ∈ N, let κi : S i−1 ⇝ Si be a probability
kernel, where S i def=
⊗i
k=0 Sk . Then there exists a sequence of
probability measures µi
def
= µ0 ⊗
⊗i
k=1 κk , and there exists a
uniquely defined probability measure µ on
⊗∞
k=0 Sk such that
µi (A) = µ(A ×∏∞k=i+1 |Sk |) for all i ∈ Z+ and A ∈ Σi .
A.3 Conditional Expectations
Let (Ω,F , µ) be a measure space. Let X : Ω → R be an
integrable random variable and G ⊆ F be a sub-σ -algebra of
F . Then there exists a random variable Y : Ω → R such that:
(i)Y is G-measurable, (ii)Y is integrable, i.e., E[|Y |] < ∞, and
(iii) for every setG of G , it holds that ∫G Ydµ = ∫G Xdµ. Such
a random variable Y is said to be a version of conditional
expectation E[X | G] of X given G . Conditional expectations
admit almost-sure uniqueness.
Intuitively, for some ω ∈ Ω, Y (ω) = E[X | G](ω) is the
expectation of X given the set of values Z (ω) for every G-
measurable random variable Z . For example, if G = {∅,Ω},
which contains no information, then E[X | G](ω) = E[X ]
for all ω ∈ Ω.
We review some useful properties of conditional expecta-
tions.
Proposition A.2. Suppose X : Ω → R is an integrable ran-
dom variable.
(a) If Y is any version of E[X | G], then E[Y ] = E[X ].
(b) If X is G-measurable, then E[X | G] = X , a.s.
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(c) If Z is G-measurable, then E[Z · X | G] = Z · E[X | G], a.s.
A.4 Convergence Theorems
We review two important convergence theorems for series
of random variables.
Proposition A.3 (Monotone convergence theorem). If
{ fn}n∈Z+ is a non-decreasing sequence of nonnegative ΣX -
measurable functions in a measure space X = (|X |, ΣX , µ)
and { fn}n∈Z+ converges to f pointwise, then f is also ΣX -
measurable and
lim
n→∞
∫
X
fn(x)µ(dx) =
∫
X
f (x)µ(dx).
Proposition A.4 (Dominated convergence theorem). If
{ fn}n∈Z+ is a sequence of ΣX -measurable functions in a mea-
sure space X = (|X |, ΣX ), { fn}n∈Z+ converges to f pointwise,
and { fn}n∈Z+ is dominated by a nonnegative integrable func-
tion д (i.e., | fn(x)| ≤ д(x) for each n ∈ Z+ and x ∈ |X |) where∫
X дdµ < ∞, then f is integrable and
lim
n→∞
∫
X
fn(x)µd(x) =
∫
X
f (x)µ(dx).
Further, the theorem is still true if the domination holds al-
most everywhere and f is chosen as a measurable function
that agrees almost everywhere with the almost everywhere
existing pointwise limit.
B Operational Cost Semantics
We follow Borgström et al.’s distribution-based small-step
operational semantics for probabilistic lambda calculus [5]
to define reduction rules for the semantics of Appl. A proba-
bilistic semantics steps a program configuration to a proba-
bility distribution over configurations. To formally describe
these distributions, we need to construct a measurable space
of program configurations. Our approach is to construct a
measurable space for each of the four components of config-
urations, and then use their product measurable space as the
semantic domain.
• Valuations γ : VID → R are finite real-valued maps, so
we define XV
def
= (|XV |, ΣXV ) as the canonical structure for
finite-dimensional spaces:
|XV | def= RVID, ΣXV def= σ (B(R)VID).
• The executing statement S can contain real numbers, so
we need to “lift” the Borel σ -algebra on R to program
statements. Intuitively, statements with exactly the same
structure can be treated as vectors of parameters that cor-
respond to their real-valued components. Formally, we
achieve this by constructing a metric space over state-
ments and then extracting a Borel σ -algebra from the
metric space. Fig. 7 presents a recursively defined metric
dS over statements, as well as metrics dE , dL , and dD over
expressions, conditions, and distributions, respectively, as
they are required by dS . We denote the result measurable
space by XS .
• Similarly, we construct a measurable space XK over con-
tinuations by extracting from a metric space. Fig. 7 shows
the definition of a metric dK over continuations.
• The cost accumulator α ∈ R is a real number, so we define
XA
def
= (R,B(R)) as the canonical measurable space on R.
Then the semantic domain is defined as the product measur-
able space of the four components: Σ def= XV ⊗XS ⊗XK ⊗XA.
Fig. 8 presents the rules of the evaluation relation σ 7→ µ
for Applwhere σ is a configuration and µ is a probability dis-
tribution over configurations. Note that in Appl, expressions
E and conditions L are deterministic, so we define a standard
big-step evaluation relation for them, written γ ⊢ E ⇓ r and
γ ⊢ L ⇓ b, where γ is a valuation, r ∈ R, and b ∈ 2. Most of
the rules in Fig. 8, except (E-Sample) and (E-Prob), are also
deterministic as they step to a Dirac measure.
The evaluation relation 7→ can be interpreted as a distri-
bution transformer. Indeed, 7→ can be seen as a probability
kernel.
Lemma B.1. Let γ : VID→ R be a valuation.
• Let E be an expression. Then there exists a unique r ∈ R
such that γ ⊢ E ⇓ r .
• Let L be a condition. Then there exists a unique b ∈ 2 such
that γ ⊢ L ⇓ b.
Proof. By induction on the structure of E and L. □
Lemma B.2. For every configuration σ ∈ Σ, there exists a
unique µ ∈ D(Σ) such that σ 7→ µ.
Proof. Let σ = ⟨γ , S,K ,α⟩. Then by case analysis on the
structure of S , followed by a case analysis on the structure of
K is S = skip. The rest of the proof appeals to Lem. B.1. □
Theorem B.3. The evaluation relation 7→ defines a probabil-
ity kernel over program configurations.
Proof. Lem. B.2 tells us that 7→ can be seen as a function ˆ7→
defined as follows:
ˆ7→(σ )(A) def= µ(A) where σ 7→ µ .
It is clear that ˆ7→(σ ) is a probability measure. On the
other hand, to show that λσ . ˆ7→(σ )(A) is measurable for
any measurable A, we need to prove that O(A,B) def=
(λσ . ˆ7→(σ )(A))−1(B) is a measurable set of configurations
whenever B is a measurable set of real numbers.
We introduce skeletons of programs to separate real num-
bers and discrete structures.
Sˆ F skip | tick(□ℓ) | x B Eˆ | x ∼ Dˆ | call f
| if prob(□ℓ) then Sˆ1 else Sˆ2 fi | if Lˆ then Sˆ1 else Sˆ2 fi
| while Lˆ do Sˆ od | Sˆ1; Sˆ2
Lˆ F tt | not Lˆ | Lˆ1 and Lˆ2 | Eˆ1 <= Eˆ2
Eˆ F x | □ℓ | Eˆ1 + Eˆ2 | Eˆ1 * Eˆ2
Dˆ F gaussian(□ℓµ ,□ℓσ ) | uniform(□ℓa ,□ℓb )
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dE (x ,x) def= 0
dE (c1, c2) def= |c1 − c2 |
dE (E11 + E12,E21 + E22) def= dE (E11,E21) + dE (E12,E22)
dE (E11 * E12,E21 * E22) def= dE (E11,E21) + dE (E12,E22)
dE (E1,E2) def= ∞ otherwise
dL(tt, tt) def= 0
dL(not L1, not L2) def= dL(L1,L2)
dL(L11 and L12,L21 and L22) def= dL(L11,L21) + dL(L12,L22)
dL(E11 <= E12,E21 <= E22) def= dE (E11,E21) + dE (E12,E22)
dL(L1,L2) def= ∞ otherwise
dD (uniform(a1,b1), uniform(a2,b2)) def= |a1 − a2 | + |b1 − b2 |
dD (D1,D2) def= ∞ otherwise
dS (skip, skip) def= 0
dS (tick(c1), tick(c2)) def= |c1 − c2 |
dS (x B E1,x B E2) def= dE (E1,E2)
dS (x ∼ D1,x ∼ D2) def= dD (D1,D2)
dS (call f , call f ) def= 0
dS (if prob(p1) then S11 else S12 fi, if prob(p2) then S21 else S22 fi) def= |p1 − p2 | + dS (S11, S21) + dS (S12, S22)
dS (if L1 then S11 else S12 fi, if L2 then S21 else S22 fi) def= dL(L1,L2) + dS (S11, S21) + dS (S12, S22)
dS (while L1 do S1 od, while L2 do S2 od) def= dL(L1,L2) + dS (S1, S2)
dS (S11; S12, S21; S22) def= dS (S11, S21) + dS (S12, S22)
dS (S1, S2) def= ∞ otherwise
dK (Kstop, Kstop) def= 0
dK (Kloop L1 S1 K1, Kloop L2 S2 K2) def= dL(L1,L2) + dS (S1, S2) + dK (K1,K2)
dK (Kseq S1 K1, Kseq S2 K2) def= dS (S1, S2) + dK (K1,K2)
dK (K1,K2) def= ∞ otherwise
Figure 7.Metrics for expressions, conditions, distributions, statements, and continuations.
Kˆ F Kstop | Kloop Lˆ Sˆ Kˆ | Kseq Sˆ Kˆ
The holes □ℓ are placeholders for real numbers parameterized
by locations ℓ ∈ L. We assume that the holes in a program
structure are always pairwise distinct. Let η : L → R be a
map from holes to real numbers and [η]Sˆ (resp., [η]Lˆ, [η]Eˆ,
[η]Dˆ, [η]Kˆ) be the instantiation of a statement (resp., con-
dition, expression, distribution, continuation) skeleton by
substituting η(ℓ) for □ℓ . One important property of skele-
tons is that the “distance” between any concretizations of
two different skeletons is always infinity with respect to the
metrics in Fig. 7.
Observe that
O(A,B) =
⋃ˆ
S,Kˆ
O(A,B) ∩ {⟨γ , [η]Sˆ, [η]Kˆ ,α⟩ | any γ ,α ,η}
and that Sˆ, Kˆ are countable families of statement and contin-
uation skeletons. Thus it suffices to prove that every set in
the union, which we denote byO(A,B) ∩C(Sˆ, Kˆ) later in the
proof, is measurable. Note that C(Sˆ, Kˆ) itself is indeed mea-
surable. Further, the skeletons Sˆ and Kˆ are able to determine
the evaluation rule for all concretized configurations. Thus
we can proceed by a case analysis on the evaluation rules.
To aid the case analysis, we define a deterministic eval-
uation relation det7−−→ by getting rid of the δ (·) notations in
the rules in Fig. 8 except probabilistic ones (E-Sample) and
(E-Prob). Obviously, det7−−→ can be interpreted as a measurable
function over configurations.
• If the evaluation rule is deterministic, then we have
O(A,B) ∩ C(Sˆ, Kˆ)
= {σ | σ 7→ µ, µ(A) ∈ B} ∩ C(Sˆ, Kˆ)
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γ ⊢ E ⇓ r “the expression E evaluates to a real value r under the valuation γ ”
(E-Var)
γ (x ) = r
γ ⊢ x ⇓ r
(E-Const)
γ ⊢ c ⇓ c
(E-Add)
γ ⊢ E1 ⇓ r1 γ ⊢ E2 ⇓ r2 r = r1 + r2
γ ⊢ E1 + E2 ⇓ r
(E-Mul)
γ ⊢ E1 ⇓ r1 γ ⊢ E2 ⇓ r2 r = r1 · r2
γ ⊢ E1 * E2 ⇓ r
γ ⊢ L ⇓ b “the condition L evaluates to a Boolean value b under the valuation γ ”
(E-Top)
γ ⊢ tt ⇓ ⊤
(E-Neg)
γ ⊢ L ⇓ b b′ = ¬b
γ ⊢ not L ⇓ b′
(E-Conj)
γ ⊢ L1 ⇓ b1 γ ⊢ L2 ⇓ b2 b = b1 ∧ b2
γ ⊢ L1 and L2 ⇓ b
(E-Le)
γ ⊢ E1 ⇓ r1 γ ⊢ E2 ⇓ r2 b = [r1 ≤ r2]
γ ⊢ E1 <= E2 ⇓ b
⟨γ , S,K ,α⟩ 7→ µ “the configuration ⟨γ , S,K ,α⟩ steps to a probability distribution µ over ⟨γ ′, S ′,K ′,α ′⟩’s”
(E-Skip-Stop)
⟨γ , skip, Kstop, α ⟩ 7→ δ (⟨γ , skip, Kstop, α ⟩)
(E-Skip-Loop)
γ ⊢ L ⇓ b
⟨γ , skip, Kloop S L K, α ⟩ 7→ [b] · δ (⟨γ , S, Kloop S L K, α ⟩) + [¬b] · δ (⟨γ , skip, K, α ⟩)
(E-Skip-Seq)
⟨γ , skip, Kseq S K, α ⟩ 7→ δ (⟨γ , S, K, α ⟩)
(E-Tick)
⟨γ , tick(c), K, α ⟩ 7→ δ (⟨γ , skip, K, α + c ⟩)
(E-Assign)
γ ⊢ E ⇓ r
⟨γ , x B E, K, α ⟩ 7→ δ (⟨γ [x 7→ r ], skip, K, α ⟩)
(E-Sample)
⟨γ , x ∼ D, K, α ⟩ 7→ µD ≫= λr .δ (⟨γ [x 7→ r ], skip, K, α ⟩)
(E-Call)
⟨γ , call f , K, α ⟩ 7→ δ (⟨γ , D(f ), K, α ⟩)
(E-Seq)
⟨γ , S1; S2, K, α ⟩ 7→ δ (⟨γ , S1, Kseq S2 K, α ⟩)
(E-Prob)
⟨γ , if prob(p) then S1 else S2 fi, K, α ⟩ 7→ p · δ (⟨γ , S1, K, α ⟩) + (1 − p) · δ (⟨γ , S2, K, α ⟩)
(E-Cond)
γ ⊢ L ⇓ b
⟨γ , if L then S1 else S2 fi, K, α ⟩ 7→ [b] · δ (⟨γ , S1, K, α ⟩) + [¬b] · δ (⟨γ , S2, K, α ⟩)
(E-Loop)
⟨γ , while L do S od, K, α ⟩ 7→ δ (⟨γ , skip, Kloop L S K, α ⟩)
Figure 8. Rules of the operational semantics of Appl.
= {σ | σ det7−−→ σ ′, [σ ′ ∈ A] ∈ B} ∩ C(Sˆ, Kˆ)
=

C(Sˆ, Kˆ) if {0, 1} ⊆ B
det7−−→
−1
(A) ∩ C(Sˆ, Kˆ) if 1 ∈ B and 0 < B
det7−−→
−1
(Ac ) ∩ C(Sˆ, Kˆ) if 0 ∈ B and 1 < B
∅ if {0, 1} ∩ B = ∅.
The sets in all the cases are measurable, so is the set
O(A,B) ∩ C(Sˆ, Kˆ).
• (E-Prob): Consider B with the form (−∞, t] with t ∈ R. If
t ≥ 1, then O(A,B) = Σ. Otherwise, let us assume t < 1.
Let Sˆ = if prob(□) then Sˆ1 else Sˆ2 fi. Then we have
O(A,B) ∩ C(Sˆ, Kˆ)
= {σ | σ 7→ µ, µ(A) ∈ B} ∩ C(Sˆ, Kˆ)
= {σ | σ 7→ p · δ (σ1) + (1 − p) · δ (σ2),
p · [σ1 ∈ A] + (1 − p) · [σ2 ∈ A] ∈ B} ∩ C(Sˆ, Kˆ)
= C(Sˆ, Kˆ) ∩ {⟨γ , if prob(p) then S1 else S2 fi,K ,α⟩ |
p · [⟨γ , S1,K ,α⟩ ∈ A] + (1 − p) · [⟨γ , S2,K ,α⟩ ∈ A] ≤ t}
= C(Sˆ, Kˆ) ∩
{⟨γ , if prob(p) then S1 else S2 fi,K ,α⟩ |
(⟨γ , S1,K ,α⟩ ∈ A, ⟨γ , S2,K ,α⟩ < A,p ≤ t) ∨
(⟨γ , S2,K ,α⟩ ∈ A, ⟨γ , S1,K ,α⟩ < A, 1 − p ≤ t)}.
The set above is measurable because A and Ac are mea-
surable, as well as {p ≤ t} and {p ≥ 1− t} are measurable
in R.
• (E-Sample): Consider B with the form (−∞, t] with t ∈ R.
Similar to the previous case, we assume that t < 1. Let
Sˆ = x ∼ uniform(□ℓa ,□ℓb ), without loss of generality.
Then we have
O(A,B) ∩ C(Sˆ, Kˆ)
= {σ | σ 7→ µ, µ(A) ∈ B} ∩ C(Sˆ, Kˆ)
= {σ | σ 7→ µD ≫= κbind,
∫
κbind(r )(A)µD (dr ) ≤ t} ∩ C(Sˆ, Kˆ)
= C(Sˆ, Kˆ) ∩ {σ | σ 7→ µD ≫= κbind,
µD ({r | ⟨γ [x 7→ r ], skip,K ,α⟩ ∈ A}) ≤ t}
= C(Sˆ, Kˆ) ∩ {⟨γ ,x ∼ uniform(a,b),K ,α⟩ | a < b,
µuniform(a,b)({r | ⟨γ [x 7→ r ], skip,K ,α⟩ ∈ A}) ≤ t}.
For fixed γ ,K ,α , the set {r | ⟨γ [x 7→ r ], skip,K ,α⟩ ∈ A}
is measurable in R. For the distributions considered in this
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paper, there is a sub-probability kernel κD : Rar(D) ⇝ R.
For example, κuniform(a,b) is defined to be µuniform(a,b) if
a < b, or 0 otherwise. Therefore, λ(a,b).κuniform(a,b)({r |
⟨γ [x 7→ r ], skip,K ,α⟩ ∈ A}) is measurable, and its in-
version on (−∞, t] is a measurable set over distribution
parameters (a,b). Hence the set above is measurable.
□
C Trace-Based Cost Semantics
To reason about moments of the accumulated cost, we fol-
low the Markov-chain-based reasoning [22, 29] to develop
a trace-based cost semantics for Appl. Let (Ω,F ) def= ΣN
be a measurable space of infinite traces over program con-
figurations. Let {Fn}n∈Z+ be a filtration, i.e., an increasing
sequence F0 ⊆ F1 ⊆ · · · ⊆ F of sub-σ -algebras in F , gen-
erated by coordinate maps Xn(ω) def= ωn for n ∈ Z+. Let
µ0
def
= δ (⟨λ_.0, Smain, Kstop, 0⟩) be the initial distribution. Let
P be the probability measure over infinite traces induced by
Prop. A.1 and Thm. B.3. Then (Ω,F ,P) forms a probability
space over infinite traces for a program.
D Trace-Based Reasoning on Expectations
Recall that we define a stopping time T : Ω → Z+ ∪ {∞} as
T (ω) def= inf{n ∈ Z+ | ωn = ⟨_, skip, Kstop, _⟩},
and random variables {An}n∈Z+ , {Φn}n∈Z+ , {Yn}n∈Z+ as
An(ω) def= αn where ωn = ⟨_, _, _,αn⟩,
Φn(ω) def= ϕ(ωn),
Yn(ω) def= An(ω) + Φn(ω),
where ϕ : Σ → R is a ranking function for expected cost
bound analysis. We also define A∞(ω) def= 0, Φ∞(ω) def= 0, and
thusY∞(ω) def= 0. Taking the stopping time into consideration,
we define the stopped version for these random variables as
AT (ω) def= AT (ω)(ω), ΦT (ω) def= ΦT (ω)(ω), YT (ω) def= YT (ω)(ω).
Lemma D.1. If P[T < ∞] = 1, i.e., the program terminates
almost surely, then P[limn→∞An = AT ] = 1. Further, if
{An}n∈Z+ is pointwise non-decreasing, then limn→∞ E[An] =
E[AT ].
Proof. By the property of the operational semantics, for each
ω ∈ Ω, we have An(ω) = AT (ω) for all n ≥ T (ω). Then we
have
P[ lim
n→∞An = AT ] = P({ω | limn→∞An(ω) = AT (ω)})
≥ P({ω | lim
n→∞An(ω) = AT (ω) ∧T (ω) < ∞})
= P({ω | AT (ω)(ω) = AT (ω) ∧T (ω) < ∞})
= P({ω | T (ω) < ∞})
= 1.
Now let us assume that {An}n∈Z+ is pointwise non-
decreasing. By the property of the operational semantics, we
know that A0 = 0. Therefore, An ’s are nonnegative random
variables, and their expectations E[An]’s are well-defined.
By Prop. A.3, we have limn→∞ E[An] = E[limn→∞An]. We
then conclude by the fact that limn→∞An = AT , a.s., which
we just proved. □
We reformulate the martingale property using the filtra-
tion {Fn}n∈Z+ .
Lemma D.2. For all n ∈ Z+, it holds that
E[Yn+1 | Fn] = Yn , a.s.,
i.e., the expectation of Yn conditioned on the execution history
is an invariant for n ∈ Z+.
Proof. We say that a sequence of random variables {Xn}n∈Z+
is adapted to a filtration {Fn}n∈Z+ if for each n ∈ Z+, Xn is
Fn-measurable. Then {Φn}n∈Z+ and {An}n∈Z+ are adapted
to the coordinate-generated filtration {Fn}n∈Z+ as Φn(ω)
and An(ω) depend on ωn . Then we have
E[Yn+1 | Fn](ω) = E[An+1 + Φn+1 | Fn](ω)
= E[(An+1 −An) + Φn+1 +An | Fn](ω)
= E[(An+1 −An) + Φn+1 | Fn](ω) +An(ω)
= E[(αn+1 − αn) + ϕ(ωn+1) | Fn] +An(ω)
= Eσ ′∼7→(ωn )[(α ′ − αn) + ϕ(σ ′)] +An(ω)
= ϕ(ωn) +An(ω)
= Φn(ω) +An(ω)
= Yn(ω).
Furthermore, we have the following corollary:
E[Yn+1] = E[E[Yn+1 | Fn]] = E[Yn],
for each n ∈ Z+, thus E[Yn] = E[Y0] for all n ∈ Z+. □
Now we can prove soundness of the extended OST.
Theorem (Thm. 5.3). If E[|Yn |] < ∞ for all n ∈ Z+, then
E[YT ] exists and E[YT ] = E[Y0] in the following situation:
There exist ℓ ∈ N and C ≥ 0 such that E[T ℓ] < ∞ and for
all n ∈ Z+, |Yn | ≤ C · (n + 1)ℓ almost surely.
Proof. By E[T ℓ] < ∞ where ℓ ≥ 1, we know that P[T <
∞] = 1. Then similar to the proof of Lem. D.1, we know that
P[limn→∞ Yn = YT ] = 1. On the other hand, we have
|Yn | = |Ymin(T ,n) | ≤ C · (min(T ,n) + 1)ℓ ≤ C · (T + 1)ℓ, a.s.
Recall that E[T ℓ] < ∞. Then E[(T +1)ℓ] = E[T ℓ+O(T ℓ−1)] <
∞. By Prop. A.4, with the function д set to λω .C · (T (ω)+ 1)ℓ ,
we know that limn→∞ E[Yn] = E[YT ]. By Lem. D.2, we have
E[Yn] = E[Y0] for all n ∈ Z+ thus we conclude that E[Y0] =
E[YT ].
□
E Termination Analysis
In this section, we develop a technique to reason about
upper bounds on higher moments E[Tm] of the stopping
time T . We adapt the idea of ranking functions, but rely
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on a simpler convergence proof. In this section, we assume
R = ([0,∞], ≤,+,×, 0, 1) to be a partially ordered semiring
on extended nonnegative real numbers.
Definition E.1. Amapψ : Σ→MR is said to be a ranking
function for upper bounds on stopping time if
(i) ψ (σ )0 = 1 for all σ ∈ Σ,
(ii) ψ (σ ) = 1M if σ = ⟨_, skip, Kstop, _⟩, and
(iii) ψ (σ ) ⊒M Eσ ′∼7→(σ )[(1, 1, · · · , 1) ⊗M ψ (σ ′)] for all non-
terminating configuration σ ∈ Σ.
Intuitively, ψ (σ ) is an upper bound on the moments of
the evaluation steps upon termination for the computation
that continues from the configuration σ . We defineAn and Ψn
wheren ∈ Z+ to be random variables on the probability space
(Ω,F ,P) of the trace semantics as An(ω) def=
−→
nk and Ψn(ω) def=
ψ (ωn). Then we defineAT (ω) def= AT (ω)(ω). Note that here we
define A∞(ω) = limn→∞An(ω) = (0,∞, · · · ,∞). Note that
AT =
−→
T k .
We now show that a valid ranking function for stopping
time always gives a sound upper bound.
Theorem E.2. E[AT ] ⊑M E[Ψ0].
Proof. Let Cn(ω) def= (1, 1, · · · , 1) if n < T (ω), other-
wise Cn(ω) def= (1, 0, · · · , 0). Then AT =
⊗
M
∞
i=0Ci for
all n ∈ Z+. By Prop. A.3, we know that E[AT ] =
limn→∞ E[
⊗
M
n
i=0Ci ]. Thus it suffices to show that for all
n ∈ Z+, E[⊗Mni=0Ci ] ⊑M E[Ψ0].
Observe that {Cn}n∈Z+ is adapted to {Fn}n∈Z+ , because
the event {T ≤ n} is Fn-measurable. Then we have
E[
n⊗
M
i=0
Ci ⊗M Ψn+1 | Fn]
=
n−1⊗
M
i=0
Ci ⊗M E[Cn ⊗M Ψn+1 | Fn]
⊑M
n−1⊗
M
i=0
Ci ⊗M Ψn .
Therefore, E[⊗Mni=0Ci ⊗M Ψn+1] ⊑M E[Ψ0] for all n ∈ Z+
by a simple induction. Because Ψn+1 ⊒M 1M, we conclude
that
E[
n⊗
M
i=0
Ci ] ⊑M E[
n⊗
M
i=0
Ci ⊗M Ψn+1] ⊑M E[Ψ0].
□
F Trace-Based Reasoning on Moments
We start with the fundamental composition property for
moment monoids.
Lemma (Lem. 6.2). For all u,v ∈ R, it holds that
(1, (u ⊕ v), (u ⊕ v)2, · · · , (u ⊕ v)m)
= (1,u,u2, · · · ,um) ⊗M (1,v,v2, · · · ,vm),
where un is an abbreviation for
⊗n
i=1 u for n ∈ Z+,u ∈ R.
Proof. Observe that
RHSk =
k⊕
i=0
(
k
i
)
· (ui ⊗ vk−i ).
We prove by induction on k that (u ⊕ v)k = RHSk .
• k = 0: Then (u ⊕ v)0 = 1. On the other hand, we have
RHS0 =
(
0
0
)
· (u0 ⊗ v0) = 1 · (1 ⊗ 1) = 1.
• Suppose that (u ⊕ v)k = RHSk . Then
(u ⊕ v)k+1 = (u ⊕ v) ⊗ (u ⊕ v)k
= (u ⊕ v) ⊗
k⊕
i=0
(
k
i
)
· (ui ⊗ vk−i )
=
k⊕
i=0
(
k
i
)
· (ui+1 ⊗ vk−i ) ⊕
k⊕
i=0
(
k
i
)
· (ui ⊗ vk−i+1)
=
k+1⊕
i=1
(
k
i − 1
)
· (ui ⊗ vk−i+1) ⊕
k⊕
i=0
(
k
i
)
· (ui ⊗ vk−i+1)
=
k+1⊕
i=0
(
(
k
i − 1
)
+
(
k
i
)
) · (ui ⊗ vk−i+1)
=
k+1⊕
i=0
(
k + 1
i
)
· (uk ⊗ vk−i+1)
= RHSk+1.
□
We also show that ⊗M is monotone if the operations of
the underlying semiring are monotone.
Lemma F.1. Let R = (|R|,⊑, ⊕, ⊗, 0, 1) be a partially or-
dered semiring. If ⊕ and ⊗ are monotone with respect to ⊑,
then ⊗M in the moment monoidMR is also monotone with
respect to ⊑M.
Proof. Without loss of generality, we show that−→u ⊗M−→v ⊑M−→u ⊗M −→w if −→v ⊑M −→w . By the definition of ⊑M, we know
that vk ⊑ wk for all k = 0, 1, · · · ,m. Then for each k , we
have
(−→u ⊗M −→v )k =
k⊕
i=0
(
k
i
)
· (ui ⊗ vk−i )
⊑
k⊕
i=0
(
k
i
)
· (ui ⊗wk−i )
= (−→u ⊗M −→w )k .
Then we conclude by the definition of ⊑M. □
As we allow ranking functions to be interval-valued, we
show that the interval semiring I satisfies the monotonicity
required in Lem. F.1.
Lemma F.2. The operations ⊕I and ⊗I are monotone with
respect to ⊑I .
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Proof. It is straightforward to show ⊕I is monotone. For the
rest of the proof, it suffices to show that [a,b] ⊗I [c,d] ⊑I
[a′,b ′] ⊗I [c,d] if [a,b] ⊑I [a′,b ′], i.e., [a,b] ⊆ [a′,b ′] or
a ≥ a′,b ≤ b ′.
We claim that min Sa,b,c,d ≥ min Sa′,b′,c,d , i.e.,
min{ac,ad,bc,bd} ≥ min{a′c,a′d,b ′c,b ′d}.
• If 0 ≤ c ≤ d : Then ac ≤ bc , ad ≤ bd , a′c ≤ b ′c , a′d ≤ b ′d .
It then suffices to show that min{ac,ad} ≥ min{a′c,a′d}.
Because d ≥ c ≥ 0 and a ≥ a′, we conclude that ac ≥ a′c
and ad ≥ a′d .
• If c < 0 ≤ d : Then ac ≥ bc , ad ≤ bd , a′c ≥ b ′c , a′d ≥ b ′d .
It then suffices to show that min{bc,ad} ≥ min{b ′c,a′d}.
Because d ≥ 0 > c and a ≥ a′,b ≤ b ′, we conclude that
bc ≥ b ′c and ad ≤ a′d .
• If c ≤ d < 0: Then ac ≥ bc , ad ≥ bd , a′c ≥ b ′c , a′d ≥ b ′d .
It then suffices to show that min{bc,bd} ≥ min{b ′c,b ′d}.
Because 0 > d ≥ c and b ≤ b ′, we conclude that bc ≥ b ′c
and bd ≥ b ′d .
In a similar way, we can also prove that max Sa,b,c,d ≤
max Sa′,b′,c,d . Therefore, we show that ⊗I is monotone. □
Lemma F.3. If {[an ,bn]}n∈Z+ is a montone sequence in I ,
i.e., [a0,b0] ⊑I [a1,b1] ⊑I · · · ⊑I [an ,bn] ⊑I · · · , and
[an ,bn] ⊑I [c,d] for all n ∈ Z+. Let [a,b] = limn→∞[an ,bn]
(the limit is well-defined by the monotone convergence theorem
for series). Then [a,b] ⊑I [c,d].
Proof. By the definition of ⊑I , we know that {an}n∈Z+ is non-
increasing and {bn}n∈Z+ is non-decreasing. Because an ≥ c
for all n ∈ Z+, we conclude that limn→∞ an ≥ c . Because
bn ≤ d for all n ∈ Z+, we conclude that limn→∞ bn ≤ d . Thus
we conclude that [a,b] ⊑M [c,d]. □
Recall that we extend the notions of An ,Φn ,Yn with inter-
vals for higher moments as follows:
An(ω) def=
−−−−−−→
[αkn ,αkn ] where ωn = ⟨_, _, _,αn⟩,
Φn(ω) def= ϕ(ωn),
Yn(ω) def= An(ω) ⊗M Φn(ω).
Note that in the definition of Yn , we use ⊗M to compose the
powers of the accumulated cost at step n and the ranking
function that stands for the moments of the accumulated
cost of the rest of the computation.
We now extend some of the previous results on first mo-
ments to higher moments with intervals.
Lemma F.4. If X : Ω →MI is G-measurable and X (ω) =−−−−−−−−−−−−→[ak (ω),ak (ω)] for all ω ∈ Ω, then E[X ⊗M Y | G] = X ⊗M
E[Y | G] almost surely.
Proof. Fix ω ∈ Ω. Let Y (ω) = −−−−−−−−−−−→[bk (ω), ck (ω)]. Then we have
E[X ⊗M Y | G](ω)
= E[−−−−−→[ak ,ak ] ⊗M
−−−−−→[bk , ck ] | G](ω)
= E[
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· ([ai ,ai ] ⊗I [bk−i , ck−i ]) | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
E[
k⊕
I
i=0
(
k
i
)
· ([ai ,ai ] ⊗I [bk−i , ck−i ]) | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· E[[ai ,ai ] ⊗I [bk−i , ck−i ] | G](ω).
If ai (ω) ≥ 0, then we have
E[X ⊗M Y | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· E[[aick−i ,aidk−i ] | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· [E[aick−i | G](ω),E[aidk−i | G](ω)]
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· [ai (ω) · E[ck−i | G](ω),ai (ω) · E[dk−i | G](ω)]
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· [ai (ω),ai (ω)] ⊗I E[[ck−i ,dk−i ] | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· Xi (ω) ⊗I E[Yk−i | G](ω)
= [X0(ω), · · · ,Xm(ω)] ⊗M [E[Y0 | G](ω), · · · ,E[Ym | G](ω)]
= [X0(ω), · · · ,Xm(ω)] ⊗M E[[Y0, · · · ,Ym] | G](ω)
= X (ω) ⊗M E[Y | G](ω).
Similarly, if ai (ω) < 0, then we have
E[X ⊗M Y | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· E[[aidk−i ,aick−i ] | G](ω)
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· [ai (ω) · E[dk−i | G](ω),ai (ω) · E[ck−i | G](ω)]
=
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
k⊕
I
i=0
(
k
i
)
· [ai (ω),ai (ω)] ⊗I E[[ck−i ,dk−i ] | G](ω)
= X (ω) ⊗M E[Y | G](ω).
□
Lemma F.5. For all n ∈ Z+, it holds that
E[Yn+1 | Fn] ⊑M Yn , a.s.
Proof. Similar to the proof of Lem. D.2, we know that
{An}n∈Z+ and {Φn}n∈Z+ are adapted to {Fn}n∈Z+ . Then we
have
E[Yn+1 | Fn](ω)
= E[An+1 ⊗M Φn+1 | Fn](ω)
= E[An ⊗M
−−−−−−−−−−−−−−−−−−−−−−−−−→
[(αn+1 − αn)k ,αn+1 − αn)k ] ⊗M Φn+1 | Fn](ω)
21
PL’18, January 01–03, 2018, New York, NY, USA Di Wang, Jan Hoffmann, and Thomas Reps
= An(ω) ⊗M E[
−−−−−−−−−−−−−−−−−−−−−−−−−→
[(αn+1 − αn)k ,αn+1 − αn)k ] ⊗M Φn+1 | Fn](ω)
= An(ω) ⊗M E[
−−−−−−−−−−−−−−−−−−−−−−−−−→
[(αn+1 − αn)k ,αn+1 − αn)k ] ⊗M ϕ(ωn+1) | Fn].
Recall the property of the ranking function ϕ in Defn. 6.3.
Then by Lem. F.1 with Lem. F.2, we have
E[Yn+1 | Fn](ω)
⊑M An(ω) ⊗M ϕ(ωn)
= An(ω) ⊗M Φn(ω)
= Yn .
As a corollary, we have E[Yn] ⊑M E[Y0] for all n ∈ Z+. □
Nowwe prove the following extension of OST to deal with
interval-valued ranking functions.
Theorem (Thm. 6.4). Let ∥−−−−−→[ak ,bk ]∥∞ def=
maxk {max{|ak |, |bk |}}.
If E[∥Yn ∥∞] < ∞ for all n ∈ Z+, then E[YT ] exists and
E[YT ] ⊑M E[Y0] in the following situation:
There exist ℓ ∈ N and C ≥ 0 such that E[T ℓ] < ∞ and for
all n ∈ Z+, ∥Yn ∥∞ ≤ C · (n + 1)ℓ almost surely.
Proof. By E[T ℓ] < ∞ where ℓ ≥ 1, we know that P[T <
∞] = 1. Then similar to the proof of Lem. D.1, we know that
P[limn→∞ Yn = YT ] = 1. On the other hand, Yn(ω) can be
treated as a vector of real numbers. Let an : Ω → R be a
real-valued component in Yn . Because E[∥Yn ∥∞] < ∞ and
∥Yn ∥∞ ≤ C · (n + 1)ℓ almost surely, we know that E[|an |] ≤
E[∥Yn ∥∞] < ∞ and |an | ≤ ∥Yn ∥∞ ≤ C · (n+1)ℓ almost surely.
Therefore,
|an | = |amin(T ,n) | ≤ C · (min(T ,n) + 1)ℓ ≤ C · (T + 1)ℓ, a.s.
Recall that E[T ℓ] < ∞. Then E[(T + 1)ℓ] = E[T ℓ +
O(T ℓ−1)] < ∞. By Prop. A.4, with the function д set to
λω .C · (T (ω) + 1)ℓ , we know that limn→∞ E[an] = E[aT ].
Because an is an arbitrary real-valued component in Yn , we
know that limn→∞ E[Yn] = E[YT ]. By Lem. F.5, we know that
E[Yn] ⊑M E[Y0] for all n ∈ Z+. By Lem. F.3, we conclude
that limn→∞ E[Yn] ⊑M E[Y0], i.e., E[YT ] ⊑M E[Y0]. □
G Soundness of Bound Inference
Fig. 6 presents the inference rules of the derivation sys-
tem. Function specifications are valid pairs of pre- and
post-conditions for all declared functions in a program.
Valid specifications are justified by the judgment ∆ ⊢
{Γ;Q} D(f ) {Γ′;Q ′}. The validity of a context ∆ for func-
tion specifications is then established by the validity of all
specifications in ∆, denoted by ⊢ ∆. Note that to perform
context-sensitive analysis, a function can have multiple spec-
ifications.
In addition to rules of the judgments for statements and
function specifications, we also include rules for continu-
ations and configurations that are used in the operational
semantics. A continuation K is valid with a pre-condition
{Γ;Q}, written ∆ ⊢ {Γ;Q} K , if ϕQ describes a bound
on the moments of the accumulated cost of the compu-
tation represented by K on the condition that the valua-
tion before K satisfies Γ. Validity for configurations, written
∆ ⊢ {Γ;Q} ⟨γ , S,K ,α⟩, is established by validity of the state-
ment S and the continuation K , as well as the requirement
that the valuation γ satisfies the pre-condition Γ. Here ϕQ
also describes an interval bound on the moments of the ac-
cumulated cost of the computation that continues from the
configuration ⟨γ , S,K ,α⟩.
The rule (Q-Weaken) and (QK-Weaken) are used to
strengthen the pre-condition and relax the post-condition. In
terms of the bounds on moments of the accumulated cost, if
the triple {·;Q} S {·;Q ′} is valid, then we can safely narrow
the intervals in the pre-condition Q and widen the inter-
vals in the post-condition Q ′. In the implementation, we
borrow the idea of rewrite functions from [8, 28] to handle
the judgment Γ |= Q ⊒M Q ′. Intuitively, to check that
[L1,U1] ⊒PI [L2,U2] under the logical context Γ, where
L1,U1,L2,U2 are polynomials, we find rewrite polynomi-
als T1,T2 that are always nonnegative under Γ such that
L1 = L2 + T1 and U1 = U2 − T2. For examples, if Γ is a set
of linear constraints of the form E ≥ 0, then we can repre-
sent T1,T2 by conic combinations of monimials of the linear
expressions E in Γ.
Example G.1 (An instance of the (Q:Sample) rule). For ex-
ample, if D = uniform(−1, 2) and d = 3, we know the fol-
lowing facts
Ex∼µD [x0] = 1,Ex∼µD [x1] =
1
2 ,Ex∼µD [x
2] = 1,Ex∼µD [x3] =
5
4 .
Then if Q ′ = ([1, 1], [1 + x2,xy2 + x3y]), by the linearity of
expectations, we compute the pre-condition Q as follows:
Ex∼µD [Q ′]
= ([1, 1], [Ex∼µD [1 + x2],Ex∼µD [xy2 + x3y])
= ([1, 1], [1 + Ex∼µD [x2],y2Ex∼µD [x] + yEx∼µD [x3]])
= ([1, 1], [2, 12y
2 +
5
4y]).
To reduce the soundness proof to the extended OST
for interval-valued bounds, we construct an annotated
transition kernel from validity judgements ⊢ ∆ and ∆ ⊢
{Γ;Q} Smain {Γ′;Q ′}.
Lemma G.2. Suppose ⊢ ∆ and ∆ ⊢ {Γ;Q} Smain {Γ′;Q ′}.
An annotated program configuration has the form
⟨Γ,Q,γ , S,K ,α⟩ such that ∆ ⊢ {Γ;Q} ⟨γ , S,K ,α⟩. Then
there exists a probability kernel κ over annotated program
configurations such that:
For all σ = ⟨Γ,Q,γ , S,K ,α⟩ ∈ dom(κ), it holds that
(i) κ is the same as the evaluation relation 7→ if the annotations
are omitted, i.e.,
κ(σ )≫=λ⟨_, _,γ ′, S ′,K ′,α ′⟩.δ (⟨γ ′, S ′,K ′,α ′⟩) = 7→(⟨γ , S,K ,α⟩),
and
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(Valid-Ctx)
∀f ∈ dom(∆) : ∀(Γ;Q, Γ;Q ′) ∈ ∆(f ) : ∆ ⊢ {Γ;Q } D(f ) {Γ′;Q ′ }
⊢ ∆
(Q-Skip)
∆ ⊢ {Γ;Q } skip {Γ;Q }
(Q-Tick)
Q =
−−−−−−→
[ck , ck ] ⊗M Q ′
∆ ⊢ {Γ;Q } tick(c) {Γ;Q ′ }
(Q-Assign)
Γ = [E/x ]Γ′ Q = [E/x ]Q ′
∆ ⊢ {Γ;Q } x B E {Γ′;Q ′ }
(Q-Sample)
Γ = ∀x ∈ supp(µD ) : Γ′ Q = Ex∼µD [Q ′]
∆ ⊢ {Γ;Q } x ∼ D {Γ′;Q ′ }
(Q-Call)
(Γ;Q, Γ′;Q ′) ∈ ∆(f ) −→c ∈ Rm+1
∆ ⊢ {Γ;Q ⊗M
−−−−−−→[ck , ck ]} call f {Γ′;Q ′ ⊗M
−−−−−−→[ck , ck ]}
(Q-Prob)
∆ ⊢ {Γ;Q1 } S1 {Γ′;Q ′ } ∆ ⊢ {Γ;Q2 } S2 {Γ′;Q ′ } Qk = Pk ⊕PI Rk
P = ([p, p], [0, 0], · · · , [0, 0]) ⊗M Q1 R = ([1 − p, 1 − p], [0, 0], · · · , [0, 0]) ⊗M Q2
∆ ⊢ {Γ;Q } if prob(p) then S1 else S2 fi {Γ′;Q ′ }
(Q-Cond)
∆ ⊢ {Γ ∧ L;Q } S1 {Γ′;Q ′ } ∆ ⊢ {Γ ∧ ¬L;Q } S2 {Γ′;Q ′ }
∆ ⊢ {Γ;Q } if L then S1 else S2 fi {Γ′;Q ′ }
(Q-Loop)
∆ ⊢ {Γ ∧ L;Q } S1 {Γ;Q }
∆ ⊢ {Γ;Q } while L do S1 od {Γ ∧ ¬L;Q }
(Q-Seq)
∆ ⊢ {Γ;Q } S1 {Γ′;Q ′ } ∆ ⊢ {Γ′;Q ′ } S2 {Γ′′;Q ′′ }
∆ ⊢ {Γ;Q } S1; S2 {Γ′′;Q ′′ }
(Q-Weaken)
∆ ⊢ {Γ0;Q0 } S {Γ′0 ;Q ′0 } Γ |= Γ0 Γ′0 |= Γ′ Γ |= Q ⊒M Q0 Γ′0 |= Q ′0 ⊒M Q ′
∆ ⊢ {Γ;Q } S {Γ′;Q ′ }
(Valid-Cfg)
γ |= Γ ∆ ⊢ {Γ;Q } S {Γ′;Q ′ } ∆ ⊢ {Γ′;Q ′ } K
∆ ⊢ {Γ;Q } ⟨γ , S, K, α ⟩
(QK-Stop)
∆ ⊢ {Γ;Q } Kstop
(QK-Loop)
∆ ⊢ {Γ ∧ L;Q } S {Γ;Q } ∆ ⊢ {Γ ∧ ¬L;Q } K
∆ ⊢ {Γ;Q } Kloop L S K
(QK-Seq)
∆ ⊢ {Γ;Q } S {Γ′;Q ′ } ∆ ⊢ {Γ′;Q ′ } K
∆ ⊢ {Γ;Q } Kseq S K
(QK-Weaken)
∆ ⊢ {Γ′;Q ′ } K Γ |= Γ′ Γ |= Q ⊒M Q ′
∆ ⊢ {Γ;Q } K
Figure 9. Inference rules of the derivation system.
(ii) ϕQ (γ ) ⊒M Eσ ′∼κ(σ )[
−−−−−−−−−−−−−−−−−−−→[(α ′ − α)k , (α ′ − α)k ] ⊗M ϕQ ′(γ ′)]
where σ ′ = ⟨_,Q ′,γ ′, _, _,α ′⟩.
Before proving the soundness, we show that the derivation
system for bound inference admits a relaxation rule.
Lemma G.3. Suppose ⊢ ∆. If ∆ ⊢ {Γ;Q} S {Γ′;Q ′},
then for all −→c ∈ Rm+1, the judgment ∆ ⊢ {Γ;Q ⊗M−−−−−→[ck , ck ]} S {Γ′;Q ′ ⊗M
−−−−−→[ck , ck ]} is derivable.
Proof. By induction on the derivation of ∆ ⊢
{Γ;Q} S {Γ′;Q ′}.
•
(Q-Skip)
∆ ⊢ {Γ;Q } skip {Γ;Q }
By (Q-Skip), we immediately have ∆ ⊢ {Γ;Q ⊗M−−−−−→[ck , ck ]} skip {Γ;Q ⊗M
−−−−−→[ck , ck ]}.
•
(Q-Tick)
Q =
−−−−−−→
[ck , ck ] ⊗M Q ′
∆ ⊢ {Γ;Q } tick(c) {Γ;Q ′ }
By associativity, we have
−−−−−→[ck , ck ] ⊗M (Q ′ ⊗M
−−−−−→[ck , ck ]) =
(−−−−−→[ck , ck ] ⊗M Q ′) ⊗M
−−−−−→[ck , ck ] = Q ⊗M
−−−−−→[ck , ck ]. Then we
conclude by (Q-Tick).
•
(Q-Assign)
Γ = [E/x ]Γ′ Q = [E/x ]Q ′
∆ ⊢ {Γ;Q } x B E {Γ′;Q ′ }
Because −→c ∈ Rm+1 is a constant, we know that
[E/x](Q ′ ⊗M
−−−−−→[ck , ck ]) = [E/x]Q ′ ⊗M [E/x]
−−−−−→[ck , ck ] =
[E/x]Q ′ ⊗M
−−−−−→[ck , ck ] = Q ⊗M
−−−−−→[ck , ck ]. Then we conclude
by (Q-Assign).
•
(Q-Sample)
Γ = ∀x ∈ supp(µD ) : Γ′ Q = Ex∼µD [Q ′]
∆ ⊢ {Γ;Q } x ∼ D {Γ′;Q ′ }
By Lem. F.4, and the fact that −→c ∈ Rm+1 is a constant,
we know that Ex∼µD [Q ′ ⊗M
−−−−−→[ck , ck ]] = Ex∼µD [Q ′] ⊗M−−−−−→[ck , ck ] = Q ⊗M
−−−−−→[ck , ck ]. Then we conclude by (Q-Sample).
•
(Q-Call)
(Γ;Q, Γ′;Q ′) ∈ ∆(f ) −→d ∈ Rm+1
∆ ⊢ {Γ;Q ⊗M
−−−−−−→[dk , dk ]} call f {Γ′;Q ′ ⊗M
−−−−−−→[dk , dk ]}
Let −→e def= −→d ⊗M −→c . Then
−−−−−→[ek , ek ] =
−−−−−→[dk ,dk ] ⊗M
−−−−−→[ck , ck ].
Thus we conclude by (Q-Call) with the frame set as−−−−−→[ek , ek ].
•
(Q-Prob)
∆ ⊢ {Γ;Q1 } S1 {Γ′;Q ′ } ∆ ⊢ {Γ;Q2 } S2 {Γ′;Q ′ }
Qk = Pk ⊕PI Rk P = ([p, p], [0, 0], · · · , [0, 0]) ⊗M Q1
R = ([1 − p, 1 − p], [0, 0], · · · , [0, 0]) ⊗M Q2
∆ ⊢ {Γ;Q } if prob(p) then S1 else S2 fi {Γ′;Q ′ }
By induction hypothesis, we have ∆ ⊢ {Γ;Q1 ⊗M−−−−−→[ck , ck ]} S1 {Γ′;Q ′ ⊗M
−−−−−→[ck , ck ]} and ∆ ⊢ {Γ;Q2 ⊗M−−−−−→[ck , ck ]} S2 {Γ′;Q ′ ⊗M
−−−−−→[ck , ck ]}. Then (P ⊗M
−−−−−→[ck , ck ])k =
(⊕PIki=0 (ki ) ·(Pi ⊗PI [ck−i , ck−i ])), and (R⊗M−−−−−→[ck , ck ])k =
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(⊕PIki=0 (ki ) · (Ri ⊗PI [ck−i , ck−i ])). Thus their sum is
k⊕
PI
i=0
(
k
i
)
· ((Pi ⊕PI Ri ) ⊗PI [ck−i , ck−i ]),
which equals (Q ⊗M
−−−−−→[ck , ck ])k . Then we conclude by (Q-
Prob).
•
(Q-Cond)
∆ ⊢ {Γ ∧ L;Q } S1 {Γ′;Q ′ } ∆ ⊢ {Γ ∧ ¬L;Q } S2 {Γ′;Q ′ }
∆ ⊢ {Γ;Q } if L then S1 else S2 fi {Γ′;Q ′ }
By induction hypothesis, we have ∆ ⊢ {Γ ∧ L;Q ⊗M−−−−−→[ck , ck ]} S1 {Γ′;Q ′ ⊗M
−−−−−→[ck , ck ]} and ∆ ⊢ {Γ ∧ ¬L;Q ⊗M−−−−−→[ck , ck ]} S2 {Γ′;Q ′ ⊗M
−−−−−→[ck , ck ]}. Then we conclude by (Q-
Cond).
•
(Q-Loop)
∆ ⊢ {Γ ∧ L;Q } S {Γ;Q }
∆ ⊢ {Γ;Q } while L do S od {Γ ∧ ¬L;Q }
By induction hypothesis, we have ∆ ⊢ {Γ ∧ L;Q ⊗M−−−−−→[ck , ck ]} S {Γ;Q ⊗M
−−−−−→[ck , ck ]}. Then we conclude by (Q-
Loop).
•
(Q-Seq)
∆ ⊢ {Γ;Q } S1 {Γ′;Q ′ } ∆ ⊢ {Γ′;Q ′ } S2 {Γ′′;Q ′′ }
∆ ⊢ {Γ;Q } S1; S2 {Γ′′;Q ′′ }
By induction hypothesis, we have ∆ ⊢ {Γ;Q ⊗M−−−−−→[ck , ck ]} S1 {Γ′;Q ′ ⊗M
−−−−−→[ck , ck ]} and ∆ ⊢ {Γ′;Q ′ ⊗M−−−−−→[ck , ck ]} S2 {Γ′′;Q ′′ ⊗M
−−−−−→[ck , ck ]}. Then we conclude by
(Q-Seq).
•
(Q-Weaken)
∆ ⊢ {Γ0;Q0 } S {Γ′0 ;Q ′0 }
Γ |= Γ0 Γ′0 |= Γ′ Γ |= Q ⊒M Q0 Γ′0 |= Q ′0 ⊒M Q ′
∆ ⊢ {Γ;Q } S {Γ′;Q ′ }
By induction hypothesis, we have ∆ ⊢ {Γ0;Q0 ⊗M−−−−−→[ck , ck ]} S {Γ′0 ;Q ′0 ⊗M
−−−−−→[ck , ck ]}. To apply (Q-Weaken), we
need to show that Γ |= Q ⊗M
−−−−−→[ck , ck ] ⊒M Q0 ⊗M
−−−−−→[ck , ck ]
and Γ′0 |= Q ′0 ⊗M
−−−−−→[ck , ck ] ⊒M Q ′ ⊗M
−−−−−→[ck , ck ]. Then appeal
to Lemmas F.1 and F.2.
□
Now we can construct the annotated transition kernel to
reduce the soundness proof to OST.
Proof of Lem. G.2. Let ν def= 7→(⟨γ , S,K ,α⟩). By inversion
on ∆ ⊢ {Γ;Q} ⟨γ , S,K ,α⟩, we know that γ |= Γ, ∆ ⊢
{Γ;Q} S {Γ′;Q ′}, and ∆ ⊢ {Γ′;Q ′} K for some Γ′,Q ′. We
construct a probability measure µ as κ(⟨Γ,Q,γ , S,K ,α⟩) by
induction on the derivation of ∆ ⊢ {Γ;Q} S {Γ′;Q ′}.
•
(Q-Skip)
∆ ⊢ {Γ;Q } skip {Γ;Q }
By induction on the derivation of ∆ ⊢ {Γ;Q} K .
–
(QK-Stop)
∆ ⊢ {Γ;Q } Kstop
We have ν = δ (⟨γ , skip, Kstop,α⟩). Then we set µ =
δ (⟨Γ,Q,γ , skip, Kstop,α⟩). It is clear that ϕQ (γ ) =
1M ⊗M ϕQ (γ ).
–
(QK-Loop)
∆ ⊢ {Γ ∧ L;Q } S {Γ;Q } ∆ ⊢ {Γ ∧ ¬L;Q } K
∆ ⊢ {Γ;Q } Kloop L S K
Let b ∈ 2 be such that γ ⊢ L ⇓ b.
If b = ⊤, then ν = δ (⟨γ , S, Kloop L S K ,α⟩). We set
µ = δ (⟨Γ ∧ L,Q,γ , S, Kloop L S K ,α⟩). In this case, we
know that γ |= Γ ∧ L. By the premise, we know that
∆ ⊢ {Γ ∧ L;Q} S {Γ;Q}. It then remains to show that
∆ ⊢ {Γ;Q} Kloop L S K . By (QK-Loop), it suffices to
show that ∆ ⊢ {Γ∧L;Q} S {Γ;Q} and ∆ ⊢ {Γ∧¬L;Q} K .
Then appeal to the premise.
If b = ⊥, then µ = δ (⟨γ , skip,K ,α⟩). We set µ = δ (⟨Γ ∧
¬L,Q,γ , skip,K ,α⟩). In this case, we know that γ |=
Γ∧¬L. By (Q-Skip), we have ∆ ⊢ {Γ∧¬L;Q} skip {Γ∧
¬L;Q}. It then remains to show that ∆ ⊢ {Γ ∧¬L;Q} K .
Then appeal to the premise.
In both cases, γ andQ do not change, thus we conclude
that ϕQ (γ ) = 1M ⊗M ϕQ (γ ).
–
(QK-Seq)
∆ ⊢ {Γ;Q } S {Γ′;Q ′ } ∆ ⊢ {Γ′;Q ′ } K
∆ ⊢ {Γ;Q } Kseq S K
We have ν = δ (⟨γ , S,K ,α⟩). Then we set µ =
δ (⟨Γ,Q,γ , S,K ,α⟩). By the premise, we know that ∆ ⊢
{Γ;Q} S {Γ′;Q ′} and ∆ ⊢ {Γ′;Q ′} K . Because γ and Q
do not change, we conclude thatϕQ (γ ) = 1M⊗MϕQ (γ ).
–
(QK-Weaken)
∆ ⊢ {Γ′;Q ′ } K Γ |= Γ′ Γ |= Q ⊒M Q ′
∆ ⊢ {Γ;Q } K
Because γ |= Γ and Γ |= Γ′, we know that
γ |= Γ′. Let µ ′ be obtained from the induction
hypothesis on ∆ ⊢ {Γ′;Q ′} K . Then ϕQ ′(γ ) ⊒M
Eσ ′∼µ′[
−−−−−−−−−−−−−−−−−−−→[(α ′ − α)k , (α ′ − α)k ] ⊗M ϕQ ′′(γ ′)], where σ ′ =
⟨_,Q ′′,γ ′, _, _,α ′⟩. We set µ = µ ′. Because Γ |= Q ⊒M
Q ′ and γ |= Γ, we conclude that ϕQ (γ ) ⊒M ϕQ ′(γ ).
•
(Q-Tick)
Q =
−−−−−−→
[ck , ck ] ⊗M Q ′
∆ ⊢ {Γ;Q } tick(c) {Γ;Q ′ }
We have ν = δ (⟨γ , skip,K ,α + c⟩). Then we set µ =
δ (⟨Γ,Q ′,γ , skip,K ,α + c⟩). By (Q-Skip), we have ∆ ⊢
{Γ;Q ′} skip {Γ;Q ′}. Then by the assumption, we have
∆ ⊢ {Γ;Q ′} K . It remains to show that ϕQ (γ ) ⊒M−−−−−→[ck , ck ] ⊗M ϕQ ′(γ ). Indeed, we have ϕQ (γ ) =
−−−−−→[ck , ck ] ⊗M
ϕQ ′(γ ) by the premise.
•
(Q-Assign)
Γ = [E/x ]Γ′ Q = [E/x ]Q ′
∆ ⊢ {Γ;Q } x B E {Γ′;Q ′ }
Let r ∈ R be such that γ ⊢ E ⇓ r . We have ν = δ (⟨γ [x 7→
r ], skip,K ,α⟩). Then we set µ = δ (⟨Γ′,Q ′,γ [x 7→
r ], skip,K ,α⟩). Because γ ⊢ Γ, i.e., γ ⊢ [E/x]Γ′, we
know that γ [x 7→ r ] ⊢ Γ′. By (Q-Skip), we have ∆ ⊢
{Γ′;Q ′} skip {Γ′;Q ′}. Then by the assumption, we have
∆ ⊢ {Γ′;Q ′} K . It remains to show that ϕQ (γ ) = 1M ⊗M
ϕQ ′(γ [x 7→ r ]). By the premise, we have Q = [E/x]Q ′,
thus ϕQ (γ ) = ϕ[E/x ]Q ′(γ ) = ϕQ ′(γ [x 7→ r ]).
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•
(Q-Sample)
Γ = ∀x ∈ supp(µD ) : Γ′ Q = Ex∼µD [Q ′]
∆ ⊢ {Γ;Q } x ∼ D {Γ′;Q ′ }
We have ν = µD ≫= λr .δ (⟨γ [x 7→ r ], skip,K ,α⟩). Then
we set µ = µD ≫= λr .δ (⟨Γ′,Q ′,γ [x 7→ r ], skip,K ,α⟩).
For all r ∈ supp(µD ), because γ |= ∀x ∈ supp(µD ) : Γ′,
we know that γ [x 7→ r ] |= Γ′. By (Q-Skip), we have
∆ ⊢ {Γ′;Q ′} skip {Γ′;Q ′}. Then by the assumption, we
have ∆ ⊢ {Γ′;Q ′} K . It remains to show that ϕQ (γ ) ⊒M
Er∼µD [1M ⊗M ϕQ ′(γ [x 7→ r ])]. Indeed, because Q =
Ex∼µD [Q ′], we know that ϕQ (γ ) = ϕEx∼µD [Q ′](γ ) =
Er∼µD [ϕQ ′(γ [x 7→ r ])].
•
(Q-Call)
(Γ;Q, Γ′;Q ′) ∈ ∆(f ) −→c ∈ Rm+1
∆ ⊢ {Γ;Q ⊗M
−−−−−−→[ck , ck ]} call f {Γ′;Q ′ ⊗M
−−−−−−→[ck , ck ]}
We have ν = δ (⟨γ ,D(f ),K ,α⟩). Then we set µ =
δ (⟨Γ,Q ⊗M
−−−−−→[ck , ck ],γ ,D(f ),K ,α⟩). By the premise, we
know that ∆ ⊢ {Γ;Q} D(f ) {Γ′;Q ′}. By Lem. G.3, we
know that ∆ ⊢ {Γ;Q ⊗M
−−−−−→[ck , ck ]} D(f ) {Γ′;Q ′ ⊗M−−−−−→[ck , ck ]}. Because γ and Q ⊗M
−−−−−→[ck , ck ] do not change, we
conclude that ϕ
Q ⊗M
−−−−−→[ck ,ck ](γ ) = 1M ⊗M ϕQ ⊗M−−−−−→[ck ,ck ](γ ).
•
(Q-Prob)
∆ ⊢ {Γ;Q1 } S1 {Γ′;Q ′ } ∆ ⊢ {Γ;Q2 } S2 {Γ′;Q ′ }
Qk = Pk ⊕PI Rk P = ([p, p], [0, 0], · · · , [0, 0]) ⊗M Q1
R = ([1 − p, 1 − p], [0, 0], · · · , [0, 0]) ⊗M Q2
∆ ⊢ {Γ;Q } if prob(p) then S1 else S2 fi {Γ′;Q ′ }
We have ν = p · δ (⟨γ , S1,K ,α⟩) + (1 − p) · δ (⟨γ , S2,K ,α⟩).
Then we set µ = p · δ (⟨Γ,Q1,γ , S1,K ,α⟩ + (1 −
p) · δ (⟨Γ,Q2,γ , S2,K ,α⟩). From the assumption and the
premise, we know that γ |= Γ, ∆ ⊢ {Γ′;Q ′} K , and
∆ ⊢ {Γ;Q1} S1 {Γ′;Q ′}, ∆ ⊢ {Γ;Q2} S2 {Γ′;Q ′}. It remains
to show that ϕQ (γ )k ⊒I (p ·ϕQ1 (γ )k ) ⊕I ((1−p) ·ϕQ2 (γ )k ),
where the scalar product p · [a,b] def= [pa,pb] for p ≥ 0. On
the other hand, from the premise, we haveQk = Pk ⊕PIRk
and Pk = (([p,p], · · · , [0, 0]) ⊗M Q1)k =
(k
0
) · ([p,p] ⊗PI
(Q1)k ) = p · (Q1)k , as well as Rk = (1−p) · (Q2)k . Therefore,
we have ϕQ (γ )k = ϕ−−−−−−−−→Pk ⊕PIRk (γ )k = p ·ϕQ1 (γ )k ⊕I (1−p) ·
ϕQ2 (γ )k .
•
(Q-Cond)
∆ ⊢ {Γ ∧ L;Q } S1 {Γ′;Q ′ } ∆ ⊢ {Γ ∧ ¬L;Q } S2 {Γ′;Q ′ }
∆ ⊢ {Γ;Q } if L then S1 else S2 fi {Γ′;Q ′ }
Let b ∈ 2 be such that γ ⊢ L ⇓ b.
If b = ⊤, then ν = δ (⟨γ , S1,K ,α⟩). We set µ = δ (⟨Γ ∧
L,Q,γ , S1,K ,α⟩). In this case, we know that γ |= Γ ∧ L.
By the premise and the assumption, we know that ∆ ⊢
{Γ ∧ L;Q} S1 {Γ′;Q ′} and ∆ ⊢ {Γ′;Q ′} K .
If b = ⊥, then ν = δ (⟨γ , S2,K ,α⟩). We set µ = δ (⟨Γ ∧
¬L,Q,γ , S2,K ,α⟩). In this case, we know that γ |= Γ ∧ ¬L.
By the premise and the assumption, we know that ∆ ⊢
{Γ ∧ ¬L;Q} S2 {Γ′;Q ′} and ∆ ⊢ {Γ′;Q ′} K .
In both cases, γ and Q do not change, thus we conclude
that ϕQ (γ ) = 1M ⊗M ϕQ (γ ).
•
(Q-Loop)
∆ ⊢ {Γ ∧ L;Q } S {Γ;Q }
∆ ⊢ {Γ;Q } while L do S1 od {Γ ∧ ¬L;Q }
We have ν = δ (⟨γ , skip, Kloop L S K ,α⟩). Then we set
µ = δ (⟨Γ,Q,γ , skip, Kloop L S K ,α⟩). By (Q-Skip), we
have ∆ ⊢ {Γ;Q} skip {Γ;Q}. Then by the assumption
∆ ⊢ {Γ ∧ ¬L;Q} K and the premise, we know that ∆ ⊢
{Γ;Q} Kloop L S K by (QK-Loop). Because γ andQ do not
change, we conclude that ϕQ (γ ) = 1M ⊗M ϕQ (γ ).
•
(Q-Seq)
∆ ⊢ {Γ;Q } S1 {Γ′;Q ′ } ∆ ⊢ {Γ′;Q ′ } S2 {Γ′′;Q ′′ }
∆ ⊢ {Γ;Q } S1; S2 {Γ′′;Q ′′ }
We have ν = δ (⟨γ , S1, Kseq S2 K ,α⟩). Then we set
µ = δ (⟨Γ,Q,γ , S1, Kseq S2 K ,α⟩). By the first premise,
we have ∆ ⊢ {Γ;Q} S1 {Γ′;Q ′}. By the assumption
∆ ⊢ {Γ′′;Q ′′} K and the second premise, we know that
∆ ⊢ {Γ′;Q ′} Kseq S2 K by (QK-Seq). Because γ and Q do
not change, we conclude that ϕQ (γ ) = 1M ⊗M ϕQ (γ ).
•
(Q-Weaken)
∆ ⊢ {Γ0;Q0 } S {Γ′0 ;Q ′0 }
Γ |= Γ0 Γ′0 |= Γ′ Γ |= Q ⊒M Q0 Γ′0 |= Q ′0 ⊒M Q ′
∆ ⊢ {Γ;Q } S {Γ′;Q ′ }
By γ |= Γ and Γ |= Γ0, we know that γ |= Γ0. By the
assumption ∆ ⊢ {Γ′;Q ′} K and the premise Γ′0 |= Γ′,
Γ′0 |= Q ′0 ⊒M Q ′, we derive ∆ ⊢ {Γ′0 ;Q ′0} K by (QK-
Weaken). Thus let µ0 be obtained by the induction hy-
pothesis on ∆ ⊢ {Γ0;Q0} S {Γ′0 ;Q ′0}. Then ϕQ0 (γ ) ⊒M
Eσ ′∼µ0 [
−−−−−−−−−−−−−−−−−−−→[(α ′ − α)k , (α ′ − α)k ] ⊗M ϕQ ′′(γ ′)], where σ ′ =
⟨_,Q ′′,γ ′, _, _,α ′⟩. We set µ = µ0. By the premise Γ |=
Q ⊒M Q0 and γ |= Γ, we conclude that ϕQ (γ ) ⊒M ϕQ0 (γ ).
□
Therefore, we can use the annotated kernel κ above to
re-construct the trace-based moment semantics in appen-
dix C. Then we can define the ranking function on an-
notated program configurations as ϕ(σ ) def= ϕQ (γ ) where
σ = ⟨_,Q,γ , _, _, _⟩.
The next step is to apply the extended OST for interval
bounds (Thm. 6.4). Recall that the theorem requires that for
some ℓ ∈ N and C ≥ 0, ∥Yn ∥∞ ≤ C · (n + 1)ℓ almost surely
for all n ∈ Z+. One sufficient condition for the requirement
is to assume the bounded-update property, i.e., every (deter-
ministic or probabilistic) assignment to a program variable
updates the variable with a bounded change. As observed
in [37], bounded updates are common in practice. We formu-
late the idea as follows.
Lemma G.4. If there exists C0 ≥ 0 such that for all n ∈ Z+
and x ∈ VID, it holds that P[|γn+1(x) − γn(x)| ≤ C0] = 1
where ω is an infinite trace, ωn = ⟨γn , _, _, _⟩, and ωn+1 =
⟨γn+1, _, _, _⟩, then there exists C ≥ 0 such that for all n ∈ Z+,
∥Yn ∥∞ ≤ C · (n + 1)md almost surely.
Proof. Let C1 ≥ 0 be such that for all tick(c) statements in
the program, |c | ≤ C1. Then for all ω, if ωn = ⟨_, _, _,αn⟩,
then |αn | ≤ n·C1. On the other hand, we know thatP[|γn(x)−
γ0(x)| ≤ C0 · n] = 1 for any variable x . As we assume all
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Table 4. Upper bounds of the expectations of runtimes, with
comparison to [24].
program upper bound by our tool upper bound by [24]
(1-1) 13 (deg 2, 0.039s) 13 (deg 1, 0.011s)
(1-2) 44.6667 (deg 4, 2.237s) 68 (deg 1, 0.020s)
(2-1) 20 (deg 1, 0.037s) 20 (deg 1, 0.011s)
(2-2) 75 (deg 1, unroll, 0.099s) 75 (deg 1, 0.015s)
(2-3) 42 (deg 1, 0.134s) 62 (deg 1, 0.017s)
(2-4) 73 (deg 1, 0.076s) 96 (deg 1, 0.013s)
(2-5) 90 (deg 1, 0.176s) 90 (deg 1, 0.017s)
the program variables are initialized to zero, we know that
P[|γn(x)| ≤ C0 ·n] = 1. From the construction in the proof of
Lem. G.2, we know that all the templates used to define the
interval-valued ranking function should have almost surely
bounded coefficients. Let C2 ≥ 0 be such a bound. Also, the
k-th component in a template is a polynomial in Rkd [VID].
Therefore, Φn(ω) = ϕ(ωn) = ϕQn (γn), and
|ϕQn (γn)k | ≤
kd∑
i=0
C2 · |VID|i · |C0 · n |i ≤ C3 · (n + 1)kd , a.s.,
for some sufficiently large constant C3. Thus
|(Yn)k | = |(An ⊗M Φn)k | = |
k⊕
I
i=0
(
k
i
)
· ((An)i ⊗I (Φn)k−i )|
≤
k∑
i=0
(
k
i
)
· (n ·C1)i · (C3 · (n + 1))(k−i)d
≤ C4 · (n + 1)kd , a.s.,
for some sufficiently large constant C4. Therefore ∥Yn ∥∞ ≤
C5 · (n+1)md , a.s., for some sufficiently large constantC5. □
Now we prove the soundness of bound inference.
Theorem (Thm. 7.2). Suppose ⊢ ∆ and ∆ ⊢
{Γ;Q} Smain {Γ′; 1M}. Then E[AT ] ⊑M ϕQ (λ_.0), i.e.,
the moments E[AT ] of the accumulated cost upon program
termination are bounded by intervals in ϕQ (λ_.0) where Q is
the quantitative context and λ_.0 is the initial valuation, if
both of the following properties hold:
(i) E[Tmd ] < ∞, and
(ii) there exists C0 ≥ 0 such that for all n ∈ Z+ and x ∈ VID,
it holds almost surely that |γn+1(x) − γn(x)| ≤ C0 where
⟨γn , _, _, _⟩ = ωn and ⟨γn+1, _, _, _⟩ = ωn+1 of an infinite
trace ω.
Proof. By Lem. G.4, there existsC ≥ 0 such that ∥Yn ∥∞ ≤ C ·
(n+1)md almost surely for all n ∈ Z+. By the assumption, we
also know that E[Tmd ] < ∞. Thus by Thm. 6.4, we conclude
that E[YT ] ⊑M E[Y0], i.e., E[AT ] ⊑M E[Φ0] = ϕQ (λ_.0). □
H Experimental Evaluation
Fig. 10 is the complete version of the plots in Fig. 6.
Tab. 4 compares our tool with Kura et al. [24] on their
benchmarks for upper bounds on the first moments of run-
times. In the parentheses after the bounds, we record the
degree of polynomials for the templates and the running
time of the analysis. A special “unroll” tag means that our
tool performs a loop-unrolling technique to obtain more pre-
cise results. All the analyses were processed in one second,
and our tool can derive better bounds than the compared
tool [24].
Tab. 5 compares our tool with Absynth by Ngo et al. [28]
on their benchmarks for upper bounds on the first moments
of monotone costs. Both tools are able to infer symbolic
polynomial bounds. Absynth uses a finer-grained set of
base functions, and it supports bounds of the form |[x ,y]|,
which is defined asmax(0,y−x). Our tool achieves the same
precision as Absynth for most of the time, but it is less
efficient than Absynth. One reason for this could be that
we use GLPK as the LP backend, while Absynth employs
CoinOr CLP, which seems to be more efficient than GLPK on
large instances. Nevertheless, all the analyses were processed
in around 10 seconds.
Tab. 6 compares our tool with Wang et al. [37] on their
benchmar for lower and upper bounds on the first moments
of accumulated costs. All the benchmark programs satisfy the
bounded-update property. To ensure soundness, our tool has
to perform an extra termination check required by Thm. 7.2.
Our tool derives similar symbolic lower- and upper-bounds,
compared to the results of [37]. Meanwhile, our tool is more
efficient than the compared tool. One source of slowdowns
of [37] could be that they use Matlab as the LP backend and
the initialization of Matlab has significant overheads.
I Case Study: Timing-Attack Analysis
We motivate our work on central-moment analysis using a
probabilistic program with a timing-leak vulnerability, and
demonstrate how the results from an analysis can be used to
bound the success rate of an attack program that attempts
to exploit the vulnerability. The program is extracted and
modified from a web application provided by DARPA during
engagements as part of the STAC program [38]. In essence,
the program models a password checker that compares an
input дuess with an internally stored password secret , rep-
resented as two N -bit vectors. The program in Fig. 11(a) is
the interface of the checker, and Fig. 11(b) is the comparison
function compare, which carries out most of the computa-
tion. The statements of the form “tick(·)” represent a cost
model for the running time of compare, which is assumed
to be observable by the attacker. compare iterates over the
bits from high-index to low-index, and the running time ex-
pended during the processing of bit i depends on the current
comparison result (stored in cmp), as well as on the values
of the i th bits of дuess and secret . Because the running time
of compare might leak information about the relationship
between дuess and secret , compare introduces some random
delays to add noise to its running time. However, we will
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Figure 10. Upper bounds of the tail probabilities, with comparison to [24]. Each gray line is the minimum of tail bounds given
by raw moments of degree up to four inferred by [24]. Each red line is the minimum of tail bounds given by 2nd and 4th central
moments inferred by our tool.
Table 5. Upper bounds of the expectations of monotone costs, with comparison to [28].
program pre-condition upper bound by our tool upper bound by Absynth [28]
2drdwalk d < n 2n − 2d + 2 (deg 1, 2.920s) 2 |[0, n − d + 1] | (deg 1, 0.188s)
C4B_t09 x > 0 17x (deg 1, 0.050s) 17 |[0, x ] | (deg 1, 0.021s)
C4B_t13 x > 0 ∧ y > 0 1.25x + y (deg 1, 0.065s) 1.25 |[0, x ] | + |[0, y] | (deg 1, 0.015s)
C4B_t15 x > y ∧ y > 0 1.1667x (deg 1, 0.141s) 1.3333 |[0, x ] | (deg 1, 0.016s)
C4B_t19 i > 100 ∧ k > 0 k2 + 302k + i2 − 199i + 32701 (deg 2, 0.051s) |[0, 51 + i + k ] | + 2 |[0, i] | (deg 1, 0.016s)
C4B_t30 x > 0 ∧ y > 0 0.5x + 0.5y + 2 (deg 1, 0.050s) 0.5 |[0, x + 2] | + 0.5 |[0, y + 2] | (deg 1, 0.012s)
C4B_t61 l ≥ 8 1.4286l (deg 1, 0.037s) 1.4286 |[0, l ] | (deg 1, 0.014s)
bayesian_network n > 0 4n (deg 1, 0.533s) 4 |[0, n] | (deg 1, 0.069s)
ber x < n 2n − 2x (deg 1, 0.038s) 2 |[0, n − x ] | (deg 1, 0.009s)
bin n > 0 0.2n + 1.8 (deg 1, 0.037s) 0.2 |[0, n + 9] | (deg 1, 0.194s)
condand n > 0 ∧m > 0 2m (deg 1, 0.051s) 2 |[0,m] | (deg 1, 0.010s)
cooling mt > st ∧ t > 0 mt − st + 0.42t + 2.1 (deg 1, 0.156s) 0.42 |[0, t + 5] | + |[0,mt − st ] | (deg 1, 0.023s)
coupon ⊤ 11.4167 (deg 4, unroll, 0.157s) 15 (deg 1, 0.022s)
cowboy_duel ⊤ 1.2 (deg 1, 0.031s) 1.2 (deg 1, 0.010s)
cowboy_duel_3way ⊤ 2.0833 (deg 2, 0.557s) 2.0833 (deg 1, 0.044s)
fcall x < n 2n − 2x (deg 1, 0.044s) 2 |[0, n − x ] | (deg 1, 0.008s)
filling_vol volToF ill > 0 0.6667volToF ill + 7 (deg 1, 0.121s) 0.3333 |[0, volToF ill + 10] | + 0.3333 |[0, volToF ill + 11] | (deg 1, 0.091s)
geo ⊤ 5 (deg 1, 0.029s) 5 (deg 1, 0.008s)
hyper x < n 5x − 5x (deg 1, 0.036s) 5 |[0, n − x ] | (deg 1, 0.016s)
linear01 x > 2 0.6x (deg 1, 0.040s) 0.6 |[0, x ] | (deg 1, 0.008s)
prdwalk x < n 1.1429n − 1.1429x + 4.5714 (deg 1, 0.046s) 1.1429 |[0, n − x + 4] | (deg 1, 0.018s)
prnes y > 0 ∧ n < 0 −68.4795n + 0.0526y − 0.0526 (deg 1, 0.618s) 68.4795 |[0, −n] | + 0.0526 |[0, y] | (deg 1, 0.021s)
prseq y > 9 ∧ x − y > 2 1.65x − 1.5y (deg 1, 0.060s) 1.65 |[0, x − y] | + 0.15 |[0, y] | (deg 1, 0.018s)
prspeed x < n ∧ y < m 2m − 2y + 0.6667n − 0.6667x (deg 1, 0.106s) 2 |[0,m − y] | + 0.6667 |[0, n − x ] | (deg 1, 0.017s)
race h < t 0.6667t − 0.6667h + 6 (deg 1, 0.060s) 0.6667 |[0, t − h + 10] | (deg 1, 0.037s)
rdseql x > 0 ∧ y > 0 2.25x + y (deg 1, 0.062s) 2.25 |[0, x ] | + |[0, y] | (deg 1, 0.016s)
rdspeed x < n ∧ y < m 2m − 2y + 0.6667n − 0.6667x (deg 1, unroll, 0.089s) 2 |[0,m − y] | + 0.6667 |[0, n − x ] | (deg 1, 0.010s)
rdwalk x < n 2n − 2x + 2 (deg 1, 0.045s) 2 |[0, n − x + 1] | (deg 1, 0.015s)
rejection_sampling n > 0 2n (deg 2, 0.608s) 2 |[0, n] | (deg 1, 0.358s)
rfind_lv ⊤ 2 (deg 1, 0.027s) 2 (deg 1, 0.010s)
rfind_mc k > 0 2 (deg 1, 0.046s) |[0, k ] | (deg 1, 0.018s)
robot n > 0 0.2778n + 1.9444 (deg 1, 0.543s) 0.2778 |[0, n + 7] | (deg 1, 0.434s)
roulette n < 10 −4.9333n + 98.6667 (deg 1, 0.258s) 4.9333 |[0, 20 − n] | (deg 1, 0.097s)
sprdwalk x < n 2n − 2x (deg 1, 0.033s) 2 |[0, n − x ] | (deg 1, 0.012s)
trapped_miner n > 0 7.5n (deg 2, 0.327s) 7.5 |[0, n] | (deg 1, 0.025s)
complex y > 0 ∧w > 0 ∧ n > 0 ∧m > 0 4mn + 2n +w + 0.6667y + 0.6667 (deg 2, 0.272s) 4m |[0, n] | + 2 |[0, n] | + |[0, w ] | + 0.6667 |[0, y + 1] | (deg 2, 1.060s)
multirace n > 0 ∧m > 0 2mn + 4n (deg 2, 2.111s) 2 |[0, n] | |[0,m] | + 4 |[0, n] | (deg 2, 0.802s)
pol04 x > 0 4.5x2 + 10.5x (deg 2, 10.659s) 4.5 |[0, x ] |2 + 4.5 |[x ] | (deg 2, 0.139s)
pol05 x > 0 0.6667x2 + 2x (deg 2, 0.200s) 0.6667 |[0, x ] |2 + 2 |[0, x + 1] | (deg 2, 0.194s)
pol07 n > 0 1.5n2 − 4.5n + 3 (deg 2, 0.359s) 1.5 |[0, n − 1] |2 (deg 2, 0.284s)
rdbub n > 0 3n2 (deg 2, 0.524s) 3 |[0, n] |2 (deg 2, 0.066s)
recursive arдl < arдh 0.25(arдh − arдl )2 + 1.75(arдh − arдl ) (deg 2, 0.440s) 0.25 |[0, arдh − arдl ] |2 + 1.75 |[0, arдh − arдl ] | (deg 2, 0.391s)
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Table 6. Upper and lower bounds of the expectation of (possibly) non-monotone costs, with comparison to [37].
program pre-condition termination check bounds by our tool bounds by [37]
Bitcoin x ≥ 1 E[T ] < ∞ ub. −1.475x (deg 1, 0.047s) −1.475x + 1.475 (deg 2, 3.705s)Mining (deg 1, 0.047s) lb. −1.5x (deg 1, 0.049s) −1.5x (deg 2, 3.485s)
Bitcoin y ≥ 0 E[T
2] < ∞ ub. −7.375y2 − 66.375y (deg 2, 0.395s) −7.375y2 − 41.625y + 49 (deg 2, 5.936s)
Mining Pool (deg 3, 0.415s)5 lb. −7.5y2 − 67.5y (deg 2, 0.407s) −7.5y2 − 67.5y (deg 2, 6.157s)
Queueing n > 0 E[T
2] < ∞ ub. 0.0531n (deg 2, 0.231s) 0.0492n (deg 3, 69.669s)
Network (deg 2, 0.267s) lb. 0.028n (deg 2, 0.229s) 0.0384n (deg 3, 68.849s)
Running x ≥ 0 E[T
2] < ∞ ub. 0.3333x2 + 0.3333x (deg 2, 0.057s) 0.3333x2 + 0.3333x (deg 2, 3.766s)
Example (deg 2, 0.056s) lb. 0.3333x2 + 0.3333x (deg 2, 0.057s) 0.3333x2 + 0.3333x − 0.6667 (deg 2, 3.555s)
Nested i ≥ 0 E[T
2] < ∞ ub. 0.3333i2 + i (deg 2, 0.650s) 0.3333i2 + i (deg 2, 28.398s)
Loop (deg 4, 0.656s) lb. 0.3333i2 + i (deg 2, 0.632s) 0.3333i2 − i (deg 2, 7.299s)
Random x ≤ n E[T ] < ∞ ub. 2.5x − 2.5n − 2.5 (deg 1, 0.072s) 2.5x − 2.5n (deg 2, 4.536s)Walk (deg 1, 0.072s) lb. 2.5x − 2.5n − 2.5 (deg 1, 0.072s) 2.5x − 2.5n − 2.5 (deg 2, 4.512s)
2D Robot x ≥ y E[T
2] < ∞ ub. 1.7280(x − y)2 + 31.4539(x − y) + 126.5167 (deg 2, 2.406s) 1.7280(x − y)2 + 31.4539(x − y) + 126.5167 (deg 2, 7.133s)
(deg 2, 2.466s) lb. 1.7280(x − y)2 + 31.4539(x − y) + 29.7259 (deg 2, 2.440s) 1.7280(x − y)2 + 31.4539(x − y) (deg 2, 7.040s)
Good d ≤ 30 ∧ n ≥ 1 E[T
2] < ∞ ub. −0.5n − 3.6667d + 117.3333 (deg 2, 0.038s) 0.0067dn − 0.7n − 3.8035d + 0.0022d2 + 119.4351 (deg 2, 5.272s)
Discount (deg 2, 0.039s) lb. −0.005n2 − 0.5n (deg 2, 0.038s) 0.0067dn − 0.7133n − 3.8123d + 0.0022d2 + 112.3704 (deg 2, 5.323s)
Pollutant n ≥ 0 E[T
2] < ∞ ub. −0.2n2 + 50.2n (deg 2, 0.070s) −0.2n2 + 50.2n (deg 2, 5.851s)
Disposal (deg 2, 0.070s) lb. −0.2n2 + 50.2n − 435.6 (deg 2, 0.070s) −0.2n2 + 50.2n − 482 (deg 2, 5.215s)
Species a ≥ 5 ∧ b ≥ 5 E[T
2] < ∞ ub. 40ab − 180a − 180b + 810 (deg 2, 0.059s) 40ab − 180a − 180b + 810 (deg 3, 5.545s)
Fight (deg 2, 0.059s) lb. N/A N/A
see shortly that such a countermeasure does not protect the
program from a timing attack.
We now show how the moments of the running time of
compare—the kind of information provided by our central-
moment analysis (§7)—are useful for analyzing the success
probability of the attack program given in Fig. 11(c). Let T
be the random variable for the running time of compare. A
standard timing attack for such programs is to guess the bits
of secret successively. The idea is the following: Suppose that
we have successfully obtained the bits secret[i + 1] through
secret[N ]; we now guess that the next bit, secret[i], is 1 and set
дuess[i] B 1. Theoretically, if the following two conditional
expectations
E[T1] def= E[T | ∧Nj=i+1(secret[j] = дuess[j])
∧ (secret[i] = 1 ∧ дuess[i] = 1)]
(6)
E[T0] def= E[T | ∧Nj=i+1(secret[j] = дuess[j])
∧ (secret[i] = 0 ∧ дuess[i] = 1)]
(7)
have a significant difference, then there is an opportunity
to check our guess by running the program multiple times,
using the average running time as an estimate of E[T ], and
choosing the value of guess[i] according to whichever of (6)
and (7) is closest to our estimate. However, if the difference
between E[T1] and E[T0] is not significant enough, or the
program produces a large amount of noise in its running
time, the attack might not be realizable in practice. To deter-
mine whether the timing difference represents an exploitable
vulnerability, we need to reason about the attack program’s
success rate.
Toward this end, we can analyze the failure probability
for setting guess[i] incorrectly, which happens when, due to
an unfortunate fluctuation, the running-time estimate est is
closer to one of E[T1] and E[T0], but the truth is actually the
other. For instance, suppose that E[T0] < E[T1] and est <
E[T0]+E[T1]
2 ; the attack programwould pickT0 as the truth, and
set guess[i] to 0. If such a choice is incorrect, then the actual
distribution of est on the i th round of the attack program
satisfies E[est] = E[T1], and the probability of this failure
event is
P
[
est <
E[T0] + E[T1]
2
]
= P
[
est − E[T1] < E[T0] − E[T1]2
]
= P
[
est − E[est] < E[T0] − E[T1]2
]
under the condition given by the conjunction in (6). This
formula has exactly the same shape as a tail probability,
which makes it possible to utilize moments and concentration
of measure inequalities [14] to bound the probability.
The attack program is parameterized by K > 0, which rep-
resents the number of trials it performs for each bit position
to obtain an estimate of the running time. Assume that we
have applied our central-moment-analysis technique (§7),
and obtained the following inequalities on the mean (i.e., the
first moment), the second moment, and the variance (i.e., the
second central moment) of the quantities (6) and (7).
E[T1] ≥ 13N , E[T1] ≤ 15N ,
V[T1] ≤ 26N 2 + 42N , (8)
E[T0] ≥ 13N − 5i, E[T0] ≤ 13N − 3i,
V[T0] ≤ 8N − 36i2 + 52Ni + 24i . (9)
To bound the probability that the attack program makes an
incorrect guess for the i th bit, we do case analysis:
• Suppose that secret[i] = 1, but the attack program assigns
дuess[i] B 0. The truth—with respect to the actual distri-
bution of the running timeT of compare for the i th bit—is
that E[est] = E[T1], but the attack program in Fig. 11(c) ex-
ecutes the then-branch of the conditional statement. Thus,
our task reduces to that of bounding P[est < 13N − 1.5i].
The estimate est is the average of K i.i.d. random variables
drawn from a distribution with mean E[T1] and variance
V[T1]. We derive the following, using the inequalities from
(8):
E[est] = E[T1] ≥ 13N ,
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func compare(дuess, secret) begin
i B N ; cmp B 0;
while i > 0 do
tick(2.0);
while i > 0 do
if prob(0.5) then break fi
tick(5.0);
if cmp > 0 ∨ (cmp = 0 ∧ дuess[i] > secret[i])
then cmp B 1
else
tick(5.0);
if cmp < 0 ∨ (cmp = 0 ∧ дuess[i] < secret[i])
then cmp B −1
fi
fi
tick(1.0);
i B i − 1
od
od;
return cmp
end
(b)
func check(дuess) begin
cmp B compare(дuess, secret);
if cmp = 0 then
login()
fi
end
(a)
дuess B ®0;
i B N ;
while i > 0 do
next B дuess;
next[i] B 1;
est B estimateTime(K , check(next));
if est ≤ 13N − 1.5i then
дuess[i] B 0
else
дuess[i] B 1
fi;
i B i − 1
od;
(c)
Figure 11. (a) The interface of the password checker. (b) A function that compares two bit vectors, adding some random
noise. (c) An attack program that attempts to exploit the timing properties of compare to find the value of the password stored
in secret .
V[est] = V[T1]
K
≤ 26N
2 + 42N
K
. (10)
Recall a generalization of Chebyshev’s inequality that
makes use of variances:
Proposition (Cantelli’s inequality). IfX is a random vari-
able and a > 0, then we have P[X −E[X ] ≤ −a] ≤ V[X ]V[X ]+a2
and P[X − E[X ] ≥ a] ≤ V[X ]V[X ]+a2 .
We are now able to derive an upper bound on P[est <
13N − 1.5i] as follows:
P[est ≤ 13N − 1.5i] = P[est − 13N ≤ −1.5i]
† E[est] ≥ 13N by (10) †
≤ P[est − E[est] ≤ −1.5i]
† Cantelli’s inequality †
≤ V[est]
V[est] + (1.5i)2
=
26N 2 + 42N
26N 2 + 42N + 2.25Ki2 .
• The other case, in which secret[i] = 0 but the attack pro-
gram chooses to set дuess[i] B 1, can be analyzed in a
similar way to the previous case, and the bound obtained
is the following:
P[est > 13N − 1.5i] ≤ P[est ≥ 13N − 1.5i]
≤ 8N − 36i
2 + 52Ni + 24i
8N − 36i2 + 52Ni + 24i + 2.25Ki2 .
Let F i1 and F i0 , respectively, denote the two upper bounds on
the failure probabilities for the i th bit.
For the attack program to succeed, it has to succeed for
all bits. If the number of bits is N = 32, and in each iteration
the number of trials that the attack program uses to estimate
the running time is K = 104, we derive a lower bound on the
success rate of the attack program from the upper bounds
on the failure probabilities derived above:
P[Success] ≥
32∏
i=1
(1 −max(F i1, F i0)) ≥ 0.219413,
which is low, but not insignificant. However, the somewhat
low probability is caused by a property of compare: if дuess
and secret share a very long prefix, then the running-time
behavior on different values of дuess becomes indistinguish-
able. However, if instead we bound the success rate for all
but the last six bits, we obtain:
P[Success for all but the last six bits] ≥ 0.830561,
which is a much higher probability! The attack program
can enumerate all the possibilities to resolve the last six
bits. (Moreover, by brute-forcing the last six bits, a total of
10, 000×26+64 = 260, 064 calls to checkwould be performed,
rather than 320, 000.)
Overall, our analysis concludes that the check and
compare in Fig. 11 are vulnerable to a timing attack.
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