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Cílem této bakalářské práce je nalézt algoritmy pro sekvenční řešení problému obchodního
cestujícího.
Tento problém je využíván pro nalezení nejkratší cesty mezi N městy. Existují různé
varianty řešení. Jednou z variant je algoritmus, který musí projít všechna města a vrátit
se do výchozího bodu. S narůstajícím počtem měst narůstá časová i paměťová složitost
pro nalezení řešení. Proto tedy záleží na vhodně zvoleném algoritmu pro nalezení nejkratší
cesty.
Tato bakalářská práce je zaměřena na porovnávání možných optimalizací v závislosti na
velikosti úlohy. Zvolené algoritmy jsou vypracovány v univerzálním programovacím jazyce
C, který lze dobře optimalizovat.
V první kapitole je problém obchodního cestujícího stručne popsán. Jeho historický
vývoj včetně důležitých milníků a modifikací. Jako doplňující informace je zde uvedena
teorie grafů, která s řešením problému obchodního cestujícího souvisí.
Druhá kapitola je zaměřena na některé sekvenční algoritmy, které jsou pro řešení to-
hoto problému využívány. U zvolených algoritmů je uveden jejich stručný popis, časová
a paměťová náročnost. Na konci kapitoly jsou vlastnosti těchto algoritmů zhodnoceny. Pře-
vážně v souvislosti s řešením složitějších úloh.
Ve třetí kapitole jsou pospány využité optimalizace na třech zvolených algoritmech, na
kterých byly jednotlivé optimalizace testovány. Při testování byl kladen důraz na časovou
a paměťovou náročnost. Výsledky jsou porovnány s neoptimalizovanými algoritmy.
V závěru této práce jsou zhodnoceny celkové výsledky, další možné modifikace, speciální





První zmínky o řešení tohoto problému se datují v roce 1736, kdy se Leonhard Euler snažil
vyřešit problém sedmi mostů v městě Královec. [1] Otázka zněla, zda je možné přejít přes
Obrázek 2.1: Sedm mostů města Královce
každý most právě jednou. Leonhard Euler jako první dokázal, že to možné není. Odpo-
vídající graf totiž nelze projít pomocí tzv. eulerovského tahu viz. 3.3. Tomuto problému
se kolem roku 1771 dále věnoval A. T. Vandermonde. Matematické problémy související
s problémem obchodního cestujícího řešili v 19.století W. R. Hamilton a T. P. Kirkman.
Problém hledání minimální cesty pomocí hamiltonovské kružnice byl zřejmě poprvé nazván
problémem obchodního cestujícího H. Whitneym v roce 1934. S vývojem počítačů bylo
možné řešit sofistikovanější úlohy než tomu bylo v minulosti.
Zlomové body při řešení problému obchodního cestujícího za posledních 50 let:
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Rok Výzkumný tým počet měst jméno
1954 G. Dantzig, R. Fulkerson, and S. Johnson 49 dantzig42
1971 M. Held and R. M. Karp 64 64 random points
1975 P. M. Camerini, L. Fratta, and F. Maffioli 67 67 random points
1977 M. Grötschel 120 gr120
1980 H. Crowder and M. W. Padberg 318 lin318
1987 M. Padberg and G. Rinaldi 532 att532
1987 M. Grötschel and O. Holland 666 gr666
1987 M. Padberg and G. Rinaldi 2392 pr2392
1994 D. Applegate, R. Bixby, V. Chvátal,
a W. Cook
7 397 pla7397
1998 D. Applegate, R. Bixby, V. Chvátal,
a W. Cook
13 509 usa13509
2001 D. Applegate, R. Bixby, V. Chvátal,
a W. Cook
15 112 d15112
2004 D. Applegate, R. Bixby, V. Chvátal,
W. Cook a K. Helsgaun
24 978 sw24798
Tabulka 2.1: Milníky v řešení problému obchodního cestujícího
2.2 Zadání problému obchodního cestujícího a jeho možné
modifikace
Základní zadání problému je nalezení nejkratší cesty mezi N městy. Pak existují ruzné
modifikace základního problému:
• Najít nejkratší cestu z města M do města N
• Nájít cestu mezi městy M a N přitom projít všechna města
– právě jednou
– alespoň jednou
• Najít cestu mezi městy M a N a zpět do výchozího města tak, aby obě cesty byli
stejně dlouhé
Existuje mnoho možností jak řešení problému modifikovat. Tímto problémem můžeme
řešit hledání nejkratší cesty, Rubikovi kostky, vrtání děr do desky s plošnými spoji pomocí
číslicově řízené vrtačky a mnohé další.
2.3 Grafy
Důležitou součástí řešení problému obchodního cestujícího je teorie grafů. Za zakladatele se
považuje Leonhard Euler. Základním objektem je graf G, což je uspořádaná dvojice (V ,E ),
kde V je množina vrcholů a E množina hran.
G = (V,E)
Stupeň uzlu je počet hran, které jsou s tímto uzlem spojeny (mají tento uzel jako koncový).
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2.3.1 Rozdělení grafů
Při řešení problému obchodního cestujícího budeme rozpoznávat několik druhů grafů.
Souvislý a nesouvislý graf
Souvislý graf se vyznačuje tím, že do každého vrcholu V vede alespoň jedna hrana E.
Obrázek 2.2: souvislý graf
V nesouvislém grafu se vyskytuje minimálně jeden vrchol, do kterého nevede žádná
hrana. Při řešení problému obchodního cestujícího se využívají souvislé grafy.
Obrázek 2.3: nesouvislý graf
orientovaný a neorientovaný graf
Orientovaný graf má hrany v uspořádaných dvojicích. Hrany orientovaného grafu mají
pevně danou orientaci a výrazy (x,y) a (y,x) označují různé hrany.
Hrany neorientovaného grafu jsou n-rozměrné množiny.
ohodnocený a neohodnocený graf
U ohodnoceného grafu mají hrany nebo vrcholy definovanou hodnotu.
cyklický a acyklický graf
Cyklický graf obsahuje kružnici.
Příklad acyklického grafu 2.4. [6]
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Obrázek 2.4: orientovaný graf
Obrázek 2.5: neorientovaný graf
Obrázek 2.6: ohodnocený graf
Obrázek 2.7: cyklický graf
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Kapitola 3
Algoritmy hledání nejkratších cest
Proměnná n představuje počet vrcholů a proměnná m počet hran.
3.1 Dijkstrův algoritmus
Tento algoritmus najde nejkratší cestu mezi dvěmi městy za předpokladu, že váhy hran
jsou nezáporné. Je vhodný pro obecné a acyklické grafy. Modifikovaný algoritmus pracuje
i se zaporně ohodnocenými hranami, ale s horším časovým odhadem. Graf nesmí obsahovat
cyklus se zápornou délkou. Jeho časová složitost je θ(m + n ∗ log n).
Algoritmus Algoritmus si pamatuje délky zatím nalezených cest z počátečního města
v0 do všech ostatních měst. U některých měst bude mít poznamenáno, že již byla nalezena
nejkratší možná cesta. Na začátku mají v poli všechna města nastavenou délku cesty na
nekonečno a počáteční město v0 na 0. Nekonečno nám říká, že neznáme cestu do tohoto
města. V každém kroku algoritmu se provede výběr města w u kterého ještě není poznámka
a do kterého vede zatím nejkratší nalezená cesta. Dále se otestuje, zda pro jiné město v vede
cesta v0 do města w. A ověříme, zda tato cesta není kratší než doposud nalezená. Pokud je,
upravíme hodnotu u města v, která určuje minimální délku cesty. Pokud ne, pokračuje se ve
hledání. Algoritmus končí jakmile mají všechna města poznámku, že k nim vede nejkratší
cesta a nebo ty co nejsou označeny mají délku cesty nekonečnou. [1, 6]
3.2 Bellman-Fordův algoritmus
Na rozdíl od Dijkstrova algoritmu může tento algoritmus řešit grafy, ve kterých se vy-
skytují některé záporně ohodnocené hrany. Zatím předpokládejme, že graf neobsahuje zá-
porné cesty. Budeme postupovat podobně jako u Dijkstrova algoritmu. Časová náročnost
je θ(m ∗ n).
Algoritmus Počáteční město v0 nastavíme v poli na 0 a ostatní města nastavíme na
nekonečno. Cílové město si označíme jako v. Pokud víme, že do města u se dostaneme za
cenu d[u], tak můžeme cestu do u prodloužit po hraně uv až do vrcholu v. Cena prodloužené
cesty je d[u]+c(uv). Pokud je d[u] ≥ d[u] + c(uv) tak můžeme uvažovat o prodloužení cesty.
Kontrolu cesty d[uv] a případnou opravu zajišťuje updatovací pravidlo:
d[v ] = min d[v ], d[u] + c(u, )
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Důležité vlastnosti updatovacího pravidla:
• Nastaví správnou hodnotu d[v] v případě, že u je předposlední město na nejkratší
cestě do v a hodnota d[u] už je správně nastavena.
• Nikdy nemůže zmenšit hodnotu d[v] pod cenu nejkratší cesty do v. V tomto ohledu
je použití updatovacího pravidla bezpečné.
Detekce záporných cyklů Do teď jsme pracovali s tím, že graf neobsahuje žádné zá-
porné cykly. Algoritmus skončil jakmile našel nejkratší cestu a všechny hrany byly korektní.
Pokud graf obsahuje záporný cyklus, tak v grafu bude neustále existovat nekorektní hrana.
Proto stačí po skončení algoritmu ostestovat, zda jsou všechny hrany korektní. Pokud ano,
tak algoritmus nalezl nejkratší cestu. Pokud ne, tak nejkratší cesta neexistuje.
3.3 Eulerův algorimus
Algoritmus pracuje s neorientovanými i orientovanými grafy . U tohoto algoritmu je pod-
mínka, že každé město musí mít sudý počet cest. Projde všemi hranami grafu právě jednou.
Rozlišujeme otevřený (začína a končí v různých vrcholech grafu) a uzavřený (začíná i končí
v témže vrcholu grafu). Eulerovým tahem se musí projít všechny hrany grafu právě jednou.
Časová náročnost algoritmu je θ(m).
Algoritmus Pro zjednodušení na začatku předpokládáme, že každé město (vrchol) má
sudý stupeň. Začneme ve vrcholu v a projdeme po libovolné hraně do dalšího vrcholu.
Každou hranu po které jsme prošli označíme. Pokaždé když příjdeme do jiného vrcholu než
v můžeme z něj odejít po neoznačené hraně. Jakmile se dostaneme do vrcholu v a všechny
cesty jsou označeny, algoritmus může skončit. Pokud během algoritmu příjdeme do vrcholu
w ze kterého nemůžeme dále pokračovat víme, že w má lichý stupeň a uzavřený eulerovský
tah neexistuje. Jestliže nepotřebujeme, aby algoritmus skončil ve výchozím vrcholu můžeme
použít otevřený eulerovský tah. Pak platí, že všechny vrcholy, až na dva, mají sudý stupeň.
[1]
3.4 Hamiltonovská kružnice
Zatímco u eulerovských grafů jsme hledali uzavřený tah, u hamiltonovských grafů hledáme
uzavřenou cestu. Algoritmus pracuje s orientovaně i neorientovaně ohodnocenými grafy,
které neobsahují záporně ohodnocené hrany. Vhodný pro řešení úloh s desítkami vrcholů
(měst). Aby graf obsahoval hamiltonovu cestu nebo kružníci, musí být souvislý. Jeho časová
nárčnost je θ(n!).
Algoritmus Na začátku v grafu zvolíme malou kružnici (stačí se třemi hranami). Zvolíme
ur uzel, který v této kružnici ještě není. Pokud tento uzel vložíme do kružnice mezi její první
dva sousední uzly ui1 a ui2, pak se ohodnocení kružnice změní o
δ = ω(hi1 ,r ) + ω(hi2 ,r − ω(hi1 ,i2 )),
protože jsme z kružnice odebrali hranu hi1,i2 mezi ui1 a ui2 a přidali jsme hranu hi1,r
spojující uzel ur s uzlem ui2. Podobně pro další možné pozice vložení mezi dva sousední
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uzly kružnice dostáváme změny ohodnocení kružnice
δ2 = ω(hi2 ,r ) + ω(hi3 ,r − ω(hi2 ,i3 )),
. . .
δk = ω(hik ,r ) + ω(hi1 ,r − ω(hik ,i1 )),
Ve vypočítaných hodnotách δ1 , δ2 ..., δk najdeme nejmenší z nich a na místo v kružnici,
které odpovídá nejmenší hodnotě, uzel ur vložíme. Tyto kroky opakujeme tak dlouho,
dokud kružnice neobsahuje všechny uzly (nestane se hamiltonovskou kružnicí). [6, 14]
3.5 Floyd-Warshallův algoritmus
Algoritmus najde nejkratší cestu mezi každými dvěma vrcholy grafu. Jeho výhodou je
snadné použití. Pracuje s orientovaným grafem, který nesmí obsahovat záporné cykly. Al-
goritmus prochází všechný možné kombinace cest mezi dvěma městy a pokud zjistí, že cesta
přes jiné město je kratší použije ji. Časová složitost algoritmu je θ(n3 ).
Algoritmus Algoritmus využivá matici sousednosti. Pro města která nejsou spojena ces-
tou se použije konstanta představující nekonečno (konstanta musí být dostatečně vysoké
číslo, často se používá součet délek cest + 1), která se zápíše do této matice. Samotný al-
goritmus je užití funkce minimum, která je volaná ve třech v sobě vnořených cyklech.
Vzdálenost(A,B) = min(Vzdálenost(A,B), Vzdálenost(A,C)+Vzdálenost(C,B)).
3.6 Simulované žíhání
Název i algoritmus se inspiroval stejnojmenou technikou z metalurgie. Pomalé ochlazování
kovů zabráňuje vzniku krystalů a tím se zvyšuje pevnost a odolnost materiálu. Atomy se
při vyšší teplotě mohou pohybovat materiálem a hledat vhodné místo s nižší energií. Jak
teplota klesá, počet pohybujících se atomů také klesá a usazují se ve vhodnějších pozicích.
Po skončení dává metoda větší šanci na nalezení stavu s celkově menší enegií. Algoritmus
získá řešení, které je totožné a nebo velmí blízké optimálnímu řešení, pokud je známo. Hodí
se pro řešení složitějších úloh. Časová náročnost tohoto algoritmu je θ(
√
m ∗ n)
Algoritmus Podobně jako u pomalého ochlazování kovů, tak i každý krok Simulovaného
žíhání nahrazuje aktuální řešení náhodným stavem určeným pravděpodobností. Zvolené
řešení musí splňovat hodnotu optimalizačního kritéria, nebo musí vyhovět funkci připouště-
jící i zhoršení. Připuštění horšího výsledku má za následek, že algoritmus nemusí uvíznout
v lokálním minimu. Nastavení správné počáteční teploty je velmi důležité t. Při nasta-
vení nízké teploty můžeme uvíznout v lokálním minimu a pokud nastavíme moc vysokou
teplotu, zapříčíníme tím zpomalení algoritmu. Další velmi důležitý parametr je koeficient
chladnutí udávající rychlost ochlazování. Potřebujeme ještě jeden parametr, který nám bude
říkat při jak nízké teplotě má algoritmus skončit. Pravděpodobnost zhoršení stavu je dána:
Exp(−∆/t), kde t je aktualní teplota a ∆ je rozdíl mezi aktualním a novým stavem. [4, 13]
3.7 Zhodnocení algoritmů
Proměnná n představuje počet vrcholů a proměnná m počet hran.
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Dijsktrův algoritmus
klady: Vhodný pro obecné a acyklické grafy, které jsou orientované nebo neorientované.
Modifikovaný algoritmus je vhodný pro hledaní cest v hustém grafu, které mají nulové
a nebo malé procento hran se zápornou hodnotou.
zápory: Modifikovaný algoritmus pracuje i se záporně ohodnocenými hranami, ale s horším
časovým odhadem. Graf nesmí obsahovat cyklus se zápornou délkou. Pro jednodušší hledání
minima se využívá fronta.
časová naročnost: Při použití fronty pro podezřelé vrcholy časová náročnost algoritmu
je θ(n2 ). Pokud frontu pro podezřelé vrcholy nepoužijeme časová náročnost klesne na
θ(m + n ∗ log n).
paměťová složitost je: θ(m2 + 2 ∗m)
Floyd-Warshallův algoritmus
klady: Dokáže pracovat s grafy, které mají záporně ohodnocené hrany. Najde nejkratší
cestu mezi každými dvěma vrcholy grafu.
zápory: Pro svůj výpočet potřebuje matici sousledností. Graf nesmí obsahovat cyklus se
zápornou délkou. Pracuje jen s ohodnocenými, orientovanými grafy.
časová naročnost je: θ(n3 )
paměťová složitost je: θ(n2 )
Eulerův algorimus
klady: Nezáleží na ohodnocení grafu.
zápory: Základní algoritmus pro uzavřený eulerovský tah najde řešení pouze v grafech,
ve kterých mají vrcholy sudý stupeň.
časová naročnost: θ(m)
paměťová složitost je: θ(2 ∗ n)
Hamiltonovská kružnice
klady: Pracuje s orientovanými grafy s nezápornými hranami.
zápory: Nepracuje se zápornými čísly. Vhodný pouze pro menší úlohy.
časová naročnost: θ(n!)
paměťová složitost je: θ(m2 )
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Bellman-Fordův Algoritmus
klady: Pracuje s orientovaným i neorientovaným grafem s libovolným ohodnocením hran.
zápory: V grafu nesmí existovat cyklus se záporným součtem délek hran dosažitelný
z počátečního vrcholu.
časová naročnost: θ(m ∗ n)
paměťová složitost je: θ(m2 + 2 ∗m)
Simulované žíhání
klady: Získá řešení, které je totožné nebo velmi blízké optimálnímu řešení.




paměťová složitost je: θ(n∗(n−1 )2 )
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3.7.1 Porovnání algoritmů
Vstupní data pro programy
Většina programů vyžaduje vstupní matici souslednosti. Proto byl využit script, který tuto
matici vytvoří.
Získané výsledky
Vzorce pro výpočty časové a paměťové složitosti jsem získal z literatury, nebo jsem je
odvodil z algoritmu.
název časová naročnost paměťová náročnost vhodné pro úlohy
103 104 105
Bellman-Fordův Alg. θ(m ∗ n) θ(m2 + 2 ∗m) X X -
Dijskruv Alg. θ(m + n ∗ log n) θ(m2 + 2 ∗m) X X -
Eulerův Alg. θ(m) θ(2 ∗ n) X X X
Floyd-Warshallův Alg. θ(n3 ) θ(n2 ) X X -
Hamiltonovská kružnice θ(n!) θ(m2 ) X - -
Simulované žíhání θ(
√
m ∗ n) θ(n∗(n−1 )2 ) X X -
Tabulka 3.1: Tabulka zhodnocení algoritmů
Velikost úlohy Bellman-Ford Dijskr Euler Floyd-Warshall Hamilton Sim. žíhání
200 338ms 375ms 47ms 610ms 27s 5s
500 3s 3s 430ms 5s 16m 58s 34s
1 000 19s 18 s 1s 39s 4h 2m 30s
1 500 58s 66 s 3s 2m 5s 11h 20m 4m 15s
2 187 3m 2s 3m 9s 10s 5m 4s >24h 15m 40s
5 000 20m 18s 21m 2m 7s X >24h 1h 6s
Tabulka 3.2: Tabulka časové náročnosti algoritmů
Písmeno X v tabulce znamená, že program takto velký problém nezvládl.
Velikost úlohy Bellman-Ford Dijskr Euler Floyd-Warshall Hamilton Sim. žíhání
200 118 117 39 78 195 58
500 588 586 98 342 1 074 219
1 000 2 149 2 148 197 1 174 4 102 683
1 500 4 693 4 688 296 2 493 9 084 1 391
2 187 9 779 9 769 432 5 102 19 113 2 762
5 000 49 808 48 807 988 25 401 98 639 13 182
Tabulka 3.3: Tabulka paměťové náročnosti algoritmů(v KiB)
Tabulky paměťové náročnosti jsem vyplnil hodnotami, které jsem odvodil z popsaných
algoritmů, nebo naměřil na programech. Hodnoty v tabulce časové naročnosti jsem získal
testováním programů pro danou velikost. Programy byly testovány na počítači s dvoujád-
rovým 64-bitovým procesorem pracujícim na 2 x 2,2GHz, RAM 2GiB, L2 cache 512 KiB.
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Z grafu vyplívá, že nejrychlejším a nejméně zabírajícím paměť algoritmem byl Eulerův
algoritmus. Naopak nejhůře dopadl Hamiltonův algoritmus. Dále z tabulek vyplívá, že pro
testované veliskosti úloh není problém s paměťovým místem, ale spíše s časovou náročností.
Program představující Eulerův algortmus prochází z jednoho města do druhého podle jedno-
duchého pravidla. Pamatuje si jen matici souslednosti, kterou si pro svoji potřebu v kažém
kroku upravuje. Díky tomu jsou jeho nároky na čas a paměť malé.
S největšími nároky na čas i paměť skončil Hamiltonův algoritmus. V jeho implementaci
je mnoho vnořených cyklů. Využívá hodně polí, které zabírají velké množství paměti. Proto
jsou nároky tohoto algoritmu tak vysoké.
Programy
algoritmus programovací jazyk vstupní soubor zdroj
Bellman-Fordův C matice souslednosti [11]
Dijskrův C matice souslednosti [8]
Floyd-Warshallův C matice souslednosti [9]
Hamiltonovská kružnice C++ matice souslednosti [2]
Eulerův C++ matice souslednosti [15]
Simulované žíhání Java generováno programem [5]
Tabulka 3.4: Tabulka algoritmů
13

























Obrázek 3.1: Paměťová náročnost























Z nalezených algoritmů byly vybrany tři, Simulované žíhání, Floyd-Warshallův a Eulerův
algoritmus, na kterých budou otestovány různé optimalizace. Tyto algoritmy byly zvoleny,
protože na nich budou optimalizace patrnější. Pokud bylo zapotřebí, byly algoritmy pře-
psány do programovacího jazyka C. Na nejmenších úlohách bylo testování provedeno více-
krát, aby se ověřili naměřené hodnoty. Pokud se výsledky moc nelišily, tak se předpokládalo,
že to platí i pro větší úlohy.
Velikost úlohy Euler Floyd Sim. žíhání
10000 416 508 394 404 6 392
12500 636 232 614 128 6 548
15000 904 788 882 680 6 588
17500 1 222 172 1 200 064 6 564
20000 1 588 384 1 566 276 6 592
Tabulka 4.1: Tabulka paměťové náročnosti algoritmů(v KiB)
Velikost úlohy Euler Floyd Sim. žíhání
10000 59m 35s 9h 43m 59s
12500 2h 17h 34m 1h 6m
15000 3h 42m >24h 1h 49m
17500 6h 57m >24h 2h 35m
20000 8h 26m >24h 3h 47m
Tabulka 4.2: Tabulka časové náročnosti algoritmů
U paměťové složitosti nelze porovnávat naměřené hodnoty mezi Simulovaným žíháním
a zbylými algoritmy, protože tento algoritmus nepracuje s maticí souslednosti. Seznam měst,
jejichž pozice si náhodně vygeneruje, udržuje v seznamu. Proto je jeho paměťová naročnost
mnohem menší. Z grafu časové náročnosti vyplývá, že Eulerův algoritmus a Simulované
žíhání rostou lineárně. Oproti tomu Floyd-Warshall roste exponenciálně. U grafu paměťové
náročnosti vidíme, že Eulerův a Floyd-Warshall algoritmus rostou lineárně. Simulované
žíhání je však téměř konstantní.
15






















Obrázek 4.1: Časová náročnost programů přepsaných v C
























Obrázek 4.2: Paměťová náročnost programů přepsaných v C
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4.1 Překladače
Jednotlivé programy byly kompilovány na překladači GCC (verzi 4.3.3). Optimalizační
přepínače, se kterými byl kód optimalizován, vycházejí z přepínače -O a k němu nastavují
další optimalizační příznaky. Kompiler podle nich optimalizuje daný program. Jako výchozí
přepínač je nastaven -O0, při kterém se neprovádí žádné optimalizace. Přepínače -O a -O1
jsou ekvivalentní. Nadstavbou nad těmito přepínači jsou -O2,-O3. Každý přepínač zapíná
posloupnost optimalizací viz. GCC MANUAL [7].
Byl vyzkoušen další přepínač -ffast-math pro podporu matematických operecí, který by
neměl být zapnutý zároveň s optimalizačními přepínači -On. Přepínač nemá smysl spou-
štět u Eulerova a Floyd-Warshallova algoritmu, protože se v nich neprovádí žádné složité
matematické operace.
Výsledky optimalizace
Optimalizaci jsem prováděl pomocí přepínače -O3,-O2,-O1. Paměťová náročnost zůstala
u všech testů stejná.
Úloha Euler Floyd
bez -On -O1 -O2 -O3 bez -On -O1 -O2 -O3
10000 59m 35s 52m 10s 56m 23s 51m 46s 9h 1h 41m 1h 11m 1h 11m
12500 2h 1h 58m 1h 58m 2h 4m 17h 34m 3h 17m 2h 19m 2h 20m
15000 3h 42m 3h 35m 3h 36m 4h 16m >24h 5h 40m 4h 4h 2m
17500 6h 57m 5h 58m 6h 6m 5h 56m >24h 6h 27m 6h 23m 6h 26m
20000 8h 26m 8h 26m 8h 27m 8h 22m >24h 9h 41m 9h 39m 9h 41m
Tabulka 4.3: Tabulka časové náročnosti,optimalizace překladačem
Velikost úlohy Sim. žíhání
bez -On -O1 -O2 -O3 -ffast-math
10000 43m 59s 19m 6s 20m 41s 18m 45s 26m 21s
12500 1h 6m 31m 59s 33m 11s 32m 57s 43m 24s
15000 1h 49m 46m 26s 47m 24s 50m 28s 1h 1m
17500 2h 35m 1h 8m 1h 10m 1h 8m 1h 32m
20000 3h 47m 1h 28m 1h 24m 1h 22m 2h 7m
Tabulka 4.4: Tabulka časové náročnosti,optimalizace překladačem
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Obrázek 4.3: Porovnání optimalizace pomocí překladače a neoptimalizovaného kódu



















Obrázek 4.4: Porovnání optimalizace pomocí překladače a neoptimalizovaného kódu
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Obrázek 4.5: Porovnání optimalizace pomocí překladače a neoptimalizovaného kódu
Přepínače -On
U programu, který představoval Eulerův algoritmus došlo jen k velmi malému zrychlení.
Tento program je hodně jednoduchý a celkový algoritmus se odehrává v jednom jednodu-
chém cyklu. Proto byl rozdíl mezi optimalizovaným a neoptimalizovaným kódem minimální.
U programu, který představoval Simulované žíhání došlo ke zrychlení až o 1/3. V tomto pro-
gramu se taktéž provádí algoritmus v jednom velkém cyklu, ale je mnohem složitější oproti
cyklu v Eulerově algoritmu. Je zde mnohem více míst, které může překladač optimalizovat.
U programu, který představoval Floyd-Warshallův algoritmus, došlo k mnohonásobnému
zrychlení. I když tento algoritmus není o tolik složitější než Eulerův algritmus, obsahuje tři
vnořené cykly, které se dají lépe zoptimalizovat. Díky tomu došlo k výraznějšímu zrychlení.
Mezi jednotlivými optimalizacemi -O1,-O2,-O3 nejsou rozdíly moc velké, ale většinou byla
nepatrně rychlejší optimalize -O1. Kromě Floyd-Warshallova algoritmu, kde bylo dosaženo
horších výsledků.
Přepínač -ffast-math
Při zapnutí tohoto přepínače se program zrychlil, ale v porovnání s optimalizacemi -On
jsou jeho výsledky horší.
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4.2 Optimalizace kódu
Optimalizace kódu je důležitou součástí vývoje programu. Správný kód by měl být napsán
co nejefektivněji, což se projeví na výkonu programu. Programátor má při psaní programu
hodně možností, jak zoptimalizovat kód. V následující části jsou některé popsany.
Proměnné datového typu integer
Unsigned int je vhodné využít místo int pokud víme, že proměnná nebude nabývat zápor-
ných hodnot. Protože některé procesory umí zpracovávat matematické operace s datovým
typem unsigned int rychleji než s sign int.
Jednou z dalších výhod bezznaménkových čísel je dělění a násobení dvěma. Tyto operace
můžeme vyřešit pomocí bitových posunů.
Procesor rychleji zpracuje celá čísla než desetinná. Proto je lepší vynásobit číslo se
dvěma desetinnými místy stem a dále s ním pracovat jako s celým číslem. Převod zpět na
číslo s desetinnou čárkou je vhodné provést až ve chvíli, kdy jej budeme opět potřebovat.
Tato samotná optimalizace byla otestována na Simulovaném žíhání o velikosti úlohy
10 000. Na rychlost programu neměla skoro žádný vliv.
Rychlejší cyklus for
Optimalizace kódu s pomocí zrychleného cyklu for je jednoduchá, ale efektivní. Normální
cyklus for() v kódu vypadá takto:
for(i=0; i<10; i++){ ... }
Proměnná i nabývá hodnot od 0 do 9. Jestliže nám nezáleží na pořadí procházení, změníme
for() takto:
for(i=10; i--; ) { ... }
Použitím tohoto kódu, proměnná i nabývá hodnot od 9 po 0. Vidíme, že v místě podmínky
je příkaz i- -. Tento příkaz je zároveň i podmínkou cyklu a v každém kroku je testován, zda
i! = 0. Pří srovnání takto upraveného a neupraveného cyklu for, může být rozdíl při delších
cyklech velký.
Tento kód bychom mohli zapsat i takto:
for(i=10; i; i--){ ... }
nebo takto:
for(i=10; i!=0; i--){ ... }
Tato samotná optimalizace byla testována na Simulovaném žíhání o velikosti úlohy
10 000. Program se zrychlil o 23%.
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Rozložení cyklu









Překladače často rozbalují cykly s přesně daným počtem opakování. Pokud narazíme na
cyklus s předem neznámým počtem opakování.
for(i=0;i<limit;i++){ ... }
Takto napsaný cyklus bohužel nemůže být rozbalen, protože neznáme přesný počet opako-
vání. Ale můžeme tento cyklus částečně rozbalit po menších částech.
Následující kód je delší než jednoduchý cyklus, ale je mnohem efektivnější.
Velikost bloku byla nastavena na 4 iterace jen pro příklad. V tomto případě bude pod-






int limit = 33; //zde může být cokoli
int blocklimit;
/*
* limit nemusí být dělitelný BLOCKSIZE, a~proto se snažíme spočítat
* počet cyklů tak abychom se co nejvíce přiblížili
/*
blocklimit = (limit / BLOCKSIZE) * BLOCKSIZE;
//rozložení cyklu na 4 bloky



















* Možná nám ještě zbyly nějaké kroky do limitu.
* Mohlo by to být napsáno pomoci for(), ale switch je rychlejší.
*/
if( i~< limit )
{
/*
* V~čase budeme pokračovat na tom místě, kde jsme skončili
* v~minulém cyklu a~dokročíme do počtu, který nám určuje limit.
*/
switch( limit - i~)
{
case 3 : printf(
’’
process(%d)\n‘‘, i); i++;
case 2 : printf(
’’
process(%d)\n‘‘, i); i++;






Rozbalování cyklu bylo otestováno na Simulovaném žíhání o velikosti úlohy 10 000. Program
se zrychlil o 28% oproti neupravenému kódu.
Možné další optimalizace
• Kompiler může někdy optimalizovat přístup ke globálním proměnným, jestliže jsou
definovány a používány ve stejném modulu. V tomto případě kompiler může přistu-
povat k jedné proměnné jako offset z adresy jiné proměnné.
• Minimalizovat počet matematických funkcí, protože velmi zatěžují procesor. Nejvíce
například počítání sinu a cosinu.
• Pole s proměnou délkou mohou mít méně efektivní přístup k jednotlivým prvkům
pole.




Velikost úlohy Euler Floyd Sim. žíhání
bez optim. optim. bez optim. optim. bez optim. optim.
10000 59m 35s 28m 24s 9h 9h 7m 43m 59s 34m 50s
12500 2h 1h 7m 17h 34m 17h 51m 1h 6m 1h 10m
15000 3h 42m 2h 24m > 24h > 24h 1h 49m 1h 16m
17500 6h 57m 4h 5m > 24h > 24h 2h 35m 2h 7m
20000 8h 26m 6h 33m > 24h > 24h 3h 47m 2h 13m
Tabulka 4.5: Tabulka časové náročnosti algoritmů s optimalizací kódu
Velikost úlohy Floyd Sim. žíhání Euler
bez optim. optim.
10000 416 508 6 392 416 508 98 160
12500 636 232 6 548 636 232 158 940
15000 904 788 6 588 904 788 226 080
17500 1 222 172 6 564 1 222 172 305 428
20000 1 588 384 6 592 1 566 276 396 980
Tabulka 4.6: Tabulka paměťové náročnosti algoritmů s optimalizací kódu(v KiB)
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Obrázek 4.6: Porovnání optimalizovaného a neoptimalizovaného kódu, paměťová naročnost


















Obrázek 4.7: Porovnání optimalizovaného a neoptimalizovaného kódu, časová naročnost
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Obrázek 4.8: Porovnání optimalizovaného a neoptimalizovaného kódu, časová naročnost
Při porovnání hodnot Eulerova algoritmu, které byly naměřeny u neoptimalizovaného
a optimalizovaného kódu můžeme vidět, že došlo ke zrychlení algoritmu. Výrazněji je vidět
tato optimalizace na paměťové náročnosti, která se snížila více než o 70%. Takto výrazné
snížení paměťové náročnosti se podařilo tím, že jednotlivé prvky matice souslednosti nebyly
uloženy v paměti jako datový typ integer ale jako char.
Pokud u Simulovaného žíhání srovnáme hodnoty naměřené u neoptimalizovaného a opti-
malizovaného kódu můžeme vidět, že došlo ke zlepšení rychlosti algoritmu. Kromě u velikosti
úlohy 12 500. Jestliže se v průběhu výpočtu nejkratší délka cesty nezmění po padesáti ite-
racích, program skončí. U této úlohy program našel mnohokrát kratší cestu následně prošel
padesát iterací při kterých se nejkratší cesta mezi městy nezměnila. Proto tato úloha trvala
déle.
Zvýšení rychlosti se podařilo díky využití rozložení cyklu a rychlejšího for(). U paměťové
náročnosti nenastala žádná změna.
U Floyd-Warshallova algoritmu došlo k mírnému zhoršení u časové náročnosti. V tomto
algoritmu jsem využil jen zrychleny for() ktery byl třikrát do sebe vnořený. Paměťová




Eulerův algoritmus je natolik primitvní, že se nedal optimalizovat.
Simulované žíhání
V tomto algoritmu bylo pozměněna akceptační podmínku pro přijetí nového stavu.[16]


















Velikost úlohy Sim. žíhání
bez optm. optim.
10000 43m 59s 29m 23s
12500 1h 6m 46m 22s
15000 1h 49m 1h 6m
17500 2h 35m 1h 28m
20000 3h 47m 1h 56m
Tabulka 4.7: Tabulka časové náročnosti
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Obrázek 4.9: Optimalizace algoritmu Simulovaného žíhání, časová náročnost
Díky této optimalizaci se algoritmus oproti jeho neoptimalizované podobě zrychlil v něk-
terých případech více než o 40%. Paměťová náročnost algoritmu se nezměnila.
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Floyd-Warshallův algoritmus
Původní algoritmus vypadal takto.
for (k~= 0; k~< n; ++k)
{
for (i = 0; i~< n; ++i)
for (j = 0; j < n; ++j)
if ((dist[i*n+k] * dist[k*n+j] != 0) && (i != j))
if ((dist[i*n+k] + dist[k*n+j] < dist[i*n+j]) || (dist[i*n+j] == 0))
dist[i*n+j] = dist[i*n+k] + dist[k*n+j];
}
Algoritmus byl upraven tak aby neprocházel celou matici souslednosti,ale jen její část
pod hlavní diagonálou. Očekáváno byla nižší časová náročnost.
for (k~= 0; k~< n; ++k)
{
for (i = 0; i~< n; ++i)
for (j = 0; j < i; ++j)
if (i != j)
{
if ((dist[i*n+k] * dist[k*n+j] != 0))
if ((dist[i*n+k] + dist[k*n+j] < dist[i*n+j]) || (dist[i*n+j] == 0))
{
dist[i*n+j] = dist[i*n+k] + dist[k*n+j];






10000 9h 4h 33m
12500 17h 34m 8h 55m
15000 > 24h 15h 24m
17500 > 24h > 24h
20000 > 24h > 24h





















Obrázek 4.10: Optimalizace algoritmu Floyd-Warshallova algoritmu, časová náročnost
Optimalizovaný algoritmus se zrychlil o 50%. Paměťová náročnost algoritmu se nezmě-
nila.
4.4 Zarovnání do cache paměti
Nejdříve bude uvedena tabulka, ve které se porovnává doba zpřístupnění dat z jednotlivých
pamětí. Tyto hodnoty se týkají procesorů typů Intel Pentium M či Celeron.
Čtení či zápis z/do Počet cyklů
Pracovní registr 1 či méně v případě úspěšného zřetězení instrukcí
Vyrovnávací paměť L1 cca 3
Vyrovnávaci paměť L2 cca 14
Operační paměť cca 240
Tabulka 4.9: Tabulka porovnání doby přístupů do pamětí
Vyrovnávací paměť (cache paměť) je fyzicky umístěna na datové sběrnici mezi mikro-
procesorem a operační pamětí. Existuje několik úrovní vyrovnávacích pamětí.
Vyrovnávací paměť první úrovně označována Level 1 cache. Nyní se téměř vždy nachází
přímo na čipu obsahujicím samotný mikroprocesor. Jedním z důvodů tohoto umístění je
snaha o co nejrychlejší přístup. Z pohledu programátora je tato paměť téměř neviditelná,
až na několik speciálních instrukcí, které jsou dostupné pouze z jádra operačního systému.
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Tato úroveň vyrovnávací paměti bývá často rozdělena na samostatně pracující části určené
pro program (I-cache) a data (D-cache).
Vyrovnávací paměť druhé úrovně označována Level 2 cache. Tato paměť má vyšší ka-
pacitu než vyrovnávací paměť první úrovně, ale její rychlost může být nižší. Stejně jako
vyrovnávací paměť první úrovně i vyrovnávací paměť druhé úrovně může být rozdělena
na část určenou pro data a operační kódy instrukcí. Ale na mnoha architekturách je tato
paměť unifikovaná. Level 2 cache paměť může být umístěna v samostatném čipu. Exitují
i vyrovnávací paměti třetí úrovně.
4.4.1 Princip práce vyrovnávacích pamětí
Vyrovnávací paměť je rozdělena do bloků o konstantní velikosti. Operační paměť je taktéž
logicky rozdělena na bloky o stejné velikosti, těchto bloků je však mnohem více, než bloků
ve vyrovnávací paměti. Z poměru mezi oběma paměťmi vyplývá, že nemohou být všechny
bloky
”
kešovány“ ve vyrovnávací paměti. Hodně záleží na výběru bloků, jakým způsobem
mají být mapovány do vyrovnávací paměti. Tím je hodně ovlivněna efektivita vyrovná-
vací paměti. Ke každému bloku umístěnému ve vyrovnávací paměti jsou přidany důležité
informace, především tag, jenž je index odpovídajícího bloku v operační paměti.
Jakmile mikroprocesor potřebuje přečíst nějaká data, provede se kontrola, jestli se poža-
dovaná data nachází ve vyrovnávací paměti, tj. zda nějaký blok obsahuje danou adresu.
Pokud je nalezen (tzv. cache hit), pak jsou data z vyrovnávací paměti přečtena a předána
mikroprocesoru. Toto je provedeno mnohem rychleji, než kdyby se měla číst data z opera-
ční paměti. Jestliže požadovaná data nejsou nalezena ve vyrovnávací paměti (cache miss),
musí být do ní přenesena. Na základě alokační strategie, které lehce popíši později, se uvolní
blok ve vyrovnávací paměti a data jsou načtena do tohoto bloku (přenáší se vždy celý blok)
a následně pokračuje v přenosu do mikroprocesoru.
V případě, že mikroprocesor potřebuje zapisovat data, je to poněkud složitější. Pokud
je blok v cache, ve kterém se nachází zapisovaná adresa, jsou data do vyrovnávací paměti
skutečně zapsána a celý blok se označí bitem dirty. Blok takto označený nemůže být zahozen
a v případě potřeby jeho uvolnění musí být přenesen do operační paměti. Tato strategie
se označuje write-back. Dříve se používala jednodušší metoda řízení vyrovnávací paměti,
která je nazvána write-through. Tato metoda je pomalejší, protože zároveň se zápisem dat se
zapisovala data i do operační paměti. Ale byla jednodušší, nemusela být provedena kontrola
na příznak dirty apodobně.
Alokační strategie
Tato strategie nám říká jakým způsobem mohou být mapovány bloky z operační paměti
do bloků ve vyrovnávací paměti. Obecně neplatí, že jakýkoli blok z operační paměti může
být uložen kdekoli ve vyrovnávací paměti. A proto se využívají různé alokační strategie,
nejtypičtější zde lehce popíši.
Přímo mapovaná
Jedná se o implementačně nejjednodušší strukturu vyrovnávací paměti. Ve které se již přímo
z indexu bloku (tj. nejvyšších bitů adresy) určuje, ve kterém místě se blok může nacházet
ve vyrovnávací paměti. Konkrétně se jedná o jediné místo vypočtené pomocí vztahu index
mod n, kde n je celkový počet bloků vyrovnávací paměti. Takto zkonstruovaná vyrovnávací
paměť je při výběru bloku velmi rychlá, ale omezená způsobem daným mapovaním bloků.
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Dva bloky, jejichž indexy se liší o celočíselný násobek n nemohou být současně ve vyrovná-
vací paměti umístěny. Toto může způsobit relativně vysokou míru cache miss a tím pádem
vést i k nižší celkové efektivnosti.
Plně asociativní
U předchozí konstrukce byla pozice bloku pevně dána jeho indexem. U plně asociativní
paměti prakticky neexistuje žádné omezení pro mapování bloků. Jediným omezením je, aby
blok byl ve vyrovnávací paměti pouze v jedné kopii. Vzhledem k minimálnímu omezení
mapování bloků se dosahuje nejnižší míry cache miss. Zdálo by se, že je tato konstrukce
hojně využívána, ale takto vytvořená vyrovnávací paměť vyžaduje implementaci rychlého
mechanismu mapování bloků, což vede k nutnosti použití nějakého typu CAM (paměť ad-
resovaná obsahem). Tyto obvody jsou drahé a také relativně pomalé, proto plně asociativní
vyrovnávací paměť není obecně tak rychlá, jako přímo mapovaná vyrovnávací paměť.
Dvoucestná či čtyřcestná asociativní
Využívá vhodný kompromis mezi předchozími dvěmi uvedenými metodami. Takto zvolený
typ konstrukce je nazýván dvoucestná asociativní vyrovnávací paměť (2-way set associtive
cache) popřípadě čtyřcestnou asociativní vyrovnávací pamětí (4-way set associative cache).
U dvoucestné vyrovnávací paměti je možné každý blok z operační paměti mapovat do
dvou míst v paměti vyrovnávací. A čtyřcestná asociativní vyrovnávací pamět nám dovoluje
jeden blok mapovat do čtyř míst. Samozřejmě blok nemůže být namapován do všech míst
současně, alokátor si musí vybrat na základě zvolené strategie. Na první pohled se zdá, že
výběr dvou či čtyř míst oproti jednomu je bezvýznamný. V praxi se však ukazuje, že se
výrazně snižuje míra cache miss. Ani konstrukce není složitá (původní CAM se redukuje
na relativně jednoduchý rozhodovací obvod), proto se tyto paměti používají poměrně často.
Strategie přidělování bloků
Jestliže mikroprocesor potřebuje provést čtení nebo zápis do bloku X a nastane cache miss.
Použije se alokátor bloků, což je logický obvod, který na základě několika kritérií rozhodne
jakým způsobem se požadovaný blok X do vyrovnávací paměti dostane.
Nejjednodušší práci má alokátor, pokud je paměť přímo mapována. Index bloku X
přímo určuje, na které místo se ve vyrovnávací paměti blok X má načíst. Původní blok Y,
pokud mu byl nastaven příznakový dirty bit, je uložen do operační paměti. Poté do stejného
místa ve vyrovnávací paměti je načten požadovaný blok X. Toto řešení je rychlé z pohledu
alokátoru, ale počet blokových přenosů z a do operační paměti je poměrně velký.
Trochu složitější práci má alokátor bloků v případě, že je použita dvoucestná, čtyřcestná
nebo plně asociativní vyrovnávací paměť. Problém si vysvětlíme na dvoucestné asociativní
paměti, ale problém je stejný i v ostatních případech. U dvoucestné paměti se musí alokátor
rozhodnout, který z bloků Y1, Y2 bude uložen zpět do operační paměti, aby na stejné místo
mohl být načten požadovaný blok X. Rozhodnutí, který z bloků má být uložen zpět do
operační paměti záleží na strategii přidělování bloků, která podstatným způsobem ovliňuje
efektivitu vyrovnávací paměti. Nejznámější strategie přidělování bloků LRU 1. Při této stra-
tegii se z paměti přesune ten blok, který se v poslední době nejméně využíval. Vyžaduje,
1Least Recently Used
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aby u každého bloku uloženého ve vyrovnávací paměti byly udržovány informace o posled-
ním použití tohoto bloku. Další strategií a podobnou LRU je LFU 2. U této strategie se
u každého bloku zapamatovává informace o tom, jak často byl blok požadován. Následující
strategie vhodným způsobem kombinuje předchozí dvě strategie například ARC 3.[12]
Optimalizace pro lepší využití cache
Rychlost přístupu dat do paměti je mimo jiné ovliněna rozložením dat v paměti. Víme, že






Například potřebujeme načíst strukturu o délce 24B je potřeba načíst z paměti blok dat
o délce 64B. Ale pokud bude struktura uložena přez hranici řádků, budeme muset na-
číst 128B. Z tohoto vyplývá, že se budeme snažit zarovnat data tak aby nezasahovala do
následujícího bloku. Toto můžeme udělat několik způsoby:
• Upravíme data tak, aby délka celé struktury byla násobkem nebo dělitelem cache
line. U naší struktury to uděláme tak, že vyplníme mezeru položkou kterou nebudeme







• Alokujeme pamět tak, aby začátek alokované paměti odpovídal hranici řádků. Toho
dosáhneme např. pomocí funkce posix memalign.
• Použitím attribute nám dovolí nastavit speciální vlastnosti u struct nebo union.
V našem případě bychom využili vlastnost aligned. Například:
struct S~{ short f[3]; } __attribute__ ((aligned (8)));
překladač zajistí, aby každá proměnná typu S byla naalokována a zarovnána nejméně
na 8 bitový blok. Nebo určení minimální velikosti necháme na překladači.





Z výše zmíněných možností zarovnání dat jsem využíval druhou možnost tj. použítí funkce
posix memalign.
int posix_memalign(void **Pointer2Pointer, Align, Size);
void ** Pointer2Pointer Ukazatel na místo kde je uložena adresa naalokované paměti.
size t Align Počet bitů na který se bude zarovnávat. Parametr musí být mocnina dvou.
size t Size Velikost alokované paměti v bitech.
Funkce vrací 0 pokud úspěšně skončila, jakákoli jiná hodnota značí chybu. [3, 7]
Úloha zarovnaná data nezarovnaná data
Euler Floyd Euler Floyd
200 48 528 508 869 48 528 508 794
300 51 177 1 706 219 51 177 1 706 106
400 171 063 4 032 761 171 063 4 032 733
500 656 615 7 864 526 656 615 7 863 946
600 923 652 13 574 807 923 652 13 574 744
700 1 895 925 21 540 417 1 895 925 21 539 896
800 9 567 322 32 140 888 9 567 322 32 139 983
900 6 485 167 45 739 307 6 484 167 45 738 280
1000 16 500 024 62 723 003 16 500 024 62 722 457
Tabulka 4.10: Počet cache miss v datové části
Eulerův algoritmus byl zarovnán na 16 bitů a Floyd-Warshallův algoritmus na 32 bitů.
Úloha Simulované žíhání
zarovnaná data nezarovnaná data
1000 3 207 630 3 216 304
2000 8 266 945 8 257 631
3000 24 309 685 30 586 724
4000 220 650 865 206 523 370
5000 553 171 695 553 171 997
6000 1 803 527 312 1 803 527 311
7000 4 351 693 477 4 339 434 206
Tabulka 4.11: Počet cache miss v datové části
Simulované žíhání bylo zarovnáno na 32 bitů.
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U Eulerova algoritmu nejsou žádné rozdíly mezi upraveným a neupraveným kódem.
Testoval jsem zarovnání na 8,16 a 32 bitů, ale všechny naměřené výsledky byly stejné. Do
paměti cache bylo zarovnáváno pole, ve kterém byla uložena matice souslednosti.
U Floyd-Warshallova algoritmu se změny projevily až u zarovnání na 32 bitů. Naměřené
výsledky byly lehce lepší. U zbylých měření (zarovnání na 8, 16 bitů) byly naměřené hodnoty
totožné jako u neoptimalizovaného kódu. Podobně jako u Eulerova algoritmu bylo do paměti
cache zarovnáváno pole, které představovalo marici souslednosti.
U Simulovaného žíhání jsem zarovnával na 16 bitů. Z tabulky vyplývá, že většinou
naměřené výsledky byly lepší. Při zarovnání na 32 bitů byly naměřeny výrazně horší vý-
sledky. Do paměti cache byla zarovnána struktura ve které byly uloženy pozice měst a pole
představující aktualní a nejkratší dosud nalezenou cestu.
4.5 Přednačítání dat
Přednačítání dat do cache paměti procesoru pomocí vestavěnné funkce:
__builtin_prefetch(const void *addr,int c, int d)
const void *addr Určuje adresu dat.
int c Určuje, zda jsou data určena k zápisu (1) nebo ke čtení (0), výchozí hodnota je
nastavena 0.
int d Určuje prioritu setrvání dat cache paměti procesoru. Nabývá hodnot 0-3, kde 0 je
nejnižší priorita a 3 nejvyšší, která je zároveň nastavena na výchozí hodnotu.
Důležité je načasování přednačtení. Pokud načteme data brzy, budou zabírat místo v pa-
měti, které bychom mohli potřebovat. Funkci pro přednačítání dat umístíme v kódu do
míst, kde pracujeme s daty a očekáváme, že tato data nejsou umístěna v cache paměti
a budeme s nimi potřebovat v blízké době pracovat. Například přednačtení prvků pole.
Velikost přednačtení dat je většinou cache line nebo sami můžeme určit velikost přednačí-
taných dat. Záleží na cílové architektuře kterou z těchto variant podporuje. U některých
architektur je určena minimální velikost přednačítaných dat. Některé funce pro přednačí-
tání dat nám umožňují určit do jaké úrovně cache paměti mají být data přednačtena. Při
velkém používání přednačítání dat se nám může stát, že někteté z nich nám při optimalizaci
kódu
”
vyhodí“ kompiler. [10, 10]
Eulerův algoritmus
Do původního Eulerova algoritmu jsem vložil přednačítání na konec cyklu. Kdy vím, že
bude potřeba porovnávat další cesta z města, ve kterém se právě nacházíme.
for( i~= 0; i~< n_graph_size; i++) {
if(p_graph[pos + n_graph_size * i] > 0) {
p_graph[pos + n_graph_size * i] --;




__builtin_prefetch(&p_graph[pos + n_graph_size * (i+1)] ,1,1);
}
Floyd-Warshallův algoritmus
Do původního Floyd-Warshallova algoritmu bylo vloženo přednačítání stejně jako u Eule-
rova algoritmu na konec cyklu. Kdy vím, že budu jistě potřebovat dva následující prvky.
Jen na konci řádku budu načítat zbytečně, ale pokud bych tam dal podmínku na test konce
řádku tak bych celý algoritmus zpomalil.
for (k~= 0; k~< n; ++k) {
for (i = 0; i~< n; ++i)
for (j = 0; j < n; ++j)
if ((dist[i*n+k] * dist[k*n+j] != 0) && (i != j))
if ((dist[i*n+k] + dist[k*n+j] < dist[i*n+j]) ||
(dist[i*n+j] == 0))





Obdobně jako u předchozích algritmů tak i u Simulovaného žíhání jsem přidal přednačítání
dat na konec cyklu.




Velikost úlohy Euler Floyd Sim. žíhání
bez optim. optim. bez optim. optim. bez optim. optim.
10000 59m 35s 58m 13s 9h 9h 3m 43m 59s 36m 38s
12500 2h 2h 17h 34m 17h 49m 1h 6m 59m 38s
15000 3h 42m 3h 44m > 24h > 24h 1h 49m 1h 22m
17500 6h 57m 6h 56m > 24h > 24h 2h 35m 1h 53m
20000 8h 26m 8h 24m > 24h > 24h 3h 47m 2h 23m
Tabulka 4.12: Tabulka časové náročnosti algoritmů s použitím přednačítání
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Obrázek 4.11: Prefetch Simulovaného žíhání
U Eulerova algortimu mělo přednačítání ve většině případů minimální rozdíly. Mini-
mální rozdíly mohly být způsobeny nevhodným umistěním přednačítaní a pokud by se lépe
umístilo mohl bych očekávat lepší výsledky.
U Floyd-Warshallova algoritmu byly rozdíly mezi optimalizovaným a neoptimalizova-
ným programem malé.





Na výsledky programů může mít vliv hodně aspektů. Vhodně zvolená optimalizace, hard-
ware, modifikace problému, počítačová architektura. . .
Jedním z aspektů, které mohou hodně ovlivnit časovou a paměťovou náročnost jsou
optimalizace. Některé jsem zde popsal. Z měření vyplívá, že zrychlení může být skoro až
o 50% a paměťová náročnost se dá zredukovat v některých případech až o 60%. Ale pokud
zvolíme nebo zkombinujeme optimalizace nevhodně mohou výrazně zpomalit program.
A dalším z aspektů, které mohou výrazně ovlivnit výsledky je hardware. Z hadwaru
nás bude nejvíce zajímat procesor, paměť RAM a cache. Záleží na programu co z počítače
vytíží.
U programu který bude počítat hodně s matematickými operacemi záleží na procesoru
a jeho parametrech. Jako příklad programu mohu uvést Simulované žíhání.
Jestliže si program potřebuje něco velkého pamatovat například matici souslednosti. Je
nutné aby paměť RAM byla dostatečně velká. Pokud se data nevejdou do paměti RAM uloží
se přebývající data na pevný disk. A čím dále jsou data uložena od procesoru, z pohledu
fyzického umístění pamětí(cache,RAM,HDD) na sběrnici, tím se zvyšuje jejich přístupová
doba, která má výrazný vliv na rychlost programu.
Koncepce programu a tudíž i výsledky záleží na možných modifikací problému obchod-
ního cestujícího. Některé modifikace problému jsem nastínil v kapitole 2.2.
Jednou z dalších modifikací je d(A,B)! = d(B,A). Tím se myslí, že délka cesty z města A
do města B je rozdílná než zpáteční cesta. Pokud bychom chtěli aplikovat tuto modifikaci na
programy řešící problém obchodního cestujícího. V některých případech musíme pozměnit
kód programu, ale není to tak u Eulerova algoritmu tedy aspoň ne u programu se kterým
jsem pracoval já .
Během práce jsem si prohloubil znalosti o překladači GCC , programu Valgrind a cel-
kově o optimalizaci zdrojového kódu v programovacím jazyce C. Na začátku bakalářské
práce jsem měl jen základní znalosti o problému obchodního cestujícího. Jedním z důleži-
tých kroků bylo nalezené a vybrané algoritmy přepsat do programovacího jazyka C, abych
s nimi mohl dále pracovat. Nejdůležitejší část byla nastudovat optimalizace zdrojového
kódu. Nejvíce času zabralo testování zvolených optimalizací a vyhodnocení výsledků. Zají-
mavé bylo sledovat jak se programy zrychlují u jednotlivých optimalizací. Bohužel ne vždy
se podařilo program zrychlit a dosáhnout tak tíženého výsledku.
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