Abstract. We show the existence of the local dimension of an invariant probability measure on an infinitely generated self-affine set, for almost all translations. This implies that an ergodic probability measure is exactly dimensional. Furthermore the local dimension equals the minimum of the local Lyapunov dimension and the dimension of the space. We also give an estimate, that holds for all translation vectors, with only assuming the affine maps to be contractive.
Introduction
The upper and lower local dimensions of a locally finite Borel measure µ, denoted by dim loc (µ, x) and dim loc (µ, x) respectively, are the lim sup and lim inf of the ratio log µ (B(x, r)) log r , as r → 0. When they agree, we say that the local dimension, denoted by dim loc (µ, x), exists and equals to this common value. If the local dimension is constant almost everywhere, we say that µ is exactly dimensional. The local dimension does not only give information about the geometry of the measure, but also about the support of the measure. For example, if the upper local dimension of µ is smaller than t for all x ∈ A, then the packing dimension of A is at most t, see e.g. [5, Proposition 2.3(d)].
Our main interest is to study the local dimensions of the canonical projection πµ of an invariant Borel probability measure µ onto a self-affine set. In 2009, Feng and Hu [10] showed that the local dimension of πµ exists almost everywhere if the underlying iterated function system, IFS for short, is conformal. They also showed that the local dimension exists if the mappings of the IFS satisfy f i (x) = A i x + a i and the matrices A i commute. When µ is ergodic, these results give that µ is exactly dimensional. The general affine case remained open. In 2011, Falconer and Miao [7] calculated the local dimension in a specific affine case. They showed that πµ is exactly dimensional for Lebesgue almost all translation vectors a ∈ R dκ , where κ is the number of mappings in the IFS, assuming that µ is a Bernoulli measure and that sup i ||A i || < Our main result, Theorem 1.2, generalizes the results mentioned above. We show that even in the infinitely generated case, the local dimension of an invariant Borel measure exists, assuming again that sup i ||A i || < 1 2 . As a corrollary we get that ergodic measures are exactly dimensional. We also give estimates for the local dimensions that hold for all translations, with only assuming that the mappings A i are contractive. This is done by using the techniques found in the proof of [10, Theorem 2.8] . Our motivation is also to point out how this proof is simplified, when we only deal with one IFS instead of a product system. In this case, the use of conditional measures can be avoided. Finally, we make remarks on the connections of our results to the dimensions of the limit set.
Let us now introduce some notation. Let I be a finite or countable set. We define I * = ∞ n=1 I n . If I is finite, we say that I N is finitely generated and otherwise I N is infinitely generated. When i ∈ I * , we denote by ij the symbol obtained by juxtaposing i and j. Furthermore, for i ∈ I * , we set [i] = {ij : j ∈ I N } and call this set a cylinder of i. When i = (i 1 , i 2 , . . .) we denote i| n = (i 1 , . . . , i n ). On the symbol space I N we consider the left shift σ, defined by σ(i 1 , i 2 , i 3 , . . .) = (i 2 , i 3 , . . .) and study Borel measures that are invariant with respect to this shift, that is µ(B) = µ(σ −1 B) for all borel sets B. An invariant measure is called ergodic, if for all Borel sets B with B = σ −1 B, we have µ(B) = 0 or µ(B) = 1. We denote the set of invariant and ergodic Borel probability measures on I N by M σ (I N ) and E σ (I N ) respectively. Throughout the paper, µ denotes a Borel probability measure. By πµ, we mean the push-forward measure µ • π −1 .
For each i ∈ I, we fix an invertible d×d matrix A i and a translation vector a i ∈ Q, where
We assume that sup i∈I ||A i || = α < 1 and consider the IFS {f i } i∈I , where f i (x) = A i x + a i , and the canonical projection π a :
and R is so large that f i (B(0, R)) ⊂ B(0, R) for all i ∈ I. We call F a = i∈I N π a (i) the limit set of this IFS. It is not restrictive to assume that each a i is in the cube Q, since this is just a matter of scaling the limit set. This only exculudes the case where sup i |a i | = ∞.
The singular values
are the lengths of the principal semiaxis of the ellipsoid A i|n (B(0, 1)). For 0 ≤ s < d, the singular value function is defined as
where k is the integer part of s.
and A be a sub-σ-algebra of the Borel σ-algebra B. The conditional expectation of f , with respect to A, denoted by E µ (f |A), is uniquely defined by the conditions
For µ ∈ E σ (I N ), we have that E µ (f |I)(i) = I N f dµ for almost all i ∈ I N , where I denotes the σ-algebra of invariant Borel sets, I = {B ∈ B : B = σ −1 B}. The conditional information of P m = {[i] : i ∈ I m }, with respect to A, is denoted by I µ (P m |A), and is defined by
The conditional entropy is defined via H µ (P m |A) = I N I µ (P m |A) dµ. For detailed discussion of conditional expectation and entropy, see [20] and [24] . As the (unconditional) entropy of P m , we set
Enropy and energy of µ ∈ M σ (I N ), defined by 
for µ almost all i ∈ I N and (1.2)
Furthermore, for µ ∈ E σ (I N ), we have h µ (i) = h µ and Λ µ (s, i) = Λ µ (s) for µ almost all i ∈ I N . We call h µ (i) the local entropy of µ at i and Λ µ (s, i) the local energy of µ at i. In order to use [20, Theorem 7 in section 2], we need to assume that H(P n ) < ∞ at some level n. Since h µ = lim n→∞
We define the measure-theoretical pressure function
when i is so that both equations in (1.1) hold. If h µ < ∞ the limit exists for µ almost all
It is not yet said, that there exists i ∈ I N , so that lim n→∞ 1 n log φ s (i| n ) exists for all s. Fortunately, this happens for µ almost all i ∈ I N . By repetitive use of the second equation in (1.1), we get that for µ almost all i ∈ I N , the limit lim n→∞ 1 n log α l (i| n ) exists for all 1 ≤ l ≤ d. We call these values the Lyapunov exponents of µ at i and denote them by λ l (µ, i). For s < d, it now easily follows that
where k is the integer part of s, with the interpretation that 0
is strictly decreasing function with Λ µ (0, i) = 0. Also we see that Λ µ ( · , i) has at most one point of discontinuity and at this point it is continuous from left. The point of discontinuity equals to min{k :
With the assumption h µ < ∞, we have that for µ almost all i ∈ I N , the equations in (1.1) hold for all s. Also, the first equation in (1.2) gives that h µ (i) < ∞ for µ almost all i ∈ I N . In this light, we give the following definition. Definition 1.1. Let µ ∈ M σ (I N ) and h µ < ∞. When i is so that h µ (i) < ∞ and both equations in (1.1) hold, the local Lyapunov dimension of µ at i, denoted by dim LY (µ, i), is defined to be the infimum of the numbers s, for which P µ (s, i) < 0.
We remark that, for ergodic µ, the above functions h µ (i), λ l (µ, i), Λ µ (s, i), P µ (s, i) and dim LY (µ, i) are constants for µ almost all i. In such case, we use the notations h µ , λ l (µ), Λ µ (s), P µ (s) and dim LY (µ) to emphasize the independence of i. We are now ready to state our main result.
We only need the assumption 0 > P µ (s, i) > −∞ in the proof of the upperbound to ensure that λ k+1 (µ, i) > −∞, where k is the integer part of dim LY (µ, i).
Local dimensions of invariant measures
In this section we prove Theorem 1.2. The proof is divided into upper and lower estimates, namely to Theorems 2.1 and 2.2. We remark that Theorem 2.1 was proven in [11, Proposition 4.4] for an ergodic measure on a finitely generated affine IFS.
for all n ≥ N δ and i ∈ H δ . Therefore we find a constant c ′ > 0, independent of i, so that
for all n ∈ N and i ∈ H δ . Next we consider the integral
where a = (a 1 , a ′ ) ∈ Q N . We can make the change of variable in the inner integral as in [2, Lemma 3.1]. By using this Lemma with Fubini's theorem, and then inequality (2.1) and the properties of the singular value function, we get 
for m almost all a ∈ Q N . Next we fix a so that (2.2) holds. We deduce that the integral
is finite for µ almost all i ∈ H δ and so we find constants
We have obtained that dim loc (π a µ, π a (i)) ≥ γ(i) for µ almost all i ∈ H δ and m almost all a ∈ Q N . Since δ was arbitrary, this also holds for µ almost all i ∈ I N .
If dim LY (µ, i) > d, then we get the proof by choosing
Proof. We may assume that dim
The ellipsoid f i|n (B(0, R)) can be covered by a rectangular box, call it B(i| n ), with side-lengths 2Rα
We can cover B(i| n ) with N (i| n ) non-overlapping "half-open" boxes with side-lengths
where
. In other words, Q n (i) is the part of the cylinder [i| n ] that gets projected into P n (i). For fixed j we define
for all n ∈ N. Now we have
Thus for the set
By definition, for all i ∈ A j , we find M (i) ∈ N such that the inequality
for µ almost all i ∈ I N . The first inequality follows by the definition of N (i| n ) and the fact that h µ (i) and λ l (µ, i) are finite for 1 ≤ l ≤ k + 1 and 0 > λ k+1 (µ, i). The second inequality follows by (1.3), since P µ (γ(i), i) < 0. In the calculation, we have omitted the constant (2R) d from N (i| n ), since it has no effect on the result. Let r l be any sequence of positive numbers converging to zero. For each l, we find an integer n l , so that √ dα k+1 (i| n l ) ≤ r l < √ dα k+1 (i| n l −1 ). To avoid complicated notation, we only write n instead of n l . We have i ∈ Q n (i) and π a Q n (i) ⊂ P n (i) and the greatest side-length of P n (i) is α k+1 (i| n ). Therefore we have π a Q n (i)
where α = sup i∈I α 1 (i) < 1. Since j and the sequence r l were arbitrary and µ(A j ) = 1 for all j ∈ N, we have obtained dim loc (π a µ, π a (i)) ≤ γ(i) for µ almost all i ∈ I N .
Estimates for local dimensions in general affine case
It is natural to ask, what can be said of the local dimensions, when we only assume sup i∈I α 1 (i) ≤ α < 1, and what results can be obtained for all translations a. Observe that Theorem 2.2 already applies to this case. By following the ideas of the proof of [10, Theorem 2.8], we get symmetric upper and lower bounds. These can also be directly applied to the self-similar case. When θ is a continuous map from I N to R d , we use the notation B θ (i, r) = θ −1 B(θi, r). We also omit a from our notation and simply write π and F for the canonical projection and the limit set respectively, since we are to obtain results for all translations. Theorem 3.1. Assume that µ ∈ M σ (I N ), h µ < ∞ and log α d (i| 1 ) ∈ L 1 (µ). Then we have for µ almost all i ∈ I N and for all a ∈ Q N that h π µ (i)
,
The assumptions h µ < ∞ and log α d (i| 1 ) ∈ L 1 (µ) are needed in the ergodic theorems that we use in the proof. The number m can be chosen to be the least integer for which H(P m ) < ∞. In the finitely generated case these assumptions are of course satisfied and m = 1. Before the proof we introduce two lemmas. Lemma 3.2 applies generally to any IFS and Lemma 3.3 contains all the geometric information of this setting, since it is the only part where the self-affinity is used.
for µ almost all i ∈ I N and in L 1 , as r → 0.
Proof. For arbitrary A ∈ B(I N ), we define Radon probability measures ν and η A on the limit set F by setting ν = θµ and η A = θ(µ| A ). Now η A ≪ ν by definitions. For r > 0, we define a function g A r : R d → R by setting z, r) ) .
The limit g A (z) := lim r→0 g A r (z) exists and is finite for ν almost all z ∈ R d according to the differentation theory of measures, see [17, Theorem 2.12] . We want to show that 
for all D ∈ B(R d ). This implies that R(i) = 0 for µ almost all i ∈ I N . Now, the pointwise convergence follows by writing the left hand side of (3.1) as
.
To obtain the L 1 convergence, we show that
∈ L 1 . The result then follows by the Dominated convergence theorem. To this end, note that
where C is the constant from Besicovitch's covering theorem. This can equivalently be written as
Since G(i) is positive, we have
which completes the proof.
, and therefore we have
If j belongs to the set on the left-hand side, then πj = f i 1 (πσj) and so the injectivity of f implies πσj ∈ B(πσi, r). Now we have that
The result follows by substituting r by ρ(σ(i| n )).
Proof of Theorem 3.1. First of all, since h µ < ∞, we have H(P m ) < ∞ for some m ∈ N. Next, we define the following sequences of functions:
According to Lemma 3.3 we have D n (i) ≤ W n (i) − G n (i), thus we can write
Because π and π • σ are continuous maps, we can apply Lemma 3.2 and get that G n → −I µ P m |π −1 B(R d ) and W n → −I µ P m |σ −1 π −1 B(R d ) pointwise µ almost everywhere and in L 1 , as n → ∞. Thus we can use a modification of Birkhoff's ergodic theorem, [16, Corollary 1.6] , and get
for µ almost all i ∈ I N . On the other hand, Birkhoff's ergodic theorem, [20, Theorem 9 in section 1], gives (3.4)
for µ almost all i ∈ I N . Let r i be a sequence converging to zero. Similarly as in the proof of Theorem 2.2 we choose numbers n l so that ρ(i| n l +1 ) ≤ r l < ρ(i| n l ). Again we only write n instead of n l for simplicity. By using (3.2),(3.3) and (3.4) we get lim sup
for µ almost all i ∈ I N , which proves the first inequality. To get the last inequality, we replace ρ(i| n ) by ρ(i| n ) = n k=1 α 1 (i k ). This gives the opposite inequality in Lemma 3.3 and leads to the upper estimate.
As corollaries, we get uniform bounds for local dimensions in ergodic case and the result of Feng and Hu for infinitely generated self-similar sets.
Corollary 3.5. Let µ ∈ E σ (I N ) and α 1 (i) = α l (i) for all 1 ≤ l ≤ d and i ∈ I and
Pressure function and dimensions of the limit set
In order to determine the Hausdorff dimension of the limit set F a , one often considers the pressure function defined by
In the finitely generated setting it is known that if max i∈I ||A i || < 1 2 , then the Hausdorff dimension of F a equals to the zero of the pressure for L dκ almost all a ∈ R dκ , where κ denotes cardinality of the index set I, see [2] . In [13, Theorem B], Käenmäki and Reeve generalize this result for an infinitely generated affine IFS, with the extra assumption of quasi-multiplicativity, see [13, (2.1) ] for the definition. Since their results on the Hausdorff dimension of the limit set are closely related to our results on measures, we give some notes on this paper.
The pressure function satisfies P (s) ≥ P µ (s) for all µ ∈ M σ (I N ) and all s ∈ [0, ∞), see [13, Lemma 2.2] . Furthermore, if the singular value function is quasi-multiplicative and s > s ∞ = inf{s : P (s) < ∞}, then there exists an ergodic measure µ s , called the Gibbs measure, satisfying P (s) = P µs (s), h µs < ∞ and Λ µs (s) > −∞, [13, Theorems 3.5 and 3.6 and Lemma 4.2]. In example 5.3 we show that P (s) can be nonzero everywhere. In this case, any ergodic measure µ with h µ < ∞ satisfies dim LY (µ) < s ∞ . This follows since P (s ∞ ) ≥ P µ (s ∞ ) and P µ is continuous from left. The next theorem gives a necessary and sufficient condition for the existence of the zero of the pressure function under the quasi-multiplicativity assumption. , and we will make use of that proof. Their lemma deals with a finitely generated IFS, but some parts of the proof apply directly to the infinitely generated case.
Proof of Lemma 4.1. It is easy to see, that P (s) is decreasing and thus it is finite for all s > s ∞ . As in [15, Lemma 2.1], we deduce that for any s > s ∞ , we have
which gives that P (s) is strictly decreasing for s > s ∞ and that lim s→∞ P (s) = −∞. Now we only neeed to show the continuity. By inspecting the proof of [15, Lemma 2.1], we get that P (s) is convex on intervals [m, m + 1]. Since P (s) is also decreasing, we get that P (s) is left-continuous for all s > s ∞ . Since φ s (i) is quasi-multiplicative, P (s) can be approximated pointwise by continuous functions from below, namely by the pressures of finite sub-systems, see [13, Proposition 3.2] . Again, using the fact that P (s) is decreasing, we get right-continuity. Especially, P (s) is right-continuous at s ∞ . Note also that quasimultiplicativity was only used to get the right-continuity.
The lower local dimension of the Gibbs measure is also estimated in [13, Theorem 4.1] . By Lemma 4.1 and Theorem 1.2 we get the following corollary. By [13, Theorem B] , dim H F a = sup{dim H π a (J N ) : J ⊂ I is finite} for m almost all a. We do not know whether a similar approximation holds for dim P and dim B . Recalling [5, Theorem 10 .1], one could use Corollary 4.2 and hope for results on packing dimension of the limit set. The problem is that we only know the local dimension of µ s 0 for almost all i and not for all i. Mauldin and Urbanski have given an example of an infinitely generated self similar set F satisfying the open set condition, for which dim H F < dim P F , see [18, Example 5.2] . On the other hand, for all finite subsystems it holds that dim H π a (J N ) = dim P π a (J N ), see [3] . Therefore the dimension approximation property does not hold for this, or similar examples. Note also that dim B F a = dim P F a for infinitely generated self-affine sets F a by [18, Theorem 3.1]. The following theorem gives an estimate for the realtion between Hausdorff and packing dimensions of infinitely generated self affine sets. For x ∈ F a , we set the notation L n (x) = {f i (x) : i ∈ I n }. Theorem 4.3. Let {f i } i∈I , be an infinitely generated affine IFS. Then we have that
where s 0 = inf{s : lim n→∞ 1 n log i∈I n α 1 (i) s = 0}.
Proof. We have dim P F = dim B F by [18, Theorem 3.1] and so the first inequality is trivial. The last inequality follows by the proof of [19, Lemma 2.8 
Note that if s 0 ≤ 1, then s 0 = inf{s : P (s) < 0} and we get equality for m almost all a ∈ Q N by [13, Theorem B].
Examples and final remarks
Here we give some examples on the entropies and pressures of measures. In example 5.1 we construct a measure of finite entropy and a measure of infinite entropy, just to show that both cases exist. In example 5.2 we show that the measure-theoretical pressure function can be nonzero everywhere and finally in example 5.3 we show that the pressure function can be nonzero everywhere, as mentioned earlier. In the examples, we make use of Bernoulli measures: Fix reals 0 ≤ p i ≤ 1 so that We can now calculate
ci −2 log ci −2 = log c + 2c
and thus µ is a probability measure with finite entropy. Also, by induction we see that λ 1 (µ) = [12] . For this measure, dim LY (µ s 0 ) equals to s 0 . By Theorem 1.2, we get that dim H (F ) ≥ s 0 for Lebesque almost all a ∈ R dκ . This shows that we can not remove the assumption sup i∈I ||A i || < Perhaps we could have dim loc (π a µ, π a (i)) = min{d, dim π LY (µ, i)} for µ almost all i ∈ I N and all a ∈ Q N , when µ ∈ E σ (I N ), h π µ < ∞ and sup i∈I ||A i || < 1.
