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Abstract We deal with the numerical solution of linear partial differential
equations (PDEs) with focus on the goal-oriented error estimates including al-
gebraic errors arising by an inaccurate solution of the corresponding algebraic
systems. The goal-oriented error estimates require the solution of the primal
as well as dual algebraic systems. We solve both systems simultaneously using
the bi-conjugate gradient method which allows to control the algebraic errors
of both systems. We develop a stopping criterion which is cheap to evalu-
ate and guarantees that the estimation of the algebraic error is smaller than
the estimation of the discretization error. Using this criterion and an adap-
tive mesh refinement technique, we obtain an efficient and robust method for
the numerical solution of PDEs, which is demonstrated by several numerical
experiments.
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1 Introduction
Let Ω ⊂ Rd be a polygonal domain with the boundary Γ = ∂Ω. We consider
an abstract partial differential equation in the form
L u = f, (1)
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where u : Ω → R is the unknown solution, L is a linear differential operator
and f is the right-hand side. The problem (1) has to be accompanied by
suitable boundary conditions. Further, let Vh be a finite-dimensional space of
functions, (dimVh = Nh < ∞), where an approximation of u is sought. We
note that the space Vh is not given a priori but it is generated as a sequence of
spaces by a suitable mesh adaptive method. By uh ∈ Vh we denote the discrete
solution which approximates u.
In many practical application, we are not interested in the solution of (1)
itself but rather in a quantity of interest, which is the value of a certain, a priori
known, solution-dependent target functional J(u). For example, the functional
J is a mean value of the solution over a subset of the computational domain
or its boundary. Therefore, we need not to estimate the error ‖u− uh‖ in an
energy norm (cf. [1,38]) but the error J(u) − J(uh). We assume that J is a
linear functional.
The necessity to estimate the error of the target functional gives rise to
the goal-oriented error estimates, cf. the pioneering works summarized in [6,
9,19]. This approach was further developed for many problems, let us men-
tion [31,24,36] dealing with linear elliptic problems, [26] dealing with steady
linear hyperbolic problems. Moreover, extensions to nonlinear problem were
presented, e.g., in [34,33] for elasticity problems and, e.g., in [27,35,22,18,21,
5] for computational fluid dynamics, for a survey see [15].
The goal-oriented error estimates require, except the solution of the original
(primal) problem (1), also to solve the dual (or adjoint) problem
L ∗z = J, (2)
where L ∗ is the dual operator to L , J is the target functional and z : Ω →
R is the dual solution. The problem (2) has to be accompanied by suitable
boundary conditions as well.
It is necessary to approximate the solution of (2) by z+h ∈ V +h where V +h is
a richer space than Vh. One possibility is to discretize (2) directly on V
+
h (e.g.,
[24]) but then we have to solve two different algebraic problems. Another
way is to discretize (2) on Vh and define z
+
h := R(zh), where zh ∈ Vh is a
numerical approximation of (2) and R : Vh → V +h is a suitable higher order
reconstruction (e.g., [35,10]).
The advantage of the latter approach is that the discretizations of the
primal and dual problems (1) and (2) using the same space Vh are equivalent
to two mutually transposed linear algebraic systems which can be beneficial
in practical solutions. Namely, we obtain
Ax = b and ATy = c, (3)
where A ∈ RNh×Nh is the matrix arising from the discretization ofL from (1),
AT is the transpose matrix of A, b ∈ RNh and c ∈ RNh represent the dis-
cretization of the right-hand sides of (1) and (2), respectively, and x ∈ RNh
and y ∈ RNh are the vectors corresponding to the discrete solutions uh ∈ Vh
and zh ∈ Vh of (1) and (2), respectively.
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In many situations, it is advantageous to solve systems (3) iteratively since
(i) approximate solutions satisfying the prescribed tolerance are sufficient as
an output of the computation; (ii) very good initial approximations of x and
y are typically available from previous level of mesh adaptation. Let ukh ∈ Vh
and zkh ∈ Vh denote functions corresponding to the k-th iterations xk and
yk, respectively. Then the computed approximations u
k
h and z
k
h are influenced
also by the algebraic error arising from the inexact solution of systems (3).
Let us note that even if a direct solver for (3) is used then these systems are
not solved exactly (only on the level of machine accuracy) and the computed
approximations suffers from algebraic errors too, see [4].
Having only approximate solution of (3), the Galerkin orthogonality of the
error is violated and many standard a posteriori error estimation techniques
can not be used. Therefore, the algebraic error has to be taken into account
in a posteriori error analysis. Additionally, the algebraic error estimation is
important for the setting of a suitable stopping criterion for iterative solvers
and therefore for the optimization of the computational costs. The algebraic
error estimates in the framework of energy norms were treated, e.g., in [3,32,
23] for conforming finite element method in combination with the conjugate
gradient method. In the framework of goal-oriented error estimates, a possible
violation of Galerkin orthogonality was taken into account, e.g., in [25].
The influence of the algebraic error in goal-oriented error estimates was
considered in [29] for iterative algebraic solvers (including multigrid meth-
ods). The computational error was expressed and estimated as a sum of the
discretization and algebraic errors. The primal and dual algebraic problems (3)
were solved alternatively and after some number of iterations (or one multi-
grid cycle), the algebraic and discretization components of the errors were
estimated. Then the iterative process was stopped when the algebraic error es-
timate was sufficiently smaller than the discretization error estimate. We also
mention the recent paper [28] using a completely deferent approach for elliptic
problems. This technique is based on H(div)-conforming flux reconstructions
and H1-conforming potential reconstructions and yields to a guaranteed upper
error bound.
In [14], we employed an approach similar to [29] and studied the conver-
gence of the error estimator with respect to algebraic iterations of the primal
and dual problems. We observed a delay in the convergence for insufficiently
accurate resolution of the primal or the dual problem. We arrived to the con-
clusion that it is difficult to control the efficiency of the computational process
when the primal and dual problems (3) are solved alternatively.
Therefore, in this paper, we develop a technique to solve the primal and
dual problems (3) simultaneously using the bi-conjugate gradient (BiCG) me-
thod. At each BiCG iteration, the approximations of uh and zh are available
and the estimate of the algebraic error can be computed and the accuracy and
efficiency can be controlled. Motivated by [37], we proposed a stopping crite-
rion for the BiCG solver which is very cheap for evaluation and in contrary to
[29,14], it does not require the evaluation of the discretization error estimator.
The use of the BiCG solver for the primal and dual problems (3) with the
4 Vı´t Dolejˇs´ı, Petr Tichy´
proposed criterion in a combination the mesh adaptation leads to an efficient
numerical method for the solution of (1).
Since the presented approach can be applied to (1) with a general linear op-
erator L discretized by any numerical scheme based on a variational formula-
tion, we express the problem considered and its numerical approximation only
in the abstract form. However, in order to demonstrate the applicability of this
technique, we present the numerical solution of purely elliptic and convection-
diffusion problems by the hp-adaptive discontinuous Galerkin method (DGM)
on possibly anisotropic meshes.
The content of the rest of the paper is the following. In Section 2, we
shortly summarize the goal-oriented error estimate technique including two
variants of the expression of the algebraic errors. In Section 3, we introduce
the algebraic representation of the discrete problems and discuss several ways
for the evaluation of the quantity of interest and their corresponding error
estimates. These possibilities are numerically tested in Section 4, where we
solve the Laplace problem on fixed meshes. Moreover, in Section 5, we de-
scribe the mesh adaptation process and proposed new stopping criteria for the
BiCG solver. Their computational performance is demonstrated in Section 6
for the Laplace and convection-dominated problems. We conclude with sev-
eral remarks and discuss a possible extension of this technique for nonlinear
problems in Section 7.
2 Framework for the goal-oriented error estimates
We briefly recall a general framework for the goal-oriented error estimates.
More details can be found, e.g., in [9,19].
2.1 Primal problem
Let the weak formulation of the primal problem (1) be given by
a(u, ϕ) = `(ϕ) ∀ϕ ∈ V, (4)
where u ∈ V is a weak solution, a(·, ·) : V × V → R is a bilinear form,
`(·) : V → R is a linear form and V is a Hilbert space. We assume that (4) is
well-posed, i.e., it admits a unique weak solution.
For the numerical approximation of (4), let Vh, h > 0 be a finite element
space of functions defined on Ω, typically piecewise polynomial functions re-
lated to the partition of Ω onto a set of finite elements Th. Moreover, let Wh
be a functional space such that V ⊂ Wh and Vh ⊂ Wh. For conforming finite
element methods (Vh ⊂ V ), we simply put Wh := V . However, for noncon-
forming methods (the case Vh 6⊂ V ), the choice of Wh is more delicate. E.g., for
discontinuous Galerkin method, we employ the so-called broken Sobolev space
and put
Wh := H
s(Th) = {v ∈ L2(Ω); v
∣∣
K
∈ Hs(K)∀K ∈ Th}, (5)
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where Th is a mesh partition of Ω and s > 0 is a suitable Sobolev index, e.g.,
for the second-order operator L , we have s = 2.
Let
ah : Wh ×Wh → R and `h : Wh → R (6)
be a bilinear and a linear forms corresponding to the discretization of the
left-hand and right-hand sides of (4), respectively, by a particular numerical
method.
We say that uh ∈ Vh is the discrete solution of the primal problem (4) if
ah(uh, ϕh) = `h(ϕh) ∀ϕh ∈ Vh. (7)
We assume that the numerical scheme (7) is consistent, i.e.,
ah(u, ϕ) = `h(ϕ) ∀ϕ ∈Wh (8)
where u ∈ V is the weak solution of (4). This implies the Galerkin orthogonality
of the error of the primal problem
ah(uh − u, ϕh) = 0 ∀ϕh ∈ Vh. (9)
Finally, we define the residual of the primal problem by
rh(uh)(ϕ) := `h(ϕ)− ah(uh, ϕ) = ah(u− uh, ϕ), ϕ ∈Wh, (10)
where the last equality follows from the consistency (8).
2.2 Quantity of interest and the dual problem
As mentioned in the introduction, we are interested in a sufficiently accurate
approximation of the quantity of interest J(u) ∈ R, where
J : Wh → R (11)
is a linear functional. Typically, it is defined as a weighted mean value of u
over the computational domain Ω or its boundary Γ .
In order to estimate the error J(u) − J(uh), we consider the adjoint (or
dual) problem (2) and its discretization. We say that zh is the discrete solution
of the dual problem (2) if
ah(ψh, zh) = J(ψh) ∀ψh ∈ Vh, (12)
where ah and J are given by (6) and (11), respectively. Moreover, we assume
that the numerical scheme (12) is adjoint consistent, i.e.,
ah(ψ, z) = J(ψ) ∀ψ ∈Wh, (13)
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where z is the weak solution of the dual problem (2). This implies the Galerkin
orthogonality of the error of the dual problem
ah(ψh, zh − z) = 0 ∀ψh ∈ Vh. (14)
Finally, we define the residual of the dual problem by
r∗h(zh)(ψ) := J(ψ)− ah(ψ, zh) = ah(ψ, z − zh), ψ ∈Wh, (15)
where the last equality follows from the adjoint consistency (13).
The problems (7) and (12) represent two linear algebraic systems whose
efficient solution by an iterative solver is developed in Section 3. Due to it-
erative and rounding errors, the “exact” discrete solutions uh and zh are not
available, we have only their approximation ukh ∈ Vh and zkh ∈ Vh, k = 1, 2, . . . .
However, they do not fulfil the Galerkin orthogonalities (9) and (14).
2.3 Abstract goal-oriented error estimates
Obviously, for adjoint consistent discretization we have (due to (8) and (13))
the equivalence between the quantity of interest J(u) and the right-hand side
of (4) evaluated for the dual solution z, i.e.
`h(z) = ah(u, z) = J(u). (16)
Similarly, from (7) and (12), we obtain the discrete variant of (16) as
`h(zh) = ah(uh, zh) = J(uh), (17)
where uh and zh are the discrete solutions of the primal and dual problems,
respectively. Consequently, we have an error equivalence
J(u− uh) = J(u)− J(uh) = `h(z)− `h(zh) = `h(z − zh). (18)
Therefore, the difference `h(z − zh) can be used as an error estimate of the
quantity of interest as well.
First, we present the primal and dual error identities for the error of the
quantity of interest for the algebraically exact discrete solution uh and zh of
(7) and (12), respectively. Using the adjoint consistency (13), the Galerkin
orthogonality (9) and relation (10), we get the primal error identity
J(u− uh) = ah(u− uh, z) = ah(u− uh, z − vh) (19)
= rh(uh)(z − vh) ∀vh ∈ Vh,
where rh(zh)(·) denotes the residual of the primal problem given by (10).
Similarly, exploiting in addition the Galerkin orthogonality (14) and rela-
tion (15), we get the dual error identity
J(u− uh) = ah(u− uh, z − zh) = ah(u− wh, z − zh) (20)
= r∗h(zh)(u− wh) ∀wh ∈ Vh,
where r∗h(zh)(·) denotes the residual of the dual problem given by (15).
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2.4 Abstract goal-oriented error estimates including algebraic errors
As mentioned above, the discrete solutions uh and zh fulfilling (7) and (12),
respectively, are non-available but we have only ukh ∈ Vh and zkh ∈ Vh, k =
1, 2, . . . denoting their approximations given by an algebraic iterative solver.
Hence, the error representations (19) and (20) are useless and we have to
estimate the error J(u− ukh).
In the same way as in [29,14], we employ the adjoint consistency (13),
identity z = z − vh + vh, vh ∈ Vh and relation (10), we get the primal error
identity including algebraic errors
J(u− ukh) = ah(u− ukh, z) = ah(u− ukh, z − vh) + ah(u− ukh, vh) (21)
= rh(u
k
h)(z − vh) + rh(ukh)(vh) ∀vh ∈ Vh,
where rh(u
k
h)(·) is given by (10). Inserting vh := zkh in (21), we obtain
J(u− ukh) = rh(ukh)(z − zkh) + rh(ukh)(zkh) =: eS,k + eA,k, (22)
where the quantity eS,k = rh(u
k
h)(z − zkh) represents the discretization error
of the primal problem since it coincides with (19) for ukh = uh. Further, the
quantity eA,k = rh(u
k
h)(z
k
h) represents the algebraic error of the primal problem
since it vanishes for ukh = uh. Let us note that (21) and (22) hold without the
Galerkin orthogonality (9).
In order to derive the analogue of (20) including algebraic error, we take
into account the error equivalence (18). The quantity `h(z − zkh) exhibits the
analogue of the error J(u − ukh) since both quantities are equal for ukh = uh
and zkh = zh. However, if u
k
h and z
k
h are arbitrary iterations then, in general,
J(u− ukh) 6= `h(z − zkh). (23)
Nevertheless, we show in Section 3 (cf. (64)) that if ukh and z
k
h are obtained
by the bi-conjugate gradient (BiCG) method with vanishing initial approxi-
mations (in the exact arithmetic) then
J(u− ukh) = `h(z − zkh) for k = 1, 2, . . . . (24)
Now, using the consistency (13), identity z = z − wh + wh, wh ∈ Vh and
relation (10), we get the dual error identity including algebraic errors
`h(z − zkh) = ah(u, z − zkh) = ah(u− wh, z − zkh) + ah(wh, z − zkh) (25)
= r∗h(z
k
h)(u− wh) + r∗h(zkh)(wh) ∀wh ∈ Vh,
where r∗h(z
k
h)(·) is given by (15). Putting wh := ukh in (25), we obtain
`h(z − zkh) = r∗h(zkh)(u− ukh) + r∗h(zkh)(ukh) =: e∗S,k + e∗A,k, (26)
where, similarly as the quantities eS,k and eA,k in (22), the quantities e
∗
S,k and
e∗A,k represent the discretization and algebraic error of the dual problem. Let
us note that (25) and (26) hold without the Galerkin orthogonality (14).
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2.5 Computable goal-oriented error estimates
Whereas the algebraic errors eA,k and e
∗
A,k from (22) and (26), respectively,
are computable quantities, the discretization errors eS,k and e
∗
S,k require the
knowledge of the exact dual and primal and solutions z and u, respectively.
In practical computations, they should be approximated by a higher-order
reconstruction denoted here by
u+h = R(u
k
h), z
+
h = R(z
k
h), (27)
where ukh ∈ Vh and zkh ∈ Vh denote approximations of uh and zh, R : Vh → V +h
denotes a reconstruction operator and V +h is a “richer” finite dimensional
space, for examples, see the papers cited in Introduction.
Replacing u and z in (22) and (26) by u+h and z
+
h , we obtain the computable
approximations ηS,k and η
∗
S,k of the discretization errors eS,k and e
∗
S,k by
eS,k = rh(u
k
h)(z − zkh) ≈ rh(ukh)(z+h − zkh) =: ηS,k, (28)
e∗S,k = r
∗
h(z
k
h)(u− ukh) ≈ rh(zkh)(u+h − ukh) =: η∗S,k, k = 1, 2, . . . .
The quantities ηS,k and η
∗
S,k are called the estimates of the primal and dual
discretization errors, respectively.
The approximations (28) together with (22) and (26) lead to the com-
putable estimate of the total error by
J(u− ukh) ≈ ηS,k + ηA,k, `h(z − zkh) ≈ η∗S,k + η∗A,k, k = 1, 2, . . . , (29)
where, in order to have a consistent notation, we put
ηA,k := eA,k = rh(u
k
h)(z
k
h), η
∗
A,k := e
∗
A,k = r
∗
h(z
k
h)(u
k
h). (30)
The terms ηA,k and η
∗
A,k are equal to the algebraic errors of the primal and
dual problems (7) and (12), respectively, and they are independent on the used
higher-order reconstruction R from (27).
Remark 1 The approximations (29) do not give a guaranteed error estimate
since, as usual, we neglected the terms rh(u
k
h)(z − z+h ) and rh(zkh)(u − u+h ).
Hence, the guaranteed error estimate requires an estimation of these terms. We
refer to [30,2] where this problem was treated for symmetric elliptic problems
discretized by the conforming finite element method. This is also a subject of
our further research.
2.6 An alternative representation of the algebraic error
In (22), we expressed the discretization and algebraic parts of the computa-
tional error using the approach from [29], namely
J(u− ukh) = rh(ukh)(z − zkh) + rh(ukh)(zkh) = eS,k + eA,k. (31)
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On the other hand, it is possible to decompose the total error J(u−ukh) in the
alternative way as
J(u− ukh) = J(u− uh) + J(uh − ukh) =: ζS,k + ζA,k. (32)
The first term in (32) is the discretization error given by (19) and it satisfies
ζS,k = J(u− uh) = rh(uh)(z − vh), vh ∈ Vh (33)
and it is independent of k. Obviously, although eS,k in (31) and ζS,k in (33)
both represent the discretization error, they differ. Moreover, ζS,k cannot be
evaluated even if we replace z by z+h since uh is unavailable.
The second term ζA,k in (32) represents the algebraic error. It cannot be
expressed in a residual form but in Section 3, we present a technique which is
able to estimate this term in a cheap way.
Hence, we have two representations of the algebraic error, the first one
from (31) given by ηA,k = rh(u
k
h)(z
k
h) and the second one from (32) given by
ζA,k := J(uh − ukh). Both representations are “algebraically consistent” which
means that if ukh → uh and zkh → zh for k →∞ then
ηA,k → 0 for k →∞ and ζA,k → 0 for k →∞. (34)
However, the speed of convergence for ηA,k and ζA,k can differ substantially,
see numerical experiments in Section 6.
Moreover, for ukh → uh and zkh → zh, both discretization errors eS,k and
ζS,k are closer and closer since (cf. (31) and (32))
|eS,k − ζS,k| = |ζA,k − eA,k| ≤ |ζA,k|+ |eA,k| → 0. (35)
Finally, we present the dual analogue of (32)–(33) in the form
`h(z − zkh) = `h(z − zh) + `h(zh − zkh) =: ζ∗S,k + ζ∗A,k, (36)
where the term ζ∗A,k can be estimated in the same manner as ζA,k in (32), cf.
Section 3.
3 Solution of primal and dual discretized problems
In this section, we introduce the algebraic representation of the goal-oriented
error estimates from the previous section, present the BiCG method allowing
a simultaneous solution of the primal and dual problems and discuss several
possibilities algebraic errors estimates and stopping criteria for the iterative
solver.
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3.1 Algebraic representation
Let {ϕi : Ω → R, i = 1, . . . , Nh} be a basis of the finite-dimensional space Vh.
We define the matrix A ∈ RNh×Nh by
A = {Ai,j}Nhi,j=1, Ai,j := ah(ϕi, ϕj), i, j = 1, . . . , Nh, (37)
where ah is the bilinear form defined by (6). Then the primal and dual discrete
problems (7) and (12) are equivalent to the solution of two linear algebraic
systems
Ax = b and ATy = c, (38)
respectively, where x ∈ RNh and y ∈ RNh are the algebraic representation of
the primal and dual solutions given by
x = (x1, . . . , xNh)
T ↔ uh =
∑Nh
i=1
xiϕi, (39)
and y = (y1, . . . , yNh)
T ↔ zh =
∑Nh
i=1
yiϕi,
respectively, and b ∈ RNh and c ∈ RNh are the algebraic representation of the
right-hand sides of the primal and dual problems given by
b = (b1, . . . , bNh)
T ↔ bi = `h(ϕi), i = 1, . . . , Nh, (40)
and c = (c1, . . . , cNh)
T ↔ ci = J(ϕi), i = 1, . . . , Nh,
respectively. Using (37)–(40), we obtain the equivalencies
J(uh) =
Nh∑
i=1
xiJ(ϕi) = c
Tx = cTA−1b = yTb =
Nh∑
i=1
yi`h(ϕi) = `h(zh), (41)
which exhibits the algebraic analogue of (17).
Similarly, as in (39) let xk and yk be the algebraic analogues of the ap-
proximations ukh and z
k
h, respectively. The corresponding residuals of (38) are
given by
rk := b− Axk = A(x− xk) and sk := c− ATyk = AT(y − yk). (42)
By a standard manipulation, we derive the following correspondence between
the discretization and its algebraic representation which will be used in next
paragraphs. Similarly as in (41), we have
J(ukh) = c
Txk, `h(z
k
h) = y
T
kb. (43)
From (37) and (39), we obtain
ah(u
k
h, z
k
h) = y
T
kAxk. (44)
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Additionally, employing (38) and (42), we derive
ah(uh − ukh, zh − zkh) = (y − yk)TA(x− xk) = sTkA−1rk. (45)
Finally, using (10), (15), (30) and (42)–(44), we obtain
ηA,k = `(z
k
h)− ah(ukh, zkh) = yTkb− yTkAxk = yTkrk, (46)
η∗A,k = J(u
k
h)− ah(ukh, zkh) = cTxk − yTkAxk = sTkxk.
3.2 Approximating the quantity of interest using iterates xk and yk
Let the approximations xk and yk, and the corresponding residual vectors rk
and sk, computed by some iterative method for solving linear systems (38), be
given. We introduce several possibilities, how to approximate the quantity of
interest J(uh) = c
TA−1b = `h(zh) using these vectors. For each possibility, we
express the quantity of interest as a sum of two terms, where the former one
is a computable value approximating the quantity of interest and the latter
one is an incomputable term which represents the error of the approximation.
Note that the identities derived below rely only on the relations
rk = b− Axk and sk = c− ATyk. (47)
(P1) Using (42), a simple manipulation gives
cTA−1b = cTx = cTxk + cT(x− xk) = cTxk︸ ︷︷ ︸
approximation
+ cTA−1rk︸ ︷︷ ︸
error
. (48)
The first term on the right-hand side of (48) is computable and then it
can be used for the approximation cTA−1b ≈ cTxk and the second term
cTA−1rk represents the corresponding error. Similarly, for the dual form,
we have
cTA−1b = yTb = yTkb + (y − yk)Tb = yTkb︸︷︷︸
approximation
+ sTkA−1b︸ ︷︷ ︸
error
, (49)
thus yTkb is a computable approximation of c
TA−1b and sTkA−1b the cor-
responding error.
(P2) We carry out more sophisticated manipulation, take into account (38),
(42), (45) and get
cTA−1b = cTxk + cTA−1A(x− xk) = cTxk + yTA(x− xk) (50)
= cTxk + y
T
k(b− Axk) + (y − yk)TA(x− xk)
= cTxk + y
T
krk︸ ︷︷ ︸
approximation
+ sTkA−1rk︸ ︷︷ ︸
error
.
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Using the algebraic-discretization equivalence relations (41), (43), (45) and
(46), the identity (50) can be written in the equivalent form
J(uh) = J(u
k
h) + ηA,k︸ ︷︷ ︸
approximation
+ ah(uh − ukh, zh − zkh)︸ ︷︷ ︸
error
. (51)
Similarly, we can derive the dual relation
cTA−1b = yTkb + sTkxk︸ ︷︷ ︸
approximation
+ sTkA−1rk︸ ︷︷ ︸
error
, (52)
which is equivalent to
`h(zh) = `h(z
k
h) + η
∗
A,k︸ ︷︷ ︸
approximation
+ ah(uh − ukh, zh − zkh)︸ ︷︷ ︸
error
. (53)
As mentioned at the beginning of this section, both evaluations (P1) and (P2)
can be used for any iterative solver generating approximations xk and yk, and
residuals rk and sk, k = 1, 2, . . . . If the norms of the residual vectors rk and
sk tend to be small, one can expect that
|sTkA−1rk|  |cTA−1rk| and |sTkA−1rk|  |sTkA−1b|. (54)
In other words, one can expect that the approximation (P2) is more accurate
than (P1) since the corresponding error terms tend to be smaller.
3.3 Approximating the quantity of interest using BiCG iterates
As mentioned in Introduction, our aim is to solve systems (38) by an iterative
method, which allows to solve the primal and dual problems simultaneously.
Since we intend to solve large and sparse systems, we need to pick a method
with low memory requirements. Then, a natural choice is to use the precon-
ditioned bi-conjugate gradient (BiCG) method (Algorithm 1) introduced in
[16]; see also [7,37]. Let P be a suitable preconditioner (its choice depends on
the particular discretization scheme). BiCG is a short-term recurrence Krylov
subspace method which generates (if no breakdown occurs) approximations
xk ∈ x0 + P−1Kk(AP−1, r0) and yk ∈ y0 + P−TKk(ATP−T, s0) such that
rk ⊥ P−TKk(ATP−T, s0), sk ⊥ P−1Kk(AP−1, r0), (55)
where Kk(A, r0) denotes the kth Krylov subspace generated by A and r0. The
determining conditions (55) imply that
(yk − y0)Trk = 0, sTk(xk − x0) = 0. (56)
Note that during the BiCG finite precision computations, the bi-orthogonality
conditions (55) are usually not satisfied, and this fact cannot be ignored in
our considerations. However, not all properties of BiCG vectors are lost in
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finite precision arithmetic. Because of the choice of coefficients αk and βk+1
(cf. Algorithm 1), the bi-orthogonality of two consecutive vectors (local bi-
orthogonality) is usually well preserved. This fact can be exploited to derive
a more efficient way of approximating the quantities of interrest; for more
details, see [37].
Algorithm 1 shows the BiCG algorithm which generates sequences of pri-
mal and dual approximations {xk} and {yk}, respectively. Note that r˜k+1 =
P−1rk+1 and s˜k+1 = P−Tsk+1 is equivalent to solving the system
P r˜k+1 = rk+1 and PT s˜k+1 = sk+1, (57)
respectively. At lines 2 and 14 of Algorithm 1 we compute an additional se-
quence {ξBk }. The meaning of quantities ξBk is explained in the text below.
The algorithm has to be furnished by a suitable stopping criterion, which is
discussed in Section 3.4.
Algorithm 1 Preconditioned BiCG and approximating sT0A−1r0
1: input A, x0, y0, P
2: ξB0 = 0
3: r0 = b− Ax0, s0 = c− ATy0,
4: p0 = P−1r0
5: q0 = P−Ts0
6: r˜0 = p0
7: for k = 0, 1, . . . do
8: αk =
sTkr˜k
qTkApk
9: xk+1 = xk + αkpk, yk+1 = yk + αkqk
10: rk+1 = rk − αkApk, sk+1 = sk − αkATqk
11: r˜k+1 = P−1rk+1, s˜k+1 = P−Tsk+1
12: βk+1 =
sTk+1r˜k+1
sTkr˜k
13: pk+1 = r˜k+1 + βk+1pk, qk+1 = s˜k+1 + βk+1qk
14: ξBk+1 = ξ
B
k + αk s
T
k r˜k
15: end for
To approximate cTA−1b in BiCG, we can use technique from [37], which
is based on the local bi-orthogonality of the BiCG vectors.
First, we present some manipulations. Let x0 ∈ RNh and y0 ∈ RNh be
the initial approximations of x and y, respectively. Using (41), (50), (52) with
k = 0, and denoting
ξp := cTx0 + y
T
0r0, ξ
d := yT0b + x
T
0s0, ξ
B := sT0A−1r0, (58)
we obtain the identities
cTA−1b = ξp + ξB = ξd + ξB ⇒ ξp = ξd. (59)
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Based on technique from [37] for estimating ξB using ξBk , we are now ready
to introduce the next variant of approximating the quantity of interest.
(P3) In [37, (3.13)] , it has been shown that
cTA−1b = ξp + ξBk︸ ︷︷ ︸
approximation
+ sTkA−1rk︸ ︷︷ ︸
error
, k = 0, 1, . . . , (60)
with
ξBk :=
k−1∑
n=0
αn s
T
nr˜n, (61)
where scalars αn and vectors sn, r˜n, n = 0, 1, . . . are defined by Algo-
rithm 1. The authors of [37] derive this formula using the assumptions (47)
and the local bi-orthogonality conditions only. Therefore, if the consecutive
vectors are almost bi-orthogonal and if the recursively computed residuals
approximately agree with the true residuals during finite precision compu-
tations, then the identity (60) holds (up to some small inaccuracy), and
can be used for approximating the quantity of interest. The identity (60)
is mathematically equivalent to the identities (50) and (52), and represents
the third possibility of approximating the quantity of interest. The advan-
tage of using (60) is that we do not have to compute additional scalar
products. The quantity ξBk can be computed in BiCG almost for free, since
the scalar products sTnr˜n are used in BiCG to compute the coefficients αn
and βn+1.
Note that in exact arithmetic, the orthogonality relations (56) hold. Then,
comparing the identities (48), (50), and (60), we obtain
cTxk + y
T
krk = c
Txk + (yk − y0)Trk + yT0rk = cTxk + yT0rk
so that
ξp + ξBk︸ ︷︷ ︸
(P3)
= cTxk + y
T
krk︸ ︷︷ ︸
(P2)
= cTxk︸ ︷︷ ︸
(P1)
+yT0rk = J(u
k
h) + y
T
0rk. (62)
In particular, if y0 = 0, then all the evaluations (P1)–(P3) are identical for
the BiCG method in the exact arithmetic. Similarly, from (49), (52), (60) and
using the orthogonality (56), we obtain the dual counterpart relation
ξd + ξBk︸ ︷︷ ︸
(P3)
= yTkb + s
T
kxk︸ ︷︷ ︸
(P2)
= yTkb︸︷︷︸
(P1)
+sTkx0 = `h(z
k
h) + s
T
kx0. (63)
In finite precision arithmetic, the first equalities in (62) and (63) still hold
up to some small inaccuracy. However, if the orthogonality conditions (56)
are not (approximately) satisfied during finite precision computations, then
the second equalities in (62) and (63) do not (approximately) hold; for more
details and examples see [37]. Note that in our experiments in Section 4, the
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orthogonality conditions (56) are well preserved and, therefore, the evaluations
(P1)–(P3) provide almost the same results.
Finally, let us mention that if x0 = 0 and y0 = 0, the relations (62) and
(63) imply
J(ukh) = `h(z
k
h), (64)
which together with (16) imply (24). We recall that the last relation is valid
only if ukh and z
k
h are obtained by the BiCG method in exact arithmetic.
3.4 Estimation of the algebraic error
In Sections 3.2 and 3.3, we presented three possibilities of the evaluations of
the quantity of interest (P1) – (P3). In this paragraph, we discuss the estimates
of the errors of these evaluations, i.e., estimation of quantities ζA,k and ζ
∗
A,k
introduced in (32) and in (36), respectively. We use the standard approach
when ν > 0 additional algebraic solver steps are performed and the difference
between k and k + ν iterates is used for the estimate of the error.
(E1) To estimate the error cTA−1rk of evaluation (P1), we subtract the identity
(48) in iterations k and k + ν, and obtain
cTA−1rk = cT(xk+ν − xk)︸ ︷︷ ︸
estimate
+ cTA−1rk+ν . (65)
Similarly, the dual identity (49) gives
sTkA−1b = (yk+ν − yk)Tb︸ ︷︷ ︸
estimate
+ sTk+νA−1b. (66)
(E2) Subtracting the identities (50) in iterations k and k+ ν we can express the
error sTkA−1rk of evaluation (P2) as
sTkA−1rk = cT(xk+ν − xk) + yTk+νrk+ν − yTkrk︸ ︷︷ ︸
estimate
+ sTk+νA−1rk+ν . (67)
Analogously, using (52) we obtain
sTkA−1rk = (yk+ν − yk)Tb + sTk+νxk+ν − sTkxk︸ ︷︷ ︸
estimate
+ sTk+νA−1rk+ν . (68)
(E3) Finally, considering the identity (60) in iterations k and k + ν we can
express the error sTkA−1rk of evaluation (P3) as
sTkA−1rk = ξBk+ν − ξBk︸ ︷︷ ︸
estimate
+ sTk+νA−1rk+ν . (69)
Similarly as in Section 3.2, starting with x0 = 0 and y0 = 0, all errors of
evaluations (P1)–(P3) as well as their estimates (E1)–(E3) are identical for
the BiCG method in exact arithmetic. However, in finite precision arithmetic
when the orthogonality (56) is violated, the error of the evaluation (P1) and
its estimate (E1) can substantially differ from the errors of the evaluations
(P2)–(P3) and their estimates (E2)–(E3).
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4 Numerical experiments on fixed meshes
In this section we present the first collections of numerical experiments where
approximation space Vh is fixed. The aim is to demonstrate the accuracy of the
approximation of the quantity of interest J(uh) = c
TA−1b = `h(zh) from Sec-
tions 3.2 and 3.3, and the estimates of the errors of these these approximations
from Section 3.4.
We consider a second order elliptic problem which is discretized by the sym-
metric interior penalty Galerkin (SIPG) method using a piecewise polynomial
but discontinuous approximation. SIPG method guarantees the the primal as
well as dual consistencies (8) and (13), respectively. For the definitions of the
forms ah and `h, we refer to [8], the detailed analysis can be found, e.g., in
[12]. All numerical examples presented in this paper were carried out using
the in-house code ADGFEM [11] written in gfortran in double precision with
processor i7-2620M CPU 2.70GHz (Ubuntu 16.04).
4.1 Elliptic problem on a “cross” domain
We consider the example from [2, Example 2]
−∆u = 1 in Ω, u = 0 on ∂Ω, (70)
where the “cross” domain Ω = (−2, 2) × (−1, 1) ∪ (−1, 1) × (−2, 2) and ∆
denotes the Laplace operator. The target functional is defined as the mean
value of the solution over the square ΩJ = [1.2, 1.4] × [0.2, 0.4], i.e. J(u) =
1
|ΩJ |
∫
Ω
jΩ(x)u(x) dx, where jΩ is the characteristic function of the square ΩJ ,
see Figure 1, left. The exact value of J(u) is unknown but we use the reference
value 0.407617863684, which was computed in [2] on an adaptively refined
mesh with more than 15 million triangles.
The presence of interior obtuse angles of Ω gives the singularities of the
weak solution of (70). We carried out the computations on two triangular
meshes, the first one is (quasi-)uniform having 3742 triangles and the second
one is adaptively refined in the vicinity of interior angles and it has 4000
triangles, see Figure 1. For both meshes we used the SIPG method with P2
and P4 polynomial approximations
4.2 Approximation of the quantity of interest
For each of the four corresponding discrete problems (uniform/adapted mesh
and P2/P4 approximations) we carried out the solution of the correspond-
ing algebraic systems (38) by the BiCG method from Algorithm 1. Since the
method has tendency to stagnate after some number of iterations, we restarted
the computations once after 400 BiCG iterations. Table 1 shows the limit val-
ues of J(uh) = c
TA−1b.
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Fig. 1 Cross domain, computational domain Ω an initial mesh and the domain of interest
ΩJ (small red square) (left), the finer uniform mesh (center) and the adaptively refined
mesh (right).
mesh uniform P2 DoF = 22452 0.4071783143507507
mesh uniform P4 DoF = 56130 0.4075262691478035
mesh adapted P2 DoF = 24000 0.4076152998044911
mesh adapted P4 DoF = 60000 0.4076169203362077
Table 1 Cross domain, computation on fixed meshes, the limit values of the quanitity of
interest J(uh) = c
TA−1b after three restarts on two meshes (uniform/adapted) and P2 and
P4 approximations.
Figures 2 – 5 show the results obtained within the first 400 BiCG itera-
tions1, namely
• the convergence of the errors three types of the approximation of the quan-
tity of interest J(uh) = c
TA−1b, namely
– (P1): |cTxk − J(uh)| following from (48),
– (P2): |cTxk + yTkrk − J(uh)| following from (50),
– (P3): |ξp + ξBk − J(uh)| following from (60),
where J(uh) is the limit value from Table 1 and | · | is the absolute value,
• the convergence of the values of three different estimations of the error of
the approximation of the quanitity of interest, namely
– (E1): |cTδxk| following from (65),
– (E2): |cTδxk + δ(yTkrk)| following from (67),
– (E3): |δξBk | following from (69),
where symbol δ denotes the difference between k-th and (k + ν)-th itera-
tions, i.e, δxk = xk+ν−xk, δ(yTkrk) = yTk+νrk+ν−yTkrk, δξBk = ξBk+ν−ξBk ,
in the experiments, we put uniquely ν = 10,
• the quantity
–
|(yk−y0)Trk|
‖yk−y0‖ ‖rk‖ measuring the lost of the orthogonality, cf. (56).
We observe the following.
1 After the restart, the machine accuracy is achieved in few steps and the error estimators
give vanishing values, therefore we do not show them.
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Fig. 2 Convergence of the algebraic error and its estimates for the BiCG solver, case uniform
mesh, P2 approximation, the errors of the approximation of the quantity of interest (P1),
(P2), (P3) (solid lines), their approximation (E1), (E2), (E3) (dashed lines) and the lost of
the orthogonality (dotted-dashed line).
1. The errors of all approximations of the quantity of interest (solid lines)
decrease until they reach some level of accuracy. After reaching this level
they stagnate. This is in agreement with the results in [20] where its is
showen that the residual norms ‖rk‖ of the Krylov subspace methods like
BiCG, reach (if they converge) the level of accuracy close to ε‖A‖Θ where
ε is the machine precision and Θ = max{‖xk‖} (unpreconditioned case).
2. All approximation of the quantity of interest (P1) – (P3) (solid lines) have
almost identical convergence as long as the lost of orthogonality (56) is
small (dotted-dashed line). When the lost of orthogonality starts to play
more important role the values of the approximation of the quantity of
interest slightly differ.
3. Similarly, all the estimations of the error of approximations (E1) – (E3)
(dashed lines) have almost identical convergence as long as the lost of
orthogonality is small. If the evaluations of the quantity of interests start
to stagnate the estimates (E1) – (E3) underestimate the error. This process
is the slowest for (E1) but it is presented too.
From these observations, we conclude that any error estimate (E1) – (E3) can
be used for the stopping criterion. They underestimate the error only when
the computational process stagnates and then it make no sense to proceed
with next iterative steps. Based on the argumentation in Section 3.4, criteria
(E2) and (E3) are less sensitive to the lost of orthogonality. Finally, criterion
(E3) is cheaper to evaluate than (E2) but, in our case, it does not play any
essential role in the whole computational process.
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Fig. 3 Convergence of the algebraic error and its estimates for the BiCG solver, case uniform
mesh, P4 approximation, the errors of the approximation of the quantity of interest (P1),
(P2), (P3) (solid lines), their approximation (E1), (E2), (E3) (dashed lines) and the lost of
the orthogonality (dotted-dashed line).
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Fig. 4 Convergence of the algebraic error and its estimates for the BiCG solver, case
adapted mesh, P2 approximation, the errors of the approximation of the quantity of in-
terest (P1), (P2), (P3) (solid lines), their approximation (E1), (E2), (E3) (dashed lines) and
the lost of the orthogonality (dotted-dashed line).
5 Adaptive mesh refinement and algebraic stopping criteria
The goal of the numerical solution of (1) is to obtain a numerical approxima-
tion u˜h such that (cf. (29))
|J(u)− J(u˜h)| ≈ ηS,k + ηA,k ≤ ω, (71)
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Fig. 5 Convergence of the algebraic error and its estimates for the BiCG solver, case
adapted mesh, P4 approximation, the errors of the approximation of the quantity of in-
terest (P1), (P2), (P3) (solid lines), their approximation (E1), (E2), (E3) (dashed lines) and
the lost of the orthogonality (dotted-dashed line).
where ω > 0 is the given tolerance. The adaptive mesh refinement allows to
reduce the computation costs necessary to achieve (71).
5.1 Mesh adaptation algorithm
The idea of the mesh adaptive algorithm is to start on an initial coarse
mesh Th,0 (dimension of the corresponding space Vh,0 is small). Then for
m = 0, 1, . . . , we discretize and solve both primal and dual problem on Vh,m
and estimate the error of the quantity of interest. If the estimate does not
fulfil (71) then we adapt the mesh and create a new one Th,m+1 and proceed
with the computation. Algorithm 2 shows the abstract form of the adaptive
mesh refinement algorithm. It means that we obtain the approximations of the
primal and dual solutions ukh,m ∈ Vh,m and zkh,m ∈ Vh,m, where subscript m-th
corresponds to the level of mesh adaptation and subscript k-th corresponds to
the algebraic iteration.
Step 18 of Algorithm 2 (mesh adaptation) depends on the used discretiza-
tion method and the refinement technique. In order to demonstrate the ro-
bustness of the presented stopping criteria, we use the anisotropic hp-mesh
adaptation approach from [8], which generate anisotropic meshes (consisting
of possibly thin and long triangular elements) and varying polynomial approx-
imation degree.
The crucial aspect is the algebraic stopping criterion in step 8 of Algo-
rithm 2 which is discussed in the next section.
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Algorithm 2 Mesh adaptation process
1: let Th,0 be the initial (coarse) mesh
2: let Vh,0 be the corresponding finite element space
3: for m = 0, 1, . . . do
4: set the algebraic problems (38) corresponding to the discretization of (1) and (2),
respectively, on Vh,m, i.e.,
Amxm = bm and ATmym = cm, (72)
where bm, cm ∈ RNm , Am ∈ RNm×Nm , dimVh,m = Nm,
5: apply an iterative algebraic solver
6: for k = 0, 1, . . . do
7: evaluate xm,k and ym,k approximations of (72)
8: if algebraic stopping criterion is achieved then
9: EXIT
10: end if
11: end for
12: define ukh,m, z
k
h,m ∈ Vh,m corresponding to xm,k and ym,k (the outputs of Algo-
rithm 1)
13: define higher-order reconstructions u+h,m = R(u
k
h,m) and z
+
h,m = R(z
k
h,m) using (27)
14: employing (28)–(30), evaluate the goal oriented error estimates
ηm,k := ηS,m,k + ηA,m,k, η
∗
m,k := η
∗
S,m,k + η
∗
A,m,k (73)
where
ηS,m,k := rh(u
k
h,m)(z
+
h,m − zkh,m), ηA,m,k := rh(ukh,m)(zkh,m), (74)
η∗S,m,k := r
∗
h(z
k
h,m)(u
+
h,m − ukh,m), η∗A,m,k := r∗h(zkh,m)(ukh,m),
15: if ηm,k ≤ ω and η∗m,k ≤ ω then
16: STOP the computational process with the output quantity J(ukh,m) and its esti-
mate ηm,k,
17: else
18: based on a localization of ηm,k, adapt the mesh, i.e., modify the size and/or the
shape of elements and possibly also the polynomial approximation degrees, the
new mesh is Th,m+1 and the corresponding space Vh,m+1,
19: end if
20: end for
5.2 Standard stopping criteria for the solution of algebraic systems
We focus on the algebraic stopping criterion in Step 8 of Algorithm 2. Obvi-
ously, too strong criterion leads to many algebraic iterations without a gain
of accuracy. On the other hand, the weak criterion leads to an under-solving
of (72) which affect the mesh adaptation process. Typically too many mesh
elements are generated.
Often the residual stopping criteria for (72) are used, i.e.,
‖rm,k‖ := ‖bm − Amxm,k‖ ≤ ωA, ‖sm,k‖ := ‖cm − ATmym,k‖ ≤ ωA,
(75)
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or their preconditioned variant
‖P−1(bm − Amxm,k)‖ ≤ ωA, ‖P−T(cm − ATmym,k)‖ ≤ ωA, (76)
where P represents a suitable preconditioner, cf. (57). This criterion is easy to
evaluate but the choice of the suitable tolerance ωA > 0 is difficult since this
criterion has no relation to the discretization error.
This drawback was eliminated in [29] by the following stopping criterion
ηA,m,k ≤ cAηS,m,k, η∗A,m,k ≤ cAη∗S,m,k, (77)
where the primal/dual estimates of the algebraic/discretization errors are de-
fined by (74) and cA ∈ (0, 1) is a suitable constant. This means that Steps
12-14 of Algorithm 2 are moved inside the inner loop (after Step 7). We call
this criterion as algebraic goal-oriented stopping criterion.
The conditions (77) allow to control the size of the algebraic error. How-
ever, a strong drawback of (77) are to computational costs. Whereas the eval-
uation of ηA,m,k and η
∗
A,m,k is cheap, the computation of ηS,m,k and η
∗
S,m,k
is much more expensive namely due to the necessity to perform the higher-
order reconstructions u+h,m and z
+
h,m (Step 13). The computational costs can
be reduced by testing (77) only after some number of iterations, e.g., after 1-3
restarts of iterative solver. In [29], the first condition of (77) was tested after
the performing of one cycle of multigrid method.
5.3 New stopping criteria for the solution of algebraic systems
In Section 2.6, we introduced two alternative formula for the decomposition of
the computational errors into the discretization and algebraic parts, namely
using (31) and (32), we have
J(u− ukh,m) = rh(ukh,m)(z − zkh,m) + rh(ukh,m)(zkh,m) = eS,m,k + eA,m,k, (78)
J(u− ukh,m) = J(u− uh,m) + J(uh,m − ukh,m) = ζS,m,k + ζA,m,k.
Similarly, (26) and (36) imply the dual counterpart
`h(z − zkh,m) = r∗h(zkh,m)(u− ukh,m) + r∗h(zkh,m)(ukh,m) = e∗S,m,k + e∗A,m,k, (79)
`h(z − zkh,m) = `h(z − zh,m) + `h(zh,m − zkh,m) = ζ∗S,m,k + ζ∗A,m,k.
The discussion presented therein shows that both quantities eA,m,k 6= ζA,m,k
corresponds to the algebraic error of the primal problem and similarly, e∗A,m,k 6=
ζ∗A,m,k corresponds to the algebraic error of the dual one.
In Section 3.4, we presented several techniques estimating the quantities
ζA,m,k and ζ
∗
A,m,k by techniques (E1) – (E3). On the other hand, quantities
eA,m,k and e
∗
A,m,k are available during the BiCG iterative method since
eA,m,k = ηA,m,k = rh(u
k
h,m)(z
k
h,m) = y
T
krk, (80)
e∗A,m,k = η
∗
A,m,k = r
∗
h(z
k
h,m)(u
k
h,m) = s
T
kxk,
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Fig. 6 Typical example of the adaptive computations for mesh adaptation steps m =
0, . . . , 5, dependence of primal (top) and dual (bottom) quantities w.r.t. the number of
BiCG steps.
cf. (30) and (46).
Figure 6 shows a typical dependence of these quantities w.r.t. the number
of BiCG iterations during mesh adaptation process by Algorithm 2 for m =
0, . . . , 5. In the top figure, we plot the total error J(u − ukh,m), the exact
algebraic error ζA,m,k = J(uh,m − ukh,m), the algebraic error eA,m,k = sTkxk
and the estimates (E1) and (E2) of ζA,m,k from Section 3.4. The bottom figure
shows the dual counterparts. Estimate (E3) gives the same graphs as (E2) so
we do not show it.
We observe that estimate (E2) approximates ζA,m,k similarly as (E1) for
the moderate values of accuracy but much better on the level close to the
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machine accuracy. This is in agreement with theoretical considerations in Sec-
tion 3.4, but this effect is not observed on the initial mesh (m = 0) when we do
not have a good initial approximation. Further, both algebraic error represen-
tations converge but with different speed. Whereas on the initial mesh we have
ηA,0,k  ζA,0,k for k ≤ 100, starting from m = 1 we observe ηA,m,k  ζA,m,k.
Similar behaviour is observed for the dual quantities.
Based on this observation, we consider both pairs of quantities (ηA,m,k, ζA,m,k)
and (η∗A,m,k, ζ
∗
A,m,k) for the definition of the stopping criterion, namely, we
evaluate the quantities
σA,m,k :=|δξBk |+ |ηA,m,k| = |ξBk+ν − ξBk |+ |yTk,mrk,m|, (81)
σ∗A,m,k :=|δξBk |+ |η∗A,m,k| = |ξBk+ν − ξBk |+ |sTk,mxk,m|,
corresponding to the k-iteration of the BiCG Algorithm 1 on m-level of mesh
adaptation. Let us recall that quantities σA,m,k and σ
∗
A,m,k are available during
the whole BiCG iterative process with negligible computational costs.
Now we define a new algebraic stopping criterion (called hereafter σ-stopping
criterion) for Algorithm 2 (Step 8) by
σA,m,k ≤ cAω and σ∗A,m,k ≤ cAω, (82)
where ω > 0 is the (global) tolerance from (71) and cA ∈ (0, 1) is a suit-
able constant. In contrary to the stopping criterion (77), the proposed one
(82) does not take into account the (estimate of) the discretization error and
consequently the strong advantage of (82) is that its evaluation is very fast.
We can summarized the idea of the original stopping criterion (77) as fol-
lows: “algebraic system is solved as long the algebraic error is cA-times smaller
than the discretization error”. On the other hand, the idea of the new stopping
criterion (82) is the following: “algebraic system is solved as long the algebraic
error is cA-times smaller than the prescribed tolerance for the discretization
error”.
The stopping criterion (82) does not look to much efficient since for starting
levels of mesh adaptation, when ηS,m,k  ω and η∗S,m,k  ω, the iterative
solver is stopped when the algebraic error is much lower than the discretization
one. It is true but on the other hand performing of additional several teens
of BiCG iterations is typically faster than the evaluation of ηS,m,k and η
∗
S,m,k.
Moreover, approximate solutions computed using BiCG on starting levels serve
as good initial approximations for BiCG on higher levels, which improve then
the solving process significantly.
6 Numerical experiments on adaptively refined meshes
We demonstrate the computational performance of the stopping criteria from
Sections 5.2 and 5.3. We consider two numerical examples, the first one is the
elliptic problem on the “cross” domain described in Section 4.1 and the second
one is a convection-dominated problem having some anisotropic features, it
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is defined in Section 6.1. Both problems are discretized again by the SIPG
method and the meshes are adapted by the technique from [8]. Each mesh Th,m
is generated from the computed primal and dual solutions on the previous one.
These solutions are interpolated to the actual mesh, hence we have relatively
very good initial approximations xm,0 and ym,0 for the solution of (72).
6.1 Convection-dominated problem
The second example is taken from [17], see also [8,10]. We solve the convection-
diffusion equation
−ε∆u+∇ · (bu) = 0 in Ω := [0, 4]× [0, 4] \ [0, 2]× [0, 2], (83)
where ε = 10−3, the convection field b = (x2,−x1) and ∇· is the divergence
operator. We prescribe the Dirichlet and Neumann boundary conditions
u = 1 on {x1 = 0}, (84)
∇u · n = 0 on Γ1 := {Γ ;x1 = 4} ∪ Γ2 := {Γ ;x2 = 0},
u = 0 elsewhere.
The solution u exhibits boundary layers as well as two circular-shaped internal
layers. We consider the functional J(u) =
∫
Γ1
b·nudS with the reference value
J(u) = 0.07408122± 10−8.
6.2 Comparison of the stopping criteria
In order to demonstrate the robustness of the proposed stopping criteria, we
solve the elliptic problem (70) and the convection-diffusion problem (83) by the
mesh adaptation Algorithm 2. For both problems, we employ the anisotropic h-
mesh adaptation using P3 approximation and anisotropic hp-mesh adaptation,
for details we refer to [8]. In order to observe the effect with not sufficiently
resolved algebraic systems (72), we stop the adaptation process when
1
2
(
ηS,m,k + η
∗
S,m,k
) ≤ ω, (85)
where ηS,m,k and η
∗
S,m,k are given by (74) and we put ω = 10
−8 for the elliptic
problem (70) and ω = 10−10 for the convection-diffusion problem (83).
We test Algorithm 2 with the following iterative solvers and the stopping
criteria.
(a) GMRES with preconditioned residual stopping criterion (76) with toler-
ances ωA = 10
−9, 10−6 and 10−3,
(b) BiCG with preconditioned residual stopping criterion (76) with tolerances
ωA = 10
−9, 10−6 and 10−3,
(c) GMRES with algebraic goal-oriented stopping criterion (77) with toler-
ances cA = 10
−2, 10−1 and 100,
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(d) BiCG with algebraic goal-oriented stopping criterion (77) with tolerances
cA = 10
−2, 10−1 and 100,
(e) BiCG with σ-stopping criterion (82) with tolerances cA = 10
−2, 10−1 and
100.
For all solvers we use the block-ILU(0) preconditioner which is suitable for
discontinuous Galerkin method, cf. [13]. For GMRES, we solve first the primal
problem and then the dual problem, for BiCG, both problems are solved at
once, of course. Moreover, GMRES is restarted always after 45 iterations. In
case (c), the stopping criterion (77) is tested after one restart of GMRES for
the primal as well as the dual problems. In case (d), the stopping criterion
(77) is tested after 100 BiCG iterations.
The results are presented in Tables 2 – 5, where we show the number of
degrees of freedom DoF on the last mesh, the total error J(u − ukh,m), the
final estimator of the discretization and algebraic errors ηS,m,k and ηA,m,k,
respectively and their sum ηm,k. Moreover, these tables contains the total
number of (GMRES or BiCG) iterations on all mesh levels m = 0, 1, . . . (iters)
and the total computational time in seconds. If ηA,m,k ≥ ηS,m,k then the line
ends with the character ’ !’.
We remind that the error estimator ηm,k does not give the upper bound,
see Remark 1. There are small differences for each of four examples but we
can state the following observations.
– the use of the preconditioned residual stopping criterion (76) for GMRES
as well as BiCG with too large ωA leads to the dominance of the algebraic
error and consequently J(u − ukh,m) and ηm,k are much larger then the
tolerance ω from (71) and (85), cf. (a) and (b),
– GMRES requires more iterations then BiCG since the primal and dual
problems are solver separately, therefore BiCG is faster, compare (a) vs.
(b) and (c) vs. (d),
– the goal-oriented stopping criterion (77) allows to control the algebraic
(and therefore also the total) error as expected for GMRES and BiCG, see
(c) and (d),
– the σ-stopping criterion (82) works efficiently, the algebraic error estimator
ηA,m,k is smaller than the discretization one ηS,m,k, the computational time
is substantially reduced in comparison with the goal-oriented criterion (77)
since the higher-order reconstructions is performed less frequently, see the
last paragraph in Section 5.2.
7 Summary of the results and outlook
We developed an efficient technique for the numerical solution of primal and
dual algebraic systems arising in the goal-oriented error estimation and mesh
adaptation. Both algebraic systems are solved simultaneously by BiCG method
which allows to control the algebraic error during the iterative process. The
proposed σ-stopping criterion is cheap for the evaluation and significantly
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ωA or cA DoF J(u− ukh,m) ηS,m,k ηA,m,k ηm,k iters time(s)
(a) GMRES preconditioned residual stopping criterion
1.E-09 92680 2.33E-08 6.72E-09 8.80E-11 6.81E-09 8301 480.5
1.E-06 93120 9.76E-08 7.47E-09 5.24E-08 5.99E-08 3274 235.0 !
1.E-03 94680 1.27E-04 7.36E-09 9.25E-05 9.25E-05 806 144.2 !
(b) BiCG preconditioned residual stopping criterion
1.E-09 92680 2.32E-08 6.72E-09 6.26E-13 6.72E-09 3150 341.8
1.E-06 90700 2.67E-08 7.96E-09 5.07E-11 8.01E-09 2170 258.6
1.E-03 90050 4.80E-07 7.94E-09 2.54E-07 2.62E-07 900 160.0 !
(c) GMRES algebraic goal-oriented stopping criterion
1.E-02 91770 3.19E-08 9.46E-09 3.05E-11 9.49E-09 7560 867.2
1.E-01 95230 2.61E-08 6.74E-09 1.77E-10 6.92E-09 6480 768.5
1.E+00 93440 3.06E-08 7.09E-09 2.12E-09 9.21E-09 4860 553.7
(d) BiCG algebraic goal-oriented stopping criterion
1.E-02 94170 2.56E-08 6.71E-09 1.19E-11 6.72E-09 3400 677.9
1.E-01 90800 2.69E-08 7.83E-09 5.76E-10 8.40E-09 2700 534.8
1.E+00 91680 3.67E-08 9.34E-09 2.29E-09 1.16E-08 2200 374.3
(e) BiCG ζ-stopping criterion
1.E-02 89760 8.20E-06 8.42E-09 6.13E-06 6.13E-06 750 233.3 !
1.E-01 94320 1.74E-05 6.07E-09 1.16E-05 1.16E-05 610 179.5 !
1.E+00 91660 5.77E-05 8.22E-09 4.35E-05 4.35E-05 430 160.1 !
(f) BiCG η-stopping criterion
1.E-02 122070 1.05E-08 3.14E-09 2.84E-11 3.17E-09 2950 479.7
1.E-01 121760 8.78E-09 2.45E-09 7.33E-10 3.19E-09 2550 399.7
1.E+00 121620 1.42E-08 3.16E-09 1.82E-09 4.99E-09 2270 411.3
(g) BiCG σ-stopping criterion
1.E-02 93560 2.59E-08 6.90E-09 2.41E-11 6.93E-09 2340 277.4
1.E-01 90730 2.94E-08 7.68E-09 2.77E-10 7.96E-09 1890 229.7
1.E+00 91110 3.40E-08 7.30E-09 5.15E-09 1.25E-08 1730 226.5
Table 2 Elliptic problem (70), h-mesh adaptation with P3 approximation, comparison of
solvers and stopping criteria, ω = 10−8.
reduce the computational costs. Moreover, it guarantees that the algebraic
error estimate bounded by the discretization one.
Further natural step is to extend this approach for the solution of nonlin-
ear partial differential equations. The the dual problem has to be build on a
linearization of the primal one. However, employing a Newton-like method for
the solution of the discretized primal problem, an approximate solution of the
dual problem is available at each Newton step and the technique developed
in this paper can be employed. However, it is necessary to balance the linear
algebraic errors, the non-linear algebraic errors and the discretization errors.
This is the subject of the further work.
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ωA or cA DoF J(u− ukh,m) ηS,m,k ηA,m,k ηm,k iters time(s)
(a) GMRES preconditioned residual stopping criterion
1.E-09 22390 3.15E-08 6.02E-09 9.33E-12 6.03E-09 4810 183.1
1.E-06 24160 3.84E-08 5.17E-09 2.66E-08 3.17E-08 2627 121.4 !
1.E-03 23845 2.90E-05 8.24E-09 1.83E-05 1.83E-05 602 87.8 !
(b) BiCG preconditioned residual stopping criterion
1.E-09 23520 3.38E-08 7.73E-09 7.46E-14 7.73E-09 2360 152.0
1.E-06 25656 2.07E-08 3.80E-09 6.73E-11 3.87E-09 1700 138.4
1.E-03 25364 9.51E-08 7.03E-09 3.15E-08 3.85E-08 970 114.5 !
(c) GMRES algebraic goal-oriented stopping criterion
1.E-02 24575 2.58E-08 5.00E-09 6.44E-13 5.00E-09 3753 200.7
1.E-01 24468 2.70E-08 5.40E-09 1.09E-10 5.51E-09 3408 167.3
1.E+00 23594 2.75E-08 5.22E-09 1.13E-10 5.34E-09 3228 158.5
(d) BiCG algebraic goal-oriented stopping criterion
1.E-02 23631 3.12E-08 6.41E-09 3.96E-12 6.41E-09 2100 186.8
1.E-01 23721 2.89E-08 5.14E-09 2.57E-11 5.17E-09 1900 163.6
1.E+00 24006 2.54E-08 4.80E-09 1.23E-12 4.80E-09 1800 162.1
(e) BiCG ζ-stopping criterion
1.E-02 26627 1.07E-07 5.36E-09 6.34E-08 6.87E-08 830 104.7 !
1.E-01 22219 2.33E-06 9.81E-09 1.24E-06 1.25E-06 600 89.5 !
1.E+00 31772 1.12E-05 8.16E-09 1.24E-05 1.24E-05 520 139.8 !
(f) BiCG η-stopping criterion
1.E-02 24783 1.93E-08 3.94E-09 2.42E-11 3.96E-09 1820 168.3
1.E-01 26703 1.41E-08 2.25E-09 1.07E-10 2.35E-09 1680 179.3
1.E+00 26491 2.85E-08 4.84E-09 1.83E-09 6.67E-09 1380 165.6
(g) BiCG σ-stopping criterion
1.E-02 24176 2.49E-08 5.07E-09 3.08E-11 5.10E-09 1660 128.0
1.E-01 23064 2.84E-08 5.69E-09 6.39E-10 6.33E-09 1460 117.4
1.E+00 22486 2.84E-08 6.04E-09 9.92E-10 7.04E-09 1300 112.9
Table 3 Elliptic problem (70), hp-mesh adaptation, comparison of solvers and stopping
criteria, ω = 10−8.
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