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Coverage in Downlink Heterogeneous mmWave
Cellular Networks with User-Centric Small Cell
Deployment
Xueyuan Wang, Esma Turgut and M. Cenk Gursoy
Abstract—A K-tier heterogeneous downlink millimeter wave
(mmWave) cellular network with user-centric small cell de-
ployments is studied in this paper. In particular, we consider
a heterogeneous network model with user equipments (UEs)
being distributed according to a Poisson Cluster Process (PCP).
Specifically, we address two cluster processes, namely (i) Thomas
cluster process, where the UEs are clustered around the base
stations (BSs) and the distances between UEs and the BS are
modeled as Gaussian distributed, and (ii) Mate´rn cluster process,
where the UEs are scattered according to a uniform distribution.
In addition, distinguishing features of mmWave communications
including directional beamforming and a sophisticated path loss
model incorporating both line-of-sight (LOS) and non-line-of-
sight (NLOS) transmissions, are taken into account. Initially,
the complementary cumulative distribution function (CCDF) and
probability density function (PDF) of path loss are provided.
Subsequently, using tools from stochastic geometry, we derive
a general expression for the signal-to-interference-plus-noise
ratio (SINR) coverage probability. Our results demonstrate that
coverage probability can be improved by decreasing the size
of UE clusters around BSs, decreasing the beamwidth of the
main lobe, or increasing the main lobe directivity gain. Moreover,
interference has noticeable influence on the coverage performance
of our model. We also show that better coverage performance is
achieved in the presence of clustered users compared to the case
in which the users are distributed according to a Poisson Point
Process (PPP).
I. INTRODUCTION
Demand for cellular data has been growing rapidly in recent
years resulting in a global bandwidth shortage for wireless
service providers [1], [2]. In the presence of this severe
spectrum shortage in conventional cellular bands, millimeter
wave (mmWave) frequencies between 30 and 300 GHz have
been attracting growing attention for deployment in next-
generation wireless heterogeneous networks [3]. Larger band-
widths available in mmWave frequency bands make them
attractive to meet the exponentially growing demand in data
traffic [4]. On the other hand, communication in mmWave
frequency bands has several limitations such as increase in
free-space path loss with increasing frequency and poor pen-
etration through solid materials. However, with the use of
large antenna arrays by utilizing the shorter wavelengths of
mmWave frequency bands, and enabling beamforming at the
transmitter and receiver, frequency dependent path-loss can
be compensated [5]. Additionally, with the employment of
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directional antennas, out-of-cell interference can be reduced
greatly.
Future mobile networks are converging towards being het-
erogeneous, i.e., supporting the coexistence of denser but
lower-power small-cell base stations (BSs) with the con-
ventional high-power and low-density large-cell BSs [6] [7]
[8]. Heterogeneous mmWave cellular networks have been ad-
dressed in several recent studies. An energy-efficient mmWave
backhauling scheme for small cells in 5G is considered
in [9], where the small cells are densely deployed and a
macrocell is coupled with small cells to some extent. Mo-
bile users are associated with BSs of the small cells, and
have the communication modes of both fourth-generation
access and mmWave backhauling operation. The macrocell
BS and small-cell BSs are also equipped with directional
antennas both for 4G communications and transmissions in
the mmWave band. A general multi-tier mmWave cellular
network is studied in [10] and [11]. The BSs in each tier
are distributed according to a homogeneous Poisson point
process (PPP) with certain densities. Moreover, in [10] a
two-ball approximation is considered, modeling the state of
links in line of sight (LOS), non-LOS (NLOS), and outage.
In [11], a K-tier heterogeneous mmWave cellular network is
considered, and signal-to-interference-plus-noise-ratio (SINR)
coverage probability is derived by incorporating the distin-
guishing features of mmWave communications, and a D-ball
approximation for blockage modeling is employed. In [12],
we have analyzed the uplink performance of device-to-device
(D2D)-enabled mmWave cellular networks. However, UEs are
located independently with BS locations in these works.
Stochastic geometry has become a powerful tool for ana-
lyzing cellular networks in recent years. As also noted above,
a common approach is to model the locations of BSs and
user equipments (UEs) randomly and independently using the
PPP distribution. However, assuming BS and UE locations
independent from each other is not quite accurate. In practice,
UE density is expected to be higher around some low-power
small cell BSs causing a correlation in the locations of BSs
and UEs. Therefore, user-centric deployment of small cells is
becoming an important part of future wireless architectures
[13]. In this type of deployment, UEs are considered to be
clustered around the small-cell BS which is considered as the
cluster center.
Several recent studies have also attempted to model the UEs
as clustered around the small-cell BSs. In [14], the authors
consider Neyman-Scott cluster process, in which the centers of
the clusters and cluster members are assumed to be distributed
according to some stationary PPP independent from each other.
Although the cluster process is considered, the correlation
between the locations of the cluster centers and members is
not taken into account. In [15], PPP-Poisson cluster process
(PCP) model is employed in which macrocell BS locations
are modeled according to a PPP, while picocell BS locations
are distributed according to a PCP. Authors investigate the the
effect of the distance between the BS and UEs on coverage
probability. In [16], a multi-cell uplink non-orthogonal multi-
ple access system is provided. BSs are distributed according
to a homogeneous PPP, and UEs are uniformly clustered
around the BSs within a circular region. Three scenarios are
considered in [16], including perfect successive interference
cancellation (SIC), imperfect SIC and imperfect worst case
SIC at the receiver side. Moreover, the Laplace transform of
the interference is analyzed. In [17], authors consider a K-tier
heterogeneous network (HetNet) model with user-centric small
cell deployments in which the locations of UEs are modeled
by a PCP with one small cell BS located at the center of each
cluster process. They also specialize the PCP as a Thomas
cluster process where the UEs are Gaussian distributed around
the small BSs, and a Mate´rn cluster process where the UEs
are uniformly distributed inside a disc centered around the
location of small cell BSs. In addition to modeling locations
of UEs as a PCP, small-cell BS clustering is considered in [18]
to capture the correlation between the large-cell and small-cell
BS locations. A unified HetNet model in which a fraction of
UEs and some BS tiers are modeled as PCPs is developed
in [19] to reduce the gap between the real-word deployments
and the popular PPP-based analytical model. However, these
prior studies that considered clustered users have not addressed
transmission in mmWave frequency bands.
In this paper1, motivated by the facts that mmWave is
poised to be an important component of next generation
wireless networks and clustered UEs are experienced in sev-
eral practical scenarios, we analyze a K-tier heterogeneous
downlink mmWave cellular network with UE-centric small
cell deployments. Our main contributions can be summarized
as follows:
‚ We develop a new and more practical heterogeneous
mmWave cellular network model by considering the
correlation between the locations of UEs and BSs. In
particular, Thomas cluster processes and Mate´rn cluster
processes are considered to model the locations of UEs
around the small-cell BSs.
‚ Cell association probabilities are determined by deriv-
ing the complementary cumulative distribution function
(CCDF) and probability distribution function (PDF) of
the path loss for each tier by employing averaged biased-
received power cell association criterion.
‚ A general expression for SINR coverage probability is
obtained by considering PCP distributed UEs and incor-
porating the distinguishing features of mmWave com-
munication such as directional beamforming and having
1A short conference version of this paper has been submitted to the 2017
PIMRC, Montreal, Canada [20].
different path loss laws for LOS and NLOS links. D-ball
approximation is employed for blockage modeling.
The rest of the paper is organized as follows. In Section II,
we introduce the system model. CCDF and PDF of the path
loss, and association probabilities for each tier are derived in
Section III. In Section IV, the total SINR coverage probability
of the entire network is obtained. In Section V, numerical
and simulation results are presented to investigate the impact
of several system parameters on the coverage probability
performance. Finally, the conclusions are drawn and future
work is discussed in Section VI. Proofs are relegated to the
Appendix.
II. SYSTEM MODEL
A. Base Station Distribution Modeling
In our model, a K-tier heterogeneous downlink mmWave
cellular network is considered. BSs in all tiers are distributed
according to a homogeneous PPP (more specifically, the BSs
in the jth tier are distributed according to PPP Φj of density
λj on the Euclidean plane for j P K “ t1, 2, ...,Ku), and are
assumed to be transmitting in a mmWave frequency band. BSs
in the jth tier are distinguished by their transmit power Pj ,
biasing factor Bj , and blockage model parameters.
B. User Distribution Modeling
Unlike previous works which mostly consider UEs dis-
tributed uniformly according to some independent homoge-
neous point process, we consider a more realistic network
scenario where the UEs are clustered around the smaller cell
BSs. In this network scenario, smaller cell BSs are located at
the center of the clustered UEs where the locations of the UEs
are modeled as a PCP. UEs in each cluster are called cluster
members. The cluster where the typical UE comes from is
called the representative cluster.
Cluster members are assumed to be symmetrically inde-
pendently and identically distributed (i.i.d.) around the cluster
center. Assume that the cluster center is a BS in the jth tier,
then the union of cluster members’ locations form a PCP,
denoted by Φju. In this paper, Φ
j
u is modeled as either (i)
a Thomas cluster process or (ii) a Mate´rn cluster process. If
a Thomas cluster process is considered, the UEs are scattered
according to a Gaussian distribution with variance σ2j . If UEs’
locations are denoted as Zju P R
2 with respect to its cluster
center, then the PDF of the distance is given by [21]
f
Z
j
u
pzq “
1
2piσ2j
expp´
||z||2
2σ2j
q z P R2. (1)
If a Mate´rn cluster process is considered, then the UEs
are scattered according to a uniform distribution, i.e., UEs
are symmetrically uniformly spatially distributed around the
cluster center within a circular disc of radius Rj and thus the
PDF of the distance is
f
Z
j
u
pzq “
1
piR2j
||z|| ď Rj (2)
where z is the realization of the random vector Zju in
Cartesian domain. A two-tier heterogeneous network model
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(a) Users are uniformly distributed. (b) Users in Thomas cluster process. (c) Users in Mate´rn cluster process.
Fig. 1: Two-tier heterogeneous network model, where microcells (black squares) and picocells (blue triangles) are distributed as independent
PPPs. (a) UEs are uniformly and independently distributed. (b) UEs are distributed around picocells according to a Gaussian distribution.
(c) UEs are distributed around picocells according to a uniform distribution. The average number of UEs per cluster is 10 in (b) and (c).
with different UE distributions is shown in Fig. 1, where
microcells have relatively higher power and picocells have
relatively lower power but larger density. While the UEs are
distributed according to a homogeneous PPP in Fig. 1(a), they
follow Thomas cluster and Mate´rn cluster processes around
the picocell BSs in Fig. 1(b) and Fig. 1(c), respectively.
Without loss of generality, the typical UE is assumed to
be located at the origin. Therefore, Y0, denoting the relative
location of the cluster center with respect to the typical UE,
has the same distribution as Zju. Next, we transfer Y0pt1, t2q
from Cartesian coordinates to polar coordinates pY0,Θq, using
standard transformation techniques as follows:
fY0,Θpy0, θq “ fy0pt1, t2q ˆ
ˇˇˇ
ˇB
ˆ
t1, t2
y0, θ
˙ˇˇˇ
ˇ, (3)
where
B
ˆ
t1, t2
y0, θ
˙
“
„ Bt1
By0
Bt1
Bθ
Bt2
By0
Bt2
Bθ

.
Marginal distribution of the distance Y0 can be obtained from
the joint distribution by integrating over θ as follows:
fY0py0q “
ż 2pi
0
fY0,Θpy0, θqdθ. (4)
Therefore, (i) if Φju is a Thomas cluster process, the CCDF
and PDF of Y0 are given as [22]
CCDF: FY0py0q “ exp
˜
´y20
2σ2j
¸
py0 ě 0q, (5)
PDF: fY0py0q “
y0
σ2j
exp
˜
´y20
2σ2j
¸
py0 ě 0q, (6)
where σ2j is the variance of the distance between the typical
UE and cluster center; (ii) if Φju is a Mate´rn cluster process,
the CCDF and PDF of Y0 are given as
CCDF : FY0py0q “ 1´
y0
2
R2j
p0 ď y0 ď Rjq (7)
PDF : fY0py0q “
2y0
R2j
p0 ď y0 ď Rjq (8)
where Rj is the radius of the representative cluster in the j
th
tier.
Note that BSs in the jth tier are distributed according to a
PPP Φj pj P Kq and the typical UE is assumed to be served
by the nearest BS in the jth tier. Let yj denote the distance
from the typical UE to the nearest BS in the jth tier. Then,
the CCDF and PDF of yj are given as [21]
CCDF: FYj pyjq “ expp´piλjy
2
j q pyj ě 0q, (9)
PDF: fYj pyjq “ 2piλjyj expp´piλjy
2
j q pyj ě 0q, (10)
where λj is the density of PPP Φj .
Similar to [17], for notational simplicity, we form an ad-
ditional tier, named as 0th tier, which includes the cluster
center of the typical UE. Thus, our model is denoted as a
K1 “ t0u YK “ t0, 1, 2, ...,Ku tier model.
C. Antenna and Channel Modeling
In this setting, we have the following assumptions regarding
the antenna and channel models of the K-tier heterogeneous
downlink mmWave cellular network:
1) Directional beamforming: Antenna arrays at all BSs and
UEs are assumed to perform directional beamforming. For
analytical tractability, sectored antenna model is employed
where M , m, θ denote the main lobe directivity gain, side
lobe gain and beamwidth of the main lobe, respectively [11],
[23]. We assume perfect beam alignment between the typical
UE and its serving BS resulting in a overall antenna gain of
MM . In other words, the typical UE and its serving BS can
adjust their antenna steering orientation using the estimated
angles of arrivals to achieve maximum directivity gain. Beam
direction of the interfering links is modeled as a uniform
random variable on [0, 2pi]. Hence, the effective antenna gain
G between the typical UE and an interfering BS can be
3
described with the following random variable:
G “
$’&
’%
MM with probability PMM “ p
θ
2pi
q2
Mm with probability PMm “ 2
θ
2pi
2pi´θ
2pi
mm with probability PMM “ p
2pi´θ
2pi
q2,
(11)
where M is the main lobe directivity gain, m is the side lobe
gain, θ is the beamwidth of the main lobe, and pG is the prob-
ability of having the antenna gain of G P tMM,Mm,mmu.
Typical UE
1
2
= 1
= 2
= 0 ( )
=
−1
Fig. 2: LOS ball model
2) Path loss and blockage modeling: Link between a typi-
cal UE and a BS can be either a LOS or NLOS link. A LOS
link occurs when there is no blockage between the UE and
the BS, while a NLOS link occurs between the UE and the
BS if blockage exists. An additional outage state can occur if
the path-loss is sufficiently high causing no link establishment
between the UE and the BS [10].
Consider an arbitrary link of length yj (j P K), and define
the LOS probability function ppyjq as the probability that
the link is LOS. In [10] and [24], authors employ multi-ball
models with piece-wise LOS probability functions. Similar
to the piece-wise LOS probability function approach, D-ball
approximation model is adopted in [11]. In this paper, we
employ the same D-ball approximation model used in [11].
As shown in Fig. 2, a link is in LOS state with probability
ppyjq “ βj1 inside the first ball with radius R1, while
NLOS state occurs with probability 1 ´ βj1. Similarly, LOS
probability is equal to ppyjq “ βjd for yj between Rd´1 and
Rd for d “ 2, . . . , D, and all links with distances greater than
RD are assumed to be in outage state. Additionally, LOS and
NLOS links have different path loss exponents in different
ball layers. Therefore, the path loss on each link in the jth
tier pj P Kq can be expressed as follows:
Ljpyjq “
$’’’’’’’’’’’’&
’’’’’’’’’’’’%
#
κL1 yj
α
jL
1 with prob. βj1
κN1 yj
α
jN
1 with prob. p1 ´ βj1q
if r ď Rj1#
κL2 yj
α
jL
2 with prob. βj2
κN2 yj
α
jN
2 with prob. p1 ´ βj2q
if Rj1 ď r ď Rj2
...#
κLDyj
α
jL
D with prob. βjD
κNDyj
α
jN
D with prob. p1 ´ βjDq
if RjpD´1q ď r ď RjD
outage if r ě RjD,
(12)
where α
jL
d , α
jN
d are the LOS and NLOS path loss exponents,
respectively, for the dth ball of the jth tier, κLd , κ
N
d are the
path loss of LOS and NLOS links at a distance of 1 meter in
the dth ball, respectively, and Rjd is the radius for d
th ball in
the jth tier pj P Kq, for d “ 1, 2, ..., D.
For the 0th tier, since there is only one BS which is at
the cluster center and the distance between the cluster center
and UE is relatively small, 1-ball model is employed with no
outage being considered. Therefore, the path loss of the link
in the 0th tier can be expressed as follows:
L0py0q “
#
κL1 y0
α0L
1 with prob. β01
κN1 y0
α0N
1 with prob. p1´ β01q,
(13)
where similar notations are used for path loss parameters.
A summary of notations is provided in Table I.
TABLE I: Notations Table
Notations Description
Φj , λj PPP of BSs of the j
th tier, the density if Φj
Φ
j
u PCP of UEs of the j
th tier, the variance of Φju
σ2j The variance of Φ
j
u, if Φ
j
u is a Thomas cluster process
Rj The cluster size of the j
th tier, if Φju is a Mate´rn cluster process
Pj , Bj The transmit power and biasing factor of BSs in the j
th tier
M,m The main lobe directivily gain, side lobe gain
θ Beamwidth of the main lobe
G The effective antenna gian
Rjd The size of the d
th ball of the jth tier
βjd The probability of a LOS link in the d
th ball of the jth tier
αsj The path loss exponent of a LOS/NLOS link of the j
th tier
κsd The path loss of a LOS/NLOS link at a distance of 1 meter
in the dth ball
yj The distance from the typical UE to the BSs in the j
th tier
lj The path loss to a BS at distance yj in the j
th tier
lj,s The path loss to a LOS/NLOS BS at distance yj in the j
th tier
hj , σ
2
n,j The Rayleigh gain, the noise factor
III. ASSOCIATION PROBABILITY
In this section, first the CCDF and the PDF of the path
loss for all tiers are determined. Subsequently, association
probability is defined and formulated.
A. CCDF and PDF of Path Loss in the 0th tier
Lemma 1. The CCDF and PDF of the path loss from a typical
UE to the BS in the 0th tier can be formulated as follows:
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(i) If Φju is a Thomas cluster process, then
CCDF :
FL0pxq “
ÿ
sPtLOS,NLOSu
PL0,s exp
˜
´
1
2σj2
ˆ
x
κs
1
˙ 2
α0s
1
¸
px ě 0q, (14)
PDF :
fL0pxq “
ÿ
sPtLOS,NLOSu
PL0,s
x
2
α0s
1
´1
α0s
1
κs
1
2
α0s
1 σ2j
exp
˜
´
1
2σ2j
ˆ
x
κs
1
˙ 2
α0s
1
¸
px ě 0q (15)
where PL0,LOS “ β01, PL0,NLOS “ 1 ´ β01, and σ
2
j is the
variance of UE distribution.
(ii) If Φju is a Mate´rn cluster process, then
CCDF :
FL0pxq “
ÿ
sPtLOS,NLOSu
PL0,s
¨
˝1´ l0,s
2
αks
1
κs
1
2
αks
1 R2j
˛
‚
p0 ď l0,s ď κ
s
1R
αks
1
j q, (16)
PDF :
fL0pxq “
ÿ
sPtLOS,NLOSu
2PL0,sl
2
αks
1
´1
0,s
αks
1
κs
1
2
αks
1 R2j
p0 ď l0,s ď κ
s
1R
αks
1
j q, (17)
where Rj is the radius of the representative cluster.
Proof: See Appendix A.
Also, the CCDF and PDF of the path loss from a typical
UE to the LOS/NLOS BS in the 0th tier can be expressed as
follows:
(i) If Φju is a Thomas cluster process,
CCDF :
FL0,spxq “ exp
˜
´
1
2σ2j
ˆ
x
κs
1
˙ 2
α0s
1
¸
px ě 0q, (18)
PDF :
fL0,spxq “
x
2
α0s
1
´1
α0s
1
κs
1
2
α0s
1 σ2j
exp
˜
´
1
2σ2j
ˆ
x
κs
1
˙ 2
α0s
1
¸
px ě 0q
(19)
(ii) If Φju is a Mate´rn cluster process,
CCDF :
FL0,spl0,sq “ 1´
l0,s
2
αks
1
κs
1
2
αks
1 R2j
p0 ď l0,s ď κ
s
1R
αks
1
j q (20)
PDF :
fL0,spl0,sq “
2l0,s
2
αks
1
´1
αks
1
κs
1
2
αks
1 R2j
p0 ď l0,s ď κ
s
1R
αks
1
j q (21)
where s P tLOS,NLOSu.
B. CCDF and PDF of Path Loss in the jth tier (j P K)
The following characterizations on the CCDF and PDF
of path loss have been determined in [11] (where no user
clustering is considered).
Lemma 2. [11, Appendix A] The CCDF of the path loss from
a typical UE to the BS in the jth tier can be formulated as
FLjpxq “ expp´Λjpr0, xqqq for j P K, (22)
where Λjpr0, xqq is given in (23) at the top of the next page,
and 1p¨q is the indicator function. Also note that Rj0 “ 0.
Corollary 1. [11, Lemma 2] The CCDF of the path loss from
the typical UE to the LOS/NLOS BS in the jth tier can be
formulated as
FLj,spxq “ expp´Λj,spr0, xqqq for j P K, (26)
where s P tLOS,NLOSu and Λj,spr0, xqq is defined for LOS
and NLOS, respectively, as in (24) and (25) given at the top
of the next page.
Also, the PDF of Lj,spyq, denoted by fLj,s , which will be
used in the following section, is given by
fLj,spxq “ ´
dFLj,spxq
dx
“ Λ1j,spr0, xqq expp´Λj,spr0, xqqq
for j P K, (27)
where
Λ1j,LOSpr0, xqq “
2piλj
Dÿ
d“1
βjd ¨ x
2
α
jL
d
´1
α
jL
d ¨ κ
L
d
2
α
jL
d
1pκLdR
α
jL
d
jpd´1q ă x ă κ
L
dR
α
jL
d
jd q, (28)
Λ1j,NLOSpr0, xqq “
2piλj
Dÿ
d“1
p1´ βjdq ¨ x
2
α
jN
d
´1
α
jN
d ¨ κ
N
d
2
α
jN
d
1pκNd R
α
jN
d
jpd´1q ă x ă κ
N
d R
α
jN
d
jd q.
(29)
C. Association Probability
In this paper, UEs are assumed to be associated with the
BS offering the strongest long-term averaged biased-received
power. This can be mathematically expressed as
P “ max
jPK1,iPΦj
Pj,iBj,iG0L
´1
j,i (30)
where P is the average biased received power of the typical
UE, Pj,i, Bj,i, L
´1
j,i are the transmission power, biasing factor,
and path loss of the ith BS in the jth tier, respectively, and
G0 is the effective antenna gain. Since Pj,i and Bj,i are the
same for all BSs in the jth tier, the strongest average biased
received power within each tier comes from the BS providing
the minimum path loss. Therefore,
P “ max
jPK1
PjBjG0L
´1
j,min (31)
where Lj,min is the minimum path loss of the typical UE from
a BS in the jth tier.
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Λjpr0, xqq “ piλj
Dÿ
d“1
"
βjd
”
pR2jd ´R
2
jpd´1qq1px ą κ
L
dR
α
jL
d
jd q ` pp
x
κLd
q
2
α
jL
d ´Rjpd´1q
2q1pκLdR
α
jL
d
jpd´1q ă x ă κ
L
dR
α
jL
d
jd q
ı
`p1´ βjdq
”
pR2jd ´R
2
jpd´1qq1px ą κ
N
d R
α
jN
d
jd q ` pp
x
κNd
q
2
α
jN
d ´Rjpd´1q
2q1pκNd R
α
jN
d
jpd´1q ă x ă κ
N
d R
α
jN
d
jd q
ı*
.
(23)
Λj,LOSpr0, xqq “ piλj
Dÿ
d“1
βjd
”
pR2jd ´R
2
jpd´1qq1px ą κ
L
dR
α
jL
d
jd q ` pp
x
κLd
q
2
α
jL
d ´Rjpd´1q
2q1pκLdR
α
jL
d
jpd´1q ă x ă κ
L
dR
α
jL
d
jd q
ı
,
(24)
Λj,NLOSpr0, xqq “ piλj
Dÿ
d“1
p1´ βjdq
”
pR2jd ´R
2
jpd´1qq1px ą κ
N
d R
α
jN
d
jd q ` pp
x
κNd
q
2
α
jN
d ´Rjpd´1q
2q1pκNd R
α
jN
d
jpd´1q ă x ă κ
N
d R
α
jN
d
jd q
ı
.
(25)
Aj,s “
$’’’’’&
’’’’’%
PL0,s
α0s
1
κs
1
2
α0s
1 σ2j
ż 8
0
e
ˆ
´ 1
2σ2
j
p
l0,s
κs
1
q
2
α0s
1 ´
řK
k“1 Λkpr0,
PkBk
P0B0
l0,sqq
˙
dl0,s for j “ 0,
ż 8
0
ˆ ÿ
mPtLOS,NLOSu
PL0,me
´ 1
2σ2
j
p
P0B0lj,s
PjBjκ
m
1
q
2
α
0,m
1
˙
Λ1j,s1pr0, lj,sqqe
´
´
řK
k“1 Λkpr0,C2“
PkBk
PjBj
lj,sqq
¯
dll,s for j P K,
(33)
Aj,s “
$’’’’&
’’’’%
2PL0,s
αks
1
κs
1
2
αks
1 R2j
ż κs
1
R
αks
1
j
0
l
2
αks
1
´1
0,s e
´
řK
k“1 Λkpr0,
PkBk
P0B0
l0,sqqdl0,s for j “ 0,
ż 8
0
ˆ ÿ
mPtLOS,NLOSu
PL0,m
´
1´
1
R2j
p
P0B0lj,s
PjBjκ
m
1
q
2
α
k,m
1
¯˙
Λ1j,s1pr0, lj,sqqe
´
´
řK
k“1 Λkpr0,
PkBk
PjBj
lj,sqq
¯
dll,s for j P K,
(34)
Association probability is defined as the probability that a
typical UE is associated with a LOS/NLOS BS in the jth tier
for j P K1, and the result for association probabilities are
provided in the following lemma.
Lemma 3. The probability that the typical UE is associated
with a LOS/NLOS BS in the jth tier for j P K1, is
Aj,s “
$’’’’’’’&
’’’’’’’%
EL0,s
„ˆ
Kś
k“1
FLk
`
PkBk
P0B0
l0,s
˘˙
PL0,s ,
for j “ 0,
ELj,s
„ˆ
FL0p
P0B0
PjBj
lj,sq
Kś
k“1
k‰j
FLk
`
PkBk
PjBj
lj,s
˘˙
FLj,s1 plj,sq

,
for j P K,
(32)
where s, s1 P tLOS,NLOSu, s ‰ s1, PL0,LOS “ β01,PL0,NLOS “
p1 ´ β01q, lj,s is the path loss to a LOS/NLOS BS in the j
th
tier, FL0p¨q is given by (14) or (16) (depending on the cluster
process), and FLkp¨q, and FLj,s1 p¨q are given by (22) and
(26), respectively.
Proof. See Appendix B.
Corollary 2. When Φju is a Thomas cluster process, the
association probability with a LOS/NLOS BS in the jth tier
for j P K1, is given in (33) at the top of the page, where
s P tLOS, NLOSu, Λkpr0, ¨qq is given in (23), Λ
1
j,LOSpr0, ¨qq
and Λ1j,NLOSpr0, ¨qq are given in (24) and (25), respectively.
Proof. See Appendix C.
Corollary 3. When Φju is a Matern cluster process, the
association probability with a LOS/NLOS BS in the jth tier
for j P K1, is given in (34) at the top of the page.
Proof. See Appendix D.
IV. SINR COVERAGE PROBABILITY ANALYSIS
In this section, an analytical framework is developed to
analyze the downlink SINR coverage probability for a typical
UE of Φju using stochastic geometry and employing the results
obtained in Section III.
A. Signal to Interference Plus Noise Ratio (SINR)
According to the association policy, a typical UE is served
by the BS providing the strongest average biased received
power. Therefore, if the typical UE is served by a BS in the jth
tier located at a distance yj , there exists no BSs in the k
th tier
(@k P K1), within a disc Qk whose center is the location of
the typical UE and the radius is proportional to PkBk
PjBj
lj,s. We
refer to this disc as the exclusion disc throughout this paper.
6
PCj,s “
$’’’’’’&
’’’’’’%
e´µ0,sσ
2
n,0e
´
Kř
k“1
ř
G
ř
a
ş8
PkBk
P0B0
l0,s
´
1´ 1
p1`µ0,sPkGl
´1
k,a
q
¯
PGΛk,apdlk,aq
for j “ 0,
´ř
G
ř
m
`
PL0,mPG
ş8
P0B0
PjBj
lj,s
l0,m
2
α0m
1 e
´ 1
2σ2
j
p
l0,m
κm
1
q
2
α0m
1
α0m
1
κm
1
2
α0m
1 σ2j pl0,m`µj,sP0Gq
dl0,m
˘¯
e´µj,sσ
2
n,je
´
Kř
k“1
ř
G
ř
n
ş8
PkBk
PjBj
lj,s
´
1´ 1
p1`µj,sPkGl
´1
k,n
q
¯
PGΛk,npdlk,nq
for j P K,
(41)
PCj,s “
$’’’’’’&
’’’’’’%
e´µ0,sσ
2
n,0e
´
Kř
k“1
ř
G
ř
a
ş
8
PkBk
P0B0
l0,s
´
1´ 1
p1`µ0,sPkGl
´1
k,a
q
¯
PGΛk,apdlk,aq
for j “ 0,
´ř
G
ř
m
`
PL0,mPG
şκm
1
R
αkm
1
j
P0B0
PjBj
lj,s
2l
2
α0m
1
0,m
α0m
1
κm
1
2
α0m
1 R2j pl0,m`µj,sP0Gq
dl0,m
˘¯
e´µj,sσ
2
n,je
´
Kř
k“1
ř
G
ř
n
ş
8
PkBk
PjBj
lj,s
´
1´ 1
p1`µj,sPkGl
´1
k,n
q
¯
PGΛk,npdlk,nq
.
for j P K,
(42)
If the typical UE is associated with a BS in the jth tier,
the interference is due to the BSs lying beyond the exclusion
disc. Therefore, the interference from the BSs in the kth tier
can be expressed as
Ij,k “
ÿ
iPΦkzQk
PkGk,ihk,iL
´1
k,i (35)
where Pk is the transmit power of the BSs in the k
th tier,
and Gk,i, hk,i, Lk,i are the effective antenna gain, the small-
scale fading gain and the path loss from the ith BS in the
kth tier, respectively. All links are assumed to be subject to
independent Rayleigh fading i.e., hk,i „ expp1q.
The SINR experienced at a typical UE associated with a
LOS/NLOS BS in the jth tier can expressed as
SINRj,s “
PjG0hjL
´1
j,s
σ2n,j `
Kř
k“0
ř
iPΦkzQk
PkGk,ihk,iL
´1
k,i
(36)
where s P tLOS,NLOSu, Pj is the transmit power in the
jth tier, G0 is the effective antenna gain of the link between
the serving BS and the typical UE which is assumed to be
MM , σ2n,j is the variance of the additive white Gaussian noise
component, and hj is the fading gain (i.e., the magnitude-
square of the Rayleigh fading coefficient) from the serving
BS to the typical UE, i.e., hj „ expp1q.
B. SINR Coverage Probability
A typical UE is said to be in coverage if the received SINR
is larger than a certain threshold Tj ą 0 required for successful
reception.
Definition 1. Given that the typical UE is associated with a
LOS/NLOS BS in the jth tier, the SINR coverage probability
of the jth tier is defined as
PCj,s “ PpSINRj,s ą Tj |t “ jq (37)
where t indicates the associated tier and s P tLOS,NLOSu.
Therefore, the total coverage probability of the entire network
can be defined as
PC “
Kÿ
j“0
ÿ
sPtLOS,NLOSu
Aj,sPCj,s (38)
where Aj,s is the association probability of a LOS/NLOS BS
in the jth tier, which is given in Lemma 3.
The exact expressions for the coverage probabilities of each
tier are given by the following theorem.
Theorem 1. Given that the UE is associated with a
LOS/NLOS BS from the jth tier (j P K1), the SINR coverage
probabilities are given as
PCj,s “$’’’’’&
’’’’’%
e´µ0,sσ
2
n,0
Kś
k“1
`
LILOS
0,k
pµ0,sqLINLOS
0,k
pµ0,sq
˘
pj “ 0q
e´µj,sσ
2
n,j
´ř
m
PL0,mLImj,0
pµj,s
¯ Kś
k“1
´
LILOS
j,k
pµj,sqLINLOS
j,k
pµj,sq
¯
pj P Kq,
(39)
where s P tLOS,NLOSu,m P tLOS,NLOSu, PL0,LOS “ β01,
PL0,NLOS “ 1 ´ β01, µj,s “
Tj lj,s
PjG0
, Isj,k is the interference
from the LOS/NLOS BSs in the kth tier to the jth tier,
Ij,0 is the interference form the 0
th tier to the jth tier,
and LIs
j,k
pµj,sq is the Laplace transform of I
s
j,k evaluated
at µj,s. And the total SINR coverage probability of the K-
tier heterogeneous mmWave cellular network with user-centric
small cell deployment can be obtained as follows:
PC “
ÿ
sPtLOS,NLOSu
ˆ
A0,sPC0,s `
Kÿ
j“1
Aj,sPCj,s
˙
(40)
where A0,s, Aj,s are given in (32).
Proof. See Appendix E.
Corollary 4. If Φju is a Thomas cluster process, the condi-
tional SINR coverage probability PCj,s is given at the top of
the next page in (41).
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Proof. See Appendix F.
Corollary 5. If Φju is a Mate´rn cluster process, the conditional
SINR coverage probability PCj,s is given at the top of the next
page in (42).
Proof. See Appendix F.
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we present several numerical results based on
our analyses in Section III and Section IV. Simulation results
are also provided to validate the accuracy of our analysis.
In the numerical evaluations and simulations, a 2-tier het-
erogeneous network model with an additional 0th tier, which
is the cluster center of the typical UE, is considered. For this
2-tier scenario, j “ 1 and j “ 2 correspond to the picocell
and microcell, respectively. In other words, a relatively high-
power microcell network coexists with denser but lower-power
picocells. UEs are clustered around the BSs in the picocells.
Therefore, transmit power of BSs in the 0th tier is the same as
in the 1st tier. For both 1st and 2nd tiers,D-ball approximation
is used with D “ 2, while 1-ball model is employed for the
0th tier. Parameter values of this model are listed in Table II.
TABLE II: Parameter Values Table
Parameters Values
P0, P1, P2 3dBW, 3dBW, 23dBW
B0, B1, B2 1, 1, 1
rR11, R12s, rβ11, β12s r40, 60s, r1, 0s
rR21, R22s, rβ21, β22s r50, 200s, r0.8, 0.2s
rR01s, rβ01s r40s, r1s
α
j,L
d , α
j,N
d @j, @d 2, 4
λ1, λ2 10
´4, 10´5
M,m, θ 10dB,´10dB, pi{6
Carrier frequency pFcq 28 GHz
κLd “ κ
N
d @d pFc{4piq
2
σ2n,j @j ´74dBm
A. Association Probability (AP)
First, we analyze the effect of UE distribution on the
association probability (AP). In Fig. 3, we plot the APs as a
function of the cluster size, which is quantified as the standard
deviation σu of Gaussian UE distribution for the Thomas
cluster process, and is given by the cluster size Rclu of the
Mate´rn cluster process. Since cluster size increases with the
increase in σu and Rclu, UEs are located relatively farther
away from their own cluster center for larger σu and Rclu.
Therefore, UEs become more likely to connect with the BSs
in other picocells and microcells. In other words, AP with
the 0th tier, A0, decreases, while APs with the 1
st and 2nd
tiers, A1 and A2, increases with the increasing cluster size.
However, note that UEs are still more likely to associate with
the 0th tier rather than 1st and 2nd tiers. We further note that
we generally have excellent agreement between simulation and
analytical results.
Moreover, we notice in Fig. 3(a) that for the Thomas
cluster process, when σu is less than a certain value (which
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(a) Association probability for the Thomas cluster process.
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(b) Association probability for the Mate´rn cluster process.
Fig. 3: Association probabilities of the two tiers and the cluster center
as a function of cluster size, which, for the Thomas cluster process,
is given by the standard deviation of UE distribution σu; and for the
Mate´rn cluster process, is given by Rclu.
is approximately σu “ 34 for this setting), AP with the 1
st
tier is less than that with the 2nd tier, while the opposite
happens as σu exceeds 34. Note that with the increase in
σu, UEs are more likely to be located farther away from
their own cluster center. Since picocell BSs are more densely
deployed than microcell BSs, UEs are more likely to be close
to another picocell BSs. Thus, A1 becomes greater than A2
for σu ą 34. However, for the Mate´rn cluster process, since
UEs are uniformly distributed around the cluster center inside
a circular disc, UEs cannot be located outside the clusters
as shown in Fig. 1(c), and are more compactly distributed.
Therefore, A2 is larger than A1 for Rclu ă 40, owing
primarily to the larger power in the microcell tier (i.e., the
second tier). Note that P2 “ 23 dB ą P1 “ 3 dB as assumed
in Table II.
B. Coverage Probability (CP)
In this subsection, we investigate the SINR coverage proba-
bility (CP) performance of the network. In Fig. 4, we plot the
SINR CP with respect to the variance (σ2u) of UE distribution
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(a) SINR coverage probability for the Thomas cluster process.
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(b) SINR coverage probability for the Mate´rn cluster process.
Fig. 4: SINR coverage probability for different values of threshold
as a function of the: (i) variance of Gaussian UE distribution for the
Thomas cluster process and (ii) cluster size for the Mate´rn cluster
process.
for the Thomas cluster process and with respect to Rclu
for the Mate´rn cluster process. As cluster size increases, we
note in both Fig. 4(a) and Fig. 4(b) that SINR CP decreases
accordingly. When UEs are close to their cluster center, they
are mostly covered by the cluster center (i.e., the 0th tier
BS). As UEs are distributed far away, probability of being
covered by the cluster center goes down accordingly. On the
other hand, as shown in Fig. 3, even when σu “ 40 or
Rclu “ 40, APs of picocells and microcells are small, and thus
the probability of being covered by picocells and microcells,
other than the 0th tier BS, does not increase/improve much.
Therefore, as the cluster size increases, the total SINR CP
decreases. Additionally, different curves in Fig. 4(a) and Fig.
4(b) are for different thresholds and we observe that the total
SINR CP diminishes with increasing threshold.
In Fig. 5, we plot the total SINR CP and SNR CP as a
function of the threshold in dB for different values of standard
deviation of UE distribution for Thomas cluster process or the
cluster size for Mate´rn cluster process. In our model, when
Threshold (dB)
0 10 20 30 40 50 60
Co
ve
ra
ge
 P
ro
ba
bi
lity
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Simulation: w/o interference (σ
u
=1)
Analysis:    w/o interference (σ
u
=1)
Simulation: w/o interference (σ
u
=5)
Analysis:    w/o interference (σ
u
=5)
Simulation: w/o interference (σ
u
=20)
Analysis:    w/o interference (σ
u
=20)
Analysis :   with interference (σ
u
=1)
Simulation: with interference (σ
u
=1)
Analysis:    with interference (σ
u
=5)
Simulation: with interference (σ
u
=5)
Analysis:     with interference (σ
u
=20)
Simulation:  with interference (σ
u
=20)
(a) Coverage probability for the Thomas cluster process.
Threshold (dB)
0 10 20 30 40 50 60
Co
ve
ra
ge
 P
ro
ba
bi
lity
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Simulation: w/o interference (R
clu=5)
Analysis:    w/o interference (R
clu=5)
Simulation: w/o interference (R
clu=20)
Analysis:    w/o interference (R
clu=20)
Simulation: w/o interference (RClu=40)
Analysis:    w/o interference (R
clu=40)
Simulation: with interference (R
clu=5)
Analysis:    wtih interference (R
clu=5)
Simulation: with interference (R
clu=20)
Analysis:    with interference (R
clu=20)
Simulation: with interference (R
clu=40)
Analysis:    with interference (R
clu=40)
(b) Coverage probability for the Mate´rn cluster process.
Fig. 5: Comparison of SINR coverage probabilities and SNR cover-
age probabilities as a function of the threshold in dB for different
values of the: (i) standard deviation of UE distribution (σu) for
Thomas cluster process or the (ii) cluster size (Rclu) for Mate´rn
cluster process.
UE is connected to a picocell or microcell BS outside of its
cluster, interference from the 0th tier BS at the cluster center
is not necessarily negligible due to the relative promixity
in the clustered distributions. As expected, relatively large
gaps between SINR CP and SNR CP are seen in Fig. 5,
indicating that interference has noticeable influence on the
CP performance in this clustered system model. We note that
this is a departure from mmWave studies with PPP-distributed
users, where performance is regarded as noise-limited rather
than being interference-limited. On the other hand, different
curves in Fig. 5(a) and Fig. 5(b) are for different cluster sizes,
and the impact of interference is slightly larger for small-sized
clusters.
We also investigate the effect of main lobe gain M and
different main lobe beamwidth θ on the SINR coverage
probability performance. Improved SINR coverage is achieved
when main lobe gainM is increased for the same value of θ as
shown in Fig. 6, since SINR becomes larger with the increase
in M . On the other hand, for the same M , when main lobe
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(a) SINR coverage probability for the Thomas cluster process and the standard
deviation of UE distribution (σu) is 5.
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(b) SINR coverage probability for the Mate´rn cluster process and the cluster size
(Rclu) is 5.
Fig. 6: SINR coverage probabilities as a function of the threshold
in dB for different values of antenna main lobe gain M and the
beamwidth of the main lobe θ.
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Fig. 7: SINR coverage probabilities as a function of the
threshold in dB when: (i) UE are uniformly distributed and
independent of BS locations (PPP); (ii) UE distribution (Φju)
is a Thomas cluster crocess; (iii) UE distribution is a Mate´rn
cluster process.
beamwidth θ increases, SINR CP decreases accordingly, as a
result of the increase in interference.
Finally, we compare the coverage performances when the
UEs are distributed according to PPP or PCP. In Fig. 7, we plot
the SINR CP as a function of the threshold. The red solid line
represents the scenario in which UEs are uniformly distributed
according to a homogeneous PPP and their locations are
independent of BS locations. Blue dashed line and green dot-
dashed line are for PCP models with UEs being distributed
according to a Thomas cluster process and Mate´rn cluster
process, respectively. It is clearly seen that SINR CPs of PCP
models are much higher than the SINR CP of the PPP model,
indicating that better coverage performance is achieved with
user-centric small cell deployments.
VI. CONCLUSION
In this paper, we have provided a framework to compute the
the SINR CP in a K-tier heterogeneous downlink mmWave
cellular network with user-centric small cell deployments. A
heterogeneous network model is considered, with BSs in each
tier being distributed according to PPPs, while UEs being
deployed according to a PCP, i.e., (i) Thomas cluster process,
where the UEs are clustered around the base stations (BSs)
and the distances between UEs and the BS are modeled as
Gaussian distributed, and (ii) Mate´rn cluster process, where
the UEs are scattered according to a uniform distribution.
Distinguishing features of mmWave have been incorporated
into the analysis, including directional beamforming and a
sophisticated path loss model addressing both LOS and NLOS
transmissions. In addition, a D-ball approximation is applied,
to characterize the blockage model, with different path loss
exponents being assigned to LOS and NLOS links in different
balls. We have determined the CCDF and PDF of the path loss,
as well as the association probability of each tier. We have also
derived the SINR coverage probability of the entire network
using the stochastic geometry framework. Our analysis and
numerical results demonstrate that the parameters of the model
have significant impact on coverage probability, e.g., CP can
be improved, by decreasing the size of UE clusters around
BSs, decreasing the beamwidth of the main lobe, or increasing
the main lobe directivity gain. Moreover, different from other
related works such as [11], interference in our clustered model
has noticeable influence on the coverage performance. Com-
pared with the model in which the UEs are PPP-distributed,
our model with user-centric small cell deployments has much
larger CP as a function of the SINR threshold. Investigating
the interference from which tier has the dominating influence
on the performance is considered as future work.
APPENDIX
A. Proof of Lemma 1
The CCDF of path loss L0,sp for s P tLOS,NLOSu) from
the typical UE to a LOS/NLOS BS in the 0th tier can be
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expressed as
FL0,spxq “ Ppl0,s ě xq
paq
“ Ppκs1y0
α0s
1 ě xq
“ P
´
y0 ě
` x
κs
1
˘ 1
α0s
1
¯
pbq
“ FY0
´` x
κs
1
˘ 1
α0s
1
¯
pcq
“
$’’&
’’%
expp´ 1
2σ2j
p x
κs
1
q
2
α0s
1 q px ě 0q,
2l0,s
2
αks
1
´1
αks
1
κs
1
2
αks
1 R2j
p0 ď l0,s ď κ
s
1R
αks
1
j q
(43)
where (a) follows from the expression of path loss L0 in (13)
on the link in the 0th tier, (b) follows from the definition of
CCDF, and (c) is due to the the expression of FY0py0q given
in (5) and (7).
Thus, the PDF of path loss L0,s can be obtained as follows:
fL0,spxq “ ´
dFL0,spxq
dx
“
$’’’’&
’’’’%
x
2
α0s
1
´1
α0s
1
κs
1
2
α0s
1 σ2j
expp´ 1
2σ2j
p x
κs
1
q
2
α0s
1 q px ě 0q,
1´
l0,s
2
αks
1
κs
1
2
αks
1 R2j
p0 ď l0,s ď κ
s
1R
αks
1
j q.
(44)
Therefore, the CCDF of the path loss L0 from a typical UE
to the BS in the 0th tier can be expressed as
FL0pxq
paq
“ PL0,LOSFL0,LOSpxq ` PL0,NLOSFL0,NLOSpxq
“
ÿ
sPLOS,NLOS
PL0,s expp´
1
2σ2j
p
x
κs
1
q
2
α
0,s
1 qpx ě 0q,
(45)
where (a) follows from the fact that there is only one BS in
the 0th tier, which could be on a LOS or NLOS link.
The PDF of path loss L0 in (15) can be obtained by
differentiating FL0pxq, with respect to (w.r.t.) x.
B. Proof of Lemma 3
Note that the association probability of a LOS/NLOS BS in
the jth tier is
Aj,s
paq
“ P
`
typical user is connected to the jth tier
˘
PpLj,s1 ą Lj,sq
“ P
`
PjBjL
´1
j,s ě PkBkL
´1
k , k P K1, k ‰ j
˘
PpLj,s1 ą Lj,sq
“ P
ˆ
Lk ě
PkBk
PjBj
Lj,s, k P K1, k ‰ j
˙
PpLj,s1 ą Lj,sq
pbq
“ PpLj,s1 ą Lj,sq
Kź
k“0
k‰j
P
ˆ
Lk ě
PkBk
PjBj
Lj,s
˙
, (46)
where s1 P tLOS,NLOSu and s ‰ s1. (a) follows from the
definition of association probability, and (b) is due to the fact
that the distributions of tLku are independent.
1) For the 0th tier (j=0):
A0,s “ PpL0,s1 ą L0,sq
Kź
k“1
P
ˆ
Lk ě
PkBk
P0B0
L0,s
˙
paq
“ PL0,sEL0,s
„ˆ Kź
k“1
FLk
`PkBk
P0B0
l0,s
˘˙
, (47)
where (a) is because of the fact that there is only one BS
in the 0th tier, and therefore if the BS is on a LOS link,
PpL0,s1 ą L0,sq can be expressed as PL0,LOS . Also in (a),
with the use of expected value w.r.t. L0,s, the definition of the
CCDF of path loss Lk is applied.
2) For the jth tier (j P K) :
Aj,s
paq
“ ELj,s
„ˆ Kź
k“0
k‰j
FLk
`PkBk
PjBj
lj,s
˘˙
FLj ,s1plj,sq

pbq
“ ELj,s
„ˆ
FL0p
P0B0
PjBj
lj,sq
Kź
k“1
k‰j
FLk
`PkBk
PjBj
lj,s
˘˙
FLj ,s1plj,sq

,
(48)
where (a) follows from the definition of the CCDF of path loss
Lk and CCDF of path loss Lj,s1 , and by initially considering a
fixed value lj,s and then taking the expected value w.r.t. Lj,s.
(b) is due to the fact that the CCDF of L0 is different from
the CCDF of Lk, and they should be separately considered.
C. Proof of Corollary 2
When Φju is a Thomas cluster process, the association
probability of a LOS/NLOS BS is expressed as follows:
1) For the 0th tier (j = 0):
A0,s
paq
“ PL0,s
ż 8
0
“ Kź
k“1
FLk
`PkBk
P0B0
l0,s
˘‰
fL0,spl0,sqdl0,s
pbq
“ PL0,s
ż 8
0
“ Kź
k“1
expp´Λkpr0,
PkBk
P0B0
l0,sqq
‰
l0,s
2
α0s
1
´1
α0s
1
κs
1
2
α0s
1 σ2j
expp´
1
2σ2j
p
l0,s
κs
1
q
2
α0s
1 qdl0,s
“
PL0,s
α0s
1
κs
1
2
α0s
1 σ2j
ż 8
0
e
ˆ
´ 1
2σ2
j
p
l0,s
κs
1
q
2
α0s
1 ´
řK
k“1 Λkpr0,
PkBk
P0B0
l0,sqq
˙
dl0,s,
(49)
where (a) follows from the definition of expected value and
by plugging in the PDF of L0,s, and in (b) the expressions of
CCDF of Lk in (16) and PDF of L0,s in (14) are applied.
2) For the jth tier (j P K): Assume C1 “
P0B0
PjBj
, C2 “
PkBk
PjBj
, then the association probability of the LOS/NLOS BSs
in the jth tier is given in (50) at the top of the next page,
where m P tLOS,NLOSu, and (a) follows from the definition
of expected value by plugging in the PDF of path loss Lj,s,
in (b) the expressions of CCDF of path loss Lk in (16) and
the CCDF of L0 in (14) are applied, and (c) is due to the fact
that Λj,spr0, lj,sqq ` Λj,s1pr0, lj,s1qq “ Λjpr0, ljqq.
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Aj,s
paq
“
ż 8
0
„ˆ
FL0pC1lj,sq
Kź
k“1
k‰j
FLk
`
C2lj,s
˘˙
FLj,s1plj,sq

fLj,splj,sqdll,s
pbq
“
ż 8
0
ˆ ÿ
mPtLOS,NLOSu
PL0,me
´ 1
2σ2
j
p
C1lj,s
κm
1
q
2
α
0,m
1
˙
e
´
´
řK
k“1,k‰j Λkpr0,C2lj,sqq
¯
eΛj,s1 pr0,lj,sqqΛ1j,s1pr0, lj,sqqe
Λj,spr0,lj,sqqdll,s
pcq
“
ż 8
0
ˆ ÿ
mPtLOS,NLOSu
PL0,me
´ 1
2σ2
j
p
C1lj,s
κm
1
q
2
α
0,m
1
˙
e
´
´
řK
k“1,k‰j Λkpr0,C2lj,sqq
¯
eΛjpr0,ljqqΛ1j,s1pr0, lj,sqqdll,s
pdq
“
ż 8
0
ˆ ÿ
mPtLOS,NLOSu
PL0,me
´ 1
2σ2
j
p
C1lj,s
κm
1
q
2
α
0,m
1
˙
Λ1j,s1pr0, lj,sqqe
´
´
řK
k“1 Λkpr0,C2lj,sqq
¯
dll,s (50)
D. Proof of Corollary 3
Similar to the proof of Corollary 2, when Φju is a Mate´rn
cluster process, the association probability of a LOS/NLOS
BS is expressed as follows for the 0th tier and jth tier,
respectively:
A0,s
“ PL0,s
ż κs
1
R
αks
1
j
0
´ Kź
k“1
expp´Λkpr0,
PkBk
P0B0
l0,sqq
¯´ 2l0,s 2αks1 ´1
αks
1
κs
1
2
αks
1 R2j
¯
dl0,s
“
2PL0,s
αks
1
κs
1
2
αks
1 R2j
ż κs
1
R
αks
1
j
0
l
2
αks
1
´1
0,s e
´
řK
k“1 Λkpr0,
PkBk
P0B0
l0,sqqdl0,s
(51)
Aj,s “
ż 8
0
ˆ ÿ
mPtLOS,NLOSu
PL0,m
´
1´
l0,m
2
αkm
1
κm
1
2
αkm
1 R2j
¯˙
Λ1j,s1pr0, lj,sqqe
´
´
řK
k“1 Λkpr0,
PkBk
PjBj
lj,sqq
¯
dll,s.
(52)
E. Proof of Theorem 1
Given that the typical UE is associated to a LOS/NLOS BS
in the jth tier, the coverage probability can be expressed as
PCj,s “ PpSINRj,s ą Tj |t “ jq
paq
“ P
ˆ
PjG0hjl
´1
j,s
σ2n,j `
Kř
k“0
Ij,k
ą Tj
˙
“ P
˜
hj ą
Tjlj,s
PjG0
˜
σ2n,j `
Kÿ
k“0
Ij,k
¸¸
pbq
“ E exp
ˆ
´
Tjlj,s
PjG0
pσ2n,j `
Kÿ
k“0
Ij,kq
˙
pcq
“ e´µj,sσ
2
n,jE exp
´ Kÿ
k“0
Ij,k
¯
pdq
“
$’’&
’’%
e´µ0,sσ
2
n,0
Kś
k“1
LI0,k pµ0,sq pj “ 0q
e´µj,sσ
2
n,jLIj,0 pµj,sq
Kś
k“1
LIj,kpµj,sq pj P Kq
peq
“
$’’’’’&
’’’’’%
e´µ0,sσ
2
n,0
Kś
k“1
`
LILOS
0,k
pµ0,sqLINLOS
0,k
pµ0,sq
˘
pj “ 0q
e´µj,sσ
2
n,j
´ř
mPL0,mLI
m
j,0
pµj,s
¯ Kś
k“1
´
LILOS
j,k
pµj,sqLINLOS
j,k
pµj,sq
¯
pj P Kq,
(53)
where (a) follows from the fact that if a given typical UE is
associated to the jth tier, then SINRj,s “
PjG0hj l
´1
j,s
σj2`
Kř
k“0
Ij,k
. (b)
follows from hj „ expp1q. (c) is due to the independence of
noise and interference terms. (d) follows from the fact that for
the 0th tier, interference links come from all K tiers, while
for the jth tier pj P Kq, interference links come from all K
tiers and the 0th tier. (e) is because for the 0th tier, only one
BS exists, so that
LIj,0pµj,sq “ PL0,LOSLILOSj,0 pµj,sq ` PL0,NLOSLINLOSj,0 pµj,sq
“
ÿ
mPtLOS,NLOSu
PL0,mLImj,0
pµj,sq, (54)
and for the jth tier, both LOS links and NLOS links exist and
they are independent, so that
LIj,k pµj,sq “ LILOS
j,k
pµj,sqLINLOS
j,k
pµj,sq. (55)
F. Proof of Corollaries 4 and 5
1) Interference from the kth tier (k P K): When effective
antenna gain G P tMM,Mm,mmu is considered, tools from
stochastic geometry can be applied to compute the Laplace
transforms of interference from the kth tier (Isj,k), which can
be split into three parts
Isj,k “ I
s,MM
j,k ` I
s,Mm
j,k ` I
s,mm
j,k “
ÿ
GPtMM,Mm,mmu
I
s,G
j,k ,
(56)
where I
s,G
j,k denotes the interference with random effective
antenna gain. In addition, according to the thinning theorem,
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each independent PPP has a density of λjPG [11], where PG
is given in (11).
Hence, Laplace transform of the interference from the kth
tier can be expressed as
LIs
j,k
puq “ E expp´µj,kI
s
j,kq “ E expp´µj,k
ÿ
G
I
s,G
j,k q
“
ź
G
E expp´µj,kI
s,G
j,k q “
ź
G
L
I
s,G
j,k
pµj,kq, (57)
where G P tMM,Mm,mmu.
Using the same approach as in [11] (Equation (40), Ap-
pendix C), E expp´µj,kI
s,G
j,k q can be expressed as follows:
E expp´µj,sI
LOS,G
j,k q
“ e
´
ş8
PkBk
PjBj
lj,s
´
1´ 1
p1`µj,sPkGl
´1
k,LOS
q
¯
PGΛk,LOSpdlk,LOSq
, (58)
E expp´µj,sI
NLOS,G
j,k q
“ e
´
ş
8
PkBk
PjBj
lj,s
´
1´ 1
p1`µj,sPkGl
´1
k,NLOS
q
¯
PGΛk,NLOSpdlk,NLOSq
. (59)
2) Interference from the 0th tier, (k=0): Since there is
only one BS in the 0th tier and effective antenna gain
G P tMM,Mm,mmu is considered, Laplace transform of
interference from the 0th tier LIsj,0pµj,sq can be obtained as
LIsj,0
pµj,sq “ E expp´µj,sI
s
j,0q “ EG
“
E expp´µj,sI
s,G
j,0 q
‰
“
ÿ
GPtMM,Mm,mmu
PGE expp´µj,sI
s,G
j,0 q “
ÿ
G
PGLIs,Gj,0
pµj,sq.
(60)
Additionally, E expp´µj,kI
s,G
j,0 q can be expressed as follows:
E expp´µj,sI
LOS,G
j,0 q
paq
“ EL0,LOS
”
Eh0rexpp´µj,sP0h0Gl
´1
0,LOSqs
ı
pbq
“ EL0,LOS
” 1
p1` µj,sP0Gl
´1
0,LOSq
ı
pcq
“
ż 8
P0B0
PjBj
lj,s
1
p1 ` µj,sP0Gl
´1
0,LOSq
fL0,LOSpl0,LOSqdl0,LOS
pdq
“
$’’’’’’’’’’’’&
’’’’’’’’’’’’%
ż 8
P0B0
PjBj
lj,s
l
2
α0L
1
0,LOSe
´ 1
2σ2
j
p
l0,LOS
κL
1
q
2
α0L
1
α0L
1
κL
1
2
α0L
1 σ2j pl0,LOS ` µj,sP0Gq
dl0,LOS
if Φiu is a Thomas cluster process;ż κL
1
R
αkL
1
j
P0B0
PjBj
lj,s
2l
2
α0L
1
0,LOS
α0L
1
κL
1
2
α0L
1 R2j pl0,LOS ` µj,sP0Gq
dl0,LOS
if Φiu is a Mate´rn cluster process;
(61)
where, (a) follows from the expression of I
s,G
j,0 , (b) is due to
h0 „ expp1q, (c) follows from the definition of expected value
w.r.t. L0,LOS, by plugging in the PDF of L0,LOS, and in (d) the
expression of fL0,LOS in (19) and (21) are applied, depending
on the cluster process.
With the same method, we can get
E exp
´
´ µj,sI
NLOS,G
j,0
¯
“$’’’’’’’’’’’’&
’’’’’’’’’’’’%
ż 8
P0B0
PjBj
lj,s
l0,NLOS
2
α0N
1 e
´ 1
2σ2
j
p
l0,NLOS
κN
1
q
2
α0N
1
α0N
1
κN
1
2
α0N
1 σ2j pl0,NLOS ` µj,sP0Gq
dl0,NLOS
if Φiu is a Thomas cluster process;ż κN
1
R
αkN
1
j
P0B0
PjBj
lj,s
2l
2
α0N
1
0,NLOS
α0N
1
κN
1
2
α0N
1 R2j pl0,NLOS ` µj,sP0Gq
dl0,NLOS
if Φiu is a Mate´rn cluster process.
(62)
Finally, considering Φi is either a Thomas cluster process
or a Mate´rn cluster process, and by combining (53), (57), (58)
and (59), we can express the coverage probability of the 0th
tier as
PC0,spT q “ e
´µ0,sσ
2
n,0
Kź
k“1
ź
G
`
L
I
LOS,G
0,k
pµ0,sqLINLOS,G
0,k
pµ0,sq
˘
“ e´µ0,sσ
2
n,0
Kź
k“1
ź
G
e
´
ş
8
PkBk
P0B0
l0,s
´
1´ 1
p1`µ0,sPkGl
´1
k,LOS
q
¯
PGΛk,LOSpdlk,LOSq
ˆ e
´
ş
8
PkBk
P0B0
l0,s
´
1´ 1
p1`µ0,sPkGl
´1
k,NLOS
q
¯
PGΛk,NLOSpdlk,NLOSq
“ e´µ0,sσ
2
n,0e
´
Kř
k“1
ř
G
ř
a
ş
8
PkBk
P0B0
l0,s
´
1´ 1
p1`µ0,sPkGl
´1
k,a
q
¯
PGΛk,apdlk,aq
.
(63)
By combining (53), (57), (58), (59), (60), (61) and (62), the
equation of coverage probability of LOS/NLOS BSs of the
kth tier pk P Kq, can be obtained as in (64) at the top of the
next page.
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