This work addresses the design of optimal linear transmit filters for the Multiple Input-Multiple Output (MIMO) Broadcast Channel (BC) when several spatial streams are allocated to each user. We also consider that the Channel State Information (CSI) is perfect at the receivers but is only partial at the transmitter. A statistical model for the partial CSI is assumed and exploited for the filter design. Similarly to the single-stream per user case, the problem is solved via Mean Square Error (MSE) dualities and interference functions. However, including more streams per user involves an additional complexity level since we must determine how to distribute the per-user rates among the streams. Such problem is solved using a projected gradient algorithm.
INTRODUCTION

This work focuses on power minimization in the Multiple
Input-Multiple Output (MIMO)
Our goal is to minimize the total amount of power needed to fulfill certain per-user Quality-of-Service (QoS) restrictions, also taking into account the flexibility of distributing the rate constraints between the different peruser streams. By imposing these restrictions, we ensure that all users achieve certain level of data rate. This is in contrast to sum-rate maximizations [1] , or max-min formulations [2] where users with poor channels obtain low data rates. Note that the Base Station (BS) has usually more degrees of freedom than the individual receivers. Therefore, it is appropriate to mitigate the interference between users by precoding at the transmitter.
Regarding Channel State Information (CSI), we consider that perfect knowledge is available at the receivers but only partial at the BS. This makes a difference with respect to previous works [3] [4] [5] [6] [7] [8] where perfect knowledge of the CSI at both ends of the BC is assumed. Moreover, not purely stochastic nor bounded error models are assumed as in [1, [9] [10] [11] [12] , but a statistical knowledge of the available CSI at the BS by means of a probability density function (pdf).
In this work, contrary to [13, 14] where a Multiple Input-multiplexing capabilities to send more than one spatial streams to each user. Thus, the dimensions of both the transmit and receive filters have to be adapted accordingly.
Moreover, considering more than one per-user streams has a high impact on the problem formulation. Indeed, the Minimum Mean Square Error MMSE-based lower bound employed in previous works, e.g. [13] , is not tight in the considered scenario. An additional complexity level arises since the designer has to decide between different perstream target rates fulfilling the same per-user target rates [15, 16] . Contrary to [15, 16] , we consider the possibility of switching on and off part of the per-user streams for the problem solution to lie in the feasibility region. Finally, a discussion on the sum-MMSE region provides insight about the relationship with the rate restrictions. The following notation is employed. Matrices and column vectors are written using upper an lower boldface characters, respectively. By [X] j,k , we denote the element in row j and column k of the matrix X; diag(xi) represents a diagonal matrix whose ith diagonal element is xi; IN stands for the N × N identity matrix, and ei represents the canonical vector. The superscripts (·) * , (·) T , and (·) H denote the complex conjugate, transpose, and Hermitian. ℜ{·} represents the real part operator.
Finally, E[·] stands for statistical expectation, tr(·) and det(·) denote the trace and determinant operators, and | · |, · 2, · F stand for the absolute value, the Euclidean norm, and the Frobenius norm, respectively. 
SYSTEM MODEL
, and independent among users,
Prior to be transmitted, the data vectors are precoded with P k ∈ C N×d k to produce the signal that propagates over the MIMO channel H k ∈ C N×R . The signal received by each user is then filtered with a linear receive filter F k ∈ C R×d k to produce the data
where η k ∼ N C (0, Cη k ) is the kth user's zero-mean additive Gaussian noise with covariance matrix Cη k .
According to such system model, the k-th user data rate is given by
where However, we consider that the CSI at the BS, v, is partial and available through the conditional pdfs f H k |v (H k |v).
No additional assumptions regarding f H k |v (H k |v) are made. Thus, the QoS metric is given by the kth user conditional average rate
be larger than a given value ρ k . This leads to the following optimization problem
where we remarked the dependency of P k on v. In the ensuing section we explain how to solve the optimization problem (4) by exploiting the relationship between rate and MMSE to rewrite the constraints in a more manageable way. Recall that the approximations employed in [13, 14, 17] are not applicable here.
PROBLEM FORMULATION
Let us introduce the multiple-stream BC MSE as follows
Since the CSI is imperfect at the BS, the appropriate MSE measure is the conditional average
. This is in accordance with the rate in (3). Recall, however, that CSI is perfect at the receiver-side and hence we can determine the MMSE receive filters for given precoders P k (v), i.e.,
Plugging (6) into (5) yields the following expression for the k-th user average minimum MSE
Observe that applying Sylvester's determinant identity to (3), the average rate is a function of Σ k (v), as follows
Notice the positive semidefiniteness of the matrix prod- (7) and (8), and also E [Σ k (v)| v], are positive semidefinite matrices. Thus, we compute the eigenvalue decomposition
The columns of U k form a basis that enables to introduce the spatial decorrelation precoders P
F , nor the expressions of the average rate (3) and the average MMSE (7). We henceforth consider that the spatial decorrelation precoders P ′ k are employed. Thus, the per-user average MMSE in the BC is
Notice that λ k,i can be interpreted as the k-th user i-th stream average MMSE, i.e. λ k,i = MMSE 
The function f (A) = − log(det(A)), with A being positive semidefinite, is a convex function. Hence, applying Jensen's inequality to (8) gives
Equation (10) shows that, contrarily to the single stream scenario, a lower bound based on the average MMSE is not tight. Hence, we introduce the per-stream rate target for the k-th user and the i-th stream, ̺ k,i . Therefore, the QoS constraints are satisfied when
where
We now resort to a nested optimization procedure to solve (4). The outer procedure finds the optimum way to split the target rate ρ k into the d k per-stream target rates ̺ k,i in order to minimize the total transmit power, i.e.
The inner optimization determines the minimum transmit power for given per-stream average rate targets ̺, 
Note that this new formulation allows us to treat the streams of each user as virtual users [see (9) ]. Thus, we solve (13) point-wise for each v as done in [13] . Note, however, that this optimization is more stringent than the original one due to the per-stream restrictions.
PROJECTED GRADIENT
Similarly to [18] , the optimization problem (12) is solved in the dual MAC. To this end we introduce
and n ∼ N C (0, IN ) as the precoders, the channel, the equalizer and the noise in the dual MAC, respectively. We now define the average transmit power
Let us introduce the scalar equalizers r k,i with g k,i = r k,igk,i .
Note that the precoders in the dual MAC are functions of the channel whereas the receivers depend on the imperfect CSI v. Hence the average MSE read as
and the minimum average MSE is
with the scalar y k,i =g
Consequently, we rewrite the optimization problem (13) as PT (̺) = min {τk,i,gk,i,ξk,i}
Remember that this latter optimization problem can be solved in a way similar to the case of a single stream per user (see [13] ).
We now propose to solve the optimization problem (12) by means of a gradient-projection algorithm. In such algorithm, the direction of the gradient is followed, but it is projected onto the set of values fulfilling the original peruser restrictions. Indeed, let us define the update rule of the per-stream rate targets as
with the step size s > 0. To compute the gradient in (17) we first calculate the derivative of MMSEs MAC k,i (v) in (15) with respect to the power allocation elements ξm,n. For the cases: m = k, n = i, and m = k or n = i, we get (16), we get that the gradient
is equal to − ln(2)2 −̺ k,i for k, i = l, j, and 0 for k, i = l, j. Let us now introduce the Jacobian matrix of f (ξ) = [MMSEs
where a = k−1 m=1 dm + i, and b = l−1 m=1 dm + j. Similarly, the matrix comprising the partial derivatives of the total average power with respect to the per-stream rate targets is defined as J ξ (̺) = ∂ξ ∂̺ T . Hence, we rewrite (18) as 
Therefore, the update for the k-th user i-th stream reads as
where ei is the canonical vector.
We now prove that −J f (ξ) is a Z-matrix, i.e., the diagonal elements are positive and the off-diagonal ones are negative. Indeed, let us define the diagonal matrix D = diag(ξ). We now observe that the following inequality [19] . This result aligns with the intuition that a lower target rate ̺ l,j also leads to a lower transmit power PT (̺).
It is important to note that after the target update (17), the per-stream targets do not fulfill the original constraints
Therefore, we propose to perform a projection onto the k-th user set of feasible target rates by minimizing the following Euclidean distance
The Karush-Kuhn-Tucker (KKT) conditions of (23) lead to the following projection
Algorithm 1 Power Minimization Algorithm
1: ℓ ← 0, random initialization: P k and ̺ (0)
k,i , and ξ
k,i , ∀k, i. Gradient step (17) 8:
Solve (13)
T > 0 then 11: bexit ← 1 12:
.
Step size update 14: end if 15 :
Note that some of the k-th user per-stream targets could be switched off (i.e. ̺ k,i = 0) after the projection. In such a case, the power assigned to such a user is ξ k,i = 0 and the corresponding gradient is also zero. That way, the stream will not be switched on again. Such behavior, observed in [16] , is avoided by using "dummy" filters so that inactive streams do not cause interference but the transmit and receive filters are updated with ξ k,i = 1. Consequently, "dummy" filters do not affect the entries of J f (ξ) for active streams while the entries of the inactive streams are forced to be non-zero.
Proposed Algorithm
Algorithm 1 implements the solution described previously for the power minimization in the multiple stream MIMO BC. In line 1 both the precoders and the per-stream rate targets are randomly initialized. The power minimization (13) is solved via the methods proposed in [13, 17] since every stream is treated as a virtual user (see line 2). The algorithm performs a steepest descent method, for which the gradient is computed in line 5. Line 7 updates the perstream target rates ̺ k,i according to (17) and the projection to the set of feasible solutions is implemented in line 8 (see the proposed solution for (23)).
Next, the power minimization (13) For feasibility testing we generalize the single-stream vector channel procedure employed in [17] to the multiplestream MIMO channel. We thereby obtain the matrix
using , i.e., feasible MMSE targets have to fulfill
Note that if ̺ are feasible, any distribution between the streams ̺ ′ such that
satisfies the inequality (25). 
SIMULATION RESULTS
To illustrate the performance of Algorithm 1 we have considered a MIMO BC with K = 2 users, R = 6 receive antennas per user and N = 8 transmit antennas. Each user allocates d1 = d2 = 4 streams. The AWGN is zero-mean with Cη = IR, and the per-user target rates are set to ρ1 = 8.5 and ρ2 = 7.5 bits per channel use. The step size is s0 = 2, and the stop threshold is fixed to γ = 10 −5 . We assume the following error model 
k,i is the normalized MAC precoder for the channel realization m.
The evolution of the per-stream target rates can be observed in Fig. 2 . The proposed method makes it possible for the stream 1 of user 1 to be deactivated and afterwards activated (see iterations 3 and 4). Note that at each iteration the sum of the per-stream targets for user k is equal to ρ k .
The total power needed to achieve those targets is shown in Fig. 3 . It can be seen from the figure how the power is gradually reduced. Observe that both the per-stream targets and the total transmit power converge at about 15 iterations and, after iteration 9, the power reduction is negligible.
CONCLUSION
This work addresses the power minimization of the multiple-stream MIMO BC subject to per-user average rate restrictions. Moreover, the practical assumption of imperfect CSI at the transmitter is considered, leading to a complicated problem formulation. To tackle with this difficulty, we propose to reformulate the problem by introducing average MMSE-based conservative restrictions. Moreover, the target for each user is distributed between the streams.
To find the less power consuming distribution, a projected gradient method is proposed. By using this procedure, convergence to a locally optimum solution is ensured.
The flexibility of the proposed algorithm is improved by allowing the streams to switch on and off for convenience. 
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