Abstract-Compressive sensing (CS) has attracted considerable research from signal/image processing communities. Recent studies further show that structured or group sparsity often leads to more powerful signal reconstruction techniques in various CS taskes. Unlike the conventional sparsity-promoting convex regularization methods, this paper proposes a new approach for image compressive sensing recovery using group sparse coding via non-convex weighted p minimization. To make our scheme tractable and robust, an iterative shrinkage/thresholding (IST) algorithm based technique is adopted to solve the above nonconvex p minimization problem efficiently. Experimental results have shown that the proposed algorithm outperforms many stateof-the-art techniques for image CS recovery.
I. INTRODUCTION
Compressive sensing (CS) [1] [2] [3] , which aims to recover signals from considerably fewer measurements than suggested by the Nyquist sampling theory, is based on the hypothesis that the signals in question have compressible representations. In the theory of CS, X ∈ N is a finite length signal. X is said to be sparse if X can be represented as a superposition of a small number of vectors taken from a known sparsifying transform domain basis Ψ, such that θ = Ψ T X contains only a small set of non-zero entries. The number of significant elements within the coefficient vector θ is regarded as the quantitative criteria of the sparsity of X in Ψ. To be concrete, one seeks the perfect reconstruction of a signal X from its M randomized linear measurements, i.e., Y = φX, where Y ∈ M , φ ∈ M ×N represents the random projection matrix and satisfies M < N . The goal of CS recovery is to reconstruct X from Y with subrate being S = M/N , which is usually formulated as the following 0 minimization problem,
where λ is regularization parameter and || * || 0 is 0 -norm, counting the non-zero entries of θ. According to [1] , CS is capable of recovering a K-sparse signal X (with highly probability) from Y of size M , where the number of random measurements satisfies M = O(Klog(N/K)). Recently, sparse coding based modeling has proven to be very effective in image compressive sensing (CS) recovery [4] [5] [6] [7] [8] . It assumes that each image patch can be precisely modeled as a sparse linear combination of basic elements. These elements, called atoms, compose a dictionary [9] [10] [11] . Mathematically, for an image X ∈ N , let x i = R i X, i = 1, 2, ...n denotes an image patch of size √ m × √ m extracted at location i, where R i is the matrix extracting patch x i from X at location i. Given a dictionary D ∈ m×M , m ≤ M , the sparse coding processing of each patch x i is to discover a sparse vector α i such that α i = D −1 x i , where α i is a sparse vector whose entries are mostly zero or close to zero. Then the whole image X can be reconstructed by averaging all the reconstructed patches {x i }, which can be expressed as
where α denotes the concatenation of all
T , which is the patch-based redundant sparse coding for X. Now, we merge Eq. (2) into Eq. (1), the patch-based sparse coding scheme for image CS recovery is formulated as
where D replaces Ψ in Eq. (1), standing for a learning dictionary, and α i is a patch-based sparse coding coefficient for each patch over the dictionary D. y i is the linear measurements of each patch x i . However, since || * || 0 norm minimization is a difficult combinatorial optimization problem, solving Eq. (3) is NPhard. For this reason, it has been proposed to replace the nonconvex 0 norm by its convex 1 counterpart,
Nonetheless, there exists three main issues for patch-based sparse coding. First, it is computationally expensive to learn an off-the-shelf dictionary; second, this sparse coding model usually neglects the correlations between sparsely-coded patches; third, using convex regularization cannot still obtain the correct arXiv:1704.07023v1 [cs.CV] 24 Apr 2017 sparsity solution under some practical problems including image CS recovery problem.
With the above question kept in mind, in this paper we propose a new approach for image compressive sensing (CS) recovery using group sparse coding via non-convex weighted p minimization. To make our scheme tractable and robust, we present an iterative shrinkage/thresholding (IST) algorithm to solve the above non-convex p minimization problem efficiently. Experimental results have demonstrated that the proposed scheme outperforms many state-of-the-art methods both quantitatively and qualitatively.
II. GROUP-BASED SPARSE CODING FOR IMAGE CS RECOVERY
Recent studies have shown that structured or group sparsity can offer more powerful signal reconstruction techniques in image compressive sensing (CS) recovery [12] [13] [14] [15] . Since the unit of our proposed sparse representation model is group, this section will give briefs to introduce how to construct the groups. To be concrete, image X with size N is divided into n overlapped patches x i of size √ m × √ m, i = 1, 2, ..., n. Then for each exemplar patch x i , its most similar c patches are selected from an H × H sized searching window to form a set S Gi . Since then, all the patches in S Gi are stacked into a matrix X Gi ∈ m×c , which contains every element of S Gi as its column, i.e., X Gi = {x Gi,1 , x Gi,2 , ..., x Gi,c }. The matrix X Gi consisting of all the patches with similar structures is called as a group, where x Gi,c denotes the c-th similar patch (column form) of the i-th group. Finally, similar to patch-based sparse coding [9, 10] , given a dictionary D Gi , which is often learned from each group, such as DCT, PCA-based dictionary [16, 17] . Therefore, in image CS recovery, similar to Eq. (4), each group X Gi can be sparsely represented as α Gi = D Gi −1 X Gi and solved by the following 1 -norm minimization problem,
where Y Gi is the linear measurements of each group X Gi . However, a fact that cannot be ignored, 1 minimization is hard to achieve the desired sparsity solution in some practical problems, such as image CS recovery [18] .
III. IMAGE COMPRESSIVE SENSING USING GROUP SPARSE REPRESENTATION VIA NON-CONVEX WEIGHTED p

MINIMIZATION
Typical patch-based sparse coding methods for image CS recovery usually suffer from a common drawback that the correlations between sparsely-coded patches are neglected. Conventional convex optimization with sparsity-promoting convex regularization is usually regarded as a standard scheme for recovering a sparse signal. However, convex regularization methods cannot still obtain the correct sparsity solution under some practical problems including image inverse problems. Based on the fact above, this paper proposes a new approach for image CS recovery using group sparse coding via nonconvex weighted p minimization. To make the optimization tractable, an iterative shrinkage/thresholding (IST) algorithm [19] based technique is adopted to solve the above non-convex p minimization problem efficiently.
A. Modeling of the Proposed Image Compressive Sensing Recovery
Inspired by the success of p (0 < p < 1) sparse optimization [20] [21] [22] , to obtain sparsity solution more accurately, we extend the non-convex weighted p (0 < p < 1) penalty function on group sparse coefficients of the data matrix to substitute the convex 1 norm. Specifically, instead of Eq. (5), a non-convex weighted p minimization based group sparse coding framework for image CS recovery is proposed by solving the following minimization,
where W G is a weight assigned to α G . Each weight matrix W Gi will enhance the representation capability of group sparse coefficient α G . In addition, one important issue of the proposed scheme is the selection of the dictionary D G . To adapt to the local image structures, instead of learning an overcomplete dictionary for each group as in [23] , we learn the principle component analysis (PCA) based dictionary [16, 17] for each group.
B. Solving the Non-convex Weighted p Minimization by the Iterative Shrinkage/Thresholding (IST) Algorithm
Solving the objective function of Eq. (6) is very difficult, since it is a large scale non-convex optimization problem. To make the proposed scheme tractable and robust, in this paper we adopt the iterative shrinkage/thresholding (IST) algorithm [19] to solve Eq. (6). We will briefly introduce IST algorithm. More specifically, considering the following general optimization problem,
where f (u) is a smooth convex function with gradient, which is Lipschitz continuous. g(u) is a continuous convex function which is possibly non-smooth. The IST algorithm to solve Eq. (7) with a constant step ρ is formulated as
where k denotes the iteration number. Then, by invoking IST algorithm, the proposed non-convex weighted p minimization problem Eq. (6) with the constraint
Obviously, the crux for solving Eq. (6) is translated into solving Eq. (12) . Next, we will show that there is an efficient solution to Eq. (12). To avoid confusion, the subscribe k may be omitted for conciseness.
However, due to the complex structure of ||W G α G || p , it is difficult to solve Eq. (12), Let X G = D G α G , Eq. (12) can be rewritten as
To enable a tractable solution of Eq. (13), in this paper, a general assumption is made, with which even a closed form can be achieved. Specifically, Z G can be regarded as some type of noisy observation of X G , and then the assumption is made that each element of E = X G − Z G follows an independent zero-mean distribution with variance σ 2 . The following conclusion can be proved with this assumption.
F by the following property,
where P(•) represents the probability and K = m × c × n. The detailed proof of Theorem 1 can be seen in [13, 18] .
Based on Theorem 1, we have the following equation with a very large probability (restricted 1) at each iteration,
Based on Eqs. (13) and (15), we have
where τ = K/N , D Gi is a PCA dictionary for each group Z Gi . Clearly, Eq. (16) can be regarded as a sparse coding problem by solving n sub-problems for all the group X Gi . Due to that the dictionary D Gi is orthogonal, Eq. (16) is equal to the following formula:
where Z i = D Gi γ Gi and X i = D Gi α Gi .α Gi ,γ Gi andw Gi denote the vectorization of the matrix α Gi , α Gi and W Gi , respectively.
To obtain the solution of Eq. (17) effectively, in this paper, the generalized soft-thresholding (GST) algorithm [22] is used to solve Eq. (17) . Therefore, a closed-form solution of Eq. (17) can be computed as
where J denotes the iteration number of the GST algorithm. For more details about the GST algorithm, please refer to [22] . Each weight W Gi is assigned to group sparse coefficient α Gi , large values of each α Gi usually include major edge and texture information. This implies that to reconstruct X Gi from its degraded one, we should shrink large values less, while shrinking smaller ones more [24] . Inspired by [25] , the weight W Gi of each group is set as W Gi = 2 √ 2σ 2 /(δ Gi + ), where δ Gi denotes the estimated variance of γ Gi , and is a small constant. Obviously, it can be seen that each value of weight W Gi is inverse proportion to each value of γ Gi [24] .
In light of all derivations, the complete description of the proposed image CS recovery using group sparse coding via non-convex weighted p minimization is given in Algorithm 1. 
End for
Aggregate all group X G k+1 to form the recovered imageX k+1 .
Output:X k+1 . Fig. 1 . All test images.
IV. EXPERIMENTAL RESULTS
In this section, we will report the experimental results of the proposed approach for image CS recovery. All the experimental images are shown in Fig. 1 . To evaluate the quality of the restored images, the PSNR and the recently proposed powerful perceptual quality metric FSIM [26] are calculated. We generate the CS measurements at the block level by using a Gaussian random projection matrix to test images, i.e., the block-based CS recovery with block size of 32 × 32. We have compared the proposed approach against six other competing approaches including BCS [27] , BM3D-CS [28] , ADS-CS [5] , SGSR [29] , ALSB [8] and MRK [30] . Table I shows the PSNR and FSIM [26] results. It can be seen that the proposed approach performs competitively compared to other methods. In terms of PSNR, the proposed approach Fig. 2 . It can be seen that the BCS, BM3D-CS, ADS-CS, SGSR, ALSB and MRK methods still suffer from some undesirable artifacts or over-smooth phenomena. By contrast, the proposed approach not only removes most of the visual artifacts, but also preserves large-scale sharp edges and small-scale fine image details more effectively. Since the proposed model (Eq. (6)) is non-convex, it is difficult to give its theoretical proof for global convergence. Here, we only provide empirical evidence to illustrate the good convergence of the proposed CS recovery approach. 
V. CONCLUSION
Different from typical sparsity-promoting convex regularization methods, this paper proposed a new approach for image compressive sensing recovery using group sparse coding via non-convex weighted p minimization. To make our scheme tractable and robust, we developed an iterative shrinkage/thresholding (IST) algorithm based technique to solve the above non-convex p minimization problem efficiently. Experimental results have shown that the proposed approach outperforms many state-of-the-art methods both quantitatively and qualitatively.
