We numerically investigate an on-demand single-photon source, which is implemented with a strongly coupled atom-cavity system, proposed by Kuhn et al. In the scheme of Kuhn et al., a Λ-type three-level atom is captured in a single-mode optical cavity. Considering the three atomic levels, the ground state u, the first excited state g accompanying the cavity mode, and the second excited state e, in the Λ-configuration, we assume that a classical field and a quantized cavity field lead to the transition between u and e and that between e and g, respectively. The classical light pulse rising sufficiently slowly triggers an adiabatic process of the system and lets a single photon of the cavity mode emerge. We simulate this adiabatic evolution and transmission of the single photon through an imperfect mirror of the cavity using the master equation. We concentrate on examining physical properties of the efficiency of single-photon generation, the fluctuation of the duration of the photon emission, and the time of the emission measured from a peak of the trigger pulse. We find a function that approximates to the efficiency closely and the upper bound of the fluctuation of the duration. efficiency. For example, the Bennett-Brassard 84 (BB84) protocol requires polarized single photons as flying quantum bits (qubits) [1] . The Ekert 91 (E91) protocol also needs pairs of entangled single photons to generate nonlocal correlations [2] . Moreover, Knill, Laflamme, and Milburn's conditional sign-flip gate works using single photons as dualrail qubits [3] . Thus, the single-photon emitter is regarded as one of the most important components for constructing quantum information processors. However, so far, practical realization of the on-demand single-photon gun has not been established yet. Since various protocols of quantum cryptography [1, 2] and algorithms of quantum computation [4, 5] appeared, many researchers have been trying to develop the deterministic single-photon source with a wide variety of physical systems.
Introduction
To perform quantum information processing, such as quantum cryptography and quantum computation, with photons, we often have to prepare an on-demand single-photon source. That is to say, we have to generate a single photon at arbitrarily chosen time with high been demonstrated in laboratories according to Refs. [20, 21, 22, 23] . In particular, Keller et al. have performed the scheme of Kuhn et al. under nearly ideal conditions using a calcium ion [24, 25] .
In the present paper, we numerically investigate the dynamics of the deterministic single-photon source proposed by Kuhn et al. We analyze the adiabatic evolution of the atom-cavity system and transmission of a high single-photon flux through the cavity mirror by using the master equation. We focus on the following three topics. The first one is the efficiency of single-photon generation. It is proportional to both an expectation value of the number of photons in the cavity mode and a decay rate that governs the transmission of the photon through the mirror. With an empirical manner, we find a function that approximates to the efficiency closely. The second one is the fluctuation of the duration of the photon emission. We calculate full width at half maximum of the time evolution of the probability that the photon in the cavity mode emerges and regard it as the fluctuation. We find its upper bound analytically by the adiabatic approximation. The third one is the time of the emission of the photon measured from a peak of the trigger pulse. As the decay rate increases, the single photon is emitted earlier with respect to the peak of the trigger pulse. We estimate the time of the emission numerically.
This paper is organized as follows. In Sec. 2, we give a review of the method proposed by Kuhn et al. for emitting the single photon. In Sec. 3, we define the classical trigger pulse and derive an explicit form of the adiabaticity constraint. In Sec. 4, we introduce the master equation that describes the single-photon emission. In Sec. 5, we show time evolution of each state of the system during the adiabatic process. In Sec. 6, we examine the efficiency of the single-photon generation. We find the function which approximates to the efficiency well. In Sec. 7, we investigate the fluctuation of the duration of the photon emission and find its upper bound. In Sec. 8, we show variation of the time when the photon is emitted. Section 9 gives brief discussion. In Appendix A, we explain how to solve the master equation numerically. Kuhn et al. for Emitting a Single Photon
A Review of the Method Proposed by
In this section, we give a review of the scheme proposed by Kuhn et al. for generating an on-demand single photon [16] . We consider a Λ-type three-level atom, whose ground and excited states are represented by |u , |e , and |g as shown in Fig. 1 . First, we assume that the transition between |u and |e is induced by a classical light whose frequency and amplitude are given by [(E 0 /h)−∆] and Ω(t), respectively. To describe the time evolution of the transition between |u and |e , we employ the optical Bloch equations. Second, we assume that the transition between |g and |e is caused by the Jaynes-Cummings interaction with the coupling constant g and the cavity mode whose frequency is given by ω. In both transitions, we put ∆ as the common detuning of the classical light and the cavity field from the intermediate level |e .
Here, we introduce a number state of photons in the cavity mode as |n for n = 0, 1, 2, .... Then, we consider three states, |u, 0 , |e, 0 , and |g, 1 . The states |u, 0 and |e, 0 are coupled by the classical light. The states |e, 0 and |g, 1 are coupled by the |e> ∆ classical light Ω(t) cavity field coupling constant g |u> |g> Figure 1 : An energy-level diagram for a Λ-type three-level atom, whose ground and excited states are given by |u , |e , and |g . The optical Bloch equations describes a transition between |u and |e . The Jaynes-Cummings interaction governs a transition between |e and |g with the cavity field. cavity mode. The essence of the scheme proposed by Kuhn et al. is an adiabatic process which lets the initial state |u, 0 evolve into the state |g, 1 without going through the intermediate state |e, 0 . Thus, we can avoid spontaneous emission of the classical light that is due to the transition from the excited state |e, 0 to the ground state |u, 0 . If the system reaches the state |g, 1 , the subsequent decay of the cavity mode causes the single-photon emission and the system settles itself in the state |g, 0 . In order to let the atom-cavity system pursue the adiabatic process, we have to apply the classical trigger pulse rising sufficiently slowly to the system. As mentioned above, after the emission of the single photon, the state of the system changes into |g, 0 . Then, we apply a repumping pulse to the atom-cavity system and bring the system back to the initial state |u, 0 . Repeating this cycle, we obtain a bit-stream of the single photons.
Because the decay of the cavity mode generates the emission of the single photon, the efficiency of the emission is proportional to the decay rate. At the same time, the efficiency has to be proportional to an expectation value of the number of photons in the cavity mode. Figure 2 illustrates the final form of the system that emits the single photon. The left mirror M 1 is perfect and it reflects a single photon with a probability of unity. By contrast, the right mirror M 2 is not perfect and the single photon passes through it with the decay rate.
Here, we consider an explicit form of the Hamiltonian that describes the above atom-cavity system. We write down the state |u , |e , and |g as three-components vectors,
The Hamiltonian of the optical Bloch equations that controls the transition between |u and |e as the Rabi oscillation is given by
where
The time-dependent amplitude of the classical light is represented by Ω(t), which is a complex number in general. The Jaynes-Cummings interaction leading to the transition between |g and |e with the cavity field is given by the following Hamiltonian:
where a and a † denote the annihilation and creation operators of the cavity mode, respectively. We assume the commutation relation [a, a † ] = 1. The coupling constant g is a complex number. Thus, we can write down the total Hamiltonian of the single-photon source in the form,
The time evolution of the system obeys the Schrödinger equation,
where the Hamiltonian H is time-dependent because of Ω(t). Here, we define the following unitary matrix:
Using the unitary matrix U, we rewrite the wave function ψ in Eq. (6) as follows:
Then, Eq. (6) changes into
where the new HamiltonianH is given bỹ
From now on, we neglect the constant term (E 0 −h∆) in the right-hand side of Eq. (10). We can divide the Hamiltonian given by Eq. (10) as
Moreover,H 0 andH 1 satisfy the following commutation relation,
Because we can diagonalizeH 0 with ease, we adopt the following interaction picture:
where we assumeψ I (0) =ψ(0). Then, from Eqs. (9), (11), (14) and (15), we can describe the equation thatψ I (t) satisfies in the form,
Thus, from now on, we regardH 1 as the Hamiltonian of the system. As a result of the above discussion, we can write down the Hamiltonian in the final form:
where we rewrite the Hamiltonian of the interaction pictureH 1 as H. We puth = 1 and assume that both the amplitude of the classical light Ω(t) and the coupling constant of the Jaynes-Cummings interaction g are real numbers. The basis vectors of the Hilbert space, where the Hamiltonian in Eq. (17) is defined, are given by {|i, n : i ∈ {u, e, g}, n ∈ {0, 1, 2, ...}}. The index n = 0, 1, 2, ... denotes the number of photons in the cavity mode. Because the Hamiltonian given by Eq. (17) is time-dependent, we have to solve the time-dependent Schrödinger equation that involves the first derivative with respect to the time variable for pursuing the time evolution of the system. However, we neglect these matters for a while and concentrate on obtaining eigenvalues and eigenvectors of the Hamiltonian.
First of all, we consider which basis vectors are used to construct a superposition for the eigenvectors of the Hamiltonian H. We pay attention to the following facts:
Because of Eq. (18), we can assume that the eigenvalue and its corresponding eigenvector are given in the form,
Next, from Eqs. (18) , (19) , and (20), we obtain the eigenvalues for n ∈ {0, 1, 2, ...},
ω 0 = 0,
Their corresponding eigenvectors are given by
tan Θ n = Ω(t)/(2g √ n + 1),
Here, we concentrate on the eigenvector whose corresponding eigenvalue is given by ω 0 for n = 0. We write down it as follows:
Utilizing this eigenvector, we can realize the single-photon emitter. We explain how to make use of it in the following. First of all, we put an initial state |u, 0 for the atom-cavity system and give the classical light as Ω(t) = 0. Next, we let the amplitude of the classical light Ω(t) increase sufficiently slowly as time passes. If the time derivative of Ω(t) is small enough, we can regard the time evolution of the wave function as an adiabatic process, so that the wave function evolves with keeping its superposition in the form of the eigenvector |ω 0 given by Eq. (26) . After much time has passed and Ω(t) has grown large enough, the system changes into the state |g, 1 .
The time derivative of Ω(t) has to satisfy the adiabaticity constraint [26] ,
On substitution from Eq. (23), Eq. (28) becomes
Thus, we obtain
In the above adiabatic process, the state of the system always maintains the superposition of |u, 0 and |g, 1 and the system is prevented from reaching the state |e, 0 . Thus, the system avoids the spontaneous emission of the classical light from the state |e, 0 during the long-term adiabatic evolution. This is the reason why we can expect the single-photon source to work in a quite stable manner.
If the system arrives at the state |g, 1 with a high probability via the adiabatic process, the single photon in the cavity mode is emitted through the imperfect mirror of the cavity. Adjusting the decay rate of the cavity loss, we can set proper length of the lifetime of |g, 1 .
The Classical Trigger Pulse and the Adiabaticity Constraint
In this section, we define the classical trigger light and derive an explicit form of the adiabaticity constraint.
In the present paper, we give the amplitude of the classical light that induces the transition between the atomic states |u and |e in the Gaussian form,
where Ω 0 and T denote the characteristic amplitude and time, respectively. We define full width at half maximum of Ω(t) as 2τ . Then, τ is given by
Here, we derive an explicit form of the adiabaticity constraint. From Eq. (27), we obtainΘ
From Eq. (22), putting ∆ = 0 for the sake of simplicity, we obtain
Thus, we can write down the adiabaticity constraint given by Eq. (30) as
Here, we assume t = −τ , the half width at half maximum, and the time derivative of the amplitude is given byΩ
Thus, the adiabaticity constraint is expressed in the form,
In particular, taking Ω 0 = 4g, we attain a simple form of the adiabaticity constraint as follows:
If the system reaches the state |g, 1 via the adiabatic process, it has to emit a single photon in the cavity mode to the outside of the optical cavity for realizing the singlephoton gun. This implies that we need to let the single photon pass through the mirror. To pursue the cavity loss induced by the imperfect mirror of the cavity, we employ the following master equation:
where we write the Hamiltonian as H(t) for emphasizing its time dependence. We pay attention to the fact that the dynamics of the master equation (39) is restricted inside the four dimensional Hilbert space H 4 = {|u, 0 , |e, 0 , |g, 1 , |g, 0 }. Thus, to solve the master equation (39) numerically, we only have to consider H 4 .
The transition |g, 1 → |g, 0 emits the single photon in the cavity mode to the outside of the cavity. By repetition, some photons contribute to the single-photon generation and the others cause leakage through the mirrors. In Ref. [25] , a rate γ t with 0 ≤ γ t ≤ γ was introduced for only including the transmission of photons through the mirror as the single-photon gun. The authors of Ref. [25] put γ t = 0.9 γ. The rate of emission from the cavity is given by
Because the dynamics of the system lies on the Hilbert space H 4 , we can express the rate of the emission in the form,
The efficiency of single-photon generation is given by
Here, we pay attention to the fact that η is a dimensionless quantity. In the present paper, for the sake of simplicity, we put γ t = γ. We let δt denote full width at half maximum for p(t). That is to say, letting t max be the time when p(t) becomes maximum, t − be the time when p(t) is equal to a half of its maximum value before t max , and t + be the time when p(t) is equal to a half of its maximum value after t max , we put δt = t + − t − . We measure t max , t − , and t + from the peak of the classical trigger pulse. The reason why we do not consider full width at half maximum for P (t) but for p(t) is that the full width at half maximum for P (t) is not continuous at γ = 0. For γ = 0, the full width at half maximum for P (t) is equal to that for p(t). We can regard δt as the fluctuation of the duration of the emission of the single photon. In addition, we can regard t max as the time when the single photon is emitted. In the current paper, we examine the dependence of η, δt, and t max on T , γ, g, and Ω 0 .
Here, we give numerical parameters for solving the master equation actually. In Ref. [25] , the on-demand single-photon source was experimentally realized using a calcium ion in a cavity, whose simplified level scheme is shown in Fig. 3 . The amplitude of the classical trigger pulse was given by Ω 0 = 0.11 × 22 × 2π MHz in Ref. [25] . In numerical calculations of the current paper, we adopt this quantity. As a typical value of the coupling constant for the Jaynes-Cummings interaction, we choose g = Ω 0 /4 for example. For the sake of simplicity, we let the detuning be given by ∆ = 0. We take T = 5.0 × 10 −5 s for the characteristic time of the trigger pulse given by Eq. (31) for instance. Then, we obtain T g ≃ 190.1 ≫ 0.5887 and the adiabaticity constraint (38) holds. We assume that the rate of the transmission of the photon through the imperfect mirror is in the range of 0 ≤ γ ≤ 0.4 MHz.
Time Evolution of the Population for Each State of the System
From now on, in the succeeding four sections, we report numerical results obtained by solving the master equation given by Eq. (39). How to solve the master equation numerically is explained in Appendix A. In this section, we examine the time evolution of the populations of the states |u, 0 , |e, 0 , |g, 1 , and |g, 0 . We assume that the trigger pulse is given by Ω 0 = 0.11 × 22 × 2π MHz ≃ 1.5205 × 10 7 Hz and T = 5.0 × 10 −5 s in Eq. (31). Figure 4 shows the time evolution of Ω(t). Figure 5 gives the time evolution of the populations for the states with g = Ω 0 /4 ≃ 3.8013 × 10 6 Hz and γ = 0. Solving the master equation numerically to obtain results in Fig. 5 , we start calculations from the time t = −5T = −2.5 × 10 −4 s with putting the initial state |u, 0 . Looking at Fig. 5 , we notice the population of |e, 0 be always nearly equal to zero and the adiabatic process be realized. The population of |g, 1 , namely p(t), takes the maximum value at t = 0, so that t max = 0. The full width at half maximum for p(t) is given by δt ≃ 9.4653 × 10 −5 s. Because γ = 0, the transition from |g, 1 to |g, 0 is prevented and we can confirm that the population of |g, 0 is always equal to zero.
Because of the adiabatic evolution with Eqs. (26) and (27), the population of |g, 1 approximates to
From Ω(0) = Ω 0 and g = Ω 0 /4, we obtain p(0) ≃ 4/5. Thus, the population of |u, 0 at t = 0 is nearly equal to 1/5. Figure 6 shows the time evolution of the populations of the states with putting γ = 2.5 × 10 4 Hz. Values of the parameters Ω 0 , T , and g are equal to those in Fig. 5 . In Fig. 6 , we can observe the population of |e, 0 be always nearly equal to zero, as well. Thus, we can confirm that the adiabatic evolution occurs in Fig. 6 . In Fig. 6 , because of t max ≃ −3.0173 × 10 −5 s, we can consider that the single photon is emitted earlier with respect to the peak of the trigger pulse. Moreover, a shape of p(t), the population of |g, 1 , is not symmetric with respect to a vertical axis t = t max . This is because the transition from |g, 1 to |g, 0 happens with the decay rate γ( = 0).
In Fig. 6 , the full width at half maximum for p(t) is given by δt ≃ 7.0393 × 10 −5 s. The value of p(t) becomes nearly equal to zero for t ≥ 1.2 × 10 −4 s. The populations of |u, 0 and |g, 0 come to rest on values 0.15280 and 0.84720 around, respectively. The efficiency of the single-photon generation is given by η ≃ 0.84720.
The Efficiency of the Single-Photon Generation
In this section, we examine the efficiency of the single-photon generation numerically. In Fig. 7 , graphs of the efficiency η are plotted as functions of the decay rate γ. We put the physical parameters Ω 0 = 0.11 × 22 × 2π MHz and g = Ω 0 /4 in Fig. 7 , as they are given in Figs. 5 and 6. We can reconstruct the results of the numerical calculations with the following function approximately: For the case with T = 2.5 × 10 −5 s in Fig. 7 , a difference between numerical results obtained by the master equation and calculated values derived from Eqs. (45) and (46) is equal to or less than 8.7244 × 10 −7 . Hence, Eqs. (45) and (46) give a close approximation to numerical data obtained by solving the master equation. From numerical calculations with putting various values for Ω 0 , g, and T , we observe the following result. Although we let both values of the characteristic amplitude and time, Ω 0 and T , vary at random, Eqs. (45) and (46) hold with g = Ω 0 /4. Thus, we can conclude that the parameter a in Eq. (45) has to depend only on g/Ω 0 . Figure 8 shows variation of the parameter a with g/Ω 0 . Figure 9 shows variation of ln a with ln(g/Ω 0 ). In both Figs. 8 and 9 , small black circles represent numerical results obtained by solving the master equation. To obtain each black circle, we carry out the following task. First, we put T = 5.0 × 10 −5 s and Ω 0 = 0.11 × 22 × 2π MHz and set g/Ω 0 to a specific value. Second, we obtain variation of the efficiency η with γ for 0 ≤ γ ≤ 3.6 × 10 5 Hz by solving the master equation numerically. Third, we fit the function given by Eq. (45) to numerical data points of the variation of η, so that we obtain the parameter a. We can fit the following fifth degree polynomial to the sequence of the small black circles: 
In Fig. 9 , we plot the polynomial given by Eqs. (47), (48), (49), and (50) with a thin solid curve.
Looking at Figs. 8 and 9 , we notice that the parameter a increases and the efficiency η becomes easy to attain unity as g/Ω 0 declines. This implies the following. The efficiency rises if the transition caused by the optical Bloch equations is superior to the transition induced by the Jaynes-Cummings interaction. In other words, as we let the pump intensity increase with fixing the coupling constant of the Jaynes-Cummings interaction to a specific value, the efficiency of the emission of the single photon approaches unity.
The Fluctuation of the Duration of the Photon Emission
In this section, we numerically examine δt, the fluctuation of the duration of the singlephoton emission. We put Ω 0 = 0.11 × 22 × 2π MHz throughout this section. First, we consider δt for γ = 0. Under the adiabatic approximation, letting γ = 0, we obtain the population of |g Looking at Eq. (51), we notice that δt depends only on T and g/Ω 0 and it is a linear function with respect to T . In particular, we obtain δt = √ 2 ln 6T ≃ 1.8930 T for g/Ω 0 = 1/4. Figure 10 shows calculated δt versus T with putting g/Ω 0 = 1/4. Turning our eyes to Fig. 10 , we observe that δt is not a linear function with respect to T for γ = 0. Moreover, we understand that Eq. (51) gives the upper bound of δt. Figure 11 shows variation of δt as a function of γ with putting g/Ω 0 = 1/4. Looking at Fig. 11 , we perceive that δt decreases as γ rises. However, in Fig. 11 , δt declines slowly for γ ≥ 1.0×10 5 Hz. Figure 12 shows variation of δt with γ for T = 5.0 × 10 −5 s. Turning our eyes to Fig. 12 , we observe that the variation becomes more gradual as g/Ω 0 increases. From Eq. (45), fixing γ to a specific value, we can let the efficiency η approach unity by increasing T . However, Eq. (51) tells us that elevation of T lets δt become larger. Thus, there is a trade-off between the efficiency of generation of the single photon and the fluctuation of the duration of the emission in respect to the value of T . Figures 8 and 9 tells us that the parameter a increases as g/Ω 0 becomes smaller. Thus, from Eq. (45), the efficiency η approaches unity as g/Ω 0 decreases. In contrast, letting g/Ω 0 be smaller, we obtain δt getting larger from Eq. (51). Hence, we find another trade-off between η and δt with respect to g/Ω 0 . changes into the state |g, 0 with the decay rate γ. Throughout this section, we put Ω 0 = 0.11 × 22 × 2π MHz. Figure 13 shows variation of t max , when p(t) becomes maximum, with T for g/Ω 0 = 1/4. Figure 14 gives calculated t max versus γ with putting g/Ω 0 = 1/4. Looking at Figs. 13 and 14, we notice t max move in the negative direction as T and γ become larger. Figure 15 shows t max as a function of γ with putting T = 5.0 × 10 −5 s. Turning our eyes to Fig. 15 , we perceive that t max moves in negative direction as g/Ω 0 decreases.
From Fig. 15 , we can derive the following notion. If we fix the parameters γ and T to specific values, t max depends on g/Ω 0 considerably. Making g/Ω 0 be smaller, we observe that t max decreases drastically. Thus, elevation of the pump intensity of the classical light lets the generation of the single photon be earlier. The trigger pulse causes the generation of the single photon. However, the emission of the photon precedes the pump pulse. This phenomenon seems interesting and strange.
Discussion
In the current paper, we study the on-demand single-photon source implemented with the atom-cavity system by solving the master equation numerically. As shown in Eq. (51), the fluctuation of the duration of the emission has the upper bound, which is given by a linear function of T , the characteristic time of the Gaussian trigger pulse. Equation (51) also indicates that the fluctuation becomes smaller as |Ω 0 /g| decreases. However, even if |Ω 0 /g| is equal to zero, the upper bound of the fluctuation is given by δt = √ 2 ln 2T . By contrast, the full width at half maximum of the Gaussian pump pulse is given by 2τ = 2 √ ln 2T . If we let g/Ω 0 = 1/ √ 8, the upper bound of the fluctuation becomes equal to the full width at half maximum of Ω(t). Thus, adjusting the intensity of the pump pulse and the coupling constant of the Jaynes-Cummings interaction, we can obtain single- In Sec. 7, we argue the trade-offs between the efficiency of generation of the single photon and the fluctuation of the duration of the emission. These results restrict the performance of the single-photon gun in the laboratory. Although the scheme of Kuhn et al. includes the excellent ideas, such as the use of the adiabatic process, we have to know its limitations. However, we do not need to be too pessimistic because Fig. 10 tells us that the non-zero decay rate reduces the fluctuation of the duration of the emission.
In the present paper, we cannot find a function that approximates to δt for non-zero γ. We hope to solve this problem in the near future.
A How to Solve the Master Equation Numerically
In this section, we explain how to solve the master equation numerically. First of all, for the sake of simplicity, we introduce the following notation to describe the ket vectors: |0 = |u, 0 , |1 = |e, 0 , |2 = |g, 1 , |3 = |g, 0 .
We write down the density operator as
Then, we obtain the following first-order ordinary differential equation:
On substitution from Eqs. (39), (53), (54), and (55), Eq. (56) becomeṡ C 0,0 = (i/2)Ω(t)C 0,1 − (i/2)Ω(t)C 1,0 , C 0,1 = (i/2)Ω(t)C 0,0 + i∆C 0,1 + igC 0,2 − (i/2)Ω(t)C 1,1 , C 0,2 = igC 0,1 − (1/2)γC 0,2 − (i/2)Ω(t)C 1,2 , C 0,3 = −(i/2)Ω(t)C 1,3 , C 1,1 = −(i/2)Ω(t)C 0,1 + (i/2)Ω(t)C 1,0 + igC 1,2 − igC 2,1 , C 1,2 = −(i/2)Ω(t)C 0,2 + igC 1,1 + [−i∆ − (1/2)γ]C 1,2 − igC 2,2 , C 1,3 = −(i/2)Ω(t)C 0,3 − i∆C 1,3 − igC 2,3 , C 2,2 = −igC 1,2 + igC 2,1 − γC 2,2 , C 2,3 = −igC 1,3 − (1/2)γC 2,3 , C 3,3 = γC 2,2 .
Here, we define fifteen real variables as follows: 
We let V denote a column vector with elements {V 1 , ..., V 15 }. Then, we obtain the following system of differential equations:V
where L is a 15 × 15 matrix. The elements of L are given by 
In the present paper, we numerically solve the system of differential equations (59) by the Runge-Kutta method as follows:
To carry out numerical calculations actually, we let ∆t = T × 2.0 × 10 −6 , where T is the characteristic time of the Gaussian trigger pulse defined in Eq. (31).
