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HORSESHOES FOR SINGLY THERMOSTATED HAMILTONIANS
LEO T. BUTLER
Abstract. This note studies 1 and 2 degree of freedom hamiltonian systems
that are thermostated by a single-variable thermostat. Under certain condi-
tions on the hamiltonian and thermostat, the existence of a horseshoe in the
flow of the thermostated system is proven.
1. Introduction
One of the core models of equilibrium statistical mechanics is an isolated mechan-
ical system, modeled by a hamiltonian H, that is immersed in, and in equilibrium
with, a heat bath B at the temperature T = 1/β. Nose´ [26], based on earlier work
of Andersen [2], created a dynamical model of the exchange of energy between heat
bath and system. This consists of adding an extra degree of freedom s and rescaling
momentum by s:
G = H(q, ps−1) +N(s, ps), where N(s, ps) =
1
2M
p2s + nkT ln s, (1)
n is the number of degrees of freedom of H, M is the “mass” of the thermostat
and k is Boltzmann’s constant. Solutions to Hamilton’s equations for G model the
evolution of the state of the infinitesimal system along with the exchange of energy
with the heat bath.
Hoover reduced Nose´’s thermostat by eliminating the state variable s and rescal-
ing time t [8]:
q = q, ρ = ps−1,
d
dτ
= s
d
dt
, ξ =
ds
dt
.
The Nose´-Hoover thermostat for a 1 degree of freedom hamiltonian H can be put
in the form:
q˙ = Hρ, ρ˙ = −Hq − ξρ, ξ˙ =  (ρ ·Hρ − T ) , (2)
where 2 = 1/M (see Lemma 3.1 below).
Hoover observed that this thermostat is ineffective in producing the statistics of
the Gibbs-Boltzmann distribution from single orbits of the thermostated harmonic
oscillator [8]. There are numerous extensions of the Nose´-Hoover thermostat; a sam-
ple of these works includes [19, 18, 24, 22, 9, 25]. In [19, 18], a class of two-variable
thermostats is introduced that is formally similar to, and extends the Nose´-Hoover
thermostat by controlling both momentum and configuration variables. In [24], a
class of n-variable thermostats is introduced by making the simple observation that
the Nose´ hamiltonian (eq. 2) can itself be thermostated–hence n thermostats can be
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2 LEO T. BUTLER
recursively chained together. [22] studies a few variants of recursively thermostats.
In [9], a two-variable thermostat is used to control the first two non-trivial mo-
ments of momentum of the thermostated system. In [25], the notion of a chain of
thermostats is extended to a network of thermostats which are coupled based on a
graph. All of these extensions share a common feature: the state of the thermostat
is n ≥ 2 dimensional.
On the other hand, there are numerous extensions of the Nose´-Hoover ther-
mostat that model the exchange of energy with the heat bath using a single, ad-
ditional thermostat variable (ξ in 2), the so-called single thermostats. A sample
includes [36, 35, 28, 31, 32, 33, 34]. In [36], a “variable” mass thermostat is intro-
duced, which precludes the Hooverian reduction (eq. 2). In [35], singly thermostated
harmonic oscillators, where the thermostat controls a single moment of momenta-
which might be thought of as a weighted average temperature-are shown to have
a first-order averaged system that is integrable. In [28], a variant of the Nose´-
Hoover thermostated harmonic oscillator is considered, where the total-as opposed
to kinetic-energy is controlled. In [31], the linear friction of the Nose´-Hoover ther-
mostat is replaced with a tanh-friction that saturates at large magnitudes of the
thermostat state ξ. In [32, 33], the Nose´-Hoover thermostated harmonic oscillator is
investigated and regions of phase space are found where apparently chaotic dynam-
ics exist and regions where invariant tori appear with various knot types. In [34],
the same authors visit the variant of the Nose´-Hoover thermostated harmonic os-
cillator that thermostats total energy, and demonstrate (numerically) the existence
of a horseshoe. The numerical evidence also seems to show that the knotted and
linked tori that are found are due to secondary bifurcations of KAM tori from the
first-order averaged system [34, fig. 2].
In addition to the extensions of the Nose´-Hoover thermostat, there are several
notable recent studies of this thermostat itself including [20, 21, 23]. In [20], it
is shown that the Nose´-Hoover thermostated harmonic oscillator enjoys KAM tori
near the  = 0 decoupled limit; [21] extends these results and shows that a Nose´-
Hoover thermostated integrable system has a first-order averaged system that is
also integrable. In [23], it is shown that the Nose´-Hoover thermostated harmonic
oscillator is not integrable in the class of Darboux integrals, which implies non-
integrability in the class of polynomial integrals, but not necessarily in the class of
real-analytic or smooth integrals.
1.1. Results: 2 degrees of freedom. The first result of the present note con-
cerns the creation of transverse homoclinic points by the Nose´-Hoover thermostat
and thermostats similar to it. To do this, I start with an integrable 2-degree of free-
dom hamiltonian system which enjoys a normally hyperbolic invariant 2-manifold
foliated by periodic orbits and with coincident stable and unstable manifolds. When
thermostated, the invariant manifold is “blown up” into a normally hyperbolic in-
variant 4-manifold that is foliated by isotropic 2-tori. Poincare´-Melnikov theory
is applied to detect transverse intersections of the stable and unstable manifolds.
This theory is perturbative in nature, so to obtain a system to which the theory
is applicable, a few steps are needed. First, the 6-dimensional symplectic phase
space is symplecticly reduced by a T1 action. The resulting, parameterized fam-
ily of 2-degree of freedom hamiltonians are nearly integrable and enjoy a normally
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hyperbolic invariant 2-manifold that is foliated by periodic orbits–i.e. each sys-
tem enjoys a saddle-centre fixed point. Second, the systems are rescaled to sim-
plify the parametric dependence, elucidate the nature of the saddle-centre and the
near-integrable nature of the problem. This work is all done within a hamilton-
ian framework. Surprisingly, the nature of the thermostat equations appears to
preclude the use of a hamiltonian formalism to compute the Poincare´-Melnikov
function that detects the transverse homoclinic points. The penultimate step is a
two-part rescaling that destroys the canonical nature of the differential equations
but reveals both the near-integrability of said equations and makes computation of
the Poincare´-Melnikov function transparent.
Let us state the theorem:
Theorem 1.1. Let r ≥ 3, Ξ = R or T1 and V : Ξ −→ R be a Cr potential
function that has a unique non-degenerate local maximum value of 0 at q = 0. Let
H(q1, p1, q2, p2) =
H(1)︷︸︸︷
1
2
p21 +
H(2)m︷ ︸︸ ︷
1
2m
p22 + V (q2) (3)
NT (s, S) =
1
2M
S2 + T ln s+O(S3),
where (q1, p1) ∈ T ∗T1 and (q2, p2) ∈ T ∗Ξ. Define µ = p1, 1/α2 = µ
√
2M and
β = 1/T .
The subspace N = {(q1, p1, q2, p2, s, S) | q2 = 0, p2 = 0} is a normally hyperbolic
invariant manifold of the thermostated hamiltonian G = H + NT (eq. 1). The
reduction of the level set p1 = µ by the T
1 action reduces N ∩ {p1 = µ} to a
normally hyperbolic invariant manifold Nˆµ for the reduced hamiltonian Gˆµ.
Let f̂ be the Fourier transform of the function t 7→ p2(t)2 along a homoclinic
connection to (0, 0) for H
(2)
m . If f̂(α2/pi) 6= 0, then with m = β/µ2 and 2M =
1/(αµ)2 as β, 1/|µ|,m −→ 0 the stable and unstable manifolds of Nˆµ intersect
transversely in a neighbourhood of the saddle-centre equilibrium (q2 = 0, p2 = 0, s =√
T , S = 0).
Note that f̂ is the Fourier transform of the kinetic energy in the subsystem
described by H
(2)
m ; since (0, 0) is a non-degenerate saddle for this subsystem, the
kinetic energy decays exponentially as t −→ ±∞. This implies that f̂ is real-
analytic and has at most countably many zeros.
It needs to be emphasized that Theorem 1.1 does not simply apply to the Nose´-
Hoover thermostat; it includes the logistic thermostat of [31], for example. Below, it
is also shown that the results extend with only minor modifications to the variable-
mass thermostats like that in [36] (see Theorem 3.2 below).
In addition, I should point out that Theorem 1.1 admits a few straightforward
extensions. One can take H(1) to be a purely kinetic hamiltonian on T ∗Tn for
any n ≥ 1; equally, it could be a bi-invariant metric hamiltonian on T ∗G for any
compact Lie group G. Once momentum is fixed and the co-adjoint orbit of the
momentum is symplecticly reduced by the G × G action on T ∗G, the reduced
equations are essentially those in Theorem 1.1. Moreover, one can take H
(2)
m to
be a sum of any number of decoupled 1-degree of freedom mechanical hamiltonians
each with a potential satisfying the same condition. Finally, one can even take H(1)
to be mechanical with a non-trivial potential. By applying averaging to the H(1)
4 LEO T. BUTLER
subsystem at high energy, it behaves like a purely kinetic system up to an error
that is negligible for the purposes here.
1.2. Results: 1-degree of freedom. Much of the literature on single thermostats
focuses on singly thermostated 1-degree of freedom hamiltonians. The relatively
poor “thermalization” of the Nose´-Hoover thermostated harmonic oscillator led
researchers to introduce more non-linearity into the thermostat. One way to do
this, that has not been explored in the literature, is to make the thermostat’s state
compact. To see why this might be interesting, consider a thermostat friction, like
the logistic thermostat, that is odd in ξ and which saturates at 1 when ξ =∞. The
planes ξ = ±∞ in the extended phase space possess straight-line connecting orbits
that connect (qc, 0,−∞) to (qc, 0,+∞) when qc is a critical point of the potential
energy. If we glue two copies of the extended phase space along copies of ξ = +∞
and ξ = −∞ with ξ˙ reversed in one copy, the result is a thermostated system with
the thermostat friction depending periodically on the state. The planes at ξ = ±∞
are invariant manifolds, so they separate the two copies, but one can see that the
reversal of ξ˙ means that this invariance can be destroyed by a small perturbation.
That is, the dynamics of the two systems can be made to intermingle.
To state the result of this note in this direction, let Σ be a 1-manifold, T ∗Σ =
Σ×R be its cotangent bundle and H : T ∗Σ −→ R be a Cr hamiltonian, r > 2. Let
Ξ be a 1-manifold and P = T ∗Σ×Ξ be a trivial Ξ-bundle over T ∗Σ with projection
maps
Ξ P
ξoooo pi // // T ∗Σ .
The Poisson bracket {, } on T ∗Σ pulls back to P in a natural manner, as does the
hamiltonian vector field XH = { , H}. A Cr−1 vector field T on P is a thermostat
for H if it satisfies the definition 2.2 below.
Let s ∈ T ∗Σ be a saddle critical point for H. Assume that γ ⊂ T ∗Σ is a ho-
moclinic connection for s that bounds the compact region r. Then N = {s} × Ξ is
a normally hyperbolic invariant manifold for XH whose stable and unstable mani-
folds W±(N) contain Γ = γ × Ξ and Γ bounds the region R = r× Ξ. By invariant
manifold theory [7], Y = XH + T possesses a normally hyperbolic invariant man-
ifold N that is a graph over N and similarly the local stable (unstable) manifold
W±loc(N) is a graph over W
±
loc(N). Let us say that the thermostat T is monotone
there is a neighbourhood U of Γ = γ × Ξ such that 〈dξ,T〉 does not vanish on U .
This implies that Y|N does not vanish for all  in some deleted neighbourhood of
0. If T is monotone, then N is an orbit of Y; when Ξ = T
1, this orbit is periodic.
Theorem 1.2. Let Σ = R or T1, Ξ = T1 and H : T ∗Σ −→ R be a Cr hamiltonian,
r > 2, that has a saddle critical point s with homoclinic connection γ. If T is a
Cr−1 monotone thermostat for H that is topologically transverse (resp. transverse)
at γ (definition 2.1), then for all  6= 0 sufficiently small, the stable and unstable
manifolds of the periodic orbit N are topologically transverse (resp. transverse).
In particular, the thermostated vector field Y enjoys a horseshoe.
1.3. Outline. This note is organized as follows: §2 gives a proof of Theorem 1.2;
§3 gives a proof Theorem 1.1; §3.2 proves an extension of the latter to variable-mass
thermostats; §4 concludes.
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2. Horseshoes in a thermostated 1-degree of freedom hamiltonian
Let us use the notation and terminology in the paragraph preceding the state-
ment of 1.2. Let ω = pi∗ (dp ∧ dq) be the pullback of the canonical symplectic form
on T ∗Σ to P and for each homoclinic connection γ to a saddle critical point s of H
define a function Mγ : Ξ −→ R,
Mγ(ξ) =
∮
γ×{ξ}
ιTω, ∀ξ ∈ Ξ. (4)
If one writes T = A ∂q + B ∂p + C ∂ξ, then ιTω = −A dp + B dq so dιTω =
(Aq +Bp) dp∧dq andMγ(ξ) =
∮
γ×{ξ}−A dp+B dq which equals
∫∫
r×{ξ} (Aq +Bp) dp∧
dq.
Definition 2.1. T is topologically transverse at γ if Mγ changes sign; it is trans-
verse at γ if it is topologically transverse and 0 is a regular value of Mγ . If T is
topologically transverse (resp. transverse) at each γ, then T is said to be topologi-
cally transverse (resp. transverse).
In [5], the following definition of a thermostat vector field for a hamiltonian H is
introduced. It is intended to capture the idea that the extended dynamics on the
extended phase space should preserve a Gibbs-Boltzmann type probability mea-
sure dµβ whose marginal over ξ should be the original Gibbs-Boltzmann measure.
Moreover, the extended dynamics should heat the system at low energy and cool
it at high energy–at least on average.
Definition 2.2. A smooth vector field T on P is a thermostat for H if there is a
smooth probability measure
dµβ = Z1(β)
−1 exp(−βGβ(q, p, ξ)) dq dp dξ (5)
on P such that the following holds
(1) dµβ is invariant for Y = XH + T for all ;
(2) Gβ = Gβ(H, ξ) is proper for all β > 0;
(3) there exists an interval of regular values of H, [c−, c+], and constants d±
such that
(a) the average value of 〈dξ,T〉 is of opposite sign onH−1(c−)∩ξ−1([d−, d+])
and H−1(c+) ∩ ξ−1([d−, d+]);
(b) the average value of 〈dH,T〉 is of opposite sign on ξ−1(d−)∩H−1([c−, c+])
and ξ−1(d+) ∩H−1([c−, c+]).
The average values in condition 3 are orbit averages, taken over the orbits of the
vector field Y0 = XH .
Proposition 2.1. If T is a Cr−1 monotone thermostat that is (resp. topologically)
transverse at γ, then for all  6= 0 sufficiently small, the first-return map f of the
vector field Y = XH + T enjoys a horseshoe in a neighbourhood of γ × {0}.
Proof. First, let us show that the local stable and unstable manifolds ofN, W
±
loc(N),
split. The proof is a straightforward application of the Poincare´-Melnikov function:
W±loc(N) is a graph over W
±
loc(N) so there are sections Ω
±
 : W
±
loc(N) −→W±loc(N)
and H ◦Ω+ −H ◦Ω− = M +O(2). The function M(X) =
∫∞
−∞〈dH,T〉◦ϕt0(X) dt
where ϕt0 is the flow map of Y0 = XH and X ∈ W±(N). It is straightforward to
see that M |Γ = Mγ .
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Next, let us show that there is a horseshoe. Let us fix  > 0 such that the local
stable and unstable manifolds, W±loc(N), split to first order, so the zeros of the
Poincare´-Melnikov function M detect the splitting. Assume that Mγ(ξ) changes
sign at ξ = 0. Let ζ : T ∗Σ −→ R be a smooth function that vanishes at the critical
points of H and ζ|γ has a non-degenerate zero. Let Zη = {(q, p, ξ) | ξ = ηζ(q, p)}
be a smooth surface that intersects γ × {0} transversely. Let f : U −→ Zη be the
first-return map from a neighbourhood U ⊂ Zη of {(q, p, ξ) | ξ = ηζ(q, p), (q, p) ∈ γ}
along the flow ϕt of Y. For all , η > 0 sufficiently small, such a neighbourhood
and return map exist by virtue of the monotone condition. By construction, f
preserves an area form since ϕt preserves the volume form dµβ ; it has a hyperbolic
fixed point s = s+O() and the local stable and unstable manifolds of s, W
±
loc(s),
coincide with W±loc(N) ∩ Zη. Therefore, these manifolds split. If T is transverse,
then they split transversely and an application of the Birkhoff-Smale homoclinic
theorem implies the result. Otherwise, if T is only topologically transverse, the
work of Burns & Weiss implies the result [4]. 
Remark 2.1. The reason that r > 2 in Proposition 2.1 is because Burns & Weiss
prove that if the diffeomorphism f (= f above) is C
1, then it possesses an invariant
set Λ which factors onto a full shift on two symbols. If the diffeomorphism is area
preserving and Cr for r > 1, then one can appeal to a theorem of Katok [14] which
states that in such a case, the diffeomorphism f actually possesses a horseshoe.
Hidden in the proof of Proposition 2.1 is the fact that the return time to the cross-
section is O(1/).
Definition 2.3. Let
T = A ∂q +B ∂p + C ∂ξ
be a C1 vector field on P . T is separable if
(1) A = A0(q, p)A1(ξ), and similarly for B & C;
(2) A1 & B1 are odd functions; and
(3) A2 +B2 > 0 almost everywhere.
Lemma 2.1. Let T be separable and
(1) either A1 = B1 or A1 = 0; and
(2) ∂qA0 + ∂pB0 > 0 almost everywhere.
Then T is topologically transverse and transverse if B′1(0) 6= 0.
Proof. Let γ be a homoclinic connection for H. Then, in the case that A1 = B1,
Mγ(ξ) =
∫∫
r
(∂qA0(q, p) + ∂pB0(q, p)) dp ∧ dq ×B1(ξ) = c(γ)×B1(ξ), (6)
where c(γ) > 0. Since B1 is odd and not identically 0, the first case of the lemma
is proven; the second case is similar. 
Example 2.1. A simple example of a monotone thermostat vector field that satisfies
the hypotheses of lemma 2.1 is this: Let F : Ξ −→ R be a non-constant, smooth
function and define T by
Gβ = H + F, A0 = 0, A1 = 0
B0 = p, B1 = −F ′, C0 = p ·Hp − T, C1 = 1. (7)
HORSESHOES 7
This defines a thermostat vector field that is separable. It is monotone at a saddle
connection γ if T > max
γ
{p ·Hp}, which holds for all T sufficiently large. When
F (ξ) = 1− cos(ξ) = 12ξ2 +O(ξ4), the thermostat behaves, for ξ ∼ 0, similar to the
Nose´-Hoover thermostat where F (ξ) = 12ξ
2 (eq. 2).
3. Horseshoes in a thermostated 2-degree of freedom hamiltonian
The previous section dealt with the creation of transverse intersections on stable
and unstable manifolds in a single thermostated system using the reduced dynam-
ics. In this section, thermostated hamiltonians are studied using the hamiltonian
formalism on the extended phase space. The following lemma establishes the gen-
eral connection between the reduced thermostat vector field Y when the thermostat
vector field T is separable and takes a particularly simple form.
Lemma 3.1. Let T = −ρF ′(ξ)∂ρ + (−T + ρ ·Hρ)∂ξ be a Cr−1 thermostat vector
field for the Cr hamiltonian H. Then, for  6= 0, the vector field Y = XH + T is
a reduction of the hamiltonian vector field XG ,
G(q, p, s, S) = H(q, p/s) + F(S) + T ln s, (8)
where S = ξ and F(S) = F (ξ).
Proof. Let Hi be the partial derivative of H with respect to the i-th variable.
Hamilton’s equations for G are
q˙ = H2(q, p/s), p˙ = −H1(q, p/s), (9)
s˙ = F ′(S), S˙ = −T/s+ (p/s) ·H2(q, p/s)/s.
If one introduces the new time variable τ such that x′ = dxdτ = s
dx
dt = sx˙, ρ = p/s
and S = ξ, then these questions are transformed to
q′ = H2(q, ρ), p′ = −H1(q, ρ)−  ρ F ′(ξ), (10)
s′ =  s F ′(ξ), ξ′ =  (−T + ρ ·H2(q, ρ)) .
One can eliminate the differential equation for s and arrive at a system of differential
equations described by the vector field Y. 
As noted in the introduction, the Nose´-Hoover thermostat occupies a privileged
position in the literature on thermostat dynamics. Let us formulate a definition
which captures this centrality.
Definition 3.1. A Cr, r > 2, function NT (s, S) = F (S) + T ln s is an elementary
thermostat of order 2 if F (0) = F ′(0) = 0, F ′′(0) > 0 and F ′ vanishes only at 0.
Order in this definition refers to the order of the first non-trivial term in the
Maclaurin expansion of F . Elementary means that the function N is a sum of two
functions, each depending on a conjugate variable. Higher-order thermostats are
in the literature, but the techniques of the present note are inapplicable.
Proposition 3.1. The following are elementary thermostats of order 2:
(1) the Nose´-Hoover thermostat [27, 26, 8];
(2) Tapias, Bravetti & Sanders logistic thermostat [31, 10];
(3) the thermostat in example 2.1.
Proof. In each case, F (S) = 12S
2 +O(S4). 
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3.1. Elementary thermostats of order 2: split homoclinic connections.
In this section, it will be assumed that all hamiltonians are Cr for r ≥ 3. The
results that are proven below do hold for r ≥ 2, but the details are somewhat more
cumbersome. In addition, the following assumptions are made:
(1) H = Hm(q1, p1, q2, p2) is a C
r hamiltonian with q1 an angle variable defined
mod2pi and
H =
1
2
p21︸︷︷︸
H(1)
+
(
1
2m
p22 + V (q2)
)
︸ ︷︷ ︸
H
(2)
m
(11)
(2) V has a non-degenerate local maximum point at q2 = 0: V (0) = 0 = V
′(0)
and V ′′(0) = −a2 < 0;
(3) Γ is a parameterization of a branch of the homoclinic loop of the saddle
fixed point (0, 0) of H(2) := H
(2)
1 , Γ(t) = (q2(t), p2(t));
(4) The thermostat NT (s, S) = F (S) + T ln s + O(S
3) is an elementary ther-
mostat of order 2, i.e. there is an M > 0 such that F (S) = 12M S
2 +O(S3);
(5) The phase space of the thermostated hamiltonian G = G1 (eq. 8) is P =
T ∗(T1 × Ξ×R+) where Ξ = R or T1 is the domain of V .
Let us explain some consequences of these assumptions.
Lemma 3.2. Under the assumptions (1–4), the submanifold
N = {(q1, p1, 0, 0, s, S)} = T ∗T1 × {(0, 0)} × T ∗R+, (12)
is a normally hyperbolic invariant manifold for the thermostated hamiltonian vector
field G = G1 (eq. 8). Moreover, if N0 = {P ∈ N | p1 6= 0}, then N0 is foliated by
2-dimensional tori which degenerate to a family of circles parameterized by p1.
The proof of the lemma is straightforward.
Let p1 = µ 6= 0 be fixed. Since p1 is a first integral of the thermostated vector
field XG, we can symplecticly reduce the thermostat phase space by fixing p1 = µ
and ignoring the cyclic variable q1. Since the hamiltonian G is invariant under the
symplectic automorphism that maps (q1, p1) −→ (−q1,−p1) and fixes the other
coordinates, it can be assumed without loss of generality that µ > 0.
If x is an object on the thermostat phase space P that is T1 invariant, then xˆµ
denotes the reduced object. In particular, Pˆµ is the reduced phase space which is
symplectomorphic to T ∗(Ξ×R+).
Lemma 3.3. Fix β = 1/T > 0 and µ > 0. The reduced hamiltonian Gˆµ is
transformed to T (Gˆβ,µ + Rˆβ) +
1
2T lnT under the transformation s = σ/
√
T , S =
Σ
√
T where
Gˆβ,µ =
1
2
(µ/σ)
2
+ ln(σ) +
1
2M
Σ2︸ ︷︷ ︸
Gˆ(1)
+
1
2m
(p2/σ)
2
+ βV (q2)︸ ︷︷ ︸
Gˆ(2)
, (13)
and Rˆβ(Σ) = βF (Σ/
√
β) − 12MΣ2 is a function of Σ/
√
β that vanishes to order 3
at Σ = 0.
It follows from the lemma that, up to a rescaling of time, the orbits of the reduced
thermostated vector field XGˆµ coincide with those of XGˆβ,µ+Rˆβ .
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Lemma 3.4. Let 1/α2 =
√
2Mµ > 0. The hamiltonian Gˆβ,µ is transformed to
Gˆβ,µ =
1
2
(1/(1− αu))2 + ln(1− αu) + α2U2︸ ︷︷ ︸
Gˆ(1)
+
1
2mµ2
(p2/(1− αu))2 + βV (q2)︸ ︷︷ ︸
Gˆ(2)
,
(14)
and Rˆβ(U) = O((Uβ
− 12µ−1α−1)3) under the transformation σ = µ(1 − αu), Σ =
−U/(µα). Thus,
Gˆ(1) = α2(u2 + U2) +O((αu)3), Gˆ(2) = βV (q2) +
1
2mµ2
p22
(
1 + 2αu+O((αu)2)
)
.
(15)
The proof is a straightforward calculation. Note that I have resisted the temp-
tation to put Gˆ(1) into Birkhoff normal form because, although the remainder term
on the left is improved, the coupling term involving u in Gˆ(2) becomes slightly less
transparent.
The penultimate step to obtain a simple normal form in a neighbourhood of the
saddle-centre singularity is a non-symplectic change of variables. A scale parameter
 > 0 is introduced via the change of variables and energy in the first subsystem:
(u, U) = (w,W ), Gˆ(1) 7→ −2Gˆ(1). (16)
And, momentum and energy are rescaled in the second subsystem:
p2 = mµ
2P2, Gˆ
(2) 7→ β−1Gˆ(2). (17)
Of course, the two systems are coupled and the two change of variables & energy
cannot be decoupled as such. So, we must apply the change of variables to the
hamiltonian vector field XGˆβ,µ+Rˆβ , which produces a non-canonical vector field.
Lemma 3.5. Let p2 = mµ
2P2, (u, U) = (w,W ) and set
m = (/µ)2, β = mµ2 = 2, µ = 1/(αγ). (18)
Then, the hamiltonian differential equations of the reduced, rescaled thermostated
hamiltonian βGˆµ = Gˆβ,µ + Rˆβ are transformed to
W˙ = −2α2w − α (P 22 + 5(αw)2) , w˙ = 2α2W − bγ3W 2/2, (19)
P˙2 = −V ′(q2), q˙2 = P2 (1 + 2αw)
modulo O(2) + o(γ3) where b = F ′′′(0).
From lemma 3.4 it follows that the parameter γ = 4
√
2M/µ2. So, we can treat
, α and γ as independent positive parameters in (eq. 19) while b is a fixed con-
stant. Note that the non-linear terms in the right-hand side of w˙ originate from
the remainder term Rβ–the rescaling is unable to remove these terms. Recall that
the plane Nˆ0,µ = {(w,W, q2, P2) | q2 = P2 = 0} is a normally hyperbolic invariant
manifold for all non-negative values of the parameters. When  = 0, the two pairs
of differential equations decouple into a (non-linear, hamiltonian) oscillator in the
(w,W ) plane and a mechanical hamiltonian in the (q2, P2) plane with a saddle
at (0, 0) and a saddle connecting orbit Γ(t) = (q2(t), P2(t)) (this was the motiva-
tion to fix β in terms of mµ2). The hamiltonian function H
(2)
1 (q2, P2) (eq. 11),
which will be denoted by H(2), is a constant of motion and H(2) ◦ Γ ≡ 0 by the
hypotheses on V . On the other hand, when  > 0, the local stable and unstable
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manifolds of Nˆ0,µ, Wˆ
±
,loc, are graphs over Wˆ
±
0,loc ⊃ Nˆ0,µ × Γ(R±). In general,
these invariant manifolds do not coincide, but intersect transversely along homo-
clinic orbits. If Ω± : Wˆ
±
0,loc −→ Wˆ±,loc is a parameterization of the local stable
and unstable manifolds that is C2 in all variables and Ω±0 is the identity map, then
d = H
(2) ◦ Ω+ − H(2) ◦ Ω− = M + O(2) measures the distance between the
invariant manifolds. The Poincare´-Melnikov function M : Wˆ±0,loc −→ R measures
the lowest order difference in the invariant manifolds. If M vanishes at a point P
and dMP 6= 0, then the implicit function theorem implies that the zero set of M
is a surface in a neighbourhood of P . In addition, the implicit function theorem
implies that the zero set of d is an O() perturbation of the zero set of M near
P . Since Wˆ±,loc are codimension-1 submanifolds, the zero set of d is where they
intersect, and if dMP 6= 0, they intersect transversely near P .
To evaluate the Poincare´-Melnikov integral for the present problem, let ϕt,γ be
the flow mapping of the vector field Z,γ = Z0 + Z1 + O(
2, γ3) defined by the
differential equations (eq. 19). For P = (w,W, q2(t0), P2(t0)) in Nˆ0,µ × Γ(R±) ⊂
Wˆ±0,loc, the Poincare´-Melnikov function at P is
M(P ) =
∞∫
−∞
〈dH(2), Z1〉 ◦ ϕt0,0(P ) dt. (20)
To compute the Poincare´-Melnikov integral, let us recall the Fourier transform
f̂ of an integrable function f ∈ L1(R) [30, 29]:
f̂(x) =
∫
R
f(t) exp(−2piixt) dt. (21)
If there are positive real constants A, λ such that |f(t)| ≤ A exp(−λ|t|) for all real
t, then f̂ is a holomorphic function of x in the strip |Im (x) | < λ/2pi. This implies
that f̂ has at most countably many real zeros.
Recall the standard symplectic form Ω on Cn: for n = 1, Ω(z′, z) = Im (z′z¯)
and for n > 1, Ω is a sum of n copies of the elementary form. In components, if
z′ = x′ + iy′, z = x+ iy and x′, x, y′, y are all real, then Ω(z′, z) = y′x− x′y.
Proposition 3.2. Let f(t) = P2(t)
2 where Γ(t) = (q2(t), P2(t)) is the homoclinic
solution from assumption 3. Then, the Poincare´-Melnikov function is the real-linear
function
M(P ) =
1
2α
Ω(exp(2iα2t0)z0, f̂(α
2/pi)) (22)
where P ∈ Nˆ0,µ × Γ(R) ⊂ Wˆ±0,loc, P = (w,W, q2, P2) and z0 = w + iW , (q2, P2) =
Γ(−t0).
Proof. Let P = (w,W, q2, P2) ∈ Nˆ0,µ × Γ(R) ⊂ Wˆ±0,loc. There is a unique t0
such that (q2, P2) = Γ(−t0) = (q2(−t0), P2(−t0)). The flow mapping ϕt0,0 maps
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(z0,Γ(−t0)) −→ (z(t) = exp(2iα2t)z0,Γ(t− t0)). Thus,
M(P ) =
∫
R
2αw(t)P2(t− t0)V ′(q2(t− t0)) dt, from (eq.s 19, 20) (23)
=
1
2α
∫
R
W (t)P2(t− t0)2 dt, from (eq. 19)
=
1
2α
∫
R
Im (z(s+ t0))P2(s)
2 ds, since P2 is real
which yields (eq. 22) from the definition of the Fourier transform and the symplectic
form Ω. 
Remark 3.1. The Poincare´-Melnikov function is invariant under the unperturbed
flow. This follows, in the current case, from elementary properties of the Fourier
transform.
A more careful statement of Lemma 3.5 shows that for  = 0, the additional
scaling parameter γ does not destroy the integrability of the differential equa-
tions (eq. 19). It is possible to determine the Poincare´-Melnikov integral for γ > 0,
but since it coincides up to third-order in γ with M (eq. 22), the computation has
been elided.
The calculation and result in Proposition 3.2 is similar to that in [17, §V.3.9].
In the latter work, Kozlov studies the effect of a sinusoidal, time-dependent forcing
of an ideal stationary planar perfect fluid flow. If the unperturbed systems has a
saddle fixed point, the 1 12 -degree of freedom forced system has hyperbolic periodic
orbits and the Poincare´-Melnikov integral for the specific perturbation leads to a
Fourier transform.
The splitting of invariant manifolds in the hamiltonian setting is a well-studied
problem. Koltsova and Lerman [15, 16] prove that for a generic hamiltonian system
with a saddle-centre critical point, at all nearby positive energy levels, there is a hy-
perbolic periodic orbit with 4 transverse homoclinic orbits. This can be explained
in a simple way: in appropriate coordinates like those used in the proof of Proposi-
tion 3.2, the Poincare´-Melnikov function is, to lowest order, an indefinite quadratic
form in (w,W ) which vanishes at the origin (the saddle-centre). The 4 transverse
homoclinics originate from the 4 half-lines emanating from the origin where the
quadratic vanishes. In the present case, the zeros of the Poincare´-Melnikov func-
tion occur on 2 half-lines emanating from the origin of the (w,W ) plane; it follows
that the splitting studied here is not generic in the sense of Koltsova and Lerman,
and that the reduced hamiltonians are not generic.
On the other hand, Churchill, Pecelli and Rod [6] study the stability of the
periodic orbits in the (q2, P2) plane which limit onto the separatrix Γ from energy
levels below 0. They show that, under mild conditions satisfied by the He´non-Heiles
hamiltonian for example, there will be an infinite sequence of intervals of energy
converging to 0 where the periodic orbits are alternately elliptic and hyperbolic.
However, in the current problem, one sees that aside from  = 0, there are appear
to be no such continuous family of periodic orbits.
Theorem 3.1. Assume hypotheses (1–5). Assume that f̂ of Proposition 3.2 does
not vanish at α2/pi. Then, there exists an 0 = 0(α) such that for all 0 < , γ <
0(α), the stable and unstable manifolds of Nˆ0,µ, Wˆ
±
,γ , intersect transversely.
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In particular, in a neighbourhood of the saddle-centre critical point, the differen-
tial equations possess an invariant horseshoe.
Corollary 3.1. Assume hypotheses (1–5). Let V (q) equal:
(1) − 1
2
q2(1− qn); or (2) cos(q)− 1,
where n is a positive integer. Then 0(α) > 0 for all but one value of α in case (1),
and all α in case (2).
Proof. In case (1), to compute the Fourier transform of p2, let z = p/q. Along the
homoclinic connection Γ of the saddle at (0, 0), one has
z2 + qn = 1, 2dz + nqndt = 2dz + n
(
1− z2) dt = 0, (24)
ln
(
1− z
1 + z
)
= n (t− t0) .
Since p2 = z2q2, if one chooses q = 1, p = 0 at t0 = 0, then one obtains that (with
ω = 2piξ)
p̂2(ω) =
2
pin
×Re
(∫ 1
0
zb−1 (1− z)c−b−1 (1 + z)−a dz
)
(25)
=
4
pin
×Re
(
F (a, b; c;−1)
(c− 1)(c− 2)(c− 3)
)
by [1, 15.3.1] (26)
where a = 1−2/n−iω/n, b = 3, c = b+1−a¯ and F (a, b; c; z) is the Gaussian hyper-
geometric function defined for Re (c) > Re (b) > 0 and z ∈ C \ [1,∞). For the
case when n = 4/(k − 2) where k > 2 is an integer, the Fourier transform can also
be evaluated using the method of residues, which results in p̂2(ω) = gk(ω)×Gk(ω)
where gk(2x/(k − 2)) is a product of a quadratic polynomial with exactly two real
roots x = ±√k − 2 and, when k = 2m− 1 is odd the second factor is ∏m−2l=1 (x2 +
(2l − 1)2), otherwise when k = 2m is even, the second factor is ∏m−2l=1 (x2 + 4l2);
and Gk(2x/(k − 2)) equals sech(xpi/2) when k is odd, and x cosech(xpi/2) when k
is even. Selected examples are plotted in figure 3.1.
In case (2), one computes that p2 = 4 sech(t)2 along a homoclinic connection.
The Fourier transform evaluates to p̂2(ω) = 2ω cosech(ωpi/2), which is positive
everywhere. As an amusing side-note, the substitution z = cos(q/2) leads to an
integral in the form of the right-hand side of (eq. 25) with n = 1/2, a = −iω/2, b = 1
and c = 2 + a. This gives p̂2(2ω) is the real part of 4F (−iω, 1; 2− iω;−1) /pi(1 −
iω). 
3.2. Variable-mass thermostats. Let us extend definition 3.1 and remove the
“elementary” aspect: we will allow the function F to be weighted by a variable
mass, viz.
Definition 3.2. A Cr, r > 2, function NT (s, S) = Ω(s)F (S) + T ln s is a variable-
mass thermostat of order 2 if Ω > 0, F (0) = F ′(0) = 0, F ′′(0) > 0 and F ′ vanishes
only at 0.
In place of assumption 4 of section 3.1, it will be assumed henceforth
(4) The thermostat NT (s, S) = Ω(s)F (S)+T ln s is a variable-mass thermostat
of order 2.
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Figure 1. The Fourier transform of p2 vs. ω = 2piξ for selected
values of n.
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Thermostats like these have been studied in the literature [12, 13, 36] in different
guises. For example, one can obtain this form from Winkler’s thermostat, which
rescales momenta by p/se (e = 2 in Winkler’s case), by the transformation (s, S) =
(s
1/e
1 , es
1/r
1 S1) where 1/e+ 1/r = 1 and 1 < e, r <∞. In the (s1, S1) variables, the
thermostat rescales momentum by p/s1 and the effective thermostat temperature
is T1 = T/e. The Nose´-Hoover thermostat N(s, S) =
1
2S
2 + T ln(s) is transformed
to N(s1, S1) = Ω(s1)F (S1) + T1 ln s1 where Ω(s1) = e
2s
2/r
1 and F (S1) =
1
2S
2
1 (so
Ω(s1) = 4s1 for Winkler’s thermostat).
Let us state a theorem in the case when Ω(s) is regular at s = 0:
Theorem 3.2. Assume hypotheses 1–5. Assume that Ω, F are C3 and Ω(s) =
a1 + b1s+ c1s
2/2 +O(s3), F (S) = 12S
2 + 13bS
3 + o(S4). Then,
(1) if a1 > 0, then the conclusions of Proposition 3.2 and Theorem 3.1 hold;
(2) if a1 = 0, b1 > 0 and c1 ≥ 0 then under the substitution
α2 =
√
βµc1 + 2
√
βb1/(2
√
µ), m = 2/(µ2), (27)
β = 2, µ = 1/αγ
s = µ
√
β(1− αw), S = −W/(
√
βµα) (28)
the hamiltonian differential equations of the rescaled, reduced thermostated
hamiltonian β Gˆµ are transformed to
W˙ = −2α2w w˙ = 2α2W (29)
+ α((αW )2 − 5(αw)2 − P 22 ), − γbα2W 2 − 2α3wW,
P˙2 = −V ′(q2) q˙2 = P2 (1 + 2αw)
modulo O(2, γ2, γ). In particular, the conclusions of Proposition 3.2 and
Theorem 3.1 hold.
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Remark 3.2. The proof of the theorem is straightforward and follows essentially
the same arguments as above. Let us explain the differences between (eq. 29)
and (eq. 19). In (eq. 27), one can rewrite the equation for α2 as b1 = 2α
4µβ−
1
2 −
c1µβ
1
2 , which explains the appearance of the (αW )2 term in the equation for
W˙ (eq. 29). It also explains why the term that multiplies b in the w˙ equation
has a factor of γ vs. γ3 and the appearance of the wW term in the same equation.
It should also be noted that when a1 = 0, the mass-like term 1/(2b1) tends to 0 as
β, 1/µ −→ 0 and α > 0 is fixed. This is similar to the constant mass case where
M −→ 0 under the same conditions.
4. Conclusion
It has been shown that the Nose´-Hoover thermostat and closely-related ther-
mostats create transverse homoclinic points near the saddle-centre equilibria of the
reduced differential equations when applied to a separable system that is a sum of a
1-dimensional ideal gas and a planar pendulum. Several extensions of this example
have been described. Several problems remain, including:
(1) Extend the present results to thermostats like those in [9, 11, 35] where the
thermostat N depends on p, s, S and/or the lowest-order term in N is S4
(or higher);
(2) Extend the present results to multi-variable thermostats, such as those
discussed in the introduction;
(3) Demonstrate the existence of transverse homoclinic points in systems like
the thermostated harmonic oscillator;
(4) Demonstrate the existence of Arnol’d diffusion in Nose´-Hoover thermostated
n ≥ 2-degree of freedom systems [3].
The last problem motivated the present paper. However, it turns out that proving
the existence of transverse homoclinic points in a neighbourhood of the periodic
orbits of mixed type is already a sufficiently rich problem. The third problem also
partially motivated the present paper: in contrast, though, its solution will involve
exponentially small splitting and the more delicate calculations and error estimates
that are involved.
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