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Low-dimensional quantum magnets, due to the existence of abundant exotic quantum phases therein and
experimental feasibilities in laboratories, continues intriguing people in condensed matter physics. In this work,
a comprehensive study of Cu(NO3)2 · 2.5H2O (copper nitrate hemipentahydrate, CN), a spin chain material, is
performed with multi-technique approach including thermal tensor network (TTN) simulations, first-principles
calculations, as well as magnetization measurements in experiments. Employing a cutting-edge TTN method
developed in the present work, we determine the couplings J = 5.13 K, α = 0.23(1) and Lande´ factors
g‖ = 2.31, g⊥ = 2.14 in an alternating Heisenberg antiferromagnetic chain model, with which one can fit
strikingly well the magnetothermodynamic properties. Part of the fitted experimental data are measured on the
single-crystal CN specimens synthesized by us. Based on first-principles calculations, we reveal explicitly the
spin chain scenario in CN by displaying the calculated electron density distributions, from which the distinct
superexchange paths are visualized. On top of that, we investigated the magnetocaloric effect (MCE) in CN by
calculating its isentropes and magnetic Gru¨eisen parameter (GP). Prominent quantum-criticality-enhanced MCE
was uncovered, the TTN simulations are in good agreements with measured isentropic lines in the sub-Kelvin
region. We propose that CN is potentially a very promising quantum critical coolant, due to the remarkably
enhanced MCE near both critical fields of moderate strengths as 2.87 and 4.08 T, respectively.
PACS numbers: 75.10.Jm, 75.40.Cx, 05.30.Rt, 75.30.Sg
I. INTRODUCTION
Heisenberg spin chains and nets, owing to their strong
quantum fluctuations and correlation effects, can accommo-
date plentiful interesting quantum phases like topological
spin liquids [1, 2], unconventional excitations like anyon-
type quasi particles [3], and inspiring behaviors like Bose-
Einstain condensation in magnets [4], which continues stim-
ulating both condensed matter theorists and experimentalists.
What is more, these low-dimensional systems, which at a first
glance are of purely academic interest, can actually have their
experimental realizations. People have successfully discov-
ered and/or synthesized plenty of spin materials which are
very well described by the low-dimensional Heisenberg-type
spin models. The long list includes, to name only a few, the
diamond spin chain material azurite [5], the kagome spin liq-
uid herbertsmithite [6], and copper nitrate as an alternating
Heisenberg antiferromagnetic chain (AHAFC) [7–28]. There-
fore, low-dimensional quantum magnets arouses long-lasting
research interest both theoretically and experimentally.
Among many other interesting properties of low-
dimensional quantum magnets, we emphasize the enhanced
magnetocaloric effect (MCE) in quantum critical regime.
MCE is an intrinsic property of magnetic materials which
exploits the reversible entropy changes caused by varying
magnetic fields. MCE has a long history of study [29–31],
and in the past decades, developing novel MCE materials
∗Electronic address: w.li@buaa.edu.cn
†Electronic address: chenzy@buaa.edu.cn
which have prominent MCE properties, like the Gadolinium
alloys with giant MCE [32, 33], has raised great research
interest. This is due to that MCE has appealing applica-
tions in eco-friendly refrigeration near room temperature
[34, 35], providing a good substitute to conventional vapor
compression refrigeration, and also in space technology
[36, 37]. In addition, MCE materials, in particular adiabatic
dimagnetization refrigerant (ADR), serve as efficient coolants
for ultra low temperature (sub-Kelvin) regime [38–41]. Peo-
ple pursues MCE refrigerant which have higher isothermal
entropy change (∆S), larger adiabatic temperature difference
(Tad), and also lower hysteresis dissipation [33].
Recently, quantum spin chain materials are shown to ex-
hibit enhanced MCE even at ultra low temperatures, and thus
raised great research interest [40–49]. On one hand, through
exploring low-T MCE properties of spin chain model ma-
terials [41, 42] which shows divergent Gru¨neisen parame-
ter near field-induced quantum critical points (QCP), peo-
ple are able to directly detect and study quantum criticality
[43, 44]. On the other hand, one can inversely utilize this
low-temperature thermodynamic anomaly to realize enhanced
cooling effects near quantum critical points (QCPs) [46, 47].
Very recently, Sharples et al. realized temperatures as low
as ∼ 200 mK using the enhanced MCE of a molecular quan-
tum magnet [40], and Lang et al. experimentally studied a
spin-1/2 Heisenberg antiferromagnetic chain material [Cu(µ-
C2O4)(4-aminopyridine)2(H2O)]n (CuP, for short) [48], and
demonstrated this quantum critical coolant is a perfect alter-
native to standard ADR salts, due to its wider operating tem-
perature range, longer hold time and high efficiency.[49]
In order to study the thermodynamic information includ-
ing the appealing MCE property of these strongly correlated
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2spin systems, accurate thermal algorithms are of crucial sig-
nificance, which is indispensable in establishing links between
theoretical spin models and experimental measurements at fi-
nite temperatures. In one spatial dimension (1D), the transfer
matrix renormalization group (TMRG) method [50] has been
long accepted as the method of reference, owing to its high
accuracy and versatility. In Ref. 52, Li et al. proposed an
alternative approach for calculating thermodynamics of low-
dimensional quantum lattice models called linearized tensor
renormalization group (LTRG) method, which also adopts
the Trotter-Suzuki decomposition [53] to express the partition
function as a thermal tensor network (TTN) and linearly con-
tract the resulting d+ 1 dimensional (d = 1, 2 for 1D and 2D
lattice, respectively) TTN along Trotter direction via renor-
malization group (RG) techniques.
In this work, combining three different methods, i.e., ther-
mal quantum manybody computation, first-principles calcula-
tions, and experimental measurements of magnetization, we
performed a comprehensive investigation of an alternating
quantum spin chain material Cu(NO3)2 · 2.5H2O (copper ni-
trate hemipentahydrate, hereinafter referred to as “CN”). CN
is one of the earliest spin chain material ever studied experi-
mentally [7–28, 54], while continues intriguing people for its
abundant physics including triplon wave excitation [23] and
precise Tomanaga-Lutting liquid behavior [28]. We notice
that, despite many efforts, discrepancy in coupling constants
still exists: the exact diagonalization (ED) fittings (J = 5.16
K, α = 0.27) to thermodynamic measurements measurably
deviates from those obtained from inelastic neutron scattering
(INS) experiments (J = 5.14 K, α = 0.24) [23].
In order to resolve this discrepancy in couplings, we gen-
eralize the LTRG approach to a bilayer formulation (dubbed
as LTRG++) which further improves the accuracy of calcula-
tions. With this cutting-edge TTN method at hand, we revisit
the previous experimental data in Ref. 22 including specific
heat curves (at various fields) and magnetization curves, aug-
mented with magnetization measurements done in this work.
The couplings are determined precisely to be J = 5.13 K,
α = 0.23(1), g‖ = 2.31, and g⊥ = 2.14, consistent with
that from INS experiments. In addition, first-principles cal-
culations present electron density distributions and therefore
visualized superexchange paths, thus providing direct and in-
dubitable proof on the spin-chain alignment in material CN.
Furthermore, through TTN simulations, we show that CN
has large entropy change and pronounced peaks (and dips)
in Gru¨neisen parameter around QCPs at low temperatures,
and the calculated adiabatic temperature changes can fit strik-
ingly well to previously measured isentropes, revealing that
CN may be a remarkably ideal quantum critical refrigerant.
The rest of the article is arranged as followings: Section
II presents a brief overview of the previous experimental and
theoretical studies on material CN. An ab initio study is also
carried out which reveal intra- and inter-chain couplings di-
rectly and explicitly; Section III is devoted to a review of
the TTN algorithms and the development of bilayer LTRG;
In Section IV we show the TTN simulations and its fitting to
experiments data, including both taken from previous mea-
surements and done in the present work; Section V discusses
the criticality-enhanced MCE in material CN and its potential
usage as low-temperature coolant; Lastly, Section VI presents
the conclusion and discusses some possible extensions of the
present work.
II. ALTERNATING HEISENBERG
ANTIFERROMAGNETIC SPIN CHAIN MATERIAL
COPPER NITRATE
Copper nitrate hemipentahydrate [Cu(NO3)2 · 2.5H2O]
was the first inorganic S=1/2 spin chain material studied ex-
perimentally [7, 8]. As one of the common copper salts,
CN possesses some special thermodynamic properties at the
low temperatures, including the zero-magnetization plateau
[11, 20], 1D Luttinger liquid behavior under magnetic fields
[28, 55], and 3D magnetic transition at ultra low temperature
(150 ∼ 160 mK) [16, 19, 28], etc, which has aroused people’s
research interest for more than half a century, significantly
promoting developments of the research on low-dimensional
quantum magnets.
Before diving into detailed discussions on CN, we point
that there exist other copper nitrate hydrates. Among others,
the Cu(NO3)2 · 3H2O (copper nitrate trihydrate) has similar
formulas and exactly the same X-ray diffraction pattern [56],
and thus is easy to be confused with CN hemipentahydrate
studied here. We paid special attention to discriminate be-
tween these two similar hydrates, and according to thermo-
gravimetric analysis [24, 26], it is concluded that Cu(NO3)2 ·
2.5H2O is a distinct hydrate different from Cu(NO3)2 · 3H2O.
A. Crystal Structure
Figure 1 depicts the crystallographic structure of CN, which
is monoclinic with space group I12/c1 [9]. The correspond-
ing lattice constants are found to be a = 16.1 A˚, b = 4.9 A˚, c
=15.8 A˚, and β = 92.9 ◦ at low temperatures (∼ 3 K) [23, 25].
As shown in Fig. 1(a), a conventional unit cell comprises of
eight formula units. Each Cu2+ ion is surrounded by five
nearest-neighboring oxygen atoms, which constitutes a dis-
torted pyramidal polyhedron [Fig 1(b)]. Four oxygen atoms
resides at the vertices of the basal plaquette of the polyhe-
dron, roughly on the same plane: two of these oxygen atoms
belong to H2O molecules and the other two are from NO−3
groups; the rest apical oxygen atom belongs to a third NO−3
group. The pyramidal polyhedrons of opposite orientations
are arranged alternatively along a line [Fig. 1(b)].
B. Alternating Heisenberg Antiferromagnetic Chain
Based on early experimental research on CN, including the
measurements of magnetic susceptibility [7] and specific heat
[8], a binary cluster model for describing its magnetic prop-
erties was proposed: Cu2+ ions having spin S = 1/2 are
coupled in pair (with coupling strength 12J/kB = 2.56 K)
[7], and the system thus comprises of independent spin binary
3FIG. 1: (Color online) Crystal structure and magnetic exchange couplings in Cu(NO3)2 · 2.5H2O. (a) The unit cell of Cu(NO3)2 · 2.5H2O,
where the coordinate axes coincide with the crystal axes. The lattice constants are shown in the figure, indicating that CN belongs to the
monoclinic system. (b) The expanded view of the quare pyramidal polyhedrons comprise of oxygen atoms and Cu2+ ions. (c) Superexchange
paths between spins along chains in four inequivalent (101¯) planes which are adjacent to each other. (d) Structure in a typical (101¯) plane,
where the Cu2+ ions are highlighted while other atoms left transparent. The heavy solid lines are the intradimer interactions J1, the interdimer
J2 and interchain J3 couplings are plotted differently (in black solid and red dashed lines, respectively). A labels one out of two sublattices of
honeycomb structure in (101¯) plane, and iˆ, jˆ, kˆ are vectors connecting one site (in A sublattice) with its three nearest neighbors. (e) Projected
view of the crystal structure in (010) plane, where the alternating solid lines represents the J1-J2 chain. We denote the four existing (101¯)
planes as I II III and IV, respectively, where the chains have different paths in each plane. Arrows indicate the directions along [100] and
[001], which represent interchain exchange path JL, Jm.
clusters. In addition, people also perform proton magnetic res-
onance (PMR) experiments and confirm that the short-range
antiferromagnetic order are within spin-pairs, thus supporting
the dimer model. [54]
Although the binary cluster model can capture some of the
main features of spin-spin correlation in CN, discrepancy be-
tween this simple model and experimental measurements still
remains. A weak interdimer exchange interaction (J2) was
then brought into the binary cluster model in Ref. 11, which
substantially improves the fitting to the isothermal magneti-
zation curve. In addition, van Tol, et al., studied the magnetic
phase transitions via PMR and uncovered a crossover to short-
range magnetic order at 350 mK, as well as a critical transition
to long-range order at 160 mK, under a magnetic field of 3.6
T, which can be understood only by introducing inter-dimer
couplings in the model [13]. Besides the PMR data, this is
also evidenced in the specific heat measurement, where the
low temperature hump(peak) signals the crossover(transition)
into short-(long-) range ordered state [15, 18], also suggesting
the existence of weak inter-dimer couplings.
Early attempts to introduce inter-dimer interactions include
two possible model structures: a ladder model (with dimers
on the rungs) and an alternating chain model [57]. These
two models both fit thermodynamic measurements of CN well
since their corresponding thermal predictions are essentially
equal [18, 22]. However, the discrimination between these
two models was later done by the angular dependent PMR
[19], according to which one identifies the possible superex-
change paths and thus rules out the ladder model. In addition,
neutron-diffraction results also support the spin chain scenario
[21].
Therefore, it has been concluded that an AHAFC model
can very well describes the magnetic properties of CN (in the
temperature regime above ∼ 160 mK), which reads
H = J
L/2∑
n=1
(~S2n−1~S2n+α~S2n~S2n+1)−
L∑
m=1
∑
ν={‖,⊥}
gνBνS
z
m,
(1)
where ~S = {Sx, Sy, Sz} is the vector spin operator contain-
ing three spin operators in different directions; J = J1 is the
strongest superexchange coupling; α = J2/J1 is the relative
4strength of dominant inter-dimer interaction, whose precise
value was measurably different in various experiments and left
undetermined between 0.24 and 0.27 [22, 23]. Also note that
in the magnetic-field coupling (Zeeman) term, the Lande´ fac-
tors are different (g‖ 6= g⊥) on the direction along b axis and
that perpendicular to it. This magnetic anisotropy has been
observed experimentally in the magnetic susceptibility mea-
surements for a period of time [7], while little understanding
has been achieved yet.
Figures 1(b-e) depict the spin chain structure and the spin-
spin interaction paths. The distances between one Cu2+ ion to
three neighbors are 5.33 A˚ , 6.22 A˚ , and 6.32 A˚ [18], which
leads to, through Cu-O-H-O-N-O-Cu bridges, three distinct
couplings J1, J2, and J3, respectively [Fig. 1(b)]. There-
fore two possible inter-dimer superexchange paths J2 and J3
are shown in Fig. 1(d), and the spin chain thus could have had
two possible routes on any (101¯) plane [see Fig1(d)]. Until re-
cently, inelastic neutron scattering (INS) determines that J3=-
0.01 meV (of magnitude about 1/10 of J2) [27], so that J2 is
the dominant inter-dimer interaction, which connects dimers
to form a tilted alternating chain, as shown n Figs. 1(c-e).
Moreover, from Fig. 1(e), we can see that there exist four
inequivalent types of (101¯) planes where the spin chains are
arranged in different ways, namely, planes I to IV shown in
Fig. 1(e). In I and III planes, the AHAFC stretch along [111]
direction [from left top to right bottom, see Fig. 1(c)], with a
shift of b/2 ' 2.45 A˚ between chains in I and III planes; while
in planes II and IV, the chains go from left bottom to right
top ([11¯1] direction), with the same shift of distance (b/2) be-
tween spin chains in both planes [Fig. 1(c)].
C. First-Principles Calculation and Electron Density
Distributions
In Subsection II B, we scrape together quite a number of
experimental observations, including various thermodynamic
measurements and INS results, and arrive at the conclusion of
an AHAFC model description for CN. However, a thorough
study of electronic structures in CN via ab initio calculations
is indispensable, which may provide an direct check for the
existence of spin-chain type magnetic interactions in CN and
offer insight into exchange path other than intra-chain cou-
plings.
In this work, we employ a self-consistent field calculation,
based on the all-electron projector augmented wave (PAW)
method [58] implemented in VASP [59], to investigate the
electron density distributions in CN. We adopt the general-
ized gradient approximation of Perdew, Burke, and Ernzerhof
exchange-correlation functional [60]. The cutoff energy for
the plane wave expansion is chosen as 1000 eV, and the k-
point mesh is 2×3×2. In practical calculations, little changes
both in the cell shape and atomic positions have been obseved
after structure relaxation, hence the experimental lattice pa-
rameters shown in Fig. 1(a) are used, and two unit cells which
comprise 264 atoms (including 16 copper atoms) are selected.
In Fig. 2, we show the simulated results of electron den-
sity distributions. Remarkably, in Figs. 2(a,b) the spin chain
FIG. 2: (Color online) The projected electron densities on (a) III-type
(101¯), (b) IV-type (101¯), and (c) (010) planes. a0 ' 0.53 A˚ is the
Bohr radius, the projection range of electron density is of thickness
[-0.5, 0.5], respect to [101¯] unit vector for (a,b) and to [010] vector
(i.e., primitive vector b) for (c) (refer to Fig. 1 for the specific crystal
directions). The positions of copper ions are marked by solid balls.
In (a,b) the tilted chain structures are clearly shown by high electron
densities along the chain direction [111] for (a) and [11¯1] for (b). In
(c) the dimers with different hight on b axis are labeled in different
colors, from which it is clear that there exist weak inter-dimer in-
teractions (denoted as Jm) along [001] direction, while there exists
no visible exchange path between two nearest neighboring dimers
connected by 1/2 × [111] or [11¯1] vector.
alignment in (101¯) plane is clearly demonstrated, where the
electrons tend to reside along the chain directions and thus
leads to larger exchange integrals J1 and J2 [see Fig. 1(a)].
Note that from the calculated results, we can discriminate J2
from J3 without any ambiguity, where the Fig. 2 show that
the electron densities (hence also the coupling strength) are
different in J2 and J3 bonds for orders of magnitudes. This
difference between J2 and J3, as well as the fact that tilted
chains are along difference directions between I, III and II,
IV planes [Figs. 2(a,b)], agree with the INS observations in
Refs. 23, 27. Moreover, in Fig. 2(c) we show the electron
densities in (010) plane, where the J1 dimers are highlighted,
from which we can see that there exists a weak dimer-dimer
exchange coupling Jm between every pair of dimers along
[001] direction, this again has been observed experimentally
[23].
5D. Inter-chain Couplings and 3D Heisenberg spin model
The AHAFC model can explain well most experimental ob-
servations of CN in a very wide range of temperatures (above
a few hundreds of milikelvins). Nevertheless, ultra low tem-
perature measurements of PMR [13], adiabatic susceptibility
[17], and heat capacity [22], uncovered a 3D phase transition
at about 150 ∼ 160 mK, under magnetic fields between Bc
and Bs. The existence of such a finite-temperature transition
from magnetic disordered phase to 3D long-range order phase
[28] is clearly beyond the 1D spin model given in Eq. (1).
In Subsection II B, we mentioned that the ferromagnetic
coupling J3 whose magnitude is about 1/10 of J2 [Figs.
1(b,d)], and thus plays the role of a weak inter-chain inter-
action. In addition, INS experiments reveal that there exist
some other inter-chain interactions, namely, Jm = 0.018(2)
meV, between dimers and along [001] directions [Fig 1(e)]
[23]. These important facts have been confirmed by our first-
principles calculations in Subsection II C, as Fig. 2 illustrates.
Put all these intra- and inter-chain interactions together,
we arrive at a 3D Heisenberg spin model with Hamiltonian
H3D = H(101¯) +HCTC, which reads:
H(101¯) =
∑
~p∈{A}
J1~S~p~S~p+iˆ + Jj
~S~p~S~p+jˆ + Jk
~S~p~S~p+kˆ, (2)
and
HCTC =
∑
~p
Jm~S~p~S~p+~c/2 (3)
Equation (2) is a 2D honeycomb lattice model with three
different coupling constants along iˆ, jˆ, and kˆ directions [see
Fig. 1(d)]. ~p is the coordination vector in {A} sublattice [Eq.
2] or running over all lattice sites [Eq. 3] of honeycomb lattice
on (101¯) planes. One typical site in {A} sublattice has been
marked in Fig. 1(d). Note that Jj = J2 and Jk = J3 on
planes I and III, while Jk = J2 and Jj = J3 on planes II and
IV.
Equation (3) represent the inter-layer couplings, Jm is the
dimer coupling, ~p is coordination vector of every localized
spin site, and ~c has magnitude of lattice constant c = 15.8
A˚ and is along [001] direction (there must be a spin site at
~p + ~c/2 according to CN structure shown in Fig. 1). Some
additional remarks on 3D inter-chain couplings in Eq. (3)
are in order: Since there exist four kinds of 2D honeycomb
planes [I to IV in Figs. 1(c,e)] which are different from each
other by lattice shifts and reflection operations about (010)
plane (see related descriptions in Section II B), and the chains
are arranged along different paths ([111] or [111¯]) on differ-
ent planes, Eq. 3 thus describes a 3D coupled tilted chains
(CTC) model. In this model, two spins are coupled via J1
(a dimer) when both involved sites are of equal height in b
axis and have a shift in distance of c/2 ' 7.9 A˚ in [001] di-
rection in ac-plane. Therefore, the seemingly simpleHCTC in
Eq. (3) actually represents a quite peculiar 3D inter-chain cou-
pling model which looks bizarre while are actually feasible in
the material CN. This 3D model has not been reported before
as far as we know, neither has its properties been explored.
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FIG. 3: (Color online) (a) The 2D TTN represents the partition func-
tion Z of a 1D quantum lattice model, which exhibits a checkerboard
pattern. (b) and (c) are the transfer matrices along spatial and Trotter
directions, respectively. (d) depicts the rank-four local tensor ν, the
elementary unit in the TTN.
In Ref. 23, INS experiments also show there exists inter-
chain interaction between nearest dimers along [100] direc-
tion. However, we find that by shifting dimers along [1/2 0 0]
as indicated by the authors in Ref. 23, there locates no dimer
in the supposed position (see Fig. 1). This is also verified
in our Abinitio calculations, where Fig. 2(c) shows clearly
that there is no visible dimer-dimer coupling between a dimer
and its nearest neighbor along [100] direction. Therefore, we
include only the inter-dimer coupling Jm along [001] direc-
tion in Eq. (3), while leaving it as an open problem about
the possibility of adding more inter-chain coupling terms to
Eq. (3). Note that the inter-chain interactions are rather weak
and does not alter the physical properties except at ultra low
temperatures. In the followings, except for the discussions on
criticality-enhance MCE in CN, this 3D model Eqs. (2, 3) will
not be involved, and we focus on the AHAFC model descrip-
tion in Eq. (1) exclusively.
III. THERMAL TENSOR NETWORK APPROACH
High-precision thermal quantum manybody calculations
are indispensable for relating the spin models discussed in
Sec. II to the thermodynamical pmeasurements of CN. In
this section, we firstly review the LTRG method proposed by
some of the authors in Ref. 52. Then, we promote LTRG
to a double-layer form with significantly improved accuracy,
and then discuss its intrinsic relation to the well-established
TMRG approach.
A. Thermal Tensor Networks and Linearized Tensor
Renormalization Group Method
Employing the Trotter-Suzuki decomposition [53],
we obtain a 2D TTN for the 1D Heisenber chain,
which consists of rank-four tensors νσ1,σ2,σ3,σ4 =
〈σ1, σ2| exp (−τhi,j)|σ3, σ4〉 [see Figs. 3 (d)]. In order
to calculate the thermodynamic properties one needs to
accurately contract the TTN, which, however, is a NP-hard
6problem and thus can not be solved exactly. Therefore,
people has to resort to approximate methods for efficient
contractions of TTN. Among others, renormalization group
algorithms constitute an important class of approaches which
are developed to accurately contract the TTN and calculate
interested quantities including free energy per site, specific
heat, magnetic susceptibility, entropy, and others.
As shown in Fig. 3, the interconnected local tensors con-
stitute a 2D checkerboard-style TTN, which subsequentlyp
can be regarded as repeated 1D vertical (T1, T2) or horizon-
tal (V1, V2) stripes, i.e., transfer matrices, as shown in Figs.
3 (b,c). The full contraction of TTN and consequently the
calculations of thermal properties can be accomplished with
the help of these transfer matrices. For instance, the vertical
stripes T1, T2 transfers the spin indices {σi} between different
lattice sites and the partition function Z thus reads
Z = lim
L→∞
Tr(T1T2)
L/2, (4)
whereL denotes the total length of the chain. In the thermody-
namic limit the dominant eigenvalue λmax of transfer matrix
T = T1T2 determines the free energy per site f = 12β lnλmax
and also other thermodynamic quantities.
In order to calculate the extreme eigenvalue (and corre-
sponding eigenvector), in Ref. 50, Xiang and Wang utilized
the density-matrix renormalization group (DMRG) method,
originally developed for Hamiltonian system, to solve the
transfer matrix problem. They perform RG process along
the Trotter direction and truncate the accumulated {σi} in-
dices/states into a fixed number (M ) of renormalized states.
TMRG can determine the thermodynamic properties with
high precision, and has been established as the method of ref-
erence in calculating thermodynamics of 1D strongly corre-
lated quantum lattice systems [61].
Alternatively, the efficient contraction of the 1+1D TTN can
also be performed by making use of the horizontal transfer
matrices V1, V2 [see Fig. 3 (c)]. Li et al. proposed a TTN
algorithm dubbed as LTRG [52], which project continually
the transfer matrix V1(2) to the density matrix of the system
(in a form of matrix product operator, MPO). LTRG method
can be used to accurately calculate the thermodynamics in 1D
chains [52, 62] and applies also to higher dimensional lattices
[52, 63]. At a first glance, it seems that these two RG methods,
TMRG and LTRG, are quite different, since they are dealing
with transfer matrices along two distinct axes, i.e., the hori-
zontal and vertical directions, which are clearly inequivalent:
the spatial direction is infinite while the thermometric axis is
finite and subject to a periodic boundary condition. However,
a closer look into it below reveals that they are actually inti-
mately related to each other, on the ground that both methods
manage to accurately contract the TTN, while such globally
optimized contraction schemes should treat both directions
(implicitly) in equal footing.
B. LTRG and LTRG++ Algorithms
In this subsection, we firstly briefly review the single-layer
LTRG proposed in Ref. 52, and then propose its bilayer form
upper 
layer
lower
layer
TbT Λa
El Er
TaTb
(a)
(b)
Λ
Tb
Λ
Ta
Λ
Λ
FIG. 4: (Color online) LTRG++ algorithm adopts a double-layer
scheme which contracts simultaneously upper and lower layers into
two MPOs. (b) Ta(b) and its conjugate counterpart constitute the
transfer matrix, with the left(right) dominant eigenvector El(r) and
the corresponding eigenvalue λmax.
(Fig. 4), which improves the accuracy prominently and is
dubbed as LTRG++. For more technical details on LTRG,
we refer to Appendix A.
In the LTRG algorithm, only a single MPO [upper or lower
one in Fig. 4(a)] is involved in the process of contractions:
Starting from the single MPO at initial inverse temperature τ ,
and by continually projecting ν tensors onto upper (or lower)
MPO, we cool down the system from very high temperatures
(1/τ ) to various lower temperatures, β = 1/((n+1)τ) at n-th
step and thus the thermodynamics at temperature 1/β can be
calculated (see more details of single-layer LTRG in Ref. 52).
LTRG can produce quite accurate results for thermodynamic
properties even at quite low temperatures, and the precision is
comparable to that of TMRG. [52]
Nevertheless, besides the single-layer algorithm, we devise
here a double-layer LTRG++ algorithm, as shown in Fig. 4,
for contracting the TTN. The main idea is as following: we
contract the TTN into two (instead of one) MPOs, this is
what “++” means. Figure 4(a) exploits a symmetric construc-
tion, where the upper and lower layers are contracted into two
MPOs in exactly the same manner, saving one half of the
projection time. Due to the checkerboard structure of TTN,
7each projection step comprises of two substeps, called as the
odd and even substeps. After n steps, one reaches the in-
verse temperature β = (2n + 2)τ . The free energy per site
f(β) = limN→∞− 1N log(Z) can now be calculated from the
series of renormalization factors κa and κb, extracted at odd
and even substeps, respectively [64]. In addition, we also need
to calculate the dominant eigenvalue λmax of transfer matrix
consisted of Ta, Tb and their conjugates in Fig. 4(b), with
corresponding left (right) eigenvectors El (Er). With these
results, the free energy per site f at β = 2(n + 1)τ can be
computed via
f =
1
4(n+ 1)
[
n∑
i=1
(log κai + log κ
b
i ) + log(λmax)]. (5)
The advantages of LTRG++ over the previous single-layer
algorithm can be summarized in mainly two aspects: Firstly,
LTRG++ further improves the accuracy of LTRG, and is
now practically of the same precision as TMRG; Secondly,
LTRG++ can save half of the projection time. Related dis-
cussions and numerical evidence can be found in Appendix
A. Note that in the LTRG++ algorithm one can also adopt
an asymmetric construction such that two MPOs are (approx-
imately) conjugate to each other, and recovers then the pu-
rification scheme [65] used in finite-temperature DMRG [66].
Therefore, TTN approaches are very flexible, and can be de-
signed to rewrite/recover the well-established TMRG, purifi-
cation, and potentially other thermal RG methods.
IV. THERMAL TENSOR NETWORK SIMULATION AND
FITTINGS TO CN EXPERIMENTAL RESULTS
Fitting the numerical simulated results to experimentally
obtained magnetothermodynamic data is an important way to
determine the parameters in Hamiltonian Eq. (1) describing
the CN chain. In particular, in the present study, the purposes
of performing numerical fittings are two-fold.
Firstly, we notice that fittings to the thermal properties in-
cludes the magnetic susceptibility, magnetization curves, and
variousp specific heat curves have been performed in Ref. 22,
where part of the data can be nicely fitted based on ED cal-
culations on system length up to L = 12 (and their extrap-
olations). The authors get a set of fitting parameters, among
which the coupling ratio between weak and strong bond is
α = 0.27, and J/kB = 5.16(4)K) [see Hamiltonian Eq.
(1)]. However, the specific heat curves at large magnetic fields
(2.82 and 3.57 T) were poorly fitted by the ED calculations.
Actually, since at such strong field (2.8 T < B < 4.4 T)
the ground state of the system is in a quantum critical region
(Luttinger liquid phase [28]) and is supposed to have rather
long correlation lengths at low temperatures. Therefore, ED
calculations with such a small system size (up to L = 12)
might be insufficient for an accurate estimation in that cir-
cumstance, and a large-scale thermodynamic algorithm is es-
sentially needed to clarify this ambiguity.
Secondly, and more importantly, it is also noticed that the
coupling ration α = 0.27 determined in Ref. 22 is “measur-
ably different” from that from INS experiments, where it is
FIG. 5: Fitting to experimental data of specific heat curves under
various magnetic fields, (a) B = 0, (b) 0.78, (c) 2.82, and (d) 3.57
T. The experimental data (symbols) are taken from Refs. 8, 22, and
the dashed fitting lines are calculated with α = 0.27, while the solid
lines are fittings with α = 0.23. The B = 0.78 T curve in (b)
was measured with powder samples [22], thus is fitted using average
Lande´ factor gav ' 2.2; and theB = 2.82 and 3.57 T curves in (c,d)
are measured along crystal b axis, with Lande´ factor g‖ = 2.31.
determined that α ' 0.24 [with strong bond J = 0.442(2)
meV = 5.13(2) K].[23] The authors in Ref. 23 ascribed this
discrepancy to the influence of interchain interactions in ther-
modynamic fittings. However, this argument can not be fully
plausible since the interchain interaction is so weak (∼ 0.06K)
[18, 19] and could hardly induce any sizable effects on the
thermodynamic properties in the temperature range of 2∼20
K so as to shift the fitting from α = 0.24 to 0.27.
Therefore, we perform state-of-the-art TTN simulations de-
veloped in Sec. III B and fit the magnetothermodynamic data
both taken from Refs. 7, 8, 22 and measured in the present
work. In our lab, we prepared various CN single-crystal spec-
imens with sizes up to one or two centimeters (see Appendix
.B for details of sample preparation) and measured their mag-
netization in high-precision SQUID devices. In practical cal-
culations, Trotter slice is set as τ = 0.025, the lowest tem-
perature reached is T/J = 1/150 (i.e., inverse temperature
β = 150), and χ = 400 ∼ 600 bond states are retained, with
truncation error smaller than 10−13. Numerical convergence
versus χ of various concerned quantities including free en-
ergy, specific heat, magnetization curve, etc, has always been
checked.
A. Specific Heat at Various Magnetic Fields
We start from the specific heat curves at various magnetic
fields B = 0, 0.87, 2.82, and 3.57 T, as shown in Fig. 5. Ex-
8perimental data (symbols) are taken from Ref. 22, and the
coupling constant J , chosen to be 5.13 K, is within the fiducial
range of 5.16(4) K from previous thermal fitting and 5.13(2) K
from scattering fitting. Actually we find out that small change
of J (say, ±0.3 K) does not cause significant changes calcu-
lated results of quantities so as to affect other fitting parame-
ters.
In Figs. 5(a), 5(b), we plot specific heat curves of low mag-
netic fields (B = 0, 0.78 T), and both fittings with α = 0.23
(solid lines) and 0.27 (broken lines) are displayed as compar-
isons. It is seen clearly that the calculated curves of both α
values can fit the magnetic specific heat curves almost equally
well, for either B = 0 or B = 0.78 T case. Therefore, it
is difficult making a preferable choice amongst these two α
values, as well as potentially many other values in between.
In Fig. 5(c) the measured specific heat curve Cp shows
double peak structure, and α = 0.24 and 0.27 curves start
to show some qualitatively different behaviors: While the
α = 0.27 curve only presents a shoulder below 1 K, the calcu-
lated α = 0.23 curve correctly captures the double-peak struc-
ture, making the latter fitting noticeably better than the former.
Moreover, the difference between two fittings becomes more
strikingly in Fig. 5(d) [67], where Cp in the region 0.3 ∼ 1.5
K is quite sensitive to the change of α, and α = 0.23 is obvi-
ously superior than 0.27 in this case.
Therefore, from the direct comparisons in Fig. 5, we con-
clude that α = 0.23 is an overall better parameter than
α = 0.27 in the fittings of specific heat curves at various
fields. We would like to stress that the discrimination between
α = 0.23 and 0.27 can be done only if an accurately calcula-
tion is possible for the low-temperature thermodynamic prop-
erty of CN at high fields (2.82 and 3.57 T) where the ground
state is a critical Luttinger liquid. The authors in Ref. 22 per-
formed fittings to these data based ED simulations on rather
limited system size (up to 12 sites) and get poor agreements,
thus did not manage to discriminate α = 0.24 from α = 0.27
[68].
B. Magnetic Susceptibility and Magnetization Curve
In Sec. IV A, we find the parameter α = 0.23 prevails
α = 0.27 for fitting specific heat curves under magnetic fields.
In this subsection, we check whether the preferred parameter
α = 0.23 can also fit other magnetothermodynamic quanti-
ties such as zero-field magnetic susceptibility measurements
χ and the magnetization curves at various temperatures.
Figure 6 illustrates the fittings to magnetic susceptibility
reuslts, which comprises data measured in the present work
and those taken from Ref. 22. In particular, the present mag-
netic susceptibility measurements are performed in order to
fill up the gap in the temperature range 5 K < T < 15 K
where the old susceptibility data are absent. It is seen that in
Fig. 6 the TTN calculations can fit the experimental results
very well. Note that the magnetic susceptibilities are mea-
sured both along and perpendicular to the crystal b axis, Fig.
6 reveals that there exists quite prominent annisotropy in the
spin chain material. It turns out, through the fittings of both
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FIG. 6: (Color online) Fittings to measured magnetic susceptibility χ
taken from previous experiments (Ref. 22), as well as those obtained
in the present work (squares and circles). The latter is measured
under a small magnetic field (B = 0.6 T) to mimic the zero-field
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FIG. 7: (Color online) Various magnetization curves at different tem-
peratures and their LTRG fittings. The two curves (at 2 and 5 K) un-
der magnetic fields applied perpendicular to the b axis, are measured
with a SQUID in the present work; while the 2.03 K curve parallel
b axis and 317 mK curve perpendicular to b axis are taken from Ref.
22 and Ref. 28, respectively. A 40 mK line ideally calculated from
the spin chain model is also included, demonstrating two quantum
critical points Bc = 2.87 T and Bs = 4.08 T which are identified
by two diverging peaks of dM/dB.
susceptibilities with Hamiltonian Eq. 1, that this annisotropy
can be attributed to different Laude´ factors in the directions
parallel (g‖ = 2.31) and perpendicular (g⊥ = 2.14) to the b
axis.
Besides the zero-field χ, we also fitted the magnetization
curves at various temperatures (517 mK, 2, 2.03, and 5 K).
In Fig. 7 the measured magnetization curves with magnetic
fields perpendicular to b axis, parallel magnetization curves
taken from Ref. 22, as well as 517 mK data from Ref. 28, are
quantitatively fitted with the set of parameters J = 5.13 K,
α = 0.23, g‖ = 2.31, and g⊥ = 2.14.
To summarize, through above high-precision fittings, we
9FIG. 8: Numerically simulated and experimentally measured isen-
tropes of CN. (a) The contour lines represent entropy per site 0.08 ≤
S/R ≤ 0.48 (bottom to top) with interval ∆S/R = 0.04, where
R ' 8.314 J · K−1 · mol−1 is the gas constant. (b) Compar-
isons to measured adiabatic isentropes of CN around the critical field
Bs ' 2.87 T, the experimental data are taken from Refs. 15, 20.
conclude that the coupling ratio α determined is close to that
(α = 0.24) obtained from INS experiments [23], while “mea-
surably” different from α = 0.27 in previous thermodynamic
fittings [22]. This finding reveals that the thermal and scatter-
ing experiments are actually consistent with each other, and
the previously supposed discrepancy may be due to limited
simulations in fitting low-T thermal data of gapless Luttinger
liquid phase.
V. CRITICALITY-ENHANCED MAGNETOCALORIC
EFFECT
As early as 1968, magnetic refrigeration in spin chain ma-
terial Cu(NO3)2 · 2.5H2O has been experimentally observed,
where a temperature decrease ranging from 1 to 58 mdeg was
measured by increasing fields form 0.46 to 0.96 T [8]. Later
on, van Tol et al. [15] explored the isentropic lines with fields
in the range from 2 to 5 T, and observed two prominent dips
with temperature as low as ∼ 100 mK (near two transition
fields Bc and Bs). This phenomenon was later attributed to
large entropies near two fields, through ED calculations and
theoretical analysis [20]. However, it was unclear then that
this enhanced MCE is due to quantum criticality at two transi-
tion fields, and a close comparison to experimental measured
isentropes was absent, perhaps due to the lack of powerful
manybody computation tools.
In this section, we employ the TTN simulations to explore
the isentropes and magnetic Gru¨neisen parameters, and revisit
the early isentropic data in Ref. 20. We reveal that there exists
criticality-enhanced MCE near two field-induced QCPs. In
Fig. 7 the calculated magnetization at T=40 mK [69], where
two QCPs, i.e., the plateau-closing field Bc = 2.87 T and
saturation fields Bs = 4.08 T, are clearly shown. Between
these two QCPs, there exists a continuous critical Luttinger
liquid phase which hosts gapless magnetic excitations.
In Fig. 8(a), we plot the isentropic curves of various mag-
netic entropies (from S/R = 0.05 to 0.5). For curves with rel-
atively large entropies (0.2 ≤ S/R ≤ 0.48), the lowest tem-
perature appears at around B ' 3.5 T, roughly located in the
center of gapless region. However, with further lowering tem-
peratures, we see that the broad dip eventually splits into two
sharper dips in the isentropic curves, signalling two QCPs.
Fig. 8(a) therefore manifests that in the both vicinities of
two QCPs and in the quantum critical region, the thermal en-
tropies are relatively large, which in turn results in criticality-
enhanced MCEp.
Along each isentropic curve, one can read out the adia-
batic temperature changes with varying magnetic fields. A
quite distinct future of Fig. 8(a) for CN chain is that on both
small and large field sides, one experiences large tempera-
ture changes by varying fields. This is in contrast to uniform
Heisenberg model (see, for instance, Fig. 2 in Ref. 49 for spin
chain material CuP), where only on large field (right) side of
saturation QCP. For CuP chains, one can observe large MCE
by decreasing from very large field to saturation point, while
little temperature change is seen by increasing fields from 0
to saturation due to the presence of Luttinger liquid all along
the magnetization curve. On the contrary, for the CN chain,
the situation is different due to the existence of dimerization,
which opens up a gap at low fields < Bc. This fact enables us
to realize criticality-enhanced MCE for relatively small fields
(< 4 T), and one could even properly design a thermal cy-
cling to make use enhance MCE around both low and high
critical fields in one complete cooling process, with presum-
ably much higher refrigeration efficiency than, say, uniform
CuP chain [49].
In Fig. 8(b), we show the experimental data of isentropes
(low-field region) from Refs. 15, 20 and compare it to the sim-
ulated curves. From Fig. 8(b), we can see that, for isentropes
with relatively large entropies (say, S/R = 0.23, 0.18, 0.15),
the fittings based on 1D model [Eq. (1)] are strikingly good;
when the entropy decreases and the lowest temperature ob-
tained in the adiabatic experiments reaches ∼ 100 mK [see
S/R = 0.08 in Fig. 8(b)], slight deviation starts to show
up in the vicinity of QCP with Bc = 2.87 T. Such deviation
may be ascibed to inter-chain interactions [see Eqs. (2, 3)]
since the magnitudes of J3 and Jm are both about 0.01 meV
(∼ 100 mK). Nevertheless, the good agreements to adiabatic
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change over an unit magnetic field change. The lines plotted, with
different hight of peaks, correspond to different ΓB at various tem-
peratures, which decrease from 640 mK to 320 mK (top to bottom).
temperature changes evidences that CN indeed has criticality-
enhanced MCE characterized by large temperature change
even for moderate fields (say, from 0 to 3.5 T).
Another important quantity measuring MCE property is the
magnetic Gru¨neisen parameter ΓB = 1T (
∂T
∂B )s, which is a dif-
ferential characterization on the temperature change ∆T over
small magnetic field variation ∆B in an adiabatic process. In
the vicinity of QCPs, ΓB diverges as T tends to zero, whose
scaling behavior is intimately related to the quantum critical-
ity [43, 44]. In Fig. 9, we show the calculated ΓB of CN,
and also the measured ΓB of uniform spin-1/2 Heisenberg
chain material CuP as a comparison (taken from Ref. 49),
from which it is seen that the CN chain has much larger ΓB
around either one of its two QCPs, twice as large as that of
CuP around the saturation field. The latter has been proposed
as a perfect alternative for ordinary demagnetization refrig-
erant due to its wide operating range, large cooling power,
and high efficiency [49]. Our simulations here shows that the
dimerized spin chain CN studied in the present work has even
more promising potential as quantum critical coolant, not only
because it has two sharp dips at suitable fields (Fig. 8), one
at Bc = 2.87 and one at Bs = 4.08 T, but also due to large
temperature change in response to the same field variation as
revealed by calculated ΓB shown in Fig. 9.
VI. CONCLUSION AND OUTLOOK
In this paper, we generalize the linearized tensor renormal-
ization group (LTRG) method to a bilayer form which is es-
sentially equivalent to the well-established TMRG method,
and employ this cutting-edge TTN method to accurately study
the thermodynamics of a 1D dimerized spin chain material
copper nitrate. We calculate and fit the experimental data
of specific heat, magnetic susceptibility, and magnetization
curves, some of which are measured experimentally in the
present work. The previous discrepancy in coupling constants
determined from different experiments are resolved, and we
conclude that the set of parameters J = 5.13 K, α = 0.23(1),
g‖ = 2.31, and g⊥ = 2.14 yielded from fitting thermal prop-
erties, is actually in remarkable consistency with those deter-
mined from INS experiments. In addition, based on electron
density distribution pattern, we have for the first time visu-
alized the spin-chain exchange path in CN, through ab initio
calculations. On the grounds of these calculations, and also
according to INS experiments, we obtain a 3D spin model de-
scribing magnetic properties of CN below about 160 mK.
With this set of parameters characterizing the magnetic
properties of spin chain model material CN, we uncover,
though accurate TTN simulations, that there exists criticality-
enhanced large MCE near two quantum phase transition
points, even at very low temperatures. Judged from the
quantum anomaly in low-temperature isentropic curves and
the extraordinarily good agreements to experimentally mea-
sured isentropes, as well as the large peaks/dips in mag-
netic Gru¨neisen parameters, we propose that CN is a very
promising quantum critical coolant with significant temper-
ature changes in response to magnetic field variations of mod-
erate values.
There are still a number of interesting questions deserv-
ing further discussions, on both experimental and theoretical
sides. To name a few, the direct experimental measurement of
adiabatic temperature change for larger field ranges, instead
of the rather limited field range between 2 to 4 T in previ-
ous experiments, is important to verify our prediction of CN
as a promising quantum critical coolant. In addition, the per-
formance characteristics such as operation temperature range,
cooling power, and efficiency, are also in due to be investi-
gated. Another important ingredient missing in the present
work is the effect of inter chain couplings, whose Hamilto-
nian has been given in Eqs. (2, 3). The inter-chain couplings
could be of importance since the coolant is supposed to work
in a circumstance with lowest temperature T < 100 mK, an
energy scale comparable to that of inter-chain exchange con-
stant in CN.
Acknowledgments
WL is indebted to Tao Xiang, Shi-Ju Ran, Ji-Ze Zhao,
Hong-Liang Shi, Fei Ye, and Peijie Sun for useful discussions.
WL also acknowledges Shou-Shu Gong for nicely providing
(part of) Fig. 3. This work was supported by the National
Natural Science Foundation of China (Grant Nos. 11274033,
11474015, 11504014, and 61227902), the Research Fund for
the Doctoral Program of Higher Education of China (Grant
No. 20131102130005), and the Beijing Key Discipline Foun-
dation of Condensed Matter Physics.
11
e-τh 
Pa Pb
Pb
Pa
Si
 
Sj
(a) (b)
(f)
σ1 σ2
 
ν
(d)
=
=
Tb
σ1
σ’1
σ2
σ’2
σ1
σ’’1
α β
α
β
σ1
σ’1
σ’’1
σ’1 σ’2
Pa
Pb
(e)
=
Taσ2
σ’’2
αβ
α
β
σ2
σ’2
σ’’2
h = 
TbTa
Λ
Λ
(c)
=
TbTa
Λ Λ
TbTa
Λ Λ
̰
Λ
̰
=
M
=
ν
FIG. A1: (Color online) (a) A local coupling term ~Si · ~Sj , where
~S = {Sx, Sy, Sz} is a vector spin operator. (b) Elementary tensor
ν = exp (−τh) can be decomposed into two rank-three tensors Pa
and Pb. (c) Matrix product operator representation of density matrix
of spin chain. (d,e) Rank-four tensors Ta(b) are obtained by recom-
bining Pb and Pa, which interconnects via the geometric (horizontal)
bonds and form an MPO. (f) Local projection and truncation scheme.
Appendix A: Bilayer thermal tensor network algorithm
LTRG++, hidden Matrix Product State, and comparisons to
TMRG
In this appendix, we provide more technical details of lin-
earized tensor renormalization group (LTRG) and LTRG++
algorithms and relate them to the well-established transfer-
matrix renormalization group (TMRG) approach. In Fig.
A1(a), we firstly specify the local two-site Hamiltonian as
hi,j = Ji,j ~Si · ~Sj between spin-1/2’s. Such local spin-spin
coupling term can be seen in the AHAFC model Eq. (1) of
main text. Given the local tensor νσ1,σ2,σ′1,σ′2 = e
−τhi,j as
in Figs. 4(b), one decomposes ν into Pa(b) and then recom-
bine them in a way [Figs. 4(d,e)] to form the rank-four ten-
sor [Tb(a)]α(β),β(α),σ1(2),σ′′1(2) =
∑
σ′
1(2)
[Pb(a)]α(β),σ1(2),σ′1(2) ·
[Pa(b)]β(α),σ′
1(2)
,σ′′
1(2)
. Ta,b’s are interconnected with each
other via geometric bonds α, β and constitute an matrix prod-
uct operator (MPO) of initial bond dimension D = 4 [Fig.
A1(c)].
After the initialization, we need to evolve the MPO along
Trotter direction with the local projection and truncation
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FIG. A2: (Color online) (a) Traditional TMRG algorithm, four
blocks s, µ, e, σ constitutes a symmetric construction. (b) Bilayer
LTRG++ algorithm for contracting thermal tensor network, El '
UΛ2U† is the dominant left eigenvector of the transfer matrix, where
Λ is a diagonal matrix obtained in LTRG++. (c) Hidden matrix prod-
uct state representation of El in the LTRG++, revealed explicitly by
expanding El with {U (i)} series [and also (U (i))†].
scheme shown in Fig. A1(f). In either LTRG or LTRG++,
we absorb the evolving operator ν to local tensors Ta, Tb in
the MPO, as well as two bond weights Λ, and arrive at the
M tensor of rank six. Then one reshape M into a matrix and
decompose it to obtain two updated tensors T˜a, T˜b, and new
bond weight Λ˜ (find more details in Ref. 52). Note that since
the so obtained MPO is quasi-canonical due to that every sin-
gle evolving operator ν is close to identity.
In order to calculate the free energy per site at any specific
temperature, following Eq. (5) in the main text, we need to
collect the normalization factors κa(b)i (obtained by normaliz-
ing Λ after each projection process) and the dominant eigen-
value θmax of ladder transfer matrix shown in Fig. 4(f) of
main text. Notice that a proper combination of κi’s and λmax,
i.e., θmax = (Πni=1κ
a
i κ
b
i ) ·λmax, is nothing but an accurate es-
timate of dominant eigenvalue of vertical transfer matrix [see
Fig. 3(b) of main text] one pursues in the TMRG algorithm.
To be specific, we compare in Fig. A2 the LTRG++ algo-
rithm with traditional TMRG. As shown in Fig. A2(a), TMRG
exploits the “s-µ-e-σ” construction, adding two blocks (µ and
σ) per iteration, and truncate enlarged system (environment)
block s-µ (e-σ) with the aid of dominant eigenvectors of trans-
fer matrix. Note that the transfer matrix is non-Hermitian and
have two sets (left and right) of eigenvectors. Take the dom-
inant left eigenvector as an example: one can construct the
reduced density matrix of s-µ (or e-σ), and retain the largest
m states (White’s rule) to reduce the enlarged direct-product
space s-µ (e-σ), executing the truncation of left indices of the
transfer matrix. The procedure is similar for the truncation of
right indices, with the help of dominant right eigenvector.
At first sight, this algorithm, firstly proposed in the lan-
guage of traditional DMRG [50], is quite different from the
bilayer LTRG++ algorithm introduced in section III B of main
text. The latter is developed in the language of tensor net-
works, and it contracts the tensor networks along Trotter di-
rection, seemingly different from the former. However, in
fact, these two algorithms are, despite some minor technical
details, essentially equivalent. In Figs. A2(b,c), we show that
there exists a hidden matrix product state (MPS) in LTRG++
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algorithm, which is nothing but the dominant eigenvector of
vertical transfer matrix in TMRG. In Fig. A2(b), take the left
eigenvector El as an example, it is shown that El ' UΛ2U†
where Λ is a diagonal matrix storing the Schmidt coefficients,
obtained from singular value decomposition on the specific
bond [52]. Given that, we can further expand El in terms of
the series of U (i) and (U (i))†, the truncation matrices gener-
ated in each projection step (not stored during the process of
computations, though), and arrive at Fig. A2(c) which reveals
explicitly the hidden MPS representation of dominant eigen-
vector of transfer matrix.
To confirm the above argument, in Fig. A3 we compare
numerically the accuracy of single-layer LTRG, TMRG and
bilayer LTRG++ results for the exactly soluble XY spin chain
model. Note that there exists a point where the truncation er-
ror happens to cancel the Trotterp error completely, leading
to a very steep dip in Fig. A3: For small β (high tempera-
tures regime) Trotter error is dominant, while for large β (low
temperature regime) truncation error takes the place. Since
the Trotter error accumulates linearly with β and is indepen-
dent of the specific truncation schemes, the position of the
cancellation point thus reveals how fast truncation errors ac-
cumulate and plays the role as an indicator of “goodness” of
the truncation scheme. In principle, the further the cancella-
tion point dwells on β axis, the better the truncation scheme
is. Therefore, according to Fig. A3, bilayer LTRG++ has sig-
nificant improvement compared to the single-layer LTRG, and
bears practically the same accuracy as TMRG. This observa-
tion strongly supports our argument above that LTRG++ is in
essence equivalent to TMRG.
To summarize, although it seems that LTRG++ and TMRG
are following reversed orders in contracting the TTN (Trot-
ter or spatial direction first), a more careful analysis, though,
reveals that the truncation matrices in LTRG++ constitute a
hidden MPS and these two methods are essentially equiva-
lent. This can be attributed to the fact that a full contraction
FIG. A4: (Color online) Examples of synthesized single-crystal CN
specimens, which are transparent and with needle-like shapes. The
needle axis is parallel to crystal b axis, and the lengths of samples
range from a few mm to more than 1 cm.
of TTN must consider both directions in equal footing and the
superficial order of contractions does not really matter. In fact,
these two renormalization group (RG) algorithms, and poten-
tially other RG based thermal algorithms, can be unified in the
framework of TTN simulations, more details on this topic will
be published elsewhere.
Appendix B: Sample Preparation
The Cu(NO3)2 · 2.5H2O single crystals are obtained by
cooling the hot saturated water solution of copper nitrate (CN)
down to low temperatures. The solution was heated to in-
crease the concentration, but the highest temperature should
be below 75 ◦C to prevent copper nitrate from decomposition
[8]. In practice, we heat the hot solutions to 75 ◦C, and then
transfer it directly to a cooler container (< 25◦C) to facili-
tate crystal seed formation. The temperature of latter controls
the final single-crystal size of the specimen. Sequentially, the
container is put into the 60 ◦C environment, which is slowly
cooled down to 35 ◦C. The grown single crystals have quite
large system sizes, ranging from several milimeters to one or
two centimeters (see Fig. A4), and are in needle shapes with
the long edge right along the crystal b axis.p Note during the
process of sample preparation, the CN solution should be kept
away from organic materials or solution.
In order to ensure the purity of Cu(NO3)2 · 2.5H2O in the
specimen (i.e., to remove superfluous water and other pos-
sible CN hydrates), the sample is heat to 45 ◦C for 10 min
everytime before measurements [26]. The data in Figs. 6, 7,
including the isothermal magnetization curves and the zero-
field susceptibility are measured in the high-precision SQUID
device by scanning fields and temperatures, respectively.
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