Courant algebroids are a natural generalization of quadratic Lie algebras, appearing in various contexts in mathematical physics. A connection on a Courant algebroid gives an analogue of a covariant derivative compatible with a given fiber-wise metric. Imposing further conditions resembling standard Levi-Civita connections, one obtains a class of connections whose curvature tensor in certain cases gives a new geometrical description of equations of motion of low energy effective action of string theory. Two examples are given. One is the so called symplectic gravity, the second one is an application to the the so called heterotic reduction. All necessary definitions, propositions and theorems are given in a detailed and self-contained way.
Introduction
In these lecture notes, we give a consistent and detailed introduction to an interesting application of generalized Riemannian geometry to bosonic string and to bosonic part of heterotic string. The main focus is on the equations of motion for the respective low energy effective actions. We extend and discuss in more detail the ideas sketched in our papers [18] and [19] . In particular, here we use a different definition of the Riemann tensor, the one introduced in the double field theory by Hohm and Zwiebach [16] . Further relevant references will be given in the following sections.
In Section 2, we provide a necessary introduction into the theory of Leibniz algebroids. Particular examples which are better known are e.g. Lie algebroid or Courant algebroids. The latter one are natural generalization of quadratic Lie algebras. Section 3 introduces a generalization of Riemannian metric, which is compatible with the fiber-wise pairing on the Courant algebroid. In particular, we discuss various equivalent reformulations of this concept.
Courant algebroid connections naturally combine ordinary vector bundle connections with linear connections on manifolds. In particular, we discuss in detail definitions of suitable torsion and curvature operators. This is a main subject of Section 4.
Assuming that we are in addition given a generalized metric, we may investigate compatible Courant algebroid connections. Moreover, imposing also the torsion-freeness condition, we can speak of generalized Levi-Civita connections, which we do in Section 5.
In particular, we attempt to classify generalized Levi-Civita connections. Also, we derive some important properties of those, which will prove useful in calculations of their Riemann curvature tensors. Complete answer to the classification problem can be given in case of exact Courant algebroids, cf. Section 6. In other words, we find all Levi-Civita connections on a generalized tangent bundle and calculate their Ricci scalars. Moreover, we investigate the so called Ricci compatibility condition for such connections.
It turns out that the Ricci compatibility condition plays, together with the flatness condition, a central role in the geometrical description of conditions for vanishing of beta functions as they are known in string theory. Equivalently, these conditions are equivalent to equations of motion for low energy bosonic string action. This is the main subject of Section 7.
The observation mentioned in the above paragraph provides us with a quite useful mathematical tool. For example, we can use it to prove the classical equivalence of two at first glance unrelated field theories in Section 8. One is the already mentioned low energy effective action of the bosonic string, the second one is the so called symplectic gravity.
An another example is based on the reductions of Courant algebroids. We propose a suitable generalization of Kaluza-Klein reduction for low energy string actions, based on the paper [19] and briefly discussed in Section 9. This is relevant to the heterotic string.
Conventions
We assume that all manifolds are smooth, real, Hausdorff and locally compact. Vector bundles are real and have finite rank. By Γ(E) we denote the module of global sections of a vector bundle E. Let E and E ′ be two vector bundles over M . Then Hom(E, E ′ ) denotes the set of of vector bundle morphisms from E to E ′ over an identity map on the base space. End(E) = Hom(E, E).
We use a slightly misleading notation Ω p (E) for sections of Λ p E * and even call them for simplicity p-forms on E. They are not p-forms on the total space manifold E (i.e., not sections of Λ p T * E). Similarly, T q p (E) denotes the module of C ∞ (M )-multilinear maps from p copies of Γ(E) and q copies of Γ(E * ) into C ∞ (M ). Elements of T q p (E) are called tensors on E. Given a 2-form B ∈ Ω 2 (M ), we often view it as a map B ∈ Hom(T M, T * M ) defined by inserting the vector field as its second argument, B(X) = B(·, X) ∈ Ω 1 (M ), for all X ∈ X(M ). Note that we use the same symbols for the form and the corresponding map. The same convention is used for 2-vector fields.
Leibniz, Lie and Courant algebroids
Let us start by recalling definitions of three kinds of algebroids appearing in this paper. The most general concept is the one of a Leibniz algebroid. Leibniz algebroids were first introduced in [23] by Loday. In mathematics, they are usually called Loday algebroids and the definitions may vary according to subtleties included into axioms, see e.g. the introduction of [11] for a more detailed discussion. For our purposes, it is sufficient to think about a Leibniz algebroid as a Leibniz algebra on the module of sections of a vector bundle respecting to some extent the multiplication by a smooth function.
Definition 2.1. Let E be a vector bundle over a manifold M and ρ ∈ Hom(E, T M ) a smooth vector bundle morphism called the anchor. Further, let [·, ·] E : Γ(E) × Γ(E) → Γ(E) be an R-bilinear map. Then (E, ρ, [·, ·] E ) is called a Leibniz algebroid, if
for all ψ, ψ ′ ∈ Γ(E) and f ∈ C ∞ (M ), and (E, Γ(E)) is a Leibniz algebra, that is
holds for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). The condition (1) is called the Leibniz rule, whereas (2) is called the Leibniz identity.
In general, the bracket is not assumed to be skew-symmetric. In particular, there is no obvious Leibniz rule with respect to the left input of the bracket. Moreover, the order of brackets in (2) is important. It is thus practical to view the operator [ψ, ·] E as an inner derivation of the bracket [·, ·] E itself. A combination of the two axioms (1, 2) immediately yields the following: Lemma 2.2. Let (E, ρ, [·, ·] E ) be a Leibniz algebroid. Then its anchor ρ preserves the brackets:
for all ψ, ψ ′ ∈ Γ(E), where the commutator on the right-hand side is the vector field commutator.
Proof. Use (2) on the triple (ψ, ψ ′ , f ψ ′′ ) and apply (1) twice.
In fact, the property (3) can be viewed as a necessary condition for the consistence of (2) and (1). For every Leibniz algebroid (E, ρ, [·, ·] E ), one can extend, analogously to the Lie derivative, the bracket to an operator L E on the whole tensor algebra T (E) . In particular, define
holds for all ω ∈ Ω • (E). However, in general, there is no Leibniz algebroid analogue of the de Rham differential which could be used to obtain the full set of Cartan magic formulas. The only obstacle is the lacking skew-symmetry of the bracket, which is avoided in the more familiar case of a Lie algebroid. In this case, one can define the differential d E on Ω
• (E) inductively by imposing the Cartan formula
for all ω ∈ Ω • (E). The reason why this works is the existence of the Leibniz rule in the left input of the bracket [·, ·] E due to its skew-symmetry. Now, assume that one would like to generalize the concept of a quadratic Lie algebra. Instead of a one non-degenerate symmetric bilinear form, we have now a such one for each fiber of the vector bundle E, changing smoothly from fiber to fiber. Definition 2.5. Let E be a vector bundle over a manifold M . Let ·, · E : Γ(E) × Γ(E) → C ∞ (M ) be a C ∞ (M )-bilinear and symmetric map. We say that ·, · E is a fiber-wise metric on E if the induced map g E : Γ(E) → Γ(E * ) defined as g E (ψ), ψ ′ := ψ, ψ from (9) and non-degeneracy of g E . There are two ways around this issue. One can weaken the condition (11) , assuming that it holds just for ψ ′ , ψ ′′ ∈ Γ(ker(ρ)). This leads to a concept of a quadratic Lie algebroid, see [6] . The other solution is to drop the skew-symmetry of the bracket [·, ·] E , i.e. to revert to the more general concept of a Leibniz algebroid. This leads to a definition of a Courant algebroid.
be two Courant algebroids over the same base manifold M . Let F ∈ Hom(E, E ′ ) be a morphism of the underlying vector bundles. We say that F is a morphism of Courant algebroids, if it preserves all involved structures, that is
for all ψ, ψ ′ ∈ Γ(E). If F is invertible, it is called an isomorphism of Courant algebroids.
As usual in linear algebra, the inverse F −1 of a Courant algebroid morphism is automatically a Courant algebroid morphism. Courant algebroids are usually distinguished by various properties of their anchor, namely: Exact Courant algebroids over a fixed base space M are classified in terms of the de Rham cohomology H 3 dR (M ). This is due toŠevera [28] . Every exact Courant algebroid is in fact isomorphic to the one which is presented in the following example.
Example 2.10. Let M be a manifold, and let [H] ∈ Ω 3 (M ) be represented a closed 3-form H. Let E = TM := T M ⊕ T * M be a generalized tangent bundle on M . Set ρ := pr T M , the projection onto the first component of the direct sum. The fiber-wise metric ·, · E is defined as
for all X, Y ∈ X(M ) and
for all (X, ξ), (Y, η) ∈ Γ(TM ). All axioms are straightforward to verify. The only one which requires some work is the Leibniz identity (2), leading eventually to the requirement dH = 0. Note that for any
, which explains the classification using the de Rham cohomology classes.
Remark 2.11. In fact, in most of what follows, one can consider a slightly more general concept of pre-Courant algebroids. First, consider a map J : Γ(E) ⊗3 → Γ(E), called usually a Jacobiator 1 , which measures the failure of the Leibniz identity (2):
Now assume that (E, ρ, ·, · E , [·, ·] E ) is an algebraic structure satisfying some of the axioms of Courant algebroid, namely (1) and (14) . Moreover, assume that ρ is a bracket morphism, that is (3) holds. One can then show that the map (22) is completely skew-symmetric and
. It thus makes sense to consider the following definition. One says that
for all ψ, ψ ′ , ψ ′′ , ψ ′′′ ∈ Γ(E). For more details, see [22] .
Courant algebroids have a very interesting history, as it took some time to formulate their modern definition presented here. In particular, the original version used the skew-symmetrized version of the algebroid bracket, with a significantly more complicated set of axioms. We recommend the excellent historical summary [20] by Kosmann-Schwarzbach on this subject.
Generalized Riemmanian metric
One of the reasons why the geometry of the generalized tangent bundle TM attracted the attention of both mathematicians and physicists is its power to unify the description of various objects known from the usual differential geometry. One of such concepts is the one of a generalized Riemannian metric defined for any vector bundle with a fiber-wise metric. At first, the definition might seem rather puzzling, but the reason for its name will become more clear in the case of a generalized tangent bundle. In its present form, it first appeared in the thesis [13] of Gualtieri in relation to generalized almost complex structures.
Definition 3.1. Let (E, ·, · E ) be a vector bundle with a fiber-wise metric ·, · E . A generalized Riemannian metric is an automorphism τ ∈ Aut(E), such that τ 2 = 1, and the formula
for all ψ, ψ ′ ∈ Γ(E), defines a positive definite fiber-wise metric G on E.
In order to simplify the writing, we will drop the word Riemannian in what follows. First, observe that, as a direct consequence of the definition, τ has to be both symmetric and orthogonal with respect to ·, · E . Next, note that the fiber-wise metric ·, · E has always a locally constant signature. This is a side effect of its smoothness, see [7] for an explanation. To avoid an unnecessary discussion for each connected component of M , we may assume that M is connected, in which case we may introduce an equivalent definition of the generalized metric: Definition 3.2. Let (E, ·, · E ) be a vector bundle with a fiber-wise metric ·, · E . A generalized metric is a subbundle V + ⊆ E which is a maximal positive definite subbundle of E with respect to ·, · E . In other words, V + is positive definite and not a proper subbundle of some other positive definite subbundle.
As it is far from obvious that both definitions lead to the same objects, we discuss this in the proof of the following proposition. Proposition 3.3. Definition 3.1 and Definition 3.2 describe the same object.
Proof. Let τ ∈ Aut(E) be a generalized metric according to Definition 3.1. At each fiber E m , the induced map τ m ∈ Aut(E m ) is an involution, hence a diagonalizable map. Let V m± denote the corresponding ±1 eigenspaces. Then E m = V m+ ⊕ V m− . Obviously V m+ is positive definite subspace with respect to the restriction ·, · Em which has a constant signature (p, q) for all m ∈ M . Hence dim(V m+ ) = p, and similarly dim(V m− ) = q. But one can write V m+ = ker(τ − 1) m , which proves that V + := ker(τ − 1) is a maximal positive definite subbundle of E, and fits into Definition 3.2. Note that by construction E = V + ⊕ V − . Moreover, it is easy to see that V − = V ⊥ + and it is a maximal negative definite subbundle of E with respect to ·, · E .
Conversely, let V + ⊆ E be a maximal positive definite subbundle with respect to ·, · E . Set V − = V ⊥ + . Clearly V + ∩ V − = 0, as V + cannot contain any isotropic elements. Moreover, V − is negative definite, as any section of V − can neither positive (contradiction with maximality) nor isotropic (since
It is easy to check that τ fits in Definition 3.1.
Finally, there is a definition which is the one justifying the name of generalized metric.
Definition 3.4. Let G be a positive definite fiber-wise metric on (E, ·, · E ). We say that G is a generalized metric if the induced isomorphism G ∈ Hom(E, E * ) defines a map orthogonal with respect to the fiber-wise metric g E = ·, · E on E and the fiber-wise metric g
for all ψ, ψ ′ ∈ Γ(E).
It is easy to see that G from Definition 3.2 and 3.4 are equivalent. We will use the word generalized metric interchangeably for all three kinds of objects, the involution τ , the fiber-wise metric G, and a maximal positive definite subbundle V + .
Let O(E) ⊆ Aut(E) denote the group of orthogonal automorphisms with respect to
There is a natural action of O(E) on the space of generalized metrics. Namely, set
for all ψ, ψ ′ ∈ Γ(E). Other quantities transform accordingly, namely τ
It is easy to see that G ′ , τ ′ and V ′ + again define a generalized metric. On the generalized tangent bundle, the generalized metric has a form more familiar to physicists.
Proposition 3.5. Let E = TM and ·, · E be the fiber-wise metric defined by (20) . Let G be a generalized metric on E. Then G defines a unique pair (g, B), where g > 0 is a Riemannian metric on M and B ∈ Ω 2 (M ). Conversely, any pair (g, B) defines a unique generalized metric.
Proof. Let G be a generalized metric. It thus defines a positive definite subbundle V + ⊆ TM of rank n, as the signature of ·, · E is (n, n). As both T M and T * M are isotropic, we have
This implies that V + is a graph of a vector bundle isomorphism A ∈ Hom(T M, T * M ). We can decompose it as A = g + B, where g is a symmetric form on M and B ∈ Ω 2 (M ). As V + is positive definite, it follows that g > 0 is a Riemannian metric. Note that V − is the graph of the map
The corresponding fiber-wise metric G can be written in a formal block form
Conversely, given a pair (g, B), one can define G by (27) and show that it satisfies the properties of Definition 3.4.
Note that (27) is the form appearing in physics. For example, its inverse appears naturally in the Hamiltonian density of the Polyakov string in the target space with backgrounds (g, B).
Given a Riemannian metric g, one can always define a generalized metric by G = BlockDiag(g, g −1 ). With a 2-form B ∈ Ω 2 (M ), one can associate the map e B ∈ End(TM ) defined as
for all (X, ξ) ∈ Γ(TM ). One has e B ∈ O(E). Then the generalized metric G can be written as
For the future reference, define a vector bundle isomorphisms Ψ ± mapping any vector field X ∈ X(M ) onto its images in graphs V ± , respectively. Explicitly, one has Ψ ± (X) = (X, (±g+B)(X)).
To finish this section, assume that we have a Courant algebroid (E, ρ, ·, · E , [·, ·] E ). As before put ρ
for all ξ, η ∈ Ω 1 (M ). It follows that it is positive semidefinite. For transitive Courant algebroids, h G defines a fiber-wise metric on the cotangent bundle T * M . One of the interesting features is that h G is preserved by Courant algebroid isomorphisms orthogonal with respect to respective generalized metrics.
be a pair of vector bundles with anchors and fiber-wise metrics (brackets are not important for this lemma) and let F ∈ Hom(E, E ′ ) be an isomorphism in the sense of (19) , excluding the brackets. Assume that G is a generalized metric on E and G ′ a generalized metric on E ′ , such that
Proof. Direct calculation.
In the example of E = TM and the generalized metric (27) , the symmetric form h G is trivial to calculate, as ρ * (ξ) = (0, ξ), and consequently h G = g −1 . As ρ is surjective, h G is positive definite, as expected. Observe that the only automorphisms of (E, ρ, ·, · E ) are exactly of the form (28) , and it follows from (29) that h G is indeed invariant under such automorphisms.
Courant algebroid connections
Having a vector bundle E with an anchor ρ ∈ Hom(E, T M ), it is natural to consider on E an obvious generalization of the ordinary T M -connections. For Courant algebroids connections were introduced in [14] or in unpublished notes [2] .
We say that ∇ is a Courant algebroid connection if it satisfies:
for all ψ, ψ ′ ∈ Γ(E) and f ∈ C ∞ (M ), and it is compatible with the fiber-wise metric ·, · E :
for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). 
, such that there exists a vector field a(D) ∈ X(M ) and
One can prove that a can be viewed as a surjective vector bundle morphism a ∈ Hom(D(E), T M ), and the bracket [D,
) into a transitive Lie algebroid, fitting into the short exact sequence of Lie algebroids:
Splittings of this sequence in the category of vector bundles correspond to ordinary vector bundle connections on E, in the category of Lie algebroids they correspond to flat vector bundle connections. Also, note that 35 is an Atiyah sequence for the frame bundle of E. See the classical book [24] for a more detailed explanation. As E is equipped with a fiber-wise metric ·, · E , one can define a following submodule of the module of derivations:
The definition of the Courant algebroid connection can be now reformulated in this alternative language. Namely, any vector bundle map ∇ ∈ Hom(E, D(E)) is a Courant algebroid connection, if it takes values in the submodule Sym(E) and it fits into a diagram
This viewpoint gives us an immediate answer to the question of existence of Courant algebroid connections. We only need a splitting σ ∈ Hom(T M, D(E)) of (35) valued in Sym(E). But this is a vector bundle connection on E compatible with ·, · E , which exists for any fiber-wise metric. Setting ∇ = σ • ρ gives the required Courant algebroid connection on E. Remark 4.3. Having a Courant algebroid connection ∇, one can extend every operator ∇ ψ to the whole tensor algebra T (E) using the conventional formulas. For example, when η ∈ Γ(E * ) is a 1-form on E, one defines
for all ψ, ψ ′ ∈ Γ(E). It follows from (32) that ∇ ψ η ∈ Γ(E * ). Note that the extension of ∇ to T (E) will always be denoted by the same symbol. The metric compatibility (33) can now be rewritten as ∇ ψ g E = 0 for all ψ ∈ Γ(E), or simply as ∇g E = 0.
for all ψ ∈ Γ(E), where
is an arbitrary local frame on E, and {ψ
is the respective dual frame on E * . As ∇ ψ is C ∞ (M )-linear in ψ, it is well defined. One can easily derive the following Leibniz rule for this operator:
for all ψ ∈ Γ(E) and f ∈ C ∞ (M ). Now, recall the C ∞ (M )-linear map D (12) going in the opposite direction. It is thus interesting to investigate its compositions with the covariant divergence.
be an R-linear operator defined as a composition
Then X ∇ is a vector field on M . Moreover, this vector field is invariant under Courant algebroid isomorphisms (19) in the sense explained in the proof. We call X ∇ ∈ X(M ) the characteristic vector field of the Courant algebroid connection ∇.
Proof. First, one can rewrite (40) using D and ·, · E as
for all ψ ∈ Γ(E) and f ∈ C ∞ (M ). Moreover, note that D satisfies the Leibniz rule in the same form as a usual differential,
for all f, g ∈ C ∞ (M ). But recall that every Courant algebroid satisfies (18) . Hence the last term vanishes and we obtain the rule
proving that X ∇ is indeed a vector field on (19) . Let ∇ be a Courant algebroid connection on E, and let ∇ ′ be defined by
for all ψ, ψ ′ ∈ Γ(E). Clearly, ∇ ′ is a Courant algebroid connection on E ′ . The assertion of the lemma is that
There is another tensorial quantity invariant in the same sense as X ∇ of the previous lemma. It uses the induced vector bundle map ρ
for all ξ, η, ζ ∈ Ω 1 (M ). This quantity is indeed C ∞ (M )-linear in all inputs. For the second one, ρ • ρ * = 0 must be used. It follows from (33) that in fact one has
Remark 4.5. It might seem that the bracket [·, ·] E is irrelevant for the definitions of X ∇ and V ∇ . This is not true, as equations in (18) were proved using the left Leibniz rule (15) combined with (3). However, everything still works for pre-Courant algebroids mentioned in Remark 2.11.
The Main idea behind Courant algebroid connections generalizing the ordinary vector bundle connections is to have an R-bilinear map mapping a pair of sections of E to a section of E. It thus resembles standard manifold connections. This suggests an attempt to define an analogue of the torsion operator. However, the naive guess
A solution to this problem was proposed independently in [2] and [14] . Both definitions are equivalent for Courant algebroid connections, i.e., those satisfying (33). A downside of this notion of torsion is its unclear geometrical interpretation.
be a Courant algebroid, and let ∇ be a Courant algebroid connection. Then a torsion operator is a map T :
for all ψ, ψ ′ ∈ Γ(E), where
is an arbitrary local frame on E,
the corresponding dual one. We denote by ψ λ E the inverse image of the dual frame under the isomorphism g E , that is ψ
Lemma 4.7. The torsion operator T defined by (47) is skew-symmetric and C ∞ (M )-linear in both inputs. It thus defines a torsion tensor T ∈ T 1 2 (E). Moreover, one can define the covariant tensor
for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). Such a T G is completely skew-symmetric, and one calls
Proof. This is a straightforward calculation using the definitions of the Courant algebroid connection (32, 33) and of the Courant algebroid bracket (1, 14, 15) . For example, the skew-symmetry of the operator T in its inputs can be proved as follows:
for all ψ, ψ ′ ∈ Γ(E), where the last equality follows from (16) . Hence T (ψ, ψ) = 0, which proves the skew-symmetry. The proof of other assertions is similar. Note that only Leibniz rule and axiom (14) are used in the proof, one does not need neither the Leibniz identity nor the property (3).
With the torsion operator issue successfully resolved, we can turn our attention to the curvature operator. Again, the naive definition brings up essentially the same issues as in the case of the torsion operator. Define an operator R (0) as for an ordinary linear connection on a manifold:
for all ψ, ψ ′ , φ, φ ′ ∈ Γ(E). This operator is not skew-symmetric in (ψ, ψ ′ ), and moreover the C ∞ (M )-linearity in the first input ψ is broken due to the more complicated left Leibniz rule (15) . To be more precise, one obtains
One can circumvent this inconvenience using various approaches. As an example, one can con-
, where L ⊆ E is a Dirac structure in E, i.e., a subbundle maximally isotropic with respect to ·, · E and involutive with respect to [·, ·] E . Note that L with restricted anchor and bracket is always a Lie algebroid, and
is then the curvature of the Lie algebroid connection ∇| L on E. If R (0) vanishes, such a flat connection defines a Lie algebroid action of L on the vector bundle E. Alternatively, one can take ψ and ψ ′ to be sections of mutually orthogonal subbundles, such as e.g. V ± defined by generalized Riemannian metric, see Definition 3.2. This is an approach pursued e.g. in [9] .
One can follow a completely different path in which one modifies R (0) in order to make it into a honest tensor on E. This definition does not require any additional structure. A convenient definition can be found in the work of Hohm and Zwiebach [16] on double field theory. Up to prefactors, the following definition follows their idea. It is convenient to work with covariant tensors instead of operators. To be more specific, define
for all ψ, ψ ′ , φ, φ ′ ∈ Γ(E). We use the same letter for both objects. We hope that this will cause no confusion.
be a Courant algebroid, and let ∇ be a Courant algebroid connection. Then the Riemann curvature tensor R ∈ T 0 4 (E) of the connection ∇ is defined as
for all ψ, ψ ′ , φ, φ ′ ∈ Γ(E). The Riemann curvature operator is the operator R related to the Riemann curvature tensor as R(ψ, ψ
and denoted by the same symbol.
Remark 4.9. In the definitions presented here, we choose to not use the adjective "generalized" in order to declutter the written text. It should be always clear from the context which kind of objects we have in mind. Moreover, we sometimes omit the words Riemann 2 or curvature (but never both).
The local frame in the above definition {ψ λ }
rank(E) λ=1
on E is again arbitrary, and {ψ
is the induced local frame defined uniquely by relations ψ λ , ψ
linearity in all inputs, this definition gives a tensor R with interesting symmetries, similar 3 to those of ordinary Riemann curvature tensor. We summarize these observations in the form of a proposition. 
for all ψ, ψ ′ , φ, φ ′ ∈ Γ(E). In particular, the curvature operator R(ψ, ψ ′ ) is skew-symmetric in (ψ, ψ ′ ). Moreover, (54 -56) imply the interchange symmetry:
Proof. From (1, 3, 15) and (32) it follows that R (0) is C ∞ (M )-linear in all inputs except for the third one, where (51) applies:
But this is exactly corrected by the third term in (53):
The second term of the expression on the right-hand side thus gives precisely ψ, ψ
-linear in all inputs except for φ, which is again corrected by the third term. This term itself is C ∞ (M )-linear in the remaining two inputs ψ ′ and φ ′ . Hence R ∈ T 0 4 (E). Next, the symmetries. The one in (56) is manifest, following directly from the definition (53). To prove (54), one first shows that the map R (0) in fact satisfies (55). This is follows by repeated use of (33) together with (3) . With the help of this observation, one has
for all ψ, φ, φ ′ ∈ Γ(E). For the third term, one finds
Here we have used the metric compatibility (33). Summing up all three expressions, one obtains
as there holds the Courant algebroid axiom in the form (16) . This proves (54). The symmetry in (55) now in fact follows from (54) combined with (56). The rest of the assertions easily follows and the proposition is now proved.
Remark 4.11. Note that opposed to the definition of T , one needs (3) to hold in order to obtain a tensorial quantity R. The metric compatibility (33) is only required in order to have the symmetries (54, 55) and their consequence (57). Note that the symmetry (56) is new compared to the Riemannian geometry, and it implies (57) which for ordinary Riemann tensor holds only if ∇ is torsion-free.
Symmetries of the Riemann tensor are important for an unambiguous definition of the Ricci tensor, the contraction of R in two indices. Moreover, note that one always has a fiber-wise metric ·, · E at disposal to raise indices. 
for all ψ, ψ ′ ∈ Γ(E). It is symmetric in (ψ, ψ ′ ) and all other contractions in two indices of R are either zero or proportional to Ric. Moreover, one defines the Courant-Ricci scalar R E as
We use the name Courant-Ricci as to indicate that ·, · E is used for calculation of the trace.
Although, at the moment, the definitions of R and T lack a clear geometric interpretation, they interplay together in the following analogue of the algebraic Bianchi identity. This was proved in a similar fashion in [16] . Notice that the right-hand side is different from the ordinary manifold case. Theorem 4.13 (Algebraic Bianchi identity). Let ∇ be a Courant algebroid connection. Then its curvature operator R satisfies the identity
for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). In particular, if T = 0, one has
Proof. The proof is rather technical but straightforward. In the proof, we will use the abbreviation cyc for cyclic(ψ, ψ ′ , ψ ′′ ). Let us start with reordering the Leibniz identity (2). One uses (14) and (18) to find
Contracting this with φ ∈ Γ(E) gives
We will now derive the Bianchi identity for the map R (0) . This is analogous to the usual proof, except that we now have to use
Using (69) and the definition of K, we can rewrite the above result as
where by T we have denoted the following expression
For the ordinary manifold case, this is exactly the right-hand side of the Bianchi identity. However, for a Courant algebroid connection, T is not a tensor. Now, note that
and we will thus combine this term with the Bianchi identity for R (0) above in order to find
where T ′ is a covariant tensor on E defined by
Now, one has to deal with the remaining terms. Recall that
The most complicated is the second one. Using (13), (14) and the metric compatibility (33), one finds
Summing both sides over the cyclic permutations, one finds
This means that this term cancels the second copy of R (0) . We can now plug into the definition:
The terms on the second line can be rewritten using the metric compatibility (33) and combined with the two terms on the third line to find
Finally, this combines with the very last line to give the tensorial expression
To finish the proof, it remains to prove that the first term T ′ can be rewritten to match (66). This is straightforward, as [ψ,
Plugging into the above formula, we conclude that
which is exactly the algebraic Bianchi identity (66).
Remark 4.14. We have included this painful proof mainly in order to demonstrate how nontrivially the axioms of Courant algebroid and of the metric compatibility (33) interplay to give the result fully expressible in terms of the torsion 3-form T G and its covariant derivatives. In particular, note that unlike anywhere before, one uses the Leibniz identity (2) in the proof.
To conclude this section, we point out one very important property of the tensors T and R, namely how they transform under Courant algebroid isomorphisms. The answer supports our arguments why it is a good idea to take the definitions (47) and (53) seriously.
Proof. This is a straightforward calculation using (19) and (45). For example, one has
for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). The proof for R is similar.
5 Levi-Civita connections
is a Courant algebroid, equipped with a generalized Riemannian metric G. It is thus natural to consider Courant algebroid connections which are compatible with the fiber-wise metric G. First, we can reinterpret this requirement in terms of other structures induced by a generalized metric.
Lemma 5.1. Let ∇ be a Courant algebroid connection.
Then the following statements are equivalent:
1. ∇ is compatible with G, that is ∇G = 0.
∇ commutes with the map
Proof. First, prove 1. ⇒ 2., so assume that ∇G = 0. This and (33) imply that for every ψ ∈ Γ(E), ∇ ψ commutes with both isomorphisms g E ∈ Hom(E, E * ) and G ∈ Hom(E, E * ), induced by the fiber-wise metrics. As τ = g −1 E G, this proves the assertion. The implication 2. ⇒ 3. is trivial, as V + is the +1 eigenbundle of τ . To show 3. ⇒ 1., one first proves that ∇ ψ preserves also V − . This follows from (33) and the fact that V − = V ⊥ + . This proves that for each ψ ∈ Γ(E), ∇ ψ is block-diagonal with respect to the decomposition E = V + ⊕ V − . The same holds for g E and G, namely, we have the following formal block forms of the involved objects:
where by ∇ ± ψ and g ± E we denote the induced objects on V ± . Note that by construction of generalized metric, g This proof also answers the question about existence of a Courant algebroid connection compatible with the generalized metric G. One simply has to find a pair of vector bundle connections ∇ ′± on V ± compatible with g ± E . This is always possible and we can, using (82), construct a vector bundle connection ∇ ′ on E = V + ⊕ V − compatible with both g E and G. Then set ∇ ψ = ∇ ′ ρ(ψ) to obtain an example of a Courant algebroid connection compatible with G. As we have introduced the operator of torsion, it is natural to consider connections which are torsion-free. Note that, for the consistency of this condition, it is important that T is indeed a tensor. To follow the terminology in Riemannian geometry, we refer to such connections as Levi-Civita connections.
Definition 5.2. Let (E, ρ, ·, · E , [·, ·] E ) be a Courant algebroid, let G be a generalized metric on E, and let ∇ be a Courant algebroid connection.
We say that ∇ is a Levi-Civita connection on E with respect to the generalized metric G, if ∇G = 0 and ∇ is a torsion-free connection, that is T G = 0.
The question of existence of Levi-Civita connections is more intriguing. We do not have a resolute answer to this question. First, observe that an analogue of the usual formula for the Levi-Civita connection does not even define a connection. One can try to follow the derivation of the ordinary Levi-Civita connection. The crucial point of the derivation is to rewrite the combination ∇ ψ ψ ′ − ∇ ψ ′ ψ using the torsion and the bracket, which eventually leads to the concept of a contortion tensor. This does not work here because the operator T defined by (47) is more complicated. As we will now demonstrate, this is rather a conceptual problemin general, there can be infinitely many Levi-Civita connections. This is shown in the following lemma:
be a Courant algebroid equipped with a generalized metric G. Let LC(E, G) denote the set of all Levi-Civita connections ∇ on E with respect to G. Assume that LC(E, G) = ∅. Then LC(E, G) is an affine space, where its associated vector space is a C ∞ (M )-module of sections Γ(LC 0 (E, G)) of a vector bundle LC 0 (E, G) of rank
where (p, q) is the signature of the fiber-wise metric ·, · E .
Proof. By assumption, there exists at least one ∇ ∈ LC(E, G). Let ∇ ′ ∈ LC(E, G) be any other Levi-Civita connection. Define a map K :
for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). The property (32) of both connections implies that K ∈ T 0 3 (E). Moreover, the compatibility with ·, · E (33) of both connections forces K ∈ Ω 1 (E) ⊗ Ω 2 (E), that is K is skew-symmetric in last two inputs. Next, the vanishing torsion 3-forms for both ∇ and
for all ψ, ψ ′ , ψ ′′ ∈ Γ(E). For K ∈ Ω 1 (E) ⊗ Ω 2 (E), this is in fact equivalent to the requirement K a = 0, where K a denotes the complete skew-symmetrization of the tensor K. Finally, as ∇ and ∇ ′ are both compatible with G, we find that K(ψ, ψ + , ψ − ) = K(ψ, ψ − , ψ + ) = 0 for all ψ ∈ Γ(E) and ψ ± ∈ Γ(V ± ). Combined with (85), this shows that K has to live in the
. In other words, K has non-trivial values only if all inputs are either from Γ(V + ) or from Γ(V − ). Moreover, we still have to impose (85). This can be written as
As rank(V + ) = p and rank(V − ) = q, the formula (83) follows.
We see that Levi-Civita connections is unique if and only if p, q ∈ {0, 1}. The proof of the lemma states that given a fixed Levi-Civita connection ∇ ∈ LC(E, G), every other one can be written as ∇
for all ψ, ψ ′ ∈ Γ(E), with K being a tensor with the above described properties. In the next section, it will be convenient to express the Riemann tensor, as well as the Ricci tensor and the Courant-Ricci scalar of ∇ ′ in terms of ∇ and K. Let ∇ ′ and ∇ be related by (87). First, by a straightforward calculation, one gets
Here we used the torsion-free condition for ∇ in order to rewrite the bracket [·, ·] E using ∇ and the map K(ψ,
The relation between the respective third terms in (53) can be recast as
The two terms with K cancel those coming from the two copies of R ′(0) and we find
Observe that this relation is consistent with both sides being tensors on E. One can now easily find the relation between the two respective Ricci curvature tensors. Note that one uses the fact that ∇ commutes with the contractions using the fiber-wise metric ·, · E . The resulting expression is
In the above formula the 1-form K ′ on E is defined as
). Finally, we can compare the two Courant-Ricci scalars R ′ E and R E . We introduce the covariant divergence of the 1-form
) and a (pseudo)norm K ′ E of the 1-form K ′ with respect to the fiber-wise metric ·, · E as K
This expression can be significantly simplified using the property (85) of K.
Lemma 5.4. We have
Proof. The equation above can be rewritten as
We can now use (85) to rewrite the terms in the curly brackets to obtain the equation
The term in the curly brackets is symmetric in (µ, λ), whereas the term with the upper indices is skew-symmetric in (µ, λ). This proves the equation (93).
We thus find a very simple relation of the two scalar curvatures, which we record in terms of a proposition. 
As we will show in the following sections, the crucial role will be played by another scalar produced from the Ricci tensor Ric. Indeed, we have also the generalized metric G to raise the indices. This leads us to the following definition. Definition 5.6. Let ∇ be a Courant algebroid connection, and let G be a generalized metric on E. Then the Ricci scalar R G corresponding to G is defined by
This curvature is invariant under Courant algebroid isomorphisms orthogonal with respect to generalized metrics. This will be of special importance in the following section.
Lemma 5.7. Let all assumptions of Proposition 4.15 hold. Moreover, assume that ∇ ∈ LC(E, G). Let G be a generalized metric on E and let G ′ be a generalized metric on E, such that (31) holds.
Proof. This is a direct consequence of the definition (97) and of Proposition 4.15 together with the isometry condition (31).
We are interested in an analogue of (96) relating the two Ricci scalars R ′ G and R G . To achieve this, we will use the decomposition E = V + ⊕ V − together with the fact that K is uniquely determined by its restrictions onto these two subbundles, which restriction we denote as K ± . In other words, if I ± : V ± → E are the inclusions of the respective subbundles, one sets K ± = I * ± (K). Using the same maps, one obtains two positive definite fiber-wise metrics G ± on V ± , namely G ± = I * ± (G). Using the notation introduced in (82), this gives G + = g + E and
One can now define the partial traces of K ± ∈ Ω 1 (V ± )⊗Ω 2 (V ± ) over V ± using the respective fiber-wise metrics G ± :
where
are some local frames on V ± , respectively. Similarly, one introduces the respective covariant divergences and norms:
Naturally, we could have used similar quantities defined using the metrics g ± E , which would differ only in signs. We can now state the analogue of Proposition 5.5 for the scalar curvatures R ′ G and R G .
Proposition 5.8. Let ∇, ∇ ′ ∈ LC(E, G) be two Levi-Civita connections related by (87). Then the relation between the two respective Courant-Ricci scalars has the form
Proof. The proof is analogous to the one leading to (96). Again, one starts from (91), being aware of the fact that K has no non-trivial components except for those given by K ± .
To conclude this section, we show that there is at least one more interesting property of Levi-Civita connections which is transferred under Courant algebroid isomorphisms preserving the generalized metrics. We will see in the following that it plays a crucial role in physics applications.
Definition 5.9. Let ∇ be a Courant algebroid connection. We say that ∇ is Ricci compatible with G, if its Ricci tensor Ric is block-diagonal with respect to the decomposition E = V + ⊕ V − :
This is equivalent to saying that G −1 Ric ∈ End(E) preserves either of the subbundles V ± . Proof. By definition F has to preserve the subbundles V ± , that is F (V ± ) = V ′ ± . The rest follows from the definition and Proposition 4.15.
Remark 5.11. In the following we will impose some conditions on scalar curvatures R E and R G as well as the Ricci compatibility with G. This does not lead to contradictory requirements, as only the block-diagonal components of Ric contribute to the Ricci scalars. In particular, imposing the Ricci compatibility gives in general no information about R E or R G .
. Let G be a generalized metric defining two linear subspaces V ± ⊆ d. Let P ± : d → V ± be the two projectors and let x ± ≡ P ± (x) for all x ∈ d. Set
for all x, y, z ∈ d. It is easy to check that ∇ is compatible with ·, · d , as the right-hand side is easily seen to be skew-symmetric in (y, z). It also preserves the subspace V + , as there is no non-trivial contribution on the right-hand side when y = y + and z = z − . It is easy to check that it is also torsion-free. Hence ∇ ∈ LC(G, d) and this set is non-empty.
Solution for exact Courant algebroids
We will now analyze in detail the set of Levi-Civita connections for E = TM , equipped with a H-twisted Dorfman bracket, see Example 2.10 for the corresponding definitions. Every exact Courant algebroid over a given base manifold M is isomorphic to this case for some closed H ∈ Ω 3 (M ), and all involved objects transform expectedly under Courant algebroid isomorphisms. To examine Levi-Civita connections for exact Courant algebroids, it thus suffices to consider this particular case.
Let G be a generalized metric (27) corresponding to a pair (g, B) . We know that it can be written as a product (29) . Let ∇ be a Courant algebroid connection on (TM, ρ,
Define the connection ∇ as the twist of ∇ by the orthogonal map e B defined by (28) . That is
for all ψ, ψ ′ ∈ Γ(E). Moreover, note that
hold, for all ψ, ψ ′ ∈ Γ(E). Also, ρ(ψ) = ρ(e B (ψ)), for all ψ ∈ Γ(E). In other words, the map e B is a Courant algebroid isomorphism of (TM, ρ, In view of Lemma 5.3, the most important question is the existence of at least one LeviCivita connection. As G = BlockDiag(g, g −1 ), it is easy to find a Courant algebroid connection compatible with the generalized metric. Indeed, set
for all (X, ξ) ∈ Γ(TM ). Here ∇ LC is an ordinary Levi-Civita connection on the metric manifold (M, g). We will often use this formal block form for operators on Γ(TM ). For example, the definition (105) is equivalent to
for all (Y, η) ∈ Γ(TM ). The connection ∇ LC is not torsion-free, as
for all ψ, ψ ′ ∈ Γ(TM ), becomes a Levi-Civita connection. It is easy to verify that the following H solves this problem:
for all (X, ξ), (Y, η), (Z, ζ) ∈ Γ(TM ). Indeed, the requirement ∇ 0 ∈ LC(TM, G) is equivalent to the following list of conditions imposed on H:
), for all (X, ξ) ∈ Γ(TM ). The first condition is forced by the compatibility (33) of ∇ 0 with ·, · E , the second one is forced by the compatibility with G, that is ∇ 0 G = 0, and the last one follows from the torsion-freeness condition. All three equations are easily verified to hold for (108).
Proposition 6.1. There exists a Levi-Civita connection ∇ 0 ∈ LC(TM, G), given by formulas (105), (107), and (108). We call it the minimal Levi-Civita connection on TM . In the block form, it can be written as
for all (X, ξ) ∈ Γ(TM ). The symbols ⋆ denote the "inputs". In other words, one has
Since we have now demonstrated that LC(TM, G) = 0, we know that there are infinitely many Levi-Civita connections on TM thanks to Lemma 5.3.
In particular, one has rank(LC 0 (TM, G)) = 2 3 n(n 2 − 1), where n = dim(M ). Every other Levi-Civita connection ∇ ∈ LC(TM, G) is now given a by formula
where K has to satisfy (109, 110) with H replaced by K, together with (85). For E = TM , the tensor K on E can conveniently be parametrized by a pair of ordinary tensors
. Namely, the most general K satisfying (109, 110) can be written as
for all (X, ξ), (Y, η), (Z, ζ) ∈ Γ(TM ). Plugging into (85) gives two independent condition on tensors J and W , namely
for all ξ, η, ζ ∈ Ω 1 (M ) and X, Y, Z ∈ X(M ). Equivalently, one has J a = 0 and W a = 0, with subscript a denoting the complete skew-symmetrization of the tensor. This gives a complete description of the set LC(TM, G).
The main task of the following lines will be to find an expression for both scalar curvatures R E and R G of the connection ∇ in terms of the manifold Levi-Civita connection ∇ LC , the 3-form H ′ and the pair of tensors W and J. In order to achieve this goal, we will employ the propositions 5.5 and 5.8. In particular, this requires to calculate the scalar curvatures R 
where R(g) is the usual Ricci scalar curvature of the manifold Levi-Civita connection ∇ LC corresponding to the metric g, and ·, · g is the scalar product of differential forms using the Hodge duality operator * g , that is for α, β ∈ Ω p (M ), define
where vol g ∈ Ω n (M ) is the canonical volume form on the metric manifold (M, g). In index notation, one can write
H ′ ijk H ′ijk , with indices being raised using g −1 . .
Proof. We start from the expression (107). One can repeat the calculation leading to the formula (91), except that ∇ LC is not torsion-free for nonzero H ′ , which leads also to terms containing the torsion T LC (ψ, ψ ′ ). Note that in this case, the partial trace
where Ric LC is the Ricci tensor corresponding to the connection ∇ LC . All ingredients on the right-hand side can be easily calculated by hand from (105) and (108). First, one finds
for all ψ, ψ ′ ∈ Γ(TM ), where Ric LC is the ordinary Ricci curvature tensor of the Levi-Civita connection ∇ LC corresponding to the metric g. Next, one has
is an arbitrary local frame on T M and ψ
Calculation of the terms in (119) quadratic in H is straightforward by plugging in the expression (108), yet one has to be careful with signs and prefactors. We get
for all (X, ξ), (Y, η) ∈ Γ(TM ). The second quadratic term differs only in the order of sections (X, ξ) and (Y, η), and thus yields the same result. For third one, we have
Finally, the first term containing the torsion T LC gives
and the second one gives the same result. We can now and collect the terms in (119) and obtain the final expression
Calculation of the two scalar curvatures R E and R G is now easy.
as H ′ is completely skew-symmetric. Similarly, one gets
where we have used the notation ψ
Now, we can examine when the connection ∇ 0 is Ricci compatible with the generalized metric G, as we have the explicit description of its Ricci tensor Ric 0 in the proof above. This gives a neat equation restricting the background fields (g, B). 
for all X, Y ∈ X(M ). Plugging into (125), one obtains (128). Recall that for any H ′ ∈ Ω 3 (M ), one can express the codifferential using the Levi-Civita connection as
The worst part of the calculation leading to the final expressions for scalar curvatures of ∇ ∈ LC(TM, G) defined by (114) and (115) is successfully behind us. It only remains to apply the propositions 5.5 and 5.8. We state the result as a theorem.
Theorem 6.4. Consider TM equipped with the H ′ -twisted Dorfman bracket and the generalized metric G. Let ∇ ∈ LC(TM, G) be a general Levi-Civita connection on TM parametrized by two (114) and (115). Then
where div g is the covariant divergence using the manifold Levi-Civita connection ∇ LC , and J ′ and W ′ are partial traces defined by
is an arbitrary local frame on T M ,
the dual one on T * M and ψ
Finally, · g denotes the usual (point-wise) norm of (co)vector fields induced by the metric g.
Proof.
To prove the formula for R E , we employ the equation (96) together with (117). To do so, we must find the 1-form K ′ ∈ Ω 1 (E), starting from (115). One finds
for all (Z, ζ) ∈ Γ(TM ). For the covariant divergence div ∇ 0 (K ′ ), we find
The norm K ′ 2 E can be calculated even more easily, giving
Plugging these two partial results and (117) into (96) gives the equation (131). To prove (132), we will first employ the two isomorphisms Ψ 0 ± ∈ Hom(T M, V 0 ± ), where V 0 ± are the two subbundles induced by G. They are given by Ψ 0 ± (X) = (X, ±g(X)), for all X ∈ X(M ). We can now pull everything "downstairs" and view the connections ∇ ± , fiber-wise metrics G ± and tensors K ± as standard objects on M . We will denote them by the same letters. The ordinary manifold connections ∇ ± are determined by the equations
for all X, Y ∈ X(M ). Plugging into (112), one finds
for all X, Y ∈ X(M ). The two metrics G ± are induced by
for all X, Y ∈ X(M ), as G = BlockDiag(g, g −1 ) is block diagonal. Hence, G ± = 2g. Finally, from (115), one gets
Consequently, the partial traces K ′ ± defined using G ± give
for all Z ∈ X(M ). It remains to calculate the covariant divergences and norms. We find
Finally, we obtain
Plugging the last two results into (100) and using (117) gives precisely (132).
It is quite interesting, yet not very surprising, that the resulting expressions (131, 132) depend only on the scalars produced from partial traces J ′ and W ′ .
We can any time revert to the original untwisted connection ∇, which will have the same scalar curvatures, R E = R E and R G = R G . Before doing so, we will examine one very interesting property of ∇, Namely, its Ricci compatibility with the generalized metric G. The result is in fact surprisingly simple.
Theorem 6.5. Let ∇ ∈ LC(TM, G) be the most general Levi-Civita connection on TM equipped with the H ′ -twisted Dorfman bracket and the generalized metric G, parametrized by two tensors (114) and (115). Then ∇ is Ricci compatible if and only if
for all X, Y ∈ X(M ). This is equivalent to a pair of equations
imposed on all vector fields X, Y ∈ X(M ) on M .
Proof. This follows almost immediately from (91) and from the proof of Lemma 6.3. Indeed, (91) implies the equality
for all X, Y ∈ X(M ). All other terms containing K give zero, as K vanishes whenever evaluated on any pair of sections (ψ, ψ ′ ), where ψ ∈ Γ(V + ) and ψ ′ ∈ Γ(V − ). Moreover, the compatibility of ∇ 0 with G implies that also ∇ 0 ψ K has the same property. Next, it follows from the proof of Lemma 6.3 that Ric
is exactly the left-hand side of (128). It remains to evaluate the remaining two terms using (112) and (134). One has
Summing up the both sides and dividing by two, we obtain the remaining terms in (144). Equations (145) and (146) are the symmetric and skew-symmetric part of (144) in (X, Y ), respectively.
The fact that the Ricci compatibility again depends only on the partial traces J ′ and W ′ is considerably more interesting than in the case of above equations (131) and (132). Again, the original connection ∇ ∈ LC(TM, G) is Ricci compatible with G if and only if ∇ is Ricci compatible with G. This follows from Lemma 5.10. Thus, it would be very convenient to have an interpretation for J ′ and W ′ directly in terms of the connection ∇. This is, without any doubt, possible for the vector field J ′ ∈ X(M ).
Proposition 6.6. Let ∇ ∈ LC(TM, G) be the Levi-Civita connection defined by (114) and (115). Let X ∇ ∈ X(M ) be the characteristic vector field of ∇, defined by (41). Then
In particular, if ∇ ∈ LC(TM, G) is the connection related to ∇ by (103), we have J ′ = 1 2 X ∇ , where X ∇ is the characteristic vector field of ∇.
Proof. For ∇ given by (114), we have, directly from the definition of the covariant divergence:
Now, note that Df = (0, df ) and that, as it is easy to check using (112), also div ∇ 0 (Df ) = 0. Plugging in from (134), we thus find the relation
This proves the assertion (150). Remaining statements follow from the fact that characteristic vector fields are invariant under Courant algebroid isomorphisms, see Lemma 4.4.
For 1-form W ′ , there also exists a description directly in terms of the connection ∇. However, it is significantly more cumbersome when compared to the above expression for J ′ .
Proposition 6.7. Let ∇ ∈ LC(TM, G) be the Levi-Civita connection defined by (114) and (115). Let V ∇ ∈ X(M ) ⊗ X 2 (M ) be the tensor field defined by (46). Let h G be the symmetric bilinear form (30) associated to the generalized metric G. For TM being an exact Courant algebroid, h G > 0 is a positive definite fiber-wise metric on T * M . Then
for all X, Y, Z ∈ X(M ). Thus, one has
. Finally, one can express W and W ′ in the same way using V ∇ and h G associated to the connection ∇ and the generalized metric G.
Proof. In the proof of Lemma 3.6, we have shown that h G = g −1 . Also, we have ρ * (ξ) = (0, ξ), for all ξ ∈ Ω 1 (M ). It is now straightforward to use (112), (114) and (115) to show that
The formula for W ′ then follows. The rest follows from Lemma 3.6, which asserts that h G = h G . Finally, similarly to the discussion below (46), V ∇ = V ∇ .
Remark 6.8. It might seem that the propositions 6.6 and 6.7 are trivial reformulations fitting this particular example. However, it can happen that one works with an exact Courant algebroid E which is isomorphic to TM only after a choice of a suitable isotropic splitting. The above propositions allow us to calculate the fields J ′ and W ′ directly, working with the original Courant algebroid structure.
Proof. We do not provide a full proof of this assertion, as it requires a considerable amount of work to prove how exactly S changes under variations. We greatly recommend the book [8] for a detailed treatment of variational problems coming from the geometrical formulation of classical field theories. First, let ϑ ∈ C ∞ (M ) be any function vanishing on the boundary ∂M , and let ǫ > 0 be small real parameter. One finds
Next, let g ′ = g + ǫh, where h is arbitrary symmetric bilinear form vanishing on ∂M . Then
where in h µν , the indices are raised using g. Finally, let B ′ = B + ǫC for any C ∈ Ω 2 (M ) vanishing on ∂M . One obtains the expression
It follows that (g, B, φ) is an extremal of S, if an only if all terms containing the first power of ǫ in all three above expressions vanish for all θ, h and C, which is in turn equivalent to β(φ) = 0,
, and β(B) = 0. This finishes the proof.
As the reader familiar with the previous sections already suspects, we can now formulate the equations of motion in terms of the Courant algebroid connections. We already have prepared all the tools required to prove the corresponding statement. It is now an easy consequence of the previous theorems. Let us note that the idea to describe the vanishing of beta functions using the generalizations of connections and their curvatures is not new [9] . In double field theory [17] , this is one of central ideas, see in particular [16] or some survey papers [1, 15] . Let us now formulate and prove the central theorem relating beta functions to Courant algebroid connections.
10. Let G be a generalized metric on TM corresponding to a pair (g, B) , where g > 0 is a Riemannian metric, and B ∈ Ω 2 (M ).
Let ∇ ∈ LC(TM, G) be a Levi-Civita connection with vanishing characteristic vector field (41), that is X ∇ = 0. Let φ ∈ C ∞ (M ) be a scalar field, and assume that
for all Z ∈ X(M ), where
is defined by (46) and h G is the fiber-wise metric defined by (30). Here,
is an arbitrary local frame on T M . Let dim(M ) > 1.
Then (g, B, φ) satisfies the equations of motion, β(g) = β(B) = β(φ) = 0, if and only if its Ricci scalar curvature R G vanishes, and it is Ricci compatible with G, that is
where V ± ⊆ TM are two vector subbundles induced by generalized metric G.
Proof. First, one has to show that some connection ∇ satisfying the assumptions of the theorem exists. Using the propositions 6.6 and 6.7 and the classification of Levi-Civita connections in the previous section, this is equivalent to finding J and W , such that J ′ = 0 and W ′ = dφ. Clearly, we can choose J = 0 and we can define W to have the form
for all X, Y, Z ∈ X(M ). See that W a = 0. Taking the partial trace, we find W ′ = dφ. With this choice of W and J, we obtain the connection ∇ of required properties.
The rest of the proof is simple. First, one employs Theorem 6.4, in particular the equation (132). We find that for ∇ satisfying the assumptions, we have R G = R G = β(φ). We know, cf. Theorem 
for all X, Y ∈ X(M ). This finishes the proof.
Thus we have shown that vanishing beta functions or equivalently the equations of motion of the low-energy effective action can be fully reformulated in terms of Courant algebroid connections. Background fields (g, B) come from the generalized metric G, whereas the dilaton field φ enters through the connection and equation (166) . At this moment, there is no clear geometrical interpretation of the conditions imposed on the connection. Remark 7.3. Note that for any ∇ ∈ LC(TM, G) with X ∇ = 0, one has R E = 0. However, these two conditions are not equivalent.
Application: Background independent gauge
To demonstrate the power of the geometrical interpretation of equations of motion given by Theorem 7.2, we derive an equivalence of the low-energy effective action (162) with a theory whose fields consist of a metric, twisted Poisson bivector and a dilaton. In fact, this bivector is assumed to be non-degenerate, hence, according to [4] , we should call this action a symplectic gravity. Before wading through the actual proof, we have to discuss the following generalization of Section 6. One can form a Courant algebroid structure on E = A ⊕ A * similar to the Example 2.10. The fiber-wise metric ·, · E is defined using the same formula as (20) , the anchor takes the form ρ = a • pr A , and one sets [·, ·] E to be the H-twisted A-Dorfman bracket:
for all (ϕ, ϑ), (ϕ ′ , ϑ ′ ) ∈ Γ(E), where H ∈ Ω 3 (A) satisfies d A H = 0. It is easy to check that (E, ρ, ·, · E , [·, ·] E ) forms a Courant algebroid. It is regular (or transitive) if and only if the original Lie algebroid is. It is exact if and only if a is a vector bundle isomorphism. It follows that one can now redo everything derived in Section 6, with G corresponding to a pair (g A , B A ), where g A is now a positive definite fiber-wise metric on A, and B A ∈ Ω 2 (A). We get
Instead of the manifold Levi-Civita connection, now one uses a Lie algebroid Levi-Civita connection ∇ LC : Γ(A) × Γ(A) → Γ(A) with respect to g A , given by the usual formula
for all ϕ, ϕ ′ ∈ Γ(A). This connection is torsion-free in the usual sense, that is
for all ϕ, ϕ ′ ∈ Γ(A). Also, one can define the corresponding curvature operator R LC using the usual formula
for all ϕ, ϕ ′ , ϕ ′′ ∈ Γ(A), and define the corresponding Ricci tensor Ric LC ∈ T 0 2 (A) and the Ricci scalar R(g A ) ∈ C ∞ (M ). All in all, ∇ LC and its induced quantities R LC , Ric LC and R(g A ) enjoy the same properties as the ones for usual Levi-Civita connection.
We can now, word for word, replicate the whole Section 6 for E = A ⊕ A * , hence proving that LC(A ⊕ A * , G) = 0, where all connections are uniquely parametrized by a pair of tensors J A ∈ X(A) ⊗ X 2 (A) and W A ∈ Ω 1 (A) ⊗ Ω 2 (A), such that (J A ) a = (W A ) a = 0. The only exceptions are Propositions 6.6 and 6.7, as the anchor ρ = a • pr A is not in general surjective. Instead, we get the relation ξ, X ∇ = J for all ξ ∈ Ω 1 (M ). As θ is invertible, we have J ′ A = 0. Next, by assumption, we have V ∇ (ψ k , ψ connection ∇ ′ on E ′ by restriction of ∇ onto Γ G (K ⊥ ). Every Courant algebroid connection on E ′ can be obtained in this way. If ∇ ∈ LC(E, G), then ∇ ′ ∈ LC(E ′ , G ′ ). However, unlike in the case of generalized metric, ∇ satisfying the above conditions is not uniquely determined by ∇ ′ .
In [19] , we took an opposite approach. One can choose a convenient connection ∇ ′ ∈ LC(E ′ , G ′ ) and extend it to a connection ∇ ∈ LC(E, G) which reduces back to ∇ ′ . In particular, one can find the following relation between their respective scalar curvatures:
The scalar curvatures R ′ G ′ and R ′ E ′ can be calculated to give
where F ′ = F + Dϑ + 
In other words, the reduction of Courant algebroids working together with the Levi-Civita connections leads to a proposal for a Kaluza-Klein type of reduction. The above action can now be compared to the bosonic part of the low energy effective action for the heterotic string, see e.g. [25] . The equations of motion arising from this theory can be related to systems of partial differential equations called Strominger systems. A detailed introduction and a discussion of their relations with string theory and generalized geometry is given e.g. in [10] . We also recommend this paper for a more complete list of references.
Remark 9.1. At the beginning of this section, we have assumed that the first Pontryagin class of the principal G-bundle π : P → M vanishes. However, this is not at all important for the results of this section. Instead of a Courant algebroid, we could simply work with pre-Courant algebroids, see Remark 2.11. In particular, H 0 ∈ Ω 3 (M ) could have been completely arbitrary.
