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Membrane computing (known as P systems) is a novel class of distributed parallel
computing models inspired by the structure and functioning of living cells and organs,
and its application to the real-world problems has become a hot topic in recent years. This
paper discusses an interesting open problem in digital watermarking domain, optimal
watermarking problem, and proposes a new optimal image watermarking method under
the framework of P systems. A special membrane structure is designed and its cells as
parallel computing units are used to find the optimal watermarking parameters for image
blocks. Some cells use the position-velocity model to evolve watermarking parameters of
image blocks, while another cell evaluates the objects in the system. In addition to the
evolution rules, communication rules are used to exchange and share information
between the cells. Simulation experiments on large image set compare the proposed
framework with other existing watermarking methods and demonstrate its superiority.1. Introduction
Digital watermarking has became one of the most 
effective tools for copyright protection of digital media 
(such as image, audio, video) [1–4]. A large number of 
watermarking methods or algorithms have been 
addressed in recent years, such as adaptive watermarking 
methods [5,6], quantization-based watermarking methods 
[7–9], machine learning-based watermarking methods 
[10–15]. It is well-known that imperceptibility and robust-performance of 
indicates percep-
cted. Usually, the 
le and over allmedia types. Meanwhile, the watermark should be also
robust to signal processing or attacks. Ideally, the amount
of signal distortion necessary to remove the watermark
should degrade the desired media quality to a point of
becoming commercially valueless. However, impercept-
ibility and robustness are conflicting with each other.
Therefore, we have to balance the pair of conflicting
performance measures efficiently. From the viewpoint of
watermark embedding, watermarking parameters (such as
embedding strength and threshold) and/or embedding
position are crucial factors of effecting both imperceptibility
and robustness. This rises an interesting and open problem,
known as optimal watermarking problem. Optimal water-
marking problem means how to find the optimal water-
marking parameters and/or most suitable embedding
positions for a watermarking algorithm such that its imper-
ceptibility and robustness can be balanced optimally. In
recent years, genetic algorithm (GA) has been introduced to
investigate this problem and a number of optimal water-
marking schemes have been addressed [16–19].
In summary, the role of GA in solving the optimal water-
marking problem is mainly reflected in the following two
aspects: (i) it searches most suitable frequency bands for
watermark embedding [16]; (ii) it searches the optimal
watermarking parameters for a watermarking algorithm
such that both imperceptibility and robustness can be
balanced optimally [17–19]. However, some deficiencies in
GA performance can lead to the degradation in efficiency of
these watermarking schemes, such as the premature con-
vergence. This paper will focus on the optimal image
watermarking problem and explore its solution under the
framework of P systems.
Membrane computing initialed by Pǎun in 2000 [21],
known as P systems, is a novel class of distributed parallel
computing models, which was inspired by the structure
and functioning of living cells as well as the interactions of
living cells in tissues or higher order biological structures.
A P system usually consists of three ingredients: mem-
brane structure, multisets of objects and evolution rules
[22]. The multisets of objects are placed in compartments
surrounded by membranes, and evolved by some given
rules that are applied in a non-deterministic maximally
parallel manner (see [21] for details). The cell P systems
were first investigated, where their membranes were
arranged as a tree-like structure. Another kind was neural
P systems in which spiking neural P systems were widely
discussed in theory in recent years [23–26]. Tissue
P systems focused on by this work were inspired by the
intercellular communication and cooperation among neu-
rons [27]. The communication among cells is based on
symport/antiport rules. The tissue P systems can be
viewed as a net of processors dealing with symbols and
communicating them along channels specified in advance.
Over recent years, a large number of P systems and
variants have been proposed [22], which have addressed
the synchronous and non-deterministic properties and
parallel computing advantage of P systems.
This paper introduces tissue P systems to discuss the
optimal watermarking problem. We first propose a ridgelet-
based watermarking algorithm, which modulates ridgelet
coefficients on strongest energy direction using an energy
modulation technique, and then develop a novel watermark-
ing framework based on tissue P systems with symport/
antiport rules. The reason that the framework can effectively
exploit the optimal thresholds for the watermarking algo-
rithm is due to three aspects: (i) co-evolution mechanism of
objects between multiple membranes; (ii) the diversity of
objects in the system; (iii) parallel computing ability.
This paper is organized as follows. Section 2 reviews basic
definition of tissue P systems, and Section 3 gives a basic
image watermarking algorithm used in this paper. Section 4
describes the proposed framework of solving the optimal
watermarking problem. Experimental results are provided in
Section 5, and conclusions are discussed in Section 6.
2. Tissue P systems with symport/antiport rules
Since the basis of solving optimal watermarking problem
in this paper is using a tissue P systemwith symport/antiportrules, we briefly review its definition and mechanisms in this
section. More detailed descriptions of tissue P systems can be
found in [22,27–29].
Formally, a tissue P system (of degree d40) with
symport/antiport rules is a construct:
Π ¼ ðO;w1;…;wd;R1;…;Rd;R0; i0Þ ð1Þ
where(1) O is a finite alphabet, whose symbols are called
objects;(2) wið1r irdÞ is finite set of strings over O, which
represents multiset of objects initially present in cell i;(3) Rið1r irdÞ is finite set of evolution rules in cell i;
(4) R0 is finite set of communication rules of the form
ði;u=v; jÞ, which represents communication rule
between cell i and cell j, ia j, i; j¼ 1;2;…; d, u; vAOn;(5) i0 indicates the output region of the system.From membrane structure, a tissue P system can be
viewed as a net implicitly, which consists of the d cells
labeled by 1;2;…; d. Here, each cell is an elementary
membrane. Usually, the environment is labeled by 0. The
communication rule of the form ði;u=v; jÞ indirectly indi-
cates synaptic connection between cell i and cell j. The
communication rules determine a virtual graph, where the
nodes are the cells and the edges indicate if it is possible
for pairs of cells to communicate directly. The net structure
provides the flexibility of expressing the needed structures
from simple to complex when we deal with real-world
problems.
In tissue P systems, multisets of objects of the d cells
are described by w1, w1, …, wd. Suppose any multiset of
objects over O is available in the environment.
Generally speaking, a tissue P system includes the rules
of two types: evolution rules and communication rules.
Each elementary membrane usually contains one or more
evolution rules, while a communication rule is built
between two different cells. In the above definition,
Rið1r irdÞ is finite set of evolution rules in cell i, whose
rule is of the form u-v;u; vAOn. The application of the
rule means that u will be evolved to v. In most of the
existing tissue-like P systems and variants, evolution rule
of the form is based on string of objects. However, when
we apply it to solve real-world problem, we should design
the corresponding evolution rules according to domain
knowledge of the real-world problem. The communication
rule of the form ði;u=v; jÞ is called as antiport rule. The
communication rule ði;u=v; jÞ can be applied over two cells
labeled by i and j when u is contained in cell i and v is
contained in cell j. The application of this rule means that
the objects of the multisets represented by u and v are
interchanged between the two cells. Note that if either
i¼0 or j¼0 then the objects are interchanged between a
cell and the environment. If one of u or v in the above rule
is empty, the rule is called as symport rule, for example,
ði;u=λ; jÞ. The application of the rule means that u will be
communicated from cell i to cell j.
In tissue P systems, as usual in the framework of
membrane computing, every cell as a computing unit
works in a maximally parallel way (a universal clock is
considered here). In a computing step, each object in a
membrane can only be used for one rule (non-determi-
nistically chosen when there are several possibilities), but
any object which can participate in a rule of any form must
do it, i.e., in each step we can apply a maximal set of rules.
A computation in a tissue-like P system of degree d is a
sequence of steps which start with the cells 1, …, d
containing the multisets w1, …, wd and where, in each
step, one or more rules are applied to the current multisets
of symbol objects. A computation is successful if and only
if it halts. When it halts, it produces a final result in
output cell.3. An image watermarking algorithm in ridgelet domain
The image watermarking algorithm presented in this
paper is a ridgelet-based watermarking algorithm. The
main reason of using ridgelet transform is based on the
following fact: compared with wavelet transform, ridgelet
transform has better direction property and can effectively
extract image features. Especially, its sparse representation
ability can concentrate more on the energy of an image
after transforming, which is advantageous to better hide
the watermark information.
The idea of the ridgelet transform is to map singular
lines in an image into singular points by Radon transform
and detect the singular points by using wavelet transform,
and then use inverse Radon transform to map the singular
points into singular lines. More detailed descriptions of
ridgelet transform can be found in [30–32]. The water-
marking algorithm presented here will employ the block-
wise strategy: we divide an image into a series of image
blocks, and then achieve ridgelet transform on each
image block and embed the watermark into their ridgeletImage I
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Fig. 1. The embedding procedcoefficients. For an image block with size nn, based on
the knowledge about ridgelet transform, we can obtain its
ridgelet coefficients on n directions after finite ridgelet
transform, and the ridgelet coefficients on each direction
will exhibit a pyramid structure, whose different layers
reflect the different frequency bands of ridgelet coeffi-
cients on this direction, such as low-frequency, middle-
frequency and high-frequency. Based on the features of
ridgelet transform described above, we will consider the
following embedding strategy to improve imperceptibility
and robustness of the watermarking algorithm designed:
(i) for every image block, ridgelet coefficients on the
strongest energy direction are selected as the candidates
of embedding positions (since the direction contains the
strongest energy edges of the image block, its coefficients
can tolerate more distortions); (ii) according to human
visual system, their low- and middle-frequency coeffi-
cients are further selected as final embedding positions.
In this paper, watermark informationW to be embedded is
a randomly generated binary sequence, whose length is
equal to the number of image blocks.3.1. Watermark embedding
Fig. 1 shows the procedure of watermark embedding,
which uses ridgelet coefficients on the strongest energy
direction as embedding positions and an energy modula-
tion method presented in this paper. They are the key
points different from the existing watermarking methods.
In the following, we will describe in detail the energy
modulation method in the ridgelet-based watermarking
technique.
Suppose I is a gray image with size MM. In accor-
dance with block-wise strategy, the image is divided intoet coefficient
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a series of non-overlapping image blocks with size nn.
Denote I¼ fIh;h¼ 1;2;…;mg, where Ih is its hth image
block and m¼ ½ðM MÞ=ðn nÞ. For every image block Ih,
watermark embedding is achieved as follows. First of all,
we accomplish ridgelet transform on the image block
(wavelet decomposition of L levels is assumed here) to
obtain its ridgelet coefficients on n directions, where each
direction has L ridgelet coefficient sub-bands. Formally
denote Ch ¼ Ch1⋃Ch2⋃…⋃ChL, where Chl is coefficient set
of lth coefficient sub-band. Then, we compute energy of
each direction and then find out the strongest energy
direction from the n directions, kh, formally,
kh ¼ max
1rkrn
∑
L
l ¼ 1
∑
n
i ¼ 1
c2hðk; l; iÞ
!
; ð2Þ
where c2hðk; l; iÞ is ith ridgelet coefficient of kth direction in
Chl. In the following, we select low- and middle-frequency
coefficients from the sub-bands of the strongest energy
direction kh, and the selected coefficients are denoted by
Ch ¼ fch1; ch2;…; chJg, where J is the number of the selected
coefficients. For the strongest energy direction kh, we
define the following energy index:
eh ¼ ðc2h1þc2h2þ…þc2hJÞ1=2: ð3Þ
In this paper, the energy index of the strongest energy
direction kh will be regarded as the object of quantization
modulation to embed watermark bit. The modulation rule
of the energy index is as follows:
e0h ¼
⌊eh=δc  δþ3δ=4 if wh ¼ 1
⌊eh=δc  δþδ=4 if wh ¼ 0
(
ð4Þ
where 1rhrm, δ is a quantization step, e0h is the energy
index after modulation and wh is watermark bit to be
embedded. From the above modulation rule we can see
that only one watermark bit is embedded into each image
block. In the following, we need to modify every coeffi-
cient in low- and middle-frequency sub-bands of the
strongest energy direction kh to achieve the above energy
modulation. In order to ensure good imperceptibility, we
employ a coefficient modification strategy that propor-
tions the modification amount according to absolute value
of every ridgelet coefficient, i.e., the coefficients that have
larger absolute values will bear larger modification
amount, while the coefficients that have smaller absolute
values will bear smaller modification amount. For this
purpose, the following coefficient modulation formula canTest image I
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c0hj ¼ sgn chj
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃc2hj
ðc2h1þc2h2þ⋯þc2hJÞ
vuut  δ; ð5Þ
where chj is the original ridgelet coefficient, c0hj is the
ridgelet coefficient after modulation and δ is the desired
energy index after modulation.
As usual in the existing watermarking methods, we can
obtain the watermarked image blocks from the water-
marked ridgelet coefficient sub-bands by using inverse
ridgelet transform, and then combine the watermarked
image blocks to generate the watermarked image I0.
3.2. Watermark extraction
Fig. 2 gives the procedure of watermark extraction. The
principle of watermark extraction is illustrated as follows.
Suppose I0 is a gray image with sizeMM to be tested. The
image is divided into a series of non-overlapping image
blocks with size nn in the same way as in embedding
algorithm, I0 ¼ fI0h;h¼ 1;2;…;mg. We accomplish ridgelet
transform on each image block I0h to obtain its ridgelet
coefficients on n directions, and low- and middle-
frequency sub-bands of the strongest energy direction kh
will be regarded as extraction positions of the watermark.
The selected ridgelet coefficients are formally denoted by
C^ h ¼ fc^h1; c^h2;…; c^hJg, where J is the number of the selected
coefficients. In the following, we compute energy index of
the coefficient set as follows:
e^h ¼ ðc^2h1þ c^2h2þ…þ c^2hJÞ1=2: ð6Þ
According to the energy index, we use the following
watermark extraction rule to achieve watermark extrac-
tion:
w0h ¼
1 if e^h⌊e^h=δc  δZδ=2
0 if e^h⌊e^h=δc  δoδ=2
(
ð7Þ
where w0h is the extracted watermark bit, 1rhrm.
From the image watermarking algorithm described
above we easily deduce that when n and L are determined
as two constants, its computational complexity is O(m) or
OðM2Þ.
In the ridgelet-based watermarking algorithm
described above, δ is a watermarking threshold, which
plays the role of the embedding strength of the water-
mark. It is well-known that image blocks may havelet coefficient
ands
Watermark
W
Extraction rule
ure of the watermark.
0
m+1different local features, so the image blocks should use
different thresholds, which imply the idea of adaptive
watermarking. In this work, a tissue P system will used
to determine the optimal thresholds for the image blocks.1 2 m
Fig. 4. Membrane structure.4. The framework of tissue P systems
In this section, we will describe a framework of
P systems for optimal watermarking, which is based on
a tissue P system with symport/antiport rules. The frame-
work includes two kinds of elementary membranes: first
kind will use the position-velocity model to evolve the
watermarking thresholds of image blocks, while another
kind will compute the corresponding performance index.
Assume that the number of membranes of first kind is equal
to the number of image blocks, whereas second kind
contains only one membrane. In addition, the framework
also uses communication rules to exchange and share
objects among the membranes. Fig. 3 gives the framework
of P systems, where elementary membranes (in the dashed
box) aremþ1 parallel computing units. In the following, we
will describe in detail each component of the framework.4.1. Membrane structure
Fig. 4 shows the membrane structure of the framework,
which consists of (qþ1) elementary membranes labeled by
1;2;…; q; qþ1. As usual, the environment is labeled by
0 and is also output membrane of the system. Therefore,
when the system halts, objects in the environment are
regarded as the final results, i.e., optimal thresholds of
image blocks. Based on the used different rules, the (qþ1)
membranes are classified into two classes: the membrane
labeled by qþ1 is called evaluation membrane, which deals
with watermark embedding, watermark extraction and
fitness evaluation; other q membranes are called threshold
membranes, which evolve the thresholds of image blocks.Randomly generate initial objects 
for each threshold membrane
Evalute all initial objects and fill the 
evaluation membrane
Evolve
objects
Membane 1
Evolve
objects
Membane 2
Evolve
objects
Evalute
objects
Membane m Membane m+1
Communicate objects with communication rules
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Stop
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Fig. 3. The framework of P systems applied to solve optimal water-
marking problem.In the framework, the (qþ1) membranes as parallel com-
puting units work in a maximally parallel way.
4.2. Objects
As usual, each membrane contains an object or several
objects. Assume that each threshold membrane in the
framework contains (sþ1) objects, which are described as
follows:(1) s objects, X1i , X
2
i ,…, X
s
i : The objects are called threshold
objects, where subscript i indicates that the objects are
in ith threshold membrane. The purpose is to search for
optimal thresholds of image blocks by object's evolu-
tion. Here, each object is a triple Xji ¼ ðx
j
i; p
j
i; f
j
i Þ, where
xi
j
is the current position of the object in the position-
velocity model and also expresses the (candidate)
threshold of jth object in ith threshold membrane, p i
j
is the best position of the object so far, and f i
j
is the
corresponding fitness value, j¼ 1;2;…; s, i¼ 1;2;…; q.
(2) An object Gj: The object is called best position object.
Each threshold membrane has only one best position
object. The best position object Gj is a tuple Gi ¼ ðgi; f gi Þ,
where gi is best position of all objects in ith threshold
membrane so far and fi
g
is the corresponding fitness
value, i¼ 1;2;…; q.In each execution step the evaluation membrane
receives, deals with all the objects described above, and
also communicates current best object of each threshold
membrane into the environment.
Initially, the framework generates s objects for each
threshold membrane randomly. The component xi
j
of
each object is a random number generated according to
domain knowledge, and set its p i
j
to be equal to the
random number. Then, its fitness value f i
j
is computed
according to the evaluation formula (11) given below.
Finally, each threshold membrane creates its object Gj
according to the object with best fitness.
4.3. Rules
The framework uses two different evolution rules in
threshold membranes and evaluation membrane, and
applies the communication rules to exchange and share
objects among them.
4.3.1. Evolution rules of threshold membranes
The role of evolution rules in each threshold membrane
is to evolve its objects and update its best position object.
In this paper, the position-velocity model of particle
swarm optimization (PSO) [33,34] is used as evolution
rule of each threshold membrane which is given by
vji ¼ ω  x
j
iþc1r1ðp
j
ix
j
iÞþc2r2ðgix
j
iÞ
xji ¼ x
j
iþv
j
i; ð8Þ
where ω is the inertia weight, c1 and c2 are the learning
factors, and r1; r2A ð0;1Þ are the two random numbers,
j¼ 1;2;…; s, i¼ 1;2;…; q.
4.3.2. Evolution rule of evaluation membrane
The role of evolution rule in evaluation membrane is to
evaluate the objects in threshold membranes. The evolu-
tion rule is achieved as follows:(1) Execute embedding algorithm to generate the water-
marked image according to the thresholds of image
blocks.(2) Compute the following peak signal to noise ratio
(PSNR) of the watermarked image:
PSNR¼ 10  log10
2552 M2
∑Mi ¼ 1∑
M
j ¼ 1ðIði; jÞ I0ði; jÞÞ2
" #
: ð9Þ
where Iði; jÞ and I0ði; jÞ are the pixels of the original
image and the watermarked image respectively,
i; j¼ 1;2;…;M. In the existing watermarking techni-
ques, PSNR is commonly used to measure the imper-
ceptibility of a watermarking algorithm.(3) Obtain R attacked images by using R attack methods to
attack the watermarked image.(4) Execute extraction algorithm to extract the corre-
sponding watermark sequence W 0r for each attacked
image, r¼ 1;2;…;R.(5) Compute the following bit error rate (BER) of the
watermarked image:
BERr ¼
∑mi ¼ 1wi  w0ri
m
; ð10Þ
where wi and w0ri are the original watermark bit and
the extracted watermark bit respectively, r¼ 1;2;…;R.(6) Compute the fitness value fi
j
of object Xi
j
:
f ji ¼ PSNRþλ ∑
R
r ¼ 1
ð1BERrÞ ð11Þ
where λ is a weight constant.
(7) Update objects Xi
j
. If the new value is higher than the
original value, then update the value and its position;
otherwise it will not be updated.(8) Update best position object of each threshold mem-
brane, Gi. If the new value is higher than the original
value in Gi, then update the value and its position;
otherwise it will not be updated.4.3.3. Communication rules
The framework has the communication rules of two types:(1) Antiport rules: ði;X1i X2i⋯Xsi Gi=X01i X02i ⋯X0si G0i; qþ1Þ, i¼
1;2;…; q. The rule indicates that the objects arecommunicated in ith threshold membrane and evalua-
tion membrane.(2) Symport rules: ðmþ1;X1X2⋯Xq=λ;0Þ. The rule indicates
that the objects are communicated in ith threshold
membrane and the environment, where Xi is current
best object of ith threshold membrane.4.4. Halt condition
In this paper, we employ maximum execution step
number as halt condition of the framework, that is, the
framework will continue to run until the maximum
execution step number is reached. When the system halts,
m objects in the environment are the system output,
where first component of each output object is the optimal
threshold of the corresponding image block.
By analyzing the proposed framework, we easily
deduce its computational complexity to be O(msRT) or
OðM2sRTÞ, where s is the number of objects in each
threshold membrane, R is the number of attack methods
used and T is the maximum execution step number.
Compared with the existing GA-based watermarking
methods, the proposed framework has approximately
equal computational complexity when they use same
parameters (such as same population size, attack methods
and maximum generation number).
In the presented watermarking scheme, the optimal
problem is viewed as an optimization problem, thus the
watermarking framework based on tissue P systems is
used to search for the optimal thresholds for image blocks.
Based on the framework, we can describe the optimization
procedure of tissue P systems for the proposed ridgelet-
based watermarking algorithm as follows. The framework
uses Eq. (11) as the objective function of the optimal
watermarking problem, and the thresholds of image
blocks are regarded as the parameters to be optimized.
The framework first generates initial objects for each
threshold membrane, and then successively runs until
the halt condition is reached. Finally, we execute the
embedding algorithm again to generate the watermarked
image according to the obtained optimal thresholds.
5. Experimental results and analysis
5.1. Setup
In experiments, two image sets are used to evaluate the
performance of the proposed watermarking framework.
First image set consists of ten standard gray images of size
512512, which are commonly used in watermarking
literatures, shown in Fig. 5. Second image set contains
146 images, which are from the USC-SIPI image database
[35].
The size of image block is set to be 512512 due to
consideration of the balance of the transform accuracy and
visual quality. In the implementation of ridgelet transform,
we use the Haar wavelet and achieve wavelet decomposi-
tion of four levels on every direction (L¼4). Therefore, the
number of ridgelet coefficients on every direction is as
follows: low-frequency sub-band of 4th layer has 2 ridge-
let coefficients, while high-frequency sub-bands of 4th
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Fig. 5. A small image data set that consists of ten standard gray images of size 512512.layer, 3rd layer, 2nd layer and 1st layer have 2, 3, 5 and 9
ridgelet coefficients respectively.
The parameters of the used tissue P system are set as
follows: s¼10 and T¼200. In the position-velocity model,
c1 ¼ c2 ¼ 1:0, and ω linearly varies from 0.9 to 0.4. The
weight factor in Eq. (11) is set to be λ¼ 5. In experiments,
we employ 6 attack methods (R¼6), which are JPEG
compression with quality factor (QF) 60, median filtering
(33), Gaussian noise with signal to noise ratio (SNR)
20 dB, image scaling (50%), image cropping (25%), rotation
(751). Finally, watermark sequence W is a randomly
generated binary sequence with 900 bits.
The performance of the proposed framework is inves-
tigated by measuring its imperceptibility and robustness
against the 6 attacks. For imperceptibility, peak signal to
noise ratio (PSNR) is employed to evaluate difference
between original images I and the watermarked image I0
(see Eq. (9)). For robustness, bit error rate (BER) measures
difference between the original watermark W and the
extracted watermarkW 0 (see Eq. (10)). Note that the larger
the PSNR, the better the imperceptibility. If a method has a
lower BER, it is more robust.5.2. Performance test on standard image set
5.2.1. Results
We execute the proposed framework on the standard
image set. When the system halts, optimal thresholds of
image blocks are generated in the environment. Consider-
ing the fact that the framework includes some stochastic
mechanisms, we execute the framework on each image
20 times independently. Table 1 gives the means and
standard errors of the means (SEM) of the PSNR and BER
values of the framework on the ten standard images. Based
on the best knowledge of image watermarking, the results
indicate good imperceptibility of the proposed framework
as well as high robustness against the 6 attacks.In addition, we also observe such a phenomenon:
although these images have different image features,
we get approximately equal performances, however, they
correspond to completely different thresholds. This obser-
vation indicates that for different images, the proposed
framework can automatically determine the correspond-
ing optimal thresholds such that a watermarking algo-
rithm has approximately equal performances on them.
5.2.2. Compared with the GA-based watermarking methods
For the optimal watermarking problem, GA-based water-
marking methods are a class of representative methods in
recent years. The proposed framework is compared with
several existing GA-based watermarking methods, which
are Meng' method [13], Shieh's method [16], Kumsawat's
method [18] and Wang's method [20]. Table 2 gives the
comparison results of these watermarking methods on Lena
image. It is clear from Table 2 that the proposed framework
is superior to other methods because of its highest PSNR
value, lowest BER value and smallest standard deviation.
Likewise, similar results are also obtained in the other
images. The results draw a conclusion: benefited from
inherent evolution and communication mechanisms of
tissue P systems, the framework can search for global
optimal thresholds for a watermarking algorithm. There-
fore, the proposed framework is very suitable to solve the
optimal watermarking problem.
5.2.3. Compared with the machine learning-based
watermarking methods
Recently, some watermarking methods based on
machine learning (such as artificial neural networks, sup-
port vector machines) have been developed and have
exhibited the excellent performance. In the experiments,
we will compare the proposed framework with several
watermarking methods based on machine learning,
including Yu's method [36], Tsai's method [12] and Peng's
method [15]. The purpose of the comparison is to observe
Table 2
Comparison results of the proposed method and several GA-based methods on Lena image.
Attack methods P systems Shieh [16] Kumsawat [18] Meng [13] Wang [20]
PSNR (dB) 41.646 40.592 41.815 41.162 39.56
JPEG (QF¼60) 0.1043 0.1971 0.1086 0.1296 0.1065
Median filtering (33) 0.3012 0.4551 0.3283 0.3598 0.3075
Gaussian noise (SNR¼20) 0.1952 0.3062 0.2157 0.2296 0.2015
Scaling (50%) 0.1974 0.3161 0.2035 0.2064 0.1976
Image cropping (1/4) 0.2358 0.4147 0.3361 0.3719 0.2371
Rotation (751) 0.2015 0.3359 0.2895 0.2851 0.2016
Table 3
Comparison results of the proposed method and several machine learning-based watermarking methods on Lena image.
Attack methods Proposed methods Original methods Yu's method [36] Tsai's method [12] Peng's method [15]
PSNR (dB) 41.646 41.716 41.720 41.715 41.673
JPEG (QF¼60) 0.1043 0.3428 0.2981 0.2866 0.1652
Low-pass filtering 0.2147 0.4813 0.3852 0.3814 0.2871
Median filtering (33) 0.3012 0.5625 0.4189 0.4023 0.3038
Salt & peppers noise (2%) 0.1027 0.4981 0.3526 0.2236 0.1039
Gaussian noise (SNR¼20) 0.1952 0.4487 0.2081 0.1968 0.1895
Scaling (50%) 0.1974 0.4462 0.7489 0.1892 0.1962
Image cropping (1/4) 0.2358 0.4923 0.7925 0.2578 0.2325
Rotation (751) 0.2015 0.3356 0.2635 0.2215 0.2035
Table 1
The average performance results of the proposed framework for 20 runs, including mean values and SEM of PSNR and BER.
Images PSNR (db) JPEG (60) Median filtering (33) Gaussian noise (20) Scaling (50%) Image cropping (1/4) Rotation (751)
Lena 41.646 0.1043 0.3012 0.1952 0.1974 0.2358 0.2015
1:08 102 2.36104 2.52104 2.65104 2.21104 3.31104 2.63104
Boat 41.518 0.1044 0.3014 0.1953 0.1975 0.2359 0.2018
1:11 102 2.49104 2.53104 2.52104 2.33104 3.28104 2.56104
Peppers 41.715 0.1042 0.3010 0.1951 0.1971 0.2356 0.2013
1:15 102 2.69104 2.74104 2.53104 2.52104 3.35104 2.61104
Elaine 41.653 0.1046 0.3015 0.1955 0.1976 0.2360 0.2017
1:09 102 2.53104 2.51104 2.46104 2.41104 3.27104 2.53104
Milkdrop 41.526 0.1048 0.3015 0.1957 0.1978 0.2359 0.2019
1:13 102 2.54104 2.52104 2.61104 2.63104 3.31104 2.64104
House 41.625 0.1039 0.3011 0.1949 0.1972 0.2356 0.2014
1:15 102 2.58104 2.73104 2.59104 2.65104 3:26 104 2.61104
Lake 41.623 0.1040 0.3012 0.1949 0.1973 0.2356 0.2015
1:08 102 2.49104 2.53104 2.66104 2.55104 3.24104 2.56104
Bridge 41.744 0.1042 0.3011 0.1951 0.1972 0.2356 0.2013
1:10 102 2.51104 2.53104 2.46104 2.52104 3.30104 2.55104
Hunter 41.593 0.1041 0.3011 0.1950 0.1972 0.2355 0.2012
1:14 102 2.41104 2.39104 2.42104 2.49104 3.27104 2.56104
Butterfly 41.628 0.1042 0.3013 0.1953 0.1974 0.2358 0.2013
1:08 102 2.37104 2.38104 2.39104 2.56104 3.29104 2.51104whether a conventional watermarking algorithm opti-
mized by the proposed framework can attain or approach
the performances of the machine learning-based water-
marking methods. Here, the image watermarking algo-
rithm described in Section 3 is regarded as the
conventional watermarking algorithm but uses same
watermarking parameters for all image blocks, and it is
called as original method here. For fair comparison, we
determine the watermarking parameters of these water-
marking methods to obtain approximate PSNR values.Table 3 provides the comparison results of these water-
marking methods. It can be observed that the performance
of the proposed framework significantly exceeds that of
the original method. It should be noted that the original
method uses the same watermarking algorithm as the
proposed framework, but its threshold is determined
manually, whereas the proposed framework automatically
determines its optimal thresholds. From the comparison
results, two conclusions can be drawn: (i) the proposed
framework can considerably improve the performance of
conventional watermarking algorithm; (ii) because the
proposed framework can automatically determine optimal
thresholds, it can avoid the difficulty of determining
optimal thresholds of conventional watermarking algo-
rithm in a manual way.
It is well-known that the existing machine learning-
based watermarking methods have high computational
complexity since their watermark detectors include a
sophisticated training/learning procedure and need long
training time (such as artificial networks, support vector
machines). In the proposed framework, however, the
optimization of watermarking parameters is completed
before watermark embedding. Moreover, watermark
extraction is achieved by original watermark extraction
algorithm. Therefore, compared with the existing machine
learning-based watermarking methods, the proposed frame-
work has relatively low computational complexity.5.3. Performance test on large image set
In order to further illustrate the effectiveness of the
proposed framework, a large image set (including
146 images) is used in the experiments. The image set is
collected from the USC-SIPI image database [35] and is
divided into three groups: texture (brodatz textures,
texture mosaic, etc.). aerials (high altitude aerial images)
and miscellaneous (baboon, the mandril, and other favor-
ites). Note that the image set contains a part of color
images, which are converted to gray images in the experi-
ments. The proposed framework is evaluated on the large
image set and is compared with four GA-based water-
marking algorithms. Table 4 reports the average perfor-
mances of the watermarking algorithms in 20 consecutive
runs. It is evident from this table that the proposed
framework is better than other watermarking algorithms
in terms of imperceptibility and robustness.Table 4
The average performances of the watermarking algorithms on the large image
Attack methods P systems Shieh [16]
PSNR (dB) 41.385 40.538
JPEG (QF¼60) 0.1061 0.1992
Median filtering (33) 0.3035 0.4585
Gaussian noise (SNR¼20) 0.1979 0.3105
Scaling (50%) 0.1996 0.3182
Image cropping (1/4) 0.2372 0.4169
Rotation (751) 0.2033 0.3381
Table 5
The results of p-values of Wilcoxon's rank sum test for the proposed framewor
Attack methods Shieh [16] Kums
PSNR (dB) 0.0041 0.004
JPEG (QF¼60) 2.4318103 2.3513
Median filtering (33) 3.1235103 3.096
Gaussian noise (SNR¼20) 2.5263103 2.528
Scaling (50%) 2.5291103 2.5276
Image cropping (1/4) 2.4792103 2.482
Rotation (751) 2.5033103 2.508Wilcoxon's rank sum test is a nonparametric statistical
significance test for independent samples. The statistical
significance test has been conducted at the 5% significance
level in the experiments. We create five groups for the
large image set, which are corresponding to the five
methods (proposed method, Shieh's method, Kumsawat's
method, Meng's method and Wang's method). Each group
consists of the PSNR and BER values produced by
20 consecutive runs of the corresponding methods. In
order to illustrate that the goodness is statistically sig-
nificant, we have completed a statistical significance test
for the methods. Table 5 gives the p-values provided by
Wilcoxon's rank sum test for comparison of two groups
(one group corresponding to the proposed framework and
another group corresponding to some other method) at a
time. The null hypothesis assumes that there is no sig-
nificant difference between the mean values of two
groups, whereas there is significant difference in the mean
values of two groups for the alternative hypothesis. It is
evident from Table 5 that all p-values are less than 0.005
(5% significance level). This is a strong evidence against the
null hypothesis, establishing significant superiority of the
proposed framework.
6. Conclusions
The optimal watermarking problem is an interesting
open problem in digital watermarking domain so far.
A number of attempts to deal with the interesting problem
have been made in recent years, such as adaptive water-
marking methods, GA-based watermarking methods,
machine learning-based watermarking methods. In this
paper, we employed a tissue P system with symport/
antiport rules to deal with the problem and developed
a novel framework of P systems. A special membrane
structure, including several threshold membranes and
an evaluation membrane, was designed. The thresholdset in 20 consecutive runs.
Kumsawat [18] Meng [13] Wang [20]
41.782 41.095 39.51
0.1113 0.1308 0.1079
0.3299 0.3621 0.3088
0.2192 0.2313 0.2032
0.2042 0.2082 0.1991
0.3388 0.3747 0.2386
0.2913 0.2862 0.2027
k with other GA-based watermarking methods on the large image set.
awat [18] Meng [13] Wang [20]
5 0.0043 0.0036
103 2.4525103 2.3961103
8103 3.1523103 3.1382103
4103 2.5192103 2.5306103
103 2.5235103 2.5268103
3103 2.4683103 2.4766103
5103 2.5118103 2.5047103
membranes co-evolved watermarking thresholds for
image blocks, while the evaluation membrane dealt with
the tasks that were associated with watermark embed-
ding, watermark extraction and evaluation of objects in
the system. Meanwhile, communication rules between
threshold membranes and evaluation membrane were
used to exchange and share information. In summary,
the proposed framework can effectively deal with the
optimal watermarking problem and achieve the excellent
performances. This is mainly benefited from the following
two mechanisms of tissue P systems: (i) evolution and
communication mechanisms (that allow multiple elemen-
tary membranes to co-evolve the objects in the system);
(ii) parallel computing mechanism (the framework can
quickly search for the optimal watermarking thresholds).
As we know, some mechanisms that were derived from
cell biology have been introduced into P systems and their
variants, such as the creation, division and dissolution of
the cell. The mechanisms provide new ideas and ways for
enhancing the framework or developing new watermark-
ing schemes. Our further work will focus on application of
the mechanisms to the framework.Acknowledgments
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