In this article we are concerned with an inverse boundary value problem for a non-linear wave equation of divergence form with space dimension n ≥ 3. This non-linear wave equation has a trivial solution, i.e. zero solution. By linearizing this equation at the trivial solution, we have the usual linear isotropic wave equation with the speed γ(x) at each point x in a given spacial domain. For any small solution u = u(t, x) of this non-linear equation, we have the linear isotropic wave equation perturbed by a divergence with respect to x of a vector whose components are quadratics with respect to ∇ x u(t, x) by ignoring the terms with smallness O(|∇ x u(t, x)| 3 ). We will show that we can uniquely determine γ(x) and the coefficients of these quadratics by many boundary measurements at the boundary of the spacial domain over finite time interval. More precisely the boundary measurements are given as the so-called the hyperbolic Dirichlet to Neumann map.
Introduction
Let Ω ⊂ R n be a bounded domain with smooth boundary ∂Ω. For T > 0, let Q T := (0, T )×Ω and denote its lateral boundary by ∂Q T := (0, T )×∂Ω, and also denote [∂Q T ] := [0, T ] × ∂Ω. We will simply write Q = Q T , ∂Q = ∂Q T for T = ∞.
Consider the following initial boundary value problem (IBVP):
∂ 2 t u(t, x) − ∇ x · C(x, ∇ x u(t, x)) = 0, (t, x) ∈ Q T , u(0, x) = ∂ t u(0, x) = 0, x ∈ Ω, u = f (t, x), (t, x) ∈ ∂Q T , (1.1)
where ∇ x := (∂ 1 , ∂ 2 , · · · , ∂ n ), ∂ j = ∂ x j for x = (x 1 , x 2 , · · · , x n ). Here C(x, q) is given by C(x, q) := γ(x)q + P (x, q) + R(x, q) (1.2)
for vector q := (q 1 , q 2 , · · · , q n ) ∈ R n , C ∞ (Ω) γ(x) ≥ C > 0 for some constant C, P (x, q) := ; H m−j (Ω)) for any f ∈ B M and 0 < < 0 . We refer this by the unique solvability of (1.1). Note that in particular, we can take B M as a set just consisting of only one f ∈ C ∞ 0 (∂Q T ). In Appendix we will provide some argument about this together with the -expansion given in Section 2.
Based on this, define the Dirichlet to Neumann (DN) map
where u f (t, x) is the solution to (1.1) and ν(x) is the outer unit normal vector of ∂Ω at x ∈ ∂Ω directed into the exterior of Ω. The inverse problem we are going to consider is the uniqueness of identifying γ = γ(x) and P = P (x, q) from the DN map Λ T C . More precisely it is to show that if the DN maps Λ T C i , i = 1, 2 given by (1.5) for C = C i , i = 1, 2 are the same, then (γ i , P i ), i = 1, 2 are the same, where (γ i , P i ), i = 1, 2 are (γ, P ) associated to C i , i = 1, 2.
The non-linear wave equation of the form (1.1) arises in piezoelectric equation with material parameters depending on the amplitude of electric field. In one space dimension this can be seen as a model of a vibrating string with elasticity coefficients depending on strain.
There are several works on inverse problems for non-linear wave equations. For example, Denisov [3] , Grasselli [4] and Lorenzi-Paparoni [12] considered the inverse problems related to non-linear wave equations, but non-linearity in their works is in lower order terms. Under the same set up as our inverse problem except the space dimension, Nakamura-Watanabe in [14] identified (γ, P ) by giving a reconstruction formula in one space dimension which also gives uniqueness. We are going to prove the uniqueness for our inverse problem when the space dimension n ≥ 3.
We will also mention about some related works for elliptic and parabolic equations. For elliptic equations, Kang-Nakamura in [9] studied the uniqueness for determining the non-linearity in conductivity equation. Our result can be viewed as a generalisation of [9] for non-linear wave equation. There are other works related to non-linear elliptic PDE, we refer to [5, 6, 8, 13, 19, 20, 21] . For parabolic equations, we refer to [2, 6, 11] .
In order to state our main result, we need to define the filling time T * . Definition 1.1. Let E T be the maximal subdomain of Ω such that any
in Q T will become zero in this subdomain at t = 2T if the Cauchy data of v on ∂Q 2T are zero. We call E T the influence domain. Then define the filling time T * by T * = inf{T > 0 :
By the Holmgren-John-Tataru unique continuation property of solutions of the above equation for v in Definition 1.1, there exists a finite filling time T * (see [10] and the references there in for further details). Based on this we have the following main theorem.
satisfying the same conditions as for γ, P . Further let u (i) , i = 1, 2 be the solutions to the following IBVP:
with any 0 < < 0 . Assume T > 2T * and let Λ T C (1) and Λ T C (2) be the DN maps as defined in (1.5) corresponding to u (1) and u (2) respectively. Assume that
(1.7)
Then we have
The most difficult part of proving Theorem 1.1 is showing the uniqueness of identifying the quadratic nonlinear part P (x, q). The key ingredients for showing this are to use the control with delay in time (see (3.6) ) and the special polarization for the difference of the quadratic nonlinear part with integration with respect to the delay time (see (3.7), (3.12)) coming from two C (i) (x, q), i = 1, 2 so that via the Laplace tranform with respect to t, we can relate the problem of identifying the quadratic part to that for a nonlinear elliptic equation. The reduced problem is almost the same as the one considered in [9] .
The rest of this paper is organized as follows. In Section 2, we will introduce the -expansion of the IBVP to analyze the hyperbolic DN map. As a consequence, we will show that the hyperbolic DN map determines the hyperbolic DN map associated with the equation
This immediately implies the uniqueness of identifying γ. Section 3 is devoted to proving the uniqueness of identifying P (x, q). In Section 4 which is Appendix, we will give some arguments for the unique solvability of (1.1) and the justification of -expansion.
-expansion of the solution to the IBVP
To prove the theorem, we will use the -expansion of the solution to (1.6) which is given by
We will provide some argument on the justification of this expansion in Appendix.
By the straight forward calculation, we have the followings:
Substitute (2.1) into (1.6), and arrange the terms into ascending order of power of by using the above calculations. Then setting the coefficients of and 2 equal zero, we have the following equations for u
For the well-posedness of these initial boundary value problem see for example Theorem 2.45 of [10] . By using the -expansion (2.1) of solution to equation (1.6), we have the -expansion of the DN map:
This gives us
where each Λ T γ i is the DN map associated to the initial boundary value problem (2.2) defined by
Therefore we have shown the following implication:
3 Proof for uniqueness theorem 1.1
Proof for uniqueness of γ

By knowing each Λ
by the boundary control method (BC method). By (2.7) the reconstructed γ i , i = 1, 2 in Ω are the same. We denote this common γ i , i = 1, 2 by γ, i.e.
Together with this and the given Dirichlet data f is the same for u
1 in Q T . Due to the fact that γ is independent of t, this implies
We denote this common solution by u 1 = u f 1 , i.e.
We abuse the notations to denote c j kl (x) := c j (1) kl (x)−c j (2) kl (x) so that P (x, q) :
(t, x). Then, from (2.2) and (2.3), u 1 = u f 1 (t, x) and u 2 = u f 2 (t, x) are the solutions to the following initial boundary value problems:
and
respectively. We emphasize here that u 1 , u 2 ∈ C ∞ ([0, ∞)×Ω) are the unique solutions to (3.3) and (3.4), respectively.
From the equality of DN map in (2.4), we have
Consider the even extension of f (t, ·) with respect to t, so that the extended f (t, ·) is defined on R×Ω. By abusing the notation, we denote this extended f (t, ·) by the same notation. We also define Y s for any fixed s ∈ R by
This is a control with delay time s. Then we have u Ysf (t, x) = u f (t − s, x). By abusing the notation once again, let u 2 = u 2 (s, x; t) denote
where g is defined as the even extension of g ∈ C ∞ 0 (∂Q T ) likewise f . Using this u 2 we can polarize P (x, q).
It is easy to see that u 2 is the solution to the following initial boundary value problem:
Also the equality of DN map gives
Next let
(t, x) and their derivatives have the estimate:
Further, u
is the solution to the following initial boundary value problem:
where
Also the corresponding Neumann data is
Now let
We note that this is well-defined by (3.9). Further, for each fixed τ > 0,
is the solution to the following boundary value problem:
From (3.11) we have
(3.14)
Next take a solution w(τ, x) of the following equation
Multiplying the first equation of (3.13) by w(τ, x) and integrating over Ω,
Then, integration by parts and using the fact that w(τ, x) is a solution of (3.15), we have
Using (3.14), this implies 
with the Dirichlet data on ∂Ω equal to f and g respectively. Now we want to use complex geometric optics solutions (CGO solutions) for u f 1 (·, τ ), u g 1 (·, τ ) for a fixed τ > 0 to derive c j kl (x) = 0, for all 1 ≤ j, k, l ≤ n and x ∈ Ω. For that we need to take some special f = χ ( t)f , g = χ τ (t)g with χ τ (t) ∈ C ∞ 0 ((0, T )) such that µ(τ ) := ∞ 0 e −τ t χ(t) dt > 0 andf ,g ∈ C ∞ (∂Ω).
Let u be the solution to
Consider the even extension of this u corresponding to the even extension of the above f = χ ( t)f . By abusing the notation, we denote the extended u by the same notation u. Further extend this u to the whole R × Ω and denote the extended one by the same notation u. Thenû =û(τ, ·) is the solution to the following boundary value problem:
If we fix τ > 0 and note that µ(τ ) > 0, µ(τ )f can be taken arbitrarily due to the freedom of choosingf . Hence we can just look for some special solution u of τ 2û − ∇ · (γ∇ xû ) = 0 in R n which would be the CGO solution. One might concern about the freedom of choosing f = χ(t)f in the argument given here, because the original f should be coming from that in (1.1). As already mentioned before on the unique solvability of (1.1), recall that B M can be any fixed single f ∈ C ∞ 0 (∂Q T ) and can consider the -expansion of the solution u to (1.1)with this Dirichlet data f, 0 < < 0 to derive (3.18) .
To have the CGO solutions of (3.17) with fixed τ > 0, we will make use of following theorem given by Sylvester and Uhlmann. 
Using the above theorem, we have expressions for u f 1 and u 20) where m(x) = γ(x) − 1 2 and R i satisfies the following estimate
Let n ≥ 3 and use the CGO solutions. Let a ∈ R n and choose unit vectors ξ, η ∈ R n such that
Now choose r, s > 0 so that
Define ζ 1 , ζ 2 ∈ C n by
Now if we denote ρ = η + iξ, we have
By using the expression for the solutions u 
To prove that c j kl (x) = 0 in Ω, we will follow the argument given in [9] and make use of the following lemma similar to Lemma 3.1 of [9] in our setup. 
Proof. Consider the set V defined by
Let ρ 1 , ρ 2 , · · · , ρ n ∈ V be n-linearly independent vectors over C. Now let
as before. Then, we have
Using lemma 3.1, there exist solutions { w j } 1≤j≤n of (3.17) in such way that {∇ x w j } 1≤j≤n are linearily independent. Taking these choices of { w j } 1≤j≤n in (3.24), we have n k,l=1
(3.27) Now since (3.27) holds for all ρ ∈ V , where V is defined as in (3.25). Now using ρ = ze k + √ −1ze l for z ∈ R with |z| = 1 and k = l, where e j s for 1 ≤ j ≤ n are standard basis for R n , in (3.27), we have
From here, we will have Now using (3.28) in (3.16), we have
holds for all u 
Appendix
In this Appendix we will give some argument for justifying the -expansion which also gives some argument for the unique solvability of (1.1).
We look for a solution u(t, x) to (1.1) of the form
where u 1 , u 2 are the solutions to the intial boundary value problems (2.2) and (2.3), respectively. Then, w(t, x) has to satisfy
By the mean value theorem, we have
where D q R(x, q) = ((∂ q i R j )) 1≤i,j≤n and K ij = ∂ q i R j . After using this in previous equation, we get
Thus, finally we have derived the following initial boundary value problem for w:
In order to simplify the description of the above equation for w, let us introduce the following notations:
A(w(t))w = ∇ x · (γ(x)∇ x w(t, x)) + Γ(x, ∇ x w; ) · ∂ 2 x w, Γ(x, ∇ x w; ) := 
Here ∂ 2 x w = (∂ ij w) 1≤i,j≤n and Γ(x, ∇ x w; ) · ∂ 2 x w denotes the real inner product of Γ(x, ∇ x w; ) and ∂ 2 x w. Using the above notations, (4.2) becomes ∂ 2 t w − A(w(t))w − G(x, ∇ x w; ) · ∇ x w = F (x, ∇ x , ∇ x u 2 ; ) in Q T , w(0, x) = ∂ t w(0, x) = 0, x ∈ Ω and w| ∂Q T = 0.
(4.
3)
The justification of -expansion is given as the following theorem. Note that once we have Theorem 4.1, we also have the unique solvability for the initial boundary value problem (1.1). The proof of Theorem 4.1 can be given along the same line as the proof for the case n = 1 which is given in [14] . In order to apply the same proof given in [14] for our case, we used the same notations as in [14] for (4.3).
