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FRE´CHET REGRESSION FOR RANDOM OBJECTS WITH
EUCLIDEAN PREDICTORS
By Alexander Petersen∗ and Hans-Georg Mu¨ller†,‡
Department of Statistics, University of California, Santa Barbara∗
Department of Statistics, University of California, Davis†
Increasingly, statisticians are faced with the task of analyzing
complex data that are non-Euclidean and specifically do not lie in
a vector space. To address the need for statistical methods for such
data, we introduce the concept of Fre´chet regression. This is a general
approach to regression when responses are complex random objects
in a metric space and predictors are in Rp, achieved by extending
the classical concept of a Fre´chet mean to the notion of a condi-
tional Fre´chet mean. We develop generalized versions of both global
least squares regression and local weighted least squares smoothing.
The target quantities are appropriately defined population versions
of global and local regression for response objects in a metric space.
We derive asymptotic rates of convergence for the corresponding fit-
ted regressions using observed data to the population targets under
suitable regularity conditions by applying empirical process methods.
For the special case of random objects that reside in a Hilbert space,
such as regression models with vector predictors and functional data
as responses, we obtain a limit distribution. The proposed methods
have broad applicability. Illustrative examples include responses that
consist of probability distributions and correlation matrices, and we
demonstrate both global and local Fre´chet regression for demographic
and brain imaging data. Local Fre´chet regression is also illustrated
via a simulation with response data which lie on the sphere.
1. Introduction. The regression relationship between a response vari-
able and one or more predictor variables constitutes the target of many
statistical methodologies. The most basic form is linear regression, where
all variables are real-valued, and the conditional mean of the response vari-
able is linear in the predictors. The linear regression model is quite flexible,
includes polynomial fits and categorical predictor variables, among others,
and remains one of the most popular tools for data analysis. In addition
to the superb interpretability of linear models and simple model fitting via
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2 PETERSEN AND MU¨LLER
least squares, powerful inferential methods, with well-established theory, are
available for estimation and testing. Linear regression ideas also motivate lo-
cal polynomial smoothing, further adding to their vast applicability.
In recent years, as data types are becoming more complex, attention has
turned to regression in more abstract settings. The importance of the anal-
ysis of such object data has recently been highlighted (Marron and Alonso
2014; Wang et al. 2007). A setting that is increasingly encountered is that
of a response variable taking values in a metric space, which may or may
not have algebraic structure. The presence of a metric provides a natural
connection to the work of Fre´chet (1948), where the Fre´chet mean is defined
for random elements of a metric space as a direct generalization of the stan-
dard mean, which is defined by integration over a probability space. This
generalization has been increasingly exploited in statistical analyses due to
its inherent flexibility. Specifically, no ambient vector space needs to be as-
sumed and only a distance between data objects is required. As regression
can be viewed as the modeling of conditional means, a key feature of our
approach is that we introduce the concept of a conditional Fre´chet mean,
generalizing the classical Fre´chet mean.
One important class of random objects, which has been extensively stud-
ied, consists of observations on a finite-dimensional differentiable Rieman-
nian manifold. Due to local Euclidean properties of the space, one can mimic
both parametric (global) and nonparametric (local) regression techniques
for standard Euclidean data quite effectively by local Euclidean approxima-
tions. Regression models for this special case have been well studied (Fisher,
Lewis and Embleton 1987; Chang 1989; Prentice 1989; Fisher 1995), includ-
ing intrinsic models for geodesic regression (Fletcher 2013; Niethammer,
Huang and Vialard 2011; Cornea et al. 2016), semiparametric regression
(Shi et al. 2009) and local kernel regression as a generalization of the clas-
sical Nadaraya-Watson smoother (Pelletier 2006; Davis et al. 2007; Hinkle
et al. 2012; Yuan et al. 2012). Recently, the extrinsic regression model in Lin
et al. (2015) extends the notion of extrinsic means (see, e.g., Ch. 11 and 18
of Patrangenaru and Ellingson 2015), where extrinsic approaches have been
reported to have computational advantages (Bhattacharya et al. 2012).
In this paper, however, we go beyond manifolds and our focus is on a more
general case of random objects in metric spaces with little structure, where
only distances between response objects are computable. To our knowledge,
in general metric spaces, the only global or parametric model which has
been proposed is that of Faraway (2014), where data are represented as
scores in a Euclidean space based on their pairwise distances, followed by
the use of classical regression techniques. This method requires a complicated
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“backscoring” step, where vectors in Euclidean space are then represented
in the original metric space, and its theoretical properties have not been
studied. Local regression methods on generic metric spaces are limited to
Nadaraya-Watson type estimators (Davis et al. 2007; Hein 2009; Steinke
and Hein 2009; Steinke, Hein and Scho¨lkopf 2010) and lack a comprehensive
asymptotic analysis. Thus, there is a need for additional statistical models
to tackle this type of data that is increasingly common. Accordingly, we
present here methodology and theory for both global and local regression
analysis of complex random objects.
Specifically, we consider regression relationships between responses which
are complex random objects and vectors of real-valued predictors. To this
end, we develop a global regression relation as a generalization of multiple
linear regression, as well as a class of more flexible local regression methods
that generalizes local linear or polynomial regression. As the proposed re-
gression approach for random objects incorporates the geometry implied by
the metric and can be viewed as an extension of the Fre´chet mean, we re-
fer to our methods as Fre´chet regression. Global Fre´chet regression provides
an improvement on the global method of Faraway (2014), as the proposed
model defines the regression directly on the object space and does not re-
quire backscoring. The global Fre´chet regression model constitutes a class of
regression functions on arbitrary metric spaces which can be fitted without
a tuning parameter or the need for any local smoothing technique. We also
propose local Fre´chet regression, which generalizes local linear estimation to
a framework where responses are random objects, extending the available
nonparametric regression methodology for object data. A challenge for the
development of local Fre´chet regression is to define an appropriate popu-
lation model, which serves as the target to which the fitted local Fre´chet
regression converges. We establish consistency and rates of convergence for
both global and local Fre´chet regression.
The proposed global Fre´chet regression model is introduced in Section 2,
and theory quantifying the convergence rates of these estimators is given
in Section 3, along with some concrete examples which are shown to satisfy
the necessary regularity conditions. Local Fre´chet regression is introduced in
Section 4, along with asymptotic convergence theory. All proofs can be found
in the Appendix. For the special case where the random objects take values
in a Hilbert space, a limiting distribution can be obtained, as demonstrated
in Section 5.
Our primary application examples deal with samples of probability dis-
tributions and correlation matrices, which are illustrated with data from de-
mography and neuroimaging, with details in Sections 6 and 7, respectively.
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Here, we also include a discussion of practical issues, such as a suitable no-
tion of the coefficient of determination R2 when the responses are random
objects. For the space of probability distributions, we utilize the Wasserstein
metric to conduct a simulation experiment as well as analyze the evolution of
mortality profiles for two countries. For the case where responses are correla-
tion matrices, we examine the relationship between functional connectivity
in the brain, as quantified by pairwise correlations of fMRI signals, with age
as predictor. Lastly, although the proposed methodology does not require
any particular metric structure, it is nevertheless applicable to structured
spaces such as manifolds. To demonstrate this, the local Fre´chet regression
technique is also illustrated with simulated manifold data on the sphere
S2 ⊂ R3 in Section 8.
2. Global Fre´chet Regression.
2.1. Preliminaries. Let (Ω, d) be a metric space. We consider a random
process (X,Y ) ∼ F , where X and Y take values in Rp and Ω, respec-
tively, and F is the joint distribution of (X,Y ) on Rp × Ω. We denote the
marginal distributions of X and Y as FX and FY , respectively, and assume
that µ = E(X) and Σ = Var(X) exist, with Σ positive definite. The condi-
tional distributions FX|Y and FY |X are also assumed to exist. In this general
setting, we refer to Y as a random object. The usual notions of mean and
variance were generalized to random objects in metric spaces in Fre´chet
(1948), where
(2.1) ω⊕ = argmin
ω∈Ω
E(d2(Y, ω)), V⊕ = E(d2(Y, ω⊕))
were defined, now commonly referred to as Fre´chet mean and Fre´chet vari-
ance, respectively.
Building on these concepts, we introduce the Fre´chet regression function
of Y given X = x,
(2.2) m⊕(x) = argmin
ω∈Ω
M⊕(ω, x), M⊕(·, x) = E(d2(Y, ·)|X = x),
where we refer to M⊕(·, x) as the (conditional) Fre´chet function. For the
special case Ω = R, various nonparametric regression methods have been
developed which are based on kernel or local linear polynomial fitting (Fan
and Gijbels 1996), splines (Craven and Wahba 1979; Marx and Eilers 1996)
or other smoothers.
A basic statistical task is to fit a global regression model for response Y
and predictor X, in order to provide ease of implementation and interpre-
tation and allow for good options for overall inference and testing. Fitting
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of such a global model also does not require the choice of a tuning param-
eter, as all local fitting methods do, since global models are usually fitted
under the assumption that there is no bias. Given that no algebraic struc-
ture is assumed, it is not feasible to directly generalize parametric models
to a parametric function on Ω, as has been done in the special case when
Ω is a Riemannian manifold. However, an alternative solution that we will
develop is to recharacterize the standard multiple linear regression model as
a function of weighted Fre´chet means, where the weights have a known form
and vary with x.
2.2. Generalizing Linear Regression. We begin by considering the stan-
dard setup for linear regression, for which Ω = R, and then write m = m⊕
in (2.2). The model for linear regression is
(2.3) m(x) := E(Y |X = x) = β∗0 + (β1∗)T (x− µ),
where the scalar intercept β∗0 and slope vector β1
∗ are the solutions
(2.4)
(β∗0 , β
∗
1) = argmin
β0∈R,β1∈Rp
∫ [∫
ydFY |X(x, y)− (β0 + βT1 (x− µ))
]2
dFX(x).
Similar to the Fre´chet mean, the goal is to characterize the regression values
in (2.3) as minimizers of weighted least squares problems, where the weights
depend on predictor values and the squared distances depend on response
values. Setting µ = E(X), Σ = Var(X) and σY X = E [Y (X − µ)], the
normal equations for the right-hand side of (2.4) lead to
E(Y )− β0 = 0, σY X − Σβ1 = 0,
with solutions β1
∗ = Σ−1σY X and β∗0 = E(Y ). Plugging these into (2.3),
m(x) = E(Y ) + σTY XΣ
−1(x− µ) =
∫
y
{
1 + (z − µ)TΣ−1(x− µ)} dF (z, y)(2.5)
=
∫
ys(z, x)dF (z, y),
where the weight function s is
(2.6) s(z, x) = 1 + (z − µ)TΣ−1(x− µ).
Because
∫
s(z, x)dF (z, y) = 1, the last line of (2.5) reveals that the standard
linear regression function value m(x) is the solution
(2.7) m(x) = argmin
y∈R
E
[
s(X,x)d2E(Y, y)
]
,
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where dE is the standard Euclidean metric. This alternative formulation
of the linear regression function provides the key to defining the proposed
global Fre´chet regression function m⊕ on an arbitrary metric space (Ω, d),
by simply replacing the Euclidean metric dE , which is the default metric
for real valued responses, by a more general metric d that is suitable for
responses in Ω. The global Fre´chet regression model then becomes
(2.8) m⊕(x) := argmin
ω∈Ω
M(ω, x), M(·, x) = E [s(X,x)d2(Y, ·)] .
Hence, generalizing multiple linear regression to the case of a metric-
valued response is achieved by viewing the regression function as a sequence
of weighted Fre´chet means, with weights that are derived from those of the
corresponding standard linear regression. Although Ω is not a linear space,
the weight function s is a sensible choice for a number of reasons. First,
any coherent generalization of multiple linear regression to a global model
for random object regression should result in a regression function passing
through the point (µ, ω⊕), which holds for the proposed model since s(·, µ) ≡
1 implies that m⊕(µ) = ω⊕. Second, in contrast to local regression in metric
spaces, where the weights are given by a nonnegative kernel function, the
weights given by s can be negative and do not go to zero away from x, both
of which are natural properties of a global regression relationship. Lastly,
despite being defined as a minimizer of a weighted Fre´chet function, the
proposed global Fre´chet regression function can be computed analytically
in some cases, in addition to the obvious case Ω = R. As an illustrative
example, when Ω is the space of probability distributions on the real line
equipped with the Wasserstein metric (see Example 1 and Section 6.2 below)
and the random objects Y are distributions from a location-scale family
with random location ν and scale σ, the global Fre´chet regression model is
equivalent to modeling the conditional means of ν and σ as linear functions
of the predictor x. In fact, when the location-scale family is the Gaussian
family, this space has a curved manifold structure, with properties studied
extensively in the literature (e.g. Takatsu, 2011). This provides an example
of a curved manifold for which the global Fre´chet regression relationship is
sensible.
2.3. Estimation. Assume that (Xi, Yi) ∼ F , i = 1, . . . , n, are indepen-
dent. We take the standard approach to estimate the minimizer in (2.8) by
substituting the empirical distribution dFn for dF in the integral in (2.8).
Additionally, the unknown parameters µ and Σ in (2.6) are replaced by their
empirical estimates X¯ = n−1
∑n
i=1Xi and Σˆ = n
−1∑n
i=1(Xi−X¯)(Xi−X¯)T ,
respectively.
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The empirical weights
(2.9) sin(x) := 1 + (Xi − X¯)T Σˆ−1(x− X¯)
then lead to the estimator
(2.10) mˆ⊕(x) = argmin
ω∈Ω
Mn(ω, x)
of m⊕(x) for x ∈ Rp, where Mn(·, x) = n−1
∑n
i=1 sin(x)d
2(Yi, ω).
3. Theory. We first consider the estimation of the regression relation
in (2.8) by the corresponding estimator in (2.10) in the case of a totally
bounded metric space (Ω, d). Recall the functions
M(ω, x) := E
[
s(X,x)d2(Y, ω)
]
, Mn(ω, x) := n
−1
n∑
i=1
sin(x)d
2(Yi, ω).
With regard to the objects in (2.8) and (2.10), we require the following
assumptions for a fixed x ∈ Rp.
(P0) The objects m⊕(x) and mˆ⊕(x) exist and are unique, the latter almost
surely, and, for any ε > 0, infd(ω,m⊕(x))>εM(ω, x) > M(m⊕(x), x).
(P1) Let Bδ(m⊕(x)) ⊂ Ω be the ball of radius δ centered at m⊕(x) and
N(, Bδ(m⊕(x)), d) be its covering number using balls of size . Then∫ 1
0
√
1 + logN(δ, Bδ(m⊕(x)), d) d = O(1) as δ → 0.
(P2) There exist η > 0, C > 0 and β > 1, possibly depending on x, such
that, whenever d(m⊕(x), ω) < η, we have M(ω, x) −M(m⊕(x), x) ≥
Cd(ω,m⊕(x))β.
Assumption (P0) is common to establish the consistency of an M -estimator
such as mˆ⊕(x); see Chapter 3.2 in Van der Vaart and Wellner (1996). In
particular, it ensures that weak convergence of the empirical process Mn to
the population process M in turn implies convergence of their minimizers.
Furthermore, existence follows immediately if Ω is compact. The conditions
on the covering number in (P1) and curvature in (P2) arise from empirical
process theory and control the behavior of Mn −M near the minimum in
order to obtain rates of convergence.
We also consider uniform convergence results for predictor values x, re-
quiring stronger versions of the above assumptions. Let ‖·‖E be the Eu-
clidean norm on Rp and B > 0.
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(U0) Almost surely, for all ‖x‖E ≤ B, the objects m⊕(x) and mˆ⊕(x) exist
and are unique. Additionally, for any ε > 0,
inf
‖x‖E≤B
inf
d(ω,m⊕(x))>ε
M(ω, x)−M(m⊕(x), x) > 0
and there exists ζ = ζ(ε) > 0 such that
P
(
inf
‖x‖E≤B
inf
d(ω,mˆ⊕(x))>ε
Mn(ω, x)−Mn(mˆ⊕(x), x) ≥ ζ
)
→ 1.
(U1) With Bδ(m⊕(x)) and N(, Bδ(m⊕(x)), d) as in (P1),∫ 1
0
sup
‖x‖E≤B
√
1 + logN(δ,Bδ(m⊕(x)), d) d = O(1) as δ → 0.
(U2) There exist τ > 0, D > 0, and α > 1, possibly depending on B, such
that
inf
‖x‖E≤B
inf
d(ω,m⊕(x))<τ
{M(ω, x)−M(m⊕(x), x)−Dd(ω,m⊕(x))α} ≥ 0.
The following examples of classes of random objects correspond to the
applications and simulations that will be discussed in Sections 6, 7 and 8.
Example 1. Take Ω to be the set of probability distributions G on R
such that
∫
R x
2dG(x) < ∞, equipped with the Wasserstein metric dW . For
two such distributions G1 and G2, the Wasserstein distance is given by
dW (G1, G2)
2 =
∫ 1
0
(G−11 (t)−G−12 (t))2 dt,
where G−11 and G
−1
2 are the quantile functions corresponding to G1 and G2,
respectively.
Example 2. Take Ω as the set of correlation matrices of a fixed dimen-
sion r, i.e. symmetric, positive semidefinite r×r matrices with unit diagonal,
and equip Ω with the Frobenius metric, dF .
Example 3. Let Ω be a (bounded) Riemannian manifold of dimension
r and let d be the geodesic distance implied by the Riemannian metric.
Propositions 1 and 2 in the Appendix demonstrate that all of the above
assumptions are satisfied for the random objects in Examples 1 and 2, with
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β = α = 2 in (P2) and (U2). We note that Example 1 refers to objects in
the Wasserstein space, a complex smooth manifold that is characterized by
the Wasserstein geodesics (Takatsu 2011) and thus provides an example of
random objects on a manifold, for which we obtain consistent estimation of
global and local Fre´chet regression as demonstrated below. Example 2 refers
to a convex space and, at first glance, it seems straightforward to implement
local regression using kernel weights on such spaces. This is however not the
case; a major difficulty is that global and local regression assign negative
weights near the boundaries, where the boundary is a very substantial part
of the domain especially in the global regression case.
For Example 3, Proposition 3 shows that (P1) and (U1) hold automat-
ically and, if (P0) (respectively (U0)) holds, then (P2) (respectively (U2))
is equivalent to the Hessian on the tangent space at m⊕(x) being positive
definite at 0, and in this case we may take α = β = 2. Thus, for manifolds,
local curvatures do not influence the convergence rates below. Uniqueness
of Fre´chet means for manifolds is challenging in general, but can be guaran-
teed under certain circumstances, for example restricting the support of the
underlying distribution FY (Afsari 2011). Alternatively, one can consider
Fre´chet mean sets (Ziezold 1977); see also the last paragraph in Section 9.
The following two results demonstrate the consistency of our proposed
estimators and also provide rates of convergence. All proofs can be found in
the Appendix.
Theorem 1. Suppose (P0) holds and Ω is bounded. Then, for any fixed
x ∈ R, d(mˆ⊕(x),m⊕(x)) = op(1). For B > 0, if (U0) holds then
sup‖x‖E≤B d(mˆ⊕(x),m⊕(x)) = op(1).
Theorem 2. Suppose that, for a fixed x ∈ Rp, (P0)–(P2) hold. Then
d(mˆ⊕(x),m⊕(x)) = Op
(
n
− 1
2(β−1)
)
.
Furthermore, for a given B > 0, if (U0)–(U2) hold,
sup
‖x‖E≤B
d(mˆ⊕(x),m⊕(x)) = Op
(
n
− 1
2(α′−1)
)
for any α′ > α.
In general, the rate of convergence is determined by the local geometry
near the minimum as quantified in (P2) and (U2). The proof of the pointwise
result follows along the lines of Theorem 3.2.5 in Van der Vaart and Wellner
(1996) which deals with M -estimators, where some additional considerations
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are needed to deal with the necessary estimation of the mean and covariance
of X. The uniform result is more difficult, as an uncountable number of M -
estimators are considered simultaneously and no parametric form of the
regression function is available. When Ω has a smooth structure, e.g., the
Wasserstein space in Example 1 or a smooth Riemannian manifold, one can
conceivably also obtain a limiting distribution. We demonstrate this for the
case where Ω is a Hilbert space in Section 5.
4. Local Fre´chet Regression. As the success of nonparametric re-
gression methods over the last decades has shown, there is often the need
for local rather than global fitting of regression functions. Local regression
is more flexible but on the other hand requires choosing a tuning parameter
that balances bias and variance. As far as we know, to date, local estimation
of (2.2) for responses in general metric spaces has been exclusively done with
the Nadaraya-Watson estimator (Davis et al. 2007; Hein 2009; Steinke and
Hein 2009; Steinke, Hein and Scho¨lkopf 2010)
(4.1) mˆNW⊕ (x) = argmin
ω∈Ω
1
n
n∑
i=1
Kh(Xi − x)d2(Yi, ω),
where K is a smoothing kernel that corresponds to a probability density and
h is a bandwidth, with Kh(·) = h−1K(·/h). In this section, the proposed
Fre´chet regression analysis is extended from the global setting, as described
in the previous sections, to a local version. The idea is to adopt the con-
cepts of local linear regression, which has been established for real-valued
responses, and then to extend them to the case where responses are random
objects, in analogy to the developments in Section 2.2 for global Fre´chet
regression. Thus, we develop a novel local version of smoothing in general
metric spaces which goes beyond the Nadaraya-Watson smoother (4.1). As
is the case for Euclidean data, this local Fre´chet regression proves to be
superior to Nadaraya-Watson smoothing, especially near the boundaries,
as demonstrated in the experiments in Sections 6.3 and 8. Moreover, our
analysis of these estimators separates bias and stochastic variation of the
corresponding estimators.
For ease of representation, we consider here the case of a scalar predictor
X ∈ Rp, where p = 1; the local method can also be developed for any p with
p > 1. The target is again (2.2), where we make no structural assumptions
on m⊕. Consider the preliminary case Ω = R, and again write m = m⊕.
In this case, the local linear estimate (Fan and Gijbels 1996) of m(x) is
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lˆ(x) = βˆ0, where
(βˆ0, βˆ1) = argmin
β0,β1
1
n
n∑
i=1
Kh(Xi − x)(Yi − β0 − β1(Xi − x))2.
In this sense, the estimates βˆ0 and βˆ1 can be viewed as M -estimators of
(4.2)
(β∗0 , β1
∗) = argmin
β0,β1
∫
Kh(z−x)
[∫
ydFY |X(z, y)− (β0 + β1(z − x))
]2
dFX(z).
Defining µj = E
[
Kh(X − x)(X − x)j
]
, rj = E
[
Kh(X − x)(X − x)jY
]
and σ20 = µ0µ2 − µ21, the solutions to (4.2) are
β∗0 = σ
−2
0 (µ2r0 − µ1r1), β1∗ = σ−20 (µ0r1 − µ1r0).
This means that lˆ(x) = βˆ0 can be viewed as an estimator of the intermediate
target
l˜(x) = β∗0 =
µ2r0 − µ1r1
σ20
=
1
σ20
∫
yKh(z − x) [µ2 − µ1(z − x)] dF (z, y)
(4.3)
= E[s(X,x, h)Y ]
for the weight function
s(z, x, h) =
1
σ20
{Kh(z − x) [µ2 − µ1(z − x)]} .
Observing that
∫
s(z, x, h)dF (z, y) ≡ 1, it follows that l˜(x) in (4.3) corre-
sponds to a localized Fre´chet mean,
(4.4) l˜(x) = argmin
y∈R
E
[
s(X,x, h)(Y − y)2] .
The minimizer l˜(x) in (4.4) can be viewed as a smoothed version of the
true regression function, with the bias m(x)− l˜(x) = o(1) as h→ 0. Under
mild assumptions on the kernel and distribution F , this bias is O(h2), which
follows from a Taylor expansion argument.
Now we are in a position to define the local regression concept for random
objects Y ∈ Ω, in analogy to the global Fre´chet regression. Specifically,
(4.4) can be generalized by defining L˜n(ω) = E
[
s(X,x, h)d2(Y, ω)
]
, where
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the dependency on n is through the bandwidth sequence h = hn, and then
setting
l˜⊕(x) = argmin
ω∈Ω
L˜n(ω).
In contrast to Euclidean spaces or Riemannian manifolds (Yuan et al. 2012),
no version of a Taylor expansion argument is available on general metric
spaces Ω. So one can ask why this weighted Fre´chet mean provides a good
approximation to the conditional mean in (2.2). It turns out that this is due
to the fact (shown in the proof of Theorem 3 below) that[∫
s(z, x, h)dFX|Y (z, y)
]
dFY (y) = dFY |X(x, y) +O(h2),
so that minimizing L˜n is approximately the same as minimizing the condi-
tional Fre´chet function M⊕(·, x).
The target l˜⊕(x) can be estimated by using preliminary estimates µˆj =
n−1
∑n
i=1Kh(Xi − x)(Xi − x)j , σˆ20 = µˆ0µˆ2 − µˆ21, and the empirical weights
sin(x, h) =
1
σˆ20
Kh(Xi − x) [µˆ2 − µˆ1(Xi − x)] .
Then, setting Lˆn(ω) = n
−1∑n
i=1 sin(x, h)d
2(Yi, ω), the local Fre´chet regres-
sion estimate is
(4.5) lˆ⊕(x) = argmin
ω∈Ω
Lˆn(ω).
While this local estimation technique is developed here for general metric
space data, it is of interest to compare it to other local estimators that have
been previously considered for spaces with additional structure, specifically
the intrinsic local polynomial (ILPR) estimator for manifold data proposed
in Yuan et al. (2012), where covariance matrices as objects are regressed
against scalar predictors. Whereas the ILPR estimator requires various tech-
nical steps involving exponential, logarithmic and parallel transport maps
on the manifold, one advantage of the methodology proposed here is its
simplicity, only requiring distances between data objects. In terms of com-
putation on manifolds, the current method also enjoys the distinct advan-
tage of requiring optimization only for a single object, unlike the ILPR for
which one has to fit both intercept and derivative terms. It is of course also
much more general, providing consistent estimators in unstructured metric
spaces. Furthermore, the function to be minimized is merely a weighted least
squares problem, potentially with negative weights. Thus, any metric space
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for which a Nadaraya-Watson smoother (Hein 2009) is computationally fea-
sible, or any manifold for which the ILPR can be computed, is also feasible
for both local and global Fre´chet regression. In the manifold case, expres-
sions for the Riemannian gradient and Hessian are available for a variety of
complex manifolds (Ferreira et al. 2013), which can be used for Newton-type
algorithms, possibly in conjunction with stochastic optimization techniques,
such as the annealing algorithm of Yuan et al. (2012).
For a concrete comparison of local Fre´chet regression with the ILPR, take
Ω to be the space of covariance matrices with d being the Log-Euclidean
metric, that is, d(ω1, ω2) = dF (Logω1,Logω2), where dF is the Frobenius
metric and Log is the inverse of the matrix exponential Exp (Arsigny et al.
2007). In this case, both the ILPR and local Fre´chet regression estimates can
be computed analytically. For a sample (Xi, Yi), with Yi a positive definite
covariance matrix, both methods yield the estimate
mˆ⊕(x) = Exp
(
µˆ2rˆ0 − µˆ2rˆ1
σˆ20
)
,
where rˆj = n
−1∑n
i=1Kh(Xi− x)(Xi− x)jLog(Yi). That these two methods
coincide is not altogether surprising due to the metric being the Euclidean
metric on transformed matrices. However, it shows that in this situation local
Fre´chet regression gives a sensible and intuitive estimate which coincides
with the previously established manifold-based estimator.
Returning to theory, in order to obtain the rate of convergence for the
quantity d(m⊕(x), lˆ⊕(x)), we need to quantify the convergence of the bias
term d(m⊕(x), l˜⊕(x)) and the stochastic term d(l˜⊕(x), lˆ⊕(x)). This requires
the assumptions below. Recall that M⊕(ω, x) = E(d2(Y, ω)|X = x). For sim-
plicity, we assume that the marginal density f of X, within the joint dis-
tribution F , has unbounded support, and consider points x ∈ R for which
f(x) > 0. We need the following assumptions.
(K0) The kernel K is a probability density function, symmetric around zero.
Furthermore, defining Kkj =
∫
RK
k(u)uj du, |K14| and |K26| are both
finite.
(L0) The object m⊕(x) exists and is unique. For all n, l˜⊕(x) and lˆ⊕(x) exist
and are unique, the latter almost surely. Additionally, for any ε > 0,
inf
d(ω,m⊕(x))>ε
{M⊕(ω, x)−M⊕(m⊕(x), x)} > 0,
lim inf
n
inf
d(ω,l˜⊕(x))>ε
{
L˜n(ω)− L˜n(l˜⊕(x))
}
> 0.
(L1) The marginal density f of X, as well as the conditional densities gy of
X|Y = y, exist and are twice continuously differentiable, the latter for
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all y ∈ Ω, and supx,y |g′′y (x)| < ∞. Additionally, for any open U ⊂ Ω,∫
U dFY |X(x, y) is continuous as a function of x.
(L2) There exists η1 > 0, C1 > 0 and β1 > 1 such that
M⊕(ω, x)−M⊕(m⊕(x), x) ≥ C1d(ω,m⊕(x))β1 ,
provided d(ω,m⊕(x)) < η1.
(L3) There exists η2 > 0, C2 > 0 and β2 > 1 such that
lim inf
n
[
L˜n(ω)− L˜n(l˜⊕(x))
]
≥ C2d(ω, l˜⊕(x))β2 ,
provided d(ω, l˜⊕(x)) < η2.
Assumptions (K0) and (L1) are common in local regression estimation
and imply that the smoothed marginal distribution(∫
s(z, x, h)dFX|Y (z|y)
)
dFY (y)
converges to dFY |X(x, y) as h→ 0, while (L2) and (L3) provide the rate for
the bias and stochastic terms, respectively. While (L1) is a distributional as-
sumption, (L2) and (L3) can be shown to hold for Examples 1–3 in Section 3,
using arguments similar to those in Propositions 1–3 in the Appendix. In
these cases, it is easy to verify that Cj = 1, βj = 2 and ηj arbitrary, j = 1, 2,
are admissible in (L2) and (L3). We now state our main results for local
Fre´chet regression, where the first result is for the bias, the second for the
stochastic deviation and the corollary combines these results to obtain an
overall rate of convergence.
Theorem 3. If (K0), (L0), (L1), (L2) and (P1) hold, then
d(m⊕(x), l˜⊕(x)) = O(h2/(β1−1))
as h = hn → 0.
Theorem 4. If (K0), (L0), (L3) and (P1) hold, and if h → 0 and
nh→∞, then
d(l˜⊕(x), lˆ⊕(x)) = Op
[
(nh)
− 1
2(β2−1)
]
.
Corollary 1. Under the assumptions of Theorem 3 and Theorem 4,
among bandwidth sequences h = n−γ, the optimal sequence is obtained for
γ∗ = (β1 − 1)/(4β2 + β1 − 5) and yields the rate
d(m⊕(x), lˆ⊕(x)) = Op
(
n−2/(β1+4β2−5)
)
.
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We note that for β1 = β2 = 2, one obtains the result
d(m⊕(x), lˆ⊕(x)) = Op
[
(nh)−
1
2 + h2
]
that is familiar for local regression with real valued responses, and with
γ∗ = 1/5 leads to the rate d(m⊕(x), lˆ⊕(x)) = Op(n−2/5). While the above
results are pointwise, we remark that a uniform rate over x in a bounded
interval can be obtained by suitably strengthening assumptions (L0), (L2)
and (L3), similar to the global case.
5. Limiting Distributions when Ω is a separable Hilbert space.
A case of particular interest arises when the random objects are functions
that are assumed to be (almost surely) square-integrable, e.g., Ω = L2[0, 1])
(Faraway 1997). Going beyond functional data as responses, we more gen-
erally assume that Ω is a separable Hilbert space with inner product 〈·, ·〉
and corresponding norm ‖·‖Ω. As before, let F be a distribution on R × Ω
with (X,Y ) ∼ F . As this setting enables linear operations, the minimizing
objects in (2.8) and (2.10) can be given explicitly under mild assumptions on
the moments of F. Unsurprisingly, for the case of functional data, the min-
imizer of (2.10) corresponds to the estimator given in Faraway (1997). Our
developments in the following are for global Fre´chet regression, but using
essentially the same arguments can be extended to local Fre´chet regression,
by utilizing the tools developed in Section 4.
We will use the following notation. For q > 1, let Ωq be the q-fold Carte-
sian product of Ω, with inner product 〈α, α′〉q =
∑q
l=1〈αl, α′l〉 for α, α′ ∈ Ωq,
so that Ωq is also a Hilbert space. For a p × p matrix A, x ∈ Rp, ω ∈ Ω
and α ∈ Ωp, we define Aα ∈ Ωp with elements (Aα)l =
∑p
m=1Almαm,
αTx =
∑p
l=1 xlαl ∈ Ω and xω ∈ Ωp with elements (xω)l = xlω.
Theorem 5. A. Let (X,Y ) ∼ F and suppose that E‖Y ‖2Ω < ∞. Then
there exist unique elements γ0 ∈ Ω and γ1 ∈ Ωp which satisfy, for all ω ∈ Ω
and α ∈ Ωp,
E〈Y, ω〉 = 〈γ0, ω〉 and E〈(X − µ)Y, α〉p = 〈γ1, α〉p.
With Σ = Var(X) and defining β1 := Σ
−1γ1 and β0 = γ0, the solution to
(2.8) is
(5.1) m⊕(x) = β0 + βT1 (x− µ).
B. Define estimators γˆ0 = Y¯ = n
−1∑n
i=1 Yi, γˆ1 = n
−1∑n
i=1(Xi − X¯)Yi,
βˆ1 = Σˆ
−1γˆ1 and βˆ0 = γˆ0. The solution of (2.10) is given by
(5.2) mˆ⊕(x) = βˆ0 + βˆT1 (x− X¯).
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Results (5.1) and (5.2) demonstrate that explicit solutions of the mini-
mization problems that define the global Fre´chet regression are available for
the case of responses that are random objects in Hilbert space. Moreover,
in this situation one can also obtain limiting distributions, as follows.
Theorem 6. Set β = (β0, β
T
1 )
T and βˆ = (βˆ0, βˆ
T
1 )
T . Under the assump-
tions of Theorem 5, √
n(βˆ − β) G,
where ‘ ’ denotes weak convergence and G is a zero mean Gaussian process
on Ωp+1. The covariance structure of G is defined by projection covariances
Cov(〈G, α〉p+1) = lTαCαlα, where α ∈ Ωp+1, Cα is the covariance matrix of
the vector defined in (A.14) in the Appendix and lα can be constructed using
the expressions in (A.15) in the Appendix.
We next consider weak convergence of the process
Mn(x) =
√
n(mˆ⊕(x)−m⊕(x))
as x varies in Rp. For any U ⊂ Rp, define the function space
l∞Ω (U) = {g : U → Ω : sup
x∈U
‖g(x)‖Ω <∞}
with norm ‖g‖U = supx∈U‖g‖Ω.
Corollary 2. Let B > 0 be arbitrary, and define VB = {x ∈ Rp :
‖x‖E ≤ B}. Under the assumptions of Theorem 5,
sup
x∈VB
‖mˆ⊕(x)−m⊕(x)‖Ω = Op(n−1/2).
Additionally, there is a zero-mean Gaussian process M on VB such that
Mn  M in l∞Ω (VB),
where Mn is restricted to VB.
These results show that one can take advantage of the additional structure
that is available in the case of Hilbertian objects to obtain limit distribu-
tions of the estimates. Limit distributions are not available for general object
spaces due to the lack of a linear structure. Generally, even for the simpler
case of Fre´chet means, limit results cannot be directly obtained, except in
special cases. For example, for random objects that fall on manifolds sat-
isfying certain regularity conditions, local linear approximations sometimes
make it possible to derive limit theorems (Barden, Le and Owen 2013).
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6. Fre´chet Regression for Probability Distributions with the
Wasserstein metric.
6.1. Computational Details. Here, the space Ω is the set of distribution
functions equipped with the Wasserstein metric, as outlined in Example 1 in
Section 3. To implement the minimization required by (2.10) using a sample
(Xi, Yi), i = 1, . . . , n, of covariates and distributions, first define Q(ω) to be
the quantile function corresponding to ω, for any ω ∈ Ω, and let Q−1 be
the inverse map, mapping quantile functions to their associated distribution
function. Set gˆx = n
−1∑n
i=1 sin(x)Q(Yi), where the weights sin(x) are given
in (2.9). Note that gˆx ∈ L2[0, 1], and let dL2 be the standard L2 metric on
this space. The global Fre´chet regression estimator is
mˆ⊕(x) = argmin
ω∈Ω
d2L2(gˆx, Q(ω)) = Q
−1
(
argmin
q∈Q(Ω)
d2L2(gˆx, q)
)
,
where we refer to the proof of Proposition 1 in the Appendix for details.
Now, let uj , j = 1, . . . ,M, be an equispaced grid on [0, 1] and let gj =
gˆx(uj). Then compute
q∗ = argmin
q∈RM
‖g − q‖2E ,
subject to the constraint q1 ≤ · · · ≤ qM . This optimization problem is a
quadratic program and can be solved using a variety of techniques. The so-
lution q∗ represents a discretized version of the approximation of the quantile
function Q(mˆ⊕(x)). Similar arguments hold for the computation of the local
Fre´chet estimator.
6.2. Simulation. To assess the performance of the global Fre´chet regres-
sion estimator in (2.10), it is first necessary to determine a generative model
that produces suitably simulated data. The space of distributions with the
Wasserstein metric provides an ideal setting for this. The responses Y are
distributions with quantile functions Q(Y ) and the predictors are random
variables X ∈ R. For notational simplicity, the quantile function correspond-
ing to Y will also be denoted as Y . The regression function is
m⊕(x)(·) = E(Y (·)|X = x) = µ0 + βx+ (σ0 + γx)Φ−1(·),
where Φ is the standard normal distribution function, µ0, β ∈ R and σ0
and γ satisfy σ0 + γx > 0 for all x in the support of FX . This corresponds
to the response distributions being, on average, a normal distribution with
parameters that depend linearly on x.
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The random response Y is generated conditional on X by adding noise
to the quantile functions, which we will demonstrate in two settings. In
the first, the distribution parameters µ|X ∼ N (µ0 + βX, v1) and σ|X ∼
Gam((σ0 + γX)
2/v2, v2/(σ0 + γX)) are independently sampled, and the
corresponding distribution is Y = µ + σΦ−1. In the second setting, after
sampling the distribution parameters as in the previous setting, the result-
ing distribution is “transported” in Wasserstein space following a simplified
version of the algorithm outlined in Section 8.1 of Panaretos and Zemel
(2016). Specifically, random transport maps T (increasing diffeomorphisms
of the real line) are generated by sampling uniformly from the collection
of transport maps Tk(x) = x − sin(kx)/|k|, for k ∈ {−l, . . . , l} \ {0}, with
Y = T ◦ (µ + σΦ−1). This second setting is significantly more complex, as
the observed distributions are no longer Gaussian.
Random samples of pairs (Xi, Yi), i = 1, . . . , n were generated by sampling
Xi ∼ U(−1, 1), setting µ0 = 0, σ0 = 3, β = 3 and γ = 0.5, and following
the above procedure for the two simulation settings. In the first setting,
the parameter variances were set at v1 = 0.25 and v2 = 1. In the second,
the values were v1 = 1 and v2 = 2, with l = 2 used for generating the
transport maps. In each setting, 200 runs were executed for three sample
sizes n = 50, 100, 200. For the r-th simulation of a particular sample size,
with mˆr⊕(x) denoting the fitted distribution function, the quality of the
estimation was measured quantitatively by the integrated squared errors
ISEr =
∫ 1
−1
d2W (mˆ
r
⊕(x),m⊕(x)) dx.
In the first simulation setting, we verify that global Fre´chet regression is
performing as expected by comparing to the best-case scenario where one
knows the finite-dimensional generating model. That is, we compute the
mean µi and standard deviation of σi of the distribution Yi and regress
them linearly against Xi, while restricting the estimates of σ0 and γ such
that the regression line is positive on [−1, 1]. Thus, we can compare this
“oracle” linear regression with global Fre´chet regression by computing its
integrated squared error for each simulation run. These errors are shown
for both methods in boxplots in Figure 1a. It is clear that global Fre´chet
regression performs just as well as the oracle procedure. Sign-rank tests were
performed to test the hypothesis of no difference between the methods for
each sample size, with the smallest of the three p-values being 0.51.
In the second simulation setting, the random transportation renders the
oracle linear regression technique above inadmissable, since the standard
deviation of the transported distribution no longer has a linear relationship
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(a) (b)
Fig 1: Boxplots of integrated squared errors for 200 simulation runs and
three sample sizes n. The left panel compares global Fre´chet regression
(GFR) with the oracle linear regression (OR), while the right shows results
for global Fre´chet regression and the Nadaraya-Watson smoother (NW).
with X. However, the global Fre´chet regression model still holds true. Fig-
ure 1b shows the decreasing integrated squared errors for increasing sample
sizes, demonstrating the validity and utility of global Fre´chet regression for
this complex regression setting. Furthermore, at the suggestion of a ref-
eree, we compared our results with the Nadaraya-Watson estimator in (4.1),
where the bandwidth was chosen in the interval [0.2, 0.7] so as to minimize
the average ISE over all simulations. This resulted in bandwidth choices 0.5,
0.45, and 0.35 for n = 50, 100, and 200, respectively. The corresponding ISE
values in Figure 1b demonstrate that this approach is inferior to the global
Fre´chet fits, which is expected if the global model holds, analogous to the
situation in the Euclidean case.
6.3. Application to Mortality Profiles. Many studies and analyses have
been motivated by a desire to understand human longevity. Of particu-
lar interest is the evolution of the distributions of age-at-death over calen-
dar time. The Human Mortality Database provides such data in the form
of yearly lifetables, differentiated by country. Currently, this database in-
cludes yearly mortality and population data for 37 countries that are avail-
able at <www.mortality.org>. For a given country and calendar year, the
probability distribution for mortality can be represented by its density. A
first step is to estimate this density from the data in the lifetables for a
specified country. Consider a country for which lifetables are available for
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Fig 2: (a) Yearly mortality densities for Chile for the years 1992–2008; (b)
Global Fre´chet regression fits of yearly mortality densities using Xi = ti; (c)
Global Fre´chet regression fits using αi = (ti, t
2
i )
T .
the years ti, i = 1, . . . , n. For integer-valued ages j, j = 0, . . . , 110, the
lifetable provides the size of the population mj which is at least j years
old, normalized so that m0 = 100000. These values can be used to con-
struct a histogram for age-at-death, which in turn can be smoothed using
a local linear smoother to obtain an estimate of the density. This smooth-
ing step was performed in Matlab using the hades package, available at
<http://www.stat.ucdavis.edu/hades/>. Each density was estimated for
ages in the interval [20, 110], with the value 2 as a common smoothing band-
width.
As an initial example, we consider the data for Chile, which has mortality
data available for the years 1992–2008. Using the procedure outlined above,
mortality density estimates Yi were obtained for the years ti = 1991 +
i, i = 1, . . . , 17. These estimates are shown as a heat map in Figure 2,
linearly interpolating between years for continuity. The variation from year
to year is marked by a steady increase in both the location and height
of the peak in mortality. The global Fre´chet regression fits using calendar
year as predictor for linear (Xi = ti) and quadratic (Xi = (ti, t
2
i )
T ) models
are shown in Figures 2b and 2c, respectively. Similar to the least squares
regression plane, these fits provide a smooth visualization of the evolution of
mortality and remove the noise that is visible in the raw density data. There
seems to be little gain in fitting a quadratic model, as the global Fre´chet
regression fits with linear and quadratic predictors are very similar. Leave-
one-out prediction errors were 0.088 for the linear fit and 0.0972 for the
quadratic fit, indicating that the simpler linear model is indeed preferable.
Next, we consider the data for Luxembourg, with mortality lifetable data
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Fig 3: (a) Yearly mortality densities for Luxembourg for the years 1960–
2009 (b),(c) Global Fre´chet regression fits of yearly mortality densities using
Xi = ti and Xi = (ti, t
2
i )
T , respectively.
ranging from 1960–2009. The density estimates for these years are shown
in Figure 3a. We find a slightly more complicated evolution of mortality for
Luxembourg compared to Chile. For example, the mode of the density does
not steadily increase over the years; rather, the mode seems to carve out
a curved path. Figure 3b and 3c show the global Fre´chet regression fits for
the linear and quadratic global Fre´chet model, with Xi = ti for the linear
and Xi = (ti, t
2
i )
T for the quadratic model. The quadratic fit is better at
capturing the shape of the peak dynamics observed in the raw sample of
densities. The adjusted Fre´chet R2 values (for details on these extensions of
the coefficient of determination see Section 6.4) are 0.971 and 0.975 for the
linear and quadratic models, respectively. Average leave-one-out prediction
errors were 0.56 for the linear and 0.27 for the quadratic model.
While the quadratic model seems to be indeed better for both fitting and
prediction than the linear model, it still does not capture some aspects of the
mortality distributions for Luxembourg, particularly between 1970 and 1980.
Therefore, local fitting methods will likely prove superior. Figure 4 shows
the Nadaraya-Watson kernel regression (4.1) and the local Fre´chet (4.5) fits,
using bandwidths h = 5 and h = 7, respectively. These bandwidths were
chosen by minimizing the average leave-one-out prediction error over a grid,
with minimum values of 0.196 and 0.168, respectively, for Nadaraya-Watson
and local Fre´chet fits. This represents a 14% improvement in prediction using
the local Fre´chet fit as compared to the Nadaraya-Watson at the best tuning
parameter choices. From the plot of the absolute differences between these
estimates in Figure 4c, the superiority of local Fre´chet regression for the most
part can be attributed to its improved performance near the boundaries.
22 PETERSEN AND MU¨LLER
20 40 60 80 100
1960
1970
1980
1990
2000
(a)
20 40 60 80 100
1960
1970
1980
1990
2000
(b)
20 40 60 80 100
1960
1970
1980
1990
2000
(c)
Fig 4: (a), (b) Nadaraya-Watson and local Fre´chet estimates for Luxembourg
(c) Absolute difference between local fits.
Specifically, the Nadaraya-Watson estimator appears to underestimate the
mode of the mortality distribution in the years preceding 2009.
6.4. Inference and Model Selection. Many of the standard inferential
tools that are available for ordinary linear regression depend on the algebraic
structure of R, and thus are not directly extendable to Fre´chet regression for
metric-valued data. However, one tool which does generalize is the coefficient
of determination, R2. Recall that in multiple linear regression modeling with
real valued responses, R2 is usually interpreted as the fraction of variance of
the response which is explained by a linear relationship with the predictor
variables, i.e.
R2 = 1− Var(Y − β
∗
0 − (β1∗)T (X − µ))
Var(Y )
.
Using the generalized notions of mean and variance in (2.1), we define a
corresponding Fre´chet R2 coefficient of determination as
R2⊕ := 1−
E
[
d2(Y,m⊕(X))
]
V⊕
.
Given a random sample (Xi, Yi), i = 1, . . . , n, R
2⊕ can be estimated by
Rˆ2⊕ = 1−
∑n
i=1 d
2(Yi, mˆ⊕(Xi))∑n
i=1 d
2(Yi, ωˆ⊕)
,
where
ωˆ⊕ = argmin
ω∈Ω
n−1
n∑
i=1
d2(Yi, ω)
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is the sample Fre´chet mean. The values R2⊕ has similar interpretations as the
ordinary coefficient of determination R2 and likely is also useful for inference
and model selection.
In the setting of global Fre´chet regression, the null hypothesis of no effect
is equivalent to testing H0 : R2⊕ = 0, for which the estimate Rˆ2⊕ can be
used as a test statistic. In order to obtain a p-value, a permutation test can
be performed (Lehmann and D’Abrera 2006; Higgins 2004; Bradley 1968).
First, the values Xi, i = 1, . . . , n, are permuted to form a new sample X˜i,
i = 1, . . . , n. For each new predictor sample, a global Fre´chet regression is
fitted, using the pairs (X˜i, Yi), and the value Rˆ
2⊕ is computed for each of
these regression fits. By performing a large number of such permutations and
fits, one then obtains an empirical approximation of the null distribution of
the test statistic and a p-value by calculating the quantile of the actually
observed Rˆ2⊕ within this null distribution.
Another potential application of the coefficient Rˆ2⊕ is model selection,
where one can mimic the use of the adjusted R2 in linear regression by
fitting Fre´chet regression models that use various subsets of the predictor
variables. For a fitted submodelM using q ≤ p predictor values, the adjusted
Fre´chet R2 is then
Rˆ2⊕,adj(M) = Rˆ2⊕ − (1− Rˆ2⊕)
q
n− q − 1 .
Let Cq be the class of submodels using q predictors, 1 ≤ q ≤ p. Computing
q∗ = argmax
1≤q≤p
max
M∈Cq
Rˆ2⊕,adj(M)
the final model can then be taken as M∗ = argmaxM∈Cq∗ Rˆ2⊕,adj(M). An-
other alternative for model selection is to minimize prediction error, which
can be estimated by k-fold cross validation.
7. Fre´chet Regression for Correlation Matrices as Random Ob-
jects.
7.1. Computational Details. Here we consider a space of random objects
Ω which consists of correlation matrices, i.e., the space of square r× r sym-
metric positive semidefinite matrices with unit diagonal, for some positive
integer r, and equip Ω with the Frobenius metric dF . Positive definite matri-
ces have been studied previously from the random object perspective under
different metrics (Arsigny et al. 2007; Pigoli et al. 2014). From a sample
(Xi, Yi), i = 1, . . . , n, the minimization in (2.10) can be reformulated by
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setting Bˆ(x) = n−1
∑n
i=1 sin(x)Yi and computing (see proof of Proposition
2 in the Appendix for details)
mˆ⊕(x) = argmin
ω∈Ω
dF (Bˆ(x), ω)
2.
Thus, the problem is reduced to finding the correlation matrix which is
nearest to the matrix Bˆ(x). This problem has been well studied (Higham
2002; Qi and Sun 2006; Borsdorf and Higham 2010), and in our implemen-
tations we used the alternating projections algorithm, written by Nicholas
Higham and available at <https://nickhigham.wordpress.com/2013/02/
13/the-nearest-correlation-matrix/>, to carry out this optimization.
7.2. Functional Connectivity in the Brain. In recent years, the problem
of identifying functional connectivity between brain voxels or regions has
received a great deal of attention, especially for resting state fMRI (Allen
et al. 2014; Ferreira and Busatto 2013; Lee, Smyser and Shimony 2013;
Sheline and Raichle 2013). Subjects are asked to relax while undergoing a
fMRI brain scan, where blood-oxygen-level dependent signals are recorded
and then processed to yield voxel-specific time courses of signal strength.
The connectivity between brain regions is usually quantified by the temporal
correlation between representative time signals of the two regions. Higher
levels of correlation are reflective of higher connectivity, giving rise to the
question of which subject-specific factors might explain observed variations
in connectivity. When considering r > 2 brain regions, the resulting number
of pairwise correlations is r(r− 1)/2, so that standard statistical models are
inadequate for investigating the relationship between several predictors and
the connectivity response. Fre´chet regression can be employed to directly
address this issue by viewing the functional connectivity measurements in a
natural way as random elements of the space of correlation matrices.
The data for our analysis come from a study of 174 cognitively nor-
mal elderly patients, each of whom underwent an fMRI scan at the UC
Davis Imaging Research Center. Preprocessing of the recorded BOLD (blood
oxygenation-level-dependent) signals was implemented by adopting the stan-
dard procedures of slice-timing correction, head motion correction and nor-
malization, in addition to linear detrending to account for signal drift and
band-pass filtering to include only frequencies between 0.01 and 0.08 Hz.
Of particular interest regarding functional connectivity in the resting state
is the so-called default-mode network (DMN), including the study of age-
related effects (Ferreira and Busatto 2013). In one such study, Mevel et al.
(2013) investigated disruptions between anterior-posterior components in
the DMN as subjects age and found a decrease in connectivity between
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a seed region in the left ventral medial prefrontal cortex (lvmPFC) and
three other voxels located within the right vmPFC/orbitofrontal (rvmPFC),
left ventral posterior cingulate cortex (lvPCC) and right precuneus/PCC
(rpPCC) regions.
To construct a connectivity correlation matrix for each subject, signals at
these r = 4 locations were extracted and their temporal correlations com-
puted. These signals are taken over the interval [0, 470] (in seconds), with
T = 236 measurements available at 2 second intervals. Hence, for the ith
subject, the data are in the form of an T ×r signal matrix Si where the rows
correspond to consecutive time points and the columns to distinct voxels.
Define sijk = (Si)jk and s¯ik = T
−1∑T
j=1 sijk. The connectivity correlation
matrix Yi for the ith subject as it is routinely calculated for analyzing con-
nectivity in fMRI has the elements
(Yi)kl =
∑T
j=1(sijk − s¯ik)(sijl − s¯il)[(∑T
j=1(sijk − s¯ik)2
)(∑T
j=1(sijl − s¯il)2
)]1/2 .
In our regression model, we use age as a predictor of connectivity and fit
both linear and quadratic models, i.e. Xi = Zi and Xi = (Zi, Z
2
i )
T , where
Zi is the age of subject i, i = 1, . . . , 174.
Since it is unclear whether the global Fre´chet regression model (2.8) holds,
we also fit the regression nonparametrically using the Nadaraya-Watson
smoother (4.1) over a range of bandwidths. One notable difference between
the current data and those used in Mevel et al. (2013) is the age range. The
current analysis includes only elderly subjects, aged 64 to 94 years, while
Mevel et al. (2013) included subjects between 19 and 80 years of age. It has
been observed previously (Onoda, Ishihara and Yamaguchi 2012; Ferreira
and Busatto 2013) that age-related effects are more difficult to detect in
later years. Thus, the goal for our analysis is to investigate if the decreases
in connectivity observed in Mevel et al. (2013) are also found among a group
of strictly elderly subjects, or whether the pattern is different.
For each regression fit, the estimated mean-square prediction error (MSPE)
was calculated using five-fold cross validation, averaged over 50 runs. The
MSPE values for the linear and quadratic models were 0.6489 and 0.6386,
respectively. For the Nadaraya-Watson fit, the minimum MSPE over a grid
of bandwidths was 0.6393, for bandwidth h = 7. The linear model had a
p-value of 0.58 and Rˆ2⊕ = 0.0041, while the quadratic model was a much
better fit, with a p-value of 0.014 and Rˆ2⊕ = 0.0288. Figure 5 illustrates the
regression fits for each component of the lower subdiagonal of the correla-
tion matrix. The visual and numerical results suggest that the quadratic
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Fig 5: Component-wise scatterplots and Fre´chet regression fits for voxel-to-
voxel correlation as a function of age. The linear, quadratic, and Nadaraya-
Watson (h = 7) fits are represented by solid, dashed, and dot-dashed lines,
respectively. Note that these fits are derived from Fre´chet regression analysis
where entire correlation matrices serve as random object responses.
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global Fre´chet regression model is adequate for these data, as the fit is quite
similar to the Nadaraya-Watson estimator without requiring any bandwidth
selection. Thus, age-related changes in connectivity seem to be more subtle
in later years, with subjects over 85 demonstrating greater connectivity be-
tween some regions than younger subjects between the ages of 75 and 85.
While some studies have found increased connectivity with age (Ferreira and
Busatto 2013), the quadratic model reveals that simple linear associations
between age and connectivity may be inadequate.
8. Local Fre´chet Regression for Spherical Data. As a final illus-
tration, we implement local Fre´chet regression for a situation where the
random object responses lie in a Riemannian manifold object space. Specif-
ically, choose Ω = S2 as the unit sphere in R3, with geodesic distance
d(y, z) = arccos(zT y) and consider the regression function
m⊕(x) = ((1− x2)1/2 cos(pix), (1− x2)1/2 sin(pix), x), x ∈ (0, 1),
which maps a spiral on the sphere. To generate a random sample (Xi, Yi),
i = 1, . . . , n, Xi ∼ U(0, 1) was first sampled, followed by a bivariate normal
random vector Ui on the tangent space Tm⊕(Xi)Ω. Finally, with ‖·‖E being
the Euclidean norm,
Yi = Expm⊕(Xi)(Ui) = cos(‖Ui‖E)m⊕(Xi) + sin(‖Ui‖E)
Ui
‖Ui‖E .
Random samples of size n = 50, 100, 200 were generated under two noise
scenarios, with 200 runs for each simulation. In both noise scenarios, the
components of Ui were independent, with each having a variance of 0.2 and
0.35 in the low and high noise scenarios, respectively. Figure 6 shows two
sample data sets of size 50 for the two noise scenarios.
For estimation, a grid of bandwidths h ∈ (0.05, 0.3) was used for the
smoothing, with K being the Epanechnikov kernel; this estimation was per-
formed for both local Fre´chet regression and the Nadaraya-Watson smoother.
The necessary optimization was performed using the trust regions algorithm
as implemented in the ManOpt toolbox for Matlab (Boumal et al. 2014).
While we found this to be an adequate computational tool for our simu-
lations, it may be necessary in some scenarios to implement a stochastic
optimization scheme, such as the annealing algorithm (Yuan et al. 2012).
We also implemented an alternative regression method for response data
on a nonlinear manifold via smoothing splines (Su et al. 2012), with code
provided by one of the authors.
To compare local Fre´chet regression with Nadaraya-Watson and spline
smoothing, for each combination of noise setting and sample size, the mean
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(a) Low Noise, n = 50 (b) High Noise, n = 50
Fig 6: Sample simulation data sets of size n = 50 under low (left) and high
(right) noise settings. The true regression curve is shown by the solid line.
integrated squared error (MISE) of each method was computed across a
range of tuning parameters. For our method and Nadaraya-Watson smooth-
ing, this was done over the grid of bandwidths. For the spline method, the
three parameters and their values used for each simulation were T = 50t+1,
t = 1, 5, 10, 20,  = 10−l, l = 2, . . . , 6 and λ = 10k, k = −5, . . . , 5. The mini-
mum MISE values are shown in Table 1. We see that local Fre´chet regression
outperforms the other methods in every setting, while the spherical spline
method is not a close competitor. Additionally, one can get a sense of the
bias of the two Fre´chet estimation techniques by taking Fre´chet averages of
the fits mˆ⊕(x) across simulations, for a grid of levels x ∈ [0, 1]. For exam-
ple, these averaged local Fre´chet and Nadaraya-Watson regression fits, using
the bandwidths which minimize MISE, are shown in Figure 7 for the low
noise setting with n = 100. Again, the local Fre´chet method is found to be
superior, especially in terms of performance near the boundaries.
9. Discussion. The proposed global and local Fre´chet regression mod-
els are new tools for the analysis of random objects that are increasingly
encountered in modern data analysis. They extend the fundamental notion
of a Fre´chet mean to that of conditional Fre´chet means. We provide theo-
retical justifications including rates of convergence for both global and local
versions. The pointwise rates of convergence are optimal for both global
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Table 1
Best MISE values (multiplied by 100 for clarity) for local Fre´chet regression (LF),
Nadaraya-Watson (NW) and spherical spline (SS) fits. In parentheses, the minimizing
bandwidths h are given for the first two methods, while the minimizing triples (T, , λ) are
given for the spline method.
Noise n NW LF SS
Low
50 1.34(0.13) 0.97(0.22) 5.47 (51, 0.01, 0.01)
100 0.74(0.13) 0.51(0.19) 5.46 (51, 0.01, 1000)
200 0.45(0.09) 0.31(0.15) 5.42 (51, 0.01, 100)
High
50 3.00(0.19) 2.61(0.34) 16.99 (251, 0.01, 1)
100 1.73(0.16) 1.41(0.26) 16.26 (51, 0.001, 0.00001)
200 0.99(0.13) 0.76(0.21) 13.32 (51, 0.001, 0.00001)
(a) Local Fre´chet regression (b) Nadaraya-Watson smoothing
Fig 7: Fre´chet-averaged regression curve fits for local Fre´chet regression (left,
circle markers) and Nadaraya-Watson smoothing (right, ‘x’ markers), with
true regression curve given for reference (solid). These are from the low noise
simulation with n = 100.
and local versions in the sense that in the special case of Euclidean objects
they correspond to the known optimal rates, and under the same regularity
conditions as satisfied for Euclidean objects, the rates remain the same for
objects in general metric spaces; we demonstrate this to be the case for the
Wasserstein space of distributions as one of many example spaces.
For practical applications of the global Fre´chet regression model, we in-
troduce the concept of the Fre´chet coefficient of determination, R2⊕, and
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explore its potential use for testing. We focus in this paper on estimation,
and future work will be needed to develop formal tests, confidence sets and
predictor selection. For the development of the local version of Fre´chet re-
gression it proved necessary to revisit what is meant by the concept of a
local regression and to clarify the nature of the target. In data examples,
local Fre´chet regression proved competitive with previously discussed local
smoothing methods for special object spaces. An interesting special case
for which we obtain limit distributions is the case of responses that live in
a Hilbert space, such as functional data. Indeed, as pointed out by a ref-
eree, this model may prove useful in the case of responses which lie on a
Hilbert manifold as an extrinsic regression technique in infinite dimensions
(see Chapters 11 and 18 of Patrangenaru and Ellingson (2015)).
Conditional Fre´chet means and the associated regression approaches have
a wide range of applications that include responses that lie in a Rieman-
nian manifold as a special case. For this case we show that our general and
straightforward approach is not only theoretically competitive but also works
well in simulations. In this and other situations, uniqueness of the Fre´chet
mean is sometimes not guaranteed, e.g., in the case of a uniform distribu-
tion on the sphere, in contrast to other cases that we explored, where it is
unique. For manifolds, it is often assumed that Ω is complete in order to
prove existence of a Fre´chet mean (Bhattacharya and Patrangenaru 2003).
Recently, Le and Barden (2014) showed that the cut locus of a minimizer of
the Fre´chet function necessarily has probability zero, lending further insight
into the distributional limitations which allow for existence and uniqueness
of Fre´chet means. When conditional Fre´chet means are not unique, one may
need to deal with sets of Fre´chet means that consist of many elements (Pa-
trangenaru and Ellingson 2015; Ziezold 1977). Extensions that fall within the
framework that we outline also include special types of linear models such
as analysis of variance and, more generally, regression models that include
indicators among the predictors, as well as polynomial regression models or
models with interactions.
APPENDIX A: PROOFS OF THEORETICAL RESULTS
A.1. Propositions 1–3.
Proposition 1. The space (Ω, dW ) defined in Example 1 satisfies as-
sumptions (P0)–(P2) and (U0)–(U2).
Proof. For any distribution ω ∈ Ω, let Q(ω) be the corresponding
quantile function. Similarly, Q−1(h) ∈ Ω is the distribution correspond-
ing to h ∈ Q(Ω). Let 〈·, ·〉L2 , ‖·‖L2 and dL2(·, ·) be the L2 inner product,
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norm and distance on [0, 1], respectively. Since E (|s(X,x)|‖Q(Y )‖L2) is fi-
nite, the Riesz Representation Theorem implies the existence of an element
gx ∈ L2[0, 1] such that
E(s(X,x)〈Q(Y ), h〉L2) = 〈gx, h〉L2
for all h ∈ Q(Ω). Define gˆx = n−1
∑n
i=1 sin(x)Q(Yi). Then properties of the
L2 distance imply
M(ω, x) = E
(
s(X,x)dL2(Q(Y ), gx)
2
)
+ dL2(Q(w), gx)
2,
Mn(ω, x) =
1
n
n∑
i=1
sin(x)dL2(Q(Yi), gˆx)
2 + dL2(Q(ω), gˆx)
2,
yielding the solutions
m⊕(x) = Q−1
(
argmin
h∈Q(Ω)
dL2(h, gx)
2
)
, mˆ⊕(x) = Q−1
(
argmin
h∈Q(Ω)
dL2(h, gˆx)
2
)
,
which exist and are unique by convexity of Q(Ω) for any x ∈ Rp, hence
proving (P0) and (U0). Additionally, m⊕(x) is characterized by
〈gx −Q(m⊕(x)), h−Q(m⊕(x))〉L2 ≤ 0
for all h ∈ Q(Ω). Consequently, we may take C = D = 1, β = α = 2 and η
and τ arbitrary in (P2) and (U2).
Lastly, we show that (U1) holds, which of course implies (P1). Let (Q, d2)
be the space of quantile functions endowed with the L2 metric. For the
remainder of this proof, for any g ∈ L2[0, 1], ω ∈ Ω and γ > 0, B2γ(g) refers
to the L2 ball of radius γ centered at g, while Bγ(ω) refers to the dW ball
of radius γ centered at ω. By Theorem 2.7.5 of van der Vaart and Wellner
(1996),
N(,Ω, dW ) ≤ N(/2,Q, d2) ≤ eK−1 ,
where K is independent of . For Q ∈ Q, let C(Q) = {gu : u ∈ U}, U ⊂ R,
be a collection of L2 functions such that |U | = N(, B21(Q)∩Q, d2) ≤ eK
−1
and the balls B2 (gu) cover B
2
1(Q)∩Q. For δ > 0, define g˜u = Q+ δ(gu −Q)
and Cδ(Q) = {g˜u : u ∈ U}, so that the collection B2δ(g˜u), u ∈ U , forms a
covering of B2δ (Q) ∩Q. Thus, we have shown that
sup
ω∈Ω
logN(δ, Bδ(ω), dW ) = sup
Q∈Q
logN(δ, B2δ (Q) ∩Q, d2) ≤ K−1.
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To finish, observe that sup‖x‖E≤B logN(δ, Bδ(m⊕(x)), dW ) ≤ K−1, so for
any δ > 0 the integral in (U1) is bounded by∫ 1
0
√
1 +K−1 d ≤ 1 + 2
√
K <∞.
Proposition 2. The space (Ω, dF ) defined in Example 2 satisfies as-
sumptions (P0)–(P2) and (U0)–(U2).
Proof. Here, Y is an r× r correlation matrix. Denote the elements of Y
as Y (j, k), 1 ≤ j, k ≤ r. Let 〈·, ·〉F , ‖·‖F and dF (·, ·) be the Frobenius inner
product, norm and distance, respectively. Let Bjk(x) = E (s(X,x)Y (j, k))
and Bˆjk(x) = n
−1∑n
i=1 sin(x)Yi(j, k). Then properties of the Frobenius dis-
tance imply that
M(ω, x) = M(B(x), x) + dF (ω,B(x))
2,
Mn(ω, x) = Mn(Bˆ(x), x) + dF (ω, Bˆ(x))
2,
yielding the solutions
m⊕(x) = argmin
ω∈Ω
dF (ω,B(x))
2, mˆ⊕(x) = argmin
ω∈Ω
dF (ω, Bˆ(x))
2,
which exist and are unique by the convexity of Ω for any x ∈ Rp, hence
proving (P0) and (U0). Additionally, m⊕(x) is characterized by
〈B(x)−m⊕(x), ω −m⊕(x)〉F ≤ 0
for all ω ∈ Ω. Consequently, we may take η and τ arbitrary, C = D = 1 and
β = α = 2 in (P2) and (U2).
Lastly, since Ω is a bounded subset of the larger finite-dimensional Eu-
clidean space of r × r matrices, for any ω ∈ Ω,
N(δ, Bδ(ω), dF ) = N(, B1(ω), dF ) ≤ K−r2
by an argument similar to that in Proposition 1, where K > 1 depends on
r only. Thus, the integral in (U1) is bounded by∫ 1
0
√
1 + logK − r2 log  d = 1 + logK + r
∫ 1
0
√
− log  d
= 1 + logK + r
∫ ∞
1
e−y
√
y d <∞.
using the substitution y = − log . Since this bound does not depend on δ,
(U1) holds and thus (P1) as well.
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Proposition 3. The space (Ω, d) defined in Example 3 satisfies (P1)
and (U1) provided the Riemannian metric is equivalent to the ambient Eu-
clidean metric. Let TωΩ be the tangent bundle at ω and Expω and Logω be
the exponential and logarithmic manifold maps at ω. For u ∈ TωΩ, define
gω(u) = M (Expω(u), x) , hω(u) = Mn (Expω(u), x) .
If (P0) holds and g′′m⊕(x)(0) is positive definite, then (P2) holds. Similarly,
if (U0) holds then
inf
‖x‖E≤B
λmin(g
′′
m⊕(x)(0)) > 0
implies (U2), where λmin(A) is the smallest eigenvalue of a square matrix
A.
Proof. Since Ω is bounded and of finite dimension, (U1) follows by an
argument similar to the last part of the previous proof due to metric equiva-
lency, whence (P1) also follows. If (P0) holds, let ε be the injectivity radius at
m⊕(x) and consider ω such that d(ω,m⊕(x)) < ε. Taking ux = Logm⊕(x)(ω),
M(ω, x)−M(m⊕(x), x) = gm⊕(x)(u)− gm⊕(x)(0) = uTx g′′m⊕(x)(u∗x)ux
for some u∗x between 0 and ux. Since uTxux = d2(ω,m⊕(x)) and gm⊕(x)
is continuous, the condition on g′′m⊕(x)(0) implies (P2) with β = 2. Similar
arguments using the other conditions show that α = 2 in (U2) is permissible.
A.2. Proofs of results in Section 3. Throughout, the symbol  
will denote weak convergence and the notation l∞(Ω) denotes the space of
bounded functions on Ω. The ordinary Euclidean norm onRp will be denoted
by ‖·‖E and the Frobenius norm by ‖·‖F . For simplicity of notation, when x
is fixed, the dependence of objects such as M , m⊕, etc. on x will be dropped.
Proof of Theorem 1. We first consider fixed x ∈ Rp. By Corollary
3.2.3 in van der Vaart and Wellner (1996), convergence of supω∈Ω |Mn(ω)−
M(ω)| to zero in probability is sufficient. To do this, we show Mn  M
in l∞(Ω) and apply 1.3.6 of van der Vaart and Wellner (1996). This weak
convergence is proved (see Theorem 1.5.4 of van der Vaart and Wellner
(1996)) by showing that
i) Mn(ω)−M(ω) = op(1) for all ω ∈ Ω and
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ii) Mn is asymptotically equicontinuous in probability, i.e. for all ε, η > 0,
there exists δ > 0 such that
lim sup
n
P
(
sup
d(ω1,ω2)<δ
|Mn(ω1)−Mn(ω2)| > ε
)
< η.
Begin with i). Set
(A.1) si =
[
1 + (Xi − µ)TΣ−1(x− µ)
]
and define
M˜n(ω) = n
−1
n∑
i=1
sid
2(Yi, ω).
Then, for all ω ∈ Ω, E(M˜n(ω)) = M(ω) and
Var(M˜n(ω)) ≤ n−1diam2(Ω)E(s2i ) ≤ 2n−1diam2(Ω)(1+(x−µ)TΣ−1(x−µ)),
so M˜n(ω)−M(ω) = op(1). Also, setting
W0n := W0n(x) = X¯Σ
−1(x− X¯)− µTΣ−1(x− µ),(A.2)
W1n := W1n(x) = Σ
−1(x− µ)− Σˆ−1(x− X¯),
we have sin − si = W0n +W T1nXi. Then
Mn(ω)− M˜n(ω) = W0n
n
n∑
i=1
d2(Yi, ω) +
W T1n
n
n∑
i=1
Xid
2(Yi, ω) = op(1)
for all ω ∈ Ω, since W0n and ‖W1n‖E are both Op(n−1/2). Using the triangle
inequality, we have proven i). Hence, for any k ∈ N and ω1, . . . , ωk ∈ Ω, we
have (Mn(ω1), . . . ,Mn(ωk)) (M(ω1), . . . ,M(ωk)).
Moving on to ii), for any γ1, γ2 ∈ Ω,
|Mn(γ1)−Mn(γ2)| ≤ 1
n
n∑
i=1
|sin||d(ωi, γ1)− d(ωi, γ2)||d(ωi, γ1) + d(ωi, γ2)|
≤ 2diam(Ω)d(γ1, γ2)
(
1
n
n∑
i=1
|si +W0n +W T1nXi|
)
= Op(d(γ1, γ2)),
where the Op term is independent of γ1 and γ2. Hence,
sup
d(ω1,ω2)<δ
|Mn(ω1)−Mn(ω2)| = Op(δ),
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which proves ii). This shows that d(m⊕(x), mˆ⊕(x)) = op(1).
For the uniform result, consider the process Zn(x) = d(mˆ⊕(x),m⊕(x)),
so Zn(x) = op(1) for any x ∈ Rp. By Theorem 1.5.4 in van der Vaart and
Wellner (1996), it suffices to show that, for any S > 0 and as δ → 0,
lim sup
n→∞
P
 sup
‖x−y‖E<δ
‖x‖E ,‖y‖E≤B
|Zn(x)− Zn(y)| > 2S
→ 0.
Because |Zn(x)− Zn(y)| ≤ d(m⊕(x),m⊕(y)) + d(mˆ⊕(x), mˆ⊕(y)), it suffices
to show that m⊕(·) is uniformly continuous for ‖x‖E ≤ B and that, as
δ → 0,
(A.3) lim sup
n→∞
P
 sup
‖x−y‖E<δ
‖x‖E ,‖y‖E≤B
d(mˆ⊕(x), mˆ⊕(y)) > S
→ 0.
Let δ > 0 and x, y ∈ Rp with ‖x − y‖E < δ. From the form of M , it
is clear that supω∈Ω |M(ω, x) −M(ω, y)| → 0 as δ → 0. Assumption (U0)
then implies that m⊕ is continuous at x, and thus uniformly continuous over
‖x‖E ≤ B. To show (A.3), let ε > 0 and suppose d(mˆ⊕(x), mˆ⊕(y)) > ε with
‖x‖E , ‖y‖E ≤ B. Then (U0) and the form of Mn imply that
ζ ≤ sup
‖x−y‖E<δ
‖x‖E ,‖y‖E≤B
sup
ω∈Ω
|Mn(ω, x)−Mn(ω, y)| = Op(δ),
and the result follows when δ → 0.
Proof of Theorem 2. Let x ∈ Rp being fixed and write m⊕ = m⊕(x).
We follow the proof of Theorem 3.2.5 in van der Vaart and Wellner (1996)
with a few modifications. A key component of this proof is the process
Vn(ω) = Mn(ω)−M(ω). Let Di(ω) = d2(Yi, ω)− d2(Yi,m⊕) and si be as in
(A.1). Then
|Vn(ω)− Vn(m⊕)| ≤
∣∣∣∣∣ 1n
n∑
i=1
(sin − si)Di(ω)
∣∣∣∣∣(A.4)
+
∣∣∣∣∣ 1n
n∑
i=1
(siDi(ω)− E(siDi(ω)))
∣∣∣∣∣ .
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This quantity needs to be controlled for small d(ω,m⊕). First, let W0n and
W1n be as defined in (A.2). To control the first term on the right-hand side
of (A.4), observe that
sup
d(ω,m⊕)<δ
∣∣∣∣∣ 1n
n∑
i=1
(sin − si)Di(ω, x)
∣∣∣∣∣ ≤ 2diam(Ω)δn
n∑
i=1
|W0n(x) +W1n(x)TXi|,
so that the left hand side is Op(δn
−1/2). Using this fact, we can define
BR =
{
sup
d(ω,m⊕)<δ
∣∣∣∣∣ 1n
n∑
i=1
(sin − si)Di(ω, x)
∣∣∣∣∣ ≤ Rδn−1/2
}
for R > 0, so that P (BcR)→ 0 as R→∞.
Next, to control the second term on the right-hand side of (A.4) uniformly
over small d(ω,m⊕), define the functions gω : Rp × Ω→ R as
gω(z, y) =
[
1 + (z − µ)TΣ−1(x− µ)] d2(y, ω)
and the function class
Mδ := {gω − gm⊕ : d(ω,m⊕) < δ}.
An envelope function forMδ is Gδ(z) = 2diam(Ω)δ|1+(z−µ)TΣ−1(x−µ)T |,
and E(Gδ(X)
2) = O(δ2). Define J = J(δ) to be the entropy integral given
in (P1), so that J = O(1) as δ → 0. Then, Theorems 2.7.11 and 2.14.2 of
van der Vaart and Wellner (1996) and (P1) imply that, for small enough δ,
(A.5)
E
(
sup
d(ω,m⊕)<δ
∣∣∣∣∣ 1n
n∑
i=1
(siDi(ω, x)− E(siDi(ω, x)))
∣∣∣∣∣
)
≤ J
[
E(Gδ(X)
2)
]1/2
√
n
,
so that the left-hand side is O(δn−1/2). Hence, combining (A.4), (A.5) and
the definition of BR, for small δ,
E
(
IBR sup
d(ω,m⊕)<δ
|Vn(ω)− Vn(m⊕)|
)
≤ aδn−1/2,
for some a > 0.
To finish, set rn = n
β
4(β−1) and
Sj,n(x) = {ω : 2j−1 < rnd(ω,m⊕(x))β/2 ≤ 2j}.
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Choose η > 0 to satisfy (P2) and also small enough that (P1) holds for all
δ < η and set η˜ := ηβ/2. For any integer L,
P
(
rnd(mˆ⊕,m⊕)β/2 > 2L
)
≤ P (BcR) + P (2d(mˆ⊕,m⊕) ≥ η)(A.6)
+
∑
j≥L
2j≤rnη˜
P
({
sup
ω∈Sj,n
|Vn(ω)− Vn(m⊕)| ≥ C 2
2(j−1)
r2n
}
∩BR
)
,
where P (BcR)→ 0 as discussed previously and the second term goes to zero
by Lemma 1. For each j in the sum on the right-hand side of (A.6), we have
d(ω,m⊕) ≤
(
2j
rn
)2/β ≤ η, so this sum is bounded by
4aC−1
∑
j≥L
2j≤rnη˜
22j(1−β)/β
r
2(1−β)/β
n
√
n
≤ 4aC−1
∑
j≥L
(
1
4(β−1)/β
)j
.
Because β > 1, the last series converges and hence this probability can
be made small by choosing L large. This proves the desired result that
d(mˆ⊕,m⊕) = Op
(
r
−2/β
n
)
= Op
(
n
− 1
2(β−1)
)
.
For the uniform result over ‖x‖E ≤ B, use the fact that W0n(x) and
‖W1n(x)‖E are both Op(n−1/2), uniformly over ‖x‖E ≤ B. Then
(A.7) sup
‖x‖E≤B
sup
d(ω,m⊕(x))<δ
∣∣∣∣∣ 1n
n∑
i=1
(sin(x)− si(x))Di(ω, x)
∣∣∣∣∣ = Op(δn−1/2).
Then, define
AR =
{
sup
‖x‖E≤B
sup
d(ω,m⊕(x))<δ
∣∣∣∣∣ 1n
n∑
i=1
(sin(x)− si(x))Di(ω, x)
∣∣∣∣∣ ≤ Rδn−1/2
}
for R > 0, so P (AcR) → 0. Using the definition of si(x) in (A.1), we can
bound the second term on the right-hand side of (A.4) by
‖Σ−1(x− µ)‖E
p∑
j=1
∣∣∣∣∣ 1n
n∑
i=1
(Xij − µj)Di(ω, x)− E((Xij − µj)Di(ω, x))
∣∣∣∣∣
+
∣∣∣∣∣ 1n
n∑
i=1
[Di(ω, x)− E(Di(ω, x))]
∣∣∣∣∣ .
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For δ > 0, set Uδ = {(x, ω) : ‖x‖E ≤ B, d(m⊕(x), ω) < δ}. Next, set
hjx,ω(z, y) =
{
d2(m⊕(x), y)− d2(ω, y), j = 0,
(zj − µj)
[
d2(m⊕(x), y)− d2(ω, y)
]
, j = 1, . . . p,
and define the classes of functions N jδ = {hjx,ω : (x, ω) ∈ Uδ}. Assumption
(U2) can be used to show, for small ‖x1 − x2‖E , there is LB > 1 such that
d(m⊕(x1),m⊕(x2)) ≤ LB‖x1 − x2‖2/αE .
Then N jδ are Lipschitz classes for small δ in the sense that
|hjx1,ω1(z, y)− hjx2,ω2(z, y)| ≤ Cj
[
‖x1 − x2‖2/αE + d(ω1, ω2)
]
,
where Cj = 2LBdiam(Ω) if j = 0, and Cj = 2LBdiam(Ω)|zj−µj | otherwise.
For  > 0, following van der Vaart and Wellner Theorem 2.7.11, the δ
bracketing numbers of these classes are all bounded by a multiple of
(δ)−m sup
‖x‖≤B
N(cδ,Bδ(m⊕(x)), d),
where c and m depend on the dimension p and α only. Then, letting J be
the integral in (U1),
J˜(δ) =
∫ 1
0
√
1 + logN[ ](δ,Nδ, ‖·‖2) d = O
(
J +
∫ 1
0
√
− log(δ) d
)
= O(− log δ)
as δ → 0.
Now, H0δ (z) = 2diam(Ω)δ and H
jδ(z) = 2diam(Ω)δ|zj−µj | are envelopes
for N jδ , and E
(
(Hjδ (X))
2
)
are all O(δ2). Theorem 2.14.2 of van der Vaart
and Wellner (1996) provides the bound
E
(
sup
‖x‖E≤B
sup
d(ω,m⊕(x))<δ
∣∣∣∣∣ 1n
n∑
i=1
(si(x)Di(ω, x)− E(si(x)Di(ω, x)))
∣∣∣∣∣
)
(A.8)
= O
(
J˜(δ)δ√
n
)
= O
(
δγ√
n
)
for any γ < 1. By combining (A.4), (A.7) and (A.8), for small δ and any
γ < 1,
E
(
1AR sup‖x‖E≤B
sup
d(ω,m⊕(x))<δ
|Vn(ω)− Vn(m⊕(x))|
)
≤ bδ
γ
√
n
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for some constant b = b(γ).
To finish, for any α′ > α, set γ = 1 + α− α′ and qn = n
α′
4(α′−1) . Following
the pointwise rate argument, one can show that
sup
‖x‖E≤B
d(mˆ⊕(x),m⊕(x))α
′/2 = Op(q
−1
n ),
so that
sup
‖x‖E≤B
d(mˆ⊕(x),m⊕(x)) = Op(q−2/α
′
n ) = Op
(
n
− 1
2(α′−1)
)
.
A.3. Proofs of results in Section 4. For completeness, we include
the elementary results of auxiliary Lemma 1 and its proof, which are well-
known (Fan and Gijbels 1996). The quantities of interest are µj = E
(
Kh(X − x)(X − x)j
)
,
τj(y) = E
(
Kh(X − x)(X − x)j |Y = y
)
and the estimators µˆj =
1
n
∑n
i=1Kh(Xi−
x)(Xi − x)j , for j = 0, 1, 2.
Lemma 1. Suppose (K0) and (L1) hold. Then,
µj = h
j
[
f(x)K1j + hf
′(x)K1(j+1) +O(h2)
]
and µˆj = µj +Op((h
2j−1n−1)1/2) for j = 0, 1, 2. Additionally,
τj(y) = h
j
[
gy(x)K1j + hg
′
y(x)K1(j+1) +O(h
2)
]
,
where the O(h2) term is uniform over y ∈ Ω.
Proof. The statements regarding µj and τj(y) follow from (K0) and
(L1) using a second-order Taylor expansions of the densities f and gy. Fur-
thermore, E(µˆj) = µj is clear. Next,
E
(
K2h(Xi − x)(Xi − x)2j
)
= h2j−1
∫
K(u)u2jf(x+ hu) du = O(h2j−1),
so Var(µˆj) = O(h
2j−1n−1), proving the result for the µˆj .
Proof of Theorem 3. First, we will show that dFY |X(x, y)/dFY (y) =
gy(x)/f(x) for all x such that f(x) > 0. For any open set U ⊂ Ω, set
a(x) =
∫
U
gy(x)
f(x)
dFY (y), b(x) =
∫
U
dFY |X(x, y).
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By assumption, both a and b are continuous. Then, for any z ∈ R,∫ z
−∞
a(x)f(x) dx =
∫
U
(∫ z
−∞
gy(x) dx
)
dFY (y)
=
∫
U
(∫ z
−∞
dFX|Y (x, y)
)
dFY (y) =
∫
(−∞,z)×U
dF (x, y)
=
∫ z
−∞
(∫
U
dFY |X(x, y)
)
f(x) dx =
∫ z
−∞
b(x)f(x) dx,
proving the claim.
Next, using Lemma 1∫
s(z, x, h)dFX|Y (z|y) =
µ2τ0(y)− µ1τ1(y)
σ20
=
gy(x)
f(x)
+O(h2),
where the error term is uniform over y ∈ Ω. Hence, using the previously
established fact that dFY |X(x, y)/dFY (y) = gy(x)/f(x),
L˜n(ω) =
∫
d2(y, ω)s(z, x, h)dF (z, y) =
∫
d2(y, ω)
gy(x)
f(x)
dFY (y) +O(h
2)
=
∫
d2(y, ω)dFY |X(x, y) +O(h2) = M⊕(ω, x) +O(h2),
where the error term is now uniform over ω ∈ Ω. By (L0), we then have
d(m⊕(x), l˜⊕(x)) = o(1) as h = hn → 0.
Next, define rh = h
− β1
β1−1 and set Sj,n = {ω : 2j−1 < rhd(ω,m⊕(x))β1/2 ≤
2j}. Let I denote the indicator function. Then, for any M > 0, following
similar arguments as the proof of Theorem 2 and using (L2), there exists
a > 0 such that, for large n,
I
(
rhd(l˜⊕(x),m⊕(x))β1/2 > 2M
)
≤ a
∑
j≥M
22j(1−β1)/β
r
2(1−β1)/β1
h h
−2
≤ a
∑
j≥M
(
1
4(β1−1)/β1
)j
,
which converges since β1 > 1. Thus, for some M > 0, we have
d(l˜⊕(x),m⊕(x)) ≤ 22M/β1h2/(β1−1)
for large n.
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Lemma 2. Suppose (K0) and (L0) hold, Ω is bounded and that h → 0
and nh→∞. Then d(l˜⊕(x), lˆ⊕(x)) = op(1).
Proof. We will show that L˜n − Lˆn  0 in l∞(Ω). Together with (L0),
this will prove the result.
To begin, write si(x, h) = σ
−2
0 Kh(Xi − x) [µ2 − µ1(Xi − x)]. Then the
difference Lˆn(ω)− L˜n(ω) can be written as
1
n
n∑
i=1
[sin(x, h)− si(x, h)] d2(Yi, ω)(A.9)
+
1
n
n∑
i=1
(
si(x, h)d
2(Yi, ω)− E
[
si(x, h)d
2(Yi, ω)
])
.
Observe that sin(x, h)−si(x, h) = W0nKh(Xi−x)+W1nKh(Xi−x)(Xi−x),
where
(A.10) W0n =
µˆ2
σˆ20
− µ2
σ20
, W1n =
µˆ1
σˆ20
− µ1
σ20
Using the results of Lemma 1, it follows that W0n = Op((nh)
−1/2) and
W1n = Op((nh
3)−1/2). Since
E
[
Kh(Xi − x)(Xi − x)jd2(Yi, ω)
]
= O(hj)
E
[
K2h(Xi − x)(Xi − x)2jd4(Yi, ω)
]
= O(h2j−1)
it follows that the first term in (A.9) is Op((nh)
−1/2). One also finds that
E(s2i (x, h)) = O(h
−1), so that the second term in (A.9) is also Op((nh)−1/2)
So far, we have shown that L˜n(ω) − Lˆn(ω) = op(1) for any ω ∈ Ω, since
nh→∞. According to Theorem 1.5.4 in van der Vaart and Wellner (1996),
the last thing we need to show is that, for any η > 0
lim sup
n
P
(
sup
d(ω1,ω2)<δ
|(L˜n − Lˆn)(ω1)− (L˜n − Lˆn)(ω2)| > η
)
→ 0 as δ → 0.
Since E(|si(x, h)|) = O(1) and E(s2i (x, h)) = O(h−1), n−1
∑n
i=1 |sin(x, h)| =
Op(1). Then, |Lˆn(ω1) − Lˆn(ω2)| ≤ 2diam(Ω)d(ω1, ω2)n−1
∑n
i=1 |sin(x, h)| =
Op(d(ω1, ω2)). Similarly, |L˜n(ω1) − L˜n(ω2)| = O(d(ω1, ω2)), which verifies
the above.
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Proof of Theorem 4. We adopt similar arguments as in the proof of
Theorem 2, with some adjustments. Set si(x, h) = Kh(Xi − x)µ0−µ1(Xi−x)σ20
and define Tn(ω) = Lˆn(ω)− L˜n(ω). Letting
Di(ω, x) = d
2(Yi, ω)− d2(Yi, l˜⊕(x)),
we have
|Tn(ω)− Tn(l˜⊕(x))| ≤
∣∣∣∣∣ 1n
n∑
i=1
[sin(x, h)− si(x, h)]Di(ω, x)
∣∣∣∣∣
(A.11)
+
∣∣∣∣∣ 1n
n∑
i=1
(si(x, h)Di − E [si(x, h)Di(ω, x)])
∣∣∣∣∣ .
Since W0n and W1n from (A.10) are Op((nh)
−1/2) and Op((nh3)−1/2), re-
spectively, and using the fact that |Di(ω, x)| ≤ 2diam(Ω)d(ω, l˜⊕(x)),the first
term on the right-hand side of (A.11) is Op(d(ω, l˜⊕(x))), where the Op term
is independent of ω and l˜⊕(x). Thus, we can define
BR =
{
sup
d(ω,l˜⊕(x))<δ
∣∣∣∣∣ 1n
n∑
i=1
[sin(x, h)− si(x, h)]Di(ω, x)
∣∣∣∣∣ ≤ Rδ(nh)−1/2
}
for R > 0, so that P (BcR)→ 0.
Next, to control the second term on the right-hand side of (A.11), define
the functions gω : R× Ω→ R by
gω(z, y) =
1
σ20
Kh(z − x)[µ2 − µ1(z − x)]d2(y, ω)
and the corresponding function class
Mnδ = {gω − gl˜⊕(x) : d(ω, l˜⊕(x)) < δ}.
An envelope function for Mnδ is
Gnδ(z) =
2diam(Ω)δ
σ20
Kh(z − x) |µ2 − µ1(z − x)| ,
and E(G2nδ(X)) = O(δ
2h−1). Using this fact together with Theorems 2.7.11
and 2.14.2 of van der Vaart and Wellner (1996) and (P1), for small δ,
E
(
sup
d(ω,l˜⊕(x))<δ
∣∣∣∣ 1nsi(x, h)Di(ω, x)− E [si(x, h)Di(ω, x)]
∣∣∣∣
)
= O(δ(nh)−1/2).
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Combining this with (A.11) and the definition of BR,
E
(
IBR sup
d(ω,l˜⊕(x))<δ
|Tn(ω)− Tn(l˜⊕(x))|
)
≤ aδ
(nh)1/2
,
where IBR is the indicator function for the set BR and a is a constant
depending on R and the entropy integral in (P1).
To finish, set tn = (nh)
β2
4(β2−1) and define
Sj,n(x) = {ω : 2j−1 < tnd(ω, l˜⊕(x))β2/2 ≤ 2j}.
Choose η2 satisfying (L2) and such that (P1) is satisfied for any δ < η2. Set
η˜ := (η2/2)
β2/2. For any integer M ,
P
(
tnd(l˜⊕(x), lˆ⊕(x))β/2 > 2M
)
≤ P (BcR) + P (2d(l˜⊕(x), lˆ⊕(x)) > η)
(A.12)
+
∑
j≥M
2j≤tnη˜
P
({
sup
ω∈Sj,n
|Tn(ω)− Tn(l˜⊕(x))| ≥ C 2
2(j−1)
t2n
}
∩BR
)
,
where the last term goes to zero for any η > 0 by Lemma 2. Since
d(ω, l˜⊕(x)) < (2j/tn)2/β2
on Sj,n(x), this implies that the sum on the right-hand side of (A.12) is
bounded by
4aC−1
∑
j≥M
2j≤tnη˜
22j(1−β2)/β2
t
2(1−β2)/β2
n
√
nh
≤ 4aC−1
∑
j≥M
(
1
4(β2−1)/β2
)j
,
which converges since β2 > 1. Hence,
d(lˆ⊕(x), l˜⊕(x)) = Op(t2/β2n ) = Op
[
(nh)
− 1
2(β2−1)
]
.
The proof of Corollary 1 is straightforward and is omitted.
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A.4. Proofs of results in Section 5.
Proof of Theorem 5. Recall the notation introduced in Section 5. Ob-
serve that, when ω ranges over Ω, the object E〈Y, ω〉 is a continuous linear
operator under the assumption E‖Y ‖2Ω < ∞, so the existence and unique-
ness of γ0 follows by the Riesz representation theorem. The same is true
for the operator E〈(X −µ)Y, α〉p, hence the existence and uniqueness of γ1.
Next
E(s(X,x)〈Y, ω〉) = E〈Y, ω〉+ E [(X − µ)TΣ−1(x− µ)〈Y, ω〉](A.13)
= 〈γ0, ω〉+ E〈(X − µ)Y, (x− µ)TΣ−1ω〉p
= 〈β0, ω〉+ 〈(x− µ)TΣ−1γ1, ω〉
= 〈β0 + βT1 (x− µ), ω〉.
Set ω˜ = β0 + β
T
1 (x− µ) as in (5.1) and observe that E(s(X,x)) = 1. Then,
by expanding the square, we have
M(ω, x) = E
(
s(X,x)‖Y − ω˜‖2Ω + 2s(X,x)〈Y − ω˜, ω˜ − ω〉
+ s(X,x)‖ω˜ − ω‖2Ω
)
= M(ω˜, x) + 2
(
E(s(X,x)〈Y, ω˜ − ω〉)− 〈ω˜, ω˜ − ω〉
)
+ ‖ω˜ − ω‖2Ω.
Hence, the middle term vanishes using (A.13) and we must have m⊕(x) = ω˜.
As a weighted least squares problem, the empirical solution to (2.10) is
clearly mˆ⊕(x) = n−1
∑n
i=1 sin(x)Yi, which gives the proposed solution in
(5.2).
Proof of Theorem 6. First, let q = p+1 and define β = (β0, β
T
1 )
T and
βˆ = (βˆ0, βˆ
T
1 )
T . By Theorem 1.8.4 in chapter 1.8 of van der Vaart and Wellner
(1996), we only need to prove that, for all α ∈ Ωq, √n〈βˆ − β, α〉q  〈G, α〉q
for the limiting process G and that √n(βˆ − β) is asymptotically finite
dimensional. The latter condition follows from the fact that X¯ − µ and
‖Σ−1 − Σˆ−1‖F are Op(n−1/2) and by the assumptions on the moments of
‖Y ‖Ω. We will now prove the first condition. This will require the definitions
below, for any m× p matrix A and symmetric p× p matrix S:
vec(A) = (A11, . . . , Am1, A12, . . . , Am2, . . . , A1p, . . . , Amp)
T ,
vech(S) = (A11, . . . , Ap1, A22, . . . , Ap2, . . . , Ap,p−1, App).
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Let α ∈ Ωq be fixed. Define the p × p matrices Wi = XiXTi and ηi
with elements (ηi)jk = 〈XijYi, αk+1〉, and the vector ξi ∈ Rq with elements
ξij = 〈Yi, αj〉. Also, define the vector ρ ∈ Rq with elements ρj = 〈γ0, αj〉
and the p× p matrix τ with elements τjk = 〈γ1j , αk+1〉+ µjρk+1. Let
(A.14) Zi = (X
T
i , vech(Wi)
T , ξTi , vec(ηi)
T )T .
Then, Z1, . . . , Zn are independently and identically distributed with ex-
pected value
E(Zi) =
(
µT , vech(Σ + µµT )T , ρT , vec(τ)T
)T
.
√
n
[
Z¯ − E(Z1)
]
 N (0, Cα).
Next, for a ∈ Rp, c ∈ Rq, G a symmetric p × p matrix and H a p × p
matrix, define the function
g(a, vech(G), c, vec(H)) = c1 +
p∑
j=1
p∑
k=1
[(
G− aaT )−1]
jk
(Hjk − ajck+1) .
Then
g(E(Z1)) = 〈γ0, α1〉+
p∑
j=1
p∑
k=1
(Σ−1)jk〈γ1j , αk+1〉
= 〈β0, α1〉+
p∑
k=1
〈β1k, αk+1〉 = 〈β, α〉q
and, similarly, g(Z¯) = 〈βˆ, α〉q. Let lα be the gradient vector of g evaluated
at E(Z1). The elements of lα can be computed as follows. Let ⊗ denote the
Kronecker product, el ∈ Rp be the vector of zeros with a single 1 in the lth
entry, and J lm be the p × p matrix of zeros with a single 1 in the (l,m)th
entry. Set
Al = Σ−1(eTl ⊗ µ+ µT ⊗ el)Σ−1,
Blm = −Σ−1(J lm + Jml − J lmJ lm)Σ−1.
Let sl be the lth column of Σ
−1 and set α−1 = (α2, . . . , αq)T . The vector lα
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can be formed using the values
∂g
∂al
(E(Z1)) = 〈Alγ1, α−1〉p − 〈γ0, αT−1sl〉, 1 ≤ l ≤ p,(A.15)
∂g
∂Blm
(E(Z1)) = 〈Blmγ1, α−1〉p, 1 ≤ l ≤ m ≤ p,
∂g
∂c1
(E(Z1)) = 1,
∂g
∂cl
(E(Z1)) = −sTl−1µ, 2 ≤ l ≤ q,
∂g
∂Dlm
(E(Z1)) = (Σ
−1)lm, 1 ≤ l,m ≤ p.
Then, the δ-method yields
√
n〈βˆ − β, α〉 N(0, lTαCαlα).
Proof of Corollary 2. Again, set q = p+ 1. The first display in the
corollary follows since supx∈VB‖mˆ⊕(x)−m⊕(x)‖Ω is bounded by
‖βˆ0 − β0‖Ω + (‖µ‖E +B)‖βˆ1 − β1‖Ωp + ‖X¯ − µ‖E‖βˆ1‖Ω = Op(n−1/2).
For the second result, note that Lemmas 1.5.2, 1.5.3 and Theorem 1.5.4
of van der Vaart and Wellner (1996) can be generalized to the space l∞Ω (VB).
Then, we need to show that Mn is asymptotically tight and that, for any
finite collection x1, . . . , xJ ⊂ Rp, (Mn(x1), . . . ,Mn(xJ)) converges weakly
to the corresponding marginals of M.
For simplicity, take x1, x2 ∈ Rp. Similar to the proof of Theorem 5, for
fixed ω ∈ Ω, define Wi = XiXTi , ξi = 〈Yi, ω〉 and ηi ∈ Rp with elements ηij =
〈XijYi, ω〉. Also, define ρ = 〈γ0, ω〉, τ ∈ Rp with elements τj = 〈γ1j , ω〉+µjρ,
and set Zi = (X
T
i , vech(Wi)
T , ξi, η
T
i )
T . Then Z1, . . . , Zn are independent
with the same distribution and E(Zi) = (µ
T , vech(Σ+µµT )T , ρ, τT +ρµT )T .
Letting Cω = Cov(Zi), we have
√
n
[
Z¯ − E(Z1)
]
 N(0, Cω).
For a, c ∈ Rp, b ∈ R and G a p× p symmetric matrix, define
gk(a, vech(G), b, c) = b+ (xk − a)T (G− aaT )−1(c− ba), k = 1, 2.
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It is easy to verify that mˆ⊕(xk) = gk(Z¯) and m⊕(xk) = gk(E(Z1)). Define
rω,k to be the gradient of gk evaluated at E(Z1) and set Rω = (rω,1, rω,2).
Then the bivariate delta method gives
(Mn(x1),Mn(x2))T  N(0, RTωCωRω).
The processM is characterized by the distribution of its marginals, as given
above.
For tightness, first let δ, ε > 0 be given, define an orthonormal basis
{ej}∞j=1 for Ω and let ΠJ(ω) =
∑J
j=1〈ω, ej〉ej for any integer J and ω ∈ Ω.
By combining Theorem 5 and Lemma 1.8.1 of van der Vaart and Wellner
(1996), there exists finite J0 such that, with M˜n(x) = ΠJ0(Mn(x)),
lim sup
n
P
(
‖Mn − M˜n‖2VB > δ
)
< ε.
Note that M˜n(x)−M˜n(y) =
∑p
k=1 ΠJ0(βˆ1k−β1k)(xk− yk) so that, for any
η > 0,
lim
τ→0
lim sup
n
P
 sup
‖x−y‖E<τ
x,y∈VB
‖M˜n(x)− M˜n(y)‖Ω > η
→ 0
by again combining Theorem 5 with Lemma 1.8.1 of van der Vaart and Well-
ner (1996). This means that M˜n is tight by Theorem 1.5.7 of van der Vaart
and Wellner (1996), since M˜n(x) takes values on the finite-dimensional Eu-
clidean space spanned by the first J0 basis functions ej ∈ Ω. For A ⊂ l∞Ω (VB),
define
Aδ = {g ∈ l∞Ω (VB) : inf
a∈A
‖a− g‖VB < δ}.
Then there exists a compact set K ⊂ l∞Ω (VB) such that
lim inf
n
P (M˜n ∈ Kδ) ≥ 1− ε
and, hence,
lim inf
n
P (Mn ∈ K2δ) ≥ lim inf
n
P (M˜n ∈ Kδ)
− lim sup
n
P (‖Mn − M˜n‖VB > δ) ≥ 1− 2ε,
so Mn is asymptotically tight.
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