Clinical Decision Support Systems can alert health professionals about drug interactions when they prescribe medications. The Hospital Italiano de Buenos Aires in Argentina developed an electronic health record with drug-drug interaction alerts, using traditional software engineering techniques and requirements. Despite enhancing the drug-drug interaction knowledge database, the alert override rate of this system was very high. We redesigned the alert system using user-centered design (UCD) and participatory design techniques to enhance the drug-drug interaction alert interface. This paper describes the methodology of our UCD. We used crossover method with realistic, clinical vignettes to compare usability of the standard and new software versions in terms of efficiency, effectiveness, and user satisfaction. Our study showed that, compared to the traditional alert system, the UCD alert system was more efficient (alerts faster resolution), more effective (tasks completed with fewer errors), and more satisfying. These results indicate that UCD techniques that follow ISO 9241-210 can generate more usable alerts than traditional design.
Introduction
Recent research has highlighted that medical errors are the third leading cause of death in the United States, following heart diseases and cancer [1] . In 1999, the Institute of Medicine reported that almost 25% of total medical errors involved prescription medication [2] . Although most errors are harmless, a few can cause severe injuries and even death. Leape et al. found that half of these errors occur when the medication is first prescribed [3] . Sometimes, errors occur when the prescriber does not know about relevant drug-drug interactions (DDIs) [4, 5] . Adverse drug events related to DDI are generally preventable, but Glassman et al. have noted that clinicians do not recognize them at least half of the time [6] .
Increasingly popular methods to help order providers on a large scale include clinical decision support systems (CDSS). Clinical decision support is defined as ''the use of information and communication technologies to bring relevant knowledge to bear on the healthcare and well-being of a patient" [7] . These systems have been shown to improve both quality of care and resource optimization [8] [9] [10] . Although electronic prescription systems with realtime detection of DDIs appear to be the most suitable implementations, several studies showed that they still have low performance and high alert override rates [11] [12] [13] [14] [15] . As reported in the scientific literature, these systems have at least five potential drawbacks:
1. Inaccurate knowledge databases trigger excessive alerts (mostly with low clinical significance), leading to alert fatigue [16, 17] . 2. Rudimentary interfaces lack intuitive design and workflow integration [18] . 3. The systems lack relevant medical context data, and thus their rules can be too simplistic [19, 20] . 4 . Low monitoring levels hinder continual improvement processes [21] .
5. Implementation varies due to lack of standards even for the same vendor [22] .
In the mid-2000s, the Hospital Italiano de Buenos Aires, Argentina, used traditional software engineering to develop an in-house electronic health record (EHR) system with a computerized physician order entry (CPOE) and DDI alert system. Clinical pharmacology specialists reviewed different sources, including textbooks, product monographs and relevant literature to create the knowledge database. This database was periodically updated using publications on pharmacological interactions like ''Evaluation of Drug Interactions", a former report by First Data Bank Inc. [23] . The uploaded data was referenced to SNOMED CT, the terminology standard for health information contained in the patient clinical data repository [24] . After some time, we evaluated the performance of our clinical decision support system and found a high alert override rate. Thus, we focused on enhancing the quality of the knowledge database, and then published our experience [25] . Our analysis included systematic evaluation of each DDI according to clinical relevance [26] , to eliminate combinations with a low probability of harm (false positives), as suggested in a recent consensus [27] . We also created alert severity tiers, according to potential reaction seriousness, following recommendations from Paterno et al. [17] . As alert acceptance remained persistently low after these changes, the chief medical information officer withdrew the DDI decision support system to identify other potential issues. Previous research by Seidling et al. found that the alert display quality most strongly predicted DDI alert acceptance [28] . Therefore, we endeavored to improve the alert design by applying user-centered design (UCD) techniques, as they have demonstrated to increase adoption and usage efficiency of health information technology tools [29, 30] .
According to Patel and Kannampallil, human-computer interaction is a fundamental aspect to consider when developing computer systems [31, 32] . UCD is a process framework that makes a system usable and understandable by accounting for end-users' needs, wants and constraints, through the whole product cycle. Following perspectives from Norman, UCD starts by understanding and specifying the context and requirement analysis, and then designing and iteratively testing solutions [33] . This systematic process is regulated by ISO 9241-210 ''Human-centered design for interactive systems" [34] . For Kushniruk et al., participatory design goes beyond UCD and cooperative design approaches to include end users as active participants in the design and decision making [35] . Usable systems have many benefits including enhanced productivity, error reduction, reduced training costs and increased acceptance [36] .
Although in recent years the quality of software engineering studies has improved gradually, most of them lack an experimental design and statistical methods [37, 38] . In a survey that included more than 5000 research papers from 1993 to 2002, just 1.9% were controlled trials [39] . Marcilly et al. recommend that evidencebased usability engineering should focus on design elements and especially on usability evaluation methods [40] .
This paper aims to describe the methodology of our UCD, which includes participatory design, to revise the drug-drug interaction alert interface and to test a crossover method for scientifically comparing the usability of standard and new interface in terms of efficiency, effectiveness and user satisfaction.
Methods

Setting
The Hospital Italiano de Buenos Aires (HIBA) is a non-profit healthcare academic center founded in 1853, with more than 2700 physicians, 2700 other health team members (including 1200 nurses), and 1800 administrative and support employees. The HIBA network includes two hospitals in Buenos Aires city and its suburban area, 750 beds (200 for intensive care), 41 operating rooms, 800 home care beds, 25 outpatient clinics and 150 associated private practices. It has a Health Maintenance Organization (Plan de Salud) that covers more than 150,000 people and provides health services to another 1,500,000 people who are covered by affiliated insurers. Between 2013 and 2014, the HIBA admitted more than 45,000 inpatients, conducted 45,000 surgical procedures (50% ambulatory) and 3,000,000 outpatient visits. The HIBA also is a teaching hospital, with more than 30 medical residencytraining programs, 34 fellowship programs and 400 residents and fellows in training.
Since 1998, the HIBA has run an in-house developed health information system, which includes clinical and administrative data [13] . Its EHR system called Italica, is an integrated, modular, problem oriented and patient centered system that works in different clinical settings (outpatient, inpatient, emergency and home care). Italica allows computerized physician order entry for medications and medical tests, and storage and retrieval of tests results, including archived images. It was the first hospital in Argentina and the second in Latin America to be certified by the HIMSS as level 6+ in the Electronic Medical Record Adoption Model [41, 42] .
In recent years, our Health Informatics Department at the HIBA prioritized UCD in the design and development culture to enhance the usability of healthcare software. We conducted lectures, launched a pilot project, and assembled a usability team for service and dissemination [43] . Regarding this study, all sessions were held in the new usability laboratory. Morae Ò 3.2 software [44] was used for audio and video recording of the meetings.
Methodological design
Our study was divided into two different phases: the first phase involved the iterative UCD process of developing a new alert interface, and the second phase involved the experimental approach of testing the new UCD interface against the standard version, which was conducted in a controlled environment and used the same DDI knowledge database.
First phase: User-centered design with participatory design
We reformed the DDI alerts by using a Participatory Design approach based on UCD techniques. As described in a state-ofthe-art reference handbooks on the subject, Participatory Design can be defined as ''a process of investigating, understanding, reflecting upon, establishing, developing and supporting mutual learning between multiple participants in collective 'reflection-i n-action', where the participants typically undertake the two principal roles of users and designers where the designers strive to learn the realities of the users' situation while the users strive to articulate their desired aims and learn appropriate technological means to obtain them" [45] . A team of three health informatics specialists and two usability experts worked with users following the ISO 9241-210. This phase took place at HIBA from September 2013 to April 2014, and was undertaken in three stages (inquiry, participatory design, and usability testing), as described in a previous publication [46] . The users were physicians that worked in outpatient and inpatient settings and had at least four years of experience with the CPOE system. Patient scenarios (clinical vignettes) were developed based on real clinical cases [47, 48] , taking the most frequent and significant examples of DDI from the clinical data repository [14] . [49] of the electronic prescribing process in situations with potential drug interactions. A semi-structured questionnaire was given to the users to guide them through the dynamic clinical scenarios. At this stage, the users interacted with the standard DDI alert version. Low-fidelity prototypes of new DDI alerts interfaces were generated using pen and paper sketches, accounting for ideas that emerged from the interviews. [50] were used: one was printed on paper and the other was displayed as an interactive electronic presentation to reproduce the prescription process as closely as possible. We shared the clinical vignette and asked the users to prescribe certain medications, leading to potential DDIs. When the alert popped up, we asked them to solve it. Physicians' opinions and feelings were obtained and recorded using the Think Aloud technique [51] . The approach was qualitative, pursuing domain saturation. The participating physicians guided the development of new prototypes, giving constant feedback. Two cycles of prototyping and testing were conducted.
Stage 3: Usability testing.
For the third stage, high fidelity prototypes were developed in Axure Ò [52] , and presented to a new group of users. The sequence was similar to the previous stage, but focusing on quantitative metrics (effectiveness, efficiency and user satisfaction). Effectiveness was assessed by the override rate and the task completion rate.
Efficiency was measured as the number of clicks and time spent to finish the task.
User satisfaction was assessed using a System Usability Scale (SUS) questionnaire [53] . SUS is a Likert scale-based survey, in which a carefully selected statement is made and the respondent then indicates the degree of agreement or disagreement with it on a 5-point scale [54] .
The process was iterative; each stage included prototyping cycles for domain saturation to reach the best possible model (see Fig. 1 ). The last UCD prototype was developed as a new software version.
Second phase: Experimental test of interfaces
Prior to our interventional study, we obtained Institutional Review Board approval. Users gave their informed consents to participate in the research. The study had an experimental crossover design in which each participant was twice exposed to randomly assigned clinical vignettes, working once with each interface.
We compared two different DDI alert interfaces: the standard one (developed under traditional techniques) and the final participatory design model, generated using UCD techniques. The clinical decision support system ran every time a new prescription was placed and searched the knowledge database for potential interactions between each substance already on the list and the new drug. When an interaction was detected, the system opened a DDI alert modal (a dialog box or popup window that was displayed on top of the current page), in the standard and UCD versions.
The standard DDI alert interface had different elements (see Fig. 2 ): the name of the causative drugs; the clinical significance (i.e., severity tier); a short explanation of the interaction that could be expanded through a ''learn more" button; and two action buttons (i.e., ''Cancel" or ''Ignore"). Canceling the alert implied stopping the prescription of the second drug whereas ignoring the alert kept both drugs. The alert was displayed using colored boxes, and the recommendation appeared as text for the physician to read.
The new clinical decision support system shared the same DDI knowledge database and inference engine but diverged in the alert interface (see the First Phase Results section for a description). All participants were individually exposed to both interfaces in two different sessions, with one month period in between. The sequence of the interface type exposition was randomized (oldnew; new-old) among participants.
Medical experts used frequent DDI examples extracted from a local yearly prescription database [14] to develop 12 clinical vignettes [47, 48] (four for each clinical setting: outpatient, non-critical inpatient and critical inpatient). Therefore, every scenario was constructed from a single significant DDI and presented under carefully controlled situations to reflect reality. The sessions, which were held in our Usability Lab with one user and two researchers, started with a brief introduction followed by a short interview with the user. During the session, we delivered four randomly selected clinical vignettes and the test instructions. In each clinical case the participant had to follow the directives regarding electronic prescription of certain drugs and take actions within the system when it showed the DDI alert. Participants were asked to share their thoughts in real time while doing the task (Think Aloud) [51] . Direct observation and recording were performed. At the end of the meeting, every participant answered a semistructured survey about the alerts.
Study population.
Physicians fulfilling the exclusion and inclusion criteria were randomly selected for each clinical setting (outpatient, non-critical, and critical inpatient). All had worked with CPOE but had not been recently exposed to the original DDI alert, because it had been withdrawn more than a year prior to the study.
Inclusion criteria were as follows:
Working as a physician of any specialty in the Hospital for more than a year by March 2012. Working in the selected clinical setting (outpatient, critical, or non-critical inpatient) for more than six months. Having a number of interactions of ±1 standard deviation of the mean in the previously performed DDI database analysis [14] .
Exclusion criteria were as follows:
Study participation refusal. Previous participation in UCD stages.
Sample calculation.
The sample was calculated with Power and Precision software version 3.2.0. It was necessary to include 30 physicians (distributed in 10 physicians per stratum) to test the null hypothesis (i.e., no difference in the percentage of failed prescriptions between the two interfaces), with an expected difference of at least between 45% and 20%, a type 1 error of 5%, and an estimated power of 80%. Finally, the prototype stage was performed with high-fidelity prototypes.
Measurements.
Efficiency, effectiveness and user satisfaction were selected as usability metrics to compare the performance of the new UCD alert against the standard version. Efficiency was measured through three variables extracted from Morae Ò recordings: time spent in solving the alert, number of mouse clicks to complete the task, and number of words used in the text entry.
To assess effectiveness, in each clinical case the user was rated when solving the alert as successful, successful with problems, or unsuccessful. The laboratory test allowed us to measure the errors and error tolerance for each user interface. The analysis of the recordings allowed comparison of the number and type of errors and the error recovery.
At the end of the session, users were invited to complete a satisfaction questionnaire based on the SUS [53, 54] . A brief semistructured interview, based on a survey developed by Zheng et al. [55] , was conducted to collect user perceptions regarding the advantages and challenges of using the system.
Statistical analysis.
Descriptive statistics were generated for all variables. Interval variables were parameterized by mean and standard deviation. For categorical variables, the observed frequency (total number of observations within the category) and relative frequency percentages were used. Statistical analyses for all tests were performed using the R software environment from R Project for Statistical Computing [56] . Statistical significance was considered when the probability was lower than 0.05.
Efficiency was statistically analyzed by three-pathway Analysis of Variance (ANOVA). Each of the three variables of efficiency (Time, number of Clicks and number of Words) was a response (dependent variable), and the three independent variables were the three pathways (traditional and UCD Design Methodology; Outpatient, Critical Inpatient, and Non-Critical Inpatient Clinical Setting; and User). The ANOVA was performed to test the null hypothesis that ''efficiency variables are not different regarding the design methodology". Clinical Setting and User were control variables. Interaction graphs for each ANOVA were performed.
Effectiveness was statistically analyzed using the Chi square test for a 2-by-3 table and Fisher's exact test for a 2-by-2 table for categorical variables. The odds ratio was calculated to estimate the association between design methodologies and the proportion of complete responses with or without serious errors and incomplete responses (English odds ratio, with confidence interval of 95%).
For user satisfaction analysis as a percentage, the Wilcoxon signed-rank test for repeated measurements was used. Each user was measured twice, one for each interface design.
Results
First phase: User-centered design with participatory design
Twenty-four physicians from three different fields (outpatient, critical inpatient, and non-critical inpatient) participated in the three stages.
Stage 1: Inquiry
Six physicians participated in the first stage (Inquiry). Initial meetings and interviews provided feedback on the standard interface (see Fig. 2 ). Participants made several comments, some of which have already been described in the literature. Here, we quote some illustrative commentaries.
Regarding their experience on DDI information retrieval from other sources, one person responded, ''It is very hard for me to find relevant information about drug-drug interactions when prescribing. If I look for them in my smartphone, almost every combination of drugs would have a potential 
. Standard DDI alert interface (letters correspond to descriptions): the two drugs (A and B), the clinical significance (C), a brief explanation (D), a ''learn more" button (E), and the action buttons to Cancel the prescription (F) or Ignore the alert (G).
interaction, and I would dismiss the majority because of their null significance."
Another person shared an opinion about the standard interface's visual display, ''I think the standard alert display has a poor interface design, and it has a lot of information to read. I need a quick and useful alert to prevent potential damage to my patients, without spending hours in front of the computer."
Concerning a previous experience with the DDI alert, one person noted, ''I was tired of canceling unnecessary drug-drug interaction alerts. I'm happy about the old decision support system withdrawal and I expect a better second version."
Regarding the available option buttons to solve the standard alert, one person stated, ''If I have to exit the alert and then restart the prescription process following the recommendations, there is a chance for me not to do as suggested."
This feedback was incorporated into the structure of the first prototypes, starting with pen and paper sketches and then Balsamiq printed models (see Fig. 3 ).
Stage 2: Participatory design
At stage 2, a different sample of physicians was exposed to the printed versions (Fig. 3) of the first prototypes, the same as during the DDI alert in the clinical vignette. While interacting with the initial paper prototype, the facilitator showed subsequent elements upon request (like ''learn more" information). Participants decided whether to use labels and could ask for new ones. Afterwards, users' views and recommendations were iteratively used with participatory design techniques (participatory prototyping and sketching) to improve the model that would be used in the following step. Fig. 4 shows a screenshot of the interactive electronic presentation.
The sessions were analyzed with qualitative techniques to structure their outcomes.
We solicited the following feedback about the second prototype's visual display, ''I like the different colors of the alert; when everything is red I tend to misinterpret it and it is far more difficult for me to find the proper solution."
On the subject of the available option buttons to solve the second prototype alert, one person remarked, ''The recommendations shown as action buttons eased our lives. I think this system adapts pretty much to our workflow." There were also negative observations, ''I find it quite complex to have so many options just for a single alert."
This feedback was incorporated into the redesign and retesting until users considered them appropriate to build the final UCD prototypes (see Fig. 5 ).
Stage 3: Usability testing
The usability testing of the prototypes focused on effectiveness, efficiency and user satisfaction. We tested the resulting prototypes of every stage.
Regarding effectiveness, 11 of 24 physicians ignored the warning (override rate of 45.8%), and 13 (54.2%) took action. Every participant finished the tasks (task completion rate of 100%): 13 physicians (54.2%) without difficulty, 10 (41.7%) with questions or minor errors, and 1 (4.2%) with serious errors. Fig. 3 . Example of the first prototype with UCD. The opinions of six physicians were used to shape information about the DDI and the recommendation. Efficiency was measured as the number of clicks and time needed to finish the task. Tables 1 and 2 summarize the results for the prototypes of each stage.
User satisfaction measured by the SUS gave an average value of 77.9 per participant on a scale of 0-100 (see Table 3 ).
Revised DDI interface
The final prototype was developed as a new software version. Compared to the standard version (Fig. 2) , it had a different communication message, changing the displayed elements, warning colors and proposed actions (as shown in Fig. 6 ). New output actions were specifically created for the novel DDI alerts.
Second Phase: Experimental test of interfaces
Out of 191 physicians (potential candidates), 150 (50 of each clinical setting: outpatient, critical inpatient and noncritical inpatient) were invited to participate in the study. Then, 10 participants from each stratum (i.e., 30 physicians) were randomly selected and included in the study. Three of them (two participants from critical inpatient and one from outpatient) did not complete the second stage of evaluation. Thus, new physicians were recruited to include 10 participants for each clinical setting. Table 4 shows the demographics for each variable and group.
The efficiency analysis was performed with the statistical model, Dependent Variable Design Methodology + Clinical Setting + User. ''Time spent by users", ''Clicks", and ''Words" were the dependent variables. ''Design Methodology", ''Clinical Setting", and ''User" were the pathways. Table 5 shows the results of ANOVA for each dependent variable and pathway. Figs. 7-9 show the interaction plots for each ANOVA. Regarding the design methodology for inpatients, ''Time spent by users" was less for the UCD version (p = 0.0004) but there were no significant differences for ''number of Clicks" and ''number of Words".
Effectiveness was studied using the reports and recordings about whether the tasks were incomplete or completed with Table 3 User satisfaction with SUS scores for phase 1.
By question Score
I would like to use this system when prescribing 3.0 The system is unnecessarily complex 3.0 The system is easy to use 2.9 I would need the assistance of an expert to use the system 3.9 The diverse possibilities of the system are well integrated 3.6 There is too much inconsistency in the system 3.4 I believe that most of the clinicians could use the system without problems
The system is very uncomfortable 3.1 I felt confident using the system 3.1 I would need a lot of instructions to manage the system 3.1 Fig. 6 . New software version interface (letters correspond to descriptions) displaying the drugs involved (A), the drug interaction risk and severity (B); the main recommendation (C); a ''learn more" link (D); the action buttons to ''prescribe an alternative drug" (E), ''cancel drug 2 prescription" (F), ''cancel drug 1 prescription" (G) and the ''keep both drugs" option to ignore the alert (H), which required justification and monitoring as stated in the text bubble (I).
severe errors, with minor errors or doubts, and with no errors. Table 6 is a 2-by-3 table, in which the columns show the interface types (traditional method; UCD) and the rows rank the task fulfillment of the reports. The chi-square test of independence showed a chi-square statistic = 5.79, with 2 degrees of freedom, and a p-value = 0.055. Prima facie, it means that there were no significant differences in global effectiveness of the design methodologies.
As responses with minor errors or doubts had the same absolute frequency for both design methodologies (12), the corresponding row was excluded and a new 2-by-2 table was then created, as shown in Table 7 . The analysis of this sub-table with Fisher's exact test for 2-by-2 tables showed a p = 0.045, with a true odds ratio of 10.2 (95% CI; 1.1 to 514). I.e., users were 10.2 times more likely to solve the DDI alerts without errors when using the UCD interface. This result confirms differences in the effectiveness of the designs: the traditional design produced more reports of errors than the UCD, and the UCD resulted in more reports of error-free accomplished tasks. For the analysis of user satisfaction when using the interfaces, a test with repeated measures was performed, using the SUS data. For the traditional design the average user satisfaction was 87.4%, whereas for the UCD methodology it was 92%, p = 0.024 (see Fig. 10 ). Out of the 30 participants of the study, 19 (59.3%) felt more satisfied when using the UCD interface than when using the standard interface. Two participants (7.4%) found no differences in satisfaction using either interfaces, and nine users (33.3%) preferred the standard design.
Discussion
Regarding the first phase, the initial interviews gave us insights about users' needs, tasks to accomplish and desired functionalities. Based on that information, usability designers sketched the first low-fidelity prototypes. Most physicians were concerned about DDI and expressed the need for decision guidance when solving the alert.
Our study included two cycles of participatory design sessions and prototypes and evaluations focused on qualitative aspects. Participants agreed that they wanted short, clear, and quick alerts, as described in previous research [18, 19] . They also complained about the difficulty in finding relevant drug interaction information and about the poor interface design, which supported the hypothesis of usability flaws recently described by Marcilly et al. [57] . We incorporated this feedback into our subsequent prototypes to improve the presentation of the information and to simplify the reasoning process. The workflow integration was the most complex issue in the interface design. An important outcome of this stage was the requirement of an action-oriented alert, or ''the ability to take actions within the alert box, without interrupting the workflow or restarting the prescription process" [58] . Integrated, one-click actions (e.g., ''change dose", ''cancel first drug", ''cancel second drug", ''keep both prescriptions") were perceived as a great advantage.
The Usability Testing of the prototypes showed an upward trend in effectiveness, efficiency and user satisfaction. To validate these results we performed an experimental evaluation (second phase).
The second phase showed that our participatory design method was a reliable way of designing and developing DDI alerts. Our results are similar to those in Russ et al. [30] . Regarding efficiency the new interface required less time to complete the task but the same number of clicks and justification words as in the old one. These findings may indicate a sign of quick and enhanced interaction with the alert [30] .
The UCD interface showed statistically significant improvements in effectiveness (as measured by the number of cases completed without errors).
User satisfaction was also better with UCD methodology. The analysis of user preference showed that nearly 60% preferred the UCD interface. This finding was evident in interviews, in which the main findings highlighted two fundamental concepts: the relevant option on the interaction was always visible and the recommended action was available on the same screen. The users also found the color and orientation as positive changes and preferred having more than two options, rather than just ''ignore" or ''continue". Another interesting result was that, even with more information on the screen, they perceived that the new interface allowed faster resolutions than the old one. A key advantage highlighted by the users was the action-oriented aim of the new interface or ''the ability to take actions within the alert box, without interrupting the workflow or restarting the prescription process", as suggested in previous studies [22, 58] .
The main highlights of the UCD interface included color as a risk indicator; an action-oriented aim; and relevant, short, and accessible information as recommended by literature [19, [57] [58] [59] [60] [61] . These factors might be responsible for the improvements in usability metrics.
In our research, the acceptance and override rate differed significantly depending on the clinical setting. Potential for drug-drug interactions increases as the number of drugs increases (polypharmacy), as frequently seen in complex, critical inpatients cares [62] [63] [64] . Therefore, the number of omissions can increase because benefits outweigh risks in these situations [65] . Users thus appreciated the follow-up recommendations to monitor potential adverse events. Additionally, combinations of interacting drugs are sometimes used intentionally with favorable effects. In the intensive care setting, such combinations are commonplace for sedation, analgesia, and other supportive care. Consequently, alerts are overridden in these circumstances, as they are not seen as a special risk [66] . On the contrary, infrequent high-risk interactions in outpatient settings can promote the acceptance of such DDI alerts.
Regarding flaws in the participatory design approach, we had difficulties recruiting participants. Although the HIBA has nearly 3000 physicians, their accessibility is low. Thus, we recommend using a budget to cover professional research time and avoid conflicting with office hours. It was also difficult to create clinical Table 7 Effectiveness analysis between the interface designed with the traditional method and that designed with UCD methodology, excluding minor errors.
DDI reports Traditional design UCD
Incomplete performance or complete with severe errors 7 (39) 1 (6) Complete without errors and mistakes 11 (61) 17 (94) vignettes that were understandable and realistic but also easy to solve. This should be considered to avoid clinician misunderstanding in the efficiency and effectiveness measures. We followed Kushniruk et al.'s [35] suggestion about using portable devices to conduct this kind of study in the users' environments. This way, participants did not need to visit a single physical location to perform the tests.
The topic of this paper has been studied for many years [32, 67, 68] , with varying results. The main contribution of this study is the proof of concept of a rigorous scientific method for measuring and comparing efficiency, as well as effectiveness of and user satisfaction with a UCD interface.
Limitations
The usability testing was done in a laboratory under carefully control to reflect reality. Thus, it was not a real-world evaluation, in which things can change dramatically in unpredictable ways. Additionally, our research was done in a single academic center using in-house developed software and thus might not represent other institutions.
Future directions
To extend this research into real environments, we are conducting the same study in a prospective way with true clinical cases. A randomized controlled trial with two branches (UCD versus traditional design) to test web-based EHR with CPOE-integrated alerts is ongoing. We expect to have preliminary results soon.
Conclusion
Incorporating UCD techniques into the development of support tools for DDI alerts improved usability in terms of effectiveness, efficiency, and user satisfaction, compared with the traditional design interface. However, given the multiplicity of factors that influence healthcare, such as the setting and feasibility of development, our conclusions should be carefully analyzed before extrapolating them to other scenarios. The participatory design approach enabled the usability and development teams to work with end users to understand the tasks and complexity of the process and to improve the software quality. We conclude that UCD that follows ISO 9241-210 could be applied to generate more usable alerts than traditional design.
