We present a systematic study of Au charge state distributions (CSDs) from low density, nonlocal thermodynamic equilibrium plasmas created in the Livermore electron beam ion traps (EBIT-I and EBIT-II). X-ray emission from Ni-like to Kr-like Au ions has been recorded from monoenergetic electron beam plasmas having E beam = 2.66, 2.92, 3.53 and 4.54 keV, and the CSDs of the beam plasmas have been inferred by fitting the collisionally excited line transitions and radiative recombination emission features with synthetic spectra. We have modeled the beam plasmas using a collisional-radiative code with various treatments of the atomic structure for the complex M-and N-shell ions, and find that only models with extensive doubly excited states can properly account for the dielectronic recombination (DR) channels that control the CSDs. This finding would be unremarkable for plasmas with thermal electron distributions, where many such states are sampled, and the importance of DR is well established. But in an EBIT source, the beam is resonant with only a subset of such states that have spectator electrons in orbitals with high principal quantum number n (8 ≤ n ≤ 20). The inclusion in the model of such states was also necessary to obtain agreement with observed stabilizing transitions in the x-ray spectra.
I. INTRODUCTION
Predicting the correct charge state distribution (CSD) is critical for understanding radiation losses, energy deposition, and energy balance of high temperature plasmas such as those produced inside Z-pinches [1, 2] , tokamaks [3, 4] , astrophysical objects [5] , and hohlraums irradiated by intense lasers [6, 7] . Accurate models are also necessary for reliable diagnostics of such plasmas. However, the collisional-radiative models that calculate charge state distributions of complex, many-electron ions in non-local thermodynamic equilibrium (NLTE) plasmas are so far not generally adequate to predict CSDs, particularly far from closed-shell ions. The challenge of such complex systems has been illustrated in comparisons of NLTE calculations for a variety of elements at the NLTE Code Comparison Workshops [8] [9] [10] [11] [12] . Calculations for high-Z elements (e.g. Au) at the conditions of typical laser-produced plasmas have had the most significant discrepancies.
Several definitive experiments [13] [14] [15] [16] [17] have inferred the CSD of Au in various well characterized plasmas, mostly laser-produced at moderately high densities. At the NOVA laser, Foord et al. [13] inferred the steady-state CSD of a heated gold microdot buried in a Be foil at n e = 6x10 20 cm −3 and T e = 2.2 keV by comparing the measured 5f→3d spectrum with atomic physics calculations. The experimental average ionization state, q , = +49.3±0.5, was in reasonable agreement with the modeled value of +49.1 from RIGEL [18] . To reproduce properly the experiment, two-electron processes such as dielectronic recombination (DR) were included in the modeling of the charge state distribution and the line intensities.
More recently at the OMEGA Laser facility [19] , Heeter et al. [16, 17] determined the charge state distribution of well characterized NLTE gold plasmas with and without external radiation fields at electron densities near 10 21 cm −3 and various electron temperatures spanning the range 0.8 to 2.4 keV. Time-and space-resolved M-shell gold emission spectra were analyzed using a collisional-radiative model with a hybrid level structure (SCRAM) [20] , finding average charge states q ranging from 42 to 50. At the lower temperatures (∼ 165 eV), the spectra included emission features from complex N-shell ions and exhibited significant sensitivity to external radiation fields.
These experiments have provided valuable benchmark data against which to test NLTE codes, since significant discrepancies between codes still persist. Much of the disagreement among codes is thought to be attributable to differing treatments of DR, as evidenced by the results of the NLTE-6 workshop [21] , where almost all submitted calculations for cases that artificially excluded DR and Auger processes were in quite good agreement -even for complex, mid-shell ions. Clearly, experiments at a variety of conditions are needed to test the implementation of the atomic physics processes in the models, and DR and Auger processes are of particular interest. Low density electron beam ion trap (EBIT) plasmas offer an attractive test bed for this investigation, since the experiments are less complicated than those at high density, with little or no gradients or transient effects. In addition, fewer processes are relevant (e.g., no photoionization, opacity, or three-body recombination).
Indeed, dielectronic recombination itself has been generally taken to be of little importance in monoenergetic sources, since it is a resonance process requiring a particular beam energy to capture an electron into and excite an electron from a state in the initial ion, thus forming a doubly excited state in the recombined ion.
In this paper, we demonstrate that DR is a critical process in determining the CSD even for beam plasmas, requiring that extensive atomic structure be included in the models to ensure that the resonance processes are adequately represented in the calculations. We present a systematic and significantly improved set of calculations of CSDs and compare them with experimental CSDs measured from steady-state low density gold plasmas that were created in the Livermore EBIT-I and EBIT-II electron beam ion traps [22, 23] . The majority of the data presented here was taken between 2001 -2003 . The detailed analysis of the spectral line emission has been presented in a previous work [24] . Here, a thorough analysis of the experimentally inferred CSDs from that data set is presented for plasmas having mo- The predominant ions observed in these plasmas were from Ni-like to Kr-like Au. The CSDs in these beam plasmas were inferred from collisionally excited x-ray line intensities of the 5f→3d and 4f→3d transitions recorded by photometrically calibrated spectrometers. The recorded spectra were fit with synthetic spectra [25] from the Hebrew University Lawrence Livermore Atomic Code (HULLAC) [26] to determine the CSDs. Additionally, the CSDs in the beam plasmas were inferred by fitting the radiative recombination (RR) emission with calculations from the General Relativistic Atomic Structure Program (GRASP) [27] .
The experimentally inferred CSDs and q 's from both methods were consistent for a given plasma condition. The CSDs are in steady state and in NLTE with no transient conditions.
The CSDs of the plasmas were simulated by SCRAM [20] using atomic physics from FAC [28, 29] supplemented by hydrogenic data [30] . The simulations included collisional ionization (CI), RR, excitation-autoionization (EA) and DR. Several different simulations were done that had different treatments of DR: two included DR into high-n states using broadened hydrogenic superconfigurations [30] ; one of these replaced the hydrogenic states for several of the most critical high-n DR channels with detailed configurations from FAC; and the third model excluded DR into high-n states entirely. The model that excluded DR did not match the CSDs of any of the beam plasmas, predicting CSDs that were more ionized than those recorded in the observed EBIT plasmas. Only the models that included extensive structure in high-n states (e.g. 6f nl(n = 9 − 15) for E Beam = 3.53 keV plasmas) were able to reproduce the data with any fidelity. The hybrid-structure approach of the SCRAM model was essential in developing computationally tractable models with the required completeness in the critical high-n DR channels.
II. EXPERIMENT
The gold plasmas used for the present analysis of charge state distributions were created in The reported beam energies are corrected for the space charge effects of a beam current of ≈ 55 mA [22] . The electron beam had a Gaussian electron energy distribution with a full width half maximum of ≈50 eV. In the trap, the gold was ionized by the monoenergetic electron beam. The time history of the Au x-ray emission was monitored with a solid-state Ge detector to check when it came into steady state, which was after 1 second. The ions were held in the trap by the monoenergetic beam for another 8 to 12 seconds for the spectral measurements. The trap was then emptied by removing the voltage on the upper drift tube.
For each of the beam energies, the trapping cycle was repeated for a total data acquisition time of ≈12 hours, during which time spectra were recorded. This time was necessary to collect sufficient signal on the spectrometers. Only the data in the steady state portion of the trapping cycle were used for the CSD analysis. In the sections below, the CSDs derived from the RR emission and detailed line spectra from the monoenergetic beam plasmas are presented and compared with SCRAM simulations.
The x-ray crystal spectrometer [31] recorded in first order high-resolution spectra of the 5f→3d and the 4f→3d transitions of Ni-like to Kr-like gold ions between photon energies of 3100 to 3500 eV and 2400 to 2600 eV, respectively. The design of the x-ray crystal spectrometer accommodated two channels, each having a separate crystal and gas flow proportional counter which allowed both spectral ranges to be measured simultaneously.
For these measurements, two Si(111) crystals with lattice spacings of 2d = 6.2712Å were used. The nominal Bragg angle was 36 o for the 5f→3d transitions and 53 o for the 4f→3d
transitions. The x-rays from each crystal were dispersed onto one of the two positionsensitive, gas flow proportional counters filled with ≈ 1 atm of P10 gas. The gas counter windows were either 4 µm of polypropylene or 1 µm of polyimide [32] . In addition, each window was coated with a 100 -200Å Al layer. A vacuum isolation window composed of 0.5 µm of polyimide was located between the crystal spectrometer and EBIT-I or EBIT-II.
The total energy coverage of each channel was ≈ 500 eV for the 5f→3d and ≈ 300 eV for the 4f→3d transitions. The energy resolution was ≈ 5.0 eV at 3300 eV and ≈ 2.5 eV at 2500 eV. A sharp falloff in the efficiency in the higher energy spectrum occurred below 3210 eV due to the Ar K absorption edge in the P10 gas. The absorption of the gas and the transmission efficiency of the windows were taken into account when the experimental spectrum was compared with the modeling. The crystal spectrometer data was taken using the event mode system [33] . The spectra from the non-steady state portions of the trapping cycle were filtered out from the final spectra used for the analysis.
An XRS microcalorimeter [34, 35] from the NASA Goddard Space Flight Center was used to recorded gold spectral line emission from 1500 to 5000 eV and RR spectra between 4500 to 8000 eV. Details of the XRS photometric calibration are given in [24] . The XRS detector head used for these experiments consisted of an array of 36 ion-implanted thermistors (30 active) with a 8.5 µm thick HgTe photon absorber, and the total effective area was 12.5 mm 2 . Since each absorber-thermistor must recool after each photon event, the maximum count rate was limited to ≈ 100 counts per second across the entire array. This count rate is well suited for the photon fluxes from EBIT-I and EBIT-II plasmas, which are typically low.
To keep the total flux onto the XRS below the saturation point, the beam current was kept below 60 mA for these plasmas. The width of the observed lines was ≈ 12 eV. The XRS has an event mode system similar to the one used for the crystal spectrometer.
III. ATOMIC MODELING
In the present work, the hybrid-structure collisional radiative code SCRAM was used to generate both synthetic spectra and the synthetic CSDs for each of the monoenergetic beam plasma conditions. SCRAM is based on a combination of fine-structure levels for singly excited states and relativistic configurations for high-n and multiply excited states, with both types of states calculated and coupled with rates obtained from the FAC code.
Configuration interaction and non-jj coupling effects are extended from transitions among the fine structure levels to the unresolved transition arrays (UTAs) among the configurations, ensuring accurate wavelengths and intensities for both resonance lines and satellite features.
[36] SCRAM can also be run with an extensive set of hydrogenic superconfigurations (SCs) to ensure statistically complete models -that is, models whose predictions do not change upon addition of more extensive atomic structure. The supplemental SCs incorporate non-zero energy spreads, as described in Ref [30] , to mock up a real distribution of many individual energy levels. This SC broadening is critical for obtaining reasonable CSDs in beam plasmas, since without either broadening of statistically extensive autoionization states or exhaustive calculation of zero-width fine structure states, any resonance of the DR process with the monoenergetic beam electrons is fortuitous.
The present extended atomic model includes ions from H-like to Kr-like Au, each with single excitations from the valence and inner shell to n = 20 and double excitations from the valence and first inner shell to (n, n ) = (10, 20) . The fine structure levels and relativistic configurations generally only go up to n = 6 or 7, with the rest of the structure supplied by the hydrogenic SCs. This model has ∼ 10 6 levels, which exceeds the memory constraints on many computers. Therefore, a "window" of only 10-20 ions is selected and the hybrid structure is further averaged within SCRAM before the collisional-radiative rate matrix is solved. In this averaging, fine-structure and relativistic configurations are retained in the ground superconfigurations but all other levels are averaged into non-relativistic configurations. This cuts down the number of levels in the solver to ∼ 10 4 . All of the rates are computed individually and averaged to obtain a 10 4 x10 4 rate matrix that is solved for the averaged level populations. Before constructing synthetic spectra, SCRAM uses these averaged level populations and stored rates between SCs and the levels of the original hybrid model to obtain better-than-statistical populations for the original set of hybrid-structure levels. Each level in each non-ground-SC is populated according to the populations of the ground SCs in its own ion and its neighbors multiplied by their total rates into the original hybrid-model level, roughly following the procedure given in [37] . This procedure recaptures the non-statistical character of levels that were averaged prior to solving the rate matrix.
SCRAM uses atomic structure and transition rates calculated using the FAC atomic data package [28, 29] . FAC calculates energy level structures from the Dirac equation with a parametric potential and provides radiative transition and autoionization rates along with collisional excitation, collisional ionization, and photoionization cross sections, which are integrated over the electron and photon distribution functions to obtain direct rates coupling the energy levels. Reverse rates of three-body recombination, radiative recombination, and dielectronic capture are calculated using detailed balance. The supplemental hydrogenic energy levels and the rates coupling them to the rest of the model are computed roughly following [38] .
The GRASP [27] package used to simulate the RR features for comparison with the spectra recorded by the XRS from the beam plasmas is an atomic structure code that determines the bound state radial wave functions by numerically solving the multiconfiguration DiracFock functions. Modifications of the code [39] produce the matrix elements and the cross sections for the continuum processes of RR. GRASP provides cross sections that account for the polarization effects in our EBITs.
IV. CHARGE STATE DISTRIBUTION ANALYSIS
The CSD for each of the monoenergetic beam plasma conditions was determined experimentally by using two different methods. The first method inferred the CSD from the intensity of bound-bound collisionally excited emission lines. The second method inferred the CSD from the free-bound radiative recombination emission.
For the first method, the collisionally excited 5f→3d and 4f→3d emission lines recorded by the crystal spectrometers were used to infer the CSD. The fractional charge balance was determined by fitting synthetic line brightnesses from the HULLAC atomic package to the experimental line brightness from each charge state. The method is discussed in more detail in Ref. [15, 25] In the second method, the CSD was determined from the Au radiative recombination emission recorded by the XRS. The RR spectrum is given in Ref. [25] for the E Beam = 4.54 keV plasma and shown in figure 3 captures and the energies of the emitted photons. The RR intensity is proportional to the fractional ion density, the electron density and the capture cross section. For a given ion (e.g. Ni-like Au), a synthetic spectrum is generated by using the GRASP cross sections and photon energies assuming Gaussian spectral features. These synthetic spectra generated for each isosequence were fit to the recorded spectra. The Gaussian width and the relative intensity of each isosequence was allowed to vary in the curve fitting routine. The photon energies were kept fixed. The resulting intensities of each isoelectronic sequence yields the CSD for that plasma condition. Tables II to IV. For the E Beam = 4.54 keV plasma, the q from the CE spectral fits is 50.6±0.8 and is consistent with the q of 50.5±1.0 from the RR features.
For the E Beam = 3.53 keV plasma the same is also true: The q from the CE line analysis is 49.8±0.9 and is very close to the q of 49.4±0.3 for the RR spectral fitting analysis.
These experimentally inferred CSDs are consistent with the ionization potentials (I P ) predicted by Scofield [39] . Since the Ni-like Au ion has a closed 3d shell, its 
V. COMPARISON WITH MODEL CALCULATIONS
The challenge posed by the unambiguous experimentally inferred CSDs in these well characterized monoenergetic EBIT plasmas has been to accurately calculate the CSD with a collisional-radiative model. In previous work [24] , HULLAC was used to calculate only the collisionally excited line features for each of the recorded charge states. The HULLAC atomic physics package was unable to properly reproduce the experimentally inferred CSDs.
The total spectra could only be reproduced assuming the experimental CSD. The inability to model the CSD was not a deficiency with the HULLAC atomic code, rather, computational constraints prevented inclusion of the high-n levels required to engage all the DR resonances at these plasma conditions. The HULLAC calculations included collisional excitation, excitation-autoionization, radiative recombination and dielectronic recombination, but the maximum level was restricted to n ≤ 7, which is too low to adequately represent DR. It is, however, high enough to correctly calculate the collisionally excited line emission.
The extent of the modeled atomic structure matters because dielectronic recombination is a resonant capture process: the electron energy needed for a capture plus the energy gained in recombining from the continuum to the higher level state must be equal to the energy needed to excite the low lying electron into the excited state. For a Maxwellian distribution plasma a large set of resonances are satisfied simultaneously. For a given monoenergetic beam energy, only a small set of capture levels are resonant. Yet even in this case, there may be many levels that meet the resonance condition, since the energy spectrum of doubly excited states at high n can be densely populated, with energy differences between fine structure levels much less than the energy spread of the beam. To calculate the CSD of a beam plasma correctly, the correct dielectronic capture levels must be included. Ref. [30] , but it is applied to all SCs rather than just to those with ∆n = 0.) This factor is an important lever on the calculated CSDs, since it depends on the internal distribution of population within the hydrogenic SC. We assume this distribution to be Boltzmann at some effective temperature T ef f . Since it is not obvious what value T ef f should take in a beam plasma, we have tested its influence at values between 10% and 100% of the beam energy.
In general, higher values of T ef f lead to more ionized CSDs due to increased EA rates, and mid-shell ions are more sensitive to variations in T ef f . The figures and tables below give results only for T ef f = E Beam , and are labeled as 'SCRAM (Hybrid SC)' or SBH.
The third set of CSD calculations includes all of the configurations in the extended hybridstructure model SBH but replaces a portion of the doubly excited hydrogenic SCs with a select set of detailed states for the more important dielectronic capture channels. Thus, this model will have more accurate dielectronic recombination rates (Auger rates from FAC rather than hydrogenic) for a subset of the DR channels. These calculations are designated as 'SCRAM (Hybrid SC + FS-DR)' or SBF. The selected dielectronic states were the 3d k 6fnl (7 ≤ n ≤ 9) for E Beam = 2.92 keV, 3d k 6fnl (8 ≤ n ≤ 15) for E Beam = 3.63 keV and 3d k 12fnl
(16 ≤ n ≤ 18) for E Beam = 4.54 keV. The variable k is 9 for Cu-like Au, 10 for Zn-like Au, etc.
For the E Beam = 2.92 keV and 2.66 keV plasmas, the As to Kr isoelectronic-sequence models became too large and computationally prohibitive, and did not include the high-n DR states.
The dielectronic capture rates into these states as a function of capture energy are shown in figures 8 and 9 for 3d6fnf with 8 ≤ n ≤ 13 for Ni-like Au into Cu-like Au and with 11 ≤ n ≤ 15 for Zn-like Au into Ga-like Au in the E beam = 3.53 keV monoenergetic beam plasma.
The SBF calculations are generally a slightly better match to the data than SBH, suggesting that accuracy in the DR and Auger rates is important in addition to completeness.
Including the DR states in both the SBH and the SBF calculations significantly improves the predicted CSD. The CSDs for the two higher beam energies match the experimentally inferred CSDs reasonably well, and the calculated CSDs for the E Beam = 2.92 and 2.66 keV condition are a significant improvement from the SBC model, which does not include the higher n DR states. The worst agreement of the CSD calculations are for the lowest-energy E Beam = 2.66 keV condition, for which the SBF and SBH models still predicted the plasma to be slightly over-ionized, with a dominant charge state in Ge-like Au. However, we note that when the SBH model is run using an effective temperature that is 10% of the beam energy, the EA rates through the supplemental SCs are reduced and the predictions are substantially under-ionized, with a dominant charge state below Kr-like. It is thus likely that some value of T ef f could reproduce the measured data for each beam energy.
In addition to its critical role in determining the CSD, the DR capture process results in a doubly excited state that can undergo a stabilizing radiative transition to the ground configuration. Any model that calculates the measured CSD by correctly modeling the DR processes must also predict these stabilizing transitions. Figure 10 shows the XRS spectrum from the E Beam = 3.53 keV plasma [24] from 1.8 -4.8 keV and a SBF calculation for the same EBIT conditions. The SBF calculation calculates the entire spectral range quite well. The emission in lines in the experimental spectrum above 3.6 keV cannot be collisionally fed since they have energies above the energy of the beam. These lines are 3d k 6fnl → 3d k+1 nl DR stabilizing transitions. We note that although the previous HULLAC calculations [24] accurately reproduced the CE line emission below photon energies 3.6 keV using the experimentally inferred CSD, the stabilizing transitions were absent from the HULLAC spectrum. The SBF model correctly reproduces not only the experimental CSD but also the x-ray spectrum, including stabilizing transitions
VI. CONCLUSION
We present a systematic study of the charge state distributions of Au plasmas created in the Livermore EBITs. The plasmas had monoenergetic beams with E Beam = 4.54 keV, 3.53 keV, 2.92 keV and 2.66 keV. The x-ray emission from the 5f→3d and 4f→3d transitions and radiative recombination emission from Au were fit with line emission calculations from HULLAC and RR calculations from GRASP to infer the charge state distributions. The four beam plasmas were modeled using the hybrid-structure SCRAM collisional-radiative model, which is based on atomic data from the FAC and supplemented by hydrogenic superconfigurations. Several variations on the atomic structure included in the models were tested to assess the importance of high-n dielectronic recombination channels, which are resonant with the electron beams for (8 ≤ n ≤ 20). Only models with extensive atomic structure that included such channels were able to approach the measured data, matching both the inferred CSDs and measured x-ray spectra, including stabilizing transitions associated with the DR process. The performance of these models is a significant improvement in the predictive capabilities of NLTE codes applied to beam plasmas. The present work underscores the importance of both accurate dielectronic recombination rates and extensive, statistically complete energy level structure in collisional-radiative atomic models. 
