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Abstract
This dissertation describes new techniques for nanometer-scale magnetic resonance imaging. We
report methods that enable the use of (1) silicon nanowires as ultrasensitive force transducers for
magnetic resonance detection and (2) pulsed magnetic resonance techniques for nanometer-scale
imaging and spectroscopy.
Because of their small size and high aspect ratio, silicon nanowires have inherently low me-
chanical dissipation and correspondingly low thermal force noise. We have developed a method for
displacement detection of silicon nanowire oscillators using a polarized fiber-optic interferometer.
Even though the nanowires have widths much smaller than optical wavelengths, interferometry
enables sensitive displacement detection because the nanowires exhibit enhanced optical scattering
when the incident polarization is parallel to the nanowire axis. Interferometry also allows us to
implement active feedback control of nanowire oscillators.
To perform magnetic resonance detection using the nanowires, we have developed a technique,
which uses electric currents through a nanoscale metal constriction to generate time-dependent
magnetic field gradients to couple nuclear spins in a sample to the resonant displacement of the
nanowire oscillator. The ability to generate time-dependent fields and gradients together with a new
spin noise encoding protocol enable us to use pulsed magnetic resonance techniques for nanometer-
scale samples. We demonstrate Fourier transform magnetic resonance imaging and spectroscopy
of a statistically polarized polystyrene sample with roughly 10-nm spatial resolution.
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Chapter 1
Introduction
Magnetic resonance imaging (MRI) is a powerful technique for noninvasive three-dimensional bi-
ological and materials imaging [1]. In large part, MRI has proved so successful because it offers
a host of sophisticated methods that can be used to image samples in a variety of informative
ways. In general, however, all MRI techniques rely on the same fundamental measurement: accu-
rate determination of nuclear magnetic resonance (NMR) frequencies. For example, the locations
of nuclear spins in a sample can be determined by applying an external magnetic field gradient,
causing NMR frequencies to vary in space. Nuclear spins of different types in the same sample can
be distinguished because NMR frequencies are chemically specific. Even nuclear spins of the same
type in different chemical environments can be distinguished (e.g., protons in fat and protons in
water) via slight changes in resonance frequency as a result of the chemical shift interaction [2].
MRI can also probe local fluctuating magnetic fields through spin-relaxation weighted imaging [2].
Other well known spectroscopic MRI techniques include functional magnetic resonance imaging [3],
diffusion tensor imaging [4], and tomographic reconstruction [2], to name a few.
Although MRI has enjoyed remarkable success as an imaging tool, its resolution is limited to
millimeter length scales in clinical settings and to a few micrometers in the highest resolution
inductive instruments [5]. The relatively weak nuclear moment and small fractional nuclear po-
larization at room temperature make achieving a high signal-to-noise ratio (SNR) challenging for
small volumes. Nonetheless, there remains significant motivation to extend the resolution of MRI
to the nanometer scale and below to attain the sensitivity to image single protons.
An instrument capable of single nuclear spin imaging would revolutionize the biological and
physical sciences [6]. For example, the study of protein misfolding would greatly benefit from
atomic-scale MRI. Misfolded proteins have been linked to many health conditions, including Parkin-
son’s disease and Alzheimer’s disease [7]. It is crucial that we understand why and how some
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proteins misfold. Before these questions can be addressed, the structure of these proteins and the
nature of their misfolding must be known, but there currently exists no widely applicable method
for biolmolecular structure determination. In rare cases, such structures can be solved, although
usually only with heroic effort [8]. Often an array of methods including X-ray crystallography, solid
state NMR spectroscopy, cryoelectron microscopy, transmission electron microscopy, and atomic
force microscopy must be used along with sophisticated computer simulations [8–10]. Some of
these techniques, especially X-ray crystallography and NMR spectroscopy, require relatively large
volumes of highly purified samples, and in the case of X-ray crystallography, crystalline samples [6].
These sample preparation requirements constrain which particular molecules can be studied. The
capability to perform molecular-scale MRI would alleviate many of these constraints and expand
the range of molecules amenable to structure determination.
Along the path to atomic-scale MRI, an apparatus capable of even nanometer-scale imaging
would be a valuable complement to cryogenic electron microscopy [11, 12]. Cryoelectron microscopy
allows morphological imaging with few nanometer resolution, but it requires averaging together
many copies of the object under study, and radiation damage by the electron beam limits the
minimum resolution. In addition to nondestructive imaging, a nanoscale MRI instrument could
also leverage the tools of NMR spectroscopy to elucidate the chemical structure of objects on the
nanometer scale, providing further information that would assist molecular structure calculations.
Force-detected magnetic resonance [6] is a promising route to atomic-scale MRI, and it has been
used to image tobacco mosaic virus particles in three dimensions with spatial resolution better than
10 nm [13]. In other areas, recent progress in nitrogen-vacancy based magnetic resonance [14, 15]
also shows considerable promise [16, 17]. Force-detected magnetic resonance relies on detecting
the force between nuclear or electron spins on resonance and an inhomogeneous magnetic field.
The object to be imaged is attached to a mechanical oscillator, which converts the force into
a measurable displacement. High resolution imaging, however, requires an extremely sensitive
oscillator. For example, a single proton in a very large field gradient of 107 T/m experiences a
force, which is the product of the nuclear magnetic moment and the magnetic field gradient, of
only 140 × 10−21 N. By contrast, typical forces measured in atomic force microscopy are of order
10−12 N and larger [18]. Improvements in both force sensitivity and field gradient strength are
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likely needed in order to push force-detected MRI closer to its goal of molecular imaging [19].
This dissertation describes techniques to improve the sensitivity of force-detected magnetic
resonance through the use of silicon nanowire (SiNW) force transducers. Chapter 2 is an overview
of the concepts relevant to the rest of the dissertation. We review basic ideas from magnetic
resonance and MRI, force-detected magnetic resonance, and SiNW growth.
Chapter 3 is based on work that establishes polarized fiber-optic interferometry as an efficient
method of displacement detection for SiNW oscillators [20]. We describe the development of the
apparatus as well as our finding that SiNWs scatter light more efficiently when the incident polar-
ization is parallel to the SiNW axis. This anisotropy is well described by Mie scattering theory.
Chapter 4 describes a method for controlling the nonlinearity of SiNW oscillators using active
feedback [21]. This experiment illustrates how feedback control can be implemented for SiNW
oscillators and sets the stage for the type of control required for magnetic resonance detection.
Chapter 5 surveys our initial work using a SiNW to detect nuclear magnetic resonance [22].
We describe the low temperature scanning probe microscope used to conduct the experiments
as well as a novel spin detection protocol employing electric currents passing though a wire to
generate time-dependent field gradients. We also report near-surface dissipation and frequency
noise measurements, which establish SiNW oscillators as viable force sensors.
Chapter 6 describes our technique for nanoscale Fourier transform MRI of spin noise [23]. This
method uses gradient pulses to generate correlations in the spin noise of a nanometer-sized sample.
We also analyze the SNR in such an experiment and find that Fourier transform imaging offers
a significant sensitivity enhancement for statistically polarized samples when the instrumentation
noise exceeds the spin noise per voxel. Finally, Ch. 7 describes future directions for this work, and
the appendices contain technical details on the experimental instrumentation.
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Chapter 2
Preliminaries
In this chapter we review topics that underlie the rest of the dissertation. Following a short
discussion of magnetic resonance, we explore ideas in MRI that are important to the work described
in Ch. 6. We also discuss force-detected magnetic resonance, highlighting areas of focus for this
dissertation. Finally, we review the fabrication of SiNWs.
2.1 Magnetic resonance
2.1.1 Equations of motion
A magnetic moment µ in an external magnetic field B precesses according to the classical equation
of motion:
dµ
dt
= γµ×B, (2.1)
where γ is the gyromagnetic ratio of the magnetic moment. For protons, γ/2pi = 42.6 MHz/T,
while for electrons, γ/2pi = 28 GHz/T. The rate of precession, or the Larmor frequency ωL, is
proportional to the magnitude of the external magnetic field: ωL = γB. Because of the quantum
mechanical angular momentum commutation relations, the equation of motion of the quantum
expectation value of the magnetic moment obeys the same equation:
d〈µ〉
dt
= γ〈µ〉 ×B. (2.2)
In the absence of spin-spin interactions (e.g., relaxation) Eq. (2.2) is exactly true for static magnetic
fields as well as time-dependent fields.
Magnetic resonance occurs when an alternating magnetic field at frequency ωL is applied per-
pendicular to the direction of a static field. Such an alternating field induces transitions between
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the quantum mechanical states of the moment. The effects of alternating magnetic fields are most
easily understood by transforming into the rotating frame coordinate system [24].
Consider a magnetic moment subject to a static external field B0zˆ as well as a perpendicular
oscillating field Bx(t) = Bx cos(ωt)xˆ. We decompose the linearly polarized alternating field Bx(t)
into the sum of two counter-rotating circularly polarized components: Bx(t) = BL(t)+BR(t), with
BL(t) = Bx/2(cos(ωt)xˆ− sin(ωt)yˆ) and BR(t) = Bx/2(cos(ωt)xˆ+ sin(ωt)yˆ). Only the component
BR rotating along with the precession of the spin will affect its trajectory; the counter-rotating
component oscillates too quickly from the point of view of the spin to affect its motion. This
assumption is the rotating wave approximation. In what follows, we shall neglect BL.
Now we transform the coordinates to a system (x′, y′, z′) rotating with the alternating magnetic
field, i.e., x′ = x cos(ωt) + y sin(ωt), y′ = y cos(ωt)− x sin(ωt) and z′ = z. The equation of motion
of the magnetic moment in this coordinate system is
dµ
dt
= γµ×Beff , (2.3)
where the derivatives are now with respect to the rotating frame of reference, and Beff = (B0 −
ω/γ)zˆ′ + B1xˆ′, where B1 = Bx/2. Surprisingly, Eq. (2.3) indicates that a spin subject to a
perpendicular oscillating field again obeys the same equation of motion in the rotating frame,
except that the spin precesses about a constant effective field Beff (Fig. 2.1). In general, the
rotating frame picture is valid for ω 6= ωL, provided that γB1  ω to ensure that the neglected
counter-rotating component oscillates much more quickly than the rate of precession in the rotating
frame.
The Bloch equations are a phenomenological generalization of the classical equation of motion
taking into account spin-spin interactions in the form of relaxation. The assumptions are made
that spins can exchange energy with the lattice on a time scale T1, the spin-lattice relaxation time,
and that spins can exchange energy among themselves in a time T2, the spin-spin relaxation time.
Hence,
dµz
dt
= γ(µ×B)z + µ0 − µz
T1
(2.4)
5
0
B
ω
γ
−
1B
effB
Figure 2.1: Effective field in the rotating frame.
dµx
dt
= γ(µ×B)x +−µx
T2
(2.5)
dµy
dt
= γ(µ×B)y +−µy
T2
, (2.6)
where µ0 = χB is the thermal equilibrium magnetization of the sample, and χ is the magnetic
susceptibility.
2.1.2 Pulsed spin manipulation
If an alternating magnetic field is applied precisely on resonance, i.e., when ω = ωL, the effective
field lies on the x′ axis in the rotating frame. If a spin initially points along the z axis, an oscillating
field causes the spin to precess about the x′ axis in the rotating frame at frequency γB1, constantly
maintaining an angle of 90◦ with the effective field as shown in Fig. 2.2. This precession in
the rotating frame is called Rabi oscillation. A “pi pulse” lasting a duration pi/γB1, reverses the
orientation of the spin with respect to the external field. A “pi/2” pulse lasting pi/2γB1 creates a
superposition state by rotating the spin from the z axis into the xy plane. Radio frequency (rf)
magnetic field pulses such as these form the building blocks of magnetic resonance experiments.
A basic magnetic resonance technique is measuring the “free induction decay,” or FID (Fig. 2.3)
of the nuclear magnetization. This is the most common method to determine the NMR frequency
of a sample. Measuring the FID begins with a spin polarized along the axis of the external field.
A pi/2 pulse tips the spin into the xy plane. The spin, now in the lab frame, precesses about
6
1
B
μ
Figure 2.2: Illustration of spin manipulation using rf pulses. If an rf magnetic field is applied
with frequency ω = ωL, then the effective field in the rotating frame lies along the x
′ axis. A spin
initially oriented along the +z direction will precess about the effective field going from +z, to −z,
and back again. The final orientation of the spin depends of the amplitude of the rf pulse, which
sets the rate of precession in the rotating frame, as well as the length of the pulse, which determines
how far the spin precesses.
the external field at ωL. In inductive magnetic resonance, the rotating magnetization generates a
time-varying flux through a receiver coil. The voltage across the coil oscillates in time at ωL and
decays in a time T2, the spin-spin relaxation time. In particular the voltage across the coil as a
function of time is
V (t) ∝ e−t/T2eiωLt
∫
dr ρ(r), (2.7)
where ρ(r) is the spin number density, and the amplitude of the FID is proportional to the number
of spins in the sample. The time record can be Fourier transformed to give the sample NMR
spectrum. Measurement of the FID in this way is the simplest example of a pulsed magnetic
resonance technique where a broadband rf pulse excites the sample, and the recorded data are
Fourier transformed to obtain the NMR spectrum. Pulsed magnetic resonance techniques play a
key role in the imaging methods described in Ch. 6.
2.1.3 Adiabatic spin manipulation
Precise spin manipulation using rf pulses requires highly homogeneous static and oscillating mag-
netic fields. As an alternative, adiabatic pulses can be used to manipulate spins in the presence of
inhomogeneous static and rf fields [25]. In an adiabatic rapid passage, a spin begins aligned with
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Figure 2.3: Measurement of a free induction decay. A pi/2 pulse rotates the magnetization into
the plane. As the magnetization precesses, it generates a time-varying voltage across a receiver coil
that oscillates at ωL. The precession decays in a time T2.
the z axis, and an rf field is applied off resonance, (e.g., ω < ωL). If the rf frequency is far enough
off resonance, the effective field is nearly parallel to the z′ axis and the spin. Then the rf frequency
is swept slowly through resonance until ω > ωL. During the sweep, the effective field tips away
from the z′ axis, passing through the x′ axis, and eventually lines up with the −z′ axis. If the
effective field changes slowly relative to the Rabi frequency, i.e., dBeff/dt γB21 , the spin remains
aligned with the effective field as it changes direction. If the frequency sweep is large enough and
slow enough, spins experiencing different static magnetic fields and different rf field strengths can
be inverted together. The disadvantage with adiabatic pulses, however, is that they require much
more time than conventional rf pulses. Adiabatic pulses are widely use in force-detected magnetic
resonance techniques, such as those described in Ch. 5, where strong static magnetic field gradients
or inhomogeneous rf fields are often employed.
2.1.4 Magnetic resonance imaging
Magnetic resonance imaging exploits the dependence of ωL on the magnitude of the external mag-
netic field. If a magnetic field gradient is applied across the object of interest, NMR frequencies
will vary across the sample. If the dependence of NMR frequency on position is known, then it
is possible to construct an image of the object by measuring the strength of the NMR signal at
different frequencies. The simplest approach would be to selectively excite each pixel with a pi/2
pulse and record the amplitude of the FID.
Because the nuclear magnetic moment is relatively weak [1], and because the fractional proton
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Figure 2.4: Illustration of an adiabatic inversion. The spin is initially aligned with the z axis,
and an rf magnetic field is applied with ω < ωL. As ω is swept through and above resonance,
the effective field rotates until it points along the −z axis. Provided that the effective field moves
slowly compared with the rate of precession in the rotating frame, the spin stays aligned with the
effective field and inverts.
polarization is relatively small (µB/kBT ≈ 10−5 at room temperature and B = 1.5 T) however,
the spatial resolution of inductive MRI is SNR-limited to millimeter lengths scales in common
practice and a few micrometers in the highest resolution experimental instruments [5]. While the
pixel-by-pixel approach discussed above is intuitive, much more sensitive imaging techniques exist,
which boost sensitivity and decrease imaging time by acquiring signal from the entire sample at
all times. The most common of these techniques is Fourier transform imaging [26, 27]. Chapter 6
discusses in detail our protocol for nanoscale Fourier transform imaging.
Fourier transform imaging relies on measuring the coherent precession of spins in a magnetic
field gradient. The applied gradient causes spins at different locations in the sample to precess at
different rates, and the raw data are Fourier transformed to separate contributions from different
parts of the sample NMR spectrum and construct an image. Fourier transform imaging improves
SNR because it allows the measurement of all voxels in the image simultaneously for the entire
acquisition period, as opposed to the sequential-point technique discussed above. Because all voxels
are measured for the entire imaging period instead of just once, the SNR improves by a factor of
√
N , where N is the number of points in the image [28].
A simplified Fourier transform imaging pulse sequence is shown in Fig. 2.5. The process begins
with a sample polarized along the axis of a large external magnetic field in the z direction. First,
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a z gradient is applied during an initial pi/2 pulse to select a slice of the object for imaging. Only
spins resonant with the rf field during the gradient pulse will tip into the xy plane. Then, a gradient
in the y direction of the static field is applied, and the spins precess at different rates according
to their y position and eventually acquire different phases during this period, which is called a
“phase-encoding” step. In the last step, a gradient in the x direction of the static field is switched
on, and the precession is measured. The spins precess at different frequencies determined by their
x coordinate during this “frequency-encoding” step, during which time the FID is recorded. The
voltage from the coil is
V (t, ty, z) ∝ e−(t+ty)/T2
∫
dxdy ρ(x, y, z)eiγGytyyeiγGxtx (2.8)
= e−(t+ty)/T2
∫
dxdy ρ(x, y, z)eikyyeikxx, (2.9)
where ty is the length of the y gradient pulse, t is the time during which the FID is recorded,
ky = γGyty, kx = γGxt, and Gy and Gx are the field gradients in the x and y directions. A
two-dimensional dataset is acquired by measuring the FID for different values of the y gradient
pulse length and is Fourier transformed to obtain the real-space image of the z slice.
MRI offers a wide variety of different imaging modalities that can be used to obtain information
about the chemical structure of a sample by incorporating spectral as well as spatial information in
the same image. A common example is spin-relaxation weighted imaging [2], in which spin density
images are weighted by T1 or T2. In a T2-weighted image, for example, a time delay can be inserted
after the rf pulse and before the gradient pulses. If a subset of the sample spins have a short T2,
they will dephase more quickly and contribute less to the eventual measured FID than spins with a
long T2. Protons in neural grey matter typically have longer T2 times than protons in white matter
for example [2].
2.2 Force-detected magnetic resonance
2.2.1 Principles
Due to the relatively weak nuclear magnetic moment [1], resolution in inductive MRI remains
limited to a few micrometers at best [5]. Force-detected magnetic resonance [6, 29], or magnetic
10
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Figure 2.5: Fourier transform imaging sequence. A z gradient is applied during the rf excitation
pulse to select a two-dimensional slice. As the spins precess, an orthogonal y gradient is applied,
during which time spins accrue difference phases depending on their y position. A final x gradient is
applied during the readout, and spins precess at different frequencies depending on their x position.
The sequence is repeated with varying y gradient pulse lengths to build up a two dimensional image
of the slice.
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resonance force microscopy (MRFM) has emerged as a promising technique for nanoscale MRI,
already having been used to image tobacco mosaic virus particles with spatial resolution better
than 10 nm [13].
Magnetic resonance force microscopy involves detecting the interaction force between nuclear
or electron spins and an inhomogeneous magnetic field. Figure 2.6 shows the basic elements of a
force-detected magnetic resonance apparatus. In particular, the force between the spins and the
magnetic field gradient source is:
F = (µ · ∇)B. (2.10)
A mechanical oscillator acts as a force transducer to convert this force into a measurable displace-
ment. The techniques of magnetic resonance are employed to modulate the force at the natural
frequency of the oscillator. The resonant motion caused by this force is measured using a sen-
sitive displacement detector such as a fiber-optic interferometer [30]. Because SNR in inductive
magnetic resonance decreases markedly for small numbers of spins [31, 32], MRFM offers better
sensitivity [32] than inductive MRI for nanoscale imaging.
2.2.2 Force noise
The primary challenge in MRFM is detecting the exceedingly small forces experienced by nuclear
spins. For example, a single proton in a field gradient of 107 T/m (slightly larger than the record
gradient in MRFM of 7 × 106 T/m [16]) experiences a force of only 140 ×10−21 N. This force
is many orders of magnitude smaller than typical forces probed in atomic force microscopy [18],
necessitating the use of an exquisitely sensitive oscillator.
For such small forces, the thermal force noise arising from internal Brownian motion of atoms in
the oscillator must be considered. Using the fluctuation-dissipation theorem, the power spectrum
of thermal force fluctuations may be calculated [33]:
SF = 4kBTΓ, (2.11)
where kB is the Boltzmann constant, T is temperature, and Γ = k/ω0Q is the mechanical dissipation
of the oscillator, where k is the spring constant, ω0 is the resonance frequency, and Q is the quality
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Figure 2.6: Basic elements of a force-detected magnetic resonance experiment. The sample
containing nuclear or electron spins to be measured is affixed to a mechanical oscillator, typically
a singly-clamped cantilever. The sample is positioned near a magnetic field gradient source. An
rf source generates an alternating magnetic field, which is used to manipulate the spins in the
sample. The interaction force between the spins in the sample and the inhomogeneous magnetic
field induces a displacement of the mechanical oscillator. A displacement sensor, usually a fiber-
optic interferometer, measures the position of the cantilever.
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factor of the oscillator. Equation (2.11) indicates that the force noise can be improved by lowering
the oscillator operating temperature and by minimizing the mechanical dissipation. We employ
both strategies in this dissertation. For a cylindrical cantilever with length L and radius r, the
mechanical dissipation scales as [34]
Γ ∝ r
3
LQ
. (2.12)
Hence, the cantilever with a low mechanical dissipation is long and thin and has a high quality
factor. From the point of view of intrinsic dissipation, SiNWs are attractive as force sensors because
they are inherently long and thin. They are also single crystal and epitaxially grown, suggesting
possible high quality factors.
2.2.3 Surface noise
Signal-to-noise ratio in MRFM can be improved not only by reducing the force noise but by
increasing the force exerted on the oscillator by the spins, which can be achieved by increasing the
magnetic field gradient strength. The gradient can be maximized by positioning the sample as close
as possible to the gradient source, usually less than 50 nm. For reasons that are not well understood,
the dissipation of a cantilever often increases by several times when its tip approaches an external
surface [35–37]. For example, a cantilever might have a native force noise of 2.5 aN/
√
HZ. Under
operating conditions, however, the cantilever might experience as much as 10 aN/
√
HZ [13].
There is some evidence that electronic fluctuations at or near the oscillator resonance frequency
are partly responsible [35–37] for this excess dissipation. In addition to surface dissipation, can-
tilevers also typically experience fluctuations in their resonance frequency, or frequency jitter, near
a surface which complicates the measurement scheme. Surface noise in general remains one of the
primary obstacles to improved sensitivity in MRFM [19]. In this regard, SiNWs are also attrac-
tive because they have smaller cross-sectional areas and higher frequencies than previous MRFM
cantilevers and therefore might experience less surface dissipation.
2.2.4 Spin noise
In an ensemble of N spins, each with magnetic moment µ, NµB/kBT of them are thermally
polarized along the axis of the external field [24]. For B ≈ 1.5 T and room temperature, the
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fractional polarization is roughly 10−5. In the same ensemble of spins, however, there is a naturally
occurring fluctuation in the polarization [38]. This statistical polarization, or spin noise, arises
from the incomplete cancellation of randomly oriented magnetic moments and is of order
√
N . For
mm-scale voxels containing up to 1020 spins, the statistical polarization is less than the thermal
polarization by a factor of nearly 105. For small spin ensembles, however, the statistical polarization
can exceed the thermal polarization; in a (200 nm)3 volume, the statistical polarization is nearly
10 times larger than the thermal polarization for a typical biological sample.
Although the statistical polarization fluctuates randomly, it presents an opportunity for in-
creased polarization and SNR in small spin ensembles. The detection of spin noise has required
MRFM techniques [39–41], which measure the variance, instead of the mean, of the spin signal
because the spin noise has zero mean and fluctuates randomly with a correlation time τm. Spin
noise also poses a challenge for pulsed magnetic resonance techniques, which rely on coherently
averaging non-equilibrium spin configurations created via rf pulses. The techniques we outline in
Ch. 6 use rf pulses to create temporal correlations in the spin noise, which encode the spatial
profile of the sample in its randomly fluctuating statistical polarization.
2.3 Silicon nanowires
In contrast to many mirco- and nanomechanial oscillators [42], SiNWs of the type we study are
grown through a bottom-up rather than through a top-down micro-machining process. The fabrica-
tion proceeds via the vapor-liquid-solid growth mechanism [43] (Fig. 2.7). A small Au nanoparticle
catalyzes the high temperature growth of SiNWs from a precursor gas containing silicon. SiNWs
grown in this fashion are single crystal and epitaxially registered to the substrate [44]. Further-
more, the diameter of the SiNWs can be controlled by adjusting the diameter of the initial Au
nanoparticle [44], and the length may be controlled by varying the growth time.
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Figure 2.7: Growth process for SiNWs. A bare Si substrate with Au nanoparticles is loaded into
a furnace. Silane gas (SiH4) enters the furnace, and as the substrate heats, the Au particle alloys
with the Si and melts. Si from the gas enters the Au drop and crystallizes underneath the particle
as it saturates. The SiNW grows with the Au particle on top.
16
Chapter 3
Displacement detection of silicon
nanowires by polarization-enhanced
fiber-optic interferometry
In this chapter we describe the displacement detection of free-standing SiNW mechanical oscillators
by fiber-optic interferometry. We observe approximately a 50-fold enhancement in the scattered
intensity for SiNWs 40 to 60 nm in diameter for incident light polarized parallel to the SiNW
axis as compared with the perpendicular polarization. This enhancement enables us to achieve
a displacement sensitivity of 0.5 ×10−12 m/√Hz for 15 µW of light incident on the SiNW. The
SiNWs exhibit ultralow mechanical dissipation in the range of 2 × 10−15 − 2 × 10−14 kg/s. The
extremely low mechanical dissipation and correspondingly low thermal force noise of the SiNWs is
the primary motivation for our efforts to utilize them as magnetic resonance force sensors.
3.1 Introduction
Prospects for applications in fields such as ultrasensitive force [45] and mass detection [46], non-
linear dynamics [47], and quantum measurement [48] continue to drive the search for mechanical
oscillators with as little dissipation as possible. In general, oscillators with the lowest mechanical
dissipation are the most sensitive force and mass transducers and are the least susceptible to quan-
tum decoherence. Consider a uniform cylindrical cantilever clamped at one end with length L and
radius r. Using Euler-Bernoulli elasticity theory [34] to calculate the mechanical dissipation yields:
Γ =
k
ω0Q
∝ r
3
LQ
, (3.1)
where k is the spring constant of the cantilever, ω0 is its resonance frequency, and Q is its quality
factor. Hence, the cantilever with a low mechanical dissipation should be long and thin with a high
quality factor. Considerable effort has been devoted toward the miniaturization of nanomechanical
systems [42], with objects such as nanowires and nanotubes attracting considerable interest because
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their small size suggests minimal dissipation. Among these, SiNWs have emerged as promising
nanomechanical resonators [49–51] because of their relative ease of fabrication.
However, the displacement detection of nanomechanical devices remains one of the principal
challenges to their use as mechanical sensors [42] because of their small size. A variety of techniques
exist to detect the motion of nanobeams, nanotubes, and nanowires, including electron beam [52],
piezo-resistive [53], magnetomotive [49], capacitive [54, 55], and optical [50, 51, 56, 57] methods.
If, however, such nanomechanical devices are to be used for scanning probe applications, such
as MRFM [45], the method of displacement detection must be compatible with the experimental
geometry. The displacement sensor must be able to detect precisely the motion of a free-standing
nanomechanical object, whose tip is positioned near a surface. The physical requirements for
the previously mentioned displacement detection methods prohibit their use in scanning probe
experiments.
Fiber-optic interferometry [30] is a simple yet sensitive and versatile method for displacement
detection that has been used with micrometer-scale cantilevers, whose size is comparable to or
larger than the wavelength of light. The oscillator functions as a mechanically compliant mirror,
and light reflected from the oscillator interferes with a reference (Fig. 3.1). When the lateral
dimensions of the cantilever become smaller than the wavelength, the reflected amplitude from
the oscillator, and hence the displacement sensitivity, degrade considerably. However, we find that
light scattering from SiNWs depends strongly on the incident polarization and is enhanced for light
polarized along the axis of the SiNW. By exploiting this polarization anisotropy, we extend the
use of fiber-optic interferometry to nanoscale cantilevers, in the form of free-standing SiNWs. The
SiNWs exhibit ultralow mechanical dissipation, and both the growth and the detection schemes
are compatible with use in scanning probe applications.
3.2 Instrumentation
The SiNWs studied were grown epitaxially on a Si [111] substrate using a vapor-liquid-solid ap-
proach with controlled diameters ranging from 40-60 nm and lengths of 10-20 µm [58]. Figure
3.2 shows a scanning electron micrograph of a typical SiNW. Using silane as a precursor, SiNWs
of uniform cylindrical cross section were grown at 450 ◦C, whereas tapered faceted SiNWs were
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Figure 3.1: Schematic of a fiber-optic interferometer. Light passing through an optical fiber is
partially reflected at the fiber/vacuum interface and recouples into the fiber, forming the reference
beam. Light exiting the fiber is focused using a lens onto a mechanical oscillator. Some of the light
reflects off of the oscillator and couples back into the fiber, forming the signal beam. The reference
and signal interfere on a photodiode.
19
2 μm
50 nm200 nm
180 nm 60 nm
Figure 3.2: Scanning electron micrograph of a SiNW. The Au catalyst particle is visible at the tip
of the SiNW.
realized at 600 ◦C. In order to facilitate the identification of individual SiNWs, 20 µm wide × 1 mm
long × 5 µm deep rulings were etched 200 µm apart near one edge of the substrate before SiNW
growth using a reactive ion etcher. The rulings are visible with the interferometer, and SiNWs can
be located with respect to the rulings. The SiNWs were grown with a low density [roughly one
every (20 µm)2] to ensure that individual SiNWs can be isolated.
To study the mechanical properties of individual SiNWs, we have constructed a scanning in-
terferometer [56, 59] using polarization-maintaining (PM) optical fiber (Fig. 3.3). Light from a
5-mW fiber-coupled distributed-feedback diode laser with λ = 1548 nm is launched into one arm
of a 90/10 PM fiber-optic coupler (SIFAM Fibre Optics) along the slow axis (Fig. 3.3). The end
of the 10% branch is mounted in a room temperature high-vacuum chamber (10−6 torr). Because
the fiber is polarization maintaining, we found it necessary to include optical isolators (Ascentta
Inc.) on both the monitor and signal arms of the coupler (Fig. 3.3). Without the isolators, the
signal was unstable and noisy. We hypothesize that reflections from the fiber connectors lead to
unwanted cavity effects in the interferometer. As the laser wavelength fluctuates randomly within
its linewidth, the interference between the multiple reflections in the cavity cause the signal and
noise to fluctuate wildly. The signal is especially sensitive to the termination of the monitor port,
since most of the light from the laser passes into the monitor arm. If, for example, the monitor fiber
connector is dipped in liquid, the signal becomes more stable, probably because there is consider-
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ably less reflection from the fiber connector. The isolators dramatically reduce the cavity effects.
In addition, the linewidth of the laser should be broadened using a high-frequency (∼200 MHz)
modulation of the injection current [60] to decrease the coherence length of the laser.
An aspheric lens (Lightpath 370631) focuses the light exiting the fiber to roughly a 2-µm-
diameter spot. The optical fiber and lens are mounted on a piezoelectric “s-bender” bimorph
scanner [61] (bimorphs from Piezo Systems Inc.) for fine positioning and scanning. The s-bender is
mounted on a piezoelectric positioner following the design of S. H. Pan [62] for coarse positioning
in the x and y directions. The substrate is mounted with the SiNWs pointing along the x axis, and
the laser spot is focused on a SiNW by translating the substrate in the z direction using a picomotor
actuator (Newport Corporation) for coarse positioning and a piezoelectric stack (Physike Instru-
mente) for fine positioning. See Appendix A for further documentation on the room temperature
microscope.
The optical power incident on a 50-nm-diameter SiNW is approximately 15 µW. Reflected light
from the SiNW couples back into the fiber and interferes on a photodiode with light reflected
from the cleaved end of the fiber. A transimpedance amplifier (Femto DHPCA-100) converts the
photocurrent into a voltage. The voltage from the amplifier is sinusoidal in the position of the
SiNW tip, and we refer to this dependence as the “interference fringe.” Individual SiNWs are
imaged by scanning the focused laser spot in the xy plane using the piezoelectric bimorph scanner.
With the laser spot positioned near the tip of a SiNW, the thermal displacement can be recorded
and Fourier transformed to give the thermal power spectrum (Fig. 3.4).
3.3 Scattering anisotropy
We find that the SiNWs exhibit enhanced reflectivity when the incident light is polarized along the
axis of the SiNW in the TM (transverse magnetic) polarization, as compared to the TE (transverse
electric) polarization. To compare the reflectivity of the TE and TM polarizations, we image the
SiNWs in two different ways. Figure 3.5(a) shows images of the interference fringe height, which
is proportional to amplitude reflectivity, for a SiNW using both polarizations. With this method,
stray light reflected from the substrate makes quantitative comparison difficult. To minimize the
contribution from stray reflections, we construct “mode images,” which display the resonant thermal
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Figure 3.3: (a) Schematic of the scanning polarization-maintaining fiber-optic interferometer.
Light from a fiber-coupled diode laser passes through a fiber-optic coupler and into a high-vacuum
chamber, which houses the SiNWs. (b) Photograph of the scanning fiber-optic interferometer for
characterization of SiNWs. The optical fiber and lens are mounted on a piezoelectric bimorph
scanner for fine positioning in x and y. The scanner is mounted on a piezoelectric positioner, which
enables coarse positioning in x and y. The SiNW substrate is mounted on a stage which moves in
the z direction for coarse positioning and a piezoelectric stack for fine positioning.
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Figure 3.4: Thermal displacement power spectrum of a representative SiNW. The two peaks
correspond to the nominally degenerate fundamental orthogonal flexural modes.
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Figure 3.5: (a) Fringe height images of a SiNW for TM and TE polarizations obtained by oscil-
lating the substrate at 750 Hz through an interference fringe and plotting the component of the
displacement signal at the oscillation frequency. The base has a larger signal because it has a larger
diameter. To change polarization, the substrate was rotated by 90◦ with respect to the fiber. (b)
Theoretical displacement profile for the fundamental mode of the SiNW. (c) Mode images for TM
and TE polarizations showing the amplitude in a 500 Hz bandwidth around the largest resonance
peak at 554 kHz. (d) Traces from TM and TE mode images along the center of the SiNW and
scaled theoretical predictions (dashed lines).
displacement for the flexural modes of the SiNW [Figs. 3.5(c) and 3.6].
To model the observed enhancement, we calculate the scattered electric field from the SiNW
using Mie scattering theory [63, 64]. Since we do not know the exact coupling efficiencies of our
fiber-optic components, we compare the ratio of the TM and TE signals to theory and ignore overall
numerical factors affecting both polarizations. Both the field reflected from the cleaved end of the
fiber (Eref ) and the field scattered from the SiNW (ENW ) contribute to the incident intensity on
the photodiode. Since the optical fiber propagates a single mode, the voltage from our amplifier is
Vsignal ∝ |Eref |2 + |ENW |2 + 2<(Eref ·ENW ), (3.2)
where the field vectors are E = [ETM , ETE ], and <(· · ·) indicates the real part of the quantity in
parentheses. If E0 is the field emitted by the laser, then Eref = αE0, where α ≈ 0.04, due to
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Figure 3.6: Mode images for the first, second, and third flexural modes of the SiNW shown in
Fig. 3.2.
Fresnel reflection at the fiber/vacuum interface.
When the laser spot is focused and centered on the SiNW axis at position x, the field incident
on the SiNW is
Eincident(x
′) = eikR
√
1− α2E0A(x, x′). (3.3)
Here A(x, x′) = e−(x−x′)2/w2 , is the Gaussian beam profile with waist w, and R is the distance
from the fiber to the SiNW. If w  ρ(x), dρdx  ρ(x)/w, and dδzdx  δz(x)/w, where ρ(x) and δz(x)
represent the diameter and displacement of the SiNW at position x, the SiNW may be approximated
as an infinite cylinder with an average diameter ρ¯(x) = 1√
w2pi
∫
dx′ρ(x′)A(x, x′) and displacement
δ¯z(x) = 1√
w2pi
∫
dx′δz(x′)A(x, x′). The laser spot may also be approximated as a plane wave with
normal incidence. Using these approximations, which are valid away from the base or very tip of
the SiNW, the scattering may be calculated using Mie theory. A similar model has explained the
polarization dependence of Raman scattering from SiNWs [65].
When the spot is at position x, the scattered fields in cylindrical coordinates (r, θ) from the
SiNW axis are
Escattered(r, θ, x) ∝ S[r, θ, ρ¯(x)]eik(R+δz(x))
√
1− α2E0. (3.4)
According to Mie theory [63, 64], the scattering matrix S[r, θ, ρ¯(x)] for normal incidence is diagonal
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and depends on the coordinates (r, θ) as well as the diameter of the cylinder ρ¯(x) and its index of
refraction. The amplitude of the electric field propagated through the fiber is proportional to the
total electric field in the numeric aperture (NA) of the lens:
ENW (x) ∝
∫
NA
dθEscattered[R+ δ¯z(x), θ, x]. (3.5)
The data points in Fig. 3.5 (d) represent the average of 1-µm-wide traces along the center
of the SiNW in each mode image. For the theoretical calculation, the taper profile of the SiNW
is obtained from scanning electron microscope images, and the fundamental mode displacement
profile [Fig. 3.5 (b)] is computed using finite element analysis. We determine the signal amplitude
at each point x, keeping only the interference term 2<(Eref ·ENW ) in Eq. (3.2). The variation in
the reflected intensity |ENW |2 with the motion of the SiNW may be neglected because the thermal
lateral displacement of the SiNW is much smaller than w, and the laser spot is centered on the
SiNW. The predicted enhancement, shown in Fig. 3.5 (d), is in excellent agreement with the data.
Note that the only free parameter in the calculation is a single scaling factor for both polarizations.
We have also measured the quality factors, frequencies, and spring constants of cylindrical
and tapered SiNWs. To measure the frequency and quality factor of a SiNW, the optical fiber
is positioned above the SiNW tip, and a time record of the thermal fluctuations is recorded.
Figure 3.4 shows the frequency spectrum of the two orthogonal fundamental flexural modes for
the SiNW shown in Fig. 3.2. The resonance frequency and quality factor are obtained by fitting
each peak to the resonance line shape given by H(ω) = [(ω2 − ω20)2 + ω2ω20/Q2]−1, where ω0 is
the resonance frequency and Q is the quality factor. To obtain the spring constant of the modes,
we measure the mean-square thermal displacement of the tip and assume equipartion of thermal
energy: kn〈z2n〉/2 = kBT/2. Here, kn and 〈zn〉, where n = 1 or 2, are the spring constant and
mean-square displacement of the two modes, kB is the Boltzmann constant, and T is temperature.
(The brackets 〈· · ·〉 denote a thermal average.) In general, the principal axes of the SiNW are
rotated by some angle φ with respect to the z axis, so both modes contribute to the measured
signal: z(t) = z1(t) cos(φ) + z2(t) sin(φ). It is possible, however, to calculate the total displacement
of one mode. For uncorrelated thermal noise, 〈z2(t)〉 = 〈z21(t)〉 cos2(φ) + 〈z22(t)〉 sin2(φ) . Since the
frequency splitting between the modes is small, they have nearly identical spring constants and
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Table 3.1: Mechanical properties of the fundamental modes for selected SiNWs. Parameters for the
higher frequency mode are given in parentheses. “native” and “passiv” subscripts denote before
and after HF treatment. For force sensitivity calculations, Γpassiv values were used.
Base
diam.
(nm)
Tip
diam.
(nm)
Length
(µm)
k
(µN/m)
ω0/2pi
(kHz)
Qnative
(103)
Qpassiv
(103)
Γnative
(10−15
kg/s)
Γpassiv
(10−15
kg/s)
S
1/2
F
(aN/Hz)
175 60 17.7 677 553(555) 7.5(7.5) 9.5(9.0) 26(26) 21(22) 18(19)
148 50 17.4 380 497(498) 7.0(7.0) 9.0(8.0) 17(17) 15(15) 15(16)
153 48 18.0 390 347(347) 7.0(6.5) 9.0(9.0) 26(28) 20(26) 18(18)
46 46 12.9 66 265(281) 4.0(4.5) 7.0(7.5) 10(8) 6(5) 10(9)
44 44 14.4 28 208(213) 4.0(4.0) 10.0(8.5) 5(5) 2(3) 6(7)
mean-square thermal displacements: k1 ≈ k2 and 〈z21〉 ≈ 〈z22〉 . Therefore, 〈z21〉 ≈ 〈z22〉 ≈ 〈z2〉 and
k ≈ k1 ≈ k2 ≈ kBT/〈z2〉. Table 3.1 shows the spring constants, quality factors, and values for the
mechanical dissipation Γ = k/ω0Q and force sensitivity S
1/2
F for selected SiNWs.
For applications requiring sensitive force or mass detection, the ideal resonator should possess
low mechanical dissipation. To study the effects of the native oxide layer and surface passivation
on dissipation, we measured quality factors of the SiNWs before and after vapor hydroflouric acid
(HF) treatment. HF etching has been shown to reduce dissipation in silicon micromechanical
resonators [66]. For both tapered and cylindrical SiNWs, the dissipation decreases on average
by (4 ± 2) × 10−15 kg/s after HF etching (Table 3.1). The smallest dissipation observed in our
measurements after HF treatment was 2.1× 10−15 kg/s. For comparison, the ultrasensitive single-
crystal silicon cantilevers used for MRFM detection of single electron spins possessed a nearly 50×
higher dissipation of 1× 10−13 kg/s at 1.6 K [45].
Our results suggest that fiber-optic interferometry is both viable for nanomechanical displace-
ment detection and compatible with future scanning probe experiments. Furthermore, the SiNWs
studied show promise as mechanical sensors. The lowest room temperature dissipation in our mea-
surements gives a force sensitivity of 6.1×10−18 N/√Hz. Force sensitivities below 1×10−18 N/√Hz
should be possible by cooling the SiNWs to 4 K. This is encouraging for applications such as single
nuclear spin MRFM that require sub-attonewton force sensitivity.
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Chapter 4
Controlling the nonlinearity of silicon
nanowire resonators using active
feedback
Having established polarized fiber-optic interferometry as an efficient method of displacement de-
tection for SiNWs, we now utilize this technique to perform active feedback control of SiNW
cantilevers. Various types of active cantilever control, such as damping and self-oscillation, are fre-
quently used in MRFM. In this chapter we describe a novel form of active feedback, which we use
to tune the cubic nonlinearity of a SiNW resonator. We show that nonlinear feedback can be used
to cancel out the native nonlinearity or even change its sign. Here, we demonstrate this technique
by using nonlinear feedback to extend the dynamic range of a SiNW parametric amplifier.
4.1 Introduction
Efforts to decrease the dissipation of mechanical oscillators have lead to the continued miniaturiza-
tion of nano-electromechanical systems (NEMS). As NEMS continue to decrease in size however,
nonlinear effects become more pronounced [67]. The most common form of nonlinearity is the Duff-
ing nonlinearity [68], in which the resonant frequency of the oscillator depends on its amplitude.
In some situations, nonlinearity can be used advantageously. Driving NEMS into the nonlinear
regime can enable precision frequency measurements [69, 70], various forms of signal amplifica-
tion [71, 72], and mechanical mixing [73]. In other applications requiring a large linear dynamic
range, such as ultrasensitive force [45] or mass [46] detection, nonlinearity can limit the usefulness
of NEMS. Thus, depending on the context, nonlinearity can either improve or detract from the
performance of a particular NEMS. In view of this fact, it would be useful to have a method of
tuning the nonlinearity to make a given NEMS useful for different applications. To date, several
nonlinear tuning methods for NEMS have been developed. Electrodes near a NEMS can be used
to modify both the linear and cubic restoring forces via electrostatic potentials [74, 75]. Feedback
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Figure 4.1: Schematic of apparatus. Two analog multipliers cube the interferometer signal. The
feedback is applied to an electrode positioned near the SiNW. The electrode is a 5-mm section of
a razor blade, and the sharp edge is positioned approximately 20 µm away from the SiNW tip.
The razor blade is positioned at the same height as the SiNW. A piezoelectric element is used for
self-oscillation as well as driving on resonance.
has been used with a microscale cantilever to increase its nonlinearity and control the amplitude of
self-oscillation [76]. In this work, we extend and refine the use of nonlinear feedback to a nanoscale
cantilever in the form of a free-standing SiNW. We show that nonlinear feedback can be used to
cancel out the native cubic nonlinearity of the SiNW and even switch its sign. To demonstrate a
use for this technique, we show that the dynamic range of the SiNW as a mechanical parametric
amplifier improves when the cubic nonlinearity is canceled.
4.2 Instrumentation
The SiNW studied had a diameter of 50 nm and a length of 15 µm and was grown epitaxially
on a Si [111] substrate with a controlled-diameter vapor-liquid-solid approach using silane as a
precursor at 450 ◦C [58]. The two orthogonal fundamental flexural mode frequencies were 185
kHz and 210 kHz. Each mode had a flexural spring constant of 20 µN/m and a room temperature
quality factor of 3000-3500 at 10−6 torr. All experiments were conducted on the higher frequency
mode. To detect the displacement of the SiNW, we used a scanning PM fiber-optic interferometer
with λ=1548 nm [20]. Figures 4.1 and 4.2 show schematics of the apparatus.
The dominant nonlinearity in many NEMS is the cubic restoring force, often called the Duffing
nonlinearity. The equation of motion of the tip displacement x(t) of the SiNW, including the
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Figure 4.2: Schematic of the apparatus to apply a phase shift to the SiNW displacement signal for
self-oscillation. The displacement signal is downconverted in frequency using an analog mixer and
filtered to apply the phase shift and remove the contribution from the orthogonal flexural mode.
The phase-shifted signal is upconverted, amplified, and applied to a piezoelectric element.
Duffing nonlinearity is
x¨+ 2µx˙+ ω20x+ α0x
3 = f cos(ω0t) + ffb, (4.1)
Here µ = ω0/2Q is the decay rate of the mechanical oscillator, α0 is the nonlinear coefficient, f
is the force per unit mass of the drive, and ffb is the force per unit mass of the feedback. The
cubic nonlinearity manifests itself as a dependence of the frequency on amplitude and a hysteretic
frequency response above a critical amplitude determined by the nonlinear coefficients.
To tune the nonlinearity, we applied feedback proportional the cube of the interferometer signal,
which itself is proportional to x(t) for displacements small compared with the optical wavelength.
Thus, ffb = Gα0x
3, and the resulting effective nonlinearity αeff = α0(1 − G) may be positive,
negative, or zero, depending on the gain G. We generate the third power of the displacement signal
using two high bandwidth analog multipliers (Analog Devices AD 835). It is essential that the
feedback has the correct phase with respect to the SiNW displacement. If the feedback has the
wrong phase, it will cause nonlinear damping. To this end, an 8-pole programmable Butterworth
filter (Stanford Research Systems SIM965) adjusts the phase of the interferometer signal before
cubing. The feedback is applied capacitively using an electrode positioned near the SiNW. We
prefer electrostatic actuation over mechanical actuation because the former provides a flat gain
and phase response over the bandwidth of the feedback signal. The component of the electrostatic
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Figure 4.3: (a) Frequency response curves of the SiNW with different values of αeff . (b) Frequency-
amplitude curves for the SiNW with different values of αeff measured by self-oscillating the SiNW.
The native nonlinearity is α0 = 1.09× 1021 m−2s−2. The nonmonotonic behavior is a result of the
effective quintic nonlinearity caused by the interference fringe. (c) βeff vs cubic gain G. The linear
dependence is a result of the interference fringe nonlinearity.
force proportional to x3 is fel = (∂C/∂x)VdcVC , where C is the SiNW-electrode capacitance, Vdc
is the dc bias between the SiNW and electrode, and VC is the (time-dependent) cubed feedback
signal [77]. In our experiments, Vdc = −3V and has no effect on the native nonlinearity within our
measurement uncertainty.
4.3 Nonlinear feedback
Figure 4.3(a) shows the frequency response of the SiNW with different effective nonlinearities. The
curves are obtained by sweeping the frequency of a small drive signal applied to a piezoelectric
transducer (PZT) in contact with the SiNW substrate (Fig. 4.1). The constant peak amplitude
indicates that the phase of the feedback is correct and that no measurable nonlinear damping has
been introduced. In fact, we find the proper phase by tuning the filter cutoff frequency to make
the peak amplitude independent of the nonlinearity.
We determine the effective nonlinearity by measuring the frequency versus amplitude response of
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the SiNW. To minimize the effect of drift in the experimental parameters over time, we measure the
frequency-amplitude curve rapidly by self-oscillating the SiNW. To self-oscillate, we create a positive
feedback loop to cancel the native mechanical dissipation by phase shifting the interferometer
signal by pi/2 and feeding it back to the PZT (Fig. 4.2). Even in the nonlinear regime, the phase
shift at the peak amplitude is pi/2 [68]. Therefore the SiNW always oscillates at the point of
maximum amplitude. An automatic gain controller and phase-locked loop (PLL) implemented in
a field-programmable gate array (FPGA) control the oscillation amplitude and measure the SiNW
frequency. To obtain the frequency-amplitude curve, the amplitude setpoint is swept while the
frequency is measured. Shown in Fig. 4.3 (b) are curves for the SiNW with different effective
nonlinearities.
One natural application of nonlinear feedback is to increase the dynamic range of the resonator
by canceling the nonlinearity. However, our ability to do so is limited by the nonlinearity of our
displacement detector. The photodiode voltage from our ac-coupled preamplifier varies sinusoidally
with x: V (x) = sin(2k(x + x0)/c). Here k = 2pi/λ, x0 is the equilibrium position of the SiNW,
and c is the constant of proportionality between the actual tip displacement and the observed
displacement at the location of the interferometer spot on the SiNW. We refer to this sinusoidal
function as the interference fringe. During experiments, we continuously monitor the fringe signal
and adjust the SiNW equilibrium position to make x0 = 0. When x  c/2k, the signal is well
approximated by sin(2kx/c) ≈ 2kx/c . In this limit, the feedback force is ffb = G′α0 sin3(2kx/c) ≈
Gα0x
3 as before, where G′ = G(c/2k)3. At high oscillation amplitudes however, additional terms in
the expansion must be retained. To the next highest order in 2kx/c, ffb ≈ Gα0x3[1−1/2(2k/c)2x2].
Thus, the nonlinearity of the interference fringe introduces an effective quintic nonlinearity βeff =
Gα0(1/2)(2k/c)
2 which depends linearly on the gain [Fig. 4.3(c)]. We attempted to minimize
this effect by positioning the optical fiber near the base of the SiNW to maximize the c factor.
Including both effective nonlinearities, the angular frequency Ω at which the maximum amplitude
a occurs is Ω = ω0 +(3αeff/8ω0)a
2 +(5βeff/16ω0)a
4 to first order in the nonlinear coefficients [68].
The curves in Fig. 4.3(b) are fitted to a quartic polynomial to extract both nonlinear parameters.
We emphasize that the dependence of the quintic nonlinearity on the gain is a consequence of
our displacement detection scheme and not a fundamental limitation of the nonlinear feedback
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technique.
The advantage of active nonlinear feedback is that it can tune the nonlinear coefficient through
a wide range and even change its sign with only a single force transducer. Nonlinear feedback is
also relatively straightforward to use, although tuning the phase is critical. Furthermore, because it
needs only a single transducer, nonlinear feedback should be applicable to a wide variety NEMS. As
an example, we show that the dynamic range of a SiNW mechanical parametric amplifier increases
when the cubic nonlinearity is canceled.
4.4 Parametric amplification
In a mechanical parametric amplifier, a periodic modulation, or “pumping,” of the oscillator spring
constant, often at twice the resonant frequency of the oscillator, amplifies a small signal on reso-
nance [77]. Depending on its phase relative to the signal, the parametric pump can either increase
or decrease the amplitude of the signal on resonance. Parametric resonance in NEMS has been
proposed as a means of mass sensing [78] and frequency detection [79]. Parametric amplification
also offers possibilities for noise squeezing and reducing detector backaction [77]. When the pump
amplitude exceeds a certain threshold, the oscillator becomes unstable, and the amplitude grows ex-
ponentially [68]. The effects of nonlinearity on the region of instability have been well studied [80].
In the present work, we study the effects of nonlinearity on the amplifier gain.
To realize parametric amplification, an ac voltage is applied to the electrode at 2ω0, and the
time-varying gradient of the electrostatic force modulates the SiNW spring constant. Although the
electrode also exerts a force on the SiNW at 2ω0, its response is negligible at this frequency. To
characterize the parametric gain, a small signal at ω0 is applied through the PZT (Fig. 4.1). The
equation of motion of the parametrically pumped SiNW is
x¨+ 2µx˙+ ω20[1 + δ cos(2ω0t)]x+ αeffx
3 + βeffx
5 = f cos(ω0t+ φ). (4.2)
Here, δ is the fractional pump amplitude, and φ is the phase between the signal and pump. We
follow Rhoads and Shaw [81] in using the method of averages [68] to solve this equation approxi-
mately. The equations derived from this procedure for the in-phase and quadrature amplitudes are
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Figure 4.4: (a) Gain vs phase φ for αeff > 0 with δ = 4.2 × 10−4. The legend indicates αeff
in units of α0. Fits to theory are shown as dashed lines. (b) Gain vs phase φ for αeff ≤ 0 with
δ = 4.2× 10−4. (c) Gain vs parametric pump voltage for αeff > 0 with φ = −pi/4. The test signal
amplitude for (a)-(c) is approximately 165 nm. (d) Gain vs output amplitude for αeff > 0 with
φ = −pi/4 and δ = 5.0× 10−4. The curves are obtained by varying the signal amplitude applied to
the PZT. The dynamic range is maximized with the smallest cubic nonlinearity.
solved numerically.
The gain of the amplifier exhibits the expected phase dependence [Fig. 4.4 (a)-(b)]. Increasing
the magnitude of the nonlinearity decreases the maximum gain. The curve also becomes less
symmetric about the point of minimum gain, and it leans to one direction depending on the sign of
the nonlinearity. The fits to theory, shown as dashed lines in Fig. 4.4, are generated by fitting the
nonlinearity parameters in the numerical solution to the data. For the curves designated native in
Fig. 4.4, no feedback was used, and the effective cubic nonlinearity was fixed at the native value
in the fit. The native curves in Fig. 4.4(a) and Fig. 4.4(c) were used to determine the conversion
from ac voltage to parametric pump amplitude.1 The same conversion factor was used for all data
sets. All other parameters, such as the resonance frequency and decay rate were fixed at known
values.
As expected, the gain increases with the pump, but the nonlinearity limits the gain near the
threshold [Fig. 4.4(c)]. When the cubic nonlinearity becomes small, the quintic nonlinearity limits
the gain at high pump amplitudes. Plotting the gain for a fixed pump against the output amplitude
[Fig. 4.4(d)] reveals the true benefit of canceling the cubic nonlinearity. For the native case, the
1It is possible in principle to calculate the conversion from ac voltage amplitude Vac to δ by measuring the
dependence of ω0 on the dc bias to determine the second derivative of the SiNW-electrode capacitance using the
results from Ref. [77]. The calculated value is δ/Vac = 3.22 × 10−3, while the fitted value is δ/Vac = 2.01 × 10−3.
The agreement seems reasonable given that we do not know the exact capacitance of the electrode.
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cubic nonlinearity reduces the gain at high amplitudes. In the absence of nonlinearity, the gain
should remain constant with amplitude. In our experiment, however, when the cubic nonlinearity
is canceled, the quintic nonlinearity eventually decreases the gain at high amplitudes. Nonetheless,
if we take the limit of the dynamic range to be the 1 dB compression point, then canceling the
cubic nonlinearity increases the dynamic range by approximately 8 dB.2
In summary, we have demonstrated the use of feedback to control the cubic nonlinearity of a
SiNW resonator. This method can be used to increase or decrease the nonlinearity, switch its sign,
or even make it zero. We have shown that the dynamic range of a SiNW parametric amplifier
can be increased with feedback. Because nonlinear feedback features a wide tuning range while
requiring a single force transducer, we anticipate that nonlinear feedback may find use in a variety
of applications.
2The lower limit of the dynamic range is set by thermal fluctuations, which are below the critical amplitude, even
for the native case. Also, the peak gain is predicted to be independent of the nonlinearity for small amplitudes. Thus,
the amplitudes Anative and Azero for which the gain drops by 1 dB are determined from the data, and the dynamic
range increase is calculated as 20 log(Azero/Anative).
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Chapter 5
Nanomechanical detection of nuclear
magnetic resonance using a silicon
nanowire oscillator
In this chapter we describe methods that enable the use of SiNW mechanical oscillators as low tem-
perature nuclear magnetic resonance force sensors. We make use of the displacement detection and
cantilever control techniques described in previous chapters along with a novel magnetic resonance
force detection protocol utilizing a nanoscale current-carrying wire to produce large time-dependent
magnetic field gradients as well as the rf magnetic field to manipulate the spins. In this work, we de-
tect the proton statistical polarization in a nanometer-scale polystyrene sample. Encouragingly, the
SiNW experienced negligible surface-induced dissipation under operating conditions and exhibited
an ultralow force noise near the thermal limit of the oscillator.
5.1 Introduction
Magnetic resonance force microscopy was proposed as a means of magnetic resonance imaging with
the eventual goal of achieving the sensitivity to image individual molecules with atomic spatial
resolution [29]. MRFM detects the displacement of an ultrasensitive cantilever in response to the
force generated by nuclear or electron spins in the presence of a magnetic field gradient. Most
recently, MRFM imaging with spatial resolution below 10 nm and sensitivity to fewer than 100 net
nuclear spins was demonstrated [13], far exceeding the capabilities of inductive magnetic resonance.
Extending the resolution and sensitivity to the single proton level will likely require better force
sensors, higher magnetic field gradients, or both. Bottom-up devices such as nanowires [20, 82],
nanotubes [55, 83], and graphene [84] oscillators have been proposed as next-generation force and
mass sensors because of their relative ease of fabrication and potential for ultralow mechanical dis-
sipation. In particular, SiNWs have been shown to possess room temperature force sensitivity [20]
far below those of microscale cantilevers and thus offer a promising route to push MRFM closer to
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achieving the goal of molecular imaging.
The purpose of the present experiment is to establish SiNW oscillators as ultrasensitive can-
tilevers for MRFM detection. In particular, the SiNWs we study have extremely low intrinsic
mechanical dissipation, and importantly for MRFM, the SiNWs experience negligible increase in
dissipation as close as 10 nm to a surface. Another purpose of this study is to present an MRFM
spin detection protocol, which uses a nanoscale current-carrying wire to generate time-dependent
magnetic field gradients. This protocol enables MRFM with rf mechanical oscillators and may
open new avenues for nanoscale MRI.
5.2 Instrumentation
The SiNW used here was grown epitaxially on a Si[111] substrate using a controlled-diameter vapor-
liquid-solid approach with silane as a precursor at 600 ◦C [58]. The SiNW was approximately 15
µm long with a tip diameter of 35 nm and a base diameter of 200 nm. Fig. 5.1(a) shows several
SiNWs representative of the type used here. Before use, the SiNW was annealed at 400 ◦C for two
hours in forming gas (5% hydrogen and 95% argon) to clean its surface and increase its quality
factor. A thin coating of polystyrene on the SiNW tip [Fig. 5.1(b)] served as the sample containing
proton spins. To create the coating, a droplet of polystyrene (Pressure Chemical Co. PS80317)
dissolved in diethyl-phthalate (Alfa Aesar A17529) was placed on the tip of a glass micropipette
and carefully brought into contact with the SiNW under an optical microscope approximately 20
times to build up a coating. To prevent reduction of the oscillator’s quality factor, care was taken
to ensure that the SiNW penetrated no more than 2 µm into the droplet. The fundamental flexural
mode of the SiNW had a spring constant k = 650 µN/m, a resonance frequency ω0/2pi = 786 kHz,
and an intrinsic quality factor Q0 = 2.5 × 104 at a temperature of 8 K. Prior to the polystyrene
coating, the SiNW had a resonance frequency of 1.06 MHz, and the spring constant and quality
factor were the same to within the experimental uncertainty.
Figures 5.2 and 5.3 illustrate the force detection apparatus. The SiNW substrate was mounted
on a 3-axis piezoelectric positioner [62] for coarse alignment with respect to the optical fiber and
lens, which were also mounted on a 2-axis piezoelectric s-bender bimorph scanner [61] for fine
optical alignment. The lens (Lightpath 370631) was used to focus the light exiting the optical
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Figure 5.1: (a) Scanning electron micrograph of a SiNW substrate showing several SiNWs rep-
resentative of the type used in this study. (b) The tip of the SiNW used in this study with the
polystyrene coating. The dashed lines indicate the outer diameter of the SiNW.
fiber to a 2.5-µm-diameter spot on the SiNW. The current-carrying wire was mounted on a 3-axis
piezoelectric positioner [62] and scanner for coarse and fine positioning with respect to the SiNW.
The entire assembly was cooled to 4.2 K in a high-vacuum chamber (< 10−6 mbar). While the
piezoelectric walkers perform quite well at room temperature, their performance suffers at low
temperature. The minimum voltages to walk at room temperature are generally less than 80 V,
while at low temperature some axes require at least 450 V. Although such high operating voltages
do not appear to have depoled the piezos, the manufacturer (EBL Products Inc.) conservatively
estimates that the piezos should be operated under 400 V. It was found that a very slow step
repetition rate improves the performance at low temperature, and we noticed that walking at low
temperature generates significant vibration in the microscope. We hypothesize that, much like
SiNWs, the metal parts of the microscope experience diminished mechanical dissipation at low
temperature and are more susceptible to vibrations. If the elements of the piezoelectric motor
vibrate during operation, there may be poor mechanical contact between the different parts of the
motor, and its performance may degrade. Previous work suggesting that sound waves propagating
in the elements of a piezoelectric motor can degrade its performance [85] supports this hypothesis.
If the microscope were to be redesigned, it should be made stiffer to minimize vibrations. See
Appendix B for documentation of the low temperature microscope.
For low temperature experiments, a free-space interferometer coupled to a PM optical fiber [20]
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was used (Fig 5.4). The wavelength λ = 2 µm was chosen to minimize optical absorption by the
SiNW. The free-space interferometer is analogous to the all fiber interferometer, except that the
beam splitter takes the place of the fiber-optic coupler. The challenge in assembling the free-space
setup is that light at 2 µm is difficult to see. We rented a camera (Micronviewer 7290A-06 from
Electrophysis) to align the optics. The temperature of the SiNW was approximately 8 K with an
incident optical power of roughly 1 µW. See Appendix C for documentation on the next-generation
interferometer.
5.3 Surface dissipation
To produce the large magnetic field gradients required for sensitive spin detection, the distance
between the sample and the gradient source must be very small, typically less than 100 nm. At
such small tip-surface separations, the cantilever dissipation usually increases considerably due to
noncontact friction, which arises from surface-induced forces fluctuating near ω0 [35, 36]. In general,
the total mechanical dissipation is Γ = Γ0 + Γs, where Γ0 = k/ω0Q0 is the intrinsic cantilever
dissipation, and Γs is the dissipation caused by surface fluctuations. Near the surface, Γs can
dominate the mechanical dissipation and can significantly increase the thermal force fluctuations
SF = 4kBTΓ experienced by the cantilever. Here, kB is the Boltzmann constant and T is the
cantilever temperature. Because SF determines the minimum force
√
SF∆f detectable by the
oscillator in a bandwidth ∆f , noncontact friction presents a serious obstacle to improved sensitivity
in MRFM.
To determine the effect of surface dissipation in SiNW oscillators, we measured the total dis-
sipation of several SiNWs over polycrystalline gold surfaces at low temperature as a function of
tip-surface separation [Fig. 5.5(a)]. The quality factor was determined by measuring the root-
mean-square amplitude of the thermal displacement, computing the autocorrelation of the oscilla-
tor energy 〈x2(t)x2(t + τ)〉 , and fitting to an exponential decay [35], where 〈· · ·〉 indicates a time
average. Remarkably, SiNWs of the type we study maintain their ultralow native dissipation to
within 10 nm from a surface. In fact, at a tip-surface spacing d = 7 nm, a typical SiNW expe-
riences nearly a factor of 80 less surface dissipation and factor of 250 less total dissipation than
audio frequency cantilevers under similar conditions [35]. The physical mechanisms underlying the
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Figure 5.2: (a) Schematic of the experimental setup. Before the experiment, a single SiNW
on the substrate was selected and coated with polystyrene. The SiNW tip was brought near the
constriction in the rf wire. Focused, polarized laser light was used to detect the displacement of
the specific SiNW with the polystyrene. (b) Experimental apparatus. A free-space interferometer
coupled to an optical fiber was used to detect the displacement of the SiNW. In the interferometer,
light from a 2-µm laser diode (LD) passes through an optical isolator and a beam splitter (BS),
couples into a PM optical fiber, and is focused with a lens onto the SiNW. Two arbitrary waveform
generators (AWG 1 and AWG 2) with independently adjustable amplitudes and phases (A1, φ1,
A2, φ2) were used to drive the rf wire differentially.
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Figure 5.3: (a) Photograph of the low temperature force microscope. The SiNW substrate can
be moved in three dimensions relative to the optical fiber for optical alignment. The constriction
substrate can be moved in three dimensions to position the constriction directly underneath the
SiNW. (b) Zoom in of the optical fiber holder, SiNW substrate holder, and constriction mount. (c)
Schematic of the elements in (b).
Figure 5.4: Photograph of the free-space 2-µm interferometer used for low temperature displace-
ment detection. Light from a distributed-feedback diode laser passes through an isolator and a
beam splitter and couples into a PM optical fiber, which feeds into the low temperature apparatus.
Light reflected from the SiNW passes back through the optical fiber and is reflected by the beam
splitter onto the signal photodiode.
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reduced surface dissipation experienced by SiNWs are not completely clear. It may be that the
small cross-sectional area of a SiNW decreases its coupling to the surface, or that the spectral
density of surface fluctuations is lower at rf frequencies than at audio frequencies.
Although SiNWs experience comparatively little surface dissipation, the frequency jitter of
typical SiNWs increases to many times the thermal limit near a surface [Fig. 5.5(b)] as a result of
1/f -like frequency fluctuations [37]. Even in the presence of enhanced frequency jitter, however,
the mean-square thermal amplitude remains in agreement with the equipartition theorem 〈x2(t)〉 =
kBT/k to at least d = 15 nm [Fig. 5.5(b)]. Hence, the force fluctuations experienced by the SiNW
obey the fluctuation-dissipation theorem [35], and the thermal fluctuations SF remain the dominant
source of force noise even at small tip-surface separations.
5.4 Spin detection protocol
To take full advantage of the ultralow thermal force noise exhibited by the SiNWs, we have de-
veloped an MRFM spin detection protocol called MAGGIC (Modulated Alternating Gradients
Generated wIth Currents). Using this scheme we measure the x component of the force on the
SiNW from the longitudinal component of the spins: Fx = µzdBz/dx, where dBz/dx is the lateral
magnetic field gradient and µz is the z component of the spin magnetic moment. The MAGGIC
protocol relies on ac currents passing through a constriction in a small wire [86], which we refer
to as the rf wire, to generate both the rf field B1 and a time-dependent gradient of the form
dBz(t)/dx = G(t) cos(ω0t) (Fig. 5.6), where G(t) describes the amplitude modulation of the oscil-
lating gradient. To minimize spurious excitation of the SiNW, G(t) periodically reverses sign with
a period TAM  2pi/ω0 and ensures there is no Fourier component of the voltage across the rf wire
at ω0.
1 During the time Toff when G(t) = 0, the spins on resonance are inverted adiabatically.
Because the spins are reversed synchronously with G(t), however, the force at ω0 does not change
sign and resonantly drives the SiNW.
The time-dependent force exerted on the SiNW by a single spin is
F (t) = µz(t)G(t) cos(ω0t), (5.1)
1Oscillating electric fields produced by the rf wire can strongly drive the SiNW due to the presence of uncompen-
sated charge on the SiNW.
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Figure 5.5: Total dissipation Γ = k/ω0Q and thermal force noise SF = 4kBTΓ for two different
SiNWs: one with polystyrene (PS) (ω0/2pi = 786 kHz, k = 650 µN/m) and one without (ω0/2pi
= 630 kHz, k = 215 µN/m). In each case, the surface was polycrystalline gold, and the SiNW
temperature was T = 8 K. Dashed lines indicate native dissipation as measured far away from a
surface. Data are not shown for separations closer than 10 nm for the 786-kHz SiNW because it
seemed to bend slightly upon close approach, making an exact calibration of the distance difficult.
(b) Mean square thermal displacement and integrated frequency fluctuations from 10 to 100 Hz
for the 630-kHz SiNW at T = 8 K. The contribution from thermal frequency fluctuations is 0.03
Hz2 in the integrated bandwidth. Although the frequency jitter increases near the surface, the
mean-square thermal amplitude remains constant and agrees with the equipartition theorem to at
least 15 nm away from the surface (dashed line is the result from equipartition).
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Figure 5.6: MAGGIC timing diagram. Nuclear spins are adiabatically inverted by applying a
frequency sweep through resonance using the rf wire. An ac current at ω0 generates the oscillating
gradient. The gradient oscillation turns off for a duration Toff , the spins are inverted, and the
gradient oscillation turns on again with the opposite sign. In the present experiment, the resonance
frequency was γB0/2pi = 7.8 MHz. To generate the inversions, the rf frequency was swept through
a bandwidth ∆ω/2pi = 1.5−3 MHz at a rate of 20 - 60 kHz/µs. The gradient amplitude modulation
frequency was typically fAM = 1/TAM = 300 - 800 Hz, and the duty cycle was typically D ≈ 0.8.
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where µz(t) is the time-dependent spin z component. µz(t) alternates in phase with G(t) and
also flips randomly with a correlation time τm due to statistical fluctuations. Hence, µz(t)G(t) =
µh(t)|G(t)|, where µ is the spin magnetic moment, and h(t) is a random telegraph function that
takes on the values ±1 and has the following properties: 〈h(t) = 0〉 and 〈h2(t) = 1〉. Because
G(t) varies slowly in time compared with the SiNW oscillation, and because in practice we choose
TAM  τm,
F (t) = µDGpkh(t) cos(ω0t) +
∞∑
n=1
an(t)e
i(ω0+2nωAM )t + a−n(t)ei(ω0−2nωAM )t (5.2)
= F0(t) cos(ω0t) + sidebands. (5.3)
Here Gpk is the peak gradient, and
F0(t) ≡ µDGpkh(t) (5.4)
is the amplitude of the force at ω0 averaged over the period TAM/2. The quantity
D ≡ 2
GpkTAM
∫ TAM/2
0
|G(t)|dt (5.5)
is the fractional amount of time the gradient is on and is approximately the duty cycle of the
gradient modulation. Only the term F0(t) cos(ω0t) in Eq. (5.3) resonantly excites the SiNW.
Although the mean amplitude of this force vanishes, the mean-square value P is non zero:
P =
〈F 20 (t)〉
2
=
µ2D2G2pk
2
. (5.6)
The mean-square displacement of the SiNW in response to this force is given by 〈x2(t)〉 = P Q2
k2
.
A distinguishing feature of the MAGGIC protocol is the use of electric currents to generate
strong, pulsed magnetic field gradients. This capability enables nuclear spin MRFM detection
using rf oscillators, such as nanowires, without the need to modulate the nuclear magnetization at
the cantilever frequency or oscillate the cantilever. In addition, the absence of a static gradient
during the adiabatic inversions means that the resonance condition is satisfied throughout the
sample, and that signal can be collected from all parts of the sample where the magnitude of
44
the gradient is appreciable and B1 is sufficient to invert the spins. The characteristic size of the
detection region (several hundred nanometers in the present experiment) is related to the size of
the constriction, which determines the spatial variation of the gradient and B1.
While we have not attempted imaging here, we note that a static gradient could be applied
during the inversions to create a localized resonant slice, which could be scanned through the
sample. Furthermore, the MAGGIC protocol is also compatible with well-established efficient
MRI schemes, such as Fourier [26, 27], and Hadamard [87] encoding, which collect signal from
many voxels simultaneously after a series of encoding pulses. In fact, MRFM using such schemes
has previously been proposed [88] and demonstrated [89–91] with micrometer spatial resolution.
The application of these techniques to nanometer-scale imaging is the subject of Ch. 6 in this
dissertation.
To generate the strong time-dependent local fields and gradients for the MAGGIC protocol,
we fabricated the rf wire by first sputtering a 5-nm-thick Ti/500-nm-thick Au film on a silicon
substrate with a 500-nm-thick layer of thermal oxide. The contact pads and large wires were
defined using argon ion milling with a photoresist etch mask. A focused ion beam was used to cut
a 375-nm-wide and 500-nm-long constriction in the rf wire [Fig. 5.7(a)]. Prior to cutting with the
focused ion beam, the device was annealed at 250 ◦C for 3 hours in dry nitrogen to decrease the
resistivity of the film. The resistance of the device was approximately 2 Ω at 4.2 K.
The tip of the SiNW was positioned 80 nm above the center of the constriction to maximize the
magnitudes of both B1 and dBz/dx [Fig. 5.7(b)]. The SiNW was electrostatically damped using a
gate electrode [Figs. 5.2 and 5.7(a)] to Q = 1.3× 104 to increase the detection bandwidth without
sacrificing force sensitivity [92]. Two arbitrary waveform generators (National Instruments PXI
5412) with independently adjustable amplitudes and phases were used to differentially drive the rf
wire. Both generators had nominally the same amplitudes and opposite phases to ensure a voltage
null at the constriction and minimize sideband excitation of the SiNW. (In the MAGGIC protocol,
the voltage across the rf wire contains no Fourier component at ω0, but it does contain sidebands
centered about ω0.) Fine adjustments were made to the amplitude and phase of each generator
to further reduce the excitation of the SiNW. Approximately 67 mA of current, corresponding to
a peak current density of 3.6 × 107 A/cm2 through the constriction, generated both B1 and the
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Figure 5.7: (a) Scanning electron micrograph of the rf wire, constriction, and gate electrode. The
rf wire was fabricated from a 5-nm-thick Ti/500-nm-thick Au film on a silicon substrate with a
500-nm-thick layer of thermal oxide. A focused ion beam was used to create the constriction in the
rf wire. Current passing through the constriction generates both the rf field and a time-varying
field gradient to couple the spins to the SiNW. The gate electrode was used to electrostatically
damp the SiNW. (b) During the experiment, the SiNW tip was positioned directly above the center
of the constriction in the rf wire. At this location, both the magnitudes of B1 and dBz/dx are
maximized.
46
gradient oscillation. The current used here was limited by the compliance of the generators and not
by the rf wire, which operated nearly continuously at this current density through the constriction
for several weeks.
A small (1-cm-diameter) superconducting solenoid inside the vacuum chamber provided the
static field B0 = 0.183 T (γB0/2pi = 7.8 MHz) along the z direction. In the MAGGIC protocol,
the signal is maximized when B0  Bx and γB0  ω0, where Bx is the amplitude of the field
in the x direction produced by the constriction during the gradient oscillation. As the gradient
oscillates, the instantaneous total field cants by an angle α(t) = tan−1(Bx cos(ω0t)/B0) away
from the z axis. Based on simulations of the Bloch equations, we find that the time dependence
of µz in the absence of statistical fluctuations and adiabatic inversions can be approximated as
µz(t) ≈ µ{1 − (αmax/2)2[1 + cos(2ω0t)]}, as a result of the gradient oscillation. The previous
equation holds provided the maximum tipping angle of the spins αmax = tan
−1(Bx/Bo) < 1 and
γB0  ω0. As a result of this time dependence, the amplitude of the force at ω0 in Eq. (5.4) is
replaced by F0(t) → F0(t)R, and peak spin signal power in Eq. (5.6) is replaced by P → PR2,
where R = 1 − 3α2max/8. In the present experiment, Bx < 0.035 T, the maximum tipping angle
was αmax < 11
◦, and R > 0.99. Thus, the peak signal power was not significantly reduced.
5.5 Results
The spin signal was measured by demodulating the displacement signal using a software-based lock-
in amplifier referenced to the gradient oscillation (Fig 5.8). Shown in Fig. 5.9 is the force power
spectrum from the in-phase lock-in channel. The MRFM signal from the statistically polarized
proton spins in the polystyrene appears as a peak at 0 Hz. The total spectrum S = Sspin + SN is
the sum of the spin signal, which is well described by a Lorentzian function [45] Sspin = 4τmP/[1 +
(2piτmf)
2], and a constant noise background SN . By fitting the data, we find P = 5.9 ± 1.2 aN2,
and the spin relaxation time τm = 1.04 ± 0.03 s, which is a factor of two larger than what has
previously been reported in polystyrene [93]. The increased spin relaxation time may occur because
there is no static field gradient during the spin manipulation, or because in the MAGGIC protocol,
the spins spend relatively little time in the rotating frame.
The force noise in the detection quadrature was SN = 3.8 ± 1.2 aN2/Hz, slightly above the
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Figure 5.8: Schematic of the software lock-in amplifier. A function generator creates a square
wave at 4ω0, which serves as the acquisition clock. The downconversion and filtering take place
simultaneously in software. The raw data are acquired in segments lasting many cantilever cycles,
and each segment is decimated into arrays containing the first, second, third, and fourth points of
each cantilever cycle. To generate the in-phase signal, the third and fourth arrays are added and
subtracted from the sum of the first and second arrays. The first and fourth arrays are subtracted
from the second and third arrays to generate the quadrature signal. The data are processed with
overlapping segments to oversample the data and avoid aliasing. The overall effect is that the signal
is multiplied by in-phase and quadrature square waves at the reference frequency to downconvert,
and the summing performs the filtering.
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Figure 5.9: Spectrum from the in-phase lock-in channel showing the statistically polarized spin
signal and fit to a Lorentzian at T = 8 K, B0 = 0.183 T, and γB0/2pi = 7.8 MHz. The dashed line
is the calculated thermal force noise. The displacement noise from the interferometer contributed
approximately 1.0 aN2/Hz to the force noise. This contribution has been subtracted to display
only the force noise of the oscillator. Upper inset: dependence of the spin relaxation time on the
rf amplitude. Lower inset: The shaded region of the polystyrene contributes 90% of the observed
signal power.
thermal noise power, which was SF = 2.4 ± 1.2 aN2/Hz at 8K. The observed force noise is signif-
icantly lower than what has been measured in micron-scale cantilevers [13] operating at 300 mK.
The uncertainty estimates are based on the uncertainties in the measurements of the quality factor,
temperature, and spring constant of the SiNW. In subsequent experiments, we confirmed that the
excess noise above SF was caused by phase noise of the arbitrary waveform generators exciting the
SiNW. We have since implemented the MAGGIC protocol using a single waveform generator with
a 0-180◦ rf splitter to differentially drive the constriction. With the splitter, the voltage phase noise
produced by the generator cancels itself at the constriction, and the excess noise is substantially
reduced.
To measure the magnitude of B1, we applied nutation pulses [86] (Fig. 5.10) to observe Rabi
oscillations (Fig. 5.11). From the period of the Rabi oscillations, we find that the average B1 =
8.8 mT (rotating frame). As expected, τm increased with increasing B1 (Fig. 5.11 upper inset). As
a check, we simulated the magnitude of the signal based on the geometry of the constriction and
polystyrene coating. We modeled the constriction as an infinitely long wire with a 500 nm × 375 nm
rectangular cross section. Finite element analysis using COMSOL Multiphysics (COMSOL, Inc.)
of the actual wire geometry including the adjacent metal islands has confirmed that the infinite wire
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Figure 5.10: Nutation pulse sequence. Rf pulses at frequency γB0 of variable length Tp were
inserted in the MAGGIC protocol every τp = 500 ms, or every 175 modulation periods at fAM =
350 Hz. The period τp was chosen to be less than the statistical spin correlation time τm.
model reproduces the relevant fields and gradients to within 10% in the region of space occupied
by the polystyrene sample. The infinite wire model was used for ease of computation. The shape
of the polystyrene coating was extracted from scanning electron micrographs, and the signal power
was computed as
P =
ρµ2D2 cos2(θ)
2
∑
r∈V
∆V (dBz(r)/dx)
2. (5.7)
Here, ρ = 4.9 × 1028 m−3 is the 1H density in polystyrene, µ = 1.4 × 10−26 J/T is the proton
magnetic moment, D is given by Eq. (5.5), ∆V is the volume element of the simulation, and θ is
the tilt angle of the SiNW away from the z axis (approximately 15◦, as measured with scanning
electron microscopy). To calculate P , we summed over all coordinates in the sample volume V .
The calculated signal power is 11 aN2. The agreement with experiment is reasonable given the
absence of free parameters in the calculation. The discrepancy may be due to imperfect adiabatic
inversions or improper positioning of the SiNW tip over the constriction. Were the SiNW tip
actually 200 nm away in the x direction from the center of the constriction, for example, the
calculated signal power is 7 aN2. Although we have not directly measured the magnetic field
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Figure 5.11: Rabi oscillations for an rf current of 42 mA. To determine the period of the Rabi
oscillations, we fit the data to an exponentially decaying cosine. From the measured oscillation
period of 4.25 µs, we determine that B1 = 5.5 mT. Thus, for 67 mA through the constriction, B1
= 8.8 mT.
gradient, our calculations indicate that dBz/dx = 1.2 × 105 T/m at a distance of 80 nm. Since
the gradient falls off rapidly away from the constriction, the polystyrene closest to the SiNW tip
contributes most of the signal power (Fig. 5.9 lower inset). In the future, stronger field gradients in
excess of 106 T/m should be possible with smaller constrictions supporting current densities in the
109 A/cm2 range; such large current densities have been reported in nanoscale metal constrictions
whose size is small compared with the electron mean free path [94].
In summary, we have demonstrated a new route to ultrasensitive MRFM detection using SiNW
rf oscillators and the MAGGIC spin detection protocol. The use of bottom-up nanomechanical
oscillators as force detectors opens the door for lower force noise. Furthermore, the ability to
generate large time-dependent field gradients may enable efficient methods for nanoscale MRI, such
as Fourier or Hadamard encoding. Together, these new tools promise to enhance the sensitivity of
ongoing nanoscale MRI efforts.
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Chapter 6
Nanoscale Fourier transform MRI
The previous chapter presented a method of coupling nuclear spins to the resonant displacement
of a SiNW mechanical oscillator via time-dependent magnetic fields and gradients generated by a
nanoscale metal current-carrying wire, or constriction. The capacity to generate time-dependent
fields and gradients is also a basic requirement for the pulsed manipulation and acquisition schemes
commonly used in inductive MRI. In this chapter we describe a technique that enables nanometer-
scale pulsed Fourier transform magnetic resonance using periodic rf pulses to create temporal
correlations in the statistical polarization of a solid organic sample. The spin density is spatially
encoded by applying a series of intense magnetic field gradient pulses generated by the constriction.
We demonstrate this technique using a SiNW mechanical oscillator as a magnetic resonance sensor
to image proton spins in a polystyrene sample. We obtain a two-dimensional projection of the
sample proton density with approximately 10-nm resolution.
6.1 Introduction
In general, all MRI techniques rely on accurate determination of NMR frequencies through the use
of rf pulses to generate a component of the sample magnetization perpendicular to the external
magnetic field. The coherent precession of the magnetization is measured and Fourier transformed
to yield the sample NMR spectrum. Since its discovery in 1966, pulsed Fourier transform magnetic
resonance [95] has revolutionized both NMR spectroscopy and MRI because it offers dramatically
enhanced sensitivity over continuous-wave methods by allowing the simultaneous measurement
of all spectral components [96]. In acquisition schemes such as Fourier [26, 27] or Hadamard
encoding [87], all components of the sample spectrum are averaged for the entire acquisition period.
When detector noise is the limiting factor, these techniques significantly increase SNR in what is
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known as the multiplex advantage [96] over methods that acquire each element of the spectrum
sequentially.
Despite remarkable progress in improving the resolution of magnetic resonance detection and
imaging to the few nanometer level [13, 16, 17], none of the classic pulsed magnetic resonance
techniques have been applied to nanoscale systems because of two primary challenges. First,
achieving high spatial resolution in nanoscale MRI generally requires intense static magnetic field
gradients [13, 97]. However, the presence of large static gradients makes uniform spin manipula-
tion using rf pulses difficult and complicates NMR spectra. Second, pulsed magnetic resonance
techniques cannot be used per se because statistical spin fluctuations exceed the Boltzmann spin
polarization in nanoscale samples [39, 40]. When the statistical polarization dominates, the pro-
jection of the sample magnetization along any axis fluctuates randomly in time. For objects at the
micrometer scale and above where the Boltzmann polarization dominates, many pulsed magnetic
resonance techniques have been proposed [88] and demonstrated [89–91, 98, 99] in force-detected
experiments.
In the following, we present a new paradigm in force-detected magnetic resonance that over-
comes both challenges to enable pulsed NMR measurements in nanometer-size statistically polar-
ized samples. In this proof-of-concept work, we demonstrate Fourier transform spectroscopy and
imaging with nanoscale resolution by periodically applying rf pulses to create correlations in the
statistical polarization, or spin noise, of a solid organic sample. Gradient pulses for imaging are
generated using ultrahigh current densities in a nanoscale metal constriction, and the spin noise
correlations are recorded for a set of pulse configurations and Fourier transformed to give the spin
density. A SiNW oscillator is used as a magnetic resonance sensor to reconstruct a two-dimensional
projection image of the proton density in a polystyrene sample with roughly 10-nm resolution. We
also show that Fourier transform imaging enhances sensitivity via the multiplex advantage for high
resolution imaging of statistically polarized samples. Most importantly, our protocol establishes a
method by which all other pulsed magnetic resonance techniques can be used for nanoscale imaging
and spectroscopy.
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6.2 Instrumentation
Figure 6.1(a) shows a schematic of the apparatus. A key element of the experiment is an ultrasensi-
tive SiNW force transducer [20], which acts as the magnetic resonance sensor. The SiNW vibrates
in response to the force of interaction between the protons in the sample and the time-varying in-
homogeneous magnetic field produced by a nanometer-size constriction in a current-carrying metal
wire. The sample consists of a thin polystyrene coating on the tip of the SiNW [Fig. 6.1(b)]. The
SiNW used in this study was grown epitaxially on a Si[111] substrate using a controlled-diameter
vapor-liquid-solid approach with silane as a precursor at 600 ◦C [58]. The SiNW was roughly 15 µm
long, with a tip diameter of 50 nm. The fundamental flexural mode had a spring constant k = 150
µN/m, a resonance frequency ω0/2pi = 333 kHz, and an intrinsic quality factor Q = 1.8× 104 at a
temperature of approximately 6 K. The displacement of the SiNW was measured using a polarized
fiber-optic interferometer [20, 22].
The current-carrying wire consists of a lithographically patterned constriction in a Ag film
[Fig. 6.1(c)]. The constriction focuses current passing through the film to densities exceeding
3× 108 Acm−2. Such locally intense current densities generate (1) large time-dependent magnetic
field gradients that couple nuclear spins in the sample to the resonant displacement of the SiNW,
(2) rf magnetic fields to excite magnetic resonance in the sample, and (3) pulsed gradients for
imaging. The constriction used in this study was 240 nm wide and 100 nm thick (see Section
6.7 and Appendix D). Both the SiNW substrate and constriction were cooled to 4.2 K in high
vacuum, and the sample was positioned 40 nm above the center of the constriction. A small
superconducting solenoid provided the static field B0 = 0.183 T along the z direction. We used
the MAGGIC spin detection protocol [22] to measure the longitudinal component of the proton
statistical polarization in the sample near the constriction. In the MAGGIC protocol, an oscillating
electric current through the constriction generates a magnetic field gradient that alternates at the
SiNW resonance frequency. The force of interaction between the spins in the sample and the
alternating inhomogeneous magnetic field induces an A˚ngstrom-scale vibration of the SiNW, which
is measured using the optical interferometer.
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Figure 6.1: Experimental apparatus. (a) Schematic of the experimental setup. A SiNW coated
with polystyrene was positioned near the constriction in a Ag current-carrying wire. The locally
high current density through the constriction generates intense fields and gradients used for readout,
spin manipulation, and spatial encoding. During imaging, the spin density was encoded along
contours of constant Larmor and Rabi frequency, which are illustrated as blue and green lines,
respectively. (b) Scanning electron micrograph of a representative SiNW and polystyrene coating
prepared in the same manner as the SiNW and sample used in this study. The actual SiNW and
sample used here were not imaged to avoid electron damage. The dashed lines indicate the outer
diameter of the SiNW. (c) Scanning electron micrograph of the constriction used in this study. The
constriction is 100 nm thick and 240 nm wide.
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Figure 6.2: Spin noise encoding. (a) Periodic encoding pulses are inserted in the MAGGIC
protocol every τp. For the free-precession measurement, the sequence consists of two adiabatic half
passages (AHP) separated by an evolution period te. (b) Illustration of the pulse sequence showing
the evolution of a spin initially oriented along the z axis.
6.3 Spin noise encoding
Fourier transform imaging and spectroscopy involve measuring the transverse component of the
sample magnetization as it precesses around an external magnetic field after an rf excitation pulse.
To accomplish this using the MAGGIC protocol, we used an encoding pulse sequence that is related
to a Ramsey fringe measurement [100], which projects the coherent evolution of the magnetization
onto the longitudinal axis. The sequence consists of an adiabatic half passage (AHP) [25], an
evolution period te, and a time reversed AHP [Fig. 6.2(a)]. The first AHP rotates the spins away
from the z axis onto the xy plane. During the period te, the spins precess about B0. The second
AHP, which is phase shifted by φ(te) = −γB0te relative to the first AHP, projects the magnetization
back onto the z axis [Fig. 6.2 (b)]. Here γ/2pi = 42.6 MHz/T is the proton gryomagnetic ratio. The
time-dependent phase shift creates a longitudinal projection that oscillates at the Larmor frequency
as te varies.
Because the statistical polarization fluctuates randomly, the encoding has no effect on the mean
or variance of the polarization. If, however, the sequence is inserted repeatedly (e.g., every τp, where
1/τp is the repetition rate) in the MAGGIC protocol, the encoding creates measurable correlations
in the force signal, provided that τp  τm, where τm is the statistical spin correlation time. In
Section 6.7, we show that the time-averaged autocorrelation R¯ff (τp, te) of the force signal at lag
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τp is
R¯ff (τp, te) =
e−
τp
τm µ2D2
2
∫
drρ(r)G2(r)M(te, r). (6.1)
Here, µ is the spin magnetic moment, D is the MAGGIC gradient modulation duty cycle [22], ρ(r)
is the spin density, G(r) is the gradient modulation strength, and M(te, r) describes the effect of
the encoding. In particular, M(te, r) = 1 − 2Pflip(te, r), where Pflip(te, r) is the probability for
a spin located at r to reverse its orientation after a single encoding sequence. For example, if a
single encoding pulse has a unit probability to invert the spin, then M(te, r) = −1; if the encoding
pulse has no effect on the spin orientation, M(te, r) = 1. The method presented here of measuring
correlations in the spin noise is related to previous spectroscopic approaches [40, 86, 101, 102],
which correlate the polarization before and after an encoding pulse.
For the encoding sequence described above, M(te, r) = Ev(te) cos(γB0te). The free precession
will decay with an envelope Ev(te) due to the fluctuating local fields experienced by the spins. To
verify the encoding procedure, we measured the Larmor precession of the statistical polarization by
sweeping te [Fig. 6.3(a)]. The decay envelope is well described by a Gaussian: Ev(te) = e
−(te/T ∗2 )2
with T ∗2 = 14 µs [Fig. 6.3(b)], consistent with previous measurements in polystyrene [103]. By
cosine transforming the data, we obtain the NMR spectrum of our statistically polarized sample
[Fig. 6.3(b)].
6.4 Fourier transform imaging
The essential feature of the free-precession encoding is the use of repeated, identical pulse sequences
to induce correlations in the spin noise. Such a paradigm permits the use of established pulsed
magnetic resonance techniques not only for spectroscopy, but also for imaging of statistically po-
larized samples. Fourier encoding, for example, uses a pulsed gradient during the free precession
to encode the location of a spin in the phase or frequency of its Larmor precession. With the use of
the constriction, which enables the generation of pulsed gradients, this technique can be adapted
for nanoscale imaging.
Static current through the constriction produces a strong gradient in the x direction of the
total field Btot(r). Additionally, rf current through the constriction at frequency γB0 produces
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Figure 6.3: Free precession in a statistically polarized sample. (a) Autocorrelation of the force
signal Rff (τp, te) and fit to a cosine. (b) Amplitude of the free precession and fit to a Gaussian.
From the fit, we infer that T ∗2 = 14 µs. Inset: Proton NMR spectrum of the statistically polarized
sample.
a field in the rotating frame B1(r) = Bx(r)/2, which varies strongly in the z direction. These
two independent gradients enable spatial encoding in two dimensions [Fig. 6.1(a)]. To simplify
notation, we set u ≡ ωRabi(r) = γB1(r) and v ≡ ωLarmor(r) = γB0(r). Because neither u nor v
vary appreciably with respect to y over the dimensions of the sample for fixed x and z, we make
the reasonable assumptions that both u and v are independent of y for the purposes of imaging,
i.e., u(r) = u(x, z) and v(r) = v(x, z).
To encode the spin density along v contours, a pulse sequence similar to the free-precession
sequence is used, except that a static gradient pulse of length tv is applied during the evolution
period [Fig. 6.4(a)]. To encode along u contours, an rf pulse of length tu with center frequency
γB0 is used to nutate spins about the effective field in the rotating frame by an angle γB1(r)tu. By
incrementing the gradient pulse lengths, we record the Fourier transform of the two-dimensional
projection of the spin density.
For the sequence discussed above, M(tu, tv, r) = Eu(tu)Ev(tv) cos(u(r)tu) cos(v(r)tv), where
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Figure 6.4: Two-dimensional MRI of the polystyrene sample. (a) Image encoding sequence. In the
v encoding step, the spins precess in the presence of a gradient for a time tv. In the u encoding
step, the spins precess about the effective field in the rotating frame for a time tu. (b) Raw data.
Cross-sections corresponding to Rff (τp, 0, tv) and Rff (τp, tu, 0) are shown. (c) Signal density in
the (u, v) coordinate system obtained by cosine transforming the raw data. The arrow indicates
the position of γB0/2pi. (d) Real-space reconstruction of the projected spin density. The SiNW
and gold catalyst are clearly visible through the polystyrene in the image as a reduction in the spin
density. The cross-sections above and to the right of the image are taken along the lines indicated
by the arrows. (e) Simulated signal density in (u, v) space calculated for the sample and SiNW
geometry shown in Fig. 6.1(b). (f) Real-space reconstruction of the simulation in (e).
Eu(tu) describes the transverse spin relaxation in the rotating frame.
1 Hence,
R¯ff (τp, tu, tv) =
e−
τp
τmEu(tu)Ev(tv)µ
2D2
2
∫
dudv p(u, v) cos(utu) cos(vtv), (6.2)
where p(u, v) = G2(u, v)J(u, v)
∫
dyρ(y, u, v) is the projected signal density in the (u, v) coordinate
system, and J(u, v) is the Jacobian of the (x, z) → (u, v) coordinate transformation. We have
also assumed that the gradient is independent of y for fixed x and z in the sample, i.e., G(r) =
dBz(x, z)/dx.
To record an image, Rff (τp, tu, tv) was measured for 305 different (tu, tv) configurations [Fig.
1Eu(tu) could not be measured in the present experiment because the constriction produces a highly inhomoge-
neous rf field.
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6.4(b)]. The data were cosine transformed to obtain the frequency-space projection of the proton
density [Fig. 6.4(c)] and the real-space representation of the proton density [Fig. 6.4(d)] (see Section
6.7). The reconstructed spin density strongly resembles the expected shape of the polystyrene
coating [Fig. 6.1(b)]. The SiNW and the gold catalyst particle are clearly visible through the
polystyrene in the image as a reduction in the spin density. Figures 6.4(e) and 6.4(f) are simulations
based on the expected shape of the sample [Fig. 6.1(b)]. Both simulations appear qualitatively
similar to the actual data and image.
To determine the spatial resolution in the image, we simulated the image from a point source
located near the tip of the sample and find the resolution in the x and z directions to be approx-
imately 10 nm and 15 nm, respectively. The spatial resolution is best at the tip of the sample
where the gradients from the constriction are the largest (see Setion 6.7). The maximum imaging
gradients in this study were 2.0 × 105 Tm−1 in z for 56 mA of current through the constriction
and 1.4× 105 Tm−1 in x for 20 mA of current through the constriction. The v encoding pulse was
limited to 20 mA to avoid artifacts from the strong transverse field produced by the constriction
during the gradient pulse (22 mT at the tip of the sample for 20 mA). In the future, such artifacts
can be avoided by increasing B0. Nonetheless, these gradients are more than 10
4 times stronger
than the highest gradients used in inductive MRI [104]. During the readout, the peak gradient
was approximately 5.0 × 105 Tm−1 for 71 mA (limited by our amplifiers) of current through the
constriction, corresponding to a current density of 3.0× 108 Acm−2.
While the primary aim of the present study is to demonstrate a new technique for nanoscale
pulsed magnetic resonance, the spatial resolution achieved here is comparable to the best resolution
obtained in nanoscale MRI [13]. Here, the resolution could be improved by working at higher static
magnetic field strengths, which would enable stronger v encoding pulses. In addition, the readout
gradient could likely be increased by several times, which would potentially improve the SNR and
resolution by a considerable amount. We have successfully tested several smaller constrictions
that we have fabricated at current densities larger than 109 Acm−2 without failure. We typically
observe, however, that SiNWs experience a small increase in force noise during operation of the
constriction. The origin of this excess force noise is not totally clear but appears to be electrostatic
in nature. To achieve the best SNR, this excess noise should be minimized to enable working at
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high current densities.
6.5 Sensitivity
When the measurement is dominated by detector noise, multiplexed techniques, such as Fourier
transform methods, greatly enhance sensitivity by allowing the simultaneous acquisition of mul-
tiple spectral components. In general, such methods improve sensitivity by a factor of
√
N over
sequential-point methods, where N is the number of image points. This sensitivity boost is known
as the multiplex advantage [96]. For inductive MRI of thermally polarized samples, the dominant
noise source is voltage noise from the receiver circuitry, and Fourier encoding is commonly em-
ployed as an efficient method of imaging [28]. The multiplex advantage has also been exploited
for force-detected NMR and MRI of thermally polarized samples [89–91, 98, 99], where force noise
dominates.
If, however, the object of interest is statistically polarized, as is the case for nanometer-size
samples, spin noise contributes to the total noise [41], and a new analysis is required. Below,
we argue that for high resolution imaging of statistically polarized samples, the detector noise
effectively dominates the total noise for small voxel sizes. In this case, the multiplex advantage still
holds, and Fourier transform techniques offer a significant sensitivity boost for nanoscale MRI.
In Section 6.7 we show that, in d dimensions, the average SNR of an image acquired via Fourier
encoding is
SNR = e−
τp
τm
(
2dNA¯τp
T
+
2dNSF
Tσ2spin
+
2dNS2F
4Tτpσ4spin
)− 1
2
. (6.3)
Here, σ2spin is the variance of the spin component of the force signal from the entire sample, SF is
the oscillator force noise power spectral density, T is the averaging time per point, and A¯, which is
approximately 2 for the present experiment, characterizes the average error in the autocorrelation
integrated over the sample. Spin relaxation effects have been neglected in the above estimate. For
comparison, the average SNR of an image in which each voxel is measured sequentially is
SNRpoint =
(
2τm
T
+
2S2FN
2
Tτmσ4spin
+
2SFN
Tσ2spin
)− 1
2
. (6.4)
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Equation (6.4) assumes that the signal in each voxel is the same (see Section 6.7).
In both Eqs. (6.3) and (6.4), the first term in the parentheses represents the spin noise, the
second term represents the oscillator force noise, and the last term is the covariance of the force
noise and the spin noise. In Fourier encoding, the force noise contribution scales more favorably
with N than in sequential-point imaging because all voxels in the image are measured N times,
compared with only once in the sequential-point case. This sensitivity enhancement exemplifies the
multiplex advantage when detector noise dominates. The spin noise contribution, however, scales
less favorably with N in Fourier encoding, because spin noise from the entire sample contributes
to every data point.
When the number of image points is large enough such that the force noise significantly exceeds
the spin noise per voxel, i.e., when NSF /2τmσ
2
spin  1, then SNRpoint ∝ 1/N , in contrast to
Fourier encoding, where SNR ∝ 1/√N . In this regime, the detector noise (i.e., force noise)
effectively dominates, and Fourier encoding can be expected to offer better sensitivity. The present
experiment, for example, benefited from multiplexing, because σ2spin ≈ 300 aN2, SF ≈ 10 aN2Hz−1,
and NSF /2τmσ
2
spin ≈ 13.
6.6 Conclusion
In this work, we have demonstrated nanoscale pulsed Fourier transform magnetic resonance spec-
troscopy and imaging. Our technique relies on creating correlations in the spin noise of a nanoscale
sample using rf and gradient pulses generated by a metal constriction. We have also argued that
our technique provides a sensitivity enhancement for high resolution nanoscale imaging via the
multiplex advantage.
We conclude by noting several possible extensions of our work. First, our technique could be
readily extended to enable full three-dimensional encoding with constrictions capable of producing
two orthogonal static gradients. A small coil could also be used to generate a uniform rf field in
the sample, which would enable the use of solid state decoupling sequences, such as the magic
sandwich [99]. These pulse sequences could be used for high resolution spectroscopy and would
permit longer encoding times and better spatial resolution in imaging. Such a coil, together with
gradient pulses from the constriction, could also be employed to perform nanoscale tomography.
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More generally, our approach serves as a model for leveraging these and other sophisticated pulsed
magnetic resonance tools to aid nanoscale MRI in its progress toward atomic-scale imaging.
6.7 Supplemental material
6.7.1 Fabrication of the constriction
The constriction was fabricated on a single-crystal MgO (100) substrate using a liftoff process with
electron beam lithography and an MMA/PMMA resist bilayer. AquaSAVE (Mitsubishi Rayon Co.,
Ltd.) was used as a conductive layer on top of the resist. Ag was deposited via ultrahigh vacuum
electron beam evaporation. The MgO surface, because it is hygroscopic, was cleaned briefly by
argon ion milling in situ before deposition.
Conventional photoresist delaminated from the MgO surface during aqueous development,
so the contact pads and leads were defined using deep-ultraviolet optical lithography and an
MMA/PMMA resist bilayer. The same deposition and liftoff procedure used for the constric-
tion was used for the pads and leads. Thin copper wires were gap welded to the pads for good
electrical contact. The substrate was diced and polished to ensure that the constriction was within
30 µm of the substrate edge to allow an unobstructed optical path between the SiNW and the
optical fiber. See Appendix D for further details on the fabrication of the constrictions.
6.7.2 Derivation of the time-averaged autocorrelation
We derive Eq. (6.1). Consider a set of nuclear spins constituting the sample, which evolve in
time under the influence of statistical fluctuations and encoding pulses. The output of our lock-in
amplifier is the (time-dependent) rms amplitude of the force exerted on the SiNW by the spins:
f(t) =
D√
2
Nspins∑
i=1
µiGimi(t). (6.5)
Here, µi is the spin magnetic moment, Gi is the peak gradient experienced by the i
th spin, D is the
duty cycle of the MAGGIC readout [22], and mi(t) is a variable taking on the values ±1 describing
the orientation of the ith spin as it evolves in time.
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The time-averaged (non-normalized) autocorrelation of the force signal at lag τp is
R¯ff (τp) = lim
T→∞
1
T
∫ T
0
dtf(t)f(t− τp) (6.6)
= lim
T→∞
D2
2T
∫ T
0
dt
Nspins∑
i=1
Nspins∑
j=1
µ2GiGjmi(t)mj(t− τp) (6.7)
= lim
T→∞
D2
2
Nspins∑
i=1
Nspins∑
j=1
µ2GiGj
1
T
∫ T
0
dtmi(t)mj(t− τp) (6.8)
= lim
T→∞
D2
2
Nspins∑
i=1
Nspins∑
j=1
µ2GiGjδi,j
1
T
∫ T
0
dtmi(t)mi(t− τp) (6.9)
=
D2
2
Nspins∑
i=1
µ2G2i R¯mm,i(τp) (6.10)
≈ µ2D
2
2
∫
drρ(r)G2(r)R¯mm(τp, r). (6.11)
We have made use of the fact that statistical flips between different spins are independent in the
4th equality, and in the last equality, we have passed into the continuum limit, where ρ(r) is the
spin number density, and G(r) is the peak value of the gradient. Note that
R¯mm(τp, r) = lim
T→∞
1
T
∫ T
0
dtm(r, t)m(r, t− τp) (6.12)
= 〈m(r, t)m(r, t− τp)〉 (6.13)
= P+(r)− P−(r), (6.14)
where P+(r) is the probability that m(r, t) = +m(r, t + τp), and P−(r) is the probability that
m(r, t) = −m(r, t+ τp). Note also that
P+(r)− P−(r) = PevenPno flip(r) + PoddPflip(r)− PoddPno flip(r)− PevenPflip(r), (6.15)
where Peven is the probability for an even number of statistical flips during τp, Podd is the probability
for an odd number of statistical flips, Pflip(r) is the probability for the spin located at r to have
reversed its orientation after an encoding sequence, and Pno flip(r) is the probability for no change
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in orientation after an encoding sequence. Since Pno flip(r) = 1− Pflip(r),
P+(r)− P−(r) = (Peven − Podd)(1− 2Pflip(r)). (6.16)
Assuming that the statistical fluctuations obey Poisson statistics [105], Peven = (1 + e
−τp/τm)/2,
and Podd = (1− e−τp/τm)/2. Hence,
R¯mm(τp, r) = e
−τp/τmM(r), (6.17)
where M(r) = 1− 2Pflip(r) describes the effect of a single encoding pulse on the spin at r. M(r)
depends on any parameters that affect Pflip(r), such as the pulse length or amplitude, for example.
6.7.3 Image reconstruction
Here we describe the mathematical image reconstruction procedure for a two-dimensional data
set. The generalization to other dimensions is straightforward. Recall from the main text that
R¯ff (τp, tu, tv) =
e−τp/τmµ2D2
2
∫
dudv p(u, v) cos(utu) cos(vtv), where p(u, v) = G
2(u, v)J(u, v)
∫
dy×
ρ(y, u, v) is the projected signal density in the (u, v) coordinate system, and J(u, v) is the Jacobian
of the (x, z)→ (u, v) coordinate transformation. (We have here neglected the effects of relaxation,
which will be considered in a later section.) By incrementing the pulse lengths tu = ku∆tu,
with ku = 0, 1, . . . , Nu − 1, and tv = kv∆tv, with kv = 0, 1, . . . , Nv − 1, we may record a series
R¯k = R¯ff (τp, ku∆tu, kv∆tv), where k = (ku, kv). A discrete cosine transformation (DCT) may be
applied to the data to recover the spin density. Setting umax = pi/∆tu and vmax = pi/∆tv, the
appropriate transformation is the DCT-I [106]:
˜¯Rn =
2
umax
2
vmax
Nu−1∑
ku=0
Nv−1∑
kv=0
R¯kw(k) cos
(
pinuku
Nu − 1
)
cos
(
pinvkv
Nv − 1
)
, (6.18)
where n = (nu, nv), and the weighting function is
w(k) =
 1/2 if ku = 0 or Nu − 11 otherwise
×
 1/2 if kv = 0 or Nv − 11 otherwise
 . (6.19)
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As Nu, Nv →∞, ˜¯Rn → e
−τp/τmµ2D2
2 p
(
nu
Nu−1umax,
nv
Nv−1vmax
)
.
In the experiment, the pulse interval was τp = 11 ms, and the spin correlation time was τm ≈ 400
ms. To record an image, Rff (τp, tu, tv) was measured for 305 different (tu, tv) configurations and
averaged for 29 minutes per point. The u encoding pulse was stepped in increments of 0.26 µs up
to 5.2 µs, and the v encoding pulse was stepped in increments of 0.625 µs up to 10.6 µs. The data
were zero padded by a factor of 4 in each dimension. The DCT-I was used to recover the signal
density p(u, v). To suppress noise, all negative values of p(u, v) were set to zero. To obtain the
(x, z)-space representation of the image, p(u, v) was divided by G2(u, v)J(u, v), and the coordinates
were transformed from (u, v) to (x, z). The magnetic field distribution from the constriction was
calculated using COMSOL Multiphysics (COMSOL, Inc.) and was used to obtain G(u, v), J(u, v),
and the (u, v)↔ (x, z) coordinate transformation.
To generate the simulations, R¯ff (τp, tu, tv) was calculated for each (tu, tv) point using the
calculated magnetic field distribution and the profile of a SiNW tip and polystyrene coating [Fig.
6.1(b)] prepared in the same fashion as the tip and sample used in this study. The actual sample
used here was not imaged in a scanning electron microscope to avoid electron beam damage.
6.7.4 Spatial resolution
In the image, the voxel size increases with distance from the constriction (Fig. 6.5) because the
magnetic field gradients are strongest near the constriction. In (u, v) space, however, the voxel
dimensions are constant: ∆u = (2T−1u ) and ∆v = (2T−1v ), where Tu and Tv are the maximum u and
v evolution times during the encoding. Because the constriction generates nonuniform gradients,
the spatial resolution varies in real space. Neglecting the effects of spin relaxation, the minimum
voxel dimensions in real space can be estimated as ∆x ≈ (2Tvvx,max)−1 and ∆z ≈ (2Tuuz,max)−1.
Here vx,max2pi/γ and uz,max2pi/γ are the maximum imaging gradients experienced by the sample,
which were 2.0× 105 Tm−1 in z for 56 mA of current through the constriction and 1.4× 105 Tm−1
in x for 20 mA of current through the constriction.
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Figure 6.5: Schematic illustrating the dependence of the voxel size on distance from constriction.
The field contours displayed are the actual contours used for imaging. The voxel size is the smallest
and the spatial resolution is the best at the tip of the sample. The magnetic field gradients used
for imaging are strongest at the point in the sample closest to the constriction.
6.7.5 Error in measurement of the autocorrelation
In practice, the measured value of the autocorrelation is the expected value plus random noise:
Rk = R¯k + rk. Noise in the raw data produces noise in the image: R˜n =
˜¯Rn + r˜n. Here we
compute the expected value of the noise in the data rk, and in the next section we will compute
the average value of the noise in the image r˜n. We assume that the force signal f(t) is digitized
much more rapidly than τp and that all samples between consecutive pulses are averaged together.
The signal is thus filtered synchronously with the encoding using a convolution filter [41] with time
constant τp. Hence a continuous record of the measured signal sk(t) = fk(t) + n(t) containing the
desired force signal fk(t) and random instrumentation noise n(t) spanning a time T becomes a
discrete set of points sk,i(t) = fk,i + ni, where i = 0, 1, . . . , Npts − 1, and Npts = T/τp. We have
retained the index k to indicate the encoding pulse configuration, and the index i is associated
with a point in time. The autocorrelation is
Rk =
1
Npts
Npts−1∑
i=0
sk,isk,i+1 (6.20)
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=
1
Npts
Npts−1∑
i=0
fk,ifk,i+1 + nini+1 + fk,ini+1 + nifk,i+1. (6.21)
Only the first term 1Npts
Npts−1∑
i=0
fk,ifk,i+1 has a nonvanishing average value. However, all of the
terms have a nonzero variance. It can be shown, using the results of Refs. [41, 107, 108] that
var
 1
Npts
Npts−1∑
i=0
nifk,i+1
 = var(ni)var(fk,i)
Npts
(6.22)
=
(SF /2τp)σ
2
spin
T/τp
(6.23)
=
SFσ
2
spin
2T
, (6.24)
var
 1
Npts
Npts−1∑
i=0
nini+1
 = var(ni)2
Npts
(6.25)
=
(SF /2τp)
2
T/τp
(6.26)
=
S2F
4Tτp
, (6.27)
and
var
 1
Npts
Npts−1∑
i=0
fk,ifk,i+1
 = var(fk,i)2τp
T
∞∑
j=−∞
ρ¯2k,j + ρ¯k,j−1ρ¯k,j+1 (6.28)
=
σ4spinτp
T
∞∑
j=−∞
ρ¯2k,j + ρ¯k,j−1ρ¯k,j+1 (6.29)
= Ak
σ4spinτp
T
, (6.30)
where var(· · ·) indicates the variance of the quantity in parentheses,
σ2spin =
µ2D2
2
∫
drρ(r)G2(r), (6.31)
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is the variance of the spin component of the force signal, and
ρ¯k,j = R¯ff (jτp, ku∆tu, kv∆tv)/σ
2
spin (6.32)
=
∫ vmax
0 dv
∫ umax
0 du p(u, v) cos
j
(
pikuu
umax
)
cosj
(
pikvv
vmax
)
∫ vmax
0 dv
∫ umax
0 du p(u, v)
(6.33)
is the time-averaged normalized autocorrelation of the force signal at lag jτp. The quantity Ak =
∞∑
j=−∞
ρ¯2k,j+ρ¯k,j−1ρ¯k,j+1 characterizes the average error in the non-normalized autocorrelation [108].
Putting it all together,
r2k = Ak
σ4spinτp
T
+
SFσ
2
spin
T
+
S2F
4Tτp
. (6.34)
6.7.6 Image signal-to-noise
The orthogonality relation for the DCT-I is
Nu−1∑
nu=0
Nv−1∑
nv=0
a2(n) cos
(
pikunu
Nu − 1
)
cos
(
pik′unu
Nu − 1
)
cos
(
pikvnv
Nv − 1
)
cos
(
pik′vnv
Nv − 1
)
=
Nu − 1
2
Nv − 1
2
δk,k′ ×
 2 if ku = 0 or Nu − 11 otherwise
×
 2 if kv = 0 or Nv − 11 otherwise
 , (6.35)
where
a(n) =
 1/
√
2 if nu = 0 or Nu − 1
1 otherwise
×
 1/
√
2 if nv = 0 or Nv − 1
1 otherwise
 . (6.36)
Making use of Parseval’s Theorem for the DCT-I,
1
(Nu − 1)(Nv − 1)
Nu−1∑
nu=0
Nv−1∑
nv=0
a2(n)r˜2n =
2
u2max
2
v2max
Nu−1∑
ku=0
Nv−1∑
kv=0
w(k)r2k
=
2(Nu − 1)
u2max
2(Nv − 1)
v2max
(
A¯
σ4spinτp
T
+
SFσ
2
spin
T
+
S2F
4Tτp
)
. (6.37)
Here A¯ = 1Nu−1
1
Nv−1
Nu−1∑
ku=0
Nv−1∑
kv=0
w(k)Ak. Note that w(k) appears only to the first power to account
for the normalization factor in Eq. (6.35). For the current experiment, we estimate that A¯ ≈ 2.
A useful quantity to calculate is the average SNR in the image, which we define as the average
signal divided by the root-mean-square noise. The average variance in the image is given by Eq.
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(6.37), and the average signal is e−τp/τmσ2spin/umaxvmax. Hence, the average SNR in d dimensions
is:
SNR = e−τp/τm(Nu − 1)−1/2(Nv − 1)−1/2
(
2dA¯τp
T
+
2dSF
Tσ2spin
+
2dS2F
4Tτpσ4spin
)−1/2
(6.38)
≈ e−τp/τm
(
2dNA¯τp
T
+
2dNSF
Tσ2spin
+
2dNS2F
4Tτpσ4spin
)−1/2
, (6.39)
provided that Nu  1 and Nv  1, and where N = NuNv.
For comparison, the SNR of a sequential-point image may be calculated using the results of
Ref. [41]. Assuming that the signal per voxel is σ2spin/N , where N is the total number of points,
the noise energy in each voxel is 2τmT
(
σ4spin
N2
+
2S2F
4τ2m
+
2SF σ
2
spin
2τmN
)
. Hence,
SNRpoint ≈
σ2spin
N
(
2τm
T
)−1/2(σ4spin
N2
+
2S2F
4τ2m
+
2SFσ
2
spin
2τmN
)−1/2
(6.40)
=
(
2τm
T
+
2S2FN
2
Tτmσ4spin
+
2SFN
Tσ2spin
)−1/2
. (6.41)
6.7.7 Spin relaxation
We now discuss the effects of spin relaxation on spatial resolution and SNR. Expanding on Eq.
(6.18) and dropping the overall factor of e−τp/τmµ2D2/2:
˜¯Rn =
2
umax
2
vmax
Nu−1∑
ku=0
Nv−1∑
kv=0
R¯kw(k) cos
(
pinuku
Nu − 1
)
cos
(
pinvkv
Nv − 1
)
(6.42)
=
∫ vmax
0
dv
∫ umax
0
du p(u, v)
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umaxvmax
(6.43)
×
Nu−1∑
ku=0
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w(k) cos
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cos
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cos
(
pinvkv
Nv − 1
)
cos
(
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=
∫ vmax
0
dv
∫ umax
0
du p(u, v)g(u, v, u′, v′) (6.44)
≈ p(u′, v′), (6.45)
where g(u, v, u′, v′) = 4umaxvmax
Nu−1∑
ku=0
Nv−1∑
kv=0
w(k) cos
(
pinuku
Nu−1
)
cos
(
pinuu
umax
)
cos
(
pinvkv
Nv−1
)
cos
(
pinvv
vmax
)
, u′ =
nuumax/(Nu−1), and v′ = nvvmax/(Nv−1). Note that g(u, v, u′, v′)→ δ(u−u′, v−v′) as Nu, Nv →
∞. Note also that ∫ vmax0 dv′ ∫ umax0 du′g(u, v, u′, v′) = 1. The kernel g(u, v, u′, v′) is strongly peaked
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about u = u′ and v = v′ and defines the impulse response of the image transformation and the
resulting spatial resolution.
With regard to spatial resolution, the effect of spin relaxation is to modify the shape of the ker-
nel: g → 4umaxvmax
Nu−1∑
ku=0
Nv−1∑
kv=0
w(k)E(k) cos
(
pinuku
Nu−1
)
cos
(
pinuu
umax
)
cos
(
pinvkv
Nv−1
)
cos
(
pinvv
vmax
)
, where E(k)
describes the effect of spin relaxation. E(k) is expected to be of the form E(k) = e−(ku∆tu/T
∗
2ρ)
2 ×
e−(kv∆tv/T ∗2 )2 , where T ∗2ρ is the transverse spin relaxation time in the rotating frame. Provided that
E(0) = 0, as is usually the case, the average value of the signal density is preserved. The form
of E(k) affects the shape of g(u, v, u′, v′) and hence the spatial resolution. In general, E(k) → 0
as |k| → ∞. The more rapidly E(k) decays, the broader g(u, v, u′, v′) becomes. Spin relaxation
affects SNR via Ak → AkE2(k). Although the spatial resolution in the image degrades the more
rapidly E(k) decays to zero, the SNR can be expected to improve slightly because of the reduced
spin noise.
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Chapter 7
Conclusion and future research
In this dissertation we have described new techniques for nanoscale MRI. We have demonstrated
methods, which enable (1) the use of SiNW oscillators as ultrasensitive force transducers for mag-
netic resonance detection and (2) the use of pulsed magnetic resonance techniques for nanoscale
imaging and spectroscopy. Using a SiNW oscillator, a nanoscale metal constriction for the gen-
eration of intense gradient pulses, and a novel spin noise encoding protocol, we have performed
two-dimensional Fourier transform MRI with roughly 10-nm spatial resolution. It is hoped that
the results presented here will improve sensitivity in nanoscale MRI through the use of SiNW os-
cillators and point a way for future experiments by providing a method by which all other pulsed
magnetic resonance techniques can be used for nanoscale samples. Here we discuss a few of these
techniques and how they might be applied in force-detected magnetic resonance experiments.
7.1 Three-dimensional imaging and tomography
Full-volume three-dimensional imaging could be implemented with constrictions capable of pro-
ducing static gradients in two orthogonal directions (Fig. 7.1). In addition to the u and v contours
discussed in Ch. 6, an orthogonal static gradient could be generated using a cross-shaped con-
striction to enable imaging along w contours. The encoding sequence would be a straightforward
extension of what we have demonstrated in Ch. 6.
In addition, a small rf coil (∼ 100 µm in diameter) could be placed near the sample, which would
enable global uniform spin rotations, since the rf field generated by the coil would be homogeneous
throughout the sample. Such a coil would enable nanoscale tomography, or slice selection, via the
pulse sequence shown in Fig. 7.2. Slice selection is commonly used in clinical MRI, because many
objects of interest have approximate symmetry in one or more dimensions, and the entire three-
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RF
u gradient
u encode
u encode
v encode
v encode
w encode
w encode
v gradient
w gradient
90 90 90 90
Figure 7.1: Illustration of a three-dimensional encoding sequence. An rf gradient pulse and
two successive orthogonal static gradients could be applied to perform three-dimensional Fourier
transform imaging. Samples in future experiments are likely to be biolmolecules attached to the
SiNW tip.
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u gradient
u encode v encodeslice
 select
v gradient
w gradient
90°180° 90
Figure 7.2: Illustration of a slice selection protocol. A single w contour is selected through the
application of a gradient during an rf excitation pulse. Only spins resonant with the rf pulse on a
particular w contour will contribute to the image.
dimensional dataset need not be acquired to obtain the required information. A similar technique
would no doubt be useful for nanoscale objects as well.
7.2 Solid state decoupling and spectroscopic contrast
Magnetic resonance imaging usually involves measuring NMR frequencies of protons in water.
Nuclear spins in liquids experience motional averaging of anisotropic magnetic interactions and
exhibit much longer T2 relaxation times and correspondingly sharper resonance line shapes than
spins in solids [24]. A wide variety of NMR pulse sequences exist to“decouple” neighboring solid
state spins from each other to improve coherence times [1]. Such sequences could be used for
nanoscale MRI, where samples must be in the solid state to minimize molecular Brownian motion.
Extended coherence times could be used for longer evolution times during imaging, which would
enable better spatial resolution. In addition, longer coherence times would enable nanometer-scale
NMR spectroscopy. One example of such a sequence, which could be employed both for imag-
ing and spectroscopy, is the “magic sandwich” [24], which refocuses dephasing from homonuclear
dipolar interactions. The magic sandwich is used in conventional solid state MRI [109], and has
been demonstrated in force-detected magnetic resonance measurements [99] of micron-scale ther-
mally polarized samples. Figure 7.3 illustrates a possible protocol using the magic sandwich for
nanometer-scale force-detected magnetic resonance.
Conventional MRI contrast techniques could also be implemented in a similar fashion. For ex-
ample, a T2-weighted image could be acquired by inserting a delay period between the rf excitation
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u gradient
u encode v encode
with dipolar echo
v gradient
(90°)
x
(90°)
x
(90°)y (90°)-y
x -x
Figure 7.3: Illustration of a two-dimensional imaging protocol using the magic sandwich.
pulses and the gradient pulse in Figs. 7.3 or 7.2, for example. If a subset of the sample experiences
a short T2, and if the delay is comparable to this dephasing time, areas of the sample containing
these fast-relaxing spins will contribute only slightly to the overall signal and will appear dark in
the final image.
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Appendix A
Instructions for the approach
mechanism on the room temperature
microscope
Alignment procedure
1. Set up the mounting plate on the optical table under a stereo microscope. Connect the
outputs from the high voltage piezo walker power supplies to the CMR connector for the rail
walker. Manually slide the rail walker back on the rail.
2. Attach the sample onto the piezo tube using the small 0-80 tapped holes. Connect any sample
wires. The actual sample surface must be grounded during approach. If it is not grounded,
the SiNW will not be able to touch the surface.
3. Place the SiNW piezo stack mount in the jig, and clip the SiNW chip in place.
4. Remove piezo stack mount from jig, and screw it into translation stage. The translation stage
has an angle adapter, which holds the piezo mount at a slight tilt to ensure that the edge of
the chip with the SiNWs contacts the sample first.
5. Screw the angle bracket into the mount plate, and secure the CMR connectors inside the
angle bracket with the set screws.
6. Walk the sample in to within approximately 100-200 µm of the SiNW chip. Use the translation
stage to adjust the height and lateral position of the SiNW chip. The edge of the SiNW chip
should be just below the edge of the sample. Walk the sample to approximately 50 µm away
from the chip or until the direction of the tilt can be observed. Retract the sample, slightly
loosen the screws holding the angle bracket, slowly rotate the angle bracket by hand, and
retighten.
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7. When the SiNW chip and sample are properly aligned, walk the sample back, and transfer
the mounting plate to the microscope. Plug in CMR connectors with matching connectors in
the microscope.
8. Use the picomotor to translate the microscope stage up to focus on the SiNW chip.
9. Put on the vacuum can and tighten clamps.
10. Screw on the long lifting bars onto the microscope flange.
11. Unscrew the microscope from its working support frame. With two people, one on either
side of the optical table, gently lift up the microscope and transfer it over to the vibration
isolation table. Clamp the microscope into the pump port, and loosen the fixtures on the
vibration isolation table. Make electrical connections and secure the cables. Begin pumping
through the compensated bellows.
12. Once the SiNW of interest is located, slowly walk in the sample, and begin the desired
approach routine.
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Rail walker
Piezo mount
Mount plate
Angle 
bracket
Translation 
stage
(a)
(b) (d)
(c)
Piezo 
mount
NW 
chip
The walker 
slides on this 
rail
sample
Piezo 
tube
Screws go 
into this 
piece
Figure A.1: (a) Top view of the room temperature approach apparatus showing the sample
approach mechanism and SiNW chip holder. (b) Side view. (c) Angled view. (d) Zoom in showing
SiNW chip and sample.
working 
frame
vibration 
isolation 
table
compensated 
bellows
(a) (b)
Figure A.2: (a) Photograph of the sample approach mechanism and SiNW chip holder in the
microscope. (b) Photograph of the vibration isolation table and compensated bellows.
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Appendix B
Instructions for the low temperature
microscope
Alignment procedure
1. Visually inspect microscope for any problems and loose screws. Tighten any screws that
appear loose. Newly inserted screws will often loosen slightly after the first few cool downs.
2. Scrape indium from can and flange. Disconnect cables and optical fiber to allow turning the
cart.
3. Rotate probe 60◦ on the cart so that sapphire prism faces to the right.
4. Reconnect the cables before inserting the constriction. Try not to snap the connectors in
place to make it easy to remove them later. Ground through high impedance any leads that
the constriction might contact when it is plugged in.
5. Insert constriction and make connections and route wires so that SiNW substrate area is
clear. Move the constriction walker all the way down and out, and move the SiNW walker
up and out. Handle the constriction only with grounded tweezers. Use the sharp tweezers to
grasp the copper post through the small hole. Put the constriction post inside the coil, and
move it up and down to seat it in the piezo tube holder. Use the multimeter to check for
continuity through the constriction with 1 MΩ and 100 kΩ limiting resistors on either side on
the top SMA connectors. Slide the constriction plate in, and make the edge of the substrate
parallel to the plane of the lens by rotating the walking plate slightly by hand.
6. Adjust stereo microscope to view both the constriction substrate and SiNW chip from the
left and so that you can view the entire edge of the constriction substrate by changing the
focus. It helps to angle the microscope up slightly to get a clear view of the constriction edge.
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7. Position the SiNW rotation jig at the right height by lining up the guide screws with the
threaded hole in the mount in the microscope.
8. Mount the SiNW chip in the clip. Slide the SiNW chip about 500 µm forward in the clip to
give enough clearance for the constriction substrate. Remove the mount from the mounting
jig with the angled tweezers, flip the cube upside upside down, and using your fingers, slide
the mount onto the rotation jig. Slide the mount slightly forward on the rails, and slide the
rotation jig with the SiNW chip into place on the microscope from the side. Screw the mount
into the microscope. Remove the rotation jig, walk the SiNW chip down to the middle of the
lens, adjust the angle of the plate to make the chip parallel to the lens, and reinsert the jig
into the cube. Loosen and then tighten the screw in the mount.
9. Walk the constriction up in Z and in Y+ or Y- to bring the substrate edge within 50-100
µm of the SiNW chip or close enough so that you can determine the direction of tilt between
the SINW chip and constriction substrate. It is usually possible to determine the tilt at
this distance with the microscope zoomed out, but it is helpful to zoom in and use the ruler
to measure the distance between constriction and SiNW chip on the near and far edges to
determine the tilt.
10. To adjust the tilt, walk the constriction substrate down, loosen the screw, rotate the jig, and
retighten the screw.
11. When the substrate and chip are properly aligned, you should be able to position the con-
striction substrate approximately 50 µm away from the SiNW chip with no obvious tilt.
12. Walk the SiNW chip up, and walk the constriction substrate up and in to focus. Look at the
substrate edge by eye and try to make sure that is parallel to the optical fiber scan plane.
Take a quick scan using the Scanning Optical Interferometer VI and make sure you do not see
too many fringes on the edge of the substrate. Rotate the plate by hand if necessary. Once
the substrate is adjusted and focused, center the constriction with respect to the fiber by
lining up the triangle-shaped gap between the constriction leads with the center of the lens.
Adjust the microscope to look down and slightly toward the fiber to make this measurement.
Once the constriction is positioned, walk it down so that it is below the lens.
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13. Walk the SiNW chip down and in to focus, and move it up so that the edge is in the field of
view. Take a quick scan and rotate the walker plate by hand to make the SiNW chip parallel
to the optical fiber scan plane.
14. Static master the SiNW chip and substrate.
15. Remove the struts by loosening and removing the screws on the struts with tweezers. Pull
the struts up, angle them out slightly, lower the microscope, and remove the struts when the
springs are supporting the microscope.
16. Continue with Step 3 in the Pre-cooldown procedure.
Pre-cooldown procedure
1. Scrape off old indium from can and flange.
2. Insert constriction and SiNW chip and align them.
3. Check any sample connections and remove struts.
4. Make the indium seal. Cut a piece of indium approximately 15 inches long. Smooth it with
your fingers, and place it on the edge of the can, making sure to push it up against the corner
with your fingers. Angle the overlapping ends slightly in toward the center of the can, and
squeeze them together using the end of an exacto knife so that they remain in place.
5. Put two bolts in the microscope flange, and use them to help you bring the can up over the
microscope. It is imperative that the can not touch any movable elements of the microscope
at any time. If it does, open the can and realign. When the can is up, secure it using two
nuts on opposite bolts. Put the rest of the bolts in, and tighten nuts to finger tight. With
the torx key and box wrench, begin tightening the bolts. Tighten two adjacent bolts, and
then move to the opposite side of the can. Tighten the flange evenly, and continue to work
around the can until the bolts are tight.
6. Ground or disconnect all piezos, and start pumping. Keep the gas ballast valve open during
the first 10 minutes. If the pump current rises after a while, open the gas ballast valve
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again briefly. Opening the ballast valve removes condensed vapors in the backing pump. If
the microscope has not been pumped out for a while, or if it is humid in the lab, opening
the ballast valve will be critical. Depending on the condition of the pump, the steady state
current should be about .6 A. After 3 hours, pressure should be in mid 10−6 mbar range.
7. Once chamber is below 10−5 torr, locate SiNW using the Room Temp Piezo Walker VI.
Image using the high gain mode and refocus often to locate notches easily. Test piezos. The
minimum voltages at room temperature are:
Direction Top Bottom
X 75 40
Y 40 45
Z 80 30
In general, 250 steps at 250 V in X moves the SiNW chip one half of the s-bender scan range.
Generally use 150 V in Y to focus; too much voltage moves the chip too fast. In Z, generally
use 250 V going up, and 150 V going down. Measure f and Q using the Agilent N9010A fetch
trace VI.
8. Before transferring probe to dewar, position SiNW substrate at top of field of view and
constriction at bottom of field of view. Expect to move the constriction up approximately
10,000 steps at 200 V to move it into the field of view. Point the s-bender at the bottom of
the scan range to detect the constriction substrate before it moves up too much. Refocus the
constriction substrate. In rare cases, the constriction substrate may move and appear out of
focus.
9. Close the valve on the probe, vent the pump, disconnect pumping line, carefully disconnect
cables and optical fiber, and screw in lifting bracket on probe taking care not to bend the
fiber. Keep a blank flange with a clamp on the pumping port to balance the probe. Position
the cart so that the hoist chain falls directly above the carabiner on the lifting bracket. Move
the cart very gently to avoid knocking the microscope against the can. Rotate the hook on
the hoist chain to make sure that the probe does not rotate once it is lifted.
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10. Lift the probe with the hoist and lower into dewar. Go slowly when the heat shields are going
into the dewar. When the insert is almost all the way down, rotate it carefully so that the
counterweight faces the interferometer. Screw in the top flange into the dewar neck.
11. Resume pumping and make sure nothing moved. Reposition if necessary.
12. Walk the SiNW chip up 10,000 steps at 200 V (500 µm), and position the constriction
substrate in front of the fiber so you can be sure the sample walks at 77 K.
13. Ground all piezos and electrodes and turn off the interferometer.
14. Begin filling the nitrogen jacket. Insert the long fill rod into the nitrogen jacket, and connect
the rubber hose from the storage dewar. Open the vent on the jacket. Slowly open the liquid
port on the storage dewar. Wait for the rubber hose to freeze. When the gas flow out of the
vent begins to subside, slowly open the liquid valve on the storage dewar more. Turn on the
cryogen level sensor. Pressurize the storage dewar with dry nitrogen gas. Continue filling
until the level is 130 cm. This will take roughly 5/8 of a storage dewar. Filling the jacket will
take 1 hour. When the jacket is full, close the pressure valve and close the liquid valve. Use
the heat gun to warm the hose, and remove the hose from the fill rod. Warm up the fill rod
fitting and remove the fill rod. Quickly remove the o-ring with a swipe of your hand. Close
the fill port.
15. Fill the belly with nitrogen. Insert fill rod into belly using the quick-connect adapter fitting
and screw it in. Open the vent on the belly and attach a rubber hose from the nitrogen
storage dewar to the fill rod, and slowly open the liquid port. Allow the rubber hose to freeze
slowly. Once the hose is frozen, the liquid valve can be opened more. Fill the belly slowly at
first to avoid thermally shocking the magnet. Pressurize the storage dewar with nitrogen gas
to speed up the transfer. When nitrogen comes out of the vent, the belly is full; this will take
1.5 hours and the full storage dewar. Stop the flow of liquid from the storage dewar, and use
the heat gun to warm the hose and remove it from the fill rod. Use the heat gun to warm the
fittings on the fill rod. Unscrew the fill rod from the dewar, and remove the fill rod. Close
the vent and let the belly and jacket cool overnight.
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16. Begin monitoring the temperature. Use the Interpolate temperature VI.
77 K procedure
1. Use the Low temp piezo walker VI. The best timings are 3000 µs ramp, 3000 µs wait and
3000 µs ramp, and 15 ms wait. At 77K, the minimum voltages for the walkers are:
Direction Top Bottom
X 170 140
Y 135 140
Z 190 50
In general, 250 V seems to work well for all directions. The Y direction on the top stage has
hysteresis. When switching directions, it can take many steps before the walker “grabs” and
starts walking. The top Z stage also moves through several fringes when switching directions.
2. Move constriction in Y+ (in, approximately 70 µm) and Z+ (down) to refocus. Move the
constriction substrate in (usually 25 µm or so) to guarantee that you will see a lead for one
of the gates when you touch down and start scanning.
3. (Optional, depending on the length of the SiNW.) Walk the constriction down 2000 steps at
200 V, approximately 250 µm.
4. Walk the SiNW chip down until it appears in the field of view. It should take about 2000
steps at 250 V.
5. Move the SiNW chip in Y- (out) or Y+ (in) and X+ (right) to refocus and find the SiNW,
and position the middle of the SiNW at roughly (0,0) V on the s-bender.
6. Measure f and Q.
7. Carefully walk constriction back into view, about 3000 steps at 200 V.
8. Fringe lock on the SiNW using the DC Fringe lock low temp VI. Use the 77 K settings
indicated on the front panel. Use a 1 MΩ limiting resistor on the high voltage output to the
stack. Adjust the light level to avoid limiting the amplifiers.
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9. Once the fringe middle is found, turn off the PID. Set the output voltage to the middle of
the fringe, and have the program output a constant voltage. Turn off the display.
10. Start self-oscillating. Use the Analog Devices DDS program to configure the DDS for a 200
MHz clock and externally supplied updates. Use the Labview programs to set the frequency
30 kHz away from the mode of interest with an amplitude of .2 V. Check the downconversion
with the John’s Average FFT VI. Run the Turn on self-oscillation VI to enable the output.
Run the Amplitude control VI to self-oscillate. Usually a setpoint of 0.2 with a gain of 105
on the transimpedance amplifier is fine for this. Switch the input on the JFET if the SiNW
damps instead of self-oscillates. Adjust the frequency of the filter to get the phase shift right.
Start the PLL to enable frequency tracking. Remember to plug in the output of the function
generating into the FPGA DIO 0 for the PLL.
11. Start the approach. Turn on the piezo tube amplifier. Move the slider a bit to make sure the
amplifier is working. Use 120 V steps (∼62.5 nm/step) with the Approach with DAQ Board
VI. The best indicator of imminent touch is a rapid increase in frequency jitter. Once the
jitter increases, manually step the walker, extending and retracting the tube after each step
and watching the spectrum analyzer. Once the frequency of the SiNW shifts by several 10s
or 100s of kHz, it is within a few nm of touch. Record the approximate touch position, and
make sure that the final touch position is < 0 V.
12. Start scanning to locate the constriction. Begin at least 500 nm away from the touch point.
Use the Scanning SiNW AFM with map VI. Typically the first scan will show something
that looks like a large patch of Ag on the bottom on the image and a lead near the top of
the image. If nothing is visible, move in Y+ or Y- until some features are visible. It can be
difficult to determine which features are Ag and which are MgO based on the frequency shift
alone. To conclusively identify which features are which, touch down over different areas to
determine a height difference.
13. In order to determine which direction to move the substrate to find the constriction, you
must determine which particular lead is in the image. Once a lead is located, position the
SiNW slightly below the lead, and apply a small ac voltage to one of the lead cables roughly
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10 kHz off the SiNW resonance frequency. Then move the SiNW tip in Y across the lead
while watching the spectrum analyzer. If the ac voltage is applied to the lead underneath
the SiNW, the mechanical response should vanish when the SiNW tip is directly above the
lead because the force is proportional to the derivative of the SiNW-lead capacitance, and
this capacitance attains a maximum value when the SiNW is directly above the lead.
14. Once the lead is identified, continue to walk the substrate to find the constriction. In X, 125
steps at 250 V moves the sample roughly one half of a full frame. In Y, 200 steps at 250 V
moves the sample one half of a frame.
15. When the constriction is located, walk it down 2000 steps at 200 V.
16. Start the mechanical pump, and let it warm up before transferring helium.
17. Push out the liquid nitrogen. First vent the storage dewar. Vent the dewar belly, and insert
the fill rod into the dewar and screw it in. Attach the rubber hose to the top of the fill rod,
and then close the vent. Slowly open the liquid valve on the storage dewar, and liquid will
flow from the dewar into the storage dewar. Use the brass clamp to seal off the low-pressure
relief vale on the dewar, and pressurize the dewar with dry nitrogen gas while not exceeding
5 psi. When the nitrogen is out of the dewar, the pressure will drop, and the rubber hose
will stop vibrating. Close the liquid valve and then the vent valve on the storage dewar.
Disconnect the nitrogen gas line from the dewar, and briefly vent the dewar. Use the heat
gun to remove the rubber hose from the fill rod, and then give a brief burst of nitrogen gas
into the dewar to verify that only gas comes out the fill rod. If any liquid is left at the bottom
of the dewar, it will require large amounts of helium to cool. Use the heat gun to remove the
fill rod and quickly remove the rubber o-ring, which will be necessary for the helium transfer.
18. Pump and purge the dewar twice to eliminate any nitrogen liquid or gas. Connect the
mechanical pump to the dewar, seal up the dewar, and remove the brass clamp closing the
relief valve. Gradually evacuate the dewar by slowly opening the valve to the mechanical
pump. The oil mist filter on the pump exhaust “squeals” when it needs to be replaced.
When the pressure bottoms out, close the valve to the pump, and backfill the dewar with
nitrogen gas until the relief valves vent. Repump the dewar and backfill with helium gas.
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19. Close the pump valve, turn off the pump, disconnect the pumping line, and leave the dewar
open.
4K procedure
1. Transfer liquid helium. With the recovery port open, unscrew the fill rod connector, and
leave it gently in place. It should loosely seal the fill port to prevent ice formation, but it
should be easily removable. Pre-cool the transfer line by inserting slowly into the storage
dewar. When ice begins to form on the other end of the transfer line or a white plume is
visible, slowly insert it into the dewar. Insert the line all the way on the first cool down.
Do not insert the line all the way on subsequent cool downs to avoid getting the line stuck.
Attach the recovery line as soon as the transfer line is in. Pressurize the storage dewar as
necessary to complete the fill. The first fill goes up to about 68 cm.
2. When the transfer has finished, disconnect the recovery line from the dewar and let it vent.
Then release the pressure in the storage dewar. Do not open the fill port on the dewar until
the pressure has released, otherwise liquid helium will spurt out of the fill port. Remove the
transfer line, and seal up the dewar.
3. Top off the nitrogen jacket. It is full at 135 cm.
4. Begin monitoring the helium level.
5. When the microscope is below 10 K, valve off the insert, turn off the turbo pump, and blank
off the vacuum port.
6. When the microscope reaches base temperature, turn off the thermometer VI. Constant
reading on the GPIB interface can interfere with other instruments.
7. To use the walkers, open the Low temp piezo walker VI. The best timings are 3000 µs ramp,
3000 µs wait, 3000 µs ramp, and 15 ms wait. At 4K, the minimum voltages for the walkers
are:
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Direction Top Bottom
X 250 250
Y 300 430
Z 300 110
With the exception of the bottom Y stage, 350 V generally works well. The Y direction
on the top stage has hysteresis. When switching directions, it can take many steps before
the walker “grabs” and starts walking. Although the bottom stage shows a high minimum
voltage in Y, it shows no hysteresis.
8. Refocus on and center the SiNW. Walk up the SiNW so that it is just above the field of view.
9. Walk the constriction up carefully until it appears in the field of view. Expect to move it up
5000 steps or so at 250 V. Then position it just below the bottom of the field of view.
10. Walk the SiNW back down into the field of view.
11. Fringe lock on the SiNW. Use the 4 K parameters for the fringe locking.
12. Begin self-oscillating and start the PLL. Use 200 V steps (∼62.5 nm/step) with the Approach
with DAQ Board VI. Once the frequency jitter increases, manually step the walker, extending
and retracting the tube after each step. Once the approximate touch point is determined,
walk the sample back a few steps to ensure that the touch point is well out of the range of
the piezo tube in case you touched down over a low point.
13. Use the Scanning SiNW AFM with map VI to scan the constriction. To move the sample 1 µm
in X or Y, move 100 steps at 450 V in Y or 75 steps at 400 V in X. Locating the constriction
is more difficult at 4 K than at 77 K because of the reduced scan range of the peizo tube.
Often the SiNW tip touches to the right and farther in on the constriction substrate at 4 K.
It is advisable to make a panorama because it is difficult to determine your location from one
image alone. It can also be useful to touch down over different features to determine which
parts are Ag and which parts are MgO.
14. When the sample is appropriately positioned, retract the tube, energize the coil, re-lock the
fringe, preferably at the same fringe location as without the field, and rescan.
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15. Make sure that the final touch point is < 0 V.
16. With the constriction approximately located, make a touch map of the substrate to locate
the center of the constriction. With the SiNW below the constriction, move the substrate in
the X direction in small in increments, recording the touch point at each location. It should
be possible to identify the notch in the constriction pattern. With the SiNW positioned in
the middle of the notch, move the sample in the Y direction to find the constriction.
17. Perform desired experiments. Turn on laser servo to stabilize intensity, turn on frequency
locking, turn on damping, turn on current through constriction, and begin measurements.
18. When finished and ready to warm up, walk the sample down 9000 steps at 250 V.
19. Shut off all VIs not in use, and ground all electrodes, piezos, and constriction connections.
20. Turn on the turbo pump and evacuate the insert during the warm up. Helium gas may be
flowed through the cryostat to speed up the process. Once the microscope is above 77 K,
disconnect the recovery line and start flowing nitrogen gas through the dewar and nitrogen
jacket.
21. When the microscope is warm, lift the insert carefully out of the dewar and back onto the
cart. Lifting the microscope out of the dewar is a little tricky because pulling the hoist chain
tends to move the hoist trolley, causing the probe to tip in the dewar. The person pulling
the chain should start as close as possible to the dewar, stepping away only as necessary and
should use long, smooth strokes to pull the chain.
22. Unscrew the vacuum can screws, leaving two in place with the nuts loose. Use the jack screws
to break the indium seal and remove the can. Remove the SiNW ship using the rotation jig,
place the bag over the microscope, and flow dry nitrogen gas in the bag. Only remove the
constriction if necessary.
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What to do if Labview freezes
1. Try to use the task manager to restart Labview. If this can be done without restarting the
computer, none of the DAQ voltages will change.
2. Turn up the laser so that you can see what happens to the SiNW. The touch point must be
less than 0 V to avoid damaging the SiNW.
3. Unplug the 5 V supply from the rf switches to turn off the rf and gradient currents without
disturbing the SiNW. Ground the rf leads on the probe, and then disconnect the leads from
the switches.
4. Use manual offset knobs on the high voltage power supplies to retract the piezo tube. Zero
the x and y channels, and then zero the z channel. Ground the piezo tube with the switch
box, and then turn the offsets to zero.
5. Repeat for the s-bender.
6. Unplug the fringe lock piezo, and ground it through the 1 MΩ resistor. Grounding through
50 Ω discharges the piezo too quickly, and it moves rapidly, and the walker may slide.
7. The coil is ok to leave energized.
8. Perform a hard restart of the computer. All the DAQ voltages will reset. The FPGA voltages
should not change.
9. Restart labview, and open and run essential Vis.
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Appendix C
Documentation for the 2-µm
interferometer
This appendix contains a short description of the improvements made in the second version of the
interferometer, a set of instructions for aligning the optics without a camera, and suggestions for
future versions.
Improvements made
1. The laser is now hermetically sealed in a dry nitrogen enclosure. The previous laser from
Sarnoff Corp. diminished in output intensity and became slightly unstable after several years
of intermittent use in an open enclosure. When it was removed, the laser facet appeared
“speckled,” suggesting contamination by dust.
2. The current laser from Nanoplus GmbH now includes an on-board thermoelectric cooler
(TEC) and thermistor.
3. The optics assembly is enclosed to prevent dust accumulation.
4. A pellicle beam splitter providing an 80/20 split is now used instead of a 50/50 beam splitter
to improve SNR.
5. A rotating filter wheel is available to attenuate the light. The fiber coupling no longer needs to
be changed. Additionally, the half-wave plate in front of the splitter can be used to attenuate
the light by changing the split ratio.
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Procedure for setting up the interferometer
My thanks go to Brian DeMarco, Stan Kondov, and William McGehee for helping me figure this
out. If the interferometer setup needs a complete overhaul, it can be helpful to practice this process
with a 1550-nm laser.
Mount the laser
1. Work with the bare laser only in the cleanroom to avoid dust contamination of the facet.
2. Insert the laser into its mount and attach wires using a plug. Do not solder to the leads
directly. Do not touch the leads with gloved fingers. Wear a static wrist strap and use static-
dissipative finger cots. Handle the laser only with grounded tweezers and as little as possible
with your fingers.
3. Position the focusing lens at the proper distance from the laser under the stereo microscope.
4. Turn on the TEC, turn on the laser, and use the power meter to verify correct operation of
the laser.
5. To collimate the light, mount the power meter on a translation stage. Screw in the adjustable
aperture onto the power meter. Position the power meter approximately 6 inches from the
laser, find the beam with the power meter, and center the power meter on the beam. Adjust
the lens position to maximize the reading. Close the aperture slightly until the reading drops.
Reposition the meter and the lens to maximize the reading. Continue to close the aperture
and adjust the lens and meter position until the beam is roughly focused. Now reposition the
power meter at the desired beam position still 6 inches away from the laser with the aperture
open. If there is no reading on the meter, begin moving the meter back to the beam position
until there is a reading. With the screws holding the laser mount slightly loosened, move
the laser mount gently to adjust the beam position to maximize the power into the meter.
Reduce the aperture size until the reading drops, and reposition the laser mount. Continue to
iterate this adjustment until the beam is properly positioned. Move the meter farther away
from the laser, and repeat this step. Continue to repeat, moving the meter farther away each
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time, until the beam is properly focused and positioned.
6. Seal the laser box and purge with filtered nitrogen.
Align the optics
1. Insert the isolator using the power meter to determine the best position. Adjust the input
polarizer and then the output polarizer to maximize the output power. Then turn the isolator
so that the light passes in reverse and adjust the output polarizer to minimize the output
power. Reverse the orientation back to its proper position.
2. If desired, insert the acousto-optic modulator (AOM). Make sure the power meter is aligned
with the beam roughly 12 inches after the isolator. Position the photodiode on the cage
mount or an iris directly after the isolator in front of the beam. Put the AOM roughly in
place using the photodiode or iris as a guide to the eye with the rf drive off. Remove the
photodiode, and align the aperture of the AOM with the beam by monitoring the power
meter.
3. Align the AOM. Position the power meter approximately 7 inches away from the AOM along
the direction of the beam, and move it roughly 0.5 inches in the direction perpendicular to
the beam to nominally center the meter on the position of the diffracted beam. There should
be no reading on the power meter. Turn on the rf to the AOM, and adjust its angle until the
power meter shows a reading. Verify that the meter registers the diffracted beam by turning
off the rf drive, and the reading should vanish. Adjust the angle and height of the AOM to
maximize the diffraction efficiency. Use an aperture to block the zero-order beam.
4. If the AOM is not used, insert the filter wheel at a slight angle to minimize back reflections
into the laser.
5. Position the pellicle beam splitter. This is tricky because light must be able to travel through
the beam splitter from all directions, and the mounting screws tend to block the beam. Use
irises to mark the beam path, and then try to look into the pellicle from the other side to
make sure that both apertures are visible.
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6. Position the monitor photodiode.
7. Position two irises to mark the beam path. Put one iris as close as possible to the splitter,
center it, and reduce its diameter as much as possible. Position a second iris roughly 13
inches away from the first iris and center it on the beam.
8. Perform coarse fiber alignment by sending light in reverse through the optics. Use the 1550-
nm laser from the room temperature setup, and plug in the fiber into the fiber launch. Place
two steering mirrors in position. For best results, the mirrors should be about 2 inches from
each other, the fiber launch, and the second iris. Using a fluorescent card to locate the beam,
adjust the mirrors to pass the beam through the second iris. Keep the beam centered on the
mirrors; this may require repositioning or rotating the mirrors in their mounts during this
process. With the beam through the second iris, now adjust the mirrors to get the beam
through the first iris closest to the splitter. This accomplished by “walking” the mirrors.
Adjust the mirror closest to the aperture to translate the beam in the desired direction.
Eventually beam will diminish in intensity when it no longer passes through the second iris.
Adjust the other steering mirror to reposition the beam so that it again passes through the
iris. On the card, the beam will appear to move opposite to the desired direction, but not
quite back to its original position. Repeat this procedure until the beam passes through the
second iris.
9. Position the signal photodiode by maximizing the signal from the 1550-nm light.
10. Fiber alignment. Insert a fiber-optic patch cord into the fiber launch, and position the other
end in the fiber-coupling detector. With the 2-µm laser on, there should be a small reading
on the photodiode, indicating that some light is coupling into the fiber. Adjust the mirror
closest to the fiber launch to maximize the coupling. Walk the mirrors to maximize the
coupling, and use the adjusters on the fiber launch to maximize the coupling. It should be
possible to achieve a coupling efficiency of ∼ 50%
11. Put a half-wave plate between the two irises.
12. Align the polarization of the light with the fiber by measuring the polarization extinction
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Figure C.1: Photograph of the 2-µm interferometer. The red and white lines indicate the beam
path.
ratio (PER). Insert the polarizer in the fiber-coupling photodiode and wrap the patch cord
around a flashlight to stress the fiber slightly. For different orientations of the waveplate,
rotate the polarizer and record the maximum Imax and minimum Imin photodiode readings.
Compute the PER as 10 log(Imax/Imin). If the input polarization is not aligned with the
fiber axis, the output polarization will be slightly elliptical with a reduced PER. Adjust the
waveplate to maximize the PER. It should be possible to achieve a value of roughly 27 dB.
13. Plug in a cleaved fiber into the fiber launch and adjust the rf input modulation to the laser
current to bring the signal noise as close as possible to the shot noise limit. Without rf
modulation of the laser, the signal will generally be noisy. Because the laser has a relatively
long coherence length, reflections from different elements in the interferometer can interfere
with each other, and because the laser wavelength naturally fluctuates within its linewidth,
the interference of these stray beams will fluctuate in time.
14. Operate the laser at 17.5 mA injection current with 4 dB attenuation on the rf input.
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Suggestions for future versions
1. The laser should be held by a mount that provides precise translation in the plane perpendic-
ular to the output beam. The laser must be centered in this plane with respect to the lens,
and the existing mount inside the nitrogen box does not easily permit this alignment.
2. It would be advantageous to use a fiber coupler to directly monitor the fiber coupling ef-
ficiency in order to correct for thermal drift of the optical components. An 80/20 coupler
was purchased, but light reflecting from the monitor port interfered with light in the signal
path, causing a drastic increase in noise likely because of the natural wavelength fluctuations
of the laser. This excess noise was not a result of laser mode hopping, and high frequency
modulation of the laser current was found to improve the situation slightly. In the future, it
would likely be necessary to use isolators on the monitor and signal ports of this coupler in
a similar manner to the room temperature interferometer.
3. Use 1-inch optics instead of half-inch optics. Larger optics would make alignments and
adjustments much easier.
4. The detection circuitry suffers from “noise gain peaking” [110]. The voltage noise at the
input of the transimpedance amplifier interacts with the photodidoe capacitance to cause
the output voltage noise to increase with frequency. The noise gain peaking gets worse with
higher gain and larger photodiode capacitance. The signal photodiode is reverse biased to
minimize its capacitance, but a smaller photodiode would still help at the expense of a more
challenging optical alignment. Smaller free-space photodiodes were purchased but have yet
to be used. The ideal solution would be to use fiber-coupled photodiodes, which have very
small active areas.
The AOM was originally purchased for another solution to this problem. The idea was to
modulate the optical intensity coupling into the fiber in the form of a Dirac comb: short
intense bursts of light at a repetition frequency slightly offset from the SiNW resonance
frequency. During the short bursts, the laser intensity noise should be well above the amplifier
noise, but as long as the duty cycle of the bursts is low, the heating of the SiNW should be
minimal. The amplifier output should also be gated synchronously with the AOM to eliminate
96
amplifier noise when the light is off. A side effect of the optical chopping would be to
downconvert the displacement signal from the SiNW to the difference frequency between the
SiNW resonance frequency and the chopping frequency. This strategy would be particularly
useful for high frequency SiNWs in the MHz range, where noise gain peaking is considerable.
This setup was never implemented because the AOM generated excess intensity noise, and
the diameter of the laser beam in the optical setup would likely not have been small enough
to achieve the required short rise and fall times.
5. A beam expander used in reverse to narrow the beam going into the AOM would increase the
diffraction efficiency and reduce the rise time. The maximum diffraction efficiency observed
at 2 µm was about 40%. Beam divergence makes trying to collimate the light from the laser
into a small beam nearly impossible.
6. A high quality rf generator should be used with the AOM. We observed that the AOM created
excess intensity noise. Either phase noise or amplitude noise from the rf generator could be
responsible.
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Appendix D
Instructions for fabricating, dicing,
and wiring the Ag constrictions
Fabrication
This process was developed and carried out with Tyler Naibert. We initially tried to use conven-
tional photoresist to fabricate the leads, but found that it delaminated from the substrate during
aqueous development, probably because the MgO surface is hygroscopic. We used MMA/PMMA
resist bilayers, which can be exposed in a deep-UV mask aligner and developed in isopropanol
(IPA) and methyl isobutyl ketone (MIBK) to solve this problem at the expense of long exposure
times. We found that it is critical to rinse the wafers in deionized (DI) water after development
to eliminate residue. It is also critical that the mask is in excellent contact with the wafer during
deep-UV exposure to eliminate spurious optical effects. If the mask is off center with respect to
the chuck, it is helpful to place several other spacer wafers on the chuck to prevent it from tilting.
1. Inspect MgO wafer to verify that there are no scratches. Clean MgO wafer by sonicating in
acetone, IPA, DI, and IPA.
2. Spin bilayer MMA/PMMA with AquaSAVE. Prebake substrates for 5 minutes at 160 ◦C.
Blow substrates for 15 s to cool and remove dust. Spin MMA at 2000 rpm for 40 s, and bake
at 160 ◦C for 75 s. Spin 950k A2 PMMA at 2000 rpm for 40 s and bake at 160 ◦C for 75 s.
Spin AquaSAVE at 1500 rpm for 60 s and bake at 70 ◦C for 5 minutes.
3. Write pattern in Raith e-line. Use 20 kV, 10 mm working distance, and 20 µm aperture size.
For these devices, the beam current was typically 150 pA, and the spot size measured from
contamination dots was 20-30 nm. The area dose used was 175 µC/cm2 with a step size of
10 nm, and the line dose was 600 pC/cm, with a step size of 10 nm.
4. Remove AquaSAVE by submerging in DI water for 18 s with mild agitation. Spray rinse with
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IPA.
5. Develop for 50 s in 3:1 IPA:MIBK and rinse with IPA. Spray with DI and spray with IPA.
Blow dry, and inspect under microscope.
6. Load into Quantum Cluster evaporator (QCE). Use Ar ion mill at 400 V and 15 mA for 35 s
to clean the surface. Deposit Ag. The pressure should be in the low 10−9 torr range. Deposit
at 0.3 A˚/s until 410 A˚, and then at 0.8 A˚/s for the rest of the desired thickness.
7. Remove from evaporator chuck. Flip upside down in flouroware container and remove carbon
tape residue. Liftoff in 1:1 acetone:dichloromethane at 60 ◦C. Spray with acetone, IPA, DI,
IPA, and blow dry.
8. Spin bilayer MMA/PMMA.
9. Use deep-UV mask aligner to expose pattern for pads and leads. Use approximately 40 minute
exposure for a lamp intensity of 2.04 W/cm2.
10. Develop for 50 s in 3:1 IPA:MIBK.
11. Deposit 5 nm Ti/100 nm Ag in QCE after ion mill.
12. Liftoff in acetone/dichloromethane. Use a small piece of texwipe in a tweezers to rub the
edge of the chip to remove metal flaps. Spray with acetone, IPA, DI, IPA, and blow dry.
13. Repeat steps 8-12 for other layers as necessary.
Titanium border for resist adhesion during dicing
At first, we used photoresist to protect the wafers during dicing, but found that dicing also caused
the resist to delaminate. PMMA also delaminated during dicing. The problem was solved by
putting a metal border around the device to provide something to which the resist could adhere.
From this point on, static charge is a major concern. It is crucial to use grounded tweezers and
a static master to discharge the device whenever possible.
1. Spin bliayer MMA/PMMA.
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2. Align quartz dicing mask using mask chuck with small opening. Tape on vacuum hose.
Expose for 45 minutes in deep-UV aligner.
3. Develop 50 s in 3:1 IPA:MIBK.
4. Deposit 50 nm Ti in QCE with ion milling. Without ion milling the Ti will not stick. Use
static master to discharge substrate immediately before putting in vacuum.
5. Static master after removing from vacuum.
6. Using grounded tweezers, remove from evaporator chuck. Use grounded tweezers for every
step hereafter, and use the static master to remove static charge as often as possible. Make
sure the static master is not expired.
7. Liftoff in hot acetone.
8. Static master flouroware container before storage.
Dicing and polishing
1. Spin AZ 5214 photoresist at 2000 rpm for 60 s, bake at 110 ◦C for 60 s.
2. Cut a 2 inch square piece of clear high tack dicing tape from a used American Precision
Dicing mounting ring.
3. Place wafer device side down in a flouroware container, and press the tape on the back of the
wafer with a finger.
4. Dice using dicing saw. Make a test cut in a spare piece of MgO to determine the location of
the cut. Use 0.5 mm/s cutting speed with resin blade. Cut only 100 µm per pass, and leave
roughly 50-100 µm border around the device.
5. To remove the wafer, place upside down over a flouroware container, and expose with 350 mJ
on a mask aligner.
6. Remove from tape, and mount on polishing jig with the photoresist still on. Put a small piece
of Crystalbond on the jig, and put the jig on a hotplate. Heat until crystalbond just melts,
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and place diced wafer on jig. Try to make the edge of the wafer parallel to the edge of the
jig. You can reheat the jig and try to move the substrate around with the black plastic static
dissipative tweezers to improve the alignment.
7. Polish using the Allied Multiprep polisher to bring the constriction within 30 µm of the edge.
Start with 15-µm diamond film at 75 rpm and 300 g load. Polish to 30 µm from desired end
point. Use 6-µm film with 75 rpm and 300 g load to go to < 10 µm from the desired end
point. Finish with 1-µm film at 30 rpm and 100 g load. Massive chipping has periodically
been observed on the leading edge of the wafer during polishing, sometimes destroying the
device. The reason for the chipping is unclear. There may be a better way to polish these
wafers.
8. To remove wafer from jig, place jig on hotplate, and pick up wafer with tweezers. The wafer
will stick to the tweezers when the Crystalbond cools. Hold the wafer above an empty beaker,
and spray both the wafer and tweezers with acetone vigorously until wafer is submerged.
Spraying is critical to remove debris. Soak in acetone. Do not sonicate. Sonicating has never
successfully removed any dust, and the small substrate is difficult to hold while sonicating.
9. Spray with IPA and blow dry. Store in a static-free container.
Wiring
1. With a copper post in the aluminum holder, glue the constriction on the copper post with
silver epoxy. Only touch the sample with grounded tweezers. Use the static master. Make
sure the post is grounded.
2. Before gap welding, scratch off the center shorting wire shorting the constriction.
3. Visually inspect constriction with a microscope after this and every other step. If static
charge blows out the constriction, a small crater will be visible where the constriction was.
4. Test gap welding parameters on a spare Ti/Ag substrate. As the gap welding tip ages, the
necessary parameters for a good weld change.
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5. When gap welding, ground all copper wires through 100 kΩ or 1 MΩ to prevent large currents
running through the constriction during the welding. Make sure the post is grounded through
100 kΩ.
6. Tape the leads on the aluminum holder with kapton tape. Strain relieve the wires with small
dabs of silver epoxy on the copper post. Use a grounded tungsten wire to apply the glue.
DO NOT USE TORR SEAL. Static charge trapped in torr seal will destroy the device.
7. Scribe off the other shorting wires.
8. When inserting into the microscope, make sure the connections at the top of the probe are
grounded through 100 kΩ to prevent static charge from generating currents.
9. Never use a digital multimeter (DMM) to test the resistance of the constriction alone. The
DMM outputs 7 V for high impedance loads and may destroy the constriction if you connect
it directly to the DMM. Always use 1 MΩ and 100 kΩ limiting resistors on either side of the
constriction. The DMM should only be used to test for continuity through these resistors
and the constriction. If you really need to know the exact resistance of the constriction, use
a lock-in amplifier in a four terminal configuration.
10. If looking at the device in a scanning electron microscope, do not focus on the MgO near
the constriction at conventional accelerating voltages. This will charge up the MgO, and a
conduction path may open through the MgO, destroying the constriction.
11. Prior to gap welding, the constriction may be imaged in the Jeol 7000 F at 1 kV and a
beam current of 1-2 with or without a high impedance path to ground. Using carbon tape
improves the quality of the image. After gap welding, the device may be imaged with the
same parameters.
12. To obtain a high quality image of the device in a scanning electron microscope suitable for
publication, it can be coated in the Au/Pd sputter coater for 15 s. The device can be imaged
with 20 kV and a beam current of 6.
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Appendix E
Instructions for the critical point
dryer
The critical point dryer (CPD) allows wet chemical processing of SiNWs. If a SiNW substrate
is removed from liquid and blown dry, surface tension in the meniscus will bend the SiNWs over
onto the substrate. The CPD allows removal of a SiNW chip from liquid without the need to pass
through a meniscus. If you are unfamiliar with the CPD, do a few test runs before running with a
live sample to familiarize yourself with the operation.
Potential pitfalls
1. Opening the inlet valve too quickly, causing small samples to move inside the chamber.
2. Opening the outlet valve too quickly during the flushing, causing small samples to move inside
the chamber.
3. Incomplete flushing, causing small residue spots to appear on the chip after the process.
4. Releasing the pressure too quickly at the end, causing the gas to adiabatically cool and
condense.
Instructions for operation
1. Verify that there is enough CO2 gas and liquid for the run. A typical run takes less than 1
lb. of gas and 1-2 lbs. of liquid. Enter the starting weight of both cylinders on the log sheet.
Research grade gas and bone dry liquid are used.
2. Open the chamber and blow out with nitrogen. If necessary, use a small piece of lens paper
with methanol to clean the chamber. Never use kimwipes because they leave lint.
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3. Pour enough methanol in the chamber to cover your sample.
4. Insert sample with carrier, put the lid back on, and tighten the nuts with the wrench.
5. Make sure the thermocouple is inserted in the CPD, turn on the temperature controller, but
leave the variac off.
6. Open the gas and liquid cylinders. Slowly open the cool valve on the CPD. CO2 gas and
eventually dry ice will exit the exhaust tube. Adiabatic expansion of the gas will cool the
CPD. Close the valve when the temperature reads ∼30 ◦F. This should take a few minutes.
7. SLOWLY open the inlet valve. Stop when you hear gas begin to flow. Once the pressure
inside the CPD reaches roughly 800 psi, the gas will begin to condense. At this point, open
the valve fully, and the chamber will fill with liquid CO2.
8. Fill the chamber with liquid CO2. A meniscus will travel across the window when the CPD
is full. The liquid mixture will appear as a slurry.
9. Put the yellow nylon tube on the outlet port, and point the end into a garbage can. SLOWLY
open the outlet valve. Just before the valve opens, you will see movement across the chamber
window. When the valve is barely open, methanol will drip out of the tube. Hold a beaker
at the end of the tube to collect the methanol. When the dripping stops, remove the yellow
tube, and place the large aluminum block a few inches from the end of the outlet tube to
block the flow of CO2 gas.
10. Continue flushing until all of the methanol is replaced by CO2. This will take ∼10 minutes. If
the chamber temperature rises above 40 ◦F, cool the chamber down to 30 ◦F. If the chamber
is too warm, the CO2 will condense very slowly. Make sure that the liquid level does not
fall below the sample. Typically, the liquid level will drop by roughly .25 inches during the
flushing.
11. When dry ice starts to come out of the outlet port, occasionally the flow will stop. DO NOT
OPEN THE VALVE MORE. The dry ice will work its way through, and the flow will resume.
If you open the valve more, the flow will be very large when the dry ice works through, and
the sample may move in the chamber.
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Figure E.1: Photograph of the critical point dryer.
12. To determine if the methanol is gone, put a kimwipe near the outlet port. Any drops of
methanol will appear as wet marks on the kimwipe. When the CPD is completely flushed,
there should be no wet marks that appear on the kimwipe after holding it at the outlet for a
minute. Also, the liquid will appear completely clear once the methanol is gone.
13. Close the outlet valve, fill the chamber up, and then close the inlet valve. Make sure the cool
valve is closed, and close the gas cylinders.
14. Set the variac to 90 and turn in it on. The temperature setpoint should be 104 ◦F. As the
chamber heats, the pressure will rise. Wait until the temperature has stabilized at 104 ◦F; it
may overshoot to 109 ◦F. This will take 15 minutes or so.
15. The CO2 in the CPD is now in the supercritical state. The pressure must be released slowly
to avoid adiabatic cooling and condensation of the gas. Crack the outlet valve until a slight
hiss is audible. It will take ∼15 minutes to release the pressure.
16. Remove the lid, remove your sample, replace the lid, and turn off power to all components
and close all valves.
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