In this article the complex variable theory of two-dimensional Stokes flow as developed by Richardson [23], and modified by Howison & Richardson [17], is reviewed. The analysis of [17] is extended to a new solution, which uses a cubic polynomial conformal mapping (with real coefficients) from the unit disc onto the fluid domain. An apparent "stability paradox" (where two equivalent flow geometries are found, one of which is 'stable' and the other unstable) is resolved by allowing the coefficients to take complex values.
Introduction
The problem of two-dimensional slow viscous flow (Stokes flow) with a free boundary under surface tension has been the subject of much research in the last few years. 1 It has long been known that many exact steady solutions exist, for both viscous "blobs" and for bubbles in unbounded fluid domains (for instance, Richardson [21, 22] , Garabedian [9] , Buckmaster [2] ). The recent interest stems from the remarkable discovery that many exact time-dependent solutions to the problem can be found in closed form, using ideas from complex variable theory [11] [12] [13] 23] .
More recently still, Howison & Richardson [17] considered time-evolving problems incorporating a driving mechanism (a single point sink) at some finite point within the (bounded) fluid domain, and Tanveer & Vasconcelos [26] solved for similar problems but with bubbles evolving in time under the action of some prescribed flow at infinity. Stokes flows with singularities have been considered before, but to the authors' knowledge, all such treatments have been for the steady problem; see for instance [1, 19] , where the flow is sustained by a vortex dipole singularity. When we allow such singularities in the unsteady problem, the possibility is raised of considering the (much easier) zero surface tension (ZST) problem.
This problem admits very many simple exact solutions, and in physical situations where the relevant dimensionless surface tension parameter T (which is a measure of the effects of surface tension versus those of the driving mechanism) is small, these may provide a good approximation to the actual solution. However, the ZST problem has the drawback that its solutions can undergo finite time blow-up, with curvature singularities (often, but not always, cusps) appearing in the free boundary-this is the case for the point-sink driven problems considered in [17] (cf. the ZST Hele-Shaw problem with suction, also discussed in [17] ). The approximate ZST boundary condition becomes invalid as such a curvature singularity develops. Nevertheless, for small values of the surface tension parameter, the evolution of the ZST solution prior to blow-up gives a good approximation to the solution with positive surface tension. In such problems, it seems reasonable to consider the evolution in two parts, assuming "ZST theory" until we near blow-up time, and only then introducing surface tension effects. Experimental evidence, showing that very highly-curved interfaces can be sustained in driven flows, supports this idea [2, 19] . In [17] the authors take this idea to its logical conclusion, considering the limit T = 0 + . We emphasise that the difficulties encountered (due to the singular limit T → 0 + ) when attempting to regularise the ZST Hele-Shaw problem by introducing small positive surface tension, do not arise for Stokes flow. We also point out that for Stokes flow, before singularity formation the ZST problem is identical to the zero-surface-tension limit of the problem with T > 0. This question remains unresolved at a rigorous level for the Hele-Shaw problem, although [25] suggests that in this case the limiting regularised problem can differ from the unregularised problem at an O(1) time before that of singularity formation.
This paper explores this concept further, applying it to analyse a more complicated example. Our initial "simplest case" analysis, in §5, throws up an apparent paradox, the resolution of which (in §5.2) reveals a surprisingly rich solution structure. The results we obtain are of interest both in the general study of (experimentally observable) cusp formation in viscous flow [1, 2, 19, 20] , and also in the wider mathematical context of conformal mapping techniques applied to free boundary problems.
Complex variable theory
We begin by outlining the theory as developed in [17, 23] . The notation we employ is largely the same as those papers. It is convenient to work with the streamfunction ψ(x, y, t), which in two-dimensional slow viscous flow satisfies the biharmonic equation
The fluid is assumed to occupy some simply-connected domain Ω(t) in R 2 , which we can consider as a subset of C if we write z = x + iy.
As well as the kinematic boundary condition (equating the velocity of the fluid at the free boundary, in the direction of the outward normal, to the velocity of the free boundary itself in that direction) there are two stress boundary conditions,
Here, σ ij denotes the usual Newtonian stress tensor, n = (n i ) denotes the outward normal to ∂Ω(t), T is a surface tension coefficient, and κ is the curvature of the free boundary. Using the Goursat representation of biharmonic functions ψ, together with its biharmonic conjugate the Airy stress function A, may be expressed in the form
for functions φ(z, t), χ(z, t) analytic on the flow domain except at driving singularities. In this paper we consider only flows driven by a point sink (or source) of strength Q at the origin, where φ and χ have the local behaviour
if Q < 0 we have a point source. (We use for ∂/∂z or ∂/∂ζ without ambiguity.) All physical quantities of interest can be expressed in terms of the functions φ and χ; for instance, the velocity field (u, v) and the pressure field p are given by
where µ is the viscosity of the fluid. In terms of these functions the condition (2.1) becomes
We now introduce a time-dependent conformal map f (ζ, t) from the unit disc in ζ-space onto the fluid domain. This is always possible by the Riemann mapping theorem, and the map is uniquely determined if we insist f (0, t) = 0, f (0, t) > 0 for all time. We define the functions 2 Φ(ζ, t) and X (ζ, t) on the unit disc by
The boundary conditions (2.1) and the kinematic boundary condition may now be formulated in the ζ-plane, as identities holding on |ζ| = 1. We refer to Richardson [23] for the details; briefly, when the (purely mathematical) condition Φ(0, t) = 0 is assumed, these identities are easily analytically continued, giving functional identities which hold globally in the ζ-plane (equations (2.18) and (2.19) of [23] ). 3 These equations are most conveniently expressed as follows (see for example [6, 7] ):
and 4) where the function G + (ζ, t) (analytic on |ζ| ≤ 1) is defined in terms of the conformal map via
Hence the solution procedure entails a search for conformal maps f (ζ, t) satisfying (2.3) and (2.4), together with appropriate behaviour at the driving singularities. For the case of a single point sink at the origin this behaviour is
(Φ(0, t) = 0 by assumption). Once one has postulated a suitable form for f (ζ, t), one can find a solution to the problem by matching the singular behaviour on either side of the equation (2.3).
For our solution we shall use a slightly different approach however, based on results outlined in §3, which is particularly appropriate for polynomial mapping functions. A crucial requirement of the theory (on both physical and mathematical grounds) is that the mapping function f (ζ, t) be univalent on the unit disc; solutions break down when this condition is violated. See [8] for a detailed discussion; loosely speaking, f is required to be analytic and oneto-one, with nonvanishing derivative (conformal). If we assume an initially univalent map f (ζ, 0), then any such nonunivalency must approach |ζ| = 1 from without, hence nonunivalencies are first manifested on the boundary of the domain, in both ζ-space and z-space (physical space). For instance, if the mapping becomes double-valued at some point on the unit circle, this corresponds to the fluid domain beginning to overlap itself, at which point the model must be modified to account for the change in topology. A zero in the derivative of f on the unit circle corresponds to a cusp (or, exceptionally, a corner) in the free boundary, which we might expect to be smoothed off by the action of positive surface tension. We refer forward to Figure 2 for examples of selfoverlapping and cusped flow domains.
The conformal maps we shall use contain various time-dependent parameters, not all values of which give rise to a univalent map on |ζ| ≤ 1. In general there is a subset of the parameter space on which the map is univalent on the unit disc, and to which we must restrict attention when solving problems. The idea of such a "univalency domain" (which we denote by V ) in parameter space is an important concept in this paper, since one way to represent the solution is as a trajectory followed within V as the parameters evolve in time. A trajectory reaching the boundary of V is then associated with blow-up of the solution, by one of the means listed above. (See [18] for the application of similar ideas in the context of the Hele-Shaw free boundary problem.)
Stokes flow "moments"
Consider the quantities C k (t) defined (for integers k ≥ 0) by
It follows from equation (2.3) (see [6] for the details; also [5] where similar ideas are applied) that with only the singularity (2.6) at the origin,
The quantity C 0 (t) is clearly the area of the fluid domain, so the k = 0 equation just represents conservation of mass. Note that the ZST case is particularly simple, leading to an infinite set of conserved quantities. For a general polynomial mapping function,
the C k (t) are readily evaluated from (3.1) as
all other C k being identically zero (note that this shows that if f (ζ, 0) is a polynomial of degree n then it must remain so for t > 0). Hence we obtain a system of N equations, (3.2) and (3.3), for the nonzero C k , which are equivalent to a system of equations for the N coefficients a k (t). In the ZST case these are algebraic, but the general NZST equations are a system of nonlinear ordinary differential equations.
The limit of zero surface tension
It is clear from the above that the ZST problem is very much simpler than the NZST one. Nonetheless, several time-dependent problems have been solved exactly using conformal mapping ideas similar to those outlined here, including:
(1) The coalescence under surface tension of two (equal or unequal) circular cylinders of fluid [11, 23] ;
(2) The coalescence under surface tension of a cylinder and a half-space of fluid [13] ; (3) A limaçon evolving under the action of surface tension only [23] ;
(4) The evolution of domains described by polynomial maps of the form
for any integer n ≥ 2, under the action of both surface tension and a point sink at the origin [17] ( (3) above is a special case of this solution family, with n = 2 and no suction);
(5) The evolution of bubbles in a shear flow with surface tension effects included [26] ;
(6) The evolution of expanding/contracting bubbles in otherwise quiescent flow with surface tension effects included [26] .
The work that we are concerned with here is that of (4) above, due to Howison & Richardson ( [17] ; henceforth HR'95), since they include the effects of both surface tension and a driving mechanism; we thus give a short review of their work. They consider fluid domains Ω(t) driven by a single point sink of strength Q > 0 at the origin, which are described by the family of mapping functions We use the results of §3. By (3.5) the only nonzero moments are C 0 and C n−1 . The evolution of these quantities is given by (3.2) and (3.3), hence we must calculate G + (0) using (2.5) . This is straightforward, leading to the evolution equations 
This naturally led them to consider the limiting case T → 0 where, combining the previous two observations, cusps form in ∂Ω at time t * < t E , and persist until time t E . This corresponds to a degenerate case of equation (4.3), where K(b) on the right-hand side is singular as b ↑ 1, but T → 0 to counteract this effect. The net result is that b(t) is "pinned" at 1 for t > t * , while from (4.2), a(t) evolves according to
until t = t E ; this analysis also shows that ZST theory holds for 0 < t < t * . These solutions are not classical, because the free boundary is nonanalytic. There is an embryonic theory of such (so-called) "weak solutions" which is outlined in Appendix A (and which is similar in spirit to a theory advanced by Hohlov et al. [15] for the T → 0 + limit of the Hele-Shaw problem with suction). In generality it demands too much technical machinery to describe here (in particular, its motivation requires more of the complex variable theory than we give) and we refer to [7] for the details. Our aim in this paper is to illustrate the dynamics of motion on the univalency boundary, and the sort of things that can happen. Indeed, given the tentative nature of the general "weak solution" theory, the direct approach of taking the limit T → 0 which we adopt provides a useful verification of the theory, which is shown to be consistent in Appendix A.
The weak solutions in the example of HR'95 are all of similarity type for t * < t < t E , since only the scaling parameter a changes; the shape of the free boundary remains the same throughout. So, for instance, the solution for n = 2 evolves as a shrinking cardioid for times t > t * in the limit T → 0.
The precise nature of the singularity in (4.3) as b ↑ 1 is determined by the asymptotic behaviour
(see for example [3] ). This means that for small positive surface tension T , the quantity (1 − b) must be exponentially small in 1/T before surface tension effects become important, a fact borne out in experiments [19] , where 'almost-cusps', having radii of curvature which are exponentially small in the capillary number, can be observed.
5 The cubic polynomial map
Real coefficients
We now consider the ideas above applied to the more complicated case of a general cubic polynomial mapping function in the limit T → 0. The ZST case of the analogous Hele-Shaw problem was solved by Huntingford in [18] . As explained, we expect the evolution of the free boundary ∂Ω(t) to follow ZST theory until the "blow-up time" t * , at which point we relax the restriction on ∂Ω(t) to permit solutions with persistent cusps in the free boundary. The mapping function we consider is
without loss of generality we assume the scaling factor a to be real and positive for all time.
By suitably rotating the co-ordinates in the initial domain Ω(0), the general case with both b(0) and c(0) complex may be reduced to an initial map f (ζ, 0) with just one complex coefficient. For simplicity we shall assume b(0), c(0) ∈ R, which will then ensure b(t) and c(t) are also real for t > 0; this is equivalent to the assumption that Ω(t) is symmetric about the x-axis. We return to the limitations of our assumption in §5.2. For this case, (3.2), (3.3) and (3.5) yield the evolution equations
The ZST case
With T = 0 these equations are valid until the time t * at which the map ceases to be univalent. As in [18] we must consider the domain V in (b, c)-space for which (5.1) is univalent 4 on |ζ| ≤ 1, and find the phase trajectories of the system (5.3), (5.4) within V . Cowling & Royster [4] determined this univalency domain, in the more general case of complex coefficients. For real coefficients, V is symmetric about the c-axis (so we lose nothing by restricting attention to the right-half plane 
for various k ∈ R. In contrast to the Hele-Shaw result of [18] , we find no phase paths which meet ∂V tangentially and then re-enter V ; all ZST solutions blow up with the phase path hitting ∂V obliquely (see Figure 4) . A tangent phase path would be associated with the instantaneous formation of a cusp of (4N + 1)/2-power type, which would immediately smooth (the phase path re-entering V ) and the free boundary would become analytic again. Examples of such behaviour are known for Stokes flow [24] and the Hele-Shaw problem [15, 16, 18] involving transient 5/2-power cusps, but it does not occur here. The ZST evolution is then fully determined, the general picture being that the free boundary of the fluid domain evolves through a series of smooth free boundary shapes towards a cusped or self-overlapping shape (depending on the initial shape ∂Ω(0)) of the kind illustrated in Figure 2 . We emphasise that in no instance can all the fluid be extracted from Ω(t) in the ZST case. The
Air Air phase-paths within (b, c)-space for this ZST solution are included in Figure 4 , which clearly shows where the blow-up occurs.
The case T > 0 and its limit as T → 0 +
We now consider the effect of small positive surface tension, as we approach ∂V along a phase path. Using the definition (2.5), we are able to find exact expressions for G + (0, t) and G + (0, t) in terms of elliptic integrals. These exact expressions are necessary if we wish to consider the problem with O(1) surface tension (and may be used in the numerical solution of the O(1) surface tension problem) but are not very illuminating for the present discussion of the limit T → 0; hence we relegate the details to Appendix B. The main point to note is that they are singular only on the straight-line portions of ∂V (i.e. those portions corresponding to blow-up via cusp formation rather than by overlapping) and so only in the neighbourhood of these lines are surface tension effects significant, justifying our earlier assumption that ZST theory is adequate for t < t * . To find the phase paths near ∂V , we combine (5.3) and (5.4), writing a 2 c = A, and a
and hence it is only the ratio of G + (0, t) to G + (0, t) that is important. We need to consider two separate cases, according as to whether the ZST solution breaks down by reaching the boundary of the univalency domain at c = 1, or at b = 1 + c (refer forward to Figure 4) . The results of Appendix B show that near c = 1,
giving B = (const.) × A 3/10 , or, in terms of the mapping function parameters,
Knowing that ZST theory will hold until c ≈ 1, we may take t * (the ZST "blow up" time) to be zero without loss of generality and proceed from there, so that, in the limit T → 0, c(t) ≡ 1 throughout the motion. Thus, from (5.2) and (5.8), the equations to be solved are
and 
which has solution
for some constant λ. We again take t * = 0 without loss of generality, and our initial conditions must satisfy b * = 1 + c * (where now 0 ≤ b * ≤ 8/5). In terms of a and b then, we have
where g(b) := 2b 2 + 5b − 4, holding together with the mass conservation equation (5.2). After some rearrangement, and putting c = b − 1 (since we remain on this part of the univalency boundary),
Combining the previous two equations, eliminating the ratio a/a * between them, we finally arrive at an analogue of (5.11), Recall now the comment in footnote (4), that we have actually been considering the projection of a univalency cylinder by suppressing the parameter a. We are thus in one of the special cases considered in HR'95; the subsequent evolution is of the 'similarity' type discussed there, with b ≡ 0, c ≡ −1, and the parameter a changing in accordance with the corresponding mass conservation equation. The full phase diagram in the (b, c)-plane is given in Figure 4 , with phase paths that are in some way 'special' represented by dashed lines. The bold arrows indicate the sense in which the phase paths 'turn around' as they hit ∂V .
It is now apparent that the 'exceptional cases' b * = 1, b * = b c mentioned earlier are stable and unstable (respectively) critical points in the phase diagram, and thus also represent possible 'similarity' solutions of the kind studied in HR'95, the dotted phase path c = 0 being exactly one of those solutions. Note that for this special solution, reaching b = 1 no longer need be synonymous with total extraction, since the right-hand side of (5.12) is now identically zero; indeed, by the analysis of HR'95 we do remain a finite time at (1, 0) before extraction is complete. The points (0, −1) and (0, 1) are also critical points, stable (but see §5.2) and unstable respectively, and again, are members of the family of similarity solutions of HR'95. We may summarise our results as follows:
• Phase paths which hit ∂V at (1, 0) or (0, −1) terminate there and represent stable similarity solutions, since adjacent phase paths are also entering these points. • Paths for which c * = b * − 1, 0 < b * < b c turn around and enter (0, −1), reaching this point before extraction is complete; subsequent evolution is of 'similarity' type as discussed in HR'95.
The 5/2-power cusp is an interesting borderline case, being the point of transition between ZST solutions which break down via formation of a 3/2-power cusp, and those which break down via overlapping of the free boundary. This path must still turn around and enter (1, 0) ; however, the fact that F (8/5) = 0 ( Figure 3 ) implies that this path 'only just makes it'. Geometrically, the 5/2-power cusp immediately becomes a 3/2-power cusp, which then persists.
The existence of the point b c is also interesting. As we move along ∂V from (1, 0) towards (0, −1), ∂Ω(t) evolves continuously from a cardioid (with a cusp on the left-hand side), to a fully symmetric shape having cusps on both sides. As is does so, a 'dimple' develops on the right-hand side (see (6) and (7) in Figure 2 ), which becomes more pronounced, eventually turning into the second cusp at the point (0, −1) on ∂V . It is perhaps not surprising then that there is some critical point beyond which the 'dimple' is too large to disappear, and the ultimate shape has to have two cusps. If the dimple is small enough (i.e. b * > b c ), then the ultimate shape will have just one cusp. For the solutions with c * = 1, however, the possible geometries are such that the two-cusp state is always unstable, and ultimate overlapping of the free boundary has to occur.
Complex coefficients
Recall our earlier comment, that the assumption of real coefficients in the mapping function (5.1) was equivalent to assuming symmetry of Ω(t) about the x-axis. The results obtained seem to have a remarkably rich structure nonetheless; however they are somewhat deceptive, as consideration of the case with complex coefficients reveals.
A little thought about the conclusions of §5 reveals an apparent contradiction: the point (0, −1) in (b, c)-space is stated to be a stable equilibrium point, whilst the point (0, 1) is an unstable equilibrium point. But the two configurations are actually identical, one being a rotation through angle π/2 of the other. In fact, the conclusions regarding the point (0, −1) were a little suspect anyway, since we knew the limit G + (0, t)/G + (0, t) to be nonuniform at this point, but the analysis away from this point did indicate that it should be a stable equilibrium.
In the preceding analysis, we have been considering a single, two-dimensional cross-section of what is actually a four-dimensional univalency domain V 4 in complex (b, c)-space. 5 Determination of this domain is the subject of Cowling & Royster's (henceforth C & R) paper [4] . There, the authors note that the cross-section {b} = 0 of V 4 is symmetric about the planes {b} = 0 and {c} = 0, and so it may be assumed without loss of generality that {b} = 0 and {b} ≥ 0 (since this still generates all possible free boundary shapes, up to rotations and reflections). Writing c = c 1 + ic 2 and taking b ∈ R + , their paper then determines this three-dimensional cross-section (V 3 , say) of V 4 for which the map (5.1) is univalent on the unit disc; however this domain is not simple, and is given in an implicit form which is difficult to use.
Before exploring the structure of this domain further, we consider the changes wrought in the evolution equations for the coefficients by allowing them to be complex. We assume still that a ∈ R + , but now write b = b 1 + ib 2 and c = c 1 + ic 2 , for real b 1 , b 2 , c 1 , c 2 . The equations governing the ZST problem are found from (3.2), (3.3) and (3.5), and are
14)
To obtain the phase paths in the four-dimensional (b 1 , b 2 , c 1 , c 2 )-space we must equate real and imaginary parts in these equations. The first is wholly real already, and in any case (as we have observed for the real coefficients case) is unnecessary for determination of the phase paths. The four real equations resulting from (5.15) and (5.14) are 19) which, as the four arbitrary constants k 1 to k 4 vary, give paths in (b 1 , b 2 , c 1 , c 2 ) -space (after elimination of a). We now recall the statement of C & R that it is sufficient to consider the situation b 2 = 0, b 1 > 0. Suppose we seek such solutions to the above equations (5.16)-(5.19). The first two are unchanged, whilst the second two become 
which together imply that either both c 1 and c 2 must be constant, or else c 2 = 0. Supposing the first case, with c 2 = 0, then to satisfy the equations we need both a and b 1 to be constant also, in which case the mass conservation equation cannot hold (except in the trivial case Q = 0). Hence we must have c 2 = 0, showing that the only family of solutions for which b ∈ R throughout the evolution, is that already found for which c ∈ R also. The result of C & R essentially says that restricting attention to V 3 yields all possible free boundary shapes, the remainder of V 4 consisting of rotations and reflections of shapes which are contained within V 3 . For a map with constant coefficients it is then sufficient to consider V 3 , since any free boundary configuration can be generated by some point within V 3 provided the axes are suitably chosen. With time-dependent coefficients, we may choose axes such that the initial configuration Ω(0) is generated by a point of V 3 ; however the above shows that only if c 2 = 0 is the configuration for t > 0 also generated by a point of V 3 . Solution trajectories for c 2 = 0 migrate to regions of V 4 outside V 3 .
C & R's observation is therefore of limited use, since the only family of solution trajectories lying wholly within the three-dimensional cross-section V 3 ⊂ V 4 is the family of real solutions already studied-all other solution trajectories simply intersect V 3 at a single point. The full fourdimensional space V 4 is horribly difficult (if not impossible) to determine and study analytically. We consider instead whether we might find a three-dimensional solution family for the case in which c is real, but b is complex. Setting c 2 = 0 in equations (5.16)-(5.19) gives
since (5.17) has reduced to an identity, we are able to eliminate a from these equations to find 6 Note that this analysis also covers the case c 1 = 0, c 2 = 0, since if we make the substitutions
so we get the same phase diagram in (B 1 , B 2 , c 2 )-space.
phase trajectories in (b 1 , b 2 , c 1 )-space: these are determined by the two equations
To get an idea of this three-dimensional cross-section V * of V 4 , we consider simple two-dimensional cross-sections. The cross-section b 2 = 0 is the case already studied (the domain V given by (5.5)).
The cross-section b 1 = 0 corresponds to maps of the form
Making the substitutions ζ = −iζ,
so the intersection of V * with this cross-section is exactly the domain V , but inverted with respect to c 1 ; call it V † . Likewise, we have a ZST solution family lying entirely within V † , with phase paths exactly as for the real coefficients case, but inverted with respect to c 1 . The T → 0 limit is also inferred from the earlier analysis. The other two-dimensional cross-section of V * we can look at is c 1 = 0. This is particularly easy, the map now being
, and the map is univalent on the disc = constant, as can be seen from (5.18) and (5.19) with c 1 = 0 = c 2 . All points on the univalency boundary are equivalent, in the sense that the free boundary shapes represented by the maps are just rotations of the same cardioid. The T → 0 limit of this solution family is of the "similarity solution" type, with initial limaçons becoming cardioids (before all the fluid has been extracted) which then persist in a self-similar fashion until extraction is complete. The schematic Figure 5 indicates how the three-dimensional domain V * fits together. Given the equivalence of the cross-sections V and V † , we now see plainly the equivalence of the points {b = 0, c = 1} and {b = 0, c = −1}, and the arrows in Figure 5 show how this configuration destabilises.
The only point in our phase diagram (Figure 4 ) which is possibly still ambiguous is b = 1, c = 0, which is claimed to be stable. How do we know that this point does not 'destabilise' like the point b = 0, c = 1, by the phase paths moving onto ∂V 4 ⊂ ∂V ? Consider again the three-dimensional subset V * ⊂ V 4 , which we have seen contains a solution family. We know that phase paths of this family starting within V * move out to the boundary under the ZST evolution equations (5.22), and then move over the surface ∂V * under the influence of the T = 0 + effect (cf. the paths moving along the boundary ∂V in Figure 4 ). From our experience with the real coefficients case, we know that a phase path can leave ∂V * through a critical point, and move onto other parts of ∂V 4 . However, the point is that V * contains a solution family, and therefore the phase paths within V * (and on ∂V * ) must be topologically consistent, just as they are within V . It is easily checked (by sketching the phase paths on the surface of some suitable three-dimensional objecta plastic cup, in the authors' case!) that the only consistent possibility is for all phase paths to Our study is clearly not exhaustive, since we have considered only a limited subset V * of V 4 , which contains a family of solutions of which the real coefficients case is a sub-family. In fact this sub-family appears twice within V * , as we have seen (in V and in V † ) so there is considerable repetition even within this limited subset. V * does not contain all possible free boundary configurations. On the other hand, the cross-section V 3 (b 2 = 0) of V 4 is a minimal set of possible free boundary shapes if axes are chosen appropriately, but complex-parameter solutions do not lie wholly within this space. Evolution in time cannot be determined by studying V 3 then, unless the analysis is somehow modified to allow the co-ordinates within the fluid domain to rotate suitably in time-we do not consider this possibility.
Conclusion
We have discussed in detail the evolution of the weak solution for a cubic map ZST Stokes flow solution. We have confirmed that the weak solution is the usual ZST solution before blow-up, and we have analysed its progress around the boundary of the univalency domain at later times. For this particular map, the free boundary can have either one or two cusps when it is singular, and we have presented strong evidence (short of a full examination of the four-dimensional univalency domain, which does not appear feasible) that if all the fluid is extracted, the ultimate shape is generically a cardioid with one cusp, the two-cusped configurations being unstable or leading to self-overlapping. It is an interesting open question how many terminal cusps might be generic for a more complex map.
, the forms of which functions change as we cross the curve b 2 = 4c in V (according to whether the denominator has real or complex roots as a function of cos θ); G + (0) itself is continuous across this curve, however. In b 2 < 4c we use formula 3.145.2 in Gradshteyn & Ryzhik [10] (henceforth G & R), and also the asymptotic result
where K( · ) is the complete elliptic integral of the first kind. We find that 
b = 1 + c now being the only line of singularities within V . Explicit formulae for G + (0) are much more complicated; in b 2 < 4c we find
here k 1 is as previously defined, E( · ), E( · , · ) denote the complete and incomplete (respectively) elliptic integrals of the second kind, and F ( · , · ) denotes the incomplete elliptic integral of the first kind (so K( · ) ≡ F (π/2, · )). The key formulae used in finding this expression were 259.07 and 410.02 in Byrd & Friedman [3] (henceforth B & F), along with various properties of elliptic integrals and Jacobian elliptic functions, all of which may be found in B & F.
In b 2 > 4c we find
again, k 2 is as previously defined, and Π( · , · ) denotes the complete elliptic integral of the third kind. In finding this expression the formulae used were G & R 3.148.6 and 3.148.4 (in regions c > 0 and c < 0 respectively). In using these two books, care was necessary to account for slight differences in definitions. Likewise, when carrying out numerical checks on the analysis, care was needed due to different inbuilt definitions in the software package Mathematica. The above assumes the definitions:
The results of §5 require the asymptotic evaluation of the ratio G + (0)/G + (0) near each of the lines c = 1 and b = 1 + c. This is not too bad for the case c ↑ 1, and fairly nasty for the case b ↓ (1 + c) ; we give only brief details. In b 2 < 4c results of B & F § §111-112 are used, together with (B 1) above, to deduce that as c ↑ 1, the term in curly brackets in G + (0) (B 2) is everywhere negligible compared to the first term. Hence we see that the asymptotic behaviour here is
To study the behaviour of G + (0) as b ↑ (1 + c) in the region b 2 > 4c we must consider the cases c > 0 and c < 0 separately, since these give different types of behaviour in (B 3). We write = 1+c−b and eliminate b to work with c and , so that letting → 0 corresponds to approaching the univalency boundary ∂V . We also define the auxiliary parameter δ := 2 /(4(1 − c) 2 ); this will always be small since we do not consider the elliptical part of ∂V corresponding to blow-up via overlapping of the free boundary, so c lies in the range −1 < c < 3/5. We find:
We know the asymptotic behaviour of the first term in curly brackets in G + (0) (B 3), from (B 1). The term outside, multiplying the curly bracket, is also straightforward. Hence we only need to find the behaviour of the second term within curly brackets, which to lowest order is
Suppose first that c ∈ (0, 3/5). Then by the above expressions, 0 < α 2 < k which gives excellent agreement when checked numerically. This term will thus be everywhere negligible compared to the first term in the curly brackets (K(k 2 ) being singular as k 2 → 1), hence we get the approximation
It follows that for c in this parameter range we will have
as we approach the boundary. For c ∈ (−1, 0) (still using (B 3)) we have 0 < k 2 2 < α 2 < 1, which is a case III elliptic integral 7 The case c = 0 is the special case α 2 = k 2 , and provides a check on the analysis in both regions c > 0, c < 0. In particular, this will be the case as we approach the univalency boundary along the phase path b ≡ 0. We thus have a nonuniform limit, with
everywhere except c = −1 (or b = 0); at this point the limit is zero.
