Abstract-Field theories such as Maxwell's equations for electrodynamics describe a continuum and predict the existence of waves. A contact to mechanics and its classical kinematical concepts of localized objects, or particles, moving at certain group velocities along well-defined trajectories, is achieved by defining wave packets and developing the Hamilton ray equations governing their motion. The wave packets contain many oscillations which are modulated by a slowly tapering envelope defining the extent of this packet in space and time. It is shown here that the solitary waves, i.e., waves which are characterized by very sharp localized pulses consisting of a small number of oscillations, are described differently. The two entities are analogous when we compare the behavior of one in configuration space-time with the other in representation space. This analogy is remarkable and leads to new concepts that might prove useful for many applications. Thus it is shown that the solitary wave can be described in terms of analog rays in representation space, on which a group slowness function is defined. In space-time the solitary wave is characterized by a wave surface evolving according to the relevant slowness function at each point. For objects and therefore for wave packets, there exists a relativistic formalism in terms of four-vectors. Thus the Hamilton ray equations can be represented in terms of the four-velocity, involving a differentiation of the position four-vector with respect to the proper time. The analog treatment leads to a differentiation of the representation four-vector with respect to the new concept: the proper frequency. Finally, the analogy provides an explanation for the stability of solitary waves in the presence of nonlinear media, without the need for discussing specific differential equations: It is argued that self defocusing of the analog rays in representation space provides the "glue" which counteracts dispersive effects in configuration space, and thus obviates the fissioning of the solitary wave.
I. INTRODUCTION
The question of the role of particles and waves in physics came up in all its vigor in the 17th century in the context of the new science of optics, and continued well into the 19th century with the advent of modern atomic physics and the era of quantum mechanics [1] . How easy it is for us, now in possession of field theories such as Maxwell's equations for the electromagnetic field and Schr6dinger and other field models for quantum mechanics, to "understand" that light and matter are simultaneously corpuscular and undulatory manifestations! The uninitiated might still feel perplexed, but an adequate explanation of wave packets, described as long pulses containing many undulations, moving in space according to their appropriate group velocity, is sufficient to settle the argument. The undulations comprising the wave packet account for the wave theory aspects, such as interfer-ence and diffraction of waves, while the structure of the wave packet as a parcel of energy, described in terms of its envelope and propagating according to its group velocity along some trajectory, explains its corpuscular behavior. Moreover, from our perch here at the top of the century, we can easily understand that using wave packets automatically implies Heisenberg's uncertainty (or indeterminancy) principle, expounded in practically every book on quantum mechanics (e.g., see Bohm [2] ), which at the time constituted a major philosophical revolution (recall Einstein's celebrated exclamation concerning the statistical nature of quantum mechanics:
"God does not play dice"). Mathematically it follows simply from the properties of the Fourier transform:
If the wave packet is very long, containing many undulations, then you cannot pinpoint its position 7 in space, but its spectrum (in terms of the propagation vector k, which in quantum mechanics is related to the momentum) is very narrow, and vice-verea. From this point of view the uncertainty principle is simply inevitable once we decide to describe "objects" in the framework of a field theory in terms of wave packets. Thus we are able to introduce field theories, essentially "laws of nature" expressed in terms of systems of coupled partial differential equations, such as Maxwell's equations, and also have "objects," or "particles,"
to which mechanical properties (e.g., trajectory, velocity) can be attributed, at least as a limiting case. This is the key: a limiting case. It immediately brings up the question whether there are other limiting cases in the opposite direction so to speak. The present argument will attempt to show that the antipodal concepts to the wave packets are the solitary waves. The theory of solitons has mushroomed late in the second half of the present 20th
century. Unlike the approach of investigating solitons by solving certain integrable nonlinear equations (e.g., see an early review by Scott et al. [3] ) and thus determine which physical model (described in terms of these equations) can support solitons, the present goal is to describe solitary waves in a general framework. As always, the price of generalizing a concept is its vagueness concerning particular cases. The same situation occurs, for example, for the wave packet concept which defines the group velocity but does not tell you what the particular structure of the wave packet at hand is. Thus, after introducing the general concepts here, it will be still necessary to investigate the properties of a particular soliton or a particular wave packet in the context of a particular physical model (fluid surface waves, say).
The present study investigates the general properties of solitary waves and the (surprising) duality of solitary waves and wave packets when the properties of these concepts in configuration and representation spaces are compared. Some work along these lines has been published previously [4] [5] [6] . The aim of the present discussion is to consolidate the findings, offer better and deeper explanations, and to find (for the first time, it is believed) some relation between the emerging concepts and the theory of Special Relativity. In the course of carrying out this program some fundamental questions regarding the foundations of Special Relativity itself come to the surface.
To compact the notation, relativistic four-vectors are amply used. Thus, the Cartesian space coordinates are combined into a position vector x, and time t is multiplied by ic to finally obtain the Minkowski four-dimensional spacetime position, or "world," vector X = (x, ict). A space-time dependent function f is represented sometimes as f(x, t) or, whenever convenient, as f(I), both notations referring to the same function. Moreover, the four-dimensional Fourier transform of this function will be symbolized by using the same identifier f, i.e., f (k, w) or f(k) , where the four-vector K is defined below. Only when ambiguity as to the intended function and argument might occur, the notation will be more specific. See also Censor [7, 8] .
The present discussion starts with a recapitulation of the wave packet and group velocity concept in space-time invariant (i.e., homogeneous, time independent) media. This serves to introduce the subject and the relevant notation, and provides reference points for subsequent arguments. The next section introduces the analog concepts of group slowness and the wave surface function for the solitary wave, under similarly simplifying conditions.
The following section examines the new subject of group slowness in the light of Special Relativity theory. A new concept called proper frequency, corresponding to the proper time introduced by Minkowski [1, 9, 10] , is defined. Corresponding to the well-known concepts of four-velocity and four-acceleration, analogous four-slowness and four-slackness four-vectors are defined, and their properties are investigated.
The relations between the dispersion equation for wave packets and the corresponding solitary wave surface function, their relativistic invariance, and relation to group velocity and slowness are considered.
This section is followed by a short discussion of the theoretical import of all these concepts. The most striking conclusion is the realization that the Theory of Relativity is from its onset "Object" oriented, even when it deals with field problems. From there we proceed to recapitulate the derivation of the Hamiltonian ray equations in media slowly varying in space-time.
This serves to later introduce the analog ray equations for solitary waves in dispersive media. Inasmuch as most known media are dispersive, solitary waves usually "fission" or become "smeared out," due to the fact that the frequency band is very wide and various spectral components propagate at different phase velocities. In the context of soliton theory, it has been shown that certain media, characterized by nonlinear differential equations, e.g., the Korteweg-DeVries equation, support solitary waves in spite of their inherent dispersive properties.
Generally speaking one can say that nonlinearity provides the "glue" which can hold together solitary waves in dispersive media. Unlike other theories which focus on the nonlinear differential equations, here this question is approached in a general way. We start with a short summary of the discussion of rays and wave packets in nonlinear media in terms of the Volterra series theory. There are certain new phenomena which have been observed in such systems; noteworthy is the phenomenon of self focusing. By exploiting the analogy of wave packets and solitary waves, a similar process is suggested for the analog rays in K space. This provides a general explanation for the stability of solitary waves in dispersive media, in the presence of nonlinearity, without limiting the discussion to specific differential equations.
II. WAVE PACKET AND GROUP VELOCITY CONCEPTS IN HOMOGENEOUS MEDIA
A physical model or "law of nature" will be understood for the present purposes as a set of coupled partial differential equations on dependent variables Aj, which are the experimentally measurable quantities or are related to them, and are functions of the independent variables space-time coordinates x, t also symbolized by X. Sometimes, as in the case of Maxwell's equations for the electromagnetic field [1 1] , the set of equations is indeterminate and must be supplemented by additional constitutive equations.
Assuming that this has already been done, and that we are dealing with a determinate set of equations for the fields Aj(X), and that we are dealing with space-time independent mediaimplying equations with constant coefficients, and that there are no field sources in the domain under consideration -implying homogeneous equations, we represent the physical model in the form where is the four-vector gradient operation [8] , and the operators in (la) denote an arbitrary dependence on the components of this four-vector. The Fourier transform of Aj is written in the form where K is also a four-vector [8] which compactly represents the propagation vector T and the (angular) frequency w. Substituting (2a) into (la), and exchanging order of integration and differentiation, we obtain implying that O?jAj must vanish.
We thus obtain a system of homogeneous algebraic equations
For this system to yield nontrivial results, i.e., nonvanishing Aj, the determinant of the matrix Ot j must vanish. This prescribes a condition which can also be written as w = w(k) and is referred to as the dispersion equation. It is not difficult to see that the procedure leading to (5a) is essentially a reduction of the system of differential equations (la) by the elimination of all fields Aj except one, say A. This can easily be performed by differentiation and substitution.
We now have a wave equation on A: Substitution of (2a) for A into (6) once again yields (5a). Another common representation of (5a) starts by defining 8 = X, and (5a) can be written as
In this form the equation is referred to as the equation of the eikonal. For (2a) to represent a valid solution of (la), the dispersion equation (5a) must be satisfied; hence, we rewrite (2a) in the form Therefore, a function Aj (X) satisfying (la) will be characterized by a four dimensional Fourier transform
where Aj(Y) is arbitrary but F(K) is the specific function in (5a), corresponding to the physical model described by the system of equations (la).
After introducing the above model and the associated notation, we are in a position to define wave packets. We wish to consider solutions for the model (la) in the form
where (8) slowly as a function of k, it is possible to expand w(k) in a Taylor series about 10 and approximate it by retaining the leading terms only: Substitution of (9) into (2b) yields (8), where depends on the parameter 10 too. The definition of the group velocity follows from (9), for the relevant value of To. Thus, for the present simple case of homogeneous time-invariant media, we succeeded in defining "objects" moving on certain trajectories according to an appropriate group velocity (10) . In representation space K, the function F(K) = 0 constitutes a four-surface. The special case w = w(k ) = const. is easier to visualize as a surface in three-dimensional k space. By differentiation we then find -hence if dk is on the surface w(k) then clearly is normal with respect to this surface. Defining the four-vector gradient operator in K space [8] as facilitates the introduction of a four-vector group velocity [8] ,
where T is the relativistic proper (or intrinsic) time [9] [10] [11] [12] , related to the time t of (la) and (10) by where c is the speed of light in free space (vacuum), and the last expression of (13) has been normalized so that it satisfies V -V = -c2, a well-known property of the relativistic four-velocity. Using (12) and the definition of V as a four-vector to find the space and time components of V yields (10) once again. Differentiating (5a) we obtain the four-dimensional analog of (11):
Clearly, in an analogous sense, V is perpendicular to the four-surface 0. Additional geometrical properties in X and K space will be mentioned as we proceed.
Elementary introductions to the above subjects have been given before [13, 14] .
In addition to the group velocity, the carrier wave in (8) also involves the phase velocity. First rotate the coordinates such that ko is in the direction of one of the coordinate axes, say x. The constant phase kpx -wot = const. defines the phase velocitv whose direction is defined by a unit vector k in the 1 direction. In view of (2b) and the approximation (9), the spectrum corresponding to the wave packet (8) is given by i.e., the spectrum is a pulse-like function, infinite for frequencies and k values satisfying the dispersion equation w = w(k), and zero elsewhere. For a specific value w = wl the spectrum exists on the surface wl -= 0. On changing V, i.e., the k value shifted away from kp, the peak is found for neighboring w' satisfying = w -t7 -In the next section the opposite limiting case of solitary waves will be introduced.
III. THE SOLITARY WAVE AND GROUP SLOWNESS CONCEPTS IN NONDISPERSIVE MEDIA
In the last section it was shown that a homogeneous, time invariant medium can support wave packets. Wave packets can sustain moderate dispersion, because of their narrowband spectrum in K space (dispersion is characterized by a phase velocity (17) which is not a constant but K, i.e., frequency and propagation vector, dependent).
In the present section it is planned to investigate "sharp" signals, localized in X space in the vicinity of certain surfaces. We shall refer to them as solitary waves. Of course, a signal localized in X space will have a wide spectrum in K space. This is a mathematical consequence of the Fourier transform, and directly related to Heisenberg's quantum mechanical principle of uncertainty.
To avoid such a localized wave from "fissioning" (by which we mean losing its distinct spiked shape), due to the different phase velocities of various spectral components, we must confine ourselves (at least at this stage of the discussion) to nondispersive or at most weakly dispersive media. Consequently k and w values associated with the solitary wave are now related: in a strictly nondispersive medium they are related by the phase velocity (17) . In this extreme situation there are no restrictions on the spectrum breadth, and in principle the solitary wave can be localized, even as a 6-function impulse. In a more general situation we write an expression analogous to (8) and assume the localized wave to have a spectrum of the form Note that here T and w are not related by the dispersion equation (5a). The new quantity s appearing in (19) is dimensionally the inverse of velocity and will henceforth be called "group slowness" or simply "slowness."
In many respects 3 is the counterpart of the group velocity v. This new concept will be further discussed below. The similar structure of (8) and (19) suggests that, similar to w = w(k) introduced above for the wave packets, we now define a function t = t(x) (at this stage this constitutes an arbitrary step that will be justified as we develop this subject) which, similar to (5a), will be written whenever it is convenient in the form Similar to the dispersion equation (5a), constituting a surface in space, here the wave surface function G(X) = 0 constitutes a surface in X space. For example, if we take t = tl = const. then clearly G(X) = 0, or written in the form tl = t(T), it is an ordinary surface in x space. For the wave packet, subject to (2b) and the assumption, embodied in (9), of a narrowband signal, the representation in X space is given by (8) . By analogy, for the solitary wave we choose a spectrum function as given in (19) . With proper care (because actually nothing is propagating in representation space K ) one can say that we have constructed an analog wave packet. Since the (analog) envelope J(k -zw) tapers slowly, the spectrum (19) is almost constant over a wide range of K values, and is strictly constant for K values satisfying constant. The formal similarity of the expressions prescribes that (19) can be derived from an expression analogous to (2b), and provided (20a) exists we can write This means that in X space we have a localized function which exists only on a surface, at world points X satisfying G(X) = 0. The structure (19) , and the discussion related to (8) also prescribe that the analog of (9) exists, i.e., writing G(X) = = 0, we may approximate t(x) by the leading terms of its Taylor expansion clearly depicting the slowness function s as the gradient of t = Similar to (10) we have now the analogous expression
We must now backtrack our argument and clarify the question of the existence of the wave surface function t = and how one can derive (20a), at least in principle. For the wave packet case, the derivation of the dispersion equation (5a) is straightforward. Due to the fact that the starting point for both cases is in terms of (la), the physical model of differential equations in configuration X space, the two cases are not completely symmetrical.
As with the case of wave packets, we start by reducing the system of equations (la) by differentiation and substitution and thus arrive at the scalar wave equation (6), where A(X) = Aa(X) stands for a special choice j = a for one of the functions Aj(X) appearing in (la). All other a, are thus eliminated. Consider what will happen if we now substitute in (6) an arbitrary known function A(X) . In general A(X) is not a solution of the differential equation, therefore, performing all the differential operations indicated in (la) leads to an algebraic relation on x, t, symbolized by (20a), and in principle, if we can solve for t we can also Thus we have found the surface (20a) on which the particular function A(X) satisfies (6) . Of course, this does not imply that A(X) is a solution of the differential equation (6) for all 7, t. Also note carefully that this derivation involves not only the attributes of the physical model, prescribed by (la), but also depends on the specific choice of A(I) . Therefore this oversimplified approach is not satisfactory. Guided by our requirement that A(X) be a spiked impulsive function existing on the wave surface function (20a), A(X) is chosen in the form
where A(X) is a function which is drastically attenuated as X departs from values satisfying G(X) = t -0. Good candidates for A(X) are arbitrary functions a(X) times specific b(I), such that b(X) are functions which at the limit become the ideal 8 impulse. For example [15, 16] consider Substituting A(X) and performing the differentiations indicated in (6), we derive a differential equation on G(X), which supposedly can be solved. Some equations might be solved by directly substituting a solution of the form a(X)6(G(X)), for others b(X) as in (24) will be chosen and the limit poo performed later, or a suitable large value for p will be retained. The first two exponential solutions given in (24) are of special interest.
It is noted that as long as the physical model is given in terms of a system of linear differential equations, e.g., (la), the exponential will appear as a common factor and will therefore be eliminated from G(X). The sinc function in the third line (24) does not display this convenient feature. In all three cases, however, we are interested in the behavior of G = G(X) near G = 0. Expanding the various functions b(X) in (24) in a Taylor series in the vicinity of G = 0, either before or after effecting the derivatives, yields a differential equation on G(X) which is identical for all b(X) in (24) . For all a(X), except a(X) = const., the resulting wave surface function G(X) = 0 depends on the choice of a(X) ; hence G(X) combines the medium's attributes, expressed by (la), with the properties of the specific a(X) chosen for the case at hand. It should also be noted that, unlike the case of wave packets in dispersive media, for solitary waves the medium can be inhomogeneous.
Hence, in (la) we now allow X dependent coefficients. This point will be further discussed below. The wave surface function t = thus derived must be consistent with the approximation (22) , which allows to neglect higher order terms in the Taylor expansion and to define the group slowness (23); otherwise, the whole argument fails. _ Another question which comes up frequently concerns the roles played by X and K spaces for the various concepts considered above. Put in practical terms, one would ask what are the quantities that should be measured in an experiment, and what can be further inferred from the theoretical model. For wave packets, (5a) defines a surface in representation space. It is actually an expression of the wave equation (6) , and therefore it contains all the information relevant to the properties of the medium. The quantity one would attempt to directly measure in X space is the group velocity (10) . Knowledge of the dispersion equation facilitates the computation of v according to (10) , which can then be compared to the measured value. In the case of a solitary wave and its associated slowness function s, the situation is different and in a sense reversed. Here the measured entities (again in X space) are the surface G(X) = 0 locating the solitary wave, and its gradient which, according to (23) , defines the slowness T. Thus, at two neighboring time instants tl and t2, we observe the two neighboring surfaces tl = t2 = t(y), measure the distance along the normal to the surface, and derive 7 = according to (23) . On inspecting (8) and (19) it becomes clear that their functional structure is identical, although the various symbols denote different entities. It is suggestive to call (19) an analog wave packet, and 1 = sw the arcalog ray, on account of the equation of motion 7 = vt appearing in (8) . This nomenclature brings out the duality and analogy of the various quantities involved and suggests further similarities. Care must be exercised, however, in freely using the various terms in representation space Kwe know that nothing is moving anywhere in this Fourier transform space. Although this warning seems superfluous, we must remember that in the context of the eikonal approximation introduced subsequently, the difference between the spaces is somewhat lost and K and X coordinates appear in a mixed form in both.
IV. RELATIVISTIC CONSIDERATIONS: PROPER FREQUENCY, FOUR-SLOW-NESS, AND FOUR-SLACKNESS
The remarkable analogy between X and K spaces displayed above raises the question as to the extent of this analogy. Can we proceed and define new concepts by pursuing this analogy?
Consider Is it possible to define a four-vector related to the slowness s ? The proper time is usually introduced by means of the four-dimensional X space arc length, which is an invariant subject to the Lorentz transformation (e.g., see Einstein [17] ), from X to X' , where -( is defined in (14), c is the speed of light, I is the idemfactor dyadic, and v denotes the relative velocity between the two frames of reference, as observed from the unprimed frame. Therefore we have for the four dimensional arc length element dS :
It is our aim now to define a preferred frame of reference. Note however that for the special case when either 5 . 5 = c2 or v . v = c2, the invariant is zero for all observers and a preferred frame of reference cannot be defined. This expresses the well-known principle of the constancy of the speed of light in free space (vacuum).
Defining the proper frame as that frame in which the velocity v vanishes, and denoting its time increment by dt' = dT, we derive (14) . _ The relativistic transformations for the components of K are given by the socalled "relativistic Doppler effect," announced by Einstein [17] , and can be shown to directly follow from an appropriate Fourier transform [8] ,
Thus in the unprimed frame of reference we have a function f(X) = f(x, t) and its corresponding transform f(k) = f(k, w). Similarly in the primed frame of reference we have f'(Xl) = and its corresponding transform f'(r) = f'(-V, w'). Subject to the Lorentz transformation (25a) we derive (27a), the rela-tion between K = (k, iw /c) measured in the unprimed frame and reference and the corresponding # = (V, !o//c) measured in the primed frame. Note that for this argument no material properties of the medium, expressed by (5a), have to be invoked. This is well known and serves as a point of reference for the following argument.
Inasmuch as K = (k, iw /c) is a four-vector, obviously the arc length element dS in T space is a relativistic invariant too. Thus, similar to (26) , in a purely formal manner we now derive:
Note that (28), like (26) and (27a), does not depend on the existence of waves in a given medium, e.g., as expressed by a dispersion relation (5a). Also note that like (26) , a preferred frame of reference cannot be defined if the invariant in (28) vanishes, or equivalently, if s . s = 1/c2 in any frame of reference, this again expresses the principle of the constancy of the speed of light. In (26) the condition defining the preferred frame of reference was v = 0. In a onedimensional case this would become dw' /dk' = 0. Therefore, it is suggestive to choose the special frame in oo. It follows that in this proper frame we now have = dk .dk = dW.d.-= invariant, or equivalently = 0. What are the physical meaning and import of (28) and the last condition? Playing the devil's advocate one may argue that indeed fl . fl is an invariant, but the value of this invariant depends on an arbitrary choice; hence for each specific choice of dK there exists a different preferred frame in which the differential dw' vanishes, and therefore the whole concept is useless. But note that this kind of argument applies to (26) as well (and yet the concept of proper time became a cornerstone of modem physics!): For each specific choice of dX there exists a different proper frame in which dx -df vanishes. Of course (it may be further argued), but the proper time and (26) apply to a specific particle (or wave packet) moving on a trajectory 7 = vt, and for this specific trajectory the proper time refers to the frame of reference where v = 0, i.e., the situation where the observer is attached to the comoving frame of reference in which the particle is at rest. But exactly the same argument applies to (28) : It is applied to special cases where the components of K, i.e., k, w are related according to (20a). Note that a trajectory x = vt for a particle (or wave packet) in (8) corresponds to the "analog trajectory" k = sw in (20a). Yes, the argument continues, but in the case of the "analog trajectory" nothing actually moves, so what are the physical measurements that make the frame oo unique? The answer to this question is already given by (23): It prescribes that for an observer in a frame of reference characterized by at some specific location i and time t' , the function will become infinite. Therefore at this point and a time increment
At' the surface stays at rest and its displacement Af vanishes-this means that the condition # -oo describes an observer attached to the surface describing the solitary wave, at that specific location! The question arises whether we could dispense with these new concepts and describe the situation in terms of a vanishing group velocity. The answer in general is negative: Except for a few trivial cases, the two concepts of group velocity and group slowness apply to different situations, as shown below. From (28) it follows that one may define a new scalar quantity, and because of its dimensions it is suggestive to dub it "proper frequency." Thus we define the element dS2 according to and (29) yields the analog of (14) in the form where the resemblance is enhanced by displaying the light slowness a = 1/c. The proper frequency is a new concept and requires some clarification.
In free space (vacuum) we have always wlk = c and therefore the invariant in (29) is zero for all observers in all frames of reference. In particular in the proper frame we now have dQ = 0. From (30) it follows that in free space (vacuum) 1 /p = 0, i.e., s = 1/c, and therefore in the proper frame we are moving with respect to the unprimed frame of reference with the speed of light, which is also the phase velocity for this special case; hence dS2 = 0 implying 52 = constant, and we know that this constant is zero in the present special case.
Inasmuch as similar to dr, is a relativistic invariant, it can be exploited for defining new four-vectors. Thus we choose to define the slowness four-vector S in the form and the analogy between (31) and (13), (15) where vp is the relative velocity of the primed frame of reference as observed from the unprimed one. It is seen from (32a) that for v = vp, a velocity matching the relative velocity between the frames, the observer transforms to the frame in which the object is at rest, i.e., v' = 0. For v finite and parallel to Uo, we have U = which is eliminated by q in the denominator, and (32a) becomes scalar:
If now say vo = ac, v = -j3c, and a < < 1, but a + > 1, then (32b) still yields Iv'l ] < c, demonstrating the fact that "addition of velocities" according to (32b) cannot result in a speed exceeding c.
Exploiting (27a) in differential form
it is easily shown that for the slowness we have the following transformation formula, This is the "law of addition of slownesses," the analog of the "law of addition of velocities" given by (32a). Let s and Vo be codirectional; then in (34a) U = q7 and is eliminated by -1 in the denominator.
We thus deal with a scalar expression
As in the case of (32b), it can be demonstrated that the slowness a = 1/c is a limiting case. Consider for example the case s' -+ oo. To achieve this we need vps = 1, but 1, hence we need sc = s la > 1. Therefore in all frames of reference we always have 1. In the special limiting case sla = 1 we obtain as a solution of (34b) s'/or = 1, which in this context is again a demonstration of the constancy of the speed (or rather slowness) of light in free space (vacuum).
Expressing (34b) in the form and comparing (32b) and (34c) we arrive at the conclusion that for the scalar case the transformation formulas for s and v are identical. This is a direct result of the fact that in the scalar case we have This manipulation is inapplicable to the vector cases (32a) and (34a); consequently it is clear that the slowness is not simply the reciprocal of some expression for velocity, but a new concept necessary for describing solitary waves. In the vector case (34a), having # -oo prescribes the condition = 1. Unless the two vectors are perpendicular, the condition can be satisfied within the limitations 1 and
On defining parallel unit vectors bo = 5o and reciprocal lengths so = I/vo, (34a) can be written in the form
For the limiting case (1 -t 0, implying also ?C < 0, (34d) becomes the intuitive law of addition of velocities when c -oo is assumed, i.e., for velocities low with respect to the speed of light.
--Corresponding to the four-vector V, a four-acceleration W was defined in the form and it is easily shown that Wand V are perpendicular:
If we now define four-slackness in the form then just by inspection of (36) it becomes clear that 9 and L are mutually nernendicular four-vectors
Other relations can be established, e.g., = 1 then it is clear from the above definitions that -Š. V = v -1) = 0; again we have a case of mutually perpendicular four-vectors! As far as the author is aware, these are new concepts that have not been considered before.
Special Relativity is the tool for answering questions related to observations performed by observers anchored to different systems of reference. Thus an interesting question is the transformation of the dispersion equation (5a). In other words, if we know F Ii ) = 0 for an observer in one system (the "unprimed"
system), what are the rules for deriving F' (K ) = 0 for an observer in another system (the "primed" system)? This question has been considered before for electromagnetic fields [18] , but as long as the transformation formulas for the fields in question are unknown, a general answer to any physical model cannot be given in terms of that discussion.
In the electromagnetic case it turned out that F' (K') = 0 is derived from F (K) = 0 by a straightforward substitution of (27a), i.e., F' = F = 0. This is not a trivial question, in spite of the fact that the answer is so simple. In the general case when transformation formulas are not available, the best we can do is to show that F (-K(K-J) = 0 is consistent with (34a). Writing (care must be exercised to distinguish between w the variable and w( ... ) the function) F in the form assuming F' (r) = F = 0, and using (39) and the chain rule of calculus for v = vo yields --which can be manipulated into the form (32a). Similarly we can check the assumption i.e., that G' (XX) = 0 for an observer in the primed system is obtained by simple substitution of (25a) to derive (41) (care must be exercised to distinguish between variables t, t' and the function t[...]), and then perform the differentiations to obtain which is consistent with (34a).
' V. DISCUSSION
In view of the above arguments, we can now review and summarize the role of the new concepts, in particular the new group slowness function s, in a mathematical description of the physical world. The theoretical results derived here do not suggest a modification of the existing physical theories; however, they enrich our understanding and provide a broader canvas for drawing such theories. At the same time new questions are raised, regarding the range of validity of existing concepts. Without digressing too much, let us first make a general statement that physical models are expressed as mathematical relations involving independent variables, whatever these may be, dependent on space-time coordinates X. Field theories, i.e., physical models expressed in terms of systems of partial differential equations, e.g., (la), are of special interest here. Loosely speaking, any solution A(X) of such equations can be called a wave function. Let us accept the Lorentz transformation (25a) and Einstein's theory of Special Relativity. Subject to (25a) and a Fourier transformation of A(X) as in (2a), the relativistic Doppler effect (27a) is obtained [8] . This is a kinematical consequence of Special Relativity and does not depend on the specific physical model expressed in (la). In order to describe "particles" in the context of any field theory we have to define wave packets, as described above. This leads to concepts of trajectories x(t) and group velocity v(t) along them.
These terms are familiar from mechanics of particles, and are therefore subject to the edicts of Special Relativity theory. Again, these are general concepts, no matter what the nature of the fields in (la) is. In the special case of electromagnetic fields, described by Maxwell's equations, according to Special Relativity theory the appropriate equations (la) are form-invariant subject to the Lorentz transformation [11, 12, 17] . These are well-established concepts.
We have introduced the limiting case of a wave, as opposed to the wave packet concept. This is the solitary wave defined above. Related to this new concept are the wave surface function (20a), the group slowness s, (23) and other related concepts discussed above. Especially noteworthy is the new concept of proper frequency, analogous to Minkowski's proper time. The new concepts, like those derived from the wave packet discussion, are subject to the theory of Special Relativity. This prescribes the four-slowness S (31) and its relation to the wave surface G(X) = 0, and the four-slackness L defined in (37). The question of the invariance of G(I) = 0, or t = t(x) , is also discussed. Again, all these definitions are made without reference to the nature of the specific fields appearing in the physical model (la).
Inasmuch as velocity F and slowness 3 are introduced above on the same footing, a natural question to ask is "is there an intrinsic reason for Special Relativity, embodied in the Lorentz transformation (25a), to be defined in terms of velocity rather than slowness?" Indeed, it seems that there is no theoretical reason to prefer U or s. The representation of the transformation for the slowness function in terms of frames of reference in relative motion according to a given slowness so has been demonstrated in (34d). In a more general fashion, we may rewrite (27a) in the form:
which is now expressed in terms of s = 1/v, in a purely "wave oriented" manner.
Similarly (33a) now reads and on choosing 7 = dk-ldw we again get the results pertinent to the new concept of proper frequency, i.e., that in the proper frame chosen by s. dR dR and that in this frame dw' = 0, i.e., oo as discussed above. Also the original Lorentz transformation (25a) now becomes where U and y are defined in (27b).
Special Relativity as we know it is arbitrarily presented as "object oriented." The intimate relation of the theory to the speed of light, and the various gedanken experiments in which flashlights play important roles, even fundamental experiments like the Michelson-Morely interferometer, do not refute this conclusion. In all these instances either continuous waves or long pulses, i.e., wave packets, are involved. These are not the circumstances under which the above solitary waves have been defined.
"If so," one may further enquire, "if there is no reason to prefer v over s, why is it that the theory is object oriented, i.e., defined in terms of v ?" The answer to this is, in my opinion, historical and anthropological and mainly due to the fact that most simple phenomena around us are object-like, from mechanical motion of particles, which was quite recently expressed in the context of a field theory by quantum mechanics, to the transmission of informa-tion by means of modulated waves, e.g., in acoustics or electromagnetic media. In all these cases we consider wave packets propagating in moderately dispersive almost homogeneous media. Solitary waves are broad spectrum signals and in the linear regime and in the presence of dispersive media they are quickly obliterated. Natural phenomena involving solitary waves in the presence of nonlinear systems also exist in the world around us, e.g., high amplitude water surface waves, but such phenomena are less frequent, and their mathematical analysis is vastly more complicated.
Only recently did researchers realize that nonlinear phenomena, important for describing high intensity fields, can provide the "glue" that holds the solitary wave together and prevents it from fissioning, and started to look for adequate mathematical descriptions for such phenomena. Compared to linear wave processes, the mathematical description of nonlinear phenomena is much more complicated.
This provides a historical explanation for the preference of objectoriented statement of physical models. In view of modern studies in the area of high intensity signals and nonlinear wave propagation, e.g., in nonlinear optics, it seems that the time has come to revisit our basic concepts and transcend the traditional "object oriented" physical models.
VI. HAMILTONIAN RAY EQUATIONS FOR WAVE PACKETS IN MEDIA SLOWLY VARYING IN SPACE-TIME
In the above introductory section, the concepts of wave packet and group velocity were introduced for homogeneous media. For inhomogeneous media the derivation of the dispersion equation (5a) by means of the Fourier transformation is inapplicable.
A corollary is the fact that the wave packet description (8) is now inadequate. In order to overcome this difficulty, at least for the special case of slowly varying media, the so called eikonal approximation and the phase integral are introduced.
The rudiments of this procedure have been presented elsewhere, e.g., see the tutorial articles by Censor [13] and Molcho and Censor [14] . Special aspects such as lossy media have been considered by Censor [7, 8, 19] , and Censor and Gavan [20] . In order to provide a basis for the analogous problems involving solitary waves it therefore suffices to give here a succinct outline. In time-invariant homogeneous media the basic solution is a plane wave Aj = ajé()(X), aj = const., as given in (8) . In slowly varying, timevarying inhomogeneous media (i.e., media displaying negligible variations in space, time on a scale of a wavelength, period, time, respectively), the fundamental solution is chosen as the so called eikonal approximation, where the four-gradient operator is defined in (la). Note that now the amplitude a(X) is a space-time slowly varying function. The phase function 8(X) is defined by means of the four dimensional line integral where for simplicity of notation the same symbol X is used for the integral's limit and for the dummy variable in the integrand, and the reference phase at the lower limit vanishes. Note that in the present case 7T(Y) becomes a (slowly varying) space-time dependent variable. For dO to be a total differential, we must impose which can also be written in terms of three-vectors as see Poeverlein [21] . The first line (46b) is Snell's law in disguise and is commonly referred to as the Sommerfeld-Runge law of refraction. In a slowly varying medium we allow slowly varying coefficients in the equations; this will be emphasized by replacing (la) by Substituting (44) in (lb) and exploiting the fact that the amplitude a j(X) in (44) is a slowly varying function yields and thus instead of (5a) we now have which can also be written as replacing the eikonal equation (7a). This differential equation on is usually nonlinear and difficult to solve; therefore, it is transformed into a system of coupled, first order differential equations.
To achieve this, it is noted that dF = 0 prescribes F = const., and if this constant is made to vanish, e.g., by properly choosing K, at least at one world point X, then (5b) and (7b) are satisfied. Consider a yet arbitrary real parameter T, and expand (5b) according to the chain rule of calculus, yielding
We now "guess" a solution of (47) in the form whose validity is easily verified by substitution into (47). Here a(r) is a Lagrange multiplier function. Because (48a) is an arbitrary choice, it must be shown that the solution for K indeed satisfies (46a) and (46b). On solving (48a) for a beam of rays, i.e., on a ray and its vicinity, we can derive k(X) on the ray and its vicinity, and then perform the differentiations indicated in (46a) or (46b). It follows that (48a) indeed satisfies the condition that the phase integral be dependent on the limits only; hence for each point there exists a unique value of the phase O(Y). More detail of this argument is given elsewhere, e.g., by Censor [19] . Note that the ray theory, because it treats the wave amplitude a(X) as practically constant (i.e., having zero derivative), is capable of solving for 8(X) only. To deal with the amplitude a(X) one must use additional, heuristic arguments, e.g., by invoking the conservation of energy principle. Even so, only the intensity can be established; the direction of polarization of the field in space is usually lost.
The ray equations can also be derived by applying the Fermat principle. Conceptually, the derivation by guessing a solution and checking its validity, as done above, has no advantage compared to using a "principle," whose stipulation, although ingenious, is also nothing more than a guess. The generalized Fermat principle, applicable to spatially and temporally inhomogeneous media, has been recently stated by Synge [22] . It transcends the classical statement of the Fermat principle in terms of the extreme traversal time of a ray propagating between two fixed points in space. Synge's variational principle is dO = 0. On using the phase integral representation for the phase, including the constraint (5b) in the integral, and including an appropriate Lagrange multiplier function, we obtain the extended Fermat principle in the form It can be shown that the pertinent Euler-Lagrange equations are given once more by (48a).
Thus far r was considered as an arbitrary parameter, and -\(T) as an arbitrary Lagrange multiplier function. A much deeper understanding of the physics involved is gained by elevating r to the status of the relativistic proper time. As a consequence 05/dT in the first line (48a) is identified as the four-velocity vector V. Also, dK/dT appearing in the second equation (48a) now becomes a proper relativistic four-vector. In turn this implies that A(T) is no longer arbitrary, because the relativistic relation V. V = -c2 must be satisfied, hence must be satisfied on the ray. By substitution of (50) into (48a) it can be shown that (50) is actually (14) in disguise. Inasmuch as in (49) the traversal time tl -<o is already fixed by the world points X and -?1 in the integral limits, the original meaning of the Fermat principle as an extremization (usually, but not always, as a minimization) of the traversal time of a ray is lost. We can, however, salvage the original idea in terms of the proper time. Consider (49) for a very short traverse, i.e., neighboring world points X and For such a case the slowly varying functions K, dX /dT appearing in the integrand (49) may be considered as constants and taken outside the integral. This will leave which may be construed as stating that the Fermat principle, in its generalized form, stipulates that the proper traversal time for a wavepacket moving along a ray trajectory is extremized. An argument similar to (51) has been given by Sommerfeld [11] (see p. 268). Although he mentions Fermat's principle of least time, his argument is made in the context of relativistic mechanics. The relation of (51) to least time can be somewhat clarified (it is a principle and as such needs no proof or justification, beyond the fact that it agrees with our observations): Consider (51) for two neighboring world points for which the time interval At = tl -tp is fixed. According to (14) it is clear that for fixed dt, minimization of dt is achieved by increasing v.
It is also noted that in many cases the rays are of interest only in one frame of reference; in such a case (48a) can be recast as eight scalar equations in x, t, k, and w, components, and upon dividing by dtldr we obtain seven scalar equations in which t now features as the parameter:
Note that (48b) does not involve A(T), that without the missing information in the equation dtldr, it is impossible to relate (48b) to (48a). Hence, the relation of (48b) to the Fermat principle and the uniqueness conditions (46a), (46b) is lost.
VII. ANALOG RAY EQUATIONS FOR SOLITARY WAVES IN WEAKLY DISPERSIVE MEDIA
The analogous ray equations and all the associated concepts follow from the analogy between the X and K spaces. In most cases simply exchanging X and K coordinates yields the desired expressions, and all we need is to properly interpret and explain the new results. Let us start with the analog of (2a). We define a spectrum function
Let us introduce an arbitrary differential operator and apply it to both sides of (52). This yields
is identified with G(X) = 0 of (20a), then the analog of (6) is obtained:
and this suggests that physical models could also be represented as differential equations in K space. At this stage the last statement should be viewed as a conjecture. It is not even clear that explicit examples for such an approach exist. Similar to (8) , the spectrum associated with the solitary wave has been represented by (19) , and because the solitary wave is a localized wave in X space, it possesses a wide spectrum in T space. Therefore, similar to the transition from (8), for homogeneous media, to the eikonal approximation (44), we now extend (19) to a spectrum function which will also be valid for weakly dispersive functions. Thus instead of (20a) we now have a wave surface function weakly dependent on K, What (20b) says is that the wave surface function is not unique for all values of K comprising the spectrum of the solitary wave, as was the case in nondispersive media. Rather, if we allow weak dispersion, then corresponding to different values of K are slightly deviating surfaces in X space. The same situation was encountered for wave packets:
In a strictly homogeneous medium we had (5a), a surface defined in K space. For slightly inhomogeneous media, however, we have (5b), which means that for various values of X we have in K space slightly differing surfaces.
The analog eikonal approximation is similar to (44) where 0 Furthermore, by inspection of (45), we represent as a line integral in K space:
In order to be consistent with (55), the analog phase integral (57) must be independent of the specific contour of integration, i.e., it must depend on the end points only. It follows that, in analogy to (46b), we now have a condition for uniqueness for the analog phase integral:
The analogy is very interesting, because it suggests that the analog rays obey an analog Snell's -or Sommerfeld-Runge -law of reflection in h' space. Furthermore, we can now consider the question of computing the analog ray trajectories once (20b) is specified.
Starting with (20b), in analogy with the method used in (47), we write and similar to (48a) "guess" a solution where is a Lagrange multiplier function, and by substitution it can be verified that (60a) satisfies (59), hence satisfying G = constant.
If this constant is chosen as zero at one point on the analog ray, say at the initial values, then G = 0 is satisfied everywhere on the analog ray. Also note that if (60a) is solved for a family of neighboring analog rays, derivatives can be computed and it can be shown that (60a) satisfies (58), and therefore (60a) is a unique solution of (20b) or (56). By identifying S2 with the relativistic proper frequency defined in (29) , in (60a) dK/dS2, cFX-/dS2 become relativistic four-vectors and dK/dSZ is the slowness four-vector, (31).
Moreover, the close analogy facilitates the statement of an analog Fermat principle. This is expressed as a variational principle analogous to (49), which for the present case reads and the Euler-Lagrange equations associated with this analog Fermat principle are once again the analog ray equations (60a). _ In view of the fact that the analogous expressions involve an interchange of K and X spaces, but are structurally identical, all the questions coming up in the case of wave packets are relevant to solitary waves as well. Thus by inspection of (31) and (60a) we immediately find the analog of (50) Or, corresponding to (51), we obtain a verbal statement concerning the meaning of the analog Fermat principle. Thus, similar to (51), for two neighboring points in R space we can argue that Therefore, it can be stated that analog rays in K space will propagate such that the proper frequency Q will be extremized.
The explanation following (51) can be exploited to further clarify (63). For neighboring fixed limits (63) specifies a fixed frequency interval dw. According to (30), the lower 3 goes (note that its lowest limit is 1/a), the lower dQ will be. Lower slowness (at least in free space and for scalar cases) means higher velocity. Therefore in analogy with the configuration space Fermat principle (51), we say here that usually (63) corresponds to a minimum.
Similar to the transition from (48a) to (48b), we now recast (60a) in terms of 7, t, E, W, components, and divide by the equation for dwldq. This yields seven scalar equations in which w features as the parameter along the analog ray:
While the concept of a ray is readily understandable, we might experience difficulties in understanding what a tracing of analog rays means and accomplishes. Inasmuch as (60b) is a solution of (20b), its solution describes the evolution of the wave surface function. The first equation (60b) yields the slowness function s at a given point on the wave surface function, therefore describing the motion of the surface t = t(T) at if, from time t to a neighboring t + At. But note that in the presence of weak dispersion we actually have t = t(x, k, w), not simply t = t(x). Therefore the slowness function is also ? = sex, i.e., for different values of k, w in the spectrum of the solitary wave under consideration, we obtain different values (including direction) for s. This therefore describes the fissioning of the solitary wave due to dispersion.
In the present case the dispersion is small, and the solitary wave can be followed for some time, before it is degraded to the extent that the wave function surface becomes meaningless. In K space, s is tangent at to the trajectory at any point on the analog ray. Tracing the analog rays and observing their divergence or convergence conveys information about the fissioning of the solitary wave. Moreover, it is shown below that the behavior of the analog rays is associated with the stability of solitary waves in nonlinear media. Finally it is noted that, similar to the wave packet case, analog ray tracing is mute as to the amplitudes.
VIII. WAVE PACKETS AND SOLITARY WAVES IN WEAKLY NONLINEAR MEDIA
The treatment of wave problems in the presence of nonlinear media is a complicated problem for which no ultimate solution exists to date. Recently Hasan and Uslenghi [23] considered the question of scattering by a nonlinear cylinder. Their approach, similarly to Censor [24] , is based on an assumption of weak nonlinearity and the representation of constitutive relations in terms of Volterra functional series. See also Censor [25] [26] [27] [28] [29] . The treatment of solitary waves in this context was reported too [4] [5] [6] . The formalism referred to in these references involves an essentially linear system of equations, namely Maxwell's equations for the electromagnetic field, coupled with nonlinear constitutive equations. The formalism is sufficiently general to deal with other nonlinear systems.
The main problem in connection with nonlinear media is the fact that the above procedure for the linear case, leading from the physical models (la) and (lb) to the dispersion equations (5a) and (5b), respectively, is impossible. Even the characterization of the physical model by a matric differential operator times a vector of functions, as in (la) and (lb), is impossible.
The approximation based on weak nonlinearity facilitates the use of the Volterra functional series in conjunction with periodic (rather than harmonic) solutions [25] [26] [27] [28] [29] . This replaces the Fourier transform or the eikonal approximation used above for linear systems.
Accordingly, for the fundamental harmonic the original system of equations is recast in the form where M; for the electromagnetic field stands for the six Cartesian components of the Maxwell vector equations involving V x E and V x H; the vector a j stands for the Cartesian components of the amplitudes of the E and H fields [25] [26] [27] [28] [29] . Each term of (64a) involves at least one Cartesian component aj, which can be factored out, and thus (64a) can be rewritten in the matric form where now aj and ak denote the remaining and factored-out components of the field amplitudes, respectively. Because there might be more than one choice as to the field amplitude component which is factored out, this representation is not unique; nevertheless, it leads to a unique ray propagation formalism.
The nontriviality condition leads to a requirement that the determinant in (64b) vanishes, yielding the dispersion equation
where aj(K, X) are functions of representation and configuration spaces. Clearly the representation (5c) is not unique, because (64a) or (64b) can be used to effect substitutions for field components' amplitudes. All these representations, however, are linearly dependent and this is the reason for the uniqueness of the ray formalism described below. Instead of the ray equations (48a) we now have
The ray equations (48c) are supplemented by the differential form derived from (64a) :
in an obvious matric form, yielding
By means of (66), all field components except one can be substituted for. This is due to the linear dependence of (64b) and (5c). At least one field component must be specified at the beginning of the ray tracing process, and its continuation along the beam, or ray bundle, must be determined from heuristic considerations, such as an argument based on energy conservation, which relates the amplitude to the convergence or divergence of the rays. This is the same situation pointed out also for ray tracing in linear media.
The effect of nonlinearity on ray propagation is embodied in (48c): It is clear that now the field amplitudes, or more precisely, their gradients, have an effect on the process. Even if the dependence of the amplitudes on T is negligible, a case which reduces the first equation (48c) to (48a), there remains the effect of the gradient of the beam in X space, affecting the evolution of dK/dT in the second line of (48c), and the effect of the coupling between the equations, which also affects the evolution of dX/dr in the first line of (48c). The mechanism by which the field gradient affects the ray propagation explains the phenomenon of self focusing. More detailed discussions and simple examples were given previously [25] [26] [27] [28] [29] .
We wish now to discuss the effect of nonlinear ray propagation on the spectra of the wave packets involved. In principle, ray propagation does not deal with specific wave packets. Thus in (8) the envelope function is not specified; the only stipulation involved is that the wave packet possesses a narrow spectrum, which in configuration space X is manifested by a slowly tapering envelope. On the initial surface from which the ray tracing is performed into the medium, only values K and X must be specified such that the dispersion equation (5b) is satisfied. In the nonlinear case the initial conditions must also include the fields aj (X) in order to satisfy (64c) and (5c). The phenomenon of self focusing, effected by the field gradient appearing in the ray equations in (48c), reduces the extent of the wave packets in X space and therefore in K space the spectrum is broadened. We now turn our attention to the analogous question arising in connection with the propagation of solitary waves in nonlinear media. A step by step comparison of configuration and representation spaces concepts, and exploiting their analogy, yields in a straightforward way the new conclusions. Accordingly, replacing the solitary wave spectrum (19) , or (55) by a series of periodic waves, and after applying the Volterra series formalism, (20b) is replaced by constituting the analog of (5c). Instead of (60a) we now have the analog of (48c) in the form and for the analog of (64a) we now write a set of algebraic equations from which the analog of (66) is derived in the form and thus the analogy is complete.
In the light of the present analogy, the stabilizing effect of nonlinearity on solitary waves can be understood.
It is evident from (60c) that the dependence of the field on X plays a role on the analog ray propagation through the gradient term 8aj/8X in the first line of (60c). This statement is valid even in the absence of dispersion, displayed in the second line of (60c). The analog of self focusing for wave packets in nonlinear media is manifested here in the effect of the gradients on the analog ray propagation.
A simple example analyzed before [5] shows that the analog rays in the presence of nonlinearity tend to diverge. Consequently the analog wave packets (19) in K space acquire a broader envelope, and this leads to a compression of the solitary wave in X space. This effect can counteract the fissioning introduced by dispersion.
IX. CONCLUDING REMARKS
A theoretical framework is presented for an analogy between wavepackets, which possess an object-like behaviour, and solitary waves, which should be described by different concepts. Only in free space (vacuum) do all the models coalesce and become trivial. The analogy exists between the properties of the two entities when descriptions in configuration space X and representation space K are exchanged. The definition of proper frequency SZ as the analog of the Minkowski proper time T leads to new relativistic concepts of four-slowness and four-slackness, the analogs of four-velocity and four-acceleration. It follows that traditional Special Relativity is "object" oriented, even when fields and waves are discussed, and if desirable, a "wave" oriented definition can be constructed.
The present theory is conducive to the understanding of the phenomenon of solitary wave stability in the presence of nonlinearity. It is argued that this compression effect, which counteracts the destructive effects of dispersion, is essentially the analog of the self-focusing encountered for rays in the presence of nonlinearity.
