Empirical models are developed to provide 10-30-min forecasts of the magnitude of the time derivative of local horizontal ground geomagnetic field (|dB h /dt|) over Europe. The models are driven by ACE solar wind data. A major part of the work has been devoted to the search and selection of datasets to support the model development. To simplify the problem, but at the same time capture sudden changes, 30-min maximum values of |dB h /dt| are forecast with a cadence of 1 min. Models are tested both with and without the use of ACE SWEPAM plasma data. It is shown that the models generally capture sudden increases in |dB h /dt| that are associated with sudden impulses (SI). The SI is the dominant disturbance source for geomagnetic latitudes below 50°N and with minor contribution from substorms. However, at occasions, large disturbances can be seen associated with geomagnetic pulsations. For higher latitudes longer lasting disturbances, associated with substorms, are generally also captured. It is also shown that the models using only solar wind magnetic field as input perform in most cases equally well as models with plasma data. The models have been verified using different approaches including the extremal dependence index which is suitable for rare events.
Introduction
The main factor for space weather-related effects on electrical power grids are geomagnetically induced currents (GIC). The effects of GIC can either be immediate, leading to voltage fluctuations, tripping of relays, heating and possible loss of transformers (Bolduc 2002) or cumulative with the build-up of damaging levels of gasses in the transformer oil (Gaunt 2014) . Several studies have been carried out that investigate space weather events, and related GIC and technological effects (Lundstedt 2006; Wik et al. 2009; Schrijver & Mitchell 2013) .
The distribution and magnitude of GIC in a power grid are determined by a geophysical component (electric fields, ground conductivity) and a technological component (grid topology, resistances) ). Due to limited direct measurement of the electric field, such as measurements carried out at a few locations in the UK (private comm. A. Thomson) and Hungary (Kis et al. 2007) , techniques have been developed to compute the E-fields from observed geomagnetic fields such as the complex image method (Boteler & Pirjola 1998) , thin-sheet approximation (Beggan et al. 2013) , finite element method (Dong et al. 2013) . In this work we have used the spherical elementary current system (SECS) approach .
The aim of this work is to develop models predicting a quantity that can be related to electric fields using upstream solar wind data. Empirical and data driven modelling have been applied to many different geomagnetic indices, originating from the work by Burton et al. (1975) for a solar windDst model. The data driven approach to modelling assumes some form of the input-output mapping function, either from basic physical reasoning, or from a generic function, and finds the unknown coefficients from observed data. The target output should capture some essential feature of the phenomena under study, e.g. indices for various geomagnetic and ionospheric processes (Mayaud 1980) . Previous studies have shown that there is a good relation between rate-of-change of the magnetic field dB/dt and calculated electric field and measured GIC (Viljanen et al. 2001; Wintoft 2005) , where the temporal resolution of B should be 1 min or better to capture the dominant variability in dB/dt (Wintoft 2005) . It is not feasible to predict the detailed variation of dB/dt at 1-min resolution, therefore a summary measure is adopted. The relationship between the envelopes of geomagnetic disturbances and GIC is stronger than between the detailed variations themselves (Trichtchenko & Boteler 2004) . In Wintoft (2005) the 10-min root-meansquare (RMS) of the magnitude of the horizontal derivate (|dB h /dt|) was used. In this work a similar approach is used based on 30-min maximum values driven by 1-min real-time solar wind data.
Forecast parameter, data selection and models

Datasets
The data consist of ground geomagnetic field measurements, and solar wind plasma and magnetic field. Geomagnetic data, at 1-min resolution, are obtained from World Data Centre for Geomagnetism (Edinburgh).
1 One minute differences are formed as an approximation to the time derivative (dB x /dt, dB y /dt, dB z /dt) in the XYZ coordinate system, where X points north, Y east and Z down. The data quality is generally high, however, clearly erroneous dB/dt values, with 1-2 min duration, are replaced with interpolated values. These appear as single spikes in dB/dt associated with sudden shift in baseline of B from 1 min to the next, and as double spikes with different signs in dB/dt associated with a single spike in B at a single station during quiet periods. The solar wind plasma and magnetic field data come from two instruments on the Advanced Composition Explorer (ACE) spacecraft (Stone et al. 1998 ). The SWEPAM instrument (McComas et al. 1998) provides the bulk density and velocity with 64 s resolution. The magnetic field instrument (Smith et al. 1998 ) has a resolution of 16 s. The ACE Level 2 data are obtained from The ACE Science Center web site.
2 Both plasma and magnetic field are resampled to 1-min resolution and data gaps of typically less than 15 min are replaced by linearly interpolated values. Data gaps are more common in the density while the magnetic field data have very few data gaps.
Time derivative of horizontal geomagnetic field
We make the approximation that the horizontal electric field E is proportional to dB h /dt, i.e. (E x , E y ) / (dB y /dt, dB x /dt). This step neglects the ground conductivity which affects both the amplitude and power spectrum of the electric field (Cagniard 1953; Viljanen et al. 2012) . However, the simplification is still reasonable as shown in Section 2.5. The magnitude of the horizontal rate-of-change, defined here as e h , is formed
Temporal filtering
During events associated with sudden impulses (SI) and geomagnetic storms the changes in e h are often abrupt with most of the variability taking place for time scales less than 30 min, and with the peak in the power spectrum around 1 min or less (Wintoft 2005) . From 10-second magnetic field data it can be shown that the peak in power spectrum is at, or slightly below, 1 min indicating that a sampling rate of 30 s (Nyquist rate) or better should be used in order to resolve the largest peaks in dB/dt. However, using 1-min resolution data in estimating E works reasonably well (Pulkkinen et al. 2006) although the amplitude of E will be slightly underestimated. A similar variability is seen in measured GIC at a location in southern Sweden. The response at other locations will be different due to geographical differences in ionospheric and magnetospheric processes, and ground conductivity. Typical prediction lead times range from about 30 min, or less, to a couple of hours depending on the dominant geophysical response. The shortest lead times are associated with solar wind shocks and other sudden increases in pressure which creates SI's, while a longer lead time may be possible depending on local time arrival of the solar wind disturbance and the following geomagnetic storm. In this work a constant prediction lead time of 30 min is used. 
where t is time in minutes. The first two moments are the arithmetic mean (a = 1) and the root-mean-square (a = 1), respectively. Higher moments will give higher weight to large values in e h . In the extreme case with a ! 1 it becomes the 30-min maximum, i.e. e ð1Þ h ðtÞ ¼ max tþ30 t 0 ¼tþ1 e h ðt 0 Þ f g. Applying the average (a = 1), used in e.g. Weigel et al. (2002) , will result in strong damping of the signal, more strongly for short-lived features like SI's. Another aspect is that for a sudden increase in e h there will be a gradual increase in e ð1Þ h . At the other extreme, with a ! 1, the response will be immediate to any increases in e h . Thus, an SI will be captured by e ð1Þ h , but it will not resolve at what time within the 30-min interval the maximum occurs. For different types of activities, like SI's, substorms or pulsations, e ð1Þ h will follow the envelope of the disturbance but the temporal location of individual peaks within 30-min intervals will not be resolved. As mentioned in the Introduction, this work is based on the 30-min maximum of |dB h /dt|, i.e. e ð1Þ h . The 30-min maximum dB h /dt was also used in the study by Schrijver & Mitchell (2013) . is below 10 nT/min, except for the very high latitude stations. At the 99% level it is still quite small and typically less than 20 nT/min up to geomagnetic latitudes of 55°N. The maximum value for each station range from about 100 nT/min to close to 3000 nT/min. Any detailed statistical comparison between stations is not possible in this table as they cover different time spans and have various degree of data gaps, and therefore are subject to different levels of geomagnetic activity.
Data selection
In Table 2 , a subset of stations is selected for which there are good temporal overlap between stations. Further, only samples for which data exist simultaneously for all stations have been included. Therefore, the statistics formed for this set will include data for which all stations are subject to the same geomagnetic events. Generally, e ð1Þ h increases with increasing geomagnetic latitude, although there are a few exceptions to the general trend. The table also lists the computed conductances for different integration depths of 40, 80 and 160 km, respectively, where the ground resistivity used are those given in the map by Adam et al. (2012) . It is seen that, to some degree, stations at similar geomagnetic latitudes have larger observed dB h /dt when the conductance is higher. Of course, the individual stations may be subject to more localised ground conductance effects than those captured by the map. The final column shows the p coefficient from Eq. (4) and is described in the next section.
The database is searched for events with increased activity in e h . To specify criteria that defines an event is not a trivial task. The start time of an event could be defined as the time of the SI. However, not all storms are associated with a clear SI, and the identification of SI's is complex and their is no real consensus on how to automatically identify them (Curto et al. 2007 ). Instead, we adopt an event-search algorithm as described in the following paragraph.
The first step is to find the first timestamp t 1 when e h is below a threshold e low . However, as single 1-min e h values may fall close to zero even within an active period some temporal filtering should be applied. The autocorrelation of e h indicates that there is a quite rapid decay in activity, which is latitude dependent, and has fallen below 1/e % 0.37 at around 150 min or less. The latitude dependent decay is the result of different dominant processes, at high latitudes the substorms dominate, while at low latitudes the for all available data. The computed conductances in log 10(S) are shown using three different integration depths: 40 km (S40), 80 km (S80) and 160 km (S160). The coefficient p for the linear relation with electric field is also shown in units of (mV/km)/(nT/min). short-lived SI's dominate. Guided by this, temporal maximum filtering with a time window of 3 h = 180 min is applied to e h . Therefore, an event is defined as the time interval containing at least one value m(t) = max{e h (t), . . ., e h (t + 180)} exceeding a threshold value e high and falling below e low outside the event, where t is in minutes. Thus, the filtering is a 3-h forward maximum. The search algorithm can be summarised as
where the subscript i (i ! 1) refers to event i, t Ã i is the first time the upper threshold is exceeded for event i, and t ðaÞ i and t ðbÞ i are the start and end times, respectively. For the first event, i = 1, the limit t ðbÞ iÀ1 is set to the first time stamp in the dataset which reduces the first expression to t Ã 1 ¼ minft; mðtÞ > e high 8tg. The start and end times for the first event, t ðaÞ 1 and t ðbÞ 1 , respectively, can then be determined. The other events are then found for i > 1. The classification of an event is illustrated in Figure 1 .
The mid-latitude station ESK is chosen as the reference to define the events. Generally, an event at ESK is accompanied with events at the other locations, although their amplitudes are different. There might also be events that fall below the ESK threshold that would have been selected if another station would be used as reference. Setting the limits to e low = 6.4 nT/ min and e high = 48 nT/min results in 185 events with an average length of 38 h, ranging from 9 to 96 h. The lower limit and upper limit correspond to the 90% and 99.8% percentiles, respectively.
The target data are based on data from the stations in Table 2 . However, the ACE spacecraft further limits the amount of available data due to its shorter temporal coverage and due to data gaps. When only ACE magnetic field data are used the number of available events is reduced to 80. When the density and velocity also are included the number of events decreases to 58. Another aspect is that there are more events with large e h for the ACE magnetic field-only set; e.g. for the magnetic field set there are 19 events with a maximum e h above 100 nT/min, while for the plasma set there are only 10 events. The main reason for this is the lack of data from the SWEPAM instrument during strong proton events that in turn are the result of fast CMEs generating the strongest geomagnetic storms.
The geoelectric field
The electric field E cannot be directly calculated from e ð1Þ h using the method by Viljanen et al. (2012) . However, an empirical relation can be derived between observed e ð1Þ h and the calculated 30-min maximum |E h | of the horizontal electric field. We call this quantity E ð1Þ h . We applied the EURISGIC ground conductivity model (Adam et al. 2012) to calculate the electric field in 1996-2008 at selected points in Europe using the method by Viljanen et al. (2012) . Figure 2 shows the relation between e ð1Þ h and E ð1Þ h at four observatories in October 2003. We note that within each 30-min interval the maximum |E h | is not necessarily simultaneous with the maximum |dB h /dt|. However, there is a clear linear dependence at all sites. Therefore, we express the maximum electric field as
where p is an empirical coefficient specific for each site. This coefficient depends on the local ground conductivity model. The coefficient p is determined at individual stations for each month using least squares fit. The variation in p from month to month is rather small, so it is reasonable to use a single value for each site, for which we select the average of monthly values. In Table 2 the coefficients and one standard deviations are shown for the selected stations.
Models
The models mapping from solar wind to e ð1Þ h consist of Elman neural networks (Elman 1990 ) and have previously been used for similar problems (Lundstedt et al. 2001; Wintoft et al. 2005 ). We will not go into the details of the models here, but instead refer to the mentioned papers and references therein. The Elman network can learn not only structures that are spatially related but also structures over time through its internal memory. This is an important feature when the system under study exhibits memory, like the solar wind coupling to geomagnetic storms and substorms. It should also be noted that the temporal resolution of the network memory decreases for more distant features. Therefore, a tapped delay line of the inputs is applied to fully resolve features that are in the near past. The network performs the following mapping
where g s and g c are the sine and cosine of local time; B y , B z , are the ACE magnetic field y and z components in GSM; B is the magnetic field magnitude; and n and V are the plasma density and velocity. The tapped delay line has n D terms, each separated with D minutes. Each input is also labelled as x i (t) where the total number of inputs is n. The choice of values of n D and D is described below. The g s and g c components are included to capture local time variation. The mapping, with sine and cosine functions, ensures that two instances close in time are numerically close, and that a specific timestamp is uniquely described. Models are also developed without the plasma n and V.
The Elman network implements the mapping
The free parameters are the number of hidden neurons m, the weights w j,i , c j,k , and biases a j and b. The optimisation regarding the free parameters are done in the same way as described in Wintoft (2005) .
For an average L1-Earth distance of 1.5 · 10 6 km the solar wind bulk flow will have typical travel times ranging from 60 min to 25 min for velocities from 400 km/s to 1000 km/s. However, one should note that for events with shocks, the bulk velocity and the shock speed are not the same (Viñas & Scudder 1986 ). There are also extreme cases, like on 29th October 2003 when the solar wind magnetic disturbance (no velocity data were available) preceded the following SI with only 13 min, indicating a shock speed close to 2000 km/s.
The target output for the model is e ð1Þ h (Eq. (2)). As e ð1Þ h is a 30-min forward maximum any geomagnetic disturbance at t + 30 min will be reflected at timestamp t in e ð1Þ h ðtÞ. For most solar wind velocities a prediction lead time of 30 min is reasonable, therefore, the model output y(t) is targeted to predict e ð1Þ h ðtÞ. However, as noted above, longer delays between the solar wind disturbance and the geomagnetic response are also possible and the delay line is set to (n D , D) = (4, 10 min), in order to have a detailed description of the solar wind state for the past 30 min. It should also be noted that events with an L1-Earth travel time less than 30 min will be predicted, if the model works, but that the lead time will be shorter, in the extreme cases just 10 min.
Training and validation
The dataset is divided into three sub-sets, each set having similar statistics with respect to e ð1Þ h . One set is used for training, i.e. the weights and biases are incrementally adjusted in order to minimise the errors between target and model outputs. A large number of networks with different initial weight values and different numbers of weights are trained. A second set, the validation set, is used to monitor the performance, and the network with the minimum validation error is selected as the optimal network. The third set is used for verification.
Results
A large number of networks, with different initial weight values and number of hidden units, have been explored through the training-validation process, leading to one optimal network per station. However, there is generally several networks that have mean-square-errors (MSE) that are similar to the MSE of the optimal network. We focus the analysis on the ESK station. We discuss the result for ESK model and explore different approaches to judge the skill of the model.
We start with comparing the model output with observed data for two different events (Fig. 3) . For both events, models using solar wind magnetic fields only (MFI), and plasma and magnetic fields (SWE + MFI), are compared.
The first event (1999-09-22 ) is of moderate magnitude with a peak observed e ð1Þ h % 60 nT/min. There is an SI around noon reaching close to 30 nT/min which is followed by the stronger substorm activity in the evening. In this case the MFI-only model quite accurately predicts the time of the SI (see insets in figures) but over-predicts the magnitude by 70%, while the SWE + MFI model shows a slower response, although the forecast is within %20% from the observed with a lag of about 10 min. The predicted activity during the afternoon drops slightly but not as much as the observed. The evening and nighttime activity is to some extent captured by the models although individual peaks are offset in time.
The second event (2003-11-19 ) is much stronger, with peak magnitude of 300 nT/min. The SI in the morning of the 20th reaching close to 50 nT/min is accurately predicted in time and only over-predicted by 10% for the MFI-only model, and slightly under-predicted for the SWE + MFI model. The activity then settles down somewhat and is slightly better traced by the SWE + MFI model compared to the MFI-only model. The onset of activity at 13 UT is probably due to a sudden density fluctuation in the solar wind. The SWE + MFI model captures this, although over-forecasting with a factor of two. The MFI-only model also seems to capture this, however, in this case it is a result of the strong solar wind magnetic field. Later in the afternoon/evening the substorm activity sets in which is predicted by both models, although the timing of the SWE + MFI model is better. However, the peak magnitude is under-predicted by a factor of two.
It is interesting to see, for these two cases, that the MFIonly model is able to capture the onset of the SI, as the SI is related to the plasma pressure pulse in the solar wind. However, a solar wind pressure pulse is almost always associated with a sharp increase in the solar wind magnetic field, and this correlation is picked up by the model. Another aspect is that the MFI data are generally of higher quality and with fewer datagaps compared to the plasma data.
We now turn to the problem of verifying the models in the general case. We run the models for all available data for the period January 1998-December 2010. We do not only run the models on the selected events, as there always are some subjective assumptions that will affect the verification. The root-mean-square-error RMSE and the prediction efficiency PE (which is a MSE-based skill score using observed variance as reference model) are computed for the SWE + MFI model and a combined model, shown in Table 3 . The combined model uses SWE + MFI when the SWE data exist, and the MFI model when only MFI data exist. For comparison the measures are also computed for two simple models: climatology model, i.e. a constant forecast using the mean value; persistence model, i.e. the next value is equal to Fig. 3 . Two cases with forecasts using events not in the training set. The black curves are the observed e ð1Þ h , the green curves the forecast from the SWE + MFI model, and the red curves from the MFI-only model. Note that the two events have very different magnitudes. Table 3 . The RMSE (nT/min) and PE are computed for three different types of models: climatology, persistence and neural network. Each model type is based on either the SWE + MFI set or the combined set. See text for detailed explanation.
SWE + MFI Combined
Model RMSE PE RMSE PE Climat.
4.9 0.0 6.0 0.0 Pers.
3.8 0.4 4.3 0.5 N.n.
5.0 À0.1 5.8 0.1 the current value. Of course, neither of these two models provide any forecast capability. However, the persistence model will often score very high for many measures as the output values have the same statistics as the observed values. Looking at Table 3 it is seen that the persistence model scores best on these measures, and that the neural network model is on par with the climatology model. In order to explore if there is a gain in using a more complex model over very simplistic models, such as climatology or persistence, or any other model, we study different approaches. Clearly, from the two examples in Figure 3 , the neural network model performs better than the climatology model. Further, the persistence model is by its definition not capable of producing a forecast, but it will always trace the observed values and therefore will have small errors.
In Figure 4 we show the RMSE as function of a threshold value (s, left) and positive difference value (d, right), respectively. We define s and d in the following two paragraphs.
In the first case (left figure), only pairs of forecast and observed values are included in the RMSE calculation for which the observed values are above the threshold s, i.e. "t for which e ð1Þ h ðtÞ > s. The points at s = 0 corresponds to the values in Table 3 . It is seen that the NN and persistence models have similar RMSE (s), but that the climatology model has more rapidly increasing RMSE. Thus, the NN model now shows a better performance than the climatology model, and similar performance as the persistence model.
In the second case (right figure) pairs are selected when the observed increase is above d, i.e. "t for which e ð1Þ h ðtÞ À e ð1Þ h ðt À 1Þ > d. Such a selection will penalise persistence, and any other model that has forecast potential should perform better. The figure shows that indeed the NN model performs better than the persistence model, thus indicating that it actually produces forecasts.
The most interesting events are the extreme events, where extreme can be defined based on different criteria depending on the system at study. However, extreme events are often synonym with rare events. Studying forecasting of dichotomous events, a contingency table can be formed by counting the number of outcomes in the four classes: a = number of hits; b = number of false alarms; c = number of misses; d = number of correct rejections. The total number of outcomes is n = a + b + c + d. The event rarity, also known as base rate, then becomes p = (a + c)/n. Extreme events can thus equivalently be defined as events occurring with small base rate p. The forecast rate is similarly defined as q = (a + b)/n. Further, the hit rate and false alarm rate are defined as H = a/(a + c) and F = b/(b + d ), respectively. Under certain assumptions on the behaviour of the base rate p and the forecast rate q, it can be shown that both log H and log F are proportional to log p and can be expressed in terms of the extremal dependence index (Ferro & Stephenson 2012) 
The EDI describes the performance in relation to random forecasts with varying p. EDI lies in the range [À1, +1], where EDI = 0 corresponds to random forecasts, and EDI > 0 corresponds to forecasts that are better than random forecasts. Some interesting properties of EDI are that it is base rate independent and asymptotically equitable. The EDI requires that p = q, which can be achieved by recalibrating q using different thresholds on the forecasts and observations, respectively. To complement EDI the frequency bias is calculated based on the uncalibrated q as
The Bias indicates whether the model over-forecasts (Bias > 1) or under-forecasts (Bias < 1) at a certain base rate. Figure 5 shows EDI and Bias for the ESK model as function of observed threshold s. The base rate decreases as the threshold increases. The top left plot shows the Bias for two different models using two different datasets. The ''SWE + MFI'' label corresponds to the SWE + MFI model evaluated on data for which SWE data exist. The ''SWE + MFI, all data'' label corresponds to the same model evaluated on all data, including events with missing SWE data during which the forecasts will be zero. Finally, the ''MFI only, all data'' is the MFI model evaluated on all data.
Generally, all models over-forecast at the lower levels ([30 nT/min), e.g. the number of times the ''MFI only'' , then increases to 1.9 at s = 150 nT/min, and drops to zero for s J 190 nT/min. This means that the forecast rate q = 0, thus there are no forecasts above that threshold. The ''SWE + MFI, all data'' Bias values are consistently lower, a natural consequence of the zero-forecast for missing SWE data. Finally, the ''MFI only'' model has Bias closer to one for a large range of thresholds compared to the ''SWE + MFI'' model, except for small s. The EDIs are similar for both models, within 95% confidence limits, for s J 60 nT/min. As EDI is asymptotically equitable the models can be compared even though they are based on different datasets.
The EDI stays at a high level of EDI % 0.8 for large e
h . As stated above, the forecasts are re-calibrated to force q = p before EDI is computed. This is achieved by lowering the forecast threshold which will increase the number of hits (a) and false alarms (b). If the model would produce random forecasts, then both the hit rate and false alarm rate would increase equally much, with increasing threshold, leading to EDI % 0. The EDI thus indicates that the model provides actual forecasts but, taken together with the Bias, the forecast values are below observed values at the high end range.
Conclusions
Although the transformation of 1-min dB/dt to 30-min maxima e ð1Þ h inhibits the calculation of the geoelectric field, it has been shown that there is a reasonably linear relationship between e ð1Þ h and the 30-min maxima of the computed geoelectric field (Fig. 2) . Therefore, e ð1Þ h can be used as a proxy of the electric field using the p-coefficients in Table 2 . The e ð1Þ h is simple and well defined, and depends only on the measured B-field. At the same time, if the electric field model or ground conductivity model are updated, the p-coefficients can easily be recalculated.
The verification of forecast models is an important and difficult subject. Case studies, such as those in Figure 3 , are useful but difficult to summarise. Measures, as given in Table 3, summarise the verification into a single number, but are hard to interpret. In this special case, we know that the climatology and persistence models cannot provide any forecasts, but still they score better with these simple measures. A more careful selection of data, over which the measures are calculated, can provide further insight to the performance. As Figure 4 shows, the neural network model performs better than the climatology model for large values, and better than the persistence model for large increases.
From Tables 1 and 2 it is seen that the most interesting events are rare. To verify the forecasts of rare events we applied the EDI method. The analysis indicates that the models have a stable EDI around %0.8 for large and rare events (Fig. 5 , bottom left). Within the 95% confidence limits it is not possible to decide which model performs best. However, the ''MFI'' model has a Bias closer to one, and especially it provides forecasts also for the largest values. In principle, a combined model could be used depending on whether the plasma data are reliable or not. For the combined model (Fig. 5, right ) the EDI and Bias are very similar to that of the persistence model. Thus, in this case EDI suffers from the same problem as RMSE (Table 3 ) and RMSE (s) (Fig. 4, left) in its ability to distinguish between the persistence model and the neural network models.
In a real-time situation it can be difficult to determine when to switch model. Therefore, a real-time forecast system could rely on the ''MFI only'' model and ignore forecasts below [30 nT/min. A related issue for real-time forecasting is that the models generally over-forecast for the low values (Fig. 5 , top left), most likely a result of the event selection that is necessary for training.
The models have been implemented for real-time operation and are available at http://corona.lund.irf.se/eurisgic/. 
