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This paper presents a neural network based verification method in an HMM-based 
on-line Korean handwriting recognition system. It penalizes unreasonable 
grapheme hypotheses and complements global and structural information to the 
HMM-based recognition system, which is intrinsically based on local information. 
In the proposed system, each grapheme has one neural network verifier as well as 
one HMM recognizer. The verifier takes as an input the grapheme hypothesis 
generated by the HMM and outputs a posteriori probability as its validity. This 
probabilit y is then incorporated into the search process by Viterbi algorithm during 
recognition. The global and structural information to the verifier is obtained from 
the relationship between primitive strokes in each grapheme by analyzing their 
correspondence with the HMM states. The experimental result shows that the 
recognition error of the baseline HMM network can be reduced by 39.2% with the 
proposed verification scheme. 
1 Introduction 
In this paper, verification means to validate hypotheses generated by HMM 
recognizers during the recognition process. There are at least two purposes for its 
use. The first is to penalize the unreasonable grapheme/alphabet hypotheses as early 
as possible, generated by the HMM recognizers [5]. The second purpose is to 
complement the HMM recognizers which miss global and structural information 
due to the first order Markov assumption [4,9].  
A number of studies have been proposed that use postprocessing and 
verification steps in HMM based recognition systems. The duration distributions of 
HMM states in the most probable path were used for postprocessing [3,4,7]. The 
portions of a handwriting input corresponding to the HMM states were also used for 
postprocessing by measuring various statistics between them [8]. Another system 
used DP matching for complementing global information to the HMM recognizers 
[6]. Statistical grammar rules were also used for verification [5]. These mechanisms 
reduced recognition errors by about 15~48% [5,8].  
Despite their success in reducing errors, the above approaches have two 
problems when applied to the previous HMM based recognition system for on-line 
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Korean handwriting [1]. First, they lack systematic integration scheme of the 
verification result and the HMM probabilit y. The verification needs various sources 
of information. However, if they are expressed as separate probabilit y distributions, 
the overall verification probabili ty drops down rapidly as their numbers increase 
because of probabilit y multiplication [5,8]. Furthermore, it is not also easy to 
normalize them according to their importance and reliabili ty. This is also true when 
DP matching is used for verification [6]. Second, they have limitation in extracting 
global and structural features reliably. These features are especially important in the 
recognition of Korean characters [10] whose graphemes are structurally constructed 
from primitive strokes such as line segments and circles. However, the previous 
approaches such as utili zation of duration statistics in the HMM states [8], the 
attributed grammars [5] or DP matching methods [6] have limitation to reflect them.  
In order to remedy the integration problem, we propose a neural network 
verifier in this paper. Each grapheme has one HMM recognizer and one neural 
network verifier. The HMM recognizer generates a grapheme hypothesis, i.e, the 
position of the grapheme in the given feature sequence and its likelihood. The 
verifier then approximates a posteriori probabili ty of its validity. This probabilit y is 
then incorporated into the HMM network during the Viterbi search. All the 
measurements for the verification are utili zed in our study as feature inputs to the 
neural network, which were usuall y represented as the separate probabili ty 
distributions in the previous studies. Consequently, regardless of how many 
measurements are used, the verification result is represented by only one a 
posteriori probabilit y. Their normalizations are also done by the neural network 
weights.  
In order to extract structural and global features in a grapheme, we use the 
relationship between its primitive strokes. The position and the length of each 
primitive stroke are used for the features in the paper. The primitive strokes are 
extracted by analyzing their correspondence with the HMM states after Viterbi 
search. Our past experience on HMM system shows that each state in a HMM 
recognizer models a primitive stroke reliably. The notion of macro states [8] is also 
a similar idea. 
Our experimental results on the Korean character data show that our method 
effectively reduced the recognition error compared to the baseline HMM system. 
From this result, we may conclude that rich information from the global and 
structural features is successfully incorporated in our hybrid framework of the 
HMM recognizer and the neural network verifier. 
The present paper is organized as follows. In section 2, we discuss the necessity 
and the integration scheme of a neural network verifier to the HMM recognizer. In 
section 3, we explain the structural and global features for the verifier and how they 
are obtained from the correspondence between the primitive strokes and the HMM 
states. In section 4, the experimental results are described. Conclusion then follows 
in section 5.  
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2 Neural Network Verification System 
2.1 Advantages of a neural network as a verifier 
The purpose of a verifier is not to recognize a grapheme but rather to determine 
whether a grapheme hypothesis generated by a baseline HMM recognizer is valid or 
not. This means that an incorrect hypothesis should be penalized while a correct one 
passed intact. It should also complement the weakness of the HMM recognizer. 
Therefore, a verifier should satisfy the following properties. 
1. The verification result should be systematically integrable with HMM 
probabili ty. The verifier uses various sources of information. Therefore, adding 
information should not affect the overall verification scheme. Probabili ty is a 
preferable representation of a verification result because an HMM network uses 
Viterbi search which finds a maximally probable path. 
2. The verifier should complement the HMM recognizer by using global and 
structural features. The HMM usually uses local features only, thus missing 
global trend information. It is because all observation vectors are assumed to be 
independent of one another by the first order Markov assumption.  
3. The verifier should be able to discriminate similar shapes. Many Korean 
graphemes, especially vowels, can only be discriminated based on a small but 
critical portion of a handwriting input. HMM has difficulty in this regard 
because of the maximum likelihood estimation (MLE) training method.  
So far, no method has been proposed that satisfies all these properties. When DP 
matching is used [6], the probabili ty of HMM is mixed with non probabili ty values, 
i.e, distance. This makes it difficult to normalize the distance and probabili ty to the 
same scale. When measurement statistics are used such as distribution of duration, 
distance between portions of handwriting input and structural features, the overall 
verification probabilit y decreases as the number of them increases [5,8], because of 
multiplication of several probabili ty terms. Furthermore, it is not easy to normalize 
their scales according to their importance and reliabili ty. Also, none of the proposed 
methods have discrimination capabili ty except pairwise discrimination method [5], 
in which critical features for confusing pairs are manually pre-specified.  
A neural network verifier satisfies all these criteria. The verification result can 
be smoothly integrated into the HMM probabili ty in the probabili stic framework 
because the neural network is known to model a posteriori probabili ty if properly 
configured [2]. The global and structural features are represented as feature inputs 
of the neural network. Therefore, overall verification probabili ty doesn’ t decrease as 
more measurements are employed. The error backpropagation training algorithm 
makes it possible to discriminate similar graphemes by giving larger weights to the 
critical features. These reasons drive us to choose a neural network as the verifier in 
the proposed study. 
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2.2 Baseline HMM network for Korean handwriting recognition 
A typical Korean character (Hangul) is structurall y constructed from one first 
consonant, one vowel and one optional last consonant. There are 19 first 
consonants, 21 vowels and 27 last consonants. Therefore, the recognition of a 
Hangul character resembles that of an English word because an English word is also 
composed of alphabets, only more difficult because of the way those graphemes are 
combined two-dimensionally. 
The baseline system was an HMM network previously reported in [1]. The 
graphemes and ligatures between them were modeled as separate discrete left-to-
right HMMs. The number of states in each HMM was different, depending upon the 
complexity of the grapheme. The feature was a simple chaincode sequence with 
sixteen directions and a pen up/down status. These grapheme and ligature models 
were connected according to the composition rule of a Hangul character as shown in 
Figure 1. A path from the leftmost node to the rightmost node determines a unique 
character.  
2.3 Integration of the neural network verifiers with the HMMs 
Each grapheme has one HMM recognizer and one neural network verifier as shown 
in Figure 2(b). The HMM generates grapheme hypotheses during recognition. It 
gives the portion of the grapheme in the handwriting input sequence and the 
duration in each HMM state. From this, the global and structural features for the 
verifier are extracted. Further details are described in the next section.  
We use as a verifier a multi-layer perceptron(MLP) with one input, one hidden 
and one output layers. It uses a logistic function for nonlinearity and has one output 
node. The value of the output node becomes one when the hypothesis under test is 
correct and zero otherwise. The desired output is one if the input belongs to the 
grapheme and zero otherwise. Under this structure and backpropagation training 
algorithm, it is known that the activation value of the output node approximates   
Figure 1. The baseline HMM network(‘BongNet’ ) [1]. Each arc represents a grapheme or a 
ligature HMM recognizer. 
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a posteriori probabilit y that the hypothesis is valid [2].   
This a posteriori probabilit y is integrated with the probabilit y of HMM network 
in probabili stic framework. Figure 3 shows how this can be done. The final result 
shows that the activation value of the output node of the neural network is 
multiplied with the HMM probabilit y.   
3 Features for Neural Network Verifier 
3.1 Primitive strokes 
The shape of each Korean grapheme is structurall y constructed from its 
primitive strokes. There are two sorts of primitive strokes as shown in Figure 4. One 
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(                   is assumed to be same for all the graphemes)
Figure 3. Integration of a posteriori probability of the NN verifier and the HMM probability 
Figure 2.  (a) A path in the baseline HMM network  (b) The neural network verifier follows 
the HMM in each grapheme. (c) The structure of the HMM and the verifier. the HMM gives 
hypothesis to the verifier. Then verifier approximates a posteriori probability of its validity.  
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is a straight line and the other is a circle. Almost all the graphemes have straight 
lines only. Only four of them contain circles. This structural composition of the 
primitive strokes gives a foundation of structural analysis of graphemes [10].  
However, it is diff icult to extract them reliably, since they are modified and 
connected smoothly in a handwritten grapheme similarly to the coarticulation 
phenomena in the speech [3]. Therefore, simple segmentation methods such as 
finding extreme points do not work well .  
To extract them reliably, we use the correspondence between them and the 
HMM states. In this paper, a primitive stroke is defined as the portion in a 
handwriting input aligned to the corresponding HMM states after Viterbi search. It 
is also similar to the idea in [8] in which the HMM states were used for extracting 
structural information. Figure 5 shows examples of this correspondence observed in 
the training data. It shows that the primitive strokes from the corresponding HMM 
states coincide with our conceptual ones.    
From such a mapping table, they can be easily extracted. For example, in the 
grapheme data ‘ 7 ’  , the horizontal stroke can be obtained by extracting the portion 
in the handwriting input aligned to the HMM state 1.  
 
3.2 Details of the features 
In the present system, three different features are used based on these primitive 
strokes. They are the position of the primitive strokes (structural feature), the 
duration in each HMM state and the accumulated direction change (global feature).  
8 9 : 8 ; :
Figure 4. Primiti ve strokes in Korean graphemes. Almost all the graphemes have straight lines only. 
(a) Straight lines  (b) Circles 
Figure 5. Examples of mapping between the primitive strokes and the HMM states. The 
grapheme labels are shown on the left of the arrows and the typical data aligned to the HMM 
states are shown on the right. The small digits near the pen strokes represent the HMM state 
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The position of the primitive strokes is important in Korean graphemes, 
especially in the vowels. This is il lustrated in Figure 6. Both vowels have the similar 
primitive strokes and the writing order. The only difference between them is the 
position of the rightmost vertical li nes. For this reason, we use their position as the 
structural feature. It is represented by the starting and ending point of each primitive 
stroke normalized by a bounding box. Figure 7(a) shows an example of extracting 
the feature. 
One of the global features is the duration information in each HMM state, 
which is known to be useful complementary information [3,4,7]. It is because that 
the conventional HMM models the duration in each state with unrealistic 
exponential distribution but the postprocessing step gives more realistic duration 
distribution. The duration is defined as the number of chaincodes consumed in each 
HMM state in this paper. It can also be interpreted as the length of the 
corresponding primitive stroke. It is shown in figure 7(b). 
Another global feature is the accumulated direction change. It is the sum of 
direction changes in a handwriting input. It reflects the global orientation of the pen 
movement and measures the complexity of a grapheme because it is large in the 
complex grapheme. Clockwise and counterclockwise direction changes are summed 
separately, as shown in the figure 7(c).  
 
Figure 6. The above two vowels have the same primitive strokes and writing order, but they 
differ in the position of the rightmost vertical l ines. The left vowel is ‘ G ’  and the other is ‘ H ’ . 
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Figure 7. Three features used in the neural network verifier: 
(a) Position of primiti ve strokes, (b) Duration in each state, and (c) Accumulated direction change 
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4 Experimental Results 
4.1 Data set 
The data1 for the experiment were collected from high school and college students. 
There was no restriction or guidance in the writing styles. As a result, cursive 
writing style as well as run-on style were found in the data.  
For training, graphemes were extracted manually from characters as there was 
no indication of any explicit grapheme boundary in the data. The training data had 
49,049 characters written by 48 writers.   
The test data consists of three separate sets, labeled ‘Nation’ , ‘High School’  
and ‘JungAng’ . The different writing styles were observed in the data sets as shown 
in Figure 8. By subjective judgment, their writing styles were classified and shown 
in Table 1.  
Table 1. Properties of the test data. Writers of the test data were different from those of the training data. 
 Nation High School JungAng 
Writers 9 9 39 
Characters 3,127 15,250 16,427 
Writing style well written highly variable, 
cursive 
normally written 
4.2 Neural network training 
The neural network was trained by the backpropagation algorithm. Each grapheme 
had two kinds of data set. One was the positive data set composed of that grapheme. 
The other was the negative data set composed of all but the positive data. When 
training the MLP, the desired output for the positive data was 1, whereas that for the 
negative data was 0.  
The ligatures, i.e, the connection strokes between graphemes were not verified 
in this system. We believed that their shapes were too much varied to be verified 
effectively, especially in the cursive writing style. 
To assess performance of the verifiers, errors were categorized into two types.  
1 Half of the data is available from our web page(http://ai.kaist.ac.kr/) 
a b c a d ca e c
Figure 8. Examples of the test data. (a) Nation (b) High School (c) JungAng  
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1. Type I error: The handwriting input belongs to the grapheme, but the verifier 
answers negatively. This error is somewhat critical because the correct 
hypothesis is penalized.  
2. Type II error: The handwriting input doesn’ t belong to the grapheme, but the 
verifier answers positively. This error is not so critical compared to the type I 
error because the correct hypothesis is intact and the baseline system may stil l 
be able to discriminate the hypotheses.  
Table 2 showed the recognition results in terms of above errors for the training data. 
The verifiers were well trained with less than 0.8 % error rate for all the data. 
However, type I error rates were always more than type II error rates. We believe 
that this was due to the lack of positive data.  
Table  2. Type I and II errors in the training data set. This result shows that the verifiers were well 
trained. (When a posteriori probability of the positive data was less than 0.5, then we regarded it as type 
I error. Also when that of the negative data was more than 0.5, then we regarded it as type II error.) 
 First Consonant Vowel Last Consonant 
Type I errors 0.78% 0.65% 0.70% 
Type II errors 0.30% 0.21% 0.21% 
4.3 Recognition test 
To examine the advantage of our neural network verifier, we performed the 
grapheme recognition test and the complete character recognition test. 
In the grapheme recognition test, the neural network verifier reduced errors by 
about 59.9% for the training data as shown in the Table 3. This result suggested that 
it was well trained and had reliable discrimination power.  
Table 3. The grapheme recognition rate of the baseline HMM network and the neural network verifier for 
the training data 





Baseline 94.83% 89.90% 91.92% 92.22% 
Baseline + NN verifier 97.65% 96.55% 96.44% 96.88% 
Because the graphemes were more correctly classified, the recognition rate of a 
complete character also became higher as shown in Table 4. The errors were 
reduced across all the data sets. The overall error reduction was about 39.2%.   
Table 4. The complete character recognition rate of the baseline HMM network and the neural network 
verifier for the test data 
 Nation High 
School 
JungAng Average Error  
reduction 
Baseline 91.07% 89.77% 88.36% 89.73% - 
Baseline +  
NN verifier 
95.11% 93.81% 92.37% 93.76% 39.2% 
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5 Conclusion 
A neural network verifier was developed to complement the baseline HMM 
network. The grapheme hypothesis generated by the HMM recognizer was verified 
with the structural and global features based on the correspondence between the 
primitive strokes and the HMM states. A posteriori probabili ty of its validity from 
the verifier was then merged with the probabilit y of the HMM. The neural network 
made it easy to systematically utili ze various source of information for the 
verification. The experimental results showed that this verification scheme reduced 
the error of the baseline HMM recognizer by 39.2% in the Korean character 
recognition.  
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