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In this thesis, we prove results relevant for optimization problems in L0-modules
and study applications to order theory.
The first part deals with the notion of an Assessment Index (AI), which is used
to assess (to evaluate) the own financial position. For an L0-module X an AI is a
quasiconcave, monotone and local function mapping to L0. This is a generaliza-
tion of both real-valued AIs and risk measures mapping to L0. We first prove a
robust representation of these AIs. Then we introduce the concept of dynamic AIs
together with notions of consistency and show different representations for them,
in particular in the case of the past evolution of the underlying portfolio influences
the current assessment.
In the second chapter of this thesis, we develop Ekeland’s variational principle
for L0-modules allowing for an L0-metric. We define local premetrics and prove
an L0-Version of a generalization of Ekeland’s theorem. Moreover, we prove L0-
versions of the Kirk-Caristi fixed point theorem and Takahashi’s minimization
theorem and show the connection of the different results.
A further application of L0-theory is examined in the third chapter of this thesis,
namely an extension of the Brouwer fixed point theorem to functions on (L0)d. We
define a conditional simplex, which is a simplex with respect to L0, and prove that
every local, sequentially continuous function has a fixed point. With this result at
hand, we extend the fixed point theorem to arbitrary closed, L0-convex sets.
A more general structure than L0-modules is the concept of conditional sets. In
the fourth chapter of the thesis, we study conditional topological vector spaces. We
examine the concept of duality for conditional sets and prove results of functional
analysis: among others, the Banach-Alaoglu and the Krein-Šmulian theorem. Any
L0-module being a conditional set allows to apply all results to L0-theory.
In the fifth chapter, we discuss the property of transitivity of relations and
its connection to certain forms of representations. After a survey of common
representations of preferences, we attend to relations induced by moving convex
sets which are relations of the form that x is preferred to y if and only if x−y is in
a convex set depending on y. We examine in which cases such a representation is
transitive. Finally, we exhibit nontransitivity due to dissimilarity of the compared




In dieser Arbeit beweisen wir für Optimierungsprobleme in L0-Moduln relevante
Resultate und untersuchen Anwendungen für die Darstellung von Präferenzen.
Im ersten Kapitel der Dissertation geht es um Assessment Indizes (AIs), die
genutzt werden, um die eigene Position auf dem Finanzmarkt zu bewerten. Ein
AI ist eine quasikonkave, monotone und lokale Funktion von einem L0-Modul X
nach L0. Ein AI dieser Form ist sowohl allgemeiner als reellwertige AIs als auch
als Risikomaße, die nach L0 abbilden. Wir stellen diese AIs robust dar. Danach
definieren wir dynamische AIs zusammen mit deren Konsistenzbegriffen. Wir be-
weisen verschiedene robuste Darstellungen dynamischer AIs, unter anderem der
Form, dass der Einfluss der Vergangenheit sichtbar ist.
Im zweiten Kapitel entwickeln wir das Ekeland’sche Variationsprinzip für L0-
Moduln, die eine L0-Metrik besitzen. Wir definieren lokale Prämetriken auf allge-
meinen Räumen und beweisen eine L0-Variante einer Verallgemeinerung des Eke-
land’schen Theorems. Darüberhinaus beweisen wir L0-Versionen des Kirk-Caristi
Fixpunktsatzes und des Takahashi Minimization Theorem und zeigen den Zusam-
menhang zwischen den verschiedenen Resultaten.
Eine weitere Anwendung der L0-Theorie, nämlich der Beweis des Brouwerschen
Fixpunktsatzes für Funktionen, die auf (L0)d definiert sind, wird in Kapitel 3 be-
handelt. Wir definieren das Konzept des Simplexes in (L0)d und beweisen zunächst,
dass jede lokale, folgenstetige Funktion darauf einen Fixpunkt besitzt. Dies nut-
zen wir, um den Fixpunktsatz auch für Funktionen auf beliebigen abgeschlossenen,
L0-konvexen Mengen zu zeigen.
Eine weitaus allgemeinere Struktur als L0 ist die sogenannte bedingte Menge. Im
vierten Kapitel der Dissertation behandeln wir bedingte topologische Vektorräu-
me. Wir führen das Konzept der Dualität für bedingte Mengen ein und beweisen
Theoreme der Funktionalanalysis darauf, unter anderem das Theorem von Banach-
Alaoglu und Krein-Šmulian. Da L0-Moduln spezielle bedingte Mengen sind, kön-
nen wir die Resultate dieses Kapitels für die L0-Theorie nutzen.
Im fünften Kapitel geht es um die Eigenschaft der Transitivität von Relatio-
nen und wie diese sich in Darstellungen von Präferenzen niederschlägt. Nachdem
gängige Darstellungsformen erklärt werden, widmen wir uns der Darstellung mit
wandernden konvexen Mengen. Dabei besitzt jedes Element y eine konvexe Menge
C(y), die dessen präferierte Elemente darstellt, in der Art, dass x genau dann bes-
ser als y ist, wenn x − y in C(y) liegt. Wir zeigen danach, wie die Transitivität für
diese Darstellungsform beschrieben werden kann. Abschließend modellieren wir
die Eigenschaft, dass die Transitivität einer Relation nur für ähnliche Elemente
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Introduction
The main subject of this thesis is the study of L0-modules and the transfer of objects
and theorems of optimization theory to this framework. In addition, we examine rep-
resentations of preferences in both a stochastic and a deterministic framework.
On a probability space (Ω, F , P ) we consider the set of all random variables, which
are identified if they coincide almost surely. This set is denoted by L0(Ω, F , P ) or
L0 for short. It allows for addition and multiplication, both with neutral elements, and
moreover provides an inverse with respect to addition. This makes L0 to be an algebraic
ring. However, it does not guarantee an inverse with respect to multiplication which
causes it not to be an algebraic field. Hence, one cannot define L0-vector spaces but L0-
module. The approach of considering L0 as a substitute for the real numbers has first
been done by Cheridito et al. [24], Filipović et al. [43] and Guo [57]. Therein, it turned
out that the two main technical properties to demand when working in this setting
are locality of functions and σ-stability of sets. In L0-modules, the action of indicator
functions of partitions on sets and functions is essential. In the first three chapters of
this thesis, we examine three different problems within the theory of L0-modules. To do
so, we permanently pay attention to the properties of locality and σ-stability. Thus, one
challenge of this part of the thesis was to define concepts as the left-inverse of functions
and premetrics or simplexes which are local or σ-stable, respectively. A generalization
of L0, namely conditional sets, was introduced by Drapeau et al. [31]. In the fourth
chapter of this thesis, we provide a theory of topological vector spaces in that setting.
The main focus is to develop a duality theory for conditional sets. Since L0-modules
are specific kinds of conditional sets, all results of Chapter 3 applied to them.
Another key issue of this thesis is the representation of preferences. This is included
in the first and fifth chapter. In the fifth chapter, we study general relations with main
focus on (non)transitivity. Moreover, we consider representations which are described
locally, mainly by convex sets. In the first chapter, the preference is connected to
randomness. Using techniques from L0-theory, we provide a robust representation of
utility functions mapping to L0. To this end, we define the concept of a left-inverse
for these functions and have to develop methods of convex analysis in the framework of
L0-modules. Following the ideas of Chapter 1 and using the techniques of Chapter 4,
one could study preferences with values in a conditional set.
In the following, we give a more detailed survey of the different chapters of the the-
sis. The first chapter provides a study of Assessment Indices (AIs) in a discrete time
1
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dynamic framework. It is based on the paper [10] by Bielecki, Cialenco, Drapeau and
Karliczek. Assessment indices can be used to assess (to evaluate) various risks, but
they can also be used to assess the trade-off between risks and corresponding rewards.
Thus, the universe of AIs encompasses both the classical risk measures and the accept-
ability indices. Consequently, the two basic operational paradigms, that underlie the
mathematical theory of assessment indices, are well appreciated truths in any kind of
economic/financial activities:
(A) Diversification is better than concentration;
(B) Greater success is better than lesser success.
These two stylized key paradigms translate mathematically into quasiconcavity and
monotonicity properties of an AI. In the static case, these two properties were studied
in the context of preferences in Cerreia-Vioglio et al. [18, 19] and Drapeau and Kupper
[30]. The numerical representations corresponding to preference orderings satisfying
properties (A) and (B) cover, among others, risk measures (compare Artzner et al.
[4], Föllmer and Schied [48], Frittelli and Rosazza Gianin [52]), as well as acceptability
indices (compare Cherny and Madan [25]). In the first chapter of the thesis, we signifi-
cantly extend previous studies regarding assessment indices to the conditional/dynamic
setting, which, in particular, allows us to apply our theory to study dynamic AIs acting
on discrete time stochastic processes. The main mathematical tool which we use here in
order to derive extension results of Drapeau and Kupper [30] to the conditional setting,
is the theory of L0-modules that was originated in Filipović et al. [43] and in Kupper
and Vogelpoth [61]. Similar extension problems have also been studied in Frittelli and
Maggis [50, 51], Bion-Nadal [14], Biagini and Bion-Nadal [9]. Here, we provide a study
in the general setting of locally convex topological L0-modules inspired by the methods
and techniques of [30]. In many ways, the present work continues and builds upon re-
search of other people that has been presented in numerous works. For obvious reasons
we can’t provide here the comprehensive list of all these works. Besides the papers that
we have already mentioned above, we think that the following works should be brought
to the reader’s attention: for dynamic, translation-invariant risk measures for processes
(with dual representation via probability measures and discount processes) compare
Acciaio et al. [2], Cheridito and Kupper [20] and Cheridito et al. [23]; for dynamic,
translation-invariant risk measures for random variables (with dual representation via
probability measures) compare Bielecki et al. [11], Cheridito et al. [21, 22] and Frittelli
and Scandolo [54]; for static assessment indices compare Cherny and Madan [26] and
Frittelli and Rosazza Gianin [53]; for conditional risk measures on random variables
compare Detlefsen and Scandolo [28]; for dynamic conditional assessment indices com-
pare Biagini and Bion-Nadal [9] and Bion-Nadal [13, 14]; for dual representations for
the static quasiconvex case compare Cerreia-Vioglio et al. [18, 19] and Penot and Volle




In the second chapter of this thesis, we develop an Ekeland’s variational principle for
L0-modules which allow for an L0-metric. In 1974 Ekeland introduced the variation
principle in [39]. This was applied to optimization problems of real-valued functions.
Moreover, it turned out that the principle is equivalent to several other results, for
instance the Kirk-Caristi fixed point theorem. Hamel [59] proved a generalization of
Ekeland’s principle determining which properties are really necessary to prove it. We
transfer this generalization to L0-modules, prove the Kirk-Caristi fixed point theorem
and Takahashi’s minimization theorem for L0-modules and show the connection between
the individual results. Throughout this chapter, we show how concepts for elements can
be translated to sets. This allows to obtain results for set-valued maps on L0-modules.
The chapter is based on a current project of Hamel and Karliczek, however there the
results will be proven in a slightly more general setting. To be in line with the other
chapters, we decided to present the results for L0-modules.
The third chapter deals with the Brouwer fixed point theorem in (L0)d and corre-
sponds to the paper [32] by Drapeau, Karliczek, Kupper and Streckfuß. The Brouwer
fixed point theorem states that a continuous function from a compact and convex set
in Rd to itself has a fixed point. This result and its extensions play a central role in
analysis, optimization and economic theory among others. One approach to show the
result is to consider functions on simplexes first and use Sperner’s lemma. Recently,
Cheridito et al. [24], inspired by the theory developed by Filipović et al. [43] and Guo
[57], studied (L0)d as an L0-module, discussing concepts like linear independence, σ-
stability, locality and L0-convexity. Based on this, we define affine independence and
conditional simplexes in (L0)d. Starting with a conditional simplex, we can construct a
sequence of conditional simplexes converging to an element. We show that this element
is a fixed point which is measurable by construction. Hence, even though we follow the
constructions and methods used in the proof of the classical result in Rd (compare Bor-
der [15]), we do not need any measurable selection argument. In probabilistic analysis
theory the problem of finding random fixed points of random operators is an impor-
tant issue. Given C, a compact convex subset of a Banach space, a continuous random
operator is a function R : Ω × C → C satisfying
(i) R(., x) : Ω → C is a random variable for any fixed x ∈ C,
(ii) R(ω, .) : C → C is a continuous function for any fixed ω ∈ Ω.
For R there exists a random fixed point which is a random variable ξ : Ω → C such
that ξ(ω) = R(ω, ξ(ω)) for any ω (compare Bharucha-Reid [8], Fierro et al. [42] and
Shahzad [67]). In contrast to this ω-wise consideration, our approach is completely
within the theory of L0. All objects and properties are therefore defined in that language
and proofs are done using L0-methods. Moreover, the connection between continuous




In the fourth chapter of the thesis, we study conditional topological vector spaces.
The concept of a conditional set was introduced by Drapeau et al. [31]. The idea of a
conditional set is to consider a set which is determined under various conditions. These
conditions are modeled as a Boolean Algebra and its influence as an action of it. In
the conditional set theory one defines objects and properties such that they still can
be investigated under the different conditions. To do mathematics with these objects
the properties of consistency and stability are requested. These properties clarify how
an element of the conditional set behaves if the condition under which this element
is examined is extended or restricted. The definition of stability is closely related to
the property of σ-stability in L0-modules. The set L0 = L0(Ω, F , P ) can be seen
as a conditional set where the action of conditioning is the restriction of a random
variable to an element in F . The difference is that in conditional set theory one has
objects available which only appear on certain conditions but not on the whole set Ω.
Specifically, in L0 random variables are defined on the whole Ω whereas the conditional
set associated to L0 also contains elements which are random variables only defined on
A, with A ∈ F . The advantage of considering L0 as a conditional set is the usefulness
of the conditional power set which makes topological properties to be nicely handled.
Based on conditional set theory, we examine the concept of duality for conditional sets.
To this end, we introduce the notion of a locally convex topological vector space in
this setting. Then, we define structures like norm, dual pair and polar cone, and prove
among others the Bipolar, Banach-Alaoglu and Krein-Šmulian Theorem.
In the fifth chapter, we discuss the representation of relations with emphasis on the
property of transitivity. We give a survey of the different forms of representing relations
and their connection to transitivity. The common way of representing a relation is to
define a global criteria. For example, one determines a set U of functions from X to R
such that x is better then y, with x, y ∈ X , if and only if u(x) ≥ u(y) for every u ∈ U .
The set U is hence applied independently of x and y and the representation is called
multi-utility representation. Our approach is different as we include a dependence of U
on the element we want to compare with. This means there is a set U(y) such that x
is better then y, if and only if u(x) ≥ u(y) for every u ∈ U(y). However, if we want
to determine the elements which are better then x we use the function set U(x). In
this way we have a local description of the relation. In the second part of this chapter,
we analyze representations induced by moving sets. This means an element x is better
than an element y if and only if x − y is in a set C(y) depending on y. If C(y) = C is
a constant set for every y, this is well-known. We aim at a description of transitivity
in terms of the C(y). We show that this is possible for closed, convex cones and give
examples why it does not work anymore if we drop one of these properties. Furthermore,
we are looking at the connection to a multi-utility representation. Finally, we explain
how one can relax the property of transitivity of a relation. Transitivity means that in
chains such that x is better than y and y is better than z it always holds that also x is
4
INTRODUCTION
better than z. We consider the case where transitivity fails, since elements become too
dissimilar in long chains of comparison. By an example, we illustrate how this behavior
appears in real life. We then model this kind of transitivity mathematically and give
several types of representations for relations fulfilling it.
Introduction to L0-theory
The first three chapters of the thesis deal with L0-modules. We will give an overview of
the basic concepts and notions for the work in L0-modules and will mainly follow the
notation of Filipović et al. [43].
Let (Ω, F , P ) be a probability space. By L0 = L0(Ω, F , P ) and L0 we denote the
set of all F-measurable random variables, P -almost surely identified, with values in R
and R, respectively. In F we identify sets A, B for which P ((A\B) ∪ (B\A))=0. For
G ⊆ F , we denote by ∨ G the supremum and by ∧ G the infimum of G, respectively, with
respect to set-inclusion. By F+ we denote the set of all events A ∈ F with P (A) > 0.
We will use the notation ≥ for the P -almost sure greater than or equal to relation
and define the sets L0+ = {X ∈ L0 : X ≥ 0} and L0++ = {X ∈ L0 : X > 0}. Moreover,
for a subset M of L0, we denote by ess sup M the essential supremum of it, which is
the element Y ∈ L0 such that Y ≥ X for all X ∈ M and for all Z ∈ L0 which also
fulfill Z ≥ X for all X ∈ M it always holds Z ≥ Y . The essential supremum always
exists in L0 (compare Filipović et al. [43]). We work with the convention that 0 ·∞ = 0.
In this way, for example 1A∞ ∈ L0 is well-defined, where 1A denotes the indicator
function of A ∈ F . A partition of Ω is a countable family of sets (An)n∈N ⊆ F such
that

n∈N An = Ω and An ∩ Am = ∅ if n ̸= m, n, m ∈ N.
An L0-module X is an abelian group equipped with a scalar multiplication L0 ×X →
X , (λ, X) → λX fulfilling
• λ(µX) = (λµ)X,
• (λ + µ)X = λX + µX,
• λ(X + Y ) = λX + λY ,
for all X, Y ∈ X and λ, µ ∈ L0.
We will only consider L0-modules which are σ-stable meaning that for every partition
(An)n∈N and any sequence (Xn)n∈N the object

n∈N 1AnXn is a unique element in
X such that 1An

n∈N 1AnXn = 1AnXn for every n ∈ N. In particular it holds that
n∈N 1AnX = X for any X ∈ X . The concept of σ-stability was introduced by Filipović
et al. [43] and turned out to be the main tool for the work with L0-modules. Given a









We call a nonempty set C σ-stable if it is equal to σ(C). For two σ-stable sets X and Y a





n∈N 1Anf(Xn). In the case of two L0-modules X and Y,
σ-stability in X × Y reads as: for every partition (An)n∈N and elements (Xn)n∈N ⊆ X ,
(Yn)n∈N ⊆ Y it follows





n∈N 1AnYn) ∈ X × Y.
We denote by N(F) = {X ∈ L0 : P (X ∈ N) = 1} the set of all random variables
mapping to N. Elements of N(F) are typically denoted by N . A local sequence in X
is a local function from N(F) to X , N → XN and is denoted by (XN )N∈N(F) or just
(XN ). We will briefly recall concepts of L0-theory at the beginning of Chapters 1-3.
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1 Dynamic Assessment Indices
This part deals with the notion of Assessment Indices (AI) and corresponds to the paper
[10] by Bielecki, Cialenco, Drapeau and Karliczek. An AI is used to evaluate one’s
own position in portfolio optimization. For an L0-module X an AI is a quasiconcave,
monotone and local function mapping to L0. This is on the one hand more general than
real-valued AI and on the other hand even more general than risk measures mapping to
L0. We give a robust representation of these AI. Afterwards we introduce the concept of
a dynamic AI, define the notions of consistency and represent them, with special focus
on a representation where the influence of the past is still visible. The main motivation
for our study of Assessment Indices in a dynamic setup, henceforth called Dynamic
Assessment Indices (DAI), is the analysis of risks and rewards propagating in time. In
contrast to the static case, the study of DAIs bears additional conceptual difficulties
related to the conditionality and to the need for adequate intertemporal assessment of
risk and rewards propagating in time.
This chapter is organized as follows. In Section 1.1 we introduce the underlying
concepts that will be used throughout the chapter. Section 1.2 provides the main con-
tribution of our work in the context of general theory of conditional assessment indices
defined on locally convex topological L0-modules and taking values in L̄0. In par-
ticular, Theorem 1.12 furnishes robust representation, characterization indeed, for an
upper semicontinuous conditional assessment index. This is a novel and important re-
sult, which generalizes the corresponding result obtained in the static (not conditional)
setting in [30]. The road leading to Theorem 1.12, which at first sight seems to be
similar to what was done in [30], has not been an easy one, as underlined by the various
technical results given in the Appendix in Chapter 6 and needed to obtain this robust
dual representation In particular, we provide a full duality result for conditionally in-
creasing functions and their general left and right inverses. The main hurdle lies in
the central issue of locality, that is delicate and has to be handled with outmost care.
The results regarding scale invariant indices and certainty equivalents, presented in Sec-
tion 1.2.3 and in Section 1.2.4, respectively, are new and useful. In Section 1.3 we apply
our general theory to study DAIs for discrete time stochastic processes. This comes in
two flavors. First, in Section 1.3.1, we apply the results of Section 1.2 almost verbatim,
considering dynamic assessment indices mapping processes into sequences of processes,
and by making a very natural choice of L0 space to be the space of stopped processes.
Analysis of the robust representation result derived in this section brings about an in-
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teresting insight regarding the nature of the locality property: indeed, requiring locality
relative to Ot (compare Section 1.3.1) implies that αtt assesses only the future (relative
to t) of the process and, for s < t, αts is a function of the value at time s of the assessed
process. This is a drawback as for some applications this may be an unwanted feature.
To overcome this drawback we adapt in Section 1.3.2 the theory of Section 1.2 to the
case of a so called path dependent DAI, which maps processes into processes. Path
dependent DAIs may, in particular, help a decision maker (for instance an investor, or
a regulator), who is willing to design a DAI that at each time explicitly accounts for
the past evolution of the underlying process being assessed (compare Example 1.32). In
Section 1.4 we study strongly time consistent path dependent assessment indices, that
satisfy additional properties. The corresponding certainty equivalent is used to derive a
relevant version of the dynamic programming principle, which characterizes the strong
time consistency in this case. Section 1.5 provides illustrating examples that we consider
both interesting and important. We examine a version of dynamic gain-to-loss ratio,
which is a scale invariant DAI, and, in particular, we provide a robust representation for
it. Two additional examples are given. Finally, the Appendix collects a variety of math-
ematical results which underlie our theory and contains proofs of auxiliary technical
results stated in the main body of the chapter.
1.1 Preliminaries
We denote L0 = L0(Ω, G , P ). If not otherwise specified, the notation [Ai] ⊆ G stands
for a countable partition (Ai)i∈N ⊆ G of Ω. The space L0 is a lattice ordered ring on
which we, throughout this chapter, consider the topology induced by the balls
Bε (m) :=

n ∈ L0 : |m − n| ≤ ε

, m ∈ L0, and ε ∈ L0++,
making L0 to be a topological ring1. We refer to [43, 61], initiating the theory of
L0-modules, for further details.
From this point on, X denotes an L0-module. A set C ⊆ X is called L0-convex if
λX + (1 − λ) Y ∈ C for any λ ∈ L0 with 0 ≤ λ ≤ 1 and X, Y ∈ C. By definition, C is
σ-stable if and only if

1AiXi ∈ C for every [Ai] ⊆ G and (Xi) ⊆ C. In the following,
K ⊆ X will be a σ-stable, L0-convex cone2 containing 0. Such an L0-convex cone defines
an L0-module preorder3 ≽ on X , given by X ≽ Y if X − Y ∈ K. We say a set C ⊆ X
is monotone with respect to K, or just monotone if there is no ambiguity about K, if
C + K = C.
1That is, both the addition and scalar multiplication are continuous mappings with respect to the
product topology.
2That is, λX ∈ K for any λ ∈ L0++ and X ∈ K.
3That is, λX + Z ≽ λY + Z for any λ ∈ L0+ and Z ∈ X , whenever X ≽ Y for X, Y ∈ X .
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Working with (quasi)concave functions, we adopt the convention, ∞−∞ := −∞ and
0 · ±∞ = 0. We say that a function F : X → L̄0 is
• L0-local if F (1AX + 1AcY ) = 1AF (X) + 1AcF (Y );
• L0-quasiconcave if F (λX + (1 − λ) Y ) ≥ F (X) ∧ F (Y );
• L0-concave if F (λX + (1 − λ)Y ) ≥ λF (X) + (1 − λ)F (Y );
• monotone with respect to K if F (X) ≥ F (Y ), whenever X ≽ Y ;
for any X, Y ∈ X , λ ∈ L0 and 0 ≤ λ ≤ 1, and any A ∈ G . It can be shown that F is









1AiF (Xi) , (1.1)
for every [Ai] ⊆ G and (Xi) ⊆ X , as well as if and only if
1AF (X) = 1AF (1AX) ,
for every A ∈ G and X ∈ X . A local function F of two arguments is called jointly local.
We further say that F is
• L0-linear if F takes values in L0 and F (mX + nY ) = mF (X) + nF (Y );
• positive homogeneous if F (λX) = λF (X);
• scale invariant if F (λX) = F (X);
• κ-cash additive for κ ∈ K \ 0 if F (X + mκ) = F (X) + m;
for any X, Y ∈ X , any m, n ∈ L0, and any λ ∈ L0++.
We now suppose that X is a locally L0-convex topological L0-module, compare [43,
Definition 2.2]. We denote by X ∗ its L0-dual, that is, the set of all continuous L0-linear
functionals from X to L0. The L0-dual X ∗ is an L0-module itself. The weak topology,
denoted by L0-σ (X , X ∗), is the coarsest topology in X for which the mappings
X → Z (X) , X ∈ X ,
are continuous for any Z ∈ X ∗.
For a function F : X → L̄0 and for m ∈ L̄0, we denote by Am the corresponding
upper level set, that is Am := {X ∈ X : F (X) ≥ m}. A function F : X → L̄0 is upper
semicontinuous if its upper level sets Am are closed for all m ∈ L̄0.
It was shown in [43, 61] that F : X → L̄0 is L0-quasiconcave or monotone if and
only if its upper level sets Am are L0-convex or monotone, for any m ∈ L̄0. It is also
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known that F is L0-concave (resp. L0-local) if and only if its hypograph hypo (F ) :=
{(X, m) ∈ X × L̄0 : α(X) ≥ m} is L0-convex4 (resp. σ-stable).
A set B ⊆ L0 is upward directed, respectively downward directed if X∧Y , respectively
X∨Y , belongs to B, for any X, Y ∈ B. In case of an upward directed, respectively down-
ward directed, set, its essential supremum, respectively essential infimum, is attained
by an increasing, respectively decreasing, sequence in this set, compare [49, Appendix
A5]. Similar results hold true for family of sets. If (Ai) ⊆ G is upward, respectively
downward, directed with respect to the inclusion preorder, then there exists essential
supremum5, respectively essential infimum, A ∈ G, compare [43, Lemma 2.9].
Throughout this chapter, if no confusion may arise, we will often drop the reference
to L0 for all concepts from convex analysis.
1.2 Robust Representation of Conditional Assessment
Indices
In this section we follow the lines of [30], extending the setup and the results presented
therein to the conditional case. In the rest of this section we fix a σ-stable cone K ⊆ X ,
and the monotonicity will be understood with respect to this cone.
1.2.1 Conditional Assessment Indices and Conditional Risk
Acceptance Family
The main object studied in this chapter is the conditional assessment index defined as
follows.
Definition 1.1. A conditional assessment index is a function α : X → L̄0, which is
local, quasiconcave, and monotone.6
Analogously to the one-to-one relation between risk measures and risk acceptance
families discussed in [30], we also obtain a one-to-one relation, stated in Theorem 1.4,
between conditional assessment indices and conditional risk acceptance families defined
below.
Definition 1.2. A conditional risk acceptance family is a family A := (Am)m∈L̄0 of
sets in X , which is
• convex: Am is convex, for any m ∈ L̄0;
• decreasing: Am ⊆ An, for any n, m ∈ L̄0 such that m ≥ n;
4Even if L̄0 is not an L0-module, using the convention ∞ − ∞ = ∞ and 0 · ∞ = 0 on L̄0 we get the
analogous results.
5That is, if B ∈ G is such that Ai ⊆ B ⊆ A for all i, it holds P [A∆B] = 0.
6Recall that all concepts, such as quasiconcave, local, etc., are understood in the L0-sense.
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• monotone: Am + K = Am, for any m ∈ L̄0;
• jointly σ-stable: A = (Am)m∈L̄0 = {(X, m) ∈ X × L̄0 : X ∈ Am} ⊆ X × L̄0 is
σ-stable;





An + 1Bc(m)X ,
where B(m) = {m > −∞}.






for any sequence (mi) ⊆ L̄0, and any [Ai] ⊆ G . In particular, taking mi = m, i ∈ N,
we get that

1AiAm = Am, and consequently we obtain that the set Am is σ-stable.
We are ready now to state and prove a one-to-one relationship between conditional
assessment indices and conditional risk acceptance family. This result will play a central
role in the proof of the robust representation theorem (compare Section 1.2.2).
Theorem 1.4. Given a conditional assessment index α, the family Aα = (Amα )m∈L̄0
of sets defined by
Amα := {X ∈ X : α (X) ≥ m} , m ∈ L̄0, (1.2)
is a conditional risk acceptance family.
Conversely, given a conditional risk acceptance family A = (Am)m∈L̄0 , the function
αA : X → L̄0 defined by
αA (X) := ess sup

m ∈ L̄0 : X ∈ Am

, X ∈ X , (1.3)
is a conditional assessment index.
Furthermore, with the previous notation, αAα = α and AαA = A.
Remark 1.5. In the above result, Am has to be indexed by m ∈ L̄0 rather than m ∈ L0
to get a one-to-one correspondence. Indeed, suppose that our probability measure P
can be extended to G1 ⊇ G . Let X := LpG (G1), for some p ≥ 1, where L
p
G (G1) is
defined as LpF (E) in [61, Section 4.2]. We choose an A ∈ G , with 0 < P [A] < 1. It is
straightforward to check that the function
α(X) := E[X|G ]1A − ∞1Ac ,
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is a conditional assessment index. However, since {X ∈ X : α(X) ≥ m} = ∅ for all
m ∈ L0, it follows that αAα = −∞ ≠ α.
Similar conclusion holds true for more general and economically sound examples. Let
u1 and u2 be utility functions, such that 1AE[u1(X0)|G ] > −∞ and 1AcE[u2(X0)|G ] =
−∞ for some X0 ∈ X , and some A ∈ G with 0 < P [A] < 1. For example, one can choose
exponential utility u1(x) = 1 − e−x, and log utility u2(x) = ln (1 + x). We consider the
state dependent utility function u = 1Au1 + 1Acu2. Then, α(X) := E[u(X)|G ], X ∈ X ,
is a conditional assessment index. However, by similar arguments as above, αAα ̸= α.
Remark 1.6. Note that a version of Theorem 1.4 has been derived in [51]. However, for
a risk acceptance family we require joint σ-stability and an indexing by L̄0 rather than
L0; compare also Remark 1.5.
In contrast to the approach in the proof of the robust representation in [51], here
the starting point for the Robust representation theorem 1.12 will be the one-to-one
correspondence between conditional assessment indices and conditional risk acceptance
families stated in Theorem 1.4. We also note that Theorem 1.4 is the conditional version
of [30, Theorem 1.7].
Proof. Step 1: Let α be a conditional assessment index, and let the family of accep-
tance sets Amα , where m ∈ L̄0, be defined as in (1.2). By definition, Aα is decreasing.
Furthermore, for any m ∈ L̄0, the set Amα is convex and monotone, since it is an upper
level set of a quasiconcave and monotone function.
Next we show that Aα is jointly σ-stable. Let [Ai] ⊆ G and (Xi, mi)i∈N ⊆ Aα, in
particular α(Xi) ≥ mi, i ∈ N. By definition of Aα, by locality of α, and by (1.1), it
follows that (X, m) :=

















so that (X, m) ∈ Aα, which shows the joint σ-stability of Aα.
Finally we prove the left-continuity of Aα. Let m ∈ L̄0 and B(m) = {m > −∞}. We
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X ∈ X : α(X) ≥ 1B(m)n − 1Bc(m)∞

+1Bc(m) {Y ∈ X : α(Y ) ≥ −∞}
=

1B(m)X + 1Bc(m)Y ∈ X : α(X) ≥ 1B(m)n − 1Bc(m)∞ for all n < m on B(m),
and α(Y ) ≥ −∞

.
Since α is local, it follows that
1B(m)X + 1Bc(m)Y ∈ X : α(X) ≥ 1B(m)n − 1Bc(m)∞




1B(m)X + 1Bc(m)Y ∈ X : 1B(m)α(X) + 1Bc(m)α(Y ) = α(1B(m)X + 1Bc(m)Y )




X ∈ X : α(X) ≥ 1B(m)n − 1Bc(m)∞ for all n < m on B(m)

= Am.
Hence, left-continuity of Aα is proved.
Step 2: Conversely, assume A = (Am)m∈L̄0 to be an acceptance family, and consider
αA defined as in (1.3). First we prove that αA is monotone. Consider X, Y ∈ X such
that X ≽ Y . By monotonicity of A, if Y ∈ Am, then X ∈ Am. Hence
m ∈ L̄0 : Y ∈ Am} ⊆ {m ∈ L̄0 : X ∈ Am

.
Taking ess sup of both sides in the last inclusion, the monotonicity of αA follows.
Next we will show that αA is quasiconcave. In order to do this, we consider X, Y ∈ X
and we let m, n ∈ L̄0 be such that X ∈ Am and Y ∈ An. Such m, n exist, since by the
left-continuity of A we have A−∞ = X . Next, we set m̃ = m∧n, and from the decreasing
property of A we conclude that X, Y ∈ Am̃. Now, we choose λ ∈ L0 such that 0 ≤ λ ≤ 1.
By convexity of A, we get that the convex combination Z := λX + (1 − λ)Y ∈ Am̃, and
hence αA(Z) ≥ m̃. Consequently,
αA(Z) ≥ ess sup{m ∈ L̄0 : X ∈ Am} ∧ ess sup{n ∈ L̄0 : Y ∈ An}.
Thus, we conclude that αA(Z) ≥ αA(X) ∧ αA(Y ), which proves quasiconcavity of αA.
It remains to prove locality of αA. For this, let A ∈ G , X ∈ X , and consider m ∈ L̄0 such
that X ∈ Am. Again, such m exists since by the left-continuity of A we have A−∞ = X .
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From σ-stability of A, and from the fact that 0 ∈ A−∞, we have 1AX ∈ A1Am−1Ac ∞,
which implies that αA(1AX) ≥ 1Am − 1Ac∞. Hence, 1AαA(1AX) ≥ 1Am, and thus,
taking the essential supremum with respect to m in this inequality, we get
1AαA(1AX) ≥ 1AαA(X). (1.4)
Now, let n ∈ L̄0 such that 1AX ∈ An. Since X ∈ A−∞, we get by σ-stability of A,
compare Remark 1.3,
X = 1A(1AX) + 1AcX ∈ A1An−1Ac ∞.
This implies that αA(X) ≥ 1An − 1Ac∞, and consequently 1AαA(X) ≥ 1An. Taking
the essential supremum with respect to n in the last inequality, we get 1AαA(X) ≥
1Aα(1AX), which, jointly with (1.4), demonstrates locality of αA.
Thus αA is a conditional assessment index.
Step 3: We finally prove the last statement of Theorem 1.4. Assume that α is a condi-
tional assessment index. Then, Aα is a conditional risk acceptance family, and therefore
αAα is a conditional assessment index. Note that for any X ∈ X we have
αAα(X) = ess sup





m ∈ L̄0 : α(X) ≥ m

= α(X),
and so α = αAα .
Assume now that A is a conditional risk acceptance family. We will show that AmαA =
Am for any m ∈ L̄0, from which we deduce that AαA = A.
If m = −∞, then A−∞αA = {X ∈ X : αA (X) ≥ −∞} = X , and by the left-continuity of
A we get that A−∞αA = A
−∞.
Next, assume that m > −∞. Given ε ∈ L0++, we claim that αA(X) ≥ m implies
that X ∈ Am−ε. Indeed, A being jointly σ-stable, {n ∈ L̄0 : X ∈ An} is upward
directed. Hence, there exists an increasing sequence (ni) ⊆ {n ∈ L̄0 : X ∈ An}, such
that ni ↑ αA(X). Let Ai := {ni ≥ m − ε} and Bi := Ai \ Ai−1, for i ∈ N, and put
B0 := A0. Then [Bi] ⊆ G , and X ∈ Ani for every i ∈ N. By σ-stability of A, we get that
1Bi(X, ni) = (X,

1Bini) ∈ A. However, by construction, m̃ :=

1Bini ≥ m − ε,
and thus X ∈ Am−ε. Consequently, we deduce
AmαA = {X ∈ X : αA(X) ≥ m}
=

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Finally, since in view of the left-continuity of A we have ∩n<mAn = Am, compare
Remark 1.3, we obtain that AmαA = A
m.
For the general case m ∈ L̄0, we write m = −1Ac∞ + 1Am, with A = {m > −∞}, and
using σ-stability we conclude that AmαA = A
m. Thus, AαA = A.
1.2.2 Robust representation
In this subsection we prove a robust representation theorem for conditional assessment
indices, which is one of the main results of this chapter. From now on we suppose that
X is a conditional locally convex topological module.7 We further suppose that the
σ-stable cone K is closed, and we define the associated polar cone by
K◦ := {X∗ ∈ X ∗ : ⟨X∗, X⟩ ≥ 0 for all X ∈ K} .
We will now introduce two concepts, which are pivotal for our studies.
Definition 1.7. A conditional risk function is a function R : K◦ × L̄0 → L̄0 such that
(i) it is jointly local;
(ii) the map s → R(X∗, s) is increasing and right-continuous for any X∗ ∈ K◦.
A conditional risk function R is called minimal if
(iii) it is jointly quasiconvex, and R(λX∗, s) = R (X∗, s/λ) for all λ ∈ L0++;
(iv) it has a uniform asymptotic maximum, which means
ess sup
s∈L0
R (X∗, s) = ess sup
s∈L0
R (Y ∗, s) ,
for any X∗, Y ∗ ∈ K◦;
(v) the left-continuous version (in the second argument) R− (X∗, s) is jointly lower
semicontinuous.
The set of all conditional minimal risk functions is denoted by Rmin.
Remark 1.8. Note that Condition (iv) is equivalent to
(iv′) it has a uniform asymptotic maximum, which means
R− (X∗, ∞) = R− (Y ∗, ∞) ,
for any X∗, Y ∗ ∈ K◦.
7Compare [43] and Appendix 1.6 for background on conditional modules.
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Definition 1.9. A conditional maximal penalty function is a function π : K◦ ×L̄0 → L̄0
such that
(a) it is jointly local;
(b) the map m → π (X∗, m) is increasing and right-continuous for any X∗ ∈ K◦;
(c) it is positive homogeneous in the first argument8 and concave in the first argument;
(d) it is maximal invariant, that is, if π (X∗, m) = ∞ for some X∗ ∈ K◦ and m ∈ L̄0,
then π (Y ∗, m) = ∞ for all Y ∗ ∈ K◦;
(e) it is upper semicontinuous in the first argument.
The set of all conditional maximal penalty functions is denoted by Pmax.
Proposition 1.10. The set of conditional minimal risk functions R ∈ Rmin and the set
of conditional maximal penalty functions π ∈ Pmax are related in the following manner
π(−1,r) (X∗, s) ∈ Rmin,
R(−1,r) (X∗, m) ∈ Pmax,
where π(−1,r) (X∗, s) and R(−1,r) (X∗, m) denote the right-inverse9 in the second argu-
ment for fixed X∗ ∈ X ∗. Moreover, the relationship is one-to-one.
The proof of this proposition is deferred to the Appendix 1.6.3.
Proposition 1.11. Let C ⊆ X be a closed, convex, monotone and σ-stable set. Then,
there exists a unique local function π : K◦ → L̄0 such that it is




X ∈ C ⇐⇒ ⟨X, X∗⟩ ≥ π (X∗) , for all X∗ ∈ K◦. (1.5)
Moreover, this function is explicitly given by the relation
π (X∗) = χ⋆C (X∗) := ess inf
X∈C
⟨X∗, X⟩, for all X∗ ∈ K◦.
8π (λX∗, m) = λπ (X∗, m) for all λ ∈ L0++ and X∗, m ∈ K◦, L̄0.
9For further details apply Definition 1.45 for the second argument of π and R, respectively.
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The proof of this proposition is also deferred to the Appendix 1.6.4.
Finally, we are in the position to prove the main result of this section.
Theorem 1.12.
(i) Let α : X → L̄0 be an upper semicontinuous conditional assessment index. Then,
α has the robust representation of the form
α (X) = ess inf
X∗∈K◦
R (X∗, ⟨X∗, X⟩) , (1.6)
for a unique R ∈ Rmin;
(ii) For any conditional risk function R, the right hand-side of (1.6) defines an upper
semicontinuous conditional assessment index.
Proof. (i) According to Theorem 1.4,
α (X) = ess sup

m ∈ L̄0 : X ∈ Am

, X ∈ X , (1.7)
where A = (Am)m∈L̄0 is the corresponding conditional risk acceptance family in the
sense of (1.2). In particular, each of the sets Am, m ∈ L̄0, is monotone, convex, and,
in view of Remark 1.3, it is also σ-stable. In addition, since α is upper semicontinuous
then each set Am, m ∈ L̄0 is closed. Thus, defining π : K◦ × L̄0 → L̄0 by
π (X∗, m) := ess inf
X∈Am
⟨X∗, X⟩,
we have by Proposition 1.11 that π satisfies properties (c)-(e) of Definition 1.9. More-
over, from (1.5), we conclude that
X ∈ Am ⇐⇒ ⟨X, X∗⟩ ≥ π (X∗, m) for all X∗ ∈ K◦,
which in combination with (1.7) yields
α (X) = ess sup

m ∈ L̄0 : ⟨X, X∗⟩ ≥ π (X∗, m) , for all X∗ ∈ K◦

.
Furthermore, π fulfills (a) of Definition 1.9. Indeed, let X∗, Y ∗ ∈ K◦, m, m̃ ∈ L̄0 and
A ∈ G . Since, A is jointly σ-stable, it follows that A1Am+1Ac m̃ = 1AAm + 1AcAm̃.
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Hence
π (1AX∗ + 1AcY ∗, 1Am + 1Acm̃) = ess inf
X̃∈A1Am+1Ac m̃
⟨1AX∗ + 1AcY ∗, X⟩
= ess infX∈1AAm+1Ac Am̃⟨1AX∗ + 1AcY ∗, X⟩ = ess infX∈Am,Y ∈Am̃⟨1AX∗ + 1AcY ∗, 1AX + 1AcY ⟩
= ess inf
X∈Am,Y ∈Am̃
(1A⟨X∗, X⟩ + 1Ac⟨Y ∗, Y ⟩) = 1A ess inf
X∈Am
⟨X∗, X⟩ + 1Ac ess inf
Y ∈Am̃
⟨Y ∗, Y ⟩
= 1Aπ (X∗, m) + 1Acπ (Y ∗, m̃) ,
hence π is jointly local.
Since the map m → π (·, m) is increasing10, the left- and right-continuous version of it,
say, π− and π+ respectively, are given as in (1.36) and (1.37). Moreover, it is rather
clear that π+ fulfills11 the conditions (a)-(e) of Definition 1.9, and thus π+ ∈ Pmax.
Next we show that
α(X) = β− (X) = β+(X), X ∈ X , (1.8)
where
β− (X) := ess sup

m ∈ L̄0 : ⟨X, X∗⟩ ≥ π− (X∗, m) for all X∗ ∈ K◦

, (1.9)
β+ (X) := ess sup

m ∈ L̄0 : ⟨X, X∗⟩ ≥ π+ (X∗, m) for all X∗ ∈ K◦

. (1.10)
Since π− (X∗, m) ≤ π (X∗, m) ≤ π+ (X∗, m) for all X∗, m ∈ K◦ × L̄0, it follows that
β− (X) ≥ α(X) ≥ β+ (X) , X ∈ X . (1.11)
If β− (X) is equal to −∞ on some set A ∈ G+, then equality (1.8) holds true on A.
Hence, using locality, it is enough to prove that (1.8) holds true for β− (X) > −∞.
By the definition of β−, there exists an increasing sequence (mn) ⊆ L0 converging to
β− (X), and such that mn < mn+1 < β− (X). By the definition of the left-and right-





for all X∗ ∈ K◦, and all n ∈ N. Hence, mn ≤ β+ (X) for all n ∈ N, and therefore
β+ (X) ≥ β− (X). This, combined with (1.11), implies (1.8).
Denote by R the right-inverse of π+. By Proposition 1.49, compare Remark 1.50, we
have that R = (π−)(−1,r). Thus, by (1.8) and (1.45) we conclude that
α (X) = ess sup

m ∈ L̄0 : R (X∗, ⟨X, X∗⟩) ≥ m for all X∗ ∈ K◦

,
10Due to the fact that A is decreasing.
11In particular, notice that an essential infimum of a family of upper semicontinuous functions is an
upper semicontinuous, and in view of (1.37) π+ is upper semicontinuous.
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and, consequently,
α (X) = ess sup

m ∈ L̄0 : ess inf
X∗∈K◦




R (X∗, ⟨X∗, X⟩) .
Finally, we show the uniqueness of R ∈ Rmin. Using Proposition 1.10 and (1.8), it is
sufficient to show that
α(X) = ess sup

m ∈ L̄0 : ⟨X, X∗⟩ ≥ π̃ (X∗, m) for all X∗ ∈ K◦

. (1.12)
holds true for a unique π̃ ∈ Pmax. We assume, that (1.12) is satisfied for πi ∈ Pmax, i =
1, 2. For every n ∈ L̄0 and i = 1, 2, we consider the sets




{X ∈ X : ⟨X∗, X⟩ ≥ πi(X∗, n)}. (1.13)
For every X∗ ∈ K◦, m ∈ L̄0, the set {X ∈ X : ⟨X∗, X⟩ ≥ m} is clearly closed, convex,
and σ-stable and monotone. By (1.13), we conclude that An,i are closed, convex,
monotone and σ-stable, for every n ∈ L̄0 and i = 1, 2. Let A = {m = ∞}. By
Proposition 1.11, we have that, for i = 1, 2,
πi (X∗, m) = ess inf
n≥m
n>m on A














Next we will show that
n≥m
n>m on A
An,i = {X ∈ X : α(X) ≥ m and α (X) > m on A} , i = 1, 2. (1.15)
If X belongs the left hand side, then X ∈ An0,i for some n0 ≥ m with n0 > m on
A, and hence, by (1.8) together with (1.10), we get that α(X) ≥ n0, and consequently
we conclude that X belongs to the right hand side. Conversely, if α (X) ≥ m with
α(X) > m on A, then by (1.8) together with (1.10), there exists n0 ≥ m with n0 > m
on A such that ⟨X∗, X⟩ ≥ πi (X∗, n0) for all X∗ ∈ K◦. Hence, X ∈ An0,i and therefore
X is in the left hand side of (1.15). Finally, (1.14) combined with (1.15) imply that
π1 = π2 on Ac. Since πi are right-continuous, π1 = π2 = ∞ on A, and thus π1 = π2.
(ii) If the function R is a conditional risk function, meaning it satisfies (i) and (ii)
from Definition 1.7, it follows immediately that for every X∗ ∈ K◦, the function
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R (X∗, ⟨X∗, ·⟩) is local, quasiconcave, monotone, and upper-semicontinuous. All these
properties are preserved under ess inf, and this concludes the proof.
Remark 1.13. Similarly to [30], if there exists κ ∈ K such that ⟨X∗, κ⟩ > 0 for any
X∗ ∈ K◦, the robust representation (1.6) can be achieved on the normalized set
K◦κ := {X∗ ∈ K◦ : ⟨X∗, π⟩ = 1} ,
for a unique minimal risk function R : K◦κ × L0 → L̄0. In this case the condition (iii)
from Definition 1.7 is replaced by
(iii)′ it is jointly quasiconvex.
Additional properties of α are shared by the corresponding dual minimal risk function,
as stated in the following result.
Proposition 1.14. An upper semicontinuous assessment index α is concave, positive
homogeneous, scale invariant, or κ-cash additive if and only if the corresponding mini-
mal risk function R is convex, positive homogeneous, scale invariant or κ-cash additive
in the second argument, respectively.
The proof is similar to that from the static case (compare [29, 30]), and we omit it
here.
1.2.3 Scale Invariant Conditional Assessment Indices
In this section we specify how the robust representation looks like in the specific case of
scaling invariance. Note that the acceptance sets Am, m ∈ L0, corresponding to a scale
invariant assessment index are closed and convex cones. We denote their polar sets as
Am,◦ := {X∗ ∈ X ∗ : ⟨X∗, X⟩ ≥ 0 for all X ∈ Am} , m ∈ L̄0.
Proposition 1.15. Let α : X → L̄0 be an upper semicontinuous scale invariant condi-
tional assessment index. Then, the unique conditional minimal risk function R ∈ Rmax
from the representation (1.6) has the form
R (X∗, s) =

−∞ on {s = −∞}
ess inf

m ∈ L̄0 : X∗ ∈ Am,◦

on {−∞ < s < 0}
+∞ on {s ≥ 0}
, X∗ ∈ K◦, s ∈ L̄0.
(1.16)
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Proof. Similar to Theorem 1.12.(i), we consider the function
π (X∗, m) := ess inf
X∈Am
⟨X∗, X⟩ = χ⋆Am (X∗) , (1.17)
where the last equality follows as in (1.54). Since Am is a cone, it follows that
χ⋆Am = χAm,◦ , (1.18)
for any m ∈ L̄0.12 Indeed, by definition, X∗ ∈ Am,◦ if and only if ⟨X∗, X⟩ ≥ 0 for every
X ∈ Am. Using the fact that Am is a cone, we scale X with λ ∈ L0++ converging to 0
in the essential infimum (1.17) It follows that X∗ ∈ Am,◦ if and only if χ⋆Am (X∗) = 0.
Reversely, if 1BX∗ ̸∈ 1BAm,◦ for every B ∈ G+, it follows by definition of Am,◦ that
there exists X ∈ Am,◦ such that ⟨X∗, X⟩ < 0. Scaling with λ ∈ L0++ tending to ∞,
it follows that 1BX∗ ̸∈ 1BAm,◦ for every B ∈ G+ if and only if π (X∗, m) = −∞. By
locality, and definition of χAm,◦ , we therefore deduce that equation (1.18) holds.
Finally, we need to show that R given by (1.16) is the conditional right-inverse of π in
the second argument. It holds that χAm,◦ takes only 0 and ∞ as values. For X∗ = 0, it
clearly holds R(0, s) = ∞ on {s ≥ 0} and −∞ on {s < 0} which corresponds to Relation
(1.16). Reversely, if 1AX∗ ̸= 0 for every A ∈ G+, it follows that ess infm∈L̄0 χAm,◦(X∗) =
χX ◦(X∗) = χ{0}(X∗) = −∞. Hence applying the definition of the right inverse, it
follows that
R (X∗, s) = −∞1{s=−∞} + 1{s>−∞} ess inf

m ∈ L̄0 : χAm,◦(X∗) > s on {s > −∞}

= −1{s=−∞}∞ + 1{s≥0}∞ + 1{−∞<s<0} ess inf

m ∈ L̄0 : χAm,◦(X∗) > s

= −1{s=−∞}∞ + 1{s≥0}∞ + 1{−∞<s<0} ess inf

m ∈ L̄0 : X∗ ∈ Am,◦

.
Using stability for the general X∗ ∈ K◦ yields the representation 1.16.
1.2.4 Certainty Equivalent
In Cheridito and Kupper [20], a concept of certainty equivalent was studied in the con-
text of risk measures. Here, we carry out an analogous study with regard to conditional
assessment indices. In Section 1.4, we will make a crucial use of the concept of certainty
equivalent in studying the (strong) time consistency of assessment indices for processes.
Throughout this section we fix κ ∈ K \ {0}.
Definition 1.16. A κ-conditional certainty equivalent of a conditional assessment index
α is a local functional C : X → L0 such that
α(C(X)κ) = α(X), X ∈ X . (1.19)
12Note that this states the conditional version of the Bipolar theorem.
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A natural candidate for the conditional certainty equivalent of a conditional assess-
ment index α is given by
C(X) := ess inf

m ∈ L0 : α(mκ) ≥ α(X)

, X ∈ X . (1.20)
Remark 1.17. However, in general, definition (1.20), even though natural, may not
produce a valid certainty equivalent. In particular, if α is a scale invariant assessment
index, then C(X) defined as in (1.20), will take values only 0 and −∞, and (1.19) will
not be satisfied, in general. Indeed, for simplicity assume that K = L0+ and κ = 1, and
let C be defined as in (1.20). For sufficiently large m > 0, we have that m ≥ X, and by
monotonicity of α, we deduce that α(m) ≥ α(X). Hence, using scale invariance of α,
we conclude that C(X) ≤ 0, and consequently
C(X) = ess inf

m ∈ L0 : m ≤ 0, and α(m) ≥ α(X)

, X ∈ X .
Using scale invariance of α , we conclude that C(X) takes only the values 0 and −∞.
With (1.20) in mind, we thus need to find sufficient conditions on index α ensuring
that (1.20) indeed defines a certainty equivalent.
Definition 1.18. A conditional assessment index α is
• κ-bounded, if for any X ∈ X , there exist m1, m2 ∈ L0 satisfying
α(m1κ) < α(X) ≤ α(m2κ). (1.21)
• κ-strictly increasing, if α(mκ) > α(m′κ) on A ∈ G , whenever m, m′ ∈ L0 and
m > m′ on A.
• κ-sensitive, if for m ∈ L0 and Y ∈ X with α(mκ) > α(Y ) on some A ∈ G , there
exists an ε ∈ L0+ with ε > 0 on A, such that
α((m − ε)κ) ≥ α(Y ), on A.
Proposition 1.19. Let α : X → L̄0 be a κ-sensitive and κ-bounded upper semicon-
tinuous conditional assessment index. Then, C defined as in (1.20) is a κ-conditional
certainty equivalent and
α (X) ≥ α (Y ) ⇐⇒ C (X) ≥ C (Y ) , X, Y ∈ X . (1.22)
In this case, C is itself a κ-sensitive and κ-bounded conditional assessment index.
If in addition α is κ-strictly increasing, then (1.20) is upper semicontinuous, and the
unique κ-conditional certainty equivalent of α.
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Remark 1.20. Relation (1.22) shows that C and α reproduce the same ranking, so they
are equivalent in this sense. Note that the functional defined in (1.20) satisfies the
following property
C (C (X) κ) = C (X) , X ∈ X ,
which means that C is a certainty equivalent of itself.
Proof. Let C be defined as in (1.20). Consequently, (1.21) implies that C takes values
in L0. Next we will show that C satisfies (1.19). By locality of α the set C(X) := {m ∈
L0 : α(mκ) ≥ α(X)} is downward directed. Hence, there exits a decreasing sequence
(mn) ⊆ C(X) converging to C(X) P -almost surely. Upper semicontinuity of α implies






≥ ess lim sup
n
α (mnκ) ≥ α(X). (1.23)
Suppose now that α (C (X) κ) > α (X) on some A ∈ G+. By κ-sensitivity of α it follows
that α((C(X) − ε)κ) ≥ α(X) on A, for some ε > 0 on A. Choose ε = 0 on Ac, and by
locality of α and (1.23), we get that α(C(X)κ − ε) ≥ α(X). Hence, C(X) − ε ∈ C(X),
so that C(X) − ε ≥ C(X), which is a contradiction. Next, let us prove that C is local.
By the definition of C, and locality of α, we have
C(1AX + 1AcY )
= ess inf





m ∈ L0 : 1Aα(mκ) + 1Acα(mκ) ≥ 1Aα(X) + 1Acα(Y )

= ess inf{1Am1 + 1Acm2 ∈ L0 : 1Aα ((1Am1 + 1Acn1) κ) ≥ 1Aα(X),
1Acα ((1An2 + 1Acm2)κ) ≥ 1Acα(Y ), where n1, n2 ∈ L0}
= 1A ess inf{m1 ∈ L0 : 1Aα ((1Am1 + 1Acn1)κ) ≥ 1Aα(X), n1 ∈ L0}
+ 1Ac ess inf

m2 ∈ L0 : 1Acα ((1An2 + 1Acm2)κ) ≥ 1Acα(Y ), n2 ∈ L0

= 1A ess inf

1Am1 + 1Acn1 ∈ L0 : 1Aα ((1Am1 + 1Acn1)κ) ≥ 1Aα(X)

+ 1Ac ess inf{1Acm2 + 1An2 ∈ L0 : 1Acα ((1An2 + 1Acm2)κ) ≥ 1Acα(Y )}
= 1AC(X) + 1AcC(Y )
where in the fourth equality we used the κ-boundedness assumption to ensure the ex-
istence of n1, n2 ∈ L0, such that 1Acα(1am1 + 1Acn1)κ) ≥ 1Acα(X) and 1Aα((1An2 +
1Acm2)κ) ≥ 1Aα(Y ). Hence, C is local. Thus, C is a κ-conditional certainty equivalent.
Next, we will show that (1.22) is fulfilled. Clearly, α(X) ≥ α(Y ) implies C(X) ≥
C(Y ). Suppose that α(X) ≥ α(Y ), and α(X) > α(Y ) on some A ∈ G+. Since C is
a κ-conditional certainty equivalent of α, it follows that α(C(X)κ) > α(Y ) on A. By
similar arguments as above, since α is κ-sensitive there exists ε ∈ L0+ with ε > 0 on A,
and ε = 0 on Ac, such that α((C(X) − ε)κ) ≥ α(Y ). Hence, C(X) − ε ∈ C(Y ), and thus
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C(X) − ε ≥ C(Y ), which implies that C(X) > C(Y ) on A. Thus (1.22) is established.
Note that by means of relation (1.22), α and C define the same conditional preference
order on X . Thus, C is itself a conditional assessment index.13 Also by (1.22) we
conclude that α being κ-bounded implies that C is κ-bounded. Next we will show that C
is κ-sensitive. Choose m ∈ L0 and X ∈ X such that C(mκ) > C(X) on some set A ∈ G .
Using locality of α and C, and by (1.22), it follows that α(mκ) > α(X) on A. Hence, by
κ-sensitivity of α, there exists ε ∈ L0+ with ε > 0 on A such that α((m − ε)κ) ≥ α(X)
on A. Again, using locality and (1.22), we conclude that C((m − ε)κ) ≥ C(X) on A.
This shows that C is κ-sensitive.
Let us assume that α in addition is κ-strictly increasing. We claim that C(mκ) =
m, m ∈ L0. Indeed, by definition 1.20, we have that C(mκ) ≤ m. Suppose that
C(mκ) < m on some set A ∈ G+. Since α is κ-strictly increasing, it follows that
α (C(mκ)) < α(mκ) on A. However, α(C(mκ)) = α(mκ) which is a contradiction.
Next we will show that any κ-certainty certainty equivalent C of α is equal to C.
Given X ∈ X , we note that C(X) ∈ C(X), and hence C(X) ≤ C(X). Suppose that
C(X) < C(X) on some A. Since α is κ-strictly increasing and local, it follows that
α(X) = α(C(X)κ) < α( C(X)κ) = α(X) on A which is a contradiction. Thus C = C.
Finally, it remains to show that C is upper semicontinuous. For a given m ∈ L0, using
the statements proved above, we deduce that
{X ∈ X : C(X) ≥ m} = {X ∈ X : C(X) ≥ C(mκ)} = {X ∈ X : α(X) ≥ α(mκ)} .
The latter set is closed since α is upper semicontinuous, and hence, the upper level sets
of C are also closed, and thus C is upper semicontinuous.
Remark 1.21. Note that if α is a κ-bounded and κ-cash additive acceptability index,
then, up to a translation by α(0), α is a certainty equivalent of itself. In other terms
C(X) := α(X) − α(0) is a certainty equivalent of α. Indeed, κ-boundedness and κ-cash
additive imply that α only takes values in L0, and thus C also takes values only in L0.
Moreover, since α(mκ) = α(0) + m, we have that α(C(X)κ) = α(0) + C(X) = α(X).
1.3 Assessment Indices for Stochastic Processes
We will now apply the theory developed in Section 1.2 to study of assessment indices
for discrete time, real valued random processes.
13Both monotonicity and quasiconcavity of C follow from corresponding properties of α and relation
(1.22).
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1.3.1 Conditional Assessment Indices for Stochastic Processes
In this section we follow the approach and notations for stochastic processes introduced
by Acciaio et al. [2]. Given a time horizon T ∈ N, let (Ω, F , P ) be a probability space
with a filtration (Fs) where s is in {0, . . . , T}. Given t ∈ {0, . . . , T}, we denote by Ot
the optional σ-algebra up to time t on the product space Ω := Ω × {0, . . . , T}, which is
equal to
Ot = σ ({As × {s}, At × {t, . . . , T} : s < t, As ∈ Fs and At ∈ Ft}) . (1.24)
We define O := OT . On Ω we denote by P a probability measure, which is defined
by the expectation







where µ is some adapted process such that
T
s=0 µs = 1 and µs > 0. We shall sometimes
write P = P ⊗ µ.
Note that a random variable X belongs to L0(Ot) if, and only if, seen as a process
X = (Xs), it is (Fs)-adapted up to time t and constant afterwards.14 In particular, any
X ∈ L0(O), seen as a process, is (Fs)-adapted and it is clear that L0(Ot1) ⊆ L0(Ot2)
for any t1, t2 ∈ {0, . . . , T} with t1 ≤ t2.
For any X ∈ L0(O), we denote by ∆Xs := (Xs−Xs−1), with the convention X−1 = 0,
so that Xs =
s
k=0 ∆Xs.
Remark 1.22. In what follows a process X ∈ L0(O) will be interpreted either as a
discounted cumulative cash flow (discounted cumulative dividend) process, or as a dis-
counted cash flow process (discounted dividend process). If X is a discounted cumulative
cash flow, then ∆X represents the discounted dividend process.
From now through the end of this subsection we fix t ∈ {0, 1, . . . , T}. For q ∈ [1, +∞],
we denote by Mq,t, the set of probability measures Q on O absolutely continuous with
respect to P , such that d Q/d P ∈ Lq(O) and Q = P on Ot. In case q = 1, and if no
confusion arises, we will drop q from the notations. Similarly, we denote by Mt the set
of probability measures Q on FT absolutely continuous with respect to P , such that
dQ/dP ∈ L1(FT ) and Q = P on Ft. Given Q ∈ Mt we denote by Γt(Q) and Dt(Q)
the set of optional random measures and predictable discounting processes15 from time
14 By “constant afterwards” we mean that Xs = Xt for s ≥ t.
15It is important to stress that process D does not represent a financial discount factor. For the
meaning and the role of this process we refer to Theorem 1.26.
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t respectively, that is
Γt(Q) :=

(γs) ∈ L0+(O) : γ0 = . . . = γt−1 = 0 and
T
s=t





(Dt) ∈ L0+(O) : D0 = . . . = Dt = 1, Q-almost surely,
D is predictable and decreasing

.
Lemma 1.23. Let Q ∈ Mt. There exists a one-to-one relation between γ ∈ Γt(Q) and
D ∈ Dt(Q) given by
D0 = 1, and Ds = 1 −
s−1
k=0
γk, for 0 < s ≤ T,
γs = Ds − Ds+1, for 0 ≤ s < T and γT = 1 −
T −1
k=0
γk = DT . (1.25)




γsXs = Xt +
T
s=t+1
Ds∆Xs =: (D • X)t (1.26)
with the convention that DT +1 = 0.
Finally, Q ∈ Mt if and only if there exists Q ∈ Mt and γ ∈ Γt(Q) or the correspond-
ing D ∈ Dt(Q) such that16 Q = Q ⊗ γ or Q = Q ⊗ D.
This was proven in [2]. Note that the additional term Xt in (1.26) of the integration
by part is missing in [2]. Next we define the sets17
M ⊗t D := {Q ⊗ D : Q ∈ M1 and D ∈ Dt(Q)} ;
M ⊗q,t D :=

Q ⊗ D : Q ∈ Mt, D ∈ Dt(Q), and Q ⊗ D ∈ Mq,t , q ∈ (1, +∞].
Remark 1.24. By means of Lemma 1.23, it holds Q ∈ Mq,t if and only if Q = Q ⊗ D ∈
M ⊗q,t D, or Q = Q ⊗ γ ∈ M ⊗q,t Γ, q ∈ [1, ∞].
16Where Q ⊗ γ has to be understood as the product measure with density (Zt γtµt ), whereby Zt =




17Analogously, we define the sets M ⊗t Γ, and M ⊗q,t Γ, q ∈ (1, ∞].
26
1.3 Assessment Indices for Stochastic Processes
Following [61] we define the conditional p-norm
∥X∥t,p :=

EP |X|p  Ot1/p , if p < ∞
ess inf

ξ ∈ L0(Ot) : |X| ≤ ξ

, if p = ∞,
on the basis of which we define the spaces
Lt,p (O) :=

X ∈ L0 (O) : ∥X∥t,p ∈ L
0 Ot .
By means of [61, Proposition 4.4], it holds that




Lp (O) , 1 ≤ p ≤ ∞.
It is shown in [61] that (Lt,p(O), ∥·∥t,p), with the order of almost sure dominance, is
an L0 (Ot)–normed module lattice. For a fixed 0 ≤ t ≤ T and 1 ≤ p ≤ ∞, we let
X = Lt,p(O). We equip X = Lt,p(O) with the ∥·∥t,p-topology for 1 ≤ p < ∞, or the
conditional weak∗-topology σ(X , Lt,1(O)) if p = ∞.
We say that a functional α : X → L̄0(Ot) is monotone if α(X) ≥ α(Y ) whenever
X ≥ Y P -almost surely18.
In the case X = Lt,∞(O), upper semicontinuity with respect to σ(Lt,∞(O), Lt,1(O))
can be characterized as follows. A function α : Lt,∞(O) → L̄0(Ot) is said to fulfill the
Fatou property if for every sequence (Xn)n∈N with Xn ↓ X it holds that α(Xn) ↓ α(X).
Lemma 1.25. A local, quasiconcave function α : Lt,∞(O) → L̄0(Ot) fulfilling the Fatou
property is σ(Lt,∞(O), Lt,1(O)) upper semicontinuous.
Proof. We first show that a function α : Lt,∞(O) → L̄0(Ot) fulfills the Fatou property if
and only if for every bounded sequence (Xn)n∈N ⊆ Lt,∞(O) converging P -almost surely
to X it holds that
α(X) ≥ lim sup α(Xn).
First, we show the implication of the Fatou property. To this end, consider a sequence
Xn ↓ X implying Xn ≥ X for every n ∈ N. By monotonicity of α it follows that
α(Xn) ≥ α(X) for every n ∈ N. Hence, we obtain that α(X) ≥ lim sup α(Xn) ≥ α(X),
showing α(Xn) ↓ α(X). Reversely, suppose that α fulfills the Fatou property. Consider
a sequence (Xn)n∈N converging to some X. Defining Ym := ess supn≥m Xn, m ∈ N,
it holds that Yn ≥ Xn for every n ∈ N. Moreover, since Yn ↓ X it follows that
α(Yn) ↓ α(X). Hence, α(X) = lim α(Yn) ≥ lim sup Xn showing the Fatou property.
It remains to show that the upper level set Am = {X ∈ Lt,∞(O) : α(X) ≥ m},
18The monotonicity in this case coincides with the monotonicity with respect to the cone K = {X :
X ≥ 0}.
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m ∈ L0(Ot), is σ(Lt,∞(O), Lt,1(O))-closed. Since α is quasiconcave, it holds that Am is
L0(Ot)-convex. By the conditional Krein-Šmulian theorem, the proof of which can be
found in chapter 4, it is hence sufficient to show Amr := Am ∩{X ∈ Lt,∞(O) : ∥X∥ ≤ r}
is σ(Lt,∞(O), Lt,1(O))-closed for every r ∈ L0(Ot). To this end, consider a sequence
(Xn)n∈N ⊆ Amr converging to X in Lt,1(O). Hence, we may extract subsequence
(Xnm)m∈N converging P -almost surely to X and apply the Fatou property to conclude
α(X) ≥ lim sup α(Xnm) ≥ m. Thus, X is also in Amr , which shows that Amr is Lt,1(O)-
closed. However, as a consequence of the conditional Hahn-Banach theorem, which is
proven in chapter 4, an L0(Ot)-convex, Lt,1(O)-closed set is also σ(Lt,∞(O), Lt,1(O))-
closed. This finishes the proof.
Theorem 1.26. Let α : X → L̄0(Ot) be an upper semicontinuous conditional assess-
ment index. Then α has a robust representation of the form
α (X) = ess infQ∈ Mq,t R
 Q, EQ X | Ot , (1.27)
for a unique minimal risk function R : Mq,t × L̄0(Ot) → L̄0(Ot).
This robust representation can be written in the following form
αs (X) = fs(Xs), s ≤ t − 1, (1.28)
and,



















 Ft , s ≥ t,
(1.30)
for an unique right-continuous increasing functions fs : L0s → L̄0(Fs) and minimal risk
functions R′t : M ⊗q,t Γ × L̄0(Ft) → L̄0(Ft).
Remark 1.27. From the financial point of view, the representation (1.29) is meaningful
if X is a discounted cash flow (discounted dividend process), and the representation
(1.30) is meaningful if X is a discounted cumulative cash flow (discounted cumulative
dividend process).
Proof. Since α is monotone with respect to cumulative cash flows, it holds X ≽ Y if
and only if X −Y ∈ K := {U ∈ X : U ≥ 0} and so K◦ = {Z ∈ Lt,q(O) : Z ≥ 0}. We will
make use of the normalized polar cone K◦1 := {Z ∈ Lt,q(O) : Z ≥ 0 and EP [Z | Ot] = 1},
which can be identified with Mq,t. Applying Theorem 1.12 and Remark 1.13, there
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exists a unique minimal conditional risk function R : Mq,t × L̄0(Ot) → L̄0(Ot) such
that the representation (1.27) holds true.
To show the second claim of the theorem assume first that p = ∞. First note that
EQ X  Ot = X ′0, . . . , X ′t−1, EQ ⟨γ, X⟩t  Ft , . . . , EQ ⟨γ, X⟩t  Ft , (1.31)
for all X ∈ Lt,∞(O) and all Q = Q ⊗ γ, where Q ∈ Mt and γ ∈ Γt(Q), and where
X ′ is any element of L(O). Indeed, suppose that X ∈ Lt,∞ (O), and denote by Y the
random variable on the right hand side of (1.31). Let A = (A0, A1, . . . , At, At, . . . , At)

















= EQ̃ [Y 1A] ,
and hence (1.31) is proved. For convenience, we will take X ′ = X in what follows.
By Remark 1.24, Q ∈ Mt if and only if Q = Q ⊗ γ for Q ∈ Mt and γ ∈ Γt(Q). For
s ≤ t − 1 we use locality for A = Ω × {s} ∈ Ot which yields 1{s}α(1{s}X) = 1{s}α(X)
since 1A = 1{s}. Thus, αs(X) = αs(0, . . . , Xs, 0, . . .) =: αs(Xs). Since19 1{s}(Q ⊗ γ) =
1{s}, for any Q ∈ Mt, γ ∈ Γt(Q), and using locality of R and (1.31), we deduce that
αs(X) = αs(Xs) = ess inf
Q⊗γ∈M⊗tΓ
Rs(1{s}(Q⊗γ), (0, . . . , Xs, 0, . . .)) =: fs(Xs), s ≤ t−1,
and thus (1.28) is established. In the case s ≥ t we apply locality to the set Ω×{t, . . . , T}.
Hence, we see that αs(X) is equal to αt(X) for all s ≥ t and using (1.31) we get









R′t (Q ⊗ γ, st) := Rt (Q ⊗ γ, (0, . . . , 0, st, . . . , st)) , st ∈ L̄0(Ft),
is a uniquely determined risk function. This proves the representation (1.29). By
Lemma 1.23 and (1.29), the represetnation (1.30) follows immediately.
As for the case 1 ≤ p < +∞, in view of Remark 1.24, and proceeding analogously as
above, we conclude that (1.29) and (1.30) are satisfied.
Remark 1.28. It is in place here to remark that the assessment index α considered in
19By 1{s}(Q ⊗ γ) we naturally mean the density of Q ⊗ γ with respect to P at time s.
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this subsection corresponded to the fixed t. It would be then appropriate to denote it
as, say, αt = (αt0, . . . , αtT ). We would then refer to the collection {αt, t = 0, 1, . . . , T}
as to dynamic assessment index.
1.3.2 Path Dependent Dynamic Assessment Indices
Throughout this section we interpret X as the discounted cumulative cash-flow.
It is seen from representation (1.29) that αtt (compare Remark 1.28) only assesses
the future of the process X, that is it only assesses Xt, . . . , XT , while αts, s < t, is
just a function of Xs. This is a drawback since the past evolution of X is not taken
into account when assessing X at time t via αtt, which for some applications may be an
unwanted feature.
In this section we propose an alternative approach, which assess X at time t account-
ing for the path evolution of X time t.
Given 0 ≤ s ≤ s̃ ≤ T , we denote by 1[s,s̃] a process, such that 1[s,s̃](u) = 1 for
s ≤ u ≤ s̃, and 1[s,s̃](u) = 0 otherwise. Accordingly, we use the notation X[s,s̃] for the
random vector X1[s,s̃] = (0, . . . , 0, Xs, . . . , Xs̃, 0, . . . , 0). Process X stopped at time t is
written as Xt, that is Xt = X·∧t. We recall the definition of the space L0(Ot) (compare
(1.24)), and we define
L0(O[s,s̃]) :=

X[s,s̃] : X ∈ L0(O)

.
We remark that O[s,s̃] is understood as the optional σ-algebra generated by processes
X[s,s̃].
Hence, for a fixed t we may decompose any process X ∈ L0(O) as follows
X = X[0,t−1] + X[t,T ] = Xt−1 + (X[t,T ] − Xt−11[t,T ]),
where X[0,t−1] ∈ L0(O[0,t−1]), X[t,T ] ∈ L0(O[t,T ]) and Xt−1 ∈ L0(Ot−1).
It is evident that L0(O[t,T ]) is an L0(Ft)-module20. We further define
M̂q,t :=

Q̂ : Q̂ measure on Ω × {0, . . . , T}, Q̂ ≪ P̂ := P ⊗ µ, dQ̂/dP̂ ∈ Lq(O[t,T ])

,
where µ is a measure on {t, . . . , T} such that µs > 0 for every s ∈ {t, . . . , T}.
We further denote
M̂ ⊗q,t D̂ :=

Q ⊗ D : Q ∈ M1, D ∈ Dt(Q), and Q ⊗ D ∈ M̂q,t

.
Remark 1.29. In this setting, let Q̂ ∈ M̂1,t, and denote by Λ = dQ̂/dP̂ ∈ L1(O[t,T ]).
It holds that U = (Us)Ts=t, where Us = EP [
T
k=s Λkµk | Fs] for s ∈ {t, . . . , T}, is a
20For the multiplication λX[t,T ] = (0, . . . , 0, λXt, . . . , λXT ), λ ∈ L0(Ft).
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super martingale fulfilling additionally EP [Ut+1 | Ft] = Ut = 1. Hence, using the Itô-
Watanbe decomposition U = ZD where D is a predictable decreasing process and Z is a
martingale, it follows that Dt = 1 and ZT is a density of a probability measure Q ∈ Mt.
Reciprocally, Λk = Zk(Dk − Dk+1)/µk for every k = t, . . . , T − 1, and ΛT = ZT DT /µT ,
where Z is a martingale and D is a predictable decreasing process with Dt = 1, defines

















(Dk − Dk+1)Xk + DT XT
 Ft = EQ Xt + T
k=t+1
Dk∆Xk
 Ft . (1.32)
We finally set
X pt := {X ∈ L0(O) : X[t,T ] ∈ Lt,p(O[t,T ])}.
Definition 1.30. A function α : X pt → L̄0(Ft) is called an upper semicontinuous path
dependent assessment index if for every fixed path X̄ ∈ L0(Ot−1), the function
X[t,T ] →−→ α

X̄[0,t−1] + X[t,T ]

, X[t,T ] ∈ Lt,p(O[t,T ]),
is an upper semicontinuous assessment index.
Theorem 1.31. Let α be an upper semicontinuous path dependent assessment index.
Then it has a robust representation of the form











for a unique function R : L0(O[0,t−1]) × M̂ ⊗q,t D̂ × L̄0(Ft) → L̄0(Ft) for which
R(X[0,t−1], ·, ·) : M̂ ⊗q,t D̂ × L̄0(Ft) → L̄0(Ft) is a maximal risk function for every
X[0,t−1] ∈ L0(O[0,t−1]).
Proof. First, we fix X̄ ∈ L0(Ot−1) and we apply Theorem 1.12 to α(X̄ +·) in the fashion
analogous the the proof of Theorem 1.26 in order to get the following representation
α









X[t,T ] | Ft

. (1.33)
Similarly as in Remark 1.24, we also have that Q̂ ∈ M̂q,t if and only if Q̂ = Q ⊗ D ∈
M̂ ⊗q,t D̂. Hence, using (1.32) in representation (1.33), we conclude the proof.
21In analogy to Lt,p(O) = L0(Ot)Lp(O), we have Lt,p(O[t+1,T ]) = L0(Ft)Lp(O[t+1,T ]).
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Note that α is no longer local with respect Ot−1 on Ω × {0, . . . , T}. Let us now
consider the following illustrating example.















where D′ is an adapted process, and R′(·, ·) : M̂⊗q,t D̂×L̄0(Ft) → L̄0(Ft) is a maximal
risk function. Then, such α is a an upper semicontinuous path dependent assessment
index.
The whole process (D′0, . . . , D′t−1, 1, Dt+1, . . . , DT ) may be interpreted as weighing
the past and the future of the cash flows, relative to the present time t.
Depending on the specification of D′k, we get,
• if all D′k = 0, a representation of path independent assessment indices.
• If all D′k = 1, then
t−1
k=0 ∆Xk = Xt−1, which means that α depends only on the
assessment of the future returns starting at the previous level of wealth Xt−1.
• Changing the parameter D′k in between, one puts more or less weight on the past
evolution of returns.
This kind of path dependence indicates how the past evolution of discounted cumulative
cash flow may influence the present assessment of the entire investment process. On
the one hand, in terms of preferences, such index could provide a model that explains
well why in a market experiencing recent period of good performance, the assessment is
“optimistic,” since distant past bad returns could be discounted more than the recent
good ones. On the other hand, such index may provide some guidelines to the regulator
to implement contra cyclical measure. Indeed, they could require D′ to be dependent
on the past returns, in way that puts more weight in times of good returns and less








where 8% were a reasonable annual return for a banking institution.
Remark 1.33. Similarly as in Remark 1.28 we observe that the assessment index α
considered in this subsection corresponded to the fixed t. It would be then appropriate
to denote it as, say, αt. We would then refer to the collection {αt, t = 0, 1, . . . , T} as
to dynamic path dependent assessment index.
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1.4 Dynamically Consistent Assessment Indices
In this section we discuss the key notion of dynamic consistency with regard to assess-
ment indices. Here, we only focus on the so called strong dynamic consistency for path
dependent assessment indices. For other notions of time consistency compare Acciaio
et al. [2], Acciaio and Penner [1] and references therein, with regard to dynamic risk
measures, and we refer to Bielecki et al. [12] and Biagini and Bion-Nadal [9] with regard
to acceptability indices.
We consider a dynamic path dependent assessment index α = {αt, t = 0, . . . , T}
(compare Remark 1.33).
Definition 1.34. We say that α is strongly time consistent if for any X, Y ∈ X pt and
t such that X[0,t] = Y[0,t] the following implication is true
αt+1(X) ≥ αt+1(Y ) implies αt(X) ≥ αt(Y ).
Remark 1.35. One needs to observe that the notion of strong time consistency seems to
be inappropriate in the case of scale invariant assessment indices. Indeed, let α be scale
invariant and strongly time consistent. Assume that X[0,t]Y[0,t] ≥ 0 and αt+1(X) ≥
αt+1(Y ). Then, there exists λ ∈ L0++(Ot) such that λX[0,t] = Y[0,t], and in view of scale
invariance of α, we have that αt(X) ≥ αt(Y ). Thus the condition X[0,t] = Y[0,t] appears
to be irrelevant for the strong time consistency in this case, which is unreasonable from
the risk management point of view. Consequently, a different notion of time consistency
is needed in case of scale invariant assessment indices. One such possible notion was
introduced and studied in [12].
Moreover, as shown below, the strong time consistency is strongly related to existence
of a certainty equivalent, which fails to exists (compare Remark 1.17) for scale invariant
assessment indices.
In order to derive a version of the so called Bellman principle, some additional
assumptions have to be done. We suppose throughout this section that X[t,T ] →
αt(X[0,t−1] + X[t,T ]) fulfills the assumptions of Proposition 1.19 with the boundedness
assumption given for m1, m2 ∈ Lp(Ft) rather than L0(Ft).
Let us define a family of functionals Ct : X pt → L̄0(Ft) for t = 0, 1, . . . , T, by
Ct(X) := ess inf

mt ∈ Lp(Ft) : αt(X[0,t−1] + mt1[t,T ]) ≥ αt(X)

.
According to Proposition 1.19, for each t, X[t,T ] → Ct(X[0,t−1] + X[t,T ]) is an upper
semicontinuous (path dependent) assessment index taking values into Lp(Ft) such that
αt(X) ≥ αt(Y ) if, and only if Ct(X) ≥ Ct(Y ).
In particular Ct(X[0,t−1] + Ct(X)1[t,T ]) = Ct(X). In addition, the family α is strongly
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time consistent if and only if the family C := (Ct) is strongly time consistent.
With this at hand, we may formulate the following version of the celebrated Bellman
principle.
Proposition 1.36. Under the assumptions adopted in this section, if α is strongly
time consistent, the corresponding family C of certainty equivalents satisfies, for each
t = 0, . . . , T − 1,
Ct (X) = Ct(X[0,t] + Ct+1(X)1[t+1,T ]), X ∈ X pt . (1.34)
Proof. Since Ct+1 is a certainty equivalent, it follows that Ct+1(X) = Ct+1(X[0,t] +
Ct+1(X)1[t+1,T ]). By means of the boundedness assumption, Ct+1(X) ∈ Lp(Ft), and
so defining Y = X[0,t] + Ct+1(X)1[t+1,T ], it follows that Y ∈ X pt and Y[0,t] = X[0,t].
Thus, the strong time consistency applied to C yields (1.34).
From now on, we consider certainty equivalent corresponding to assessment indices
fulfilling the conditions from Proposition 1.36. Note that for X[0,t] ∈ L0(Ot), the func-
tion Ct : Lpt+1(Ft) → Lp(Ft), Y → Ct(X[0,t] + Y 1[t+1,T ]) is an upper semicontinuous
assessment index, and we denote by Rt,t+1 its corresponding minimal risk function, for
which it holds





X[0,t−1], Q ⊗ D, Xt + EQ






Q ⊗ D : Q ∈ Mt+1t , 0 ≤ D ≤ 1 and D is Ft-measurable

,
whereby Mt+1t denotes the set of probability measures Q on Ft+1 such that Q ≪ P
and Q = P on Ft. As a convention, we set MDT +1T = {1} since CT (X) = XT .
Theorem 1.37. If α = (αt) is a strongly time consistent sequence of path dependent
assessment indices fulfilling the assumptions of Proposition 1.19, then
Ct (X) = ess inf
Q⊗D∈MDt+1t
Ft (Q ⊗ D, X) ; X ∈ X pt ,
where
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for t ≤ T − 1 and
FT (Q ⊗ D, X) = XT , Q ⊗ D ∈ MDT +1T = {1}.
Proof. Let us prove the theorem for t = T − 1, T − 2; the rest of the proof follows by
backward recursion. Clearly, CT (X) = XT . As for t = T − 1, since MDT −1 = MDTT −1












XT − XT −1

+ XT −1




FT −1 (Q ⊗ D, X) , (1.35)
where











FT (Q̄ ⊗ D̄, X) − XT −1

+ XT −1
 FT −1 ,
since FT (Q̄ ⊗ D̄, X) = XT for all Q̄ ⊗ D̄ ∈ MDT +1T .
For t = T − 2, by time consistency, and since CT −1(X) is FT −1-measurable, we
deduce that
CT −2 (X) = CT −2













CT −1(X) − XT −2

+ XT −2
 FT −2 .
Since s → RT −2,T −1

X[0,T −3], Q ⊗ D, s























FT −1(Q̄ ⊗ D̄, X) − XT −2

+ XT −2
 FT −2 
= FT −2(Q ⊗ D, X)
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which ends the proof.




D′k∆Xk + βt(X[t,T ])
as in Example 1.32, where D′ = (D0, . . . , D′T −1) is fixed, and β is a strongly time
consistent path independent assessment index. Then, it follows easily that α itself is a
strongly time consistent AI.
1.5 Examples
1.5.1 Dynamic Gain-to-Loss Ratio
We shall discuss here an important example of an assessment index, namely the dynamic
Gain-to-Loss Ratio (dGLR). This index, in fact, provides an example of a dynamic
acceptability index, since it is scale invariant. It was introduced in [12], in a slightly
different form. The version of dGLR given in Definition 1.39 below is not strongly
time-consistent in the sense of Definition 1.34, but it is time-consistent in the sense of
[12].
The prototype for the definition below is the classical measure of performance Gain-to-
Loss Ratio (GLR): given an integrable, real-valued random variable X, GLR is defined
as GLR(X) := E(X)/E(X−) if E[X] > 0, GLR(0) = +∞ and zero otherwise, where
X− := max{−X, 0}. For GLR : L1 → R, the set Am =

X ∈ L1 : GLR(X) ≥ m

,
m ∈ R, can be expressed as follows. If m ≤ 0, then Am = L1, since GLR ≥ 0. If
m > 0 it holds that Am =

X ∈ L1 : E[X − mX−] ≥ 0

. Indeed, E[X − mX−] ≥ 0
is equivalent to E[X] ≥ mE[X−] which correspond to GLR ≥ m in the case that
E[X] > 0, E[X−] > 0. Suppose it holds that E[X] ≥ mE[X−] but E[X] ≤ 0. Since
mE[X−] ≥ 0, this yields that E[X] = 0. Thus, by E[X] ≥ mE[X−] it follows that
E[X−] = 0 as well which can only be the case if X = 0. Supposing E[X−] = 0 and
E[X] ≥ mE[X−] yields either E[X] > 0 or X = 0 as before. Since GLR(0) = +∞ > m,
the one inclusion is shown. Reversely, if GLR(X) ≥ m, then the cases X = 0 and
E[X−] ̸= 0 clearly fulfill E[X] ≥ mE[X−]. Supposing E[X−] = 0 however also implies
E[X] ≥ mE[X−], as GLR ≥ m demands for E[X] > 0 in case that X ̸= 0. Hence,
for m > 0, Am is the upper level set of the convex, positive homogeneous continuous
function X → E[X − mX−] and hence a closed, convex cone (the same is true for
Am = L1, m ≤ 0).
For the rest of this Section we use the setup of Section 1.3. In particular, we fix
t ∈ {1, . . . , T}, choose X = Lt,p(O) and consider X to be an L0(Ot)-module. Recall
that the cone K in this case is given by K = {X ∈ X : X ≥ 0}. Here, any element
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X ∈ X is considered to be a discounted dividend process and the next definition provides
a relevant formula for dGLR.
Definition 1.39. Let X represent the discounted dividend process. We define dGLR
as follows
dGLRs(X) =















 , on BX1
+∞, on BX2
0, on BX3 .
with BX1 := {E[
T
s=t Xs | Ft] > 0}, BX2 := ess sup{A ∈ Ft : 1A
T
s=t Xs = 0}, and
BX3 := (BX1 ∪ BX2 )c.
Note that for any X ∈ X , we have that P (BX1 ∩ BX2 ) = 0, hence G is well defined.
We will show that the above dGLR is monotone, quasi-concave, local, scale invariant
and upper semicontinuous. It clearly suffices to show that these properties are satisfied
for the function G.
Consider AY = {X ∈ Lt,p(O) : G(X) ≥ Y } for Y ∈ L0(Ot). Define B := {Y > 0}.














Indeed, we first note that an element X in AY or in the set on the right-hand side above




s=t Xs | Ft] ≤ 0,
T
s=t Xs ̸= 0

.
On BX1 ∪ BX2 , however, we argue as in the unconditional case to obtain the equality.
Hence, AY is the upper level set of a local, (L0)-quasiconcave, -positively homogeneous
function. For a more detailed proof of all these properties compare [10].
We apply Proposition 1.15 to obtain the following result.
Proposition 1.40. The unique minimal risk function R in representation (1.6) of GLR
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has the following form
R(Z, s) =

+∞, if s ≥ 0
bZ
aZ
− 1, if − ∞ < s < 0,
−∞, if s = −∞.
where aZ := sup{r ∈ R : r ≤ Z} and bZ := inf{r ∈ R : Z ≤ r}.
Proof. Let α be the GLR. Then, from [25], we know that
α(X) = sup






where the system of supporting kernels {Qm}m∈R+ for α is given explicitly by (compare
[25, Proposition 4])
Qm = {c(1 + Y ) : c ∈ R+, 0 ≤ Y ≤ m, E[c(1 + Y )] = 1} , m ∈ R+.
Using this, it can be verified that
Am,◦ = {Z ∈ L∞ : c ≤ Z ≤ c(m + 1) for some c ∈ R+} .
Clearly, inf{m ∈ R̄ : Z ∈ Am,◦} = bZ/aZ −1, and so, using Proposition 1.15 we conclude
the proof.
Analogously one can establish a robust representation for dGLR.
1.5.2 Optimized Certainty Equivalent
We sketch here a conditional version of classical version of the optimized certainty
equivalent. The detailed study can be done along the lines of the study the we conducted
above for dGLR.
The optimized certainty equivalent, compare [6, 7], is an assessment index given by







X[t,T ] − m1[t,T ]
  Ft ,
where ut : R → R ∪ {−∞} is a concave utility function22 such that u(0) = 0 and
1 ∈ ∂u(0). Following the same argumentation as in [7, 33], it follows that the robust
representation is of the form








  Ft , Q ⊗ D ∈ M ⊗t D,
22One may assume that ut can be made Ft-state dependent. This however only a technical step.
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where φt is the convex conjugate of −u(−·), M is the density process of Q and Q ⊗ γ =
Q ⊗ D by means of relation (1.25).
As for the dynamic, of the OCE, if ut(x) = (1−e−γx)/γ, for a fixed γ, then the OCE
is the entropy and is time consistent, compare [2]. Otherwise, being a risk measure it
is a certainty equivalent, henceforth, a recursive definition along the line of Proposition
1.36 yields a strong time consistent assessment index.
1.5.3 Weighted V @R Acceptability Indices
Similarly as in the previous subsection we present here just a sketch of possible condi-
tional version of weighted V @R acceptability indices .
Following [25], we define [0, 1](Ft) = {α ∈ L0(Ft) : 0 ≤ α ≤ 1}. This set is clearly
σ-stable. We consider a family of functions Φm : [0, 1](Ft) → [0, 1](Ft), m ∈ L0+(Ft)
being
• jointly local:
1AΦm(α) + 1AcΦn(β) = Φ1Am+1Ac n(1Aα + 1Acβ),
for every A ∈ Ft, m, n ∈ L0+(Ft) and α, β ∈ [0, 1](Ft);
• concave: α → Φm(α) is concave;
• increasing: Φm ≤ Φn, for every m ≤ n ∈ L0+(Ft);
• normalized: Φm(0) = 0 and Φm(1) = 1, for every m ∈ L0+(Ft).
Such a family is called a conditional family of concave distortions. Note that being con-
ditionally concave and local, it follows that Φm is continuous. We define the Weighted
V @R acceptability index as follows
AIW (X) := ess sup









where F(X[t+1,T ] | Ft)(x) = P̃ [X[t+1,T ] ≤ x | Ft] is the regular conditional distribution
under P̃ of X[t+1,T ], the integral being taken ω-wise. Once again, following the argu-
mentation in [25], it follows that
Am,◦1 : =







  Ft ≤ ϕm(β),
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where M is the density process of Q, ϕm(β) := ess supα∈[0,1](Ft){Φm(α) − αβ}, m ∈
L0+(Ft) and β ∈ L0+(Ft) is the convex conjugate of Φm.23 With this formulation, one
may define AIMAX, AIMAXMIN , AIMINMAX.
1.6 Appendix
1.6.1 Standard Results on L0-Convex Analysis
Notations and settings are from the Preliminaries 1.1. Let Y be a set of L0-linear
functionals from X to L0. We denote by L0-σ (X , Y) the smallest topology for which
the mappings
X → Z (X) , X ∈ X
are L0-continuous for any Z ∈ Y.
Proposition 1.41. Let X be a locally L0-convex topological L0-module and let Y be a set
of L0-linear functionals from X to L0. Then, X equipped with the L0-σ (X , Y)-topology
is a locally L0-convex topological L0-module.
Proof. By definition, the L0-σ (X , Y)-topology on X is generated by the following family
of neighborhoods of 0
UA,ε :=

X ∈ X : sup
Z∈A
|Z (X)| ≤ ε

,
where A is a finite subset of Y and ε ∈ L0++. Since |Z(.)| is an L0-seminorm24, we apply
[43, Theorem 2.4].
Provided that Y is itself an L0-module, X also defines a set of L0-linear functionals
from Y to L0 and therefore

Y, L0-σ (Y, X )

is again a locally L0-convex topological
L0-module. Furthermore, the L0-dual space of

X , L0-σ (X , Y)

is exactly Y. We finally
say that X is L0-reflexive if X ∗∗ = X , in which X ∗ is equipped with the L0-σ (X ∗, X )-
topology. On X ∗ × X we always consider the dual pairing ⟨X∗, X⟩ := X∗ (X).
A local function F : X → L̄0 is said to be
• upper semicontinuous if the upper level sets given by {X ∈ X : F (X) ≥ m} are
closed for all m ∈ L̄0;
• proper if F < ∞ and there exists X ∈ X such that F (X) > −∞.
23Clearly, (ϕm) is a jointly local family of convex increasing functions.
24An L0-seminorm is a functional p : E → L0+ such that p (mX) = |m| p (X) for any m ∈ L0 and
X ∈ E and p (X + Y ) ≤ p (X) + p (Y ) for any X, Y ∈ E.
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The concave conjugate F ⋆ : X ∗ → L̄0 of F is given by
F ⋆ (X∗) := ess inf
X∈X
{⟨X∗, X⟩ − F (X)} , X∗ ∈ X ∗.
The hypograph hypo (F ) of F is defined as
hypo (F ) :=

(X, m) ∈ X × L0 : F (X) ≥ m

.
From now on we consider X to be a σ-stable, locally L0-convex topological L0-module
such that the set of all neighborhoods of zero is σ-stable. From the theory of L0-modules
in [43] we know the following.
Proposition 1.42. Let F : X → L̄0 be a proper function, then
1. F is L0-concave if and only if hypo (F ) is L0-convex and F is L0-local.
2. F ⋆ is L0-concave and L0-upper semicontinuous for any F .
3. If F is an L0-proper concave upper semicontinuous function then F ⋆⋆ = F .
Definition 1.43. For a nonempty family (Ai)i∈I ∈ G the essential supremum, denoted
by ess sup{Ai : i ∈ I}, is defined to be the element B ∈ G with
1. Ai ⊆ B for all i.
2. For all C ∈ G fulfilling 1. and C ⊆ B holds P [B \ C] = 0.
Further we define ess sup{(∅)} = ∅.
The next lemma was proven in [43, Lemma 2.9].
Lemma 1.44. Every nonempty family A = (Ai)i∈I has an essential supremum. If for
all i, j also Ai ∪ Aj ∈ A , then there exists an increasing sequence (An) in A such that




1.6.2 Conditional Inverse of Increasing Functions
In this section, for n, m ∈ L̄0, we use the convention that n < m if P [n < m] = 1.
For a local, increasing25 function F : L̄0 → L̄0 we define its left- and right-continuous
version as
F −(m) := 1Am ess supF (n) : n ∈ L̄0 and n < m on Am− 1Acm∞, (1.36)
F +(m) := 1Bm ess inf F (n) : n ∈ L̄0 and n > m on Bm+ 1Bcm∞, (1.37)
25That is, F (m) ≥ F (m′) whenever m ≥ m′.
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where m ∈ L̄0 and Am = {m > −∞}, and Bm = {m < ∞}. Due to locality and the
definition of F ± it holds that
F +(m) ≤ F −(m′), for m, m′ ∈ L̄0 with m < m′. (1.38)
Definition 1.45. For a local, increasing function F : L̄0 → L̄0, a local, increasing
function G : L̄0 → L̄0 is called a conditional inverse of F if
F − (G(s)) ≤ s ≤ F + (G (s)) , on {F (−∞) < s < F (∞)} ,
G(s) = −∞ , on {s < F (−∞)} ,
G(s) = ∞ , on {F (∞) < s} ,
(1.39)
for every s ∈ L̄0.
Remark 1.46. The definition of a conditional inverse does not postulate any condition
as for the values of G on the boundary of the range of F . Being increasing, it simply
means that −∞ ≤ G(F (−∞)) ≤ G+(F (−∞)) and G−(F (∞)) ≤ G(F (∞)) ≤ +∞. We
can not require G(F (−∞)) = −∞ or G(F (−∞)) = G+(F (−∞)) for instance. This
is important since by the definition of the left- and right-inverse below, Proposition
1.49 states that both F (−1,l) and F (−1,r) are inverses of F . However, it may well
happen that F (−1,l)(F (−∞)) = −∞ < F (−1,r)(F (−∞)) as well as F (−1,l)(F (∞)) <
F (−1,r)(F (∞)) = +∞ and a convention on the values of a conditional inverse on the
boundaries of F would imply that neither F (−1,l) and F (−1,r) are conditional inverse.
We define the conditional left- and right-inverse of F as
F (−1,l) (s) :=1As ess inf{m ∈ L̄0 : 1AsF (m) ≥ 1Ass} + 1Acs∞
=1As ess sup{m ∈ L̄0 : F (m) < s on As} + 1Acs∞,
F (−1,r) (s) :=1Bs ess sup{m ∈ L̄0 : 1BsF (m) ≤ 1Bss} − 1Bcs ∞
=1Bs ess inf{m ∈ L̄0 : F (m) > s on Bs} − 1Bcs ∞,
for s ∈ L̄0, where26 As := {F (∞) ≥ s} and Bs := {F (−∞) ≤ s}.
Lemma 1.47. The conditional left- and right-inverse of a local, increasing function F :
L̄0 → L̄0 are local, increasing functions which are left- and right-continuous, respectively.
Proof. Consider a local, increasing function F : L̄0 → L̄0. We will prove the statement
for the left-inverse F (−1,l), and the case of right-inverse function is done similarly.
Step 1: Note that As̃ ⊇ As for every s̃ ≤ s. This implies that 1Acs∞ is increasing.
Hence, a direct inspection shows that F (−1,l) is increasing.
26Note that As :=









Step 2: Next we will show that F (−1,l) is local. Pick s, s̃ ∈ L̄0 and B ∈ G . Since F is
local, it follows that
Cc := Ac1Bs+1Bc s̃ = {F (∞) < 1Bs + 1Bc s̃} = (B ∩ A
c
s) ∪ (Bc ∩ Acs̃).
Consequently, we deduce that C = (B∩As)∪(Bc∩As̃)∪(As∩As̃). However, (As∩As̃) ⊆
(B ∩ As) ∪ (Bc ∩ As̃), hence
C = (B ∩ As) ∪ (Bc ∩ As̃). (1.40)
This implies that
1C(1Bs + 1Bc s̃) = 1B1Ass + 1Bc1As̃ s̃ (1.41)








m ∈ L̄0 : 1AsF (m) ≥ 1Ass

. (1.43)
Indeed, inclusion ⊇ is straightforward. For the converse inclusion, let 1Bñ be in
1B

m ∈ L̄0 : 1B1AsF (m) ≥ 1B1Ass

. Note that by the definition of As, the set {m ∈
L̄0 : 1AsF (m) ≥ 1Ass} is not empty. Indeed, As = {F (∞) ≥ s}, hence, 1AsF (∞) ≥
1Ass showing that ∞ ∈ {m ∈ L̄0 : 1AsF (m) ≥ 1Ass}. Hence, pick some m̃ in
m ∈ L̄0 : 1AsF (m) ≥ 1Ass

. Locality of F yields that 1Bñ + 1Bcm̃ is in the set
m ∈ L̄0 : 1AsF (m) ≥ 1Ass

. Multiplying by 1B , we obtain that also 1Bm̃ is in the
set 1B

m ∈ L̄0 : 1AsF (m) ≥ 1Ass

.
Using (1.40)-(1.43), and locality of F , we deduce
F (−1,l) (1Bs + 1Bc s̃) =1C ess inf






m ∈ L̄0 : 1B1AsF (m) ≥ 1B1Ass

+ 1Bc1As̃ ess inf

m ∈ L̄0 : 1Bc1As̃F (m) ≥ 1Bc1As̃ s̃


















=1BF (−1,l)(s) + 1BF (−1,l)(s̃).
Hence F (−1,l) is local.
Step 3: Finally, we will show that F (−1,l) is left-continuous. Let s ∈ L̄0.
By the definition of F (−1,l) and locality of F , clearly F (−1,l)(s) = −∞ on the set
43
1 Dynamic Assessment Indices
Ccs = {s = −∞}. Consider now Ds = Cs ∩ {F (∞) ≥ s} = {s > −∞} ∩ {F (∞) ≥ s},
and Ds̃ := Cs ∩ {F (∞) ≥ s̃}, for some s̃ ∈ L̄0. Note that Ds ⊆ Ds̃ for any s̃ such that
s̃ < s on Ds.
Denote by S the set of those s̃ ≤ s such that s̃ < s on Ds. Note that S ̸= ∅.
Let s̃ ∈ S, and suppose that ess sups̃∈S F (−1,l)(s̃) < m̃ < F (−1,l)(s) on some set
D ⊆ Ds. By the definition of the left-inverse, and locality of F , it follows that
s̃ < F (m̃) < s on D for every s̃ ∈ S, which is not possible unless P [D] = 0.
Hence, ess sups̃∈S F (−1,l)(s̃) = F (−1,l)(s) on Ds. From here, using locality of F , we
also have that ess sups̃<s F (−1,l)(s̃) = F (−1,l)(s) on Ds. Next, let us consider the set
Es := Cs ∩ {F (∞) < s}. Since F (∞) < s on Es, there exists s̃ ∈ L̄0 such that s̃ < s
on Es, and Es̃ := Cs ∩ {F (∞) < s̃} = Es. Therefore, by the definition of F (−1,l) we
conclude that F (−1,l)(s̃) = F (−1,l)(s) for any s̃ < s on Es = Es̃, which consequently
shows that F (−1,l) is left continuous on Es.
Finally, since Ccs , Ds, Es forms a partition of Ω, and F (−1,l) is left-continuous on each
of the sets from the partition, combined with locality of F (1−,l), we deduce that F (−1,l)
is left-continuous.
The case of F (−1,r) follows analogously.
Remark 1.48. The sets As, Bs are used to guarantee the locality of the right-and left-
inverse, respectively. Indeed, suppose that we would define F (−1,l)(s) = ess inf{m ∈
L̄0 : F (m) ≥ s}. Then it is possible to get a nonlocal inverse. For example, let
A ∈ G with 0 < P [A] < 1 and F (m) := 1A2m + 1Ac which is increasing and local.
Then, F (−1,l)(1A2) = 1A − 1Ac∞, whereas F (−1,l)(2) = ess inf ∅ = +∞, and thus
1AF (−1,l)(1A2) = 1A ̸= 1A∞ = 1AF (−1,l)(2), which implies that F (−1,l) would not be
local.
Proposition 1.49. Let F : L̄0 → L̄0 be a local, increasing function. Then, the following
properties hold true:
(i) Any conditional inverse G of F satisfies
F (−1,l) = G− ≤ G ≤ G+ = F (−1,r); (1.44)
(ii) F (−1,l) and F (−1,r) are also both conditional inverse of F ;
(iii) F is a conditional inverse of any of its conditional inverses;
(iv) For any m, s ∈ L̄0 we have that
F −(m) ≤ s ⇐⇒ m ≤ F (−1,r) (s) (1.45)
F +(m) ≥ s ⇐⇒ m ≥ F (−1,l) (s) . (1.46)
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Proof. Consider a local, increasing function F : L̄0 → L̄0 and a conditional inverse G
of F .
Step 1: Let us show that
F (−1,l) ≤ G− ≤ G ≤ G+ ≤ F (−1,r). (1.47)
The fact that G− ≤ G ≤ G+ follows from the definition of left- and right-continuous
version and from the fact that G is increasing. By Lemma 1.47, we have that F (−1,l)
and F (−1,r) are local, increasing and left- and right-continuous, respectively.
Let us show now that F (−1,l) ≤ G−. Since F (−1,l) is left-continuous, and both F (−1,l)
and G are increasing, it is sufficient to show that F (−1,l)(s) ≤ G(s), for every s ∈ L̄0.
Assume that s ∈ L̄0. The definition of F (−1,l) shows that F (−1,l)(s) = −∞ ≤ G(s)
on {s ≤ F (−∞)}. Since G is an inverse of F , it follows that G(s) = ∞ ≥ F (−1,l)(s)
on27 {s > F (∞)}. On {F (−∞) < s < F (∞)}, suppose that there exists m̃ ∈ L0 such
that F (−1,l)(s) > m̃ > G(s) on some set A ⊆ {F (−∞) < s < F (∞)}. On the one
hand, by definition of F (−1,l) follows that s > F (m̃) on A. On the other hand, since
m̃ > G(s) on A it follows by means of (1.38) that F (m̃) ≥ F −(m̃) ≥ F +(G(s)). Thus,
s > F +(G(s)) on A ⊆ {F (−∞) < s < F (∞)}, which contradicts the fact that G is an
inverse of F . Hence, A has to be of probability 0, and so, we proved that F (−1,l) ≤ G
on {F (−∞) < s < F (∞)}.
Finally, note that since F (−1,l) is left-continuous and F (−1,l)(s′) ≤ G(F (∞)) for any
s′ < F (∞), we have that F (−1,l)(F (∞)) ≤ G(F (∞)). The latter, together with locality
of F (−1,l) and G, imply that F (−1,l)(s) ≤ G(s) on set {s = F (∞)}. Hence, we conclude
that F (−1,l) ≤ G.
A similar argumentation shows that G+ ≤ F (−1,r) and therefore (1.47) holds true.
Step 2: Let us show that
(F (−1,l))+ = F (−1,r) (1.48)
(F (−1,r))− = F (−1,l). (1.49)
27Here also the set to be considered is {s > F (∞)} and not {s ≥ F (∞)}.
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Since F (−1,l) ≤ F (−1,r) and the latter is right-continuous, it follows that (F (−1,l))+ ≤
F (−1,r). Reversely, for any s < s̃, we have that F (−1,r)(s) ≤ F (−1,l)(s̃). Indeed, on Acs̃,
it holds F (−1,l)(s̃) = ∞ ≥ F (−1,r)(s). On Bcs, it holds F (−1,r)(s̃) = −∞ ≤ F (−1,l)(s).
Finally, on C = (Acs̃ ∪ Bcs)c = As̃ ∩ Bs, it holds F (−∞) ≤ s < s̃ ≤ F (∞). Using now
s < s̃, and the definition of F (−1,l) and F (−1,r), since C ⊆ As̃ and C ⊆ Bs, it yields
1C





m ∈ L̄0 : 1CF (m) ≥ 1C s̃

.
Taking the essential infimum on both sides shows that 1CF (−1,r)(s) ≤ 1CF (−1,l)(s̃) for
any s < s̃. This together with (F (−1,l))+ ≤ F (−1,r) implies by the definition of the
right-continuous version that 1C(F (−1,l))+ = 1CF (−1,r). Since P [C ∪ Acs̃ ∪ Bcs] = 1, it
follows that (F (−1,l))+ = F (−1,r).
A similar argumentation yields (F (−1,r))− = F (−1,l).
Step 3: We deduce from (1.47), (1.48) and (1.49) that F (−1,l) = G− and F (−1,r) = G+.
Therefore, (1.44) follows.
Let us prove that F (−1,l) and F (−1,r) are both conditional inverses of F . Towards this
end, we first observe that (1.47) together with Lemma 1.47 yield that G− and G+
are local, increasing functions. Since G(s) = −∞ on {s < F (−∞)} and G(s) = ∞
on {s > F (∞)}, it follows immediately that the same holds for the left- and right-
continuous versions of G. Using the fact that G is a conditional inverse, monotonicity
of F ± yields
F −(G−(s)) ≤ F −(G(s)) ≤ s ≤ F +(G(s)) ≤ F +(G+(s)),
on {F (−∞) < s < F (∞)}.
Reversely, since F −, F +, G are increasing, and G is a conditional inverse, we deduce
that
F −(G+(s)) = F −(ess inf
s̃>s
G(s̃)) ≤ ess inf
s̃>s
F −(G(s̃)) ≤ ess inf
s̃>s
s̃ = s;
F +(G−(s)) = F +(ess sup
s̃<s
G(s̃)) ≥ ess sup
s̃<s
F +(G(s̃)) ≥ ess sup
s̃<s
s̃ = s,
on {F (−∞) < s < F (∞)}. Thus F (−1,l) = G− and F (−1,r) = G+ are both conditional
inverse of F .
Step 4: Let us show that F is a conditional inverse of any of its conditional inverses.
Let G be a conditional inverse of F and let s, m ∈ L̄0.
First, we claim that
s > F (m) implies that G(s) ≥ m. (1.50)
Indeed, on {s > F (∞)}, G(s) = ∞ ≥ m. Next, note that the assumption s > F (m)
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implies that {s < F (∞)} = {F (−∞) < s < F (∞)}. Hence, on {s < F (∞)}, we have
that F +(G(s)) ≥ s > F (m) which implies G(s) ≥ m. Finally, on {s = F (∞)}, it
follows that F (∞) = s > F (m). Therefore, G(F (∞)) ≥ F (−1,l)(F (∞)) = ess inf{n ∈
L̄0 : F (n) ≥ F (∞)} ≥ m, since F (∞) > F (m). Hence, (1.50).
By (1.50), and the definition of the right-continuous version, it follows that G+(F (m)) ≥
m. A similar argumentation shows that G−(F (m)) ≤ m . Consequently,
G−(F (m)) ≤ m ≤ G+(F (m)) on {G(−∞) < m < G(∞)}. (1.51)
Clearly G(∞) < ∞ on set {m > G(∞)}. By the definition of the conditional inverse, it
follows that F (∞) = ∞, on {m > G(∞)}. Hence, by the first line of (1.39) we conclude
that F +(G(∞)) = ∞ on {m > G(∞)}, which consequently implies that F (m) = ∞ on
{m > G(∞)}. Similarly, we get that F (m) = −∞ on set {m < G(−∞)}. From here,
and (1.51), we conclude that F is a conditional inverse of any of its conditional inverse.
Step 5: Finally, let us show that (1.45) and (1.46) are satisfied.
Consider m, s ∈ L̄0. By the definition of F (−1,l), we have at once 28 that on the set
{m > −∞}, F −(m) ≤ s implies m ≤ F (−1,r)(s). Clearly, this implication also holds true
on the set {m = −∞}. Similarly, we deduce that F +(m) ≥ s implies m ≥ F (−1,l)(s).
The converse implications follow by applying the last two implications to G and then
using (1.44) along with Remark 1.50.
1.6.3 Proof of Proposition 1.10
Proof. Let us first observe that Proposition 1.49 implies that there is a one-to-one
correspondence between functions F : L̄0 → L̄0, that are local, increasing and right-
continuous, and their conditional right-inverses. In other words, the conditional right-
inverse operator is a bijection between the sets of such functions. From this we deduce
that if π : K◦ × L̄0 → L̄0 is local in the second argument and if it satisfies (b), then,
its conditional right-inverse, say R : K◦ × L̄0 → L̄0 is local in the second argument and
satisfies (ii); moreover, the conditional right-inverse of R is equal to π.
In the rest of the proof we shall show that, additional properties of π are satisfied if
and only if corresponding additional properties of R are satisfied, for instance (a)–(b)
⇔ (i)–(ii), (a)–(b), (c) ⇔ (i)– (ii), (iii), etc.
We start with showing that R is jointly local if π is jointly local. Consider X∗ ∈
X ∗, s ∈ L̄0 and A ∈ G . By similar argumentations as in the proof of locality from
28Note that by definition of the left-continuous version, F (−∞) ≤ F −(m) ≤ s on {m > −∞}
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Proposition 1.49, and by the joint locality of π, we deduce that
1AR (X∗, s) = 1AR (X∗, 1As)
= 1A1B1As ess sup

m ∈ L̄0 : 1B1Asπ (X
∗, m) ≤ 1B1As1As

− 1A1Bc1As∞
= 1A1B1As ess sup

m ∈ L̄0 : 1A1B1Asπ (X
∗, m) ≤ 1B1As1As

− 1A1Bc1As∞
= 1A1B1As ess sup

m ∈ L̄0 : 1B1Asπ (1AX
∗, m) ≤ 1B1As1As

− 1A1Bc1As∞
= 1AR (1AX∗, 1As) ,
where B1As = {π(X∗, m) ≤ 1As}. This shows the joint locality of R. Assuming that R
is jointly local, the joint locality of π is proved similarly.
The equivalences between (c)–(e) and (iii)–(v) are proved similarly as in [30, Lemma
C.2] after corresponding adjustments to the conditional case. Indeed, under condition
(a), the fact that π(·, m) is upper semicontinuous and concave for every m ∈ L̄0 is
equivalent to the fact that the hypograph of π
(X∗, s) ∈ K◦ × L0 : π(X∗, m) ≥ s

is closed and convex for every m ∈ L̄0. Using (1.46), this is equivalent to the fact that
the set 
(X∗, s) ∈ K◦ × L0 : m ≥ R−(X∗, s)

is closed and convex for every m ∈ L̄0, which implies that R− is jointly lower semi-
continuous and quasiconvex. Furthermore R− is jointly quasiconvex if and only if R is
jointly quasiconvex.
Similarly, one can show that π is positive homogeneous if and only if R(λX∗, s) =
R(X∗, s/λ) for every λ ∈ L0++.
Finally, we will show the equivalence between (d) and (iv), under the assumption that
(a), (b), and respectively (i), (ii) are satisfied. Note that condition (d) is equivalent to
the following condition




π (Y ∗, m) = ∞ for all Y ∗ ∈ K◦

,
which, consequently, is equivalent to









By (1.46), it follows that the latter implication is equivalent to




m ≥ R− (Y ∗, s) for all s ∈ L0, and for all Y ∗ ∈ K◦

.
Noticing that R−(X∗, ∞) = ess sups∈L0 R(X∗, s), we deduce that the last condition is
equivalent to
m ≥ R− (X∗, ∞) = ess sup
s∈L0




m ≥ R− (Y ∗, ∞) = ess sup
s∈L0
R(Y ∗, s), and for all Y ∗ ∈ K◦

. (1.52)
Taking in the last implication m = R−(X∗, ∞), we get that R−(X∗, ∞) ≥ R−(Y ∗, ∞)
for any Y ∗. Applying the equivalence consequently to m = R−(Y ∗, ∞), we conclude
that
R− (X∗, ∞) = R−(Y ∗, ∞) for all X∗, Y ∗ ∈ K◦. (1.53)
Clearly, if (1.53) holds true, then implication (1.52) also holds true, and hence (1.52) is
equivalent to (1.52). Thus, π satisfies (d) if and only if R satisfies (iv) which completes
the proof.
1.6.4 Proof of Proposition 1.11
Before proving Proposition 1.11, we first give the definition of the conditional charac-
teristic function, followed by Proposition 1.52 that contains some relevant properties of
the conditional characteristic function.
Definition 1.51. Let C be a σ-stable subset of X . For X ∈ X we define A(X) =
ess sup {B ∈ G : 1BX ∈ 1BC}. The function χC : X → L̄0 given by
χC (X) = −1Ac(X)∞ =
0 on A(X)−∞ on Ac(X) , X ∈ X ,
is called the conditional characteristic function of C.
Note that the conditional characteristic function is a mapping from X to L̄0.
Proposition 1.52. Let C be a σ-stable set. Then, χC is a local function. Furthermore,
• C is nonempty if and only if χC is proper;
• C is monotone if and only if χC is monotone;
• C is convex if and only if χC is concave;
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• C is a cone if and only if χC is positive homogeneous;
• C is closed if and only if χC is upper semicontinuous.
Proof. For B ∈ G and X ∈ C, since C is σ-stable, it holds
B ∩ A (X) = ess sup{ B ∩ B : B ∈ G and 1BX ∈ 1BC}
= B ∩ ess sup
 B ∈ G : 1B1BX ∈ 1B1BC = B ∩ A (1BX) .
This implies that B ∩ Ac(X) = B ∩ Ac(1BX), and hence, 1BχC (1BX) = 1BχC (X),
and therefore χC is local. By definition, χC < +∞. Reversely, A(X) is of measure zero
for every X if and only if C is the empty set, therefore χC is proper if and only if C
is nonempty. The monotonicity of C implies the monotonicity of χC is immediate by
the definition of A(X), X ∈ X . Since X ∈ C if and only if χC(X) = 0, the converse
implication also follows. Using σ-stability of C, it can be showed that A(λX+(1−λ)Y ) ⊇
(A(X)∩A(Y )) if and only if C is convex, and so χC is a concave function if and only if C
is convex. Similarly one proves that C is a cone if and only if χC is positive homogeneous.
Finally, if C = ∅, clearly χC is upper semicontinuous. Otherwise, note that
{X ∈ X : χC (X) ≥ m} =
1{m>−∞}C + 1{m=−∞}X if m ≤ 0,∅ otherwise,
which is a closed set for every m ∈ L̄0 if and only if C is closed.
Proof of Proposition 1.11. If C = ∅, then π ≡ ∞ fulfills all required conditions. Hence,
we will consider the case C ̸= ∅.
Step 1: We first assume that K = {0}, so that K◦ = X ∗. We start with the existence
of π. Since, C ≠ ∅, by Proposition 1.52, the conditional characteristic function χC is a
local, proper, concave and upper semicontinuous function. Using the definition of χC ,
we deduce that its concave conjugate χ⋆C(X∗) := ess infX∈X {⟨X∗, X⟩ − χC(X)} can be
also represented as follows
χ⋆C(X∗) = ess inf
X∈C
⟨X∗, X⟩, X∗ ∈ X ∗. (1.54)
Indeed, since X ∈ C if and only if χC(X) = 0, it clearly follows that χ⋆C(X∗) ≤
ess infX∈C⟨X∗, X⟩. Suppose now that there exists X0 ∈ X such that
1A⟨X∗, X0⟩ − 1AχC(X0) < 1A ess inf
C
⟨X∗, X⟩ (1.55)
on some set A. Note that by locality, the definition of χC and the fact that C ≠ ∅,
we have that 1Aχ⋆C(X∗) = 1Aχ⋆C(1AX∗), 1A ess infC⟨X∗, X⟩ = ess infX∈1AC⟨1AX∗, X⟩
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and 1AχC(X) = χ1AC(1AX). However, the strict inequality in (1.55) implies that
1AχC(X0) = χ1AC(1AX0) > −∞, that is χ1AC(1AX0) = 0. Hence
1A⟨X∗, X0⟩ − 1AχC(X0) = 1A⟨X∗, 1AX0⟩ − χ1AC(1AX0) ≥ 1A ess inf
X∈1AC
⟨X∗, X⟩
= 1A ess inf
X∈C
⟨X∗, X⟩
showing together with (1.55) that A is a set of null measure.
Note that by Proposition 1.42, χ⋆C is upper semicontinuous and concave and clearly
positive homogeneous. Furthermore, since C ≠ ∅, in view of (1.55), it follows that
χ⋆C < ∞ and therefore maximal invariant.
By the conditional Fenchel-Moreau theorem (compare Proposition 1.42(3) or [43, The-
orem 3.8]), we have that
χC (X) = χ⋆⋆C (X) := ess inf
X∗∈X ∗
{⟨X∗, X⟩ − χ⋆C (X∗)}.
Hence, by the definition of χC and (1.54) it follows that
X ∈ C ⇐⇒ 0 ≤ χC(X) = ess inf
X∗∈X ∗
{⟨X∗, X⟩ − χ⋆C (X∗)}
⇐⇒ ⟨X∗, X⟩ ≥ χ⋆C(X∗) = ess inf
Y ∈C
⟨X∗, Y ⟩, for all X∗ ∈ X ∗.
Thus, the function
π (X∗) := ess inf
X∈C
⟨X∗, X⟩, X∗ ∈ X ∗,
fulfills relation (1.5) and the conditions (a) to (c).
Step 2: As for the uniqueness of π, let π1, π2 : X ∗ → L̄0 fulfill the conditions (a) to
(c) and relation (1.5). We will still assume that K = {0}. If π1 (X∗) = ∞ for some
X∗ ∈ X ∗, then by relation (1.5), it follows that C = ∅ which implies π2(Y ∗) = ∞ for
some Y ∗ ∈ X ∗. Since both are maximal invariant, it follows that π1 = π2 = ∞. Now
suppose πi < ∞.29
We claim that, for i = 1, 2,
1Bπi(X∗) = −1B∞ for all X∗ ∈ X ∗

⇐⇒ 1BC = 1BX . (1.56)
Indeed, if 1Bπi(X∗) = −1B∞, for all X∗ ∈ X ∗, then
1B⟨X, X∗⟩ ≥ 1Bπi(X∗), (1.57)
29Note that since πi is maximal invariant then we only need to consider two cases: πi = ∞ and πi < ∞,
i = 1, 2.
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for all X ∈ X and all X∗ ∈ X ∗. Since C ≠ ∅, we choose any Y ∈ C. By (1.5), we get
that 1Bc⟨Y, X∗⟩ ≥ 1Bcπi(X∗), for all X∗ ∈ X ∗, which combined with (1.57), and by
locality, gives us
⟨1BX + 1BcY, X∗⟩ ≥ πi(X∗), for all X∗ ∈ X ∗,
and thus Z = 1BX + 1BcY ∈ C. Moreover, 1BX = 1BZ, and hence since X was
arbitrary in X , we conclude that 1BX ⊆ 1BC. The inclusion 1BX ⊇ 1BC is obvious,
and thus 1BX = 1BC.
Assume that 1BX = 1BC and that there exist X∗0 ∈ X ∗, B1 ⊆ B such that 1B1πi(X∗0 ) >
−1B1∞ on B1. Choose X0 ∈ X such that ⟨X0, X∗0 ⟩ < 0 on B1. Then, for a sufficiently
large λ0 ∈ L0++, we have that ⟨λ0X0, X∗0 ⟩ < πi(X∗0 ) on B1, and hence 1B1λ0X0 /∈ 1B1C.
However, 1B1λ0X0 ∈ 1B1X = 1B1C, which yields a contradiction. Thus, the equivalence
(1.56) is established.
Next, define the sets
Ai := ess sup

B ∈ F : 1Bπi(X∗) = −1B∞ for all X∗ ∈ X ∗

, i = 1, 2.
By (1.56), we get that A1 = A2. Note that on the set A1 = A2, the functions π1 and
π2 coincides and are both equal to −∞. Define π̃i = 1Aπi, where A := (A1)c = (A2)c.
These functions are concave, upper semicontinuous and local since both the πi are so,
and proper by the definition of A. Due to the conditional Fenchel-Moreau theorem we
obtain
π̃i (X∗) = ess inf
X∈X

⟨X∗, X⟩ − π̃i,⋆ (X)

, X∗ ∈ X ∗, (1.58)
where
π̃i,⋆ (X) = ess inf
X∗∈X ∗

⟨X∗, X⟩ − π̃i(X∗)

, X ∈ X .
Since π̃i is positively homogeneous, and π̃i,⋆ is proper, we have that π̃i,⋆ can only take
the values 0 or −∞. Therefore,
π̃⋆,i(X) = 0 ⇐⇒ ⟨X∗, X⟩ ≥ πi(X⋆) for all X∗ ∈ X ∗ ⇐⇒ X ∈ 1AC.
Hence π̃⋆,1 = π̃2,⋆, which together with equation (1.58) implies that π̃i = π̃2. Thus,
π1 = π2.
Step 3: Finally, let us consider the case where K ̸= {0}, that is K◦ ̸= X ∗. As we already
showed in Step 1, the function π : X ∗ → L̄0 given by
π(X∗) = ess inf
X∈C
⟨X∗, X⟩, X∗ ∈ X ∗,
satisfies conditions (a)-(c), hence its restriction on K◦ satisfies (a)-(c). Taking into
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account the uniqueness proved in Step 2, the proof will be complete if we show that
π : K◦ → L̄0 fulfills (1.5).
First, we will show that for any X∗ ∈ X ∗, we have that
π(X∗) = −∞ on AcX∗ ,
where AX∗ = ess sup{B ∈ G : 1BX∗ ∈ K◦}. Indeed, by definition of the polar cone and
AX∗ , it follows that there exists Y ∈ K such that
⟨X∗, Y ⟩ < 0, on AcX∗ .
Choose X̂ ∈ C; by monotonicity of C, we get that X̂ + λY ∈ C for every λ > 0. Hence,
π(X∗) = ess inf
X∈C
⟨X∗, X⟩ ≤ ⟨X∗, X̂⟩ + λ⟨X∗, Y ⟩, for every λ > 0.
Hence, letting λ going to ∞, and taking into account that ⟨X∗, Y ⟩ < 0 on AcX∗ , we
conclude that π(X∗) is equal to −∞ on AcX∗ .
Next, define X∗ := 1AX∗, and note that by the definition of AX∗ , we have that X∗ ∈ K◦.
Since π(X∗) = −∞ on AcX∗ , by locality and the fact that π(0) = 0, it follows that
⟨X∗, X⟩ ≥ π(X∗) ⇐⇒ ⟨ X∗, X⟩ = 1AX∗ ⟨X∗, X⟩ ≥ 1AX∗ π(X∗) = π( X∗). (1.59)
Note that by locality and the definition of AX∗ and X∗, we have that
K◦ = {Y ∗ ∈ X ∗ : there exists X∗ ∈ X ∗ such that Y ∗ = 1AX∗ X
∗}.
Using this and (1.59), we conclude that
X ∈ C ⇐⇒ ⟨X∗, X⟩ ≥ π(X∗) for all X∗ ∈ K◦.
This completes the proof.
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2 Ekeland’s Variational Principle in
L0-Metric Modules
In this chapter, we develop an Ekeland’s variational principle for L0-metric modules.
The variational principle by Ekeland was introduced 1974 in [39]. The main theorem,
which we will call Ekeland’s theorem, deals with functions on an arbitrary complete
metric space (X, d). Let f be a lower semicontinuous function from X to R ∪ {+∞}
attaining at least one real value and fulfilling inf f > −∞. Then, for y with f(y) ∈ R
there exists x with f(x) ∈ R such that f(x)+d(y, x) ≤ f(y) and for every z ̸= x it holds
that f(x) < f(z)+d(z, x). A corollary of this theorem, which is also called ε-variational
principle (compare [5]), is the following. Let f fulfill the same properties as before. Let
further y ∈ X fulfill inf f ≤ f(y) ≤ inf f + ε for some ε > 0. Then, for every λ > 0
there exists x ∈ X such that
(1) f(x) ≤ f(y);
(2) d(x, y) ≤ λ;
(3) for every z ̸= x it holds that f(x) − f(z) < (ε/λ)d(x, z).
We see that in the theorem and the corollary an interaction of the metric d and the
function f is described. Moreover, property (3) shows that x is the unique minimizer
of the function z → f(z) + (ε/λ)d(x, z). In the case λ = 1, this x is also called ε-
minimizer. For the infimum of f and for every ε > 0 there exists some y fulfilling inf f ≤
f(y) ≤ inf f + ε. Hence, the theorem can be applied to minimization problems without
using analytic methods. We will develop Ekeland’s variational principle for L0-modules.
The metric will therefore map to L0+. In [59] it was examined which of the properties
Ekeland assumed are necessary and which can be dropped. The generalizations provided
there are also transfered to the L0-setting. Hence, considering the trivial σ-algebra
F = {∅, Ω} we recover the results of [59] which are still more general as Ekeland’s
variational principle.
This chapter is organized as follows. In the first section, we introduce the basic no-
tions. We define L0-metric modules, local preorders and decreasing local sequences.
In the second section, we prove a result on minimal and invariant points for local pre-
orders. This is one fundamental result and we show its equivalence to further results,
for instance to a fixed point theorem of a local set-valued map. In the third section,
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we prove Ekeland’s variational principle for L0-metric modules. We define local order
monoids and local premetrics mapping to it and prove Ekeland’s theorem in our set-
ting. Caristi [17] observed that his fixed point theorem is an equivalent formulation of
Ekeland’s variational principle. We will do the same in our setting by showing that Eke-
land’s theorem implies both the Kirk-Caristi fixed point theorem and the Takahashi’s
minimization theorem.
2.1 Preliminaries
We consider L0 = L0(Ω, F , P ). In F , sets A and B for which P ((A\B) ∪ (B\A)) = 0
are identified. For G ⊆ F , we denote by ∨ G and by ∧ G the supremum and the infimum
of G, respectively, with respect to P -almost sure inclusion. Throughout this chapter, X
denotes a σ-stable L0-module.
Definition 2.1. A local function d : X × X → L0+ is called an L0-metric if
(i) d(X, Y ) = 0 if and only if X = Y .
(ii) d(X, Y ) = d(Y, X) for all X, Y ∈ X .
(iii) d(X, Y ) ≤ d(X, Y ) + d(Y, Z) for all X, Y, Z ∈ X .
The pair (X , d) is called L0-metric module. A local sequence in X is a local function
from N(F) to X , N → XN and is denoted by (XN )N∈N(F) or just (XN ). Further,
(XN )N∈N(F) is called a Cauchy sequence if for any ε ∈ L0++ there exists N0 ∈ N(F)
such that d(XN1 , XN2) ≤ ε for all N1, N2 ≥ N0. Moreover, (XN )N∈N(F) converges
to X, denoted by XN → X, if for every ε ∈ L0++ there exists N0 ∈ N(F) such that
d(XN , X) < ε for all N ≥ N0. In this case, X is said to be the limit of (XN )N∈N(F).
Every local sequence can be seen as a net with index set N(F). The definition of
convergence coincides with the topology generated by the collection {Bε(X) : X ∈
X , ε ∈ L0++} where Bε(X) = {Y ∈ X : d(X, Y ) < ε} (compare [43]). Note that L0 itself
is an L0-metric module for the L0-metric d(X, Y ) := |X − Y |. It is in this sense that
convergence of local sequences in L0 has to be understood.





This (XN )N∈N(F) is the local sequence corresponding to the sequence (Xn)n∈N. Note
that in this construction XN is again an element of X because {N = n} = {ω : N(ω) =
n}n∈N is a partition. Reversely, considering a local sequence (XN )N∈N(F), then Xn, for
n ∈ N, denotes the element XN with N = 1Ωn.
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Definition 2.3. A local relation ⪯ on X is a binary relation on X such that R :=
{(Y, X) : Y ⪯ X} is σ-stable. A local preorder is a local relation which is reflexive, that
is X ⪯ X for every X ∈ X , and transitive, that is X ⪯ Y ⪯ Z implies X ⪯ Z for every
X, Y, Z ∈ X . For ⪯ we denote the lower level set of X ∈ X by L(X) = {Y ∈ X : Y ⪯
X}.
Given a relation ⪯, R always denotes the corresponding set as in the previous defini-
tion. We notice that L(X) is always σ-stable in X . Indeed, consider a partition (An)n∈N




n∈N 1AnX) ∈ R.
As

n∈N 1AnX = X, this implies

n∈N 1AnYn ⪯ X and hence

n∈N 1AnYn ∈ L(X).
Definition 2.4. Let ⪯ be a local preorder on X . A local sequence (XN )N∈N(F) is called
decreasing if XM ⪯ XN for every M, N ∈ N(F) with M ≥ N .
Remark 2.5. If (Xn)n∈N is a decreasing sequence, that is Xn ⪯ Xn+1 for all n ∈ N,
then the corresponding local sequence is also decreasing. Indeed, as the relation is
transitive, for every decreasing sequence (Xn)n∈N it holds that Xm ⪯ Xn for every
m, n ∈ N, m ≥ n. This implies XM ⪯ XN for every M, N ∈ N(F), M ≥ N . To
show this, let M ≥ N . For P -almost every ω it holds that if N(ω) = n for n ∈ N,
then there exists m ∈ N, m ≥ n with M(ω) = m. For An = {N = n}, n ∈ N and
Bm = {M = m}, m ∈ N, we define (Ck)k∈N to be the refinement of the partitions
(An)n∈N and (Bm)m∈N. Hence, on every Ck it holds N ≡ nk and M ≡ mk with
mk ≥ nk. Thus, XN =

k∈N 1{N=nk}Xnk and XM =

k∈N 1{N=nk}Xmk . As every
Xmk ⪯ Xnk , the assertion follows by using locality of ⪯.
Moreover, the above shows that it is sufficient to demand XN+1 ⪯ XN for any
N ∈ N(F) to characterize decreasing local sequences.
Definition 2.6. Let (X , d) be an L0-metric module with a local preorder ⪯ on it.
Then X is called ⪯–complete if every decreasing Cauchy sequence has a limit in X .
Further, we call X lower closed if for every decreasing local sequence (XN )N∈N(F) con-
verging to X ∈ X it holds that X ⪯ XN for any N ∈ N(F). A local preorder ⪯ is
called regular if for every decreasing local sequence (XN )N∈N(F) ⊆ X the local sequence
(d(XN , XN+1))N∈N(F) ⊆ L0 converges to zero.
Example 2.7. A prototype of a regular, lower closed local preorder is the following.
Consider a local, lower semicontinuous function f : X → L0 bounded from below, that
is there exists Z ∈ L0 such that f(X) ≥ Z for every X ∈ X . Let further ε ∈ L0++ and
define
X ≾ Y ⇐⇒ f(X) + εd(X, Y ) ≤ f(Y ). (2.1)
This relation is local, lower closed and regular. Concerning the regularity, note that X ≾
Y implies f(Y ) ≥ f(X), since d maps to L0+ and it even holds f(Y ) > f(X) on (∨{A ∈
F : 1AX ≾ 1AY })c. Hence, if (XN )N∈N(F) is decreasing (with respect to ≾), then
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(f(XN ))N∈N(F) is decreasing (with respect to ≤) and hence also (d(XN , XN+1))N∈N(F)
by (2.1). Supposing that (d(XN , XN+1))N∈N(F) does not converge yields a contradiction
to (2.1).
2.2 Minimal and Invariant Points of Local Preorders
To derive the main theorem in [39], Ekeland first proved a result on maximal points for
relations. In this section, we derive a minimal point result for local preorders which we
will use later on to obtain our main theorem. Throughout this section, let (X , d) be
an L0-metric module. Given a relation ⪯, we denote X ∼ Y if X ⪯ Y and Y ⪯ X.
A relation is called antisymmetric if X ∼ Y implies X = Y . For a reflexive relation
X ∼ Y and X = Y are hence equivalent.
Lemma 2.8. A regular local preorder is antisymmetric.
Proof. Let X ∼ Y . Consider the sequence (Xn)n∈N = (X, Y, X, . . . ) and the correspond-
ing local sequence (XN )N∈N(F) which is decreasing. Hence, by regularity it follows that
d(XN , XN+1) → 0 which is only possible if d(X, Y ) = 0. As d is an L0-metric, it follows
that X = Y .
Definition 2.9. An element X ∈ X is called minimal with respect to the local preorder
⪯ if Y ⪯ X implies that X ∼ Y . We further denote
S(X ) = {Y ⊆ X : Y is σ-stable}.
A set-valued map T is a local function T : X → S(X ). An element X̄ ∈ X is said to be
a fixed point of T if X̄ ∈ T (X̄). An element X̄ ∈ X is said to be an invariant point of
T if T (X̄) = {X̄}.
If ⪯ is regular, a minimal element X fulfills L(X) = {X} due to antisymmetry.
Furthermore, the set S(X ) is σ-stable. Indeed, given a sequence (Xn)n∈N of σ-stable
subsets of X and a partition (An)n∈N the set

n∈N 1AnXn itself is σ-stable.
The next theorem contains three implications of a regular, lower closed local preorder
in a complete L0-metric module. Implication (I1) states that starting with an arbitrary
X ∈ X , there always exists a minimal element X̄ in its lower level set. Implication (I2)
is close to a transfer of Theorem 3.1 in [27] to the L0-setting and shows the existence of a
fixed point and an invariant point for set-valued maps fulfilling certain conditions. Oettli
and Théra [65] proved an equivalent formulation of Ekeland’s principle. A generalization
of this result within the L0-setting is given by implication (I3).
Theorem 2.10. Let ⪯ be a regular, lower closed, local preorder on X such that (X , d)
is ⪯–complete. Then, the following holds:
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(I1) For each Y ∈ X there exists X̄ ∈ X such that
X̄ ⪯ Y, and X ′ ⪯ X̄ implies X ′ = X̄.
(I2) Let T : X → S(X ) be a set-valued map. If T (X) ∩ L(X) is nonempty, for every
X ∈ X , then T has a fixed point. If T satisfies T (X) ⊆ L(X), for every X ∈ X ,
then T has an invariant point.
(I3) Let M ∈ S(X ) be such that for every X ∈ L(X0)\M there exists X ′ ∈ L(X)\{X}.
Then, there exists X̄ ∈ L(X0) ∩ M.
Proof. Proof of (I1): Starting with X1 := Y , we define a sequence (Xn)n∈N as follows.
Given Xn, we denote by An := ∨{A ∈ F : 1A ess supX∈L(Xn) d(X, Xn) ∈ L
0}. As d is a
local function, An is attained, that is 1An ess supX∈L(Xn) d(X, Xn) ∈ L
0. Reversely, it
holds that 1Acn ess supX∈L(Xn) d(X, Xn) = 1Ac∞ meaning it exceeds every Y ∈ L
0
++ on
Acn. Pick Xn+1 ∈ L(Xn) fulfilling









Consider the local sequence (XN )N∈N(F) corresponding to (Xn)n∈N, defined by XN :=
n∈N 1{N=n}Xn. By setting
AN := ∨

A : 1A ess sup
X∈L(XN )
d(X, XN ) ∈ L0

it holds that











Indeed, first note that with Bn := {N = n} it holds AN = ∪n∈N(Bn ∩ An) due to
AN = ∨

A : 1A ess sup
X∈L(XN )
d(X, XN ) ∈ L0

= ∨











A ∩ Bn : 1A∩Bn ess sup
X∈L(Xn)
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We used the σ-stability of the lower level sets and that the relation is reflexive, thereby
Xn ∈ L(Xn), which allows us to obtain elements defined on whole Ω if necessary.
Moreover, we obtain




































































We used that [∪n∈N(Bn ∩ Acn)] ∪ [∪n∈N(Bn ∩ An)] = ∪n∈NBn = Ω as (Bn)n∈N is a
partition and therefore ∪n∈N(Bn ∩ Acn) = AcN .
Furthermore, working with a local preorder, it follows that XN+1 ∈ L(XN ) for all
N ∈ N(F). Since ⪯ is transitive and XN+1 ⪯ XN , it holds that L(XN+1) ⊆ L(XN ).
There exists a local sequence (YK)K∈N(F) in L(XN+1) such that (d(YK , XN+1))K∈N(F)
exceeds any element of L0 on AcN+1 which we denote by 1AcN+1d(YK , XN+1) ↑ 1AcN+1∞.
1
The triangle inequality of d implies that d(YK , XN+1) ≤ d(YK , XN ) + d(XN , XN+1).
As d(XN , XN+1) ∈ L0, it holds that 1Ac
N+1
d(YK , XN ) ↑ 1Ac
N+1
∞. Since (YK)K∈N(F) ⊆
L(XN+1) ⊆ L(XN ), it follows that AcN+1 ⊆ AcN . Further, it holds that ∧N∈N(F)AcN = ∅.
Indeed suppose there is some Ac ∈ F , P (Ac) > 0 with ∧N∈N(F)AcN = Ac. Then, there
exists a decreasing local sequence (XN )N∈N(F) such that 1Acd(XN+1, XN ) ≥ 1Ac for
every N ∈ N(F), contradicting regularity. Therefore, we conclude ∨N∈N(F)AN = Ω.
There exists a partition (Ck)k∈N such that for every k ∈ N it holds Ck ⊆ ANk for some
Nk ∈ N(F).2 Hence, it follows that AcN = ∅ for all N ∈ N(F), N ≥ N0, where N0 :=
k∈N 1Ck Nk. Indeed, it holds AcN0 = ∪k∈N(Ck ∩ A
c
Nk
) = ∅ by construction. In that
way, we found N0 ∈ N(F) such that d(XN+1, XN ) ≥ ess supX∈L(XN ) d(X, XN ) − 1/N
for all N ∈ N(F), N ≥ N0.
Thus, it holds that
ess sup
X∈L(XN )




1For example choose YK such that 1Ac
N+1
d(YK , XN+1) ≥ 1Ac
N+1
K.
2 This property is called countable chain condition and is always fulfilled by a σ-algebra of a measure
space.
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for all N ∈ N(F), N ≥ N0. In particular, since XM ∈ L(XN ) for all M ≥ N , it follows
that




Regularity implies d(XN+1, XN ) + 1/N → 0 causing (XN )N∈N(F) to be a decreasing
Cauchy sequence which has to converge to some X̄ ∈ X , as X is ⪯-complete. By lower
closedness it follows that X̄ ⪯ XN for all N ∈ N(F), in particular X̄ ⪯ Y .
For the second part of the proof of (I1), consider X ′ ∈ L(X̄). By transitivity X ′ ⪯
X̄ ⪯ XN and thereby X ′ ∈ L(XN ) for all N ∈ N(F). This implies
d(X ′, XN ) ≤ ess sup
X∈L(XN )
d(X, XN ) ≤ d(XN+1, XN ) +
1
N
, ∀N ≥ N0.
Consequently, XN → X ′, hence X ′ = X̄ and therefore L(X̄) = {X̄}. This completes
the proof.
Proof of (I2): Pick X̄ satisfying the conclusions of (I1). If T (X) ∩ S(X) is nonempty
for every X ∈ X , then in particular T (X̄) ∩ L(X̄) ̸= ∅. Since L(X̄) = {X̄} by (I1),
X̄ has to be a fixed point of T . Moreover, T (X) ⊆ S(X), for every X ∈ X , implies
T (X̄) ⊆ L(X̄). Due to (I1), it holds that L(X̄) = {X̄} and hence X̄ is an invariant
point of T in that case.
Proof of (I3): Suppose for every X ∈ L(X0)\M there exist X ′ ∈ L(X)\{X}. By
(I1), there exists X̄ ∈ L(X0) such that L(X̄) = {X̄}. Since L(X̄)\{X̄} = ∅, X̄ ∈ M
has to hold and hence X̄ ∈ L(X0) ∩ M.
Remark 2.11. Conversely, (I1) can be proven using (I2). To see this, replace X in
Theorem (I2) by L(X0), for an arbitrary X0 ∈ X , and consider the map T (X) := L(X)
which of course satisfies T (X) ∩ L(X) ̸= ∅. Moreover, (I1) can be proven using (I3).
Indeed, let the assumptions of (I1) be in force. Define M := {X ∈ X : L(X) = {X}}
which is a σ-stable set. If X /∈ M, then there exists X ′ ∈ X such that X ′ ̸= X,
X ′ ⪯ X and hence the assumption of (I3) is satisfied. By Theorem (I3), there exists
X̄ ∈ L(X0) ∩ M, in particular L(X̄) = {X̄}.
We can apply (I1) of the previous theorem as follows. Fix Z ∈ X , A ∈ F and
consider Y = 1AY + 1AcZ. We only want to vary the part on A. Applying the previous
theorem yields X̄ with X̄ ⪯ Y and L(X̄) = {X̄}. Hence, X̄ ⪯ 1AY + 1AcZ and thereby
1AX̄ + 1AcZ ⪯ 1AY + 1AcZ. Moreover, 1AX ′ + 1AcX̄ ⪯ X̄ yields 1AX ′ + 1AcX̄ = X̄,
implying in turn 1AX ′ + 1AcZ = 1AX̄ + 1AcZ. In this manner, we obtain results for
elements differing on some set A only, which is one purpose of conditional theory.
Definition 2.12. Let (X , d) be an L0-metric module, Y a nonempty σ-stable subset of
some L0-module and M ∈ S(X × Y) such that M(X) := {(X ′, Y ) ∈ M : X ′ = X} is
nonempty for every X ∈ X . Given a local preorder ⪯ on M, we define X ′ ≼ X if and
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only if
∀Y, (X, Y ) ∈ M, ∃Y ′, (X ′, Y ′) ∈ M : (X ′, Y ′) ⪯ (X, Y )
and X ′ ⋞ X if and only if
∀Y ′, (X ′, Y ′) ∈ M, ∃Y, (X, Y ) ∈ M : (X ′, Y ′) ⪯ (X, Y ).
Further, we denote MY(X) := {Y ∈ Y : (X, Y ) ∈ M}.
The set M(X) belongs to S(X × Y), X ∈ X . Indeed, given a sequence (X, Yn)n∈N
in M(X) and a partition (An)n∈N, it holds that














where one inclusion follows by σ-stability of Y and the other by σ-stability of M. The
set MY(X) is an element of S(X ). Indeed, consider a sequence (Yn)n∈N in MY(X) and








n∈N 1An(X, Yn) ∈ M, as M
is σ-stable.
Both ≼ and ⋞ are local preorders on X . Indeed, transitivity and reflexivity fol-
low immediately. To show the locality, consider a partition (An)n∈N and sequences
(Xn)n∈N and (X ′n)n∈N such that X ′n ≼ Xn for all n ∈ N. Therefore, for every
n ∈ N it holds that for all Yn ∈ MY(Xn) there exists Y ′n ∈ MY(X ′n) such that
(X ′n, Y ′n) ⪯ (Xn, Yn). To verify

n∈N 1AnX ′ ≼

n∈N 1AnX, we have to consider
Y =





. By the above characterization, we define the
corresponding Y ′ =





. Due to locality of ⪯,
it follows








Theorem 2.13. Let the following assumptions be satisfied:
(M1) The pair (X , d) is an L0-metric module, Y a nonempty σ-stable subset of some
L0-module, M in S(X × Y) and M(X) ̸= ∅ for all X ∈ X .
(M2) The relation ⪯ is a local preorder on X × Y.
(M3) If ((XN , YN ))N∈N(F) ⊆ M is a decreasing local sequence, that is
∀N ∈ N(F) : (XN+1, YN+1) ⪯ (XN , YN )
and (XN )N∈N(F) converges to X ∈ X , then there exists Y ∈ Y such that (X, Y ) ∈
M and
∀N ∈ N(F) : (X, Y ) ⪯ (XN , YN ).
(M4) If ((XN , YN ))N∈N(F) ⊆ M is a decreasing local sequence, then defining ZN :=
d(XN , XN+1) it holds that ZN → 0.
Then, for each X0 ∈ X there exists X̄ ∈ X such that
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(i) X̄ ≼ X0.
(ii) If X ≼ X̄, then X = X̄.
Proof. We want to apply Theorem 2.10 to the local preorder ≼. Concerning regular-
ity, consider a local sequence (XN )N∈N(F) which is decreasing with respect to ≼. In
particular, the sequence (Xn)n∈N fulfills
∀Yn ∈ MY(Xn) ∃Yn+1 ∈ MY(Xn+1) : (Xn+1, Yn+1) ⪯ (Xn, Yn). (2.2)
For Y0 ∈ MY(X0), we pick Y1 ∈ MY(X1) via (2.2) such that (X1, Y1) ⪯ (X0, Y0).
We choose Y2 ∈ MY(X2) via (2.2) such that (X2, Y2) ⪯ (X1, Y1). Following this
procedure, we obtain a sequence (Yn)n∈N and consider the corresponding local sequence
(YN )N∈N(F). By locality, ((XN , YN ))N∈N(F) ⊆ M is decreasing with respect to ⪯. By
(M4), we obtain d(XN+1, XN ) → 0 as desired.
As a next step, we show that ≼ is lower closed. Consider a local sequence (XN )N∈N(F)
decreasing with respect to ≼ and converging to X ∈ X . We have to show that X ≼ XN
for each N ∈ N(F). Fix N0 ∈ N(F). By (2.2) and the subsequent construction, we find
YN0+1 ∈ MY(XN0+1) such that (XN0+1, YN0+1) ⪯ (XN0 , YN0) and, as before, a local
sequence ((XN0+M , YN0+M ))M∈N(F) decreasing with respect to ⪯. It still holds that
XN0+M → X . Assumption (M3) implies the existence of Y ∈ MY(X) such that for
each M ∈ N(F)
(X, Y ) ⪯ (XN0+M , YN0+M ) ⪯ (XN0 , YN0).
This procedure is applicable for every N0 ∈ N(F) (the corresponding Y ∈ MY(X) may
depend on N0). Hence, the lower closedness of ≼ is proven.
The final step of the proof is an application of Theorem 2.10 to the L0-metric module
(X , d) and the relation ≼ in order to obtain (i) and (ii).
Analyzing the proof above, note that it is not possible to show the regularity and
lower closedness if ≼ is simply replaced by ⋞. Hence, we have to modify the proof to
obtain the result for ⋞.
Theorem 2.14. Let the following assumptions be satisfied:
(M1) and (M2) as in Theorem 2.13.
(M3’) If ((XN , YN ))N∈N(F) ⊆ M is an increasing sequence, that is
∀N ∈ N(F) : (XN , YN ) ⪯ (XN+1, YN+1)
and (XN )N∈N(F) converges to X ∈ X , then there exists Y ∈ Y such that (X, Y ) ∈
M and
∀N ∈ N(F) : (XN , YN ) ⪯ (X, Y ).
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(M4’) If ((XN , YN ))N∈N(F) ⊆ M is an increasing local sequence, then it holds that
limN→∞ d(XN+1, XN ) = 0.
Then, for each X0 ∈ X there exists X̄ ∈ X such that the following is fulfilled:
(i) X0 ⋞ X̄.
(ii) If X̄ ⋞ X, then X = X̄.
Proof. Define the binary relation ⪯′ on X × Y by
(X ′, Y ′) ⪯′ (X, Y ) ⇐⇒ (X, Y ) ⪯ (X ′, Y ′).
It holds that ⪯′ is a local preorder. Moreover, a sequence ((XN , YN ))N∈N(F) ⊆ X × Y
is decreasing with respect to ⪯′ if and only if it is increasing with respect to ⪯. Hence
(M3’) and (M4’) of Theorem 2.14 are satisfied for ⪯′ if and only if (M3) and (M4) of
Theorem 2.13 are satisfied for ⪯. We apply Theorem 2.13 to obtain X̄ ∈ X such that
MY(X̄) ̸= ∅ and the following is fulfilled:
(i′) X̄ ≼′ X0.
(ii′) If X ≼′ X̄, then X = X̄.
Observing that X ′ ≼′ X if and only if X ⋞ X ′ we note that (i′) and (ii′) are equivalent
to (i) and (ii), respectively. This completes the proof.
Remark 2.15. In the case of M(X) consisting of only a single element, that is M(X) =
{(X, Y )}, the set M ∈ S(X × Y) defines a local function f : X → Y. The local relation
⪯ coincides with ≼, and they compare arguments and values of f at the same time:
X ′ ≼ X ⇐⇒ (X ′, f(X ′)) ⪯ (X, f(X)).
Remark 2.16. In the deterministic setting, that is if F is the trivial σ-algebra, Assump-
tion (M3) or (M3’) of Theorem 2.13 or 2.14, respectively, coincides with Assumption
(H1) in [55] if Y is assumed to be a topological linear space. To verify Assumption (M3)
or (M3’) in specific cases might be difficult, compare the discussion in [55] and [56],
Section 3.10. Moreover, note that Assumption (2) of Theorem 1 of Brézis and Browder
[16] has a similar structure, does however not deal with set products.
2.3 Ekeland’s Variational Principle
Throughout this section, let X be a nonempty, σ-stable L0-module.
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2.3.1 Local Premetric and Uniform Structure
Definition 2.17. A σ-stable subset Y of an L0-module is a local monoid if there exists
a local function  : Y × Y → Y which is associative and has a neutral element θ. If
X Y = Y X for every X, Y ∈ Y, we call Y commutative. A triple (Y, , ≤) is called
local preordered monoid if (Y, ) is a commutative local monoid, ≤ is a local preorder
and it holds that
(Add) X ≤ Y =⇒ X  Z ≤ Y  Z, ∀Z ∈ Y.
If further ≤ is antisymmetric, we call (Y, , ≤) local ordered monoid.
For instance L0 is a local monoid for the addition and θ = 0. Using the P -almost
greater/equal order makes L0 to be a local ordered monoid. The set Y = [1, ∞) := {X ∈
L0 : X ≥ 1} together with the multiplication operation and the P -almost greater/equal
order is a local preordered monoid. However, [1, ∞) is not a group since there is no
inverse for 3 · 1Ω.
Definition 2.18. Let (Y, , ≤) be a local preordered monoid with neutral element
θ ∈ Y . A local function Φ : X × X → Y is called a local order premetric if the following
conditions are satisfied:
(P1) ∀X ∈ X : θ = Φ(X, X);
(P2) ∀X1, X2 ∈ X : θ ≤ Φ(X1, X2);
(P3) ∀X1, X2, X3 ∈ X : Φ(X1, X3) ≤ Φ(X1, X2)  Φ(X2, X3).
Any L0-metric is a local order premetric. Note that no kind of symmetry is required
in the results below.
Remark 2.19. A priori the local order on Y does not have to be complete. However,
a local order premetric mapping to Y has to fulfill (P2), showing that Y ≥ θ needs to
be fulfilled for every Y ∈ Y with Y = Φ(., .). Hence, instead of (Y, ≤, ) we actually
consider (Φ(X × X ), ≤, ) which is a local preordered monoid as well but with slightly
more structure.
We denote ∆ = {(X, X) : X ∈ X }.
Definition 2.20. A local uniform structure is a nonempty family U in S(S(X × X ))
such that the following is fulfilled:
(U1) ∆ ⊆ U for all U ∈ U ;
(U2) U ∈ U and U ⊆ V for V ∈ S(X × X ) implies V ∈ U ;
(U3) U ∩ V ∈ U if U , V ∈ U ;
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(U4) For every U ∈ U there exists V ∈ U such that (X, Y ) ∈ V, (Y, Z) ∈ V always
implies (X, Z) ∈ U .
(U5) If U ∈ U , then also {(Y, X) : (X, Y ) ∈ U} ∈ U .
A local uniform structure is defined analogously to conditional neighborhood bases
(compare Definition 4.17) or conditional filters (compare [31]).
Definition 2.21. Let U be a local uniform structure. Then V ∈ S(S(X ×X )) is called
local fundamental system of entourages of U if for every U ∈ U there is a V ∈ V such
that V ⊆ U , or equivalently
U = {U ∈ S(X × X ) : ∃V ∈ V , V ⊆ U}.
In the following lemma, recall that Y > 0 in L0 expresses Y ≥ 0 and that there exists
no A ∈ F+ with 1AY = 0.
Lemma 2.22. Let (X , d) be an L0-metric module. Then, the collection (UY )Y ∈L0,Y >0
with
UY = {(X1, X2) ∈ X × X : d(X1, X2) ≤ Y },
forms a local fundamental system of a uniform structure.
Proof. The fact that UY is in S(X × X ) is due to the property that d and ≤ are
local functions. We show that (UY )Y ∈Y,Y >0 is σ-stable. To this end, consider sets
(UYn)n∈N and a partition (An)n∈N. It holds







. Indeed, consider an element (X1, X2) ∈

n∈N 1AnUYn meaning X1 =
n∈N 1AnX1n, X2 =

n∈N 1AnX2n with d(X1n, X2n) ≤ Yn. Since d is local, it fol-
lows d(X1, X2) =

n∈N 1And(X1n, X2n) ≤

n∈N 1AnYn, which yields the claim. Re-
versely, consider (X1, X2) ∈ U 1An Yn , thereby d(X1, X2) ≤ n∈N 1AnYn and hence
1And(X1, X2) + 1AcnY ≤ 1AnYn + 1AcnY for all n ∈ N and arbitrary Y ∈ Y. Thus,
defining X1n = 1AnX1 + 1AcnX and X
2
n = 1AnX2 + 1AcnX for some arbitrary X ∈ X
yields d(X1n, X2n) ≤ Yn. Doing so for every n yields the claim, since (X1, X2) can be
written as

n∈N 1An(X1n, X2n), which is the combination of elements in UYn we aimed
at. The fact that

n∈N 1AnYn > 0 follows from the locality of ≤.
To show that (UY )Y ∈L0,Y >0 is a local fundamental system of entourages, we first
easily note that ∆ is contained in every UY as d(X, X) = 0 < Y , since we index by
Y > 0 only. Property (U2) is fulfilled by construction and (U5) follows by symmetry
of d. To show Property (U3), let UY1 , UY2 ∈ U . By defining Ȳ = Y1 ∧ Y2 where ∧
denotes the essential infimum in L0, it holds that UȲ ⊆ UY1 ∩ UY2 . To prove Property
(U4), consider UY ∈ U . Defining V = UY/2 yields the property demanded in (U4).
Indeed, let (X, Y ), (Y, Z) ∈ V, thereby d(X, Y ) < Y/2 and d(Y, Z) ≤ Y/2. The triangle
inequality of d implies ϕ(X, Z) ≤ ϕ(X, Y )  ϕ(Y, Z) = Y/2 + Y/2 = Y , showing that
(X, Z) ∈ UY .
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A concept needed in the following is the sum using coefficients in N(F). The ob-
ject
N
K=0 has to be understood as follows. The expression N determines the par-
tition (An)n∈N via An = {N = n} for every n ∈ N and on An we count from











k=1 has to be understood with respect to

Definition 2.23. Let U be a local uniform structure on X and (Y, , ≤) a local
preordered monoid with neutral element θ ∈ Y. A local order premetric Φ is called
regular with respect to Y1, Y2 ∈ Y if it satisfies:
(P5) If (XN )N∈N(F) ⊆ X is a local sequence and
∀N ∈ N(F) : Y1 
N
K=0
Φ(XK+1, XK) ≤ Y2,
then (XN )N∈N(F) is asymptotic, that is
∀E ∈ U ∃NE ∈ N(F) ∀N ≥ NE : (XN+1, XN ) ∈ E .
Note that if (X , d) is an L0-metric module we always consider the local fundamental
system which is generated by all sets {(X, Y ) ∈ X × X : d(X, Y ) ≤ ε}, ε ∈ L0++, as in
Lemma 2.22.
Lemma 2.24. Let (X , d) be an L0-metric module. Then, a local sequence (XN )N∈N(F)
in X is asymptotic if and only if limN→∞ d(XN+1, XN ) = 0.
Proof. Recall, that limN→∞ d(XN+1, XN ) = 0 expresses: For every ε ∈ L0++, there
exists N0 ∈ N(F) such that for all N ≥ N0 it holds d(XN+1, XN ) ≤ ε. Hence, by
definition limN→∞ d(XN+1, XN ) = 0 implies that the local sequence is asymptotic.
Reversely, suppose the local sequence is asymptotic. Defining
A = ∨{B : 1Bd(XN+1, XN ) converges to 0},
it holds that 1Ad(XN+1, XN ) converges to zero. It holds that 1Cd(XN+1, XN ) ̸→ 0 for
all C ⊆ Ac, C ̸= ∅. Hence, there exists some ε ∈ L0++ such that d(XN+1, XN ) > ε
on Ac for sufficiently many N . Therefore, there does not exist NE for E = {(X, Y ) ∈
X × X : d(X, Y ) ≤ ε/2} which is needed for property (P5).
Suppose, Y is not only a monoid but also a group, that is for Y ̸= θ there exists an
inverse with respect to . For Y1 = θ, the regularity assumption is trivially fulfilled.
For Y1 ̸= θ it holds that Y1 
N
K=0 Φ(XK+1, XK) ≤ Y2 for all N ∈ N(F) if and
only if θ ≤
N
K=0 Φ(XK+1, xK) ≤ Y2  Y
−1
1 for all N ∈ N(F). Hence, it is enough
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to assume that the boundedness from above of
N
K=0 Φ(XK+1, XK) : N ∈ N(F)

implies that (XN )N∈N(F) is asymptotic. This is still possible if Y is not a group but
a local group, that is for every element Y for which there is no A ∈ F , P (A) > 0
such that 1AY + 1Acθ = θ, there exists an inverse. In that case, we can split the
regularity inequality to {Y1 = θ} and its complement and can argue separately by
locality. An example of a local group is L0 with the multiplication, since for every X
with P (X = 0) = 0 there is an inverse, namely 1/X.
2.3.2 Ekeland’s Theorem
For the remainder of this chapter, (X , d) denotes an L0-metric module, (Y, , ≤) a local
preordered monoid and Φ : X × X → Y a local order premetric.
Theorem 2.25. Let the following assumptions be satisfied:
(A1) The local function f : X → Y and Ỹ ∈ Y are such that
(i) Ỹ ≤ f(X) for all X ∈ X ;
(ii) Φ is regular with respect to Ỹ and f(X0) ∈ Y for X0 ∈ X ;
(iii) If (XN )N∈N(F) ⊆ X is a Cauchy sequence with
∀N ∈ N(F) : f(XN+1)  Φ(XN+1, XN ) ≤ f(XN ), (2.3)
then it converges to some X ∈ X .
(A2) If (XN )N∈N(F) ⊆ X converges to X ∈ X and satisfies (2.3), then it holds that
f(X)  Φ(X, XN ) ≤ f(XN ) for all N ∈ N(F).
Then, there exists X̄ ∈ X such that
(a) f(X̄)  Φ(X̄, X0) ≤ f(X0),
(b) if there is some X ∈ X , f(X)  Φ(X, X̄) ≤ f(X̄), then X = X̄.
Proof. We prove the assertion by verifying the assumptions of Theorem 2.10 for the
relation
X ′ ⪯ X :⇐⇒ f(X ′)  Φ(X ′, X) ≤ f(X),
which then in turn yields the desired result
First, we show that ⪯ is a local relation. To this end, consider a partition (An)n∈N
and families (X ′n)n∈N and (Xn)n∈N such that X ′n ⪯ Xn for all n ∈ N. Hence, it holds
that f(X ′n)  Φ(X ′n, Xn) ≤ f(Xn). Denote X =

n∈N 1AnXn and X ′ =

n∈N 1AnX ′n.
As  and ≤ are local operations, it follows that
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The relation ⪯ is reflexive, since ≤ is reflexive and Φ satisfies (P1) of Definition 2.18.
It is transitive due to (P3) of Definition 2.18, Property (Add) and the transitivity of ≤.
Indeed, let X ⪯ Y ⪯ Z that is f(X)  Φ(X, Y ) ≤ f(Y ) and f(Y )  Φ(Y, Z) ≤ f(Z).
Then
f(X)  Φ(X, Z) ≤ f(X)  (Φ(X, Y )  Φ(Y, Z)) = (f(X)  (Φ(X, Y ))  Φ(Y, Z)
≤ f(Y )  Φ(Y, Z) ≤ f(Z)
holds true, showing that X ⪯ Z.
The ⪯–completeness of X follows directly from (A1) subitem (iii). The lower closed-
ness is an immediate consequence of Assumption (A2). It remains to show that ⪯ is
regular. To this end, let (XN )N∈N(F) ⊆ X be such that XN+1 ⪯ XN for all N ∈ N(F),
that is
f(XN+1)  Φ(XN+1, XN ) ≤ f(XN ).
Therefore, it holds that
f(XN+1)  Φ(XN+1, XN )  Φ(XN , XN−1) ≤ f(XN )  Φ(XN , XN−1) ≤ f(XN−1).
Due to transitivity, it follows
f(XN+1)  Φ(XN+1, XN )  Φ(XN , XN−1) ≤ f(XN−1).




Φ(XK+1, XK) ≤ f(X0).




Φ(XK+1, XK) ≤ f(X0),
as a consequence of transitivity. Due to (A1) subitem (ii), Φ is regular with respect to
Ỹ, f(X0) ∈ Y, implying d(XN+1, XN ) → 0 and thereby showing regularity of ⪯.
Corollary 2.26. Let (X , d) be a complete L0-metric module and f : X → L0 a lower
semicontinuous local function with ess inf f ∈ L0. Let further ess inf f ≤ f(X0) ≤
ess inf f + ε, for ε ∈ L0++ and λ ∈ L0++. Then, there exists some X̄ such that
(i) f(X̄) ≤ f(X0);
(ii) d(X0, X̄) ≤ λ;
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(iii) for X ∈ X it holds that f(X) + (ε/λ)d(X, X̄) > f(X̄) on {X ̸= X̄}.
Proof. Define ϕ(X, Y ) = (ε/λ)d(X, Y ). Then by applying the previous theorem, to
Y = L0, we obtain X̄ ∈ X and a) and b) become:
(a) f(X̄) + (ε/λ)d(X̄, X0) ≤ f(X0),
(b) if there is some X ∈ X with f(X) + (ε/λ)d(X, X̄) ≤ f(X̄), then X = X̄.
Since d maps to L0+, (a) implies (i) and d(X̄, X0) ≤ (λ/ε)(f(X0) − f(X̄)). As f(X̄) ≤
f(X0) and f(X0) ≤ inf f + ε, it follows that f(X0) − f(X̄) ≤ ε which yields (ii).
To obtain (iii) from b), consider an arbitrary X and define AX = ∨{A : 1A(f(X) +
(ε/λ)d(X, X̄)) ≤ 1Af(X̄)}. Hence, it holds f(X) + (ε/λ)d(X, X̄) > f(X̄) on AcX . If
we apply b) on 1AX X + 1AcX X̄, it follows that 1AX X + 1AcX X̄ = X̄. This means that
1AX X = 1AX X̄, thereby AX ⊆ {X = X̄}. The fact that AX ⊇ {X = X̄} is obvious, so
it holds AX = {X = X̄} which yields the claim.
It remains to show that the previous theorem is applicable. The lower semiconti-
nuity of f implies (A2) and the completeness of (X , d) implies (A1)(iii). In (A2)(i),
we may choose Ȳ = ess inf f . Hence, it remains to show that d is regular with re-




≤ f(X0) for every
N ∈ N(F) implies limN→∞ d(XN+1, XN ) = 0. Indeed, assuming to the opposite that
(d(XN+1, XN ))N∈N(F) does not converge to 0 yields some N0 ∈ N(F), A ∈ F+ and
µ ∈ L0++ such that there exist sufficiently many k such that d(XN0+k+1, XN0+k) > µ
on A. Consequently,
N
K=1 d(XK+1, XK) > f(X0) on A for sufficiently large N , a
contradiction.
Remark 2.27. Note that it is not necessary to assume Y to be a (local) group. Thus,
Theorem 2.25 generalizes the result of [64] with respect to the image space Y, even if
we consider the trivial σ-algebra F = {∅, Ω}.
To verify that Property (A2) of Theorem 2.25 is fulfilled can be delicate. Hence, for
the deterministic setting in [64] a sufficient condition implying Property (A2) was given.
We follow this idea, adapted to our setting, below.
Definition 2.28. A local function f : X → Y is called lower monotone if, for each local
sequence (XN )N∈N(F) ⊆ X converging to X ∈ X and satisfying f(XN+1) ≤ f(XN ) for
all N ∈ N(F), the inequality f(X) ≤ f(XN ) holds true for all N ∈ N(F). A local order
premetric Φ : X × X → X is called lower monotone with respect to the first variable if,
for each X ′ ∈ X and each local sequence (XN )N∈N(F) ⊆ X converging to X ∈ X and
Y1, Y2 ∈ Y, the condition
∀N ∈ N(F) : Y1  Φ(XN , X ′) ≤ Y2
implies Y1  Φ(X, X ′) ≤ Y2.
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Lemma 2.29. Let (X , d) be an L0-metric module and (Y, , ≤) a local ordered monoid.
Let the local function f : X → Y be lower monotone and the local order premetric
Φ : X × X → Y be lower monotone with respect to the first variable. Then, (A2) of
Theorem 2.25 is satisfied.
Proof. Consider a local sequence (XN )N∈N(F) ⊆ X converging to X ∈ X such that
∀N ∈ N(F) : f(XN+1)  Φ(XN+1, XN ) ≤ f(XN ). (2.4)
Since θ ≤ Φ(XN+1, XN ), it follows that
f(XN+1) = f(XN+1)  θ ≤ f(XN+1)  Φ(XN+1, XN ) ≤ f(XN ),
which yields f(XN+1) ≤ f(XN ) for all N ∈ N(F), because ≤ is transitive. The lower
monotonicity of f implies f(X) ≤ f(XN ) for all N ∈ N(F).
Applying (2.4) twice, we obtain
f(XN ) ≥ f(XN+1)  Φ(XN+1, XN ) ≥ (f(XN+2)  Φ(XN+2, XN+1))  Φ(XN+1, XN )
= f(XN+2)  (Φ(XN+2, XN+1)  Φ(XN+1, XN )) ≥ f(XN+2)  Φ(XN+2, XN ),
where we used the triangle inequality for Φ and Property (Add) of . By induction,
we deduce that f(XN ) ≥ f(XN+k)  Φ(XN+k, XN ) for any N ∈ N(F), k ∈ N. Due
to locality of , ≤, f and Φ, it also follows that f(XN ) ≥ f(XN̄ )  Φ(XN̄ , XN ) for any
N̄ ≥ N . Hence, fixing N0 ∈ N(F), for N ≥ N0, we obtain that
f(X)  Φ(XN , XN0) ≤ f(XN )  Φ(XN , XN0) ≤ f(XN0).
Define the local sequence (ZN )N∈N(F) by ZN := 1{N≥N0}XN +1{N<N0}XN0 . Since also
ZN → X, it follows that
f(X)  Φ(ZN , ZN0) ≤ f(ZN0),
for all N ∈ N(F). Thus, the lower monotonicity of Φ implies
f(X)  Φ(X, XN0) ≤ f(XN0),
where we used ZN0 = XN0 . This holds for any N0 which is what we aimed at.
Theorem 2.25 applies to local functions, so in particular to local set-valued functions
to obtain Ekeland type theorems for local set-valued maps. As a preparation, we show
how to transfer the concepts from elements to sets.
Definition 2.30. Let (Y, , ≤) be a local preordered monoid. We can extend this
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structure to (S(Y), , ⪯) by defining for M1, M2 ∈ S(Y) :
M1  M2 := {M1  M2 : M1 ∈ M1, M2 ∈ M2},
M1 ⪯ M2 if for every M2 ∈ M2 there is M1 ∈ M1 with M1 ≤ M2.
Lemma 2.31. Let (Y, , ≤) be a local preordered monoid with neutral element θ ∈ Y.
Then, (S(Y), ,≼) is a local preordered monoid as well with neutral element {θ}.
Proof. The first thing to verify is  : S(X )×S(X ) → S(X ) being a local function. Note
to this end that M1M2 ∈ S(X ). Indeed, consider a partition (An)n∈N and a sequence
(M1n  M2n)n∈N ∈ M1  M2. Since  is local, it follows that

n∈N 1An(M1n  M2n) =
(

n∈N 1AnM1n)  (

n∈N 1AnM2n). The latter is an element in M1  M2, since M1
and M2 are σ-stable. Now consider a partition (An)n∈N and sequences (M1n)n∈N and
(M2n)n∈N. It holds that
n∈N
1An(M1n  M2n) =

n∈N
1An{M1n  M2n : M1n ∈ M1n, M2n ∈ M2n}
=




















where we used locality of .
Next, we show that ⪯ is a local relation. Consider a partition (An)n∈N and sequences
(M1n)n∈N and (M2n)n∈N such that M1n ⪯ M2n for any n ∈ N. That is, for any M2n ∈ M2n





n∈N 1AnM2n which are both in S(X ). Pick M2 ∈ M2 which has to be of the
form M2 =

n∈N 1AnM2n for some (M2n)n∈N, M2n ∈ M2n for all n ∈ N. Choosing the
corresponding M1n as above and using the locality of ≤ yields M1 :=

n∈N 1AnM1n ≤
n∈N 1AnM2n = M2, where M1 ∈ M1. Thus, M1 ⪯ M2 which shows that ⪯ is local.
Clearly ⪯ is transitive and reflexive. Moreover, {θ} is the neutral element of . To
show the Property (Add), consider M1 ⪯ M2, some M ∈ S(X ) and an arbitrary P ∈
M2 M. There exists M2 ∈ M2 and M ∈ M with P = M2 M . As M1 ⪯ M2, there
exists M1 ∈ M1 with M1 ≤ M2. By (Add) of , it follows that M1M ≤ M2M = P .
As M1  M ∈ M1, we showed M1  M ⪯ M2  M.
2.3.3 Kirk-Caristi Fixed Point Theorem
The Kirk-Caristi fixed point theorem in a deterministic setting was proven by Caristi
and Kirk (compare [60]). It states that on a complete metric space (X, d) a lower
semicontinuous function T : X → R ∪ {∞}, with inf f ∈ R, and fulfilling d(x, T (x)) ≤
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f(x) − f(T (x)) has a fixed point.
We consider a local set-valued map T : X → S(X ). Recall the definitions of a fixed
point and an invariant point of T given in Definition 2.9.
Corollary 2.32. Let the assumptions of Theorem 2.25 be in force. If, additionally, the
map T : X → S(X ) satisfies the condition
∀X ∈ X , ∃X ′ ∈ T (X) : f(X ′)  Φ(X ′, X) ≤ f(X), (WC)
then T has a fixed point.
If the map T : X → S(X ) satisfies
∀X ∈ X , ∀X ′ ∈ T (X) : f(X ′)  Φ(X ′, X) ≤ f(X), (SC)
then T has an invariant point.
Proof. By Theorem 2.25, there is X̄ ∈ X such that
f(X)  Φ(X, X̄) ≤ f(X̄) =⇒ X = X̄.
Hence, X̄ is the only point X ′ which satisfies (WC) or (SC) and thereby X̄ ∈ T (X̄) or
T (X̄) = {X̄}, respectively, which proves the corollary.
Conversely, Theorem 2.25 may also be proven using the fixed point result above.
Indeed, assume that (b) of Theorem 2.25 does not hold, that is
∀X ∈ X , ∃X ′ ̸= X : f(X ′)  Φ(X ′, X) ≤ f(X).
The map T : X → S(X ) satisfies (SC) and has no invariant point, meaning the assertions
of Corollary 2.32 can not hold. In this sense, the two corollaries are equivalent.
We again give the particular case of the L0-version of the Kirk-Caristi fixed point
theorem.
Corollary 2.33. Let (X , d) a complete L0-metric module and f : X → L0, ess inf f ∈
L0, a lower semicontinuous function fulfilling
∀X ∈ X , ∃X ′ ∈ X : f(X ′) + d(X ′, X) ≤ f(X).
Then f has a fixed point.
Proof. The proof is a consequence of plugging ϕ = d and Y = L0 into the previous
theorem.
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2.3.4 Takahashi’s Minimization Theorem
Takahashi’s minimization theorem [68] deals with lower semicontionuous functions f :
X → R ∪ {+∞} on a complete metric space (X, d) for which holds inf f ∈ R. If for
each y ∈ X with inf f < f(y) there exists x ∈ X with x ̸= y and f(x) + d(x, y) ≤ d(y),
then there exists x0 ∈ X with f(x0) = inf f , that is there is a minimizer of f in X. Its
equivalence to Ekeland’s variational principle has been observed in [65] and [58]. We
will prove a transfer of this minimization theorem to the L0-setting.
Definition 2.34. The set min Y := {Y ∈ Y : ∀X ∈ Y with X ≤ Y it follows Y ≤ X}
denotes the set of minimal elements.
The set min Y is in S(Y). Indeed, consider a partition (An)n∈N and (Yn)n∈N ⊆ min Y.
Then, for X ≤

n∈N 1AnYn it holds that 1AnX + 1AcnYn ≤ Yn for all n ∈ N. This
implies Yn ≤ 1AnX + 1AcnY for all n ∈ N and thereby

n∈N 1AnYn ≤ X. This shows
that

n∈N 1AnYn ∈ min Y.
Corollary 2.35. Let the assumptions of Theorem 2.25 be fulfilled. Assume in addition
that
X1, X2 ∈ X , f(X1) ≤ f(X2), f(X2) ̸≤ f(X1)
implies
∃X3 ∈ X : X3 ̸= X2, f(X3)  Φ(X3, X2) ≤ f(X2).
Then, there exists X̄ ∈ X such that f(X̄) ∈ min f(X ).
Proof. By Theorem 2.25, there is X̄ ∈ X such that
f(X)  Φ(X, X̄) ≤ f(X̄) =⇒ X = X̄. (2.5)
Suppose that f(X̄) /∈ min f(X ). Then, there exists W ∈ X such that f(W ) ≤ f(X̄)
but f(X̄) ̸≤ f(W ). By the additional assumption, there is some X3 ̸= X̄ with f(X3) 
Φ(X3, X̄) ≤ f(X̄). This contradicts (2.5).
Corollary 2.36. Let (X , d) be a complete L0-metric module and f : X → L0 a local,
lower semicontinuous function, with ess inf f ∈ L0. If for each Y ∈ X with ess inf f <
f(Y ) there exists X ∈ X with X ̸= Y and f(X) + d(X, Y ) ≤ d(Y ), then there exists
X0 ∈ X with f(X0) = ess inf f .
Proof. Again, setting ϕ = d and Y = L0 within the previous theorem yields the claim.
Suppose now that Φ is symmetric meaning Φ(X, Y ) = Φ(Y, X) for all X, Y ∈ X . In
this case, Theorem 2.25 can be proven using Corollary 2.35. Indeed, assume that (b) of
Theorem 2.25 does not hold, that is for every X ∈ X there exists some X ′ ̸= X such
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that f(X ′)Φ(X ′, X) ≤ f(X). Let X̄ ∈ X such that f(X̄) ∈ min f(X ), that is X ∈ X ,
f(X) ≤ f(X̄) implies that f(X̄) ≤ f(X). An X̄ with these properties does exist by
Corollary 2.35. By assumption, there is also X̄ ′ ∈ X such that f(X̄ ′)Φ(X̄ ′, X̄) ≤ f(X̄).
From θ ≤ Φ(X̄ ′, X̄), we obtain f(X̄ ′) ≤ f(X̄ ′)Φ(X̄ ′, X̄). The transitivity of ≤ implies
f(X̄ ′) ≤ f(X̄) and therefore the minimality of f(X̄) gives f(X̄) ≤ f(X̄ ′). Using this
and symmetry of Φ, we conclude
f(X̄)  Φ(X̄, X̄ ′) = f(X̄)  Φ(X̄ ′, X̄) ≤ f(X̄ ′)  Φ(X̄ ′, X̄) ≤ f(X̄) ≤ f(X̄ ′).
Since the corresponding ⪯ is antisymmetric (this is due to the regularity of Φ, compare
Lemma 2.8), it holds that X̄ ′ = X̄, a contradiction.
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3 Brouwer Fixed Point Theorem in
(L0)d
In this part of the thesis we examine a further application of L0-theory. It corresponds
to the paper “Brouwer fixed point theorem in (L0)d” by Drapeau, Karliczek, Kupper,
and Streckfuß [32]. We establish a translation of the Brouwer fixed point theorem to
functions in (L0)d. We define a simplex in that context and prove that every local,
sequentially continuous function has a fixed point. To do so, we first prove a result
similar to Sperner’s lemma. From the measurable structure of the problem, it turns
out that we have to work with local, measurable labeling functions. To cope with
this difficulty and to maintain certain uniform properties, we subdivide the conditional
simplex barycentrically. We then prove the existence of a measurable completely labeled
conditional simplex, contained in the original one, which turns out to be a suitable σ-
combination of elements of the barycentric subdivision along a partition of Ω. Thus, we
can construct a sequence of conditional simplexes converging to an element. We then
show that this element has to be a fixed point which is measurable by construction.
With the fixed point result for conditional simplexes at hand, we can prove the theorem
also for arbitrary closed L0-convex sets.
This chapter is organized as follows. In the first section, we present the basic concepts
concerning (L0)d as an L0-module. We define conditional simplexes and examine their
basic properties. In the second section, we define measurable labeling functions and
show the Brouwer fixed point theorem for conditional simplexes via a construction in
the spirit of Sperner’s lemma. In the third section, we show a fixed point result for
L0-convex, bounded and sequentially closed sets in (L0)d. With this result at hand, we
present the topological implications known from the real-valued case. On the one hand,
we show the impossibility of contracting a ball to a sphere in (L0)d and on the other
hand, prove an intermediate value theorem in L0.
3.1 Conditional Simplex
For a probability space (Ω, A, P ), let L0 = L0(Ω, A, P ). Recall, that for X, Y ∈ L0,
the relations X ≥ Y and X > Y have to be understood P -almost surely. The set L0
with the P -almost everywhere order is a lattice ordered ring and for a nonempty subset
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C ⊆ L0 we denote the least upper bound by ess sup C and the greatest lower bound
by ess inf C, respectively (compare [24]). For m ∈ R, we denote the constant random
variable m1Ω by m. The set of random variables with values in a set M ⊆ R is denoted
by M(A). For example, {1, . . . , r}(A) is the set of A-measurable functions with values in
{1, . . . , r} ⊆ N, [0, 1](A) = {Z ∈ L0 : 0 ≤ Z ≤ 1} and (0, 1)(A) = {Z ∈ L0 : 0 < Z < 1}.
The convex hull of X1, . . . , XN ∈ (L0)d, N ∈ N, is defined as










An element Y =
N
i=1 λiXi such that λi > 0 for all i ∈ I ⊆ {1, . . . , N} is called a strict
convex combination of {Xi : i ∈ I}. Moreover, a set C ⊆ (L0)d is said to be L0-convex
if for any X, Y ∈ C and λ ∈ [0, 1](A) it holds that λX + (1 − λ)Y ∈ C.
For X , Y ⊆ (L0)d, we call a function f : X → Y sequentially continuous if for every
sequence (Xn)n∈N in X converging to X ∈ X P -almost-surely it holds that f(Xn)
converges to f(X) P -almost surely. Further, the L0-scalar product and L0-norm on
(L0)d are defined as
⟨X, Y ⟩ =
d
i=1
XiYi and ∥X∥ = ⟨X, X⟩
1
2 .
We call C ⊆ (L0)d bounded if ess supX∈C ∥X∥ ∈ L0 and sequentially closed if it contains
all P -almost sure limits of sequences in C. Further, the diameter of C ⊆ (L0)d is defined
as diam(C) = ess supX,Y ∈C ∥X − Y ∥.
Definition 3.1. Elements X1, . . . , XN of (L0)d, N ∈ N, are said to be affinely inde-
pendent if either N = 1 or N > 1 and {Xi − XN }N−1i=1 are linearly independent, that is
N−1
i=1
λi(Xi − XN ) = 0 implies λ1 = · · · = λN−1 = 0, (3.1)
where λ1, . . . , λN−1 ∈ L0.
The definition of affine independence is equivalent to
N
i=1
λiXi = 0 and
N
i=1
λi = 0 implies λ1 = · · · = λN = 0. (3.2)
Indeed, first we show that (3.1) implies (3.2). Let
N
i=1 λiXi = 0 and
N
i=1 λi = 0.
Then
N−1
i=1 λi(Xi −XN ) = λN XN +
N−1
i=1 λiXi = 0. By assumption (3.1), λ1 = · · · =
λN−1 = 0, thus also λN = 0. To see that (3.2) implies (3.1), let
N−1
i=1 λi(Xi −XN ) = 0.
With λN = −
N−1
i=1 λi, it holds
N







XN ) = 0. By assumption (3.2), λ1 = · · · = λN = 0.
Remark 3.2. We observe that if (Xi)Ni=1 ⊆ (L0)d are affinely independent, then (λXi)Ni=1
for λ ∈ L0++ and (Xi + Y )Ni=1 for Y ∈ (L0)d are affinely independent. Moreover, if
a family X1, . . . , XN is affinely independent, then also 1BX1, . . . , 1BXN are affinely
independent on B ∈ A+, which means from
N
i=1 1BλiXi = 0 and
N
i=1 1Bλi = 0 it
always follows that 1Bλi = 0 for all i = 1, . . . , N .
Definition 3.3. A conditional simplex in (L0)d is a set of the form
S = conv(X1, . . . , XN )
such that X1, . . . , XN ∈ (L0)d are affinely independent. We call N ∈ N the dimension
of S.
Remark 3.4. In a conditional simplex S = conv(X1, . . . , XN ), the coefficients of convex
















i=1(λi − µi)Xi = 0 and
N
i=1(λi − µi) = 0, it follows from (3.2) that
λi − µi = 0 for all i = 1, . . . , N .
Remark 3.5. Note that the present setting - L0-modules and the sequential P -almost
sure convergence - is of local nature. This is, for instance, not the case for subsets of
Lp or the convergence in the Lp-norm for 1 ≤ p < ∞. First, Lp is not closed under
multiplication and hence neither a ring nor a module over itself, so that we cannot even
speak about affine independence. Second, it is in general not a σ-stable subspace of L0.
However, for a conditional simplex S = conv(X1, . . . , XN ) in (L0)d such that any Xk
is in (Lp)d, it holds that S is uniformly bounded by N supk=1,...,N ∥Xk∥ ∈ Lp. This
uniform boundedness yields that any P -almost sure converging sequence in S is also
converging in the Lp-norm for 1 ≤ p < ∞ due to the dominated convergence theorem.
This shows how one can translate results from L0 to Lp.
Since a conditional simplex is a convex hull of finitely many element, it is in particular
σ-stable. In contrast to a simplex in Rd, the representation of S as a convex hull of
affinely independent elements is unique but up to σ-stability.
Proposition 3.6. Let (Xi)Ni=1 and (Yi)Ni=1 be families in (L0)d with σ(X1, . . . , XN ) =
σ(Y1, . . . , YN ). Then conv(X1, . . . , XN ) = conv(Y1, . . . , YN ). Moreover, (Xi)Ni=1 are
affinely independent if and only if (Yi)Ni=1 are affinely independent.
If S is a conditional simplex such that S = conv(X1, . . . , XN ) = conv(Y1, . . . , YN ),
then it holds that σ(X1, . . . , XN ) = σ(Y1, . . . , YN ).
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Proof. Suppose σ(X1, . . . , XN ) = σ(Y1, . . . , YN ). For i = 1, . . . , N , it holds that
Xi ∈ σ(X1, . . . , XN ) = σ(Y1, . . . , YN ) ⊆ conv(Y1, . . . , YN ).
Therefore, conv(X1, . . . , XN ) ⊆ conv(Y1, . . . , YN ) and the reverse inclusion holds anal-
ogously.
Now, let (Xi)Ni=1 be affinely independent and σ(X1, . . . , XN ) = σ(Y1, . . . , YN ). We
want to show that (Yi)Ni=1 are affinely independent. To that end, we define the affine
hull










First, let Z1, . . . , ZM ∈ (L0)d, M ∈ N, such that σ(X1, . . . , XN ) = σ(Z1, . . . , ZM ).
We show that if 1A aff(X1, . . . , XN ) ⊆ 1A aff(Z1, . . . , ZM ) for A ∈ A+ and X1, . . . , XN
are affinely independent then M ≥ N . Since Xi ∈ σ(X1, . . . , XN ) = σ(Z1, . . . , ZM ) ⊆
aff(Z1, . . . , ZM ), we have aff(X1, . . . , XN ) ⊆ aff(Z1, . . . , ZM ). Further, it holds that
X1 =
M
i=1 1B1i Zi for a partition (B
1
i )Mi=1 and hence there exists at least one B1k1 such
that A1k1 := B
1
k1







aff(X1, . . . , XN ) ⊆ 1A1
k1
aff(Z1, . . . , ZM ) = 1A1
k1
aff({X1, Z1, . . . , ZM } \ {Zk1}).
For X2 =
M
i=1 1A2i Zi, we find a set A
2
k such that A2k2 = A
2
k ∩ A1k1 ∈ A+, 1A2k2 X2 =
1A2
k2
Zk2 and k1 ̸= k2. Assume to the contrary k2 = k1, then there exists a set B ∈ A+
such that 1BX1 = 1BX2, which is a contradiction to the affine independence of (Xi)Ni=1.
Hence, we can again substitute Zk2 by X2 on A2k2 . Inductively, we find k1, . . . , kN such
that
1AkN aff(X1, . . . , XN ) ⊆ 1AkN aff({X1, . . . , XN , Z1, . . . , ZM } \ {Zk1 , . . . ZkN })
which shows M ≥ N . Now suppose that Y1, . . . , YN are not affinely independent. This




i=1 λi = 0 but not all coefficients






and it holds that 1A aff(Y1, . . . , YN ) = 1A aff(Y2, . . . , YN ). To see this, consider 1AZ =
1A
N
i=1 µiYi ∈ 1A aff(Y1, . . . , YN ), which means 1A
N























































Hence, 1AZ ∈ 1A aff(Y2, . . . , YN ). It follows that
1A aff(X1, . . . , XN ) = 1A aff(Y1, . . . , YN ) = 1A aff(Y2, . . . , YN ).
This is a contradiction to the former part of the proof (because N − 1 ̸≥ N).
Next, we show that in a conditional simplex S = conv(X1, . . . , XN ) it holds that
X ∈ σ(X1, . . . , XN ) if and only if there do not exist Y and Z in S\{X} and λ ∈ (0, 1)(A)
such that λY +(1−λ)Z = X. Consider X ∈ σ(X1, . . . , XN ) which is X =
N
k=1 1Ak Xk





k=1 µkXk in S \ {X} such that X = λY + (1 − λ)Z. This means that
X =
N
k=1(λλk + (1 − λ)µk)Xk. Due to uniqueness of the coefficients (compare (3.3))
in a conditional simplex, we have λλk + (1 − λ)µk = 1Ak for all k = 1 . . . , N . By means
of 0 < λ < 1, it holds that λλk + (1 − λ)µk = 1Ak if and only if λk = µk = 1Ak . Since
the last equality holds for all k, it follows that Y = Z = X. Therefore, we cannot find
Y and Z in S \ {X} such that X is a strict convex combination of them. Reversely,
consider X ∈ S such that X /∈ σ(X1, . . . , XN ). This means X =
N
k=1 νkXk such
that there exist νk1 and νk2 and B ∈ A+ with 0 < νk1 < 1 on B and 0 < νk2 < 1
on B. Define ε := ess inf{νk1 , νk2 , 1 − νk1 , 1 − νk2}. Then define µk = λk = νk if
k1 ̸= k ̸= k2 and λk1 = νk1 − ε, λk2 = νk2 + ε, µk1 = νk1 + ε and µk2 = νk2 − ε. Thus,
Y =
N
k=1 λkXk and Z =
N
k=1 µkXk fulfill 0.5Y +0.5Z = X but both are not equal to
X by construction. Hence, X can be written as a strict convex combination of elements
in S \ {X}. To conclude, consider X ∈ σ(X1, . . . , XN ) ⊆ S = conv(X1, . . . , XN ) =
conv(Y1, . . . , YN ). Since X ∈ σ(X1, . . . , XN ), it is not a strict convex combination of
elements in S \ {X}, in particular, of elements in conv(Y1, . . . , YN ) \ {X}. Therefore,
X is also in σ(Y1, . . . , YN ). Hence, σ(X1, . . . , XN ) ⊆ σ(Y1, . . . , YN ). With the same
argumentation, the other inclusion follows.
As an example, let us consider [0, 1](A). For an arbitrary A ∈ A, it holds that 1A
and 1Ac are affinely independent and conv(1A, 1Ac) = {λ1A + (1 − λ)1Ac : 0 ≤ λ ≤
1} = [0, 1](A). Thus, the conditional simplex [0, 1](A) can be written as a convex
combination of different affinely independent elements of L0. This is due to the fact
that σ(0, 1) = {1B : B ∈ A} = σ(1A, 1Ac) for all A ∈ A.
Remark 3.7. In (L0)d, let ei be the random variable which is 1 in the ith component
and 0 in any other. Then the family 0, e1, . . . , ed is affinely independent and (L0)d =
aff(0, e1, . . . , ed). Hence, the maximal number of affinely independent elements in (L0)d
is d + 1.
The characterization of X ∈ σ(X1, . . . , XN ) leads to the following definition.
Definition 3.8. Let S = conv(X1, . . . , XN ) be a conditional simplex. We define the
set of extremal points ext(S) = σ(X1, . . . , XN ). For an index set I and a collection
S = (Si)i∈I of conditional simplexes, we denote ext(S ) = σ(∪i∈I ext(Si)).
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Remark 3.9. Let Sj = conv(Xj1 , . . . , X
j
N ), j ∈ N, be conditional simplexes of the
same dimension N and (Aj)j∈N a partition. Then

j∈N 1Aj Sj is again a conditional






j∈N 1Aj Sj =






















1Aj Sj , (3.4)
shows conv(Y1, . . . , YN ) ⊆










k. To show that Y1, . . . , YN are affinely
independent, we consider
N
k=1 λkYk = 0 =
N





k = 0 and since Sj is a conditional simplex, 1Aj λk = 0 for all j ∈ N and
k = 1, . . . , N . From the fact that (Aj)j∈N is a partition, it follows that λk = 0 for all
k = 1, . . . , N .
We will prove the Brouwer fixed point theorem in the present setting using an L0-
module version of Sperner’s lemma. As in the unconditional case, we have to subdivide
a conditional simplex into smaller ones. For our argumentation, we cannot use arbitrary
subdivisions and need very special properties of the conditional simplexes in which we
subdivide. This leads to the following definition.
Definition 3.10. Let S = conv(X1, . . . , XN ) be a conditional simplex and SN be the






Xπ(i), k = 1, . . . , N,
Cπ = conv (Y π1 , . . . , Y πN ) .
We call (Cπ)π∈SN the barycentric subdivision of S.
Lemma 3.11. Let the elements X1, . . . , XN ∈ (L0)d be affinely independent and S =
conv(X1, . . . , XN ). The barycentric subdivision of S is a collection of finitely many
conditional simplexes satisfying the following properties
(i) σ(

π∈SN Cπ) = S.
(ii) Cπ has dimension N , π ∈ SN.
(iii) Cπ ∩ Cπ is a conditional simplex of dimension r ∈ N and r < N for π, π ∈ SN,
π ̸= π.
(iv) For s = 1, . . . , N − 1, let Bs := conv(X1, . . . , Xs). All conditional simplexes
Cπ ∩ Bs, π ∈ SN, of dimension s subdivide Bs barycentrically.
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3.1 Conditional Simplex
Proof. We show the affine independence of Y π1 , . . . , Y πN in Cπ. It holds that
λπ(1)Xπ(1) + λπ(2)
Xπ(1) + Xπ(2)
















i=1 λi, the affine independence of
Y π1 , . . . , Y
π
N is obtained by the affine independence of X1, . . . , XN . Therefore all Cπ
are conditional simplexes.
As for Condition (i), it clearly holds that σ(∪π∈SNCπ) ⊆ S. Reversely, let X =N
i=1 λiXi ∈ S. Then we find a partition (An)n=1,...,M , for some M ∈ N, such that on
every An the indexes are completely ordered, which is λin1 ≥ λin2 ≥ · · · ≥ λinN on An.
1
This means that X ∈ 1AnCπn with πn(j) = inj . Indeed, we can rewrite X on An as
X = (λin1 − λin2 )Xin1 + · · · + (N − 1)(λinN−1 − λinN )
N−1
k=1 Xink







which shows that X ∈ Cπn on An. Condition (ii) is fulfilled by construction.
The intersection of two conditional simplexes Cπ and Cπ can be expressed in the fol-
lowing manner. Let J = {j : {π(1), . . . , π(j)} = {π(1), . . . , π(j)}} be the set of indexes
up to which both π and π have the same set of images. Then
Cπ ∩ Cπ = conv

Y πj : j ∈ J

. (3.5)
To show ⊇, let j ∈ J . It holds that Y πj is in both Cπ and Cπ since {π(1), . . . , π(j)} =
{π(1), . . . , π(j)}. Since the intersection of L0-convex sets is L0-convex, we get this
inclusion. As for the reverse inclusion, consider X ∈ Cπ ∩ Cπ. From X ∈ Cπ ∩ Cπ̄, it












i ). Consider j ̸∈ J . By
definition of J , there exist p, q ≤ j with π−1(π(p)), π−1(π(q)) ̸∈ {1, . . . , j}. By (3.3),




















































which is only possible if µj = λj = 0 since p, q ≤ j. Furthermore, if Cπ ∩ Cπ is of
dimension N , by (3.5) it follows that π = π. This shows (iii).
Further, for Bs = conv(X1, . . . , Xs), the elements Cπ′ ∩ Bs of dimension s are exactly
the ones with {π′(i) : i = 1, . . . , s} = {1, . . . , s}. To this end, let Cπ′ ∩Bs be of dimension
1 Let Bπ := {ω : λπ(1)(ω) ≥ λπ(2)(ω) ≥ · · · ≥ λπ(N)(ω)}, π ∈ SN . This finite collection of measurable
sets fulfills P (∪π∈SN Bπ) = 1. We can construct a partition (An)n=1,...,M such that An ⊆ Bπn for
some πn ∈ SN and for all n = 1, . . . , M . Such a partition fulfills the required property.
83
3 Brouwer Fixed Point Theorem in (L0)d
s. This means there exists an element Y in this intersection such that Y =
N
i=1 λiXi
with λi > 0 for all i = 1, . . . , s and λi = 0 for i > s. As an element of Cπ′ , this Y has a








k=1 µk = 1 and µk ∈ L0+ for
every k = 1, . . . , N . Suppose now that there exists some j0 ≤ s with π′(j0) > s. Then
due to λπ′(j0) = 0 and the uniqueness of the coefficients (compare (3.3)) in a conditional















k )Xπ′(j) and hence Y is the convex combination of j0 − 1
elements with j0 − 1 < s. This contradicts the property that λi > 0 for s elements.
Therefore, (Cπ′ ∩ Bs)π′ is exactly the barycentric subdivision of Bs, which has been
shown to fulfill the properties (i)-(iii).
Subdividing a conditional simplex S = conv(X1, . . . , XN ) barycentrically we obtain
(Cπ)π∈SN . Dividing every Cπ barycentrically results in a new collection of conditional
simplexes and we call this the two-fold barycentric subdivision of S. Inductively, we
can subdivide every conditional simplex of the (m − 1)th step barycentrically and call
the resulting collection of conditional simplexes the m-fold barycentric subdivision of S
and denote it by S m. Further, we define ext(S m) = σ({ext(C) : C ∈ S m}) to be the
σ-stable hull of all extremal points of the conditional simplexes of the m-fold barycentric
subdivision of S. Notice that this is the σ-stable hull of only finitely many elements,
since there are only finitely many simplexes in the subdivision, each of which is the
convex hull of N elements.
Remark 3.12. Consider an arbitrary Cπ = conv(Y π1 , . . . , Y πN ), π ∈ SN in the barycentric
subdivision of a conditional simplex S. Then it holds that
diam(Cπ) = ess sup
i,j=1,...,N
Y πi − Y πj  ≤ N − 1N diam(S).
Since this holds for any π ∈ SN , it follows that the diameter of Sm, which is an arbitrary
conditional simplex of the m-fold barycentric subdivision of S, fulfills diam(Sm) ≤
N−1
N
m diam(S). Since diam(S) < ∞ and N−1N m → 0, for m → ∞, it follows that
diam(Sm) → 0, for m → ∞ for every sequence (Sm)m∈N.
3.2 Brouwer Fixed Point Theorem for Conditional
Simplexes
Definition 3.13. Let S = conv(X1, . . . , XN ) be a conditional simplex, m-fold barycen-
trically subdivided in S m. A local function ϕ : ext(S m) → {1, . . . , N}(A) is called a
labeling function of S. For fixed X1, . . . , XN ∈ ext(S) with S = conv(X1, . . . , XN ), the
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labeling function is called proper if for any Y ∈ ext(S m) it holds that
P ({ω : ϕ(Y )(ω) = i, λi(ω) = 0}) = 0,
for i = 1, . . . , N , where Y =
N
i=1 λiXi. A conditional simplex C = conv(Y1, . . . , YN ) ⊆
S, with Yj ∈ ext(S m), j = 1, . . . , N , is said to be completely labeled by ϕ if ϕ is a
proper labeling function of S and
P ({ω : there exists j ∈ {1, . . . , N}, ϕ(Yj)(ω) = i}) = 1
for all i ∈ {1, . . . , N}.
Lemma 3.14. Let S = conv(X1, . . . , XN ) be a conditional simplex and f : S → S be a
local function. Let ϕ : ext(S m) → {0, . . . , N}(A) be a local function such that for every
X ∈ ext(S m) it holds that
(i) P ({ω : ϕ(X)(ω) = i; λi(ω) = 0 or µi(ω) > λi(ω)}) = 0 for all i = 1, . . . , N ,
(ii) P ({ω : ϕ(X)(ω) = 0, there exists i ∈ {1, . . . , N}, λi(ω) > 0, λi(ω) ≥ µi(ω)}) = 0,
where (λi)i=1,...,N and (µi)i=1,...,N are determined by X =
N
i=1 λiXi and f(X) =N
i=1 µiXi. Then ϕ is a proper labeling function.
Moreover, the set of functions fulfilling these properties is nonempty.
Proof. First we show that ϕ is a labeling function. Since ϕ is local, we just have to
prove that ϕ actually maps into {1, . . . , N}. Due to (ii), we have to show that
P ({ω : there exists i ∈ {1, . . . , N}, λi(ω) ≥ µi(ω), λi(ω) > 0}) = 1.
Assume, to the contrary, that µi > λi on A ∈ A+ for all λi with λi > 0 on A.




i=1 µi1{µi>0} = 1 on A, which yields a
contradiction. Thus, ϕ is a labeling function. Moreover, due to (i), it holds in particular
that P ({ω : ϕ(X)(ω) = i, λi(ω) = 0}) = 0, which shows that ϕ is proper.
To prove the existence for X ∈ ext(S m) with X =
N
i=1 λiXi, f(X) =
N
i=1 µi, let
Bi := {ω : λi(ω) > 0} ∩ {ω : λi(ω) ≥ µi(ω)}, i = 1, . . . , N . Then we define the function
ϕ at X as {ω : ϕ(X)(ω) = i} = Bi \ (
i−1
k=1 Bk), i = 1, . . . , N . It has been shown that ϕ
maps to {1, . . . , N}(A) and is proper. It remains to show that ϕ is local. To this end,
consider X =









i Xi. Due to









i . Therefore it holds that Bi =
j∈N

{ω : λji (ω) > 0} ∩ {ω : λ
j
i (ω) ≥ µ
j






i ∩Aj). Hence, ϕ(X) = i
on Bi\(
i−1
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Reversely, we see that










k) ∩ Aj . Thus,

j∈N 1Aj ϕ(Xj) = ϕ(

j∈N 1Aj Xj), which shows
that ϕ is local.
The reason to demand locality of a labeling function is exactly because we want to
label by the function ϕ mentioned in the existence proof of Lemma 3.14 and hence
keep local information with it. For example, consider a conditional simplex S =
conv(X1, X2, X3, X4) and Ω = {ω1, ω2}. Let Y ∈ ext(S ) be given by Y = 13
3
i=1 Xi.












If we label Y by the rule explained in Lemma 3.14, ϕ takes the values ϕ(Y )(ω1) ∈ {1, 2}
and ϕ(Y )(ω2) = 3. Therefore, we can really distinguish on which sets λi ≥ µi. Yet,
using a deterministic labeling of Y , we would lose this information.
Theorem 3.15. Let S = conv(X1, . . . , XN ) be a conditional simplex in (L0)d. Let
f : S → S be a local, sequentially continuous function. Then there exists Y ∈ S such
that f(Y ) = Y .
Proof. We consider the barycentric subdivision (Cπ)π∈SN of S and a proper labeling
function ϕ on ext(S ). First, we show that we can find a completely labeled conditional
simplex in S. By induction on the dimension of S = conv(X1, . . . , XN ), we show that
there exists a partition (Ak)k=1,...,K such that on any Ak there is an odd number of
completely labeled Cπ. The case N = 1 is clear since a point can be labeled with the
constant index 1 only.
Suppose that the case N − 1 is proven. Since the number of Y πi of the barycentric
subdivision is finite and ϕ can only take finitely many values, it holds for all V ∈
(Y πi )i=1,...,N,π∈SN that there exists a partition (AVk )k=1,...,K , K < ∞, where ϕ(V ) is
constant on any AVk . Therefore, we find a partition (Ak)k=1,...,K such that ϕ(V ) on Ak
is constant for all V and Ak. Fix Ak now.
In the following, we denote by Cπb those conditional simplexes for which Cπb ∩ BN−1
are N − 1-dimensional (compare Lemma 3.11 (iv)), therefore πb(N) = N . Further
we denote by Cπc these conditional simplexes which are not of the type Cπb , that is,
πc(N) ̸= N . If we use Cπ, we mean a conditional simplex of arbitrary type. We define
• C ⊆ (Cπ)π∈SN to be the set of Cπ which are completely labeled on Ak.
• A ⊆ (Cπ)π∈SN to be the set of P -almost completely labeled Cπ, that is
{ϕ(Y πk ), k ∈ {1, . . . , N}} = {1, . . . , N − 1} on Ak.
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• Eπ to be the set of intersections (Cπ ∩ Cπl)πl∈SN which are N − 1-dimensional and
completely labeled on Ak.2
• Bπ to be the set of intersections Cπ ∩ BN−1 which are completely labeled on Ak.
It holds that Eπ ∩ Bπ = ∅ and hence |Eπ ∪ Bπ| = |Eπ| + |Bπ|. Since Cπc ∩ BN−1 is at
most N − 2-dimensional, it holds that Bπc = ∅ and hence |Bπc | = 0. Moreover, we
know that Cπ ∩ Cπl is N − 1-dimensional on Ak if and only if this holds on the whole
Ω (compare Lemma 3.11 (iii)) and Cπb ∩ BN−1 ̸= ∅ on Ak if and only if this also holds
on the whole Ω (compare Lemma 3.11 (iv)). So, it does not play any role if we look at
these sets which are intersections on Ak or on Ω since they are exactly the same sets.
If Cπc ∈ C , then |Eπc | = 1 and if Cπb ∈ C then |Eπb ∪ Bπb | = 1. If Cπc ∈
A , then |Eπc | = 2 and if Cπb ∈ A then |Eπb ∪ Bπb | = 2. Therefore it holds that
π∈SN |Eπ ∪ Bπ| = |C | + 2 |A |.
If we pick Eπ ∈ Eπ we know that there always exists exactly one other πl such that
Eπ ∈ Eπl (Lemma 3.11(iii)). Therefore

π∈SN |Eπ| is even. Moreover, (Cπb ∩ BN−1)πb
subdivides BN−1 barycentrically, and hence we can apply the hypothesis (on ext(Cπb ∩
BN−1)). Indeed, the set BN−1 is a σ-stable set, so if it is partitioned by the labeling
function into (Ak)k=1,...,K , we know that BN−1(S) =
K
k=1 1Ak BN−1(1Ak S) and by
Lemma 3.11 (iv) we can apply the induction hypothesis also to every Ak, k = 1, . . . , K.
Thus, the number of completely labeled conditional simplexes is odd on a partition of
Ω, but since ϕ is constant on Ak, it also has to be odd there. This means that

πb |Bπb |
has to be odd. Hence, we also have that

π |Eπ ∪ Bπ| is the sum of an even and an odd
number and thus odd. So, we conclude |C | + 2 |A | is odd and hence also |C |. Thus, we
find for any Ak a completely labeled Cπk .
We define S1 =
K
k=1 1Ak Cπk which by Remark 3.9 is indeed a conditional simplex.
Due to σ-stability of S it holds that S1 ⊆ S. By Remark 3.12 S1 has a diameter which
is less than N−1N diam(S) and since ϕ is local, S
1 is completely labeled on the whole Ω.
The same argumentation holds for every m-fold barycentric subdivision S m of S,
m ∈ N, that is, there exists a completely labeled conditional simplex in every m-fold
barycentrically subdivided conditional simplex which is properly labeled. Henceforth,
subdividing S m-fold barycentrically and labeling it by ϕm : ext(S m) → {1, . . . , N}(A),
which is a labeling function as in Lemma 3.14, we always obtain a completely labeled
conditional simplex Sm+1 ⊆ S for m ∈ N. Moreover, since S1 is completely labeled, it
holds that S1 =
K
k=1 1Ak Cπk as above, where Cπk is completely labeled on Ak. This
means Cπk = conv(Y k1 , . . . , Y kN ) with ϕ(Y kj ) = j on Ak for every j = 1, . . . , N . Defining
V 1j =
K
k=1 1Ak Y kj for every j = 1, . . . , N yields P ({ω : ϕ(V 1j )(ω) = j}) = 1 for every
j = 1, . . . , N and S1 = conv(V 11 , . . . , V 1N ). The same holds for any m ∈ N and so that
we can write Sm = conv(V m1 , . . . , V mN ) with P (

ω : ϕm−1(V mj )(ω) = j

) = 1 for every
j = 1, . . . , N .
2 That is bearing exactly the label 1, . . . , N − 1 on Ak.
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Now, (V m1 )m∈N is a sequence in the sequentially closed, L0-bounded set S, so that
by [24, Corollary 3.9], there exists Y ∈ S and a sequence (Mm)m∈N in N(A) such that
Mm+1 > Mm for all m ∈ N and limm→∞ V Mm1 = Y P -almost surely. For Mm ∈ N(A),
V Mm1 is defined as

n∈N 1{Mm=n}V n1 . This means an element with index Mm, for
some m ∈ N, equals V n1 on An, n ∈ N, where the sets An are determined by Mm via
An = {ω : Mm(ω) = n}, n ∈ N. Furthermore, as m goes to ∞, diam(Sm) is converging
to zero P -almost surely, and therefore it also follows that limm→∞ V Mmk = Y P -almost
surely for every k = 1, . . . , N . Indeed, it holds that |V mk − Y | ≤ diam(Sm) + |V m1 − Y |
for every k = 1, . . . , N and m ∈ N, so we can use the sequence (Mm)m∈N for every
k = 1, . . . , N .
Let Y =
N
l=1 αlXl and f(Y ) =
N













n∈N 1{Mm=n}f(V n1 ),
since f is local,. By sequential continuity of f , it follows that limm→∞ f(V Mnk ) =
f(Y ) P -almost surely for every k = 1, . . . , N . In particular, limm→∞ λMm,ll = αl and
limm→∞ µMm,ll = βl P -almost surely for every l = 1, . . . , N . However, by construction,
ϕm−1(V ml ) = l for every l = 1, . . . , N , and from the choice of ϕm−1, it follows that λ
m,l
l ≥
µm,ll P -almost surely for every l = 1, . . . , N and m ∈ N. Hence, αl = limm→∞ λ
Mm,l
l ≥
limm→∞ µMm,ll = βl P -almost surely for every l = 1, . . . , N . This is possible only if
αl = βl P -almost surely for every l = 1, . . . , N , showing that f(Y ) = Y .
3.3 Applications
3.3.1 Fixed Point Theorem for Sequentially Closed and Bounded
Sets in (L0)d
Proposition 3.16. Let K be an L0-convex, sequentially closed and bounded subset of
(L0)d, and let f : K → K be a local, sequentially continuous function. Then f has a
fixed point.
Proof. Since K is bounded, there exists a conditional simplex S such that K ⊆ S. Now
define the function h : S → K by
h(X) =
X, if X ∈ K,arg min{∥X − Y ∥ : Y ∈ K}, else.
This means, that h is the identity on K and the projection on K for the elements in
S \ K. Due to [24, Corollary 4.5] this minimum exists and is unique. Therefore h is well
defined.
We can characterize h by
Y = h(X) ⇔ ⟨X − Y, Z − Y ⟩ ≤ 0 for all Z ∈ K. (3.6)
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Indeed, let ⟨X − Y, Z − Y ⟩ ≤ 0 for all Z ∈ K. Then
∥X − Z∥2 = ∥(X − Y ) + (Y − Z)∥
= ∥X − Y ∥2 + 2⟨X − Y, Y − Z⟩ + ∥Y − Z∥2 ≥ ∥X − Y ∥2 ,
which shows the minimizing property of h. Reversely, let Y = h(X). Since K is L0-
convex, λZ + (1 − λ)Y ∈ K for any λ ∈ (0, 1](A) and Z ∈ K. By a standard calculation,
∥X − (λZ + (1 − λ)Y )∥2 ≥ ∥X − Y ∥2
yields 0 ≥ −2λ⟨X, −Y ⟩ + (2λ − λ2)⟨Y, Y ⟩ + 2λ⟨X, Z⟩ − λ2 ∥Z∥2 − 2λ(1 − λ)⟨Z, Y ⟩.
Dividing by λ > 0 and letting λ ↓ 0 afterwards yields
0 ≥ −2⟨X, −Y ⟩ + 2⟨Y, Y ⟩ + 2⟨X, Z⟩ − 2⟨Z, Y ⟩ = 2⟨X − Y, Z − Y ⟩,
which is the desired claim.
Furthermore, for any X, Y ∈ S, it holds that
∥h(X) − h(Y )∥ ≤ ∥X − Y ∥ .
Indeed,
X − Y = (h(X) − h(Y )) + X − h(X) + h(Y ) − Y =: (h(X) − h(Y )) + c,
which means
∥X − Y ∥2 = ∥h(X) − h(Y )∥2 + ∥c∥2 + 2⟨c, h(X) − h(Y )⟩. (3.7)
Since
⟨c, h(X) − h(Y )⟩ = −⟨X − h(X), h(Y ) − h(X)⟩ − ⟨Y − h(Y ), h(X) − h(Y )⟩,
by (3.6), it follows that ⟨c, h(X) − h(Y )⟩ ≥ 0 and (3.7) implies that ∥X − Y ∥2 ≥
∥h(X) − h(Y )∥2. This shows that h is sequentially continuous.
The function f ◦ h is a sequentially continuous function mapping from S to K ⊆ S.
Hence, there exists a fixed point f ◦h(Z) = Z. Since f ◦h maps into K, this Z has to be
in K. But then we know h(Z) = Z and therefore f(Z) = Z, which ends the proof.
Remark 3.17. In Drapeau et al. [31] the concept of conditional compactness is intro-
duced and it is shown that there is an equivalence between conditional compactness
and conditional closed- and boundedness in (L0)d. In that context we can formulate
the conditional Brouwer fixed point theorem as follows. A sequentially continuous func-
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tion f : K → K such that K is a conditionally compact and L0-convex subset of (L0)d
has a fixed point.
3.3.2 Applications in Conditional Analysis on (L0)d
Working in Rd, the Brouwer fixed point theorem can be used to prove several topological
properties and is even equivalent to some of them. In the theory of (L0)d, we will show
that the conditional Brouwer fixed point theorem has several implications as well.
Define the unit ball in (L0)d by B(d) = {X ∈ (L0)d : ∥X∥ ≤ 1}. Then, by the former
theorem, any local, sequentially continuous function f : B(d) → B(d) has a fixed point.
The unit sphere S(d − 1) is defined as S(d − 1) = {X ∈ (L0)d : ∥X∥ = 1}.
Definition 3.18. Let X and Y be subsets of (L0)d. An L0-homotopy of two local,
sequentially continuous functions f, g : X → Y is a jointly local, sequentially continu-
ous function H : X × [0, 1](A) → Y such that H(X, 0) = f(X) and H(X, 1) = g(X).
Jointly local means H(

j∈N 1Aj Xj ,

j∈N 1Aj tj) =

j∈N 1Aj H(Xj , tj) for any par-
tition (Aj)j∈N, (Xj)j∈N in X and (tj)j∈N in [0, 1](A). Sequential continuity of H is
therefore H(Xn, tn) → H(X, t) whenever Xn → X and tn → t both P -almost surely
for Xn, X ∈ X and tn, t ∈ [0, 1](A).
Lemma 3.19. The identity function of the sphere is not L0-homotopic to a constant
function.
The proof is a consequence of the following lemma.
Lemma 3.20. There does not exist a local, sequentially continuous function f : B(d) →
S(d − 1) which is the identity on S(d − 1).
Proof. Suppose that there is this local, sequentially continuous function f . Define
g : S(d − 1) → S(d − 1) by g(X) = −X. Then the composition g ◦ f : B(d) → B(d),
which actually maps to S(d − 1), is local and sequentially continuous. Therefore, this
has a fixed point Y which has to be in S(d − 1) since this is the image of g ◦ f . But we
know f(Y ) = Y and g(Y ) = −Y and hence g ◦ f(Y ) = −Y . Therefore, Y cannot be a
fixed point (since 0 /∈ S(d − 1)) which is a contradiction.
It directly follows that the identity on the sphere is not L0-homotopic to a constant
function. In the case d = 1, we get the following result which is the L0-module version
of an intermediate value theorem.














































which is A = Ω.









= 1AcY and by locality we have f

1AY 1 + 1AcY 2

= Y . So, suppose
Y ∈





in the rest of the proof.













g(V ) := p(V − f(V ) + Y ) with p(Z) = 1{Z≤X}X + 1{X≤Z≤X}Z + 1{X≤Z}X.
Notice that as a sum, product, and composition of local, sequentially continuous func-
tions, g is so as well. Hence, g has a fixed point Y . If Y = X, it must hold that




























= Y on D. In total
f

1BX + 1C\BX + 1DY

















4 Conditional Topological Vector
Spaces
In this chapter, we work with conditional sets, a concept introduced in [31]. Let us mo-
tivate the concept of conditional set theory by two examples. In L0, consider stochastic
intervals which are sets of the form [X, Y ] = {Z ∈ L0 : X ≤ Z ≤ Y } where X, Y ∈ L0
and X ≤ Y . Working with the normal set operations, the union of [0, 1]∪ [1, 2] does not
contain random variables such as 1A + 2 1Ac , where 1A denotes the indicator function
of some A ∈ F (with 0 < P (A) < 1). Hence, the union does not contain elements which
are partly in one set and partly in the other. Thus, it holds that [0, 1] ∪ [1, 2] ̸= [0, 2]
and moreover, [0, 1] ∩ [0.5, 2] ̸= [0.5, 1]. The question arises, if there are operations ⊓
and ⊔ such that [0, 1] ⊔ [1, 2] = [0, 2] and [0, 1] ⊓ [0.5, 2] = [0.5, 1].
In the previous chapter about the Brouwer Fixed Point Theorem in (L0)d, we con-
sidered conditional simplexes and worked with local functions f . We showed the fixed
point theorem in particular for functions from a conditional simplex to itself. Taking
countably many conditional simplexes (Sn)n∈N the object S =

n∈N 1AnSn could not
been handled with the language of L0-theory. However, inspired by the concept of lo-





if f has a fixed point Xn in Sn, which is f(Xn) = Xn, the element X =

n∈N 1AnXn
fulfills X = f(X) and is hence a fixed point in S. To obtain this easy consequence
of the Brouwer Fixed Point Theorem in (L0)d the only thing to do is to give a formal
description of the object S. The language of conditional set theory is tailored for this
purpose.
This chapter is organized as follows. In the first section, we give a summary of the
concept of conditional sets and recall important results needed later on. The proof
of these results can be found in [31]. In the second section, we attend to our actual
objective, namely convex analysis on conditional topological vector spaces. We introduce
the concepts of vector spaces and duality in a conditional set theoretical framework
and define objects such as the norm or the polar cone for it. Subsequently, we prove
theorems of functional analysis in this framework: Hahn-Banach, Banach-Alaoglu and
Krein-Šmulian.
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4.1 Introduction to Conditional Set Theory
Let A = (A, ∧, ∨, c, 0, 1) be a Boolean algebra. The relation a ≤ b if a ∧ b = a defines
a distributive complemented lattice. For any family (ai)i∈I in A, we denote by ∨ai =
∨i∈Iai and ∧ai = ∧i∈Iai its supremum and infimum, respectively. For a ∈ A, the
relative algebra of A with respect to a is denoted by Aa. A partition of an element
a ∈ A is a family (ai)i∈I in A such that ∨ai = a and ai ∧ aj = 0 if i ̸= j. We denote
by K(a) the set of all partitions of a. Denote by A the class of all complete Boolean
algebras satisfying the following:
(P) For every family (ai)i∈I in A there exists a partition (bj)j∈J ∈ K(∨ai) such that
for all j ∈ J there is ij ∈ I with bj ≤ aij .
The power set algebra P(X) of any set X is in A as well as the associated measure
algebra of a σ-finite measure space , compare [63, Chapter 22].
Definition 4.1. Let A ∈ A , (Xa)a∈A be a family of sets, and (γa)a∈A be a family of
surjective functions γa : X1 → Xa. The structure
X := (Xa, γa)a∈A
is a conditional set if and only if
(i) X0 is a singleton;
(ii) (identity) γ1 is the identity;
(iii) (consistency) γa(x) = γa(y), whenever γb(x) = γb(y), x, y ∈ X1 and a ≤ b;
(iv) (A-stability) for every partition of unity (ai)i∈I and for every (xi)i∈I ∈

i∈I Xai
there exists a unique x ∈ X1 such that γai(x) = xi for all i ∈ I.
We identify two conditional sets X and Y if the only difference is X0 ̸= Y0. Therefore,
there exists only one conditional set on the degenerate algebra A = {0} which is denoted
by 0.
We show how to generate a conditional set from a nonempty set E with respect to
some A ∈ A . Denote by

i∈I aixi := (ai, xi)i∈I for every (ai, xi)i∈I ⊆ A×E for which
(ai) ∈ K(a) for some a ∈ A. Define
Ea :=








bjyj are identified if ∨{ai : xi = z} = ∨{bj : yj = z}




(a ∧ ai)xi. In this way
(Ea, γa)a∈A is a conditional set.
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Definition 4.2. Let A ∈ A and E be a nonempty set. Then define E := (Ea, γa)a∈A.
For E = N, Z or Q, we call N, Z and Q the conditional natural numbers, integers, and
rational numbers with respect to A, respectively.
Definition 4.3. Let X = (Xa, γa)a∈A be a conditional set and a ∈ A. A nonempty
subset Y ⊆ Xa is Aa-stable if

aixi ∈ Y for all [ai, xi] ⊆ Aa × X such that xi ∈ Y for
all i ∈ I. For each Aa-stable subset Y , a conditional set Y := (Yb, δb)b∈Aa is associated,
where Yb := γab (Y ) and δb is the restriction of γab to Yb for every b ∈ Aa. In this case
we say that Y lives on a.
For any nonempty Y ⊆ Xa, the set
aixi : [ai, xi] ⊆ Aa × X, (xi) ⊆ Y

is an Aa-stable subset of Xa. The associated conditional set is called the A-stable hull
of Y , and is denoted by cond(Y ). Let X = (Xa, γa)a∈A be a conditional set. Then
the set Xa is Aa-stable for each a ∈ A. The associated conditional set is called the
restriction of X to a, and is denoted by aX.
Definition 4.4. Let X = (Xa, γa)a∈A and Y = (Yb, δb)b∈B be two conditional sets. We
say that Y is conditionally included in X, and write Y ⊑ X if and only if B = Aa for
some a ∈ A, Ya ⊆ Xa is Aa-stable, and Y is the conditional set associated to Ya.
Proposition 4.5. Let X = (Xa, γa)a∈A be a conditional set. Then
S(X) = (Sa, δa)a∈A
is a conditional set, where Sa is the collection of all conditional sets Y associated to
some Aa-stable subset of Xa and δa : S1 → Sa is given by Y → aY , a ∈ A. It holds
that aS(X) = S(aX).
Furthermore,
P(X) = (Pa, δa)a∈A
is a conditional set where Pa := {bY : Y ∈ S(aX), b ∈ Aa} and δa : P1 → Pa is given
by bY → (a ∧ b)Y for each a ∈ A. Moreover, aP(X) = P(aX) and S(X) ⊑ P(X).
Theorem 4.6. The structure (P(X), ⊓, ⊔, ⊏, 0, X) is a complete Boolean algebra for
every conditional set X, where
(i) ⊔i∈IY i is the conditional set associated to
j∈J
bjyj : (bj)j∈J ∈ K(∨ai), yj ∈ Y ij , bj ≤ aij for some ij ∈ I for all j ∈ J
 ;
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i and a∗ := ∨

a ∈ A : a ≤ ∧ai,

i∈I
aY i ̸= ∅

;
(iii) Y ⊏ := ⊔{Z ∈ P(X) : Y ⊓ Z = 0}
for Y ∈ P(X) and (Y i)i∈I ⊆ P(X), where Y i lives on ai for every i ∈ I.
Remark 4.7. Let Y, Z ∈ S(X) and Y 1, Y 2 ∈ P(X) for some conditional set X. Then
(i) Y ⊓ Z = Y ∩ Z, whenever Y ⊓ Z ∈ S(X);
(ii) Y ⊑ Z implies Y ⊆ Z;
(iii) Y ⊔ Z = cond(Y ∪ Z);
(iv) Y 1 ⊔Y 2 = b1Y 1 +b2(Y 1 ⊔Y 2)+b3Y 2, where b1 = a1 ∧ac2, b2 = a1 ∧a2, b3 = a2 ∧ac1
and Y i lives on ai for each i = 1, 2.
4.1.1 Conditional Functions
For the reminder of this chapter, we fix a nondegenerate A ∈ A .
Definition 4.8. Let (Xi) be a family of conditional sets where Xi is a conditional set








if the index set is nonempty, and 0, otherwise.
Fix two conditional sets X and Y .
Definition 4.9. A conditional binary relation is a conditional set R ⊑ X × Y . For a
pair (x, y) in X × Y , we write xRby if (bx, by) ∈ Rb for b ∈ A. Let R ⊑ X × X be a
conditional binary relation on X where R lives on a. We say that R is conditionally
reflexive, symmetric, antisymmetric, or transitive if every Rb is reflexive, symmetric,
antisymmetric, or transitive, respectively, for all b ≤ a.
Definition 4.10. A conditional relation R ⊑ X × X is a conditional partial order or
equivalence relation on X if R1 is a partial order or an equivalence relation on X1. Let
(X,⩽) be a conditionally partially ordered set. We say that Y ∈ S(X) has a conditional
upper bound, lower bound, supremum and infimum if Y1 does so with respect to ⩽1 in
X1. Moreover, Y is said to be conditionally bounded if it has a conditional upper and
lower bound in X.
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If (X,⩽) is a conditionally partially ordered set, then we define x < y whenever x ⩽ y
and ax =a ay implies a = 0. Moreover, for x, y ∈ X with x ⩽ y the following subsets of
X1 are A-stable:
{z ⩽ y} := {z ∈ X : z ⩽ y}, {x ⩽ z ⩽ y} := {z ∈ X : x ⩽ z ⩽ y},
{z < x} := {z ∈ X : z < x}, {x < z < y} := {z ∈ X : x < z < y}.
Definition 4.11. Let X and Y be two conditional sets. A conditional function f from
X into Y is a conditional binary relation Gf ⊑ X × Y where Gfa is the graph of a
function fa : Xa → Ya for every a ∈ A. We denote a conditional function by f : X → Y
and, if there is no risk of confusion, we identify f with f1.
A conditional family (xj) = (xj)j∈J is an element x ∈ M(J, X). A family (xj)j∈J ⊆
X is in M(J, X) if and only if {xj : j ∈ J} is in S(X), since both is equivalent to
aixji = x aiji . Thus, ⊔xj = ∪xj , due to Remark 4.7.
Definition 4.12. Let f : X → Y be a conditional function, U ∈ S(aX) and V ∈ S(bY ).
The conditional image of U is the conditional set associated to f(U) := {fa(x) : x ∈ U}
and the conditional preimage of V is the one associated to f−1(V ) := {x ∈ b∗X :
fb∗(x) ∈ b∗V } where b∗ = ∨{c ≤ b : f−1c (Vc) ̸= ∅}.
Proposition 4.13. Let f : X → Y be a conditional function, [ai, U i] ⊆ A × P(X)
and [ai, V i] ⊆ A × P(Y ), (U j) ⊆ P(X) and (V j) ⊆ P(Y ), U ∈ P(X) and V ∈ P(Y ),


















f(⊔U j) = ⊔f(U j) f−1(⊔V j) = ⊔f−1(V j)
f(⊓U j) ⊑ ⊓f(U j) f−1(⊓V j) = ⊓f−1(V j)
f(U)⊏ ⊓ f(X) ⊑ f(U⊏) f−1(V ⊏) = f−1(V )⊏
f(U1) ⊑ f(U2) f−1(V 1) ⊑ f−1(V 2)
U ⊑ f−1(f(U)) f(f−1(V )) ⊑ V (4.1)
and it is even an equality on the left-hand side of (4.1) if f is conditionally injective
(that is any fa, a ∈ A, is injective) , and on the right-hand side if V ⊑ f(X).
4.1.2 Conditional Topology and Compactness
Throughout this section we fix a conditional set X.
Definition 4.14. A conditional topology on X is a family T in P(P(X)) satisfying the
following properties:
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(i) 0, X ∈ T ;
(ii) T is closed under finite conditional intersections;
(iii) T is closed under arbitrary conditional unions.
The elements of T are called conditionally open sets and their conditional complements
conditionally closed sets. A conditional topological space X = (X, T ) is X endowed
with a conditional topology T . Given two conditional topologies T 1 and T 2 on X, we
say that T 1 is conditionally weaker than T 2 if T 1 ⊑ T 2.
Given O ∈ T and a ∈ A, it holds aO = aO + ac0 ∈ T . Therefore, aT is a conditional
topology on aX for every a ∈ A. The conditional intersection of any family (T i) of
conditional topologies on X is itself a conditional topology on X. Indeed, since X ∈ T i
for all i, the conditional intersection of the family (T i) coincides with their intersection.
Definition 4.15. The conditional topology generated by some conditional set G in
P(P(X)) is defined as
T G =
l
{T : G ⊑ T , T conditional topology on X} .






Oij : Oij ∈ G, Ji conditionally finite, I arbitrary
 .
Definition 4.16. Let (X, T ) be a conditional topological space. A collection of sets
B ⊑ T is a conditional topological base of T if B ∈ S(S(X)) and for every O ∈ T there
exist families (ai) in A and (Oi) in B such that O = ⊔aiOi.
Definition 4.17. Let (X, T ) be a conditional topological space and Y ∈ S(X). A
conditional set U ⊑ X is a conditional neighborhood of Y if there exists O ∈ T such
that Y ⊑ O ⊑ U . By U(Y ) we denote the set of all conditional neighborhoods of Y . A
conditional neighborhood base of an element x ∈ X is a conditional set V ∈ S(S(X))
such that for every U ∈ U(x) there exists V ∈ V with x ∈ V ⊑ U . The conditional
topological space X is conditionally Hausdorff if for every pair x, y ∈ X with x ⊓ y = 0
there exists a pair of conditional neighborhoods Ux and Uy such that Ux ⊓ Uy = 0.
Definition 4.18. Let X be a conditional topological space and Y ∈ S(X). We define
int(Y ) = {x ∈ a∗X : x ∈ U ⊑ Y for some U ∈ U(x)} ,
cl(Y ) = {x ∈ X : U ⊓ Y ∈ S(X) for all U ∈ U(x)} ,
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where a∗ = ∨{a ∈ A : O ⊑ Y, O lives on a}.
Definition 4.19. Let X and X ′ be conditional topological spaces. A conditional func-
tion f : X → Y is conditionally continuous at x ∈ X if f−1(U) is a conditional
neighborhood of x for every conditional neighborhood U of f(x). A conditional func-
tion is said to be conditionally continuous on X if it is conditionally continuous at every
x ∈ X.
Proposition 4.20. Let f : X → X ′ be a conditional function between two conditional
topological spaces. Then the following statements are equivalent:
(i) f is conditionally continuous;
(ii) f−1(O) is conditionally open in X for every conditionally open set O in X ′;
(iii) f−1(F ) is conditionally closed in X for every conditionally closed set F in X ′;
(iv) f−1(int(Z)) ⊑ int(f−1(Z)) for every Z ⊑ X ′;
(v) f(cl(Z)) ⊑ cl(f(Z)) for every Z ⊑ X.
Definition 4.21. Let X be a conditional set, (Xi, Ti) be a family of conditional topo-
logical spaces and (fi) be a family of conditional functions fi : X → Xi. The conditional
topology T on X generated by cond(G) where
G := {f−1i (Oi) : Oi ∈ Ti for some i},
is called the conditional initial topology on X for the family (fi).
By construction, the conditional initial topology T on X for the family (fi) is the
conditionally weakest topology for which every fi is conditionally continuous.
Definition 4.22. For a conditional direction (J,⩽), we call the conditional family
(xj)j∈J ⊑ X a conditional net. A conditional net (yβ)β∈K is called a conditional subnet
of (xα)α∈J if there exists a conditional function ϕ : K → J such that xϕ(β) = yβ , and for
any α0 ∈ J there exists β0 ∈ K such that β ⩾ β0 implies ϕ(β) ⩾ α0. If (J,⩽) = (N,⩽),
we say that (xα) = (xn) is a conditional sequence.
Definition 4.23. Let X be a conditional topological space and (xα) ⊆ X be a condi-
tional net. An element x ∈ X is a conditional
(i) limit point of (xα) if for every conditional neighborhood U of x there exists α0
such that (xα)α⩾α0 ⊑ U ;
(ii) cluster point of (xα) if for every conditional neighborhood U of x and every α
there exists β ⩾ α such that xβ ∈ U .
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We define Lim(xβ) = ⊓{cl((xβ)β⩾α) : α}.
Note that if x is a conditional limit or cluster point of a conditional net (xα), then
ax is a conditional limit or cluster point of the conditional net (axα), respectively. We
indicate by xα → x that x is the conditional limit point of (xα).
Proposition 4.24. A Y ∈ S(X) is conditionally closed if and only if xα → x ∈ Y for
every conditionally converging net (xα) ⊆ Y .
Proposition 4.25. Let X and Y be two conditional topological spaces and f : X → Y
be a conditional function. Then the following assertions are equivalent:
(i) f is conditionally continuous at x;
(ii) f(xα) → f(x) for every conditional net xα → x;
Moreover, the composition of conditionally continuous functions is conditionally con-
tinuous.
We introduce the concept of conditional compactness.
Definition 4.26. Let X be a conditional topological space. A conditional open covering
of X is a conditional family (Oj) ⊆ T such that X ⊑ ⊔Oj . We call X conditionally





for some conditionally finite subfamily (Ojk )1⩽k⩽n. Moreover, Y ⊑ X is conditionally
compact if Y is conditionally compact with respect to the conditional relative topology
on Y .
Proposition 4.27. Let X be a conditional topological space. Then the following state-
ments are equivalent:
(i) X is conditionally compact;
(ii) every conditional net (xα) has a conditional subnet (xβ) conditionally converging
to some x ∈ X.
The following theorem is a conditional version of Tychonoff’s theorem. The condi-
tional product topology is defined as the conditional initial topology for the family (πi),
with πi :

Xi → Xi by πi := (πia)a∈A where πia :

Xia → Xia is a projection for each
a ∈ A.
Theorem 4.28. Let (Xi, T i) be a family of conditional topological spaces and
X =

Xi be endowed with the conditional product topology. Then X is condition-
ally compact if and only if Xi is conditionally compact for every i.
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4.1.3 Conditional Fields and Metric Spaces
Definition 4.29. The triple (X, +, ·) is a conditional ring if X is a conditional set,
+ : X × X → X, · : X × X → X are conditional functions and (X1, +1, ·1) is a ring.
We denote x · y by xy. If there is no risk of confusion, we use the same notation
for conditional addition and amalgamations, and for conditional multiplication and
conditioning action, respectively. Further, we use the same notation 0 and 1 for the
neutral elements of the conditional addition and multiplication and the distinguished
elements of A. As immediate consequence of the definition, it holds a(x + y) = ax + ay
and a(x(y + z)) = axay + axaz = axy + axz for every x, y, z ∈ X and a ∈ A.
Let (X, +, ·) be a conditional ring and I be a conditional set. Recall that M(I, X) de-
notes the conditional set of all conditional functions from I to X. Then (M(I, X), +, ·),
where (x + y)(i) := x(i) + y(i) and (x · y)(i) = x(i) · y(i), is a conditional ring. Let
(S, +, ·) be a ring.
Definition 4.30. A conditional ring (X, +, .) is a conditional field if for every x ∈ {0}⊏
there exists y ∈ {0}⊏ such that xy = yx = 1.
It holds that Q is a conditional field. Following the classical construction by Cauchy
sequences, one can construct the conditional real numbers from Q. We call the condi-
tional ordered field (R, +, .,⩽) the conditional real numbers. We denote by R+ := {x ∈
R : x ⩾ 0} and R++ := {x ∈ R : x > 0}. In R every conditionally bounded subset has
a conditional supremum and infimum. Furthermore the conditional topology generated
by the conditional topological base
B := {Bε(x) : x ∈ R, ε ∈ R++} , Bε(x) = {y ∈ R : |x − y| < ε} ,
makes R to be a Hausdorff and complete1 conditional topological space.
Definition 4.31. Let X be a conditional set. A conditional metric is a conditional
function d : X × X → R+ such that
(i) d(x, y) = 0 if and only if x = y;
(ii) d(x, y) = d(y, x) for every x, y ∈ X;
(iii) d(x, z) ⩽ d(x, y) + d(y, z) for every x, y, z ∈ X.
The pair (X, d) consisting of a conditional set X and metric d is called a conditional met-
ric space. A conditional sequence (xn) ⊆ X is conditionally Cauchy if for every ε ∈ R++
there exists n0 ∈ N such that d(xn, xm) ⩽ ε for every n, m ⩾ n0. Further, (X, d) is
called conditionally complete if every conditional Cauchy sequence conditionally con-
verges and conditionally sequentially compact if every conditional sequence (xn) ⊆ X
1In the topological sense, that is, every conditional Cauchy sequence conditionally converges in R.
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has a conditional cluster point in X. A conditional set Y ∈ S(X) is conditionally
bounded if there exists M ∈ N such that d(x, y) ⩽ M for all x, y ∈ Y
The conditional version of the Heine-Borel Theorem is given as follows.
Theorem 4.32. A conditional set Y ∈ S(Rn) is conditionally closed and bounded if
and only if it is conditionally compact or equivalently conditionally sequentially compact.
4.2 Vector Spaces
Throughout this section we fix a nondegenerate A and consider only conditional sets
on it.
Definition 4.33. Let X and K be two conditional sets. We call X a conditional
K-module if K is a conditional ring, X1 is a K1-module and the scalar operation · :
K × X → X is a conditional function. If K is a conditional field, X is a conditional
K-vector space.
Let X be a conditional K-vector space, Y, Z ⊑ X and λ ∈ K. Then Y + Z is defined
as the image of Y × Z under the conditional addition in X, and λY as the image of
{λ} × Y under the conditional scalar multiplication.
Recall that if Y ∈ S(aX) and Z ∈ S(bX), then Y × Z is defined as the conditional
product of (a ∧ b)Y and (a ∧ b)Z, and therefore Y + Z ∈ S((a ∧ b)X). The same holds
for λY . From now on we fix a conditional field K and consider conditional K-vector
spaces.
Definition 4.34. Let X be a conditional vector space. Then Y ∈ S(X) is a conditional
subspace of X if
(i) Y + Y ⊑ Y ,
(ii) λY ⊑ Y for every λ ∈ K.
Moreover, we say that Y ∈ S(X) conditionally spans X if Span(Y ) = X where
Span(Y ) = ⊓{Z : Y ⊑ Z, Z is a conditional subspace of X}.
Any conditional subspace of X has to contain 0 due to property (ii). Hence, for
conditional subspaces (Yi) it holds ⊓Yi = ∩Yi. Since the conditional addition and
the conditional scalar multiplication are conditional functions, it follows that λ(⊓Yi) =
⊓(λYi) and ⊓Yi + ⊓Yi ⊑ ⊓(Yi + Yi) for any family (Yi) and so Span(Y ) is a conditional




Definition 4.35. Given conditionally finite families (xk)1⩽k⩽n ⊆ X and (λk)1⩽k⩽n ⊆
K, where n =















λkxk : (xk)1⩽k⩽n ⊆ Y, (λk)1⩽k⩽n ⊆ K, n ∈ N
 . (4.3)
Proof. If Z is a conditional subspace of X such that Y ⊑ Z it holds that λx ∈ Z and
x + y ∈ Z for any x, y ∈ Y and λ ∈ K. By induction, it follows that

1≤k≤n λkxk ∈ Z





1≤ki≤ni λkixki ∈ Z for (ai)i∈I ∈ K(1), (λki)1≤ki≤ni ⊆ K and
(xki)1≤ki≤ni ⊆ Y where (ni)i∈I ⊆ N. Since Span(Y ) is the conditional intersection
of all conditional subspaces conditionally including Y , it follows that the set on the
right-hand side of (4.3), denoted by M , is conditionally included in Span(Y ). For
the reverse implication, we have to show that M is a conditional subspace of X. By








1≤lj≤mj λlj ylj ) be

































is in M .
4.2.1 Topological Vector Spaces
In the remaining of this chapter we examine conditional R-vector spaces.
Definition 4.37. Let X be a conditional vector space. For Y ∈ S(X), we define
conv(Y ) := {λx + (1 − λ)y : x, y ∈ Y, λ ∈ R and 0 ⩽ λ ⩽ 1} .
Then a conditional set Y ∈ S(X) is conditionally
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• convex if Y = conv(Y );
• circled if λy ∈ Y for every y ∈ Y and λ ∈ R such that |λ| ⩽ 1;
• absorbing if for any x ∈ X there exists λx ∈ R++ such that λx ∈ Y for any λ ∈ R
with |λ| ⩽ λx.
A conditional vector space X endowed with a conditional topology T is a conditional
topological vector space if the conditional functions + : X ×X → X and · : R×X → X
are conditionally continuous. If further X has a conditional neighborhood base of 0
consisting only of conditionally convex sets, then X is a conditional locally convex
topological vector space. In a conditional topological vector space (X, T ) we call Y ∈
S(X) conditionally T -bounded if for every conditional neighborhood U of 0 there exists
λ ∈ R such that Y ⊑ λU .
Definition 4.38. Let X be a conditional vector space. Then a conditional function
f : X → R is conditionally linear if it holds that
f(λx + µy) = λf(x) + µf(y),
for every x, y ∈ X and any λ, µ ∈ R.
Lemma 4.39. In a conditional topological vector space (X, T ) it holds that
(i) λO is conditionally open if O is conditionally open and λ ∈ {0}⊏;
(ii) λC is conditionally closed if C is conditionally closed and λ ∈ R;
(iii) λC is conditionally compact if C is conditionally compact and λ ∈ R;
(iv) Y + O = cl(Y ) + O for every conditionally open O ∈ S(X) and any Y ∈ S(X);
(v) Y +C is conditionally closed if Y ∈ S(X) is conditionally compact and C ∈ S(X)
is conditionally closed;
(vi) Y + C is conditionally compact if Y ∈ S(X) and C ∈ S(X) are conditionally
compact;
(vii) a conditionally linear function f : X → R is conditionally continuous if it is
conditionally continuous at 0.
Proof. Without loss of generality, we may assume that all sets we consider are in S(X).
The proof of (i), (ii) and (iii) follows by conditional continuity of the conditional scalar
multiplication.
For the proof of (iv), it holds that Y ⊑ cl(Y ) and hence Y + O ⊑ cl(Y ) + O.
Conversely, let x = y + z ∈ cl(Y ) + O. Since O is conditionally open, there exists
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a conditional neighborhood U of 0 such that z + U ⊑ O, due to Proposition 4.18.
Moreover, there exists ỹ ∈ X such that ỹ ∈ Y ⊓ (y + U), since y ∈ cl(Y ). Hence,
x = y + z = ỹ + z + (y − ỹ) ∈ ỹ + z + U ⊑ Y + O.
To prove (v) let (xα) = (yα+zα) be a conditional net in Y +C conditionally converging
to x. Since Y is conditionally compact, there exists a conditional subnet (yβ) of (yα)
such that yβ → y ∈ Y , due to Proposition 4.27. The conditional continuity of the
conditional addition yields zβ = xβ − yβ → x − y =: z and since C is conditionally
closed Proposition 4.24 implies z ∈ C. Hence, x = y + z ∈ Y + C and by Proposition
4.24 it follows that Y + C is conditionally closed. Property (vi) can be proven by
using the one-to-one relation of conditional compactness and conditional nets, as in
Proposition 4.27.
The proof of (vii) follows by the characterization in Proposition 4.25. Let f be
conditionally continuous at 0. Then consider a conditional net xα → x. This implies
xα − x → 0 and by conditional continuity of f at 0 it holds f(xα − x) → f(0). By
conditional linearity of f it holds that f(0) = 0 and f(xα − x) = f(xα) − f(x) for every
α. Hence, f(xα) → f(x) which shows that f is also conditionally continuous at x.
Proposition 4.40. For a conditional topological vector space X there exists a con-
ditional neighborhood base B0 of 0 consisting only of conditionally closed, absorbing
and circled conditional sets such that for every U1 ∈ B0 there exists U2 ∈ B0 with
U2 + U2 ⊑ U1.
Conversely, let X be a conditional vector space. If there exists a conditional filter
base B0 of conditionally absorbing, circled conditional subsets of X containing 0 such
that for every U1 ∈ B0 there exists U2 ∈ B2 with U2 + U2 ⊑ U1, then T B where
B := {x + B0 : x ∈ X}, makes X to be a conditional topological vector space.
Proof. Step 1: Suppose that X is a ctvs. Let U be a conditional neighborhood of 0. By
means of (i), λU is a conditional neighborhood of 0 for every λ ∈ R∗. The conditional
continuity of the conditional scalar multiplication implies that there exists λ0 ∈ R++
and a conditional neighborhood Ũ of 0 such that λŨ ⊑ U for every λ ∈ R with
|λ| ⩽ λ0. The conditional set V = ⊔|λ|⩽λ0λŨ is conditionally absorbing by definition,
conditionally circled and it holds V ⊑ U . Furthermore, the conditional continuity of the
conditional addition at (0, 0) implies that there exists a conditionally open neighborhood
W of 0 such that W + W ⊑ U . Hence, cl(W ) + cl(W ) ⊑ cl(U). Indeed, by Proposition
4.24 we have that x ∈ cl(W ) if there exists a net (xα) ∈ W such that xα → x. Hence,
for x + y in cl(W ) + cl(W ) there exist conditional nets (xα) and (yα) in W such that
xα → x and yα → y. Therefore xα + yα ∈ U and since xα + yα → x + y, it follows
x + y ∈ cl(U). Moreover, note that the conditional closure of a conditionally circled
and absorbing set is again conditionally circled and absorbing. Indeed, by Proposition
4.24 for y ∈ cl(Y ) there exists a conditional net (yα) in Y such that yα → y. Therefore,
λyα → λy and λy ∈ Y for any |λ| ⩽ 1 since Y is conditionally circled. Therefore,
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λy ∈ cl(Y ). The property that cl(Y ) is conditionally absorbing can be shown by the
same argument.
Concluding, starting with U(0) which is a collection of conditional neighborhoods of 0




: U ∈ U(0), λ0 ∈ R++} , which consists only of
conditionally closed, absorbing and circled neighborhoods of 0 and for U1 ∈ B0 there
exists U2 ∈ B0 such that U2 + U2 ⊑ U1. To prove that B0 is a conditional neighborhood
base we first notice that by the previous examination we ensure that for any conditional
neighborhood U of 0 there is Ũ ∈ B0 with Ũ ⊑ U . That B0 ∈ S(S(X)) is due to the
conditional continuity of the conditional scalar multiplication, and to the property that
the conditional closure is a conditional operation.
Step 2: Let B0 be a conditional filter base of conditional subsets containing 0 of con-
ditionally absorbing and circled sets. Since the conditional addition is a conditional
function it holds that
B := {x + U : U ∈ B0, x ∈ X}
is in S(S(X)) and defines a conditional topological base on X. We have to show that
(X, T ) is a ctvs, where T B = T .
To show that the conditional addition is conditionally continuous, fix x0, y0 ∈ X and
U ∈ B0. Then there exists V ∈ B0 such that V + V ⊑ U . Therefore, if x ∈ x0 +
V and y ∈ y0 + V it follows that x + y ∈ x0 + y0 + U and hence the conditional
addition is conditionally continuous in (x0, y0). To show the conditional continuity of
the conditional scalar multiplication, fix µ0 ∈ R, x0 ∈ X and U ∈ B0. Then there
exists V ∈ B0 such that V + V ⊑ U . Since V is conditionally absorbing it holds that
there exists an λ0 ∈ R++ such that λx0 ∈ V for all |λ| ≤ λ0. It is sufficient to argue
by conditional sequences. Pick n ∈ N such that |µ0| + λ0 < n. For µ ∈ R with
|µ − µ0| < λ0 it holds that 1/(n |µ|) ⩽ 1/(n |µ0| + nλ0) < 1. Hence, for x ∈ x0 + 1/nV
it follows that
µx = µ0x0 + (µ − µ0)x0 + µ(x − x0) ∈ µ0x0 + V + µ
1
n
V ⊑ µ0x0 + V + V ⊑ µ0x0 + U,
where we used the property that V is conditionally circled. Hence, the conditional scalar
multiplication is conditionally continuous at (µ0, x0).
Corollary 4.41. In a conditional topological vector space X, the collection of all con-
ditionally open, circled neighborhoods of 0 is a conditional neighborhood base of 0.
Proof. It is sufficient to show that the conditional interior of a conditionally circled
neighborhood of 0 is again conditionally circled. Let V be a conditionally circled neigh-
borhood of 0. Note that 0 is in the conditional interior of V . Pick y ∈ int(V ) and
|λ| ⩽ 1. Let W be a conditional neighborhood of 0 such that y + W ⊑ V . Then
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λy+λW = λ(y+W ) ⊑ λV ⊑ V , since V is conditionally circled. Therefore, λy ∈ int(V )
which shows that also the conditional interior of V is conditionally circled.
Definition 4.42. Let X be a conditional vector space. Then a conditional function
f : X → R is conditionally convex if it holds that
f(λx + (1 − λ)y) ⩽ λf(x) + (1 − λ)f(y),
for every x, y ∈ X and any λ ∈ R with 0 ⩽ λ ⩽ 1.
Next we prove the conditional version of the Hahn-Banach Theorem.
Theorem 4.43. Let X be a conditional vector space and p : X → R be a conditionally
convex function. Moreover, let Y ∈ S(X) be a conditional subspace of X and f : Y → R
be a conditionally linear function such that f(y) ⩽ p(y) for every y ∈ Y . Then there
exists a conditionally linear function f̂ : X → R such that f̂(x) ⩽ p(x) for every x ∈ X
and f̂(y) = f(y) for all y ∈ Y .
Proof. Define E as the collection of all pairs (h, H) where H is a conditional vector
space with Y ⊑ H ⊑ X and h : H → R is a conditionally linear function such that
h(y) = f(y) for every y ∈ Y and h(x) ⩽ p(x) for every x ∈ H. It follows that E is a
conditional family. Furthermore, the conditional relation (h, H) ⩽ (h′, H ′) defined by
H ⊑ H ′ and h′(x) = h(x) for all x ∈ H is a conditional partial order. Given a chain
(hα, Hα) in E , it follows that H := ∪Hα = ⊔Hα is a conditional subspace of X. Setting
h(x) =

aihαi(xi) for x =

aixi ∈ H, where (ai) ∈ K(1) and xi ∈ Hαi for all i,
defines a conditional linear function h : H → X, since E is a conditional family. Hence,
(h, H) ∈ E , so that the chain has a maximal element. By Zorn’s Lemma, there exists a
maximal element (f̂, Ĥ) in E . Let us show that Ĥ = X.
By contradiction, suppose that Ĥ⊏ ∈ S(aX) for some a > 0. Without loss of general-
ity, we assume that a = 1. Let v ∈ Ĥ⊏ and define H̃ := {x + λv : x ∈ Ĥ, λ ∈ R} which
is a conditional subspace of X such that Y ⊑ Ĥ ⊏ H̃ ⊑ X. Every y ∈ H̃ is of the form
y = x + λv for a unique x ∈ Ĥ and λ ∈ R. Indeed, suppose that y = x + λv = x̃ + λ̃v, it
follows that x− x̃ = (λ̃−λ)v. However, x− x̃ ∈ Ĥ from which follows that (λ̃−λ)v ∈ Ĥ.
Let b = ∨{a ∈ A : aλ ̸= aλ̃}. Then it follows that bv ∈ bĤ contradicting the fact that
v ∈ Ĥ⊏. Hence, b = 0 and therefore λ = λ̃ and x = x̃.
Any linear extension f̃ of f̂ to H̃ has to fulfill f̃(x + λv) = f̂(x) + λf̃(v) for every
x ∈ Ĥ and λ ∈ R. So it is sufficient to prove the existence of r ∈ R such that
f̂(x) + λr ⩽ p(x + λv) for all x ∈ Ĥ, λ ∈ R. Pick λ ∈ R. Then we can find a
partition a1, a2, a3 such that a1λ > a10, a2λ < a20 and a3λ = a30. Then it holds that
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[f̂(x) − p(x + a2λv)]

, (4.5)
a3f̂(x) ⩽ a3p(x), (4.6)
for every x ∈ Ĥ. Inequality (4.6) is fulfilled by definition of f̂ . The inequalities (4.4)
and (4.5) hold for any λ ∈ R if and only if
1
κ
[f̂(x) − p(x − κv)] ⩽ r ⩽ 1
µ
[ p(y + µv) − f̂(y)], (4.7)
for all x, y ∈ Ĥ and κ, µ ∈ R with κ > 0, µ > 0. This is equivalent to
1
κ
[f̂(x) − p(x − κv)] ⩽ 1
µ
[ p(y + µv) − f̂(y)],
for all x, y ∈ Ĥ and κ, µ ∈ R with κ > 0, µ > 0. Reorganizing the previous inequality,
gives f̂(µx + κy) ⩽ µp(x − κv) + κp(y + µv) which is always fulfilled. Indeed,
f̂(µx + κy) = (κ + µ)f̂

µ




⩽ (κ + µ)p

µ














= (κ + µ)p

µ
κ + µ [x − κv] +
κ
κ + µ [y + µv]

⩽ (κ + µ)

µ
κ + µp(x − κv) +
κ
κ + µp(y + µv)

= µp(x − κv) + κp(y + µv).
Thus, (4.7) has to be fulfilled for some r ∈ R. This means, that if there exists v ∈ Ĥ⊏
we can extend f̂ which is a contradiction.
Theorem 4.44. Let X be a conditional locally convex topological vector space and
C1, C2 ∈ S(X) be two conditionally convex sets such that C1 ⊓ C2 = 0.
(i) If C1 is conditionally open, then there exists a conditionally continuous linear
function f : X → R such that
f(x) < f(y), for every x ∈ C1 and y ∈ C2.
(ii) If C1 conditionally compact and C2 conditionally closed, then there exists a con-
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ditionally continuous linear function f : X → R and ε ∈ R++ such that
f(x) + ε < f(y), for every x ∈ C1 and y ∈ C2.
Proof. Separation theorems for L0-modules have been proven in [43]. With exactly the
same methods it can be extended to any conditional R-vector space.
4.2.2 Duality
Definition 4.45. Two conditional vector spaces X and X ′ are said to be a conditional
dual pair, denoted by ⟨X, X ′⟩ if there exists a conditional functional ⟨·, ·⟩ : X ×X ′ → R
such that the following two properties are fulfilled:
(i) x → ⟨x, x′⟩ for every fixed x′ ∈ X ′, and x′ → ⟨x, x′⟩ for every fixed x ∈ X, are
conditionally linear;
(ii) ⟨·, x′⟩ ≡ 0 and ⟨x, ·⟩ ≡ 0 implies x′ = 0 and x = 0, respectively.
For a conditional dual pair ⟨X, X ′⟩, we denote by σ(X, X ′) the conditional initial
topology for the conditional functions ⟨·, x′⟩ : X → R, x → ⟨x, x′⟩ for every x′ ∈ X ′.
Moreover, we denote by σ(X ′, X) the conditional initial topology for the conditional
functions ⟨x, ·⟩ : X ′ → R, x′ → ⟨x, x′⟩ for every x ∈ X.
Note that both (⟨x, ·⟩)x∈X and (⟨·, x′⟩)x′∈X′ are conditional families. We define
M(X, R) as the conditional set of all conditional functions from X to R. It holds
that X ′ is a conditional subspace of M(X, R) and the conditional product topology
on M(X, R) induces the conditional σ(X ′, X)-topology as a conditional relative topol-
ogy. Similar to the standard case, M(X, R) is a conditionally Hausdorff locally convex
topological vector space. Hence, it follows that also (X ′, σ(X ′, X)) is a conditionally
Hausdorff locally convex topological vector space and analogously also (X, σ(X, X ′)).
Definition 4.46. For a conditional topological vector space (X, T ) we define X⋆ =
(X, T )⋆ to be the conditional vector space of all conditionally continuous linear functions
x⋆ : X → R. We say T is compatible with the conditional dual pair ⟨X, X ′⟩ if (X, T )⋆ =
X ′.
For a conditionally linear function f : X → R on a conditional vector space X we
define the conditional kernel ker(f) as the conditional preimage of 0. Since 0 ∈ ker(f),
it holds that ker(f) = {x ∈ X : f(x) = 0} is in S(X). Next we prove the conditional
version fo the fundamental theorem of duality.
Theorem 4.47. Let f be a conditionally linear function on a conditional vector space
X and (fk)1⩽k⩽n a conditionally finite family of conditionally linear functions on X.
Then the following is equivalent:
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1⩽k⩽n ker(fk) ⊑ ker(f).
Proof. Recall that if n =

aini, for [ai, ni]i∈N ⊆ A × N, then any k contributing to
the conditional sum indexed by 1 ⩽ k ⩽ n is of the form k =

aiki with 1 ≤ ki ≤ ni.
Moreover, fk =

aifki . Thus, f =






with λki ∈ {0}⊏.
Let f =

1⩽k⩽n λkfk. For x ∈
d
1⩽k⩽n ker(fk) we know fk(x) = 0 for all 1 ⩽ k ⩽ n
and hence f(x) = 0, which means x ∈ ker(f).
To show the reverse implication suppose
d
1⩽k⩽n ker(fk) ⊑ ker(f). Define T : X →
Rn as T (x) = (fk(x))1⩽k⩽n. This is a conditionally linear operator, since any fk is so.
If fk(x) = fk(y) for every 1 ⩽ k ⩽ n, it follows that fk(x − y) = 0 for every 1 ⩽ k ⩽ n.
Since
d
1⩽k⩽n ker(fk) ⊑ ker(f), it follows that f(x − y) = 0 and therefore f(x) = f(y).
Thus, the conditional function ϕ : T (X) → R, defined by ϕ((fk(x))1⩽k⩽n) = f(x) is
well-defined and a conditionally linear function.
We can conditionally extend ϕ to the entire Rn. Indeed, let ek, for 1 ⩽ k ⩽ n, be
the conditional vector with entry 1 at position k and entry 0 at any other position.
By conditional linearity of ϕ, it follows that ϕ((fk(x))1⩽k⩽n) =

1⩽k⩽n fk(x)ϕ(ek)
for any x ∈ X. Moreover, if every ϕ(ek) exists, then by linearity of ϕ it follows
that ϕ is a conditional function on the whole Rn. If not, define J = {k : 1 ⩽ k ⩽
n, ϕ(ek) does not exist on some ak > 0} to be the set of conditional indexes for which
the image of ek does not exist on 1 and N(b) := {k : 1 ⩽ k ⩽ n, ak ≥ b} for b ∈ A.
Define a = ∨k∈Jak. By Assumption (P) we can find (bj) ∈ K(a) with bj ≤ ak for some
k. For every bj fix one mj with mj ∈ N (bj). If N (bj) is a singleton then just define
bjϕ(emj ) = bj1. Otherwise, define bjϕ(ek) = bj1 for all k ∈ N(bj) with bjk ̸= bjmj
and bjϕ(emj ) = bj(f(x) −

1⩽k⩽n,bjk ̸=bjmj fk(x)ϕ(ek)) for some x ∈ (⊓1⩽k⩽n ker fk)
⊏.
Define d = ∨{c : there exists x ∈ c(⊓1⩽k⩽n ker fk)⊏}. On d we can apply the procedure
explained above. On dc we know that all dcfk and dcf are the conditional functions
which is constant equal to dc0 and the claim is trivially fulfilled there.
In this way we can find (λk)1⩽k⩽n ⊆ {0}⊏, such that f((yk)1⩽k⩽n) =

1⩽k⩽n λkyk
for every (yk)1⩽k⩽n ∈ Rn, by setting λk = ϕ(ek). Therefore, f(x) =

1⩽k⩽n λkfk(x).
Corollary 4.48. If ⟨X, X ′⟩ is a dual pair, then it holds that (X, σ(X, X ′))⋆ = X ′ and
(X ′, σ(X ′, X))⋆ = X.
Proof. Let f : X → R be a conditionally linear, σ(X, X ′)-closed function. Since f
is conditionally σ(X, X ′)-continuous at 0, there exists a conditional neighborhood U
of 0 in σ(X, X ′) such that f(U) ⊑ B1(0). Therefore, there exists a conditional family
(x′k)1⩽k⩽n in X ′ and ε ∈ R++ such that if for all 1 ⩽ k ⩽ n it holds |⟨x, x′k⟩| ⩽ ε, then it





1⩽k⩽n ker(fk). Therefore, ⟨x, x′k⟩ = 0, and hence for any t ∈ R also ⟨tx, x′k⟩ = 0,
for every 1 ⩽ k ⩽ n. Therefore, |tf(x)| ⩽ 1 for any t which implies f(x) = 0 and hence





some (λk)1⩽k⩽n ⊆ {0}⊏ which means f ∈ X ′, since X ′ is a conditional vector space.
The previous theorem shows that σ(X, X ′) and σ(X ′, X) are compatible with the
underlying conditional dual pair.
Lemma 4.49. Let ⟨X, X ′⟩ be a conditional dual pair. Then Y ∈ S(X) is conditionally
σ(X, X ′)-bounded if and only if for each x′ ∈ X ′ there exists λx′ ∈ R++ such that
|⟨x, x′⟩| ⩽ λx′ for every x ∈ Y . Likewise, Y ′ ∈ S(X ′) is conditionally σ(X ′, X)-bounded
if and only if for each x ∈ X there exists λx ∈ R++ such that |⟨x, x′⟩| ⩽ λx for every
x′ ∈ Y ′.
Proof. We will only prove the first claim, since the second follows by the same ar-
gumentation. Let Y be conditionally σ(X, X ′)-bounded. Fix x′ ∈ X ′. Consider
U := {x ∈ X : |⟨x, x′⟩| < 1} which is a conditional neighborhood of 0, since ⟨., x′⟩
is conditionally σ(X, X ′)-continuous and linear. Due to the conditional boundedness of
Y , there exists λ ∈ R++ such that Y ⊑ λU . Therefore, Y ⊑ {x ∈ X : |⟨x, x′⟩| < λ}.
Hence, |⟨x, x′⟩| < λ for any x ∈ Y .
For the other implication fix a conditional neighborhood U of 0. The claim follows
if there exists λ ∈ R++ such that {x ∈ Y : |⟨x, x′⟩| ⩽ λ} ⊑ U for some x′ ∈ X ′.
Indeed, since there exists λx′ ∈ R++ such that Y ⊑ {x ∈ X : |⟨x, x′⟩| ⩽ λx′},
it would follow that Y ⊑ (λx′/λ)U . To prove the existence of such λ we use to
the definition of the conditional topology σ(X, X ′). As a conditional initial topol-








)−1(Ojn)) with (an) ∈ K(1), every Jn is conditionally finite and
every Ojn ⊑ R is conditionally open. Now fix some an and jn. Then by definition of the
conditional Euclidean topology in R, and since Ojn is a conditional neighborhood of 0
there exists a conditional ball Bµn(0) ⊑ Ojn 2. Since x′jn is a conditional function, it fol-
lows that x′ −1jn (Bµn(0)) ⊑ x
′ −1
jn
(Ojn) which is {x ∈ X :
⟨x, x′jn⟩ ⩽ µn} ⊑ x′ −1jn (Ojn).
Thus, {anx ∈ anY :
⟨x, x′jn⟩ ⩽ µjn} ⊑ an(x′ −1jn (Ojn) ⊓ Y ). This can be done for
every jn. Define µn = min{µjn : jn ∈ Jn}. Since we apply the conditional min-
imum of conditionally finitely many conditional real numbers strictly greater then
an0, it follows that anµn > an0. Moreover, there is a conditionally linear func-
tion x′n attaining this anµn. Indeed, as the conditional minimum of conditionally
finitely many numbers, there exists (bm) ∈ K(an) and (x′jmn ) ⊆ (x
′
jn






it holds λx′n = µn. By construction, x
′
n is a conditionally linear func-
tion on an. Moreover, an0 ∈ an(x′ −1jn (Ojn) ⊓ Y ) for every jn. Altogether, it follows
2 Use the definitions and the fact that if 0 ∈ Bε(y), for ε ∈ R++ and y ∈ R, then there exists
ε′ ∈ R++ with Bε′ (0) ⊑ Bε(y), namely ε′ := ε − |y|.
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n and λ :=

anµn ∈ R++ to conclude that {x ∈ Y : |⟨x, x′⟩| ⩽ λ} ⊑ U
which finishes the proof.
Definition 4.50. Let ⟨X, X ′⟩ be a conditional dual pair and Y ∈ S(X). Then the
conditional polar and one-sided polar of Y is defined as
Y • := {x′ ∈ X ′ : |⟨x, x′⟩| ⩽ 1 for all x ∈ Y } ;
Y ◦ := {x′ ∈ X ′ : ⟨x, x′⟩ ⩽ 1 for all x ∈ Y } ;
respectively.
Note that both Y • and Y ◦ are in S(X ′) as they both contain 0.
Lemma 4.51. Let ⟨X, X ′⟩ be a conditional dual pair, (Yi) ⊑ S(X) and Y, Z ∈ S(X).
Then the following holds:
(i) If Z ⊑ Y , then Y • ⊑ Z• and Y ◦ ⊑ Z◦.
(ii) If λ ∈ {0}⊏, then (λY )• = (1/λ)Y • and (λY )◦ = (1/λ)Y ◦.
(iii) (⊔Yi)• = ⊓Y •i and (⊔Yi)◦ = ⊓Y ◦i .
(iv) Y • is conditionally convex, σ(X ′, X)-closed, circled and contains 0.
(v) Y ◦ is conditionally convex, σ(X ′, X)-closed and contains 0.
(vi) If Y is conditionally absorbing, then both Y • and Y ◦ are conditionally σ(X ′, X)-
bounded.
(vii) Y is conditionally σ(X, X ′)-bounded if and only if Y • is conditionally absorbing.
Proof. The first two properties are a direct consequence of the definition. To prove
(iii), we first obtain that ⊓Y •i = ∩Y •i and ⊓Y ◦i = ∩Y ◦i , since Y •i and Y ◦i are elements
of S(X ′). It holds that ∩i∈IY •i = {x′ ∈ X ′ : |⟨x, x′⟩| ⩽ 1 for all x ∈ Yi, i ∈ I}. By defi-
nition of the conditional union, it holds
(⊔i∈IYi)• =

x′ ∈ X ′ :
⟨ anxin , x′⟩ ⩽ 1 for all (an) ∈ K(1), xin ∈ Yin , in ∈ I .
Choosing a partition (an) = {1} in the set on the right-hand-side, we obtain (⊔Yi)• ⊑




an |⟨xin , x′⟩|. Moreover, if an |⟨xin , x′⟩| ⩽ an1 it follows that |⟨anxin + acn0, x′⟩| ⩽ 1
which shows the equality of both sets. Concerning (iv) the properties of being con-
ditionally convex and circled follow immediately. To show the conditional closedness
consider a conditional net (x′α) ⊆ Y • conditionally converging to x′ with respect to
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σ(X ′, X). By definition, it holds for all α that |⟨x, x′α⟩| ⩽ 1 for every x ∈ Y . Moreover,
⟨x, .⟩ is by definition conditionally continuous with respect to σ(X ′, X). Therefore, it
holds |⟨x, x′⟩| = lim |⟨x, x′α⟩| ⩽ 1 for every x ∈ Y which shows x′ ∈ Y • and hence Y •
is conditionally closed with respect to σ(X ′, X). The claim for Y ◦ follows analogously.
To show (vi) let Y be conditionally absorbing and fix x ∈ Y . This means, that there
exists an λx ∈ R++ such that both λxx and −λxx are in Y . Hence, for any x′ ∈ Y •
it holds |⟨λxx, x′⟩| ⩽ 1 by definition. For any y′ ∈ Y ◦ it holds both ⟨λxx, y′⟩ ⩽ 1
and ⟨−λxx, y′⟩ ⩽ 1 which yields |⟨λxx, y′⟩| ⩽ 1. By conditional linearity of ⟨., x′⟩,
and since λx ∈ {0}⊏, we can conclude that |⟨x, x′⟩| ⩽ 1/λx for every x′ ∈ Y • and
|⟨x, y′⟩| ⩽ 1/λx for every y′ ∈ Y ◦. In line with Lemma 4.49 this shows that both Y •
and Y ◦ are conditionally bounded with respect to σ(X ′, X) To prove (vii) suppose Y is
conditionally bounded with respect to σ(X ′, X) and fix x′ ∈ Y •. By Lemma 4.49, there
exists λx′ ∈ R++ such that |⟨x, x′⟩| ⩽ 1/λx′ for any x ∈ Y . By conditional linearity of
⟨x, .⟩, and since λx′ ∈ {0}⊏, it follows that |⟨x, λx′⟩| ⩽ 1 for each x ∈ Y , and thereby
λx′ ∈ Y • for any 0 ⩽ λ ⩽ λx′ . Thus, Y • is conditionally absorbing. For the second
implication, let Y • be conditionally absorbing. By (vi) and Corollary 4.48, it follows
that Y •• is conditionally σ(X, X ′)-bounded. Since Y ⊑ Y ••, it follows that Y is also
conditionally σ(X, X ′)-bounded. Indeed, Y •• := {x ∈ X : |⟨x, x′⟩| ⩽ 1 for all x′ ∈ Y •}.
By definition of Y •, we compare Y ⊑ Y ••.
Using these properties we can prove the conditional version of the Bipolar Theorem.
Therein the term smallest is meant with respect to the conditional inclusion.
Theorem 4.52. Let ⟨X, X ′⟩ be a conditional dual pair and Y ∈ S(X). Then it holds
that
(i) Y •• is the smallest conditionally convex, circled, σ(X, X ′)-closed set in S(X)
conditionally including Y . Therefore, if Y is conditionally convex, circled and
σ(X, X ′)-closed it holds that Y •• = Y .
(ii) Y ◦◦ is the smallest conditionally convex, σ(X, X ′)-closed set in S(X) condition-
ally including Y ⊔ {0}. Thus, if Y is conditionally convex, σ(X, X⋆)-closed and
contains 0 it holds that Y ◦◦ = Y .
Proof. We define
Ỹ = ⊓ {Z ∈ S(X) : Y ⊑ Z, Z is conditionally convex, circled and σ(X, X ′)-closed} ,
which is conditionally convex, circled and σ(X, X ′)-closed as these properties are stable
under conditional intersection. Due to property (iv) in Lemma 4.51 and Corollary
4.48 , it holds that Y •• is conditionally convex, circled, and σ(X, X ′)-closed and hence
Y ⊑ Ỹ ⊑ Y ••. Suppose now that Y •• ⊓ Ỹ ̸= 0. This conditional intersection is in
S(aX) for some a > 0, and without loss of generality, we assume a = 1. Pick x ∈ X
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with x ∈ Y •• ⊓ Ỹ ⊏. It holds that {x} is a conditionally compact, convex set and Ỹ
is conditionally σ(X, X ′)-closed and convex. Hence, by means of Theorem 4.44 and
Corollary 4.48, there exists x′ ∈ X ′ and t ∈ R++ such that |⟨x̃, x′⟩| ⩽ t < ⟨x, x′⟩ for all
x̃ ∈ Ỹ , where we used that Y is conditionally circled which implies that for x ∈ Y also
−x ∈ Y . Up to rescaling by 1/t, we may assume that t = 1, and thus |⟨x̃, x′⟩| ⩽ 1 for
all x̃ ∈ Ỹ . Since Y ⊑ Ỹ , it follows that x′ ∈ Y •. However, ⟨x′, x⟩ > 1 contradicts the
fact that x ∈ Y ••.
For the second assertion we define
Ŷ = ⊓ {Z ∈ S(X) : Y ⊔ {0} ⊑ Z, Z is conditionally convex and σ(X, X ′)-closed} ,
which is conditionally convex, σ(X, X ′)-closed and contains Y ⊔ {0}. Due to Due to
property (v) in Lemma 4.51 and Corollary 4.48 , it holds that also Y ◦◦ has this properties
which shows Y ⊔ {0} ⊑ Ŷ ⊑ Y ◦◦. The rest of the proof follows the same argumentation
as above. That is for x ∈ X with x ∈ Y ◦◦⊓Ŷ ⊏ we can apply Theorem 4.44 and Corollary
4.48 to {x} and Ŷ . Thus there exists x′ ∈ X ′ and t ∈ R++ such that ⟨x̂, x′⟩ ⩽ t < ⟨x, x′⟩
for all x̂ ∈ Ŷ . Up to rescaling by 1/t, we may assume that t = 1, and thus ⟨x̂, x′⟩ ⩽ 1
for all x̂ ∈ Ŷ . Since Y ⊑ Ŷ , it follows that x′ ∈ Y ◦. However, ⟨x′, x⟩ > 1 contradicts
the fact that x ∈ Y ◦◦.
Next we prove the conditional version of the Banach-Alaoglu Theorem.
Theorem 4.53. Let ⟨X, X ′⟩ be a conditional dual pair where X is a conditional lo-
cally convex topological vector space with a conditional topology which is compatible
with ⟨X, X ′⟩. Then if U is a conditional neighborhood of 0 it holds that both U• and U◦
are conditionally σ(X ′, X)-compact.
Proof. The conditional σ(X ′, X)-topology is the conditional topology of conditional
pointwise convergence in X and hence induced by the conditional product topology on
M(X, R). By the conditional version of Tychonoff’s Theorem 4.28, it is sufficient to
show that U•x = ⟨x, U•⟩ := {⟨x, x′⟩ : x′ ∈ U•} ⊑ R and U◦x = ⟨x, U◦⟩ := {⟨x, x′⟩ :
x′ ∈ U◦} ⊑ R are conditionally compact, respectively, for every x ∈ X. We will do the
proof for U• and the proof for U◦ follows analogously. By the conditional Heine-Borel
Theorem 4.32, it suffices to show that U•x is conditionally closed and bounded in R. To
show the conditional closedness let U be a conditional neighborhood of 0. Let (x′α) ⊆ U•
be a conditional net conditionally converging to some x′ ∈ X ′. By conditional continuity
of ⟨x, .⟩, it follows that |⟨x, x′⟩| = lim |⟨x, x′α⟩| ⩽ 1 for every x ∈ U , and therefore
x′ ∈ U• showing that U•x is conditionally closed by the characterization in Proposition
4.24. To show the conditional boundedness consider x ∈ X and let U be a conditional
neighborhood of 0. Since X is a ctvs, there exists tx ∈ R++ such that (1/tx)x ∈ U .
Hence, |⟨x, x′⟩| ⩽ tx for every x′ ∈ U• showing that U•x is conditionally bounded in R
for every x ∈ X.
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4.2.3 Normed Vector Spaces
Definition 4.54. Let X be a conditional vector space. A conditional norm is a condi-
tional function ∥·∥ : X → R+ such that
(i) ∥x∥ = 0 if and only if x = 0;
(ii) ∥λx∥ = |λ| ∥x∥ for every x ∈ X and λ ∈ R;
(iii) ∥x + y∥ ⩽ ∥x∥ + ∥y∥ for every x, y ∈ X.
A conditional vector space together with a conditional norm is called a conditional
normed vector space. For x ∈ X and ε ∈ R++, we denote by Bε(x) = {y ∈ X :
∥x − y∥ < ε} a conditionally open ball. We can define the conditional topology T
generated by the collection {Bε(x) : x ∈ X, ε ∈ R++} called the conditional topology
induced by the conditional norm.
A set Z ∈ S(X) in a conditional normed space (X, ∥.∥) is called conditionally norm-
bounded if there exists M ∈ R+ such that ∥x∥ ⩽ M for every x ∈ Z.
Let (X, ∥·∥) and (Y, ∥·∥) be conditional normed vector spaces. Then for a conditionally
linear operator T : X → Y we define the conditional operator norm by
∥T∥⋆ := sup {∥T (x)∥ : x ∈ X, ∥x∥ = 1} .
If ∥T∥⋆ ∈ R+ we call T conditionally norm-bounded.
Lemma 4.55. Let T : X → Y be a conditionally linear operator between two conditional
normed vector spaces (X, ∥·∥) and (Y, ∥·∥). Then, T is conditionally continuous if and
only if T is conditionally norm-bounded.
Proof. First we notice that T is conditionally norm-bounded if and only if ∥T (x)∥ ⩽
r ∥x∥ for all x ∈ X and some r ∈ R+. This is due to the identity ∥T∥⋆ = inf M where
M = {r ∈ R+ : ∥T (x)∥ ⩽ r ∥x∥ for all x ∈ X} .
To see this denote by r0 = inf M . By definition, ar0 = a0 if and only if a ∥T∥⋆ = a0
so suppose without loss of generality that both are strictly greater then 0. Further it
holds T  x∥x∥
 = 1∥x∥ ∥T (x))∥ ,





∥T (x))∥ : x ∈ X

,
showing ∥T∥⋆ ∈ M and thus, r0 ⩽ ∥T∥⋆. By the definition of the conditional supremum,
for any ε ∈ R++ there exists xε ∈ X with ∥T (xε)∥ ⩾ ∥T∥⋆ (1 − ε) ∥xε∥. Therefore,
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for any s ∈ M it has to hold s ⩾ ∥T∥⋆ (1 − ε) which gives r0 ⩾ ∥T∥⋆ (1 − ε). Hence,
r0 = ∥T∥⋆. Thus, if T is conditionally bounded and linear, there exists some r ∈ R
such that for all xn, x0 ∈ X it holds
∥T (xn) − T (x0)∥ = ∥T (xn − x0)∥ ⩽ r ∥xn − x0∥ .
Therefore, for every conditional sequence (xn) where ∥xn − x0∥ conditionally converges
to zero also ∥T (xn) − T (x0)∥ does so. Thus, T is conditionally continuous.
If T is conditionally continuous, then in particular at 0. Assume now that T is
not conditionally bounded. Define b = ∨{a : a ∥T∥⋆ /∈ aR+}. Hence, there exists
a conditional sequence (xn) such that b ∥T (xn)∥Y > bn ∥xn∥ for any n. Since this
inequality is conditionally strict, it holds that axn ̸= a0 for all a ≤ b. Otherwise,
because the conditional linearity of T yields T (0) = 0, we would obtain an equality on
a contradicting the conditional strictness.
Thus we can define yn = b(1/n ∥xn∥)xn +bc1/n. It follows that ∥yn∥ = 1/n for any n.
Thus (yn) conditionally converges to 0. Moreover, b ∥T (yn)∥ = b(1/n ∥xn∥) ∥T (xn)∥ >
b1 which contradicts that (T (yn)) conditionally converges to T (0) = 0. Thus, T would
not be conditionally continuous at 0 which is a contradiction.
For a conditional norm ∥·∥ : X → R the conditional function d : X × X → R defined
by d(x, y) = ∥x − y∥ is a conditional metric with d(λx, λy) = |λ| d(x, y).
Definition 4.56. A conditional normed vector space X is called a conditional Banach
space if X is conditionally complete for the conditional metric d(x, y) = ∥x − y∥.
We will close this chapter by showing the conditional version of the Krein-Šmulian
Theorem.
In the following theorem we will use the conditional topology σ(X⋆, X) for the con-
ditional dual space X⋆ of X adapting the argumentation in [41]. For a proof for this
theorem in L∞-modules compare [38]. Since X and its conditional dual space X⋆
form a conditional dual pair, we can use σ(X⋆, X). Further, for ε ∈ R++ we denote
C⋆ε (0) = {y⋆ ∈ X⋆ : ∥y∥
⋆ ⩽ ε} and Cε(x) := {y ∈ X : ∥x − y∥ ≤ ε}.
Theorem 4.57. Let X be a conditional Banach space and X⋆ its conditional dual
space. Let A ∈ S(X⋆) be a conditionally convex set. Then A ⊓ C⋆n(0) is conditionally
σ(X⋆, X)-closed for every n ∈ N if and only if A is conditionally σ(X⋆, X)-closed.
Proof. If A is conditionally σ(X⋆, X)-closed then its conditional intersection with C⋆n(0)
is so, since C⋆n(0) is also a conditionally σ(X⋆, X)-closed set.
To show the reverse implication, we suppose that A⊓C⋆n(0) is conditionally σ(X⋆, X)-
closed for every n ∈ N. From now on we denote by C := C1(0) and C⋆ := C⋆1 (0). Note
first that A is conditionally norm-closed. Indeed, for a conditional sequence (x⋆n) ⊆ A
such that x⋆n → x⋆, it follows that (x⋆n) ⊆ A ⊓ C⋆m for m ∈ N large enough. However,
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conditional norm-convergence implies conditional σ(X⋆, X)-convergence, 3 and since
x⋆n ∈ A ⊓ C⋆m which is conditionally σ(X⋆, X)-closed by assumption, it follows that
x⋆ ∈ A. Up to conditional addition of A and a single element, which is a conditionally
continuous operation, we may assume that 0 ∈ A and define An := A ⊓ 2nC⋆ for every
n ∈ N. Every An is conditionally σ(X⋆, X)-closed by assumption, and conditionally
convex , since C⋆n is so according to Theorem 4.52 and A is conditionally convex by
assumption. Moreover, every An contains zero by the previous explanation and hence
it follows that An ∈ S(X⋆). Furthermore, since the conditional closed balls are A-
stable, it follows that (An) is a conditional family such that A = ⊔An = ∪An. By the
conditional Bipolar Theorem 4.52, it holds A◦◦n = An. We define B = ⊓A◦n = ∩A◦n
and will show that A = B◦, and therefore A is conditionally σ(X⋆, X)-closed, compare
Theorem 4.52. On the one hand, B ⊑ A◦n for every n, hence An ⊑ B◦ for every n, and
therefore A = ⊔An ⊑ B◦. Let us show the reverse conditional inclusion.




Without loss of generality, we may assume that

A◦n+1 + 2−nC
⊏ ∈ S(X). By Lemma
4.39(v) and Theorem 4.53 4, we may apply Theorem 4.44 and get x⋆ ∈ X⋆ such that
⟨x, x⋆⟩ ⩾ 1 ⩾ sup⟨A◦n+1 + 2−nC, x⋆⟩ = sup⟨A◦n+1, x⋆⟩ + 2−n ∥x⋆∥ ,
showing that sup⟨A◦n+1, x⋆⟩ ⩽ 1 − 2−n ∥x⋆∥. Further, from An ⊑ 2n+1C⋆, it follows
2−(n+1)C ⊑ A◦n, and ⟨x⋆, 3 · 2−(n+1)C⟩ = ⟨x⋆, 2−(n+1)C + 2−nC⟩ ⊑ ⟨x⋆, A◦n+1 + 2−nC⟩,
yields ∥x⋆∥ ⩽ 2n+1/3. For 0 < ε ⩽ 1/3 ∧ (2−n ∥x⋆∥), it follows from the previous
inequalities that y⋆ = x⋆/(1 − ε) fulfills sup⟨A◦n+1, y⋆⟩ ⩽ 1, that is y⋆ ∈ A◦◦n+1 = An+1,
and ∥y⋆∥ = ∥x⋆∥ /(1 − ε) ⩽ 2n showing that y⋆ ∈ An. However, ⟨x, y⋆⟩ > 1 which
implies that x ∈ (A◦n)⊏. 5
Step 2: We show that A◦n ⊑ B + 2−(n−1)C for every n ∈ N. For k ∈ N , we choose
recursively according to the previous step xnk ∈ A◦n+k such that
xnk − xnk+1 ⩽ 2−(n+k).















∥xnk − xnk′∥ ⩽ 2−(n+k−1)(1−2k−k
′). It follows that (xnk ) is a conditional Cauchy sequence
in X, and by conditional completeness of X it follows xnk → xn for some xn ∈ X.
However, A◦n is conditionally norm-closed, since it is conditionally σ(X, X⋆)-closed and
conditionally norm-bounded. Hence, xn ∈ ⊓A◦n+k = B. From ∥xn0 − xn∥ ⩽ 21−n and
3In a conditional Banach space X, conditional norm-convergence implies conditional σ(X, X⋆)-
convergence. Indeed, let (xn) ⊆ X be a conditionally norm-converging sequence to x ∈ X and
x⋆ ∈ X⋆. It holds ∥⟨xn, x⋆⟩ − ⟨x, x⋆⟩∥ ⩽ ∥x⋆∥ ∥xn − x∥ → 0, compare Lemma 4.55 for the inequal-
ity. Hence, (xn) conditionally converges to x in the conditional σ(X, X⋆)-topology.
4Indeed, A◦n+1 is conditionally σ(X, X⋆)-closed and 2−nC⋆ is conditionally σ(X, X⋆)-compact by
Theorem 4.53, it follows that A◦n+1 + 2−nC⋆ is conditionally closed, compare Lemma 4.39 (v), and
{x} is clearly conditionally σ(X, X⋆)-compact.
5Since a⟨x, y⋆⟩ > a1 for every a ∈ A,a > 0 so that x ̸∈ aA◦n for every a > 0.
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xn ∈ G follows that xn0 ∈ B + 2−(n−1)C for every xn0 ∈ A◦n.
Step 3: We show that A = ⊓ε∈R++(1 + ε)A. Since A is conditionally convex and
0 ∈ A, the conditional inclusion ⊑ is immediate. Conversely, for x⋆ ∈ ⊓ε∈R++(1 + ε)A,
setting x⋆n = n/(1 + n)x⋆ for n ∈ N defines a conditional sequence in A such that
∥x⋆ − x⋆n∥ ⩽ ∥x⋆∥ /(n + 1) → 0. Hence, xn → x, and since A is norm-closed, it follows
that x ∈ A.
Step 4: We show that B◦ ⊑ ⊓ε∈R++(1 + ε)A. Given ε ∈ R++, it holds x + y =




ε ) for every x, y ∈ X. From the second step, it follows that
A◦n ⊑ (1 + ε) conv(B ⊔ 21−n/εC). Hence, taking the conditional polars, it follows that
1/(1+ε)(B◦⊓2n−1εC⋆) ⊑ An ⊑ A for every n ∈ N. Finally, taking the conditional union
over n ∈ N, yields 1/(1+ε)B◦ ⊑ A for every ε ∈ R++, and so B◦ ⊑ ⊓ε∈R++(1+ε)A = A
by means of the third step.
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Throughout this chapter, X denotes a set of elements and ≿ a binary relation defined
on it. We always identify the relation with the set R = {(x, y) : x ≿ y} ⊆ X × X .
Further, we denote the upper level set of x by U(x) = {y ∈ X : y ≿ x}. We will use ̸≿
to denote that ≿ is not fulfilled. The strict better part ≻ of a relation ≿ is defined as
follows: x ≻ y if and only x ≿ y and y ̸≿ x. Moreover, for x ≿ y, y ≿ z we write for
short x ≿ y ≿ z, and x, y ≿ z denotes x ≿ z and y ≿ z. A relation is reflexive if x ≿ x
for every x ∈ X and transitive if x ≿ y ≿ z implies x ≿ z, for x, y, z ∈ X .
5.1 Representations of Relations
In this section, we summarize ways of representing relations. Since the first half of
the 20th century, mathematicians and economists, among others Debreu, Fishburn, von
Neumann and Savage, have worked on the subject of representations of relations. The
form of representation is determined by the properties of the examined relation and
these properties are often considered by the authors to be normatively relevant.
Numerical Representation
The basic type of representing a relation is called numerical representation. A single
function, called utility function, u : X → R represents the relation by means of
x ≿ y ⇐⇒ u(x) ≥ u(y).
To obtain such a representation the relation has to be complete, transitive and to have
a countable order dense subset (compare [49, Theorem 2.6]).
Multi-Utility Representation (MU)
The multi-utility representation (MU) (compare [40]) is not based on a single function
but on a family U = (ui)i∈I of functions ui : X → R, i ∈ I, where I is an arbitrary
index set. The relation is represented by means of
x ≿ y ⇐⇒ ui(x) ≥ ui(y), for all i ∈ I.
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To obtain an MU, the properties of transitivity and reflexivity are sufficient and neces-
sary. Indeed, denoting by 1A the indicator function of a set A, the collection (1U(x))x∈X
is an MU. Any utility function ui represents a complete relation as a numerical rep-
resentation. Thus, the approach amounts to writing ≿ as the intersection of complete
relations all allowing for a numerical representation, and moreover sharing further prop-
erties of ≿.
Richter-Peleg-Representation
The Richter-Peleg representation of a relation is of the form
x ≻ y =⇒ f(x) > f(y),
x ∼ y =⇒ f(x) = f(y),
for a function f : X → R. Since f can be considered as the numerical representation of
some relation ≿1, finding a Richter-Peleg representation is equivalent to the following
question. Given a relation ≿, does there exist an extending relation ≿1 allowing for a
numerical representation? That ≿1 extends ≿ means that x ≿ y implies x ≿1 y and
x ≻ y implies x ≻1 y, meaning the strict better part of ≿ is also contained in the one of
≿1. A Richter-Peleg representation is very suitable for maximization purposes, however
f does not characterize the entire relation.
Bivariate Representation
A representation tailored for nontransitive relations is the bivariate representation (com-
pare [44, 46]), which is given by a function ϕ : X × X → R in terms of
x ≿ y ⇐⇒ ϕ(x, y) ≥ 0,
or, respectively, in terms of
x ≻ y ⇐⇒ ϕ(x, y) > 0. (5.1)
Without demanding further properties of ϕ this is trivial to obtain. Indeed, one can
simply define ϕ by
ϕ(x, y) =

1, if x ≻ y,
0, if x ∼ y,
−1, if x ̸≿ y,
to represent ≿ in both ways. Therefore, the so called SSB-representation of the form
(5.1) of relations on vector spaces was introduced. The function ϕ was demanded to be
skew-symmetric, that is ϕ(x, y) = −ϕ(y, x), for all x, y ∈ X , and bilinear, SSB for short.
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For results on SSB-representations compare [46]) and the references therein.
Set-valued Representation
The concept of a set-valued representation, also called containment representation (com-
pare [47]), goes back to [35], though not studied in general terms there. The approach
consists in finding a space Y and a set-valued function f : X → P(Y), where P(Y)
denotes the power set of Y, such that
x ≿ y ⇐⇒ f(x) ⊆ f(y).
Any set-valued represented relation is transitive and reflexive, since the inclusion relation
is so. Reversely, any transitive, reflexive relation has a set-valued representation. Indeed,
the function f : x → U(x) mapping to each element its upper level set is a set-valued
representation. A special form of set-valued representation is the field of interval orders
(compare [45]).
Threshold-Representation
Starting with the paper [62], the theory of the threshold-representation was developed.
The aim is to find a utility function u : X → R and a nonnegative function t : X → R++
such that
x ≻ y ⇐⇒ u(x) > u(y) + t(y).
The function t can be seen as a penalty function. Note that a relation represented in
this way has to be transitive.
Relations Induced by Cones
Let X be a vector space. A relation is said to be induced by a closed convex cone C if
x ≿ y ⇐⇒ x − y ∈ C.
Such a relation is reflexive, transitive and stable under linear transformation.
Relations Induced by Moving Sets
In a vector space X , a relation is said to be induced by the moving sets (D(x))x∈X or
to have a variable ordering structure if
x ≿ y ⇐⇒ x − y ∈ D(y).
Thus, the term “moving” expresses that there is no single globally fixed set inducing the
relation but multiple ones. Such a relation is reflexive if and only if every D(x), x ∈ X ,
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contains zero. The transitivity can be characterized as follows.
Lemma 5.1. For a reflexive relation ≿ induced by moving sets (D(x))x∈X , the following
are equivalent.
(i) The relation is transitive.
(ii) It holds that y ≿ z if and only if y + D(y) ⊆ z + D(z).
Proof. Suppose first the relation to be transitive. If y ≿ z, then x ≿ y always implies
x ≿ z, for any x. Hence, x ∈ y + D(y) always implies x ∈ z + D(z), showing y + D(y) ⊆
z + D(z). If y + D(y) ⊆ z + D(z), then D(y) containing zero implies in particular that
y ∈ z + D(z), showing y ≿ z.
For the reverse implication, suppose that y ≿ z always implies y + D(y) ⊆ z + D(z).
Consider a chain x ≿ y ≿ z. Specifically, it holds that x ∈ y + D(y) and since y ≿ z, it
follows that x ∈ z + D(z), showing x ≿ z.
5.2 Relations Induced by Moving Convex Cones
Throughout this section, X denotes a locally convex topological vector space. We
consider representations of the form x ≿ y if and only if x − y ∈ C(y), where (C(x))x∈X
are convex cones in X containing zero. As U(x) = C(x) + x, it follows that every upper
level set U(x) is convex. The case of constant sets, meaning C(x) = C for all x ∈ X ,
will be denoted by “the relation is induced by a convex cone” and the case that the sets
C(x) depend on x will be expressed by the term“ the relation is induced by moving
convex cones”. For further details of representations of that form compare [36, 37] and
the references therein.
We start with the case that the relation is induced by a convex cone C ⊆ X containing
zero which causes the relation to be reflexive and transitive. Moreover, the relation is
complete if and only if C ∪ (−C) = X and antisymmetric if and only if C ∩ (−C) = {0}.
With methods of convex analysis one can show that a relation induced by a closed,
convex cone is strongly connected to an MU. Recall that a cone is called polyhedral if
it is the intersection of finitely many half-spaces.
Lemma 5.2. A relation induced by a closed, convex cone has an MU consisting of
continuous and linear functions. Reversely, if a relation on a vector space is represented
by an MU of continuous and linear functions, it is also induced by a closed, convex cone.
In particular, the MU is finite if and only if the cone is polyhedral or C = X .
Proof. It holds that C = X if and only if x ≿ y for every x, y ∈ X . The utility function
u(x) = 0, x ∈ X represents this relation. If C is a closed, convex cone with C ̸= X , it
is the intersection of all half-spaces containing it (compare [3, Corollary 5.83]). These
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half-spaces are of the form H(x∗) = {x : x∗(x) ≥ 0} for x∗ ∈ X ∗. It therefore holds
that x − y ∈ C if and only if x∗(x − y) ≥ 0 for all x∗ ∈ X ∗. Since every x∗ is linear,
this is equivalent to x∗(x) ≥ x∗(y) for all x∗ ∈ X ∗ and hence (x∗)x∗∈X ∗ is an MU of the
relation. If further C is polyhedral, then there exists finitely many half-spaces whose
intersection is C, and hence we obtain a finite MU.
Reversely, suppose x ≿ y if and only if ui(x) ≥ ui(y) for all i in some index set I,
where all functions are continuous and linear. Hence, it follows that x ≿ y if and only
if ui(x − y) ≥ 0, for all i ∈ I. Therefore, every Hi = {x ∈ X : ui(x) ≥ 0}, i ∈ I, defines
a half-space. Defining the closed, convex cone C = ∩i∈IHi, it holds that x ≿ y if and
only if x − y ∈ C. In the case that I is finite, C is the intersection of finitely many
half-spaces and hence a polyhedral cone.
We now examine relations induced by moving convex cones and start by exemplifying
such a relation.
Example 5.3. Walking through a dark area with a flashlight, the battery of the flash-
light is getting weaker with every minute and hence the light cone is getting smaller.
Starting at a certain point, one is walking in the direction of the light cone and the
light cone at the next point remains in the old one. In that way, one walks from xn
to xn+1 with xn+1 ∈ xn + Cn where Cn is a cone and Cn+1 ⊆ Cn for every n. The
fact that the battery is dead at time T corresponds to CT = {0}. This results in the
chain x1 ≾ xn ≾ · · · ≾ xT for the relation induced by moving cones. The property
Cn+1 ⊆ Cn causes the relation to be transitive and hence it also holds that xm ≿ xk
for every m ≥ k. Thus, xT is the maximal element of this chain.
In the next lemma we use the polar cone operator which for a set D is defined as
D◦ := {x∗ ∈ X ∗ : x∗(x) ≥ 0, ∀x ∈ D}.
Lemma 5.4. For a relation ≿ induced by the closed, convex cones (C(x))x∈X , the
following are equivalent.
(i) The relation is transitive.
(ii) If y ≿ z, then C(y) ⊆ C(z) .
(iii) If y ≿ z, then C(z)◦ ⊆ C(y)◦.
Proof. First, we show that (ii) implies (i). To this end, suppose x ≿ y ≿ z. Hence, it
holds that C(y) ⊆ C(z), x ∈ y + C(y) and y ∈ z + C(z). Therefore, we can conclude
x ∈ z + C(y) + C(z) ⊆ z + C(z) + C(z) = z + C(z) where the equality holds as C(z) is
a closed, convex cone and hence closed under addition.
For the implication of (i) to (ii), we use the characterization of a closed, convex
cone being equal to its recession cone (compare [69, page 6 equation (1.3)]). Let ≿ be
123
5 Transitivity
transitive and suppose y ≿ z. Hence y ∈ z + C(z), that is y = z + w for some w ∈ C(z).
Fixing v ∈ C(y), it holds that tv ∈ C(y) for every t > 0 implying tv + y ≿ y. By
transitivity, it follows that tv + y ≿ z and hence tv + y ∈ z + C(z) for every t > 0.
Combining this with the former, we obtain tv +z +w ∈ z +C(z) and thus tv +w ∈ C(z)
for every t > 0. Therefore, for v we can find w ∈ C(z) such that tv + w ∈ C(z) for
every t > 0. By [69, page 6 equation (1.3)], it follows that v is in the recession cone of
C(z) and since C(z) is a closed convex cone, it follows that v ∈ C(z). This shows that
C(y) ⊆ C(z), as v was arbitrary.
The implication of (ii) to (iii) follows, as C(y) ⊆ C(z) implies C(z)◦ ⊆ C(y)◦ by
applying the definition of the polar cone operator. Reversely, C(z)◦ ⊆ C(y)◦ implies
C(y)◦◦ ⊆ C(z)◦◦. The Bipolar theorem states that a closed convex cone is equal to its
bipolar, causing C(y) = C(y)◦◦ and C(z) = C(z)◦◦ which finishes the proof.
Remark 5.5. The proof of the previous lemma was done independently and without
knowledge of the proof in [36] although sharing the main idea.
Note that for checking the property of y ≿ z implying C(y) ⊆ C(z), for all y, z ∈ X ,
it suffices to consider elements with C(y) ̸= {0} and C(z) ̸= {0}. Indeed, if C(y) = {0},
then C(y) is certainly a subset of C(z) and if C(z) = {0}, then y ≿ z reads as y ∈
z + C(z) = {z} and thus y = z. Therefore, in the following examples we only consider
the case of cones not being {0} for the examined elements.
Example 5.6. In R2, let C(0) = R2+, C(x) = {(v, w) ∈ R2+ : w ≥ ∥x∥ v} for x ∈ R2+\{0}
and C(x) = {0} for x /∈ R2+. From now on, the considered elements are all in R2+, since
the cones are zero otherwise. First, we note that ∥x∥ ≥ ∥y∥ implies C(x) ⊆ C(y).
Second, x ≿ y, that is x − y ∈ C(y), implies x − y ∈ R2+ and thereby ∥x∥ ≥ ∥y∥.
Therefore, x ≿ y implies C(x) ⊆ C(y), showing the transitivity of the relation.
The next example shows that Lemma 5.4 is not valid if the property of being a cone
is dropped.
Example 5.7. Consider X = R2. Let C(1, 1) = {(x1, x2) : x2 ≥ 0}, C(2, 2) =
conv((0, 0), (−1, −1)) and the unspecified cones be zero which are closed, convex sets
containing zero. We note that C(2, 2) ̸⊆ C(1, 1) and (2, 2) + C(2, 2) ⊆ (1, 1) + C(1, 1).
Thus, we obtain a transitive relation such that (2, 2) ≿ (1, 1) but not C(2, 2) ⊆ C(1, 1).
The following two examples illustrate that dropping the property of closedness we
cannot prove the equivalence of Lemma 5.4. Hence, the transitivity for a representation
induced by moving cones which are not closed is difficult to characterize in terms of the
cones only. Both examples have to be understood as relations in R2 induced by moving
cones where all unspecified cones are zero. The first example shows that for a relation
induced by moving cones, even if y ≿ z always implies C(y) ⊆ C(z), the relation does
not have to be transitive.
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Example 5.8. For z = (1, 2) define C(z) = {(x1, x2) ∈ R2 : x1 > 0 or x1 = 0 and x2 ≥
0} and for y = (1, 3) let C(y) = cl(C(z)). Then, it holds y − z = (0, 1) which is in
C(z) and hence y ≿ z. Considering x = (1, 1), it holds that x − y = (0, −2) ∈ C(y) and
x − z = (0, −1) /∈ C(z) meaning x ≿ y but x ̸≿ z. Therefore, ≿ cannot be transitive.
The next example illustrates that the case of y ≿ z and C(z) ⊂ C(y) may appear for
transitive relations.
Example 5.9. Define C((0, 0)) = Int (R2+) ∪ {(0, 0)} and C(x) = R2+ for x ∈ R2+ \
{(0, 0)}. It holds that (1, 1) − (0, 0) ∈ C((0, 0)) meaning (1, 1) ≿ (0, 0). However, it
holds that C((0, 0)) ⊂ cl(C(0, 0)) = C((1, 1)). To show transitivity, consider y ≿ z that
is y ∈ z + C(z). If z ∈ R2+ \ {(0, 0)}, then it follows that y ∈ R2+ \ {(0, 0)} and thereby
C(y) = R2+ = C(z). Hence, it holds that y + C(y) ⊆ z + C(z). If z = (0, 0), then
y ∈ Int (R2+) ∪ {(0, 0)}. In the case that y ̸= (0, 0), it follows that C(y) = R2+ and hence
y + C(y) ⊆ z + C(z). Therefore, Lemma 5.1 yields the transitivity property.
Definition 5.10. Let the relation ≿ be induced by the collection of convex cones
(C(x))x∈X , all containing zero. We call the relation ≿cl induced by the collection
(cl(C(x))x∈X the continuous extension of ≿.
As x ≿cl y if and only if x − z ∈ cl(C(y)), x ≿ y always implies x ≿cl y which indeed
renders ≿cl to be an extension of ≿.
Example 5.11. In R2, define C(0, 1) = {(x, y) : y ≥ x−}, C(0, 0) = Int (R2+) ∪ {(0, 0)}
and let the unspecified cones be equal to zero. This defines a transitive relation, since
(0, 1) and (0, 0) cannot be compared and hence there do not exist chains x ≿ y ≿
z of pairwise different elements which could contradict transitivity. Considering the
continuous extension yields (−1, 2) ≿cl (0, 1) ≿cl (0, 0). However, (−1, 2) ̸≿cl (0, 0)
contradicts the transitivity of ≿cl. Hence, there exist transitive relations the continuous
extension of which is nontransitive.
The Example 5.9 illustrated that there exist transitive continuous extensions of non-
transitive relations. Thus, the transitivity of a relation and its extension are a priori
unrelated. However, if the extension is transitive, we obtain the following result.
Lemma 5.12. Let ≿ be induced by convex cones containing zero. If the continuous
extension ≿cl is transitive, then y ≿ z implies C(z)◦ ⊆ C(y)◦.
Proof. Consider y ≿ z. Hence, it also holds y ≿cl z. As ≿cl is transitive, the previous
lemma implies that (cl(C(z)))◦ ⊆ (cl(C(y)))◦. Since for every convex set C it holds
that C◦ = (cl(C))◦, the claim follows.
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5.2.1 When is a Relation Induced by Moving Cones?
A relation is induced by moving cones if C(y) = U(y) − y = {x − y : x ≿ y} is a cone.
Hence, there is a representation induced by (closed, convex) moving cones if U(y) − y
is always a (closed, convex) cone. In terms of ≿, we characterize this as follows.
Lemma 5.13. A reflexive relation ≿ is induced by moving cones if and only if for any
y it holds that
x ≿ y =⇒ tx + (1 − t)y ≿ y, for all t > 0. (5.2)
Moreover, the moving cones are convex if in addition one of the following equivalent
assertions is fulfilled:
(i) All upper level sets are convex, meaning that for every y and λ ∈ [0, 1] it holds
that
x1, x2 ≿ y =⇒ λx1 + (1 − λ)x2 ≿ y.
(ii) For every y ∈ X it holds that
x1, x2 ≿ y =⇒ x1 + x2 − y ≿ y.
Furthermore, all moving cones are closed if and only if all upper level sets are so.
Proof. First, we show that a relation is induced by moving cones if and only if (5.2)
is fulfilled. Suppose the relation is induced by moving cones. Therefore, U(y) − y is a
cone and hence for every t > 0 and w ∈ U(y) − y, it follows tw ∈ U(y) − y. Considering
x ≿ y, it follows that x − y ∈ U(y) − y and hence t(x − y) ∈ U(y) − y, for every t > 0.
Consequently, t(x − y) + y ≿ y which yields (5.2). Reversely, suppose (5.2) is fulfilled.
Consider w ∈ U(y) − y that is w + y ≿ y. Hence, for t > 0 it holds that tw + y ≿ y,
showing tw ∈ U(y) − y. Therefore, the relation is induced by moving cones.
It holds that U(y) − y is convex if and only if U(y) is so, showing the equivalence
of convexity of the cones and Assertion (i). To prove the equivalence of convexity and
Assertion (ii), we use the fact that a cone is convex if and only it is closed under addition.
Suppose that the relation is induced by moving convex cones. This implies that U(y)−y
is closed under addition for every y ∈ X . Hence, if w1, w2 ∈ U(y) − y, then it holds that
w1 + w2 ∈ U(y) − y. Starting with x1, x2 ≿ y, it follows that x1 − y, x2 − y ∈ U(y) − y.
Hence, we obtain that x1 + x2 − 2y ∈ U(y) − y, which translates to x1 + x2 − y ≿ y,
showing Assertion (ii). Reversely, suppose that Assertion (ii) is fulfilled. Considering
w1, w2 ∈ U(y) − y yields that w1 + y, w2 + y ≿ y. Thus, by Assertion (ii) it follows
that w1 + w2 + y ≿ y and thereby w1 + w2 ∈ U(y) − y, showing the closedness under
addition.
The remaining claim follows, since in a topological vector space a set U(y) is closed
if and only if U(y) − y is so, as the addition operation is continuous.
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Let a relation be induced by the closed convex cones (C(x))x∈X . For fixed x ∈ X ,
consider the relation induced by C(x) for which, due to Lemma 5.2, there exists an MU,
denoted by Ux. Therefore, we obtain a representation of the form
x ≿ y ⇐⇒ u(x) ≥ u(y), ∀u ∈ Uy. (5.3)
Hence, a relation is induced by moving closed convex cones if and only if for every x
there exists a set Ux of continuous, linear functions fulfilling (5.3).
5.2.2 Moving Cones and the Independence Axiom
A relation ≿ on a vector space X fulfills the independence axiom if
p ≿ q =⇒ λp + (1 − λ)r ≿ λq + (1 − λ)r, ∀r ∈ X , λ ∈ [0, 1].
We first examine the connection of a relation induced by moving convex cones and the
independence axiom.
Lemma 5.14. A reflexive relation is transitive and fulfills the independence axiom if
and only if it is induced by a convex cone.
Proof. We first show that the relation ≿ induced by the convex cone C fulfills the
independence axiom. To this end, let p ≿ q, that is p ∈ q + c, for c ∈ C and consider an
arbitrary r ∈ X . It holds that r ∈ r + C and since C is a convex cone, it follows that
λp + (1 − λ)r ∈ λq + (1 − λ)r + C and thereby λp + (1 − λ)r ≿ λq + (1 − λ)r. Moreover,
a relation induced by the convex cone C is transitive (compare Lemma 5.20).
To prove the reverse implication, we first show that if ≿ is reflexive, transitive and
satisfies the independence axiom, then it is induced by moving convex cones (C(p))p∈X .
We have to show that U(q) − q is always a convex cone. As to the convexity, it is
sufficient to show that U(q) is convex. To this end, let p1 ≿ q and p2 ≿ q. Applying
the independence axiom twice yields that λp1 + (1 − λ)p2 ≿ λq + (1 − λ)p2 ≿ q. The
claim follows by transitivity. The positive homogeneity of U(q) − q corresponds to
λ(U(q) − q) ⊂ U(q) − q or equivalently λU(q) + (1 − λ)q ⊆ U(q). This however is a
consequence independence axiom.
We finally show that if ≿ is a reflexive, transitive relation induced by moving convex
cones (C(p))p∈X and satisfying the independence axiom, then all cones are equal. To
this end, suppose that there exist q, q̃ such that C(q) ̸= C(q̃). Pick r and λ ∈ (0, 1) such
that q̃ = λq + (1 − λ)r. Therewith, it holds that C(q) ̸= C(λq + (1 − λ)r) and without
loss of generality there is some y ∈ C(q)\C(λq+(1−λ)r). Defining ỹ = y+λq+(1−λ)r
yields that ỹ is in λq + (1 − λ)r + C(q) but not in λq + (1 − λ)r + C(λq + (1 − λ)r). For
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p := (ỹ − (1 − λ)r)/λ, we show that p ∈ q + C(q). Indeed, observe that
p − q = ỹ − (1 − λ)r
λ
− q = y + λq
λ
− q = y
λ
.
Since y is in C(q), so is y/λ, implying p − q ∈ C(q).
Thus, it holds that p ≿ q but λp + (1 − λ)r = ỹ /∈ λq + (1 − λ)r + C(λq + (1 − λ)r),
that is λp+(1−λ)r ̸≿ λq +(1−λ)r. Therefore, the independence axiom is not fulfilled,
in contradiction to our assumptions.
Let now X be a compact metric spaces, Cb(X) the set of all continuous real-valued
functions on X, ca (X) the set of all finite Borel measures on X and M(X) the set of
all Borel probability measures on X equipped with topology of weak convergence. A
relation on X fulfills the continuity axiom if for every converging sequences (pn)n∈N and
(qn)n∈N fulfilling pn ≿ qn, for every n ∈ N, it holds that lim pn ≿ lim qn. In [34] the
following result is proven.
Lemma 5.15. A relation ≿ on M(X) is reflexive, transitive and satisfies the indepen-
dence and continuity axioms if and only if there is a closed, convex set U ⊂ Cb(X) such
that






udq, ∀u ∈ U.
Using the same arguments, it is possible to prove the following result without requiring
transitivity.
Lemma 5.16. Let ≿ be a relation on ca (X) induced by moving convex and weak*-
closed cones (C(q))q∈ca (X). Then, there exist sets of functions Vq ⊆ Cb(X), q ∈ ca (X),
such that






udq, ∀u ∈ Vq. (5.4)
Proof. Define Vq = {u ∈ Cb(X) :

X
udµ ≥ 0 : ∀µ ∈ C(q)}. This set fulfills the desired
property.
Remark 5.17. We showed that a relation induced by moving convex cones has a rep-
resentation in terms of (5.4). If the relation is transitive and fulfills the independence
axiom, then all cones coincide and we recover the result of [34]. Moreover, any transitive
relation fulfilling the independence axiom is induced by a moving convex cone.
In [34] it is shown that the continuity and independence axiom imply the weak*-
closedness of a special cone, which is the main and delicate part to obtain a represen-
tation. The result is shown for relations on M(X) by extending the space to ca (X).
The results of this section clarified the connection of the representation given in [34]
and relations induced by moving cones.
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5.2.3 Prospect: Nesting a Relation Induced by Moving Cones
The lexicographical order is induced by a convex cone, for instance in R2 by C =
{(v, w) ∈ R2 : v > 0 or v = 0 and w ≥ 0}. Unfortunately, C is not closed. Taking the
closure, we obtain the cone cl(C) = {(v, w) ∈ R2 : v ≥ 0}. Moreover, C contains closed,
convex cones, for example Cn = {(v, w) ∈ R2 : v ≥ 0, w ≥ −nv}, n ∈ N. Therefore,
it holds that Cn ⊆ C ⊆ cl(C), a property we describe by “C being nested by Cn and
cl(C)”. The induced relations fulfill
x ≿Cn y =⇒ x ≿C y =⇒ x ≿cl(C) y.
Setting u1(x) = x1 and u2(x) = x2 + nx1, we obtain an MU for ≿Cn and via v1(x) = x1
an MU for ≿cl(C). Therefore, the lexicographical order is nested by relations both of
which allow for an MU.
In general, starting with some relation R, the aim is to find relations R1 and R2 with
MUs such that R1 ⊆ R ⊆ R2. If (ui)i∈I denote the utility functions for R1 and (vj)j∈J
for R2, it holds that
ui(x) ≥ ui(y), ∀i ∈ I =⇒ xRy =⇒ vj(x) ≥ vj(y), ∀j ∈ J.
Example 5.18. Let a relation ≿ be induced by the moving convex cones (C(x))x∈X .
Suppose that C2 := ∪x∈X C(x) ̸= X is a closed, convex cone and C1 := ∩x∈X C(x) ̸= {0}.
It holds that C1 ⊆ C(x) ⊆ C2 for every x ∈ X . Hence, defining x ≿j y if and only if
x − y ∈ Cj , j = 1, 2 it holds that
x ≿1 y =⇒ x ≿ y =⇒ x ≿2 y,
and hence ≿ is nested by two relations with MUs. As an example, let in R2+ be C(x) =
{(v, w) ∈ R2 : v ≥ 0, w ≥ min(v/ ∥x∥ , v/2)} for every x in R2++ and let the remaining
cones be R2+. Then, C1 = {(v, w) ∈ R2 : v ≥ 0, w ≥ v/2)} and C2 = R2+.
Definition 5.19. Let ≿ be a relation on X and A ⊆ X a nonempty subset. An element
y ∈ X is said to be nondominated on A if there is no x ∈ A such that x ≻ y and x ∈ X
is said to be nondominating on A if x ̸≻ y for all y ∈ A.
From an optimization perspective the situation of a relation being nested by two
others has the following implication. Suppose that R1 ⊆ R ⊆ R2 and R1 and R2 are
antisymmetric. Then every nondominated set with respect to R2 is also nondominated
with respect to R. Thus, for maximization purposes we can conclude R from R2.
Reversely, a nondominating element with respect to R1 is also nondominating with
respect to R. Hence, for minimization purposes we can conclude R from R1. In the
case of the relations R1 and R2 being induced by the closed, convex cones C1 and C2,
respectively, the antisymmetry property corresponds to C1 ∩(−C1) = C2 ∩(−C2) = {0}.
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5.3 Moving Convex Sets and Transitivity
Throughout this section, X denotes a locally convex topological vector space. We first
examine relations induced by a convex set C ⊆ X containing zero, that is x ≿ y if and
only if x − y ∈ C.
Lemma 5.20. The relation induced by C is transitive if and only if C is a cone.
Proof. Since a cone is convex if and only if it is closed under addition, it is sufficient
to show that ≿ is transitive if and only if C + C ⊆ C. Suppose that C + C ⊆ C and
x ≿ y ≿ z, that is x − y, y − z ∈ C. Therefore, x − z = (x − y) + (y − z) is in C + C
and hence in C. This yields x ≿ z, showing the relation to be transitive. Now suppose
that the relation is transitive and let c1, c2 ∈ C. Thus, c1 − 0, 0 − (−c2) ∈ C, that is
c1 ≿ 0 ≿ −c2. Due to transitivity, it follows that c1 ≿ −c2 yielding c1 + c2 ∈ C.
Let A be a subset of the convex set C such that A + A ⊆ C. Then x − y ∈ A and
y −z ∈ A always implies x−z ∈ C. Hence, x ≿ y ≿ z implies x ≿ z, provided x−y ∈ A
and y − z ∈ A. This is an example of a relation which is not transitive everywhere
however on special subsets it is. The set A = 0.5C fulfills A + A ⊆ C, since C is convex
and contains zero, and 0.5C is the largest possible set fulfilling this.
Note that if C = X , we have x ≿ y for every x, y ∈ X . Moreover, C is closed, convex
and C ̸= X if and only if it is the intersection of all closed half spaces containing it






H(x∗) = {x ∈ X : x∗(x) ≥ α(x∗)},
for the dual elements x∗ ∈ X ∗ and α(x∗) = infx∈C x∗(x), x∗ ∈ X ∗. Therefore,
x ≿ y ⇐⇒ x∗(x) ≥ x∗(y) + α(x∗), ∀x∗ ∈ X ∗. (5.5)
The above describes how to obtain a dual representation (5.5) for relations induced by
closed, convex sets. For a particular chain x ≿ y ≿ z with x∗(x) ≥ x∗(y) + 0.5α(x∗)
and x∗(y) ≥ x∗(z) + 0.5α(x∗), for all x∗ ∈ X ∗, it follows x ≿ z. This corresponds to the
transitive subset induced by 0.5C, since 0.5C is the intersection of all {x ∈ X : x∗(x) ≥
0.5α(x∗)}, x∗ ∈ X ∗.
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5.3.1 Transitivity of Relations Induced by Moving Convex Sets
In this subsection, we study the transitivity property for the special class of relations
induced by the moving convex sets
C(x) = t(x)C + m(x), x ∈ X
where C is a fixed closed convex subset of a topological vector space X containing zero
and m : X → X and t : X → R+ are two functions. Thus, C is shrunk or enlarged by
the factor t(x) and then shifted by m(x). The relation is reflexive if and only if C(x)
contains zero, that is m(x) ∈ −t(x)C for every x ∈ X and we only consider this case.
Moreover, the relation has closed convex upper level sets, since U(x) = x+m(x)+t(x)C,
x ∈ X . We attend to the question of when a relation induced by these moving closed
convex sets is transitive.
Remark 5.21. A relation which both provides an MU representation by (ui)i∈I and is
induced by moving convex sets (C(x))x∈X fulfills
x ≿ y ⇐⇒ x ∈ y + C(y) ⇐⇒ ui(x) ≥ ui(y), ∀i ∈ I.
If a relation has an MU of quasiconcave utility functions, it is transitive and induced by
moving convex sets, since C(x) = {x : ui(x) ≥ ui(y), ∀i ∈ I} − y is convex in that case.
Reversely, every transitive relation induced by moving convex sets has convex upper
level sets and thus can be represented by the indicator functions of the upper level sets
which is a quasiconcave MU. Hence, showing a relation induced by moving convex sets
to be transitive is equivalent to showing it to have a quasiconcave MU. In the previous
section, we proved that there exists a description of transitivity if every C(x), x ∈ X ,
is a cone. Dropping the property of being a cone this description cannot be applied
anymore and to give sufficient conditions for transitivity of relations induced by moving
convex sets becomes delicate. Therefore, we examine a specific case.
Let us illustrate the specific type of relation induced by C(x) = t(x)C + m(x) by a
few examples.
Example 5.22. Denote [x]up = min{n ∈ N : n > x} and [x]down = max{n ∈ N : n ≤ x}
for x ∈ R. The functions x → [x]down and x → −[x]up are quasiconcave. The relation
corresponding to the MU of these functions is given by y ≿ x if both [y]down ≥ [x]down
and [x]up ≥ [y]up. Therefore, the relation is also given by the moving convex sets C(x) =
[[x]down −x, [x]up −x] and R is divided in equivalence classes of the form [[x]down, [x]up],
x ∈ R. On R2, the relation represented by the four quasiconcave utility functions
mapping (x1, x2) to −[x1]up, [x1]down, −[x2]up or [x2]down, respectively, is also induced
by C(x) = {(v, w) : [x1]down − x1 ≤ v ≤ [x1]up − x1, [x2]down − x2 ≤ [x2]up − x2}, which
are squares of length 1. Note that C(x) = C+m(x) for C = [0, 1] and m(x) = [x]down−x
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in the one-dimensional case and C = [0, 1]2 and m(x) = ([x1]down − x1, [x2]down − x2)
in the two-dimensional one.
In R consider C(x) = t(x)C for t(x) = |x| and C = [0, 1] or equivalently C(x) =
[0, |x|] and thereby U(x) = [x, x + |x|]. Then, there exists an MU by u1(x) = x and
u2(x) = −x − |x|. Indeed if u1(x) ≥ u1(y), it holds that x ≥ y. If u2(x) ≥ u2(y), then
it holds that −x − |x| ≥ −y − |y|, thereby x + |x| ≤ y + |y| and thus x ≤ y + |y|.
As the final example, let u1(x) = − |x| and u2(x) = x which are quasiconcave func-
tions. Then the relation corresponding to the MU of u1 and u2 has the upper level
sets U(y) = {y} if y ≥ 0 and U(y) = [y, −y] if y < 0. Hence, C(y) = {−y} for y ≥ 0
and C(y) = [0, −2y] for y < 0 which can also be written as C(y) = t(y)C + my, with
C = [0, 1], t(y) = 0, m(y) = −y for y ≥ 0 and t(y) = −2y, m(y) = 0 for y ≤ 0.
We begin by considering a normed space where the fixed convex set is the closed unit
ball.
Lemma 5.23. In the normed space (X , ∥.∥), let Br(x) = {y ∈ X : ∥x − y∥ ≤ r} and
C(x) = m(x) + t(x)B1(0) = Bt(x)(m(x)), x ∈ X . Then, for the relation ≿ induced by
the moving convex sets (C(x))x∈X the following are equivalent:
(i) The relation is transitive.
(ii) It holds that x ≿ y if and only if t(x) ≤ t(y) − ∥x + m(x) − (y + m(y))∥.
Proof. Due to the one-to-one relation of transitivity and upper level sets it suffices
to show that U(x) ⊆ U(y) if and only if t(x) ≤ t(y) − ∥x + m(x) − y − m(y)∥. By
definition, it holds that U(x) = x + Bt(x)(m(x)) = {y ∈ X : ∥y − x − m(x)∥ ≤ t(x)}.
First, suppose t(x) ≤ t(y) − ∥x + m(x) − y − m(y)∥. Pick some z ∈ U(x), thereby
∥z − x − m(x)∥ ≤ t(x), and hence
∥z − x − m(x)∥ ≤ t(x) ≤ t(y) − ∥x + m(x) − y − m(y)∥ .
Applying the triangle inequality yields
∥z − y − m(y)∥ ≤ ∥z − x − m(x)∥ + ∥x + m(x) − y − m(y)∥ ≤ t(y),
which shows that z ∈ U(y).
Second, suppose that t(x) > t(y) − ∥x + m(x) − y − m(y)∥. Pick z such that both
∥z − x − m(x)∥ = t(x) and x + m(x) = λ0(y + m(y)) + (1 − λ0)z are fulfilled for some
λ0 ∈ [0, 1] the existence of which follows by the projection on a closed convex set being
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continuous. Then it holds that
∥z − y − m(y)∥ = λ0 ∥z − y − m(y)∥ + (1 − λ0) ∥z − y − m(y)∥
= ∥λ0(z − y − m(y))∥ + ∥(1 − λ0)(z − y − m(y))∥
= ∥z − x − m(x)∥ + ∥x + m(x) − y − m(y)∥
= t(x) + ∥x + m(x) − y − m(y)∥
> t(x) + t(y) − t(x)
= t(y).
Hence, ∥z − y − m(y)∥ > t(y), showing z /∈ U(y). However, since ∥z − x − m(x)∥ =
t(x), it holds that z ∈ U(x). Thus, U(x) ̸⊆ U(y) which yields the claim.
Example 5.24. If t(x) = 1 for every x then the transitivity of the relation induced
by the moving sets C(x) = C + m(x) can be expressed by x ≿ y if and only if
∥x + m(x) − y − m(y)∥ = 0 and hence x + m(x) = y + m(y). Therefore, the space
X is divided in equivalence classes.
If m(x) = 0 for all x, then the transitivity of the relation induced by the moving sets
C(x) = t(x)C can be expressed by x ≿ y if and only if ∥x − y∥ ≤ t(y) − t(x).
Lemma 5.23 dealt with C being a bounded set, a specific property playing a central
role in characterizing transitivity.
Definition 5.25. Denote Dir (C) = {x ∈ C : x + C ⊆ C}.
For x ∈ Dir (C) it holds that tx ∈ C, for all t ≥ 0. Hence, Dir (C) = C if and only if
C is a cone, as C is convex, and Dir (C) = 0 if and only if C is bounded.
Lemma 5.26. For a relation induced by the moving convex sets C(x) = C + m(x),
x ∈ X , the following are equivalent:
(i) The relation is transitive.
(ii) It holds that x ≿ y if and only if x + m(x) − y − m(y) ∈ Dir (C).
If C is bounded, (ii) reads as x ≿ y if and only if x + m(x) = y + m(y).
Proof. We use that transitivity can be expressed by x ≿ y if and only if U(x) ⊆ U(y).
The fact U(x) ⊆ U(y) expresses that x + m(x) + C ⊆ y + m(y) + C. This is equivalent
to x + m(x) − y − m(y) + C ⊆ C, implying x + m(x) − y − m(y) ∈ Dir (C).
Remark 5.27. Suppose a set X is divided in equivalence classes (Mi)i∈I , where I has
the same cardinality as R. Consider a function f : I → R with f(i) = f(j) if and only if
i = j. Defining u1(x) = f(i) and u2(x) = −f(i), for x ∈ Mi, is an MU for this relation.
Recall that a polytope is a set which is the convex hull of finitely many elements. In the
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previous lemma, it was shown that a convex set C which is not a polytope but bounded
may induce an equivalence relation. Hence, the property of the convex set C being a
polytope is not necessary to obtain a finite MU for the induced relation.
For the case C(x) = t(x)C, we first show a necessary condition.
Lemma 5.28. Let C(x) = t(x)C with t(x) ≥ 0 for all x ∈ X . Then, U(x) ⊆ U(y)
implies that either t(x) < t(y) or x − y ∈ Dir (t(x)C). If C is bounded, then x − y ∈
Dir (t(x)C) is equivalent to x = y.
Proof. The fact U(x) ⊆ U(y) expresses x − y + t(x)C ⊆ t(y)C. Supposing t(x) ≥ t(y)
yields t(y)C ⊆ t(x)C. Hence, x − y + t(x)C ⊆ t(x)C, in particular x − y ∈ t(x)C and
therefore r(x − y) ∈ t(x)C for all r ≥ 0. Thus, either t(x) = 0, that is x = y, or
x − y ∈ Dir (t(x)C).
Example 5.29. On R let C = [1, ∞). Consider x = 1, y = 0, t(x) = 1 and t(y) = 0.5.
Then it holds 0.5C = [0.5, ∞) ⊆ C and hence x + t(x)C = 1 + C ⊆ 0.5C = y + t(y)C.
This illustrates how for a representation induced by C(x) = t(x)C where C is not
bounded, also the case t(y) > t(x) has to be considered.
Definition 5.30. For a relation induced by C(x) = t(x)C define
tsup(x, y) = sup{s ∈ R+ : C ⊆ s(y − x + t(y)C)}.
The next lemma shows a condition for transitivity. However, specifying this condition
was possible for normed spaces but is delicate in a general case. Indeed, for a given
closed, convex set C and z ∈ C, the maximal s such that z + sC ⊆ C needs to be
determined.
Lemma 5.31. Let a relation be given by moving convex sets of the form C(x) = t(x)C.
If the relation is transitive and t(x) > 0, then it holds that x ≿ y if and only if (1/t(x)) ≤
tsup(x, y).
If C is bounded, then x ≿ y implies t(x) ≤ t(y), provided the relation is transitive.
Proof. If t(x) > 0, it holds that U(x) = x + t(x)C ⊆ y + t(y)C = U(y) if and only if
C ⊆ 1/t(x)(y − x + t(y)C). This can only be the case if (1/t(x)) ≤ tsup(x, y), showing
the first claim.
To prove the second claim, we use that transitivity is equivalent to x ≿ y if and
only if x + t(x)C ⊆ y + t(y)C. In this situation, it holds x = y + t(y)c with c ∈ C and
y+t(y)c+t(x)C ⊆ y+t(y)C implying that t(y)c+t(x)C ⊆ t(y)C. If t(x) = 0, the claim
is true and if t(y) = 0 it follows x = y and thereby t(x) = t(y). Suppose that neither
t(x) nor t(y) are zero. Then we can divide by t(y) and obtain c+ t(x)/t(y)C ⊆ C. Since
c ∈ C, it follows that (1+ t(x)/t(y))c ∈ C, hence also (t(x)/t(y)+ t(x)2/t(y)2)c ∈ C and
by induction [(t(x)/t(y))n + (t(x)/t(y))n+1]c ∈ C for every n ∈ N. As C is bounded,




A relation ≿ is transitive if x ≿ y ≿ z always implies x ≿ z. Given a chain x1 ≿ x2 · · · ≿
xN , N ∈ N, of finitely many elements, it follows by induction that x1 ≿ xN . We use the
term that a chain x1 ≿ · · · ≿ xN is transitive if it holds that x1 ≿ xN . For a relation ≿
on X with corresponding R = {(x, y) : x ≿ y} the transitive hull is given by
T (R) = {(x, y) ∈ X × X : ∃x1, . . . , xN , x ≿ x1 ≿ · · · ≿ xN ≿ y}.
The transitive hull is the smallest transitive relation containing ≿. A relation is non-
transitive if it does not coincide with its transitive hull or equivalently there exist chains
which are not transitive.
Example 5.32. Let R =

x∈R(x, [x − 1, x]), that is x is better than y for any y ∈
[x − 1, x]. This relation is convex but not transitive. For x∗ ∈ R, let α(x∗) = x∗ for
x∗ ≥ 0 and α(x∗) = 0 for x∗ < 0. Then, xRy if and only if x∗(x) − x∗(y) ≤ α(x∗) for
any x∗. Hence, a dual representation is also possible for nontransitive relations.
There are basically two types of nontransitive relations. First, relations for which
there appear rings x ≿ y ≿ z ≻ x and second, relations for which the first and the last
element of a chain cannot be compared, meaning x ≿ y ≿ z but x ̸≿ z and z ̸≿ x. We
attend to the second type throughout this section which may in particular occur for
long chains x1 ≿ x2 ≿ · · · ≿ x1000 where it is impossible to compare x1 and x1000. We
consider relations not all chains of which are transitive, but only certain ones for which
the first and the last element are “similar”. This “similarity” may stem from an a priori
classification of the elements one compares. As an example, consider the ordering of
groceries. A possible chain of comparison could be
coke ≿ soda ≿ milk ≿ cheese ≿ mozzarella ≿ salad ≿ apples.
Since coke, soda and milk are sorts of drinks, they are “similar” in this regard and hence
one may compare them and prefers coke over milk. The same holds true for the chain of
mozzarella, salad and apple, since they are different kind of food and also for the chain
of milk, cheese and mozzarella, since they share the main ingredient. We obtain
coke ≿ milk ≿ mozzarella ≿ apples.
However, it seems to be difficult to compare groceries of different groups such as coke
and apples, since they are rather “dissimilar”. Hence, the obtained chain cannot be
simplified as coke and mozzarella and milk and apples are “dissimilar” for the same
reasons. Suppose in this situation, we compare apples to apple juice and obtain
coke ≿ milk ≿ mozzarella ≿ apples ≿ applejuice.
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The situation changed, as now the first and the last element of the chain are both
drinks, thus “similar” and comparable. Hence, we obtain coke ≿ applejuice. However,
this chain omits the comparison of for instance milk and apples. We exemplified the
idea that we have an a priori understanding of which elements are “similar”, making it
easier to compare them even if a long chain of comparison is in between both. Note that
in this situation, there can appear chains only some elements of which can be compared
but not all. The objective of this section is to formalize this feature.
5.4.1 The Feature s-Transitivity
Definition 5.33. Let s : X ×X → {0, 1} be a symmetric function such that s(x, x) = 1
for all x ∈ X . A relation is s-transitive if from x ≿ y1 ≿ · · · ≿ yN ≿ z, N ∈ N, and
s(x, z) = 1 it follows that x ≿ z. We will use the term that x and y are similar if
s(x, y) = 1 and dissimilar if s(x, y) = 0.
Example 5.34. In N, let s(m, n) = 1 if and only if |m − n| ∈ 2N that is both are odd or
both even. Consider the relation ≿ defined by m ≿ n if and only if m − n ∈ 2N∪ {0, 1}.
Hence m is equivalent to itself, better than its direct predecessor and better then every
even or odd predecessor of m if m is even or odd, respectively. This is an s-transitive
relation, it is not transitive though, since for instance 4 ≿ 3 ≿ 1 but 4 ̸≿ 1. However,
there are transitive chains such as 4 ≿ 3 ≿ 2, since 4 ≿ 2. Note that 4 ≿ 3 ≿ 3 and
4 ≿ 3 although s(4, 3) = 0.
The previous example illustrates that even if s(x, z) = 0, it is possible that x ≿ y ≿ z
and x ≿ z. Hence, dissimilarity of x and z need not to imply incomparability, that is
x ̸≿ z and z ̸≿ x. Reversely, similarity of x and y should not imply comparability. For
example, the relation x ≿ y if and only if x = y is s-transitive for any s.
Remark 5.35. Note that any relation is s1-transitive for the trivial function s1(x, y) = 1
if and only if x = y. Moreover, for a relation ≿ and corresponding R = {(x, y) : x ≿ y}
define the function s2 by s2(x, z) = s2(z, x) = 0 if (x, z) or (z, x) is in T (R) \ R and 1
otherwise. The relation is s2-transitive and in the set of all functions s with respect to
which the relation is s-transitive the set A(s) = {(x, y) : s(x, y) = 1} is maximized for
s = s2 .
The previous remark shows that given a relation, searching for functions s with respect
to which it is s-transitive is only of minor interest. In the remainder of this section, we
follow the converse idea. Given a function s, we examine relations which are s-transitive.
A function s may be interpret as a tool to declare which elements fulfill the transitivity
because they are sufficiently similar.
Remark 5.36. Let ≿ be a reflexive relation on X which is s-transitive and A ⊆ X be a
set such that s(x, y) = 1 for any x, y ∈ A. Denoting R = {(x, y) : x ≿ y}, the relation
≿ |A×A is given by RA = R ∩ (A × A). In this case, the relation ≿ |A×A is transitive.
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Indeed, consider x ≿ y ≿ z where x, y, z ∈ A. Since s(x, z) = 1, it follows x ≿ z by
s-transitivity.
5.4.2 Extensions of s-Transitive Relations
Throughout this subsection, let an arbitrary function s as in Definition 5.33 be given.
Analogously to the transitive hull T (R) of a relation R, we define the following.
Definition 5.37. Denote
ST (R) = {(x, y) : (x, y) ∈ R, or (x, y) ∈ T (R) and s(x, y) = 1}.
It can easily be verified that
ST (R) = R ∪

T (R) ∩ s−1(1)

,
and this ST (R) is the smallest s-transitive relation containing R. Moreover, it holds
that R ⊆ ST (R) ⊆ T (R).
Example 5.38. On R, let s(x, y) = 1 if and only if |x − y| ≤ 2. Define the relation
R = ∪x∈R(x, [x − 1, x]). The transitive hull makes x to be preferred to (−∞, x]. The
hull ST (R), however, makes x only to be preferred to [x − 2, x].
Lemma 5.39. A relation R is s-transitive if and only if s(T (R) \ R) = 0.
Proof. Let R be s-transitive. Then, R coincides with ST (R) = R ∪ (T (R) ∩ s−1(1)) and
thus (T (R)\R)∩s−1(1) = ∅. As s can only take two values, the claim follows. Reversely,
suppose s(T (R) \ R) = 0. Hence, there does not exist a chain xRx1R . . . xN Ry with
(x, y) /∈ R and s(x, y) = 1. Therefore, it is impossible to find a chain contradicting
s-transitivity, showing the claim follows.
Lemma 5.40. The intersection of s-transitive relations is s-transitive. Moreover, the
union of a chain of s-transitive relations is s-transitive.
Proof. The first claim follows by the characterization of s-transitivity in the previous
lemma. Indeed, s(T (∩Ri)\∩Ri) = s(∩T (Ri)\Ri) = 0 for arbitrary s-transitive relations
Ri. For the second claim, let a chain (Ri) of s-transitive relations be given. We need
to show that x(∪Ri)y(∪Ri)z and s(x, z) = 1 implies x(∪Ri)z. The former implies the
existence of Rj and Rk such that xRjyRkz. Since we consider a chain of sets, it follows
that Rj ⊆ Rk or vice versa. In both cases, the claim follows by using s-transitivity of
Rj or Rk, respectively.
Proposition 5.41. A reflexive, s-transitive relation R is the intersection of all com-
plete, s-transitive relations containing it.
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Proof. Fix (x, y) /∈ R and consider
R̃ : R ⊆ R̃, R̃ is s-transitive, (x, y) /∈ R̃

.
As all properties are preserved for union of chains, by Zorn’s lemma there exists a
maximal relation Q which is s-transitive, R ⊆ Q and Q does not contain (x, y). We
claim that Q is complete. Suppose to the contrary that there exist (a, b), (b, a) /∈ Q.
Defining ST1 = ST (Q ∪ (a, b)) and ST2 = ST (Q ∪ (b, a)) gives ST1 ∩ ST2 = Q. In-
deed, let (v, w) be in the intersection but not in Q. Since Q is transitive, the cases
(v, w) = (a, b) or (v, w) = (b, a) can only appear if s(a, b) = 1. Hence, s(v, w) =
s(w, v) = 1 and there exist sequences (xi) and (yi) with v(ST1)x1(ST1) . . . xn(ST1)w
and v(ST2)y1(ST2) . . . ym(ST2)w, respectively. If each pair of one of the chains is in fact
in Q, it follows that vQ . . . Qw and since s(v, w) = s(w, v) = 1 and Q is s-transitive,
this leads to (v, w) ∈ Q, a contradiction. Hence, there has to appear (a, b) or (b, a),
respectively, in the chains. Therefore, it holds vQx1 . . . xkQa and aQyl . . . ymQw for
some k and l. Hence, we have vQ . . . Qw and s(v, w) = 1, implying (v, w) ∈ Q as Q is
s-transitive. Consequently, either ST1 or ST2 does not contain (x, y), contradicting the
maximality of Q. Thus, Q has to be complete. Hence, starting with (x, y) /∈ R we find
a complete, s-transitive relation Q(x, y) containing R but not (x, y). This finally shows
that R = ∩{Q(x, y) : (x, y) /∈ R} and finishes the proof.
Note that there might exist complete, s-transitive extensions of R being transitive.
Moreover, for a pair (s, t) ∈ T (R)\R there has to exist an extension fulfilling s ≿1 y ≿1
t, s ≿1 t and another extension with s ≿2 y ≿2 t ≻2 s.
5.4.3 Prospect: Representations of s-Transitive Relations
To derive a representation for s-transitive relations one has to handle two important
issues. First, an s-transitive relations may or may not be transitive. Hence, a repre-
sentation for s-transitive relations has to be applicable to transitive relations without
enforcing transitivity. Second, the question whether x and y can be compared by ≿
should be independent of whether s(x, y) is one or zero.
We examine whether a modified threshold representation can be used. Consider
x ≻ y ⇐⇒ u(x) > u(y) + c − s(x, y), (5.6)
with c > 1 (due to reflexivity). This makes it impossible to distinguish the incomparable
elements from the equivalent ones, but neither s(x, y) = 0 nor s(x, y) = 1 directly
implies that x and y can or cannot be compared. A relation with such a representation
fulfills s-transitivity. Indeed, x ≻ y ≻ z means u(x) > u(y) + c − s(x, y) and u(y) >
u(z) + c − s(y, z). Hence, u(x) > u(z) + 2c − s(x, y) − s(y, z) > u(z) + 2c − 2. In
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the case that s(x, z) = 1, the claim follows if 2c − 2 > c − 1, which is equal to c > 1.
Note that if c > 2 we also have transitivity for s(x, z) = 0. Hence, the representation
can be applied to transitive relations. Nevertheless, in the best of all cases, namely a
complete and transitive relation, the normal utility cannot be used as a representation.
Indeed, although it holds that x ≻ y if u(x) > u(y) the property (5.6) is only fulfilled if
infx≻y[u(x)−u(y)] > 0, which in general is not the case. Another form of representation
is given by
x ≻ y ⇐⇒ u(x) > u(y) + b(c − s(x, y)), (5.7)
with c > 1, b ≥ 0. This works, since b can be zero and hence the normal utility can be
used. Yet another possibility is close to the original threshold representation:
x ≻ y ⇐⇒ u(x) > u(y) + t(y)(c − s(x, y)), (5.8)
with c > 1 and t(y) ≥ 0. The representations (5.6), (5.7) and (5.8) share the main
idea of s-transitivity: s(x, y) = 1 should not expresses that one can compare x and y
but rather it should make a comparison “easier”. For instance in (5.6), this “easier”
appears as u(x) − u(y) has to be greater than c if s(x, y) = 0 but only greater than
c − 1 if s(x, y) = 1. Both cases can appear and so this property can be used to verify
the usefulness of a representation.
Finally, we examine whether we can use a set-valued representation. We know that
for reflexive, transitive relations it holds x ≿ y if and only if U(x) ⊆ U(y). In particular,
x ≿ y implies U(x) ⊆ U(y) and x ≻ y implies U(x) ⊂ U(y). Can we find an appropriate
characterization for s-transitive relations? Defining S(y) = ∩{z ∈ X : s(z, y) = 1}, it
holds that
x ≿ y =⇒ U(x) ∩ S(y) ⊆ U(y), (5.9)
x ≻ y =⇒ U(x) ∩ S(y) ⊂ U(y). (5.10)
An intersection with S(y) on the right-hand side of (5.9) and (5.10) does not change
the implication, as y ∈ S(y). Due to s-transitivity, (5.9) follows immediately. To obtain
(5.10), we use that x ≻ y implies that y is not in U(x) but in U(y). Since the left-hand
side also depends on y and not only on x, this characterization is not very meaningful.
The reverse implications in both (5.9) and (5.10) can only be shown for elements x with
s(x, y) = 1, since in that case x ∈ U(x) ∩ S(y). Hence, we only obtain a one-to-one
relation for elements with s(x, y) = 1. Since y is in S(y), either y ∈ U(x) ∩ S(y), that is
y ≿ x, or U(x) ∩ S(y) ⊂ U(x). Supposing U(x) and S(x) to be convex and closed, one
could separate U(x) ∩ S(y) and U(y) by a functional. Describing S(y) by a functional
gives a method to check whether x ∈ S(y). Nevertheless, one never obtains conclusions
on elements for which s(x, y) = 0.
Since an s-transitive relation has certain transitive chains, a further idea is to use
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a multi-utility for elements x and y with s(x, y) = 1. The aim is to find a set U of
functions u : X → R such that if s(x, y) = 1 it holds that
x ≿ y ⇐⇒ u(x) ≥ u(y), ∀u ∈ U.
The case s(x, y) = 0 is handled separately. Given such a representation, x ≿ y ≿ z
with s(x, z) = 1 implies x ≿ z if s(x, y) = s(y, z) = 1. In the case that either s(x, y)
or s(y, z) is zero, one cannot follow s-transitivity by only knowing the representation
for elements for which s equals one. Hence, finding a representation for elements x and
y with s(x, y) = 0 is crucial. The problem consists in representing x ≿ y and y ≿ z
without the knowledge whether s(x, z) is one or zero.
Remark 5.42. One could start by describing a representation of complete s-transitive
relations. By Proposition 5.41, an s-transitive relation ≿ is the intersection of its com-
plete, s-transitive extensions. Provided any extension has a representation, we can
collect them and thereby characterize ≿.
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