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Abstract—The location of broken insulators in aerial images
is a challenging task. This paper, focusing on the self-blast glass
insulator, proposes a deep learning solution. We address the
broken insulators location problem as a low signal-noise-ratio
image location framework with two modules: 1) object detection
based on Fast R-CNN, and 2) classification of pixels based on
U-net. A diverse aerial image set of some grid in China is tested
to validated the proposed approach. Furthermore, a comparison
is made among different methods and the result shows that our
approach is accurate and real-time.
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I. INTRODUCTION
A. Background
Insulators are widely used in high voltage transmission
lines and play a significant role in the electrical insulation
and conductor conjunction. The insulators fault, e.g., glass
insulators self-blast, poses a grave threat to power systems
as it could cause a cascade failure. It is of great safety risk
to conduct periodical manual inception of insulators under
extremely high voltage conditions, as a result that thousands
of insulators are deployed on the transmission lines, which
are usually long in distance and high in altitude. The common
approach is to capture aerial images (see Fig. 1) of insulators
by manned helicopters or Unmanned Aerial Vehicles (UAV).
As the humongous aerial images are more and more easier-
accessible, an accurate and real-time broken insulators loca-
tion method is in urgent need.
General speaking, following factors, as shown in Fig. 2,
present a challenge to the broken insulator location problem:
1) Complicated background: the backgrounds of aerial images
often include various scenes such as forests, rivers, farm-
lands and so on.
2) Dynamic view changing: sometimes the camera may be not
brought into focus, causing non-distinctive feature even to
human beings.
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Fig. 1: The aerial images captured by helicopters or UAV.
3) Low signal-noise-ratio (SNR): compared to the whole
image, quite a few pixels contain the broken insulator
information. In some extreme cases, the broken position
can hardly be located via human eye identification.
Fig. 2: The self-blast glass insulators: the broken parts are
labelled by red circle.
In the last decade, deep learning has achieved remarkable
development especially in computer vision. AlexNet [1], pro-
posed by Hinton et al., leads to a new wave of deep learning.
Along with the invention of the new network architectures
such as VGG [2], InceptionNet [3], ResNet [4], deep learning
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2beats the classical methods in various image classification
competitions. Furthermore, Faster R-CNN [5], proposed by
Ren et al., realizes trained end-to-end and real-time object
detection with high accuracy. Besides, fully convolutional net-
work (FCN), proposed by [6], produces accurate and detailed
pixel-to-pixel segmentations and improves the previous best
results in semantic segmentations.
B. Related Work
Recently, much work has been done on the insulator detec-
tion and status classification. Zhao et al. [7] proposes a deep
CNN model with multi-patch feature extraction and a Support
Vector Machine (SVM) for insulator status classification. Liao
et al. [8] proposes a robust insulator detection algorithm based
on local features and spatial orders for aerial images. This
feature extraction method is model-based and able to locate the
insulator string. Wu et al. [9] uses the global minimization ac-
tive contour model (GMAC) for insulator segmentation. Reddy
et al.[10] uses SVM and Discrete Orthogonal S Transform
(DOST) to carry out condition monitoring of insulators in a
complex background. This method needs to transform the raw
image to complex frequency-domain which may cause extra
computation complexity.
Little work, however, has been done about the broken
insulator location based on deep learning, which is the state of
art architectures for computer vision. Broken insulator location
for aerial images is a typical computer vision problem.
C. Contributions of Our Paper
This paper focuses on the self-blast glass insulator location
problem. The contributions are concluded as follows:
1) The self-blast glass insulator location problem is formu-
lated into two computer vision problems: object detection
and semantic segmentation.
2) Two state-of-art deep learning architectures are intro-
duced: Faster R-CNN [5] and U-net [11]. To our best
knowledge, there is no similar work reported in this
domain.
3) The object detection module realizes the insulator string
location as a by-product of our method.
4) The proposed method is accurate and real-time.
The rest of this paper is organized as follows. Section II
proposes the self-blast glass insulator location method. Sec-
tion III and IV briefly introduce the architectures of Faster
R-CNN and U-net. Section V gives the location results in our
experiment, and makes a comparison with different methods.
Section VI concludes the paper.
II. SELF-BLAST GLASS INSULATOR LOCATION
METHOD
A. Self-blast Glass Insulator Location Using Aerial Images
The challenges in broken insulator location, mentioned
in I-A, drive us to focus on following three aspects:
1) The efficient feature extraction of the aerial images:
We choose CNN based methods because they are proved to
preform much better than other methods in multiple image
tasks. If the CNN model is trained directly, however, it is
hard to achieve desired results as the limitation of the sample
numbers. Borrowing the idea of transfer learning, we adopt
the convolutional layers pre-trained on large-scaled image
libraries.
2) The enhancement of SNR: It is natural to crop the
parts containing the insulator strings to improve SNR. Thus,
the problem is transformed into the location of insulator
strings. Faster R-CNN is suitable to this task. It has the
state-of-art performance in object detection or location tasks;
moreover, the pre-trained convolutional layers are adopted in
its architecture (see Section III-A1).
3) The judgement of insulators’ states: Based on the above
analysis, the cropped images may have different sizes because
of the sizes of the insulator strings, as well as their shooting
angles, are different. Standard CNN architectures are not able
to processing images of arbitrary sizes. As a result, U-net, a
specific FCN, is introduced to handle this problem. Besides,
U-net is widely used in semantic segmentation tasks especially
in biomedical image segmentation [11], which is often a low
SNR task. Taking account of above mentioned reasons, U-
net is adopted as a part of our method to conduct the binary
classification of the pixels in the aerial images.
Based on the above analysis, the self-blast glass insulator
location method is designed. The proposed method contains
two modules: 1) the object detection module based on Faster
R-CNN, and 2) the segmentation module based on U-net. The
procedure is shown as Fig. 3.
Firstly, Faster R-CNN is adopted to locate the insulator
stings. The insulator strings, in the form of rectangular boxes,
are cropped from the raw image, and the other parts are
dropped. In this way, the redundant information in the aerial
images are thrown away to enhance SNR.
Secondly, take the cropped images as the input of U-net,
and the pixel binary classification results as the output—for
broken parts, the pixels are labelled as false and for normal
parts as true.
The final output of the proposed method contains two parts:
the locations of the insulator strings, and the coordinates of
the broken insulators.
B. Real-time Performance of Proposed Method
On the one hand, Faster R-CNN enables a unified, deep-
learning-based object detection system to run at near real-time
frame rates through making region proposal network (RPN)
sharing convolutional features with the down-stream detection
network.
On the other hand, there is no fully connected layer con-
tained in the architecture of U-net so that the number of param-
eters are reduced dramatically. In practice, the classification of
a single image costs extremely little time based on U-net.
Besides, the proposed method can be easily expanded into a
distributed system by using Graphics Processing Units (GPUs).
Multiple images can be processed simultaneously provided
that sufficient GPUs are available.
3Fig. 3: Overall flow chart of the proposed method
For the integrity of this paper, a brief introduction of Faster
R-CNN and U-net is given in the next two sections.
III. INSULATOR STRING LOCATION METHOD:
FASTER R-CNN
A. Structure of Faster R-CNN
Faster R-CNN is composed of two networks: RPN and Fast
R-CNN. RPN is a fully convolution network for generating
the proposal regions, and Fast R-CNN conducts detection and
classification based on the proposal regions. The architecture
of Faster R-CNN is illustrated in Fig. 4.
Fig. 4: The network structure of Faster R-CNN
1) Feature Extraction: As shown in Fig.4, efficient and rich
features of the aerial images are extracted by a commonly used
CNN model pre-trained on ImageNet such as Resnet, VGG.
The pre-trained convolutional layers are shared by RPN and
Fast R-CNN.
2) RPN: RPN is the core part of Faster R-CNN. As
shown in Fig. 5. RPN aims to identify all possible candidate
boxes. 3*3 convolution kernels connected to the last shared
convolutional layer are used to generate a feature map of 256
channels. Sliding window method is conducted over the feature
map, and a 256 dimension feature vector is obtained at each
location of the feature map. Within each sliding-window, the
region proposals are predicted simultaneously. The proposals
are parameterized relative to reference boxes which are called
”anchors”. Nine anchors, composed of 3 different sizes and
3 different scales, are adopted to improve the accuracy of
proposal regions. The candidate boxes are relatively sparse
due to the subsequent location refinement procedure.
Fig. 5: The network structure of RPN
3) Fast R-CNN: The proposal region generated from RPN
is detected by Fast-RCNN network. Reshape the feature map
as a high dimensional feature vector. This feature layer is fully
connected with another feature layer of the same length. The
following parameters are predicted: the probability value of
that the candidate box belongs to each class; the parameters
for the bounding box’s translation and scaling.
IV. SELF-BLAST INSULATOR LOCATION METHOD:
U-NET
U-net is a kind of FCN architecture. There are two core
operations contained in FCN: 1) up sampling and 2) skip
layers. FCN uses up sampling to ensure that the output has
the same size as the input image. However, the feature map
obtained by direct up sampling often leads to very rough
segmentation results. Thus, another structure skip layers is
4adopted to overcome this problem. Skip layers method con-
ducts up sampling for the outputs of different pooling layers,
and refines the results by feature fusion such as copying and
cropping.
A. The Structure of U-net
Fig. 6: The network structure of U-net
The structure shown in Fig.6 and its shape is like U. Note
that the input of U-net can be an image of arbitrary size, e.g.
572*572 in Fig. 6.
U-net is composed of the compression and recovery layers.
The compression layers is a classical VGGNet-16 [2]. The
structure of two 3*3 convolution kernels and a 2*2 max-
pooling layer are adopted repeatedly and more high-level
features are extracted layer-by-layer using the down sampling
effect of the pooling layer. The structure of the recovery layers
is totally different from that of VGGNet-16. The structure of
a 2*2 deconvolution kernel and two 3*3 convolution kernels
are adopted repeatedly.
Finally, by a 1*1 convolutional kernel, the dimension of
the feature map is mapped to 2. And softmax is used for
classification in the output layer.
A remarkable detail is that the input of the pooling layer
must be a feature map with even height and width. Thus the
hyper-parameter needs to be set carefully.
V. EXPERIMENT
In this section, we present our results on the aerial images
provided by China South Grid. Firstly, the data set, computa-
tion source, the preprocessing method and the construction of
training and test sets are introduced. Secondly, details of the
training and testing of two network architecture are reported.
The accuracy and speed of the proposed method is evaluated
and compared with other methods. Parts of the results of
the proposed method are presented by images. Besides, the
advantage of the combination of the two models and the
influence of the number of samples are also discussed.
A. Experiment Description
1) Data and Computation Source: The experiment data set
is 620 high resolution images collected by helicopters. The
data set consists of 400 positive samples and 220 negative
samples (see Fig. 7). The size of raw images are 7360*4912
or 4512*3008. All the experiments are conducted on a com-
puter with Intel Core i7-7700 (3.60GHz), 32GB RAM and
two NVIDIA GTX 1080 with GPU memory of 8 GB. Our
implementation uses TensorFlow 1.2.0 [12].
(a) a positive sample
(b) a negative sample
Fig. 7: The examples of training samples
2) Data Preprocessing: Due to the limitation of computa-
tion resource, the raw images are resized to 1024*1024. Note
that no other preprocessing operation like intercepting target
subjects which is often adopted by other methods is conducted
in our experiment.
3) Construction of Training Sets and Test Sets: Due to the
number of sample is not large enough, 3-fold cross-validation
i.e. 412 images for training and 208 images for testing is
carried out in the experiment for insulator strings location. In
the experiment for classification, the 4-fold cross-validation
is conducted on the cropped images. The insulator string
is labelled with ”insulator” by a box which is determined
by four coordinates. Note that only glass insulators in the
images are labelled. The pixels that belong to broken insulators
are labelled with ”break” and the others are labelled with
”normal”.
4) Evaluation Method: The performance of the proposed
method is evaluated by the values of recall and precision
5Parameter name Value
batch size 2
max step 23000
dropout keep probability 1.0
the score threshold for NMS 0.0
the IoU threshold for NMS 0.7
the initial learning rate 0.0003
the momentum value 0.9
TABLE I: The parameter settings of Faster R-CNN
defined as follows:
Precision = TP/(TP + FP ) (1)
Recall = TP/(TP + FN) (2)
where TP is the number of successfully located targets. TP+
FP is the total number of located objects, and TP + FN is
the total number of actual targets.
B. The Insulator String Location
The location of glass insulator strings is conducted through
Faster R-CNN. The best performance of Faster R-CNN is
obtained with the pre-trained model inception-resnet-v2 [13].
The training of Faster R-CNN is carried out using Momentum
method [14]. The parameter settings are shown in Tab. I and
the training loss is plotted in Fig. 8.
Fig. 9 shows two location results. The detected insulator
strings are bounded by red boxes and the scores and class
name are shown above these boxes. As shown in Fig. 9, the
location method is fairly effective in detecting glass insulator
strings under a complex scene. If the overlapping portion of
the result and the ground truth is greater than 0.95, we regard
that the detection is successful. The value of precision is 0.966
and the value of recall is 0.971. Besides, the average time cost
on a single image is 793 ms. These results suggest that the
method enables the real-time location of insulator strings with
high accuracy.
Fig. 8: The training loss of Faster R-CNN
We also test other three widely used object detection
architectures on our data set: single shot multibox detec-
tor (SSD) [15], region-based fully convolutional networks
(RFCN) [16] and discriminatively trained part-based models
(DPM) [17]. The comparison of different detection architec-
tures with different pre-trained CNN models is presented in
Tab. II.
Fig. 9: Four Insulator String Location Results. Each detected
insulator string is bounded by a red box. Each output box is
associated with a category label and a softmax score in [0, 1].
Model
name
Pre-trained model Precision Recall Speed
(ms)
inception-resnet-v2 0.966 0.971 793
Faster resnet-101 0.96 0.96 236
R-CNN resnet-50 0.948 0.942 120
inception-v2 0.947 0.931 69
vgg-16 0.916 0.922 25
inception-resnet-v2 0.953 0.942 403
resnet-101 0.947 0.925 111
SSD resnet-50 0.941 0.914 75
inception-v2 0.941 0.908 42
vgg-16 0.882 0.857 15
inception-resnet-v2 0.953 0.942 467
resnet-101 0.947 0.941 178
RFCN resnet-50 0.931 0.936 96
inception-v2 0.924 0.910 60
vgg-16 0.909 0.857 19
DPM 0.771 0.731 900
TABLE II: Performance of different object detection models
General speaking, DPM without the pre-trained model has a
worst performance. The trade-off between speed and accuracy
is obvious. Comparing to Faster R-CNN, SSD and RFCN are
faster in calculation and lower in accuracy. For the reason that
the time cost are more tolerable (793 ms), we choose Faster
R-CNN with inception-resnet-v2 to purchase a better accuracy.
C. Self-Blast Insulator Location Results
Firstly, the images are cropped according to the bounding
box as the input of U-net. The architecture used in our
experiment is shown as Fig. 6. Note that batch normaliza-
tion layers are added after the convolutional layers to avoid
vanishing gradient problem and to accelerate deep network
training [18]. Meanwhile, neither the drop out nor weight
regularization is adopted. The optimization algorithm adopted
in this experiment is Adam [19]. In Adam, the parameters ,
β1, β2 are set to 1e-8, 0.9, 0.999 respectively (as recommended
6Method Precision Recall
U-net 0.567 0.627
Faster R-CNN 0.882 0.896
Faster R-CNN plus U-net 0.951 0.955
TABLE III: The precision and recall of different methods
in [19]). The batch size is set to 1 and the initial learning rate
is set to 1e-3. The data augmentation methods such as rotation
and flip are carried out. As shown in Fig. 10, the training loss
converges after about 12000 steps.
Fig. 10: The training loss of U-net
Four classification results are shown in Fig. 11. The pixels
of failure position is covered by semitransparent purple masks.
The value of precision is 0.951 and the value of recall is
0.955. The time cost of U-net on a single image is almost
negligible. This is a fairly ideal result for the broken glass
insulator location.
D. Advantage of the Combination of Faster R-CNN and U-net
To validate the advantage of the combination of these two
architectures, the self-blast insulator location is carried out
with Faster-RCNN or U-net alone as follows.
The values of the criteria are shown in Tab. III. U-net alone
performs bad, and Faster R-CNN alone performs better but
still far away from the proposed method.
As shown in Fig.12, an intuitive comparison is presented
among the three methods. Fig.12a shows that U-net fails to
locate the broken insulators. Fig.12b shows that Faster R-CNN
locates the self-blast insulator successfully, however, it seems
like that the redundant information interfere with Faster R-
CNN and thus an extra false result is obtained. This indicates
the importance of the enhancement of SNR. Fig.12c shows
that the proposed method, which combines Faster R-CNN and
U-net, has a good performance.
E. Influence of the Number of Training Samples
In the end of this section, the proposed method is evaluated
on the aspect of training sample numbers. We set the samples
numbers from 100 to 620, and keep the proportion of positive
and negative samples about 2:1. The result is shown in Fig. 13.
Fig. 13 shows that the method performs better as the training
sample number increase. It means that the method will achieve
more accurate results if more training sample are available.
VI. CONCLUSION
The methods for aerial images is a bottleneck for broken
insulator fault location. This paper proposed a novel self-
blast glass insulator location methods based on the deep
learning architectures for aerial images. The self-blast glass
insulator location problem is formulated into the location
and segmentation problem in computer vision. Two state-
of-art CNN based models, Faster R-CNN and U-net, are
introduced. The former is responsible for the location of glass
insulator strings so that SNR is enhanced greatly; and the
latter enables the precise classification of the pixels in the
cropped images of different sizes. The advantages of these
two architectures are combined naturally. According to a large
number of experimental comparisons, Faster R-CNN with
inception-resnet-v2 pre-trained model is chosen as the optimal
object detection architecture so that the best performance of
accuracy is obtained while the real-time detection is realized:
the value of precision is 0.951, the value of recall is 0.955,
and the time cost of a single image is about 800 ms. The
experiment results also indicate that the proposed method
performs better as the training sample number increases. To
reproduce our method, the details of our experiments such as
the preprocessing operation, the method of image labelling
and the parameter settings is clearly elaborated. Besides, the
proposed method can be viewed as a general framework of
broken insulator location using aerial images. It is easy to
transfer our method to other similar detection problem in this
domain.
It is necessary to point out that there is still some room
left for our proposed method. In the method, the training
and reference of the two networks are dependent—it is not
essentially an end-to-end learning method. Currently, Mask
R-CNN [20] is proposed and it combines the detection and
segmentation in its architecture by adding FCN with Faster
R-CNN. Besides, the results of [21] indicates that the pixel
label may not be necessary and the coordinates of bounding
boxes is enough for Mask R-CNN. In practice, this method
will dramatically reduce the cost of time and labor on labelling
for pixels. Thus, we will improve our method based on Mask
R-CNN in the future work.
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