The interest in bicycling and its determining factors is growing within the public health, transportation and geography communities. Ownership is one factor affecting bicycle usage, but work is still ongoing to not only quantify its effects but also to understand patterns in its growth and influence. In recent work, we mined and discovered patterns in global bicycle ownership that showed the existence of four characteristic country groups and their trends. Building on these results, we show in this paper that the ownership dataset can be modeled as a network. First, we observe mixing tendencies that indicate neighboring countries are more likely to be in the same ownership group and we map the likelihoods for cross-group mixings. Further, we define the strength of connections between countries by their proximity in ownership levels. We then determine the weighted degree assortative coefficient for the network and for each group relative to the network. We find that while the weighted degree assortativity of the ownership network is statistically insignificant, the highest and lowest ownership groups exhibit disassortative behavior with respect to the entire network. Res (2018) 263:529-549 third ranked groups, however, are strongly assortative. Our model serves as a step toward further work in studying the relationship between proximity and bicycle ownership among nations and unearthing possible patterns of influence. Considering further developments, this work can inform policy-relevant recommendations toward regional planning. This effort also contributes to expanding research in assortativity analyses, especially in weighted networks.
The rest of the paper is organized as follows: In the next section (Sect. 2) we detail our previous efforts, with attention given to the data mining tools we used in tracking global household bicycle ownership, as they highlight the challenges of dealing with a sparse dataset. Section 3 motivates the network theory via a brief background and then proceeds to describe our approach. We then present our results (Sect. 4) and discuss their implications (Sect. 5). The paper is concluded by a summary and outline of future work (Sect. 6).
Review of prior cluster analysis of household bicycle ownership
We collected household bicycle ownership data from various national, regional and international surveys, spanning 1989 to 2012 and 150 countries. The unifying question of interest in all of the surveys was whether the household owned at least one bicycle. The ownership data only amounted to 540 unique country-years. We also obtained and estimated national household populations in the years of interest. The dataset represented 1.25 billion households, and a 42% household weighted average ownership indicates average indicates that there at least half a billion bicycles in homes around the world. 1 Details on the data collection process can be found in Oke et al. (2015) .
Hierarchical agglomerative clustering (HAC) was the initial step in pattern discovery beyond geographical proximity. HAC is unsupervised (Jain et al. 1999; Tsui et al. 2006 ) but it requires a means for calculating the separation between all the nodes at initialization. The HAC method of choice informs the rule governing how the clusters are "grown," ultimately to form a tree. The natural number of clusters in the dataset must then be determined in order to truncate the tree at the proper height.
Dynamic time warping
Since ownership data were only available for a few different years in each country, finding a suitable point pairing for each ownership vector in time was not a trivial task. Thus, in order to find the optimal pairwise alignments, we applied the dynamic time warping (DTW) algorithm (Giorgino 2009 ), which uses the "average accumulated distortion" as the objective metric for finding the best matching path. 2 DTW computes a warping curve φ(k) with M elements, each mapped from a pair of time series A and B, each with P and Q observations, respectively. Thus,
where the selection functions φ a ∈ {1, . . . , P} and φ b ∈ {1, . . . , Q} are constrained accordingly to preserve continuity and monotonicity. The optimal alignment gives the minimum deformation D between pairwise sets of observations:
where the distortion d φ is given by
3) The test quantity λ is given by λ = ||DM − U M|| 2 , where DM is the original dissimilarity matrix, while U M is the ultrametric (separation matrix) for each of the clustering structures considered with c φ (k) the weighting coefficient in each step, C φ the normalization constant, and d a distance metric of choice (we used the Euclidean distance in this case). In the end we obtain a normalized dissimilarity matrix DM.
Clustering procedure
The next step we took was finding the HAC method of choice that worked best for our data. We considered four candidates: the weighted pair-group method with arithmetic means (WPGMA), the unweighted pair-group method with arithmetic means (UPGMA, also referred to as the method of averages), the complete linkage method and the single linkage method. The fitness measure is the Euclidean norm (or greatest singular value) λ of the difference matrix between the unclustered and clustered pairwise separations (Mérigot et al. 2010) . The method of averages produced a λ value of 883.2, which was the smallest of the four (see Table 1 ). The gap test (Tibshirani et al. 2001 ) provides a well-defined method for finding the optimal group number in a dataset. The test quantity is defined as
where W k is the within-cluster sum of pair-wise distances. The first term on the right-hand side of Eq. 2.4 is the expectation of log(W k ), obtained by a Monte Carlo simulation of B samples on a uniform distribution over each row of the pairwise separation matrix; this term can also be written as E * {log(W k )}). The optimal number of clustersk is chosen as the smallest k such that
where ε k+1 is the simulation error. 3 The value ofk can therefore be formally given as:
The intuition behind this method is as follows: If we assume the elements of the dataset are uniformly separated, then the expectation of log(W k ) decreases at a rate of 2 p log(k), where p is the dimensionality of the dataset (Tibshirani et al. 2001) . However, if a certain clustering method identifies well-defined groups, log(W k ) must be observed to decrease at a much faster rate, up to the point of maximum separation. Beyond this point, log(W k ) decreases at a slower rate than expected (see Fig. 1 ). For our dataset, the optimal cluster numberk is thus 4. 3 The error term is given by
, where b is the index number of the generated sample (Tibshirani et al. 2001) . Number of clusters k
Number of clusters k Gap (k) Fig. 1 This plot shows the expectation E * {log(W k )}, the observation log(W k ) and the gap statistic Gap(k) as functions of the number of clusters obtained via the clustering method of best fit. The error bars on Gap(k) indicate the size of the simulation error ε k . As an indicator of how well-separated the clusters are, log(W k ) decreases more rapidly than its expectation as the number of clusters chosen approaches optimality (k <k), while it decreases less rapidly beyond this value (k >k). In this case,k = 4 Table 2 summarizes the results of our cluster analyses. The group membership or rank of each country is given in Table 6 . Household bicycle ownership is concentrated among a few countries, as membership increases with decreasing rank. 4 In this paper, "group rank" precisely refers to the level of bicycle ownership in the corresponding group. Group 1 therefore has the highest average rate of ownership, while Group 4 (the last group) has the lowest rate of ownership.
A brief introduction to networks and assortativity analysis

Graphs and networks
Graph theory has developed a host of tools for describing groups and associations within groups. These have been applied to problems such as route finding (shortest path algorithms), network flow problems (e.g. cost-minimization, resource allocation) and matching. By correctly formulating the network representation of a system, graph theoretic approaches can provide analyses for unearthing and understanding patterns of association (Small 1973; Newman 2004) , growth (Teichmann and Babu 2004; Capocci et al. 2006) , selection (Steglich et al. 2010; Baerveldt et al. 2014 ) and many more, within the system. A key motivation for this paper is that a better understanding of proximity contributions to bicycle ownership would also contribute to efforts to encourage greater ownership and usage. The geographical layout of the countries already presents a corresponding topology and since we were interested in studying their associative patterns, a network or graph-based approach is advantageous. Wall et al. (2011) used a network model to investigate relationships based on "geographical embeddedness" and corporate activity between nations. Zhukov and Stewart (2013) also took advantage of geographic topology to formulate their network model for political diffusion.
Mathematically, a graph is set of nodes and edges. An edge is a line connecting a pair of nodes in a graph. The degree of a node is number of edges incident from it, and this can be immediately seen as a measure of the node's connectedness in the graph. A pair of nodes is said to be adjacent if the nodes are connected by one or more edges, i.e. one node is at the tail, while the other is at the head of the connecting edge. For a given node, the set of its adjacent nodes are its neighbors.
Notation Given a graph G(V, E), with nodes u, v ∈ V and edges e uv ∈ E. The tail node of an edge e uv is u and its head node is v. The set of neighboring nodes is denoted by N (u) for a node u. A brief summary of the relevant graph notation is given in Table 3 .
Mixing
Various properties can be of interest when a system is modeled as a network. Some of these include patterns of growth and resilience, which are relevant for population networks and infrastructural systems, respectively. Measures of influence of each node can also be important. This is especially true for social networks (Anagnostopoulos et al. 2008) . If the nodes already belong to certain groups, another property of interest is mixing, which is concerned with nature of the connectedness of nodes by their groupings. Mixing patterns can provide insight into the associational behaviors of entities in a network (Newman 2002; Hens et al. 2009; Piraveenan et al. 2012) .
To quantify the likelihood of nodes in various groups to be connected or cross-connected, a mixing matrix E is defined such that each element E i j is given by
where A uv is the edge-incidence matrix of the network, and i, j are indicial bijections onto the groups I ∈ I, J ∈ J, i.e. the index i in the matrix E represents the group I , and so forth. The matrix A is constructed such that A uv = 1 if there is an edge connecting nodes u and v, and 0 otherwise. The normalized mixing matrix e is then defined as 5
The mixing coefficient (Newman 2003) , which measures the level of connectedness of nodes in the same group, is defined by
where a i = j e i j . The error of r m is evaluated by its standard deviation, which, as Newman has noted (Newman 2003 ) is similar to that of intraclass correlation measurements (Fleiss et al. 1969 ) and given by
where M is the number of connections (edges) in the network. Our criteria for statistical significance is given by 6 r m σ (r m ) ≥ 5 (3.5)
To measure the likelihood of cross-group mixing, we define the conditional probability P as
Thus, given that a node is in group i, P is the likelihood that its neighbor is in group k.
Degree assortativity
Assortativity is a more general term that defines nodal associations based on a shared property in the network. For the purposes of this paper, we consider the term "mixing" as specific to group association, while "assortativity" is a generalization to other properties. The assortativity of a network based on the degree of each node is an established metric, first formally defined by Newman (2002 Newman ( , 2003 . When nodes of high degree have more connections with nodes of high degree, the network is said to be assortative. If more connections appear between nodes of high degree to those of low degree, then the network is said to be disassortative. Various measures of assortativity have been defined. The Pearson correlation coefficient, however, is typically used to measure the assortative strength in a network (Newman 2003; Foster et al. 2010) . Two further definitions are needed before we describe the assortativity coefficient. First, e d bc is the probability that an edge chosen at random in the network connects nodes of degrees b and c. Second, the excess degrees of two connected nodes are the degrees of each respective node without counting the edge connecting them. The excess degree distribution is given by the probability q c for each degree c in the network. The probability q c is therefore the probability that for a node chosen at random, the degree of all the other attached edges except for the edge being considered is c:
The degree assortativity coefficient (Newman 2003) for associations based on node degree is thus 7
where σ q is the variance of the excess degree distribution q c given by Newman (2002) :
The statistical significance of r d can be evaluated by its size relative to its standard deviation, which is calculated according to the following Newman (2003):
where M is the number of edges in the network. For the purposes of this discussion, we will consider weighted node degree assortativity as significant if the following condition is satisfied (see footnote 6):
Assortativity profiles can also be plotted to investigate the property of interest in a network (Piraveenan et al. 2010) . They are useful for observing individual element contributions to the assortativity or disassortativity of the network.
A simple network model for bicycle ownership
We consider the 150 countries in our dataset as nodes in an undirected graph whose edges represent the land borders between adjacent countries. Data on node adjacency or borders can easily be read from a map, but we obtained a compiled list from Visualign (2013) . From this, we obtained the degree of each node, which represents the number of unique land borders a country has. These values are shown in Table 6 .
A key component of defining a network is defining the criteria for connections between nodes (and their strength, in the case of a weighted network) (Zhukov and Stewart 2013) . Since we are investigating a network structure with regard to bicycle ownership, we want the edges to be weighted as a measure of the separation in bicycle ownership between adjacent countries. In this model, we simplify this calculation by simply using the difference in group rank, with a maximum possible weight of 4 (closest) and a minimum of 1 (furthest apart). We therefore define the edge weight w(e) or w uv as
where Gr(·) ∈ {1, 2, 3, 4} is the group rank. Thus, an edge connecting two nodes in the same group will have a weight of 4, while the weight of the edge joining two nodes of maximum group separation will have a weight of 4 − 3 = 1. The degree of each node can therefore be weighted by the difference in group rank between the node and each of its neighbors. Since there are no loops or multiple edges in this network, we can define the weighted degree as follows.
Definition 1 (Weighted degree) Given a node u, the weighted degree is given by d w as
Following Eq. 3.1, the mixing matrix elements for this network are given by
We will use the normalized mixing matrix and the corresponding conditional probabilities, as defined in Eqs. 3.2 and 3.6, to measure the group-mixing tendencies in the network. The group mixing coefficient for this network (Eq. 3.3) will indicate the overall strength of same-group mixing in the network. In Sect. 3.3, we described assortativity with respect to the degree distributions of the nodes. For the purposes of this model, we will now consider the assortativity by weighted degree, as given by Eq. 3.13. We motivate this as follows: the degree of each node in the network without considering bicycle ownership groupings is simply a measure of the number of land borders the represented country has. This value remains the same except political factors intervene in the creation or destruction of one or more countries. By considering the weighted degree, the number of neighbors a country has can then be valued by their group separation, which is the difference between the group rank of the country and that of each of its neighbors. (We recall from the definition in Eq. 3.12 that the weight increases with decreasing separation by group). For instance, given two countries A and B with the same number of neighbors: if the weighted degree of A is 16 and that of B is 8, then A is clearly more associated with countries whose groups are closer to that of A, while the neighbors of B are further in separation by group. Based on Eq. 3.8, we now define the weighted degree assortativity coefficient, WDAC (Leung and Chau 2007; Noldus and Van Mieghem 2015) .
Definition 2 (Weighted degree assortativity coefficient, WDAC) For a network with weighted degrees b, c ∈ D w , where D w is the set of all the weighted degree values that exist in the network, the weighted degree assortativity coefficient is given by
The WDAC will indicate the strength of assortativity or disassortativity by the weighted degrees of each node. We will also consider the value of r d w by the contribution of each group to investigate underlying behavior.
Finally, we will use assortativity profiles to enable us to visualize the nature of the contribution of each node to the overall assortativeness of the network. When assortativity is considered with respect to node degree mixing, the average nearest neighbor degree (ANND) can be used to evaluate the assortativity by observing the trend of ANND as a function of the degree of each node (Serrano et al. 2007 ). As we are dealing with the weighted degree in this case and definition of "neighbor" is equivalent to the "nearest neighbor" for each node, we now define the average neighbor weighted degree (ANWD), which is computed by taking the mean of the weighted degrees of the neighbors of a given node. Averaging the weighted degrees in the neighbor set in our case also has the added benefit of allowing for some adjustment for the number of borders a country has. This will be our function of interest for the assortativity profiles we use here. (See Barrat et al. 2004 for further background on this quantity.)
Definition 3 (Average neighbor weighted degree, ANWD) For given node u with a neighbor set N (u), the average neighbor weighted degree is given by
The weighted degree and average neighbor weighted degree values for each country in the dataset are given in Table 6 . We note here that we did not consider countries in our dataset with degree 0, i.e. those that do not share a physical land border with any other country. These were Australia, Japan, New Zealand (Group 2) and the Phillipines (Group 3). The countries with no ownership data were also excluded from this model. Thus, the United Arab Emirates (Group 2), South Korea (Group 3) and Tunisia (Group 4) were not included in the analyses, as they were bordered by countries for which data were not available. The 7 exclusions represent only about 4.7% of the entire dataset.
Results
Mixing by group
The number of group pairings of neighboring countries is shown in Table 4 . The number of connections increases by decreasing group rank, as expected. The table represents the symmetric mixing matrix E. The sum of the elements in the upper triangle of E is 347, which is the number of unique land borders of the countries in the network. The normalized mixing matrix e is derived from E (according to Eq. 3.2) and evaluates to The group mixing coefficient r m is 0.204 and σ (r m ) = 0.0139, a 15σ value. This indicates that, overall, associations between members in the same group are more likely. Finally, we compute the matrix of conditional probabilities that the neighbor of a given node is in Group j given that the node is in Group i. This matrix indicates that Group 1 countries are more likely to be neighbors to other Group 1 countries. However, the likelihood that Group 2 members are neighbors to those Group 1 is nearly just as likely, as P 12 = 0.324 and P 11 = 0.374. A similar trend follows for each group in that their neighbors are most likely to be members of the same group, while the next most likely neighbors occupy the nearest group. However, the spread between these likelihoods is greatest for Group 4, indicating that its members are most closely linked. To better illustrate these transitions, we plot a grayscale map of P (Fig. 2) .
Weighted degree assortativity
We compute the weighted degree assortativity coefficient for the network, and also for each of the Groups 1 through 4. The results are shown in Table 5 . For the entire network, the value r d w = 0.05 (≈ 4σ (r d w ) ) indicates a statistically insignificant (by Eq. 3.11) weighted degree assortativity. However, when the contributions are considered by group relative to the network, further details emerge. For Group 1, the strength of disassortativity is quite small, but this is statistically significant. Group 4, however, is strongly disassortative with respect to the entire network (r d w = −0.519 ≈ −41σ (r d w ) ). Thus, both Group 1 and Group 4 member countries of high weighted degree significantly tend to be connected to countries of low weighted degree (and vice versa). Groups 2 and 3 are assortative with respect to the entire network, a tendency that is stronger for Group 3. The members of these two groups are therefore more likely to be connected with nodes of similar weighted degree.
Assortativity profiles based on average weighted degree of neighbors
We plot the assortativity profiles by average weighted neighbor degree for the entire network (Fig. 3) and also by the contribution of each group (Fig. 4) . The results support the coefficient values computed in Sect. 4.2.
While the profile of Group 1 does indicate a negative trend, the sparsity of points explains why its disassortativity is weak. Group 3 shows the stronger assortative profile compared to Group 2 (Fig. 4b, c) . The profile for Group 4 (Fig. 4d) shows an accumulation of low weighted degree points with much higher weighted degree neighbor averages. Outlying points in the group profiles are labeled and discussed in Sect. 5.
Discussion
The mixing matrix and its associated conditional matrix P indicate that countries in the same group are more likely to be found near each other than to those from other groups. This effect A B C D Fig. 4 Assortativity profiles for Groups 1 through 4 based on the average weighted neighbor degree. The size of the markers indicates the actual degree of the node is most pronounced for Group 4, indicating that many of them are geographically proximal. Furthermore, countries in Groups 1 and 3 are almost as likely to be found next to those in Groups 2 and 4. Thus, for Groups 1 and 3, there is most likely to be a cluster separation of 0 or 1 in relation to their neighbors. For all the groups, member countries are least likely to be proximally associated with those of widening separation by ownership group. We consider assortativity with regard to weighted degree. Overall, the network is mildly assortative, based on the value of the computed assortativity coefficient. Thus, for all nodes in the four groups, there is a slight tendency for associations between nodes of similar weighted degree. This can be interpreted by saying countries with increased connectivity (in terms of both the number of neighbors and the closeness of group) are found adjacent to countries with similar characteristics. At the group level, this is not always the case. For Groups 1 and 4, this behavior is opposite (i.e. disassortative) and more strongly so for Group 4. As the connectivity of member countries increases, the average weighted neighbor degree reduces, which is a result of the reduced likelihood that those neighbors are in the same group. The highest point in Fig. 4d represents Mongolia which, while having only 2 neighbors, is connected to countries, namely Russia and China, with considerably more neighbors and higher bicycle ownership. The furthermost point along the x-axis represents DR Congo, which has the largest number of land borders in Africa.
Group 1 in particular shows the opposite trend, but its seeming disassortativity is insignificant, as can be inferred from the fact that there are far fewer countries in Group 1 compared to the other groups. In Fig. 4a , Burkina Faso is at the lowest point in the profile, indicating that it is surrounded by countries with a greater degree of cluster separation. The furthest points, i.e. those with the highest weighted degree (Austria and Germany) have an even greater number of neighbors. That they are higher up than Burkina Faso indicates that they are surrounded by neighbors closer in ownership.
For Groups 2 and 3, there is a strong assortative trend. In Group 2, two countries are found well beyond a weighted degree of 23: Brazil and China (Fig. 4b) . While China has the largest degree (number of neighbors) in the set, its neighbors are further apart (in terms of ownership level), hence its position in the profile. Brazil also has a large number of neighbors but they are more distantly separated by group, which is why it is not further up in the profile. The points closest to the origin of the plot represent countries with only 2, 1 or no neighbors (e.g. USA, Canada, Ireland, Indonesia), indicating their limited influence in spite of their high ownership levels. Group 3 countries are more strongly assortative. As seen in Fig. 4c , Russia lies further up the x-axis than any other member of Group 3, as it has just as many land borders as China (13) but its weighted degree is larger-a potential indicator of its influence.
Conclusion and outlook
We have presented a simple network model that enables us to further investigate how the level of ownership in the countries considered is related to their neighbors. To do this, we defined a measure of connectivity for each pair of countries based on the presence of a shared land border and the separation between the ownership group occupied by each. We then applied principles of mixing and assortativity to describe patterns in associations between the bicycle ownership groups defined in an earlier study (Oke et al. 2015) . Mixing was considered strictly on the basis of group, while assortativity was considered by the measure of connectivity defined-the weighted degree.
Our results show that countries with high ownership are generally likely to be neighbors to those with similar ownership or just one step lower. The countries with the lowest ownership, however, are the most isolated from other countries in terms of ownership separation. Furthermore, our weighted degree assortativity analyses enable us to better understand how ownership and proximity are related between countries and their neighbors in the four different groups. We observe that on the whole, weighted degree assortativity within the ownership network is statistically insignificant. However, for the countries in Groups 2 and 3, assortativity is observed, indicating that high weighted degree countries are more connected with those of equally high weighted degree. The opposite is the case for Groups 1 and 4, the latter exhibiting stronger weighted degree disassortativity. The group assortativity profiles by average neighbor weighted degree provide greater insight into individual country behavior and may serve as starting points for further investigations into these countries.
This work is an initial step toward applying network analysis tools in an effort to not only understand the factors influencing bicycle ownership, but also how the ownership levels in the countries themselves indicate those of neighboring countries. While the nodes in this network are largely static with regard to position (i.e. the degrees will largely remain the same), the levels of ownership can certainly change. For policymakers trying to weigh options to improve the quality of life in their countries, regions or continents by encouraging more ownership of bicycles, the analyses present a few approaches. For instance, if a regional coalition is interested improving the level of bicycle ownership in their member countries, initiatives might be better piloted in the most connected country.
A dynamic model of how the nature of the network might evolve in time would be useful for policymakers trying to weigh options to improve the quality of life in their countries, regions or continents by encouraging more ownership of bicycles. In such an instance, knowledge of how countries have moved into higher-ownership groups and their respective weighted connectivities can inform the selection of a pilot country in which to launch targeted initiatives, whose benefits would hopefully influence its neighbors in time. With more bicycle ownership data and future clustering analyses, perhaps more groups might also emerge. We would also like to better define the nature of country-to-country influence by accounting for other factors, such as climate, mobility, income, history (political and cultural) and topography. In our next round of efforts, we plan to utilize readily available data on some on these features to further investigate the nature of these relationships to whatever degree they exist. Further, with a more accurate and translatable network representation, we can hopefully provide more insights for stakeholders and policymakers in sustainable transit.
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Appendix: Country parameters
