Abstract. Aiming at the shortcomings of traditional radar identification based on artificial judgment and module matching, this paper proposes an intelligent identification algorithm based on joint time-frequency. The radar radiation source signal is transformed by time-frequency, and the processed signal is input into the automatic encoder through different kinds of dimensionality reduction methods, and the pre-training adjustment depth learning model is adopted, and the commonly used softmax classifier is adopted to the pre-training model. Oversee fine school and identification, and finally complete the identification task. The simulation results show that high recognition rate can be achieved by this algorithm, and the joint dimension reduction is better than other methods.
Introduction
Radar emitter signal recognition plays an important role in the modern war, directly affects the performance of electronic reconnaissance equipment and related to the subsequent operational decision, it is not only the purpose of signal processing of the reconnaissance system, is an important basis for determining the enemy threat situation, plays an important role in radar electronic warfare in the process. Modern information warfare has put forward higher requirements for automatic and intelligent radar emitter recognition. The traditional method of emitter recognition based on artificial decision and template matching has been unable to adapt to the rapidly changing battlefield environment. Therefore, we need to further study artificial intelligence technology and realize signal automatic identification [1] . Radar emitter signal feature extraction, as the basis of signal sorting and recognition, directly determines the efficiency and accuracy of signal recognition, and then affects the capability of electronic intelligence reconnaissance and related to subsequent operational decision making [2] .
In recent years, deep learning has attracted the attention of many scholars. In November 2012, a Microsoft event in Tianjin on Chinese public demonstration of a fully automatic simultaneous translation system, the speaker with English speech, the background of the computer automatically coherent speech recognition, speech synthesis and the Machine Translation Chinese, the effect is very smooth. In 2012, Hinton used convolution neural network to achieve remarkable achievements in the ImageNet competition. In view of the performance of the deep learning structure, this paper proposes the use of deep learning to identify the radar emitter signal [3] . 
Step and Method of Signal Recognition

Fig. 1. Signal recognition flow chart
It can be concluded from the above signal recognition process in figure [4] , first of all to the radar emitter signal preprocessing, this paper is mainly extracted by short time Fourier transform, and then by using SVD (locally linear embedding), LDA (linear discriminant analysis) for dimensionality reduction, data reduction to get into depth study of structure for classification and recognition.
Feature Selection Based on Short Time Fourier Transform
In 1946 Gabor proposed short-term Fu Liye transform (Short Time Fourier Transform, STFT), the basic idea is to take on a limited time window function in signal STFT, realize the localization signal in time domain, assuming the time window signal is stationary, moving in time axis on the signal segment of Fourier transformation through the window, so as to obtain the time-varying characteristics of signals [5] . The STFT of the signal is defined as follows
The H (T) is the window function, moving along the time axis, obviously, if you take an infinite window function H (T) =1, t, STFT degradation for the traditional Fourier transform. The signal s (T) multiplied by a fairly short window function is equal to the slice taken from the signal at the time point t, so STFT can be understood as the Fourier transform (local spectrum) near the T of "analysis time".
Deep Learning Structure
The automatic encoder is a typical three layer neural network structure proposed by Rumelhart in 1986. It consists of the input layer, the hidden layer and the output layer. The dimension of the input layer and the output layer are equal, and the dimension of the hidden layer is m dimension [6] .
The encoder is formed between the input layer and the hidden layer, the input signal
excitation characteristics of the data in the hidden layer through the encoding process between the hidden layer and the output layer are y decoder, signal reconstruction in n R through the decoding process. Since the training goal is to make the original encoder input is yx  , so as to obtain the most important data information in [7] . The process of the self encoder is expressed as a formula:
Formula (2) . The output data of Y output layer can be regarded as the input data of X input layer prediction, parameter auto encoder can use BP neural network algorithm to adjust the transmission, when the proximity of input data of X output layer of Y output data and the input layer is acceptable, then the auto encoder has retained most of the information of the original input the automatic data, the neural network trained encoder [8] .
Definition of cost function The second term of the formula is the weight attenuation term of the weight attenuation coefficient [lambda] , and the weight attenuation term plays the role of reducing the weight and preventing over fitting [9] , The best parameter(W,b)is sought from the encoder, making the cost function J (W, b) smallest. Then it is considered that the output y of the self encoder reconstructs the input x, and the output a of the hidden layer is the characteristic expression of the input X.
Softmax Classifier
The encoder itself does not have the automatic classification function, the classification accuracy rate to determine the learning performance of auto encoder, so behind the auto encoder model adds depth classification layer, then the gradient descent method of parameter of network training [10] , can be used for classification tasks, common classifiers are mainly Softmax classifier, SVM classifier, Bias classifier [11] . In this paper, softmax classifier is selected. The Softmax classifier can be used to solve the multi classification problem, that is, the number of desirable values of the sample label y k satisfies the k>2. Now a training set This model is a supervised learning algorithm. The categories of the input samples are very clear, and the same sample can not belong to multiple categories at the same time. Assuming that the input is x, then it is the probability of the class J as 02018 02018
Algorithm Framework for This Paper
Step 1:the short-time Fourier transform of six kinds of emitter signals is used to reduce the dimension of the time-frequency images, and SVD and LDA dimensions are reduced respectively, and the high-dimensional input samples are formed.
Step 2: the high dimensional eigenvector is used as the input of the sparse self encoder, and the layer by layer greedy training method is used to carry out unsupervised pre training for the samples. A sparse self encoder is used to learn the deep features of the input features.
Step 3: after the completion of pre training, fine School of pre trained model using labeled training samples, this paper uses softmax classifier to get the features of SAE are classified according to the classification results and data label distance of network weights in tune with back propagation algorithm. So as to achieve the effect of fine tune, and get a good training network.
Step 4: the data of the test samples are sent to the trained network for classification and recognition, so as to realize the recognition of the signal.
Simulation Analysis
The data used in this article to the radar emitter signal MATLAB simulation, respectively conventional pulse signal (CW), linear frequency modulation signal (LFM), nonlinear frequency modulation signal (NLFM), phase encoding signal compression (BPSK), two (BFSK) encoding signal frequency and the four frequency encoding signal (QFSK). The carrier frequency of CW, LFM, NLFM, BPSK and QPSK is set to 200MHz, LFM frequency offset is set to 50MHz, BPSK uses 13 bit Barker code, QPSK uses 16 bit Barker code, BFSK's two carrier frequency is QPSK, and 13 bit Barker code, four carrier frequency is 100MHz , 300MHz, 500MHz, 700MHz .Each signal has 600 samples under the -4dB to 4dB signal to noise ratio, of which 500 are used as training networks and 100 are used for testing. The test hardware platform is CPUi5-7300, the memory is 8G, and the MATLAB version is R2011a.
After dimensionality reduction, this paper selects the self encoders that include two hidden layers. The original input feature in this paper is 625 dimensional, the output type is 6, the number of hidden layer neurons in order to select the ideal, only need to change the number of the neurons in the first layer and the second layer, will bring the same data to the same network parameter, here the dimension reduction by SVD reduction to adjust network dimensional model. And the softmax classifier commonly used on the pre training end model adopts supervised sizing and recognition, to get the first layer of 151 neurons, second layer 100 best. The node structure of the neural network is 625-151-100-6. The simulation results are shown in Table 1 . From the graph, we can see that with the increase of SNR, the recognition rate of radar emitter signals is increasing. After SNR=4dB, the recognition rate of these two algorithms is basically the same, and can reach more than 97%.
The same data is combined to reduce the dimension through SVD and LDA, and then the data is entered into the same depth model structure as the simulation above, and the result of Table 2 is obtained. Fig.3 .Signal recognition rate contrast curve of three dimensionality reduction methods Through the simulation above, it is clear that the recognition rate through joint dimension reduction is obviously better than any one of the reduction methods only. At the time of SNR=4dB, the recognition rate has reached over 98%. Through the combination of dimension reduction can improve the recognition rate of the reasons is the result of SVD reduction can contains the kernel of the principal component analysis (PCA), LDA can make small and large variance within class variance between classes, the two dimension reduction based on the advantage, reduce the dimensionality of the data features to keep better, which can improve the recognition rate.
Summary
This paper in the data preprocessing stage, in order to reduce the amount of calculation, the signal after short time Fourier transform for dimensionality reduction, using SVD, LDA and SVD+LDA three kinds of dimensionality reduction methods, and compared the simulation, the simulation results show that after the combined reduction can keep the data with more features, more conducive to classification. The recognition effect is better.
