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We study the driven critical dynamics of the quantum link model, whose Hamiltonian describes
the one-dimensional U(1) lattice gauge theory. We find that combined topological defects emerge
after the quench and they consist of both gauge field and matter field excitations. Furthermore, the
ratio of gauge field and matter field excitation is 1/2 due to the constraint of the Gauss’ law. We show
that the scaling of these combined topological defects satisfies the usual Kibble-Zurek mechanism.
We verify that both the electric flux and the entanglement entropy satisfy the finite-time scaling
theory in the whole driven process. Possible experimental realizations are discussed.
I. INTRODUCTION
Lattice gauge theories (LGTs) play important roles in
fathoming a variety of strongly correlated systems [1–5].
In particle physics, where gauge theories appear as fun-
damental degrees of freedom, the LGT provides a non-
perturbative approach to continuum gauge field theories
like quantum electrodynamics (QED) or quantum chro-
modynamics (QCD) [4, 5]. In condensed matter physics,
the LGT usually arises as an emergent low-energy the-
ory, which is constructed by rewriting the Hamiltonian in
terms of new collective degrees of freedom [1, 2]. Promi-
nent examples include the LGT descriptions of the high-
Tc superconductors [6–8], the quantum frustrated mag-
nets [9], and topological phases [10]. Moreover, recent
rapid advances have made it possible to perform quantum
simulation of Abelian and non-Abelian LGTs with ultra-
cold atoms in optical lattices, and they can be engineered
to imitate certain phenomena in high-energy physics [11–
13].
On the other hand, developing effective theories to de-
scribe the non-equilibrium phenomena in quantum sys-
tems is of central significance in condensed matter physics
and ultracold atom physics [14, 15]. Among them, the
driven critical dynamics under an external driving stands
out remarkably. This is in part stimulated by its po-
tential application in quantum simulation and quantum
computer [14, 15]. Theoretically, the Kibble-Zurek mech-
anism (KZM) provides a general description of the gen-
eration of the topological defects and the scaling of their
number after the quench [16, 17]. While the KZM was
originally proposed in classical phase transitions, it has
been generalized into the quantum cases [18–23]. More-
over, the quantum KZM has been verified in various ex-
periments [24, 25]. Besides the scaling of the topologi-
cal defects, recent theoretical and experimental studies
also pay close attentions to the full scaling in the whole
driven process [26–32]. For example, the finite-time scal-
ing (FTS) has been verified in the driven critical dynam-
ics of the Rydberg atomic systems [33]. Furthermore, the
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FTS has been employed to numerically detect the critical
properties in both classical [34, 35] and quantum phase
transitions [30, 36, 37].
Inspired by the great progress in experiments, the real-
time dynamics of LGTs has attracted enormous atten-
tions recently. These include the glassy dynamics of
the many-body localization state induced by superselec-
tion of gauge sectors [38–40], the fermion production and
string breaking in cold atom simulators [41–44], and the
dynamical phase transitions after a sudden quench in the
Schwinger model [45, 46]. However, it was shown that
the number of the topological defects may not satisfy the
usual KZM in some local gauge invariant systems due to
the gauge field fluctuation [47, 48]. This motivates us to
further explore the driven critical dynamics in LGTs.
In this work, we explore the driven critical dynam-
ics of the one-dimensional (1D) quantum link model
(QLM) [49, 50]. This model approximates the 1D
Schwinger model, which describes the 1D U(1) gauge
theory under certain static electric field [51, 52], by re-
placing the infinite continuous Hilbert space of the gauge
field with a discrete one. For this model, a phase tran-
sition associated with parity (P ) and charge conjugate
(C) symmetry breaking can happen by tuning the chem-
ical potential of the matter field [53]. In passing, we note
that due to the constraint of the Gauss’ law, the topolog-
ical defects in this model consist of both the gauge field
excitation and the matter field excitation. Moreover, as
it will be shown later, the ratio of their numbers is 1/2.
First, we detect the topological defects of this model af-
ter quench by linearly changing the chemical potential
of the mass term from symmetric phase into symmetry
breaking phase. We find that the scaling of topologi-
cal defects satisfies the usual KZM. We then show that
the topological defects are combination of the excitations
in both gauge field and matter field by calculating their
ratio. Next, we study the full scaling behavior in the
whole driven process. We show that both the flux and
the entanglement entropy obey the FTS theory. Since
the real-time dynamics in LGTs has been realized in ex-
periments, it is expected that our present results can be
examined in these kinds of systems.
The rest of the paper is organized as follows. In Sec. II,
we briefly introduce the QLM and its phase transition
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2properties. In Sec. III, the properties of the topological
defects in the QLM are explored and the KZM is verified
numerically. Furthermore, in Sec. IV, we study the dy-
namic scaling of the flux and entanglement entropy in the
whole driven process to confirm the FTS theory. Then,
the universality of these scaling properties is examined
in Sec. V. Finally, a summary and a discussion are given
in Sec. VI.
II. FROM SCHWINGER MODEL TO
QUANTUM LINK MODEL
The Schwinger model describes the 1D QED theory
by coupling the fermions to the U(1) gauge field. In this
work we consider the massive Schwinger model in a stag-
gered external electric field. Its Hamiltonian reads [53]
H =
γ2
2
∑
n
[En,n+1 − (−1)nE0]2 + µ
∑
n
(−1)nψ†nψn
− κ
∑
n
ψ†nUn,n+1ψn+1 + H.c..
(1)
Here ψn is the fermion annihilation operator on site n.
Un,n+1 is the U(1) parallel transporters defined on bond
(n, n + 1), whose corresponding electric field En,n+1 is
overlaid by an external static field E0. The staggered
chemical potential µ provides a mass to the fermion [54].
Furthermore, γ measures the strength of the gauge field
energy and γ2/2 will be set to one. Finally, κ is the
coupling between the fermion field and the gauge field.
The commutation relation between En,n+1 and Um,m+1
is [En,n+1, Um,m+1] = δn,mUm,m+1. The gauge invari-
ance is manifest after a local gauge transformation. Its
generator is
Gn ≡ En,n+1 − En−1,n − ψ†nψn+1 +
1
2
[1− (−1)n], (2)
which satisfies [H,Gn] = 0. Consequently, states in the
physical Hilbert space are constrained by the Gauss’ law,
which reads
Gn|Ψ〉 = 0. (3)
In experiments, however, it is difficult to simulate
the gauge field due to its continuum degree of freedom.
An approach to tackle this problem is to convert the
Schwinger model to a QLM [49, 50], in which the gauge
field is rewritten as an operator with discrete eigenvalues.
In the QLM, the U(1) gauge field is first replaced by a
SU(2) spin operators by identifying En,n+1 ≡ Szn,n+1 and
Un,n+1 ≡ S+n,n+1. The spin operators are then re-written
as the rishon operators according to S+n,n+1 = cn,lc
†
n+1,r
and Szn,n+1 =
1
2 (c
†
n+1,rcn+1,r − c†n,lcn,l), in which l and
r label the position of the rishon particle. In the rishon
representation the Gauss law becomes
c†n,rcn,r + ψ
†
nψn + c
†
n,lcn,l = N −
(−1)n − 1
2
, (4)
in which N ≡ Nn,r +Nn,l is the total rishon number per
link. It is then easy to identify gauge invariant states
using occupation number basis |Nn,r,Nn,Nn,l〉 in the
rishon language. (See Appendix A for the detail prop-
erties of the local physical states.) Although the dimen-
sion of the local Hilbert space has been reduced to a fi-
nite value, QLM has been shown to demonstrate similar
static and dynamic behaviors compared to the Schwinger
model [49, 50, 55, 56].
The model has two phases: PC-symmetric and PC-
broken phases. The total electric flux E ≡∑n〈Szn,n+1〉/2
serves as the order parameter of the model. In this work,
we first study the S = 1 QLM, to establish the scaling
behavior. We then study the S = 1/2 QLM to examine
the universality of the scaling. The phase diagram of
S = 1/2 and S = 1 QLM has been studied using the
tensor network method [53]. For the S = 1 QLM, with
E0 = 1/2 and κ = 1/2, the critical point is shown to be
at µc = −0.2173. On the other hand, for the S = 1/2
QLM, with E0 = 0 and κ = 1, the critical point is located
at µc = 0.655. It also has been shown that this phase
transition belongs to the Ising universality class [3].
III. THE KZM AND THE COMBINED
TOPOLOGICAL DEFECTS IN LGT
A. Brief review of the KZM
Topological defects are excitations emerging at the
position where irreconcilably different broken-symmetry
vacuum is chosen. Depending on the symmetry of the
system, they can be monopoles, vortex lines, domain
walls, and so on. The topological defects are energetically
costly but topologically stable, since the whole manifold
would have to be rearranged to get rid of the defects.
The KZM shows that the topological defects are cre-
ated when a system is driven across a critical point and
the density of these topological defects nTD scales with
the driving rate R [16, 17]. Denoting the distance of the
relevant parameter to the critical by g, here we consider
the driven dynamics of the form g(t) = g0 + Rt. We
set g0 to be far from the critical point and hence is ir-
relevant. Typically, two time scales are involved in the
KZM analysis. One is the intrinsic relaxation time scale
of the system ζr and it scales with the energy gap ∆ as
ζr ∼ ∆−1. The other is the driven time scale ζd induced
by the external driving and it scale with driving rate R
as ζd ∼ R−z/r. Here z is the dynamic exponent and
r ≡ z + 1/ν with ν being the standard exponent associ-
ated with the correlation length ξ ∝ |g|−ν . Depending on
the relative strength of ζr and ζd, the whole process can
be separated into three stages: In the initial stage, the
system is far from its critical point and ζr < ζd. Conse-
quently, the system evolves adiabatically along its ground
state. As the system gets closer to the critical point, the
system enters the impulse region in which ζr > ζd. This
happens when g = gˆ1 = c1R
1/νr where c1 is an irrelevant
3Rishon state: ȁ ۧ0ȁ ۧ+1 ȁ ۧ−1
(b) Odd site: Even site:
PC symmetric phase 𝜇 ≫ 𝜅 :
(c) PC symmetry  broken phases 𝜇 ≪ 𝜅 :
(d) Topological defects for PC symmetry  broken phases:
defects in matter field:defects in gauge field:
(a)  Fermion state: ȁ ۧ0ȁ ۧ1
ℰ < 0
ℰ > 0
ℰ = 0
FIG. 1. Ground states and topological defects of the Schwinger model in the N = 2 quantum link representation. The pictorial
representations of the fermion and the rishon states in (a) are resembled as the physical allowed local quantum states in odd
and even sites (b). Two degenerate PC symmetry broken states with nonzero electric flux for µ κ, and the PC-symmetric
state with zero flux for for µ  κ are shown in (c). Two kinds of combined topological defects, made up by two fermion
excitations and one gauge field excitation, in Ground state 1 are shown in (d).
non-universal constant. The KZM assumes that in this
stage the system ceases to evolve and the state remains
the same as the one at g = gˆ1 as a result of the criti-
cal slowing down. Continuing driving the system away
from the critical point, eventually the system will leave
the impulse region and enter into another adiabatic re-
gion at g = gˆ2 = c2R
1/νr, where c2 is another irrelevant
non-universal constant. However, although ζr < ζd in
this region, the system will not evolve along its ground
state. This is because the state at gˆ2 is the one at gˆ1,
which is different from the ground state at gˆ2. As a re-
sult, many excitations will appear. Among them, some
topologically stable excitations can survive even for very
long time. The KZM demonstrates that the density of
the topological defects nTD at this stage obeys the scaling
nTD ∝ R 1r . (5)
For the quantum Ising universality class, one has r = 2
since z = 1 and ν = 1. Although the freezing of the
evolution in the impulse region has been shown to be an
oversimplified assumption, the KZM prediction of Eq. (5)
has been verified in various systems [24, 25, 57].
B. Combined topological defects in quantum link
model
In contrast to the conventional symmetry-breaking
phase transitions, the formation of the topological defects
in the LGT must obey the local constraint of the Gauss’
law. To explore properties of topological defects of the
QLM, we first identify the physical allowed states on even
site and odd site respectively. As shown in Fig. 1, there
are only 5 allowed states on each site. We also sketch the
representative states of the different phases at the strong
coupling limit |µ|  |κ|. Consider now the representa-
tive PC-broken state with E < 0. On odd site has one
|Nn,r = 1,Nn = 0,Nn,l = 2〉, while on even site one has
|Nn,r = 0,Nn = 1,Nn,l = 1〉. The topological defects
will appear when one inserts a segment of another repre-
sentative PC-broken state with E > 0. However, due to
the constraint of the Gauss’ law, this segment can only
be assembled on the right-hand side of the even site or
the left-hand side of the odd site. From Fig. 1, one finds
that one topological defect is always being made up of
two matter field excitation and one link excitation. This
is similar to the excitation in the superconductivity, in
which the flux is tied up by the vortex [47, 48].
C. KZM in the quantum link model
We first numerically explore the KZM in the QLM
with N = 2 (S = 1). We start from the PC-symmetric
ground state away from the critical point, at µ0 =
0.5 > µc = −0.2173, and drive the chemical potential as
µ(t) = µ0−Rt into the PC-broken phase until it reaches
certain final µf = −5 that is far away from the critical
point, as sketched in Fig.2(a). During the whole process,
the distance to the critical point is g = µ(t)− µc.
Similar to the domain wall in the 1D quantum Ising
model [18, 19], the topological defect in the gauge field
is defined as
nGTD ≡ −
∑
n
[〈Szn,n+1Szn+2,n+3〉 − 〈Sz〉2G], (6)
where 〈Sz〉G =
∑
n〈Szn,n+1〉G/2. Here, 〈〉G denotes ex-
pectation value in the ground state and 〈〉 denotes expec-
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FIG. 2. (a) Schematic diagram of the driven protocol of KZM
for the S = 1 QLM: µ(t) = µ0 − Rt until it reaches µf . (b)
Density of the topological defects after the quench versus the
driving rate. We start from µ0 = 0.5 and measure the density
at µf = −5. Double logarithmic coordinates are used.
tation value in the dynamic evolution state. Similarly the
topological defect in the matter field can be defined as
nMTD ≡
∑
n
[〈(2Nn − 1)(2Nn+1 − 1)〉+ 〈(2N − 1)〉2G], (7)
which can be obtained by inspecting Fig. 1. We em-
ploy the infinite time-evolving block decimation (iTEBD)
method to simulate the time evolution of the state [58].
The truncation dimension is kept to be 50 and the time
difference is chosen as 0.01. The numerical calculation
was done using the Uni10 tensor network library [59].
Although the translational symmetry breaks for an indi-
vidual measurement, here we can detect the superposi-
tion of these defects [60–62].
Figure 2 shows the density of the topological defects
for different rates. By power law fitting, one finds that
the scaling of the density of excitations satisfied n
G/M
TD ∝
R1/2 for both gauge field and matter field. Thus the KZM
of Eq. (5) in the QLM is verified. Moreover, we find that
the ratio of the coefficients for the gauge field and the
matter field is about 1/2. This confirms our discussion
in Sec. III B.
IV. THE FTS IN THE QUANTUM LINK
MODEL
In the impulse region, the KZM states that the sys-
tem does not evolve. However, it has been shown that
this is an oversimplified assumption. The FTS improves
the understanding of the critical dynamics in the impulse
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FIG. 3. (a) Schematic diagram of the driven protocol of
FTS for the S = 1 QLM: µ(t) = µ0 + Rt. (b) Electric flux
E versus µ with three different rates. (c) Rescaled curves of
E . (d) Entanglement entropy S versus µ with three different
rates. (e) Rescaled curves of S. All the curves are started at
µ0 = −3. The vertical dotted lines denote the position of the
critical point.
region by demonstrating that the system evolves in the
impulse region according to the characteristic time scale
ζd ∼ R−z/r. Accordingly, the evolution of the macro-
scopic quantities should satisfy the full scaling forms. For
example, the electric flux E should obey [30, 31, 34, 35]
E(g,R) = Rβ/νrf1(gR−1/νr), (8)
similar to the FTS scaling of the order parameter. In
Eq. (8), β = 1/8 for the 1D quantum Ising universality
class [3].
Besides the electric flux, the evolution of the von-
Neumann entanglement entropy also demonstrates a scal-
ing behavior. The von-Neumann entanglement entropy
is measured as S = −Tr(ρlogρ), where ρ is the reduced
density matrix of half of the system. For a 1D system
near its quantum critical point it has been shown that
the entanglement entropy scales as S = (c/6)logξ [63–
67], where c is the central charge and ξ is the correlation
length. For the Ising universality class, c = 1/2. In
passing we note that recently, the entanglement entropy
has been measured in experiments [68]. Since the scaling
form of the correlation length ξ under external driving is
ξ(g,R) = R−1/rf2(gR−1/νr), the entanglement entropy
S satisfies
S(g,R) = − c
6r
logR+ f3(gR
−1/νr), (9)
in which f3 = −(c/6r)logf2.
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FIG. 4. (a) Schematic diagram of the driven protocol of KZM
for the S = 1/2 QLM: µ(t) = µ0 +Rt until it reaches µf . (b)
Density of the topological defects after the quench versus the
driving rate. We start from µ0 = 0 and measure the density
at µf = 5. Double logarithmic coordinates are used.
To verify the FTS, we start from the PC-broken state
at µ0 = −3 and drive the chemical potential as µ(t) =
µ0 + Rt into the PC-symmetric phase, as sketched in
Fig. 3(a). We focus on the scaling of electric flux and
entanglement entropy when µ is near critical point µc. In
Fig. 3(b) and (d) we show E and S versus µ respectively
with three different rate R. We have checked that the
results are independent of the particular µ0 used, as long
as µ0 is sufficient far away from the critical point. In
Fig. 3(c) and (e) we verify that curves with different R
will collapse into a single one if the scaling form Eq. 8 or
Eq. 9 is used. These results demonstrate that the FTS is
applicable for the phase transition in the QLM.
V. UNIVERSALITY OF KZM AND FTS IN THE
QUANTUM LINK MODEL
In this section, we show that our results discussed
above are independent of the choice of the rishon rep-
resentation. To be concrete, we choose to verify the uni-
versality using S = 1/2 QLM. In this case, µ > µc corre-
sponds to the symmetric phase while µ < µc corresponds
to the symmetry-broken phase. Furthermore, the defini-
tions for the matter field defect and the gauge field defect
are modified as
nMTD ≡
∑
n
[〈(Nn − 1
2
)(Nn+1 − 1
2
)〉+ 〈N − 1
2
〉2G], (10)
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FIG. 5. (a) Schematic diagram of the driven protocol of
FTS for the S = 1/2 QLM: µ(t) = µ0 − Rt. (b) Electric flux
E versus µ with three different rates. (c) Rescaled curves of
E . (d) Entanglement entropy S versus µ with three different
rates. (e) Rescaled curves of S. All the curves are started at
µ0 = 3. The vertical dotted lines denote the position of the
critical point.
and
nGTD ≡ −
∑
n
(〈Szn,n+1Szn+1,n+2〉 − 〈Sz〉2G), (11)
respectively.
We first test the universality of the KZM in QLM.
Similar analyses show that for the case of S = 1/2 QLM,
there are also two kinds of topological defects between
two symmetry breaking ground states (See Fig. 6 in Ap-
pendix A). Also, each topological defect is made up by
one gauge field excitation and two matter field excita-
tions. Figure 4 confirms the KZM of Eq. (5) for both the
matter field defects (10) and the gauge field defects (11).
Moreover, one finds that the ratio between the coeffi-
cients of the topological defects for the gauge field and
the matter field is 1/2. This is same as the results ab-
stained for the S = 1 QLM as shown in Fig. 2.
We then examine the FTS for S = 1/2 QLM. Under
the driven protocol as displayed in Fig 5(a), the evolu-
tion of the electric flux and the entanglement entropy are
shown in Fig. 5(b) and (d), respectively. In Fig. 5(c), one
finds that the rescaled curves of E versus µ collapse into
a single curve, confirming Eq. (8). In addition, Figure 5
(e) verifies Eq. (9) by showing the merging of the rescaled
curves of S versus µ for various R near the critical point.
These results confirm the universal property of the FTS
in the QLM.
6VI. SUMMARY AND DISCUSSION
We study the driven critical dynamics in the QLM,
which describes a U(1) LGT. We focus on the effects
induced by the local gauge constraints of the Gauss’
law. We find that the topological defects generated in
the driven process are combined topological excitations.
These combined topological defects are shown to be made
up by both the gauge field and matter field excitations.
We also shown that the density of these combined topo-
logical defects satisfies the usual KZM. Moreover, we
study the scaling behavior in the whole driven process
and demonstrates that both the electric flux and the en-
tanglement entropy satisfy the FTS theory.
Some remarks are added here. (a) This model has a
sister model in which the external field is uniform [52, 69].
An Ising phase transition also happens therein for chang-
ing µ. It is expected our present results should be ap-
plicable therein. (b) In Ref. 47 and 48, the gauge field
is gapless and its initial state can be remembered for a
very long time scale. Thus the topological defects are
affected by these modes. However, for our present case,
the gauge field fluctuation is gapped in the initial stage.
So, the topological defects are only affected by the Ising
phase transition. (c) Recently, quantum simulators for
both Abelian and non-Abelian LGTs have been proposed
based on the cold atom systems. Not only the ground
state properties but also the real time dynamics can be
manipulated and detected in these systems [41–44]. In
particular, the string dynamics in the S = 1/2 QLM has
been realized in a recent experiment [55], in which the
Rydberg blockade mechanism is employed to simulate the
local constraint of the Gauss’ law and the slow relaxation
dynamics is observed. Moreover, the KZM and FTS are
also verified in the Rydberg atomic experiment [33], in
which tunable Rydberg blockade can be recast to a quan-
tum clock model. Thus, it is expected that our results
could be examined in similar experiments.
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Appendix A: Gauge invariant states and effective
Hamiltonian
In this work, we combine the occupation numbers of
the rishon particles on the right (x, r), the fermion (x),
and the rishon particles on the left (x, l) as the local
computational states |Nn,r,Nn,Nn,l〉 [53].
1. S = 1 quantum link model
For S = 1 QLM, each rishon state has two particles.
To constraint the rishon number, an additional interact-
ing term with large positive U is added to the Hamilto-
nian (1). In this case, we choose E0 = 1/2, the effective
Hamiltonian should be rewritten as
Hspin−1 =
1
4
∑
n
[
c†n+1,rcn+1,r − c†n,lcn,l − (−1)n
]2
− κ
∑
n
(
ψ†ncn,lc
†
n+1,rψn+1 + H.c.
)
+ µ
∑
n
(−1)nψ†nψn
+ U
∑
n
(
c†n+1,rcn+1,r + c
†
n,lcn,l − 2
)2
.
(A1)
On the other hand, due to the constraint condition (4),
only five the gauge invariant states are allowed in both
odd site and even site, as shown in Fig. 1(b).
When µ  κ, due to the gauge invariance, only one
ground state is possible for the Hamiltonian (A1). The
electric flux is zero in this ground state, which is invariant
under P and C transformation.
When µ  κ, P and C symmetry breaking occurs
and E 6= 0, resulting in two degenerate ground states.
The topological defects happen if one inserts a segment
of ground state with E > 0 into the ground state with
E < 0, similar to the domain wall in the 1D quantum
Ising model. The topological defects in gauge field and
matter field are sketched in Fig. 1(d).
2. S = 1/2 quantum link model
For S = 1/2 QLM, each rishon state has one particle.
Similarly, an additional interacting term with large posi-
tive U is added to the Hamiltonian (1), and the effective
Hamiltonian is given by follow:
Hspin− 12 =
1
4
∑
n
[
c†n+1,rcn+1,r − c†n,lcn,l
]2
− κ
∑
n
(
ψ†ncn,lc
†
n+1,rψn+1 + H.c.
)
+ µ
∑
n
(−1)nψ†nψn
+ 2U
∑
n
(
c†n+1,rcn+1,r −
1
2
)(
c†n,lcn,l −
1
2
)
.
(A2)
In this case, due to the constraint condition (4), three
the gauge invariant states are allowed in both odd site
and even site, as shown in Fig. 6(b).
When µ  κ, the electric flux E = 0 and the ground
state is invariant under P and C transformation; when
µ  κ, P and C symmetry breaking occurs and E 6= 0.
The topological defects in gauge field and matter field
are sketched in Fig. 6(d).
7Rishon state: อ ඁ+
1
2
อ ඁ−
1
2Fermion state: ȁ ۧ0ȁ ۧ1
Odd site: Even site:
defects in matter field:defects in gauge field:
PC symmetric phase 𝜇 ≪ 𝜅 :
(c) PC symmetry broken phases 𝜇 ≫ 𝜅 :
(a) 
(b) 
(d) Topological defects for PC symmetry  broken phases :
ℰ < 0
ℰ > 0
ℰ = 0
FIG. 6. Ground states and topological defects of the Schwinger model in the N = 1 quantum link representation. The pictorial
representations of the fermion and the rishon states in (a) are resembled as the physical allowed local quantum states in odd
and even sites (b). (c) Two degenerate PC symmetry broken ground states with nonzero electric flux, and one PC-symmetric
ground state with zero flux. Two kinds of combined topological defects, made up by two fermion excitations and one gauge
field excitation are shown in (d).
(a) Gauge invariant block and local MPS
𝒩𝑛,𝑟 𝒩𝑛,𝑙𝒩𝑛
(b) Quantum numbers for local tensors
𝑐†
+1, 0, −1
+1
+1, 0, −1
𝑐†
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+1
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Fermion state:
Rishon particle state 
for 𝑁 = 1(𝑆 = 1/2):
Rishon particle state
for 𝑁 = 2(𝑆 = 1):
𝑠𝑛 = 𝒩𝑛,𝑟 ∗ 𝒩𝑛 ∗ 𝒩𝑛,𝑙r l
𝑠𝑛
=
(c) Quantum numbers for iMPS and local operators
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+1/2,−1/2
0 +1/2
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+1/2,−1/2
0 −1/2
ȁ ۧ1
+1/2,−1/2
0 +1/2
ȁ ۧ0
+1/2,−1/2
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+1,0, −1
0 0
ȁ ۧ0
+1,0, −1
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ȁ ۧ2
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(0) (0)+1/2
For 𝑁 = 1 𝑆 = 1/2 : For 𝑁 = 2 𝑆 = 1 :
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FIG. 7. (a) Local gauge invariant block as the computational
states. (b) The quantum numbers of U(1) symmetry for lo-
cal fermion states and rishon particle states. The quantum
numbers of a bond are noted in the parenthesis. (c) The di-
agrammatic notations of the iMPS and the rishon operators.
The constraint (4) is fulfilled by fixing the quantum number
in the virtual bond of iMPS. An auxiliary bond with quan-
tum number +1, represented as dashed lines, is applied to the
rishon operator c†.
Appendix B: Infinite matrix product state and
quantum number
In this work, the local physical states |Nn,r,Nn,Nn,l〉
are considered as the local computational states, which
is sketched in Fig. 7(a). Thus, the ground state can be
expressed in the form of an infinite matrix product state
(iMPS),
|Ψ〉G =
∑
s
· · ·λsoddΓsoddλsevenΓseven · · · |s〉
=
∑
s
· · ·AsoddAseven · · · |s〉.
(B1)
To fulfill the constraint (4), this iMPS has to be re-
stricted.
We realize the constraint (4) by fixing the quantum
number of U(1) symmetry. Figure 7(b) illustrates the
graphical notations of the U(1)-symmetric matrix prod-
uct states for the local fermion states and rishon particle
states. And the tensor network diagrams for rishon op-
erators are graphically shown in Fig. 7(c). In this repre-
sentation, for S = 1 QLM, the quantum number would
add (+1/2) at the odd-site MPS, and (−1/2) in the even-
site MPS. As a result, the gauge constraint (4) is fulfilled
if one sets the quantum numbers in the virtual bond of
iMPS as shown in Fig. 7(c).
For S = 1/2 QLM, the same conclusion can be drawn
from a similar analysis.
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