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Abstract: We study the exact observability of systems governed by the Schrödinger
equation in a rectangle with homogeneous Dirichlet (respectively Neumann) boundary
conditions and with Neumann (respectively Dirichlet) boundary observation. Gen-
eralizing results from Ramdani, Takahashi, Tenenbaum and Tucsnak [21], we prove
that these systems are exactly observable in in arbitrarily small time. Moreover, we
show that the above results hold even if the observation regions have arbitrarily small
measures. More precisely, we prove that in the case of homogeneous Neumann bound-
ary conditions with Dirichlet boundary observation, the exact observability property
holds for every observation region whith non empty interior. In the case of homoge-
neous Dirichlet boundary conditions with Neumann boundary observation, we show
that the exact observability property holds if and only if the observation region has an
open intersection with an edge of each direction. Moreover, we give explicit estimates
for the blow-up rate of the observability constants as the time and (or) the size of the
observation region tend to zero. The main ingredients of the proofs are an effective
version of a theorem of Beurling and Kahane on non harmonic Fourier series and an
estimate for the number of lattice points in the neighbourhood of an ellipse.
Keywords: boundary exact observability, Schrödinger equation, plate equation,
sieve, quadratic forms, squares.
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1 Introduction and main results
The exact observability and its dual property, the exact controllability, of systems governed
by Schrödinger equations have been extensively studied—see, for instance, Jaffard [14],
Lebeau [17], Burq and Zworski [5] and references therein. The observation operators that
have been considered are either distributed in the domain (internal observation) or localized
at the boundary (boundary observation).
It is usually assumed, in the existing literature, that the observation region satisfies the
geometric optics condition of Bardos, Lebeau and Rauch [2], which is known to be neces-
sary and sufficient for the exact observability of the wave equation. In the case of internal
control, the first result asserting that exact observability for the Schrödinger equation holds
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for an arbitrarily small control region has been given by Jaffard [14], who shows, in partic-
ular, that for systems governed by the Schrödinger equation in a rectangle we have exact
internal observability with an arbitrary observation region and in arbitrarily small time.
However, Jaffard’s method (adapted by Komornik [16] to an n-dimensional context) does
not yield an estimate on the constant in the observability inequality. Similar observability
results have been obtained for more general geometries (like the Bunimovich stadium) in
[5]. However, the exact internal observability with an arbitrarily small observation region
cannot be generalized for an arbitrary domain: see, for instance, Chen, Fulling Narcow-
itch and Sun [6] where it is shown that, for the Schrödinger equation in a disk, the exact
internal observability property fails if the observation region does not touch the boundary.
The first result establishing exact boundary observability for the Schrödinger equation
with an arbitrarily small observation region has been given by Ramdani, Takahashi, Tenen-
baum and Tucsnak [21], where the observed quantity is the Dirichlet or the Neumann
boundary trace of the solution.
The present work is devoted to obtaining new information in this direction:
• We prove new, exact boundary observability results improving those in [21] in two
directions: we are able to replace square domains by rectangles and we show that the
conclusion holds even for arbitrarily small observation time.
• We provide, in some cases, explicit estimates for the observability constants in terms
of the observability time and of the size of the observation region. To our knowledge,
these are the first estimates of such type for the Schrödinger equation in several
space dimensions and with arbitrarily small observation regions. We refer to Miller
[19] and to Tenenbaum and Tucsnak [26] for the corresponding estimates with “large”
observation regions.
From a qualitative point of view, the above described results essentially amount to the
statement (see Theorem 4.2 below) that, for any given u, v ∈]0,∞[ and any non empty






∣∣∣∣2 dxdt > δ(U ) ∑
m,n∈Z
|amn|2
for all sequences (amn) ∈ `2(Z × Z,C). This, in turn, is shown by deriving an effective
version of an inequality of Beurling and Kahane and by obtaining quantitative estimates
for the number of lattice points in the neighbourhood of an ellipse. The latter are obtained
via techniques from analytic number theory.
In order to state our results precisely, we denote by Ω the rectangle ]0, a[×]0, b[, with
a, b > 0, and we consider the following initial and boundary value problem (of unknown
w = w(x, t), with x ∈ Ω and t > 0):
(1.1)

ẇ + i∆w = 0 (x ∈ Ω, t > 0),
∂w
∂ν
= 0 (x ∈ ∂Ω, t > 0 ),
w(x, 0) = ψ(x) (x ∈ Ω).
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Here and the sequel, a dot denotes differentiation with respect to the time t and ∂·∂ν stands
for the normal derivative operator. We use the standard notation Hm(Ω) (m ∈ Z) and
Hm0 (Ω) (m ∈ N) for the Sobolev spaces on Ω.
We can now state our first main result.
Theorem 1.1. Let Γ be a non empty open subset of ∂Ω, let T > 0 and let w = w(ψ) be
the solution of (1.1). Then





Moreover, if a/b ∈ Q and Γ ⊃ I1 × {0}, where I1 is a subinterval of [0, a] with positive
length |I1|, then there exist constants K1, K2, depending only on a and b, such that









Remark 1.2. In control theoretic terms, the above theorem asserts that the observation
system, with state space L2(Ω) and output space L2(Γ), determined by (1.1) and the
output law y = w|Γ is exactly observable in any time T > 0. In order to give a functional
analytic interpretation of (1.3) we introduce, for each T > 0, the map ψ 7→ GTψ defined by
(GTψ)(t) = w(·, t)|Γ (t ∈ [0, T ]),
where w is the solution of (1.1). It is not difficult to check that GT is a bounded linear
operator from L2(Ω) to L2([0, T ];L2(Γ)). By the closed graph theorem, condition (1.2) im-
plies that the set HT of the operators H ∈ L(L2([0, T ];L2(Γ)), L2(Ω)) such that HGT = I
is non empty and has a unique minimal element HT , in the sense that
HTHT 6 HH
∗ (H ∈ HT ).
It is easy to check that
‖HT ‖L(L2([0,T ];L2(Γ)),L2(Ω)) = CT,Γ
so that the norm of HT is bounded by the right-hand side of (1.3).
By a standard duality argument, Theorem 1.1 implies the following exact controllability
result and control cost estimate—we refer to [26] for the precise definition of these concepts.
Corollary 1.3. For any non empty open subset Γ of ∂Ω, the system
ẇ − i∆w = 0 (x ∈ Ω, t > 0),
w = 0 (x ∈ ∂Ω r Γ, t > 0),
w = u ∈ L2([0, T ];L2(Γ)) (x ∈ Γ, t > 0),
w(x, 0) = ψ(x), (x ∈ Ω),
with the control function u, is exactly controllable in any time T > 0 in the state space
L2(Ω). Moreover, the control cost in time T and with support Γ coincides with the constant
CT,Γ defined in (1.2).
4 Fast observation for the Schrödinger equation
In the case of the Schrödinger equation with Dirichlet boundary conditions and with
Neumann observation the situation is slightly different. The exact observability in the
“natural" space H10 (Ω) holds only if a simple geometric condition is satisfied. In order to
give the precise statement of this result, we denote respectively by
Γ1 := ([0, a]× {0}) ∪ ([0, a]× {b}) ,
Γ2 := ({0} × [0, b]) ∪ ({a} × [0, b]) ,




ẇ + i∆w = 0 (x ∈ Ω, t > 0),
w = 0 (x ∈ ∂Ω, t > 0),
w(x, 0) = ψ(x) (x ∈ Ω).
Theorem 1.4. Let Γ be an open subset of ∂Ω, let T > 0 and let w = w(ψ) be the solution
of (1.4). Then, the following statements are equivalent:
(S1) The region Γ contains both a horizontal and a vertical segment of non zero length,
i.e. Γ ∩ Γi 6= ∅ for i ∈ {1, 2}.
(S2) We have








Moreover, if a/b ∈ Q, if condition (S1) is satisfied and if
Γ ⊃ (I1 × {0}) ∪ ({0} × I2) ,
where I1, I2 are respectively subintervals of [0, a] and [0, b] with positive lengths |I1|, |I2|,
then, there exist constants K1, K2, K3, depending only on a and b, such that












Note that, as in Remark 1.2, inequality (1.6) can be interpreted in terms of an upper
bound for the norm of an appropriate operator.
By a duality, Theorem 1.4 implies the following exact controllability result and control
cost estimate. With the notation in Proposition (1.4), consider the system
(1.7)

ẇ − i∆w = 0 (x ∈ Ω, t > 0),
w = 0 (x ∈ ∂Ω r Γ, t > 0),
w = u ∈ L2([0, T ];L2(Γ)) (x ∈ Γ, t > 0),
w(x, 0) = ψ(x), (x ∈ Ω).
Corollary 1.5. The following conditions are equivalent:
• The system (1.7) is exactly controllable in any time T > 0 in the state space X = H−1(Ω);
G. Tenenbaum and M. Tucsnak 5
• We have Γ ∩ Γi 6= ∅, for i ∈ {1, 2}.
Moreover, the control cost in time T and with support Γ coincides with the constant QT,Γ
defined in (1.5).
Remark 1.6. It is well-known (see, for instance, [17]) that the exact observability re-
sults for the Schrödinger equation yield observability estimates for the Euler-Bernoulli
plate equation. We refer to [21] for precise forms of the boundary conditions and of the
corresponding observation operators.
The remaining part of this paper is organized as follows. In Section 2 we give some
notation and we introduce several notions and results used later. Section 3 is devoted to
an effective version of an inequality of Kahane and Beurling. In Section 4 we prove our
main results, appealing, in particular, two new estimates of arithmetical nature. These are
proved in the last two sections.
2 Notation and preliminaries
In this section, we introduce several functions used in Section 3 for the proof of Beurling–
Kahane type inequalities and we recall some of their properties.
We start with some notation. Let e : R → C be defined by e(t) := e2πit for all real t.




f(t)e(−ξt) dt (ξ ∈ R).
We denote by sgn : R → {0,±1} the usual sign function, defined for real x by
sgn(x) :=

1 if x > 0,
0 if x = 0,
−1 if x < 0.
and we write, traditionally, x+ := max{x, 0}, bxc := max{n ∈ Z : n 6 x} for x ∈ R. For
A ⊂ R, we write 1lA for the characteristic function of the set A.
We let lnk designate the k-fold iterated natural logarithm.
In the sequel, we freely use, according to notational convenience, Landau’s O-symbol
or Vinogradov’s -notation. Thus f(x)  g(x) (x ∈ X) indicates that, for all x in the
set X, the inequality |f(x)| 6 C|g(x)| holds with a suitable constant C > 0, which may
depend on certain implicit parameters. In this last case, the dependence may be indicated
by annotating the Vinogradov symbol with appropriate subscripts.
We write f  g to indicate that both estimates f  g and g  f hold simultaneously.
Let d ∈ N∗. Following Kahane’s terminology in [15], we say that a sequence Λ = (λn)n∈Z




‖λm − λn‖ > 0,
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where ‖ · ‖ stands for the euclidean norm in Rd. Given a regular sequence Λ in Rd and a
sequence (an) ∈ `2(Z,C), we may define an almost periodic function f : R → C by the




ane(λn·x) (x ∈ Rd),
where x·y stands for the inner product of x, y ∈ Rd.
Definition 2.1. Let d ∈ N and let Λ be a regular sequence in Rd. An open set U ⊂ Rd
is called a domain associated to (the sequence) Λ if there exists a constant δ = δ(U ) > 0,
such that ∫
U
|f(x)|2 dx > δ(U )
∑
n∈Z
|an|2 ∀ (an) ∈ `2(Z,C),
where f is defined by (2.1).
We will need the following structural theorem of Kahane [15, Proposition III.3.1].
Proposition 2.2. Let Λ1, Λ2 be two regular sequences in Rd, with d ∈ N∗. Assume that
U1 ⊂ Rd (respectively U2 ⊂ Rd) is a domain associated to Λ1 (respectively to Λ2) and that
the sequence Λ = Λ1 ∪Λ2 is regular. Then any open set U ⊂ Rd containing U1 + U2 is a
domain associated to Λ.




















B(z) := K(z) +H(z), b(z) := H(z)−K(z)
According to Beurling [3], we have





{sgn(x)− b(x)}dx = 1.
Given a parameter T > 0, we define two functions m−T , m
+





2 {b(T + x) + b(T − x)}
m+T (x) :=
1
2 {B(T + x) +B(T − x)}
(x ∈ R).
Proposition 2.3. We have
(2.4) m−T (x) 6 1l[−T,T ](x) 6 m
+
T (x) (x ∈ R),
and
(2.5) m̂±T (ξ) =




0 (|ξ| > 1).
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Proof. Relation (2.4) immediately follows from (2.2).
In order to prove (2.5), we first notice that
(2.6) K̂(ξ) = (1− |ξ|)+ (ξ ∈ R).
Moreover, as shown in Vaaler [28], the Fourier transform of J(z) := 12H
′(z) is given by by
(2.7) Ĵ(ξ) =
{
πξ(1− |ξ|) cot(πξ) + |ξ| if |ξ| 6 1,
0 if |ξ| > 1 .
We obtain (2.5) by replacing b and B by their definitions in (2.3) and appealing to (2.6)
and (2.7).
The above result enables one to easily recover a classical result of Ingham [13]. Since
the precise form of the constants in (2.8) below plays an important rôle in the sequel, we
provide a precise statement and a complete proof.
Corollary 2.4. Let γ > 0 be given and let (λn) ∈ `2(Z,R) denote a sequence satisfying
the condition
λn+1 − λn > γ > 0 (n ∈ Z).
Then, for every interval I of length |I| = 2T/γ, with T > 0 and for every sequence












∣∣∣∣2 dt 6 2T + 1γ ∑
n∈Z
|an|2.
In particular, every interval I of length |I| > 1/γ is a domain associated to (λn).
Proof. For t ∈ R, let ψ±(t) := γm±T (γt), so that
ψ̂±(ξ) = m̂±T (ξ/γ) (ξ ∈ R).






∣∣∣∣2 dt = ∑
m,n∈Z




from (2.5). Considering (2.4), we readily obtain the required bounds (2.8).
Remark 2.5. In the above statement, condition |I| > 1/γ is essentially sharp. Indeed,
for T < 12 and λn = n, one can choose (an) as the sequence of Fourier coefficients of a












r]− T, T [.
Remark 2.6. Vaaler gives in [28] a simple proof of Beurling’s theorem according to which,
if F±(z) are functions of exponential type 2π such that F−(x) 6 sgn(x) 6 F+(x) for all
real x, then ∫
R




Thus, the functions B and b are optimal. Selberg showed that this extremal property is
shared by m±T provided 2T ∈ N∗. Thus, at least when 2T/γ is an integer, the constants
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(2T ± 1)/γ appearing in (2.8) are optimal in the frame of Ingham’s method, as employed
in the proof of Corollary 2.4: no better values may be derived by comparing 1l[−T/γ,T/γ] to
functions whose Fourier transform vanish outside [−γ, γ]. When 2T/γ is not an integer,
the corresponding extremal problem has been solved by Logan [18]. We shall not discuss
this last case here.
3 Some background on non harmonic Fourier series
This section is devoted to recalling or establishing basic results on non harmonic Fourier
series which play an important rôle in the proofs of our main theorems. More precisely,
we obtain several inequalities in the spirit of classical estimates of Beurling [3] and Ka-
hane [15]. The main novelty brought in here resides in making the dependency of the
involved constants explicit in terms of various parameters.
Theorem 3.1. Let Λ = (λn)n∈Z be a real sequence such that
γ1 := inf
n∈Z
(λn+1 − λn) > 0,








Then, any open interval I ⊂ R of length |I| > 1/γp is a domain associated to Λ. More
precisely, for any γ ∈]0, γp[ and any interval I with length |I| > 1/γ, there exists a constant








for any sequence (an) ∈ `2(Z,C) and f as defined in (2.1).
The proof of Theorem 3.1 necessitates several lemmas. In order to state these, we
consider g ∈]γ, γp[. Then, under the assumptions of Theorem 3.1, each interval of length
pg contains at most p values of the sequence Λ. Set
Jk := [kpg, (k + 1)pg[ (k ∈ Z).
By inserting, for all n, at most m well-spaced points between λn and λn+1 where m ∈ N∗
is defined by mγ1 < λn+1− λn 6 (m+ 1)γ1, we see that Λ can be extended to a sequence,
still denoted by Λ, satisfying the following conditions:
(A1) For all k, the interval Jk contains exactly p values of Λ;
(A2) inf
n∈Z
(λn+1 − λn) > 12γ1 > 0.
Therefore, without loss of generality, the assumptions of Theorem 3.1 may be replaced
by conditions (A1) and (A2) above.
Occasionally, we will assume that the sequence Λ satisfies the extra condition




In [3, Lemma 7] it has been shown that, under assumptions (A1)-(A3), the formula








defines an entire function of z, vanishing on Λ and satisfying
(3.2) F (0) = 1, |F (z)| 6 C(1 + |z|)5peπ|y|/g,
where C > 0 depends only on γ1, g and p. Here and in the sequel, we implicitly define
real numbers x and y by z := x+ iy.
The result below makes explicit the dependencies upon p and g of the constant C ap-
pearing in (3.2).
Lemma 3.2. Assume that the sequence Λ satisfies assumptions (A1)–(A3) above and that
F is defined by (3.1). Then, there exists a constant c = c(γ1) > 0 such that
(3.3) |F (z)| 6 ecp(1 + |z|)5peπ|y|/g (z ∈ C).
Proof. We first establish an upper bound for |F | on the positive real axis. We have






∣∣∣∣ (x > 0).
Let m ∈ N be defined by x ∈ Jm. For k ∈ Z and λn ∈ Jk, we have∣∣∣∣1− xλn
∣∣∣∣ 6 ∣∣∣∣1− x(k + 1)pg
∣∣∣∣ if k 6 −2 or k > m,
and ∣∣∣∣1− xλn
∣∣∣∣ 6 ∣∣∣∣1− xkpg
∣∣∣∣ if 1 6 k < m.
Using this fact and leaving the factors corresponding to k = m, 0,−1 in (3.4) unchanged,









∣∣∣∣ } ∣∣∣∣1− xmpg
∣∣∣∣−p ∣∣∣∣1− x(m+ 1)pg
∣∣∣∣−p ,








∣∣∣∣ } ∣∣∣∣1− xpg
∣∣∣∣−p ,
if m = 0.
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For the sake of simplicity, let us assume henceforth that m 6= 0—the case m = 0 can










∣∣∣∣ (x > 0).
On the other hand, it follows from (A3) that∣∣∣∣1− xλn
∣∣∣∣ 6 1 + xλn 6 1 + 2xγ1 (x > 0).
The above estimate, combined to (3.5) and to (3.6), yields that
|F (x)| 6
∣∣∣∣sin(πx/pg)(πx/pg)
∣∣∣∣p (1 + 2xγ1
)3p ∣∣∣∣1− xmpg
∣∣∣∣−p ∣∣∣∣1− x(m+ 1)pg
∣∣∣∣−p .




∣∣∣∣ sin(πt)πt{1− t/m}{1− t/(m+ 1)}















Since g > γ1, it follows that there exists a0 = a0(γ1) > 0 such that
(3.7) |F (x)| 6 ea0p(1 + |x|)5p (x > 0).
A symmetric treatment yields that (3.7) also holds for real negative x.




(1 + y2/λ2n) (y ∈ R)







∣∣∣∣p 6 eb0p(1 + |y|)5peπ|y|/g,
where b0 = b0(γ1). By applying the Phragmén–Lindelöf principle (see, for instance, Titch-
marsh [27, p.177]) to F (z)(1+z)−5peiπz/g on the first quadrant, we deduce that (3.3) holds
on this domain with
c := max(a0, b0).
A similar reasoning on the three other quadrants yields that (3.3) holds for every z ∈ C.
Lemma 3.3. Let ε > 0. Then, there exists h ∈ C∞(R) such that supph ⊂ [−ε, ε],
ĥ(0) = 1 and
|ĥ(z)| 6 D p
11pe2πε|y|
ε5p+2(1 + |z|)5p+2
(z ∈ C, p ∈ N∗),
where D is an absolute constant.
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2) (|x| 6 1)
0 (|x| > 1),



































The above inequality clearly implies the required conclusion via Stirling’s formula.
Proof of Theorem 3.1. For each n ∈ Z, we define a function Fn by applying the right-hand
side of (3.1) to z−λn for the sequence (λm−λn)m6=n: indeed this sequence clearly satisfies
assumptions (A1)-(A3). Therefore, by Lemma 3.2, we infer that
Fn(λn) = 1, Fn(λm) = 0 (m 6= n), |Fn(z)| 6 ecp(1 + |z − λn|)5peπ|y|/g,
where c is a constant depending only on γ1. Let us write
gn(z) := Fn(z)ĥ(z − λn) (n ∈ Z),
where h is the function defined in Lemma 3.3 with ε := 12(1/γ − 1/g).
From Lemma 3.3, we have
gn(λn) = 1, gn(λm) = 0 (n 6= m), |gn(z)| 6
C1p
12peπ|y|/γ
ε5p+2{1 + |z − λn|2}
where C1 depends only on γ1.
Thus, for each n, the entire function gn has exponential type π/γ and its restriction to R
is square-integrable. By the Paley–Wiener theorem (see, for instance, Rudin [23, p.375])
its Fourier transform has compact support included in [−1/2γ, 1/2γ].













































(1 + |x− λm|2)(1 + |x− λn|2)




(1 + |x+ λm|2)(1 + |x+ λn|2)
6
4π
1 + |λm − λn|2











1 + (λm − λn)2
,









where C3 only depends on γ1. In view of (3.9), the above inequality furnishes the required
conclusion.
Definition 3.4. Let S be a countable set. A sequence Λ = (λs)s∈S ⊂ R2, with λs =




min (|µs − µr| , |νs − νr|) > 0.
We now state and prove a two-dimensional version of the Beurling-Kahane inequality.
Proposition 3.5. Let S be a countable set, let Λ = (λs)j∈S ⊂ R2, with λs = (µs, νs),
be a sequence with regular projections and let N ⊂ R denote the range of the sequence
(νs)s∈S . Assume that, for some p, q ∈ N∗ and suitable δp > 0, γq > 0, we have
sup
s∈S
∣∣{r ∈ S : νr = νs, |µr − µs| 6 12pγp}∣∣ 6 p,(3.10)
sup
y∈R
∣∣{ν ∈ N : |ν − y| 6 12qδq}∣∣ 6 q.(3.11)
Then, for every intervals I, J with lengths |I| > 1/γp, |J | > 1/δq, the set I×J is a domain
associated to Λ. More precisely, if |I| = (1 + ε)/γp, |J | = (1 + ε)/δq, then there exists a

















|as|2 ((as) ∈ `2(S ,C)).
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Proof. For (as) ∈ `2(S ,C), let F : R2 → C be defined by





(x, t) ∈ R2
)
.
We may plainly write, alternatively,









By condition (3.11), Theorem 3.1 can be applied, for every x, to the partial function









Now, we appeal to condition (3.10) and apply Theorem 3.1 to each fν , with ν ∈ N . It










From (3.13) and (3.14), we deduce that I × J is a domain associated to Λ and that (3.12)
holds with, say, C := 7 ln(2/ε)− lnmax(C1, C2).
4 Proofs of the main results
An essential step in the proofs of Theorems 1.1 and 1.4 is the following result on the
distribution of lattice points in the neighbourhood of an ellipse.
Theorem 4.1. Let u, v > 0. For M ∈ N, N ∈ N∗, R > 0, define the quantity Z =
Z(u, v;M,N,R) by the formula
Z :=
∣∣∣{(m,n) ∈ Z2 : M < m 6 M +N, ∣∣um2 + vn2 −R2∣∣ < 1}∣∣∣ .
Then, there exists a real, positive sequence (εN )N∈N, possibly depending on u and v, such
that limN→∞ εN = 0 and
(4.1) Z 6 εNN (N ∈ N∗).
Moreover, if u/v ∈ Q∗, say u = U/W , v = V/W with U, V ∈ N∗, W > 1, we
may choose εN := AW ln2(3UV )
√
ln(2N)/N , where the constant A is absolute, whenever
N > N0(U, V ) with




and B is absolute. If u/v ∈ RrQ, we can take εN = C0/ ln2 qN where C0 depends at most
on u and v and qN is the largest denominator not exceeding
√
N of a convergent of u/v.
We postpone the proof of this statement until Section 6.
14 Fast observation for the Schrödinger equation
Temporarily accepting Theorem 4.1, we will show that Theorems 1.1 and 1.4 are com-
paratively simple consequences of the following result.
Theorem 4.2. Let u, v ∈ R∗+ and let U ⊂ R2 be a non empty open set. Then, there exists








nx+ (um2 + vn2)t
)∣∣∣2 dxdt > δ(U ) ∑
m,n∈Z
|amn|2
for all sequences (amn) ∈ `2(Z× Z,C).
Moreover, if u = U/W , v = V/W with U, V,∈ N∗, W > 1, and U = I × J with
|I| = 1/α, |J | = 1/β, α > 1, β > 1, we can choose δ(U ) in (4.3) such that for any ε > 0
there exists D = D(ε) with






αW (lnαW )2 − eC1β2
}
,
where C1 := D(UV )ε.
Proof. We may plainly assume that U = I × J , with |I| = 1/α, |J | = 1/β, and α > 2,
β > 2 throughout. We distinguish two cases according to whether u/v is or not a rational
number.
Case 1: u/v ∈ Q∗. We can then assume, without loss of generality, that u = U/W ,
v = V/W with U, V,∈ N∗, W > 1. Moreover, we may also suppose that u and v are
positive integers, i.e. W = 1: indeed, the general case reduces to this one by the change of
variables t = sW .
Consider the sequence
(4.5) Λ := (n, um2 + vn2)m,n∈Z.
It clearly has regular projections. The set N introduced in Proposition 3.5 is then given by
(4.6) N := {ν ∈ R : ∃m,n ∈ N, ν = um2 + vn2}.
As it will be shown in Theorem 5.3 below, for any given ε > 0, we have
(4.7) |N∩]x, x+ y]| ε
y(uv)ε√
ln y
(x, y > 0).
Therefore assumption (3.11) of Proposition 3.5 holds, with δq := 2β, for some integer





provided C2 = C2(ε) is large enough. Indeed, (4.7) implies that
sup
y∈R




where C3 = C3(ε). This upper bound is clearly at most q when q equals the right-hand
side of (4.8) and C2 is suitably chosen in terms of ε.
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In order to prove that the sequence Λ also satisfies assumption (3.10) of Proposition 3.5,
we recall the constants A and B appearing in Theorem 4.1 and we define




, N1 := N0α2 lnα,




, γp := 2α,








1 6 A ln2(3uv)
√
N1 ln(2N1).
We readily verify that, for a suitable choice of C, the above upper bound does not exceed p.
Indeed, writing temporarily h := ln2(3uv), it follows from (4.9) and (4.10) that N0 =
exp(Ch4) and p = 12 exp(Ch
4)α lnα. Consequently, we have
Ah
√





Ch4 + 2 ln(2α) + ln2 α
}1/2
6 12e
Ch4α lnα = p
provided C exceeds some absolute constant. From this and (4.11), it follows that assump-
tion (3.10) of Proposition 3.5 is satisfied with p and γp chosen as in (4.10). Note that
(4.12) p 6 N0α lnα.
We have thus shown that the sequence Λ defined in (4.5) satisfies the assumptions
in Proposition 3.5 with γp = 2α, δq = 2β and with p (respectively q) satisfying (4.12)
(respectively (4.8)), so that I × J is a domain associated to the sequence Λ. Moreover,
inserting the above bounds for p and q in (3.12) yields the estimate (4.4).
Case 2: u/v ∈ RrQ. We immediately observe that each element ν of the set N defined
in (4.6) now has a unique representation in the form ν = um2 + vn2 with (m,n) ∈ N×N.
We then define mν := m, nν := n. With this notation, an assertion equivalent to (4.3) is
that U = I × J is a domain associated to the regular sequence
Λ := {(±nν , ν) : ν ∈ N}.
In other words, we aim to show that there exists δ(U ) > 0 such that, for every almost-
periodic function
F (x, t) :=
∑
ν∈N
{aνe(nνx+ νt) + bνe(−nνx+ νt)},
with (aν), (bν) ∈ `2(N ,C), we have∫
U
|F (x, t)|2 dxdt > δ(U )
∑
ν∈N
{|aν |2 + |bν |2}.
For r > 0, let us consider the intervals
Ik :=
]




















and we divide Λ in two subsequences
Λ1 := {(±nν , ν) : ν ∈ N ∩Ar}, Λ2 := {(±nν , ν) : ν ∈ N ∩Br}.
We shall show that Λ1 and Λ2 both have associated domains of the form I × J , where I is
an arbitrary open interval and J is an open interval of length |J | > 2S/r, where S = S(I)
is suitably chosen. To this end, let S > 12 and put
g(t) := m−S (rt), G(t) := m
+
S (rt), ∆(t) := G(t)− g(t) (t ∈ R),
where m±S are the functions introduced in (2.3).




















The above definition of g and (2.4) imply that, setting J := [−S/r, S/r], we have
(4.14) g(t) 6 1lJ(t) (t ∈ R),
so that∫
J













{aνe(nνx) + bνe(−nνx)}{aµe(−nµx) + bµe(nµx)}ĝ(µ− ν).
From this, inequality (4.14) and the fact that, by (2.5), we have ĝ(µ − ν) = 0 whenever

























|{ν ∈ N ∩ Ik : |nν − z| 6 12qγ}| 6 q (q > q0).
By Theorem 3.1, this implies that there exists a constant c = c(I) > 0 such that∫
I
|fk(x, t)|2 dx > c
∑
ν∈Ik
{|aν |2 + |bν |2}.
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Moreover, appealing to the upper bound of (2.8) with γ := 1 and T := 12 |I|, we also have∫
I
|fk(x, t)|2 dx 6 (1 + |I|)
∑
ν∈Ik
{|aν |2 + |bν |2}.
Thus, integrating (4.15) with respect to x and using (4.13), we deduce that∫
I×J
|f(x, t)|2 dxdt > d
∑
ν∈N
{|aν |2 + |bν |2}.
with
d := cĜ(0)− (1 + |I|)∆̂(0) = {c(2S + 1)− 2− 2|I|}/r > 0,
provided S > S(I) := (1 + |I|)/c(I).
We have therefore established that every rectangle I×J with |J | > 2S(I)/r is a domain
associated to Λ1 and a similar argument yields the same conclusion for Λ2. Since r may
be chosen arbitrarily large, it follows that I × J is, for every non empty open intervals I
and J , a domain associated to Λ1 and to Λ2.
The required conclusion now follows from Proposition 2.2.

























For m,n ∈ N∗ we put ψm,n := 〈ψ,ϕm,n〉, where 〈·, ·〉 denotes the inner product in L2(Ω).
It is easy to check that the solution w of (1.1) is given by




With no loss of generality we may assume that Γ ⊃ I1 × {0} where I1 ⊂ [0, a] is an




















The claimed assertions follow from this and Theorem 4.2.
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We first show that statement (S2) implies statement (S1). Indeed, if (S1) does not hold,






∣∣∣∣2 dΓ 6 ∫
Γ1
∣∣∣∣∂Φm,1∂ν














∣∣∣∣2 dΓ = 0.
It is easy to see that the above estimate contradicts (S2).
We next show that (S1) implies (S2). For ψ ∈ H10 (Ω) and m,n ∈ N∗, we put ψm,n :=




∇f · ∇gdx (f, g ∈ H10 (Ω)).
It is easy to check that the solution w of (1.4) is given by
























































The required conclusions hence follow from Theorem 4.2.
5 Local density of elliptic integers
This section is devoted to proving (4.7). We need the following number theoretic lemma
and a strong form of Selberg’s sieve, stated in the sequel.









1 if n ∈ Qp,
0 if p|n,
−1 if n ∈ (Z/pZ)∗ rQp,
(n ∈ Z),
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where Qp is the set of all integers which are congruent to a non zero square modulo p. The




















where the first formula follows from straightforward algebraic considerations and the latter
is due to Euler.
Recall that a Dirichlet character χ : Z → C to a given modulus q ∈ N∗ is a completely
multiplicative homomorphism such that χ(n) = 0 whenever (n, q) > 1 and |χ(n)| = 1 when
(n, q) = 1.
Lemma 5.1. Let d be a positive squarefree integer. Then there exists a non principal





for all primes p.
Proof. Write d = 2v
∏
q q, where v = 0 or 1 and q runs through the odd prime divisors













































are Dirichlet characters, of respective moduli 2w and q with 0 6 w 6 2 + v. This is all we
need.
We now state Selberg’s sieve estimate in the form we shall use. Recall that the notation
pr‖d means that pr|d but pr+1 - d.
Theorem 5.2. (Selberg [24]). Let M, N ∈ N and let A ⊂]M,M + N ] ∩ N. Assume
that, for each prime power pr, A is excluded from w(pr) residue classes modulo pr and,
furthermore, that, for each p, the forbidden residue classes mod pr and mod ps are disjoint
whenever r 6= s. Then, for each Q > 1, we have




















20 Fast observation for the Schrödinger equation
Given two positive integers u and v, we call an integer ν elliptic if it has at least a
representation in the form ν = um2 + vn2 for some integers m, n. We denote by N (u, v)
the set of elliptic integers associated to a given pair (u, v).
Theorem 5.3. Let ε > 0 be fixed. For all pairs (u, v) of positive integers, we have
(5.20) Z(u, v;x) := sup
y∈R
∣∣N (u, v)∩]y, y + x]∣∣  x(uv)ε√
lnx
(x > 2).
Proof. Without loss of generality, we may assume that u and v are squarefree. In this case,
consider ν ∈ N := N (u, v) and a prime number p not dividing uv. If p | ν, then either





= 1. By Lemma 5.1, this last condition is equivalent to
χD(p) = 1 for some non principal Dirichlet character χD modulo a divisor D of 4uv. Now,
by the orthogonality property of characters, we have∑
16n6D
χD(n) = 0.
Since, by definition, χD(n) = 0 whenever (n,D) > 1, this implies that χD(p) = 1 if,
and only if, p belongs to a set of congruence classes modulo D containing exactly 12ϕ(D)
elements, where ϕ(D) denotes Euler’s totient. Note that ϕ(D) must be even since D = 2
is impossible for there exists only one, principal, character to the modulus 2.
Now assume that p | uv. If p | (u, v), then p | ν. Otherwise, let us suppose, for instance,
that p | v and p - u. Then ν ≡ um2 (mod p), and so ν belongs to 12(p + 1) residue classes
mod p. A symmetric conclusion holds if p | u and p - v.
Let P0(uv) denote the set of all primes p such that p | uv and let P1(uv) be the set of
those p satisfying p - uv and χD(p) = −1. We have shown that, if p ∈ P0(uv), then ν is
restricted to at most 12(p+ 1) classes modulo p, and that, if p ∈ P1(uv), then either p - ν
or p2 | ν. Moreover P1(uv) is a union of 12ϕ(D) congruence classes modulo D. We apply




2(p− 1) if r = 1 and p ∈ P0(uv)
p− 1 if r = 2 and p ∈ P1(uv)
0 in all other cases.
Put P(uv) := P0(uv) ∪P1(uv). With the above choice, we get
ϑ(pr) =

(p− 1)/(p+ 1) if r = 1 and p ∈ P0(uv)
1− (p− 1)/p2 if r > 2 and p ∈ P1(uv)










if r = 1 and p ∈ P0(uv)
p− 1




if r = 2 and p ∈ P1(uv)
0 in all other cases.
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Denoting by Nj(uv) the set of positive integers all of whose prime factors belong to Pj(uv)
(j = 0, 1) and selecting Q :=
√


















where ω(d) denotes the number of distinct prime factors of d, ϕ is Euler’s function, and µ
is the Möbius function.



























To estimate L1(x) from below, we consider the sets C±(D) := {n ∈ N : χD(n) = ±1},
so P1(uv) = {p : p - uv, p ∈ C+(D)}. Let M±(D) denote the set of positive integers all
of whose prime factors belong to C±(D). Since any squarefree integer n has a canonical





















The n-sum is classically  lnx. Every summand in the t-sum may be further decomposed


























































where the remainder is bounded by an absolute constant.
22 Fast observation for the Schrödinger equation
The last sum over p may be estimated by the Siegel–Walfisz theorem—see for instance








for a suitable positive constant c = c(ε). Estimating the sum trivially when x 6 expDε





∣∣∣∣∣∣ 6 ε lnD +O(1).






Inserting this last estimate and (5.23) in (5.21) immediately yield the required bound (5.20)
when x > (uv)8. However, the result holds trivially when x 6 (uv)8.
6 Proof of Theorem 4.1
Here, we establish inequality (4.1). We made no effort to optimize the bound for εN as
a function of qN when u/v is irrational. It is likely that a refined technique will enable a
significant improvement of this aspect of the result.
We start with a simple lemma in Diophantine Approximation. As is usual in this theory,
we introduce the notation
‖ϑ‖ := min
n∈Z
|ϑ− n| (ϑ ∈ R).





(6.1) q(ϑ;Q) := min
{
q : 1 6 q 6 Q, ‖qϑ‖ = µ(ϑ;Q)
}
.
For notational convenience, we extend the definition of t 7→ q(ϑ; t) to [1,∞[ by setting




q : ‖qϑ‖ < min16r<q ‖rϑ‖
}
.
The following result is analogous to Lemma 6.2 of [8] and can be proved by the same
method. For convenience of the reader, we recall the details.
Lemma 6.1. Let ϑ ∈ R, Q ∈ N∗, ν ∈ N∗, d ∈ N∗, q := q(ϑ;Q), q∗ := q(νϑ/d; 2dQ). Then
we have q∗ > q/(2ν).
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It follows that ∣∣∣∣rq − dsνq∗
∣∣∣∣ 6 1Q{1q + 12νQ∗}.
If r/q = ds/(νq∗), then s/q∗ = (νr)/(dq) and, reducing the fraction, we get














Q 6 νq∗ + 12q 6 νq
∗ + 12Q.
This yields the stated inequality.
We now embark on proving our theorem. Put ϑ := u/v. We employ distinct arguments
according as ϑ is or not a rational number.
Let us first consider the situation when ϑ ∈ Q∗. We then assume that u ∈ N∗, v ∈ N∗
since the general case easily follows from this.
Put I :=]M,M +N ]. We have





∣∣{(m,n) ∈ Z2 : m ∈ I, um2 + vn2 = k}∣∣ .
We shall show that the bound
(6.3) Zk  ln2(3uv)
√
N log(2N) (N > N0(uv)),
where the implicit constant is absolute, holds uniformly with respect to k ∈ N.
Recall the definition (5.18) of the Legendre symbol. It follows from instance from theo-














Let P denote the set of prime numbers, set P3,4 := {p ∈ P : p ≡ 3 (mod 4)} and
P3,4(d) := P3,4 ∩ {p ∈ P : p - d} (d > 1).
If the pair (m,n) is counted by Zk and if p | k, then uvm2 ≡ −(vn)2 (mod p). Since −1 is
not a square modulo p, this implies p | uvm2 and hence p | m. Thus, when p ∈ P3,4(uv),
p | k, the abscissas m of the elements of Zk are confined to a unique residue class modulo p.
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residue classes modulo p, where the inequality follows from (6.4).
We have therefore established that, for each prime p ∈ P3,4(uv), the abscissas m of
the pairs counted by Zk are excluded from at least 12(p − 3) residue classes p. Applying




2(p− 3) if r = 1, p > 5 and p ∈ P3,4(uv)















p|d(p − 6)/(p + 6) and B(uv) denotes the set of squarefree integers d all
of whose prime factors lie in P3,4(uv) ∩ {p : p > 7} = P3,4(21uv).
We need a lower bound for LN . To achieve this, we observe that we have the following









































Introducing the unique non-principal character χ3,4 modulo 4, defined by
χ3,4(2m+ 1) = (−1)m (m > 0),
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We are thus in a position to estimate LN by a Selberg–Delange type formula. From



















m (ln2 3n)m+1 (n > 1)
proved in [9, equation (10)].








In view of (6.5), this yields (6.3), as required.
We now turn our attention to the case ϑ ∈ R r Q. We denote by 〈x〉 := x − bxc the
fractional part of a real number x and let g : R → Z be the function defined by
g(x) =
{
bxc if 0 6 〈x〉 < 12 ,
bxc+ 1 if 12 6 〈x〉 < 1.







Let y > 2. The arithmetic multiplicative function λy defined on prime powers pr by
λy(pr) :=
{
(−1)r if r = 1 or 2 and p 6 y,





λy(d) (n > 1).
Moreover, we have λy(n) = 0 whenever n > Ny :=
∏
p6y p
2. Letting T (Ny) designate the
total number of divisors of Ny, we have trivially
T (Ny) 6 3y.
Let P (d) denote the largest prime factor of a natural integer d, with the convention that
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Now g(V − ϑm2) ≡ 0 (mod d) if, and only if, there exist k ∈ Z and η ∈ [−12 ,
1
2 [ such that



















From the Erdős–Turán inequality [10], [11] (see [22] for recent considerations upon op-
timal constants), we have for all H > 1



















To estimate Sν(d), we apply a classical inequality of Weyl (see for example [20], chap. 2,








(N + q) ln q.















uniformly for 1 6 ν 6 qN , 1 6 d 6 12
√
N .
Applying (6.8) with H := q1/3N , we obtain
DN (d)  q−1/3N
(
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