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1. Contexte  
Dans un environnement à forte compétitivité, de nombreuses entreprises investissent dans des 
projets de conception et de réalisation de nouveaux produits ou systèmes afin de répondre 
efficacement aux demandes des clients. Les activités liées à la conception et à la réalisation de 
ces systèmes sont des activités industrielles qui sont complexes à gérer dans un marché très 
compétitif. De plus, le niveau de risque élevé des projets d’ingénierie système et la difficulté 
de gérer les différentes décisions de l’ensemble des acteurs du projet sont des facteurs qui 
tendent à augmenter cette complexité.  
Durant la dernière décennie, des travaux ont permis d’étudier les interactions entre processus 
de conception ou d’ingénierie système et de planification ou de management de projet (Abeille, 
2011) (Coudert et al., 2011) (Vareilles et al., 2012). Dans ces travaux, il a été mis en évidence 
qu’une bonne intégration avec un fonctionnement efficace était possible à condition de mettre 
en œuvre des mécanismes de couplage entre les différents processus impliqués (Vareilles et al., 
2015). La structure du système peut être développée conjointement avec la structure du projet 
en mettant en place ces points de couplage étroits. De plus, le guide Systems Engineering Body 
of Knowledge (SEBOK, 2014) évoque la nécessité d’avoir un chevauchement entre l’ingénierie 
système et le management de projet en considérant tous les points en commun entre ces deux 
disciplines (Figure 1). 
 
Figure 1. Chevauchement entre le management de projet et l’ingénierie système (SEBOK, 
2014) 
Par ailleurs, le guide Project Management Body of Knowledge (PMBOK, 2013) décrit les 
processus de management de projet en considérant tous les aspects techniques comme des 
entrées pour le projet. Le processus de management des risques est également très important 
dans ces standards. Cependant, la gestion des risques est généralement un processus qui est mis 
en œuvre a posteriori, lorsque la structure du système à délivrer est connue et que les tâches 
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permettant sa réalisation ont été spécifiées (Ayachi et al., 2018). De plus, que ce soit en 
ingénierie système ou en management de projet, très tôt dans les processus de conception et de 
réalisation d’un système satisfaisant toutes les exigences, de nombreux choix sont possibles. 
Par exemple, il peut s’agir de choix de structure pour le système, de composants, de 
technologies, de ressources, de tâches de réalisation ou de sites de production. En pareil cas, il 
est opportun d’être en mesure de confronter les différents choix possibles afin de déterminer 
une solution optimale à planifier et à mettre en œuvre. Cependant, le fait d’optimiser ces choix 
sachant que de nombreux risques peuvent apparaître en impliquant de nombreuses incertitudes 
est un problème à part entière.  
Notre travail s’attache donc à proposer un processus intégré et des outils permettant de réaliser 
cette optimisation le plus tôt possible dans un processus d’ingénierie système. 
2. Problématique 
Dans ce contexte, nous considérons qu’il est important de mettre en place un guide destiné 
aux industriels afin de les aider dans leurs processus de conception et de réalisation de systèmes 
innovants et complexes. Ainsi, il est nécessaire de disposer d’un processus général et intégré, 
basé sur les standards industriels existants et permettant à tous les acteurs de l’ingénierie 
système et de management de projet de travailler de manière collaborative et concertée. Le 
processus intégré doit permettre également le bon déroulement du projet et l’atteinte des 
objectifs en termes de coût et de durée tout en anticipant les risques et leurs impacts sur ces 
objectifs. Par conséquent, à partir d’un tel processus, nous souhaitons construire, au plus tôt et 
de manière collaborative, l’espace des solutions possibles avec leurs incertitudes afin 
d’optimiser tous les choix de conception et de réalisation du système en tenant compte de ces 
incertitudes. 
Ainsi, le premier objectif consiste à définir un modèle de projet intégré permettant de 
rassembler l’ensemble des choix possibles identifiés par les différents acteurs et parties 
prenantes du projet. Ce modèle de projet doit permettre d’intégrer tous les éléments contribuant 
à la construction de l’espace des solutions possibles (ou scénarios de projet). Il doit inclure tous 
les choix de conception et les tâches de réalisation qui leurs sont associés avec les estimations 
de coûts, de durées et d’incertitudes sur les valeurs de ces deux critères. Ces incertitudes doivent 
représenter les impacts des risques sur les objectifs du projet (coût, durée). 
Un second objectif plus global consiste à proposer un processus intégré qui permet de fournir 
un système qui correspond aux attentes des clients et qui facilite le travail collaboratif entre tous 
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les acteurs et toutes les parties prenantes du projet. Le processus intégré doit permettre à ces 
derniers de sélectionner, au plus tôt, un scénario de projet optimal en termes de coût et de durée 
tout en tenant compte des incertitudes sur ces deux critères. Ce scénario devra ensuite être 
planifié puis réalisé. Le processus intégré doit comporter un outil d’aide à la décision 
multicritère permettant d’optimiser la sélection de scénarios sous incertitudes dans un modèle 
de projet contenant toutes les alternatives de choix de conception et de réalisation d’un nouveau 
système. Nous précisons les contributions de la thèse dans la section suivante. 
3. Contributions de la thèse 
Nous proposons dans cette thèse une approche globale où les processus d’ingénierie système 
et de management de projet (y compris les processus de management des coûts, des délais et 
des risques) sont articulés efficacement. Nous proposons d’instrumenter le couplage de ces 
domaines au moyen d’un processus intégré comportant un outil d’aide à la décision multicritère 
basé principalement sur des techniques d’optimisation combinatoire. Le processus intégré 
permet à tous les acteurs du projet de travailler sur un modèle commun et capable de fédérer 
tous les points de vues des différents acteurs impliqués. Ce modèle est un graphe de projet 
résultant de cette intégration. Il fédère tous les scénarios établis conjointement par tous les 
acteurs des processus et les différentes parties prenantes. Il contient également des informations 
sur les impacts des risques susceptibles d’apparaître lors de la réalisation des tâches, modélisés 
à l’aide d’incertitudes sur les valeurs de coûts et de durées. La définition du graphe de projet 
est basée également sur l’exploitation de connaissances expertes et d’expériences capitalisées 
à partir du retour d’expérience sur les projets antérieurs similaires (Figure 2). Basée sur ce 
modèle, l’optimisation de la sélection de scénarios est réalisée en utilisant un outil d’aide à la 
décision multicritère qui permet de construire un panel de solutions Pareto-optimales en tenant 
compte des incertitudes sur les objectifs du projet (coût et durée). A partir de ce panel, un 
scénario est sélectionné afin qu’il soit planifié puis réalisé.  
L’outil d’aide à la décision multicritère que nous proposons est basé sur la méthodes 
d’optimisation métaheuristique Ant Colony Optimization (ACO) ou algorithme des fourmis. 
L’algorithme d’optimisation multi-objectif ACO standard est modifié afin de gagner en 
efficacité grâce à un mécanisme d’apprentissage. Les objectifs à minimiser sont le coût global 
du projet et sa durée totale de réalisation en tenant compte des incertitudes sur les valeurs de 
ces critères.  




Figure 2. Description générale du problème 
Ainsi, nos contributions se résument de la manière suivante : nous proposons dans cette thèse 
de définir un processus intégré d’ingénierie système et de management de projet permettant la 
construction de manière collaborative d’un modèle de projet. Le processus intégré nécessite 
d’optimiser les choix possibles au plus tôt et en tenant compte de l’impact des risques. Il est 
donc aidé par un outil d’aide à la décision multicritère sous incertitudes à base d’un algorithme 
de colonies de fourmis dont le fonctionnement est amélioré par une technique d’apprentissage 
Nous détaillons le plan général de lecture de ce mémoire de thèse dans la section suivante. 
4. Plan de la thèse 
Ce mémoire de thèse est structuré en trois chapitres. 
Dans le premier chapitre, les différents concepts liés à l’ingénierie système, au management 
de projet et à leurs différents sous-processus sont présentés. L’analyse des processus 
d’ingénierie système et de management de projet permet de définir ensuite la problématique 
générale d’intégration des processus d’ingénierie système et de management de projet. Nous 
proposons à la fin de cette problématique, le cadre général de la thèse qui repose sur l’adaptation 
de modèles et de standards industriels existants afin de proposer notre propre processus intégré. 
Nous concluons ce chapitre par la présentation détaillée de notre problématique d’optimisation 
multi-objectif sous incertitudes.  
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Le deuxième chapitre est consacré à l’optimisation multi-objectif sous incertitudes. Les 
différents éléments de base liés à l’optimisation combinatoire et multi-objectif sont décrits. 
Nous nous focalisons ensuite sur l’optimisation par colonies de fourmis avant de justifier le 
choix de cette métaheuristique par rapport à notre problématique d’optimisation de la sélection 
de scénarios de projet. Nous présentons également les différents cadres de modélisation des 
incertitudes et les principales approches d’optimisation sous incertitudes avant d’introduire 
celles adoptées dans le prochain chapitre. 
Le dernier chapitre constitue le cœur de notre contribution vis-à-vis de la problématique 
d’optimisation multi-objectif sous incertitudes. Nous décrivons notre outil d’aide à la décision 
multicritère sous incertitudes. Cet outil est basé sur la métaheuristique ACO et permet 
d’optimiser la sélection de scénarios de projet sous incertitudes. Le traitement de notre 
problématique d’optimisation est basé sur deux approches. Une première approche à trois 
dimensions où l’incertitude globale liée au projet est considérée comme un troisième objectif à 
part entière au côté du coût total et de la durée globale du projet. Une seconde approche à deux 
dimensions (coût, durée) consiste à modéliser les incertitudes sur les valeurs de coûts et de 
durées sous formes de distributions de probabilités. Des expérimentations sont réalisées sur des 
instances différentes de modèles de graphe de projet afin de tester les deux approches et de 
conclure sur les avantages et les inconvénients de chacune d’elles.  
Enfin, le dernier chapitre permet de conclure et de faire le bilan des travaux réalisés et de 
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Une concertation permanente et outillée entre ingénieurs système, managers de projet et 
autres acteurs et parties prenantes est nécessaire pour répondre efficacement aux demandes des 
clients. Cela permet de maîtriser le coût et la durée du projet tout en ayant une bonne visibilité 
sur les risques potentiels et leurs impacts sur ces critères. Pour cela, les entreprises ont besoin 
de processus standardisés qui permettent de favoriser la communication et la collaboration entre 
les différents acteurs et parties prenantes du projet (Lachhab et al., 2018a).  
Ainsi, l’objectif de ce chapitre est de proposer un cadre général d’intégration des processus 
d’ingénierie système et de management de projet, destiné aux entreprises, afin de les aider dans 
la gestion de leurs processus de conception et de réalisation de produits ou systèmes complexes. 
A cet effet, les différents concepts liés aux domaines de l’ingénierie système et du management 
de projet sont définis dans les prochaines sections de ce chapitre avant d’introduire les différents 
processus industriels standards et leurs éléments clés. L’analyse de ces standards va nous 
permettre de définir notre propre processus intégré de management de projet et d’ingénierie 
système ainsi que le modèle de projet résultant de cette intégration. Ce processus intégré et le 
modèle de projet résultant vont constituer notre cadre de travail dans lequel notre problématique 
d’optimisation sous incertitudes est définie. 
Dans ce chapitre, dans la section 1.2, nous débutons par une présentation des concepts clés de 
l’ingénierie système. Ensuite, dans la section 1.3, nous présentons ceux liés au management de 
projet et à ses nombreux sous-processus. L’analyse de ces standards et de leurs interactions 
nous permet de définir, dans la section 1.4, la problématique générale de nos travaux. La section 
1.5 permet de présenter le modèle de projet et le processus général permettant l’intégration de 
l’ingénierie système et du management de projet. Dans ce contexte, nous présentons également 
la problématique détaillée de l’optimisation multi-objectif sous incertitudes qui constitue le 
cœur de notre travail. Dans la section 1.6, nous concluons sur le cadre général de travail proposé 
et présentons le plan de lecture détaillé de la suite de la thèse. 
I.2. L’ingénierie système 
La définition de la notion de système est primordiale dans cette section puisque le système 
représente une composante clé et intrinsèque de l’ingénierie système. En effet, les systèmes 
sont omniprésents dans notre vie quotidienne. Ils sont tangibles en ce qu'ils existent dans les 
produits que nous utilisons, les technologies que nous employons et dans le tissu de la société 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
16 
 
(INCOSE, 2007). C’est dans cette optique que nous avons consacré la sous-section I.2.1 à la 
notion de système dans son environnement ainsi qu’à la définition de la complexité qui découle 
des différentes interactions entre les éléments du système au sein de cet environnement. 
I.2.1. Introduction à la notion de système 
Un système est défini comme la combinaison d'éléments qui sont en interaction et organisés 
pour atteindre un ou plusieurs résultats déclarés (ISO/IEC, 2002) (Von Bertalanffy, 1968). Pour 
(Dori, 2002), un système est un objet porteur de valeur. La valeur ajoutée par le système dans 
son ensemble, au-delà de celle apportée indépendamment par chacun de ses éléments, est 
principalement créée par la relation entre ces éléments, c'est-à-dire la manière dont ils sont 
interconnectés (Maier et al., 2000). Un système est défini aussi comme étant un ensemble de 
composants conçus pour accomplir un objectif particulier conformément à un plan (Johnson et 
al., 1963). Une autre définition consiste à caractériser un système comme un ensemble de 
concepts et/ou d'éléments utilisés pour satisfaire un besoin (Miles, 1973).  La conception d’un 
système peut alors être réalisée en considérant toutes les combinaisons de technologies et de 
personnes qui interagissent pour atteindre un objectif défini pour une ou plusieurs parties 
prenantes (Hitchins, 2009) (INCOSE, 2012).  
Pour nous, la définition retenue d’un système est celle donnée par (INCOSE, 2007) qui 
considère le système comme un ensemble intégré d'éléments, de sous-systèmes ou d'ensembles 
qui accomplissent un objectif défini. Ces éléments comprennent des produits (matériel, logiciel, 
micrologiciel), des processus, des personnes, des informations, des techniques, des 
installations, des services et d'autres éléments de support. Un sous-système est un ensemble 
intégré de composants permettant de remplir une fonction propre et clairement distincte, 
impliquant des compétences techniques similaires ou faisant appel à un fournisseur distinct. 
En ingénierie système, un système est conçu pour être utilisable et adaptable à des 
changements d’environnement (AFIS, 2009). Par ailleurs, tout système concerné par 
l’ingénierie système ne peut être isolé ni dans l’espace ni dans le temps. Il est toujours en 
interaction de façon directe ou indirecte avec son environnement externe ou avec d’autres 
systèmes (Bonjour et al., 2009) (ISO/IEC, 2002) comme le montre la Figure 3.  En effet, selon 
(AFIS, 2009), il existe deux types d’environnements du système : l’environnement direct et 
l’environnement indirect. L’environnement direct est celui qui interagit directement avec le 
système en étant susceptible de l’influencer. Les éléments du système sont alors en interaction 
avec les éléments de l’environnement par le biais des interfaces avec les humains et les autres 
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systèmes. Les interfaces peuvent être internes, c’est-à-dire qu’elles assurent les interactions 
avec des humains (opérateur, responsable de la maintenance, etc.), avec des éléments du 
système (comme les fils, les actionneurs, le circuit hydraulique, le circuit pneumatique, etc.) ou 
avec les autres systèmes de l’environnement. Les interfaces peuvent également être externes, 
c’est-à-dire entre le système et tout ce qui est externe à ce système (comme les interférences 
électromagnétiques, les radiations, etc.). Quant à l’environnement indirect, il est influencé par 
le système qui peut avoir des impacts indirects à long terme sur cet environnement. A cet effet, 
l’analyse de l’environnement devient primordiale pour étudier notamment les impacts (pouvant 
être positifs ou négatifs) du système sur l’environnement et vice versa. Par exemple, l’existence 
du système est susceptible d’avoir des conséquences écologiques, sociales ou économiques sur 
l’environnement externe comme il peut être soumis à des contraintes liés aux réglementations, 
aux législations du travail, à des organisations de défense de l’environnement, etc. 
 
Figure 3. Le système en interaction avec son environnement (AFIS, 2009) 
La décomposition d’un système se réalise itérativement en sous-systèmes jusqu’à l’atteinte 
des composants finals qu’ils soient déjà existants ou bien réalisables (en interne ou en externe). 
Ce système doit être en mesure de répondre à l’ensemble des exigences issues des multiples 
parties prenantes (utilisateur, opérateur, investisseur, client, maître d’ouvrage, maître d’œuvre, 
développeur, entreprise, etc.) tout en respectant les différentes contraintes techniques et 
économiques (AFIS, 2005). La décomposition du système permet alors la définition de son 
architecture à partir de ses constituants et leurs interactions pour procéder par la suite à sa 
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réalisation (production). Ainsi, chaque structure du système a une hiérarchie de projet qui lui 
est associée (AFIS, 2004) comme indiqué dans la Figure 4. La relation système-projet va être 
décrite plus en détail dans la sous-section I.3.3. 
Les différentes interactions fonctionnelles entre les éléments d’un système sont l’un des 
facteurs majeurs qui augmentent sa complexité. En effet, les interactions entre les différents 
éléments ajoutent une complexité supplémentaire indépendamment de la taille puisque le 
comportement du système après l’intégration de tous ces éléments n’est pas complétement 
contrôlé.  
Figure 4. Décomposition hiérarchique de systèmes et de projets, adapté de (AFIS, 2004) 
Selon (Vosgien, 2015), il existe deux types de complexités pouvant caractériser un système : 
une complexité statique, caractérisée par le nombre d'interactions entre les constituants du 
système (croissance exponentielle en fonction du nombre d’interactions) et une complexité 
dynamique, caractérisée par la dynamique des interactions entre les constituants du système 
dans ses différents états opérationnels et le nombre d'exigences fonctionnelles 
pluridisciplinaires à remplir. Enfin, la complexité provient également du nombre important de 
compétences multidisciplinaires à mettre en œuvre ou encore du nombre de sous-traitants et 
partenaires industriels intervenants dans le processus d’acquisition (AFIS, 2011). 
I.2.2. Présentation de l’ingénierie système  
Cette partie offre un panorama de l'ingénierie système en commençant par un aperçu des 
origines de cette discipline, les différents normes et standards la supportant ainsi que quelques 
définitions de l’ingénierie système et de ses composantes clés. Enfin, une discussion sur 
l’ensemble des enjeux à laquelle devrait répondre l’ingénierie des systèmes complexes et ses 
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diverses applications est présentée à la fin de cette sous-section afin de montrer le besoin de 
processus intégrés ainsi que de la diversité des choix possibles au plus tôt dans ces processus. 
I.2.2.1. Histoire et origines 
La naissance de l’ingénierie système date des années 1940/1950 avec l’apparition du premier 
système de défense de l’espace aérien aux États-Unis par le laboratoire Bell (Mauborgne, 2016). 
Pour cadrer les missions militaires et spatiales, le département de la défense américaine a édité 
le premier standard d’ingénierie MIL-STD- 499 en 1969 et qui a été mis à jour et republié en 
1974 en tant que MIL-STD-499A (MIL-STD-499A, 1974). Ce standard a été utilisé par des 
entreprises américaines qui travaillent pour des missions militaires et spatiales.  
 
Figure 5. Normes principales en ingénierie système (AFIS, 2007)  
En 1994, le département de la défense américaine a décidé de ne plus développer de standards 
militaires en les transformant en de simples guides vu le besoin de définir des systèmes ayant 
des cycles de vie adaptés à des contextes différents (Faisandier, 2014). Ainsi, trois normes 
générales d’ingénierie système provenant des organismes internationaux ont été élaborées afin 
de couvrir tout ou  partie du cycle de vie d’un système en allant de l’émergence de son besoin 
jusqu’à son retrait de service comme le montre la Figure 5. Ces normes (standards) sont : IEEE 
1220, EIA 632 et ISO 15288 et sont décrites dans (Vosgien, 2015) comme suit : − la norme IEEE 1220 se focalise uniquement sur l’aspect management du système 
(IEEE, 2005) ; − la norme ANSI / EIA 632 fournit un ensemble intégré de processus fondamentaux 
pour aider un développeur dans l’ingénierie ou la réingénierie d'un système 
(ANSI,1999) (EIA, 2003) ;  
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− la norme ISO 15288 est plus générale car elle permet d’établir un cadre commun pour 
la description du cycle de vie des systèmes (ISO, 2008).  
Outre les organismes de normalisation internationaux, s’ajoute la première association 
mondiale d’ingénierie système INCOSE (International Council on Systems Engineering) qui a 
été fondée pour développer et diffuser les principes interdisciplinaires et les pratiques qui 
permettent la réalisation de systèmes efficaces. INCOSE a édité la première version de son 
manuel (Systems Engineering Handbook) en 1998. Ce manuel, n’étant pas considéré comme 
un standard, sert comme un document de référence puisqu’il rassemble les normes d’ingénierie 
système existantes et les bonnes pratiques pour relever les défis sociétaux et techniques 
complexes faisant progresser les approches systémiques.  
Enfin, le besoin de la reconnaissance de la discipline de l’ingénierie système en tant qu’un 
métier à part entière dans le monde industriel et académique a été le facteur principal qui a mené 
trois organismes internationaux à lancer en 2009 une initiative internationale. Le guide 
SEBOK1 (SEBOK, 2014) est considéré comme un standard et une base des connaissances en 
ingénierie système, basé sur la communauté et régulièrement mis à jour. Cette base de référence 
renforce la compréhension mutuelle entre les nombreuses disciplines impliquées dans les 
systèmes de développement et d'exploitation. 
I.2.2.2. Concepts et définitions 
Selon le guide (SEBOK, 2014), l'ingénierie système est une approche interdisciplinaire et un 
moyen permettant la réalisation de systèmes performants. Les systèmes performants doivent 
satisfaire les besoins des clients, des utilisateurs et les autres parties prenantes. Elle se concentre 
sur la définition des besoins des clients et des fonctionnalités requises au début du cycle de 
développement, en documentant les exigences, puis en procédant à la synthèse de la conception 
et à la validation du système tout en considérant le problème complet. L’ingénierie système 
considère à la fois les besoins commerciaux et techniques de tous les clients dans le but de 
fournir un produit de qualité répondant aux besoins des utilisateurs (site INCOSE).  
Certains composants clés de l'ingénierie système sont mis en évidence dans la Figure 6 et 
comprennent, selon le guide (SEBOK, 2014), le système et son environnement (déjà décrits en 
détail dans la sous-section I.2.1), le client et l’ingénieur système avec son équipe de 
développement. En effet, le système est une combinaison d’éléments qui interagissent entre eux 
                                                          
1
 Le guide SEBOK est aussi accessible gratuitement via l’url www.sebokwiki.org (site SEBOK). 
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pour accomplir un objectif. Le système interagit aussi avec son environnement (autres systèmes, 
utilisateurs, environnement naturel). Quant à l’ingénieur système, il a pour rôle de soutenir 
l’approche interdisciplinaire de l’ingénierie système en traduisant les besoins des clients en 
spécifications afin qu’ils soient réalisés par l’équipe de développement du système. Le cycle de 
vie d’un système comporte les processus de l’ingénierie système : la conception du système, 
son intégration, son déploiement, son utilisation et enfin son démantèlement. L’ingénieur 
système a pour mission alors d’analyser, spécifier, concevoir et vérifier le système pour 
s'assurer que ses caractéristiques fonctionnelles, d'interface, de performance, physiques et son 
coût sont équilibrés pour répondre aux besoins des parties prenantes.  
 
Figure 6. Les composants clés de l’ingénierie système, adapté de (SEBOK, 2014)  
I.2.2.3. Enjeux et avantages 
Le grand enjeu des industriels est la maîtrise des systèmes complexes dans le marché mondial 
des grands systèmes quel que soit leurs domaines d’application (énergie, santé, défense, espace, 
transports, etc.) (AFIS, 2011). Dans (Sheard et al., 2009), les auteurs considèrent que les 
systèmes concernés par l’ingénierie système sont par défaut complexes et nécessitent 
l’intervention des ingénieurs systèmes. Ils définissent le système complexe comme un ensemble 
de composants autonomes (agents individuels du système) et hétérogènes (ayant des 
caractéristiques différentes) dont les interactions importantes justifient sa complexité. 
Dans (Beasley, 2017), les auteurs ont listé certains avantages potentiels de l’ingénierie 
système :  − recenser les différents points de vue des parties prenantes permet de comprendre le 
cycle de vie complet du système et d’aligner tous les intérêts ; 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
22 
 
− structurer le système et concevoir ses éléments et ses sous-systèmes permet une 
optimisation globale et non partielle ; − mettre l’accent sur les exigences assure la vérification et la validation de la solution 
(pour une mise en service sûre et fiable) ; − reconnaître les problèmes clés, les incertitudes et les risques dans les premières phases 
du cycle de vie du système permet d’anticiper les problèmes de dépassement de coûts 
et de délais ; − se concentrer sur la finalité plus que sur la solution objet uniquement. 
Ces avantages sont très importants dans nos travaux. Ils vont servir de cadre à la définition de 
notre propre processus intégré. Dans la section suivante, nous présentons une définition des 
processus d’ingénierie système. 
I.2.3. Le processus d’ingénierie système 
Selon la norme ISO 9000:2000 (AFIS, 2004), un processus est un ensemble d’activités 
corrélées ou interactives qui transforme des éléments d’entrée en éléments de sortie. Ces 
éléments sont soit des objets matériels soit des données, soit les deux. Une définition plus 
complète d’un processus a été donnée par (Rousse, 2004) en le considérant comme un ensemble 
d’activités, définissables et mesurables, enchaînées dans un ordre déterminé, ayant pour objet 
la production d’un résultat utile pour un client externe ou interne, qui utilisent des ressources 
pour transformer des éléments entrants en éléments sortants attendus par ce même client. 
Le processus décrit dans le guide SEBOK (SEBOK, 2014) unifie les représentations des 
processus d'ingénierie système issues des normes IEEE 1220, ANSI/EIA 632 et ISO 15288. 
Nous nous sommes donc basés sur cette représentation dans ce travail de thèse. Les activités 
sont représentées sous formes de sous-processus : le processus de définition du système, le 
processus de développement du système, le processus de production et d'utilisation, le 
processus de support et, enfin, le processus de démantèlement, de recyclage et de 
renouvellement (cf. Figure 7). Nous allons donc détailler brièvement le fonctionnement de 
chacun de ces sous-processus.  
  
Figure 7. Représentation du processus d’ingénierie système, adapté de (Coudert, 2014)  
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Le processus de définition du système consiste à décrire la mission du futur système et 
toutes les exigences nécessaires à sa mise en œuvre. Les activités de définition du système sont 
décrites en détail et elles regroupent l’ensemble des décisions découlant de la définition du 
concept (analyse des besoins et des exigences des parties prenantes), des exigences d’affaires 
(définition de l’articulation de la mission du système) et les exigences du système (description 
des fonctions que le système doit satisfaire dans son ensemble et toutes les exigences non 
fonctionnelles de sûreté, de sécurité et de fiabilité ce système). Les exigences d’affaire et du 
système sont étroitement liées et constituent une base de vérification dans les dernières phases 
du cycle de vie du système.  
Le processus de développement du système consiste à analyser les exigences formalisées à 
l'étape précédente pour définir les éléments, les caractéristiques fonctionnelles et les propriétés 
du système. Il existe plusieurs représentations architecturales/vues du système. Ces 
représentations sont regroupées dans deux catégories : l’architecture logique et l’architecture 
physique. L’architecture logique prend en charge le fonctionnement logique du système tout au 
long de son cycle de vie (définition de modèles fonctionnels, comportementaux et temporels). 
Elle décrit sa structure à travers la définition de scénarios de fonctionnement qui peuvent être 
complétés par d’autres scénarios au fur et à mesure de la conception du système et de 
l’apparition de nouveaux choix techniques, des analyses de défaillances et de nouvelles 
exigences opérationnelles. L'architecture physique est en adéquation avec l'architecture logique 
en décrivant les composants et/ou les interfaces physiques permettant d’exécuter ses fonctions 
et les organiser en un modèle d’architecture physique. Le système est alors décomposé en sous-
systèmes selon une méthode de décomposition descendante ce qui permet de construire 
l’architecture du système, appelée SBS (System Breakdown Structure). Chaque niveau de 
décomposition peut inclure des éléments de système qui sont non décomposables d’un point de 
vue technologique. Enfin, la dernière étape de ce processus permet d’effectuer une analyse 
quantitative des choix techniques réalisés pour déterminer les conformités avec les exigences. 
L’analyse du système permet de mettre à jour son architecture afin de le rendre le plus efficace 
possible. Elle comprend la modélisation et la simulation, l’analyse de l’efficacité, l’analyse des 
coûts et des risques techniques.  
Le processus de production comprend des activités de réalisation qui permettent de créer et 
de tester les versions du système ayant déjà été spécifiées à l'étape précédente. En effet, ces 
activités comprennent celles requises pour construire le système (implémentation), intégrer ses 
éléments (intégration) et enfin s’assurer que le système répond aux besoins des parties prenantes 
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(validation) et qu’il est conforme aux exigences et aux architectures physiques et logiques 
(vérification). Une fois que le système considéré est vérifié et validé grâce à des tests de fiabilité 
et de remplacement progressif de l’ancien système par un nouveau système (déploiement), il 
devient alors une entrée pour le processus d’utilisation afin qu’il soit mis en exploitation. 
Le processus d’utilisation correspond à la phase d'exploitation du système par le client final 
où toutes les fonctionnalités développées sont implémentées. Ainsi, l’installation sur site, la 
vérification, l’intégration et les tests doivent être effectués pour s’assurer que le système est 
apte pour être mis dans un contexte opérationnel. Par ailleurs, l’utilisation du système comprend 
une évaluation continue de son efficacité opérationnelle, l’identification des différents risques 
opérationnels et l’évaluation des performances des actions requises pour maintenir son 
efficacité opérationnelle ou faire évoluer sa capacité à s’adapter dans un environnement 
changeant.  
Le processus de support a pour mission d’assister les processus de production et d'utilisation. 
Les activités de support consistent à mesurer en temps réel les performances du système et à 
comparer les résultats de mesure obtenus aux spécifications (activité de supervision du 
système). Ce processus inclut aussi toute la documentation sur l’état du système, le signalement 
des dysfonctionnements (les données liées aux défaillances) et les recommandations 
d’amélioration (modification et/ou changement de certains composants lors d’actions 
correctives par exemple). Des activités de maintenance sont planifiées également pour 
maintenir la disponibilité opérationnelle du système grâce à des actions préventives et 
correctives. La mise en œuvre réussie de ces activités permet de développer une stratégie de 
maintenance du futur système, de fournir les contraintes de maintenance comme des entrées 
aux exigences d’exploitation, de mettre à disposition des éléments de rechange et de maintenir 
toutes les fonctionnalités exigées par les parties prenantes tout au long de sa durée de vie. Enfin, 
la fonction logistique permet de planifier et de mettre en œuvre l’acquisition et l’utilisation des 
ressources nécessaires pour supporter le fonctionnement du système. 
Le processus de démantèlement, de recyclage et de renouvellement regroupe l'ensemble 
des activités réalisées à la fin du cycle de vie du système lorsqu'il devient obsolète, irréparable 
ou non économiquement rentable. Ce processus constitue un élément important dans la gestion 
de la durée de vie d’un système. En effet, un processus d’ingénierie système n’est complet que 
lorsqu’il prend en considération l’élimination anticipée du système dès la conception ainsi que 
l’évaluation des coûts du cycle de vie. Des techniques ont été alors envisagées pour permettre 
une élimination, un recyclage et une réutilisation responsables afin de maintenir un 
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environnement propre. D’ailleurs, de nombreux pays exigent une évaluation de l’impact 
environnemental des grands projets complexes avant qu’il y ait une approbation réglementaire. 
I.2.4. Synthèse 
Dans la section I.2, l’ensemble des concepts liés à l’ingénierie système ont été définis. Nous 
avons vu que l’ingénierie système présente plusieurs avantages qui facilitent la bonne maîtrise 
des systèmes complexes. De plus, la réalisation réussie d’un système complexe se base 
principalement sur des standards qui peuvent être utilisés et adaptés dans un environnement 
changeant et compétitif et surtout avec l’évolution des technologies. Ces standards intègrent 
des processus d’ingénierie système qui couvrent une partie ou l’intégralité du cycle de vie d’un 
système. Dans ce travail de thèse, nous nous sommes basés sur le processus d’ingénierie 
système présenté dans le guide SEBOK (SEBOK, 2014) car il fédère l’ensemble des standards 
existant dans la littérature. Dans ce processus, un ensemble d’acteurs avec des spécialités 
diverses peut intervenir pour le compléter et le rendre plus robuste par rapport aux multiples 
risques qui peuvent survenir tout au long du cycle de vie.  
Dans la prochaine section, nous allons montrer que les risques ne sont pas suffisamment bien 
pris en compte lors des phases préliminaires de conception d’un système car le management 
des risques n’intervient que tardivement. Cependant, la prise en compte des incertitudes et des 
risques au début du cycle de vie du système permet de contourner les problèmes de dépassement 
de délais et de coûts. Une de nos contributions consiste à réaliser l’intégration du processus 
d’ingénierie système avec le processus de management de projet (impliquant les sous-processus 
de management de temps, de coûts et de risques) afin de gérer, au plus tôt, les risques inhérents 
à la conception et à la réalisation d’un nouveau système. Cette intégration doit tenir compte des 
différents points de vues de l’ensemble des acteurs de ces processus et permettre d’aligner tous 
les intérêts des différentes parties prenantes. Il permet également de structurer le système en 
sous-systèmes afin de considérer tous les choix possibles liés à sa conception et à sa réalisation 
pour une meilleure optimisation globale du choix de ses composants. Les processus de 
management de projet font l’objet de la prochaine section et tous les concepts liés à cette 
discipline vont être décrits avant de proposer, à la fin de ce chapitre, un cadre à notre travail 
grâce à notre propre processus intégré d’ingénierie système et de management de projet.  
I.3. Le Management de projet 
Les projets industriels sont devenus de plus en plus complexes et sont soumis à des 
changements qui peuvent impacter les objectifs de projet en termes de coûts et de durées. Les 
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entreprises ont alors un besoin fort en processus de management de projet efficaces pour faire 
face à ces changements et minimiser les incertitudes sur ces objectifs, au plus tôt, c’est-à-dire 
dès les premières phases du projet.  
Nous allons définir alors dans les prochaines parties les notions de projet et de management 
de projet avant de présenter les processus de management de projet (principalement les 
processus de management des délais, des coûts et des risques) sur lesquels nous avons basé nos 
travaux. Nous allons aborder à la fin de cette section la problématique liée à la nécessité de 
coupler les domaines d’ingénierie système (décrits dans la section précédente) et de 
management de projet en tenant compte des différentes interactions qui peuvent exister entre 
leurs processus.        
I.3.1. Introduction à la notion de projet 
Un projet peut être vu selon trois facettes différentes (Roger, 2011). La première vue consiste 
à considérer le projet comme un objectif à réaliser (portée du projet), c’est-à-dire l’image d’une 
situation, d’un état que l’on pense atteindre (le Petit Robert). La deuxième vue comprend tout 
le travail préparatoire (conception) à l’exécution finale du projet (dessins, schémas, esquisses, 
etc.). La dernière vue comprend la phase de réalisation réelle du projet qui devient une réalité à 
venir. Ainsi, un projet peut être vu comme une démarche spécifique qui permet de structurer 
méthodiquement et progressivement une réalité à venir (AFITEP-AFNOR, 1992). Un projet est 
défini plus précisément dans le guide PMBOK (PMBOK, 2013) comme étant un effort 
temporaire entrepris dans le but de créer un produit, un service ou un résultat unique. Le 
caractère temporaire du projet est dû à sa délimitation dans le temps entre une date de début du 
projet et une date de fin qui indique son achèvement à l’aide de ressources et d’exigences (ISO, 
2000).  
D’autres définitions consistent à considérer un projet comme un processus unique rassemblant 
des processus techniques et de management et composé d’un ensemble d’activités coordonnées 
et contrôlées pour aboutir à un objectif qui répond à des exigences spécifiques en matière de 
coûts, de délais et de ressources (ISO, 2003) (ISO/IEC, 2002). Chaque activité est considérée 
comme un ensemble de tâches qui consomment du temps et des ressources, et dont l’exécution 
est nécessaire pour obtenir, ou contribuer, à la réalisation d’un ou de plusieurs résultats 
(AFITEP-AFNOR, 2010). Un projet est généralement considéré comme une collection 
d'activités simultanées et/ou séquentielles qui, ensemble, produisent un résultat identifiable et 
estimable (Loch et al., 2000). 
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Dans notre contexte de travail, nous considérons les projets d’ingénierie système. Ainsi, nous 
définissons un projet comme un processus unique et complexe comprenant une séquence de 
tâches pouvant être réalisées de façon séquentielles et/ou simultanées dans le but de concevoir 
et de réaliser un système. Le projet est borné dans le temps avec des dates de début et de fin de 
projet et permet de répondre aux exigences des clients et des différentes parties prenantes en 
termes de coûts et de durées tout en gérant les risques. Notons qu’un projet peut faire partie 
d’une structure de projet encore plus large. Ainsi, le système peut être une finalité en soi ou un 
composant d’un autre système plus complexe. Deux caractéristiques essentielles sont inhérentes 
à n’importe quel projet innovant : l’unicité et la complexité.  
L’unicité d’un projet revient à le considérer comme un processus spécifique en définissant 
des tâches relativement aux circonstances du cadre de projet (ISO, 2003). Bien que des éléments 
répétitifs puissent exister dans certains éléments du livrable d’un projet, cette répétition ne 
modifie pas l’unicité fondamentale du travail de projet (PMBOK, 2013). Ainsi, deux projets ne 
peuvent pas être identiques puisque chacun d’eux comporte ses propres spécificités et 
particularités (Muller, 2016). De plus, la création et l’innovation font partie de la démarche de 
projet et les activités de projet ont un caractère non récurrent qui les différencie de certaines 
opérations répétitives (Roger, 2011).  
La complexité est la propriété d'un projet qui le rend difficile à comprendre, à prévoir et à 
garder sous contrôle même en ayant des informations raisonnablement complètes. Les facteurs 
déterminants de la complexité sont la taille du projet, sa diversité, son interdépendance et son 
contexte (Vidal et al., 2008). En outre, les activités du projet ont souvent des interactions 
complexes et la complexité d’un projet n’est pas forcément technique. Ainsi, deux types de 
complexités peuvent apparaître au cours d’un projet : une complexité technique et une 
complexité organisationnelle (ISO/IEC/IEEE, 2017). La complexité technique peut être liée au 
nombre d’exigences, au nombre d’interfaces internes et externes du système, au nombre 
d’éléments du système ainsi que ses niveaux architecturaux. Cependant, la complexité d’un 
projet est également organisationnelle. Elle est due essentiellement à la propriété intellectuelle 
et la réutilisation de certains composants existants, à l’intégration de processus standards ou de 
certains outils, à l’expérience du personnel et au nombre d’acteurs mobilisés ainsi qu’aux 
compétences nécessaires pour la réalisation du projet. En effet, la difficulté d’organiser et de 
motiver toutes les ressources et les compétences, avec parfois des points de vue très divergents, 
afin qu’ils puissent travailler ensemble pour atteindre les objectifs du projet contribue à sa 
complexité (Muller, 2016).  
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Les notions de maîtrise d’ouvrage et de maîtrise d’œuvre sont présentes dans n’importe quelle 
organisation industrielle. Le maître d’ouvrage est celui qui exprime ses besoins et les différentes 
contraintes d’ordres techniques et contractuelles en assurant le suivi des travaux et des équipes 
ainsi que le contrôle financier du projet (ISO, 2015) (Bonnin et al., 2012). Il peut être le 
propriétaire de l’ouvrage ou travailler pour le compte d’un organisme étatique ou industriel. Le 
maître d’œuvre a pour responsabilité de mettre en œuvre toutes les compétences techniques et 
humaines pour répondre aux exigences du maître d’ouvrage en termes de coûts, de délais, de 
qualité et de ressources. Il est le responsable de l’exécution des travaux et de la coordination 
des activités de l’équipe projet et des relations avec les fournisseurs et les sous-traitants. Un 
pilotage commun entre le maître d’ouvrage et le maître d’œuvre est possible s’ils décident de 
travailler conjointement pour prendre des décisions communes, en particulier au niveau 
budgétaire. 
  Dans le dictionnaire de management de projet (AFITEP-AFNOR, 2010), le cycle de vie d’un 
projet est défini par un ensemble, généralement séquentiel, des phases du projet, allant de l’idée 
initiale jusqu’à son achèvement. Le cycle de vie d’un projet comporte alors plusieurs phases 
permettant la création de l’ouvrage final. Il comprend généralement la phase d’avant-projet, la 
phase de réalisation/mise en œuvre et la phase de clôture. Dans la phase d’avant-projet, une 
étude de faisabilité du projet est effectuée (définition des caractéristiques du livrable et 
estimation des durées et des coûts de réalisation) et un dossier d’avant-projet est établi. Ce 
dossier contient l’étude de conception préliminaire qui a pour objectif de traduire les besoins 
attendus dans le plan d’action par l’ensemble des choix techniques adaptés à la réalisation et à 
l’aboutissement du projet. Une structuration du projet est aussi établie avant de procéder à la 
phase de réalisation qui met en exécution les travaux de réalisation réels de l’ouvrage à partir 
des caractéristiques et des documents issus de l’étude de conception détaillée. Le responsable 
du projet (le maître d’œuvre) organise ensuite une réunion afin d’analyser le projet, 
d’enregistrer toutes les réalisations, d’analyser les écarts par rapport aux estimations attendues, 
de tirer des enseignements pour les projets à venir et enfin, d’annoncer la fin du projet aux 
diverses parties prenantes pour clôturer le projet et transférer le livrable au client final.   
Chaque projet est sous l’influence de facteurs clés dont dépend sa réussite. L’auteur, dans 
(Clarke, 1999), a identifié alors quatre facteurs essentiels à considérer dans les projets. Ces 
facteurs sont : avoir une communication tout au long du projet, avoir une portée et des objectifs 
clairs, décomposer le projet en sous-projets, utiliser les plans de projet comme documents de 
travail. En effet, la difficulté de communication est la principale raison de l’échec de nombreux 
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projets, d’où l’intérêt d’une communication réussie entre tous les membres de l’équipe de projet 
pour une meilleure productivité et une bonne gestion des incertitudes. De plus, tous les acteurs 
ont besoin d’être motivés et encouragés pour atteindre les objectifs du projet dans les temps et 
en fonction des ressources allouées. Par ailleurs, une portée bien définie et des objectifs 
clairement identifiés sont aussi des éléments clés pour la réussite du projet. Les objectifs du 
projet se concentrent plus sur les résultats et doivent être énoncés dès le début du projet. Ce qui 
va aider à créer une sorte d’engagement et d’accord entre tous les membres de l’équipe de 
projet. Cependant, ces objectifs demeurent flous tant que la portée du projet n’est pas bien 
définie puisqu’elle permet de déterminer les limites et les champs d’application. En outre, l’une 
des tâches les plus importantes dans les nouveaux projets est leur décomposition en un nombre 
raisonnable de sous-projets. Cette technique représente plusieurs avantages puisqu’elle permet 
de répartir les responsabilités entre un plus grand nombre de personnes. Ainsi, il est plus facile 
au chef de projet de déléguer les responsabilités à son équipe, de surveiller les objectifs, de 
communiquer l’état d’avancement du projet, d’anticiper les problèmes et, enfin, d’apporter des 
modifications sur les activités affectées du projet. Pour garantir la réussite d’un projet, il est 
important de tenir compte des plans de projet et de les mettre à jour régulièrement à chaque fois 
qu’un aspect du projet est modifié. Ces plans doivent être rédigés d’une façon simple et efficace 
avec un bon niveau de détail pour encourager leurs revues et faciliter la communication et le 
contrôle effectif du projet. 
Compte tenu de ce qui précède, nous pouvons conclure que la complexité d’un projet n’est 
pas uniquement liée à la taille d’un système et les diverses interactions entre ses éléments. Elle 
dépend aussi de certains aspects organisationnels tels que la formation et la motivation du 
personnel pour une meilleure productivité, la communication et la collaboration entre tous les 
acteurs du projet (qui peuvent avoir des points de vues très divergents) pour une bonne maîtrise 
des incertitudes, la mobilisation des ressources matérielles et immatérielles nécessaires pour le 
bon déroulement du projet, et enfin, l’intégration de processus standards permettant la 
réalisation effective du projet dans des conditions optimales. Ce dernier aspect est un point clé 
dans notre problématique puisque l’intégration de ces processus ne doit pas se limiter 
uniquement dans le domaine de management de projet. Elle doit prendre en compte des 
possibilités de chevauchement avec d’autres processus tel que l’ingénierie système qui est en 
lien étroit avec le domaine du management de projet (cf. sous-section I.3.2). En effet, nous 
avons vu que l’une des phases importantes du cycle de vie d’un projet est la phase initiale ou la 
phase d’avant-projet. Cette phase s’appuie principalement sur l’étape de conception 
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préliminaire du système à réaliser. Elle permet de traduire l’ensemble des exigences attendues 
et les choix de conception et de réalisation du système. Le projet est ensuite structuré et 
décomposé en sous-projets pour débuter sa réalisation réelle en se basant sur les documents 
établis dans l’étape de conception détaillée. C’est dans cette optique que nous souhaitons 
proposer un processus intégré de management de projet et d’ingénierie système (cf. section I.5) 
qui permet de rassembler tous les acteurs impliqués dans ces processus en vue de les faire 
travailler dans un cadre idéalement collaboratif. Le processus de management de projet sera 
détaillé dans la suite (cf. sous-section I.3.3) avant de définir la problématique générale (cf. 
section I.4) et de proposer le cadre de travail pour la suite de la thèse. 
I.3.2. Le management de projet : présentation et définitions 
Le management de projet existe depuis des décennies. Il est reconnu au cours de ces dernières 
années comme une pratique de management qui aide une organisation à atteindre ses objectifs 
(Patanakul et al., 2010). Nous allons introduire alors la partie I.3.2.1 par un bref historique du 
management de projet et nous allons ensuite présenter les définitions et les concepts 
caractérisant cette discipline. La partie I.3.2.2 est consacrée à la notion de risque en 
management de projet. En effet, tout projet quel que soit sa taille, est sujet à des perturbations 
et à des événements extérieurs pouvant impacter son déroulement. La prise en compte de ces 
risques est primordiale afin de garantir un bon déroulement du projet. 
I.3.2.1. Historique, définitions et concepts 
Entre les années 1930 et 1950, les pratiques de la gestion de projet se rationnalisent sans pour 
autant avoir un modèle de gestion spécifique (Navarre, 1993). A cette époque, des projets de 
différentes formes se sont développés (projets militaires, d’implantation d’universités et de sites 
industriels, de constructions navales et routières, etc.). Les méthodes et les techniques de 
gestion de projet sont alors détenues d’une manière isolée et individuelle par quelques 
entreprises. Ce n’est qu’à partir des années 1960 que la gestion de projet est rentrée dans l’ère 
de la rationalisation standardisée (Garel, 2003). Dès lors, des institutions et des associations 
professionnelles ont vu le jour pour formaliser la gestion de projet. Ainsi, le modèle standard 
de la gestion de projet a émergé aux États-Unis avec la création du PMI (Project Management 
Institute) en 1969 et a été définitivement institutionnalisé avec l’édition du corpus de 
connaissances PMBOK (Project Management Body of Knowledge) en 1996. Dans le même 
courant, en 1982, l’Association Francophone de Management de Projet (AFITEP) a été créée 
en France et rassemble des professionnels travaillant dans le domaine du management de projet. 
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Le management de projet peut être défini comme le processus de contrôle de la réalisation des 
objectifs du projet (Munns et al., 1996). Il permet à une organisation de réduire le temps de 
développement des produits jusqu’à leur mise sur le marché, de gérer la complexité 
technologique, d'utiliser des ressources limitées, de satisfaire toutes les parties prenantes et 
d'accroître la concurrence sur le marché mondial (Cleland, 1998). Selon le guide PMBOK 
(PMBOK, 2013), le management de projet englobe toutes les activités de projet, les techniques 
et les outils permettant de répondre efficacement aux exigences des clients en termes de coûts, 
de temps, de qualité et de performance. 
 Ainsi, la réussite des projets dépend essentiellement de la reconnaissance du rôle important 
du management de projet (Munns et al., 1996). En effet, depuis la fin des années 1960, des 
recherches en management de projet ont été élaborées pour découvrir les facteurs qui mènent à 
la réussite des projets (Cooke-Davies, 2002). Dans ces travaux (Slevin et al., 1986) (Pinto et 
al., 1987) (Pinto et al., 1988), les auteurs ont recensé les facteurs critiques de réussite en 
management de projet. Ces facteurs ont un impact important sur la réussite de projet et peuvent 
être internes (c’est-à-dire au niveau de l’équipe de projet) ou externes au processus d’exécution 
du projet.  
Parmi ces facteurs, ceux qui nous paraissent importants pour nos travaux de recherche sont :  − une vision claire sur la mission du projet (définition des objectifs et des orientations 
générales du projet) ; − une bonne communication avec toutes les parties prenantes concernées par le projet ; − la sélection et la formation du personnel nécessaire pour l’équipe de projet ; − la disponibilité de la technologie et de l’expertise requises pour l’accomplissement des 
tâches d’ordre techniques ; − le contrôle et le suivi de l’exécution du projet en effectuant un retour d’expérience 
pendant chaque phase du processus d’exécution ; − la mise à disposition d’un réseau approprié et des données nécessaires sur les facteurs 
clés de l’exécution du projet ; − la gestion des crises inattendues et des écarts par rapport au plan initial ; − les facteurs organisationnels externes ou environnementaux qui peuvent impacter 
positivement ou négativement les activités de l’équipe du projet. 
Dans ces facteurs, l’organisation du projet tend à concentrer la responsabilité et l’autorité sur 
le manager de projet pour atteindre des objectifs spécifiques à l’aide de son équipe. En effet, ce 
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dernier doit être capable de coordonner et d’intégrer toutes les activités nécessaires pour 
atteindre les objectifs du projet (Meredith et al., 2011). Il est considéré dans (PMBOK, 2013) 
comme le centre des interactions entre les parties prenantes et le projet lui-même. Il doit être 
capable de comprendre les détails du projet, mais de gérer aussi ses perspectives globales. Il 
fait partie de l’équipe de projet que lui-même dirige et qui est composée des individus ayant 
des connaissances et des compétences spécifiques pour effectuer les tâches du projet. Selon 
(Charvat, 2003), certaines responsabilités du manager de projet sont les mêmes quel que soit le 
projet. Ces responsabilités sont : − obtenir l'approbation pour lancer le projet ; − déterminer la portée du projet et sa faisabilité ; − s'assurer que les ressources nécessaires au projet sont identifiées et affectées ; − planifier le projet de façon pertinente ; − s'assurer que la méthodologie du projet et les processus associés sont respectés ; − surveiller le projet en termes de coût, de qualité et de temps ; − identifier et contrôler les risques du projet ; − fournir des rapports mis à jour et des résumés aux principales parties prenantes ; − diriger l’équipe de projet. 
Tout projet peut être confronté à des risques liés à l’environnement interne et externe de 
l’organisation (Courtot, 1998). Les risques peuvent être une source de danger dans les projets 
s’ils sont ignorés et doivent être gérés le plus tôt possible (Gourc et al., 2001). Le risque en 
projet est un concept qui n’est pas récent. Il est défini dans (Giard, 1991) par la probabilité que 
le projet ne s’exécute pas conformément à une référence préalablement établie. La notion de 
risque nécessite alors d’être développée avant d’étudier son impact sur le déroulement et le 
pilotage du projet.  
I.3.2.2. Prise en compte des risques en management de projet 
Plusieurs visions du risque existent dans la littérature. Une définition simple donnée par le 
dictionnaire (le Petit Robert) consiste à le décrire comme un danger éventuel plus ou moins 
prévisible. Le risque peut être vu aussi comme la probabilité de l’occurrence d’un événement 
non désiré, et le degré de gravité des pertes potentielles induites (Béler, 2008). Le guide (ISO 
GUIDE 73, 2009) définit le risque comme un effet de l’incertitude sur l’atteinte des objectifs. 
Ainsi, à chaque fois le risque existe, l’incertitude existe aussi (Better et al., 2008). Cet effet du 
risque peut être négatif et/ou positif et représente une déviation par rapport à une attente. Quant 
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à l’incertitude, elle traduit l’état de défaut d’information vis-à-vis de la compréhension ou de la 
connaissance d’un événement, de ses conséquences ou de sa probabilité d’occurrence. Dans 
cette définition, il s’ensuit que les risques ne sont pas des événements ou juste des 
conséquences. Ce sont des descriptions de ce qui pourrait arriver et de ce que celà pourrait 
entraîner en termes d'atteinte des objectifs (Purdy, 2010). Cette définition du risque peut être 
perçue comme un cas particulier de l’ensemble des définitions qualitatives globales du risque 
soulignées dans (Aven, 2016). Dans ces définitions, le risque est : − la possibilité d’un événement redouté ; − le potentiel de réalisation de conséquences négatives d'un événement indésirable ; − l’exposition à une proposition (par exemple l'apparition d'une perte) incertaine ; − les conséquences de l'activité et les incertitudes associées ; − l’incertitude vis-à-vis les conséquences et la gravité d’une activité par rapport à quelque 
chose que les humains trouvent utile ; − l’occurrence de certaines conséquences spécifiques de l’activité et les incertitudes 
associées ; − l’écart par rapport à une valeur de référence et les incertitudes associées. 
Une autre définition du risque consiste à le percevoir selon quatre facettes (Villeneuve, 2012) 
comme : − un événement susceptible de se produire et caractérisé par sa probabilité d’occurrence et 
par ses conséquences souvent liées à une perte ;   − une mesure du degré d’incertitude ou de la perte engendrée par un événement incertain ; − une incertitude sur l’apparition d’un événement probable et son impact sur les objectifs 
d’une organisation ; − un état du système étudié relativement à la possibilité d’occurrence d’une situation 
indésirable pouvant affecter négativement l’achèvement des objectifs. 
Ces définitions dépendent principalement du domaine d’application du risque, en particulier le 
domaine du management de projet. D’ailleurs, tous les projets quels que soient leur type sont 
exposés plus que jamais à des risques très élevés en terme de nombre et d’impact global (Fang 
et al., 2011). Les auteurs, dans (Miller et al., 2001), considèrent le risque en projet comme la 
possibilité de déviation des événements, leurs impacts résultants et leurs interactions 
dynamiques par rapport à ce qui a été prévu initialement. D’autres travaux prennent en compte 
aussi les risques positifs au cours du projet et les perçoivent comme des opportunités à saisir et 
non pas des menaces à éviter puisqu’ils permettent de retourner des gains ou des bénéfices 
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(Jaafari, 2001) (Bakir et al., 2003) (Ward et al., 2003) (Villarreal, 2005). Les auteurs dans (Ward 
et al., 2003) soulignent la nécessité d’améliorer la gestion de l’incertitude en transformant les 
processus de management des risques existants en des processus de management de 
l’incertitude dans les projets. Les directions de développement récentes pour représenter 
l'incertitude lors de l'évaluation des risques sont fournies dans (Flage et al., 2014). Dans cet 
article, de nombreuses méthodes sont utilisées pour modéliser l'incertitude, mais la méthode la 
plus répandue est celle d'analyse probabiliste. Dans les travaux de (Pearl, 1995), il a été 
démontré que les réseaux bayésiens sont adaptés au traitement des relations entre les facteurs 
de risque. Par exemple, dans (Khodakarami et al., 2007), l'incertitude dans l'ordonnancement 
des projets a été modélisée au moyen de réseaux bayésiens en considérant que les entrées 
traditionnelles pour chaque activité (coûts, durées, ressources) ne sont pas déterministes. Dans 
(Kaya et al., 2010), l’incertitude est prise en compte par des modèles basés sur la logique floue. 
Dans (Sobel et al., 2004) (Creemers et al., 2012) (Bourne et al., 2014), le risque est perçu 
comme une incertitude sur la durée des tâches. 
Dans nos travaux, le risque est défini comme une incertitude sur les objectifs du projet. Cette 
incertitude est considérée comme l'impact de l’occurrence des événements indésirables sur les 
objectifs du projet (coût et durée). Elle doit être prise en compte pour prendre des décisions vis-
à-vis de la structure des systèmes et leurs projets associés. En effet, le management des risques 
de projet a généralement été un « ajout » au lieu d’être une partie intégrante de la pratique 
efficace du management de projet (Chapman et al., 2003). Ainsi, nous considérons que la 
gestion des incertitudes lors de la prise de décision comme un moyen de prise en compte des 
risques.  
I.3.3. Le processus de management de projet  
Le management de projet a émergé comme un domaine d’étude qui est de plus en plus adopté 
par les organisations pour atteindre leurs objectifs (Gemünden et al., 2017). L’exécution 
efficace d’un processus de management de projet est devenue essentielle pour assurer le succès 
des projets auprès du client final et pour maintenir leur durabilité financière, économique et 
technologique (Schoper et al., 2016). Ce processus doit inclure toutes les phases du cycle de 
vie du projet afin de définir comment des éléments d’entrée se sont transformés en des éléments 
de sortie sous forme de livrables, tels que souhaités par les clients (Turner, 2007). La structure 
de phase permet au projet d’être segmenté en sous-ensembles logiques pour faciliter sa gestion, 
sa planification et son contrôle (PMBOK, 2013).  
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Dans ce travail de thèse, nous nous sommes appuyés sur les processus de management de 
projet proposés par le Project Management Institute (PMI) dans le guide (PMBOK, 2013). Ce 
guide est considéré comme un standard permettant de gérer la plupart des projets dans des 
différents types d’industries. Selon le PMI, le management de projet comprend cinq groupes de 
processus : le démarrage, la planification, l’exécution, le suivi/contrôle et enfin le processus de 
clôture : 
1. Le processus de démarrage a pour objectif principal d’aligner les attentes des parties 
prenantes avec les objectifs du projet et de leurs montrer comment leur participation au 
projet et à ses phases associées pourrait garantir la satisfaction de leurs besoins.  
2. Le processus de planification intègre toutes les activités de planification permettant 
l'élaboration d'un plan de projet et les documents utiles pour la réalisation du projet. 
C’est un groupe de processus qui permet de définir et de raffiner les mesures 
nécessaires pour atteindre les objectifs attendus en étudiant tous les aspects liés à la 
portée du projet, les délais, les coûts, la qualité, la communication, les ressources 
humaines, les risques, les approvisionnements et les engagements des parties prenantes.  
3. Le processus d’exécution permet de réaliser toutes les activités nécessaires pour 
répondre aux spécifications du projet. Ce groupe de processus comprend la 
coordination des personnels et des ressources, la gestion des attentes des parties 
prenantes, ainsi que l’intégration et l’exécution des activités de projet conformément 
au plan de projet.  
4. Le processus de suivi et de contrôle permet non seulement le contrôle et le suivi 
continu des activités élaborées au sein des processus de ce groupe mais aussi la 
supervision de l’effort entier du projet. Ce groupe de processus comprend également 
toutes les actions correctives et préventives pour que les objectifs soient en conformité 
avec le plan de projet.  
5. Le processus de clôture permet d’établir la fermeture formelle des phases du projet, 
la capitalisation des leçons tirées de la réalisation du projet et l’évaluation de la 
satisfaction des clients. Ce groupe de processus permet également la clôture prématurée 
du projet comme le cas des projets annulés, abandonnés ou en situation critique. 
Ces groupes de processus sont représentés séparément avec des interfaces bien définies (cf. 
Figure 8). Cependant, dans la pratique, des possibilités d’interactions et de chevauchements 
peuvent avoir lieu entre les éléments de ces groupes de processus qui représentent en total 47 
processus de management de projet. Notons que les groupes de processus ne prennent pas en 
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compte les phases du cycle de vie d’un projet. Les phases d’un projet sont distinctes et chaque 
phase peut contenir plusieurs groupes de processus qui peuvent se reproduire d’une manière 
répétitive dans chacune d’elles. De plus, les processus de management de projet sont 
décomposés en sous-processus. Les sous-processus de management des délais, des coûts et des 
risques du projet sont à la base de nos travaux. Nous allons les décrire dans les prochaines 
parties dans la mesure où nous souhaitons proposer une approche intégrée où ces sous-
processus sont intégrés au processus d’ingénierie système. 
 
Figure 8. Processus de management de projet, adapté du guide (PMBOK,2013) 
I.3.3.1. Le sous-processus de management des délais de projet 
Le sous-processus de management des délais permet de gérer le temps d'achèvement d'un 
projet au moyen de six processus qui interagissent les uns avec les autres. Les processus sont 
(cf. Figure 9) : la définition des activités, le séquencement des activités, l’estimation des 
ressources, l’estimation des durées, le développement de l’échéancier et enfin, le contrôle de 
l’échéancier.  
1. La définition des activités est un processus qui permet d’identifier les actions à réaliser 
pour atteindre les objectifs du projet en tenant compte des contraintes, des hypothèses, 
des facteurs environnementaux, de la méthodologie de planification et des leçons 
apprises des projets précédents sur des activités similaires répertoriées dans une base 
de connaissances. L’organigramme des tâches de projet (Working Breakdown 
Structure – WBS) est une technique de décomposition qui permet de structurer le projet 
en sous-projets en définissant toutes les composantes du livrable final. L’avis de 
l'expert est nécessaire pour tirer profit des expériences antérieures dans le processus de 
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définition des activités. Chaque activité possède ses propres attributs qui la 
caractérisent ainsi que le développement de son planning (nom de l'activité, 
prédécesseurs et successeurs, etc.).  
2. Le séquencement des activités est un processus qui est réalisé une fois que la liste des 
activités et leur caractérisation sont définies. C’est un processus qui permet de définir 
les relations logiques entre les activités. Au cours de cette étape, la mise à jour des listes 
d'activités, de leurs attributs et de la liste des risques identifiés est nécessaire.  
3. L’estimation des ressources est un processus qui est subordonné au processus 
d’estimation des coûts qui sera défini dans la partie I.3.2.2. Ce processus exige la 
connaissance de toutes les informations sur les ressources nécessaires pour réaliser les 
activités du projet telles que les ressources humaines, les équipements et le matériel.  
4. L’estimation des durées est un processus qui permet de donner une approximation à 
propos de la quantité de travail requise pour exécuter les activités du projet en fonction 
des ressources estimées. Ainsi, la durée des activités est modulée en fonction des 
ressources estimées affectées à chacune de ces activités (des personnels plus ou moins 
qualifiés, par exemple). Il existe plusieurs outils et techniques d’estimation des durées 
des activités tels que l’extraction des informations historiques concernant les durées 
des activités à partir des bases de données existantes (quelques techniques de 
datamining et certains algorithmes peuvent être utilisés (Ramageri et al., 2010)) ou bien 
la prise en compte de l’avis de l’expert, en particulier, dans les phases préliminaires du 
projet où peu d’informations sont disponibles. Dans ce cas, l'estimation de la durée du 
projet peut se faire par analogie avec d'autres projets similaires antérieurs. 
5. Le développement de l’échéancier est un processus qui permet la création du planning 
du projet en analysant les séquences des activités, les durées, les besoins en ressources 
et les contraintes de planification. Le développement d’un planning inclut une 
estimation des dates de début et de fin du projet. C’est un processus qui est souvent 
itératif puisqu’il requiert la modification des valeurs des durées estimées des activités 
de projet ainsi que leurs ressources associées selon la nature des risques encourus. Ce 
qui permet de développer un planning de projet de référence, approuvé par toute 
l’équipe de projet et servant de référence pour le suivi de son avancement.   
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
38 
 
6. Le contrôle de l’échéancier est un processus de suivi du projet qui consiste à gérer les 
changements par rapport au planning de référence et à mettre à jour les informations 
sur l’évolution du projet. Les actions correctives et préventives sont requises au cours 
de ce processus selon le degré de variabilité du planning de projet. Toutes les 
informations sur les leçons apprises suite au contrôle de l’échéancier du projet, les 
causes de sa variabilité ainsi que les actions correctives mises en place seront ensuite 
actualisées. 
Figure 9. Sous-processus de management des délais selon PMBOK (PMBOK,2013) 
I.3.3.2. Le sous-processus de management des coûts de projet 
Le management des coûts de projet concerne principalement le coût des ressources (main-
d'œuvre, matériaux, équipements et services) requises pour mener à bien les activités du projet 
et tenir compte des exigences des différentes parties prenantes. Le sous-processus de 
management des coûts comprend les processus impliqués dans la planification, l'estimation, le 
financement et le contrôle des coûts, afin que le projet puisse être achevé dans les limites du 
budget approuvé. Il est composé alors de quatre processus (cf. Figure 10) : le management de 
la planification des coûts, l’estimation des coûts, la détermination du budget et le contrôle des 
coûts.  
1. Le Management de la planification des coûts est un processus qui fait partie du plan 
de management de projet et qui permet de décrire la manière avec laquelle les coûts du 
projet seront planifiés, structurés et contrôlés. Ainsi, ce processus a pour avantage 
principal de fournir des conseils et des directives sur la façon dont les coûts du projet 
sont gérés tout au long du projet. Les politiques, les procédures et la documentation pour 
la planification, la gestion, l'utilisation et le contrôle des coûts du projet sont alors 
établies au cours de ce processus. 
2. L’estimation des coûts est un processus qui permet de donner une estimation sur les 
coûts des activités du projet. Au cours du projet, certaines informations supplémentaires 
sur les coûts des activités sont disponibles et peuvent modifier les valeurs estimées pour 
les coûts. Ainsi, un registre des risques doit être mis à jour pour tenir compte des 
événements négatifs ou positifs qui ont eu des répercussions sur le coût du projet. Parmi 
les méthodes utilisées pour estimer les coûts, il y a, par exemple, l'avis de l’expert sur 
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l'environnement du projet et l'utilisation des informations historiques provenant de 
projets analogues antérieurs. 
3. La détermination du budget est un processus qui permet de cumuler tous les coûts 
estimés des activités individuelles de projet ou des lots de travail afin d’établir une base 
de référence des coûts autorisés. Cette base de référence a pour rôle principal de 
surveiller et de contrôler les performances du projet et comprend tous les fonds 
nécessaires pour son exécution. 
4. Le contrôle des coûts est le processus de supervision de l’état financier du projet et de 
gestion des changements réels, quand ils surviennent, pour créer des modifications dans 
la base de référence des coûts. Toutes les mesures sont communiquées aux parties 
prenantes et les documents de projet sont mis à jour en fonction des leçons apprises à 
partir du contrôle des coûts du projet (causes des changements, actions correctives et 
préventives sélectionnées, etc.).  
Figure 10. Sous-processus de management des coûts selon PMBOK (PMBOK, 2013) 
I.3.3.3. Le sous-processus de management des risques de projet 
Selon le PMI, le risque dans un projet est un événement incertain qui a un impact sur au moins 
un des objectifs. Un risque peut avoir plusieurs causes et, s’il apparaît, peut avoir un ou plusieurs 
impacts. Il existe deux types de risques : les risques connus et les risques inconnus. Les risques 
connus sont des risques qui ont été identifiés et analysés. Il est possible de planifier des plans 
d’actions pour les contourner. Les risques inconnus sont des risques qui ne peuvent pas être 
gérés de façon proactive et qui nécessitent une intervention immédiate de l’équipe de projet à 
travers l’établissement d’un plan d’urgence. Ce type d’interventions peut mener le projet à 
l’échec et ne garantissent pas forcément sa réussite. D’où l’intérêt de mettre en place une 
stratégie de management des risques qui permette de mitiger ces risques de manière proactive.  
Un sous-processus de management des risques a pour objectif d’accroître la probabilité et 
l’impact des événements positifs et de réduire la probabilité et l’impact des événements 
négatifs. Il comprend six processus principaux (cf. Figure 11) : le management de la 
planification des risques, l’identification des risques, la mise en œuvre de l’analyse qualitative 
des risques, la mise en œuvre de l’analyse quantitative des risques, la planification des réponses 
aux risques, le suivi et le contrôle des risques.  
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1. Le Management de la planification des risques est un processus qui permet de donner 
une visibilité claire sur les ressources et le temps nécessaires pour mener des activités 
de management des risques.  
2. L’identification des risques est un processus qui consiste à identifier et à caractériser 
les risques susceptibles d'impacter de façon itérative le projet au cours de son cycle de 
vie.  
3. La mise en œuvre de l’analyse qualitative des risques est le processus de la 
hiérarchisation des risques en fonction de la combinaison de leurs probabilités 
d'occurrence et de leurs impacts sur les objectifs du projet.  
4. La mise en œuvre de l’analyse quantitative des risques donne une analyse numérique 
des risques qui ont été hiérarchisés à l'étape précédente pour prendre des décisions en 
présence d'incertitudes.  
5. La planification des réponses aux risques propose des stratégies pour éviter, 
transférer, atténuer ou accepter des risques négatifs ou des menaces. D'autres stratégies 
sont utilisées pour exploiter, partager, améliorer ou accepter des risques positifs ou des 
opportunités. C’est un processus qui permet alors de développer des actions permettant 
une augmentation des opportunités et une réduction des menaces sur les objectifs du 
projet. 
6. Le suivi et le contrôle des risques comprend les activités suivantes : l’implémentation 
des plans de réponse aux risques, le contrôle des risques identifiés, l’identification des 
nouveaux risques et le suivi des risques résiduels et enfin, l’évaluation du processus de 
management des risques à travers le projet.  
Figure 11. Sous-processus de management des risques selon PMBOK (PMBOK, 2013) 
I.3.4. Management de projet et management de l’ingénierie système  
Il existe une reconnaissance croissante de la part des communautés de l'ingénierie système et 
de management de projet sur le fait que ces deux domaines doivent travailler ensemble à des 
niveaux d'intégration plus avancés afin d'entreprendre des projets complexes (Gray et al., 2017). 
Certains travaux antérieurs réalisés dans notre équipe de recherche ont défini des points de 
couplage entre un processus de conception de système et un processus de planification de projet 
(Abeille, 2011) (Coudert et al., 2011) (Vareilles et al., 2015). Ces travaux ont montré que les 
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deux processus doivent être contrôlés et exécutés en parallèle à l’aide de solides mécanismes 
de synchronisation. L’importance de la compréhension de la contribution de l’ingénierie 
système dans le management de projet provient principalement du fait que la création ou la 
mise à niveau d’un système est gérée par la conduite de projet (INCOSE, 2007). Selon 
l’environnement et l’organisation, ces deux disciplines peuvent être disjointes, se chevaucher 
partiellement, ou l’une pourrait être considérée comme un sous-ensemble de l’autre (SEBOK, 
2014).  
Figure 12. Chevauchement entre les rôles de l’ingénieur système et du manager de projet 
(SEBOK, 2014) 
Dans la  Figure 12, nous pouvons constater que dans certains projets, les responsabilités de 
l’ingénieur système et du manager de projet sont dissociées. Dans d’autres projets, des activités 
liées au management et à la planification de projet peuvent être partagées. Dans certains projets 
de petites tailles, le manager de projet peut diriger aussi les membres de l’équipe technique en 
ayant également le rôle de l’ingénieur système. Ainsi, le rôle du manager de projet et celui de 
l’ingénieur système peuvent mener parfois à la confusion dans les projets. La meilleure manière 
pour réduire cette confusion est de définir explicitement les rôles et les responsabilités de 
chaque acteur dans les documents établis lors du processus de panification du management de 
projet et, parallèlement, lors de la définition des exigences techniques du système. De plus, un 
ingénieur système efficace devrait avoir des bases fortes et une expérience préalable en 
management en dehors de ces compétences techniques.  
I.3.5. Synthèse  
D’après ce qui précède, nous avons pu constater que les trois sous-processus de management 
de temps, de coûts et de risques sont décrits séparément dans le guide PMBOK (PMBOK, 
2013). Cependant, de fortes interactions existent entre ces sous-processus et le besoin de les 
intégrer est très fort. Cette intégration des processus va permettre à tous les acteurs de projet et 
aux différentes parties prenantes de collaborer autour d’un processus commun et d’un modèle 
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de projet intégré qui prend en compte, au plus tôt, les incertitudes sur les objectifs du projet 
(coût, durée). Cette intégration va permettre d’avoir une meilleure visibilité sur la satisfaction 
des exigences en termes de coût et de durée en tenant compte, au plus tôt dans le processus, des 
incertitudes impliquées par l’occurrence des risques. De plus, nous avons vu qu’il y a un réel 
besoin d’intégrer les processus de management de projet et d’ingénierie système puisqu’ils sont 
interdépendants et nécessitent d’être mis en interactions en impliquant tous les acteurs et les 
différentes parties prenantes du projet dans le processus de prise de décision. Les rôles de ces 
acteurs doivent être spécifiés avant le lancement du projet et une répartition des responsabilités 
doit être effectuée de façon rationnelle en fonction de la portée et des objectifs du projet. 
I.4. Problématique générale  
La réussite de la conception et de la réalisation de systèmes complexes est basée 
principalement sur l’adaptation et l’utilisation de standards industriels dans un environnement 
compétitif et en pleine évolution. Ces standards intègrent des processus d’ingénierie système et 
de management de projet qui permettent de gérer l’intégralité ou une partie du cycle de vie d’un 
système et celui de son projet de réalisation. Les domaines d’ingénierie système et de 
management de projet sont interdépendants et les liens entre leurs sous-processus sont très 
étroits. Les projets d’ingénierie système sont souvent complexes et risqués. La difficulté de 
prendre des décisions concertées entre tous les acteurs des processus d’ingénierie système et de 
management de projet augmente la complexité dans ces projets. Pour faire face à ce problème, 
un processus intégré permettant de favoriser le travail collaboratif entre les ingénieurs systèmes, 
les managers de projets et les différentes parties prenantes du projet est nécessaire. Un tel 
processus doit permettre de répondre aux besoins des clients en satisfaisant toutes les exigences 
et tous les objectifs du projet en termes de coût et de durée tout en tenant compte des 
conséquences des risques, c’est-à-dire, dans notre travail, des incertitudes sur ces deux critères. 
L’intégration des processus d’ingénierie système et de management de projet est un moyen 
efficace qui va assurer le déroulement du projet dans des conditions optimales. Le processus 
intégré que nous proposons dans cette thèse doit ainsi permettre : 
− d’avoir une vision claire sur la portée du projet, les missions à accomplir et les objectifs 
à atteindre en assurant une bonne communication entre les différents acteurs du projet ; 
− de réaliser une répartition optimale des rôles et des responsabilités avant le lancement du 
projet en mobilisant toutes les compétences et les ressources matérielles nécessaires de 
façon efficace ; 
− d’anticiper les risques et leurs impacts sur les objectifs du projet ; 
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− d’optimiser les divers choix de conception et de réalisation du système. 
Compte tenu de l’ensemble des éléments et des concepts clés cités précédemment, la 
problématique générale de la thèse est structurée en deux points principaux : 
1. Nous identifions tout d’abord le besoin d’un modèle de projet intégré permettant à tous 
les acteurs (ingénieur système, manager de projet, manager des coûts, manager des 
risques) de contribuer à la construction de l’espace des solutions possibles. La finalité de 
ce modèle est de fédérer l’ensemble des choix possibles identifiés et définis de manière 
collaborative par les différents acteurs des processus d’ingénierie système et de 
management de projet. Il doit permettre d’intégrer : les choix de conception et leurs 
implications en termes de tâches à réaliser, les durées des tâches et les choix de 
management de projet quant aux tâches à réaliser, les coûts des tâches et les choix liés 
au management des coûts et, enfin, les incertitudes sur les durées et les coûts en tant que 
conséquences des risques. Pour cela, nous nous basons sur le modèle à base de graphe 
proposé dans (Pitiot et al., 2010) où les nœuds représentent des tâches et les arcs 
représentent les contraintes d’antériorités entre tâches. Il s’agit en outre de représenter 
efficacement les impacts des risques. Ce modèle de projet intégré doit ainsi contenir 
l’ensemble des scénarios de projet qu’il s’agit ensuite d’identifier et d’évaluer sous 
incertitudes vis-à-vis de leur coût et de leur durée afin de sélectionner celui qui sera mis 
en œuvre. 
2. La construction, la capitalisation et l’exploitation du modèle de projet nécessite un 
processus structuré et intégré qui constitue le second besoin abordé dans notre travail. 
Ce processus, nécessairement basé sur les standards actuels, doit permettre aux acteurs 
des processus d’interagir, de collaborer, de négocier et de coopérer autour d’un modèle 
commun, le modèle intégré de projet. La finalité du processus est de fournir au client un 
système correspondant aux attentes quant aux exigences techniques, au coût et au délai 
de livraison tout en sachant que les risques vont entraîner des incertitudes. Le rôle du 
processus intégré est donc de regrouper les activités permettant de : i) construire de 
manière collaborative le modèle de projet, ii) rechercher puis identifier, le plus tôt 
possible, un scénario de projet optimal selon les critères de coût et de durée mais aussi 
selon les incertitudes sur ces deux critères, iii) mettre en œuvre le scénario choisi en 
réalisant sa planification et en suivant sa réalisation. 
Nous constatons que le second point aborde, entre autres, une problématique d’optimisation 
multi-objectif sous incertitudes. Celle-ci constitue le cœur de notre travail. Nous considérons 
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cependant que pour que nos modèles puissent être déployés dans un système industriel et 
adoptés par les acteurs, il est nécessaire d’avoir un cadre basé sur des processus standards. C’est 
pourquoi, dans la section suivante, nous présentons le cadre de notre travail en adaptant des 
modèles existants notre propre modèle de projet et en adaptant des standards actuels 
d’ingénierie système et de management de projet notre propre processus intégré. 
I.5. Proposition d’un cadre de travail 
I.5.1. Le modèle de projet 
 
Figure 13. Exemple de modèle de projet (graphe de projet simplifié) 
Le modèle de projet est construit à partir des décisions prises en collaboration avec le manager 
de projet, le manager des coûts, le manager des risques, l'équipe de projet, les différentes parties 
prenantes et l'ingénieur système. Il est important de prendre en considération les risques lors de 
cette étape. De nombreuses décisions sont prises dans les premières phases du projet pour 
anticiper et atténuer leur impact sur les objectifs (coût, durée) au cours de l'étape d'exécution. 
Les estimations des tâches du projet sont le fruit de discussions entre tous les acteurs de projet. 
La connaissance des impacts des risques sur les tâches permet d’estimer les incertitudes sur leur 
future réalisation. Le graphe de projet initialement proposé dans (Pitiot et al., 2010) fournit un 
modèle exploitable et que nous allons adapter à notre problématique. Les nœuds du graphe 
représentent les tâches et les arcs représentent les contraintes d’antériorités entre tâches. Les 
nœuds « Start » et « End » indiquent le début et la fin du modèle de projet. Chaque acteur peut 
rajouter des tâches, des alternatives de réalisation et contrôler les valeurs des durées et des coûts 
mais également la valeur des incertitudes (non représentées sur la Figure 13). Le modèle permet 
de représenter les choix possibles pour les tâches grâce à des arcs divergents (OU exclusif - XO�) mais également des tâches ou des séquences de tâches pouvant être réalisées en parallèle 
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grâce à des nœuds spécifiques (nœuds « AND » et « AND̅̅ ̅̅ ̅̅  »). Une description formelle et 
détaillée de ce modèle est proposée dans le chapitre III, section III.3. Un scénario de projet 
correspond à un chemin dans le graphe pour lequel il n’existe plus aucun choix possible quant 
aux tâches. La Figure 13 suivante représente un exemple simplifié de modèle de projet dans 
lequel nous retrouvons deux scénarios. 
L’élaboration de ce modèle par les différents acteurs nécessite un processus intégré et général 
leur permettant de travailler de manière collaborative. Il est décrit dans la section suivante. 
I.5.2. Le processus général 
Le processus qui intègre l’ingénierie système et le management de projet que nous proposons 
comme cadre de travail comprend sept sous-processus. Ce modèle a été initialement présenté 
dans (Lachhab et al., 2018a). Ces sous-processus sont : la définition du modèle de projet, 
l'optimisation, la sélection de scénario, la planification, l'exécution, le contrôle, et enfin la 
clôture. Ils sont adaptés des standards présentés dans les sections précédentes et comportent des 
spécificités propres à notre problématique (optimisation, sélection de scénario). Le processus 
général est représenté sur la Figure 14. Nous détaillons ces sous-processus dans les sections 
suivantes. 
Figure 14. Processus global, adapté de (Lachhab et al., 2018a) 
I.5.2.1. Le sous-processus de définition du modèle de projet 
Le sous-processus qui permet la construction du modèle de projet est représenté sur la Figure 
15 (Lachhab et al., 2018a). Cette figure représente les acteurs et les sous-processus impliqués 
dans la construction du modèle de projet. Ces sous-processus sont : le processus d'ingénierie 
système (pour la définition et le développement du système), le sous-processus de management 
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des délais du projet (il permet la définition des tâches, le séquencement des tâches, l’estimation 
des durées des tâches et l’estimation des ressources), le sous-processus de management des 
coûts de projet (pour l’estimation des coûts), le processus de management des risques (le 
management de la planification des risques, l’identification des risques, la mise en œuvre de 
l’analyse qualitative des risques, la mise en œuvre de l’analyse quantitative des risques et la 
planification des réponses aux risques), et enfin, le processus de management des connaissances 
(qui sert principalement à la caractérisation des incertitudes dans notre travail). 
 
Figure 15. Sous-processus de définition du modèle de projet, adapté de (Lachhab et al., 
2018a) 
Dans le sous-processus de définition du système, l'ingénieur système contribue à la définition 
de toutes les exigences techniques en tenant compte de la sécurité et de la fiabilité du système, 
de ses performances ainsi que des caractéristiques fonctionnelles attendues de ce système. Dans 
le sous-processus de développement du système, l'ingénieur système (avec son équipe) analyse 
les exigences afin de définir les structures logiques et physiques du nouveau système à délivrer 
en collaboration avec le manager de projet qui définit les tâches qui lui sont associées (Vareilles 
et al., 2015). Les caractéristiques de chaque tâche telles que son nom, ses prédécesseurs et ses 
successeurs immédiats (les relations logiques pour séquencer les tâches), les ressources 
nécessaires pour les réaliser (équipements, matériels, compétences et services) et les valeurs 
estimées des critères (coût, durée) associées aux tâches sont définies. Les durées des tâches 
peuvent être estimées par le manager de projet à partir des informations historiques à l'aide 
d’outils et techniques de data-mining (ou fouille de données) (Ramageri et al., 2010) ou en 
collaboration avec un expert. Les valeurs de coûts des tâches peuvent être estimées par le 
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manager des coûts en définissant les coûts des ressources nécessaires pour réaliser chaque tâche. 
Un expert peut également être sollicité pour estimer les valeurs des coûts à partir de projets 
analogues antérieurs. 
Un point important de notre travail est de permettre aux acteurs d’estimer les valeurs des coûts 
et des durées conjointement avec leurs incertitudes lors de cette première étape du processus 
intégré. Tous les choix techniques du système et les tâches de projet qui leurs sont associées 
sont considérés au plus tôt par tous les acteurs. Toutes les solutions et leurs alternatives sont 
donc fédérées dans le modèle de projet. Les acteurs collaborent autour du modèle de projet 
centralisé résultant de leurs décisions collaboratives en s’appuyant sur les connaissances 
capitalisées dans une base de connaissances. Cette base de connaissances comporte tous les 
standards, les règles, les informations sur les incertitudes ainsi que des instances de modèles de 
projets.  
En effet, le nouveau système à concevoir peut inclure : i) des parties qui peuvent être 
spécifiées à partir de connaissances formalisées (conception plutôt routinière), ii) d’autres 
parties qui peuvent être conçues entièrement à partir de zéro (conception plutôt innovante) et 
enfin, iii) des parties qui sont adaptées de solutions antérieures afin de respecter les exigences. 
Une base d'expériences peut être exploitée par un expert pour enrichir le modèle de projet 
(réutilisation de tâches réalisées dans le passé, définition des durées, des coûts et des 
incertitudes sur leurs valeurs). Des parties entières de graphes de projets peuvent ainsi être 
réutilisées par adaptation. Cependant, il est important de noter que la capitalisation et la 
réutilisation des connaissances et des expériences ne fait pas l’objet de notre travail. 
Certaines tâches préventives peuvent être ajoutées par le manager des risques, au cours de la 
définition des tâches du projet, pour prévenir au plus tôt les risques qui leurs sont associés. Une 
fois les tâches du projet définies avec leurs valeurs estimées de coûts, de durées, de ressources 
ainsi que les risques potentiels pouvant survenir lors de la réalisation du projet, une analyse 
qualitative des risques est réalisée. Ceux-ci sont classés selon leur probabilité d'occurrence et 
leurs impacts sur les objectifs du projet (coût, durée). Dans notre travail, le sous-processus 
d'analyse quantitative des risques est réalisé en considérant que les incertitudes sur les valeurs 
de coût et de durée traduisent l’impact des risques sur ces tâches. Les estimations des valeurs 
nominales de coûts et de durées des tâches de projet et celles des incertitudes sont obtenues par 
un expert et à travers l’analyse des expériences passées (Béler et al., 2007). La méthode 
d’estimation et de représentation des incertitudes est détaillée dans le chapitre III (cf. sous-
sections III.3.1 et III.4.1). Les actions de réponse vis-à-vis des risques sont définies dans le 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
48 
 
sous-processus de planification des réponses aux risques. Elles représentent les solutions 
correctives traduites dans notre modèle par l’augmentation des valeurs de coût et de durée et 
qui vont contribuer à la réduction des impacts des risques identifiés dans la première phase du 
processus de management des risques. Les actions préventives sont directement intégrées dans 
le graphe de projet comme des tâches à réaliser. Nous n’abordons pas dans nos travaux la 
modélisation des risques et de leurs impacts sur les tâches du projet. Nous considérons que les 
impacts des risques sont traduits par des augmentations des durées et de coûts. Le lecteur peut 
se référer par exemple aux travaux de (Fang et al., 2012) (Fang et al., 2016) (Jaber et al., 2018) 
sur la modélisation des risques et de leurs impacts dans des projets complexes. Les travaux de 
(Ayachi et al., 2018) contribuent également à cela.  
Ainsi, le sous-processus de définition du modèle intégré est la première étape qui permet de 
représenter toutes les tâches possibles, les contraintes entre tâches ainsi que les valeurs de coûts, 
de durées et les incertitudes sur ces valeurs. 
I.5.2.2. Les sous-processus d’optimisation et de sélection de scénario 
Une fois le modèle de projet construit et validé par l’ensemble des acteurs, le sous-processus 
d’optimisation est mis en œuvre. Il est aidé par l’outil d’aide à la décision multicritère sous 
incertitudes que nous développons et détaillons dans le chapitre III. Son objectif est d’identifier 
des scénarios de projet optimaux vis-à-vis des critères de coût et de durée tout en tenant compte 
des incertitudes sur ces valeurs. Un scénario est composé d’un ensemble de tâches dans lequel 
il n’y a plus de choix de tâches possibles (seules les dates de réalisation et l’affectation définitive 
des ressources peut encore être réalisé lors de la phase de planification qui intervient 
ultérieurement dans le processus). Ainsi, ce sous-processus permet de réaliser l’optimisation 
sous incertitudes de la sélection des scénarios de projet en générant un panel des meilleures 
solutions possibles. Nous verrons dans le chapitre II qu’une méthode de Pareto (Pareto, 1896) 
est utilisée pour tenir compte de l’aspect multicritère de notre problématique. Cette méthode 
vise à générer des solutions qui ne favorisent pas un objectif par rapport à un autre et en 
considérant ceux-ci indépendants. Parmi les solutions Pareto-optimales, il revient au décideur 
de sélectionner un seul scénario dans l’espace des solutions afin de le planifier et de gérer son 
exécution. Ainsi, parmi toutes les solutions Pareto-optimales obtenues, il s’agit pour le manager 
de projet de sélectionner celle qui sera mise en œuvre. Ceci permet de réaliser un compromis 
entre les valeurs globales des objectifs à optimiser (coût, durée) tout en tenant compte des 
incertitudes. 
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I.5.2.3. Les sous-processus de planification, d’exécution, de contrôle et de clôture 
Le sous-processus de planification permet de déterminer précisément les dates de début et de 
fin, au plus tôt et au plus tard, des différentes tâches du scénario sélectionné ainsi que les 
affectations définitives des ressources. La planification du projet peut être réalisée grâce à un 
outil de planification standard comme l’outil PERT – Program Evaluation and Revue Technique 
(Moder et al., 1983). Cependant, la planification de projet ne fait pas partie de notre 
problématique. Le sous-processus d’exécution du scénario de projet qui a été planifié doit 
ensuite se dérouler. Les différentes tâches sont réalisées sous la supervision du sous-processus 
de contrôle. Dans cette phase, certaines actions de réponse correctives sont définies en réponse 
à l’apparition de risques et la mesure des performances du projet est réalisée. Le manager des 
risques effectue le suivi et le contrôle du projet, dans un environnement incertain, en comparant 
les résultats réels du projet avec ceux estimés dans les premières phases du projet pour identifier 
les éventuels écarts. Certains indicateurs clés de performance (KPI – Key Performance 
Indicator) sont calculés pour aider le manager de projet à prendre des décisions en tenant compte 
de l'incertitude sur les coûts et les durées des tâches (Acebes et al., 2013). 
En fin de projet, l’expérience de réalisation du projet, depuis la prise en compte des besoins 
du client jusqu’à la livraison du système est capitalisée dans la base d'expériences afin d’être 
en mesure de réutiliser ces éléments de connaissances contextualisées dans de futurs projets. 
Ainsi, dans notre travail, le sous-processus de clôture correspond également à la finalisation du 
processus de retour d’expérience (REX) (Béler et al., 2007) (Kamsu et al., 2008). A partir des 
expériences, des connaissances sont générées et stockées dans la base de connaissances. Dans 
notre travail, la base de connaissances concerne les modèles de projet utilisés, les incertitudes 
sur les valeurs de coûts et de durées des tâches ayant été réalisées dans divers projets ainsi que 
les informations sur les risques, leurs impacts ainsi que leur probabilité d’occurrence. 
Cependant, la manière de modéliser ces connaissances n’est pas abordé dans notre travail. 
I.5.3. Synthèse et définition de la problématique d’optimisation multi-objectif 
sous incertitudes 
   Le cadre de travail que nous avons proposé est constitué d’un modèle de projet et d’un 
processus intégré permettant de travailler de manière collaborative. Ce cadre, qui constitue une 
première contribution générale dans nos travaux, a été publié dans (Lachhab et al., 2017) et 
(Lachhab et al., 2018a). Il permet de garantir que nos propositions sont utilisables dans un 
milieu industriel en suivant les préconisations des standards. Le processus général intègre les 
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standards d’ingénierie système et de management de projet en permettant un travail collaboratif 
des acteurs autour du modèle de projet que chaque acteur peut mettre à jour de manière 
concertée en y intégrant son propre point de vue et sa propre expertise.  
Ainsi, plutôt que de définir, dès le début, une structure de projet unique (Project Breakdown 
Structure - PBS) basée sur la structure technique définie par l’ingénierie système (Technical 
Breakdown Structure - TBS), nous proposons de bâtir notre modèle de projet (graphe de projet) 
de manière conjointe en mettant en œuvre notre processus général. L’ensemble des alternatives 
de conception et les tâches du projet de réalisation correspondantes sont ainsi fédérées dans un 
modèle commun dans lequel il s’agit ensuite de rechercher un scénario, c’est-à-dire une solution 
à mettre en œuvre.  
En outre, nous proposons d’intégrer le processus de gestion des risques au plus tôt lors de la 
construction du modèle de projet en modélisant les impacts des risques comme des incertitudes 
sur les valeurs des coûts et des durées. Chaque tâche est ainsi caractérisée par une valeur de 
coût, une valeur de durée et par les incertitudes sur ces valeurs. Le graphe de projet ainsi obtenu 
contient toutes les tâches possibles avec leurs valeurs de critères incertaines. Ceci est très 
important car il est alors possible, très tôt dans le processus général permettant de délivrer le 
système au client, de réaliser une optimisation qui permettra de rechercher et de choisir le 
meilleur scénario dans un espace multicritère entaché d’incertitudes. L’optimisation pourra 
ainsi être réalisée en tenant compte des tâches demandées par l’ingénierie système et définies 
par le management de projet en intégrant très tôt le fait que les critères sont incertains 
notamment en raison des risques identifiés dans le processus de management des risques. Par 
exemple, en réponse à appel d’offres, être en mesure, le plus tôt possible, d’évaluer les risques 
de ne pas être en mesure de délivrer le système en respectant les exigences de coût et de durée 
est un atout majeur pour les entreprises (Sylla et al., 2017) (Sylla et al., 2018).  
   Ainsi, il s’agit maintenant de définir la problématique d’optimisation multi-objectif sous 
incertitudes avant de conclure ce chapitre et de proposer un plan de lecture de la suite du 
mémoire. Comme nous l’avons vu précédemment, le sous-processus de définition du modèle 
de projet fournit au sous-processus d’optimisation le graphe de projet dans lequel nous 
retrouvons des tâches, des divergences en OU exclusif (pour avoir le choix parmi plusieurs 
alternatives de tâches), des divergences en ET (pour permettre la réalisation de tâches et de 
séquences de tâches en parallèle) ainsi que des contraintes d’antériorités entre tâches. De plus, 
les caractéristiques de coût et de durée des tâches sont incertaines.  
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A partir de ce modèle, il s’agit de proposer un outil d’aide à la décision multicritère permettant 
de : 
1. rechercher dans le graphe de projet une (ou plusieurs) solution(s) optimale(s), que nous 
appelons scénario(s) de projet ; 
2. tenir compte des incertitudes sur les valeurs de coûts et de durées en favorisant les 
solutions les moins incertaines et en proposant à l’utilisateur des compromis ; 
3. construire un front de Pareto des solutions Pareto-optimales en considérant que les 
critères de coût et de durée sont indépendants ; 
4. obtenir des solutions dans un délai « raisonnable ». En effet, le problème possède une 
combinatoire élevée (problème NP-difficile) et l’utilisateur doit pouvoir obtenir 
rapidement un panel de solutions Pareto-optimales dans un contexte industriel. 
Cette problématique constitue la suite de ce mémoire de thèse. Elle contribue à la 
problématique générale définie dans la section I.4 et nécessite une étude bibliographique sur les 
méthodes d’optimisation multi-objectif. Dans la section suivante, nous concluons sur ce 
chapitre et présentons le plan de lecture des chapitres suivants. 
I.6. Conclusion 
Dans ce chapitre, les concepts clés, les définitions et les processus liés à l’ingénierie système 
et au management de projet ont été présentés. Dans ces processus, nous nous sommes basés sur 
les domaines de connaissances ou sous-processus proposés dans le guide PMBOK en ce qui 
concerne le management de projet, et dans le guide SEBOK en ce qui concerne l’ingénierie 
système. Nous avons constaté que ces processus étaient prévus pour fonctionner en 
interagissant les uns avec les autres mais qu’il n’y avait pas de modèle centralisé permettant de 
travailler de manière collaborative et efficace. De plus, nous avons constaté que le 
fonctionnement était assez séquentiel : l’ingénierie système fournit une structure de système à 
réaliser au management de projet qui est chargé de définir une structure de projet de réalisation. 
Bien sûr, des concertations et des remises en causes sont permises mais une meilleure 
intégration est nécessaire afin de faire les choix au plus tôt de manière collaborative. Il nous a 
paru important de construire un modèle de projet comportant toutes les alternatives de 
conception du système ainsi que des tâches de réalisation associées pour, ensuite, rechercher et 
sélectionner un scénario de projet à planifier et mettre en œuvre. En outre, afin d’avoir une 
meilleure visibilité sur la réalisation du projet, nous avons considéré que les risques et leurs 
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impacts devaient également être pris en compte au plus tôt de manière à ce que les choix soient 
réalisés en tenant compte des incertitudes qui en découlent. 
Ainsi, nous avons proposé un cadre de travail en définissant tout d’abord une structure 
générale de modèle de projet commune à tous les acteurs de l’ingénierie système et du 
management de projet et permettant de travailler de manière collaborative et concertée. Nous 
avons intégré au modèle de projet les impacts des risques sous la forme d’incertitudes sur les 
coûts et les durées des tâches. Pour cela, nous avons adapté un graphe de projet développé dans 
les travaux de (Pitiot et al., 2010) en permettant de spécifier les tâches, leurs alternatives de 
réalisation ainsi que les contraintes de précédences. Le modèle intègre également les 
incertitudes sur les coûts et les durées des tâches en tant qu’impact des risques sur le projet. 
Nous avons également proposé un processus intégré qui permet de réponde à la problématique 
d’intégration des processus industriels standards. Ce processus permet, non seulement, de 
réduire la complexité du projet, mais aussi de répondre efficacement aux exigences des clients 
en termes de coût et de durée. Les risques sont pris en compte au plus tôt, pendant les phases 
préliminaires du projet, afin de prendre des décisions en ayant une bonne visibilité sur le respect 
de ces exigences. De plus, toujours au plus tôt dans le processus qui permet de délivrer un 
système au client en respectant les exigences, il est possible de représenter dans le modèle de 
projet commun toutes les alternatives possibles pour les tâches de réalisation avec leurs 
incertitudes sur les coûts et les durées. Le processus permet ensuite de rechercher un panel de 
solutions Pareto-optimales parmi lesquelles il s’agit d’en sélectionner une (un scénario de 
projet), de la planifier et de l’exécuter en suivant sa réalisation avant de clôturer le projet en 
capitalisant l’expérience réalisée. Ce cadre de travail nous a permis ensuite de définir la 
problématique d’optimisation multi-objectif sous incertitudes. La suite de ce mémoire est 
dédiée à cette problématique. Le chapitre II permet de faire une étude des méthodes 
d’optimisation multi-objectif sous incertitudes et de justifier la technique d’optimisation choisie 
au regard de la problématique : il s’agit d’un algorithme d’optimisation à base de colonie de 
fourmis (Ant Colony Optimization - ACO). Le chapitre III permet de détailler le modèle de 
graphe de projet en profondeur et de développer un algorithme d’optimisation à base de colonie 
de fourmis et fonctionnant par apprentissage (amélioration des ACO multicritère standards). 
Deux algorithmes sont étudiés, l’un fonctionnant dans un espace de solutions à trois dimensions 
(coût, durée, incertitudes) et l’autre dans un espace à deux dimensions (coût, durée) mais en 
considérant que les valeurs des coûts et des durées des tâches sont distribuées selon certaines 
probabilités. Des expérimentations sont proposées afin de montrer l’efficacité de l’algorithme 
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par rapport à un algorithme de fourmis standard et une discussion sur les avantages et 
inconvénients des deux méthodes est proposée. A la fin du mémoire de thèse, nous présentons 
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CHAPITRE II. OPTIMISATION MULTI-OBJRCTIF PAR 
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Le processus intégré d’ingénierie système et de management de projet que nous proposons 
dans cette thèse s’appuie principalement sur un outil d’aide à la décision multicritère qui est 
présenté en détail dans le chapitre III. Cet outil est basé sur la métaheuristique ACO, qui est 
une famille d’algorithmes d’optimisation permettant de résoudre des problèmes d’optimisation 
combinatoire dans un temps raisonnable, et s’applique dans un cadre multi-objectif et incertain. 
La résolution du problème qui nous concerne, la sélection de scénarios de projets, mène à une 
explosion du nombre de combinaisons à explorer, dans un contexte multicritère et en 
considérant les incertitudes dues aux risques.  
Il est donc nécessaire de proposer un outil d’optimisation qui permet d’aider le décideur à 
choisir un seul scénario de projet parmi un panel de solutions tout en réalisant un compromis 
entre les différents critères du projet (coût, durée, risque / incertitude).  
Ce chapitre est consacré à l’optimisation multi-objectif sous incertitudes. Dans la section II.2, 
nous décrivons les éléments de base de l’optimisation combinatoire et multi-objectif. Ensuite, 
dans la section II.3, nous exposons les principes de l’optimisation à base de colonies de fourmis 
dans les cas mono-objectif et multi-objectif avant de justifier l’intérêt du choix de cette 
métaheuristique pour notre problématique. Enfin, nous terminons ce chapitre par un panorama 
de méthodes d’optimisation sous incertitudes dans le cadre multi-objectif (cf. section II.4).  
II.2. Généralités sur l’optimisation combinatoire  
L’optimisation consiste à trouver la plus petite valeur (pour les problèmes de minimisation) 
ou la plus grande valeur (pour les problèmes de maximisation) (Jozefowiez, 2013). C’est un 
domaine provenant des mathématiques mais son utilisation a été étendue à l’informatique, 
notamment en recherche opérationnelle. L’optimisation se définit également comme la 
sélection de la meilleure solution, appelée optimum, parmi un ensemble de solutions 
admissibles, appelé espace de recherche (Gardeux, 2011). Les problèmes combinatoires sont 
des problèmes dont la résolution se ramène à l’examen d’un nombre fini de combinaisons, et 
se heurte souvent à une explosion du nombre de combinaisons à explorer (Alaya, 2009). Ainsi, 
un problème d’optimisation combinatoire consiste en l’optimisation (minimisation ou 
maximisation) d’un certain critère sous différentes contraintes permettant de délimiter 
l’ensemble des solutions réalisables (Dhaenens, 2005). Ce type de problèmes, dits 
d’optimisation difficile (Dréo, 2004), est caractérisé par la théorie de la complexité qui permet 
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de classifier les problèmes selon leur degré de complexité vis-à-vis de leur résolution (Solnon, 
2010). 
II.2.1. Problèmes d’optimisation combinatoire  
L’optimisation combinatoire est un domaine qui occupe une place majeure en mathématiques 
discrètes, en recherche opérationnelle et en informatique (Hao et al., 1999). Les problèmes 
d’optimisation combinatoire sont souvent des problèmes qui sont faciles à formuler mais 
difficiles à résoudre de façon optimale. La plupart des problèmes d’optimisation ayant une 
application pratique ou théorique sont de nature combinatoire (Dorigo et al., 2004). Ces 
problèmes consistent à chercher une instanciation d’un ensemble de variables ayant des 
domaines de valeurs continus ou discrets et soumises à des contraintes avec l’objectif de 
minimiser ou maximiser un critère (Mancel, 2004).  
Dans la pratique, certains problèmes d’optimisation combinatoire sont des problèmes 
difficiles (Cosmin Porumbel, 2009) car aucune méthode exacte ne permet leur résolution dans 
un temps raisonnable. Il faut alors recourir à des méthodes approchées qui fournissent des 
solutions quasi-optimales dans un temps relativement court (Dorigo et al., 2004) (Dréo, 2004). 
C’est pour cette raison que des spécialistes de l’optimisation combinatoire ont dirigé leurs 
recherches vers le développement de méthodes heuristiques. Ces heuristiques sont des 
algorithmes utilisés pour des problèmes spécifiques afin de trouver des solutions de qualité dans 
un temps réduit (Widmer, 2001). Cependant, les méthodes heuristiques posent toujours un défi 
réel dans le sens où il est difficile de les utiliser pour résoudre de façon réaliste des problèmes 
de grandes tailles et dans un temps raisonnable (Osman et al., 1996). Compte tenu de ces 
difficultés, beaucoup de chercheurs se sont intéressés à une nouvelle classe d’algorithmes 
appelée métaheuristiques. Leur spécificité réside dans le fait qu’elles sont applicables à un 
grand ensemble de problèmes différents (Dorigo et al., 2004). Ces métaheuristiques ont 
l’avantage d’être adaptées à un problème particulier ou à une classe de problèmes et requièrent 
moins de travail que le développement des heuristiques spécialisées à partir de zéro. De plus, 
une bonne implémentation d’une métaheuristique est susceptible de fournir des solutions de 
bonnes qualité et dans un laps de temps raisonnable (Gendreau et al., 2005). Les 
métaheuristiques permettent ainsi de faire face au problème de complexité que rencontre la 
majorité des problèmes d’optimisation combinatoire. En effet, en termes de complexité, de 
nombreux problèmes d’optimisation combinatoire ont été prouvés NP-difficile (Hao et al., 
1999), c’est-à-dire qu’il n’existe aucun algorithme reconnu qui permette de les résoudre dans 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
58 
 
un temps polynomial (Garey et al., 1979). Nous décrivons de façon succincte la notion de 
théorie de la complexité d’un problème dans la prochaine partie afin de proposer des éléments 
de justification du choix de la métaheuristique ACO. 
II.2.2. Théorie de la complexité d’un problème   
La complexité d’un problème est définie par l’estimation du nombre d'instructions à exécuter 
pour résoudre les instances de ce problème, cette estimation étant un ordre de grandeur par 
rapport à la taille de l'instance (Alaya, 2009). Ainsi, un très grand nombre de classes différentes 
de problèmes ont été identifiées en fonction de leur complexité et de leur temps de résolution 
(Papadimitriou, 1994).  
Pour beaucoup de problèmes, il est toujours possible de développer des algorithmes 
permettant de les résoudre. Toutefois, le problème de complexité s’impose puisque le temps de 
calcul d’un algorithme augmente de façon exponentielle avec la taille du problème et 
l’obtention de solutions dans un temps raisonnable demeure difficile. En effet, il est parfois 
possible de trouver un algorithme dit efficace ou polynomial capable de résoudre un problème 
dit facile dans un temps polynomial. Cependant, pour les problèmes dits difficiles, ce type 
d’algorithmes n’existe pas et ces problèmes sont alors classés selon cette difficulté (Watrigant, 
2014). Dans la pratique, certains problèmes d’optimisation combinatoire font partie, en terme 
de complexité, des problèmes difficiles et sont globalement des problèmes NP-complets ou plus 
généralement NP-difficiles (Garey et al., 1979).  
Dans les travaux de (Cosmin Porumbel, 2009), les méthodes permettant de résoudre n’importe 
quel problème difficile sont classées suivant trois approches génériques :  − Algorithmes exacts efficaces : ce sont des algorithmes qui donnent une garantie de 
trouver la solution optimale pour des instances de petite ou moyenne taille. Cependant, 
le temps d’exécution de ces algorithmes augmente considérablement avec la taille de 
l’instance et la seule possibilité pour résoudre ces instances de taille complexe est de 
négocier l’optimalité pour obtenir de bonnes solutions dans un temps limité (Puchinger 
et al., 2005). − Algorithmes d’approximation de temps polynômial : ce sont des algorithmes qui 
permettent de garantir une solution approchée avec une qualité bornée par un certain 
seuil par rapport la solution exacte ayant une qualité optimale. Ces algorithmes ont été 
approuvés pour certains problèmes NP-difficiles (Toulouse et al., 2002) (comme pour le 
problème de sac-à-dos ou binpacking). Cependant, la plupart des problèmes difficiles ne 
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peut être résolue par des algorithmes d’approximation polynômiaux puisqu’une solution 
quasi-optimale n’est pas garantie systématiquement en un temps polynômial.  − Algorithmes heuristiques et métaheuristiques : une heuristique est un algorithme de 
recherche qui permet de chercher une solution de bonne qualité parmi toutes les solutions 
potentielles en consommant des ressources limitées (temps). Les heuristiques permettent 
de résoudre des problèmes NP-difficiles classiques au côté de nombreux problèmes réels 
et difficiles. Les heuristiques ont l’avantage également d’atteindre rapidement des 
solutions optimales pouvant être fournies par les algorithmes exacts. Cependant, pour les 
problèmes difficiles de grande taille, il est impossible d’énumérer toutes les solutions 
possibles. Ainsi, des stratégies de recherche efficaces et des informations spécifiques à 
un problème donné sont déployées pour explorer les régions les plus prometteuses de 
l’espace de recherche afin de localiser une solution. Les métaheuristiques appartiennent 
à une classe d’algorithmes heuristiques génériques qu’ils peuvent être appliqués à un 
grand nombre de problèmes d’optimisation différents. Autrement dit, une 
métaheuristique peut être vue comme un algorithme général qui peut être appliqué à 
différents problèmes d’optimisation en intégrant quelques modifications afin de les 
adapter à des problèmes spécifiques (Dorigo, 2004).   
Il est alors nécessaire de déterminer la classe de complexité auquel appartient le problème 
d’optimisation combinatoire à étudier avant de lui affecter l’algorithme de recherche permettant 
sa résolution de façon optimale et en un temps raisonnable. Pour conclure, beaucoup de 
problèmes d’optimisation combinatoire sont difficiles à résoudre et sont pratiquement des 
problèmes NP-difficiles puisque le temps de résolution augmente de façon exponentielle avec 
la taille de l’instance (Dorigo et al., 2003). Nous nous intéressons dans cette thèse au groupe 
des algorithmes métaheuristiques et, plus particulièrement, aux algorithmes de colonies de 
fourmis. Les méthodes métaheuristiques font l’objet du prochain paragraphe. 
II.2.3. Les méthodes métaheuristiques 
Une métaheuristique est un ensemble de concepts algorithmiques qui sont généralement 
utilisés comme des méthodes génériques et qui peuvent être utilisées pour améliorer les 
méthodes heuristiques, en particulier dans les secteurs de l’ingénierie. En effet, une 
métaheuristique est conçue de telle sorte qu’elle soit applicable à une large gamme de 
problèmes difficiles sans effectuer nécessairement de modifications profondes de l’algorithme 
employé (Dréo et al., 2008) (Shishvan et al., 2015). Les métaheuristiques sont généralement 
inspirées de la nature et de la biologie et sont apparues à partir des années 1980 afin de fournir 
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des solutions de très bonne qualité et de résoudre de grands problèmes combinatoires dans un 
temps raisonnable (Siarry, 2014) (Shishvan et al., 2015). Les métaheuristiques sont définies par 
(Dipama, 2010) comme étant des algorithmes stochastiques itératifs qui utilisent 
alternativement des phases d’exploitation (intensification), d’exploration (diversification) et 
d’apprentissage (mémorisation) pour rechercher la solution optimale. Elles partent en général 
d’une solution arbitraire puis progressent dans la recherche jusqu’à ce qu’un critère d’arrêt 
spécifié soit atteint. 
Cependant, la difficulté du réglage optimal des paramètres de la méthode d’optimisation 
métaheuristique choisie pour résoudre un problème difficile peut engendrer un temps de calcul 
très élevé. D’où l’intérêt de faire appel à un utilisateur expérimenté ayant le savoir-faire 
nécessaire pour choisir la méthode d’optimisation la plus adaptée au problème à traiter et étant 
capable de procéder au réglage des paramètres sans engendrer de coûts de calcul prohibitifs 
(Siarry, 2014). Ainsi, quel que soit le type de métaheuristique utilisé, il faut souligner que la 
résolution des problèmes d’optimisation combinatoire de grande taille est devenue possible 
malgré la difficulté de réglage des paramètres (Widmer, 2001). 
Les métaheuristiques sont classiquement divisées en deux catégories : les méthodes de 
recherche locales et les méthodes de recherche globales (Siarry et al., 2003). Les méthodes 
locales cherchent à améliorer la solution courante afin de converger vers l’optimum local le 
plus proche. A l’opposé, les méthodes globales cherchent à explorer le plus possible l’espace 
de recherche afin de trouver l’optimum global sans passer par les optimums locaux (Gardeux, 
2011). Les familles de métaheuristiques les plus connues parmi les méthodes d’optimisation 
globales sont (Pitiot, 2009) (Siarry, 2014) : les algorithmes génétiques (Davis, 1991) (inspirés 
de la transcription génotype – phénotype de la génétique naturelle), les algorithmes 
d’optimisation par essaims particulaires (Kennedy et al., 1995) (qui font appel à une populations 
d’agents ou de particules et qui utilisent la propriété d’auto-organisation observée lors de 
déplacement des animaux), la recherche Tabou (Glover et al., 1997) (méthode basée sur la 
création d’une liste Tabou correspondant aux déplacements interdits, c’est-à-dire, les solutions 
déjà visitées par l’algorithme), la méthode du recuit simulé (Kirkpatrick et al., 1983) (inspirée 
d’un phénomène physique de refroidissement d’un matériau solide préalablement chauffé) et 
les algorithmes de colonies de fourmis (Dorigo, 1992) auxquels nous nous intéressons et que 
nous détaillons dans la section II.3.   
Ces métaheuristiques ont l’avantage de s’adapter facilement à l’optimisation multi-objectif 
(cf. sous-section II.2.4) et multimodale. Un problème d’optimisation est dit multimodal quand 
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il admet plusieurs solutions optimales au lieu d’une solution unique. Les métaheuristiques sont 
aussi parallélisables puisque la répartition des tâches se fait naturellement sur plusieurs unités 
de calcul (Guèdas, 2010) (Siarry, 2014).  
II.2.4. Optimisation multi-objectif 
La plupart des problèmes réels d'optimisation sont complexes et l’un des aspects contribuant 
à cette complexité est leur nature multi-objectif (Durillo et al., 2011). Dans les travaux 
d’optimisation, y compris l’optimisation multi-objectif, l’accent est mis sur la recherche de 
l’optimum global ou du front de Pareto produisant les meilleures valeurs possibles des critères 
(Deb et al., 2005). Pour d’autres, l’optimisation multi-objectif (ou multicritère) est un processus 
visant à optimiser systématiquement et simultanément une collection de fonctions objectifs 
(Marler et al., 2004). Dans la pratique, les problèmes d’optimisation sont rarement mono-
objectif puisqu’il y a généralement plusieurs critères contradictoires à optimiser simultanément. 
Les travaux en économie de Edgeworth (Edgeworth, 1881) et Pareto (Pareto, 1896) sont à 
l’origine de l’optimisation multi-objectif puisqu’elle a été initialement utilisée en économie et 
dans les sciences de management, avant d’être appliquée graduellement dans les sciences pour 
l’ingénieur (Talbi, 1999). 
 L’optimisation multi-objectif permet de résoudre particulièrement les problèmes 
d’optimisation combinatoire liés à des problématiques réelles. Depuis les années 80, le domaine 
de l’aide à la décision multicritère qui permet de chercher des solutions de compromis pour des 
problèmes comportant plusieurs critères a connu un vif intérêt (Dhaenens, 2005). Il s’agit de 
définir au préalable les critères à optimiser (minimiser ou maximiser) et de choisir l’algorithme 
d’optimisation qui permettra la résolution du problème en cherchant les meilleures solutions 
ayant un compromis entre ces critères. La formulation d’un problème d’optimisation passe par : 
l’expression des critères (ou fonctions) objectifs d’optimalité, le choix des paramètres (ou 
variables) d’optimisation, la définition d’un espace admissible pour les variables 
d’optimisation, et enfin la définition des contraintes associées (Dipama, 2010). 
D’une façon générale, un problème d’optimisation multi-objectif peut être défini par la 
minimisation ou la maximisation d’une solution x = ሺxଵ, … , x୩ሻ selon n fonctions objectifs. 
Chaque fonction objectif f୧ሺxሻ (avec i ϵ {ͳ, n} et n ൒ ʹ, le nombre d’objectifs) représente un 
critère du problème qu’il s’agit d’optimiser. fሺxሻ =  ሺfଵሺxሻ,… , f୬ሺxሻሻ est alors le vecteur des 
fonctions objectifs et les f୧ sont les objectifs à optimiser, appelées aussi critères de décision. Un 
problème peut avoir un ensemble de contraintes à satisfaire. Nous appelons l’espace de 
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recherche l’ensemble des valeurs qui peuvent être prises par les variables et l’espace réalisable, 
le sous-espace des valeurs des variables satisfaisant les contraintes. L’image de l’espace de 
recherche par la fonction f est appelée l’espace des objectifs ou l’espace des critères comme le 
montre la Figure 16. 
 
Figure 16. Représentation de l’espace de recherche et de l’espace des objectifs (Gardeux, 
2011) 
Pour ce type de problèmes d’optimisation multi-objectif et dans le domaine de l’aide à la 
décision multicritère, il est possible de faire appel à un décideur, qui pourra choisir la solution 
qui lui semble la meilleure parmi toutes les solutions possibles (Gardeux, 2011). Le facteur 
humain est alors déterminant dans le processus du choix final et de la sélection de la solution à 
retenir. Il existe beaucoup de méthodes de résolution de problèmes multi-objectif dans la 
littérature. Ces méthodes sont regroupées généralement en trois familles en fonction du moment 
d’intervention du décideur (Colette et al., 2002) (Dhaenens, 2005) (Xin et al., 2018) :  − Méthodes d’optimisation a priori : le décideur définit ses préférences et le compromis 
qu’il souhaite réaliser entre les différents critères du problème avant de lancer 
l’optimisation. Cette famille regroupe la plupart des méthodes par agrégation qui 
consistent à fusionner toutes les fonctions objectif en une seule (voir par exemple (Jakob 
et al., 2014), (Hematabadi et al., 2018) et (Zou et al., 2006)). L’avantage de ces méthodes 
est l’obtention rapide de la solution recherchée en une exécution. Cependant, elles 
peuvent avoir des inconvénients liés au temps de modélisation des préférences ou du 
compromis et la nécessité de tout relancer si la solution trouvée ne répond pas aux 
attentes du décideur.   − Méthodes d’optimisation progressives : au fur et à mesure du déroulement de 
l’optimisation, le décideur fait ses choix de compromis à l’aide de méthodes interactives. 
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Ces méthodes exigent alors la présence du décideur tout au long le processus 
d’optimisation et devra répondre à toutes les questions permettant d’orienter la recherche 
des solutions. − Méthodes d’optimisation a posteriori : ces méthodes fournissent une surface de 
compromis à la fin de l’optimisation. Le décideur peut alors sélectionner une solution de 
compromis parmi la liste complète des solutions générées par la méthode d’optimisation 
mise en œuvre. Dans cette famille, nous pouvons trouver également des méthodes 
d’optimisation a priori avec des préférences d’entrée choisies arbitrairement. A la fin de 
l’optimisation, le décideur aura un panel de solutions et il lui revient de décider de la 
solution de compromis.  
Dans le cas de notre problème, nous nous situons dans la troisième famille puisque le décideur 
intervient à posteriori pour sélectionner une solution optimale parmi un panel de solutions 
Pareto-optimales à la fin du processus d’optimisation. La modélisation des préférences à priori 
n’est pas requise dans notre cas et la solution de compromis retenue dépend principalement du 
choix final du décideur.  
Dans la prochaine partie, les notions de dominance, de Pareto-optimalité et de front de Pareto 
sont définies.  
II.2.5. Dominance, Pareto-optimalité et front de Pareto 
Beaucoup de problèmes d’optimisation multi-objectif issus du monde réel possèdent plusieurs 
objectifs à optimiser simultanément et qui sont souvent conflictuels. Pour ces problèmes multi-
objectif, il n’y a pas, généralement, une meilleure solution, mais plutôt, un ensemble de 
solutions qui sont supérieures à d’autres en considérant tous les critères (Alaya et al., 2007). 
Cet ensemble constitue toutes les solutions non-dominées ou Pareto-optimales. Les solutions 
Pareto-optimales forment alors le front de Pareto. Le front de Pareto constitue la surface de 
compromis déterminée en fonction de la méthode d’optimisation utilisée et des relations de 
dominance entre les solutions générées par cette méthode (Pitiot, 2009).  
Définition 1 : Dominance au sens de Pareto 
Pour qu’un vecteur (solution réalisable) Xଵ⃗⃗⃗⃗  domine un vecteur Xଶ⃗⃗⃗⃗  au sens de Pareto, il faut que Xଵ⃗⃗⃗⃗  soit au moins aussi bon que Xଶ⃗⃗⃗⃗  dans tous les objectifs, et Xଵ⃗⃗⃗⃗  soit strictement meilleur que Xଶ⃗⃗⃗⃗  
dans au moins un objectif (Colette et al., 2002). Cette relation de dominance est caractérisée 
par trois propriétés telles que la non réflexivité (une solution ne se domine pas elle-même), la 
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non-symétrie (si Xଵ⃗⃗⃗⃗  domine Xଶ⃗⃗⃗⃗  cela ne veut pas dire que Xଶ⃗⃗⃗⃗  domine Xଵ⃗⃗⃗⃗ ) et enfin, la transitivité 
(si Xଵ⃗⃗⃗⃗  domine Xଶ⃗⃗⃗⃗  et Xଶ⃗⃗⃗⃗  domine Xଷ⃗⃗⃗⃗  alors Xଵ⃗⃗⃗⃗  domine Xଷ⃗⃗⃗⃗ ) (Alaya, 2009). 
Définition 2 : Pareto-optimalité  
Une solution Xଵ⃗⃗⃗⃗  est dite Pareto-optimale si cette solution est non-dominée, c'est-à-dire qu'il 
n’existe aucune autre solution Xଶ⃗⃗⃗⃗  de l'espace réalisable qui domine Xଵ⃗⃗⃗⃗  selon la relation de 
dominance au sens de Pareto (Gardeux, 2011). 
Définition 3 : Front de Pareto  
Le front de Pareto, appelé aussi surface de compromis, est composé de l’ensemble des solutions 
Pareto-optimales qui forment une frontière d’optimalité. Ces solutions ne peuvent pas être 
comparées entre elles car aucune n’est systématiquement meilleure que les autres sur tous les 
objectifs (Gardeux, 2011).  
C’est au décideur d’évaluer le front de Pareto en termes de qualité, de convergence et de 
diversité des solutions. De nombreux indicateurs de performances, comme l’indicateur de 
l’hypervolume, sont proposés et étudiés plus en détail dans (Zitzler et al., 2003). Le décideur 
intervient également dans la sélection de la solution finale. 
II.2.6. Synthèse 
Cette partie avait pour objectif de présenter les principales définitions qui vont nous servir, 
particulièrement dans les prochaines sections de ce chapitre mais, plus globalement, dans la 
suite de ce mémoire. Ainsi, les différentes notions liées aux problèmes d’optimisation 
combinatoire et multi-objectif ont été abordées. La notion de complexité combinatoire a été 
également définie, les problèmes d’optimisation multi-objectif étant généralement de nature 
combinatoire et complexe. Nous avons conclu que les métaheuristiques figurent parmi les 
méthodes d’optimisation permettant de résoudre dans un temps raisonnable et d’une manière 
approchée des problèmes NP-difficiles et de grandes tailles.  
Les notions de dominance et de Pareto-optimalité ont été également présentées puisque la 
résolution des problèmes d’optimisation multi-objectif mènent souvent à un grand nombre de 
solutions réalisables vu la nature contradictoire des objectifs à optimiser. Parmi ces solutions, 
figurent les solutions Pareto-optimales ou non-dominées qui constituent ainsi le front de Pareto.  
Nous pouvons constater que l’intervention du décideur est primordiale dans le processus de 
décision. Il lui revient donc de mettre en pratique son expertise pour le choix des indicateurs de 
performances permettant l’évaluation du front de Pareto ainsi que la sélection de la solution 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
65 
 
finale. Nous avons aussi cerné le cadre de la méthode d’optimisation multi-objectif choisie pour 
traiter notre problématique. Ainsi, nous nous sommes placés dans la famille des méthodes 
d’optimisation a posteriori où le décideur a la possibilité de choisir une solution de compromis 
parmi une liste de solutions Pareto-optimales générées à l’aide de la métaheuristique ACO qui 
font l’objet de la prochaine section. 
II.3. Optimisation multi-objectif par colonies de fourmis 
L’intelligence en essaim est une approche de résolution de problèmes qui inclut les 
mécanismes de conception d’un algorithme en s’inspirant du comportement social et collectif 
des insectes ou d’autres animaux (Bonabeau et al., 1999). Ainsi, les phénomènes biologiques 
sont la principale source d’inspiration pour l’intelligence en essaim (Charrier, 2009). En 
particulier, les fourmis ont été une source d’inspiration pour un grand nombre de méthodes et 
de techniques d’optimisation reconnues par les algorithmes de colonies de fourmis (ACO) 
(Dorigo et al., 2006a). L’ACO est une métaheuristique qui est inspirée du comportement de 
recherche du chemin le plus court de diverses espèces de fourmis. Depuis le travail initial de 
Dorigo, Maniezzo et Colorni sur l’algorithme Ant System (Dorigo et al., 1996), les ACO sont 
devenus rapidement un domaine de recherche mature qui s’est développé au travers de modèles 
de plus en plus sophistiqués pour résoudre un grand nombre de problèmes d’optimisation 
combinatoire (Cordón et al., 2002). Dans la prochaine partie, nous expliquons l’analogie 
biologique à partir de laquelle la métaheuristique ACO a été inspirée et conçue en fonction de 
l’intelligence collective de fourmis réelles.  
II.3.1. Analogie biologique                                                                   
Les études décrites dans (Deneubourg et al., 1990) (Goss et al., 1989) sur le comportement 
réel des fourmis sont les premières sources d’inspiration pour la conception de la 
métaheuristique ACO. Les travaux de ces biologistes reposaient sur des études expérimentales 
permettant de suivre le comportement des fourmis dans leurs processus de recherche de 
nourriture. Ces fourmis sont capables de déterminer le plus court chemin du nid à la source de 
nourriture ainsi que le chemin de retour, à l’aide de traces de phéromones déposées dans les 
chemins empruntés (Dorigo et al., 2010). Les phéromones sont des substances chimiques qui 
sont sécrétées par les fourmis et déposées sur leur chemin sous formes de traces odorantes pour 
attirer les autres fourmis (Siarry, 2014). Cette forme de communication indirecte, physique et 
non symbolique est un phénomène qui a été désigné par le terme stigmergie dans les travaux de 
Grassé (Grassé, 1959).  
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La stigmergie dans le cas des colonies de fourmis est réalisée à travers la modification locale 
de l’état physique de l’environnement visité par ces fourmis (le lieu où la stigmergie a été 
réalisée) à travers le dépôt progressif de traces de phéromones sur leur chemin. Les autres 
fourmis peuvent alors sentir et détecter la présence de traces de phéromones résiduelles après 
le processus d’évaporation (vu le caractère volatile des phéromones) et ont tendances à suivre 
les chemins où il y a une plus forte concentration de phéromones (Dorigo et al., 2006b). En 
effet, lors de la recherche de la nourriture et en l’absence de traces de phéromones, les fourmis 
explorent initialement l’endroit entourant leur nid de façon aléatoire. Au fur et à mesure que les 
fourmis trouvent une source de nourriture, elles évaluent la quantité et la qualité de la nourriture 
pour la ramener jusqu’au nid. Lors du chemin de retour, ces fourmis déposent une quantité de 
phéromones qui dépend de la quantité et de la qualité de la nourriture (Dorigo et al., 2005). Ceci 
va aider les autres fourmis à trouver plus rapidement la source de nourriture en empruntant le 
chemin le plus court, et donc le plus concentré en phéromones et le plus visité par les fourmis, 
qui relie la source au nid, comme démontré dans (Deneubourg et al., 1990) et (Goss et al., 
1989). Ces travaux se sont basés sur une expérimentation du double pont connectant le nid 
d’une colonie de fourmis d’Argentine avec la source de nourriture (cf. Figure 17).  
Dans les expérimentations de (Deneubourg et al., 1990), les deux ponts reliant le nid et la 
source de nourriture ont la même longueur et les fourmis choisissent au début leur chemin avec 
la même probabilité. Les résultats d’observation de ces expérimentations ont montré qu’après 
un certain temps, l’ensemble de la colonie converge vers le même pont, c’est-à-dire vers le 
chemin qui a été aléatoirement le plus visité par les fourmis. Le comportement collectif de ces 
fourmis est basé sur un processus qui repose sur l’exploitation des retours positifs des autres 
fourmis pour trouver le plus court chemin entre le nid et la source de nourriture (Dorigo et al., 
2006a). Un autre type d’expérimentations a été évoqué dans (Goss et al., 1989). Il consiste à 
considérer une variante du double pont dans laquelle l’un des ponts est plus long que l’autre. Si 
l’une des fourmis se dirige par chance vers le pont le plus court, ce dernier va recevoir 
rapidement les traces de phéromones et va attirer un plus grand nombre de fourmis comparé au 
pont le plus long. Ceci va augmenter la probabilité de sélection du pont le plus court. 
Les fourmis artificielles dans les ACO possèdent certaines propriétés similaires à celles des 
fourmis réelles. Une fourmi artificielle est définie par (Cordón et al., 2002) comme étant un 
simple agent informatique qui cherche à construire des solutions réalisables pour le problème 
abordé, en exploitant les traces de phéromones mises à disposition ainsi que les informations 
heuristiques. Nous pouvons déduire de cette définition que les fourmis artificielles ont des 
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capacités supplémentaires qui leurs permettent de contribuer au développement des algorithmes 
efficaces pour résoudre des problèmes difficiles d’optimisation combinatoire. Ainsi, les fourmis 
artificielles diffèrent des fourmis réelles du fait qu’elles possèdent une mémoire (pour assurer 
la construction des solutions réalisables, évaluer les solutions générées et retracer le chemin 
déjà emprunté par la fourmi), elles ne sont pas totalement aveugles (elles ont des informations 
sur l’environnement) et elles vivent dans un environnement discret (Alaya, 2009) (Cordón et 








Figure 17. Dispositif d’expérimentation du double pont reliant le nid et la source de 
nourriture. (a) Le cas de la même longueur de ponts. (b) Le cas de longueurs différentes, 
adapté de (Dorigo et al., 2006a) 
II.3.2. La métaheuristique ACO 
Les algorithmes d’optimisation par colonies de fourmis (Ant Colony Optimization – ACO) 
figurent parmi les techniques d’optimisation approchées permettant de résoudre des problèmes 
d’optimisation combinatoire (Blum, 2005a). Ces algorithmes ont été élaborés en transformant 
les connaissances sur la façon dont les colonies de fourmis réelles résolvent collectivement les 
problèmes à des techniques de résolution de problèmes artificiels, produisant une certaine forme 
d’intelligence artificielle ou d’intelligence en essaim (Bonabeau et al., 2000).  
Marco Dorigo est le premier qui a proposé l’algorithme ACO dans sa thèse de doctorat. Le 
premier algorithme ACO proposé dans la littérature est appelé Ant System (Dorigo, 1992) 
(Dorigo et al., 1996). Ce dernier a été initialement implémenté pour résoudre le problème du 
voyageur de commerce en recherchant les solutions optimales dans un graphe permettant de 
construire des solutions. Les algorithmes ACO sont basés sur un modèle probabiliste et 
paramétrable (Blum et al., 2003) et possèdent plusieurs propriétés intéressantes comme la 
flexibilité (capacités d’adaptation des colonies de fourmis aves les changements de 
l’environnement), la robustesse (l’aptitude de la colonie à maintenir son activité malgré la 
défaillance de quelques individus), la décentralisation (la non-dépendance de la colonie à une 
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autorité centralisée) et l’auto-organisation (capacité de la colonie de trouver par elle-même une 
solution qui n’est pas connue à l’avance) (Kamil, 2008).  
Les algorithmes ACO ont plusieurs avantages. Selon (Dorigo et al., 2006a), plusieurs 
applications des ACO dans différents problèmes d’optimisation discrète2 sont réussies. La 
majorité de ces problèmes sont NP-difficiles et l’application des algorithmes ACO a permis de 
trouver des solutions de bonne qualité dans un temps raisonnable. D’ailleurs, le succès de 
l’application de ces algorithmes dans des problèmes académiques a poussé la communauté 
scientifique à adopter les ACO pour résoudre des problèmes industriels, en démontrant que ces 
algorithmes sont utiles dans des applications du monde réel. Cependant, les ACO, comme 
d’autres métaheuristiques, se rejoignent sur le fait que les solutions générées ne sont pas 
garanties optimales mais qu’elles convergent simplement vers l’optimum (Siarry, 2014). De 
plus, les performances d’un algorithme ACO dépendent principalement des stratégies adoptées 
pour le réglage des valeurs des paramètres associés à chaque instance du problème considéré 
(Stützle et al., 2011). Des techniques d’apprentissage automatique (connues sous l’appellation 
de Machine Learning) peuvent être exploitées par exemple pour adapter certains paramètres en 
ligne, c’est-à-dire, en cours de résolution d’une instance du problème (Battiti et al., 2008). Le 
même principe peut être appliqué dans notre approche avec l’algorithme de colonie de fourmis 
afin de pouvoir apprendre et modifier le comportement des fourmis au cours de son exécution.  
Le comportement des fourmis dans un algorithme ACO peut être résumé comme suit. Une 
colonie de fourmis construit ses solutions en explorant les nœuds adjacents d’un graphe G 
correspondant à un problème donné. Elles se déplacent en appliquant une politique de recherche 
locale et stochastique qui utilise les traces de phéromones et les informations heuristiques 
(permettant d’évaluer l’intérêt de sélectionner tel ou tel nœud dans le graphe G). Ainsi, les 
solutions du problème d’optimisation sont construites progressivement au fur et à mesure du 
déplacement des fourmis. Une fois que la solution est construite, chaque fourmi dépose une 
quantité de phéromones sur les arcs appartenant au chemin qu’elle a emprunté pour guider les 
autres fourmis dans leurs futures recherches. Ces quantités de phéromones passent par un 
processus d’évaporation à la fin de chaque itération pour réduire l’intensité des traces de 
phéromones sur les arcs du graphe. Pratiquement, l’évaporation permet à l’algorithme de 
colonies de fourmis d’éviter une convergence rapide vers les optima locaux. C’est une forme 
                                                          
2 Notons que le domaine d’application des ACO est très vaste. Il est principalement appliqué pour les 
problèmes d’optimisation discrète. Cependant, il peut avoir des applications pour des problèmes 
d’optimisation continue (voir par exemple (Socha, 2004)). 
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de perte de mémoire ou un mécanisme d’oubli qui permet aux fourmis d’explorer d’autres 
régions dans l’espace de recherche (Dorigo et al., 2003). La métaheuristique ACO a suscité 
beaucoup d'intérêt dans la communauté scientifique. Un large éventail de ces applications 
concerne les problèmes d’optimisation combinatoire NP-difficiles (Dorigo et al., 2010) tels que 
le problème du voyageur de commerce, le problème de tournées de véhicules, le problème 
d’affectation quadratique3 (Stützle et al., 2000), les problèmes d’ordonnancement (Blum, 
2005b), les problèmes de planification de projet (Merkle et al., 2002) ou encore les problèmes 
de satisfaction de contraintes (Solnon, 2002).  
II.3.3. Quelques variantes de l’algorithme ACO 
Le problème du voyageur de commerce (PVC) est un problème d'optimisation combinatoire 
NP-difficile (Lawler et al., 1985) qui a été le premier champ d’application de l’algorithme Ant 
System (Dorigo, 1992). Cet algorithme a ensuite servi de référence pour tester de nouvelles 
extensions et variantes algorithmiques basées sur le comportement de fourmis artificielles tels 
que les algorithmes Max-Min Ant System, Ant Colony System, ou encore, Rank-Based Ant 
System. Ces extensions viennent du fait que malgré les résultats encourageants de Ant System, 
ce dernier n’était pas assez compétitif vis-à-vis des algorithmes de pointe spécialement conçus 
pour le PVC sur de grandes instances (comme les algorithmes génétiques par exemple). Il a 
alors fallu mener de nouvelles recherches pour améliorer les performances de Ant System en 
lui ajoutant de nouvelles fonctionnalités avancées, notamment, lors de la phase de mise à jour 
des phéromones.  
II.3.3.1. Ant System  
Le déplacement des fourmis entre le nid et la source de nourriture puis leur retour vers le nid 
est assimilé à la construction d’un cycle dans un graphe. Si les sommets du graphe sont 
parcourus une et une seule fois par les fourmis, alors nous obtenons un cycle Hamiltonien 
(Siarry, 2014).  Dans un PVC, les villes sont représentées par les sommets ou les nœuds du 
graphe et un voyageur de commerce est assimilé à une fourmi artificielle qui doit passer par 
toutes les villes une et une seule fois. La distance entre les villes étant connue, la résolution du 
PVC revient à construire alors un cycle Hamiltonien de longueur minimale. Ce qui revient à 
trouver le chemin de longueur minimale permettant de visiter toutes les villes en revenant à son 
                                                          
3 Un problème d’affectation quadratique consiste à placer des usines sur des sites prédéterminés de 
manière à ce que la somme des flux de produits circulant entre les usines et les distances entre les sites 
soit minimale. 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
70 
 
point de départ à la fin du cycle. L’application des ACO au PVC est simple (Dorigo et al., 
2006b). Chaque fourmi est initialement placée sur une ville sélectionnée de façon aléatoire. Au 
cours de la construction d’une solution, la fourmi se déplace à travers les arcs du graphe d’une 
ville à une autre (sans passer par la même ville deux fois) suivant un mécanisme stochastique. 
Ces arcs représentent les routes ou les chemins reliant les villes entre elles. Chaque fourmi 
possède une mémoire qui lui permet de stocker le chemin partiel qu’elle a emprunté. Ainsi, la 
mémoire de la fourmi contient initialement la ville de départ. Après avoir visité toutes les villes, 
une fourmi construit donc sa solution. Lorsque toutes les fourmis ont terminé leur tournée, les 
quantités de phéromones placées sur les arcs sont mises à jour en fonction des règles 
d’implémentation choisies.  
Pratiquement, pour l’algorithme Ant System (AS), les valeurs associées aux quantités de 
phéromones sont mises à jour par toutes les fourmis ayant achevé leur cycle à la fin de chaque 
itération. Dans l’algorithme AS, la probabilité de transition d’une fourmi k d’une ville i à une 
ville j est donnée par la formule II.1 suivante :  
                                              p୧୨୩ = { τ౟ౠಉ×η౟ౠಊ∑ (τ౟ౢಉ×η౟ౢಊ)ౢ ∈ ొ౟ౡ  si j ∈  N୧୩       Ͳ               sinon                                           (II.1) 
avec, 
                                                                 ∑ p୧୨୩୨ ∈ ୒౟ౡ = ͳ                                                       (II.2) 
Les notations sont les suivantes : − τ୧୨ est la quantité de phéromone ou l’attractivité globale de l'arc ሺi, jሻ ; − Ʉ୧୨ = ଵୢ౟ౠ représente l’information heuristique (ou attractivité locale) avec d୧୨ la distance 
de l'arc ሺi, jሻ. Le paramètre Ʉ୧୨ permet à la fourmi d’avoir une visibilité locale afin d’être 
attirée vers la ville la plus proche ;  − Ƚ et Ⱦ sont deux paramètres de pondération respectifs de τ୧୨ et de Ʉ୧୨ qui permettent de 
contrôler l’importance relative de l’attractivité globale par rapport à l’attractivité locale.  − N୧୩ est l’ensemble des villes voisines qui ne sont pas encore visitées par la fourmi k 
lorsqu’elle se trouve dans la ville i ; 
Une fois que toutes les fourmis ont réalisé leur cycle, la solution est construite et les quantités 
de phéromones sont mises à jour.  
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Chaque fourmi k doit déposer une quantité de phéromone ∆τ୧୨୩  sur chaque arc ሺi, jሻ emprunté, 
tel que : 
                                             ∆τ୧୨୩ = { ୕୐ౡ            si ሺi, jሻ ∈ T୩ Ͳ                      sinon                                                  (II.3) 
avec, − Q est une constante ; − L୩ est la longueur du cycle de la fourmi k (distance totale pour parcourir toutes les 
villes une seule fois) ; − T୩ est le chemin parcouru par la fourmi k comprenant la liste des villes visitées. 
La mise à jour finale des quantités de phéromones sur chaque arc ሺi, jሻ entre l’itération i et 
l’itération i + ͳ est formulée par :  
                                          τ୧୨ሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨ሺitሻ + ∑ ∆τ୧୨୩୫୩=ଵ                                       (II.4) 
Le paramètre ρ ∈  [Ͳ, ͳ] est le taux d’évaporation qui permet de réduire les quantités de 
phéromones cumulées sur les arcs ሺi, jሻ d’une itération à une autre. Le paramètre m est le 
nombre total de fourmis. L’objectif de l’évaporation (première partie de la formule II.4) est de 
permettre à l’algorithme d’explorer de nouvelles pistes de recherche (des arcs qui n’ont pas 
encore été visités) à chaque nouvelle itération et d’oublier les précédentes mauvaises décisions 
(Alaya, 2009). Quant à la deuxième partie de la formule II.4, elle permet à l’algorithme de 
favoriser les chemins les plus courts en déposant une quantité de phéromone plus importante et 
en attirant plus de fourmis sur les arcs appartenant à ces chemins lors des prochaines itérations. 
La première application de l’algorithme AS est le PVC. Cependant, AS a connu d’autres 
implémentations réussies pour différents problèmes d’optimisation combinatoire comme le 
problème d’affectation quadratique (AS-QAP), le problème d’ordonnancement job-shop (AS-
JSP) et le problème de tournées de véhicules (AS-VRP) (Dorigo et al., 2006b). Dans les 
prochaines sous-sections, nous allons présenter les principales améliorations de l’algorithme 
AS. 
II.3.3.2. Max-Min Ant System  
L’algorithme AS a donné naissance à d’autres algorithmes plus compétitifs comme Max-Min 
Ant System (MMAS) (Stützle et al., 2000). L’amélioration apportée dans l’algorithme 
MMAS concerne la mise à jour des phéromones qui se fait de façon élitiste. Ainsi, seule la 
meilleure fourmi (celle qui a trouvé la meilleure solution) est capable de mettre à jour les 
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quantités de phéromones qui ont des valeurs bornées ሺτ୧୨ ∈ [τ୫୧୬, τ୫ୟ୶]ሻ. Ces valeurs 
permettent d’assurer une exploration totale des arcs par les fourmis. La mise à jour des quantités 
de phéromones est formulée par : 
                                                    τ୧୨ሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨ሺitሻ + ∆τ୧୨+                                       (II.5) 
La quantité de phéromone ∆τ୧୨+ ajoutée entre l’itération i et l’itération i + ͳ est donnée par : 
                                                       ∆τ୧୨+ = { ଵ୐+            si ሺi, jሻ ∈ T+ Ͳ                      sinon                                       (II.6) L+ est la longueur du tour T+ réalisé par la meilleure fourmi depuis le début de l’exécution de 
l’algorithme ou bien celle de l’itération en cours. Les valeurs des bornes inférieures et 
supérieures des quantités de phéromones (τ୫୧୬ et τ୫ୟ୶) peuvent être obtenues de façon 
empirique et peuvent être adaptées pour chaque problème (Stützle et al., 2000). Enfin, les 
quantités de phéromones sont initialisées à la valeur τ୫ୟ୶ afin de garantir une meilleure 
exploration de l’espace de recherche dès le début de l’algorithme et d’éviter ainsi la stagnation 
de la recherche. 
II.3.3.3. Ant Colony System  
L’algorithme Ant Colony System (ACS) a été introduit par Dorigo et Gambardella (Dorigo 
et al., 1997). C’est l’une des variantes les plus performantes de l’algorithme AS pour résoudre 
le PVC. La particularité principale de ACS est l’introduction de la mise à jour locale des 
quantités de phéromones en plus du processus de mise à jour réalisé à la fin de chaque itération. 
En effet, contrairement aux autres algorithmes de colonies de fourmis, la formule de mise à jour 
permettant l’évaporation des quantités de phéromones dans ACS n’est appliquée que sur les 
arcs appartenant à la meilleure solution. L’évaporation dans les autres arcs est alors compensée 
par une évaporation locale par chaque fourmi comme suit : 
                                                τ୧୨ሺit + ͳሻ = ሺͳ − φሻ × τ୧୨ሺitሻ + φ × τ଴                                     (II.7) 
Le paramètre φ ∈ [Ͳ, ͳ] est le coefficient d’évaporation locale et τ଴ est la valeur initiale des 
quantités de phéromones. La mise à jour des quantités de phéromones pour ACS est similaire à 
celle de MMAS avec une petite différence au niveau de la formule de mise à jour :     
                                                τ୧୨ሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨ሺitሻ + ρ × ଵ୐+                                        (II.8) 
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Une spécificité supplémentaire de l’algorithme ACS par rapport à l’algorithme AS consiste à 
introduire le paramètre q଴ ∈ [Ͳ, ͳ]. La probabilité de sélection de la prochaine ville j à partir de 
la ville i dépend d’un paramètre q qui est tiré aléatoirement de façon uniforme sur l’intervalle [Ͳ, ͳ] et du paramètre q଴.  
Ainsi, si q ൑ q଴, alors j = arαmax୪ ∈ ୒౟ౡ{τ୧୪ × Ʉ୧୪β}. Sinon, la ville j est sélectionnée selon la 
probabilité :   
                                                        p୧୨୩ = τ౟ౠ×η౟ౠಊ∑ (τ౟ౢ×η౟ౢಊ)ౢ ∈ ొ౟ౡ                                                        (II.9) q଴ représente la probabilité de choisir la prochaine ville qui maximise la quantité τ୧୪ × Ʉ୧୪β 
(Siarry, 2014). L’algorithme ACS a été développé initialement pour le PVC, mais il a été utilisé 
aussi pour résoudre d’autres problèmes d’optimisation combinatoire tels que le problème de 
tournées de véhicules (Bianchi et al., 2004) et le problème d’emploi de temps (Socha et al., 
2003). 
II.3.3.4. Rank-Based Ant System  
L’algorithme Rank-Based Ant System (A�୰ୟ୬୩) est une extension de AS adoptant une 
stratégie élitiste. Cet algorithme a été proposé par Bullnheimer et ses collègues (Bullnheimer et 
al., 1999) pour améliorer la qualité des solutions générées par l’algorithme AS en utilisant le 
concept de classement (Bullnheimer et al., 1997). Ce concept permet à l’algorithme A�୰ୟ୬୩ de 
trier les fourmis par ordre décroissant des longueurs L୩ des tours générés T୩ par les w meilleures 
fourmis. Seules ces w meilleures fourmis sont autorisées à la mise à jour des quantités de 
phéromones avec un poids qui dépend du rang k accordé à chaque fourmi. Ainsi, la k୧è୫ୣ 
meilleure fourmi contribue à la mise à jour des quantités de phéromones avec un poids égal à w − k. La fourmi élitiste ayant trouvé le meilleur tour T∗ depuis le début de l’algorithme 
intensifie les traces de phéromones avec le poids w.  
Avec cette combinaison d’élitisme et de classement, la formule de mise à jour des quantités 
de phéromones est donnée par :  
       τ୧୨ሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨ሺitሻ + ∆τ୧୨ + ∆τ୧୨∗                                         (II.10) 
tel que,                                       ∆τ୧୨ = ∑ ∆τ୧୨୩୫−ଵ୩=ଵ                                                                 (II.11) 
avec,                                        ∆τ୧୨୩ = { ୵−୩୐ౡ            si ሺi, jሻ ∈ T୩ Ͳ                      sinon                                           (II.12) 
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et,                                             ∆τ୧୨∗ = { ୵୐∗            si ሺi, jሻ ∈ T∗ Ͳ                      sinon                                             (II.13) 
Le paramètre L∗ représente la longueur du meilleur tour réalisé depuis le début de l’algorithme. 
Cette procédure de mise à jour semble être intéressante puisqu’elle permet, d’une part, 
d’intensifier la recherche à travers le renforcement des meilleurs chemins, et d’autre part, de 
diversifier la recherche à travers l’extension de l’intensification auprès de plusieurs bonnes 
fourmis. Ainsi, nous pouvons constater un bon compromis et un bon équilibre 
intensification/diversification. 
Les ACO ont également été utilisés pour traiter des problèmes multi-objectif. Dans la section 
suivante, un panorama d’approches à la base d’ACO pour les problèmes d’optimisation multi-
objectif est présenté.  
II.3.4. Algorithmes ACO pour les problèmes multi-objectif 
Dans la plupart des applications réelles, des solutions diverses sont évaluées sur la base de 
critères multiples (Dorigo et al., 2010). Les ACO figurent parmi les techniques d’optimisation 
combinatoire qui ont été conçues pour résoudre des problèmes multi-objectif ayant souvent des 
objectifs conflictuels. Un panorama des algorithmes ACO permettant la résolution de 
problèmes multi-objectif est disponible dans (Garcia-Martinez et al., 2007). Ces algorithmes 
sont rassemblés sous l’appellation de MOACO (Multiple Objective ACO). Dans la majorité des 
cas, les algorithmes MOACO représentent des extensions des algorithmes ACO initialement 
conçus pour des problèmes mono-objectif comme ACS et MMAS (cf. sous-section II.3.3).  
Une taxonomie de ces algorithmes a été proposée dans (Garcia-Martinez et al., 2007). Cette 
taxonomie permet de classer les algorithmes MOACO principalement selon deux critères 
différents qui s’appliquent au moment du choix par la fourmi du prochain nœud à visiter : 
l’utilisation d’une ou plusieurs quantités de phéromones et l’utilisation d’une ou plusieurs 
informations heuristiques. Une autre taxonomie a été proposée dans (Angus et al., 2009). Cette 
taxonomie permet de classer les algorithmes MOACO suivant des caractéristiques communes 
comme le choix du modèle de phéromone, le processus de construction des solutions, la 
procédure d’évaluation des solutions (Pareto ou Non-Pareto), les stratégies de mises à jour des 
solutions (une seule (ou de multiples) matrice(s) de phéromone(s)), et enfin, la définition des 
solutions Pareto-optimales. 
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 A la base de ces taxonomies, nous pouvons distinguer deux familles d’algorithmes MOACO : 
Pareto et Non-Pareto. Les algorithmes MOACO basés sur une méthode d’évaluation Pareto 
(Pareto-based MOACO) consistent à générer des solutions sur le front de Pareto en appliquant 
les principes de Pareto-dominance. Les algorithmes les plus connus dans cette famille sont : 
CPACO (Angus, 2007), MOAQ (Romero et al., 1999), PACO-MO (Guntsch et al., 2003), 
BicriterionAnt (Iredi et al., 2001) et ACO-bQAP (Lopez-Ibanez et al., 2004). Les algorithmes 
qui utilisent des méthodes d’évaluation Non-Pareto permettent de générer des solutions qui sont 
évaluées pour un ou plusieurs objectifs, en leur affectant un score qui reflète le degré de 
satisfaction d’une solution vis-à-vis de l’un des critères, ou un score basé sur la somme pondérée 
de toutes les valeurs des critères. Les algorithmes MOACO appartenant à cette famille Non-
Pareto que nous avons identifié dans la littérature sont : MACS (Baran et al., 2003), MOACOM 
(Gravel et al., 2002), ACOAMO (McMullen, 2001), SACO (T’kindt et al., 2002), MACS-VRP 
(Gambardella et al., 1999), COMPETants (Doerner et al., 2003), ParetoACO (Doerner et al., 
2004) et MONACO (Cardoso et al., 2003). La conception de ces différents algorithmes 
MOACO dépendent principalement de la définition des phéromones et des informations 
heuristiques.  
De façon générale, nous pouvons définir la formule de probabilité permettant de construire 
les solutions par chaque fourmi k en allant d’un nœud i vers un nœud voisin j dans le cas d’un 
problème multi-objectif, avec Q objectifs à optimiser par : 
                        p୧୨୩ = [∏ ቀτ౟ౠqቁλqq్=భ ]ಉ×[∏ ቀη౟ౠqቁλqq్=భ ]ಊ∑ ቆ[∏ (τ౟qౢ)λqq్=భ ]ಉ×[∏ (η౟qౢ)λqq్=భ ]ಊቇౢ ∈ ొ౟ౡ              si j ∈  N୧୩                          (II.14) 
L’ensemble N୧୩ est l’ensemble des nœuds voisins de i. Les variables τ୧୨୯ et Ʉ୧୨୯ représentent 
respectivement la quantité de phéromone et l’information heuristique de j par rapport à i pour 
le qième critère. Enfin, λ୯ est le poids associé au critère q et qui peut être vu comme une valeur 
qui permet de peser l’importance relative du qième critère, avec ∑ λ୯ = ͳ୕୯=ଵ  et λ୯ ∈ [Ͳ, ͳ]. 
II.3.5. Intérêt du choix des ACO pour notre problématique 
La nécessité d'optimiser chaque choix technique conjointement avec ceux liés aux tâches de 
réalisation du projet a été initialement soulignée dans des travaux antérieurs réalisés au 
laboratoire LGP (Pitiot et al., 2010). Dans ces travaux, une méthode d'optimisation multi-
objectif basée sur un algorithme évolutionnaire guidé par les connaissances (formalisées par un 
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réseau bayésien) a été proposée. Le principe de la méthode consiste à optimiser la sélection des 
scénarios de projet en tenant compte des choix de conception d’un système complexe et des 
activités de projet qui leurs sont associées. Un scénario est un ensemble de tâches qui doivent 
être planifiées en respectant les contraintes de précédence entre elles. Le but est d'obtenir un 
ensemble de scénarios Pareto-optimaux dans un espace objectif bidimensionnel (le coût total 
du projet et sa durée globale). Cependant, dans les travaux de (Pitiot et al., 2010), l'incertitude 
sur les valeurs des critères n’est pas prise en compte. Ainsi, une amélioration possible consiste 
à intégrer une troisième dimension : celle du risque, ou plutôt, celle des incertitudes en tant que 
conséquences des risques. Dans d’autres travaux antérieurs réalisés dans notre équipe de 
recherche, l'intégration du risque comme un troisième objectif à minimiser a été proposée en 
utilisant un algorithme multi-objectif basé sur un ACO standard (Baroso et al., 2014). Ces 
travaux ont montré qu’un algorithme ACO multi-objectif est capable de prendre en compte les 
risques inhérents à la réalisation des tâches de projet. Le travail élaboré dans cette thèse est une 
continuité de ces travaux de recherche et s’inscrit dans le contexte de l’optimisation multi-
objectif sous incertitudes à base d’ACO pour la sélection de scénarios dans un graphe de projet 
intégré (cf. chapitre I, sous-section I.5.2.2).  
Il existe de nombreuses applications académiques et industrielles réussies des algorithmes 
ACO (Dorigo et al., 2010) et de nombreux travaux dans la littérature attestent que l'utilisation 
de la métaheuristique ACO est très prometteuse dans le domaine du management de projet. Les 
ACO permettent, non seulement, de fournir des solutions quasi-optimales, mais aussi la 
résolution de problèmes difficiles ayant un temps de calcul très élevé. Dans (Fernandez et al., 
2015), les auteurs ont développé une approche hybride basée principalement sur la 
métaheuristique ACO pour gérer de nombreux objectifs dans des problèmes réels 
d’optimisation de portefeuilles de projets. Cette approche permet la génération de portefeuilles 
de haute qualité par rapport à d'autres métaheuristiques aussi puissantes que les ACO permettant 
la génération de solutions Pareto-optimales. D’autres travaux ont prouvé la puissance des 
algorithmes ACO pour résoudre des réseaux déterministes et probabilistes tels que CPM / PERT 
en fournissant de bonnes solutions optimales et sous-optimales (Abdallah et al., 2009). Les 
travaux de (Chen et al., 2012) montrent l’efficacité d’un algorithme ACO basé sur l’approche 
Ant Colony System (ACS) couplé à la simulation Monte Carlo (MC) pour maximiser, sous 
incertitudes, la valeur actuelle nette (VAN) attendue des flux de trésorerie dans le cas de la 
planification de projets sous contraintes de ressources. La VAN est un indicateur financier qui 
tient compte de la valeur temporelle de l'argent en actualisant les flux de trésorerie. Une autre 
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application de la méthode ACO couplée à la simulation de Monte Carlo a été exploitée dans 
(Aghaie et al., 2009) pour un PCP - Project Crashing Problem, appelé aussi, problème 
d’accélération de projet (project acceleration). L’objectif est de déterminer la combinaison 
optimale des durées et des coûts des activités de projet permettant de satisfaire les objectifs de 
projet (temps d’exécution global du projet et son coût total) sous incertitudes. Cette méthode a 
montré les bonnes performances de l'approche ACO, en particulier sur un réseau PERT de 
grande taille.  
De plus, en construisant les solutions étape par étape dans les algorithmes ACO (nœud après 
nœud donc tâche après tâche), il est possible de concevoir des heuristiques utiles pour diriger 
les fourmis afin d'éviter les tâches critiques le plus tôt possible (Chen et al., 2013). Cette 
caractéristique est un concept clé dans notre travail puisque nous proposons une approche 
permettant d’améliorer les performances de l’ACO standard dans un environnement multi-
objectif et incertain. L'amélioration de l'ACO standard pour l'optimisation consiste à permettre 
aux fourmis non seulement d'apprendre des chemins précédemment empruntés par les autres 
fourmis, mais aussi de guider chaque fourmi dans son processus de sélection du prochain nœud 
(tâche) dans un graphe de projet. Ce processus repose sur un nouveau mécanisme 
d'apprentissage qui considère le parcours de chaque fourmi pour influencer son choix suivant 
en privilégiant un critère plutôt qu'un autre en fonction du capital consommé en termes de coût, 
de durée et de risque / incertitude. Ainsi, chaque fourmi peut apprendre des informations utiles 
sur le chemin emprunté afin d'influencer ses choix futurs en tenant compte des choix passés. Il 
est donc nécessaire d'utiliser une méthode qui construit les solutions en recherchant des chemins 
dans le graphe du projet nœud par nœud. Pour ces raisons, la métaheuristique ACO standard a 
été choisie afin d'être améliorée grâce à une méthode d’apprentissage. Cet algorithme permet 
la recherche de scénarios de projet de bonne qualité (au sens de la satisfaction des objectifs) 
dans un délai raisonnable. Dans certains travaux, les problèmes d'optimisation multi-objectif 
sont traités en agrégeant et en pondérant les objectifs multiples en fonction de leur importance 
relative (Dorigo et al., 2006a). Pour nous, le but de notre outil d’aide à la décision multicritère 
est d'offrir aux décideurs un ensemble de solutions Pareto-optimales afin ensuite de sélectionner 
un scénario à planifier pour la réalisation du système conçu, en offrant une certaine autonomie 
au décideur.  




Nous avons présenté dans cette section les éléments permettant la compréhension du cadre de 
l’optimisation multi-objectif par colonies de fourmis que nous souhaitons mettre en place. Nous 
avons présenté d’abord l’origine de la métaheuristique ACO qui a été inspirée du comportement 
de colonies de fourmis réelles. Nous avons vu que les algorithmes ACO appartiennent à la 
famille des techniques d’optimisation approchées permettant la résolution des problèmes 
d’optimisation combinatoire. Ces algorithmes ont été conçus en se basant sur l’intelligence 
collective de colonies de fourmis réelles pour résoudre des problèmes ayant des applications 
industrielles à l’aide de fourmis artificielles. Nous avons ensuite présenté des extensions des 
algorithmes ACO permettant la résolution de problèmes d’optimisation multi-objectif. Ces 
algorithmes sont regroupés sous le nom de MOACO et permettent d’optimiser simultanément 
des objectifs qui peuvent être conflictuels. Nous avons présenté également une taxonomie de 
ces algorithmes et nous avons pu conclure que la conception d’un algorithme MOACO dépend 
essentiellement de deux éléments : la manière de définir des phéromones et les informations 
heuristiques. Dans le cas de notre travail, l’algorithme MOACO proposé pour résoudre notre 
problème fait partie des approches Pareto qui permettent d’évaluer les solutions générées en 
appliquant les principes de la dominance au sens de Pareto. L’utilisateur dispose ainsi d’un 
moyen simple d’imposer ses préférences quant à un objectif en particulier. Nous souhaitons 
cette autonomie pour le décideur lors de la phase de sélection de scénario (cf. sous-section 
I.5.2.2). De plus, quel que soit le nombre d’objectifs à optimiser, les algorithmes MOACO 
permettent de construire des solutions à partir de la même formule de probabilité (cf. formule 
II.14). Cette formule de probabilité est générique et paramétrable en fonction des stratégies 
adoptées pour la conception de l’algorithme et des résultats attendus pour la résolution de notre 
problème multi-objectif. Enfin, nous avons justifié à la fin de cette section le choix des ACO 
pour résoudre notre problème d’optimisation multi-objectif. Ces algorithmes ont la particularité 
d’intégrer des mécanismes d’apprentissage qui permettent d’apprendre des chemins empruntés 
par les précédentes fourmis afin d’influencer les choix. Nous allons exploiter ces possibilités 
d’apprentissage des ACO afin de proposer notre propre algorithme MOACO et son propre 
mécanisme d’apprentissage. Comme nous l’avons exprimé dans le chapitre I, nous devons 
également tenir compte des incertitudes sur les valeurs des critères de coût et de durée au cours 
du processus d’optimisation. Ainsi, dans la prochaine section, nous présentons un panorama de 
travaux existants dans la littérature et permettant d’intégrer les incertitudes pour des problèmes 
d’optimisation multi-objectif. 
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II.4. Optimisation multi-objectif sous incertitudes 
La définition des incertitudes a été le sujet de plusieurs théories. Ces théories incluent 
principalement la théorie des probabilités (Helton et al., 2004), la théorie des possibilités 
(Dubois et Prade, 1988) et la théorie des fonctions de croyances (Dempster, 1967) (Smets et al., 
1994). 
II.4.1. Différents cadres de modélisation des incertitudes 
La théorie des probabilités constitue un cadre standard pour la mesure et la prise en compte 
des incertitudes depuis le milieu du 17ème siècle (Bahri et al., 2018) (Tacnet et al., 2010). C’est 
un bon outil qui permet de modéliser quantitativement les incertitudes lorsque les distributions 
de probabilités sont connues. De plus, la théorie des probabilités bénéficie d’un cadre théorique 
riche qui permet d’étudier de façon précise l’impact de la variabilité des données incertaines 
(Croquet, 2012). Cependant, il existe des situations où le cadre probabiliste ne peut pas être 
appliqué comme dans le cas de l’ignorance totale (Bahri et al., 2018).  
D’autres méthodes comme la théorie des possibilités représentent alors une alternative pour 
manipuler des connaissances imparfaites et représenter des informations incertaines dans un 
cadre non probabiliste. La théorie des possibilités est une extension de la théorie des sous-
ensembles flous qui a été introduite par Zadeh (Zadeh, 1978) afin de modéliser des informations 
énoncées en langage naturel.  
La théorie des fonctions de croyances, également nommée la théorie de l’évidence ou la 
théorie de Dempster-Shafer (Dempster, 1967) (Shafer, 1976) est un cadre théorique qui permet 
de généraliser les deux cadres précédents. Elle peut être vue également comme une extension 
de l’utilisation de la théorie des probabilités sous forme d’intervalles de probabilités 
initialement développés par Dempster (Dempster, 1967). Elle est connue entre autres, pour ses 
outils permettant d’intégrer des avis provenant de sources différentes. Cette théorie a connu 
plusieurs évolutions au fil des années et plusieurs variantes ont vu le jour comme le modèle de 
Shafer (Shafer, 1976), le modèle des croyances transférables (Smets et al., 1994) ou encore la 
théorie de Dezert-Smarandache, appelée aussi la théorie du raisonnement plausible et paradoxal 
(Smarandache et al., 2009).  
Ces différents cadres de représentation des incertitudes ne doivent pas être vus comme rivales, 
mais comme proposant plutôt des représentations complémentaires de l’incertitude. D’ailleurs, 
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certains travaux proposent des transformations permettant le passage d’un formalisme à un 
autre (Masson, 2005).  
L’incertitude est relative à la véracité de l’information et caractérise son degré de conformité 
à la réalité (Masson, 2005). Une définition plus globale a été proposée dans (Zimmermann, 
2000). L’auteur considère que l’incertitude implique toute situation où une personne ne peut 
pas avoir toutes les informations qualitatives et quantitatives lui permettant de décrire, de 
prescrire ou de prévoir numériquement un système, son comportement ou d’autres 
caractéristiques. D’autres auteurs distinguent deux types d’incertitudes (Croquet, 2012) 
(Kangas et al., 2004) (Masson, 2005) (Rohmer, 2007) : − l’incertitude aléatoire ou objective qui peut être assimilée à un aléa. C’est le résultat 
de la variabilité naturelle du système, de l’événement ou des phénomènes modélisés qu’il 
est impossible d’éliminer. Ce type d’incertitude est modélisé à l’aide des probabilités et 
des statistiques ;  − l’incertitude épistémique ou subjective est liée essentiellement à la méconnaissance de 
l’issue d’un événement ou de phénomènes. Elle dépend du crédit accordé à la source qui 
fournit l’information vis-à-vis de l’occurrence d’un événement. Ainsi, l’avis de l’expert 
et son degré d’expertise permettent de pallier le manque d’informations ou la présence 
de données limitées. Ce type d’incertitudes est modélisé à l’aide de méthodes subjectives 
basées particulièrement sur l’opinion, le jugement et les décisions de l’expert comme les 
méthodes bayésiennes (Carlin et al., 2000), l’analyse des intervalles (Moore, 1966), la 
théorie de la certitude (Kanal et al., 1986), la théorie des possibilités, la théorie des 
fonctions de croyances et la théorie des sous-ensembles flous.  
Dans le cadre de notre travail, nous considérons que l’incertitude est principalement de nature 
épistémique. En effet, le plus souvent quand une durée ou un coût est estimé, l’avis de l’expert 
est nécessaire. Autrement dit, nous lui demandons d’estimer cette valeur de façon subjective. 
Parfois, ces valeurs sont estimées en tenant compte de précédentes réalisations présentes dans 
la base d’expériences. Néanmoins, nous n’avons pas suffisamment de données pour pouvoir 
utiliser des méthodes telles que les statistiques pour représenter cette incertitude.  
Dans le chapitre suivant, nous modéliserons l’incertitude subjective de deux façons 
différentes : − par des intervalles encadrant les valeurs de coûts et de durées (cf. III.3.1), − par  des distributions de probabilités (subjectives) pour représenter les variables de coûts 
et de durées (cf. III.4.1).  
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L’utilisation d’intervalles pour modéliser les incertitudes est à la base des techniques de 
modélisation de l’incertitude subjective telles que les fonctions de croyance. Aussi, bien que 
l’utilisation des probabilités soit associée principalement aux approches aléatoires, elles sont 
aussi couramment utilisées pour représenter des avis subjectifs (méthodes bayésiennes par 
exemple). L’inconvénient principal de ce cadre de représentation est qu’il n’est pas possible de 
représenter la méconnaissance totale et l’imprécision puisqu’il est d’usage dans ce cas d’utiliser 
l’équiprobabilité (répartition uniforme de la probabilité sur l’intervalle incertain).  
II.4.2. Optimisation sous incertitudes 
La prise en compte des incertitudes dans les problèmes d’optimisation se révèle nécessaire 
pour éviter des interprétations fallacieuses des résultats (Croquet, 2012). Ainsi, lors de la 
résolution des problèmes d’optimisation, il est nécessaire que l’algorithme d’optimisation 
tienne compte des incertitudes (Mlakar et al., 2014).  
Les techniques de sélection de solutions Pareto-optimales sont naturellement liées aux 
problèmes d’optimisation multi-objectif. La spécificité de ces problèmes d’optimisation est la 
génération d’un ensemble de solutions Pareto-optimales représentant un compromis entre des 
critères souvent conflictuels, mais aussi incertains. En effet, la construction du front de Pareto 
doit tenir compte de ces incertitudes au cours du processus de recherche de solutions Pareto-
optimales. Dans la littérature, beaucoup de travaux proposent des techniques d’analyse des 
solutions Pareto-optimales sous incertitudes. Par exemple, dans (Mlakar et al., 2014), les 
auteurs distinguent deux approches différentes pour comparer des solutions sous incertitudes et 
déterminer les relations de dominance entre elles. La première approche consiste à considérer 
la valeur approchée pour chaque critère et la variance de ces valeurs (afin de représenter des 
solutions incertaines), puis, les transformer en une seule valeur et comparer ces valeurs uniques. 
La deuxième approche s’appuie sur le calcul des intervalles de confiance et la comparaison 
directe des solutions à l’aide de ces intervalles. Les auteurs ont d’ailleurs adopté la dernière 
technique en proposant de nouvelles relations de Pareto-dominance avec la particularité de 
comparer des solutions multi-objectif sous contraintes. Dans (Bahri et al., 2013), les auteurs 
proposent une approche basée sur la théorie des possibilités où les incertitudes sont modélisées 
par des distributions de possibilités triangulaires. De nouvelles relations de Pareto optimalité 
ont été proposées et ont conduit à définir des classes pour comparer les solutions. Ainsi, des 
relations de forte Pareto-dominance, faible Pareto-dominance et d’indifférence ont été définies 
et appliquées dans un problème de tournées de véhicules avec des demandes incertaines. Un 
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autre concept basé sur la comparaison de solutions sous incertitudes à l’aide d’intervalles ayant 
des valeurs continues et distribuées uniformément a été proposé dans (Teich, 2001). Dans cette 
approche, les solutions sont comparées à partir du calcul des probabilités de dominance entre 
ces distributions. L’approche a été appliquée et implémentée dans un algorithme SPEA modifié. 
Dans (Coelho, 2015), l’auteur évoque l’importance de tenir compte des incertitudes inhérentes 
à tous les systèmes d’ingénierie, à travers la prise en compte de l’aspect aléatoire et de la 
variabilité au cours de la recherche des solutions Pareto-optimales. Il a donc modélisé les 
incertitudes en utilisant des distributions de probabilités de variables aléatoires suivant une loi 
normale standard. Une probabilité de Pareto-dominance a été définie et évaluée suivant des 
techniques différentes avant d’être incorporée dans un algorithme évolutionnaire pour 
l’optimisation multi-objectif basée sur la fiabilité. D’autres travaux considèrent que les 
incertitudes doivent être prises en compte lors de l’évaluation et la comparaison des solutions 
dans n’importe quel cadre multi-objectif. Par exemple dans (Das et al., 2009), les auteurs 
distinguent les approches probabilistes, permettant d’établir des relations probabilistes de 
dominance à partir de distributions uniformes et des approches basées sur la logique floue, 
s’appuyant par exemple sur des métriques qui mesurent la qualité de chacune des solutions 
appartenant au front de Pareto. Dans un autre travail (Hendriks et al., 2011), les auteurs 
proposent une méthode générale qui tient compte des incertitudes durant l’analyse du front de 
Pareto. Cette méthode est centrée autour de la dominance non-déterministe entre l’ensemble 
des solutions et l’utilisation des relations de dominance sur les intervalles. Notons que certaines 
approches dans la littérature permettent de tenir compte des incertitudes sur des fonctions 
objectif dans le cas de l’optimisation multi-objectif. Citons par exemple les méthodes 
d’agrégation (Goncalves et al., 2009) (Paquete et al., 2007) permettant de transformer un 
problème d’optimisation multi-objectif en un problème d’optimisation mono-objectif sous 
incertitudes à l’aide d’une seule fonction objectif agrégée.  
II.4.3. Application à notre problème d’optimisation 
Dans notre approche, nous nous intéressons aux problèmes d’optimisation multi-objectif où 
plusieurs objectifs sont optimisés simultanément dans un cadre incertain. Nous avons choisi 
d’optimiser sous incertitudes des objectifs que nous considérons indépendants par hypothèse 
(coût, durée, risque/incertitude). Il est important de noter que le critère « Risque » dans nos 
travaux correspond à l’impact des risques, c’est-à-dire à l’incertitude sur les valeurs des critères 
coût et durée. La modélisation des incertitudes est réalisée au moment de la définition des tâches 
du graphe intégré de projet lors du processus de management des risques. Ces incertitudes 
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doivent être la traduction de l’impact des risques. De plus, l’outil d’aide à la décision 
multicritère que nous proposons est basé sur un algorithme d’optimisation qui permet de 
construire des scénarios Pareto-optimaux tout en tenant compte des incertitudes sur les critères 
de coût et de durée. Ces scénarios sont donc inconnus à priori. Cet algorithme a la particularité 
de pouvoir modifier ces choix selon que les premières tâches choisies sont trop risquées 
(apprentissage dynamique). A la base de tous ces éléments, nous proposons et nous comparons 
deux approches distinctes de modélisation des incertitudes, intégrées dans le même algorithme 
d’optimisation.  
La première approche repose sur trois objectifs à optimiser (coût, durée, incertitude). Il s’agit 
d’une approche de modélisation par intervalles des incertitudes sur les valeurs de critères de 
coût et de durée. A ces deux critères s’ajoute l’incertitude comme un troisième objectif à part 
entière à optimiser. L’évaluation et l’agrégation des augmentations des valeurs de coûts et de 
durées permet de définir le critère « incertitude ». La deuxième approche permet de travailler 
dans un espace d’optimisation bi-objectif (coût, durée). Dans cette approche, la modélisation 
des incertitudes est réalisée à l’aide de distributions de probabilités des valeurs de coûts et de 
durées. Les solutions sur le front de Pareto sont évaluées et comparées sous incertitudes en 
fonction du calcul de probabilités de dominance que nous détaillons dans la partie III.4.2.1. 
II.5. Conclusion 
Dans ce chapitre, les différents concepts liés à l’optimisation combinatoire et multi-objectif 
ont été présentés. Nous avons vu que les métaheuristiques sont parmi les méthodes approchées 
les mieux adaptées à la résolution dans un temps raisonnable de problèmes d’optimisation 
multi-objectif qui sont généralement de nature combinatoire et complexe. Nous avons montré 
également l’intérêt du choix de la métaheuristique ACO pour résoudre notre problème. Cet 
algorithme permet non seulement l’optimisation de plusieurs objectifs conflictuels 
simultanément, mais aussi la mise en œuvre de mécanismes d’apprentissage efficaces 
permettant d’améliorer les performances. En effet, la problématique d’optimisation multi-
objectif à résoudre dans le chapitre III repose sur la sélection d’un scénario optimal dans un 
modèle de graphe de projet intégré et ayant comme objectifs à optimiser le coût total du projet, 
sa durée globale ainsi que les incertitudes sur ces deux critères. Les diverses applications des 
ACO citées dans la littérature ont montré leur efficacité pour résoudre des problèmes 
d’optimisation de graphes, particulièrement dans le cas de la planification de projet. Les 
différents résultats encourageant des ACO dans la littérature nous ont alors menés à adopter 
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cette métaheuristique pour proposer notre propre outil d’aide à la décision multicritère sous 
incertitudes. De plus les ACO ont la particularité de permettre aux fourmis d’apprendre de leurs 
chemins précédents et d’influencer leurs nouveaux choix. Cet outil intervient dans la phase 
d’optimisation de notre processus intégré d’ingénierie système et de management de projet (cf. 
Figure 14, chapitre I, sous-section I.5.2) et permet de déclencher les autres phases du processus 
jusqu’à la clôture finale du projet.  
Nous avons vu également que les incertitudes sont inhérentes aux objectifs du projet (coût, 
durée). L’outil d’aide à la décision multicritère doit tenir compte de ces incertitudes, au plus 
tôt, lors de la définition du modèle de graphe collaboratif par tous les acteurs du projet. Nous 
avons alors présenté quelques techniques de modélisation des incertitudes existantes dans la 
littérature. Un bref panorama sur les différents travaux d’optimisation multi-objectif sous 
incertitudes a ensuite été introduit afin de considérer les différentes techniques utilisées pour 
l’évaluation, la comparaison et la sélection sous incertitudes de solutions sur un front de Pareto. 
A la base de tous ces éléments, nous avons choisi de travailler avec deux approches distinctes 
de modélisation des incertitudes : i) l’approche à trois objectifs incluant l’incertitude globale 
comme un critère à part entière (incertitude modélisée sous forme d’intervalle) ; ii) l’approche 
à deux objectifs où les coûts et les durées des tâches du graphe de projet sont représentés par 
l’intermédiaire de distributions de probabilités subjectives.     
Dans le chapitre suivant, nous allons proposer notre outil d’aide à la décision multicritère sous 
incertitudes à base d’ACO. Tout d’abord, nous allons présenter le modèle du graphe de projet 
sur lequel notre outil d’optimisation va être appliqué. Ensuite, nous allons détailler notre 
approche de résolution du problème de sélection de scénarios de projet en considérant deux 
façons de prendre en compte l’incertitude (intervalles vs. probabilités subjectives) et en 
proposant les algorithmes ACO correspondant. Une fois les algorithmes détaillés, nous 
présenterons les expérimentations réalisées tout en discutant des différents résultats obtenus. 
A la fin de ce chapitre, nous évoquerons les particularités de chaque approche vis-à-vis la 
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CHAPITRE III. OUTIL D’AIDE A LA DECISION 




III.1. Introduction ................................................................................................................. 87 
III.2. Modèle de graphe de projet ......................................................................................... 88 
III.3. Approche de résolution à trois dimensions .................................................................. 90 
III.3.1. Evaluation des performances d’un scénario sous incertitudes .............................. 90 
III.3.2. Algorithme d’optimisation MONACO ................................................................. 92 
III.3.3. Description de l’algorithme .................................................................................. 95 
III.3.4. Expérimentations, résultats et discussion.............................................................. 97 
III.3.5. Synthèse .............................................................................................................. 106 
III.4. Approche de résolution à deux dimensions ............................................................... 107 
III.4.1. Modélisation des incertitudes à l’aide de distributions de probabilités .............. 107 
III.4.2. Probabilité de Pareto-dominance ........................................................................ 112 
III.4.3. Algorithme d’optimisation MOPACO ................................................................ 117 
III.4.4. Description de l’algorithme ................................................................................ 119 
III.4.5. Expérimentations, résultats et discussion............................................................ 121 
III.4.6. Synthèse .............................................................................................................. 124 













Dans ce chapitre, nous répondons à la problématique d’optimisation multi-objectif sous 
incertitudes que nous avons définie dans la sous-section I.5.3 à la fin du chapitre I. Notre 
contribution consiste à proposer un outil d’aide à la décision multicritère qui permet d’optimiser 
la sélection de scénarios dans un graphe de projet intégré, tout en tenant compte au plus tôt des 
incertitudes sur les objectifs de projet (coût, durée). Ce graphe de projet contient toutes les 
possibilités de choix de conception et de réalisation d’un nouveau système. Il est le résultat d’un 
travail collaboratif et d’une concertation permanente entre les différents acteurs et parties 
prenantes du projet. Le modèle du graphe de projet ainsi que l’outil d’aide à la décision 
multicritère font parties intégrantes d’un processus général d’intégration des processus de 
management de projet et d’ingénierie système (cf. section I.5 du chapitre I).  
L’outil d’aide à la décision multicritère sous incertitudes que nous proposons dans ce chapitre 
est basé principalement sur la métaheuristique ACO (cf. chapitre II). Cet outil est appliqué sur 
un graphe de projet dont la formalisation mathématique est donnée dans la section III.2. La 
résolution de notre problématique d’optimisation est abordée suivant deux approches : une 
approche à trois dimensions et une approche à deux dimensions.  
La première approche (cf. section III.3) consiste à optimiser simultanément trois objectifs : le 
coût total du projet, sa durée totale et l’incertitude globale liée au projet. Ainsi, l’incertitude est 
considérée comme un troisième objectif à part entière à optimiser. Les incertitudes sur les coûts 
et les durées des tâches de projet sont modélisées à l’aide d’intervalles simples. L’incertitude 
globale est calculée à l’aide d’un opérateur d’agrégation des pourcentages d’augmentation des 
valeurs nominales des coûts et des durées des tâches. L’algorithme d’optimisation proposé dans 
cette approche est appelé MONACO - Multi-objective New Ant Colony Optimization. Il est 
présenté en détail dans la section III.3.  
La deuxième approche (cf. section III.4) est une approche de résolution dans un espace des 
objectifs à deux dimensions (coût, durée). Les incertitudes sur ces deux critères sont causées 
par les risques et elles sont modélisées en représentant les valeurs de coûts et de durées des 
tâches du projet sous formes de distributions de probabilités. Une méthode probabiliste permet 
de comparer, au sens de Pareto et sous incertitudes, les scénarios d’un graphe de projet selon 
les critères de coût et de durée. Elle consiste à calculer les probabilités de dominance des 
scénarios de projet afin de construire le front de Pareto. Ce front de Pareto contient les solutions 
non dominées au sens de Pareto selon un seuil d’incertitude fixé par le décideur. Cette deuxième 
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approche est basée sur l’algorithme d’optimisation MOPACO - Multi-objective Probabilistic 
Ant Colony Optimization qui est adapté de l’algorithme MONACO avec deux changements 
majeurs : i) le passage de trois objectifs à deux objectifs (suppression de l’incertitude globale 
comme troisième objectif à optimiser) et, ii) la modélisation des incertitudes sur les valeurs de 
coûts et de durées par des distributions de probabilités (cf. section III.4).  
La majeure partie des travaux proposés dans ce chapitre a été présentée dans (Lachhab et al., 
2016) et (Lachhab et al., 2018a). Une autre partie de ces travaux a été présentée dans (Lachhab 
et al., 2018b). Nous concluons ce chapitre par une discussion sur les deux approches proposées 
pour la résolution de notre problématique d’optimisation multi-objectif sous incertitudes. 
Dans la section suivante, nous présentons le modèle d’un graphe de projet. 
III.2. Modèle de graphe de projet 
Le processus intégré défini dans la sous-section I.5.2 est basé sur l'utilisation d'un modèle de 









Figure 18. Exemple d’un graphe de projet intégré (Lachhab et al., 2018a) 
Le modèle de projet global que les différents acteurs peuvent renseigner de manière concertée 
et collaborative est formulé à l'aide d'un graphe orienté et acyclique. Ce graphe de projet, noté G = ሺN, Aሻ, est une représentation formelle de notre problème. Nous avons présenté la structure 
générale dans le chapitre I (sous-section I.5.1). Nous rappelons brièvement cette structure avant 
de décrire le modèle formel.  Il est défini au moyen d’un ensemble de nœuds N et d’un ensemble 
d’arcs A. Les arcs permettent de relier les nœuds et représentent les contraintes d’antériorité 
entre les tâches. Les nœuds du graphe représentent les tâches du projet ainsi que les opérateurs 
logiques de conjonction (AND, AND̅̅ ̅̅ ̅̅ ). Le premier et le dernier nœud du graphe sont fictifs (ils 
ne représentent que le début et la fin du projet). Dans la première approche à trois dimensions, 
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chaque nœud tâche du graphe de projet est associé à un triplet ሺC, D, Iሻ correspondant au coût 
de la tâche, à sa durée et à la valeur de l’incertitude globale associée à ces deux critères. Cette 
incertitude est la conséquence de l'occurrence d'événements indésirables dont les impacts 
augmentent le coût total du projet et/ou sa durée globale. Elle est modélisée dans cette approche 
à l’aide d’intervalles équiprobables. La borne inférieure de l’intervalle représente la valeur 
nominale de chaque critère (coût, durée) et la borne supérieure correspond à la valeur maximale 
obtenue à partir de connaissances expertes et/ou des expériences passées.  
Le graphe de projet G considéré peut comprendre des sous-graphes en fonction de la 
complexité du projet. Le sous-graphe est défini comme un sous-projet qui commence par un 
nœud de divergence (AND) et qui se termine par un nœud de convergence (AND̅̅ ̅̅ ̅̅ ). C’est le cas, 
par exemple, de �Pଵ et de �Pଶ qui sont deux sous-projets dans le graphe de la Figure 18. Après 
le premier nœud du graphe de projet, tous les choix techniques et les choix de réalisation qui 
leurs sont associés sont représentés. 
Le projet P est formulé, dans l'équation III.1, comme l’union de l'ensemble des tâches du 
projet T୔ et de l'ensemble des sous-projets �P୔ : 
           P = T୔⋃ �P୔                                                                   (III.1) 
Comme le montre la Figure 18, un sous-projet est composé de sous-séquences parallèles. 
Chaque sous-séquence �Q est composée d'autres tâches, mais peut également inclure d'autres 
sous-projets séquentiels délimités par des nœuds AND et AND̅̅ ̅̅ ̅̅ . Un scénario � est défini comme 
un chemin dans le graphe et formulé dans l'équation III.2 comme un ensemble de tâches 
séquentielles et ordonnées {T୧୰} et/ou de sous-projets {�P୨୰} à réaliser. Dans notre modèle, 
chaque tâche T୧ et chaque sous-projet �P୨ a un rang r correspondant à leur position dans le 
scénario � : 
                                       � =  {T୧୰}୘౟∈୘ౌ⋃ {�P୨୰} ୗ୔ౠ∈ୗ୔ౌ                                                (III.2) 
Un exemple de scénario � issu du graphe de projet de la Figure 18 est représenté dans la Figure 
19. Dans cet exemple, nous avons � = {T଴ଵ, Tଶଶ, �Pଶଷ, Tଵଵସ , Tଵହହ , Tଵ଺଼  }. Les valeurs de coût, de durée 
et d’incertitude liées à chaque tâche sont définies de la manière suivante. Pour une tâche T୧, la 
valeur du coût de la tâche est donnée par l’intervalle [C୘౟− , C୘౟+ ]. La valeur de durée est donnée 
par l’intervalle [D୘౟− , D୘౟+ ]. Les valeurs nominales de coût et de durée sont respectivement C୘౟−  et D୘౟− . Les notations sont identiques pour un sous-projet �P୨ : [Cୗ୔ౠ− , Cୗ୔ౠ+ ] et [Dୗ୔ౠ− , Dୗ୔ౠ+ ].  





Figure 19. Exemple de scénario � 
En utilisant cette formalisation, nous décrivons dans la section suivante notre approche de 
résolution à trois dimensions. 
III.3. Approche de résolution à trois dimensions  
Dans cette section, nous présentons notre algorithme de résolution à trois dimensions appelé 
MONACO. Dans la sous-section III.3.1, la modélisation formelle des valeurs de coût, de durée 
et d’incertitude pour chaque scénario � du graphe de projet est présentée. Ensuite, l’algorithme 
d’optimisation multi-objectif MONACO est détaillé dans la sous-section III.3.2 et son pseudo-
code est présenté dans la sous-section III.3.3. Cet algorithme est instancié sur un modèle de 
graphe de projet et comparé avec l’algorithme MOACO standard (cf. sous-section III.3.4). 
L’objectif de cette comparaison est de montrer l’efficacité de l’algorithme MONACO vis-à-vis 
l’algorithme MOACO pour la résolution optimale de notre problème d’optimisation 
combinatoire dans un temps raisonnable. Nous terminons cette section par une synthèse sur 
l’approche à trois dimensions (cf. sous-section III.3.5) et l’introduction de la deuxième 
approche de résolution à deux dimension. 
III.3.1. Evaluation des performances d’un scénario sous incertitudes 
La modélisation des incertitudes résultant de l’impact des risques sur les valeurs de coût et de 
durée des tâches, et par conséquent, des scénarios de projet est réalisée au moyen d’intervalles. 
Nous définissons par conséquent la performance d’un scénario � à l’aide des indicateurs de coût 
et de durée suivants. Le coût total Cୱ d'un scénario � dans un projet P, est défini par : 
                               Cୱ = ∑ [C୘౟− , C୘౟+ ]୘౟∈ୗ +∑ [C ୗ୔ౠ− , C ୗ୔ౠ+ ] ୗ୔ౠ∈ୗ  = [Cୗ−, Cୗ+]                               (III.3) 
De la même manière, la durée totale Dୱ du scénario � est définie par : 
    Dୱ = ∑ [D୘౟− , D୘౟+ ]୘౟∈ୗ + ∑ [D ୗ୔ౠ− , D ୗ୔ౠ+ ] ୗ୔ౠ∈ୗ = [Dୗ−, Dୗ+]                    (III.4) 
Les bornes Cୗ− et Cୗ+ sont respectivement associées à la valeur nominale du coût du scénario � 
et à sa valeur maximale en cas d'occurrence d'événements indésirables. Les bornes Dୗ− et Dୗ+ 
sont définies respectivement comme la valeur nominale et la valeur maximale des durées pour 
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un scénario donné �. Les quadruplets (C୘౟− , C ୗ୔ౠ− , D୘౟− , D ୗ୔ౠ− ) et (C୘౟+ , D୘౟+ , C ୗ୔ౠ+ , D ୗ୔ౠ+ ) 
représentent respectivement les bornes inférieures et supérieures des valeurs de coût /durée pour 
chaque tâche et sous-projet du graphe de projet. Considérons maintenant  �P୨, un sous-projet du 
projet P, composé de q sous-séquences parallèles �Q୨୩, avec k ∈ {ͳ, … , q}. �ୗ୕ౠౡ est le scénario 
associé à la sous-séquence k. Sa durée est donnée par : 
Dୗ౏్ౠౡ = ∑ [D୘౞− , D୘౞+ ]୘౞∈ୗ౏్ౠౡ +∑  [D ୗ୔ౢ− , D ୗ୔ౢ+ ] ୗ୔ౢ∈ୗ౏్ౠౡ = [Dୗ౏్ౠౡ−, Dୗ౏్ౠౡ+]               (III.5) 
Ainsi, la durée du sous-projet D ୗ୔ౠ est calculée en utilisant l'équation III.5 en considérant que 
chaque tâche/sous-projet est réalisée au plus tôt. La durée D ୗ୔ౠ est donnée par : 
D ୗ୔ౠ = [MAXୗ୕ౠౡ∈ ୗ୔ౠሺDୗ౏్ౠౡ−ሻ,  MAXୗ୕ౠౡ∈ ୗ୔ౠ  ሺDୗ౏్ౠౡ+ሻ] = [D ୗ୔ౠ− , D ୗ୔ౠ+ ]                 (III.6) 
Cela correspond aux durées minimales et maximales de la sous-séquence la plus longue. Nous 
allons définir maintenant la valeur globale de l’incertitude pour un scénario �. La valeur de 
l’incertitude globale Iୱ d'un scénario � est définie en agrégeant les incertitudes estimées pour le 
coût et la durée du scénario. L'opérateur d'agrégation considéré est l'opérateur GOWA 
(Generalized Ordered Weighted Averaging) (Yager, 2004). L’opérateur GOWA appartient à une 
classe d'opérateurs paramétrables que nous utilisons pour calculer l’incertitude globale Iୱ liée à 
un scénario � en agrégeant les incertitudes sur le coût et la durée. L’incertitude Iୱ est alors 
calculé comme suit : 
 Iୱ = √wେ × (େ౏+- େ౏−େ౏− )୸ + wୈ × (ୈ౏+- ୈ౏−ୈ౏− )୸z                                      (III.7) 
Les expressions suivantes ( ୈ౏+- ୈ౏−ୈ౏− ) et (େ౏+- େ౏−େ౏− ) représentent les valeurs relatives d'augmentation 
des valeurs nominales de coût et de durée du scénario �. Les paramètres wେ et wୈ sont des 
poids satisfaisant wେ + wୈ = ͳ et z est un paramètre, tel que z ∈ ሺ−∞,+∞ሻ.  En choisissant, 
par exemple, z = ʹ,  Iୱ est la moyenne quadratique de l’incertitude relative des valeurs de coût 
et de durée pour le scénario �. Lorsque z → +∞, l’opérateur GOWA fonctionne comme un 
opérateur MAX. Lorsque z → −∞, l’opérateur GOWA fonctionne comme un opérateur MIN. 
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Nous avons présenté la méthode employée pour évaluer les performances d’un scénario �. 
Les indicateurs Cୗ−, Dୗ− et  Iୱ constituent donc les trois critères que nous utilisons dans notre 
algorithme d’optimisation MOACO. Ils correspondent à la valeur nominale du coût du scénario �, à la valeur nominale de la durée et à l’incertitude globales sur ces deux valeurs. Nous 
présentons dans la sous-section suivante notre algorithme d’optimisation MONACO basé sur 
ce formalisme. 
III.3.2. Algorithme d’optimisation MONACO    
Dans cette partie, notre outil d'aide à la décision multicritère basé sur l’algorithme MONACO 
est présenté. L'algorithme MONACO fonctionne à l’aide d’une colonie de fourmis qui construit 
des solutions à partir d'un graphe de projet en minimisant simultanément le coût total du projet, 
sa durée totale et l’incertitude globale associée à ces deux critères.  
À chaque itération, chaque fourmi construit sa solution indépendamment des autres. Chaque 
arc ሺi, jሻ du graphe G est marqué par trois traces de phéromones correspondant aux critères du 
triplet ሺC, D, Iሻ. La quantité de phéromones présente sur l’arc ሺi, jሻ pour chaque critère O ∈{C, D, I} est notée τ୧୨୓. Toutes les fourmis de la colonie débutent leur recherche de chemin à partir 
du premier nœud du graphe de projet. Le prochain nœud j à atteindre par une fourmi f à partir 
d’un nœud i du graphe est sélectionné en utilisant la formule de probabilité p୧୨୤ . La probabilité p୧୨୤  est exprimée en fonction de l'attractivité locale du nœud j et de l'attractivité globale fournie 
par les traces de phéromones par rapport à chaque critère du projet (coût, durée, incertitude). 
La probabilité p୧୨୤  dépend également des poids (Ƚ, Ⱦ) associés respectivement aux attractivités 
globales et locales.  
La formule de probabilité est donnée dans l'équation III.8, avec j ∈ N୧ (N୧ est l'ensemble des 
nœuds voisins du nœud i) : 
              p୧୨୤ = [ቀτ౟ౠిቁλౠి ቀτ౟ౠీቁλౠీ ቀτ౟ౠI ቁλౠI]ಉ× [ቀη౟ౠిቁλౠి ሺη౟ౠీሻλౠీ ቀη౟ౠI ቁλౠI]ಊ∑ ቌ[(τ౟ౢి)λౢి (τ౟ౢీ)λౢీ (τ౟ౢI )λIౢ]ಉ× [(η౟ౢి)λౢి (η౟ౢీ)λౢీ (η౟ౢI )λIౢ]ಊቍౢ∈ొ౟                         (III.8)     
Ainsi, chaque fourmi f parcourt le graphe en choisissant le prochain nœud à rejoindre selon la 
probabilité p୧୨୤  jusqu’à l’arrivée au dernier nœud. Le triplet (Ʉ୧୨େ, Ʉ୧୨ୈ, Ʉ୧୨I ) représente les 
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attractivités locales du nœud j liées respectivement aux critères du triplet ሺC, D, Iሻ à partir du 
nœud i. Elles sont calculées comme suit : Ʉ୧୨େ = φిେ౐ౠ−                                                                (III.9)        
  Ʉ୧୨ୈ = φీୈ౐ౠ−                                                              (III.10)        
  Ʉ୧୨I = φII౐ౠ                                                             (III.11) 
Les constantes (φେ, φୈ, φI) sont respectivement supérieures ou égales aux valeurs du triplet 
( C୘ౠ− , D୘ౠ− , I୘ౠ) pour garantir que les attractivités locales (Ʉ୧୨େ, Ʉ୧୨ୈ, Ʉ୧୨I ) sont toujours supérieures 
ou égales à 1. Elles sont calculées comme suit : 
                         φେ = MAX୘ౠ∈୘ౌ ሺC୘ౠ− ሻ                                                (III.12) 
                         φୈ = MAX୘ౠ∈୘ౌሺD୘ౠ− ሻ                                                (III.13) 
                                                        φI = MAX୘ౠ∈୘ౌሺI୘ౠሻ                                                  (III.14) I୘ౠ  est la valeur estimée de l’incertitude liée à la tâche T୨. I୘ౠ est donnée par l'équation III.15. 
Elle est calculée à l'aide de l'opérateur GOWA : 
           I୘ౠ = √wେ × ቆେ౐ౠ+ - େ౐ౠ−େ౐ౠ− ቇ୸ + wୈ × ቆୈ౐ౠ+ - ୈ౐ౠ−ୈ౐ౠ− ቇ୸z                           (III.15) 
A la fin de chaque itération, chaque fourmi de la colonie ayant atteint le dernier nœud du graphe 
de projet dépose trois quantités de phéromones ሺτ୧୨େ, τ୧୨ୈ, τ୧୨I ), associées aux trois critères ሺC, D, Iሻ, 
sur chaque arc ሺi, jሻ appartenant au chemin emprunté (c'est-à-dire son scénario). Les quantités 
de phéromones sont initialisées avec les valeurs du triplet (τ଴େ, τ଴ୈ, τ଴I  ) et sont mises à jour à la 
fin de chaque itération en prenant en compte le taux d'évaporation des phéromones d'une 
itération à une autre. Le taux d’évaporation est noté par ρ et les formules de mises à jour des 
quantités de phéromones sur chaque arc ሺi, jሻ par rapport à chaque critère du triplet ሺC, D, Iሻ 
entre l’itération it et l’itération it + ͳ sont formulées par : τ୧୨େሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨େሺitሻ + ∑ ଵେ౏−ୗ∈{ୗ౟౪}                                (III.16) 
 τ୧୨ୈሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨ୈሺitሻ + ∑ ଵୈ౏−ୗ∈{ୗ౟౪}                               (III.17) 
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                                       τ୧୨I ሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨I ሺitሻ + ∑ ଵ I౩ୗ∈{ୗ౟౪}                               (III.18) {�୧୲} est l'ensemble des scénarios construits par toutes les fourmis de la colonie à l'itération it 
qui passent par l’arc (i, j).  Les formules de mise à jour des phéromones sont définies à partir 
de l'algorithme ACO standard (Dorigo et al., 2006a). L’évaporation apparaît dans la première 
partie de ces formules. La deuxième partie montre l’augmentation de phéromones 
proportionnellement à la performance des scénarios. La particularité de notre modèle est que 
les poids λ୨େ, λ୨ୈ et λ୨I donnés dans la formule III.8 sont dynamiques et varient à chaque nouveau 
nœud atteint. 
 Ainsi, la spécificité de l'algorithme MONACO vient du fait qu'il est amélioré par un 
mécanisme d'apprentissage utilisant des poids dynamiques. Ces poids permettent d’introduire 
un biais supplémentaire dans les choix des fourmis en considérant le chemin parcourus avant 
d’arriver à un nœud. Chaque fourmi apprend en progressant dans le graphe. Le mécanisme 
d'apprentissage permet d’améliorer les performances de l'algorithme ACO standard en générant 
des scénarios Pareto-optimaux dans un délai raisonnable. La somme des poids (λ୨େ, λ୨ୈ , λ୨I) est 
égale à 1. Ils sont calculés par chaque fourmi à chaque arrivée sur un nœud grâce aux formules 
suivantes : 
                                             λ ୨େ = େ୮ౠిେ୮ౠి +େ୮ౠీ +େ୮ౠI                                                               (III.19)        
              λ୨ୈ = େ୮ౠీେ୮ౠి +େ୮ౠీ +େ୮ౠI                                                                (III.20) 
            λ୨I = େ୮ౠIେ୮ౠి +େ୮ౠీ +େ୮ౠI                                                                 (III.21) Cp୨େ, Cp୨ୈ et Cp୨I représentent respectivement les pourcentages des capitaux de durée, de coût et 
d’incertitude consommés par une fourmi qui arrive sur un nœud. Ils sont ainsi calculés par 
chaque fourmi à chaque nœud i quand la fourmi doit faire le choix du prochain nœud à rejoindre. 
Ils sont donnés par : 
            Cp୨େ = େౠౝ−େ୮େబ−                                                               (III.22) 
             Cp୨ୈ = ୈౠౝ−େ୮ୈబ−                                                               (III.23) 
Cp୨I = √wେ × ቆ େౠౝ+− େౠౝ−େ୮େబ+−େ୮େబ−ቇ୸ + wୈ × ቆ ୈౠౝ+− ୈౠౝ−େ୮ୈబ+−େ୮ୈబ−ቇ୸z                              (III.24) 
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avec,                                             CpC଴ = [CpC଴−, CpC଴+]                                                (III.25) 
et,                                                 CpD଴ = [CpD଴−,  CpD଴+]                                                (III.26)          
Les paramètres CpC଴ et CpD଴ représentent respectivement les capitaux initiaux de coût (le 
budget estimé) et de durée (pour fournir le livrable à la date d'échéance estimée). CpC଴ et CpD଴ 
sont donnés sous formes d'intervalles afin de déterminer également un capital d’incertitude. Ces 
capitaux permettent d’introduire de nouveaux biais dans la formule III.8. Sur la base des 
capitaux restants, le prochain nœud j qui consommera un niveau élevé de capitaux sera pénalisé. 
Ainsi, le mécanisme d'apprentissage fourni par les poids dynamiques (λ୨େ, λ୨ୈ, λ୨I) permet à 
toutes les fourmis d'apprendre de leur trajet afin d’influencer les choix futurs. Le quadruplet 
(C୨୥−, D୨୥−, C୨୥+, D୨୥+) représente pour le nœud j, les valeurs minimales et maximales cumulées 
des coûts et des durées. Ces valeurs sont calculées comme suit : C୨୥− = ∑ C୧−୧∈୔ୟ୲୦ౠ౜                                                      (III.27) C୨୥+ = ∑ C୧+୧∈୔ୟ୲୦ౠ౜                                                      (III.28) D୨୥− = ∑ D୧−୧∈୔ୟ୲୦ౠ౜                                                      (III.29) D୨୥+ = ∑ D୧+୧∈୔ୟ୲୦ౠ౜                                                      (III.30) 
Tous les nœuds visités par la fourmi f  avant d’atteindre le nœud j appartiennent au chemin Patβ୨୤. Dans la prochaine partie, nous définissons l’algorithme MONACO. 
III.3.3. Description de l’algorithme 
L'algorithme 1 donne la structure générale de l'algorithme MONACO. À la fin d'une itération, 
lorsque toutes les fourmis ont atteint le dernier nœud du graphe et ont déposé leurs quantités de 
phéromones, un front de Pareto est construit et mémorisé. Les nouvelles solutions obtenues au 
cours de l’itération sont comparées au front de Pareto mémorisé et les solutions dominées sont 
supprimées. Afin d'évaluer les performances de l'algorithme MONACO, la métrique 
hypervolume est calculée dans l'espace objectif en utilisant l'algorithme proposé dans (Fonseca 
et al., 2006). Plus le volume est élevé, plus le front de Pareto est bon (c'est-à-dire proche de 
l'origine ሺͲ, Ͳ, Ͳሻ). À la fin des itérations, le front de Pareto mémorisé comprend les solutions 
Pareto-optimales à notre problème. La prochaine étape du processus intégré est la sélection, par 
un décideur, d'un scénario sur le front de Pareto. 
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Algorithme. Algorithme MONACO Ƚ # poids de l’attractivité globale (traces de phéromones) ; Ⱦ # poids de l’attractivité locale ; ρ # taux d’évaporation des phéromones ; φେ, φୈ, φI # constantes ; z # paramètre de 
l’opérateur GOWA ; wେ , wୈ # poids pour l’opérateur GOWA ; CpC଴ # capital initial de coût ; CpD଴ # capital initial de durée ; CpIେ୭ୱ୲ # capital initial d’incertitude pour le coût ; CpIୈ୳୰ୟ୲୧୭୬ # capital initial d’incertitude pour la durée. λ ଴୓ =  λ଴  ∀O ∈ {C, D, I} # les valeurs initiales des poids dynamiques pour chaque critère. 
Pheromone initialization: τ୧୨୓ ← τ଴ ∀ሺi, jሻ, ∀O ∈ {C, D, I} # tous les arcs sont initialisés avec 
la même quantité de phéromone pour chaque critère. 
NB_iterations # nombre d’itérations. 
NB_ants # nombre de fourmis. 
it = 1 
While it <= NB_iterations Do   
          Put NB_ants in node Start # les fourmis de la colonie sont lancées à partir du nœud 
          de depart (nœud Start). 
                     For each ant � Do 
                            While ant � has not reach the last node Do 
                                  Move to the neighbour node using the probability p୧୨୤  # la fourmi f 
                                  fait le choix du prochain nœud à atteindre selon la formule de 
                                  probabilité III.8 en calculant les poids dynamiques comme décrit  
                                  dans la sous-section III.3.2.  
                            End While 
                            Compute objectives values # la fourmi f calcule les trois objectifs et son 
                            chemin est mémorisé.  
                    End For 
                      Build Pareto-front_it of the iteration it # le front de Pareto de l’itération it est 
                      calculé. 
                      Delete ants’ information # la colonie est détruite pour la remplacer par une 
                      nouvelle colonie à l’itération suivante. 
                      Compute_Hypervolume # calcul de l’hypervolume du front de Pareto. 
                      it = it+1 
                      Pheromones evaporation # chaque valeur de phéromone est multipliée par ρ 
                      (taux d’évaporation). 
                      Update the pheromone trails τ୧୨୓ ሺitሻ # chaque fourmi ayant généré une 
                      solution sur le front de Pareto dépose les quantités de phéromones 
                      correspondant à sa performance sur son chemin en utilisant les formules III.16, 
                      III.17 et III.18. 
End While 
global_archive = global_archive + Pareto-front _it # l’archive globale permet d’enregistrer 
le front de Pareto cumulé obtenu à chaque itération.  
Build final Pareto-front # seules les solutions non-dominées du front de Pareto de l’archive 
globale sont conservées.  
Compute indicators # les indicateurs de performance sont mesurés pour évaluer l’efficacité 
de l’algorithme. 
Return final Pareto-front # le front de Pareto à présenter au décideur est retourné par 
l’algorithme. 
Algorithme 1. Pseudo-code de l’algorithme MONACO, adapté de (Lachhab et al., 2018a)  
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Le cadre de l'outil d'optimisation est représenté sur la Figure 20. Cet outil, développé en 
langage Ruby, a permis de comparer les performances de l'algorithme standard MOACO (sans 
apprentissage) à celui de l’algorithme MONACO (avec apprentissage). Le modèle de graphe 
de projet est défini dans un premier fichier nommé "Graph.rb". Ce fichier contient la matrice 
de nœuds adjacents et l'ensemble des triplets ሺC, D, Iሻ associés aux nœuds du graphe de projet. 
Ce fichier est la première entrée du programme principal stocké dans le fichier "MONACO.rb". 
Les paramètres de l'algorithme sont définis et stockés dans le fichier "Parameters.rb". Le 
logiciel MONACO appelle le sous-programme stocké dans le fichier Hypervolume.py (langage 
Python – (Fonseca et al., 2006)) afin de calculer l’indicateur d’hypervolume. Enfin, les résultats 
de l’optimisation sont stockés dans les fichiers "Results.csv" et "Pareto-front.csv". Le premier 
fichier contient l’hypervolume, la performance moyenne, l’écart type et le temps CPU pour 
chaque itération (durée d’une itération). Ils sont stockés pour une analyse ultérieure. Le second 
fichier contient les solutions du front de Pareto à partir desquelles une solution peut être 
sélectionnée puis planifiée. 
Figure 20. Vue d’ensemble du cadre d’implémentation de l’algorithme MONACO, adapté de 
(Lachhab et al., 2018a) 
III.3.4. Expérimentations, résultats et discussion    
Pour valider notre approche, une série d’expérimentations a été réalisée en considérant un 
modèle de projet composé de plusieurs niveaux séquentiels. Chaque nœud d'un niveau n est 
connecté à tous les nœuds du niveau n + ͳ. La Figure 21 représente la structure du graphe de 
projet que nous avons utilisée pour vérifier l'efficacité de l'algorithme MONACO. Les 
expérimentations ont été effectuées sur un ordinateur (Intel® Core™ i7 processeur 3,6 GHz). 
Ces expérimentations visent à effectuer une analyse comparative des performances de 
l'algorithme MOACO par rapport à l'algorithme MONACO et ainsi mettre en avant le principe 
d’apprentissage que nous avons développé. 
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Le graphe de projet considéré est composé de 100 nœuds avec 24 niveaux séquentiels. Chaque 
niveau est constitué de 2 à 9 nœuds. Les combinaisons pour cet exemple donnent ͶͶE + ͳʹ 
scénarios possibles. Le Tableau 1 et le Tableau 2 contiennent les valeurs minimales, maximales 
et moyennes de coût, de durée et d’incertitude pour les tâches par niveau dans le graphe de 
projet. Les valeurs maximales de coût, de durée et d’incertitudes pour chaque nœud sont 
générées de manière aléatoire en appliquant une augmentation de 10% à 50% aux valeurs 
nominales. Les valeurs de l’incertitude sont calculées à l'aide des formules III.7 et III.15 
(opérateur GOWA avec le paramètre z = ʹ). Les paramètres initiaux de l’algorithme sont 
indiqués dans le Tableau 3 et ont été évalués de manière empirique. L'opérateur GOWA est 
utilisé systématiquement avec la valeur z = ʹ (moyenne quadratique). Ainsi, cet opérateur 
accorde plus de poids aux plus grandes valeurs par rapport aux plus faibles. 
 
Figure 21. La structure du modèle de projet utilisé dans les expérimentations, adapté de 
(Lachhab et al., 2018a) 
La colonie contient 200 fourmis et le nombre d'itérations est fixé à 600. La valeur du point de 
référence pour calculer l'hypervolume au-dessus du front de Pareto pour le triplet (coût, durée, 
incertitude) est [2E+6, 1E+3, 10]. Ce point de référence a été évalué à partir de plusieurs 
expérimentations et correspond à une majoration des bornes supérieures obtenues 
expérimentalement. Pour évaluer notre méthode, trois indicateurs clés de performance ont été 
considérés pour comparer les algorithmes MOACO et MONACO. Ces indicateurs sont la 
performance moyenne (équation III.31), l'écart type de la performance moyenne (équation 
III.32) et l'hypervolume correspondant au front de Pareto. La performance moyenne 
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(MeanPerf) est calculée à partir des valeurs moyennes des coûts (MeanC), des durées (MeanD) 
et des incertitudes (MeanI) des solutions Pareto-optimales obtenues à la fin de chaque itération. 
L’écart type de la performance (�tdDevPerf) est calculé à partir de l’écart type de coût 
(�tdDevC), de l’écart type de durée (�tdDevD) et de l’écart type de l’incertitude (�tdDevI). 
Ainsi, le front de Pareto est donné à la fin de chaque itération lorsque toutes les fourmis de la 
colonie ont atteint le dernier nœud du graphe du projet. A partir de ce front de Pareto, 
l’hypervolume est calculé. Les indicateurs de performances sont définis par : 
                       MeanPerf = MeanC ×  MeanD × MeanI                                           (III.31) 
                    �tdDevPerf = �tdDevC ×  �tdDevD × �tdDevI                                   (III.32) 
Niveau 1 2 3 4 5 6 7 8 9 10 11 12 
Nombre 
de nœuds 4 5 3 9 4 5 3 7 2 3 2 2 
  ۱��−ܕ�ܖ 
 
 
   ۱��−ܕ�� 
 
                ۱��−ܕ��ܖ 
4870 20760 1010 9580 24580 2670 16750 30040 40000 2670 3390 16750 
5500 23120 1210 12200 27200 5930 18930 32430 43000 5930 4215 18930 
5185 21940 1110 10890 25890 4300 17840 31235 41500 4300 3802.5 17840 
   ۲��− ܕ�ܖ 
 
 
   ۲��− ܕ�� 
 
      
 ۲��− ܕ��ܖ 
11 45 3 30 30 2 21 59 80 2 2 21 
15 58 5 38 38 5 25 66 85 5 4 25 
11 45 3 30 30 2 21 59 80 2 2 21 
   ���ܕ�ܖ 
 
 
   ���ܕ�� 
 
          ���ܕ��ܖ 
0.0344 0.1110 0.0196 0.0810 0.1272 0.0555 0.1165 0.1270 0.1044 0.0066 0.1614 0.0849 
0.2504 0.1270 0.1348 0.2277 0.2160 0.2716 0.1824 0.1885 0.1695 0.0173 0.1948 0.2091 
0.0344 0.111 0.0196 0.081 0.1272 0.0555 0.1165 0.127 0.1044 0.0066 0.1614 0.0849 
Tableau 1. Description détaillée des valeurs nominales des nœuds du graphe de projet 
(première partie), adapté de (Lachhab et al., 2018a) 
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Niveau 13 14 15 16 17 18 19 20 21 22 23 24 
Nombre 
de nœuds 4 5 3 9 4 5 3 7 2 3 2 3 
  ۱��−ܕ�ܖ 
 
 
   ۱��−ܕ�� 
 
                ۱��−ܕ��ܖ 
5250 4340 10820 9580 2670 3945 17640 30040 2670 2670 215 210 
15030 23120 20760 26700 27200 18930 32430 53000 4050 3390 324 258 
10140 13730 15790 18140 14935 11437.5 25035 41520 3360 3030 269.5 234 
   ۲��− ܕ�ܖ 
 
 
   ۲��− ܕ�� 
 
      
 ۲��− ܕ��ܖ 
11 45 3 30 30 2 21 59 80 2 12 21 
15 58 5 38 38 5 25 66 85 5 16 28 
11 45 3 30 30 2 21 59 80 2 12 21 
   ���ܕ�ܖ 
 
 
   ���ܕ�� 
 
          ���ܕ��ܖ 
0.0023 0.0576 0.0543 0.0503 0.0725 0.1152 0.0719 0.0676 0.1348 0.1041 0.0691 0.0687 
0.1971 0.1585 0.2401 0.1713 0.1895 0.2619 0.1779 0.2404 0.1413 0.1812 0.1731 0.2162 
0.0023 0.0576 0.0543 0.0503 0.0725 0.1152 0.0719 0.0676 0.1348 0.1041 0.0691 0.0687 
Tableau 2. Description détaillée des valeurs nominales des nœuds du graphe de projet 
(deuxième partie), adapté de (Lachhab et al., 2018a) 
Symbole Paramètre Valeur Ƚ Poids associé à l’attractivité globale 1 Ⱦ Poids associé à l’attractivité locale 1 ρ Taux d’évaporation 0.05 τ଴େ , τ଴ୈ , τ଴I  Quantités initiales de phéromones 1 φେ, φୈ, φI Constantes 1 z Paramètre GOWA  2 (moyenne quadratique) wେ , wୈ Poids ͳ ʹ⁄  CpC଴ Capital initial de coût  [ͶͲͲ ͲͲͲ, Ͷʹͷ ͲͲͲ] CpD଴ Capital initial de durée  [ͺͲͲ, ͺʹͷ] λ ଴େ , λ଴ୈ , λ଴I  Valeurs initiales des poids dynamique ͳ ͵⁄  
Tableau 3. Réglage des paramètres initiaux, adapté de (Lachhab et al., 2018a) 
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Les expérimentations réalisées montrent que le taux d'évaporation est le paramètre clé qui 
affecte le plus les résultats des algorithmes MOACO et MONACO par rapport aux autres 
paramètres. La performance des algorithmes MOACO et MONACO évolue assez peu en faisant 
varier les valeurs des paramètres : Ƚ, Ⱦ, τ଴େ, τ଴ୈ, τ଴I , φେ, φୈ, φI, wେ, wୈ, CpC଴, CpD଴, λ ଴େ,  λ଴ୈ 
et λ଴I . Ainsi, une analyse de sensibilité a été réalisée spécifiquement pour ρ. Plusieurs 
expérimentations ont été réalisées en fonction de différentes valeurs de ρ.  
Les Figure 22, Figure 23, Figure 24 et Figure 25 permettent de présenter les résultats obtenus 
pour ρ = Ͳ.Ͳ͵ ; ρ = Ͳ.ͲͶ ; ρ = Ͳ.Ͳͷ et ρ = Ͳ.Ͳ͸. Les expérimentations effectuées ont montré 
que la valeur de ρ qui donne la meilleure performance est Ͳ.Ͳͷ. Les courbes représentent les 
performances par rapport au nombre d'itérations selon plusieurs valeurs de ρ. Nous remarquons 
que pour la valeur ρ = Ͳ.Ͳ͵ (cf. Figure 22), la courbe de l’hypervolume en fonction de 
l’itération pour l’algorithme MOACO est au-dessus de celle obtenue par l’algorithme 
MONACO, ce qui est l’opposé des objectifs visés. De plus, l'écart type de la performance 
moyenne ne met pas en évidence la performance de l'algorithme MONACO, car sa courbe 
présente de nombreux chevauchements avec celle de l'algorithme MOACO. A partir de la valeur ρ = Ͳ.ͲͶ, une amélioration de l'algorithme MONACO est clairement observée dans la Figure 
23 car l'hypervolume obtenu avec l’algorithme MONACO est supérieur à celui obtenu avec 
l’algorithme MOACO. Cependant, la Figure 24 montre que la performance de l’algorithme 
MONACO est meilleure pour ρ = Ͳ.Ͳͷ car l'écart entre les courbes des performances moyennes 
des deux algorithmes est plus grand. De plus, l’écart type des courbes des performances 
moyennes garde la même forme pour ρ = Ͳ.ͲͶ jusqu’à l’itération 403 où il existe un 
chevauchent des courbes et une diminution des performances de l’algorithme MONACO, ce 
qui n’est pas le cas pour ρ = Ͳ.Ͳͷ. Dans la Figure 25, pour ρ = Ͳ.Ͳ͸, les résultats sont proches 
de ceux obtenus avec ρ = Ͳ.Ͳͷ. Cependant, il y a une dégradation des performances de 
l'algorithme MONACO que ce soit pour l'hypervolume, la performance moyenne ou l'écart-
type de la performance moyenne. Cela conduit à un chevauchement des courbes des deux 
algorithmes et, par la suite, à des courbes similaires à celles présentées dans la Figure 22 (dans 
le cas de ρ = Ͳ.Ͳ͵). Cette analyse de sensibilité du paramètre ρ nous amène à conclure que 
l'algorithme MONACO donne des résultats meilleurs que ceux du MOACO lorsque les valeurs 
de ρ sont comprises entre Ͳ.Ͳͷ et Ͳ.Ͳ͸. De plus, la meilleure performance est moins sensible à 
la variation de ρ pour l'algorithme MONACO. Il est ainsi plus facile d'ajuster les paramètres de 
l’algorithme dans un contexte industriel. Les performances des algorithmes par rapport au 
temps CPU pour la valeur ρ = Ͳ.Ͳͷ sont détaillées dans les paragraphes suivants. 
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Pour ρ = Ͳ.Ͳͷ, une série de tests supplémentaires a été réalisée pour comparer les deux 
algorithmes selon les indicateurs d’hypervolume, de performance moyenne et d’écart type de 
la performance moyenne. Les résultats de la Figure 24 montrent que l'hypervolume obtenu avec 
l'algorithme MONACO est meilleur que celui obtenu avec l’algorithme MOACO avec une 
différence de ͹.ͺʹ % (itération #600). Les performances des deux algorithmes stagnent après 
l'itération #240. A partir de l'itération #240 et jusqu’à l'itération #600, l’algorithme MOACO 
améliore son hypervolume de 0,3% contre 0,1% pour celui de l’algorithme MONACO. De plus, 
le mécanisme d'apprentissage permet à l'algorithme MONACO de donner de meilleures 
performances que l'algorithme MOACO en augmentant la performance moyenne avec une 
différence de ͳʹ.ͷͳ% et en diminuant l'écart type de la performance moyenne avec une 
différence de ʹ͵.͸ͷ%. 
Une analyse comparative plus poussée entre les algorithmes MOACO et MONACO a été 
considérée afin de démontrer l’avantage de l’utilisation d’un mécanisme d’apprentissage. Ainsi, 
parmi les dix tests effectués ci-dessus pour ρ = Ͳ.Ͳͷ, le temps CPU (en secondes) a été mesuré 
pour un échantillon représentatif de quinze itérations et pour les dix tests considérés. Les 
itérations choisies sont déterminées en fonction des variations des valeurs de l’hypervolume 
dans la Figure 24. Par exemple, les deux algorithmes se stabilisent à partir de l'itération #240. 
Cela signifie qu'ils ont arrêté de converger. Ainsi, le temps CPU pour les prochaines itérations 
n'est pas indiqué sauf pour la dernière itération. La Figure 26 représente le temps CPU moyen 
par rapport aux quinze itérations des algorithmes MOACO et MONACO. Cette figure montre 
que l'algorithme MONACO fonctionne dans un délai raisonnable par rapport à l'algorithme 
MOACO. En effet, en ce qui concerne l’hypervolume, nous observons une convergence rapide 
de l’algorithme MONACO comparé à l’algorithme MOACO. A l'itération #40, l'algorithme 
MONACO donne presque le même niveau de performance (hypervolume = 1.422E + 9) qu’à 
l'itération #240 de l’algorithme MOACO (hypervolume =  ͳ.ͶʹʹE + ͻ). En ce qui concerne 
les temps CPU (cf. Tableau 4 et Tableau 5), l'algorithme MONACO atteint cette performance 
(itération #40) en moins de 10 secondes contre 40 secondes pour l’algorithme MOACO pour 
atteindre l'itération #240. Le meilleur niveau de performance est obtenu à l'itération #240 pour 
les deux algorithmes. L’algorithme MOACO atteint l'itération #240 en 40 secondes contre 60 
secondes pour l’algorithme MONACO. Le mécanisme d'apprentissage nécessite 50% de temps 
supplémentaire pour atteindre une meilleure performance. Cependant, cette performance est 
meilleure de 8,12% pour l'hypervolume et de 12,5% pour la performance moyenne. De plus, 
cette performance est obtenue en moins d'une minute, ce qui est acceptable dans un contexte 
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d’aide à la décision si nous considérons que la taille du problème utilisé pour réaliser les tests 
est très importante (ͶͶE + ͳʹ solutions possibles).  
Figure 22. L’hypervolume, la performance moyenne et l’écart type de la performance 
moyenne des algorithmes MOACO et MONACO avec � = Ͳ.Ͳ͵, adapté de (Lachhab et al., 
2018a) 
Figure 23. L’hypervolume, la performance moyenne et l’écart type de la performance 
moyenne des algorithmes MOACO et MONACO avec ρ = Ͳ.ͲͶ, adapté de (Lachhab et al., 
2018a) 
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Figure 24. L’hypervolume, la performance moyenne et l’écart type de la performance 
moyenne des algorithmes MOACO et MONACO avec � = Ͳ.Ͳͷ, adapté de (Lachhab et al., 
2018a) 
Figure 25. L’hypervolume, la performance moyenne et l’écart type de la performance 
moyenne des algorithmes MOACO et MONACO avec ρ = Ͳ.Ͳ͸, adapté de (Lachhab et al., 
2018a) 
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Figure 26. Comparaison du temps CPU moyen entre les algorithmes MONACO et MOACO, 
adapté de (Lachhab et al., 2018a)  
Tableau 4. Tableau des temps CPU calculés en secondes pour 10 tests pour l’algorithme 
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Tableau 5. Tableau des temps CPU calculés en secondes pour 10 tests pour l’algorithme 
MOACO, adapté de (Lachhab et al., 2018a) 
III.3.5. Synthèse 
Dans cette section, l'outil d'aide à la décision multicritère basé sur l'algorithme MONACO a 
été présenté. Cet algorithme permet d’optimiser simultanément trois objectifs du triplet (coût, 
durée, incertitude). Les expérimentations réalisées avec un modèle de graphe de projet de 
grande taille ont montré que l'algorithme MONACO donnait de meilleurs résultats dans un 
temps raisonnable en mettant en œuvre le mécanisme d'apprentissage comparé à l’algorithme 
MOACO (sans apprentissage). 
Par rapport aux différentes approches de l’ACO standard, l'algorithme MONACO proposé a 
la particularité d’utiliser des poids dynamiques calculés à l’aide d’un mécanisme 
d’apprentissage. Ces poids dynamiques permettent à l’algorithme de prendre en compte les 
chemins empruntés par chaque fourmi lorsqu’elle doit faire un choix en évaluant les capitaux 
de coût, de durée et d’incertitude qui ont été consommés. Une autre spécificité de l’algorithme 
MONACO est la prise en compte de l’incertitude en tant que troisième objectif à optimiser au 
côté du coût et de la durée.  
Dans cette première approche à trois dimensions, l'incertitude sur les valeurs de coûts et de 
durées des tâches est modélisée sous formes d'intervalles dont les valeurs sont équiprobables. 
Dans la deuxième approche, proposée dans la prochaine section, nous ramenons l’espace des 
objectifs à deux dimensions (coût, durée) et nous modélisons les incertitudes sur les valeurs de 
ces critères sous forme de distributions de probabilités. Ce type de modèle est plus représentatif 
du contexte industriel réel. Nous allons par la suite intégrer ces changements dans l’algorithme 
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MONACO afin d’évaluer cette nouvelle approche grâce à un algorithme appelé MOPACO que 
nous détaillons dans la prochaine section. 
III.4. Approche de résolution à deux dimensions 
La modélisation des durées et des coûts incertains des tâches d’un graphe de projet sous forme 
de distributions de probabilités est donnée dans la sous-section III.4.1. L’évaluation des 
scénarios de projet sous incertitude selon les critères de coût et de durée est détaillée par la suite 
dans la même sous-section. La sous-section III.4.2 permet de définir les probabilités de Pareto-
dominance d’un scénario de projet par rapport à un autre. Cela permet de comparer une solution 
par rapport à une autre selon deux critères (coût, durée) et de constituer le front de Pareto. Un 
exemple permettant d’appliquer notre approche probabiliste d’élaboration du front de Pareto 
dans un espace multi-objectif à deux dimensions est représenté dans la partie III.4.2.3. Dans la 
sous-section III.4.3, nous présentons l’algorithme MOPACO avec les principaux changements 
par rapport à l’algorithme MONACO. Le pseudo-code correspondant à l’algorithme MOPACO 
est également défini dans la sous-section III.4.4. Les résultats des expérimentations réalisées à 
partir d’un modèle de graphe de projet avec l’algorithme MOPACO sont présentés dans la sous-
section III.4.5. Nous terminons cette section par une synthèse sur l’approche à deux dimensions 
(cf. sous-section III.4.6) avant de conclure ce chapitre (cf. section III.5) où nous discutons des 
avantages et des inconvénients des deux approches de résolution. 
III.4.1. Modélisation des incertitudes à l’aide de distributions de probabilités 
Dans notre approche, les critères associés à chaque nœud tâche du projet correspondent au 
coût de la tâche et à sa durée. Les coûts et les durées sont des variables aléatoires indépendantes 
dont les distributions de probabilités représentent l’impact des risques sur les valeurs de coût et 
de durée pour chaque tâche. L’utilisation des distributions de probabilité dans notre travail est 
une façon de modéliser les incertitudes concernant les valeurs des critères de coût et de durée.  
La modélisation formelle des coûts et des durées des tâches sous forme de distribution de 
probabilités ainsi que l’évaluation globale des scénarios de projet dans un espace multi-objectif 
à deux dimensions (coût, durée) sont détaillées dans les prochaines sous-sections.   
III.4.1.1. Distributions de probabilités des coûts et des durées d’une tâche 
La modélisation des incertitudes résultant des risques et impactant les coûts et les durées des 
tâches est faite au moyen de variables aléatoires discrètes indépendantes et de leurs distributions 
de probabilités. Ces distributions de probabilités sont définies par un expert et/ou un manager 
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des risques à partir des probabilités d’occurrence des événements indésirables et la 
connaissance de leurs impacts sur la durée et les coûts des tâches de projet. Soit, T୧ la tâche i 
appartenant à un scénario du projet. Soit, D୘౟ et C୘౟ deux variables aléatoires discrètes 
représentant respectivement la durée et le coût de la tâche T୧. Les distributions de probabilités 
de D୘౟ et de C୘౟ sont respectivement notées Pୈ౐౟  et Pେ౐౟  avec, Pୈ౐౟ሺdሻ = PሺD୘౟ = dሻ la 
probabilité que  D୘౟ = d et Pେ౐౟ሺcሻ = PሺC୘౟ = cሻ est la probabilité que C୘౟ = c. Soit DD୘౟, le 
domaine de la variable aléatoire D୘౟ contenant les m valeurs discrètes de D୘౟ avec des 
probabilités non nulles et DC୘౟ le domaine de C୘౟ contenant les q valeurs discrètes de C୘౟ ayant 
des probabilités non nulles tel que :  
                                   DD୘౟ = {d୧ଵ … , d୧୫} / Pୈ౐౟(d୧୨) ≠ Ͳ                                             (III.33) 
                                    DC୘౟ = {c୧ଵ … , c୧୯} / Pେ౐౟(c୧୨) ≠ Ͳ                                              (III.34) 
 
Figure 27. Exemple de distributions de probabilités pour les coûts et les durées d’une tâche 
(Lachhab et al., 2018b) 
La Figure 27 donne un exemple de distributions de probabilités pour les coûts et les durées 
d’une tâche Tଵ appartenant à un scénario de projet. Les distributions de probabilités de chaque 
tâche du scénario sont définies de la même manière (non représentées sur la Figure 27). 
III.4.1.2. Evaluation des distributions de probabilités de coût et de durée d’un 
scénario de projet 
Cette partie consiste à définir la méthode utilisée pour évaluer un scénario de projet en termes 
de durée globale et de coût total.  
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Soit �, un scénario du graphe de projet G. La durée globale d’un scénario � est la somme des 
variables aléatoires correspondant aux durées des tâches et des sous-projets appartenant à ce 
scénario (idem pour le coût total de �).  
Soit (D୘౟ , D୘౟+భ) et (C୘౟ , C୘౟+భ) les variables aléatoires discrètes relatives respectivement aux 
durées et aux coûts de deux tâches successives ሺT୧, T୧+ଵሻ d’un scénario � du projet G. Avec Pୈ౐౟+భ  et Pେ౐౟+భ  les probabilités de distribution respectives de D୘౟+భ et de C୘౟+భ. 
Soit Dୗ୳୫୧+ଵ = D୘౟ + D୘౟+భ et Cୗ୳୫୧+ଵ = C୘౟ + C୘౟+భ deux variables aléatoires discrètes 
correspondant à la somme des variables aléatoires associées aux durées et aux coûts de deux 
tâches successives d’un scénario �. Soit Pୈ౏౫ౣ౟+భ  et Pେ౏౫ౣ౟+భ  les distributions de probabilités 
respectives des valeurs des durées et des coûts de Dୗ୳୫୧+ଵ  et de Cୗ୳୫୧+ଵ . Soit DDୗ୳୫୧+ଵ = DD୘౟ ×DD୘౟+భ, le domaine de Dୗ୳୫୧+ଵ  calculé en fonction du produit cartésien de DD୘౟ et de DD୘౟+భ, et DCୗ୳୫୧+ଵ = DC୘౟ × DC୘౟+భ, le domaine de Cୗ୳୫୧+ଵ  calculé en fonction du produit cartésien de DC୘౟ 
et de DC୘౟+భ, tels que : DD୘౟ × DD୘౟+భ = {ሺa, bሻ} / ∀a ∈ DD୘౟ , ∀b ∈ DD୘౟+భ                    (III.35)   
 DC୘౟ × DC୘౟+భ = {ሺx, yሻ} / ∀x ∈ DC୘౟ , ∀y ∈ DC୘౟+భ                      (III.36)   
D’où : 
                                                 DDୗ୳୫୧+ଵ = ⋃ ሺa + bሻ∀ሺୟ,ୠሻ ∈ ୈୈ౐౟×ୈୈ౐౟+భ                             (III.37) 
                                                 DCୗ୳୫୧+ଵ = ⋃ ሺx + yሻ∀ሺ୶,୷ሻ ∈ ୈେ౐౟×ୈେ౐౟+భ                              (III.38) 
En considérant que D୘౟ et DD୘౟+భ sont deux variables aléatoires discrètes indépendantes (idem 
pour C୘౟ et C୘౟+భ), la probabilité pour que la somme Dୗ୳୫୧+ଵ  soit égale à t est Pୈ౏౫ౣ౟+భ ሺtሻ. La 
probabilité pour que Cୗ୳୫୧+ଵ  soit égale à z est Pେ౏౫ౣ౟+భ ሺzሻ. 
Les probabilités Pୈ౏౫ౣ౟+భ ሺtሻ et Pେ౏౫ౣ౟+భ ሺzሻ sont calculées en utilisant le produit de convolution 
des distributions de probabilité relatives respectivement aux couples (D୘౟ , D୘౟+భ) et (C୘౟ , C୘౟+భ) 
Ainsi, ∀t ∈ DDୗ୳୫୧+ଵ  : 
 Pୈ౏౫ౣ౟+భ ሺtሻ = P(Dୗ୳୫୧+ଵ = t) = ∑ Pୈ౐౟ሺt − dሻ × Pୈ౐౟+భሺdሻ�ௗ∈ୈୈ౐౟+భ           (III.39) 
Et, ∀z ∈ DCୗ୳୫୧+ଵ  :  Pେ౏౫ౣ౟+భ ሺzሻ = P(Cୗ୳୫୧+ଵ = z) = ∑ Pେ౐౟ሺz − cሻ × Pେ౐౟+భሺcሻ�௖∈ୈେ౐౟+భ           (III.40) 
Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
110 
 
A partir de ces formules, nous définissons les probabilités de Dୱ et Cୱ (notées respectivement Pୈ౩ et Pେ౩), les deux variables aléatoires discrètes associées respectivement à la durée globale 
et au coût total du scénario � composé de la séquence des tâches ሺTଵ, … , T୬ሻ. Elles sont calculées 
en appliquant les formules récursives III.41 et III.42 suivantes : ∀t ∈ DDୱ, Pୈ౩ሺtሻ =  Pୈ౏౫ౣ౤ ሺtሻ = ∑ Pୈ౏౫ౣ౤−భ ሺt − dሻ × Pୈ౐౤ሺdሻୢ∈ୈୈ౐౤  / Pୈ౏౫ౣభ = Pୈ౐భ  
 (III.41)                                            
 ∀z ∈ DCୱ, Pେ౩ሺzሻ =  Pେ౏౫ౣ౤ ሺzሻ = ∑ Pେ౏౫ౣ౤−భ ሺz − dሻ × Pେ౐౤ሺdሻୢ∈ୈେ౐౤  / Pେ౏౫ౣభ = Pେ౐భ  
(III.42) 
Avec DDୱ et DCୱ, les domaines respectifs de Dୱ et de Cୱ, calculés en fonction des formules 
suivantes (n est le nombre de tâches du scénario) :  DDୱ = ⋃ሺaଵ + aଶ + ⋯+ a୬ሻ, ∀ሺaଵ, aଶ, … , a୬ሻ ∈ DD୘భ × DD୘మ × …× DD୘౤       (III.43)  
     DCୱ = ⋃ሺxଵ + xଶ + ⋯+ x୬ሻ, ∀ሺxଵ, xଶ, … , x୬ሻ ∈ DC୘భ × DC୘మ × …× DC୘౤         (III.44)                                                                    
S’il existe des sous-projets contenant q sous-séquences en parallèles (cf. Figure 28) et 
appartenant à la séquence du scénario �, la probabilité du coût total du sous-projet �P va être 
calculée en sommant les probabilités des coûts de toutes les sous-séquences en utilisant la 
formule III.42. Cependant, la durée globale du sous-projet �P est calculée différemment. En 
effet, la durée globale de �P est une variable aléatoire discrète qui est le maximum des durées 
des q sous-séquences parallèles planifiées à leurs dates au plus tôt. Dans la suite, la méthode de 
calcul de la probabilité de distribution du maximum de q variables aléatoires discrètes est 
détaillée. 
 
Figure 28. Exemple de sous-projet comportant q sous-séquences en parallèle, (Lachhab et al., 
2018b) 
Soit les notations suivantes :  − D�q୩ est une variable aléatoire discrète représentant la durée de la sous-séquence �୯ౡ, 
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− d୧୩ est une valeur de la durée D�q୩, − Pୈୗ୯ౡ est la probabilité de distribution de D�q୩, − Pୈୗ୯ౡሺd୧୩) est la probabilité que D�q୩ prenne la valeur d୧୩, − DD�q୩ est le domaine de la variable aléatoire D�q୩ contenant les q valeurs discrètes de D�q୩ tel que : 
                                                    DD�q୩ = {d୧୩}/Pୈୗ୯ౡሺd୧୩ሻ ≠ Ͳ                                      (III.45)  
La durée d’un sous-projet �P est définie comme le maximum des durées des q sous-séquences 
du sous-projet �P, notée D୑ୟ୶ୗ୔ , tel que : 
                                                       D୑ୟ୶ୗ୔ = MaxሺD�୯భ , … , D�୯qሻ                                       (III.46) 
Le maximum des variables aléatoires discrètes D୑ୟ୶ୗ୔  est une variable aléatoire discrète. DD୑ୟ୶ୗ୔  
est le domaine des valeurs de D୑ୟ୶ୗ୔  défini par : 
                                                         DD୑ୟ୶ୗ୔ = ⋃ DD�q୩୯୩=ଵ                                                (III.47)            Pୈ౉ax౏ౌ  est la distribution de probabilité de D୑ୟ୶ୗ୔ . Dans le cas où le sous-projet SP contient deux 
sous-séquences parallèles. La probabilité pour que D୑ୟ୶ୗ୔  soit égale à t est définie par : Pୈ౉ax౏ౌ ሺtሻ = Pୈୗ୯భሺD�qଵ = tሻ × Pୈୗ୯మሺD�qଶ ൑ tሻ + Pୈୗ୯మሺD�qଶ = tሻ × Pୈୗ୯భሺD�qଵ ൑ tሻ 
                        − Pୈୗ୯భሺD�qଵ = tሻ × Pୈୗ୯మሺD�qଶ = tሻ                                                    (III.48)        
Avec, ∀k ∈ {ͳ,… , q} :  
                               Pୈୗ୯ౡሺD�q୩ ൑ tሻ = ∑ Pୈୗ୯ౡሺD�q୩ = dሻ∀ୢ∈ୈୈୗ୯ౡ  ୢ≤୲                             (III.49) 
La généralisation de l’expression (III.48) à q sous-séquences en parallèle permet d’obtenir la 
formule suivante :  
∀t ∈ D୑ୟ୶ୗ୔ , Pୈ౉ax౏ౌ ሺtሻ = ∑ [  
 Pୈୗ୯ౡሺD�q୩ = tሻ × ∏ Pୈୗ୯ౠ(D�q୨ ൑ t)∀ୈୗ୯ౠ୨∈{ଵ,…,୯}୨≠୩ ]  
 ∀ୈୗ୯ౡ୩∈{ଵ,…,୯} −∏ Pୈୗ୯ౡሺD�q୩ = tሻ∀ୈୗ୯ౡ୩∈{ଵ,…,୯}  
                                                                                                                                           (III.50)  
Ainsi, à partir de ces expressions, nous sommes en mesure d’évaluer les distributions de 
probabilités de coût et de durée d’un scénario �. Il s’agit maintenant d’évaluer la probabilité de 
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dominance d’un scénario vis-à-vis d’un autre afin de construire le front de Pareto sous 
incertitudes. 
III.4.2. Probabilité de Pareto-dominance 
Dans la partie précédente, les formules permettant de calculer les distributions de probabilités 
de la durée globale et du coût total d’un scénario ont été définies. Dans cette partie, la probabilité 
pour qu’un scénario domine un autre scénario au sens de Pareto en termes de coût et de durée 
est définie dans la sous-section III.4.2.1. Ensuite, ces scénarios vont être comparés afin de 
construire le front de Pareto selon les exigences du décideur à propos du niveau d’incertitude 
acceptable.  
III.4.2.1. Pareto-dominance entre deux scénarios 
Dans cette partie, la probabilité de dominance entre deux scénarios dans le cas multi-objectif 
est définie. Soit �୧ et �୨ deux scénarios de projet à comparer pour déterminer lequel des deux 
scénarios domine l’autre au sens de Pareto, par rapport aux critères de coût et de durée, dans un 
environnement incertain. Soit Dୗ౟ la durée globale associée au scénario �୧. Dୗ౟ est une variable 
aléatoire discrète caractérisée par sa distribution de probabilités Pୈ౏౟ . Les distributions de 
probabilités Pୈ౏౟  et Pୈ౏ౠ  associées respectivement aux durées des scénarios �୧ et �୨ ont une plage 
de valeurs comprise entre les valeurs nominales et maximales respectives des durées pour 







Figure 29. Exemple de représentation de deux distributions de probabilités des durées des 
scénarios �௜ et �௝, adapté de (Lachhab et al., 2018b) 
Un scénario �୧ domine un autre scénario �୨ au sens de Pareto (noté �୧ ≺ �୨) si, pour tout critère O ∈ {C, D}, Oୗ౟ ൑ Oୗౠ et il existe au moins un critère O tel que Oୗ౟ < Oୗౠ (avec Oୗ౟, la valeur du 
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critère O pour le scénario �୧). Nous devons donc évaluer ces inégalités selon leur probabilité. 
Prenons le cas du critère durée de réalisation d’un scénario i (Dୗ౟). 
La probabilité pour que Dୗ౟ soit strictement inférieure à Dୗౠ est donnée par l’expression 
suivante : P ቀDୗ౟ < Dୗౠቁ = P ቀDୗ౟− ൑ Dୗ౟ < Dୗౠ−ቁ + PቀDୗ౟+ ൑ Dୗౠ < Dୗౠ+ቁ 
      −PቀDୗ౟− ൑ Dୗ౟ < Dୗౠ−ቁ × P ቀDୗ౟+ ൑ Dୗౠ < Dୗౠ+ቁ + P ቀDୗౠ− ൑ Dୗ౟ < Dୗౠ ൑ Dୗ౟+ቁ       
 (III.51) 
D’où,  P ቀDୗ౟ < Dୗౠቁ = ∑ P(Dୗ౟ = x) + ∑ PቀDୗౠ = yቁ୷ ∈ ]ୈ౏౟+,ୈ౏ౠ+]୶ ∈ [ୈ౏౟−,ୈ౏ౠ−[ −                               ∑ P(Dୗ౟ = x)୶ ∈ [ୈ౏౟−,ୈ౏ౠ−[ × ∑ PቀDୗౠ = yቁ +୷ ∈ ]ୈ౏౟+,ୈ౏ౠ+]                               ∑ P(Dୗ౟ = x) × PቀDୗౠ = yቁሺ୶,୷ሻ ∈ [ୈ౏ౠ−,ୈ౏౟+]మ୶ < ୷   
  (III.52) 
La probabilité pour que Dୗ౟ soit égale à Dୗౠ est donnée par : 
         P ቀDୗ౟ = Dୗౠቁ = ∑ PሺDୗ౟ = xሻ × PሺDୗౠ = yሻሺ୶,୷ሻ ∈ [ୈ౏౟−,ୈ౏౟+]×[ୈ౏ౠ−,ୈ౏ౠ+]୶ = ୷                 (III.53) 
Ces probabilités ont été définies en considérant les différents cas possibles de représentation 
des distributions de probabilités des durées de deux scénarios. La Figure 29 donne l’exemple 
de représentation de deux distributions de probabilités selon le critère de durée pour le cas où  Dୗ౟− < Dୗౠ− < Dୗ౟+ < Dୗౠ+. Par analogie, Soit Cୗ౟ la durée globale associée au scénario �୧. Cୗ౟ est une variable aléatoire discrète représentée par la distribution de probabilité Pେ౏౟ . Les 
distributions de probabilités Pେ౏౟   et Pେ౏ౠ  associées respectivement aux coûts des scénarios �୧ et �୨ ont une plage de valeurs comprises entre les valeurs nominales et maximales respectives des 
coûts pour chaque scénario : [Cୗ౟−, Cୗ౟+] et [Cୗౠ−, Cୗౠ+].  
La probabilité pour que Cୗ౟ soit strictement inférieure à Cୗౠ est donnée par : P ቀCୗ౟ < Cୗౠቁ = P ቀCୗ౟− ൑ Cୗ౟ < Cୗౠ−ቁ + P ቀCୗ౟+ ൑ Cୗౠ < Cୗౠ+ቁ 
                  −PቀCୗ౟− ൑ Cୗ౟ < Cୗౠ−ቁ × P ቀCୗ౟+ ൑ Cୗౠ < Cୗౠ+ቁ + PቀCୗౠ− ൑ Cୗ౟ < Cୗౠ ൑ Cୗ౟+ቁ                
(III.54) 
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D’où,  P ቀCୗ౟ < Cୗౠቁ = ∑ P(Cୗ౟ = x) + ∑ PቀCୗౠ = yቁ୷ ∈ ]େ౏౟+,େ౏ౠ+]୶ ∈ [େ౏౟−,େ౏ౠ−[ −                               ∑ P(Cୗ౟ = x)୶ ∈ [େ౏౟−,େ౏ౠ−[ × ∑ PቀCୗౠ = yቁ +୷ ∈ ]େ౏౟+,େ౏ౠ+]                               ∑ P(Cୗ౟ = x) × PቀCୗౠ = yቁሺ୶,୷ሻ ∈ [େ౏ౠ−,େ౏౟+]మ୶ < ୷   
                                                                                                                                        (III.55) 
La probabilité pour que Cୗ౟ soit égale à Cୗౠ est donnée par : 
        P ቀCୗ౟ = Cୗౠቁ = ∑ PሺCୗ౟ = xሻ × PሺCୗౠ = yሻሺ୶,୷ሻ ∈ [େ౏౟−,େ౏౟+]×[େ౏ౠ−,େ౏ౠ+]୶ = ୷                 (III.56) 
Définition 1 : Probabilité de dominance dans le cas multi-objectif  
Nous considérons que �୧(Cୗ౟ , Dୗ౟) domine �୨ ቀCୗౠ , Dୗౠቁ au sens de Pareto (noté, �୧ ≺ �୨) si : (ቀCୗ౟ < Cୗౠቁ  et ቀDୗ౟ < Dୗౠቁ) ou (ቀCୗ౟ < Cୗౠቁ  et ቀDୗ౟ = Dୗౠቁ)  
                                                  ou (ቀCୗ౟ = Cୗౠቁ  et ቀDୗ౟ < Dୗౠቁ) 
Cela correspond à la définition de la dominance au sens de Pareto où une solution domine une 
autre solution si elle est meilleure sur les deux objectifs. Ainsi, la probabilité pour que �୧ domine �୨ au sens de Pareto est donnée par :  P(�୧  ≺ �୨) = P ቀCୗ౟ < Cୗౠቁ × P ቀDୗ౟ < Dୗౠቁ + P ቀCୗ౟ < Cୗౠቁ × P ቀDୗ౟ = Dୗౠቁ +                                      P ቀCୗ౟ = Cୗౠቁ × P ቀDୗ౟ < Dୗౠቁ                                                        (III.57) 
L’équation III.57 peut être écrite aussi sous la forme suivante : P(�୧  ≺ �୨) = P ቀCୗ౟ < Cୗౠቁ × [P ቀDୗ౟ < Dୗౠቁ + PቀDୗ౟ = Dୗౠቁ] +  P ቀCୗ౟ = Cୗౠቁ ×                                    P ቀDୗ౟ < Dୗౠቁ                                                                                     (III.58) 
III.4.2.2. Exigence de Pareto-dominance entre scénarios 
Dans la partie précédente, la probabilité pour qu’un scénario de projet domine un autre 
scénario a été définie. Cette probabilité doit être calculée pour tous les scénarios deux à deux et 
dans les deux sens car P(�୧  ≺ �୨) ≠ P(�୨  ≺ �୧), ∀ i ∈ {ͳ, … , n} et ∀ j ≠ i. 
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Une fois que toutes les probabilités sont calculées, le décideur fixe un seuil de tolérance 
d’incertitude, noté θ (Ͳ ൑ Ʌ ൑ ͳ). Ce seuil permet de sélectionner les solutions Pareto-
optimales en termes de coût et de durée avec un certain niveau d’acceptation des incertitudes 
sur les critères d’évaluation du projet.  
Définition 2 : Exigences de Pareto-dominance dans le cas multi-objectif  
Pour garder une solution �୧ sur le Front de Pareto (FP), il faut que la probabilité pour qu’elle 
soit dominée par les autres solutions soit au maximum égale au seuil θ. C’est-à-dire : 
 ∀ i ∈ {ͳ,… , n} et ∀ j ≠ i : 
                                                    max୨  P(�୨  ≺ �୧) ൑ Ʌ                                                     (III.59) 
Ainsi, plus le seuil de tolérance θ est élevé, plus le Front de Pareto contiendra des solutions 
dont l’incertitude sur les valeurs de durée et de coût est grande. 
Dans la prochaine partie, un exemple de graphe de projet est considéré afin d’appliquer la 
méthode proposée dans la sous-section III.4.2 et les formules de probabilités définies dans la 
sous-section III.4.1. 
III.4.2.3. Exemple d’application 
Soit G, le modèle de graphe de projet considéré (Figure 30). T଴ et Tଵ଴ sont les deux tâches 
fictives indiquant le début et la fin du projet. 
 
Figure 30. Exemple de graphe de projet, (Lachhab et al., 2018b) 
Dans ce graphe, il y a trois scénarios possibles : �ଵ = {Tଵ, �Pଷସ, T଻}, �ଶ = {Tଶ, �Pହ଺, T଼ } et �ଷ = {Tଶ, �Pହ଺, Tଽ}. Pour chaque tâche du  projet {Tଵ, … , Tଽ}, sont associées deux distributions 
de probabilités relatives aux critères de coût et de durée. Les distributions de probabilités 
associées aux sous-projets �Pଷସ et �Pହ଺ sont calculées à l’aide des formules III.41, III.42 et 
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III.50 (les distributions de probabilités des coûts et des durées des tâches et des sous-projets du 
graphe G sont représentées sous forme de tableaux dans l’annexe 1). Ensuite, les distributions 
de probabilités associées aux valeurs de coût et de durée des trois scénarios �ଵ, �ଶ et �ଷ sont 
calculées à l’aide des formules III.41 et III.42 (cf. sous-section III.4.1.2). Les résultats du calcul 
de ces distributions de probabilités pour chaque scénario sont donnés dans l’annexe 1. Les 
probabilités de dominance entre �ଵ, �ଶ et �ଷ sont enfin calculées en fonction des formules III.52, 
III.53, III.54, III.55 et III.58 (cf. sous-section III.4.2.1). Les résultats de calcul des probabilités 
de dominance entre les scénarios sont représentés dans le Tableau 6.  
Le Tableau 6 indique également les valeurs du maximum de l’inégalité III.57 (cf. sous-section 
III.4.2.1). En effet, chaque scénario est comparé en terme de Pareto-dominance avec les deux 
autres scénarios en calculant la probabilité pour qu’il soit dominé par les autres scénarios. Le 
maximum des valeurs de probabilités pour que chaque scénario soit dominé par les autres et 
ensuite calculé afin de le comparer avec la valeur du seuil θ définie dans la sous-section 
III.4.2.2. La probabilité pour que la solution �ଵ soit dominée est très faible alors que la 
probabilité pour que les solutions �ଶ et �ଷ soient dominées est beaucoup plus importante. Le 
paramètre θ, fixé par l’utilisateur, va permettre de décider si ces solutions sont conservées ou 
non. 
Solution Probabilités de dominance Max 
�ଵ     Pሺ�ଶ ≺ �ଵሻ = 0.00051       Pሺ�ଷ ≺ �ଵሻ = 0.000013 0.00051 �ଶ Pሺ�ଵ ≺ �ଶሻ = 0.95 Pሺ�ଷ ≺ �ଶሻ = 0.19 0.95 �ଷ Pሺ�ଵ ≺ �ଷሻ = 0.99 Pሺ�ଶ ≺ �ଷሻ = 0.51 0.99 
Tableau 6. Valeurs des probabilités de dominance entre �ଵ, �ଶ et �ଷ, (Lachhab et al., 2018b) 
Nous considérons quatre cas :  − Ʌ = ͳ, le front de Pareto est : FP = {�ଵ, �ଶ, �ଷ}. Ce qui implique une exigence très faible de 
dominance. Une très grande incertitude est tolérée. Le front de Pareto comporte toutes les 
solutions et un niveau de risque très élevé est accepté (aucune solution n’est suffisamment 
dominée pour être retirée) ; − Ʌ = Ͳ.ͻͷ, le front de Pareto est : FP = {�ଵ, �ଶ}, ce qui correspond à une exigence plus faible 
de dominance et un peu moins d’incertitude est tolérée ; 
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− Ʌ = Ͳ.ʹ, le front de Pareto est : FP = {�ଵ}, ce qui correspond à une exigence faible de 
dominance. L’incertitude tolérée est faible. − Ʌ = Ͳ, le front de Pareto est : FP = ∅. Ce qui implique une exigence stricte (trop forte) de 
dominance (incertitude nulle). Ce cas n’est pas réaliste car toutes les solutions sont 
éliminées systématiquement. 
 
Figure 31. Front de Pareto de �ଵ, �ଶ et �ଷ, adapté de (Lachhab et al., 2018b) 
La Figure 31 représente les trois scénarios avec leurs intervalles de valeurs pour leurs critères 
de coût et de durée. Il reste au décideur à faire le choix final du scénario en fonction du degré 
d’exigence Ʌ et de ses préférences. 
III.4.3. Algorithme d’optimisation MOPACO    
Dans cette partie, la méthode proposée dans la sous-section III.4.2 est intégrée dans 
l’algorithme MONACO afin de proposer l’algorithme MOPACO qui tient compte des 
distributions de probabilités sur les valeurs de coûts et de durées.  
L’algorithme MOPACO est basé sur une seule colonie de fourmis. Il construit les solutions à 
partir d'un graphe de projet en minimisant simultanément le coût total du projet ainsi que sa 
durée globale. A chaque itération, chaque fourmi construit sa solution indépendamment. 
Chaque arc ሺi, jሻ du graphe G contient deux traces de phéromones pour chaque critère de coût 
et de durée. La quantité de phéromone déposée sur ሺi, jሻ pour chaque critère O ∈ {C, D} est notée τ୧୨୓. Toutes les fourmis de la colonie sont initialisées à partir du premier nœud du graphe de 
projet. Le prochain nœud j à atteindre par chaque fourmi f à partir d’un nœud i du graphe est 
sélectionné en utilisant la formule de probabilité p୧୨୤  qui est exprimée en fonction de l'attractivité 
locale et de l'attractivité globale des traces de phéromones par rapport à chaque critère du projet 
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(coût, durée). La probabilité p୧୨୤  dépend également des poids (Ƚ, Ⱦ) associés respectivement aux 
attractivités globales et locales.  
La formule de probabilité est donnée dans l'équation III.60, avec j ∈ N୧ (N୧ est l'ensemble des 
nœuds voisins de i) : 
              p୧୨୤ = [ቀτ౟ౠిቁλౠి ቀτ౟ౠీቁλౠీ ]ಉ× [ቀη౟ౠిቁλౠి ሺη౟ౠీሻλౠీ ]ಊ∑ ቌ[(τ౟ౢి)λౢి (τ౟ౢీ)λౢీ ]ಉ× [(η౟ౢి)λౢి (η౟ౢీ)λౢీ ]ಊቍౢ∈ొ౟                              (III.60)     
Les paramètres (Ʉ୧୨େ, Ʉ୧୨ୈ) représentent les attractivités locales du nœud j, liées respectivement au 
coût et à la durée. Elles sont calculées comme suit : Ʉ୧୨େ = φిେ̅౐ౠ                                                         (III.61)        
  Ʉ୧୨ୈ = φీୈ̅౐ౠ                                                         (III.62)        
Les valeurs C̅୘ౠ  et D̅୘ౠ  sont les valeurs moyennes du coût et de la durée de la tâche correspondant 
au nœud j. Ces valeurs moyennes sont calculées à partir des distributions de probabilités de coût 
et de la durée de la tâche. Les constantes (φେ, φୈ) sont respectivement supérieures ou égales 
aux valeurs de ( C̅୘ౠ , D̅୘ౠ) pour garantir que les attractivités locales (Ʉ୧୨େ, Ʉ୧୨ୈ) sont toujours 
supérieures ou égales à 1. Elles sont calculées comme suit : 
                         φେ = MAX୘ౠ∈୘ౌ ሺC̅୘ౠሻ                                            (III.63) 
                            φୈ = MAX୘ౠ∈୘ౌሺD̅୘ౠሻ                                            (III.64) 
A la fin de chaque itération, chaque fourmi de la colonie ayant atteint le dernier nœud du graphe 
de projet dépose deux quantités de phéromones ሺτ୧୨େ, τ୧୨ୈ), associées aux deux critères ሺC, Dሻ, sur 
chaque arc ሺi, jሻ appartenant à son chemin. Les quantités de phéromones sont initialisées à 
(τ଴େ, τ଴ୈ ) et sont mises à jour à la fin de chaque itération en prenant en compte le taux 
d'évaporation des quantités de phéromones d'une itération à une autre. Le taux d’évaporation 
est noté par ρ et les formules de mises à jour des quantités de phéromones par rapport à chaque 
critère de (C, D) sont formulées par : τ୧୨େሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨େሺitሻ + ∑ ଵେ̅౐ౠୗ∈{ୗ౟౪}                              (III.65) 
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 τ୧୨ୈሺit + ͳሻ = ሺͳ − ρሻ × τ୧୨ୈሺitሻ + ∑ ଵୈ̅౐ౠୗ∈{ୗ౟౪}                              (III.66) {�୧୲} est l'ensemble des scénarios construits par toutes les fourmis de la colonie à l'itération it 
qui passent par l’arc (i, j). La somme des poids (λ୨େ, λ୨ୈ) est égale à 1 et ils sont définis à partir 
des équations III.19 à III.30. 
III.4.4. Description de l’algorithme   
L'algorithme 2 donne la structure générale de l'algorithme MOPACO. Le cadre de l'outil 
d'optimisation basé sur l’algorithme MOPACO est représenté sur la Figure 32. Il est quasi 
identique à celui présenté dans la section III.3.3 de ce chapitre avec des modifications au niveau 
du fichier "Graph.rb". Ce fichier contient la matrice de nœuds adjacents et l'ensemble des 
distributions de probabilités des valeurs de coûts et de durées associées aux nœuds du graphe 
de projet. Ce fichier est la première entrée du programme principal stocké dans le fichier 
"MOPACO.rb". Les paramètres de l'algorithme sont également modifiés. Ils sont définis et 
stockés dans le fichier "Parameters.rb". Le fonctionnement de l’algorithme MOPACO est le 
même que celui de l’algorithme MONACO déjà décrit dans la section III.3.3. 
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Algorithme. Algorithme MOPACO Ƚ # poids de l’attractivité globale (traces de phéromones) ; Ⱦ # poids de l’attractivité locale. ρ # taux d’évaporation des phéromones ; φେ, φୈ # constantes ; CpC଴ # capital initial de coût ; CpD଴ # capital initial de durée. λ ଴୓ =  λ଴  ∀O ∈ {C, D} # les valeurs initiales des poids dynamiques pour chaque critère. 
Pheromone initialization: τ୧୨୓ ← τ଴ ∀ሺi, jሻ and ∀O ∈ {C, D} # tous les arcs sont initialisés avec 
la même quantité de phéromone pour chaque critère. 
NB_iterations # nombre d’itérations. 
NB_ants # nombre de fourmis. 
θ # seuil d’acceptation d’incertitudes. 
it = 1 
While it <= NB_iterations Do   
          Put NB_ants in node Start # les fourmis de la colonie sont lancées à partir du nœud 
          de départ. 
                     For each ant � Do 
                            While ant � has not reach the last node Do 
                                  Move to the neighbour node using the probability p୧୨୤  # la fourmi f 
                                  fait le choix du prochain nœud à atteindre selon la formule de 
                                  probabilité III.60 en calculant les poids dynamiques à l’aide des 
                                  formules III.19 et III.20.  
                            End While 
                            Compute objectives values # la fourmi f calcule les distributions de  
                            probabilités du coût et de la durée de son scénario (chemin mémorisé). 
                     End For 
                      Compute Probability_of_Dominance # Chaque scénario est comparé avec tous 
                      les autres scénarios au sens de Pareto en fonction de la formule III.58 qui 
                      permet de calculer la probabilité de dominance  
                      Build Probabilistic Pareto-front_it of the iteration it # le front de Pareto de 
                      l’itération it est construit selon le seuil θ fixé par le décideur à l’aide de la 
                      formule III.59. 
                      Delete ants’ information # la colonie est détruite pour la remplacer par une 
                      nouvelle colonie à l’itération suivante. 
                      it = it+1 
                      Pheromones evaporation # chaque valeur de la matrice de phéromones est 
                      multipliée par ρ (taux d’évaporation des phéromones). 
                      Update the pheromone trails τ୧୨୓ ሺitሻ # chaque fourmi ayant généré une 
                      solution sur le front de Pareto dépose les quantités de phéromones sur son  
                      chemin en utilisant les formules III.65 et III.66. 
End While 
global_archive = global_archive + Pareto-front _it # l’archive globale permet d’enregistrer 
le front de Pareto cumulé obtenu à chaque itération.  
Build final Probabilistic Pareto-front # Les solutions non-dominées du front de Pareto de 
l’archive globale sont conservées, les autres sont retirées. 
Compute-performance # Les indicateurs de performances sont calculés pour évaluer la 
qualité du front de Pareto obtenu. 
Return le front de Pareto à présenter au décideur 
Algorithme 2. Pseudo-code de l’algorithme MOPACO  




Figure 32. Vue d’ensemble du cadre d’implémentation de l’algorithme MOPACO, adapté de 
(Lachhab et al., 2018a) 
III.4.5. Expérimentations, résultats et discussion  
Une série d’expérimentations a été effectuée afin de réaliser une analyse comparative des 
performances de l'algorithme MOPACO en fonction du seuil Ʌ (cf. sous-section III.4.2.3). 
Le graphe de projet considéré est basé sur la structure de graphe de la Figure 21. Elle est 
composée de 100 nœuds avec 6 niveaux séquentiels. Chaque niveau est composé de 16 à 19 
nœuds. Les distributions de coût et de durée pour chaque tâche sont déterminées aléatoirement 
pour trois valeurs de coût et trois valeurs de durée. Les combinaisons pour cet exemple de 
graphe de projet donnent ͳͻE + ͸ scénarios possibles. Les valeurs initiales des paramètres, 
permettant de fournir les meilleures performances de l’algorithme MOPACO dans un temps 
raisonnable, sont indiquées dans le Tableau 7 et ont été évaluées de manière empirique. En 
effet, les valeurs de ces paramètres ont été fixées grâce à une analyse de sensibilité en particulier 
pour les paramètres Ƚ, Ⱦ et ρ (les paramètres τ଴େ, τ଴ୈ, φେ, φୈ, λ ଴େ et λ଴ୈ n’ayant que peu 
d’influence sur les performances de l’algorithmes MOPACO). 
Symbole Paramètre Valeur Ƚ Poids associé à l’attractivité globale 5 Ⱦ Poids associé à l’attractivité locale 3 ρ Taux d’évaporation 0.5 τ଴େ , τ଴ୈ  Quantités initiales de phéromones 1 φେ, φୈ  Constantes 1 λ ଴େ , λ଴ୈ  Valeurs des poids  0.5 
Tableau 7. Réglage des paramètres initiaux 
La colonie contient 50 fourmis et le nombre d'itérations considéré est fixé à 20. Deux 
indicateurs de performance ont été considérés pour évaluer l’algorithme MOPACO. Ces 
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indicateurs sont la performance moyenne (équation III.67) et l'écart type de la performance 
moyenne (équation III.68). La performance moyenne et son écart-type sont calculés à partir des 
valeurs moyennes des coûts et des durées des solutions Pareto-optimales obtenues à la fin de 
chaque itération. Rappelons que les valeurs de coûts et de durées dans l’algorithme MOPACO 
sont représentées sous formes de distributions de probabilités comme expliqué dans la sous-
section III.4.1. A la fin de chaque itération et lorsque toutes les fourmis de la colonie ont atteint 
le dernier nœud du graphe de projet, un front de Pareto est construit. Ce front de Pareto 
comporte tous les scénarios ayant respecté les exigences de Pareto-dominance entre scénarios 
(voir la sous-section III.4.2.2) en fonction du seuil Ʌ. Les indicateurs de performance sont MeanPerf (valeur moyenne du produit du coût moyen par la durée moyenne) et �tdDevPerf 
(l’écart type du produit des écarts types de coût et de durée) : 
                                       MeanPerf = MeanC ×  MeanD                                           (III.67)     
                                         �tdDevPerf = �tdDevC ×  �tdDevD                                       (III.68)    
L’indicateur d’hypervolume ne peut pas être utilisé ici en raison du caractère incertain des 
solutions. Nous n’avons pas de valeur unique de coût et de durée mais des ensembles de valeurs 
plus ou moins probables. Dans ce contexte, le calcul de l’hypervolume sur des valeurs 
moyennes, minimales ou maximales n’a pas de sens car, dans l’espace des objectifs, une 
solution peut se retrouver au-dessus d’une autre sans pour autant la dominer. L’objectif de nos 
expérimentations est de vérifier qu’il est possible d’optimiser la sélection de scénarios sous 
incertitudes avec notre algorithme MOPACO. Volontairement, le nombre de fourmis (50 
fourmis) et le nombre d’itérations (20 itérations) choisis pour l’algorithme est peu élevé de 
manière à obtenir les solutions dans un temps raisonnable. Les expérimentations concernent 
donc les performances atteintes en fonction du nombre d’itérations et de la valeur du paramètre Ʌ (le seuil de probabilité de dominance qui permet de régler le nombre de solutions conservées 
sur le front de Pareto en fonction des incertitudes). Les résultats de l’exécution de l’algorithme 
MOPACO pour 20 itérations et 50 fourmis sont représentés sur les Figure 33, Figure 34, Figure 
35 et Figure 36. Les courbes représentent les performances par rapport au nombre d'itérations 
et suivant des valeurs différentes de θ (Ʌ = Ͳ.ͳ, Ʌ = Ͳ.ͷ, Ʌ = Ͳ.ͺ et Ʌ = ͳ). Le but est de 
visualiser les performances de l’algorithme MOPACO et son comportement selon les valeurs 
de Ʌ. Les expérimentations réalisées montrent bien que le nombre de solutions sur le front de 
Pareto évolue avec l’augmentation de la valeur de Ʌ ainsi que de la durée d’exécution totale de 
l’algorithme MOPACO. Ainsi, plus l’exigence de dominance est grande, plus le nombre de 
solutions conservées sur le front de Pareto est faible. Une exigence faible de dominance entraîne 
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un grand nombre de solutions et donc un temps de calcul important. En effet, dans la Figure 33, 
pour Ʌ =  Ͳ.ͳ, la durée totale de l’exécution de l’algorithme est d’environ 2 minutes et la 
performance moyenne est de ͳ.ͳ͵E + ͹. Pour Ʌ =  Ͳ.ͷ (cf. Figure 34), la durée totale de 
l’exécution de l’algorithme est d’environ 5 minutes et la performance moyenne est de ͳ.ͳͷE +͹. Pour Ʌ =  Ͳ.ͺ (cf. Figure 35), la durée totale de l’exécution de l’algorithme est d’environ 20 
minutes et la performance moyenne est de ͳ.ͳ͸E + ͹. Et enfin, pour Ʌ =  ͳ (cf. Figure 36), la 
durée totale de l’exécution de l’algorithme est d’environ 5 heures et la performance moyenne 
est de ͳ.ʹͷE + ͹.  
Figure 33. La performance moyenne et l’écart type de la performance moyenne de 
l’algorithme MOPACO avec θ = 0.1 
Figure 34. La performance moyenne et l’écart type de la performance moyenne de 
l’algorithme MOPACO avec θ = 0.5 
Figure 35. La performance moyenne et l’écart type de la performance moyenne de 
l’algorithme MOPACO avec θ = 0.8 
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Figure 36. La performance moyenne et l’écart type de la performance moyenne de 
l’algorithme MOPACO avec θ = 1 
A partir de ces résultats, nous pouvons constater qu’il y a une augmentation minime de la 
performance moyenne face à la croissance de la valeur de Ʌ (c’est le même cas pour l’écart type 
de la performance moyenne). Ainsi, il est plus intéressant pour le décideur de sélectionner une 
valeur faible pour Ʌ lui permettant d’avoir moins de solutions sur le front de Pareto avec des 
incertitudes acceptables dans un temps raisonnable (en quelques secondes). Les 
expérimentations ont montré aussi qu’en augmentant le nombre d’itérations et le nombre de 
fourmis, le temps d’exécution de l’algorithme MOPACO augmente considérablement avec 
l’augmentation de la valeur de Ʌ (par exemple, avec 100 itérations et 100 fourmis ainsi que pour Ʌ =  Ͳ.ͺ, la durée de la 50ème itération est d’environ 70 min). Il faut noter aussi que l’algorithme 
MOPACO est performant uniquement sur des instances de petite taille. Le passage à des 
graphes de projet comportant plus de 6 niveaux entraîne un temps de calcul rédhibitoire. Ainsi, 
il est impossible d’appliquer l’algorithme sur un modèle de graphe de projet de grande taille 
dans un temps raisonnable avec l’algorithme MOPACO bien qu’il soit plus représentatif du 
contexte industriel réel. Le temps de calcul nécessaire au calcul de toutes les valeurs de coût et 
de durée ainsi que de leurs probabilités est très important. 
III.4.6. Synthèse     
Dans cette section, nous avons proposé une approche probabiliste et multi-objectif permettant 
de comparer, au sens de Pareto et sous incertitudes, les scénarios d’un graphe de projet. 
L’approche permet de construire un front de Pareto en tenant compte des distributions de 
probabilités des valeurs de coût et de durée pour chaque scénario ainsi que du niveau 
d’incertitude accepté par le décideur. Les distributions de probabilités permettent de modéliser 
les impacts des risques sur les objectifs du projet (coût, durée) et donc l’incertitude. Nous avons 
ensuite intégré cette approche dans l’algorithme MONACO. Nous l’avons donc adapté pour 
proposer l’algorithme MOPACO permettant d’optimiser la sélection des scénarios de projet 
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dans un espace objectif à deux dimensions (coût, durée). Le but de cette intégration est d’adapter 
l'algorithme MONACO afin de le rendre plus réaliste vis-à-vis de la prise en compte des 
différents risques potentiels et de leurs impacts sur le coût et la durée d’un scénario de projet.  
Cependant, les expérimentations réalisées ont montré que l’algorithme MOPACO n’est 
réellement fonctionnel que sur des instances de petite taille. Nous avons constaté aussi que la 
durée d’exécution de cet algorithme augmente de manière exponentielle en fonction de la taille 
de l’instance, du nombre de fourmis, du nombre d’itérations et des valeurs de ρ et de Ʌ. Dans 
le fonctionnement actuel, chaque fourmi calcule les distributions de probabilités correspondant 
à son chemin systématiquement, même si ce chemin a déjà été emprunté par d’autres fourmis. 
Une optimisation possible de l’algorithme MOPACO consisterait à mémoriser le calcul des 
distributions de probabilités en évitant de calculer plusieurs fois celles correspondant aux 
mêmes chemins (ou portions de chemin) empruntés par d’autres fourmis.  
III.5. Conclusion  
Ce chapitre a permis de présenter notre outil d’aide à la décision multicritère permettant 
d’optimiser la sélection de scénarios sous incertitudes à partir d’un graphe de projet. Ce graphe 
inclut toutes les alternatives de choix de conception et de réalisation d’un nouveau système. 
Nous avons proposé alors deux approches différentes pour la modélisation des incertitudes sur 
les objectifs du projet (coût, durée) ainsi que pour la résolution.  
La première approche a été présentée dans la section III.3. C’est une approche de résolution 
à trois dimensions qui consiste à optimiser l’incertitude globale du projet avec sa durée 
nominale et son coût nominal. L’incertitude a été définie comme étant l’impact des risques sur 
les objectifs du projet. Elle a été modélisée dans cette première approche par des intervalles 
dont les valeurs sont équiprobables. Nous avons donc développé un nouvel algorithme 
d’optimisation multi-objectif à base de colonies de fourmis, appelé MONACO. Cet algorithme 
a la particularité de permettre aux fourmis d’apprendre selon le chemin qu’elles ont emprunté 
afin d’influencer leurs futurs choix. Nous avons également comparé les performances de 
l’algorithme MONACO (avec apprentissage) avec un algorithme MOACO standard (sans 
apprentissage). Les résultats des différentes expérimentations réalisées dans la sous-section 
III.3.4 ont montré que l’algorithme MONACO permet de générer de meilleures solutions 
Pareto-optimales que l’algorithme MOACO standard.  
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La deuxième approche de résolution a été présentée dans la section III.4 de ce chapitre. Cette 
approche consiste à considérer l’espace des objectifs selon deux dimensions (coût, durée) et de 
tenir compte des incertitudes sur ces deux critères grâce à la représentation des valeurs de coût 
et de durée sous formes de distributions de probabilités. Nous avons donc proposé une évolution 
de l’algorithme MONACO qui tient compte de ces changements et que nous avons appelé 
algorithme MOPACO. Cet algorithme est basé sur une méthode probabiliste permettant la 
comparaison, sous incertitudes, de solutions Pareto-optimales d’un graphe de projet suivant les 
critères de coût et de durée. Le but de cette approche est de fournir une représentation plus 
réaliste des incertitudes que la modélisation par intervalles. Le front de Pareto final est construit 
en respectant les exigences de Pareto dominance entre les solutions suivant le paramètre Ʌ (voir 
sous-section III.4.2.2). Les expérimentations réalisées dans la sous-section III.4.5 montrent que 
le réglage du paramètre Ʌ a un impact direct sur la durée d’exécution de l’algorithme MOPACO 
et sur le nombre et la qualité des solutions sur le front de Pareto. Autrement dit, le choix d’une 
grande valeur de Ʌ permet d’obtenir beaucoup de solutions incertaines sur le front de Pareto et 
le temps de calcul augmente exponentiellement. Par contre, le choix d’une faible valeur de Ʌ 
permet à l’algorithme MOPACO de générer dans un temps raisonnable moins de solutions sur 
le front de Pareto avec des incertitudes plus faibles. 
Les résultats des différentes expérimentations réalisées dans la sous-section III.4.5 ont 
également montré que l’algorithme MOPACO ne peut être appliqué que sur des instances de 
petite taille. En effet, le temps d’exécution de l’algorithme MOPACO augmente 
considérablement avec la taille du graphe de projet. Nous nous sommes limités à des instances 
dans lesquelles chaque tâche à une distribution de probabilités répartie sur trois valeurs 
seulement et dont les scénarios ne comportent que six tâches séquentielles afin de limiter le 
temps de résolution. L’analyse des causes de cette lenteur montre que des améliorations peuvent 
être apportées en faisant en sorte de ne pas recalculer systématiquement les distributions de 
probabilités des durées et des coûts de scénarios qui ont déjà été rencontrés. Chaque fourmi 
effectue aujourd’hui le calcul récursif en utilisant les formules III.41 et III.42 sans vérifier 
auparavant que le chemin correspondant n’a pas déjà été visité par une autre fourmi. L’étude 
de mécanismes permettant aux fourmis de mieux apprendre et diffuser leur savoir aux autres 
constitue une perspective intéressante à étudier. 
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CONCLUSION ET PERSPECTIVES 
Dans ce mémoire de thèse, nous nous sommes intéressés à la proposition d’un outil d’aide à 
la décision multicritère qui permet d’optimiser sous incertitudes la sélection de scénarios dans 
un graphe de projet intégré. Ce graphe de projet contient toutes les alternatives de choix de 
conception et de réalisation d’un nouveau produit ou système complexe. Nous avons proposé 
un cadre de travail basé sur un processus générique et intégré qui permet, d’une part, de guider 
tous les acteurs et les différentes parties prenantes du projet lors de la construction du modèle 
intégré de projet, et d’autre part, de mettre en évidence notre apport par rapport à la 
problématique principale d’optimisation multi-objectif sous incertitudes. Ce processus est le 
résultat de l’intégration des processus d’ingénierie système et de management de projet 
existants dans la littérature. 
Dans le premier chapitre, nous avons introduit les principaux concepts et les différentes 
notions liées aux domaines de l’ingénierie système et du management de projet. Nous avons 
ensuite présenté les domaines de connaissances et les différents sous-processus d’ingénierie 
système et de management de projet (y compris les sous-processus de management des délais, 
des coûts et des risques) proposés dans les guides SEBOK et PMBOK afin de définir notre 
propre processus intégré. Ce processus permet à tous les acteurs du projet de travailler d’une 
manière collaborative autour d’un modèle de projet centralisé. L’ensemble des activités liées à 
la conception et à la réalisation du système sont définies conjointement et de manière 
collaborative pour une meilleure prise en compte des risques et de leurs impacts sur les objectifs 
du projet. 
Nous avons vu que notre processus intégré a plusieurs avantages. Il permet : i) de réduire la 
complexité du projet, ii) de faciliter la communication et le travail collaboratif entre l’ingénieur 
système, le manager de projet, le manager des risques et tous les autres acteurs du projet pour 
construire le modèle intégré de projet, et enfin iii) de tenir compte, au plus tôt, des risques et 
donc des incertitudes sur les objectifs du projet afin de satisfaire dans des conditions optimales 
les besoins des clients. Ainsi, le modèle intégré résultant de l’intégration des processus 
d’ingénierie système et de management de projet est un graphe de projet qui comprend tous les 
scénarios et donc toutes les solutions possibles de conception et de réalisation du système. Il 
permet également de tenir compte des incertitudes sur les coûts et les durées. Un outil 
d’optimisation permet alors d’optimiser la sélection des scénarios afin de fournir au manager 
de projet un panel de solutions dans lequel un scénario doit être choisi, planifié puis réalisé.  
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Dans le deuxième chapitre, nous avons présenté les principaux concepts liés à l’optimisation 
combinatoire et multi-objectif. Nous avons ensuite présenté la métaheuristique ACO dans le 
cas mono-objectif puis dans le cas multi-objectif avant de justifier le choix des ACO dans le 
cas de notre travail. En effet, nous avons vu qu’il existe beaucoup de travaux dans la littérature 
qui attestent de l’efficacité des algorithmes ACO pour diverses applications. Ceci nous a amené 
à adopter la métaheuristique ACO pour développer notre propre outil d’aide à la décision 
multicritère sous incertitudes. Le but est de pouvoir générer un panel de solutions Pareto-
optimales dans un espace des objectifs multidimensionnel et de permettre au décideur de 
sélectionner un seul scénario optimal dans un temps raisonnable. A la fin de ce chapitre, nous 
avons également présenté les différents cadres de modélisation des incertitudes et un bref 
panorama des travaux existants dans la littérature sur leur modélisation et l’évaluation puis la 
comparaison de solutions sur un front de Pareto. Dans le cas de notre travail, l’incertitude a été 
définie comme étant l’impact des risques sur les objectifs du projet. Nous avons alors proposé 
deux approches différentes pour modéliser les incertitudes sur les valeurs de coût et de durée 
du projet : à l’aide d’intervalles de valeurs équiprobables et à l’aide de distributions de 
probabilités.  
Dans le dernier chapitre, nous avons mis en place notre outil d’aide à la décision multicritère 
sous incertitudes fonctionnant à base d’un algorithme multi-objectif de colonies de fourmis 
spécifiquement développé pour notre problème. Nous avons par la suite formalisé le modèle de 
graphe de projet utilisé par notre outil d’optimisation. Nous avons proposé deux approches de 
résolution du problème de sélection de scénarios en fonction de la manière dont on modélise 
les incertitudes sur les objectifs du projet. Une première approche de résolution à trois 
dimensions (coût, durée, incertitudes) permet d’optimiser les incertitudes comme un troisième 
objectif à part entière avec le coût global du projet et sa durée totale. Dans cette approche, les 
incertitudes sur les valeurs de coûts et de durées des tâches de projet ont été modélisées sous 
forme d’intervalles et un mécanisme d’apprentissage a été introduit dans notre algorithme 
d’optimisation MONACO. Cet algorithme permet aux fourmis d’apprendre d’une façon 
dynamique selon le chemin emprunté afin d’influencer leurs futurs choix. Quant à la deuxième 
approche de résolution à deux dimensions (coût, durée), elle permet de modéliser les 
incertitudes sous forme de distributions de probabilités des valeurs de coûts et de durées. La 
méthode d’optimisation développée dans cette approche s’appuie principalement sur 
l’algorithme MONACO que nous avons adapté afin de proposer l’algorithme MOPACO. 
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Les résultats des expérimentations ont montré que l’algorithme MONACO permet de générer, 
à l’aide du mécanisme d’apprentissage, des solutions Pareto-optimales de bonne qualité et dans 
un temps raisonnable même sur des instances de grande taille. Les résultats des 
expérimentations de l’algorithme MOPACO étaient encourageants bien que cet algorithme ne 
puisse être appliqué que sur des instances de petite taille afin d’assurer l’exécution de 
l’algorithme dans un temps raisonnable. 
Dans nos futurs travaux de recherche, nous envisageons pour l’approche de résolution à trois 
dimensions de proposer des techniques d’aide à la décision multicritère pour aider le décideur 
à choisir un scénario parmi toutes les solutions Pareto-optimales. Il serait intéressant par 
exemple de découper l’espace des solutions en plusieurs niveaux d’incertitudes et de 
sélectionner ensuite la solution optimale en fonction des valeurs de coût et de durée. En effet, 
nous proposons dans notre approche un front de Pareto dans lequel le décideur peut faire ses 
propres choix de critère à privilégier. Autant il est aisé d’envisager cela sur les critères de coût 
et de durée, autant la dimension incertitude est plus délicate à intégrer. La possibilité de 
raisonner en terme d’incertitude acceptable peut être une piste intéressante permettant de 
compléter notre approche de résolution à trois dimensions. Les méthodes classiques de 
surclassement comme la méthode ELECTRE peuvent également être utilisées pour classer les 
scénarios générés selon l’importance des critères vis-à-vis des préférences du décideur. Ainsi, 
l'algorithme d'optimisation permettrait de minimiser chaque critère de manière indépendante 
grâce au principe de Pareto optimalité et la méthode de surclassement permettrait ensuite d'aider 
le décideur à réaliser ses choix parmi un ensemble quelque fois important de solutions Pareto 
optimales. 
Une autre limite de notre approche est l'indépendance des critères. Nous avons en effet 
considéré que le coût d'un projet était indépendant de sa durée. Ceci est vrai dans certains cas 
(par exemple, la mise en parallèle de deux tâches réduit la durée du projet mais ne réduit pas 
son coût), mais dans d'autres cas, il y a bien une dépendance totale (l'augmentation de la durée 
augmente le coût de la main d’œuvre nécessaire). Une perspective de recherche intéressante 
serait d'étudier les relations de dépendance partielles entre critères selon le contexte et d'étudier 
une méthode plus agile où le principe de Pareto optimalité serait amélioré en prenant en compte 
cette dépendance partielle. 
Afin d'améliorer notre approche, la prise en compte de la capacité limitée des ressources est 
également opportun. En effet, nous considérons l'aspect multi-ressource dans notre modèle en 
rajoutant des alternatives aux tâches dans le graphe de projet, mais leur capacité est considérée 
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comme infinie. La prise en compte de la capacité limitée des ressources mais aussi des risques 
pouvant survenir et limiter cette capacité constituerait une amélioration importante de notre 
approche. Le choix d'un scénario serait ainsi réalisé en fonction de la capacité des moyens et 
des risques pour que ces moyens ne soient pas disponibles au moment voulu. 
Une autre piste de recherche consiste à modéliser les incertitudes sur les valeurs de coût et de 
durée pour chaque tâche du scénario de projet en utilisant des fonctions de croyances 
(distributions de masses de croyances) à partir de mêmes données fréquentielles. Ces 
distributions de masses peuvent être définies à partir des expériences capitalisées dans la base 
d’expériences mais aussi à partir de la connaissance experte. Cette approche est intéressante 
pour les cas où l’incertitude est davantage de nature épistémique (méconnaissance, données 
d’expérience insuffisantes) que de nature aléatoire pure. Enfin, une distribution de masse est 
finalement qu’une modélisation multi-intervalles associée à un poids unitaire réparti sur chacun 
des intervalles (actuellement nous avons un seul intervalle avec un poids unitaire). 
Concernant l’approche probabiliste de résolution à deux dimensions, il serait très intéressant 
de tenir compte des dépendances entre les critères de coût et de durée à travers l’utilisation de 
probabilités conditionnelles. Nous pensons utiliser des modèles causaux de type réseaux 
Bayésiens permettant la propagation des incertitudes dans le graphe de projet en fonction des 
choix réalisés par les fourmis. En effet, dans notre modélisation probabiliste, les distributions 
sont considérées indépendantes. La possibilité de modéliser à l’aide de probabilités 
conditionnelles, ces dépendances, serait un apport majeur. Cela permettrait aux fourmis de 
modifier les distributions de probabilités en fonction des choix réalisés en amont. En effet, le 
choix d’une tâche va entraîner des risques avec une certaine probabilité dont les impacts 
pourront se mesurer sur des tâches situées en aval. Le choix de tâches différentes va entraîner 
des impacts probables différents et, par conséquent, des distributions de probabilités différentes. 
Cela permettrait donc de mieux modéliser les risques et leurs impacts. Nous avons également 
observé que l’approche de modélisation des incertitudes par distributions de probabilités 
entraînait des temps de calcul importants dus aux nombreux calculs de combinaisons de valeurs 
possibles. Il s’agit donc de proposer des méthodes de calcul des distributions de probabilités de 
coût et de durée d’un scénario plus efficaces qui permettent de mémoriser certaines distributions 
sur des chemins fréquemment empruntés par les fourmis au lieu de les recalculer 
systématiquement. L’étude d’un modèle permettant de capitaliser ces connaissances acquises 
par apprentissage et les rendre disponibles pour les autres fourmis sont également des 
perspectives intéressantes à étudier.  
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La réduction du temps de résolution, notamment dans le cadre probabiliste de l'algorithme 
MOPACO, peut également être envisagée en appliquant les principes des méthodes agiles. Par 
exemple, il pourrait être intéressant de considérer un horizon court pour la sélection de 
scénarios, c'est-à-dire un horizon ne couvrant pas la totalité du projet mais seulement un 
ensemble réduit de tâches à venir, celles pour lesquelles les incertitudes sont connues plus 
précisément. En effet, nous partons du principe que les acteurs du projet sont en mesure, dès le 
début, de renseigner les incertitudes sur des tâches qui pourront être réalisées dans plusieurs 
mois. Bien sûr, avec l'approche que nous avons développée où nous nous basons sur le retour 
d'expérience pour définir les distributions de probabilités des coûts et des durées (en 
concertation avec un expert du domaine), cela reste possible. Mais, dans la pratique, les 
évolutions du contexte de réalisation du projet généreront de nombreux événements qui 
viendront modifier ces incertitudes. En appliquant une méthode agile, nous pourrions 
sélectionner les scénarios au fur et à mesure de l'avancement du projet. Nous perdrions en 
visibilité globale, mais nous gagnerions en considérant de manière beaucoup plus réaliste les 
différentes incertitudes liées à des risques nécessairement dépendants du contexte dans lequel 
les tâches vont être réalisées. Ainsi, en considérant un horizon glissant, le nombre d'alternatives 
resterait réduit et notre méthode pourrait être appliquée même sur des projets réels complexes 
avec des temps de calcul raisonnables pour les décideurs. Dans ce mode de fonctionnement, le 
graphe de projet serait amené à être modifié en temps réel et l'optimisation serait également 
réalisée de manière dynamique. L'intégration d'un réseau Bayésien permettant de propager le 
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1) Les distributions de probabilités des coûts et des durées des tâches du graphe G sont 






























Proposition d'un outil d'aide à la décision multicritère sous incertitudes 
160 
 
2) Les distributions de probabilités des coûts et des durées des sous projets �Pଷସ et �Pହ଺ sont 
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Dans cette thèse nous proposons un outil d’aide à la décision multicritère qui permet aux 
décideurs de sélectionner un scénario optimal dans un graphe de projet qui contient toutes les 
alternatives de choix de conception et de réalisation d’un nouveau système, tout en tenant 
compte des risques inhérents aux choix réalisés. Le modèle du graphe est construit en 
considérant toutes les décisions collaboratives des différents acteurs impliqués dans le projet. 
Cet outil d’aide à la décision est basé principalement sur les techniques de l’optimisation 
combinatoire. En effet, nous avons choisi de travailler avec la métaheuristique ACO 
(algorithme d’optimisation par colonies de fourmis) vu sa capacité à fournir des solutions 
optimales dans un temps raisonnable. Les objectifs à minimiser sont le coût global du projet, sa 
durée totale de réalisation et l’incertitude sur ces critères (coût, durée). La modélisation des 
incertitudes a été abordée suivant deux approches différentes. La première approche consiste à 
modéliser l’incertitude en utilisant des intervalles simples et en la considérant comme un 
objectif à part entière à optimiser avec le coût et la durée. Quant à la deuxième approche, elle 
permet de modéliser l’incertitude sur les objectifs du projet (coût, durée) sous formes de 
distributions de probabilités. L’outil d’optimisation proposé dans la thèse fait partie d’un 
processus intégré et plus global qui se base sur les standards industriels (processus d’ingénierie 
système et de management de projet) qui sont largement connus et utilisés dans les entreprises. 
Ainsi, le travail développé dans cette thèse constitue un vrai guide pour les industriels dans 
leurs processus de conception et de réalisation des systèmes complexes innovants dans le 
domaine d’ingénierie système. 
Mots-clés : management de projet, ingénierie système, aide à la décision multicritère, 
incertitude, apprentissage, optimisation par colonies de fourmis. 
 
ABSTRACT  
In this thesis, we propose a multi-criteria decision making tool that allows decision-makers to 
select an optimal scenario in a project graph that includes all the alternative choices of a new 
system’s conception and realization, while taking into account the risks inherent to these 
choices. The model of the graph is constructed by considering all the collaborative decisions of 
the different actors involved in the project. This decision making tool is based mainly on the 
techniques of combinatorial optimization. Indeed, we have decided to work with the 
metaheuristic ACO (Ant Colony Optimization algorithm) for its ability to provide optimal 
solutions in a reasonable amount of time. The objectives to be minimized are the total cost of 
the project, its global duration and the uncertainties about these criteria (cost, duration). The 
uncertainties modeling is performed according to two different approaches. The first approach 
consists in using single intervals to model the uncertainty and it is considered as a third objective 
to optimize besides cost and duration. As for the second approach, the uncertainty about project 
objectives (cost, duration) is performed by using probabilities distributions. The optimization 
tool proposed in this thesis is a part of an integrated and more global process, based on industrial 
standards (the systems engineering process and the project management one) that are widely 
known and used in companies. Thus, the work developed in this thesis is a real guide for 
companies in their process of design and realization of innovative complex systems in the 
systems engineering field. 
Keywords: project management, systems engineering, multi-criteria decision making, 
uncertainty, learning, ant colony optimization. 
