Let Γ denote a Q-polynomial distance-regular graph with diameter D ≥ 4. Assume that the intersection numbers of Γ satisfy a i = 0 for 0 ≤ i ≤ D − 1 and a D = 0. We show that Γ is a polygon, a folded cube, or an Odd graph.
Introduction
In this article we prove the following theorem. (ii) Γ is the folded (2D + 1)-cube.
(iii) Γ is the Odd graph on a set of cardinality 2D + 1.
(iv) D = 3 and there exist complex scalars β and µ such that the intersection numbers of Γ satisfy
c 3 = −(β + 1)(β 2 + β − 1 − (β + 1)µ).
The following remarks refer to Theorem 1.1. * Keywords: Distance-regular graph, association scheme, subconstituent algebra. 2000 Mathematics Subject Classification: Primary 05E30; Secondary 05E35, 05C50. Remark 1.2 Suppose that (iv) holds. Then θ 0 , θ 1 , θ 2 , θ 3 is a Q-polynomial ordering of the eigenvalues of Γ, where
Remark 1.3 Γ is the 7-gon if and only if (iv) holds with µ = 1 and β ∈ {ω + ω −1 , ω 2 + ω −2 , ω 3 + ω −3 }, where ω is a primitive 7th root of unity. Γ is the folded 7-cube if and only if (iv) holds with µ = 2 and β ∈ {−2, 2}. Γ is the Odd graph on a set of cardinality 7 if and only if (iv) holds with µ = 1 and β = −2.
Remark 1.4 Suppose that (iv) holds but none of (i)-(iii) do. Then β is unique, integral and less than −2. We know of no graph for which this occurs.
Preliminaries
Let Γ = (X, R) denote a finite, undirected, connected graph, without loops or multiple edges, with vertex set X, edge set R, path-length distance function ∂, and diameter D := max{∂(x, y) : x, y ∈ X}. Let k denote a nonnegative integer. We say Γ is regular with valency k whenever for all x ∈ X, |{z ∈ X : ∂(x, z) = 1}| = k. We say Γ is distance-regular whenever for all integers h, i, j (0 ≤ h, i, j ≤ D) and all x, y ∈ X with ∂(x, y) = h, the scalar p h ij := |{z ∈ X : ∂(x, z) = i, ∂(y, z) = j}| is independent of x and y. For notational convenience, set c i : 
We recall the Bose-Mesner algebra. Let R denote the field of real numbers. By Mat X (R) we mean the R-algebra consisting of all matrices whose entries are in R and whose rows and columns are indexed by X. For each integer i (0 ≤ i ≤ D), let A i denote the matrix in Mat X (R) with x, y entry
Note that A 0 = I, the identity matrix. Abbreviate A := A 1 . We call A the adjacency matrix of Γ. Let M denote the subalgebra of Mat X (R) generated by A. 
We recall the Q-polynomial property. Let θ 0 , θ 1 , ..., θ D denote an ordering of the eigenvalues of Γ. We say this ordering is Q-polynomial whenever there exists a sequence of real scalars σ 0 , σ 1 , ..., σ D and a sequence of polynomials q 0 , q 1 , ..., q D with real coefficients such that q j has degree j and
we call θ 1 a Q-polynomial eigenvalue of Γ. We say that Γ is Q-polynomial whenever there exists a Q-polynomial ordering of its eigenvalues.
We recall what it means for Γ to be bipartite or almost-bipartite. We say Γ is bipartite whenever a i = 0 for 0 ≤ i ≤ D. We say Γ is almost-bipartite whenever a i = 0 for 0 ≤ i ≤ D − 1 but a D = 0. (In the literature, such a Γ is also called a generalized Odd graph or a regular thin near (2D+1)-gon.) For the rest of this section, assume that Γ is almost-bipartite.
We recall the bipartite double 2.Γ. This graph has vertex set {x + : x ∈ X} ∪ {y − : y ∈ X}. For x, y ∈ X and γ, δ ∈ {+, −}, vertices x γ and y δ are adjacent in 2.Γ whenever x and y are adjacent in Γ and γ = δ. The graph 2.Γ is bipartite and distance-regular with diameter 2D + 1. Moreover, 2.Γ is an antipodal 2-cover of Γ [3, Theorem 1. 
Setup
Our strategy for proving Theorem 1.1 is to assume that (i)-(iii) do not hold and then prove that (iv) must.
Lemma 3.1 Let Γ denote an almost-bipartite distance-regular graph with diameter D ≥ 3. Suppose that Γ is Q-polynomial but not as in Theorem 1.1(i)-(iii). Then Γ has a unique Q-polynomial eigenvalue.
Proof: Since Γ is not a polygon, it has valency k ≥ 3. Observe that 2.Γ has diameter at least 7. Suppose that Γ has at least two Q-polynomial eigenvalues. Then 2.Γ has at least two AO eigenvalues. Applying [6, Theorem 16.2], we find that 2.Γ is the (2D + 1)-cube. Thus Γ is the folded (2D+1)-cube, contradicting the assumption that Theorem 1.1(ii) does not hold.
For the rest of this article, we use the following notation. 
Parameters
In this section, we recall some formulae for the intersection numbers and eigenvalues of Γ. 
where
Moreover,
Corollary 4.2 With reference to Lemma 4.1, we have
and
Restrictions
Throughout this section we refer to Notation 3.2 and Lemma 4.1. We obtain restrictions on the parameters q and s. Let Z denote the ring of integers; let Q denote the field of rational numbers.
Proof: Suppose that there exists an integer i (0 ≤ i ≤ D) such that θ i ∈ Z. Then Γ has a second Q-polynomial eigenvalue by [1, p. 360 ]. This contradicts Lemma 3.1.
Lemma 5.2
We have q i + q −i ∈ Z for each positive integer i. In particular, β ∈ Z.
Proof: Define polynomials T 0 , T 1 , ... in a variable x by T 0 = 2,
. We routinely find that for i ≥ 1,
, T i is monic, and
To finish the proof it suffices to show β ∈ Z. To do this we show β ∈ Q and β is an algebraic integer.
By (8) and Lemma 5.1 we find β ∈ Q. We now show that β is an algebraic integer. The right-hand side of (18) is equal to −
i . By this and (19), we find that β is a root of a monic polynomial with coefficients in Z. It follows that β is an algebraic integer.
We have now shown β ∈ Q and β is an algebraic integer, so β ∈ Z. The result follows.
Lemma 5.3
We have |β| > 2. Moreover, q ∈ R.
Proof: Suppose |β| ≤ 2. Since β ∈ Z by Lemma 5.2, we find that |β| is 0, 1 or 2. We now use (17). If |β| = 0 then q 4 = 1. If |β| = 1 then q 6 = 1. If |β| = 2 then q 2 = 1. Each of these contradicts (14), so the result follows.
Lemma 5.4 We may assume q 2 > 1.
Proof: By (13), we have q 2 = 0. By (14), we have q 2 = 1. We now consider two cases. First suppose s = 0. If −1 < q < 0 then using (10) we find c 2 < 0. If 0 < q < 1 then using (9) we find k < 0. Each of these is a contradiction, so q 2 > 1 as desired. Now suppose s = 0. If q 2 < 1, replace q by q −1 and s by s −1 . In light of (12), these substitutions leave (9)- (11) unchanged. Moreover, q 2 > 1 as desired.
Consider the quantity
We show η to be an integer. To do this, we use the fact s 2 q 2D+3 = 1. We obtain this fact using the following two lemmas.
Proof: Suppose that there exists an integer
. We mentioned earlier that θ i is an eigenvalue of 2.Γ and that the intersection numbers k and c 2 are the same in 2.Γ as in Γ. Now by [5, Theorem 25], we find that 2.Γ is 2-homogeneous in the sense of Nomura [7] . By assumption, 2.Γ is not a cube. Now by [8, Theorem 1.2] , the diameter of 2.Γ is at most 5. Since this diameter is 2D + 1, we find D ≤ 2, which is a contradiction.
Lemma 5.6 We have
Proof: Use Lemma 4.1.
Corollary 5.7
We have s 2 q 2D+3 = 1.
Proof: Combine Lemmas 5.5 and 5.6.
Before proceeding, we recall the local graph Γ Proof: Our argument uses the subconstituent algebra of Γ. This object is introduced in [9] . We refer the reader to that paper and its continuations [10] and [11] for background and definitions.
Let T = T (x) denote the subconstituent algebra of Γ with respect to x. 
where c 1 (W ) and b 0 (W ) are intersection numbers of W . Evaluating (21) using [4, Theorem 15.5], we find that it is equal to η. We conclude that η is an eigenvalue of Γ 2 2 . Now η is an algebraic integer since it is an eigenvalue of a graph.
We show η ∈ Z. To do this we use the following result. 
Proof: Use (17) and (20).
