ABSTRACT
INTRODUCTION
"Smaller and faster" are the chief demands driving today's electronic designs because they generally mean higher performance. However, they also translate into high power densities, higher operating temperatures and reduced reliability. Furthermore, local hot spots, which have much higher temperatures compared to the average die temperature, are becoming more prevalent in VLSI circuits.
Elevated temperatures are a major contributor to lower semiconductor reliability. If heat is not removed at a rate equal to or greater than its rate of generation, junction temperatures will rise. Higher junction temperatures reduce mean time to failure (MTTF) for the devices. Device reliability has a direct impact on the overall system reliability. Removing heat from these devices is thus a major task facing design engineers of modern electronic systems concerned with improving reliability. Understanding the effect of heat on the reliability of electronic products and the integrity of manufacturing processes is critical if problems are to be avoided. This means the need to understand thermal management techniques and the need for comprehensive data has never been greater. With passive cooling methods, the chip temperature is determined by the efficacy of heat transfer out of the device to the ambient. Equilibrium is achieved when the heat generation rate matches the heat transfer rate. The key mechanisms are: thermal conduction, thermal convection, and thermal radiation. Of the three methods of heat transfer, radiation is the simplest: it simply needs a large area with good emissivity to transfer a large amount of heat to the surroundings. Conduction and radiation can be implemented with a fully passive heat transfer system, whereas convection is an active method that requires design overhead.
With component packages becoming more compact and having smaller physical profiles, it is no longer sufficient to merely add "a bigger fan" as a downstream fix for thermal problems. Because heat conduction is playing a bigger role while heat convection is playing a lesser role in removing heat, thermal management is best accomplished when it is incorporated starting at the beginning of the design cycle. Heat flow must be planned and thermal resistances minimized. In addition, although worst-case heating conditions seldom arise in a circuit during it s lifetime, when they do arise, they can cause significant problems, ranging from circuit transient timing errors to complete catastrophic burnout. A package designed for the worst case is excessive. To reduce packaging cost without unnecessarily limiting performance, the package should be designed for the worst typical application. Any application that generates more heat than this cheaper package can handle should engage an alternative, runtime thermalmanagement technique. Since typical high-power applications still operate 20% or more below the worst case [1] , this can lead to dramatic savings. This is the philosophy behind the thermal design of the Intel Pentium 4. At the same time, the heat flux, or heat load per unit area, for state of the art microprocessors is currently at 10-15W/cm 2 , which is fast exceeding the limit of air cooling. Temperature difference in the die is especially important for sensitive analog circuits where such differences can easily cause mismatches between signal levels and bias currents, thus degrading the performance of the analog circuit and reducing the noise margins.
Emerging circuit fabrics, such as vertically integrated (3-D) ICs, are significantly impacted by thermal effects. The 3-D architectures, which provide multiple layers of active devices together with high-density local interconnects, offer unique advantages both in terms of density and circuit performance [2] [3] . However, the power density and temperature of these architectures can be quite high. Thermal management is thus of critical importance for the 3-D designs [4] [5] .
High on-chip temperatures can give rise to timing failures and reliability concerns. In fact, many of the electronic circuit failures are caused by or related to elevated temperatures, sudden spatial or temporal temperature variations, and presence of hot spots. Temperature variations across a VLSI chip can result in significant timing uncertainty, prompting wider timing margins, and thus, lower circuit performance. Yet another consideration is that the on-chip temperature gradient (the difference in temperatures at different parts of the chip, which are in turn caused by uneven power dissipation, can produce mechanical stress, which may degrade the chip reliability.
Leakage power consumption is known to be highly dependent on the on-chip temperature profile, that is, higher temperature results in larger power dissipation, which in turn increases the on-chip temperatures. This can result in thermal runaway condition. Consequently, power reduction and management interact with thermal effect analysis and control and vice versa.
Dynamic and leakage power are the two main sources of power consumption in VLSI circuits. In many new high performance designs, the leakage component is comparable to the switching component. Reports indicate that 40% or even a higher percentage of the total power consumption in 90nm process technology is due to the leakage of transistors [6] . This percentage is expected to increase with technology scaling. Simulation results in [7] predict that the transistor off-state current per micron of transistor width increases by a factor of 3-5 per generation. As will be shown in Section 4, for a given package, the die temperature can be modeled as a linear function of the total power dissipation of the circuit. At the same time, the leakage power increases exponentially with temperature. These facts clearly motivate the need for leakage power reduction techniques in existing designs. Figure 1 illustrates the significant increase in leakage power of a 15mm die fabricated in a 100nm technology with a supply voltage of 0.7V as a function of substrate temperature. If the thermal conductance of the package is not large enough, this exponential dependence will cause thermal runaway where the die temperature increases unbounded and the chip fails [8] . Even when thermal runaway does not occur, the operating temperature of the chip can become larger than the designed value, which will either increase the package cost or degrade the performance as well as the long-term reliability of the chip [9] . This article focuses on thermal issues and the techniques that deal with them. More precisely, the first part of the article provides an overview of the major sources of power consumption and their relation to the die temperature. The second part of the article describes fullchip thermal modeling and electrothermal simulation technique. The third part of the paper focuses on the impact of substrate and interconnect temperatures gate and interconnect delays. The paper is concluded with an overview of dynamic thermal management strategies for micro-processor chips.
FULL-CHIP TEMPERATURE CALCULATION
Heat is generated in both the substrate and the interconnections. The major source of heat generation is the power dissipation of devices that are embedded in the substrate. Some power dissipation also results from Joule heating (or self-heating) caused by the flow of current in the interconnect network. Although interconnect Joule heating constitutes only a small fraction of the total power dissipation in the chip, the temperature rise in the interconnections due to Joule heating can be significant. This is due to the fact that interconnects are located away from the Silicon substrate and the heat sink by several layers of insulating materials which have lower thermal conductivities than that of Silicon. Simply stated, the operating temperature of a VLSI chip can be calculated from the following linear equation:
where T chip is the average chip (silicon junction) temperature, T a is the ambient temperature (T a = 25°C), P tot (in W) is the total power consumption, A (in cm 2 ) is the chip area, and R θ is the equivalent thermal resistance of the substrate (Si) layer plus the package and heat sink (cm 2°C /W.) As this equation shows, to calculate the chip temperature, one must have calculated power dissipation of the circuit (P tot ), constructed the chip thermal model (R θ ), and be given information about the environment (T a ).
The self-heating effect can be analyzed as follows [10] . The metal temperature, T metal , is given by 2 ,
where ΔT self is the temperature rise of the metal interconnect due to the flow of current, R E is the electrical resistance of interconnect, and R θ,self is the thermal impedance of the interconnect line to the substrate.
Power Dissipation Sources
Power dissipation in the substrate of a CMOS VLSI circuit can be calculated as:
where P dynamic denotes the dynamic power consumption that occurs when the output signal of a CMOS logic cell makes a transition; P short-circuit represents the power dissipation of the circuits when both n-and p-transistors transistors are simultaneously conducting, creating a direct path between the supplying power and the ground; and P static is the static power dissipation that is caused by the static current drawn from power supply. This component is mainly due to the direct gate current and the sub-threshold conduction current, which are collectively referred to as the leakage current. Each component of the power dissipation in a CMOS circuit is discussed in more detail next.
Dynamic Power
Dynamic or switching power is due to the signal switching activity at the output of a CMOS logic cell. The dynamic power component dominates during the active mode of the cell operation. This component is expressed as:
where f is the clock frequency, and α is the expected number of output transitions in a clock period, and C load is the load capacitance (including gate input and interconnect capacitances.) During the output signal transition, the output capacitance is charged to V DD or discharged to ground as follows: while charging, half of the energy supplied by V DD is stored in the output capacitance and the other half is dissipated in the pull-up transistors. While discharging the remaining charge is removed from the output capacitance and dissipated in the pull-down transistors.
2.1.2
Short-Circuit Power Short-circuit power (I short-circuit ×V DD ) is due to direct current flow from the power supply to the ground. The short-circuit current, I short-circuit , occurs when pull-up and pull-down networks are conducting simultaneously. Short-circuit current is dependent on the duration of the simultaneous on-times of the pull-up and pull-down networks, the transistor sizes, and the supply voltage level. In general, the short-circuit power of a cell is minimized if the output transition time is larger than its input transition time. The derivation of an exact formula for the short-circuit power is a complicated task; however, simple closed-form expressions have been proposed by making simplifying assumptions and/or considering special cases [11] - [14] . The short-circuit current is found to depend on the carrier mobility and threshold voltage of the transistors both of which vary with temperature.
2.1.3
Static Power Although a source of static power manifests itself in circuits that have constant sources of current between the power supplies, leakage currents are the major sources static power dissipation. Although there are sources of leakage current in a CMOS circuit, the three dominant ones are (cf. Figure 2 I REV flows from the source or drain to the substrate through the reverse biased diodes when a transistor is off. The magnitude of I REV depends on the area of the drain diffusion and the leakage current density, which is in turn determined by the doping concentration. If both n and p regions are heavily doped, band-to-band tunneling dominates the pn junction leakage [15] . Junction leakage has a rather high temperature dependency as much as 50-100x/100°C; however, this is generally significant only in circuits designed to operate at high temperatures greater than 150°C. Junction reverse-bias leakage components from both the source-drain diodes and the well diodes are generally negligible with respect to the other three leakage sources.
Gate direct tunneling leakage, I G , flows from the gate through the insulator and to the substrate. In oxide layers thicker than 3-4nm, I G is due to the Fowler-Nordheim tunneling of electrons into the conduction band of the oxide layer under a high applied electric field across the oxide layer. In technology node 0.15μm and lower which have lower oxide thicknesses, direct tunneling through the silicon oxide layer is the leading effect. I G of a p-transistor is typically one order of magnitude smaller than that of an n-transistor with identical gate oxide thickness, T ox , when SiO 2 is used as the gate dielectric. The magnitude of I G increases exponentially with T ox and V DD . For example, for relatively thin oxide thicknesses in the order of 2-3nm, at V GS =1V, every 0.2nm reduction in T ox causes a 10 fold increase in I G [16] ]. The temperature dependency of I G is quite weak, i.e., only ∼2x/100°C.
Subthreshold leakage, I SUB , is the drain-source current of a transistor operating in the weak inversion region. Unlike the strong inversion region in which the drift current dominates, the subthreshold conduction is due to the diffusion current of the minority carriers in the channel. In current CMOS technologies, I SUB is much larger than the other leakage current components [17] . This is mainly because of the relatively low V T in modern CMOS devices. According to the BSIM3v3.2 MOSFET transistor model [18] , the subthreshold drain current I SUB of a transistor in the normal "off" state, V ds = V DD and V gs = 0, is expressed by the following equation: It is desirable to have as small S value as possible since this is the parameter that determines the amount of voltage swing necessary to switch a MOSFET from off to the on state (Typical values of S for bulk CMOS devices are 70-90 mV/decade.) To minimize S, the thinnest possible gate oxide to increase C ox and the lowest possible doping concentration in the channel to decrease C dep should be used. Higher temperatures increase S, which in turn increase the off leakage current.
I SUB is a function of temperature, threshold voltage, device size, and the process parameters out of which the threshold voltage (V T ) is dominant. The subthreshold leakage current increases rapidly with temperature. This is shown in Figure 3 which illustrates the leakage current versus temperature for several technology nodes. I SUB has a temperature sensitivity of 8-12 x/100°C. The data also confirms that the leakage power increases as the technology moves forward. It is seen that each component of power consumption is a function of temperature. Reduction of the supply voltage reduces the chip total power consumption, which in turn reduces the chip temperature. As the chip temperature is reduced, the leakage power is reduced dramatically.
Full-Chip Thermal Modeling
Key to successful thermal management is the ability to obtain comprehensive and accurate temperature data under as realistic operating conditions. The commonly used method of gathering this temperature data by using point contact methods (thermocouples) is limited by the large number of points to be monitored and the small size of the components. Connecting tens or hundreds of thermocouples is very time consuming. Infrared (IR) thermal imaging is a new technique which addresses these issues by providing comprehensive two-dimensional maps of thousands of temperatures in a matter of seconds. This is accomplished without the need to make contact with the components. This approach is however expensive and timeconsuming and can only be applied post-design. It is thus important to have full-chip thermal models and simulation tools that can provide the temperature profile of the die.
The heat diffusion equation is in general used to describe the heat conduction in a chip and calculate the temperature profile [19] :
which is subject to the general thermal convection boundary condition:
T r t k r T h T T r t n
In the above equations T is the temperature (°C), k is the thermal conductivity (W/(m°C)), ρ is the density of material (Kg/m 3 ), c p is the specific heat (J/(Kg°C)), g is the power density of the heat sources (W/m ( , )
The heat flow described by this differential equation has a similar form to that for electrical current, and there is a well known duality between them. The heat flow (W) passing through a thermal resistor (°C/W) is equivalent to the electrical current (Ampere) through an electrical resistance (Ohm), and the temperature difference (°C) corresponds to voltage difference (Volt). There is also the thermal equivalent capacitance (J/°C) where the heat is absorbed for the electrical capacitance (Farad). More precisely,
, which is the thermal capacitance, is modeled by an electrical capacitance whereas g H Δ , which is the heat flow coming from power generated by logic cells in control volume H x y z Δ = Δ Δ Δ , is modeled by an electrical current source, i p . Various thermal resistances, which are defined in x, y and z directions with values inverse-linearly proportional to k and distances, are replaced by the corresponding electrical resistances, R E . Ambient temperature is expressed using an independent voltage source, v 0 . Node temperatures will then correspond to node voltages in the electrical network constructed in this way (cf. Now consider the general case of multiple heat sources in the substrate connected via thermal resistances to each other and to the ambient environment as depicted in Figure  5 . Here, node n i represents a circuit block (logic cell or groups of logic cells depending on the granularity of the thermal model.) The power consumption of each circuit block is represented as a current source, i k , associated with the corresponding node. Between neighboring nodes, a thermal resistance, r ij , is added to model the lateral heat conduction path. Thermal resistances are also added between nodes and the ambient voltage terminal, r i0 , to capture the vertical component of the thermal resistance between the circuit block and the ambience (includes the effects of substrate, package and heat sink.) A thermal capacitor, c io , at each node is included to model the heat absorption and storage in the substrate and thereby derive the chip temperature evolution over time. The ambient temperature is modeled as an independent fixed voltage source, v 0 . One may use DC (or AC) analysis functions available in SPICE-type circuit simulators to calculate chip temperature [20] [21] . Notice that it is critical to consider the effect of metal interconnect on heat distribution since the metal interconnects tend to provide a low thermal impedance path for heat flux among various parts of the substrate. The 1-D heat diffusion equation in metal interconnection under the steady-state can be written as:
where ( , ) g x T is the temperature-dependent power density of heat sources (W/m 3 ) at x and k m is the thermal conductivity of the material (W/(m°C)). For the interconnects, Consider an interconnect line of length l, width w, thickness t m , and thermal conductivity k m that passes over the Silicon substrate with an insulator of thickness t ins and an insulator thermal conductivity k ins in between. The interconnect line is connected to the substrate by vias/contacts at its two ends. (cf. Figure 6 .) Power dissipation, P gen , in a metal segment of length ( ) x Δ at coordinate x can be expressed as:
where I rms is the root mean squared current passing through the line, and ( ) , and T metal is the interconnect temperature (°C). P loss (x), the heat flow between the interconnect and the substrate over the length of ( ) x Δ , is given by:
where T metal is the interconnect temperature, T chip is the underlying substrate temperature, and ΔR θ is the insulator thermal resistance of metal segment Δx:
k , the effective insulator thermal conductivity, is a shape-dependent parameter that accounts for the geometrical shape of the heat conducting body on its thermal conductivity [22] . The net heat energy generation per unit volume is:
Since the length of global interconnects can be assumed to be much larger than its thickness and width, the thermal gradients along thickness and width can be ignored, i.e., a 1-D formula can be found to represent the heat diffusion:
This equation is the basis of the interconnect temperature calculations.
One may assume that T chip (x) is constant for all positions along the length of the line. Then, by solving eqn. (12) subject to boundary condition (i.e., given temperatures at the two ends of the line), the thermal profile of interconnection lines can be found. Alternatively, eqn. (12) may be solved and for arbitrary chip temperature profile under the line extending between the two end points. Detailed calculations can be found in [23] . This reference also presents a temperature-aware interconnect delay model based on distributed RC-π stages and provides a closedform expression for the temperature-aware Elmore delay of interconnect. Assuming a fixed driver resistance, which simplifies the delay expression, the authors show that about 5% delay degradation is achieved for each 20°C temperature increase in the constant temperature along the interconnect line. Furthermore, the line resistances scales linearly with temperature, which implies that the IR drop in interconnect lines increases. The actual non-uniform temperature profile along the metal line can greatly impact the results. For example, the application of exponential temperature distributions in the substrate underneath the interconnect line shows that the delay degradation becomes highly dependent on the specific thermal distribution. These results also point to the inaccuracy of uniform temperature assumption for the purpose of interconnect delay calculation.
Assuming a constant current density in all metal layers of a signal net, it is found that the heat diffusion length is larger for the higher level metal layers due to their higher underlying insulator thickness. For interconnects whose lengths are comparable to the heat diffusion length, the line temperature does not reach the estimated maximum peak value. Therefore, techniques have been suggested to lower the peak temperature by adding extra dummy vias separated by a distance less than the thermal diffusion length [24] . Due to the variation of switching activities and hence power consumption of chip blocks, it is however more realistic to consider non-uniformity for the temperature profile of the underlying substrate.
In [25] it is shown that temperature-dependent electrothermal simulation is necessary for accurate estimates of multilevel interconnect temperatures under aggressive thermal conditions. In particular, it is shown that for 90-and 65-nm nodes, the temperature rises within the interconnect stacks are less than 13 and 33 C, respectively. However, metal temperatures increase significantly (i.e., by hundreds of Celsius degrees) beyond the 45-nm node owing to the combined effects of increasing metal resistivity, increasing current density, increasing number of global metal levels, and decreasing ILD thermal conductivity. The maximum metal temperature occurs at the topmost global wires. It is thus concluded that even after considering densely embedded vias, the interconnect temperature is expected to increase significantly with scaling, due to increasing current density, increasing surface and grain boundary contributions to metal resistivity, and decreasing ILD thermal conductivity.
Thermal and Electrothermal Simulation
Many research works have concentrated on thermal modeling and simulation at circuit or gate level. Due to the often huge number of thermal components and power sources at full circuit or gate level, different methods have been proposed to increase the efficiency of thermal circuit simulation while maintaining the accuracy. The thermal simulation methods while may be roughly classified into two categories.
The first category of methods is based on the discretization of differential operators or the field quality. The corresponding thermal simulators solve the heat conduction problem numerically by using various techniques such as the finite difference [26] - [28] , the finiteelement [29] [30], or the boundary-element techniques [31] . The advantage of these methods is their high accuracy and ability to handle different heat sources and different types of boundary conditions. The main draw back of these methods is the enormous sizes of the resulting thermal circuits due to volume meshing. Different techniques have been devised to tackle this shortcoming. Examples include 3D thermal ADI in [32] and model order reduction in [21] [33] . The second category of methods is based on Green function formulation [34] - [37] , which provides a fast, yet less accurate thermal simulation, due to the simplified two dimensional modeling of the thermal problem.
There are two major approaches to doing electrothermal simulation of a given circuit. In the first approach, the thermal problem is mapped into an equivalent electrical problem and an electrical solver performs co-simulation of both electrical and thermal subsystems that co-exist in an IC chip. In the other approach, two independent simulators, one thermal simulator and one electrical circuit simulator, iterate interactively to deliver the solution of the given electrothermal problem. Both approaches have advantages and disadvantages of their own; however, the latter approach, which is known as the relaxation method, is more desirable. With the relaxation method, existing software packages can be used for basic simulations and the electrical and thermal model of a specific chip can be constructed separately. The most important representatives of relaxation methods are [26] [30] [38] - [40] . The advantage is the relative simplicity of the implementation, the drawback is that very fast changes cannot be considered, and in case of strongly coupled thermal problems, the simulator coupling frequently cannot achieve convergence.
ILLIADS-T [26] is a well-known chip-level electrothermal timing simulator for CMOS VLSI circuits. Given the chip layout, the packaging specification, and the periodic input signal pattern, ILLIADS-T finds the on-chip steady-state temperature profile and identifies the resulting temperature-dependent circuit performance and reliability.
Each gate in ILLIADS-T is viewed as a heat source. Given the input patterns, the average power dissipation of each gate is calculated by a timing/power simulator. To increase the computational efficiency, the power and temperature calculations are decoupled. An iterative approach is utilized to calculate the steady-state temperature profile from the power dissipation of the gates. During the thermal simulation, the chip temperature profile is found by solving the 3-D heat diffusion equation for the chip substrate. However, a 1-D effective heat transfer macromodel is applied at the package and heat sink boundaries for computational efficiency. As another example, given a circuit netlist and its layout information, the relaxationbased electrothermal simulator of [40] calculates the average power of each circuit component at the initial temperature using HSPICE as an embedded circuit simulator. Next, the simulated results of power information are fed to the thermal simulator to calculate the temperature profile, which is then used to update component temperatures in the circuit. Following this first iteration, the second circuit simulation is executed. This process continues until the temperature converges to a steady value or the iteration time reaches its predetermined maximum allowable limit.
In the direct method, the thermal system is represented by an electrical model network that has common thermal nodes with the electrical-only network. The iterative solution takes place simultaneously for the thermal and electrical sub-networks. Representatives of this method are discussed in [29] [41]- [43] . The advantage is the capability of considering very fast changes; the drawback is that the direct method requires a more complex implementation than the relaxation method.
Direct electrothermal simulation of the integrated circuits means that electrical equivalent circuit must also model the thermal behavior of the circuit components and structures, including the chip, the package, and the heat sink. A good example is reference [43] , where the electrical-only and the thermal equivalent circuits are connected in one network via the thermal nodes, whose voltages represent the temperature values. The two subnetworks form a large network for which the network equations have to be solved, providing simultaneously the temperature and voltage values of the thermal and electrical sub-networks respectively. Notice that for this method to be effective, the device models have to be electro-thermal, i.e., each device needs to have a thermal node besides the electrical nodes. The power dissipation has to be input to the thermal node as a current while the device function will have to depend on the temperature (voltage) data of this node. Also note that because the time required for the onchip temperature to reach its steady state is orders of magnitude larger than the clock signal period in digital circuits, a moving window average power dissipation value (rather than the instantaneous power) can be used for finding the temperature of thermal nodes.
TEMPERATURE EFFECTS ON CIRCUIT PERFORMANCE METRICS
Temperature has a direct and often substantial impact on nearly all of the key figures of merit (performance parameters) of a VLSI circuit, including circuit speed, lifetime, power dissipation, and power plane integrity. The chip temperature is in turn set by the power dissipation in the substrate and interconnects as well as the physical layout, routing resources, and power distribution network in the chip. These interactions are discussed next.
Effect on Circuit Reliability
Electromigration (EM) occurs when the current density in metal interconnects becomes too high. In the case of power and ground tracks, the "electron wind" induced by the current flowing through a track causes metal ions in the track to migrate. This migration creates "voids" in the "upwind" direction, while metal ions can accumulate "downwind" to form features called "hillocks" and "whiskers" [44] [45]. The mean-time-to-failure (MTTF) due to EM is calculated by the well-known Black's equation [46] :
MTTF
A J e = where A is a process-and geometry-dependent constant, J is the DC (average) current, exponent n is 2 under normal use conditions, Q is the activation energy for grainboundary diffusion and is equal to ~0.7eV for Al-Cu, k is Boltzmann's constant, and T denotes the metal temperature.
To analyze the effect of temperature on circuit reliability, the authors of [47] where J max (T spec ) is the maximum current density defined at the specification temperature (T spec = 120°C), and J max (T junc ) is a 'new' current limit calculated using the actual maximum temperature, T junc , so that the same MTTF is achieved from the Black's equation. The higher the chip temperature becomes, the smaller the actual J max target will be, which is represented by γ j < 1. When the maximum temperature equals T spec , γ j becomes 1. The authors report that in high-performance SoC, local temperature exceeds specification temperature, which enforces exponentially lower current density limits, J max (T junc ) getting as low as 30% of J max (T spec ). Typically, a chip has some maximum junction temperature tolerance, which is considered carefully and is typically met by the chip designers. If, however, a local area on the chip heats up, the chance of EM-induced failures increases exponentially, greatly reducing the lifetime of the chip. Thermal effects impact interconnects design and reliability in the following ways. Firstly, they limit the maximum allowable RMS current density in the interconnect lines in order to limit the temperature increase due to self-heating phenomenon. Secondly, interconnect lifetime (reliability), which is limited by EM, has an exponential dependence on the inverse metal temperature.
Hence, the temperature rise of metal interconnects due to self-heating phenomenon also imposes a limit on the maximum allowed average current density.
Effect on Propagation Delays and Signal Integrity
According to [47] , the logic gate delay change is about 4% with 40°C temperature difference in a 130-nm industrial process. The wire resistance increased by about 12% for 40°C around the nominal temperature. Delay change for the wire resulted in about 5% for 40°C using the same process. Clock skew can be increased by as much as 10% of the clock cycle time when the junction temperature changes in the substrate by as much as 40°C (i.e., we have a non-uniform thermal distribution in the chip.) The existence of high thermal gradients on the substrate creates non-uniform temperature profiles along the length of the global interconnect lines, which are located above the substrate. This inherently leads to nonuniform interconnect resistance profiles. The non-uniform resistance profile of the global interconnects will in turn strongly impact many aspects of interconnect performance modeling and optimization. In addition, as feature size scales to sub-90nm dimensions, in spite of an increase in the number of metal layers that will be available in advanced technology nodes, the top metal layers may get closer to the substrate and find stronger coupling with the substrate, and thereby impact interconnect performance analysis. Clearly, the dependence of interconnect performance on non-uniform temperature distributions along the length of global wires will have a big impact on the solutions to many physical design and layoutoptimization problems, including clock skew control, wire sizing, layer assignment, crosstalk effects, and buffer insertion as shown in [48] . On the other hand, the interconnect load capacitance is the predominant part of the load capacitance in dynamic power component; therefore, interconnect thermal effects play a crucial role in the reliability and performance of the whole system.
Circuit simulation plays an important role during early design steps and final verification phases. The accuracy of circuit simulation tools depend on the implemented device models. Hence for accurate performance (timing) analysis precise gate as well as interconnect delay models must be considered. Temperature dependence, noise effects, and process variations are among the factors that need to be taken into account in a complete model. The circuit delay has a specifically strong dependence on temperature; therefore it is important to explore how the thermal effects can affect the circuit timing characteristics, such as the path delay, and the criticality of path.
Effect on Power Dissipation
As stated previously, temperature has a strong effect on subthreshold leakage, which tends to be a major component of the circuit power dissipation in sub-90 nm CMOS designs (At 90-nm-process nodes, leakage accounts for 25 to 40% of total power. At 65-nm-processes, leakage accounts for 50 to 70% of total power.) Since leakage is critically dependent on operating temperature and power supply, the authors of [49] present a full chip leakage estimation technique which accurately accounts for power supply and temperature variations. State of the art techniques are used to compute the thermal and power supply profile of the entire chip. Closed-form models are presented which relate leakage to temperature and V DD variations. These models coupled with the thermal and V DD profile are used to generate an accurate full chip leakage estimation technique considering environmental variations. The results of this approach are demonstrated on largescale industrial designs.
The authors in [50] present a framework for full-chip estimation of subthreshold leakage power distribution considering both within-die and die-to-die variations in process (P), temperature (T) and supply voltage (V). Using this framework, a quantitative analysis of the relative sensitivities of subthreshold leakage to P-T-V variations has been presented. It was shown that for accurate estimation of subthreshold leakage, it is important to consider die-to-die temperature variations which can significantly increase the leakage power due to electrothermal couplings between power and temperature. Furthermore, the full-chip leakage power distribution arising due to both within-die and die-to-die P-T-V is calculated, which is subsequently used to estimate the leakage constrained yield under the impact of these variations. The calculations show that the yield is significantly lowered under the impact of within-die and die-to-die process and temperature variations.
Effect on P/G Integrity
Uneven power consumption in various logic blocks in an IC chip results in two effects: (a) appearance of hot spots and temperature gradients (b) supply voltage variations due to current demands of logic blocks and design of a power/ground distribution network. To accommodate variations in local temperatures and supply voltage levels, designers have traditionally been forced to pad logic cell characteristics and design margins. However, creating the power distribution network using excessively conservative design practices can result in loss of valuable silicon real estate, increasing congestion, and thereby, resulting in performance loss.
Deep submicron (DSM) IC chips are prone to resistive voltage drop effects, which are caused by the resistance associated with the network of wires used to distribute power and ground from the external pins to the internal circuitry [51] . Every power and ground track segment has a small amount of resistance associated with it, i.e., the logic block that is closest to the external power or ground pins receives nearly perfect supply voltage levels. However, logic blocks that are further down the power-ground distribution are presented with a degraded supply voltage levels. In the remainder of this section we focus on voltage drops on the V DD rail. Similar statements apply to the Gnd rail.
In general, the voltage drops on the power rail can be in the form of a self-induced IR drop from the external power pin to the power terminal of a logic block due to the current that is drawn by the logic block itself. In addition, they can in the form of a transient IR drop caused by switching currents that flow into the other logic blocks further up the power distribution network. Indeed, the transitory power surge in a logic block (due to switching activity in that block) can momentarily reduce the voltage supply level to blocks down the power supply chain.
It is worthwhile to point out that accepted techniques for power management in VLSI circuits (including clock and power gating) tend to also increase the on-chip thermal gradients and power surges (with ensuing transitory supply voltage drops.) As an example, when a large logic block that was previously clock gated comes online, it will suddenly draw a large amount of current from it power terminal, which will cause voltage drop not only on its own power terminals but also on power terminals of every other logic block down the power distribution network. With reduced supply voltage level comes slower logic switching times, which means some block in the circuit can suffer a setup time failure. There is also an increase in the interconnect delays associated with wires that are driven by underpowered logic cells. Furthermore, when the supply is reduced, the logic cells become more susceptible to noise because of reduced DC noise margin.
The issue is in fact even more complicated that what is described above, and that is because the inductive voltage drop (Ldi/dt noise) can add to this DC drop and cause even more performance degradation and thus further increase the chances for circuit failure. Of course, insertion of the right amount of decoupling capacitors at the right places in the supply distribution network can help alleviate the inductive voltage drop effects [52] .
Voltage drop effects are becoming increasingly significant, because the resistivity of the power and ground tracks rises as a function of decreasing feature sizes (track widths) and increasing chip temperatures. These effects can be minimized by increasing the width of power tracks (which reduces the power track resistances) and/or by increasing the spacing between logic blocks (which reduces power density and hence reduces chip temperature). However the first approach tends to use up valuable real estate on the silicon, which typically causes routing congestion problems whereas the second approach increases interconnect delays (and power consumption due to increased physical capacitance of longer logic signal tracks.) Thus, implementing an optimal power network requires the balancing of many diverse factors [53] [54] .
EM in power and ground tracks can cause significant timing problems because the increased track resistance associated with void results in a voltage drop. This will consecutively cause longer propagation delays and higher noise susceptibility in affected logic blocks. Power and ground EM can also cause major catastrophic errors to occur, because the voids may eventually lead to open circuits while the hillocks and whiskers may cause short circuits to neighboring wires [55] [56]. Figure 7 illustrates the interaction among thermal analysis, timing and power analyses, and power-ground (P/G) network analysis. Chip thermal analysis needs power consumption values from the circuit power analyzer and the chip thermal model. In return, it calculates the temperature profile of the chip, which will in turn impact the leakage power dissipation values, the gate drive strength, and the interconnect resistances. Hence, the thermal analysis results directly feed into the power analysis, timing analysis, and P/G analysis modules. The P/G network analysis also needs the current densities in the various sections of the power distribution network, which comes from the results of the power analysis. The timing analysis module provides information about the signal transition times and arrival times of various gates to the power analysis and P/G network analysis modules. Finally, the P/G network analysis module provides voltage drop and ground bounce information to the timing analysis module.
Putting It Together
The real picture is indeed more complicated than that described above. This is due to the rising impact of global and random sources of variations on performance characteristics of VLSI circuits [57] , which tend to increase the criticality of temperature dependencies in the circuit. This is in turn because variations in V T or L eff of transistors and voltage drops on power supply lines reduce the noise margins of logic cells, leaving less room to accommodate temperature effects on parasitic RC values and circuit performance.
Up until recently, corner-based timing and signal integrity analysis techniques were used as relatively fast techniques to address the concerns related to various sources of variation in VLSI circuits. In general, cornerbased techniques tend to overestimate circuit delay and noise effects. These techniques can also result in underestimation of circuit delay and noise because these metrics are non-monotone functions of some circuit parameters. Exacerbating the situation, it is nontrivial to find the worst-case value for each circuit parameter that would result in the worst-case delay or noise. Statistical analysis [58] [59] has been used to address the abovementioned shortcomings of corner-based approaches. Each analysis tool in Figure 7 must therefore have a statistical analysis component to effectively address the shortcoming of traditional corner-based analyzers.
The lack of integration between the various analysis tools can result in a huge number of "false errors". Engineers often over-design to avoid false errors. For example, a perceived power plane integrity problem may be addressed by excessively wide power rails. This in turn can cause design to fail to meet its area or timing constraints and to become congested. Compensating for these side effects can cause ripples throughout the whole design resulting in excessive margins in the timing goals, excessive margins on signal integrity, etc. It is easily seen that this kind of situation is undesirable since it makes it nearly impossible to achieve design closure. 
TEMPERATURE CONTROL
The chip temperature can be controlled by off-chip (system-level or board-level) means, or on-chip thermal management techniques. The on-chip techniques an in turn be divided into static (design time) or dynamic (run time) strategies and structures. These techniques are described next.
Package/System-based Thermal Management
One method involves the use of thermal feedback (from a thermistor, for instance), to change the fan speed and keep the maximum temperature of the chips on a Printed Circuit Board below a threshold temperature. Another method of local temperature control involves the use of a solid state heat pump (or thermoelectric cooler), which employ the Peltier effect. Such a device can electronically pump heat from an integrated circuit (IC) chip to a heat sink [60] . The drawback of this system is the added space, weight, and expense of the thermoelectric cooler and heat sink. Yet another method of local temperature control involves the use of phase-change material [61] . Such a method holds the chip temperature at a nearly fixed temperature by absorbing heat into a material that changes its physical state. The drawback of such a system is that it only works for a limited time. In addition, there is the added system complexity and the containment problem of the phase change material.
Design-time Thermal Management
Designers can employ a number of techniques to correct thermal problems on IC chips. One technique is to do temperature-aware physical design planning by equalizing Thermal Analysis
Cell Library Data Thermal Models
Timing Analysis P/G Network Analysis Power Analysis the temperature across the chip during the initial macrocell placement. Designers can also make designs more robust by limiting the maximum power draw that is sustained over a period of say tens of micro-seconds. They can make the VLSI interconnects more robust by widening traces and by doing buffer insertion and sizing. Dummy vias in the higher metal layers may be used to reduce temperatures on interconnect without impacting their electrical resistance and capacitance. This is because the vias will reduce the thermal resistance between the metal line and the substrate. By including a static thermal calculator, design teams can consider various packaging and on-chip electro-thermal parameters. Invoking such a tool from the early stages in the physical-synthesis flow allows for thermally-conscious physical design planning and global placement to minimize the magnitude of non-uniform temperature profiles. A detailed discussion of design optimization for improving the full-chip thermal integrity is provided in the next article in this special issue. What is needed is an RTL-to-GDSII system containing an embedded thermal analysis engine that is integrated with various components of the optimization flow [62] . The target system is capable of addressing the impact of temperature on on-chip parasitic parameters and incorporating the thermal effects into the design optimization algorithms. The end goal is to produce an EDA methodology, design flow, and tool suite that include thermally aware analysis and optimization techniques designed to reduce the impact of on-chip temperature and hot spots on various circuit performance parameters.
Adaptive Thermal Management
Current thermal solutions are designed to limit the peak processor power dissipation to ensure its reliable operation under worst-case scenarios. However, the peak chip power and ensuing peak temperature are hardly ever observed. Dynamic thermal management (DTM) has been proposed as a class of micro-architectural solutions and software strategies to achieve the highest chip performance under a peak temperature limit. Furthermore, as stated earlier the power density across the chip is non-uniform, resulting in localized hot spots. DTM solutions must address this phenomenon as much as they tackle system-wide temperature violations.
When the chip approaches the thermal limit, a DTM controller initiates hardware reconfiguration, slow-down, or shutdown to lower the chip temperature. Possible response mechanisms include micro-architectural adaptations (e.g., clock throttling, register file resizing, limiting the issue width of a processor, and computation migration to auxiliary hardware), and/or on-the-fly performance adjustment via dynamic power management (DPM), dynamic voltage scaling (DVS), clock/power gating.
Dynamic power management (DPM) is a feature of the run-time environment of a power-managed circuit (PMC) that adaptively reconfigures itself to provide the requested services and performance levels with a minimum number of active components or a minimum activity level on such components. DPM encompasses a set of techniques that achieve energy-efficient computation by selectively turning off (or reducing the performance of) circuit components when they are idle (or partially unexploited.) The fundamental premise for the applicability of DPM is that circuit (and its functional blocks) experience non-uniform workloads during operation time. Such an assumption is valid for many circuits. A second assumption of DPM is that it is possible to predict, with a certain degree of confidence, the fluctuations of workload.
The early works on DPM focused on predictive shutdown approaches [63] [64] which make use of "timeout" based policies. A power management approach based on discrete time Markovian decision processes was proposed in [65] . The discrete-time model requires policy evaluation at periodic time instances and may thereby consume a large amount of power even when no change in the system state has occurred. To surmount this shortcoming, a model based on continuous-time Markovian decision processes (CTMDP) was proposed in [66] . The policy change under this model is asynchronous and is thus more suitable for implementation as part of a real-time operating system environment. Other approaches such as adaptive learning based strategies [67] , session clustering and prediction strategies [68] , on-line strategies [69] , Petribased DPM techniques [70] , hierarchical system decomposition and modeling [71] [72] , and combination of CTMDP-based approaches and timeout based power management techniques [73] have also been utilized to find a DPM policy of power-managed computer system. The key differences between DPM and DTM can be stated as follows. Localized heating occurs much faster than chip-wide heating. Additionally, power dissipation is spatially non-uniform across the chip, resulting in emergence of hot spots and spatial temperature gradients that can cause timing errors or even physical damage. These effects evolve over time scales of hundreds of microseconds, which implies that power-management techniques, in order to be used for thermal management, must directly target the spatio-temporal behavior of the chip temperature. In fact, many DPM techniques have little or no effect on substrate temperature, because they do not reduce the power density in hot spots, reduce power dissipation with too short a timing granularity, or do not attempt to reduce power dissipation when no positive timing slack is present. Furthermore, DPM techniques attempt to lower the sum total of energy consumed over the entire application run, while DTM techniques must ensure that a thermal limit is not exceeded. The power control algorithm tracks the power consumption of the entire chip as a whole (which is a minsum optimization problem), while the temperature control algorithm concentrates on the power consumption of specific localized structures on chip (which is a minmax optimization problem). Finally, DPM algorithms seek to minimize energy while meeting a task completion deadline whereas with DTM algorithms, there is no minimal performance target other than not exceeding a temperature threshold. In other words DPM is a constrained optimization problem whereas DTM is often formulated as an unconstrained optimization problem.
Despite the long-standing concern about thermal effects, only a few studies have been published on DTM, and they are mostly in the computer architecture field. Gunther et al. [74] describe the thermal design approach for the Pentium 4, where thermal management is accomplished via global clock gating. Lim et al. [75] propose a heterogeneous dual-pipeline processor for mobile devices in which the standard execution core is augmented by a low-power, single-issue, in-order pipeline that shares the fetch engine, register files, and execution units but deactivates out-of-order components like the renamer and issue queues. Skadron et al. [76] [77] study the architecturelevel thermal management and modeling based on an equivalent circuit of thermal resistances and capacitances. Architecture-level thermal management that uses runtime knowledge of application behavior and the current thermal status is incorporated with dynamic voltage and frequency scaling techniques to ensure safe operation. Various architectural mechanisms for DTM are evaluated to regulate the on-chip temperatures. An architectural thermal model for microprocessor, HotSpot, which constructs a multi-layer lumped thermal RC network, is described in [77] to model the heat dissipation path from the silicon die through the cooling package to the ambient.
There have been a couple of research results on enforcing the temperature limits of the processors. The trigger mechanism used to cool the microprocessor's temperature with DTM has been described in [78] by using Wattch [79] . A temperature threshold can be set to a higher level and used as a gauge of how successful the trigger mechanism is in dealing with the increase in temperature. In [80] , an integrated dynamic thermal management circuit for system-on-chip is proposed that incorporates on-chip power/speed modulation and integrated multi-stage fan controllers. When the chip approaches the thermal limit, DTM controls each component's operation speed with the feedback from present temperature information. The work presented in [81] tackles the performance optimization problem for disk drives by studying the relationship between capacity, performance, and the thermal characteristics of disk drives. This reference provides solution for temperature-aware disk drive design while presenting the roadmap based on models in technology scaling of the fundamental parameters from the thermal perspective.
Reactive DTM techniques, which have limited time to respond to a thermal emergency, preclude the use of mechanisms such as dynamic voltage scaling (DVS) and register file resizing that have high invocation overhead. In contrast predictive DTM techniques are able to employ DVS and register file resizing. A predictive DTM approach that exploits certain properties of multimedia applications is presented in [82] . Two adaptation techniques, which can impact hot spot problems, i.e., instruction window resizing and deactivating appropriate register file ports, are studied. This reference shows that a combination of DVS and architectural adaptation with predictive algorithm is highly effective in controlling the chip temperature.
CONCLUSION
Tight interactions between average and peak power dissipation, delay and signal integrity, P/G network design, and chip temperatures strongly argues for the need to have a tightly coupled set of power, timing, and signal integrity analysis and optimization tools and flows that are built on top of a unified design environment, which in turn combines disparate physical, electrical and thermal data models into one database. To fully account for the impact of voltage drop effects, for example, it is important to have an environment that can derate for timing -on a cell-by-cell basis -based on actual voltage drops and local temperatures. The timing analysis engine should then make use of this derated timing data to identify potential changes to the critical paths. In turn, the optimization engine should make appropriate modifications to address potential setup or hold problems that appear as a result of the timing changes. This requires a design environment in which the power analysis, voltage drop analysis, derating calculations, timing analysis, and optimization engines all work seamlessly together.
Temperature-dependent design issues are becoming dominant factors in resolving signal-and power-integrity issues in future generations of VLSI chips. There is thus a clear need for effective temperature-aware analysis and optimization tools and design flows that would in turn enable the design of high-performance and reliable IC chips.
