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Abstract 
In this paper we analyze and test the restrictions 
on the dynamic structure and on the disturbance serial 
correlations of a demand for money function specified by 
Fase and Kunê (1974) for the Netherlands using data for 
the period 1952-71. We also investigate whether» the model 
remains valid for the mid-seventies. 
The conclusion is that the restrictions, which are implied 
by a partial adjustment mechanism on the money balances 
and an adaptive expextations'scheme on the income and the 
price variable, are not supported by the data. Therefore 
we consider alternative specificatlons, analyze their steady 
state properties and illustrate the pradictive performance 
of one of the alternative models. 
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1. Introduction 
Econometrie analysis of money market relationships has nowadays an own 
tradition in applied econometrics. In order to get a flavour of the results 
that are available the reader can look at the summary and the list of refer-
ences given bij Fase and Kuné (1974), (1975) and by Laidler (1969). Among the 
money market equations, the demand function has received special attention by 
econometricians, perhaps partly because the specification of a money demand 
function requires less institutional knowledge than e.g. the specification of 
a money supply equation. Recent empirical studies are characterized by the 
desire to statistically verify and test some of the assumptions underlying 
the econometrie model. The demand for money function is not an exception. The 
recent study by Hendry and Mizon (1978) illustrates how one can ascertain an 
empirically verified money demand equation. 
Our aim in this paper is similar, that is, we examine the validity and reli-
ability of some assumptions underlying a money demand equation. The starting 
point is an aggregate demand function for money specified and estimated by Fase 
and Kune (1974) using Dutch quarterly data for the period 1952-1971. Throughout 
this paper we shall use the same data as Fase and Kuné (1974). We shall formally 
test a number of assumptions concerning the lag structure, the disturbance serial 
correlations, restrictions on the structural parameters and we shall also investi-
gate whether the model remains valid for the years 1972-76. In this way, we hope 
to get more insight into what we consider as being one of the major building-
blocks of a monetary model. 
In a recent study of the demand for money in the EEC countries, Den Butter and 
Fase (1979) follow a similar approach, by giving particular attention to the dy-
namic specification and the properties of the disturbances. 
From a methodological point of view, one would ideally like to start the sta-
tistical investigation with a fully specified econometrie model. In this way, the 
problem of "measurement without theory" [see Koopmans (1947)] is avoided and the 
statistical properties of the econometrie methods used can be ascertained. 
However as economie theory, especially on an aggregate level, does not yield a 
fully specified econometrie model, it is necessary to make ad-hoe assumptions. 
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Empirical verification of somè of these assumptlons dominates the strategy of 
looking for escape in somewhat shaky and non-tested suppositions. Thereby we recog-
nize the possibility that the main feature of the final model specification may be 
that of tracing the statistical regularities in the data. 
T 
In section 2, :iwe present the model used by Fase and Kune f1974) and discuss the 
underlying assumptions. Section 3 is devoted to the results of the econometrie 
analysis of the model for the periods 1952-71 and 1952-76. We report results on 
estimation, on tests of theoretically meaningful restrictions and on residual anal-
ysis., Finally, in section 4- we give the major conclusions of our analysis and 
point to problems that will be analyzed in future work. 
2. A model for the analysis of the aggregate demand for money in the Netherlands 
Fase andKune (1974), hereafter F 8 K^  have specified and estimated several models 
for the demand for money. The most general specification in their study will be 
presented here. In order to facilitate the interpretation of the equations we 
rewrite their equation as follows (all variables are in natural logarithm) 
Mt = % + <°1 Yt+1 + a2 Rt + a3 Pt+1 + \ °t (2'1} 
where M* = desired amount of liquidities (nominal) in period t, 
Y* . = expected income for period t+1, with the expectations 
formed in period t 
R = an interest rate 
P*
 1 = the expected price level for period t+1-
C. = a business cycle indicator in period t. 
For the unobservable variables M*, Y*, and P*, F & K postulate a partial 
adjustment equation for M* 
M+ - M. = 0(MÏ " M^ i> , 0< 6< 1 (2.2) 
t t-1 t t-1 N> 
and an adaptive expectations mechanism for Y* and P*, which we 
rewrite as 
Y*, - Y* = X .(Y. - Y*) , 0< Ax 1 (2.3) 
t+1 t -t t ^ 
and 
p
^i " pï = k (P+ - P*) , 0< »?< 1 (2.4) 
t+1 t t t ^ 
We can write the expressions (2.2), (2.3) and (2.4) using the lag operator 
L, defined as Lx = x , 
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e M* = ti -(i-e) L ti ^2'5) 
t t t 
. . X Y 
Y* , = X I (1-A)1 L1 Y^ = (2.6) t+1
 i = 0 t 1 - (l-X)L 
- • K P4-
P*., = k I ( 1 - K ) 1 L1?^ = (2.7) 
1 - (1-K)L 
"t+1" i=0 t-
and substitute the result for the unobserved variables in (2.1), which 
yields 
a,6X Y. , ._.. a0.6K P. 
«t = ( H ) L V V ^^Tjèï% ^ V \*- (A) L 
+ a 9 C (2.8) 
Premultiplying expression (2.8) by the polynomials in L in the denominator 
gives us the final expression, which F & K write as 
M aQex K + (i-8) Stt_1 + o^ex Y^ + a2e &t + a3ekp^. 
% + a^ e C (2.9) 
where a variable (say X ) with a ('v) is defined as 
>? = [1- (l-X)Lj [1-K(1-K:)L]X_ 
t ' T v . 
YJ. = [1 - (1-K)L] Yt and P.J. = [l- (l-X)L] P^ 
(2.10) 
Finally F 8 K add a disturbance term u to the equation (2.9). They implicitly 
assume that u has expectation zero, constant variance, zero serial correlations, 
an assumption which they relax later on in favour of a first order autoregressive 
process for u , and that the disturbance and the explanatory variables in (2.9) 
are independent. 
__AtJthis stage, the model deserves some comments. 
1) Along with many authors, F & K assume that the model is log-linear. Economie 
theory has little to say about the functional form of a demand for money equa-
tion. In the present study we also stick to a log-linear functional form, an 
assumption that could be formally tested. 
2) Economie theory of the demand for money generally explains the demand for real 
balances [see e.g. Friedman (1956)]. F & K specify their relationship in 
terms of nominal balances. Provided the price variable measuring the real 
value of money is pre-determined, we dan transform the model into real terms 
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leaving the statistical properties of the associated model for the real money 
demand basically unaffected. Den Butter and Fase (1979) investigate demand 
functions for the nominal and real money balances in EEC countries and conclude 
that the latter are to be preferred - for empirdcal reasons - to the results 
for nominal balances. 
3) F & K analyze the specification (2.9) as a single regression equation. Matters 
such as identification and simultaneity are incidentally considered. Within 
the framework of the monetary approach to balance of payments [see e.g. Johnson 
(1972)], one can substantiate the assumption of independence between the explana-
tory variables in (2.9) and the disturbance term. Under a regime of fixed exchaVige 
rates, a small country's price and interest rate'levels are assumed to be closely 
related to world prices and interest rates and therefore predetermined„Further, 
ehanges in the real' sector, e.g. in real income and 
the business-cycle indicator C in (2.9), are assumed to be exogenous to the 
monetary sector, while the supply of money is instantaneously adjusted to the 
money demand, implying that 0 = 1 . The sample used by F & K largely covers a 
period of fixed exchange rates. The transition to flexible exchange rates 
implies a structural change and offers a possible explanation as to why the 
model by F & K does not necessarily remain valid for the recent years. The 
assumptions made in the monetary approach to the balance of payments determine 
the direction of the causality in the money demand function and give theoreti^, 
cal support to consider ing the money demand function as a reduced form and 
even a transfer function equation. 
1) In a final stage, the disturbance term is added to equation (2.9). Assuming 
that one or several of the behavioral équations (2.1) - (2.4-) are stochastic 
would lead to serially correlated disturbances in the final expression (2.9), 
wherein the correlations of the disturbances would be functions of the 
structural parameters. In any case, estimation and statistical testing in 
the presence of serial error correlations and lagged endogenous variables 
[see equation (2.9)] require special carefulness, a point of which Fase and 
Kune are also aware. In the next section we shall pay attention to the speci-
fication of the disturbances. 
5) The specification of the model (2.1) - (2.4) implies six restrictions on the 
parameters of equation (2.9). We can write equation (2.9) as a regression 
equation with 13 explanatory variables 
M t = B0 + 3 1 M t - 1 + B2 M t - 2 + 33 ; M t-3 + ¥t+¥t-l+¥t 
+ 3 y R t _ , + 3 8 R t_2 + B9 P t + B1 0 P t _ ! + B u C t + 3 1 2 C ^ 
+ B 1 3 C t _ 2 + ut (2.11) 
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where the 14 parameters g. are assumed to be nonlinear functions of the 8 
structural coefficients a , a ,...a , 8, X and K. 
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(2.12) 
This implies 6 restrictions on the 8.' s written as 
<j> ( 8 ) = 
6 x 1 
>13 P6 M8 Pll 
511 37 ' 36 312 
310 34 Bll + 35 39 3ir " 39 34 312 
2 63 B6 B7 - B2 B6 Bg - B8 
34 38 39 " 35 36 310 
\ 3g \ 3 8 + 310 34 38 + S5 39 ]3 36 34 39 
(2 
where <j> is a 6 x 1 vector of implicit functions of the 8.'s ,F & K choose 
several pairs of values for X unit K.. • 
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For each pair, they compute the variables $( , 1^ ., t±i Y.J. and P^ . defined in (2.9) 
and regress M on the four remaining variables. As can be seen from (2.9), there 
is a one-to-one relationship between the coefficients of this linear regression 
equation and the structural parameters aQ, •ai+' 8" I n t n i s w aY' F & K im~ 
pose the restrictions (2.13) on the 3.'s in (2.11) for given values of *• and K. 
In the next section we shall investigate which values for X and K maximize the 
likelihood function undër normally distributed disturbances and fixed initial va-
lues. For the model (2.9), maximizing the likelihood function is equivalent to 
maximizing the R . We shall also test the set of restrictions (2.13) imposed by 
F & K on their -nodel. The'assumption of normally distributed disturbances, which 
we do not test in this paper, is handy when testing for restrictions and for mis-, 
specification in an econometrie model. Furthermore, due to the presence of the 
lagged endogenous variable and other stochastic regressors, we have to rely on 
the asymptotic distribution of the test statistics to be used in the next section. 
3. Results of the empirical analysis. 
In this section we present some estimation results of the F & K model (2.9) and 
its unrestricted version (2.11), and analyze the results in the light of the ex-
pected sign, the significance of the parameters, the stability of the parameter 
estimate-J over the sample period and the values of the elasticities. We test the 
restrictions formulated in (2.13) and analyze the residuals of the models (2.9) 
and (2.11) with the aim to empirically validate the demand function for money. 
F & K assign a priori values to the parameters X and K, experiment with dif-
ferent values for X and K, and make a final choice on the basis of two selection 
2 
principles' , maximizing R and a price-elasticity of about one. This procedure 
leads to values for X = K = .5. Estimation results of the model (2.9) for * 
X = K = .5 by OLS using seasonally adjusted data (except for the interest rate) 
are reported in Table 1. The figures between brackets are t-values (in absolute 
value). The estimate of the constant term (model 1) differs from the result re-
ported by F & K (1974), p. 341, due to a different choice of units. For the pe- . 
riod 1952-76, III the model has been estimated by Blommestein & van Dijk (1978) 
(see model 3 in Table 1). Under number 2, we report estimates for the period 
1972-1976, III. The long-term elasticities reported in Table 1 measure the per-
centage variation in equilibrium money holdings with respect to a percentage va-
riation in an exogenous variable. The equilibrium situation in a stationary eco-
.nomy is characterized by the equality of realized values to desired and expected 
values, i.e. M = M* Y = Y* and P^ = P*. t t' t t t t 
The parameters a. in equation (2.1) are thus long-run elasticities. The compounded 
parameters in equation (2.9) are short-run elasticities. F & K have tested their 
model 1 for a structural change in the sample period. The null hypothesis of no 
structural change could not be rejected by means of the Chow-test : F = .627, 
v x = 6 and v 2 = 65, Tx = 38 and T = 39, ^  + T = T. F S K conclude that their 
model is satisfactory as the estimated coefficients are significant and have the 
2 
expected sign, the price-elasticity is close to one, R is high and the DW value 
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is acceptable. A D W -statistic close to two is not surprismg as ït is biased to-
wards non-detection of possible autocorrelation in the disturbances when lagged 
2 
endogenous variables are present. The Farrar-Glauber test X = 675.18 
indicates the presence of correlation among the explanatory variables, mainly 
caused by the significant dependence between M and P . We take this as a 
warning that the data probably will not give us very precise Information on the 
parameter values. According to the criteria used by F & K, the estimates for 
the periods 1952-76, III and 1972-76, III are quite unsatisfactory. For model 
3 (Table 1) the coefficients of R and C are not significantly different from 
zero. The estimated coëfficiënt of R does not have the expected sign, although 
the 90 per cent confidence interval for the coëfficiënt of R , [-.0468, .0868], 
covers negative values. For period 1972-76, III, the parameters are estimated 
with greater precision, but the estimates of the coefficients for Y , R and C 
have a "wrong" sign. Again for the models 2 and 35 the' Farrar-Glauber test indi-
2 
cates significant multicollinarity (X = 75.11 and 856.79 resp.). The price elas-
ticy in model 2 differs significantly from one. An estimate of the large sample 
variance of S is given by var (3 ) = 1.529 (using a first order Taylor series 
approximation). The Chow-test based on a split of the sample into two parts 1952, 
I- 1971, IV and 72, 1-76, III indicates that the hypothesis of no structural change 
has to be rejected (F = 4.64, v = 6, v = 84. This finding is not surprising as the 
second part of the sample covers a period of flexible exchange rates, of great 
changes in international money markets, high inflation and interest rates... . 
Recently, Kuipers and Wilpstra (1978) investigated the stability of the, demand 
function for money using quarterly data on narrowly and broadly defined money 
balances for the period 1952, I - 1976, IV. One of their conclusions is that the 
post-war demand jfunction for money for the Netherlands should be unstable (p. 1932). 
Next we look more closely a,t the choice of the values for X = K = .5. The 
question to be asked is: does this pair of values give an overall maximum of the 
likelihood function if we assume that the disturbance. term of model (2.9) is a 
normally distributed white noise. The shape of the log-likelihood function for 
the periods 1952-71, IV and 1952-76, III for different combinations of X and K 
is given in figures 1 and 2. For the first sample period the likelihood function 
attains its maximum at A = .9 and K = .7, while for the entire period the maxi-
mum of the likelihood function lies at X = 1. and < = .5. These values are higher 
than the values X = K = .5 retained by F •& K, suggesting that the expectations with 
respect to the income and the price level adapt quickly. A value X = 1. indicates 
that the expected income is equal to the realized income. We should also notice 
that the equality X = K implies that there is a common factor (1 - XL) in equa-
tion (2.9). We can now test the hypothesis H : X = < = .5 against H : X * .5 and/ 
or K 4= .5, using a likelihood ratio test with 2 In of the likelihood ratio=13.16 
for the years 1952, I - 1971, IV' and equal to 13.128 for the period 1952, I - 1976, 
2 
IV. These likelihood ratio test statistics are x -distributed in large samples 
with two degrees of freedom •(= the number of restrictions imposed in H ) so that 
for both periods wè have to' reject the null'-hypothesis at a 1% level of significance. 
W = T * (£)' V _1 (B) (j, (3) with VA (i) = || 'V(B) II* 
<p <p 3p g dB 
It is also interesting to investigate whether the restrictions (2.13) 
formulated by F & K through the specification in (2.1) -.(2..4-) are in accord 
with the Information in the data. For this reason we have estimated the unre-
stricted model (2.11). The results for the unrestricted model are reported in 
Table 2(nr. 4 and 5). Of course the results are not very satisfactory. Few 
co^ficients are significantly different from zero. The estimates do not always 
have the sign expected on the basis of theoretical con'siderations. As the re-
strictions have not been imposed on the models 4 and 5, there are several ways to 
compute "estimates" for X and K. . • We
 n0w test the null-hypoth-
esis H : <j) (B) = 0, where <j> (B) is the vector of 6 nonlinear restrictions (2.13) 
on^the regression coefficients of the model (2.11), against the alternative hypoth-
esis H : <|).(B) * 0, some i = 1,2...6. The test statistic, 2 In of the likelihood 
ratio, is equal to 18.46, for the years 1952-71, and 8.506, for the years 1952-76, 
2 
III. It is X -distributed in large samples with six degrees of freedom. For the 
first sample, we have to reject the null-hypothesis at a 10% level of significance, 
while, for the second sample, we cannot reject H at a 10% level of significance. 
It is worth-while to mention that the WALD-test [gee e.g. Sargan (1975)], 
_ 2 and V~(B) being 
- P p 
the large sample covariance matriJC of g', has the same aymptotic properties as the 
likelihood ratio test, but involves only estimating the unrestricted model (2.11). 
It is especially appropriate for testing hypotheses for which it is cumbersome to 
compute the maximum of the restricted likelihood function or when it is difficult 
to get fully efficiënt estimates of the unrestricted model. The Wald-statistic, 
2 
which is approximately x -distributed with 6 degrees of freedom under H : <(>(B) = 0 
in (2.13), is equal to 473.529 for the years 1952, I - 1971, IV, and 16047.6, for 
the period 1952, 1-1976, III, so that we have to reject the null hypothesis at 
conventional levels of significance. Under the assumptions made until now, the 
OLS estimator for model (2.11) is also the maximum likelihood estimator. Finally, 
we have to conclude that the restrictions in (2.13) are not supported by the data. 
As several coefficients of the unrestricted. model are not significantly differ-
ent from zero at conventional significance levels, we have estimated the unrestric-
ted model without the explanatory variable C. The results are given in Table 2 
(models 6 and 7). 
Now we shall pay attention to the assumptions concerning the disturbances. . The 
assumption of spherical disturbances in the F & K model for both samples tested by 
means of the Goldfeld & Quandt test is not rejected at a 5% level of significance. 
The empirical evidence in the residuals is not in favour of the assumption of zero 
disturbance autocorrelations. 
In Table 3 we report the estimated residual autocorrelation (ACF) and partial 
autocorrelation (PACF) functions for several regression models*'. Estimated large 
sample Standard errors for the ACF and the PACF are given in the column SE [see 
e.g. Box & Jenkins (1970)]. It is obvious that there are significant correlations 
in the residuals of models 1,3 and 4. For model 6, the second and eighth auto-
* The computations were performed using a computer program developed by 
f v Nol enn Hm" v<=-p!=5-ï -)-v nf Washington. Seattle . 
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correlation coefficients and the second and ninth partial autocorrelation 
coefficients are significantly different from zero at a. 5% level. Simple auto-
regressive-moving average (ARMA) models have been fitted to the residuals of the 
regression models 1 and 3 using a nonlinear least squares estimation method. 
The results are given in Table 4. Values for the Q-statistic associated with 
ARMA models are also reported where Q(k) = T Z r (jp, with r. (e) being the estimated x-th 
autocorrelation coëfficiënt of the residuals for the ARMA (p,q) models, is approx-
2 
imately X - distributed with (k - p - q) degrees of freedom (df), under the 
assumption that the disturbances are white noise. Of course, the figures 
in Table 4 are not consistent estimates of non-zero disturbance autocorrelation 
parameters because there are lagged endogenous variables in the regression equa-
tions, but it ought to be clear that the evidence in the residuals is not supporting 
the white noise assumption for the disturbances. The empirical results in Table 3 
suggest that imposing the set of restriction in (2.13) strengthens the residual 
autocorrelation. 
The estimated spectra */ for the residuals of models 1 and 4 are given in 
Figures 3 and 4 respectively, where the window is closed at m=24-.Although 
the residual sample autocorrelations for the two models are quite different 
the residual spectra have a similar shape with a minimum at the frequency of 
.25 (a period of one year) and peaks at th© freq'uencies .04-, .20 and .30. 
The spectrum of A In M in Figure 5 has a very similar shape at and around 
seasonal frequencies. 
The minimum at the frequency of .25 and the two peaks at frequencies of 
.16 and .3 of the spectrum of A In M are possibly the result of the 
seasonal adjustment of the series , 
Although the general specification (2.11) is acceptable as a maintained 
hypothesis by residual autocorrelation standards (see Table 3), its parameter 
estimates are not very precise. Our strategy is to start with a specification 
which is sufficiently general to bj a sefeguard against missing explanatory 
variables and then to look for restrictions on the parameters that will not 
be rejected by the data. 
First one may question the presence of the business cycle indicator C 
in equation (2.11). The coefficients of the variable C are not significantly 
different from zero in the unrestricted models 4- and 5 (Table 2). Part of its 
*/ The spectra have been computed using a computer program developed by 
C.P.A. Bartels and E. Vogelvang, using the Tukey-Hanning window. 
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effect on the demand for money is expected to be explained by variations in 
the variable Y . Excluding the business cycle indicator from the unrestricted 
specification (2.11) does not lead to a substantial loss of explanatory power 
of the equation. 
The likelihood ratio test ±s 7.968 for 1952, 1-1971,IV, and 7.398 for 1952, 1-1976. 
III (number of degrees of freedom = 3), so that at a 5% Ievel we reject the 
null-hypothesis for the first period but not for the entire aample period. 
Next we investigate whether we can further restrict the parameter space 
by testing along the lines by Hendry and Mizon (1978) for the presence of 
common fattors In the unrestricted model (2.11) with and without the business 
cycle variable. Imposing one common factor on the model (2.11) leads to a 
specification like 
Mt = \ + Yl Mt-1 + Y2 Mt-2 + ^3 Yt + Y4 Rt + ^5 Rt-1 + Y6 Pt + Y7 Ct 
+
 ^8 Ct-1 + 
1 - pL (2.14) 
As there are lagged endogenous variables and autocorrelated errors present 
in model (2.11), we estimate its parameters by the Hildreth-Lu method which 
yields ML estimates of the parameters in (2.14). The estimates are reported 
in TabIe 5. The likelihood ratio (LR) statistics for testing the presence 
of one common factor are given in the following table: 
Model Period C included 2 In LR DF 
4 1952 - 71 yes 2.680 4 
5 1952 - 76 yes 3.848 4 
6 1952 - 71 no 4.058 3 
7 1952 - 76 no 3.282 
3 
From the outcome of the test, we have to conclude that we cannot reject 
the common factor restriction. It is worthwhile to notice that the 
estimated common factor for model 6 is equal to zero and that the common 
factor in model 7 is not significantly different from zero. Non-rejection 
of the common factor hypothesis leads us to a simpler model. 
Notice also that the restrictions (2.13) imposed by F & K and their 
empirical finding A = K imply one common factor restriction on the model. 
The models for which estimates are reported in Table 5 can be rewritten 
as relationships between growth rates and variables expressed in levels. 
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For example, model 6 (Table 5) can be approximately written as 
A NL = - .017 + . 2t 4 H, . - .01 Ht . + .002 Y^ . - .071 A R t t-1 t-2 t t 
- .002 R + .085 P + 
1 - .2L 
However it is difficult to interpret the implications of these results 
for the demand for money along a steady state growth path. 
As an alternative to the models with the common factor restriction, we 
write the estimated regressions 6 and 7 in Table 2 in term of the levels 
and the first differences of the variables. For the period 1952, I - 1971, 
IV, we have approximately 
A M+ = .08 + .45 AM. , - .15 All . - .03 (M._ , - Y_ . - P^ ,) t t-1 t-2 t-1 t-1 t-1 
+ .04- AY^ . - .08 AFL - .03 R
 0 + ü (2.15) 
t t t-2 t 
with a steady state solution given by 
M = A + Y + P - R , 
where A = 33(.08 - .70 AM + .04 AY - .08 AR), 
and after taking antilogs 
_]_ 
m = a r p y (2.16) 
with In a = A and m, r, p and y being the antilogs of M, R, P and Y 
respectively. Equation (2.15) explains the growth rate of nominal money 
balances as a function of the lagged money growth rates, an error correction 
mechanism (M - Y . - Pt-1) being equal to minus the logarithm of the 
velocity of money in" t-1 with respect to the transactions, the growth rate 
of expenditures in constant prices, the change in the interest rate, 
the lagged interest rate and the rate of change in prices. In the steady 
state the nominal demand for money as in (2.16) is homogeneous of degree 
one in nominal expenditures and of degree minus one in the interest rate. 
The error correction term, which has been used successfully by Hendry 
(1978), implies that the growth rate of money in period t decreases 
(inareases) when money holdings in t-1 have been too high (too low) with 
respect to nominal expenditures, in other words, the growth rate of money 
depends on the past value of the transactions velocity of money. The 
specification in (2.15) of the demand for money function is a restricted 
version of the model 6. Estimation of the restricted model including the 
variable AP. yields the 
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following results for the period 1952- 1971, IV (model 8): 
A M^_ =-.078 + .441 AM , - -155 All
 0 - .019 [Il , - Y^ . - P^ J t t-1 t-2 t-1 t-1 t-1 
(2.17) 
(1.215) (3.712) (1.264) , (1.057) 
+ .053 AY^ - .057 AFL + .007 R _ - .018 AP._ + ü. t t t-2 t t 
(.887) (1.449) (.781) (.186) 
R2 = . 38, D.W. = 1.95 . 
The estimates of the constant term and of the coëfficiënt of R have signs 
different from those in (2.15), although the latter one is not significantly 
different form zero. The likelihood ratio test statistic for comparing (2.17) 
2 
and model 6 is equal to 5.984 and has an asymptotic X T-distribution with 3 
degrees of freedom under the null hypothesis that equation (2.17) is the 
correct model. We cannot reject the model (2.17) at conventional levels of 
significance. The sample autocorrelations for the residuals of model 8 
(equation (2.17)).are reported in Table 3. The 3d, 5th and 8th autocorrelations 
and the 3d, 8th and 9th partial autocorrelations are significantly different 
from zero, still pointing towards a possible misspecification of the model. 
The results in (2.17) also imply a positive, possibly zero, interest rate 
elasticity of the demand for money in the stea.dy state. A slightly different 
specification is given by 
All = - . 1 1 5 + . 458 All
 1 - 1 1 1 2 A l l 0 ~ - 0 3 0 (M4- - . " ^ •, ~p^- -, ) t t - 1 t - 2 t - 1 t - 1 t - 1 
( 2 . 8 6 0 ) ( 3 . 8 3 8 ) ( . 9 7 9 ) ( 3 . 1 0 9 ) 
+ .062 AY,_ - .076 AR, + .012 AR,. , - .005 AP + ü ( 2 . 1 8 ) ' 
t t t - 1 t t 
( 1 . 0 5 1 ) ( 2 . 0 3 4 ) ( . 3 1 9 ) ( . 0 5 1 ) 
R2 = . 38 , D.W. = 1.96 
It is interesting to note that the point estimates of several parameters 
are insensible to changes of specification, suggesting that we are 
able to decompose with some accuracy the constant term in the steady state 
money demand function but that it is more difficult to accurately determine 
the effects of variables such as the interest rate on the steady state 
transactions velocity of money. Two possible explanatlons are straightforward. 
First, besides a long-term interest rate, short-term interest rates are 
relevant for explaining the Ievel of liquidities in an economy. In a recent 
study using U.S. data .Heller and Khan (1979) show that one can improve 
the explanatory power of the demand function for money by taking into 
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account the entire term structure of interest rates. Thereby the avoid the problem 
of possible high multicollinearity between interest rates through characterizing 
the, term structure of interest rates by a few parameters. Second, the long-term 
interest rate, used by F & K, which is one of the variables explaining the velo-
city of money, is not seasonally adjusted while the remaining variables are 
seasonally adjusted. In a situation like that, the estimated relationship can 
differ substantially from the true relationship as has been illustrated by Wallis 
(1974), so that it can be worth-while to investigate the relationship between 
seasonally unadjusted series, thereby modeling explicitly the seasonal variations 
in the data. 
A look at the estimated spectra for some of the variables (see Fig. 5 - 7 ) 
shows that the seasonality has not been entirely removed. The spectral window is 
closed at m=24. The spectrum for A In M has a peak
 at the frequency .32 
implying a period of about 3 quarters, while the spectrum for Aln P 
shows a peak at the frequency of .25 with a period of one year. The spectrum 
of the differenced interest rate series has several peaks, one of which is 
at the frequency of .25 (a period of one -year) pointing towards the presence 
of seasonality in the interest rate series (see also: Portius, 1976). 
For the period 1952, I - 1976, III, we can write the model 7 (Table 2) 
approximately as 
All = . 0 5 5 + . 485 AIYL . + . 015 All
 0 " -^ t
M
* -, -"Y .^ , - P„. , ] t t - 1 t - 2 t - 1 t - 1 t - 1 
+ .04 AY,_ + -.007 AR,. + .04 AFL , + .001 R . + .035 AP^ t t t - 1 t - 1 t 
+ .12 P t _ 1 + ïït (2 .19) 
with a steady state solution given by 
M = A + Y + 1.12 P + .025 R, 
where A = 25 ( .055 - .5 AM + .047 AR + .035 AP + .04 AY). 
After taking antilogs, the inverse of the steady state transactions velocity 
of money can be written as a function of the price level p and interest 
rate r : 
^ _,_ .025 .12 .„ „_ 
m = constant r p (2.20) 
py 
The steady state velocity varies inversely with the interest rate and 
price level, a finding that one would not expect from theoretical consideratiens. 
Re-estimating the reÈtricted specification (2.19) yields the following 
results 
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AMt = -.0.74- + .482 AMt_1 - .056 AMt_2 - .003 ^  ^Y -P ] 
(.991) (4.449) (.478)* (.167) 
+ .015 AR. + .041 AR . - .002 R. , - .103 AP,. t t-l t-1 t 
(.411) (1.258) (.158) (.905) 
+ .017 Pt + .006 AY + u R2= .45 D.W. = 2.04 
(1-466) (.099) 
(2.21) 
The.likelihood ratio test statistic for comparing the model (2.21) with the 
2 
unrestricted model 7 is equal to 3.128 and has an asymptotic x - distribution 
with one degree of freedom under the null hypothesis that (2.21) is the correct 
specification. The point estimates of (2.21) imply that the steady 
state velocity varies inversely with the price level. They also differ from 
those obtained in (2.17) for the perioé 1952 - 1971, IV. 
Again the use of seasonally adjusted data together with a seasonally unadj.usted 
long-term interest rate may have distorted the point estimates to the extent 
that we cannot interpret them as estimates of the structural parameters in a 
demand for money function. ït is interesting to compare the predictive 
power of model 1 with that of model 8 in (2.17). We compute the multi-step-ahead 
"predictions" of nominal money 'balances for the period 1972, I - 1976, III 
using the realized values of the exogenous variables. The results are given 
in Figure 8. The "predictions" from model 8 are more accurate than those from 
model 1 for which the forecaÈted values are systematically greater than the 
realized values. Theil's inequality coëfficiënt u = [Eu /Er 2 J1 , where 
u^ is the prediction error and r is the realized value of the nominal money balances 
is equal to 12.64 for model 1 and 6.32 for model 8. It is striking 
that the model 8 which is specified for and estimated from data for the period 
1952, I - 1971, IV, predicts so well the•developments during the agitated 
mid-seventies. 
4. Some preliminary conclusions 
In the present study we have formally tested several assumptions used by Fase & 
Kune (1974) in a study on the demand for money in the Netherlands. 
Under the assumption that the F & K model is correctly specified, the data 
indicate that the price and income expectations adapt more quickly than is 
suggested by the results in F. 81 K (1974). This finding is more plausible than the 
» 
the result o f F & K , X = K = .5, which implies a very slow, perhaps too slow, 
expectations'formation process for the income and price variables. On the 
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basis of theoretical considerations, permanent income is more appropriate 
than current or expected income. Therefore it is an open question whether 
\ should be interpreted as an expectations' parameter or as a parameter 
relating permanent and realized income. Our overall conclusion 
presently is that some of the assumptions underlying their model are not 
supported by the information in the data. Also, as one would expect, the 
model does not remain valid for a sample period covering the years 1972, 
I - 1976, III. 
If we do not impose the theoretical restrictions in (2.13) on the data, 
OLS estimation of equation (2.11) yields almost serially uncorrelated 
residuals. But the parameter estimates are not very precise as the t-values 
for the unrestricted estimates of model (2.11) show. Restrictions on the 
parameters such as a common factor or an error correct ion mechanism are not 
rejected by the data. However it is difficult to find an economie interpretation 
'for some of the parameter estimates. Possible explanations for the unsatisfactory 
results are the inappropriateness of the interest rate series (see appendix), 
the presence of structural changes during the sample period, the use of 
seasonally adjusted data jointly with an unadjusted interest rate series and 
the simultaneity between variables such as M , P and R . The conclusion by 
H. Jager (1978) that the monetary approach to the balance of payments in the 
form of the global monetaristic version has to be rejected for Dutch data for 
the period 1967 - 1976 points to a possible problem of simultaneity. 
Furthermore, in line with the conclusion by Kuipers and Wilpstra (1978), that 
the demand for money in a narrow sense is befter explained than the demand for 
broadly defined money, investigated in F & K (1974) and in this paper, the de-
finitions of the variables in the money demand function also require more atten-
tion. 
Although we have to rejeet several theoretically meaningful assumptions on the 
basis of empirical evidence, we have received some valuable information on how 
an aggregate demand function for money for the Netherlands should be specified 
and we ended up with an equation which predicts very well the demand for nominal 
balances in the mid-seventies. 
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Appendix: the data' 
A more detailed description of the data is given by F & K. The data are 
quarterly seasonally adjusted (except for the interest rate) observations on 
'M = total domestic liquidities (M ) In hands of the public averaged 
over the quarter. 
Y = gross national expenses in quarter t, measured in 1963 prices. 
R = average of 18 rates of return on long-term government bonds 
P = price index of gross national expenses (basis = 100 In 1963). 
C = quarterly average of unemployed males in percentage of total male 
employees. 
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Table 1. Ordinary least squares estimates of equation (2.9 
Period Ai K constant M 
tTl 
Yt 
- ^ 1 
Rt 
! 
Pt \ DW R
2 DF 
1952,1-
1971
 I V 
.5 5 -.20 
(1.88) 
.69 
(8.70) 
.13 
2.41 
-:o6 
1.68 • 
.17 
(2.26) 
.03 
(2.72) 
2.31 .99 71 
1972,1-
1976,111 
.5 .5 1.14 
(1.50) 
.64 
(3.64) 
-.30 
(1.51) 
0.93 
(1.77) 
.53 
(3.53) 
-.24 
(2.42) 
1.5 .345 
.96 
12 
1952,1-
1976,111 
.5 .5 .02 
(.23) 
.68 
(7.91) 
.06 
(1.5) 
.02~ 
(.48) 
.22 
(3.53) 
.01 
(.95) 
2.41 .99 90 
Table 2. Ordinary least squares estimates of equation (2 
'• Period Constan tMt-l 
M t-2 
. 1 
M t-3 Yt Yt-1 Rt Rt-1 Rt-2 
Pt Pt-1 Ct Ct 
1952 I-
1971,IV 
-.245 
(1.43) 
1.34 
(10.2) 
-.554 
(2.7) 
.162 
Cl. 3) 
.072 
(1.1) 
-.042 
(.61) 
-.073 
(1.8) 
.096 
(1.6) 
-.056 
(1.3) 
.054 
(.48) 
.064 
(.62) 
.006 
(.37) 
.00 
(.2 
1952,1-
.. 1976,11] 
-.160 
(1.03) 
1.35 
(11.8) 
-.443 
(2.32] 
-.004 
(.03 ) 
.039 
(.55) 
.020 
(.28) 
.0065' 
(.01) 
.040 
(.79) 
-.047 
(1.35) 
-.011 
(.09) 
.126 
(1.10JI 
-.009 
(-.49) 
.01 
(.5 
1952 I-
1971,IV 
.082 
(.70) 
1.423 
(11.5) 
-.603 
(2.91) 
.152 
(1.18) 
.044 
(i.68) 
-.082 
(1.27) 
-.062 
(1.55) 
.086 
(1.37 
-.034 
(.82) 
.044 
(.40) 
.080 
(.79) 
1952,1-
1976,111 
.055 
(.51) 
1.432 
(12.8) 
-.470 
(2.43) 
-.014 
(1.16) 
.042 
(.61) 
-.038 
(.58) 
.007 
(.19) 
.034 
(.66) 
-.038 . 
(1.16) 
"?034 
(.28) 
.128 
(1.13) 
Table 3. Estiir.axe.d au tocor re la t ion (A) and p a r t i a l (P) auto 
functicr^ for the fes idua l s 
nr/T porie 1 1 -> 3 4 5 i 7 8 9 - : 11 12 SE 13 14 15 t-— 16 17 
1 
T=7 7 
5 2 , 1 -
7 1 , I V 
A 
P 
- . i ï 
- .15 
.-\ -
~. 2 — 
. 3 3 
. 2 8 
- . 1 5 
- . 1 2 
- . 1 4 
." ï05 
. 1 7 
. -< 1 
. 0 4 • 
. 1 2 
- . 2 4 
- . 2 0 
- . 14 
- . 2 7 . 2 3 
- . 1 8 
- . 0 7 
- . 0 9 
. 0 0 
. 1 1 
. 1 1 
. 1 9 - . 2 5 - . 1 1 . 2 1 - . 0 9 
3 
T=96 
5 2 , 1 -
7 6 , T T 
A 
: P 
- . 2 C 
- . 2 C 
• . 2 4 
• . 2 3 
- . 2 6 
r . 1 8 
- . 0 4 
- . 1 1 
. 14 
. lo 
- . 1 8 
- . 0 6 
- . 0 5 
- . 1 3 
- . 0 6 
- . 1 9 . 12 
- . 0 3 
- . 0 0 
- . 0 7 
- . 1 4 
. 1 0 
. 1 0 
. 0 7 - . 0 6 - . 0 7 . 0 8 - . 0 7 
4 
T =77 
5 2 , 1 -
7 1 , I V 
A 
p 
- . 0 2 
- . 0 2 - . l c 
. 2 2 
. 2 2 
- . 1 4 
- . 1 8 
- . 1 6 
- . 0 9 
. 16 
. 38 
- . o : 
- . 0 1 
1-.18 
- . 1 3 
- . 1 0 
- . 2 0 
. 2 2 
. 2 5 
- . 1 1 
- . 1 2 
- . 0 8 
- . 0 3 
' . 1 1 
. 1 1 
. 0 7 - . 2 1 - . M . 1 0 . 0 4 
5 
T=96 
5 2 , 1 -
7 6 , I X 
A 
: P 
- . 0 4 
- . 0 4 
. 0 7 
. 0 6 
- . 1 9 
- . 1 9 
- . 0 9 
- . 1 0 
. 12 
. : 3 
- . 1 2 
- . 1 1 
- . 1 0 
- . 1 3 
. 0 1 
- . 06 
• J . _ - . 0 6 
- . 6 8 
- . 0 3 
- . 1 1 
. 1 0 
. 1 0 
. 0 8 - . 0 7 - . o ; . 0 4 - . 0 4 
6 
T=77 
5 2 , 1 -
7 1 , 3 3 
A 
p 
- . 0 1 
- . 0 1 
. 2 3 
. 2 3 
- . 1 2 
- . 1 6 
- . 1 8 
- . 1 1 . 06 
- . 0 7 
- . 0 6 
. 2 3 
- . 1 7 
- . 1 2 
- . 2 3 
. 12 
. 2 1 
- . 1 6 
- . 1 7 
- . 1 0 
- . 0 6 
. 1 1 
. 1 1 
. 0 9 - . 1 9 -.U . 1 4 . 0 6 
7 
T=96 
5 2 , 1 -
76 ,XT 
A 
[ p 
- . 0 4 
- . 0 4 - . : -
. 1 1 
. 1 1 
- . 1 9 
" • 18 
- . 0 8 
- . 0 8 . 0 3 
- . 1 7 
- . 1 4 
- . 1 4 
- . 1 8 
- . 0 6 
- . . 1 4 
. 0 6 
1 ~~ 
- . 0 8 
- . 1 1 
- . 0 5 
- . 1 5 
. 1 0 
. 1 0 
. 0 7 - . 0 7 -.0", . 0 7 - . 0 1 
8 
T=77 
5 2 , 1 
7 1 , I V 
A 
P 
. 0 0 
. 0 0 
- . l o 
- . 15 
. 2 4 
. 2 4 
- . 1 4 
- . 1 8 
T . 2 2 
- . 1 4 
. 15 
. 0 8 
- . 0 9 
- . 1 0 
- . 2 8 
- . 2 1 
- . 1 4 
- . 2 9 
. 16 - . 1 4 
- . 1 5 
- . 0 6 
- . 0 8 
1 
. 1 1 
. 1 1 
. 0 9 - . 1 9 - . 0 9 . 1 8 . 0 7 
Table 4. Estimated ARMA models for the residuals from the regression model 
nr. period (p.q) RSS DF RSS/DF AR AR2 MA 
. ,. _ . , 
MA2 
1 52-71 (1,0) 
.00534 76 .000074 
-.020 
(.176) 
1 52.71 (2,0) .00706 75 .000094 -.193 (1.719) 
-.243 
(2.166) 
1 52-71 (1,1) .00712 75 .000095 .807 (11.87) 
.979 
(105.8) 
1 52-71 (2,1) .00659 74 .000089 -.721 (3.37) 
-.372 
(3.39) 
-.593 
(2.71) 
3 52-76 (2,0) .08996 94 .000956 1.887 (.1E+6) 
-.885 
(19.56) 
3 52-76 (2,1) .01267 93 .000136 -.813 (2.554) 
-.283 
(2.772) 
-.599 
(1.847) 
Table 5. ML estlmates of the model (2.14) 
(one common factor) 
Period const. Mt-1 M t-2 Yt Rt Vl Pt Ct Ct-1 P 
1952, I -
1971, IV 
-.432 
(2.165) 
1.001 
(8.063; 
-.090 
(.773) 
.093 
(1.966) 
-.079 
(2.101) 
.050 
(1.330) 
.104 
(1.399) 
.010 
(.712) 
.005 
(.357) 
.30 
(2.759) 
1952, I -
1976, III 
-.098 
(.747) 
1.426 
(15.142) 
-.520 
(5.606) 
.052 
(2.170) 
.010 
(.349) 
-.010 
(.339) 
.116 
(2.456) 
-.012 
(.807) 
.020 
(1.426) 
.10 
(.985) 
1952, I -
1971, IV 
-.0174 
(.1367) 
1.204 
(10.88) 
-.243 
(2.130) 
.002 
(.067) 
-.071 
(1.901) 
.069 
(1.849) 
.085 
(1.349) 
.2 
(1.791) 
1952, I -
1976, III 
.055 
(.536) 
1.443 
(15.405,; 
-.494 
(5.078) 
.006 
(.362) 
.020 
(.681) 
-. 014 
(.485) 
.085 
(1.988) 
.0 
(0.0) 
1 .2 ..3 '.*••<-•-;:5 , .8 ï7-"tr-.8 \-&rfrr-" 
Figure 1: Contours of likelihood function for the period 
1952: I - 1971: IV. 
! 
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Figure 2: Contours of likelihood function for the period 
1952: I - 1976: III . 
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0.00 i r 32.00 40.00 
Figure 3: Estimated spectrum for the residuals of model 1, 
1952,1 - 1971, IV. 
O 
o.oo 48.00 
Figure M-: Estimated spectrum for the residuals of model 4. 
1952, I - 1971, IV. 
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Figure 5 : Estimated spectrum for A In M , 1952, I - 1976, III. 
0.00 16.00 32.00 46.00 
Figure 6: Estimated spectrum for A In P , 1952, I - 1976, III, 
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Figure 7: Estimated spectrum for AR , 1952, I - 1971., IV. 
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1972 1973 1974 1975 1976 
Figure 8: Nominal money balances In thousands of Dfl. (———), forecasts using 
" model 1 ( ), "forecasts using model 8 (...), 1972, I - 1976, III. 
