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A capacidade de aproximação universal apresentada por redes neurais artificiais foi 
explorada nos últimos anos junto a problemas de classificação e regressão de dados, 
envolvendo técnicas de treinamento supervisionado. No entanto, as redes neurais 
resultantes podem produzir queda de desempenho frente a amostras de teste. Esta é a 
principal motivação para o emprego de comitês de máquinas, na forma de um ensemble ou 
uma mistura de especialistas. Um ensemble toma propostas de solução completas para um 
problema e se ocupa em selecionar e combinar essas propostas na obtenção de uma única 
resposta. Já numa mistura de especialistas, cada especialista é responsável por parte do 
problema e os especialistas, assim como o módulo que decide qual especialista irá atuar em 
cada caso, são sintetizados simultaneamente. A aplicação de comitês de máquinas em 
predição de séries temporais indica que esta estratégia pode conduzir a ganhos de 
desempenho, quando comparado ao uso de um único preditor e considerando vários casos 
de estudo. Ainda no contexto de predição, foram investigadas duas técnicas para seleção de 
variáveis, além de ser avaliado o desempenho de duas propostas de partição da série 
temporal em conjuntos de treinamento, validação e teste. Os resultados de teste de 
significância do ganho de desempenho permitem apontar uma técnica de seleção e uma 









The universal approximation capability presented by artificial neural networks has been 
explored in recent years to solve classification and regression problems, using the 
supervised learning framework. However, the resulting neural networks may present 
degradation of performance when the test dataset is considered. This is the main motivation 
for the use of committee machines, in the form of an ensemble or a mixture of experts. An 
ensemble takes full-solution proposals and tries to select and combine them toward a single 
response. In the realm of a mixture of experts, each expert is devoted to a parcel of the 
original problem, and the experts, together with the module that allocates the individual 
role for each expert, are synthesized simultaneously. The application of committee 
machines to time series prediction indicates that these machine learning strategies can 
promote improvement in performance, when compared to the use of a single predictor and 
taking several case studies. Still in the context of prediction, two techniques for variable 
selection have been investigated, and two proposals for the partition of the time series in 
training, validation, and test datasets have been compared. The results in terms of test of 
significance of the gain in performance clearly indicate the superiority of one of the 
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1.1 Escopo da dissertação 
O escopo desta dissertação está relacionado ao estudo e uso de técnicas de aprendizado 
de máquina1 para problemas de regressão não-linear de dados via comitê de máquinas 
(HAYKIN, 1999), empregando redes neurais artificiais (RNAs) com aprendizado 
supervisionado off-line. São tratados também dois métodos específicos de seleção de 
variáveis (GUYON & ELISSEEFF, 2003; KOHAVI & JOHN, 1997) empregando a abordagem de 
envoltório (do inglês wrapper). As aplicações das metodologias propostas estão voltadas 
para predição de séries temporais. 
1.1.1 Séries temporais 
Querer nos antecipar a um possível acontecimento é uma necessidade própria dos seres 
humanos. Desde muitos anos atrás, de forma empírica, tentou-se não só predizer, mas 
também explicar possíveis acontecimentos. Nas antigas culturas, somente seres com dons 
supostamente divinos podiam fazer isto em benefício da comunidade. Hoje, o científico 
superou o empírico, e muitos elementos dos modelos de regressão de séries temporais têm 
uma interpretação no mundo real, como tendências, sazonalidades, elasticidades, etc. Por 
                                                 
1 Aprendizado de Máquina é conhecido na literatura em inglês como Machine Learning. 
 2 
outra parte, a aplicação de técnicas matemáticas em séries temporais envolve a noção de 




O resultado de uma predição auxilia na tomada de decisões em distintos campos do 
desenvolvimento humano. Dentre eles temos: 
 
Decisões na produção em geral: 
 Abastecimento antecipado; 
 Atendimento a demandas; 
 Índices de produção. 
Decisões financeiras e comerciais: 
 Compra / venda; 
 Análise de investimentos. 
Decisões atmosféricas, de meio ambiente e 
de saúde: 
 Prognóstico do tempo; 
 Precipitações e vazão de rios; 
 Análise de índices de contaminação; 
 Comportamento de infecções 
orgânicas; 
 Reações de um organismo a 
medicamentos. 
 
A Figura 1.1 mostra uma típica representação gráfica de uma série temporal, com o 
tempo no eixo horizontal e a magnitude da série no eixo vertical. Normalmente, dados 
históricos disponíveis da série temporal são utilizados para sintetizar um modelo preditor. 
Em seguida, este preditor é utilizado para realizar a predição de valores futuros da série. 
                                                 
2 Definições extraídas do dicionário da língua portuguesa Aurélio. Neste documento, utilizaremos o termo 
“predição”. 
Predição: Ato ou efeito de predizer; profecia; vaticínio. 
Previsão : Ato ou efeito de prever; antevisão, presciência.  
Estudo ou exame feito com antecedência: 
Cautela, prevenção. 
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Dados disponíveis no momento 








Figura 1.1- Representação gráfica de uma série temporal. 
1.1.2 Redes neurais artificiais 
Existem técnicas ou algoritmos computacionais que melhoram seu desempenho com a 
experiência e são aplicadas na resolução de problemas ligados à inteligência 
computacional. Tais técnicas estão inseridas no contexto de “aprendizado de máquina” (do 
inglês machine learning). Assim, na medida em que estas máquinas de aprendizado são 
submetidas a “novas experiências”, seu desempenho tende a melhorar (MITCHELL, 1997). 
As RNAs são claros exemplos de técnicas baseadas na abordagem de aprendizado de 
máquina, mas não são as únicas. Poderíamos mencionar também árvores de decisão, 
técnicas de computação evolutiva, máquinas de vetores suporte (do inglês support vector 
machines - SVM), entre outras. Todas elas têm uma característica em particular, que é a de 
aprender a partir dos dados ou amostras disponíveis (learning from data), descobrindo 
regras, relações ocultas, até chegar numa resposta. Segundo o tipo de aprendizagem, podem 
realizar tarefas de classificação, regressão ou agrupamento de dados. Existem outras tarefas 
que também são realizadas empregando RNAs, como memória associativa e otimização 
combinatória (HOPFIELD, 1982). 
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Identificação de sistemas do tipo caixa-preta é uma das áreas na qual as RNAs mostram-
se altamente competitivas e está intimamente relacionada à aplicação deste trabalho. As 
razões principais para o uso de RNAs são as seguintes: 
 Habilidade para aprender a partir dos dados; 
 Capacidade de aproximação universal, incluindo aproximação de mapeamentos não-
lineares; 
 Capacidade de manipular múltiplas entradas e múltiplas saídas. 
1.1.3 Comitê de máquinas 
Comitê de máquinas é uma proposta baseada no princípio de “dividir-para-conquistar” 
(HAYKIN, 1999) e que busca superar o desempenho de uma máquina de aprendizado 
operando isoladamente. No caso dinâmico, o comitê é denominado mistura de especialistas, 
sendo que a divisão de tarefas e a síntese dos especialistas são realizadas simultaneamente e 
de forma automática pelo algoritmo de aprendizagem. No caso estático, o comitê é 
denominado ensemble, o qual busca agregar as respostas de múltiplos componentes 
sintetizados a priori (a síntese pode até ser independente), sendo que cada componente 
procura resolver todo o problema. 
O ganho de desempenho com o comitê, quando comparado a uma única máquina de 
aprendizado, pode ser visto sob os seguintes ângulos: 
 Melhor capacidade de generalização. 
 Diminuição da variância do modelo; 
 Maior tolerância a ruído nos dados; 
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1.1.4 Seleção de variáveis 
Uma outra linha de pesquisa que visa auxiliar as propostas de aprendizado de máquina é 
seleção de variáveis. Recentemente, no trabalho de GUYON & ELISSEEFF (2003), foram 
classificadas três formas de seleção de variáveis: filtro, envoltório (do inglês wrapper) e 
embutido (do inglês embbeding). No filtro, a seleção das variáveis é realizada de forma 
independente do preditor (model free). Já em envoltório, as variáveis são selecionadas com 
o auxílio do preditor (model based). Na versão embutida, por sua vez, o processo de seleção 
de variáveis é intrínseco ou faz parte do algoritmo de treinamento do modelo preditor. 
Os objetivos genéricos do uso de seleção de variáveis são os seguintes: 
 Melhora na qualidade do resultado do preditor, como conseqüência da eliminação de 
variáveis não-relevantes e/ou redundantes; 
 Diminuição do número de parâmetros do preditor, ao desconsiderar variáveis 
redundantes ou pouco informativas, e em conseqüência diminuição de memória e do 
esforço computacional requerido; 
 Melhor entendimento do processo gerador dos dados. 
1.2 Motivação da proposta 
A motivação deste trabalho pode inicialmente ser sustentada pela proposta da Figura 1.2, 
onde mostram-se algumas formas de tratar o problema de predição de séries temporais, 

















 Memória de longo prazo
Seleção de atrasos
 Seleção de variáveis
- Filtros, Wrappers, ...
 
Figura 1.2 - Formas de abordar o problema de predição de séries temporais. 
Restringindo a abordagem ao domínio do tempo, identificam-se três formas de tratar o 
problema: escolha do modelo do preditor, seleção de atrasos e pré-processamento da série 
temporal. 
Assim, no caso da escolha do modelo do preditor, que é usado para detectar a 
correlação linear ou não-linear entre valores passados da série visando predizer valores 
futuros da mesma, chega-se a um problema de regressão de dados. Os preditores lineares 
foram amplamente estudados nos anos 1970 e inícios dos anos 1980, principalmente. Esses 
preditores lineares modelam correlações lineares entre os valores da série temporal. Por 
exemplo, um dos modelos clássicos na literatura é o ARIMA (BOX, et al., 1994). Por outro 
lado, preditores não-lineares surgiram como alternativa aos modelos lineares visando tratar 
séries temporais não-lineares. 
Uma outra forma de abordar o problema de séries temporais refere-se à seleção de 
atrasos, que pode ser considerada como um problema de seleção de variáveis ou 
características (GUYON & ELISSEEFF, 2003; KOHAVI & JOHN, 1997). Assim, mostra-se de 
grande interesse prático investir em métodos que conduzam à identificação daqueles 
valores passados da série que mais benefícios tragam ao realizar a predição. 
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O pré-processamento da série é uma outra forma de abordar o problema de predição de 
séries temporais. Ele compreende o tratamento ou conjunto de transformações prévias a que 
a série pode ser submetida. Por exemplo, tratamentos de extração de componentes sazonal e 
tendência. Na maioria das vezes, as predições com modelos preditores lineares são 
antecedidas por este tipo de tratamento. 
Nesta dissertação, por serem considerados preditores não-lineares, dar-se-á maior 
atenção às questões do modelo do preditor e da seleção de atrasos. 
1.3 Objetivos 
Os objetivos desta dissertação podem ser apresentados da seguinte forma: 
A. Estudo de formas computacionais que permitam agrupar mais de uma máquina de 
aprendizado, visando superar o desempenho de qualquer uma delas quando atuando 
isoladamente. No caso, as máquinas de aprendizado serão representadas por uma 
RNA do tipo perceptron de múltiplas camadas ou simplesmente MLP (do inglês 
Multi-layer Perceptron) (RUMELHART & MCCLELLAND, 1986). 
B. Estudo de métodos de seleção de variáveis visando atender a demanda por seleção 
de atrasos em problemas de predição de séries temporais. 
Ambos os objetivos guardam relação com as formas de tratar o problema de predição de 
séries temporais apresentados na Figura 1.2. Consultando a literatura (NELSON et al., 1999; 
ZHANG et al., 1998; ZHANG & QI, 2005), percebe-se que o sucesso na predição envolve: (i) 
a escolha de um modelo preditor flexível, possivelmente não-linear; (ii) identificação dos 
valores passados mais adequados para predizer valores futuros. Nesse sentido, nosso estudo 




Visando alcançar os objetivos do trabalho, para a parte A, o estudo se concentrou nas 
propostas de comitê de máquinas: ensemble e mistura de especialistas. Um ensemble 
permite combinar as respostas de várias propostas de máquinas de aprendizado com o 
intuito de obter uma resposta global. Cada proposta atenderia o total do problema e o 
resultado seria uma espécie de consenso dos participantes. Para o caso de mistura de 
especialistas, além da combinação das propostas de máquinas de aprendizado, denominadas 
especialistas, resolvendo diretamente o problema, existe uma outra máquina que aprende a 
discriminar aspectos do problema e alocar para cada um deles um único ou um subconjunto 
de especialistas. Com essas duas abordagens, é possível obter melhores resultados em 
termos de desempenho, quando comparado ao melhor dos componentes do comitê, tomado 
isoladamente (HAYKIN, 1999). 
Para atender a parte B dos objetivos, aborda-se um dos tipos de seleção de variáveis 
chamado envoltório (do inglês wrapper) (GUYON & ELISSEEFF, 2003), tendo como preditor 
uma rede neural MLP. 
1.5 Contribuições 
As contribuições desta dissertação estão diretamente relacionadas às motivações 
descritas na seção 1.2: 
 Estudo e uso das propostas de comitê de máquinas: ensemble e mistura de 
especialistas como ferramentas de regressão, tendo como componentes as RNAs, no 
caso a MLP. Este ponto inclui uma revisão bibliográfica do estado da arte, assim 
como uma descrição das implementações realizadas. Finalmente, um estudo 
comparativo do desempenho alcançado pelas propostas: uma única MLP, ensemble de 
MLPs e mistura de especialistas na forma de MLPs, aplicados na modelagem e 
predição de cinco séries temporais reais de natureza financeira. 
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 Estudo e utilização de duas técnicas de seleção de variáveis que empregam a 
abordagem envoltório (wrapper), aplicadas ao problema de predição de séries 
temporais: Seleção Progressiva - SP (do inglês Forward Selection) e Poda Baseada 
em Sensibilidade - PBS (do inglês Sensitivity Based Pruning). Este ponto compreende 
uma revisão do estado da arte das abordagens de seleção de variáveis, descrição das 
técnicas específicas utilizadas, assim como resultados de um estudo comparativo entre 
SP e PBS. 
 Comparação de duas técnicas de partição do conjunto de dados disponível para 
treinamento, responsáveis pela definição dos conjuntos de treinamento, validação e 
teste. 
1.6 Organização e conteúdo da dissertação 
O Capítulo 2 é dedicado a uma descrição das redes neurais artificiais aplicadas ao 
problema de predição de séries temporais, com ênfase na rede MLP. A formalização deste 
capítulo deve servir de base para o Capítulo 3, que trata de comitê de máquinas e são 
descritas algumas propostas da literatura para projetar um ensemble e uma mistura de 
especialistas, visando resolver problemas de regressão de dados. Incluem-se também 
simulações e resultados com ambas as abordagens. 
O Capítulo 4, por sua vez, aborda o tema de seleção de variáveis, acompanhado pelo 
estado da arte e a descrição de dois métodos específicos de seleção, aplicados ao problema 
de predição de séries temporais. 
O Capítulo 5 apresenta as conclusões do trabalho, assim como algumas considerações 






Redes neurais artificiais em predição de 
séries temporais 
Resumo: Este capítulo procura destacar aspectos conceituais e técnicos que 
justificam a aplicação de redes neurais artificiais na predição de séries temporais. O 
problema de predição será visto como um problema de regressão de dados, para o qual será 
adotado o modelo perceptron de múltiplas camadas (MLP, do inglês Multi-layer 
Perceptron). Apresentam-se as principais características das séries temporais, assim como 
as considerações principais para o emprego adequado de uma MLP como preditor. 
Finalmente, são realizadas predições de cinco séries temporais financeiras, com os 
resultados sendo comparados com propostas alternativas presentes na literatura. 
2.1 Introdução às redes neurais artificiais 
Redes Neurais Artificiais (RNAs) podem ser entendidas como dispositivos de 
processamento de informação caracterizados pela interconexão de unidades elementares de 
processamento, simples e similares entre si (HAYKIN, 1999). Trata-se de uma iniciativa de 
modelagem matemática de algumas propriedades do cérebro, sendo atribuído ao padrão de 
conexões e aos valores dos pesos sinápticos o papel de moldar o comportamento de 
entrada-saída da rede neural, ou seja, a forma como a rede neural irá responder a certos 
estímulos de entrada. 
Algoritmos de aprendizado devem, portanto, ser concebidos de modo a promover o 
ajuste das conexões sinápticas, supondo já definido o padrão de conexões ou a arquitetura 
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da rede neural, visando obter o comportamento de entrada-saída desejado. O aprendizado 
pode então ser interpretado como um processo de condicionamento da rede neural, capaz de 
reproduzir em computador associações entre estímulos e respostas, algo que o cérebro 
realiza com grande eficácia (KOHONEN, 1988). 
Particularmente no contexto de aprendizado supervisionado, situação em que se conhece 
a resposta desejada a um subconjunto finito de estímulos de entrada, é explorada a 
capacidade de aproximação universal das redes neurais artificiais (HORNIK et al., 1989), a 
qual afirma que existe um padrão de conexões em camadas e valores para os pesos 
sinápticos que permitem reproduzir, com um grau de precisão arbitrário, qualquer 
mapeamento contínuo e restrito a uma região compacta do espaço de entrada. Apesar de 
oferecer um enorme potencial de solução de problemas vinculados à síntese de 
mapeamentos de entrada-saída, esta propriedade existencial, no entanto, não aponta como  
deve se dar o processo de aprendizado, vinculado à necessidade de maximizar a capacidade 
de generalização (BISHOP, 1995). Dado que o conjunto de amostras de entrada-saída é 
finito, existem infinitos mapeamentos que respondem bem a este conjunto de amostras, ou 
seja, existem infinitas configurações de redes neurais que respondem igualmente bem aos 
estímulos contidos no conjunto de treinamento. Logo, qual dentre as possíveis propostas de 
redes neurais artificiais deveria ser escolhida? A resposta está na escolha daquela, cujo 
mapeamento responda melhor a estímulos não apresentados durante o processo de 
treinamento, também chamados de amostras de validação. 
2.1.1 Taxonomia 
As redes neurais artificiais podem ser classificadas segundo os critérios explicitados ao 
longo das próximas sub-seções. 
 13 
2.1.1.1 Tipo de associação entre as informações de entrada e saída 
Auto-associativas: 
A rede armazena certos padrões recebidos no processo de treinamento, por ajuste de 
sinapses. Quando se lhe apresenta uma informação incompleta ou com ruído, ela realizará 
uma associação e responderá com o padrão mais parecido dentre os já armazenados. 
Exemplos de redes auto-associativas mais conhecidas na literatura: Rede de Hopfield 
(HOPFIELD, 1982), ART (CARPENTER & GROSSBERG, 1988), Mapas Auto-Organizáveis de 
Kohonen (KOHONEN, 1988). 
Hetero-associativas: 
A rede armazena certas associações de entrada-saída recebidas no processo de 
treinamento, por ajuste de sinapses. Assim, quando se lhe apresenta um certo estímulo de 
entrada, ela deverá responder gerando a correspondente saída. Exemplos de redes hetero-
associativas mais conhecidas na literatura: rede MLP (RUMELHART & MCCLELLAND, 1986), 
rede RBF (do inglês Radial Basis Function) (BROOMHEAD & LOWE, 1988). 
2.1.1.2 Tipo de arquitetura 
Pelo número de camadas: 
Redes de uma camada, onde cada um dos neurônios recebe a entrada e produz a saída 
final. Este tipo de rede, geralmente está associado a tarefas auto-associativas, por exemplo, 
reconstruir padrões incompletos ou com ruído. 
Redes de várias camadas, onde os neurônios estão dispostos em vários níveis ou 
camadas: camada de entrada, que recebe os padrões de entrada; uma ou várias camadas 
ocultas, que geralmente realizam o mapeamento de classes ou regressão; e a camada de 
saída, que nos casos auto-associativos realiza um processamento de associação, mas nos 




Pelo tipo de conexões: 
Feedforward, onde os sentidos das conexões são para a frente ou diretas. Por exemplo: 
MLP, RBF. 
Feedforward/feedback, onde existem conexões de realimentação, além das diretas. Por 
exemplo: redes recorrentes (CONNOR & MARTIN, 1994). Essas redes podem ser totalmente 
ou parcialmente recorrentes. 
2.1.1.3 Tipo de mecanismo de aprendizagem 
A aprendizagem é um processo no qual a RNA modifica seus pesos (conexões 
sinápticas) em função de: 
 Informação de entrada; 
 Informação de entrada associada a uma saída desejada. 
Análogo ao caso biológico, onde os estímulos recebidos promovem modificações nas 
intensidades das sinapses, os mecanismos de aprendizado em redes neurais artificiais 
buscam ajustar as conexões ou pesos sinápticos em resposta aos estímulos recebidos. 
O fundamental no processo de aprendizagem é definir como tais pesos serão alterados 
quando se requer que a rede aprenda uma nova informação. Tais critérios podem ser 
classificados como supervisionados ou não-supervisionados, e vai depender do problema a 
resolver. A principal diferença entre estes dois tipos de aprendizagem, como já 
mencionado, está na existência ou não de um agente externo ou supervisor que controla o 
processo de aprendizagem. 
Supervisionado: 
Nesta forma de aprendizado, um supervisor é quem determina a resposta que a rede 
deverá dar para uma entrada determinada. Este mecanismo está fortemente associado a 
redes de tipo hetero-associativas. O supervisor verifica a saída da rede e, caso ela não 
coincida com a saída desejada, fará um ajuste nos pesos das conexões visando minimizar 
esta diferença. Por exemplo: 
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 Por correção do erro: onde o ajuste está em função do erro cometido, o qual pode 
ser calculado como a diferença entre os valores desejados e os obtidos pela rede. O 
algoritmo mais conhecido relacionado a este tipo de aprendizado é o 
backpropagation (WERBOS, 1974) para redes feedforward, e extensões deste 
algoritmo para redes feedforward/feedback  ou redes recorrentes (PINEDA, 1987; 
ALMEIDA, 1987).  
 Por reforço: variante com um grau menor de supervisão que a anterior, no qual não 
se dispõe de um exemplo completo do comportamento desejado. Esta forma de 
treinamento é análoga ao agir de um crítico, que em vez de corrigir baseado na 
diferença relativa entre a resposta desejada e a obtida, ele fornece apenas um 
indicativo de nível de sucesso ou fracasso vinculado a uma seqüência de ações da 
rede neural. Alguns exemplos deste tipo de algoritmo: Linear Reward-Penalty 
(NARENDRA & THATHACHER, 1974), Associative Reward-Penalty (BARTO & 
ANANDAN, 1985). 
Não-supervisionado: 
Para este tipo de aprendizado, não existe supervisor nem crítico. É conhecido também 
como aprendizado auto-supervisionado, não requerendo indicativos de comportamento 
desejado para a rede neural. Com isso, interpreta-se o processo de ajuste de conexões como 
resultado de um processo de auto-organização. Aplica-se em redes auto-associativas e pode 
ser de dois tipos: 
 Hebbiano: (HEBB, 1949): conexões associadas a neurônios que se encontram ativos 
simultaneamente tendem a serem fortalecidas, enquanto que conexões associadas a 
neurônios que sofrem ativações em instantes descorrelacionados no tempo, tendem a 
serem enfraquecidas. 
 Competitivo e cooperativo: nesta classe de algoritmos, os neurônios concorrem por 
representar as amostras de entrada e aquele que vence a competição tem seu vetor de 
pesos ajustado incrementalmente, na direção da amostra de entrada, assim como os 
neurônios vizinhos ao vencedor, mas estes últimos, com menor intensidade de ajuste. 
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2.1.1.4 Tipo de procedimento de ajuste das conexões sinápticas 
Off-line: 
O ajuste dos pesos se dá anteriormente à colocação em operação da rede neural. Quando 
em operação, os pesos sinápticos da rede neural são fixos. 
On-line: 
Neste modo, não há distinção de fases de treinamento e operação, pois os pesos variam 
incrementalmente sempre que se apresenta um novo estímulo de entrada e o 
comportamento a cada instante da rede neural depende dos valores atuais dos pesos 
sinápticos. 
2.1.2 Motivações para o emprego de redes neurais artificiais 
As principais motivações que levam ao emprego de redes neurais artificiais são as 
seguintes: 
 Habilidade de aprender a partir dos dados amostrados: o aprendizado é realizado 
de forma incremental ou por condicionamento, a partir da exposição repetida a 
amostras de treinamento disponíveis. No caso de aprendizado supervisionado, as 
amostras são de entrada-saída, ou seja, há uma resposta desejada a cada estímulo de 
entrada. O ajuste das conexões sinápticas pode ser visto então como um problema 
de otimização cuja função-objetivo mede o erro na saída da rede neural. Já no caso 
de aprendizado não-supervisionado, as amostras são apenas de entrada e cabe à rede 
neural reproduzir em suas conexões sinápticas propriedades estatísticas presentes 
nas amostras de entrada. Isso se dá por mecanismos de auto-organização. 
 Capacidade de aproximação de mapeamentos estáticos não-lineares e 
multidimensionais: o número de entradas e de saídas (estas últimas para o caso 
supervisionado) pode ser arbitrário, assim como o tipo de associação entre as 
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entradas e as saídas, desde que o mapeamento desejado seja contínuo e sua 
aproximação esteja restrita a uma região compacta do espaço de entrada. 
 Capacidade de aproximação de mapeamentos dinâmicos não-lineares e 
multidimensionais: a identificação de sistemas dinâmicos pode se dar pela presença 
de conexões recorrentes e/ou pela presença de linhas de derivação de atraso 
(NARENDRA & PARTHASARATHY, 1990; NARENDRA & PARTHASARATHY, 1991) 
 Habilidade para implementação de memória associativa e para a solução de 
problemas combinatórios pela busca de pontos de equilíbrio em dinâmicas de 
relaxação: essas propriedades estão presentes em redes recorrentes de Hopfield 
(HOPFIELD, 1982), as quais implementam sistemas dinâmicos não-lineares que 
podem apresentar uma multiplicidade de pontos de equilíbrio com funcionalidades 
específicas. 
Nesta dissertação, serão exploradas basicamente as duas primeiras motivações, embora 
as outras duas também contribuam para a obtenção de preditores de séries temporais 
(NELSON et al. 1999; ZHANG et al., 1998; ZHANG & QI, 2005). 
2.1.3 Principais aplicações 
Nos últimos anos, as redes neurais artificiais vêm sendo utilizadas de forma bem-
sucedida como ferramentas de solução para uma ampla gama de problemas, sendo que as 
sub-seções a seguir procuram levantar as principais classes de aplicações. 
2.1.3.1 Problemas de reconhecimento de padrões 
Agrupamento ou clusterização de dados: 
 As amostras não estão associadas a classes, ou seja, não se encontram previamente 
rotuladas. 
 O objetivo é descobrir agrupamentos com características em comum. 
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 Aplica-se aprendizado não-supervisionado. 
 Exemplos: 
 Mineração de dados e de textos; 
 Síntese e quantização de informação. 
Classificação de padrões: 
 Cada amostra está associada a uma classe, ou seja, as amostras estão previamente 
rotuladas. 
 O objetivo é sintetizar um classificador capaz de generalizar corretamente, ou seja, 
classificar novas amostras ainda não-rotuladas. 
 Aplica-se aprendizado supervisionado. 
 Exemplos: 
 Reconhecimento de pessoas pelo rosto, voz ou digitais. 
 Reconhecimento e classificação de textos, reconhecimento óptico de 
caracteres (OCR, do inglês Optical Character Recognition). 
2.1.3.2 Problemas de regressão de dados 
Dentre os problemas que envolvem regressão de dados tem-se: 
 Aproximação de funções (VON ZUBEN, 1996); 
 Identificação de sistemas (JAIN & MAO, 1996); 
 Controle de processos (NØRGAARD et al., 2000); 
 Filtragem adaptativa (WIDROW & STERNS, 1985); 
 Predição de séries temporais (ZHANG et al., 1998). 
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2.1.3.3 Problemas de otimização combinatória 
Problemas de otimização combinatória podem ser resolvidos via RNAs, por exemplo, 
problemas de caixeiro viajante (TSP, do inglês Traveling Salesperson Problem) e 
problemas de roteamento de veículos. Para tanto, podem ser empregadas redes neurais de 
Hopfield (HOPFIELD, 1982) e redes neurais auto-organizáveis (GOMES & VON ZUBEN, 
2002). 
2.1.3.4 Outras aplicações 
 Encriptação de dados (LI, 2004); 
 Redução da dimensionalidade de dados (HINTON & SALAKHUTDINOV, 2006). 
Evidentemente aqui a lista não é exaustiva, apenas ilustrativa. 
2.1.4 Descrição do perceptron de múltiplas camadas - MLP 
A partir da taxonomia das RNAs apresentada anteriormente, a rede neural MLP 
(RUMELHART & MCCLELLAND, 1986) é uma rede hetero-associativa, que pode apresentar 
várias camadas ocultas. No entanto, para ser um aproximador universal, é preciso apenas 
uma camada oculta com funções de ativação sigmoidais: logística ou tangente hiperbólica. 
O aprendizado obedece a um processo supervisionado por correção do erro. 
Na Figura 2.1, apresenta-se a arquitetura de uma rede neural MLP com uma saída, sendo 































































































Figura 2.1- Arquitetura da rede MLP: acima, arquitetura completa com uma camada oculta; abaixo a representação 
do primeiro neurônio oculto e do único neurônio de saída com suas correspondentes funções de ativação tanh e 
linear. 
 É dado destaque também nesta Figura 2.1 para a representação de dois neurônios: ao 
Neurônio 1 da camada oculta e ao único neurônio da camada de saída da rede. Repare que 
cada neurônio da camada oculta e da camada de saída realizam uma combinação linear 
entre suas entradas e os respectivos pesos sinápticos a jiw ,  e 
d
jw 1,  ( nei ,...,2,1,0  e 
noj ,...,2,1,0 ), produzindo as ativações internas oiu  (camada oculta) e 
su1  (camada de 
saída).  Após estas combinações, estas ativações internas serão aplicadas nas funções de 
ativação of  e sf  dos neurônios das camada oculta e de saída, respectivamente, para formar 
a saída final de cada neurônio. As funções of  são do tipo sigmoidal e sf  do tipo linear. 
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Esta configuração é comumente empregada em problemas de regressão de dados, incluindo 
o problema de predição de séries temporais. Vale indicar que não existem ativações 
internas nos neurônios da camada de entrada (aqueles numerados de 0 a ne) dado que não 
há pesos sinápticos antes dela e as suas saídas correspondem ao mesmo valor que das suas 
entradas nexxxx ,...,, 210 . 
As saídas ojy  ( noj ,...,2,1,0 ) dos neurônios  da camada oculta  podem ser 
representadas pela equação (2.1), onde ne é o número de entradas, e a jiw ,  
( nojnei ,...,2,1,0 e ,...,2,1,0  ) os pesos das conexões sinápticas antes da camada oculta. 
Algo que será útil posteriormente é levar em conta que o valor das funções de ativação 
of  e sf , de cada neurônio (camada oculta e de saída), dependem dos valores dos pesos das 












j wxfy . (2.1) 
Na equação (2.2), djw 1,  ( noj ,...,2,1,0 ) são os pesos das conexões sinápticas depois da 
camada oculta e yˆ  corresponde à saída do único neurônio da camada de saída e, por 











js wyfy . (2.2) 
2.1.4.1 Descrição do algoritmo de treinamento 
O treinamento de uma MLP consiste em encontrar valores adequados para todos os 
pesos das conexões a jiw ,  e 
d
jw 1,  (pesos antes e depois da camada oculta, respectivamente), 
de forma que, ao ingressar com um padrão de entrada, a saída da rede seja o valor mais 
próximo ao valor desejado associado a tal entrada. Para isto, precisa-se de: 
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 Dados de treinamento: chamados de amostras de treinamento, onde cada amostra 
consta de valor(es) de entrada (X) associados com valor(es) de saída desejado(s) (Y). 
 Uma função-objetivo: por exemplo, a função somatória dos quadrados dos erros (E), 
apresentada na equação (2.3), onde o erro é entendido ser a diferença entre o valor de 
saída obtido pela rede pyˆ  e o valor de saída desejado py , com N sendo o número de 










1  (2.3) 
 Algoritmo de ajuste dos pesos: trata-se de um algoritmo para otimização não-linear 
irrestrita. São várias as possibilidades para a MLP. O mais básico dos algoritmos de 
otimização emprega informação de primeira ordem e corresponde ao método do 
gradiente. Algoritmos que empregam informação de 2a. ordem também podem ser 
utilizados (BATTITI, 1992). Qualquer que seja o método de otimização, será 
necessário empregar o algoritmo de retropropagação, também denominado de 
backpropagation (WERBOS, 1974) para se obter o vetor gradiente. 
 Procedimento para evitar sobre-ajuste (over-fitting): também conhecido como 
sobre-treinamento, acontece quando a rede parece estar representando o problema 
cada vez melhor, ou seja, o erro junto ao conjunto de treinamento vai diminuindo. A 
questão é que, em algum ponto deste processo, a capacidade de responder 
adequadamente a um novo conjunto de dados, também denominada de capacidade 
de generalização, começa a piorar (PRECHELT, 1997). Dentre as formas empíricas de 
se evitar o sobre-ajuste (BISHOP, 1995), destacam-se: (i) validação cruzada; (ii) 
incorporação de um termo de penalidade na função-objetivo; e (iii) inserção de ruído 
nos dados de treinamento. 
A validação cruzada (PRECHELT, 1997; PRECHELT, 1998), consiste em separar os 
padrões em três conjuntos: treinamento, validação e teste. O conjunto de treinamento é 
usado para ajustar os pesos sinápticos. Após cada época de ajuste de pesos, calcula-se o 
erro junto ao conjunto de validação. Assim, quando este valor apresentar uma tendência 
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definida de aumento, será um indicativo de sobre-ajuste e o treinamento deverá ser 
interrompido. O conjunto de teste, por sua vez, é utilizado para indicar como ficaria o 
desempenho da rede neural em operação. É suposto que os três conjuntos contêm amostras 
independentes e são todos capazes de representar bem o problema que está sendo abordado. 
Por exemplo, espera-se que um bom desempenho junto ao conjunto de validação implique 
































Figura 2.2 – Um exemplo de aplicação do critério de parada em validação cruzada. 
A função-objetivo calcula o erro cometido entre a saída estimada pela rede e a saída 
desejada. Porém, o objetivo é minimizar a função em relação aos pesos sinápticos1 aw e 
dw , que correspondem às variáveis de otimização. Mas, na função-objetivo dada na 
equação (2.3) não aparecem explícitos os pesos sinápticos aw e dw . Mas, realizando 
substituições a partir da saída final da rede (saída do único neurônio da camada de saída) 
representada na equação (2.3) e utilizando a equação (2.1) para o calculo das saídas ojy  dos 
neurônios ocultos consegue-se obter a função-objetivo em função dos pesos sinápticos aw e 
                                                 
1 aw  e dw  são as representações em notação matricial dos pesos sinápticos a jiw ,  e 
d
jw 1, , 
respectivamente. 
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dw . O gradiente desta função será produzido, então, empregando-se a regra da cadeia do 
cálculo diferencial. 
2.2 Introdução às séries temporais 
Um estudo aprofundado de séries temporais foge ao escopo desta dissertação, seja por 
envolver um elenco amplo de temas multi-disciplinares, seja por possuir um longo histórico 
de investigação, particularmente ao longo do último século. Neste sentido, a introdução a 
ser apresentada nas próximas seções visa levantar aspectos técnicos, definições básicas e 
exemplos simples. 
Uma série temporal pode ser entendida como uma variável aleatória indexada no tempo, 
como segue: 
Série temporal: Nssssss ,...,,,,, 54321  (2.4) 
De uma maneira mais formal, uma série temporal é uma realização de um processo 
estocástico. Ela difere de um processo iid (independente e identicamente distribuído) já que 
existe uma dependência entre seus valores. Se não existisse, não se poderia realizar 
predição de valores futuros. Nesta dissertação, as séries temporais a serem tratadas têm seus 
valores definidos em intervalos de tempo igualmente espaçados. 
Existe uma classe de processos estocásticos chamados de estacionários e estão baseados 
na premissa de estarem num estado particular de equilíbrio estatístico. Podem ser 
estritamente estacionários (ou de estacionariedade forte) quando a distribuição de 
probabilidade conjunta é a mesma em relação ao tempo, tomando como referência blocos 
de observações de mesmo tamanho em diferentes instantes de tempo. Estacionariedade no 
sentido amplo (ou de estacionariedade fraca) significa que a média, variância e covariância 
não variam no tempo. 
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O interesse em estudar séries temporais abrange os seguintes aspectos: 
 Análise e modelagem da série temporal: descrever a série, identificar suas 
características relevantes e possíveis relações com outras séries. 
 Predição de valores futuros da série: a partir de valores passados da série (às vezes, 
também, a partir de valores de outras séries), predizer um valor futuro st+k, onde st é 
o valor atual da série e k representa o horizonte de predição. Por exemplo, para 
predição um passo à frente, o objetivo seria predizer st+1. 
No contexto de predição, a existência de dependência entre os valores da série é um 
requisito necessário, já que é justamente essa dependência que permite gerar predições. Sob 
a condição de independência dos valores da série, as predições não apresentariam 
correlação com os valores correspondentes da série temporal. Existem diferentes graus de 
dependência nas séries temporais, deixando a tarefa de predição com diferentes níveis de 
dificuldade. Por exemplo, tende a ser mais fácil predizer valores futuros de uma série de 
temperaturas ambientais médias mensais do que uma série de índices mensais da inflação. 
Também é sabido que não existe um método de predição que seja bom para todas as 
séries, pois o seu desempenho está vinculado às características de cada série. Além disso, 
pode-se afirmar que o nível de incerteza aumenta com o horizonte de predição, ou seja, 
quanto maior o horizonte de predição, maior tende a ser a incerteza associada à predição. 
Uma forma bem conhecida de construir um modelo para predição está baseada na 
metodologia de Box & Jenkins (BOX et al., 1994). Na Figura 2.3, apresentam-se os passos 
desta metodologia. Trata-se de um procedimento iterativo, onde se parte da escolha de uma 
classe de modelos, depois realiza-se a definição da estrutura paramétrica do modelo, 
seguida do ajuste dos parâmetros, o que geralmente envolve a minimização de uma função-
objetivo. Em seguida, executa-se uma etapa de diagnóstico ou validação do modelo e, 





Definição da estrutura paramétrica
Ajuste dos parâmetros do modelo




Figura 2.3 – Abordagem de construção do modelo para predição. 
2.2.1 Principais características das séries temporais 
A definição de série temporal pode ser simples e geral, mas a escolha de um modelo 
para predição que melhor explore as dependências entre os valores da série se constitui em 
uma tarefa desafiadora pela presença de: tendência, sazonalidade, observações aberrantes 
(outliers), heterocedasticidade, não-linearidade. Uma série temporal pode apresentar mais 
de uma dessas características, aumentando ainda mais o desafio na escolha e ajuste do 
modelo. 
2.2.1.1 Tendência 
Indica o comportamento de “longo prazo” do valor médio da série. Por exemplo, na 
Figura 2.4 apresenta-se uma série temporal com tendência linear crescente. Trata-se de uma 
série financeira com observações de vendas mensais de roupas nos Estados Unidos. 
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As tendências fazem com que a série seja não-estacionária e, para torná-la estacionária, 
alguns tratamentos da série são indicados. Um deles envolve a aplicação de diferenciação, 
que consiste em criar uma nova série temporal como resultado da subtração de valores 
consecutivos da série: 
1 tt
nova
t sss . 
A nova série terá N–1 valores, sendo N o número de valores da série original. Para o 
caso da tendência quadrática, é preciso aplicar diferenciação duas vezes, e assim por diante. 
Com a diferenciação, espera-se obter uma série estacionária em relação à tendência central. 
No entanto, a variância pode sofrer incrementos no tempo, de modo que novas 
transformações sejam necessárias para casos em que a diferenciação não estabilize a 
variância (BOX et al., 1994; MCCLEARY & HAY, 1980). É comum usar uma transformação 
logarítmica, não sem antes re-escalonar a série de tal forma que não apareçam valores 
menores ou iguais a zero. 
Visando estabilizar a variância, eliminar assimetria e tornar a distribuição da série 
aproximadamente normal, são geralmente empregadas as transformações de Box-Cox (BOX 
et al., 1994). 
2.2.1.2 Sazonalidade 
A sazonalidade é caracterizada pela repetição de um padrão (ciclo) num período de 
tempo fixo. Por exemplo: temperatura ambiente e vazões de rios tendem a apresentar ciclos 
anuais. A série temporal da Figura 2.4 apresenta também sazonalidade, sendo que a cada 
doze meses repete-se um padrão. A observação aberrante em torno do instante 60 será 
tratada na próxima subseção. 
A sazonalidade pode tornar à série temporal como não-estacionária. Em vista disso, 
alguns métodos propostos na literatura já buscam modelar e extrair da série a sua 
sazonalidade, sendo possível citar métodos como SARIMA (BROCKWELL & DAVIS, 1991) e 
X-12-ARIMA (FINDLEY et al., 1998). 
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Na literatura, existem trabalhos que comparam empiricamente os diversos métodos para 
lidar com a sazonalidade (ALBERTSON & AYLEN, 1996; FRANSES & DIJK, 2005; 
KULENDRAN & KING, 1997; NOAKES et al., 1985), sendo que os resultados foram diversos, 
dependem da classe de modelos e da natureza da série e não houve um consenso em se 
definir as condições nas quais um dos métodos seja preferido. 
2.2.1.3 Observações Aberrantes 
Observações aberrantes são associadas a distorções observadas na série ou observações 
que são altamente inconsistentes com outros comportamentos já observados da série. São 
caracterizadas, por exemplo, pela ocorrência outliers (uma ou mais observações não 
esperadas). Também podem envolver uma mudança do regime da série. Por exemplo, uma 
série que, a partir de um certo momento começa a apresentar sazonalidade. A série 
temporal da Figura 2.4 apresenta outliers em torno da observação 60, impedindo assim a 
ocorrência de um pico esperado. 
Caso a série temporal sofra mudanças de regime, alguns tratamentos mais sofisticados 
para síntese do preditor devem ser considerados. Alguns exemplos de métodos na literatura 
que lidam com mudança de regime numa série temporal podem ser encontrados em PUMA-
VILLANUEVA et al. (2005) e WEIGEND et al. (1995), ambos utilizando mistura de 
especialistas, sendo os especialistas redes neurais artificiais. 
Já para o caso de outliers, por definição, não existe um algoritmo capaz de predizê-los 
(CRYER, 1986). Para identificá-los, o que se recomenda é examinar a série a partir da 
representação gráfica (antes e depois de algum ajuste ou transformação ser realizado) e 
realizar uma identificação visual, embora possam ser aplicados procedimentos automáticos 
para este fim. 
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Figura 2.4 - Exemplo de uma série temporal que apresenta tendência linear crescente, sazonalidade e 
observações aberrantes ou outliers em torno da observação 60 (série Clothing store). 
2.2.1.4 Heterocedasticidade  
Quando a série temporal é tal que a variância não é constante para todas os diversos 
regimes da série, então, caracteriza-se um comportamento heterocedástico, refletindo isto 
na variância dos resíduos do modelo. 
Por exemplo, é mais fácil estimar o gasto com alimentação como função da renda para 
uma família de baixa renda do que para uma família de alta renda. Logo, na medida em que 
a renda aumenta, a variância do erro de estimação aumenta também. 
Séries com heterocedasticidade condicional podem ser tratadas com modelos auto-
regressivos com heterocedasticidade condicional ARCH (ENGLE, 1982), ou com uma versão 
mais generalizada como o GARCH (BOLLERSLEV et al., 1994; TAYLOR, 1987). 
2.2.1.5 Não-linearidade 
De forma geral e até, talvez, informal, a não-linearidade pode ser definida como 
qualquer comportamento que não seja linear. No contexto de séries temporais, implica que 
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a relação de dependência entre os valores da série é não-linear, ou dito de outra forma, a 
dependência entre as observações passadas da série e os valores a serem preditos é não-
linear. 
O estudo de modelos não-lineares para séries temporais, na literatura, é menos freqüente 
que o estudo de modelos lineares e geralmente está baseado em extensões dos modelos 
ARMA. No entanto, supor linearidade nas relações de dependência foi e é considerada uma 
estratégia válida e poderosa. Mas em finais dos anos 1970 e início dos anos 1980, modelos 
lineares mostraram-se insuficientes em muitas aplicações práticas. 
Dentre as abordagens não-lineares que permitem modelar séries temporais, serão 
destacadas algumas abordagens a seguir. Atribuiu-se a VOLTERRA (1930) a primeira 
iniciativa em se analisar séries temporais não-lineares, e mostrou-se que qualquer função 
não-linear no tempo pode ser aproximada por uma série finita de Volterra. TONG (1983, 
1990) propôs o TAR (Threshold Auto-Regressive) e o SETAR (Self-Exciting TAR), que 
buscam aproximar a não-linearidade via linearidade por partes e permitem o chaveamento 
entre regimes. O Modelo bi-linear (POSKITT & TREMAYNE, 1986) já emprega uma função 
quadrática. As redes neurais artificiais (RNAs) representam uma proposta bem sucedida 
para modelagem de séries temporais não-lineares, justamente por serem aproximadores 
universais e, assim, apresentarem flexibilidade suficiente para mapear qualquer relação de 
entrada-saída presente nos dados, desde que essa relação esteja restrita a uma região 
compacta do espaço de entrada e possa ser expressa por um mapeamento contínuo (HORNIK 
et al, 1989). Na literatura, existe um número expressivo de trabalhos aplicando RNAs em 
predição, muitos deles comparando-as com modelos lineares e outros modelos tradicionais 
(descritos na Seção 2.2.2 a seguir). 
2.2.2 Modelos básicos para predição de séries temporais 
A predição de séries temporais consiste em encontrar um modelo que descreva o 
comportamento da série e, a partir dele, buscar realizar predições de valores futuros. O 
ponto de vista tradicional é o seguinte: 
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 Propor um modelo paramétrico e realizar pré-processamentos junto à série temporal 
para aumentar a capacidade de predição do modelo proposto. Restrições geralmente 
adotadas são: a linearidade do modelo e a estacionariedade da série temporal. 
A abordagem dessa dissertação difere desta perspectiva, sendo que procura-se atribuir ao 
modelo de predição flexibilidade suficiente para explorar as particularidades de cada série 
temporal a ser predita, com ou sem pré-processamento da mesma. O modelo de predição 
não só é não-linear como também semi-paramétrico. Com esta nova perspectiva, aumenta 
significativamente o grau de complexidade ao ajustar os parâmetros do modelo, que no 
caso de redes neurais artificiais correspondem aos pesos sinápticos. Perde-se, por exemplo, 
a garantia de otimização global dos parâmetros e entra em cena a questão da capacidade de 
generalização. 
A seguir, é feita uma breve revisão dos modelos básicos de predição, para só então tratar 
da abordagem via RNAs. 
2.2.2.1 Modelo auto-regressivo – AR(p) 
Um modelo auto-regressivo supõe que a série temporal pode ser modelada a partir dos 
valores atrasados da série. Este modelo é ilustrado na equação (2.5), onde et representa  
ruído branco e os coeficientes p ,...,1  representam os parâmetros a estimar. Como se trata 
de um caso linear, os coeficientes p ,...,1  podem ser estimados empregando métodos 
baseados na minimização dos erros quadrados médios ou outros um tanto mais sofisticados, 
como o algoritmo Durbin-Levinson (BROCKWELL & DAVIS, 1991). 
tptptt esss    ...11  (2.5) 
2.2.2.2 Modelo de médias móveis – MA(q) 
Neste caso, o modelo assume que há uma dependência entre os valores futuros da série e 
os erros cometidos. Na equação (2.6), vemos que as diferenças frente ao modelo AR(p) 
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estão na ausência de valores passados da série e presença dos erros de predição: por 
exemplo, 111 ˆ   ttt sse , onde 1ˆ ts  representa o valor estimado pelo modelo. Os 
coeficientes q ,...,1  podem ser estimados via o algoritmo de inovação (Innovations 
Algorithm) (BROCKWELL & DAVIS, 1991). 
qtqttt eees    ...11  (2.6) 
2.2.2.3 Modelo ARMA(p,q) 
O modelo ARMA combina ambas as propostas anteriores, resultando num preditor auto-
regressivo com médias móveis. Neste caso, o modelo assume a forma indicada na equação 
(2.7). Dentre os algoritmos de ajuste dos coeficientes comumente utilizados temos 
Maximização da Verossimilhança (Maximum Likelihood - ML) e Quadrados Mínimos 
(BROCKWELL & DAVIS, 1991). 
qtqtptpttt eesses    ...... 1111  (2.7) 
2.2.2.4 Modelo ARIMA(p,d,q) 
Os modelos ARIMA(p,d,q) (Auto-regressive Integrated Moving Average) podem 
aproximar uma série temporal com raiz unitária. São uma generalização dos modelos 
ARMA, os quais unicamente representam séries estacionárias. Na abordagem ARIMA, 
depois de aplicar um processo de diferenciação da série em um número finito de vezes (d), 
reduz-se ao caso de modelos ARMA. Geralmente, basta realizar uma diferenciação (d=1) 
para tornar estacionárias séries com tendência linear, e duas (d=2), se a tendência for 
quadrática. 
Séries temporais com componente sazonal são mais bem modeladas com modelos 
SARIMA (Seasonal-ARIMA) (BROCKWELL & DAVIS, 1991).  
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2.3 Predição de séries temporais via RNAs 
As RNAs vêm sendo amplamente utilizadas em predição de séries temporais, 
principalmente por serem aproximadores universais. Interpreta-se o problema de síntese do 
preditor como aquele da síntese de um mapeamento não-linear de entrada-saída, sendo que 
o vetor de entrada será composto pelas informações consideradas relevantes para auxiliar 
no processo de predição. Logo, é possível empregar redes neurais artificiais para sintetizar 
modelos não-lineares que representam extensões daqueles apresentados nas sub-seções 
anteriores, resultando em modelos NAR, NMA, NARMA, onde o N inicial indica não-
linearidade no modelo. 
Na Figura 2.5, apresenta-se uma arquitetura de RNA que atende aos modelos 
NARMA(p,q), proposta por CONNOR & MARTIN (1994) e chamada de rede NARMA 
recorrente, onde os neurônios de entrada recebem: p entradas correspondentes a valores 
































Figura 2.5 - Arquitetura da rede NARMA recorrente, proposta por CONNOR & MARTIN (1994). 
CONNOR & MARTIN (1994) apresentaram um experimento com esta arquitetura com uma 
série temporal artificial do tipo NARMA(1,1): y t=e t+0.5e t -1y t -1 , e compararam os 
resultados com aqueles produzidos por: (i) uma rede neural MLP implementando um 
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modelo NAR, e (ii) uma rede totalmente recorrente (recorrência total na camada oculta). Os 
resultados estão na Tabela 2.1, onde o mais relevante é notar que uma rede MLP também 
consegue modelar séries temporais do tipo NARMA, e a diferença perante as propostas de 
arquiteturas mais complexas, que envolvem recorrências, pode não ser significativa ou 
poderá depender do problema. 
Tabela 2.1 - Resultados comparativos entre a rede NARMA recorrente de CONNOR & MARTIN (1994), com 
uma MLP  e uma rede totalmente recorrente. Valores numéricos entre parênteses representam desvio 
padrão. 
RNAs p q No. Neurônios ocultos EQM Treinamento EQM Teste
1 0 7 1,17 1,48 (0,028)
2 0 8 1,11 1,35 (0,026)
3 0 6 1,15 1,50 (0,030)
4 0 4 1,14 1,45 (0,028)
5 0 4 1,07 1,50 (0,029)
0 1 2 1,49 1,79 (0,035)
1 1 5 1,11 1,28 (0,025)
Totalmente 





Nesta dissertação, foram utilizados modelos de RNAs do tipo NAR, no caso, uma MLP, 
tanto nos resultados apresentados neste capítulo como no Capítulo 3, que trata de comitê de 
máquinas, onde o preditor é composto por mais de um modelo NAR. E no Capítulo 4, de 
igual forma, serão empregados modelos NAR para selecionar os atrasos mais relevantes 
para a predição das séries temporais. 
2.3.1 Histórico do uso de RNAs em predição de séries temporais 
Na literatura, o uso e o estudo de RNAs em predição de séries temporais podem ser 
descritos pela ocorrência de duas inquietudes maiores por parte de comunidade de redes 
neurais: 
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 RNAs são melhores opções do que os modelos tradicionais paramétricos? 
 RNAs produzem melhores resultados ao se extraírem os componentes de tendência e 
sazonalidade da série temporal?  
Atendendo a primeira questão, apresenta-se na Tabela 2.2 um acompanhamento de 
trabalhos de caráter comparativo entre RNAs e modelos tradicionais paramétricos 
empregados na predição de séries temporais. A coluna etiquetada como Avaliação indica com 
um símbolo “+” quando as RNAs se mostraram superiores, com “” se inferiores, e “=” se 
tanto modelos paramétricos quanto RNAs tiveram desempenhos equivalentes na predição. 
Tabela 2.2 - Acompanhamento de trabalhos comparativos entre RNAs e modelos tradicionais paramétricos 
empregados na predição de séries temporais. 
Avaliação Autor / ano Séries testadas Descrição 
 FISHWICK, 1989. Séries de trajetória balística. 
RNAs foram piores do que regressão linear e 
modelo resposta de superfície. 
+  DULIBA, 1991. Séries de transporte. RNAs superam em séries com especificação de efeitos randômicos, não no fixo. 
+ KANG, 1991. 50 séries de M-competition. 
A melhor RNA sempre supera modelos Box 
& Jenkins, e melhora em relação ao 
horizonte de predição. RNAs necessitam 
menos pontos para igualar a predição 
oferecida por modelos ARIMA. 
+ = TANG et al., 1991. 3 séries negócio-econômicas mensais. 
Em séries com memória de curto prazo, 
RNAs foram melhores e em séries com 
memória de longo prazo, RNAs foram 
equivalentes ao modelo ARIMA. 
 BRACE et al., 1991. 8 séries de carga elétrica diária. 
RNAs não foram tão boas quanto modelos 
Box & Jenkins. 
= DE GROOT & Wurt, 1991. Sunspots – anual. 
RNAs foram comparáveis com métodos de 
Box & Jenkins e Holt-Winters.  
+ CAIRE et al., 1992. 1 série de consumo elétrico diário. 
RNAs melhor em 1 passo à frente e melhor 
ainda em vários passos à frente. 
+ CHAKRABORTY et al., 1992. 1 série financeira mensal. 
RNAs foram superiores a modelos de 
regressão linear. 
+ WEIGEND et al., 1992. Série Sunspot. RNAs foram melhores do que TAR e modelos Bi-lineares. 
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+ WEIGEND et al., 1992. Série de taxa de câmbio, diária. 
RNAs foram significativamente melhores do 
que Random Walk. 
 FOSTER et al., 1992. 
384 séries econômicas e 
demográficas trimestral e 
anual. 
RNAs significativamente inferiores a 
regressão linear e a Exponential Smoothing 
Method. 
= MARQUEZ et al., 1992. Série simulada por 3 métodos de regressão. Desempenhos equivalentes. 
= SHARDA & PATIL, 1990; SHARDA & PATIL, 1992. 
111 séries de M-
competition, 75 séries 
mensais, trimestrais e 
anuais. 
RNAs foram equivalentes a modelos de Box 
& Jenkins. 
+ REFENES, 1993. 1 série de taxa de câmbio, horária. 
RNAs muito melhor do que Exponential 
Smoothing e ARIMA. 
+ TANG & FISHWICK, 1993. 
14 séries de M-
competition, 2 séries de 
negócios mensais & 
trimestrais. 
RNAs se mostram melhores, e ainda mais 
quando o horizonte de predição aumenta. 
+ SRINIVASAN et al., 1994. 1 série de carga elétrica. RNAs foram melhores do que modelos de regressão e ARMA. 
= GORR et al., 1994. 
Séries pontuações médias 
de estudantes de 
graduação. 
A melhora não é significativa com respeito à 
regressão linear. 
+ = DENTON, 1995. Várias séries sintéticas. RNAs superiores em condições ideais e, caso contrário, equivalentes. 
+ LACHTERMACHER & FULLER, 1995. 
4 séries estacionárias de 
vazamento de rio e 4 
séries não-estacionárias 
de carga elétrica anual. 
Nas séries estacionárias, as RNAs foram 
ligeiramente superiores e nas séries não-
estacionárias, sempre foram muito melhor do 
que ARIMA. 
+ NAM & SCHAEFER, 1995. Série Airpass mensal. 
RNAs melhores do que regressão e 
Exponential Smoothing. 
+ = HANN & STEURER, 1996. 
Série de taxa de câmbio 
semanal e mensal. 
Supera a regressão linear nas séries 
semanais, com desempenho equivalente 
para as séries mensais. 
+ KOHZADI et al., 1996. Séries de preço de gado e trigo mensal. 
RNAs considerável e consistentemente 
melhores. 
No intuito de resumir os resultados da avaliação, a Figura 2.6 apresenta um diagrama de 
Venn de onde podemos concluir que, dos 22 casos comparativos, em 15 casos as RNAs se 
mostraram superiores e em 4 inferiores. As interseções são entendidas da seguinte forma: 
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dos 7 casos em que os resultados foram equivalentes, em 3 deles as RNAs foram superiores 
em alguns pontos específicos, os quais são detalhados na coluna de “Descrição” da Tabela 
2.2 e nos outros 4 casos os resultados foram equivalentes.   
Casos favoráveis 
às RNAs +








Figura 2.6 - Resumo pelo número de casos favoráveis, não-favoráveis e 
equivalentes das RNAs frente aos modelos tradicionais. 
Curiosamente, a primeira inquietude da comunidade de RNAs deu origem a uma outra: 
se as RNAs produzem melhores resultados ao extrair os componentes de tendência e 
sazonalidade. Nos estudos comparativos citados anteriormente, muitos deles retiravam os 
componentes de tendência e sazonalidade da série. Tentando resolver esta nova inquietude, 
foram realizados vários trabalhos comparativos, dos quais destacam-se NELSON et al. 
(1999) e ZHANG & QI (2005). Eles concluíram que as RNAs na prática conseguem 
melhorar seus desempenhos ao serem retirados da série temporal os componentes de 
tendência e sazonalidade. Em adição, em muitos dos estudos comparativos utilizaram-se 
séries curtas da competição-M (M-competition) (MAKRIDAKIS et al., 1982) e o risco de 
sobreajuste compromete a propriedade de aproximação universal. Resumindo, o uso de 
RNAs exige cuidados na qualidade e quantidade dos dados, acondicionamento dos dados e 
seleção do modelo no processo de treinamento. Estes cuidados valem também para a 
modelagem clássica de séries temporais, por exemplo, a de Box & Jenkins (BOX et al., 
1994). 
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2.3.2 Tratamento dos dados para o treinamento 
Nesta seção, descrevem-se as técnicas de pré-processamento dos dados da série temporal 
ao usar RNAs, no caso uma MLP. Os procedimentos são basicamente dois: (i) o 
acondicionamento dos valores da série temporal; e (ii) a construção dos conjuntos de 
treinamento, validação e teste. 
2.3.2.1 Acondicionamento 
Como o modelo de RNA escolhido foi uma MLP com função de ativação tangente 
hiperbólica, é recomendado que os valores da série excursionem dentro da faixa entre 1 e 
+1, reduzindo as chances de produzir neurônios saturados durante o treinamento da rede 
neural. Trata-se apenas de uma mudança na escala dos valores da série temporal original, 
de modo que possíveis componentes como tendência e/ou sazonalidade não sejam 
alterados. É preciso reverter esta mudança de escala para calcular o erro de predição da 
série na escala original da mesma. É comum utilizar outras formas de normalização 
baseadas no desvio padrão e no logaritmo dos valores da série temporal, no primeiro caso, 




i sss /)(  , (2.8) 
sendo s  e s  o valor médio e o desvio padrão da série temporal original. Por outra parte, a 
normalização via extração do logaritmo da série temporal é particularmente empregada em 
séries temporais financeiras. 
2.3.2.2 Construção dos conjuntos de treinamento 
Como a série temporal já foi acondicionada na etapa anterior, então resta montar os 
conjuntos de treinamento, validação e teste. Como primeira etapa, devem-se preparar os 
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dados para realizar predição de valores futuros, por exemplo, um valor à frente. A Figura 
2.7 descreve esta etapa, onde o valor de L é calculado usando a função de auto-correlação – 
ACF (BOX et al., 1994) ou via Informação Mútua – MI (CELLUCCI et al., 2005). No Anexo-
A, apresenta-se o tratamento das séries com essas funções que conduzem a uma estimativa 
do valor de L. Uma vez definido o valor de L, o número de possíveis subconjuntos de 
atrasos (colunas de X para sintetizar um preditor) apresenta crescimento exponencial e 
obedece à fórmula 2L1. Isto será tratado de forma mais detalhada no Capítulo 4 de Seleção 
de Variáveis. 
S = s1 , s2 , s3 , s4 , s5 , s6 , s7 , s8 ... ,sN
st-6     st-5    st-4   st-3   st-2    st-1 st
s1 s2 s3 s4 s5 s6 s7
s2 s3 s4 s5 s6 s7 s8
s3 s4 s5 s6 s7 s8 s9
sN-6   sN-5   sN-4   sN-3   sN-2 sN-1 sN























Figura 2.7 - Preparação dos dados para predição de um passo à frente com L=6 valores atrasados da série. 
Da Figura 2.7 desprendem-se as clássicas matrizes X e Y que representam os padrões de 
treinamento da RNA, onde cada valor de Y é a saída desejada associada à sua 
correspondente linha da matriz X. Na Figura 2.8, apresentam-se duas formas de separar os 
conjuntos de treinamento, validação e teste. O conjunto de teste geralmente é tomado como 
uma parcela dos últimos valores contíguos da série temporal. Para os conjuntos de 
treinamento e validação, dadas as porcentagens previamente estabelecidas para cada um, a 
priori, pode haver duas opções: (i) separar de forma seqüencial ou (ii) separar de forma 
randômica. Em PUMA-VILLANUEVA et al. (2006), mostra-se que melhores resultados podem 
ser obtidos pela separação randômica. A separação randômica é sempre possível tomando-
se aleatoriamente, e com distribuição de probabilidade uniforme, linhas da tabela à direita 







Figura 2.8 -  Formas de separar os dados para compor os conjuntos de treinamento, validação e teste, 
tomando por base a Tabela à direita na Figura 2.7. As porcentagens 50%, 25% e 25% representam 
apenas uma sugestão. 
2.3.3 Simulações e resultados 
Como uma etapa preliminar deste trabalho, realizaram-se modelagem e predição de 
cinco séries temporais reais via uma RNA do tipo MLP. No Capítulo 3, estes resultados 
serão contrastados com os obtidos via abordagens de Comitê de Máquinas (Ensemble e 
Mistura de Especialistas) no Capítulo 3. 
As quatro primeiras séries contam com 120 observações e a última conta com 660. São 
todas de natureza financeira de valores mensais médios de: venda de livros (Book store), 
roupa (Clothing store), móveis (Furniture store), hardware (hardware store) e a última de 
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Figura 2.9 - Séries temporais testadas. 
Estas mesmas séries foram utilizadas por ZHANG & QI (2005), que procuraram mostrar 
que realizando um pré-processamento prévio da série temporal consegue-se melhorar o erro 
de predição. Os resultados obtidos em ZHANG & QI (2005) foram adicionados aos obtidos 
nesta dissertação via uma rede neural MLP, para fins apenas informativos e não 
comparativos, dado que a configuração de parâmetros não é a mesma. Isto será explicado 
em detalhe na seção seguinte. 
2.3.3.1 Configuração dos parâmetros 
São muitos os parâmetros que devem ser definidos no caso de predição via RNAs, com 
alguns deles dependentes do problema de predição específico. Segue uma descrição da 
configuração de todos os parâmetros empregados: 
 Série temporal: o único pré-processamento realizado sobre a série temporal foi um 
simples escalonamento linear das observações para a faixa entre 1 e +1, visando 
acondicionar os dados de treinamento. 
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 A construção dos conjuntos de treinamento: o número de atrasos empregados foi 
doze (L=12) e são consecutivos, obtido com auxílio de Informação Mútua (ver 
Anexo-A). A separação dos conjuntos de treinamento, validação e teste obedeceu as 
porcentagens de 50, 25 e 25%, respectivamente. Os dois primeiros conjuntos foram 
definidos de forma randômica e o conjunto de teste foi formado pelas últimas 
amostras de cada série, tal como ilustrado na Figura 2.8. 
 MLP: O número de neurônios na camada de entrada coincide com os atrasos da 
série, já os ocultos foram fixados em 30 e cada um deles com função de ativação 
tangente hiperbólica. Um único neurônio compõe a camada de saída, por se tratar de 
predição um passo à frente com função de ativação linear. O treinamento segue os 
delineamentos da Seção 2.1.4, empregando o método do gradiente para ajuste dos 
pesos da rede. Esses pesos foram inicializados com valores reais aleatórios no 
intervalo [-0,01; +0,01]. Aplicou-se validação cruzada como forma de seleção do 
modelo visando evitar sobre-ajuste, o que corresponde a uma estratégia de parada 
antecipada para deter o treinamento antes das 500 épocas fixadas, caso a rede já 
tenha convergido. 
2.3.3.2 Resultados obtidos 
A Tabela 2.3 apresenta os resultados obtidos na coluna 3 usando o índice de erro MAE, 
os resultados publicados por ZHANG & QI (2005) nas últimas 5 colunas para estas mesmas 
séries temporais. E visando calcular estatísticas como média e desvio padrão (STD-
Standard Deviation), máximo, mínimo, foram realizadas 30 execuções da MLP. 
O objetivo de ZHANG & QI (2005) era provar que, realizando um pré-processamento 
mais elaborado da série temporal antes de ser modelada por uma RNA (MLP), podia-se 
conseguir ganhos significativos na predição. Assim, utilizou técnicas para retirar a 
tendência e a sazonalidade da série. Os resultados consideram o conjunto de teste, e o valor 
que aparece na tabela corresponde à medida de erro MAE (erro absoluto médio). 
É importante ter em consideração os parâmetros utilizados por ZHANG & QI (2005): 
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 Série temporal: como já indicado, empregaram-se técnicas de extração da tendência 
e/ou sazonalidade (X-12-ARIMA). 
 A construção dos conjuntos de treinamento: o número de atrasos empregados foram 
diferentes, mas para o caso em que se tratou a série original sem pré-processamento, 
utilizaram os seguintes: t-1, ..., t-4, t-12, t-13, t-14, t-24, t-25 e t-36. A separação dos 
conjuntos de treinamento, validação e teste foi feito de modo seqüencial, sendo que 
as últimas 12 observações para teste, as 12 antecedentes do teste para validação e o 
restante para treinamento. 
 MLP: os neurônios na camada oculta não foram mais que 14, a função de ativação 
dos neurônios da camada oculta foi a logística. O algoritmo de ajuste dos parâmetros 
empregou informação de segunda ordem: fast Levenberg & Marquardt. Empregaram 
validação cruzada para selecionar o modelo tendo como máximo 1000 épocas de 
treinamento. Foram realizadas 5 execuções do algoritmo partindo de condições 
iniciais distintas para os pesos da rede neural. Em seguida, foi escolhida aquela com 
menor erro de validação. 
Pelo descrito anteriormente, é impossível tentar comparar resultados de ambas as 
propostas, porque o conjunto de teste, embora corresponda às últimas observações da série, 
não foram iguais: enquanto ZHANG & QI (2005) usaram apenas os 12 últimos pontos das 
séries temporais, nesta dissertação foi empregado 25% do total, 29 pontos para as 4 
primeiras séries e 165 para a última série. As dimensões das redes neurais e as funções de 
ativação também foram diferentes em ambos os trabalhos, assim como a quantidade de 
amostras do subconjunto de validação, também foram diferentes em ambos os trabalhos. 
 Na coluna 4 da Tabela 2.3, é apresentado o erro de predição MAE utilizando uma rede 
MLP com as séries originais, na coluna 5 a MLP opera com as séries apenas sem tendência, 
na coluna 6 unicamente a sazonalidade foi retirada, e na coluna 7 ambas foram retiradas, a 
tendência e a sazonalidade das séries temporais. Na última coluna, é usado um modelo 
ARIMA com as séries temporais originais (sem retirar tendência, nem sazonalidade). 
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Tabela 2.3 - Resultados de erro de predição MAE a partir do conjunto de teste das 5 séries temporais, inclui-se 
resultados de ZHANG & QI (2005). 
MLP - série 
original
MLP - série com 
tendêndecia 
retirada
MLP - série com 
sazonalidade 
retirada












































































Comitê de Máquinas 
Resumo: Neste capítulo, apresentam-se duas abordagens de comitê de máquinas que 
visam produzir ganhos de desempenho frente a propostas de soluções isoladas, ou seja, que 
não formam comitês. Essas abordagens são ensemble e mistura de especialistas (MEs), 
ambas guiadas pelo princípio dividir-para-conquistar. Um comitê de máquinas é uma forma 
de aprendizado de máquina que pode ser aplicada tanto para problemas de classificação 
quanto regressão, sendo que neste capítulo será considerado o problema de predição de 
séries temporais, um problema típico de regressão, mas que pode envolver etapas de 
classificação. Cada abordagem será apresentada em detalhe e seus resultados serão 
contrastados com os resultados obtidos por um único modelo preditor, no caso, uma rede 
neural MLP. 
3.1 Introdução 
Realizando uma breve revisão de fatos importantes ao longo da história de “aprendizado 
de máquina”, cabe destacar quatro eventos, sendo que no último surgiu a idéia de comitê de 
máquinas: 
 Evento 1: Ao final dos anos 1950, iniciou-se a construção da primeira máquina de 
aprendizado, conhecida como “Perceptron de Rosenblatt” (ROSENBLATT, 1958). 
Alguns anos depois, foi provado que esta máquina possuía algumas limitações 
teóricas (MINSKY & PAPERT, 1969). No entanto, a proposta do perceptron não deixa 
de ser relevante, pois marca o início de uma das vertentes na linha de Inteligência 
Artificial: o aprendizado de máquina. 
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 Evento 2: No final dos anos 1960 e início dos anos 1970, foram elaborados os 
fundamentos básicos da Teoria do Aprendizado. Esses fundamentos são ainda hoje 
empregados no desenvolvimento e/ou aprimoramento de máquinas de aprendizado 
(VAPNIK & CHERVONENKIS, 1971). 
 Evento 3: Nos anos 1980, as limitações da proposta de Rosenblatt foram superadas 
com a contribuição de RUMELHART & MCCLELLAND (1986) para o treinamento de 
redes MLP (Multi-layered Perceptrons), empregando o algoritmo de retro-propagação 
do erro ou backpropagation (WERBOS, 1974). A partir de então, foram propostas 
várias outras arquiteturas de redes neurais artificiais (RNAs) e surgiram vários 
algoritmos de treinamento para RNAs com o objetivo de atender a problemas 
específicos. 
 Evento 4: Nos anos 1990, em busca de uma maior maturidade conceitual, foram 
propostas formas alternativas às RNAs, visando superar algumas dificuldade 
identificadas. Assim, surgiram quase que em paralelo as propostas de comitês de 
máquinas (HAYKIN, 1999) e máquinas de vetores-suporte – SVM (VAPNIK, 1998). 
A partir de então, houve uma mudança de paradigma na área de aprendizado de 
máquina. SVMs (do inglês support vector machines) e outros métodos baseados em kernel 
são métodos estatísticos que buscam maximizar a capacidade de generalização do modelo 
preditor. Por outra parte, comitês de máquinas buscam agregar, de alguma forma, o 
conhecimento adquirido pelos modelos que o compõem para chegar a uma solução global 
que apresente melhor desempenho frente à obtida por qualquer um dos componentes 
atuando isoladamente. As propostas para comitês de máquinas são ensemble e mistura de 
especialistas (MEs). 
No decorrer deste capítulo, serão feitas distinções de nomenclatura para os comitês de 
máquinas: os modelos preditores que compõem um ensemble serão chamados de 
componentes, e os modelos preditores que compõem uma mistura de especialistas serão 
chamados de especialistas. Nas próximas seções, será apresentada uma visão geral de 
ensemble e de mistura de especialistas, visando destacar as diferenças que existem entre 
eles e a sua aplicabilidade ao problema de predição de séries temporais. 
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3.1.1 Razões que levaram ao surgimento de comitê de máquinas 
Se conseguíssemos obter um modelo com máxima capacidade de generalização, não 
haveria lugar para a técnica de comitê de máquinas. No entanto, isto não é possível, e 
dentre as causas esta o fato de que as amostras de treinamento utilizadas para o ajuste do 
modelo são em número finito e estão sujeitas a ruído e outliers. 
No contexto de RNAs, as razões que levaram ao estudo e à implementação de comitê de 
máquinas estão diretamente relacionadas aos aspectos desfavoráveis que as RNA’s 
apresentam (BISHOP, 1995): 
 Convergência do algoritmo de treinamento para um mínimo local: a forma da 
função-objetivo que guia o processo de ajuste dos pesos sinápticos das RNAs na 
maioria dos casos é não-linear e multimodal. Adicionalmente, a dependência entre os 
estímulos de entrada ou entrada-saída, associados ao problema, faz parte também 
desta função-objetivo, em conseqüência o risco de cair num mínimo local não-
desejado é não-desprezível. 
 Risco de sobre-ajuste ou sub-ajuste: como apresentado no Capítulo 2, o risco do 
treinamento da RNA levar a um sobre-ajuste junto ao conjunto de treinamento é 
tratado por técnicas empíricas, as quais não garantem o melhor desempenho de 
generalização. Se existe sobre-ajuste, então pode existir sub-ajuste, que é quando o 
treinamento é concluído antes da RNA atingir um nível satisfatório de aproximação 
do mapeamento de entrada-saída associado ao problema. Se um ou ambos os casos 
acontecem, comete-se um erro de estimação. 
 Complexidade do problema a ser solucionado: embora as RNAs sejam 
consideradas aproximadores universais, o seu desempenho efetivo vai depender 
fortemente de dois aspectos. O primeiro está relacionado ao erro de estimação visto 
no item anterior. O segundo aspecto tem a ver com a estrutura da RNA. A eleição de 
um número adequado de neurônios ocultos é fundamental para garantir que 
hipoteticamente a RNA conte com a flexibilidade necessária para modelar o 
problema. É evidente que, dependendo do tipo de mapeamento a ser aproximado, um 
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número maior ou menor de neurônios ocultos será requisitado. Caso o modelo não 
satisfaça esta hipótese de flexibilidade compatível com a complexidade inerente do 
problema, comete-se um erro de aproximação. 
O sucesso da generalização da RNA vai depender de ambos os erros: estimação e 
aproximação. Com base nos aspectos levantados acima, se justifica a busca de alternativas 
para contornar as dificuldades das RNAs, incluindo os comitês de máquinas. 
A utilização de comitês de máquinas pode trazer os seguintes benefícios (HAYKIN, 1999; 
BISHOP, 1995): 
 Redução na variância do modelo final; 
 Melhora na tolerância a ruído nos dados; 
 Melhora na capacidade de generalização. 
Além disso, pode existir uma outra vantagem prática: cada componente do ensemble e cada 
especialista da mistura não precisam necessariamente apresentar uma flexibilidade 
compatível com a complexidade do problema, visto que não serão considerados 
isoladamente, mas sim em comitê. 
3.1.2 Estruturas: Estática e Dinâmica 
HAYKIN (1999) propôs uma classificação de comitês de máquinas em estruturas estáticas 
e dinâmicas. Na estrutura estática, colocou a abordagem ensemble, onde os componentes 
são treinados para resolver todo o problema de forma separada e, possivelmente, 
independente. Neste caso, cada componente representa isoladamente uma solução 
candidata para o problema, seja de classificação, regressão e até de agrupamento, podendo 
cada solução ter sido obtida por meios distintos e independentes entre si. A Figura 3.1(a) 
apresenta uma estrutura típica de um ensemble. 
Mistura de especialistas foi colocada como estrutura dinâmica, porque a tarefa é 
decomposta em várias sub-tarefas, e a solução final da tarefa requer a contribuição de todos 
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ou um subconjunto dos especialistas. Logo, um especialista isolado não representa uma 
solução candidata para o problema como um todo, sendo fundamental a composição dos 
especialistas. Esta composição é realizada via a rede gating, a qual aprende, de acordo com 
as características individuais de cada componente, a alocar dinamicamente uma 
determinada área do espaço de entrada, durante o treinamento. A Figura 3.1(b) apresenta 










































Figura 3.1: Propostas de Comitês de Máquinas, (a) ensemble e (b) mistura de especialistas. 
3.2 Ensemble 
Ensemble é a combinação das saídas de dois ou mais componentes, os quais resolvem o 
total de uma determinada tarefa de forma isolada, mas não necessariamente independente. 
Podem ser utilizados em aprendizado supervisionado, como, por exemplo, regressão e 
classificação de dados, ou em aprendizado não-supervisionado, como agrupamento de 
dados. 
Trata-se de uma das principais linhas de pesquisa em aprendizado de máquina 
(DIETTERICH, 2000; KITTER et al., 1998; KUNCHEVA, 2004). Algumas contribuições que 
buscam explicar o seu comportamento e características são: ALLEWEIN et al. (2000) 
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interpretou a capacidade de generalização no contexto de classificadores de grande 
margem, KLEINBERG (2000) no contexto da Teoria de Discriminação Estocástica e 
BREIMAN (2000) no contexto de análise bias-variância, utilizando ferramentas clássicas de 
estatística. 
Um dos requisitos fundamentais para o sucesso ao utilizar ensemble é que os 
componentes generalizem de forma diferente. Não faz sentido combinar modelos que 
adotam os mesmos procedimentos e hipóteses para a solução de um problema. É necessário 
que os erros cometidos pelos componentes sejam descorrelacionados (PERRONE & COOPER, 
1993). 
Um exemplo que pode ajudar a entender a idéia de agrupar e combinar, as quais são as 
idéias fundamentais por trás de um ensemble, seria o seguinte: “Transmissão de um bit por 
um canal de comunicações”: 
Considere, um canal de comunicação em que a probabilidade de fracassar ao enviar um 
bit é P(fracasso) = 10-3, em conseqüência P(sucesso) = 1-10-3 (ver Figura 3.2). Visando 
diminuir a probabilidade de fracasso, assume-se uma nova política de envio, cada bit será 
enviado 3 vezes e, na chegada, será aplicada a estratégia de “voto majoritário” para 
combinar os resultados dos 3 envios e saber o valor do bit resultante. Assim, os envios 000, 
001, 010, e 100 significam 0, e os envios 111, 110, 101, e 011 significam 1. A pergunta é: 
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Figura 3.2 – Exemplo didático, aplicação do conceito de ensemble para reduzir a probabilidade de fracasso 
num canal de comunicações. 
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A nova probabilidade de fracasso P(fracasso) = P(acontecerem 2 ou mais fracassos 
parciais), quer dizer, considera-se que houve fracasso se, após de envio dos 3 bits, em 2 ou 
em 3 envios houve fracasso ( )3( ),2( 33 PP , respectivamente). Utilizando expansão binomial, 
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Do exemplo anterior conclui-se que, repetindo 3 vezes um experimento que envolve 
certo grau de incerteza, pode-se diminuir a probabilidade de fracasso de 10-3 para 
aproximadamente 310-6, obtendo um consenso final a partir do voto majoritário 
envolvendo os resultados dos 3 experimentos. 
3.2.1 Motivações para usar ensemble 
No exemplo anterior, a transmissão de um bit por um canal de comunicação mostrou os 
benefícios advindos da combinação de respostas individuais. No caso, utilizou-se voto 
majoritário. Surge então a questão: quando os componentes são máquinas de aprendizado, 
por exemplo, RNAs, será que combinar seus resultados traz ganhos de desempenho, como a 
diminuição do erro de generalização? As seguintes motivações buscam sustentar uma 
resposta afirmativa para esta questão. 
 Motivações estatísticas: no contexto de RNAs, considere alguns aspectos 
relacionados ao treinamento e à seleção do modelos: (i) obter um baixo valor do erro 
para o conjunto de treinamento não implica necessariamente que o erro de 
generalização seja baixo também; (ii) componentes com índice de desempenho 
similar no treinamento (por exemplo, valor acumulado do erro de treinamento) podem 
ter desempenhos de generalização diferentes; (iii) se o conjunto de validação usado 
para selecionar o modelo (parar o treinamento antes de acontecer sobre-ajuste) não for 
suficientemente representativo, aumenta a possibilidade de que a generalização não 
seja bem sucedida. Esses aspectos estão presentes também em modelos estatísticos, 
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não se restringindo ao caso de redes neurais artificiais. Por exemplo, em predição de 
séries temporais, os primeiros trabalhos a defenderem que a combinação de modelos 
pode trazer ganhos na predição foram BATES & GRANGER (1969) e NEWBOLD & 
GRANGER (1974), ao combinar métodos de Box & Jenkins, Holt-Winters e auto-
regressivos por partes. O simples exemplo de transmitir um bit por um canal de 
comunicações, citado na seção anterior, se encaixa nesta motivação. 
 Grande volume de dados: em algumas aplicações, a quantidade de dados a ser 
analisada pode ser de grande porte e um único componente pode não modelar o total 
do problema de forma eficiente, levando à ocorrência de erro de estimação. 
Usualmente, pode-se particionar os dados em subconjuntos menores, e ajustar 
componentes usando cada um dos subconjuntos por separado, seguido da combinação 
de suas saídas. Esta forma tende a ser uma abordagem mais efetiva. 
 Pequeno volume de dados: a qualidade e a quantidade de dados são fatores decisivos 
para o desempenho de máquinas de aprendizado. Na ausência de uma amostragem 
adequada para treinamento, técnicas de re-amostragem podem ser usadas para gerar 
subconjuntos aleatórios com sobreposição dos dados disponíveis. Esses subconjuntos 
parciais podem ser usados para treinarem componentes, criando finalmente um 
ensemble. 
 Complexidade do problema: independente da quantidade de dados disponível, 
alguns problemas são muito difíceis de serem tratados por apenas uma componente. 
No caso de classificação, a fronteira de decisão que separa os dados de classes 
diferentes pode ser muito complexa e difícil de reproduzir via um único modelo. A 
combinação de modelos isolados pode possibilitar uma melhor aproximação. As 
Figuras 3.3 e 3.4 ilustram graficamente este aspecto. 
 Custo Computacional: é melhor computacionalmente treinar vários modelos simples 
do que um único modelo maior e com muitos parâmetros a serem ajustados. Visto de 
outra forma, o custo computacional para escolher uma RNA (testar diversas 
arquiteturas, algoritmos de treinamento que também têm parâmetros próprios e 
limiares, etc) pode ser mais alto que aquele associado a uma abordagem de ensemble. 
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 Fusão de dados: a fusão ocorre quando dados provenientes de diferentes fontes de 
entrada são combinados para produzir uma única saída. Sendo assim, os princípios de 
operação são similares e as vantagens apontadas para técnicas de fusão de dados 
(HALL & LLINAS, 2001) podem, em princípio, ser estendidas para ensembles. 
Há muitos outros cenários nos quais a utilização de ensemble pode ser muito benéfica. 
Entretanto, a discussão desses cenários mais específicos requer um profundo entendimento 
das condições que devem estar presentes para que uma proposta de ensemble seja bem 
sucedida. Essas condições podem não ser triviais de identificar a priori, e uma sugestão 
prática é aplicar ensemble e comparar o desempenho obtido com aquele produzido por 
soluções isoladas. 
3.2.2 Desempenho esperado para um ensemble 
Antes de apresentar o formalismo por trás de um ensemble, seguem dois exemplos 
didáticos que visam ilustrar o ganho em desempenho esperado, associado a problemas de 
predição de séries temporais e classificação de padrões. 
Na Figura 3.3, ilustra-se o caso do problema de predição de séries temporais, supondo os 
componentes na forma de RNAs. Na Figura 3.3, há 3 componentes com desempenhos 
diferentes para o conjunto de teste (predição). Olhando mais no detalhe, podemos perceber 
que os dois primeiros conseguiram aproximar melhor os maiores picos da série, e que o 
último teve melhor desempenho nos valores baixos. Se combinarmos essas predições 
utilizando a média simples, obteremos o resultado apresentado ao lado direito da Figura 
3.3. Conforme pode ser observado, o resultado obtido via ensemble apresenta um 


























Figura 3.3 – Exemplo ilustrativo de ganho de desempenho empregando ensemble em 
predição de séries temporais. 
Na Figura 3.4, é apresentado, com fins didáticos (POLIKAR, 2006), um problema de 
classificação com 3 classes. Também foram utilizados 3 componentes e as fronteiras de 
decisão de cada um são apresentadas nas Figuras 3.4(a)(b)(c). Na Figura 3.4(d), todas as 3 
fronteiras de decisão são apresentadas simultaneamente. Na figura 3.4(e), o resultado da 
combinação, utilizando voto majoritário, é apresentado. Observe que, ao realizar a 
combinação, obtivemos 100% de classificação correta, enquanto todos os componentes 
apresentavam algum erro de classificação. É evidente que o que se espera na prática é 
apenas um ganho de desempenho frente ao melhor classificador disponível, quando tomado 
isoladamente, o que não necessariamente produzirá taxas de acerto elevadas (próximas de 
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Figura 3.4 Exemplo ilustrativo do ganho de desempenho de um ensemble em problemas de classificação com 
múltiplas classes ( POLIKAR, 2006). 
Agora, um tanto mais formal e para indicar que o desempenho do ensemble pode ser 
superior ao do melhor componente atuando de forma isolada, apresenta-se o seguinte 
fundamento teórico (BISHOP, 1995): 
Considere que yi(x) representa a saída do componente i, para o padrão de treinamento 
xX, onde X é o espaço de entrada e i=1,2,3,...,M, sendo M o número de componentes 
treinados. Suponha que f():X seja uma função desconhecida que se deseja aproximar. 
Pode-se escrever a função de mapeamento que cada componente realizará da seguinte 
forma: 
)()()( xxx ii efy  , xX. (3.1) 
O erro quadrático médio para o componente i (EQMi) pode ser calculado da seguinte 
forma: 
 56 
    )()()( 22 xxx iii eEfyEEQM  , (3.2) 
onde  E  representa a esperança matemática, e corresponde a uma integral sobre x 
ponderada pela densidade de x tal que: 
  x)()(22 dpeeE ii xx . (3.3) 
A partir da equação (3.2), o erro quadrático médio cometido pelos M componentes 
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Considere agora a abordagem ensemble utilizando média simples como forma de 
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EEQM xx . (3.6) 
Supondo que os erros ei(x) possuem média zero e são não correlacionados, resulta: 
  0ieE ,     0jieeE   se  ij  . (3.7) 
Da equação (3.4) e da equação (3.6), e levando-se em conta os resultados da equação 













 . (3.8) 
Este resultado é bastante interessante, pois diz que a somatória do erro quadrático pode 
ser reduzido por um fator M, simplesmente tirando a média das saídas dos M componentes. 
No entanto, na prática a redução do erro é geralmente muito menor, porque o erro ei(x) de 
modelos diferentes são freqüentemente correlacionados. Logo, a suposição feita na equação 
(3.7) não é verdadeira. Portanto, é necessário gerar componentes com EQM baixo (caso 
contrário, o EQMme será alto) e que sejam pouco correlacionados com os outros 
componentes. Para tanto, uma estratégia possível é aquela proposta por YAO & LIU (1998) 
em que os componentes são treinados seqüencialmente, visando diminuir a correlação dos 
componentes que estão sendo gerados com aqueles que já foram treinados. 
Pode-se mostrar, também, que o ensemble não produz um incremento no erro quadrático 



















da qual resulta: 






3.2.3 Um breve histórico dos ensembles 
Talvez um dos primeiros trabalhos sobre ensemble na comunidade de RNAs é o artigo 
de DASARATHY & SHEELA (1979), em que os autores discutem o particionamento do espaço 
de características usando dois ou mais classificadores. HANSEN & SALAMON (1990) 
mostraram que o desempenho de generalização de uma RNA pode ser melhorado usando 
um ensemble de RNAs configuradas com o mesmo número de neurônios. SCHAPIRE (1990) 
provou que um classificador forte no sentido de aprendizado provavelmente 
aproximadamente correto (PAC do inglês probably approximately correct) pode ser gerado 
pela combinação de classificadores fracos através do algoritmo boosting (SCHAPIRE, 1990), 
o antecessor do algoritmo AdaBoost (FREUND & SCHAPIRE, 1996). 
Após esses trabalhos iniciais, a pesquisa em ensemble vem se expandido rapidamente, 
aparecendo freqüentemente na literatura, com várias denominações e variantes criativas. 
Entre elas, podem ser citadas: composição de sistemas classificadores (DASARATHY & 
SHEELA, 1979), generalização empilhada (WOLPERT, 1992), agregação de consenso 
(BENEDIKTSSON & SWAIN, 1992), combinação de vários classificadores (XU et al., 1992; 
HO et al., 1994, ROGOVA, 1994), seleção dinâmica de classificadores (WOODS et al., 1997), 
fusão de classificação (CHO et al., 1995; KUNCHEVA, 2001), agrupamento de redes neurais 
(DRUCKER et al. 1994), reservatório de classificador (BATTITI & COLLA, 1994), ensemble 
de classificadores (DRUCKER et al. 1994; KUNCHEVA, 2004), sistema pandemonium de 
agentes reflexivos (SMIEJA, 1996), SVMs diversos como componentes de um ensemble 
(LIMA et al., 2004a), entre muitos outros.  
Os paradigmas desta abordagem diferem uns dos outros com relação ao procedimento 
usado para gerar os componentes individuais e/ou estratégia empregada na combinação 
e/ou seleção de componentes. Na próxima seção, apresentam-se as etapas a serem seguidas 




3.3 Etapas no projeto de um ensemble 
As etapas no projeto de um ensemble são as seguintes: geração, combinação e seleção. 
Na Figura 3.5, são apresentadas de forma gráfica as fases que compreendem a construção 



























Figura 3.5 – Etapas na construção de uma arquitetura para um ensemble. 
3.3.1 Etapa de geração de componentes 
A etapa de geração de componentes candidatos a participarem do ensemble deverá ser 
guiada tendo em mente dois requisitos fundamentais: o baixo erro de treinamento e a 
descorrelação dos perfis de erro dos componentes. Está implícito que a geração de 
componentes envolve múltiplas iniciativas de solução do problema, uma para cada 
candidato. 
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No caso de RNAs como componentes do ensemble, há várias formas de tentar alcançar 
diversidade. Dentre elas, podemos citar as seguintes: 
 Inicialização aleatória dos pesos das conexões de cada RNA: com isto espera-se 
que o processo de treinamento das redes convirja para mínimos locais distintos e, por 
conseqüência, cria-se a possibilidade de que elas generalizem de forma diferente. 
 Variação da arquitetura da RNA: pode-se realizar variação na arquitetura da 
seguinte forma: modificando o número de camadas e/ou o número de neurônios na 
camada escondida e/ou a função de ativação. 
 Variação do algoritmo de treinamento: utilização de algoritmos de treinamento 
baseados em informação de primeira e segunda ordem, dentre outras opções. Este 
ponto pode também incluir o uso de distintas funções-objetivo, as quais guiam o 
processo de otimização. Uma alternativa aqui também é o emprego de algoritmos de 
otimização que buscam múltiplas propostas de otimização simultaneamente, 
fornecendo assim várias redes neurais artificiais ao final do processo de otimização. 
 Re-amostragem dos dados. Técnicas de re-amostragem como Bagging (BREIMAN, 
1996), Boosting (FRIEDMAN et al., 2000) introduzem, também, diversidade nos 
componentes, pois cada um vai ser treinado com um conjunto de treinamento distinto. 
É possível considerar mais de uma destas formas de geração para inserir diversidade nos 
componentes do ensemble, assim como é possível gerar um ensemble heterogêneo, em que 
os componentes são modelos distintos, por exemplo, redes neurais MLP e RBF, máquinas 
de vetores-suporte e sistemas nebulosos. 
Na literatura, encontramos vários trabalhos relacionados a esta etapa de geração do 
ensemble, dentre os quais podemos citar: 
 HAMPSHIRE & WAIBEL (1990) utilizaram funções de erro distintas para treinar cada 
componente; 
 CHERKAUER (1996) adotou cada componente com um número distinto de neurônios 
na camada oculta; 
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 MACLIN & SHAVLIK (1995) utilizaram formas distintas de inicialização dos pesos 
sinápticos na RNA; 
 OPITZ & SHAVLIK (1996) e YAO & LIU (1998) empregaram algoritmos genéticos para 
sintetizar componentes com comportamentos distintos; 
 COELHO (2006) usou algoritmos imunológicos artificiais para buscar múltiplas 
propostas de otimização simultaneamente, visando preservar a diversidade de 
comportamento dos componentes. 
3.3.1.1 Geração via bagging 
Bagging vem de Bootstrap agregating ou agregação bootstrap (BREIMAN, 1996). Trata-
se de uma técnica de geração de conjuntos distintos de treinamento a partir de um único 
conjunto, via re-amostragem com reposição. Estes conjuntos de treinamento serão usados 
para treinar cada rede neural do tipo MLP que compõe o ensemble. A Figura 3.6 mostra 
graficamente este processo. Considere que se parta de um único conjunto de treinamento, 
conjunto fonte com N amostras, para treinar m componentes do tipo MLP. O objetivo é 
construir m conjuntos de treinamento com N amostras cada um. Supondo uma distribuição 
de probabilidade uniforme para seleção das amostras a partir do conjunto fonte, a existência 
de reposição de amostras selecionadas implica que algumas amostras podem ser 
selecionadas mais de uma vez. Com isso, apenas um subconjunto das amostras do conjunto 
fonte estará em cada um dos m conjuntos, o que implica na existência de amostras 








































Figura 3.6 – Geração de conjuntos de treinamento distintos via bagging. 
Esta estratégia de inserir diversidade nos componentes requer que eles produzam 
comportamento distinto sempre que são submetidos a conjuntos de treinamento distintos. 
Tanto as RNAs quanto os outros modelos de máquina de aprendizado obedecem a esta 
requisição, sendo assim denominados de modelos instáveis (BREIMAN, 1996). 
É possível que os componentes não generalizem satisfatoriamente, mas a agregação 
deles tende a produzir uma generalização melhor. No entanto, sempre vai existir um 
compromisso entre a capacidade de generalização dos componentes e o desempenho obtido 
após a agregação (TANIGUCHI & TRESP, 1997). Além da re-amostragem com reposição, há 
na literatura mecanismos de adição de perturbação com ruído nos conjuntos de treinamento 
gerados (BREIMAN, 2000; DIETTERICH, 2000; RAVIV & INTRATOR, 1999; SHARKEY, 1999). 
3.3.1.2 Variações do bagging 
Random Forest: Uma variação do algoritmo bagging é o Random Forest (BREIMAN, 
2001). Um Random Forest pode ser criado a partir de árvores de decisão, cujos parâmetros 
de treinamento variam randomicamente. Tais parâmetros podem ser réplicas dos dados de 
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treinamento, como no bagging, mas podem ser um subconjunto de características 
diferentes, como nos métodos de sub-espaço randômico. 
Rotation Forest: RODRIGUEZ et al. (2006) propôs um método para geração de 
classificadores para ensemble baseado na extração de características. Para criar os dados de 
treinamento para os componentes, o conjunto de características é randomicamente separado 
em K subconjuntos (K é um parâmetro do algoritmo) e uma análise de componentes 
principais (PCA) é aplicada a cada subconjunto. Todas as direções principais obtidas via 
PCA são mantidas a fim de preservar a variabilidade nos dados. Então, K eixos de rotação 
são utilizados para formar as novas características dos componentes do ensemble-base. A 
idéia da abordagem de rotação é produzir precisão e diversidade dentro do ensemble. 
Diversidade é promovida através da extração de características para cada componente. 
Árvores de decisão foram escolhidas por serem sensíveis à rotação dos eixos de 
características, assim o nome “Forest”. Precisão é obtida assegurando que todas as direções 
principais sejam consideradas e também usando todo o conjunto de dados para treinar cada 
componente. 
Pasting Small Votes: assim como no bagging, pasting small votes é projetado para ser 
usado com grandes conjuntos de dados (BREIMAN, 1999). Um grande conjunto de dados é 
particionado em pequenos subconjuntos, chamados bites, cada um dos quais é usado para 
treinar um componente diferente. Duas variações do pasting small votes foram propostas: 
uma que cria conjuntos de dados randômicos, chamada Rvotes, e uma que cria 
subconjuntos consecutivos baseados na importância das instâncias, chamada Ivotes. A 
última abordagem é conhecida por proporcionar melhores resultados (CHAWLA et al., 
2002), e é similar à abordagem seguida pela algoritmo baseado em boosting, em que cada 
componente focaliza atenção nas instâncias mais importantes (ou mais informativas) para o 
componente atual. 
3.3.1.3 Geração via boosting 
SCHAPIRE (1990) mostrou que um preditor fraco, um algoritmo que gera classificadores 
que podem ser meramente melhor que a escolha da classe ao acaso, pode ser transformado 
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em um preditor forte, ou seja, que pode classificar uma fração arbitrária de exemplos 
corretamente (SCHAPIRE, 1990). Definições formais de preditor fraco e forte podem ser 
encontradas em SCHAPIRE (1990). SCHAPIRE (1990) propôs um algoritmo para transformar 
o desempenho de um preditor fraco em um preditor forte, e esse algoritmo foi denominado 
boosting. Este algoritmo é considerado como um dos desenvolvimentos mais importantes 
na história do aprendizado de máquina. 
De forma similar ao bagging, o boosting também cria vários conjuntos de treinamento 
por re-amostragem dos dados. Entretanto, a similaridade entre essas duas abordagens é 
apenas esta. No boosting, a re-amostragem é estrategicamente gerada para fornecer dados 
de treinamento mais informativos para componentes que são gerados de forma consecutiva. 
3.3.1.4 Geração Adaboost 
FREUND & SCHAPIRE (1997) introduziram o AdaBoost com singular sucesso. Essa é uma 
versão mais geral do algoritmo boosting original. Conta com outras variações como 
AdaBoost.M1 e AdaBoost.R, as quais são as mais comumente utilizadas, pois são capazes 
de atacar problemas com múltiplas classes e problemas de regressão. 
3.3.2 Etapa de combinação de componentes 
Depois de gerados e treinados os componentes, resta ver como eles serão combinados 
para produzir uma resposta única a partir das respostas individuais. Dependendo da tarefa a 
resolver, será aplicado um método de combinação específico. A seguir, apresentam-se 
formas de como combinar componentes em problemas de regressão, classificação e 
agrupamento de dados. 
 Em classificação de dados: podem ser empregadas técnicas baseadas em votação a 
partir da saída simbólica dos componentes. O mais usado é o voto simples, onde o 
resultado é indicado pela metade mais um dos resultados (aqui supondo a existência 





















Figura 3.7 – Combinação de componentes para tarefas de classificação (esquerda) e regressão (direita). 
 Em regressão de dados: pode aplicar-se a média simples ou a média ponderada das 
saídas numéricas dos componentes. Para o caso de média ponderada, requer-se um 
processo de ajuste dos coeficientes de ponderação, o qual pode ser aproximado via o 
método dos quadrados mínimos. A Figura 3.7(b) ilustra o caso de média simples. Em 
casos de várias saídas, uma abordagem é calcular as médias de cada saída de forma 
separada (HASHEM, 1997; NAFTALY & INTRATOR, 1997). 
 Em agrupamento de dados: neste caso, a combinação pode envolver técnicas um tanto 
mais elaboradas que nos casos anteriores, devido a que cada componente apresenta 
como resposta um conjunto de grupos. Além disso, o número de grupos pode não ser 
o mesmo. Para conceber uma única resposta como produto do consenso de todos os 
agrupadores, pode-se empregar a matriz de co-associação. A Figura 3.8 ilustra um 
caso didático que envolve 3 soluções (item “a” da figura) de agrupamento de 9 
amostras. Monta-se uma matriz quadrada e triangular superior (item “b” da figura), 
onde as linhas e colunas representam cada amostra. Logo, preenchem-se as posições 
da matriz com o número de vezes que ambas as amostras (linha, coluna) apareceram 
no mesmo grupo em cada proposta de agrupamento. Para formar o agrupamento final 
a partir desta matriz, pode-se aplicar uma estratégia de voto majoritário. Todos 
aqueles pares de amostras com valor maior que a metade do número de agrupamentos 





























Agrupador 1 Agrupador 3Agrupador 2
 
(a) 
Matriz de Co-associação 
 1 2 3 4 5 6 7 8 9 
1 - 3 3 1 1 1 1 0 0 
2  - 3 1 1 1 1 0 0 
3   - 1 1 1 1 0 0 
4    - 3 0 0 0 1 
5     - 0 0 0 1 
6      - 3 0 0 
7       - 0 0 
8        - 2 














Figura 3.8 – Combinação de componentes em problemas de agrupamento. 
Informações adicionais sobre esta matriz de co-associação podem ser encontradas em 
FRED & JAIN (2002). Outras formas mais sofisticadas de combinação de agrupamentos 
podem ser encontradas nos trabalhos de STREHL & GHOSH (2002a, 2002b), onde a 
combinação de agrupamentos é formalizada como um problema de otimização. 
3.3.3 Etapa de seleção de componentes 
A seleção pode ser considerada como uma etapa de refinamento do ensemble e, 
dependendo da estratégia adotada na etapa de geração, pode ser um passo fundamental 
visando melhorar o desempenho do ensemble. Uma vez gerados os componentes, usando 
uma ou algumas das estratégias descritas na seção 3.3.1, há a possibilidade de que nem 
todos os componentes contribuam para o desempenho global do ensemble, e o indicado 
seria identificar esses componentes e descartá-los do ensemble final. Resumindo, o objetivo 
é maximizar o desempenho de generalização pela seleção de um subconjunto de 
componentes dentre o total de candidatos gerados. 
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Deverá ser empregado algum critério para selecionar os componentes que irão compor o 
ensemble final, que pode ser uma medida de erro (por exemplo, o EQM) sobre um 
subconjunto dos dados, os quais serão separados exclusivamente para este propósito. Esse 
conjunto de dados será denotado conjunto de seleção, e o erro obtido corresponderá então 
ao erro de seleção. 
Na literatura, existem várias formas de realizar seleção, dependendo do problema ser de 
classificação ou regressão. Dentre as propostas mais difundidas, encontram-se aquelas que 
seguem uma de duas heurísticas: construtiva e de poda. 
3.3.3.1 Método construtivo 
O método construtivo consiste em: 
 1º Passo: Parte-se com o ensemble vazio (sem componentes). Em seguida, ordenam-
se os componentes baseados em algum critério. Por exemplo, erro de seleção. 
 2º Passo: Aquele com melhor valor do critério será o primeiro componente 
selecionado para compor o ensemble. 
 3º Passo: Verifica-se se existe algum dos componentes restantes que, ao ser 
adicionado ao ensemble, produza melhoria no critério. Caso exista, adiciona-se o 
mesmo ao ensemble. Caso contrário, vá para o 5º Passo. Observe que esta última 
tarefa poderia ser realizada de duas formas, selecionando o primeiro que melhorar 
(first improvement), ou selecionando aquele que produz a melhora mais significativa 
(best improvement). 
 4º Passo: Volte ao 3º passo. 
 5º Passo: Fim do processo 
3.3.3.2 Método de poda 
O método de poda faz o caminho contrário do método construtivo. A diferença é que 
não se parte de um ensemble vazio e sim de um com todos os componentes gerados. Em 
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seguida, ordenam-se em ordem decrescente os componentes de acordo com algum critério, 
por exemplo, o erro de seleção individual. Verifica-se se a retirada do primeiro 
componente do ensemble causa uma redução do erro. Se isto acontecer, retira-se este 
componente. Se não, testa-se o próximo componente. Da mesma forma que no método 
construtivo, é possível também aplicar os critérios de “o primeiro que melhorar” ou “o que 
melhorar mais”. Repete-se este processo até não existir componente que, quando retirado, 
produza uma melhora do critério ou do erro de seleção do ensemble. 
Nesta dissertação, foram consideradas as seguintes estratégias de geração: 
 Ensemble com critério de “geração por inicialização aleatória dos pesos das conexões 
das redes MLP” e combinação via média simples (Ensemble-Averaging); 
 Ensemble com geração via reamostragem do tipo bagging (incluindo inicialização 
aleatória dos pesos das conexões das redes MLP) e critério de combinação média 
simples (Ensemble-Bagging). 
3.4 Predição de séries temporais usando ensemble 
Nesta seção, apresentam-se resultados comparativos entre Ensemble-Averaging e 
Ensemble-Bagging, usados em predição de séries temporais. As séries já foram 
apresentadas no Capítulo 2. É possível contrastar os resultados da abordagem ensemble 
com os resultados obtidos por uma única RNA, no caso, uma MLP. 
A Tabela 3.1 apresenta os resultados para as 5 séries temporais, resultados colhidos a 
partir do conjunto de teste. Simularam-se as abordagens Ensemble-Averaging, Ensemble-
Bagging, as quais são contrastadas com os resultados obtidos via uma única MLP. 
Realizaram-se 30 simulações de cada, com a finalidade de calcular estatísticas como média 
e desvio padrão, mínimo e máximo valor obtidos. Os valores correspondem ao erro MAE 
(mean absolute error) ou erro absoluto médio.  
A configuração de parâmetros foi a seguinte: 
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MLP: 30 neurônios ocultos, 1000 épocas de treinamento, validação cruzada e parada 
antecipada, os últimos 25% das amostras foram separadas seqüencialmente para o teste, 50 
e 25% das amostras restantes para treinamento e validação, respectivamente, ambos de 
forma aleatória. 
Ensembles: O número de componentes inicial foi 50, para ambos os tipos de ensemble, 
todos eles representam MLPs com os mesmos parâmetros que no caso da única MLP. 
Apenas diferenciam-se na aplicação da etapa de seleção de componentes, em que se aplicou 
a estratégia construtiva e, para este fim, uma porcentagem das amostras teve que ser 
separada. Assim, as porcentagens foram: 50, 5 e 20% para treinamento, validação e seleção, 
respectivamente. 
Tabela 3.1: Resultados comparativos empregando o conjunto de teste: única MLP, Ensemble-Averaging e Ensemble-




Averaging : sem 
Seleção
Ensemble-
Averaging : com 
Seleção
Ensemble-
Bagging : sem 
Seleção
Ensemble-






Média 84,82 82,73 77,38 87,96 78,10 4,13 11,30
STD 14,95 10,82 5,70 11,16 5,23 4,94 5,96
Max 121,85 116,26 89,92 132,68 95,35 24,00 30,00
Min 69,08 70,77 67,43 75,10 70,46 1,00 3,00
Média 781,35 872,80 715,23 959,14 607,80 4,37 8,90
STD 437,18 398,40 311,01 233,68 201,03 6,06 6,75
Max 1767,90 1743,40 1721,40 1573,20 1170,60 24 30
Min 477,71 400,20 505,58 669,52 411,29 1 0
Média 176,44 167,03 162,10 165,80 161,85 5,00 6,33
STD 32,77 15,78 7,46 17,50 7,07 7,07 9,11
Max 310,36 234,32 178,40 232,43 181,34 24 30
Min 155,78 153,18 147,51 148,57 143,67 1 0
Média 42,68 42,56 40,33 42,91 39,66 8,30 11,23
STD 8,89 6,16 3,77 5,80 2,06 7,57 10,57
Max 73,92 55,80 49,13 64,37 44,33 24 30
Min 34,12 32,88 33,59 33,51 36,66 1 0
Média 4,11 3,79 3,65 3,89 3,59 2,77 3,80
STD 0,32 0,05 0,21 0,34 0,18 1,43 2,43
Max 4,74 3,90 4,44 5,61 4,33 6,00 11,00













































Na Figura 3.9, ilustra-se de forma gráfica os resultados da Tabela 3.1, utilizando o 
recurso boxplot. Os asteriscos representam o valor médio das 30 simulações realizadas e os 
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valores em porcentagens sobre as terceiras e quintas colunas representam o ganho em 
relação ao valor médio de uma única MLP. Pode-se concluir que, para as séries testadas, o 
uso de ensemble incluindo a etapa de seleção foi em todos os casos superior a uma única 
MLP. E que o desempenho de Ensemble-Bagging foi em apenas um caso (série Book store) 
inferior ao desempenho do Ensemble-Averaging. 
Vale notar que a aplicação da etapa de seleção foi fundamental, já que as estratégias 
adotadas no processo de geração não foram capazes de gerar sempre componentes com boa 


































Série temporal testada  
8,77% 7,93%








 Durable Consumer Goods
11,22% 12,77%
 
Figura 3.9 – Gráficos boxplot obtidos a partir da Tabela 3.1. 
A Figura 3.10 mostra o número de componentes selecionados após aplicar a etapa de 
seleção construtiva descrita na seção 3.3.3.1. Inicialmente, foram gerados 50 componentes 
via Ensemble-Averaging e Ensemble-Bagging. Do gráfico, desprende-se que a geração 
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utilizando a técnica de bagging produz maior diversidade nos componentes, de tal forma 
que o número de componentes selecionados via esta estratégia foi superior àquele da 
geração por simples inicialização aleatória dos parâmetros dos componentes. Isto explica  





















Figura 3.10 – Número final de componentes selecionados em Ensemble-Averaging (esquerda) vs 
Ensemble-Bagging (direita), para cada série temporal testada. 
Na Figura 3.11, ilustra-se um exemplo para a predição da série Clothing store: (a) 
usando uma única MLP; (b) ensemble combinando os 50 componentes gerados; e (c) 
ensemble aplicando seleção, onde apenas os componentes 8, 30, 21, 1, 23, 45, 10, 34 foram 
selecionados para compor o ensemble final, nesta ordem. 
Única MLP Ensemble sem Seleção Ensemble com Seleção:  8, 30, 21, 1, 23, 45, 10, 34 
(a) (b) (c)  
Figura 3.11 – Exemplo de predição: série Clothing store, (a) única MLP, (b) ensemble total (50 componentes) e (c) 
ensemble com seleção (componentes selecionados: 8, 30, 21, 1, 23, 45, 10, 34). 
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3.5 Mistura de Especialistas 
Mistura de Especialistas (ME) é uma proposta de comitê de máquinas na qual o espaço 
de entrada é automaticamente dividido em regiões durante o treinamento e, para cada 
região existe um único ou um subconjunto de especialistas mais indicados para atuar, os 
quais são também concebidos durante o processo de treinamento. A divisão deste espaço 
pode ser linear ou não-linear. Pode também ser gradual e contemplar sobreposições de 
regiões. Isto se consegue a partir da implementação de uma “rede gating” (ver Figura 3.12) 
que define os coeficientes (g1,...,gm) da combinação convexa envolvendo a saída de cada 
























Figura 3. 12 – Estrutura típica de uma arquitetura de Mistura de Especialistas. 
Continuando com a Figura 3.12, nela pode-se identificar a existência de m especialistas, 
os quais seriam propostas de máquinas de aprendizado, por exemplo RNAs, SVMs, 
modelos lineares, etc. A diferença para ensembles está no fato de que em MEs a rede 
gating, responsável pela combinação convexa das propostas de saída dos especialistas, 
recebe também a entrada x, e a utiliza para decompor o espaço de entrada em diferentes 
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regiões. Com isso, é possível indicar automaticamente a região de atuação de cada 
especialista. 
O caráter dinâmico de MEs (HAYKIN, 1999) deve-se ao fato de que as regiões de atuação 
a serem alocadas para os especialistas não são definidas a priori. Elas são implementadas de 
forma interativa e com garantia de convergência para um mínimo local. 
No Capítulo 2, foi visto que a função-objetivo que guia o processo de treinamento de 
uma MLP comumente é a função somatória dos erros quadráticos, sendo que o objetivo é 
minimizar esta função. No caso de MEs, a função-objetivo é baseada na interpretação de 
MEs como modelos de mistura (MCLACHLAN & BASFORD, 1988; LIMA, 2004), o que 
implica numa função de verossimilhança, a qual deverá ser maximizada. Cada especialista 
terá uma função densidade de probabilidade condicional associada, com as saídas da rede 
gating desempenhando o papel de coeficientes da mistura. A Figura 3.13 ilustra o papel da 
rede gating na definição de um modelo de mistura, empregado na interpretação de MEs. 

























Figura 3.13 – Exemplo pictórico da decomposição do espaço de entrada via MEs. 
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Desta forma, cada especialista buscará se especializar no reconhecimento de padrões 
com algum tipo de associação em comum. Um exemplo apenas ilustrativo é o apresentado 
na Figura 3.14, onde mostra-se a operação da rede gating considerando apenas dois 
especialistas. No lado direito, vemos a arquitetura de ME empregada, g1 e g2 são as saídas 
da rede gating em resposta a um padrão do espaço de entrada. No lado esquerdo, acima, 
ilustra-se a saída desejada (problema de identificação de sistemas) e embaixo os valores das 
saídas g1 e g2 para cada valor de entrada do problema. Nota-se que a rede gating atribui de 
modo geral os picos positivos ao Especialista 1 e os picos negativos ao Especialista 2. Vale 
salientar que as saídas g1 e g2 devem sempre somar a unidade. 



































Figura 3.14 – Exemplo de operação da rede gating para ponderar as saídas dos especialistas em função das 
entradas do problema. 
3.5.1 Propostas concorrentes à mistura de especialistas 
O princípio de dividir-para-conquistar não foi unicamente adotado pela comunidade de 
RNAs. Também os estatísticos a adotaram, com propostas como TAR (Threshold auto-
regressive) de TONG (1983, 1990), onde são empregados modelos lineares por partes. O 
algoritmo CART (Classification and Regression Trees) proposto por BREIMAN et al. 
(1984), o algoritmo MARS (Multivariate Adapative Regression Splines) proposto por 
FRIEDMAN (1991) e o algoritmo ID3 proposto por QUINLAN (1986) são exemplos bem 
conhecidos. Esses algoritmos definem o mapeamento de entrada-saída dividindo o espaço 
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de entrada explicitamente em sub-regiões e ajustando superfícies simples dentro destas sub-
regiões. Esses algoritmos têm tempo de convergência que é freqüentemente uma ordem de 
magnitude mais rápido que o algoritmo baseado no gradiente para RNAs. 
3.5.2 Arquitetura de Mistura de Especialistas 
A arquitetura a ser considerada foi apresentada na Figura 3.12, sendo composta por m 
módulos referidos como redes especialistas, cada um implementando uma função 
parametrizada ),( xiii fy   da entrada x para a saída iy , onde i  é o vetor de parâmetros 
do especialista i. As saídas de cada uma das redes especialistas recebem uma interpretação 
probabilística, considerando que o especialista i gera a saída yi com probabilidade 
),|( iP xy , onde iy  é a esperança matemática da variável aleatória y. 
Considerando que diferentes redes especialistas são apropriadas para diferentes regiões 
do espaço de entrada, a arquitetura requer um mecanismo capaz de identificar, para cada 
entrada x, que especialista (ou combinação deles) é mais capaz de produzir a saída correta, 
em termos probabilísticos. Isto é realizado pela rede gating. 
A interpretação probabilística da rede gating é de um sistema que calcula, para cada 
especialista, a probabilidade dele gerar a saída desejada, com base apenas no conhecimento 
de uma entrada x. Essas probabilidades são expressas pelos coeficientes gi (i=1,...,m), de 
modo que estes devem ser não-negativos e devem produzir sempre o valor unitário quando 
somados, para cada x. Estes coeficientes não são constantes fixas, mas variam em função 
da entrada x. Caso os coeficientes gi (i=1,...,m) sejam constantes e as redes especialistas 
atuem junto a todos os aspectos do problema, resultaria uma abordagem ensemble, 
conforme descrito na Seção 3.2. 
Há muitas formas de garantir que os coeficientes gi (i=1,...,m) atendam as restrições 
acima. Uma abordagem é utilizar a função softmax (JACOBS et al., 1991). A função softmax 
define um conjunto de variáveis intermediárias i (i=1,...,m) como funções da entrada x e de 
um vetor de parâmetros vi (i=1,...,m) na forma: 
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 ),( iii vx  . (3.11) 












  (3. 12) 
A partir desta definição, os coeficientes gi (i=1,...,m) passam a respeitar as restrições 
impostas, isto é, precisam ser não-negativos e, somados, produzirem sempre o valor 
unitário, para cada x. Uma interpretação probabilística para as variáveis intermediárias i 
(i=1,...,m) é que elas pertencem a uma família exponencial de distribuições de 
probabilidade (JORDAN & JACOBS, 1994). 
A seguir, será especificado o modelo de probabilidade adotado para a arquitetura de 
mistura de especialistas. Considere que o conjunto de treinamento Nt
tt
1
)()( )},{(  yx  é 
gerado da seguinte forma: dada uma entrada x, um especialista i é escolhido com 
probabilidade ),|( 0vxiP  (onde o sobrescrito “0” será usado para distinguir os valores reais 
dos parâmetros do modelo de probabilidade adotado daqueles estimados pela rede gating 
ou pela rede especialista). Dada a escolha do especialista e dada a entrada, a saída desejada 
y é suposta ser gerada de acordo com a probabilidade ),|( 0iP xy . Cada um dos pares de 
entrada-saída é suposto ser gerado independentemente. 
Observe que uma dada saída pode ser gerada de m formas diferentes, correspondendo 
aos m especialistas. Assim, a probabilidade total de geração de y a partir de x é dada pela 








000 ),|(),|(),|( xyvxxy  (3. 13) 




1 v  . A 
função densidade de probabilidade na equação (3.13) é conhecida como mistura de 
densidade ou função de verossimilhança. É uma mistura de densidade no espaço de saída, 
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condicionada à escolha da entrada, onde ),|( 0vxiP  é a probabilidade de se escolher o 
especialista i, dada a entrada x e o parâmetro v0 da rede gating, e ),|( 0iP xy  é a 
probabilidade do especialista i gerar a saída y, dada a entrada x e seu vetor de parâmetros 
0
i . 
É tarefa da rede gating modelar as probabilidades ),|( 0vxiP , i=1,...,m. É possível 
parametrizar esta probabilidade via equações (3.11) e (3.12). 
A saída da mistura de densidade pode ser calculada através da média condicional. A 









y  (3. 14) 
onde iy  é a média condicional associada à distribuição de probabilidade ),|(
0
iP xy .  
3.5.3 Formas de aprendizado em mistura de especialistas 
O mecanismo de aprendizado de MEs pode ser realizado de várias formas. No entanto, a 
função-objetivo é sempre a função de verossimilhança, a qual foi apresentada na equação 
(3.13) e representa a função-base que guiará o processo de aprendizado. Em termos de 
otimização de parâmetros, seria a função-objetivo a ser maximizada. 
Uma vez definida a função-objetivo, resta definir como será realizado o ajuste dos 
parâmetros, tanto dos especialistas quanto da rede gating. Na literatura, há duas estratégias 
propostas: a primeira pode ser vista como uma tentativa inicial e foi proposta por JACOB et 
al. (1991). Ela diz respeito à forma de ajuste de parâmetros e pode ser vista como um ajuste 
acoplado e/ou simultâneo, como ilustrado na Figura 3.15, onde todos os parâmetros, tanto 
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dos especialistas como da rede gating, são ajustados ao mesmo tempo. Esta forma de ajuste 













f(x, y, w1, w1 ... w1, w2, w2 ... w2,..., wm, wm ... wm, wg, wg ... wg)
Parâmetros
ACOPLADO  
Figura 3.15 - Aprendizado acoplado e simultâneo para mistura de especialistas. 
A segunda forma para o ajuste dos parâmetros de MEs é mais sofisticada e foi proposta 
por JORDAN & JACOBS (1994), sendo conhecida como método desacoplado. Para realizar o 
desacoplamento entre os especialistas e a rede gating, é utilizado o algoritmo de 
maximização da esperança (EM, do inglês Expectation Maximization) para MEs, e que foi 
inicialmente proposto por DEMPSTER et al. (1977) em outro contexto, voltado para 
aprendizado não-supervisionando. O algoritmo EM permite desacoplar o ajuste dos 
parâmetros do modelo de MEs. Dessa forma, o processo de treinamento, tanto dos 
especialistas quanto da rede gating pode ser realizado independentemente, a cada passo 
incremental. Uma conseqüência direta é a possibilidade de explorar de forma mais efetiva o 
espaço de busca das soluções, conseqüentemente diminuindo o risco de cair num mínimo 
local indesejado, quando comparado ao método acoplado. A Figura 3.16 ilustrar esta forma 
de ajuste de parâmetros. Observe que, neste caso, a função de verossimilhança dada pela 
equação (3.13) pode ser decomposta em soma de funções, as quais dependem 
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individualmente dos parâmetros de cada especialista e da rede gating. Logo, a maximização 
da função de verossimilhança pode ser realizada maximizando-se essas funções 













f2(x, y, w2, w2 ... w2
Parâmetros
DESACOPLADO
f1(x, y, w1, w1 ... w1)
fm(x, y, wm, wm ... wm
fg(x, y, wg, wg ... wg
 
Figura 3.16 - Aprendizado desacoplado para mistura de especialistas. 
Nas sub-seções seguintes, será apresentada em detalhes cada uma dessas formas de 
aprendizado para a abordagem ME. 
3.5.3.1 Treinamento acoplado: baseado no método do gradiente simples 
Para desenvolver este método de ajuste de parâmetros, parte-se do princípio de 
maximização da função de verossimilhança, definida na equação (3.13). Como é 
comumente adotado em estatística, é mais conveniente trabalhar com o logaritmo da 
verossimilhança que com a própria verossimilhança. Tomando o logaritmo de m densidades 










)()()( ),|(),|(log),(  xyvx , (3.15) 
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sendo N o número de padrões de treinamento. 
Uma abordagem para maximizar o logaritmo da verossimilhança é usar o método do 





































, (3. 17) 
onde )(tih  é definida como P(i |x
























xyxyx . (3.18) 
Isto sugere que )(tih  seja definida como a probabilidade a posteriori de escolha do i-
ésimo especialista, condicionada à entrada x(t) e à saída y(t). De modo equivalente, a 
probabilidade )(tig  pode ser interpretada como a probabilidade a priori P(i,x
(t)), ou seja, a 
probabilidade da rede gating escolher o i-ésimo especialista, dada somente a entrada x(t). 
Com essas definições, a equação (3.17) pode ser interpretada com uma forma de aproximar 
a probabilidade a posteriori utilizando a probabilidade a priori. 
Um caso especial interessante é uma arquitetura na qual as redes especialistas e a rede 
gating são modelos lineares e a densidade de probabilidade associada com os especialistas 
é uma gaussiana com matriz de covariância igual à identidade (válido somente para 
problemas de regressão). Neste caso, a equação produz o seguinte algoritmo de aprendizado 






















)()()()()1( )( xvv    (3.20) 
onde  é a taxa de aprendizado e o índice k indica a iteração do processo de ajuste dos 
valores de i  e iv . Observe que ambas as equações acima têm a forma da regra dos 
quadrados mínimos (LS, do inglês Least Squares) clássica (WIDROW & STEARNS, 1985), 
com a atualização dos especialistas na equação (3.19) sendo modulada pela sua 
probabilidade a posteriori ( )(tih ). 
É também de interesse examinar a expressão para a probabilidade a posteriori no caso 
em que ),|( )()( i
ttP xy  é gaussiana (JORDAN & JACOBS, 1994): 
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Esta é uma medida da distância normalizada que reflete a magnitude relativa dos 
resíduos  )()( tit yy . Se o resíduo para o especialista i é pequeno em relação aos resíduos 
dos demais especialistas, então )(tih  é grande. Caso contrário, 
)(t
ih  é pequeno. Observe que, 
além disto, os )(tih  (i=1,...,m) são não-negativos e somados produzem sempre o valor 
unitário, para cada x(t). Isto implica que o crédito é distribuído para os especialistas de uma 
maneira competitiva. 
3.5.3.2 Treinamento desacoplado via o método EM (Expectation-Maximization) 
Partindo da equação (3.15) é possível utilizar o algoritmo de maximização da esperança 
(EM). Nesta abordagem, o ajuste dos parâmetros da rede gating e dos especialistas 
compreende dois passos bem definidos e engloba todo o conjunto de treinamento. A idéia é 
que a maximização da função de verossimilhança pode ser simplificada se cada padrão 
puder ser associado a exatamente um único especialista (indicado por variáveis chamadas 
de variáveis ausentes, que serão iguais ao valor de um para um especialista e zero para os 
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demais). As variáveis ausentes serão importantes para simplificação da otimização do 
logaritmo da verossimilhança. Os passos são os seguintes: 
Passo E: É calculado o valor esperado para as variáveis ausentes (considerando que os 



























onde )|( )()()( ttkih xy  são os valores das variáveis ausentes para o t-ésimo padrão de 
treinamento e o índice k indica o k-ésimo Passo E. 













)()()()( ))(log(),( xxy , 
(3.23) 













)()()()( )),(log(),( xyxy  , 
(3.24) 




























d é a dimensão de )(ty , e )(tiy  é a saída do especialista i para o t-ésimo padrão de 
treinamento. 
As m saídas da rede gating são dadas pela função softmax, da equação (3.12) com 
ii g . 
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Ao invés de usar uma rede gating com função de ativação softmax (conforme definido 
acima), uma outra abordagem é utilizar funções gaussianas normalizadas, cada uma 
centrada na região de atuação de um especialista. São conhecidas como MEs locais (LME, 
do inglês local mixture of experts), pois o espaço de entrada é dividido por hiper-elipsóides, 
facilitando a contribuição de vários especialistas para uma sub-região. As saídas ( i  e j )  




























   . (3.27) 
Assim, a influência do i-ésimo especialista está localizada numa região ao redor de ri 
(XU et. al., 1995; RAMAMURTI & GHOSH, 1996).   
3.5.4 Predição de séries temporais usando mistura de especialistas 
heterogêneos 
Ao invés de utilizar o mesmo modelo, por exemplo, RNAs do tipo MLP, para todos os 
especialistas, PUMA-VILLANUEVA et al. (2005) propôs utilizar modelos diferentes para cada 
especialista. Esta nova abordagem foi chamada de mistura de especialistas heterogêneos. 
Para apontar a viabilidade desta abordagem, foi realizado um estudo de caso envolvendo 
MEs com especialistas lineares e não-lineares e redes gating lineares ou não-lineares. 
Visando encontrar uma configuração mais adequada e parcimoniosa para atender o 
problema de predição de séries temporais de natureza distintas, foram consideradas 10 
séries temporais, sendo 6 séries reais e 4 séries artificiais. Cinco das seis séries temporais 
reais, já mencionadas no Capítulo 2, estão incluídas. Foram simuladas várias propostas de 
arquitetura de MEs para cada série temporal (ver Tabela 3.2). 
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Tabela 3.2 – Configurações de MEs testadas. 
Especialistas Rede Gating
  2 Lineares   Linear
  2 Não-lineares   Não-linear
  3 Lineares   Linear
  3 Não-lineares   Não-linear
  5 Lineares   Linear
  5 Não-lineares   Não-linear
  1 Linear e 1 Não-linear   Linear
  1 Linear e 1 Não-linear   Não-linear
  2 Lineares e 2 Não-lineares   Linear
  2 Lineares e 2 Não-lineares   Não-linear














No treinamento das MEs, foi utilizado o algoritmo EM, sendo que no caso dos 
especialistas e gating lineares a cada passo EM foi utilizado o algoritmo LMS, e no caso de 
especialistas e gating não-lineares (MLPs) foi empregado o método do gradiente simples. 
Da mesma forma que nos experimentos envolvendo ensemble, o conjunto de dados foi 
dividido em 75% para treinamento e validação e 25% para teste. Foram realizadas 30 
execuções, a média, desvio padrão, o maior MAE e menor MAE são apresentados na 
Tabela 3.3. A título de comparação, são apresentados também na Tabela 3.3 os resultados 
utilizando uma única MLP (com critério de parada antecipada e número máximo de épocas 
igual a 500) e o melhor ensemble produzido. Em todos os casos, as MEs obtiveram 






Tabela 3.3 – Resultados comparativos sobre o conjunto de teste: Única MLP, melhor Ensemble e MEs 
Heterogêneos. 




Média 84,82 77,38 67,72
STD 14,95 5,7 3,33
Max 121,85 89,92 81,05
Min 69,08 67,43 62,85
Média 781,35 607,8 514,61
STD 437,18 201,03 134,2
Max 1767,9 1170,6 1142,15
Min 477,71 411,29 378,99
Média 176,44 161,85 156,33
STD 32,77 7,07 16,43
Max 310,36 181,34 181,18
Min 155,78 143,67 131,36
Média 42,68 39,66 38,75
STD 8,89 2,06 3,8
Max 73,92 44,33 48,73
Min 34,12 36,66 33,07
Média 4,11 3,59 3,54
STD 0,32 0,18 0,24
Max 4,74 4,33 4,18












































Na Tabela 3.4, apresentam-se as configurações de mistura de especialistas que foram 
finalmente consideradas para cada série temporal. 
Tabela 3.4 – Configurações mais adequadas para as séries temporais consideradas. 
Especialistas Rede Gating
  Book store   1 Linear e 1 Não-linear   Linear
  Clothing store   1 Linear e 1 Não-linear   Não-linear
  Furniture store   1 Linear e 1 Não-linear   Não-linear
  Hardware store   5 Lineares   Linear





A Figura 3.17 apresenta uma visualização gráfica, utilizando boxplot, dos resultados 
apresentados na Tabela 3.3. A média é representada pelo asterisco e os valores em 










Série temporal testada  
8,77% 20,16%








 Durable Consumer Goods
12,77% 13,94%
 
Figura 3.17 – Gráficos boxplot a partir da Tabela 3.3: MLP vs Ensemble vs MEs. 
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3.5.5 Outras propostas para ajuste de parâmetros em MEs 
Existem na literatura outras propostas de ajuste de parâmetros para MEs, a saber: 
computação evolutiva e métodos bayesianos. 
3.5.5.1 Computação evolutiva 
KARRAS et al. (2004) propôs algoritmos genéticos para otimizar a estrutura de uma 
mistura de especialista hierárquica, a qual é uma extensão de MEs e que pode ser vista 
como uma árvore em que cada nível de especialistas contém uma rede gating. Os 
parâmetros a serem ajustados foram: a profundidade da árvore e o número de elementos em 
cada nível da árvore. Para cada conjunto desses valores, foi utilizado o método EM para 
treinar os especialistas e as redes gating. Eles também utilizaram técnicas de busca local 
chamadas de “growing tree” e “growing chromosomes”, visando diminuir o tempo de 
processamento. 
3.5.5.2 Métodos Bayesianos 
UEDA & GHAHRAMANI (2000) apresentaram um algoritmo para inferir os parâmetros e a 
estrutura de um modelo de ME baseado numa abordagem variacional bayesiana, via 
maximização de uma proposta de função-objetivo. Esses autores apresentaram também um 




Seleção de variáveis e predição de séries 
temporais 
Resumo: Este capítulo visa apresentar o uso de seleção de variáveis no contexto do 
problema de predição de séries temporais. Num primeiro momento, apresenta-se uma visão 
do estado da arte da área de seleção de variáveis. Em seguida, particulariza-se o uso de 
seleção de variáveis junto ao problema de predição de séries temporais, descrevendo duas 
técnicas específicas para este fim. Finalmente, são apresentados resultados comparativos 
empregando essas duas técnicas para as cinco séries temporais financeiras que vêm 
acompanhando esta tese. 
4.1. Introdução 
Esse capítulo se inicia com as definições de “variáveis” e “características”. Alguns autores 
fazem diferencia nestas duas palavras e acostumam chamar de variáveis às entradas 
originais, ou seja, aquelas que não sofreram nenhum tipo de transformação. E chamam-se 
de características as variáveis construídas com base nas variáveis de entrada originais 
(GUYON & ELISSEEFF, 2003). Embora esta distinção seja feita aqui, em grande parte da 
literatura elas são consideradas como se fossem sinônimos de dados de entrada. 
4.1.1. Extração de características e seleção de variáveis 
A extração de características requer uma transformação das variáveis de entrada 
originais, produzindo características que podem ser interpretadas como um conjunto de 
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novas variáveis habitando um novo espaço, sendo que o novo espaço tem normalmente 
uma dimensão menor que o espaço original. 
Formalmente, dado um espaço X de dimensão n, tem-se: 
 : X F, (4.1) 
onde F possui dimensão m, geralmente com m < n. Dessa forma, para um padrão de entrada 
xX , 
(x) = x’ (4.2) 
onde x’F é a nova representação do padrão x no espaço F. Para maiores informações de 
métodos de extração de características, veja KUSIAK (2001) e LIU & MOTOLA (1998). 
A seleção de variáveis refere-se à identificação daquele subconjunto de variáveis úteis para 
obter bons resultados no reconhecimento de padrões ou em regressão de dados. 
Dado um conjunto V que representa o espaço de variáveis { vi }, i= 1, 2,..., L; uma busca 
exaustiva entre as L variáveis demandaria avaliar 2L1 subconjuntos de variáveis. Por 
exemplo, para V = {v1, v2, v3}, onde L=3, tem-se 231 = 7 subconjuntos de variáveis, 
conforme mostra a Tabela 4.1. 
Tabela 4.1 - Possíveis subconjuntos para L=3. 
No. 





4 v1, v2 
5 v1, v3 
6 v2, v3 
7 v1, v2, v3 
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A Tabela 4.2 apresenta o número de subconjuntos possíveis para valores arbitrários de L. 
Em problemas de reconhecimento de padrões, geralmente o número de variáveis é da 
ordem de centenas. Um exemplo em bioinformatica típico encontra-se em ALON et al. 
(1999), que tem 2000 variáveis, correspondente a 2000 genes. Trata-se de um problema 
com 62 amostras de classificação de câncer de colo, sendo que 40 amostras correspondem a 
pacientes com câncer e 22 amostras a pacientes sem câncer. Com base na relação entre 
número de variáveis e número de amostras, justifica-se a aplicação de técnicas de seleção 
de variáveis. 
Tabela 4.2 -  Número de subconjuntos candidatos para valores de L arbitrários. 








As razões que levam a utilizar métodos de seleção de variáveis são as seguintes, sendo que 
as duas primeiras estão relacionadas ao modelo, seja este um classificador ou um regressor: 
 Melhorar o desempenho; 
 Diminuir o esforço computacional; 
 Promover um melhor entendimento do processo gerador dos dados. 
É necessário ter em conta os seguintes critérios relacionados à seleção de variáveis (YU & 
LIU, 2004): 
 Relevância: A idéia de relevância está associada à importância que as variáveis 
podem ter para o problema, já que esta informação servirá de guia no processo de 
seleção. Por exemplo, no caso da abordagem baseada em filtro, a relevância seria 
medida por alguma forma de correlação entre as variáveis de entrada com a variável 
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de saída desejada. Já no caso da abordagem baseada em envoltório, a relevância seria 
medida por algum critério específico, por exemplo, taxa de redução do MAE. 
 Relevância forte: significa que a remoção da variável ocasiona uma 
degradação significativa no desempenho do modelo. 
 Relevância fraca: significa que a remoção da variável ocasiona nenhuma ou 
uma baixa degradação no desempenho do modelo. 
JOHN et al. (1994) apresentaram até quatro definições de relevância, sendo que a 
seguir será descrita uma delas. Considere uma matriz X que representa os dados de 
entrada, e a matriz Y a saída desejada. Desse modo, cada linha de X está associada a 
uma linha de Y. Cada vetor-coluna de X representa uma variável de entrada. Assim, a 
variável Xi é dita ser relevante se, e somente se, existe algum par {xj, yj} para o qual 
p(Xi = xj) > 0 e p(Y = yj / Xi = xj) ≠ p(Y = yj). Em outras palavras, a probabilidade de 
obter yj na saída está condicionada a ter xj na entrada. 
 Redundância: Duas variáveis são redundantes se seus valores são completamente 
correlacionados. Portanto, o nível de correlação indica o grau de redundância. 
 Otimalidade: Para um subconjunto de variáveis ser chamado de ótimo, não deveria 
existir um outro subconjunto que produza um melhor resultado do que o resultado 
alcançado por este subconjunto. 
Relevância não implica otimalidade. O fato de uma variável ser relevante não implica que 
esta necessariamente deva fazer parte do subconjunto ótimo. Por exemplo, nos casos de 
redundância ou presença de ruído, podem existir variáveis que não fazem parte do conjunto 
ótimo. 
Otimalidade não implica relevância. O fato de uma variável estar no subconjunto ótimo 
não implica que esta seja relevante. Por exemplo, a entrada fixada em um (bias) numa MLP 
não atende a várias definições de relevância, mas sua remoção pode comprometer o 
desempenho. 
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As relações entre as definições dadas de variáveis relevantes e redundantes são mostradas 
de forma gráfica na Figura 4.1, onde um subconjunto de variáveis ótimas estaria composto 
pelas partes C+D. Mesmo que as partes B e C sejam disjuntas, isto não implica que certos 
elementos de B não possam fazer parte do subconjunto ótimo (YU & LIU, 2004). 














Figura 4.1 - Representação gráfica do espaço das variáveis relevantes e redundantes. 
4.1.2. Extração e seleção em predição de séries temporais 
Com base nas considerações da seção anterior, podemos aplicar as abordagens de extração 
de características e seleção de variáveis em predição de séries temporais da seguinte forma: 
Extração de características: 
Como já foi definido no Capítulo 2, uma série temporal é vista como uma única variável 
indexada no tempo. Assim ela reside no espaço 1. As características que vamos extrair a 
partir dela residirão num espaço L com L ≥ 1. Na Figura 4.2, ilustra-se o resultado deste 
processo, que seria a criação dos conjuntos de entrada X e saída Y para um modelo 
regressor. Notar que a predição é de um passo à frente. As entradas para este processo de 
extração de características seriam duas: 
 A série temporal: S 1; 
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 O comprimento da janela de atrasos: L. 
O cálculo deste parâmetro L envolve o uso da função de auto-correlação da série, caso ela 
seja linear. Caso a série seja não-linear, são necessárias outras formas de medir correlação 
não-linear, por exemplo, medida de correlação via informação mútua (FRASER & SWINNEY, 
1986). No Anexo-A, apresentam-se o cálculo de valores para L, via essas duas técnicas. 
Seleção de variáveis: 
Da Figura 4.2, podemos ver que agora o espaço de entradas X é o L. Assim, temos as 
variáveis representadas pelos vetores-coluna Xl, l=1,...,L. O processo de seleção de 
variáveis irá selecionar dentre as variáveis Xl, l=1,...,L, um subconjunto que permita 
alcançar um melhor desempenho na predição dos valores futuros da série. Este processo é 
ilustrado na Figura 4.3, onde como conseqüência da seleção de variáveis partindo de 
XL, obtém-se um novo conjunto de variáveis Xˆ   no espaço K, onde K ≤ L. 

























... ... ...... ......
 
Figura 4.2 - Extração de características em predição de séries temporais. 
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4.2. Abordagens em seleção de variáveis 
Atualmente, existe uma taxonomia ou classificação mais detalhada dos métodos de seleção 
de variáveis. Há alguns anos atrás, havia apenas uma distinção na literatura entre métodos 
livres de modelo (model free) e baseados em modelo (model based). Livre de modelo é 
quando o método de seleção de variáveis é realizado num passo anterior à síntese do 
modelo classificador ou regressor. No caso baseado em modelo, o método de seleção de 
variáveis opera em interdependência com a síntese do modelo. 
Esta classificação mudou desde o trabalho de KOHAVI & JOHN (1997), onde apresenta-se as 
seguintes abordagens: Filtro, Envoltório (Wrapper) e Embutido (Embedded). Por outra 
parte, existem trabalhos em que combinam as abordagens Filtro e Envoltório, criando uma 
nova proposta híbrida. A seguir apresenta-se uma breve explicação de cada uma destas 
abordagens.  
4.2.1. Filtro 
Filtro é uma abordagem equivalente a métodos livres de modelo, conforme apresentado na 
Figura 4.4. Dado que não há acesso à avaliação de desempenho do modelo com o 
subconjunto de variáveis, a alternativa seria utilizar medidas de associação ou de correlação 
Seleção de 
Variáveis...X1 X2 XL Y
Y
LX LK  ,KXˆ
Xˆ
 
Figura 4.3 - Seleção de variáveis em predição de séries temporais. 
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entre variáveis. Para problemas que envolvam aprendizado não-supervisionado, como 
agrupamento, essas medidas envolvem apenas as variáveis de entrada. Já no caso de 
problemas de aprendizado supervisionado, classificação e regressão, as medidas de 
correlação envolvem as variáveis de entrada e a(s) variável(is) de saída desejada. 
O sucesso deste tipo de método para seleção de variáveis está em utilizar uma medida de 
correlação linear/não-linear robusta, assim como uma estratégia de busca capaz de fugir de 
mínimos locais. 
Vantagem: 
 É um procedimento rápido, dado que é independente da síntese do modelo. 
Desvantagem: 
 Dado que trata-se de um passo prévio à síntese do modelo, não só pode não alcançar o 
critério de otimalidade como também o desempenho final pode não ser o esperado. 
Recomendação: 
 Uso promissor em problemas com grande quantidade de dados disponíveis e de alta 
dimensão. Exemplo: alguns casos de problemas de bioinformática e mineração de 
dados. 
É possível utilizar este método em predição de séries temporais, desde que se disponha de 
uma quantidade considerável de observações da série temporal. Medidas de correlação não-
linear baseadas em critérios de entropia e informação mútua são amplamente utilizadas na 







Figura 4.4 - Seleção de variáveis: Filtro. 
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2004; WANG & LOCHOVSKY, 2004). Essas abordagens inicialmente foram concebidas para 
medir a quantidade de informação que é transmitida por um canal de comunicação. 
Posteriormente, essas idéias foram utilizadas em seleção de variáveis e estão 
fundamentadas na Teoria da Informação (COVER & THOMAS, 1991; FRASER & SWINNEY, 
1986; HAMMING, 1986). 
4.2.2. Envoltório (Wrapper) 
Na abordagem Envolutório (do inglês wrapper), existe uma interação do mecanismo de 
seleção de variáveis com um modelo, seja este para classificação ou regressão de dados. A 
utilidade do modelo, uma vez ajustado, será a de avaliar ou dar uma nota de desempenho a 
cada subconjunto de variáveis que será formado para resolver o problema. A Figura 4.5 
ilustra esta idéia. 
A Seção 4.3 é dedicada principalmente a descrever dois métodos específicos de seleção de 




 Por interagir com um modelo ajustado, a qualidade das variáveis selecionadas tende a 











Figura 4.5 - Seleção de variáveis: Envoltório. 
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Desvantagem: 
 O processo pode ser demorado e computacionalmente mais custoso, pois envolve o 
custo de se treinar o modelo para cada subconjunto de variáveis que é tomado como 
candidato. 
Recomendação: 
 É mais recomendado para casos em que o número de amostras seja reduzido. 
Exemplo: séries temporais curtas, alguns casos de problemas de bioinformática e 
mineração de dados. 
4.2.3. Embutido (Embedding) 
A classificação de Embutido (do inglês embedding), considera que o processo de seleção de 
variáveis está implícito no processo de síntese do modelo classificador ou regressor. A 
Figura 4.6 ilustra esta abordagem. 
Um exemplo de método embutido é CART (BREIMAN et al., 1984), que tem um mecanismo 
de seleção de variáveis (GUYON & ELISSEEFF, 2003). Outra abordagem nesta vertente 
envolve as máquinas de vetores suporte, onde a seleção de variáveis sai como resultado da 







Figura 4.6 - Seleção de variáveis: Embutido. 
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4.2.4. Método híbrido 
Nesta proposta, tenta-se explorar os benefícios das abordagens Filtro e Envoltório. Como 
anteriormente descrito, o Filtro requer menos tempo e esforço computacional, mas, por 
utilizar medidas de correlação, os resultados podem não ser tão satisfatórios quanto 
Envoltório, que é mais custoso computacionalmente. Assim, combinando ambos, Filtro 
para explorar entre possíveis subconjuntos candidatos e Envoltório para a seleção 
propriamente dita, podem ser obtidos resultados mais interessantes. Em DAS (2001) e LIU & 
YU (2005) são encontrados detalhes desta abordagem híbrida. 
4.3. Seleção de variáveis em predição de séries 
temporais via o método envoltório 
Como explicado no Capítulo 2, uma série temporal pode ser representada por uma variável 
aleatória dependente do tempo, x(t), tal que o valor da variável no tempo presente pode ser 
expresso em função de valores da mesma em instantes passados: 
xt =F(xt-1, xt-2, xt-3, …, xt-L), (4.3) 
onde L representa o número máximo de variáveis atrasadas que são utilizadas para 
aproximar o valor presente x(t). O Anexo-A apresenta algumas estratégias para se estimar o 
valor de L. 
Partindo das variáveis xt-1, xt-2, xt-3, …, xt-L da equação (4.3), esta seção apresenta dois 
métodos de seleção de variáveis pertencentes à abordagem Envoltório, considerando uma 
RNA do tipo MLP como modelo regressor. 
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4.3.1. Aspectos a considerar na abordagem Envoltório 
Num nível mais detalhado, a abordagem Envoltório considera os seguintes aspectos para a 
sua implementação: 
Variáveis candidatas: Variáveis candidatas a comporem o subconjunto de variáveis 
selecionadas, ou seja, as variáveis X na Figura 4.3. 
Critério de busca: Refere-se à estratégia que guiará a busca no espaço de possíveis 
subconjuntos de variáveis Xˆ , onde XX ˆ . Essas estratégias envolvem idéias de 
vizinhança, heurísticas de inserção e poda, ou meta-heurísticas mais elaboradas, como 
algoritmos evolutivos e busca tabu. Se a dimensão de X for pequena, pode-se utilizar uma 
busca exaustiva (ver Tabela 4.2). Neste trabalho, foram utilizadas heurísticas de inserção 
(método construtivo) e de poda. 
Função para avaliar as variáveis em curso: Este ponto guarda certa relação com o 
anterior. O critério de busca para tomar as decisões de considerar ou descartar uma variável 
conta com uma função que avalie o desempenho de cada subconjunto de variáveis sob 
análise. Na maioria dos casos, esta função coincide com a função que guia a síntese do 
modelo. 
Estrutura do modelo: Modelo que será ajustado ao problema, e servirá como avaliador 
dos subconjuntos de variáveis. Neste trabalho, foi considerada uma RNA do tipo MLP. 
Algoritmo de síntese ou treinamento do modelo: Relacionado ao treinamento do modelo, 
no caso foi utilizado o algoritmo do gradiente, descrito no Capítulo 2. 
4.3.2. Seleção Progressiva (SP) 
Como já foi definida na seção 4.1, a seleção de variáveis via busca exaustiva tem um custo 
computacional do tipo exponencial. Nesta seção, apresenta-se uma heurística de inserção, 
com um custo computacional de ordem O(L2), onde L é o número de variáveis. 
Dependendo da função que mede a qualidade do subconjunto de variáveis selecionadas, 
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esta abordagem pode até tratar de conjuntos com um número de variáveis da ordem de 
centenas. 
Tenta-se construir um subconjunto de variáveis partindo do conjunto vazio. Neste caso, 
considerando uma a uma, a estratégia é comparar todas as possíveis variáveis e selecionar a 
variável que produza a melhora mais acentuada ou o menor deterioro do valor da função 
objetivo (best improvement), no caso a função que calcula o MAE entre os valores 
desejados da série e os valores obtidos pelo modelo. Usam-se aqui as amostras do conjunto 
de validação. O Algoritmo 4.1 apresenta o fluxograma do método. 
O conjunto de atrasos selecionado é aquele que, no decorrer do processo, apresentar menor 
erro. Isto é mostrado na Figura 4.7, onde o eixo horizontal indica o número iterações do 
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Algoritmo 4.1 - Seleção de variáveis: fluxograma do 
método de Seleção Progressiva – SP. 
Figura 4.7 - Exemplo da execução da Seleção Progressiva, 
com L=12. Os dados correspondem à série Furniture store 
apresentada no Capítulo 2. 
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algoritmo, o qual, quando executado de forma completa coincide com o número de 
variáveis do conjunto de variáveis inicialmente disponíveis. Já o eixo vertical indica o valor 
MAE correspondente para cada um dos subconjuntos sendo construídos. Na iteração 7 ou 
quando o número de variáveis em construção foi de 7 (variáveis dentro do retângulo 
vertical) o valor do MAE experimentou o menor do processo. Os valores abaixo de cada 
subconjunto de variáveis representam o número de comparações realizadas para escolher 
esse subconjunto, que também corresponde ao número de redes MLP que devem ser 
treinadas. Esse número obedece à seguinte fórmula: L(L+1)/2, onde L é o número de 
variáveis candidatas, no início do processo. No exemplo da Figura 4.7, para L=12 foram 78 
redes MLP treinadas. 
Vale indicar outros aspectos relativos à Figura 4.7, como por exemplo: 
 É possível parar o processo quando se chega numa iteração na qual a seleção de 
uma nova variável dentro do subconjunto de variáveis em construção deteriora ao 
valor da função objetivo em vez de melhorá-la (nesse caso, o critério de seleção 
deixaria de ser a variável que “produz a melhora mais acentuada”, passando a ser “a 
que menos a deteriore”). No entanto, a busca via estratégia construtiva esta sujeita a 
cair em mínimos locais e não se descarta a possibilidade de, numa iteração 
posterior, poder experimentar um ganho maior ainda no valor da função-objetivo. 
Em conseqüência, recomenda-se executar o processo de forma completa. 
 Caso a curva da figura experimente a cada iteração redução em seus valores 
(valores que favorecem o critério de melhora da função-objetivo), configura-se um 
caso em que todas as variáveis inicialmente disponíveis são de importância e 
nenhuma delas deve ser descartada na síntese de um preditor.  
Outros métodos similares 
Outras formas que seguem os requisitos da Seleção Progressiva são: (i) usando o critério de 
poda, onde em vez de partir com o subconjunto de variáveis selecionadas em vazio, o 
subconjunto conteria inicialmente todas as variáveis candidatas. Em cada passo, a variável 
que conduz a uma melhora mais acentuada do erro é retirada. (ii) É possível também usar 
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ambos os critérios, por exemplo, num passo inserção de duas variáveis e, no passo 
seguinte, poda de uma variável. 
4.3.3. Seleção via Poda Baseada em Sensibilidade (PBS) 
A Poda Baseada em Sensibilidade (PBS) é conhecida na literatura como Sensitivity Based 
Pruning (SBP). Foi proposta originalmente por MOODY & UTANS (1991) e formalizada em 
MOODY (1994). O objetivo era encontrar uma arquitetura de rede neural (MLP) que fosse a 
mais parcimoniosa possível. 
PBS é menos custosa computacionalmente do que Seleção Progressiva, pois o número de 
vezes que uma MLP é treinada é reduzido a L. 
O Algoritmo 4.2 apresenta os passos a serem seguidos para a implementação deste método. 
Vale notar que, ao se referir à retirada de uma entrada da rede, a operação efetivamente 
realizada é a fixação do valor da entrada em seu valor médio, conforme equações (4.4) e 
(4.5). 
cE é a sensibilidade ocasionada pela remoção de cx  e é obtida na forma: 
)()( ccc xExEE  , (4.4) 
onde )( cxE é o erro quando a variável cx  é considerada, e )( cxE  é o erro quando a variável 









1 , (4.5) 
onde N é o número de amostras. 
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Na Figura 4.8, o número de comparações realizadas foi 78, mas apenas 12 redes neurais 
MLP foram treinadas. Auxiliados pelo Algoritmo 4.2, vemos que, na primeira iteração, a 
MLP é treinada com todas as variáveis de entrada. Em seguida, realizam-se comparações 
até encontrar a variável menos sensível. Uma vez que a variável foi encontrada, esta é 
retirada (retirar uma variável é equivalente a fixá-la no seu valor médio) e a rede neural é 
re-treinada. Repete-se, então, o processo até que todas as variáveis sejam retiradas. Assim, 
o número de vezes que é preciso re-treinar uma MLP é igual ao número de variáveis 
iniciais (L). 
Outras considerações em relação a este algoritmo podem ser citadas, dentre elas: 
Começar com a rede MLP
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Algoritmo 4.2 - Seleção de variáveis: fluxograma do 
método de Poda Baseada em Sensibilidade – PBS. 
Figura 4.8 - Exemplo da execução de PBS, com L=12.  Os 
dados correspondem à série Furniture store apresentada no 
Capítulo 2. 
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 Comparando este algoritmo com o SP, além de terem pontos de partida e finais 
opostos, o critério de escolha para a poda é diferente também: em SP, busca-se pela 
variável que produza melhora mais acentuada ou a menor deterioração do valor da 
função-objetivo; já em PBS, simplesmente busca-se pela variável menos sensível, 
independente de ganho ou deterioração do valor da função-objetivo. 
 PBS, da mesma forma que SP, está sujeita a mínimos locais, e recomenda-se a 
execução completa do algoritmo antes de identificar o subconjunto de variáveis 
finais. 
4.4. Simulações e resultados aplicando SP e PBS em 
predição de séries temporais 
Esta seção visa atender dois objetivos: 
 Estudo comparativo de desempenho entre Seleção Progressiva e Poda Baseada em 
Sensibilidade, quando aplicadas ao problema de predição das 5 séries temporais 
tomadas como casos de estudo e mostradas na Figura 4.9. 
 Investigação da melhor forma de separar os dados para compor os conjuntos de 






























































Durable Consumer Goods 
 
Figura 4.9 - Séries temporais consideradas. 
A aplicação de métodos de seleção de variáveis ao problema de predição de séries 
temporais vai realizar a seleção dos atrasos, ou valores passados da série, que irão compor o 
vetor de entrada do preditor. 
Separação Seqüencial 
 
 Separação Randômica 
 
Figura 4.10 -  Formas de separar os dados para compor os conjuntos de treinamento e validação 
Tanto em SP como PBS, foi utilizada uma MLP como modelo preditor, e os parâmetros 
foram os seguintes: 
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Máximo número de atrasos, L: 12 
Função-objetivo de seleção de variáveis: MAE (acima do conjunto de validação) 
Neurônios ocultos: 30 
Máximo número de épocas no treinamento da MLP: 300 
Algoritmo de treinamento da MLP: Método do Gradiente 
Validação cruzada (treinamento, validação e teste): 
Seqüencial, (em porcentagens de 50, 
25, 25, respectivamente), ver Figura 
4.10. O subconjunto de teste não foi 
utilizado neste processo de seleção de 
variáveis. 
Número de execuções de cada método: 30 
4.4.1. Resultados obtidos 
Na equação (4.6), é apresentada a configuração inicial, que indica a dependência de L=12 
valores atrasados da série S, para predizer um valor futuro. 
),...,,,(ˆ 12321  ttttt ssssfs , (4.6) 
Na Tabela 4.3, é apresentado o resultado de 30 execuções de cada método de seleção de 
variáveis, PBS e SP, para cada uma das séries temporais testadas, com L=12. Constata-se 
que o atraso st-1 para a série temporal Book store foi selecionado nas 30 execuções, tanto 
pelo método PBS como por SP. Já o atraso st-7 foi ignorado por ambos os métodos. 
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Uma estratégia de voto majoritário foi empregada nos resultados da Tabela 4.3 para obter a 
configuração de atrasos finais para cada método e para cada série temporal. Voto 
majoritário quer dizer que, de 30 execuções, se em 16 ou mais execuções o atraso fosse 
selecionado, então ele irá compor o sub-conjunto final de variáveis selecionadas. 
Conseqüentemente, a configuração final dos atrasos é apresentado na Tabela 4.4. Como 
exemplo, a configuração final para a série Book store com o método SP passa então a ser 
descrita pela equação (4.7): 
),,,(ˆ 12531  ttttt ssssfs . (4.7) 
Empregando o método PBS para a mesma série, a configuração final está descrita na 
equação (4.8): 
),,,,,,(ˆ 1211109521  tttttttt sssssssfs . (4.8) 
É interessante observar que, via o método SP, dos 12 atrasos inicialmente considerados, 
apenas 4 atrasos foram suficientes para produzir a melhora mais acentuada de desempenho 
do modelo de predição. E o método PBS identificou 7 atrasos para chegar à melhora mais 
acentuada de desempenho. 
Tabela 4.3 - Número de vezes em que cada atraso foi selecionado para compor o subconjunto de variáveis de entrada 
do preditor. Foram executados 30 vezes cada método, PBS e SP, para as 5 séries temporais testadas. 
t-1 t-2 t-3 t-4 t-5 t-6 t-7 t-8 t-9 t-10 t-11 t-12
PBS 30 21 8 6 16 10 0 9 18 17 23 20
SP 30 5 30 0 30 12 0 9 3 0 0 29
PBS 30 30 30 30 30 30 30 30 30 30 30 30
SP 30 0 0 0 0 0 14 17 30 30 0 30
PBS 30 0 30 30 24 30 28 2 30 30 30 30
SP 30 0 30 30 25 25 11 0 14 30 30 30
PBS 27 29 0 29 27 29 23 27 27 29 16 27
SP 30 30 0 0 30 30 30 30 25 29 30 30
PBS 30 18 14 22 10 3 15 18 30 18 16 30
SP 28 28 28 30 3 18 22 15 12 22 3 25
SÉRIE TEMPORAL MÉTODO









A decisão de realizar múltiplas execuções para cada método está relacionada ao propósito 
de apresentar resultados comparativos de dois métodos que interagem com um modelo de 
aproximação de funções, no caso uma MLP. O treinamento consiste num processo de 
otimização em que a função a minimizar é multi-modal, depende da arquitetura da rede e 
dos valores das amostras. Este é um caso típico deste tipo de treinamento, onde o mínimo 
global não é garantido e há a possibilidade de convergir para um mínimo local associado à 
condição inicial da rede MLP. 
Testando as variáveis: 
Neste ponto, após aplicar os métodos de seleção de variáveis, os atrasos mais relevantes das 
séries temporais foram identificados, os quais oferecem melhor capacidade de predição. As 
simulações seguintes têm como objetivo comparar o ganho na predição (acima do 
subconjunto de teste) utilizando estes atrasos quando confrontados com o caso de não ter 
aplicado esses métodos de seleção, o que seria utilizar os L atrasos completos iniciais. 
Comparar as formas de separar os conjuntos de treinamento e validação (seqüencial vs. 
randômico) também faz parte das simulações (veja Figura 4.10). 
Os parâmetros que guiaram as simulações foram os seguintes:  
 
 
Tabela 4.4 - Configuração final dos atrasos selecionados ao aplicar voto majoritário sobre os resultados da Tabela 4.3. 
SÉRIE TEMPORAL MÉTODO VARIÁVEIS
PBS  1  2  5  9  10  11  12
SP  1  3  5  12
PBS  1  2  3  4  5  6  7  8  9  10  11  12
SP  1  8  9  10  12
PBS  1  3  4  5  6  7  9  10  11  12
SP  1  3  4  5  6  10  11  12
PBS  1  2  4  5  6  7  8  9  10  11  12
SP  1  2  5  6  7  8  9  10  11  12
PBS  1  2  4  8  9  10  11  12







Índice de desempenho: MAE (acima do conjunto teste) 
Neurônios ocultos: 30 
Máximo número de épocas no treinamento da MLP: 300 
Algoritmo de treinamento da MLP: Método do Gradiente 
Validação cruzada (treinamento, validação e teste): 
Seqüencial e randômico (em 
porcentagens de 50, 25, 25, 
respectivamente), ver Figura 4.10.  
Número de execuções de cada método: 30 
Vale indicar que o número de 300 épocas para o treinamento das redes MLP foi definido a 
partir de testes prévios e levando-se em conta que as séries temporais, na sua maioria, têm 
poucos pontos. Além disso, empregou-se parada antecipada no treinamento, o que permite 
parar o treinamento (sem precisar atingir as 300 épocas) quando o erro de validação 




Tabela 4.5 - Resultados para 30 execuções comparando “sem” (não uso de seleção de variáveis) vs “PBS” vs “SP”, 
cada um deles com separação de dados: Seqüencial e Randômico. 
SÉRIES SEPARAÇÃO DOS DADOS MÉTODO MAE RMSE MAE RMSE MAE RMSE
sem 33,481 ± 1,625 6,127 ± 0,216 54,091 ± 1,862 14,802 ± 0,405 74,697 ± 3,193 17,255 ± 0,668
Seqüencial PBS 33,380 ± 0,268 6,484 ± 0,036 46,567 ± 0,479 13,053 ± 0,203 75,926 ± 1,749 17,663 ± 0,392
SP 33,101 ± 0,152 6,415 ± 0,018 43,933 ± 0,862 12,646 ± 0,270 72,062 ± 1,298 16,760 ± 0,324
sem 35,600 ± 3,783 6,516 ± 0,727 49,208 ± 6,450 12,783 ± 1,887 72,469 ± 4,073 17,001 ± 0,846
Randômica PBS 37,353 ± 2,857 6,964 ± 0,581 42,934 ± 6,246 11,372 ± 1,688 73,109 ± 3,766 16,976 ± 0,790
SP 36,728 ± 3,900 6,829 ± 0,697 41,589 ± 5,957 11,170 ± 1,907 67,116 ± 3,188 15,902 ± 0,515
sem 563,775 ± 3,948 115,910 ± 0,399 994,764 ± 36,416 277,443 ± 5,337 1149,785 ± 92,005 251,576 ± 16,781
Seqüencial PBS 563,448 ± 3,112 115,975 ± 0,386 988,506 ± 34,189 276,370 ± 4,787 1137,771 ± 92,604 249,194 ± 17,385
SP 551,540 ± 2,117 117,785 ± 0,097 837,524 ± 8,700 262,977 ± 1,300 732,521 ± 14,006 181,670 ± 3,493
sem 541,227 ± 112,909 126,936 ± 28,630 733,131 ± 138,395 222,186 ± 64,521 597,329 ± 100,302 145,962 ± 29,452
Randômica PBS 538,121 ± 103,998 124,989 ± 29,488 711,641 ± 125,686 221,706 ± 68,598 580,018 ± 92,655 141,382 ± 26,947
SP 559,053 ± 96,201 136,015 ± 25,377 595,923 ± 145,884 194,963 ± 69,571 522,458 ± 81,389 135,130 ± 23,142
sem 63,955 ± 1,621 11,098 ± 0,195 82,875 ± 1,453 19,537 ± 0,566 176,861 ± 9,697 41,226 ± 3,042
Seqüencial PBS 69,128 ± 1,313 11,626 ± 0,103 77,836 ± 2,257 19,014 ± 0,405 176,703 ± 6,055 40,450 ± 1,608
SP 67,928 ± 0,974 11,618 ± 0,092 77,320 ± 1,102 18,764 ± 0,240 176,478 ± 5,360 40,307 ± 1,426
sem 66,493 ± 4,549 11,353 ± 0,730 81,017 ± 9,327 19,562 ± 2,065 168,674 ± 10,879 38,667 ± 2,345
Randômica PBS 67,659 ± 4,377 11,570 ± 0,743 85,424 ± 11,358 20,575 ± 2,317 171,380 ± 9,895 39,124 ± 2,632
SP 65,926 ± 4,042 11,359 ± 0,676 85,862 ± 8,158 20,611 ± 1,749 168,426 ± 9,180 37,771 ± 1,836
sem 31,527 ± 0,286 5,437 ± 0,048 61,244 ± 1,911 13,708 ± 0,384 50,385 ± 2,126 11,526 ± 0,394
Seqüencial PBS 32,444 ± 0,270 5,514 ± 0,041 58,786 ± 2,020 13,291 ± 0,375 45,478 ± 2,195 10,959 ± 0,375
SP 32,884 ± 0,388 5,720 ± 0,062 50,151 ± 2,148 11,864 ± 0,445 37,800 ± 2,530 9,518 ± 0,493
sem 36,010 ± 5,702 6,075 ± 0,924 47,076 ± 6,643 11,168 ± 1,578 39,088 ± 7,116 8,815 ± 1,493
Randômica PBS 34,772 ± 2,668 5,912 ± 0,484 43,202 ± 5,355 10,444 ± 1,329 37,489 ± 3,573 8,535 ± 0,775
SP 34,776 ± 3,037 6,010 ± 0,495 43,846 ± 5,869 10,401 ± 1,331 37,797 ± 3,653 8,556 ± 0,735
sem 2,160 ± 0,096 0,150 ± 0,006 2,584 ± 0,173 0,263 ± 0,016 4,004 ± 0,296 0,451 ± 0,037
Seqüencial PBS 2,033 ± 0,085 0,142 ± 0,006 2,415 ± 0,145 0,246 ± 0,014 3,769 ± 0,233 0,418 ± 0,029
SP 2,094 ± 0,115 0,144 ± 0,008 2,504 ± 0,174 0,253 ± 0,016 3,843 ± 0,356 0,425 ± 0,041
sem 2,073 ± 0,103 0,146 ± 0,007 2,112 ± 0,166 0,210 ± 0,014 3,685 ± 0,177 0,398 ± 0,025
Randômica PBS 2,057 ± 0,095 0,145 ± 0,006 2,081 ± 0,149 0,208 ± 0,016 3,591 ± 0,201 0,397 ± 0,027
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Figura 4.11 - Visualização gráfica dos resultados da Tabela 4.5 referente ao conjunto de teste. 
Na Figura 4.11, foram utilizados boxplots para mostrar as estatísticas sobre as 30 
repetições. Os símbolos “*” unidos por linhas tracejadas representam a média. 
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A Figura 4.12 apresenta um exemplo comparativo para a série temporal Clothing store, 
dados de teste, onde para a parte esquerda da figura foram utilizados todos os atrasos 
disponíveis, L=12, com separação de dados seqüencial, e na direita foram usadas as 
variáveis obtidas via o método SP com separação de dados randômica. O MAE diminuiu de 
1.213,967 para 532,549. Nos gráficos, as curvas sólidas representam os valores reais da 
série e as tracejadas a predição. 
  
MAE = 1213,967 / RMSE = 261,701 MAE = 532,549 / RMSE = 135,520 
 
Figura 4.12 - Um exemplo gráfico na predição da série temporal Clothing store. Na esquerda, preditor obtido via 
separação seqüencial e usando todos os atrasos, L=12 iniciais. Na direita, preditor obtido via separação randômica e 
com os 5 atrasos obtidos via SP. 
 
T- Teste: 
A motivação para usar o T-teste está relacionada a ter um indicativo que permita inferir se 
as duas propostas são estatisticamente diferentes a partir dos resultados obtidos e do 
número de experimentos realizados. 
As Tabelas 4.6–4.9 apresentam os resultados do T-teste, onde os valores P e t foram 
obtidos a partir dos resultados da Tabela 4.5, especificamente da coluna dos valores MAE 
do conjunto de teste (penúltima coluna) e com um grau de confiança de 95%. 
A Tabela 4.6 apresenta o T-teste para “PBS vs SP”, tanto para as separações Seqüencial 






estatisticamente diferentes (ver células com fundo cinza), e SP teve melhor desempenho 
que PBS. Nas outras 5 predições, ambos os métodos tiveram desempenhos equivalentes. 
Tabela 4.6 - T-teste para análise de significância da diferença de desempenho entre os métodos PBS e SP. 
P t P t
Book store 0 9,732 0 6,653
Clothing store 0 23,7 0,0133 2,556
Furniture store 0,8796 0,152 0,2342 1,199
Hardware store 0 12,555 0,7424 -0,33
Durable Consumer Goods 0,3453 -0,953 0,0597 1,922
P/t (PBS-SP) - Seqüencial P/t (PBS-SP) - RandômicaSÉRIE
 
O T-teste para “Sem seleção vs SP” é apresentado na Tabela 4.7. De forma similar ao 
anterior, separações seqüenciais e randômicas também foram consideradas. Em 5 casos, 
não usando critério de seleção e usando SP produziram resultados estatisticamente 
diferentes, sendo SP superior. Nos outros casos, foram estatisticamente equivalentes. 
Tabela 4.7 - T-teste para análise de significância da diferença de desempenho entre ausência de seleção e SP. 
P t P t
Book store 0,0002 4,187 0 5,669
Clothing store 0 24,558 0,0024 3,175
Furniture store 0,8494 0,189 0,9246 0,095
Hardware store 0 20,859 0,3777 0,884
Durable Consumer Goods 0,0623 1,905 0,3606 0,928
SÉRIE P/t (sem-SP) - Seqüencial P/t (sem-SP) - Randômica
 
A Tabela 4.8 considera “Sem seleção vs PBS”, e em apenas 2 casos o PBS foi 
estatisticamente superior. Nos outros casos, foram equivalentes. 
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Tabela 4.8 - T-teste para análise de significância da diferença de desempenho entre ausência de seleção e PBS. 
P t P t
Book store 0,0709 -1,849 0,5287 -0,632
Clothing store 0,6161 0,504 0,4889 0,694
Furniture store 0,9404 0,076 0,3156 -1,008
Hardware store 0 8,795 0,2818 1,100
Durable Consumer 
Goods 0,0012 3,417 0,0597 1,922
P/t (sem-PBS) - Seqüencial P/t (sem-PBS) - RandômicaSÉRIE
 
Finalmente, a Tabela 4.9 apresenta o T-teste para as separações “Seqüencial vs 
Randômica”, e foram consideradas para os três casos, sem seleção, seleção via SP e seleção 
via PBS. Nas simulações, somente em um dos 15 casos analisados é que a separação 
seqüencial foi estatisticamente equivalente à randômica. Nos 14 restantes, a separação 
randômica mostrou-se superior. 
Tabela 4.9 - T-teste para análise de significância da diferença de desempenho entre separação seqüencial e randômica. 
P t P t P t
Book store 0,0218 2,358 0 7,870 0,0006 3,716
Clothing store 0 22,232 0 13,932 0 23,321
Furniture store 0,003 3,077 0,0002 4,149 0,0154 2,513
Hardware store 0 8,331 0,9971 0,004 0 10,435
Durable Consumer Goods 0 5,066 0,0017 3,356 0,0026 3,168
SÉRIE P/t (Seqüencial-Randômica) - Sem seleção
P/t (Seqüencial-Randômica) - Com 
seleção via PBS






4.5. Considerações finais 
Com base na análise estatística realizada, pode-se apontar que: 
 baseado nas 5 séries temporais analisadas, o método de seleção de variáveis SP 
mostrou-se consideravelmente superior ao método PBS, além de apresentar menor 
número de variáveis selecionadas; 
 a principal desvantagem do método SP é o custo computacional. Empregando a 
abordagem Envoltório e tendo uma MLP como modelo regressor, o fato do número de 
variáveis candidatas ser L implica que para SP foram necessários L(L+1)/2 processos 
de treinamento completos de redes MLP, e para PBS apenas L. 
 Dado que SP e PBS obedecem a uma estratégia de busca baseada em heurística, no 
caso construtiva e de poda, respectivamente, não há garantias de se alcançar o 
subconjunto ótimo de variáveis. 
 Quanto à avaliação da melhor forma de separar os dados de treinamento e validação, 
foi mostrado estatisticamente que a separação randômica é a melhor opção. Uma 
possível justificativa é o ganho que se tem com a inclusão de amostras mais recentes, 
a qual só é possível na separação randômica. A diminuição do erro sobre o conjunto 
de teste reflete esse ganho de desempenho. Para montar o conjunto de teste em todas 
as simulações, sempre foram consideradas as amostras mais recentes da série e numa 
porcentagem de 25% , como indicado na Figura 4.10. A escolha do conjunto de teste 
independe da separação ser seqüencial ou randômica. 
 Foram verificados que, via métodos de seleção de variáveis, não só é possível reduzir 
o número de parâmetros do modelo, como também é possível produzir um incremento 




Conclusões e perspectivas futuras 
5.1 Conclusões 
As conclusões são apresentadas de forma separada, segundo o tema tratado. Num primeiro 
momento, as relacionadas a comitês de máquinas e, posteriormente, seleção de variáveis, 
ambos no contexto de predição de séries temporais. 
5.1.1 Conclusões relacionadas a comitês de máquinas 
Os resultados das simulações realizadas na predição das 5 séries temporais com as 
abordagens  “um único modelo preditor (MLP)” e “comitês de máquinas (ensemble e 
mistura de especialistas)” foram apresentadas no Capítulo 3. 
Nos resultados, observa-se a ocorrência de ganho significativo na predição ao combinar 
modelos preditores, seja em forma de ensemble ou de mistura de especialistas, quando 
comparado com o ganho obtido via um único modelo preditor. 
É importante aclarar que não seria apropriado concluir que mistura de especialistas é uma 
abordagem superior a ensemble, pelas seguintes razões: 
 Tanto ensemble quanto mistura de especialistas são abordagens gerais, que 
dependem da qualidade dos componentes ou especialistas e as formas como eles 
interagem. Por exemplo, para o caso de ensemble existem outras formas de impor 
diversidade na etapa de geração de componentes, como Boosting, AdaBoost, 
computação evolutiva, que ainda podem produzir ganho de desempenho; 
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 Da mesma forma para a etapa de combinação: além da média simples, poderia 
optar-se por estratégias de média ponderada, por exemplo; 
 E para a etapa de seleção, também há perspectivas de melhora, com o emprego de 
técnicas de construção ou poda mais sofisticadas; 
 O mesmo se aplica no caso de mistura de especialistas, que também admite 
variações, como usar uma função kernel gaussiana normalizada em lugar da função 
softmax; 
 Com base na metodologia de projeto adotada, as misturas de especialistas 
apresentaram melhores resultados, mas restrito apenas à predição de 5 séries 
temporais; 
Em ambos os casos, a variância foi menor do que quando se considera uma única MLP. 
Isso corrobora resultados já apresentados na literatura (HAYKIN, 1999; BICHOP, 1995) 
5.1.2 Conclusões relacionadas à Seleção de Variáveis 
Dois métodos de seleção de variáveis dentro da abordagem de Envoltório foram 
implementados: Seleção Progressiva (SP) e Poda Baseada em Sensibilidade (PBS). Os 
desempenhos foram contrastados com a ausência de seleção de variáveis, permitindo 
concluir: 
 Houve ganho ao usar técnicas de seleção de variáveis e que foram estatisticamente 
significantes na predição da maioria das séries consideradas nesta tese; 
 SP trouxe melhores ganhos quando comparado a PBS; 
 O número de variáveis selecionadas via SP foi menor em todos os casos quando 
comparado ao número de variáveis selecionadas via PBS; 
 No entanto, o custo computacional de SP é superior ao de PBS. 
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5.2 Perspectivas futuras 
Antes de discorrer sobre os possíveis próximos passos da pesquisa, é preciso ressaltar 
alguns aspectos importantes que marcaram a história das técnicas de predição de séries 
temporais, particularmente no contexto de aprendizado de máquinas. Para tanto, as Figuras 
5.1 e 5.2 servirão de referência. 
Na Figura 5.1, mostra-se na parte A a forma em que tradicionalmente (nos anos 1970 e 
começo dos anos 1980) as séries temporais foram abordadas. A idéia, nesses anos, era 
tentar pré-processar a série temporal (S.T.) visando ampliar a aplicabilidade dos modelos 
propostos. Sendo assim, na maioria dos casos a série temporal sofria transformações para 
fugir da não-estacionariedade, por exemplo. Modelos ARMA e ARIMA (BOX, et al., 1994) 
representam exemplos clássicos desse período. Havia uma tendência entre os estudiosos da 
época em buscar o “melhor ajuste”, daí a preferência por ajustar modelos lineares. Essa 
concepção criou obstáculos para que a pesquisa junto a modelos não-lineares, onde o 
“melhor ajuste” não tinha solução global, sofresse progressos significativos. 
Posteriormente, viu-se que os resultados de predição podiam ser melhorados usando 
modelos não-lineares (parte B da Figura 5.1), e assim foram utilizados modelos como os bi-
lineares, TAR (lineal por partes) e redes neurais artificiais, dentre outros. Sob esta nova 
perspectiva, o caminho era o oposto: já não se buscava “encaixar” a série temporal num 
modelo com fortes restrições de flexibilidade, mas sim usar a flexibilidade dos modelos 
não-lineares para sintetizar o preditor, sem necessariamente passar pela etapa de pré-
processamento da série temporal. 
Quando escolhemos um modelo não-linear, no caso uma rede neural MLP, considerada 
como aproximador universal, o desafio está na calibração do grau de flexibilidade a ser 
explorado: 
 se a arquitetura escolhida for reduzida, por exemplo, baixo número de neurônios na 
camada oculta, há uma redução na flexibilidade do modelo e problemas altamente 
complexos podem não ser tratados a contento. Com isso, comete-se um erro de 
aproximação. 
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 por outro lado, se a arquitetura escolhida for adequada, apresentando um grau de 
flexibilidade dentro das exigências do problema, ainda falta o ajuste dos parâmetros, 
o qual pode não ser uma tarefa trivial, dado que a função-objetivo que guia esta 
etapa é multimodal. A ocorrência de mínimos locais no processo de otimização 
produz então o erro de estimação. 
O erro de generalização, ou em nosso caso, erro de predição, é altamente dependente de 




































Figura 5.1 - A: visão tradicional e B: visão alternativa para predição de séries temporais. 
Spyros Makridakis é um estatístico conhecido por fugir da idéia do “melhor ajuste” e criar, 
junto a outros colaboradores, a área de predição (forecasting). Ele mostrou que o “melhor 
ajuste” em predição nem sempre é o mais indicado, particularmente por se supor que o 
passado repete-se da mesma forma no futuro. Ele é defensor da idéia de que o futuro nunca 
é igual ao passado (MAKRIDAKIS et al., 1982). Mas isto tem muita relação com modelos de 
RNAs, em que o treinamento deverá ser detido antes de cair no que se conhece como sobre-
ajuste ou sobre-treinamento (overfitting) (BISHOP, 1995; HAYKIN 1999). Este pode ser visto 
como um ponto de consenso em que modelos de RNAs são favorecidos. 
Como se apresentou no Capítulo 2, existem na literatura de RNAs até 3 formas empíricas 
de evitar o sobre-ajuste num único modelo. Aqui foi empregada a validação cruzada. Mas, 
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em séries temporais isto nem sempre garante atingir uma boa predição, e não é porque 
tratam-se de técnicas empíricas, nem por causa de mínimos locais. O fato é que, em 
predição, o ponto em que se deve ajustar um modelo pode não ser o mesmo quando o 
objetivo da predição é de longo, médio ou curto prazo. Um exemplo claro ocorre quando a 
série tem componentes complexos, como “grandes ciclos” (do inglês huge cycles) 
(MAKRIDAKIS, 1995). 
Ante este panorama, surgem as propostas de comitês de máquinas. Referindo-se à Figura 
5.2, ela ilustra como a combinação de vários modelos, alguns deles possivelmente até de 
baixo desempenho, pode conduzir a resultados que superam o desempenho individual de 
qualquer dos componentes, reduzindo também a variância. Aqui é possível citar: (i) 
NEWBOLD & GRANGER (1974) como os primeiros a aplicar estratégias de combinação de 
modelos de predição, MCLEOD (1993) e FILDES & MAKRIDAKIS (1995) como as principais 
contribuições na área de predição; (ii) toda a bibliografia citada ao longo do texto e 
relacionada a comitê de máquinas, representando a comunidade de RNAs e aprendizado de 
máquinas. 
Ao combinar modelos de predição, busca-se obter um consenso a partir deles, que está 
relacionado com a média do erro. Com isto, espera-se estar o mais próximo de acompanhar 














Figura 5.2 - Visão atual de comitê de máquinas em predição de séries temporais. 
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Seguindo esses delineamentos, as perspectiva futuras são: 
 Encontrar técnicas de seleção de modelos (ponto de ajuste do modelo) mais 
favoráveis para o problema de predição de séries temporais, considerando o 
horizonte de predição (longo, médio e curto prazo). 
 Estudo de modelos de regressão lineares/não-lineares baseados em máquinas de 
vetores-suporte (Support Vector Machines - SVM). Basicamente o estudo visa 
descobrir até que ponto essas técnicas que têm garantia de mínimo global no ajuste 
dos parâmetros podem ser úteis no problema de predição de séries temporais. 
 Estudo de outros métodos de Seleção de Variáveis, principalmente na abordagem 
Filtro, utilizando técnicas que medem correlação não-linear entre variáveis, como 
por exemplo Informação Mútua Condicional (FLEURET, 2004; WANG & 
LOCHOVSKY, 2004) e aplicá-las ao problema de predição de séries temporais. 
 Estudo de problemas de séries temporais multi-variáveis, com predição a longo, 
médio e curto prazo. 
 Estudo de técnicas para a definição automática do número de especialistas em MEs 





Auto-correlação e informação mútua para cálculo da janela de predição 
De uma forma simplificada, pode-se representar um valor de uma série temporal em função 
de L valores passados consecutivos e de um componente aleatório et, comumente 
representado como um ruído branco N(0,1), conforme indicado na equação (A.1). Sendo 
assim, o parâmetro L indica o número de atrasos (lags) que é preciso considerar para obter 
um valor futuro da série temporal: 
tLtttt esssfs   ),...,,( 21 . (A.1) 
Particularmente no caso em que a série temporal apresenta sazonalidade, o valor da variável 
L é tomado como o produto de outros dois parâmetros , n e T, na forma: 
nTL  . (A.2) 
Assim, reescrevendo a equação (A.1), resulta: 
tnTtttt esssfs   ),...,,( 21 . (A.3) 
Por exemplo, para o caso n=2 e T=6, a representação da série temporal seria dada na 
seguinte forma: 
tTtttTttttt esssssssfs   ),,...,,,,...,,( 2117521 . (A.4) 
O significado da variável T pode ser associado ao número de atrasos que se encontram 
embutidos na série temporal (FRASER & SWINNEY, 1986), onde o termo embutido pode ser 
interpretado como “sujeito a correlação ou associação”. 
Definindo agora a função genérica )V,V( 21fcor  como a função que mede a correlação 
existente entre as variáveis V1 e V2, tem-se que esta função excursiona no intervalo 
[1,+1], sendo nula quando não há correlação entre as variáveis (diz-se então que as 
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variáveis são ortogonais) e batendo nos limites do intervalo quando o conhecimento de uma 
delas é suficiente para se estimar completamente a outra. 
Cálculo de T: 
Para o cálculo do valor de T em uma série temporal que apresenta uma dependência do tipo 
da equação (A.3), é necessário estimar os valores de: 
)S,S( 1ttfcor ,  )S,S( 2ttfcor ,  )S,S( 3ttfcor , ... , )S,S( maxTttfcor  , (A.5) 
onde Tmax é um valor definido a priori e espera-se que valha Tmax  T. A definição do 
valor de T se dá ao plotar os valores obtidos e vai depender da função fcor utilizada: 
 Se fcor for uma função que mede correlação linear, por exemplo, funções com base 
na covariância entre as variáveis, o valor de T depende da adoção de um limiar 
abaixo do qual as variáveis são descartadas, havendo portanto uma faixa de valores 
de fcor que indica baixa correlação. O primeiro valor a entrar nessa faixa 
representará o valor de T (BOX, et al., 1994). Em caso da série apresentar 
sazonalidade, é comum que os valores entrem e saiam da faixa com a mesma 
periodicidade da sazonalidade. 
 Se fcor for uma função que mede correlação não-linear entre variáveis, como por 
exemplo, a função de informação mútua conjunta para duas variáveis, o valor de T 
corresponde ao primeiro mínimo de fcor (FRASER & SWINNEY, 1986), onde o k-
ésimo valor da função é dado por )S,S( kttfcor  . 
Cálculo de n: 
O cálculo de n na equação (A.2) é um tema junto ao qual não há um estudo teórico para sua 
definição. Em princípio, o cálculo de T serviu para identificar o número de atrasos que 
seriam úteis para a predição de valores futuros da série, por medidas de correlação linear ou 
não-linear.  
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Correlação via Informação Mútua Conjunta 
Informação Mútua é uma forma de medir a informação que uma variável detém de outra 
variável, foi inicialmente utilizada na área de comunicações e está embasada na Teoria de 
Informação (COVER & THOMAS, 1991; SHANNON & WEAVER, 1949). Posteriormente, essas 
idéias foram utilizadas para medir correlações não-lineares entre duas variáveis (CELLUCCI, 
2005;  FRASER & SWINNEY, 1986). 


























yxPI  (A.6) 
onde X e Y são variáveis que podem estar em qualquer escala. PXY(xi,yj) é a probabilidade 
conjunta de X=xi e Y=yj, PX(xi) e PY(yj) são as probabilidades marginais de X e Y, 
respectivamente, e N é o número de amostras consideradas no cálculo. 
Repare que, para o cálculo de I(X,Y), é preciso aproximar uma função densidade de 
probabilidade envolvendo duas variáveis. Nesta dissertação, foi empregado o cálculo de 
I(X,Y) baseado no trabalho de CELLUCCI (2005), que utiliza um histograma uniforme para o 
cálculo das probabilidades conjunta e marginais. 
Desvantagem da Informação Mútua 
No mesmo trabalho de CELLUCCI (2005), mostra-se que a informação mútua é sensível ao 
número de amostras da série, com o valor de T para o primeiro mínimo variando mais 
quando o número de amostras é pequeno. A estimativa fica mais confiável para um número 
de amostras mais elevado. 
Cálculo de L para as séries temporais desta dissertação 
As Figuras A.1 a A.5 a seguir mostram os resultados de aplicação das funções de auto-
correlação e de informação mútua conjunta para cada uma das séries temporais 






Figura A.1:  Esquerda: função de auto-correlação. Direita: Informação Mútua. Série Bookstore 




Figura A.2 Esquerda: função de auto-correlação. Direita: Informação Mútua.  Série Clothing store  
Série Furniture store: 
  
Figura A.3 Esquerda: função de auto-correlação.  Direita: Informação Mútua. Série Furniture store  
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Figura A.4 Esquerda: função de auto-correlação. Direita: Informação Mútua. Série Hardware store 




Figura A.5 Esquerda: função de auto-correlação. Direita: Informação Mútua.  Série Durable Consumer Goods 
Analisando as cinco série consideradas nas Figuras A.1 a A.5, identificam-se os seguintes 
valores para as variáveis T e n: 
SÉRIE TEMPORAL T n L=nT 
Book store 2 6 12 
Clothing store 4 3 12 
Furniture store 2 6 12 
Hardware store 2 6 12 
Durable Consumer Goods 3 4 12 
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Os valores de n foram escolhidos de forma a alcançar os 12 atrasos. Isto porque todas as 
séries apresentam uma forte sazonalidade anual. O cálculo da variável T foi realizado a 
partir dos gráficos da correlação via informação mútua, escolhendo o valor de T (eixo 
horizontal, que representa os atrasos da série) que corresponde ao primeiro mínimo que 
experimenta a curva de informação mútua. 
A função de auto-correlação é comumente utilizada quando a série temporal é estacionária 
e mede correlações lineares. Modelos como ARIMA utilizam esta função para a definição 
dos atrasos. Para o caso de nossas séries temporais, visto que os preditores serão RNAs, 
obtou-se por empregar os resultados obtidos via informação mútua. 
Uma outra característica das séries temporais, além das descritas no Capítulo 2, é de 
memória de longo prazo. Nas séries que possuem esta característica, a correlação 
envolvendo os valores passados cai lentamente. Na literatura, pode-se encontrar os modelos 
ARFIMA (autoregressive fractionally integrated moving average) propostos por GRANGER 
& JOYEUX (1980) e HOSKING (1981) para modelar essas séries. 
Na Figura A.6, apresenta-se um teste envolvendo uma série temporal artificial com 
memória de longo-prazo, gerada no Matlab versão 7.0: 
N=25000; 
serie = wfbm(0.7,N); 
Foram gerados 25000 pontos, dos quais apenas os últimos 1000 foram considerados (fbm 
vem do inglês fractional brownian motion). O movimento fracionário browniano foi 
proposto por MANDELBROT & VAN NESS (1968) como um meio de modelar processos 
estocásticos não-estacionários que exibem dependência de longo prazo. O movimento 
depende de um único parâmetro h, onde: 0<h<1. No caso considerado, h=0,7. O valor de 
Tmax foi ampliado para 200. 
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Figura A.6 Esquerda: série temporal fbm com 1000 pontos. Centro: função de auto-correlação. Direita: Informação 
Mútua. 
O objetivo deste teste é mostrar que, via informação mútua, uma série temporal com 
memória de longo prazo é claramente representada, onde a curva da informação mútua não 
apresenta um mínimo definido, o que diferencia das séries temporais consideradas nesta 
tese, justamente por estas não apresentarem este tipo de memória. Já o resultado via função 
de auto-correlação para a série Durable Consumer Goods daria indício de presença de 
memória de longo prazo na série (se comparássemos este gráfico com o obtido para a série 
fbm da Figura A.6). No entanto, para o mesmo caso, a informação mútua indica o contrário 
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