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Abstract 
In this paper we describe a new method for EEG signal classification in which the classification of one subject’s EEG 
signals is based on features learnt from another subject. This method applies to the power spectrum density data and 
assigns class-dependent information weights to individual features. The informative features appear to be rather similar 
among different subjects, thus supporting the view that there are subject independent general brain patterns for the same 
mental task. 
Classification is done via clustering using the intelligent k-means algorithm with the most informative features from a 
different subject. We experimentally compare our method with others. 
Key words 
EEG, Clustering, Feature extraction, Intelligent K-Means 
 
1 Introduction 
Wide research has shown that electroencephalography (EEG) signals contain useful information about the state or 
intention of the mind [1- 4]. They are considered to be one of the best non-invasive approaches to acquiring information for 
classifying mental tasks [5]. 
EEG signals may provide an individual with an alternative channel for communication with the external environ- 
ment [2, 5, 6]. It could be the only possibility to communicate with other people, if the individual is completely 
motor-paralyzed but has intact sensory and cognitive brain functions (locked-in-syndrome). In this case, the 
communication could be conducted via a brain computer interface (BCI). Other interesting applications of EEG signals 
include the diagnosis of neurological disorders and other abnormalities of the human body [1, 2], and even monitoring the 
depth of anesthesia [7]. 
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The understanding of EEG signals may provide a number of benefits, but their processing is far from being trivial. Indeed 
each electrode records the activity of thousands of neurons simultaneously [5], which makes EEG recording very noisy, and 
thus EEG patterns are difficult to discern. 
Although most of the noise is supposed to come from either within the brain or over the scalp [1], the truth is that there can 
be many other sources of noise, sometimes rather significant, such as eye movement, muscle activity, cardiac activity, 
respiration and skin potential. Also, even if the pure biological EEG source were to be noise free, amplification and 
digitalization would add noise (systematic bias) [3]. 
More irregularities in the EEG patterns may also be generated by the use of devices such as mobile phones, as research 
suggests [8, 9] exposure to pulse modulated electromagnetic fields generated by them may affect the cerebral blood flow in 
certain areas of the brain. 
Signal averaging is a well-known technique used to reduce noise by smoothing the data. This also allows estimation of the 
amplitude of signals that may be buried in noise, which involves the following, not necessarily realistic, assumptions [3]: 
 The signal and the noise are uncorrelated; 
 The timing of the signal is known; 
 A consistent signal component exists to be extracted using repeated measurements; 
 The noise is truly random with zero mean. 
The averaging technique has proven sufficiently robust to survive minor violations of the above assumptions and it is 
currently used by researchers [2, 4]. 
Another problem faced by EEG signal processors is that classifying these signals is an intrinsically high dimensional  
task [10]; a recording of one hour using 128 electrodes at 500 samples per second would generate around 0.45 GB [1]. 
In this paper we propose a method to cluster mental tasks based on anomalous patterns. Our proposed method has a 
pre-processing step that averages the power spectrum density data belonging to the same class. This allows us to find 
information weights of the most informative pixels and use solely these for clustering, reducing the noise and 
dimensionality of the data. 
Our experiments show our method to have two main advantages: (i) it enjoys a good level of accuracy compared to other 
algorithms; (ii) the weights can be reasonably similar between different subjects, so we can apply our method in a subject 
independent learning framework. The algorithm learns the information weights from one subject but cluster classes from 
another. 
2 Description of the data and the power spectrum density 
In this paper we analyze the EEG data of two healthy subjects. Their datasets were constructed by capturing 250 samples 
of data per second, under five bipolar electrodes. These electrodes followed the extended 10-20 system, a common 
standard for their position, using, cz to pz, fc1 to pc1, fc2 to pc2, fc3 to pc3, and fc4 to pc4. 
The use of this rather small number of electrodes has proven successful in our previous work [11], in spite of suggestions 
that a higher quantity of electrodes could facilitate classification [6, 12]. 
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We have set the length of a trial to be 8 seconds, and in each of these trials we instruct the subject to imagine a body 
movement (task). The subjects do not perform any actual body movement, but simply imagine performing one of the tasks 
below: 
 (T1) Moving left hand,  
 (T2) Moving right hand,  
 (T3) Moving feet. 
This set of tasks will be denoted as Ω = {T1, T2, T3}, and the two subjects from which the data have been collected, A and 
B. We have recorded 240 trials from Subject A and 120 trials from Subject B respectively. 
We have generated the power spectrum density (psd) of the original raw data, producing 71 time samples, each with 80 
features. The features consist of the spectrum over 8~45 Hz. Using 5 electrodes and 16 frequency bands, we get 80 
features. 
The interesting point of the above method is that now, each trial can be seen as an image of 71x80 pixels, and the datasets 
are then a set of such images. We refer to these images as trials in the remainder. 
In order to average the trials per task, take a set S of N trials Si (i=1, 2, …, N), and tasks ω=T1, T2, T3. We partition S, so 
that 
ܵఠ ൌ 1 ఠܰൗ ∑ ௜ܵ௜ఢௌሺఠሻ                                                                    (1) 
where Nω is the number of trials in S(ω). 
3 The method 
Feature extraction is especially important in EEG classification because of the rather high dimensionality of the datasets 
(71×80) and the fact that some features may be misleading for classification purposes. 
We follow a common structure to most BCI techniques [10], and perform the classification only after the feature extraction. 
Here the classification is made via clustering.  
3.1 Feature extraction 
Since EEG data are likely to have a certain degree of noise, assuming that this noise is truly random, it can be minimized 
by averaging the trials belonging to the same tasks by using formula (1), which leads to three averaged trials Sω, one for 
each of the tasks ω∈Ω. 
In the data used for experiments, each trial s∈S has 5680 pixels (71×80), so that it becomes important to identify a small 
group of pixels to be used as features in the follow-up clustering. 
In order to create such a group one needs a measure of importance of a pixel (m, n) (m=1,…,71; n=1,…,80) for 
classification purposes. We measure the distance of a pixel in trial s∈S to task ω∈Ω by comparing its brightness with the 
brightness of the corresponding pixel in the averaged trial Sω: 
݀ሺݏሺ݉, ݊ሻ, ωሻ ൌ |sሺm, nሻ െ Sனሺm, nሻ|ଶ																																																																					(2) 
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We refer to the pixel as being good in trial s if the difference of brightness (2) is smaller to the mean of the subset S(ω) that 
has the correct label. The goodness value for pixel (m, n) is defined then as the proportion of trials in which it is good. After 
computing the goodness values for all pixels, one can use them as the importance weights. 
Moreover, our experiments have shown that clustering results can be improved if pixels with low goodness values are 
discarded. Hence we introduce a threshold θ such that all pixels whose goodness value is less or equal than θ are removed 
from the process of classification. The features remaining after removal of all those pixels whose goodness is less or equal 
than θ =0.43 can be seen in Figures 1 (a) and (b) for subjects A and B respectively. These figures show the pixels found as 
being the most important ones for classification in the two subjects. It can be seen that the pixels before second 4 in each 
trial tend to be unimportant to the classification (check the y-axis, about the 35th time point), psds over 8~17Hz (the first 
five frequency bands in each channel) are most useful, and all the 5 channels provide important pixels and thus make 
contributions to the classification (check the x-axis).  
 
Figure 1. The features extracted for subjects A (a, left) and B (b, right). The brightness of a given pixel represents the 
proportion of trials for which it was close to the correct average trial Sω 
The Jaccard coefficient comparing both sets of features is equal to 0.452. The feature extraction algorithm is as follows: 
0. Initialize all goodness values g(m, n)=0. 
1. Calculate the mean of all trials per task Sω using formula (1). 
2. For each pixel (m, n) in each trial s. 
2.1 Calculate its distance to the same pixel in Sω using formula (2). 
2.2 If the distance is of pixel (m,n) ∈ s is closer to its peer pixel in the correct average trial S(ω), increase 
its goodness value g(m, n) by 1. 
3. Update the goodness values by dividing them by the total number of trials and remove all pixels whose 
goodness values are smaller than θ (i.e., set g(m,n) as 0). 
3.2 Classification via clustering 
Clustering is a widely used method [13-18] and K-means is probably its most well known algorithm. With it one can partition 
data into K non-overlapping clusters S={S1, S2,…, SK} without the need of previous learning. Each of these clusters is 
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represented by a centroid ck and defined by the set of entities that are closer to it rather than to other centroids. The 
objective is to minimize the sum of the within-cluster distances to the centroids as in formula 3. 
		ܹሺܵ, ܥሻ ൌ ∑ ∑ ݀ሺ݅, ܿ௞ሻ௜∈ௌೖ௄௞ୀଵ 		                                                (3) 
where d(i, ck) represents the distance between an instance and the centroid ck. The K-means algorithm is highly sensitive to 
the initial centroids it uses, and these are normally chosen at random. There are a considerable amount of algorithms that 
attempt to deal with this issue, and Intelligent K-means (iK-Means) [17] is a viable option. The original version of iK-Means 
outperforms many other algorithms used to identify good initial centroids [18]. 
IK-Means works as a pre-step to K-means. After data normalization it uses the farthest away entity from the centre of 
gravity as an initial centroid and cluster entities against it and the centre of gravity itself. These centroids are updated in 
relation to their clusters and their final values are used as initial centroids in K-means. The algorithm can be described then 
as follows:  
1) Identify the farthest away entity from the centre of gravity as an initial centroid 
2) Cluster entities using the minimum distance rule between the centroid or the centre of gravity 
3) Update the centroid to the average of its cluster 
4) Repeats 2 and 3 until stabilizes  
5) Repeats 1 to 4 until there are no more entities to cluster 
6) Removes any centroid whose cluster size is smaller than a pre-specified parameter, which we set to 1. 
7) Runs K-means using the found number of clusters and respective initial centroids.  
Intelligent K-means can also be utilized to find the number of centroids. In our case this number is known, and for this 
reason we set the parameter in step six to 1. We prefer to simply select as initial centroids the 3 which produced the largest 
clusters and then run K-means. To normalize the psd data we subtract it by its average and then divide by half its range. 
In our method we apply the iK-means to the data using only the features whose weight is higher than a pre-specified 
threshold θ. The labels generated by iK-Means are then mapped to the known tasks by using a confusion matrix 
4 Experimental results 
In our algorithm the classification of one subject’s EEG signals is based on features learnt from another subject. We find 
the results we present here rather interesting and they suggest that subject independent features could be used to 
successfully classify mental tasks.  
Another possibility would be to use our method as a starting point for subject dependent learning. Algorithms following 
the latter approach may take a considerable amount of time to learn what features are meaningful. We believe one could 
use our method to select what features those algorithms should evaluate first. 
As we know the labels of all trials per subject we measure the accuracy of our algorithm, by simply dividing the correctly 
labeled tasks by its total number and then multiply by 100. These results can be seen in table 1. 
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Table 1. The accuracy of our proposed algorithm using an optimal threshold 
Learnt from Applied to Threshold θ Accuracy 
A B 0.44 75.8% 
B A 0.43 59.2% 
We have tested our algorithm using different thresholds as one can see in figure 2.  
 
Figure 2. The accuracy of our algorithm with different thresholds for subject A and B respectively. 
From these we gather that it may be possible to have a generally good threshold that would work well in most scenarios. 
We show these results in table 2. 
Table 2. The accuracy of our proposed algorithm using a generally good threshold 
Learnt from Applied to Threshold θ Accuracy 
A B 0.43 75.0% 
B A 0.43 59.2% 
5 Comparative results 
We have experimented using other algorithms with the normalized psd datasets for subjects A and B under the same 
framework of subject independent learning. A summary of our experiments is presented in Table 3. 
Table 3. Summary of experiments 
Algorithm Learnt From Applied to (%) Parameter 
Pixel Selective iK-Means A B 75.0 θ =0.43 
















Pixel Selective iK-Means B A 59.2 θ =0.43 
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5.1 Decision tree 
We compare our method to Decision Trees. Here we use the standard decision tree [19] present in MATLAB’s Statistics 
Toolbox. The accuracy results are as below: 
 Learnt from A applied to B: 50.0% 
 Learnt from B applied to A: 58.3% 
5.2 Nearest neighbor 
In our second comparison we experiment with the K-Nearest neighbor algorithm [20]. We have experimented with several 
values for K going from 1 to 40. The accuracy results are presented below. 
 Learnt from A applied to B: 63.33% (K=17) 
 Learnt from B applied to A: 55.83% (K=13) 
We find it potentially problematic that the optimal K for both subjects is so different. In our view the experiments suggest 
that K is a subject dependent parameter that has to be found.   
5.3 Naïve Bayes 
Our third comparison is to the popular Naïve Bayes classifier. This classifier treats features independently. 
 Learnt from A apply to B: 62.50% 
 Learnt from B apply to A: 59.17% 
5.4 Random Forest 
Lastly, we compare with Random Forest [21]. In the setting we have used a total of 50 trees and selected √5680	features at 
random, as suggested, for each decision split. 
  Learnt from A apply to B: 60.83% 
  Learnt from B apply to A: 59.17% 
6 Conclusion and discussion 
In this paper we proposed a clustering method involving a measure of the goodness of pixels as both the pixel weighting 
coefficient and the pixel rejection base.  
Even taking into account that the results of EEG classification heavily depend on subjects, as was pointed out by other 
researchers [5], it can be seen in Figures 1 (a) and (b) that, although subjects A and B and provide for very different accuracy 
rates, their good pixels are somewhat similar. This suggests that there may be subject independent general brain patterns 
for the same tasks. 
Our experiments suggest that these subject independent features can be used in clustering and by consequence 
classification. We also suggest that these features could be used as a starting point for a more subject dependent feature 
selection method. We hope that this would speed up the process of learning in EEG classification algorithms. 
One can notice, too, that a good classification is not a matter of having less sparse goodness value tables: subject A even 
having a much denser feature clusters than subject B has led to poorer result. 
At this stage we find that we could attempt to get more meaning from the feature weights in instead of using a crisp 
threshold for classification, and that this meaning could be task dependent. These points will be address in our future 
research. 
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