In this paper, some relations between A-coupled-expanding and distributional chaos are studied, where A is a transition matrix. It is shown that A-coupled-expanding maps satisfying certain conditions are distributionally chaotic in a sequence. Satisfying a stronger condition they behave even distributionally chaotic.
Introduction
The concept of "A-coupled-expanding" which has been recognized as one of the important criteria of chaos for a transitive matrix A has been studied in [15] . But actually when it comes to the "A-coupled-expanding" map, it has to be noted that this notion goes back to the notion of turbulence introduced by Block and Coppel in [2] , which has been considered as an important property of chaotic behaviour for one-dimensional dynamical system. A continuous map f : I → I, where I is the unit interval, is turbulent if there exist closed non degenerated subintervals J and K with pairwise disjoint interiors such that f (J) ⊃ J ∪ K, f (K) ⊃ J ∪ K. Furthermore, it is said to be strictly turbulent if the subintervals J and K can be chosen disjoint. Actually, essentially the same concept was studied in one-dimensional dynamical system before by Misiurewicz in [5] and [6] . He called this property "horseshoe", because it is similar to the Smale's horseshoe effect. Let f : I → I be an interval map and J 1 , . . ., J n be non degenerate subintervals with pairwise disjoint interiors such that J 1 ∪ · · · ∪ J n ⊂ f (J i ) for i = 1, . . ., n. Then (J 1 , . . ., J n ) is called an n-horseshoe, or simply a horseshoe if n ≥ 2.
This concept has been more generalized for general topological dynamical systems. In [16] it has been extended from the concept of turbulence for continuous interval maps to maps in general metric spaces. Since the term turbulence is well-established in fluid mechanics, they changed the term "turbulence" to "coupled-expansion" ( [14] , [17] ). There were some results on chaos for coupled-expanding maps ( [2] , [13] , [14] , [16] , [17] and [23] ). The notion of "A-coupled-expansion" for a transitive matrix A (ACE as an abbreviation) has been introduced in [15] , which is the same as coupled-expansion if each entry of the matrix A equals to 1. Also chaotic behaviour has been investigated. Some relations between ACE and chaos of Li-Yorke or Wiggins or Devaney have been dealt with in [21] . The relation between ACE and positive entropy has been investgated in [10] and [22] .
On the other hand, since distributional scrambled sets have been introduced for the first time in [12] , a large number of papers have been devoted to the study on distributional chaos, including research on the relations between the distributional chaos and many other definitions of chaos such as Li-Yorke chaos, Devaney chaos and positive entropy (see for example [1] , [3] , [7] , [8] , [9] , [18] , [19] and [20] ). However, its relation to ACE has not been studied yet. As a result of this, it seems to be natural to find the relation between ACE and distributional chaos.
In this paper, some relations between ACE and distributional chaos are studied. It is shown that ACE maps satisfying certain conditions are distributionally chaotic in a sequence. If a stronger condition is satisfied they are even distributionally chaotic. The rest of this paper is organized as follows. In Section 2 some basic concepts and notations which will be used later are introduced. In Section 3 a sufficient condition for a strictly ACE on a compact metric space to be distributionally chaotic in a sequence is established (Theorem 3.1). Finally it is proved that under stronger conditions the map is distributionally chaotic (Theorem 3.2).
Preliminaries
Let N be the set of all natural numbers and N 0 = N ∪ {0}. Moreover, for m ≥ 2 let A = ((A) ij ) m×m be a m × m-matrix where (A) ij is the (i, j)-entry of matrix A. The definitions of transitivity, irreducibility, positivity and eventual positivity will follow (see also [21] ).
Assume that A = {1, . . . , m} be an alphabet. It is well known that the set Σ 
Definition 2.2. Let (X, d) be a compact metric space and f : X → X be a continuous map. For x, y ∈ X set
where #A denotes the cardinal number of set A. Furthermore set
The functions F xy (t) and F * xy (t) are called lower or upper distribution functions of x and y respectively. We consider the following three conditions:
If a pair of points (x, y) satisfies the condition D(k) (k = 1, 2, 3), then the pair (x, y) is called distributional chaotic pair of type k. A subset in X containing at least two points is called distributional scrambled set of type k if any two points of the subset forms distributional chaotic pair of type k. Finally f is said to be distributionally chaotic of type k (abbreviated by DBC(k)) if f has an uncountable distributional scrambled set of type k. The following definition can be found in [4] . Definition 2.3. Let (X, d) be compact metric space and f : X → X be a continuous map. Suppose that (p i ) is an increasing sequence of positive integers, x, y ∈ X and t > 0. Set
A subset D ⊂ X is called distributionally chaotic set in a sequence (in the sequence (p i )) if for any x, y ∈ D with x = y (1) there is an ε > 0 with F xy (ε, (p k )) = 0, and
If f has an uncountable distributionally chaotic set in a sequence, the map f is said to be distributionally chaotic in a sequence. Obviously distributional chaos implies distributional chaos in a sequence.
Main results
Assume that (X, d) is a compact metric space, m ≥ 2 and for 1 ≤ i ≤ m the sets V i are compact subsets of X with pairwise disjoint interiors. Let f : Suppose that f is a strictly ACE on the 
The following lemma is a slight generalization of Lemma 2.7 on p. 79 in [11] . are obviously different and have both the same length 2l+l 1 +l 2 . Setting k = 2l+l 1 +l 2 −1 this implies that (A k ) ij ≥ 2 by Lemma 2.2 on p. 76 in [11] . 
then there exists a sequence (p k ) such that f is distributionally chaotic in the sequence (p k ).
Proof. Because of (ii) and the facts presented earlier in this section,
and f n (V α ) is singleton for all n ∈ N. Obviously there is at least one symbol in α = (a 0 a 1 . . .) appearing infinitely often and without loss of generality we may assume that a 0 appearing infinitely often in α. This means that there exists a strictly increasing sequence (ν k ) in N 0 with a ν k = a 0 for all k. Now for k, n ∈ N set
It is obvious that u 
|.
This map ϕ is well defined. There exists a strictly increasing sequence (p k ) ∞ k=1 of natural numbers such that for any c ∈ Σ + 2 the p k -th entry of ϕ(c) equals a 0 . As (Σ + 2 , σ) is chaotic in the sense of Li-Yorke, it has an uncountable scrambled set which we denote by S. Put D 0 = ϕ(S). Then D 0 is also an uncountable set. Now we prove that f is distributionally chaotic in the sequence (p k ) ∞ k=1 . Using condition (ii) and the facts presented earlier in this section, one obtains that diam(V a 0 a 1 ···an ) is a nonincreasing sequence and lim n→∞ diam(V a 0 a 1 ···an ) = 0, where diam(V ) is diameter of V . Therefore for every ε > 0 there is an n 0 ∈ N such that (3) diam(V a 0 a 1 ···an ) < ε for all n ∈ N with n ≥ n 0 . For anyα ∈ D 0 we can choose a subsequence (p k j ) of (p k ) with
Because of (2) there is a subsequence (s k ′ j ) of (s i ) such thatα contains u
For anyα = (â 0â1 . . .) ∈ D 0 there exists a unique xα satisfying Vα = {xα}. If α =β ∈ D 0 then xα = xβ. Let j ∈ N and assume that i satisfies
Thus, from the definition of s i , we obtain
Since the scrambled set S ⊂ Σ + 2 contains only Li-Yorke pairs, the set {i :
Therefore, without loss of generality, we may assume that there are subsequences (p q j )
From (5) and (6) we can conclude that the map f is distributionally chaotic in the sequence (p k ).
Theorem 3.2. Under the assumptions of Theorem 3.1 and if
Proof. Denote the period of α by T . Then #{σ
V ana n+1 ...a n+i is a singleton for any n ∈ N 0 . Furthermore, for any n ∈ {0, 1, . . . , T − 1} the sequence (diam(V an...a n+i )) ∞ i=0 is nonincreasing and satisfies
Then (7) lim
Because of the irreducibility of the matrix A and the assumption ( * ) there exists an a ′ ∈ A such that (A) a ′ a 0 = 1. Hence there is an l 1 ∈ N, and there areĒ = (a 0 . . . a
For m ∈ N denote by E m the wordĒ . . .Ē (m-times repeated) or E ′ . . . E ′ (m-times repeated). In both cases E m ∈ W A . The irreducibility of A implies that there exist i, j ∈ A such that (A) a 0 i = (A) ja 0 = 1 and there is an admissible word C = (i . . . j) for the matrix A.
For p ∈ N set B p = (a 0 a 1 . . . a p−1 ). If a p−1 = a 0 letB p be the empty word. Otherwise a p−1 = a q for some q ∈ {1, 2, . . . , T − 1}. SetB p = (a q+1 . . . a T ) in this case. Now define in N withâ µ j =b µ j for all j ∈ N. Forα ∈ D 0 , let xα be any element of Vα. We prove that D x = {xα|α ∈ D 0 } is distributionally scrambled set of f . If xα, xβ ∈ D x then (7) implies that for every t > 0 there is a k ∈ N with d k < t. The choice of p i gives that |B p i | < |B p j | for i < j, and that there is an i 0 such that |B p i | > k for i ≥ i 0 . For any i ≥ i 0 denote by n i the original number of a 0 (in the sequenceα) which is arranged at the end of B p iB p i . Then we can see easily that n i ≤ p i (1 + 2 −i ) + T − 2. Assume thatα = (â 0â1 . . .) =β = (b 0b1 . . .) ∈ D 0 . From the construction of D 0 we may assume without loss of generality that there is an increasing sequence (r j ) in N such that the subword E mr j ofα consist ofĒs while the subword E mr j ofβ consists E ′ s. Denote by ν j the original number of a ′ (in the sequenceα) which is the latest a ′ in E mr j . Since ν j = m r j l 1 + 2 −r j m r j one obtains From (9) and (10) we see that any two different elements in D x form a distributional chaotic pair. As #D x = #D 0 , D x is also an uncountable set and therefore the map f is DBC(1).
