Abstract We use the time delay between tidal loading and exit-fluid temperature response for hydrothermal vents to model the poroelastic behavior and shallow upflow zone (SUZ) effective permeability structure of three mid-ocean ridge (MOR) sites with different spreading rates. Hydrothermal vents at Lucky Strike field exhibit relatively small phase lags corresponding to high SUZ effective permeabilities of ≥~10 À10 m 2 , with variations that we interpret as resulting from differences in the extrusive layer thickness. By contrast, vents at East Pacific Rise site exhibit relatively large phase lags corresponding to low SUZ effective permeabilities of ≤~10 À13 m 2 . Vents at Main Endeavour field exhibit both high and low phase lags, suggestive of a transitional behavior. Our results demonstrate that tidal forcing perturbs hydrothermal flow across the global MOR system, even in places where the tidal amplitude is very low, and that the flow response can be used to constrain variations in SUZ permeability structure beneath individual vent fields.
Introduction
The response of deep-sea hydrothermal systems to ocean tidal loading is governed by the equations of poroelasticity, which describe the response of a fluid-filled porous medium to applied stress [Biot, 1941; Rice and Cleary, 1976; Van der Kamp and Gale, 1983; Kümpel, 1991; . When a porous medium is loaded, the resultant stress is borne partly by the solid matrix and partly by the interstitial fluid. The cyclical pore fluid pressure perturbation drives interstitial fluid flow at the forcing period, producing a phase lag between the tidal loading signal and the velocity and temperature of the hydrothermal exit-fluids. The magnitude of these phase lags depends upon the system's poroelastic parameters and the upflow zone effective permeability [e.g., Wang and Davis, 1996; Wilcock and McNabb, 1996; Jupp and Schultz, 2004; Crone and Wilcock, 2005; Crone et al., 2011] . By quantifying these phase lags we can constrain the upflow zone effective permeability k up e ff À Á of young oceanic crust at hydrothermal sites where the exit-fluid velocity and/or temperature have been monitored over sufficiently long periods (e.g., large numbers of tidal cycles) [e.g., Barreyre et al., 2014b] .
Over the past two decades, studies at hydrothermal "focus" sites as part of both national and international MOR programs (e.g., RIDGE, Ridge2000, MoMAR, and InterRidge) have generated a large database of exit-fluid temperature records [e.g., Fornari et al., 1998; Kinoshita et al., 1998; Scheirer et al., 2006; Sohn, 2007; Larson et al., 2007 Larson et al., , 2009 Barreyre et al., 2014a] . However, this valuable database has not been systematically analyzed to assess how vent fields hosted in different geological and oceanographic settings respond to tidal loading. Initial results from the Lucky Strike Hydrothermal Field (LSHF) [Barreyre et al., 2014b] demonstrated that tidal loading can perturb the velocity and temperature of high-temperature exit-fluids (Figure 1) . However, the applicability of the LSHF results to other vent fields located in different volcanic/tectonic settings and subject to tidal forcing of varying amplitudes has not been established.
In this study, we analyze high-temperature (i.e., black smoker) hydrothermal time-series records from long-term monitoring experiments at the LSHF, located on the slow-spreading Mid-Atlantic Ridge at 37°17′N, the Main Endeavour Field (MEF), located on the intermediate-spreading Juan de Fuca Ridge at 47°57′N, and the hydrothermal field located on the fast-spreading East Pacific Rise (EPR) at 9°50′N (Figure 1a ). We find that most temperature records, regardless of geological or oceanographic setting, exhibit variability at both semidiurnal and diurnal tidal periods, with the strongest signal at the principal semidiurnal periods (M2, S2, N2, and K2). Cross-spectral analyses reveal robust phase relationships between exit-fluid temperature and tidal forcing for a subset of these data, which allows us to constrain and compare the shallow upflow zone (SUZ) effective permeability of vent fields from three different MORs, including structural variations within individual sites. • Captions for Figure S1 and Table S1
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Data Set
For our analyses we mined the complete set of publicly available (Marine Geoscience Data System, PANGAEA, European Multidisciplinary Seafloor and water column Observatory, and Ocean Networks Canada) exit-fluid temperature data for vents at the LSHF, MEF, and EPR sites [e. g., Fornari et al., 1998; Scheirer et al., 2006; Larson et al., 2009; Barreyre et al., 2014a] .
The data acquired come from four sets of instruments, which were used to monitor hydrothermal outflow high-temperature: the MISO high-temperature probes (at EPR and LSHF) [Fornari et al., 1998 ], the NKE S2T6000 high-temperature probes (at LSHF) [Barreyre et al., 2014a] , the resistivity-temperature probe (at MEF-S&M) [Larson et al., 2007] , and the benthic and resistivity sensors (BARS at MEF-Grotto) (user's manual for Lilley [2010] ). The instrument-independent consistency of temperature measurements (i.e., repeatability) was assured by both factory and laboratory calibrations.
We examined a total of 232 records, corresponding to~157 record-years of data, and performed quality control by removing time windows with data gaps, glitches or inconsistencies and records exhibiting low exit-fluid temperatures (<200°C, thought to correspond to probes with data that are not representative of the true effluent temperature because they were either dislodged or became insulated from the flow). The remaining 
Geophysical Research Letters

10.1002/2015GL066479
total of 206 records (111 record-years of data) constitutes a high-quality catalog of "cleaned" records that are free of known instrumentation errors. These records have highly variable lengths (days to~2 years), sampling frequencies (4 s to 288 min), resolutions (~0.025°C to~1.2°C), and data densities (104 records,~49 years of recording for EPR-9°50′N; 92 records,~60 years of recording for LSHF; and 10 records,~2.3 years of recording for MEF)- Table S1 in the supporting information. Contemporaneous measurements of the tidal loading signal at the observatory sites are limited, so for consistency we compare the exit-fluid high-temperature records to bottom pressure time-series data generated with the GOT4.7 model [Ray, 2013] . Comparison of the model data to bottom pressure measurements, when available (e.g., Figure 1b ), validates this approach by demonstrating that the phase of the model data is accurate to within 0.001°, which is much smaller than the accuracy of the phase lag estimates, as we describe below.
Results and Discussion
Phase Lags Between Tidal Forcing and Exit-Fluid Thermal Response
We estimated the coherency and phase lag between the cleaned exit-fluid high-temperature record catalog and the tidal loading data by applying multitaper [Thomson, 1982] cross-spectral methods with adaptive weighting [Percival and Walden, 1993 ] to sliding time windows. We used a range of time windows (30, 60, and 90 days) and time bandwidth products (NW = 3, 7/2, and 4) and found that a 60 day window with NW = 4 provided the best trade-off between temporal resolution and phase estimate stability given the range of sample intervals and record lengths found in the data. Phase lag uncertainties are estimated by jackknifing the independent Fourier coefficients obtained for the set of orthogonal tapers generated by the multitaper method [Efron and Stein, 1981] (average uncertainty values are given in Table 1 and more details in Tables S1  and S3 ). Removal of records shorter than 60 days resulted in a final data set for cross-spectral analyses comprising 69 records (~47.8 years of recording) for the EPR-9°50′N vents, 70 records (~58.4 years of recording) for the LSHF vents, and 5 records (~1.4 years of recording) for the MEF vents.
Exit-fluid temperature is coherent with bottom pressure in high-temperature records from all three sites at both semidiurnal (M2, S2, N2, and K2; Figures 2 and S1) and diurnal (K1 and O1-except at LSHF) periods, but the phase lag estimates do not stabilize until the coherency between tidal loading and exit-fluid temperature is ≥~0.85. Variability in the coherency and phase lag estimates is caused by noise in the exit-fluid temperature data and the fact that the temperature data can be also influenced by bottom currents at tidal periods . To minimize the impact of this variability and maximize the signal-to-noise ratio, we restricted our phase angle analysis to time windows with a coherency (γ 2 ) ≥ 0.85 at the M2 frequency. Furthermore, for data records acquired contemporaneously in the same housing (as is common in many deployments [Fornari et al., 1994 [Fornari et al., , 1996 [Fornari et al., , 1998 Barreyre et al., 2014a] ), we only used the record with the highest coherency to tidal pressure (at M2 frequency). After applying these stringent criteria for phase analysis, our final data set for poroelastic modeling consists of two records (287 60-day windows, 2.4 years of recording) for the EPR-9°50′N, 30 records (2536 60-day windows,~27 years of recording) for the LSHF, and two records (60 60-day windows,~0.8 years of recording) for the MEF (Figures 1c and  2 ). These highly coherent records exhibit stable phase lag estimates at the M2 frequency,~90% of which fall within the 135°-225°range predicted by poroelastic theory [Jupp and Schultz, 2004; Crone and Wilcock, 2005] Sohn et al. [2004] .
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(gray band on Figure 2 ), corresponding to lower outflow temperatures during high tide and higher temperatures during low tide.
We find that phase lag estimates for individual vents vary smoothly about an average value over the recording intervals (Figure 2 ), and we take these average values to represent the nominal phase lag with respect to tidal loading for each vent. The smooth, periodic (~6 months) variations around these average values are identical for all of the semidiurnal frequencies ( Figure S1 ), indicating that they are not random. These systematic variations are likely associated with oceanographic effects (e.g., bottom currents), and in principle they can be removed from the data if contemporaneous bottom current measurements are available. However, current measurements are only available for a small subset of the existing data, meaning that additional research will be required to establish systematic relationships between bottom currents and exit-fluid temperature.
We find significant differences in the average phase lag estimates from the various vent fields sampled in our study. The largest phase lag averages are observed for L vent on the EPR (207°) and S&M vent on the JdFR (217°). The smallest phase lags are observed at the LSHF, where there also appears to be a difference between vents located on the west (155°) versus the east (173°) side of the field. Intrasite variability is also evident at the MEF, where the Grotto site exhibits lags of 178°, which is~40°less than the S&M site. These differences are much larger than the phase lag uncertainties and intersite variability, indicating that they arise from deterministic differences in the subsurface permeability structure.
Our final data set for poroelastic modeling constitutes~19% of the available exit-fluid temperature data from the three study sites. This small percentage is primarily due to (1) the intrinsic difficulty of obtaining accurate fluid temperature records from deep-sea vents and (2) the relatively poor resolution (e.g., 1.2°C at EPR) of many of the temperature probes that have been deployed in the past. Poor measurement resolution precludes capturing the thermal response to tidal loading when the tidal amplitude is small (e.g., at EPR, which is near an amphidromic point). These considerations highlight the need to develop high-resolution probes and improved deployment/measurement techniques to enhance the data quality for instruments being used at seafloor observatory sites in the future. 
Geophysical Research Letters
10.1002/2015GL066479
Constraints on Effective Permeability of the Upflow Zone
Following the same methodology described by Barreyre et al. [2014b] , we use the highly coherent (γ 2 ≥ 0.85) phase lags in conjunction with the one-dimensional model of Jupp and Schultz [2004] to constrain poroelastic parameters (e.g., permeability) at the LSHF-E, LSHF-W, EPR-L, MEF-S&M, and MEFGrotto vent sites. For consistency, we use the same baseline modeling parameters (i.e., storage compressibility, porosity, bulk density, grain bulk modulus, fluid bulk modulus, and matrix-drained-modulus) for all three sites (see Table S2 ) [Crone and Wilcock, 2005 ; Barreyre et al., 2014b and references therein]. We allow for small variations in fluid density according to the oceanographic setting (depth and temperature) of each site, but the most important difference between the sites is their lithostratigraphy.
In a single-layer model, the depth of the boundary that arrests the downward propagation of the tidally induced pressure gradient (i.e., the thickness of the permeable layer, H) is a key parameter. For basalt-hosted vent fields, there are two primary lithographic interfaces where the permeability changes significantly: the extrusive/intrusive boundary (i.e., seismic layer 2A/2B) and the intrusive/cumulate boundary (i.e., seismic layer 2B/2C = magma chamber depth). These interface depths have been constrained by seismic studies for the three study sites [e.g., Detrick et al., 1987; Sohn et al., 2004; Singh et al., 2006; Van Ark et al., 2007; Arnulf et al., 2011 Arnulf et al., , 2014 Crawford et al., 2013] , which provides a template for our models (Tables 1 and S3) . We do not know, a priori, the propagation depth for the tidal loading pressure signal, so the model was run with two different values for the permeable layer thickness, H, at each site: (1) H = depth to the layer 2A/2B interface and (2) H = depth to the axial magma lens. We found that these different assumptions for H do not change the order of magnitude of the crustal upflow zone permeability required to fit the phase lag data (Tables 1 and S3 ). Given that the permeability estimates required to fit the phase lag data vary by several orders of magnitude (Figures 3 and 4) , we show that the poroelastic response to tidal loading is primarily controlled by the permeability of the upflow zone just beneath the seafloor (i.e., layer 2A).
At the EPR, where the base of layer 2A is located at the relatively shallow depth of~155 mbsf [Sohn et al., 2004] Á . For consistency, we run the different model cases using the same poroelastic and fluid parameters (i.e., using the ones of LSHF, Table S2 ), but the depth of the impermeable boundary layer, H, changes according to constraints from seismic data for each site (Tables 1 and S3 ). Average estimated phase lagsφ a ð Þ for the different fields (Tables 1 and S3 ) are shown by stars.
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although we cannot rule out permeability variations on the basis of our data alone. Transitional behaviors are observed at the MEF where the extrusive layer thickness is~450 m [Van Ark et al., 2007] . For Grotto vent, the phase lag of 217°± 2.5°requires a SUZ effective permeability of~2.5 × 10 À13 m 2 for layer 2A, whereas the smaller phase lag observed for S&M vent (178.5°± 1.5°) requires a SUZ effective permeability estimate of~2 × 10 À10 m 2 . Since the seismic data indicate the extrusive layer thickness is the same for both of these vents [Van Ark et al., 2007] , at the MEF the phase lag difference between the two sites appears to result from a variation in SUZ effective permeability rather than 2A layer thickness. Magnetics data indicate that the S&M and Grotto vents, which are separated by a distance of~150 m, are fed by distinct fluid upwelling zones [Tivey and Johnson, 2002] , and our results suggest these zones have different SUZ effective permeabilities. However, this interpretation is tentative because the phase lag estimate for the S&M vent is based on a fairly small data window (~69 days).
Overall, we model the shallow crust beneath vents with phase lags greater than 200°with a low-permeability (k up eff~1 0 À13 -10 À14 m 2 ) layer, and the shallow crust beneath vents with phase lags less than 180°with a relatively high-permeability (k up eff~1 0 À10 m 2 ) layer. This dichotomy arises from the sensitivity of the phase lag to the SUZ effective permeability (Figure 3) . If the extrusive layer upflow zone effective permeability is <~10 À11 m 2 , the temperature signal will lag the tidal loading signal by > 180°, but if the extrusive layer upflow zone effective permeability is >~10 À11 m 2 , then the phase lag will be <180°. This basic result is relatively insensitive to the permeable layer thickness, H, suggesting that phase lag estimates may provide a simple way to discern between low-versus high-upflow zone effective permeability extrusive layers at deep-sea hydrothermal vent fields. To test this hypothesis, however, it will be necessary to develop multilayer poroelastic models capable of incorporating more realistic lithostratigraphies with multiple interfaces.
To first order, the upflow zone effective permeability of the extrusive layer depends on the local tectono-magmatic history. At the slow-spreading ridges, such as the LSHF, the extrusive layer is relatively thick [Smith and Cann, 1993; Cannat, 1996; Hooft et al., 2000; Hussenoeder et al., 2002] and is tectonized by faults and fissures formed by spreading in-between relatively rare magmatic events, which provides permeable pathways for ascending fluids. In contrast, at fast-spreading ridges, such as the EPR, the extrusive layer is relatively thin and the seafloor is repaved by frequent volcanic activity [e.g., Fornari et al., 2004 Fornari et al., , 2012 , which hinders the formation of highpermeability upflow zones. This contrast in tectonomagmatic history provides the simplest explanation for the differences in phase lag that we observe, and the SUZ effective permeability structures that we infer, between the LSHF and the EPR vent fields. Our results from the intermediate-spreading JdFR are more enigmatic and 
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suggest that processes related to hydrothermal alteration and mineralization can affect the crustal upflow zone permeability immediately beneath a vent field and produce strong, localized gradients in permeability. ) [Hearn et al., 2013] . These permeability estimates are also similar to those obtained for shallow subaerial Hawaiian basalts (10 À11 to 10 À9 m 2 ) [Ingebritsen and Scholl, 1993] .
Another important outcome of our study is that MOR vent fields are sensitive to even small levels of ocean tidal loading (e.g.,~40-50 cm at the EPR compared to~200 cm at the MEF), suggesting that careful monitoring (i.e., high-resolution, high-precision, and high sampling frequency) of exit-fluid temperatures over long periods of time has the potential to constrain SUZ effective permeability at vent fields essentially anywhere on the global MOR system. Our results emphasize the importance of obtaining long-term records from deepsea hydrothermal systems in order to obtain robust statistical results, given the high-levels of noise associated with exit-fluid temperature data (e.g., previous analyses using more temporally and spatially limited data from similar instruments failed to find a relationship between tidal pressure and high-temperature exit-fluids at the EPR [Scheirer et al., 2006] ); suggesting that contemporaneous measurements of bottom currents may be important for understanding the role that currents play in modulating fluid temperatures at tidal periods. Finally, while our results indicate that the shallow crust exerts a primary control on the poroelastic response to tidal loading, it is nevertheless clear that poroelastic models incorporating multiple permeable layers, supplemented by high-resolution geophysical surveys, are needed to accurately determine the volcanic stratigraphy underlying deep-sea vent fields and model the crustal response to tidal loading.
Conclusions
We have estimated the phase lag between tidal pressure and exit-fluid temperature for high-temperature (T > 200°C) vents at three deep-sea hydrothermal fields (LSHF, EPR, and MEF) and then used this information to constrain SUZ effective permeability in a homogeneous, single-layer, analytical poroelastic model. Our principal conclusions are as follows:
1. The various vent fields in our study exhibit statistically significant phase lags that correspond to variations in shallow crustal permeability structure. Vent sites at the slow-spreading LSHF exhibit relatively small phase lags corresponding to relatively high layer 2A SUZ effective permeabilities of >~10 À10 m 2 . By contrast, vent sites at the fast-spreading EPR exhibit relatively large phase lags corresponding to relatively low layer 2A SUZ effective permeabilities of <~10 À13 m 2 . Vent sites at the intermediate-spreading JdFR exhibit both of these behaviors, but the available data are more limited. 2. Systematic phase lag differences are observed between vent sites hosted on the east versus west side of the LSHF, which can be explained as a variation in layer 2A thickness. Phase lag differences between the S&M and Grotto vent sites on the JdFR are tentatively interpreted as variations in shallow crustal permeability related to hydrothermal alteration and mineralization. 3. The phase lag between tidal pressure and exit-fluid temperature is sensitive to shallow crustal permeability (i.e., layer 2A) with a relatively sharp transition at a value of~180°from high-permeability systems (ϕ < 180°, k up eff >~10 À11 m 2 ) to low-permeability systems (ϕ > 180°, k up eff <~10 À11 m 2 ). This result needs to be refined by developing analytical solutions for poroelastic systems with multiple permeable layers.
