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This study aimed to answer two research questions.  First, is pair programming more cost effective than solo programming in 
all situations?  Second, in what situations is pair programming more cost effective than solo programming?  We adopted and 
extended economic models specified by prior researchers.  We examined two different scenarios and conducted simulations 
where we varied across a wide range of possible values.  A couple of conclusions were drawn from the study.  First, across 
the ranges of parameters studied, pair programming is more economically feasible in only a limited number of instances.  
Second, in order to achieve the economic benefit, pair programming either needs to have advantages in all of three areas 
(speed, defect, defect removing) or have substantial advantages in two areas if one area is roughly equivalent to solo 
programming.  To address the second research questions, we identified specific parameter ranges for situations where a) pair 








Solo programming is the traditional programming method where one programmer works on the programming task alone. 
Pair programming is a programming method where two programmers work on the same programming task side by side in 
front of one computer (Beck, 2000; Williams, Kessler, Cunningham, and Jeffries, 2000; Arisholm, Gallis, Dybå, and Sjøberg, 
2007). In pair programming, one programmer is the driver, and the other is the navigator.  The driver sits in front of the 
computer screen, types the code, and pays close attention to the coding details.  The navigator sits beside the driver, reviews 
the code, and takes the lead in developing alternative strategies in the event of a problem.  The programmers change roles 
periodically during the project to avoid role fatigue.   
 
Pair programming has recently emerged as an attractive alternative to solo programming.  Pair programming has enjoyed its 
worldwide prevalence (Cusumano, MacCormack, Kemerer, and Crandall, 2003) and increased adoption.  According to the 
annual survey conducted by Version One, pair programming adoption has increased by nine percent since 2008 (VersionOne, 
2011). 
 
Despite growing interest in pair programming, issues remain that prevent the majority of organizations from adopting pair 
programming.  The concern of increased overall project cost is a major obstacle.  Two major studies attempted to address the 
cost of pair programming but yielded different conclusions.  Erdogmus and Williams (2003) present a positive economic 
picture for pair programming in all situations while Padberg and Müller (2003) suggest the economic benefit of pair 
programming depends on factors such as pair speed advantage.  Since the existing literature provides conflicting answers to 
the issue of cost, corporate decision makers do not have guidelines to follow to resolve this bottom line issue.  Without clear 
cost benefits, given the fact that the majority of the software development companies are financially conscious, transition 
from solo to pair programming is difficult to argue for. 
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To fill this gap, this research extends findings from the two studies and aims to answer the following research questions: 1) Is 
pair programming more cost effective than solo programming in all situations?  2) If not, then in what situation is pair 
programming more cost effective than solo programming?   
 
Several steps were taken to address these questions.  First, results from the two studies were examined and replicated by 
using the same models and parameters.  Second, for each of the models, a wide range of parameters based on distributions 
were adopted.  Third, parameter ranges for three situations were identified: 1) pair programming is more cost effective than 
solo; 2) solo programming is more cost effective than pair; 3) there is no difference between the two programming 
approaches. This study makes two major contributions.  First, it synthesizes existing literature, and extends those findings 
through replication and extension. Second, it provides practical guidance to the industry when one needs to decide which 
programming method to adopt.  
 
The paper is organized as follows.  The first section provides literature review on economics of pair programming.  Next, we 
discuss the theoretical foundation.  We then propose research hypotheses and research model, followed by research methods 




Since the focus of this paper is on the economics of pair programming, only literature related to this specific topic is 
presented.  For a comprehensive literature review on pair programming, please see Sun (2011). 
 
Studies are split in their conclusions regarding whether pair programming reduces the overall cost of a software development 
project compared to solo. Some anecdotal evidence suggests pair programming will reduce the overall cost of a project while 
others believe the benefits of pair programming do not justify the increased expense of the second programmer. Stephen 
Hutchinson, senior technical architect at Royal & Sun Alliance Insurance Group, claims pairing two developers on each 
assignment helped the company come in 15% lower than the projected budget (Copeland, April 2001).  An application 
development manager at a major U.S. bank commented the cost issue was moot because through pair programming there 
would be fewer defects and less time would be spent on bug fixing (Radding, 2002). In contrast, Larry Zucker, executive 
director of application development at Dollar Rent-a-Car Systems in Tulsa, Oklahoma, said that while he appreciated the 
benefits of having two programmers on one task, the gains did not justify the doubled expense.  He also expressed the fear 
that the programming process could turn into a social event (Copeland, 2001a). This same view was echoed by several other 
reports.  For example, Stephens and Rosenberg (2003) identified cost as the major issue facing a decision to employ pair 
programming; Aiken’s (2004) interview of three developers identified the same view: there are surely additional development 
costs, especially because productivity might suffer at first while people are adjusting; and Luck (2004) reported a 15% extra 
cost from an industrial experience.  
 
As with the practitioner community, conclusions drawn from the academic literature are also mixed. Müller (2006) found no 
difference in terms of development cost between a pair and a solo implementation if the cost for developing programs of a 
similar level of correctness was concerned, while Rostaher and Hericko (2002) revealed the average time spent to complete 
all three tasks by solo and pair programmers was very similar, which means pairs needed almost twice as much time and 
basically doubled the cost.  Furthermore, two major studies attempted to address the economics of pair programming and 
yielded markedly different conclusions.  In one study pair programming was more cost effective than solo programming in 
all situations (Erdogmus and Williams, 2003), whereas in the other the economic benefit of pair programming depended on 
several factors (Padberg and Müller, 2003). Given that these two studies represent major efforts in addressing the cost 
benefits of pair programming vs. solo, we present a summary of the studies below. It should be noted that Müller and 
Padberg (2002) and Müller and Padberg (2003) appear to be earlier reports of studies similar to Padberg and Müller (2003). 
Since Padberg and Müller (2003) provided more comprehensive discussions of the study, only Padberg and Müller (2003) is 
presented here.  
 
Erdogmus and Williams (2003) conducted a major research effort on the economics of pair programming. Three empirical 
parameters were crucial to their model: productivity (LOC/hour), defect rate (defects/LOC), and rework speed (defects 
fixed/hours). The abstract models for solo and pair used by the researchers is shown below (where π is productivity, β is 
defect rate, and p is rework speed): 
Solo = {N=1, π=25.0, β=0.00585, p=0.0303} 
Pair = {N=2, π=43.478, β=0.00351, p=0.0527} 
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Based on these parameters, the authors compared solo and pair on three measures: efficiency, unit effort, and unit time, and 
revealed that pair was better in all of the three metrics: nearly 100% improvement in efficiency, over 40% reduction in unit 
effort, and over 70% reduction in unit time. The authors then considered two value realization models: single-point delivery 
(value realized at the end) and incremental delivery (value realized incrementally on a continuous basis). The comparison of 
solo and pair based on breakeven unit value ratio (solo breakeven unit value/pair breakeven unit value) suggested that pair 
was better in both situations.  
 
Padberg and Müller (2003) constructed a mathematical model and applied the model in two different scenarios: solo 
development and pair development.  To realize the models, the authors adopted several parameter values: pair speed 
advantage ranged from 1.3 to 1.8 (which should be interpreted as pair being 23 to 44 percent faster than solo), and pair defect 
advantage was set to 15% (meaning pair produced 15 percent fewer defects than solo). Based on the model analysis, several 
conclusions were drawn. First, the pair speed advantage and pair defect advantage have a strong impact on the value of a pair 
programming project. Second, pair programming appears beneficial when the market pressure is really strong and 
programmers are much faster when working in pairs as compared to working alone. Third, if the workforce is limited, it will 
take a pair programming project a very strong market pressure, a large pair speed advantage, and a significant pair defect 
advantage to break even with the solo programming project.  
 
To summarize, there is little consensus regarding the gains of pair programming on overall project cost.  In particular, the two 
main economic studies took similar approaches yet yielded different conclusions.  Both of the models were severely 
restricted by the lack of reliable parameter values.  Erdogmus and Williams (2003) heavily relied on productivity, defect rate, 
and rework speed, and Padberg and Müller (2003) depended on the data of pair speed advantage and pair defect advantage. 
However, empirical evidence of these data items was very limited (Erdogmus and Williams, 2003; Padberg and Müller, 
2003). The research contained herein attempted to mitigate this limitation through the exploration of wide range of 




Several methods are present to measure the economic feasibility of a software project.  One is net present value (NPV) which 
measures the differences between the present value of benefits derived from the project and the present value of costs 
incurred in its development.  Two different formulation have been employed.  One is used by Erdogmus (1999): NPV = 
(Asset value – Operation cost)/(1 + Product risk)Development cost – Development cost +Flexibility value.  The other is 
applied by Padberg and Müller (2003):NPV = (Asset value)/(( 1 + Discount rate )^Dev Time – Dev Cost) 
Another method to examine economic feasibility is breakeven analysis.  Ergomus and Williams (2003) use the following 
formula to compare two development methods: Breakeven Unit Value Ratio (BUVR) = BUV (solo) / BUV (pair).  BUV is the 
threshold value of V above which NPV is positive; V is measured in $/LOC and represents the fixed increase in earned value 
per each additional unit of output produced.  They state that as the ratio increases, the advantage of pair over solo also 
increases. In this study, we adopted the mathematical formulation developed by Padberg and Müller (2003).  Future studies 
will investigate other alternatives. 
RESEARCH MODEL 
 
In this section, we discuss the basis of our parameter assumptions and how they are different from the ones made by the 




Numerous stories from industry indicate pair programming has led to lower defect rate (e.g. Jensen 2003; Anthes 2004; 
Fitzgerald and Hartnett 2005).  This anecdotal claim has been supported by academic-based empirical studies involving 
college students as well as practitioners (e.g. Nosek 1998; Lui and Chan 2003; McDowell et al., 2003; 2006; Williams et al., 
2003; Vanhanen and Lassenius 2007).   
 
Despite the overwhelming support for the relationship between pair programming and the reduction in defect rate, several 
studies yielded mixed results for this assertion.  Studies found defect density was not affected by development methods (e.g. 
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Hulkko and Abrahamsson 2005), and reduction in defect rate was not consistent within a task nor across tasks or projects (e.g. 
Vanhanen and Lassenius 2005; Vanhanen and Korpi 2007). Some studies noted the defect advantage gained by pair 
programming might be dependent on the complexity of the task (Al-Kilidar, Parkin, Aurum, and Jeffery 2005; Arisholm et al. 
2007).  Additionally, Balijepally et al. (2009) concluded a pair was not necessarily better than a solo. They compared the 
performance of pairs with those of the best performers and the second best performers and found that pairs performed at the 
level above the second best performers but no better than the best performers.  
 
Based on findings from previous study, we make the following assumption: 
 
Pair programming does not warrant a lower defect rate than solo programming in all situations. 
 
This is different from the assumption adopted by Padberg and Müller (2003) and Erdogmus and Williams (2003).  Both of 
the previous economic studies assumed pair programming produces fewer defects than solo programming.  In Padberg and 
Müller (2003), pair programming had 15 percent fewer defects than solo; in Erdogmus and Williams (2003), the parameters 




Similar to defect rate, results on which programming method leads to faster delivery are mixed.  Some reported pair 
programming was faster than solo programming (e.g.. VanDegrift 2004; Williams, Shukla, and Anton 2004; Nedland 2005) 
while others noted pair programming had no speed advantage at all and in some cases solo was faster than pair due to 
parallelism (e.g. Parrish et al. 2004; Hulkko and Abrahamson 2005; Vanhanen and Lassenius 2005).  
 
Therefore, we make the following assumption: 
 
Pair programming is not faster than solo programming in all situations.   
 
This, once again, is different from what was adopted by Padberg and Müller (2003) and Erdogmus and Williams (2003).  In 
the simulations conducted by Padberg and Müller, values ranging from 1.3 to 1.8 were used for the pair speed advantage, 
meaning pair programming requires 23 to 44 percent shorter time to completion for tasks than solo programming.  In 
Erdogmus and Williams (2003), the parameters for productivity were 25 LOC/hour for solo, and 43.478 for pair, suggesting 




Empirical studies regarding rework speed is very limited.  When deriving rework speed for pair programming, Erdogmus and 
Williams (2003) assumed pairs could achieve rework productivity gains comparable to those reported for the initial 
development activities.  Following the same argument, given our earlier statement on productivity, we make the following 
assumption: 
 
Pair programming is not faster than solo programming regarding rework in all situations. 
 
This is different from the assumption Erdogmus and Williams (2003) made.  In their model, Erdogmus and Williams used 
0.0303/hour for solo, and 0.0527/hour for pair, implying pair programming was 1.4 times faster than solo programming 
fixing defects.  Padberg and Müller (2003) didn’t use this parameter in their model. 
 
Market Pressure and Number of Developers 
 
Market pressure is measured by discount rate.  The higher the discount rate, the higher the market pressure.  Net present 
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Therefore, the higher the discount rate, the lower the net present value. The number of developers has an effect on net present 
value as well.  As suggested by the model (presented in the Analysis section), a higher number of developers leads to low net 
present value through its effects on development cost. 
 
Net Present Value 
 
Based on the above discussions and the nature of the mathematic formula, we hypothesize: 
 
Pair programing does not necessarily have higher NPV than solo programming.  Whether pair programming is 
more cost effective than solo programming depends on the ranges of parameters used in the NPV calculations. 
 








The results from the previous two economic studies were examined and replicated in order to make sure we understood their 
procedures accurately.  The study results reported by Padberg and Müller (2003) were replicated with ease thanks to its clear 
presentation of the analysis steps and results.  Therefore, the following discussion largely focused around the work we did 
based on Padberg and Müller (2003). 
 
In this research we conducted a simulation where we varied variables across a wide range of possible values.  We adopted the 
economic model specified by Padberg and Müller (2003) and modified it to incorporate an additional variable, representing a 
potential advantage of pair programming when it comes to removing defects, which was included by Erdogmus and Williams 
(2003). We also examined two scenarios identified by Padberg and Müller (2003) with regards to the relationship between 
number of solo developers and number of pairs.  These modifications are discussed next. 
 
In the base model by Padberg and Müller (2003), a quality assurance phase was included only for the solo programming 
approach, as the formula for this phase was developed to represent the differential advantage that pair programming would 
have with respect to solo programming regarding the number of defects left in the code after original development was 
finished. However, Erdogmus and Williams (2003) argue that pair programming could also exhibit improved performance in 
removing all defects, in addition to having fewer defects in the original code. In order to incorporate this variable into the 
base model by Padberg and Müller (2003), we developed separate formulas for quality assurance that represent the time both 
solo and pair programming approaches would take to complete this task, not just the difference between the two, as in 
Padberg and Müller (2003).  
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Additionally, two alternative scenario specifications were examined. In the first scenario, which represents a workforce that is 
limited to developers currently employed by the organization, the number of pairs equals half the number of developers. This 
scenario represents the case of a manager who is tasked with choosing the best approach to organize a fixed number of 
developers (solo or in pairs) for a project. In the second scenario, we assumed that a manager has a fixed number of tasks that 
need to be carried out and can thus choose to assign either a single developer to each or a pair of developers to each task. This 
is consistent with the possibility of augmenting the number of available developers if a pair programming approach is chosen. 
In this scenario, the number of solo developers is constrained to equal the number of pairs. 
 
Our approach builds on the base formulation of the economic model by Padberg and Müller (2003) and further extends it by 
incorporating an additional variable that is representative of potential differences between developers working alone or in 
pairs; that is, whether pairs have an advantage when it comes to the time taken to remove defects (note that this is different 
than arguably producing fewer defects to begin with). In addition, our analysis is based on a wide range of possible values for 
the independent variables, whereas the work of Padberg and Müller (2003) presented only results for selected values of those, 
which limits the generalizability of their conclusions. 
 
The formulas employed for the economic model are as follows, where the subscript SP indicates solo programming, whereas 







Inputs to these equations were either kept fixed or varied across a range of plausible conditions (see Table 1 for the input 
parameters used in the simulation).  Fixed variable values are adopted from Padberg and Müller (2003) to ease the 
comparability of results (even though other values are possible).  The remaining inputs, which represent the variables of 
interest in the simulation, were varied in 0.05 increments except number of developers which is in increments of 2.  This 
yielded a total of 15x33x33x33x5 = 2,695,275 possible combinations. Using the same inputs, the simulation was conducted 
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Table 1. Input Parameters 
 
 
The dependent variable of interest was the difference between the net present value for each of the two alternative approaches 
to programming (i.e., solo vs. pair). Main results were obtained with an indicator variable coded to indicate whether the net 
present value for the two approaches was within five percent of each other (which was considered equally acceptable), 
whether the net present value of pair approach was more than five percent larger than solo, or the other way around, resulting 
in three different values for this variable. The resulting dataset was then subject to a classification tree analysis, whereas the 
data are split into segments that are as homogenous as possible with regards to the dependent variable by choosing 
appropriate cutoff values for the independent variables. In this analysis, the independent variables were those that were varied 
in the simulation, and the dependent variable was the indicator variable just discussed. The analysis was conducted separately 




As stated in the Analysis section, two scenarios were considered.  In the first scenario, the number of pairs equals half the 
number of developers, in which case the total number of developers assigned to the programming tasks is the same for both 
programming methods. In the second scenario, the number of solo developers is constrained to equal the number of pairs; 
therefore pair programming has twice as many developers as solo programming.  Simulation results from both scenarios are 
presented below. 
 
Scenario 1 – Fixed Number of Total Developers 
 
When there are a fixed number of developers that can be organized as either solo programmers or working in pairs - includes 
three values: solo is better, pair is better, or they are within a 5% range of each other and thus considered equally acceptable 
alternatives to organize programmers, the classification tree algorithm converges to a solution with 23 terminal nodes. In this 
scenario, only three of the independent variables were needed to obtain the classification (PairSpeedAdvantage, 
PairDefectRemovalAdvantage, and PairDefectAdvantage), whereas the other two variables (DiscountRate and 
NumOfDevelopers) did not influence the results. This is consistent with findings by Padberg and Müller (2003), who note 
that in this scenario the discount rate employed did not seem to affect the results (the authors did not vary the number of 
developers in their models). Table 2 shows the resulting nodes, the cutoff values of the three independent variables, the 
number of cases in each node, and the expected outcome.  Of all possible combinations, 91.8% (or 2,473,438 cases) were 
classified as favoring solo programming, and 4.5% (or 120,363 cases) as favoring pair programming, with the remainder 
classified as equally acceptable. The accuracy of the classification is not shown as the algorithm provides a mean expected 
value for each node that cannot be meaningfully converted as was the case when the dependent variable was only binary. 
However, the mean value within each node is employed to split each branch into nodes where their mean values are 
significantly different, even if leading to the same qualitative conclusion; for example, two contiguous nodes may lead to the 
conclusion that solo programming is more beneficial than working in pairs, but with significantly different levels of accuracy 
in that conclusion, which leads the algorithm to create two nodes instead of merging them into a single one.   
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Table 2. Scenario 1 - Simulation Results  
 
 
In our results, 4.5% (or 120,363 cases) resulted in the net present value of the pair programmers being higher than that of the 
same number of programmers working in solos. That is, nodes 8, 15, 21-23, see Table 3.   1.2% (or 32,700 cases) resulted in 
the net present values of the two programming approaches are about the same.  That is, nodes 7 and 19, see Table 4. 
 
 
Table 3. Scenario 1 - Pair Better than Solo  
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Table 4. Scenario 1 - Pair and Solo Equally Acceptable 
 
 
Scenario 2 – Fixed Number of Tasks 
 
The second part of this simulation includes those conditions where the number of tasks in a development project is fixed and 
managers face the alternative of assigning each task to a solo developer or to a pair of them, with the consequent increases in 
personnel expense associated with the second alternative. Furthermore, it is assumed here that managers can either hire 
qualified personnel or allocate existing developers from other projects to the focal one. This is consistent with the scenario 
presented by Padberg and Müller (2003) as well. Thus, in these results, the simulation described above is constrained such 
that NumOfDevelopers = NumOfPairs. Using the same ranges for the variable parameters as before the number of 
combinations totaled 2,695,275. A similar approach of having a trinary dependent variable (solo is better or pair is better or 
the two methods are equally acceptable when their net present value are within 5% of each other) was employed. 
 
The classification tree algorithm employed four independent variables to classify the outcomes of the simulation, in order of 
importance: PairSpeedAdvantage, PairDefectRemovalAdvantage, PairDefectAdvantage, and DiscountRate. Out of all cases 
80.5 percent (or 2,168,381 cases) were classified as solo programming superior to pair programming, 5% (or 135,170 cases) 
as equally acceptable, and the remaining 14.% (or 391,724) as pair programming more profitable than solo programming. 
Table 5 shows the results of the classification tree analysis.   
 
Table 5. Scenario 2 - Simulation Results  
 
 
Sun et al.   Economics of Pair Programming 
 
 
Proceedings of the Eighteenth Americas Conference on Information Systems, Seattle, Washington, August 9-12, 2012.                              10 
 
Table 6 lists nodes where pair programming is more profitable than solo programming, whereas Table 7 shows those 
combinations of the independent variables for which both alternatives are considered to be equivalent (e.g., within 5% of 
each other).  
 










This study aimed to answer two research questions.  First, is pair programming more cost effective than solo programming in 
all situations?  Second, in what situations is pair programming more cost effective than solo programming?  We adopted the 
economic model specified by Padberg and Müller (2003) and modified it to incorporate rework speed, which was included by 
Erdogmus and Williams (2003).  We examined two different scenarios and conducted simulations where we varied across a 
wide range of possible values.  From the 1st scenario – fixed number of total developers, by focusing on those nodes where 
the results were classified as favoring the pair programming approach (that is, nodes 8, 15, 21-23 in Table 3), the following 
conclusions can be drawn. First, across the ranges of parameters studied here, pair programming emerges as more 
economically beneficial in only a limited number of instances. Second, those occur only when the speed advantage of pair 
over solo is quite large, in the order of pairs begin 40% to 50% faster than solo or more in their development work, while 
producing also significantly fewer defects in their code. Third, the discount rate applicable to the project does not seem to 
have a major effect in the outcome; this is consistent with conclusions reached by Padberg and Müller (2003) in this regard. 
From the 2nd scenario – fixed number of tasks, several conclusions can be reached. First, though more than in the first 
scenario, it is still the case that solo programming appears superior to pair programming in a wide range of cases. Second, 
though discount rate was included by the classification tree algorithm as valuable in describing the data resulting from the 
simulation, its explanatory power is somewhat limited, as there was a single combination of parameters where discount rate 
provided value in addition to the other variables in the model. Third, the ranges of the independent parameters in which pair 
programming is considered better and broader than that for the first scenario, which is also consistent with limited results 
from Padberg and Müller (2003). In particular, these indicate that there are a number of conditions where solo programming 
may be ahead in terms of specific aspects of development, such as introducing fewer defects than when working in pairs, and 
still pair programming could come ahead nonetheless. This emphasizes the importance of pair speed advantage as a central 
variable in the comparison between the two approaches, which underscores the need for further research to understand its 
behavior in more detail. 
 
In conclusion, our answer to the first research questions is: pair programming is not cost effective than solo programming in 
all situations.  As a matter of fact, across the ranges of parameters studied, pair programming is more economically feasible 
in only a limited number of instances.  Our answer to the second research question is: in order to achieve the economic 
benefit, pair programming either needs to have advantages in all of three areas (speed, defect, defect removing) or have 
substantial advantages in two areas if one area is roughly equivalent to solo programming.  To address the second research 
questions, we identified the parameter ranges where pair is better than solo, pair is equivalent to solo, and solo is better than 
pair.  The specific parameter ranges were stated explicitly in the Results section. 
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This study makes several contributions.  First, it synthesizes existing literature, and extends those findings through replication 
and extension.  Second, our results suggest whether pair programming is more economically feasible than solo programming 
depends on combination of multiple factors.  Focusing on isolated factors or having too restricted assumptions on the 
parameter values tends to produce incomplete picture of the two programming methods.  It reveals the importance of 
considering multiple factors simultaneously when building the economic theories of pair programming.  Finally, since our 
study provides specific parameter ranges of when one programming is more economical than the other, organizations can use 
these as guidelines to decide which approach to take based on data collected from their own projects.  
 
LIMITATION AND FUTURE RESEARCH 
 
This study has a couple of limitations.  First, we didn’t vary several important variables, e.g. project size, salary.  However, 
we did this so we could more easily compare results of our approach to Padberg and Muller’s. Second, in our simulation, we 
adopted a static mathematic model, where the complex dynamics of software development was not reflected.  This was partly 
due to the fact that our primary goal of this study was to replicate and extend previous studies, therefore our choice was 
limited to what was previously done.  In addition, the mathematical model is a legitimate approach and provides insights to 
the economics of software development from its own unique angle.   
 
There are several areas for future research.  One is to complete the data analysis using breakeven points as outlined by 
Ergomus and Williams (2003) and report their results.  The other is to supplement the current approach with a different way 
to calculate software development cost (e.g. the total cost is the sum of development cost, defect cost, etc.) by using data 
collected from other studies.  We would also like to dynamically simulate the software development process and hope to gain 
a more complete picture of how programming methods such as solo vs. pair influence different phases of software 
development activities. 
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