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Introdution
In 1964, P. Hohenberg and W. Kohn
1
published a pair of theorems
onstituting the basis for Density Funtional Theory (DFT). Only one
year later, the development of the Kohn-Sham (KS) sheme allowed to
make the DFT a pratial theory for all kind of (intended) alulations,
as it is known today (KS-DFT). These authors showed that there always
exists a one-to-one relation (orrespondene) between the energy and the
eletron density of a system, i.e. it is in priniple possible to obtain di-
retly the exat energy from this density through an universal funtional.
However, the mathematial formulation that delivers this energy is still
unknown, although some examples have showed that it an be numeri-
ally onstruted from an exat (aurate) wavefuntion for some model
systems. Note how this approah ompletely irumvents the paths las-
sially forming the ore of Quantum Chemistry: the wavefuntion is no
longer needed and the assoiated Shrödinger equation does not need
to be orrespondingly solved. The key is thus to model or mimi the
subtle eets dominating matter at the quantum sale by means of a
funtional of the eletroni density. The mahinery should aurately in-
lude exhange and orrelation eets, in order to address struture and
bonding of moleules, and it should be more advantageous than the ab
initio methods, either by reduing the omputational ost assoiated to
any alulation or by introduing theoretial onepts able to rationalise
hemial reativity or morphologies.
1
In 1998, Walter Kohn reeived (shared with John A. Pople) the Nobel prize in Chemistry
for his work on DFT.
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It was not until the 1980s that the rst reasonable approximations
to that universal funtional were proposed. That means to dispose of
expressions able to deliver the stabilising eets of matter arising from
a purely quantum-mehanial (non-lassial) origin after inserting the
density of any system into the spei hosen mathematial form. The
development of these expressions (the density funtionals) is normally
a hard and painstaking work, and often underestimated by the ommu-
nity. Apart from the older Loal Density Approximation (LDA), whih is,
however, still appreiated in some elds of Physis, the extension oined
as Generalized Gradient Approximation (GGA), the hybrid funtionals
ontaining a portion of exat-like (Hartree-Fok) exhange, but alu-
lated with the KS orbitals, the meta-GGA funtionals, the double hybrid
funtionals also ontaining a portion of the nearly exat (perturbative)
orrelation, loal hybrid funtionals, and the reently developed range-
separated hybrid funtionals are available today for running any alu-
lation. The (admittedly) proliferation of funtionals have provoked two
(apparently ontraditory) eets: (i) routine alulations plague nowa-
days almost all existing elds; and (ii) autions must be taken and experi-
ene in use is needed more than ever. Furthermore, sine the odes, where
density funtionals are implemented, are sometimes obsure, one needs
to alibrate rst the methodology before next takling the interested sys-
tems. Also note that the results are sometimes system-dependent and/or
property-dependent, whih implies to analyse arefully how the results
evolve or ompare with losely related data before onluding, and that
omparison with experimental data may need to model solvent eets or
nanostrutured systems, whih ompliate the task further.
We would also like to mention that, before any attempt to apply
DFT further in your areer and in onnetion with previous warnings, a
suessful researh strategy in Quantum and Computational Chemistry,
independently of the theory involved behind that statement, needs to pro-
vide a manifold of results with: (i) preditive harater (high auray);
and (ii) independent to any experimental information. The following
owhart tries to summarise the main steps that need to be followed:
Introdution xiii
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Stable Conclusions
END
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of Theory
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First, one should learly dene the aim of the study, as preisely as
possible. This is probably one of the most important parts of any researh
and should not be underweighted. Then, extensive literature reviewing
would provide the sienti bakground of the topi. The analysis of
previous information has to be reviewed with an open mind, trying to
summarise previous levels of theory used and its ahievements. The
review inludes the omputational pakages whih were used and why.
One the atual omputations take plae at a given level of the theory,
and the results have been arefully analysed and double-heked for er-
rors, two key questions arise: (i) might the onlusions be improved by
further theoretial improvements?; and (ii) do they aomplish the ini-
tial objetive? If not, keep ghting! Proper ations have to be taken if
the alulations do not guarantee the required levels of quality or do not
provide unbiased onlusions.
xiv Introdution
Last but not least, Siene is the foundation of tehnology that drives
muh of the modern eonomy and the well-being of nations and their
itizens. The seond half of the 20th entury and, in partiular, the rst
deade of the 21st entury has seen a near-exponential growth in world-
wide siene. Therefore, we an not avoid to relate the researh skethed
through these lines and the Nanotehnology issue. Nanotehnology is
very diverse, ranging from extensions of onventional devie physis to
ompletely new approahes based upon moleular self-assembly, from de-
veloping new materials with dimensions on the nanosale to investigating
whether we an diretly ontrol matter on the atomi sale. Nanoteh-
nology may be able to reate many new materials and devies with a vast
range of appliations, suh as in mediine, eletronis, biomaterials and
energy prodution.
Nanotehnology is the study of manipulating matter on an atomi and
moleular sale. Generally speaking, nanotehnology deals with stru-
tures sized
2
between 1 to 100 nm in at least one dimension, and involves
developing materials or devies possessing at least one dimension within
that size. A number of physial phenomena beome pronouned as the
size of the system dereases. These inlude statistial mehanial eets,
as well as quantum mehanial eets, whih is in the quantum realm.
We hasten to say that mehanial, eletrial, optial, et. properties
hange when ompared to marosopi systems.
The rst use of the onepts found in 'nano-tehnology' (but pre-
dating the use of that name) was in There's Plenty of Room at the
Bottom", a talk given by physiist Rihard Feynman at an Amerian
2
1 nm is one billionth, or 10−9, of a metre. In omparison, typial C-based bond lengths,
are in the range 0.10− 0.15 nm, and a DNA double-helix has a diameter around 2 nm. On
the other hand, the smallest ellular life-forms, the bateria of the genus Myoplasma, are
around 200 nm in length. By onvention, nanotehnology is taken as the sale range 1 to
100 nm following the denition used by the National Nanotehnology Initiative in the US.
The lower limit is set by the size of atoms (hydrogen has the smallest atoms, whih are
approximately a quarter of a nm diameter) as nanotehnology must build its devies from
atoms and moleules. The upper limit is more or less arbitrary, but it is around the size that
phenomena not observed in larger strutures start to beome apparent and an be made use
of in the nano devie.
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Physial Soiety meeting at the California Institute of Tehnology (Cal-
teh) on Deember 29, 1959. Feynman desribed a proess by whih the
ability to manipulate individual atoms and moleules might be developed,
using one set of preise tools to build and operate another proportionally
smaller set, and so on down to the needed sale. In the ourse of this, he
noted, saling issues would arise from the hanging magnitude of various
physial phenomena: for instane, gravity would beome less important
while van der Waals attration would beome inreasingly more signi-
ant.
Today, modern syntheti hemistry has reahed the point where it
is possible to prepare small moleules to almost any struture. This
ability raises the question of extending this kind of ontrol to the next-
larger level, seeking methods to assemble these single moleules into
supramoleular assemblies onsisting of many moleules arranged in a
well dened manner through a bottom-up approah. The onept of
moleular reognition is espeially important: moleules an be designed
so that a spei onguration or arrangement is favoured due to inter-
moleular fores. We believe that any reader ould infer from this short
desription on how important (an will endless be) the quantum physi-
al eets at this stage are and how preise a quantum-hemial method
needs to be. Let's try to also pave the way in this diretion.
Finally, it would also be onvenient to announe in advane the soures
of this work. The M.S. ourse Introdution to Density Funtional The-
ory is part of a larger blok of knowledge alled Theory and simulations
in Materials Siene" of the M.S., and developed by the Faulty of Si-
ene at the University of Aliante. This 3 ECTS ourse ombines letures,
questions and answers, exerises and problems (test of knowledge), hand-
on experiments, self-evaluation tests, reading key papers and hapters,
et. Also note that the ontent of eah leture is later illustrated through
real-world (published) results by the author. Thus, this material is in-
tended to be used as notebook rather than as a textbook by the audiene.
Also note that it is ompletely unreliable to over every detail within the
rih eld of DFT just in 30 h. of in-person teahing ativities. We thank
the reader in advane for, if you will forgive the repetition, the reading
xvi Introdution
of this material.
We hope to introdue to you to this fasinating adventure through
the use of DFT; your eorts are highly welome now and forever!
Prof. Juan Carlos Sanho Garía
E-mail: j.sanhoua.es
Quantum Chemistry Laboratory
Departament of Physial Chemistry
University of Aliante, 2013
Chapter 1
Quantum Chemists: searhing
for the right answer for the
right reason
1.1 Who we are
• The purpose of our work: provide new and reliable knowledge,
through formulating driven hypothesis, gathering and analysing
data, as well as its later ritial assessment.
• The ambition of our work: aquire and disseminate suh knowl-
edge, without any prejudie, and without any restrition far beyond
those ditated by the most rigorous quality assessment, ruling si-
enti researh at an international and ompetitive framework.
• The intention of our work: serve the itizenship, the soial welfare
state, and to ahieve a lean and sustainable development; without
infringing or reognising researh as an essential element of our
soiety and human ondition as an intelligent being.
1.2 What we do
• Talking about what ?
◦ P. A. M. Dira (1929): The fundamental laws neessary for
1
2 1.2. What we do
the mathematial treatment of a large part of physis and the
whole of hemistry are thus ompletely known, and the di-
ulty lies in the fat that the appliation of these laws leads to
equations that are too ompliated to be solved.
◦ H. Eyring et al. (1944): Problems in hemistry had been on-
verted by quantum mehanis into problems in applied math-
ematis.
◦ P. A. M. Dira (1963): If one has really a sound insight, one is
on a sure line of progress. If there is not a omplete agreement
between the results of one's work and experiment, one should
not allow oneself to be disouraged, beause the disrepanies
will be leared up with further developments of the theory.
• Quantum and Computational Chemistry: state-of-the-art (I)
◦ Fast emerging area whih is used for the modeling and sim-
ulation of hemial and biologial systems in order to under-
stand and predit their behaviour at the moleular level.
◦ It has also an envisioned wide range of appliations in many
disiplines: materials siene, hemial engineering, biomediine,
et. It an assist in the design and optimisation of new and
existing proesses and produts.
◦ It is probably the easiest route or gateway to the fast-growing
disipline of nanosiene and nanotehnology, whih is ex-
peted to revolutionise the industrial setor in the oming deades.
◦ Experimentally deal nanometer-sized objets usually need ex-
pensive tehniques; however, simulations of nanosystems an
be today performed on not-so-ostly Symmetri Multipro-
essing Arhitetures or the reent deployment of GPU teh-
nology.
• Quantum and Computational Chemistry: state-of-the-art (II)
◦ As we progress into the 21st entury, industry will ontinue to
emphasise a shareholder return, globalisation and apitalism-
based eieny; modeling and simulation will progressively
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beome ritial tehnologies. Aquiring suh knowledge might
be a driving fore for further areer development.
◦ From an eonomial point of view, it an be used to redue
the osts of development, improve energy eieny and en-
vironmental performane, and inrease produtivity and prof-
itability.
◦ Aording to these features, this disipline is being taught
presently as a ourse at (mainly) the postgraduate and re-
searh level in many universities all around the world. It is (for-
tunately) inluded in the eduation urriula for hemists,
physiists and pharmaists.
• Quantum and Computational Chemistry: barriers
◦ Considerable eorts need to be applied to develop new theo-
ries, inrease omputational apability, remove preditive un-
ertainties, and eduate deision makers about the benets of
these potentially powerful tools.
◦ Work to be still done is turning disparate information, or result
from individual ontributors, into organised, exploitable, and
implementable knowledge
1
◦ The main hallenges an thus be enumerated as follows:
 Appliable to a wider range of systems and situations:
larger or ompliated systems, over greater time sales, liq-
uids or solids, et.
 Flexible: inter-operable between various omputing plat-
forms and software, easy graphial interfaes, et.
 Aordable: apable of running on desktops or lower-ost
parallel omputing platforms.
 User friendly: expert systems for non-experts upon ex-
pert guidane.
 Widely publiised: publiation of periodi benhmarks,
omputations validated through further experiments, et.
1
That's one of the reasons why this material omes to light!
4 1.2. What we do
• Quantum and Computational Chemistry: experiments
◦ When we are using omputational hemistry to answer a
hemial question, the rst requirement is to know how to use
the software. Furthermore, we need to know how good the
answer is going to be.
◦ Preliminary questions thus are:
 What do we need to infer from omputations?
 Why do we stik to omputational tools?
 What should be the permissible auray level?
 Do I have these tools implemented or should I nd better
tools?
◦ A further step is to ask oneself: how should I braket the er-
ror of the omputational experiments? Repeating the same
experiment will give the same number, ontrarily to the rest of
hemistry elds.
◦ Thus one needs to study known systems (literature & own
benhmarks) and make a proper alibration of the method
before applying it to unknown systems.
Chapter 2
Quantum Chemistry: ab initio
and/or DFT methods
2.1 General omments & framework
• Generalities (I): Chemistry implies various size sales
◦ QUANTUM SCALE: quantum eets truly manifest in a
omplex way (ab initio or DFT), but the prie to be paid is
the size of the systems takled (102 − 103 non-H atoms),
E0 [Ψ] = inf
Ψ∈WN
〈
Ψ|Hˆ|Ψ
〉
; |Ψ 〉 = Oˆ|Ψ0 〉 ; Oˆ : CC, CI, PT
(2.1)
◦ ATOMISTIC SCALE: a ertain degree of empiriism is in-
trodued (QM/MM, MD, Monte-Carlo . . . ) allowing the treat-
ment of larger systems (103 − 106 non-H atoms),
E =
∑
AB
EAB +
∑
ABC
EABC + · · ·+
∑
AB
EQAQB +
∑
AB
EvdW + . . .
(2.2)
◦ Semi-empirial methods (AM1, PM3, PM6, INDO/S, . . . ) ly-
ing in the middle point between the two sales.
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6 2.1. General omments & framework
• Generalities (II): Tehnology Roadmap (2020)
◦ A panel of experts have even proposed the following envisioned
goals for the two sized sales, respetively,
Size Auray
30 atoms 0.2 kal/mol
500 atoms 12 kal/mol
Intermoleular Inrease by a
energies fator 510
Size Time Auray
106 atoms 1 µs Inreased
◦ However, advanes in omputing will not only serve to satisfy
these requirements! Better algorithms, data sets and alibra-
tion results are thus needed!
• Framework (I): ab initio vs. DFT
◦ ab initio methods: to desribe rigorously the eletroni stru-
ture of hemial systems, using the postulates of quantum me-
hanis, and solving (approximately) the assoiated Shrödinger
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equation (Hˆ|Ψ(x;R)〉 = E(R)|Ψ(x;R)〉), with
Hˆ = −1
2
N∑
i
∇2i −
N∑
i
M∑
A
ZA
|ri −RA|︸ ︷︷ ︸P
i hˆ(i)
+
1
2
N∑
i
N∑
j
1
|ri − rj|︸ ︷︷ ︸
1
2
P
i6=j gˆ(i,j)
+
1
2
M∑
A
M∑
B
ZAZB
|RA −RB|︸ ︷︷ ︸
VNN
, (2.3)
and Ψ(x;R) the exat wavefuntion of the system. Note the
dependene on E(R) whih denes the orresponding energy
hypersurfae before invoking the Born-Oppenheimer approxi-
mation.
◦ The Density Funtional Theory: to desribe rigorously the ele-
troni struture of hemial systems, avoiding the resolution of
the Shrödinger equation, after invoking and showing the exis-
tene of a universal funtional of the density for any known
system (E[ρ]).
• Framework (II): Variety and diversity
◦ ab initio methods (aronyms) for both Single-Referene and
Multi-Referene (MR) variants:
 Starting point (|Ψ0 〉) : HF1 & MR variants suh as GVB
or CASSCF(N,M).
 The CI-based family: CIS, CISD, QCISD, QCISD(T), . . . &
MR variants known as MR-CI.
 The CC-based family: CCSD, CCSD(T), pCCSD, CCSDT,
CCSDT-1b, . . . & MR variants known as MR-CCSD.
 The perturbative MPn-based family: MP2, MP2.5, MP4,
SCS-MP2, SOS-MP2, . . . & MR variants known as MR-
MP2 (CASPT2 being probably the most employed one)
1
A single Slater determinant by denition. The HF model also provides, again by def-
inition, the exhange energy exatly one the assoiated orbitals are onsidered; thus, any
theory dealing with it, even using other orbitals arising from dierent equations, is also
known as a Exat-like EXhange (EXX) theory.
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◦ DFT approah (I): pure and hybrid (w1 6= 0) funtionals;
 Exc[ρ] = w1E
EXX
x +
(
1− w1
)
Ex[ρ] + Ec[ρ], with: Ex[ρ] =
B88, PW91, mPW, G96, PBE, revPBE, OPTX, TPSS,
. . . ; Ec[ρ] = P86, LYP, WL, PW91, B95, PBE, OPTC,
TPSS, . . . ; or standalone Exc[ρ] = B97, B98, HCTH, BBX,
MPWX, XLYP, M06-2X, . . .
◦ DFT approah (II): double-hybrid (w1,w2 6= 0) funtionals;
 Exc[ρ] = w1E
EXX
x +
(
1− w1
)
Ex[ρ]+w2E
MP2
c +
(
1− w2
)
Ec[ρ],
with: Exc[ρ]=B2-PLYP, B2GP-PLYP, XYG3, DSD-BLYP,
PBE0-DH . . .
• Framework (III): Some points of onern aeting routine DFT al-
ulations
◦ Self-interation (one-eletron & unpaired) error: Exc[ρ] 6= −U [ρ]
◦ The errors inrease disproportionately with inreasing moleu-
lar size (non size-extensive).
◦ Correlation eets are usually too short-sighted due to the de-
pendene on ρ and its higher derivatives: E[ρ(r), ∇ρ(r)...]
◦ Poor desription of interations between weakly interating
fragments or densities.
=⇒ The mixture of EXX and Ex[ρ] only partly alleviate them, and
possible solutions are being lately pursued:
◦ Non-ovalent interations: DFTD(3), Ec[ρ] + f(R−6)
or non-loal vdW-DFT, Ec[ρ] =
∫
ρ(r)φ(r, r′)ρ(r′)
◦ Loal admixture of Exat-like EXhange (EXX):
Exc[ρ] =
∫
ρ (r)
{
a (r) ex[ρ] + (1− a (r)) eEXXx
}
dr+ Ec[ρ]
◦ Range-separation of exhange-orrelation eets:
Exc[ρ] = f
short−range (exc[ρ]) + f long−range
(
exc[ρ], e
EXX
x
)
.
◦ Doubly-hybrid (non-loal) exhange-orrelation kernels:
Exc[ρ] = f
(
ex[ρ], e
EXX
x , ec[ρ], e
MP2
c
)
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• Some reent thoughts (2005-2010)
◦ ...the happy days of `blak-box' usage are over, at least for en-
ergy alulations. Condene has been undermined. No avail-
able density funtional is reliable for large moleules
Paul von R. Shleyer
◦ ...we are not questioning the exatness and usefulness of DFT,
but just the human ability to nd aurate density funtionals
in pratie
Stefan Grimme
◦ In the meantime, the reommendation is therefore to utilize
DFT approahes for struture optimisations but to use higher
levels for energy omparisons
Peter Shreiner
2.2 Modern ab initio methods
2.2.1 Correlation eets and assoiated energy
• Some preliminary issues:
◦ Ground-state energy: E0 [Ψ] = infΨ∈WN
〈
Ψ|Hˆ|Ψ
〉
.
◦ Methods arise from the way in whih |Ψ 〉 = Oˆ|Ψ0 〉, giving
rise to the CI, CC o MPn families,
OˆCI  Cˆ|Ψ0 〉 =
(
1 + Cˆ1 + Cˆ2 + Cˆ3 + . . .
)
|Ψ0 〉 ;
OˆCC  e
Tˆ |Ψ0 〉 =
{
1 +
(
Tˆ1
)
+
(
Tˆ2 +
1
2!
Tˆ 21
)
+
(
Tˆ3 + Tˆ2Tˆ1 +
1
3!
Tˆ 31
)
+ . . .
}
|Ψ0 〉 ;
OˆMPn  Pˆ |Ψ0 〉 =
{
1 + Ωˆ(1) + Ωˆ(2) + Ωˆ(3) + . . .
}
|Ψ0 〉
◦ Trunation of the operator leads to a hierarhy of methods:
CISD, CISDT . . . ; CCSD, CCSDT . . . ; MP2, MP4 . . .
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◦ Multi-referene extensions of the methods (MR-CI, MR-
CC, MR-PT) are also possible: |Ψ0 〉 is no longer desribed by
a single Slater determinant but by a few of them (adequately
seleted and well-rooted).
◦ All orrelation eets an be introdued in a systemati way.
The methods are improvable!
• Denition of orrelation eets:
=⇒ The term ∑i<j 1rij introdues orrelation eets2 that are of-
ten partitioned into DYNAMIC (εDc ) and NON-DYNAMIC (ε
ND
c )
eets:
Ec = Eexact − EHF = εDc + εNDc (2.4)
=⇒ Dynami: short-range, inluding the so-alled in-out or an-
gular (s→ s′ , p→ p′ , σ → σ′ . . . )
◦ Introdue as many exitations as possible (Oˆ) from the starting
|Ψ0 〉.
◦ It modies HF results in a quantitative manner.
=⇒ Non-Dynami: long-range or stati, inluding the so-alled
left-right
◦ Due (often) to near-degeneraies, bond(s)-breaking...
◦ It modies HF results in a qualitative manner.
◦ It introdues very few yet well-hosen |Ψµ 〉 needed to qualita-
tively desribe the problem (MCSCF).
• Still more related denitions...
◦ Radial (in-out): if an eletron is lose to a nuleus it is more
probable for the other eletron to be far out from that nuleus.
2
If |Ψexact〉 = |ΨHF〉 + |Ψ
′〉, then E′ ≡ Ec = Eexact − EHF. Note also that ΨHF = Ψ0
sine it implies a kind of 0th-order solution for further theoretial treatments.
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◦ Angular: if an eletron is on one side of a nuleus it is more
probable for the other eletron to be on the opposite side of
that nuleus.
◦ Left-right: if an eletron is lose to a nuleus on the left side
on a hemial bond it is more probable for the other eletron
to be lose to the nuleus on the right.
=⇒ A strit distintion (or separability) between the terms is not
possible in general. And some onfusion might further arise from
it:
◦ Fermi orrelation: energy stabilisation by obeying Fermi statis-
tis, whih requires that the wavefuntion of indistinguishable
partiles was antisymmetri with respet to their exhange.
◦ Coulomb orrelation: eletrons interat through a repulsive
Coulomb fore
1
rij
.
• The non-dynami term is diult to dene rigorously:
System εDc ε
ND
c
H2 (R→∞) - EH2,∞exact − EH2,∞HF
He, Ne EHe,Neexact − EHe,NeHF -
=⇒ What to do for other hallenging yet hemially interesting
systems? We need to resort to a CASSCF(N,M) wavefuntion:
|ΨCASSCF 〉 =
∑
µ
cµ|Ψµ 〉 , being |Ψµ 〉 = |(core)φi → φi+k 〉 (2.5)
=⇒ How to perform a CASSCF(N,M) alulation:
◦ Dene N e− and M valene orbitals, and thus |ΨCASSCF 〉.
◦ Note that indeed a full-CI of N e− in M orbitals is still very
ostly. (N!).
◦ Add the remaining orrelation energy by seleting the operator
Oˆ (CASPT2, MR-CI, MR-CC) aording to hard- and software
availability.
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2.2.2 Convergene of ab initio methods
• Choie of a model hemistry (I):
◦ A hierarhy of basis sets for eletron orrelation methods is
needed: -pVnZ and further extensions (aug--pVnZ, -pwCVnZ)
to ahieve the Complete Basis Set (CBS) limit.
◦ A dual-onvergene3 towards the exat solution is thus ex-
peted:
Cost Method n=D n=T . . . CBS
N
4
HF
N
5
MP2
CCD → →
N
6
CCSD ≃ MP4 ↓
N
7
CCSD(T), QCISD(T) ↓
N
8
CCSDT, CCSD(TQ) ↓
.
.
.
N! FCC ≡ FCI EXACT
◦ A model hemistry is indiated by a spei notation suh as
CCSD(T)/-pVTZ//MP2/-pVDZ. Note what is implied by
the saling of the methods sine N
k
means that going from
N to 2N atoms, the omputational ost and assoiated use of
resoures inreases by a fator of 2k.
• Choie of a model hemistry (II):
=⇒ The hoie of a model hemistry introdues two errors:
◦ Basis sets trunation: ∆ǫn = En − E∞
◦ Trunation of Oˆ: ∆ǫM = EM − EFCC≡FCI
3
This also applies to the def2-nVP sequene of basis sets or any other built under this
presription.
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=⇒ The goal is to redue as muh as possible the ombined ∆ǫMn =
EMn − Eexp .︸ ︷︷ ︸
EFCC∞
to ahieve the so-alled hemial auray (ǫMn ≤
1 kal/mol) or even the alibration auray (ǫMn ≤ 1 kJ/mol).
To that end, we use extrapolation tehniques to redue separately
both ∆ǫM / ∆ǫn:
EFCC = E1
1− E2/E1
1−E3/E2
; E∞ = E(n+ 1) + f(n) ∆E
with ∆E = [E(n+ 1)− E(n)]
E1 = HF, E2 = CCSD − HF E ≡ HF energy: f(n) = n−5,
E3 = CCSD(T) − CCSD . . . Ec ≡ MPn o CC: f(n) = n−3
=⇒ Note that one always aims at pursuing the right answer for
the right reason!
• Choie of a model hemistry (III):
=⇒ Still another basis sets (-pVnZ) issue:
◦ The number of basis funtions grows with n3 sine:
N
-pVnZ =
1
3
(n+ 1)
(
n+
3
2
)
(n+ 2)
◦ The omputing time (tCPU) grows with N4 (two-eletron inte-
grals) when we only inrease the basis sets, thus:
tCPU ∝ N4 ⇐⇒ tCPU ∝ n12
◦ The extrapolation tehnique (orrelation energy) is:
E∞ = E(n+ 1) + f(n) [E(n+ 1)− E(n)] , with f(n) = n−3
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=⇒ CAUTION:Whereas the error is ∝ n−3, the omputing time
is ∝ n12, and the onvergene is rather slow.
• Properties: Size-extensivity and size-onsisteny
◦ Size-onsisteny: right moleular dissoiation4,
EAB (RAB →∞) = EA + EB. (2.6)
◦ Size-extensivity: right saling with system size5,
E (S1 + S2 + · · ·+ Sm) = E (S1) + E (S2) + · · ·+ E (Sm) ,
E(mS) = mE(S) (2.7)
=⇒ CONSEQUENCE: Predominane of OˆCC [CCSD, CCSD(T)℄
and OˆMPn (MP2, MP4) vs OˆCI [CISD, QCISD(T)℄.
=⇒ REASON: ECISD(mS) ∝
√
m ECISD(S) while ECCSD(mS) ∝
m ECCSD(S), and the CISD error will inrease with system size.
• Modern MP2-based theories:
◦ We an sale also diretly pair orrelation eets to ahieve
better auray than MP2 at the same omputational ost:
EMP2 = EHF + EPT2c = E
HF + c↑↓E↑↓c +
1
2
c↑↑E↑↑c +
1
2
c↓↓E↓↓c
(2.8)
◦ This leads to a family of Spin-Component-Saled (SCS) MP2-
based variants,
4
To simulate hemial reations.
5
To deal with ystals, polymers, et.
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Method c↑↓ c↑↑ = c↓↓
MP2 1.00 1.00
FE2-MP2 1.12 0.84
SCS-MP2 1.20 0.33
SOS-MP2 1.30 0.00
SCS-MI-MP2 0.40 1.29
SCSN-MP2 0.00 1.76
SCS-S66-MP2 0.28 1.56
◦ Further extensions to all ab initio methods: SCS-MP3, SCS-
CCSD, SCS-CC2, SCS-CIS(D) . . .
2.3 Summary and onlusions
1. ab initio methods: use and hierarhy
scaling with size: Nk
High accuracy
(low− to medium−size)
BARRIERS
assessment / calibration
high−performance computing
experience in use
disentangle dual−convergence
Ab initio
2. The goal is to braket the errors assoiated to the model hemistry
hosen:
∆ǫn = En − E∞, ∆ǫM = EM − EFCC, (2.9)
whih ombine into ∆ǫMn = E
M
n − Eexp .
(
EFCC∞
) ≤ ±1 kal/mol.
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3. Note the large basis set dependene of the results and other basis set
inompleteness issues as the Basis Set Superposition Error (BSSE),
for example.
Chapter 3
The eletroni density is the
key (I): fundamental
denitions and onepts
3.1 General omments
3.1.1 Could density ρ(r) be onsidered a state variable?
• State variable (I): a state variable is one of the set of variables able
to desribe the state of a system and to determine its evolution.
They divide into extensive (its value is proportional to the size of
the system) and intensive (its value is the same at all points).
=⇒ Can one onsider ρ(r) as a state
variable in Quantum Chemistry? ⇐=
• State variable (II): the experiene shows that not all state variables
are independent: a subset of them normally sues to fully har-
aterise the state under srutiny.
=⇒ Will ρ(r) serve to legitimately identify
and haraterise the state of any system? ⇐=
• State variable (III): an equation of state is a funtional relation
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between state variables that allows to express any property of the
system as a funtion of these independent variables.
=⇒ Will suh a relation ρ(r) and the
energy of any known system exist? ⇐=
3.1.2 Some mathematial aspets and notations
• Funtion: mathematial presription assoiating exatly one
quantity, the argument, with another quantity, the value; i.e., usu-
ally relating numbers with numbers. E.g.: the funtion y =
f(x) = x2 takes a number and multiplies by itself.
• Operator: mathematial presription assoiating exatly (biu-
nivoally) one funtion with another funtion. E.g.: the op-
erator Fˆ = ∂
2
∂x2
alulates the seond derivative of a funtion with
respet to x, Fˆ f(x) = ∂
2
∂x2
f(x) = g(x).
◦ Example (I): the operator ∇ is a ommon 3D operator, ∇ =(
∂
∂x
i+ ∂
∂y
j+ ∂
∂z
k
)
, used normally to alulate fores from po-
tential energies, F = −∇V .
◦ Example (II): the operator ∇2 appears in the Hamiltonian op-
erator (Hˆ), being ∇2 =
(
∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
)
, in the term desrib-
ing the kineti energy of a system of partiles.
• Funtional (I): mathematial presription taking one funtion
and providing one value, normally a number. For instane, the
funtional F [φ(x)] =
∫ −∞
+∞ φ(x)dx integrates the funtion φ(x) to
give its value. The set of all funtions φ(x) is alled its domain.
• Notation: to learly distinguish a funtional from a funtion we will
employ the notation F [φ(x)], whih speies that the argument is
a funtion depending on x, and providing a ertain value I one
the form of F is mathematially xed: there should also exists a
biunivoal relation φ(x)→ F [φ(x)]→ I. If the funtional depends
on few variables, it will be oined as E[φ, ϕ, . . . ].
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• Funtional (II): the Shrödinger equation an be expressed as:
E = 〈Ψ|Hˆ|Ψ〉 = (3.1)∫
· · ·
∫
Ψ(x1,x2, . . . ,xN) HˆΨ
⋆ (x1,x2, . . . ,xN) dx1dx2 . . . dxN
and, therefore, we an arm that E = E[Ψ] whih has a domain
that is the set of well-behaved funtions Ψ. The minimisation of
E[Ψ] will give the energy E0 of the ground state and its orrespond-
ing Ψ0, with E0 = E[Ψ0] ≤ E[Ψ].
• Variation (I): the variation δF [φ] of the funtional E[φ] is the ex-
pression whih is linear in δφ upon expanding the funtional with
respet to variations in the funtion φ+ δφ. We have then:
δF [φ] = F [φ+ δφ]−F [φ] =
∫
δF [φ]
δφ(x)︸ ︷︷ ︸
funtional derivative
δφ(x)dx (3.2)
• Variation (II): the aim is to desribe how the funtional F [φ] will
hange upon small hanges suered by the funtion φ. The ondi-
tion that F [φ] is stationary with respet to variations in the funtion
φ+ δφ implies that the funtional derivative needs to be:
δF [φ] or
δF [φ]
δφ(x)
= 0, (3.3)
a ondition known as Euler-Lagrange equation.
• Funtional derivative (I): if the funtional derivative exists, the
funtional is said to be dierentiable. With the funtional derivative
we operate similarly to the derivatives of a funtion,
δ
δφ
(c1F1 + c2F2) = c1
δF1
δφ
+ c2
δF2
δφ
(3.4)
δ
δφ
(F1 F2) =
δF1
δφ
F2 +
δF2
δφ
F1 (3.5)
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• Funtional derivative (II): the funtional derivative δF [φ]
δφ
an be an-
other funtional. Some appliations to known (vide infra) examples
are:
TTF[ρ] = CTF
∫
ρ5/3(r)dr →
δTTF[ρ]
δρ
=
5
3
CTFρ
2/3(r) (3.6)
U [ρ] =
1
2
∫ ∫ ρ(r)ρ(r′)
|r− r′| drdr
′ →
δU [ρ]
δρ
=
∫
ρ(r′)
|r− r′|dr
′
(3.7)
TW[ρ] =
1
8
∫ ∇ρ(r) · ∇ρ(r)
ρ(r)
dr →
δTW[ρ]
δρ
=
1
8
(∇ρ(r))2
ρ2(r)
− 1
4
∇2ρ(r)
ρ(r)
(3.8)
3.1.3 Probabilisti interpretation of |Ψ|2
• Postulates of quantum mehanis (I): the rst postulate arms that
the state of a quantum-mehanial system is ompletely speied
by a state vetor |Ψ〉 that depends upon the oordinates of the parti-
les. All possible information about the system an be derived from
it. This funtion, alled the wave funtion or the state funtion, has
the important property that Ψ⋆Ψ is related with the probability of
nding the partiles at dened regions in oordinate spae
• Analysis: the value of Ψ does not (apparently) ontain information,
BUT:
Ψ⋆(r1, r2, . . . , rN)Ψ(r1, r2, . . . , rN)︸ ︷︷ ︸
probability distribution
dr1dr2 · · · drN (3.9)
represents the probability that partile 1 lies in the interval dr1 lo-
ated at r1, partile 2 lies in the interval dr2 loated at r2, and so.
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=⇒ Equivalent notation: |Ψ|2 ≡ Ψ⋆Ψ ≡ |Ψ〉〈Ψ|.
• Postulates of quantum mehanis (II): the probability of nding
the N partiles of the system loated at any point in the spae at
a given time t must be the sum over all possible probabilities:
∫ +∞
−∞
· · ·
∫ +∞
−∞
Ψ⋆(r1, r2, . . . , rN)Ψ(r1, r2, . . . , rN)dr1dr2 · · · drN = 1
(3.10)
=⇒ This funtional an be seen as the probability of nding any
of the N -eletrons within a volume element dr with arbitrary spin.
The volume element dr = dxdydz as the form:
r
x
y
z
dx
dy
dz
=⇒ The eletroni density is dened as the number of eletrons
per unit volume in a given state. It is designated by ρ(r): the ele-
troni density ρ(r) must be related in some way with Ψ⋆Ψ
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3.2 Density matries
3.2.1 Redued density matries
• The ultimate goal of Quantum Chemistry is to solve the Shrödinger
equation:
Hˆ |Ψ(x1,x2, . . . ,xN)〉 = E |Ψ(x1,x2, . . . ,xN)〉 =


|Ψ〉 ≡Wavefuntion
Hˆ ≡ Hamiltonian operator
E [Ψ] ≡ Funtional of Ψ
Motivation: the wavefuntion Ψ depends on the spatial and spin
oordinates of the N +M partiles of the system (4N+M) while
Hˆ is a two-body operator only:
Hˆ = −1
2
N∑
i
∇2i︸ ︷︷ ︸
Tˆ
−
M∑
A
N∑
i
ZA
riA︸ ︷︷ ︸
VˆNe≡v(r)
+
N∑
i<j
1
rij︸ ︷︷ ︸
Vˆee
Does it sound reasonable to deal with a two-partile (r1, r2) fun-
tion oming from Ψ, yet ontaining all the relevant physial in-
formation?
• The density matrix of order N and p, respetively, is onveniently
dened as:
γN (x
′
1,x
′
2, . . . ,x
′
N ;x1,x2, . . . ,xN) =
Ψ (x′1,x
′
2, . . . ,x
′
N)Ψ
⋆ (x1,x2, . . . ,xN) , (3.11)
and
γp
(
x′1, . . . ,x
′
p;x1, . . . ,xp
)
=(
N
p
)∫
· · ·
∫
γN (x
′
1,x
′
2, . . . ,x
′
N ;x1,x2, . . . ,xN) dxp+1 . . . dxN
(3.12)
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=⇒ If p < N , one deals with redued density matries instead.
• Most importantly, we mention:
γ2 (x
′
1,x
′
2;x1,x2) = (3.13)
N(N − 1)
2!
∫
· · ·
∫
Ψ(x′1,x
′
2, . . . ,xN)Ψ
⋆ (x1,x2, . . . ,xN) dx3 . . . dxN ,
γ1 (x
′
1;x1) = (3.14)
N
∫
· · ·
∫
Ψ(x′1,x2, . . . ,xN)Ψ
⋆ (x1,x2, . . . ,xN) dx2 . . . dxN
• Integrating over spin, they simplify to:
ρ2 (r
′
1, r
′
2; r1, r2) =
∫
γ2 (r
′
1s1, r
′
2s2; r1s1, r2s2) ds1ds2, (3.15)
ρ1 (r
′; r) =
∫
γ1 (r
′
1s1; r1s1) ds1 (3.16)
having as diagonal elements, r′i = ri, the funtions ρ(r) and ρ2 (r1, r2),
whih integrates to
N(N−1)
2
and N , respetively.
• The expetation value E = 〈Ψ|Hˆ|Ψ〉 transforms now into:
E = −1
2
∫ [∇2rρ1 (r′; r)]r′=r dr+
∫
v (r) ρ (r) dr
+
∫ ∫
1
r12
ρ2 (r1, r2) dr1dr2, (3.17)
notiing that E [ρ2]. Problem: ρ2 must ome from a funtion |Ψ〉
physially well-behaved (N -representability), but we do not know
the neessary and suient onditions for it yet.
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Representation: the expetation value of the kineti energy
operator, Tˆ = −1
2
∑N
i ∇2i =
∑N
i tˆ (ri) an be expressed as:
〈Ψ|Tˆ|Ψ〉 =
∫
· · ·
∫
Ψ∗ (x1,x2, . . . ,xN) |
N∑
i
tˆ (ri) |Ψ(x1,x2, . . . ,xN) dx1dx2 . . . dxN
=N
∫
dx
[
tˆ (r)
∫
Ψ∗ (x′1,x2, . . . ,xN)Ψ (x1,x2, . . . ,xN) dx2 . . . dxN
]
x
′=x
=
∑
si
∫ [
tˆ (r) γ1 (r
′; r)
]
r
′=r
dr = −1
2
∫ [∇2γ1 (r′; r)]
r
′=r
dr
• Physial interpretation of ρ2 (r1, r2): eletroni pair density, that
is, the number of pairs multiplied by the probability density of
nding a partile at r1 when there is another at r2. Clearly,∫ ∫
ρ2 (r1, r2) dr1dr2 =
N(N − 1)
2
, (3.18)
with the further fatorisation:
1
2
ρ2 (r1, r2) = ρ (r1) ρ (r2) [1 + F (r1, r2)]
• The motion of two partiles is said to be statistially unorrelated
if:
ρ2 (r1, r2) = ρ (r1) ρ (r2) (3.19)
=⇒ Thus, F (r1, r2) is a pair orrelation funtion inorporating all
non-lassial eets.
• The onditional probability of nding a partile at r2 if there is
another partile at r1 is dened as:
Ω (r1, r2) =
ρ2 (r1, r2)
ρ (r1)
(3.20)
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• The exhange-orrelation hole enodes a great deal of informa-
tion, and it is dened as:
hxc (r1, r2) =
ρ2 (r1, r2)
ρ (r1)
− ρ (r2) = ρ (r2)F (r1, r2) (3.21)
• The hxc has been thoroughly employed to develop physially a-
eptable models sine:∫
hxc (r1, r2) dr2 =
∫
ρ2 (r1, r2)
ρ (r1)
dr2︸ ︷︷ ︸
N−1
−
∫
ρ (r2) dr2︸ ︷︷ ︸
N
= −1 (3.22)
=⇒ Physial interpretation: if an eletron is known to be at posi-
tion r1, it must be missing from everywhere else in the system.
• The hole an be split into an exhange and a orrelation part,
also known as the Fermi hole and Coulomb hole, hxc (r1, r2) =
hx (r1, r2) + hc (r1, r2), satisfying:∫
hx (r1, r2) dr2 = −1,
∫
hc (r1, r2) dr2 = 0 (3.23)
=⇒ This is motivated by the HF piture (only the total hole has a
real meaning).
• The Fermi hole is mainly due to the antisymmetry of the wavefun-
tion and aets the behaviour of eletrons of the same spin. The
Coulomb hole ontains all remaining many-body eets (whih also
aet eletrons of the opposite spin) and desribes how eletrons
try to avoid one another due to their Coulomb repulsion.
• The eletron-eletron term of E = 〈Ψ|Hˆ|Ψ〉 had been transformed
into:
Vee =
∫ ∫
1
r12
ρ2 (r1, r2) dr1dr2 (3.24)
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• The eletron-eletron interating energy Vee an be expressed now
as:
∫ ∫
1
r12
ρ2 (r1, r2) dr1dr2 =
1
2
∫ ∫
ρ (r1) ρ (r2)
r12
dr1dr2 (3.25)
+
1
2
∫ ∫
ρ (r1)hxc (r1, r2)
r12
dr1dr2
• In short, we an deompose Vee = U [ρ] +Exc[ρ, h(ρ)] as a sum of a
lassial and a non-lassial term.
=⇒ The onept of the exhange-orrelation hole has been widely
used for the derivation of many of the oded expressions.
3.2.2 The eletroni density and its properties
• Motivation: if the omputational ost for a moleule A is Nk, for
the orresponding dimer A · · · A will be (2N)k, k depending on the
hosen method,
CCSDT CCSD(T) CCSD E [ρ2] MP2 HF E [ρ]
k: 8 7 6 6 5 4 3
• The eletroni density orresponding to a normalised wavefun-
tion Ψ is dened by the expetation value of the operator ρˆ(r) =
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∑N
i δ (rˆi − r), that is:
ρ(r) = 〈Ψ|ρˆ(r)|Ψ〉
=
∫
· · ·
∫
Ψ⋆ (r1, r2, . . . , rN) ρˆΨ(r1, r2, . . . , rN) dr1dr2 . . . drN ,
=
N∑
i
∫
· · ·
∫
Ψ⋆ (r1, r2, . . . , rN) δ (rˆi − r)Ψ (r1, r2, . . . , rN) dr1dr2 . . . drN ,
=
N∑
i
∫
· · ·
∫
Ψ⋆ (r1, r2, . . . , rN) δ (rˆ1 − r)Ψ (r1, r2, . . . , rN) dr1dr2 . . . drN ,
= N
∫
· · ·
∫
Ψ⋆ (r, r2, . . . , rN)Ψ (r, r2, . . . , rN) dr2 . . . drN (3.26)
=⇒ Note that the denition of the δ-funtion used is:
∫
δ (rˆ1 − r) f(r1)dr1 = f(r) (3.27)
=⇒ Also note that: (i) the last steps stem from the Pauli priniple,
all partiles are indistinguishable, and then we an replae ri by r1;
and (ii) the sum is over idential numbers, so it beomes a mere
multipliation by N .
• Interpretation: the eletroni density integrates a huge amount of
information, and only the data onerning the density distribution
of a single eletron remains. When one multiplies by N , then ρ(r)
indeed aounts for the ombined density of all eletrons.
• Properties: the eletroni density oers large and valuable informa-
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tion about the N -eletron system, suh as
i)
∫
ρ(r)dr = N, (normalisation ondition)
ii)
∂
∂r
ρ¯(r)|r=Ri = −2Ziρ¯(r), (nulear usp)
iii)
1
2
∫ (
∇
√
ρ(r)
)2
≤ T, (braketing kineti energy)
iv) ρ(r)|r→0 ∼ e−2Zr, (asymptoti behaviour)
ρ(r)|r→∞ ∼ e−2
√
2Ir
• Simply stated, it seems that ρ(r) ontains a priori enough informa-
tion to build the Hamiltonian operator Hˆ:
◦ Its usps will our at the positions of the nulei.
◦ Its gradients at the nulei would provide the nulear harge Z.
◦ Its integration over all the spae will lead to N .
• Contrarily to Ψ or ρ2, ρ(r) is observable, and an be aessed by
X-ray diration patterns:
• The density ρ(r) is further related with other interesting properties
as the moleular eletrostati potential (MEP):
V (r) =
∑
A
ZA
|r−RA| −
∫
ρ(r′)
|r− r′|dr
′, (3.28)
with r
′
the position vetor of the harge distribution leading to the
eletrostati potential at r. Some riteria is still needed:
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 V (r) > 0 (Red: e−-rihest regions)
 V (r) < 0 (Blue: e−-poorest regions)
• The MEP is a useful magnitude for explaining supramoleular is-
sues. For the unsubstituted tetraene (right) and seletively fun-
tionalised diyano-tetraene (left), the dierene in paking (slipped
ofaial vs. herringbone strutures, bottom) an be rationalised by
the analysis of the MEP ontour plots (ie. leading interations, top).
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Example: show that the ground state (
1S) of the He
atom fullls the above properties of the density, with[
φ1s =
1√
π
(
Z
a0
)3/2
e−Zr/a0
]
. A ommon starting point is to write:
ρ(r) = N
∫
· · ·
∫
|Ψ|2dr2 . . . drN ;
and
|Ψ〉 = φ1s(1)φ1s(2) 1√
2
[α(1)β(2)− α(2)β(1)] ,
restrited to 〈φ1s|φ1s〉 = 1 and 〈α|β〉 = δαβ. Furthermore,
|Ψ|2 = φ21s(1)φ21s(2), and ρ(r) = Nφ21s(1)
∫
φ21s(2)dr2 = 2φ
2
1s
Hene, if
∫
ρ(r)dr = N equivalates in this ase to demonstrate
〈φ1s|φ1s〉 = 1,
〈φ1s|φ1s〉 = 4pi
∫ ∞
0
r2φ⋆1sφ1sdr = 4
(
Z
a0
)3 ∫ ∞
0
r2e−2Zr/a0dr = 1
=⇒ Corollary: readily following the previous statement, it an
be shown if |Ψ〉 is a Slater determinant,
ρ(r) =
N∑
i
|φi(r)|2.
If we dene the radial density D(r) for the He atom as:
D(r) = r2
∫ 2π
0
∫ π
0
sin θdθdϕρ(r), then ρ¯(r) =
D(r)
4pir2
,
that allows us to hoose as origin (r = 0) the position of atomi
nulei. The onept of ρ¯ is appliable now to spherially symme-
trial atoms as well as to atoms embedded in moleules. Thus,
∂
∂r
ρ¯(r) =
1
4pir2
[
∂D(r)
∂r
− 2
r
D(r)
]
,
with
D(r) = 8r2
(
Z
a0
)3
e−2Zr/a0 ,
showing easily than limr→0
[
∂
∂r
+ 2Z
]
ρ¯(r) = 0
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3.3 Summary and onlusions
1. Key onepts: funtions, operators, funtionals, Ψ⋆Ψ, et.
2. Importane of magnitudes as ρ(r) and ρ2 (r1, r2) in Quantum Chem-
istry, whih, of ourse, keep known hierarhial relationships:
ρ(r) =
2
N − 1
∫
ρ2 (r1, r2) dr2
=⇒ They are known to ontain relevant information about the
N -eletron system.
3. The Shrödinger equation an be reformulated as:
E[Ψ]︸ ︷︷ ︸
ost: 4N+M→Nk (k≥5)
≡ E[ρ2]︸ ︷︷ ︸
ost: N6
≡ E[ρ]︸︷︷︸
ost: N3
?
4. The next step emerges in a natural way: try to infer if E[ρ] is a
valid (praiseworthy) idea.
Chapter 4
The eletroni density is the
key (II): primitive models
4.1 Histori evolution
4.1.1 Milestones in the development of DFT
• 1927. Thomas-Fermi model (kineti energy TTF[ρ]).
• 1930. Thomas-Fermi-Dira model (exhange energy Ex[ρ]).
• 1951. Slater Xα method (improved exhange energy Ex[ρ]).
• 1964. Hohenberg-Kohn theorems: rigorous proof than E[ρ].
• 1965. Kohn-Sham approah: presriptions for the mathematial
form of E[ρ]. Introdution of Ec[ρ] and T [φ(ρ)] funtionals.
• 1980-1990. More aurate and sophistiated models for Ex[ρ] and
Ec[ρ]. A lot of knowledge about its expression is gained.
• From 1993. A new lass of methods emerges: hybrid funtionals.
Blooming of appliations to all kind of systems.
• 1998. NOBEL prize of Chemistry to W. Kohn reognising the deep
impat of DFT in the whole sienti ommunity.
• From 2000. High-degree of sophistiation for Ex[ρ] y Ec[ρ]. Nan-
otehnologial and materials siene appliations.
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• From 2006. A new lass of methods emerges: double-hybrid fun-
tionals. New expeted appliations at the frontier of knowledge.
4.2 Thomas-Fermi-Dira model
4.2.1 Starting point: Thomas-Fermi
• A pioneering semi-lassial theory:
◦ A semi-lassial theory (statistis of partiles): forerunner of
modern DFT thanks to the introdution of ρ(r) (irumventing
Ψ) for the rst time in history.
◦ Corret behaviour in the limit of Z →∞.
◦ Developed independently, although almost simultaneously, of
the Shrödinger equation.
◦ Poor quantitative preditions in real systems, despite (hope-
fully) being a sound eduational model.
L. Thomas (1903-1992) E. Fermi (1901-1954) P. A. M. Dira (1902-1984)
• Derivation of the theory:
◦ The energy1 of a lassial partile (atually the fastest) in a
ommon eld V (r) is E = 1
2
p2i (r) + V (r). Consider next
than
2 dN = 2drdp: the maximum number of partiles al-
lowed, if eah one an be housed in a sphere of radius pi, is
N = 2V
(∑
i
4π
3
p3i
)
= 2V 4π
3
p3.
1
Atomi units: e2 = ~ = m = 1
2
Every ell in phase spae houses up to 2 eletrons with opposite spins
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◦ Consider a region of the eletroni loud lose to the position
given by r; thanks to the fat that N = ρ(r)V , the number of
partiles per unit volume is ρ(r) = N
V
= 8π
3
p3(r).
◦ Inverting the above equation, p = ( 3
8π
)1/3
ρ(r)1/3, and substi-
tuting into the energy expression, one has:
E =
1
2
(
3
8π
)2/3
ρ(r)2/3 + V (r) (4.1)
=⇒ Consequene: the density ρ at position r seems to be solely
determined by the potential energy at the same point (plus
knowledge of E); a loal relation whih is not ompletely or-
ret.
◦ The kineti energy density (t = T
V
) of the N partiles will be:
t =
1
V
∫
p2
2
dN =
1
V
∫ p
0
p2
2
8πp2V dp = 4π
∫ p
0
p4dp =
4π
5
p5;
(4.2)
note that ρ = N
V
= 8π
3
p3 (to go from dN to dp).
◦ Substituting p = ( 3
8π
)1/3
ρ(r)1/3 in the above expression, one
has:
t(r) =
3
10
(
3
8π
)2/3
︸ ︷︷ ︸
CTF
ρ(r)5/3 (4.3)
◦ The kineti energy an be reovered upon integration:
T =
∫
t(r)dr = CTF
∫
ρ(r)5/3dr (4.4)
• The orresponding variational priniple is:
◦ The potential energy is due to the interation with an external
eld, VNe(r) = −Zr , and eletrostati interation of the eletron
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density with itself, Vee(r) =
∫ ρ(r′)
|r−r′|dr
′
, so that the total energy
of the eletron system is:
E = CTF
∫
ρ(r)5/3dr+
∫
VNe(r)ρ(r)dr+
1
2
∫
ρ(r)Vee(r)dr
(4.5)
◦ We now searh for the partile distribution minimising the en-
ergy, subjet to the normalisation ondition
∫
ρ(r)dr = N , that
is δ (E − µN) = 0. The ondition beomes:
5
3
CTFρ(r)
2/3−Z
r
+
∫
ρ(r′)
|r− r′|dr
′
︸ ︷︷ ︸
φ(r)
= µ, (4.6)
with µ a onstant and φ(r) the eletrostati potential at point
r due to the nuleus and the entire eletron distribution.
=⇒ Even when reality is oversimplied, this is an exquisitely
simple model!
4.2.2 Exhange: Thomas-Fermi-Dira
• What is wrong with the Thomas-Fermi theory?
◦ So far, we have onsidered eletrostati interations of eah
eletron with the whole bakground harge.
◦ Consequene: although some statistis of partiles are intro-
dued, an eet of a purely quantum-mehanial origin (anti-
symmetry priniple) is fully negleted (semi-lassial theory).
 We have negleted the Pauli priniple, in a sense that
there is no preferene in eletron-eletron interation with
respet to spin.
 For an eletron with spin up, the harge density of spin
down should be redued in its neighbourhood.
 Sine this down density is not due to the eletron in ques-
tion, it an be handled as a smooth distribution of harge.
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 This additional interation (the exhange energy) lowers
the total energy sine it puts the eletron more apart.
 This energy an be asted, at least approximately, in a
form expliitly dependent on density too.
• Derivation of the theory:
◦ Let's assume that the exhange energy density ex an be also
expressed as a power law of ρ(r), in the form:
ex ∝
(
e2
)l
(ρ)n (4.7)
The energy density (ex) must have the dimension [ML
2
T
−2
℄:
per unit volume [ML
−1
T
−2
℄.
◦ On the other hand, from Coulomb's law, the dimension of e2
should be [ML
3
T
−2
℄. Sine ρ is a number per unit volume, its
dimensionality is [L
−3
℄. Then, the seond member above has
dimensions [(ML
3
T
−2
)
l
L
−3n
℄.
◦ Equating powers of M or T, we arrive to the result l = 1.
Furthermore, equating powers of L we have that L
−1 =L3L−3n,
and then n = 4/3:
ex = −Cxρ(r)4/3, and again Ex = −Cx
∫
ρ(r)4/3dr (4.8)
◦ Consequene: Cx annot be obtained from dimensional analy-
sis. Further modeling leads to Cx =
3
4
(
3
π
)1/3
.
• Further renements of the model:
◦ Gradient expansions: von Weizsäker (1935) used plane waves
to have an inhomogeneous situation and found the gradient
orretion term for two partiles oupying the same orbital,
TW[ρ] =
1
2
∫ [∇ρ1/2(r)]2 dr = 1
8
∫ ∇ρ(r) · ∇ρ(r)
ρ(r)
dr, (4.9)
=⇒ The kineti energy density an be thus approahed as:
t(r) = CTFρ(r)
5/3 +
1
8
∇ρ(r) · ∇ρ(r)
ρ(r)
+ . . . (4.10)
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◦ Corretions to Ex (Xα): J. Slater (1951) proposed to intro-
due an adjustable parameter (α), depending on eah atom, to
improve the exhange energy:
Ex = −9
4
α
(
3
4π
)4/3 ∫
ρ(r)4/3dr, (4.11)
whih an be optimised (averaged) to beome α = 0.667
4.3 Summary and onlusions
• Essential limitations of the Thomas-Fermi-Dira model
1. There is no hemial binding in the Thomas-Fermi theory,
the total energy of two lose (interating) atoms is never lower
than that of two distant atoms (1962): E
moleule
>
∑
E
atoms
.
2. A solution for neutral and positively harged ions (no bounded
solutions for negative ions) always exists.
3. The total atomi energy is too low (54 % for H, 35 % for He,
∼ 15 % for heavy atoms Z ∼ 100). No shell struture of atoms
appears.
4. Asymptoti is wrong: ρ ∝ r−6 for r →∞), in reality ρ ∝ e−r;
ρ ∝ r−3/2 (diverges) for r → 0, in reality ρ(0) is nite.
5. In Thomas-Fermi-Dira the exhange energy is underesti-
mated by around 10 % BUT the total energy (already too low)
is lowered even further. There are still no bound negative ions.
6. The orretion due to von Weizsäker works better: asymp-
totis are right now, negative ions are formed and moleules
may bind. However, further gradient expansions diverge and
quantitative appliations are not aurate enough.
• Main features to be remarked:
1. It seems that the variable ρ(r) enters in a natural way into
any intended mirosopi treatment of matter (even at a semi-
lassial level).
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2. We have seen how both the kineti and exhange energies an
be expressed as true density funtionals, T [ρ] y Ex[ρ], missing
orrelation eets at this point. It might be supposed that the
total energy will be a funtional of the density too.
3. The next step appears lear: to show than E[ρ] uniquely exists
and provide formal frameworks to extrat aurate expression
to alulate it.
Chapter 5
Hohenberg-Kohn-Sham
formalism (I): theoretial
framework
5.1 Hohenberg-Kohn theorems
5.1.1 First Hohenberg-Kohn theorem: existene
• Statement: the ground state density ρ(r) uniquely determines the
external potential, and then the ground state of a system om-
pletely.
• Consequene: any expetation value for the ground state of an N -
eletron system, inluding the energy, an be in priniple exatly
alulated from the ground state density.
• Proof: it is (disarmingly simple) established from redutio ad ab-
surdum and following the steps:
1. Let's assume that ρ0(r) is the exat density for a non-degenerate
ground-state.
2. Let's assume that for suh density there exist two external
potentials, v(r) and v′(r), obviously orresponding to two dif-
ferent Hamiltonians, Hˆ and Hˆ ′, also existing two distints wave-
funtions: |Ψ0〉 and |Ψ′0〉. The orresponding energies will be
41
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given by:
E0 = 〈Ψ0|Hˆ|Ψ0〉 and E ′0 = 〈Ψ′0|Hˆ ′|Ψ′0〉 (5.1)
3. Let's alulate the expetation value for the energy of |Ψ′0〉 with
the Hamiltonian Hˆ, using the variational priniple:
E0 < 〈Ψ′0|Hˆ|Ψ′0〉 = 〈Ψ′0|Hˆ ′|Ψ′0〉+ 〈Ψ′0|Hˆ − Hˆ ′|Ψ′0〉 (5.2)
= E ′0 +
∫
ρ0(r) [v(r)− v′(r)] dr
4. Let's exhange now the supersripts:
E ′0 < 〈Ψ0|Hˆ ′|Ψ0〉 = 〈Ψ0|Hˆ|Ψ0〉+ 〈Ψ0|Hˆ ′ − Hˆ|Ψ0〉 (5.3)
= E0 +
∫
ρ0(r) [v
′(r)− v(r)] dr
5. Adding equations (5.2) and (5.3) we get a ontradition:
E0 + E
′
0 < E
′
0 + E0, 0 < 0 (5.4)
and the external potential is thus a unique funtional of ρ0(r).
In other words: two N -eletron systems desribed by their re-
spetive Hˆ, and whose external potentials dier in more than a
onstant, annot have a ground state with the same eletroni
density.
P. Hohenberg (1934) W. Kohn (1923)
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• Analysis (I):
◦ In a shemati-like piture, we have that:
known ρ(r) → v(r), N → Hˆ → E[N, v(r)] → E[ρ(r)]
◦ Hene, we an represent the energy as a density funtional:
E[ρ(r)] =
∫
ρ(r)v(r)dr︸ ︷︷ ︸
partiular
+ F [ρ(r)]︸ ︷︷ ︸
universal
=
∫
ρ(r)v(r)dr+ T [ρ(r)] + Vee[ρ(r)] (5.5)
◦ And knowing additionally that U [ρ(r)] ≡ J [ρ(r)] = 1
2
∫
dr
∫ ρ(r)ρ(r′)
|r−r′| dr
′
,
we an deompose Vee[ρ] into:
Vee[ρ(r)] = U [ρ(r)] + Exc[ρ(r)]︸ ︷︷ ︸
universal
(5.6)
• Analysis (II):
◦ Remarks: the 1st. theorem forbids that two dierent systems
share the same density, but does not guarantee that, given a
ertain density, there exists a system with suh ρ.
=⇒ In suh a ase, both the funtionals E[ρ] and F [ρ] will
remain as undened.
=⇒ In priniple, all but few pathologial densities, ould be
the densities of some physial or hypothetial system.
◦ Remarks: v- and N -representability of ρ(r). If ρ ∈ SN ,
SN = {ρ(r)|ρ(r) omes from a non-degenerate ground-state} ,
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is v-representable1 (barely known onditions). If ρ ∈ S ′N ,
S ′N =
{
ρ(r)|ρ(r) ≥ 0;
∫
ρ(r)dr = N ; ρ(r)1/2 ∈ L2 =
∫
|∇ρ(r)1/2|2dr <∞
}
,
is N-representable2. The N -representability is always as-
sured when ρ← |Ψ〉.
5.1.2 Seond Hohenberg-Kohn theorem: variational prin-
iple
• Statement: for any trial density, ρ˜(r), suh as ρ˜(r) ≥ 0 and for
whih
∫
ρ˜(r)dr = N , we have that E0 ≤ E[ρ˜(r)].
• Consequene: the minimal value for the funtional ∫ v(r)ρ(r)dr +
F [ρ(r)] is obtained when ρ(r) is the orret (ground state) density
assoiated to the external potential v(r).
• Proof: it is established from the onventional variational priniple
and following the steps:
1. Let's assume that ertain trial density ρ˜(r) omes from the
orresponding |Ψ˜〉.
2. Let's apply the variational priniple to warrant that 〈Ψ˜|Hˆ|Ψ˜〉 ≥
〈Ψ|Hˆ|Ψ〉.
3. Let's replae the operator Hˆ by
˜ˆ
H −∑Ni [v˜(ri)− v(ri)] to ob-
tain:
〈Ψ˜| ˜ˆH|Ψ˜〉 −
∫
[v˜(r)− v(r)] ρ˜(r)dr ≥ 〈Ψ|Hˆ|Ψ〉 (5.7)
4. Using the result of the 1st theorem, we an write:
E[ρ˜(r)]−
∫
[v˜(r)− v(r)] ρ˜(r)dr ≥ E[ρ(r)] (5.8)
1
How do I know that ρ(r) is the ground-state density of some v(r)?
2
How do I know that ρ(r) omes from a well-behaved Ψ?
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5. By means of the denition E[ρ(r)] =
∫
ρ(r)v(r)dr + F [ρ(r)],
we nally arrive to:∫
ρ˜(r)v˜(r)dr+ F [ρ˜(r)]−
∫
[v˜(r)− v(r)] ρ˜(r)dr ≥ E[ρ(r)]
F [ρ˜(r)] +
∫
v(r)ρ˜(r)dr ≥ E[ρ(r)]
• Analysis (I):
◦ If the energy an be made stationary with respet to hanges
in the density, the use of a Lagrange multiplier,
δ {E[ρ(r)]− µN} = 0, (5.9)
allows to introdue the eletroni hemial potential as µ =(
δE
δN
)
v(r)
• Analysis (II): The variational priniple
◦ Starting from δ {E[ρ(r)]− µN} = 0,
δE[ρ(r)]− µδ
{∫
ρ(r)dr
}
= 0 (5.10)
◦ Applying the priniples of variational alulus3 we obtain:∫
δE[ρ(r)]
δρ(r)
δρ(r)dr−µ
∫
δρ(r)dr =
∫ {
δE[ρ(r)]
δρ(r)
− µ
}
δρ(r)dr = 0
(5.11)
◦ Goals: (i) to establish the appropriate onditions for the min-
imisation; and (ii) to dene the value of µ at the global mini-
mum.
µ =
δE[ρ(r)]
δρ(r)
= v(r) +
δF [ρ(r)]
δρ(r)
(5.12)
3
We remind that δF [φ] = F [φ+ δφ]− F [φ] =
R
δF
δφ
δφ(x)dx.
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=⇒ Analogy with (hemial potential) the eld of thermody-
namis:
µ =
(
∂U
∂ni
)
S,V,nj 6=ni
=
(
∂H
∂ni
)
S,P,nj
=
(
∂A
∂ni
)
T,V,nj
=
(
∂G
∂ni
)
T,P,nj
• Analysis (III):
◦ Remarks: the domain of the funtional F [ρ(r)] has been re-
strited to the spae S ′N , F [ρ(r)], in a way so that the fun-
tional:
E[Ψ] = min
|Ψ〉
〈Ψ|Tˆ + Vˆee + VˆNe|Ψ〉 (5.13)
is replaed now by:
E[ρ] = min
ρ
{
F [ρ(r)] +
∫
v(r)ρ(r)dr
}
, (5.14)
with:
F [ρ(r)] = min
|Ψ〉→ρ
〈Ψ[ρ(r)]|Tˆ + Vˆee|Ψ[ρ(r)]〉 (5.15)
By the 2nd theorem:
F [ρ(r)] +
∫
v(r)ρ(r)dr ≥ F [ρ0(r)] +
∫
v(r)ρ0(r)dr, (5.16)
but for arbitrary, N -representables, densities whih is known
as Levy-Lieb onstrained searh.
◦ Remarks: the expressions for T [ρ], Vee[ρ] and, therefore, F [ρ]
o F [ρ] are unknown yet.
5.2 The Kohn-Sham orbitali approah
5.2.1 The Kohn-Sham (KS) hypothesis
• Basi premises: Kohn-Sham hypothesis (I)
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◦ On T (I): its estimate is partiularly thorny, but the HF kineti
energy is largely aurate with respet to the exat energy,
whose expression is,
T =
N∑
i
〈φi| − 1
2
∇2i |φi〉 (5.17)
◦ On T (II): on the other hand, the kineti energy of the early
models,
T [ρ] = CTF
∫
ρ(r)5/3dr+ . . . (5.18)
was aeted by large errors and the gradient expansions did
not onverge (rail siding).
Motivation: would it not be possible to take advantage of the
orbitali Hartree-Fok formalism without ontraditing any of the
Hohenberg-Kohn theorems ?
• Basi premises: Kohn-Sham hypothesis (II)
◦ On {φi}: if we take a non-interating partile system4 as
a referene, ating under the inuene of an external potential
vs(r), and satisfying
5
,
|ΨKS〉 = (N !)−1/2|φ1φ2 . . . φN |, (5.19)
it is able to generate a N -representable density,
ρKS(r) =
N∑
i
|φi|2, (5.20)
4Hˆs = −
1
2
PN
i ∇
2
i + vs(r)
5
Pauli priniple
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its energy will be given by:
E =
N∑
i
〈φi| − 1
2
∇2i |φi〉+
N∑
i
〈φi|vs(r)|φi〉
=
N∑
i
〈φi| − 1
2
∇2i |φi〉+
∫
vs(r)ρ(r)dr (5.21)
◦ On vs(r): the system of N pseudo-partiles remains tied thanks
to the external potential vs(r), and the φi obey an SCF-like
equation, {
−1
2
∇2i + vs(r)
}
︸ ︷︷ ︸
hˆeff
φi = ǫiφi (5.22)
In other words: suppose that the partiles move in some poten-
tial that give the same density ρKS(r) (titious, non-interating
partile system) as the real system ρ(r) (real, interating partile
system)
5.2.2 Basi equations of the Kohn-Sham model
• Kohn-Sham model: basi equations (I)
◦ For a real system:
E[ρ(r)] =
∫
ρ(r)v(r)dr+ T [ρ(r)] + Vee[ρ(r)], (5.23)
by the ondition ρKS(r) = ρ(r), the Hohenberg-Kohn theorem
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allows us to write:
E[ρ(r)] =
∫
ρ(r)v(r)dr+ T [ρ(r)] + Vee[ρ(r)] (5.24)
≡
N∑
i
〈φi| − 1
2
∇2i |φi〉︸ ︷︷ ︸
Ts[ρ]
+
∫
vs(r)ρ(r)dr,
and to rewrite E[ρ(r)], after using vs(r) as a tting variable,
like:
E[ρ(r)] =
∫
ρ(r)v(r)dr+ Ts[ρ(r)] + U [ρ(r)] : known
+(T [ρ(r)]− Ts[ρ(r)]) + (Vee[ρ(r)]− U [ρ(r)])︸ ︷︷ ︸
Exc[ρ(r)]
: unknown
• Kohn-Sham model: basi equations (II)
◦ Reovering6 the variational priniple, µ = δE[ρ(r)]
δρ(r)
= v(r) +
δF [ρ(r)]
δρ(r)
, we have that:
µ =
δTs[ρ(r)]
δρ(r)
+ v(r) +
δU [ρ(r)]
δρ(r)
+
δExc[ρ(r)]
δρ(r)︸ ︷︷ ︸
vs(r)
(5.25)
◦ Combining eqs. (5.21)-(5.22) with the above expression, the
orbitals φi must now obey the well-knownKohn-Sham equa-
tions:{
−1
2
∇2i + v(r) +
∫
ρ(r′)
|r− r′|dr
′ + vxc(r)
}
φi = ǫiφi, (5.26)
with vxc =
δExc[ρ]
δρ(r)
the orresponding exhange-orrelation
potential and:
vs = v(r) +
∫
ρ(r′)
|r− r′|dr
′ + vxc(r) (5.27)
6
We remind that E[ρ(r)] =
R
ρ(r)v(r)dr+ Ts[ρ(r)] + U [ρ(r)] + Exc[ρ(r)]
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• Kohn-Sham model: basi equations (III)
◦ Starting from hˆeffφi = ǫiφi, multiplying by 〈φ⋆i | and integrat-
ing, one arrives at:
〈φ⋆i | −
1
2
∇2i |φi〉+ 〈φ⋆i |v(r)|φi〉+ 〈φ⋆i |
∫
ρ(r′)
|r− r′|dr
′|φi〉+
〈φ⋆i |vxc(r)|φi〉 = ǫi (5.28)
◦ Summing up the N values leads to:∑
i
ǫi = Ts[ρ]+
∫
ρ(r)v(r)dr+2U [ρ]+
∫
ρ(r)vxc(r)dr, (5.29)
and notiing that E[ρ(r)] = Ts[ρ]+
∫
ρ(r)v(r)dr+U [ρ]+Exc[ρ],
the total energy also beomes:
E[ρ(r)] =
∑
i
ǫi − U [ρ]−
∫
ρ(r)vxc(r)dr+ Exc[ρ] (5.30)
• Kohn-Sham vs. Hartree-Fok model
◦ If we ompare both (HF and KS) one-partile equations, the
exhange operator Kˆ(r, r′) has been substituted by vxc(r):
HF:
{
−1
2
∇2i −
∑
A,i
ZA
rAi
+
∫
ρ(r′)
|r− r′|dr
′ −
∑
j
∫
φj(r
′)φj(r)
|r− r′| dr
′Pˆr,r′
}
φi = ǫiφi,
(5.31)
KS:
{
−1
2
∇2i −
∑
A,i
ZA
rAi
+
∫
ρ(r′)
|r− r′|dr
′ + vxc(r)
}
φi = ǫiφi
(5.32)
◦ The similarities between models allows one to:
(i) Take advantage of existing odes and implementation triks,
sharing a neessarily iterative resolution;
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(ii) Treating losed- (N even: RKS) and open-shell systems
(N odd: UKS), whih allows to apply the equations to the
lowest energy system of a given symmetry (singlet, doublet,
et.)
◦ However, some dierenes still persist:
(i) The KS wavefuntion |ΨKS〉 = (N !)−1/2|φ1φ2 . . . φN | diers
from the HF one, as well as the orresponding φi's do.
(ii) The meaning of the KS orbitals is unlear; however, they
are used as interpretative tools (as other one-eletron orbitals).
(iii) The HF exhange potential (non-loal and non-multipliative)
is substituted by an exhange-orrelation potential (loal and
multipliative).
(iv) In the HF theory, the diagonal elements
7 Kii y Uii mu-
tually anel in an exat way, whih does not usually happen
with the orresponding terms Exc[ρ] and U [ρ]: self-interation
error.
(v) The spin ontamination 〈Ψ|Sˆ2|Ψ〉 in unrestrited alu-
lations is learly not dened sine |ΨKS〉 is just a tion to
desribe the density.
(vi) The omputational ost of the HF methods isN4, 〈φiφj||φiφj〉,
while any F [ρ]-like term sales as N3.
5.3 Summary and onlusions
1. Computational methodology appliable to every lass of N -eletron
system: universal funtionals (in priniple).
7Kij =
RR φ∗i (r)φ∗j (r′)φj(r)φi(r′)
|r−r′|
drdr′; Uij =
RR φ∗i (r)φ∗j (r′)φi(r)φj(r′)
|r−r′|
drdr′
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2. Key: to nd a physially sound and easy to handle approah to
Exc[ρ] ← E[ρ] and, onsequently vxc = δExc[ρ]/δρ(r).
3. We dispose of a quantum-hemial formalism (µ, {φi, ǫi}) that an
be used as an interpretative tool (hemial reativity) and extended
to exitation energies.
4. Computational advantages: (i) aeptable ost (N3:
∫
ei[ρ]dr); (ii)
parallelism (HF vs. KS) with existing odes; et.
Chapter 6
Hohenberg-Kohn-Sham
formalism (II): the
exhange-orrelation
funtional
6.1 Exhange-orrelation modeling
6.1.1 LDA, GGA and meta-GGA approximations
• Approahing the exat Exc [ρ]: LDA (I)
◦ Starting point (I): one postulates that exhange-orrelation ef-
fets might have the form,
Exc [ρ] = F [ρs]︸ ︷︷ ︸
unknown
−U [ρ]− Ts [ρ] = · · · =
∫
ρ (r) exc[ρ(r)]dr,
(6.1)
with the possible separability of terms exc = ex + ec.
◦ Starting point (II): analytially solvable model known as jel-
lium
=⇒ N eletrons in a box, volume V = l3, throughout whih a
positive harge N is uniformly spread out to ensure neutrality.
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=⇒ The limit N → ∞, V → ∞, but ρ = N/V tending to
a nite limit, denes the isotropi system known as Uniform
Eletron Gas (UEG).
◦ For the UEG one obtains:
Ex[ρ] = −3
4
(
3
π
)1/3
︸ ︷︷ ︸
Cx
∫
ρ4/3(r)dr; (6.2)
Ts[ρ] = − 3
10
(
3π2
)2/3︸ ︷︷ ︸
≈CTF
∫
ρ5/3(r)dr (6.3)
• Approahing the exat Exc [ρ]: LDA (II)
◦ Further proposal of approximate1 models for Ec[ρ] suh as:
ELDAc [ρ] = −
∫
ρ(r)
0.44
rs + 7.8
dr, with
4
3
πr3s =
1
ρ
, (6.4)
denes entirely the approah alled Loal Density Approx-
imation (LDA)
◦ For the orrelation energy of the UEG, reliane is plaed on nu-
merial simulations for dierent values of rs (the Vosko-Wilk-
Nussair model) from rs < 1, high-density limit, and rs ≥ 1,
low-density limit, after subtrating kineti and exhange ener-
gies given by eqs. (6.2)-(6.3).
=⇒ The (often referred) SVWN model = ELDAxc [ρ] (S + VWN).
◦ Problems:
=⇒ ELDAc [ρ] (ELDAx [ρ]) (under)overestimates Ec (Ex) around
∼ 100 % (10− 15 %)
1
The orrelation energy density is not exatly known in analyti form.
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=⇒Homogeneous systems (metals) are naturally favoured with
respet to inhomogeneous ones (moleules).
• Approahing the exat Exc [ρ]: LSDA
◦ In magneti or polarised systems, when N↑ 6= N↓, the spin
polarisation needs to be introdued:
ELSDAx [ρ↑, ρ↓] = Cx
∫ [
ρ
4/3
↑ (r) + ρ
4/3
↓ (r)
]
dr. (6.5)
◦ For more ompliated expressions, the funtion f(ξ) is used,
with ξ(r) =
ρ↑−ρ↓
ρ↑+ρ↓
(spin polarisation):
f(ξ) =
(1 + ξ)4/3 + (1− ξ)4/3 − 2
2 (21/3 − 1) , (6.6)
that allows us to interpolate between the un- (ξ = 0) and
polarised (ξ = 1) limits:
exc[ρ, ξ] = exc [ρ, ξ = 0] + {exc [ρ, ξ = 1]− exc [ρ, ξ = 0]} f(ξ)
(6.7)
=⇒ Logially, if N↑ = N↓, LSDA (and its extensions) redues
to LDA.
• Approahing the exat Exc [ρ]: GGA (I)
◦ Moleules and real systems deviate from the homogeneity im-
pliitly inluded in the UEG. But, how do we reliably introdue
the inhomogeneity of matter?
EGGAxc [ρ] = E
LDA
xc [ρ] + ∆Exc[ρ,∇ρ],


mathematial modeling of ∆Exc :
onstraints, limiting values,
(multi)parameters tting, et.
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◦ In pratie, we rely on:
∆Exc[ρ] =
∫
ρ(r)Fxc(s)dr, on s =
|∇ρ(r)|
ρ4/3(r)
, (6.8)
dening the approah alledGeneralized Gradient Approx-
imation (GGA).
◦ A step further: forms exist depending on ∇2ρ(r),
Em−GGAxc [ρ] =
∫
exc
(
ρ, |∇ρ|,∇2ρ) dr (6.9)
dening the approah alled meta- Generalized Gradient Ap-
proximation (m-GGA).
• Approahing the exat Exc [ρ]: GGA (II)
◦ Some very suessful ases when modeling ∆Ex[ρ,∇ρ]:
FDK87x (s) = s
2
(
1 + αs
1 + α′s2
)
(6.10)
FB88x (s) = −β
s2
1 + 6βs sinh−1(s)
(6.11)
FPBE96x (s) = κ−
κ
1 + µ
κ
s2
(6.12)
with α, α′, β, κ and µ well-tted (training set) parameters.
◦ Reasons for the suess of GGA: Fxc(ρ,∇ρ) is obliged to sat-
isfy a set of exat onditions and limiting values.
=⇒ Ex.: The integrand of EB88x funtional behaves orretly
when limr→∞ ex(r) ∼ −1/2r (asymptoti behaviour 6= LDA).
=⇒ Ex.: The integrand of EPBEx funtional gives Fx(0) = 0
(redues orretly to the UEG limit).
• Approahing the exat Exc [ρ]: GGA (III)
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◦ Possibilities for the (admittedly) elusive exc[ρ(r)]:
1.− Ex < 0, Ec ≤ 0
2.− Ex ≥ Exc ≥ CLO
∫
ρ(r)4/3dr, with− 1.44 ≥ CLO ≥ −1.68
3.− If N = 1, Ex[ρ] + U [ρ] = 0, Ec[ρ] = 0
4.− If r →∞, ex ∼ − 1
2r
, vx ∼ −1
r
5.− Ex[ρ] =
∫
[3ρ(r) + r · ∇ρ(r)] vx[ρ]dr
6.− If s = |∇ρ(r)|
ρ4/3(r)
→ 0, Fxc(s)→ 0
7.− −1
8
|∇ρ(r)|2
ρ(r)
≤ −1
2
∑
i
|∇φi(r)|2
8.− ...
• Approahing the exat Exc [ρ]: range-separation
◦ Range-separation (RS) is based on:
1
rij
=
f(ωrij)
rij︸ ︷︷ ︸
short-range
+
1− f(ωrij)
rij︸ ︷︷ ︸
long-range
(6.13)
=⇒ The funtion f has the properties f(ωx → 0) = 1 and
f(ωx → ∞) = 0. Examples: f(ωx) = e−ωx or the error fun-
tion (simpliity in alulating integrals for ommon basis sets).
=⇒ The key is to treat long- and short-range parts with dif-
ferent funtionals.
◦ Sine the HF potential is known to have the orret asymptoti
behaviour (
−1
r
), one an mix long-range HF with short-range
GGA to give (the simplest) form:
ERSxc = E
short−range GGA
x + E
long−range EXX
x + E
GGA
c (6.14)
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=⇒ Although these funtionals may not improve thermohem-
istry, other properties (exitation energies) are often improved.
◦ This framework ontinues to gain many followers: CAM-B3LYP,
HSE, ωPBE, ωPBEh, ωB97, ωB97X, HISS, et.
6.1.2 The adiabati onnetion funtionals
• Approahing the exat Exc [ρ]: The adiabati onnetion (I)
◦ In this model, the funtional Exc[ρ] is reexpressed for a model
whih replaes the exat Vˆee by a parameterised one, λVˆee (λ ∈
[0, 1]), thus onneting the non-interating partile system (λ =
0) with the real one (λ = 1),
Vˆee =
N∑
i<j
λ
rij
(6.15)
◦ We remind that for N -representable densities,
F [ρ(r)] = min
|Ψ〉→ρ
〈Ψ[ρ(r)]|Tˆ + Vˆee|Ψ[ρ(r)]〉, (6.16)
a ondition whih now translates into:
Fλ[ρ(r)] = min|Ψλ〉→ρ〈Ψλ|Tˆ + λVˆee|Ψλ〉, (6.17)
with Ψλ the wavefuntion whih minimises Tˆ+λVˆee and whih
gives the exat density.
• Approahing the exat Exc [ρ]: The adiabati onnetion (II)
◦ The exhange-orrelation energy will be given by:
Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− U [ρ] = {Fλ=1[ρ]− U [ρ]} − Fλ=0[ρ]
=
∫ 1
0
∂Fλ[ρ]
∂λ
dλ− U [ρ] (6.18)
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◦ Wemay then use the Hellmann-Feynmann theorem (sine there
is a parameter λ in Hˆ) to give:
Exc[ρ] =
∫ 1
0
Wλ[ρ] dλ, on Wλ[ρ] =
〈
Ψλ|Vˆee|Ψλ
〉
− U [ρ].
(6.19)
◦ The limiting values reahed by λ situates two extremes:
W0 =
〈
Ψλ|Vˆee|Ψλ
〉
− U [ρ]
= EEXXx (6.20)
W1 =
〈
Ψλ|Vˆee|Ψλ
〉
− U [ρ] = Vee[ρ]− U [ρ]
= Eexactxc , (6.21)
and, hene, the task is trying to nd a path interpolating them.
• Approahing the exat Exc [ρ]: The adiabati onnetion (III)
Signiane: the adiabati onnetion shows that any funtional
Exc[ρ] might inlude (at least) a fration of the exat-exhange:
EEXXx = −
1
2
occupied∑
ij
∫ ∫
φ∗i (r)φ
∗
j(r
′)
1
|r− r′|φj(r)φi(r
′)drdr′
◦ The simplest oneivable form for the interpolating funtion
Wλ will be:
Wλ[ρ] = a[ρ] + λb[ρ], (6.22)
and, onsequently,
Exc[ρ] =
∫ 1
0
Wλ[ρ] dλ = a[ρ] +
1
2
b[ρ], (6.23)
being a[ρ] = W0 = E
EXX
x y b[ρ] = W1 − a = Eexactxc − EEXXx .
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λλ = 0
λ = 1
Wλ
W 0
W 1
W 0
’
Ex
Ec
REAL systemKS system
(non−interacting) (interacting)
λλ = 0
λ = 1
Wλ
W 0
W 1
W 0
’
Ex
Ec
a[ρ] + λ b[ρ]
REAL systemKS system
(non−interacting) (interacting)
◦ Hene,
Exc[ρ] = E
EXX
x +
1
2
(
Eexactxc − EEXXx
)
, (6.24)
◦ The above relation inspired the pioneering hybrid method
known as Half-and-Half:
Exc[ρ] =
1
2
EEXXx +
1
2
ELDAxc (6.25)
◦ Then, a further extension (the famous B3LYP) omes from:
=⇒ Introduing more sophistiated GGA-like forms, and
=⇒ Introduing some semi-empirial mixing of the allowed in-
gredients.
Exc[ρ] = a E
EXX
x + (1− a)ELDAx [ρ] + b∆EB88x [ρ]
+ (1− c)ELDAc [ρ] + cEc[ρ]LYP, (6.26)
with
(a, b, c) = (0.20, 0.72, 0.81) (6.27)
6. Hohenberg-Kohn-Sham formalism (II): the exhange-orrelation funtional 61
• Approahing the exat Exc [ρ]: The adiabati onnetion (IV)
◦ In general, for any arbitrary point in the λ spae the exat
value and its derivatives are unknown. We need to onsider
additional information for the weak interating limit λ→ 0,
suh as:
W ′0 =
(
∂Wλ
∂λ
)
λ=0
= 2EPT2c , (6.28)
together with other known onditions:
∂Wλ
∂λ
< 0 ∀λ; limλ→∞Wλ =
nite, . . .
◦ The meaning of EPT2c in the DFT framework is based on Görling-
Levy's perturbation theory:
E = EKS +
∞∑
i=2
EPTic , (6.29)
EPTic =
1
4
Noccupied∑
p,p′
Nvirtual∑
q,q′
|〈qq′||pp′〉|2
(ǫq + ǫq′)− (ǫp + ǫp′) , (6.30)
with 〈qq′||pp′〉 = 〈qq′|pp′〉 − 〈qq′|p′p〉.
◦ The two-eletron integrals depend on both oupied and vir-
tual KS orbitals,
〈qq′|pp′〉=
∫∫
φ⋆q(r)φ
⋆
q′(r
′)
1
|r− r′|φp(r)φp′(r
′)drdr′ (6.31)
〈qq′|p′p〉=
∫∫
φ⋆q(r)φ
⋆
q′(r
′)
1
|r− r′|φp′(r)φp(r
′)drdr′ (6.32)
=⇒ Key issue: introdution of exitations from oupied to
virtual orbitals (as what happens in ab initio theories).
◦ The inorporation of this further key feature needs to rely on
funtional forms
2
for Wλ depending on:
Wλ[ρ] = f (a[ρ], b[ρ], c[ρ]) → a[ρ] + λb[ρ] + λ2c[ρ], (6.33)
2
Note that now Exc[ρ] = a[ρ] +
1
2
b[ρ] + 1
3
c[ρ].
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for whih we nd:
a[ρ] = EEXXx , b[ρ] = E
PT2
c , c[ρ] = E
exact
xc − EEXXx − EPT2c
(6.34)
◦ Again, if we allow some exibility for the mixing,
Exc[ρ] = wEXX︸ ︷︷ ︸
a1
EEXXx + (1− wEXX)︸ ︷︷ ︸
a2
EDFTx [ρ]
+ wPT2︸ ︷︷ ︸
b1
EPT2c + (1− wPT2)︸ ︷︷ ︸
b2
EDFTc [ρ], (6.35)
with now,
(wEXX,wPT2) = (0.53, 0.27) (6.36)
giving rise to the double-hybrid funtionals, as theB2-PLYP.
• Approahing the exat Exc [ρ]: The adiabati onnetion (V)
◦ General framework:
Exc[ρ] = a1E
EXX
x︸ ︷︷ ︸
N4
+a2E
DFT
x [ρ]︸ ︷︷ ︸
N3
+b1E
PT2
c︸ ︷︷ ︸
N5
+b2E
DFT
c [ρ]︸ ︷︷ ︸
N3
(6.37)
◦ In short, we have at our disposal nowadays:
Parameters Aronym Type
a2 = (1− a1) b1 = 0 b2 = (1− b1) B1LYP hybrid
a2 6= (1− a1) b1 = 0 b2 6= (1− b1) B3LYP hybrid
a2 = (1− a1) b1 6= 0 b2 = (1− b1) B2-PLYP double-hybrid
a2 6= (1− a1) b1 6= 0 b2 = (1− b1) XYG3 double-hybrid
a2 = (1− a1) b1 6= 0 b2 6= (1− b1) B2π-PLYP double-hybrid
◦ Evidently, eah athegory also takes the denomination GGA
or m-GGA, depending on the nal forms hosen for Ex[ρ] and
Ec[ρ].
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6.1.3 Variety of forms: real or not ?
• Approahing the exat Exc [ρ]: real variety (I)
◦ We an establish a kind of hierarhy, although admittedly not
so marked as that existing for ab initio methods:
(origin)
(exatness)
◦ Moving up and down aross the hierarhy may be useful to
braket the auray at eah level, keeping the same exhange-
orrelation form:
Type exc (r) Cost Example
1o. ρ (r) N3 SVWN
2o. ρ (r) ,∇ρ (r) N3 BLYP, PBE
3o. ρ (r) ,∇ρ (r) ,∇2ρ (r) , . . . N3 BB95, TPSS
4o. ρ (r) ,∇ρ (r) /φoccupiedi (r′) N4 B3LYP, PBE0
5o. ρ (r) ,∇ρ (r) /φoccupiedi (r′), φvirtuali (r′) N5 B2-PLYP, PBE0-DH
◦ However, in pratie, it is sometimes diult to disentangle
leading eets and/or to ompare with previously published
results: the funtional zoo (see the following examples).
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Ex[ρ] Ec[ρ] Exc[ρ] Exc[ρ] Basis set
(hybrid) (double-hybrid)
B88 P86 B3LYP BMK B2-PLYP 6-31G*
PW91 LYP X3LYP B97 mPW2-PLYP 6-31+G*
mPW PW91 O3LYP B98 B2GP-PLYP 6-31G**
PBE PBE CAM-B3LYP τHCTH XYG3 6-31++G**
G96 B95 BH&HLYP M06 B2-P3LYP 6-311G**
OPTX OPTC B1LYP M06-2X B2-OS3LYP -pVDZ
BRx BR B1B95 M06-HF XYG3s -pVTZ
PKZB PKZB PBE0 wB97 B2T-PLYP aug--pVDZ
TPSS TPSS TPSSh wB97X B2K-PLYP aug--pVTZ
HSE KCIS mPW1k LC-ωPBE B2pi-PLYP TZVP
• wEXX (% of exat-like exhange) widely varies: 1080 %
• wPT2 (% of perturbation-like orrelation) seems to be lightly
more restrited: 2550 %
• Allowed ombinations Ex[ρ] + Ec[ρ]/Basis funtions = 10k
• Approahing the exat Exc [ρ]: real variety (II)
◦ Soure: ISI Web of Siene (2007). B3LYP (1993) largely dom-
inates (80 %) the period 19952005 despite the appearane of
newer and more sophistiated forms. The situation is expeted
to hange for 20052015 (ie., B2-PLYP appears in 2006).
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6.2 Preautions to be taken
6.2.1 Auray and validity domain
• Auray and validity domain of Exc (I):
◦ Although every step of the approximate hierarhy has its
own advantages and disadvantages; generally speaking, we an
roughly establish
3
that:
double-hybrid > hybrid > m-GGA ∼ GGA > LDA
◦ However, the behaviour of eah model might depend on
property or system (alibration is always needed).
BARRIERS
assessment / calibration
experience in use
DFT
Medium accuracy
(medium−to−large size)
overfitting (transferability)
functional zoo
◦ A good piee of news is that the basis sets dependene is not
so marked as for the ab initio methods: 6-31G**, def2-TZVP
or -pVTZ are (often) good ompromises.
• Auray and validity domain Exc of (II):
3
A great hallenge is still to develop a funtional that performs uniformly better than
B3LYP or B2-PLYP.
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◦ Strutural properties:
 Moleules (1st/2nd period): < 0.01 Å, 1− 2◦.
 Metalli ompounds: < 0.2 Å.
 Weak interations: ∼ 1 Å.
 Vibrational frequenies: 20− 50 m−1.
◦ Thermohemial properties:
 Atomisation energies (organi moleules): 12 kal/mol.
 Atomisation energies (metalli dimers): 525 kal/mol.
 Ionisation potentials: 25 kal/mol.
 Eletron anities: 23 kal/mol.
 Enthalpies of formation: 330 kal/mol.
◦ Non-ovalent (I) interations (eletrostati-like: hydrogen bond,
dipole-dipole, . . . ):
 Assoiation energies: < 2 kal/mol.
◦ Non-ovalent (II) interations (dispersion, π-π, . . . ):
 Assoiation energies: 110 kal/mol.
• Auray and validity domain of Exc (III):
◦ Additional warning: if the system or property under study
is (or is expeted to be) dominated by
=⇒ non-ovalent or dispersive-like interations,
=⇒ large eletroni deloalisation (π-eletron onjugation),
=⇒ degeneraies or near-degeneraies of frontier orbitals,
=⇒ marked stereoeletronis eets,
=⇒ harge-transfer involved proesses.
◦ Working approah: try to perform or disuss with
=⇒ exhaustive literature and ode searh,
TOGETHER with
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=⇒ (hopefully) alibration with ab initio methods,
TOGETHER with
=⇒ experts advie or disussion (friendly peer-review),
TOGETHER with
=⇒ ad-ho developed solutions (i.e., B3LYPD or CAM-B3LYP
might be more suited than B3LYP),
TOGETHER with
=⇒ braketing errors aross the (approximate) hierarhy of
existing methods (i.e., BLYP < B3LYP < B2-PLYP).
6.2.2 The self-interation error
• The Self-Interation-Error (SIE):
◦ Denition: spurious self-interation of an e− with itself (U [ρi]+
Exc[ρi, 0] 6= 0). The onsequene is an artiial stabilisation of
deloalised states (highly overestimated energy dierenes, too
low alternation between single and double bond in polyenes,
understimated fundamental gaps ...)
◦ Origin: loalised have larger self-repulsion than deloalised
densities
4
U[ρ] 2U[ρ/2] = U[ρ]/2
e− e−
A: :B
◦ Origin: but at the same time, due to the leading ρ4/3 (LDA)
dependene of ommon Ex[ρ]
4
Note that U [ρ] =
RR
ρ(r)ρ(r′)/|r− r′|drdr′
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Ex[ρ
4/3] 2Ex[ρ
4/3/2] = Ex[ρ
4/3]/21/3
e− e−
:BA:
◦ Consequene: larger and larger dierene (SIE) U [ρ] − Ex[ρ]
the more deloalised the state beomes!
loalised deloalised
SIE: U [ρ]− Ex[ρ4/3] 12U [ρ]− 121/3Ex[ρ4/3]
• The importane of EXat-like Exhange (EXX):
◦ 1st framework: sine EXX is by denition SIE-free, global hy-
brid funtionals partly alleviate it,
Ehybridxc [ρ] = wEXXE
EXX
x + (1− wEXX)Ex[ρ] + Ec[ρ], EEXXx anels U [ρ].
=⇒ KNOWN: wEXX is a system-/property-dependent value
for pi-onjugated systems.
◦ 2nd framework: a range-separated (RS) hybrid funtional is
based on splitting
5 r−1ij , giving rise to (exhange-only):
ERSx [ρ] = wSR−EXXE
SR−EXX
x (ω) + (1− wSR−EXX)Ex[ρ](ω)
+ wLR−EXXELR−EXXx (ω) + (1− wLR−EXX)Ex[ρ](ω)
=⇒ ReentNEW: ω depends also on the harateristis of the
system.
◦ 3rd framework: loal hybrid funtionals, for whih wEXX(r)
(position-dependent), whih are, however, very ostly and teh-
nially hallenging.
5 r−1ij = [1− erf(ωrij)] /rij + [erf(ωrij)] /rij = short-range + long-range
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6.2.3 Some suessful stories: DFTD and beyond
• Intermoleular fores (I): Generalities
◦ Aggregated states of the matter: balane between repulsive
(e−R) and attrative (R−n) fores. The use of the intermole-
ular potential energy, related with fore through F = −∇V is
longer preferred.
◦ To notably simplify the treatment, we rely on pairwise additive
shemes:
V ≈
∑
A∈a
∑
B∈b
VAB(RAB,ΩAB), (6.38)
with VAB the (two-entre)
6
interation potential (RAB: dis-
tane; ΩAB: orientation).
◦ Summary of attrative interations:
Type V (R,Ω)
ion - ion − q1q2
4πǫ
1
R
ion - dipole −µ1q2 cos θ
4πǫ
1
R2
dipole - dipole − 2
3kT
(
µ1µ2
4πǫ
)2 1
R6
dipole - dipole (indued) − µ21α2
(4πǫ)2
1
R6
dipole (indued) - dipole (indued) −3
2
α1α2
(4πǫ)2
I1I2
I1+I2
1
R6
dipole moment (µ), ionisation pot. (I), and polarizability (α)
• Intermoleular fores (II): Approximations
◦ J. D. van der Waals rst reognised (1873) that ertain fores
operate at small yet pervasive sale:
(
p+ avdWN
2
V 2
) (
V
N
− bvdW
)
=
kBT
◦ Mimi of van der Waals interations: ontributions depend-
ing on R−6 (dipole - dipole, dipole - indued dipole, London ).
6
3-body eets and beyond are negleted.
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In pratie (DFTD) we an learn from moleular-mehanis:
Efinal = EDFT + EvdW, EvdW = −s6
∑
A,B
f
(
RAB, R
vdW
AB
) CAB6
R6AB
,
CAB6 =
√
CA6 C
B
6 , f
(
RAB, R
vdW
)
=
1
1 + e
−α
“
RAB
RvdW
−1
”
s6 saling fator depending on the hosen form (Exc)
f
(
RAB, R
vdW
)
dumping funtion avoiding singularity at RAB = 0
RAB interatomi distane between A and B
RvdWAB sum of the van der Waals atomi radii
CAB6 dispersion oeients for the atomi pair AB
• Intermoleular fores (III): Approximations
◦ What is the spei shape of the ontributions like? See the
evolution of the dispersion energy (DFTD) for dierent atomi
pairs (left) or for the same pair (right) aording to the on-
sidered funtional (s6).
1 2 3 4 5 6
R (angstroms)
-0.5
-0.4
-0.3
-0.2
-0.1
0
E V
dW
 
(kc
al/
mo
l)
C - C atoms
C - H atoms
H - H atoms
R-6
Atom-Atom Dispersion Correction (s6 = 1.0)
1 2 3 4 5 6
R (angstroms)
-0.5
-0.4
-0.3
-0.2
-0.1
0
E V
dW
 
(kc
al/
mo
l)
BLYP (s6 = 1.20)
B3LYP (s6 = 1.05)
B2-PLYP (s6 = 0.55)
R-6
Atom-Atom Dispersion Correction (C - H)
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=⇒ Some nie features: (i) orret asymptoti behaviour (R−6AB);
(ii) maximum vdW energy peaking at ∼ RvdWAB ; (iii) less energy
for less polarisable atoms; (iv) the s6 parameter dereases along
the hierarhy, and onsequently the energy, as expeted.
• Intermoleular fores (IV): Mirosopi approximation
◦ Origin: orrelated instantaneous utuations of eletroni den-
sities at r and r′;
=⇒ CCSD(T) (MP2) is able to fully (partly) introdue them
by default.
=⇒ DFT is unable to do it without further modiations.
 δ+  δ
+
 δ+
 δ+
 δ−  δ
−
 δ−
 δ−
1/RA B
6
a) Dynamically−interacting (electronic distortions)
A B
a) Statically−interacting densities
(center−to−center distance)
(r−to−r’ distance: fast fluctuations)
◦ Treatment: non-loal orrelation funtionals (Ec[ρ] = Esemi−localc +
ENLc ), with,
ENLc =
∫ ∫
ρ(r)Φ (r, r′) ρ(r′)drdr′, (6.39)
being the most used form for ENLc that is oined as VV10.
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6.2.4 Density tting (RI) and numerial quadra-
ture
• Density tting7: signiant speed up of the alulations for the
terms EEXXx and E
PT2
c entering into the hybrid or double-hybrid
forms.
◦ Evaluation of four-index two-eletron integrals:
(
pq|Oˆ|rs
)
=
∫ ∫
ϕp(r1)ϕq(r1) Oˆ(r1, r2) ϕr(r2)ϕs(r2)dτ1dτ2,
(6.40)
will soon beome (large orbital basis sets) highly linear depen-
dent, and an thus be expanded in an auxiliary basis of tting
funtions {Q}:
ϕp(r)ϕq(r) ≈
∑
Q
cQ,pqQ(r) (6.41)
◦ The result is a saling of O(N3) (two- and three-entre two-
eletron integrals) instead of the original O(N4):(
pq|Oˆ|rs
)
=
∑
PQ
(pq|P )V−1PQ (Q|rs) , (6.42)
with:
(Q|P ) =
∫ ∫
Q(r1)OˆP (r2)dτ1dτ2, (6.43)
(Q|pq) =
∫ ∫
Q(r1)Oˆϕp(r2)ϕq(r2)dτ1dτ2 (6.44)
• Implementation of DFT:
7
Or Resolution-of-the-Identity (RI)
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◦ The new integrals whih arise in the KS equation may not be
analytially evaluated. Thus,
I =
∫
f(r)dr ≈
∑
i
wif(ri), N
3
saling (6.45)
generating a numerial 3-dimensional grid of points (wi are
the weights).
=⇒ The integration grid should be adapted to the shape of
the moleular density (high and nearly spherially symmetri
near the nulei; lower and less symmetri between them).
=⇒ The grid of wi are entered on every nulei; needing to
dene a radial and an angular quadrature sheme. The atomi
grids then generate the moleular mesh used.
◦ A good test on the auray8 of a quadrature sheme may just
be judged by N =
∫
ρ(r)dr. Example:
N Exc
Grid 3 29.997204 -19.329346
Grid 4 29.999728 -19.329311
Grid 5 30.000017 -19.329297
Grid 6 30.000074 -19.329439
Grid 7 30.000016 -19.329378
◦ Clear need to inrease the default thresholds when one is on-
erned with:
 Flat potential energy surfaes and/or vibrational frequenies.
 Diuse funtions in both ground- and exited-states.
 Any property based on population analysis.
 The density tting (RI) or related tehniques.
8
C4H6, B3LYP/6-31G* (ORCA 2.8.0); error in Exc up to 0.1 kal/mol
Chapter 7
Chemial onepts and
reativity
7.1 The hemial potential
• Chemial onepts:
◦ One of the most striking suesses of DFT lies on its ability
to (re)dene key onepts, historially employed to diluidate
the existing relationships between moleular struture and re-
ativity.
◦ By means of ab initio methods, this work is however not ex-
empted from diulties.
◦ On the other hand, this is ertainly possible in DFT thanks to
the main role played by variables ρ(r) y N . After all, Chem-
istry is related with eletron(s) transfer(s) from one region to
another region of spae.
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Signiane: we reall the following denitions
Ionisation energy (I): minimum energy needed to remove
an eletron from a gaseous isolated system in its vibrational
ground-state,
X(g) + I → X+(g) + e−, I = E(X+)− E(X) > 0 (7.1)
Eletron anity (A): amount of energy released when an eletron
is added to a gaseous, generally neutral, system,
X(g) + e− → X−(g) + A, A = E(X)− E(X−) > 0 (7.2)
7.1.1 Denitions and derivations
• The hemial potential (I):
◦ Sine E[N, v(r)], dierentiating with respet to the variables
to what depends on:
dE =
(
∂E
∂N
)
v(r)
dN +
∫ (
δE[ρ(r)]
δv(r)
)
N
δv(r)dr (7.3)
◦ In turn, it is known1 that N = N [ρ]:
dE =
∫ (
δE[ρ(r)]
δρ(r)
)
v(r)
δρ(r)dr+
∫ (
δE[ρ(r)]
δv(r)
)
ρ
δv(r)dr
(7.4)
◦ From the fundamental equation of DFT, µ = δE[ρ(r)]
δρ(r)
, and how
dN =
∫
δρ(r)dr, we arrive at:
dE = µdN +
∫ (
δE[ρ(r)]
δv(r)
)
ρ
δv(r)dr (7.5)
1
Remember that
R
ρ(r)dr = N
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◦ Comparing both eqs. (7.3) y (7.5) we obtain a new denition
for µ:
µ =
(
δE[ρ(r)]
δρ(r)
)
v(r)
=
(
∂E
∂N
)
v(r)
(7.6)
=⇒ µ indiates how the energy hanges upon hanging
the number of eletrons.
◦ Starting from E[ρ(r)] = ∫ ρ(r)v(r)dr + T [ρ(r)] + Vee[ρ(r)], we
will analyse now how this energy is modied after varying the
external potential
2
:
dE =
∫
ρ(r)δv(r)dr+
∫ (
δT [ρ(r)]
δv(r)
)
ρ(r)
δρ(r)dr (7.7)
+
∫ (
δVee[ρ(r)]
δv(r)
)
ρ(r)
δρ(r)dr =
∫
ρ(r)δv(r)dr
◦ If one does the same from eq. (7.3), we arrive to the expression:
dE =
∫ (
δE[ρ(r)]
δv(r)
)
N
δv(r)dr (7.8)
◦ Sine E[N, v(r)], omparing the former eqs. for dE, we see that
ρ(r) =
(
δE[ρ(r)]
δv(r)
)
ρ
, and after being introdued into eq. (7.5):
dE = µdN +
∫
ρ(r)δv(r)dr (7.9)
=⇒ An expression known as fundamental equation of the
hemial hange.
◦ In pratie3, we start from:
µ =
(
∂E
∂N
)
v(r)
≃ ∆E
∆N
=
E(N + 1)− E(N − 1)
(N + 1)− (N − 1)
=
[E(N)− A]− [E(N) + I]
2
= −I + A
2
(7.10)
2
Keeping ρ(r) onstant.
3
Remember that I = E(N − 1)− E(N) and A = E(N)− E(N + 1)
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=⇒ One an thus uses experimental or alulated values of I
and A (in eV).
• The hemial potential (II):
◦ R. A. Mulliken (1934) onsidered the following reations:
X+ Y → X+ +Y− (7.11)
X+ Y → X− +Y+, (7.12)
and dened the eletronegativity (χ) as the average tendeny
of an element to give or attrat eletrons:
χ =
I + A
2
(7.13)
sine, in that way, X and Y have the same χ; note how they
are equally inlined to win or lose eletrons: I(X) + A(Y) =
I(Y) + A(X).
◦ Hene:
µ = −χ =
(
∂E
∂N
)
v(r)
= −I + A
2
(7.14)
◦ For a hemial reation between systems A and B, assuming
that v(r) is kept onstant, and for a harge transfer given by
∆N , the eq. (7.9) beomes4 now ∆E ≃ µ∆N . Sine normally
∆E = ∆EA+∆EB, being ∆NA = −∆NB = ∆N > 0, we have
that:
∆E = (µA − µB)∆N (7.15)
=⇒ Matter ows from higher to lower values of µ.
=⇒ Matter ows from lower to higher values of χ.
=⇒ Continuous and spontaneous proess to get the same ho-
mogeneous value of µ in all subparts of the system.
4
Remember that dE = µdN +
R
ρ(r)δv(r)dr
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=⇒ µ thus measures the tendeny of eletrons to esape from
the system.
=⇒ Large dierenes of µ between system favours the ele-
troni transfer.
7.2 Related onepts
7.2.1 Hardness and Fukui funtions
• Hardness and Fukui funtions (I):
◦ Dierentiating µ[N, v(r)], we have that:
dµ =
(
∂µ
∂N
)
v(r)︸ ︷︷ ︸
η
dN +
∫ (
δµ
δv(r)
)
N︸ ︷︷ ︸
f(r)
δv(r)dr (7.16)
◦ We dene the following funtions:
η =
(
∂µ
∂N
)
v(r)
=
(
∂2E
∂N2
)
v(r)
(7.17)
f(r) =
(
δµ
δv(r)
)
N
=
δ2E
∂Nδv(r)
=
(
∂ρ(r)
∂N
)
v(r)
(7.18)
=⇒ η: Hardness (reiproal s = 1
η
: Softness)
=⇒ f(r): Fukui funtions (hemially interesting)
◦ The fundamental equation of hemial hange, dE = µdN +∫
ρ(r)δv(r)dr, now transforms into:
dµ = ηdN +
∫
f(r)δv(r)dr, (7.19)
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showing how µ varies upon hanges in N and the external po-
tential.
◦ In pratie, we start from:
η =
(
∂2E
∂N2
)
v(r)
≃ E(N + 1)− 2E(N) + E(N − 1)
[(N + 1)− (N − 1)]2
= [E(N)− A]− 2E(N) + [E(N) + I] = I − A (7.20)
=⇒ η is proportional to the band gap of a hemial system.
=⇒ The denition η = I−A
2
is usually preferred.
=⇒ Again using experimental or alulated values of I and
A (in eV).
=⇒ η measures how the system opposes to harge transfers:
trying to hange N in a hard system will not be easy (resis-
tane to deformation).
• Hardness and Fukui funtions (II):
◦ The priniple of maximum hardness: a hemial system at
a given temperature will evolve to a state of maximum hard-
ness, provided that µ and v(r) remain onstant. The highest
value of η reets the highest possible band gap; this value
orrelates with stability.
◦ HSAB (Hard-Soft-Aid-Bases) priniple: it assigns the terms
`hard' or `soft', and `aid' or `bases', to hemial speies, to
establish that hard aids prefer hard bases, giving rise to om-
pounds with essentially ioni bonds, and soft aids prefer soft
bases, giving rise to ompounds with essentially ovalent bonds.
 Hard applies to speies whih are small, have high harge
state, and are weakly polarisable.
 Soft applies to speies whih are big, have low harge state,
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and are strongly polarisable.
 Aid (Lewis) is a moleular entity ontaining an eletron-
pair aeptor entre.
 Base (Lewis) is a moleular entity ontaining an eletron-
pair donor entre.
• Hardness and Fukui funtions (III):
◦ Reovering the denition, f(r) =
(
δµ
δv(r)
)
N
=
(
∂ρ(r)
∂N
)
v(r)
, indi-
ating that f(r) an be interpreted as a:
=⇒Measure how sensitive the hemial potential is to a hange
in the external potential, or
=⇒ Measure how the eletroni density varies upon inreas-
ing the number of eletrons of the system.
◦ Again, in pratie, we start from:
f(r) =
(
∂ρ
∂N
)
v(r)
≃ ∆ρ
∆N
=
ρ(N+1)(r)− ρ(N−1)(r)
(N + 1)− (N − 1)
= f+(r) + f−(r)
=
ρ(N+1)(r)− ρN(r)
(N + 1)−N +
ρN(r)− ρ(N−1)(r)
N − (N − 1) (7.21)
◦ If ρ(r) =∑Ni |φi|2, then ρ(N+1)−ρN = ρLUMO and ρN−ρ(N−1) =
ρHOMO, so we have:
f+(r) = ρLUMO(r); (7.22)
f−(r) = ρHOMO(r); (7.23)
f 0(r) =
f+(r) + f−(r)
2
(7.24)
◦ Physial signiane (hemial reativity indies):
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=⇒ f+(r) appreiates a hange of N through ρLUMO(r) (mea-
sures the reativity towards a nuleophili attak).
=⇒ f−(r) appreiates a hange of N through ρHOMO(r) (mea-
sures the reativity towards an eletrophili attak).
◦ Applied to atoms (k), in a ondensed form:
f+k (r) = qk(N + 1)− qk(N), f−k (r) = qk(N)− qk(N − 1);
(7.25)
with qk the eletroni population on the k atom. If f
+
k > f
+
l ,
that k atom will probably at as eletrophili (suering thus a
nuleophili attak).
7.2.2 Curvature, frontier orbital energies and band
gaps
• The eet of adding N :
◦ In a seminal paper (1985) Perdew, Parr, Levy and Balduz dis-
overed that exat DFT must obey:
N-1 N N+1
Number of e-
E 
(a.
u.)
Energy change [F: CCSD(T)/6-311+G*]
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=⇒ The exat total energy must be a series of linear segments
between integer eletron points.
=⇒ Dierent slopes reet disontinuties in µ, that is, the fat
that eletron removal energy is not the same as the eletron
insertion energy.
=⇒ Total slope: dE
dN
= − I+A
2
=⇒ ∆N = 1, but if the urve is made ontinuous: E(N) =
aN2 + bN + c for frational harges (N ± x, −1 ≤ x ≤ 1) the
urvature is then
d2E
dN2
= I − A.
• Analogous of Koopmans' theorem in DFT: Janak's theorem
Signiane: the eigenvalues assoiated to the highest (lowest)
oupied (virtual) φi's, with the opposite sign, equals (is re-
lated to) the ionisation energy (the eletron anity), respetively.
=⇒ Consequene: I = −ǫN(N) = −ǫHOMO and
A = −ǫN+1(N + 1) ≈ −ǫLUMO
◦ This opens a new way to alulate µ, χ and η in KS alula-
tions:
µ (−χ) = −I + A
2
=
ǫHOMO + ǫLUMO
2
(7.26)
η =
I − A
2
=
ǫLUMO − ǫHOMO
2
(7.27)
=⇒ While these are exat statements, the use of approximate
Exc[ρ] makes the alulated energies approximate. As in HF
theory, A alulated in this way is less aurate than I.
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• The band gap in hemial systems:
◦ The exitation gap (also known as optial gap) an be probed
by optial spetrosopy. It refers to the energy dierene be-
tween the eletroni ground state and the st exited state of
a system for a xed partile number N .
=⇒ Optial gaps an be suessfully alulated by TD-DFT.
◦ The fundamental gap (also known as band or partile gap)
plays an important role in transport phenomena or eletron-
transfer reations, involving ground-state energies of systems
with dierent partile numbers N ; it is dened as:
Eg(N) = ǫN+1(N + 1)− ǫN(N), (7.28)
with ǫ the oupied KS eigenvalues.
◦ The partile gap in a non-interating system (also known as
KS gap) is:
EKSg (N) = ǫN+1(N)− ǫN(N) = ǫLUMO − ǫHOMO, (7.29)
while we an relate the latter two gaps by:
∆xc = Eg(N)− EKSg (N) = ǫN+1(N + 1)− ǫN+1(N), (7.30)
that is, the many-body orretion to the KS gap.
◦ It turns out that the ∆xc an be related to a VERY FUN-
DAMENTAL property of density funtionals, known as the
derivative disontinuity.
=⇒ Note that True (or measured) gap = KS predition +∆xc
=⇒ Numerial estimates show that∆xc an be large (i.e., ∼ 0.5
eV in bulk Si).
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◦ Graphially, we have that:
 ∆ E = ET D−D FT (S i, T i) − E D FT (S0)
 ∆ E = E U K S (T1) − E R K S (S0)
Eg(N) = I(N) − A(N) =  ε N+1(N+1) −  ε N (N)
Eg
K S (N) =  ε N+1(N) −  ε N (N)
Initial state Final state
x
x
• The derivative disontinuity (I):
◦ Let us onsider an open system (N) with a gap and onneted
to a partile reservoir with xed µ,
 µ
(open system) (particle reservoir)
N
=⇒ Assume that ǫLUMO < µ < ǫHOMO
=⇒ For small enough hanges, µ remains within the gap, and
nothing interesting happens.
=⇒ But as soon as, say, µ < ǫLUMO, an additional partile
is allowed to ome (the total number hanges from N to N+1).
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◦ To reet this new situation, µ must take a new value ompat-
ible with N +1; thus, µ is a pieewise onstant funtion of the
partile number,
 µ
N
N−1
N
N+1
• The derivative disontinuity (II):
◦ Sine I(N) = E(N − 1)− E(N) and A(N) = E(N)− E(N +
1), taken into aount that µ =
(
δE[ρ]
δρ(r)
)
v(r)
=
(
∂E[ρ]
∂ρ(r)
)
v(r)
, the
fundamental gap
5
is:
Eg(N) = I(N)− A(N) = δE[ρ]
δρ(r)
∣∣∣∣
N−
− δE[ρ]
δρ(r)
∣∣∣∣
N+
, (7.31)
sine the disontinuity in µ must be translated to it.
◦ Sine the total energy is E[ρ] = ∫ ρ(r)v(r)dr + Ts[ρ] + U [ρ] +
Exc[ρ], the above ondition is:
Eg(N) =
δTs[ρ]
δρ(r)
∣∣∣∣
N−
+
δExc[ρ]
δρ(r)
∣∣∣∣
N−
− δTs[ρ]
δρ(r)
∣∣∣∣
N+
− δExc[ρ]
δρ(r)
∣∣∣∣
N+
, (7.32)
5N± = limδ→0N ± δ
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◦ However, for the KS system, µ = δTs[ρ]
δρ(r)
+ vs(r), and then,
EKSg (N) =
δTs[ρ]
δρ(r)
∣∣∣∣
N−
− δTs[ρ]
δρ(r)
∣∣∣∣
N+
(7.33)
◦ Hene, ∆xc = Eg(N)− EKSg (N) and then,
∆xc =
δExc[ρ]
δρ(r)
∣∣∣∣
N−
− δExc[ρ]
δρ(r)
∣∣∣∣
N+
, (7.34)
is the (in)famous derivative disontinuity of the exhange-
orrelation potential. Its importane relies on:
=⇒ Giving a ontribution to the band gap in solids and ex-
tended systems.
=⇒ Ensuring that heteroaromati moleules dissoiate into
neutral fragments.
=⇒ Providing physial quality and ontent of the KS eigen-
values.
◦ The derivative disontinuity must be related with the asymp-
toti (r→∞) behaviour6 of the vxc.
=⇒ Far from the nuleus, an eletron (esaping) should feel
an eetive Z − (N − 1) harge.
=⇒ Sine v(r) → −Z
r
, and u[ρ] =
∫ ρ(r′)
|r−r′|dr
′ → N
r
, this im-
plies vxc → −1r .
=⇒Note that wrongly limr→∞ vLDAxc = e−r or limr→∞ vGGA(B88)xc =
− 1
r2
6
Hybrids and range-separated funtionals must work better!
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7.3 Size-extensivity
• Separability of the energy in DFT:
◦ The separability implies7:
E[NA +NB, vA(r) + vB(r)] = E[NA, vA(r)] + E[NB, vB(r)]
◦ In DFT, ommon expressions are ∫ e (ρ,∇ρ, . . . )dr, whih trans-
lates into the proof:∫
e (ρA+ρB, . . . )dr =
∫
e (ρA, . . . )dr+
∫
e (ρB, . . . )dr (7.35)
◦ However, if the funtional expliitly depends on N ,∫
e (NA +NB , ρA + ρB, . . . )dr (7.36)
6=
∫
e (NA, ρA, . . . )dr+
∫
e (NB, ρB, . . . )dr
=
∫
e (NA +NB, ρA, . . . )dr+
∫
e (NA +NB, ρB, . . . )
◦ Case 1. He · · · He (R→∞). Funtional: U [ρ(r)]
U [ρHe(A) + ρHe(B)] = U [ρHe(A)] + U [ρHe(B)] (7.37)
◦ Case 2. He · · · He (R→∞). Funtional: U˜ρ(r)] = U [ρ(r)]−
1
N
U [ρ(r)]
U˜ [ρHe(A) + ρHe(B)] 6= U˜ [ρHe(A)] + U˜ [ρHe(B)] (7.38)
=⇒ Separability: for a system omposed of two or more ob-
jets separated by great distanes of empty spae, the total
energy is the sum of the energy of the separated objets.
7vA and vB are separated by a large distane, in suh a way that any eletron will feel at
any point of the spae only one of these potentials.
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=⇒ Integer preferene: in a olletion of separated objets,
nature prefers to loate an integer number of eletrons on eah
objet: Na
+ · · · Cl− (Na · · · Cl) for R < 10 Å (R > 10 Å).
=⇒ Common approximations (LDA, GGA, . . . ) respet the
separability priniple BUT the integer preferene is not re-
speted by any pratial approximation.
7.4 Summary and onlusions
1. We dispose of a set of useful and rationalised expressions:
=⇒ Chemial potential (eletronegativity):
µ (−χ) =
(
∂E
∂N
)
v(r)
= −I + A
2
=
ǫHOMO + ǫLUMO
2
=⇒ Hardness:
η =
(
∂2E
∂N2
)
v(r)
=
I − A
2
=
ǫLUMO − ǫHOMO
2
=⇒ Fukui funtions:
f(r) =
(
δµ
δv(r)
)
N
=
(
∂ρ(r)
∂N
)
v(r)
= f+(r) + f−(r)
= φ2LUMO(r) + φ
2
HOMO(r)
=⇒ Eg(N) = I(N)− A(N) = EKSg +∆xc; ∆xc → 0 if approximate
Exc[ρ]→ true (nearly-exat) Exc[ρ].
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2. The variations of the energy with respet to N (global property)
generate a set of (ustomarily) global properties whih govern the
reativity of the system.
3. The variations of the energy with respet to v(r) (loal prop-
erty) generate a set of loal properties whih govern the seletivity
(topology) of the system.
Chapter 8
Extensions to exited-states:
TD-DFT
8.1 Extension to exited-states: some prelim-
inaries
• Framework (I):
◦ An eletronially exited state is obtained when a moleule is
in a higher-than-ground-state energy level, after absorption of
one or more photons: Photohemistry and Photophysis.
◦ The most popular extension of (ground-state oriented) DFT
to the alulation of exited-states is the time-dependent
(TD-DFT): the exited-states are sought after applying a time-
dependent (weak) eletri eld.
◦ TD-DFT heritages all the advantages and disadvantages of
DFT, inluding a frequently errati performane depending on
the funtional hosen.
◦ The aws of the method are also known: (i) poor desription
of harge-transfer states; (ii) single-exitation method, thus
laking doubly exited states; (iii) systemati errors in valene
states of large π-extended systems; (iv) impossibility to deal
with onial intersetions (degeneraies); (v) appearane of in-
truder (ghost) states . . .
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• Framework (II):
◦ Looking at what auses the system to get exited, there should
always be some time-dependent perturbation of the Hamilto-
nian. Therefore, we should onsider the response of the system
to an external stimulus.
=⇒ The standard approah is to onsider the response to a
monohomati perturbation of frequeny ω.
◦ The family of TD- methods originates from the variation form
of the time-dependent Shrödinger equation:
δ
∫ [
Ψ⋆HˆΨ−Ψ⋆
(
i
∂Ψ
∂t
)]
drdt = 0, (8.1)
whih is merely a onsequene of the fth postulate:
i~
∂
∂t
|Ψ(x, t)〉 = Hˆ(x, t)|Ψ(x, t)〉, (8.2)
with limt→−∞ |Ψ(x, t)〉 = |Ψ(x, 0)〉, showing how a wavefun-
tion evolves with time, being |Ψ(x, 0)〉 the orresponding ground-
state.
◦ An eletron exited to a higher state, will return to its ground-
state after some time. The nite lifetime (τ) gives rise to a
nite width of the energy spetrum, aording to the uner-
tainty priniple:
τ ∆E︸︷︷︸
hc∆ν¯
≥ ~
2
; ∆ν¯ (m−1) ∝ 1
τ
(8.3)
=⇒ We just look at the ngerprint of the spetrum through
the use of marosopi dieletri funtions exhibiting peaks as
a funtion of ω.
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◦ In pratie, the system is perturbed by an eletromagneti eld,
with:
V = −µ · E = E0 cos (ωt)
∑
i
riα, (8.4)
and the answer of the system is found.
=⇒ For some frequenies, in partiular of eah system, the
answer found is out of proportion (resonane).
8.1.1 Runge-Gross-Kohn-Sham exat formalism
• Runge-Gross theorem:
◦ Goal: extend the Hohenberg-Kohn theorem (existene and unique-
ness of solutions).
◦ The TD-Shödinger equation formally denes the map:
v(r, t) −→ i~ ∂
∂t
|Ψ〉︸ ︷︷ ︸
xed Ψ0
= Hˆ(t)|Ψ〉 −→ Ψ(t) −→ 〈Ψ(t)|ρˆ|Ψ(t)〉 −→ ρ(r, t)
=⇒ However, we need to show that ρ(r, t) is equally valid as
a variable to ompletely determine the dynamis of the system.
=⇒ Again, it must be proved that a unique, one-to-one, or-
respondane between v(r, t) and ρ(r, t) exists.
◦ First, the analytial struture of admissible time-dependent ex-
ternal potentials must be of the form:
v(r, t) =
∞∑
k=0
(t− t0)k 1
k!
∂k
∂tk
v(r, t)|t=t0 ; (8.5)
i.e., they an be Taylor-like expanded around the initial time
t0.
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◦ It is shown that if two potentials v(r, t) and v′(r, t) dier in
more than a onstant, c(t), they annot lead to the same den-
sity ρ(r, t), that is:
v(r, t) 6= v′(r, t) + c(t), =⇒ ρ(r, t) 6= ρ′(r, t), (8.6)
whih newly implies the biunivoal relation v(r, t)⇐⇒ ρ(r, t).
◦ This means that Hˆ(t) and Ψ(t) are funtionals of ρ(r, t) as well:
v(r, t) ≡ v[ρ,Ψ0](r, t) =⇒ Hˆ(t) = Hˆ[ρ,Ψ0](t) =⇒ Ψ(t) = Ψ[ρ,Ψ0](t)
◦ In time-dependent systems, the quantum-mehanial ation1 is
dened as:
A [Ψ] =
∫ t1
t0
〈Ψ(t)|i ∂
∂t
− Hˆ(t)|Ψ(t)〉dt, (8.7)
sine a orresponding energy-based variation priniple does no
longer exist.
• Kohn-Sham equations (I):
◦ The N -partiles automatially satisfy a time-dependent (TD-
KS) equation:
i
∂
∂t
φi(r, t) =
{
−1
2
∇2i + vs(r, t)
}
φi(r, t), (8.8)
ρ(r, t) =
∑
i
|φi(r, t)|2, (8.9)
with vs(r, t) the KS potential
2
, given now by:
vs(r, t) = v(r, t) +
∫
ρ(r′, t)
|r− r′|dr
′ + vxc(r, t) (8.10)
1
δA[Ψ]
δΨ(t)
leads to the TD-Shrödinger equation.
2
A funtional of the entire history of the density.
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◦ Contrarily to DFT, where vxc = δExcδρ(r) , the potential vxc(r, t) is
written as:
vxc(r, t) =
δAxc
δρ(r, t)
, (8.11)
with Axc the exhange-orrelation part of the ation funtion.
In ontrast to stationary-state DFT, where very good funtion-
als exist, approximation to vxc(r, t) are still in their infany.
• Kohn-Sham equations (II):
◦ The initial ondition is φi(r, t0) = φ(0)i (r), whih means that we
time-propagate via the TD-KS equations only those orbitals
initially oupied.
◦ The TD-KS formalism implies several steps3 to beome a work-
able sheme in pratie:
=⇒ Preparation of the initial state of the system by solving
the KS equations with some v
(0)
xc (r).
=⇒ Time-propagation of the N initially oupied φi(r, t) from
t0 to the hosen tf . This requires an approximation to the
vxc(r, t).
=⇒ Self-onsisteny of the TD-KS equations (numerial time
propagation) to obtain ρ(r, t).
=⇒ Use ρ(r, t) as input for other physial observables based
on density funtionals [i.e., N(t) =
∫
ρ(r, t)dr℄.
• The adiabati approximation: ALDA
◦ Key approah (I): to rely on the large number of existing (ap-
parently aurate) expressions for Exc[ρ]. If v
(0)
xc [ρ] is dened
3
Eah step has its own approximations!
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for the ground-state, it is readily used in TD-DFT after doing:
vadiabaticxc [ρ(r, t)] = v
(0)
xc [ρ(r)]|ρ(r)=ρ(r,t), (8.12)
whih reeives the name of adiabati approximations (the most
basi one).
◦ In short, we employ the same funtional form4 but evaluated at
eah time with the density ρ(r, t); i.e.,we ignore all dependene
on the past.
=⇒ The funtional is thus again loal (t, and not t′), whih
is often a too rude approximation unless for weak interations
(the perturbed system is lose to equilibrium).
◦ Key approah (II): if for v(0)xc [ρ] we use the LDA expression,
the approah will assume the UEG expression for every point
of both position and time spaes: ALDA (Adiabati LDA).
◦ Reason: the GGA's expressions give of ourse better energetis
than LDA but, however, the orresponding potential is not
signiantly better yet more time-onsuming.
8.1.2 Lineal response regime: esape from TD-KS
equations
• Lineal response regime: Basi theory (I)
◦ Suppose a quantum-mehanial observable,
GS expetation: α(0) = 〈Ψ(0)|αˆ|Ψ(0)〉 (8.13)
,TD-perturbation: α(t) = 〈Ψ(t)|αˆ|Ψ(t)〉, (8.14)
the dierene α(t) − α(0) is alled the response of αˆ to the
perturbation.
4
Note that v
(0)
xc [ρ] is a ground-state property.
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◦ The response an be expanded as α(t)−α(0) = α1(t)+α2(t)+
. . . , where α1(t) is the linear-response, α2(t) the quadrati (or
seond-order) response, . . .
◦ The expression for α1(t) is:
α1(t) =
∫
dt′χ(t− t′)F (t′), (8.15)
with F (t′) the external eld provoking the perturbation.
◦ It is far more ommon to work in frequeny spae that in real
time, with the Fourier transform:
F (ω) =
∫
dtF (t)eiωt, (8.16)
sine replaing the time with ω is the key to extrating the
exitation energies of a system from its linear response.
• Lineal response regime: Basi theory (II)
◦ At t0 we turn on a perturbation to the external potential,
vs = vs(r) + δvs(r, t)Θ(t − t0), that will indue a hange in
the density:
ρ(r, t) = ρ(r)︸︷︷︸
ground state
+δρ(r, t) + . . . (8.17)
where δρ is the omponent of ρ(r, t) that depends linearly on
δvs.
◦ As the perturbation is weak, only the linear term will onern
us:
δρ(r, t) =
∫
dt′
∫
dr′ χs(r, r′, t− t′)︸ ︷︷ ︸
linear-response funtion
δvs(r
′, t′),
(8.18)
with χ the response of the ground-state to a small hange in
the external potential.
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=⇒ χs(r, r′, t − t′) tells you how the density will hange at
point r and time t if you make a small hange in the external
potential at point r′ and time t′.
◦ The linear hange of δvs(r′, ω) an be alulated from:
δvs(r
′, ω) = δv(r, t) +
∫
δρ(r′, t)
|r− r′| dr
′ + δvxc(r, t), (8.19)
with
δvxc(r, t) =
∫
dt′
∫
dr′
δvxc(r, t)
δρ(r′, t′)︸ ︷︷ ︸
fxc
δρ(r′, t′), (8.20)
where we introdue the exhange-orrelation kernel fxc, evalu-
ated at the ground-state density, a omplex quantity that hides
all non-lassial many-body eets.
=⇒ Its relation to the stati ase is limω→0 fxc(r, r′, t − t′) =
δ2Exc
δρ(r)δρ(r′)
=⇒ The simplest form (frequeny-independent and loal) is:
fALDAxc (r, r
′, t− t′) = δ(r− r′)δ(t− t′)fLDAxc [ρ]|ρ=ρ(r) (8.21)
• Lineal response regime: Basi theory (III)
◦ The χ(r, r′, t− t′) is given (in frequeny spae) in terms of the
unperturbed stationary KS orbitals,
χs(r, r
′, ω) = lim
η→0
∞∑
jk
(fk − fj)
φj(r)φ
⋆
j(r
′)φk(r′)φ⋆k(r)
ω − (ǫj − ǫk)︸ ︷︷ ︸
ωKS
+iη
, (8.22)
with fi the oupation numbers (0 or 1) of the orresponding
orbitals, and ωKS represents a transition from oupied k to
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unoupied j KS orbitals.
=⇒ Thus, χ is purely a produt of the ground-state KS alu-
lation. Note that when ω mathes a true transition energy of
the system ω = ωKS, the response funtion blows up.
=⇒ We see that the response funtion χs has poles at the
exitation energies of the KS system.
• Lineal response regime: Exitation energies
◦ The solution (1996) to the (interating) density response fun-
tion goes to:
χ(r, r′, ω) = lim
η→0
∑
m
[〈0|ρˆ(r)|m〉〈m|ρˆ(r′)|0〉
ω − (Em − E0) + iη −
〈0|ρˆ(r′)|m〉〈m|ρˆ(r)|0〉
ω + (Em − E0) + iη
]
,
(8.23)
where |m〉 is a omplete set of many-body states with energy
Em.
◦ From this expansion, χ(r, r′, ω) has poles at frequenies that
orrespond to the exitation energies of the real system,
Ω = Em − E0.
◦ In general, ωKS = ǫj − ǫk 6= Ω = Em − E0. But, how large
are the deviations between KS and true exitations?; indeed
5
,
Ω = ωKS +∆fxc.
◦ The poles ome in pairs (Ωm,−Ωm) orresponding to the ex-
itations and deexitations of the system. If all the deexi-
tations are negleted (redution of omputational time) this
is the Tamm-Dano approximation. In the ontext of the
TD-HF theory, this will be equivalent to dealing with CIS.
5fxc is the exhange-orrelation kernel
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8.1.3 The importane of the exhange-orrelation
potential
• The shape of the exhange-orrelation potential (I):
◦ For the He atom, it is easy to verify that:
vxc[ρ] = ǫHOMO +
1
2
∇2
√
ρ(r)√
ρ(r)
− v(r)−
∫
ρ(r′)
|r− r′|dr
′, (8.24)
and use a near-exat density to obtain its value for a set of
GGA-like models
6
.
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• The shape of the exhange-orrelation potential (II):
◦ We now onsider the asymptoti behaviour of vxc[ρ] after eval-
uating the KS equation for the HOMO eigenvalue,{
−1
2
∇2i + v(r) +
∫
ρ(r′)
|r− r′|dr
′ + vxc(r)
}
φHOMO = ǫHOMOφHOMO,
(8.25)
6
Simply by doing
δExc
δρ(r)
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as r → ∞. Note that we also know that vxc → −1r in that
region.
◦ Sine φHOMO(r)|r→∞ ∼ e−
√
2Ir
, the KS equation yields,
−I + vxc(∞) = ǫHOMO, (8.26)
or, equivalently, vxc(∞) = I + ǫHOMO.
◦ Combining the aforesaid features, asymptotially7 vxc → −1r +
I + ǫHOMO, whih is unfortunately not respeted by any (un-
modied) funtional.
=⇒ Note how the exat exhange-orrelation potential ful-
lls the above requirement just by denition: I = −ǫHOMO.
◦ The wrong behaviour of the vxc in TD-DFT:
Far from nuleus Close to nuleus
Exat vx[ρ] −1r +∆ Finite
Model GGAs rapidly goes to 0 Divergene
Hybrid GGAs intermediate (−wEXX
r
) Divergene
Importane
(TD-DFT) Enormous Negligible
◦ Note that a wrong vx does not imply a wrong energy, sine we
an obtain:
Evirialx [ρ] =
∫
dr [3ρ(r) + r · ∇ρ(r)] vx[ρ] (8.27)
Evirialx (a.u.)
B88 -1.009
PW91 -1.023
PBE -1.021
Exat -1.024
7
Sine vc << vx, the latter term dominates the shape of the entire vxc.
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8.1.4 Charge transfer and related issues
• Charge transfer exitations (I): Generalities
◦ Charge is physially transferred to one region to a seond (spa-
tially separated) one: weakly bound omplexes, funtionals
groups within the same moleule, et.
(valence excitation) (CT excitation)
=⇒ Charge transfer (CT) exitations are notoriously predited
too low in energy (by up to 1− 2 eV).
=⇒ Furthermore, in hain-like systems (onjugated polymers)
the error in CT exitation energies inreases with the hain
length.
◦ The CT error an be traed bak rst to the linear-response
theory of TD-DFT:
(i) when an exitation moves harge from one region to an-
other, geometry relaxations must onomitanly our, BUT
(ii) TD-DFT must dedue those transitions by (innitesimal)
perturbations around the ground-state, without relaxation.
• Charge transfer exitations (II): limit of large separation
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◦ Donor (D) and aeptor (A) subsystems separated by R. When
R→∞,
ΩexactCT = ID − AA −
1
R
(8.28)
◦ However, in TD-DFT treatment:
ΩCT = ǫ
A
LUMO − ǫDHOMO (8.29)
+ 2
∫∫
φALUMO(r)φ
D
HOMO(r)fxc(r, r
′, ω)φALUMO(r
′)φDHOMO(r
′)drdr′,
but φi → 0 (exponential vanishing overlap in the limit of large
separation), so it simply ollapses to:
ΩTD−DFTCT = ǫ
A
LUMO − ǫDHOMO (8.30)
◦ Two errors for ΩTD−DFTCT : (i) it misses the −1/R omponent;
and (ii) ID−AA is exatly ǫALUMO− ǫDHOMO+∆xc, with ∆xc the
orretion to the KS gap or the derivative disontinuity. This
explains why CT exitations are dramatially underestimated.
• Charge transfer exitations (III): Remedies
◦ Experiene shows that:
=⇒ For short-range CT between overlapping subsystems, hy-
brid funtionals an partly remedy the problem.
=⇒ For long-range CT, range-separated shemes (full EXX
at long-range) seems to work eiently.
◦ The reason an be traed bak to TD-HF, for whih at large
separations:
ΩTD−HFCT = ǫ
A
LUMO − ǫDHOMO
−
∫∫
φALUMO(r)φ
D
HOMO(r)φ
A
LUMO(r
′)φDHOMO(r
′)
|r− r′| drdr
′
→ ǫALUMO − ǫDHOMO −
1
R
, (8.31)
reproduing (qualitatively) the CT exitations.
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8.2 Summary and onlusions
1. Overview of ab initio methods:
Method Single-referene (SR) Multi-referene (MR)
SCF TD-HF [N3℄ CASSCF
CI CIS [N3℄, CISD [N6℄ . . . MR-CISD, CAS-CI
CC CC2 [N5℄, CCSD [N6℄, CC3 [N7℄ . . . MR-CC
PT CASPT2
(a) MR-methods requires muh more user intervention; less blak-
box . One typially hooses an ative spae, in whih the full
variational optimisation is performed.
(b) In pratie, we have a linear ombination of Slater determi-
nants ontaining exited-states ongurations (single, double,
et.). One needs to optimise both the single-partile orbitals
and the expansion oeients.
() The omputational ost inreases exponentially with the size
of the ative spae, whih is very time onsuming.
2. On the other hand, TD-DFT delivers a ompromise between a-
uray and eieny. However, a straightforward reommendation
about the performane of a funtional is not always possible...
(a) The Runge-Gross theorem exists for time-dependent systems;
and appliation of this theorem to a non-interating system
yields the Kohn-Sham equations generalised to the time-dependent
ase.
(b) In the ground state, the energy satises a minimisation prin-
iple; the time-dependent analog is the ation, whih satises
a stationary ondition. However, the atual value of ation is
never of interest, but only its funtional derivative.
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() If the time-dependent phenomena an be treated as a weak per-
turbation of the ground state, the linear response theory gives
exitation energies as the poles of the interating suseptibility.
(d) Whenever a method is shown to work well, it inevitably gets
applied to many elds, and (again inevitably) some failures
then appear.
(e) Linear-response TD-DFT works best for: (i) low-energy transi-
tions, whih (ii) involves mainly one-eletron exitations, with
(iii) little or no harge transfer, and in (iv) not too deloalised
systems.
3. Soures of errors in preditions from TD-DFT:
(a) The sin of ground-state: errors in the underlying DFT (ground-
state) alulations; if KS eigenvalues and eigenorbitals miss a-
uray, TD-DFT an not overorret it.
=⇒ Overall, the ground-state potential appears to be the most
important fator determining the quality of TD-DFT exita-
tion energies.
(b) The sin of sightedness : errors due to loal (or semiloal) ap-
proximations (LDA, GGA, et.) to the kernel fxc(r, r
′) whih
may require nonloality in |r− r′|.
() The sin of forgetfulness : errors due to the loal approximations
in time (memory is missed) for phenomena requiring nonloal-
ity in t− t′.
(d) The sin of wavefuntion: the TD-KS wavefuntion is an ap-
proximated onstrut, and may dier from the real one; thus,
observables evaluated on the former may be inaurate.
In other words: it is ompletely siene-tioned to laim an a-
uray in pratial alulations larger than 0.1− 0.2 eV
Chapter 9
Tests of knowledge
9.1 Tests of knowledge (I)
The following are some questions that will help you refresh the mem-
ory about undergraduate hemistry/physis ourses dealing with quantum-
mehanial aspets, and that will allow you to exerise the main features
shown aross the rst leture foused on ab initio methods; more speif-
ially, on their features diering from DFT. Some basis on postulates of
quantum mehanis, inluding bra-ket notation, are enouraged.
1. Answer right or wrong to the following questions:
(a) The omputational ost of the CCSD method lies between that
of CCSD(T) and CCSDT
(b) All the methods based in perturbation theory up to seond
order (MP2, SCS-MP2, . . . ) formally sale similarly with the
size of the system
() The orrelation energy is always a stabilising eet (Ec < 0)
(d) Partile-partile orrelations an be systematially added to-
wards the exat solution by exitation operators, starting from
a 0th-order solution
(e) Basis set trunation error refers to the dierene between the
alulated solution to the Shrödinger equation and the exper-
imental value
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(f) Any quantum-hemial method depending expliitly on the in-
tereletroni distane rij = |ri−rj| introdues mainly dynami
orrelation
(g) The hemial auray is more diult to ahieve than the
alibration auray in pratial alulations
(h) A method is said to be size-onsistent if the energy of the sys-
tem AB, if A and B are very far apart, is the same as the energy
of A plus the energy of B evaluated separately
2. Let's suppose that our method of hoie sales with the size of the
system (N) as N
6
. After applying it to alulate the energy of a
monomer of a polymer-like ompound, one needs a total CPU time
of about 15000 s. If one swithes now to a dimer or a trimer of the
same ompound, how muh total CPU time would the same type of
alulation onsume? Does this sound reasonable? How many ores
one would need to run in parallel the new alulations to onsume
the same time than for the monomer?
3. To get an impression of the exponential wall one always enoun-
ters when dealing with many-body wavefuntions, let us imagine
that we represent the wavefuntion of a four-eletron system de-
sribed by the minimal STO-3G basis set, whih implies three pa-
rameters (oeients of basis funtions) for eah partile, and a
variety of theoretial methods ranging from N
2
(semi-empirial) to
N
7
[CCSD(T) or MP5℄. Show that the CPU time will behave as:
1 2 3 4 5 6 7 8
k (from a Nk scaling)
CP
U 
tim
e
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onerning now the storage requirement, onsider a one-eletron
system whose wavefuntion needs 10 parameters (be them grid
points, oeients...) for eah spatial oordinate and therefore
would require 103 = 1000 numbers to fully represent it. In single
preision, this orresponds to 1kb of data that needs to be stored.
How many bytes would you need to store the wavefuntion of a
two-eletron system, and how many for a 10-eletron system ? As-
sume that a hard drive has a apaity of 1 Terabyte, how many
hard drives do you need ?
4. If an experimentally measured magnitude at 300 K happens to be
of the order of the thermal energy kBT , whih riteria for auray
(hemial, alibration or spetrosopy) should one impose to
our alulation to aurately reprodue that magnitude?
5. Given a ertain well-behaved wavefuntion Ψ(r) = A sin(kr) nd
the eigenvalues (if any) of the following operator Oˆ1 =
d
dr
and Oˆ2 =
d2
dr2
. Calulate also the value
[
Oˆ1, Oˆ2
]
.
6. Consider now a spherially symmetri monoeletroni atom, for
whih the Hamiltonian operator takes the form Hˆ = −1
2
1
r2
d
dr
(
r2 d
dr
)−
1
r
, and apply it to the trial funtion φ(r) = Ne−βr
2
with β a pa-
rameter and N some normalisation onstant. Apply the variational
priniple to nd the optimum value of β and hene the lowest pos-
sible energy of the system.
7. Consider now the ground state of the H atom, being φ1s =
1√
π
(
Z
a0
)3/2
e−Zr/a0
an hydrogen-like orbital, and alulate
1
the following terms as the
mean value of the orresponding operator:
(a) The kineti energy, as given by 〈T 〉 = −1
2
∫
φ⋆1s∇2rφ1sdr, with
∇2r =
(
2
r
∂
∂r
+ ∂
2
∂r2
)
.
(b) The potential energy, as given by 〈V 〉 = ∫ φ⋆1s (−Zr )φ1sdr.
1
The following integral is needed:
R ∞
0
xne−axdx = n!
an+1
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After that, add them to have the total exat-like energy 〈E〉. Next
show how the virial theorem is indeed fullled, 〈T 〉 = −1
2
〈V 〉. Give
(in eV) the ionisation potential of the system.
8. Let's onsider a system AB omposed of two non-interating sub-
systems A and B. For this system, there is a ertain magnitude F
whih an be shown to behave as FAB = FA+FB, a property known
as additive separability. If we now dene the magnitude G = eF
and apply it to our system, try to infer the kind of separability we
have now.
9. It is well-known that the exponential operator Ωˆ = eTˆ automati-
ally satises the requirement of proper separability, as it is shown
before. Show that, after rearranging a supersystem (AB) eigenvalue
problem as:
HˆABΩˆAB|Ψ0〉 = EAB|Ψ0〉,
the energy is EAB = 〈Ψ0|HˆABΩˆAB|Ψ0〉 = EA + EB for two nonin-
terating subsystems. Note that TˆAB = TˆA + TˆB and that Tˆi ats
only on the subsystem A or B. Relate this feature with pratial
alulations employing hierarhial CC methods.
10. Now onsider a trial wavefuntion for the He atom involving one
double replaement from oupied (φ1) to virtual orbitals (φj, j >
1), suh as |Ψ〉 = |Ψ0〉+ c|Ψjj11〉. For two suh He atoms (A and B)
represented by suh a wavefuntion a long way apart, obtain the
orresponding wavefuntion (given by |ΨA···B〉 = |ΨA〉 · |ΨB〉 after
imposing right separability). Note that the resulting wavefuntion
involves up to four-fold replaements of the referene wavefuntion.
Relate this feature with pratial alulations employing hierarhi-
al CI methods.
11. A simple way to introdue orrelation eets is to fore a depen-
dene of the wavefuntion on the distane between partiles rij =
|ri − rj|, the motions of the eletrons is therefore naturally orre-
lated. Consider a two-eletron system, rij = r here, and write the
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Shrödinger equation in spherial polar oordinates as:(
− ∂
∂r2
− 2
r
∂
∂r
+
1
r
)
|Ψ〉 = E|Ψ〉.
Now expand the wavefuntion Ψ(r) as Ψ(r) = a + br + cr2 + . . . ,
substitute in the equation, and after equating the oeients of
r−1 to zero, get the resulting expression for the wavefuntion. The
solution to be found means that near the oalesene point (eletron
oinidene) the wavefuntion depends linearly on r, and thus we
have the orret redution in probability as two eletrons approah
one another.
12. A four-eletron system has the following orbital energies:
φ 1
φ 2 φ 3
φ 4
E
Note that φ2 and φ3 are ompletely degenerate in this ase. Write
the, neessarily Multi-Congurational (MC), wavefuntion orre-
sponding to the singlet ground state of the system as |Ψ〉 =∑I cI |ΦI〉,
where the dierent ΦI arises from all the possible orbital ou-
panies, exluding φ21φ2φ3 by symmetry grounds. Note also that
〈ΦI |ΦJ〉 6= δIJ and that
∑
I c
2
I = 1. Then, what is the expeta-
tion value of Hˆ? Show that this energy is indeed lower than if we
remove the existing degeneray. This lowering is known as stati
(non-dynami) orrelation and it is always present when more than
a Slater determinant is needed to properly represent (even qualita-
tively) the system under study, and independently of the post-MC
treatment performed.
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13. The only way forward to ontinue, after having introdued analyt-
ial basis for both existing orrelation eets, is to ontinue with
the use of exited determinants. It an be easily shown that tak-
ing a linear ombination of determinants we introdue naturally the
square of rij. Consider a four-determinant wavefuntion for the He
atom:
|Ψ〉 = c1|φ1φ1〉+ c2|φ2φ2〉+ c3|φ3φ3〉+ c4|φ4φ4〉,
where:
c1 = 1; c2 = c3 = c4 = c;
and (spatial part only):
φ1 = e
−2r, φ2 = xe−2r, φ3 = ye−2r, φ4 = ze−2r.
Obtain the nal form of the wavefuntion. Note that the 2nd, 3rd,
and 4th determinants in the above example are eah double replae-
ment of the rst one, showing that double exitations
2
introdue the
square of the intereletroni distane in a natural way, and there-
fore orrelation eets into the wavefuntion. In pratie, it is found
that the CI method is very slowly onvergent, needing very large
basis sets to generate a large number of virtual orbitals to use in
the double replaement determinants.
9.2 Tests of knowledge (II)
The following are some questions intimitely related to the onepts
forming the ore of DFT, developed aross the dierent letures given.
1. The potential energy operator, vˆ(r) = −∑MA ∑Ni ZA|ri −RA︸ ︷︷ ︸
riA
| , where
M (N) refers to nulei (eletrons) an be deomposed, as the ki-
neti energy expression, as follows: vˆ(r) =
∑
i vˆ(riA), due to its
2
Take home message: double exitations really matter, and help to explain the historial
suess of methods like CISD or MP2.
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dependene solely on one-eletron oordinates riA. Normally, it is
further simplied to write v(r) =
∑
i v(ri). Try thus to obtain the
representation (mean value) of suh operator: 〈Ψ|v(r)|Ψ〉
2. About the funtional derivative (I):
(a) Given a funtion of one variable, y = f(x), the dierential of
suh funtion, dy, measures the hange indued for y produed
by the variation x→ x+ dx of the variable x. The derivative,
df
dx
, measures the hanges up to rst order of y = f(x) upon
hanges of x, that is, the slope of the funtion f(x) in x:
f(x+ dx) = f(x) +
df
dx
dx+O(dx2).
The funtional derivative represents, similarly, rst-order hanges
in the funtional F [f(x)] upon hanges in its argument,
F [f(x) + δf(x)] = F [f(x)] +
∫
s(x)δf(x)dx+O(δf2),
where the integral indiates that the variation of the funtional
F [f(x)] is determined by the variation of the funtion in all
points of the spae. The slope of the funtional, s(x) is de-
ned now as the funtional derivative
δF [f ]
δf(x)
. This funtional
derivative allows one to study how a funtional hange upon
hanges in the funtion to whih depends.
(b) One lassial tehnique to nd the funtional derivative is to
fore rst an expliit dependene of the variation on a param-
eter α, and then to derive with respet to this parameter when
its value tends to zero:
δF [f ]
δf(x)
=
d
dα
F [f(x) + αδf(x)] |α→0
If we apply the later tehnique to the well-known funtional
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T [ρ] =
∫
ρ(r)5/3dr, we nd:
T [ρ+ αδρ] =
∫
(ρ+ αδρ)5/3 dr
d
dα
T [ρ+ αδρ] =
5
3
∫
(ρ+ αδρ)2/3 δρ dr
d
dα
T [ρ+ αδρ] |α→0 =
5
3
∫
ρ(r)2/3δρ(r)dr,
and thus the term whih is linear in δρ(r) is the orresponding
funtional derivative:
δT [ρ]
δρ(r)
=
5
3
ρ(r)2/3.
() The task is now to nd yourself the funtional derivative of the
following lassial expressions:
ELDAx [ρ] = −
3
4
(
3
pi
)1/3 ∫
ρ(r)4/3dr
ELDAc [ρ] = −
∫
0.44
7.8 + ρ(r)1/3
dr
3. About the funtional derivative (II)
(a) For the lass of funtionals ommonly enountered in DFT ap-
pliations, having the form:
F [ρ] =
∫
e (ρ(r),∇ρ(r)) dr,
it an be shown that the funtional derivative an be written
as:
δF [ρ]
δρ(r)
=
∂e
∂ρ
−∇ · ∂e
∂∇ρ.
If we now apply this denition to the funtional T [ρ] =
∫
ρ(r)5/3dr,
we inmediately nd:
δT [ρ]
δρ(r)
=
∂ρ(r)5/3
∂ρ
=
5
3
ρ(r)2/3,
whih, of ourse, oinides with the former result.
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(b) The task is now to nd yourself, using the above expression,
the funtional derivative of the following funtionals:
J [ρ] =
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′
Tw[ρ,∇ρ] = 1
8
∫ ∇ρ(r) · ∇ρ(r)
ρ(r)
dr
Note the dependene of Tw in ∇ρ too.
4. The last term in the famous LYP orrelation funtional reads:∫
ωρ2(r)|∇ρ(r)|2dr
Evaluate the funtional derivative of this term with respet to the
density funtion. For simpliity treat ω as a onstant.
5. The Fermi hole is due to the antisymmetry of the wavefuntion and
aets the behaviour of eletrons of the same spin: beause of the
Pauli priniple, the onditional probability for eletrons of spin σ
must integrate to Nσ−1 rather than to N −1 beause there an be
no other eletrons of spin σ at position r1. Using this information,
show that: ∫
hx (r1, r2) dr2 = −1,
and, onsequently,
∫
hc (r1, r2) dr2 = 0. Show also that again due
to the Pauli priniple, whih ensures that two eletrons of the same
spin annot be at the same position in spae, the Fermi hole has
to beome equal to minus the density of eletrons with this spin at
the position of the referene eletron for r2 → r1,
hx (r1, r2 → r1) = −ρ (r1) .
6. The Thomas-Fermi total energy of an eletron system is given by:
E = CTF
∫
ρ(r)5/3dr+
∫
Vextρ(r)dr+
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′,
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with Vext the external potential being felt by the partiles. Find the
orresponding
δE
δρ
. Find how adding the exhange energy provided
by Dira modied its expression.
7. To simply show how it might make sense that a property suh as
the kineti energy of a system of partiles an be related to the
eletron density, onsider a system of N non-interating eletrons
moving in a 3D ubi box. The energy states of suh partiles is
known to be:
E =
h2
8meL2
(
n2x + n
2
y + n
2
z
)
,
with L the length of the box along the three axes, and ni the quan-
tum numbers desribing the state. We an view n2x + n
2
y + n
2
z = R
2
as the squared radius of a sphere in the quantum numbers spae.
Follow the steps: (i) nd the volume of the sphere of radius R as
a funtion of E, whih is alled the integrated density of states
Φ(E); (ii) next nd the number of states with energy between E
and E + dE, given by g(E) = dΦ
dE
; (iii) alulate the total energy
for N eletrons that doubly oupy all states having energies up to
the HOMO (or Fermi) level, as given by E = 2
∫ E0
0
g(E)EdE; (iv)
alulate the total number of eletrons, N = 2
∫ E0
0
g(E)dE; and (v)
nally solve for E0 in terms of N to express E. As the potential
energy is zero within the box, the kineti energy obtained leads to
E ∝ ρ5/3.
8. Now onsider the ground state of the H atom, being φ1s =
1√
π
(
Z
a0
)3/2
e−Zr/a0
and ρ(r) = φ21s(r), and alulate
3
the following terms:
(a) The kineti energy as given by the Thomas-Fermi expression,
T [ρ] = CTF
∫
ρ5/3(r)dr.
(b) The exhange energies as given by the Dira, Ex[ρ] = Cx
∫
ρ4/3(r)dr,
and the Xα (Slater) expressions
Show and disuss if any self-interation-error (SIE) in this system
exists (note that for an unorrelated one-eletron system the ex-
3
The following integral is needed:
R ∞
0
xne−axdx = n!
an+1
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hange energy should exatly vanish in an exat theory). Now al-
ulate the extra exhange energy given by an hypothetial (but
strong) gradient orretion like this:
∆Ex[ρ] = −Cx
∫
|∇ρ(r)|2dr,
and relate it to the former (LDA) value. Realulate the SIE.
9. A simple way to tune down the SIE in one-eletron systems is to
remove that spurious interation of an eletron with itself. Show
that for the exhange funtional Ex[ρ] = Cx
∫
ρ4/3(r)dr, the way to
orret it is through the modiation Ex
[
ρ
N
]
in suh a form that
the new expression gives:
Ex[ρ]
′ = Ex[ρ]− Ex
[ ρ
N
]
= 0,
as it should be. However, this is a very rough approximation for
heavier atoms and is not onsidered for pratial alulations.
10. Write arefully the exat
4
Kohn-Sham and Hartree-Fok equations
for the Hydrogen atom. Compare and omment.
11. Consider a two-eletron system with a doubly oupied Kohn-Sham
orbital (i.e., the Helium atom) and show that the exat exhange
energy is minus one-half of the Coulomb energy in this ase. De-
rive the orresponding exhange and Coulomb potentials as well
as, using these results, the orresponding exhange-orrelation and
orrelation potentials.
12. The output (some part) of a HF-LYP alulation, note that the
orrelation potential is added to a Hartree-like exhange potential,
reads as:
4
exat in the sense that no approximations to the unknown terms are needed at this
stage.
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Total Energy -0.49998330 Eh
Components:
Nulear Repulsion 0.00000000 Eh
Eletroni Energy -0.49998330 Eh
One Eletron Energy -0.49998330 Eh
Two Eletron Energy -0.00000000 Eh
Potential Energy -0.99996279 Eh
Kineti Energy 0.49997950 Eh
Virial Ratio 2.00000760
DFT omponents:
N(Alpha) 1.000000000038 eletrons
N(Beta) 0.000000000008 eletrons
N(Total) 1.000000000045 eletrons
E(X) 0.000000000000 Eh
E(C) -0.000000000000 Eh
E(XC) -0.000000000000 Eh
If we now repeat the alulations with the PBE orrelation ounter-
part, and, of ourse, under the same tehnial onditions and with
the same software, the output is:
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Total Energy -0.50599462 Eh
Components:
Nulear Repulsion 0.00000000 Eh
Eletroni Energy -0.50599462 Eh
One Eletron Energy -0.49994873 Eh
Two Eletron Energy -0.00604589 Eh
Potential Energy -1.00653503 Eh
Kineti Energy 0.50054041 Eh
Virial Ratio 2.01089665
DFT omponents:
N(Alpha) 1.000000000075 eletrons
N(Beta) 0.000000000008 eletrons
N(Total) 1.000000000083 eletrons
E(X) 0.000000000000 Eh
E(C) -0.006045887431 Eh
E(XC) -0.006045887431 Eh
Comment all the valuable information that an be extrated from
the alulations. Compare the two alulations with exat values
[total energy: -0.5 Eh; E(XC): 0.0 Eh℄, and indiate the origin of
the (if any) SIE.
13. The Hellmann-Feynman theorem relates the derivative of the total
energy with respet to a parameter, to the expetation value of the
derivative of the Hamiltonian with respet to that same parameter:
∂E
∂λ
= 〈Ψ|dHˆλ
dλ
|Ψ〉.
In the adiabati onnetion approah, the exhange-orrelation fun-
tional is reexpressed as:
Exc[ρ] =
∫ 1
0
∂Fλ
∂λ
dλ− U [ρ].
Find the expression of the funional after applying the above theo-
rem to Exc[ρ].
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14. One of the last onjetured expression [J. Chem. Phys. 124 (2006)
091102℄ for theWλ funtional entering into the adiabati onnetion
approah takes the form:
Wλ = a+
λb
1 + λc
,
where a, b, and c are to be onstruted as funtionals of the density
or the orbitals, whih neessarily must be related to non-lassial
physial eets. Perform the orresponding analytial integration
to derive the assoiated form of the Exc[ρ]:
Exc[ρ] =
∫ 1
0
Wλ[ρ] dλ
Furthermore, show that the Wλ fullls some other known ondi-
tions: (i) the urve monotially dereases with inreasing λ, ∂Wλ
∂λ
<
0 ∀λ; and (ii) limλ→∞Wλ = nite.
15. Suppose that the energy of a system varies with respet to its num-
ber of partiles N through an equation like E(N) = aN2 + bN + c.
If a hemial system in a harged state M
+
(N) goes to M− (N+2),
passing through the neutral state M (N+1), show that the hardness
takes the expression:
η =
(
∂2E
∂N2
)
v(r)
= I − A,
being I the ionisation energy, dened as E(M+)  E(M), and A the
eletron anity, dened as E(M)  E(M
−
).
16. We also know that the variation of the energy ∆E up to seond or-
der for a system with a xed external potential, and for an eletron
transfer ∆N , satises the expression:
∆E = µ∆N +
1
2
η∆N2,
where µ and η are the hemial potential and the hardness, respe-
tively. Show that in the so-alled saturation point, when
∆E
∆N
= 0,
9. Tests of knowledge 121
we have that ∆E = −µ2
2η
, whih is also oined as eletrophiliity
index. Using DFT, in your favourite avour, alulate this index
for the system you are investigating now and ompare the value
with that of your (again favourite) olleague.
17. The problem of alulating the tiny binding fores between neutral
entities at lose range relies mainly on orrelation eets. Consider
two neutral rare-gas atoms A and B, at a distane apart so that
ρAB = ρA + ρB, although
∫
ρA(r)ρB(r)dr 6= 0 but small. Obvi-
ously, the binding energy of the omplex at a distane R is given by
∆EAB = EAB(R)−EA−EB. Use Thomas-Fermi formula for kineti
energy, the Dira expression for exhange, and some general expres-
sions (i.e.,
∫
ρ(r)ec[ρ]dr) for orrelation to nd the orresponding
expression for ∆EAB. The use of the above two onditions for the
densities allows one to isolate the orrelation energy as the (main)
physial soure of the (if any) binding.
18. Show, as expliitly as possible, using the funtionals U [ρ] and5
U˜ [ρ] = U [ρ] − 1
N
U [ρ], the expeted separability of this energy for
the ase of two He atoms (A and B) innitely separated, that is:
U [ρHe(A) + ρHe(B)] = U [ρHe(A)] + U [ρHe(B)],
U˜ [ρHe(A) + ρHe(B)] 6= U˜ [ρHe(A)] + U˜ [ρHe(B)]
Note that N = 4 for the system He · · · He (R → ∞) although
N = 2 was for eah of the subsytems. This result means that
any funtional ontaining an expliit dependene on N is not size-
extensive. In fat, sine N = N [ρ], some experts have reently
questioned the ability of ommon funtionals to provide results not
degrading with the size of the system, as indeed happens for in-
reasingly larger π-onjugated systems.
19. Let us larify what it meant by dierent potentials in TD-DFT.
If two potentials dier only by an additive time-dependent salar
5
This orretion is due to Fermi-Amaldi (1934), whose purpose was to orret approx-
imately the self-interation of an eletron with itself, a ommon drawbak of almost all
funtionals in use today as seen before.
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funtion c(t), then the orresponding wavefuntions dier only by
a simple time-dependent phase fator,
v′(r, t) = v(r, t) + c(t); Ψ′(t) = e−iα(t)Ψ(t),
with dα(t)/dt = c(t) (this result follows from the time-dependent
Shrödinger equation). Show that the resulting densities, ρ′(r, t)
and ρ(r, t), will be stritly idential (hint: start from ρ′(r, t) =
〈Ψ′(t)|ρˆ(r)|Ψ′(t)〉).
Appendix A
Valuable books
Through these books the reader may expand any topi dealt with, as
well as to go deeper inside into his/her spei area of researh. It is also
gratifying to deeply reognise the great work done by their authors sine,
of ourse, many of the present leture notes are inspired by these soures.
The books are listed within eah athegory in reverse hronologial order,
without any other further intention.
• Some of the most useful Computational Chemistry and Moleular
Modeling books:
1. Computational Quantum Chemistry: Moleular Strutures and
Properties in silio, by Joseph J. W. MDouall, RSC Publish-
ing (2013). ISBN: 978-1-84973-608-4.
2. Moleular Modelling for Beginners, by A. Hinhlie, Wiley
(2008). ISBN: 978-0-470-51314-9.
3. Computational Chemistry: Introdution to the Theory and
Appliations of Moleular and QuantumMehanis, by E. Lewars,
Kluwer Aademi Publishing (2004). ISBN: 1-4020-7422-0.
4. Essentials of Computational Chemistry: Theories and Models,
by Cristopher J. Cramer, Wiley (2003). ISBN: 0-471-48552-7.
5. Introdution to Computational Chemistry, by F. Jensen, Wiley
(2003). ISBN: 0-471-98425-6.
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• Some of the most useful Density Funtional Theory books:
1. Density Funtional Theory: A Advaned Course, by E. Engel
and R. M. Dreizler, Springer (2011). ISBN: 978-3-642-14089-1.
2. Density Funtional Theory: A Pratial Introdution, by D. S.
Sholl and J. A. Stekel, Wiley (2009). ISBN: 978-0-470-37317-
0.
3. A primer in Density Funtional Theory, by C. Fiolhais, F.
Nogueira and M. A. L. Marques, Springer (2003). ISBN: 3-
540-03082-2.
4. A Chemist's Guide to Density Funtional Theory, by W. Koh
and M.C. Holthausen, Wiley-VCH (2002). ISBN: 3-527-30372-
3.
5. Density Funtionals: Theory and Appliations, by D. Joubert,
Springer (1998). ISBN: 3-540-63937-3.
6. Density-Funtional Theory of Atoms and Moleules, by R. G.
Parr and W. Yang, Oxford University Press (1989). ISBN:
0-19-509276-7.
• Some of the most useful (Time-Dependent) Density Funtional The-
ory books:
1. Time-Dependent Density Funtional Theory: Conepts and
Appliations, by C. A. Ullrih, Oxford University Press (2012).
ISBN: 978-0-19-956302-9.
2. Time-Dependent Density Funtional Theory, by M. A. L. Mar-
ques, C. A. Ullrih, F. Nogueira, A. Rubio, K. Burke and E.
K. U. Gross, Springer (2006). ISBN: 3-540-35422-0.
Appendix B
Keynotes and self-evaluation
=⇒ Write short sentenes (up to 3) summarising the main features
developed aross the dierent letures given, aording to your (nees-
sarily subjetive) opinion:
• Leture 1.- Quantum Chemistry: ab initio and/or DFT methods
1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
• Leture 2.- The eletroni density is the key: denitions and prim-
itive models
1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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• Leture 3.-Hohenberg-Kohn-Sham formalism: the exhange-orrelation
funtional
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• Leture 4.- Chemial onepts and reativity
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• Leture 5.- Extensions to exited-states: TD-DFT
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• Try now to summarise in no more than 50 words what is DFT:
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=⇒ Evaluate numerially from 0 (not fullled) to 10 (fully fullled)
the following items, briey reasoning the sore given:
1. Knowing the theoretial foundations of Density Funtional Theory
as applied to Chemistry and Physis nowadays.
2. Being able to identify in advane the auray and limitations of
Density Funtional Theory for quantitative and produtive researh.
3. Being able to perform state-of-the-art omputational experiments
by yourself, braketing the assoiated experimental (omputation-
ally speaking) error.
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=⇒ Additional features related to the ourse: omments, suggestions,
missed ontents, et.
Appendix C
Ethial Guidelines
The present hapter is based on the guidelines for good sienti pra-
tie ellaborated by the Danish Committees on Sienti Dishonesty. The
guidelines fous on health, natural and tehnial siene, but should be
appliable to other areas as well. Hopefully, sientists will onsider the
guidelines supportive to their work and supportive to introduing younger
sientists to good sienti pratie for the overall purpose of raising the
sienti quality of the researh proess. The Committee reommended
that managers and projet supervisors in all researh institutions make
all sientists aware of the guidelines, or produe loal guidelines based
on similar priniples.
More information an be found in the following link:
http://en..dk/ounils-ommissions/the-danish-ommittees-on-sienti-dishonesty
C.1 Guidelines for agreements at the initia-
tion of researh projets
The following list omprises items whih it might be advantageous
to have disussed and formally agreed upon at the initiation of researh
projets, espeially when several entres or departments partiipate. Suh
agreements may be based on a seletion or all the items on the list.
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Smaller researh groups may not need formal agreements, but the more
omplex the ollaboration, the greater the need for agreements. The
sope of the ontrat/agreements must depend on the researh group's
onrete evaluation. The list may serve as a hek-list for agreements as
well as for the many ativities neessary during the ourse of the projet.
Basi elements of ollaborative agreements:
• Title, partiipants, objetives and timelime of the researh projet.
• Projet management and rules of proedure.
• Researh protool/study plan.
• Internal information about projet progress.
• Alloation of funtions.
• Aess to equipment, assistane and other failities.
• Planned publiations and aademi theses.
• Preparation of publiations and alloation of authorships.
We remind you that the overall ambition for researh is the aquisition
of new knowledge and spreading of the knowledge thereof, unprejudied
and with no other restrition than as followed from quality assessment.
This is inompatible with ownership whih usually means that the owner
may also destrut or keep the researh results a seret and data as he or
she deems appropriate. Thus, we better speak about the right and duty
to use them in a responsible way and have them in ustody.
Sientists shall have right of use of analysis and publiation of the data
they have produed or assisted in produing by reative eorts. However,
other sientists shall only apply suh unpublished data in own publia-
tions upon prior agreement with the sientists who have produed them.
Politial, administrative and sienti managers or supervisors who are
not diretly involved in the researh proess may be o-responsible for
the quality of the work and the resulting publiations, but they should
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not prevent or delay the publiation for the reason that the results are
unexpeted or unwanted.
Universities and similar institutions usually do not exerise inuene
on the publishing proess, but usually assume that publishing is made in
sienti journals or books. The rights and responsibilities of sientists
in relation to a publiation whih appears sienti should be onsidered
independent of the manner of publiation. The individual sientist's right
to the use of data should be exerised within the framework of the oop-
eration with the other partiipants aording to the agreements entered
into, fully open and respeting the other members' duties and rights. On
the use of data, the sientists in ooperation should seek to avoid unne-
essary delays.
C.2 Guidelines on publiation matters
When sienti work is published, it either appears as the work of one
person or as the work of a group of authors of whih one has main author
status, while the others are o-authors. If it is not a situation of single
authorship, unlearness and disputes may arise about who is entitled to
an authorship. However, it is internationally aeptable that the right to
authorship is aquired by reative eorts and only thereby.
In order to obtain the right to beome an author, the following three
requirements must be met:
1. An author must have ontributed signiantly to the reative pro-
ess, usually within more than one of the following elements: idea,
planning, experimental work, olletion of data, data analysis and
interpretation.
2. An author must have ontributed to the preparation of the nal
artile by partiipating in the preparation of the draft manusript
and/or through ritial revision signifying the appearane of the
artile.
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3. An author must have approved the nal version of the manusript
in writing.
Note that in some journals, prior to submission of the manusript,
a ommon authorship delaration ought to be prepared, whih preisely
indiates the nature and volume of eah author's ontribution without
the use of stereotypes. In all other respets, an author shall be able to
indiate in detail his or her own ontribution and must have partiipated
to suh degree in the entirety of the work, that the relevant party is able
to indiate the full ontents of the manusript and be able to disuss
fundamental aspets of the remaining ontributions. Furthermore, all
authors of an artile within the limits of what is possible and fair are
o-responsible for it being based on honest researh so as for the risk of
fraud to be minimised.
As predominantly reative eorts give aess to authorship, individ-
ual instanes in the form of, e.g. the head of institute's provision of
framework onditions, speialist departments' servies of routine data or
mere help in the olletion of data, should not be rewarded by author-
ship, but suh institutions/people should be aknowledged in a speial
setion for providers of non-authorship-entitling ontributions, usually
named aknowledgements.
The guidelines may give rise to problems for supervisors austomed
to gift-authorships. However, the right to authorship must follow the
usual rules, also in this relation, and aordingly, only supervisor(s), who
meet the above three requirements should be o-author(s).
Obtaining right to authorship is not related to spei positions, pro-
fessions or training and does not depend on whether the eorts of the
relevant person are salaried or unsalaried. If the reative eorts meet the
above three onditions, they are entitled to authorship.
For reviewing artiles, it also applies that the authors are to have
performed the work on olleting, reading and ritially assessing the re-
ferred literature. Aordingly, it does not entitle to authorship to merely
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having reviewed a manusript prepared by others nor if orretions are
proposed in this onnetion.
The order of authors has added dierent signiane in the interna-
tional sienti sphere, and no onsensus seems possible. The generally
applied pratie, whih however is not subjet to international unanim-
ity, is that the partiipant ontributing the most signiant work eorts
and preparing the rst manusript is indiated as rst author, while the
often senior partiipant, who is overall responsible for the projet, but
who meets the previously stated riteria for o-authorship, is indiated
as nal author.
Preparation of manusripts for publiations should take plae within
the framework of the ooperation in the group of sientists, fully open
and in aordane with agreements entered into. Furthermore, by reason
of, among others, a reent sandal, it is reommended that all o-authors
reeive onrmation e-mail from the editorial oe or from the main au-
thor when a manusript has been submitted.
Referene to published works within the proessed area of subjets
has the purpose of partly onneting the urrent work with the other
researh on the area, partly to give other sientists the reognition due
to them. These purposes are losely onneted, and areful handling of
them is signiant to the quality of work. No referene should be made
to own work or the work of olleagues apart from what the ompliane
of the said purposes requires, and referenes should not be applied for
artiial inrease in the frequeny of quotes or the work of others or for
systemati omission of the referenes of others.
Appendix D
Hardware & Software issues
D.1 Beowulf lusters
A Beowulf is a lass of omputer lusters deployed worldwide, hiey
in support of sienti omputing. They are high-performane parallel
omputing lusters, whih are running a Free and Open Soure Software
Unix-like operating system, suh GNU/Linux. They are networked into
a small TCP/IP LAN, and have libraries and programs installed whih
allow proessing to be shared among them. There is no partiular piee
of software that denes a luster as a Beowulf. Commonly used paral-
lel proessing libraries inlude Message Passing Interfae (MPI), whih
permits the programmer to divide a task among a group of networked
omputers, and ollet the results of proessing. Examples of MPI soft-
ware inlude OpenMPI or MPICH.
The typial setup of a Beowulf luster is illustrated next. We an
easily see a multi-omputer arhiteture, whih an be used for parallel
omputations, usually onsisting of one server (master) node, and one or
more lient (slaves) nodes onneted together via Ethernet or some other
network. In most ases lient nodes do not have keyboards or monitors,
and are aessed only via remote login or possibly serial terminal. Be-
owulf nodes an be thought of as a CPU + memory pakage whih an
be plugged in to the luster, just like a CPU or memory module an be
plugged into a motherboard.
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Beause there is no need for lient nodes to aess mahines outside
the luster, nor for mahines outside the luster to aess lient nodes
diretly, it is a ommon pratie for the lient nodes to use private IP
addresses like 192.168.XXX.XXX. Usually the only mahine that is also
onneted to the outside world using a seond network ard is the server
node. The most ommon ways of using the system is to aess the server's
onsole diretly, or remote login to the server node from personal work-
station. One on the server node, users an edit and ompile their ode,
and also spawn jobs on all nodes in the luster.
A typial Beowulf is a olletion of single CPU mahines onneted
using fast Ethernet and is, therefore, a loal memory mahine. But if
eah mahine has a Symmetri Multi-Proessor (SMP) arhiteture, a
multiproessor omputer hardware arhiteture where two or more iden-
tial proessors are onneted to a single shared main memory and are
ontrolled by a single OS instane, we have a luster of workstation better
than a Beowulf. SMP systems allow any proessor to work on any task no
matter where the data for that task is loated in memory, provided that
eah task in the system is not in exeution on two or more proessors at
the same time; with proper operating system support, SMP systems an
easily move tasks between proessors to balane the workload eiently.
Furthermore, the most reent mahines are able to prot the tehnol-
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ogy alled multithreading. In omputer siene, a thread of exeution
is the smallest unit of proessing that an be sheduled by an operating
system. It generally results from a fork of a omputer program into two
or more onurrently running tasks. Multiple threads an exist within
the same proess and share resoures suh as memory, while dierent
proesses do not share these resoures. On a single proessor, multi-
threading generally ours by time-division multiplexing: the proessor
swithes between dierent threads. This ontext swithing generally hap-
pens frequently enough that the user pereives the threads or tasks as
running at the same time. On a multiproessor or multi-ore system, the
threads or tasks will atually run at the same time, with eah proessor
or ore running a partiular thread or task. The following piture illus-
trates it:
Conerning the details of the luster, one an mainly hoose between
AMD or Intel vendors. Examples of the latter is the Xeon brand of
multiproessing- or multi-soket-apable x86_64 miroproessors. We
urrently have in our laboratory the 5440-series Harpertown" (quad-
ore), the X5670-series Westmere" (six-ore) and the E5-2670-series
Sandy Bridge" (ten-ore). Additionally, we adopt the BogoMips as mea-
sure for omputing performane. BogoMips (from "bogus" and MIPS)
is an unsienti measurement of CPU speed made by the Linux kernel
when it boots, to alibrate an internal loop. BogoMips an be used to
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see whether it is in the proper range for the partiular proessor, and
although it is not usable for a quantitative performane omparison be-
tween dierent CPUs, it serves nonetheless to give an estimate of the
expeted CPU power.
D.2 The Debian operating system
Tehnial variations of Linux distributions inlude support for dif-
ferent hardware devies and systems or software pakage ongurations.
Organisational dierenes may be motivated by historial reasons. Other
riteria inlude seurity, inluding how quikly seurity upgrades are
available, ease of pakage management, and number of pakages avail-
able. From the year 2005, we strongly adhere to one of these distribu-
tions named Debian.
Debian is a free operating system (OS) for any omputer. An op-
erating system is the set of basi programs and utilities that make the
omputer run. Debian uses the Linux kernel (the ore of an operating sys-
tem), but most of the basi OS tools ome from the GNU projet; hene
the omplete name GNU/Linux. Debian GNU/Linux provides more than
a pure OS: it omes with an enormous list of pakages, preompiled soft-
ware bundled up in a nie format for easy installation on mahines. It is
distributed with aess to repositories ontaining thousands of software
pakages ready for installation and use. Debian is known for relatively
strit adherene to the Unix and free software philosophies as well as
using ollaborative software development and testing proesses. Debian
an be used as a desktop as well as a server operating system. It fouses
on stability and seurity and is used as a base for many other distribu-
tions. The OS is also extraordinarily stable. There are many ases of
mahines that run for over a year without rebooting. Even then, they are
only rebooted due to a power failure or a hardware upgrade. Compare
that to other systems that rash multiple times a day.
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Debian surpasses all other distributions in how well its pakages are
integrated. Sine all software is pakaged by a oherent group, not only
an all pakages be found at a single site, but you an be assured that
the developers have already worked out all issues regarding ompliated
dependenies. Additionally, due to the pakaging system, upgrading to
new versions is an easy-to-handle task. Debian and distributions based
on it use the .deb pakage format and the dpkg pakage manager.
The Debian standard install makes use of the GNOME desktop envi-
ronment. It inludes popular programs suh as OpenOe.org, Ieweasel
(a rebranding of Firefox), Evolution mail, CD/DVD writing programs,
musi and video players, image viewers and editors, and PDF viewers. It
is quite true that some popular software is not available for GNU/Linux.
There are, however, replaement programs for most of those, designed
to mimi the best features of the proprietary programs, with the added
value of being free software. Lak of popular oe programs suh as
Word or Exel should no longer be a problem, beause Debian inludes
three oe suites omposed entirely of free software, OpenOe, KOf-
e, and GNOME Oe. Debian always has at least three releases in
ative maintenane: "stable", "testing" and "unstable". The "stable"
distribution ontains the latest oially released distribution of Debian;
this is the prodution release of Debian, the one whih we primarily re-
ommend using.
Many distributions are based on Debian, inluding Ubuntu and Knop-
pix. The original aim of the Ubuntu team was to reate an easy-to-use
(freedom for users rather than freedom for programmers) Linux desktop.
Ubuntu gives you a lean and streamlined Desktop that you an really
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make your own. A built-in rewall and virus protetion ome as stan-
dard, and thanks to Firefox and gnome-keyring, Ubuntu helps you keep
your private information private.
More information an be found in the following links:
http://www.debian.org
http://www.ubuntu.om
http://pakages.debian.org/stable/siene
http://en.wikipedia.org/wiki/Debian
http://en.wikipedia.org/wiki/Ubuntu
D.3 Sienti software
Fortunately enough, new developments and algorithms are progres-
sively inorporated into existing odes with great suess, and that in-
lude those based on DFT. However, depending on the bakground and
prole of developers, eah ode normally fous on few methodologies
and/or properties, whih bring us with the need of being updated a-
ording to our own interests. Additionally, the strongest features of one
ode are usually the weakest in others; thus, it is largely diult to deal
with only one (master ode). Furthermore, we rely one more on Free and
Open Soure Software (FOSS) sine one an save a substantial amount
of publi money from OS lienses and extra software. We therefore pro-
vide herein a (neessarily biased and inomplete) alphabetial list of the
software urrently installed in our luster, together with a short explana-
tion of apabilities
1
, whih an be viewed just as an example of urrent
2
possibilities:
1
The text aompaying eah program has been taken diretly from the own soures, see
the enlosed links, deeply appreiating the eorts by the developers of eah ode or visualiser.
We here reprodue the main features of eah one, attempting to failitate its hoie when
needed.
2
Note that these examples are periodially updated, so that we avoid mentioning the
present version of distribution.
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ABINIT: A pakage for eletroni struture alulations. ABINIT
is a pakage whih has a main program that allows one to nd
the total energy, harge density and eletroni struture of systems
made of eletrons and nulei (moleules and periodi solids) within
Density Funtional Theory (DFT), using pseudopotentials and a
planewave basis. ABINIT also inludes options to optimise the ge-
ometry aording to the DFT fores and stresses, or to perform
moleular dynamis simulations using these fores, or to generate
dynamial matries, Born eetive harges, and dieletri tensors.
Exited states an be omputed within the Time-Dependent Den-
sity Funtional Theory (for moleules), or within Many-Body Per-
turbation Theory (the GW approximation). In addition to the main
ABINIT ode, dierent utility programs are provided.
More information an be found in the following link:
http://www.abinit.org/
AVOGADRO: Moleular Graphis and Modelling System. Avogadro
is a moleular graphis and modelling system targetted at moleules
and biomoleules. It an visualise properties like moleular or-
bitals or eletrostati potentials and features an intuitive moleular
builder. Features inlude:
* Moleular modeller with automati fore-eld based geometry op-
timisation
* Moleular Mehanis inluding onstraints and onformer searhes
* Visualisation of moleular orbitals and general isosurfaes
* Visualisation of vibrations and plotting of vibrational spetra
* Support for rystallographi unit ells
File formats Avogadro an read inlude PDB, XYZ, CML, CIF,
Molden, as well as Gaussian, GAMESS and MOLPRO output.
More information an be found in the following link:
http://avogadro.openmoleules.net
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CFOUR: Coupled-Cluster tehniques for Computational Chemistry.
CFOUR (Coupled-Cluster tehniques for Computational Chemistry)
is a program pakage for performing high-level quantum hemial
alulations on atoms and moleules. The major strength of the pro-
gram suite is its rather sophistiated arsenal of high-level ab initio
methods for the alulation of atomi and moleular properties. Vir-
tually all approahes based on Møoller-Plesset (MP) perturbation
theory and the oupled-luster approximation (CC) are available;
most of these have omplementary analyti derivative approahes
within the pakage as well. Studies of exited eletroni states and
other "multireferene" problems are possible using the equation-of-
motion (EOM) oupled-luster tehniques. These tehniques whih
are losely related to (and in some ases idential to) so-alled Fok
spae multireferene oupled-luster theory, oer a powerful means
to study open-shell systems and deided advantages when ongu-
ration mixing is important. At present, these inlude the EOMEE
approah for singlet and triplet exited states, and the EOMIP and
EOMEA methods that are best applied to low-spin doublet states.
Analyti derivatives are available for these methods. A number of
methodologial developments have been added to the program in
the last two deades. These inlude: analyti seond derivatives
for all oupled-luster approahes up to full CCSDT; the alula-
tion of NMR hemial shifts at MP and CC levels of theory; the
alulation of anharmoni fore elds (via numerial dierentation
of analyti derivatives); relativisti orretions; orretions to the
Born-Oppenheimer approximation at the CC level; nonadiabati
oupling within the EOM framework, and several others.
More information an be found in the following link:
http://www.four.de/
CHEMTOOL: Chemial strutures drawing program. Chemtool
is a GTK+ based 2D hemial struture editor for X11. It supports
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many bond styles, most forms of text needed for hemial typeset-
ting and splines/ars/urved arrows. Drawings an be exported to
MOL and PDB format, SVG or XFig format for further annotation,
as a PiCTeX drawing, as a bitmap or as Postsript les (several of
these through XFig's ompanion program transg). The pakage
also ontains a helper program, ht, to alulate sum formula and
(exat) moleular weight from a hemtool drawing le.
More information an be found in the following link:
http://ruby.hemie.uni-freiburg.de
EASYCHEM: Draw high-quality moleules and 2D hemial formulas.
EasyChem is a program that helps you reating high quality dia-
grams of moleules and 2D hemial formulas that an be exported
to PDF, PS, LaTeX and g. EasyChem was originally developed to
reate diagrams for hemistry books and is now frequently used for
this purpose in ommerial and non-ommerial hemistry-related
books.
More information an be found in the following link:
http://easyhem.soureforge.net/
GABEDIT: Graphial user interfae to ab Initio pakages. Gabedit
is a graphial user interfae to omputational hemistry pakages
like Gamess-US, Gaussian, Molas, Molpro, MPQC, OpenMopa,
Ora, PCGamess and Q-Chem. It an display a variety of alu-
lation results inluding support for most major moleular le for-
mats. The advaned "Moleule Builder" allows to rapidly sketh in
moleules and examine them in 3D. Graphis an be exported to
various formats, inluding animations. Features inlude:
* Moleular orbitals.
* Surfaes from the eletron density, eletrostati potential, NMR
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shielding density, and other properties.
* Surfaes may be displayed in solid, transluent and wire mesh
modes. They are an be olouroded by a separate property.
* Contours (olouroded), Planes olouroded, Dipole. XYZ axes
and the prinipal axes of the moleule.
* Animation of the normal modes orresponding to vibrational fre-
quenies.
* Animation of the rotation of geometry, surfaes, ontours, planes
olouroded, xyz and the prinipal axes of the moleule.
* Display UV-Vis, IR and Raman omputed spetra.
Simulated Annealing with Moleular Dynamis is implemented in
Gabedit (using Amber 99 moleular mehanis parameters).
More information an be found in the following link:
http://gabedit.soureforge.net/
GAMESS: The General Atomi and Moleular Eletroni Struture System.
GAMESS is a program for ab initio moleular quantum hemistry.
Briey, GAMESS an ompute SCF wavefuntions ranging from
RHF, ROHF, UHF, GVB, and MCSCF. Correlation orretions to
these SCF wavefuntions inlude Conguration Interation, seond
order perturbation Theory, and Coupled-Cluster approahes, as well
as the Density Funtional Theory approximation. Nulear gradients
are available, for automati geometry optimisation, transition state
searhes, or reation path following. Computation of the energy
hessian permits predition of vibrational frequenies, with IR or
Raman intensities. Solvent eets may be modeled by the disrete
Eetive Fragment potentials, or ontinuum models suh as the
polarizable Continuum Model. Numerous relativisti omputations
are available, inluding third order Douglas-Kroll salar orretions,
and various spin-orbit oupling options. The Fragment Moleular
Orbital method permits use of many of these sophistiated treat-
ments to be used on very large systems, by dividing the omputation
into small fragments. A variety of moleular properties, ranging
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from simple dipole moments to frequeny dependent hyperpolaris-
abilities may be omputed. Many basis sets are stored internally,
together with eetive ore potentials or model ore potentials, so
that essentially the entire periodi table an be onsidered.
More information an be found in the following link:
http://www.msg.ameslab.gov/gamess/
GDIS: Moleular and rystal model viewer. GDIS is a sienti vi-
sualisation program for the display, manipulation, and analysis of
isolated moleules and periodi strutures. It has the following fea-
tures:
* Support for many ommon le formats (CIF, PDB, XTL, XYZ,
and many more).
* Job submission tools for omputational hemistry pakages: GAMESS,
GULP, ReaxMD, and SIESTA.
* Job analysis and graphing tools for dynamis simulations.
* Useful manipulation tools, inluding matrix transformations and
superell onstrution.
* Powerful surfae generation and rystal morphology tools.
* Diration pattern generation and plotting.
* Animation of multi-frame les.
* Assorted tools for visualisation (measurements, ribbons, polyhe-
dral display).
More information an be found in the following link:
http://gdis.soureforge.net/
GHEMICAL: A GNOME moleular modelling environment. Ghemial
is a omputational hemistry software pakage written in C++. It
has a graphial user interfae and it supports both quantum- me-
hanis (semi-empirial) models and moleular mehanis models.
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Geometry optimisation, moleular dynamis and a large set of vi-
sualisation tools using OpenGL are urrently available. Ghemial
relies on external odes to provide the quantum-mehanial al-
ulations. Semi-empirial methods MNDO, MINDO/3, AM1 and
PM3 ome from the MOPAC7 pakage (Publi Domain), and are
inluded in the pakage. The MPQC pakage is used to provide ab
initio methods: the methods based on Hartree-Fok theory are ur-
rently supported with basis sets ranging from STO-3G to 6-31G**.
More information an be found in the following link:
http://www.bioinformatis.org/ghemial/
GNUPLOT: A ommand-line driven interative plotting program.
Gnuplot is a portable ommand-line driven interative data and
funtion plotting utility that supports lots of output formats, in-
luding drivers for many printers, (La)TeX, (x)g, Postsript, and
so on. The X11-output is pakaged in gnuplot-x11. Data les and
self-dened funtions an be manipulated by the internal C-like lan-
guage. Can perform smoothing, spline-tting, or nonlinear ts, and
an work with omplex numbers.
More information an be found in the following link:
http://gnuplot.soureforge.net/
GPAW: Grid-based projetor-augmented wave method. GPAW is
a Density-Funtional Theory (DFT) Python ode based on the
projetor-augmented wave (PAW) method. It uses real-spae uni-
form grids and multigrid methods or atom-entered basis-funtions.
All the funtionals from the libx library an be used. The ode has
been designed to work together with the atomi simulation environ-
ment (ASE). ASE provides:
* Struture optimisation.
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* Moleular dynamis.
* Nudged elasti band alulations.
* Maximally loalised Wannier funtions.
* Sanning tunneling mirosopy images.
* Transport alulations.
Parallelisation is done by distributing k-points, spins, and bands
over all proessors.
More information an be found in the following link:
https://wiki.fysik.dtu.dk/gpaw/
GPDC: Visualiser of moleular dynami simulations. Gpd is a
graphial program for visualising output data from moleular dy-
namis simulations. It reads input in the standard xyz format, as
well as other ustom formats, and an output pitures of eah frame
in JPG or PNG format.
More information an be found in the following link:
http://www.frantz./software/gdp.php
GRACE: An XY plotting tool. Grae is a point-and-lik tool that
allows the user to draw X-Y plots. This is the program formerly
known as Xmgr.
More information an be found in the following link:
http://plasma-gate.weizmann.a.il/Grae/
GROMACS: Moleular dynamis simulator, with building and analysis tools.
GROMACS is a versatile pakage to perform moleular dynamis,
i.e. simulate the Newtonian equations of motion for systems with
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hundreds to millions of partiles. It is primarily designed for bio-
hemial moleules like proteins, lipids and nulei aids that have
a lot of ompliated bonded interations, but sine GROMACS is
extremely fast at alulating the nonbonded interations (that usu-
ally dominate simulations) many groups are also using it for researh
on non-biologial systems, e.g. polymers. GROMACS provides ex-
tremely high performane ompared to all other programs and is
user-friendly, with topologies and parameter les written in lear
text format.
More information an be found in the following link:
http://www.gromas.org/
MOPAC7: Semi-empirial Quantum Chemistry Library. MOPAC
provides routines to solve the eletroni struture of moleules on a
semi-empirial level. Available methods inlude MNDO, MINDO/3,
AM1 and PM3.
More information an be found in the following link:
http://soureforge.net/projets/mopa7/
MPQC: The Massively Parallel Quantum Chemistry Program.
MPQC is an ab-inito quantum hemistry program. It is espeially
designed to ompute moleules in a highly parallelised fashion. It
an ompute energies and gradients for the following methods:
* Closed shell and general restrited open shell Hartree-Fok (HF)
* Density Funtional Theory (DFT)
* Closed shell Moeller-Plesset pertubation theory (MP2)
Additionally, it an ompute energies for the following methods:
* Seond order open shell pertubation theory (OPT2[2℄)
* Z-averaged pertubation theory (ZAPT2)
It also inludes a robust internal oordinate geometry optimiser
D. Hardware & Software issues 149
that eiently optimises moleules with many degrees of freedom.
Nearly an arbitrary internal oordinate onstraints an be handled.
More information an be found in the following link:
http://www.mpq.org/
NWCHEM: Delivering High-Performane Computational Chemistry to Siene.
NWChem aims to provide its users with omputational hemistry
tools that are salable both in their ability to treat large sienti
omputational hemistry problems eiently, and in their use of
available parallel omputing resoures from high-performane par-
allel superomputers to onventional workstation lusters. The loal
basis implementation of DFT in NWChem uses GTO-type orbitals
and an be used to study moleular, nite lusters and nanosys-
tems. An exhaustive list of exhange-orrelation funtionals are
supported inluding: traditional DFT, hybrid funtionals, meta-
type funtionals, range-separated forms, double-hybrid funtionals
and dispersion orretions. All the available exhange-orrelation
funtionals have assoiated analyti rst derivatives and most fun-
tionals have assoiated seond derivatives. Relativisti eets an
also be inluded in DFT/HF alulations. NWChem oers sev-
eral variants of the EOMCC formalism: from rudimentary EOMCC
model with singles and doubles (EOMCCSD) to more sophistiated
methods aounting for the eet of triple exitations suh as the
non-iterative CR-EOMCCSD(T) method and the iterative EOM-
CCSDT approah and its ative-spae variant. These aurate for-
malisms an be used not only for alulations of vertial exitation
energies but also to haraterise exited-state potential energy sur-
faes. The new QM/MMmodule provides a seamless integration be-
tween moleular mehanis and most quantum-mehanial theories
in NWChem. It boasts an extensive array of apabilities for om-
prehensive desription of large moleular systems for hemistry and
biology, inluding ground and exited state alulations, properties,
eient large sale optimisations, reation pathways, dynamis, and
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free energy. The NWChem highly salable Plane-Wave module now
enables users to use exat exhange and the Self-Interation Cor-
retion (SIC) within its framework for omplex moleular, liquid,
and solid-state systems. The Moleular Dynamis (MD) module of
NWChem is designed for the simulation of biomoleular systems,
with speial features that failitate the setup of omplex systems.
More information an be found in the following link:
http://www.nwhem-sw.org/
OPENMX: Pakage for nano-sale material simulations. OpenMX
(Open soure pakage for Material eXplorer) is a program pakage
for nano-sale material simulations based on density funtional the-
ories (DFT), norm-onserving pseudopotentials and pseudo-atomi
loalised basis funtions. Sine the ode is designed for the reali-
sation of large-sale ab initio alulations on parallel omputers, it
is antiipated that OpenMX an be a useful and powerful tool for
nano-sale material sienes in a wide variety of systems suh as
biomaterials, arbon nanotubes, magneti materials, and nanosale
ondutors.
More information an be found in the following link:
http://www.openmx-square.org/
ORCA: An ab initio, DFT and semiempirial SCF-MO pakage.
ORCA is a exible, eient and easy-to-use general purpose tool for
quantum hemistry with spei emphasis on spetrosopi proper-
ties of open-shell moleules. It features a wide variety of standard
quantum hemial methods ranging from semiempirial methods to
DFT to single- and multireferene orrelated ab initio methods. It
an also treat environmental and relativisti eets. ORCA is able
to arry out geometry optimisations and to predit a large num-
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ber of spetrosopi parameters at dierent levels of theory. As the
speial highlights of ORCA we remark: user friendliness, exibility,
eieny, parallelisation, interfae to graphis programs, and rapid
integration of most modern methodologial develoments.
More information an be found in the following link:
http://www.thh.uni-bonn.de/t/ora/
PSI3: Quantum Chemial Program Suite. PSI3 is an ab initio quan-
tum hemistry program. It is espeially designed to aurately om-
pute properties of small to medium moleules using highly orre-
lated tehniques. It an ompute energies and gradients for the
following methods:
* Closed shell and general restrited open shell Hartree-Fok (RHF/ROHF)
* Complete ative spae SCF (CASSCF)
* Coupled-luster (RHF/ROHF/UHF) singles doubles (CCSD)
* Coupled-luster (UHF) singles doubles with pertubative triples
(CCSD(T))
Additionally, it an ompute energies for the following methods:
* Unrestrited open shell Hartree-Fok (UHF)
* Closed/open shell Moeller-Plesset pertubation theory (MP2)
* Closed shell linear R12 Moeller-Plesset pertubation theory (MP2-
R12)
* Multireferene onguration-interation (MRCI)
* Coupled-luster singles doubles with pertubative triples (CCSD(T))
* Seond-order approximate oupled-luster singles doubles (CC2)
* Closed shell and general restrited open shell equation-of-motion
oupled- luster singles doubles (EOM-CCSD)
Further features inlude:
* Flexible, modular and ustomisable input format
* Arbitrarily high angular momentum levels in integrals and deriva-
tive integrals.
* Exited state alulations with the CIS(D), CC2, EOM-CCSD,
CASSCF and MRCI methods
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* Internal oordinate geometry optimiser
* Harmoni frequenies alulations
* Diagonal Born-Oppenheimer orretion (DBOC) for RHF, ROHF,
UHF, and CI wave funtions.
* One-eletron properties like dipole/quadrupole moments, natu-
ral orbitals, eletrostati potential, hyperne oupling onstants or
spin density
* Utilisation of moleular point-group symmetry to inrease e-
ieny
More information an be found in the following link:
http://www.psiode.org/
PYMOL: Moleular Graphis System. PyMOL is a moleular graph-
is system targeted at medium to large biomoleules like proteins.
It an generate high-quality publiation-ready moleular graphis
images and animations. Features inlude:
* Visualisation of moleules, moleular trajetories and surfaes of
rystallography data or orbitals
* Moleular builder and sulptor
* Internal raytraer and movie generator
* Fully extensible and sriptable via a Python interfae
File formats PyMOL an read inlude PDB, XYZ, CIF, MDLMolle,
ChemDraw, CCP4 maps, XPLOR maps and Gaussian ube maps.
More information an be found in the following link:
http://www.pymol.org/
VIEWMOL: A graphial front end for omputational hemistry program.
Viewmol is a graphial front end for omputational hemistry pro-
grams. It is able to graphially aid in the generation of mole-
ular strutures for omputations and to visualise their results. At
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present Viewmol inludes input lters for Disover, DMol3, Gamess,
Gaussian 9x/03, Gulp, Mopa, PQS, Turbomole, and Vamp out-
puts as well as for PDB les. Strutures an be saved as Aelrys'
ar-les, MDL les, and Turbomole oordinate les. Viewmol an
generate input les for Gaussian 9x/03. Viewmol's le format has
been added to OpenBabel, so that OpenBabel an serve as an input
as well as an output lter for oordinates.
More information an be found in the following link:
http://viewmol.soureforge.net/
XDRAWCHEM: Chemial strutures and reations editor. Xdrawhem
is a 2D editor for hemial strutures and reations. It mirrors the
abilities of the ommerial ChemDraw suite and has le ompati-
bility with it as well as other hemial formats through OpenBabel.
More information an be found in the following link:
http://xdrawhem.soureforge.net/
XMAKEMOL: A program for visualising atomi and moleular systems.
XMakemol is an appliation for the visualisation and manipulation
of atomi, moleular, and other hemial systems. Features inlude:
* Animating multiple frame les
* Interative measurement of bond lengths, bond angles and torsion
angles
* Control over atom/bond sizes
* Exporting to Xpm, Enapsulated PostSript and XYZ formats
* Toggling the visibility of groups of atoms
* Editing the positions of subsets of atoms
XMakemol is prinipally a mouse-based appliation with menus and
pop up dialog boxes with buttons, srollbars et.
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More information an be found in the following link:
http://www.nongnu.org/xmakemol/
V-SIM: Visualise atomi strutures. V-Sim visualises atomi stru-
tures suh as rystals, grain boundaries, moleules and so on (either
in binary format, or in plain text format). The rendering is done in
pseudo-3D with spheres (atoms) or arrows (spins). The user an in-
terat through many funtions to hoose the view, set the bindings,
draw utting planes, ompute surfaes from salar elds, dupliate
nodes, measure geometry, et. Moreover V-Sim allows to export
the view as images in PNG, JPG, PDF (bitmap), SVG (sheme)
and other formats. Some tools are also available to olorize atoms
from data values or to animate on sreen many position les.
More information an be found in the following link:
http://ina.ea.fr/L_Sim/V_Sim/
D.4 LaTeX and related utilities
LaTeX is a doument markup language and doument preparation
system for the TeX typesetting program. The term LaTeX refers only to
the language in whih douments are written, not to the editor used to
write those douments. In order to reate a doument in LaTeX, a .tex
le must be reated using some form of text editor (e.g. gvim). While
most text editors an be used to reate a LaTeX doument, a number of
editors have been reated speially for working with LaTeX. LaTeX is
used beause of the high quality of typesetting ahievable by TeX. The
typesetting system oers programmable desktop publishing features and
extensive failities for automating most aspets of typesetting and desk-
top publishing, inluding numbering and ross-referening, tables and
gures, page layout and bibliographies. The urrent version is LaTeX2e.
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We strongly adhere to the use of LaTeX, as shown in this doument.
LaTeX is based on the idea that authors should be able to fous
on the ontent of what they are writing without being distrated by
its visual presentation. In preparing a LaTeX doument, the author
speies the logial struture using familiar onepts suh as hapter,
setion, table, gure, et., and lets the LaTeX system worry about the
presentation of these strutures. It therefore enourages the separation
of layout from ontent while still allowing manual typesetting adjust-
ments where needed. When TeX ompiles" a doument, the proessing
sequene (from the user's point of view) goes like this: Maros > TeX >
Driver > Output. Dierent implementations of eah of these steps are
typially available in TeX distributions. Traditional TeX will output a
DVI le, whih is usually onverted to a PostSript le, and this to a
PDF le if needed.
BibTeX is referene management software for formatting lists of ref-
erenes. The BibTeX tool is typially used together with the LaTeX
doument preparation system. BibTeX uses a style-independent text-
based le format for lists of bibliography items, suh as artiles, books,
and theses. BibTeX bibliography le names usually end in .bib. Bib-
TeX formats bibliographi items aording to a style le, typially by
generating TeX or LaTeX formatting ommands. Most journals or pub-
lishers that support LaTeX have a ustomised bibliographi style le for
the onveniene of the authors. This ensures that the bibliographi style
meets the guidelines of the publisher with minimal eort.
Beamer is a LaTeX lass for reating presentations that are held us-
ing a projetor, but it an also be used to reate transpareny slides. A
Beamer presentation is reated like any other LaTeX doument: it has
a preamble and a body, the body ontains setions and subsetions, the
dierent slides (alled frames in Beamer) are put in environments, they
are strutured using itemise and enumerate environments, and so on.
The obvious disadvantage of this approah is that you have to know La-
TeX in order to use Beamer. The advantage is that if you know LaTeX,
you an use your knowledge of LaTeX also when reating a presentation,
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not only when writing papers or reports. The nal output is typially
a PDF le. Viewer appliations for this format exist for virtually every
platform. When bringing your presentation to a onferene on a memory
stik, you do not have to worry about whih version of the presentation
program might be installed there. Also, your presentation is going to
look exatly the way it looked on your omputer, isn't it nie?
XyMTex is a maro pakage for TeX (TeX) whih renders high-
quality hemial struture diagrams. The ommands have a set of sys-
temati arguments for speifying substituents and their positions, endo-
yli double bonds, and bond patterns; in some ases there are addi-
tional arguments for the hetero-atoms on the verties of heteroyles. It
is believed that this systemati design allows XyMTeX to operate as a
pratial (devie-independent) tool to use with LaTeX.
More information an be found in the following links:
http://en.wikipedia.org/wiki/LaTeX
http://en.wikipedia.org/wiki/BibTeX
http://en.wikipedia.org/wiki/Beamer
http://en.wikipedia.org/wiki/XyMTex
