x $ cot ; u + cot 4 tl du dc.
(1.8)
In (1.6)-(1.8) the integrals are taken in the "principal value" sense at the point u = 0, u = 0, and u = t'= 0, respectively. It follows from the corresponding one-dimensional result that if,f E L,, x Zn, then f('." and ,f@.' ) exist a.e. Zygmund [ lo] proved that if ,fE L log + L,, x Zn, then ,T",' ) also exists a.e. Sometimes we shall write ,7","')(.~, y) = f","'(,J s, IS), etc., indicating the original function whose conjugate is taken.
Let f(x, y) be a continuous function, 2n-periodic in each variable, in symbols f e C,, x zn. The (partial) mod& of continuify off are defined for 630 by and w,(f, d)=w,,,(f, 6)= sup max If(x+w .v-f(x, y)l lul<b 'i.i
Obviously, both w,(J; 6) and w,.(J 6) are nondecreasing functions. We recall that the Lipschitz class Lip(cc, /I), 0 < ~1, fl< 1, is defined to be Lip(4 B)= {f~C2nxZn:~,(.f; 6)=Q63L) and w,.(J 6) = q6")).
Cesari [l] proved that if f 6 Lip(cc, c(), 0 <r 6 1, then the conjugate function 7 ('.I ) is in Lip(cc', c(') for each x', 0 < z' < r, but need not be in Lip(cr, CI). An analogous statement for f","' and T(O,') was proved by Zhak [IS] .
The ( Clearly, both w2.JA 6) and w*,(f, 6) are nondecreasing functions; furthermore, %,,(.L 6) G W,(f, 6) and %,,(f> S)G2w,(f, 6).
(1.9)
We note that the Zygmund class Z(cl, p) (sometimes denoted by Ha,"), 0 < 0, /I 6 2, is defined to be z(%P)= {fEGdn:
o&f, 6) = O(P) and o,,.,(f, 6) = 1?(6")}.
It follows from (1.9) that, for 0 < c(, fl d 1, Lip(cr, p) G Z(cc, /I), while extending the familiar argument (see, e.g., [ 11, p. 441 ) from the one-dimensional case to the two-dimensional case, it is easy to see that, for 0 < G(, /? < 1, actually Lip(cx, /?) = Z(cr, fl), and, for 0 < a < b = 1, a% I)= ffEChxZn:
cti,(A 6) = O(P) and o,,,(f, 6) = 0(s)}.
It is important to observe that if f eZ(a, /I), O< ~1, /I ~2, then the integrals in (1.6)-( 1.8) exist in the (absolute) Lebesgue sense and thus by Fubini's theorem pyj ,y, ,y) =,pJ)(pJ), x, 4') =,pJ)(po), x, y).
(1.10)
APPROXIMATION BY DOUBLE FOURIER SERIES
We associate with the double Fourier series (1.1) the symmetric rectangular partial sums C,k(f) e'('r+k.v' (m, n =o, l)... ). For.f'E CznxZn, let E,,,,,(,f') denote the best uniform approximation to f by double trigonometric polynomials T,,,,,(.u, J!) of degree <m with respect to s and of degree <n with respect to ~3:
we use )/ 11 to denote the usual maximum norm in C,, X 7nr i.e., Analogous to the one-dimensional case, if j'E Z(sc, fl), 0 < x, fl< 1, then
This is an immediate consequence of PROPOSITION.
[f f' E C,, x 2r, then
We are unable to find a reference to this proposition. Without entering into the details, we note that our proof closely follows that of the corresponding one-dimensional result.
The following theorem characterizes the rate of approximation to functions fin Z(a, fi) by (C, y, 6)-means of their Fourier series. The picture obtained is similar to the one-dimensional case. That is, as far as the order of magnitude is concerned, the approximation rate by ~z~(",(f, x, y) is the same as that given by E,,(f) is the case max(a, /?) < 1, while it gets worse by a factor "log" in the case max(a, 8) = 1. THEOREM 1. Zff E E(Lx, /II), 0 < LX, /? 6 1 und y, 6 > 0, then
This result for y > c( and 6 > p was proved in [4] . We emphasize that, according to (2.6), the rate of approximation does not depend on y or 6.
The rate of approximation in each case of (2.6) is exact. This follows easily from the one-dimensional counterexamples (see, e.g., [ 11, p. 1231) . Indeed, it suffices to take into account that if f(x, y) =g(x) + h(y) with g E Lip CI and h E Lip /I, 0 < CI, /I < 1, then f~ Lip(cr, B) and
APPROXIMATION BY DOUBLE CONJUGATE SERIES
The symmetric rectangular partial sums $R)(f, x, y), Sco,"(f, X, y), and ?"%"(A x, y); the Ceshro means (',')ggJf, x, y), co.l)g:i;lan(A x, y), and ".')dg,,(f, x, y) of orders y and 6 for the double conjugate series (1.3))( 1.5) are defined analogously to (2.1) and (2.2). For instance, From now on, we shall use the notations indicated in the right-hand sides of these equalities. Similar observations pertain to S"',"[,f] and S"."[,f]. The following two theorems characterize the rate of approximation to the conjugate functions ,I;"."' and .f","
by the (C, 7, 6)-means of the corresponding conjugate series for functions ,f'~ Z(a, /I). We will not deal with f;'"" separately. All theorems on.7"" can be reformulated for j;"'." by taking their symmetric counterparts.
Different from the one-dimensional case, the approximation rate both by cJ;,f,,(.7' '."') to .f"."' and by ~;~f,,( f",") to,T"." is always worse at least by a factor "log" than the one that occurs in E,,,,(f'). More precisely, the approximation rate by a;;~,,(,~"~") to ,T"."' contains an extra factor log(m + 2) only if u = 1, but it does contain an extra factor log(n + 2) if fi< 1 and even an extra factor [log(n +2)12 if /I= 1. On the other hand, the approximation rate by a;$,@',") to y"." symmetrically contains an extra "log" factor in both tn and n if max(cr, /3) < 1, and an extra "log2" factor in both m and n if a=/I= 1.
( 1 =fi! ~ Both Theorems 2 and 3 can be improved for functions ,f'~ Lip(cc, /I), 0 < a, [j 6 1, in the cases where x = 1 and max(cc, 8) = 1, respectively. The approximation rate by CJ;;&(,~"."') to f"."' drops the factor log(m + 2) for M = 1, but the factor log(n + 2) does remain for /I < 1, and, surprisingly, the factor [log(n + 2)]' is unavoidable for /j = 1. On the other hand, the approximation rate by ~j;~~,(,f"~") to .T",') contains only "log" factors in both m and n for all x and /I, independently of whether c(, fi < 1 or = 1. 
The rate of approximation in Theorems 4 and 5 is exact. This is shown by the next two theorems. From Theorems 6 and 7 it follows immediately that estimates (3.1 )(i) and (3.l)(iii) in Theorem 2 as well as estimate (3.2)(i) and the first part of (3.2)(ii) are exact.
Finally, we show that estimates (3.l)(ii) and (3.1 )(iv) are also exact; that is, Theorem 2 is best possible. THEOREM 8. There exists a ,function ,f E Z( 1, 1) such that for any 'J, 6 > 0 the estimate rEt,,(7(1'o)) = 0 (lo%:
cannot hold.
The only estimate whose exactness we are unable to prove is (3.2)(iii). 
AUXILIARY RESULTS
Let g(x) be a 2n-periodic continuous function of a single variable, in symbols gE C,,. We shall use the following notations:
g(x): the conjugate function to g(x), rrL( g, x): the mth (C, y)-mean of the partial sums of the Fourier series of g, E,,(g): the best approximation to g by trigonometric polynomials of degree <m, o( g, 6) = w,( g, 6): the modulus of continuity of g, w,(g, 6): the modulus of smoothness of g.
In the sequel, we need several well-known results from the approximation theory of periodic continuous functions in one variable. For the sake of convenience, we list them as follows:
(a) Generalized Privalov's theorem (see, e.g., [7, 
bcith "C!" independent of m, .Y, und g.
This estimate was proved by Efimov [2] for 7 = I and by Guo [3] for y > 0.
The following lemma expresses an important consequence of Lemma 1 often used in the sequel. In particular, it is used to prove Theorems 4 and 5.
Remark. In (4.2) we can equally well take the integral j;,,W,+ ,) instead ofS;i(,n+ I) because of the absolute convergence of J; (g(.~ + U) + g(.\--U) -2g'(x)) u * du. The next lemma is a natural extension of Lemma 1 to functions in two variables and will be the main tool in the proofs of Theorems l-5. Now, (4.6) is a consequence of (4.7) and of the repeated application of (4.1). We do not go into further details.
The following lemma will be useful in the proofs of Theorems 6 and 7. The corresponding estimates for ~&f"'.", 6), ~,(,fi(~.", 6) and o .(~"~" 6) are the symmetric counterparts of (4.11), (4.10), and (4.12). respectively.
It follows from the corresponding one-dimensional counterexamples that estimate (4.10) is exact, and it follows from Lemma 7 below that estimates (4.11) and (4.12)(i) are also exact. The only estimate whose exactness we are unable to prove is (4.12)(n). The moduli of smoothness of the conjugate functions ,T","'. .T'".", and 7 ",'I exhibit a nicer behavior than the corresponding moduli of continuity, in accordance with the one-dimensional experience. We note that the corresponding estimates for ~r)~,,(.f"'.", a), o,,,(.?;'"", ri) and w. ,.tf "," 6) are the symmetric counterparts of (4.16), (4.15), and (4.17) respectkely. Now, we can complete the proof of (4.17) in the same manner as above in the case of the proof of (4.16).
We use Lemmas 5 and 6 in the proofs of Theorems 2-5. The next lemma is of basic importance in proving Theorems 6 and 7. To prove Theorem 8 we provide a direct counterexample. Proof qf Lemma 7. Without loss of generality, we may assume that w,(6) is strictly increasing for every 6 2 0, that x0 < 1, and that xk is a strictly decreasing sequence for k = 0, l,... h and 2mk<y<2-h+2-k * (k=O, l,...).
First, we will check (4.24). To this effect, let -n < x, y d n and u > 0 be given and we estimate \.f(x + U, y) -f(x, v)]. We may assume that 0~ ,v<; and u <x0; in particular, In fact, if j's .8, then letting n + x8, by Lemma 4 we get for every I', and "P' is independent of y. From Alexits' theorem, the first inequality in (5. I ) follows. The second one can be obtained analogously. Conversely, assume (5.1 ) holds. Then thanks to relation (4.7), Alexits' theorem, and the continuity of the operator o:(h), we can conclude eventually that ,f'~ 9.
In a similar manner, we can verify that the operators ~$,(f"."') and a&(,f;".") are also saturable with the saturation order { I/(M + I)+ I/(n + I )). Denote by g"."' and ~$('.') the corresponding saturation classes. and two more similar estimates. Combining (4.6) and (6.1))(6.3) yields (2.6). where "P' is uniform in x and y. We will consider the conjugate function to G, with respect to y: =yt.~iog~)=G(log~) as t+ +o. t (6.11) To estimate J2, the decisive fact is that the inner integral is O( 1) due to Lemma 2. So ,J2,~~~~~~~(l)=~(logf) as t + +O. 
PROOFS OF THEOREMS 68
As before, we set g,. with a constant C, > 0. Clearly, (7.5) and (7.6) contradict each other.
Proof@" Theorem 7. Assume that (3.6) holds with thef E Lip(cc, 1) from the symmetric counterpart of Lemma 8, i.e., for which (4.28) is not satisfied. Set cp,.(x) =,f","(x, ,r) for every fixed y. Then by letting rr + xl in (3.6), due to Lemma 4, we get that This contradicts (7.7) and the proof of Theorem 8 is complete.
