The accuracy of sales prediction models based on the big data of online word-of-mouth
Introduction

26
Sales prediction is an important step of product and service management, because it is a 27 foundation for business operations likes promotional marketing. Sales prediction with high accuracy 28 and timeliness can allow firms to reduce the profit losses and improve market performance [1] . With Figure 1 shows the framework of our study, which helps researchers to conduct a sales prediction 90 model for products with abundant eWOM. First, we conduct eWOM model and GSI model, which 91 integrate eWOM and Google Trends into autoregressive model, respectively. Then we integrate online 92 search data into eWOM model following the method of [3] , and name this baseline model model, has a better prediction accuracy. movies as our research object, we focus on online reviews because statistics suggest that online reviews 102 are more prevalent than other types of eWOM in movie industry [18] . We choose IMDb.com as the resource of online reviews because it is the biggest movie review website in the world. We select movies 104 by the rule in the website. After data filtering, we identify 349269 reviews for 122 movies each released 105 for more than 49 days with at least 100 reviews. We use the threshold, 100 reviews, to guarantee that 106 reviews is enough to train DTM. Our final data set is an online big data set, which contain most of the 107 movie genres shown in Table 1 . We chose 49 days as study period in order to achieve a panel data set 108 with enough observations to reach credible experimental results. We divide the data set into two parts 109 based on time to avoid overfitting. The first part is training set for training prediction model. The second 110 part is test set for testing the out-sample performance of the trained model. comedy  37  R  57  drama  38  PG-13  50  action  13  PG  14  thriller  14  NC-17  1  sci-Fi  10  Total  122  horror  9  animation  8  romance  2  crime  6  fantasy  5  adventure  3  sports  2  music  2  documentary 1  war  1  Table 2 lists the statistics of eWOM and film-related variables. First, we measure eWOM valence 113 and volume represented by , and , . Valence is the mean of daily reviews' ratings, which reflects 114 the overall sentiment of reviewers on a special movie [19] . Volume is the daily number of reviews [18] . 
111
124
sentiments from online reviews. We obtain 122 daily documents by integrating hundreds of daily 125 reviews of each movie into one document. Finally, the daily documents over 50 days comprise our 126 review corpus. The corpus contains 349269 reviews. Figure 2 shows the structure of the corpus. 
129
We pre-process each document by using the steps used in the study of Guo, Barnes, and Jia (2017).
130
First, we eliminate non-English words and spell errors, such as web sites, punctuations and numbers. 
159
In DTM modelling, the followed steps formulated the generative process of a review set in time 
175
The formula of perplexity of DTM for the document set on day is as follows:
is the document set on day . is the number of documents on day . is the number of words Sampling can generate the heat of words and dimensions simultaneously. Let , be the heat of the 180 th dimension of the th movie on day . , can be calculated as follows:
where Table 4 shows the main sentiment mining rules used in our framework. 
201
205 , = 1 1 1 , , .(3)
209
In Table 5 , we describe the key variables of dimensions. 
210
Predictive Model
228
To forecast movie box-office revenues, we construct the proposed approach based on 229 autoregressive model, because regressive model is the most efficient predictive model [5] . We also need 230 to address some methodological concerns. First, we take a log-transform to some skewed variables to 231 make them similar with normal distribution. Second, we use the variance inflation factor (VIF) to assess 232 multivariate multicollinearity. The VIF values are lower than the threshold five, so multicollinearity
233
was not a serious issue [28] . We use the first 40-days data to train predictive model and the last 9-days 234 data to test the trained model. 
where , , … , , are the parameters to be estimated, is the effect of combination of time-
240
invariant variables, such as production budgets and genres of movies, and is an error term. 
245
variables of previous GSI models and eWOM models. Our ARO model is similar to the model proposed 246 in [3] , and can be formulated as follows:
where , represents the th online information variable on day . We determine and by
248
comparing the model accuracy when using different and . and , are parameters that need 
252
According to previous studies, heat and sentiments of product dimensions are very important to 253 sales [7, 8] ; thus, it is desirable to integrate the heat and sentiments of movie dimensions into predictive
where , , and are user-defined parameter, is an error term, and , , , , and , are parameters that need estimations. , and , are the heat and sentiments of the dimension at 258 time , which are obtained by using DTA. , , and specify how far the model "looks back" into the history, whereas and specify how many related variables that we would like to consider.
260
and are fitted as we discussed in section 3.1. We use least square method to train all the models. 
Results
262
In this section, we compare ARHS model with AR model, eWOM-based model, GSI-based 263 model and ARO model to validate its effectiveness.
264
We use the mean absolute percentage error (MAPE) to measure the performance of predictive 265 models in this paper.
where is the number of predictions that made on the testing data, is the predicted box- 
279
First, we vary with fixed values of parameters , and ( = = = 1) to study how 280 preceding box-office revenues affect the prediction accuracy of ARHS model. As shown in Figure 7a , one to 11 to study its effect on prediction accuracy. Figure 7b shows that the model also achieves its 287 best performance when = 10. However, the accuracy is basically the same after = 9, which 288 means that numerical online information will affect box-office revenues in the next nine days. From
289
the above results, we can suggest that the predictive power of numerical online information for box-
290
office revenues last a little longer than preceding box-office revenues.
291
By using fixed values of , and ( = = = 1), we vary from one to six to study the 292 prediction accuracy of ARHS model. As shown in Figure 7c , the ARHS model achieves the best 293 prediction accuracy at = 2, which implies that the effect of dimension heat captured from the text 294 of eWOM lasts two days.
295
We also vary from one to six, with fixed , and ( = = = 1). As shown in Figure 7d ,
296
ARHS model achieves the highest accuracy at = 2, which implies that the effects of dimension 297 sentiments on box-office revenues also last two days.
298
From the results above, we can conclude that product dimension information captured from 299 online comments has a shorter effect on box-office revenues than numerical online information. We 
Conclusion and Discussion
344
The predictive model for movie box-office revenue is still not satisfied. Previous research demonstrate that eWOM text implies heat and sentiments product dimensions that influence product influence of online word-of-mouth. Inf Syst E-bus Manag. 2015;13: 445-473. doi:10.1007/s10257-014-0265-0
