In order to analyze qualitative observations, methods of quantification or optimal scaling have been proposed by Fisher, Guttman, and Hayashi. According to these methods, scores are assigned optimally in some objective and operational sense to the qualitative categories.
Introduction
In some experimental and observational studies, the responses and/or attributes of subjects are measured only by qualitative categories. In order to analyze such observations, methods of quantification or optimal scaling have been proposed by, among others, Fisher (1) , Guttman (2) , and Hayashi (3) (4) (5) (6) (7) (8) (9) . According to these methods, scores are assigned optimally in some objective and operational sense to these qualitative categories. In Japan, Hayashi's methods of quantification are well known and widely used in various fields, such as social and marketing surveys, psychological research, and medical research, where information is obtained mainly in the form of qualitative categories.
The main purpose of the present paper is to review Hayashi's four methods of quantification. They are explained mainly from the mathematical point of view. Then, in addition, we focus on two topics, which have been pointed out as the problems to be solved in using the methods of quantification: the methods of quantification for ordered categories and the statistical considerations. Finally we mention briefly several computer programs available in Japan.
Hayashi's Four Methods of Quantification Among various methods proposed by Hayashi (3) (4) (5) (6) (7) (8) (9) , especially the four methods shown in Table 1 are widely applied in Japan and called simply as Hayashi's first-fourth methods of quantification. As shown in Table 1 , they are divided into two main classes. One contains the methods for the case where an external criterion is present and is used to predict the external criterion or to analyze the effects of factors. The other contains the methods for the case where no external criterion is present, and is used to construct a spatial configuration so as to grasp the mutual relationships of the data. The "external criterion", which is also called "outside variable", means something to be predicted or explained.
First Method of Quantification (Quantification I)
The first method of quantification is a method to predict the quantitative external criterion or criterOctober 1979 
Situation
Observation Method
Case with an external criterion (for predic-The external criterion is observed quantita-First method (to maximize the correlation tion or analyzing the effects of factors) tively coefficient)
The external criterion is observed qualita-Second method (to maximize the correlation tively ratio)
Case with no external criterion (for classifi-Response patterns of subjects on some attri-Third method ( 
Environmental Health Perspectives
The optimal scores for the categories of the attributes are obtained by solving the linear simultaneous equation (5) . Then, using the optimal scores {sij}, each qualitative attribute is quantified by Eq. (2) and the external criterion Y can be predicted by Eq. (3). It may be considered that the efficiency of quantification is high when the multiple correlation coefficient or R2 = Pmax2 is large, but it is low when R2 is small. The contribution of the i-th attribute to the external criterion is measured by the partial correlation coefficient r [Y W(i); W(1), . ,W(i -1), W(i + 1),.., W(I) (7) or approximately, by the range ofthe assigned scores Ri = maxj Su, minj Su (8) In actual data analysis, partial correlation coefficients and/or ranges are often represented graphically for the convenience to find important attributes or factors.
No probabilistic model is assumed in the first method of quantification. However, if the problem is recognized as the multiple regression of the external criterion {Y,a} on the dummy variables {x<, ( (11) to qualitative attribute k ofthej-th subject in 7i, and a score Y(c=ij Wi, 1) + WJ3(2) + * + Wij(I) = I 2Skl XiJ(kl) (12) k I to thej-th subject in iT,. The principle of quantification is to maximize the sample correlation ratio or the between-groups variation relative to the total variation, i.e., R2= SB/ST --max. . ., SIC(fl, . . ., 5 and is transformed to the eigenvalue problem (16) The optimization problem (16) is interpreted as the application of canonical analysis for dummy variables {xij (kl)}. (37) hold about the scores for categories of the external criterion and that they are equivalent to each other except for the normalization of location and scale. However, the formulation based on canonical correlation analysis is more appropriate in view of the quantification of the external criterion, and more convenient to treat ordered categories ofthe external criterion or to derive the asymptotic properties of the sample optimal scores.
Using the optimal scores {Skl} and {tj}, the qualitative attributes and the qualitative external criterion are quantified by Eqs. (25) and (24) . It may be said, as in the case of the first method of quantification, that the efficiency of quantification is high when the correlation ratio r2 (or correlation coefficient p2) is large, but it is low when r2 is small. The contribution of the i-th attribute to Hayashi (6) discussed precisely the multidimensional case.
Fisher (1) proposed a method to quantify the response categories by the principle to maximize the variation due to the effects of factors relative to the total variation in a two-way analysis of variance. It gives the same result with that of Hayashi's second method when the response is chosen as the external criterion. A similar principle was also applied by Johnson (11) .
For the investigation of a factor-response relationship, Hayashi 
s2(X(P))
under the orthogonality conditions
by the idea of assigning a multidimensional score X(D),. .. ., xi(P)) to subject i. The number of dimensions p is determined by the decreasing pattern of
(n)
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According to the above explanation it may be clear that the fourth method of quantification is a kind of multidimensional scaling (MDS), or precisely speaking, a kind of metric MDS in the sense that the result depends on the value of ei; itself instead of the mnk order of eu.
Quantification of Ordered Categories
In the methods of quantification described above, no order relation is supposed among the categories of the qualitative external criterion and/or the qualitative attributes. Although the categories of the external criterion are defined as nominal in the ordinary method, we sometimes meet the situations with ordinal external criteria. For example, in medical research we meet situations in which the severity rating, improvement rating, or sometimes the movement of severity rating should be chosen as the external criterion and we wish to analyze the effects of factors on it.
According to the formulation based on canonical correlation analysis, the optimal score vector is obtained as the solution of Eq. (66) p2 = i S12S22-1S21 t'S11 -+max. (66) Thus the problem becomes to maximize the nonlinear objective function under an arbitrary set of order restrictions such that tj -tj, (I,]') e s (67) where S denotes a set of pairs of subscripts corresponding to the categories ordered theoretically. The problem of quantification under order restrictions was studied by Bradley, Katti, and Coons (17), Nishisato and Arri (18), Tanaka and Asano (19), Tanaka, Asano, and Kodake (20) , and Tanaka (21), among others. Bradley et al. (17) solved the case of complete order restrictions. Nishisato and Arri (18) extended it to the case of a special type of partial order restrictions, and we solved the case of arbitrary order restrictions generally (19) (20) (21) .
As shown previously (19, 21) , the optimization problem [Eqs. (66), (67)] can be always transformed to the optimization problem under constraints of nonnegativeness and linear equalities such that Table 5 , which shows the data for a five-treatment experiment with a five-point scoring scale, is taken from the study of Bradley, Katti, and Coons (17) . Let us suppose the orderrestrictionsti -{t2, t3} 2t4 .-t5artificially and (17) .
apply the generalized method, where a i {b, c} denotes a Z b and a Z c. These restrictions are expressed by Figure 1 . Then the problem becomes The equality restriction (73) correspor cuit tl-t2--t4--t3--t4 in Figure 1 .
The application of the reduced gradi the problem of Eqs. (71)-(73) yields the in Table 6 . Normalizing so as to satisfy = 0.0, the optimal scores are given as (12) (13) (14) . It is also applicable to the cases with arbitrary partial order relations. The rapidness of convergence depends only on the number of ordered categories, say p. Thus it can be efficiently used when p is small.
Disadvantages. It does not converge rapidly when p is large.
Statistical Considerations
Few statistical considerations of quantification had been studied until comparatively lately. Okamoto and Endo (16) investigated the asymptotic distribution of the sample optimal scores for their categorical canonical correlation analysis, which was proposed as a generalization for third method of quantification. Tanaka and Asano (12, 13) and Tanaka (14) studied the statistical inference of factor-response relationships as well as the asymptotic distribution of the dptimal scores based on their CS-1-5 and CM-1-7 criteria, which were proposed as generalizations for the second method of quantification. Although the probabilistic models introduced should be evaluated if they fit to the actual data, the methods will be useful when the sample sizes are large enough to be analyzed by asymptotic theories.
Consider the case of the second method of quantification, where there exist a response and several factors, and the response is chosen as the external criterion. For such cases the probabilistic model shown in Figure 2 has been proposed (12) (13) (14) . As shown in the preceding section, the optimal scores are determined by an eigenvalue problem such that (A -X B) t = 0 
Computer Programs
The use of electronic computers is indispensable in applying the methods of quantification, because the calculations are complex and ordinarily a comparatively large amount of data are analyzed by these methods. One of the reasons that Hayashi's four methods are widely applied in Japan may be that the program packages are available to the data analysis. Hayasi 1 -4 (SPSS-Japanese Version), and so on. Furthermore, in the NISAN system (26), now being developed by a group of Japanese statisticians, the varieties of methods including those for ordered categories and based on the asymptotic theories will be available for the convenience of senior statisticians. It may be obvious from the derivations in the previous sections that the methods of quantification, especially from the first to third methods, are mathematically equivalent to regression analysis, canonical analysis, and canonical correlation analysis applied to dummy variables corresponding to categorical data. Therefore, if we carefully use the programs, we can apply the methods of quantification to data analysis by means of the programs for ordinary multivariate analyses.
