Multiple importance sampling estimators are widely used for computing intractable constants due to its reliability and robustness. The celebrated balance heuristic estimator belongs to this class of methods and has proved very successful in computer graphics. The basic ingredients for computing the estimator are: a set of proposal distributions, indexed by some discrete label, and a predetermined number of draws from each of these proposals. However, if the number of available proposals is much larger than the number of permitted importance points, one needs to select, possibly at random, which of these distributions will be used. The focus of this work lies within the previous context, exploring some improvements and variations of the balance heuristic via a novel extended-space representation of the estimator, leading to straightforward annealing schemes for variance reduction purposes. In addition, we also look at the intractable scenario where the proposal density is only available as a joint function with the discrete label, as may be encountered in problems where an ordering is imposed. For this case, we look at combinations of correlated unbiased estimators which also fit into the extended-space representation and, in turn, will provide other interesting solutions.
Introduction
Computing normalising constants of probability distributions is of great importance in many fields, and doing so remains being a challenge in complex scenarios. For instance, Bayesian inference is performed via posterior distributions on a set of parameters and given some data; depending on the specifics, these distributions are usually known up to a constant of proportionality. Estimating this constant would provide an insight to the the marginal density for the observed data, which is also known as evidence or marginal likelihood. Among the available Monte Carlo methods, importance sampling is the usual approach for tackling this task (Robert & Casella, 2013) ; importance sampling not only produces an unbiased estimate of the normalising constant of some target distribution, but also a weighted sample for approximating expectations under such target.
Despite the flexibility in the method and its validity under fairly mild assumptions, a naive implementation of importance sampling is rarely adequate for addressing the problem at hand, resulting in high variance estimates. Variance reduction techniques are commonly used for overcoming this problem, e.g. the use of control variates, defensive importance sampling, or the use of a mixture of proposals (see, e.g., Hesterberg, 1995; He & Owen, 2014 and Zhou, 2000 for an overview). In this paper we revisit one of such techniques termed balance heuristic, firstly introduced in Veach & Guibas (1995) , that belongs to the broader class of multiple importance sampling methods (Owen & Zhou, 2000; Elvira et al., 2015 Elvira et al., , 2019 . As the name suggests, multiple importance sampling introduces multiple proposal distributions that are indexed by a discrete label and that are then used for computing the importance weights; this contrasts with standard importance sampling where only a single proposal is used and that typically is inadequate for describing the desired target distribution. Multiple importance sampling has proved popular in the area of computer graphics, specifically in rendering applications which is the main motivation in the seminal work Veach & Guibas (1995) . When implementing multiple importance sampling one needs to address two aspects: the set of proposals to be used and the corresponding number of samples to be obtained from each one of these distributions. These matters have been explored before giving rise to new methodology such as population Monte Carlo (Cappé et al., 2 The balance heuristic and extensions
Overview of balance heuristic
Suppose we are interested in estimating the normalising constant of a target distribution π on some measurable space (X , B (X )). More precisely, assume π has a density π (x) with respect to a dominating measure µ (e.g. Lebesgue or counting measure) and given by π (x) =π (x) Z , whereπ (x) is the unnormalized density and Z = Xπ (x) µ (dx). Our aim is to obtain estimates of Z.
A straightforward approach for estimating Z is to use importance sampling via an importance or proposal distribution q such that π is absolutely continuous with respect to q. The resulting importance sampling estimator is unbiased and given by
However, despite the simplicity of importance sampling, a good estimate can only be achieved if q and π are close in some sense (see, e.g., Robert & Casella, 2013) . It is often the case that more than one importance distribution would be needed, e.g. in the presence of multimodality on the target; in such setting, one can resort to multiple importance sampling as in Veach & Guibas (1995) for obtaining better estimates. To do this, let {q i } K i=1 be a family of importance distributions with N i denoting the number of draws obtained from q i , and consider {ω i } K i=1 be a set of weight functions such that 0 ≤ ω i (x) ≤ K k=1 ω k (x) = 1 for any x ∈ X , the multiple importance sampling estimator for Z is
where X ij ∼ q i (·) for each j ∈ 1, N i and i ∈ 1, K , using the notation 1, n = {1, . . . , n} for any n ∈ N. The previous estimate is computed using a total of N =
iid ∼ q i (·) for every i ∈ 1, K . We also note that the functions {ω i } i not only serve as weights for draws within each q i , but also as weights across the different available proposals. Much of the current multiple importance sampling literature focuses on the case where the number of available proposals (K) is at most the number of proposed importance points (N ) and assumes that the variables N 1:K = (N 1 , . . . . , N K ) are fixed; here we consider K ≫ N which allows the possibility of selecting proposals at random from the pool of size K. As a consequence, the resulting vector N 1:K will be random rather than deterministic.
Before discussing in depth the balance heuristic estimator, which is a special case of Z MIS , we state the following result that follows from straightforward calculations, its proof can be found in Appendix 1 and follows from either Veach & Guibas, 1995; Owen & Zhou, 2000 . Remark 1. Using the Tower property, the previous result also shows that Z MIS is unbiased when the variables N 1:K are random. This will be the setting considered throughout the rest of this work.
The balance heuristic estimator from Veach & Guibas (1995) corresponds to a specific instance of Z MIS using a specific set of weight functions {ω i } i , these are defined as follows for every i ∈ 1, K
The above weights lead to the following estimate of Z,
The choice in (2) is closely related to the Rao-Blackwellized estimator, which is computed using a sample {X n } N n=1 obtained as follows. For each n ∈ 1, N : • Draw a label L n from an auxiliary distribution α on the space ( 1, K , P ( 1, K ));
• Draw X n | L n ∼ q Ln (·) independently from L −n and X −n , using the notation
The Rao-Blackwellized estimator is the resulting importance sampling estimator considering the marginal distribution of the sample {X n } n as importance distribution, this is
The connection between balance heuristic and Rao-Blackwellized is clear by noting that Z RB can also be expressed as
where
Comparing (2) and (5) we observe they are equivalent if we set α (l) = N l /N for each l ∈ 1, K . Nevertheless, the resulting estimators remain different in the way they are constructed. For the balance heuristic, the variables N 1:K can be drawn jointly from any appropriate distribution; whereas in the Rao-Blackwellized case, the common auxiliary distribution α for drawing the labels only leads to N 1:K ∼ M ult (N, α 1:K ), where α l = α (l) for each l ∈ 1, K . Moreover, even if N 1:K ∼ M ult (N, α 1:K ) in both settings, which is the case we consider throughout, the estimators will have very different properties. We will revisit the Rao-Blackwellized estimator in the next section, which in the literature is usually thought of an optimal estimator in a sense that is defined later. We now provide qualitative bounds for the difference in relative variance of Z BH and Z RB , provided the proposal densities can be bounded away from 0 and ∞ (this easily holds e.g. when X is compact). The proof can be found in Appendix 1. Theorem 1. Suppose that there are positive constants C − and C + such that, for every i ∈ 1, K , inf x∈X q i (x) ≥ C − > 0 and sup x∈X q i (x) ≤ C + < ∞. Then, for any choice of α 1:K , the variance of Z BH satisfies
Remark 2. When N = K = 2 and for α 1 = α 2 = 1/N we can takeC − = 0, as shown in Elvira et al. (2019) ; however, it is not clear whether this will hold in more general settings. Precise values forC − and C + are given in the proof.
Recently, the authors from Sbert et al. (2016 Sbert et al. ( , 2018 discuss the choice of a deterministic N 1:K for minimising the variance of Z MIS ; the optimal choice for each N i depends on the following quantity
which measures the variability of the contribution to the overall estimate Z MIS from the proposal q i . As a consequence, the variance of Z BH when using a deterministic N 1:K can also be minimized obtaining a provably better estimate than the one resulting from N l ∝ 1 for all l ∈ 1, K . Clearly, a downside to this optimal approach is the need to know or at least estimate accurately the vector σ 2 1:K . It is also worth pointing out the recent work in Sbert & Elvira (2019) , which discusses a generalisation of balance heuristic by introducing an extra variable in (3) for obtaining provably better estimates; however, an optimal setting for this approach also relies on knowing σ 2 1:K . Our work diverges from the aforementioned articles in the sense that we do not attempt to optimise in terms of N 1:K or its underlying distribution, instead we only allow for N 1:K to be random (distributed according to M ult (N, α 1:K )) and explore ideas to reduce the variance of the resulting estimator.
Although the estimator in (3) might not be optimal in terms of variance (see Veach & Guibas, 1995, Theorem 1 and Sbert et al., 2018, Section 4) , it can still provide accurate estimates with a moderate cost. In fact, when K (the number of importance distributions) is much larger than N = K i=1 N i (the total number of importance points), the balance heuristic estimator is less computationally expensive since many of the variables N 1:K will be equal to zero. The cost of implementing such scheme is at most O N 2 compared to the optimal method with cost O (N K). This becomes clear by re-expressing (3) as
as the number of effective labels sampled from the set 1, K , the actual computational cost of the balance heuristic estimator is O (N K ef f ), noting that K ef f ≤ min {K, N }. Therefore, provided that the variance for the balance heuristic estimator is not much larger than that of the Rao-Blackwellized estimator, we would expect a better performance from the former for the same computational cost. We now present an illustrative running example.
Example 1 (Running example). Let π be Gaussian target π (x) ∝ exp −0.5x 2 , and for simplicity we use Z = 1. Also consider a set of proposal distributions {q l } K l=1 with corresponding probabilities of being selected {α l } K l=1 , namely the associated densities are
where µ l = (µ max − µ min ) (l − 1) / (K − 1)+µ min and BetaBinom (· | K, m, s) denotes the beta-binomial distribution of parameters m > 0, s > 0 with density
The specification above implies that the distributions are equally spaced between µ min and µ max , and the weights associated to each proposal within the set are given by the beta-binomial distribution of parameters m and s. In this respect, the parameter m > 0 controls the symmetry of the distribution around its mean Km, whereas s > 0 is a concentration parameter. Two particular cases are BetaBinom (K, m, s = ∞) which results in a Binom (K − 1, m) and BetaBinom (K, m = 0.5, s = 2) resulting in U nif 1, K . Figure 1 compares the estimators Z BH and Z RB for the standard Gaussian target and for different sets of proposals. When K is small in comparison to N the probability that K ef f equals K is very close to 1; however, as K increases this probability decreases and becomes zero for K > N . Hence, computing the estimator Z BH is much cheaper than computing Z RB when K ef f < K, which results in smaller variance for equivalent computational costs. This is confirmed by plots in Subfigre (c) where the number of importance points used for computing Z RB has to be reduced dramatically. Observe that balance heuristic provides sensible estimates even when K = 30, 000 or when the proposal is more concentrated, and is competitive to Z RB when K is small. We now explore further the balance heuristic estimator, noting that it can be expressed in terms of distributions on an extended space. This alternative representation will prove useful for reducing the variance of the estimator by means of an annealing procedure.
Extended-space representation
The variables involved in the computation of (3) are
iid ∼ q i (·) for each i ∈ 1, K and, as discussed before, the vector N 1:K can be drawn from any appropriate distribution satisfying
, where X n | L n ∼ q Ln (·) and L n ∼ α (·) for each n ∈ 1, N . The sets of variables S 1 and S 2 are equivalent assuming in the former that N 1:K ∼ M ult (N, α 1:K ) and taking α k = α (k) for each k ∈ 1, K ; therefore the variables in S 1 can be expressed in terms of those in S 2 (and vice-versa) as follows
The variable T ij represents the subindex in the sample S 2 for which the label L n = i for the jth time.
The extended-space target, which results in the balance heuristic estimator in (6), is
noting that it is obtained by multiplying the estimator Z BH with the joint proposal densitȳ
of the variables in S 2 and dividing by Z for normalisation purposes. Therefore, the balance heuristic estimator is the same as an importance sampling with target η BH using a single importance point. Furthermore, we can extend the target beyond this since the sum in the expression above can be seen as the marginalisation of a discrete variable n on the set 1, N ; doing this leads to the following extended target on the space 1,
Remark 3. The target π cannot be recovered by marginalising or conditioning any of the variables from η BH ; nevertheless, by construction the normalising constant for η BH is still Z.
An interesting consequence from the previous construction is the expression for the full conditional of X n , which is different to π and given by
In (9), π is multiplied by a uniformly bounded weight that assesses the suitability of x n to the corresponding conditional q ln versus the other sampled conditionals q lm , this will be important in the next section when trying to mimic balance heuristic in the intractable scenario. Working on artificially-extended spaces can shed light to difficult problems, examples include the pseudo-marginal algorithm (Beaumont, 2003; Andrieu & Roberts, 2009 ) for dealing with intractable posteriors, the pseudo-extended method from Nemeth et al. (2017) for efficient exploration of complex posteriors, or the tempered Gibbs sampler in Zanella & Roberts (2018) useful in high-dimensions. In the case of balance heuristic, the extended representation in (8) will prove useful when introducing a sequence of intermediate targets for reducing the variance of the estimator. This idea goes back to Jarzynski (1997); Neal (2001) and is commonly known as annealed importance sampling, which can be described as bridging a proposal with the desired target. Popular annealing schemes include arithmetic and geometric (see e.g. Karagiannis & Andrieu, 2013 in the context of reversible-jump MCMC). We restrict to purely-geometric and semi-geometric schemes, which are now described for the balance heuristic extended distribution.
Consider a strictly increasing sequence {γ t } T t=0 such that γ 0 = 0 and γ T = 1. The density of the tth intermediate distribution in a purely-geometric scheme is
An alternative is to consider a slight modification, which we have termed the semi-geometric scheme,
In either case, the intermediate distributions are well defined since the unnormalized densitiesη 
With the aforementioned sequence of distributions, one can implement a standard annealed importance sampling procedure. Algorithm 1 describes this procedure, where for simplicity we have only retained the subscript t inη
BH,t since the algorithm remains valid for any choice of intermediate targets.
From the annealed importance sampling literature we know that for any T ≥ 1 the resulting estimate Z T,AIS is also unbiased and var Z T,AIS ≤ var Z BH .
Algorithm 1: Standard annealed importance sampling:
, where K t is an η BH,t -invariant probability kernel;
The weights W t T t=1 are computed marginalising over the artificial discrete variable n in each intermediate target. It is possible to choose K t as the resulting kernel from an MCMC algorithm targeting the extended target η BH,t , noting that the perturbation of the labels l 1:N is not strictly needed. A much simpler choice, since devising an efficient MCMC targeting η BH,t is not straightforward, is to implement a collapsed Gibbs sampler targeting the conditional η BH,t (· | l 1:N ), in which one alternates sampling n * ∼ η BH,t (· | x 1:N, l 1:N ) and X * −n * ∼ η BH,t (· | n * , x n * , l 1:N ) which are in fact distributions easy to sample from. Performing this Gibbs-type move can be more efficient than an MCMC-type move on the space 1, N × X N , as noted later in some examples. We stress that the previous annealed importance sampling process is implemented using a single importance point θ 0 = (X 1:N , L 1:N ), consisting of a system of N particles, that evolves from t = 0 to t = T − 1.
Performing a standard annealed importance sampling procedure comes with the extra cost of computing the weights W t t . These involve a ratio of two sums, each consisting of N terms, leading to a total cost of O T N 2 . A different approach, that delays the marginalisation of the variable n until the end, is presented in Algorithm 2 which we have termed modified annealed importance sampling. In contrast to the standard procedure in Algorithm 1, the modified version is embarrassingly parallel since the perturbation and re-weighting steps can be performed independently for each x n , provided l 1:N is fixed. This is still a process with overall cost O T N 2 , but it can be computed much faster using N simultaneous processes, each with cost O (T N ). For either scheme (purely-geometric or semi-geometric), the weightW (n) t only depends on the variables X n and L 1:N within θ t−1 ; in order to keep the notation simple we write θ t [X n , L 1:n ] to denote this case. Similarly, the kernel K t,n only updates the variable X n within θ t , denoted as θ t [X n ], and is chosen to be invariant with respect to the conditional distribution Algorithm 2: Modified annealed importance sampling:
η BH,t (dx n | n, l 1:N ). A simple choice for K t,n is the resulting kernel from an MCMC move on X , which is potentially easier to tune up than that from K t in Algorithm 1.
The following result shows that Algorithm 2 produces an unbiased estimator for Z, its proof can be found in Appendix 1.
Theorem 2. The estimator Z T,mAIS from Algorithm 2 satisifes E Z T,mAIS = Z.
A sequential Monte Carlo process (see Doucet et al., 2001; Del Moral et al., 2006) could be constructed inspired by the previous algorithms, e.g. one would require a set of M initial particles θ
that are propagated in a similar fashion as in Algorithm 2 with the possibility of introducing resampling between particles. In this respect, sequential Monte Carlo using multiple proposals has been explored in Li et al. (2016) . Additionally, it is not obvious how one would perform resampling within Algorithm 2 that could potentially retain good values of X 1:N without breaking the unbiasedness.
Example 2 (Running example continued). Figure 2 compares the estimators Z T,AIS and Z T,mAIS for different specifications of the beta-binomial distribution. The MCMC kernels in standard annealed importance sampling and the modified annealed importance sampling are different in nature since in the former case the moves are performed on the space X N , whereas for the latter (as described in Algorithm 2) we perform N MCMC moves on X . In both cases we considered 10 Metropolis-Hastings iterations with Gaussian proposals, on their respective dimension. In addition, the number of intermediate distributions considered were 20. We present only the purely-geometric case since the semi-geometric does not differ substantially. Extra plots contained in the supplementary material compare the two schemes.
Subfigure (a) corresponds to the same scenario as Subfigure (c) in Fig. 1 , observing that the standard and modified annealed importance sampling processes lead to a reduction in variance. This is less apparent in the standard annealed importance sampling with MCMC moves, where our simple MCMC implementation proves inadequate. The proposal in Subfigure (b) is shifted from the origin as in Subfigure (d) from Fig. 1 ; here the Gibbs version for standard annealed importance sampling and the modified annealed importance sampling show the best performance. Subfigure (c) shows the results of a more challenging scenario, in which the marginal proposal for X is very concentrated and none of the sampled values lies near the target's core region. The Gibbs version shows an improvement over the MCMC approach but the bias is still present. This is because for perturbing X −n we use q li (·), for i ∈ 1, N \{n}, which are unlikely to draw values near the target. Updating the values of l 1:N at each step of the annealed importance sampling would be beneficial, but with the complication of sampling from the full conditional for L 1:N | n, X 1:N on the space 1, K N . In contrast, the modified annealed importance sampling estimates shows the best improvements.
3 Estimators for intractable proposals
Motivation
We now explore the case when the joint proposal for (X, L) (denoted byq) shows some level of intractability, in the sense that the factorisation into the product of the conditional density for X | L and the marginal density for L is not analytically available. This contrasts with the scenario discussed in the previous section, where by construction the joint proposal density for (X, L) is factorized as q (x, l) = q l (x) α (l), with q l and α known. The setting considered in this section commonly arises when an artificial label is introduced for imposing some order on the variables of interest. or example, in multiobject tracking the aim is to infer the present states or paths of multiple moving objects and, in order to avoid ambiguity, the objects need to be labelled according to some variable of interest (this could be a time or spatial component), see e.g. Jiang et al. (2015) ; Li et al. (2017); Jiang & Singh (2018) . This reasoning also applies to mixture models and clustering, for which a labelling of components may be introduced in order to avoid identifiability problems with the parameters of interest. We have noted some of these aspects in Everitt et al. (2016) , where ordering of components leads to the aforementioned intractability of the joint proposalq. In essence, whenever we deal with ordering there is the potential problem of dealing with an intractable proposal. We develop this idea further through a conceptual example found in Appendix 2. To simplify, the intractable setting we consider throughout this section can be stated as follows: joint draws (X, L) ∼ q (·) are available, L is a discrete variable on the finite support 1, K , we want to avoid computing the marginal density for X since it is expensive, and the conditional q l (x) is not analytically available.
Combining multiple estimators
Whilst in theoryq can always be decomposed asq (x, l) = q l (x) α (l), in this case we assume that expressions for α and q l are not at hand. Then, how can one useq to estimate the normalising Z from the target π? One approach is to consider the following estimator
for some arbitrary auxiliary distribution β x on ( 1, K , P ( 1, K )), that may depend on the value of X. The optimal choice for β x (the one minimising the variance of (10)) is
which is in fact the Rao-Blackwellized estimator in (4) from the previous section. Therefore, it is optimal in terms of variance within the family of estimators {Z β } β . However, when the number of labels K is very large then computing the denominator β opt x will be expensive or impractical. The simplest approach we can think of is to choose β unif (l) = K −1 , i.e. a uniform distribution for the labels; unfortunately, this could result in an estimator with very large variance depending on the mismatch between the unavailable distribution α and β unif , as seen in the following example.
Example 3 (Running example continued). In Figure 3 we compare estimates using β unif and β opt x . Subfigure (a) consider K = 3 labels, observing that the estimator using β unif produces values around log(K). This occurs due toπ (x) ≈ 0 whenever the associated l for such x is either 1 or 3, this means that we are essentially failing to explore 2/3 of the extended target π (x) β unif (l), which introduces the apparent bias. Theoretically the estimator converges to the actual value of Z, however, in practical terms we observe a bias in the estimates due to the high variance associated to the estimator. One could correct this undesirable behaviour by discarding samples that are located far from high posterior regions, or by modifying the auxiliary distribution β x accordingly. In more complex situations, e.g as in Subfigure (b) where K = 300, implementing such strategies is not straightforward. In contrast, the estimates produced by β opt x appear to be less variable since they are centred around the truth, with the caveat that they are expensive to compute if K becomes very large. for different values of m and equivalent computational costs. All cases consider m = 0.5 and s = 2.
Potentially, a better possibility for β x would be to consider β x (l) = α (l), but an expression for the density α is not available. Nevertheless, we can obtain an unbiased estimator through a sam-
iid ∼q (·), and using the relationship in (7) between the variables {(X n , L n )} N n=1 and
Using standard results from the multinomial distribution we obtain the following result, which is proved in Appendix 1.
iid ∼q (·), using (7) define for i ∈ 1, K
Then, for each i ∈ 1, K
and for any pair
By the previous result, any linear combination of the estimators Z 1:K will also be unbiased. Due to the negative correlation between the estimators, one can then speculate how to efficiently combine the estimators Z 1:K ? One must be cautious since linear combinations of estimators can lead to variables with higher variance. We could, e.g., use the effective sample size associated to each estimator to inform the weights in the linear combination as done in Gramacy et al. (2010) ; Nguyen et al. (2015) ; however, this could be problematic in our context since some of the Z i may be computed using only a handful of points. This is particularly true when K is much larger than N and in turn will lead to inaccurate results. It is also worth acknowledging the recent work in Owen & Zhou (2019) , where the authors investigate linear combinations of unbiased and uncorrelated estimators obtained from an adaptive IS process. The following theoretical result provides an optimal set of weights for combining Z 1:K , in the sense that they minimise the variance of the combined estimator. Its proof can be found in Appendix 1.
Theorem 3. Consider the estimators Z
iid ∼q (·). The variance of the estimator
attains its global minimum when
where Σ K is the variance-covariance matrix of Z 1:K , e i,K is the vector of size K with all entries equal to 0 except for the ith one which is 1, and
. Despite the previous straightforward result, computing or accurately estimating accurately Σ −1 K may prove challenging. The expressions for the variance and covariance terms involve Z 2 , however, this is not needed since we just need Σ K up to a proportional constant. Letting τ i = E X∼π (π (X) /q (X, i)) for each i ∈ 1, K , the variance-covariance matrix has the following form
Computing the inverse of T K is more straightforward, indeed using the Sherman-Morrison formula for matrix inversion we have that
The main difficulty lies now in computing (or at least accurately estimating) τ
,
The above estimator uses the full sample for computing each τ i , and involves the crude estimate for Z using β unif (l) = K −1 discussed earlier. Even though this estimate of Z is usually a bad choice, the estimate for τ i might not necessarily be disastrous. The reasoning behind this idea is that a self-normalising estimate for expectations of the form
usually performs better than estimating separately the normalising constant and the integral part. We now show an example using the vector τ 1:K for approximating T K .
Example 4 (Running example continued). Observe from Figure 4 that, for equivalent computational costs, the variability of Z comb is smaller than that of Z RB . This is more noticeable when K is large (when compared to N ), however for such cases the estimates of Z comb are not centred around the truth Z = 1; in fact, the way Z comb was constructed does not guarantee the resulting estimator is in general unbiased. Theoretically, consistency still holds, i.e. as N → ∞ the estimator Z comb will converge with probability one to Z; however, from the example it appears that we must take N at least equal to K in order for the bias to be negligible. This behaviour is also confirmed in extra figures in the supplementary material, where results for larger N and a different set of K ′ s are shown. Nevertheless, for moderate value of K this new estimate is very competitive with respect to Z RB and even to Z BH , which is mainly presented for comparison. Additionally, it seems that the estimator works better when the marginal proposal for X is concentrated (leading to K ef f ≪ K) as considered in Fig. 4 . In the supplementary material we show plots when s = 2 (i.e. the marginal for X is spread), observing that even when N ≥ K the resulting bias is not small.
It turns out that Z comb can also be expressed in terms of an extended target representation as in (8). Following similar steps for deriving η BH , the extended target for this case is
and is valid for any vector ν 1:K such that 0 ≤ ν i ≤ K j=1 ν j = 1 for every i ∈ 1, K . Comparing η BH from (8) and η comb from (12), the balance heuristic target can be factorized in the following way
whereas
The equations above show that the balance heuristic is more intricate than the combined estimators presented earlier. As commented in Section 2, the full conditional η BH (x n | n, x −n , l 1:N ) is different to π which contrasts to η comb (x n | n, x −n , l 1:N ). By incorporating a weight assessing the suitability of x n to the associated conditional q ln versus the other sampled conditionals q lm , the balance heuristic estimator is able to produce more accurate estimates of Z. A better approach in this intractable setting would be one that resembles more to the balance heuristic.
General framework: approximating balance heuristic
In this section we explore approximations of balance heuristic when evaluations of q l (x) and α (l) cannot be done individually, i.e. only the joint densityq (x, l) can be evaluated pointwise. Looking back at (13), we can replace the conditionals {q ln } N n=1 used in the first conditional density with a set of positive functions Ψ N = {ψ n } N n=1 , which may depend on the sampled labels l 1:N ; in addition, we also need to replace α (l n ) with some approximation ̺ n , depending also possibly on l 1:N . The resulting extended target for this general framework is
In the previous equation there is a sign of proportionality which has to do with the fact that, depending on the choices for Ψ N and ρ n , the expression may not be normalized. The resulting normalising constant is given by the following result, and its proof can be found in the Appendix 1.
Proposition 2. The expression in (14) integrates to
Remark 4. Not only the balance heuristic belongs to this framework, in which ψ n (x) = q ln (x) and ̺ n = α (l n ), but also the combined estimators method from the previous section does, when ̺ n = ν ln and ψ n ≡ 1.
The extended target η GF leads to the following estimator
, which may prove useful in the intractable proposal scenario despite the possibility of being biased with respect to Z. We now look at two specific implementations of this idea.
• Consider ψ n (x) ≡ 1 and
and Z = 1 by Proposition 2.
An appealing aspect of ̺ n is that it can be seen as the linear combination of the estimators
is just the uniform distribution over all labels, ̺
n represents the proportion of labels (excluding l n ) that are equal to l n .
• Consider ψ n (x) ≡q (x, l n ) and ̺ n = K −1 + N m=1,m =n 1 (l m = l n ) /N for all n ∈ 1, N . For this case we use the same ̺ n as in the previous example, but we consider a non-constant set Ψ N . Recall that in balance heuristic ψ n (x) = q ln (x), but since we are unable to evaluate the conditional distribution using the jointq may not seem a terrible choice. We then obtain
which may result in Z = 1 for non-trivial choices. Nevertheless, the resulting bias vanishes as N → ∞ due to the consistency of ̺ n .
Example 5 (Running example continued). Figure 5 shows results for the estimators Z GF1 and Z GF2 , along with those from Z BH and Z comb for comparison purposes. Observe that overall, when the proposal is concentrated (middle boxplots), Z GF1 and Z GF2 seem to perform better than Z comb . This behaviour seems evident even for large K, as shown in Subfigures (b) and (c), where Z comb is less variable but much more biased. When the proposal is more spread out (right boxplots), Z GF2 appears to have better performance than Z GF1 despite the fact that in the former Z = 1, i.e. it is biased by construction. When K is very large estimating accurately Z remains a challenge, as shown e.g. in Subfigure (c). We conclude noting that an implementation of annealed importance sampling for the general framework is also possible. For the interested reader, the details and an example can be found in Appendix 3.
Discussion
The extended representation of the balance heuristic estimator was the basis for introducing the modified annealed importance sampling process which, in contrast to a standard annealed importance sampling procedure, has some appealing properties that can lead to simpler and parallel implementations. The novel representation for balance heuristic also made clear the connection with the schemes in Section 3, where the pool of proposals is no longer directly available.
From the various examples presented, we observe that balance heuristic (which can be improved with the modified annealed importance sampling procedure) has consistently the best performance for equivalent computational cost. However, when dealing with the intractable setting from Section 3, all the proposed estimators seem to work best whenever the marginal proposal for the variable of interest is concentrated, meaning that K ef f ≪ K. In particular, the biased estimator Z comb that combines unbiased estimators, appears to work best if N ≈ K limiting its usefulness. However, the estimators Z GF1 and Z GF2 that try to mimic balance heuristic within the intractable restrictions, can deal with more extreme cases, provided again that K ef f ≪ K. Interestingly Z GF2 , which is biased by construction, seems to outperform the other estimators in this scenario. Nevertheless, the method still struggles when the marginal distribution for X is more spread out and for very large values of K, even after annealed importance sampling steps.
Finally, it is worth recalling that the extended target associated to balance heuristic does not admit π as its marginal, however their normalising constants are the same. Moreover and despite the previous note, the balance heuristic (and related approximations) could be used for estimating also expectations of functionals f : X → R under the target π. This can be done, when working on the extended-space representation, by restricting to specific functions F : X N → R of the from F (x 1:N ) = N n=1 f (x n ). In terms of further improvement, it seems that the requirement K ef f ≪ K is vital for obtaining good estimates; since the annealed importance sampling procedures can be thought of a single importance point consisting of a particle system, it would interesting to explore how to discard bad particles without breaking the unbiasedness. Furthermore, it seems plausible to introduce several particle systems for implementing a sequential Monte Carlo approach, i.e. there will be a system of particles on a higher level made of particle systems, with the caveat of distributing the computational resources between both levels. 
as claimed.
Proof of Theorem 1
Proof. Let σ 2 BH and σ 2 RH denote the variances of Z BH /Z and Z RB /Z, respectively. Define also
.
We will first obtain a simple expression for σ 2 BH , using the equivalent representation for Z BH in (6)
The variables {ξ i (L 1:N )} i are identically distributed and sum up to 1, hence
which leads to
denote the marginal density for X, then by properties of the arithmetic and geometric means
Using the mean value theorem, the inner expectation above satisfies for some p * ∈ (0, 1/N )
therefore, assuming the proposals are bounded above and below by C + and C − respectively, we obtain
where the last line comes from using Jensen's inequality and noting that E (ξ 1 ) = 1/N . The variance σ
For the result on the lower bound, by Jensen's inequality and the relationship of the arithmetic and geometric means
where the last inequality comes from applying Jensen's and Hölder's inequalities in that order to the ratio of expectations. Similarly as before, under the assumptions for the proposals,
Proof of Theorem 2
Proof. First, notice that the variables L 1:N remain unchanged throughout the process since K t,n only acts on the variable θ t [X n ]. Hence, for either geometric scheme
This reveals the true nature of the algorithm where, for each n ∈ 1, N , an independent annealed importance sampling process is carried out on the sequence of targets {η t (dx n | n, l 1:
as required.
Proof of Lemma 1
Proof. By the Tower property
For the second result, use the variance decomposition formula to obtain
Finally, for the covariance expression, if i = j
Proof of Theorem 3
Proof. The variance of Z comb is
Using Lagrange multipliers we aim at minimising the function F (ν 1:K , λ) = ν 
Proof of Proposition 2
Proof. Using (14), we first integrate out the vector x 1:N leading to
Taking the sum over n ∈ [1 : N ] and summing over the vector l 1:N we obtain the first part of the result. For the second part, if ψ ≡ 1
Appendix 2: Conceptual example
Suppose we have available an ordered sample Y 1:n with joint distribution π n and support X n = {x 1:n ∈ R n | x 1 < · · · < x n } .
We want to use IS for estimating some joint distribution π n+1 on X n+1 using the ordered sample Y 1:n . A simple approach would be to sampleỸ n+1 ∼ ϕ (·), from some distribution ϕ on (R, B (R)), and then transform Y 1:n ,Ỹ n+1 in such way that we obtain a new ordered sample X 1:n+1 . Simply letting X 1:n+1 = Y 1:n ,Ỹ n+1 could be problematic (leading to IS weights that could be exactly zero) unlessỸ n+1 > Y n with probability one; however, notice that a simple reordering of the vector Y 1:n ,Ỹ n+1 will guarantee that π n+1 (x 1:n+1 ) > 0, i.e. we set X 1:n+1 = order Y 1:n ,Ỹ n+1 . By doing this, we have implicitly introduced a discrete variable L ∈ 1, n + 1 indicating the position of the last sampled variableỸ n+1 within X 1:n+1 , meaning that X L =Ỹ n+1 and X −L = Y 1:n . The introduction of this variable is essential for obtaining the density of X 1:n+1 , which is a one of the key ingredients of the IS estimate. The joint density for (X 1:n+1 , L) is easily obtained q (x 1:n+1 , l) = π n (x −l ) ϕ (x l ) . Therefore, the marginal proposal density for X 1:n+1 is obtained by summing through all possible values for l q (x 1:n+1 ) = n+1 l=1q (x 1:n+1 , l) .
Notice, however, that neither the marginal q (l) nor the conditional q (x 1:n+1 | l) are analytically available in general. Thus, any IS estimate can only be obtained through the extended proposalq or through the marginal q (x 1:n+1 ), which could be expensive to compute as n increases.
Appendix 3: Annealed importance sampling for η GF Using e.g. the semi-geometric scheme, we obtain the following sequence of targets for t ∈ 1, T η (sg) GF,t (n, x 1:N , l 1:N ) ∝ π (x n ) γt ψ n (x n ) γtq (x n , l n ) Similarly as in the case for balance heuristic, the full conditional of x n does not depend on the remaining variables x −n , i.e.
η (sg)
GF,t (x n | n, x −n , l 1:N ) ∝π (x n ) γt ψ n (x n ) γtq (x n , l n )
GF,t (x n | n, l 1:N ) .
Therefore, Algorithm 2 can also be implemented by choosing K t,n as a η (sg) GF,t (dx n | n, l 1:N )-invariant kernel.
Example 6 (Running example continued). Figure 6 contains the results for Z GF2 with the implementation of the modified annealed importance sampling presented in Algorithm 2. Boxplots on the right column consider the balance heuristic estimator (for comparison purposes) and the three implementations of modified annealed importance sampling using different values of T . Observe that when the marginal proposal for X is more spread out, the variance of the resulting estimators is still considerably high, whereas the balance heuristic performs very well in such cases. 
