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Abstract. In this paper the Hamiltonian of quantum electrodynamics with spatial cutoffs
is investigated. We define a scaled total Hamiltonian and consider its asymptotic behav-
ior. In the main theorem, it is shown that the scaled total Hamiltonian converges to a
self-adjoint operator in the strong resolvent sense, and effective potentials are derived.
1 Introduction
Quantum electrodynamics (QED) describes the system of Dirac fields coupled to quantized radiation
fields. In this paper a scaled QED Hamiltonian is considered. In the main theorem, the effective
potentials are obtained by taking a scaling limit of the scaled QED Hamiltonian. Let us define a
QED Hamiltonian as an operator on a boson-fermion Fock space. The state space of QED is defined
by the boson-fermion Fock space FQED = FDirac ⊗Frad , where FDirac is the fermion Fock space on
L2(R3;C4) and Frad is the boson Fock space on L2(R3;C2). The field operators of the Dirac field and
the radiation field are denoted by ψ(x) and A(x), respectively. Here we impose ultraviolet cutoffs
on both ψ(x) and A(x). To define a interaction between the Dirac field and the radiation field, we
introduce the electromagnetic current :
J(x) =
[
ρ(x)
J(x)
]
,
where ρ(x) = ψ∗(x)ψ(x) and J j(x) = ψ∗(x)α jψ(x), j = 1,2,3, with α j ∈ M4(C) satisfying the
canonical anti-commutation relation {α j,α l}= 2δ j,l . In this paper, instead of J(x), we consider the
spatially localized electromagnetic current :
Jχ(x) =
[
ρχ(x)
Jχ(x)
]
,
where ρχ(x) = χ(x)ρ(x) and Jχ(x) = χ(x)J(x) with a spatial cutoff χ(x). Then the QED Hamilto-
nian with the spatial cutoff is defined by
H = HDirac +Hrad + e
∫
R3
Jχ(x)·A(x)dx + e
2
8pi
∫
R3×R3
ρχ(x)ρχ(y)
|x−y| dxdy, (1)
1
where HDirac and Hrad are the free Hamiltonians of the Dirac field and the radiation field, respectively,
e ∈ R denotes the coupling constant, and Jχ(x)·A(x) =
3
∑
j=1
J jχ(x)A j(x). HDirac and Hrad are denoted
by formally
HDirac = ∑
s=±1/2
∫
R3
√
p2 +M2
(
b∗s (p)bs(p) + d∗s (p)ds(p)
)
dp, M > 0,
Hrad = ∑
r=1,2
∫
R3
|k|a∗r (k)ar(k)dk.
It is seen that under some conditions on ultraviolet cutoffs and spatial cutoffs, H is a self-adjoint
operator on FQED in [18], and the spectral properties of H also has been investigated in [3, 6, 18].
Now we consider the scaled QED Hamiltonian defined by
H(Λ) = HDirac +Λ2Hrad + eΛ
∫
R3
Jχ(x)·A(x)dx + e
2
8pi
∫
R3×R3
ρχ(x)ρχ(y)
|x−y| dxdy, Λ > 0, (2)
and this is the main object in this paper. Historically Davies investigates a scaled Hamiltonian of the
form Hp +Λκφ(x)+Λ2Hb in [5] where Hp = p22M is a shcro¨dinger operator, φ(x) is the field operator
of the scalar bose field, and Hb is the free Hamiltonian. Then an effective Hamiltonian Hp+κ2Veff(x)
is obtained by the scaling limit of the scaled Hamiltonian. This is the so called weak coupling limit.
Regarding this scaling limit as exp(−itΛ2(Λ−2Hp + Λ−1κφ(x) + Hb), we may say that the weak
coupling limit is to take t → ∞, M → ∞ and κ → 0 simultaneously. Roughly speaking it is a long
time behavior of the time evolution of the Hamiltonian but with a simultaneous weak coupling limit
between a particle and a scalar field. The scaled QED Hamiltonian H(Λ) in (2) is an extended model
consided in Davies [5], and the unitary evolution of H(Λ) is given by
e−itH(Λ) = e−itΛ
2
(
1
Λ2
HDirac+Hrad+ ( eΛ)
∫
R3 Jχ (x)·A(x)dx + 18pi ( eΛ)
2 ∫
R3×R3
ρχ (x)ρχ (y)
|x−y| dxdy
)
, (3)
where tΛ2 is the scaled time and eΛ is the scaled coupling constant. As a remark, H(Λ) is also derived
from the transformation ar(k) 7→ Λar(k), a∗r (k) 7→ Λa∗r (k). In this case, however, the ultraviolet
cutoffs are independent of the scaling parameter Λ.
In the main theorem, the asymptotic behavior of H(Λ) as Λ → ∞ is considered. To investigate it, we
consider a dressing transformation, which is a unitary transformation, defined in (51). Then by taking
the scaling limit of H(Λ) as Λ → ∞, we have
s− lim
Λ→∞
(
H(Λ)− z
)−1
=
(
HDirac +
e2
8pi
∫
R3×R3
ρχ(x)ρχ(y)
|x−y| dxdy −
e2
4
Veff − z
)−1
PΩrad , (4)
where Veff is a effective potential of the Dirac field given by
Veff =
∫
R3×R3
Jχ(x) ·△(x−y)Jχ(y) dxdy, (5)
△(z) = (λ j,l(z) + λ j,l(−z)) j,l is 3× 3 matrix with λ j,l(z) defined in (42), and PΩrad denotes the
projection onto the linear subspace spanned by the Fock vacuum Ωrad ∈ Frad. It is noted that Veff
2
is an operator on FDirac. Thus, by the scaling limit, we see formally that the density of the charge is
changed as follows :
ρ(x)ρ(y) 7−→ ρ(x)ρ(y) + const. |x−y| J(x) ·△(x−y)J(y).
There are a lot of results on scaling limits of quantum field Hamiltonians, so far. As is mentioned
above, the first rigorous result is obtained by Davies [5], and he derives N-body Scho¨dinger Hamilto-
nians with effective potentials from the Hamiltonians of the system of particles interacting with bose
fields. Arai [1] considers an abstract scaling limit, and then apply it to a spin-boson model and the
non-relativistic QED models in the dipole approximation. For further results on the non-relativistic
QED models, refer to [8, 9, 12, 13]. Hiroshima considers the Hamiltonian of a system of particles
coupled to Klein-Gordon fields [10, 11]. In these papers, Hiroshima takes the scaling limit of the
Hamiltonian, and removes ultraviolet cutoffs simultaneously. Then he derives the Yukawa potential
as an effective potential. On the recent research, Suzuki considers generalized spin-boson model [16]
and generalized Nelson model [17], and Ohkubo investigates the so called Derezin´ski-Ge´rard model
[15].
This paper is organized as follows. In Section 2, we introduce the Dirac field and the quantized radia-
tion field with ultraviolet cutoffs, and by introducing spatial cutoffs, we define the QED Hamiltonian
on the boson-fermion Fock space FQED = FDirac⊗Frad, and state the main theorem. In Section 3, we
give the proof of the main theorem.
2 Definitions and Main Results
2.1 Dirac Fields
Let us first define the Dirac field [19]. The state space of the Dirac field is defined by
FDirac =⊕∞n=0(⊗naL2(R3;C4)),
where ⊗na denotes the n-fold anti-symmetric tensor product with ⊗0aL2(R3;C4) := C. For ξ =
t(ξ1, · · · ,ξ4) ∈ L2(R3;C4) , we denote the annihilation operator by B(ξ ), and for η = t(η1, · · · ,η4) ∈
L2(R3;C4) the creation operator B∗(η). The creation operators and annihilation operators satisfy the
canonical anti-commutation relations :
{B(ξ ),B∗(η)} = (ξ ,η)L2(R3;C4), {B(ξ ),B(η)} = 0,
where {X ,Y} = XY +Y X . In this paper the inner product (y,x)H on a Hilbert space H is linear in x
and antilinear in y. Let ΩDir = {1,0,0, · · · } ∈ FDirac be the Fock vacuum. The finite particle subspace
over N⊂ L2(R3;C4) is defined by
FfinDir(N) = L.h{B∗(ξ1) · · ·B∗(ξn)ΩDir
∣∣∣ ξ j ∈N, j = 1, · · · ,n, n ∈ N}. (6)
In particular we simply call FfinDir(L2(R3;C4)) the finite particle subspace. For f ∈ L2(R3) let us set
b∗1/2( f ) = B∗(t( f ,0,0,0)), b∗−1/2( f ) = B∗(t(0, f ,0,0)),
d∗1/2( f ) = B∗(t(0,0, f ,0)), d∗−1/2( f ) = B∗(t(0,0,0, f )).
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Then it is seen that
{bs( f ),b∗τ (g)}= {ds( f ),d∗τ (g)}= δs,τ( f ,g)L2(R3),
{bs( f ),bτ (g)}= {ds( f ),dτ (g)} = {bs( f ),dτ (g)} = {bs( f ),d∗τ (g)} = 0.
In this paper we denote the domain of operator X by D(X). Let A be a self-adjoint operator on
L2(R3;C4). The second quantization of A is defined by
dΓf(A) =
∞⊕
n=0

 n∑
j=1
(I⊗·· · I⊗ A︸︷︷︸
jth
⊗I · · ·⊗ I)

 .
Let f ∈D(A). Then it follows that
[dΓf(A) ,bs( f )] = −bs(A f ), [dΓf(A) ,b∗s ( f )] = b∗s (A f ), (7)
[dΓf(A) ,ds( f )] = −ds(A f ), [dΓf(A) ,d∗s ( f )] = d∗s (A f ), (8)
on the finite particle subspace. Now let us define the Dirac field. The energy of an electron with
momentum p is given by
EM(p) =
√
M2 +p2, M > 0, (9)
where the constant M > 0 denotes the mass of an electron. The free Hamiltonian of the Dirac field is
given by
HDirac = dΓf(EM). (10)
Let
hD(p) = α ·p+βM, s(p) = s·p,
where α j, j = 1,2,3, and β are 4×4 matrices satisfying the canonical anti-commutation relations
{α j,α l}= 2δ j,l , {α j,β}= 0, β 2 = I, (11)
and s = (s j)3j=1 is the angular momentum of the spin. Let
f ls (p) =
χDirac(p)uls(p)√
(2pi)3EM(p)
, gls(p) =
χDirac(p)v˜ls(p)√
(2pi)3EM(p)
,
where χDirac is a cutoff function and, us = (uls)4l=1 and vs = (vls)4l=1, s = ±1/2, denote the positive
and negative energy part with spin s, respectively, satisfying
hD(p)us(p) = EM(p)us(p), s(p)us(p) = s|p|us(p),
hD(p)vs(p) =−EM(p)vs(p), s(p)vs(p) = s|p|vs(p),
and we set v˜ls(p) = vls(−p). The field operator ψ(x) = t(ψ1(x), · · · ,ψ4(x)) is defined by
ψl(x) = ∑
s=±1/2
(bs( f ls,x)+d∗s (gls,x)),
where f ls,x(p) = f ls (p)e−ip·x and gls,x(p) = gls(p)e−ip·x . We suppose the assumption (A.1) below.
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(A.1) (Ultraviolet cutoff for the Dirac field)
χDirac satisfies that
∫
R3
∣∣∣∣∣χDirac(p)u
l
s(p)√
EM(p)
∣∣∣∣∣
2
dp < ∞,
∫
R3
∣∣∣∣∣χDirac(p)v˜
l
s(p)√
EM(p)
∣∣∣∣∣
2
dp < ∞.
Since bs( f ) and ds( f ) are bounded with
‖bs( f )‖ = ‖ds( f )‖ = ‖ f‖, (12)
we see that ψ(x) = t(ψ1(x), · · · ,ψ4(x)) is bounded with
‖ψl(x)‖ ≤MlD, l = 1, · · · ,4, (13)
where MlD = ∑
s=±1/2
( ∥∥∥∥ χDiraculs√(2pi)3EM
∥∥∥∥+
∥∥∥∥ χDiracv˜ls√(2pi)3EM
∥∥∥∥ ).
2.2 Quantized Radiation Fields
Next let us introduce the radiation field quantized in the Coulomb gauge. The Hilbert space for the
quantized radiation field is given by
Frad =⊕∞n=0(⊗ns L2(R3;C2)),
where ⊗ns denotes the n-fold symmetric tenser product with ⊗0s L2(R3;C2) := C. We denote the
creation operator on Frad by A∗(ξ ), ξ = (ξ1,ξ2) ∈ L2(R3;C2)), and the annihilation operator by
A(η), η = (η1,η2) ∈ L2(R3;C2). Let Ωrad = {1,0,0 · · · } ∈ Frad be the Fock vacuum. The finite
particle subspace on D⊂ Frad is defiend by
Ffinrad(D) = L.h{A∗(ξ1) · · ·A∗(ξn)Ωrad | ξ j ∈D, j = 1, · · · ,n, n ∈ N}.
For simplicity we call Ffinrad(L2(R3;C2)) the finite particle subspace. The creation operator and the
annihilation operator satisfy the canonical commutation relation on the finite particle subspace :
[A(ξ ),A∗(η)] = (ξ ,η)L2(R3;C2) , [A(ξ ),A(η)] = [A∗(ξ ),A∗(η)] = 0,
where [X ,Y ] = XY −Y X . For f ∈ L2(R3) let us set
a∗1( f ) = A∗(( f ,0)), a∗2( f ) = A∗((0, f )).
Then it follows that on the finite particle subspace
[ar( f ), a∗r′(g)] = δr,r′( f ,g), [ar( f ), ar′(g)] = [a∗r ( f ), a∗r′(g)] = 0.
Let S be a self-adjoint operator on L2(R3;C2). The second quantization of S is defined by
dΓb(S) =
∞⊕
n=0

 n∑
j=1
(I⊗·· · I⊗ S︸︷︷︸
jth
⊗I · · ·⊗ I)

 .
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Let f ∈D(S−1/2). It is seen that ar( f ) and a∗r ( f ) are relatively bounded with respect to dΓb(S) with
‖ar( f )Ψ‖ ≤ ‖ f√
ω
‖‖dΓb(S)1/2Ψ‖, (14)
‖a∗r ( f )Ψ‖ ≤ ‖
f√
ω
‖‖dΓb(S)1/2Ψ‖+‖ f‖‖Ψ‖, (15)
for Ψ ∈D(dΓb(S)1/2). We also see that
[dΓb(S) ,ar( f )] = −ar(S f ), [dΓb(S) ,a∗r ( f )] = a∗r (S f ), f ∈D(S), (16)
on the finite particle subspace.
Let us define the quantized radiation field. The one particle energy of photon with momentum k is
given by
ω(k) = |k|. (17)
Then the free Hamiltonian of the radiation field is given by
Hrad = dΓb(ω). (18)
Let
h jr(k) =
χrad(k)ε jr (k)√
2(2pi)3ω(k)
, (19)
where χrad is a ultraviolet cutoff function and εr(k) = (ε jr (k))3j=1, r = 1,2, denotes the polarization
vectors satisfying
εr(k) · εr′(k) = δr,r′ , k · εr(k) = 0, a.e. k ∈ R3.
It is seen in [4] that any polarization vectors satisfy that
∑
r=1,2
ε jr (k)ε lr(k) = δ j,l −
k jkl
|k|2 . (20)
We introduce the following conditions.
(A.2) (Ultraviolet cutoff for the radiation field)
χrad satisfies that χrad(−k)) = χrad(k) and
∫
R3
∣∣∣∣∣ χrad(k)√ω(k)
∣∣∣∣∣
2
dk < ∞,
∫
R3
∣∣∣∣χrad(k)ω(k)
∣∣∣∣2 dk < ∞.
The quantized radiation field A(x) = (A j(x))3j=1 is defined by
A j(x) = ∑
r=1,2
(ar(h jr,x)+a∗r (h jr,x)), x ∈ R3, (21)
where h jr,x(k) = h jr(k)e−ik·x. It is seen that A(x) is relatively bounded with respect to H1/2rad
‖A j(x)Ψ‖ ≤ ∑
r=1,2
(2M 2, j,rR ‖H1/2rad Ψ‖+M 1, j,rR ‖Ψ‖), (22)
where M l, j,rR =
1√
2(2pi)3
∥∥∥ χradε jr√
ω
l
∥∥∥, k = 1,2, r = 1,2, j = 1,2,3.
6
2.3 Total Hamiltonian
The total Hilbert space of quantum electrodynamics is defined by
FQED = FDirac⊗Frad,
and the free Hamiltonian on FQED by
H0 = HDirac⊗ I+ I⊗Hrad. (23)
To define the interaction, we introduce an assumption on the spatial cutoff functions χ :
(A.3) (Spatial cutoffs)
χ satisfies that
(i)
∫
R3
|χ(x)|dx < ∞ and (ii)
∫
R3×R3
|χ(x) χ(y)|
|x−y| dxdy < ∞.
If χ ∈ L6/5(R3), the Hardy-Littlewood-Sobolev inequality (e.g. [14]; 4.3 Theorem) shows that χ
satisfies the condition (ii) in (A.3).
Now let us define the interaction. The electromagnetic current is denoted by
J(x) =
[
ρ(x)
J(x)
]
,
where ρ(x) = ψ∗(x)ψ(x) and J j(x) = ψ∗(x)α jψ(x), j = 1,2,3, with α j ∈ M4(C) satisfying
{α j,α l}= 2δ j,l . Let us define the functional on D(I⊗H1/2rad ) × FQED by
ℓI(Ψ,Φ) =
3
∑
j=1
∫
R3
χ(x)(J j(x)⊗A j(x)Ψ, Φ)FQED dx
for Ψ ∈D(I⊗H1/2rad ) and Φ ∈ FQED. By (22), (13) and (A.3), we see that
|ℓI(Ψ,Φ)| ≤
(
LI‖(I⊗H1/2rad )Ψ‖+RI‖Ψ‖
)
‖Φ‖, (24)
where
LI = 2‖χ‖L1 ∑
j,l,l′ ,r
|α jl, l′ |M lR M l
′
R M
2, j,r
R , RI = ‖χI‖L1 ∑
j,l,l′ ,r
|α jl, l′ |M lRM l
′
R M
1, j,r
R . (25)
By the Riesz representation theorem, there exists a unique vector ΞΨ ∈ FQED such that
ℓI(Ψ,Φ) = (ΞΨ,Φ) for all Φ ∈ FQED.
Let us define the linear operator H ′I : FQED → FQED by
H ′I : Ψ 7−→ ΞΨ. (26)
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It is seen from (24) that
‖H ′IΨ‖ ≤ LI‖(I⊗H1/2rad )Ψ‖+RI‖Ψ‖. (27)
We may express H ′I formally by
H ′I =
3
∑
j=1
∫
R3
χ(x)J j(x)⊗A j(x)dx .
In a similar way to H ′I , let us define the functional ℓII : FDirac×FDirac → C by
ℓII(Ψ,Φ) =
∫
R3×R3
χ(x)χ(y)
|x−y| (ρ(x)ρ(y)Ψ,Φ)FDirac dxdy.
By (13) and (A.3), we see that
|ℓII(Ψ,Φ)| ≤
(
MII ∑
l,ν ,
(MlDM
ν
D)
2
)
‖Ψ‖‖Φ‖, (28)
where MII :=
∫
R3×R3
|χ(x) χ(y)|
|x−y| dxdy. Then by using the Riesz representation theorem again, it is seen
that there exists a unique vector ϒΨ ∈ FDirac such that for all Φ ∈ FDirac,
ℓII(Ψ,Φ) = (ϒΨ,Φ).
Then we can define the linear operator Hlong : FDirac → FDirac by
Hlong : Ψ 7−→ ϒΨ. (29)
Hlong is expressed by formally
Hlong =
∫
R3×R3
χ(x)χ(y)
|x−y| ρ(x)ρ(y)dxdy.
Physically Hlong derives from the longitudinal photons [2]. By (28), it is seen that Hlong is bounded
with
‖Hlong‖ ≤MII ∑
l,ν
(M lDM
ν
D)
2. (30)
Let
H ′II = Hlong⊗ I. (31)
Then the total Hamiltonian is given by
H = H0 + eH ′I +
e2
8pi H
′
II, (32)
with the coupling constant e ∈ R. On the self-adjointness of H , the following Lemma follows.
Lemma ([18], Lemma 1.1 ) Assume that (A.1)-(A.3) hold. Then H is self-adjoint on
D(H0), and essentially self-adjoint on any core of H0 and bounded from below.
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In particular H is essentially self-adjoint on
D0 = F
fin
Dirac(D(EM))⊗ˆFfinrad(D(ω)), (33)
where ⊗ˆ denotes the algebraic tensor product.
The scaled QED-Hamiltonian is defined by
H(Λ) = HDirac⊗ I + Λ2I⊗Hrad + eΛH ′I +
e2
8pi
H ′II, (34)
where Λ > 0 denotes the scaling parameter. We are concerned with the asymptotic behavior of H(Λ)
as Λ→∞. The strategy is that we use the dressing transformation defined in (51), and take the scaling
limit of the unitary transformed Hamiltonian. The following theorem is the main result in this paper.
Theorem 2.1 Assume (A.1)-(A.3). Then for z ∈ C\R
s− lim
Λ→∞
(
H(Λ)− z
)−1
=
(
HDirac +
e2
8pi
Hlong− e
2
4
Veff − z
)−1
⊗PΩrad, (35)
where
Veff = ∑
j,l
∫
R3×R3
Jχ(x) ·△(x−y)Jχ(y) dxdy, (36)
where △(z) = (λ j,l(z)+λ j,l(−z))3j,i=1 is the 3×3 matrix, and λ j,l(z) is a function defined in (42) .
By the general theorem ([17], Lemma 2.7) on resolvent convergence, we obtain the following corol-
lary.
Corollary 2.2 Assume (A.1)-(A.3). Then
s− lim
Λ→∞
e−itH(Λ)(I⊗PΩrad) = e
−it
(
HDirac+ e
2
8pi Hlong− e
2
4 Veff
)
⊗PΩrad. (37)
3 Proof of Theorem 2.1
To prove the Theorem 2.1, we apply the abstract scaling limit considered in [1].
Let X and Y be Hilbert spaces. Let us set
Z= X⊗Y.
Let A and B be non-negative self-adjoint operators on X and Y, respectively, and we assume ker
B 6= {0}. Let PB : Y→ ker B the orthogonal projection. We consider a family of symmetric operators
{C(Λ)}Λ>0 satisfying the conditions :
(C.1) For all ε > 0 there exists a constant Λ(ε)> 0 such that for all Λ > Λ(ε),
D(A⊗ I)∩D(I⊗B)⊂D(C(Λ)), and there exists b(ε)≥ 0 such that
‖C(Λ)Ξ‖ ≤ ε‖(A⊗ I+ΛI⊗B)Ξ‖+b(ε)‖Ξ‖.
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(C.2) There exists a symmetric operator C on Z such that D⊗ker B ⊂D(C) and for all
z ∈ C\R),
s− lim
Λ→∞
C(Λ)(A⊗ I +ΛI⊗B− z) =C(A− z)−1⊗PB.
Theorem A ([1], Theorem 2.1)
Assume (C.1) and (C.2). Then (i)-(iii) follows.
(i) there exists Λ0 ≥ 0 such that for all Λ > Λ0,
X(Λ) = A⊗ I+ΛI⊗B+C(Λ)
is self-adjoint on D(A⊗ I)∩D(I⊗B) and uniformly bounded from below for Λ, furthermore X(Λ)
is essentially self-adjoint on any core of A⊗ I+ I⊗B.
(ii) Let X = A⊗ I +(I⊗PB)C(I⊗PB). Then X is self-adjoint on D(A⊗ I) and bounded from below,
and essentially self-adjoint on any core of A⊗ I.
(iii) Let z ∈ ⋂Λ≥Λ0 ρ(X(Λ))∩ρ(X) where ρ(O) denotes the resolvent set of an operator O. Then, it
follows that
s− lim
Λ→∞
(X(Λ)− z)−1 = (X − z)−1(I⊗PB).
Now let us consider HQED. Let
Π j(x) = i ∑
r=1,2
(
−ar(h
j
r,x
ω
)+ar(
h jr,x
ω
)
)
. (38)
In a similar way to H ′I , we can define the operator
T =
3
∑
j=1
∫
R3
χ(x)
(
J j(x)⊗Π j(x)
)
dx. (39)
By the canonical commutation relations of ar( f ) and a∗r′(g), we have
[Π j(x),Πl(y)] = 0, (40)
follows. By (20), we also see that
[A j(x),Πl(y)] = λ j,l(x−y), (41)
where
λ j,l(z) =
∫
R3
|χrad(k)|2
(2pi)3|k|2
(
δ j,l − k
jkl
|k|2
)
e−ik·zdk. (42)
By (14) and (15), it is seen that
‖Π j(x)Ψ‖ ≤ ∑
r=1,2
(M4, j,rR ‖H1/2rad Ψ‖+M3, j,rR ‖Ψ‖). (43)
By (16), it is seen that
[Π j(x),Hrad] =−iA j(x), (44)
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on the finite particle subspace, and we have
[T, I⊗Hrad] =−iH ′I (45)
on D0. Let us define the unitary transformation U(t) by
U(t) = eitT , t ∈ R. (46)
Lemma 3.1 Assume (A.1) - (A.3). Then there exists θ j(t) ∈ [−|t|, |t|], j = 1, · · · ,4, such that on D0,
(i) U(t)−1(HDirac⊗ I)U(t) = HDirac⊗ I+(−it)U(θ1(t))−1[T, HDirac⊗ I]U(θ1(t)), (47)
(ii) U(t)−1(I⊗Hrad)U(t) = I⊗Hrad− tH ′I +
it2
2
U(θ2(t))−1[T, H ′I ]U(θ2(t)), (48)
(iii) U(t)−1H ′IU(t) = H ′I +(−it)U(θ3(t))−1[T, H ′I ]U(θ3(t)), (49)
(iv) U(t)−1H ′IIU(t) = H ′II +(−it)U(θ4(t))−1[T, H ′II]U(θ4(t)). (50)
(Proof) Let us only prove (ii). Other cases can be proven in a similar manner to (ii). Let Ψ ∈D0 and
Φ ∈ FQED. We set
FΦ,Ψ(t) = (Φ,U(t)−1 (I⊗Hrad)U(t)Ψ).
By the strong differentiability of U(t)Ψ with respect to t, Taylor’s theorem shows that there exists
θ2(t) ∈ [−|t|, |t|] such that
FΦ,Ψ(t) = FΦ,Ψ(0)+
t
1!
F ′Φ,Ψ(0)+
t2
2!
F ′′Φ,Ψ(θ2(t)),
where F ′ = dFdt and F
′′ = d
2F
dt2 . By (45), we obtain (48), since Φ ∈ FQED is arbitrary. 
By Lemma 3.1 we obtain the following corollary.
Corollary 3.2 Assume (A.1) - (A.3). Then it follows that
U
( e
Λ
)−1
H(Λ)U
( e
Λ
)
= ˜H0(Λ) + K(Λ), (51)
where
˜H0(Λ) =
(
HDirac +
e2
8pi
Hlong
)
⊗ I + Λ2Hrad, (52)
and
K(Λ) =−i eΛU
(
θ1(
e
Λ)
)−1
[T, HDirac⊗ I]U
(
θ1(
e
Λ )
)
+
ie2
2
U
(
θ2(
e
Λ)
)−1
[T,H ′I ]U
(
θ2(
e
Λ)
)
− ie2U
(
θ3(
e
Λ)
)−1
[T,H ′I ]U
(
θ3(
e
Λ)
)
− i e
3
8piΛ U
(
θ4(
e
Λ)
)−1
[T,H ′II]U
(
θ4(
e
Λ )
)
. (53)
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By Corollary 3.2, it follows that for z ∈ C\R,
(H(Λ) − z)−1 = U
( e
Λ
)(
˜H0(Λ)+K(Λ)− z
)−1
U
( e
Λ
)−1
. (54)
In the following proposition, we will prove that ˜H0(Λ) and K(Λ) satisfy the condition (C.1) and (C.2)
with applying ˜H0(Λ) to X0(Λ) and K(Λ) to C(Λ) .
Proposition 3.3 Assume (A.1) - (A.3).
(1) For ε > 0, there exists Λ(ε)≥ 0 such that for all Λ > Λ(ε),
‖K(Λ)Ψ‖ ≤ ε‖ ˜H0(Λ)Ψ‖ + ν(ε)‖Ψ‖, Ψ ∈D0, (55)
holds, where ν(ε) is a constant independent of Λ≥ Λ(ε).
(2) For all z ∈ C\R, it follows that
s− lim
Λ→∞
K(Λ)
(
˜H0(Λ)− z
)−1
= K(HDirac +
e2
8pi
Hlong− z)−1⊗PΩrad, (56)
where
K = − ie
2
2
[T, H ′I ]. (57)
To prove Proposition 3.3, let us prove Lemma 3.4 - Lemma 3.7.
Lemma 3.4 Assume (A.1)-(A.3). Then it follows that∥∥∥ [HDirac, J j(x)]∥∥∥ ≤ c j, (58)
where c j = 2√
2pi3
∑
l,l′
∑
s
|α jl,l′ |
( ‖√EMχDuls‖+‖√EMχDv˜ls‖), and
∥∥∥ [ρ(x)ρ(y), J j(x)]∥∥∥ ≤ d j, (59)
where d j = 4 ∑
l,l′ν ,ν ′
|α jl,l′ |
(
MνDM
ν ′
D
)2
MlDMl
′
D.
(Proof)
By using [X ,Y Z] = [X ,Y ]Z +Y [X ,Z], we see that
[HDirac,J j(x)] =∑
l,l′
α jl,l′
(
[HDirac,ψ∗l (x)]ψl′ (x) + ψ∗l (x)[HDirac,ψl′(x)]
)
.
By the commutation relations (7) and (8), we have
[HDirac,ψ∗l (x)] = ∑
s
(
b∗s (EM f ls,x)−ds(EMgls,−x)
)
,
[HDirac,ψl′(x)] =∑
s
(
−bs(EM f l′s,x)+d∗s (EMgl
′
s,−x)
)
.
12
Then by (12) and (13), we obtain (58). We also see that
[ρ(x)ρ(y),J j(x)] =∑
l,l′
α jl,l′
(
[ρ(x)ρ(y),ψ∗l (x)]ψl′ (x) + ψ∗l (x)[ρ(x)ρ(y),ψl′(x)]
)
.
Since ∥∥∥[ρ(x)ρ(y),ψ♯l (x)]∥∥∥ ≤ 2‖ρ(x)‖‖ρ(y)‖‖ψ♯l (x)‖, (60)
where ψ♯l (x) = ψl(x) or ψ∗l (x), it follows from (13), that
‖[ρ(x)ρ(y),ψ ♯l (x)]‖ ≤ 2 ∑
ν ,ν ′
(
MνDM
ν ′
D
)2
MlD. (61)
Then, by (13), (3) and (61), we have (59). 
Lemma 3.5 There exist a j > 0, b j > 0, j = 1,2, independent of s, such that for Ψ ∈D0
(i) ‖U(s)−1[T,HDirac⊗ I]U(s)Ψ‖ ≤ a1‖I⊗H1/2rad Ψ‖+b1‖Ψ‖, (62)
(ii) ‖U(s)−1[T,H ′II]U(s)Ψ‖ ≤ a2‖I⊗H1/2rad Ψ‖+b2‖Ψ‖. (63)
(Proof)
(i) Let Ψ ∈D0 and Φ ∈ FQED. We see that
(Φ,U(s)−1[T,HDirac⊗ I]U(s)Ψ) =
∫
R3
χ(x)
(
([HDirac,J j(x)]⊗ I)U(s)Φ, (I⊗Π j(x))U(s)Ψ
)
dx.
Note that [HDirac,J j(x)] is a bounded operator by (58). Then, by the Schwarz inequality, we have
|(Φ,U(s)−1[T,HDirac⊗ I]U(s)Ψ)|
≤
(∫
R3
|χ(x)|‖
(
[HDirac,J j(x)]⊗ I
)
U(s)Φ‖2dx
)1/2
×
(∫
R3
|χ(x)|‖(I⊗Π j(x))U(s)Ψ‖2dx
)1/2
.
(64)
By (58), we have ∥∥∥([HDirac,J j(x)]⊗ I )U(s)Φ∥∥∥ ≤ c j‖Ψ‖. (65)
Since I⊗Π j(x) and U(s) commute on D0 for each x ∈ R3, we have by (43) that,
‖I⊗Π j(x)U(s)Ψ‖ = ‖I⊗Π j(x)Ψ‖ ≤ ∑
r=1,2
(
M4, j,rR ‖I⊗H1/2rad Ψ‖+M3, j,rR ‖Ψ‖
)
. (66)
Then by (65), (66) and (64), we see that there exist a1 ≥ 0 and b1 ≥ 0 such that∣∣∣ (Φ,U(s)−1[T,HDirac⊗ I]U(s)Ψ)∣∣∣ ≤ (a1‖I⊗H1/2rad Ψ‖+b1‖Ψ‖)‖Φ‖
for Φ ∈ FQED. Hence we have
‖U(s)−1[T,HDirac⊗ I]U(s)Ψ‖ ≤ a1‖I⊗H1/2rad Ψ‖+b1‖Ψ‖.
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(ii) Let Ψ ∈D0 and Φ ∈ FQED. Then we have
(Φ,U(s)−1[T,Hlong⊗ I]U(s)Ψ)
=
∫
R3
χ(x)χ(y)χ(z)|y− z| (U(s)Φ,
(
[J j(x),ρ(y)ρ(z)]⊗Π j(x))U(s)Ψ)dxdydz
=
∫
R3
χ(x)χ(y)χ(z)|y− z| (([ρ(z)ρ(y),J
j(x)]⊗ I)U(s)Φ, (I⊗Π j(x))U(s)Ψ)dxdydz.
By the Schwarz inequality, we see that
|(Φ,U(s)−1[T,H ′II]U(s)Ψ)| ≤
(∫
R3
|χ(x)| |χ(y)χ(z)||y− z| ‖([ρ(z)ρ(y),J
j(x)]⊗ I)U(s)Φ‖2dxdydz
)1/2
×
(∫
R3
|χ(x)| |χ(y)χ(z)||y− z| ‖(I⊗Π
j(x))U(s)Ψ‖2dxdydz
)1/2
. (67)
By (59), (66) and (67), there exists a2 ≥ 0 and b2 > 0 such that
|(Φ,U(s)−1[T,H ′II]U(s)Ψ)| ≤
(
a2‖I⊗H1/2rad Ψ‖+b2‖Ψ‖
)
‖Φ‖,
for Φ ∈ FQED. Then we have
‖U(s)−1[T,H ′II]U(s)Ψ‖ ≤ a2‖I⊗H1/2rad Ψ‖+b2‖Ψ‖.
Thus the proof is completed. 
It is seen that |λ j,l(z)| is uniformly bounded with respect to z, namely
|λ j,l(z)| ≤ γ j,l :=
∫
R3
|χrad(k)|2
(2pi)3|k|2
∣∣∣∣
(
δ j,l − k
jkl
|k|2
)∣∣∣∣dk . (68)
Lemma 3.6 Assume (A.1) - (A.3). Then there exist constants a3 > 0 and b3 > 0, independent of
sufficiently small s, such that for Ψ ∈D0,
‖U(s)−1[T,H ′I ]U(s)Ψ‖ ≤ a3‖I⊗HradΨ‖+b3 ‖Ψ‖. (69)
(Proof) Let Ψ ∈D0 and Φ ∈ F. By the equality [A⊗B,C⊗D] = [A,B]⊗CD+CA⊗ [B,D] and the
commutation relations (41), we have
(Φ,U(s)−1[T,H ′I ]U(s)Ψ)
=∑
j,l
∫
R3×R3
χ(x)χ(y)
(
U(s)Φ, [J j(x)⊗Π j(x),Jl(y)⊗Al(y)]U(s)Ψ
)
dxdy
=∑
j,l
(
X j,l(Φ,Ψ)+Yj,l(Φ,Ψ)
)
, (70)
where
X j,l(Φ,Ψ) =
∫
R3×R3
χ(x)χ(y)
(
([Jl(y),J j(x)]⊗ I)U(s)Φ, (I⊗Π j(x)Al(y))U(s)Ψ
)
dxdy, (71)
Yj,l(Φ,Ψ) =
∫
R3×R3
χ(x)χ(y)λ j,l (x−y)
(
U(s)Φ,(Jl(y)J j(x)⊗ I)U(s)Ψ
)
dxdy. (72)
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By the Schwarz inequality,
|X j,l(Φ,Ψ)| ≤
{∫
R3×R3
|χ(x)χ(y)|‖([Jl (y),J j(x)]⊗ I)U(s)Φ‖2dxdy
}1/2
×
{∫
R3×R3
|χ(x)χ(y)|‖(I ⊗Π j(x)Al(y))U(s)Ψ‖2dxdy
}1/2
. (73)
We see that ‖‖[Jl(y),J j(x)]‖ ≤ 2‖Jl(y)‖‖J j(x)‖, and hence, we have from (13) that
‖[Jl(y),J j(x)]‖ ≤ 2 ∑
µ ,µ ′,ν ,ν ′
|α lµ ,µ ′||α jν ,ν ′ |MµDMµ
′
D M
ν
DM
ν ′
D . (74)
In a similar way to Lemma 3.1, it is seen that there exists τ(s) ∈ [−|s|, |s|] such that for Ψ ∈D0
U(s)−1
(
I⊗Π j(x)Al(y)
)
U(s)Ψ
=
(
I⊗Π j(x)Al(y)
)
Ψ+ −is
1! U(τ(s))
−1[T, I⊗Π j(x)Al(y)]U(τ(s))Ψ. (75)
Let Ξ ∈ FQED. Then by the commutativity of I⊗Π j(x) and T , we have
(Ξ, [T, I⊗Π j(x)Al(y)]U(τ(s))Ψ)
= (Ξ, I⊗Π j(x)[T, I⊗Al(y)]U(τ(s))Ψ)
=
∫
R3
χ(z)λ k,l(z−y)(Ξ, [Jk(z)⊗Π j(x), I⊗Al(y)]U(τ(s))Ψ)dz
=
∫
R3
χ(z)λ k,l(z−y)((Jk(z)⊗ I)Ξ,U(τ(s))(I⊗Π j(x))Ψ)dz. (76)
Then we obtain by (43) that∣∣∣ ((Jk(z)⊗ I)Ξ, [T, I⊗Π j(x)Al(y)]U(τ(s))Ψ)∣∣∣
≤
∫
R3
|χ(z)| |λ k,l(z−y)|‖(Jk(z)⊗ I)Ξ‖‖(I⊗Π j(x))Ψ‖dz
≤ ‖χ‖L1 γk,l ∑
ν ,ν ′
|αkν ,ν ′|MνDMν
′
D
(
∑
r=1,2
(M4, j,rR ‖(I⊗H1/2rad )Ψ‖+M3, j,rR ‖Ψ‖)
)
‖Ξ‖, (77)
where γk,l is defined in (68). Hence we obtain that
‖U(τ(s))−1[T, I⊗Π j(x)Al(y)]U(τ(s))Ψ‖ ≤ q j,l‖(I⊗H1/2rad )Ψ‖+ q˜ j,l‖Ψ‖, (78)
where
q j,l = ‖χ‖L1 ∑
k,r,ν ,ν ′
γk,l|αkν ,ν ′ |MνDMν
′
D M
4, j,r
R ,
q˜ j,l = ‖χ‖L1 ∑
k,r,ν ,ν ′
γk,l|αkν ,ν ′ |MνDMν
′
D M
3, j,r
R .
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It is seen that there exist c j,l ≥ 0 and d j,l ≥ 0 such that
‖I⊗Π j(x)Al(y)Ψ‖ ≤ c j,l‖I⊗HradΨ‖ +d j,l‖Ψ‖. (79)
By (78), (79) and (75), we have
‖U(s)−1(I⊗Π j(x)Al(y))U(s)Ψ‖ ≤ (c j,l + sq)‖I⊗HradΨ‖+(d j,l + sq˜)‖Ψ‖. (80)
Hence by applying (74) and (80), to (73), we see that there exist constant a≥ 0 and b≥ 0 independent
of sufficiently small s, such that
|Xl, j(Φ,Ψ)| ≤
(
a‖I⊗HradΨ‖ +b‖Ψ‖
)
‖Φ‖. (81)
Furthermore we can see by (13) under (A.3) that
|Yl, j(Φ,Ψ)| ≤
∫
R3×R3
|χ(x)χ(y)λ j,l (x−y)| |(U(s)Φ, (Jl(y)J j(x)⊗ I)U(s)Ψ)|dxdy
≤ ‖χ‖2L1 γ j,l(α jνν ′α jµµ ′ ∑
ν ,ν ′,µ ,µ ′
MνDM
ν ′
D M
µ
DM
µ ′
D )‖Φ‖‖Ψ‖. (82)
By (81), (82) and (70), it can be seen that there exist a3 ≥ 0 and b3 ≥ 0 independent of sufficiently
small s such that ∣∣∣ (Φ,U(s)−1[T,H ′I ]U(s)Ψ)∣∣∣≤ (a3‖I⊗HradΨ‖+b3‖Ψ‖)‖Φ‖,
and hence we obtain that∣∣∣ (Φ,U(s)−1[T,H ′I ]U(s)Ψ)∣∣∣ ≤ a3‖I⊗HradΨ‖+b3‖Ψ‖.
Thus the proof is completed. 
Lemma 3.7 Assume (A.1)-(A.3). Then
s− lim
Λ→∞
K(Λ)Ψ = KΨ, Ψ ∈D0. (83)
where K is an operator defined in (57) .
(Proof)
By Lemma 3.5, it is sufficient to prove that
lim
t→0
U(t)−1[T,H ′I ]U(t)Ψ = [T,H ′I ]Ψ, (84)
for Ψ ∈D0. In a similar way to Lemma 3.1, there exists θ(t) ∈ [−t, t] such that
U(t)−1[T,H ′I ]U(t)Ψ = [T,H ′I ]Ψ− itU(θ(t))−1[T,H ′I ]U(θ(t))Ψ.
Then by Lemma 3.6, we obtain that
‖U(t)−1[T,H ′I ]U(t)Ψ− [T,H ′I ]Ψ‖ ≤ t
(
a3‖I⊗HradΨ‖+b3‖Ψ‖
)
,
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and hence (84) follows. 
(Proof of Proposition 3.3)
(1) By Lemma 3.5 and Lemma 3.6, (55) follows.
(2) It is seen that
K(Λ)
(
˜H0(Λ)− z
)−1
= K(Λ)(HDirac +
e2
8pi
Hlong− z)−1⊗PΩrad
+K(Λ)
(
˜H0(Λ)− z
)−1(
I⊗P⊥Ωrad
)
, (85)
where P⊥Ωrad = 1−PΩrad. By Lemma 3.7, we have
s− lim
Λ→∞
K(Λ)
(
(HDirac +
e2
8pi Hlong− z)
−1⊗PΩrad
)
Ψ = K
(
(HDirac +
e2
8pi Hlong− z)
−1⊗PΩrad
)
Ψ.
(86)
By (55), we see that for ε > 0 there exists Λ(ε)≥ 0 such that for all Λ > Λ(ε)
‖K(Λ)
(
˜H0(Λ)− z
)−1
Ξ‖ ≤ ε‖Ξ‖+(ε |z|+ν(ε))‖
(
˜H0(Λ)− z
)−1
Ξ‖,
follows for Ξ ∈ FQED. Furthermore we see that limΛ→∞
∥∥∥( ˜H0(Λ)− z)−1(I⊗P⊥Ωrad )Ψ∥∥∥ = 0, and
hence we obtain that
lim
Λ→∞
∥∥∥∥K(Λ)( ˜H0(Λ)− z)−1(I⊗P⊥Ωrad )Ψ
∥∥∥∥ = 0. (87)
By (86) and (87), we obtain (56). 
(Proof of Theorem 2.1)
We see that for z ∈ C\R,(
H(Λ)− z
)−1
= U
( e
Λ
)(
˜H0(Λ)+K(Λ)− z
)−1
U
( e
Λ
)−1
.
It is seen from (55) and (56) that ˜H0(Λ) and K(Λ) satisfy (C.1) and (C.2) with applying ˜H0(Λ) to
X0(Λ) and K(Λ) to C(Λ). Then by Proposition 3.3, we obtain that
s− lim
Λ→∞
(
H(Λ)− z
)−1
=
(
(HDirac +
e2
8pi
H ′II)⊗ I+Krad− z
)−1
(I⊗PΩrad),
where
Krad =
−ie2
2
(I⊗PΩrad)[T,H ′I ](I⊗PΩrad).
Let us compute Krad. It is seen that
(Ωrad,Π j(x)Al(y)Ωrad) =
−i
2
λ j,l(x−y). (88)
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By (41), we see that for Ψ = ΨDir⊗Ωrad and ΨDir ∈ FDirac,
(Ψ, [T,H ′I ]Ψ)
= ∑
j,l
∫
R3×R3
χ(x)χ(y)
(
Ψ, [J j(x),Jl(y)]⊗Π j(x)Al(y)Ψ
)
FQED
dxdy
+∑
j,l
∫
R3×R3
χ(x)χ(y)
(
Ψ,Jl(y)J j(x)⊗ [Π j(x),Al(y)]Ψ
)
FQED
dxdy
=− i
2 ∑j,l
∫
R3×R3
χ(x)χ(y)λ j,l(x−y)
(
ΨDir, [J j(x),Jl(y)]ΨDir
)
FDirac
dxdy
− i∑
j,l
∫
R3×R3
χ(x)χ(y)λ j,l(x−y)
(
ΨDir,Jl(y)J j(x)ΨDir
)
FDirac
dxdy. (89)
Thus we have
(I⊗PΩrad)[T,H ′I ](I⊗PΩrad) = −
i
2 ∑j,l
∫
R3×R3
χ(x)χ(y)λ j,l(x−y)
(
J j(x)Jl(y)+ Jl(y)J j(x)
)
dxdy.
Then the theorem follows. 
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