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a b s t r a c t
The numerical stability of the lattice Boltzmann equation (LBE) method in simulations
of a fluid described by an equation of state with possible vapor–liquid phase transitions
is considered. The Courant–Friedrichs–Lewy number defined by the advection term in
the Boltzmann equation is exactly equal to unity in classical LBE models. However, this
condition does not ensure the numerical stability of LBE simulations with the equation
of state. In our numerical LBE simulations, we find out that instability arises initially in
the liquid phase, even if the vapor phase and, consequently, the vapor–liquid interface
are absent. We demonstrate both in numerical tests and theoretically that the numerical
stability of LBE simulations requires the criterion c˜ ≤ c˜cr to be fulfilled for the liquid phase,
where c˜ = cs1t/h is the hydrodynamic Courant number. The hydrodynamic Courant
number is proportional to the speed of sound cs, obtained from an equation of state of
a fluid. This criterion is very similar to the well-known criteria of numerical stability of
explicit finite difference schemes for a compressible fluid. The critical value of the Courant
number c˜cr depends neither on the temperature T , nor on the fluid velocity, nor on the
form of the equation of state. This critical value is equal to c˜cr = 1.1547 for the kinetic
temperature of LBE pseudo-particles θ˜ = 1/3.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The well-known hydrodynamic equations for a viscous compressible fluid are the continuity equation
∂ρ
∂t
+∇(ρu) = 0, (1)
and the Navier–Stokes equation
∂(ρui)
∂t
+ ∂Π
(0)
ij
∂xj
= ρai + ∂
∂xj
(
µ
(
∂ui
∂xj
+ ∂uj
∂xi
))
+ ∂
∂xj
((
λ− 2
3
µ
)
δij
∂uk
∂xk
)
. (2)
Here, ρ is the density of a fluid, u is the velocity of a fluid flow, F = ρa is the body force,µ and λ are the dynamic and second
viscosities, Π (0)ij = P(ρ, T )δij + ρuiuj is the non-viscous part of the momentum flux tensor, and δij is the Kronecker delta.
P(ρ, T ) is the equation of state that allows the vapor–liquid phase transition. Two boundary conditions should be satisfied
at each element S of interfaces between phases of densities ρ ′ and ρ ′′. The first condition is the kinematic condition u′′ = u′
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if the mass flux through the interface is absent. The second condition is the dynamic condition
(σ ′′ij )τ = (σ ′ij)τ +∇γ
∣∣
S,
(σ ′′ij )n − (σ ′ij)n = −γ (T )
(
1
R1
+ 1
R2
)
,
where (σij)n and (σij)τ are the components of the stress tensor σij normal and tangential to the interface, γ (T ) is the surface
tension, which depends on temperature in the general case, R1 and R2 are the radii of curvature of the interface. The stress
tensor is equal to
σij = −Pδij + µ
(
∂ui
∂xj
+ ∂uj
∂xi
)
+
(
λ− 2
3
µ
)
δij
∂uk
∂xk
.
In LBE methods, different phases of a substance are usually simulated as one fluid. In this case, there is no need to track the
interfaces between the vapor and liquid phases. These interfaces are represented as thin transition layers of finite width
(several lattice nodes) in which the density changes smoothly from one bulk value to another. For the purpose of simulating
the transition between phases, special forces between neighbor nodes were included into the LBE algorithm [1,2]. These
forces implicitly simulated the vapor–liquid coexistence curve and also the surface tension at the interface.
In this article, we consider the numerical stability of the class of lattice Boltzmann equation (LBE) models that can
simulate the fluid described by an equation of state (EOS) with possible vapor–liquid phase transitions.
In classical LBE simulations, the Courant–Friedrichs–Lewy (CFL) number, which is defined by the advection term in
the Boltzmann equation, is exactly equal to unity. However, this condition does not ensure the numerical stability of LBE
simulationswith the equation of state. In our numerical LBE simulations,we found that instability arises initially in the liquid
phase because of a higher speed of sound in the liquid in comparison with the vapor phase (in accordance with the equation
of state). Moreover, the numerical instability of the liquid phase can arise in LBE simulations at relatively low temperatures,
even if the liquid–vapor interface layers are absent.
For every temperature lower than the critical temperature Tcr, the gas and the liquid states of different densities can
coexist simultaneously. Two boundaries of these phases on the temperature–specific volume diagram (as well as on the
T–ρ, P–v, and P–ρ diagrams) can be called the gas and liquid branches of the binodal curve, respectively. These branches
separate the regions of the gas and the liquid states from the regions of metastable states. In their LBE simulations, many
authors cannot reproduce the binodal curve for different EOS at temperatures far below the critical point. They encounter
such difficulties because of the numerical instability of simulations [3]. Hence, a relatively low ratio of liquid to vapor
densities (ρL/ρV ≤ 103) is possible and can be obtained if some EOS was used in the LBE simulations [2–5]. Moreover,
in their works [3–5], the binodal curve on the temperature–specific volume phase diagram (especially the vapor branch)
at low temperatures considerably differs from the theoretical binodal curve obtained from the equation of state using the
Maxwell rule.
It would seem obvious that the numerical algorithm of LBE simulations should be stable in the broadest possible range of
temperatures, and the coexistence curve obtained in simulations should coincide with the theoretical curve in the broadest
range of temperatures as well.
All of the problems mentioned above arise because these variants of LBE simulations are stable only in a narrow range
of temperatures (not far from the critical point). These problems were solved in our previous works [6–9] and the ratio of
liquid to vapor densities was attained to the level up to 109 in the stationary case [6]. For this purpose, we proposed to use:
• method of exact difference [10,7] for the implementation of the body force term,
• specific form of approximation of the potential gradient on a lattice [6,8], and
• relatively small 1t/h ratio, required for numerical stability of the LBE algorithm (preliminary analysis was carried out
in [6]).
This paper is organized as follows. In Section 2, we describe in detail the variant of the LBE method for simulating a
fluid with possible liquid–vapor phase transitions in accordance with the equation of state P(ρ, T ). Section 3 is devoted to
defining the criterion of numerical stability for a liquid phase of initially uniform density: The criterion of numerical stability
for the liquid phase is obtained both theoretically and in numerical tests. Section 4 outlines our conclusions. The details of
an analytical derivation of the stability criterion are described in Appendix.
2. Lattice Boltzmann equation method
In the lattice Boltzmann method, the fluid is represented by a collection of pseudo-particles that move on a regular
spatial lattice and undergo collisions at its nodes. We use the usual evolution equation with the BGK (single relaxation time)
collision operator
Nk(x+ ek, t +1t) = Nk(x, t)+ N
eq
k (ρ(x, t),u(x, t))− Nk(x, t)
τ
+1Nk, (3)
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where ek = ck1t are the lattice vectors (vectors to the neighbor nodes), 1t is the time step, and 1Nk is the change of
distribution functions that occurs because of the action of the body force.
The discrete set of velocity vectors ck depends on the lattice geometry. In our tests, we use the standard one-dimensional
LBE model D1Q3 with three velocity vectors |ck| ∈ {0, h/1t} and the standard two-dimensional model D2Q9 with nine
velocity vectors |ck| ∈ {0, h/1t,
√
2h/1t} on a square lattice [11]. Here, h is the lattice spacing.
The fluid density ρ and the velocity u at a node are calculated as
ρ =
∑
k
Nk, ρu =
∑
k
ckNk. (4)
We use the equilibrium distribution functions in the standard form
Neqk (ρ,u) = ρwk
(
1+ cku
θ
+ (cku)
2
2θ2
− u
2
2θ
)
, (5)
where θ is the ‘‘kinetic temperature’’ of pseudo-particles in LBE models. For the standard ‘‘isothermal’’ LBE models D1Q3,
D2Q9 andD3Q19 [11]with the equilibrium distribution (5), the ‘‘kinetic temperature’’ is equal to θ = (h/1t)2/3. The values
of coefficientswk can be found in [11]. They are equal tow0 = 2/3,w1,2 = 1/6 for D1Q3model andw0 = 4/9,w1−4 = 1/9,
w5−8 = 1/36 for D2Q9 model.
For the body force term, we used the method of exact difference [10,7]
1Nk = Neqk (ρ,u+1u)− Neqk (ρ,u), (6)
where the change of velocity
1u = F1t/ρ (7)
is defined by the force F acting on the node.
In [10,7], the method of exact difference was derived directly from the Boltzmann equation
∂ f
∂t
+ ξ∇f + a∇ξf = Ω, (8)
where ξ is themicroscopic velocity of molecules, f (x, ξ, t) is the distribution function in the phase space (x, ξ), and a = F/ρ
is the acceleration due to the action of the body force. At a low Knudsen number ε, the perturbation method can be applied
for the distribution function f (x, ξ, t) = f eq(ρ, ξ,u) + ε f (1) + ε2f (2) + · · ·. In the first approximation that is usually
used in other methods, we have ∇ξf ≈ ∇ξf eq. For example, the explicit expression was obtained directly from (5) in this
approximation [12,13]
a∇uf eq = −a(ξ − u)
θ
f eq (9)
that is often used in LBE simulations. Unfortunately, this formula has only the first order in 1u = a1t after discretization
in time and velocity space. Hence, it is applicable only at rather low values of body forces.
On the one hand, we noticed that the equality ∇ξf eq(ρ, ξ,u) = −∇uf eq(ρ, ξ,u) is valid because any form of the
equilibrium distribution function can depend only on the difference (ξ− u) to ensure the Galilean invariance. On the other
hand, we use the mathematical identity
∇uf eq · dudt =
df eq(ρ,u)
dt
∣∣∣∣
ρ=const
(10)
for every fixed value of ξ. This full derivative of the equilibrium distribution function f eq(ρ,u) should be calculated at
constant density ρ in a frame of reference that moves with the fluid velocity u.
Therefore, the body force term a∇ξf in the Boltzmann equation (8) can be rewritten using a full derivative of the
equilibriumdistribution function along the Lagrange coordinate df eq(ρ, ξ,u)/dt at a fixed ξ and a constant densityρ. Hence,
Eq. (8) takes the approximate form
∂ f
∂t
+ ξ∇f = Ω + df
eq(ρ,u)
dt
∣∣∣∣
ρ=const
. (11)
The condition of constant density refers only to the full derivative. This circumstance does not mean at all that the density
ρ should be constant in time during the process of simulations. After discretizing Eq. (11) in time and velocity space, we
derived the method of exact difference for LBM in the form (6). A more detailed discussion about the advantages of this
method and an analysis comparing it with other implementations of the body force term in LBE simulations can be found
in works [6–9].
In general, body forces include all forces (external and internal) that act on small volumes of a fluid. In particular, they
include forces acting between neighbor nodes that were introduced for the purpose of simulating multiphase flows [1,2].
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In these works, different phases are simulated by only one set of distribution functions Nk at each node. In this case, there
is no need to track the interfaces between the phases of a substance. This method of multiphase simulation is similar to the
well-known shock-capturing method for simulating fluid flows with shock waves.
For the classical LBE method without any interaction forces between neighbor nodes, it is well known that the non-
viscous part of the momentum flux tensor in macroscopic hydrodynamic equations obtained from the Chapman–Enskog
expansion of the LBE method has the form Π (0)ij = ρθδij + ρuiuj with the gaseous equation of state P = ρθ . In work [2],
Zhang and Chen proposed to introduce the total force acting on every node from the neighbor nodes as a gradient of a special
potential
F(x, t) = −∇U(x, t). (12)
To reproduce an arbitrary equation of state P(ρ, T ), Zhang and Chen proposed to choose the potential U in the form [2]
U = P(ρ, T )− ρθ. (13)
In this case, the non-viscous part of the momentum flux tensor in macroscopic hydrodynamic equations obtained from the
Chapman–Enskog expansion of the LBEmethod takes a desired formΠ (0)ij = P(ρ, T )δij+ρuiuj. A more detailed explanation
can be found in work [2].
Our variant of the LBE method [6,8,9] is the generalization of the method given by Zhang and Chen [2]. The continuity
and Navier–Stokes equations, obtained using the Chapman–Enskog expansion of our variant of the LBE algorithm, have the
form [2,7]
∂ρ
∂t
+ ∂(ρu
∗
i )
∂xi
= 0, (14)
∂(ρu∗i )
∂t
+ ∂Π
(0)∗
ij
∂xj
= ρai + ν ∂
∂xj
(
ρ
(
∂ui
∂xj
+ ∂uj
∂xi
))
+ ν ∂
∂xj
(
ui
∂ρ
∂xj
+ uj ∂ρ
∂xi
)
+
(
τ − 1
2
)
1t
∂
∂xj
(
uiuj
∂ρ
∂t
)
. (15)
Here ν = θ(τ − 1/2)1t is the kinematic viscosity and a = F/ρ. The redefined velocity vector u∗ is specified at a half time
step 1t/2 as ρu∗ = ∑k ckNk + F1t/2 [14]. The momentum flux tensor Π (0)∗ij in (15) is also rewritten for the redefined
velocity. Two last extraneous terms in (15) are the deviations of the Chapman–Enskog expansion for the LBE models from
the Navier–Stokes equation in the case of a compressible fluid. The last term has the third order of smallness in u because
∂ρ/∂t ∼ u. Obviously, these terms practically do not influence the numerical stability of the liquid phase that is initially
close to uniform. In this case, the initial perturbations of density and velocity are small. The tests of numerical stability of
the LBE algorithm confirm that these extraneous terms do not influence the criterion of the numerical stability of the liquid
phase. For almost incompressible fluids, these terms are usually small. However, for fluidswith vapor–liquid interface layers
(compressible fluids), which are not at rest (u 6= 0), these terms are very important. Therefore, we take them into account
in LBE simulations [7]. We do so in a finite difference form as a negative addition to the body force term [7].
In the model offered by Zhang and Chen [2], the physical temperature T was introduced using the equation of state in
the form P(ρ, T ). They used the conventional energy equation in a finite difference form. In the present paper, we do not
use the energy equation to test the stability of the LBE model. Therefore, the temperature T cannot be more complicated
than the predefined function of coordinates and time. In every run of the test for investigation of the numerical stability of
the LBE method, the temperature T is a parameter constant in space and time. The temperature T varies in the range from
T = 0.1Tcr to T = 1.1Tcr (Fig. 2), where Tcr is the value of the temperature at the critical point.
3. The numerical instability of the liquid phase in LBE simulations
This section of the article is devoted to defining the criterion of numerical instability of the liquid phase in LBE simulations
(without interfaces with vapor). The liquid of uniform density ρ0 is initially at rest. In one-dimensional simulations, periodic
boundary conditions in x direction are used. In two-dimensional simulations, periodic boundary conditions in both x and y
directions are used.
For the fluid, we use anyone of the equations of state: van der Waals, Carnahan–Starling or Kaplun EOS (modified) [6,8].
All these equations of state describe the possible vapor–liquid phase transitions if the fluid temperature is lower than the
critical temperature. We use the equations of state written in reduced variables P˜ = P/Pcr, ρ˜ = ρ/ρcr and T˜ = T/Tcr, where
Pcr, ρcr, and Tcr are the values of pressure, density, and temperature at the critical point. For example, the van der Waals
equation of state, written in reduced variables, has the form
P˜ = 8ρ˜T˜
3− ρ˜ − 3ρ˜
2. (16)
It is convenient to use the reduced variables not only for the equation of state, but also for the LBE distribution functions
N˜k = Nk/ρcr and for the velocity u˜ = u1t/h.
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The evolution equation (3) in reduced variables has the form
N˜k(x+ ck1t, t +1t) = N˜k(x, t)+ N˜
eq
k (ρ˜, u˜(x, t))− N˜k(x, t)
τ
+1N˜k. (17)
The equilibrium distribution (5) can be rewritten in reduced variables as
N˜eqk (ρ˜, u˜) = ρ˜wk
(
1+ c˜ku˜
θ˜
+
(
c˜ku˜
)2
2θ˜2
− u˜
2
2θ˜
)
, (18)
where θ˜ = θ(1t/h)2 = 1/3 is the dimensionless ‘‘kinetic’’ temperature of LBE pseudo-particles. The reduced density ρ˜ and
velocity u˜ are found from the following expressions:
ρ˜ =
∑
k
N˜k, ρ˜u˜ =
∑
k
c˜kN˜k. (19)
The body force term (6) in reduced variables has the form
1N˜k = N˜eqk (ρ˜, u˜+1u˜)− N˜eqk (ρ˜, u˜), (20)
where
1u˜ = F˜/ρ˜ = −∇˜U˜/ρ˜ (21)
is the reduced change of velocity. Here, ∇˜ is the gradient in the space of dimensionless coordinates x˜ = x/h. The potential
U should be also written in reduced form U˜ = U(1t/h)2/ρcr. Therefore, we have
U˜ = kP˜(ρ˜, T˜ )− ρ˜θ˜ . (22)
Here, the dimensionless coefficient
k = Pcr
ρcr
(
1t
h
)2
(23)
plays an important role in the stability of simulations. For real fluids and a reasonable choice of the ratio h/1t , this parameter
is usually small. For example, if we take h/1t = 103 m/s, then k ≈ 0.01 for argon and for several other fluids.
Earlier, for Eq. (12) (in the reduced variables (21)), we proposed the specific form of the finite difference approximation
of the gradient of the potential U˜ on the lattice [6,8] using a single free parameter A
F˜(x) = 1
αh
[
A
∑
k
Gk
G0
Φ2(x+ ek)ek + (1− 2A)Φ(x)
∑
k
Gk
G0
Φ(x+ ek)ek
]
, (24)
where
Φ2(x) = −U˜(x). (25)
Obviously, the value ofΦ(x) can be defined from (25) only in the region of fluid states in which the potential (22) is negative
U˜ ≤ 0. The coefficients Gk are different for basic and diagonal directions of the lattice. The coefficients for the diagonal
directions Gk are equal to G0/4 and G0/2 for the two-dimensional model D2Q9 and the three-dimensional model D3Q19,
respectively. These values ensure the isotropy of (24) in space.
This approximation of mesoscopic forces (12) better describes the binodal curve defined by the equation of state. For
example, for the van derWaals equation of state at A = −0.152, the values of density of the liquid and vapor phases obtained
in LBE simulations coincide with the theoretical values on the binodal curve. Their accuracy is better than 0.4% in the range
from the critical point T = Tcr down to T = 0.4Tcr [6,8,9]. Moreover, for the potential in form (25), the approximation (24)
at A = 0 represents the method proposed by Shan and Chen but modified for the EOS in the form P(ρ, T ) (see [6,8]).
Examples of instability of the liquid phase are shown in Fig. 1 both for the one-dimensional (a) and two-dimensional (b)
tests. In both cases, the initial states of the liquid are near the boundary of stability. Thus, the oscillations appear after a long
time. The tests show the oscillations of the fluid velocity to be similar.
We performed a standard linear stability analysis of our numerical LBE algorithm (17)–(22) theoretically in a way similar
to [15,16]. For this purpose, the growth of small harmonic perturbations of density ρ = ρ0 + A0 exp(ikx) and velocity
u = u0 + B0 exp(ikx) is considered (see details in Appendix). The criterion of stability is obtained in the form
c˜2 − θ˜ ≤ 1, (26)
where θ˜ = 1/3 for the equilibrium distribution (5). Here c˜ = cs1t/h is the dimensionless speed of sound and can be called
the hydrodynamic Courant number [15,16], where cs = √∂P/∂ρ is the speed of sound that is defined by the equation of
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Fig. 1. Numerical instability of the liquid phase. The density deviations1ρ/ρ0 are shown. (a) One-dimensional test of model D1Q3, T˜ = 0.6, ρ˜0 = 2.692,
c˜ = 1.166, t = 350,000 time steps. (b) Two-dimensional test of model D2Q9, T˜ = 0.8, ρ˜0 = 2.645, c˜ = 1.168, t = 125,000 time steps.
Fig. 2. Boundaries of numerical stability of the LBE algorithm for different k (curves 1, 2, 3) and the liquid branch of the binodal curve (curve 4) obtained
both theoretically and in the LBE simulations [6,8] for the van der Waals EOS.
state. The criterion of stability (26) could be written in an equivalent and simpler form c˜ ≤ c˜cr, where the critical value of
the hydrodynamic Courant number is c˜cr =
√
1+ θ˜ = 1.1547 for θ˜ = 1/3.
The Courant–Friedrichs–Lewy (CFL) number defined by the advection term in the Boltzmann equation is exactly equal
to unity in classical LBE simulations (ek = ck1t). However, one can see that this number does not ensure the stability of LBE
simulations with an arbitrary equation of state.
In LBE simulations, we found the boundaries of numerical stability of the initially uniform fluids with the density ρ˜0 and
initial velocity u0 = 0. These boundaries of numerical stability at different values of the reduced temperature T˜ and for
three values of the dimensionless coefficient k (0.001, 0.01, and 0.1) are shown in Fig. 2 (curves 1, 2, and 3, respectively).
Curve 4 is the boundary of liquid states on the temperature–density phase diagram (the liquid branch of the binodal curve).
The state ρ˜0 = 1, T˜ = 1 is the critical point.
If the density of the liquid lies above the boundary of stability, the numerical stability is absent. For example, at k = 0.1
(relatively large time step 1t), all states of the liquid on the binodal curve at the temperatures T˜ < 0.65 are unstable.
Therefore, the coexistence of the liquid and vapor phases cannot be simulated for these temperatures at k = 0.1.
In the reduced variables form, we have the speed of sound squared c˜2 = k∂ P˜/∂ρ˜. Thus, it is possible to vary the
hydrodynamic Courant number by changing the time step 1t and lattice spacing h in expression (23) for the parameter
k.
All points of these boundaries of instability obtained in LBE simulations (Fig. 2) at different temperatures and different
values of k correspond well to the critical value of the hydrodynamic Courant number obtained theoretically (Fig. 3, curve
1). For a wide range of parameters (relaxation time, initial perturbations, size of calculation area, waiting time, etc.), the
numerical instability arises at values of the hydrodynamic Courant number greater than the critical one (Fig. 3). The values
of the expression (c˜2 − θ˜ ) obtained in all numerical tests are shown in Fig. 4. These data include the results obtained in test
with the initial fluid velocity u = 0.2 and in two-dimensional tests with the D2Q9 LBE model. All data correspond well to
the unified boundary of instability, defined by the theoretical criterion (26). Thus, the critical value of the hydrodynamic
Courant number depends neither on the temperature, nor on the velocity of the fluid, nor on the parameter k, nor on the
form of the equation of state.
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Fig. 3. Curve 1 is the universal boundary of numerical instability of the LBE algorithmobtained in computer simulations at different values of the parameter
k. Curves 2, 3, and 4 show the values of c˜ on the liquid branch of the binodal curve (see Fig. 2, curve 4) at k = 0.001, 0.01, and 0.1, respectively.
Fig. 4. The map of numerical stability for the D1Q3 and D2Q9 LBE models with the equation of state in the form P(ρ, T ). The boundary of stability
corresponds to (c˜2 − θ˜ ) = 1. All other data are the results of the numerical tests that correspond to instability of initial states. The black signs are the
results of one-dimensional tests with initial conditions for the fluid u = 0 and ρ = const. The open box is the value obtained for the modified Kaplun
equation of state. The circles with a cross are the results of one-dimensional tests for the initial velocity u = 0.2. The open circles are the results of
two-dimensional tests with the D2Q9 LBE model.
The following consideration offers a possible explanation for this phenomenon. The Chapman–Enskog expansion
of the lattice Boltzmann equation method results in the Euler equations in the first order of expansion and the
Navier–Stokes equations in the second order of expansion [7]. Therefore, the lattice Boltzmann equation method simulates
the hydrodynamic behavior of a compressible fluid for which the hydrodynamic Courant number is the usual criterion of
the numerical stability for explicit finite difference schemes [15,16].
As mentioned above, the value of Φ(x) can be defined from (25) only in the region of fluid states in which the potential
(22) is negative. For example, for the van derWaals EOS (16), the condition U˜ ≤ 0 is satisfied in thewhole region of numerical
stability of the LBE algorithm (see Fig. 2) at k = 0.1 for T˜ ≤ 1.2, at k = 0.01 for T˜ ≤ 4, and at k = 0.001 for T˜ ≤ 30 (see
Fig. 5). For the van der Waals EOS, the condition U˜ ≤ 0 is fulfilled in the gaseous phase at ρ˜ → 0 if 8kT˜ < 1.
4. Conclusions
The numerical stability of multiphase LBE simulations using the method proposed in [8,9] is limited mainly by the
stability of calculations in the liquid phase, for which the speed of sound is a sharply increasing function of density. The
criterion of stability of the liquid phase (26) is obtained theoretically for the one-dimensional D1Q3 LBE model. Obviously,
this criterion does not depend on a specific equation of state. The numerical instability arises in the liquid phase at values
of the hydrodynamic Courant number c˜ = cs1t/h above the critical value c˜cr. For the LBE models considered in this paper,
the critical value is equal to 1.1547 for θ˜ = 1/3. The same results are obtained in numerical tests both for the D1Q3 and
for two-dimensional D2Q9 models. Hence, the criterion obtained is valid for a wide range of LBE models often used in LBE
simulations. The critical value of the hydrodynamic Courant number depends neither on the temperature T , nor on the fluid
velocity, nor on the parameter k, nor on the form of the equation of state. It is obvious that the criterion of stability of the
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Fig. 5. Boundaries of numerical stability of the LBE algorithm for different k (curves 1, 2, and 3). Curves 4, 5, and 6 show the lines U˜ = 0 for different k. All
curves were calculated for the van der Waals equation of state at θ˜ = 1/3.
liquid phase described here does not depend on the way in which the dimensionless variables are constructed. Our scheme,
which we proposed in [8,9], ensures the computational stability at a very large density ratio (up to 109 in the stationary
case [6] with k ≤ 0.01) and reproduces the binodal curve on the temperature–volume phase diagram for an arbitrary EOS
very accurately.
Appendix
The purpose of this Appendix is to provide details in the derivation of the criterion of numerical stability (26) of the LBE
algorithm in which the equation of state in the form P(ρ, T ) is used.
We carry out theoretically the standard linear stability analysis of our numerical LBE algorithm in a similar way as it was
done for finite difference equations in [15,16]. In the Appendix, all variables are in the reduced form as in Section 3. We
consider the D1Q3model with the velocity vectors c˜k ∈ {0, 1,−1}. For this model, the growth of small amplitude harmonic
perturbations of density ρ˜ = ρ˜0+ A exp(ikx) and velocity u˜ = u˜0+ B exp(ikx) is theoretically analyzed. Moreover, the case
u˜0 = 0 is considered, for which all formulas can be written in a relatively compact form.
The eigenvalues λi of the transition matrix G can be found from the eigenvalue equation
det(G− λE) = 0, (27)
where E is the unit matrix. The numerical algorithm is stable if moduli of all eigenvalues of (27) are smaller than or equal to
1 for all real values of the parameter k.
The algorithm of the LBE method (17)–(25) described in Section 3 consists of several steps. One of the advantages of the
exact difference method for the implementation of the body force term is the exact commutative property of this operator
with the BGK (single relaxation time) collision operator [7]. This feature is also confirmed in numerical tests. All other steps
of the LBE method can also be interchanged in reasonable order.
For convenience of analytical consideration of the numerical stability of the LBE algorithm,we use the following sequence
of the four steps:
(1) Calculations of the changes (20) of the distribution functions that arise because of the action of the body forces (21)
between the neighbor nodes using potential (22).
(2) Advection step.
(3) Collision step with a single relaxation time operator.
(4) Calculations of new values of density and velocity (19).
The initial values of the distribution functions N˜k(x, t) are defined by the initial perturbations. In the case of small
perturbations, the equilibrium distribution (18) can be used in the linear approximation with respect to perturbation
amplitudes
N˜eqk = ρ˜wk + ρ˜0wk(c˜ku˜)/θ˜ . (28)
Here, the values of the coefficients are θ˜ = 1/3, w0 = 2/3 and w1 = w−1 = 1/6 for the equilibrium distribution in the
form (18). From (28), the initial populations are obtained in the form
N˜0(x, t) = ρ˜0w0 + Aw0eikx,
N˜1(x− c11t, t) = ρ˜0w1 + Aw1eik(x−h) + ρ˜0w1
θ˜
Beik(x−h),
N˜−1(x− c−11t, t) = ρ˜0w1 + Aw1eik(x+h) − ρ˜0w1
θ˜
Beik(x+h).
(29)
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The first step of the LBE algorithm is the calculations of the changes of the initial populations (29) because of the forces
between the nodes. In one-dimensional isothermal case, one can obtain from (22)
∇˜U˜ = ∂U˜
∂ x˜
=
(
∂U˜
∂ρ˜
)
T
∂ρ˜
∂ x˜
= R∂ρ˜
∂ x˜
, (30)
where R = k(∂ P˜/∂ρ˜)T − θ˜ . For the finite difference approximation (24) at A = 0.5 (simplest case), we have
F˜ = −R ρ˜(x+ h, t)− ρ˜(x− h, t)
2
. (31)
For all other finite difference approximations of the force acting on the node, including approximation (24) at different
values of free parameter A, the final expressions in the linear approximation with respect to small amplitude perturbations
are the same as (31). Indeed, the numerical simulations show that the criterion of stability does not depend on the specific
approximation of the gradient of the potential U˜ . Hence, the reduced velocity change can be obtained from (21) with the
use of (31)
1u˜(x) = F˜/ρ˜0 = − R2ρ˜0 A
(
eik(x+h) − eik(x−h)) . (32)
From (20) and (28), the corresponding changes of the distribution functions can be obtained in the linear approximation
1N˜k = ρ˜0wk(c˜k1u˜)/θ˜ in the form
1N˜0(x) = 0,
1N˜1(x− c11t) = −w1R
2θ˜
A
(
eikx − eik(x−2h)) ,
1N˜−1(x− c−11t) = w1R
2θ˜
A
(
eik(x+2h) − eikx) .
(33)
Thus, after the first step of the LBE algorithm, the following values of the populations N˜∗k are obtained:
N˜∗0 (x, t) = ρ˜0w0 + Aw0eikx,
N˜∗1 (x− c11t, t) = ρ˜0w1 + Aw1eik(x−h) +
ρ˜0w1
θ˜
Beik(x−h) − w1R
2θ˜
A
(
eikx − eik(x−2h)) ,
N˜∗−1(x− c−11t, t) = ρ˜0w1 + Aw1eik(x+h) −
ρ˜0w1
θ˜
Beik(x+h) + w1R
2θ˜
A
(
eik(x+2h) − eikx) .
(34)
The second step of the LBE algorithm is the advection step
N˜k(x, t +1t) = N˜∗k (x− ck1t, t). (35)
After this step, the distribution of populations at the point x has the form
N˜0(x, t +1t) = ρ˜0w0 + Aw0eikx,
N˜1(x, t +1t) = ρ˜0w1 + Aw1eik(x−h) + ρ˜0w1
θ˜
Beik(x−h) − w1R
2θ˜
A
(
eikx − eik(x−2h)) ,
N˜−1(x, t +1t) = ρ˜0w1 + Aw1eik(x+h) − ρ˜0w1
θ˜
Beik(x+h) + w1R
2θ˜
A
(
eik(x+2h) − eikx) .
(36)
The third step of the LBE algorithm is the ‘‘collision’’ step. The BGK operator of the ‘‘collision’’ step does not change the new
values of density ρ˜(x, t +1t) and velocity u˜(x, t +1t) at the node.
Therefore, the new values of density and velocity at the point x = 0 are found from (19) and (36):
ρ˜(0, t +1t) = ρ˜0 + w0A+ 2w1A cos kh+ w1RA
θ˜
(cos 2kh− 1)− i 2ρ˜0w1
θ˜
B sin kh, (37)
u˜(0, t +1t) = −i 2w1A
ρ˜0
(
sin kh+ R
2θ˜
sin 2kh
)
+ 2w1
θ˜
B cos kh. (38)
Thus, the transition matrix G for our variant of the LBE method can be written in the form
G =
w0 + 2w1 cos kh+
w1
θ˜
(cos 2kh− 1)R −i 2w1ρ˜0
θ˜
sin kh
−i 2w1
ρ˜0
(
sin kh+ R
2θ˜
sin 2kh
)
2w1
θ˜
cos kh
 . (39)
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Fig. 6. Eigenvalues of the transition matrix G versus kh for θ˜ = 1/3. R = 1 (a), 1.2 (b).
The corresponding eigenvalue equation
λ2 − λ
(
w0 + 2w1 cos kh+ w1
θ˜
(cos 2kh− 1)R+ 2w1
θ˜
cos kh
)
+
(
w0 + 2w1 cos kh
+ w1
θ˜
(cos 2kh− 1)R
)
2w1
θ˜
cos kh+ 4w
2
1
θ˜
sin kh
(
sin kh+ R
2θ˜
sin 2kh
)
= 0 (40)
is quadratic and has two roots.
In the case R ≤ 1, the moduli of both roots of the eigenvalue equation are not greater than unity (Fig. 6(a)). Indeed, the
second root λ2 (curve 2) can be expanded in the series λ2 = −1+ 34 (1− R)(kh− pi)2 + O((kh− pi)4) in the vicinity of the
value kh = pi at θ˜ = 1/3. If R > 1, then λ2 < −1 in this region and, consequently, |λ2| > 1 (Fig. 6(b)). In a certain range
of the values of kh, the two complex roots are complex-conjugate numbers and have the same modulus. This modulus is
shown in Fig. 6 (curve 3) for θ˜ = 1/3.
Another set of equilibrium populations Neqk (ρ,u, θ) was proposed in [17], for which the dimensionless kinetic
temperature can be varied in the range 0 < θ˜ < 1. The coefficients are w0 = 1 − θ˜ and w1 = w−1 = θ˜/2 in this
case. For θ˜ = 1/3, this distribution exactly coincides with distribution (5) for the D1Q3model. The modulus of the complex
roots is found from (40) and is equal to |λ| =
√
θ˜ + cos kh (1− θ˜ ). It is remarkable that this expression does not depend on
R. Obviously, θ˜ + cos kh(1− θ˜ ) ≤ 1 for all values of the kinetic temperature 0 < θ˜ < 1.
Thus, the criterion of numerical stability of the LBE algorithm is obtained in the form R = k(∂ P˜/∂ρ˜)T − θ˜ ≤ 1. If one
substitutes the hydrodynamic Courant number squared c˜2 = k(∂ P˜/∂ρ˜)T into this criterion, then criterion (26) is obtained.
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