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Abstract
Motivated by the study of self-dual vortices in gauge ﬁeld theory (cf. (Vortices and Monopoles,
Birkhauser, Boston, 1980; Solitons in Field Theory and Nonlinear Analysis, Monographs in
Mathematics, Springer, New York, 2001)), we consider a “concentrating”solution-sequence uk
satisfying


−uk = |z|2kVk(z)euk in B1,
|z|2kVk(z)euk ⇀ z=0 weakly in the sense of measures in B1,
where
(i) k ∈ R+, k → ;
(ii) Vk ∈ C0,1(B1), 0<aVkb and |∇Vk |A in B1.
We prove that necessarily,
 ∈ 8N ∪ {8(1+ )+ 8Z+} .
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The result is “sharp”as shown by explicit examples, and should be compared with that obtained
by Li-Shafrir (Ind. Univ. Math. J. 43(4) (1994) 1255) concerning the situation where k = 0,
∀k ∈ N.
© 2004 Elsevier Inc. All rights reserved.
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0. Introduction
In the past years much attention has been devoted to the blow up analysis for solution
sequences uk of Liouville-type problem
{−uk = Wkeuk in ,∫

Wke
ukC, (0.1)
where  ⊂ R2 is a regular bounded domain, Wk ∈ L∞() and C > 0 is a suitable
constant.
Such an interest has been largely motivated by the fact that this analysis has a direct
and natural application towards the study of the mean ﬁeld equation
−u =  We
u∫
M
Weu
+ f in M, (0.2)
where M =  ⊂ R2 is a bounded domain, or a compact Riemannian surface (possibly
with boundary),  ∈ [0,+∞), W0 and f ∈ L1(M). Problem (0.2), considered under
various suitable boundary conditions, is relevant in several problems of interest in Con-
formal Geometry (see e.g. [Au,ChY1,ChY2,ChY3,K] and references therein), Mathe-
matical Physics (see e.g. [CLMP1,CLMP2,CK,D,JT,Ki1,Ki2,N,T1,T2,Ta,W,Y] and ref-
erences therein), and many other areas of Applied Mathematics (see e.g. [BE,C,CP,
G,KS,M,WW1,WW2] and references therein).
Our interest to problem (0.2) has originated from the study of vortices in various
gauge ﬁeld theories (see [Y] and references therein). In this context the weight function
W in (0.2) admits isolated zeroes of ﬁnite multiplicity.
Thus, by localizing our analysis around each of such zeroes we are lead to consider
(0.1) with
Wk(z) = |z− z0|2kVk(z), z0 ∈ ,
0 < aVkb in , (0.3)
a, b suitable constants.
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According to the “concentration-compactness” result ﬁrstly established by Brezis–
Merle [BM] when k = 0, and its subsequent (non-trivial) extension in [BT2] (see also
[BT1]) when
0k and |∇Vk|A in  (0.4)
( and A suitable constants), we know that (along a subsequence) euk is subject to the
following “concentration-compactness”alternative:
either (i) euk is uniformly convergent in C0loc();
or(ii)there exist a ﬁnite set S = {z1, . . . , zn} ⊂  (blow up set) such that
Wke
uk ⇀
n∑
j=1
jzj , j4, weakly in the sense of measure in  (0.5)
(see [BM,BT2] for the precise statements).
Subsequently, Li-Shafrir [LS] have completed the result in (0.5) by proving that, if
zj = z0 (i.e. Wk is uniformly bounded from above and below away from zero around
zj ) then j ∈ 8N.
Goal of this note is to obtain an analogous result in case zj = z0 for some j ∈
{1, . . . , n}, namely when blow up occurs at a zero of Wk , a situation of particular
interest in the applications.
Therefore, without loss of generality, let z0 = 0 and take uk ∈ C2(B1) ∩ C0(B¯1) to
satisfy:
−uk = |z|2kVkeuk in B1 = {|z| < 1}, (0.6)
|z|2kVkeuk ⇀ z= 0, weakly in the sense of measure in B¯1. (0.7)
Under assumptions (0.3) and (0.4), it is known (see [BT2,LS]) that necessarily 8.
Moreover in case uk has a controlled behavior on B1, in the sense that
lim sup
k→+∞
(
max
B1
uk −min
B1
uk
)
< +∞ (0.8)
and
k → 0, (0.9)
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then necessarily,
 = 8(1+ ) (0.10)
cf. [BT2], see also [BCLT], and for related results: [ChL1,ChL2,L].
Explicit examples discussed in Section 4 permit to see that (0.10) fails to hold in
case (0.8) is not satisﬁed.
On the other hand, those examples also indicate that  cannot just take any value in
[8,+∞), but in fact is limited by a sort of “quantization” property which only allows
to have
 ∈ 8N or  ∈ 8(1+ )+ 8 (N ∪ {0}) . (0.11)
It is the main goal of this paper to give a rigorous proof of this fact, namely that
(0.6) and (0.7) can hold only with  satisfying (0.11) (see Theorem 3.1). The examples
discussed in Section 4 show that such a result is sharp, in the sense that it is possible to
exhibit explicit sequences satisfying (0.6) and (0.7) for any given value  as speciﬁed
in (0.11).
Note that for k = 0, then (0.11) just recovers Li-Shafrir’s result [LS]. However, to
establish (0.11) when k →  > 0, we need a more delicate analysis. In fact in this
case, we no longer have available appropriate “inf+sup” estimates (cf. [BLS,S]) of any
sort, so crucial in the “bubble’s separation”argument of [LS].
In fact, it will be our ﬁrst task to establish an appropriate version of Harnack’s
inequality (see Theorem 2.1) useful for our purposes.
When  = 0, it permits to recover the “inf+sup”estimate as established by Brezis
et al. [BLS], while for  > 0, it only yields to a milder version of it. We refer to [T3]
for details.
1. Preliminaries
We recall the “concentration-compactness” result of Brezis–Merle [BM] which rep-
resents the starting point for our discussion:
Theorem 1.1 (Brezis–Merle [BM]). Let {uk} be a solution sequence satisfying:
{−uk = Wkeuk in ∫

eukC (1.1)
with
0Wkb1 in . (1.2)
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Along a subsequence (denoted in the same way) one of the following alternative holds:
(i) uk is uniformly bounded in L∞loc();
(ii) sup
K
uk →−∞ for every compact set K ⊂ ;
(iii) there exist a ﬁnite set S = {z1, . . . , zn} (blow up set), sequences {zj,k} ⊂  such
that,
(a) zj,k → zj , uk(zj,k)→+∞,
(b) sup
K
uk →−∞, for every compact set K ⊂  \ S
(c) Wkeuk ⇀
n∑
j=1
jzj , weakly in the sense of measure in  with j4,
j = 1, . . . , n.
Remark 1.2. Clearly, Theorem 1.1 applies to solution sequences {uk} satisfying (0.1)
with
0 < a1Wkb1, in . (1.3)
Thus, following [BM] we shall call z0 a blow up point for uk in  if there exists
{zk} ⊂ : zk → z0 and uk(zk)→+∞.
A delicate situation presents in case (1.3) is violated, and (for large k) Wk vanishes
(with ﬁnite order) at a blow up point for uk . This situation has been handled by
Bartolucci–Tarantello [BT2] as follows:
Theorem 1.3 (Bartolucci and Tarantello [BT2]). Let {uk} satisfying (0.6), and assume
(0.3), (0.4) and
∫
B1
|z|2k eukC,
for suitable C > 0. If zero is a blow up point for uk in B1, then along a subsequence,
we have
|z|2kVkeuk ⇀ z=0, weakly in the sense of measure in Br,
for suitable r ∈ (0, 1], and 8.
Using the scale invariance of the equation in (0.6) with respect to the transformation:
u(rz)+ 2(k + 1) log r, r > 0,
G. Tarantello / Journal of Functional Analysis 219 (2005) 368–399 373
without loss of generality, we can always reduce to consider solution sequences uk ∈
C2(B1) ∩ C0(B¯1) satisfying
−uk = |z|2kVkeuk in B1, (1.4)
|z|2kVkeuk ⇀ z=0, weakly in the sense of measure inB¯1. (1.5)
In the sequel, we assume
k0, k →  as k →+∞, (1.6)
0 < aVkb in B¯1. (1.7)
As a ﬁrst application of Theorem 1.1 we shall derive the following decomposition
result.
Proposition 1.4. Let uk satisfy (1.4) and (1.5) and assume (1.6) and (1.7). There exist
ε0 ∈ (0, 12 ) and C > 0 such that, along a subsequence, one of the following alternative
holds:
either (i) sup
|z|2ε0
{uk(z)+ 2(k + 1) log |z|} C, (1.8)
or(ii)there exist sequences {zj,k} ⊂ B1 \ {0} j = 1, . . . , m such that,
1.zj,k → 0, uk(zj,k)+ 2(k + 1) log |zj,k| → +∞, as k →+∞, j = 1, . . . , m
(1.9)
2. sup
Dk
{uk + 2(k + 1) log |z|} C (1.10)
with Dk = {|z|2ε0|z1,k|} ∪ {1 |z| 12ε0 |zm,k|};
3. in case m2, then |zj,k||zj+1,k| → 0 , as k →+∞ and
sup{
1
2ε0
|zj,k | |z|2ε0|zj+1,k |
} {uk + 2(k + 1) log |z|} C, j = 1, . . . , m− 1
(1.11)
In order to establish Proposition 1.4, we start with the following:
Lemma 1.5. Let uk satisfy the assumption of Proposition 1.4. Assume in addition that
there exists
{zk} ⊂ B1 : zk → z0 ∈ B1 and uk(zk)+ 2(k + 1) log |zk| → +∞.
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Then,
z0 = 0 and lim sup
k→+∞
∫
B|zk |(zk)
|z|2kVkeuk4, f or every  > 0. (1.12)
Proof. In view of (1.5), the origin is the only blow up point for uk in B1, and,
since uk(zk) → +∞, as k → +∞, we immediately derive that z0 = 0. It sufﬁces
to establish (1.12) for  > 0 sufﬁciently small. For this purpose, by letting vk(z) =
uk(|zk|z)+ 2(k + 1) log |zk|, we see that


−vk = |z|2kVk(|zk|z)evk in Bk =
{
|z| < 1|zk |
}
,∫
Bk
|z|2kVk(|zk|z)evkC,
vk
(
zk|zk |
)
→+∞.
Take a subsequence so that zk|zk | converges to some point x0 in the unit circle. Hence(a subsequence of) vk admits a blow up point at x0, and around it the function Wk =
|z|2kVk(|zk|z) is uniformly bounded from above, and below away from zero. Conse-
quently, for sufﬁciently small  > 0,
lim sup
k→+∞
∫
{|z− zk|zk | |<}
|z|2kVk(|zk|z)evk4,
as it follows by using Theorem 1.1 for vk in any open bounded domain  containing
x0. A simple change of variables leads to (1.12). 
Proof of Proposition 1.4. If (1.8) fails to hold for every ε0 ∈ (0, 12 ) then we ﬁnd a(convergent) sequence zk ∈ B1, and a subsequence of uk (denoted in the same way):
uk(zk)+ 2(k + 1) log |zk| → +∞.
Then, by Lemma 1.5,
zk → 0 and lim sup
k→+∞
∫
B|zk |(zk)
|z|2kVkeuk4, ∀  > 0.
By the same alternative for the sequence,
vk(z) = uk(|zk|z)+ 2(k + 1) log |zk| (1.13)
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we see that, either (i) holds with a suitable ε0 ∈ (0, 12 ) and C > 0, and in this case
we would set z1,k = zk , or there exists a second sequence {z˜k} ⊂ B1 such that
|z˜k|
|zk| → 0 and uk(z˜k)+ 2(k + 1) log |z˜k| → +∞.
Consequently, lim sup
k→+∞
∫
{|z−z˜k |<|z˜k |}
|z|2kVkeuk4, and moreover B|zk |(zk) ∩
B|z˜k |(z˜k) = ∅ for  ∈ (0, 1) and k large.
Keep on repeating the alternative above for the scaled new sequence (still called vk)
where in (1.13) we replace zk with the new sequence z˜k , and so on. We see that, each
time the scaled new sequence vk fails to verify (1.8), we add a contribute of 4 to the
value lim sup
k→+∞
∫
B1
|z|2kVkeuk = . So, after a ﬁnite number of steps we ﬁnd ε0 ∈ (0, 12 ),
C > 0 and a sequence {z1,k} ⊂ B1:
z1,k → 0 , uk(z1,k)+ 2(k + 1) log |z1,k| → +∞ ,
sup
|z|2ε0|z1,k |
{uk(z)+ 2(k + 1) log |z|} C.
Now, for ε ∈ (0, 12 ), repeat an analogous alternative on the set {|z| 12ε |z1,k|}. By taking
ε0 smaller if necessary, we see that, either
sup
{1 |z| 12ε0 |z1,k |}
{uk(z)+ 2(k + 1) log |z|} C
and this would yield to the desired statement with m = 1; or there exists a sequence
yk ∈ B1 \ {0} such that
|z1,k|
|yk| → 0 and uk(yk)+ 2(k + 1) log |yk| → +∞. (1.14)
As above by Lemma 1.5 we see that necessarily
yk → 0,
∫
B|yk |(yk)
|z|2kVkeuk4, (1.15)
for every  > 0. To obtain the second sequence z2,k , for ε ∈ (0, 12 ) we consider
sup{
1
2ε0
|z1,k | |z|2ε|yk |
} {uk(z)+ 2(k + 1) log |z|} . (1.16)
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If (1.16) is uniformly bounded for some ε ∈ (0, 12 ) then, we would simply take z2,k =
yk , and adjust accordingly ε0 in order to ensure (1.11) with j = 1. Otherwise, we
would replace yk with a new sequence with the same properties (1.14) and (1.15), but
inﬁnitesimal with respect to yk . Note that, as above, each time we admit the existence
of such a new sequences, we add a contribute of 4 to the value . So, by repeating the
same alternative for any such new sequence, after ﬁnitely many steps we must arrive
to one for which (1.16) is uniformly bounded for some ε ∈ (0, 12 ). Such sequence will
deﬁne z2,k , where we adjust ε0 ∈ (0, 12 ) in order to guarantee (1.11) with j = 1. At
this point we iterate the argument above by replacing z1,k with the new sequence z2,k .
We are either able to check (1.9), (1.10) and (1.11) for m = 2 and be done, or obtain
a third sequence for which we can verify (1.9) and (1.11) for j = 1, 2. Again, since
only a ﬁnite number of sequences {zj,k} satisfying (1.9) and (1.11) are allowed, after
a ﬁnite number of steps we arrive to the desired conclusion. 
We complete alternative (i) with the following information:
Lemma 1.6. If alternative (i) holds in Proposition 1.4 then
uk(0) = max|z|2ε0 uk +O(1) as k →+∞. (1.17)
Proof. Let zk ∈ B¯2ε0 satisfy uk(zk) = max|z|2ε0 uk . By the given assumptions
zk → 0 and uk(zk)→+∞ as k →+∞.
Set εk = e−
uk(zk)
2(k+1) → 0, k →+∞. In view of (1.8) we get
∣∣zk
εk
∣∣ = O(1) as k →+∞ (1.18)
In Bk = {|z| < 1εk } deﬁne
k(z) = uk(εkz)− uk(zk) = uk(εkz)+ 2(k + 1) log εk (1.19)
that satisﬁes


−k = |z|2kVk(εkz)ek in Bk,∫
Bk
|z|2kVk(εkz)ekC, (1.20)
max
Bk
k = k
(
zk
εk
)
= 0 (1.21)
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Thus, in view of (1.18) and (1.21), Theorem 1.1 applies to k in any bounded domain
and implies that necessarily alternative (i) must hold. In other words, k is uniformly
bounded in L∞loc(R
2).
In particular,
uk(0)− uk(zk) = k(0) = O(1) as k →+∞
as claimed. 
Remark 1.7. Observe that, if we further assume
Vk → V uniformly in C0(B1)
by means of elliptic estimates and a diagonalization process, we may conclude that if
k satisﬁes (1.20), (1.21), and (1.18) holds, then along a subsequence
k →  uniformly in C2loc(R2) (1.22)
with  satisfying


− = |z|2V (0)e in R2,∫
R2
|z|2V (0)e < +∞. (1.23)
Solutions of (1.23) have been completely classiﬁed in [CL1] for  = 0 (see also [CW])
and [PT] for  > 0, and in complex notation take the form
(z) = log 
(1+ 18V (0)(1+)2 |z+1 + a|2)2
(1.24)
with  > 0, a ∈ C and a = 0 only if  ∈ N ∪ {0}.
Furthermore,
V (0)
∫
R2
|z|2e = 8(1+ ) (1.25)
(cf. [CL1,CL2,CW,PT]).
2. A version of Harnack inequality
This section contains the main ingredient necessary to derive (0.11). It concerns the
case where the sequence uk is subject to alternative (ii) of Proposition 1.4. In this
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situation we present an appropriate version of Harnack’s inequality suitable for our
purposes.
Theorem 2.1. Let uk satisfy (1.4) with
k0 , k →  ; 0 < aVkb and |∇Vk|A in B¯1. (2.1)
Suppose there exist ε0, C0 > 0 and a sequence {zk} ⊂ B1 such that
(i)zk → 0 , uk(zk)+ 2(k + 1) log |zk| → +∞, (2.2)
(ii) sup
|z|2ε0|zk |
{uk(z)+ 2(k + 1) log |z|} C0, (2.3)
(iii)
∫
|z| (1+ε0)|zk |
|z|2kVkeukC0. (2.4)
Set
vk(z) = uk(|zk|z)+ 2(k + 1) log |zk| (2.5)
then, along a subsequence, we have
either (a) max|z|ε0
vk →−∞, and inf
B1
uk max|z| r0|zk |
vk + 2(k + 1) log |zk| + C,
or (b) vk(0)→+∞, and inf
B1
uk − uk(0)+ C,
for suitable constants r0 > 0 and C depending only on a, b and A .
Proof. To simplify notation, without loss of generality, we take k = , ∀ k ∈ N.
Furthermore, by passing to a subsequence, we can further ensure that
Vk → V uniformly in C0loc(B1), (2.6)
and we lose no generality by taking
V (0) = 1. (2.7)
Observe that vk satisﬁes


−vk = |z|2Vk(|zk|z)evk , in D := {|z| < 1+ ε0},∫
D
|z|2Vk(|zk|z)evkC0,
sup
|z|2ε0
{vk(z)+ 2(+ 1) log |z|} C0.
(2.8)
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Thus, in view of Lemma 1.6, along a subsequence, we have that
eithervk(0) = max|z|2ε0 vk +O(1)→+∞, as k →+∞; (2.9)
or lim sup
k→+∞
max|z|2ε0
vk < +∞. (2.10)
In the latter case, we can derive a stronger statement by taking into account (2.2) and
noting that
vk
(
zk
|zk|
)
→+∞, as k →+∞. (2.11)
Therefore, vk admits a blow up point on the unit circle. By (2.10) we can apply Theorem
1.1 to vk in B1+ε0 and conclude that (a subsequence of it) must verify alternative (iii);
moreover, 0 /∈ S. Consequently,
max|z|ε0
vk →−∞ , as k →+∞. (2.12)
In order to proceed further we observe the following facts.
Fact 1. If (2.9) holds, then
εk = e−
uk(0)
2(+1) → 0, (2.13)
|zk|
εk
→+∞,
and, along a subsequence,
k(z) := uk(εkz)+ 2(+ 1) log εk →  uniformly in C2loc(R2), (2.14)
where  takes the form (1.24) and satisﬁes (0) = 0.
Clearly (2.9) implies that, uk(0) → +∞ and |zk |εk = e
vk(0)
2(+1) → +∞. Moreover, k
satisﬁes (1.20) in Bk := {|z|2ε0 |zk |εk }, and k(0) = 0. In addition, in view of (2.9),
max
Bk
k = k(0) + O(1) = O(1) as k → +∞. Therefore, we can argue as in Lemma
1.6 to conclude that k is uniformly bounded on every bounded set of R2. Thus, (2.14)
follows by taking into account the observations of Remark 1.7.
In case (2.9) is not available, we can conﬁde in (2.12) to obtain an analogous infor-
mation. To this purpose suppose that, along a subsequence, we have
zk
|zk| → z0 , k →+∞ with |z0| = 1. (2.15)
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Hence, by (2.11), z0 is a blow up point for vk , and we ﬁnd s0 ∈ (0, ε0) such that z0
is the only blow up point for vk in B¯s0(z0).
Let yk ∈ B¯s0(z0):
vk(yk) = max
B¯s0 (z0)
vk. (2.16)
Therefore, yk → z0 and vk(yk)→+∞.
Fact 2. Set
k = e− 12 vk(yk) → 0 , k(z) := vk(yk + kz)+ 2 log k (2.17)
along a subsequence, we have
k(z)→ (z) = log 1
(1+ 18 |z|2)2
uniformly in C2loc(R
2). (2.18)
In this case observe that for large k we have


−k = Ukek in Dk =
{
|z| < s02k
}
,
max
D¯k
k = k(0) = 0,∫
Dk
Uke
kC0
with Uk(z) = |yk + kz|2Vk(|zk|yk + |zk|kz) → 1 (= V (0) , by (2.7) ) uniformly
in C0loc(R
2). So, as before we can argue as in Lemma 1.7 to ﬁnd that, along a
subsequence, k →  uniformly in C2loc(R2), with  satisfying (1.23) with  = 0,
V (0) = 1 and (0) = max  = 0. So, by Remark 1.7 we arrive to (2.18).
To proceed further we use a moving plane technique as introduced in this context
by Brezis et al. [BLS]. For convenience, we use complex notation by identifying R2
with the complex plane in the usual way and deﬁne
k(t, 	) = uk(et+i	)+ 2(+ 1)t − A
a
et (2.19)
for (t, 	) ∈ Q = (−∞, 0] × [0, 2).
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A simple calculation shows that
−k = V˜k(t, 	)ek + A
a
et in Q
with V˜k(t, 	) = Vk(et+i	)e Aa et .
Thus, we can use assumption (2.1) to verify

t
(
V˜k(t, 	)e + A
a
et
)
0 , ∀  ∈ R , ∀ (t, 	) ∈ Q. (2.20)
Claim 1. For ﬁxed k, there exist  < 0 (depending on k) such that
∀ 
 <  , k(2
− t, 	)− k(t, 	) < 0, for 
 < t < 0 and 	 ∈ [0, 2).
(2.21)
To establish Claim 1 observe that
k(2
− t, 	)− k(t, 	)
+ ck , ∀ t ∈ [
2 , 0] , 	 ∈ [0, 2),
while

t
k(t, 	)2(+ 1)− cke


2 , ∀ t < 

2
, 	 ∈ [0, 2)
for suitable ck > 0 depending only on k. Thus, we can choose  sufﬁciently negative
(depending on k) such that ∀ 
:
k(2
− t, 	)− k(t, 	) < 0for t ∈ [
2 , 0] , 	 ∈ [0, 2),

t
k(t, 	) > 0 for t <


2
, 	 ∈ [0, 2)
and this ensures (2.21).
Therefore, it is well deﬁned
k = sup{0 : (2.21) holds}.
Claim 2.
min
	∈[0,2)
k(0, 	) max
	∈[0,2)
k(2k, 	) (2.22)
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To obtain (2.22) let, k(t, 	) = k(2k − t, 	) − k(t, 	). Hence, k0, and by
virtue of (2.20), k0 for (t, 	) ∈ [k, 0]×[0, 2). Thus, we can use the maximality
of k together with the strong maximum principle, to conclude that necessarily k must
vanish in {0} × [0, 2). This fact readily implies (2.22).
Our next task is to estimate k . We must proceed differently according to whether
(2.9) or (2.12) holds.
Claim 3. If (2.9) holds then
k log εk +O(1) (2.23)
with εk deﬁned in (2.13), and
inf
B1
uk − uk(0)+O(1), (2.24)
as k →+∞, and part (b) of our statement follows.
Proof. By the given assumption, we may use Fact 1, to obtain
uk(εkz)+ 2(+ 1) log εk → (z) = log 0(1+0|z+1−y0|2)2 , (2.25)
uniformly in C2loc(R
2), with  = 18(+1)2 (recall V (0) = 1), and 0 > 0, y0 ∈ C
suitable parameters such that 0 = (1+ 0|y0|2)2 (since (0) = 0) and y0 = 0 when
 ∈ (0,+∞) \N.
For (t, 	) ∈ Q, let
(t, 	) = (et+i	)+ 2(+ 1)t = log 0e
2(+1)t
(1+ 0|e(+1)(t+i	) − y0|2)2
.
By a symmetry result established in Theorem 2.5 of [PT] for solutions of (1.23), we
see that, for each ﬁxed 	 ∈ [0, 2), the function (·, 	) is symmetric with respect to
t = log 1√

,  = (02)
1
2(+1) , namely: (log 1√

− t, 	) = (log 1√

+ t, 	) ∀ t ∈ R,
∀ 	 ∈ [0, 2). Moreover (·, 	) is increasing for t < log 1√

, therefore decreasing for
t > log 1√

and attains its strict maximum value at t = log 1√

. Notice also that
(t, 	)2(+ 1)t + log 0, ∀ t. (2.26)
In addition, in view of (2.25) and (2.19), for every ﬁxed s ∈ R we have
sup
{t s, 	∈[0,2)}
∣∣k(t + log εk, 	)− (t, 	)∣∣→ 0 , as k →+∞. (2.27)
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From (2.27), for large k, we deduce
sup
{t4+log 1√

, 	∈[0,2)}
∣∣k(t + log εk, 	)− (t, 	)∣∣ < 1 (2.28)
and
k
(
4+ log 1√

+ log εk, 	
)
< k
(
log
1√

+ log εk, 	
)
, ∀ 	 ∈ [0, 2).
(2.29)
As a consequence of (2.29) we see that, for large k, (2.21) fails to hold when
 = log εk + log 1√ + 2 and t = log εk + log 1√ + 4, and (2.23) follows.
Hence, using (2.28) and (2.26), for k large, we can estimate
k(2k, 	)(2k − log εk, 	)+ 12(+ 1)
(
2k − log εk
)+ 1+ log 0
2(+ 1) log εk +O(1) = −uk(0)+O(1).
Thus, by means of (2.22), (2.19) and the superharmonicity of uk , we see that (2.24)
follows. 
Claim 4. If (2.12) holds, then
k log |zk| +O(1) as k →+∞ (2.30)
Proof. To establish (2.30), we use the convergence property (2.18) in Fact 2 which
gives
vk(yk + kz)+ 2 log k → log 1
(1+ 18 |z|2)2
, uniformly in C2loc(R
2).
Thus, for suitable  > 0 and k sufﬁciently large,
vk(yk + kz)vk(yk)− 2 , ∀ z : 12  |z|3. (2.31)
Let k ∈ (0,+∞) and 	k ∈ [0, 2) such that kei	k = yk . Observe that, k → 1, as
k →+∞, as yk → z0 and |z0| = 1.
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Consequently, in terms of k , we have
k
(
log |zk| + logk + 2 log(1+ s), 	k
)=vk ((1+ s)2yk)+ 2(+ 1) logk(1+ s)
−A
a
|zk|k(1+ s), ∀ s > 0.
So, we can use (2.31) to deduce
k
(
log |zk| + logk + 2 log(1+ k), 	k
)
< k
(
log |zk| + logk, 	k
)−  (2.32)
provided k is sufﬁciently large.
This shows that, for k sufﬁciently large, when  = log |zk|+ logk+ log(1+k) and
t = log |zk|+ logk+ 2 log(1+k), then inequality (2.21) fails to hold for 	 = 	k , and
we conclude (2.30).
At this point, we are ready to derive also part (a) of our statement.
Indeed, from (2.22) we have
inf
B1
uk= min
B1
uk = min
	∈[0,2)
k(0, 	)+ A
a
 max
	∈[0,2)
k(2k, 	)+ A
a
 max
	∈[0,2)
vk
(
e2k+i	
|zk|
)
+ 2(+ 1) (2k − log |zk|)+ A
a
 max|z| r0|zk |
vk + 2(+ 1) log |zk| + C,
for suitable constants r0 > 0 and C, and the desired conclusion follows. 
It is useful to specify a scaled version of Theorem 2.1.
Corollary 2.2. Under the assumption of Theorem 2.1 for every r ∈ (0, 1] we have
either (a) max|z|ε0 vk → −∞ and inf|z| r uk max|z| r0|zk | vk + 2(k + 1) log |zk| − 4(k +
1) log r + C
or (b) vk(0)→+∞ and inf|z| r uk − uk(0)− 4(k + 1) log r + C
for suitable C depending only on a, b and A, and r0 > 0.
Proof. For r ∈ (0, 1), deﬁne
uk,r (z) = uk(rz)+ 2(k + 1) log r on B 1
r
. (2.33)
We can apply Theorem 2.1 to uk,r with zk,r = 1r zk and Vk,r (z) = Vk(rz) which still
satisﬁes (2.1) in B¯1.
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Note that
vk,r (z) := uk,r (|zk,r |z)+ 2(k + 1) log |zk,r | = vk(z)
and so we conclude that
either (i) max|z|ε0 vk →−∞ and infB1 uk,r max|z| r0|zk | vk + 2(k + 1) log
|zk |
r
+ C
or (ii) vk(0)→+∞ and inf
B1
uk,r − uk,r (0)+ C.
For a suitable constant C depending only on a, b and A.
Consequently, when case (i) holds, we ﬁnd
inf|z|<r uk max|z| r0|zk |
vk + 2(k + 1) log |zk| − 4(k + 1) log r + C
Analogously, when (ii) is veriﬁed, then
inf|z|<r uk − uk(0)− 4(k + 1) log r + C. 
Remark 2.3. By direct inspection of the proof of Claim 3 in Theorem 2.1 it follows
that, whenever uk satisﬁes (2.13) and (2.14), then
inf
B1
uk − uk(0)+ C
or, in a scaled version,
inf|z|<r uk − uk(0)− 4(k + 1) log r + C , ∀ r ∈ (0, 1]; (2.34)
with C a suitable constant depending only on a, b and A (in (2.1)).
Since, along a subsequence, assumptions (2.13) and (2.14) above can be certainly
veriﬁed when (a subsequence of) uk satisﬁes alternative (i) in Proposition 1.4 (see
Lemma 1.7 and Remark 1.7), we derive that (2.34) holds in this case.
On the other hand, to handle alternative (ii) in Proposition 1.4, we observe the
following important consequence of Theorem 2.1:
Corollary 2.4. Under the assumptions of Theorem 2.1, suppose further that,
sup
{ k2  |z|2rk}
(uk(z)+ 2(k + 1) log |z|) C
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with
|zk|k < rk < 12 ;
for  > 0 and C > 0 suitable constants. Then, along a subsequence,
∫
{k |z| rk}
|z|2kVkeuk → 0 as k →+∞. (2.35)
Proof. For given r ∈ (k, rk), deﬁne uk,r as in (2.33). So,
−uk,r = |z|2kVk(rz)euk,r := fk,r in D :=
{ 1
2 < |z| < 2
}
,
sup
D¯
uk,rC + 2(sup k + 1) log 2 := C1 and ‖fk,r‖L∞(D)4sup k beC1 .
Thus, we can use Harnack’s principle (cf. [GT]) to conclude the existence of an uni-
versal constant  ∈ (0, 1) such that
sup
|z|=1
(
C1 − uk,r
)
 1

inf|z|=1
(
C1 − uk,r
)+K
with K a constant depending only on b and C.
Consequently,
sup
|z|=r
uk inf|z|=r uk + 2(k + 1)(− 1) log r +K1 (2.36)
with K1 independent of k and r. To proceed further recall that, according to Corollary
2.2, we must distinguish between two situations. In case
max|z|ε0
vk →−∞, (2.37)
then
inf|z|=r uk = inf|z|<r uk max|z| r0|zk | vk + 2(k + 1) log |zk| − 4(k + 1) log r + C. (2.38)
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Hence, if we insert (2.38) in (2.36) in this case we ﬁnd
∫
{k<|z|<rk}
|z|2kVk(z)eukCe
 max|z| ε0
vk |zk|2(k+1)
(
1
2(k+1)k
− 1
r
2(k+1)
k
)
C−2(k+1)e
 max|z| ε0
vk → 0 , as k →+∞
as follows by (2.37).
In the other case we have
vk(0)→+∞, (2.39)
and Corollary 2.2 implies that
inf|z|=r uk − uk(0)− 4(k + 1) log r + C. (2.40)
Inserting (2.40) in (2.36) in this situation we obtain
∫
{k<|z|<rk}
|z|2kVk(z)eukCe−uk(0)
(
1
2(k+1)k
− 1
r
2(k+1)
k
)
C−2(k+1)e−vk(0) → 0 , as k →+∞
as we ﬁnd by (2.39).
Thus (2.35) is established in any case. 
3. The main result
We are now in position to state and prove our main result:
Theorem 3.1. Let uk satisfy (1.4), (1.5) and assume (2.1), then
 ∈ 8N ∪ {8(1+ )+ 8 (N ∪ {0})} . (3.1)
Proof. Recall that, without loss of generality, we can assume (2.6) and (2.7). Fur-
thermore, we can apply Proposition 1.4 to uk , and (along a subsequence) consider
separately alternatives (i) and (ii).
Claim 1. If (1.8) holds, then  = 8(1+ ).
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To establish the claim, note that by Lemma 1.6 we have
uk(0) = max|z|2ε0 uk +O(1) as k →+∞ (3.2)
So
εk = e−
uk(0)
2(k+1) → 0 as k →+∞ (3.3)
and, along a subsequence,
k := uk(εkz)+ 2(k + 1) log εk →  uniformly in C2loc(R2) (3.4)
with  described in (2.25).
Since
∫
R2
|z|2e = 8(1+ ),
we ﬁnd Rk →+∞ such that (along a subsequence)
∫
{|z|Rkεk}
|z|2Vkeuk → 8(1+ ) as k →+∞.
Also, for every r ∈ (εkRk, ε0), we can apply Harnack’s principle as in the proof of
Corollary 2.4, to derive
sup
|z|=r
uk inf|z|=r uk + 2(k + 1)(− 1) log r + C (3.5)
with  ∈ (0, 1) and C > 0 independent of k and r.
Furthermore, in view of (3.3) and (3.4), we can use Remark 2.3 to derive that
inf|z|=r uk = inf|z|<r uk − uk(0)− 4(k + 1) log r + C. (3.6)
Inequality (3.6), combined with (3.5) yields the estimate
|z|2kVkeukC e
−uk(0)
r2(k+1)+2
(3.7)
for |z| = r and C independent on r and k.
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Consequently,
0
∫
{εkRk |z|ε0}
|z|2kVkeukCe−uk(0)
(
1
(Rkεk)2(k+1)
− 1
ε
2(k+1)
0
)
 C
R
2(k+1)
k
→ 0 as k →+∞.
So, we conclude that,
∫
{|z|ε0}
|z|2kVkeuk =
∫
{|z|εkRk}
|z|2kVkeuk + o(1) = 8(1+ )+ o(1)
and the desired conclusion follows by (1.5), letting k →+∞.
Next, we consider the case where alternative (ii) holds in Proposition 1.4. In this
situation, we can apply Corollary 2.4 (with zk = z1,k) and derive
∫
{ 1
ε0
|zm,k | |z|1}
|z|2kVkeuk → 0 as k →+∞
and similarly, for m2,
∫
{ 1
ε0
|zj,k | |z|ε0|zj+1,k |}
|z|2kVkeuk → 0 as k →+∞ ; ∀ j = 1, . . . , m− 1.
Consequently,
∫
{|z|<1}
|z|2kVkeuk=
∫
{|z|ε0|z1,k |}
|z|2kVkeuk +
m∑
j=1
∫
{ε0|zj,k | |z| 1ε0 |zj,k |}
×|z|2kVkeuk + o(1) (3.8)
as k →+∞.
Set
D0 =
{
z : ε0 < |z| < 1
ε0
}
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and deﬁne
vj,k(z) = uk(|zj,k|z)+ 2(k + 1) log |zj,k| (3.9)
j = 1, . . . , m. Then
−vj,k = Vj,k(z)evj,k in D0, (3.10)∫
D0
Vj,k(z)e
vj,kC0, (3.11)
where Vj,k(z) = |z|2kVk(|zj,k|z) satisﬁes
0 < a1Vj,kb1 and |∇Vj,k|A1 in D0 (3.12)
with C0 > 0, a1, b1 and A1 suitable constants.
Passing to a subsequence if necessary, set
0 = lim
k→+∞
∫
{|z|ε0}
V1,ke
v1,k , (3.13)
j = lim
k→+∞
∫
D0
Vj,ke
vj,k (3.14)
so that, by (3.8), we ﬁnd
 = 0 +
m∑
j=1
j .
Concerning 0 we have:
Claim 2.
Either 0 = 8(1+ ) or 0 = 0. (3.15)
In fact, we can simply apply Theorem 2.1 (with zk = z1,k) to obtain that (along a
subsequence) either, max{|z|ε0} v1,k → −∞ and 0 = 0 in this case; or v1,k(0) →
+∞. In this situation we see that zero is the only blow up point of v1,k in B2ε0 , where
we can apply Theorem 1.3 and conclude that (along a subsequence) V1,k(z)ev1,k ⇀
0z=0 weakly in the sense of measure in B2ε0 .
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Since, max|z|2ε0
{
v1,k + 2(k + 1) log |z|
}
C, we can use Claim 1 above for v1,k and
obtain 0 = 8(1+ ) in this case.
Concerning the values j , note that by (1.10) and (1.11) we have that
max
D0\{2ε0 |z| 12ε0 }
vj,kC
while (1.9) implies
vj,k
(
zj,k
|zj,k|
)
→+∞ as k →+∞
Therefore, the blow up set Sj of vj,k has the following property:
Sj is non-empty, Sj ⊂ {2ε0 |z| 12ε0 } ⊂⊂ D0. (3.16)
Hence, along a subsequence, we are in position to apply Li-Shafrir’s result [LS] around
each point of Sj and derive j ∈ 8N, ∀ j = 1, . . . , m. Thus, by taking into account
(3.15), the desired conclusion easily follows. 
4. Examples
To better illustrate the content (and sharpness) of Theorem 3.1, next we present some
instructive examples.
To this purpose, we recall Liouville formula [Li] that classiﬁes all solutions for the
equation:
−u = eu in D (4.1)
as given by
u(z) = log 8|f
′(z)|2
(1+ |f (z)|2)2 (4.2)
with f meromorphic and locally univalent in the domain D ⊂ C (≡ R2). We refer to
[Y] for different proofs of this result.
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In particular, if we take f (z) = z+1(z)(z) in Liouville’s formula (4.2), with  and
 holomorphic functions non-vanishing at the origin, then for  ∈ R we ﬁnd that
u(z) = log
(
82
∣∣(+ 1)(z)(z)+ z(′(z)(z)− (z)′(z))∣∣2
(2|(z)|2 + |(z)|2|z|2(+1))2
)
(4.3)
deﬁnes a solution for
−u = |z|2eu in D (4.4)
with D a domain where
(+ 1)(z)(z)+ z(′(z)(z)− (z)′(z)) = 0.
By suitable choices of ,  and , we are able to construct solution sequences uk for
(4.4) in D = B1 such that, for any given m ∈ N, we have
|z|2euk ⇀ 8mz=0, weakly in the sense of measure in B1; (4.5)
or, for any given m ∈ N ∪ {0}, we have
|z|2euk ⇀ (8(1+ )+ 8m) z=0, weakly in the sense of measure in B1.
(4.6)
Our method is inspired by the construction given by X. Chen [Ch] to derive (4.5) when
 = 0.
We start with (4.5), and in (4.3) take
(z) = 1 , (z) = (zm − 1)eg(z) (4.7)
with g holomorphic in B1, g(0) = 0 such that,
(+ 1)(zm − 1)−mzm − z(zm − 1)g′(z) = −(+ 1)ezm log m+1 .
In other words, g(z) is the holomorphic function deﬁned by the conditions:
{
g′(z) = (+1)ez
m log m+1−mzm+(+1)(zm−1)
z(zm−1) ,
g(0) = 0.
(4.8)
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Notice that the right-hand side of (4.8) deﬁnes an entire function as it is well deﬁned
also at z = 0 and at the m-roots of the unity:
zj = e 2jm i , j = 0, 1, . . . , m− 1. (4.9)
Consequently, for every  ∈ R
v(z) = log
(
8(+ 1)22|eg(z)|2|ezm log m+1 |2
(|z|2(+1) + 2|zm − 1|2|eg(z)|2)2
)
(4.10)
deﬁnes a solution for (4.4) in the whole plane.
Our next task is to determine a sequence of k →+∞ such that
∫
{|z|<k}
|z|2evk → 8m as k →+∞.
For every ε ∈ (0, 1), choose ε > 0 sufﬁciently small so that the balls Bε (zj ) are
mutually disjoint, ∀ j = 0, 1, . . . , m− 1, and the following estimates:
(1− ε) 12 |eg(zj )|2 < |eg(z)|2 < (1+ ε) 12 |eg(zj )|2,
(1− ε) < |z2(+1)| < (1+ ε),
(1− ε) 32m2 < ∣∣(+ 1)zezm log m+1 ∣∣2 < (1+ ε) 32m2,
(1− ε) 12m2 < ∣∣ zm−1
z−zj
∣∣2 < (1+ ε) 12m2
hold for every z ∈ Bε (zj ), and ∀ j = 0, 1, . . . , m− 1.
Hence, setting j = m|eg(zj )| and rj,ε = εj , by virtue of those estimates we ﬁnd
8
(
1− ε
1+ ε
)2 ∫
{|z|<rj,ε}
1
(1+ |z|2)2<
∫
Bε (zj )
|z|2ev(z)
< 8
(
1+ ε
1− ε
)2 ∫
{|z|<rj,ε}
1
(1+ |z|2)2 . (4.11)
Recalling that
∫
{|z|<rj,ε}
1
(1+ |z|2)2 →  as →+∞,
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from (4.11) we may conclude that ∀ ε > 0, there exist ε > 0 and ε > 1 so that,
∀  > ε:
∫
Bε (zj )
|z|2ev(z) = 8+O(ε) , ∀ j = 0, 1, . . . , m− 1.
On the other hand, in R, = BR \ ∪m−1j=0 B(zj ), R > 1, we have
∫
R,
|z|2ev 8(+ 1)
2R2(+1)e2R
m log m+1
24m min|z|R |e
g(z)|2 . (4.12)
Hence, by choosing ε = 1
k
and R = k, we ﬁnd k → 0, k → +∞ such that,
as k →+∞, we have:
∫
∪m−1j=0 Bk (zj )
|z|2evk = 8m+ o(1),
∫
Bk\∪m−1j=0 Bk (zj )
|z|2evk = o(1).
In particular notice that, from (4.12), necessarily
k
k+1
→+∞. (4.13)
In B1 deﬁne
uk(z) = vk (kz)+ 2(+ 1) log k,
i.e.
uk(z) = log 8(+ 1)
2k2(+1)2k|eg(kz)|2|e(kz)
m log m+1 |2
(k2(+1)|z|2(+1) + 2k|(kz)m − 1|2|eg(kz)|2)2
.
Therefore, uk satisﬁes (4.4) in B1, and from our choice of k , it follows
uk
(zj
k
)
= log
(
8k2(+1)2k2j
)
→+∞ , ∀ j = 0, 1, . . . , m− 1,
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∫
B1
|z|2euk =
∫
Bk
|z|2evk = 8m+ o(1),
sup
r |z|1
|z|2euk → 0 , for every r ∈ (0, 1)
as k →+∞.
Thus, uk veriﬁes (4.5).
Remark 4.1. Observe that, although zero is a blow up point for uk ,
uk(0) = log 8(+ 1)
2k2(+1)
2k
→−∞ as k →+∞
as follows from (4.13).
In order to construct a sequence satisfying (4.6), we proceed in an analogous way.
For m = 0, just take k →+∞, and set
uk(z) = log 8(+ 1)
22k
(1+ 2k|z|2(+1))2
.
It satisﬁes (4.4) in B1, in addition to the following properties:
(i) uk(0) = log 8(+ 1)22k →+∞ as k →+∞,
(ii)
∫
{|z|1}
|z|2euk =
∫
{|z|1}
8(+ 1)2|z|22k
(1+ 2k|z|2(+1))2
= 8(1+ )2
∫
{|z|
1
1+
k }
|z|2
(1+ |z|2(+1))2
sup
{r |z|1}
|z|2euk = O
(
1
2k
)
, for every r ∈ (0, 1).
Since,
∫
{|z|
1
1+
k }
|z|2
(1+ |z|2(+1))2 →
∫
R2
|z|2
(1+ |z|2(+1))2 =

+ 1 as k →+∞
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in view of the properties above, we promptly verify that uk satisﬁes (4.6) with m = 0.
For m ∈ N, in (4.3) take
(z) = 1

and (z) = (zm − 1)eg(z)
with g(z) the holomorphic function deﬁned by the conditions:
{
g′(z) = − (+1)ez
m(log m+1+i)+mzm+(+1)(zm−1)
z(zm−1) ,
g(0) = 0.
Hence,
v(z) = log
(
8(+ 1)22|eg(z)|2|ezm(log m+1+i)|2
(1+ 2|z|2(+1)|zm − 1|2|eg(z)|2)2
)
satisﬁes (4.4) in the plane.
Similarly to the case (4.10), we can establish that
∀ ε > 0, there exist ε > 0 and ε > 1:∫
∪m−1j=0 Bε (zj )
|z|2ev(z) = 8m+O(ε) (4.14)
for every ε, with zj deﬁned in (4.9). Moreover, for  > 0 small, setting D =
∪m−1j=0 B(zj ) ∪ B(0), we have:
∫
BR\D
|z|2ev 8(1+ )
2R2(+1)e2R
m(log m+1+)
24(m+1+) min|z|R |e
g(z)|2 . (4.15)
On the other hand, around the origin we see that, for any given ε > 0 there exists
ε > 0 such that,
1− ε < ∣∣eg(z)+zm(log m+1+i)∣∣2 < 1+ ε,
1− ε < ∣∣(zm − 1)eg(z)∣∣2 < 1+ ε,
for every z ∈ Bε (0).
Consequently, in Bε (0) the following estimate holds:
8(1+ )2(1− ε)2|z|2
(1+ (1+ ε)2|z|2(+1))2 < |z|
2ev <
8(1+ )2(1+ ε)2|z|2
(1+ (1− ε)2|z|2(+1))2 ,
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and setting r±ε = ε(1± ε)
1
2(1+) , we ﬁnd
8(+ 1)2
∫
Bε (0)
2|z|2
(1+ (1± ε)2|z|2(+1))2=
8(+ 1)2
1± ε
∫
{|z| r±ε 
1
1+ }
|z|2
(1+ |z|2(+1))2
→ 8(1+ )
1± ε as →+∞.
Thus, for ε > 0 sufﬁciently small and ε > 1 sufﬁciently large, we can also ensure
that
∫
Bε (0)
|z|2ev = 8(1+ )+O(ε) ∀ ε. (4.16)
At this point, we can combine (4.14)–(4.16), and argue as above to ﬁnd k → +∞
such that
∫
{|z|<k}
|z|2evk = 8(1+ )+ 8m+O
(
1
k
)
as k →+∞.
Thus, exactly as for the previous example, we see that
uk(z) = vk (kz)+ 2(+ 1) log k
veriﬁes (4.6).
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