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The existence and decay rates of strong solutions
for Navier-Stokes Equations in Bessel-potential spaces
D. Q. Khai, N. M. Tri
Institute of Mathematics, VAST
18 Hoang Quoc Viet, 10307 Cau Giay, Hanoi, Vietnam
Abstract: In this paper, we prove some results on the existence and decay
properties of high order derivatives in time and space variables for local and
global solutions of the Cauchy problem for the Navier-Stokes equations in
Bessel-potential spaces.
§1. Introduction
This paper studies the Cauchy problem of the incompressible Navier-
Stokes equations (NSE) in the whole space Rd for d ≥ 2,

∂tu = ∆u−∇.(u⊗ u)−∇p,
∇.u = 0,
u(0, x) = u0,
which is a condensed writing for

1 ≤ k ≤ d, ∂tuk = ∆uk −
∑d
l=1 ∂l(uluk)− ∂kp,∑d
l=1 ∂lul = 0,
1 ≤ k ≤ d, uk(0, x) = u0k.
The unknown quantities are the velocity u(t, x) = (u1(t, x), . . . , ud(t, x)) of
the fluid element at time t and position x and the pressure p(t, x).
There is an extensive literature on the existence and decay rate of strong
solutions of the Cauchy problem for NSE.
The existence of strong solutions: The global well-posedness of strong solu-
tions for small initial data in the critical Sobolev space H˙
1
2 (R3) is due to Fu-
jita and Kato [8], also in [5], Chemin has proved the case ofHs(R3), (s > 1/2).
In [14], Kato has proved the case of the Lebesgue space L3(R3). In [15], Koch
and Tataru have proved the case of the space BMO−1 (see also [7, 4, 22].
Recently, the authors of this article have considered NSE in mixed-norm
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Sobolev-Lorentz spaces and Sobolev-Fourier-Lorentz spaces, see [16] and [17]
respectively. In [19] we prove that NSE are well-posed when the initial da-
tum belongs to the Sobolev spaces H˙
d
p
−1
p (Rd) with (1 < p ≤ d). In [18],
We considered the initial value problem for the non stationary Navier-Stokes
equations on torus T3 = R3/Z3 and showed that NSE are well-posed when
the initial datum belongs to Sobolev spaces Vα := D(−∆)α/2 with 12 < α < 32 .
The time-decay of strong solutions: In [24], Maria E. Schonbek established
the decay of the homogeneous Hm norms for solutions to NSE in two
dimensions. She showed that if u is a solution to NSE with an arbitrary
u0 ∈ Hm ∩ L1(R2) with m ≥ 3 then
‖Dαu‖22 ≤ Cα(t+1)−(|α|+1) and ‖Dαu‖∞ ≤ Cα(t+1)−(|α|+
1
2
) for t ≥ 1, |α| ≤ m.
Zhi-Min Chen [3] showed that if u0 ∈ L1(Rd) ∩ Lp(Rd), (d ≤ p < ∞) and
‖u0‖1 + ‖u0‖p is small enough then there is a unique solution
u ∈ BC([0,∞);L1 ∩ Lp), which satisfies decay property
sup
t>0
t
d
2
(‖u‖∞ + t 12‖Du‖∞ + t 12‖D2u‖∞) <∞.
Kato [14] studied strong solutions in the spaces Lq(Rd) by applying the
Lq − Lp estimates for the semigroup generated by the Stokes operator. He
showed that there is T > 0 and a unique solution u, which satisfies
t
1
2
(1− d
q
)u ∈ BC([0, T );Lq), for d ≤ q ≤ ∞,
t
1
2
(2− d
q
)∇u ∈ BC([0, T );Lq), for d ≤ q ≤ ∞,
as u0 ∈ Ld(Rd). He showed that T =∞ if
∥∥u0∥∥Ld(Rd) is small enough.
Cannone [6] generalized the results of Kato. He showed that if u0 ∈ Ld and∥∥u0∥∥
B˙
d
q−1,∞
q
, (q > d) is small enough then there is a unique solution u, which
satisfies
t
1
2
(1− d
q
)u ∈ BC([0,∞);Lq), for q ≥ d.
Note that the condition on the initial data of Cannon is weaker than that of
Kato. In 2002, Cheng He and Ling Hsiao [13] extended the results of Kato.
They estimated the decay rates of higher order derivatives in time and space
variables for the strong solution to NSE with initial data in Ld(Rd). They
showed that if
∥∥u0∥∥Ld(Rd) is small enough then there is a unique solution u,
which satisfies
t
1
2
(1+|α|+2α0− dq )DαxD
α0
t u ∈ BC([0,∞);Lq), for q ≥ d,
t
1
2
(2+|α|− d
q
)Dαxp ∈ BC([0,∞);Lq), for q ≥ d,
2
where α = (α1, α2, ..., αd), |α| = α1 + α2 + ... + αd and α0 ∈ N. Dαx denotes
∂
|α|
x = ∂|α|/(∂α1x1 ∂
α2
x2 ...∂
αd
xd
), ∂α0t = ∂
α0/∂tα0 .
In 2005, Okihiro Sawada [23] obtained the decay rate of solutions to NSE
with initial data in H˙
d
2
−1(Rd). He showed that every mild solution in the
class
u ∈ BC([0, T ); H˙ d2−1) and t 12 (d2− dp )u ∈ BC([0, T ); H˙
d
2
−1
p ),
for some T > 0 and p ∈ (2,∞] satisfies
‖u(t)‖H˙αq ≤ K1(K2α˜)α˜t−
α˜
2 for q ≥ 2, α > d
2
−1, t ∈ (0, T ], and α˜ := α+1− d
q
,
where constants K1 and K2 depend only on d, p,M1, and M2 with
M1 = sup
0<t<T
‖u(t)‖
H˙
d
2
−1 and M2 = sup
0<t<T
t
d
2
( 1
2
− 1
p
)‖u(t)‖
H˙
d
2
−1
p
.
Finally, we state here some known results regarding globally-defined mild
solutions to NSE evolving from possibly large data.
Theorem 1. (Decay in R3). Let u ∈ C([0,+∞), X) be a global solution to
NSE for some divergence-free u0 ∈ X, where X is either H˙ 12 (R3) or L3(R3).
Then lim
t→∞
∥∥u(t)∥∥
X
= 0.
This is proved for X = H˙
1
2 (R3) in [10], and for L3(R3) in [11].
In this paper, we discuss the existence and decay properties of high order
derivatives in time and space variables for local and global solutions of the
Cauchy problem for the NSE with initial data in Bessel-potential spaces
H˙
d
p
−1
p (Rd), (1 < p < ∞). By using several tools from harmonic analysis, we
obtain decay estimates for derivatives of arbitrary order. The estimate for
the decay rate is optimal in the sense that it coincides with the decay rate
of a solution to the heat equation. This result improves the previous ones.
The content of this paper is as follows: in Section 2, we state our main the-
orem after introducing some notations. In Section 3, we first establish some
estimates concerning the heat semigroup with differential. We also recall
some auxiliary lemmas and several estimates in the homogeneous Sobolev
spaces and Besov spaces. Finally, in Section 4, we will give the proof of the
main theorems.
§2. Statement of the results
Now, for T > 0, we say that u is a mild solution of NSE on [0, T ] cor-
responding to a divergence-free initial datum u0 when u solves the integral
equation
u = et∆u0 −
∫ t
0
e(t−τ)∆P∇.(u(τ, .)⊗ u(τ, .))dτ.
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Above we have used the following notation: for a tensor F = (Fij) we define
the vector∇.F by (∇.F )i =
∑d
j=1 ∂jFij and for two vectors u and v, we define
their tensor product (u⊗v)ij = uivj. The operator P is the Helmholtz-Leray
projection onto the divergence-free fields
(Pf)j = fj +
∑
1≤k≤d
RjRkfk,
where Rj is the Riesz transforms defined as
Rj =
∂j√−∆ i.e. R̂jg(ξ) =
iξj
|ξ| gˆ(ξ).
The heat kernel et∆ is defined as
et∆u(x) = ((4πt)−d/2e−|.|
2/4t ∗ u)(x).
For a space of functions defined on Rd, say E(Rd), we will abbreviate it as E.
We denote by Lq := Lq(Rd) the usual Lebesgue space for q ∈ [1,∞] with the
norm ‖.‖q, and we do not distinguish between the vector-valued and scalar-
value spaces of functions. We define the Bessel-potential space by H˙sq :=
Λ˙−sLq equipped with the norm
∥∥f∥∥
H˙sq
:= ‖Λ˙sf‖q. Here Λ˙s := F−1|ξ|sF ,
where F and F−1 are the Fourier transform and its inverse, respectively.
Λ˙ =
√−∆ is the homogeneous Calderon pseudo-differential operator defined
as ̂˙Λg(ξ) = |ξ|gˆ(ξ). For any collection of Banach (Xm)Mm=1 and X = X1 ∩
... ∩ Xm, we’ll always set ‖g‖ =
(∑m=M
m=1 ‖g‖Xm
) 1
2 . Similarly, vector-valued
f = (f1, ..., fM), we define ‖f‖ =
(∑m=M
m=1 ‖fm‖X
) 1
2 . Throughout the paper,
we sometimes use the notation A . B as an equivalent to A ≤ CB with a
uniform constant C. The notation A ≃ B means that A . B and B . A.
Now we can state our result
Theorem 2. Let 1 < p <∞ be fixed, then
(A) (Local existence) For any initial data u0 ∈ H˙
d
p
−1
p (Rd) with ∇.u0 = 0,
there exists a positive T = T (u0) such that NSE has a unique mild solution
u satisfying
(i) t
1
2
(s+1− d
q
)Λ˙su ∈ BC([0, T );Lq), for q ≥ p, s ≥ d
p
− 1,
(ii) t
1
2
(s+1+2n− d
q
)Λ˙sDnt u ∈ BC([0, T );Lq), for q ≥ p, s ≥
d
p
− 1, n ∈ N,
(iii) t
1
2
(s+2− d
q
)Λ˙sp ∈ BC([0, T );Lq) q ≥ p, s ≥ max{d
p
− 1, 0}.
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(B) (Global existence) For all q˜ > max{p, d} there exists a positive constant
σq˜,d such that if ∥∥u0∥∥
B˙
d
q˜
−1,∞
q˜
≤ σq˜,d, (1)
then the existence time T in point (A) for the solution u is equal to +∞.
Moreover, we have
(a) lim
t→∞
t
1
2
(s+1− d
q
)
∥∥u(t)∥∥
H˙sq
= 0, for q ≥ p, s ≥ d
p
− 1,
(b) lim
t→∞
t
1
2
(s+1+2n− d
q
)
∥∥Dnt u(t)∥∥H˙sq = 0, for q ≥ p, s ≥ dp − 1, n ∈ N,
(c) lim
t→∞
t
1
2
(s+2− d
q
)
∥∥p(t)∥∥
H˙sq
= 0 for q ≥ p, s ≥ max{d
p
− 1, 0}.
Remark 1. Our result improves the previous ones for Ld(Rd) and H˙
d
2
−1(Rd).
These spaces, studied in [13] and [23], are particular cases of the Bessel spaces
H˙
d
p
−1
p with p = d and p = 2, respectively. We have the following imbeddings
H˙
d
p
−1
p (R
d)(1<p<2) →֒ H˙ d2−1(Rd) →֒ Ld(Rd) →֒ H˙
d
p
−1
p (R
d)(p>d).
Furthermore, we obtain statements that are stronger than those of Cheng
He and Ling Hsiao [13] and Okihiro Sawada [23] but under a much weaker
condition on the initial data.
We show that the condition (1) on the initial data in Theorem 1 is weaker
than the condition in [13]. We have Ld(Rd) →֒ B˙
d
q˜
−1,∞
q˜ (R
d), (q˜ > d), but these
two spaces are different. Indeed, we have
∣∣x∣∣−1 /∈ Ld and ∣∣x∣∣−1 ∈ B˙ dq˜−1,∞q˜ for
all q˜ > d.
Theorem 3. Let d ≥ 2 and 1 < p ≤ d be fixed, then
(a) For all q˜ > d there exists a positive constant δq˜,d such that for all
u0 ∈ H˙
d
p
−1
p (Rd) with div(u0) = 0 satisfying∥∥u0∥∥
B˙
d
q˜
−1,∞
q˜
≤ σq˜,d,
NSE has a unique global mild solution u ∈ BC([0,+∞), H˙
d
p
−1
p (Rd)). More-
over, we have
lim
t→∞
∥∥u(t)∥∥
H˙
d
p−1
p
= 0.
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In the case d = 3 we have the following result.
(b)(Decay in R3) Let u ∈ C([0,+∞), H˙
3
p
−1
p (R3)) be a global solution to NSE
for some divergence-free u0 ∈ H˙
3
p
−1
p (R3). Then
lim
t→∞
∥∥u(t)∥∥
H˙
3
p−1
p
= 0. (2)
Remark 2. Our result extends the previous ones for L3(R3) and H˙
1
2 (R3).
These spaces, studied in [11] and [10], are particular cases of the Bessel spaces
H˙
3
p
−1
p (R3) with p = 3 and p = 2, respectively.
§3. Tools from harmonic analysis
In this section we prepare some auxiliary lemmas.
We first establish the Lp−Lq estimate for the heat semigroup with differential.
Lemma 1. Assume that d ≥ 1 and s ≥ 0, t > 0 and 1 ≤ p ≤ q ≤ ∞. Then
for all f ∈ Lp we have
t
d
2
( 1
p
− 1
q
)+ s
2 Λ˙set∆f ∈ BC([0,∞);Lq(Rd)) and ∥∥Λ˙set∆f∥∥
q
≤ Ct− d2 ( 1p− 1q )− s2‖f‖p.
where C is a positive constant which depends only on as, p, q, and d.
Proof. See [23].
In order to obtain our theorem we must establish the estimates for bilinear
terms. We thus need a version of Ho¨lder type inequality in Bessel-potential
spaces.
Lemma 2. Let 1 < r, p1, p2, q1, q2 < ∞ and s ≥ 0 satisfying 1r = 1p1 + 1q1 =
1
p2
+ 1
q2
. Then there exists a constant C = C(d, s, p1, p2, q1, q2) such that for
all f ∈ H˙sp1(Rd) ∩ Lp2(Rd) and for all g ∈ H˙sq2(Rd) ∩ Lq1(Rd) we have∥∥fg∥∥
H˙sr
≤ C(∥∥f∥∥
H˙sp1
‖g‖q1 + ‖f‖p2
∥∥g∥∥
H˙sq2
)
.
Proof. See [12].
Lemma 3. Let γ, θ ∈ R and t > 0, then
(a) If θ < 1 then∫ t
2
0
(t− τ)−γτ−θdτ = Ct1−γ−θ, where C =
∫ 1
2
0
(1− τ)−γτ−θdτ <∞.
(b) If γ < 1 then∫ t
t
2
(t− τ)−γτ−θdτ = Ct1−γ−θ, where C =
∫ 1
1
2
(1− τ)−γτ−θdτ <∞.
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The proof of this lemma is elementary and may be omitted.
Theorem 4. (Calderon-Zygmund theorem).
The Riesz transforms Rj =
∂j√−∆ defined by F(Rjg)(ξ) =
iξj
|ξ| fˆ(ξ) are bounded
from H1 to L1, from L∞ to BMO, and Lq to Lq for 1 < q <∞.
Lemma 4. (Sobolev inequalities).
If s1 > s2, 1 < q1, q2 <∞, and s1− dq1 = s2− dq2 , then we have the following
embedding mapping
H˙s1q1 →֒ H˙s2q2 .
In this paper we use the definition of the homogeneous Besov space B˙s,pq
in [2, 1]. The following lemmas will provide a different characterization of
Besov spaces B˙s,pq in terms of the heat semigroup and will be one of the staple
ingredients of the proof of Theorem 2.
Lemma 5. Let 1 ≤ p, q ≤ ∞ and s < 0 then the two quantities(∫ ∞
0
(
t−
s
2
∥∥et∆f∥∥
q
)pdt
t
)1/p
and
∥∥f∥∥
B˙s,pq
are equivalent,
where B˙s,pq is the homogeneous Besov space.
Proof. See ([7], Proposition 1, p. 181 and Proposition 3, p. 182), or see
([20], Theorem 5.4, p. 45).
Let us recall following result on solutions of a quadratic equation in Ba-
nach spaces (Theorem 22.4 in [20], p. 227).
Theorem 5. Let E be a Banach space, and B : E×E → E be a continuous
bilinear map such that there exists η > 0 so that
‖B(x, y)‖ ≤ η‖x‖‖y‖,
for all x and y in E. Then for any fixed y ∈ E such that ‖y‖ ≤ 1
4η
, the
equation x = y −B(x, x) has a unique solution x ∈ E satisfying ‖x‖ ≤ 1
2η
.
§4. Proof of Theorems 2 and 3
In this section we shall give the proof of Theorems 2 and 3. We now need
four more lemmas. In order to proceed, we define an auxiliary space Ksq,T .
Let s, q, T be such that
q ∈ (1,+∞), s ≥ d
q
− 1, and 0 < T ≤ ∞,
7
we set
α = α(s, q) = s+ 1− d
q
.
In the case T < ∞, we define the auxiliary space Ksq,T which is made up by
the functions u(t, x) such that
t
α
2 u ∈ C([0, T ]; H˙sq )
and
lim
t→0
t
α
2
∥∥u(t, .)∥∥
H˙sq
= 0. (3)
In the case T =∞, we define the auxiliary space Ksq,∞ which is made up by
the functions u(t, x) such that
t
α
2 u ∈ BC([0,∞); H˙sq ),
lim
t→0
t
α
2
∥∥u(t, .)∥∥
H˙sq
= 0, (4)
and
lim
t→∞
t
α
2
∥∥u(t, .)∥∥
H˙sq
= 0. (5)
The auxiliary space Ksq,T is equipped with the norm∥∥u∥∥Ks
q,T
:= sup
0<t<T
t
α
2
∥∥u(t, .)∥∥
H˙sq
.
In the case s = d
q
−1 it is also convenient to define the space Ksq,T as the nat-
ural space C([0, T ); H˙sq (R
d)) with the additional condition that its elements
u(t, x) satisfy
lim
t→0
∥∥u(t, .)∥∥
H˙sq
= 0,
if T =∞ then its elements u(t, x) satisfy the additional condition
lim
t→∞
∥∥u(t, .)∥∥
H˙sq
= 0.
Remark 3. The auxiliary space Kq := K0q,T (q ≥ d, 0 < T < ∞) was
introduced by Weissler and systematically used by Kato [14] and Cannone
[6]. In the case T =∞, the space Kq of Kato isn’t restricted by the condition
(5).
Lemma 6. If u0 ∈ H˙
d
p
−1
p (Rd), (1 < p <∞) then
(a) For all q and s satisfying q ≥ p and s ≥ d
p
− 1 we have
t
1
2
(s+1− d
q
)et∆u0 ∈ BC([0,∞); H˙sq ) (6)
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and
lim
t→∞
t
1
2
(s+1− d
q
)
∥∥et∆u0∥∥H˙sq = 0. (7)
(b) For all q and s satisfying q > p and s ≥ d
p
− 1 we have
et∆u0 ∈ Ksq,∞.
(c) For all q and s satisfying q > p and s > d
q
− 1 we have
et∆u0 ∈ Ksq,∞.
Proof. (a) By applying Lemma 1 for Λ˙
d
p
−1u0 ∈ Lp, we have
t
1
2
(s+1− d
q
)Λ˙set∆u0 = t
1
2
(s+1− d
q
)Λ˙s−
d
p
+1et∆Λ˙
d
p
−1u0 ∈ BC([0,∞);Lq). (8)
The relation (8) is equivalent to the relation (6).
We now prove the equality (7), it is easily prove that
lim
n→∞
∥∥∥XnΛ˙ dp−1u0∥∥∥
p
= 0, (9)
where Xn(x) = 0 for x ∈ {x : |x| < n} ∩ {x :
∣∣Λ˙ dp−1u0(x)∣∣ < n} and
Xn(x) = 1 otherwise. Let p∗ be such that 1 < p∗ < p. Applying Lemma 1,
we get
t
1
2
(s+1− d
q
)‖et∆u0‖H˙sq = t
1
2
(s+1− d
q
)
∥∥Λ˙s− dp+1et∆Λ˙ dp−1u0∥∥q ≤
t
1
2
(s+1− d
q
)
∥∥Λ˙s− dp+1et∆(XnΛ˙ dp−1u0)∥∥q + t 12 (s+1− dq )∥∥Λ˙s− dp+1et∆((1−Xn)Λ˙ dp−1u0)∥∥q
≤ C∥∥XnΛ˙ dp−1u0∥∥p + t d2 ( 1p− 1p∗ )∥∥(1− Xn)Λ˙ dp−1u0∥∥p∗
≤ C∥∥XnΛ˙ dp−1u0∥∥p + t d2 ( 1p− 1p∗ )∥∥n(1− Xn)∥∥p∗ . (10)
For any ǫ > 0, from (9) we have
C
∥∥XnΛ˙ dp−1u0∥∥p < ǫ2 (11)
for large enough n. Fixed one of such n, there exists t0 = t0(n) > 0 satisfying
t
d
2
( 1
p
− 1
p∗
)
∥∥n(1−Xn)∥∥p∗ < ǫ2 (12)
for all t > t0, from the inequalities (10), (11), and (12) we deduce that
t
1
2
(s+1− d
q
)‖et∆u0‖H˙sq < ǫ for all t > t0.
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(b) By (a), we only need to prove
lim
t→0
t
1
2
(s+1− d
q
)
∥∥et∆u0∥∥H˙sq = 0.
Let p∗ be such that p < p∗ ≤ q. For any ǫ > 0, applying Lemma 1, by an
argument similar to the previous one, there exist a sufficiently large n and a
sufficiently small t0 = t0(n) such that
t
1
2
(s+1− d
q
)‖et∆u0‖H˙sq ≤
∥∥XnΛ˙ dp−1u0∥∥p + t d2 ( 1p− 1p∗ )∥∥n(1− Xn)∥∥p∗ < ǫ
for all t < t0
(c) Let p˜ be such that max{p, d
s+1
} < p˜ < q. From Lemma 4 we have
u0 ∈ H˙
d
p
−1
p ⊂ H˙
d
p˜
−1
p˜ . Applying (b) to obtain e
t∆u0 ∈ Ksq,∞. This proves
(c).
In the following lemmas a particular attention will be devoted to the study
of the bilinear operator B(u, v)(t) defined by
B(u, v)(t) =
∫ t
0
e(t−τ)∆P∇.(u(τ)⊗ v(τ))dτ. (13)
Lemma 7. Let s, s˜ ≥ 0 and 1 < q, q˜ <∞ be such that
s ≥ d
q
− 1 and s˜
d
<
1
q˜
< min{1
2
+
s˜
2d
,
s˜ + 1
d
, 1 +
s˜
d
− 1
q
}.
Then the bilinear operator B(u, v)(t) is continuous from(Ksq,T ∩ Ks˜q˜,T)× (Ksq,T ∩ Ks˜q˜,T ) into Ksˆqˆ,T ,
for all qˆ and sˆ satisfying
0 <
1
qˆ
≤ min{2
q˜
− s˜
d
,
1
q
+
1
q˜
− s˜
d
},
and
−1 < sˆ− s < 1− d(1
q˜
− s˜
d
+
1
q
− 1
qˆ
), sˆ ≥ d
qˆ
− 1,
and the following inequality holds∥∥B(u, v)∥∥Ksˆ
qˆ,T
≤ C∥∥u∥∥Ks
q,T
⋂Ks˜
q˜,T
∥∥v∥∥Ks
q,T
⋂Ks˜
q˜,T
, (14)
where C is a positive constant independent of T.
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Proof. We split the integral given in (13) into two parts coming from
the subintervals (0, t
2
) and ( t
2
, t)
B(u, v)(t) =
∫ t
2
0
e(t−τ)∆P∇.(u⊗ v)dτ + ∫ t
t
2
e(t−τ)∆P∇.(u⊗ v)dτ. (15)
Set
1
h
=
2
q˜
− s˜
d
,
1
hˆ
=
1
q˜
− s˜
d
, and
1
r
=
1
q
+
1
hˆ
To estimate the first term on the right-hand side of the equation (15), ap-
plying Lemma 1, Theorem 4, Lemma 2, Lemma 4, and Lemma 3(a) in order
to obtain∥∥∥ ∫ t2
0
e(t−τ)∆P∇.(u⊗ v)dτ∥∥∥
H˙ sˆ
qˆ
≤
∫ t
2
0
∥∥∥Λ˙sˆe(t−τ)∆P∇.(u⊗ v)∥∥∥
qˆ
dτ =
∫ t
2
0
∥∥∥Λ˙sˆ−s˜+1e(t−τ)∆P∇
Λ˙
.Λ˙s˜
(
u⊗ v)∥∥∥
qˆ
dτ ≤
∫ t
2
0
(t− τ) s˜−sˆ−12 + d2 ( 1qˆ− 1h )∥∥Λ˙s˜(u⊗ v)∥∥
h
dτ .
∫ t
2
0
(t− τ) s˜−sˆ−12 + d2 ( 1qˆ− 1h )(‖u(τ)‖H˙ s˜q˜‖v(τ)‖hˆ + ‖v(τ)‖H˙ s˜q˜‖u(τ)‖hˆ)dτ .∫ t
2
0
(t− τ) s˜−sˆ−12 + d2 ( 1qˆ− 1h )‖u(τ)‖H˙ s˜
q˜
‖v(τ)‖H˙ s˜
q˜
dτ ≤
∫ t
2
0
(t− τ) s˜−sˆ−12 + d2 ( 1qˆ− 2q˜+ s˜d )τ dq˜−s˜−1 sup
0<η<t
η
s˜+1− d
q˜
2 ‖u(η)‖H˙ s˜
q˜
sup
0<η<t
η
s˜+1− d
q˜
2 ‖v(η)‖H˙ s˜
q˜
dτ
≃ t− 12 (sˆ+1− dqˆ ) sup
0<η<t
η
1
2
(s˜+1− d
q˜
)‖u(η)‖H˙ s˜q˜ . sup0<η<tη
1
2
(s˜+1− d
q˜
)‖v(η)‖H˙ s˜q˜ . (16)
To estimate the second term on the right-hand side of the equation (15),
applying Lemma 1, Theorem 4, Lemma 2, and Lemma 3(b) in order to
obtain∥∥∥ ∫ t
t
2
e(t−τ)∆P∇.(u⊗ v)dτ∥∥∥
H˙ sˆ
qˆ
≤
∫ t
t
2
∥∥∥Λ˙sˆe(t−τ)∆P∇.(u⊗ v)∥∥∥
qˆ
dτ =
∫ t
t
2
∥∥∥Λ˙sˆ−s+1e(t−τ)∆P∇
Λ˙
.Λ˙s
(
u⊗ v)∥∥∥
qˆ
dτ .
∫ t
t
2
(t− τ) s−sˆ−12 + d2 ( 1qˆ− 1r )‖Λ˙s(u⊗ v)‖rdτ .
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∫ t
t
2
(t− τ) s−sˆ−12 + d2 ( 1qˆ− 1r )(‖u(τ)‖H˙sq‖v(τ)‖hˆ + ‖v(τ)‖H˙sq‖u(τ)‖hˆ)dτ .∫ t
t
2
(t− τ) s−sˆ−12 + d2 ( 1qˆ− 1r )(‖u(τ)‖H˙sq‖v(τ)‖H˙ s˜q˜ + ‖v(τ)‖H˙sq‖u(τ)‖H˙ s˜q˜)dτ .∫ t
t
2
(t− τ) s−sˆ−12 + d2 ( 1qˆ− 1q− 1q˜+ s˜d )τ
d
q˜
+ dq−s−s˜−2
2 sup
0<η<t
η
s+1−dq
2 ‖u‖H˙sq sup
0<η<t
η
s˜+1− d
q˜
2 ‖v‖H˙ s˜
q˜
dτ
+
∫ t
t
2
(t− τ) s−sˆ−12 + d2 ( 1qˆ− 1q− 1q˜+ s˜d )τ
d
q˜
+dq−s−s˜−2
2 sup
0<η<t
η
s+1− dq
2 ‖v‖H˙sq sup
0<η<t
η
s˜+1− d
q˜
2 ‖u‖H˙ s˜
q˜
dτ
≃ t− 12 (sˆ+1− dqˆ )
(
sup
0<η<t
η
1
2
(s+1− d
q
)‖u(η)‖H˙sq sup
0<η<t
η
1
2
(s˜+1− d
q˜
)‖v(η)‖H˙ s˜q˜+
sup
0<η<t
η
1
2
(s+1− d
q
)‖v(η)‖H˙sq sup
0<η<t
η
1
2
(s˜+1− d
q˜
)‖u(η)‖H˙ s˜
q˜
)
. (17)
Using the inequalities (16) and (17), we conclude that
t
1
2
(sˆ+1− d
qˆ
)
∥∥B(u, v)(t)∥∥
H˙ sˆ
qˆ
. sup
0<η<t
η
1
2
(s˜+1− d
q˜
)‖u(η)‖H˙ s˜q˜ . sup0<η<tη
1
2
(s˜+1− d
q˜
)‖v(η)‖H˙ s˜q˜+
sup
0<η<t
η
1
2
(s+1− d
q
)‖u(η)‖H˙sq sup
0<η<t
η
1
2
(s˜+1− d
q˜
)‖v(η)‖H˙ s˜
q˜
+
sup
0<η<t
η
1
2
(s+1− d
q
)‖v(η)‖H˙sq sup
0<η<t
η
1
2
(s˜+1− d
q˜
)‖u(η)‖H˙ s˜
q˜
. (18)
The estimate (14) is deduced from the inequality (18). Let us now check the
validity of the condition (3) for the bilinear term B(u, v)(t). Indeed, from
the inequality (18) we have
lim
t→0
t
1
2
(sˆ+1− d
qˆ
)
∥∥B(u, v)(t)∥∥
H˙ sˆ
qˆ
= 0 (19)
whenever
lim
t→0
t
1
2
(s˜+1− d
q˜
)‖u(t)‖H˙ s˜
q˜
= lim
t→0
t
1
2
(s˜+1− d
q˜
)‖v(t)‖H˙ s˜
q˜
=
lim
t→0
t
1
2
(s+1− d
q
)‖u(t)‖H˙sq = limt→0 t
1
2
(s+1− d
q
)‖v(t)‖H˙sq = 0.
In the case of T = ∞, we check the validity of the condition (5) for the
bilinear term B(u, v)(t). Firstly we estimate the first term on the right-hand
side of equation (15). By the inequality (16) and a change variable of the
variable τ we have
t
1
2
(sˆ+1− d
qˆ
)
∥∥∥ ∫ t2
0
e(t−τ)∆P∇.(u⊗ v)dτ∥∥∥
H˙ sˆ
qˆ
.
∫ 1
2
0
(1− τ) s˜−sˆ−12 + d2 ( 1qˆ− 2q˜+ s˜d )τ dq˜−s˜−1(tτ)
s˜+1− d
q˜
2 ‖u(tτ)‖H˙ s˜
q˜
.(tτ)
s˜+1− d
q˜
2 ‖v(tτ)‖H˙ s˜
q˜
dτ.
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Applying Lebesgue’s convergence theorem we deduce that
lim
t→∞
t
1
2
(sˆ+1− d
qˆ
)
∥∥∥ ∫ t2
0
e(t−τ)∆P∇.(u⊗ v)dτ∥∥∥
H˙ sˆ
qˆ
= 0 (20)
whenever
t
1
2
(s˜+1− d
q˜
)u ∈ BC([0,∞); H˙ s˜q˜ ), t
1
2
(s˜+1− d
q˜
)v ∈ BC([0,∞); H˙ s˜q˜ ), (21)
and
lim
t→∞
t
1
2
(s˜+1− d
q˜
)‖u(t)‖H˙ s˜
q˜
= lim
t→∞
t
1
2
(s˜+1− d
q˜
)‖v(t)‖H˙ s˜
q˜
= 0. (22)
By an argument similar to the previous one, we have
lim
t→∞
t
1
2
(sˆ+1− d
qˆ
)
∥∥∥ ∫ t
t
2
e(t−τ)∆P∇.(u⊗ v)dτ∥∥∥
H˙ sˆ
qˆ
= 0 (23)
whenever
t
1
2
(s+1− d
q
)u ∈ BC([0,∞); H˙sq ), t
1
2
(s+1− d
q
)v ∈ BC([0,∞); H˙sq ),
t
1
2
(s˜+1− d
q˜
)u ∈ BC([0,∞); H˙ s˜q˜ ), and t
1
2
(s˜+1− d
q˜
)v ∈ BC([0,∞); H˙ s˜q˜ ), (24)
and
lim
t→∞
t
1
2
(s+1− d
q
)‖u(t)‖H˙sq = limt→∞t
1
2
(s+1− d
q
)‖v(t)‖H˙sq =
lim
t→∞
t
1
2
(s˜+1− d
q˜
)‖u(t)‖H˙ s˜
q˜
= lim
t→∞
t
1
2
(s˜+1− d
q˜
)‖v(t)‖H˙ s˜
q˜
= 0. (25)
It follows readily from (20) and (23) that
lim
t→∞
t
1
2
(sˆ+1− d
qˆ
)
∥∥B(u, v)(t)∥∥
H˙ sˆ
qˆ
= 0,
whenever (24) and (25) are satisfied.
Finally, the continuity at t = 0 zero of t
1
2
(1+s− d
r
)B(u, v)(t) follows from the
equality (19). The continuity elsewhere follows from carefully rewriting the
expression
∫ t+ǫ
0
− ∫ t
0
and applying the same argument.
Lemma 8. Let p be a fixed number in the interval (1,+∞). Assume that
NSE has a mild solution u ∈ K0q,T for some q ∈ (max{p, d},+∞) with initial
data u0 ∈ H˙
d
p
−1
p , then u ∈ ⋂
s> d
q
−1
Ksq,T .
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Proof : We first prove that if u ∈ Ksq,T for some s ≥ 0 then u ∈ Ksˆq,T
for all sˆ ∈ (d
q
− 1,+∞) ∩ (s − 1, s + 1 − d
q
). Indeed, from u ∈ Ksq,T ∩ K0q,T ,
we apply Lemma 7 for qˆ = q˜ = q and s˜ = 0, we have B(u, u) ∈ Ksˆq,T for all
sˆ ∈ [d
q
−1,+∞)∩ (s−1, s+1− d
q
). From Lemma 6 (c), we have et∆u0 ∈ Ksˆq,T
for all sˆ ∈ (d
q
− 1,+∞). Since u = et∆u0 − B(u, u), it follows that u ∈ Ksˆq,T
for all sˆ ∈ (d
q
− 1,+∞) ∩ (s− 1, s+ 1− d
q
). This proves the result.
We now prove that u ∈ ⋂
s> d
q
−1
Ksq,T . Indeed, from the above proof and from
u ∈ K0q,T , we have u ∈ Ksq,T for all s ∈ (dq − 1, 1 − dq ), in exactly the same
way, since u ∈ Ksq,T for all s ∈ (dq − 1, 1− dq ), it follows that u ∈ Ksq,T for all
s ∈ (d
q
−1, 2(1− d
q
)
)
. By induction, we get u ∈ Ksq,T for all s ∈
(
d
q
−1, n(1− d
q
)
)
with n ∈ N. Since 1− d
q
> 0, it follows that u ∈ Ksq,T for all s ∈ (dq − 1,+∞).
The proof of Lemma 8 is complete.
Lemma 9. Let p be a fixed number in the interval (1,+∞). Assume that
NSE has a mild solution u ∈ ⋂
s> d
q
−1
Ksq,T for some q ∈ (max{p, d},+∞) with
initial data u0 ∈ H˙
d
p
−1
p , then B(u, u) ∈ ⋂
s≥ d
p
−1
Ksp,T .
Proof : We consider two cases d ≤ p < +∞ and 1 < p < d separately.
First, we consider the case d ≤ p < +∞. We’ll prove that B(u, u) ∈⋂
s≥ d
qˆ
−1
Ksqˆ,T for all qˆ satisfying 1qˆ ∈ (1q , 2q ]∩(0, 1p ] and u ∈
⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ sat-
isfying 1
qˆ
∈ (1
q
, 2
q
] ∩ (0, 1
p
). Indeed, let qˆ and s be such that 1
qˆ
∈ (1
q
, 2
q
] ∩ (0, 1
p
]
and d
qˆ
− 1 ≤ s < +∞, we have u ∈ Ksq,T ∩ K0q,T , applying Lemma 7 for
q˜ = q, s˜ = 0 and sˆ = s, we have B(u, u) ∈ Ksqˆ,T .
From Lemma 6(c), we have et∆u0 ∈ Ksqˆ,T for all qˆ and s satisfying 1qˆ ∈ (0, 1p)
and d
qˆ
− 1 < s < +∞. Since u = et∆u0−B(u, u), it follows that u ∈ Ksqˆ,T for
all qˆ and s be such that 1
qˆ
∈ (1
q
, 2
q
]∩ (0, 1
p
) and d
qˆ
− 1 < s < +∞. This proves
the result.
We now prove that B(u, u) ∈ ⋂
s≥ d
p
−1
Ksp,T . Indeed, in exactly the same way,
since u ∈ ⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ satisfying 1qˆ ∈ (1q , 2q ] ∩ (0, 1p), it follows that
B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T for all qˆ satisfying 1qˆ ∈ (1q , 4q ] ∩ (0, 1p ] and u ∈
⋂
s> d
qˆ
−1
Ksqˆ,T
for all qˆ satisfying 1
qˆ
∈ (1
q
, 4
q
]∩(0, 1
p
). By induction, we get B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T
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for all qˆ satisfying 1
qˆ
∈ (1
q
, 2
n
q
] ∩ (0, 1
p
] and u ∈ ⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ satisfying
1
qˆ
∈ (1
q
, 2
n
q
] ∩ (0, 1
p
) with n ∈ N. Since 1
q
> 0, it follows that there exists
sufficiently large n satisfying (1
q
, 2
n
q
] ∩ (0, 1
p
] = (1
q
, 1
p
]. Therefore, we have
B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T for all qˆ ∈ [p, q) and u ∈
⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ ∈ (p, q).
This proves the result.
Finally, we consider the case 1 < p ≤ d. Applying Lemma 4 to obtain
u0 ∈ Ld. Therefore, from the proof of the case d ≤ p < +∞ we have
B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T for all qˆ ∈ [d, q) and u ∈
⋂
s> d
q
−1
Ksq,T for all qˆ ∈ (d, q).
In exactly the same way as in the case d ≤ p < +∞, since u ∈ ⋂
s> d
q
−1
Ksq,T
for all qˆ ∈ (d, q), it follows that B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T for all qˆ satisfying
1
qˆ
∈ (1
q
, 2
d
) ∩ (0, 1
p
] and u ∈ ⋂
s> d
q
−1
Ksq,T for all qˆ satisfying 1qˆ ∈ (1q , 2d) ∩ (0, 1p).
We’ll prove that if u ∈ ⋂
s> d
q˜
−1
Ksq˜,T for some q˜ ∈ (p, d] then B(u, u) ∈
⋂
s≥ d
qˆ
−1
Ksqˆ,T
for all qˆ satisfying 1
qˆ
∈ (1
q˜
, 1
q˜
+ 1
d
) ∩ (0, 1
p
] and u ∈ ⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ
satisfying 1
qˆ
∈ (1
q˜
, 1
q˜
+ 1
d
) ∩ (0, 1
p
). Indeed, let qˆ and s be such that 1
qˆ
∈
(1
q˜
, 1
q˜
+ 1
d
) ∩ (0, 1
p
] and s ≥ d
qˆ
− 1, applying Lemma 7 for sˆ = s, q = q˜, and
s˜ ∈ (max{2d
q˜
−d, d
q˜
−1}, 2d
q˜
− d
qˆ
) we get B(u, u) ∈ Ksqˆ,T . From Lemma 6(c), we
have et∆u0 ∈ Ksqˆ,T for all qˆ and s satisfying 1qˆ ∈ (0, 1p) and dqˆ − 1 < s < +∞.
Since u = et∆u0 − B(u, u), it follows that u ∈ Ksqˆ,T for all qˆ and s be such
that 1
qˆ
∈ (1
q˜
, 1
q˜
+ 1
d
) ∩ (0, 1
p
) and d
qˆ
− 1 < s < +∞. This proves the result.
We now prove that B(u, u) ∈ ⋂
s≥ d
p
−1
Ksp,T . Indeed, from the above proof and
from u ∈ ⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ satisfying 1qˆ ∈ (1q , 2d) ∩ (0, 1p), we have B(u, u) ∈⋂
s≥ d
qˆ
−1
Ksqˆ,T for all qˆ satisfying 1qˆ ∈ (1q , 3d) ∩ (0, 1p ] and u ∈
⋂
s> d
qˆ
−1
Ksqˆ,T for all
qˆ satisfying 1
qˆ
∈ (1
q
, 3
d
) ∩ (0, 1
p
). By induction, we get B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T
for all qˆ satisfying 1
qˆ
∈ (1
q
, n
d
) ∩ (0, 1
p
] and u ∈ ⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ satisfying
1
qˆ
∈ (1
q
, n
d
) ∩ (0, 1
p
) with n ∈ N. There exists sufficiently large n satisfy-
ing (1
q
, n
d
) ∩ (0, 1
p
] = (1
q
, 1
p
]. Therefore, we have B(u, u) ∈ ⋂
s≥ d
qˆ
−1
Ksqˆ,T for all
15
qˆ ∈ [p, q) and u ∈ ⋂
s> d
qˆ
−1
Ksqˆ,T for all qˆ ∈ (p, q). The proof of Lemma 9 is
complete.
Proof of Theorem 2
(A) To prove point (i), we take arbitrary q˜ satisfying q˜ > max{p, d}.
Applying Lemma 7 for q = qˆ = q˜ and s = s˜ = sˆ = 0, we deduce that
the bilinear operator B is bounded from from K0q˜ × K0q˜ into K0q˜ . Therefore,
applying Theorem 5 to the bilinear operator B, we deduce that there exists
a positive constant δq˜,d such that for all T > 0 and for all u0 ∈ H˙
d
p
−1
p (Rd)
with div(u0) = 0 satisfying ∥∥et∆u0∥∥K0
q˜,T
≤ δq˜,d, (26)
NSE has a unique mild solution u satisfying
u ∈ K0q˜,T . (27)
Applying Lemmas 8 and 9, we get
B(u, u) ∈
⋂
s≥ d
p
−1
Ksp,T . (28)
From the relation (28) and Lemma 4 we have
B(u, u) ∈
⋂
s≥ d
p
−1,q≥p
Ksq,T . (29)
From u = et∆u0 − B(u, u), the relation (29), the definition of Ksq,T , and
Lemma 6 (a), we deduce that (i) is valid.
(ii) We have proven that (ii) is valid for n = 0. We will prove that (ii) is
valid for n = 1. Applying Lemma 2 and the Theorem 4 to obtain
t
1
2
(s+1+2− d
q
)
∥∥Λ˙sut∥∥q . t 12 (s+1+2− dq )∥∥Λ˙s+2u∥∥q + t 12 (s+1+2− dq )∥∥P∇Λ˙ Λ˙s+1(u⊗ u)
∥∥
q
.
t
1
2
(s+1+2− d
q
)
∥∥Λ˙s+2u∥∥
q
+ t
1
2
(s+1+2− d
q
)
∥∥Λs+1(u⊗ u)∥∥
q
.
t
1
2
(s+1+2− d
q
)
∥∥Λ˙s+2u∥∥
q
+ t
1
2
(s+2− d
2q
)
∥∥Λs+1u∥∥
2q
t
1
2
(1− d
2q
)
∥∥u∥∥
2q
<∞, (30)
the last inequality in (30) is deduced by applying (ii) for n = 0.
We prove that (ii) is valid for n = 2. Applying again Lemma 2 and Theorem
16
4 to obtain
t
1
2
(s+1+4− d
q
)
∥∥Λ˙sutt∥∥q . t 12 (s+2+1+2− dq )∥∥Λ˙s+2ut∥∥q + t 12 (s+1+4− dq )∥∥Λ˙s+1Dt(u⊗ u)∥∥q
. t
1
2
(s+2+1+2− d
q
)
∥∥Λ˙s+2ut∥∥q + t 12 (s+1+1+2− d2q )∥∥Λ˙s+1ut∥∥2qt 12 (1− d2q )∥∥u∥∥2q+
t
1
2
(1+2− d
2q
)
∥∥ut∥∥2qt 12 (s+1+1− d2q )∥∥Λ˙s+1u∥∥2q <∞, (31)
the last inequality in (29) is deduced by applying (ii) for n = 1.
By continuing this procedure, we can prove that (ii) is valid for all n ∈ N.
(iii) Applying Lemma 2 and Theorem 4 we have
t
1
2
(s+2− d
q
)
∥∥Λ˙sp∥∥
q
= t
1
2
(s+2− d
q
)
∥∥∇⊗∇
∆
Λ˙s(u⊗ u)∥∥
q
. t
1
2
(s+2− d
q
)
∥∥Λ˙s(u⊗ u)∥∥
q
. t
1
2
(s+1− d
2q
)
∥∥Λ˙su∥∥
2q
t
1
2
(1− d
2q
)
∥∥u‖2q <∞. (32)
The last inequality in (32) is deduced by applying (i).
Finally, we will show that the inequality (26) is valid when T is small enough.
Indeed, applying Lemma 6(c) we have u ∈ K0q˜,T . From the definition of Ksq,T ,
we deduce that the left-hand side of the inequality (26) converges to 0 when
T tends to 0. Therefore the inequality (26) holds for arbitrary u0 ∈ H˙
d
p
−1
p
when T (u0) is small enough.
(B) Applying Lemma 5, we deduce that the two quantities∥∥u0∥∥
B˙
d
q˜
−1,∞
q˜
and
∥∥et∆u0∥∥K0
q˜,∞
are equivalent, then there exists a positive constant σq˜,d such that if∥∥u0∥∥
B˙
d
q˜
−1,∞
q˜
≤ σq˜,d the inequality (26) holds for T = ∞. Therefore, in point
(A) we can take T = +∞.
(a) From u = et∆u0 − B(u, u) and Lemma 6(a), we only need to prove
lim
t→∞
t
1
2
(s+1− d
q
)
∥∥w∥∥
H˙sq
= 0, where w = B(u, u). (33)
Indeed, this is deduced from the relation (29) and the definition of Ksq,∞.
(b) For n = 1, (b) is deduced from (a) and the inequality (30). In the case
n = 2, (b) is deduced by using the inequality (31) and applying (b) for n = 1.
By continuing this procedure, we can prove that (b) is valid for all n ∈ N.
(c) Using (a) and the inequality (32), we deduce that (c) is valid.
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Proof of Theorem 3
(a) This is deduced from Theorem 2 and the uniqueness theorem for
solutions in the class C([0, T );Ld(Rd)) established in [9] (see also [21] for a
simplified proof).
(b) From the embedding mapping H˙
3
p
−1
p (R3)(1<p≤3) →֒ L3(R3), we have
u0 ∈ L3(R3). Applying Theorem 1 to obtain
lim
t→∞
∥∥u(t)∥∥
L3(R3)
= 0. (34)
From the equality (34) and the following embedding mapping
L3(R3) →֒ B˙
3
q˜
−1,∞
q˜ (R
3) for q˜ > 3,
we have
lim
t→∞
∥∥u(t)∥∥
B˙
3
q˜
−1,∞
q˜
= 0 for q˜ > 3. (35)
The equality (2) is deduced from (a) and the equality (35). This proves
(b).
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