In this paper, we propose a numerical method of Fourier transform based on hyperfunction theory. In the proposed method, we compute analytic functions called the defining functions, which give the desired Fourier transform as a hyperfunction, and then obtain the Fourier transform by the analytic continuation of the defining functions onto the real axis. Numerical examples show the efficiency of the proposed method compared to the previous methods.
Introduction
Fourier transform
is familiar in science and engineering. However, it is difficult to compute a Fourier transform by conventional numerical integration formulas such as the DE rule [10] , especially, if the integrand f (x) decays slowly as x → ±∞. We propose a numerical method for computing Fourier transforms efficiently based on hyperfunction theory [8] .
Hyperfunction theory is a theory of generalized functions based on complex analysis. Roughly speaking, a hyperfunction f (x) is the difference of the boundary values of an analytic function F (z), that is,
where F (z) is called a defining function of the hyperfunction f (x). For example, the Dirac delta function is defined by δ(x) = − 1 2πi 
where
It means that the Fourier transform F [f ](ξ) is the hyperfunction whose defining function is
In our method, we compute these defining functions F ± (ζ) in C \ R instead of the integral on the right-hand side of (1), and we obtain the Fourier transform by (2) using the analytic continuation of F ± (ζ) onto R. It is easy to compute the integrals on the right-hand sides of (3) and (4) because their integrands decay exponentially as x → ±∞. The analytic continuation of F ± (ζ) is done using the continued fraction expansions. Previous studies related to our paper are as follows. Toda and Ono proposed a method of computing Fourier integrals
where ξ > 0 and θ 0 is a constant, by evaluating the limit
using the DE rule and the Richardson extrapolation [11] . Sugihara improved Toda and Ono's method and proposed a method by evaluating the limit
using the DE rule and the Richardson extrapolation [9] . Ooura and Mori proposed a DE-type numerical integration rule for oscillatory integrals with unique technique [7] . They apply the variable transformation
and h is a positive constant, to the integral (6) and evaluate the transformed integral by the trapezoidal rule with mesh h, that is,
where N 1 and N 2 are so small positive integers that the transformed integrand is very small at k = N 1 and −N 2 . In the method, we can truncate the infinite sum of the trapezoidal rule with a small number of terms N 1 + N 2 + 1 because the sampling points rapidly approach the zeros of the integrand on the positive side of the u-axis, while the conventional DE rule are designed so that we can truncate the trapezoidal rule with a small number of the sampling points by making the transformed integrand decays double exponentially.
As applications of hyperfunction theory to numerical analysis, Mori gave a theoretical analysis of numerical integration formulas based on hyperfunction theory and showed that Gauss-type integration formulas are obtained by approximating complex integrals which are defined as hyperfunction integrals [5] . The author proposed a numerical integration method based on hyperfunction theory [6] . In the paper, they obtain desired integrals by evaluating complex integral which defines them as hyperfunction integrals, and they shows the proposed method is efficient especially for integrals with strong end-point singularities.
The contents of the paper are as follows. In Section 2, we give a brief review of hyperfunction theory. In Section 3, we propose a numerical method based on hyperfunction theory for computing Fourier transforms. In Section 4, we give some numerical examples which show the effectiveness of the proposed method compared to the previous methods. In Section 5, we give concluding remarks and refer to problems for future study.
2 Hyperfunction theory and numerical Fourier transform
Hyperfunctions
We give a brief review of hyperfunction theory. For the detail of hyperfunctions, see [2] . If a hyperfunction f is an equivalence class of a function F ∈ O(D \ I), we call F a defining function of f , which is denoted by
We also denote a hyperfunction f = [F ] by
We often use the representation
If the limit lim
exists for x ∈ I, we define the value of the hyperfunction f = [F ] at the point x by this limit, and we do not define the value of f if the limit does not exist. We should remark that there is an ambiguity of the defining function F (z) of a hyperfunction f (x) ∈ B(I) up to a function belonging to O(D). We mean that, if 1 As shown here, the behavior of the defining function F (z) in the vicinity of the interval I is crucial for the hyperfunction f = [F ], and we do not need to cling to a particular choice of a complex neighbor hood D of I. Therefore, we should define the space of hyperfunctions on an interval I by the inductive limit
However, we do not go into the exact definition of B(I) any more, and we do not need to do so [4] .
The space B(I) of hyperfunctions on an interval I forms a complex linear space by the definitions of the addition and the scalar product. In addition, the multiplication ϕ(x)f (x) of a hyperfunction f (x) = [F (z)] by a real analytic function ϕ(x), that is, a real valued function ϕ(x) on an interval I which can be extended to a complex function ϕ(z) holomorphic on a complex neighborhood
The above definitions are well-defined, that is, the definitions are not dependent on the choice of the defining functions of hyperfunctions. For example, if
The derivatives of a hyperfunction f (x) = [F (z)] are defined by
Therefore, hyperfunctions are infinitely differentiable because holomorphic functions are infinitely differentiable. The derivatives of a hyperfunction are also well-defined in the above sense. We here show some typical examples of hyperfunctions. The Dirac delta function δ(x) is given as a hyperfunction by
, and the Heaviside step function
is given as a hyperfunction by
where the complex logarithmic function log z is the branch such that log x is real valued if x is a real positive number. Figure 1 shows the graphs of the defining functions of the delta function δ(x) and the step function Y (x). From these figures, we can understand visually that the difference between the boundary values of the defining function gives a hyperfunction.
Numerical Fourier transform
As mentioned in Section 1, the Fourier transform of a function f (x) is given as the hyperfunction in hyperfunction theory, where
and
The function F + (ζ) is holomorphic in the upper half plane Im ζ > 0 and the function F − (ζ) is holomorphic in the lower half plane Im ζ < 0. Then, the Fourier transform F [f ](ξ) is given as the hyperfunction whose defining functions are F + (ζ) and F − (ζ) by (7) . We remark that it is easy to compute the functions F ± (ζ) ( ± Im ζ > 0 ) even if the integrand on the right-hand-side of (1) is a slowly decaying oscillatory function because the integrands on the right-hand sides of (8) and (9) includes the exponentially decaying factors exp(−2π| Im ζ|x) Therefore we expect that we can compute the Fourier transform F [f ](ξ) by the following way.
1. We compute the defining functions F ± (ζ) in C \ R.
We obtain the Fourier transform
by the analytic continuation of F ± (ζ) onto the real axis R.
We call the method above the "hyperfunction method". More exactly, the hyperfunction method for numerical Fourier transforms is as follows.
Computation of F ± (ζ) We compute the defining functions F ± (ζ) in C \ R in Taylor series
where ζ (±) 0 are given imaginary numbers such that ± Im ζ (±) 0 > 0 and
It is easier to compute the coefficients c n than the oscillatory integral on the right-hand side of (1) because the integrands on the right-hand side of (11) involves the exponentially decaying factor e −2π| Im ζ ± 0 |x . We can compute the integrals appearing in (11) easily using conventional quadrature formula, for example, the DE rule.
Analytic continuation of F ± (ζ) Next, we obtain the analytic continuation of F ± (ζ) onto the real axis R. For this purpose, we transform the Taylor series (10) into the continued fractions
We expect that we can get the analytic continuation of F ± by the continued fraction since, in general, the convergence regions of the continued fractions are wider than the convergence disk of the Taylor series (10) [3] . The coefficients a (±) n of the continued fractions are obtained by the quotient-difference algorithm [3] as follows. We compute the series {e 
and then we obtain the coefficients a n by
The numbers e (n) k and q (n) k are generated as shown in the tableau of Figure 2 . It is known that the quotient-difference algorithm is numerically unstable. Therefore we carry out the computation of the algorithm using multiple precision arithmetics. If some of the coefficients c (±) k are zeros, we cannot carry out the algorithm. In that case, we change ζ 
Numerical examples
We here show some numerical examples which show the effectiveness of the proposed method. All the computations were carried out by using programs coded in C++ with 100 decimal digit precision working by the multiple precision arithmetic library exflib [1] . We computed the Fourier series F [f ](ξ) for
by the hyperfunction method. The exact expression of the Fourier transforms for the functions (12) are known as follows. = ±i, ±2i, 1 ± i and −1 ± i, and Table 1 shows the numbers of the evaluations of f (x) in (12) in computing the Fourier transforms of the functions f (x) by the hyperfunction method. From the figures, the hyperfunction method works well, especially, for f (x) = tanh(πx) and |x|. 
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1.0e-05 We remark the interesting fact that we can obtain Fourier transforms by the hyperfunction method without computing oscillatory integrals. In fact, if we take ζ (±) 0 as a purely imaginary number ξ = iη, the integrals in (11) which gives the coefficients of the Taylor series of F ± (ζ) become
which include no oscillatory function. We compared the hyperfunction method with Sugihara's method and the DE-type formula by Ooura and Mori. We computed the Fourier transform F [f ](ξ) for f (x) given in (12) with ξ = 1 by our method and the two previous methods. Table 2 shows the numbers of the evaluations of f (x) used for numerical integration and the errors of the methods. From the table, the our method is superior to Sugihara's method, and it is competitive with Ooura and Mori's method in some examples. Besides, we remark that our method gives Fourier transform as a function while the two previous methods give Fourier transform as an integral or a number. We means that, in our method, we can use the same coefficients a n of the continued fraction for Fourier transforms F [f ](ξ) with many ξ's once the coefficients a n are obtained. On the other hand, in the two previous methods, we have to compute numerical integrals again every time the value ξ is changed. 
Concluding remarks
In this paper, we proposed a numerical method for obtaining Fourier transforms based on hyperfunction theory. In hyperfunction theory, a Fourier transform is given as a hyperfunction, the difference of the real axis of analytic functions which are called the defining functions of the hyperfunction, and the defining functions of a Fourier transform are given by integrals including the integrand of the desired Fourier transform and exponentially decaying factors. In our method, we compute the defining functions in the upper or lower half complex plane and obtain the Fourier transform by the analytic continuations of the defining functions onto the real axis. Numerical examples show that our method is effective and competitive with the previous methods. Problems for future study are as follows.
• How should we choose the centers ζ
of the Taylor series of the defining functions F ± (ζ)? As shown in the numerical examples, the accuracy of our method depends on the choice of ζ (±) 0 , and it is a crucial problem which points ζ (±) 0 are the best.
• Theoretical error estimate of our method is an important problem.
• We employed an analytic continuation by transforming the defining functions into continued fractions. However, this process is expensive because we use the quotient-difference algorithm here and we use multiple precision arithmetics due to the numerical instability of the quotient-difference algorithm. Therefore, we need a numerically stable method of analytic continuation or transformation of an analytic function into a continued fraction. 
