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無限過去を持つ (離散) 時間発展とは,直前の時刻から次の時刻への経過の際に駆動ノ
イズが混入することで推移する確率過程であって,負の無限大の時刻からくるものを言
う.このとき,観測過程の情報系 ( \sigma‐field) を,駆動ノイズ,無限過去ノイズおよび第三の
ノイズに分解することが本稿のテーマである.本稿は解説 [6] に対する補足である.
ランダム写像による時間発展で無限過去を持つものを考える.詳しく言うと,状態空
間  V に値をとる観測過程  \{X緑と,  V を  V 自身に写す写像からなるある集合  \Sigma に値をと
るiid 駆動ノイズ  \{N_{k}\} であって,次の方程式を満たすものである:
 X_{k}=NX_{k-1}, k\in \mathbb{Z} . (0.1)
ここで,点  v\in V の写像   f\in\Sigma による像  f(v) を簡単に  fv と書いた‐ \cdot また,  =p は  \mathbb{P}-a.e.
での成立を意味する.ここで,  N_{k,j}=N_{k}N_{k-1}\cdots N_{j+1}(k> のと書くとき
 X_{j}=NX_{k_{0}}, j>k_{0} (0.2)
となることに注意すると,系の情報系  \mathcal{F}_{k}^{X,N}=\sigma  (X_{j}, N_{J} : j\leq k) , 駆動ノイズの情報系
 \mathcal{F}_{k}^{N}=\sigma(N_{j;j}\leq k) , 観測過程の情報系  f_{k}^{X}=\sigma(x_{j;j}\leq k) の間には
 \mathcal{F}_{k}^{X,N}=\mathbb{P}\mathcal{F}_{k}^{N}V\mathcal{F}_{k_{0}}^{X}, 
k\geq k_{0} (0.3)
なる式が成立する.但し,  \mathcal{F}\vee \mathcal{G}=\sigma(\mathcal{F}\cup \mathcal{G}) であり,  \mathcal{F}=P\mathcal{G} とは  \mathcal{F}\vee \mathcal{N}=\mathcal{G}\vee \mathcal{N} (こ
こで  \mathcal{N} は  \mathbb{P}‐零集合の全体) を意味する.編が任意であったことに注意すると,
 \mathcal{F}_{kp\bigcap_{k}}^{X,N_{=}}。  (\mathcal{F}_{k}^{N}\vee \mathcal{F}_{k_{0}}^{X})\supset_{\mathbb{P}}
\mathcal{F}_{k}^{N}\vee (   \bigcap_{k}。  \mathcal{F}_{k_{0}}^{X} )  =f_{k}^{N}\vee \mathcal{F}_{-\infty}^{X},  k\in \mathbb{Z} (0.4)




^{X}V\mathcal{G}_{k}, k\in \mathbb{Z} (0.5)
を与えるような情報系藪であって,  \mathcal{F}_{k}^{N},  \mathcal{F}_{-\infty}^{X},  \mathcal{G}_{k} の三者が独立なるものが見出せるか,
という問題である.付随する問題として,  \mathcal{F}_{k}^{X} の独立補完,すなわち
 \mathcal{F}_{k}^{X}=\mathbb{P}\mathcal{G}_{k}^{N}\vee \mathcal{F}_{-\infty}^{X}
\vee \mathcal{G}_{k}', k\in \mathbb{Z} (0.6)
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を満たすような情報系  \mathcal{G}_{k}^{N} 欧  \mathcal{F}_{k}^{N} および  \mathcal{G}_{k}' であって,  \mathcal{F}_{k}^{N},  \mathcal{F}_{-\infty}^{X},  \mathcal{G}_{k}' が独立なるものを見
出せる  \hslash\ovalbox{\tt\small REJECT} , という問題がある.
この問題は,常微分方程式にはない確率微分方程式に特有の問題として提示された





解説 [6] では,Yor の結果と矢野の結果の具体例を述べた.本稿ではこれを補足すべく,
有限集合の場合の情報系分解問題に焦点を当て,具体例の考察を掘り下げる.なお,関連
した解説記事に [4, 7, 8] がある.
1 一次元トーラスの場合
状態空間 Vは一次元トーラス  T とし,これを区間  [0,1 ) に  mod 1 による和の構造を入れ
たものと同一視する.点  a\in \mathbb{T} と対応する平行移動写像  f_{a}(x)=a+x との同一視の下で,
 \Sigma=T とする.与えられた  \mathbb{T} 上の確率分布  \mu に対し,次の方程式を考える:
 X_{k}=p^{N_{k}+x_{k-1}}, k\in \mathbb{Z} . (1.1)
但し,  \{X㍊と  \{N_{k}\} はともに  \mathbb{T} 値であって,各  k で  N_{k} は  \mathcal{F}_{k-1}^{X,N} と独立であり,さらに  N_{k}
は分布  \mu を持つとする.Yor  [5]‐ は  \mu のFourier 係数の条件によって独立補完を一般に特定
した.ここでは,  \mu が二点分布
  \mu=\frac{1}{2}\delta_{a}+\frac{1}{2}\delta_{b}, a, b\in T . (1.2)
の場合の結果をおさらいする (これは特殊な場合であるが,一般の結果を類推するに十分
である).なお,証明は解説 [6] でも触れたので,ここでは省略する.
ここで,  T における和演算は常に逆を持つから,式(1.1) は
 N_{k}=X-X_{k-1}, k\in \mathbb{Z} (1.3)
の形に書き直せるため,情報系分解 (0.5) と (0.6) とは等価であり,いずれも
 \mathcal{F}_{k}^{x_{=p}}\mathcal{F}_{k}^{N}\vee \mathcal{F}_{-\infty}^{X}\vee 




(1)  b=a の場合 (すなわち一点分布  \mu=\delta_{a} の場合). このとき  X_{k}-ak が(a.@. で)k に
よらないことから,
 \mathcal{F}_{-\infty}^{X}=\mathbb{P}\sigma(X_{0}) , \mathcal{F}_{kP}^{N_{=}}
\mathcal{G}_{kP}=\tau:=\{\emptyset, \Omega\} (1.5)
として式 (1.4) が成立する.
(2)  b=a+n/p(p=2,3, \ldots, gcd(n, p)=1) のとき.
 H_{p}=\{0,1/p, . . . , (p-1)/p\}, S_{p}=[0,1/p) (1.6)
とおき,同型  \mathbb{T}\simeq S_{p}\cross H_{p} を
  T\ni x=(x-\frac{[px]}{p})+\frac{[px]}{p}= :  s_{p}x+h_{p}x (1.7)
と書く (  [a] は  a を超えない最大整数). このとき  s_{p}(X_{k}-ak) が(a.s. で)k によらないこと
と,  U_{k}:=h_{p}(X_{k}-ak) が  H_{p} 上の一様分布に従うことから,次式で式 (1.4) が成立する:
 \mathcal{F}_{-\infty}^{X}=]p\sigma(s_{p}X_{0}) , \mathcal{G}_{k}:=\sigma(U_{k}) . (1.8)
(3) 上記以外の場合.このとき  X_{k} は  T上の一様分布に従い,次式で式 (1.4) が成立する:
 \mathcal{F}_{-\infty}^{X}=\mathbb{P}\tau, \mathcal{G}_{k}:=\sigma(X_{k}) . (1.9)
2 有限集合の場合
Vを有限集合とし,  \Sigma をVから  V 自身への写像の全体とする.与えられた  \Sigma 上の確率分
布  \mu に対し,次の方程式を考える:
 X_{k}=NX_{k-1}, k\in \mathbb{Z} . (2.1)
但し,  \{X緑はV値,  \{N_{k}\} は  \Sigma 値であって,各  k で  N_{k} は  \mathcal{F}_{k-1}^{X,N} と独立であり,さらにN臨
は分布  \mu を持つとする.このとき過程  \{X緑単独でマルコフ過程であり,推移確率は
 P(y, x) := \mathbb{P}(X_{k}=y|X_{k-1}=x)=\int_{\Sigma}\mu(df)1_{\{f(x)=y\}} (2.2)
で与えられる.  \mu に対して  P は一意に定まるが,対応  \mu\mapsto P は単射ではない.
 \mu が同期的とは,ある有限列  f_{1} , . . . ,   f_{p}\in\Sigma が存在して各  i=1 , . . . ,  p で  \mu\{f_{i}\}>0 かつ
 \# f_{1}\cdots f_{p}V=1 なることを言う (但し,  \# A は集合  A の元の個数を表す). 矢野 [3] は,対
応する推移確率  P が既約 (すなわち,任意の  x,  y\in V に対しある  n で  P^{n}(y, x)>0 ) とい
う仮定の下で,  \mu が同期的でなければ第三のノイズが生ずることを示した.ここでは,
  \mu=\frac{1}{2}\delta_{f}+\frac{1}{2}\delta_{g}, f_{9}\in\Sigma (2.3)
すなわち  \mu が二点分布で与えられる二つの例を掘り下げる.
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(1)  V=\{1,2,3,4,5\} とし,写像  f,  g:Varrow V を以下で定める:
 f1=2,  f2=3,  f3=4,  f4=2,  f5=5,  g1=2,  g2=5,  g3=5,  g4=1,  g5=4.
(2.4)




さらに,gfggfV  =\{2\} となるから,  \mu は同期的である.この場合は
 \mathcal{F}_{k}^{X}\subset_{P}\mathcal{F}_{k}^{N}, \mathcal{F}_{k}^{X,N}=Pf_{k}
^{N}, \mathcal{F}_{-\infty}^{X}=pT (2.6)
が成り立っている.言い換えると,  \mathcal{G}_{k}:=\tau として式 (0.5) が成立するとともに,  \mathcal{G}_{k}^{N}  :=\mathcal{F}_{k}^{N}
および  \mathcal{G}_{k}'  :=\tau として式 (0.6) が成立する.
(2)  V=\{1,2,3,4,5\} とし,写像  f,  g : V  arrow V を以下で定める:
 fl=2,  f2=3,  f3=4,  f4=1,  f5=5,  gl=2,  g2=5,  g3=5,  g4=2,  g5=4.
(2.7)
前述の (1) の場合とは4の行先が入れ替わっているだけであるから,同一の推移確率  P が
対応し,エルゴード的であり,同一の不変確率を唯一の不変確率に持つ.一方この場合は,
集合 {1,3,5} と {2,4,5} の上で  f_{9} が単射であるから,前述の (1) の場合とは異なり  \mu は
同期的ではない.
ここで  gV=\{2,4,5\} に注意して,各  k\in \mathbb{Z} に対し
 T_{k}= \sup\{j\leq k:N_{j}=g\} (2.8)
と定める.このとき,  X_{T_{k}} は  \mathcal{F}_{k}^{N} と独立かつ {2,4, 5} 上の一様分布になることが示される
(証明は [6] を見よ).また,エルゴード性により  \mathcal{F}_{-\infty}^{X}=pT が成立しているが,さらに
 f_{kJP}^{X,N_{=}}\mathcal{F}_{k}^{N}V\sigma(X_{T_{k}}) (2.9)
が成立することが分かる.実際,  \mathcal{F}_{k}^{X,N}\subset p\mathcal{F}_{k}^{N}\vee\sigma(X_{T_{k}}) が白明でないが,  j\leq k に対し
 \{X_{j}=x\}\cap\{j\geq T_{k}\}=\{N_{j},\tau_{k}X_{T_{k}}=x\}\cap\{j\geq T_{k}\}
\in_{\mathbb{P}}\mathcal{F}_{k}^{N}\vee\sigma(X_{T_{k}}) (2.10)






式(2.9) を言い換えると,  \mathcal{G}_{k}  :=\sigma(X_{T_{k}}) として式 (0.5) が成立することがわかる.しか
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