The goal of this project was to use molecular simulation to quantify the impact of additives on the onset and structure of bicontinuous phases in linear diblock copolymers (DBC). The focus was on understanding how additives with selective affinity for a given block will distribute and perturb the structure of complex bicontinuous phases (like gyroid, double diamond, and plumbers nightmare whose minority component block forms two interweaving 3D networks) in DBCs; it was hypothesized that a suitable choice of additive type, size, affinity, and concentration may suppress or stabilize a particular bicontinuous phase. The ultimate goal in this line of investigation is to elucidate the rational design of the optimal additive for which the composition range of stability of a particular bicontinuous phase is maximized. Ours are the first published simulation studies to report on the formation of the gyroid phase in DBC melts and of other bicontinuous phases in DBC-modified by homopolymer.
Abbreviations: DBC= diblock copolymer, DD= double diamond, EXE= expanded ensembles, G= gyroid, H= interface mean curvature, L= lamellar, LC= liquid crystal, N= neovius, P= plumber nightmare, PL= perforated lamella.
Technical Accomplishments

Background
The capacity of block copolymers to self-assemble at nanoscopic length scales has made them the focus of extensive research. 1, 2 By adjusting the relative sizes of the two blocks 1, 3 in pure diblock copolymer (DBC) melts, different morphologies of specific geometry can be rationally obtained; i.e., spheres with bcc packing (S), cylinders hexagonally packed (C), the lamellar phase (L), the bicontinuous gyroid phase 3, 4 (G), and the recently-observed co-continuous O 70 phase. 5, 6 Since nanoparticles can be designed to have preference for one of the copolymer blocks, bicontinuous phases can be used as templates for ordering nanoparticles. These nanocomposites can find new attractive applications, as it can be envisioned if the particles had high electrical conductivity or catalytic activity. On the other hand, nanoparticles themselves can have an active role in the phase diagram of the DBC, [7] [8] [9] by not only inducing shifts in the phase boundaries but also stabilizing phases that are usually not accessible to the pure system. Today, there exists an unprecedented ability for synthesizing not only copolymers of precise architecture and composition, but also hybrid organic-inorganic materials and nanoparticles. A more complete understanding the phase behavior of these complex materials could lead to a new paradigm in the design of novel materials. Of great scientific and technological interest is a particular kind of mesophase based in minimal surfaces, known as the ordered bicontinuous phases, 10 where the minority component forms two triply-periodic interweaving networks that never intersect (see Fig. 1 ), making them ideal candidates as precursor of: porous materials, 11, 12 regular three-dimensional networks, and highconductivity nanocomposites. 13 Experimentally, some systems of surfactants have been observed to present a rich variety of these phases. For example, Ström and Anderson 14 observed in the system Didodecyldimethylammonium Bromide-Water-Styrene a progression of the bicontinuous phases gyroid (G), double diamond (DD), plumber's nightmare (P) and Neovius' surface (N). However, pure DBC melts present a much more limited variety of bicontinuous phases. While in pure DBC melts it was initially thought that the stable bicontinuous phase was the DD phase, it is now well established that the only stable bicontinuous phase in pure DBC melts is the G phase. 4, 15, 16 A common feature of the ordered bicontinuous phases is that their minority-component networks form a structure composed of tubes (connectors) and nodes. 9 The number of tubes intersecting in each node depends upon the specific phase. Figure 1 shows that the number of tubes that intersect in the nodes of the G, DD and P phases are: three, four, and six, respectively. While the thickness of the tubes is roughly determined by the minority-component block length, the thickness of the nodes (which are formed by the junction of several tubes) is necessarily bulkier in order to approach the constant-mean-curvature structure that will minimize the interfacial energy. 9 As a result, the DBC chains cannot reach the center of the nodes without either stretching or deforming the node's shape, causing an entropically unfavorable scenario known as packing frustration. It has been suggested 3, 9 that the reason for the limited stability of the bicontinuous phases in the pure DBC melt is the existence of packing frustration inside the nodes. Moreover, it has also been argued 9 that since the G phase is the bicontinuous phase with the smallest number of tubes per node, and therefore with the smallest nodes, the G phase is the ordered bicontinuous phase with the least packing frustration, and hence, the only stable one in pure DBC melts.
DBCs have been extensively studied by theoretical approaches. Liebler 17 developed a weak segregation theory (close to the order-disorder transition) in a mean field approximation; Fredrickson and Helfand 18 later refined it to include the effects of composition fluctuations. In order to unify the weak and strong segregation regimes, Matsen and co-workers 9, 16, 19 developed a Self-Consistent Field Theory (SCFT) of copolymers. Important theoretical advances have also been made in the understanding of copolymer-nanoparticle composites through the investigations of Balasz et al. [20] [21] [22] An interesting observation from these studies is that in confined films of a nanoparticle-filled DBC, polymers induce an entropic "depletion attraction" between the particles and the confining surfaces; i.e., by expelling the particles to the wall, the chains do not have to stretch around particles, thus gaining conformational entropy. Much work remains to be done, however, to fully understand bicontinuous mesophase behavior in nanoparticle-filled DBCs. Although SCFT has proven to be a very useful tool in resolving many of the issues regarding the phase behavior of block copolymer systems, [23] [24] [25] in the present work we will adopt the more straightforward (though more time consuming) particle-based approach, wherein the effects of finite chain length size and local density fluctuations are naturally incorporated. Particle-based simulations have been relatively successful in showing the stabilization of the G and PL phases in DBC systems with a selective solvent. [26] [27] [28] [29] [30] [31] However, to best of our knowledge, a particle-based approach has never been used to predict the stabilization of ordered bicontinuous phases, different from the G phase, in DBC melt systems.
Simulation studies of the effect of nanoparticles on the structure of homopolymers have been reported by several groups. 32, 33 Fewer studies exist on nanoparticle-DBC systems. Wang et al. 34 performed lattice simulations of a single nanoparticle and a single homopolymer chain in lamellar and cylindrical phases of a DBC. A "depletion attraction" between the particles has also been observed in "AB" DBC melts by Balazs et al. 35 In a different approach, Glotzer and co-workers 31, [36] [37] [38] have also performed simulations in the continuum-space using Brownian Dynamics for different kinds of block copolymers and nanocomposites. Most of these studies,however, 2,36,37 did not treat the bicontinuous phases and concentrated in the "classical" (i.e., the L, C and S phases) morphologies. Hall and co-workers [39] [40] [41] used Discontinuous Molecular Dynamics with an algorithm that changes the relative dimensions of the box while keeping total volume fixed, to study the phase diagram of copolymer melts. They also performed simulations of symmetric DBC/nanoparticle nanocomposites with nanoparticles of different sizes and degrees of preference for a given block. Despite using this box-length search algorithm to find the right dimensions, they were unable to find the bicontinuous phases. The reason is that because bicontinuous DBC phases have a unit cell with 3D periodicity (unlike other DBC mesophases), the size of the simulation box becomes an essential parameter: box lengths need to be a multiple integer of the appropriate unit cell or other metastable phases could be artificially stabilized.
The difficulty encountered by previous researchers to simulate bicontinuous phases in DBCs shows that we still lack a complete understanding of the conditions under which they form. The interplay among bicontinuous phases and additives in high concentration remains largely unexplored. As will be discussed in Sec. 3, we have been able to detect direct evidence of packing frustration inside the G phase nodes. 42, 43 The frustration in the nodes could be alleviated by the addition of small quantities of other "fillers" or "additives" like selective nanoparticles or homopolymer that would preferentially concentrate inside the nodes. 8 In principle, this reduced frustration can be used not only to increase the range of stability of the G phase but also to stabilize other bicontinuous phases like the DD and P. 9 Indeed, in systems of triblock copolymers, Dotera 44 performed lattice Monte Carlo (MC) simulations where a progression of the form "single" G → "single" D → and "single" P was observed by the addition of homopolymer. In DBC systems, however, the situation is less clear. On one hand, mean-field SCFT has been used to predict the stabilization of the DD phase in a very narrow region of the phase diagram by the addition of homopolymer. 19 On the other hand, the Wiesner Group 7, 45 has realized a series of experiments in a mixture of a diblock copolymer (e.g., PI-b-PEO) with an inorganic aluminosilicate, for which the P phase was observed but the DD was not. This project addressesed some of these issues by starting from an understanding of bicontinuous phase behavior of pure diblock melts using both lattice MC simulations and continuum MC simulations, and then studying DBC+additive blends.
Molecular Models
Lattice Model. A coarse-grained lattice model was used where every Kuhn segment in a DBC chain is represented by a bead in discrete space that has a coordination number 26. 26, 46 Two types of beads "A" and "B" were used whose contact energy is either zero (for equal beads) or 1 (for unequal beads; the fraction of A-block beads is denoted f. Chain length was set to N=20 beads (i.e., a molecular weight of ~5k to 10k g/mol 22, 26 ) and system sizes ranged from 5000 to 11000 chains (2. 
where k h is the spring constant (k h = 4). In this model each soft sphere represents a coarse-grained element of polymer fluid and therefore is considered a mesoscopic model. The system was simulated via Molecular Dynamics [thermostated with the Dissipative Particle Dynamics method] to evolve the system according to the equations of motion where the force acting in a particle is given by the sum of the conservative, random, and frictional (dissipative) forces, which are integrated with the modified velocity-Verlet algorithm of Groot et al. [47] [48] [49] 3. Pure DBC system Our simulated phase diagram of pure DBC 42, 43 with either the on-and off-lattice model (see Fig. 2 ) was found to qualitatively agree with the expected behavior. 16 In addition to the classical morphologies, we found that the Gyroid phase is also stable but only in a narrow region of the phase diagram. Unambiguous determination of a stable mesophase at given conditions of f and χN requires (1) careful analysis of the effect of box size, and (2) measure of free energies to discriminate between candidate phases that may form. For example, for f =0.30 and χN=40 we found that C, PL, or G phases can be observed depending upon the size of the lattice simulated system. However, simulation of chemical potentials (see Section 5) shows that it is the G phase the one possessing the lowest free energy and that only the G phase occurs for very large box sizes (as long as it is commensurate with the G unit cell size). Bicontinuous phases are not easy to characterize because of the lack of simple order parameters that can unequivocally identify them. As a consequence, characterization was done through visual inspection of snapshots of the simulated system (akin to using TEM micrographs) and by comparing the simulated and experimental the structure factor S(q). 41 The analysis of the Gyroid nodes (Fig. 3 ) revealed clear evidence of packing frustration in the form of an (entropically) unfavorably over-stretching of chains, a phenomenon that has been suggested to provide the structural basis for the limited region of stability of the Gyroid phase in the DBC phase diagram. The mean-square end-to-end distance <r 2 > for the minority (A) blocks is always larger than for A blocks belonging to the tubes. The fact that even the <r 2 > for the majority (B) block also shows stretching for chains whose A block resides inside the nodes, indicates that the filling of the central node void creates a tension that leads to a stretching of the entire chain (rather than a localized but larger stretching of the A block alone), which also slightly reduces the bulkiness of the nodes. Thus, the packing frustration is alleviated by re-distributing the stretching between the two blocks.
DBC+additive simulations
Two different strategies were considered which aim to counter the frustration effects by addition of minority (A) component in the form of: 8 1) selective solvent particles of size comparable to the polymer Kuhn length (i.e., monomeric solvent), 2) homopolymer of a chain-length equal to 80 % that of the copolymer chains. For this preliminary analysis, only on-lattice simulations have been performed. In order to be able to observe the bicontinuous phases, simulations were carried out at conditions where the G phase has previously been observed for the pure melt in lattice systems; i.e., χN = 40 (β = 0.1111) and volume fraction of A-block=0.30, see Fig. 2). For this purpose the DBC chain length is set to N = 20 with an A-block volume fraction of f = 0.30. Such a chain length has been successfully used by several authors to study the phase behavior of DBC systems, indicating that it provides a good compromise between computational efficiency and suitable representation of the DBC conformational degrees of freedom. The selective solvent particles are explicitly represented by a single A bead (i.e., each solvent particle occupies only a single lattice site). The homopolymer is represented as chains of A beads, with a chainlength size of N ho =16. The fraction of non-empty sites occupied by the "additive" (i.e., either solvent or homopolymer) is denoted by φ add and was varied from 0 to 45%. The choice of this homopolymer length is a compromise between two opposite factors: 1) The smaller the homopolymer chains, the greater the mixing entropy penalty that is incurred in order to confine the homopolymer inside the nodes. Accordingly, longer homopolymer chains should favor the formation of bicontinuous phases. 2) The longer the homopolymer chains, the greater the dislike between the homopolymer and the DBC chains, thus increasing the tendency of macro-phase separation into a DBC-rich phase and a homopolymer-rich phase; this hinders The results are summarized in Fig. 5 . With the first strategy (i.e., addition of solvent particles) we observed the progression G → PL → L → RG (Reversed-Gyroid), including a long-lived metastable orthorhombic co-continuous phase known as O 52 which competed with the PL. With the second strategy (i.e., addition of homopolymer) we observed the progression of morphologies G → DD → P. At high homopolymer volume fractions, a novel morphology was observed, wherein cylinders of two different diameters alternate in a tetragonal (square) packing. However, it remains unclear whether this "Alternating Diameter Cylinder" ADC phase is just a long-lived metastable or a stable phase (at some of the conditions examined) because we could not exhaustively simulate the large box sizes associated with all possible candidate phases like the N phase. We confirmed the identify of different bicontinuous phases by both visual inspection of the phases and by calculating the structure factor and ensuring that the location of the refraction peaks agreed with the theoretically expected values; i.e.,, at ratios 19  :  16  :  11  :  10  :  4  :  3 for the G phase, at 2 : 3 : 4 : 6 for the DD phase (i.e., Pn3m symmetry), and at 2 : 4 : 6 for the P phase (Im3m symmetry). To the best of our knowledge this is the first time that the ordered bicontinuous DD and P phases are simulated and predicted to be stable in DBC melt systems using particlebased simulations.
The very contrasting effect between the solvent and homopolymer additives is rather striking if one considers that the only different between the two cases is that the added (identical) monomers are either free or linked. This behavior correlates with the fact that the solvent additive penetrates the DBC layer and spatially distributes almost uniformly in it, while the homopolymer almost does not penetrate the DBC layer and tends to be pushed away from the interfaces; e.g., to the node centers (see Fig. 6 ). On energetic grounds, the interfacial energy tends to "push" an A-type additive away from the interface, concentrating the additive in the center of the A-domain. The physical basis for the observed disparity in degree of penetration must then be entropic in nature. Solvent particles have large translational entropy which strongly promotes mixing (even to the cost of a small energetic penalty). In contrast, the total entropy of homopolymer chains is smaller than that for the (same number of) solvent monomers and it does not stem from translational degrees of freedom but rather from conformational ones; as a result, energetic contributions outweigh the cost of mixing entropy. Furthermore, by concentrating preferentially in the nodes of bicontinuous phases, the homopolymer not only reduces the entropic penalty of the stretched DBC nodal chains (packing frustration) but also enhances its own conformational entropy (e.g., we observe that the <r 2 > of homopolymers inside the nodes is closer to their "optimal" value for the pure melt, while it is more collapsed for hompolymers inside the tubes).
The simplest rationalization for the G→DD→P progression observed is that since the homopolymer concentrates in the nodes, then a larger φ add should stabilize bicontinuous phases with bulkier nodes. A deeper understanding can be obtained by evoking the origins of interfacial curvature in the DBC systems; this is discussed below. 
ADC
The morphologies observed in DBC systems are the result of the competition between energetic and entropic contributions to the free energy. In order to decrease the interfacial energy the system tries to approach morphologies of zero mean A-B interface curvature (H), however, if the two blocks are of different sizes, imposing H = 0 forces the blocks to adopt unfavorable configurations in order to fill space, creating an entropically unfavorable scenario (i.e., packing frustration). Thus, the resulting equilibrium morphology possesses an A-B interface that tries to In all cases, the majority block is not shown except for the RG (Reverse Gyroid) that only shows the majority block in gray. In the upper haft, the space occupied by the minority block is shown in yellow. In the lower half, for G, DD, and P the two networks of the minority block are shown in red and yellow (respectively); for the ADC (Alternating Diameter Cylinders) the homopolymer is depicted in red and the minority block in yellow. approach a constant mean curvature surfaces. The preferred value of mean curvature (H pre ) depends upon the relative size of the two blocks as is observed in the pure DBC system where the curvature of the interface is progressively increased with the asymmetry of the two blocks, going from the L phase (i.e., H = 0) when the blocks are symmetric, to the S phase, with a high value of H, when the blocks are highly asymmetric.
For a specific relative size of the blocks in a DBC chain (i.e., for a given value of f), the H pre can be modified by an additive that "likes" the minority component blocks. Since the solvent particles penetrate and distribute well in the A-component domain, they swell the A blocks; i.e., the net effect is akin to increasing the A-block length: the addition of solvent particles significantly decreases H pre . Conversely, if the selective "additive" does not penetrate into the DBC layer, like the homopolymer, the A-blocks will not augment their effective size and H pre will remain mostly unchanged. Building on the argument that Ström and Anderson 14 used to explain the phase behavior of surfactant systems to ours, we postulate that the stable morphology is going to be the one that, while minimizing packing frustration, presents an H act that is the closest possible to H pre .
With the homopolymer additive, the G phase remains stable for small φ add . As φ add increases, H act decreases rapidly, departing from H pre which stays approximately constant, destabilizing the G phase. To approach a value of mean curvature closer to H pre the system undergoes a phase transition to a new morphology of higher curvature. The next morphology in the list is the DD phase which, given the presence of the homopolymer and its tendency to concentrate in the nodes, is no longer limited by packing frustration and is therefore stabilized. When more homopolymer is added, H act continues to decrease until again it departs significantly from H pre and the P phase, whose frustration has again been relieved by the significant amounts of homopolymer added, becomes stable. As even more homopolymer is added, new phase transitions are expected to occur. The next candidate phase in the list is the N phase which as mentioned above would have unit cell sizes too large to be observed in the present study. Instead, for high values of φ add the ADC phase is observed which presents a highly curved A-B interface, consistent with the postulate of stabilization of phases of increasing curvature. To the best of our knowledge, this is the first time that the ADC has been reported which, even it were proven to be just a long-lived metastable, is still an interesting phase because long lived metastable phases are often observed experimentally, and the ADC could be stabilized under different conditions or under shear.
Development of Simulation Methods.
Our ability to carry out the work described before relied heavily on our ability to simulate phase diagrams. Whether one uses a closed ensemble and measures the chemical potential, or uses a Grand canonical or Gibbs ensemble 56 to enact chemical potential equilibration, our ability to demark phase boundaries relies on our ability to perform simulations where molecules and particles can be inserted deleted efficiently. To assess the stability of DBC phases, Shultz and Hall [39] [40] [41] showed the viability of using of chemical potential simulations via an earlier version of the expanded ensemble method we developed 57 and optimized.
Expanded ensembles (EXE) to optimize simulation of chemical potentials
At some thermodynamic conditions, more than one morphology can often spontaneously form depending upon the simulation box size. In the NVT ensemble, the most stable phase is the one with the lowest excess Helmholtz free energy per unit chain. For this approach to be feasible, however, quite accurate chemical potentials must be attainable. Because the chemical potential for long chain molecules in dense systems is difficult to simulate via the test-particle insertion method 56 (even with configurational-bias sampling), we adopt a variant of an expanded-ensemble (EXE) method 57 that gradually couples-decouples a target molecule in the system by appending/deleting beads to/from it. This method requires a means for accurate estimation of the free-energy differences associated with such growth/reduction transitions, and the use of suitable biasing weights to attain efficient sampling of all transitions; we used Bennett's acceptance-ratio method 58 to estimate free-energy differences and the method of Trebst et al. 59 to get the biasing weights. Figure 7 shows one example on how this approach was instrumental to identify the boundary between two phases presented in Fig. 5 an arbitrary bias weighting function. The system visits the macrostates with marginal probability
For a given system, λ is a parameter that denotes the degree of coupling of a target molecule (the λ-molecule) with the rest of the system: λ 1 and λ M correspond to the fully decouple and fully coupled states. Transitions between macrostates thus correspond to changes in λ; if such transitions are proposed with equal probability, the Metropolis acceptance criterion for a macrostate transition i → i+Δ (where Δ=±1) performed with configurational-bias sampling is:
where ϑ = Δ ln(R W ) and R W is the Rosenbluth weight 56 associated with the transition. The Helmholtz free-energy differences associated with the un-weighted transitions between λ-states can be estimated using Bennett's 58 acceptance ratio formula: ( )
where ℓ i,j is the number of trial transitions λ i → λ j and C is found from:
where ∑ m denotes a sum over all transitions attempted (as indicated in ϑ) started at macrostate λ m .
The excess chemical potential associated with the insertion of a whole molecule into the system is:
For a mixture, the molar Gibbs free energy is This renders the calculation much more efficient than the visited-states method typically employed, 57 and minimizes user intervention. 60 Optimizing the ensemble weights (sampling). It has been customary to assume that efficient sampling of all λ-states is best achieved by making Π ψ in Eq. (1) a uniform distribution, in which case it follows that the weights would be directly related to the free energy differences, i.e.,
However, this "flat histogram" approach has been shown to provide a suboptimal means to sample the important (transitional) regions of the λ domain. 61 We therefore consider the method of Trebst et al. 59 which chooses theψ weights such that the number of round trips (per CPU time) between the lowest λ (=1) and highest λ (=M) states is maximized. In our application, this should accelerate the convergence of the chemical potential calculation (reduction of statistical errors) by maximizing the times that the λ -molecule disappears from and reappears in different places of the simulation box. Trebst et al. method relies in maximizing the steady-state "current" φ with which the "walker" (i.e., the λ -molecule) goes from λ =1 to λ =M estimated from Fick's diffusion law:
where D(λ) is the walker's diffusivity at state λ and x(λ) is the fraction of times that the walker at state λ has had a label "+". The walker's label is assigned depending on the extreme λ-state that it visited last: it is "−" if state λ 1 was visited last and it is "+" if λ M was visited last. Trebst et al. recipe for maximizing the current dictates that the optimal probability of visiting a given λ -state is given by:
To find the optimal (primed) weights ψ′ that correspond to this probability distribution, we resort to Eq. (1) ]. In the original method, D(λ) in Eq. (7) should be found from Eq. (6),
by using the statistics collected for the previously used weights ψ. However, a more robust formula for D can be derived as follows. Let 
But since the τ 's are inversely related to the frequency with which the transitions are accepted, it is easy to show that Eq. (10) leads to: Equation (11) is better than Eq. (9) because the former forsakes the need to keep track of the x(λ) function and to find its numerical derivatives; e.g., it can produce good estimates of D even when too few round trips have occurred to have good estimates of dx/dλ. Also, Eq. (11) does not rely on Π being a continuous function and will thus be reliable even for small number of states.
Our tests indicate that, relative to the flat-histogram approach and for a fixed simulation period, the advocated methods achieve a factor 2-5 increase in the number of full-insertions and a corresponding proportional decrease in chemical potential statistical error (with zero overhead).
Optimizing the staging. In the above discussion, it was assumed that the λ states were fixed and the weights ψ were to be optimized. Assuming that we keep the number of M states (M-2 intermediate stages) fixed, one can ask: given that the ψ weights will be those corresponding to the flat histogram approach [e.g., Eq. (5)], what intermediate values of the coupling parameter will maximize the number of round trips (for a given simulation period) between the λ 1 and λ M bounds? Thus far, λ simply assigned a label (a number) to the different states of the λ-molecule, but for the present analysis we need to associate to them the actual value of the "physical" coupling parameter (e.g., a parameter of the potential energy function). We'll call Λ i the physical coupling parameter associated with state λ i . It can be shown than that the optimized average probability density of visiting Λ values in [Λ i , Λ i+1 ] can be estimated from: 
Our tests (not shown) have demonstrate the validity and efficiency of this approach for simple test cases involving the insertion of large hard spheres and chains into fluids of small spheres, for which it achieves at least an order of magnitude increase in full-particle insertions relative to equallyspaced Λ's. We also extended this formalism to open-system ensembles (i.e., when the number of particles is not constant) like the grand canonical, osmotic, and Gibbs ensembles.
Relation to experimental investigations
We closely followed the experimental results of Wiesner and co-workers at Cornell University (Dept. of Materials Science & Engineering) who has been actively developing copolymer nanocomposites using some of the same building blocks we propose to simulate. 7, 13, 45 In fact, it was Wiesner's group that first reported the existence of a P phase in a system of DBC/nanoparticle nanocomposite. Because experimental limitations, the composition phase space of such nanocomposites has not been fully mapped out and it still unclear if other bicontinuous phases (e.g., G and DD) could also be realized. Simulations have provided a detailed microscopic view of such materials and to a better understanding of how additives of certain sizes, functionality, and concentration, may lead to the stabilization of different phases. Our collaboration with Prof. Wiesner continues and we hope that some of our predictions will be corroborated by his experimental findings.
