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Abstract
Bayesian nonparametric (BNP) models can perform automatic model selection from
data and allow the model complexity to change as data grow. These unique advan-
tages have made BNP models popular for a wide range of applications, such as
information retrieval, natural language processing and computer vision. Besides the
main content of data, we often observe side information, which refers to auxiliary
attributes that accompany data or relationship between data, such as co-authors in
texts, tags for images, known disease relationship for data-driven disease topic dis-
covery or the cluster relationship between data points. Side information potentially
indicates the relations between data and thus it is attractive to explore the inﬂuence
of side information in BNP models which normally admit the main content of data.
This thesis focuses on incorporating side information into BNP models for both
data clustering and topic modelling. This endeavour brings new challenges involv-
ing model inference, tractability and scalability. We present a principled framework
to incorporate side information in BNP models, and propose three diﬀerent BNP
models with side information. We derive inference algorithms and address the scal-
ability issue in a principled manner.
We ﬁrst use the existing distance dependent Chinese restaurant process (DD-CRP)
(Blei and Frazier, 2011) to handle auxiliary attributes as side information. We de-
velop the side information dependent Chinese restaurant process (SID-CRP). We
compute data similarities in the auxiliary attribute space, which are in turn incor-
porated into an exponential decay function. We derive an eﬃcient inference scheme
and analyse the behaviour of the model. Experiments are performed on four datasets
with diﬀerent types of auxiliary attributes. We show that appropriate use of side
information can improve data clustering signiﬁcantly.
xv
We further incorporate the use of side information in hierarchical BNP models.
We aim to understand co-morbidities presenting in the general patient population.
Electronic medical records (EMRs) are viewed as documents and diagnosis codes are
viewed as words. The hierarchical relationship between the International Classiﬁca-
tion of Diseases (ICD-10) codes is used as side information. Word distances between
diagnosis codes are computed by counting the connected paths within the tree of
diagnosis codes. The proposed word distance dependent Chinese restaurant fran-
chise (wddCRF) eﬃciently incorporates word distances at the bottom level, which
in turn aﬀects the topic distribution at the top level. We extend the wddCRF to
the correspondence model to capture the conditional relationship between diagno-
sis codes and procedure codes in EMRs. Experiments conducted to compute the
readmission prediction using the topic space representation of patients and the pre-
dictive accuracy for procedure prediction show that using side information beneﬁts
both the tasks.
We then propose to incorporate hard constraints as side information into the Dirich-
let process mixture (DPM) model to capture data dependencies. We introduce the
concept of chunklet to model the must-linked data points. As a result, must-links
are compiled into chunklets and cannot-links only exist between chunklets. The
generative model for clustering is derived by treating chunklets as new observations.
We also investigate the issue of selecting useful constraints in DPM clustering. We
evaluate the proposed models on document clustering, image clustering and the
clustering of short texts (e.g., Facebook comments in which constraints are auto-
matically generated).
Finally, we address the scalability of our proposed DPM model with constraints. The
proposed inference scheme, based on Gibbs sampling, is computationally expensive
and thus not scalable to large datasets. To overcome this shortcoming, we develop a
small-variance asymptotic analysis for DPM models with constraints. We derive the
generalized objective function from the joint likelihood and devise a similar K-means
type constrained clustering algorithm. Again, we extend the derivation to hierarchi-
cal BNP models with constraints. Experiments are performed to demonstrate the
eﬃcacy and the eﬃciency oﬀered by this inference scheme.
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Chapter 1
Introduction
Machine learning is a technique to automatically learn algorithms from data (Domin-
gos, 2012). In recent decades, machine learning has been used across a wide range of
disciplines, including web search, spam ﬁltering, computer vision, recommender sys-
tems, human-computer interaction, information retrieval and computational biology.
Machine learning is transforming the way in which things are preformed. A recent
McKinsey Global Institute (McKinsey Global Institute, 2011) report predicted that
machine learning would lead to the next wave of technology innovation.
Machine learning can be broadly categorized into unsupervised learning and super-
vised learning. A typical unsupervised learning method is data clustering, which
groups a set of unlabeled data into homogeneous partitions. A typical supervised
learning method is data classiﬁcation, which classiﬁes a set of unlabeled data via
the classiﬁer trained from a set of labeled data. In this thesis, we primarily fo-
cus on advanced data clustering techniques and their applications in a diverse set
of ﬁelds ranging from image clustering to disease topic modelling. Data clustering
entails organising data with similar characters into clusters. It is useful in several
exploratory situations. Examples of data clustering are clustering gene expression
data to identify the functions of genes (Eisen et al., 1998); clustering the locations
of users in social networks to understand their relationships (Handcock et al., 2007)
and clustering web images to facilitate users browsing (Cai et al., 2004).
Several well-known techniques for data clustering include K-means clustering (Mac-
1
2Queen, 1967), hierarchical clustering (Johnson, 1967) and spectral clustering (Ng
et al., 2001). However, these approaches do not model the uncertainty of data
points being assigned to clusters. Mixture models (McLachlan and Peel, 2000),
provide a probabilistic framework to cluster complex data that are assumed to be
generated from a mixture of probability distributions, hence addressing the uncer-
tainty of cluster assignments. To avoid over-ﬁtting in the frequency setting of the
mixture models, its Bayesian version, the Bayesian ﬁnite mixture models (Marin
et al., 2005) were considered. However, model selection is an issue with these mod-
els. None of the above-mentioned models, including the Bayesian mixture models,
is capable of discovering the number of clusters or computing the assignments of
new data points in a coherent way.
Bayesian nonparametric (BNP) models (Ferguson, 1973; Antoniak, 1974; Gershman
and Blei, 2011; Muller and Quintana, 2004; Orbanz, 2010) have emerged recently as
rigorous and principled paradigms to bypass the model selection problem in para-
metric models by introducing a nonparametric prior distribution on the unknown
parameters. In addition, BNP models allow the model complexity to grow with
new data. These advantages have led to the increased use of BNP models in var-
ious application domains, including natural language processing (Goldwater et al.,
2006; Finkel et al., 2007), complex scene analysis (Sudderth et al., 2005, 2008), and
genomic computation (House, 2006) to name a few.
However, current BNP clustering models are designed to work directly on the content
of data and omit the clustering inﬂuence of side information. Side information
refers to auxiliary attributes or data relations such as co-authors in texts, tags for
images, known disease relationships for data-driven disease topic discovery and the
cluster relationships between data points. These types of side information provide
further assist for data clustering. Although side information has been used in many
applications and shown to improve task performance (Aggarwal et al., 2012; Wagsta
et al., 2001; Xing et al., 2002), the mechanism of incorporating side information into
BNP models is not well-studied. In this thesis, We aim to eﬀectively and eﬃciently
incorporating side information into BNP models.
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1.1 Aims and Approaches
In this thesis, we aim to develop a suite of eﬃcient techniques to incorporate side
information in BNP models in a principled way for diﬀerent clustering and topic
modelling. In particular, our main goals are:
• To explore the way side information can be incorporated in the BNP models.
We study two approaches for the incorporation of side information. When side
information is presented as an auxiliary attribute (e.g. tags for images), we
exploit this information to measure similarities between data as a soft con-
straint. In turn, the similarities are used as a parameter in a decay function
that inﬂuences the clustering in a standard BNP model. When this decay func-
tion is used in conjunction with the main feature, the former partially guides
the clustering process by increasing similarity among the data points that are
also closer along auxiliary attributes. For hard constraints, we introduce the
concept of chunklets to comprise must-linked instances. We then impose exclu-
sive conditions on the sampling probabilities between cannot-linked instances
during the inference.
• To develop BNP clustering models that can handle both types of side informa-
tion, i.e. auxiliary attributes and pairwise constraints. This will exploit side
information to facilitate data clustering. We propose the side information
dependent Chinese restaurant process (SID-CRP), which incorporates into an
eﬃcient decay function the similarities computed from auxiliary attributes.
This model computes the link variables of customers instead of table assign-
ments of customers. The authors, citations and keywords information is used
to enhance document clustering and tags are used to enhance image cluster-
ing. For pairwise constraints, we propose the incorporation of hard constraints
in the Dirichlet process mixture (DPM) model. Must-linked data points are
compiled into chunklets and hence cannot-links only exist between chunklets.
We derive an eﬃcient inference based on chunklets instead of individual data
points.
• To develop hierarchical BNP models that can incorporate side information.
We aim to apply these models for better topic mining when side information
is present along with data. We propose the word distance dependent Chinese
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restaurant franchise (wddCRF) , which incorporates the distances between
words to enhance the word coherence in topic distributions. We further de-
velop the correspondence wddCRF (Corr-wddCRF) to model the relationship
between diagnosis codes and procedure codes in electronic medical records.
This model has been used for the task of medical procedure prediction.
• To derive an eﬃcient inference scheme for the proposed BNP models with con-
straints for large-scale data applications. The inference of BNP models often
requires Gibbs sampling or variational inference. Gibbs sampling is often com-
putationally expensive and variational inference is approximate. These issues
have hindered the large-scale applications of BNP models. We derive the opti-
mization function by maximizing the joint likelihood of BNP models with hard
constraints. A similar K-means type hard clustering algorithm for DPM model
with hard constraints has been proposed with interative re-assignment of data
points and re-computation of cluster centres. We then extend the derivation
to the HDP model with constraints and develop a hard HDP algorithm with
constraints. This algorithm allows the user to interactively reﬁne the quality
of topics.
1.2 Signiﬁcance and Contributions
This thesis is signiﬁcant in that it aims to (1) enrich the use of side information in
BNP models; and (2) deepen our understanding of the incorporation of side informa-
tion, inference and scalability of the relevant models. Speciﬁcally, our contributions
are:
• A clear review of the nature of side information and its use in BNP models. To
the best of our knowledge, we are among the ﬁrst to investigate this issue. We
comprehensively investigate the use of side information in BNP models. This
helps us to identify the key drawbacks of existing models and approaches.
• An incorporation of auxiliary attributes as side information into DPM models
for data clustering. Auxiliary attributes indicate relationships between data.
They are used to deﬁne an eﬀective decay function, which in turn is used
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to develop the novel side information dependent Chinese Restaurant process
(SID-CRP) for data clustering. An eﬃcient inference for this model based
on Gibbs sampling is derived and implemented. Experiments show that our
SID-CRP has improved clustering results by comparing with baselines.
• An incorporation of auxiliary attributes into hierarchical BNP models for med-
ical data analysis. The ultimate goal is to understand co-morbidities pre-
senting in the general patient population. Word distances between diagnosis
codes are computed by counting the connected paths within the tree of di-
agnosis codes. The proposed wddCRF eﬃciently incorporates word distances
at the bottom level. Coherent disease topics are discovered. Furthermore, we
use the patients’ representation in the topic (co-morbidities) space towards
building a predictive model to predict hospital readmission. In addition, the
correspondence wddCRF (Corr-wddCRF) has been designed to uncover the
semantics between diagnosis codes and procedure codes. This Corr-wddCRF
demonstrates its applicability to medical procedure code prediction.
• An investigation of the use of hard constraints in the DPM model for data clus-
tering. We investigated the inﬂuence of must-link and cannot-link constraints
for DPM clustering. Eﬀective constraints were selected and incorporated into
the DPM model. We evaluated our models via clustering documents, images
and short comments collected from Facebook.
• A derivation of an eﬃcient inference scheme for BNP models with hard con-
straints. We showed that BNP models with hard constraints are competitive
on data clustering. To avoid the computationally expensive Gibbs sampling or
approximate variational inference, we applied a small-variance asymptomatic
analysis to BNP models with hard constraints. Our eﬀorts yielded simple
Bayesian hard clustering algorithms, which are similar to the K-means algo-
rithm. Evaluations on the DPM and HDP models with constraints show the
eﬀectiveness and eﬃciency of the proposed algorithms.
1.3 Outline of the Thesis
The rest of the thesis is organised as follows.
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In chapter 2, we provide a brief survey on related work, starting with data clustering
and probabilistic graphical models. The survey then focuses on the use of auxiliary
attributes and the use of constraints in BNP models. Finally, we review some
mathematical background, including the basis of probability, and three popular
BNP models (DPM, DD-CRP, HDP) used in this thesis.
In chapter 3, we present a framework for incorporating side information into the
DD-CRP model. We call it the side information dependent Chinese restaurant
process (SID-CRP). We incorporate data similarities into decay functions to guide
clustering in SID-CRP. We derive the inference of SID-CRP and make it faster
than the original DD-CRP. We conduct experiments on diﬀerent types of datasets,
including documents, images and medical records, and compare performance with
existing clustering methods.
In chapter 4, we exploit side information in hierarchical Bayesian models. We de-
velop the distance dependent hierarchical Bayesian nonparametric models (wdd-
CRF) and apply it to disease topic modelling. Admission data for each patient
coded using ICD-10 coding system is used as a document and ICD-10 coding hier-
archy is used as side information. The code distances in the ICD-10 tree structure
are incorporated in the bottom level of the wddCRF model. We present the explicit
inference for the novel wddCRF model. We next develop the correspondence wdd-
CRF (Corr-wddCRF) model to uncover the conditional relationship between disease
topics and procedures performed. The correspondence can be used to predict proce-
dures given patient disease data. We compare the proposed Corr-wddCRF with the
baseline Corr-HDP in terms of both 30-day readmission prediction and procedure
codes prediction.
In chapter 5, we develop the use of hard constraints in the DPM model. For this
purpose we deﬁne ’chunklet’, a must-linked group of data. Using this construction,
we derive chunklet-based Gibbs sampling for the constrained DPM model. We
further select the useful constraints via the informativeness criteria. We then apply
the selected constraints into the DPM model. Extensive experimentation include
document clustering, image clustering and Facebook comment clustering.
In chapter 6, we address the scalability issue of inference via the Gibbs sampling
method. We perform a small-variance asymptotic analysis on the generative models
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of the Dirichlet process mixture model with hard constraints and formulate a simple
K-means type inference algorithm. We also extend the derivation to hierarchical
models with constraints. We evaluate the derived algorithms on synthetic data and
real datasets.
Finally, in chapter 7, we summarise our work and contributions, and discuss future
lines of inquiry.
Chapter 2
Related Background
This chapter oﬀers a review of related literature and background for the work car-
ried out in this thesis. We ﬁrst present a review on data clustering. We then intro-
duce and review probabilistic graphical models and Bayesian nonparametric models,
which provide the theoretical foundation for the work in this thesis. Next, we survey
the use of side information in general and then in the context of Bayesian nonpara-
metric models in particular. Finally, we provide relevant mathematical background.
2.1 Data Clustering
Data clustering is used to assign data with similar characters into subsets. The ob-
jective of clustering is to ﬁnd intrinsic groups within the given data. Clustering anal-
ysis has applications for a wide range of problems. For example, in market research,
clustering analysis was employed to segment market areas and advertise products in
similar areas (Dolnicar, 2003). In computer vision, Koppal and Narasimhan (2006)
used clustering approaches to distinguish object appearance in scene analysis. In
social media, spectral clustering algorithms are typically utilised to cut the connec-
tion graph into subgraphs to identify communities (Mishra et al., 2007). Clustering
algorithms have been proposed to address the following requirements:
• Robustness. The clustering algorithm can deal with noisy data, or are not
8
2.1. Data Clustering 9
sensitive to noisy data.
• Scalability. The clustering algorithm can be applied easily to large datasets.
The computation is relatively inexpensive.
• Ability to handle high-dimensional data. High-dimensional data may make
similarity measurements hard. The clustering algorithm should be able to
handle high-dimensional data.
• Discovery of clusters with arbitrary shape. The clustering algorithm should be
capable of detecting clusters of arbitrary shape. They should not be restricted
to only distance measures that tend to ﬁnd spherical clusters of small size.
• Interpretability. The clustering results should be interpretable, comprehensible
and usable.
Over the last couple of decades, many clustering algorithms have been proposed
(Jain and Dubes, 1988; Jain, 2010; Rodriguez and Laio, 2014). They can be grouped
into ﬁve main categories:
Partitioning Methods. Given n data points, we would like to cluster data into
k partitions (k < n). In partitioning algorithms, each data point belongs to one
cluster and one cluster has only one label, which represents the cluster. Generally,
one initial partitioning is given and then the iteration-relocation technique is used
to improve the clustering so that the objective function is optimal. K-means is
one of the typical partitioning algorithms. Given the value of k, data points are
initialized to k partitions. Then each point is re-assigned to its nearest cluster
centroids according to speciﬁed distance measurements. The mean values of clusters
are then re-computed. We iteratively update the clusters until the objective function
is minimized. For the K-means algorithm (MacQueen, 1967), the objective function
is the sum of distances between each point to its centroid. The number of clusters
should be given in advance and the initialization aﬀects the ﬁnal clustering. Variants
of K-means, such as adaptive K-means (Chinrungrueng and SÃľquin, 1995) and
fuzzy K-means (Bezdek, 1981) have been proposed to improve upon the original
K-means.
Hierarchical Methods. Hierarchical clustering is divided into agglomerative clus-
tering and divisive clustering. Agglomerative clustering, as a bottom-up approach,
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starts with each data point as one group. It merges pairs of groups into larger groups
until ﬁnally only one group is obtained or the termination condition holds. Obvi-
ously, this method also requires a measure of similarities between groups. Three
popular similarity measures are: single-linkage, which measures the similarity of the
closest pair, complete-linkage, which measures the similarity of the furthest pair
and group-linkage, which measures the average similarities between groups. The
segmentation of each level is the clustering result of data. Finally, the clustering
result can be presented in a tree form. Its typical application is to cluster gene data
in a hierarchy (Jiang et al., 2004). In contrast, divisive clustering is a top-down
approach. It starts with all data points in one group, and ends with each data point
in its own group. One large group is split into two smaller groups, in a consecutive
manner. One simple splitting criterion is to maximize the inter-class distances while
minimizing the intra-class distances.
Density-based Methods. Density-based clustering is based on the notion of den-
sity. It grows the given cluster until the density in the neighbourhood exceeds a
certain threshold. A maximal set of density-connected points is then identiﬁed as
a cluster. One of the well-known density-based methods is DBSCAN (Ester et al.,
1996). In DBSCAN, there are two parameters,  (radius) and the minimum number
of points required to form a density region. It starts with an arbitrary point that has
not been visited before. If the radius region of this point contains suﬃcient points, a
cluster is started. Otherwise, it is labeled as noisy data. Next, if a point is found to
be in a dense part of a cluster and its -neighbourhood is also part of the cluster, we
add it into this cluster. This process continues until the density-connected cluster is
completely found. One advantage of DBSCAN is that the number of clusters does
not need to be speciﬁed. Further, it can ﬁnd clusters of arbitrary shapes. However,
it cannot deal well with density-diverse data. Chen et al. (2011) proposed a novel
parameter free clustering algorithm named as APSCAN, which can cluster datasets
with varying densities but also preserve the non-linear structure for such datasets.
Grid-Based Methods. Grid-based clustering aims to ﬁnd the value space sur-
rounding patterns, while conventional clustering algorithms aim to ﬁnd patterns
(Grabusts and Borisov, 2002). To organise the value space, the whole space is
quantised into cells, i.e. a grid structure. Patterns can be taken as points in d-
dimensional value space and are randomly assigned into the grid structure. The
points are stored according to their pattern values. The grid structure partitions
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the value space and admits the points by a set of surrounding rectangular shaped
blocks. Grid-based clustering typically involves: creating a grid structure, comput-
ing the block density, ranking the blocks, deﬁning the cluster centres or traversing
the neighbourhood blocks (Grabusts and Borisov, 2002).
Model-Based Methods. Model-based methods are based on the idea that data
are generated from models. Their aim is to ﬁnd the best model to ﬁt the given
data. A well-known one is the mixture model (McLachlan and Peel, 2000), where
each data point is assumed to have been generated from one of mixture components.
Each component is one group or cluster and has its own probability distribution.
We can estimate the latent parameters of distributions by using diﬀerent inference
techniques, such as expectation maximization (EM), Gibbs sampling and variational
inference. Model-based clustering algorithms are the main research focus of this
thesis.
Constraint-based Methods. Constraint-based methods are devoted to ﬁnding
clustering solutions when supervised information is introduced. There are two main
types of constraint-based clustering. The ﬁrst one is to search a reasonable clustering
solution to satisfy all constraints, such as COP-Kmeans (Wagsta et al., 2001).The
second is to learn metrics from constraints and then to cluster data based on the
learnt metrics, such as in the work of Xing et al. (2002). We will present details in
section 2.5.3.
In this thesis, we focus on model-based clustering methods. Conventionally, clus-
tering partitions data points, each of which is described by a vector of attributes
into homogeneous subgroups. Each data point belongs to only one cluster. More
generally, data clustering can partition single attribute into clusters such that a sin-
gle data point consists of mixtures of clusters. For example, a corpus consists of
documents, and each document consists of a vector of words. In the work of Blei
et al. (2003b), a topic comprises words sampled from the same latent class. One
topic there is one cluster and each document is comprised of mixtures of clusters.
Therefore, topic modelling (Blei et al., 2003b; Teh et al., 2006) is still a model-based
clustering method. Diﬀerent from traditional types, topic modelling is a hierarchical
Bayesian model. Model-based methods are often related to probabilistic graphical
models. Next we introduce some information on probabilistic graphical models.
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Figure 2.1: Examples of probabilistic graphical models. Shaded nodes represent
observations and white nodes represent latent variables. (a) a directed graphical
model (b) an undirected graphical model.
2.2 Probabilistic Graphical Models
A graphical model, also called probabilistic graphical model (PGM), is a graph
in which nodes denote random variables and edges denote conditional dependence
between random variables. Probability theory and graph theory are used to model
uncertainty and complexity. Probabilistic graphical modelling (Cowell et al., 2007;
Pearl, 1988; Koller and Friedman, 2009) has become an extremely popular tool in
many statistical, computational and mathematical ﬁelds, including bioinformatics,
combinatorial optimization, signal and image processing, information retrieval and
statistical machine learning. We brieﬂy introduce two main classes of PGM, namely
Bayesian networks and Markov networks.
Bayesian networks. Bayesian networks often refer to the directed graphical mod-
els in which a variable depends on its parental nodes. Brieﬂy, Bayesian formalism
captures a degree of belief. The directed connection of all variables makes a Bayesian
network. The core of a Bayesian network is a directed acyclic graph (DAG), meaning
that every edge is directed, and that the graph contains no directed cycles. The joint
probability is the product of all prior probabilities and all conditional probabilities
generated from the edges of this graph. The goal is to calculate the posterior distri-
bution of all unknown variables according to probability and graph theory. Figure
2.1(a) shows one example of directed graphical models, where x1, x2 and x4 are
observations and x3 is a latent variable. The joint probability is directly expressed
as
p(x1, x2, x3, x4) = p(x3 | x1, x2)p(x4 | x3) (2.1)
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Markov networks. In contrast with a Bayesian network, a Markov network (also
called a Markov random ﬁeld (MRF)) is based on an undirected graphical model.
Undirected graphical models are preferable in the scenario that the directional de-
pendence between large collection of variables is unknown. Let G(V , E) denote an
undirected graph, where V is the set of nodes and E is the set of edges. We param-
eterize the undirected graphical model via a set of clique potentials ψC(xC), where
C ∈ C and C is a set of cliques. The probability model could be written as
p(xV | θ) = 1
Z
∏
C
ψC(xC) (2.2)
where θ = {ψC(xC), C ∈ C} is the collection of parameters. The normalization
factor Z is the sum over all conﬁguration xV and is written as
Z =
∑
xV
∏
C
ψC(xC) (2.3)
Figure 2.1(b) shows one example of undirected graphical models, where x1 to x4 are
observations. We could express the joint probability as
p(x1, x2, x3, x4) =
1
Z
ψ123(x1,x2, x3)ψ234(x2, x3, x4) (2.4)
General solutions to parameter estimation for these undirected graphical models
include iterative proportional ﬁtting and gradient ascend (Jordan, 2003).
Representative Markov networks include Markov Random Fields (MRF) and Con-
ditional Random Fields (CRF) (Laﬀerty et al., 2001), which have been applied to
image analysis and spatial relationship. For example, in scene segmentation a region
(or superpixel) can be treated as one node and it is assumed that regions are corre-
lated spatially. A CRF model can be used to model the labels of regions. Several
inference algorithms can be used to obtain approximate solutions, such as belief
propagation and mean ﬁeld inference (Sutton and Mccallum, 2006). More about
PGM can be found in Koller et al. (2007); Sudderth (2006) and Jordan (2003).
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2.3 Finite Mixture Model
The ﬁnite mixture model (McLachlan and Peel, 2000) is a representative model-
based clustering method. In ﬁnite mixture models, an observation is assumed to
have been sampled from a mixture of subpopulations or sources. Identifying which
source has produced each observation leads to a clustering conﬁguration over a set
of observations.
The data generative process is deﬁned as x ∼
K∑
k=1
πkf(x | φk), where K is the number
of components; πk is the proportion of the kth component; φk is the parameter
of the kth component; and f is known as a probability density function. One
popular inference technique is the expectation-maximum (EM) algorithm (Dempster
et al., 1977), which converges to a local maximum likelihood estimate of the mixture
parameters. However, the EM algorithm strongly depends on the initialization and
sometimes converges to the boundary of the parameter space. A modiﬁed EM
algorithm based on a minimum message length (MML) criterion was proposed by
Figueiredo and Jain (2002). The algorithm integrates model estimation and model
selection into a uniﬁed framework rather than taking MML as the criterion on which
to select the best ﬁtted model.
Mixture models of diﬀerent types have been used in a variety applications. By
far the most popular of these is the Gaussian mixture model (GMM) (Day, 1969;
Fraley and Raftery, 2006; McLachlan and Peel, 1999; Wolfe, 1970). Yeung et al.
(2001) employed a mixture of multivariate Gaussian distributions to cluster gene
expression data. McKenna et al. (1999) elaborated adaptive Gaussian mixtures to
track objects in colour images. Mixtures of t-distributions (McLachlan and Peel,
2000) could be a heavy-tailed alternative to Gaussian mixtures and were used to
produce density forecasts of U.S. inﬂation (Giacomini and für Höhere Studien und
Wissenschaftliche Forschung, 2007). Subsequently, a multinomial mixture model
(MMM) was applied in text clustering (Rigouste et al., 2007) and document clas-
siﬁcation (Novovicova and Malik, 2003). First, each document is transformed into
the vector of word counts. Then the model is built on the mixtures of multino-
mial distributions over word counts. Each component corresponds to a cluster or
class. More recently, Poisson mixtures have been used for document classiﬁcation
and word clustering (Li and Zha, 2006). Note that mixture models may consist
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of diﬀerent probability distributions in one model. For example, Manmatha et al.
(2001) proposed a mixture model consisting of an exponential and a Gaussian to
ﬁt the score distributions for application in the ﬁeld of information retrieval. A
comprehensive survey on the applications of ﬁnite mixture models can be found in
Titterington et al. (1985) and McLachlan and Peel (2000).
The Bayesian ﬁnite mixture model (Roberts et al., 1998) incorporates the belief
of users into ﬁnite mixture models. In other words, πk and φk are provided with
the priors instead of the initialization. The setting of the priors is involved in the
conjugate analysis. A detailed discussion can be found in section 2.6.2.
2.4 Bayesian Nonparametric Models and Appli-
cations
The number of clusters must be speciﬁed in advance for ﬁnite mixture models. How-
ever, when clustering data, one often faces such challenges as: How many clusters
should we group these data into? How many factors should we use in factor analysis?
Many researchers addressed the problems by attempting the models with diﬀerent
number of clusters or factors. Then they selected the best model via model com-
parison metrics (Schwarz, 1978). Rather than comparing several models, Bayesian
nonparametric (BNP) approaches solve the problems by integrating model selection
into the model estimation process. Inheriting the strengths from both the Bayesian
and nonparametric approaches, BNP models eﬃciently address the problem of model
selection and adaption. The scope of model selection and adaptation includes select-
ing the number of clusters in a clustering problem, the number of latent variables
in a latent model, or the complexity of features used in nonlinear regression. BNP
models can even grow with the data making them suitable for continuous learning.
The Dirichlet process (DP) (Antoniak, 1974) is one popular stochastic process used
in BNP models. A DP deﬁnes a distribution over probability measures. It is a
stochastic process where the measures over any ﬁnite partitions follow a Dirichlet
distribution. The Dirichlet process mixture (DPM) model (Antoniak, 1974), a typ-
ical BNP model, employs DP as the prior. We explain the generative process of the
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DPM model by using documents and words. First, a document is generated from
either one of existing clusters or a new cluster. Then the vector of words in the
document is sampled from the cluster-speciﬁc multinomial distribution.
Two alternative representations of the DPM model are: the Chinese restaurant
process (CRP) and the stick-breaking process, discussed in detail in Section 2.6.3.1.
The Markov Chain Monte Carlo (MCMC) method (Neal, 2000) and variational
inference (Blei and Jordan, 2006) are two main inference techniques for the DPM
model. Recently, research on the DPM model has considered the the conjugate
and non-conjugate choice of the base distribution (Gorur and Rasmussen, 2010)
and the sampling approaches (Jain and Neal, 2007, 2000; Chang and Fisher III,
2013). The DPM model has been widely used in diﬀerent applications, including
DNA microarray data analysis (Kim et al., 2006), fast search in information retrieval
(Daume, 2007), automatic image clustering and classiﬁcation and retrieval (Blei and
Jordan, 2006). An approximate model to DPM was presented in Yu et al. (2010),
where the model was used for feature selection and document clustering. Further
technical details on the Dirichlet process and the DPM model shall be described in
Section 2.6.3.2.
While the DPM can cluster a ﬂat collection of data points such as a single text docu-
ment, many real-world datasets are grouped data. It is more natural, for example, to
cluster a corpus of documents where topics can be shared between them. The most
popular and eﬀective solution is the latent Dirichlet allocation (LDA) (Blei et al.,
2003b), where topics are clusters. The topic proportion of one document is sampled
from a Dirichlet distribution. The topic assignment of one word is sampled from a
multinomial distribution parameterizing the topic proportion. Finally, one word is
sampled from the topic-speciﬁc multinomial distribution. LDA is superb for topic
discovery for cohorts but also strongly depends on the co-occurrence between words
(Blei et al., 2003b). The various inference techniques for LDA include variational
inference (Blei et al., 2003b) and its online version (Hoﬀman et al., 2010), collapsed
Gibbs sampling (Griﬃths and Steyvers, 2004) and its fast version (Porteous et al.,
2008), and collapsed variation inference (Teh et al., 2007). Later, many variants of
LDA have been proposed over the last decade, such as correspondence LDA (Blei
and Jordan, 2003), supervised LDA (Blei and McAuliﬀe, 2007), correlated LDA
(Blei and Laﬀerty, 2006a), dynamic topic models (Blei and Laﬀerty, 2006b), subtle
topic models (Das et al., 2013) and focused topic models (Sinead Williamson, 2013).
2.4. Bayesian Nonparametric Models and Applications 17
Again, we face the selection of the number of topics in topic models. Introducing
Bayesian nonparametric approaches, the hierarchical Dirichlet processes (HDP) (Teh
et al., 2006) was proposed as a nonparametric version of LDA. HDP has two levels
of DP. The base measure of the child Dirichlet process is also drawn from Dirichlet
process. A metaphor of this process is called the Chinese restaurant franchise (CRF)
(Teh et al., 2006), where customers are grouped into tables and tables in turn are
grouped through served dishes. Three inference schemes were introduced in Teh
et al. (2006). Two schemes are involved with the CRF, ﬁrst sampling the table
indices and then sampling the topic indices. Another scheme is to directly sample the
topic assignments of observations. Other inference techniques have been developed
for HDP, such as the collapsed variational inference (Teh et al., 2007) and the online
variational inference (Wang et al., 2011), the parallel Gibbs sampling (Cheng and
Liu, 2014), the split-merge Gibbs sampling (Wang and Blei, 2012) and an augmented
version (Rana et al., 2013). HDP is applicable to many domains, such as information
retrieval (Cowans, 2004), music retrieval (Hoﬀman et al., 2008), multi-population
haplotype phasing (Xing et al., 2006), topic modelling and image segmentation (Teh
and Jordan, 2009).
Recently, signiﬁcant eﬀorts have been made on extensions of HDP, such as the dy-
namic hierarchical Dirichlet process (dHDP) (Ren et al., 2008) and the multilevel
clustering hierarchical Dirichlet Process (Wulsin et al., 2012; Nguyen et al., 2014).
The dependent Dirichlet processes (DDP) was developed by MacEachern (1999). In
the DDP, points with neighboring DPs are more dependent. The DDP has been
used for spatial modelling, nonparametric regression, as well as for modelling tem-
poral changes (MacEachern, 1999). Phung et al. (2012) proposed the conditionally
dependent Dirichlet process to model multi-channel observations, such as patient
records with demographic information, medical history and drug uses.
Hidden Markov model (HMM) (Rabiner, 1989) is very popular for modelling se-
quential or temporal data, in which each time step is associated with a hidden state
determining an observed output. Teh et al. (2006) proposed the HDP-HMM, which
assumes that the number of hidden state was inﬁnite. The HDP was used as a prior
of the transition probabilities emerging from each state, and the number of hidden
state was allowed to grow with the sequence length.
Stochastic processes used in BNP models also include Gaussian process (GP) and
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Pitman-Yor process. A GP is a distribution over function. Any ﬁnite random vari-
ables have a joint Gaussian distribution in GP. A GP is completely speciﬁed by its
mean and covariance. Diﬀerent from DP where samples are discrete distributions
with the probability one, GP ﬁlls the gap between the prior in discrete distributions
and continuous distributions. It has been used for regression with noise (Orbanz,
2010). The Pitman-Yor process can be treated as a generalization of the DP process.
Besides the concentration parameter and the base distribution, the Pitman-Yor pro-
cess has an additional discount parameter. When the discount parameter is zero, it
is reduced to the DP process.
Based on the notion that each object can be represented by an inﬁnite number
of features, Ghahramani et al. (2007) proposed the Bayesian nonparametric latent
feature model, in which an unknown number of latent features could be determined
by data. The Indian buﬀet process (IBP) and Beta process (BP) are two popular
stochastic processes used in Bayesian nonparametric latent feature models. A single
parameter in the IBP prior controls both the number of latent features per object
and the total number of latent features (Ghahramani et al., 2007).
2.5 Side Information for Data Clustering
The PGM discussed above only employs main content of data: no additional knowl-
edge is used. Internet technologies now make it easy to access and collect multi-
modal data. For example, we can access geographical locations of images or tags
of images while accessing images. For unsupervised BNP models, only the content
of images is treated as input. Actually, geographical locations or tags indicate the
relationship between images. It is clear that, if leveraged properly, the additional
information can improve data clustering. We call this kind of additional information
side information. Although the use of side information for clustering or classiﬁca-
tion is not new, the mechanism by which to incorporate side information into BNP
models is presently not available. This thesis mainly focuses on the use of side infor-
mation in BNP models. We next review the various types of side information and
their uses for data clustering, particularly in BNP models.
2.5. Side Information for Data Clustering 19
2.5.1 The Nature of Side Information
The term “side information” takes into account a range of both supervised and
unsupervised information. Typically, side information is understood as additional
information, excluding the main features of data. Side information frequently ac-
companies data and provides crucial insights for clustering. We categorize side
information into three main groups:
• Partial labels: labels indicate the direct belongings of data instances and
provide prior knowledge for clustering. Known labels indicate the correlation
between data. It has been shown that a small number of data labels can
also improve the clustering performance (Wang et al., 2012). This type of
side information is often used in semi-supervised learning. We do not use it
directly in this thesis.
• Auxiliary attributes: Auxiliary attributes often refer to context except main
features of data. For example, for a corpus of scientiﬁc papers, auxiliary infor-
mation may include citations, links, co-authorship and so on; for images and
videos, extra information may include location, time and spatial continuity.
Side information such as directors, actors, actresses, have been utilised to im-
prove movie clustering (Aggarwal et al., 2012). Song et al. (2010) constructed
the relationship between pairwise documents using name-entities (NE, e.g.
person, organisation and location). In chapters 3 and 4, we exploit similar
auxiliary attributes in our BNP formalism for data clustering.
• Pairwise constraints: In many practical applications, it is both diﬃcult
and costly to obtain labels for all data instances. For example, it is diﬃcult
to specify class labels in terms of speaker identiﬁcation in a conversation and
GPS data clustering for lane-ﬁnding (Wagsta et al., 2001). The link relation-
ship between instances is more likely to be acquirable than class labels, since
experts can specify whether or not a pair of instances belong to the same clus-
ter. We term this type of information pairwise constraints. Generally, pairwise
constraints are divided into two types: must-link (ML) and cannot-link (CL)
(Wagsta et al., 2001). Must-link indicates that the two instances belong to
the same cluster while cannot-link indicates that two instances belong to two
diﬀerent clusters. Constraints are also divided into hard constraints and soft
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constraints. Hard constraints cannot be violated when used, while soft con-
straints may be violated to satisfy the objective. In chapters 5 and 6, we use
hard constraints in data clustering.
The use of side information is currently active in three application domains: distance
metric learning, constrained clustering and kernel learning. The objective of distance
metric learning is to learn a distance metric which respects the given constraints.
Many algorithms for distance metric learning have been developed to utilise side
information (Xing et al., 2002; Yang et al., 2006). For constrained clustering, one of
the well-known algorithms is constrained K-means clustering (Wagsta et al., 2001).
In constrained K-means clustering none of the speciﬁc constraints is violated when
cluster centroids are updated. Other proposed semi-supervised clustering algorithms
exploit pairwise constraints to enhance clustering performance (Bilenko et al., 2004;
Basu et al., 2004a). More information about constrained clustering can be found
in Davidson and Basu (2007). Learning kernel functions based on a set of pairwise
constraints has been studied in Hoi et al. (2007) and Hoi and Jin (2008).
2.5.2 The Use of Auxiliary Attributes in Data Clustering
Auxiliary attributes are often associated with data. This type of side information has
been broadly utilised in text clustering as the corpus often includes abundant aux-
iliary information. For example, in Aggarwal et al. (2012), two types of attributes,
citation and author, were extracted from the Cora dataset, author-conference and
co-author information were extracted from the DBLP dataset, and the names of the
directors, actors, actresses, and producers were extracted from the IMDB dataset.
In Song et al. (2010), name-entities, e.g. person, organisation and location, were
extracted from 20 Newsgroups for side information-based clustering.
Similar to traditional texts, web texts also possess auxiliary attributes. For instance,
hyperlinks created by authors indicate an association between two web pages and
have been employed for clustering web pages (Zhang et al., 2008; Angelova and
Siersdorfer, 2006). A great deal of research targets web clustering with the assist of
additional tags (Li et al., 2011; Lu et al., 2009; Tang, 2010).
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In computer vision, it is also popular to exploit auxiliary attributes contained by or
associated with images. Spatial information from images has been widely used for
image segmentation (Cai et al., 2007; Liew and Yan, 2003). Auxiliary information,
including spatial continuity (Liew et al., 2000), textual and link information (Cai
et al., 2004) as well as tags (Chen and Takama, 2012), have been used for image
clustering. Both unsupervised saliency maps (unsupervised auxiliary attributes) and
supervised object conﬁdence maps (supervised side information) have been exploited
for image classiﬁcation (Chen et al., 2012).
Next, we discuss the use of auxiliary attributes in both mixture models and topic
modelling using Bayesian techniques. Note that topic models are a type of hierar-
chical mixture models. We shall discuss them separately from the mixture models.
2.5.2.1 The Use of Auxiliary Attributes in Mixture Models
Bayesian nonparametric (BNP) models (Gershman and Blei, 2011; Orbanz, 2010)
have two advantages. First, the number of clusters can be estimated automatically
from the data, thus bypassing the model selection step as normally required in a
parametric setting. Second, the model can grow with new data, making it suitable
for real-world applications where data continue to grow and evolve in complexity.
The Dirichlet process mixture (DPM) model (Antoniak, 1974) is one of the popular
BNP models for data clustering. The basic idea entails placing a Dirichlet process
(DP) as a prior on the partitions. When a new datum arrives, it is assigned to
either the existing clusters or a new cluster. All data points are assumed to be
exchangeable; hence de Finetti’s Theorem (de Finetti, 1972) is satisﬁed.
However, exchangeability is a strong assumption and is not valid in many real-world
situations, such as when data evolve over time. A number of BNP models have been
proposed to model the dependencies between data, including the dependent Dirichlet
process (MacEachern, 1999) and other similar processes (Duan et al., 2007; Griﬃn
and Steel, 2006). Blei and Frazier (2011) proposed the distance dependent Chinese
restaurant process (DD-CRP), which encodes data dependencies in the clustering
process by setting a decay function to compute the link probabilities between data.
DD-CRP computes to which point this data point will connect, whilst the CRP
directly computes to which cluster this data point will be assigned. In general,
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dependent DPs exhibit marginal invariance while distance dependent CRPs do not.
Some work has extended the ﬂexible DD-CRP to diﬀerent applications. Socher et al.
(2011) used a similarity matrix from data features to compute the spectral mapping
and combined the DD-CRP in spectral space. Ghosh et al. (2011) used the DD-
CRP for image segmentation by assuming that superpixels are connected spatially.
Kim et al. (2011) proposed a hierarchical form of the DD-CRP to account for data
dependencies at the top level. Ghosh and Raptis (2014) continued to extend the
DD-CRP into two levels of hierarchical models. However, these studies often assume
that data are endowed with some speciﬁed functions. Therefore, we try to address
this issue by using side information to compute data relations in chapter 3. Porteous
et al. (2010) discussed the scheme of the Bayesian matrix factorization incorporating
prior knowledge. The DPM was taken as the prior of the rows and columns of the
factorized matrices. Although side information is exploited, the work requires prior
training, and is mainly used for prediction. Our proposed algorithm builds the link
graph between data based on the similarities of side information. Our aim is mainly
data clustering.
2.5.2.2 The Use of Auxiliary Attributes in Topic modelling
Above, we reviewed the use of auxiliary attributes in mixture models. A recent
topic of scholarly attention concerns the use of auxiliary attributes in hierarchical
Bayesian models. Following the two levels (document level and word) in topic models
(Blei et al., 2003b), we discuss side information of two types: document-level and
word-level side information.
Notable models that exploit document-level side information in topic modelling
include variants of LDA (Wang et al., 2009; Mimno and McCallum, 2008; Blei
and McAuliﬀe, 2007). Supervised LDA (sLDA) (Blei and McAuliﬀe, 2007) treats
document-level side information as a response variable. The ﬁtted model was used
to predict the response values for new documents. Wang et al. (2009) developed an-
other representation of sLDA for simultaneous image classiﬁcation and annotation,
where class labels are response variables. Mimno and McCallum (2008) proposed a
Dirichlet-multinomial regression model, where document-topic distributions are the
function of observed document-level metadata, such as dates and venues of publica-
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tions. The author-topic model (Rosen-Zvi et al., 2004) assumes that topic weights
are decided by authors of documents and then words are generated from author-
topic distributions. Zhu et al. (2010) presented maximum entropy discrimination
LDA (MedLDA), which estimates low-dimensional topic representation of data via
an eﬀective use of side information for max-margin supervised learning. Lacoste-
Julien et al. (2009) proposed discriminative LDA (DiscLDA), which uses discrimina-
tive labels to build up low-dimensional representations. Kim et al. (2011) proposed
the distance dependent Chinese restaurant franchise (ddCRF), which captures the
temporal property of document series to model the emergence and disappearance
of topics. All these models make use of document-level side information such as
document categories or document rating. However, in our application domain (e.g.
electronic medical records), it is diﬃcult to obtain information for this level. In
chapter 4, we incorporate word-level side information in the topic model.
Some research has attempted to exploit the word-level side information. Petterson
et al. (2010) considered the similarity between words as features in LDA rather than
adjusting a smoothing prior over topic distributions. Zhu and Xing (2010) assumed
that a word was associated with neighboring words that had similar syntax fea-
tures. The conditional topic random ﬁeld was developed to encode the word-level
feature and conditional dependencies between words. However, these methods can-
not incorporate tree-structure side information, as shown in Figure 4.3. In chapter
4, we propose distance-dependent hierarchical models, where the distances between
words can be incorporated and there is no need to change the model inference. The
most relevant with our work was presented in Ghosh et al. (2011), which used the
speciﬁed decay functions in the model rather than using side information to deﬁne
word distances. The speciﬁed decay functions are ad hoc for particular applications,
though they may perform well in image segmentation.
2.5.3 The Use of Pairwise Constraints in Data Clustering
Pairwise constraints indicate the intuitive relationship between instances. The sim-
plest clustering algorithm exploiting constraints is the COP-kmeans (Wagsta et al.,
2001), which incorporates pairwise constraints into K-means. In the algorithm, the
ﬁnal clustering must satisfy all constraints,otherwise empty partitions will be re-
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turned. It is one hard-constrained solution, which means that constraints cannot
be violated in the clustering process. To generalize the COP-kmeans, PC-kmeans
(Basu et al., 2004a) was developed to make the clustering satisfy as many constraints
as possible. It assigns a point to a cluster such that the sum of the distance between
this point to the cluster centre and the cost of constraint violations is minimized.
There is no back-tracking for candidate centroids. Proposed semi-supervised clus-
tering algorithms with constraints generally fall into two types, constrained-based
clustering and distance-based clustering (Bilenko et al., 2004).
• Constraint-based clustering algorithms try to integrate constraints into exist-
ing clustering schemes. The original clustering algorithms are often modiﬁed
so that a more appropriate data partitioning is guided by pairwise constraints.
This can be done by optimizing the objective function. There are two types
of constrained-based clustering approaches: 1) enforcing all constraints to sat-
isfy ﬁnal partitions such as COP-kmeans; 2) respecting the maximum num-
ber of constraints so as to achieve the best clustering such as PC-kmeans.
Constraint-based clustering contains some well-known algorithms, such as K-
means (Wagsta et al., 2001), mixture model clustering (Blekas et al., 2005), hi-
erarchical clustering (Davidson and Ravi, 2005a) and spectral clustering (Wang
et al., 2012). Previous studies have shown that it is intractable to satisfy all
constraints at once (Davidson and Ravi, 2007), unless the user incrementally
adds constraints (Davidson, 2007) or prunes them (Davidson and Ravi, 2005a).
• Distance-based clustering algorithms employ particular distance functions to
partition data. First, the parameters in the distance metric should be trained
to satisfy the constrained data, which means that must-linked instances are
close together and cannot-linked instances are far apart in the learnt distance
space. Some distance metrics have been used for distance-based clustering,
including string-edit distance trained using EM (Bilenko and Mooney, 2003),
Euclidean distance modiﬁed by a shortest-path algorithm (Klein et al., 2002)
or Mahalanobis distances trained using convex optimization (Xing et al., 2002).
Bilenko et al. (2004) combined metric learning and constraints in a uniﬁed frame-
work. More works about constrained clustering algorithms with instance-level con-
straints can be found in Zhu (2005) and Davidson and Basu (2007). We next review
the use of pairwise constraints in mixture models and topic modelling.
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2.5.3.1 The Use of Constraints in Mixture Models
Constrained Dirichlet process mixture models have been proposed to incorporate
pairwise constraints in DPM (Vlachos et al., 2008, 2009, 2010; Luo et al., 2015).
The hard constraints were used, indicating that constraints cannot be violated in
the clustering processing. In particular, Vlachos et al. (2008) added pairwise con-
straints between verbs into DPM for verb clustering and the number of verb classes
could be discovered automatically. Vlachos et al. (2009) further investigated opti-
mal measures when a constrained DPM was used for verb clustering. Vlachos et al.
(2010) proposed an approach that actively selected constraints for the constrained
DPM. Pairs of instances with maximum label entropy during multiple samples were
selected. However, this method may be incorrect for the case that two instances
which are actually in the same cluster are always grouped into two diﬀerent clusters
during sampling. Luo et al. (2015) exploited the temporal constraints in DPM for
object tracking. Cannot-link constraints were generated based on the assumption
that one trajectory cannot be assigned to more than one detection within the same
frame, while must-link constraints were generated to connect split tracklets between
diﬀerent segments. In chapter 5, we explicitly investigate the use of ML and CL
constraints in DPM for diﬀerent applications, including document clustering, im-
age clustering and short text clustering. Orbanz and Buhmann (2008) proposed a
method of image segmentation based on DPM with histogram clustering, where spa-
tial smoothness constraints were encoded in Markov random ﬁeld (MRF). Ross and
Dy (2013) used a MRF to encode hard constraints into mixtures of Gaussian Pro-
cesses. The number of groups could be inferred; however, the variational inference
is approximate. For large data, fast and exact clustering algorithms are required. In
chapter 6, we shall provide the small-variance analysis approach proposed in Kulis
and Jordan (2012) for DPM with constraints, and derive simple and scalable hard
clustering methods.
2.5.3.2 The Use of Constraints in Topic Modelling
Recently, pairwise constraints have been used to fulﬁll the potential of topic mod-
els. Andrzejewski et al. (2009) encoded complex domain knowledge between words
by exploiting the mixture of Dirichlet tree distribution as a prior. Must-links and
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cannot-links were respectively used to represent the probability of two words be-
longing to one topic or not. The constraints used are soft. Constraints have been
also introduced into the LDA to help group product features (Zhai et al., 2011). A
cannot-link indicates that product features in one sentence are unlikely to be syn-
onyms or belong to the same topic. A must-link indicates that two noun phrases
share one or more words. To allow users to interactively reﬁne topics, Hu et al.
(2011) developed interactive topic modelling by introducing ML constraints between
words. However, for this method to be eﬀective with a large document collection,
users may have to annotate a large number of word constraints for this method to be
eﬀective. Yang and Pan (2014) proposed a constrained LDA framework to acquire
user feedback toward improving the quality of learnt topics. Must-links indicates
that documents had similar topic distributions,whereas cannot-links indicated that
documents had dissimilar topic distributions.
In addition to the above-reviewed work, there exist probabilistic methods that use
constraints. Early work such as Shental et al. (2003) embedded hard constraints
into a Gaussian mixture model. The expectation maximum (EM) method was used
to estimate the posterior probabilities. For positive constraints, data points in one
constraint were treated as a whole. A Markov chain was built to handle negative
constraints. The experimental results showed that positive constraints are more
informative for clustering than negative constraints. Law et al. (2004) developed a
model-based clustering approach with soft constraints, where group constraints and
data points in one group constraint are treated as independent. The constraints
were modelled as random variables and assigned with priors. The objective function
became the sum of the traditional log likelihood of data and the additional constraint
likelihood. Variational inference was employed. Basu et al. (2004b) demonstrated
the use of constraints in hidden Markov random ﬁelds (HMRF) for semi-supervised
clustering.
2.5.4 Analysis of the Eﬀectiveness of Side Information
Most studies about side information assume that side information is perfect in the
sense that they are always informative for the learning task at hand. In reality,
however, not all side information is informative. Sometimes, due to human error,
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it is noisy, inaccurate or erroneous. A variety of algorithms have been proposed
recently to address this issue. Yang et al. (2010) maximized informative pairwise
constraints by introducing the generalized maximum entropy model. Basu et al.
(2004b) developed a new method that actively selects informative constraints from
a noiseless oracle rather than from the labels of data points. Aggarwal et al. (2012)
proposed a probabilistic model in which an iterative partitioning technique is used
for eliminating the inﬂuence of noisy side information. Our work in chapter 3 utilises
all auxiliary attributes, but further analyses the clustering inﬂuence of diﬀerent use
proportions of auxiliary attributes.
Generally, clustering performance can be improved by increasing the number of con-
straints. However, this is expensive and it is also diﬃcult to obtain a large number
of constraints. Recently, the notion of improving clustering by limiting constraints
has attracted much attention. Davidson et al. (2006) practically found that some
constraint sets may impair clustering. Informativeness and coherence were used to
measure the eﬀectiveness of constraint sets. Clustering performance can increase
with the high informative and coherent constraint sets, but not always. Further-
more, Davidson (2012) proposed two approaches to understand when constraints
help clustering: an MCMC sampler to count the number of feasible clusters, and
fractional chromatic numbers to determine the clustering assignment diﬃculty. Ac-
tive learning (Vlachos et al., 2010) and interactive learning (Hu et al., 2011) are both
eﬃcient methods for the selection of constraints. It is worth noting that the order
of constraints may aﬀect the constrained K-means clustering algorithms (Hong and
Kwong, 2009).
Notable as well, the inﬂuence of constraints can be propagated (Klein et al., 2002).
Not only the labels of instances involved with constraints will be aﬀected, but also
their neighbours. If this is omitted, a weird clustering solution might be obtained.
Klein et al. (2002) interpreted ML constraints in geometrical space by setting a
zero distance between all such pairs. Then the distance matrix was recalculated
by using an all-pair-shortest-path algorithm which enforced the triangle inequality.
For CL constraints, a proximity-based clustering algorithm indirectly propagated
CL constraints, implicitly restoring some metrics each time it performed a merge.
ML constraints are often easier than CL constraints since ML constraints are tran-
sitive. We can set the distances between must-linked points as zero or as small
constants. CL constraints are not transitive and have no obvious geometric inter-
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pretation (Klein et al., 2002; Davidson and Ravi, 2005a). It is not known which kind
of distances are related with CL constraints (Klein et al., 2002). To address this,
Asaﬁ and Cohen-Or (2013) proposed a novel method to geometrically interpret CL
constraints in the Diﬀusion map (Lafon and Lee, 2006). The distances between ML
constraints is computed by using the shortest path (Klein et al., 2002).
2.6 Mathematical Background
In this section, we brieﬂy introduce the probability knowledge and basics of graphical
models which we will use in subsequent chapters.
2.6.1 Basics of Probability
Probability is used to measure the likelihood of the occurrence of an event. A
probability distribution assigns probabilities to the possible outcomes of a random
experiment. Generally, the possible outcomes in an experiment can be represented
by a random variable. If a random variable is discrete, its probability distribution
can be speciﬁed by a possibility mass function. If a random variable is continuous,
its probability distribution can be speciﬁed by a possibility density function. We
describe several probability distributions which are used in our thesis.
2.6.1.1 Probability Distributions
Gaussian distribution. The Gaussian distribution, or normal distribution, is by
far the most common continuous distribution. The density function of the one-
dimensional Gaussian distribution of variable x has the form
p(x, μ, σ) = 1
σ
√
2π
exp
(
− (x − μ)
2
2σ2
)
(2.5)
where μ is the mean and σ is the standard variance. The multivariate Gaussian dis-
tribution extends the one-dimensional Gaussian distribution to higher dimensions.
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The density function is deﬁned as
p(x) = 1√
(2π)K |Σ|
exp
(
−12(x − μ)
TΣ−1(x − μ)
)
(2.6)
where Σ is the symmetric covariance matrix; |Σ| is the determinant of Σ; μ is the
mean vector; and K is the dimension of the data.
Categorical distribution. Let x = (x1, x2, · · ·xN) be a discrete vector. Each el-
ement xi is numeric and takes one value from 1, 2, · · · , K. Then the joint probability
of x is given
p(x | θ) =
N∏
i=1
K∏
j=1
p(xi = j)δ(xi=j) =
K∏
j=1
θ
Nj
j (2.7)
where δ is an indicator function; θ = (θ1, · · · , θK) is the parameter vector, θj =
p(xi = j),
∑K
j=1 θj = 1; and Nj =
∑N
i=1 δ(xi = j). Note that it is diﬀerent from the
following multinomial distribution which models the counts of the samples.
Multinomial distribution. In order to discriminate Eq.(2.7), we set the count
variable N = (N1, N2, · · ·NK). We would like to model the counts of the samples
based on multinomial distribution
p(N | θ) = (
∑K
k=1 Nv)!
N1!N2! · · ·NK !
K∏
k=1
θNkk (2.8)
where θ = (θ1, · · · , θK) is a vector indicating the probabilities of possible outcomes.
For example, in document analysis, θk is the probability of the kth word occurring
and Nk is the number of occurrences of the kth word. Both Eq.(2.7) and Eq.(2.8)
are multinomial distributions with the parameter θ.
Binomial distribution. Binomial distribution is a special case of multinomial
distribution where there are just two possible outcomes {0, 1}. For example, we toss
a coin n times. For each time the possible result is a head or tail. We assume that
the occurring probability of the value 1 is θ. Then the joint probability distribution
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of the outcome x could be represented as
p(x | θ) = Cknθk(1 − θ)n−k
where Ckn = n!k!(n−k)! and k is the occurrence frequency of the value 1. The expectation
is E(x) = nθ and the variance is Var(x) = nθ(1 − θ).
Bernoulli distribution. The Bernoulli distribution is a special case of binomial
distribution where an experiment is done just once (n = 1). Therefore, the density
function is
p(x = k | θ) =
⎧⎪⎨
⎪⎩
θ, k = 1
1 − θ, k = 0
Consequently, the expectation is E(x) = θ and the variance is Var(x) = θ(1 − θ)
Dirichlet distribution. The Dirichlet distribution is often a continuous multi-
variate probability distribution with a positive parameter α. It is the multivariate
generalization of the Beta distribution. Given θ = (θ1, θ2, · · · θK) and a positive real
vector a = (α1, α2, · · · , αK), we denote the Dirichlet distribution as θ ∼ Dir(α).
The density function is expanded
p(θ | α) = Γ(
∑K
k=1 αk)∏K
k=1 Γ(α0)
K∏
k=1
θαk−1k
where Γ is the Gamma function and a0 =
∑K
k=1 αk. The density function can be
represented by K − 1 dimensional simplex (θK = 1 − ∑K−1k=1 θk). When all αi are
equal, the density distribution is symmetric. The smaller the value of αi, the sparser
the resulting distribution. Figure 2.2 shows some examples for simplexes of diﬀerent
Dirichlet distributions. The moments of Dirichlet distribution are following
E(θi) =
αi
α0
Var(θi) =
αi(α0 − αi)
α20(α0 + 1)
Cov(θi, θj) =
−αiαj
α20(α0 + 1)
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(a) Dir(1,1,1) (b) Dir(2,2,2)
(c) Dir(4,4,4) (d) Dir(8,8,8)
(e) Dir(16,16,16) (f) Dir(32,32,32)
Figure 2.2: Examples for simplex of Dirichlet distributions
Since αi > 0 for i = 1, · · ·K, the covariance between any two θi and θj is negative.
This means that any two random variables in θ have to be negatively correlated.
However, this is not always the case. The work presented in Connor and Mosimann
(1969) and Wong (2005) shows that two parameters may be positively correlated in
the experiments of biological data and microchips data. Furthermore, in the Dirich-
let distribution variables with the same expectation must have the same variance.
At times, however, we expect that two variables possessing the same expectation
have diﬀerent variances. The generalized Dirichlet distribution was proposed to deal
with the above two restrictions (Connor and Mosimann, 1969).
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Beta distribution. A Beta distribution can be understood as a special case of
the Dirichlet process where θ consists of two variable {θ, 1 − θ}. The probability
density for θ ∼ Beta(α,β) is
p(θ | α, β) = Γ(α + β)Γ(α)Γ(β)θ
α−1(1 − θ)β−1
= 1B(α,β)θ
α−1(1 − θ)β−1
Gamma distribution. A Gamma distribution is a two-parameter family of con-
tinuous probability distributions. It has two types of representation. With the shape
parameter k and scale θ, the probability density for x ∼ Gamma(k, θ) is
p(x | k, θ) = x
k−1e−
x
θ
θkΓ(k) , for x > 0 and k, θ > 0
With the shape parameter α and the rate parameter β, another expression could be
p(x | α, β) = β
αxα−1e−xβ
Γ(α) , for x  0 and α, β > 0
In this thesis, we use the second expression wherever the Gamma distribution is
used.
2.6.1.2 Conjugate analysis
In a standard Bayesian setting, the marginal distribution of x after integrating out
any latent variable, such as integrating θ,
p(x) =
ˆ
p(θ)p(x | θ)dθ (2.9)
may not be tractable. To make the Eq.(2.9) tractable, the concept of conjugate
distribution is introduced. We ﬁrst recall the basic Bayes’ theorem as
p(θ | x) ∝ p(θ)p(x | θ)
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where p(θ) is the prior distribution, p(x | θ) is the likelihood and p(θ | x) is the
posterior.
In probability theory, if the posterior distribution p(θ | x) is in the same family
as the prior distribution p(θ), the prior and posterior are then called conjugate
distributions, and the prior is called a conjugate prior for the likelihood. A common
conjugate prior in mixture modelling is the Dirichlet distribution of Categorical and
multinomial likelihood distributions which we shall describe brieﬂy below.
Suppose that a variable x ∼ Mult(θ, 1) has K values, then the joint likelihood is,
p(x | θ) =
K∏
j=1
θ
Nj
j
The conjugate prior is a Dirichlet distribution θ ∼ Dir(α). The posterior is then
computed and given as,
p(θ | x) = p(θ)p(x | θ)´
p(θ)p(x | θ)dθ = Dir(α1 + N1, · · · , αK + NK) (2.10)
where Nj is the number of data points in dimension j. We can see that both the prior
p(θ) and the posterior p(θ | x) are the Dirichlet distributions. Therefore the Dirich-
let distribution is one of the conjugate priors for multinomial distribution. Other
conjugate distributions includes Gaussian-Gaussian, Gaussian-Gamma, Gaussian-
Wishart, Beta-Bernoulli and so on. Diaconis and Ylvisaker (1979) provided a com-
prehensive reference, including an analysis of conjugacy in the exponential family.
2.6.1.3 Monte Carlo Methods
We ﬁrst brieﬂy outline Monte Carlo and then discuss importance sampling and
Gibbs sampling.
Monte Carlo. Monte Carlo sampling is often used to estimate the expectation of
the function f(x) under a given probability density function p(x), i.e.
E[f(x)] =
ˆ
f(x)p(x)dx
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if the random variable x is continuous, and
E[f(x)] =
∑
x
f(x)p(x)
if x is discrete. The probability density p(x) is also called target density. If we
know that a set of discrete values (x1, x2, · · · , xn) are independent identical distri-
bution (i.i.d.) drawn from p(x), the expectation above becomes
E[f(x)] ≈ 1
n
n∑
i=1
f(xi) (2.11)
However, with the exception of some simple distributions, such as the uniform dis-
tribution or the Gaussian distribution, it is diﬃcult to obtain samples from p(x).
MacKay (1998) oﬀtered two reasons. The ﬁrst is that we do not know the normal-
izing constant Z (assume that p(x) could be evaluated via p(x) = p∗(x)/Z ). The
second is that, even if we know Z, sampling from p∗(x) in a high-dimensional space
may lead to an unimaginable number of evaluations of p∗(x). Importance sampling
helps us to resolve this problem.
Importance sampling. Let q(x) be another density having the same support as
the target density p(x). We shall refer to q(x) as the important distribution. We
rewrite the expectation as
Ep(x)[f(x)] =
ˆ
f(x)q(x)p(x)
q(x)dx =
ˆ
f(x)q(x)w(x)dx = Eq(x)[w(x)f(x)] (2.12)
where w(x) = p(x)
q(x) is called the importance weight. Eq.(2.12) shows that we have
transformed the expectation of the function f(x) under p(x) into the expectation
of the function w(x)f(x) under q(x). Therefore, we can choose a suitable q(x) and
obtain samples from it although we cannot obtain samples from p(x). Note that
we need to evaluate the p(x) and q(x) up to a normalized constant. The steps of
computing Eq.(2.12) are:
1. Choose a tractable q(x) having the same support as p(x);
2. Draw x1, · · · , xn i.i.d from q(x);
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3. Evaluate p(xi) and q(xi) up to a normalization constant and set w(xi) =
p(xi)/q(xi);
4. Normalize w(xi) ← w(xi)/∑ni=1 w(xi); and
5. Set Ep(x)[f(x)] ≈ 1n
∑n
i=1 w(xi)f(xi).
Markov Chain. Let xt denote the value of a random variable x in time t, with
the state space covering the entire possible range for the random variable. The
stochastic process, or the collection of random variable xt is a Markov process if
the transition probabilities between diﬀerent values in state space only depend on
the current state, that is
p(xt+1 = sj | x0 = s0, · · · , xt = si) = p(xt+1 = sj | xt = si)
In other words, if we need to predict the state at time t+1, the only useful informa-
tion is the state at time t. The transition probability denotes p(i, j) = p(i → j) =
p(xt+1 = sj | xt = si). The state probability is denoted as p(xt = si). The Markov
Chain refers to a sequence of values (x0, x1, · · · , xt+1) generated from a Markov
process.
Gibbs sampling. Gibbs sampling (Geman and Geman, 1984) is one of the
iterative Markov chain Monte Carlo (MCMC) methods. In fact, it is a special case
of the METROPOLIS-HASTING algorithm (Metropolis et al., 1953) in which
the new proposal is always accepted. Its aim is to draw a sequence of variables
in a Markov Chain which ﬁnally converges to the target distribution. Brieﬂy, it
draws one variable based on its conditional distribution given all other variables.
For example, if the state space consists of three variables (u, v, w), the sampling
process becomes
ut ∼ p(u | v = vt−1, w = wt−1) (2.13)
vt ∼ p(v | u = ut, w = wt−1) (2.14)
wt ∼ p(w | u = ut, v = vt) (2.15)
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We can see that the traditional Gibbs sampler computes the conditional probability
of one variable at each step; hence, the convergence rate could be slow. Therefore,
some variants of the Gibbs sampler were proposed to accelerate the convergence.
The two sampling methods we will use in our thesis are blocked Gibbs sampling
(Geman and Geman, 1984) and collapsed Gibbs sampling (Liu, 1994). The blocked
Gibbs sampler updates a small group of correlated variables together instead of
individual variables, as the traditional Gibbs sampler. The collapsed Gibbs sampler
updates fewer variables by canceling out some variables; thus, it is normally faster.
2.6.1.4 Exponential Family
An exponential family distribution (Barndorﬀ-Nielsen, 1978) has the following ex-
pression,
p(x | η) = h(x) exp{ηᵀt(x) − a(η)} (2.16)
where η is the natural parameter, t(x) is the suﬃcient statistic, h(x) is a underlying
measure (e.g. counting measure or Lebesgue measure) and a(η) = log
´
h(x) exp{ηᵀt(x)}dx
is the log-partition function.
Most distributions belong to the exponential family. These includes the Bernoulli,
Gaussian, Gamma and Dirichlet distributions. We take the univariate Gaussian
distribution as an example as
p(x | μ, σ2) = 1
σ
√
2π
exp(−(x − μ)
2
2σ2 )
and expand the formulation as
p(x | μ, σ2) = 1
σ
√
2π
exp(− 12σ2 (x
2 − 2xμ + μ2))
Compared with Eq.(2.16), we easily obtain the parameters of the Gaussian expo-
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nential family as
η = 〈μ/σ2,−1/2σ2〉
t(x) = 〈x2, x〉
a(η) = −η21/4η2 − (1/2) log(−2η2) (2.17)
h(x) = 1√
2π
We continue to compute the derivations of the log-partition function. The ﬁrst order
derivation is
∂a(η)
∂η
= E[t(x)] = − η12η2
The second order derivation is
∂2a(η)
∂2η
= Var[t(x)] = − 12η2
Similar to the conjugate analysis above, exponential family distributions in theory
have their own conjugate prior. We assume the natural parameter η has the prior
distribution such that
p(η | λ) = hc(η) exp{λᵀ1η + λᵀ2(−al(η)) − ac(λ)}
where λ = 〈λ1, λ2〉 is the natural parameter for prior distribution. We can directly
compute the posterior distribution and obtain its updated natural parameters λˆ =
〈λˆ1, λˆ2〉 analytically upon observing n data point {xi}ni=1,
λˆ1 = λ1 +
n∑
i=1
t(xi) (2.18)
λˆ2 = λ2 + n (2.19)
Continue with the example of univariate Gaussian. Assuming the variance of a
Gaussian distribution is ﬁxed (e.g. σ = 1), we write it as,
p(x | μ) = exp{−x
2/2}√
2π
exp{μx − μ2/2}
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All natural parameters in Eq.(2.17) become
η = μ
t(x) = x
a(η) = μ2/2 = η2/2 (2.20)
h(x) = exp{−x
2/2}√
2π
The corresponding prior distribution is written as,
p(η | λ) = hc(η) exp{λ1η + λ2(−η2/2) − ac(λ)}
where λ1 = μ0/σ20, λ2 = −1/2σ20 and (μ0, σ20) is the mean and variance of the prior.
According Eq.(2.18) and (2.19), the natural parameters of the posterior distribution
are therefore computed as,
λˆ1 = λ1 +
n∑
i=1
xi
λˆ2 = −1/2λ2 + n
We map the natural parameters back to the traditional parameters as,
E[μ | x1:n, λ] = λˆ1
λˆ2
= λ1 +
∑n
i=1 xi
−1/2λ2 + n =
μ0/σ
2
0 +
∑n
i=1 xi
1/σ20 + n
Var[μ | x1:n, λ] = 1
λˆ2
= 1−1/2λ2 + n =
1
1/σ20 + n
2.6.2 Bayesian Finite Mixture Models
In the ﬁnite mixture model (Figueiredo and Jain, 2002), each data point is drawn
from one of the mixture components. Let x = (x1, x2, · · ·xN) be a discrete vector.
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The probability distribution of a ﬁnite mixture model is deﬁned as,
p(x | π, φ1:K) =
K∑
k=1
πkf(x|φk) (2.21)
where π is the mixture proportion (1  πk  0, for k = 1, · · · , K and ∑Kk=1 πk = 1);
K is the number of clusters; and φk speciﬁes the density distribution f(x|φk) for the
kth component. The number of clusters is speciﬁed in advance in the ﬁnite mixture
model. The EM algorithm (Dempster et al., 1977) is typically employed to estimate
the parameter π and φk from data. In Bayesian settings, the parameter π and φk are
further speciﬁed by prior distributions. Typically a symmetric Dirichlet distribution
Dir(α) is used as the prior of π and the prior of φk is model-speciﬁc depending on
the distribution form of f(x|φk). Conjugate priors are preferable. For example, if
distribution function F is a multinomial, then the conjugate prior distribution H is
a Dirichlet distribution (Sudderth, 2006). We assume that the hyperparameters are
α and λ.
We introduce latent variables z to denote the components of x. Then we can simplify
the distribution of xi as follows
p(xi | π, φ1:K) =
K∑
k=1
p(zi = k) f(xi | φk) (2.22)
where p(zi = k) = πk. Therefore, we have three variables z, π, φ in the Bayesian
ﬁnite mixture model. We ﬁrst use the full Gibbs sampler to implement posterior
inference. Given π, φ and other cluster assignment z−i, we update zi from the
following conditional distribution
p(zi = k | z−i,x,π, φ1:K) = p(zi = k | xi,π, φ1:K)
∝ πkf(xi | φk) (2.23)
We continue to update π
p(π | z1:n, α) ∝ p(z1:n | π)p(π | α) (2.24)
Note that p(π | α) is the prior distribution which often takes Dir(α). The posterior
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is directly computed by using the conjugate distributions
p(π | z1:n, α) = Dir(N1 + α/K, · · · , NK + α/K) (2.25)
where Nk is the number of data points assigned to the kth cluster. We ﬁnally update
φk from the conditional distributions
p(φk | z1:n,π,φ−k) ∝ p(φk | λ)p({xj : zj = k} | φk, λ) (2.26)
The conjugate prior can also be used to compute Eq.(2.26). We iteratively update
the Eq.(2.23,2.24,2.26) and ﬁnally obtain the Markov chain of the latent parameters
z, φ, π. This full Gibbs sampling method samples only one variable at each step.
A faster approach is to update only z by integrating out the parameters π and φ.
This is also called collapsed Gibbs sampling. The posterior probability is shown as
p(zi = k | z−i,x, α, λ) ∝ p(zi = k | z−i, α)p(x | zi = k, z−i, λ)
∝ p(zi = k | z−i, α)p(xi | x−i, zi = k, z−i, λ) (2.27)
The ﬁrst term arises from the marginalization of the mixture weights π. Because
the prior of these weights is a symmetric Dirichlet, the predictive likelihood (the
derivation is shown in Appendix A.1)
p(zi = k | z−i, α) ∝ N
−i
k + α/K
N − 1 + α (2.28)
where N−ik is the number of data points assigned to the kth cluster excluding the
current point xi. The second term is the likelihood as
p(xi | x−i, zi = k, z−i, λ) = p(xi | {xj : j = i, zj = k}, λ)
=
ˆ
φk
p(xi | φk)p(φk | {xj : j = i, zj = k}, λ)dφk (2.29)
where
p(φk | {xj : j = i, zj = k}, λ) ∝ p(φk | λ)p({xj : j = i, zj = k} | φk, λ) (2.30)
when p(φk | λ) and p(xi | φk) are conjugate, such as Dirichlet-Multinomial distri-
bution, Eq.(2.30) and Eq.(2.29) are tractable. More detail is shown in Appendix
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A.2. The collapsed Gibbs sampling can draw the latent indicators z directly. The
convergence rate is faster than that of full Gibbs sampling method (Sudderth, 2006).
The Bayesian ﬁnite mixture model requires the number of components K to be
speciﬁed beforehand. However, determining the number of clusters K is often a
diﬃcult problem. For document clustering, in order to estimate K before clustering,
users have to browse all documents. This is fairly unrealistic for a large collection of
documents. Model selection methods such as cross-validation, Akaike information
criterion(AIC) and Bayesian information criterion (BIC) are used to estimate K.
However, the models derived from these methods are static, and thus may not ﬁt
the new data. Moreover, model re-selection is expensive. Therefore, the approaches
need to be designed to release the predetermination of K.
Recent advances in Bayesian nonparametric (BNP) models provide an alternative
to infer the number of clusters by introducing nonparametric prior distributions on
the unknown parameters. The Dirichlet process (Ferguson, 1973) is one of the most
popular Bayesian nonparametric techniques. Next we will discuss the main BNP
models we use in the thesis.
2.6.3 Bayesian Nonparametric Models
2.6.3.1 Dirichlet Process
The Dirichlet process is a stochastic process, who draws discrete probability mea-
sures with the probability of one. Given a random distribution G on a measurable
space Θ, if for every ﬁnite measurable partition A1, ..., Ar of Θ
(G(A1), ..., G(Ar)) ∼ Dir(αG0(A1), ..., αG0(Ar)) (2.31)
then G is a Dirichlet process, written by G ∼ DP(α,G0) (Ferguson, 1973). In
Eq.(2.31), G0 can be any probability measures, such as a Gaussian and multinomial
distribution, and α is a concentration parameter. Assume G0 is non-atomic, then
the probability that any two samples are equal is precisely zero. However, G is
a discrete distribution, made up of a countably inﬁnite number of point masses
(Blackwell and Macqueen, 1973). Let G ∼ DP(α,G0) be a draw from a DP. Further
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let θ1, θ2, ..., θn be independent and identically distributed (i.i.d.) drawn from G.
Then some properties of the Dirichlet process are:
• The expectation of the prior distribution E(G(A)) = G0(A), where A is a
measurable set
• The posterior distribution p(G | θ1, θ2, ..., θn) = DP(α+n, αα+nG0+ 1α+n
∑n
i=1 δθi)
• The expectation of the posterior distribution E(G | θ1, θ2, ..., θn) = αα+nG0 +
1
α+n
∑n
i=1 δθi
Polya Urn Scheme. Assume that we have observed some samples θ1, θ2, ..., θn
drawn from G ∼ DP(α,G0). We then are interested in the behaviour of θn+1 given
the previous n observations θ1, θ2, ..., θn. We know that the θn+1 is drawn from the
posterior DP of θ1, θ2, ..., θn and hence write it as
θn+1 | θ1, θ2, ..., θn ∼ α
α + nG0 +
1
α + n
n∑
i=1
δθi (2.32)
Blackwell and Macqueen (1973) used the Polya urn scheme to describe the Dirichlet
process. Suppose that we are drawing colour balls from an urn G. The sample θi
represents the colour of the ith ball drawn from the urn. Time after time, we replace
that drawn ball and add another ball with the same colour to the urn. This imposes
a “rich gets richer” property on the frequencies of colours inside the urn. In other
words, as we draw more and more balls with a certain colour, it becomes more and
more likely to draw a ball with that colour at the following steps. To add diversity,
we also occasionally draw a ball from a diﬀerent urn G0, then replace it and add
a ball of the same colour to the original urn G. The probability of drawing a ball
from a diﬀerent urn G0 is αα+n while the probability of drawing a ball from the G is
n
α+n , where n is the number of balls currently in the urn G. Therefore, we obtain
the following equation,
θn+1 | θ1, θ2, ..., θn ∼
⎧⎪⎨
⎪⎩
θi with the probability 1α+n
G0 with the probability αα+n
(2.33)
where θi may be any one from θ1, θ2, ..., θn.
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Let θk(k = 1, · · · , K) be the K unique colours in the current balls and nk be the
number of the balls with colour k in the current balls. We then can rewrite Eq.(2.33)
as,
θn+1 | θ1, θ2, ..., θn ∼
⎧⎪⎨
⎪⎩
θk with the probability nkα+n
G0 with the probability αα+n
(2.34)
Chinese Restaurant Process. The Polya urn scheme makes it clear that a DP
imposes a clustering structure on the observations θi: the balls can be grouped by
their colours. The Chinese restaurant process (CRP) makes this clustering struc-
ture explicit. The tables in a Chinese restaurant are analogous to clusters (unique
colours) and customers are analogous to observations (balls). Consider a restaurant
with an inﬁnite number of tables. From the conditional probability distribution in
Eq.(2.34), we can see that a customer sits at an occupied table with the probability
proportional to the number of customers already at that table, or sits at a new table
with the probability proportional to the concentration parameter α. The rule makes
the rich become richer.
Given the table assignments (colour indices) z−i of all customers except the current
one, the CRP draws zi sequentially from
p(zi = k | z−i, α) ∝
⎧⎪⎨
⎪⎩
nk for k  K
α for k = K + 1
(2.35)
where K is the number of nonempty tables and nk is the number of customers
already sitting at the table k. Customers with the same table assignment generate
partitions. Although CRP draws table assignments sequentially, customers are still
exchangeable. That is, the sampling probability remains the same, irrespective of
the order of customers. Note that exchangeability (Aldous, 1985) is not equivalent
to i.i.d., since it just indicates that the order of data can be exchangeable.
Stick-breaking Process. The stick-breaking process (Sethuraman, 1994) is an-
other alternative representation of the Dirichlet process. In the Dirichlet process,
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ɴ1 1Ͳɴ1
ɴ2(1Ͳɴ1) (1Ͳɴ2)(1Ͳɴ1)
ɴ3(1Ͳɴ2)(1Ͳɴ1) (1Ͳɴ3)(1Ͳɴ2)(1Ͳɴ1)
...
ʋ1
ʋ2
ʋ3
Figure 2.3: The illustration of the stick-breaking construction of the Dirichlet process
since a draw G from a DP(α,G0) is discrete, we can rewrite it as follows
G =
∞∑
k=1
πkδφk (2.36)
where πk and φk are random variables and φk ∼ G0. The weights πk of components
φk can be computed via a stick-breaking process
πk = βk
k−1∏
l=1
(1 − βl)
where βk is a random variable and βk ∼ Beta(1, α). Therefore, we can see∑∞k=1 πk =
1. The Figure 2.3 illustrates the process of stick-breaking, in which π1 = β1, π2 =
β2(1 − β1), π3 = β3(1 − β1)(1 − β2).
2.6.3.2 Dirichlet Process Mixture Model
The inﬁnite mixture model is a mixture model with an inﬁnite number of compo-
nents. We represent the likelihood of the generative data for inﬁnite components
p(x | π, φ1:∞) =
∞∑
k=1
πkf(x|φk) (2.37)
where the parameters π and φ are in the inﬁnite space. Suppose we draw a random
measure G from a Dirichlet process, and independently draw N random variables η
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(a) The generative
process for DPM
(b) The stick-breaking
representation for DPM
Figure 2.4: Graphical models for the Dirichlet process mixture model
from G
G ∼ DP(α,G0)
ηi | G ∼ G, i = 1, 2, .., N
(2.38)
The Dirichlet process mixture (DPM) model (Antoniak, 1974) treats ηi as the param-
eter of the distribution of the ith observation. Combining Eq.(2.37) and Eq.(2.38),
we derive the generative process of DPM as follows
G ∼ DP(α,G0)
φi | G ∼ G, i = 1, 2, .., N
xi | φi ∼ f(xi | φi), i = 1, 2, ..., N
(2.39)
Data generated from the DPM model can be partitioned according to the distinct
value of φ. Note particularly that the number of clusters in DPM is not really
inﬁnite. We only assume it to be inﬁnite so that the number of clusters can grows
with the new data. The graphical model of the Dirichlet process mixture models is
presented as Figure 2.4a.
Similar to the Bayesian ﬁnite mixture model, we introduce the component indicator
zi for each data observation xi, i.e. p(xi | zi, (φk)∞k=1) = p(xi | φzi). We place a
Dirichlet prior on the mixture proportions π with symmetric Dirichlet distribution.
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The DPM model has an equivalent expression as follows
π | α ∼ Dir(α)
zi | π ∼ Multi(π)
φi | G0 ∼ G0
xi | zi, (φk)∞k=1 ∼ f(x | φzi)
(2.40)
Therefore, the DPM model can also be represented by Figure 2.4b. The genera-
tive process in Eq.(2.40) provides a more intuitive understanding about posterior
inference for the DPM model.
Given Eq.(2.36), the likelihood of x is,
p(x | G) = ´
φ
f(x | φ)dG(φ) = ´
φ
f(x | φ)∑∞k=1 πkδφkdφ = ∑∞k=1 πkf(x|φk)
(2.41)
The recovered likelihood is identical to the likelihood deﬁnition of the DPM model.
Inference via Gibbs sampling. Neal (2000) provided several Gibbs sampling
methods for Dirichlet process mixture models. We focus on the collapsed Gibbs
sampling because this method is typically more eﬃcient than other methods (Ras-
mussen, 2000). Given the cluster assignments z−i for other observations, the poste-
rior distribution of zi is
p(zi = k | z−i,x, α, λ) ∝ p(zi = k | z−i, α)p(x | zi = k, z−i, λ)
∝ p(zi = k | z−i, α)p(xi | x−i, zi = k, z−i, λ) (2.42)
The ﬁrst term on the right is the prior following the CRP in Eq.(2.35). The second
term is the predictive likelihood of xi given x−i, zi, z−i and G0. When k is an
existing cluster, similar to Eq.(2.29), the predictive likelihood of xi is
p(xi | x−i, zi = k, z−i, λ) = p(xi | {xj : j = i, zj = k}, λ)
=
ˆ
φk
p(xi | φk)p(φk | {xj : j = i, zj = k}, λ)dφk (2.43)
When zi is assigned a new cluster k∗, the likelihood is
p(xi | x−i, zi = k∗, z−i, λ) = p(xi | λ) =
´
φk∗
p(xi | φk∗)p(φk∗ | λ)dφk∗ (2.44)
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Since p(xi | φk) and p(φk | λ) are conjugate, the Eq.(2.44) is tractable. The explicit
expressions of Eq.(2.43) and Eq.(2.44) can be respectively found from Eq.(A.7) and
Eq.(A.8) in Appendix A.2.
In Eq.(2.42), the prior hyperparameter α is involved with another prior. It can
also be sampled in each iteration. Suppose α ∼ Gamma(a, b), which is a Gamma
distribution with the shape a > 0 and the scale b > 0. The detail inference about
the α is presented in Escobar and West (1995). In particular, the posterior of α can
be derived into the product of two Gamma distributions
p(α | η,K) ∼ πηGamma(a+K, b−log η)+(1−πη)Gamma(a+K−1, b−log η) (2.45)
with πη deﬁned by πη/(1−πη) = (a+K−1)/(b− log η) and K deﬁned as the current
number of clusters. Further, η is drawn from a Beta distribution
p(η | a,K) ∼ ηa(1 − η)K−1 (2.46)
such that (η | α,K) ∼ Beta(a + 1, K). Therefore, there are two steps for sampling
α. The ﬁrst step is sampling η from Eq.(2.46) and the second step is sampling α
from Eq.(2.47).
After ﬁnishing Gibbs sampling, the distribution φk in each cluster is computed as
follow
φk ∼ p(φk | {xj : zj = k}, G0) (2.47)
which has form similar to Eq.(A.6) but including the current point.
In each iteration, the likelihood of data could be given by integrating out φ
p(x | z) =
K∏
k=1
Nk∏
j=1
(
Γ(∑Vv=1 xjv + 1)∏V
v=1 Γ(xjv + 1)
)
·
∏V
v=1 Γ(
∑Nk
j=1 xjv + λv)
Γ(∑Vv=1(∏Nkj=1 xjv + λv))
where Nk is the number of data points assigned to the cluster k and V is the
vocabulary size. The derivation is referred to Eq.(A.8) in Appendix A.2.
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Figure 2.5: An illustration of the distance-dependent Chinese restaurant process.
The distance between customers determines the customer assignments. The cus-
tomers linked to each other sit at the same table. For example, 8 joined the table
of 3 and 5.
2.6.3.3 Distance Dependent Chinese Restaurant Process
The distance dependent Chinese restaurant process (DD-CRP) (Blei and Frazier,
2011) is a Bayesian nonparametric model that encodes the dependencies between the
elements. It was based on the traditional Chinese restaurant process (CRP), which
assumes that the data is exchangeable - the probability of a particular conﬁguration
is the same irrespective of the sequence of elements. However, in many cases, data
may appear in a sequence that is non-exchangeable, due to strong temporal or spa-
tial correlations within neighbourhoods. The DD-CRP incorporates these natural
relations.
In the traditional CRP, customers are assigned to tables. However, in DD-CRP,
customers are assigned a direct link with other customers. Let ci denote the assign-
ment of customer i; dij denote the distance between customer i and customer j; D
denote the set of all distances among customers. The customer assignment ci drawn
from the distance dependent Chinese restaurant process is deﬁned as
p(ci = j | D, f, α) ∝
⎧⎪⎨
⎪⎩
f(dij) if i = j
α if i = j
(2.48)
where f(dij) is the decay function of the distance between the observations and
α is the concentration parameter. Customer i can sit with any other customer
(denoted by ci = j) with the probability proportional to the decay function f(dij).
The self-link probability is proportional to the concentration parameter α. We
can see that the predictive distribution of customer assignments only depends on
the distances between customers, but not other customer assignments. The table
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assignments are derived from connected customers. Fig.2.5 illustrates a possible
seating arrangement.
If customers come over time, dij might measure the time diﬀerence between cus-
tomers i and j. Then, the corresponding decay function tends to cluster customers
who come together. If customers are correlated spatially, dij might be the Euclidean
distance, in which case the decay function encourages neighboring customers to sit
together. In the DD-CRP model, choosing the decay function aﬀects the distri-
bution of customer assignments over partitions. For example, the decay function
f(d) = 1[d < a] (a is a constant), ﬁlters out customers whose distance from the
current customer exceeds a. Due to the decay function, the DD-CRP induces non-
exchangeable properties and leads to more general joint distribution over partitions.
A sequential CRPs satisﬁes dij = ∞ for those j > i and f(∞) = 0. This guarantees
that the current customer i is just associated with the previous customers and has
no link with the later ones, which generates easier posterior inference without loops
and repeated inference between pairs. Therefore, we focus on a sequential CRP. The
tradition CRP can be recovered from the DD-CRP when we set the following decay
function
f(dij) =
⎧⎪⎨
⎪⎩
1 j ≤ i
0 j > i
(2.49)
Posterior Inference for DD-CRP. The inference of DD-CRP is to compute the
posterior distribution of new customer assignments given a set of previous customer
assignments. Overall, computing posterior distribution for the DD-CRP model is
intractable. Blei and Frazier (2011) derived a general posterior inference for DD-
CRP using Gibbs sampling. This diﬀers from the traditional CRP in that the state
space consists of customer assignments instead of table assignments. Therefore, in
DD-CRP, we iteratively draw the new customer assignment c(new)i from
p(c(new)i | c,x,Ω) ∝ p(c(new)i | D,α, f)p(x | z(c−i ∪ c(new)i ), G0) (2.50)
where x is the set of all observations; z are the indicators of table assignments;
Ω = {D,α, f,G0}; and G0 is the base distribution. The ﬁrst term on the right of
Eq.(2.50) is the prior distribution of DD-CRP from Eq.(2.48) while the second one
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is the likelihood of the observations given the partitions z(c−i ∪ c(new)i ).
Speciﬁcally, according to Eq.(2.50), we need to compute the changes of the prior
probability and the likelihood after cutting oﬀ the current links of customer i. There
are two cases. In the ﬁrst case, when c(new)i joins together two tables, the prior and
likelihood change simultaneously. In the second case, c(new)i does not change the table
conﬁgurations; thus the likelihood is the same while the prior is changed. Therefore,
the Gibbs sampling is reduced to
p(c(new)i | c,x,Ω) ∝
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
f(dij)
p(x
zm(c−i)∪zl(c−i)|G)
p(xzm(c−i)|G0)p(xzl(c−i)|G0)
if c(new)i = j joins
two tables m and l
p(ci = j | D, f, α) otherwise
(2.51)
where zm(c−i) are the indices of all customers assigned to table m except the current
customer. The predictive likelihoodp(xzm(c) | G) can be computed as
p(xzm(c) | G0) =
ˆ ⎛⎝ ∏
i∈zm(c)
p(xi | θ)
⎞
⎠ p(θ|G0)dθ (2.52)
Therefore, when the base distribution G0 is conjugate to p(x | θ), the predictive
likelihood is straightforward to compute (Gelman et al., 2003).
The components of linked customers form tables. Therefore, the cluster of customer
i in each iteration can be derived via zi = zci . Then the distribution φk of the cluster
k can be computed by
φk ∼ p(φk | {xi : zi = k}, G0) (2.53)
We assume that φk is a multinomial distribution, and thus it will be represented
with a similar form to that of Eq.(2.47). We can further predict the conditional
distribution of a new data point xnew given the known data set x. The predictive
distribution is
p(xnew | x, D,G0, α) =
∑
cnew
p(cnew | D,α)
∑
c
p(xnew | cnew, c,x, G0)p(c | x, D, α,G0)
(2.54)
The outer summation is over the possible customer assignment of the new data; the
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prior is computed via Eq.(2.48). The inner summation is over the posterior customer
assignments of the data set. The calculation is diﬀerent for sequential and arbitrary
distances. We focus on the sequential distance. The p(c | x, D, α,G0) is unchanged
when a new data point is added. The reason for this is that the new data point is
only possibly linked to the previous data points. We can approximate it by using
the previously computed Gibbs sampling.
The sampling for the concentration parameter α was presented in Blei and Frazier
(2011). Brieﬂy, the posterior of α given all customer assignments c is sampled from
p(α | c) ∝ p(c | α)p(α) (2.55)
where p(α) is the prior on the concentration parameter. p(c | α) is the product of
all p(ci | α) and is normalized as
p(c | α) =
N∏
i=1
p(ci | D,α)
=
N∏
i=1
1[ci = i]α + 1[ci = i]f(dici)
α +∑j =i f(dij)
∝ αK
⎡
⎣ N∏
i=1
⎛
⎝α +∑
j =i
f(dij)
⎞
⎠
⎤
⎦−1 (2.56)
where K is the number of customers linked to themselves ci = i. For a traditional
CRP, p(α) is sampled from two Gamma distributions as Eq.(2.45) However, if the
prior α is continuous, the sampling is still diﬃcult. The Griddy-Gibbs method
(Ritter and Tanner, 1992) could be used to address this. In Blei and Frazier (2011),
a variable a in decay function was introduced to release the sampling of α. However,
The Griddy-Gibbs method is still required to sample a.
2.6.3.4 Hierarchical Dirichlet Processes
The hierarchical Dirichlet process (HDP) (Teh et al., 2006) was proposed to solve
the problem in which there are multiple groups of data, where each observation
within a group is drawn from a mixture model and where mixture components are
shared between groups. Speciﬁcally, HDP is a nonparametric extension of the latent
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Dirichlet allocation (LDA) and assumes an inﬁnite number of topics among groups
of data. The HDP has attracted much attention for unsupervised data analysis
of grouped data, such as time series modelling (Fox et al., 2008), nonparametric
topic modelling (Teh et al., 2006), information retrieval (Teh and Jordan, 2009) and
object recognition (Li and Fei-Fei, 2010).
HDP deﬁnes a distribution over a set of random probability measures. Speciﬁcally,
each group of data has one probability measure Gj. The group-speciﬁc Gj is dis-
tributed as a DP with the base distribution G0 and the concentration parameter
α0,
Gj | G0 ∼ DP(α0, G0), j = 1, 2, ..., J
where G0 is drawn from another DP with a baseline probability measure H and a
concentration hyperparameter γ:
G0 ∼ DP(γ,H)
HDP is a hierarchical form of DP. At the top level, G0 is almost surely discrete,
placing its mass on atoms drawn independently from H (Ferguson, 1973). At the
bottom level, this discrete distribution G0 is used as the base distribution for each
group-speciﬁc distribution Gj. This ensures the sharing of topics across data groups.
HDP posits that observations are exchangeable both within and across groups. Each
observation is independently drawn from one of mixture components. Speciﬁcally,
let j denote the index of groups, i denote the index of observations in one group,
and xji denote the observation i in group j. xj. = (xj1, xj2, .., xji, ..) presents all
observations in group j and they are exchangeable. θji speciﬁes the distribution of
the mixture component associated with xji. We draw xji as follows
θji | Gj ∼ Gj, xji | θji ∼ F (θji)
The graphical model of HDP is shown in Figure 2.6a.
After using the stick-breaking construction (Teh et al., 2006), we obtain an equiva-
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(a) (b)
Figure 2.6: The graphical representation of HDP: a) The shadow node is an observed
variable. Rectangles denote the replication of the model within the rectangle. Three
hyperparameters are α, γ, H; b) The stick-breaking representation of HDP. Each
box denotes one group of data. πj are independently drawn from α, β.
lent representation of the HDP model as follows
β | γ ∼ GEM(γ),
πj | α0, β ∼ DP(α0, β), zji | πj ∼ Multi(πj)
φk | H ∼ H, xji | zji, φk ∼ F (φzji)
where πj is the mixture weights in group j. zji is the cluster indicator of the
observation xji such that θji = φzji . Therefore, we obtain an alternative graphical
representation in Figure 2.6b.
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Table 2.1: Notations Used in HDP
notation description
tji the table index of word i in document j
kjt the topic index of table t in document j
njtk #words in document j, table t and topic k
njt. #words in document j and table t
nj.k #words in document j and topic k
nj.. #words in document j
mjk #tables in document j and topic k
mj. #tables in document j
m.k #tables belonging to topic k
m.. #total tables in all documents
...
...
...
...
1 32
1 2
3
31
2
t11
t12
t13
t14
t19
t15
t16
t17
t18
t21
t22
t23
t24
t25
t26
t27
t28
t29
t31
t32
t33
t34
t35
t36
t38
t37
t41
t42
t43
t44
t45
K11=1 K12=2 K13=3 K14=4
K21=1 K22=4 K23=2
K31=3
K41=1
K32=4 K33=3 K34=2
K42=3
3
4
4
4
Figure 2.7: The CRF representation. Each rectangle denotes a restau-
rant/document. Each circle denotes a global dish/topic. Customer xji is assigned
to the global dish/topic φk according to the table index tji.
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The Chinese Restaurant Franchise. Analogous to the Dirichlet process rep-
resented by the Chinese restaurant process (CRP), the HDP model also has one
equivalent representation, termed the Chinese Restaurant Franchise (CRF). The
process is illustrated in Figure 2.7. All notations used are shown in Table 2.1. As-
sume that there are several Chinese restaurants with an inﬁnite number of tables
and an inﬁnite capacity. First, the customers in the same restaurant are grouped
into local tables by following the bottom-level CRP, which we do not show in Figure
2.7. Second, tables in and across the restaurants are grouped into dishes according
to the top-level CRP. Customers sitting at the same table are served the same dish.
In document analysis, we naturally analogise documents to restaurants, words to
customers and topics to dishes.
Posterior Inference. Here we describe the Markov Chain Monte Carlo sampling
for the HDP model. Teh et al. (2006) provided three sampling approaches. We
mainly focus on the CRF sampling and the direct sampling of topic assignments.
In CRF sampling, we sample the table indices t and topic indices k rather than
sampling the distributions θ and φ.
Sampling t. We denote f−xjik (xji) as the conditional probability of xji given all
customers in topic k except the current xji. Similarly, Let f−xjtk (xjt) denote the
conditional density of xjt given all customers in topic k except xjt. We assume
that the probabilistic function F (φ) and the base distribution H are multinomial-
Dirichlet conjugate and compute the conditional likelihood as
f
−xjt
k (xjt) =
Γ(n−xjt..k + V η)
Γ(n−xjt..k + nxjt + V η)
∏
v Γ(n
−xjt,v
..k + nxjt,v + η)∏
v Γ(n
−xjt
..k + η)
(2.57)
where n−xjt,v..k is the number of word v in topic k excluding xjt, V is the vocabulary
size and η is the hyperparameter of G0. xji is ﬁrst assigned to the existing tables or a
new table by following the bottom level CRP. We compute the posterior probability
p(tji = t | t−ji,k) =
⎧⎪⎨
⎪⎩
n−jijt. f
−xji
kjt
(xji) if t previously used
α0p(xji | t−ji, tji = tnew,k) if t = tnew
The likelihood of xji assigned to a new table is computed by integrating out the
2.6. Mathematical Background 56
possible kjtnew
p(xji | t−ji, tji = tnew,k) =
K∑
k=1
m.k
m.. + γ
f
−xji
k (xji) +
γ
m.. + γ
f
−xji
knew (xji)
where f−xjiknew (xji) =
´
f(xji | φ)h(φ)dφ is simple to compute due to the conjugation.
Note that if tji is assigned to a new table tnew, we need to update the topic index
kjtnew of the new table
p(kjtnew = k | t,k−jtnew) ∝
⎧⎪⎨
⎪⎩
m.kf
−xji
k (xji) if k previously used
γf
−xji
knew (xji) if k is new
Sampling k. after sampling all xji, we need update the topic index for each table
p(kjt = k | t,k−jt) ∝
⎧⎪⎨
⎪⎩
m−jt.k f
−xjt
k (xjt) if k previously used
γf
−xjt
knew (xji) if k is new
The CRF sampling needs to update t and k. It is still complex in terms of implemen-
tation, although the convergence is potentially fast since changing the membership
of one table will change the component membership of multiple data one time. In-
troducing the latent component indicator zji for each xji, we can sample zji directly.
Sampling z. The posterior of z can be computed by grouping terms associated
with each k
p(zji = k | z−ji,m,β) =
⎧⎪⎨
⎪⎩
(n−jij.k + α0βk)f
−xji
k (xji) if k previously used
α0βuf
−xji
knew (xji) if k is new
(2.58)
where β is the stick-breaking proportion. We update β by using
(β1, · · · , βK , βu) | m ∼ Dir(m.1, · · · ,m.K , γ)
p(mjk = m | z,m−jk, β) = Γ(α0βk)Γ(α0βk + nj.k)s(nj.k,m)(α0βk)
m
where s(n,m) are unsigned Stirling numbers of the ﬁrst kind. According to the
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deﬁnition, we know s(0, 0) = 1, s(n, 0) = 0 for n > 0 and s(n,m) = 0 for m > n.
Other values can be induced by s(n + 1,m) = s(n,m − 1) + ns(n,m).
In Eq.(2.58), f−xjik (xji) is the conditional density of xji given all other data points
assigned to topic k, which is formulated as
f
−xji
k (xji) =
´
f(xji | φk)∏j′i′ =ji,zj′i′=k f(xj′i′ | φk)h(φk)dφk´ ∏
j′i′ =ji,zj′i′=k f(xj′i′ | φk)h(φk)dφk
If the density function f and h is a multinomial-Dirichlet conjugate, we can simplify
the conditional probability above as
f
−xji
k (xji) ∝
η + n−jiji,k
V η + n−ji·,·,k
(2.59)
where n−jiji,k is the number of times, excepting the current one, that word xji assigned
to topic k, and n−ji·,·,k is the total number of words , excepting the current one, assigned
to topic k. For a new topic, the likelihood
f
−xji
knew
(xji) =
ˆ
f(xji | φknew)h(φknew)dφknew ∝
1
V
(2.60)
The derivation of Eq.(2.59) and (2.60) can be found in Appendix A.3.
Two concentration parameters γ and α0 of the hierarchical Dirichlet process can
be sampled using straightforward extensions of analogous techniques for Dirichlet
processes. Speciﬁcally, we introduce two auxiliary variables w and s
p(α0 | w, s) ∝ α
a−1+m..−
∑J
j=1 sj
0 e
−α0(b−
∑J
j=1 logwj) (2.61)
where J is the number of observed groups; m.. is the total number of tables in
all groups; w = (wj)Jj=1 is a variable taking on values on [0, 1]; and s = (sj)Jj=1
is a binary {0, 1} variable. Substantially, Eq.(2.61) is a Gamma distribution with
parameters a − 1 + m.. − ∑Jj=1 sj and b − ∑Jj=1 logwj. Given α0, wj and sj are
conditionally independent and have distributions
p(wj | α0) ∝ wα0j (1 − wj)nj..=1
2.7. Conclusion 58
p(sj | α0) ∝
(
nj..
α
)sj
which are beta and binomial distribution respectively; and nj.. is the number of
observations in group j. The other hyperparameter γ governs the number of com-
ponents K
p(K | γ,m..) = s(m.., K)γK Γ(γ)Γ(γ + m..)
Given K and m.., other variables are independent of γ. Hence we may apply the
techniques in Escobar and West (1995) directly to sampling γ. which is identical to
Eq.(2.45).
2.7 Conclusion
In this chapter, we ﬁrst have presented a comprehensive literature review of data
clustering and topic modelling. We further have discussed the Bayesian nonpara-
metric models and their applications. Next, we have considered diﬀerent types of
side information and how they are used for unsupervised learning. Although side
information has been used in many diﬀerent models, its use in Bayesian nonpara-
metric models is still not well-studied. Finally, we have examined brieﬂy several
aspects of relevant mathematical concepts that related to work in this thesis and
the three main BNP models used in this thesis: Dirichlet process mixture (DPM)
models, distance dependent Chinese restaurant processes (DD-CRP) and hierarchi-
cal Dirichlet process (HDP). In the subsequent chapters we will develop models and
techniques to exploit side information in various Bayesian nonparametric models.
Chapter 3
Exploiting Side Information in
Bayesian Nonparametric
Clustering
3.1 Introduction
Organising data content is an important aspect of information retrieval. This task
can be accomplished using data clustering technique, which partitions data into
homogeneous subsets. Traditional data clustering approaches (Elkan, 2006; Nigam
et al., 1999; Blei et al., 2003a) assume that the number of clusters K is known before
clustering. In real applications, pre-determining K is diﬃcult, especially when one
is dealing with complex and large-scale data. Model selection using the Akaike
information criterion (AIC) (Akaike, 1973) or the Bayesian information criterion
(BIC) (Schwarz, 1978) techniques is often used to estimate the best K. However, this
is time-consuming and ineﬃcient, and thus inappropriate for large data. Moreover,
a model derived from a ﬁxed K cannot handle dynamic data with evolving patterns.
Recent advances in Bayesian nonparametric (BNP) models (Gershman and Blei,
2011; Neal, 2000) provide an avenue to infer the number of clusters from data. The
BNP approach introduces a nonparametric prior distribution on the unknown pa-
rameter space, hence allowing the parameters to grow unbounded. Unlike parametric
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models, BNP models can automatically estimate the number of clusters and allow
the model complexity to grow with data. Due to these advantages, BNP models
have made signiﬁcant inroads into a variety of applications including computer vi-
sion (Sudderth et al., 2005), natural language processing (Finkel et al., 2007), social
computing (Nguyen et al., 2013), text analysis (Teh et al., 2006) and computational
biology (Teh and Jordan, 2009).
BNP models usually take the main features of data as input. As we discussed in
Section 2.5, data are often attached with auxiliary attributes, or side information.
These may provide insights into the relationships between data. Side information, as
a secondary data source, further guide the data clustering process.. Some examples
of such side information are: a) In an application of multimedia search, image
contents may be annotated in the form of textual tags. Such tags may enhance the
quality of image clustering; b) Text documents often contain keywords that reﬂect
the correlation between documents; c) In text documents, citations, links and co-
authors etc. may be contained. Naturally, we would like to exploit side information
in BNP models to improve the task performance. The side information in this
chapter is referred as auxiliary attributes.
In this chapter we ﬁrst consider a BNP model, the distance dependent Chinese
restaurant process (DD-CRP) (Blei and Frazier, 2011). The DD-CRP model pro-
vides a Bayesian clustering framework for a non-exchangeable sequence of observa-
tions when the number of clusters is unknown. The introduction of decay functions
renders the links between data dependent on the distances between them. Fur-
thermore, the decay function facilitates the incorporation of side information into
this DD-CRP framework. Leveraging this framework, we develop a principled BNP
approach, exploiting side information in the framework of DD-CRP. The proposed
approach is termed the side information dependent Chinese restaurant process (SID-
CRP). The proposed model SID-CRP takes full advantages of side information. The
distances between data are only computed on arbitrary and available side informa-
tion instead of on the original data, as in DD-CRP. We set the decay function in
the SID-CRP in such a robust way that the eﬀect of noisy side information is mini-
mized. The threshold parameter of the decay function is updated automatically in
the sampling process. This approach makes the selection of decay functions avoid-
able in SID-CRP. We also improve the posterior inference by proposing a modiﬁed
Gibbs sampler, and save almost 80% sampling time for the synthetic data than
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the original DD-CRP. Figure 3.1 gives a high-level overview of the novel SID-CRP.
The input could be a corpus, a set of images or a medical cohort. The K-Means,
Dirichlet process mixture model (DPM) (Neal, 2000) and DD-CRP only use data
features. The SID-CRP computes similarity matrices using side information, and
ﬁnally combines data and side information for clustering. We evaluate the proposed
approach on four real-world datasets based on F1-measure and normalized mutual
information (NMI). We use citations and authors as side information for the Cora
dataset, keywords for the 20 Newsgroups dataset, tags for the NUS-WIDE dataset,
and clinical information for the medical dataset. Experiments demonstrate that our
approach achieves higher clustering performance than the baseline state-of-the-art
approaches.
Some recent work has extended the original DD-CRP model to deal with the speciﬁc
problems. Among them, Ghosh et al. (2011) extended the DD-CRP from sequential
settings to spatial settings for image segmentation while Socher et al. (2011) used
the similarity matrix of data to map them onto spectral space, then applying the
DD-CRP in the spectral space. These approaches, however, computed distances
between data based on data content only. Additionally, the original DD-CRP uses
the speciﬁed decay functions to ﬁt the data with temporal or spatial properties and
thus the selection of decay functions is inevitable. Furthermore, these approaches
are not directly applicable when side information can be used for the similarity
measurement.
In summary, our major contributions in this chapter are:
• To the best of our knowledge, we are the ﬁrst to explore the use of side infor-
mation in Bayesian nonparametric models;
• We demonstrate the eﬀectiveness of using side information in our model to
improve clustering. Our SID-CRP takes into account arbitrary side informa-
tion rather than exclusively relying on the spatial layout or time stamps of
observations;
• We provide a principled way to incorporate side information in the SID-CRP,
which is robust to the noisy side information;
• We apply the SID-CRP on four challenging real-world datasets: Cora, NUS-
Wide, 20 Newsgroups and one medical dataset. We show improvements over
the state-of-the-art methods.
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Figure 3.1: Overview of our algorithm (SID-CRP). SID-CRP combines side infor-
mation and data features, while other algorithms only use data features.
The remainder of the chapter is organised as follows. Section 3.2 revisits the simi-
larity measures of side information. Section 3.3 presents our SID-CRP and derives
the posterior inference. Section 3.4 presents the results of our method on four real-
world datasets. Finally, Section 3.5 summarises our work and discusses possible
future research direction.
3.2 Similarity Measures with Side Information
Many data contain extra and meta information, also known as side information.
Here we focus on auxiliary attributes of data, such as tags in images, citations in
documents, etc. This side information signals the connections among data. We use
the similarities of side information to measure distances between data.
We represent side information in the form of vectors. Let xi, i = 1, 2, · · · , N denote
N data points. The corresponding side information of the data point xi is a vector
denoted by Yi. The similarity between Yi and Yj is Sij . We provide three ways to
measure the similarity.
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Jaccard coeﬃcient. Given two binary vectors, the formal deﬁnition of the Jaccard
coeﬃcient is
Sij =
|Yi ∩ Yj|
|Yi ∪ Yj| (3.1)
We use this measure for discrete side information, such as the collection of tags in
images. Intuitively, the numerator is the shared terms and the denominator is the
union. It is easy to check that two items of side information are identical when
Sij = 1 and totally diﬀerent when Sij = 0.
Euclidean Distance. Euclidean Distance is widely used in clustering algorithms.
To measure distances between side information, we use the normalized side infor-
mation vector. The distance is deﬁned as
Sij =
√
||Yi|| + ||Yj|| − 2Yi · Yj (3.2)
where ||Yi|| is the length of the vector Yi and the dot is the inner product of two
vectors.
Cosine Similarity. When we use a vector to represent side information, the dis-
tance can be measured by the correlation between them. This is measured as the
cosine of the angle between the two vectors. The cosine similarity is deﬁned as
Sij =
Yi · Yj
||Yi|| × ||Yj|| (3.3)
This results in a non-negative value between 0~1. More similarity metrics can be
found in Huang (2008). Similarity can also be computed form other types of relations
between the data points. For example, if two publications cite each other, we can
assume they are related and the similarity of side information is 1; otherwise, the
similarity is 0.
It is challenging to incorporate the similarities of side information into the BNP
models. Recently, Blei and Frazier (2011) provided a basic framework to incorporate
the decay functions of distances between data into the traditional CRP. We extend
the original DD-CRP to the case of side information.
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Figure 3.2: An illustration of the side information dependent Chinese restaurant
process; linked customers sit at the same table (e.g., 8 joined the table of 3 and 5).
3.3 Incorporating Side Information in Distance
Dependent Chinese Restaurant Process
In chapter 2.6.3.2, we reviewed the Dirichlet process mixture model (DPM), where
the data is exchangeable. However, data frequently appear in a sequence that is
non-exchangeable, due to correlation within neighborhoods. The distance dependent
Chinese restaurant process (DD-CRP) (Blei and Frazier, 2011) incorporates these
natural relations to explore data structure. However, side information can come in
diﬀerent forms. In this chapter, we propose the side information dependent Chinese
restaurant process (SID-CRP) that can exploit side information in any form towards
better clustering.
3.3.1 Side Information Dependent Chinese Restaurant Pro-
cess
In the traditional CRP, customers are assigned to tables. However, customers are
non-exchangeable and are connected to another speciﬁc customer in the SID-CRP.
Let ci denote the assignment of the ith customer. Let Sij denote the similarity be-
tween customers i and j; and S denote the set of all similarities between customers.
The customer assignment ci is drawn as
p(ci = j | S, f, α) ∝
⎧⎪⎨
⎪⎩
f(Sij) if i = j
α if i = j
(3.4)
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where f(Sij) is the decay function of similarities between data points and α is the
concentration parameter. Customer i links with customer j (denoted by ci = j) with
a probability proportional to the decay function f(Sij). Note here the parameter
is Sij instead of the distance dij in DD-CRP (Blei and Frazier, 2011). The self-
link probability is proportional to the concentration parameter α. We can see that
the predictive distribution of customer assignments only depends on the similarities
between customers, but not other customer assignments. The table assignments
are derived from customer assignments. Figure 3.2 illustrates a possible seating
arrangement.
In the SID-CRP model, the decay function aﬀects the distribution of customer
assignments over partitions. For example, the window function f(S) = 1[S < a] (a
is a constant) ﬁlters customers whose side information similarity with the current
customer is more than a. In real applications, choosing the decay function is diﬃcult,
especially when side information of some samples is not available. For example,
tags in some images are missing in the NUS-WIDE dataset (Chua et al., 2009). We
propose the following decay function
f(Sij) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎧⎪⎨
⎪⎩
exp(λSij) Sij > T
1 Sij ≤ T
j  i
0 j > i
(3.5)
where T is a pre-determined threshold; and λ is a constant. Since SID-CRP belongs
to a sequential CRP (Blei and Frazier, 2011) , the current data points are not
related to the later ones. We set f(Sij) = 0 when j > i. For previous data points,
we consider the decay function from two aspects: Firstly, when Sij is less than
T, we are less conﬁdent about whether or not instances i and j are associated.
These two instances may be strongly correlated; however, side information can be
missing or weak and thus not indicative of actual similarity. In this case we set
f(Sij) = 1 implying that we do not introduce negative inﬂuence of noisy or missed
side information. The links are only dependent on the main feature. Similarly,
when Sij > T, f(Sij) = exp(λSij) implies that we are now conﬁdent about the
relationship information conveyed by the side information and it is naturally to
increase the probability to cluster together with the increase in the similarity. Note
that, since the value of the similarity Sij is normally small, we often multiply a
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constant λ to Sij to strengthen the connection between i and j. According to our
empirical evaluation, the value for λ is set as 10. The threshold parameter T in
Eq.(3.5) is updated during the sampling process as shown in Section 3.3.3.
We can deﬁne a mixture model based on the SID-CRP to represent a set of doc-
uments. More speciﬁcally, given the base distribution G0, the scaling parameter
α, the decay function f and the similarity set S, we use the following generative
process to generate documents:
1. For each document i ∈ [1, N ], draw seating assignment ci ∼ SID-CRP(α, f, S).
2. For each cluster k ∈ [1, · · · ], derived from the seating assignments, draw a
parameter θk ∼ G0.
3. For each document i ∈ [1, N ], draw words xi ∼ F (θz(i)),
where z(i) is the cluster assignment of document i and can be derived from the
customer assignments. F (θz(i)) can be a multinomial distribution with the Dirichlet
prior.
3.3.2 Posterior Inference for SID-CRP
We describe the posterior inference for the SID-CRP and further provide an eﬃcient
implementation scheme.
Due to the non-exchangeability, the posterior inference is intractable. We adapt a
similar sampling approach to that of DD-CRP (Blei and Frazier, 2011) to infer SID-
CRP. The new customer assignment c(new)i of the current customer i is computed as
follows
p(c(new)i | c−i,x,Ω) ∝ p(c(new)i | S, α, f) p(x | z(c−i ∪ c(new)i ), G0) (3.6)
where x is the set of all N observations, Ω = {S, α, f,G0}. The ﬁrst term on the
right is the prior of the SID-CRP following Eq.(3.4). The second is the likelihood
of the observations under the new partition z(c−i ∪ c(new)i ). This likelihood is the
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1 2 3 4 5 6 7 8 9 10 11 ...
Figure 3.3: Posterior inference for SID-CRP. Customers 1 and 2 are in one table.
Customers 4, 6, 7, 9, 10 and 11 are in the same table. Customers 3, 5 and 8 are in
another table. Customer 9 may be linked with any customers 1~9 when re-sampling.
We ﬁrst break the existing link between 7 and 9 (the cross) and then compute the
probabilities of the new links. Existing links are denoted with solid lines. Possible
links are denoted with dashed lines.
product of terms, each of which is the probability of the set of observations at each
table. We denote |z(c)| as the number of tables and xzm(c) as the set of customers
that are assigned to table m. Therefore, we can compute the following likelihood
p(x | z(c−i), G0) =
|z(c−i)|∏
m=1
p(xzm(c−i) | G0) (3.7)
Comparing this to the term p(x | z(c−i ∪ c(new)i ), G0) of Eq.(3.6), it is found that
we just need to compute the change of likelihood after c(new)i is added. Therefore,
for Eq.(3.6), we consider both the change of the prior and the likelihood of change
caused by the partition.
Firstly, we delete the existing links of the current customer i. For example, in Figure
3.3, customers are partitioned into three tables ( 1, 2 and 4, 6, 7, 9, 10, 11 and 3, 5,
8). We take the re-sampling of current customer 9 as an example. We ﬁrst delete
the existing link between 7 and 9. The next step is comparing z(c−i), which is the
table conﬁguration after the current link is broken and z(c−i ∪ c(new)i ), which is the
table conﬁguration after the new link is added. It is evident that the new link of
customer 9 has three possibles. First, the new link c(new)i joins two tables and in
turn changes table partitions. For example, 9 links 1 or 9 links 3 (dashed lines). The
prior and likelihood in Eq. (3.6) change simultaneously. Second, c(new)i may link to
another customer but no change in partitions, such as, 9 links to 10 (dashed lines).
Finally, c(new)i may link itself, such as 9 links itself (dashed lines). The likelihood
does not change in the second and ﬁnal case and only the prior changes. Therefore,
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after considering how adding a customer link aﬀects likelihood, we cancel out the
term in Eq.(3.7) and the conditional probability is computed as follows
p(c(new)i | c−i,x,Ω) ∝
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f(Sij)
p(x
zm(c−i)∪zl(c−i)|G0)
p(xzm(c−i)|G0)p(xzl(c−i)|G0)
c
(new)
i = j joins
two tables m and l
f(Sij)
c
(new)
i = j does not join
two tables
α c
(new)
i = i connects itself
(3.8)
where xzm(c−i) denotes the set of customers that are assigned to table m excluding
the current customer i. The second case happens when and only when the current
data point is associated with the latter data points. Therefore, for the sequential
CRP, where the current customer is only related to the previous customers, the
second cases does not exists. In fact, we also set f(Sij) = 0 when j > i in SID-CRP.
The predictive likelihood p(xzm(c) | G0) can be computed as
p(xzm(c) | G0) =
ˆ ⎛⎝ ∏
i∈zm(c)
p(xi | θ)
⎞
⎠ p(θ | G0)dθ (3.9)
when the base distribution G0 is conjugate to p(x | θ), such as Gaussian-Wishart
and multinomial-Dirichlet, Eq.(3.9) is tractable (Gelman et al., 2003). In our all
experiments, we use the multinomial-Dirichlet conjugate distribution. It is assumed
that word counts in a given document are endowed with the multinomial distribution
and the distribution θk = (pk1, pk2, · · · , pkV ), where V is the vocabulary size. G0 ∼
Dir(λ1, · · ·λV ), then,
p(xzm(c) | G0) =
∏
j∈zm(c)
(
Γ(∑Vv=1 xjv + 1)∏V
v=1 Γ(xjv + 1)
)
·
∏V
v=1 Γ(
∑
j∈zm(c) xjv + λv)
Γ(∑Vv=1(∏j∈zm(c) xjv + λv)) (3.10)
We need to compute the probabilities of the current customer connecting to each
previous customer (e.g. Figure 3.3). This requires a great deal of computation. Here
we develop two tricks to speed up the Gibbs sampling. Firstly, if the current table
assignments have not changed since the previous iteration, we can use the cached
likelihood in the previous iteration. Secondly, of all customers at the same table, we
just need to compute the likelihood of the current customer connecting to one. Other
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likelihoods are the same. For example, in Figure 3.3, the likelihood of customer 9
linked to customer 5 is equal to that of customer 9 linked to customer 3. In this way,
the time complexity is O(N ·K), where N is the number of data points and K is the
number of clusters. The original inference DD-CRP requires going through all other
data points when computing the linking likelihood. The time complexity is O(N2).
For a large dataset, much computation can be saved, since K  N . We tested a
synthetic dataset, containing 2000 documents from 10 topics with 15 words in each
document. In this case, we were able to run 80% faster than the original algorithm.
For real datasets, our implementation also has a signiﬁcant speed advantage.
3.3.3 Parameters Update
In real applications, however, the threshold T in Eq.(3.5) is diﬃcult to set since it
is a speciﬁc value and depends on the dataset. We propose an approach to estimate
T automatically. The algorithm requires two phases:
• Initialization: We use an initialization phase in which SID-CRP runs with
a ﬁxed threshold T0. The T0 in fact does not aﬀect the ﬁnal clustering result.
After the ﬁrst iteration of Gibbs sampling, we obtain initial links between data
points. These are used in the next phase.
• Main phase: The main phase is executed after the initialization phase. This
phase starts oﬀ with the ﬁrst sampling based on T0, and then iteratively
updates the threshold T in each sampling. In particular, after the initialization
phase, we compute T following the equation T=min(S) + σ × (max(S) −
min(S)), where S = {Sic(i) : Sic(i) = 0, i = c(i), i ∈ N} and Sic(i) is the
similarity between i and its customer assignment c(i). In short, S is a set of
similarities of all links except those connecting to themselves and equal to 0
1. This T will be used in the second iteration of Gibbs sampling. We update
it iteratively until the Gibbs sampling is ﬁnished. We use the coeﬃcient σ to
select the suitable T. σ is a normalized parameter. Intuitively, σ indicates the
use proportion of side information in our algorithm. The higher σ is, the less
1There are two cases. The link connecting the same customer has the similarity equal to 1. It
does not aﬀect the sampling process. The other is that the similarity equal to 0 cannot reﬂect
the real relationship between two customers. We do not add these links to the computation of
threshold T.
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side information will be used. For example, σ = 1 means no side information
will be used and our model will be reduced to the DPM model. σ = 0.8 means
that we use the side information with relatively high similarities. We would
like this reserved side information to guide our clustering solution. σ = 0.5
means that we use the side information with less higher similarities. σ = 0.1
means that most part of side information will be used.
The overall algorithm for SID-CRP is illustrated in Alg. 3.1.
Algorithm 3.1 The SID-CRP algorithm
Input: Data x = (x1, · · ·, xn), side information Y = (Y1, · · ·, Yn), hyperparameters
(α,G0), and noise threshold T0;
Output: Cluster indicators z = (z1, · · ·, zn);
1. Initialize random customer assignments c = (c1, · · ·, cn);
2. Compute the similarity matrix S (Section 3.2) ;
3. Initialize the threshold T ← T0 (Initialization Section 4.2);
4. Repeat until convergence
• for iteration l = 1 to L do
– for i = 1 to n do
∗ Compute the decay function f(Sij) with other customers (Eq. 3.5);
∗ Remove the existing link ci of customer i;
∗ Sample ci ∼ p(· | c−i, ·) (Eq. 3.8);
– endfor
– Re-sample the threshold T (Main phase Section 3.3.3);
– Re-sample hyperparameters (α,G0).
• endfor
5. Generate clusters z from customer assignments in L Gibbs samples cLl=1.
3.4 Experimental Analysis and Evaluation
In this section, we evaluate SID-CRP for data clustering on four real world datasets.
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3.4.1 Evaluation metrics
We evaluate experimental results by comparing the true and derived clustering as-
signments. Two metrics are used: normalized mutual information and F1-measure.
Normalized mutual information (NMI) interprets how closely the clustering algo-
rithm reconstructs the ground truth. It is the normalized form of mutual information
that measures the dependency of two random variables.
Let C denote the true clustering assignments and C ′represent the obtained clustering
assignments. We use the methodology found in Cai et al. (2011) to compute NMI
as,
NMI = I(C;C
′)
max(H(C), H(C ′)) (3.11)
where I(C;C ′) is the mutual information between C and C ′, H(C) and H(C ′) are
their entropy. Mutual information I(C;C ′) is deﬁned as
I(C;C ′) =
∑
ci∈C,c′j∈C′
p(ci, c′j).log
p(ci, c′j)
p(ci).p(c′j)
(3.12)
where p(ci) = |ci|N , p(c
′
j) =
|c′j |
N
, p(ci, c′j) =
|ci∩c′j |
N
, and |ci| denotes the number of data
points in clusters ci, and |ci ∩ c′j| denotes the number of data points belonging to
both ci and c′j and N is the number of data points for clustering.
The F1-measure (F1) measures the agreement between two sets of cluster assign-
ments P1 and P2. Let P denote the precision, which is the number of correct pairs
predicted in the same cluster divided by the total number of pairs predicted in the
same cluster. Let R denote the recall, which is the number of correct pairs predicted
in the same cluster divided by the total number of pairs actually in the same cluster.
Therefore,
F1 = 2 × P × R
P + R (3.13)
the F1 always lies between 0 and 1. F1 = 1 if two sets of clusters are perfectly
identical, and F1 = 0 if the two sets are independent.
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3.4.2 Baselines
To show the clustering performance, we compare our algorithm with other ap-
proaches in four datasets. The baseline algorithms are as follows:
• Dirichlet process mixture model (DPM) (Neal, 2000). DPM is a typical
Bayesian nonparametric model and infers the number of clusters automati-
cally. The traditional Chinese restaurant process (CRP) is an alternative rep-
resentation for Dirichlet process mixture model. The method uses the original
data, but no any side information.
• Bayesian ﬁnite mixture model (FMM) (Marin et al., 2005). The FMM is a
mixture model with Bayesian priors. In subsection 2.6.3.2, we show that the
number of clusters should be speciﬁed for this model in advance.
• Graph-regularized non-negative matrix factorization (GNMF) (Cai et al., 2011).
GNMF is a graphic method based on non-negative matrix factorization (NMF)
(Xu et al., 2003). It encodes the geometrical information when constructing
two non-negative matrices to represent the original matrix. GNMF is one of
the state-of-the-art techniques in text clustering (Cai et al., 2011).
• K-Means: K-means is widely used in clustering.
3.4.3 Experiment Results
3.4.3.1 Cora Dataset
The Cora dataset 2 is a collection of abstracts of scientiﬁc publications in the com-
puter science domain. The original dataset contains 52,831 publications. There are
73 classes on the leaf level and 10 classes on the second level. We follow the set-
ting found in Yang et al. (2010) and use 7 class labels for clustering: Information
Retrieval, Databases, Encryption, and Compression, Operating Systmes, Network-
ing, Hardware and Architecture, and Human Computer Interaction. After removing
2http://people.cs.umass.edu/~mccallum/code-data.html
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Figure 3.4: Cora dataset: the clustering performance of SID-CRP over the parameter
σ. When σ > 0.3, SID-CRP performs better than DPM.
non-abstract papers, we obtain 3183 papers in total. We use TMG 3 to tokenize
abstracts, including removing stoplist words, using stemming algorithm and setting
the minimum word frequency equal to 5. Finally, we obtain 2973 unique words in
the vocabulary. We use two types of side information in the dataset: citations and
authors.
Parameter Analysis. Regarding author information, if the same authors are noted
in two diﬀerent publications, the similarity between these two publications is 1;
otherwise, the similarity is 0. The aﬃnity matrix is binary. In this case, we will use
the identical proportion of side information regardless of σ. Therefore, the clustering
results are not aﬀected by the value of σ when the aﬃnity matrix is binary. For
citation information, we use Eq.(3.1) to compute the similarity. Since the DPM is a
special case of the SID-CRP with σ = 1, we compare the SID-CRP with the varied
σ to DPM. The result is shown in Figure 3.4, where SID-CRP performs better than
3http://scgroup20.ceid.upatras.gr:8000/tmg/
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DPM when σ = 0.3. The best NMI appears at σ = 0.5. This also shows that using
large proportional side information may not help the clustering. A possible reason
for the decrease in model performance is that noisy side information may have been
introduced. We next will use σ = 0.1, 0.5 and 0.8 to further analyse result.
Result Analysis. We change the number of clusters and compare the results of
the proposed algorithm with baselines, shown in Figure 3.5. We observe that the
SID-CRP with σ = 0.5 and σ = 0.8 are signiﬁcantly better than the best baseline
while the SID-CRP with σ = 0.1 is worse than the best baseline. Furthermore, we
observe the SID-CRP with authors’ side information performs better than citations.
A possible reason is that “authors between publications” are more highly correlated
than citations.
3.4.3.2 20 Newsgroups Dataset
20 Newsgroups 4 is a commonly used corpus in the text categorization research.
The dataset is a collection of 18828 documents divided into 20 diﬀerent groups.
The dataset is characterised by that data points are highly sparse and there is a
strong overlap among some groups (e.g. comp.graphics, comp.windows, mac, pc,
hardware). We also preprocess the documents, removing stop words. After the
pre-processing, we get a 18,828 × 39,279 matrix, where rows denote the number of
documents and columns denote the dimensionality of the vocabulary in the corpus.
We use document frequency thresholding (Yang and Pedersen, 1997) for dimension-
ality reduction.
A variety of additional information exists in text, such as co-authors, links etc.
Here, we use the keywords extracted from each document as side information. We
extract the top 20 keywords for each document based on the term frequency–inverse
document frequency (TF-IDF). TF-IDF indicates the importance of a word to a
document in the corpus. First, we construct the TF-IDF matrix by using TMG,
setting the minimum global frequency of each term equal to 4. Second, we list
the top 20 keywords with the highest TF-IDF value in one document. Figure 3.6
shows examples of keywords for some documents. Finally, we compute the similarity
of keywords between documents based on Eq.(3.1). We use diﬀerent number of
4http://qwone.com/~jason/20Newsgroups/
3.4. Experimental Analysis and Evaluation 75
4 6 8 10 12 14 16 18
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
the number of clusters (K)
N
M
I
DPM
FMM
GNMF
Kmeans
SID−CRP(citations σ=0.1)
SID−CRP(citations σ=0.5)
SID−CRP(citations σ=0.8)
SID−CRP(authors)
(a) NMI
4 6 8 10 12 14 16 18
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
the number of clusters (K)
F1
DPM
FMM
GNMF
Kmeans
SID−CRP(citations σ=0.1)
SID−CRP(citations σ=0.5)
SID−CRP(citations σ=0.8)
SID−CRP(authors)
(b) F1
Figure 3.5: The comparative clustering results measured by NMI and F1 with the
increasing number of clusters in the Cora dataset
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Figure 3.6: Some examples of keywords for documents in 20 Newsgroups. Top 20
keywords are shown (common keywords are shown in bold).
categories from 4 to 20 (K = 4, 8, 12, 20). For each category, we randomly sample
250 documents. We ﬁnally test the whole dataset with 18,828 documents. For a
given K , we run 10 tests and report the average performance. In FMM, DPM and
SID-CRP, we use a symmetric Dirichlet distribution with a concentration parameter
1 as the base distribution. For K-Means and GNMF, we set K to the actual number
of clusters.
Parameter Analysis. Similar to the experiments with the Cora dataset, we change
the parameter σ and run the experiment with K = 4. The result is shown in Figure
3.7. The best NMI appears at σ = 0.5 and The best F1 appears at σ = 0.8. The
values in smaller σ are lower than DPM. As with the Cora dataset, we conclude
that using large proportional side information seems not to beneﬁt clustering. We
will use σ = 0.1, 0.5 and 0.8 for all other experiments.
Result Analysis. Table 3.1 and 3.2 report experimental results for 20 Newsgroups
in comparison to the baselines. Evidently, the SID-CRP with σ = 0.5 and 0.8
outperforms DPM and GNMF in both NMI and F1-score index. The SID-CRP with
σ = 0.1 may introduce noisy side information and hardly achieves high performance.
When K = 4, SID-CRP improves by almost 10% in absolute term compared to
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Figure 3.7: 20 Newsgroups (K=4): the clustering performance of SID-CRP over the
parameter σ. When σ > 0.3, SID-CRP performs better than DPM.
DPM.
3.4.3.3 NUS-WIDE Dataset
NUS-WIDE (Chua et al., 2009) was developed by the National University of Sin-
gapore from the image sharing site Flickr.com, in which there are 269,648 images
partitioned across 81 concepts. Six types of low level feature of each image are ex-
tracted, including a 64-D colour histogram, a 144-D colour correlogram, a 73-D edge
direction histogram, a 128-D wavelet texture, a 225-D block-wise colour moments
and a 500-D bag of words based on SIFT (Lowe, 1999) descriptor. We construct a
500 dimensional bag of words matrix, where each row represents an image. A major
overlap exists in the categories (e.g. animal and bear, leaf and mountain) and this
makes NUS-WIDE a very challenging dataset for clustering.
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Table 3.1: The comparative clustering performance (NMI) on 20 Newsgroups
K
NMI
K-Means GNMF FMM DPM
SID-CRP
(σ = 0.1)
SID-CRP
(σ = 0.5)
SID-CRP
(σ = 0.8)
4 0.524 0.506 0.594 0.613 0.563 0.669 0.623
8 0.522 0.388 0.681 0.674 0.662 0.649 0.691
12 0.562 0.249 0.575 0.583 0.581 0.586 0.597
20 0.484 0.269 0.462 0.495 0.490 0.487 0.504
All 0.463 0.448 0.453 0.476 0.468 0.481 0.493
Table 3.2: The comparative clustering performance (F1) on 20 Newsgroups
K
F1
K-Means GNMF FMM DPM
SID-CRP
(σ = 0.1)
SID-CRP
(σ = 0.5)
SID-CRP
(σ = 0.8)
4 0.627 0.567 0.602 0.635 0.630 0.659 0.673
8 0.644 0.347 0.664 0.663 0.633 0.639 0.712
12 0.436 0.386 0.525 0.508 0.492 0.531 0.553
20 0.303 0.230 0.324 0.327 0.309 0.349 0.355
All 0.272 0.248 0.303 0.315 0.291 0.321 0.337
Figure 3.8: Examples of images and corresponding tags in NUS-WIDE. The images
in the ﬁrst row are in the category airport and in the second row are in the category
zebra. Images within one category may include diﬀerent tags. Some images have
no annotated tag; some images include inconsistent tags with the category (e.g.
military shown in the ﬁrst row); even some images have several annotated tags (e.g.
the last image in the second row).
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Table 3.3: The comparative clustering performance (NMI) on NUS-WIDE dataset
K
NMI
K-Means GNMF FMM DPM
SID-CRP
(σ = 0.1)
SID-CRP
(σ = 0.5)
SID-CRP
(σ = 0.8)
4 0.070 0.065 0.071 0.096 0.026 0.125 0.120
8 0.068 0.049 0.066 0.081 0.085 0.092 0.095
10 0.102 0.069 0.100 0.165 0.115 0.184 0.172
15 0.120 0.068 0.131 0.145 0.156 0.157 0.159
20 0.101 0.066 0.108 0.128 0.137 0.138 0.134
Table 3.4: The comparative clustering performance (F1) on NUS-WIDE dataset
K
F1
K-Means GNMF FMM DPM
SID-CRP
(σ = 0.1)
SID-CRP
(σ = 0.5)
SID-CRP
(σ = 0.8)
4 0.290 0.286 0.291 0.284 0.291 0.299 0.306
8 0.160 0.168 0.142 0.143 0.165 0.156 0.159
10 0.102 0.085 0.158 0.112 0.131 0.125 0.127
15 0.086 0.093 0.092 0.105 0.104 0.111 0.110
20 0.080 0.076 0.080 0.082 0.091 0.095 0.089
However, NUS-WIDE provides tags for each image. Image content is often an-
notated by tags. Therefore, tags of an image are used as side information of the
corresponding image. Figure 3.8 shows some examples of images and their tags in
the NUS-WIDE. Tags in some images are incomplete, missing or subtle. We choose
the number of categories K with a range from 4 to 20 (K = 4, 8, 10, 15, 20). In each
category, we randomly choose 400 images. The similarity matrix of tags is calcu-
lated from Eq.(3.1) and Figure 3.9 shows results for K = 4, 8, 20. We observe that
the tags are mixed, and noisy. For a given K, we conduct 10 runs and report the
average performance. In this experiment the conjugate distribution is the Dirichlet-
Multinomial distribution. The base distribution of the DPM and the SID-CRP is a
symmetric Dirichlet distribution with the parameter 100. We used σ = 0.1, 0.5 and
0.8 similar with the Cora and 20 Newsgroups datasets.
Table 3.3 and 3.4 shows experimental results from diﬀerent clustering algorithms.
The NUS-WIDE dataset is a challenging one. However, compared to the baselines,
SID-CRP has better clustering performance. The tag overlap is weak when K =
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(a) K=4 (b) K=8 (c) K=20
Figure 3.9: Similarity matrices of tags for the diﬀerent number of categories (NUS-
WIDE)
4, 8 (seen in Figure 3.9a and Figure 3.9b) and SID-CRP signiﬁcantly improves the
clustering result. When K = 20 (seen in Figure 3.9c), the similarity matrix is
not good whilst our algorithm fares better. Overall, the performance increases
more signiﬁcantly in NMI than F1. SID-CRP enhances the clustering performance
through incorporating side information.
We further analyse the inﬂuence of side information for the SID-CRP. We control
the parameter λ in Eq.(3.5). A larger value of λ means that more correlated side
information is exploited. We experiment with the case of K = 4. The NMI has
changed with λ. SID-CRP becomes DPM when λ = 0. The best NMI appeared at
λ = 6. This demonstrates that the right balance of side information is required to
obtain the best performance.
3.4.3.4 Readmission Prediction from Medical Data
In this experiment, we test the accuracy of the SID-CRP approach through read-
mission prediction for medical data. Prediction of readmission after acute care hos-
pitalizations is a critical problem. When done correctly, it helps the care provider
to develop eﬀective management of care, both during and after the hospitalization.
The medical dataset that we use has medical records of 4028 patients with heart
disease, and was taken from the Electronic Medical Record system of a large regional
hospital in Australia 5 for the period of 2007-2012. Each patient has one medical
record corresponding to an acute care hospitalization (Cardiac arrest/Heart failure
5Ethics approval obtained through University and the hospital – Number 12/83
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Figure 3.10: The NMI of SID-CRP vs. the scaled parameter λ
Table 3.5: Examples of code description in medical data
Codes Description
E1171 Type 2 DM w features insulin resistance
I10 Essential (primary) hypertension
I214 Acute subendocardial myocardial infarction
Z933 Coronary angiography w left heart cath
9555002 AH intervention, occupational therapy
etc.). Each record is assigned the diagnosis codes in accordance with the WHO In-
ternational Classiﬁcation of Diseases (ICD-10). Other auxiliary clinical information
is also present, such as external factors (smoking and related drug habits, lifestyle
choices aﬀecting health etc.), procedure codes, patient’s age (age), and the number
of days of the hospitalization (stay). Finally, the number of days before a patient is
again admitted to the hospital (readmission) for any reason is the outcome for our
prediction task. Table 3.5 and Table 3.6 describe some codes and medical records,
respectively.
As no ground truth is available for medical dataset, it is impossible to directly mea-
sure the clustering performance. We use the clustering result to predict readmission
of patients. We compare the prediction accuracy of SID-CRP and DPM.
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Table 3.6: Examples of medical records
ID Diagnosis codes external factors procedure codes age stay readmission
P1 I214, J189, K590 Z933 9555002, 9555003 9555001 87.5 2.2 102
P2 I10, I500, I214, M2506 R55, Z8643 9555001, 9555008 88.1 12.7 507
P3 I10, I214, E878, I2511 N/A 9251599, 3821800, 5990000 84.7 3.8 31
P4 I10, I214, C838 Z8643 N/A 86.9 2.3 75
We take diagnosis codes of patients as the main feature and other clinical information
as side information. We then construct a patient-code matrix, where each patient is
an observation and codes are features. The original matrix has 4028 patients with
4056 unique diagnosis codes. We use frequency thresholding to perform dimen-
sionality reduction. Next, we fuse together four types of side information (external
factors, procedure codes, age and stay ) together in a single representation. The top
20 codes from the combined representation are extracted as side information. The
Jaccard coeﬃcient is used as the distance measurement.
For readmission classiﬁcation, given a new medical record x, we infer the classiﬁca-
tion probability for the patient
p(r | x) = ∑
z
p(r | z)p(z | x) (3.14)
where z is the cluster assignment, r is the indicator variable for readmission, p(r | z)
is the probability of readmission r within the cluster z and is estimated from the
training data, p(z | x) is the predictive probability of the new record x belonging
to the cluster z. Therefore, the mean distribution p(r | x) is straightforward to
compute after clustering. We use the mean distribution to measure the most likely
interval.
We split data into 90% training data and 10% testing data. We classify readmission
of the test data into two classes: less than or equal to 60 days (low risk) or higher
than 60 days (high risk). After the score p(r > 60 days | x) is computed, we calculate
the prediction accuracy through changing the percentage of highest risk patients.
For example, choosing the 10% highest risk patients, the classiﬁcation accuracy can
be calculated by comparing the classiﬁcation labels of these 10% patients and the
groundtruth. Figure 3.11 shows the classiﬁcation accuracy for 60-day readmission.
It shows that the performance of SID-CRP (σ=0.5) is nearly 20% better than that
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Figure 3.11: The classiﬁcation accuracy of readmission for highest risky patients
of DPM when the top 10% of the riskiest patients are considered (FMM has unfair
advantage since it often uses the ﬁxed number of clusters). Consistent with the
previous experimental results, the SID-CRP with σ = 0.1 does not show better
than DPM. In addition, we also report the area under curve (AUC) to evaluate
the overall predictive performance. In the 60-day readmission prediction, the AUC
of SID-CRP (σ = 0.5) is 0.57, better than that of DPM (AUC=0.52) and FMM
(AUC=0.51). The overall poor AUC shows the diﬃculty of the prediction problem,
however, SID-CRP still outperformed other algorithms.
3.4.4 Experiment Discussion
As the experiments show, clustering performance is improved by incorporating side
information. Notably, it improves document clustering by more than 10%. This
can be explained by the fact that the side information associated with documents,
such as citations, authors and keywords are strongly correlated with the main data
features. For the image and medical datasets, we also achieve some improvement
in performance. There may be cases where side information is uncorrelated or even
negatively correlated with the main features. In that case it would be futile to use
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side information in conjunction with the main features for clustering. However, in
our experience, side information is well-related with the grouping induced by the
main feature. For example, image and tags pair as main and side features, document
and keywords pair as main and side features and so on. When the side information
is well-correlated (but less than fully correlated), the use of side information for
clustering induces a kind of regularization in the objective function of the clustering
method. In particular, note that a large proportion of side information may not help
clustering (e.g. σ = 0.1), as seen in Figures 3.4 and Figure 3.7. With the appropriate
amount of regularization, we can obtain better quality clusters (e.g. σ = 0.5 and
0.8). Our proposed algorithm assumes that the side information is well-correlated
with the main features; however, it automatically determines the amount of eﬀect
it has on the clustering.
3.5 Conclusion
In this chapter, we have introduced side information into the distance dependent
Chinese restaurant process and proposed the side information dependent Chinese
restaurant process (SID-CRP). Our proposed algorithm is ﬂexible enough to include
arbitrary side information. We have provided a principled approach to select the
approximately proportional side information. We have used diﬀerent types of side
information to evaluate our algorithm. We have demonstrated that our model sig-
niﬁcantly improves the clustering results in real-world applications. Furthermore,
our research opens the door to incorporating side information into other Bayesian
nonparametric models.
Chapter 4
Hierarchical Bayesian Models with
Side Information for Knowledge
Discovery from Electronic Medical
Records
4.1 Introduction
In the preceding chapter, we discussed the use of side information in the context
of data clustering. We proposed the side information dependent Chinese restau-
rant process (SID-CRP) to incorporate the knowledge from side information into
clustering. However, frequently we need to use a hierarchical form of clustering for
data analysis. A notable strand of the hierarchical model is the topic model. The
topic model is used for knowledge discovery from a corpus of documents (Blei et al.,
2003b). In this chapter, motivated by the need to use side information from the
healthcare domain, we propose hierarchical Bayesian models with side information
toward knowledge discovery from electronic medical records (EMRs).
Healthcare data analysis forms the backbone of evidence-based medicine and clin-
ical practices. Medical records in the form of electronic medical records, clinical
notes, medical imaging or genomic data can be analysed to produce evidence-based
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decision support tools. In recent years, many hospitals and care points have begun
to implement electronic recording of health records for patients. Data such as di-
agnosis information, procedures performed and medications prescribed are recorded
for each visit of a patient. Other meta-data such as demographic information and
social-economic conditions are also recorded in a typical EMR system. Altogether,
EMR has established itself as a useful resource for clinical knowledge discovery. It
has been used successfully in knowledge discovery, such as intervention-driven pre-
diction models (Gupta et al., 2014), personalized care (Hoﬀman, 2007) and medical
information retrieval (Koopman et al., 2011).
A related problem, of great interest to clinical communities, aiming to deliver more
targeted care, is understanding disease co-morbity for diﬀerent cohorts of patients.
We use topic modelling for this purpose. A topic model extracts topics from a
corpus; as such documents have representations of topic mixtures in the new latent
semantic space. For EMRs, all the admission records for one patient are collapsed
together, thereby allowing the construction of a single document. The diagnosis
codes contained in admission records are treated as words. Topic models can be
applied naturally over a cohort of patients to discover latent disease topics, i.e. the
probability distributions over diagnosis codes. Latent Dirichlet allocation (LDA)
(Blei et al., 2003b) is one of the most widely-used topic models. To avoid model
selection, its nonparametric version, the hierarchical Dirichlet process (HDP) has
been proposed by Teh et al. (2006). The HDP has shown promising applications
(Teh and Jordan, 2009).
A fundamental assumption underlying HDP is that words among one document
are exchangeable (Aldous, 1985). This implies that topic assignments of words are
conditionally independent, and are not related to the sequence of words. However,
words may depend on each other in a much complex manner. For example, words
in one sentence have syntactic or semantic relations; superpixels in one image are
correlated with each other spatially. In the case of EMRs, diagnosis codes are
assigned based on the ICD-10 (World Health Organization, 2012) hierarchy, which
is a hierarchical structure presenting semantic grouping of diseases. Diagnosis codes
are represented as tree forms; thus, codes are related to each other through connected
edges in a tree (seen in Figure 4.3). This kind of tree-structured side information
can be used to measure the proximity of diagnosis codes.
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Recently, some research has considered word relations to improve the performance
of topic models. Andrzejewski et al. (2009) took the mixture of the Dirichlet tree
distribution as the prior of LDA to encode complex domain knowledge on words.
Hu et al. (2011) developed interactive topic modelling by introducing constraints be-
tween words. Boyd-Graber et al. (2007) encoded correlations between synonyms into
topic models. The above work employs the similarity or constraints between words
to discover latent topics. None of them, however, can exploit the tree-structured
side information as presented in EMRs. Furthermore, until now, topic models have
not seen signiﬁcant use in knowledge discovery for EMRs.
In this chapter, we propose a novel and ﬂexible model towards knowledge discovery
from EMRs that exploits the tree-structured side information in a Bayesian non-
parametric setting. This side information can be used to measure word distances.
The proposed model, termed the word distance dependent Chinese restaurant fran-
chise (wddCRF), incorporates word distances at the bottom level of this model. For
side information, we propose the shortest-path strategy to measure the closeness be-
tween two diagnosis codes. A decay function is introduced to measure the closeness
between codes. We ﬁrst sample its most possible link for each diagnosis code and
then construct local groups of diagnosis codes from the connected components of
diagnosis codes. We next sample disease topics from the groups of diagnosis codes.
We explain the diﬀerences between HDP and wddCRF by their metaphors. We know
that HDP uses a two-level Dirichlet process prior over observations. The Chinese
restaurant franchise (CRF) is one alternative representation for HDP. It is supposed
that dishes (topics) are shared among many Chinese restaurants (documents). Each
restaurant consists of an inﬁnite number of tables. For each restaurant, when a
new customer (word) arrives, he may pick an occupied table with a probability in
proportion to the number of customers already at that table and may also pick an
unoccupied table with a non-zero probability. This allocation of tables is performed
by the bottom-level Dirichlet process. Then, each table orders a dish (topic) with
a probability proportional to the pan-franchise popularity of the dish. A table
can also order a new dish with a non-zero probability. The allocation of dishes
is performed by the top-level Dirichlet process. For wddCRF, the allocation of
local tables is determined by customer distances and the likelihood of particular
customers assigned to tables. The metaphor is changed in the way that a new
customer selects a table at which to sit. A new customer (word) now selects a table
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with a probability that is proportional to both the strength of the table and also the
friendliness (distance) of the occupants (other words from the table). The change
in the table partitions in turn aﬀects the global dish distributions at the top level
and makes the dish distributions be correlated with word distances.
The wddCRF model discovers disease topics over diagnosis codes. In EMRs, pro-
cedure codes are also recorded along with diagnosis codes. Diagnosis codes and
procedure codes construct pairs of data streams, and by nature they are correlated.
We can exploit this correlation to predict procedures to be given to a patient with
a set of diagnosis codes. Potentially, this information can be used for better hos-
pital resource planning. This can be achieved by ﬁnding conditional relationships
between latent variables of diagnosis codes and procedure codes. The correspon-
dence topic models (Blei and Jordan, 2003; Qi et al., 2011) were initially proposed
to match image content and the captions. We further extend the correspondence
version of wddCRF (Corr-wddCRF), where diagnosis codes are generated by follow-
ing the wddCRF, and procedure codes are then uniformly generated from diagnosis
codes. Corr-wddCRF can discover latent disease topics and procedure topics simul-
taneously.
We evaluate our Corr-wddCRF on two real-world medical datasets: PolyVascular
disease (PolyVD) and Acute Myocardial Infarction disease (AMI). The discovered
disease topics are found to be coherent and consistent with the ICD-10 disease rela-
tions. Further, we evaluate the eﬃcacy of Corr-wddCRF by using the disease topic
compositions as dimensionality-reduced features, which are then used to predict
30-day readmission following hospital discharge. We ﬁnd that the Corr-wddCRF-
based features outperform the Corr-HDP-based features for this prediction task.
The experiment results also show that our Corr-wddCRF reveals the conditional
relations between diagnosis codes and procedure codes, and performs better than
the Corr-HDP when predicting patient procedures.
Our main contributions in this chapter are:
• Proposal of a novel Bayesian nonparametric wddCRF that allows us to include
word distances in the topic model. This is achieved by using a distance-
dependent prior in the lower level of the model;
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• Proposal of the correspondence wddCRF to explore the conditional relation-
ship between diagnosis codes and procedure codes in an Electronic Medical
Record;
• Derivation of the eﬃcient posterior inference for both wddCRF and Corr-
wddCRF;
• Demonstration of the superiority of the proposed Corr-wddCRF over the
Corr-HDP in terms of the quality of the topics, readmission prediction and
procedure prediction. Experiments are performed on two real-world medical
datasets by exploiting side information available in a semantic tree structure.
The rest of the chapter is organised as follows. Section 4.2 formally introduces
the proposed wddCRF and its posterior inference. Section 4.3 expands it to the
Corr-wddCRF model and derives its inference. Section 4.4 presents the ICD tree
hierarchy and constructs an appropriate decay function from it. Section 4.5 conducts
experiments and discusses the results, and ﬁnally, Section 4.6 concludes this chapter.
4.2 Word Distance Dependent Chinese Restau-
rant Franchise
In section 2.6.3.4, we reviewed the HDP model. Here we develop a similar nonpara-
metric topic model that can include side information available between words. In
our proposed model, documents are analogous to restaurants; words are analogous
to customers; local groups of words are analogous to tables; and topics are analo-
gous to dishes. Similarly, for our EMR datasets, patient records are analogous to
documents; diagnosis codes are analogous to words; the distributions over diagnosis
codes are analogous to word topics; and the distributions over procedure codes are
analogous to entity topics. To make the presentation concise, we use documents and
words to depict the models.
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Figure 4.1: A conﬁguration example for the wddCRF model of three documents
(restaurants, depicted as rectangles). Data points (customers, depicted as diamonds)
are linked to other data points in the same document (arrows), producing local
groups (tables, circles). Local groups then join together to produce (in this case,
three) global mixture components (Local tables with the same line style are served
the same dish).
4.2.1 Model Description
In our proposed wddCRF, a word may connect with one of the words within the
same document, based on the distances between them. The connected words will
be made into one local group. Then, local groups across all documents are further
clustered to share topics by following the traditional CRP. The relations between
words aﬀect the conﬁguration of local groups, which in turn aﬀect the conﬁguration
of topics. Examples of word links and local groups in wddCRF are illustrated in
Figure 4.1.
Suppose that we have a set of J documents. Each document consists of words xj,
where xj = {xji}Nji=1 is the set of words in the document j. Our current and later
notations are summarised in Table 4.1.
Similar to distance dependent Chinese restaurant process (DD-CRP) (Blei and Fra-
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Table 4.1: Notations
Symbol Description
J number of documents
Nj number of words in document j
xji the word i in document j
Dj the distance set in document j
dji(i′) the distance between the word i and i
′ in document j
cji the link variable of the word i in document j
tji local group index of xji
kjt topic index of t in document j
zji topic index of the word i in document j
Mj number of entities in document j
wjm the entity m in document j
yjm the word identiﬁer of wjm
zyjm topic index of wjm
φk the word distribution of topic k
ϕk the entity distribution of topic k
zier, 2011) depicted in section 2.6.3.3, the link variable cji of the word i in document
j is drawn as
p(cji = ji′ | Dj, f, α) ∝
⎧⎪⎨
⎪⎩
f(dji(i′)) if i = i′
α if i = i′
(4.1)
where i′ is the word index in the same document; Dj is the distance set in document
j; dji(i′) is the distance of word i and i′ in document j; and α is the scaling parameter.
i = i′ means that the current word links to itself. f characterizes the distances
between words and is also a decay function (Blei and Frazier, 2011) since it is non-
increasing and satisﬁes f(∞) = 0. The decay function makes the current data link
to nearby data more likely. The word i links to i′ (denoted by cji = ji′) with the
probability proportional to the decay function f(dji(i′)). The self-link probability is
proportional to α. We can see that the predictive distribution of link variables only
depends on distances between words, but not topic assignments of other words. The
connected words produce one local group. Therefore, the local groups of customers
can be derived from linked variables. We recover the traditional CRF by using the
following decay function
f(dji(i′)) =
⎧⎪⎨
⎪⎩
1 i′ ≤ i
0 i′ > i
(4.2)
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In topic modelling, we can deﬁne a mixture model based on the wddCRF to represent
a set of documents. The observations are words. Given the base distribution G0,
the words are drawn as follows:
1. For each word, draw the link variable cji ∼ ddCRP(α, f, Dj). This determines
local group tji;
2. For each local group, draw a parameter φk ∼ Gj, Gj ∼ G0;
3. For each word i ∈ [1, Nj], independently draw word xji ∼ F (φzji), where
zji = kjtji is the topic index of the word i in document j.
4.2.2 Posterior Inference for wddCRF
In this subsection, we derive a Gibbs sampling method for the wddCRF model. The
sampling process is used in order to infer local group tji for each word and topic
index kjt for each local group. The topic distributions φ could be estimated from
any sample in the Markov chain. Since local groups are dependent on link variables,
computing local groups requires ﬁrst sampling link variables c.
Sampling link variables c. We use a sampling approach similar to that of DD-
CRP (Blei and Frazier, 2011). We break the existing link of the current word, which
may split a local group into two. Then, we compute the probability of the word
connecting to other words in the same document. The new link c(new)ji of the current
word ji is computed as follows
p(c(new)ji | c−ji,xj, Dj,, f, α) ∝ p(c(new)ji | Dj, α, f) p(xj | z(c−ji ∪ c(new)ji ), G0) (4.3)
The ﬁrst term on the right-hand side is the prior given in Eq.(4.1). The second term
on the right-hand side is the likelihood when a new link is added. The new link may
connect two local groups or may not change the table conﬁguration (the new link
is not the only link between two tables) or may connect to itself. To compute the
second term, we just need to compare the likelihood diﬀerence under the partitions
z(c−ji) and z(c−ji ∪ c(new)ji ). After cancelling out the same factor p(xj | z(c−ji), G0),
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we get the following to sample the new link c(new)ji
p(c(new)ji | c−ji,xj, Dj, f, α) ∝
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f(dji(i′))
p(x
jzm(c−ji)∪jzl(c−ji)|G0)
p(xjzm(c−ji)|G0)p(xjzl(c−ji)|G0)
(c(new)ji = i′ joins two groupsm and l)
f(dji(i′))
(c(new)ji = i′ does not change groups)
α (c(new)ji = i connects to itself)
(4.4)
where xjzm(c−ji) denotes the set of words in document j that is assigned to local
group m excluding the current word xji. Since we assume that the current word
just connects to its previous words, the second case never happens. In the imple-
mentation, we can omit the second case.
The likelihood p(xjzm(c−ji) | G0) can be computed as
p(xjzm(c−ji) | G0) =
ˆ ( ∏
i∈zm(cj)
p(xji | φ)
)
p(φ | G0)dφ (4.5)
Because this term marginalizes the topic distributions φ, it is a collapsed sampler
for the mixture model. When p(φ | G0) and p(x | φ) is conjugate, the integration
is tractable.
Sampling topics k for local groups. From links c, we can construct local groups
according to the connected words. Then we need to sample the topic index kjt for
each local group. The prior is a CRP prior and written as
p(kjt = k | k−jt, γ) ∝
⎧⎪⎨
⎪⎩
m−jt.k , if k is previously used
γ, if k = knew
(4.6)
where m−jt.k denotes the number of local groups serving topic k excepting the current
group. The prior of topic index kjt is proportional to the number of local groups
serving the topic k when it is drawn from existing topics, or proportional to con-
centration parameter γ when it is drawn from a new topic. The posterior is thus
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computed as,
p(kjt = k | t,k−jt) ∝
⎧⎪⎨
⎪⎩
m−jt.k L
−xjt
k (xjt), if k is previously used
γL
−xjt
knew
(xjt), if k = knew
(4.7)
where L−xjtk (xjt) is the data likelihood and can be written as
L
−xjt
k (xjt) =
p(xjt,x−jt|t,k)
p(x−jt|t,k) =
Γ(n
−xjt
..k
+V η)
Γ(n
−xjt
..k
+nxjt+V η)
∏
v
Γ(n
−xjt,v
..k
+nxjt,v+η)∏
v
Γ(n
−xjt
..k
+η)
(4.8)
where n−xjt,v..k is the number of word v in topic k, leaving out xjt, V is the vocabulary
size of words.
Sampling topics z of words. We know that words in one document produce local
groups, which in turn share global components, resulting in zji = kjtji .
Sampling hyperparameters {α, γ}. We place priors on two level concentration
parameters α and γ. Sampling α is done as in Eq.(2.55). Sampling γ is done as in
Eq. (2.45).
Estimating the word topics φ. For any sample from this Markov chain, we
estimate φ by
φ
(v)
k =
n
(v)
..k + μ
n
(.)
..k + V μ
(4.9)
where n(v)..k is the number of word v belonging to topic k , n
(.)
..k is the number of all
words belonging to topic k, and μ is the parameter of the prior Dirichlet distribution
of φ.
4.3 The Correspondence wddCRF Model
The wddCRF introduces distances between words to discover disease topics. In
the case of EMRs, another modal data source, procedure codes, is available and
is correlated with the diagnosis codes. Procedure codes describe speciﬁc health
interventions performed by clinicians after diagnosis. We wish to predict the pro-
cedure codes so that this prediction can be used for hospital resource planning.
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This requires ﬁnding the semantic relationship between diagnosis codes and proce-
dure codes. To achieve this, we further extend the wddCRF to the correspondence
wddCRF (Corr-wddCRF).
4.3.1 Model Description
The Corr-HDP is the nonparametric version of the correspondence LDA (Corr-LDA)
(Blei and Jordan, 2003). It does not requires a pre-determined number of topics,
thus having advantages for real-world applications. As in Newman et al. (2006), we
use words (diagnosis codes) and entities (procedure codes) in documents (EMRs) to
describe the correspondence models. Suppose that we have a set of J documents.
Each document contains a pair of words and entities (xj,wj), where xj = {xji}Nji=1
is the set of words in the document j, and wj = {wjm}Mjm=1 is a set of entities.
Notations are described before in Table 4.1.
The graphical model of Corr-HDP is shown in Figure 4.2(a). In Corr-HDP, words are
generated by following the standard HDP (Teh et al., 2006). Then, a word indicator
yjm is drawn uniformly from all words (1, · · · , Nj) in this document. The entity
wjm is drawn from the multinomial distribution of entity topic zjyjm . From this,
we see that word topics and entity topics are conditionally dependent on the same
factors. However, Corr-HDP treats words as equivalent and thus word distances
are equal. We develop a novel correspondence model based on wddCRF (Blei and
Frazier, 2011), which exploits distances between words to simultaneously discover
word topics and entity topics.
The proposed model is called the correspondence wddCRF (Corr-wddCRF). The
words are generated from the wddCRF process. The entities are still generated
from one or a subset of words in a way similar to the Corr-HDP. The graphical
model is shown in Figure 4.2(b). The generative process of Corr-wddCRF model is
as follows
1. Sample β | γ ∼ GEM(γ);
2. For documents j = 1, · · · , J , πj | α, β ∼ DP(α, β);
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Figure 4.2: Graphical representation for (a) Corr-HDP (b) Corr-wddCRF. The shade
nodes denote observations. The white nodes denotes latent variables. The plates
denote duplicates.
3. For topic k, sample φk ∼ Dir(μ), ϕk ∼ Dir(η);
4. For each of the Nj words xji in document j:
a) Sample the link variable cji ∼ ddCRP(α, f, Dj). Link variables determine
local groups t;
b) Sample the topics k ∼ CRP(γ) for local groups and zji = kjtji ;
c) Sample the word xji ∼ φzji ;
5. For each of the Mj entities wjm in document j:
a) Sample the word identiﬁer of entity yjm ∼ Uni(1, · · · , Nj);
b) Sample the entity wjm ∼ ϕzyjm ;
The Corr-wddCRF exploits word relations to recover more focused word topics and
corresponding entity topics.
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4.3.2 Posterior inference for Corr-wddCRF
For inference, we mainly aim to compute the joint posterior distribution of pa-
rameters conditioned on the observed variables. The Markov Chain Monte Carlo
(MCMC) is used to approximate the posterior distribution. We use collapsed Gibbs
sampling for Corr-wddCRF, integrating out φ,ϕ. Only parameters {α, β, c, z, y}
are left to be sampled. The sampling of α is the same as wddCRF above and the β
is identical to the HDP (Teh et al., 2006). However, we still need to sample variables
c , z and y.
We repeat the sampling of customer assignment cji similar to wddCRF
p(c(new)ji | c−ji, xj, Dj, α,G0) ∝ p(c(new)ji | Dj, α)p(xj | z(c−ji
⋃
c
(new)
ji ), G0)
(4.10)
where c−ji = {cj′ i′ | j ′ = j, i′ = i}. The explicit form is identical to Eq. (4.4).
Sampling the topic indicator zji actually requires obtaining the topic indicator kjt of
local group t, to which the word i belongs. The posterior inference for kjt involves
three parts: (1) the prior probability of the local group t assigned to topic k, (2)
the conditional probability of xjt (all words in local group t) given all local groups
associated with topic k leaving out xjt, and (3) the marginal likelihood of entities
currently associated with the table given the distributions over entities.
p(kjt = k | t,k−jt) ∝ p(kjt = k | k−jt, γ)︸ ︷︷ ︸
predictive prior of groups
p(xjt | x−jt, kjt = k,k−jt)︸ ︷︷ ︸
likelihood of words in group t
Mj∏
m=1
p(wjm | tjyjm = t,y−jm, η,z)︸ ︷︷ ︸
likelihood of entities
(4.11)
where x−jt = xxjt. Speciﬁcally,
p(kjt = k | t,k−jt) ∝
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
m−jt.k · fx−jtk (xjt) ·
∏Mj
m=1 p(wjm | tjyjm = t,y−jm, η,z),
(if k is previously used)
γ · fx−jtknew (xjt) ·
∏Mj
m=1 p(wjm | tjyjm = t,y−jm, η,z),
(if k = knew)
(4.12)
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Figure 4.3: An example to illustrate the tree structure of diagnosis codes assigned to
a patient using the ICD-10. The green circles are observed codes and yellow circles
are the unobserved nodes (best seen in colour).
Sampling the word identiﬁer yjm can be done eﬃciently by integrating out ϕ. The
collapsed Gibbs sampling of y can be written as
p(yjm = ji | y−jm,w, Nj, η) ∝ p(yjm = ji | Nj)p(wjm | zjyjm = k, zjy−jm , η)
(4.13)
where the ﬁrst term on the right is the uniform distribution and the second term
is the likelihood of the current entity wjm assigned to topic k given assignments of
other entities. The topic indicator of entity wjm is zjyjm since the entity wjm and the
word yjm are generated conditionally on the same factor. Finally, after getting topic
indices of words, word topic distributions φ are estimated with the same Eq.(4.9).
Note that word topics and entity topics are conditionally dependent on the same
factors and thus the entity topic distributions ϕ are estimated as
ϕ
(w)
k =
s
(w)
..k + η
s
(.)
..k + V
′η
(4.14)
where s(w)..k is the number of entity w belonging to topic k , s
(.)
..k is the number of all
entities belonging to topic k, η is the parameter of the prior Dirichlet distribution
of ϕ and V ′ is the vocabulary size of the entities.
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4.4 Decay Functions for Tree-structured Side In-
formation
The decay function inﬂuences how distances between words aﬀect local groups. In
both wddCRF and Corr-wddCRF, the decay function includes distances between
words as a parameter.
We aim to discover coherent disease groups from medical records of a cohort of
patients. The medical records contain diagnosis codes following the ICD-10 disease
classiﬁcation system. The ICD-10 classiﬁcation is a hierarchical classiﬁcation of dis-
eases and symptoms, divided into 22 anatomical/functional branches with increased
speciﬁcation of terms in each lower level. Each term uniquely matches a code of
between 3–5 characters (e.g. G11, E1171). Observed codes can be represented as a
tree structure. One example is shown in Figure 4.3. There are 7 codes from three
branches (I, K, B). We consider the exponential function f(dij) = exp(a − dij) as
the decay function, where dij denotes the distance between code i and j and a is a
constant. Eq.(4.1) indicates that diagnosis codes more likely link to nearby codes
than distant codes. One ideal disease topic should consist of codes from the same
branch (e.g. I2511, I2512 and I200). Thus, we set a small distance if two codes are
from the same branch; or a large distance if they are from diﬀerent branches. We
discuss one natural method to set distances for codes in the same branch.
Since the codes in the same branch have close relations and the codes in diﬀerent
branches have distant relations, we measure the distance using the shortest path in
terms of number of edges. For example, in Figure 4.3, the distance between the code
I7024 and I743 is 5 since the shortest path between them is 5 edges. Similarly, the
distance of B956 and B965 is 4. The distance measurement reasonably represents
the data characterized by the tree structure. Notably, in our model, any word-level
side information can also be integrated via a suitable decay function.
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Figure 4.4: Experimental results with synthetic data. (a) the groundtruth of the
word topics, (b) the groundtruth of the entity topics, (c) the word topics recovered
by Corr-wddCRF, (d) the entity topics recovered by Corr-wddCRF, (e) Convergence
of inference, in terms of change in loglikelihood with respect to the iterations, (f)
The posterior number of entity topics.
4.5 Experimental Analysis and Evaluation
Since Corr-wddCRF can discover latent disease topics and procedure topics simul-
taneously, we just show the performance of Corr-wddCRF. We again highlight that
wddCRF performs similar to Corr-wddCRF on disease topics. In this section, we
ﬁrst use synthetic data to validate the inference of our Corr-wddCRF. We then
empirically show the eﬀectiveness of our models to discover coherent topics and
for prediction with experiments on medical data. We compare the baseline with
Corr-HDP as a baseline.
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Table 4.2: Examples of diagnosis and procedure codes with detailed description
Codes Description
E1172 Type 2 DM w features insulin resistance
I10 Essential (primary) hypertension
N180 Chronic kidney disease
1310000 Haemodialysis
3821800 Coronary angiography w left heart cath
5640100 Computerised tomography of abdomen
4.5.1 Synthetic data
We generate a small dataset in which output could be presented graphically. The
dataset includes 1000 documents, each containing no more than 30 words. The word
topics are created from patterns with a 5 × 5 matrix (seen in Figure 4.4 (a)). An
entity is uniformly generated from words. We randomly generate 5 entities for each
document. We assume that the entity topics fully correspond to the word topics
(seen in Figure4.4 (b)). Here we assume that the distances between all words are
the same1 and apply the Corr-wddCRF to recover the word topics and entity topics.
We correctly recover all true topics and the true correspondence (seen in Figure
4.4(c) and (d)). We plot the loglikelihood of the Corr-wddCRF against iterations
in Figure 4.4(e) to observe convergence of the Gibbs sampler. Our Corr-wddCRF
converged quickly and returned 10 topics.
4.5.2 Real Datasets
We used two real medical datasets from a regional hospital in Australia 2 to evaluate
our models.
1We aim to validate the inference of the Corr-wddCRF model and thus the assumption is
reasonable.
2Ethics approval obtained through University and the hospital – Number 12/83
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Table 4.3: Examples of medical records in PolyVD
ID diagnosis codes procedure codes age stay readmission
P1
I2511,
I2512,I10
3821800,5990000,
9251599
87.6 20.3 68
P2 N180 1310000 50.7 5.6 2
P3
E86,E1151,
E1123,N1890,I501
9555003,9555009,
5640100
81.1 3.5 20
P4 I200,I500,C20
6134800,5650700,
3208401
84.7 2.6 32
Table 4.4: Summary of the datasets
Datasets #(Patients) #Avg(diagnosis) #Dim(diagnosis) #Avg(procedure) #Dim(procedure)
PolyVD 1414 15.6 1711 10.3 1229
AMI 2788 7.0 4056 4.2 2680
4.5.2.1 Poly-Vascular disease (PolyVD)
The dataset has medical records of 1414 patients with Poly-Vascular disease (PolyVD)
collected over ﬁve years. Patients are included in this dataset if they have at least
two index admissions (admissions with primary diagnosis as PolyVD). We merge
all admission records to create a ﬂat medical document for each patient. The doc-
ument contains two primary sets of codes: diagnosis codes and procedure codes.
Diagnosis codes are coded disease information assigned by physicians as per the
WHO ICD-10AM coding guidelines. The codes are organised into a semantic tree
structure with nearly 15,000 unique codes. Procedure codes are related to the pro-
cedure performed on patients during their hospital stay. This includes any surgery,
pharmocotherapy or imaging performed during the admission. This is coded follow-
ing the ACHI 3 guidelines. Other associated information available includes patient
demographics, length of stay in various departments (emergency, in-patient, etc.),
discharge information (discharge destination, medications, etc.) and readmission.
Since disease severity is associated with frequent readmission into hospitals, we take
readmission prediction as a measure of the eﬃcacy of the topics learned through
the Corr-wddCRF and the baseline Corr-HDP. The readmission interval for the last
admission is used as the outcome for the readmission prediction task. Table 4.2
givens examples of diagnosis and procedure codes. Table 4.3 presents examples of
3http://www.achi.org.au/
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medical records (just a few codes are listed). In this dataset there are on average
about 15.6 unique diagnosis codes and 10.3 unique procedure codes associated with
each patient.
4.5.2.2 Acute Myocardial Infarction (AMI)
This patient cohort consists of 2788 patients with a conﬁrmed diagnosis of Acute
Myocardial Infarction (AMI) admitted between 1st January 2007 and 31st December
2011. We pre-processed the AMI dataset as we did with PolyVD. The readmission
interval of the last admission is used as the outcome for the readmission prediction
task. A summary of the two datasets is shown in Table 4.4, where we list the
number of patients, the average number of diagnosis codes and its dimensionality,
the average number of procedure codes and its dimensionality.
4.5.3 Experimental Setup and Results
We quantitatively and qualitatively evaluate the Corr-wddCF in the task of mod-
elling medical records. We use the Corr-HDP as the baseline. Both the Corr-
wddCRF and Corr-HDP discover diagnosis topics and procedure topics. We ﬁrst
show topic examples and topic coherence. We then evaluate predictive power.
We split the dataset into 80% training data and 20% test data. For PolyVD, we
used Dir(0.5) as the prior for the distributions over diagnosis codes φ and Dir(0.1)
for distributions over procedure codes ϕ. For AMI, we use Dir(0.1) as the prior for
both φ and ϕ. γ was sampled from Gamma(4, 1). We respectively run the Gibbs
sampler 1000 times for both the cases.
4.5.3.1 Topics Derived from Electronic Medical Records
Examples of topics. Topics discovered by the correspondence models contain
distributions over diagnosis codes and the distributions over procedure codes. Two
representative topics selected from PloyVD dataset are shown in Figure 4.5. Each
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topic is illustrated with the top-10 words most likely to be generated from that
topic. We simultaneously represent topics using a tree structure to show the quality
of diagnosis topics in Figure 4.6. This reveals that the Corr-wddCRF tends to cluster
diagnosis codes from the same branch together. Compared to the Corr-wddCRF,
topics in the Corr-HDP include disparate codes. Overall, the Corr-wddCRF tends to
discover topics that are more focused on a particular disease, contain fewer spurious
codes; and, therefore, are easier to interpret. In top-10 diagnosis topics, the number
of chapters is 2.2 on average for the Corr-wddCRF and 5.1 for the Corr-HDP. The
same trend appears for the AMI dataset. In top-10 diagnosis topics, the number of
chapters is 2.1 on average for Corr-wddCRF and 5.7 for Corr-HDP.
Recall that the advantage of the Corr-wddCRF is that it can group coherent diagno-
sis topics and procedure topics. We further observe diagnosis codes and procedure
codes in the same topic. It can be seen that the correspondence is strong. The
main procedure associated with a particular diagnosis can be seen, such as in Corr-
wddCRF kidney disease vs. Haemodialysis and atherosclerosis vs. angioplasty. The
Corr-wddCRF can be used to provide accurate procedure prediction (This will be
dicussed in Figure 4.9 and 4.10 ). Nonetheless, due to less coherent topics in Corr-
HDP, diverse procedure codes are included (shown in Figure 4.5).
Topic coherence. Topic coherence is often used to measure the quality of topics.
We use the method found in Mimno et al. (2011) to deﬁne topic coherence
C(M) =
M∑
m=2
m−1∑
l=1
D(l,m) + 1
D(l) (4.15)
where l and m is the word index in the M most probable words of this topic. D(l)
is the document frequency of word l. D(l,m) is the co-document frequency of word
l and m. We use M = 10 over the top 5 topics. The average results are shown
in Table 4.5 and 4.6 respectively. Corr-wddCRF found more coherent topics than
Corr-HDP.
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I10
E1172
E1151
I7021
E780
I7023
G29
I2511
E1171
I48
Essential(primary)hypertension
Type2DMwfeaturesinsulinresistance
Type2DMwperphangiopathywogangr
Atherosclarteryextremwintermitclaud
Purehypercholesterolaemia
Atherosclerosisarteryextremitywulcer
Polyneuropathyunspecified:
Atherosclheartdisnativecoronartery
Type2DMwmultmicrovasothnnvascomp
Atrialfibrillationandflutter
0.1397
0.0893
0.0627
0.0621
0.0345
0.0324
0.0316
0.0314
0.0312
0.0259
9251599
9251539
9251439
3530906
3821800
3530306
6007200
6004800
6006901
599000
Sedation,ASA99
Sedation,ASA39
Generalanaesthesia,ASA39
PTApercwstenting,singlestent
Coronaryangiographywleftheartcath
Perctransluminalballoonangioplasty
DSSarteriographyorvenography1vessel
DSAlowerlimb<=3DAR,unilateral
DSAaorta&lowerlimb>=10DAR,bil
Leftventriculography
0.1050
0.0849
0.0737
0.0712
0.0539
0.0487
0.0479
0.0416
0.0374
0.0370
N179
N390
D649
D509
K590
I209
E1129
I501
B962
J449
Acutekidneyfailureunspecified
Urinarytractinfectionsitenotspec
Anaemiaunspecified
Irondeficiencyanaemiaunspecified
Constipation
Anginapectorisunspecified
Type2DMwotherspeckidneycomp
Leftventricularfailure
Ecolicausedisclasstoothchptr
COPDunspecified
0.0619
0.0547
0.0428
0.0332
0.0310
0.0254
0.0240
0.0227
0.0199
0.0183
1370602
3047301
9619909
9206200
9251549
3047300
3209000
9251449
5650700
5650100
Administrationofpackedcells
Panendoscopytoduodenumwithbiopsy
IVadminofpharmacagtoth&unspagent
Administrationofotherserum
Sedation,ASA49
Panendoscopytoduodenum
Fibreopticcolonoscopytocaecum
Generalanaesthesia,ASA49
CTabdomen&pelviswIVcontrastmedium
CTofabdomen&pelvis
0.2120
0.0703
0.0464
0.0420
0.0416
0.0404
0.0392
0.0319
0.0242
0.0202
(a) Corr-HDP
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Essential(primary)hypertension
Type2DMwfeaturesinsulinresistance
Type2DMwperphangiopathywogangr
Atherosclarteryextremwintermitclaud
Purehypercholesterolaemia
Atherosclerosisarteryextremitywulcer
Atherosclheartdisnativecoronartery
Type2DMwmultmicrovasothnnvascomp
Atrialfibrillationandflutter
Type2DMwfootulcerdtmultcauses
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0.0255
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3530306
6007200
5600100
1370602
6004800
Sedation,ASA99
Sedation,ASA39
Generalanaesthesia,ASA39
PTApercwstenting,singlestent
Coronaryangiographywleftheartcath
Perctransluminalballoonangioplasty
DSSarteriographyorvenography1vessel
Computerisedtomographyofbrain
Administrationofpackedcells
DSAlowerlimb<=3DAR,unilateral
0.0635
0.0519
0.0450
0.0430
0.0332
0.0298
0.0293
0.0277
0.0263
0.0255
N1891
N179
N1890
N180
N390
N289
N183
N185
N184
N40
Chronickidneydisease,unspecified
Acutekidneyfailureunspecified
Chronickidneydisease,unspecified
Chronickidneydisease
Urinarytractinfectionsitenotspec
Disorderofkidneyandureterunsp
Chronickidneydiseasestage3
Chronickidneydisease,stage5
Chronickidneydiseasestage4
Hyperplasiaofprostate
0.0885
0.0808
0.0717
0.0585
0.0565
0.0561
0.0362
0.0322
0.0210
0.0180
9619909
1381501
3720300
4433800
3680000
1310000
6134800
9251429
9219300
3681200
IVadminofpharmacagtoth&unspagent
Perccentralveincatheterisation
Transurethralresectionofprostate
Amputationoftoe
Bladdercatheterisation
Haemodialysis
Lungperfusionandventilationstudy
Generalanaesthesia,ASA29
Administrationofsympatholyticagent
Cystoscopy
0.0905
0.0564
0.0471
0.0376
0.0376
0.0341
0.0341
0.0271
0.0247
0.0247
(b) Corr-wddCRF
Figure 4.5: Selected diagnosis topics in PloyVD. In each topic we list the 10 most
probable diagnosis codes and the second row is comprised of the 10 most likely
procedure codes. Three columns are the textual description, codes and probabilities
respectively. (a) The results of Corr-HDP and (b) The results of Corr-wddCRF.
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Figure 4.6: The tree structure of selected diagnosis topics in PloyVD. The left-hand
side shows two topics from Corr-HDP and the right-hand side shows two topics
from Corr-wddCRF. They are consistent with the topics in Figure 4.5. Topics from
Corr-wddCRF tends to cluster codes from the same subcategory.
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Table 4.5: A comparison of diagnosis topic coherence for the top 5 topics (higher is
better)
Models PolyVD AMI
Corr-wddCRF -83.6±21.7 -89.8±35.2
Corr-HDP -90.1±33.2 -119.7±16.6
Table 4.6: The comparison of procedure topic coherence for top 5 topics (higher is
better).
Models PolyVD AMI
Corr-wddCRF -72.7±25.1 -100.1±14.8
Corr-HDP -81.7±19.2 -109.0±29.2
4.5.3.2 Evaluating Predictive Power
Perplexity. Perplexity is often used to measure the generalization of models (Blei
et al., 2003b). A lower value of perplexity on test data indicates a better general-
ization. We compute the perplexity for diagnosis codes on test data based on the
topics of diagnosis codes learned from training data. More formally, the perplexity
for a test set D(test) of N medical records is
perplexity = exp(−
N∑
i=1
log p(D(test)i )/
N∑
i=1
Ni)
where Ni is the number of diagnosis codes in the medical record i. Figure 4.7 shows
the model perplexity over the number of iterations for two datasets. Corr-wddCRF
performs better in terms of both generalization and convergence speed.
Readmission prediction. We evaluate topics via the readmission interval predic-
tion task. Each patient document is represented with mixtures of diagnosis topics.
The mixture proportion is one type of low-dimensional feature. We re-sample topic
indicators of diagnosis codes in test data based on the trained model. Then the
topic proportions of test data are calculated. The prediction task becomes a bi-
nary classiﬁcation problem where readmission in less than T days is labeled ‘1’ and
readmission in more than T days is labeled ‘0’. Two classiﬁers: Naïve Bayes (NB)
and Random Forest (RF) are used for this task. The area under the ROC curve
(AUC) is used as the performance measure. The higher AUC reﬂects the better
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Figure 4.7: The test perplexity versus the number of iterations. (a) PolyVD dataset,
(b) AMI dataset.
Table 4.7: The comparison of AUC for 30-day readmission prediction based on
diagnosis topic feature (higher is better). NB denotes Naive Bayes and RF denotes
Random Forest.
Models PolyVD AMINB RF NB RF
Corr-wddCRF 0.63 0.59 0.59 0.59
Corr-HDP 0.56 0.49 0.58 0.57
prediction performance of the model-feature combination. We perform experiments
with T = 30 days since the prediction of 30-day readmission has been an active
area of medical research (Jencks et al., 2009; Kansagara D, 2011). Table 4.7 shows
the results. Evidently, for all the classiﬁers, the AUC of the prediction when us-
ing features from Corr-wddCRF is always better than that using features from the
baseline. Surprisingly, the best result (AUC=0.63) is obtained when the features
generated from Corr-wddCRF are used in combination with Naïve Bayes classiﬁer
for PolyVD, better than the second best by Random Forest (AUC=0.59) using the
same features. For AMI, the best performance (AUC=0.59) is obtained using the
Corr-wddCRF topic feature, but in this case the two classiﬁers perform equally well.
Procedure prediction. Here we are primarily interested in making predictions
for procedure codes given a set of diagnosis codes. We evaluate the Corr-wddCRF
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Figure 4.8: Comparison of the predication accuracy in terms of precision-scope
(P@N) for Corr-HDP and Corr-wddCRF (a) PloyVD, (b) AMI.
and the Corr-HDP on the procedure prediction task. The models are trained based
on training data. The models then make predictions about procedure codes on the
test medical records. The likelihood of an procedure code w in a test record d is
p(w | d) = ∑t p(w|t)p(t | d) , where p(w|t) is the topic distribution of procedure
codes learnt during training, and the topic mixture p(t | d) in the test document is
estimated by re-sampling topic indicators of diagnosis codes in test data using the
learnt diagnosis topic p(x | t). We report the precision of the predicted procedure
codes in Figure 4.8. It is deﬁne as Pre = |Wm∩Wl||Wm| , where Wm is the predicted label
set, Wl is the ground-truth label set. The average precision is computed over all test
patient records. The results are shown in Figure 4.8. For ployVD, Corr-wddCRF
has better precision at all three @5, @10 and @15. The highest precision appears at
@10, which is consistent with the average number of procedure codes as shown in
Table 4.4. For AMI, Corr-wddCRF still shows comparable results with Corr-HDP.
The precision peaks at @5 since the average number of procedure codes in AMI is
around 5.
We list three examples of predicted procedure codes for the AMI and PolyVD dataset
in Figure 4.9 and 4.10. We can predict the procedure codes for the main diseases.
For example, in the ﬁrst example in PolyVD (Figure 4.10), the patient suﬀers from
chronic kidney disease. We predict the “Haemodialysis” process for this patient.
In fact, this turns out to be correct, since many patients with renal failure need
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ActualProcedureCodes:Sedation,ASA99;Coronaryangiographywleftheartcath;Perc
centralveincatheterisation;Coronartbypsusing2saphveingrafts;Generalanaesthesia,ASA
40;Mgmtcontinventilatrysup>24<96hr;Administrationofotherserum;Administrationof
platelets;Administrationofplatelets;2Drealtimetransoesophagealu/sheart;Left
ventriculography(5990000);Coronaryarterybypass,using1LIMAgft;Coronarterybypassusg1
radialartgft;PercinsertionintraͲaorticballoonpump;Divisionofthoracicadhesions;
DiagnosisCodes:Purehypercholesterolaemia;Acuterespiratoryfailure;Atherosclheartdis
nativecoronartery;AcutetransmuralMIofinferiorwall;Chronicadhesivepericarditis;
Supraventriculartachycardia;
PredictedProcedureCodes:Coronaryangiographywleftheartcath;Sedation,ASA99;Left
ventriculography(5990000);Administrationofpackedcells;Leftventriculography(5990300);
ActualProcedureCodes:Coronaryangiographywleftheartcath;Left
ventriculography(5990000);
DiagnosisCodes:Type2DMwfeaturesinsulinresistance;Essential(primary)hypertension;
Unspacutelowerrespiratoryinfection;Urinarytractinfectionsitenotspec;Cellulitisoflower
limb;Ecolicausedisclasstoothchptr;Type2diabetesmellituswpoorcontrol;Acute
subendocardialMI;UlcerlowerlimbNEC;Atherosclheartdisnativecoronartery;Left
ventricularfailure;Hemiplegiaunspecified;Type2DMwotherspecifiedcomplication;Sequelae
ofcerebralinfarction;
PredictedProcedureCodes:Coronaryangiographywleftheartcath;Sedation,ASA99;
Administrationofpackedcells;Leftventriculography(5990000);Left
ventriculography(5990300);
ActualProcedureCodes:CTabdomen&pelviswIVcontrastmedium;Sedation,ASA99;
Coronaryangiographywleftheartcath;Leftventriculography(5990000);IVadminofpharmac
agentthrombolytic;Percinstrnslmlstent,sglcoronartery;
DiagnosisCodes:Atherosclheartdisnativecoronartery;Sciatica;AcutetransmuralMIof
inferiorwall;Atrioventricularblockcomplete;
PredictedProcedureCodes:Coronaryangiographywleftheartcath;Sedation,ASA99;
Administrationofpackedcells;Leftventriculography(5990000);CTabdomen&pelviswIV
contrastmedium;
Figure 4.9: Three examples of predicted procedure codes in the AMI dataset. The
top row shows actual diagnosis codes. The middle row shows the actual procedure
codes. The bottom row shows the top 5 most-likely predicted procedure codes.
haemodialysis. We go on observing the ﬁrst example in Figure 4.9. The main dis-
eases are associated with heart disease. The “Coronary angiography with left heart
catheterisation” and “Left ventriculography(5990000)” are accurately predicted by
our model. These examples show our model can predict procedure codes well, and
could potentially be used to support clinical decision.
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ActualProcedureCodes:Generalanaesthesia,ASA49;Coronaryangiographywleftheartcath;
Leftventriculography;Sedation,ASA99;Sedation,ASA39;Haemodialysis;Panendoscopyto
duodenumwithbiopsy;IVadminofpharmacagtoth&unspagent;Arteriovenousanastomosis
ofupperlimb;Perctransluminalballoonangioplasty;PTApercwstenting,singlestent;DSS
arteriographyorvenography1vessel;DSAaorta&lowerlimb7to9DAR,uni;Percinstrnslml
stent,sglcoronartery;Coronaryangiography;Percinstrnslmlstent,sglcoronartery;Endosc
adminagtlsnstomach/duodenum;Oesophagoscopywithdiathermy;
DiagnosisCodes:Unstableangina;Atherosclheartdisnativecoronartery;Atherosclartery
extremwintermitclaud;Atherosclheartdisautolgsbypsgraft;Essential(primary)
hypertension;Chronickidneydiseasestage4;Hyperkalaemia;Atherosclerosisofartofextrem
unsp;Anaemiaunspecified;Irondeficiencyanaemiaunspecified;Chronickidneydisease,
unspecified;"Chronickidneydisease,stage5";Anginapectorisunspecified;Duodenitis;Other
specifieddiseasesofoesophagus;
PredictedProcedureCodes:Administrationofpackedcells;IVadminofpharmacagent
antineoplastic;Haemodialysis;Panendoscopytoduodenumwithbiopsy;Sedation,ASA99;
Generalanaesthesia,ASA99;Sedation,ASA29;IVadminofpharmacagtoth&unspagent;
Sedation,ASA39;Generalanaesthesia,ASA29;
ActualProcedureCodes:Generalanaesthesia,ASA49;Generalanaesthesia,ASA39;Sedation,
ASA39;Administrationofpackedcells;Panendoscopytoduodenumwithbiopsy;PTApercw
stenting,singlestent;Generalanaesthesia,ASA99;Computerisedtomographyofabdomen;
Fibreopticcolonoscopytocaecum;Releaseofcarpaltunnel;IVadminofpharmacagent
antineoplastic;CTabdomen&pelviswIVcontrastmedium;Abdominalparacentesis;
Therapeuticthoracentesis;Diagnosticthoracentesis;Regnlblock,nerveoftrunkASA99;Mgmt
ofregnlblocknrvoftrunk;Prtdstlgastrectomygastoduodanstms;Simplemastectomy,
unilateral;Subcutaneousmastectomy,unilateral
DiagnosisCodes:Atherosclheartdisnativecoronartery;Hypotensionunspecified;Atheroscl
arteryextremwintermitclaud;Essential(primary)hypertension;Acutekidneyfailure
unspecified;Ment&behdisrddtharmfulusetobacco;Hypertrophyofbreast;Nephropathyind
byothdrugssubstances;
PredictedProcedureCodes:IVadminofpharmacagentantineoplastic;Administrationof
packedcells;Haemodialysis;Sedation,ASA99;Panendoscopytoduodenumwithbiopsy;
Generalanaesthesia,ASA99;Sedation,ASA39;Sedation,ASA29;PTApercwstenting,single
stent;Generalanaesthesia,ASA39;
Figure 4.10: Three examples of predicted procedure codes in the PolyVD dataset.
The top row shows actual diagnosis codes. The middle row shows the actual pro-
cedure codes. The bottom row shows the top 10 most likely predicted procedure
codes.
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4.6 Conclusion
In this chapter, we have proposed two ﬂexible probabilistic models for clustering
groups of data with complex structures, and exploiting domain knowledge as a
form of side information. The word distance dependent Chinese restaurant fran-
chise (wddCRF) is a hierarchical Bayesian nonparametric model that incorporates
word distances for topic discovery at a low level. From the ICD-10 coding hierar-
chy, we measure the distances between diagnosis codes by computing the connected
edges between them. Further, we have developed the Corr-wddCRF to reveal latent
relationships between diagnosis codes and procedure codes. Diagnosis and proce-
dure topics are simultaneously discovered in the Corr-wddCRF. Two real medical
datasets, PolyVD and AMI are used for experiments. Results demonstrate that
our Corr-wddCRF model discovers coherent disease topics. The proposed model
is eﬀective when it is used as a low-dimensional basis for readmission prediction.
In addition, the Corr-wddCRF performs better than the baseline Corr-HDP for the
prediction of procedures for a given diagnostic. Whilst the proposed approaches suc-
cessfully exploit tree-structured side information towards knowledge discovery from
medical data, exploiting other types of side information from EMRs is a possible
future direction.
Chapter 5
Dirichlet Process Mixture Models
with Hard Constraints for Data
Clustering
5.1 Introduction
In chapters 3 and 4, we developed two Bayesian nonparametric models (BNP) that
exploit side information: SID-CRP and wddCRF. In these models, we treat auxil-
iary attributes of the data as side information. We measure data similarities from
side information and incorporate them into BNP models to facilitate the tasks of
data clustering and topic analysis. We know that side information includes another
type: the hard constraint. A hard constraint is normally employed to specify the
link relationship between two data points (Wagsta et al., 2001). The two typical
hard constraints are must-link (ML) constraints and cannot-link (CL) constraints,
indicating that two data points belong to the same cluster or diﬀerent clusters, re-
spectively. It is expected that hard constraints are not to be violated when used so
that the ﬁnal outcome is consistent with the given constraints. This implies that
reliable hard constraints tend to provide desired results. Therefore, in this chapter,
we investigate the use of hard constraints in Dirichlet process mixture (DPM) mod-
els for data clustering. Unless explicitly stated, all constraints mentioned in this
113
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(a) One cluster from DPM.
(b) The ﬁve images in (a) are separated into two correct clusters using C-DPM.
Figure 5.1: An example of image clustering using DPM and C-DPM in NUS-WIDE.
(a) When DPM is used directly, the ﬁrst three bridge images are clustered together
with the later two castle images ; (b) After C-DPM is used, the ﬁve images in (a)
are separated into two correct clusters.
chapter will be treated as hard constraints.
We ﬁrst oﬀer an example to illustrate the eﬀect of constraints in DPM. Figure 5.1a
shows one cluster from DPM clustering of the NUS-WIDE dataset (Chua et al.,
2009), which contains “bridge” images and “castle” images. We have the prior
constraint that the ﬁrst image (castle) and the fourth image (bridge) come from
diﬀerent clusters. After incorporating these constraints into the DPM model, the
clustering result got changed, as shown in Figure 5.1b, where the ﬁve images in
Figure 5.1a were separated into two correct clusters.
Given a series of ML and CL constraints, we exploit the relational semantics of
the constraints to construct “chunklets”—a set of points that belong to the same
cluster (Shental et al., 2003). Chunklets are easily obtained through the transitive
closure (Shental et al., 2003). Consider a dataset x = {xi}Ni=1, where N is the
number of data points. We transform the original data into the chunklet form. Let
X = {Xj}Jj=1 (X = x, J ≤ N) denote the set of distinct chunklets; and (Xj,Xj′) ∈
C denote that the pair of chunklets (Xj,Xj′ ) is an instance of the set of cannot-link
constraints C. Obviously, the original representation of the dataset is the special
case of the chunklet representation when each chunklet has just one point inside.
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ML constraints now are all compiled into chunklets and CL constraints only exist
between chunklets. We then use Gibbs sampling to infer the cluster indicators of
chunklets. Data points in one chunklet share the same cluster. We call the proposed
model the constrained Dirichlet process mixture model (C-DPM).
The DPM with constraints has been previously discussed (Vlachos et al., 2009, 2008,
2010; Orbanz and Buhmann, 2008; Ross and Dy, 2013). Orbanz and Buhmann
(2008) proposed a method of image segmentation based on DPM with histogram
clustering, where spatial smoothness constraints were encoded in a Markov random
ﬁeld (MRF). Ross and Dy (2013) used a MRF to encode hard constraints into mix-
tures of Gaussian Processes. The study by Vlachos et al. (2009) is the closest to our
framework. There must-linked data points were compiled into linked-groups, similar
to our chunklets. However, the posterior probability of the linked-group was com-
puted by cumulatively multiplying the conditional probability of the current point
given other data points in the linked-group. In our work, we use the blocked Gibbs
sampling (Geman and Geman, 1984) for inference that can sample a subset of latent
variables once. Our method is both rigorous and more eﬃcient than the algorithm
designed by Vlachos et al. (2009). More importantly, we have conducted extensive
experiments to investigate the impact of ML constraints and CL constraints in DPM
clustering and how to select useful constraints.
Constraints beneﬁt data clustering to some degree. It is unlikely that we will have
access to a large number of constraints. Therefore, it is imperative to utilise only
a small number of eﬀective constraints to achieve high performance. Many studies
have discussed the selection of eﬀective constraints (Basu et al., 2004a; Mallapragada
et al., 2008; Davidson et al., 2006; Xu et al., 2005; Grira et al., 2008; Xiong et al.,
2014; Vu et al., 2012). Basu et al. (2004a) proposed the criterion of the farthest ﬁrst
query, which consists of two steps: exploration and consolidation. Davidson et al.
(2006) examined the eﬀectiveness of constraints, and concluded that constraints with
high informativeness and coherence have a high probability beneﬁting clustering.
However, previous work have focused on partition clustering algorithms and ignored
BNP clustering models. In the approach of Vlachos et al. (2010), the pairs of
instances whose label entropy during multiple samples is maximum were selected.
This may not be eﬀective when two instances that are actually in the same cluster
are always grouped into the two diﬀerent clusters during sampling. Addressing
this, we use the informativeness proposed in Davidson et al. (2006) to measure the
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eﬀectiveness of constraints based on an unconstrained model. We ﬁrst select the
subsets of constraints which have the highest informativeness. We then incorporate
the selected constraints into the DPM and call our model the DPM with selected
constraints (SC-DPM).
We evaluate our proposed C-DPM and SC-DPM based on synthetic and real datasets.
The goal is to investigate the clustering inﬂuence of constraints in DPM models. For
synthetic data, 20 Newsgroups subsets1 and the NUS-WIDE subsets (Chua et al.,
2009), constraints are generated according to the groundtruth. We also collected
4712 Facebook comments characterized by short texts and colloquialism. Comments
on a post mostly follow the same topic, and this forms the basis of the constraints
we embed in the models. Must-link (ML) constraints are constructed automati-
cally between the comments in the same post. Our experimental results show that
1)SC-DPM generally performs better than C-DPM and DPM; 2) ML constraints
have a signiﬁcant inﬂuence on clustering, especially in SC-DPM, which achieves the
best compared with the baselines; 3) The average performance of CL constraints
in constrained models has not shown advantages compared with the DPM model.
However, some CL constraint sets outperform DPM without any constraint. It re-
quires more care to employ CL constraints than ML constraints. How CL constraints
aﬀect clustering would be worthwhile to explore in the future.
The remainder of this chapter is organised as follows. Section 5.2 describes our pro-
posed C-DPM. Section 5.3 presents the SC-DPM algorithm. Section 5.4 elaborates
the experiment setting, results and discussion. Finally, Section 5.5 concludes our
work in this chapter.
5.2 Dirichlet Process Mixture Models with Con-
straints
In section 2.6.3.2, we described the Dirichlet process mixture (DPM) model in de-
tails. The DPM model provides a powerful generic unsupervised clustering frame-
work with unbounded number of clusters. Hence, it admits an inﬁnite capacity to
1http://qwone.com/~jason/20Newsgroups/
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ﬁt the data. However, clustering is a challenging problem, and it is so even when
observations only provide weak information about the latent structures. In such
situations, it is important to be able to exploit additional information. We consider
two types of prior information known as must-link and cannot-link constraints in
this chapter. We incorporate these constraints into the DPM model and term it
C-DPM. Figure 5.2 shows the graphical models of DPM and C-DPM.
In DPM, each data point is generated as i.i.d samples from the mixture component
indexed by cluster indicators. The cluster indicators are allowed to be repeated. We
directly derive the posterior probability for each cluster indicator via integrating out
the probability distribution of each cluster
p(zi = k | z−i,x, α,G0) ∝ p(zi = k | z−i, α) · p(xi | zi = k, z−i,x−i, G0) (5.1)
The ﬁrst term on the right hand is the CRP prior, and the second term on the right
hand is the predictive likelihood.
In C-DPM, we have to consider the semantic relationship between instances that
have been connected by constraints. In Figure 5.2 (b), the must-linked instances x1
and x2 are drawn from the same cluster. The cannot-linked instances x3 and x4 are
drawn from diﬀerent clusters. To subsume the must-linked instances in subgroups,
we transform the original data into chunklet representation (Shental et al., 2003).
Let X = {Xj}Jj=1 (J ≤ N) denote the set of distinct chunklets. X−j denotes
chunklets except Xj. zj is the cluster indicator for chunklet Xj. z−j is the cluster
indicators for chunklets X−j. The Gibbs sampling for a chunklet Xj is shown as
follows,
p(zj = k | z−j,X, α,G0) ∝ p(zj = k | z−j, α) · p(Xj | zj = k, z−j,X−j, G0) (5.2)
Since we integrate out the cluster-speciﬁc distribution φk, it is also a collapsed Gibbs
sampling. The ﬁrst term on the right side is similar to the CRP process, with the
diﬀerence that customers have been represented by chunklets instead of individual
data points. The second term in the right side is the likelihood of the chunklet Xj
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Figure 5.2: The graphical models for (a) DPM and (b) C-DPM. In C-DPM, x1 and
x2 have the relationship of a ML constraint. x3 and x4 have the relationship of a
CL constraint.
given all other chunklets and their clusters. We further expand it as follows
p(zj = k | z−j,X, α,G0) = N
−j
k
Z
∏
xi∈Xj
p(xi | Θk) (5.3)
p(zj = knew | z−j,X, α,G0) = α
Z
ˆ ∏
xi∈Xj
p(xi | Θknew)dG0 (5.4)
where Z is a normalized constant and N−jk is the number of chunklets (excluding
the current chunklet Xj) currently assigned to the cluster k. Θk is the parameter
set of the distribution of the cluster k. We update the cluster indicators of chunklets
instead of individual data points as DPM does. All ML constraints are complied
within chunklets. For (Xj,Xj′) ∈ C, p(zj = k | z−j,X, α,G0) equals to zero if
Xj′ has been assigned to the cluster k. The update of Θk depends on the points
assigned to the cluster k . For continuous data, G0 is often a Gaussian distribution
with parameters μ0 and Σ0. For discrete data, G0 is often a Dirichlet distribution
with a concentration parameter β.
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5.3 Dirichlet Process Mixture Models with Se-
lected Constraints
Although constraints are useful, not all constraints beneﬁt the clustering perfor-
mance. Some work (Wagstaﬀ, 2006; Davidson et al., 2006) has shown that con-
straints with both high informativeness and coherence can lead to consistent im-
provement of clustering performance in metric learning methods. We follow a sim-
ilar approach and propose a principled way to select the useful constraints in the
C-DPM. We call the model with selected constraints as the SC-DPM.
Informativeness measures how informative constraints are. Given the clustering
algorithm A, we can generate partitions PA by running A without using any con-
straints. Then we check that how many constraints in constraint set S do not satisfy
PA. The informativeness is deﬁned as follows
IA(C) =
1
|S|
∑
s∈S
unsat(s, PA) (5.5)
where unsat(s, PA) refers to when the constraint s does not conform with partitions
PA. unsat(s, PA) is 1 if s does not satisfy PA and 0 otherwise. That is, the informa-
tiveness of a ML constraint is equal to 1 when the two must-linked instances belong
to diﬀerent groups in PA and the informativeness of a CL constraint is equal to 1 if
the two cannot-linked instances are in the same group in PA.
In the SC-DPM, we ﬁrstly run the DPM clustering algorithm for data. After getting
partitions, we measure the informativeness of each constraint. We collect constraint
sets in which all constraints have an informativeness of 1. Then we incorporate such
constraint sets into the DPM model. The algorithm is summarised in Alg.5.1.
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Algorithm 5.1 The algorithm of SC-DPM
Step 1. Selection of useful constraints
Input: data x, all constraints S;
Output: selected constraints Sinfo;
Method:
1. Perform the unconstrained DPM clustering (Eq.(5.1));
2. Obtain partitions PA;
3. Select constraints
for a constraint s in S
• if unsat(s, PA) = 1 (Eq. 5.5)
– keep s in S
• else
– discard s from S
end for
Sinfo = S
Step 2. Gibbs sampling for SC-DPM
Input: Set of data points x = {xi}Ni=1, set of must-link constraints M = {(xi, xj)}, set of
cannot-link constraints C = {(xi, xj)}, the hyperparameter α.
Output: the number of clusters K and the cluster indicators of chunklets {zj}Jj=1.
Method:
1. Construct the chunklet set form X = {Xj}Jj=1, the set of cannot-link constrained
chunklets C = {(Xj , Xj′)}.
2. Repeat until convergence
for j = 1 : J
• for k = 1 to K + 1
– if (Xj , Xj′) ∈ C and k/∈ zj′ ,
∗ compute p(zj = k | z−j ,X, α, G0) (Eq.5.2)
– else if
∗ set p(zj = k | z−j ,X, α, G0) = 0
end for
• sample p(zj = k | z−j ,X, α, G0)
• if zj = K + 1
– zj = K + 1 and K = K + 1
end for
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5.4 Experimental Analysis and Evaluation
5.4.1 Experimental Metrics
We compare the clustering performance of our algorithms with two baseline cluster-
ing methods - DPM (Antoniak, 1974) and K-means. Normalized mutual information
(NMI) measures how closely the clustering result matches the ground truth. It is
the normalized form of mutual information that measures the similarity between
two clustering partitions. Let C denote the ground truth and C ′denote the clus-
ter assignments acquired. We compute NMI = I(C;C
′ )
(H(C)+H(C′ ))/2 ,where I(C;C
′) is the
mutual information between C and C ′ , H(C) and H(C ′) are their entropy. Mutual
information I(C;C ′) is deﬁned as
I(C;C ′) =
∑
ci∈C,c′j∈C′
p(ci, c
′
j). log
p(ci, c
′
j)
p(ci).p(c′j)
(5.6)
where p(ci) = |ci|N , p(c
′
j) =
|c′j |
N
, p(ci, c
′
j) =
|ci∩c′j |
N
; |ci| denotes the number of data
points in clusters ci; |ci ∩ c′j| denotes that the number of data points belongs to both
ci and c
′
j ; and N is the number of data points for clustering.
Most previous work (Basu et al., 2004a; Davidson, 2012; Davidson and Ravi, 2005b)
on constrained clustering generates constraints by randomly sampling pairs of data
points from labeled subsets (which may be the entire dataset). If the labels of the
points are in agreement, then a ML constraint is generated; otherwise, a CL con-
straint is generated. Once the set of constraints has been generated, experimenters
run the constrained clustering algorithm several times and then average the cluster-
ing accuracy. Performance curves are produced by repeating this process for diﬀerent
sizes of constraints. Normally, clustering accuracy increases as more constraints are
provided. We generate constraints by using the approach taken in previous work.
We investigate the impact of ML and CL on clustering performance separately. We
compare six diﬀerent algorithms: SC-DPM with ML constraints (SC-DPM ML), SC-
DPM with CL constraints (SC-DPM CL), C-DPM with ML constraints (C-DPM
ML), C-DPM with CL constraints (C-DPM CL), DPM without constraints (DPM)
and K-means.
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5.4.2 Synthetic Data
We ﬁrst measure the clustering performance of diﬀerent algorithms by using one
synthetic dataset. Synthetic topics consist of 9 unique words. Six diﬀerent topics
are generated from 3 horizontal and 3 vertical bar patterns of a 3×3 square matrix
(Figure 5.4). Noise is also added to the topics. A total of 200 data points are gen-
erated from a uniform mixture distribution over those topics. Must-link constraints
are generated by randomly choosing pairs of points with the same label. Cannot-link
constraints are generated by randomly choosing pairs of points from diﬀerent labels.
We compare the performance of the SC-DPM to that of the C-DPM and DPM. We
run 100 subsets of a certain number of constraints, each running 2000 iterations.
The prior α is drawn from a gamma distribution Gamma(1, 1) and β = 1.
W report the average clustering performance of three algorithms based on NMI in
Figure 5.3a. The SC-DPM with ML constraints has the best performance. We
further ﬁnd that CL constraints only make a minimal impact on the average re-
sults. Thus, selecting CL constraints requires much more care. Figure 5.4 shows
the discovered topics when a total of 30 ML constraints are used. Evidently, the
topics discovered by the DPM are the worst, with many topics getting mixed up.
The C-DPM performs slightly better; however, it discovered additional noisy top-
ics. Overall, the SC-DPM ﬁnds all the groundtruth topics and the least number
of noisy topics. We compare the ﬁnal loglikelihood after convergence, seen in Fig-
ure 5.3b. The SC-DPM with ML constraints achieves the maximum loglikelihood,
having consistently the best NMI in Figure 5.3a.
5.4.3 Clustering of 20 Newsgroups and NUS-WIDE Datasets
5.4.3.1 Clustering Performance for 20 Newsgroups Dataset
20 Newsgroups is a commonly used corpus in text categorization research. The
dataset is a collection of 18,828 documents, categorized into 20 diﬀerent groups,
about 1000 messages from each group. We use a similar method in (Basu et al.,
2004a) and Yu et al. (2010) to construct subsets of 20 newsgroups. The ﬁrst subset
20news-diﬀ-3 consists of three well-separated categories (alt.atheism, rec.sport.baseball,
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Figure 5.3: (a) Clustering performance presented through NMI (Y-axis) as a function
of the number of constraints (X-axis) for synthetic data (best seen in colour), (b)
Comparative loglikelihood of diﬀerent algorithms. 30 ML constraints are used for
’SC-DPM ML’ and ’C-DPM ML’. 30 CL constraints are used for ’SC-DPM CL’ and
’C-DPM CL’. DPM and K-means do not use constraints. The average loglikelihood
of all runs is reported.
Figure 5.4: Comparative topic distributions of the groundtruth and three algorithms
with 30 ML constraints. A small square denotes one word. A big square denotes one
topic. The gray value of small squares is proportional to the probability of words in
topics. Topics discovered by the SC-DPM are the closest to the groundtruth.
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Table 5.1: The summary of 20 Newsgroups (D: Number of Documents, K: Number
of Clusters, W: Vocabulary size)
Datasets D K W
20news-diﬀ-3 300 3 1068
20news-sim-3 300 3 1568
20news-all-20 2000 20 4803
sci.space). The second subset 20news-sim-3 is created by randomly sampling about
100 documents from each of three similar categories (comp.graphics, comp.os.ms-
windows, comp.windows.x). The third subset 20news-all-20 consists of 2000 doc-
uments, about 100 documents randomly sampled from each of 20 groups. The
20news-all-20 is more diﬃcult than the whole 20 newsgroups dataset since fewer
documents are included. We pre-process on all subsets by removing stop words,
eliminating the words the occurrence of which is less than 4 in all documents. The
summary of datasets used in this experiment is shown in Table 5.1. We run the
experiments by randomly sampling 100 constraint subsets and report the average
clustering results. We set β = 1 in all these experiments.
Figure 5.5a shows the clustering results of 20news-diﬀ-3 with increasing number of
constraints. It is found that the SC-DPM performs better than the C-DPM when the
same type of constraints is given and particularly the SC-DPM with ML constraints
achieves the best performance. It is surprising to note that CL constraints have
decreased the clustering results although SC-DPM with CL constraints is slightly
better than the C-DPM with CL constraints. We have observed the NMI in all 100
runs. Out of 100 CL constraints, about 20% can perform better than the DPM. This
again shows that CL constraints require more care for clustering. For 20news-sim-3
dataset (Figure 5.5b), CL constraints led to an improved NMI. A possible reason
is that it becomes relatively easy to improve clustering due to the low clustering
result in the DPM. The trend of 20news-all-20 (Figure 5.5c) is similar to that of
20news-diﬀ-3. Figure 5.6 shows estimated labels of documents in 20news-diﬀ-3.
The estimated labels of the documents provide strong support for the true cluster.
The result indicates that the SC-DPM can acquire a meaningful clustering outcome.
Overall, the SC-DPM tends to discover more meaningful clusters than C-DPM, since
the informative constraints are employed in SC-DPM.
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Figure 5.5: The comparative clustering performance of three algorithms for 20 News-
groups datasets
5.4.3.2 Clustering Performance for NUS-WIDE Dataset
In NUS-WIDE (Chua et al., 2009), 269,648 images collected from Flickr are parti-
tioned across 81 concepts. Overlaps in categories (e.g. animal and bear, leaf and
mountain) make NUS-WIDE challenging for clustering. Six types of low-level fea-
ture of each image are extracted in the original dataset: 64-D colour histogram,
144-D colour correlogram, 73-D edge direction histogram, 128-D wavelet texture,
225-D block-wise colour moments and 500-D bag of words based on SIFT descrip-
tor. Tags are also attached to the images. For example, the image classiﬁed into
the tiger category may possess both tiger and sunset tags. In our experiment, we
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Figure 5.6: Estimated labels of data points in 20news-diﬀ-3. SC-DPM uses 40 ML
constraints.
use only 500-D bag of words to cluster images, which may lead to low clustering
accuracy. To consider diﬀerent combinations of tags, we extract four subsets from
the whole data. The ﬁrst two subsets consist of 400 images drawn from four diﬀerent
categories: dog, ﬁsh, person and sunsets. All images have a single tag in one dataset
and multiple tags in the other. The later two subsets consist of 400 images drawn
from four diﬀerent categories: cow, tiger, zebra and dog. We set β = 0.01 in the
experiments.
The clustering results of the four subsets are shown in Figure 5.7 and 5.8. We note
that the SC-DPM with ML constraints has a better NMI than other algorithms, and
the clustering results increased with the number of ML constraints. We conclude
that informative constraints (SC-DPM) perform better than random constraints (C-
DPM). A possible reason is that many of random constraints only minimally change
the result of DPM clustering. Furthermore, ML constraints make a more positive
impact on DPM clustering than CL constraints, since ML constraints bundle data
instances and in turn aﬀect the cluster properties of other instances. It seems that
the number of tags has little impact on clustering.
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Figure 5.7: The comparative clustering performance of algorithms for NUS-WIDE
subsets (dog, ﬁsh, person and sunsets)
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Figure 5.8: The comparative clustering performance of algorithms for NUS-WIDE
subsets (cow, tiger, zebra, dog)
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Table 5.2: The number of posts and comments across 8 topics
Topics Posts Comments Topics Posts Comments
Athlete 12 502 Technology 8 484
Laptop 12 406 Immigration 6 786
Election 12 460 Mobile phone 14 664
Environment 18 634 Airline 8 776
Total 88 4712
5.4.4 Clustering of Facebook Comments
Comments in social media are often oral and short. We employ our proposed model
to cluster short texts. We ﬁrst describe the Facebook comments collection process.
Next, we analyse the clustering performance of diﬀerent algorithms. Finally, we
compare the average computation cost of our proposed C-DPM to Valchos’s algo-
rithm (Vlachos et al., 2009).
5.4.4.1 Data Collection
We aim to apply the SC-DPM to cluster Facebook comments. In Facebook, each
person has a proﬁle page (such as Leo Messi). The users can post any message (we
call it “post”). Each post is assigned a unique identiﬁcation number (we call it “post
id”). Figure 5.2 shows the legible Facebook data structure. Two comments from one
post often talk about the same topic. Therefore, we represent the semantic coherence
between such two comments by using one must-link. We collected 4712 comments
from 88 posts associated with 8 topics (detailed in Table 5.2). Each comment is
considered as a single document. The post categories provided by Facebook are
treated as the groundtruth. Pre-processing was then done: down-casting and stop-
words removal to Facebook comments. Finally a 4712×2260 document-term matrix
is constructed, wherein each row represents a “bag of words” feature vector for one
comment.
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Figure 5.9: The structure of Facebook data. We collect a large corpus of comments
and corresponding post id. The constraints can be created automatically through
the post id.
5.4.4.2 Clustering Performance for Facebook Comments
We set the same hyperparameters for SC-DPM, C-DPM and DPM: the parameter
of symmetric Dirichlet distribution equal to 1 and the concentration parameter α ∼
Gamma(80, 10). We incorporate the ML constraints selected by the approach in
Section 5.3 into SC-DPM. The same number of random constraints is used in the
C-DPM framework. Figure 5.10 shows the NMI vs. the number of ML constraints
for the four methods. SC-DPM outperforms C-DPM. Also, C-DPM has better
performance than DPM. When using 120 ML constraints, the NMI of SC-DPM is
almost 10% better compared with the C-DPM and 25% better than the DPM.
To examine the eﬀect of CL constraints, we generate CL constraints by randomly se-
lecting pairs of comments with diﬀerent labels. Figure 5.11 shows the results of four
methods with CL constraints. SC-DPM continues to outperform C-DPM and DPM.
The best value (NMI = 0.5), however, is lower than SC-DPM with ML constraints.
This suggests that using CL (cannot-link) constraints for Facebook comments is less
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Figure 5.10: The clustering performance presented through NMI (Y-axis) as a func-
tion of the number of ML constraints (X-axis) for Facebook comments.
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Figure 5.11: The clustering performance presented through NMI (Y-axis) as a func-
tion of the number of CL constraints (X-axis) for Facebook comments
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Figure 5.12: The performance of SC-DPM when using 120 selected ML constraints.
(a) shows the number of clusters (K and mode K ) with each iteration; (b) shows
the log likelihood with each iteration; (c) shows the number of comments for each
cluster after convergence.
eﬀective than using ML constraints. This might partially be explained by the fact
that, unlike a standard topic modelling of full-length text documents (Blei et al.,
2003b), short texts like that of Facebook comments tend to have less co-occurrence
statistics among words, hence enforcing cannot-link constraints to decrease the op-
portunity for discovering ’correct’ topic structures. Additionally, the generation
of CL constraints requires labels, whereas ML constraints can be generated auto-
matically from the relationship between posts and comments. Therefore, for the
unsupervised clustering of Facebook comments, we only use the ML constraints for
further analysis.
We analyse the performance of the SC-DPM when 120 ML selected constraints are
used. Figure 5.12a plots the estimated value of K together with its mode as we
run the Gibbs sampling. The ﬁnal number of clusters becomes stable at around 28.
Figure 5.12b shows the log likelihood over the number of samples. We note that the
SC-DPM can reach convergence fast (the 150th iteration in the Figure). Finally,
Figure 5.12c presents the number of comments in each cluster after convergence.
Out of all the clusters only 13 clusters have more than 100 comments.
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Table 5.3: The statistics of pairwise Jensen-Shannon divergence measure for three
algorithms. Higher value indicates better separation of topics
Algorithms Mean Std. Max. Min.
SC-DPM 0.276 0.085 0.488 0.156
C-DPM 0.247 0.105 0.450 0.035
DPM 0.222 0.086 0.417 0.124
5.4.4.3 Topic Analysis
Here we quantitatively and qualitatively analyse the topics discovered by SC-DPM
with 120 ML constraints. We select topics that have more than 100 comments.
Quantitatively, we measure the distance between pairwise topics. For the topic
distributions p and q, the Jensen-Shannon divergence is deﬁned as JS(p, q) =
1
2KL(p||m) + 12KL(q||m), where m = 12(p + q) and KL(p||m) =
∑
i pilog
pi
mi
is the
Kullback-Leibler divergence. Higher value indicates better separation of topics. Ta-
ble 5.3 presents the statistics of the pairwise Jensen-Shannon divergence over the
word distributions of topics. The mean of SC-DPM (0.276) is higher than that of
both C-DPM (0.247) and DPM (0.222). The same trend appears in the maximum
and minimum value. That is, the discovered topics of SC-DPM are more distinct.
Qualitatively, the top 8 topics from two algorithms are shown in Figure 5.13. Topic
3 of DPM and Topic 2 of SC-DPM have Spanish words. The clusters in DPM often
consist of multiple topics together. In contrast, SC-DPM has more distinguishable
clusters. For example,
• For DPM, topic 4 has words like “HTC”, “THINKPAD”, “GRANADA”. It
mixes three categories: “Mobile phone”, “Laptop”, and “Airline”. For SC-
DPM, however, three separated topics: 8, 3 and 19 are obtained.
• For DPM, topic 5 has words like “IMMIGRATION”, “VOTE”, “KEVIN RUDD”
and “AMERICAN” (Kevin Rudd was the Australian premier). It mixes two
categories “Immigration” and “Election”. In contrast, two separate topics:
Topic 7 on Election and Topic 5 on Immigration are obtained in SC-DPM.
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5.4.4.4 Computation Analysis
Our SC-DPM and C-DPM use a similar Gibbs inference, while they diﬀer from the
work presented in Vlachos et al. (2009) in terms of the sampling for must-linked
instances. For sampling must-linked instances, Vlachos et al. (2009) computed the
probability by accumulating the conditional probability of each item. In contrast,
our proposed C-DPM takes all instances in one must-linked set as one block. There-
fore, one advantage of our method over Vlachos’s is lower computation complexity.
CL constraints do not aﬀect the running time of two algorithms.
Suppose there are n instances in one must-linked set. In our algorithm, when sam-
pling this must-linked set, the time complexity of our algorithm is O(1) while that of
Vlachos’s algorithm is O(n). With the n increasing, the total time cost of each sam-
pling for our algorithm decreases due to the reduced number of discrete instances. In
contrast, in Vlachos’s algorithm, the time may increase due to a larger n. Note that
we incorporated the same subsets of constraints in both our proposed C-DPM and
Vlachos’s constrained DPM. All the experiments were performed using an 8-core
Intel machine with 3.4GHz and 8GB of RAM. The comparative result is shown in
Figure 5.14, where the average running time of our algorithm is lower than that of
C-DPM. As an example, when the number of ML constraints is 120, our algorithm
saved almost 30% running time for each iteration compared to Vlachos’s constrained
DPM algorithm.
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Figure 5.14: Comparative average running times for each iteration in seconds (Y-
axis) of SC-DPM and C-DPM as a function of the number of ML constraints (X-axis)
5.4.5 Experiment Discussion
We have analysed three datasets in this section. In each experiment, we have sep-
arately taken ML constraints and CL constraints into account. Since the SC-DPM
incorporates informative constraints whilst the C-DPM incorporates random con-
straints, the SC-DPM normally achieves better clustering than the C-DPM. This
trend is very signiﬁcant for ML constraints. However, it is found that two algo-
rithms with CL constraints sometimes perform quite close to, and even worse than
the DPM without constraints. As we noted above, given a certain number of CL
constraints, some of the runs may generate improvement over the DPM model whilst
others may degrade due to the complex property of CL constraints (Davidson and
Ravi, 2005b; Boley and Kawale, 2013). A possible reason is that there exist sev-
eral clustering solutions given a set of CL constraints. Davidson and Ravi (2005b)
explicitly showed that must-link constraints can lead to ﬂexible solutions in poly-
nomial time. The running time is linear to the number of points n and constraints
m, or O(n + m). However, the ﬂexibility problem under cannot-link constraints is
NP-complete (Boley and Kawale, 2013; Davidson and Ravi, 2005b). Therefore, CL
constraints require a great deal of attention and exploration.
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5.5 Conclusion
In this chapter, we have proposed the Dirichlet process mixture models with ran-
dom constraints (C-DPM) and selected constraints (SC-DPM) for data clustering.
We have separately investigated the clustering impact of ML constraints and CL
constraints in these models. Three datasets are used to validate the experiment
conclusion. In 20 Newsgroups and NUS-WIDE, constraints are generated from the
groundtruth. In Facebook comments, constraints are automatically generated by
exploiting the semantic coherence between comments and their corresponding post.
Experimental results demonstrate that both the SC-DPM and C-DPM outperform
the DPM without constraints in term of normalized mutual information. Further-
more, in all cases, the SC-DPM with selected constraints performs better than C-
DPM. Using ML constraints improves the clustering results signiﬁcantly while using
CL constraints requires more care. As well, the discovered topics of Facebook com-
ments by the SC-DPM are coherent in terms of quantitative and qualitative analysis.
Thus, our SC-DPM can be used eﬀectively for clustering short texts.
Chapter 6
Asymptotic Bayesian
Nonparametric Models with
Constraints
6.1 Introduction
In chapters 3, 4 and 5, we developed Bayesian models for both clustering and topic
analysis which can exploit side information. In particular, we proposed the side
information dependent Chinese restaurant process (SID-CRP) for data clustering
when side information is available as auxiliary information. Further, aiming to
achieve knowledge discovery from electronic medical records for biomedical infor-
matics application, we proposed a class of constrained hierarchical Bayesian modes
for topic discovery when word-to-word relation is available as side information. Then
we developed a constrained Dirichlet Process Mixture (C-DPM) that includes hard
constraints as side information into the DPM model. For all these models, we
derived Gibbs sampling based inference schemes. However, the MCMC-based infer-
ence process is slow and this makes most of the Bayesian models including the BNP
models unsuitable for large data. While the variational technique oﬀer an alterna-
tive approach, they are known to be inaccurate, diﬃcult to control, and diﬃcult to
apply to nonparametric models (Blei and Jordan, 2006). Moreover, the inclusion
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of side information makes formulating an inference algorithm for the BNP models
even harder (Vlachos et al., 2009; Orbanz and Buhmann, 2008; Ross and Dy, 2013).
In this chapter we derive eﬃcient inference techniques of Bayesian nonparametric
models with constraints. For technical reasons, we restrict ourselves to models which
use hard constraints only.
We present a small-variance asymptotic analysis for DP mixtures with constraints,
and devise scalable hard clustering algorithms. Our analysis is built upon the max-
imum a posterior probability (MAP) estimate of BNP models with constraints. In
this process, we revisit the exchangeability property of the Dirichlet process (Aldous,
1985). We prove that data with must-links or cannot-links are not exchangeable.
Therefore, for must-links, we introduce the chunklet (Shental et al., 2003) —a set
of data points belonging to the same cluster to comply with the must-link constraint
sets. Cannot-links are redeﬁned between chunklets. We further prove that data with
must-links are exchangeable in chunklets. Subsequently, we derive an optimization
function from a MAP estimate of the posterior of the constrained BNP models by
using the generic exponential family likelihood. Based on an optimization equation,
we devise a deterministic clustering algorithm for the DPM with must-links. A single
parameter controls the tradeoﬀ between the model complexity and the likelihood.
Due to the non-exchangability of data with cannot-links, we provide a heuristic and
unify must-links and cannot-links into one framework. The optimization equation
we derive for must-links is exact, and that for cannot-links is approximate. We fur-
ther extend the analysis to hierarchical models with constraints. Our constrained
hard HDP allows users to interactively reﬁne the topics utilising constraints. We
show that our algorithms are the generalization of the algorithms in Jiang et al.
(2012). Experimental results on synthetic and real data demonstrate the eﬃciency
and eﬀectiveness of our approaches.
To summarise, our contributions in this chapter are:
• We prove that data with constraints are not exchangeable, and introduce chun-
klets (transitive closure of must-link constraints) to make it exchangeable. We
prove that data with must-links are exchangeable in chunklets;
• We formulate DPM with must-links as an optimization problem using small
variance asymptotic analysis. This is derived for general exponential family
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distribution for mixture model. Cannot-links are handled via an approxima-
tion;
• We formulate a similar optimization problem for HDP with constraints;
• We derive eﬃcient deterministic hard clustering algorithms for both DPM and
HDP with constraints; and
• We validate both the algorithms with extensive experimentation.
The rest of the chapter is organised as follows. In section 6.2, we revisit the rela-
tionship between the Bregman divergence and exponential family. In section 6.3, we
provide a small-variance asymptotic analysis for the DPM model with constraints,
and derive the objective function. An exact algorithm for ML constraints and an
approximation for CL constraints were developed. In section 6.4, we extend asymp-
totic analysis to hierarchical models with constraints. In section 6.5, we provide
some experimental results, and ﬁnally, section 6.6 concludes the chapter.
6.2 Revisiting the Bregman Divergence
A bijection between Bregman divergence and exponential families was established
in Banerjee et al. (2005). Speciﬁcally, given a convex set S ⊆ Rd and a diﬀeren-
tiable, strictly convex function φ, the Bregman divergence of any one pair of points
x,y ∈ S is deﬁned as Dφ(x,y) = φ(x)−φ(y)−〈x−y,∇φ(y)〉. Gaussian and multi-
nomial distributions are two widely used distributions. The corresponding Bregman
divergences are Euclidean distance and KL divergence respectively (Banerjee et al.,
2005). Further, the bijection allows us to rewrite the likelihood and conjugate prior
using the expected value μ as Banerjee et al. (2005):
p(x | θ) = p(x | μ) = exp(−Dφ(x,μ))fφ(x) (6.1)
p(θ | τ, η) = p(μ | τ, η) = exp
(
−ηDφ
(
τ
η
,μ
))
gφ(τ, η) (6.2)
where φ is the Legendre-conjugate function of ψ, fφ(x) = exp(φ(x) − h(x)) and
gφ(τ, η) = exp(φ(τ, η)−m(τ, η)). This representation helps us to simplify the small-
variance analysis later.
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6.3 MAP Asymptotic DPM Clustering with Con-
straints
In chapter 5, we incorporated constraints into Dirichlet process mixture models, and
derived its inference using Gibbs sampling. In this section, we attempt to design
scalable hard clustering algorithms with constraints from a Bayesian nonparametric
viewpoint.
Recent work (Jiang et al., 2012; Kulis and Jordan, 2012; Broderick et al., 2013)
has derived the scalable Bayesian nonparametric clustering approaches by assum-
ing that data are exchangeable. However, with the introduction of constraints the
data become non-exchangeable and in that case, those derivations cannot directly
be applied to our scenario. If the data has become nonexchangeable, the original
derivation cannot be applied to our case.
According to de Finetti’s Theorem (de Finetti, 1972), an inﬁnite sequence z1, z2, · · · , zn, · · ·
of random variables is exchangeable if
p(z1 = e1, z2 = e2, · · · , zn = en, · · · ) = p(zπ(1) = e1, zπ(2) = e2, · · · , zπ(n) = en, · · · ),
where π is any permutation of {1, 2, · · · , n, · · · }. In the traditional Chinese restau-
rant process (CRP), the ﬁrst customer sits at the ﬁrst table. Other customer sits at
one of existing tables with the probability proportional to the number of customers
already at that table, or sits at a new table proportional to the hyperparameter
α. It is easy to understand that the CRP is exchangeable, since the probability of
seating is irrelevant to customer setting permutations if the table conﬁguration is
ﬁxed (Aldous, 1985). Next, we discuss exchangeability issue when constraints are
introduced.
Lemma 1. Data with must-links are not exchangeable
Proof. We attempt to ﬁnd a counter example to verify Lemma 1. Suppose that there
are 4 customers x1,x2,x3,x4 and their table assignment indicators are z1, z2, z3, z4.
x3 and x4 are must-linked. Then, p(z1 = 1, z2 = 2, z3 = 1, z4 = 1) = αα+1 · 1α+2 . We
exchange the sequence of x2 and x3. Then, p(z1 = 1, z3 = 2, z2 = 1, z4 = 1) = 0.
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Obviously p(z1 = 1, z2 = 2, z3 = 1, z4 = 1) = p(z1 = 1, z3 = 2, z2 = 1, z4 = 1).
Therefore, we have proved Lemma 1.
Addressing this, we introduce the notion of “chunklet”, which is a set of must-linked
data points. Must-links now are all compiled within chunklets and no constraint
exists between chunklets. Customers are now chunklets. The modiﬁed CRP is
presented as: the ﬁrst chunklet sits at the ﬁrst table, other chunklets sit at one
of existing tables with the probability proportional to the number of chunklets
already in that table or sit at a new table proportional to a constant (α). The
modiﬁed CRP is obviously exchangeable. Therefore, we propose proposition 1 below.
Proposition 1. Data with must-links are exchangeable in chunklets
Proof. We prove it as we proved Lemma 1. We transform the data with must-links
into three chunklets {x1}, {x2} and {x3,4}. Then p(z1 = 1, z2 = 2, z3,4 = 1) = αα+1 ·
1
α+2 . We exchange the chunklets {x2} and {x3,x4}. Then, p(z1 = 1, z3,4 = 2, z2 =
1) = α
α+1 · 1α+2 . Therefore p(z1 = 1, z2 = 2, z3,4 = 1) = p(z1 = 1, z3,4 = 2, z2 = 1). We
can get the same result for any other permutations and subsume any n. We have
proved proposition 1.
6.3.1 Small-variance Asymptotic DPM with Must-links
Following Proposition 1, we perform a small-variance asymptotic analysis from the
posterior directly, which is independent of any speciﬁc inference algorithms (Jiang
et al., 2012). We derive an optimization objective function for data with only must-
links.
We ﬁrst introduce the scaled exponential family distributions with a natural pa-
rameter θ˜ = βθ and a 1og-patition function ψ˜(θ˜) = βψ(θ˜/β), where β > 0. The
conjugate of ψ˜ is φ˜ = βφ. As in Jiang et al. (2012), Eq.(6.1) and (6.2) become,
p(x | θ˜(μ)) = p(x | μ˜) = exp(−Dφ˜(x, μ˜))fφ˜(x) = exp(−βDφ(x,μ))fφ˜(x) (6.3)
p(θ˜(μ) | β, τ, η) = exp
(
−η
β
Dφ˜
(
τ/β
η/β
,μ
))
gφ˜
(
τ
β
,
η
β
)
= exp
(
−ηDφ
(
τ
η
,μ
))
gφ˜
(
τ
β
,
η
β
)
(6.4)
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Let X = {Xj}Jj=1 (J ≤ N) denote the set of distinct chunklets. zjk is equal to one
if the chunklet Xj belongs to cluster k, and otherwise, the value is equal to zero.
There is only one k for each Xj making zjk = 1, since one chunklet only belongs to
one cluster. Let K be the total number of clusters. According to Proposition 1, the
joint probability of the clustering is obtained by multiplying the seating probability
of J chunklets together:
p(z1:J,1:K | α) = αK−1 Γ(α + 1)Γ(α + J)
K∏
k=1
(SJk − 1)! (6.5)
where SJk =
∑J
j=1 zjk is the number of chunklets belonging to cluster k. Note
that Γ(α+1)Γ(α+J) is only dependent on data and the given constraints. Set ϕ(S) :=∏K
k=1(SJk − 1)!. Therefore,
p(z1:J,1:K | α) ∝ αK−1ϕ(S) (6.6)
The next step is calculating the joint likelihood of the chunklet set given the clus-
tering. Normally, we assume that data points in one cluster are independently
generated from an exponential family distribution with the mean parameter μk,
p(μ | τ, η) =
K∏
k=1
p(μk | τ, η) (6.7)
And, the likelihood of a chunklet set X = {Xj}Jj=1 given a clustering z and μ is
calculated as follows,
p(X|z,μ) =
K∏
k=1
∏
j,zjk=1
p(Xj | μk) (6.8)
The MAP point estimate for the clustering z and the mean μ is equivalent to
maximize the posterior: arg maxK,z,μp(z,μ|X). Further as p(X, z,μ) ∝ p(z,μ|X) ,
the goal has been changed to maximize the joint likelihood: arg maxK,z,μp(X, z,μ).
Combing Eq.(6.6) (6.7) (6.8) and scaling θ˜ = βθ (See Eq.(6.3) and (6.4)), the joint
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likelihood is expanded as follows,
p(X, z,μ) = p(X | z,μ) · p(z1:J,1:K | α) · p(μ | τ, η)
∝
K∏
k=1
∏
j:zjk=1
⎛
⎝ ∏
xi∈Xj
fφ˜(xi) · exp
(
− ∑
xi∈Xj
βDφ(xi,μk)
)⎞⎠ · αK−1ϕ(S)
· exp
(
−
K∑
k=1
ηDφ
(
τ
η
,μk
))(
gφ˜
(
τ
β
,
η
β
))K
(6.9)
The prior α is set as the function of β,τ ,η (similar to Jiang et al. (2012))
α = gφ˜
(
τ
β
,
η
β
)−1
· exp(−βλ) (6.10)
We ﬁrst multiply the prior α into Eq.(6.9). Since α is independent on the data, it
does not change the joint likelihood. We then substitute Eq.(6.10) into Eq.(6.9). It
becomes:
p(X, z,μ) ∝ exp
(
−βJ (z,μ, λ) −
K∑
k=1
ηDφ
(
τ
η
,μk
))
·
J∏
j=1
⎛
⎝ ∏
xi∈Xj
fφ˜(xi)
⎞
⎠ϕ(S)
(6.11)
where J (z,μ, λ) = ∑Kk=1∑j:zjk=1∑xi∈Xj Dφ(xi,μk) +Kλ. Note also that fφ˜(x),
and ϕ(S) only depend on x. They can be canceled out by applying a log function
in Eq.(6.11). ∑Kk=1 ηDφ ( τη ,μk) becomes negligible compared to βJ (z,μ, λ) when
β → ∞. Therefore, p(X, z,μ) then concentrates on z, μ and K which minimize
J (z,μ, λ) when β → ∞.
Thus, the MAP estimate of the CRP with must-links is asymptotically equivalent
to the following the optimization problem:
argmin
K,z,μ
K∑
k=1
∑
j:zjk=1
⎛
⎝ ∑
xi∈Xj
Dφ(xi,μk)
⎞
⎠+ Kλ (6.12)
where λ is the tradeoﬀ between the likelihood and the model complexity. We see that
Eq.(6.12) can be reduced to the objective function of DP-means (Kulis and Jordan,
2012) when there is no constraint (each chunklet has just one data point inside). We
derive the objective function of the DP-means with ML constraints (also termed “C-
DP-means”) from the viewpoint of the MAP estimate. The objective function can
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Algorithm 6.1 The constrained DP-means algorithm with ML constraints
Input: Set of data points x = {xi}Ni=1,
set of must-link constraints M = {(xi, xj)},
λ, the cluster penalty parameter.
Output: Disjoint partitions {lk}Kk=1, the number of clusters K and the cluster indicators of
chunklets z1:J,1:K .
Method:
1. Construct the chunklet set X = {Xj}Jj=1.
2. Initialize K = 1,μ1 is the global mean.
3. Repeat until convergence
A. for j = 1 : J
• compute the distance djk =
∑
xi∈Xj Dφ(xi, μk)−
∑
xi∈Xj Dφ(xi, Xj) for k = 1, 2, · · · , K,
where Xj is the mean of Xj ;
• if min k(djk) > λ, assign Xj to a new cluster, set K = K + 1, zjK = 1 and μK = Xj ;
• else k∗ = argmink djk , zjk∗ = 1;
end
B. generate clusters {lk}Kk=1 : lk = {Xj | zjk = 1};
C. re-estimate cluster mean μk = 1|i∈lk|
∑
i∈lk ||xi||.
be understood as the sum of the Bregman divergence between the chunklet and its
cluster centre plus a penalty of λ for the clusters. Based on the objective function,
we propose a deterministic clustering solution for the C-DP-means. The algorithm
is illustrated in Alg. 6.1.
Lemma 2. The algorithm decreases the objective given in Eq.(6.12) and
converges to a local solution.
Proof. We ﬁrst prove that the objective never increases in the reassignment step.
For chunklet Xj which has not cannot-link constraint, two cases exist. When a
new cluster is generated (min (djk) > λ), the new objective contains one item∑
xi∈Xj Dφ(xi,Xj)+λ, the previous objective contains one item
∑
xi∈Xj ,zjk=1 Dφ(xi,μk).
According to mink(djk) > λ, the new objective is still lower than the old objective,
or remains same. If Xj is assigned to its closest clusters, the objective obviously
has no increase. Then, in the re-estimation step, the objective is still non-increasing
since the mean is the best representative of a cluster. Overall, the objective in
constrained DP-mean is non-increasing.
The setup of parameter λ: as pointed out in Kulis and Jordan (2012), the value
of the tradeoﬀ λ decides the number of cluster K. One farthest-ﬁrst heuristic was
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provided for the set of λ in Kulis and Jordan (2012). For our model, we explore
a generalization of that farthest-ﬁrst heuristic for all experiments. Given a desired
(approximate) number of clusters K, we add the global mean to the set T . We
search the chunklet which has the maximum distance to the T (the distance to T is
the smallest distance to elements among T ). Note that the distance is calculated by
following ∑xi∈Xj Dφ(xi,μT )−∑xi∈Xj Dφ(xi, Xj), where μT is the element of T and
Xj is the mean of the chunklet. We iteratively add the mean of the farthest chunklet
into T . We return the maximum distance in round k as λ. In the experiments, we
ﬁnd this heuristic to be eﬀective.
For data with must-links, we successfully derive the above-noted objective function.
We next discuss data with cannot-links.
Lemma 3. Data with cannot-links are not exchangeable
Proof. The same assumption is made as Lemma 1. Cannot-links exist between x1
and x4, x3 and x4. The probability of the ﬁrst permutation p(z1 = 1, z2 = 1, z3 =
2, z4 = 3) = 1α+1 · αα+2 . We exchange x2 and x3. The probability of this permutation
p(z1 = 1, z3 = 1, z2 = 2, z4 = 3) = 1α+1 · αα+2 · αα+1 . Obviously p(z1 = 1, z2 = 1, z3 =
2, z4 = 3) = p(z1 = 1, z3 = 1, z2 = 2, z4 = 3). Therefore, we have proved Lemma 3.
6.3.2 Heuristic Algorithm for DPM with Must-links and
Cannot-links
Note that the Alg. (6.1) solves the problem of must-links only. Since data with
cannot-links are not exchangeable, the clustering with cannot-links is still an open
issue. Although the theoretic derivation is not developed, we provide a heuristic
asymptotic for constrained DPM with cannot-links. The objective function is as
follows,
argmin
K,z,μ
K∑
k=1
∑
j:zik=1
(Dφ(xi,μk)) + Kλ
s.t. δzik,zi′k = 0, for ∀(xi,xi′) ∈ C (6.13)
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We introduce the binary indicator δ to incorporate constraints into the likelihood.
The indicator δzik,zi′k = 1 if and only if zik = 1 and zi′k = 1, and (xi,xi′) ∈ C.
Note that here we still use the Bregman divergence of an individual point to its
centroid rather than that of the chunklet to its centroid, as in Eq.(6.12). We can
unify must-links and cannot-links in one optimization problem like
argmin
K,z,μ
K∑
k=1
∑
j:zjk=1
⎛
⎝ ∑
xi∈Xj
Dφ(xi,μk)
⎞
⎠+ Kλ
s.t. δzjk,zj′k = 0, for ∀(Xj,Xj′) ∈ C (6.14)
Under the condition that no constraint exists, the objective function is the same
with DP-means (Jiang et al., 2012). The uniﬁed algorithm is illustrated in Alg.
6.2. In the re-assignment step, if the closest cluster is not available, search the next
closest cluster until a legal cluster is found (the constraints are not violated ). If
no legal cluster is found, create a new cluster. Experimental results show that this
heuristic helps to improve clustering performance.
6.4 Extension to Hierarchical Models with Con-
straints
Given a text corpus, hierarchical topic modelling (Blei et al., 2003b; Teh et al.,
2006) allows topics to be shared between documents. A fundamental assumption
underlying hierarchical topic modelling is that words among one document are “ex-
changeable”. This implies that the topics of words in documents are conditionally
independent. However, in many applications, a user may have additional knowledge
about the composition of words that should have a high probability belonging to the
same or diﬀerent topics. For example, one prefers that the words “protein”, “sac-
charide” and “axunge” appear in the same topic, since they are three main nutrition
matters. We would like such domain knowledge to guide the recovery of latent
topics for large scale datasets. Jiang et al. (2012) derived the exponential family
hard HDP (unconstrained hard HDP), which solves the scalability of Bayesian HDP.
However, unconstrained Hard HDP still lacks a mechanism for merging such domain
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Algorithm 6.2 The constrained DP-means algorithm with ML and CL constraints
Input: Set of data points x = {xi}Ni=1,
set of must-link constraints M = {(xi, xj)},
set of cannot-link constraints C = {(xi, xj)},
λ, the cluster penalty parameter.
Output: Disjoint partitions {lk}Kk=1, the number of clusters K and the cluster indicators of
chunklets z1:J,1:K .
Method:
1. Construct the chunklet set X = {Xj}Jj=1, the set of cannot-link constrained chunklets C =
{(Xj , Xj′)}.
2. Initialize K = 1, μ1 is the global mean.
3. Repeat until convergence
A. for j = 1 : J
• compute the distance djk =
∑
xi∈Xj Dφ(xi, μk)−
∑
xi∈Xj Dφ(xi, Xj) for k = 1, 2, · · · , K,
where Xj is the mean of Xj ;
• if min k(djk) > λ, assign Xj to a new cluster, set K = K + 1, zjK = 1 and μK = Xj ;
• else set U = {djk}Kk=1,
– while U = ∅
∗ k∗ = argmink djk,
∗ if all CL constraints are satisﬁed, zjk∗ = 1, break;
∗ else U = U\djk∗ ;
– if U = ∅, assign Xj to a new cluster, set K = K + 1, zjK = 1 and μK = Xj ;
B. generate clusters {lk}Kk=1 : lk = {Xj | zjk = 1};
C. re-estimate cluster mean μk = 1|i∈lk|
∑
i∈lk ||xi||.
knowledge. This motivates us to develop a hard HDP with constraints.
In this section, we brieﬂy extend the small-variance asymptotic analysis to HDP
with constraints. Similar to the constrained DP-means above, we ﬁrst transform
the must-linked words into chunklet form. Then, local clusters and global clusters
are both generated based on chunklets. Fig. (6.1) illustrates the process of our
algorithm.
Assume that we have Y data groups,1, 2 · · · , y, · · ·Y . Data point xyi refers to data
point i from the group y. Xyj refers to the chunklet Xj in group y. Chunklets Xyj
are associated with local cluster indicators zyj . The zyj = c means that the chunklet
j in the group y is assigned to local cluster Sjc. Local clusters are associated with
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Figure 6.1: The illustration for HDP with constraints. Data groups are denoted by
rectangles. Data points denoted by diamonds are must-linked. Data points denoted
by diamonds and ones with triangles are cannot-linked. Data are then transformed
into the chunklets. Each data set have some number of local clusters. Local clusters
share global clusters. Must-linked data are sampled from the same global cluster
and cannot-linked data are sampled from diﬀerent global clusters.
global clusters {l1, · · · , lk, · · · lK}. The global cluster mean is μk .The optimization
function is derived as (detail presented in Appendix A.4)
argmin
K,z,μ
K∑
k=1
∑
Xyj∈lk
⎛
⎝ ∑
xyi∈Xyj
Dφ(xyi,μk)
⎞
⎠+ λbottomt + λtopK
where λtop is the penalty of creating a new global cluster. t and K are the number
of local clusters and global clusters respectively. Similar to Eq.(6.14), we unify
must-links and cannot-links in one framework for hierarchical models,
argmin
K,z,μ
K∑
k=1
∑
Xyj∈lk
⎛
⎝ ∑
xyi∈Xyj
Dφ(xyi,μk)
⎞
⎠+ λbottomt + λtopK
s.t. δzyj ,zyj′ = 0, for ∀(Xyj,Xyj′) ∈ C (6.15)
where δzyj ,zyj′ = 1 if and only if zyj = zyj′ and (Xyj,Xyj′) ∈ C. λbottom is the penalty
of creating a new local cluster. Our algorithm is the generalization of the uncon-
strained hard HDP (Jiang et al., 2012). The main diﬀerence is that our algorithm
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assigns associated words on the bottom level, while the unconstrained approach as-
signs individual words. We later present the applications of our derived algorithms
to interactive hierarchical modelling in experiments.
6.5 Experiments
In this section, we ﬁrst evaluate the eﬀectiveness and eﬃciency of our proposed C-
DP-means on a synthetic data and six UCI datasets. Then, we use the constraints
to interactively reﬁne topics generated from a hard HDP with constraints. NYTimes
Corpus and a medical dataset are used in the experiments.
6.5.1 DP-means with Constraints
The aim of this experiment is to show the eﬀectiveness and eﬃciency of the proposed
constrained DP-means. We ﬁrst use synthetic data to demonstrate our approach
and then apply the constrained algorithms to the real UCI datasets. We compare
C-DP-means with C-DPM presented in chapter 5 and COP-Kmeans (Wagsta et al.,
2001). We use normalized mutual information (NMI) to measure the performance
of algorithms. A higher NMI means that the clustering is more similar to the
groundtruth.
6.5.1.1 Clustering Synthetic Data
We construct a dataset with 300 samples from 3 Gaussians, shown in Fig.6.2(a). For
C-DPM, we sample the hyperparameter α from a Gamma prior Γ(1, 1). We average
NMI over the ﬁnal 100 iterations of the 1000 total iterations. Constraint sets are
generated randomly 100 times. We report the average result of these 100 constraint
sets.
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Figure 6.2: (a) The synthetic data from mixture of 3 Gaussians; (b) One example
of the convergence of C-DPM when 50 ML constraints are given;
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Figure 6.3: The performance of C-DP-means with ML constraints. (a) NMI vs. the
number of ML constraints; (b) An example of NMI vs. λ with 50 ML constraints;
(c) An example of the number of clusters vs.λ with 50 ML constraints; (d) Ten
examples of the decreased objective over the number of iterations when randomly
selected 50 ML constraints are given.
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Figure 6.4: The performance of C-DP-means with CL constraints. (a) NMI vs. the
number of CL constraints; (b) An example of NMI vs. λ with 50 CL constraints; (c)
An example of the number of clusters vs.λ with 50 CL constraints; (d) Ten examples
of the decreased objective over the number of iterations when randomly selected 50
CL constraints are given.
Must-Links (ML): Fig. 6.3 shows the performance of the C-DP-means with ML
constraints. We can see that the C-DP-means performs better than the C-DPM in
NMI score. This is a counter-intuitive result. But a simple explanation exists: the
C-DPM posterior estimation from the ﬁnite samples that we have done is insuﬃcient,
and with enough samples it should be better if not similar to the C-DP-means. The
COP-Kmeans is improved just slightly when small sizes of constraints are given.
The parameter λ aﬀects the number of clusters. The C-DP-means can accurately
return 3 clusters if a reasonable λ is given. The C-DPM produces more than 3
clusters and it takes approximately 1000 iterations, shown in Fig.6.2(b). This again
proves that the ﬁnite sample estimate of the posterior for the C-DPM is poorer. We
also show the reduction in the objective of the C-DP-means in Fig.6.3(d), which
6.5. Experiments 152
experimentally validates Lemma 2.
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Figure 6.5: The performance of C-DP-means with mixed constraints. (a) NMI
vs. the number of mixed constraints; (b) An example of NMI vs. λ with 50 mixed
constraints; (c) An example of the number of clusters vs.λ with 50 mixed constraints;
(d) Ten examples of the decreased objective over the number of iterations when
randomly selected 50 mixed constraints are given.
Cannot-Links (CL): Fig. 6.4 shows the performance of the C-DP-means with
CL constraints. We use the CL constraints and the average NMI is not improved
much. Particularly, we randomly select 100 sets of 20 constraints. We run each set
for 100 times and average the results. We ﬁnd that 25% constraint sets perform
better than no constraint. The best NMI is 0.8924, signiﬁcantly better than 0.8283
with no constraint. However, most of the constraint sets provide no improvement
for the C-DP-means and sometimes even lower the performance. A similar trend
is also found in the C-DPM. We learn, then, that we need to be especially careful
in choosing CL constraints. If CL constraints are chosen wisely, they can indeed
improve clustering performance (Basu et al., 2004a; Davidson et al., 2006).
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Table 6.1: The average NMI score (%) and running time (s) for six UCI datasets
using ML constraints
DATASETS No.of ML DP-means C-DP-Means C-DPM COP-Kmeans
Iris 50
NMI 75.82 83.22±3.90 90.31±6.91 74.71±3.86
time 0.03 0.05 1300 0.08
Wine 50
NMI 39.76 48.11±2.97 43.25±5.23 43.05±3.90
time 0.05 0.08 1500 0.19
Glass 100
NMI 46.36 51.18±2.74 42.81±2.91 41.82±4.48
time 0.06 0.13 520 1.70
Vehicle 200
NMI 18.50 21.12±1.96 19.45±2.34 13.51±1.06
time 1.90 3.51 1700 4.37
Balance scale 200
NMI 27.05 42.86±6.30 29.78±1.80 29.11±6.71
time 1.56 2.28 2000 2.50
Segmentation 400
NMI 20.25 23.44±1.84 20.98±1.32 20.18±1.12
time 6.21 7.50 5200 23.91
Mixed Constraints: Fig. 6.5 shows the performance of the C-DP-means with
mixed constraints. The results show that the C-DP-means costs less convergence
time and better performs than the baselines. This indicates that our heuristic algo-
rithm is eﬀective.
6.5.1.2 Clustering UCI datasets
We use six UCI datasets: Iris(150/4/3), Wine(178/13/3), Glass(214/9/6), Vehi-
cle(846/18/4), Balance scale (625/4/3), Segmentation(2310/19/7). We assume that
all datasets are generated from a Gaussian distribution. For a ﬁxed number of
constraints, we generate 50 constraint sets and average the results. For a fair com-
parison, we use the same constraint sets for diﬀerent algorithms. The running time
is computed from the start to the end of the main algorithm. Table 6.1 shows the
clustering results and running time of diﬀerent algorithms when ML constraints are
used. C-DP-means achieves higher NMI on 5 out of 6 datasets in comparison to C-
DPM, 6 out of 6 in comparison to COP-Kmeans, while it requires much less running
time than the sampling method (e.g. C-DPM). We observe a similar result when
mixed constraints are given in Table 6.2. The running time is not shown in Table
6.2 since the time is in the same level as ML constraints.
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Table 6.2: The average NMI score (%) for six UCI datasets using mixed constraints
DATASETS No.of Mixed Constraints DP-means C-DP-Means C-DPM COP-Kmeans
Iris 50 75.8 80.1±3.3 87.8±5.2 76.8±3.0
Wine 50 39.7 45.1±2.6 40.4±5.2 40.5±2.7
Glass 100 46.3 49.1±1.8 38.7±3.1 37.8±1.9
Vehicle 200 18.5 20.5±2.3 19.0±1.1 15.42±2.2
Balance scale 200 17.0 36.8±7.0 29.2±2.6 28.3±4.5
Segmentation 400 20.2 22.4±2.8 19.6±0.9 19.1±2.1
6.5.2 Hard HDP with Constraints
6.5.2.1 NYTimes Corpus
We now consider interactive HDP with constraints. We guide our topic modelling
by providing must-links and cannot-links among a small set of words. We randomly
sample 5611 documents from the NYTimes (Bache and Lichman, 2013). As a com-
mon practice, we also eliminate low-frequency words with less than 10 occurrences,
which ﬁnally produced a dataset with 17,937 words in vocabulary and 1,728,956
words in total. We ﬁrst run hard HDP with no constraint between words. We
obtain 8 topics, containing topics “food”, “company”, “sports”, “count-terrorist”
etc.. We see that the word “stock” is assigned to food topic and “zzz_george_bush”
is assigned to company topic. We apply Merge (“company”, “million”, “stock”)
(“company” and “million” are the two key words for the company topic), which
is compiled into must-links between these words. After running our derived HDP
algorithm, the number of topics remains the same. “Stock” appears in the company
topic and the food topic becomes pure. Other topics have minor changes. We further
use split (“company”, “zzz_george_bush”) and (“company”,“president”), which are
compiled into cannot-links between these words. Both food and company topics
become more consistent than before. Table 6.3 shows the topic changes within our
merge and split steps. Other topics hardly change and have not been listed. Hard
HDP with constraints converges within 12 iterations with each iterations costing
only 30 sec, making it highly scalable for large data. In comparison, it takes almost
2000 Gibbs samples to estimate a HDP model, each costing 200 seconds.
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Table 6.3: Topic changes using hard HDP with constraints
Topics Top Terms
food stock, water, hour, meat, egg, bird, part, chinese, cream, sauce, skin, french,
found, protein, light
company company, zzz_george_bush, zzz_enron, companies, million, ﬁrm, business,
billion, deal, executives, executive, chief, ﬁnancial, board, analyst
Merge (“company”, “million”, “stock”)
food water, hour, meat, chinese, bird, egg, cream, sauce, french, skin, protein, seed,
zzz_roasted_chicken, light, product
company company, stock, zzz_george_bush, million, companies, zzz_enron, tax,
billion, ﬁrm, business, deal, analyst, president, cut, chief
Split (“company”, “zzz_george_bush”), (“company”,“president”)
food water, hour, meat, chinese, bird, egg, cream, sauce, french, skin, protein, seed,
zzz_roasted_chicken, light, product
company company, stock, million, companies, zzz_enron, tax, billion, business, ﬁrm,
deal, analyst, executives, chief, cut, executive
6.5.2.2 Poly-Vascular Disease Corpus
We use the constrained hard HDP for topic discovery from a dataset of patients with
Poly-Vascular disease (PloyVD). There are 1414 patients in the PloyVD dataset,
which was collected from a regional hospital. For our analysis we merge all the
admission records of a patient and represent this as a document. We use the whole
dataset, which contains 1414 documents with 1651 diagnosis codes (words) in the
vocabulary. Diagnosis codes are assigned from the ICD-10 (World Health Organi-
zation, 2012) codes. The ICD-10 classiﬁcation system is a hierarchical classiﬁcation
of diseases and symptoms, divided into 22 anatomical/functional chapters with in-
creased speciﬁcation of terms in each lower level. Each term uniquely matches to
a code of between 3–5 characters (e.g. I11, E1172). For our PolyVD, there are
totally 14 chapters and the smallest chapter has 33 words. The words in the same
chapter are the ingredients for our ML constraints. First, we rank words in one
charter according to their tf-dif values (Yang and Pedersen, 1997). For example, in
the chapter ’I’, we ranked the top 20 words ’I730’, ’I255’, ’I420’, ’I828’, ’I872’, ’I050’,
’I830’, ’I693’, ’I709’, ’I714’, ’I272’, ’I723’, ’I701’, ’I724’, ’I340’, ’I351’, ’I694’, ’I120’,
’I210’, ’I653’. Next, we randomly select two or more words from the top words to
construct ML constraints. We then apply the constraints with the same number of
words to the constrained hard HDP. Fig. 6.6 shows the performance of the con-
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strained hard HDP based on the number of words in each constraint set. The topic
coherence is computed as Eq.(4.15), where we use the top 10 words per topic. The
results show topic coherence is increased gradually as more constrained words are
added. The number of topics varies slightly. The convergence is fast and appears
linear. We conclude that our constrained hard HDP is fast and can improve topic
discovery.
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Figure 6.6: The performance of constrained hard HDP based on the number of
words in each constraint set
6.6 Conclusion
In this chapter, we have developed a small-variance analysis for Bayesian nonpara-
metric models with constraints. This results in a deterministic inference algorithm
for DPM with constraints suitable for large-scale datasets. Constraints make data
sequence non-exchangeable. To this end, we introduce chunklets for must-link con-
straints. We derive an objective function of the Dirichlet process mixture model
with must-links from MAP directly. One deterministic K-means type algorithm was
developed. We have provided as well an appropriate heuristic for DPM with cannot-
links. We have extended further derivation to hierarchical models with constraints.
Experiments of using synthetic data and real datasets show the eﬀectiveness and
scalability of our proposed algorithms.
Chapter 7
Conclusion
7.1 Summary
This thesis has comprehensively examined the use of side information in Bayesian
nonparametric (BNP) models for unsupervised data analysis. To the best of our
knowledge, this work represents the ﬁrst systematic attempt to address the mod-
elling of side information in the emergent emerged area of Bayesian nonparametrics.
Speciﬁcally, we derived both clustering and topic analysis models that incorporate
side information in the form of both auxiliary attributes and pairwise constraints.
In addition, we have proposed an array of eﬃcient inference techniques for some of
the proposed models.
First, in chapter 3 we have proposed a novel technique for incorporating auxil-
iary attributes into a Bayesian nonparametric clustering model. For that we used
the existing distance dependent Chinese restaurant process (DD-CRP) and adapt
it to handle side information. The distances between data points were computed
partially on the similarity they share on the auxiliary attribute space. They were
then included in an eﬃcient decay funtion. As well, we used a parameter to model
the use proportion of side information and developed faster sampling inference ap-
proach. We compared the performance of relevant clustering approaches based on
the Chinese restaurant process (CRP) in our experimental section.
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Addressing more complex structures in data, in chapter 4 we have developed a hier-
archical Bayesian model (wddCRF) which exploits side information in the form of
word distances to discover disease topics from electronic medical records (EMRs).
In EMRs, patient diagnosis history is stored using the ICD-10 coding system for
disease. As noted in 4.4, ICD-10 codes have a tree structure that is based on the
relationships among the diseases. The distances between the codes were computed
based on their connected edges, and this side information was used in the wddCRF
via a decay function. Experiments on two real-world medical datasets have shown
that our wddCRF discovers coherent disease topics. Next, we proposed the cor-
respondence wddCRF (Corr-wddCRF), which models the latent relations between
diagnosis codes and procedure codes. These relations were then utilised to predict
procedure codes. The predictions improved, compared with the baselines without
using side information.
Besides auxiliary attributes, in chapters 5 and 6, we have discussed the use of hard
constraints in BNP models. Hard constraints directly indicate the relationship be-
tween data., i.e. the must-link constraint conveys that two instances must be in-
cluded in the same cluster and the cannot-link constraint conveys that two instances
must not be in the same cluster. We ﬁrst developed the constrained DPM (C-DPM)
by introducing the chunklet representation of data. Each chunklet consists of the
must-linked data instances. We developed a Gibbs sampling based inference ap-
proach, which treats chunklets as observations. Next, we derived a criterion for
selecting the useful constraints for C-DPM. We extensively investigated the clus-
tering inﬂuence of ML and CL constraints in two proposed models (C-DPM and
SC-DPM). To evaluate the proposed models, we additionally collected thousands
of short Facebook comments. Must-link constraints were automatically generated
between the comments from the same post. Experimental results revealed the po-
tential of our proposed models in terms of short text clustering leveraging on side
information to improve upon a standard Bayesian nonparametric clustering model.
In chapter 6, we have developed eﬃcient inference techniques for our proposed mod-
els based on constraints. Particularly, we developed small-variance asymptotic anal-
ysis on the DPM and HDP with constraints. Due to the constraints, data are nonex-
changeable. For ML constraints, chunklets are introduced, and this step helps the
data become exchangeable at the chunklet level. We devised a similar K-means type
clustering algorithm based on the derived objective function. For CL constraints, we
7.2. Future Directions 159
devised an approximate algorithm. We then created a similar fast inference scheme
for the HDP with hard constraints. Multiple experiments have demonstrated the
applicability of our algorithms for large-scale datasets. This makes it useful for
analysis of big data.
7.2 Future Directions
The work undertaken in this thesis suggests several lines of future research. From
the theoretical stand point, our work remains in the stage of incorporating side infor-
mation into some existing BNP models. It would be interesting to further develop
nonparametric Bayesian methods, particularly ones that could take side informa-
tion as variables in their generative process. The posterior inference of models may
be computational and complex, which challenges our current inference approaches.
Perhaps, two-level side information could be incorporated into Bayesian hierarchical
models. In contrast to Ghosh and Raptis (2014), which has introduced DD-CRP
in two levels, an ideal model should have the capacity to integrate side information
eﬃciently.
As we are able to access more and more multi-modal data sources today, such as text
data that includes citations, authors and hyperlinks, the question arises as to which
type of side information can and should be used for BNP clustering algorithms.
Another further consideration is the fusing of multiple types of side information in
BNP models. It is worthwhile to explore whether the combination of multiple items
of side information beneﬁts the task performance of BNP models.
Side information comes with its own set of dilemmas. For noisy side information, as
presented in chapter 3, we proposed a threshold principle to model the use of side
information. However, dealing with noisy side information is a complex problem,
since useful information might be eliminated during the process of ﬁltering noise. It
is meaningful to investigate how pre-processing side information aﬀects clustering
performance.
Side information has been widely exploited in a range of applications, such as gene
clustering (Yi et al., 2007), network clustering (Mishra et al., 2007) and music clas-
7.2. Future Directions 160
siﬁcation (Miotto and Orio, 2012). For medical datasets, we used the tree structure
of diagnosis codes as side information in chapter 4. Other type of side information
could be leveraged to improve medical data analysis. For example, patients’ demo-
graphic information might beneﬁt the identiﬁcation of patterns of health and can
be exploited towards better predictions (Sewitch et al., 2004).
Appendix A
Appendix
A.1 The prior from the CRP
The prior of the Chinese restaurant process could be computed as
p(zi = k | z−i, α) = p(z−i, zi = k | α)/p(z−i | α)
=
´
p(z1, z2, · · · , zn−1, zi = k | π)p(π| α)dπ´
p(z1, z2, · · · , zn−1 | π)p(π | α)dπ
=
´
π1, · · · , πi−1, πi, πi+1, · · ·πn.p(π | α)dπ´
π1, · · · , πi−1, πi+1, · · ·πnp(π | α)dπ
= N
−i
k + α/K
N − 1 + α (A.1)
A.2 The likelihood of the DPM model
We assume xi = (xi1, xi2, · · ·xiV ), where V denotes the data dimensionality. λ is
the parameter of the base distribution H. We also assume φk = (Pk1, Pk2, · · ·PkV )
which has the symmetric Dirichlet distribution as the prior
p(φk | λ) ∼ Dir(λ)
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The conditional likelihood is
p(xi | x−i, zi = k,z−i, H) =
ˆ
φk
p(xi | φk)p(φk | {xj : j = i, zj = k},λ)dφk (A.2)
So we have to compute p(φk | {xj : j = i, zj = k},λ). From Bayes rules, we know
p(φk | {xj : j = i, zj = k},λ) = p(φk | λ)p({xj : j = i, zj = k} | φk,λ)´
p(φk | λ)p({xj : j = i, zj = k} | φk,λ)dφk (A.3)
We ﬁrst compute the denominator as
ˆ
p(φk | λ)p({xj : j = i, zj = k} | φk,λ)dφk
=
ˆ ⎛⎜⎝Γ(
∑V
v=1 λv)∏V
v=1 Γ(λv)
V∏
v=1
P λv−1kv ·
N−i
k∏
j=1
(
(∑Vv=1 xjv)!
(xj1)!(xj2)! · · · (xjV )! · P
xj1
k1 · · ·P xjVkV
)⎞⎟⎠ dφk
=
N−i
k∏
j=1
(
(∑Vv=1 xjv)!∏V
v=1(xjv)!
)
·
∏V
v=1 Γ(
∑N−i
k
j=1 xjv + λv)
Γ(∑Vv=1(∏N−ikj=1 xjv + λv))
=
N−i
k∏
j=1
(
Γ(∑Vv=1 xjv + 1)∏V
v=1 Γ(xjv + 1)
)
·
∏V
v=1 Γ(
∑N−i
k
j=1 xjv + λv)
Γ(∑Vv=1(∏N−ikj=1 xjv + λv)) (A.4)
Plugging it back into Eq.(A.3), we obtain
p(φk | {xj : j = i, zj = k},λ)
= p(φk | λ)p({xj : j = i, zj = k} | φk, λ)´
p(φk | λ)p({xj : j = i, zj = k} | φk, λ)dφk (A.5)
=
Γ(∑Vv=1(∑N−ikj=1 xjv + λv))∏V
v=1 Γ(
∑N−i
k
j=1 +λv)
·
V∏
v=1
P
∑N−i
k
j=1 xjv+λv−1
kv
= Dir(
N−i
k∑
j=1
xj1 + λ1, · · · ,
N−i
k∑
j=1
xjV + λV ) (A.6)
When xi is sampled from an existing cluster k, we can rewrite the conditional like-
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lihood (Eq.(A.2)) as
p(xi | x−i, zi = k,z−i, H)
=
ˆ
φk
p(xi | φk)p(φk | {xj : j = i, zj = k},λ)dφk
=
ˆ
φk
p(xi | φk)Dir(
N−i
k∑
j=1
xj1 + λ1, · · · ,
N−i
k∑
j=1
xjV + λV )dφk
= Γ(
∑V
v=1 xiv + 1)∏V
v=1 Γ(xiv + 1)
· B(
∑Nk
j=1 xj1 + λ1, · · · ,
∑Nk
j=1 xjV + λV )
B(∑N−ikj=1 xj1 + λ1, · · ·∑N−ikj=1 xjV + λV )
= Γ(
∑V
v=1 xiv + 1)∏V
v=1 Γ(xiv + 1)
·
∏V
v=1 Γ(
∑Nk
j=1 xjv + λv)
Γ(∑Vv=1(∑Nkj=1 xjv + λv)) ·
Γ(∑Vv=1(∑N−ikj=1 xjv + λv))∏V
v=1 Γ(
∑N−i
k
j=1 xjv + λv)
(A.7)
When xi is sampled from a new cluster k∗, the conditional likelihood is
p(xi | x−i, zi = k∗, z−i, H)
=
ˆ
φk∗
p(xi | φk∗)p(φk∗ | λ)dφk∗
=
ˆ (∑Vv=1 xiv)!
(xi1)!(xi2)! · · · (xiV )! · P
xi1
k∗1 · · ·P xiVk∗V Dir(λ1, λ2, · · ·λV )dφk∗
= Γ(
∑V
v=1 xiv + 1)∏V
v=1 Γ(xiv + 1)
· B(xi1 + λ1, · · ·xiV + λV )B(λ1, · · ·λV )
= Γ(
∑V
v=1 xiv + 1)∏V
v=1 Γ(xiv + 1)
·
∏V
v=1 Γ(xiv + λv)
Γ(∑Vv=1(xiv + λv)) ·
Γ(∑Vv=1 λv)∏V
v=1 Γ(λv)
(A.8)
We now compute the likelihood of all data as
p(x | z) =
K∏
k=1
N∏
j=1
p({xj : zj = k})
=
ˆ K∏
k=1
N∏
j=1
p({xj : zj = k} | φk)p(φk | λ)dφk
=
K∏
k=1
Nk∏
j=1
(
Γ(∑Vv=1 xjv + 1)∏V
v=1 Γ(xjv + 1)
)
·
∏V
v=1 Γ(
∑Nk
j=1 xjv + λv)
Γ(∑Vv=1(∏Nkj=1 xjv + λv)) (A.9)
where Nk is the number of data points assigned to the cluster k.
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A.3 The likelihood of the HDP model
We compute the conditional probability f−xjik (xji) in HDP when the density function
f and h are multinomial-Dirichlet conjugate pair
f
−xji
k (xji) =
´
f(xji | φk)∏j′i′ =ji,zj′i′=k f(xj′i′ | φk)h(φk)dφk´ ∏
j′i′ =ji,zj′i′=k f(xj′i′ | φk)h(φk)dφk
(A.10)
xji is in fact the index of the word in the document-word matrix. We assume that
h(φk) ∼ Dir(η) and V is dictionary size. Therefore,
h(φk) =
Γ(∑Vv=1 ηv)∑V
v=1 Γ(ηv)
·
V∏
v=1
φηv−1k,v
In Eq.(A.10), f(xj′i′ = y | φk) is the probability φk,y. Therefore,
∏
j′i′ =ji,zj′i′=k
f(xj′i′ | φk) =
M∏
m=1
Nm∏
n=1
φk,ym,n =
V∏
v=1
(φk,v)n
−xji
·,v,k
where n−xji·,v,k is the number of times word v is assigned to topic k in all documents
except the current one. We can compute the denominator of Eq.(A.10) as
ˆ ∏
j′i′ =ji,zj′i′=k
f(xj′i′ | φk)h(φk)dφk
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
ˆ
(φk,v)n
−xji
·,v,k +ηv−1dφk,v
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
· B(n−xji·,v,k + ηv)
ˆ 1
B(n−xji·,v,k + ηv)
(φk,v)n
−xji
·,v,k +ηv−1dφk,v
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
· B(n−xji·,v,k + ηv)
ˆ
Dir(n−xji·,v,k + ηv)dφk,v
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
· B(n−xji·,v,k + ηv)
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
·
∏V
v=1 Γ(n
−xji
·,v,k + ηv)
Γ(∑Vv=1(n−xji·,v,k + ηv)) (A.11)
We continue to compute the numerator of Eq.(A.10) with the assumption that xji =
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w. The numerator now can be written as
ˆ
f(xji | φk)
∏
j′i′ =ji,zj′i′=k
f(xj′i′ | φk)h(φk)dφk
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
ˆ
(φk,1)n
−xji
·,1,k +η1−1 · · · (φk,w)(n
−xji
·,w,k+1)+ηw−1
· · · (φk,V )n
−xji
·,V,k +ηV −1dφk,1 · · ·φk,w · · ·φk,V
= Γ(
∑V
v=1 ηv)∏V
v=1 Γ(ηv)
· Γ(n
−xji
·,1,k + η1) · · ·Γ(n−xji·,w,k + ηw + 1) · · ·Γ(n−xji·,V,k + ηV )
Γ(∑Vv=1(n−xji·,v,k + ηv) + 1) (A.12)
Eq.(A.12) divided by Eq.(A.11) makes the conditional density as
f
−xji
k (xji) =
n
−xji
·,w,k + ηw∑V
v=1(n
−xji
·,v,k + ηv)
=
n
−xji
·,w,k + η
n
−xji
·,·,k + V η
(A.13)
For a new topic, the conditional probability is
f
−xji
knew
(xji) =
ˆ
f(xji | φknew)h(φknew)dφknew
The explicit derivation is similar with Eq.(A.13). Finally, it is computed as
f
−xji
knew
(xji) =
1
V
A.4 The small-variance analysis for HDP with ML
constraints
We assume the chunklet representation of data X. The MAP problem of HDP with
constraints is arg maxK,z,μp(z,μ|X). An equivalent problem is arg maxK,z,μp(z,μ,X).
The joint log-likelihood is
log p(z,X,μ | α, γ, λ) = log p(z | α, γ) + log p(X | z,μ) + log p(μ | λ) (A.14)
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The ﬁrst term is the log conditional probability of topic assignments z given α
and γ. We could compute it by integrating two latent parameter β and π
p(z | α, γ) =
ˆ
p(β | γ) × p(z | β, α)dβ
=
ˆ
β
p(β | γ) ×
ˆ
π
p(π | α,β)p(z | π)dπdβ
=
ˆ
β
p(β | γ) ×
Y∏
y=1
ˆ
πj
p(πy | αβ1, · · · , αβK)p(z | πy)dπy
=
ˆ
β
p(β | γ) ×
Y∏
y=1
Γ(α)
Γ(α + Ny)
K∏
k=1
Γ(αβk + nyk)
Γ(αβk)
dβ (A.15)
where nyk is the number of chunklets in group y assigned to topic k; and Njy is the
number of chunklets in group y and Ny =
∑K
k=1 nyk. We could express
Γ(αβk+nyk)
Γ(αβk) by
using stick-breaking construction
Γ(αβk + nyk)
Γ(αβk)
= Stirl(nyk,myk) × (αβk)myk (A.16)
The term p(β | γ) could be obtained due to exchangeable partition probability
function (EPPF) (pitman1995partitions)
p(β | γ) = γK−1 Γ(γ + 1)Γ(γ + m..)
K∏
k=1
Γ(m.k) (A.17)
where m.k is the number of chunklets in all groups assigned to topic k; and m.. is
the total number of tables.
Therefore, we could substitute Eq.(A.17) and (A.16) into (A.15) and then make
integration of β. Finally, Eq.(A.15) becomes
p(z | α, γ) = γK−1 Γ(γ + 1)Γ(γ + m..)
K∏
k=1
Γ(m.k) ×
∏
k=1 Γ(m.k + 1)
Γ(m.. + 1)
×
Y∏
y=1
(
Γ(α)
Γ(α + Ny)
K∏
k=1
αmykStirl(nyk,myk)
)
(A.18)
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We apply log function there and and obtain
log p(z | α, γ) = (K − 1) log γ + log Γ(γ + 1)Γ(γ + m..) +
K∑
k=1
log Γ(m.k) + log
∏
k=1 Γ(m.k + 1)
Γ(m.. + 1)
+
Y∑
y=1
Γ(α)
Γ(α + Ny)
+ m.. logα +
Y∑
y=1
K∑
k=1
Stirl(nyk,myk)
The second and third terms are related with the Bregman divergence and its
prior and can be written as
log p(X | μ, z) + log p(μ | r)
= log
Y∏
y=1
Ny∏
j=1
∏
xyi∈Xyj
p(xyi | μzyj) + log
K∏
k=1
p(μk | γ)
=
Y∑
y=1
Ny∑
j=1
∑
xyi∈Xyj
(
−εDφ(xyi, μzyj) + log fφ˜(xyi)
)
+
K∑
k=1
(
−ηDφ
(
τ
η
, μk
)
+ log gφ˜
(
τ
ε
,
η
ε
))
Let us set γ = gφ˜
(
τ
ε
, η
ε
)−1 · exp(−ελtop) and α = exp(−ελbottom). Then Eq.(A.14)
becomes,
log p(z | α, γ) + log p(x | z,μ) + log p(μ | λ)
= −ε
⎛
⎝ Y∑
y=1
Ny∑
j=1
∑
xyi∈Xyj
Dφ(xyi, μzyj) + m..λbottom + Kλtop
⎞
⎠+ Y∑
y=1
Ny∑
j=1
∑
xyi∈Xyj
log fφ˜(xyi)
+ log Γ(γ + 1)Γ(γ + m..)
+
K∑
k=1
log Γ(m.k) + log
∏
k=1 Γ(m.k + 1)
Γ(m.. + 1)
+
Y∑
y=1
Γ(α)
Γ(α + Ny)
+
Y∑
y=1
K∑
k=1
Stirl(nyk,myk) +
K∑
k=1
(
−ηDφ
(
τ
η
, μk
))
Therefore, when ε → ∞, maximizing the joint log-likelihood is equal to minimizing
the term related with ε. The derived objective function is
argmin
K,z,μ
Y∑
y=1
Ny∑
j=1
∑
xyi∈Xyj
Dφ(xyi, μzyj) + m..λbottom + Kλtop
In other words, the objective function is the sum of the distances between each point
to its centroids and the penalty terms of two levels. Let lk denote the local clusters.
A.4. The small-variance analysis for HDP with ML constraints 168
We can rewrite it as
argmin
K,z,μ
K∑
k=1
∑
Xyj∈lk
⎛
⎝ ∑
xyi∈Xyj
Dφ(xyi,μk)
⎞
⎠+ λbottomt + λtopK
where t = m.. is the total number of local clusters in all groups.
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