In the Earth's radiation belts the flux of relativistic electrons is highly variable, sometimes changing by orders of magnitude within a few hours. Since energetic electrons can damage satellites it is important to understand the processes driving these changes and, ultimately, to develop forecasts of the energetic electron population. One approach is to use three-dimensional diffusion models, based on a Fokker-Planck equation. Here we describe a model where the phase-space density is set to zero at the outer L * boundary, simulating losses to the magnetopause, using recently published chorus diffusion coefficients for 1.5 ≤ L * ≤ 10. The value of the phase-space density on the minimum-energy boundary is determined from a recently published, solar wind-dependent, statistical model. Our simulations show that an outer radiation belt can be created by local acceleration of electrons from a very soft energy spectrum without the need for a source of electrons from inward radial transport. The location in L * of the peaks in flux for these steady state simulations is energy dependent and moves earthward with increasing energy. Comparisons between the model and data from the CRRES spacecraft are shown; flux dropouts are reproduced in the model by the increased outward radial diffusion that occurs during storms. Including the inward movement of the magnetopause in the model has little additional effect on the results. Finally, the location of the low-energy boundary is shown to be important for accurate modeling of observations.
Gyroresonant wave-particle interactions with ELF/VLF waves play a significant role in the dynamics of the radiation belts. These interactions break the first and second adiabatic invariants, causing pitch angle and energy diffusion [Kennel and Petschek, 1966] . Electrons trapped in the radiation belts may encounter several different types of ELF/VLF electromagnetic wave as they orbit the Earth. Whistler mode chorus waves may be present on the dawnside, outside the plasmasphere, particularly during active conditions [e.g., Meredith et al., 2001 Meredith et al., , 2003a Meredith et al., , 2012 Li et al., 2009 Li et al., , 2011 . These waves can interact strongly with electrons with energies from a few electron volts up to several MeV across a range of L shells from the plasmapause out to L = 10 and can cause both loss and acceleration of relativistic electrons [Horne et al., , 2013b Thorne et al., 2005b; Bortnik and Thorne, 2007] . In regions of low plasma density these interactions are particularly effective, leading to acceleration of the trapped particle population [Summers et al., 1998; Meredith et al., 2002; Horne et al., 2003] . The losses tend to dominate at low energies, typically a few keV to a few hundred keV, but at higher energies, generally > 500 keV, wave acceleration is usually dominant [Horne et al., 2013b] . However, the energy at which the transition occurs between dominant losses and dominant acceleration varies, since both loss and acceleration depend upon the plasma density and the wave properties, which in turn depend on the location and level of geomagnetic activity. Plasmaspheric hiss, found inside the plasmasphere and in plasmaspheric plumes, is responsible for the formation of the slot region between the inner and outer radiation belts [Lyons and Thorne, 1973; Meredith et al., 2007 Meredith et al., , 2009 and the quiet time decay of energetic electrons in the outer radiation belt Summers et al., 2007; Lam et al., 2007] . Lightning-generated whistlers (LGW) may influence loss rates deep inside the slot region Thorne, 1998a, 1998b; Meredith et al., 2009] .
There is growing evidence that magnetopause shadowing is an important loss process for the radiation belts causing flux dropout events [e.g., Bortnik et al., 2006; Shprits et al., 2006; Ukhorskiy et al., 2006; Ohtani et al., 2009; Saito et al., 2010; Turner et al., 2012a] . Dropouts are characterized by a decrease of several orders of magnitude in the electron flux over a period of a few hours, seen over a range of L shells, energies, and pitch angles. Although adiabatic effects may play a part, recent results have shown that dropouts include the actual loss of electrons [Turner et al., 2012a] . These losses may be due to a combination of the inward movement of the magnetopause and outward radial transport, though other mechanisms including wave-particle interactions with electromagnetic ion cyclotron (EMIC) waves causing loss to the atmosphere, current sheet scattering, and nonlinear wave-particle interactions may also play a part [see Turner et al., 2012b, and references therein] .
Radial diffusion coefficients have been presented by many authors, beginning with Falthammar [1965] . Diffusion rates parameterized by the geomagnetic index Kp were derived by Brautigam and Albert [2000] and have since been widely used in radiation belt modeling codes [e.g., Varotsou et al., 2005; Albert et al., 2009; Subbotin and Shprits, 2009; Glauert et al., 2014] .
Global models of the radiation belts use drift-and bounce-averaged pitch angle and energy diffusion coefficients. For three-dimensional models, these are computed using quasi-linear theory. Chorus waves, in particular, are known to be highly nonlinear due to their short duration rising tone frequency structure [e.g., Omura et al., 2009; Santolík et al., 2014] . However, it is not yet computationally feasible to perform fully nonlinear simulations of chorus waves over the time and spatial scales required by global models. Albert [2010] and Tao et al. [2012] demonstrate that there is remarkable agreement between fully nonlinear and quasi-linear simulations for small-amplitude waves. Fully drift-and bounce-averaged lower band GLAUERT ET AL.
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chorus diffusion coefficients, computed using quasi-linear theory and based on data from the CRRES (Combined Release and Radiation Effects Satellite) spacecraft, were first presented in Varotsou et al. [2005] for 2.5 ≤ L ≤ 6.5. Li et al. [2007] calculated diffusion coefficients due to both plasmaspheric hiss and chorus using parameterized models of the wave properties. Recently, improved models for chorus and plasmaspheric hiss have been published [Horne et al., 2013a; Glauert et al., 2014] . Horne et al. [2013a] presented drift-and bounce-averaged diffusion coefficients for upper and lower band chorus waves based on data from seven spacecraft [Meredith et al., 2012] , extending the radial coverage to 1.5 ≤ L * ≤ 10. Glauert et al. [2014] presented new diffusion coefficients due to plasmaspheric hiss and LGW. These new diffusion coefficients for chorus, plasmaspheric hiss, and LGW have been incorporated into the British Antarctic Survey (BAS) Radiation Belt Model .
As well as diffusion coefficients, global models require boundary conditions, typically applying these on the pitch angle, energy or momentum, and L * boundaries. For the pitch angle, high-energy and low L * boundaries these are usually straightforward as the phase-space density or its gradient can be set to zero. The low-energy boundary condition may be determined directly from data [e.g., Albert et al., 2009; Glauert et al., 2014] or by assuming that there is a value of the first invariant (where the minimum-energy boundary is placed) where the phase-space density is constant with L * or time [e.g., Varotsou et al., 2005 Varotsou et al., , 2008 Subbotin and Shprits, 2009; Su et al., 2010] . The outer L * boundary is the most problematic as this boundary usually acts as a time-dependent source for the simulation. If satellite data are not available to determine this boundary condition, then a functional form can be employed. Varotsou et al. [2005] used a fixed kappa distribution, and Shprits et al. [2006] derived an exponential fit to the flux at L = 6 using CRRES data. More recently, Shin and Lee [2013] presented three models for the flux at 7.5 R E based on solar wind parameters.
Several authors have included magnetopause shadowing effects in diffusion models. Using a variable phase-space density on the outer boundary, Brautigam and Albert [2000] , Miyoshi et al. [2003 Miyoshi et al. [ , 2006 , and Shprits et al. [2006] reproduced the behavior of dropouts by suddenly decreasing the phase-space density. This creates a steep gradient in L * so radial diffusion rapidly depletes the outer belt. Yu et al. [2013] simulated dropouts using a one-dimensional radial diffusion code with a variable outer boundary located at the last closed drift shell (LCDS) showing that magnetopause shadowing is the primary loss mechanism during dropout events for L * > 5.
We describe a different approach to setting the outer boundary condition for three-dimensional radiation belt modeling. This approach models the whole outer radiation belt out as far as the magnetopause where the phase-space density is always set to zero. The main source for the system is at the low-energy boundary. This has advantages for forecasting as no data are required on the outer L * boundary. However, it does require that all the essential physical processes are captured and that the low-energy boundary is well modeled. Here we present initial results using a simple statistical model for the low-energy boundary. We demonstrate that our model can produce an outer belt and that steady state solutions show known features of the radiation belts. To model actual events the location of the LCDS is included in the model, though we show that including the location of the LCDS does not have a dramatic effect on the results presented here. Finally, we discuss the optimum location of the low-energy boundary.
Section 2 describes the BAS Radiation Belt Model and presents the boundary conditions used for this study. Section 3 shows the results of simulating a period of steady conditions starting with an empty radiation belt. In sections 4 and 5 we compare results with data for a specific event and discuss the effect of introducing the location of the LCDS into the model. Section 6 discusses the importance of the location of the minimum-energy boundary. Finally, the results are discussed and our conclusions presented in sections 7 and 8. Plasmaspheric hiss is seen predominantly within the plasmapause. In our model the plasmapause location can be defined using the models for plasmapause location, L p , presented in O'Brien and Moldwin [2003] . They define
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where Kp m is the maximum value of Kp over the preceding 36 h, excluding the last 2 h, or
where 
and K p ≥ 4. To derive the diffusion coefficients, the frequency spectrum for each of upper and lower band chorus in each L * , latitude, MLT, and geomagnetic activity bin was fitted with a Gaussian distribution. The wave-normal angle distribution was a Gaussian in the tangent of the wave-normal angle, following Glauert and Horne [2005] . In each bin, the ratio f pe ∕f ce was given by a new equatorial model with L * , MLT, and Kp dependence, based on CRRES and THEMIS (Time History of Events and Macroscale Interactions during Substorms) data [Horne et al., 2013b] . Bounce-averaged diffusion rates were calculated in each L * , latitude, MLT, and geomagnetic activity bin. The results for the separate latitude ranges at each L * and MLT location were combined to give a diffusion rate averaged over the whole bounce orbit. Drift-and bounce-averaged diffusion rates were then found by averaging the bounce-averaged diffusion rates over MLT. Finally, the drift-and bounce-averaged diffusion rates for lower and upper band chorus were combined. A complete description of this process and the resulting diffusion coefficients is given in Horne et al. [2013b] .
Previous chorus models have been based on CRRES data and have been restricted to L < 6.5. The use of these new diffusion coefficients extends the use of radiation belt models to the region well beyond geostationary orbit. Figure 1 shows chorus pitch angle and energy diffusion coefficients for 2 ≤ Kp < 3 at L * = 3, 5, 7, and 9. In these moderate geomagnetic conditions, there is still significant pitch angle and energy diffusion beyond geostationary orbit (roughly L * > 6). Note that, as expected, there is little diffusion at L * = 3 since, for 2 ≤ Kp < 3, this region lies within the plasmasphere where chorus is not often observed.
Boundary Conditions
, for equatorial pitch angles 0 • ≤ ≤ 90
• and for a range of energies which depend on L * . Since the radial diffusion operators in equation (1) act at constant and J (the first and second adiabatic invariants), the minimum and maximum energies at L * max define the minimum and maximum values of or vice versa . For the results presented here, the minimum value of , min is chosen and the minimum energy, which varies with L * , determined from that. Except in section 6, we use min = 100 MeV/G which corresponds to an energy of ∼128 keV at L * = 6 and ∼30 keV at L * = 10, for an equatorially mirroring electron assuming a dipole field.
The model requires boundary conditions to be supplied on six boundaries, at the minimum and maximum values of pitch angle, energy, and L * . For these simulations, three of the boundary conditions are the same as those described in Glauert et al. [2014] ; at = 0
• and = 90
• , f ∕ = 0, and at E max (or max ), f = 0.
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Figure 1. Drift-and bounce-averaged (a-d) pitch angle and (e-h) energy diffusion rates (days −1 ) due to whistler mode chorus for 2 ≤ Kp < 3 at L * = 3, 5, 7, and 9.
The inner boundary, L * min , is set at L * min = 2 and is specified using a Kp-dependent condition derived by averaging CRRES data from before 24 March 1991. The equatorial 90
• flux for 1.95 ≤ L * ≤ 2.05 was averaged for three levels of Kp, namely Kp < 2, 2 ≤ Kp ≤ 4, and Kp > 4 for each of the energy channels on the CRRES Medium Electrons A (MEA) instrument. (Since data from the MEA instrument were contaminated by protons at low L following the storm that occurred on 24 March 1991 [Vampola and Korth, 1992] , only data collected before this date were used in the averaging for the inner L * and low-energy boundaries.) More details of the processing of the CRRES data are given in section 4.
Figure 2 shows the resulting 90
• flux at L * = 2 for the three different levels of Kp; the flux shows very little variation with Kp. The flux at other equatorial pitch angles was determined assuming the flux varies as sin . Due to the presence of the slot region, numerical experiments show that for the simulations presented here, varying the flux on the minimum L * boundary has no discernable effect on the flux in the outer radiation belt.
The outer boundary, L * max , is placed at L * max = 10. On this boundary we set f = 0 for all energies, simulating losses to the magnetopause. This approach differs from previous three-dimensional simulations where the outer boundary generally acts as a source of electrons. In our model, there will always be outward radial diffusion from the outer radiation belt to this boundary.
The main source in the model is the phase-space density on the low-energy boundary. For the results presented here, this boundary is placed at min = 100 MeV/G, except in section 6 where the choice of min is discussed. Varotsou et al. [2008] assume that the phase-space density is constant with L * along the entire low-energy boundary, which is placed at min = 0.1 MeV/G. Subbotin and Shprits [2009] use a steady state solution for radial diffusion to provide the low-energy boundary condition for their simulations. Since radial diffusion is rapid at larger L * , this results in a nearly flat radial profile in phase-space density for L * >∼5.5 with a much lower phase-space density in the slot region; their choice of min was min = 11 MeV/G. Other authors [e.g., Albert et al., 2009; Glauert et al., 2014] use data for the low-energy boundary condition. However, the model described here is being developed for use in forecasting where using data for the low-energy boundary is not an option. [2000] show radial profiles of the phase-space density for different values of at two different times during the CRRES mission. For = 100 MeV/G, the profiles have little gradient for L * > 5, whereas for = 1000 MeV/G, they have a definite negative gradient at L * = 6. Iles et al. [2006] also considered radial profiles for CRRES data at different values of . For the lowest value of they considered (150 MeV/G), they described the phase-space density as having a characteristic shape; "a steep positive gradient at low L * up to a transition value, and then the phase-space density is relatively flat for L * greater than the transition value or has a small positive gradient. " Chen et al. [2005] examined phase-space density gradients between 6.3 ≤ L * ≤ 6.8. At their lowest = 167 MeV/G , there is again very little gradient in the phase-space density. Finally, Turner et al. [2012c] reported observations of constant phase-space density for 6.1 ≤ L * ≤ 8.5 at constant first and second invariant for = 200 MeV/G. Based on this, we have adopted a phase-space density profile in L * on the minimum-energy boundary, min = 100 MeV/G that is constant for L * > 5.5. This assumption will be discussed further in sections 6 and 7.
Brautigam and Albert
To calculate the phase-space density on the low-energy boundary for L * ≤ 5.5, we first averaged the CRRES phase-space density for = 100 MeV/G (from before 24 March 1991) for 2 ≤ Kp ≤ 4 for each L * in the range 2 ≤ L * ≤ 5.5. The resulting radial profile is shown in Figure 3 . For the reasons outlined above, we assume that the phase-space density is constant at = min for L * > 5.5. The averaged radial profile is then scaled up and down according to the value chosen for the phase-space density for L * > 5.5, to provide a time-dependent phase-space density on the low-energy boundary.
To prescribe the phase-space density for L * > 5.5, we use a model that was recently presented for the outer boundary condition for diffusion models [Shin and Lee, 2013] . The Shin and Lee model averages data from the THEMIS spacecraft between 7 and 8 R E on the nightside to derive a solar wind-driven model for the electron flux for energies between 31 and 719 keV. We assume that the model provides the flux at 7.5 R E on the equator. For a given Kp, the L * corresponding to 7.5 R E on the equator are calculated for MLTs on the nightside using the Tsyganenko '89 magnetic field model [Tsyganenko, 1989] . These nightside L * values are then averaged over MLT to give a Kp-dependent L * for the location of the flux given by the Shin and Lee model.
The energy equivalent to min is calculated for a 90
• equatorial pitch angle at this L * , assuming a dipole field. The Shin and Lee model is then used to determine the flux at this energy. The flux is then converted to phase-space density. Other equatorial pitch angles are determined using a sin dependence.
This gives the equatorially mirroring phase-space density at min for an L * in the range 5.4 ≤ L * ≤ 7.5. To define the phase-space density on min for the entire L * range we assume the phase-space density is constant for L * > 5.5 and scale the averaged radial profile in Figure 3 so that the phase-space density at L * > 5.5 is equal to the value derived from the Shin and Lee model. This approach will be discussed further in sections 6 and 7.
This method of calculating the phase-space density on the low-energy boundary produces a time-dependent phase-space density that depends on Kp and the solar wind speed. The model runs described in section 3 are under constant conditions and require a fixed value of the phase-space density on the low-energy boundary. To determine this fixed value of the phase-space density, we calculated the phase-space density for min = 100 MeV/G for the whole of the period 1990-1991 using the model for the low-energy boundary condition described above. We then selected the lowest value of the phase-space density calculated for this period as the phase-space density for the model runs in section 3.
Creation of the Outer Radiation Belt
In the model described above, the only source for the outer radiation belt is the electron source on the low-energy boundary, which corresponds to a very soft electron energy spectrum. This spectrum represents low-energy electrons (around tens of keV at larger L * ) from the plasma sheet that are transported toward the Earth due to convection electric fields. These electrons may be accelerated by interaction with chorus waves to form the outer radiation belt at energies of several MeV, unless losses or other transport processes dominate. In this section we investigate whether an outer belt can be formed in our model, where it would be located, and whether it would resemble observations. Figure 4 shows that the acceleration due to chorus waves is sufficient to create the outer belt from our low-energy source. At the start of the simulation the radiation belts are completely empty. The only sources are on the minimum-energy boundary and the minimum L * boundary. Kp is kept constant at Kp = 2, and the phase-space density on the low-energy boundary is set at the lowest value computed for the period 1990-1991 using the low-energy boundary model described above, to represent difficult conditions under which to form the belt. For 700 keV electrons, model results are omitted for L * < 2.9 as the lowest energy of the computational grid exceeds 700 keV for 90
• electrons at these L * . For similar reasons for the 1500 keV electrons, no model results are shown for L * < 2.1
Under these conditions, it only takes about a day for a "belt" to be visible in the 700 keV electrons ( Figure  4 , bottom), when the electron flux exceeds 0.01 cm −2 s −1 sr −1 keV −1 . After about 20 days these electrons appear to reach a steady state. The 1.5 MeV electrons (Figure 4 , middle) appear about a day after the 700 keV electrons but take much longer (about 30 days) to approach a steady state. The 3 MeV electrons (Figure 4 , top) take even longer to appear and have not reached a steady state after 30 days. Since there is no energy dependence in the radial diffusion coefficients, this delay is due to the time taken to accelerate electrons to higher energies by chorus. Figure 5 shows (left) radial profiles of the flux after 30 days at the same energies as Figure 4 and (right) phase-space density at fixed values of the first and second invariants. In the top two panels, where Kp = 2, the location of the peaks in the flux move inward as the energy increases, from near the plasmapause (L * ≈ 5.0) at 700 keV to L * ≈ 4.0 at 3 MeV. This agrees well with observations of the average quiet time flux [e.g., Walt, 1994] . The phase-space density peaks near the plasmapause, and the phase-space density profiles also agree generally with observations, having a steeper gradient on the earthward side of the peak [see Turner et al., 2012c] . The earthward movement of the peaks in the flux with energy can be explained by as a combination of the energy-dependent conversion from flux to phase-space density, J = p 2 f , and the action of plasmaspheric hiss. In the absence of hiss (not shown here), the peaks show a less pronounced earthward trend with energy; since hiss is only included within the plasmapause, including hiss in the simulation reduces the flux on the earthward side of the peak, moving the peak to higher L * . As hiss is strongest at energies around 400 keV and decreases with increasing energy, hiss erodes the earthward side of the peak more for the lower energies, increasing the range of L * over which the peaks occur. the wave acceleration is increased relative to Kp = 2, radial diffusion proportionally increases the outward transport more, leading to the noticeably steeper gradient in the phase-space density at larger L * .
The flux of 700 keV electrons is often observed to exceed 10 4 cm −1 s −1 sr −1 keV −1 (see Figure 6 ) which is much higher than the peak flux (∼100 cm −1 s −1 sr −1 keV −1 ) in Figure 4 . However, Figure 6 assumed a constant Kp = 2 and a low value for the phase-space density on the low-energy boundary. In more active conditions there will be more acceleration due to chorus waves and the phase-space density on the low-energy boundary will increase, resulting in much higher peak flux values.
The model demonstrates that an outer radiation belt can be formed by wave acceleration from a very soft spectrum, without inward radial diffusion from a source in the outer magnetosphere.
Comparison With Data
In the previous section we demonstrated that the model can reproduce some general features of the outer radiation belt. To investigate whether the model can reproduce observations, we simulate a period from the CRRES mission.
CRRES Data
In this study, radiation belt data recorded by the MEA (Medium Electrons A) experiment on the CRRES spacecraft [Johnson and Kierein, 1992] were used. The data processing is described in the appropriate year and the Tsyganenko '89 external magnetic field model [Tsyganenko, 1989] . The equatorial pitch angle ( ) was determined as a function of half orbit, local pitch angle, and McIlwain L using the relation Y∕ sin = K∕(L * R E √ B eq ), where B eq is the (model) equatorial magnetic field strength and Y is given by
where y = sin and T(y) is related to the bounce period, B , by T(y) = B p∕(4 m L R E ) [Schulz and Lanzerotti, 1974] . Finally, the data were interpolated onto a regular grid in half orbit, equatorial pitch angle in steps of 5 • and L * , in steps of 0.1 R E .
Results
In Figure 6 we compare the model results with observations for a 7 day period starting on 26 August 1991 (day 238) using data from the CRRES mission. Hourly averaged solar wind data, from the IMP8 (Interplanetary Monitoring Platform 8) spacecraft, is intermittent during the CRRES mission but the coverage during this period is reasonable ( Figure 6e ). As indicated by Kp (Figure 6f ), the first day and a half of this period are relatively quiet, until a storm occurs around 17:00 UT on 27 August (day 239), associated with a modest increase in the solar wind velocity ( Figure 6e ) and a rise in Kp. The solar wind velocity increases again on day 242. Both these increases in the solar wind velocity are associated with flux dropouts that penetrate to about L * = 3.5 for both 782 ( Figure 6c ) and 1090 (Figure 6a ) keV electrons. During both storms, the model shows a flux dropout that penetrates to about L * = 4, though the dropout is not as pronounced as in the data at the lower L * . In the model, this dropout is primarily due to the increased outward radial diffusion as a consequence of the increase in Kp during the storm, though there may be increased precipitation as well. After the second storm, the data show a recovery of the flux over the next 2 days to above prestorm levels for L * > 3. There is a small increase in the model flux around L * = 5 following the storm, but the model does not show the same sort of recovery as the data. The reasons for this will be discussed in section 7.
Modeling the Last Closed Drift Shell
The simulations shown in Figures 4 and 6 assume a fixed outer boundary at L * = 10, where the phase-space density is set to zero. This equates to assuming that the LCDS is at L * = 10. In reality the location of the LCDS will be constantly changing. This could be modeled with a moving outer boundary, but in a GLAUERT ET AL.
©2014. American Geophysical Union. All Rights Reserved. three-dimensional model, this can be cumbersome. An alternative approach is to model the location of the LCDS and then apply a loss term between the LCDS and the outer boundary [Su et al., 2010; Yu et al., 2013; Shprits et al., 2013] . This approach is also adopted here.
The Shue model [Shue et al., 1998 ] is widely used to model the location of the magnetopause as a function of solar wind parameters. However, Case and Wild [2013] demonstrated that it tends to overestimate the magnetopause standoff distance by about 1 R E . Matsumura et al. [2011] used test particle simulations to quantify the relationship between the magnetopause location and the LCDS for two different pitch angles. Based on their Figure 4 , we have adopted the model
where L m is the magnetopause standoff distance from the Shue model in R E and L * LCDS ( ) is the LCDS for an equatorial pitch angle , measured in degrees. An extra loss term of the form −f ∕ mp is added to equation (1), where mp is set to half the drift period if L * > L * LCDS and mp is infinite otherwise. Figure 7 shows the same period as Figure 6 for near-equatorially mirroring 782 keV electrons. Figure 7a shows the CRRES data. Figure 7b reproduces the results shown in Figure 6d . Finally, Figure 7c shows the result when the location of the LCDS is included in the model. The white lines show the location of the LCDS for 90
• electrons when this is inside L * = 7 and the red lines show the location of the plasmapause. Note that the color scale in Figure 7 has been changed from that in 6 to emphasize the results. Inside of L * = 6, there is very little difference between the two simulations. This is because our outer boundary condition (f = 0) means there is always an outward gradient in phase-space density and the introduction of losses outside the LCDS only increases the gradient inside L * = 6 slightly. Yu et al. [2013] modeled the location of the LCDS in a 1-D radial diffusion model with losses due to wave-particle interactions and concluded that magnetopause shadowing could account for losses outside GLAUERT ET AL.
©2014. American Geophysical Union. All Rights Reserved. of L * = 5 but that another process may contribute to losses inside of L * = 5. It is possible that the radial diffusion model used here (and by Yu et al.) may underestimate the radial diffusion during these active periods [Zhao and Li, 2013] . If the radial diffusion is underestimated, then the extra diffusion would increase losses and extend them to lower L * .
Alternatively, the losses due to plasmaspheric hiss in our model are only included inside the plasmasphere, the location of which is determined by the O'Brien and Moldwin model and shown by the white line in Figure 7b . During both dropouts this lies inside L * = 3.5. If the plasmapause was actually further out in L * , then plasmaspheric hiss would extend further out in L * , the peak flux would be reduced, and the dropout would be enhanced. Finally, there may be additional losses from other types of wave (e.g., EMIC waves and hiss in plumes) that are not included in our model.
Our simulation results show that even though the LCDS may have come to L * = 5.5, it has little influence on the flux dropout, since there is always outward radial diffusion in our model. However, this may not be true for larger events.
Location of the Minimum-Energy Boundary
At low (10 keV) energies, convection processes dominate the behavior of the electrons and the phase-space density usually has a positive gradient at larger L * as more electrons are injected into the magnetosphere from the tail at larger L * . At high energies, diffusion is the dominant process and the gradient is negative at
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larger L * as electrons diffuse out to the magnetopause. Our low-energy boundary condition assumes that between these two regimes, there is a value of where the phase-space density gradient (at constant first and second invariant) is zero for L * > 5.5.
In the results presented so far, we have placed the low-energy boundary at min = 100 MeV/G for equatorially mirroring electrons. Figure 8 illustrates the effect of varying the value of min . Figure 8a shows the data from the CRRES spacecraft. Figure 8d shows the same simulation as Figure 7 but with min = 50 MeV/G. The flux is overpredicted compared to the data, probably because at the lower energies convection due to the electric and magnetic fields should be included in the model. Figure 8c shows the result when min = 150 MeV/G. Now the flux is underpredicted, particularly later in the simulation (days 243-245). Figure 8b reproduces the flux when min = 100 MeV/G for comparison and provides the best agreement with the observations. This value of min = 100 MeV/G is consistent with the results in Brautigam and Albert [2000] but lower than that observed by Turner et al. [2012c] . The results in Turner et al. represent one set of observations taken during disturbed conditions. The radial profiles in Brautigam and Albert [2000] suggest that a lower value (100 MeV/G) may be more appropriate. If there is a value of where f ∕ L * is near zero, it may be depend on the level of geomagnetic activity, solar wind conditions, the level of substorm activity, and other factors. Since we use one value of min for all conditions, then it must represent an average value for all conditions. More observations of the phase-space density are needed to investigate this further.
Discussion
We have shown that in our model, an outer radiation belt can be created from a low-energy source alone; it does not require a source at the outer boundary. Low-energy electrons in the outer region are accelerated by interaction with the chorus waves over a large region of space from the plasmapause out to L * = 10. At larger L * radial transport is rapid and dominates the net acceleration (i.e., the acceleration taking losses due to pitch angle scattering into account) and electrons are transported to the outer boundary. Around L * = 4-5 acceleration exceeds transport and the outer belt peaks. Inside the plasmapause, the absence of chorus means that transport and loss are the dominant processes, producing the inner edge of the outer belt.
We have modeled the outer radiation belt using a three-dimensional model by placing the outer boundary at L * max = 10 and setting the phase-space density to zero here, representing losses to the magnetopause. This approach is possible because we have new chorus diffusion coefficients for the region 1.5 ≤ L * ≤ 10. The choice of L * max = 10 as the outer boundary was determined by the extent of the chorus diffusion matrix, but the results are not very sensitive to the choice of L * max , provided that L * max is not too close to the outer belt, typically L * max > 8.5. Simulations (not shown here) using L * max = 9 are indistinguishable from those with L * max = 10. In this outer region, radial diffusion is very rapid, since the Brautigam and Albert diffusion coefficients are proportional to (L * ) 10 , so the precise location of the boundary has little effect on the final solution, provided it is placed at L * > 8.5. Although the Brautigam and Albert diffusion coefficients were derived using data at L * = 4 and L * = 6.6, we are using them for 2 ≤ L * ≤ 10 since no suitable radial diffusion coefficients have been published for 6.6 ≤ L * ≤ 10. However, as noted above, the timescale for radial diffusion in this region is very rapid and having a very accurate determination of the diffusion coefficient may not make an appreciable difference to the solution, though measurements to confirm that they are large are required.
As illustrated in Figure 1 , acceleration due to chorus waves is very rapid at large values of L * [Horne et al., 2013b] . Significant electron acceleration occurs outside of L * = 7, although the peak in phase-space density often lies inside L * = 6. This may explain much of the success of simple 1-D radial diffusion models for the outer radiation belt [e.g., Lam et al., 2007; Ozeke et al., 2012] . Although these models do not explicitly include the acceleration due to wave-particle interactions, they are introducing it implicitly through their outer boundary condition; the phase-space density on the outer boundary is set using data from a location where there is already significant acceleration due to wave-particle interactions. The models then transport this already accelerated electron population to lower L * .
ULF wave power correlates with solar wind speed and is significantly enhanced when the solar wind exceeds 500 km s −1 [Engebretson et al., 1998 ]. Since flux dropout events are associated with an increase in the solar wind dynamic pressure [Ohtani et al., 2009] , this suggests that they should also be associated with GLAUERT ET AL.
increased ULF wave power. The Brautigam and Albert radial diffusion coefficients use the Kp index as a proxy for the ULF wave power. Since increased Kp is not necessarily associated with increased solar wind speed or dynamic pressure, the Brautigam and Albert diffusion coefficients may underestimate the radial transport when the magnetopause is compressed. An increase in the radial diffusion, above the current Kp-determined value, when the magnetopause moves closer to the Earth would enhance the flux dropouts in the model, possibly extending them to lower L * . An investigation of radial diffusion during magnetopause compressions would prove illuminating.
The model is unable to capture the full extent of the acceleration following the second storm on day 242. Our chorus model, driven by Kp [Horne et al., 2013b] , has five activity bands, the most active of which is Kp > 4. This limitation is due to a lack of data to fully define the chorus model during very active periods. For most of the period following the second storm, Kp > 4 and Kp = 6 for extended periods. As a result, chorus acceleration will be significantly underestimated in the model during this period. Further work is required to improve the chorus model during very active conditions.
In order to provide a low-energy boundary condition for 2 ≤ L * ≤ 10 that is independent of data, we have placed the boundary at min = 100 MeV/G, assumed the phase-space density is constant for L * > 5.5, and used a statistical model to determine the constant value. The combination of these assumptions places limitations on the current model. Our choice of min = 100 MeV/G is higher than other authors. Varotsou et al. [2008] use a constant phase-space density for all L * at min = 0.1 MeV/G, a value of min where convection effects that are omitted from the model are likely to be significant. Subbotin and Shprits' [2009] choice of min = 11 MeV/G is more realistic for models that omit convection, but their assumption that the phase-space density is constant in time is unlikely to be a good approximation at times, for example, during injection events. However, in models that specify the phase-space density on outer L * boundary, the outer L * boundary condition may at least partly compensate for inaccuracies in the low-energy boundary by providing a realistic energy spectrum that can be transported inward.
In our model, changes in the low-energy electron population, for example, injections during substorms, can only be incorporated via the low-energy boundary condition. Since we assume a constant phase-space density for L * > 5.5 and drive this boundary using a statistical model we are unlikely to completely capture the dynamics associated with individual events. For example, during the storm on day 242 there is a large increase in the AE index, which is likely to be associated with an injection of low-energy electrons during a substorm. Although the phase-space density on our low-energy boundary will change, the statistical model may not capture the actual increase accurately. Combined with the limitations of the chorus model for Kp > 4 discussed earlier, this may contribute to the inability of the model to reproduce the increase in flux following the second storm.
To derive the low-energy boundary condition, the current model assumes that there is a value of where the phase-space density is constant with L * for L * > 5.5 and has a fixed, scalable profile at lower L * . This clearly simplifies the modeling since it means that if the phase-space density is known at one value of L * , it can be determined for all L * . The evidence for a flat phase-space density beyond L * = 5.5 is discussed in section 2.3. The use of a fixed radial profile in the slot region may not be very accurate as this region can fill during very active conditions. However, in this region there is little or no acceleration due to chorus waves and radial diffusion is weaker than at larger L * , so the low-energy boundary condition has little effect on the flux at MeV energies here. Improvements to the low-energy boundary condition are the subject of ongoing work.
On the L min and E min boundaries we determine the 90
• equatorial flux and then assume a sin pitch angle dependence for other equatorial pitch angles. This approach has been used by many previous authors [e.g., Albert and Young, 2005; Subbotin and Shprits, 2009; Woodfield et al., 2014] . Glauert et al. [2014] fitted sin n distributions to the CRRES data and typically found that 0.05 < n < 0.5. Rerunning our simulations using sin 0.05 distributions instead of sin shows that changing the pitch angle dependence of the boundary condition in this way has very little effect on the results for electrons with an equatorial pitch angle close to 90 • .
We have described a simple method for taking the location of the LCDS into account in three-dimensional radiation belt models. For the test case presented here, including the LCDS in the model with a zero outer boundary did not have a dramatic effect. However, the magnetopause only came in to about 7 R E in this example. Unfortunately, there is limited coverage of solar wind data for the CRRES period, limiting the number of dropout events that can be studied from this period. Further work is planned to use Van Allen Probes data to validate and improve the model now that pitch angle-resolved data are available.
The model for the LCDS includes the effect of drift shell splitting but is based on a few results at only two pitch angles. Further investigation of the behavior of the LCDS under different conditions could improve the model. In particular, more test particle simulations could be used to determine a better relationship between the LCDS and the magnetopause location; magnetic field models could be used directly (as in the one-dimensional study of Yu et al. [2013] ) to determine the location of the LCDS or indirectly by developing a relationship between the LCDS and solar wind parameters and geomagnetic indices.
Chorus waves, plasmaspheric hiss, and LGW have been included in the model, with the plasmaspheric hiss being confined to the plasmasphere. Hiss in plumes is not included here but may contribute to losses in the outer belt [Summers et al., 2008] . Other waves such as magnetosonic waves and electromagnetic ion cyclotron (EMIC) waves may also play a role in radiation belt dynamics. Magnetosonic waves can accelerate electrons between ∼ 10 keV and a few MeV in the outer radiation belt on a timescale of 1-2 days for waves with intensities of the order 50,000 pT 2 . EMIC waves resonate with highly relativistic electrons [Lyons and Thorne, 1972; Horne and Thorne, 1998; Summers et al., 1998; Albert, 2003] causing pitch angle scattering and loss to the atmosphere [Thorne, 1974; Thorne and Andreoli, 1980] . Under certain circumstances they are able to resonate with electrons with energies of the order of 1 MeV and may be strong enough to cause strong diffusion scattering [e.g., Meredith et al., 2003b] . Further work needs to be undertaken to produce geomagnetic activity and location-dependent diffusion coefficients for these types of wave.
The simulations presented here use the Kp index to drive the wave-particle interactions. The BAS Radiation Belt Model can also drive these interactions using the AE index, and it has been shown that this gives better results . Using AE rather than Kp might, in particular, improve the modeling of the flux increase following the second storm (day 242) as AE correlates better with substorm activity. However, the model described here was developed as part of a European Union FP7 project, SPACECAST (www.fp7-spacecast.eu) to develop forecasts for the radiation belts. At present, there are forecasts available for the Kp index [e.g., Boberg et al., 2000] but not for the AE index so the Kp index has been employed here. The Shin and Lee model used for the low-energy boundary condition can be used for forecasting, even without a forecast of the solar wind velocity. It is driven by the maximum value of the solar wind velocity over an energy-dependent previous time period, which includes a time delay for energies > 65 keV. In quiet conditions, there is little variation in the solar wind velocity so the maximum solar wind velocity over the preceding hours is generally representative of the solar wind velocity over the next 3 h. In active conditions, the L * used to determine the location for the Shin and Lee data is generally lower, the energy corresponding to min = 100 MeV/G is higher, and typically, the time delay used in calculating the maximum value of the solar wind velocity is longer than the forecasting time (3 h). This allows the Shin and Lee model to be used for forecasting. However, the Shue model for the magnetopause location uses solar wind pressure and IMF B z . A time delay (typically 1 h) can be assumed between measurements at the ACE spacecraft and changes to the magnetopause location but to forecast ahead of that requires a forecast of these parameters. Fortunately, as shown above, the model results inside geostationary orbit (typically around L * = 6) are not very sensitive to the magnetopause model as, at present, an assumption of persistence is the only practical option for forecasting the measurements from ACE.
Summary and Conclusions
We have presented results from three-dimensional radiation belt simulations using a zero phase-space density at the outer boundary, representing losses to the magnetopause. The source of electrons in the simulation is the electron flux at the low-energy boundary, which is effectively a very soft spectrum and is assumed to arise from injection by convection electric fields.
Our principle conclusions are the following:
1. The existence and location of the outer radiation belt can be reproduced in our model without the need for a source at the outer boundary. Electrons at the low-energy boundary are accelerated by chorus waves to form the outer belt.
