Computational models and intracellular recordings were combined to characterize synaptic bombardment in neocortical pyramidal neurons during active states in vivo. Application of tetrodotoxin revealed that synaptic activity accounts for up to 80% of the input conductance. These experiments were replicated assuming that excitatory and inhibitory synapses release randomly at high rates (1}5 Hz). A signi"cant correlation between synaptic events had to be introduced to account for the membrane potential #uctuations recorded experimentally. We conclude that pyramidal neurons in vivo experience high-frequency synaptic events with a signi"-cant correlation. The consequences of this synaptic bombardment on cellular responsiveness are investigated in the companion paper.
Introduction
The synaptic connectivity of the neocortex is very dense, each pyramidal cell receiving 5000 to 60,000 synapses [3] , 70% of which originate from other cortical neurons. Given that neocortical neurons spontaneously "re at 5}20 Hz in awake animals [9, 15] , cortical cells must experience tremendous synaptic currents. This synaptic background activity (also called synaptic bombardment) may signi"cantly in#uence the integrative properties of cortical neurons.
This theme was explored by several modeling studies on cortical [1, 7, 13] , thalamic [4] and cerebellar neurons [19, 24] . These models predicted that the dendritic conductances tonically activated by background activity profoundly a!ect the electrotonic properties of neurons as well as their "ring behavior. Unfortunately, few experiments are available to constrain synaptic bombardment because of the technical di$culty of performing intracellular recordings in awake animals.
To characterize synaptic background activity, our approach [7] has been to combine computational models of neocortical pyramidal neurons with in vivo intracellular data obtained in ketamine}xylazine anesthetized cats before and after local microperfusion of tetrodotoxin (TTX) or synaptic blockers [16, 18] . The interest of this approach derives from the fact that ketamine}xylazine anesthetized animals display spontaneous periods of desynchronized electroencephalogram (EEG) activity, with cortical neurons "ring spontaneously at 5}20 Hz, which are features similar to the waking state [21, 22] . Thus, using this paradigm, we estimated the release conditions during active states associated to desynchronized EEG, as we report here.
Experimental characterization of active states
Intracellular recordings of morphologically identi"ed pyramidal neurons were performed in cat neocortex (area 5}7) during ketamine}xylazine anesthesia. An array of stimulating tungsten electrodes and a microperfusion pipette were inserted in cortex, and intracellular recordings were obtained in their vicinity (1}2 mm; see Methods in Refs.
[16}18]). Active periods were selected based on the following criteria: (a) the EEG is desynchronized; (b) the cell "res tonically in the 5}20 Hz range; (c) the period is long enough ('1 s) to allow analysis.
To estimate the e!ect of network activity, we have compared intracellularly recorded cells in active periods and after microperfusion of TTX to the cortex. During active periods, neocortical neurons were characterized by highly #uctuating activity and spontaneous "ring in the 5}20 Hz range (Fig. 1A1) . After microperfusion of TTX, this activity was abolished (Fig. 1A2 ) and responses to cortical stimulation were totally suppressed [16, 18] .
The input resistance (R ) was estimated before and after TTX application by injection of hyperpolarizing current pulses in the linear portion of current}voltage relations. During active states, neocortical neurons had a low R (9.2$4.3 M ; mean$SE; n"26), as shown by the relatively small-voltage responses to intracellular current injection (Fig. 1B1) . After TTX, the same cells showed a much larger R (46$8 M ; n"9), calculated at the same < (Fig. 1B2 ). Although the absolute R values varied from cell to cell, 9 cells recorded before and after TTX showed similar relative changes, showing a "ve-fold (81.4$3.6%) R decrease during active periods compared to quiescent conditions. Another aspect of background activity is that cortical neurons display highamplitude < #uctuations (Fig. 1A1) . Measuring the amplitude of #uctuations by calculating the standard deviation of the < ( ) revealed that, in 9 di!erent cells recorded successively during active periods and after TTX application, was reduced from 4.0$2.0 to 0.4$0.1 mV, respectively, as illustrated by histograms of < distribution (Fig. 1C) . These histograms also show that, after TTX, the < dropped signi"cantly to !80$2 mV, as reported previously [18] . During active periods, the average < was !65$2 mV in control conditions (K-Acetate-"lled pipettes) and !51$2 mV with chloride-"lled recording pipettes. These conditions correspond to chloride reversal potentials (E ! ) of !73.8$1.6 and !52.0$2.9 mV, respectively [17] .
Taken together, these data show that active periods are characterized by (a) a &5-fold decrease in R ; (b) a signi"cant depolarization of 15}30 mV depending on the recording conditions; (c) a&10-fold increase in the amplitude of < #uctuations. In the following, we use computational models to estimate the release conditions at glutamatergic and GABAergic synapses to account for these data. 
Computational models of active states
Computational models were based on four morphologically reconstructed pyramidal neurons from cats (one from layer II}III, two from layer V and one from layer VI), which were obtained from two previous studies [2, 8] . Simulations obtained using layer VI pyramidal cell ( Fig. 2A) are shown here, but these results were robust to changes in the dendritic morphology and were therefore not dependent on the speci"c cell used (see details in Ref. [7] ). Voltage-dependent conductances were inserted in soma, dendrites and axon. Na> and K> currents were simulated by Hodgkin and Huxley [11] type models, and had kinetics and soma/dendrite densities based on measurements in hippocampal or neocortical pyramidal neurons (see details in Ref. [7] ). Synaptic currents were simulated by kinetic models of glutamatergic and GABAergic receptors: glutamate -amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), glutamate N-methyl-D-aspartate (NMDA), and -aminobutyric acid type-A (GABA ) receptor types were simulated according to two-state kinetic models [5, 6] . The densities of synapses in di!erent regions of the cell were estimated from morphological studies in neocortical pyramidal cells [3] (see details in Ref. [7] ). The number of synapses per 100 m of membrane were: 10}20 (GABA , soma), 40}80 (GABA , axon initial segment), 8}12 (GABA , dendrites) and 55}65 (AMPA-NMDA, dendrites), leading to a total of 16 563 glutamatergic and 3376 GABAergic synapses for the layer VI cell shown in Fig. 2A . Using these synapse densities, quantal conductances were estimated by matching the model to recordings of miniature synaptic events [7] and were 1200 ps for AMPA and 600 ps for GABA . The interest of the present approach is that the model could be constrained by recordings of the same neurons during three di!erent states: active periods with desynchronized EEG (see above), miniature synaptic events (microperfusion of TTX) and absence of synaptic activity (TTX#synaptic blockers). To characterize active periods, the model was constrained according to the following steps (see details in Ref. [7] ): (1) the passive properties were estimated based on recordings in the absence of synaptic activity; (2) quantal conductances and synaptic densities were estimated from miniature synaptic events; (3) active periods were modeled based on the assumption that they are generated by the same populations of synapses that produced miniature events, except that the release frequency is higher. Assuming that quantal conductances and release frequencies are uniform, the same model could reproduce the following experimental measurements: (a) neocortical neurons have a high R and hyperpolarized rest in quiescent conditions (Fig. 1A2, B2) ; (b) in the presence of synaptic bombardment, the R is about "ve-fold lower (Fig. 1B) and the < is depolarized by about 15 mV (Fig. 1C) ; (c) with IPSPs reversed around !55 mV, the < depolarizes further by about 10}15 mV (not shown). This model is illustrated in Fig. 2B .
Thus, several features of active states can be modeled assuming that pyramidal neurons receive random synaptic events corresponding to high release frequencies, namely 1 Hz for AMPA-mediated synapses and 5.5 Hz for GABA -mediated synapses (compared to 0.009}0.012 Hz for miniature events). Several combinations of parameters were consistent with experimental data, but the domain of these parameters was narrow (see details in [7] ).
At this point, the model accounts for the R and average < recorded experimentally. However, due to the large number of synaptic events occurring randomly, the membrane was virtually clamped around !65 mV (Fig. 2C, uncorrelated) . A search for the e!ect of various parameters, such as quantal conductances, release frequency and synapse density, always produced too small amplitudes of < #uctu-ations [7] . However, introducing a correlation (c"0.1) between the di!erent release events produced #uctuations of larger amplitude (Fig. 2C, correlated) , leading to spontaneous "ring and amplitude distributions consistent with experimental data (Fig. 2C, right panels) .
These results were checked with four cell geometries [7] . Considering the same values of conductance density (both passive and synaptic), di!erent cells showed di!erent absolute values of R , but all showed similar relative R changes of about 80%, similar to experiments (see details in [7] ). For all cells, a signi"cant correlation was necessary to yield correct values of .
Finally, because active states are characterized by marked oscillatory activity in the fast (20}60 Hz) frequency range [20] , we also considered the case of oscillatory correlations. Instead of using random events occurring with a constant correlation of c"0.1, the release at di!erent synapses still was random, but was correlated according to a sinusoidal temporal pattern (correlation oscillating between 0 and 0.2 with a period of 25 ms). This oscillatory pattern of correlation produced largeamplitude < #uctuations with correct R , and average < (Fig. 2D ). This case was therefore indistinguishable from the constant correlation case, except that oscillatory components are enhanced (compare C and D in Fig. 2 ), which is a feature often seen in intracellularly recorded cells during active states.
Conclusion
In conclusion, this combination of computational models with in vivo intracellular recordings suggests that during active states with desynchronized EEG activity, as in the wake state, pyramidal neurons are subject to important currents mostly of synaptic origin, in agreement with previous reports [7, 10, 18] . This synaptic bombardment accounts for up to 80% of the input conductance, which is in the upper range of previous theoretical estimates [1, 13] . Perhaps the most surprising result was that a signi"cant correlation between individual release events had to be introduced. This correlation may be due to the fact that in the cortex, single axons usually establish several synaptic contacts per cell [14, 23] . Also, the presence of oscillatory amplitude #uctuations in the EEG implies correlated activity in the network. The consequences of this type of synaptic activity on cellular responsiveness are investigated in the companion paper [12] .
