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Introduccio´n
En la actualidad una de las principales tareas a resolver dentro del a´rea de visio´n
por computadora en las ultimas de´cadas ha sido los sistemas de reconocimiento facial
que esta´n altamente evolucionados, sin embargo el performance de cada uno de ellos.
En aplicaciones reales esta´ siendo influenciado por el contexto; Es decir el lugar donde
se emplee una solucio´n no puede ser general para todo. Muchas de las a´reas de compu-
tacio´n esta´n atacando este problema de identificar personas de manera automatizada y
esto es una realidad en muchos de los aeropuertos internacionales, entidades bancarios
y otras instituciones.
Desde hace aproximadamente una de´cada atra´s, el reconocimiento de rostros ha
llegado a ser un a´rea popular de la investigacio´n desde el punto de vista de la compu-
tacio´n y una de las aplicaciones ma´s exitosas de ana´lisis y entendimiento de ima´genes.
Debido a la naturaleza del problema no solo investigadores del a´rea de ciencias de la
computacio´n esta´n interesados en el tema, sino que tambie´n los neuro´logos y psico´logos
entre otros.
Existen diversas formas mediante las se puede identificar a una persona, Pero la ten-
dencia actual nos propone utilizar la biometr´ıa, que basa su procedimiento en me´todos
alternativos que demanden de caracter´ısticas u´nicas e infalsificables de cada individuo,
como es el caso de huellas dactilares, termo retratos, ana´lisis de retina, y principal-
mente el reconocimiento de rostros. La diversidad de sus aplicaciones comerciales, el
constante crecimiento de los recursos computacionales y los retos en el campo de in-
vestigacio´n han atra´ıdo a numerosos grupos de neurofisiolog´ıa, psico´logos y cient´ıficos
de la informa´tica a una suma de esfuerzos en v´ıa de resolver tan desafiante problema.
xii
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Resumen
En este trabajo se presenta un algoritmo de localizacio´n y reconocimiento de rostros
en ima´genes digitales de frente con variacio´n en escala. Se describe la construccio´n del
sistema de adquisicio´n de ima´genes para generar una base de datos de fotograf´ıas que
permitan ser comparadas contra ima´genes con cambio de escala.
Adema´s, se presenta como crear la base de datos de ima´genes de prueba, as´ı como
los resultados en la localizacio´n de ojos, la extraccio´n de la regio´n el´ıptica de la cara, la
normalizacio´n, el suavizado con variacio´n total y la aplicacio´n de la te´cnica de ana´lisis
de componentes principales para la generacio´n del espacio de Eigenfaces y obtencio´n
del rostro promedio. Finalmente, se presentan resultados comparables en eficiencia de
reconocimiento de rostros de te´cnicas similares.
En esta tesis se propone el algoritmo eigenface el cual es de reconocimiento de
rostros en ambientes con condiciones totalmente realistas y un tiempo de respuesta
adecuado en el momento de ejecucio´n. El algoritmo es capaz de reconocer cualquier
rostro en una sola imagen la cual es usada posteriormente para reconocer a la persona
bajo diferentes condiciones en el ambiente. Una etapa de pre procesamiento es usada
para reducir el efecto de las diferentes condiciones de iluminacio´n, y entonces identificar
las regiones necesarias obteniendo as´ı el resultado final de comparaciones.
Palabras claves: Eigenface, Reconocimiento de rostro, Ana´lisis de componentes
principales, Algoritmo, ima´genes digitales.
xiii
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Cap´ıtulo 1
Generalidades.
1.1. T´ıtulo.
RECONOCIMIENTO FACIAL BASADO EN EL ALGORITMO EIGENFACE.
1.2. Descripcio´n del problema.
A nivel de nuestra sociedad estamos sujetos a identificarnos en todo recinto para
validar y salvaguardar la seguridad de nuestros datos personales, entonces la insegu-
ridad comienza a dar presencia en la sociedad. Existen diversas formas mediante las
cuales a una persona se puede identificar: ru´brica, DNI, contrasen˜a, co´digo de barras,
huellas dactilares, etc. A pesar de ser particulares, estos “passwords”que autentican
nuestra identidad pueden ser falsificados, no garantizando la legitimidad del elemento
de identificacio´n.
Estos medios de identificacio´n no otorgan un grado de certeza confiable, por lo que
la tendencia actual nos propone utilizar la biometr´ıa, que basa su procedimiento en
me´todos alternativos que demanden de caracter´ısticas u´nicas e infalsificables de cada
individuo, como es el caso de huellas dactilares, termo retratos, ana´lisis de retina, y
principalmente el reconocimiento de rostros.
El empleo de estas te´cnicas generalmente tiene un costo muy alto, por concepto de
1
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2equipos biome´tricos, implementacio´n del sistema, mantenimiento, etc., por lo que este
tipo de tecnolog´ıa no se encuentra al alcance de cualquier persona natural o empresa
que demande de dicho equipo.
El enfoque de este trabajo es plantear una alternativa ma´s a la deteccio´n y re-
conocimiento de rostros humanos en fotograf´ıas el cual es un problema cada vez con
ma´s auge en el campo por visio´n por computadora, proponiendo una alternativa de
solucio´n eficaz con la tecnolog´ıa actual, al alcance de todos y de uso cotidiano, en el
reconocimiento de patrones que caracterizan al rostro humano y la investigacio´n pro-
pone una alternativa de solucio´n eficaz con tecnolog´ıa daily, al alcance de todos y de
uso cotidiano, en el reconocimiento de patrones que caracterizan al rostro humano.
1.2.1. Problema general.
¿Mediante el desarrollo del algoritmo eigenface se podra´ crear una aplicacio´n de
reconocimiento de rostro eficiente para la deteccio´n por fotograf´ıas de rostro humano?
¿Existe dificultades en el reconocimiento de personas a partir del rostro en la falsi-
ficacio´n de de datos personales. en cualquier organizacio´n?
1.2.2. Problemas Espec´ıficos.
¿Existe dificultades para la identificacio´n correcta de personas en el proceso de
reconocimiento de acuerdo a los rasgos del rostro, por el problema de pareci-
dos(familiares)?
Existe problemas dentro de la identificacio´n de personas que se da con gran
frecuencia con el tema de la Homonimia?
¿En nuestra sociedad, para poder identificar a una persona estamos sujetos a
realizar muchos tra´mites y pagos el cual demanda mucho tiempo para llegar a
reconocer a una persona?.
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31.3. Justificacio´n del problema
El tema de Reconocimiento de Rostros por medios informa´ticos ha cobrado gran
intere´s en vista de su importancia en el contexto actual en medidas de seguridad, siendo
esta la base fundamental de la realizacio´n de este trabajo.
Con el modelo computacional se pretende aumentar los niveles de reconocimiento
que actualmente se presentan en los algoritmos de Reconocimiento de Rostros y dis-
minuir el grado de complejidad computacional para la extraccio´n de caracter´ısticas,
clasificacio´n y verificacio´n que permitan identificar a cada uno de los individuos duran-
te el proceso de reconocimiento.
As´ı mismo, durante la elaboracio´n de este trabajo de investigacio´n se buscara´ ayu-
dar a mejorar los problemas de identificacio´n de los individuos que se presenta, El
algoritmos eigenface mejora los problemas de identificacio´n cuando se presentan varia-
ciones de iluminacio´n, escala y expresiones faciales.
La tarea de reconocimiento de rostros la podemos encontrar en lugares donde se
requiera identificar de manera automa´tica y con un buen grado de confiabilidad a las
personas que tienen acceso a a´reas restringidas con tecnolog´ıas daily.
1.4. Objetivos
1.4.1. Objetivo general
Desarrollar un Sistema de Reconocimiento Facial que nos permita identificar rostro
humano, basado en el ana´lisis de caracter´ısticas faciales a partir del algoritmo eigenfa-
ces.
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41.4.2. Objetivos espec´ıficos
Disen˜ar la extraccio´n de caracter´ısticas del rostro correspondientes a la regio´n de
los ojos y la nariz, mediante las te´cnicas de procesamiento digital de ima´genes,
para reducir la imagen a un nu´mero mı´nimo de componentes, los cuales contengan
la informacio´n discriminante del rostro.
Determinar te´cnicas de procesamiento digital de ima´genes que permitan minimi-
zar la tasa de error del algoritmo Eigenface.
Construir un sistema de reconocimiento de rostros de bajo costo para ser instalado
en cualquier sistema operativo.
1.5. Variables.
1.5.1. Variable independiente
Algoritmo Eigenface.
1.5.2. Variable dependiente
Reconocimiento facial.
1.5.3. Operacionalizacio´n de variables
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Cap´ıtulo 2
Marco Teo´rico
2.1. Antecedentes de la investigacio´n
Matthew Turk y Alex Pentland,1991, Eigenfaces for Recognition: Utili-
zando las te´cnicas del algoritmo Eigenfaces, llega a una conclusion de que el error
residual pod´ıa ser utilizado para detectar caras en las ima´genes con gran efecti-
vidad, un descubrimiento que permitio´ automatizar sistemas de reconocimiento
facial en tiempo real fidedignos. [Pentland, 2004]
Leoncio Gutierrez Mamani, 2011, Patrones De Reconocimiento Facial
Mediante Redes Neuronales: Este proyecto emplea nuevas soluciones al pro-
blema del Reconocimiento Facial mediante redes neuronales enmarcadas dentro
de la Visio´n bidimensional. En dos dimensiones se han propuesto dos te´cnicas de
reduccio´n de informacio´n, basadas en la utilizacio´n de ana´lisis de componen-
tes principales (PCA), el empleo de ima´genes de baja resolucio´n, el me´todo
de procesamiento que utiliza una plantilla por sujeto y siendo cada plantilla una
imagen del sujeto que se quiere verificar, se realiza una seleccio´n de regiones de
piel candidatas a ser caras y su validacio´n mediante MAPAS de ojos y boca.Se
utiliza PCA para extraer las caracter´ısticas que representan a las ima´genes, las
caracter´ısticas sirven para entrenar y simular las redes neuronales. Con las sali-
das de las redes neuronales se seleccionan las ima´genes de la base de datos que
5
Page 18 of 86
6se parecen a la cara de la imagen.
En el trabajo implementado se ve la gran influencia del tipo de ima´genes uti-
lizadas para el reconocimiento, siendo mucho mejores los resultados cuando las
ima´genes cumplen unas ciertas caracter´ısticas, como ser las ima´genes extra´ıdas
en un ambiente controlado.[Mamani, 2011]
Gomez Jime´nez Carmen Virginia, Abril 2009,Disen˜o y Desarrollo de
un Sistema de Reconocimiento de Caras: En este proyecto se presenta un
sistema biome´trico de reconocimiento que utiliza como caracter´ıstica biome´trica
una imagen digital esta´tica del rostro humano por el cual puede detectar y reco-
nocer rostros humanos en fotograf´ıas y secuencias de v´ıdeo es un problema cada
vez ma´s en auge en el campo de la visio´n por ordenador, y son muchas las apli-
caciones pra´cticas tienen en la actualidad, como la vigilancia, videoconferencia,
control de acceso, etc.
la solucio´n al que llegamos con esta investigacio´n se puede dividir en dos fases,
la de deteccio´n de la cara dentro de la imagen y la de reconocimiento. En la
deteccio´n de p´ıxeles de piel en la imagen. Posteriormente se realiza una seleccio´n
de regiones de piel candidatas a ser caras y su validacio´n mediante MAPAS de
ojos y boca. Adema´s se implementa un sistema alternativo de deteccio´n de la
cara, por si con el anterior me´todo no se detecta ninguna. E´ste me´todo toma la
mayor regio´n de piel encontrada en la imagen y genera una elipse con sus ca-
racter´ısticas para devolver como cara la parte de la imagen que coincide con la
elipse.[Virginia, 2009]
M. Turk and A. Pentland, 1991, Face recognition using Eigenfaces:
Presenta un nuevo algoritmo para el reconocimiento automa´tico de rostros Ei-
genfaces de Imagen Reducida basado en el modelo Eigenfaces buscando mejorar
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7el porcentaje de reconocimiento.
Se desarrollaron dos algoritmos diferentes del me´todo original de Eigenfaces para
comparar los resultados obtenidos por el nuevo modelo bajo distintas condicio-
nes, como lo son la cantidad de personas, y la cantidad de fotos de cada una de
ellas. En la experimentacio´n se utilizo´ una base de datos limitada de ima´genes
que han sido normalizadas internacionalmente.
Con este me´todo presentado se logran dos importantes ventajas: Se mejora el
porcentaje de aciertos en el reconocimiento y permite trabajar con un conjunto
de ima´genes mayor para el entrenamiento.[Turk and Pentland., 1991b]
TINOCO DE LA LUZ R., 2009, Sistema De Reconocimiento Facial por
Medio de Eigenfaces Y Redes Neuronales:Este proyecto propone desarrollar
un sistema de reconocimiento de rostros, el cual utiliza la metodolog´ıa de Redes
Neuronales Artificiales. Adema´s, se propone e implementa un me´todo para la ex-
traccio´n de caracter´ısticas de ima´genes de rostros. Este me´todo tiene la ventaja
de ser fa´cil de implementar y de no necesitar de ca´lculos complejos. Adema´s, al
utilizar una red neuronal artificial, el sistema es tolerante a variaciones en las
expresiones faciales y a detalles faciales tales como el uso de aretes, lentes, entre
otros. Los resultados obtenidos por el sistema indican que al combinar la Red
Neuronal Artificial, con el me´todo de extraccio´n de caracter´ısticas propuesto, se
obtiene una eficiencia bastante aceptable.
Se lograron resultados de reconocimiento de un alto nivel, tanto para la base de
datos propuesta, como para la creada, con lo que se concluye la eficiencia del
software implementado.
Luis Bla´zquez Pe´rez, 2013, Reconocimiento Facial Basado en Puntos
Caracter´ısticos de la Cara en entornos no controlados: Aplicaron ana´lisis
de componentes principales, una te´cnica esta´ndar del a´lgebra lineal, al problema
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8del reconocimiento facial. Esto fue considerado algo as´ı como un hito al mostrar
que eran requeridos menos de 100 valores para cifrar acertadamente la imagen
de una cara convenientemente alineada y normalizada. [Pe´rez, 2013]
Pedro Pablo Garc´ıa Garc´ıa, 2013, Reconocimiento de Ima´genes Uti-
lizando Redes Neuronales Artificiales: Este trabajo describe el proceso de
extraccio´n de patrones caracter´ısticos de ima´genes, mediante la ayuda de Redes
Neuronales Artificiales. La informacio´n de la Red Neuronal junto con datos adicio-
nales de las ima´genes, sera´n almacenados en una base de datos y consumidos por
un servicio web. Un tele´fono mo´vil con sistema operativo Android consumira´ la
informacio´n almacenada en el servicio web. Posteriormente al realizar una cap-
tura de imagen con la ca´mara del tele´fono, este procesara´ la imagen y junto con
los datos consumidos por el servicio web sera´ capaz identificar de que´ imagen se
trata. Como solucio´n para el tratamiento de las ima´genes se utilizara´n librer´ıas
OpenCV, tanto en el servidor como en el tele´fono mo´vil.[Garcia, 2013]
J. Alberto Solanos y J. Ce´sar Serrano, 2005, Disen˜o e Implementacio´n
de un Sistema de Seguridad Basado en Reconocimiento de Rostros: El
trabajo presenta una solucio´n de reconocer personas por su rostro, para ello el
sistema adquiere una fotograf´ıa del usuario y la procesa, para este procesamien-
to el sistema se basa en la geometr´ıa de la cara, de la cual se extraen medidas
como: distancia entre ojos, distancia de la proyeccio´n perpendicular de la boca
con la l´ınea que forman los ojos, distancia de la proyeccio´n perpendicular de la
nariz con la l´ınea que forman los ojos, distancia entre lagrimales, distancia entre
antilagrimales, distancia entre nariz y boca, a´rea que forman los ojos con la boca
y a´rea que forman los ojos con la nariz.
Los valores adquiridos forman el vector de prueba, el mismo que sera´ comparado
Page 21 of 86
9con el vector de referencia el cual se trae de una tabla de una base de datos y
que se forma tomando las medidas antes descritas pero de una imagen del mismo
usuario tomada con anterioridad.
Para la comparacio´n se utiliza el criterio que consiste en el ca´lculo de la Distancia
Eucl´ıdea entre dos vectores. Del resultado de la comparacio´n el sistema decide si
le da o le niega el acceso a la persona. [SERRANO, 2005]
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2.2. Marco Teo´rico.
2.2.1. Algoritmo Eigenface
Muchos de los modelos computacionales para el reconocimiento de rostros se han
enfocado a detectar caracter´ısticas particulares como ojos, nariz, boca y contorno de
la cabeza; as´ı como modelos que trabajan definiendo la posicio´n del rostro, taman˜o
del rostro y caracter´ısticas combinadas de estos. Empezando primero con los sistemas
desarrollados por Bledsoe [Bledsoe, 1966] y Kanade [Kanade, 1973], un nu´mero de es-
trategias automa´ticas y semi-automa´ticas para el reconocimiento de rostros se han
modelado y clasificado basa´ndose en distancias normalizadas y radios entre los puntos
caracter´ısticos. Recientemente estas aproximaciones generales han sido mejoradas por
el trabajo reciente de Yuille [A.L. Yuille and Hallinan, 1989].
Las investigaciones en el campo de reconocimiento de rostros han mostrado que
las caracter´ısticas individuales y sus inmediata relacio´n comprende una representacio´n
insuficiente para calcular el desempen˜o en la identificacio´n de un rostro humano.
Fleming y Cottrell [Fleming and Cottrell, 1989], emplearon un modelo antiguo tra-
bajado por Kohonen y Lehtio [Kohonen and Lehtio, 1981], el cual emplea unidades
(neuronas) no lineales para entrenar una RNR para clasificar las ima´genes de ros-
tro. El sistema de Stonham [STONHAM, 1986] ha sido aplicado con e´xito en algunas
ima´genes de rostro bidimensionales. En trabajos recientes Burt [BURT, 1988] empe-
lo un ”perceptor inteligente”basado en la aproximacio´n de la multiresolucio´n de una
ma´scara ela´stica que se ajusta al rostro. Esta estrategia es demasiado burda por lo
que debe afinarse para emplearse en propo´sitos espaciales como el ca´lculo ra´pido de
ima´genes multiresolucio´n para la identificacio´n en tiempo real de los individuos. En
el lenguaje de la teor´ıa de la informacio´n se desea extraer la informacio´n relevante de
la imagen de rostro para codificar a esta lo ma´s eficientemente posible y comparar
un rostro codificado con los modelos de rostros similares de las bases de datos. Una
Page 23 of 86
11
simple aproximacio´n para extraer la informacio´n contenida en una imagen de rostro
es de alguna manera capturar las variaciones en un conjunto de ima´genes de rostro
independientemente de cualquier criterio de las caracter´ısticas del rostro, empleando
esta informacio´n para codificar y comparar ima´genes de rostro individuales. En te´rmi-
nos matema´ticos se desea encontrar los componentes principales de la distribucio´n de
los rostros o de los eigenvectores de la matriz de covarianza del grupo de ima´genes de
rostro. Estos eigenvectores pueden ser considerados como un grupo de caracter´ısticas,
las cuales en conjunto caracterizan la variacio´n entre las ima´genes de rostro. Cada ima-
gen localizada contribuye ma´s o menos con cada “eigenvector”, por lo que, se puede
mostrar a un eigenvector como una clase de rostros fantasma (rostro espectral), este
rostro fantasma recibe el nombre de “Eigenface”.
Cada imagen de rostro en el grupo de entrenamiento puede ser representada exac-
tamente en te´rminos de una combinacio´n lineal de eigenfaces. El nu´mero posible de
eigenfaces es igual al nu´mero de ima´genes de rostro del grupo de entrenamiento. Sin
embargo, los rostros pueden tambie´n ser aproximados usando u´nicamente los mejores
eigenfaces, los que tienen los ma´s grandes eigenvalores y que por consiguiente cuentan
para la mayor´ıa de las varianzas dentro del grupo de ima´genes de rostro. La princi-
pal razo´n para utilizar menos eigenfaces es por la eficiencia computacional. El mejor
eigenface expande un subespacio dimensional “espacio del rostro” de todas las ima´ge-
nes posibles, como las senoides con variacio´n de frecuencia y fase que son funciones
ba´sicas de una descomposicio´n de Fourier (y son verdaderas eigenfunciones de los sis-
temas lineales), los eigenvectores son los vectores base de la descomposicio´n eigenface.
La idea de usar eigenfaces fue motivada por una te´cnica desarrollada por Sirovich y
Kirby [SIROVICH and KIRBY, 1987] para mejorar la representacio´n de fotograf´ıas de
rostros empleando un Ana´lisis de Componentes Principales (PCA). Ellos sostienen que
una coleccio´n de ima´genes de rostro puede ser aproximadamente reconstruida por un
pequen˜o grupo de pesos para cada rostro de un pequen˜o grupo de ima´genes. Si un
grupo de ima´genes de rostro puede ser reconstruida por la suma de los pesos de una
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pequen˜a coleccio´n de caracter´ısticas de las ima´genes, entonces una forma eficiente para
aprender y reconocer rostros puede ser construyendo las caracter´ısticas de ima´genes de
rostro conocidas y para reconocer rostros particulares se comparan las caracter´ısticas
de los pesos necesarios para reconstruir aproximadamente a estos con los pesos asocia-
dos y los pesos individuales conocidos.[OROPEZA, 1997] Los siguientes pasos resumen
el proceso de reconocimiento:
Inicializacio´n: Adquirir un grupo de entrenamiento de ima´genes de rostro y cal-
cular los eigenfaces, los cuales definen el espacio del rostro.
Cuando una nueva imagen de rostro es encontrada, se calcula un grupo de pesos
basados en las ima´genes de salida y se proyecta a la imagen de salida dentro de
cada uno de los eigenfaces.
Se determina si la imagen es un rostro conocido o´ desconocido, para ver si la
imagen es lo suficientemente cercano para el espacio del rostro.
Si este es un rostro, se clasifican los pesos como cualquier patro´n de una persona
conocida o´ desconocida.
Si el mismo rostro desconocido es visto var´ıas veces, calcular los pesos carac-
ter´ısticos de este para posteriormente incorporarlo en los rostros conocidos.
Una imagen de rostro y en particular los rostros del grupo de entrenamiento deben
estar cerca del espacio del rostro, el cual en general describe ima´genes que son c¸omo
rostros”. En otras palabras, la distancia de proyeccio´n debe estar dentro de algunos
umbrales. Las ima´genes individuales conocidas deben proyectarse cerca de las clases
de correspondencia del rostro. Existen cuatro posibilidades para la imagen de entrada
y estos vectores patro´n:
1. La imagen de entrada se encuentra cerca del espacio del rostro y cerca de la clase
del rostro.
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2. La imagen de entrada se encuentra cerca del espacio del rostro pero no cerca de
una clase de rostro conocida.
3. La imagen de entrada se encuentra lejos del espacio de rostro y cerca de la clase
de rostro.
4. La imagen de entrada se encuentra lejos del espacio de rostro y lejos de la clase
de rostro conocida.
La tarea de Reconocimiento de identificadores facial es discriminar las sen˜ales de
entrada de datos (imagen) en varias clases (personas). Las sen˜ales de entrada son al-
tamente ruidoso (por ejemplo, el ruido es causado por las diferentes condiciones de
iluminacio´n, pose, etc), sin embargo, las ima´genes de entrada no son completamente al
azar y, a pesar de sus diferencias hay patrones que se producen en cualquier sen˜al de
entrada. Estos patrones, que se pueden observar en todas las sen˜ales podr´ıan ser - en el
dominio de reconocimiento facial - la presencia de algunos objetos (ojos, nariz, boca)
en cualquier rostro, as´ı como las distancias relativas entre estos objetos. Estas carac-
ter´ısticas se llaman eigenfaces en el dominio de reconocimiento facial (o componentes
principales en general). Pueden ser extra´ıdos de los datos originales de la imagen por
medio de una herramienta matema´tica llamada Ana´lisis de Componentes Principales
(PCA).
Mediante PCA uno puede transformar cada imagen original de la formacio´n que
figuran en una Eigenface correspondiente. Una caracter´ıstica importante de la PCA es
que uno puede reconstruir reconstruir cualquier imagen original desde el conjunto de
entrenamiento mediante la combinacio´n de los eigenfaces. Recuerde que eigenfaces son
nada menos que rasgos caracter´ısticos de las caras. Por lo tanto se podr´ıa decir que la
imagen de la cara original puede ser reconstruido a partir eigenfaces si uno suma todos
los eigenfaces (caracter´ısticas) en la proporcio´n adecuada. Cada Eigenface representa
so´lo ciertas caracter´ısticas de la cara, que puede o no puede estar presente en la imagen
original. Si la caracter´ıstica esta´ presente en la imagen original a un grado ma´s alto,
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el porcentaje de la Eigenface correspondiente de la ”suma”de los eigenfaces debe ser
mayor. Si, al contrario, la caracter´ıstica particular no (casi no o) esta´ presente en la
imagen original, entonces el Eigenface correspondiente debe contribuir una parte ma´s
pequen˜a (o en absoluto) a la suma de eigenfaces. As´ı, con el fin de reconstruir la imagen
original a partir de los eigenfaces, uno tiene que construir un tipo de suma ponderada
de todos los eigenfaces. Es decir, la imagen original reconstruida es igual a una suma de
todas las eigenfaces, con cada Eigenface que tiene un cierto peso. Este peso se especifi-
ca, en que´ grado esta´ presente en la imagen original de la funcio´n espec´ıfica (Eigenface).
Si uno utiliza todos los eigenfaces extra´ıdos de las ima´genes originales, se puede re-
construir las ima´genes originales de los eigenfaces exactamente . Pero tambie´n se puede
utilizar so´lo una parte de los eigenfaces. A continuacio´n, la imagen reconstruida es una
aproximacio´n de la imagen original. Sin embargo, se puede asegurar que las pe´rdidas
debido a la omisio´n de algunos de los eigenfaces pueden minimizarse. Esto sucede por
la eleccio´n de so´lo las caracter´ısticas ma´s importantes (Eigenfaces). La omisio´n de ei-
genfaces es necesario debido a la escasez de recursos computacionales.
¿Co´mo se relaciona esto con el reconocimiento facial? La idea es que es posible no
so´lo para extraer el rostro de eigenfaces dado un conjunto de pesas, pero tambie´n para
ir por el camino opuesto. De esta manera opuesta ser´ıa para extraer los pesos de eigen-
faces y la cara de ser reconocidos. Estos pesos dicen nada menos, como la cantidad en la
que la cara en cuestio´n difiere de rostros ”t´ıpicosrepresentados por los Eigenfaces. Por
lo tanto, el uso de este peso se puede determinar dos cosas importantes: Determinar
si la imagen en cuestio´n es una cara en absoluto. En el caso de los pesos de la ima-
gen difieren demasiado de los pesos de las ima´genes de la cara (es decir, ima´genes, de
la que sabemos a ciencia cierta que son caras), la imagen no es probablemente una cara.
Caras similares (ima´genes) poseen caracter´ısticas similares (eigenfaces) a grados
similares (pesos). Si uno extrae los pesos de todas las ima´genes disponibles, las ima´genes
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podr´ıan agrupar a los clusters. Es decir, todas las ima´genes que tienen pesos similares
tienden a ser caras similares.
2.2.2. Algoritmo Original de Eigenfaces
El algoritmo para el reconocimiento facial usando eigenfaces se describe ba´sicamente
en la figura 2.1 . En primer lugar, las ima´genes originales de la serie de capacitacio´n se
transforman en un conjunto de eigenfaces E . Despue´s, los pesos se calculan para cada
imagen del conjunto de entrenamiento y se almacenan en el conjunto W . Al observar
una imagen desconocida X , los pesos se calculan para esa imagen en particular y se
almacenan en el vector W X . Despue´s, W X se compara con el peso de las ima´genes,
de las que se sabe a ciencia cierta que son caras (los pesos de la serie de capacitacio´n
W ). Una forma de hacerlo ser´ıa considerar cada vector de peso como un punto en
el espacio y calcular una distancia media D entre los vectores de peso de W X y el
vector de peso de la imagen desconocida W X (la distancia euclidiana se describe en el
ape´ndice A ser´ıan una medida para eso). Si esta distancia promedio supera un cierto
valor umbral h, entonces el vector de peso de la imagen desconocida W X se encuentra
demasiado ”lejos”de los pesos de las caras. En este caso, el desconocido X se considera
no una cara. De lo contrario (si X Es en realidad un rostro), su vector de pesos W X
se almacena para su clasificacio´n posterior. El valor de umbral o´ptimo h tiene que ser
determinada emp´ıricamente.
2.2.3. Vectores y valores caracter´ısticos
Un vector propio de una matriz es un vector de modo que, si multiplicado con la
matriz, el resultado es siempre un mu´ltiplo entero de ese vector. Este valor entero es
el valor propio correspondiente del vector propio. Esta relacio´n se puede describir por
la ecuacio´ M × u = c × u, donde u es un vector propio de la matriz M y c es el valor
propio correspondiente.
Eigenvectores poseen propiedades siguientes:
Ellos solo pueden ser determinados por las matrices cuadradas.
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Figura 2.1: Principio de funcionamiento de alto nivel del algoritmo de reconocimiento
facial basado en Eigenface
Fuente: http://openbio.sourceforge.net/resources/eigenfaces/eigenfaces-
html/facesOptions.html.
Hay n vectores propios (y los valores propios correspondientes) en una n x n
matriz.
Todos los vectores propios son perpendiculares, es decir, en a´ngulo recto entre s´ı.
2.2.4. Ca´lculo de eigenfaces con PCA
El e´xito de una metodolog´ıa de reconocimiento de rostros depende fuertemente de
los elementos utilizados para representar las ima´genes para su posterior clasificacio´n.
El patro´n que represente a una imagen debe estar compuesto por los elementos ma´s
sobresalientes de ella, permitiendo reducir la cantidad de datos usados en el proceso
de clasificacio´n, y aumentar la diferencia entre ellas para que actu´e como un poderoso
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discriminante o clasificador. Una de las te´cnicas ma´s utilizadas para seleccionar un sub-
conjunto de elementos que cumpla con esas condiciones es el Ana´lisis de Componente
Principal (PCA), la cual genera un conjunto de vectores ortonormales que maximizan
la dispersio´n entre todas las muestras proyectadas, reduciendo al mismo tiempo su
dimensio´n. Los primeros en usar esta metodolog´ıa para representar ima´genes de caras
fueron Kirby y Sirovich [Kirby and Sirovich., 1990], y para reconocimiento de rostros
Turk y Pentland [Turk and Pentland., 1991b] [Turk and Pentland., 1991a].
En primera instancia se desarrollo´ un sistema de reconocimiento de rostros basado
en el algoritmo ba´sico de eigenfaces, En esta seccio´n, se presentara´ el plan original del
algoritmo para la determinacio´n de los eigenfaces con P.C.A. (Analisis Principal de
Componentes).[Franco., 2001][Correa M. S., 2001][Chichizola F., ].
El algoritmo se describe en el alcance de este documento es una variacio´n de la
descrita aqu´ı.
1. Paso 1: Preparar los datos.
En este paso, las caras que constituyen el conjunto de entrenamiento (i) deben
estar preparados para su procesamiento. T
2. Paso 2: Reste la media.
La matriz promedio Y tiene que ser calculada, a continuacio´n, se resta de las
caras originales ( i ) y el resultado se almacena en la variable i :
i = n
i =i
3. Paso 3: Calcular la matriz de covarianza.
En la siguiente paso la matriz de covarianza C se calcula segu´n
4. Paso 4: Calcule los vectores propios y valores propios de la matriz de covarianza.
En este paso, los vectores propios (eigenfaces) ui y los valores propios corres-
pondientes i deben ser calculados. Los vectores propios (Eigenfaces) deben ser
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normalizados, de manera que son vectores unitarios, es decir, de la longitud 1. La
descripcio´n del algoritmo exacto para la determinacio´n de los vectores propios y
valores propios se omite aqu´ı, ya que pertenece al arsenal esta´ndar de la mayor´ıa
de bibliotecas de programacio´n matema´tica. c
5. Paso 5: Seleccione los componentes principales.
Desde M vectores propios (eigenfaces) ui , so´lo M’debe ser elegido, que tiene
los ma´s altos valores propios. Cuanto ma´s alto es el valor propio, los rasgos
ma´s caracter´ısticos de un rostro, ¿describe el vector propio particular. Eigenfaces
con valores propios bajos pueden ser omitidos, como explican so´lo una pequen˜a
parte de los rasgos caracter´ısticos de las caras. Despue´s de Me´igenfaces ui se
determinan, la fase de ”formacio´n”del algoritmo esta´ terminado.
2.2.5. Mejora del algoritmo original
Hay un problema con el algoritmo descrito en la seccio´n 5 . La matriz de covarianza
C en el paso 3 (ve´ase la ecuacio´n 3 ) tiene una dimensionalidad de N2 × N2 , por lo
que uno tendr´ıa N2 eigenfaces y valores propios. Para un 256 × 256 imagen que quiere
decir que hay que calcular un 65 , 536 × 65 , 536 matriz y calcular 65 , 536 eigenfaces.
Computacionalmente, esto no es muy eficiente ya que la mayor´ıa de esos eigenfaces no
son u´tiles para nuestra tarea.
As´ı, el paso 3 y 4 se sustituye por el esquema propuesto por Turk y Pentland:
C = nnT = AAT
L = ATALn,m = A
Tn
ul = vlkkl = 1, ...,M
donde L es una M ×M matriz, v son M vectores propios de L y U son eigenfaces.
Tenga en cuenta que la matriz de covarianza C se calcula utilizando la fo´rmula C = AAT
, la fo´rmula original (ineficaz) se da so´lo por el bien de la explicacio´n de A . La ventaja
de este me´todo es que uno tiene que evaluar so´lo M nu´meros y no N 2 . Por lo general,
M  N2 , ya que so´lo unos pocos componentes principales (eigenfaces) sera´ relevante.
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La cantidad de ca´lculos que deben realizarse se reduce a partir del nu´mero de prixels
(N2 × N2) con el nu´mero de ima´genes en el conjunto de entrenamiento ( M ). En el
paso 5, los valores propios asociados permiten a uno para clasificar los eigenfaces segu´n
su utilidad. Por lo general, vamos a utilizar so´lo un subconjunto de M eigenfaces, el M
e´igenfaces con los valores propios mayores.
2.3. Fundamentos de Procesamiento de Ima´genes
Visio´n por computadora
La visio´n por computador, es decir, el ana´lisis de ima´genes por medio de ordena-
dores, es una ciencia que esta´ creciendo de una manera ra´pida en Espan˜a.
Este libro destaca por su hincapie´ tanto en los diversos elementos que forman un
sistema de visio´n por computador como en los algoritmos que ya esta´n establecidos y
probados, y que forman el cuerpo de esta tecnolog´ıa. La visio´n por computador, que
se encuentra en pleno desarrollo, ya no ofrece solamente soluciones a campos como la
robo´tica o el control de calidad sino que continuamente surgen nuevas aplicaciones que
hasta hace poco se consideraban imposibles, como el reconocimiento automa´tico de
caras o del iris.
Consiste en la adquisicio´n, procesamiento, clasificacio´n y reconocimiento de ima´ge-
nes digitales.
Pixel
Es la unidad mı´nima de visualizacio´n de una imagen digital. Si aplicamos el zoom
sobre ella observaremos que esta´ formada por una parrilla de puntos o p´ıxeles. Las
ca´maras digitales y los esca´neres capturan las ima´genes en forma de cuadr´ıcula de
p´ıxeles, tambie´n se puede interpretar como elemento ba´sico de una imagen (picture
element).
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Imagen
Es un Arreglo bidimensional de p´ıxeles con diferente intensidad luminosa (escala
de gris).
Figura 2.2: Imagen de 16 p´ıxeles
Fuente: Elaboracio´n propia.
Si la intensidad luminosa de cada p´ıxel se representa por n bits, entonces existira´n 2n
escalas de gris diferentes. Matema´ticamente, una imagen se representa por r = f(x, y),
donde r es la intensidad luminosa del p´ıxel cuyas coordenadas son (x, y). Matema´tica-
mente, Un sistema para procesar ima´genes se representa como: g(x, y) = T [f(x, y)].
Color
Color.- El color se forma mediante la combinacio´n de los tres colores ba´sicos rojo,
azul y verde (en ingle´s RGB).A continuacio´n se presentan algunas definiciones ba´sicas
para comprender los espacios de color:
Brillo.- Indica si un a´rea esta´ ma´s o menos iluminada.
Tono.- Indica si un a´rea parece similar al rojo, amarillo, verde o azul o a una
proporcio´n de ellos.
Luminosidad.- Brillo de una zona respecto a otra zona blanca en la imagen.
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Croma.- Indica la coloracio´n de un a´rea respecto al brillo de un blanco de refe-
rencia.
Para obtener una imagen a color deben transformarse primero los para´metros
croma´ticos en ele´ctricos y representar los colores, lo cual puede realizarse de di-
ferentes maneras, dando lugar a diferentes espacios de colores o mapas de color.
Espacio RGB.- se basa en la combinacio´n de tres sen˜ales de luminancia croma´tica
distinta: rojo, verde, azul (Red, Green, Blue). La forma ma´s sencilla de obtener
un color espec´ıfico es determinar la cantidad de color rojo, verde y azul que se
requiere combinar para obtener el color deseado, ver la figura 2; para lo cual se
realiza la suma aritme´tica de las componentes: X = R + G + B, gra´ficamente
representada por un cubo.
Figura 2.3: Espacio de colores RGB
Fuente: Elaboracio´n propia.
En la recta que une el origen con el valor ma´ximo se encuentran ubicados los
grises (escala de gris) debido a que sus tres componentes son iguales. Cuando
Page 34 of 86
22
una ca´mara adquiere una imagen a color, para cada p´ıxel en color se tienen en
realidad 3 componentes, una para cada uno de los colores ba´sicos (rojo, verde y
azul); la ganancia ma´xima para cada componente corresponde a la longitud de
onda de los tres colores ba´sicos.
Un color puede definirse como la combinacio´n de tres colores ba´sicos: rojo, verde
y azul, y expresarse mediante una tripleta de valores de 0 a 1 (R, G, B), donde R,
G y B representan las intensidades de cada uno de los tres colores ba´sicos rojo,
verde y azul, respectivamente. En la table 1 se presentan ejemplos de colores
definidos mediante estas tripletas.
Color R G B
Blanco
Rojo
Amarillo
Verde
Turquesa
Gris
Rojo oscuro
Azul
Aguamarina
Negro
1
1
1
0
0
0.5
0.5
0
0.5
0
1
0
1
1
1
0.5
0
0
1
0
1
0
0
0
1
0.5
0
1
0.83
0
Cuadro 2.1: Cuadro de colores RGB
Fuente: Elaboracio´n propia.
Mapa de color
El mapa de color es una matriz de n x 3, donde cada renglo´n es una tripleta de colo-
res. El primer renglo´n corresponde al valor mı´nimo del eje de color y el ultimo renglo´n
al ma´ximo. Al definir diferentes distribuciones de intensidad de los tres colores ba´sicos,
se crean diferentes mapas de color. Algunos de los mapas de color predeterminados en
MATLAB son:
hsv, cool, hot, jet, gray, flag
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histograma de una imagen
El histograma de una imagen es una representacio´n del nu´mero de p´ıxeles de cierto
nivel de gris en funcio´n de los niveles de gris.
2.3.1. Relaciones entre p´ıxeles
Un p´ıxel p con coordenadas (x, y) tiene cuatro vecinos horizontales y verticales,
cuyas coordenadas son: (x + 1, y), (x − 1, y), (x, y − 1), (x, y + 1). A este conjunto de
p´ıxeles se llama vecindad 4 o 4 vecinos de p y se denota por N4(p), ver la figura 2.4.
No´tese que para cada uno de estos p´ıxeles hay una distancia de 1 de p y que en los
bordes de la imagen algunos de estos p´ıxeles quedara´n fuera de la imagen.
Figura 2.4: Vecindad N4(p).
Fuente: Elaboracio´n propia.
Existen tambie´n 4 vecinos diagonales de p con coordenadas: (x+1, y+1), (x+1, y−
1), (x − 1, y − 1), (x − 1, y − 1) y se les denota por ND(p), ver la figura 2.5. N4(p) y
ND(p) juntos forman la vecindad 8 denotada por N8(p).
Conectividad
La conectividad es un concepto importante utilizado para establecer los l´ımites de
objetos en regiones dentro de una imagen. Para determinar si dos p´ıxeles esta´n conec-
tados se determina si son adyacentes en algu´n sentido ( ND(p), N4(p) por ejemplo) y
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Figura 2.5: Vecindad ND(p).
Fuente: Elaboracio´n propia.
si sus niveles de gris satisfacen un criterio de similaridad (por ejemplo si son iguales).
Por ejemplo, en una imagen binaria con valores de 1 y 0, dos p´ıxeles pueden ser vecinos
N4(p), pero se dice que esta´n conectados solo cuando tienen el mismo valor.
Distancia
La distancia o transformada de distancia proporciona una medicio´n de la separa-
cio´n existente entre dos puntos dentro de una imagen. Dados tres p´ıxeles, p, q y z,
con coordenadas (x, y), (s, t)y(u, v), respectivamente, se puede definir una funcio´n de
distancia D si se cumple:
D(p, q) ≥ 0, (D(p, q) = 0, sip = q)
D(p, q) = D(q, p)
D(p, z) ≤ D(p, q) + D(q, z)
Las funciones de distancia comu´nmente usadas son: distancia euclidiana, distancia
Manhattan o de cuadra y distancia tablero de ajedrez.
Distancia euclidiana entre p y q: DE(p, q) =
√
(x− s)2 + (y − t). En la figura 2.7
se muestra la distancia euclidiana para una imagen de 5 por 5.
Distancia Manhattan: se toman solamente en cuenta los vecinos de orden 4, es decir:
D = |x− s|+ |y − t|
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Figura 2.6: Distancia euclidiana para una imagen de 5 por 5.
Fuente: Elaboracio´n propia.
Figura 2.7: Distancia Manhattan para una imagen de 5 por 5.
Fuente: Elaboracio´n propia.
En la figura 2.7 se muestra la distancia Manhattan de una imagen de 5 por 5.
Distancia tablero de ajedrez: es similar a la distancia Manhattan, en donde se
observa que los 4-vecinos esta´n a una distancia unitaria del p´ıxel central; si se desea
que los 8-vecinos este´n a la misma distancia se toma:
D(p, q) = Max(x− s, y − t)
En la figura 2.8 se muestra la distancia tablero de ajedrez.
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Figura 2.8: Distancia tablero de ajedrez.
Fuente: Elaboracio´n propia.
2.3.2. Ruido en ima´genes
Todas las ima´genes tienen cierta cantidad de ruido, la cual se puede deber a la
ca´mara o al medio de transmisio´n de la sen˜al. Generalmente el ruido se manifiesta como
p´ıxeles aislados que toman un nivel de gris diferente al de sus vecinos. Los algoritmos
de filtrado que se vera´n ma´s adelante permiten eliminar o disminuir este ruido. El ruido
puede clasificarse en los siguientes tipos:
Gaussiano:
produce pequen˜as variaciones en la imagen; generalmente se debe a diferentes ga-
nancias en la ca´mara, ruido en los digitalizadores, perturbaciones en la transmisio´n, etc.
Se considera que el valor final del p´ıxel ser´ıa el ideal ma´s una cantidad correspondiente
al error que puede describirse como una variable aleatoria gaussiana.
Impulsional (sal y pimienta):
el valor que toma el p´ıxel no tiene relacio´n con el valor ideal, sino con el valor del
ruido que toma valores muy altos o bajos (puntos blancos y/o negros) causados por
una saturacio´n del sensor o por un valor mı´nimo captado, si se ha perdido la sen˜al
en ese punto. Se encuentran tambie´n al trabajar con objetos a altas temperaturas, ya
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que las ca´maras tienen una ganancia en el infrarrojo que no es detectable por el ojo
humano; por ello las partes ma´s calientes de un objeto pueden llegar a saturar un p´ıxel.
Multiplicativo:
La imagen obtenida es el resultado de la multiplicacio´n de dos sen˜ales. En la figura
2.9 se muestran los diferentes ruidos afectando a una imagen.
Figura 2.9: Diferentes tipos de ruido afectando a una imagen.
Fuente: Elaboracio´n propia.
2.3.3. Procesamiento espacial
El procesamiento espacial esta formado por aquellas te´cnicas que operan directa-
mente sobre los valores de los p´ıxeles de la imagen. Las transformaciones son de la
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siguiente forma:
S(x, y) = F (I(x, y))
Donde I(x, y) es la imagen original, S(x, y) la imagen resultante y F la transfor-
macio´n.
Operaciones aritme´ticas, lo´gicas y transformaciones geome´tricas.
Las operaciones aritme´ticas ma´s usadas en procesamiento de ima´genes son; suma,
resta, multiplicacio´n y divisio´n. Para que se pueda llevar a cabo una operacio´n aritme´ti-
ca, ambas ima´genes deben ser del mismo taman˜o. En la figura 2.10 se muestra la suma
de dos ima´genes, la cual se realiza de la forma C(x, y) = A(x, y) +B(x, y) mediante el
comando imadd en Matlab
Figura 2.10: Suma de dos ima´genes.
Fuente: Elaboracio´n propia.
Tambie´n es posible aumentar el brillo a una imagen suma´ndole un valor constante a
cada p´ıxel. En la figura2.11 se muestra el efecto de sumar un escalar (50) a una imagen,
el cual se realiza de la forma B(x, y) = A(x, y) + a.
La resta de ima´genes consiste en restar de una imagen el valor correspondiente de
otra imagen. Esta operacio´n es un paso intermedio en algunos procesamientos ma´s
complejos, como la deteccio´n de movimiento, etc. La resta, al igual que la suma de
ima´genes requiere que ambas ima´genes sean de igual taman˜o. En la figura 2.12 se
muestra el efecto de restar una imagen de otra, de la forma C(x, y) = A(x, y)−B(x, y)
mediante el comando imsubtract en Matlab
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Figura 2.11: Aumento del brillo de la imagen usando la suma de un escalar a cada p´ıxel
de la imagen, imagen original (izquierda) e imagen modificada (derecha).
Fuente: Elaboracio´n propia.
Figura 2.12: Resta de dos ima´genes, imagen original (izquierda), imagen a restar (cen-
tro) y resultado (derecha).
Fuente: Elaboracio´n propia.
En la figura 2.13 se muestra la resta de un escalar (50) a cada p´ıxel de la imagen
original, el cual se lleva a cabo de la forma B(x, y) = A(x, y)− a.
Figura 2.13: Resta de un escalar (50) a cada p´ıxel de la imagen original (izquierda).
Fuente: Elaboracio´n propia.
En el campo de las ima´genes, la multiplicacio´n se puede llevar a cabo, entre dos
ima´genes del mismo taman˜o, multiplicando elemento a elemento cada uno de los p´ıxeles
de la imagen, de la forma C(x, y) = A(x, y)⊕B(x, y) , en Matlab esto se realiza con el
comando immultiply. En la figura 2.14 se muestra la multiplicacio´n de dos ima´genes.
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Figura 2.14: Multiplicacio´n de una imagen por si misma, imagen original (izquierda),
imagen resultante (derecha).
Fuente: Elaboracio´n propia.
Cuando se multiplica cada uno de los p´ıxeles de una imagen por un escalar, se le
conoce como escalamiento, el cual se realiza de la siguiente forma B(x, y) = a⊕A(x, y)
. Cuando el escalar o constante es menor a 1, se oscurece la imagen y si es mayor a uno
aumenta el brillo de la imagen. En la figura 2.15 se muestra el resultado de multiplicar
la imagen original por el escalar 1.2
Figura 2.15: Multiplicacio´n de una imagen por un escalar, imagen original (izquierda),
imagen resultante (derecha).
Fuente: Elaboracio´n propia.
La divisio´n de ima´genes consiste en una divisio´n de elemento a elemento, como las
dema´s operaciones vistas anteriormente. La divisio´n entre ima´genes puede utilizarse
para detectar cambios en dos ima´genes, sin embargo, en lugar de dar el cambio absoluto
de cada p´ıxel, la divisio´n da el cambio fraccional o razo´n de cambio entre los valores
de dos p´ıxeles correspondientes. A la divisio´n de ima´genes tambie´n se le conoce como
racionalizacio´n. En la figura 2.16 se presenta la divisio´n entre ima´genes, la cual se
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realiza de la forma C(x, y) = A(x, y)/B(x, y).
Figura 2.16: Divisio´n de ima´genes, se muestra la divisio´n de la imagen original (izquier-
da) entre el fondo (centro) dando como resultado la figura de la derecha.
Fuente: Elaboracio´n propia.
Operaciones lo´gicas
Las principales operaciones lo´gicas utilizadas en el procesamiento de ima´genes son:
AND, OR, NOT, las cuales se aplican solo a ima´genes binarizadas. En la figura 16 se
muestran las operaciones lo´gicas aplicadas a ima´genes binarias.
Figura 2.17: Operaciones lo´gicas aplicadas a ima´genes binarias.
Fuente: Elaboracio´n propia.
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Transformaciones geome´tricas
Las transformaciones geome´tricas modifican las relaciones espaciales entre p´ıxeles;
a continuacio´n se presentan algunas.
Las transformaciones Geome´tricas modifican la relacio´n espacial entre p´ıxeles. En
te´rminos del procesamiento de ima´genes digitales una transformacio´n geome´trica con-
siste de dos operaciones ba´sicas:
1. Una transformacio´n espacial que define la reubicacio´n de los p´ıxeles en el plano
imagen.
2. Interpolacio´n de los niveles de grises, los cuales tienen que ver con la asignacio´n
de los valores de intensidad de los p´ıxeles en la imagen transformada.
En te´rminos Matema´ticos las transformaciones afines son las ma´s usadas en ima´ge-
nes digitales 2D por su representacio´n y manejo matricial.
Figura 2.18: Transformacio´n af´ın actuando sobre una imagen digital.
Fuente: Elaboracio´n propia.
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2.3.4. Procesamiento de ima´genes ba´sico
Binarizacio´n de una imagen
La binarizacio´n de una imagen consiste en comparar los niveles de gris presentes
en la imagen con un valor (umbral) predeterminado. Si el nivel de gris de la imagen
es menor que el umbral predeterminado, se le asigna al p´ıxel de la imagen binarizada
el valor 0 (negro), y si es mayor, se le asigna un 1 (blanco). De esta forma se obtiene
una imagen en blanco y negro. Generalmente se utiliza un umbral de 128 si se trabaja
con 255 niveles de gris, pero en algunas aplicaciones se requiere de otro umbral. En la
figura 2.20 se muestra un ejemplo de imagen binarizada.
Figura 2.19: Compresio´n de ima´genes usando la TDC.
Fuente: Elaboracio´n propia.
Manipulacio´n del contraste
El histograma que se muestra en la figura 2.21 toma valores limitados, por lo que el
contraste en la imagen es muy bajo y apenas se aprecian los detalles. Se desea encontrar
una funcio´n que produzca una nueva imagen que si cubra todo el conjunto de valores
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Figura 2.20: Binarizacio´n de una imagen.
Fuente: Elaboracio´n propia.
posibles de la imagen (niveles de gris). Si a y b son los valores mı´nimos y ma´ximos,
respectivamente, puede definirse la funcio´n T (c) que asigna los nuevos valores de gris
a partir de los antiguos:
y = T (c)A c−a
b−a
donde: a y b son los l´ımites inferior y superior, c es el valor de gris de la imagen
original y A es el valor ma´ximo que se desea que tengan los p´ıxeles de la imagen.
En la figura 2.22 se muestra el resultado de aplicar a la imagen la modificacio´n
del contraste, procesamiento tambie´n conocido como ecualizacio´n de la imagen. El
contraste (separacio´n entre los niveles de gris) ha mejorado y ahora se aprecian mejor
los detalles de la imagen. En el nuevo histograma puede observarse como la separacio´n
entre los diferentes niveles de gris es mayor. En este caso la separacio´n es igual para
todos los niveles de gris debido a que la transformacio´n es lineal. No´tese que aunque
la imagen se ve mejor, la informacio´n es la misma en ambas ima´genes, lo u´nico que se
ha hecho es asignar nuevos niveles de gris, pero los p´ıxeles que ten´ıan un nivel de gris
determinado en la imagen original diferente a los niveles de gris inferior y superior, son
los mismos en la imagen nueva. Para un caso ma´s general la funcio´n buscada tendra´ la
forma (ver la figura 2.23)
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Figura 2.21: Expansio´n del histograma de la imagen.
Fuente: Elaboracio´n propia.
Donde y, x son los niveles de gris de las ima´genes resultante y original , , son
ganancias de cada tramo a, b y L son los intervalos de ganancia
Modificacio´n del contraste
La modificacio´n del contraste consiste en aplicar una funcio´n a cada uno de los
p´ıxeles de la imagen, de la forma: p ma donde:
2.4. Procesamiento de ima´genes en Matlab
2.4.1. Conceptos ba´sicos de ima´genes
La estructura ba´sica de datos en Matlab es el arreglo, el cual se puede definir como
un conjunto ordenado de datos reales o complejos. En el caso de las ima´genes, estas
pueden ser representadas por matrices formadas por conjuntos ordenados de valores
reales que representan la intensidad de color o de niveles de gris.
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Figura 2.22: Modificacio´n de contraste
Fuente: Elaboracio´n propia.
Figura 2.23: Caso general
Fuente: Elaboracio´n propia.
Matlab almacena la mayor´ıa de las ima´genes como arreglos bidimensionales (ma-
trices) en los cuales cada elemento de la matriz corresponde a la intensidad de un p´ıxel
de la imagen.
Por ejemplo, una imagen de 200 renglones por 300 columnas se almacena en Matlab
como una matriz de 200x300. Algunas ima´genes, como las ima´genes a color (RGB),
que requieren de un arreglo tridimensional, donde en el primer plano en el espacio tri-
dimensional representa la intensidad de rojo de los p´ıxeles, el segundo plano representa
la intensidad de verde de los p´ıxeles y el tercer plano representa la intensidad de azul
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de los p´ıxeles.
Esta convencio´n hace que el trabajar con ima´genes en Matlab sea similar al trabajar
con matrices con datos de cualquier tipo.
Por ejemplo, se puede seleccionar un solo p´ıxel de una imagen-matriz de la forma
I(2,15), con lo cual Matlab regresa el valor del p´ıxel localizado en el renglo´n 2, columna
15 de la imagen- matriz I.
Existen dos formas de representar ima´genes digitalmente, formato vectorial y forma-
to raster. El formato vectorial representa la imagen por sus formas internas, tratando
de representar figuras geome´tricas que se acomoden a la imagen a representar.
El formato raster en cambio representa la imagen a trave´s de un conjunto rectan-
gular (matriz o arreglo) de puntos coloreados llamados p´ıxeles. Este formato es el ma´s
usado y de e´ste se hablara´ en lo que sigue.
Color
Cada p´ıxel tiene un valor, este valor puede ser un simple valor o un conjunto de
valores dependiendo de la cantidad de canales de color. En RGB, por ejemplo, cada
p´ıxel tendra´ 3 valores de colores, uno para Red, otro para Green y otro para Blue que
corresponde a su color.
La cantidad de bits (d´ıgitos binarios 0 o 1) usados para representar dicho color se
llama profundidad de color o colordepth, mientras ma´s bits de colordepth mayor sera´ el
taman˜o del archivo conteniendo en la siguiente imagen.
El color de un p´ıxel puede ser representado de tres maneras:
Color indexado (indexed-color): En este caso, el p´ıxel posee un valor que en
realidad no es un co´digo de color, sino un ı´ndice del color real en una paleta de
colores, tambie´n llamado mapa de colores o colormap. El formato GIF usa esta
representacio´n. Una paleta de colores no es ma´s que una tabla indexada con los
valores de colores a usar en la imagen. Esta paleta se incluye en la imagen. El
colordepth en este caso indica la cantidad ma´xima de colores en la paleta pero
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Figura 2.24: Profundidad de color
Fuente: Elaboracio´n propia.
no la calidad de los colores de e´sta.
Escala de grises (grayscale): El valor del p´ıxel en este caso es un tono de gris,
donde cero indica negro y el mayor valor (2colordepth) indica blanco.
Color verdadero (truecolor): El valor del p´ıxel es representado por un conjunto
de tres valores Rojo, Verde, Azul (RGB).
En la figura 2.25 (a) se representa una imagen de 6 x 5 p´ıxeles, donde por supuesto
cada celda es un p´ıxel. En este caso cada p´ıxel tiene un valor triple, es decir su color es
representado por tres nu´meros enteros que van desde 0 hasta (2colordepth), pudiendo
as´ı representar cualquier color con la combinacio´n de los tres canales de colores.
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En la figura 2.25 (b) en cambio la imagen es representada por p´ıxeles con valores
de color que son un simple entero que va desde 0 hasta (2colordepth). En esta imagen,
como el valor es u´nico, so´lo se puede representar el degradamiento de un color 0 a otro
(2colordepth).
Figura 2.25: Imagen RGB (a) e imagen de escala de grises (b).
Fuente: Elaboracio´n propia.
Una imagen con un bit de colordepth puede solo tener dos colores, por ejemplo
blanco y negro. El formato GIF representa ima´genes con 8 bits de colordepth, por lo
que la ma´xima cantidad de colores posibles presentes en una imagen GIF es 256. Por
esta razo´n, para ima´genes de alta calidad no es recomendable usar GIF. Otros formatos
de imagen raster que soportan mayor colordepth son JPEG, PNG y TIFF por ejemplo.
Nu´meros enteros y ordenamiento de bytes
Tal como se menciono´, una imagen digital es un conjunto de valores ordenados
como una matriz rectangular. Cada uno de estos valores son nu´meros enteros que van
desde 0 hasta un cierto valor que depende del colordepth (2colordepth).
Estos nu´meros enteros (simples, no largos) en un computador son representados con
2 o 4 bytes (cada byte posee 8 bits) y dependiendo de la plataforma computacional en
uso (procesador, sistema operativo, etc.) estos bytes son ordenados desde el ma´s sig-
nificativo (MSB, Most Significant Byte) al menos significativo (LSB, Less Significant
Byte) o bien desde el LSB al MSB.
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Supo´ngase un entero de 4 bytes: B0, B1, B2 y B3. Un entero con el MSB primero
ser´ıa ”B3 B2 B1 B0”. Un entero con el LSB primero ser´ıa ”B0 B1 B2 B3”.
Es importante notar que formatos como PNG (Portable Network Graphic) usan un
ordenamiento predeterminado, lo que permite que las ima´genes puedan ser interpreta-
das en todos los sistemas (independiente de la plataforma hardware y software) de la
misma forma.
Canal alfa o transparencia
Algunos formatos de imagen soportan un canal de transparencia para cada pi-
xel. Por ejemplo en ima´genes RGB, cada p´ıxel tiene un conjunto RGB de valores, y
soportando un canal alfa entonces ahora cada p´ıxel tendra´ un conjunto valores, A re-
presentando el grado de transparencia (u opacidad) del p´ıxel. Esto es u´til cuando se
desean mezclar ima´genes.
2.4.2. Lectura de ima´genes Matlab
En Matlab se soportan los siguientes formatos de imagen: JPEG, TIFF, GIF, BMP,
PNG, PGM, HDF, PCX, XWD, ICO y CUR.
La funcio´n imread en Matlab se puede usar para leer ima´genes. Si la imagen es grayscale
entonces imread devuelve una matriz bidimensional. Si la imagen es RGB entonces
imread devuelve un arreglo tridimensional.
Recomendaciones para manejo de ima´genes
Como se vio en la seccio´n anterior, imread, la funcio´n de MATLAB para leer ima´ge-
nes retorna un arreglo de elementos tipo uint8 o uint16. Estos tipos de datos funcionan
bien con las funciones de Matlab para procesamiento de ima´genes pero no funcionan
para otras funciones, por ejemplo funciones matema´ticas o estad´ısticas que se desearan
aplicar al arreglo imagen. Por esta razo´n es recomendable trabajar las ima´genes en
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Matlab como tipo de dato double. Para esto, se deber´ıa transformar inmediatamente
los valores del arreglo despue´s de retornados por imread de la siguiente forma:
>> I = double(imread(′figura.jpg′))/256;
As´ı I queda con los valores en el rango de 0 a 1 en tipo de dato double en lugar de
0 a 255 en tipo de dato uint8. Por supuesto este es el caso para ima´genes de 8 bits, por
la divisio´n por 256. Para ima´genes de 16 bits se deber´ıa dividir por 216.
2.4.3. Clases de almacenamiento usado en el toolbox
Por omisio´n, Matlab almacena la mayor´ıa de los datos en clase double (doble). Los
datos en estos arreglos se almacenan como datos de punto flotante de doble precisio´n
(64 bits).
En el caso de las ima´genes, esta representacio´n no es la ideal, debido a que en una
imagen se tiene un nu´mero grande de p´ıxeles. Por ejemplo, si se tiene una imagen de
1000 x 1000 p´ıxeles tiene un millo´n de p´ıxeles y debido a que cada p´ıxel se representa
con al menos un elemento del arreglo, se requerir´ıan aproximadamente 8 MB de me-
moria para almacenarla.
Para reducir el espacio en memoria requerido para almacenar ima´genes, Matlab
almacena los datos en arreglos de 8 o 16 bits sin signo, clases uint8 y uint16, respecti-
vamente.
Estos arreglos requieren cuando mucho la octava o cuarta parte de la memoria re-
querida por un arreglo tipo double.
2.4.4. Conversiones entre tipos de ima´genes
Para ciertas operaciones es necesario convertir una imagen de su tipo original a otro
tipo de imagen que facilite su procesamiento.
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Por ejemplo, si se desea filtrar una imagen a color almacenada como imagen inde-
xada, primero se debe convertir la imagen a formato RGB. Esto es para que Matlab
filtre los valores de intensidad de la imagen de forma apropiada.
Si se intenta filtrar una imagen indexada, el filtro simplemente se aplica a los ı´ndices
que se encuentran en la matriz indexada y los resultados no sera´n los deseados.
En la Tabla 2.3 se presentan los tipos de ima´genes y en la Tabla 2.3 se presentan
los comandos usados para la conversio´n entre tipos de ima´genes. En el Ape´ndice A se
presenta ma´s informacio´n sobre los tipos de ima´genes.
Tipo
de imagen
Clase
de almacenamiento
Interpretacio´n
Binaria
Indexada
Intensidad
RGB (color verdadero)
lo´gica
dobue
uint8, uint16
dobue
uint8, uint16
dobue
uint8,uint16
Arreglo de 1s y 0s
Arreglo de enteros en el rango [1,p]
Arreglo de enteros en el rango [1,p-1]
Areglo de valores en punto flotante, su
rango tipico es[0,1]
Arreglo de enteros, rango tipico[0,255]
o [0,65535], respectivamente.
Arreglo de valores en punto flotante de
m x n x 3 en el rango[0,1]
Arreglo de entero de m x n x 3 en el
rango[0,255] o [0,65535]
Cuadro 2.2: Tipos de ima´genes y clases nume´ricas
Fuente: Representacio´n de caras mediante Eigenface - Luis Lorente Gimenes.
1. El mapa de color asociado es un arreglo de p x 3 de valores en punto flotante en
el rango [0, 1].
Para ima´genes de intensidad, el mapa de color t´ıpicamente es una escala de gris.
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COMANDO DESCRIPCIO´N
dither
Crea una imagen binaria a partir de una imagen de intensidad
en escala de gris por defuncio´n.Crea una imagen indexada a partir
de una imagen RGB por difuminacio´n.
gray2ind
Crea una imagen indexada a partir de una imagen de intensidad
en escala de gris
grayslice
Crea una imagen indexada a partir de una imagen en intensidad
en escala gris mediante in umbral.
im2bw
Crea una imagen binaria a partir de una imagen de intensidad,
imagen indexada o RGB basado en el umbral de luminancia.
ind2rgb Crea una imagen RGB a partir de una imagen indexada.
mat2gray
Crea una imagen de intensidad en escala de gris a partir de los datos
almacenados en una matriz escalandalos.
rgb2gray
Crea una imagen de intensidad en escala de gris a partir de una
imagen RGB.
rgb2ind Crea una imagen indexada a partir de una imagen RGB.
Cuadro 2.3: Comandos de conversio´n de ima´genes
Fuente: Representacio´n de caras mediante Eigenface - Luis Lorente Gimenes.
Despliegue de ima´genes indexadas
Para desplegar una imagen indexada, se utiliza el comando imshow, pero se es-
pecifica tanto la matriz-imagen como el mapa de color de la forma: imshow(X,mapa),
donde imshow despliega para cada p´ıxel de X el color almacenado en la correspondiente
columna del mapa de color.
Despliegue de ima´genes de intensidad.
Para desplegar las ima´genes de intensidad (escala de gris) se utiliza imshow(I), don-
de imshow despliega la imagen escalando los valores de intensidad para que funcionen
como ı´ndices de un mapa de color en escala de gris. Si I es tipo double, un p´ıxel con
valor 1.0 se despliega como blanco y los dema´s valores como niveles de gris.
Despliegue de ima´genes binarias
El despliegue de ima´genes binarias se sigue la siguiente sintaxis imshow(I). En
Matlab esta clase de ima´genes es de tipo logical, debido a que este tipo de ima´genes
solo contiene 1s (blanco) y 0s (negro).
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Para invertir los colores al desplegar la imagen, se utiliza la operacio´n NOT en
Matlab, es decir, se utiliza imshow(-BN). Para desplegar la imagen en otros dos colores
se puede hacer uso de un mapa formado por los dos colores deseados. Por ejemplo, si
se desea desplegar una imagen binaria solo en rojo y azul, imshow(I,[1 0 0; 0 0 1]).
Despliegue de ima´genes RGB
Las ima´genes RGB, tambie´n conocidas como ima´genes de color verdadero (trueco-
lor), representan directamente valores de color, mejor que usando un mapa de color.
Para desplegar este tipo de ima´genes, la sintaxis ba´sica es imshow(RGB), donde RGB
es un arreglo de m x n x 3. Para cada p´ıxel (renglo´n, columna) de RGB, el comando
imshow despliega el color representado por la tripleta (renglo´n, columna,1:3).
Tipos de ima´genes en Matlab
El toolbox de Procesamiento de Ima´genes maneja cuatro tipos de ima´genes ba´sicos:
ima´genes indexadas, ima´genes con intensidad, ima´genes binarias e ima´genes RGB, los
cuales se discutira´n a continuacio´n.
Ima´genes indexadas
Una imagen indexada consiste de una matriz de datos X y un mapa de color,
mapa. Los datos de la matriz pueden ser de clase uint8, uint16 o double. El mapa
de color es una matriz (arreglo) de m x 3 de clase double que contiene valores en
punto flotante en el rango de 0 a 1.
Cada una de las columnas especifica las componentes de rojo, verde y azul de
un solo color. Una imagen indexada utiliza el mapeo directo de los valores de un
p´ıxel a los valores del mapa de color. El color para cada p´ıxel de la imagen se
determina usando el correspondiente valor de X como un ı´ndice dentro de mapa.
El valor de 1 apunta a la primera columna del mapa, el valor 2 apunta a la se-
gunda columna y as´ı sucesivamente.
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Generalmente se almacena un mapa de color con una imagen indexada y au-
toma´ticamente se carga al usar el comando imread. Sin embargo, el usuario no
esta´ limitado a usar el mapa de color por omisio´n. En la figura 2.26 se muestra
la estructura de una imagen indexada. Los p´ıxeles en la imagen son enteros, los
cuales apuntan (´ındices) a los valores de color almacenados en el mapa de color.
Figura 2.26: Estructura de una imagen indexada.
Fuente: Elaboracio´n propia.
La relacio´n entre los valores de la imagen y el mapa de color depende de la clase
de la matriz que almacena la imagen. Si la matriz es de clase double, el valor 1
apunta a la primera columna del mapa de color, el valor 2 apunta a la segunda
columna y as´ı sucesivamente. Si la matriz que almacena la imagen es de clase
uint8 o uint16, existe un offset, el valor 0 apunta a la primer columna del mapa
de color, el valor 1 apunta a la segunda columna, y as´ı sucesivamente.
El toolbox de Image Processing permite manejar ima´genes de clase uint16, pero
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antes de procesar estas ima´genes, deben convertirse a clase double o uint8. Para
convertir a double, utilizar el comando im2double, para reducir la imagen a 256
colores o menos (clase uint8), utilizar el comando imapprox.
Ima´genes de intensidad
Una imagen de intensidad es una matriz de datos, llamada I, cuyos valores re-
presentan intensidades dentro de un rango. Matlab almacena las ima´genes de
intensidad como una sola matriz, donde cada elemento corresponde a la intensi-
dad de un p´ıxel de la imagen. La matriz puede ser de clase double, uint8 o uint16.
Debido a que las ima´genes de intensidad rara vez se guardan con un mapa de
color, pero Matlab usa un mapa de color para desplegarla. Los elementos en una
matriz de intensidad representan varios niveles de intensidad o niveles de gris,
donde generalmente el 0 representa el negro y la intensidad ya sea 1, 255 o 65535
representa el blanco. En la figura 2.27 se muestra una imagen de intensidad.
Ima´genes binarias
En una imagen binaria, cada p´ıxel asume un valor discreto; esencialmente dichos
valores corresponden a 1 o 0, encendido o apagado. Una imagen binaria se alma-
cena en un arreglo de pixeles 1’s y 0’s. En la figura 2.28 se muestra una imagen
binaria.
Ima´genes RBG:
A las ima´genes RGB generalmente se les conoce como ima´genes de color verda-
dero. En Matlab estas ima´genes se almacenan mediante 3 arreglos de dimensio´n
m x n que definen los componentes de colores rojo, verde y azul para cada p´ıxel.
En estas ima´genes, el color se forma mediante la combinacio´n de las intensidades
almacenadas en cada plano de color para cada p´ıxel.
En la Tabla IV se presentan algunos comandos de Matlab que pueden utilizarse
para determinar el tipo de imagen con que se esta´ trabajando
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Figura 2.27: Imagen de intensidad.
Fuente: Elaboracio´n propia.
Los comandos listados en la Tabla III se pueden utilizar de la siguiente forma:
bandera = isbw(A)
Seleccio´n de una seccio´n de ima´genes en Matlab
Para tomar una seccio´n de cualquier imagen se utiliza el comando imcrop. A con-
tinuacio´n se presenta la sintaxis de este comando:
I2 =imcrop(I) X2 =imcrop(X,map)
RGB2 =imcrop(RGB)
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Figura 2.28: Imagen binaria.
Fuente: Elaboracio´n propia.
Si se omite el argumento de entrada, el comando opera sobre la imagen actual.
Para seleccionar la regio´n a cortar, simplemente presione el boto´n derecho del rato´n y
forme un recta´ngulo sobre la regio´n. Si presiona la tecla Shift, se captura una seccio´n
cuadrada.
Cuando se suelta el boto´n del rato´n, el comando regresa la seccio´n seleccionada al
argumento de salida especificado. Si no se especifica ningu´n argumento, el comando
simplemente despliega la imagen seleccionada en una nueva figura.
Tambie´n es posible seleccionar la seccio´n de intere´s de forma no interactiva; en este
caso se debe especificar el recta´ngulo de la forma:
I2 =imcrop(I,[xmin ymin ancho alto]) X2 =imcrop(X,map,[xmin ymin ancho alto])
RGB2 =imcrop(RGB,[xmin ymin ancho alto])
2.4.5. Reconocimiento de Rostro
Como se menciono´ previamente, el reconocimiento de rostros es un a´rea dentro
del reconocimiento de patrones que ha sido investigada desde hace varios an˜os. Desde
entonces se han propuesto varias te´cnicas para resolver esta tarea, entre ellas pode-
mos mencionar las siguientes: las te´cnicas que utilizan igualamiento de plantillas 14,
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caracter´ısticas geome´tricas14, ca´lculo de eigenfaces15 y los me´todos que utilizan redes
neuronales15, entre otros[R., 2009]. Para la implementacio´n de este tipo de sistemas,
independientemente de la te´cnica o metodolog´ıa que sea implementada, se utilizan ge-
neralmente dos conjuntos de datos. El primer conjunto de datos es el que es utilizado
durante la etapa de aprendizaje, el cual es comu´nmente llamado conjunto de entre-
namiento. Se debe tratar que los patrones que integran este conjunto, sean lo ma´s
diferente posible entre s´ı, y que adema´s, representen al problema, para poder obtener
un buen porcentaje de generalizacio´n. El segundo conjunto de patrones, es el que se
utiliza durante la etapa de reconocimiento y es llamado conjunto de prueba. En la ma-
yor´ıa de estas te´cnicas, el reconocimiento de rostros involucra algunas de las siguientes
etapas:
Adquisicio´n de la imagen.
Preprocesamiento de la imagen.
Extraccio´n de caracter´ısticas.
Alguna forma de entrenamiento.
Etapa de reconocimiento.
Adquisicio´n de la imagen
En esta etapa, contamos con diversos medios de obtencio´n de las ima´genes digitali-
zadas de rostros. Los ma´s utilizados son: videoca´mara, ca´mara digital o escaneado de
fotograf´ıa entre otras.
Preprocesamiento de la imagen
Dado que las ima´genes de los rostros regularmente son tomadas en momentos dife-
rentes, esto trae como consecuencia que las diferentes ima´genes de una misma persona
tengan variaciones en cuanto a la iluminacio´n, la orientacio´n, y el taman˜o del rostro.
Por tal motivo, es necesario que la imagen sea preprocesada antes de que pueda ser
utilizada. Entre las tareas de preprocesamiento ma´s comunes podemos encontrar las
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siguientes: extraer la imagen del rostro de una imagen ma´s grande que contenga in-
formacio´n irrelevante para el reconocimiento; normalizacio´n en cuanto al taman˜o, es
decir, que todas las ima´genes de los rostros tengan un taman˜o similar, y la aplicacio´n de
algu´n me´todo de filtrado para mejorar la calidad de la imagen [Mart´ın Correa, 1900].
Extraccio´n de caracter´ısticas
La extraccio´n de caracter´ısticas es una de las etapas de la cual depende en gran
medida el buen desempen˜o del sistema de reconocimiento de rostros. El objetivo princi-
pal de esta etapa es extraer la informacio´n ma´s discriminante de un rostro, eliminando
la informacio´n que resulte irrelevante para el reconocimiento. En esta etapa podemos
encontrar desde las te´cnicas que obtienen las caracter´ısticas de manera manual, hasta
te´cnicas ma´s sofisticadas que extraen las caracter´ısticas de forma automa´tica. En varias
te´cnicas, las principales caracter´ısticas que son extra´ıdas de los rostros son aquellas que
describen a cada uno de los componentes ba´sicos del rostro tales como los ojos, la nariz,
la boca, la barba, las cejas, y por supuesto, la relacio´n que existe entre ellos, es decir,
la distancia entre cada uno de estos componentes[Mart´ın Correa, 1900].
Entrenamiento
El entrenamiento ba´sicamente consiste en utilizar alguna forma de aprendizaje que
le permita al sistema .aprender”los rostros que constituyen el conjunto de entrenamien-
to. El tipo de entrenamiento que sea utilizado para el aprendizaje, dependera´ en gran
medida, de la metodolog´ıa que se este´ utilizando para el reconocimiento. Por ejemplo,
al utilizar una metodolog´ıa como la de redes neuronales, el entrenamiento consiste en
obtener los valores correspondientes a cada una de las conexiones (pesos) que consti-
tuyen a la red neuronal. Para este tipo de metodolog´ıas existen diferentes algoritmos
para realizar el entrenamiento, entre los cuales el algoritmo de retro-propagacio´n es
uno de los ma´s populares[Mart´ın Correa, 1900].
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Reconocimiento
La u´ltima etapa, que comu´nmente es realizada en un sistema de reconocimiento de
rostros, es la etapa de reconocimiento. Esta etapa ba´sicamente consiste en alimentar
al sistema con las ima´genes de una persona, diferentes a las utilizadas durante el en-
trenamiento, esperando obtener como resultado, alguna forma de codificacio´n que nos
permita identificar a la persona en proceso[Mart´ın Correa, 1900].
2.4.6. Visio´n humana y la visio´n artificial
Los sistemas computacionales actuales aunque su capacidad, precision y velocidad
resulten impresionantes, son au n lentos y escasos si las comparamos con la inteligen-
cia de un ser humano que es capaz de reconocer en mile´simas de segundo. La Tarea
del reconocimiento para una persona involucra aproximadamente diez trill on es de
operacio´n es por segundo que n o es alcanzado ad n por ningu´n sistema. Sin embar-
go, tecnolog´ıas futuras como la n antropolog´ıa, los sistemas digitales - biolo´gicos o la
computacio´n qua´ntica pretenden reducir esta brecha.
Visio´n ocular
Vision ocular es la facultad por la cual a trave´s del ojo se percibe el mundo exterior.
Muchos organismos simples tienen receptores luminosos capaces de reaccionar ante
determinados movimientos y sombras, pero la verdadera vision supone la formacio´n de
ima´genes en el cerebro. Los ojos de los distintos organismos proporcionan ima´genes de
diversa claridad.
La vision esta relacionada en especial con la percepcio´n del color, la forma, la dis-
tancia y las ima´genes en tres dimensiones. En primer lugar, las ondas luminosas inciden
sobre la retina del ojo, pero si las ondas son superiores o inferiores a determinados limi-
tes no producen impresio´n visual. El color depende, en parte, de la longitud o longitudes
de onda de las ondas luminosas incidentes, que pueden ser simples o compuestas, y en
parte del estado del propio ojo, como ocurre en el daltonismo. La luminosidad aparente
de un objeto depende de la amplitud de las ondas luminosas que pasan de e´l al ojo,
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y las pequen˜as diferencias de luminosidad perceptibles siempre guardan una relacio´n
casi constante con la intensidad total del objeto iluminado [Carlos, 1006].
Visio´n artificial
Vision es u no de los mecanismos sensoriales de percepcio´n mas importantes en el
ser humano aunque no es exclusivo. El intento de dotar a las maquinas de un sistema
de vision aparece el concepto de vision artificial. La vision artificial es una tarea mas
dif´ıcil a comparacio´n de lo que pueden lograr las personas, sus aplicaciones cada vez
son mas demandadas en todos los campos del desarrollo humano. La vision artificial
involucra tres procesos, procesamiento de la imagen, ana´lisis de ima´genes y aplicacio´nes.
El procesamiento implica la manipulacio´n de las ima´genes vistas como sen˜ales digi-
tales, para extraer la informacio´n deseada. Los me´todos de procesamiento de ima´genes
digitales se fundamenta en dos areas principales de aplicacio´n: Mejora de la calidad
para la interpretacio´n humana, procesamiento de los datos de la escena para la percep-
cio´n de las maquinas de forma auto´noma.
El ana´lisis se encamina a determinar ciertas estructuras elementales tales como con-
tornos o regiones as´ı como las relacio´n es entre ellas.
Finalmente las aplicacio´n es tratan de dar solucio´n a los problemas relacionados con
ciertas situaciones del mundo real, a saber: reconocimiento, movimiento, reconstruccio´n
3-D, etc.[Carlos, 1006].
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2.5. Marco conceptual
2.5.1. Biometr´ıa
El concepto biometr´ıa proviene de las palabras bio (vida) y metr´ıa (medida), por
lo tanto con ello se infiere que todo equipo biome´trico mide e identifica alguna carac-
ter´ıstica propia de la persona. La biometr´ıa es una tecnolog´ıa de seguridad basada en el
reconocimiento de una caracter´ıstica de seguridad y en el reconocimiento de una carac-
ter´ıstica f´ısica e intransferible de las personas, como por ejemplo las huellas digitales,
el rostro, etc.
2.5.2. Deteccio´n de las caras.
es un caso espec´ıfico de la deteccio´n de objetos. La deteccio´n de caras por ordenador
es un proceso por el cual el ordenador ubica los rostros presentes en una imagen o un
v´ıdeo. Este proceso no es tan sencillo como lo har´ıa el SVH. Actualmente existen
diferentes me´todos para poder realizar la deteccio´n de caras por ordenador.
2.5.3. Espacios de color
Un espacio de color es la forma por la que se puede especificar, crear y visualizar
un color. Un espacio de color es un sistema de interpretacio´n del color, es decir, una
organizacio´n espec´ıfica de los colores en una imagen o video. Depende del modelo
de color en combinacio´n con los dispositivos f´ısicos que permiten las representaciones
reproducibles de color, por ejemplo las que se aplican en sen˜ales analo´gicas (televisio´n a
color) o representaciones digitales. Un espacio de color puede ser arbitrario, con colores
particulares asignados segu´n el sistema y estructurados matema´ticamente.
2.5.4. Ima´genes binarias:
es una imagen digital que tiene u´nicamente dos valores posibles para cada p´ıxel.
Normalmente, los colores utilizados para su representacio´n son negro y blanco, aunque
puede usarse cualquier pareja de colores. Uno de los colores se emplea como fondo y el
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otro para los objetos que aparecen en la imagen.
2.5.5. Ima´genes de intensidad:
tambie´n conocidas como ima´genes en escala de grises, existen hasta 256 niveles de
grises, por lo que su rango se encuentra entre [0,255].
2.5.6. Ima´genes en color:
todo color se puede componer a partir de tres componentes ba´sicas. El contenido
de cada pixel de la imagen es una terna de valores, un valor por cada componente de
color ba´sico.
2.5.7. Modelo RGB
El modelo RGB (del ingle´s Red, Green, Blue) esta´ basado en la s´ıntesis aditiva de
las intensidades de luz relativas al rojo, al verde y al azul para conseguir los distintos
colores, incluyendo el negro y el blanco [de Miguel 2005].
2.5.8. Modelo HSV
Las siglas H, S y V corresponden a Tono (hue), Saturacio´n (saturation) y valor
(value) respectivamente. Tambie´n se denomina HSB, siendo B el brillo (brighness).El
sistema coordenado es cil´ındrico, y el subconjunto de este espacio donde se define el
color es una pira´mide de base hexagonal [de Miguel 2005].
2.5.9. Modelo YcbCr
YCbCr es una codificacio´n no lineal del espacio de color RGB, usada comu´nmente
en la compresio´n de ima´genes. El color es representado por la luminancia (Y) y por dos
valores diferentes de color (Cb y Cr) que son caracter´ısticas colorime´tricas del color.
El para´metro Y indica la luminosidad o la claridad del color (que se pueden ver como
un tono de gris), los para´metros Cb y Cr indican el tono del color: Cb ubica el color
en una escala entre el azul y el amarillo, Cr indica la ubicacio´n del color entre el rojo
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y el verde. La obtencio´n de este espacio de color a partir del RGB es la siguiente [de
Miguel2005]:
2.5.10. Modelo HLS:
Corresponde a un modelo de color definido por el tono (Blue), la luminosidad (Lu-
minosity) y la saturacio´n (Saturation). El espacio se define sobre una doble pira´mide
hexagonal. H es el a´ngulo alrededor del eje vertical, situa´ndose el rojo a 0◦. La satu-
racio´n se mide radialmente variando desde 0 a 1. La luminosidad es 0 para el negro
(en el ve´rtice inferior de la pira´mide) y 1 para el blanco (en el ve´rtice superior de la
pira´mide) [de Miguel 2005].
2.5.11. Modelo CMY:
Las siglas CMY corresponden a C´ıan, Magenta y Amarillo (Yellow) que son los
complementarios del rojo, verde y azul. El sistema coordenado es el mismo que en el
modelo RGB pero donde hab´ıa negro ahora existe blanco y viceversa [de Miguel 2005].
2.5.12. Modelo TLS:
Las siglas TLS corresponden a Tinte, Saturacio´n y Luminancia. La obtencio´n de
este espacio de color a partir del RGB:
2.5.13. BMP (Bitmap = Mapa de bits)
El formato bmp (Bit Map) es el formato de las ima´genes de mapa de bits de
Windows. Su uso fue muy extendido, pero los archivos son muy grandes dado la escasa
compresio´n que alcanzan.
2.5.14. GIF (Graphics Interchange Format = Formato de In-
tercambio Gra´fico).
El formato GIF corresponde a las siglas de Graphics Interchange Format propiedad
de eCompuServe.es preferible para las ima´genes de tonos no continuos o cuando hay
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grandes a´reas de un mismo color ya que utiliza una paleta de color indexado que puede
tener un ma´ximo de 256 colores.
2.5.15. JPG-JPEG (Joint Photographic Experts Group = Gru-
po de Expertos Fotogra´ficos Unidos).
Este formato toma su nombre de Joint Photographic Experts Group, asociacio´n que
lo desarrollo. Se utiliza usualmente para almacenar fotograf´ıas y otras ima´genes de tono
continuo. Gracias a que utiliza un sistema de compresio´n que de forma eficiente reduce
el taman˜o de los archivos. En contraste con GIF, JPEG guarda toda la informacio´n
referente al color con millones de colores (RGB) sin obtener archivos excesivamente
grandes. Adema´s, los navegadores actuales reconocen y muestran con fidelidad este
formato.
2.5.16. TIF-TIFF (Tagged Image File Format = Formato de
Archivo de Imagen Etiquetada).
El formato TIF (Tag Image File Format) se utiliza para ima´genes de mapa de bits
y es admitido pra´cticamente por todas las aplicaciones de autoedicio´n y tratamiento
de ima´genes. Este formato fue desarrollado por Aldus Corporation. Lo reconocen casi
todos los programas. Adema´s, es compatible con PC y Mac. Su uso es de los ma´s
extendidos en la industria gra´fica por la calidad de imagen y de impresio´n que presenta.
2.5.17. PNG (Portable Network Graphic = Gra´fico portable
para la red).
PNG son las siglas del grupo que lo desarrollo Portable Networks Graphics pensando
en un formato ideal para su distribucio´n en Internet. PNG posee ventajas respecto a
los otros formatos ma´s comunes en este medio: JPG y GIF. Ya que fue desarrollado
especialmente para su distribucio´n en red posee gran parte de las ventajas de un GIF
y de un JPG. Por ejemplo, permite altos niveles de comprensio´n, adema´s, permite
utilizar la te´cnica de la indexacio´n para crear colores transparentes, semitransparencias
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o transparencias degradadas.
2.5.18. Imagen digital
Una imagen digital se compone de una agrupacio´n de pixeles, cada uno con un valor
de intensidad o brillo asociado. Una imagen digital se representa mediante una matriz
bidimensional, de forma que cada elemento de la matriz se corresponde con cada pixel
en la imagen. [Virginia, 2009]
2.5.19. Pixel
Es la abreviatura de las palabras inglesas ”picture element”. Es el menor de los
elementos de una imagen al que se puede aplicar individualmente un color o una inten-
sidad o que se puede diferenciar de los otros mediante un determinado procedimiento.
[Virginia, 2009]
2.5.20. Reconocimiento de patrones
Es la ciencia que se ocupa de los procesos sobre ingenier´ıa, computacio´n y ma-
tema´ticas relacionados con objetos f´ısicos o abstractos, con el propo´sito de extraer
informacio´n que permita establecer propiedades de entre conjuntos de dichos objetos.
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Cap´ıtulo 3
Marco metodolo´gico
3.1. Metodolog´ıa de la investigacio´n
La metodolog´ıa de la investigacio´n es de tipo Descriptivo por que examinamos las
caracter´ısticas del problema escogido.
Criterios de seleccio´n de la metodolog´ıa
Los criterios de seleccio´n de metodolog´ıa y la escala de valoracio´n se tomaron de la
siguiente manera.
a) Antecedentes de trabajos anteriores: Se refiere a trabajos publicados y realizados
con la metodolog´ıa.
b) Disponibilidad de informacio´n: Cantidad de informacio´n (libros, pa´ginas web, tesis)
disponibles para el desarrollo de la investigacio´n.
c) Conocimiento: Si el investigador conoce la relacio´n entre la metodolog´ıa y el tema
de estudio.
d) Orientado a la investigacio´n: Si la metodolog´ıa es orientada a la aplicacio´n e inves-
tigacio´n para el desarrollo del proyecto.
e) Escalabilidad: Si se pueden generar equipos de trabajo ma´s grandes o realizar pro-
yectos de mayor envergadura.
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f) Flexibilidad: Se refiere a si la metodolog´ıa puede adaptarse a cualquier situacio´n y
si se puede hacer variantes de acuerdo al problema.
3.2. Disen˜o de la investigacio´n:
El presente trabajo de investigacio´n se adecu´a al disen˜o No Experimental de tipo
transaccional por que se emplea la metodolog´ıa descriptiva.
3.3. Tipo de la investigacio´n
El presente trabajo de investigacio´n esta´ enmarcado dentro de acuerdo a los si-
guientes criterios.
Segu´n su propo´sito es ba´sica y tecnolo´gica.
Segu´n su utilidad es Aplicada.
segu´n su a´mbito es de laboratorio.
segu´n la forma de obtener conocimiento es deductivo - inductivo.
segu´n su a´mbito geogra´fico es Local.
3.4. Nivel de investigacio´n:
El presente trabajo se delimita dentro del nivel tecnolo´gico.
3.5. Poblacio´n y muestra
3.5.1. Poblacio´n.
La poblacio´n de estudio esta constituido por la totalidad fotograf´ıas del personal
nombrado y contratado de la Municipalidad Provincial de San Roma´n - Juliaca que
haciende un total de 630 personas.
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3.5.2. Muestra.
La poblacio´n de estudio esta constituido por las fotograf´ıas de personal de acuerdo
a la formula de muestreo aleatorio simple.
n = Z
2∗P∗Q
E2
Cuando se conoce el taman˜o de la poblacio´n asemos un ajuste:
n′ = n
1+n−1
N
N=630, Z=1.96, E=0.05, P=0.5, Q=0.5
n = (1,96
2)(0,5)(0,5)
0,052
= (3,8416)(0,25)
0,0025
= 0,9604
0,0025
= 384,16
Realizamos el ajuste:
n′ = 369,16
1+ 369,16−1
360
= 369,16
1+0,58
= 369,16
1,58
= 233,65
Esto quiere decir que el taman˜o de la muestra es de 233 Fotografias.
3.6. Te´cnicas e instrumentos de recoleccio´n de da-
tos
La informacio´n en la cual se sustenta la investigacio´n, fue recopilada:
a) mediante la te´cnica de entrevista directa.
b) Gu´ıa de recoleccio´n de informacio´n.
c) Casilla de verificacio´n.
d) Lista de verificacio´n segu´n esta´ndar establecido.
e) Casilla de verificacio´n.
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Cap´ıtulo 4
Implementacio´n del Software de
reconocimiento
4.1. Implementacio´n del software de reconocimien-
to.
El objetivo de este proyecto es la implementacio´n de un sistema automa´tico de
deteccio´n y reconocimiento de caras en ima´genes esta´ticas.
El empleo de ima´genes esta´ticas tiene el inconveniente de que se esta´n utilizando
proyecciones en dos dimensiones (ima´genes) de un objeto que es intr´ınsecamente tri-
dimensionales (cara humana). Esto implica una inevitable pe´rdida de informacio´n. A
cambio, se logra una mayor sencillez en los algoritmos necesarios para el reconocimiento
de caras.
En este proyecto se trata de hacer la implementacio´n de un sistema de recono-
cimiento de caras para comparar su eficacia ante dos situaciones distintas. Se van a
comparar los resultados que se obtienen cuando se esta´ en un ambiente controlado y
las fotograf´ıas cumplen unos criterios que favorecen el reconocimiento, frente a una
situacio´n en la que las fotograf´ıas son menos propicias para la tarea de reconocimiento.
El presente trabajo esta´ implementado con el paquete computacional MATLAB, ya
que es una herramienta poderosa, tanto para procesos matema´ticos, como, para la im-
plementacio´n de sistemas usando redes neuronales, que es la parte central del problema
propuesto en esta tesis. El problema a tratarse es el de Reconocimiento de Patrones,
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siendo estos, para nuestro propo´sito de estudio ima´genes (Rostros).
Se tiene como base hacer una lectura de un grupo de ima´genes de un individuo para
almacenarlas en una matriz de datos, a la cual se le llamara´ recopilacio´n de ima´genes
de prueba, seguido a e´sta se hace la normalizacio´n de estos datos, para luego ingresar
a la fase de entrenamiento.
Una vez realizada la Etapa de Entrenamiento, se procede a realizar la lectura de las
ima´genes restantes del individuo y almacenarlas en otra matriz de datos, que tambie´n
sera´n normalizados, para luego ingresar a la fase de reconocimiento, obteniendo como
resultado la identidad de rostros, este proceso se lo denomina Etapa de Reconocimiento.
BASES DE DATOS
En este proyecto se van a utilizar una bases de datos de ima´genes distintas para
comparar los resultados que ofrece el sistema de reconocimiento de caras implementado.
Preprocesamiento de la imagen.
Extraccio´n de caracter´ısticas.
Entrenamiento.
Etapa de reconocimiento.
4.1.1. Preprocesamiento de la imagen.
Las ima´genes tomadas para la etapa de preproceso, como para la de extraccio´n
de caracter´ısticas, son tomadas tanto de una base de datos propuesta, es decir una
existente, como de una base de datos generada por el usuario.
A continuacio´n se expondra´n las te´cnicas de preprocesado desarrolladas en este
proyecto.
Ajuste de formato
En Matlab se pueden tener los siguientes tipos de ima´genes [web6]:
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Figura 4.1: Base de datos de imagenes.
Fuente: Elaboracio´n propia.
Ima´genes indexadas.
Ima´genes de niveles de gris.
Ima´genes RGB: R G B.
Eliminacio´n de ruido
En ima´genes digitales se considera ruido a cualquier valor de un p´ıxel de una imagen
que no se corresponde con la realidad.
Como se comento´ en el apartado de Estado del Arte, una forma de eliminar el ruido
de una imagen es mediante la utilizacio´n de filtros paso bajo. El problema de utilizar
filtros paso bajo para la eliminacio´n de ruido es que los bordes de los objetos se vuelven
borrosos. Los bordes de una imagen tienen una cantidad enorme de informacio´n de la
imagen, por lo que se ha decidido utilizar un filtro de mediana que hace un mejor
trabajo conservando los bordes.
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Compensacio´n de iluminacio´n
Esta parte del preprocesado de las ima´genes se lleva a cabo debido al hecho de que
la apariencia del color depende de las condiciones luminosas, y con este me´todo se trata
de normalizar este efecto.
4.1.2. Extraccio´n de caracter´ısticas.
Para el reconocimiento de ima´genes hay distintos me´todos, el que se uso aqu´ı es
el me´todo de PCA .Ana´lisis de los Principales Componentes”, que consiste en reducir
la dimensio´n de un conjunto o espacio de modo que la nueva base describa mejor los
modelos t´ıpicos del conjunto.
La extraccio´n de caracter´ısticas pretende obtener una serie de rasgos esenciales
de una imagen, de tal forma que, ima´genes similares a ella, puedan ser reconocidas y
convenientemente clasificadas. En este proyecto la extraccio´n de caracter´ısticas consiste
en obtener la informacio´n necesaria para identificar la cara que aparece en la imagen.
Posteriormente estas caracter´ısticas pasan a la etapa de clasificacio´n.
La etapa de extraccio´n de caracter´ısticas se incluye dentro de la fase del reco-
nocimiento de caras, las etapas descritas anteriormente corresponder´ıan a la fase de
deteccio´n de caras. Por tanto se supone que las ima´genes con las que se va a trabajar a
partir de este momento u´nicamente contienen una cara, aunque esto tambie´n depende
del funcionamiento de la fase de deteccio´n, ya que puede ocurrir que el funcionamiento
no sea tan bueno como se desea y aparezcan otras zonas del cuerpo o parte del fondo
de la imagen, adema´s de la cara.
Como se esta´n utilizando ima´genes en color, se va a aprovechar este hecho para tener
una mayor informacio´n de cada imagen, de forma que paralelamente se van a extraer
las caracter´ısticas mediante PCA para la imagen transformada en escala de grises y
para cada uno de los canales de color RGB. En la etapa de clasificacio´n tambie´n se
tienen 4 clasificadores, uno para la imagen en escala de gris y otro por cada canal de
color RGB, cuyos resultados se combinan para dar un resultado final.
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Adema´s hay que tener en cuenta que no todas las personas que inicialmente se
tienen en la bases de datos se van a utilizar para la fase de reconocimiento. El nu´mero
de personas de cada base de datos que se van a utilizar en la etapa de extraccio´n de
caracter´ısticas y en la etapa de clasificacio´n, viene limitado por el nu´mero de personas
para las que se tienen 4 ima´genes de la cara, resultado de la fase de deteccio´n.
En te´rminos matema´ticos, se desea encontrar los principales componentes de la
distribucio´n de rostros, o los eigenvectores de la matriz de covarianza del conjunto de
ima´genes, tratando una imagen como un punto (o vector) en un espacio de muy al-
ta dimensio´n. Los eigenvectores son ordenados, cada uno contando para una diferente
cantidad de la variacio´n entre ima´genes de los rostros.
Estos eigenvectores pueden ser pensados como un conjunto de caracter´ısticas que
juntos caracterizan la variacio´n entre las ima´genes. Cada imagen contribuye ma´s o me-
nos a cada eigenvector, de modo que se puede desplegar el eigenvector como un grupo
de caras fantasmales a las cuales se les llaman eigenrostros.
Cada rostro individual puede ser representado exactamente en te´rminos de una com-
binacio´n lineal de los eigenrostros. Cada rostro puede ser tambie´n aproximado usando
u´nicamente las mejores eigenrostros, aquellos que tienen los ma´s grandes eigenvalores
y por lo tanto cuenta con la mayor varianza dentro del conjunto de ima´genes. Los
mejores M eigenrostros expande un subespacio de M-dimensiones de todas las posibles
ima´genes.
4.1.3. Entrenamiento.
Despue´s de la estimacio´n de los coeficientes calculados por la etapa anterior antes
mencionado, se realiza el reconocimiento de patrones, por medio de del algoritmo ei-
genface usando patrones caracter´ısticos de cada individuo o lo que ya conocemos como
sus eigenvectores, los cuales se determinaron.
Como se ha mencionado en el apartado de Extraccio´n de Caracter´ısticas, en este
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proyecto se van a utilizar ima´genes en color y de cada imagen se extraen 4 conjuntos
de caracter´ısticas, uno para la imagen transformada en escala de grises y uno para
cada uno de los canales de color RGB. En esta etapa de clasificacio´n se crea una red
neuronal para cada uno de los conjuntos de caracter´ısticas y los resultados de cada red
son combinados para dar como resultado las M caras de la base de datos que ma´s se
”parecen.a la cara de la imagen de prueba.
Para que el sistema sea capaz de clasificar correctamente, previamente debe haberse
sometido a un proceso de entrenamiento. En esta fase se le ofrecen al sistema un con-
junto de datos etiquetados, para que el sistema sea capaz de extraer las caracter´ısticas
que definen cada clase de datos a partir de ellos. Este tipo de entrenamiento se conoce
como ”supervisado”.
Figura 4.2: Ventana principal del sistema.
Fuente: Elaboracio´n propia.
4.1.4. Reconocimiento.
Para mostrar el funcionamiento del sistema de reconocimiento de caras implemen-
tado se ha creado una simple interfaz gra´fica de usuario con la ayuda de GUIDE de
Matlab.
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Las redes neuronales de la etapa de clasificacio´n tienen que ser entrenadas antes
de poder utilizar la interfaz gra´fica. Adema´s hay que introducir determinadas varia-
ciones en algunas de las funciones de Matlab que implementan el sistema, para poder
adecuarlas al caso para el que se va ha utilizar la interfaz gra´fica. Es decir, hay que
poner el taman˜o del elemento estructurante de las operaciones de apertura y cierre
para el filtrado y agrupamiento. Para representar la imagen de prueba hay que utilizar
el mismo nu´mero de autovectores que se han utilizado para representar las ima´genes
que han servido para entrenar las redes neuronales. Tambie´n hay que indicar el nu´mero
de individuos que forma la base de datos para el caso que se este´ probando e indicar si
se esta´ trabajando con una base de ima´genes de la base de datos
Las redes neuronales entrenadas y las bases de datos Tg, TR, TG y TB deben estar
en el mismo directorio que las funciones de Matlab,
En la imagen que se muestra a continuacio´n se puede ver como la interfaz consta
de un boto´n ”Seleccio´n de imagen”, un boto´n ”Buscar”, y siete espacios en los que
aparecen las ima´genes.
En los dos espacios de arriba se muestran, a la izquierda en el espacio I¨magen se-
leccionada”, la imagen original seleccionada para realizar la prueba de reconocimiento,
y a la derecha en el espacio C¸ara detectada”, la zona de la imagen
original en la que se ha detectado una cara. En los espacios de abajo (”Personas
resultado del reconocimiento”) se muestran las ima´genes de la base de datos corres-
pondientes a los individuos que son el resultado del proceso de reconocimiento. En este
caso aparecen cinco espacios porque se esta´ trabajando con M = 5.
El siguiente co´digo es de suma importancia ya que es el co´digo que nos va a permitir
llevar a cabo el reconocimiento y comparacio´n con la base de datos que se genero en
los archivos Wij y Vij.
N = 6; %imagendeentrada
L = 10; %imagendelacapaoculta
M = 5; %imagendesalida
NT = 1; %patronesdeentrenamiento
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NI = 100000; %numeromaximodeiteraciones(epochs)
epsilon = 0,005; %errorcuadraticomediorequerido
PE = [p1];
fidfun = fopen(′Wij.dat′,′ r′);
%fprintf(fidfun,′ %6,4f %6,4f %6,4f %6,4f %6,4f %6,4fn′,W ′);
Ws = fscanf(fidfun,′ %f ′, [L− 1, inf ]);
Ws = Ws′;
fclose(fidfun);
fidfun = fopen(′V ij.dat′,′ r′);
V s = fscanf(fidfun,′ %f ′, [M, inf ]);
V s = V s′;
fclose(fidfun);
fori = 1 : NT
X = [1,0, PE(i, :)];
Uhat = X ∗Ws;
U = [1,0, fnl(1, Uhat)];
Yhat = U ∗ V s
Y = hardlims(fnl(1, Yhat));
fprintf(1,′ SalidadelaRed : %d%d%d%d%d′, Y (1), Y (2), Y (3), Y (4), Y (5));
end
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Conclusiones
PRIMERO: Se ha desarrollado una aplicacio´n que mediante el algoritmo eigenface
es capaz de reconocer los bordes de una imagen bidimensional esta´tica, de una manera
ra´pida y eficiente.
SEGUNDO: Se ha desarrollado una aplicacio´n en un lenguaje de programacio´n
(Matlab), la cual es capaz de hacer procesamiento de ima´genes tomando regiones de
los ojos, nariz y voca de una imagen de rostro bidimensional.
TERCERO: Se ha aprovechado las caracter´ısticas de los algoritmos de procesa-
miento de ima´genes PCA , en cuanto a la forma de resolver el problema planteado.
CUARTO: Se ha logrado reconocer ima´genes mediante la aplicacio´n implementada
en windows con facilidad logrando as´ı cumplir con el objetivo planteado.
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Recomendaciones
PRIMERO: Se recomienda implementar nuevos algoritmos para solucionar el pro-
blema de reconocimiento de ima´genes el cual en la actualidad es bastante difundido y
dado el avance reciente en la tecnolog´ıa tiene un buen a´mbito de aplicacio´n.
SEGUNDO: Se recomienda implementar algoritmos que tomen regiones estrate´gi-
cos del rostro humano para ser mas eficientes en el proceso de reconocimiento.
TERCERO: Se recomienda minimizar el margen de la taza de error en el proceso
de reconocimiento.
CUARTO: Se recomienda implementar la aplicacio´n de una manera comercial ya
que puede tener una mayor aplicacio´n y difusio´n.
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