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Desingularization of branch points of minimal
disks in R4
Marina Ville
Abstract
We deform a minimal disk in R4 with a branch point into symplec-
tic minimally immersed disks with only transverse double points.
1 Introduction
This paper continues the study of branch points of minimal disks in R4 and
their knots which was started in [Vi], [S-V1] and [S-V2]. Near the branch
point, the disk is symplectic for two different symplectic structures, one for
each orientation in R4. For each of these symplectic structures, we show
that the branched disk can be deformed into symplectic minimally immersed
disks with only transverse double points. If the branched disk is topologically
embedded, this can be done without changing the transverse knot type of the
boundary knot and the number of the double points of the immersed disks
is given by the self-linking number of the transverse knot.
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2 Preliminairies
2.1 Branch points
Let F : D −→ R4 be a map. A point p ∈ D is a branch point of F if we can
find a coordinate system (xi) around F (p) in which the map is written as
F1(z) + iF2(z) = z
N + o(|z|N) F3(z) + iF4(z) = o(|z|N) (1)
where Fi(z) denotes the i-th component of F (z) in the coordinate system
(xi).
Here and throughout this paper, p is identifies with 0 and F (p) is identified
with (0, ..., 0) in R4. The quantity N − 1 is called the branching order of F
at p.
2.2 The Grassmannian
We denote by G+2 (R
4) the Grassmannian of oriented 2-planes in R4. An
oriented 2-plane P can be viewed as the 2-vector e1 ∧ e2 where (e1, e2) is a
positive orthonormal basis of P . Thus G+2 (R
4) is embedded in Λ2(R4); if we
write P as a 2-vector we can define
H =
1√
2
(P + ⋆P ) K =
1√
2
(P − ⋆P ) (2)
where ⋆ : Λ2(R4) −→ Λ2(R4) is the Hodge operator ([Be] or [Jo] p. 82).
The 2-vector H (resp. K) defined in (2) belongs to the unit sphere of Λ+(R4)
(resp. Λ−(R4)) and we derive an identification
G+2 (R
4) ∼= S(Λ+(R4))× S(Λ−(R4)) (3)
2.3 The Gauss map
If F : D −→ R4 is an immersion, we derive two Gauss maps
γ+ : D −→ S(Λ+(R4)), γ− : D −→ S(Λ−(R4)) (4)
as follows. We let z ∈ D and let P be the oriented tangent plane F⋆(TzD);
the orientation on P is defined via F by the orientation on D. Using (2), we
write P = 1√
2
(H +K) where H (resp. K) of Λ+(R4) (resp. Λ−(R4)). We let
H = γ+(z) K = γ−(z) (5)
2
Note that there is another way of defining the Gauss map: we write F
in components as F = (F1, F2, F3, F4) and define for every i = 1, ..., 4 the
complex number
φi =
∂Fi
∂x
− i∂Fi
∂y
(6)
Identifying the 2-spheres S(Λ+(R4)) and S(Λ−(R4)) with the complex pro-
jective line CP 1, we can write ([M-O])
γ+ =
φ3 + iφ4
φ1 − iφ2 γ− =
−φ3 + iφ4
φ1 − iφ2 (7)
2.4 The symplectic structures associated to the branch
point
The tangent plane at p to F (D) in §2.1 is the plane P0 generated by ∂∂x1 and
∂
∂x2
; we orient it by taking ( ∂
∂x1
, ∂
∂x2
) to be a positive basis; it is a complex
line for two orthogonal complex structures on R4, one for each orientation.
In terms of 2-vectors, these complex structures are written
H0 =
1√
2
(P0 + ∗P0) K0 = 1√
2
(P0 − ∗P0) (8)
The 2-vectors H0 and K0 define symplectic forms ω+ and ω− on R
4 as follows
ω+(u, v) =< H0, u ∧ v > ω−(u, v) =< K0, u ∧ v > (9)
for two vectors u, v ∈ R4 (<,> denotes the scalar product on 2-vectors).
In a neighbourhood of p, a tangent plane P to F (D) is symplectic for both
ω+ and ω−, that is, it verifies
< P,H0 >> 0 (10)
< P,K0 >> 0. (11)
Unlike in the case of a complex curve in a complex surface, there is no
preferred orientation associated to a minimal surface, so we consider both
these symplectic structures.
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2.5 The knot of the branch point
In this section we assume that the map F defined in 2.1 is a topological
embedding.
Given a small positive number ǫ, we denote by Sǫ (resp. Bǫ) the sphere (resp.
ball) centered at p and of radius ǫ. If ǫ is small enough, Kǫ = Sǫ ∩ F (D) is
a knot and F (D ∩ Bǫ) is homeomorphic to the cone on Kǫ (cf. [S-V1] where
this construction follows from [Mi]).
2.6 The braid defined by the knot Kǫ and its writhe
number
The knot Kǫ is naturally presented as a braid with N strands in the 3-sphere
(cf. [Vi]); the axis of this braid is the great circle in the normal plane at 0,
that is the plane which is orthogonal to the tangent plane at 0 generated by
∂
∂x1
and ∂
∂x2
. The algebraic crossing number of this braid is
e(Kǫ) = lk(Kǫ, Kˆǫ) (12)
where Kˆǫ is the knot obtained by pushing slightly Kǫ in the direction of the
axis of the braid.
REMARK. In [S-V1], we consider the knot in the cylinder {(z1, z2) ∈ C2/
|z1| = η}; and in [S-V2] we use the terme writhe instead of algebraic crossing
number.
3 Desingularization of a branch point
Theorem 1. Let F : D −→ R4 be a minimal map with a branch point as in
§2.1.
For some real number ǫ > 0 there exists, for t ∈ [0, ǫ), a smooth family
F
(+)
t : D −→ R4 (resp. F (−)t : D −→ R4) of minimal immersions such that
1) F
(−)
0 = F
(+)
0 = F .
For every t small enough,
2) Ft is an immersion with transverse double points.
3) F
(+)
t (resp. F
(−)
t ) is symplectic w.r.t. ω+ (resp. ω−).
If F is an embedding, we have
4) The numbers D(+), D(−) of double points of F
(+)
t , F
(−)
t verify
2D(+) = e(K)− (N − 1) (13)
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2D(−) = −w(K)− (N − 1) (14)
where N − 1 is the branching order (cf. §2.1).
PROOF OF THEOREM 1.
Each coordinate function Fi, i = 1, ..., 4 is harmonic, hence there exist four
holomorphic functions f1, ..., f4 such that
F1 + iF2 = f1 + f¯2 F3 + iF4 = f3 + f¯4 (15)
Since F is a conformal map, the fi’s verify (cf. [M-W])
f ′1f
′
2 + f
′
3f
′
4 = 0 (16)
Lemma 1. A point z0 in D is a branch point if and only if for every i =
1, ..., 4
f ′i(z0) = 0
Proof. The point z0 is a branch point if and only if
∂F
∂x
(z0) =
∂F
∂y
(z0) = 0.
Lemma 1 follows from looking at the formulae for the derivatives of F
∂F
∂x
=


Re(f ′1 + f
′
2)
Im(f ′1 − f ′2)
Re(f ′3 + f
′
4)
Im(f ′3 − f ′4)


∂F
∂y
=


−Im(f ′1 + f ′2)
Re(f ′1 − f ′2)
−Im(f ′3 + f ′4)
Re(f ′3 − f ′4)


We now assume z0 = 0 which causes no loss of generality.
Going back to the assumptions of Th. 1, we derive the existence of holomor-
phic functions f˜i’s and positive integers ni, i = 1, ..., 4 such that for every
i = 1, ..., 4
f ′i = z
ni f˜i (17)
with f˜i(0) 6= 0. We derive from that (16) that
n1 + n2 = n3 + n4 (18)
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Without loss of generality, we assume that n1 < n2, n3, n4. It follows from
(18) that f˜3 and f˜4 have order smaller than f˜2.
We construct the F
(+)
t ’s and we indicate what to change to construct the
F
(−)
t ’s.
For A = (a0, ..., an1) ∈ Cn1+1 and B = (b0, ..., bn3) ∈ Cn3+1, we let
h1(z, A,B) = (z
n1 +
n1∑
i=0
aiz
i)f˜1(z) h2(z, A,B) = z
n2−n3(zn3 +
n3∑
i=0
biz
i)f˜2(z)
(19)
h3(z, A,B) = (z
n3 +
n3∑
i=0
biz
i)f˜3(z) h4(z, A,B) = z
n4−n1(zn1 +
n1∑
i=0
aiz
i)f˜4(z)
(20)
The hi’s are holomorphic and verify (using (16) and (18))
h1h2 + h3h4 = 0 (21)
For i = 1, ..., 4, we let
fi(z, A,B) =
∫ z
0
hi(ξ, A,B)dξ (22)
The fi(., A, B)’s are holomorphic and verify
∂fi
∂z
= hi. We let
F (z, A,B) = (f1(z, A,B) + f¯2(z, A,B), f3(z, A,B) + f¯4(z, A,B)).
It follows from (21) that for every (A,B), the F (., A, B)’s are minimal maps.
We assume that (A,B) belongs to the open dense set X1 of C
n1+1 × Cn4+1
of the (A,B)’s such that the polynomials zn1 +
∑n1
0 aiz
i and zn4 +
∑n4
0 biz
i
have distinct roots which are all different from 0. It follows from Lemma 1
that for (A,B) in X1, F (., A, B) is an immersion.
We compute their Gauss maps using (7) and we see that
γ+(F (., A, B)) =
h3(., A, B)
h2(., A, B)
= zn3−n2
f˜3
f˜2
=
f ′3
f ′2
= γ+(F ) (23)
It follows that the F (., A, B)’s are symplectic w.r.t. ω+.
Note that if we want the F (., A, B)’s to be symplectic w.r.t. ω−, we define
instead
h1(z, A,B) = (z
n1 +
n1∑
i=0
aiz
i)f˜1(z) h2(z, A,B) = z
n2−n4(zn4 +
n4∑
i=0
biz
i)f˜2(z)
(24)
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h3(z, A,B) = z
n3−n1(zn1 +
n1∑
i=0
aiz
i)f˜3(z) h4(z, A,B) = (z
n4 +
n4∑
i=0
biz
i)f˜4(z)
(25)
We will now use the Transversality Lemma to prove that that for generic
A,B, F (., A, B) has only transverse double points. We do it for the functions
defined in (19) and (20); the proof for (24) and (25) works identically.
We define
Φ : Cn1+1 × Cn3+1 × D× D −→ R4 × R4
(A,B, z1, z2) 7→ (F (z1, A, B), F (z2, A, B))
and we prove
Lemma 2. There exists a positive number η such that, for every A, B, if
z1 6= z2 and |z1| < η, |z2| < η, then Φ is transverse to the diagonal ∆ of
R4 × R4 at (A,B, z1, z2).
Proof. We identify R4 with C2; if J0 is the canonical complex structure on
C2, we introduce a new orthogonal complex structure J1 on C
2 defined
J1(1, 0) = (i, 0) J1(0, 1) = (0,−i) (26)
The point of this change is to make F holomorphic w.r.t. A and antiholo-
morphic w.r.t. B. If we use (24) and (25), the map F is holomorphic in A
and antiholomorphic in B for the standard complex structure J0 so we keep
it.
The diagonal ∆ is a complex subspace of C4 which is generated over the
complex numbers by the vectors
ǫ1 = (1, 0, 1, 0) ǫ2 = (0, 1, 0, 1) (27)
If i = 0, ..., n1 (resp. j = 0, ..., n3), we write ai (resp. bj) in real coordinates
ai = a
(1)
i + ia
(2)
i (resp. bj = b
(1)
j + ib
(2)
j ) (28)
The map F is now holomorphic in A and antiholomorphic in B, hence Lemma
2 will be proved once we prove
Lemma 3.
det(
∂Φ
∂a0
,
∂Φ
∂b0
, ǫ1, ǫ2) 6= 0
the determinant being computed over the complex numbers.
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Proof. We have
∂Φ
∂a0
(A,B, z1, z2) =
(
∂F
∂a0
(z1, A, B),
∂F
∂a0
(z2, A, B)
)
∈ C2 × C2 (29)
For i = 1, 2, we write in Euclidean complex coordinates in C2,
∂F
∂a0
(zi, A, B) =
(
∂f1
∂a0
(zi, A, B),
∂f4
∂a0
(zi, A, B)
)
=
(∫ zi
0
∂h1
∂a0
(ξ, A,B)dξ,
∫ zi
0
∂h4
∂a0
(ξ, A,B)dξ
)
∈ C2 (30)
by differentiation under the integral sign, hence
∂Φ
∂a0
(A,B, z1, z2) =
(∫ z1
0
∂h1
∂a0
(ξ, A,B)dξ,
∫ z1
0
∂h4
∂a0
(ξ, A,B)dξ,
∫ z2
0
∂h1
∂a0
(ξ, A,B)dξ,
∫ z2
0
∂h4
∂a0
(ξ, A,B)dξ
)
(31)
Similarly
∂Φ
∂b0
(A,B, z1, z2) =
(∫ z1
0
∂h¯2
∂b0
(ξ, A,B)dξ,
∫ z1
0
∂h¯3
∂b0
(ξ, A,B)dξ,
∫ z2
0
∂h¯2
∂b0
(ξ, A,B)dξ,
∫ z2
0
∂h¯3
∂b0
(ξ, A,B)dξ
)
(32)
We can now compute
det(
∂Φ
∂a0
,
∂Φ
∂b0
, ǫ1, ǫ2) =
∫ z1
z2
∂h1
∂a0
(ξ, A,B)dξ
∫ z1
z2
∂h¯3
∂b0
(ξ, A,B)dξ−
∫ z1
z2
∂h4
∂a0
(ξ, A,B)dξ
∫ z1
z2
∂h¯2
∂b0
(ξ, A,B)dξ
(33)
We now compute the derivatives involved:
∂h1
∂a0
(z, A,B) = f˜1(z)
∂h2
∂b0
(z, A,B) = zn2−n3 f˜2(z) (34)
∂h3
∂b0
(z, A,B) = f˜3(z)
∂h4
∂b0
(z, A,B) = zn4−n1 f˜4(z) (35)
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We remind the reader that f˜1(0) 6= 0 and f˜3(0) 6= 0; and on the other hand,
n2 − n3 > 0 and n4 − n1 > 0. This enables us to derive the existence of a
positive constant C and of an η > 0 such that, if |zi| < η, for i = 1, 2, then
|det( ∂Φ
∂a0
,
∂Φ
∂b0
, ǫ1, ǫ2)| = |(33)| ≥ C|z1 − z2|2
This concludes the proof of Lemmas 3 and 2.
We derive from Lemma 2 and from the Transversality Lemma ([G-P]) the
existence of a dense subset X2 of the product of the unit balls B
n1+1×Bn3+1
such that, if (A,B) ∈ X2, the map
Φ(A,B, ., .) : {(z1, z2) ∈ D× D/z1 6= z2} −→ R4 × R4
is transversal to ∆. It follows that, if (A,B) ∈ X1 ∩X2, F (., A, B) has only
transverse double points. To conclude the proof of Th. 1, we use the Curve
Selection Lemma for subanalytic sets (see [B-M],[ Lo]). In order to do this,
we prove
Lemma 4. X1 ∩X2 is subanalytic.
Proof. The complement of X1 is algebraic so X1 is semialgebraic, hence we
just need to show that X2 is subanalytic. We let
Z = {(z1, z2, A, B) ∈ D×D×Bn1+1×Bn3+1/‖A‖ ≤ 1, ‖B‖ ≤ 1, z1 6= z2 and
det(
∂F
∂x1
(z1, A, B),
∂F
∂y1
(z1, A, B),
∂F
∂x2
(z2, A, B),
∂F
∂y2
(z2, A, B), ǫ1, J1ǫ1, ǫ2, J1ǫ2)
2
+‖F (z1, A, B)− F (z2, A, B)‖2 = 0}.
Note that here we are talking of the real determinant in R8; it follows from
its definition that Z is semianalytic.
We let
Π : D× D× Cn1+1 × Cn3+1 −→ Cn1+1 × Cn3+1
be the projection. Since Z is semianalytic, the set Π(Z) is subanalytic. It
follows that X2 = B
n1+1×Bn3+1\Π(Z) is subanalytic (cf. the theorem of the
complement, [B-M]).
9
Since X1 ∩ X2 is subanalytic and dense, the Curve Selection Lemma
ensures the existence of an analytic path
γ : [0, ǫ) −→ X1 ∩X2
such that γ(0) = 0 and for every t > 0, γ(t) ∈ X1 ∩ X2. We let F (+)t (z) =
F (z, A(γ(t)), B(γ(t))). If t > 0, F
(+)
t is a minimal immersion with only
transverse double points. This proves Th. 1 1), 2) and 3).
Lemma 5. ∃η0 such that ∀η < η0, ∃t(η) such that ∀t, 0 < t < t(η), the
knots Kηt = F
(+)
t (D) ∩ Sη are transversally isotopic to Kη = F (D) ∩ Sη.
Proof. There is a constant C such that, for t small enough, |A| ≤ C|t| and
|B| ≤ C|t|.
Also, there exists an η1 such that, if η < η1 and |F (z)| = η, then
|ρN − η| ≤ η
10
.
So for η < η1, we let t(η) such that, if t < t(η) and |F (z)| = η, then
|ρN − η| ≤ η
5
(36)
We let z = ρeiθ ∈ D. We can derive from the construction of F (+)t , the
following estimate
F
(+)
t (z) = ρ
NeNiθX + o(ρN) +O(t) (37)
where X = (1, 0, 0, 0) ∈ R4.
We need to say a word of what we mean by the O(t)’s in this paragraph:
these terms can contain terms in ρk, for k > 0 (and/or later in the proof
terms in ρ−k). So once η is fixed, we can derive t in terms of η (hence the
notation t(η) in the statement of the lemma) such that the O(t) is as small
as we want. The term o(ρN) on the other hand, is independent of t.
The vectors 1
N
ρ ∂
∂ρ
and 1
N
∂
∂θ
are orthogonal and of the same norm in D; since
the F
(+)
t ’s are minimal, the vectors
u1 =
1
N
ρ
∂F
(+)
t
∂ρ
u2 =
1
N
∂F
(+)
t
∂θ
(38)
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are orthogonal and of the same norm and they generate the plane tangent to
F
(+)
t (D). We have
u1 = ρ
NeNiθX + o(ρN) +O(t) u2 = ρNeNiθiX + o(ρN ) +O(t) (39)
The vector γ tangent to Kηt at F
(+)
t (z) is of the form γ = au1 + bu2 and
verifies
< F
(+)
t (z), γ >= 0 (40)
We derive from (40), (37) and (39) that
< γ, u1 >= ‖γ‖(o(ρ2N) +O(t)) (41)
Hence (remember that ‖u1‖ = ‖u2‖)
< γ, u2 >
2= ‖γ‖2 < u1, u1 >2 − < γ, u1 >2= ‖γ‖2(ρ2N ) + o(ρ2N ) +O(t))
On the other hand, iF
(+)
t (z)− u2 = o(ρN) +O(t) hence
< γ, iF
(+)
t (z) >
2=< γ, u2 >
2 +‖γ‖2(o(ρ2N )+O(t)) = ‖γ‖2(ρ2N+o(ρ2N)+O(t))
≥ ‖γ‖2(η
2
2
+ o(η2) +O(t))
This last estimate is derived from (36). We derive the existence of a η0 < η1
such that, ∀η < η0, ∃t(η) such that, if t < t(η), < γ, iF (+)t (z) > 6= 0. We
conclude that all the Kηt ’s are all transverse and they are all transversally
isotopic.
Note that the K
(η)
t ’s are transverse w.r.t. the contact structures associ-
ated to both the symplectic structures. By contrast, the disks F
(+)
t (D) and
F
(−)
t (D) are not symplectic for both structures.
The number Dt of transverse double points F
(+)
t is given by ([H-H])
2Dt = sl(K) + 1 = e(K)− (N − 1) (42)
11
References
[1] [B-M] E. Bierstone, P. D. Milman, Semianalytic and subanalytic sets,
Publ. Math. de l’IHES, 67 (1988) 5-42.
[2] [Be] A. Besse, L. Be´rard-Bergery, M. Berger, C. Houzel, Ge´ome´trie rie-
mannienne en dimension 4, Cedic Fernand Nathan, 1981.
[3] [G-P] V. Guillemin, A. Pollack, Differential Topology, Prentice Hall,
Engle- wood Cliffs, New Jersey, 1974.
[4] [H-H] S. Hainz, U. Hammensta¨dt, Topological properties of Reeb orbits
on boundaries of star-shaped domains in R4 in Low-dimensional and
Symplectic Topology, Proc. Of Symposia in Pure Maths. 82 (2011), AMS,
Providence, Rhode Island 2011, 89-111.
[5] [Jo] J. Jost, Riemannian geometry and geometric analysis, Springer,
2011.
[6] [ Lo] S.  Lojasiewicz, Sur la ge´ome´trie semi- et sous-analytique, Ann. de
l’Institut Fourier, 43(5) 1993, 1575-1595.
[7] [M-S] X. Mo, R. Osserman, On the Gauss map and total curvature of
complete minimal surfaces and an extension of Fujimoto’s theorem, J.
Diff. Geom. 31, (1990), 343-355.
[8] [M-W] M.Micallef, B.White, The structure of branch points in minimal
surfaces and in pseudoholomorphic curves Annals of Mathematics, 139
(1994), 35-85.
[9] [Mi] J. Milnor Singular points of Complex Hypersurfaces, Annals of
Mathematics Studies, 61 (1968), Princeton University Press.
[10] [S-V1] M. Soret, M.Ville, Singularity Knots of Minimal Surfaces in R4,
Jour. of Knot theory and its ramifications, 20 (4), (2011), 513-546.
[11] [S-V2] M. Soret, M.Ville, Some properties of simple minimal knots, 2012,
arXiv:1212.2347.
[12] [Vi] M. Ville, Branched immersions and braids, Geom. Dedicata, 140(1),
2009, 145-162.
12
Marina.Ville@lmpt.univ-tours.fr
LMPT, Universite´ de Tours UFR Sciences et Techniques Parc de Grandmont 37200 Tours,
FRANCE
13
