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Lie series and a special matrix notation for first-order differential operators are 
used to show that the Lie group properties of matrix Riccati equations arise in a 
natural way. The Lie series notation makes it evident that the solutions of a matrix 
Riccati equation are curves in a group of nonlinear transformations that is a 
generalization of the linear fractional transformations familiar from the classical 
complex analysis. It is easy to obtain a linear representation of the Lie algebra of 
the nonlinear group of transformations and then this linearization leads directly to 
the standard linearization of the matrix Riccati equations. We note that the matrix 
Riccati equations considered here are of the general rectangular type. % 1984 
Academic Press, Inc. 
1. INTRODUCTION 
Matrix Riccati [ 1 l] equations have many important applications as can 
be seen by looking at our references. These equations also have a well-known 
connection to the theory of Lie groups and algebras [l-5, 8-10, 17, 181. In 
all of the papers that we are aware of, the connection between Lie theory and 
the Riccati equations is established by first introducing a nonlinear 
realization of a matrix group and then showing that systems of linear 
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differential equations become Riccati equation in the nonlinear realization. 
Once this connection is established then one can bring Lie theory to bear on 
problems involving Riccati equations. 
In this paper we will show that, instead of starting with group theory, one 
can start with a general class of matrix differential equations (which include 
the usual systems of nonlinear equations) and then see which special classes 
of equations have an associated Lie theory. The basic idea is to introduce a 
compact notation for certain first-order differential operators associated with 
a matrix differential equation and then represent he solution of the equation 
using Lie series. It is important to keep in mind that we will be discussing 
classes of differential equations which constitute a linear space of equations. 
In Section 2 we begin by describing general nonlinear matrix, polynomial 
matrix and Riccati matrix equations. In Section 3 the matrix trace function is 
used to associate a linear first-order differential operator to each matrix 
differential equation. This first-order differential operator is nothing more 
than the vector field associated with the nonlinear differential equation. For 
such differential operators the commutator provides us with a natural Lie 
algebraic structure. If the class of equations form a finite-dimensional linear 
space that is closed under commutation, then the class is called Lie type [8]. 
The matrix Riccati equation are just such a class. 
In Section 4 we use the theory of Lie series [ 13-151 to exponentiate these 
first-order differential operators and derive certain properties of the 
exponentials. These exponentials generate groups of coordinate transfor- 
mations and when the differential operators under consideration form a Lie 
algebra, the exponentials generate a Lie group of transformations. In the case 
of the Riccati equations, these transformations are generalizations of the 
linear fractional transformations and are called matrix linear fractional 
transformations [8]. 
In Section 5 we show that the Lie algebra introduced above, which is a 
nonlinear realization a Lie algebra, has a natural representation as square 
matrices, that is, a linear representation. It is this representation that gives 
rise to the linearization of the Riccati equations. Once the Lie group 
structure of the Riccati equations has been established then there are many 
techniques that can be brought to bear on problems involving the Riccati 
equations [l-4, 9, 10, 17, 181. The situation with the Riccati equations can 
be thought of as analog of a situation in quantum mechanics where time- 
dependent quadratic Hamiltonians are studied [ 12, 161. 
It is easy to see that equations with arbitrary quadratic nonlinearities will 
not, in general, be of Lie type. In Section 6 we show that, in fact, the 
quadratic terms in the equation must be severly restricted to produce an 
equation of Lie or Riccati type. The resulting Lie algebras are closely related 
to those found in [6, 71. We also show, by example, that not all equations of 
Lie type are matrix Riccati equations. 
409/104/l-17 
248 HLAVAT+,STEINBERG,AND WOLF 
The role that filtered Lie algebras play in determining the higher-order 
terms in Riccati-like equations is discussed in [ 171. Examples of Riccati-like 
equations with higher than quadratic terms are also presented in [ 171. 
2. MATRIX DIFFERENTIAL EQUATIONS 
We will first describe general nonlinear matrix differential equations. Thus 
let f(t, x) be a sufficiently smooth mapping of the scalar t and the n x m 
matrices into the II X m matrices. The initial value problem for a general 
matrix differential equation is of the form 
-qt) =f(t, x(t)), x(0) = x0. (2.1) 
Here f = dx/dt and we are to find, x(t), the n X m matrix valued function of 
the scalar t, given f and the initial matrix x0. 
We will be interested in the case where f(t, x) has a particular polynomial 
form. Thus let P, be the space of homogeneous polynomials of degree k 
which are finite sums of terms of the form 
a,xa2x .a. xakxak+ I. (2.2) 
Here x is n x m, a, is n x n, akil is m x m and aj, 2 <j < k, are m X n 
matrices. Note that any element of P, is a homogeneous polynomial of 
degree k in the entries Xii of x and consequently P, is finite dimensional. 
Finally, let P be the space of functions that are a finite sum of terms that are 
in some P,, 0 <k < 00. 
If p(t, x) is an element of P with coefficient matrices that are sufficiently 
smooth functions of t, then 
-qt> = P(& x(t)) (2.3) 
will be called a polynomiaE matrix equation. According to Reid [ 111, 
polynomial matrix equations of the form 
i(t) = a(t) + b(t) x(t) + x(t) c(t) + x(t) d(t) x(t) (2.4) 
are matrix Riccati equations. Here a(t), b(t), c(t) and d(t) are sufficiently 
smooth matrix functions of t. Because x is an n x m matrix we must have 
that a is n x m, b is n x n, c is m x m and d is m x n or our equation will 
not make sense. We see that the matrix Riccati equations are a rather special 
subclass of the quadratic polynomial matrix equations. 
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3. THE LIE ALGEBRA 
We will now associate a first-order linear partial differential operator with 
each function f(x) mapping the 12 X VI matrices into themselves. Recall that 
x = (x,) is an n X m matrix. We let 8 be an m X IZ matrix of partial 
derivatives 
a = (a/ax,) + 
where the superscript dagger stands for matrix transpose. Now given the 
function f, we introduce the operator (here “tr” stands for trace) 
F = trdfa) = i 2 hj(x) &. (3.1) 
i=l j=1 1J 
The commutator will introduce a Lie algebraic structure on these 
operators. Thus if f and g are two matrix functions and F and G are their 
associated operators, then we define the commutator by 
[F, G] = FG - GF. (3.2) 
A little algebra shows that 
P’, Gl = br(f4, tr(ga)l = tr{ (tr(fa> g - tr( ga)f) a}. (3.3) 
Thus if H = [F, G], then H = tr(ha) where 
h = tr(f8) g - tr( ga)f. (3.4) 
Before we proceed we need some formulas to help simplify our 
computations. The following are easily checked: 
8x=I, the m x m identity 
tr(@) x = f 
WWg4 = (tr(.@> d h + g(tW4 4 
(3.5) 
These formulas in turn imply that 
tr(f8)(a,xa,xa,x .a=) = uIfi2xu3x .a. 
+ ulxu*fu3x *-a 
+u,xu,xu,f .** 
+ . . . (3.6) 
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which is a variant of the standard power rule for differentiation. These 
formulas now imply the next proposition which plays a central role in our 
results. 
PROPOSITION. If i, j > O,fE Pi, g E Pj Utd [trdfa), tr( ga)] = tr(M), then 
h E Pi+j-1. (3.7) 
Here P-, is the zero element. 
Proof: This is clear from the above formulas. 
In the following table we record some of the commutators described in the 
previous proposition. The correct size of the constant matrices can be 
inferred from the context. 
f g h 
- - - 
al a2 0 
aI ad2 a2alb2 
aI a,xb,xc, a,a,b,xc, - a,xb,a,c, 
a,xb, a2xb2 v,xh b21 - h a21xW2 
a,& a,xb,xc, a,a,xb,b,xc, + a,xb,a,xb,c, - a,a,xb,xc,b, 
a,xblxc, a,xb,xc, a,a,xb,xc,b,xc, + a,xb,a,xb,xc,c, 
- a,a,xb,xc,b,xc, - a,xb,a,xb,xc,c, 
The previous proposition (or the previous table) shows that the sets of 
differential operators with coefficients in P, and P, are closed under 
commutation while the set with coefficients in P, is not. It is our belief that 
any nontrivial finite-dimensional subset of operators that is closed under 
commutation will give rise to a particularly important class of differential 
equations. In any case, we have the following result related to Riccati 
equations. First we define the Riccati algebra R as all differential operators 
of the special form 
R = {tr((a + bx + xc + xdx) a)}. (3.8) 
PROPOSITION. The Riccati algebra is a Jinite-dimensional linear space 
that is closed under commutation, that is, R is a Lie algebra. Moreover, if we 
set [trdfa) tr( g6’)] = tr(ha) then we obtain the following commutators: 
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fg h f g h 
- --- 
aI a2 0‘ 
al b2x b,a, b,x b [b,,b,lx 
a1 xc2 QlC2 b,x xc2 0 
a1 xd,x a,d,x + xd,a, b,x xd,x xd,b,x 
xc1 xc2 x[c,, c21 
xc1 xd,x xc, d,x xd,x xd,x 0 
Proof: Calculating the commutator table is easy using our previous 
results. The linearity of the Riccati space is obvious and the table implies the 
closure under commutation. 
4. THE RICCATI LIE GROUP 
In this section we will study the Lie group associated with the general 
Riccati equations. Thus, let 
L = tr((a + bx + xc + xdx) a) (4.1) 
where x is n x m and the shapes of a, b, c and d can be inferred from 
context. The Lie group of the Riccati algebra is given by the exponentials 
eEL (4.2) 
which we call a Lie series. The basic properties of Lie series are given in the 
Appendix. As this exponential is a bit complicated we break L up into pieces 
to obtain the following result. 
PROPOSITION. If x, a, b, c and d are matrices of the appropriate shapes, 
then: 
e maax = x + Ea 
eatrw)x = edx 
eatrw)X = xe” 
eatrwxa)X = 1 1 
l-cxd x=x l-cdx’ 
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ProoJ: This can be seen by summing the power series for the 
exponentials. 
This result tells us that the Lie group generated by the Riccati Lie algebra 
is made up of arbitrary compositions of the transformations given in the 
above proposition. This group is a generalization of the group of linear frac- 
tional transformations [6]. The next result gives the logarithmic coordinates 
for the group. 
THEOREM. If a, b, c and d are as above, then there exist matrices a, p, y 
and 6 such that 
= etr(u(E)a)etr(B(&)xa)etr(xy(&)a)etr(xs(E)xa) (4.3) 
where a, /3, y and 6 satisfy the following differential equations as functions of 
E: 
a’=a-ba-ac+4ada, a(0) = 0 
p’ = b - ad, B(O) = 0 
y’ = c - da, Y(O) = 0 
6’ = e-Ydee4, 6(O) = 0. 
(4.4) 
Proof. Differentiate the proposed identity with respect to E and then 
multiply on the right by the inverse of the proposed identity to obtain 
tr((a + bx + xc + d dx) a) 
= tr(a’a) + e[trcaa)*‘lpfxa 
+ eltr(aa), . leItr(4xa), . lxyra 
+ ,rtrc~~~,~Iertrcoxa,,‘Iertrcxya,.’lx~’ xa.
Evaluating the exponentials using power series gives 
tr((a + bx + xc + xdx) a) 
= tr(a’8) + trQ3’xa + /Paa) 
+ tr(xy’8 + ay’a) + tr(xeYf3’eDxa) 
+ tr((aeYf3’e4x + xeY6’e4a) a) + tr(2aeY6’e4aa). 
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Comparing coefficients gives 
a = a' + P'a + cry' t 2ae@‘eBa 
b = /3’ + aeWeB 
C = y’ + ey6’e4a 
d = eGreb 
and then a little algebra gives the theorem. 
For a detailed discussion of how to use formulas such as those given in 
the previous propositions see [ 12, 161. 
5. THE LINEAR REPRESENTATION 
We will now define a mapping of the Riccati operators into the (n + m) X 
(n t m) matrices. In such a linear representation for the Lie group generated 
by R, the Riccati equations will become linear. We will not work at the 
group level but at the algebra level. The mapping that we will define below 
can be discovered by looking at the scalar case (where x is a 1 X 1 matrix) 
and then generalizing the one-dimensional results to our case using the 
formulas for the commutators of operators in the Riccati algebra R. 
DEFINITION. Let M be a (n + m) x (n + m) matrix which we partition 
into n x 12 and m x m blocks on the diagonal and, for convenience, label the 
blocks as follows: 
M= 
For any matrix M we define 
b a 
-d -c 
Z(M) = tr((a t bx t xc t xdx) 8). 
Note that if M, and M, differ by multiples of the identity, then 
Z(M,) = Z(M,). c onsequently we may, if we wish, restrict M to have zero 
trace. 
PROPOSITION. The mapping 1 is an onto linear map satisfying 
wfl9 M21) = [WJ, m-f1)1* (5.1) 
Proof. This is a straightforward computation. 
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Remark. We call the mapping I an anti-isomorphism because of the 
reversed order of the commutators. If we compose I with matrix 
transposition then we would have a standard isomorphism. 
The next theorem gives the equivalence of Riccati equations to linear 
systems. 
THEOREM. If zl(t) and z2(t) are suflciently smooth matrix functions oft 
where zl(t) is n x m, z*(t) is invertible m x m and 
then 
w(t) = z,(t) z;‘(t) (5.3) 
satisfies 
‘+(*) = a(*) + b(t) w(t) + c(t) w(t) + w(t) d(t) w(t), w(0) =x0. 
Conversely, if w(t) is a sufficiently smooth solution of the last equation then 
there exist zl(t) and z?(t) such that 
w(t) = z2(t) z; l(t) (5.4) 
and zi(t) and z*(t) satisfy the linear system. 
Proof. The first part of the theorem is a direct calculation. To prove the 
second part, assume w(t) is given and then define zi(t) and z*(f) by 
iA*) = -M*) w(t) + c(t)) q(t), ZJO) = I 
iI = (b(t) w(t) + a(*)> z,(t) zl(0)=x,. 
(5.5) 
Now check that 
$ (zd*) - w(t) d*)) = 03 ZI(O) - w(0) z*(O) = 0. (5.6) 
Consequently zi(t) = w(t) z*(t) and then clearly zr(t) and z*(f) satisfy the 
appropriate linear system. 
If we block out the z matrices differently, then we will obtain another 
version of the above result. 
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THEOREM. If z,(t) and z2(t) are sufJiciently smooth matrix functions oft 
where zl(t) is invertible n x n, z2(t) is m x n and 
then 
satisfies 
w(t) = z*(t) 2; ‘(t) (53) 
--w(t) = d(t) + c(t) w(t) + w(t) b(t) + w(t) a(t) w(t), w(0) =x0. (5.9) 
Conversely, if w(t) is a suffkiently smooth solution of the last equation, then 
there exist zl(t) and z*(t) such that 
w(t) = zl(t) z;‘(t) 
and zl(t) and zZ(t) satisfy the linear system. 
Proof. The first part of the theorem is, as before, a direct calculation. 
For the second part, given w(t) define zl(t) and z*(t) by 
4(t) = (b(t) + 40 w(t)> z&>, z,(O)=I 
i*(t) = -(d(t) + c(t) w(t)> q(t), z*(O) = x0 
(5.10) 
and then proceed as in the previous theorem. 
6. GENERAL QUADRATIC EQUATIONS 
We will now try to decide what families of quadratic equations of the form 
ii = a, + 1 bjxj + c cjkxjxk 
i jk 
(6.1) 
correspond to finite-dimensional Lie algebras. Here all sums run from 1 to n 
and without loss of generality we may assume that 
$ = ck/ 1 * (6.2) 
Thus we need to determine what linear spaces of operators of the form 
L = C 
i( 
ai + C bjXj + C ~kXjXk ai (6.3) 
j ik 
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generate a finite-dimensional Lie algebra. Here ai = a/&,. It is easy to see 
that if the quadratic terms are zero, then the operators of the above form do 
correspond to a finite-dimensional Lie algebra. It is also easy to see that the 
quadratic terms cannot be arbitrary and, in fact, play a crucial role in this 
problem. An analysis of the two-dimensional case given at the end of this 
section will show that the finite-dimensional Lie algebra condition generates 
examples that do not correspond to matrix Riccati equations. 
The linear space with elements (6.3) can be divided (invariantly under 
linear transformations of x) into three subspaces 
d+.Ti?+~ (6.4) 
where &, 9, 97 contain absolute, linear and quadratic operators in x, 
respectively. The finite-dimensional Lie algebras of the form (6.4) can, in 
principle, be determined in the following way: 
Because the commutator of quadratic operators is either zero or an 
operator with cubic dependence on x, any two quadratic operators belonging 
to the algebra must commute: 
[C, C] = 0 for C, c E @. (6.5) 
This is one of the conditions which determines the subspace @Y of the desired 
algebra. 
In looking for these spaces the following proposition may be useful: 
PROPOSITION 1. If L, and L, are two quadratic operators and if we 
introduce the matrices 
Ak = (a{k), Bk = (bjk) (6.6) 
then 
provided 
[La,&71 = 0 
[A’,Bj]=O 
for all i and j. 
ProoJ The commutator is given by 
[L,, Lb] = 2 2: rFxixjxkan 
i,j,k,a 
(6.7) 
(6J9 
(6.9) 
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where 
(6.10) 
If we introduce the matrices 
(6.11) 
then 
Rij =BiA.i -AjBi (6.12) 
Having determining the subspace SF we can look for the space 9 using 
the condition 
[B, Cl E g forBE.ZS,CE@ (6.13) 
and finally the elements of the S? must satisfy 
[A, Cl E 9 forAE&‘,CEQ (6.14) 
[A,B] Ed’ forAEd,BES. (6.15) 
The trouble with this rather simple prescription is that the conditions (6.9, 
(6.13)-(6.15) are very difficult to solve for higher n. 
Next we show that the purely conformal operators xfa, play an important 
role in the algebra. 
PROPOSITION 2. If 
belongs to the linear spaced formed by operators of the form (6.31, then all 
other operators in the linear space can be written in the form 
aa, + bx,a, + c 
where a and b are constants and C is independent of x, and a,. 
Proof. Any other operator in the linear space of quadratic operators 
must have the form 
M=c~;~,+~,I~,+x;L. +c 
where c is a constant, I is a linear function of the xi independent of x, , L is a 
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constant coefficient operator independent of 3, and C is independent of x1 
and a,. We may set c = 0 by subtracting a multiple of the given operator. 
The commutator of the two operators is given by 
[x:a,,M]=-x;la, +2x:L. (6.16) 
Thus we must have I = 0 and L = 0 in order that the two operators 
commute. Further, any operator in the space of operators with linear coef- 
ficients must have the form 
M=cx,a,+fa,+x,L+C (6.17) 
where 1, L and C are as above. Thus 
[X;a,,M]=-cx;a,+x:L-2x,la,. (6.18) 
According to the first part of the proof, the right-hand side is proportional 
xta, so that L = 0 and I = 0. The theorem provides no constraint on the 
constant coefficient part of the operators. 
The problem of general classification of algebras of the form (6.3) seems 
to be very difftcult. To gain some more insight into this problem let us turn 
to the two-variable case. In this case, the space operators %? with quadratic 
coefficients is a six-dimensional inear space. Assume that some nonzero 
operator in GY is given. This operator’s coefficients represent six given 
parameters. The requirement that a second operator commute with the given 
operator yields a system of eight homogeneous linear equations for the six 
coefficients of the second operator in terms of the coefficients of the given 
operator. The coefftcients of the linear equations are linear functions of the 
coefficients of the given operator. If the coefftcients of the second operator 
are a constant multiple of the coefficients of the first operator, then the 
operator’s commute and consequently the system of eight linear equations 
has a nontrivial solution. This implies that the system of equtions has rank at 
most 5. In fact, unless the coefficients of the first operator satisfy some 
algebraic condition, then the rank of the system of equations is 5 and then 
the only solution to the system is the trivial constant multiple solution 
mentioned above. 
A detailed analysis of these equations produced the following interesting 
examples. 
(A) The space generated by 
c, =x:81 +x1x*8* 
c,=x:a,+x,x,a,. 
(6.19) 
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(B) The spaces generated by 
(6.20) 
where a, p, y are arbitrary constants satisfying ] a 1 + lb] + ] y 1 > 0. The latter 
space can be obtained from commuting matrices of Proposition 1 but the 
former one can not. 
The application of the prescription from the beginning of this section leads 
to the following sets of isomorphic real algebras: 
(1) LP2p= ICI> c2,xiaj, ai}, i,j= 1, 2 (6.2 1) 
where C,, C, are given by (6.19). This eight-dimensional algebra is 
isomorphic to s1(3,R), see [6]. 
(2) For a* + 4/3y = 0 the spaces {C,, C,} given by (6.20) can be 
extended to seven-dimensional gebras which are isomorphic to 
L/p= (C,,CZ,X,~,,x,a,,x,a,,a,,a,} (6.22) 
where C, , C, are given by (6.20) with a = 0, /I = 1, y = 0. The algebra (6.22) 
is not semisimple. 
(3) For a* + 4/3y > 0 or a2 +/3y < 0 the spaces given by (6.20) can be 
extended to six-dimensional algebras isomorphic to 0(2,2) or o(3, l), respec- 
tively, see [7]. 
Besides the trivial algebra without quadratic operators, there are also 
algebras with one quadratic operator. Unfortunately, we were not able to 
classify them. 
We would now like to compare the above results to the results for matrix 
Riccati equations. Because we are interested in problems containing two 
variables, the possible form for the matrix Riccati equations is 
;[:I]= [;I]+ [;:I ~::][::]+[::][c~l+[::][d,d,l[::l (6.23) 
and the transpose of this equation. Because transposition makes a trivial 
change we are left with only one case to consider. Note that the cr parameter 
is redundant. Consequently the Riccati algebra corresponding to (6.23) is 
eight dimensional. Thus, only the case (6.21) can correspond to a matrix 
Riccati equation of the form (6.23). 
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Moreover, the form of the quadratic operators corresponding to (6.23) is 
tr] [::][d,,d,ll::]la,,8,11 
= (d,x: + d,x,x,) a, + &x,x, + d&) 82 
that is, operators of the form (6.19). 
This leaves us with the result that operators of the form (6.20) do not 
correspond to two-variable matrix Riccati equations. Perhaps the techniques 
described in [ 171 would provide more insight into the nonmatrix Riccati 
cases. 
7. APPENDIX: LIE SERIES 
Here, for the convenience of the reader, we state the basic properties of 
Lie series. More details and references can be found in [ 13-151. A lie series 
is an exponential of a first-order linear analytic partial differential operator 
in n-variables y = (y, .. . y,). Thus let 
wheref(y) is an analytic function near y = 0. The Lie series is then given by 
The action of the Lie series on a function g(y), analytic near y = 0, is given 
* t”L” 
e”g(Y> = C 7 g(Y) 
n=O * 
Properties 
We assume that f(y), g(y) and h(y) are analytic functions near y = 0, 
that a and b are real constants, that c(t) is a smooth real valued function and 
that L is as above. 
(1) Convergence. 
e”g(y> 
is a well-defined analytic function of y and t for y and t small enough. 
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(2) Time derivative. 
d _ ecu)L = I t LeCW = CwLC’(t) L, 
dt co 
(3) Linearity. 
etL(ag + bh) = aelLg + betLh. 
(4) Product preservation. 
e”( gh) = (efLg)(efLh). 
(5) Composition. 
e’“g(y) = de”.d etLy = (efLyl ,...). 
We now suppose that P is another first-order differential operator and detine 
successive commutators by 
[L, .]OP=P 
[L, .]‘P=LP-PL 
[L, .I” P = [L, q-1 [L, P], n> 1, 
(6) Similarity. 
etLpe-tL = ,H~..lp= 2 f [L, .]” p. 
n=O * 
(7) Function multiplier. 
efLgeCfLh = (e”g) h. 
(8) Noncommuting exponential identities. 
et(L+P) = etLetPet2L,et’L3et4L4etJL5 . . . 
= . . . e tsL ‘e- 
t4L,et3L3e-t2L*etPetL 
etLetP = ,tL+tP+t*W2+t3W3+ .‘. 
where 
L, = - f[L, P], W*=i[L,P] 
and so forth. Here each L, and W, are k-fold commutators of L and P. 
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(9) DifSerential equation property. If 
y(t) = etLy 
then 
y’(t) =f(yW), Y(O) = Y. 
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