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Analytical methods for zircon δ
18 O analysis by SIMS Zircon oxygen isotopes were measured prior to U-Pb and Hf analyses via secondary ion mass spectrometry (SIMS) using two different SIMS instruments. We used a Cameca 1270 ion microprobe at the Edinburgh Ion Microprobe Facility (EIMF), University of Edinburgh, hereafter referred to as EIMF. We also used a Cameca 1280 microprobe at the Centre for Microscopy, Characterisation and Analysis at the University of Western Australia (CMCA). In general, the analytical methods used for both SIMS instruments are similar to those described previously (e.g., Whitehouse and Nemchin, 2009 ).
Zircon SIMS analysis for δ
18 O using a 15 µm spot (EIMF and CMCA) At both Edinburgh and CMCA, the 133 Cs+ primary ion beam was accelerated at 10 kV, with an intensity of ~2.5-3.0 nA current being used, and charge compensation of the Au-coated (30 um) samples accomplished using a normal incidence electron flood gun. A pre-sputtering time of 30-60 seconds to remove the Au-coat was performed with a projected beam that produced roughly elliptical 15 by 20 µm pits. Ions were extracted with a 10 kV voltage, and low energy secondary ions of 16 O and 18 O were selected using an energy window of 40 eV or 60 eV (CMCA and EIMF, respectively). During each analysis, the secondary beam was automatically scanned across a small field aperture for centring along the ion-optic axis, followed by scanning the entrance slit across the contrast aperture. The daily mass resolving power was ~2400, sufficient to resolve hydride interferences (e.g. 16 OD, 16 OH 2 ). Secondary ions were simultaneously collected on Faraday Cup collectors (FC with different amplifiers of 10E10 and 10E11 ohm resistors, respectively) with average count rates from 2E9 ± 1E8 cps (1σ) for 16 O and 4E6 ± 2E5 (1σ) cps on 18 O. The background of the FC was measured at the beginning of each session during the pre-sputter. Each spot measurement was divided into 2 blocks consisting of 5 or 10 cycles/block (totalling 10 or 20 cycles) with a count time of 4 s/cycle resulting in a total count time of 40 s. Moving the sample, selecting the next grain and area to analyze, presputtering, and ion counting resulted in a total analysis time of approximately 5 min.
Internal precision based on counting statistics is ~5%. Total uncertainty values for unknowns are propagated in quadrature to account for external uncertainties (e.g. reference value uncertainty, reference material reproducibility). For this reason, cited uncertainty for unknowns are always larger than the reference materials.
18 O and 16 O 1 H/ 16 O using a ~3 µm spot (CMCA) The sample mount was polished to remove the previous pits, coated with thin Au (10 µm) and then degassed for a week in the IMS-1280 storage chamber. A small Gaussian beam was tuned to make a ~3 µm spot, with intensity of ca. 100 pA. A 5 µm rastered beam was used for 60 pre-sputter and then 2 µm raster for the measurement. Smaller field aperture (2000 µm) was used to decrease the electron induced secondary ions from outside of the running spot. Higher mass resolution was achieved to resolve the 16 O 1 H peak from 17 O, using a narrow entrance slit (60 µm) and exit slit (250 µm;
resolving power of ca. 5000 by Cameca definition). 16 O and OH were collected with FC with an 10E11 ohm resistor, and 18O with electron multiplier (EM) simultaneously. EM high voltage was optimised at the beginning of the session. Each analysis comprised with total 60 cycles (10 cycles x 6 blocks), 4 sec of counting time per cycle. Three zircon reference materials (Temora 2, Penglai, 91500) were measured throughout the whole analyses to check analysis accuracy and precision. The other conditions not mentioned specifically were the same as for the 15 µm beam measurement.
Analyses O of the unknowns were normalized to the linear regression of the primary reference material (zircon standards 91500; see Fig. 3C ; see also Wang et al., 2014) .
Zircon δ
18 O reference materials (15 µm spot analyses, EIMF and CMCA) For all 15 µm spot analytical sessions, reference materials were analysed in the same mount as the samples, and were used to bracket sample analyses, with approximately 10 sample analyses between each set of reference analyses (Fig. DR5) . At EIMF, a total of 71 analyses of an internal reference material (Laura, an in house zircon reference material used at EIMF, δ 18 O by laser fluorination = 5.3‰) were made to calibrate 96 unknown analyses. 91500 (Wiendenbeck et al., 2004) was also analysed 19 times as a secondary reference material. At CMCA, a total of 35 analyses of reference material Laura and Temora 2 was used to calibrate 46 sample analyses. 91500, Penglai (Li et al., 2010) , BR266 (Stern, 2001 ), GJ1 were also analysed 28 times as a secondary reference material. Average analyses for reference materials are given in Table DR3 .
18 O reference materials (3 µm spot analyses, CMCA) For the 3µm spot analyses, three zircon standards (91500, Penglai, Temora2) were analysed 32 times and utilized as described above, using the bracketing method. Sample data and full analytical data are given in tables DR4 and DR5. Uncertainties on individual analyses are reported at 1σ level.
Assessing reproducibility of δ
18 O results from different laboratories To assess data reproducibility of the 15 µm spot analyses, several samples were analysed during different sessions at the two different laboratories (Fig. DR5) . Replicate analyses on multiple sets of different zircon grains from the same samples fall within uncertainty of each other.
Assessing instrumental mass fractionation (IMF)
The instrumental mass fractionation factor (IMF) is corrected using the accepted values for the reference material, which for Laura is δ 18 O VSMOW = 5.3‰ (measured in-house), and for 91500 is δ 18 O VSMOW = 9.89‰. Measured isotopic ratios ( 18 O/ 16 O) M are normalized by using Vienna Standard Mean Ocean Water compositions (VSMOW), then corrected for the instrumental mass fractionation factor (IMF) using equation 1:
Post-analysis imaging of SIMS pits
Analytical pits were examined using a scanning electron microscope at the Curtin University to assure normal pit shape. Some analyses had irregular analytical spots but yielded δwithin the same range of other pristine pits ( Fig. DR3 and DR4) . One of the 3 µm spots on grain UAE436_1 was found to have hit a mineral inclusions (Fig. 3B,C) and was thus excluded.
Fractionation of δ
18 O between zircon and whole rock Zircon grains in equilibrium with pristine mantle-derived melts have δ 18 O values of 5.3 ± 0.3‰ . Higher δ
18 O values reflect a component enriched in 18 O attributed to assimilation of supracrustal material in the magma from which the zircon crystallized Valley et al., 2003) . Melts that incorporate this supracrustal material offset zircon δ
18 O values accordingly (Valley et al., 1994; Roberts et al., 2013) . As the fractionation of δ 18 O in zircon varies in a linear fashion with respect to wt% SiO 2 for igneous rocks at magmatic temperatures (Miller and Harris, 2006) and using ClF3 as the oxidizing reagent. Liberated O 2 was converted to CO 2 using a hot platinized rod and analysed off-line on a Finnigan Delta XP isotope ratio mass spectrometer in dual inlet mode. Quartz oxygen isotope compositions were determined in the stable isotope laboratory at the University of Lausanne (Sharp, 1990; Vennemann et al., 2001 ). Between 0.5 to 2 mg of sample was loaded onto a small Pt-sample holder and pumped out to a vacuum of about 10-6 mbar. After preflourination of the sample chamber overnight, samples were individually heated with a CO 2 -laser in 50 mbars of pure F 2 . Excess F 2 is separated from the O 2 produced by conversion to Cl 2 using KCl held at 150°C. Extracted O 2 is collected on a molecular sieve (5Å) and subsequently expanded into the inlet of a Finnigan MAT 253 isotope ratio mass spectrometer. Both whole rock and quartz oxygen isotope compositions are expressed in standard δ-notation expressed in per mil (‰) relative to VSMOW where δ = (R sample /R standard -1) x 1000 and R = 18 O/ 16 O. Duplicates of internal quartz standards (MQ at the University of Cape Town and LS-1 at the University of Lausanne) calibrated against NBS28 quartz (Coplen et al., 1983) were run with each batch of samples and used to convert the raw data to the VSMOW scale using the accepted value for NBS28 of 9.64‰. At the University of Cape Town, the long term 2σ variation in MQ analyses is 0.26‰ (n=30), whilst at the University of Lausanne, analyses of NBS28 run at the same time as the quartz analyses gave 9.63±0.1‰ (n=2).
Fig. DR1:
Geochemical data for peraluminous granite in the Oman-UAE ophiolite. a, Range and mean of zircon, quartz, and whole rock 18 O data for peraluminous granite from the Oman-UAE ophiolite. Zircon values are uniformly elevated compared to mantle-equilibrated zircon (Valley et al., 1998) and zircon from crustal plagiogranite in the Oman-UAE ophiolite (Grimes et al., 2013) . Parentheses next to sample label indicate number of zircon analyses. Whole rock 18 O for Phanerozoic global shale (Payne et al., 2015) , chert (Eiler, 2001) , and regional marine sediment (Grantham et al., 2003) (Rollinson, 2015) , showing uniformly higher values compared to crustal plagiogranite (Grimes et al., 2013) . 
Fig. DR3
: CL and SE images and ion probe sputter pits of representative zircon from samples 14-09, 14-19, 14-25, and UAE413. Underscore and number following sample name represents analysis number (Item DR2). The 18 O values are displayed next to the analytical spot. Ion probe sputter pits are also included for selected reference materials to illustrate the regular pit appearance . The 15 µm (sputter pits) and 50 µm (zircon grains) scale bars apply to all the respective images. Fig. DR6 . The nearzero slope of secondary and tertiary reference materials display the accuracy of the normalization. e, Demonstration of data reproducibility of samples 14-09 and 14-19 at EIMF on two separate analytical sessions (including retuning and recalibrating the instrument). f, Reproducibility of data for sample 14-25 at EIMF and CMCA using two different secondary ion mass spectrometers, a Cameca ims-1270 and ims-1280, respectively. Combined zircon Hf (t=100) data from this study compared with depleted mantle and arc mantle (Dhuime et al., 2011) . Zircon Hf data from the Arabian-Nubian Shield (shaded vertical column) are projected assuming a 176 Lu/ 177 Hf ratio of 0.015. Arabian Nubian Shield data compiled from Ali et al., (2012 Ali et al., ( , 2014 Ali et al., ( , 2015a Ali et al., ( , 2015b Ali et al., ( , 2015c Table DR1 : Normalized quartz-alkali feldspar-plagioclase feldspar proportions for five samples. Table DR2 : GPS locations and whole rock (WR), quartz (Qz), and zircon (Zrn) data summary with δ 18 O values (‰). n.d. = not determined. Table DR3 : Reference materials δ 18 O weighted averages (wtd avg), two standard deviation uncertainties (2σ), mean square weighted deviation (MSWD), and total number of analyses (n). Table DR4 : Summary of zircon δ 18 O data from individual samples in this study. Table DR5 : Oxygen isotope ratio measurements of reference materials and samples in order of analysis during two sessions at EIMF and two sessions at CMCA. Table DR6 : Zircon U-Pb age data collected via LA-ICPMS. Table DR7 : Zircon Hf age data collected via LA-ICPMS.
