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Resumo
A inflação é um aumento generalizados dos preços em uma economia. Pequenas taxas de inflação são naturais; entretanto,a incerteza causada pela volatilidade da inflação dificulta o delineamento de políticas monetárias. No Brasil, adota-se oIPCA como meta de inflação; entretanto, o uso de núcleos de inflação como meta possibilitaria o delineamento de políticasmonetárias menos rígidas e menos suscetíveis à choques externos. Neste trabalho, propõe-se a construção de núcleos deinflação baseados em wavelets, uma vez que em contextos inflacionários apresentam melhor desempenho na análiseda tendência quando comparados com núcleos de inflação usuais. Para a previsão, adotam-se técnicas de inteligênciaartificial, como as redes neurais. O uso de redes neurais possibilita lidar com problemas altamente complexos, os quaisnem sempre podem ser descritos por modelos analíticos. Delimitam-se as estimativas prováveis das previsões futurasatravés de intervalos de confiança. Dentre as principais conclusões do trabalho, salienta-se que os núcleos de inflaçãobaseados em wavelets possuem menores intervalos de confiança, além de apresentarem menores erros na construção darede neural. Verifica-se, ainda, que as previsões geradas pelos núcleos de inflação são suavizações da inflação, permitindoidentificar a tendência da inflação para um horizonte de até doze meses.
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Abstract
Inflation is a generalized increase in prices in an economy. Small rates of inflation are natural; however, the uncertaintyrelated to inflation volatility brings issues in monetary policies design. In Brazil, the IPCA is adopted as an inflation target;however, the use of core inflation as a target would allow to design less rigid monetary policies. In this work, we proposethe construction of a wavelet based core inflation, since in inflationary contexts they present a better performance in thetrend analysis when compared to usual core inflation. For the forecast, artificial intelligence techniques are adopted,such as neural networks. We point out that neural network make it possible to deal with highly complex problems, whichcannot always be described by analytical models. Additionally, we analyse confidence intervals to estimate bounds forinflation forecast probable values. Among the main conclusions, we emphasize that wavelet core inflation had smallerconfidence intervals, in addition to presenting smaller errors in the construction of the neural network. In addition,inflation forecast generated smoothed signals, allowing to identify trends of inflation of up to twelve months.
Keywords: Core inflation; forecasting; neural network.
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1 Introdução
A inflação é um aumento contínuo e generalizado dos pre-ços em uma economia, acompanhado da perda do poder decompra. Demanda e oferta estão em constante mudançae, por isso, é natural uma variação no nível de preços e,em consequência, a existência de inflação. O problemasurge quando há uma excessiva volatilidade da inflação,que geralmente culmina em crises inflacionárias descritasatravés da hiperinflação e da estagflação.No Brasil, a partir da década de 60, houveram diversasestratégias traçadas para combater o descontrole inflacio-nário. Tal objetivo foi alcançado apenas com o Plano Real,lançado em 1994, no qual houve sucesso na estabilizaçãoda economia e no controle inflacionário. O Plano Real ga-nha como reforço nas políticas de controle inflacionário aadoção do Regime de Metas de Inflação, em julho de 1999,que tem o Índice de Preços ao Consumidor Amplo (IPCA)como referência (Carrara and Correa, 2012). O IPCA é cal-culado pelo Instituto Brasileiro de Geografia e Estatística(IBGE) desde 1979 de forma a descrever a variação mensalde preços para 90% das famílias na área urbana.No sistema de metas, o compromisso com a estabili-dade de preços é o principal objetivo da política monetária,em que são estabelecidas metas de médio prazo para a in-flação (Alem, 2018). O principal mecanismo para atingiras metas de inflação no Brasil é a taxa de juros, em queo Banco Central usualmente intervém com a elevação dataxa Selic quando há um aumento do nível de preços acimado esperado; tal medida incentiva a redução de gastos, oque reduz a velocidade do crescimento dos preços.A adoção do IPCA como meta de inflação gera discus-sões, uma vez que o índice é afetado por choques econômi-cos não duradouros. Como meio de determinar a tendênciada inflação, o Banco Central tem, adicionalmente ao IPCA,acompanhado algumas medidas de núcleos de inflação,sendo a primeira delas publicada em 2000 pelo próprioBanco Central. Os núcleos de inflação envolvem uma sériede métodos para calcular a tendência da inflação a partirda exclusão de componentes tidos como temporários oucasuais. Defende-se que a utilização de núcleos de infla-ção como meta possibilitaria o delineamento de políticasmonetárias menos rígidas e menos suscetíveis à choquesexternos (Carrara and Correa, 2012).Neste trabalho, propõe-se a construção de núcleos deinflação através da teoria das wavelets. Sua principal vanta-gem é a de evitar a simples exclusão de componentes tidoscomo mais voláteis, frequentemente utilizada nos núcleosde inflação usuais, não sendo necessárias suposições adi-cionais em relação à tendência ou aos ruídos inerentes(Denardin et al., 2018, Dowd et al., 2011). É importante res-saltar que, mesmo em contextos inflacionários, os núcleosde inflação baseados em wavelets conseguem representarmais adequadamente descontinuidades e choques isola-dos, conseguindo um melhor desempenho em relação àanálise da tendência quando comparados com núcleos deinflação usuais (Dowd et al., 2011).Propõe-se, ainda, a utilização de inteligência artificialpara a previsão da inflação futura. Assim, as redes neuraisapresentam um avanço em relação às técnicas utilizadaspara modelagem e previsão de séries temporais, permi-tindo lidar com problemas altamente complexos, os quais
nem sempre podem ser descritos por modelos analíticos(Haykin, 1999). A influência de diversos fatores, entre elesuma grande quantidade de indicadores macroeconômicos,além de tantos outros de ordem política, faz com que o pro-blema de previsão da inflação seja de difícil modelagem;desta forma, justifica-se o uso de redes neurais.Neste contexto, a incorporação de intervalos de con-fiança na previsão da inflação propicia uma avaliação daconfiabilidade das previsões futuras a partir da modelagemproposta. Ressalta-se o caráter inovativo da abordagemconjunta de wavelets e de redes neurais na previsão da in-flação, principalmente no contexto brasileiro (Zaniol andMoraes, 2020, Zaniol et al., 2021).
2 Núcleo de Inflação
Os índices de preços ao consumidor são medidas conven-cionais utilizadas para mensurar a dinâmica inflacionáriade uma economia, incorporando fatores como a sazona-lidade e os choques temporários de ofertas, entre outros.Esses fatores são tidos como perturbações que dificultama visualização da tendência e a construção de uma previ-são acurada da inflação, uma vez que afetam o nível depreços de forma e de recorrência desconhecidas, mas sãorevertidas rapidamente sem a necessidade de políticas mo-netárias. Então, desponta a necessidade de entender ocomportamento persistente da inflação, sendo necessáriapara isso a exclusão da parte não persistente ou transitó-ria do índice, de forma a obter como resultado apenas umnúcleo mais informativo.Para sanar essa dificuldade, surge o conceito de núcleode inflação, cujo objetivo é capturar a tendência da inflaçãoao longo do tempo, verificando a persistência dos aumen-tos de preços. Bryan and Cecchetti (1994) definem o núcleode inflação a partir de uma componente de longo prazo,persistente, e utilizam essa ideia na tentativa de desen-volver um modelo que possibilitasse descrever o compor-tamento dos preços e do dinheiro em uma economia. Namesma linha de raciocínio, Roger (1998) concebeu doisconceitos de núcleo de inflação: o primeiro envolve a per-sistência dos componentes da inflação e, o segundo, a pre-sença de um componente generalizado da inflação – am-bos associados com expectativas e pressões da demanda.Apesar de não haver uma definição única, é comum a im-portância de um componente persistente, possibilitandoa visualização do núcleo de inflação como uma medida detendência e, por isso, um bom indicador da inflação futura.O núcleo de inflação pode ser decomposto em dois com-ponentes: um persistente e outro transitório. Assim, ma-tematicamente, tem-se
πt = π∗t + εt, (1)
onde πt é o índice de inflação e π∗t , o núcleo de inflação, e εté o componente transitório de πt, com εt ∼ N(0,σ2) e σ2 li-mitado. É importante notar que, por definição, assume-seque εt tem média zero; caso a média seja diferente de zero,
εt estaria incorporando parte dos componentes persisten-tes da inflação e o no núcleo de inflação geraria uma falsatendência da inflação persistente (Marques et al., 2003).Segregar componentes persistentes e transitórios tem
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sido desafiador e, até o momento, não apresenta consensona literatura sobre o que constitui um núcleo de inflaçãoideal. Normalmente são utilizados um conjunto de crité-rios para avaliá-los, como a redução da volatilidade e ca-pacidade preditiva da inflação (Baqaee, 2010). Percebe-seque esses critérios são vagos e carecem de maior detalha-mento. Assim, a inexistência de um conjunto de critériosbem definidos ou de um conjunto de métricas para a ava-liação dos núcleos de inflação é acrescida nessa série dedificuldades na formulação, na análise e na comparaçãode núcleos de inflação.
Os tipos de núcleo de inflação mais comummente uti-lizados são os que excluem determinados tipos de itenssegundo a volatilidade e os que utilizam ferramentasmatemáticas para realizar a exclusão (Andersson, 2008,da Silva, 2020). Por ser mais fácil de calcular, núcleos porexclusão tendem a ser vistos com maior credibilidade etransparência; exemplos de países que utilizam tais nú-cleos são a Nova Zelândia e os Estados Unidos, assim comoo Brasil (Baqaee, 2010, Carrara and Correa, 2012, Figuei-redo, 2001).
Com a implantação do Regime de Metas para a Infla-ção em 1999 no Brasil, o Banco Central passou a calcularalguns núcleos de inflação baseados no IPCA, entre elesos núcleos por exclusão (IPCA-EX), o de médias aparadas,com (IPCA-MS) ou sem suavização (IPCA-MA) e o de duplaponderação (IPCA-DP); estes núcleos foram concebidospara serem ferramentas adicionais no suporte das deci-sões da política monetária (da Silva Filho and Figueiredo,2014). A busca por outros núcleos de inflação que possamagregar mais informações e, ao mesmo tempo, reduzir avolatilidade tem propulsionado novos estudos nesta área.
3 Wavelets
O uso de wavelets na análise de séries temporais traz flexi-bilidade na construção de aproximações nas quais é possí-vel manter os componentes ou as características que auxi-liam na modelagem do problema. No contexto de núcleosde inflação, o uso de wavelets permite a reconstrução doIPCA de forma a manter apenas os componentes que ca-racterizam a tendência da inflação, evitando, ao mesmotempo, a simples exclusão de certos grupos de preços.
Dada uma função wavelet ψ(t), denominada waveletmãe, é possível construir bases wavelets a partir da compo-sição de ψ(t) com transformações de dilatação e de trans-lação, isto é,
ψm,n = 12m/2ψ
(2–mt – n) (2)
onde m e n referem-se à dilatação e à translação, respecti-vamente (Addison, 2016, Chan, 1994). Assim, uma sérietemporal f(t) pode ser reescrita através dos coeficientesde detalhes,
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Figura 1: Coeficientes de uma decomposição wavelet emdiversas escalas.
e de aproximação,
Sm,n(t) = ∫ ∞–∞ f(t)φm,n(t)dt, (4)
com
φm,n(t) = 11m/2 φ
(2–mt – n) , (5)







em uma escala arbitrária m0. Pela análise multirresolução,divide-se f(t) em intervalos de frequências, chamadas deescalas, conforme mostradas na Fig. 1. As escalas menoressão caracterizadas por componentes de menor frequência,enquanto que as escalas maiores, maior frequência.Normalmente, as frequências mais altas estão ligadasaos ruídos ou aos componentes transitórios de f(t). As-sim, essa divisão possibilita a reconstrução de f(t) com umnúmero menor de escalas, permitindo desconsiderar osruídos inerentes da série temporal.
4 Redes Neurais
A inteligência artificial tem sido cada vez mais utilizadapara o aprendizado de padrões e para o delineamento derelações entre os dados de entrada e os de saída. Mais es-pecificamente, quando utilizadas redes neurais artificiais,é possível lidar com problemas altamente complexos, osquais nem sempre podem ser descritos por modelos ana-líticos (Alexandridis and Zapranis, 2014, Haykin, 1999).Além do desafio de estabelecer fatores inerentes que influ-















Figura 2: Modelo matemático de um neurônio k





onde wkj é o peso sináptico utilizado pelo neurônio k paraponderar a importância de uma entrada xj na produção deuma determinada resposta yk, dada por
yk = ϕ(vk), (8)
onde
vk = uk + bk (9)
com bk uma entrada caracterizada por um vetor unitárioque permite aumentar os graus de liberdade, de forma amelhor adaptação às informações recebidas. A esquemati-zação desse procedimento é visto na Fig. 2.A função de ativação ϕ, por sua vez, é responsável pelapropagação ou não das entradas xj ponderadas. As funçõesde ativação sigmoides, na Fig. 3, apresentam um formatode “S”, tendo como principal vantagem a não linearidade,contribuindo, assim, para a inserção deste aspecto à saída
yk da rede neural (Haykin, 1999). De fato, uma funçãode ativação que seja não linear e diferenciável permite oaprendizado de comportamentos não lineares presentenos dados.Em relação à rede neural, um aspecto importante a serdefinido é a sua arquitetura, destacando-se as redes neu-rais de múltiplas camadas (Fig. 4) e as recorrentes (Fig. 5).A rede neural de múltiplas camadas é composta por uma







Figura 4: Rede neural com uma camada oculta.
Figura 5: Rede neural recorrente com uma camada oculta.
ou mais camadas ocultas, além da camada de entrada e ade saída. A decisão sobre a quantidade de camadas ocultasdepende do problema a ser modelado; ainda assim, grandeparte dos problemas pode ser aproximados com uma únicacamada oculta (Haykin, 1999, Heaton, 2008).Redes neurais recorrentes se distinguem da arquiteturaanterior por ter um laço de retroalimentação, isto é, a saídade algum neurônio da i-ésima camada da rede neural éusada como entrada em alguma das camadas antecedentes.Quando há ciclos de retroalimentação, componentes tem-porais podem ser considerados: por exemplo, se a entradaé uma informação no tempo t, a saída que será produzidaenvolverá o tempo t + 1 (Goodfellow et al., 2016). A prin-
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cipal vantagem, portanto, é a capacidade de memória dasredes neurais recorrentes, uma vez que permite processarsequências de informações, incluindo séries temporais.








]2 é o erro na saída referente ao
neurônio k gerado a partir da entrada x(n) = (x1, . . . , xm),que é o conjunto de entradas xj, 1 ≤ j ≤ m, no tempo n.Ainda, y(n)k é a resposta desejada e ŷ(n)k é a saída gerada pelarede neural. O processo dá-se pela atualização dos pesossinápticos após percorrer completamente o conjunto detreinamento, de forma recorrente, até obter o mínimo daEquação (10). Quando o mínimo é observado, diz-se o al-goritmo convergiu, isto é, o critério de parada é satisfeito.Tal convergência é garantida pelo Teorema da Aproxima-ção Universal, que garante a existência de aproximaçõesgeradas por redes neurais (Cybenko, 1989).
Para a construção de intervalos de confiança, utiliza-se o método de bootstrap. Dado um conjunto de da-dos x = (x1, x2, . . . , xn), uma amostra obtida por boots-





A variância do conjunto de previsões ŷ é dada por




ŷ – ŷmédio)2 , (12)
que nada mais é que a variância amostral das previsõesgeradas. Assumindo que a média das previsões geradaspelas redes neurais é uma aproximação do valor real, tem-se que o intervalo de confiança pode ser descrito por
ŷmédio – zασ̂m ≤ y ≤ ŷmédio – zασ̂m, (13)
onde (1 – 2α) é o nível de confiança desejado.
5 Procedimentos e Dados
Os dados utilizados neste trabalho foram obtidos no Sis-tema Gerenciador de Séries Temporais, do Banco Central,referentes ao período de julho de 2006 a dezembro de 2020(BANCO CENTRAL DO BRASIL, 2021).Primeiramente, foi realizado o cálculo dos núcleos deinflação baseado em wavelets. O procedimento realizadofoi conduzido da seguinte forma: a partir do IPCA, foramcalculadas decomposições em cinco escalas e, na recons-trução, foram mantidos apenas três níveis de detalhes. Aescolha de três níveis de detalhes refere-se à manutençãodas frequências no período de até 16 meses (Denardin et al.,2018). Desta forma, o sinal torna-se mais suave e tende arepresentar a tendência da inflação. As wavelets utilizadassão da família das Daubechies, mais especificamente db4,
db6, db8 e db10 (Daubechies et al., 1992). Estes núcleos deinflação, então, foram utilizados como parte dos dados deentrada para a rede neural. Para comparação, são utiliza-dos núcleos de inflação adotados pelo Banco Central, entreeles: IPCA-EX2, IPCA-MS e IPCA-DP.Para melhorar a previsão da inflação, isto é, do IPCA,incorporam-se à análise outros indicadores: o Índice deCusto de Vida, o Salário Mínimo, o Índice de Confiança doConsumidor e o Índice de Expectativas Futuras. Ressalta-se que os indicadores são referentes ao mesmo períodoacima explicitado. Para garantir a independência dos indi-cadores, realiza-se a Análise de Componentes Principaisde forma a obter uma forma que melhor explica a variânciados dados.Uma das limitações da análise da inflação é a escassezde dados em um mesmo contexto político e econômico.Embora o IPCA tenha valores disponíveis desde 1979, fatoscomo o Plano Real geraram grandes mudanças de para-digmas, principalmente no que tange ao controle inflaci-onário. Assim, utilizam-se métodos de perturbação paracriação e incorporação de novos conjuntos de treinamento,mantendo a independência desses dados. São, então, repli-cados os dados utilizados para a construção da rede neural,acrescendo um ruído normal de 5% de perturbação.Os dados são divididos em três conjuntos: os de constru-ção da rede neural, divididos em treinamento, validaçãoe teste; dados de entrada para a previsão; e os dados quedevem ser previstos. Do total dos dados, 174 observações,apenas 150 são reservadas para a construção da rede neural.Ressalta-se que a perturbação é aplicada nestas 150 obser-vações, que são agrupados aos dados sem perturbação epor fim utilizados para construir a rede neural.São, portanto, dados de entrada para a rede neural: osnúcleos de inflação, os dados resultantes da Análise deComponentes Principais e o próprio IPCA. A camada deprocessamento da rede neural possui uma camada ocultacom n neurônios, com n variando de 1 a 50, e a funçãode ativação adotada é a função tangente hiperbólica. O al-goritmo de aprendizagem adotado foi o Scaled Conjugate
Gradient (SCG) e o EQM foi utilizado como critério de per-formance. Os dados foram divididos da seguinte forma:60% para o treinamento, 10% para validação e 30% parateste. Por fim, da saída, resulta uma previsão para o IPCA
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Tabela 1: EQM e Coeficiente de Determinação (R2) da previsão gerada pela rede neural com uma camada oculta.
Núcleo
de inflação Neurônios
EQM da Rede Neural EQM da Previsão R2
Treino Validação Teste k+1 k+3 k+6 k+9 k+12
IPCA-EX2 35 0,0513 0,0522 0,0512 0,0870 0,1760 0,2914 0,1888 0,3091 0,3813IPCA-MS 37 0,0510 0,0520 0,0516 0,0888 0,1853 0,3091 0,1721 0,2873 0,3800IPCA-DP 36 0,0522 0,0521 0,0525 0,0914 0,1721 0,2949 0,1873 0,3067 0,3730db4 34 0,0540 0,0555 0,0543 0,0721 0,1592 0,2823 0,1718 0,2947 0,3381db6 36 0,0470 0,0480 0,0468 0,0928 0,1693 0,2880 0,1828 0,3036 0,4248db8 35 0,0526 0,0532 0,0511 0,0890 0,1563 0,2917 0,1808 0,2971 0,3623db10 35 0,0521 0,0520 0,0520 0,0862 0,1636 0,2924 0,1730 0,2815 0,3641
para os determinados horizontes de tempo: um, três, seis,nove ou doze meses.Para construção dos intervalos de confiança, utilizou-se a técnica de bootstrap para gerar diferentes amostraspara o cálculo da previsão do IPCA. Para cada uma dosconjuntos de dados de entrada, foram estabelecidas 250amostras com redes neurais distintas.
6 Resultados
Nesta seção são apresentados os resultados comparativosda previsão utilizando os núcleos de inflação oficiais, calcu-lados pelo Banco Central, e os núcleos de inflação baseadosem wavelets da família Daubechies. A primeira análisetrata o valor médio do número de neurônios, do erro qua-drático médio (EQM) e do coeficiente de determinação (R2)para as 250 amostras geradas, apresentados na Tabela 1.Quanto ao número de neurônios, percebe-se que nãohá diferença significativa no número médio de neurôniosnecessários para gerar as redes neurais de menor EQM.Assim, para gerar esses resultados, em média, são neces-sários entre 34 (db4) e 37 (IPCA-MS) neurônios.A próxima análise versa sobre a média do EQM paraconstrução da rede neural. Observa-se que para o treino,validação e teste, não há diferença significativa entre osnúcleos de inflação; ainda assim, o núcleo de inflação ba-seado na db6 é o que apresenta as menores médias.A média do EQM da previsão calculada a partir das 250amostras é apresentado a seguir, onde a rede neural demenor EQM recebe os dados de entrada para previsão atéo mês k e gera previsões no horizonte de um (k + 1), três(k + 3), seis (k + 6), nove (k + 9) e doze meses (k + 12). Comoo esperado, os menores erros ocorrem para os horizontesde tempo mais próximos, indicando uma maior acuráciapara as previsões para horizontes até três meses.Para a previsão de um mês, observa-se que a menormédia resulta das previsões geradas pelos núcleos de in-flação baseados na db4 (0, 0721) e a maior, para o núcleodb6 (0, 0928). Para a previsão no horizonte de três meses,a menor média e a maior são obtidas a partir dos núcleos,respectivamente, db8 (0, 1563) e IPCA-MS (0, 1853). Paraa previsão no horizonte de nove meses, a menor e a maiormédia do EQM são obtidas para a db4 (0, 1718) e IPCA-EX2(0, 1888).Destaca-se que as maiores médias do EQM da previsãosão observados para horizontes de tempo de seis e dozemeses. Para a previsão no horizonte de seis meses, a me-nor e a maior média do EQM são obtidas, respectivamente,para db4 (0, 2823) e IPCA-MS (0, 3091). Quando observa-
se a previsão para um horizonte de doze meses, a menor e amaior média do EQM são obtidas pelos núcleos de inflaçãodb10 (0, 2815) e IPCA-EX2 (0, 3091).Da análise das médias do EQM, percebe-se que os nú-cleos de inflação oficiais apresentam maiores erros de pre-visão, em geral, que os núcleos de inflação baseados em
wavelets da família Daubechies. Sendo assim, resta a aná-lise do Coeficiente de Determinação.O Coeficiente de Determinação (R2) é uma medida deajuste que expressa a quantidade de variância do IPCA ex-plicada pela previsão gerada pela rede neural. Para os nú-cleos de inflação oficiais, os valores variam entre 0, 3730(IPCA-DP) e 0, 3813 (IPCA-EX2); para os núcleos de infla-ção baseados em wavelets, este valor varia entre 0, 3381(db4) e 0, 4248 (db6). Pode-se inferir que, em média, osnúcleos de inflação oficiais são capazes de explicar mais davariância do IPCA através da previsão quando comparadoscom os núcleos de inflação baseados em wavelets.As previsões e os respectivos Intervalos de Confiançasão apresentados na Fig. 6 para o período entre setem-bro de 2018 a dezembro 2020. A linha sólida em pretorepresenta o IPCA. Na primeira coluna, em azul, tem-semediana das 250 previsões geradas pelas redes neurais e,a área sombreada, representa o intervalo de confiança de95% das previsões geradas a partir dos núcleos IPCA-EX2;na segunda coluna, em vermelho, a linha tracejada mostraa mediana das previsões e a área sombreada, o Intervalode Confiança das previsões geradas com o núcleo db6.Para as previsões para um horizonte de até seis meses,percebe-se que tanto o IPCA-EX2 (Figs. 6a e 6c), quanto odb6 (Figs. 6b e 6d) apresentam uma previsão de tendên-cia de crescimento, observada no IPCA a partir do mês demaio de 2020. É importante ressaltar que, apesar de reco-nhecer a tendência de crescimento do índice de inflação, ointervalo de confiança gerado pela db6 é levemente maisdelgado quando comparado com o intervalo de confiançagerado pelo IPCA-EX2.Quando observa-se a previsão e o intervalo de confi-ança para horizontes maiores que nove meses, o compor-tamento esperado em relação à inflação é próximo da es-tabilidade, com uma previsão de crescimento para o fi-nal de dezembro de 2020. Mais uma vez, em relação aointervalo de confiança, percebe-se que o gerado com odb6 apresenta-se mais delgado, sendo possível inferên-cias mais precisas à inflação esperada. Ressalta-se, nointervalo de confiança do IPCA-EX2, no horizonte de 6meses, em março de 2020, e no de nove meses, junho de2020, há uma ampliação no intervalo de confiança.Ainda que a mediana das duas previsões não se dife-
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(a) IPCA-EX2: três meses (b) db6: três meses
(c) IPCA-EX2: seis meses (d) db6: seis meses
(e) IPCA-EX2: nove meses (f) db6: nove meses
(g) IPCA-EX2: doze meses (h) db6: doze meses
Figura 6: Intervalo de Confiança da previsão para três, seis, nove e doze meses.
rencie significativamente, o intervalo de confiança dasprevisões geradas a partir dos núcleos baseados em wave-
lets são mais estreitos que os gerados a partir dos núcleosde inflação oficiais.
Quando é analisada a previsão no horizonte de nove edoze meses, em 2020, e os respectivos intervalos de con-fiança, os núcleos de inflação tendem a gerar uma versãosuavizada do IPCA. Desta forma, ainda que não consigamprever variações abruptas, como em maio ou em dezem-bro de 2020, conseguem prever a tendência da inflação.
Assim, é possível inferir que as previsões geradas pelas re-des neurais tendem a se comportar em conformidade comos núcleos de inflação, não sendo capazes de identificarmovimentos transitórios do IPCA.
7 Considerações Finais
O uso de redes neurais, associado com núcleos de inflação,é uma das possibilidades para a obtenção de previsões paraa inflação. Ao acrescer intervalos de confiança à análise,
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é possível realizar uma comparação mais robusta dos re-sultados encontrados com núcleos de inflação oficiais ebaseados em wavelets.Quando analisadas as médias dos EQMs, percebe-se queos núcleos de inflação baseados em wavelets figuram entreos menores erros; ainda assim, são os núcleos de inflaçãooficiais que conseguem explicar a maior quantidade davariabilidade do IPCA a partir das previsões geradas.Em relação aos intervalos de confiança dos dois núcleosde inflação analisados, IPCA-EX2 e db6, percebe-se que amediana das previsões é similar nos dois casos; entretanto,em relação ao tamanho do intervalo, a db6 apresenta umadistância menor entre os intervalos quando comparadocom o IPCA-EX2.Destaca-se, ainda, que as previsões geradas são ver-sões suavizadas do IPCA, não sendo capazes de identificarmovimentos transitórios da inflação. Ainda assim, a iden-tificação da tendência permite que tais previsões sejamutilizadas como suporte no delineamento de políticas mo-netárias.Uma das limitações associadas à análise da inflação é acarência de dados, uma vez que o Brasil apresentou umasérie de trocas de moedas e de políticas monetárias que li-mitam a obtenção de dados dentro de um mesmo contexto.Técnicas de replicação de dados, através de perturbações,mostram-se necessárias nesta conjuntura; entretanto, tra-zem uma série de inconsistências que podem gerar resul-tados menos confiáveis.Outra dificuldade do trabalho é o grande tempo e esforçocomputacional. Assim, vê-se a necessidade de aumentar,não apenas o número máximo de neurônios utilizadospara a construção das previsões, como também um maiornúmero de observações, para a obtenção de resultadosmais acurados.Verifica-se que este trabalho traz contribuições à dis-cussão de previsão da inflação, uma vez que, diferente-mente de outros métodos de previsão, como os de regres-são, traz consigo a possibilidade de incorporação de infor-mações externas ao índice de inflação. De fato, indicadoresmacroeconômicos podem auxiliar na modelagem desteproblema, e com isso, contribuir no delineamento de polí-ticas monetárias.Para trabalhos futuros, propõe-se o uso de outras arqui-teturas de redes, além da incorporação de outros indicado-res macroeconômicos para a previsão da inflação. Destaforma, espera-se obter um resultado mais acurado, alémde verificar a influência dos dados macroeconômicos naprevisão da inflação.
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