The huge amount of data acquired by high-throughput sequencing requires data reduction for effective analysis. Here we develop a new data reduction method for genome-wide open chromatin data toward cell type classification. Regarding the genome as a string of 1s and 0s based on a systematically optimized set of peaks and calculating the Hamming distance enables us to quantitatively evaluate differences between samples of hematopoietic cells, classify cell types, and infer the origin of leukemic cells, potentially leading to a better understanding of leukemia pathogenesis.
Maintext
Cellular phenotypes are governed by epigenetic mechanisms. For example, to understand the differentiation and regulation of cells, information about how human DNA, which is 2 m long, is packed and chemically modified in the nucleus is desired [1, 2, 3, 4] . Methods such as chromatin immunoprecipitation sequencing (ChIPseq) and assay for transposase accessible chromatin using sequencing (ATAC-seq) have proven to be useful for understanding the modification and detection of open chromatin on a genome-wide scale [5, 6, 7, 8, 9] . Those epigenetic data analysis techniques usually start with the detection of enrichment, also known as "peak calling".
Compared to RNA-seq data analysis, whose target regions are mainly in certain loci or genes across samples, the target regions on epigenetic sequencing data are undetermined. To determine the target regions, peak calling with an appropriate tool is often performed first for the entire genome of every sample, and the target regions are defined as merged peaks among all samples. Then, the total number of reads or fragments present in each region is counted for each sample, leading to a matrix, X = (x i,j ), where x i,j represents the number of reads/fragments from sample i in region j. The matrix elements are normalized by quantile normalization to reduce the biases arising from variations in the data size over samples, followed by downstream processing [7, 8, 9] .
However, this process raises two concerns. First, we do not fully understand the effect of merging all the peaks from different samples. For example, if two peaks from different samples slightly overlap, those two peaks are considered as one peak after the peak merging step. Therefore, the difference of the two peak positions, which may reflect cell identity, may be unintentionally ignored. The second concern is that we have no justification for applying quantile normalization over samples that are phenotypically different [10, 11] .
Thus, the aim of the present study is to avoid these concerns by constructing an algorithm that systematically classifies epigenetic data obtained from highthroughput sequencing. In this analysis, we provide a systematic algorithm to determine the best parameters for peak calling and to select a set of peaks used for the downstream analysis, which greatly contributes to the data reduction. Further, to quantify the difference between samples, we introduce the Hamming distance, which often appears in information theory [12] . The Hamming distance is the number of mismatches between two strings of equal length. The string in our context is a binary sequence according to the peak presence or absence in an individual's genome. This process contributes to data normalization.
In this report, we focused on 77 ATAC-seq datasets from 13 human primary blood cell types [7] as test data. The 13 cell types are comprised of hematopoietic stem cells (HSC), multipotent progenitor cells (MPP), lymphoid-primed multipotent progenitor cells (LMPP), common myeloid progenitor cells (CMP), megakaryocyteerythroid progenitor cells (MEP), granulocyte-macrophage progenitor cells (GMP), common lymphoid progenitor cells (CLP), natural killer cells (NK), B cells, CD4 + T cells (CD4 + T), CD8 + T cells (CD8 + T), monocytes (Mono) and erythroids (Ery). For all 77 samples, we assigned ATAC-seq reads to reference genome hg19, and among them only those which had high mapping quality values (MQ ≥ 30) were used for the peak calling by MACS2 (Additional file 1: Supplementary Note) [13] . The peak calling results consisted of the location with a width and the associated p-value. Note that we used MACS2 to call all ATAC-seq peaks with the following parameters (--nomodel --nolambda --keep-dup all -p p G ), where the number of peaks is affected by the peak calling parameter '-p p G '. The parameter p G is larger than any p-values of the peak results. First, we ranked the peak results in the order of ascending p-values and then investigated the relationship between peak width and the corresponding ranking. We found that as the p-value increased, the width of the ATAC-seq peaks became shorter statistically, which suggested the feasibility of data reduction by selecting peaks with smaller p-values. Thus, we defined M cut as the threshold such that only peaks with rankings not greater than M cut were used for the analysis hereafter ( Fig  1a) . Then, for a given set of (M cut , p G ), we introduced B = {h x }, where h x = 1 when x is inside of a peak and otherwise 0. Finally, we evaluated the difference between two samples (c, c ) by using the Hamming distance H(B c , B c ) between two binary sequences, B c and B c , which is the number of pairs of different values between B c and B c at every position x (Fig 1b,c) . Thus, we computed the distances between all pairs of 77 samples to build a distance matrix for various combinations of (M cut , p G ) and performed the unweighted pair group method with arithmetic mean (UPGMA) to draw dendrograms [14] . Next, to quantitatively evaluate the obtained dendrogram for each combination, we defined a type penalty, λ ν , for a given cell type ν for all 13 cell types above. Type penalty λ ν corresponds to the number of samples from different cell types in cluster ν formed when all samples of cell type ν meet together in the dendrogram (Fig 1d and Additional file 1: Supplementary Note). Additionally, we defined the penalty λ as ν∈T λ ν , where T is a set of the 13 cell types. We then sought the best parameter to optimize the dendrograms and found that (M cut , p G ) = (12000, 10 −2 ) gave the smallest penalty score (Fig 1e, f, g) in our searching resolution.
In order to understand why ATAC-seq data under the condition of (M cut , p G ) = (12000, 10 −2 ) was well classified, we analyzed the properties of the top 50000 peaks. Specifically, in order to investigate the functional annotations of each ATAC-seq peak, we referred the ATAC-seq peaks in three cell types (HSC, B, and Mono) to the 15-state ChromHMMmodel data provided by the Roadmap Epigenomics Project [15, 16, 17] . ATAC-seq peaks were ranked according to p-values and divided into groups consisting of 1000 peaks. Then we calculated the average ratio of each group for each of the 15 states and also the standard deviation over all samples for each cell type. As shown in figure 1h and Additional file 1, though most of the peaks with higher rankings belonged to promoters, as the rank decreased, the ratio of the peaks from enhancer regions increased. The ratios of peaks from promoters and enhancers crossed at around peak rank 12000. This result suggests that the enhancer landscape plays an important role on cell identity, which is consistent with previous studies [7, 18, 19] . Moreover, when the peak number exceeded 20000, the standard deviation for enhancers greatly increased, demonstrating that the heterogeneity between samples became more dominant even in the same cell type, leading to a worse classification result (Fig 1h) . This result indicates that the condition M cut = 12000 is adequate for achieving a balance between an enrichment of enhancer regions where cell characters are well reflected and a reduction of sample heterogeneity.
To evaluate the practicality of our algorithm on cancer research, we analyzed acute myelocytic leukemia (AML) by calculating the average distance over the same cell type between a leukemic cell sample and the above samples of the aforementioned 13 cell types. According to Ref. [7] , these AML samples were divided into three stages. Preleukemic HSCs (pHSCs) were most closely related to HSCs and MPPs, leukemia stem cells (LSCs) were very similar to GMPs and LMPPs, and leukemic blasts showed a wider distribution. Some leukemic blasts were closest to GMP cells, while others clustered with monocytes. Table 1 summaries the clustering by providing the closest cell type for each AML sample (Additional file 1: Supplementary Note). We not only revealed the closest cell type, but also identified the second, third, and so on closest cell type, and quantified the difference between the characterization results of our algorithm and those from Ref. [7] as the "rank gap". Overall, the results of our method had substantial overlaps with those of Ref. [7] , validating our simple method.
In this paper, we have presented a novel algorithm to systematically classify cell types using the Hamming distance, which enabled us to find optimal parameters of the data reduction for the best cell classification. Further, this algorithm was found to quantitatively characterize the difference between hematopoietic cells and AML cells, which is broadly consistent with Ref. [7] . One of the remarkable points of our method is that we only used ATAC-seq data without gene expression data. Our analysis suggests that ATAC-seq data itself contains enough information to determine cell types even in the absence of regional annotation data such as promoters or enhancers in order to reveal elusive properties that significantly affect the phenotype of cell types. Another advantage of our method is that when adding new samples to the analysis, it is necessary to calculate the distances only between newly appearing pairs of samples and not between preexisting samples. Thus, this systematic algorithm is flexible in terms of increasing sample numbers.
Finally, we expect that our approach with slight modifications will be applicable to other epigenetic sequencing data such as ChIP-seq and Bisulfite sequencing, whose target regions for analysis are not uniform between samples. Also, our algorithm could extend its application to leukemic samples whose cell of origin is uncertain. In the future, we will apply this method to adult T cell leukemia (ATL), a T cell leukemia in which the T cells in some cases morphologically resemble monocytes, to unveil the mechanism of this mysterious phenomenon [20] .
sample "closest normal cell" calculated in "closest cell type" calculated by rank gap Fig.6i in Ref. [7] our algorithm SU654-pHSC MPP Table 1 Comparison between the "closest normal cell" of Fig.6i in Ref. [7] and "closest cell type" computed by our algorithm. The second and the third "closest type" were also identified by our algorithm. The "rank gap" represents the difference of the result between the two analytical methods. For example, the "closest normal cell" of sample SU-654-pHSC is MPP in Ref. [7] , but is HSC by our algorithm. "MPP" was the second "closest cell type". Thus, the rank gap was calculated as 2-1 (=1). If the results from the two analytical methods coincide with each other, the rank gap is 0. 
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Additional file 1: Supplementary Note, Tables S1, S2, S3 and Figures. S1-S13. Mcut Figure 1 The systematic clustering algorithm and its application to cell classification. a Distribution of peaks depending on p-values. b Schema of the Hamming distance calculation from the peak locations. Each locus is converted to 1 or 0 based on the peak overlapping status. c Matrix of Hamming distances d ij between samples i and j. This matrix is used for the downstream analysis. d Schema of calculating the type penalty λν (for ν=HSC). First, we find the lowest node under which we can find all samples belonging to cell type ν (for HSC, this is n 10 ). The type penalty for HSC is the number of samples under node n 10 that are not HSC (in the example shown, λ HSC = 1). This supplementary note explains in detail the construction of the systematic clustering algorithm for epigenetic data in terms of cell types and also discusses the details of the outputs from its application to samples of hematopoietic cells and leukemic cells. The main objective of this supplementary note is to explicitly construct a systematic algorithm that classifies given data of ATAC-seq (assay for transposase accessible chromatin using sequencing) in terms of cell types as determined by cell surface markers. In this paper, we mainly target ATAC-seq data for 13 types of hematopoietic cells [1] .
First, we start with a basic background about hematopoietic cells and ATAC-seq in Sections I A and I B. Then, we explain a rather conventional way to preprocess ATAC-seq in Sections I C to I E.
A. Cell type classification by cell surface markers
Hematopoietic stem cells (HSC) are multipotent progenitors and the origin of all functional blood cells. Though extensive studies over decades have sought to determine a unified picture of the differentiation pathways, there remains no consensus [2] . In this paper, we consider only 13 cell types of hematopoietic cells by setting T := {B, CD4 + T, CD8 + T, CLP, CMP, Ery, GMP, HSC, LMPP, MEP, Mono, MPP, NK} These cell types are experimentally categorized by the cell surface markers as shown in TABLE S1 [1] . S1: Types of hematopoietic cells and their corresponding cell surface markers in Ref. [1] . For example, CD34+ and CD38-for cell type ν means that a cell of type ν expresses CD34 but not CD38 at its surface. In this paper, we study hematopoietic stem cells (HSC), multipotent progenitor cells (MPP), lymphoid-primed multipotent progenitor cells (LMPP), common myeloid progenitor cells (CMP), megakaryocyte-erythroid progenitor cells (MEP), granulocyte-macrophage progenitor cells (GMP), common lymphoid progenitor cells (CLP), natural killer cells (NK), B cells (B), CD4 + T cells (CD4 + T), CD8 + T cells (CD8 + T), monocytes (Mono), and erythroids (Ery).
B. ATAC-seq: Analysis for open chromatin regions based on Tn5-transposase
Throughout this supplementary note, we use hg19 as the human reference sequence [3] . It consists of 24 groups of symbol sequences, which corresponds to chromosomes labeled as X = {1, 2, . . . , 22, X, Y}. The underlying structure of a chromosome is a long chain of DNA and the DNA is represented as a sequence of elements in set
where each symbol corresponds to the nucleotides adenine (A), thymine (T), guanine (G), and cytosine (C).
For the γ-th chromosome (γ ∈ X), the length of the corresponding DNA sequence is written as L γ , where 5.0×10 7 ≤ L γ ≤ 2.5 × 10 8 and the total length is L = 22 γ=1 L γ + L X + L Y ∼ 3.1 × 10 9 . To position the x-th base pair in the γ-th chromosome, we set b γ x ∈ D, with 1 ≤ x ≤ L γ . In this paper, for set SET, we write the number of elements in SET as |SET|. For example, we have | D | = 4 and |X| = 24.
Chromatin is a complex of DNA and associated proteins such as histones. A chromatin has "open" regions, around which the density of the DNA and the associated proteins are rather low and also "closed" regions, around which the opposite situation happens. Gene expressions are largely regulated by the interactions between DNA and transcription factors depending on the open and closed regions. The analysis of open/closed chromatin regions is necessary for the understanding of cell differentiation and phenotype [4, 5] . ATAC-seq was developed for the genome-wide detection of open chromatin regions. One of the features of ATAC-seq is that it uses Tn5 transposase. At a certain proper condition, Tn5-transposase mainly cut DNA in open chromatin regions and the sequences of those DNA fragments are obtained by sequencers [6] .
ATAC-seq has several advantages compared to the other epigenomic sequencing methods [7] . For example, to analyze open chromatin regions, DNase-seq needs about 10 7 -10 8 cells and takes 4-5 days to obtain the data. ATACseq, on the other hand, requires only about 10 3 -10 4 cells and takes half a day.
C. Reads
As briefly reviewed above, one Tn5-transposase cuts and splits DNA into two parts or fragments. If there are two Tn5-transposases, two locations of DNA are cut to make three fragments.
Thus, we can view fragment f as a subsequence of a DNA sequence consisting of successive symbols in D. Since we refer to the same DNA sequence of the human genome in this study, fragment f can be also represented by three coordinates: the the chromosome number γ ∈ X, the start position s = s(f ), and the end position e = e(f ), where
, that can be expressed as f = (γ, s, e). A sample is, in our settings, a product generated by a certain experimental procedure through ATAC-seq library preparation from a set of cells [6] .
The input of a sequencer is the set of the obtained fragments
, and the number of fragments is denoted as N f . A sequencer with "paired-end sequencing" outputs a DNA sequence of the two edges of a fragment as two reads (
meaning that each length of the two reads (R s i , R e i ) is i . We consider read as a sequence of four symbols in D of length less than or equal to 0 , where 0 can be changed as a parameter controlled by the sequencer. Note that for the case of "single-end sequencing", where one gets only a read from one edge, we obtain read R i = {R j } i j=1 . In the end, we obtain the data of reads R :
where the number of reads is denoted as N r . Note that in the case of "paired-end sequencing", one may regard both R s i and R e i as R i . This is the starting point of our analysis because sequencers do not directly give the actual values of f i . Summarizing the relationship between fragments and reads, let us assume that all reads are obtained from "pairedend sequencing" and that the sample preparation and the sequencer output are "ideal" as follows. If we denote fragment f i as sequence (b γi si , b γi si+1 , . . . , b γi ei ), then the beginning read R s i and the terminal read R e i corresponding to f i are
In other words, if the length L(f i ) of fragment f i is greater than or equal to 0 , the beginning read R s i is the direct inference of the first 0 symbols of the fragment f i . The condition for terminal read R e i is similar. If length L(f i ) is less than 0 , we directly infer R s i = R e i = f i as a sequence of four symbols, where we see that the two reads have the same length. However, the situation above is "ideal" and there are unexpected errors that stochastically flip symbols in the ideal situation. Thus, we need to infer the information of fragments in a statistical manner. Note that this inference can be straightforwardly applied to the case of "single-end sequencing".
D. Alignment of reads onto the reference genome
Hereafter, for simplicity, we consider single-ended reads R = {R i } N r i=1 because similar processes can be done for paired-end reads. We perform mapping of the reads data R from a sequencer onto the DNA sequence. We use the BWA-MEM algorithm of the software BWA (v0.7.16a) with no options. This algorithm aligns each read onto the reference sequence (b γ x ) γ∈X,1≤x≤Lγ [3] and gives an estimate of the quality of the alignment (for details, see [8] and references therein). Then we obtain the following data: Ri) . Note that U is a set of unplaced sequences in any elements in X. Hereafter, X includes U with L U 3.7 × 10 6 .
• The mapping quality score MQ(R i ) ≥ 0 of read R i calculated by using the Phred quality score.
.
To select reliable data withT(R i ), we preprocess the outputs obtained above as follows:
(i) In order to reduce duplicated reads, which could be produced artificially in the sequence sample preparation, we apply the command MarkDuplicates in PICARD software (v1.119) [9] with the REMOVE DUPLICATE option.
(ii) Then we cut off reads with a mapping quality score MQ(R i ) less than 30. We used samtools for this purpose [10] .
After processes (i) and (ii), we obtainP
where i is the length of R i and N r denotes the number of reads after preprocessing.
. This is part of the information obtained by the preprocessing. Note that MQ(R i ) ≥ 30 holds for any i with 1 ≤ i ≤ N r and there are no duplicated pairs inP. For simplicity, hereafter, we sometimes expresŝ P(R) asP. We use similar abbreviations for other symbols.
E. Pilings of reads
From the dataP, we can calculate how many reads are on position (γ, x) in the DNA sequence. We consider the set of reads located on position (γ, x) symbolically by defining For two samples in reads data R obtained from SRA (SRR2920495.sra and SRR2920466.sra) used in Ref. [13] , we show Y γ,x := |Y γ,x |, which is the number of reads on each position (γ, x) in the DNA sequence in Fig. S1 . Hereafter, we will use reads data R from Ref. [13] as the initial input of the analysis.
II. ALGORITHM: SYSTEMATIC DATA REDUCTION AND HIERARCHICAL CLUSTERING OPTIMIZATION
A. How to systematically "normalize" epigenome data of different sizes
When we analyze the preprocessed ATAC-seq data withP(R), we have to care for biases caused by the fact that the amount of reads N r depends on the setting for the samples preparation and on the sequencers used. Normalization is done to remove such biases.
A conventional way to perform normalization is to use quantile normalization, where the distribution of the reads number on certain regions in the DNA is assumed to be the same for all samples [11, 12] . However, there is no strong reason to support this assumption, particularly for sample sets of different cell types. Furthermore, under this assumption, there is a risk that we overlook important differences between different cell types. Therefore, in this paper, we do not assume this property.
An alternative way to perform normalization is to reduce the data into a simple binary value h γ,x ∈ {0, 1} on each genomic position (γ, x), where h γ,x depends on the data size N r as little as possible. For example, one could determine the state of h γ,x = 1 and h γ,x = 0 as an "open" and "closed" chromatin status, respectively, on genomic position (γ, x).
In this direction, our ultimate purpose is to look for the "best" principle that determines two states for h γ,x , by which a set of samples including different cell types are completely classified into groups of the same cell type. We use no information about cell types when determining the value of h γ,x , because we would like to have an algorithm that can be applied without knowing the cell types.
Peak-calling with ranking
Currently we do not have the "best" solution to properly determine two effective states for h γ,x . As a candidate to approach the "best" solution, we use the MACS2 algorithm, which was originally invented to analyze ChIP-seq data [14, 15] but is now widely used to estimate the location of open chromatin regions from ATAC-seq data [16, 17] .
We would like to find the set of position (γ, x), where the number of the associated reads, Y γ,x (P(R)), is relatively high in the neighborhood (γ, x). The MACS2 algorithm is likely to detect those positions from the data of the reads described byP(R) (for details of this algorithm, see [14, 15] ). In our calculation, we use the MACS2 (v2.1.2) callpeak command with option "--nomodel --nolambda --keep-dup all -p p G ", where we need to set parameter p G as a parameter of peak inference (for details, see [14, 15] ). We will later come back to how to determine a better value for parameter p G .
By applying MACS2 to the input ATAC-seq data, we obtain the following output data structure:
• The label γ k ∈ X of chromosome where the k-th peak belongs, the start position 1 ≤ α k ≤ L γ of k-th peak and the end position 1 ≤ β k ≤ L γ for 1 ≤ k ≤ M (here M is the number of peaks). We call g k = (γ k , α k , β k ) the k-th peak region.
• For each g k , p-value p k with p k ≤ p G associated to k-th peak. Note that MACS2 outputs log 10 (1/p k ) = −log 10 p k instead of p k .
We define A as
A := (g k , p k ) M k=1 , g k := (γ k , α k , β k ).
By reordering the terms of k, we can set p k ≤ p k for any k < k without loss of information.
In Fig. S2 , we show the distribution of peak width |β k − α k | versus ranking k. Note that g k with high p k could be affected significantly by the conditions of the experiments including sequencing, because the data above the rank value 40000 unnaturally touches the value of the lower limit of width 200, which is predetermined by the MACS2 algorithm. Thus, there is a possibility that peaks with higher p-values could strongly depend on both the inference algorithm and the number of reads N r , and thus would presumably not contribute to the detection of cell phenotypes. This observation suggests we should remove peaks with higher p-values.
Parameterized binarization by cutting off low-ranked peaks
Next, let us reconsider how to alleviate biases in the data by introducing threshold number M cut , such that
, which leads to the removal of {g k } M k=Mcut+1 as a candidate for the normalization of the ATAC-seq data. Note that A(M cut = ∞) = {g k | (g k , p k ) ∈ A}. Then, by using A, we may introduce a binary sequence
such that h γ,x = 1 if there is k satisfying α k ≤ x ≤ β k with (α k , β k ) ∈ A and otherwise h γ,x = 0 as shown in Fig. S3 .
Note that p G and M cut can be regarded as parameters for determining the value of h γ,x within the MACS2 algorithm and what part of the data is taken into account, respectively. Thus, our task under the principle above turns out to be how to determine a proper set of (M cut ,p G ) for better cell classification. This issue is studied later.
B. Quantifying differences between two binary sequences
Let us move onto the situation when one considers a set of samples to evaluate the difference between two binary sequences B. Here, our strategy is to find the proper distance that can be measured from the normalized ATAC-seq data of two samples. Using that distance, we try to obtain hierarchical clustering of a set of hematopoietic cell samples to quantitatively characterize the relationship among those samples. Note that p G and M cut do not depend on the sample.
Preliminarily, we introduce conventions. Let N s be the number of samples. We then write the set of samples as
where N s = 77 in this study [1] . For sample c ∈ S, we add index c to related objects as a superscript. For example, we use the symbol N c r as the number of reads of sample c. Similarly, we write the truncated data of peaks associated to sample c as B c := {h c γ,x } γ∈X,1≤x≤Lγ . There are many methods to evaluate the difference between a binary sequence B c from sample c ∈ S and B c from sample c ∈ S. In this paper, we take the Hamming distance for all sample pairs. We use the distance as an initial condition for the hierarchical clustering and then use the Unweighted Pair Group Method with Arithmetic mean (UPGMA) to complete the hierarchical clustering [18] . Examples of hierarchical clustering with (M cut , p G ) = (2000, 10 −2 ) and (50000, 10 −2 ) are shown in Fig. S4 . We will later come back to the dependence of the results on different hierarchical clustering methods from UPGMA in Section III C.
Hamming distance
The Hamming distance is often used to compare two binary sequences in information theory (it is also called p-distance in cladistics) and is equal to the number of positions on which two symbols have different values.
The Hamming distance between two binary sequences B c1 and B c2 with c 1 , c 2 ∈ S is defined as
where we define
C. Review: Hierarchical clustering
In this subsection, we give a detailed explanation of the algorithms used to perform UPGMA (Group Averaging) and draw dendrograms. For more details about the algorithms and the implementation, see [18] .
UPGMA algorithm
To describe the algorithm, we define the distance between two subsets C 1 , C 2 ⊂ S as the average of all distances between samples in C 1 and samples in C 2 . Equivalently, we define
H (B c1 , B c2 ).
If C 1 or C 2 is empty, we set H(C 1 , C 2 ) = 0. We sometimes identify sample c ∈ S and subset {c} of single element c. We define a cluster as subset C of S with a specified order of elements. UPGMA is an algorithm that can construct set M Ns of clusters and order the elements in S to draw dendrograms. (ii) We define the list of uncombined clusters as L 1 := {C 1 , C 2 , . . . , C Ns }, and set the historical list of clusters as
(iii) At the t-th step (1 ≤ t ≤ N s − 1), we define C t+Ns , L t+1 and M t+1 inductively.
(a) We look up the pair C τ and C τ with τ < τ in L t such that their distance is a minimum; that is,
Note that 1 ≤ τ < τ < t + N s by construction. We consider only the case when the pair is uniquely determined.
(b) We define a new cluster C t+Ns = C τ ∪ C τ . If the elements of C τ are ordered as c 1 , c 2 , . . . , c z and the elements of C τ are c 1 , c 2 , . . . , c z , the elements of C t+Ns are ordered as c 1 , c 2 , . . . , c z , c 1 , c 2 , . . . , c z .
(c) We define
If t < N s − 1, go to the (t + 1)-th step.
We can easily see that if we do not consider the ordering, then we have C 2Ns−1 = S as a set. Thus we finally obtain a list of 2N s − 1 clusters M Ns = {C 1 , C 2 , . . . , C 2Ns−1 }, and an ordering of all elements of S from C 2Ns−1 .
How to draw dendrograms
The (rooted) dendrogram displays how our clustering combines pairs of clusters and the distance of the pairs. In the following, we explain an algorithm that introduces new symbols.
(i) If sample τ ∈ S appears in the ordering of C 2Ns−1 as the a τ -th element, then we associate point n τ = (a τ , 0) in two-dimensional coordinate space to cluster C τ . We call point n τ the leaf, which corresponds to C τ .
(ii) For 1 ≤ t ≤ N s − 1, we inductively associate point n t+Ns to cluster C t+Ns . If C t+Ns is constructed as the union of C τ and C τ with 1 ≤ τ < τ < t + N s , we associate to C t+Ns the node
Note that C τ and C τ are uniquely determined. We call n t+Ns the node associated to the (t + N s )-th cluster C t+Ns .
(iii) We connect n t+Ns with n τ and n τ .
Since each node or leaf n corresponds to cluster C, we can define the offspring set B n of n as set C without ordering. Graphically, the offspring set of node n is the set of samples corresponding to leaves branched from node n, as displayed in Fig. S5 . This intuitional explanation is justified, since the y-coordinate of the "mother node" n t+Ns is larger than or equal to those of the "child nodes" n τ , n τ if we use UPGMA. Note that there are many choices to draw dendrograms; for example, at any branching node, we can exchange two branches without any essential change in the data structure.
D. Optimization of hierarchical clustering for cell-type classification
By using the methods explained above, we can obtain a clustering diagram that depends on (M cut , p G ). Thus, our next task is to quantitatively characterize better clustering.
Recall that each cell c ∈ S has type ν ∈ T. We denote by S ν ⊂ S the set of all samples of the same cell type ν. Note that S = ∪ ν S ν holds by definition. We then need to systematically determine the best clustering that satisfies all samples c ∈ S ν being in the same type ν within the clustering. The condition can be restated as an optimization problem by introducing a cost function "penalty" for the performance of clustering in this subsection.
Briefly speaking, for a given tree, we define O ν as the offspring of set B n , which includes S ν and gives the minimum number of elements. Thus, we define the type penalty as the number of samples of types different from type ν in O ν ; in other words, λ ν (M cut , p G ) := |O ν | − |S ν |, where O ν is determined by only a set of Hamming distances  {H(B c , B c )} c,c ∈S . We define the global penalty λ(M cut , p G ) := ν∈T λ ν (M cut , p G ) as a "cost function" of optimization. See the next subsection for another expression of the global penalty and its properties. Thus, the optimization problem that we have to solve is find (M * cut , p * G ) that minimizes the cost function λ(M cut , p G ).
FIG. S5: An example of dendrograms and type penalty. This dendrogram has six leaves, and three of them are classified to type HSC. We can see that τ (HSC) = 10. The corresponding node is n10 (displayed by the blue dot), and the corresponding cluster C10 is the set {HSC 1, HSC 2, HSC 3, MPP} (surrounded by the blue broken line). Among the elements of C10, one leaf, MPP, is not in type HSC, but the three others are. Hence, the type penalty of HSC is computed as λHSC = 4 − 3 = 1.
Global penalty as a cost function
In this section, we discuss the global penalty, a quantity that measures how the obtained hierarchical clustering differs from our knowledge of cell type classifications. We also give examples displaying the computation of the penalties and extreme situations that represent the theoretical bounds of the penalties. Note that these examples are just for explanation and not obtained from actual data.
In our settings, each sample is previously classified by types. Explicitly, set T consists of thirteen types; T = {B, CD4 + T, CD8 + T, CLP, CMP, Ery, GMP, HSC, LMPP, MEP, Mono, MPP, NK}.
For each type ν ∈ T, we denote the set of samples classified to type ν as S ν . This set could be empty, though it is not our case. For every pair ν, ν of distinct types, there are no common elements in S ν and S ν , and the union of S ν among all types ν ∈ T coincides with S. Equivalently,
For a given hierarchical clustering constructed in the manner of the previous section, the type penalty for type ν is the quantity λ ν defined as follows. If S ν is empty, we set λ ν = 0. Otherwise, since the cluster grows step by step, there is the minimum τ for 1 ≤ τ ≤ 2N s − 1 such that S ν ⊂ C τ . We denote the minimal t by τ (ν). Thus, O ν , which was defined above, is equal to C τ (ν) . Then we define λ ν as the number of elements in C τ (ν) that are not of type ν. In other words, we set
Since C τ includes all elements of type ν, we find λ ν ≥ 0. Also since C τ is a subset of S, we find λ ν ≤ |S| − |S ν |. Thus we have
See Fig. S5 for an explanation of type penalties.
For a given hierarchical clustering, the global penalty λ is defined to be the total sum of type penalties, λ is bounded as
In our case, since |T| = 13 and |S| = 77, we have 0 ≤ λ ≤ (13 − 1) · 77 = 924. Note that for a certain class of trees, these upper and lower bounds are not achieved. Fig. S6 displays examples of the upper and lower bounds. Further, we write λ(M cut , p G ) as λ to point out that λ depends on (M cut , p G ).
E. Computational cost of the algorithm
After obtaining data of the reads positions described byP(R), we can produce a hierarchical clustering diagram. Here we consider the computation cost, except for the cost done by the MACS2 algorithm, based on the order of the sample number N s and the DNA length L.
Indeed, the dominant part of the computational cost is on the order of KN 2 s L 2 0 , which mainly comes from the calculation of the Hamming distance with cost O(N 2 s L 2 0 ). Note that constant K depends on neither N s nor L. L 0 is O(M cut ) L. Moreover, when we wish to add one sample to given samples for which we have already calculated the distance matrix, then the calculation cost is K N s L 0 , where another constant K also depends on neither N s nor L. Thus, the systematic algorithm in this paper is feasible in terms of increasing sample number.
Note that in the context of estimating the best optimization parameter (M * cut , p * G ), by using M m different values for M cut and M p different values for p G , the computational cost becomes on the order of M m M p KN 2 s L 2 0 . However, these two numbers (M m , M p ) do not depend on N s or L and can be adjusted according to the searching resolution of the optimization. Typically, we set (M m , M p ) (30, 10) in our optimization.
III. APPLICATION TO HEMATOPOIETIC CELLS
A. Determination of the best parameters for the best cell-type classification First, we take into account all the peaks and check how the diagram and λ(M cut = ∞, p G ) depend on p G , as shown in Fig. S7 . Considering the accuracy of the parameter searching, we conclude that 1.5 ≤ −log 10 p * G ≤ 4. We also performed the above optimization for 1.5 ≤ −log 10 p G ≤ 4, as shown in Fig. S8 . We found that (M * cut , p * G ) is close to (12000, 10 −2 ) and obtained the best clustering, as shown in Fig. S9 , for which the penalty λ is smallest in our searching resolution. Hereafter, to investigate the property of the best clustering, we set (M * cut , p * G ) as (12000, 10 −2 ). Our searching resolution in terms of increasing M cut was typically 2000.
At the best parameters, (M * cut , p * G ) = (12000, 10 −2 ), we computed distance matrix H(S ν , S ν ) for types and drew non-rooted hierarchical clustering with UPGMA and Neighbor joining (NJ) [19] , as shown in Fig. S10 . Though the details of the two clustering diagrams are different, both diagrams seem to be consistent to hematopoietic differentiation diagram in Ref. [1] .
B. How to relate the best parameters to genomic context
In the following, we study what this best clustering tells us about the regulation of cell types at the chromatin level. The result of Section III A suggests that peaks of {g k } M * cut k=1 with M * cut = 12000 include key regions for characterizing cell types. Therefore, we investigate whether these top 12000 peaks are related to the expression of a cell surface marker gene or functional genomic regions such as promoters and enhancers.
Irrelevance to genomic regions corresponding to a cell surface marker
When we evaluated the quality of the clustering results, we used the information of cell types for each sample. Since these cell samples were collected by flow cytometry using antibodies for the cell surface markers, we investigated , where N g is the number of genes in the human genome, σ z is 2kb upstream of gene z, and z is the gene's end position. Note that we obtained data D for the location of genes on the DNA sequence through [20] . Then we define
where g k = (α k , β k ) is the peak position and gene z is a cell surface marker; in this case, z = CD38. Finally, we computed the ratio |M ≤ z |/|M > z | as shown in Fig. S11 . When we compare CD38-expressing cells with non-expressing cells, there is no clear difference. Therefore, it is reasonable to conclude that the chromatin status of the genomic regions corresponding to cell type markers do not necessarily contribute to the results of the best hierarchical clustering.
Relevance to enhancer regions
Next, in order to investigate functional annotations on the genome such as promoters and enhancers overlapping with ATAC-seq peaks data, we applied the top 50000 peaks in three cell types (HSC, B, and Mono) to the 15-state ChromHMMmodel data. One can obtain data of the biological functions on the genome for HSC, B, and Mono from an integrative analysis of 111 reference human epigenome datasets, where we have used the data of E032 for B, E035 for HSC, and E029 for Mono [21, 22] .
For an explicit description, let us introduce a set of functional annotations, W := {W z } 15 z=1 , where W z is the set of regions on the genome, each of which corresponds to functional annotation z. We want to know how many peaks, k, of every 1000 peaks in the order of the ranking belong to each functional annotation z. For this purpose, we define
where g k = (α k , β k ) is the peak position. We computed |E z x |/1000 for x ∈ {1 + (j − 1) × 1000} 50 j=1 , as shown in Fig.  S12 . Note we use the center of the peaks, (α k + β k )/2, to measure the peak overlap for a given functional annotation. Fig. S12 shows that most of the peaks with higher rankings belong to "Active TSS", which is related to the promoters of active genes, but as the rank decreases, the ratio of peaks from enhancer regions increases. The ratio of peaks from promoters and enhancers crosses at around peak rank 12000 in B cells and monocytes, and after the peak number exceeds 20000, the standard deviation for enhancers greatly increases, leading to poorer classification results. The classification result of HSCs under the condition (M * cut , p * G ) is not as good as that of B cells or monocytes. Also, the functional annotation result of HSCs does not show clear behaviors compared with B cells and monocytes, which may partially explain the worse classification.
Therefore, we conclude that the point where the contribution of enhancer regions to the Hamming distance exceeds the contribution of promoter regions to the Hamming distance is around the 12000th peak. 
C. Robustness of the clustering
In general, when one performs data clustering, the effect of variations of the clustering algorithms and the loss of data on the clustering output should be considered.
First, we consider the dependence of the clustering results on the variations of the clustering algorithms. Besides UPGMA which we used here, there are several hierarchical clustering methods including Ward method, WPGMA (Weighted Pair Group Method with Arithmetic Mean), UPGMC (Centroid Clustering or Unweighted Pair Group Method with Centroid Averaging), and WPGMC (Median Clustering or Weighted Pair Group Method with Centroid Averaging). Indeed, at least for (M * cut , p * G ) = (12000, 10 −2 ), we have found that UPGMA and Ward method give the same global penalty score of 36. The penalty in the same condition was 338 for WPGMA, 303 for UPGMC, and 150 for WPGMC. These results suggest UPGMA was a better choice for our purpose.
Regarding the loss of data, let us consider to make new reads dataR from R. Specifically, we set r with 0 ≤ r ≤ 1 as the probability of randomly removing rN r reads from R with the uniform distribution, where χ means the minimum integer larger than or equal to χ. Then we obtainR = {R i }
, where R i is one of reads in R. Then we obtainedP(R) and computed λ for (M * cut , p * G ) = (12000, 10 −2 ). As shown in Fig. S13 , we found that when ratio r is increased from 0 to 0.5, λ is distributed between 36 and 127 and the average of λ is relatively constant. Note that r = 0 gives λ = 36 and the highest possible value of λ for 77 samples is 924. On the other hand, in the region r ≥ 0.7, λ increases obviously. Thus, we conclude that, for small r, the average penalty tends to be close to that of r = 0 although there are some variations depending on the samples.
Further, we investigated λ for higher values of M cut to see robustness against random selections. Specifically, we investigated the behavior of λ by varying r for M cut = 20000 and 30000 with p * G = 10 −2 . The minimum value of λ is 39 for M cut = 20000 at r = 0.005 and 0.3. For M cut = 30000, the minimum is 31 at r = 0.7. These quick observations imply that the clustering method could be improved by searching a larger parameter space (M cut , p G , r). Though this effort would require intensive computer power, it would be worth exploring for better clustering in the future. 
IV. APPLICATION TO LEUKEMIC CELLS
In this section, we apply the constructed algorithm with parameters (M * cut , p * G ) = (12000, 10 −2 ) to analyze ATAC-seq data of acute myelogenous leukemia (AML) cells [1] . These AML samples are divided into three stages: Preleukemic HSCs (pHSCs), leukemia stem cells (LSCs) and leukemic blasts (Blast). We added AML ATAC-seq data to healthy hematopoietic ATAC-seq data and calculated the Hamming distance to see which cell type is closest to the added leukemia samples.
Specifically, we compute H(S ν , { }) as the average distance between cell type ν ∈ T and AML sample ; in this case, sample was extract from one patient (see TABLE. S2). We define the qth closest cell type of sample as type ν (q) ∈ T to provide the qth minimum of H(S ν , { }) in terms of ν. Using this quantity, we define the rank gap between type T 0 ∈ T and sample as G T0, = q − 1, such that T 0 = ν (q) . In particular, we call ν (1) the closest type of sample . Note that rank gap G T0, = 0 holds when T 0 = ν (1) . We computed ν (1) as shown in TABLE 1 in the main text to compare with the "closest normal cell" T 0 of the target leukemia sample, which was determined by a previous study [1] . We found rank gap G T0, = 0 for LSC, but G T0, can be non-zero for pHSC and Blast depending on the samples. For all cases with non-zero G T0, , in the differentiation process considered in Ref. [1] , the difference between two differently characterized types is only "one differentiation step"; that is, one characterization is one step either before or after another characterization in the differentiation process.
