This paper applies information theoretic principles to the investigation of physical human-robot interaction. Drawing from the study of human perception and neural encoding, information theoretic approaches offer a perspective that enables quantitatively interpreting the body as an information channel and bodily motion as an information-carrying signal. We show that ergodicity, which can be interpreted as the degree to which a trajectory encodes information about a task, correctly predicts changes due to reduction of a person's existing deficit or the addition of algorithmic assistance. The measure also captures changes from training with robotic assistance. Other common measures for assessment failed to capture at least one of these effects. This information-based interpretation of motion can be applied broadly, in the evaluation and design of human-machine interactions, in learning by demonstration paradigms, or in human motion analysis.
INTRODUCTION
Hundreds of devices have been designed and built to facilitate forceful interactions between humans and an autonomous system for the purposes of training, safe collaboration, and physical task assistance (1) (2) (3) . The goal of these systems is to augment the capabilities of the human either by providing feedback that enhances the training of a person in a certain task or by eliminating an existing deficit, such as weakness or discoordination due to a neuromotor pathology. As a result, these robotic systems have unique requirements for sensing, actuation, and algorithmic design. In particular, the algorithmic component must be able to infer the quality of the measured behaviors or tasks performed by the joint human-robot system, implying the use of an appropriate metric as the basis for evaluating and modulating the human-robot interaction. However, it is unclear what metrics are appropriate for automating human-machine collaboration. Should one use measures from traditional robotic control, such as trajectory error, biologically relevant measures (e.g., energy), or task-specific measures of motion quality? The choice of metric has implications beyond modulation of the interaction, including evaluation of the effectiveness of the physical interaction between the human and robot. The main purposes of the interaction should be discernible improvements in performance from the assistance and learning from the assistance. Here, we show that ergodicity-a measure of the task information encoded by a movement-can predict the presence of robotic assistance and detect the training effect of assistance.
In the human body, sensory information and motor commands are transmitted by nerve fibers conducting action potentials from one synapse to the next. Information theory provides a means to measure the information contained in such signals and to characterize the communication channel (4) . Part of the difficulty of analyzing neural signals are the idiosyncratic sources of variability, but applying information theoretic principles to the nervous system has allowed us to understand and analyze neural coding and organization (5) (6) (7) as well as cognitive perception (8) (9) (10) . Here, we provide evidence that the motions resulting from neuromotor signals can be understood as information-carrying signals themselves and that information measures can also be used to analyze the movement and predict features of neuromotor control.
Although signal analysis has been broadly applied to study the transfer of information from stimuli to cortex, principles from information theory are rarely used to model the output of motor commands. Instead, theories of motor coordination are often developed on the basis of constrained optimization, often substituting the behavioral goal with the minimization of a measured quantity such as error or energy (11, 12) . These are useful metrics both because they allow us to reason about the underlying principles of neuromotor control and because many well-developed engineering techniques are based on minimizing these quantities (13) (14) (15) (16) . Therefore, one can characterize human-like walking as an energy-minimizing trajectory (12) or reaching in the upper limb as a minimum jerk movement (17, 18) . When generic measures fail to capture important features of motion, they are supplemented with qualitative analysis (e.g., similarity to normal patterns of motion) (12) and task-specific measures of success such as work area (19) , movement speed (20) , or a combination of velocity threshold, aim, and maximum reach (21) .
One of the reasons task-specific or outcome-based measures capture the qualitative description of the behavioral goal is that they are independent of the motion strategy, whereas energy or error is typically explicitly dependent on a specific desired trajectory. For instance, one might travel forward and then to the right to reach a target, or one could follow a diagonal path, resulting in the same level of task success using two disparate strategies. Even if the average of the two paths was used as a reference, the resulting desired trajectory may not convey the task goal, and the variance and other statistics of the set of motion strategies are not part of a typical control architecture. Stereotypical motion-such as reaching, self-feeding, and walking-has substantial variation between equally qualitatively successful trials, both within and between individuals. Because of the inherent stochasticity in neuromotor commands and the resulting task executions, we use a distribution f(x) : ℝ n ↦ ℝ over a state space X to define a task goal. We assess a motion by asking how much information about fðxÞ∈ℝ; x ∈X is encoded in the movement xðtÞ : ℝ↦X , where x(0) = x 0 and xðtÞ∈X for some time t.
There are a few natural ways to describe a task statistically rather than by specifying a goal state or a goal trajectory. If there is a particular goal state s, one can represent this as a Dirac delta function d(x − s). Or, if the task definition is a consequence of measuring many instances of task execution, the collection of observations will form a distribution f(x) in the domain X . As more demonstrations of the target-reaching task are added to the set of observations, the collective time spent at the goal state generates a higher peak at the state s, asymptotically approaching a delta function at the goal state. To quantify information content in a motion, one needs to measure a trajectory xðtÞ∈X that describes movement of the body. If x(t) were itself a distribution across all of X , one could use the Kullback-Leibler divergence, D KL (22) , to measure how well x(t) communicates information about f(x). However, x(t) is a trajectory, taking on only one state at each time t, and as a consequence, D KL between x(t) and f(x) will be generally infinite.
To compare a trajectory x(t) with a distribution f(x) while avoiding the underlying problems with using D KL , we used ergodicity-which relates the temporal behavior of a signal to a distribution. A trajectory x(t) is ergodic with respect to a distribution f(x) if, for every neighborhood N ⊂ X, the amount of time x(t) spends in N is proportional to the measure of N provided by f(x). On a long enough time horizon, measuring a perfectly ergodic x(t) gives a complete description of f(x). However, because a trajectory can only visit every neighborhood of X on an infinite time horizon, a finite time horizon x(t) cannot be perfectly ergodic. Instead, we asked that x(t) be maximally ergodic, by introducing a metric on ergodicity, so that the timeaveraged statistics of x(t) best capture the statistics of f(x) in a specified time horizon T, subject to system dynamics and constraints. Ergodicity can be measured by several metrics (23, 24) ; here, we used the spectral approach (25) , which characterizes ergodicity by comparing spatial Fourier coefficients of f(x) with coefficients of x(t)-giving us the distance from ergodicity. In Fig. 1 , we show two hypothetical cases of the trajectory of the center of mass during walking compared with an idealized reference trajectory based on typical gait patterns. The high-quality execution is not temporally aligned with the reference and may represent faster or slower walking than the reference. Nonetheless, the time-averaged statistics of the trajectory match that of the reference distribution. The low-quality execution provides an example of what one might obtain from an impaired individual with poor balance or motor coordination. The ergodic metric used here gives us the distance from ergodicity, such that trajectories that are highly ergodic, like the high-quality execution in Fig. 1 , have a lower ergodicity than those that are less ergodic.
We used this information measure to analyze two cases of assisted motionwhere the lack of assistance may be interpreted as a deficit relative to the assisted condition. First, we looked at data gathered during supported reaching from a participant with an abnormal tendency to flex the elbow when lifting the arm at the shoulder. We see in Fig. 2 that the ergodic metric distinguished between different levels of arm weight support-although error did not-even for a single participant.
Motivated by this individual result, we collected data from (healthy) human participants robotically assisted with a dynamic inversion and balance task to see whether the presence of assistance and learning on the part of the participants can be detected. In both cases, the outcome is affirmative. On the basis of our task-specific measures, there is a clear distinction between the assisted and unassisted conditions. Analysis of the error measure does not show such a distinction based on assistance but does detect a training effect based on the significantly lower root mean square (RMS) error of the training group in their second session compared with the control. The ergodic measure detected both the presence of assistance and the training effect. These results suggest that measures of the information encoded by a movement can be used to predict the presence of assistance and that such measures capture outcomes that would not otherwise be captured in task-specific performance measures. Illustration of motion signals and statistics using the center of mass in walking. For the task of walking on a line, we can distinguish between two hypothetical cases-a high-quality execution (A) and a low-quality execution (B) by tracking the vertical and mediolateral displacement of the person's center of mass. These displacements can be characterized as motion signals (C) with a reference or desired trajectory that is based on typical gait patterns. As a trajectory, the high-quality execution does not exactly track the reference trajectory in time, but when we look at the Fourier reconstruction of the trajectory statistics (D), we can see that the high-quality execution is very similar to the reference distribution. In contrast, the low-quality execution has spatial statistics that are very different from the reference distribution. 
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RESULTS
To evaluate training effect and presence of assistance, participants were tested in both assistance and no-assistance modes. Each participant completed two sessions, about 1 week apart. Upon enrollment in the study, each participant was placed into one of three groups. If placed in the training group (n = 20), the participant completed the first session with assistance and received no assistance in the second session. If a participant was placed in the nontraining group (n = 20), they performed the task without assistance in the first session and used the assistive interface in the second session. Last, a control group (n = 13) performed the task without assistance in both first and second sessions. Participants were tasked with inverting and balancing a virtual cart-pendulum system as shown in Fig. 3 [often studied in nonlinear control (26, 27) ]. For the purposes of calculating ergodicity, a delta function d(x − s) at the goal state s was used.
In this experiment, we implemented a form of assistance that can convert pure noise input into a successful task execution by comparing the noise input with that of an optimal controller (28) . The assistance acts as a filter similar to that described in (28) and (29), such that if user inputs agree with the optimal controller, user input is not modified by the interface. When user inputs do not agree, the robot physically rejects the input, providing feedback but not guidance. The user input-acceleration of the cart as measured at the robot end effectoris either accepted or rejected at each instant on the basis of whether the input vector is in the same direction as the input prescribed by an optimal controller. Note that the objective of the optimal controller is to minimize the error between the system trajectory and the goal state at the unstable equilibrium, s ¼ ðq; _ qÞ ¼ ð0; 0Þ. The input vector calculated by the optimal controller is never implemented. It is only used as a filtering criterion. The input is completely rejected-replacing the user input with a zero vector-when user inputs do not agree with the optimal controller. If the participant is a perfect actor, the assistance is completely transparent. Details of the assistance algorithm can be found in Materials and Methods.
Assistance adds task information Several task-specific performance measures were recorded, including success rate, balance time, and time to success. The training and nontraining group data were aggregated to evaluate the effect of assistance on the 40 participants in a counterbalanced fashion. Paired two-sample t tests on these task-specific measures of the participants with and without assistance showed that the participants improved with the addition of assistance. The assisted trials had a higher success rate (P < 0.001, t(39) = 12.314), spent more cumulative time at the goal state (P < 0.001, t(1199) = 26.519), and reached the goal state more quickly (P < 0.001, t(1199) = 17.202). The trajectories generated in the assisted condition were also more ergodic with respect to the task distribution than those without assistance when the paired two-sample t test was performed (P < 0.001, t(1199) = 11.261). However, the RMS error of the trajectory from the goal state did not show a significant difference (P = 0.094, t(1199) = 1.674) between the assisted and unassisted conditions. This suggests that the assistance improved task-specific performance metrics and increased the task information encoded by the movement. A two-factor (assistance and block) analysis of variance also showed that the assistance had a significant effect in terms of the task-specific measures and the ergodic metric. However, the analysis of the RMS error revealed no significant effects. When we looked at the spatial statistics (see Fig. 4 ) of the assisted trials versus the unassisted trials, we saw that the assisted trials spent a larger proportion of time near the origin where the target distribution was centered.
Learning involves increasing task information
The effect of training was assessed by comparing the week 2 session of the trained group with the week 2 session of the control group (see Fig. 5 ). Although performance in the task-specific measures did not improve with training, the ergodicity and error of the trained group were significantly better than those of the control group. A two-sample t test was performed on the task-specific performance measures and found no difference between trained and untrained groups in terms of their success rate [P = 0.4280, t(31) = −0.8032], time , t(988) = −3.701] also detected the difference, but with a larger effect size (d = 0.237). A twofactor (training group and block) analysis of variance also showed that block and the interaction between training group and block had a significant effect in terms of the RMS error and the ergodic metric. However, the task-specific measures revealed no significant effects. This indicates that the training effect was not captured by task-specific measures but was captured by error and ergodicity. Although the training effect can be detected with error, the information measure detected it with a larger effect size. . Assistance adds information. The histogram of unassisted trajectories (left) has its highest density at q = ±p, which is the farthest point from the goal state. The rest of the distribution is diffuse over the state space. Although the histogram of the assisted trajectories (right) also has a high density at q = ±p, the distribution is not as diffuse as that of the unassisted trajectories. There are bands of high density spreading outward from the goal state ðq; _ qÞ ¼ ð0; 0Þ. The spatial statistics of the assisted trajectories are more similar to the reference distribution in Fig. 3 , because there is a high density at and around the goal state. This suggests that assistance increased the task information encoded in the movement. This outcome is captured by measuring the ergodicity of the trajectories in each group with respect to the reference distribution. The mean ergodicity of the unassisted trajectories is 0.739, and the mean ergodicity with assistance is 0.631. This lower number indicates that less information is lost in the assisted motion than the unassisted motion. Fig. 5 . Learning increases information. The histogram of week 2 control trajectories (left) has its highest density at q = ±p, which is the farthest angle from the goal state at ðq; _ qÞ ¼ ð0; 0Þ. The control trajectories also spend time near the goal state, but to a lesser extent. The histogram of trained trajectories (right) also has high density near q = ±p, but there are large bands of high density in the region −1.5 ≤ q ≤ 1.5 and À4 ≤ _ q ≤ 4. These bands make the statistics of the trained group closer to the spatial statistics of the reference distribution in Fig. 3 . We quantified how well these statistics match that of the reference by calculating the ergodicity. The trained trajectories are on average more ergodic (m = 0.705) than the controls (m = 0.751). In other words, the trained motions communicate information about the task goal more effectively than the control motions. 
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DISCUSSION
Our results suggest that the information encoded in bodily motion provides a language for describing changes due to assistance and learning in physical human-robot interaction. Using this framework, we found that an information measure was a better predictor of changes in deficit compared with error, even when the robotic assistance was based on that error metric. In addition, we showed that when the error-based assistance was used to supplement training, task-specific measures failed to detect the effect of training, and the ergodic measure demonstrated a stronger statistical power to detect the performance changes due to training. When we consider the body as an information channel and bodily motion as an information-carrying signal, we could interpret these results in a way that captured phenomena that would not otherwise be captured by task-specific measures or standard measures such as error. This analysis may provide valuable insight into changes in performance over the course of training or therapy.
When we examined the effect of robotic assistance in reducing the deficit of a stroke participant, we found that simply reducing the deficit by arm weight support increased the information encoded in their reaching motions to multiple targets. Specifically, their motions were more ergodic with respect to a Dirac delta distribution at the target position. We found that task-oriented assistance using an error-based optimal control also reduced the information lost in task executions. These decreases in information loss indicate that the information channel (the human-robot pair) itself was improved by the addition of both forms of assistance.
Task-specific measures also reflected differences in task executions due to deficit. Clinically, task-specific measures are frequently used to assess deficit (30) (31) (32) (33) , often motivated by the fact that more standard and generalizable measures, such as error and energy, fail to predict the presence of deficit. As a consequence, deficit must be often assessed in very narrow experimental conditions where the measures are applicable. These task-specific measures have several negative consequences. First, they do not translate to other motions (e.g., an assessment strategy for reaching cannot be applied to interpretation of walking or even selffeeding). Moreover, task-specific measures do not admit the same level of principled interpretation as measures such as state error (which captures motor control accuracy) and energy (which captures metabolic efficiency). Measuring the task information encoded by a movement provides an information-theoretic framework for interpreting motionin a principled manner like error or energy-by capturing the qualitative description of task while not implicitly prescribing a specific strategy for task completion.
Task-specific measures are able to capture qualitative task success because they measure events at the goal state or task outcomes-making them independent of the strategy. In contrast, measurement of error is typically explicitly dependent on a reference trajectory, so error measures and error-based assistance prescribe a specific strategy for task completion. Measures on information are still independent of the strategy chosen but can be expected to detect that a strategy is encoded in the movement even if the movement does not result in task success. A movement with a focused strategy should have higher task information Fig. 6 . Comparison of the control and trained group performance progress over training. The statistical comparisons of the trained and control groups excluded the data from the first session (gray) to avoid including the effects of the assistance algorithm itself. For the task-specific measures (top row), there was no difference between the two groups, and block had no significant effect on performance. For the error and ergodic metrics, block has a significant effect, especially in the control group. Under both measures, the control group performance was worse at the beginning of the second session (the first two blocks in white) but by the end of the session performed as well as the trained group. Ergodicity enables one to see the difference between the treated and untreated group, and both error and ergodicity allow one to see learning as a function of block. Error bars indicate standard error.
than a movement without a focused strategy. In the case of the swing-up and inversion problem, the assistive algorithm forces participants to use an error-reducing strategy, increasing the task information in the assisted movement as seen in Fig. 4 . Participants attempting to maintain the error-reducing strategy after training with the assistance explain the training effect that we saw in the error and ergodic metrics (see Fig. 6 ). However, the error-based assistance used in this experiment may not be the most effective strategy to improve task outcomes such as balance time and success rate. Assistive algorithms that provide too much guidance-thereby reducing errors during training-fail to result in improved training because both error (34) and kinematic variability (35) are critical to learning. In addition, the feedback may lead users to learn the wrong task (36) . In this case, participants may have learned to reduce the cumulative error without learning the true task goal, which was to reach the unstable equilibrium regardless of the RMS error incurred before or after reaching that state. . Device provides haptic feedback in three dimensions to simulate a specified inertial model via admittance control. A force-torque sensor at the end effector provides input to the admittance control loop. During this experiment, high-stiffness virtual springs were used to restrict user motion to a straight line corresponding to the path of the cart in the virtual display (bottom left). The display provided real-time visual state feedback about the cartpendulum system that the user was attempting to invert. Table 1 . Paired two-sample t tests comparing unassisted and assisted trials. Hypothesis testing was performed in R (43) by subtracting the unassisted condition from the assisted condition, showing improvement due to assistance in all five measures. Both the task-specific measures and ergodicity-measured as the distance from ergodicity-capture the effect of the assistance. Note that the df for success rate is 39 because there is only one rate per participant. Table 2 . Two-sample t tests of week 2 control trials and week 2 trained trials. Hypothesis testing was performed in R (43) by comparing the means of the control group with the means of the trained group. Error and ergodicity-measured as the distance from ergodicity-were the only measures that revealed a significant improvement in the mean between the trained group and the control group. Note that the df for success rate is 31 because there is only one rate per participant. Whereas this work demonstrates that the ergodic measure is useful for assessing human motion post hoc, it may also be used as a powerful tool for modulating haptic and kinesthetic feedback during training. There is already some evidence that providing feedback based on relevant measures of movement quality is more effective that trajectory error-based assistance (37) . Using the ergodic metric, one can generate distribution-based representations of tasks from sets of imperfect demonstrations-providing an alternative means for robots to "learn" from humans by applying information maximizing techniques (38, 39) . Rather than learning a policy or task objective, one could generate a reference distribution from recordings of human task executions and use the distribution as the task objective for a deterministic information-based model-predictive controller, allowing the human-robot pair to accomplish the task under different initial conditions and under various system constraints. Furthermore, providing assistance based on the ergodic measure allows us to build joint-human robot control policies that directly encode the natural variability of human motion, such that we do not need to restrict assistance to enforce a particular goal trajectory or make inferences about which movement parameters are relevant to the task.
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These results suggest that the ergodic measure can augment error or energy measures in the study of biomechanical motion-providing fine-grained insight on the progression of robot-aided training and therapy. Specifically, this study supports the idea that ergodicity is a principle of motion for interpreting and predicting animal movement with potential implications for the design of effective feedback and training strategies.
MATERIALS AND METHODS
Quantifying ergodicity
One metric for quantifying ergodicity of the trajectory is the sum e of the weighted square distance between Fourier coefficients of the distribution f k and the coefficients of the spatial Fourier transform of the trajectory, c k
where, at each time, the state is n-dimensional and there are K + 1 coefficients along each dimension (25) . The subscript k in Eq. 1 is a multiindex over the coefficients of the multidimensional Fourier transform. The coefficient
2 places larger weights on lower frequency information, creating a Sobolev norm (25) . Using Fourier basis functions of the form
where h k is a normalizing factor (25) and L i is a measure of the length of the dimension, we can compute the coefficients of a spatial distribution or time-averaged trajectory using Eqs. 3 and 4, respectively
The x(t) defined here represents the set of ergodic states x e (t), or states that are relevant to the task, which may be a subset of the full set of dynamic states x(t) ∈ ℝ n (i.e., n e ≤ n). For example, for the cart-pendulum inversion task, the full dynamic state vector is xðtÞ ¼ ½qðtÞ; _ qðtÞ; x cart ðtÞ; _ x cart ðtÞ, but the relevant ergodic states for the inversion task are x e ðtÞ ¼ ½qðtÞ; _ qðtÞ. For the comparisons made in this paper, RMS error was also calculated on the basis of the ergodic states only.
New arm coordination training device
The new arm coordination training 3D (NACT3D) device (Fig. 7) is a powerful haptic admittance-controlled robot that can be used to render virtual objects, forces, or perturbations in three degrees of freedom. This device is similar to that described in (40) and (41), is used to quantify upper limb motor impairments, and provides a means to modulate limb weight support during reaching. While in use, the participant is seated in a Biodex chair connected to the base of the NACT3D with their arm secured in a forearm-wrist-hand orthosis. The NACT3D is capable of exerting forces at this interaction point between the user and the robot in the x, y, and z directions only. The impedance control is updated at 1000 Hz. The NACT3D can move its end effector within a workspace defined both by its design limits (a radius of about 0.6 m around the participant's shoulder in the half plane in front of the participant's chest) and limits set by the investigators. The orthosis can rotate passively, but no torque can be exerted by the robot. At the point where the orthosis is mounted, a force-torque sensor measures the user input, which is fed back to the admittance controller. The peak push-pull force that can be exerted by the device of the device at the end effector is about 4.7 kN. The force measured at the end effector is sent to a host computer for use in the assistance algorithm to compare the user input with the control policy and perform the filter update at a rate of 60 Hz.
Assistance algorithm
The assistance algorithm used in these experiments was Maxwell's Demon Algorithm (MDA). The MDA algorithm was proposed in (28) for noise-driven nonlinear control based on the hypothesis that noisy inputs can be a rich source of control authority if filtered in a task-specific way. The MDA filter was implemented by combining a controller and a filter into a single computational unit that cancels noise samples not driving the system to the desired control direction. A modified version of the MDA algorithm that allows filtering of user input was implemented in (29) . Using this modified version, an interface for the NACT3D was developed and implemented using sequential action control (42) as the nominal controller.
The filter, described in algorithm 1, works by evaluating the user input vector u user and computing the value of a nominal controller u c based on the current state of the system. Calculating the inner product between the user input and the nominal controller establishes whether the two vectors are in the same half space (e.g., 〈u c , u user 〉 > 0). One can further specify that the user input vector must lie within a cone near the nominal control vector by specifying a maximum angle g between u user and u c . If the user input lies in the same half space as u c and within g radians of u c , then the filter does nothing. If the user input is not in the same half space as u c or not within g radians of u c , then the input is rejected. In the case of the NACT3D, a force equal and opposite to the force of the user is exerted at the end effector. This results in the interface being transparent when user inputs are accepted or velocity being held constant when inputs are rejected. Experimental protocol and analysis Fifty-three participants (17 males and 36 females) consented to participate in this study. This study protocol was approved by the Northwestern University Institutional Review Board, and all the participants signed an informed consent form. At the beginning of each session, the system and task were demonstrated to the participant using a video of a sample task completion. Participants were instructed to attempt to swing the pendulum up to the upward unstable equilibrium and balance there for as long as possible. Participants were instructed to continue to try to do this until a time of 30 s was over even if they succeeded at balancing near the equilibrium more than once. The full 30 s was used in calculation of all metrics, and the trajectory statistics were averaged over this time horizon. In each session, 30 trials were completed with short breaks upon request of the participant. To assess the effect of assistance, 40 participants were tested in two sessions (1 week apart), one session with assistance and one session without assistance. The order of the sessions was randomized to account for any learning effects. Paired two-sample t test was performed to evaluate differences between the session with assistance and sessions without assistance. Another group of 13 participants performed two unassisted sessions 1 week apart to establish a baseline for learning from unassisted practice. A twosample t test was evaluated to test the difference in means between the second session of the control group and the second session of the group of 20 participants who used assistance in their first session.
Statistical results
The results of the comparison of the unassisted and assisted trials using two-sample t tests are summarized in Table 1 . These tests pair samples from each participant according to the order in which they were performed in each session-accounting for the variance between participants. Additional analysis of the effect of assistance as participants progressed through trials was performed by grouping individual trials into blocks of five trials, such that the effect of both the assistance and the trials could be assessed from independent and interaction effects.
The time spent at the balance position during each trial was analyzed with a 2 (assistance/no assistance) × 12 (blocks of five trials) mixeddesign analysis of variance (ANOVA), which showed a significant main effect of the assistance mode [F(1, 418) = 388.87, MSE = 1296.5, P < 2 × 10 The ergodic metric was computed over each 30-s trial using the relevant states ðq; _ qÞ and was analyzed using the 2 × 12 mixeddesign ANOVA. The only significant main effect was assistance mode [F(1, 418) = 62.51, MSE = 6.90, P = 2.38 × 10 . These ANOVAs show that the task-specific measures and the ergodic metric detected the effect of assistance with a moderate effect size, whereas error did not distinguish between the assisted and unassisted conditions over the course of each session.
The comparison of the trained and control group using twosample t tests is summarized in Table 2 . Unlike the assisted and unassisted trials, the groups in these tests are independent, and therefore, the samples are not paired. The progress of the two groups over the second session (Fig. 6) was analyzed further by performing mixed-design ANOVAs on the training group (between participants) and block (within participants).
The balance time of the control group and the trained group in the second session was analyzed with a 2 (training groups) × 6 (blocks) mixed-design ANOVA, which showed no significant main effects or interaction effects. The main effect of training group was not sig- The mixed-design 2 × 6 ANOVA design was also applied to the time to success, and the main effect of training group was not sig- These ANOVAs demonstrate that the task-specific measures were not sensitive to either the improvement made by the participants throughout the second session or the benefit of the feedback provided to the trained group in the first session. The error measure indicated that users performed better over the course of the second session. In Fig. 6 , the control group performed worse at the beginning of the second session than it did at the end of the first session, and their performance increased in terms of error over the course of the session. The trained group also improved moderately during the second session. The ANOVA of the ergodic metric was also able to detect the significant improvement during the second session by the control group as well as the interaction effect of group and training. This interaction is a result of the trained group performing better at the beginning of the second session and maintaining that performance, whereas the control group eventually reached the same level of performance.
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