The complex Bloch varieties and the associated Fermi curves of two-dimensional periodic Schrödinger operators with quasi-periodic boundary conditions are de ned as complex analytic varieties, the Schrödinger potentials being from the Lorentz-Fourier space Fℓ ∞,1 . Then, an asymptotic analysis of the Fermi curves is performed. The decomposition of a Fermi curve into a compact part, an asymptotically free part, and thin handles, is recovered as expected. Furthermore, it is shown that the set of potentials whose associated Fermi curve has nite geometric genus is a dense subset of Fℓ ∞,1 . Moreover, the Fourier transforms of the potentials are locally isomorphic to perturbed Fourier transforms induced by the handles. Finally, an asymptotic family of parameters describing the sizes of the handles is introduced. These parameters are good candidates for describing parts of the space of all Fermi curves.
Introduction
is a complex analytic variety provided that one takes the potentials from the Zygmund space 1 log ( ); in particular, the Fermi curve ( ) := { ∈ ℂ 2 : ( , 0) ∈ ( )} is a complex curve. They then went on to extend the theory to Dirac Fermi curves and investigated their coarse asymptotic structure. Apart from certain technical issues with the Dirac-based approach (see [7] ), we remark here that it turns out that, at least for an extreme choice of Dirac potentials, the Dirac operator is unsuitable for a precise asymptotic analysis of the Fermi curve (see [5, Appendix] for details).
In this paper, we shall x the shortcomings of [6] and perform a precise asymptotic analysis of Fermi curves. The main result is that those potentials for which the Fermi curve has nite geometric genus are dense in the space of potentials. We also asymptotically introduce parameters which are good candidates for describing the space of all Fermi curves. The results should facilitate the solution of the inverse problem for Schrödinger Fermi curves in two dimensions.
In Section 2 we recall the construction of the Bloch variety as a complex analytic variety. In fact, we shall do this for a slightly di erent space of potentials than 1 log . The new space is better suited for the ensuing analysis. Each Fermi curve decomposes, as expected, into an asymptotically free part, a compact part, and a possibly in nite number of thin handles. In Section 3, we perform a precise asymptotic analysis of the Fermi curves near the handles. It is shown that potentials of nite type, that is, potentials whose associated Fermi curve has only a nite number of handles (and thus nite geometric genus), are dense in the space of potentials. We then introduce a family of parameters describing the size of the handles and work out the space they reside in. We believe that these parameters constitute the asymptotic portion of the parameters required to parameterise all Fermi curves.
The Bloch variety and the Fermi curve
In [6, Sections 2 and 3], we established the Bloch variety as a complex analytic variety for potentials from the Zygmund space Due to the way the decreasing rearrangement is de ned, we have ℓ 1,1 ( * ) = ℓ 1 ( * ). Furthermore, we have the continuous embedding ℓ ,1 ( * ) ⊆ ℓ ( * ) [2, Proposition 4.4.2]. The Lorentz spaces share the important monotonicity property, meaning that given two functions 1 , 2 with |̂ 1 ( )| ≤ |̂ 2 ( )| for all ∈ * , we have ‖ 1 ‖ ≤ ‖ 2 ‖. We use the pre x F on spaces and norm subscripts when functions de ned on whose norm is de ned in terms of their Fourier transform are involved. The space of potentials Fℓ ∞,1 ( * ) contains all Lebesgue spaces ( ), > 1, and the Zygmund space 1 log ( ). Recall that in a Fourier transformed setting, many di erential operators can be expressed as pointwise multiplications, while pointwise multiplications become, up to a factor, convolutions, which we denote by an asterisk.
Our overall strategy in establishing the Bloch variety as a complex analytic variety is identical to the one used in [6] . Therefore, our exposition shall be relatively brief, mainly presenting the di erences caused by our use of 
where ( ) ∈ℕ is an arrangement such that ‖ ‖ ≥ ‖ ὔ ‖ whenever ≥ ὔ . This means that the 1 , . . . , lie within concentric circles around the origin whose radius does not decrease with increasing . The number of lattice points within each such circle is asymptotically proportional to the square of its radius. This is compensated for by the quadratic nature of 2 . Hence, there are constants 1 , 2 > 0 depending only on * such that
.
We may assume that 2 ≤ 1 (in particular 2 ≤ | |). Let ∈ ℓ ∞,1 ( * ). The 1-norm of can now be estimated easily using the Hardy-Littlewood inequality [2, Theorem 2.2.2]:
In the case of the operator ( |∇)( + 0 ) −1 , we rst need to show that the multiplication with
. In analogy to (2.2), we have
where ( ) ∈ℕ is an arrangement such that | | ≥ | ὔ | whenever ≥ ὔ . With similar reasoning with which we arrived at (2.3), we have 
In the non-critical case, it is easy to see that the operator bounds vanish as → −∞. For compactness, consider a sequence ( ) ∈ℕ of nite-rank projectors of functions de ned on * such that, for each ∈ ℕ, projects onto the space generated by the Fourier modes belonging to the basis vectors with lowest norm. For the free resolvent, it follows from (2.3) that
with the same constants 1 , 2 for all ∈ ℕ. Now let ∈ ℓ ,1 ( * ). Then once again by the Hardy-Littlewood inequality and Hardy's lemma:
The supremum vanishes for → ∞ whenever 1/ − 1/ < 1. Hence the free Schrödinger resolvent is, in this case, the limit of a sequence of nite-rank operators and therefore compact. For the operator ( |∇)(
we gain from (2.4) the estimate
For ∈ ℓ ,1 ( * ), we now have the following estimate:
This time the supremum vanishes for → ∞ whenever 1/ − 1/ < 1/2, proving the claim.
De nition 2.2. Let
( + ) .
Then we de ne
The sets replace the uniformly -bounded sets used in [6] . Although the functionals ‖ ⋅ ‖ (∞,1); are not norms, they induce the same topology on ℓ ∞,1 ( * ). In particular, the sets are bounded. It is easy to see that, for any xed ∈ Fℓ ∞,1 ( * ), we have ‖̂ ‖ (∞,1); → 0 as → ∞. 
for all , ∈ Fℓ ∞,1 ( * ) and all ∈ (−∞, −1]. It remains to show that for suitable constants , , and 0 , the operator norm becomes smaller than one. Choose large enough so that
By Lemma 2.1, and do not depend on . Clearly, (2.5) holds for all ∈ . Now, for each such , there exists an ⊆ * with ( ) = such that, for all ∈ , |̂ ( )| is among the largest absolute values of the Fourier coe cients of , counting multiplicities. We decompose each sucĥ bŷ
Since is bounded, it follows that := sup
The monotonicity property and (2.5) imply that
for all nonzerô ∈ ℓ ∞,1 ( * ). We now make the analogous estimate for̂ 2 . We have the estimate
Exploiting the monotonicity of both the norm and the decreasing rearrangement yields
The last inequality holds, since ( ) = for all ∈ . Hence, ‖̂ 2 * (̂ ̂ )‖ ∞,1 can be diminished arbitrarily by making | | very large. 
and thus also ( |∇)(
The analogous results for compact operators can be gained in the same way by using the identity
and the fact that a composition of bounded linear operators with one of them being compact is a compact operator. The statements regarding the dependence on also follow from Lemma 2.3. 
for all ∈ and all ≤ 0 . Therefore, the operator
is boundedly invertible as an operator on Fℓ ∞,1 ( * ) by the Neumann Theorem. Hence, we have 
is de ned and continuous. Continuity is locally uniform in .
Proof. Now that Lemma 2.5 establishes the resolvent as a compact operator on 2 ( ) for a xed , the proof is identical to the proof of [6, Theorem 1] . The extension of the domain of to ℂ 2 is achieved by patching the resolvents for bounded domains together. 
This map is holomorphic in and , and continuous in .
Proof. The proof is identical to the proof of [6, Theorem 2] .
This theorem shows that the Fermi curve ( ) is a complex curve. The periodicity of the Schrödinger operator implies that all Fermi curves are invariant under shifts by lattice vectors from * . Hence, it makes sense to investigate the structure of the quotients ( )/ * . We omit the details of the derivation (see [5] for a more thorough account) and merely list the results, which are in accordance with expectations (see e.g. [4] ), as follows. Let
Then the free Fermi curve is given by (0) = R + * . Furthermore, R is a system of representatives for the quotient (0)/ * , provided that the pairs of distinct points ( − , + ),
are identi ed to double points for all ∈ * , ̸ = 0 (note that the free Fermi curve is, in addition to the vectors from * , also invariant under shifts by the vectors ∓ ).
A similar statement holds for Fermi curves of constant potentials of the form 4 2̂ 0 , wherê
Such potentials play a special role in our subsequent asymptotic analysis in Section 3. Here,
is a system of representatives for (4 2̂ 0 )/ * , this time with double points
, provided that the constant potential does not cause double points to coincide. Since (̂ 0 , ) → 1 as ‖ ‖ → ∞, this cannot happen for ∈ * := { ∈ * : ‖ ‖ > 1/ } for su ciently small > 0 depending on the potential.
It is easy to see that̂ 0 may be absorbed into the boundary condition of the operator − such that the Fourier transform of that operator remains a multiplication operator. Finally, regarding Fermi curves of arbitrary potentials, for all > 0 there is an ∈ ℕ and a constant > 0 with 0 ∈ such that the Fermi curves ( )/ * , ∈ , consist of three parts, depending only on : (1) A part whose distance from (0)/ * is globally less than .
(2) A part such that the corresponding part in ℂ 2 is contained in a union of handles whose thickness does not exceed . (3) The remainder, which is contained in a compact subset of ℂ 2 / * .
An asymptotic analysis of Fermi curve handles
In the previous section, we have seen that all Fermi curves are asymptotically equal except possibly for the handles. In this section, we shall investigate the handles, that is, the neighbourhood of the double points ± more closely. For ∈ * , ̸ = 0, the operators ± have a non-trivial kernel ± . It is easy to see that this kernel is twodimensional and generated by the = 0 and = ± summands of the Fourier series (that is, by 0 and ± ). Note that ± is a closed subspace of whatever Banach function space under consideration. Let ± be the continuous projection to ± . The image of the continuous projection 1 − ± is also closed. We shall denote it by ⊥ ± and write ± ⊕ ⊥ ± for the whole space . If we employ this decomposition in two Banach function spaces 1 , 2 , an operator from 1 to 2 is represented by a 2×2 operator matrix. Moreover, the ± → ± -part of such an operator is, with respect to the basis ( 0 , ± ), represented by a complex 2 × 2-matrix.
The ( = 0)-resolvents of Schrödinger operators with constant potentials are multiplication operators after a Fourier transform, so their operator matrix representation is particularly simple. Their operator matrix is diagonal, with the ± -part also being a diagonal complex 2 × 2-matrix. We are speci cally interested in the double points and their vicinity. Therefore, let ⊆ ℂ
any open neighbourhood of 0 whose points are nearer to 0 than any other lattice vector of * ℂ will su ce) and let us look at the intersection of the Fermi curves with ± + . In the case of constant potentials, we have the diagonal decomposition
where
for all ∈ and ∈ * , > 0 su ciently small, while ( ± (̂ 0 ) + ,̂ 0 ) has the matrix representation
Obviously, this latter operator has a double pole at = 0, corresponding to the double point. As a further constraint, we would like to choose to be point symmetric, because all Fermi curves happen to be point symmetric.
Proof. We may consider the Schrödinger operator − + a closed operator on 2 ( ). By considering the canonical Euclidean bilinear form on 2 ( ) (not the standard Hermitian form!), we may talk of the transpose of the Schrödinger operator. Clearly, the transposed Schrödinger operator produces the same Fermi curve as the untransposed one. A double partial integration shows that = − . Therefore,
proving the proposition. Now, let us investigate neighbourhoods of double points, while at the same time restricting resolvents to ⊥ ± .
De nition 3.2. Let > 0 and be a double sequence ( ( , )) ∈ * , ∈ * . We say that
The nomenclature in this de nition stems from the usual denotations for Lorentz spaces and Banach space tensor products (see [3, Chapter 7] ).
and there is a > 0 such that
Proof. First consider the casê 0 = 0, that is,
Now we have
Here, and are vectors such that the in mum is attained. They exist because the closure of is compact, * is discrete and ‖ ‖ → ∞ would imply
determined using standard calculus if we extend the domain for the . We then obtain the in mum at
well away from 0 and ± for large ‖ ‖, yielding a value of ‖ ‖ 2 /4, which approaches in nity as ‖ ‖ → ∞. This behaviour remains the same without extending the domain because the imaginary part of is bounded.
As for the second claim, appears quadratically in the denominator of the map (3.2). Since * is two-dimensional, we have for the decreasing rearrangement with respect to , call it ⋆ ( , , ), the esti-
For the casê 0 ̸ = 0, expanding the denominator yields
that is, the same as in thê 0 = 0 case except that ∓ is replaced by
the claims follow for su ciently small > 0.
Let us now turn to general potentials ∈ Fℓ ∞,1 ( * ). As mentioned before, we shall absorb the constant as well as a > 0 such that for all ∈ , all ∈ * and all ∈ the restriction of the operator
Proof. The proof is quite similar to the proof of Lemma 2.3. The restriction of (
by some constant > 0 for all ∈ , due to our choice of . Set
and choose ∈ ℕ large enough, so ‖̂ 0 ‖ (∞,1); < . Let ∈ Fℓ ∞,1 ( * ). With a decomposition = 1 + 2 as in (2.6) for all ∈ , we have the estimate
The claim now follows from Lemma 3.3.
Let us develop a criterion for when ∈ ( ) when is near a double point ± , ‖ ‖ ≫ 0, which is based on the ± -part of the resolvent only.
there is an ∈ ℕ and a constant > 0 with 0 ∈ as well as a > 0 such that for all ∈ , all ∈ * and all ∈ the restriction of the operator
to ± exists and is bounded. The same holds for the operator 
, are characterised by the poles of
Proof. By Lemma 3.4, for all > 0, there are appropriate , , , , such that for all ∈ , ∈ , ∈ * , the restriction of the operator ( ± (̂ 0 )+ − 4 2̂ 0 ) −1̄ is bounded by > 0. For su ciently small > 0, the Neumann Theorem implies that
is invertible. Hence, the operator
is invertible on Fℓ 1 ( * ). Therefore, the operator
exists and is bounded from Fℓ 1 ( * ) to Fℓ ∞,1 ( * ). This also holds for the restriction to ± . The same holds for the operator
3) has a pole at 0 + ± (̂ 0 ) if and only if
has a pole there. This expression, in turn, has a pole at 0 + ± (̂ 0 ) if and only if
has a pole there. Now,
proving the proposition.
This proposition shows that asymptotically near the double points, the part of ( ) that does not belong to the constant-potential Fermi curve is described by the poles of an operator-valued function on a but twodimensional space. Therefore, we make the following de nition.
De nition 3.6. For all ∈ ℂ 2 , all ∈ Fℓ ∞,1 ( * ) and all ∈ * \ {0} such that the operator
exists and is boundedly invertible on Fℓ 1 ( * ), let A ± ( + ± (̂ 0 ), ) be the restriction of the operator
to ± . Thus, A ± ( + ± (̂ 0 ), ) may be considered as a 2×2-matrix with respect to the basis ( 0 , ± ) (note that,
It is clear from the proof of Proposition 3.5 that
caused by the non-constant potential. In particular, A ± ( + ± (̂ 0 ), ) is holomorphic in and identically zero if̄ = 0.
Theorem 3.7. For all 0 ∈ Fℓ ∞,1 ( * ), there is an ∈ ℕ and a constant > 0 with 0 ∈ as well as a > 0 such that, for all ∈ , all ∈ * and all ∈ , the local part of the Fermi curve ( )∩( + ± (̂ 0 )) is described by the zero locus of
The same holds for all ∈ * , ̸ = 0, provided that is taken from a su ciently small open neighbourhood of the zero potential.
Proof. By Theorem 2.6, the singular part of the resolvent remains contained in ± for potentials from a suciently small open neighbourhood of a constant potential. For generic potentials, this remains true for > 0 su ciently small. Now, consider the case ∉ (4 2̂ 0 ). Then, by Proposition 3.5, for all ∈ * , the part of the Fermi curve in + ± (̂ 0 ) is determined by the equation
Multiplication with
0 ) because this determinant is nonzero in this case. For the ∈ (4 2̂ 0 ) case, consider the left hand side of (3.4) as a meromorphic operator in . The part
is pole-free. For the remainder, we have
The theorem now follows because the kernel of
This theorem reduces the description of the Fermi curve near a double point to a problem in two dimensions. Let us derive some properties of the matrix A ± .
Proposition 3.8. Let ∈ Fℓ ∞,1 ( * ) and ∈ * such that A ± ( + ± (̂ 0 ), ) is properly de ned for all ∈ in the sense of De nition 3.6. Then
Proof. The rst equation follows from Theorem 3.7 and Proposition 3.1. It can also be seen directly, for we have
For the second equation, consider the lattice shift by ± . We have ± ̄ ∓ =̄ and
Note that in this proposition, the permutation matrices map ± into ∓ and might therefore be more properly denoted with a sign index. We shall omit this additional disambiguation, however. Next, let us investigate various derivatives of A ± .
Proposition 3.9. For all 0 ∈ Fℓ ∞,1 ( * ), there is an ∈ ℕ and a constant > 0 with 0 ∈ as well as a > 0 such that, for all ∈ , all ∈ * and all ∈ , the matrix A ± ( + ± (̂ 0 ), ) is continuously di erentiable in , and we have
uniformly, and, moreover, the variation of A ± with respect to is de ned for all ∈ * at all ∈ and has the form Proof. For convenience, we set
where D is the derivative of the restriction of the operator
The Fourier transform of the components of the derivative of this operator is given by −8
2 ( + ± , (̂ 0 ) + ), ∈ {1, 2}. In particular, the Fourier transform of D is uniformly bounded. By Lemma 3.4, the norm of
vanishes uniformly as ‖ ‖ → ∞. The norm of D and the remaining operators is uniformly bounded. This proves the rst statement.
Next, we have
where the Fourier transform of C is given bŷ
Clearly, this expression is bounded with respect to and shows that the operator C maps Fℓ ∞,1 ( * )-functions to Fℓ ∞,1 ( * )-functions. Hence, the second statement is proven as well.
For the Fermi curve of a constant potential, the matrix ( ) from (3.5) becomes the zero matrix if and only if = 0 in the domain . For a non-constant potential, this is no longer true in general. However, we have the following proposition.
Proposition 3.10. For all 0 ∈ Fℓ ∞,1 ( * ), there is an ∈ ℕ and a constant > 0 with 0 ∈ as well as a > 0 such that, for all ∈ and all ∈ * , there is a unique ± ∈ such that the diagonal entries of the matrix (3.5)
Proof. Consider the system of equations For ̸ = 0, we get a perturbation of the trivial solutions. By Proposition 3.9, this perturbation is arbitrarily small for su ciently large ∈ * because ℓ ∞,1 ( * ) sequences vanish near in nity. In particular, the two solutions are still bounded away from each other, with increasing distance as increases. Let ( , ὔ ) → ( , ὔ ) be the ℂ 2 -valued mapping the zero set of which describes the solutions of the above system of equations. By Proposition 3.9, is continuously di erentiable in × ℂ 2 , and explicit calculation shows that
Now, the imaginary part of is bounded and by the considerations above, for all ∈ * with su ciently large norm, the solutions ὔ belonging to these also have bounded imaginary part. Therefore, the determinant is nonzero for large . Hence, by the Implicit Function Theorem, we can patch together a unique function : → ℂ 2 such that ( , ( )) = 0 for all ∈ . Furthermore,
Now, the derivative of with respect to is small by Proposition 3.9. By (3.8), the inverse of the derivative of with respect to ὔ is bounded. Hence, by the Mean Value Theorem, is Lipschitz continuous with arbitrarily small Lipschitz constant as ‖ ‖ → ∞. Furthermore, (0) → 0 as ‖ ‖ → ∞. Therefore we may assume that ( ) ⊆ , and that the same holds for a slightly smaller closed subset of . Hence, by Banach's xed point theorem, has a unique xed point which does what we want. Analogous statements hold for the other choices of signs.
De nition 3.11. Given the previous proposition, we denote the o -diagonal entries of A ± ( ± + ± (̂ 0 ), )
At rst glance, this looks like four di erent functions for each eligible . However, the uniqueness of ± together with Proposition 3.8 immediately shows that
− (in particular, all these functions have equal decreasing rearrangement). Therefore, it is appropriate to set̂ ( , ) :=̂ 1 ( , ) + and express the previous four functions in terms of̂ ( , ). The o -diagonalised form
The variation of A ± at = 0 has the same form, with the entries replaced by the Fourier transform (note that if we would not have given the constant part of the potential special consideration, the diagonal entries of this variation would not generally be zero). In this light, we call̂ ( , ) the perturbed Fourier transform of .
De nition 3.12.
We say that a potential ∈ Fℓ ∞,1 ( * ) has nite type if the perturbed Fourier transform of ful lŝ ( , ) = 0 and̂ ( , − ) = 0 for all but nitely many of those ∈ * for which this condition makes sense.
In order to understand the subset of nite-type potentials better, we shall now determine the function space the perturbed Fourier transform resides in. It already follows from Lemma 3.3 that the entries of A ± vanish as ‖ ‖ → ∞. However, as ∈ Fℓ ∞,1 ( * ), we would rather like to have the entries in ℓ ∞,1 ( * ). This will be the case either because is su ciently regular, or because we can derive su cient regularity from (3.2). In order to avoid a case analysis based on these two options, let us instead estimate against a potential with limited decay behaviour. 
The other case is +1 =̂ ⋆ ( + 1). Then
Therefore, the sequence ( ) ∈ℕ is decreasing. Let us now estimate this sequence. Thereto, we introduce a helper sequence ( ) ∈ℕ as follows:
Then the rst element of ( ) ∈ℕ is a zero, and the entire sequence consists of at most countably many stretches of zeros and ones. We enumerate these stretches separately in the canonical order. Now, by Cauchy's condensation theorem, we have
It is therefore su cient to estimate the middle expression. In particular, we may alter ( ) ∈ℕ between subsequent powers of two as long as the decreasing property is retained. Thus, for all 1 , 2 ∈ ℕ with no power of two in between (excluding 1 and 2 themselves), such that
= 0, we may assume = 0 for all between 1 and 2 . Hence, the positional range of every stretch of ones includes a power of two. In particular, the -th stretch of ones starts beyond the 2 −1 -st element of the sequence ( ) ∈ℕ . Now, let be the sum of all 2 such that 2 belongs to the -th stretch of zeros (if the sum is empty or if there is no -th stretch of zeros, we set = 0). Likewise, let be the sum of all 2 such that 2 belongs to the -th stretch of ones (or = 0 if not applicable). That is, we have
if the -th stretch of zeros starts anywhere from the (2 0 −1 + 1)-st to the 2 0 -th position and ends anywhere from the 2 1 -th to the (2 1 +1 − 1)-st position (if the stretch does not end, the sum is the limit of an in nite series). Due to the way we recursively de ned , we have likewise
again with the sum becoming the limit of an in nite series if the stretch does not end. We then have
Due to our considerations above, we have 2 0 ≤̂ ⋆ (2 −1 ) in (3.9) and thus
where does not depend on , , or̂ 0 (recall that comes from a bounded domain, and by monotonicity likewisê 0 through ). Likewise, there is also an enumeration ( ) ∈ℕ of the elements of * such that
with an independent constant ὔ > 0. Let ∈ Fℓ ∞,1 ( * ). By Proposition 3.14, converges to zero. Therefore, for each ∈ ℕ there exists a not necessarily unique ∈ ℕ such that the supremum
is attained. Picking one such arbitrarily de nes a sequence ( ) for each . Proof. We prove this by induction. Certainly, we have (1) ≥ 1. Let ∈ ℕ and assume ( ) ≥ . We must prove that ( + 1) ≥ + 1. If ( ) > , then ( + 1) ≥ + 1 by Lemma 3.16. It remains to investigate the case 0 := ( ) = . We have
But by construction,
This implies
Hence, the supremum for is not attained at 0 . Therefore ( + 1) > ( ) = , that is, ( + 1) ≥ + 1.
Lemma 3.18. Let ∈ Fℓ
∞,1 ( * ). Then the supremum corresponding to by (3.10) is decreasing with respect to .
Proof. Let ∈ ℕ and set 0 := ( ) and 1 := ( + 1). By de nition of ( ),
This proves the lemma.
We can now prove
, there is an ∈ ℕ and a constant > 0 with 0 ∈ as well as a > 0 such that, for all ∈ and all ∈ , the entries of the matrix
with a bound which depends only on . In particular, the perturbed Fourier transform̂ ( , ± ) is ℓ ∞,1 ( * ).
Proof. We already know that A ± ( + ± (̂ 0 ), ) vanishes as ‖ ‖ → ∞, so we merely need to re ne this fact.
To this end, we make the expansion
For the restriction to ± , we need to examine the Fourier transform of this expression at = 0 and = ± with respect to . For the rst term, we simply get
which is certainly ℓ ∞,1 ( * ) becausê ∈ ℓ ∞,1 ( * ). For the second term, we get the Fourier transform
where is the Fourier transform of̄ (1 − (
Therefore, it is su cient to prove that
is summable with respect to , the sums being ℓ ∞,1 (By monotonicity, the considerations in De nition 3.15 and Lemma 3.18, it is su cient to show
Due to Lemma 3.17, we can estimate this series as follows:
‖ ‖ F∞,1 < ∞ due to Proposition 3.14.
Thus, we have shown that the entries of A ± ( + ± (̂ 0 ), ) are ℓ ∞,1 ( * ) uniformly for all xed ∈ .
In order to establish the same for̂ ( , ± ), it is, by De nition 3.11, su cient to prove that the entries of
. Let ‖ ⋅ ‖ denote the matrix norm. Then we have
The rst summand is ℓ ∞,1 ( * ) by what we have just proven. We can estimate the second summand using the Mean Value Theorem:
By Proposition 3.9, the supremum is bounded with respect to . Hence, in order to nish the proof, we must merely show that (‖ ± ‖) ∈ * ∈ ℓ ∞,1 ( * ). We do so by performing a simple analysis of the diagonal entries of the matrix (3.5). For this purpose, de ne
and let ( ) be the two-component vector of the diagonal entries of A ± ( + ± (̂ 0 ), ). Denote the derivatives with respect to by a prime. Then we have
By De nition 3.11, ( ± ) + ( ± ) = 0, so adding these two equations yields
From the proof of Proposition 3.10, we already know that ± vanishes for large ‖ ‖. Proposition 3.9 implies that ὔ ( ± ) vanishes for large ‖ ‖. Now, we have
from which we can calculate
an expression bounded away from zero for large ‖ ‖. Hence, ( ὔ + ὔ )( ± ) is invertible with a uniformly bounded inverse for all su ciently large ‖ ‖. It follows that
Since the entries of (0) are in ℓ ∞,1 ( * ), the same must now be true of ± , concluding the proof of the theorem.
This theorem also extends to variations of the perturbed Fourier transform: Proof. We use the , and C notation from the proof of Proposition 3.9. As the proof of that theorem shows, we need to investigate two summands:
where we writeh for
. Let us begin with the rst summand. We have the expansion
14)
the Fourier transform of which we must study for = 0 and = ± . The analysis is very similar to the proof of Theorem 3.19. The rst term yields ℓ ∞,1 ( * )-sequences analogous to (3.11) becausêh (0) = 0. For the second term we get (again, we let denote the (1 − )
whose ℓ ∞,1 ( * )-norm with respect to is bounded by ‖ℎ‖ F∞,1 with some > 0 independent of by an analogous estimate as for (3.12) (the fact that the -dependency is in here does not matter due to the HardyLittlewood inequality). For the third term we get
which can be estimated exactly as (3.12). The fourth and nal term looks a bit more complicated but is conceptually no more di cult. We get
The absolute value of the second sum can be estimated as (3.12), yielding as estimate an ℓ ∞,1 ( * )-sequence ℎ ὔ whose norm is bounded by ‖ℎ‖ F∞,1 , in particular independently of 1 , so that we can estimate the absolute value of (3.15) against
The sum over 1 of an ℓ ∞,1 ( * ) ⋅ ℓ 1,∞ ( * )-product is clearly bounded with respect to and in this expression.
This shows the sought property for the rst expression in (3.13). We now rewrite the second expression like
Given that C boundedly maps ℓ ∞,1 ( * )-left multiplications to ℓ ∞,1 ( * )-left multiplications, we can estimate this expression just as (3.15). In total, we have shown the sought property for the variation of A ± ( + ± (̂ 0 ), ⋅ ) uniformly for xed ∈ .
To prove the theorem, we now need to show the same for = ± . In the proof of Theorem 3.19 we have already shown that ‖ ± ‖ ∈ ℓ ∞,1 ( * ), so once again, we can use the Mean Value Theorem to nish the proof. It only remains to show that the -derivative of (3.6) is uniformly bounded with respect to . But looking at (3.7), we see that the -derivatives of the individual factors of the variation of A ± ( + ± (̂ 0 ), ⋅ ) are all bounded with respect to , just as the factors themselves. Hence, the rst statement follows. The proof of the second statement is quite similar to the proof of the rst one, and we leave it as an exercise.
Lemma 3.21. The mapping tions for su ciently small > 0. To this end, we once more investigate the two summands (3.13). The norm of the second summand vanishes as → 0 due to Lemma 3.4. For the norm of the rst summand, we rewrite the expansion (3.14) as
Again, due to Lemma 3.4, the last three terms of this expansion vanish as → 0. The restriction of the Fourier transform of the rst term, on the other hand, is clearly boundedly invertible. Hence, the claim follows by continuity. Proof. Since we want to solve a local question, we can make use of the locally de ned map (3.16). The set of * -sequences all but a nite number of whose elements are zero are dense in ℓ ∞,1 ( * ). Hence, there is a sequence ( ) ∈ℕ of such sequences converging tô ( , ⋅ ) in the ℓ ∞,1 ( * )-norm. For each which is the image of a potential under the second half of (3.16), that potential has nite type by De nition 3.12. Now, by Lemma 3.21, the restriction of the variation of the mapping (3.16) with respect tô is invertible. Therefore, there are open neighbourhoods 1 and 2 of̂ and̂ ( , ⋅ ), respectively, on which (3.16) is a local di eomorphism. All but a nite number of the elements of the sequence ( ) ∈ℕ lie in 2 . Hence, the preimages of these elements yield the desired sequence converging to .
After this important result, we shall spend the remainder of this section to attach a more concrete geometric meaning to the perturbed Fourier transform. With a view towards manuscript length, we shall omit all proofs. They can be found online in [5] . We proceed in two steps. First, we de ne a model of a Fermi curve near a double point based on an approximation of A ± . Then we consider the actual Fermi curve a perturbation of this model. The approximation is based on the expansion
This is an approximation in the sense that, for all > 0,
provided that ‖ ‖ ≫ 0, as can be seen from Proposition 3.9. Taking the determinant, we see that the Fermi curve near the double point associated with is asymptotically approximated by the equation In the second case, the contour to be integrated over is a closed path on the Fermi curve model which encompasses the model handle, in positive direction, with a winding number of one (in what follows, the details will become clear).
It is, at this point, not clear whether such a de nition actually makes sense: we have to make sure that the prescribed contour actually exists if neither̂ ( , ) = 0 nor̂ ( , − ) = 0, and that the integral of the form 1 d 2 is well-de ned. In any case, for our model by its inherent structure, and for the Fermi curve it is based on by Theorem 2.7, the dependence of 1 on 2 is clearly holomorphic outside a discrete set, and the contour integral, if it exists, is capable of capturing the asymptotic deviation of the Fermi curve to a constant-potential Fermi curve. Yet, even for a well-de ned collection of moduli ( ( )) ∈ * , we still need to make sure they belong to a structure which sensibly describes the available parameter space. Before we state the next theorem, let us introduce a certain linear subspace of ℓ 1 ( * ) which occurs naturally in the context of moduli. The de nition of Lorentz spaces allows for exponents smaller than one; such spaces can be equipped with a quasi-norm to become quasi-Banach spaces. Here, we shall consider the space ℓ ∞,1/2 ( * ). In fact, we shall need only the even part of this space, which we denote by ℓ ∞,1/2 ( * ) .
The space we need is the space of all * -sequences such that As mentioned, we omit the proof but remark that the model moduli can be explicitly calculated as
using Cauchy's residue theorem on a function holomorphic in a punctured neighbourhood of zero. This method extends to the case wherê ( , ) = 0 or̂ ( , − ) = 0 and yields zero, just as de ned explicitly in De nition 3.23. The geometric interpretation of this fact is that the handle vanishes and the double point does not split.
De nition 3.25. For ∈ Fℓ ∞,1 ( * ), we call the double point at ± (̂ 0 ), ∈ * with su ciently small > 0 unsplit if̂ ( , ) = 0 or( , − ) = 0.
This de nition contrasts with our De nition 3.12 of nite-type potentials. There, we e ectively required the matrix (3.5) to become zero at ± , while here we are satis ed with the matrix being nilpotent. Let us now generalise Theorem 3.24 to the actual Fermi curve. 
Conclusions and outlook
Theorem 2.7 is a standard result of any kind of spectral analysis of the Schrödinger operator. Its proof depends on Theorem 2.6 and is otherwise always the same. Thus, the quality of Theorem 2.7 depends on the quality of the compactness result in Theorem 2.6. In dimensions > 2, Theorem 2.6 is quite straightforward using Sobolev theory, with 2 -compactness achieved for potentials from /2 ( ). These results do not generalise to 1 ( )-potentials in the two-dimensional case. Hence, the di culty here is to nd a space of potentials that is both general and practical. With respect to our objectives pursued in Section 3, we feel that our choice of Fℓ ∞,1 ( * ) meets these demands satisfactorily. The use of a Fourier space comes natural, and the (∞, 1)-Lorentz norm is quite simple. It is also a quite large space, for it contains the Zygmund space 1 log ( ), which is the largest rearrangement-invariant subspace of 1 ( ) that is boundedly mapped into the continuous functions by the inverse Laplace operator. The question remains whether there is not a still larger space of potentials (within the space of tempered distributions, say) for which the resolvent is a compact operator on 2 ( ).
Perhaps the most important result of this paper is the denseness result of Corollary 3.22. This corollary is the rst step towards a solution of the inverse spectral problem of Schrödinger Fermi curves in two dimensions, and in turn to the entire inverse spectral problem of periodic Schrödinger operators. A solution to the inverse problem requires two things. Firstly, a parameterisation of all Fermi curves or, more generally, all Bloch varieties (the moduli problem) and secondly, for each Fermi curve and Bloch variety, the isospectral set of potentials leading to it (the isospectral problem).
In the remainder of Section 3, we outlined a part of the solution to the moduli problem for two-dimensional Schrödinger Fermi curves. In particular, we showcased the construction of asymptotic parameters ( ) describing Fermi curves in a neighbourhood of in nity. Conceivably, the density corollary can be used to combine our asymptotic parameters with a parameterisation of Fermi curves of nite type to obtain a complete solution of the moduli problem in this case.
As for the isospectral problem, the rst-order structure of the ( ) (equation ( Once the inverse problem for Schrödinger Fermi curves in two dimensions is solved, the next step will be the generalisation to Bloch varieties. The Bloch variety is composed of Fermi curves by
The double points then become double lines parameterised by , or in the case of split double points, the cycles encompassing them (see De nition 3.26) become tubes. These trajectories may interact only in certain ways, causing relations between the parameters.
As for the generalisation to higher dimensions, it is probably helpful that the lower-dimensional Bloch varieties appear in certain averages of higher-dimensional Bloch varieties along orthogonal complements [8] .
We conclude that it is still a long way to a complete solution of the inverse scattering problem for periodic Schrödinger operators in all dimensions, but the rst steps have been taken, and there exist general ideas on how to tackle the rest.
