We prove a novel Lyapunov-based small-gain theorem for networks composed of n ≥ 2 hybrid subsystems which are not necessarily input-to-state stable. This result unifies and extends several small-gain theorems for hybrid and impulsive systems proposed in the last few years. We also show how average dwell-time (ADT) clocks and reverse ADT clocks can be used to modify the ISS Lyapunov functions for subsystems and to enlarge the applicability of the derived small-gain theorems.
The results described above have been developed for continuous-time systems (i.e., ordinary differential equations). In the discrete-time context, small-gain theorems for general feedback interconnections of two ISS systems were established in [22, 25] , and their generalization to networks composed of n ≥ 2 ISS systems can be found in [28] . However, in modeling real-world phenomena one often has to consider interactions between continuous and discrete dynamics. A general framework for modeling such behaviors is the hybrid systems theory [16, 14] . In this work, we adopt the hybrid system model in [14] , which proves to be natural and general from the viewpoint of Lyapunov stability theory [3, 4] . The notions of input-to-state stability and ISS Lyapunov functions were extended for this class of hybrid systems in [2] . Due to their interactive nature, many hybrid systems can be inherently modeled as feedback interconnections [27, Section V] . During recent years, great efforts have been devoted to the development of small-gain theorems for interconnected hybrid systems. Trajectory-based smallgain theorems for interconnections of two hybrid systems were reported in [34, 23, 6] , while Lyapunov-based formulations were proposed in [26, 35, 27] . Some of these results were extended to networks composed of n ≥ 2 ISS hybrid systems in [6] . A more challenging problem is the study of hybrid sys-tems in which either the continuous or the discrete dynamics is destabilizing (non-ISS). In this case, inputto-state stability is usually achieved under restrictions on the frequency of discrete events, such as dwell-time [33] , average dwell-time (ADT) [18] and reverse average dwell-time (RADT) [17] . For interconnections of such hybrid subsystems, the small-gain theorems established in [6, 27 ] cannot be applied directly. The results of [27] show that one can modify the non-ISS dynamics in subsystems by first adding auxiliary clocks and then constructing ISS Lyapunov functions for the augmented subsystems that decrease both during flow and at jumps. One advantage of this method is that it can be applied even if the non-ISS dynamics are of different types (i.e., if in some subsystems the continuous dynamics are non-ISS, and in some other ones the discrete dynamics are non-ISS). However, such modifications will lead to enlarged Lyapunov gains of subsystems, and hence make the small-gain condition more restrictive. Another type of small-gain theorems was proposed in [7, 9] for interconnected impulsive systems with continuous or discrete non-ISS dynamics. The first step in this method is to construct a candidate exponential ISS Lyapunov function for the interconnection. Provided that the non-ISS dynamics of subsystems are of the same type (i.e., when either the continuous dynamics of all subsystems or the discrete dynamics of all subsystems are ISS), the candidate exponential ISS Lyapunov function can be used to establish input-to-state stability of the interconnection under suitable ADT/RADT conditions. Compared with the previous method, this one doesn't require modifications of subsystems, and hence preserves the Lyapunov gains and validity of small-gain conditions. However, this method has been developed only for impulsive systems and requires candidate exponential ISS Lyapunov functions for subsystems. Moreover, it cannot be applied to interconnections of subsystems with different types of non-ISS dynamics. In this paper, we unify the two methods above. In Section 2, we introduce the modeling framework and main definitions, followed by a Lyapunov-based sufficient condition for ISS of hybrid systems with continuous or discrete non-ISS dynamics. In Section 3, we establish a general small-gain theorem for an interconnection of n ≥ 2 hybrid subsystems by constructing a candidate ISS Lyapunov function for the interconnection, which generalizes the Lyapunov-based small-gain theorems from [35, 7, 6, 9, 27] . We also derive several implications of the general result, in particular, a small-gain theorem for interconnections of subsystems with the same type of non-ISS dynamics and also candidate exponential ISS Lyapunov functions with linear Lyapunov gains. In Section 4, we propose a version of the approach of modifying ISS Lyapunov functions for subsystems from [27] , in which fewer subsystems are affected (and hence fewer Lyapunov gains are enlarged). In Section 5, we summarize the results of this work as a unified method for establishing ISS of interconnections of hybrid subsystems and conclude the paper with an outlook on future research. A preliminary and shortened version of the paper has been presented at the 21st International Symposium on Mathematical Theory of Networks and Systems [31] .
Framework for hybrid systems
Let R + := [0, ∞) and N := {0, 1, 2, . . .}. For a vector x ∈ R N , denote by |x| its Euclidean norm, and by |x| A := inf y∈A |x − y| its Euclidean distance to a set A ⊂ R N . For n vectors x 1 , . . . , x n , denote by (
⊤ their concatenation. For two vectors x, y ∈ R n , we say that x ≥ y and x > y if the corresponding inequality holds in all scalar components, and that x y if there is at least one scalar component i in which x i < y i . For a set A, denote by A and int A its closure and interior, respectively. Denote by id the identity function. A function α : R + → R + is of class PD if it is continuous and positive-definite (i.e., α(r) = 0 ⇔ r = 0); it is of class K if α ∈ PD and is strictly increasing; it is of class K ∞ if α ∈ K and is unbounded. A function γ : R + → R + is of class L if it is continuous, strictly decreasing and lim t→∞ γ(t) = 0. A function β : R + × R + → R + is of class KL if β(·, t) ∈ K for each fixed t and β(r, ·) ∈ L for each fixed r > 0. Motivated by [2] , a hybrid system is modeled as the combination of a continuous flow and discrete jumpṡ
where x ∈ X ⊂ R N is the state, u ∈ U ⊂ R M is the input, C ⊂ X × U is the flow set, D ⊂ X × U is the jump set, F : C ⇒ R N is the flow map (here by ⇒ we mean that F is a set-valued function, which maps each element of C to a subset of R N ), and G : D ⇒ X is the jump map. (In this model, the dynamics of (1) is continuous in C\D and discrete in D\C. In C ∩ D, it can be either continuous or discrete.) The hybrid system (1) is fully characterized by its data H := (F, G, C, D, X , U). Solutions of (1) are defined on hybrid time domains.
is a compact hybrid time domain for each (T, J) ∈ E. On a hybrid time domain, there is a natural ordering of points, that is, (s, k) (t, j) if s + k ≤ t + j, and (s, k) ≺ (t, j) if s + k < t + j. Functions defined on hybrid time domains are called hybrid signals. A hybrid signal x : dom x → X (defined on the hybrid time domain dom x) is a hybrid arc if x(·, j) is locally absolutely continuous for each j. A hybrid signal u : dom u → U is a hybrid input if u(·, j) is Lebesgue measurable and locally essentially bounded for each j. A hybrid arc x : dom x → X and a hybrid input u : dom u → U form a solution pair (x, u) of (1) if x(t, j) denotes the state of the hybrid system at hybrid time (t, j), that is, at time t and after j jumps;
• for each j ∈ N, it holds that (x(t, j), u(t, j)) ∈ C for all t ∈ int I j andẋ(t, j) ∈ F (x(t, j), u(t, j)) for almost all t ∈ I j , where I j := {t : (t, j) ∈ dom x}; • for each (t, j) ∈ dom x such that (t, j + 1) ∈ dom x, it holds that (x(t, j), u(t, j)) ∈ D and x(t, j + 1) ∈ G(x(t, j), u(t, j)). With proper assumptions on the data H, one can establish local existence of solutions, which are not necessarily unique (see, e.g., [14, Proposition 2.10]). A solution pair (x, u) is maximal if it cannot be extended, and complete if dom x is unbounded. In this paper, we only consider maximal solution pairs. Following [2] , the essential supremum norm of a hybrid signal u up to a hybrid time (t, j) is defined by
where J(x) := {(s, k) ∈ dom u : (s, k + 1) ∈ dom u} is the set of jump times. In particular, the set of measure 0 of hybrid times that are ignored in computing the essential supremum norm cannot contain any jump time.
For a locally Lipschitz function V : R n → R, its Dini derivative at x ∈ R n in the direction y ∈ R n is given bẏ
where lim denotes the limit superior.
In this paper, we study input-to-state stability (ISS) properties of the hybrid system (1) using ISS Lyapunov functions. Let A ⊂ X be a compact set. Definition 1. Following [27] , we say that a set of solution pairs S of (1) is pre-input-to-state stable (pre-ISS) w.r.t. A if there exist β ∈ KL and γ ∈ K such that for all (x, u) ∈ S,
for all (t, j) ∈ dom x. If S contains all solution pairs of (1), then we say that (1) 
2. there exist a gain function χ ∈ K and a continuous function ϕ : R + → R with ϕ(0) = 0 such that for all (x, u) ∈ C with x / ∈ A,
3. there is a function α ∈ K such that for all (x, u) ∈ D,
In addition, if there exist two constants c, d ∈ R so that
in (4) 
Proof. The proof is along the lines of the proof of [9, Proposition 1] for ISS Lyapunov functions for impulsive systems, and is omitted here.
Exponential ISS Lyapunov functions can be characterized in a similar way. Note that the functions χ in Definition 2 andχ in Lemma 1 are different in general. The notion of candidate ISS Lyapunov function is defined to characterize the effect of destabilizing (non-ISS) dynamics in a hybrid system. In Definition 2, it is not required that ϕ ∈ PD or α < id on (0, ∞), that is, V does not necessarily decrease along solutions of the hybrid system (1). If both of these conditions hold, then V becomes an ISS Lyapunov function, and similar analysis to the proof of [2, Proposition 2.7] can be used to show 1 The Lipschitz condition here is used to ensure the existence of the Dini derivative in (4), and it can be relaxed to that the function V is locally Lipschitz on an open set containing all x / ∈ A such that (x, u) ∈ C for some u ∈ U. 2 There is no loss of generality in requiring α ∈ K instead of α ∈ PD, as a class PD function can always be majorized by a class K one. Meanwhile, α ∈ K is needed in establishing the small-gain theorems below, as explained in footnote 4. that (1) is pre-ISS (note that ISS in [2] means pre-ISS in this paper; see Remark 2). Moreover, if only one of them holds, 3 we are still able to establish ISS for the sets of solution pairs satisfying suitable conditions on the density of jumps (i.e., the number of jumps per unit interval of continuous time). Proposition 1. Let V be a candidate exponential ISS Lyapunov function w.r.t. A for the hybrid system (1) with rate coefficients c, d. For arbitrary constants η, λ, µ > 0, denote by S[η, λ, µ] the set of solution pairs (x, u) so that
Proof. The proof is along the lines of the proof of [17, Theorem 1] for ISS of impulsive systems. Consider an arbitrary solution pair (x, u) ∈ S[η, λ, µ]. Let the function χ be as in (4) and (5) . For all (t 0 , j 0 ) (
where the last inequality follows from (9) . Now consider an arbitrary (t, j) ∈ dom x. If (10) holds for all (s, k) (t, j) in dom x, then (11), together with (3), implies that
with the function β ∈ KL defined by
Otherwise, let
where the term max{1,
, and the second inequality is due to η, λ > 0. Hence from (3), it follows that
with the function γ ∈ K defined by
Combining (12) and (14), we obtain that (2) holds for all (x, u) ∈ S[η, λ, µ] and all (t, j) ∈ dom x.
Remark 3. We observe that, if both c, d < 0, then the inequality (9) cannot hold for any complete solution pair, since there is always a large enough t or j such that ηj + λt > µ. However, it may still hold for solution pairs defined on bounded hybrid time domains. Moreover, if c > 0 > d, then the claim of Proposition 1 also holds for η = 0. The proof remain unchanged except that the last inequality in (11) now becomes
where the first inequality follows from (9) with η = 0, and the last one comes from the estimate
and the definition (13) becomes
Analogously, if d > 0 > c, then the claim of Proposition 1 also holds for λ = 0. Remark 4. If c > 0 ≥ d, then we can divide both sides of (9) by −(d − η) > 0 to transform it to an average dwelltime (ADT) condition [18] . Analogously, if d > 0 ≥ c, then we can divide both sides of (9) by −(c − λ) > 0 to transform it to the reverse average dwell-time (RADT) condition [17] . Given a candidate exponential ISS Lyapunov function with rate coefficients c > 0 and/or d > 0, we can determine pre-ISS sets of solution pairs via Proposition 1. In the following section, we investigate the formulation of such functions for interconnections of hybrid systems.
Interconnections and small-gain theorems
We are interested in the case where the hybrid system (1) is decomposed aṡ
where
Ni is the flow map, and G := (G 1 , . . . , G n ) with G i : D ⇒ X i is the jump map. The dynamics of x i is called the i-th subsystem of (15) and is denoted by Σ i . The interconnection (15) is denoted by Σ. For each Σ i , the states of other subsystems are treated as (internal) inputs. Many systems with hybrid behaviors can be naturally transformed into the form of (15) . As demonstrated in [27, Section V], a networked control system can be treated as an interconnection of continuous states and hybrid errors due to the network protocol, and a quantized control system can be modeled as an interconnection of continuous states and a discrete quantizer. Moreover, the "natural decomposition" of a hybrid system (1) as an interconnection of its continuous and discrete parts is often of interest as well. Remark 5. In (15) , all the subsystems, as well as the interconnection, share the same flow set C and the same jump set D, which justifies the view of (15) as an interconnection of n hybrid subsystems. Remark 6. Based on Lemma 1 and standard considerations clarifying the influence of particular subsystems (see, e.g., [30, Lemma 2.4.1]), one can show that a function V i : X i → R + is a candidate ISS Lyapunov function w.r.t. a set A i ⊂ X i for the subsystem Σ i iff V i is locally Lipschitz outside A i , and (16) 2. there exist internal gains χ ij ∈ K for j = i and χ ii ≡ 0, an external gain χ i ∈ K, and a continuous function
implies thaṫ
3. there is a function α i ∈ K such that for all (x, u) ∈ D,
In addition, V i is a candidate exponential ISS Lyapunov function w.r.t. A i with rate coefficients c i , d i iff
Suppose that for each subsystem Σ i , a candidate ISS Lyapunov function V i is given (for discussions regarding the existence of candidate exponential ISS Lyapunov functions for hybrid systems, see [3, 
To construct a candidate ISS Lyapunov function for the interconnection (15), we adopt the notion of Ω-path [12] .
are locally Lipschitz on (0, ∞); 2. for each compact set P ⊂ (0, ∞), there exist finite constants K 2 > K 1 > 0 such that for all i,
for all points of differentiability of σ
In this paper, we consider primarily Ω-paths w.r.t. the gain operator Γ defined by (21) , due to the terms max (17) and (19) when formulating candidate ISS Lyapunov functions for subsystems (which will be clear from the statement and proof of Theorem 2 below). However, there are other equivalent formulations of candidate ISS Lyapunov functions for subsystems, which will naturally lead to gain operators in different forms (see, e.g., [11, 12] ). In particular, if (17) and (19) were formulated using
, we would arrive at the alternative gain operatorΓ :
Compared with (21), we see that Γ(v) ≤Γ(v) for all v = 0; thus every Ω-path w.r.t.Γ is an Ω-path w.r.t. Γ. This alternative construction will be useful in establishing Theorem 4 for the case of linear internal gains below. We say that a function Γ :
or equivalently, (17), and the small-gain condition (23) holds for the gain operator Γ defined by (21) . Let σ = (σ 1 , . . . , σ n ) be an Ω-path w.r.t. Γ which is smooth on (0, ∞). Then the function V : X → R + defined by
is a candidate ISS Lyapunov function w.r.t. the set A := A 1 × · · · × A n for (15).
Proof. As each σ i ∈ K ∞ is smooth on (0, ∞) and each V i is locally Lipschitz outside A i , it follows that each σ 
with ψ i1 , ψ i2 as in (16) . Since σ i , ψ i1 , ψ i2 ∈ K ∞ , we have that ψ 1 , ψ 2 ∈ K ∞ . Thus (16) implies (3). In particular,
Second, consider the gain functionχ defined bȳ
with χ i as in (17), and the function ϕ defined by
with ϕ i as in (18) . As all σ i ∈ K ∞ are smooth on (0, ∞), χ i ∈ K, and ϕ i are continuous with ϕ i (0) = 0, it follows thatχ ∈ K and ϕ is continuous with ϕ(0) = 0. Consider the sets M i ⊂ X , i = 1, . . . , n defined by
The fact that all V i and σ
Thus for each (x, u) ∈ C with x / ∈ A, there are two possibilities: 1) There is a unique i ∈ {1, . . . , n} s.t. x ∈ M i . Then
and
where the first inequality follows from (22) , and the second one follows from (24) . Also, if V (x) ≥χ(|u|), then
j (χ j (|u|)) due to (25) ; thus
Hence (17), and therefore (18), holds. Given an arbitrary y = (y 1 , . . . , y n ) ∈ F (x, u), as M i is open, it follows that x + hy ∈ M i for all small enough h > 0; thus
where the first inequality follows from (18) and (27) , and the last one follows from (26).
2) There is a subset I(x) ⊂ {1, . . . , n} of indices with the cardinality |I(x)| ≥ 2 such that x ∈ i∈I(x) ∂M i , where ∂M i denotes the boundary of M i in X and satisfies that (27) and x i / ∈ A i hold for all i ∈ I(x). Following similar arguments to those in the previous case, if V (x) ≥χ(|u|), then (28) and (29), and therefore (18), hold for all i ∈ I(x). Given an arbitrary y = (y 1 , . . . , y n ) ∈ F (x, u), as all
where the fourth equality follows partially from the continuity of all V i and σ
(cf. the proof of [8, Theorem 4]); the first inequality follows from (18) and (27) for i ∈ I(x), and the last one follows from (26) . Hence (7) holds for each (x, u) ∈ C. Last, consider the function α : R + → R + defined by
with α i and χ ij as in (19) . As all σ i ∈ K ∞ , χ ij ∈ K for j = i, χ ii ≡ 0, and α i ∈ K, it follows that α ∈ K.
Consider an arbitrary (x, u) ∈ D. From (24) and (30), it follows that
Also, (25) implies thatχ(|u|) = max
i (χ i (|u|)). Combining the previous two equations with (19) , we obtain that for all y = (y 1 , . . . , y n ) ∈ G(x, u),
Hence (8) holds for each (x, u) ∈ D. Therefore, from Lemma 1, it follows that V is a candidate ISS Lyapunov function w.r.t. A for (15).
Theorem 2 is a powerful tool in establishing ISS of interconnections of hybrid subsystems. In the following, we inspect some of its implications. If each subsystem of (15) (15) . Suppose that each subsystem Σ i admits an ISS Lyapunov function V i w.r.t. a set A i (i.e., ϕ i ∈ PD and α i < id on (0, ∞) in (18) and (19), respectively) with the internal gains χ ij as in (17) , and the small-gain condition (23) holds for the gain operator Γ defined by (21) . Then (15) is pre-ISS w.r.t. A.
Proof. Following Theorem 2, the function V defined by (24) is a candidate ISS Lyapunov function w.r.t. A for (15) . First, as all σ i ∈ K ∞ are smooth on (0, ∞) and ϕ i ∈ PD, the function ϕ defined by (26) is of class PD. Second, (22) implies that all σ
−1 i
• χ ij • σ j < id on (0, ∞), and as all σ i ∈ K ∞ and α i < id on (0, ∞), it follows that all σ As the assumptions in Corollary 3 are quite restrictive, we now investigate the case where, for some subsystems Σ i , either ϕ i / ∈ PD or α i (r) ≥ r for some r > 0 (cf. footnote 3). In this case, we cannot use Corollary 3 to prove pre-ISS for the interconnection (15) directly, but rather invoke Proposition 1 to establish pre-ISS for the set of solution pairs that jump neither too fast nor too slowly. However, in general, Theorem 2 cannot provide the candidate exponential ISS Lyapunov function needed in Proposition 1. In the next theorem, we construct such a function under the assumption that each subsystem Σ i admits a candidate exponential ISS Lyapunov function 4 Note that, if αi is of class PD but not increasing, then it is possible that σi(V (x)) > Vi(xi) but αi(σi(V (x))) < αi(Vi(xi)) for some i; thus the inequality following this footnote may not hold. A similar issue arises in the proof of [27, Theroem III.1] where it was overlooked, but could be fixed by majorizing the class PD functions λ1, λ2 with class K ones.
V i , and the internal gains χ ij in (17) and (19) are all linear. With a slight abuse of notation, we let all χ ij ≥ 0 be scalars, and replace the terms χ ij (V j (x j )) in (17) and (19) with χ ij V j (x j ). Consider the gain matrix
Denote by ρ(Γ M ) its spectral radius (i.e., the largest absolute value of its eigenvalues). Due to [11, p. 110] , if
then the small-gain condition (23) holds for the function Γ : (31) . Let σ : r → (s 1 r, . . . , s n r) with scalars s 1 , . . . , s n be a linear Ω-path w.r.t. the alternative gain operatorΓ. Then V : X → R + defined by
is a candidate exponential ISS Lyapunov function w.r.t. A for (15) with rate coefficients
Proof. In view of Remark 7, σ is also an Ω-path w.r.t. the gain operator defined by (21) (with all χ ij (r j ) replaced by χ ij r j ). Following Theorem 2, the function V defined by (33) is a candidate ISS Lyapunov function w.r.t. A for (15) . Substituting (20) into (26) and (30), we obtain
Hence V is a candidate exponential ISS Lyapunov function with the rate coefficients c, d defined by (34 
thus the rate coefficient d defined by (34) 
Having applied Theorem 4, we can establish pre-ISS for the set of solution pairs that jump neither too fast nor too slowly via Proposition 1. However, if there are subsystems Σ k , Σ l for which the rate coefficients c k , d l < 0, then c, d defined by (34) are negative as well, and Proposition 1 cannot be applied to complete solution pairs (see Remark 3). In the following section, we handle such cases via the approach of modifying ISS Lyapunov functions for subsystems using ADT and RADT clocks from [27] .
Modifying ISS Lyapunov functions for subsystems
Suppose that each subsystem Σ i admits a candidate exponential ISS Lyapunov function with rate coefficients c i , d i , and there are
Our goal is to construct new candidate exponential ISS Lyapunov functions with rate coefficientsc i ,d i so that either allc i > 0 (i.e., all continuous dynamics are ISS) or alld i > 0 (i.e., all discrete dynamics are ISS). To accomplish this, we first derive suitable conditions on the density of jumps, then augment the corresponding subsystems with auxiliary clocks to incorporate such conditions, and finally modify the corresponding candidate exponential ISS Lyapunov functions.
Making discrete dynamics ISS
In the following, we construct candidate exponential ISS Lyapunov functions so that all rate coefficientsd i > 0. We say that a solution pair (x, u) of (15) admits an average dwell-time (ADT) [18] δ > 0 if there is an integer
Following [27, Section IV.A], a hybrid time domain satisfies (35) iff it is the domain of an ADT clock τ given bẏ
Remark 10. This notion of ADT clock for hybrid systems first appeared in [4, Appendix] , where it was defined by
(see also [32] for a related earlier construction). The ADT clocks defined by (36) and (37) are equivalent in the following sense. First, as τ ∈ [0, δ], an ADT clock defined by (37) always satisfies (36) . Second, given an ADT clock 5 If (35) holds with N0 = 1, then the ADT condition becomes the dwell-time condition [33] ; if it holds with N0 < 1, then jumps are not allowed at all, which can be seen directly from (35) by taking t − s small enough.
defined by (36) that increases on [0, N 0 ) with a speeḋ τ < δ, there always exists an ADT clock defined by (37) that increases on [0, N 0 ) withτ = δ but stays longer at N 0 so that their hybrid time domains are the same. Denote by I d := {i : d i < 0} the index set of subsystems with non-ISS discrete dynamics. Let z i := x i ∈ X i =: Z i for i / ∈ I d and z i := (x i , τ i ) ∈ X i × [0, N 0i ] =: Z i with an integer N 0i ≥ 1 for i ∈ I d . Consider the augmented interconnectionΣ with state z := (z 1 , . . . , z n ) ∈ Z 1 × · · · × Z n =: Z and input u ∈ U modeled bẏ
whereC : (38) is a hybrid system with the dataH := (F ,G,C,D, Z, U). The dynamics of z i is called the i-th augmented subsystem of (38) and is denoted byΣ i . In the following proposition, we apply the modification technique from [27, Proposition IV.1] to construct a candidate exponential ISS Lyapunov function for each augmented subsystemΣ i based on the candidate exponential ISS Lyapunov function for the subsystem Σ i of the original interconnection (15) and the ADT clock τ i . Proposition 5. Consider a subsystem Σ i of the original interconnection (15) . Suppose that it admits a candidate exponential ISS Lyapunov function V i w.r.t. a set A i with rate coefficients c i ,
is a candidate exponential ISS Lyapunov function w.r.t.
for the subsystemΣ i of (38) with rate coefficients
More specifically,
2. there exist internal gainsχ ij ∈ K, j = i defined bỹ
with χ ij as in (17) andχ ii ≡ 0, and an external gaiñ χ i ∈ K such that for all (z, u) ∈C with z i / ∈Ã i ,
3. for all (z, u) ∈D,
Proof. If i / ∈ I d , then the claim follows directly from the assumption that V i is a candidate exponential ISS Lyapunov function with rate coefficients c i , d i . Therefore, we only consider the case i ∈ I d in the following proof. As V i is locally Lipschitz outside A i and the map τ i → e Liτi is smooth, W i is also locally Lipschitz outsideÃ i .
First, consider the functionsψ i1 ,ψ i2 ∈ K ∞ defined bỹ
with ψ i1 , ψ i2 as in (16) . Then (40) follows from (16) . Second, consider the functionχ i ∈ K defined bỹ
with χ i as in (17) . For each (z, u) ∈C with z i / ∈Ã i , if (42) holds, then (17) , and therefore (18), holds. For all y i ∈ F i (z, u), let y i = (y i1 , y i2 ) be such that y i1 ∈ F i (x, u) and y i2 ∈ [0, δ i ]. Following (18) , (20) , and (39),
Finally, consider an arbitrary (z, u) ∈D. For all y i ∈ G i (z, u), let y i = (y i1 , y i2 ) be such that y i1 ∈ G i (x, u) and y i2 = τ i − 1. From (39), it follows that
and from (41) and (45), it follows thatχ ij (W j (z j )) = e LiN0i χ ij (W j (z j )) ≥ e Liyi2 χ ij (V j (x j )) for all j and χ i (|u|) = e LiN0i χ i (|u|) ≥ e Liyi2 χ i (|u|), respectively. Substituting the previous equations into (19) gives (44). Therefore, W i is a candidate exponential ISS Lyapunov function w.r.t.Ã i for the augmented subsystemΣ i of (38) with the rate coefficientsc i ,d i defined by (39).
Proposition 5 shows that it is possible to make alld i > 0 by choosing large enough scalars L i , i ∈ I d , at the cost of decreasing the convergence rates of continuous dynamics (asc i = c i − L i δ i in (39) above), and increasing the internal gains (asχ ij (r) = e LiN0i χ ij (r) in (41) above). Consequently, for large enough integers N 0i , it is possible that the small-gain condition (23) 
and ρ(Γ M ) < 1 holds iff χ 12 χ 21 < e −L1N01 . In order to make the rate
Hence we cannot apply Theorem 4 to the augmented interconnection unless the original internal gains χ 12 , χ 21 satisfy χ 12 χ 21 ≤ e d1 < 1.
The observation above hints that it may be better to make allc i > 0 (instead of making alld i > 0 as in this subsection). See [38] for a case-by-case study comparing the two schemes.
Making continuous dynamics ISS
In the following, we construct candidate exponential ISS Lyapunov functions so that all rate coefficientsc i > 0. We say that a solution pair (x, u) of (15) admits a reverse average dwell-time (RADT) [17] 
Following [4, Appendix] and [27, Section IV.B], a hybrid time domain satisfies (46) iff it is the domain of an RADT clock τ defined bẏ
Denote by I c := {i : c i < 0} the index set of subsystems with non-ISS continuous dynamics. Let z i := x i ∈ X i =:
Z i with an integer N 0i ≥ 1 for i ∈ I c . Consider the augmented interconnectionΣ with state z := (z 1 , . . . , z n ) ∈ Z 1 × · · · × Z n =: Z and input u ∈ U modeled by (38) , whereC :=C 1 × · · · ×C n × C u withC i = C i for i / ∈ I c and (38) is a hybrid system with the datã H := (F ,G,C,D, Z, U). The dynamics of z i is called the i-th augmented subsystem of (38) and is denoted byΣ i . In the following proposition, we apply the modification technique from [27, Proposition IV.4 ] to construct a candidate exponential ISS Lyapunov functions for each augmented subsystemΣ i based on the candidate exponential ISS Lyapunov function for the subsystem Σ i of the original interconnection (15) and the RADT clock τ i . Proposition 6. Consider a subsystem Σ i of the original interconnection (15) . Suppose that it admits a candidate exponential ISS Lyapunov function V i w.r.t. a set A i with rate coefficients c i ,
for the augmented subsystemΣ i of (38) with rate coefficients
More specifically, 1. there exist functionsψ i1 ,ψ i2 ∈ K ∞ so that (40) holds; 2. there exist internal gainsχ ij ∈ K, j = i defined by
with χ ij as in (17) andχ ii ≡ 0, and an external gaiñ χ i ∈ K such that for all (z, u) ∈C with z i / ∈Ã i , (42) implies (43); 3. for all (z, u) ∈D, (44) holds.
Proof. If i /
∈ I c , then the claim follows directly from the assumption that V i is a candidate exponential ISS Lyapunov function with rate coefficients c i , d i . Therefore, we only consider the case i ∈ I c in the following proof. As V i 7 Note that in (41), the forms of the internal gainsχij depend on whether i ∈ I d , while in (49), the forms ofχij depend on whether j ∈ Ic. is locally Lipschitz outside A i and the map τ i → e −Liτi is smooth, W i is locally Lipschitz outsideÃ i .
First, consider the functionsψ i1 ,ψ i2 ∈ K ∞ defined bỹ ψ i1 (r) := e −LiN * 0i δ * i ψ i1 (r),ψ i2 (r) := ψ i2 (r) with ψ i1 , ψ i2 as in (16) . Then (40) follows from (16) . Second, consider the functionχ i ∈ K defined bỹ
with χ i as in (17) . For each (z, u) ∈C with z i / ∈Ã i , if (42) holds, then
. Hence (17) , and therefore (18), holds. For all y i ∈ F i (z, u), let y i = (y i1 , y i2 ) be such that y i1 ∈ F i (x, u) and y i2 = 1. Following (18) , (20) , and (48),
Finally, consider an arbitrary (z, u) ∈D. For all
and from (49) and (50), it follows thatχ ij (W j (z j )) = χ ij (e
) for all j, and χ i (|u|) = χ i (|u|) ≥ e −Liyi2 χ i (|u|), respectively. Substituting the previous equations into (19) gives (44). Therefore, W i is a candidate exponential ISS Lyapunov function w.r.t.Ã i for the augmented subsystemΣ i of (38) with the rate coefficientsc i ,d i defined by (48).
Example
We demonstrate the approach of modifying ISS Lyapunov functions in a case where we cannot apply Theorem 2 and Proposition 1 to establish stability directly. Consider an interconnection of two hybrid subsystems with the state x = (x 1 , x 2 ) modeled bẏ
where C = D = R 2 . It can be represented in the form of the general interconnection (15) without the external input u by letting n = 2,
−1 x 1 , and G 2 (x) = ex 2 . As C = D = R 2 , the system may flow or jump at any point in R 2 , and all solutions are complete. Hence the notions of pre-ISS and ISS coincide, and so do the notions of pre-GAS and GAS. The x 1 -subsystem Σ 1 has stabilizing dis-crete dynamics but non-ISS continuous dynamics, while the x 2 -subsystem Σ 2 has ISS continuous dynamics but destabilizing discrete dynamics. Thus we cannot apply Theorem 2 and Proposition 1 to establish pre-GAS of the interconnection directly. Consider the functions V 1 , V 2 : R → R + defined by with some scalars a, b > 0. From
, it follows that V 1 and V 2 are candidate exponential ISS Lyapunov functions w.r.t. {0} for the subsystems Σ 1 and Σ 2 with the internal gains χ 12 and χ 21 , respectively. Since the discrete dynamics of the Σ 2 is destabilizing, we invoke the modification scheme from Section 4.1. Consider a solution x : dom x → R 2 admitting an ADT δ 2 > 0, that is, there exists an integer
The corresponding ADT clock τ 2 is defined bẏ
Let z 1 := x 1 and z 2 := (x 2 , τ 2 ). Following Proposition 5, the function
is a candidate exponential ISS Lyapunov function w.r.t. More specifically, for all (
8 Note that the discrete dynamics of both subsystems are autonomous, and hence we can ignore the terms corresponding to internal gains χ12, χ21 in (8) . Similar simplifications will be made when we apply Proposition 5 and Theorem 2.
for all y 2 ∈ {−3x 2 + 0.1
(see also footnote 8). To make the discrete dynamics of
Following (21), the gain operatorΓ : R 2 + → R 2 + after modification is defined bỹ Γ(r 1 , r 2 ) = (χ 12 (r 2 ),χ 21 (r 1 )); thus the small-gain condition (23) holds forΓ iff χ 12 (χ 21 (r)) < r for all r > 0, or equivalently,
Let a scalar s > 0 be such that e L2N02 /b < 1/s < √ a. 
Following Proposition 1 and Remark 4, this set of solutions is GAS provided that 0 < δ * < d −c = min{1, 2(L 2 − 1)} max{a + 1, 2(0.1b − 3 + L 2 δ 2 )} and (53) hold. For example, if a = 1, b = 5, and L 2 = 1.5, then the set of solutions satisfying the ADT condition (51) with δ 2 = 2.25 and N 02 = 1, and also the RADT condition (54) with δ * = 0.45 and N * 0 = 1 is GAS.
Conclusion and future research
We have proved several small-gain theorems for interconnections of hybrid subsystems which yield candidate ISS Lyapunov functions for the interconnections. These results unify several Lyapunov-based small-gain theorems for hybrid systems [35, 6, 27] and impulsive systems [7, 9] , and pave the way to the following general scheme for establishing ISS of interconnections of hybrid subsystems: terconnection Σ from those in Steps 3 and 5. As we observed in Section 4, the modification of candidate ISS Lyapunov functions in Step 3 leads to enlarged internal gains. Therefore, a considerable improvement of this scheme above lies in the fact that only the candidate ISS Lyapunov functions with indices from I d or those with indices from I c would be modified, instead of all those with indices from I d ∪ I c as it was done in [27] . If either I d = ∅ or I c = ∅, then no subsystem needs to be modified at all. Moreover, this scheme also applies to arbitrary interconnections composed of n ≥ 2 subsystems. In the scheme above, it is assumed that all V i are candidate exponential ISS Lyapunov functions with linear internal gains. However, the modification also works for candidate exponential Lyapunov functions with nonlinear internal gains, and Theorem 2 was proved for arbitrary candidate ISS Lyapunov functions with nonlinear internal gains. If Proposition 1 were extended to the case of non-exponential ISS Lyapunov functions, one could apply the scheme above for V i with nonlinear internal gains as well. Such theorems have been proved in [9, Theorems 1 and 3] for impulsive systems, and we believe that they can be generalized to hybrid systems as well. This is one of the possible directions for future research. The more challenging questions are whether one can establish ISS of an interconnection in the presence of destabilizing dynamics in subsystems without enlarging the internal gains, or without modifying ISS Lyapunov functions at all. At the time these questions remain open.
