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ИНВАРИАНТНОСТЬ СТАЦИОНАРНОГО РАСПРЕДЕЛЕНИЯ СОСТОЯНИЙ 
НЕОДНОРОДНЫХ СЕТЕЙ МАССОВОГО ОБСЛУЖИВАНИЯ 
С МНОГОРЕЖИМНЫМИ СТРАТЕГИЯМИ И ДИСЦИПЛИНОЙ DPS 
Рассматриваются открытые и замкнутые сети массового обслуживания с многорежим-
ными стратегиями, разнотипными заявками и дисциплиной обслуживания «дискриминаторное раз-
деление процессора» (DPS). Устанавливается инвариантность стационарного распределения веро-
ятностей состояний сети по отношению к функциональной форме распределений величин работ, 
требующихся для обслуживания заявок и переключения режимов работы приборов в узлах, при фик-
сированных математических ожиданиях. 
Введение 
Системы и сети массового обслуживания уже давно применяются в качестве вероятностных 
моделей различных информационно-компьютерных систем и сетей [1, 2]. В последнее время они 
также нашли широкое применение в финансовом секторе, производстве, логистике, технике и т. д.  
Для указанных отраслей большое значение имеет изучение сетей, в узлах которых об-
служивающие приборы могут работать с различной производительностью, требовать ремонта 
или замены. Ю.В. Малинковский ввел в рассмотрение сети массового обслуживания с много-
режимными стратегиями [3, 4]. В таких сетях однолинейные узлы могут работать в различных 
режимах, которые характеризуются разной производительностью обслуживающего прибора. 
При этом прибор не выходит из строя полностью – уменьшается его производительность. По-
добные сети исследовались также в работе [5]. 
Вместе с распространением сетей в качестве моделей реальных объектов растет и ак-
туальность их исследования. При этом важную роль играет проблема инвариантности ста-
ционарного распределения вероятностей состояний сетей по отношению к функционально-
му виду распределений величин работ, требующихся для обслуживания заявок и переклю-
чения режимов работы приборов в узлах. Это связано с тем, что в реальных сетях указан-
ные распределения часто отличаются от экспоненциального. Поэтому большую практиче-
скую значимость имеет изучение таких сетей массового обслуживания, в которых заявки 
обслуживаются не только по экспоненциальному закону, а обслуживающие приборы в уз-
лах могут полностью или частично выходить из строя, работать с меньшей (или большей) 
производительностью, требовать ремонта или замены.  
Для вычислительных сетей также представляют интерес модели, описывающие эффект 
разделения средств сети между несколькими требованиями, работами и т. д. При так называемых 
дисциплинах «разделения процессора» все или некоторые группы заявок обслуживаются одно-
временно единственным прибором с переменной скоростью обслуживания, принимающей дроб-
ные значения и изменяющейся во времени в зависимости от состояния сети. К группе данных 
дисциплин относятся «обобщенное разделение процессора» (GPS – Generalized Processor-
Sharing), «справедливое разделение процессора» (EPS – Egalitarian Processor-Sharing), «дискри-
минаторное разделение процессора» (DPS – Discriminatory Processor-Sharing) и др. Подробно они 
рассмотрены в [6]. Свойства инвариантности сетей с разделением процессора исследовались в 
работах Чанди, Ховарда и Тоуслея [7], Келли [8] и др.  
В настоящей работе впервые исследуются открытые и замкнутые сети с многорежимными 
стратегиями и дисциплиной обслуживания DPS, для которых величины работ по обслуживанию 
заявок и переключению режимов приборов в узлах имеют произвольные законы распределения, а 
сами заявки являются разнотипными.  
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1. Постановка задачи 
Рассматриваются открытые и замкнутые сети с многорежимными стратегиями обслужи-
вания, состоящие из N узлов, в которых циркулируют заявки M типов. Принадлежность заявки 
определенному типу обусловливает количество работы, необходимое для обслуживания данной 
заявки прибором узла.  
В случае открытой сети поступающий поток заявок – простейший с интенсивностью λ . 
Каждая заявка входного потока независимо от других заявок направляется в l-й узел и стано-
вится заявкой типа u с вероятностью ),(0 ulp , Nl ,1= , Mu ,1=  (∑∑
= =
=
N
l
M
u
ulp
1 1
),(0 1). В случае замк-
нутой сети в ней циркулирует ∞<=∑
=
Nln
N
l 1
)(  заявок, где n(l) – общее число заявок в l-м узле. 
Обслуживание заявок в узлах осуществляется в соответствии с дисциплиной обслужива-
ния DPS. Поступившая в узел заявка сразу начинает обслуживаться (очередь в ее традицион-
ном понимании отсутствует). В моменты поступления новых или ухода обслуженных заявок 
происходят скачки скорости обслуживания. При такой дисциплине каждая заявка имеет свою 
скорость выполнения работы по обслуживанию, которая пропорциональна числу заявок данно-
го типа в рассматриваемом узле и обратно пропорциональна общему числу заявок в узле.  
После обслуживания в l-м узле заявка типа u мгновенно и независимо от других заявок 
направляется в k-й узел и становится заявкой типа v с вероятностью ),)(,( vkulp , а с вероятностью 
0),( ulp  покидает сеть (∑∑
= =
=+
N
k
M
v
ulvkul pp
1 1
0),(),)(,( 1  для открытой сети и ∑∑
= =
=
N
k
M
v
vkulp
1 1
),)(,( 1 для замк-
нутой сети; Nkl ,1, = ; Mvu ,1, = ).  
В каждом узле l находится единственный обслуживающий прибор, который может 
работать в 1+lr  режимах lr...,,1,0 , Nl ,1= . В качестве основного режима работы полагается 
режим 0. Во время переключения прибора с одного режима работы на другой число заявок в 
узле не меняется. Переход возможен только на соседние режимы. Под соседними понимаются 
режимы, номера которых имеют разницу ±1. 
Состояние сети в момент времени t будем характеризовать вектором ( ))(),...,(),()( 21 txtxtxtx N= , где ( ) ( ))(),(),...,(),()(),()( 21 tjtxtxtxtjtxtx llMlllll ==  описывает состоя-
ние l-го узла в момент времени t. Здесь )(txlu  – число заявок u-го типа в l-м узле в момент времени 
t, )(tjl – режим, в котором работает l-й узел в момент времени t. Тогда )(tx  обладает не более чем 
счетным фазовым пространством состояний NXXXX ×××= ...21 , где 
( ){ }lllullMlllll rjMuNlxjxxxjxX ,0,,1,,1,...;2,1,0,,,...,,),( 21 ====== , в случае открытой сети и 
конечным фазовым пространством состояний )...:...( 2121 ∞<=+++×××∈= NxxxXXXxY NN  
в случае замкнутой сети. Здесь lux  – число заявок типа u в l-м узле, ∑
=
=
M
u
lul xx
1
 – общее число зая-
вок в l-м узле.  
Обозначим через )0,0(  такое состояние l-го узла, когда в нем отсутствуют заявки и узел 
функционирует в режиме работы 0. 
Количество работы по обслуживанию поступившей в l-й узел заявки u-го типа является 
случайной величиной с произвольной функцией распределения )~(uBlu  и математическим ожи-
данием ∞<τlu .  
Пусть в момент времени t состояние l-го узла есть вектор ).,( ll jx  Тогда работа по обслу-
живанию заявки типа u выполняется со скоростью 
l
lu
llululllulu x
x
jxjxx ),(),,( α=α , если в узле 
находится всего lx  заявок, lux  заявок типа u и узел работает в режиме lj  
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),0,,1,,1( ll rjMuNl === . При этом полагается, что 0),,( >α lllulu jxx , если 0≠lux ; 
0),,( =α lllulu jxx , если 0=lux  или 0=lx . 
Пусть ),( lll jxv  – скорость выполнения работы по переходу l-го узла из режима lj  в ре-
жим 1+lj  ( 1,0 −= ll rj ); ),( lll jxϕ  – скорость выполнения работы по переходу l-го узла из ре-
жима lj  в режим 1−lj  ( ll rj ,1= ). Полагается, что 0),( =lll rxv , .0)0,( =ϕ ll x  
Количество работы, необходимое для перехода прибора l-го узла из основного (нулевого) 
режима в режим 1, является случайной величиной с произвольной функцией распределения 
)~,0( ulΦ  и математическим ожиданием ∞<η )0(l . При этом если в момент времени t состояние 
узла есть вектор )0,( lx , то работа по осуществлению указанного перехода выполняется со ско-
ростью )0,( ll xv .  
Для состояния ),( ll jx , у которого 11 −≤≤ ll rj , количество работы, необходимое для из-
менения режима (на 1−lj  или 1+lj ), также является случайной величиной с произвольной 
функцией распределения )~,( ujllΦ  и математическим ожиданием ∞<η )( ll j . Если в момент 
времени t состояние узла есть ),( ll jx , то работа по изменению режима выполняется со скоро-
стью ),(),( llllll jxjxv ϕ+ , при этом с вероятностью ),(),(
),(
llllll
lll
jxjxv
jxv
ϕ+  прибор l-го узла пе-
реходит в режим 1+lj , а с вероятностью ),(),(
),(
llllll
lll
jxjxv
jx
ϕ+
ϕ
 – в режим 1−lj .  
Аналогично количество работы, необходимое для перехода прибора l-го узла из режима 
lr  в 1−lr , имеет произвольную функцию распределения )~,( urllΦ  и математическое ожидание 
∞<η )( ll r . При этом если в момент времени t состояние узла – ),( ll rx , то работа по осуществ-
лению указанного перехода выполняется со скоростью ),( lll rxϕ .  
Полагаем, что матрица маршрутизации )( ),)(,( vkulp , Mvu ,1, = , неприводима (в случае от-
крытой сети Nkl ,0, = , 0),0)(,0( =vup , а в случае замкнутой сети Nkl ,1, = ).  
Тогда система уравнений трафика в случае открытой сети принимает вид 
0( , ) ( , )( , )
1 1
, 1, , 1, ,
N M
lu l u kv k v l u
k v
p p l N u M
= =
ε = λ + ε = =∑∑                                      (1) 
где luε  – средняя интенсивность поступления в l-й узел заявок типа u. 
Данная система уравнений трафика имеет единственное положительное решение 
( , 1, , 1, )lu l N u Mε = = , что можно доказать, перенумеровав соответствующим образом элемен-
ты матрицы вероятностей переходов. В результате получим систему уравнений трафика сети 
Джексона, для которой доказано существование единственного положительного решения [9]. 
Аналогично в случае замкнутой сети система уравнений трафика 
( , )( , )
1 1
, 1, , 1, ,
N M
lu kv k v l u
k v
p l N u M
= =
ε = ε = =∑∑                                              (2) 
имеет единственное с точностью до постоянного множителя положительное решение 
( , 1, , 1, )lu l N u Mε = = .  
При данном описании очередь в традиционном ее понимании отсутствует. Однако заяв-
ки, поступающие в узел и уже находящиеся там на обслуживании, можно пронумеровать в за-
висимости от количества выполненной работы по их обслуживанию. Таким образом, состояние 
l-го узла в момент времени t может быть уточнено вектором ( )( ) ( ), ( )l l lx t x t j t= =  
( )1 2( ), ( ),..., ( ), ( )l l lM lx t x t x t j t= 1 211 12 1 21 22 2 1 2( ( ), ( ),..., ( ); ( ), ( ),..., ( );...; ( ), ( ),...,l ll l l x l l l x lM lMx t x t x t x t x t x t x t x t=  
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( ); ( ))
lMlMx l
x t j t , где )(1 txlu  – заявка типа u, поступившая в l-й узел первой среди находящихся 
там в момент времени t заявок типа u; )(tx
lulux
 – заявка типа u, поступившая в l-й узел послед-
ней среди находящихся там в момент времени t заявок типа u, Mu ,1= . 
Пусть ( )lun tψ  – количество работы, которое осталось выполнить с момента t для завершения 
обслуживания заявки типа u, стоящей на позиции n в l-м узле, 
111 12 1
( ) ( ( ), ( ),..., ( );
ll l l l xt t t tψ = ψ ψ ψ  
221 22 2 1 2( ), ( ),..., ( );...; ( ), ( ),..., ( )),l lMl l l x lM lM lMxt t t t t tψ ψ ψ ψ ψ ψ  Nl ,1= . 
Пусть )(t
llj
ξ  – количество работы, которое осталось выполнить с момента t для перехода 
прибора l-го узла из режима lj  в соседний режим, ))(),...,(),(()( )(,)(,2)(,1 21 tttt tjNtjtj Nξξξ=ξ .  
Таким образом, 
( ) ( , ) ;lun lulu lu l
l
t xx j
t x
∂ψ = −α∂  
( )( ) ( 0)( ) ( , ) ( , ) ,l l l llj l l l j r l l l jt v x j I x j It ≠ ≠∂ξ = − + φ∂  
когда состояние l-го узла есть ),( ll jx . Здесь IA – индикатор события А, равный 1, если событие 
А происходит, и равный 0, если событие А не происходит. 
В общем случае процесс )(tx  не является марковским, поэтому рассмотрим кусочно-
линейный марковский процесс ( ))(),(),()( tttxt ξψ=ζ , полученный путем добавления к )(tx  не-
прерывных компонент ))(...,),(),(()( 21 tttt Nψψψ=ψ  и )(tξ . 
Под { })(xPP =  будем понимать стационарное распределение вероятностей состояний 
процесса )(tx . 
Введем в рассмотрение стационарные функции распределения вероятностей состояний 
кусочно-линейного процесса )(tζ : 
;,...,,;...;,...,,;,...,,,(),,(
11211 121111212212111112111 MMxMMxx
yyyyyyyyyxFzyxF =  
;...;,...,,;...;,...,,;,...,,
22221 222122222222121212211 MMxMMxx
yyyyyyyyy  
=),...,;,...,,;...;,...,,;,...,, ,,1212222111211 121 NNMNN jNjNMxNMNMxNNNxNNN zzyyyyyyyyy  { ;...;)(...,,)(,)(;)(lim
11 1112121111 ll xlxlllllt
ytytytxtxP <ψ<ψ<ψ== ∞→  
;,1,)(,...,)(,)( 2211 Nlytytyt lMlM lMxlMxlMlMlMlM =<ψ<ψ<ψ  
}1 11, ( ) 1, , ( ) ,( ) ,..., ( ) .N Nj t j N j t N jt z t zξ < ξ <  
Обозначим )0()( ),(),(),( ≠≠ ϕ+=ϑ lll jlllrjllllll IjxIjxvjx . 
2. Основной результат для открытой сети 
В работе [10] был рассмотрен случай, когда длительности обслуживания заявок имеют экс-
поненциальное распределение, т. е. для l-го узла { }ujxxuB lllululu ~),,(exp1)~( μ−−=  )0~( >u , где 
),,( lllulu jxxμ  – интенсивность обслуживания заявок типа u в l-м узле. Тогда )(tx  – марковский 
процесс с непрерывным временем. Установлено, что при выполнении условий 
=−ϕμ−ν ),,...,1,...,(),()1,,...,,( 121 llMlullllulullMlll jxxxjxjxxx  
),,,...,,()1,()1,,...,1,...,( 211 llMlllllulullMlull jxxxjxjxxx ϕ−μ−−ν=  
0, 1, , 1, , 1, ;lu l lx u M l N j r≠ = = =  
(3)
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марковский процесс )(tx  эргодичен, а его стационарное распределение имеет мультипликатив-
ную форму 
),(...)()()( 2211 NN xpxpxpxP ××=  
где ),0,0(
),0(
)1,0(
),(
1
!
!),(
1 11
l
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μ
ε=  luε  находятся из (1), а 
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Для описанных выше открытых сетей в случае, когда количество работы по обслужива-
нию поступившей в узел заявки имеет произвольную функцию распределения )~(uBlu , а коли-
чество работы по переключению режима работы прибора в узле – произвольную функцию рас-
пределения )~,( uklΦ , справедлива следующая теорема. 
Теорема 1. Если выполнены условия 
=−ϕα−ν ),,...,1,...,(),()1,,...,,( 121 llMlullllulullMlll jxxxjxjxxx  
),,,...,,()1,()1,,...,1,...,( 211 llMlllllulullMlull jxxxjxjxxx ϕ−α−−ν=  
0, 1, , 1, , 1, ;lu l lx u M l N j r≠ = = =  
(5)
( )( ) ,,0 1,0),(!!)( 1 1 11 ∞<ϕ
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∈ = = ==Xx
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l
llulu
k
k
jwx
xxq                             (6) 
где ( )MuNllu ,1,,1, ==ε  – решение системы уравнений трафика (1); 
∑ ∑
= =
−− ⎟⎟⎠
⎞
⎜⎜⎝
⎛
τ
α+ϕη+νη+λ=
N
l
M
u l
lu
lu
llulu
llllllllll x
xjxjxjjxjxq
1 1
11 ),(),()(),()()(  – интенсивность выхода из 
состояния х, то процесс )(tζ  эргодичен, при этом стационарные функции распределения 
вероятностей состояний ),,( zyxF  определяются по формулам  
×××= )(...)()(),,( 2211 NN xpxpxpzyxF  
( ) ( ),1 1
1 1 1 10 0
1 ( ) ( ) 1 ( , ) ,
l jluw llu
zyxN M N
lu lu l l l l
l u w l
B u du j j u du x X− −
= = = =
× τ − η −Φ ∈∏∏∏ ∏∫ ∫    , (7)
где 
( ) ( )( ) ( )1 1 1
0, 1( ), ! 0,0
(0) ! ( , ) 0,
lu lu lx x jM ll l lu lu
l l l l l
u w kl lu lu l l
kjp x j x p
x w j k= = =
ν −η ε τ= η α φ∏ ∏ ∏ ;                        (8) 
( ) ( )( )
1
1 1 1
0, 1
0,0 (0) ! ( )
! ( , ) 0,
lu lu l
l l
x x jM
llu lu
l l l l l
x X u w klu lu l l
k
p x j
x w j k
−
∈ = = =
⎡ ⎤ν −ε τ⎢ ⎥= η η α φ⎢ ⎥⎣ ⎦
∑ ∏ ∏ ∏ , 
, 1,x X l N∈ = . 
(9)
Дока з а т ель с тво. Пусть выполнены условия (3), (4), т. е. в случае, когда )(tx  – марков-
ский процесс, существует стационарное эргодическое распределение )(tx . Тогда, по-видимому, и в 
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общем случае при выполнении условий (5), (6) существует стационарное эргодическое распределе-
ние процесса )(tζ , так как )(tζ  получается из )(tx  добавлением непрерывных компонент, а 
),,(),,( 11 lllulululllulu jxxjxx
−− ατ=μ . Строгое доказательство этого факта может быть проведено, ес-
ли учесть, что процесс )(tζ  является регенерирующим. Функционирование сети схематично мож-
но представить как чередование периодов, когда сеть находится в состоянии 0 (в каждом узле сети 
нет заявок и прибор работает в нулевом режиме), и периодов занятости сети (в противном случае). 
Далее доказательство сводится к применению предельной теоремы Смита для регенерирующих 
процессов [11, с. 41], при этом учитывается, что среднее время обслуживания заявки равно средне-
му времени обслуживания заявки в марковском случае, а среднее время переключения режима 
прибора равно среднему времени переключения режима прибора в марковском случае. 
Для упрощения процедуры доказательства введем в рассмотрение некоторые вспомога-
тельные обозначения и операторы: 
( )( )1 1,..., ,..., 1,..., , ,..., ;lu l lu lM l Nx e x x x x j x± = ±  
( ) ( )( )1 1 1,..., ,..., 1,..., , ,..., ,..., 1,..., , ,..., ;lu kv l lu lM l k kv kM k Nx e e x x x x j x x x j x+ − = + −  
( )( )1 1,..., ,..., , 1 ,..., ;l l lM l Nx e x x x j x′± = ±  
( , , ) 1 2( , ) ( , ,..., ),l u n lun NT y z y y y
+ =     
,),,...,,;...;,...,,;,...,,(~ 212222111211 21 lkyyyyyyyyyy kMkk kMxkMkMxkkkxkkkk ≠=  
),,...,;...;,...,,,,...,;...;,...,;,...,(~ 11,,1221111 21 lMlull lMxlMluxlunlunnulluxllxlll yyyytyyyyyyy −=  
1, 1;lun x= +  
),~,...,~,~()( 21),,( Nnul yyyyT =−  
,),,...,,;...;,...,,;,...,,(~ 212222111211 21 lkyyyyyyyyyy kMkk kMxkMkMxkkkxkkkk ≠=  
),,...,;...;,...,,,...,;...;,...,;,...,(~ 11,,1,,1221111 21 lMlull lMxlMluxnulnulluxllxlll yyyyyyyyyyy +−=  
1, .lun x=  
Для ),,( zyxF  справедлива следующая система дифференциально-разностных уравнений:  
1 1 1 0
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1 , 1 , 10 0
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l l
l l
l j l jl l
N
l l
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∑  
.Xx∈  
(10)
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В полученных уравнениях предполагается, что если аргумент функции ),,( zyxF  не при-
надлежит фазовому пространству, т. е. Xx∉ , то 0),,( =zyxF . 
Разобьем эту систему уравнений на уравнения локального баланса следующим образом: 
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1, , .l N x X= ∈  
(13)
Функции распределения вероятностей ),,( zyxF , определенные формулами (7)–(9), явля-
ются решением уравнений (11)–(13) и, значит, уравнений (10).  
Действительно, подставим (7) в (11) и разделим обе части полученного соотношения на 
),,( zyxF . Результатом будет являться следствие уравнения трафика ∑∑
= =
ε=λ
N
l
M
u
ullu p
1 1
0),( .  
Подставим (7) в (12), приведем подобные слагаемые и разделим обе части полученного со-
отношения на )),(,()( ),,( zyTexFyB nullulunlu
−− . Результатом будет являться уравнение трафика (1).  
Наконец, подставим (7) в (13). Учитывая (5), получим тождество.  
Теорема 1 доказана. 
Следствие 1. Если выполняются соотношения (5), (6), то процесс )(tx  эргодичен, а его 
стационарное распределение { }XxxPP ∈= ),(  не зависит от вида функций распределения 
)~(uBl , )~,( uklΦ  и имеет вид  
),(...)()()( 2211 NN xpxpxpxP ××=  
где )( ll xp  определяются по формулам (8), (9).  
3. Основной результат для замкнутой сети 
Для замкнутой сети справедлива следующая теорема. 
Теорема 2. Процесс )(tζ  эргодичен. Если выполняются соотношения  
=−ϕα−ν ),,...,1,...,(),()1,,...,,( 121 llMlullllulullMlll jxxxjxjxxx  
1 1 2( ,..., 1,..., , 1) ( , 1) ( , ,..., , )l l lu lM l lu lu l l l l lM lx x x j x j x x x j= ν − − α − φ , 
1
0, 1, , 1, , 1, ,
N
lu l l l
l
x u M l N j r x N
=
≠ = = = =∑ , (14)
ИНВАРИАНТНОСТЬ СТАЦИОНАРНОГО РАСПРЕДЕЛЕНИЯ СОСТОЯНИЙ           105 
 
то стационарные функции распределения вероятностей состояний ),,( zyxF  определяются 
по формулам  
×××= )(...)()(),,(),,( 2211 NN xpxpxpNMNCzyxF  
( ) ( ),1 1
1 1 1 10 0
1 ( ) ( ) 1 ( , ) ,
l jluw llu
zyxN M N
lu lu l l l l
l u w l
B u du j j u du x Y− −
= = = =
× τ − η −Φ ∈∏∏∏ ∏∫ ∫    , 
где 
( ) ( )( )1 1 1
0, 1
, ( ) !
! ( , ) 0,
lu lu lx x jM llu lu
l l l l l l
u w klu lu l l
k
p x j j x
x w j k= = =
ν −ε τ= η α φ∏ ∏ ∏ ,                            (15) 
luε  находятся из (2) и 
( )
( )
1 2
1 2 1 2
1 2
1
, ,..., 0, 0 0 0 1 1 1 1
...
0, 1
( , , ) ... ( ) !
! ( , ) 0,
lu lu lN
N N
N
x x jrr r N M
llu lu
l l l
x x x j j j l u w klu lu l l
x x x N
k
C N M N j x
x w j k
−
≥ = = = = = = =
+ + + =
ν −ε τ= η α φ∑ ∑ ∑ ∑∏ ∏ ∏ ∏ ,  (16) 
1, ,l N x Y= ∈ . 
Доказательство теоремы 2 аналогично доказательству теоремы 1. 
Из теоремы 2 вытекает следующее утверждение. 
Следствие 2. Процесс )(tx  эргодичен. Если выполняются соотношения (14), то его ста-
ционарное распределение { }YxxPP ∈= ),(  не зависит от функционального вида распределений 
)~(uBl , )~,( uklΦ  и имеет вид  
1 1 2 2( ) ( , , ) ( ) ( ) ... ( )N NP x C N M N p x p x p x= × × , 
где )( ll xp  определяются по формулам (15), а ),,( NMNC – по формуле (16).  
Заключение 
Исследованы открытые и замкнутые сети массового обслуживания, в которых циркули-
руют заявки нескольких типов. В случае открытой сети входной поток заявок – простейший. 
В каждом из узлов находится единственный прибор, который может работать в нескольких ре-
жимах. Дисциплина обслуживания заявок прибором – «дискриминаторное разделение процес-
сора» (DPS). Количество работы по обслуживанию заявки и количество работы по переключе-
нию режима прибора в узле являются случайными величинами с произвольными функциями 
распределения.  
Установлены условия нечувствительности стационарного распределения вероятностей со-
стояний указанных сетей к виду законов распределения величин работ, требующихся на обслужи-
вание заявок и переключение режимов приборов в узлах, если фиксированы первые моменты этих 
законов. Также определено, что стационарное распределение сети имеет форму произведения, где 
каждый множитель есть стационарное распределение изолированного узла, помещенного в фик-
тивную окружающую среду с пуассоновским входящим потоком. Этот результат был получен с 
помощью метода расширения фазового пространства, когда процесс, описывающий поведение сети 
(вообще говоря, немарковский), дополняют непрерывными компонентами. 
Автор выражает благодарность своему научному руководителю, профессору Ю.В. Малин-
ковскому, за полезные обсуждения и помощь в анализе полученных результатов. 
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A.R. Eryomina 
INVARIANCE OF STATIONARY STATE DISTRIBUTION  
OF HETEROGENEOUS QUEUING NETWORKS  
WITH MULTIMODE STRATEGIES AND DPS DISPATCHING RULE 
Open and closed queueing networks with multimode strategies, polytypic demands and Discri-
minatory Processor-Sharing dispatching rule are considered. It is established that the stationary distri-
bution is invariant with regard to functional form of distribution of work quantities, which are required 
for servicing and switching, provided that the expectation values are fixed. 
