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Abstract. We study the van Hove limit for master equations on a Banach
space, and propose a contraction semigroup as limit dynamics. The gen-
erator has a Lindblad form if specialized to C∗-algebras, is always well
deﬁned irrespectively of the subsystem spectrum, includes ﬁrst-order con-
tributions, and returns Davies averaged generator, when the latter is
deﬁned. The theory is applied to the case of a free particle in contact
with a heat bath.
1. Introduction
The Van Hove limit [1], also referred to as weak-coupling limit, amounts to
study the time evolution of a perturbed hamiltonian system on the λ2t time
scale, as the coupling constant λ goes to zero. It has long been rigorously
known [2,3] that the time evolution of a ﬁnite (or discrete) quantum system,
interacting with an external steady environment, becomes markovian in such
circumstances, as described by the celebrated Fermi Golden Rule [4,5].
However, nowadays technologies often require decay times and steady-
state analysis [6] for inﬁnitely extended open quantum systems [7], i.e. with
continuous, and even mixed spectrum. Although phenomenological markovian
laws for such systems have been studied (see e.g. [8–10]), a general recipe
to construct a proper markovian generator in the van Hove limit, given the
hamiltonian perturbation, is lacking.
This appears to be because the limit dynamics that has been found [3]
fails to provide a positive [11] (or even contractive [12]) evolution in general;
moreover, the time averaging procedure [2], successfully employed to remedy
for this in the discrete case, is not well deﬁned anymore in the continuum.
As a consequence, the resulting markovian law cannot be adopted as a consis-
tent physical model per se, and large time behavior and steadiness cannot be
addressed.
Here, we propose a semigroup that (i) is contractive, (ii) is always well
deﬁned irrespectively of the subsystem spectrum, (iii) includes ﬁrst-order
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dynamics, (iv) approaches the exact projected evolution in the van Hove limit,
and upon specializing to operator algebras, (v) is (completely) positive. Also,
(vi) Davies averaged generator is recovered (in a slightly generalized form
including possible ﬁrst-order dynamics) in case of discrete spectrum.
Formalizing some ideas of a previous work of ours [13], as well as intro-
ducing new ones, on rigorous grounds, the proposed Quantum Fokker–Planck
Equation in (16) is constructed through a “dynamical time averaging” that a
posteriori mimics the procedure employed in [2], but differs from the latter, in
that it scales with the coupling constant.
Finally, we apply the theory to the case of free particle in contact with
a heat bath through energy–energy couplings, and ﬁnd sufﬁcient conditions,
different with respect to the discrete case, to prove that thermal distribution
of diagonal observables (i.e. aﬃliated to the hamiltonian of the small system)
is stationary. The analysis is far from being exhaustive and indicates that a
plethora of new possibilities opens up.
2. General Framework
We brieﬂy report from [3] the general framework we will be involved with. We
suppose that P0 is a linear projection on a Banach space B (that represents
some global system), put P1 = 1−P0 and Bi = PiB, so that B = B0 ⊕B1, and
we take B0 to be the subsystem of interest. We suppose that Z is the (densely
deﬁned) generator of a strongly continuous one-parameter group of isometries
Ut on B with UtP0 = P0Ut for all t ∈ R, or equivalently [Z,P0] = 0, and put
Zi = PiZ. We suppose that A is a bounded perturbation of Z and put Aij =
PiAPj . We let Uλt be the one-parameter group generated by (Z+λA00+λA11)
so that Uλt P0 = P0U
λ
t for all t ∈ R, and let V λt be the one-parameter group
generated by Z + λA. Then putting Xλt = P0U
λ
t , and deﬁning the projected
evolution as Wλt = P0V
λ
t P0, one obtains the all important closed and exact
integral master equation:
Wλt = X
λ
t + λ
2
t∫
0
ds
s∫
0
du Xλt−sA01U
λ
s−uA10W
λ
u , (1)
named after Nakajima, Prigogine, Resibois, and Zwanzig [14,15].
Now assume that Xλt is a one-parameter group of isometries (see Lemma
1.1 in [3]). Then, changing variables in the integral in (1) to x = s−u, σ = λ2u
and introducing the time rescaled (and A00-renormalized) interaction picture
evolution Wλ,iτ = X
λ
−λ−2τW
λ
λ−2τ , one is led to
Wλ,iτ = 1 +
τ∫
0
dσ Xλ−λ−2σK(λ, τ − σ)Xλλ−2σWλ,iσ , (2)
where the slowly varying kernel K(λ, τ) converges in the weak-coupling limit
λ → 0 (under suitable hypotheses) to the celebrated Davies’ generator
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KD =
∞∫
0
U−xA01UxA10 dx. (3)
3. A Family of New Generators
In our ﬁrst theorem, we shall ﬁnd a new class of generators for the semigroup
approximation in the van Hove limit. To this purpose, note that KD has been
deﬁned thanks to the change of variable(
σ
x
)
=
(
0 λ2
1 −1
)(
s
u
)
. (4)
Here, instead we would like to allow for the most general linear change of var-
iable that keeps a λ2 jacobian, proper of a second-order approximation, while
ﬁxing the relative variable to be s − u = x. Accordingly, we take(
σ
x
)
=
((
1
2 − α
)
λ2
(
1
2 + α
)
λ2
1 −1
)(
s
u
)
+
(
λ2q
0
)
, (5)
for some real α and q. Some straightforward algebra shows that the integration
domain s = 0 . . . λ−2τ , u = 0 . . . s in (1) becomes the domain D(λ, τ, α, q) in
the (σ, x) plane given by the triangle of vertices
D(λ, τ, α, q) = 
{
(λ2q, 0), (τ + λ2q, 0),
((
1
2
− α
)
τ + λ2q, λ−2τ
)}
(6)
in Fig. 1. Accordingly, (1), written for Wλ,iτ = X−λ−2τW
λ
λ−2τ , becomes
Wλ,iτ = 1 +
∫∫
D(λ,τ,α,q)
dσdx Xλ−λ−2σ+q−(α+ 12 )x
A01U
λ
x A10X
λ
λ−2σ−q+(α− 12 )x
×Wλ,iσ−λ2(q+(1/2−α)x). (7)
We now consider the following facts, which will be made precise in Theorem 3.4:
• D(λ, τ, α, q) → [0, τ ]× [0,∞) as λ → 0, for any real α and q. This justiﬁes
the approximation
∫∫
D(λ,τ,α,q)
dσ dx ≈
τ∫
0
dσ
∞∫
0
dx e−
(x/2)2
2T (λ)2 λ ≈ 0,
for some real positive function T of the coupling constant, provided
limλ→0 T (λ) = +∞. The choice of the gaussian is dictated by later pur-
poses.
• In the weak-coupling limit λ → 0 one could approximate
Wλ,iσ−λ2(q+(1/2−α)x) ≈ Wλ,iσ (8)
in the integral kernel of (7), provided that T (λ) does not grow too fast.
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Figure 1. Integration domains D(λ, τ, α, q) and D(λ, τ, α, q)
deﬁned in (6) and (33), respectively (we have put q > 0,
α < −1/2 for clarity). The arrow indicates the asymptotic
behavior of the two domains as λ → 0
Then (7) becomes
Wλ,iτ ≈ 1 +
τ∫
0
dσ Xλ−λ−2σK(α,q,T (λ))X
λ
λ−2σW
λ,i
σ
or, which is the same, Wλt ≈ W
λ
t , where we give the following.
Definition 3.1. Let α, q ∈ R, and T : I˙ → R+ a real positive continuous func-
tion on I˙ = [−1, 1]\{0} ⊂ R. For λ ∈ I˙ deﬁne the linear operator K(α,q,T (λ))
on B0 as
K(α,q,T (λ)) =
∞∫
0
dx e−
(x/2)2
2T (λ)2 U−(α+ 12 )x+qA01UxA10U(α− 12 )x−q.
Denote also with
W
λ
t = exp{(Z0 + λA00 + λ2K(α,q,T (λ)))t} (9)
the associated semigroup on B0.
This is indeed the case, under the same kind of assumptions made in [3],
namely
Assumption 3.2. There exists some 0 < c < ∞ such that for every τ > 0
λ−2τ∫
0
‖A01Uλx A10‖dx ≤ c
is bounded uniformly on |λ| ≤ 1.
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Assumption 3.3. For every 0 < τ < ∞
lim
λ→0
λ−2τ∫
0
‖A01(Uλx − Ux)A10‖dx = 0.
Sufﬁcient conditions for these assumptions to hold are given in Sect. 4.3.
We denote here and in the sequel with I˙ the dotted interval [−1, 1]\{0} ⊂ R,
and we state our ﬁrst result:
Theorem 3.4. Suppose that Xλt is a one-parameter group of isometries. Let
T : I˙ → R+ a real positive continuous function, assume
T (λ) ∼ |λ|−ξT˜ , λ → 0
for some T˜ > 0 and 0 < ξ < 2 (strictly), and suppose that Assumptions 3.2
and 3.3 hold.
Then for every τ > 0
lim
λ→0
{
sup
0≤t≤λ−2τ
‖Wλt − W
λ
t ‖
}
= 0.
We defer the proof to Sect. 8, by just commenting that the same philos-
ophy of the proof in [3] is followed, the main difference being the delicate step
sketched in (8), which requires a telescopic expansion and is controlled by our
bound on T (λ). At this point a few comments are of order:
• The dynamical time T (λ) (named “dynamical” as it scales with the cou-
pling constant) proves to be an essential, new and natural ingredient of
the theory, whose necessity becomes evident as soon as one departs from
Davies choices α = 1/2, q = 0. With respect to this, the theorem general-
izes [3].
• For each choice of α, q, T and nonzero λ, the corresponding generator Z0 +
λA00 + K(α,q,T (λ)) is always well deﬁned, irrespective of the spectrum of
Z0, and self-interactions A00 are taken into account.
However, the analysis in [12] shows that Davies generator KD = K(1/2,0,+∞)
need not be dissipative, and it is not evident a priori that any of the K(α,q,T (λ))
we have found could prove to be dissipative. However, this new class of gener-
ators is sufﬁciently ample to allow for a new type of averaging procedure, close
to the idea of temporal averaging introduced in [2], which solves the problem.
4. Dynamical Time Average
The idea is to average among {K(α,q,T (λ))}q∈R in the α-ﬁbration, using a
gaussian probability distribution, whose standard deviation is provided by the
natural time scale T (λ). The latter goes to inﬁnity in the van Hove limit, but
furnishes a well-deﬁned bounded generator for all nonzero λs, irrespective of
spectral conditions on Z0.
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We start from the simplest case α = 0, but we will see later on that the
same averaging procedure can be applied for any real α, always leading to the
same, α-independent, averaged generator. We give the following.
Definition 4.1. For any real positive T > 0 put
KT :=
1√
2πT
∞∫
−∞
dq e−
q2
2T2 K(0,q,T ) =
1√
2πT
∞∫
−∞
dq e−
q2
2T2 U−qK(0,0,T )Uq
Then, we can prove a markovian approximation theorem for KT (λ) under
the same conditions of Theorem 3.4, and this constitutes our ﬁrst main result:
Theorem 4.2. Suppose that Xλt is a one-parameter group of isometries. Let
T : I˙ → R+ be a real positive continuous function such that
T (λ) ∼ |λ|−ξT˜ , λ ∼ 0
for some T˜ > 0 and 0 < ξ < 2 (strictly), and denote with
W˜λt = exp{(Z0 + λA00 + λ2KT (λ))t} (10)
the associated semigroup on B0. Make also Assumptions 3.2 and 3.3.
Then for every τ > 0
lim
λ→0
{
sup
0≤t≤λ−2τ
‖Wλt − W˜λt ‖
}
= 0.
Again we defer the proof to Sect. 8, while just mentioning that the most
delicate point is perhaps the control of uniform bounds on the q variable in the
telescopic expansion. It turns out however that integration over q does not pose
any problem, as the integration domain scales with T (λ) (hence with ξ), while
the various Volterra integral operators involved in the proof of Theorem 3.4
approach each other either uniformly in q or with velocity 2 > ξ. It is worth
here to emphasize once again that no speciﬁc spectral conditions on Z0 are
assumed and self-interactions A00 are taken into account.
4.1. Case of Discrete Spectrum
We make contact with the definition of the time average proposed in [2].
Proposition 4.3. Let B0 be finite dimensional, and A00 = 0. Then for b ∈ B0
and every τ > 0
lim
λ→0
{
sup
0≤t≤λ−2τ
‖e(Z0+λ2KT (λ))tb − e(Z0+λ2KD)tb‖
}
= 0
Proof. Following Theorem 1.4 in [3], it is sufﬁcient to show that
limλ→0 ‖KT (λ) − KD‖ = 0. To this end, let
Z0 =
∑
α
iωαΠα
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be the spectral decomposition of Z0, with all ωαs distinct and real, and asso-
ciated projectors Πα. Noting that K(0,q,T ) = U−qK(0,0,T )Uq, we compute
lim
T→+∞
KT = lim
T→+∞
1√
2πT
∞∫
−∞
dq e−
q2
2T2
∑
αβ
ei(ωα−ωβ)qΠαK(0,0,+∞)Πβ
=
∑
α
ΠαKDΠα
= lim
T→+∞
1
2T
T∫
−T
dq U−qKDUq
which clearly shows that the time average in [2] coincides with our dynamical
one, in the weak-coupling limit λ → 0, i.e., recalling that limλ→0 T (λ) = +∞,
KD = lim
λ→0
KT (λ)
and the averaging map 	 is well deﬁned because B0 is ﬁnite dimensional. 
The statement of the proposition is unchanged by only assuming that Z0
has discrete spectrum. More importantly, KD can be recovered as a partic-
ular (limit) case of our KT (λ). Indeed, by choosing T (λ) = |λ|−ξτ , for some
0 < ξ < 2 and τ > 0, one has
lim
τ→+∞
KT (λ) = K

D.
where the limit exists for discrete Z0 spectrum due to the computation in the
proof above.
4.2. Structure of KT for Nonzero α
We denote A(t) = U−tAUt, and introduce1
δT (t) =
1√
2πT
e−
t2
2T2 .
Then according to the change of variable t1 = q+x/2, t2 = q−x/2, and because
of the properties of the gaussian, KT can be factorized in the following form:
KT =
∞∫
−∞
dt1
√
δT (t1) A01(t1)
t1∫
−∞
dt2
√
δT (t2) A10(t2). (11)
We wish to show here that there is nothing peculiar in the choice α = 0 that
leads to the above factorized structure for KT , apart from simplicity in the def-
initions and in the proofs involved. In fact, one could equally well proceed along
the following lines: in (1), change variable according to (5) as in Theorem 3.4.
Proceed as in the proof of Theorem 3.4, but use exp{−(t1(x, q)2+t2(x, q)2−
1 This notation for the gaussian is motivated by the fact that the Fourier transform
√
δω of√
δT , with ω = 1/(2T ), deﬁnes a nascent delta function δω in the van Hove limit λ → 0.
1310 D. Taj Ann. Henri Poincare´
2q2)/(4T (λ)2)} instead of exp{−(x/2)2/(2T (λ)2)} as gaussian smoothing for the
kernel in (52), where {
t1(x, q) = q + (α + 1/2)x
t2(x, q) = q + (α − 1/2)x .
Then, one can proceed as in the proof Theorem 3.4 to show that (under the
same hypotheses) the semigroup Ŵλt = exp{(Z0 + λA00 + λ2K̂(α,q,T (λ)))t}
satisﬁes the same markovian approximation theorem with
K̂(α,q,T (λ)) =
∞∫
0
dx e−
t1(x,q)
2+t2(x,q)
2−2q2
4T (λ)2 A01(t1(x, q))A10(t2(x, q)).
Averaging over q with a normalized gaussian distribution of standard deviation
T (λ), as in Theorem 4.2, gives exactly the same result as in (11).
4.3. A Sufficient Condition for the Assumptions
We provide a sufﬁcient condition for the validity of the hypotheses in
Theorems 3.4 and 4.2, which is a slight adaptation of Theorem 1.3 in [3], and is
supported by perturbation arguments. First, for n ∈ N deﬁne the coefﬁcients
an(t) =
t∫
0
dt0 · · ·
tn−1∫
0
dtn‖A01Ut0−t1A11Ut1−t2A11 . . . A11UtnA10‖,
which come from the expansion of Uλt in powers of λ.
Theorem 4.4. Suppose that
∞∫
0
‖A01Ut0A10‖dt0 < ∞. (12)
Suppose that
an(t) ≤ cn|t|n/2
for all t ∈ R and n ≥ 1, where the series ∑∞n=1 cnzn has infinite radius of
convergence. Suppose also that for some  > 0, dn, and all t ≥ 0
an(t) ≤ dn|t|n/2−

Then, Assumptions 3.2 and 3.3 are satisfied.
Proof. By expanding Uλx in a λ power series, one obtains
λ−2τ∫
0
‖A01Uλx A10‖dx ≤
∞∑
n=0
λnan(λ−2τ) ≤ a0(λ−2τ) +
∞∑
n=1
cn|τ |n/2
which converges for any τ due to hypothesis (12). Similarly,
λ−2τ∫
0
‖A01(Uλx − Ux)A10‖dx ≤
∞∑
n=1
λnan(λ−2τ)
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For |λ| < 1, the series is dominated by the convergent ∑∞n=1 cn|τ |n/2, and each
term of the series is dominated by dn|λ|2
|τ |n/2−
, which goes to zero when
λ → 0, completing the proof. 
5. A Contraction Semigroup
As a further useful manipulation of KT , we name ΦT (t) =
√
δT (t)A(t) for
short and ΦTij(t) = PiΦ
T (t)Pj . Then by usual algebraic manipulations KT can
be cast in the form
KT = π
+∞∫
−∞
dt1√
2π
Φ01(t1)
+∞∫
−∞
dt2√
2π
Φ10(t2)
+π
+∞∫
−∞
dt1√
2π
t1∫
−∞
dt2√
2π
(Φ01(t1)Φ10(t2) − Φ01(t2)Φ10(t1))
Now we put Φ˜T = ΦT − ΦT00,
LT =
+∞∫
−∞
dt√
2π
Φ˜T (t),
and deﬁne the operator K˜T on B as
K˜T = π L2T + π
+∞∫
−∞
dt1√
2π
t1∫
−∞
dt2√
2π
[Φ˜T (t1), Φ˜T (t2)]. (13)
It follows that
KT = P0K˜TP0 (14)
Now from expressions (14) and (13) one can already understand why KT gen-
erates contractions:2 KT is the projection of K˜T , so it generates contractions
if the latter does. Now K˜T is made of two parts, the ﬁrst being the square of
a generator of isometries (and thus dissipative), and the second a generator of
isometries (being a superposition of commutators of generators of isometries).
It is remarkable that the explicit and symmetric forms above (13) and
(14) for KT = P0K˜TP0 can be achieved only through factorization of integra-
tion variables for the two time integrals, and this in turn has been possible due
to the choice of the gaussians. If one starts from (13) and goes backward using
other non-gaussian weights, integrals over q and x do not factor, forbidding a
markovian approximation theorem like Theorem 4.2 for KT .
Before stating our main result of this section, we report here without
proof, for completeness, the part of the Hille–Yosida Theorem [16] we will be
using in this section: most operators we are involved with are bounded, as we
are assuming A to be bounded.
2 We recall that a semigroup Tt is a contractive if ‖Tt‖ ≤ 1 for all t ≥ 0.
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Theorem 5.1. Let S be a bounded operator on the Banach space B. Then S is
the infinitesimal generator of a contraction semigroup if an only if there exist
some α > 0 such that for every b ∈ B
‖(1 − αS)b‖ ≥ ‖b‖. (15)
We shall also need the following.
Lemma 5.2. Let A and B be bounded generators of one-parameter groups of
isometries on a Banach space B. Then C = [A,B] generates a one-parameter
group of isometries on B.
Proof. Deﬁne
Ft = exp{At} exp{Bt} exp{−At} exp{−Bt} t ∈ R
Clearly, Ft is an isometry for every t ∈ R. Now for t ∈ R\{0} deﬁne
Cn(t) = n2t−2(Ft/n − 1).
Then Cn(t) generates a one-parameter group of isometries. To show this we
take α ≥ 0, b ∈ B, and prove inequality (15) by computing
‖(1 − α(Ft/n − 1))b‖ = (1 + α)
∥∥∥∥
(
1 − α
1 + α
Ft/n
)
b
∥∥∥∥
≥ (1 + α)
∣∣∣∣‖b‖ − α1 + α‖Ft/nb‖
∣∣∣∣ ≥ ‖b‖,
as ‖Ft/nb‖ = ‖b‖. Since ‖Cn(t)‖ ≤ 2 n2/t2 is bounded for all t > 0, it Cn(t)
generates a one-parameter semigroup of contractions by the Hille–Yosida The-
orem. Now a simple calculation [17] shows that limn→∞ Cn(t) = C uniformly,
due to boundedness of A and B. Then C generates contractions, as for t ≥ 0
it follows that for any n > 0,
‖eCt‖ ≤ ‖eCn(t′)t‖ + ‖eCt − eCn(t′)t‖
≤ 1 + tet(2‖C‖+‖C−Cn(t′)‖)‖C − Cn(t′)‖
(see Chapter 3.1.1 in [18]). Inverting the role of A and B in all of the above
shows that −C also generates contractions, thus proving the Lemma. 
We can now state the main result of this section (second main result):
Theorem 5.3. If ‖P0‖ = 1, then W˜λt is a contraction semigroup on B0, for all
real λ = 0.
Proof. Xλt is a one-parameter group of isometries because of Lemma 1.1 in [3].
Now because of the Trotter product formula [19], one has
P0W˜
λ
t = P0e
(Z0+λA00+λ
2KT (λ))t = lim
n→∞
{
Xλt/n e
λ2KT (λ)t/n
}n
,
so that
‖P0W˜λt ‖ ≤ sup
n
‖P0eλ2KT (λ)t/n‖n,
and the theorem would follow if KT would generate a contraction semigroup on
B0, for all T > 0. To show this is indeed the case, we consider its form given by
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(13) with KT = P0K˜TP0. Now again through the Trotter product formula, the
theorem would follow from the fact that K˜T generates a contraction semigroup
on B. Indeed,
P0eKT t = lim
n→∞ P0{1 + P0K˜TP0t/n + O(n
−2)}n
= lim
n→∞{P0e
K˜T t/nP0}n,
so that, since ‖P0‖ = 1, we obtain
‖P0eKT t‖ ≤ ‖eK˜T t‖
for all t > 0. So we shall prove that K˜T generates a contraction semigroup on
B by showing that each of the two terms in (13) does.
In order to do that, we note that Φ˜T (t) generates isometries for all t, as
for all real α and b ∈ B we have
‖(1 − αΦT (t))b‖ ≥ ‖(1 − α
√
δT (t)A)Utb‖ ≥ ‖b‖
because A generates isometries and U±t are isometries, and from Trotter for-
mula, and ‖P0‖ = 1 (see above), it follows that ΦT00(t) generates isometries as
well for all t.
Then by linearity it follows that LT (bounded by ( 2π )
1
4
√
T‖A‖) gener-
ates isometries, as if ηb is any tangent functional at b ∈ B it follows that
ηb(
∫
dt Φ˜T (t)b) =
∫
dt ηb(Φ˜T (t)b) = 0 since Φ˜T (t) is conservative for every
t (see e.g. Proposition 3.1.14 in [18]).
It then follows that the bounded L2T generates a contraction semigroup,
as
‖(1 − α L2T )b‖ = ‖(1 −
√
α LT )(1 +
√
α LT )b‖ ≥ ‖b‖
for any α > 0 and b ∈ B, by repeated use of the Hille–Yosida theorem.
To treat the remaining term in (13), we have already noted that Φ˜T (t)
generates isometries for all t, so Lemma 5.2 implies that [Φ˜T (t1), Φ˜T (t2)] gen-
erates isometries as well. By linearity of the tangent functionals and the fact
that ∥∥∥∥∥∥
+∞∫
−∞
dt1√
2π
t1∫
−∞
dt2√
2π
[Φ˜T (t1), Φ˜T (t2)]
∥∥∥∥∥∥ ≤
2T√
2π
‖A‖2
is bounded, it follows that the operator in the norm at the left hand side
generates a one-parameter group of isometries. This completes the proof. 
6. Quantum Fokker–Planck Equation
In this section, we will address the problem of positivity of the contraction
semigroup W˜λt , generated by Z0 + λA00 + KT (λ). In order to give meaning to
that, we need some algebraic structure, so we will restrict our attention to the
case B = A is a C∗-algebra with identity [20], and P0 is a (completely positive)
conditional expectation projecting onto the C∗-subalgebra X ↪→ A.
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Definition 6.1. For strictly positive T and self-adjoint H ′ ∈ A deﬁne the self-
adjoint averaged perturbation LT ∈ A as
LT =
∞∫
−∞
dt√
2π
√
δT (t) Ut(H ′)
and put L˜T = P1(LT ) ∈ A. Moreover, deﬁne GT ∈ A through
GT = i2
+∞∫∫
−∞
dt1√
2π
dt2√
2π
sign(t1 − t2)
√
δT (t1)
√
δT (t2) P1(Ut1(H
′))P1(Ut2(H
′))
We can now state our third main result:
Theorem 6.2. Let P0 be a (completely) positive conditional expectation onto
a C∗-subalgebra X ↪→ A. Let Ut = exp{Zt} be a one-parameter group of
automorphisms on A. Assume that [Z,P0] = 0 and that Z0 generates a one-
parameter group of automorphisms on X . Suppose also that A = i[H ′, ·] for
some self-adjoint H ′ ∈ A. Then
(i) Xλt = e
(Z0+λA00)t is a one-parameter group of automorphisms on X .
(ii) The contraction semigroup W˜λt = exp{(Z0 +λA00 +λ2KT (λ))t} on X is
a dynamical semigroup [(completely) positive and identity preserving].
(iii) Its generator on X , that we name “Quantum Fokker–Planck Equation”,
has the Lindblad form
∂tX =Z0(X) + iλ[P0(H ′),X] + 2πλ2 i[P0(GT (λ)),X]
+2πλ2
(
−1
2
{(P0(L˜T (λ)))2,X} + P0(L˜T (λ)XL˜T (λ))
)
(16)
with P0(GT (λ)) ∈ X self-adjoint.
Proof. To prove (i) note that P0(H ′) is self-adjoint, as H ′ is self-adjoint and
P0 is an adjoint map. Then A00|X = i[P0(H ′), ·]|X generates a one-parameter
group of automorphisms on X , and so does Z0 by hypothesis. The validity
of (ii) follows from (iii), by just noting that equation (iii) is in the Lindblad
form [21]. In fact, both X → P0(X) and X → L˜λXL˜λ are completely positive
maps (the latter is completely positive since it has the Kraus form [22]), and
so is their composition. Moreover G, and so P0(G), is evidently self-adjoint.
The remaining requirement ∂t1X = 0 of identity preservation can be easily
checked upon proving (iii).
To show (iii), we consider KT (λ) = P0K˜T (λ)P0 with K˜T (λ) deﬁned in (13).
In order to compute KT (λ), let us also note that for every X,Y ∈ A, and real
t, Ut(XY ) = Ut(X)Ut(Y ) since Ut is an automorphism. Then, it follows that
Aij(t)(X) = U−tAijUt(X) = iPi([U−t(H ′), Pj(X)]).
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We will now separately consider each of the two terms of KT = P0K˜TP0, for
K˜T in (13). Since for a generic X ∈ A we compute
+∞∫
−∞
dt√
2π
Φ˜T (t) (X) = i[LT ,X] − iP0([LT , P0(X)])
= i[P1(LT ),X] + i[P0(LT ), P1(X)]
because P0 is a conditional expectation, so P0(Y LTZ) = Y P0(LT )Z for Y,Z ∈
X . We take some X = P0(X) ∈ X (in which case the second term at the right
hand side in the equation above disappears), and using again the latter prop-
erty we compute
P0L
2
TP0(X) = −P0([P1(LT ), [P1(LT ),X]]) − P0([P0(LT ), P1([P1(LT ),X])])
=−{P0((P1(LT ))2),X} + 2P0(P1(LT )XP1(LT )),
since P0P1 = 0. The second term at the right hand side of (13), applied to
some X ∈ X , and projected, can be treated with in the same way: we denote
H ′t = Ut(H
′), A˜(t) = A(t) − P0A(t)P0 where as before A(t) = U−tAUt, and
for X ∈ X we compute
P0A˜(t1)A˜(t2)(X) = −P0(P1(H ′t1)P1(H ′t2))X − XP0(P1(H ′t2)P1(H ′t1))
+P0(P1(H ′t1)XP1(H
′
t2)) + P0(P1(H
′
t2)XP1(H
′
t1)).
Multiplying by 12
√
δT (t1)
√
δT (t2)sign(t1 − t2) and integrating on all space
(t1, t2) ∈ R2 gives the projection P0 of the second term at the right hand
side of (13), applied to any X ∈ X . Due to antisymmetry of the sign function
the second line above disappears, so that
πP0
∫∫
R2
dt1√
2π
dt2√
2π
sign(t1 − t2) Φ˜T (t1)Φ˜T (t2)(X)
= −π
∫∫
R2
dt1√
2π
dt2√
2π
√
δT (t1)
√
δT (t2)
×P0([P1(H ′t1), P1(H ′t2)])X + XP0([P1(H ′t2), P1(H ′t1)])
Standard manipulation on the integration domain shows that this is equal
to 2πi[P0(GT ),X], and the proof is concluded by noting that P1 and P0 are
adjoint maps, so that P0(GT ) is (bounded and) self-adjoint. 
Corollary 6.3. If A is a W ∗-algebra with identity, X is a W ∗-subalgebra,
and P0 is a normal completely positive conditional expectation, then under
the hypotheses of the last theorem W˜λt is a Quantum Dynamical Semigroup
(QDS) in the sense of [21].
Comments:
• The dynamical system above is always well deﬁned irrespective of spectral
conditions on Z0, and even when sp(Z0) is discrete, it generalizes literature
in that ﬁrst-order terms P0(H ′) need not vanish.
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• If P0 is completely positive, then ‖P0‖ = ‖P0(1)‖ = 1 (see e.g. [21]), in
agreement with the hypotheses of the validity of Theorem 5.3.
• P0 need not be the partial trace over a heat bath [13].
• Put in the form of the above theorem, KT (λ) furnishes a dynamical measure
of the obstruction for P0 to be an algebra homomorphism (as KT (λ) = 0 in
that case), thus giving dynamical information on the physical subsystem
X ↪→ A.
7. Example: A Free Particle Coupled to a Heat Bath
We would like to discuss here the limit dynamics for the prototypical exam-
ple in Quantum Open System, that of the partial trace on a bipartite sys-
tem, in case Z0 has purely continuous spectrum. The situation can be easily
generalized to more reservoirs and/or to different forms for the coupling ham-
iltonian. However, it turns out that the number of different possibilities is
considerably larger with respect to the discrete case, and in order to address
steadiness we shall eventually choose to focus on the concrete case of a free
nonrelativistic point particle, whose interaction with a fermionic heat bath
depends on its energy transitions only.
Although the (physically realistic) example is chosen for its simplicity,
it is clear from the analysis that the same conclusions would apply to more
general situations (spin degrees of freedom could easily be dealt with, some
potential proﬁles may be included, etc.): because of this reason, we shall now
start our analysis at a fairly general level, and only at a second stage shall we
specialize to our free particle and our heat bath.
Let H = HA ⊗ HB be the tensor product of two Hilbert spaces and
σ = |Ω〉〈Ω| a faithful normal state in T (HB) (T stands for trace-class opera-
tors). Deﬁne the normal conditional expectation in the W ∗-algebra A = B(H)
(B stands for bounded operators) according to
P0(X ⊗ Y ) = 〈Y 〉σ X ⊗ 1,
and extension by linearity, 〈Y 〉σ being the expectation of Y on the state σ.
The range of P0 is identiﬁed with the W ∗-subalgebra X = B(HA).
To discuss the dynamics, we suppose that τt = ei[HA,·]t is a weakly con-
tinuous one-parameter group of automorphisms of the W ∗-dynamical system
(τ,X ), for an (unbounded) self-adjoint hamiltonian HA. We let the same hold
for the W ∗-dynamical system (ei[HB ,·]t,B(HB)), and suppose that σ is invari-
ant under the latter, so that [Z,P0] = 0. Now consider the self-adjoint hamil-
tonian on H, of the form
Hλ = HA ⊗ 1 + 1 ⊗ HB + λHI
with interaction
HI = Q ⊗ Φ
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where Q and Φ are (bounded) self-adjoint operators on the respective spaces.
Name the connected bath continuous correlation function as
h(t) = 〈eiHBt(Φ − 〈Φ〉σ)e−iHBt(Φ − 〈Φ〉σ)〉σ,
suppose h is integrable and let
∞∫
0
dt√
2π
eiωt h(t) =
1
2
hˆ(ω) + is(ω).
We have already shown that (16) in Theorem 6.2 deﬁnes a QDS, and it
is evident that KT itself generates a norm-continuous (quantum) dynamical
semigroup if P0 is the partial trace. However, to gain insight in the study of
equilibrium states, an energy spectral resolution is imperative. To do that,
we shall already at this point limit our analysis to subsystems for which the
following assumption is valid:
Assumption 7.1. There exist bounded Aω ∈ X , ω ∈ R such that ω → ‖Aω‖ is
integrable and the following expansion
τt(Q) =
∫
dω e−iωt Aω (17)
holds true. Moreover τt(Aω) = e−iωt Aω for every t ∈ R.
It is reasonable to expect that the last condition should in some way be
implied by the group property of τt, but this is not completely evident a priori,
at least in the general case. Note that Assumption 7.1 can only hold if HA has
purely continuous spectrum.
Upon identifying X ∼ X ⊗ 1 for X ∈ B(HA) we compute from (16) that
Z0(X) = i[HA,X] and A00(X) = i〈Φ〉σ [Q,X]. Then we give the following
Proposition 7.2. For ω = (2T )−1 > 0 and under Assumption 7.1,
KT (X) = −2πi
∫
dω√
2π
s(ω) [A†ω,ωAω,ω,X]
+2π
∫
dω√
2π
hˆ(ω)
(
−1
2
{
A†ω,ωAω,ω,X
}
+ A†ω,ωXAω,ω
)
(18)
is norm bounded, with bounded
Aω,ω =
∫
dω′
√
δω(ω − ω′) Aω′ . (19)
Proof. We shall only treat the term P0(GT ) in (16), all the others being com-
pletely analogous. To this purpose, note that
P1(Ut(H ′)) = τt(Q) ⊗ eiHBt(Φ − 〈Φ〉σ)e−iHBt,
so that
GT = i2
+∞∫∫
−∞
dt1√
2π
dt2√
2π
h(t1 − t2)sign(t1−t2)
√
δT (t1)
√
δT (t2) τt1(Q)τt2(Q)
(20)
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Then we pass to t1,2 = q ± r/2 and use Assumption 7.1 above to compute
P0(GT ) = πi
∫∫
dωαdωβ
∫
dq√
2π
e−i(ωα+ωβ)q
√
δT (
√
2q)
×
∫
dr√
2π
e−i
(
ωα−ωβ
2
)
r
√
δT (r/
√
2)h(r) sign(r) AωαAωβ
because
√
δT (t1)
√
δT (t2) =
√
δT (
√
2q)
√
δT (r/
√
2). Now the integral over q is
just 2−1/2
√
δω((ωα + ωβ)/
√
2) and Fourier transform for
√
δT (r/
√
2) gives
e−i
(
ωα−ωβ
2
)
r
√
δT (r/
√
2) =
√
2
∫
dω√
2π
eiωr
√
δω
(√
2ω +
ωα − ωβ√
2
)
Because of the properties of the gaussian we also have
√
δω(ω + ωα)
√
δω(ω − ωβ) =
√
δω
(
ωα + ωβ√
2
) √
δω
(√
2ω +
ωα − ωβ√
2
)
(21)
so that
P0(GT ) = 2π
∫
dω√
2π
(
i
2
∫
dr√
2π
eiωr h(r) sign(r)
)
A−ω,ωAω,ω.
The term inside the parentheses is just −s(ω), and observing that A−ω,ω =
A†ω,ω gives the form of P0(GT ) stated in the proposition. As said, the other
terms all follow in the same way, and KT (X) written in terms of Aω,ω is norm
bounded as (h(ω) + is(ω))‖Aω,ω‖2 is integrable. 
Note that the presence of ﬁrst-order contributions manifests itself in that,
with physical and diagrammatical terminology, only “connected” correlation
functions h(t) appear to second order. Note also that the spectral theorem for
HB reveals hˆ(ω) ≥ 0 for all real ω.
The assumption of boundedness for the ‖Aω‖ in (17), and even of their
existence, can surely be relaxed, as no mention to Aω or restriction on the
spectrum of Z0 is made in the following
Proposition 7.3. The form of KT in Proposition 7.2 follows if
1. h(t) is integrable and h(0) = 0
2. hˆ(ω) and s(ω) are integrable
by defining
Aω,ω =
∫
dt√
2π
eiωt
√
δT (t) τt(Q).
Then Aω,ω is bounded uniformly on ω ∈ R and KT is norm bounded.
Proof. We have
h(t)sign(t) =
∫
dω√
2π
e−iωt s(ω)
because h(t)sign(t) admits Fourier transform (as h(t) is integrable by hypoth-
esis), vanishes at inﬁnity and is uniformly continuous (as h(t) is the inverse
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Fourier transform of hˆ(ω) which is integrable by hypothesis and h(0) = 0).
By plugging this into (20) we immediately obtain P0(G) as in Proposition 7.2,
with Aω,ω deﬁned above, and the other terms follow analogously (with no
requirement on h(0)). Then ‖Aω,ω‖ ≤ (2/π) 14
√
T ‖Q‖ is bounded uniformly
on ω and KT is norm bounded because of hypothesis (2). 
As a brief comment, the technical hypothesis h(0) = 0 avoids energy ren-
ormalization singularities in the time domain, corresponds to 〈Φ2〉σ = 〈Φ〉2σ,
and explicitly requires nonzero ﬁrst-order terms (〈Φ〉σ = 0 ⇔ A00 = 0).
Despite of this, the hypothesis has nothing to do with the dissipative part
of KT , as noted in the proof above and, as evident from Proposition 7.2, could
surely be relaxed by providing suitable additional information on the subsys-
tem X .
In passing, we have already proven in the general case (Sect. 4.1) that
the limit T → ∞ is well deﬁned and corresponds to Davies averaged K, if
sp(Z0) is discrete and A00 = 0 (which here corresponds to 〈Φ〉σ = 0). Here it
is possible to see that even when 〈Φ〉σ = 0 one can write precisely Eq. (4.9) in
[2] by just substituting the “connected” h and s we have deﬁned.3 Indeed, this
is found by expanding τt(Q) =
∑
iω∈spd(Z0) A˜ω e
−iωt in (20): the limit ω → 0
of the right hand side of (21) gives δωβ ,−ωα δ(ω − ωα), where the ﬁrst is a
Kronecker delta, and the second is a Dirac delta.
Reasoning backwards in the frequency domain, it is evident how our new
average procedure has smoothed the product of a Kronecker times a Dirac
delta, by letting the singularity be shared symmetrically and without restric-
tions on the spectrum of Z0; the gaussian form of our weights then allows
to factorize frequencies according to (21), and always because gaussians are
involved, the factorization remains even in the time domain, both for t1,2
(proving that KT is dissipative) and for t1 ± t2/2 (proving the markovian
approximation theorem).
The only side eﬀect is that now the resonance of Aω,ω has been smoothed
to roughly ω ± ω, so that KT does not preserve the set of diagonal elements
D = {X ∈ B(HA) | τt(X) = X, ∀t ∈ R}. Moreover, for purely continuous Z0
spectrum one has KT
T→∞−→ 0 strongly, as evident from the above discussion.
However, there is still a means to compare with Eq. (4.9) in [2]:
Definition 7.4. Under Assumption 7.1, h(t) integrable and ω → ‖Aω‖ square
integrable, we deﬁne the operator L on X given by
L(X) = −2πi
∫
dω s(ω) [A−ωAω,X]
+2π
∫
dω hˆ(ω)
(
−1
2
{A−ωAω,X} + A−ωXAω
)
(22)
Proposition 7.5. Suppose h to be integrable. Under Assumption 7.1 suppose
that R  ω → Aω ∈ X is continuous and
‖Aω‖ = o(|ω|1/2), |ω| → ∞ (23)
3 The additional factor
√
2π is due to different definitions of Fourier transform.
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Then L is bounded, generates a norm continuous QDS on X and L
preserves D = {X ∈ B(HA) | τt(X) = X, ∀t ∈ R} in the sense that
eLt(X) ∈ D whenever X ∈ D, for all t ≥ 0. Moreover
lim
T→∞
‖T KT − L‖ = 0.
Proof. L is bounded as ‖Aω‖ is square integrable and both hˆ(ω) and s(ω) are
integrable, and it is manifestly completely dissipative. From the stated form
of the generator L, the fact that τt are automorphisms, and that τt(Aω) =
e−iωt Aω, one then sees that
X ∈ D ⇒ (Lτt)(X) = (τt L)(X) = L(X),
proving the invariance of D under eLt. We pass to the limit T → ∞: using ω =
1/2T we plug A†ω,T =
∫
dωα
√
δω(ω − ωα) A−ωα and Aω,T =
∫
dωβ
√
δω(ω −
ωβ)Aωβ into (18), change variable with Ω =
ωα+ωβ
2 and ν = ωα −ωβ , and use
(21) to ﬁnd
1
2ω
K 1
2ω
(X) = −2πi
∫
dΩ sω(Ω) [(A−ΩAΩ)(ω),X]
+2π
∫
dΩ hˆω(Ω)
(
−1
2
{(A−ΩAΩ)(ω),X}+(A−ΩXAΩ)(ω)
)
with
hˆω(Ω) =
∫
dω hˆ(ω) δω(Ω − ω),
sω(Ω) =
∫
dω hˆ(ω)
√
2
π
δω(Ω − ω) i erf
(
i√
2
Ω − ω
ω
)
(A−ΩXAΩ)(ω) =
∫
dν δω(ν) A−Ω−νXAΩ−ν .
Now √
2
π
δω(ω) i erf
(
i√
2
ω
ω
)
→ P 1√
2πω
, ω → 0+
in the sense of distributions, so that sω → s and hˆω → hˆ pointwise as ω → 0+,
because of our hypotheses on s and hˆ. The fact that
∫
dω ‖Aω‖2 < ∞ fur-
nishes an integrable upper bound for the dominated convergence theorem, so
that convergence∥∥∥∥
(
1
2ω
K 1
2ω
− L˜ω
)
(X)
∥∥∥∥ → 0, ω → 0+,
is proved uniformly on ‖X‖ = 1 for the obvious intermediate
L˜ω(X) = −2πi
∫
dω s(ω) [(A−ωAω)(ω),X]
+ 2π
∫
dω hˆ(ω)
(
−1
2
{(A−ωAω)(ω),X} + (A−ωXAω)(ω)
)
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(where we renamed Ω as ω). To compare L˜ω(X) with Lω(X), we use hˆ as an
integrable upper bound for the dominated convergence theorem applied to the
pointwise convergence
‖(A−ωXAω)(ω) − A−ωXAω‖ → 0, ω → 0+
In turn, this follows from the fact that the norm of the above difference is
smaller than
c ‖X‖
∫
dν δω(ν) (‖A−ω−ν − A−ω‖ + ‖Aω−ν − Aω‖) ,
which goes to zero for ω → 0+, because ‖Aω − Aω+ν‖ ≤ ‖Aω‖ + ‖Aω+ν‖ is
uniformly bounded and continuous with respect to ν, due to continuity of Aω
and the asymptotics (23). Proceeding similarly for the commutator part proves
that ‖(L˜ω −L)(X)‖ → 0 uniformly on ‖X‖ = 1 and thus the ﬁrst claim of the
proposition. 
As a remark, we have shown, under the conditions of Proposition 7.5
above and for 〈Φ〉β = 0, that for every τ > 0
lim
λ→0
{
sup
0≤t≤λ−2τ
‖P0e(Z+λA)tP0 − e(Z0+ λ
3
τ L)t‖
}
= 0.
Indeed assumptions in Theorem 4.4 are satisﬁed, as proven in [2], and the
markovian estimate is deduced from Theorem 4.2 and Proposition 7.5 with
T (λ) = |λ|−1τ for λ = 0.
We are now in position to focus on the case of a free particle in the
3D-euclidean space weakly coupled to a heat bath, for which we shall prove
the validity of the general framework above (namely Assumption 7.1 and the
hypotheses on Aω of Proposition 7.5).
As the bath is concerned, we shall assume it to be described, as in [2],
by a quasi-free representation on HB of operators ϕ(f), f in the Hilbert space
V of test functions, satisfying the CAR algebra {ϕ(f), ϕ(g)} = 2〈f, g〉1, and
being compatible with single particle dynamics in the sense that Ut(1⊗ϕ(f)) =
1⊗ϕ(eiStf) for a (densely deﬁned) self-adjoint operator S on V. Moreover |Ω〉
is cyclic, HB |Ω〉 = 0, and the representation is ﬁxed by
〈Ω, ϕ(f)ϕ(g) Ω〉=〈g, e−βS(1+e−βS)−1 f〉+〈f, (1−e−βS(1+e−βS)−1) g〉 (24)
for inverse temperature β. The perturbation H ′ = Q ⊗ Φ is chosen with
Φ = iϕ(f1)ϕ(f−1),
for some f1 and f−1 in V. Even though for what follows it will be sufﬁcient
to assume that f±1 have disjoint energy spectra, implying 〈Φ〉σ = 0 (see [2]),
possible ﬁrst-order contributions could be included, as we report here in a
slight generalization of Lemma 4.1 in [2].
Lemma 7.6. If h is integrable then its transform satisfies
hˆ(−ω) = e−βωhˆ(ω) (25)
for all ω ∈ R.
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Proof. By quasi-freeness, Wick expansion of h(t) gives
h(t) = h1(t)h−1(t) − |χ(t)|2,
with hi(t) = 〈Ω, ϕ(eiStfi)ϕ(fi)Ω〉 and χ(t) = 〈Ω, ϕ(eiStf1)ϕ(f−1)Ω〉. The spec-
tral theorem and (24) give hˆi(−ω) = e−βωhˆi(ω) and χ˜(−ω) = e−βωχ˜(ω)∗, so
that the conclusion follows from
hˆ(ω) =
∫
dω′ (hˆ1(ω′)hˆ−1(ω − ω′) − χ˜(ω′)∗χ˜(ω − ω′)).

In [2], the conditions
∫ ∞
0
|hi(t)|(1+ t
) dt < ∞ are shown to be sufﬁcient
for the hypotheses of Theorem 4.4 (and Lemma 7.6) to hold, in case χ(t) van-
ishes identically. We conjecture that there exist analogous conditions on χ(t)
for the foretold hypotheses to hold, but leave the involved analysis to future
work and, as already stated, we shall assume χ ≡ 0.
We now focus on the particle, by specializing the coupling to depend on
energy transitions only:
Proposition 7.7. Let H = L2(R3) be the Hilbert space of a free particle
HA = P 2/2 in three dimensions, and let the integral kernel q(p, p′) define
(the bounded self-adjoint operator) Q in the representation where P is the
multiplication operator. Let q(p, p′) = q˜(εp, εp′) for a complex function q˜ in
the Schwartz space S(R2), and εp = p2/2. Then Assumptions 7.1 and the
hypotheses on Aω of Proposition 7.5 are satisfied.
Proof. Using the spectral theorem for τt(Q), Assumption 7.1 is satisﬁed if for
test functions φ, ψ in the Schwartz space S (and denoting with θ the Heaviside
step function) the equality
〈φ,Aω ψ〉 =
∫∫
d3pd3p′ δ(ω − (εp − εp′)) q(p, p′) φ(p)∗ψ(p′), (26)
(i) deﬁnes an operator Aω on S(R3); (ii) Aω extends to a bounded operator
on H (that we again denote with Aω); (iii) the integral at the right hand side
of (17) is bounded.
Now, point (i) follows, as the surfaces Sε = {p′ ∈ R3 | ε = ω + εp′}
are regular and compact (they are possibly degenerate spheres), the function
q˜ is in Schwartz space, the gradient ∇εp is zero only at the origin, and for
every real ω the singularity is controlled by the jacobian passing to spherical
coordinates.
Point (ii) follows if ‖Aωψ‖ is bounded uniformly on normalized ψ ∈
S(R3), because of density. We compute
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‖Aωψ‖2 =
∫∫
d3pd3p′ δ(εp − εp′)|q˜(εp, εp + ω)|2 η(ω + εp) ψ(p′)∗ψ(p)
=
∞∫
0
dξ ξ3 η(ω + ξ2/2) |q˜(ξ2/2, ω + ξ2/2)|2
×
∣∣∣∣
∫∫
sin θ dθ dφ ψ(ξ, θ, φ)
∣∣∣∣
2
with η(ε) = 4πθ(ε)
√
2|ε| being the density of states, and having passed to
spherical coordinates in the second and third lines. The third line is overesti-
mated by 4π
∫∫
sin2 θ dθ dφ |ψ(ξ, θ, φ)|2, so that
‖Aωψ‖2 ≤
∫
d3p f(εp, ω + εp) |ψ(p)|2
with continuous f(ε, ε′) = η(ε)η(ε′) |q˜(ε, ε′)|2. Now, for any ω the right hand
side above is smaller than c‖ψ‖2 for some constant c independent of ψ, because
q˜ is continuous and q˜(ε, ε′) = o(ε) for ε → +∞, and η(ε) = O(1) for ε → 0+.
Point (iii) follows from the fact that the function ω → Aω is (a) contin-
uous, and (b) ‖Aω‖ = o(ω + ) for some  > 0 and for |ω| → ∞. To prove
point (a), denote with ∂1q˜(ε, ε′) the partial derivative with respect to the ﬁrst
argument, and compute
‖(Aω+ν−Aω)ψ‖2 = ν2
∫∫
d3pd3p′ δ(εp − εp′) |∂1q˜(εp, εp + ω)|2 η(ω + εp)
×ψ(p′)∗ψ(p) + o(ν2)
due to continuity of η, and the fact that p → q˜(εp, εp + ω) is in S(R3), and
proceeding as above shows that the second-order term in ν is bounded at every
real ω because q˜ ∈ S(R3).
Now, b) follows because f(ε, ε+ω) = o(ω2++) as |ω| → ∞ uniformly on
all ε ∈ R+, as can be seen directly for ε → 0+, and by noting that q(ε, ω) :=
q˜(ε, ε+ω) is also in Schwartz space. Finally, (26) shows that τt(Aω) = e−iωtAω
for all t, ω ∈ R. This proves the validity of Assumption 7.1 and at the same
time all the other requirements on Aω, concluding the proof. 
We now consider the problem of stationary distribution for (at least a suf-
ﬁciently ample subclass of) elements of D = {X ∈ B(HA)|τt(X)=X, ∀t ∈ R}.
In T (HA) consider the equivalence relation ρ1 ∼ ρ2 iﬀ Tr(ρ1A) = Tr(ρ2A)
for all A ∈ D, and for ρ ∈ T (HA) denote with [ρ] its associated equivalence
class. Then clearly Tr(ρA) = Tr([ρ]A) passes to the quotient for A ∈ D.
Let ρβ be the density matrix (positive trace-class normalized operator)
on HA, whose kernel in the momentum representation is given by
ρβ(p1, p2) =
√
μβ(εp1)
η(εp1)
√
μβ(εp2)
η(εp2)
for μβ(ε) =
e−βε∫ ∞
0
e−βε′dε′
(27)
and η(ε) = 4π
√
2ε being the density of states.
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Deﬁne the subset G ⊂ D of bounded operators G on HA whose kernel in
momentum representation has the form G(p1, p2) = g(p1, p2)δ(εp1 − εp2) for
some g ∈ S(R6), and for G ∈ G deﬁne the L∞(R+) function g˜ by
g˜(ε) :=
∫∫
dp1dp2 g(p1, p2) δ(ε − εp1)δ(ε − εp2). (28)
Proposition 7.8. Under the setting of Proposition 7.7, let moreover hˆ be in the
Schwartz space S(R). Then for all G ∈ G, under Definitions 27 and 28, the
expectation
〈G〉β(t) := Tr([ρβ ] e(Z0+ λ
3
τ L)tG) =
∞∫
0
g˜(ε) μβ(ε) dε (29)
is stationary (for all τ > 0).
Proof. Clearly Z0|D = 0, so 〈G〉β(t) = Tr([ρβ ] eLtG) modulo rescaling time.
Using bracket notation, the spectral decomposition
Aω =
∫∫
δ(ω + ε − ε′) dEεQdEε′
for HA =
∫
εdEε allows to compute LG according to∫
dω hˆ(ω) A†ωAωG =
∫
dω hˆ(ω) GA†ωAω
=
∫∫
dpdp1 |p〉〈p1| δ(εp − εp1)|q˜(εp, εp′)|2hˆ(εp − εp′)
×
∫
dp2 g(p2, p1)δ(εp1 − εp2)
and∫
dω hˆ(ω) A†ωGAω =
∫∫
dpdp1 |p〉〈p1| δ(εp − εp1)|q˜(εp, εp′)|2hˆ(εp − εp′)
×
∫
dp2 g(p2, p′)δ(εp′ − εp2).
From these expressions, and from the regularity assumptions for q˜ and hˆ, we
see that eLt preserves G at all (positive) times. Moreover, we compute
Tr([ρβ ]LG) = 2π
∫∫
dεdε′ μβ(ε) hˆ(ε − ε′) |q(ε, ε′)|2 (η(ε)g˜(ε′) − η(ε′)g˜(ε)),
or equivalently Tr([ρβ ]LG) =
∫
dε g˜(ε)(L∗μβ)(ε) where L∗ acting on L1(R+)
gives the Boltzmann equation
(L∗μ)(ε) =
∞∫
0
dε′ η(ε′) (r(ε′, ε) μ(ε′) − r(ε, ε′) μ(ε)) (30)
with celebrated Fermi Golden Rule transition rates
r(ε′, ε) = 2π hˆ(ε′ − ε) |q˜(ε, ε′)|2. (31)
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The statement of the proposition then follows from the detailed balance con-
dition
r(ε, ε′) = eβ(ε−ε
′) r(ε′, ε)
due to Lemma 7.6 (and then by explicit computation of Tr([ρβ ]G)). 
Remarks. • The above proposition only needs the function g˜ to be in
L∞(R+), surely allowing to include a class of observables in D larger
than G: for example, bounded and sufﬁciently regular functions of the
energy should be included without problems, even if they don’t belong
to G.
• Unicity of the steady distribution for G ∈ G is not obvious from the above
analysis, as the fact that Tr([ρβ ]LG) =
∫
dε g˜(ε)(L∗μβ)(ε) depends on
G only through g˜(ε) is conditional on [ρβ ], and it is not generally true
for other density matrices. We argue that unicity could be restored for
momentum conserving interactions H ′, but this would take us beyond the
scope of the present example (whose aim is to motivate the general theory
section through a simple analysis).
• There are no KMS states for a free particle in Euclidean space (physically,
one cannot measure position if the particle is “everywhere”), and therefore
one is forced to consider equilibrium distribution for a suitable subclass of
observables only.4
8. Proofs of Theorems 3.4 and 4.2
The following lemma is not new, and for example it is contained in Theo-
rem 1.2 of [3], but we report it here as we shall make use of it repeatedly all
throughout.
Lemma 8.1. Let b ∈ B0 be given, together with some real τ > 0. Suppose Xλt is
a one-parameter group of isometries. Suppose Wλt and W
λ
t are operators on
B0 such that fλ(τ) = Xλ−λ−2τWλλ−2τ b satisfies
fλ =
∑
n≥0
Hnλb (32)
for a Volterra operator Hλ on the Banach space V = C0([0, τ ],B0) of continu-
ous B0-valued functions on the interval [0, τ ] (assume the same holds also for
W
λ
t , with associated fλ and Hλ). Suppose there exists a real positive c such
that ‖Hλ‖V ≤ cτ and ‖Hλ‖V ≤ cτ uniformly on |λ| ≤ 1. Put
(i) limλ→0 ‖Hλ − Hλ‖V = 0;
(ii) limλ→0 ‖fλ − fλ‖∞ = 0;
(iii) limλ→0 sup0≤t≤λ−2τ ‖Wλt b − W
λ
t b‖B0 = 0.
Then (i) ⇒ (ii) ⇒ (iii).
4 We are grateful to our referee for pointing that out.
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Proof. Of course (ii) ⇒ (iii) as Xλt is group of isometries and one has
sup
0≤t≤λ−2τ
‖Wλt b − W
λ
t b‖B0 = sup
0≤τ≤τ
‖fλ(τ) − fλ(τ)‖B0 = ‖fλ − fλ‖∞.
Then, subtracting the von Newmann expansions for fλ and fλ one obtains
‖fλ − fλ‖∞ ≤
∞∑
n=1
‖Hnλb − H
n
λb‖∞
=
∞∑
n=1
‖Hn−1λ (Hλ − Hλ)b + · · · + (Hλ − Hλ)H
n−1
λ b‖∞
≤ ‖Hλ − Hλ‖V ‖b‖B0
∞∑
n=1
(τ c)n−1
(n − 1)!
and the last series is (obviously) convergent and independent of λ. Note that
we have used (and will use throughout) the important property that if H is
Volterra and ‖H‖ ≤ C, then ‖Hn‖ ≤ Cn/n! (see e.g. Eq. (1.28) in [3]).
This shows that (i) ⇒ (ii) and thus ﬁnishes the proof. 
We still need a technical result that will allow us to perform approxi-
mation (8): its interpretation will become clear in the context of the proof of
Theorem 3.4, but it deserves to be reported in the more autonomous environ-
ment of a Lemma, as it will ﬁnd application also in the proof of Theorem 4.2.
Lemma 8.2. Let B0 be a Banach space, τ > 0, and let V = C0([0, τ ],B0) be the
Banach space of continuous functions from [0, τ ] into B0. For some real q and
α, let D(λ, τ, α, q) be the triangle in the (σ, x)-plane of vertices
D(λ, τ, α, q) = 
{
(λ2q, 0), (τ + λ2q, 0),
((
1
2
− α
)
τ + λ2q, λ−2τ
)}
and define the truncated domain5 (see Fig. 1)
D(λ, τ, α, q) = D(λ, τ, α, q) ∩ [0, τ ] × [0,∞). (33)
Let T : I˙ → R+ a real positive continuous function, assume
T (λ) ∼ |λ|−ξT˜ , λ → 0
for some T˜ > 0 and 0 < ξ < 2 (strictly). Let H(λαq) be a Volterra integral
operator on V and assume it can be put in the form
(H(λαq)g)(τ)=
∫∫
D(λ,τ,α,q)
dσdx e−
(x/2)2
2T (λ)2 Kαq(λ, σ, x) g
(
σ−λ2 (q+(1/2−α)x)) ,
(34)
5 D(λ, τ, α, q) is the empty set for (0 ≤)τ ≤ λ2q, but this does not alter what follows.
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for a suitable kernel Kαq(λ, σ, x), and define the Volterra integral operator
H(λαq) by
(H(λαq)g)(τ) =
∫∫
D(λ,τ,α,q)
dσdx e−
(x/2)2
2T (λ)2 Kαq(λ, σ, x) g(σ).
Suppose that ‖Kαq(λ, σ, x)‖ = k(x) independently on σ, λ, α, q, and that
∞∫
0
dx k(x) = c (35)
for some finite 0 < c < ∞, and assume ‖H(λαq)‖ < τc uniformly on |λ| ≤ 1.
Let b ∈ B0 and define the von Neumann series f(λαq) and f (λαq) through
(32) in Lemma 8.1.
Then
‖H(λαq)‖ ≤ τc (36)
uniformly on |λ| ≤ 1 and
lim
λ→0
‖f(λαq) − f (λαq)‖∞ = 0. (37)
Proof. Estimation (36) is a consequence of the definition of H(λαq), as
‖H(λαq)g(τ)‖ ≤ τ
∞∫
0
k(x)‖g‖∞.
To show the validity of (37) we perform a telescopic expansion as in the proof
of Lemma 8.1 to obtain the following estimate,
‖f(λαq)−f (λαq)‖∞≤
∞∑
n=1
n−1∑
l=1
(τ c)n−l−1
(n − l)! ‖(H(λαq)−H(λαq)) H
l
(λαq) b‖∞.
Note that the case l = 0 has been dropped, since H(λαq)b = H(λαq)b trivially,
as b is constant, as one can see from (34). Now if we could show that for every
 > 0 there exists some λ > 0 such that |λ| < λ implies that for every l ≥ 1
‖(H(λαq) − H(λαq)) Hl(λαq) b‖∞ ≤
(τ c)l−1
(l − 1)! τ ‖b‖B0 , (38)
we would be done, as, following estimation (38), we would have
‖fλ − fλ‖∞ ≤
∞∑
n=1
n−1∑
l=1
(τ c)n−2
(n − l)!(l − 1)! τ ‖b‖B0 ,
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Figure 2. Integration domains D(λ, σ, α, q) (rectangular tri-
angle (1)), D(λ, σ−λ2 (q + (1/2 − α)x) , α, q) (rectangular tri-
angle (2)) and S(λ, σ, x) (region (1)∪ (2) = region (1) in this
case). We have put α < −1/2, q > 0 for clarity. The graph
shows that the projection on the σ1-axis of integration domain
(1)\(2) → 0 as λ → 0. Its complementary projection tends to
the whole positive part of the x1-axis, but it is controlled by
the boundedness of the corresponding integral kernels
and the series would obviously converge (because c > 0 by hypothesis). To
show that property (38) holds, we take l > 0 and evaluate6[
(H(λαq) − H(λαq)) Hl(λαq) b
]
(τ)
=
∫∫
D(λ,τ,α,q)
dσdx e−
(x/2)2
2T (λ)2 Kαq(λ, σ, x)
×
{
(Hl(λαq) b)
(
σ − λ2(q + (1/2 − α)x)) − (Hl(λαq) b)(σ)
}
=
∫∫
D(λ,τ,α,q)
dσdx e−
(x/2)2
2T (λ)2 Kαq(λ, σ, x)
×
∫∫
S(λ,α,q,σ,x)
dσ1dx1 Δλ(σ1, x1) e
− (x/2)2
2T (λ)2 Kαq(λ, σ1, x1) (Hl−1(λαq)b)(σ1)
where we have put Δλ = χλ1 − χλ2 , χλ1 being the characteristic func-
tion of D(λ, σ − λ2 (q + ( 12 − α
)
x
)
, α, q), χλ2 the characteristic function of
D(λ, σ, α, q), and we have deﬁned (see Fig. 2)
S(λ, α, q, σ, x)=D (λ, σ−λ2(q+(1/2−α)x) , α, q) ∪ D(λ, σ, α, q).
6 Note that σ − λ2 (q + ( 1
2
− α)x) = u ≥ 0.
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Passing to the norms, we overestimate the norm of the left hand side of (38)
with
sup
0≤τ≤τ
∫∫
D(λ,τ,α,q)
dσdx e
− (x/2)2
2T (λ)2 k(x)
∫∫
S(λ,α,q,σ,x)
dσ1dx1 |Δλ(σ1, x1)| k(x1)
∥∥∥Hl−1(λαq)b
∥∥∥
∞
≤ (τ c)
l−1
(l − 1)! ‖b‖B0 sup0≤τ≤τ
∫∫
D(λ,τ,α,q)
dσdx e
− (x/2)2
2T (λ)2 k(x) Ξαq(λ, σ, x)
≤ (τ c)
l−1
(l − 1)! ‖b‖B0τ sup0≤σ≤τ
∞∫
0
dx e
− (x/2)2
2T (λ)2 k(x) Ξαq(λ, σ, x) (39)
where we named
Ξαq(λ, σ, x) =
∫∫
S(λ,α,q,σ,x)
dσ1dx1 |Δλ(σ1, x1)| k(x1) (40)
At this point let us consider the sector deﬁned by q > 0 and α < −1/2. In
this case, it is but a straightforward algebra to show that the two triangles
D (λ, σ − λ2 (q + (1/2 − α)x) , α, q) and D(λ, σ, α, q) are similar (the same is
true for the unbarred Ds for arbitrary (α, q)) and that their left edges lie on
the same line of equation
xl(λ, σ1) =
λ−2
1
2 − α
(σ1 − λ2q)
in the (σ1, x1)-plane (see Fig. 2). In particular D(λ, σ, α, q) contains
D (λ, σ−λ2 (q+(1/2−α)x) , α, q). For this reason we compute
Ξαq(λ, σ, x) =
σ∫
σ−λ2(q+( 12−α)x)
dσ1
xl(λ,σ1)∫
0
dx1 k(x1)
≤ λ2
∣∣∣∣q +
(
1
2
− α
)
x
∣∣∣∣
∞∫
0
dx1 k(x1)
≤ cλ2
(
|q| +
∣∣∣∣12 − α
∣∣∣∣x
)
uniformly on σ. According to the last line in estimation (39), we study
sup
0≤σ≤τ
∞∫
0
dx e−
(x/2)2
2T (λ)2 k(x) Ξαq(λ, σ, x)
≤ c2λ2q + c
∣∣∣∣12 − α
∣∣∣∣
∞∫
0
dx k(x)e−
(x/2)2
2T (λ)2 λ2x (41)
The ﬁrst term goes to zero with velocity ∼ λ2q, whereas the dominated con-
vergence theorem applies to the second term, showing convergence to zero
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uniformly on q, with velocity ∼ λ2−ξ (note that we have supposed ξ < 2
strictly). This, when put in (39), shows the validity of (38).
A very similar analysis can be done for the remaining sectors q  0,
|α| < 1/2 and α > 1/2. In each case, the net result is that the estimation (41)
is always of the form
sup
0≤σ≤τ
∞∫
0
dx e−
(x/2)2
2T (λ)2 k(x) Ξαq(λ, σ, x) ≤ C1λ2|q| + C2λ2−ξ (42)
for suitable real positive constants C1 and C2. This shows the validity of (38),
and thus concludes the proof. 
8.1. Proof of Theorem 3.4
Let V be the Banach space of norm continuous B0-valued functions on [0, τ ],
and let b ∈ B0. Deﬁne the “interaction picture” time rescaled solution of (1)
fλ(τ) = Xλ−λ−2τW
λ
λ−2τ b.
Then fλ is a solution to the integral equation
fλ = b + Hλfλ,
where the integral operator Hλ is deﬁned (recall that Xλt is a group of isome-
tries) by
(Hλg)(τ) = λ2
λ−2τ∫
0
ds
s∫
0
du Xλs A01U
λ
s−uA10X
λ
u g(λ
2u). (43)
In [3], Davies shows that Hλ is a Volterra operator. Indeed, by changing coor-
dinates according to (4), (43) can be given an explicit Volterra form, namely
as
(Hλg)(τ) =
τ∫
0
dσXλ−λ−2σK(λ, τ − σ)Xλλ−2σ g(σ), (44)
where we deﬁned the “slowly varying” kernel
K(λ, τ) =
λ−2τ∫
0
dx Xλ−xA01U
λ
x A10.
Because of this reason, and since K(λ, τ) is manifestly bounded by c, uniformly
on |λ| ≤ 1 thanks to Assumption 3.2, it follows that
‖Hnλ‖ ≤ cnτn/n!, (45)
and also that the associated von Newmann series expansion
fλ = b + Hλb + H2λb + · · · (46)
converges.
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We can proceed in similar fashion also for the semigroup (9): iteration
gives indeed
W
λ
λ−2τ = X
λ
λ−2τ +
τ∫
0
dσ Xλλ−2(τ−σ)K(α,q,T (λ))W
λ
λ−2σ.
Accordingly, we deﬁne
fλ(τ) = X
λ
−λ−2τW
λ
λ−2τ b
so that it follows that fλ is a solution to the integral equation
fλ = b + H(λαq)fλ,
where we have deﬁned
(H(λαq)g)(τ) =
τ∫
0
dσ Xλ−λ−2σK(α,q,T (λ))X
λ
λ−2σg(σ). (47)
Now again, H(λαq) is a Volterra operator, and since ‖K(α,q,T (λ))‖ ≤ c, (45)
and (46) follow analogously for H(λαq).
Clearly (see Lemma 8.1), we must show that for any chosen b ∈ B0,
sup
0≤t≤λ−2τ
‖Wλt b − W
λ
t b‖ = ‖fλ − fλ‖∞ → 0, λ → 0.
We shall do that by deﬁning six suitable Volterra operators, denoted with
H(j)(λαq), j = 0 . . . 6, such that H(0)(λαq) = Hλ, H(N)(λαq) = H(λαq), for which either
we show, according to Lemma 8.1, that
‖H(j)(λαq) − H(j−1)(λαq)‖V → 0, λ → 0
or more directly that
‖f (j)(λαq) − f (j−1)(λαq) ‖∞ → 0, λ → 0
where
f
(j)
(λαq) =
∞∑
n=0
(
H(j)(λαq)
)n
b
is the associated von Neumann series.7 Then, our conclusion (see Lemma 8.1)
would follow from
‖fλ − fλ‖ ≤
N∑
j=1
‖f (j)(λαq) − f (j−1)(λαq) ‖ → 0 λ → 0. (48)
To follow our purpose, instead of (4), we perform the coordinate trans-
formations (5) As we noted before, the integration domain s = 0 . . . λ−2τ ,
u = 0 . . . s, becomes the domain D(λ, τ, α, q) in the (σ, x)-plane deﬁned in (6),
7 Note that we have attached the subscript “(λαq)” all throughout: although some Volterra
operator may not actually depend on α, nor q, this unifying notation will become useful in
the sequel.
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and depicted in Fig. 1. Accordingly, the integral kernel in (43) is now written
as
(Hλg)(τ) =
∫∫
D(λ,τ,α,q)
dσdx Xλ−λ−2σ+q−(α+ 12 )x
A01U
λ
x A10X
λ
λ−2σ−q−( 12−α)x
×g(σ − λ2(q + (1/2 − α)x)). (49)
We shall work throughout with the choice α < −1/2 and q > 0, without
loss of generality (the structure of the proof is basically the same for all the
remaining sectors, and actually the case |α| < 1/2 presents less difﬁculties).
The ﬁrst thing we shall be concerned with, is to ﬁnd a way to substitute
the free “polarization evolution” P1Ux in place of the interacting P1Uλx in the
middle of the kernel in (49). This step is accomplished by deﬁning a related
integral operator H(1)λ by
(H(1)(λαq)g)(τ) =
∫∫
D(1)(λ,τ,α,q)
dσdx Xλ−λ−2σ+q−(α+ 12 )x
A01UxA10X
λ
λ−2σ−q+(α− 12 )x
×g(σ − λ2(q + (1/2 − α)x)). (50)
Here, we have denoted D(1) = D for sake of notation. Note that H(1)(λαq) does
not depend on α, nor on q, although both the latter parameters appear in its
definition. To compare the two integral operators, take a bounded g ∈ V and
estimate
∥∥∥
(
Hλ − H(1)(λαq)
)
g
∥∥∥ ≤
∫∫
D(λ,τ,α,q)
dσdx ‖A01(Uλx − Ux)A10‖ ‖g‖∞
≤ max{1, |1/2 − α|} τ‖g‖∞
λ−2τ∫
0
dx‖A01(Uλx − Ux)A10‖
(note for later purposes that the estimation does not depend on q). Our con-
vergence hypothesis 3.3 on Uλx allows then to conclude that this goes to zero
when λ → 0 uniformly on every ‖g‖ = 1, so that we obtain
lim
λ→0
∥∥∥ Hλ − H(1)(λαq)
∥∥∥ = 0. (51)
We proceed along similar lines to smooth the kernel with T (λ): deﬁne
(H(2)(λαq)g)(τ) =
∫∫
D(2)(λ,τ,α,q)
dσdx e
− (x/2)2
2T (λ)2Xλ−λ−2σ+q−(α+ 12 )x
A01UxA10X
λ
λ−2σ−q+(α− 12 )x
×g(σ − λ2(q + (1/2 − α)x)). (52)
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Here we have denoted D(2) = D(1). To compare with H(1)(λαq), take a bounded
g ∈ V and estimate
∥∥∥
(
H(1)(λαq) − H(2)(λαq)
)
g
∥∥∥ ≤
∫∫
D(λ,τ,α,q)
dσdx |1 − e−
(x/2)2
2T (λ)2 | ‖A01UxA10‖ ‖g‖∞
≤ max
{
1,
∣∣∣∣12 − α
∣∣∣∣
}
τ‖g‖∞
∞∫
0
dx|1 − e−
(x/2)2
2T (λ)2 |‖A01UxA10‖
Hypothesis 3.2 furnishes an integrable upper bound to the last integrand, and
so the integral goes to zero in the limit λ → 0 because of the dominated
convergence theorem: in fact, one has pointwise convergence∣∣∣∣1 − e−
(x/2)2
2T (λ)2
∣∣∣∣ → 0, λ → 0
due to our hypothesis 0 < ξ. Uniform convergence on all ‖g‖ = 1 in the last
line of our estimation then shows that
lim
λ→0
∥∥∥ H(1)(λαq) − H(2)(λαq)
∥∥∥ = 0. (53)
We note that H(2)(λαq), as H(1)(λαq) and Hλ, is also a Volterra operator, as is easy
to verify: it would sufﬁce to apply the inverse transform (5) for the speciﬁc
choice of α and q, and subsequently apply the transform (5) for q = 0 and
α = 1/2, to ﬁnd H(2)(λαq) into its explicit Volterra form (and also ﬁnd that it
does not depend on (α, q)).
Now deﬁne the restricted domain (see Fig. 1)
D(3)(λ, τ, α, q) = D(2)(λ, τ, α, q) ∩ [0, τ ] × [0,∞)
and deﬁne H(3)(λαq) accordingly, as the restriction of H(2)(λαq) to D(3)(λ, τ, α, q),
that is,
(H(3)(λαq)g)(τ) =
∫∫
D(3)(λ,τ,α,q)
dσdx e
− (x/2)2
2T (λ)2Xλ−λ−2σ+q−(α+ 12 )x
A01UxA10X
λ
λ−2σ−q+(α− 12 )x
×g(σ − λ2(q + (1/2 − α)x)). (54)
This is again a Volterra operator, as the image of D(3)(λ, τ, α, q) under the
composition of (5) and its inverse for q = 0 and α = 1/2, is inside the rectan-
gular triangle, image of D(2)(λ, τ, α, q) through the same transformations. So
the composition of (5) its inverse for q = 0 and α = 1/2, will put both H(2)(λαq)
and H(3)(λαq) in their explicit Volterra form.
We must prove that
lim
λ→0
∥∥∥ H(2)(λαq) − H(3)(λαq)
∥∥∥ → 0 (55)
(note that for |α| < 1/2 this is trivial, as one has H(2)(λαq) = H(3)(λαq), for the
upper vertex of the triangular domain projects on the horizontal edge of the
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latter (the one lying on the σ-axis), and thus D(2)(λ, τ, α, q) = D(3)(λ, τ, α, q)).
To this end, we take as usual any g ∈ V with ‖g‖ = 1 and estimate
∥∥∥
((
H(2)λ − H(3)(λαq)
)
g
)
(τ)
∥∥∥ ≤
∫∫
D(λ,τ,α,q)∩{τ≤σ≤|1/2−α|τ+λ2q}
dσdx ‖A01UxA10‖ ‖g‖∞
≤ ‖g‖∞
⎧⎪⎨
⎪⎩λ
2q
∞∫
0
dx ‖A01UxA10‖ +
( 12−α)τ+λ2q∫
τ+λ2q
dσ
∞∫
xr(λ,q,σ)
dx ‖A01UxA10‖
⎫⎪⎬
⎪⎭
Here
xr(λ, q, σ) =
q + λ−2(τ − σ)
α + 12
is the x-coordinate of the right edge of the triangle D(λ, τ, α, q) (see Fig. 1).
The ﬁrst term in the curly brackets clearly goes to zero uniformly on τ (with
speed ∼ λ−2q), because of our boundedness hypothesis 3.2. In the second term
in the curly brackets, we change coordinates according to σ → σ−λ2q, so that
it becomes equal to
( 12−α)τ∫
τ
dσ
+∞∫
xr(λ,0,σ)
dx ‖A01UxA10‖.
But this converges to zero as λ → 0, as a consequence of xr(λ, 0, σ) →
∞, λ → 0, of Assumption 3.2, and of the boundedness of the σ-integration
domain. Uniform convergence on all 0 ≤ τ ≤ τ (and real q) follows from the
fact that the σ-integration domain is compact. This shows the validity of (53).
We now deﬁne the following “time localized” Volterra operator:
(H(4)(λαq)g)(τ) =
∫∫
D(4)(λ,τ,α,q)
dσdx e
− (x/2)2
2T (λ)2Xλ−λ−2σ+q−(α+ 12 )x
A01UxA10X
λ
λ−2σ−q+(α− 12 )x
×g(σ) (56)
where we have put D(4)(λ, τ, α, q)) = D(3)(λ, τ, α, q). It turns out that proving
an operator convergence to H(3)(λαq) is impossible, due to the strong requirement
of uniform convergence with respect to any normalized g ∈ V. However, the
Volterra operators H(3)(λαq) and H(4)(λαq) do fulﬁll the hypotheses of Lemma 8.2,
and so we conclude that
lim
λ→0
‖f (3)(λαq) − f (4)(λαq)‖ = 0.
We now go back to consider the domain D(4)(λ, τ, α, q) as a function of
λ, and note that it tends to ﬁll the strip
D(5)(τ) = [0, τ ] × [0,∞].
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Accordingly, we deﬁne the following Volterra integral operator on this strip:
H(5)(λαq)g =
τ∫
0
dσ
∞∫
0
dx e
− (x/2)2
2T (λ)2 Xλ−λ−2σ+q−(α+ 12 )x
A01UxA10X
λ
λ−2σ−q+(α− 12 )x
g(σ).
and note that∥∥∥
((
H(5)(λαq) − H(4)(λαq)
)
g
)
(τ)
∥∥∥ ≤
∫∫
D(5)(τ)\D(4)(λ,τ,α,q)
dσdx ‖A01UxA10‖ ‖g‖∞
≤‖g‖∞
⎧⎪⎨
⎪⎩λ
2q
∞∫
0
dx ‖A01UxA10‖+
τ∫
λ2q
dσ
∞∫
xl(λ,q,σ)
dx ‖A01UxA10‖
⎫⎪⎬
⎪⎭
where
xl(λ, q, σ) =
q − λ−2σ
α − 12
is the x-coordinate of the left edge of the triangular domain D(λ, τ, α, q) (see
Fig. 1). Now the ﬁrst term in the curly brackets clearly goes to zero as λ → 0
(with velocity ∼λ2q), due to hypothesis 3.2 for λ = 0. In the second one, as
before, we change coordinate according to σ → σ − λ2q, obtaining
τ−λ2q∫
0
dσ
∞∫
xl(λ,0,σ)
dx ‖A01UxA10‖ ≤
τ∫
0
dσ
∞∫
xl(λ,0,σ)
dx ‖A01UxA10‖.
This last term can be seen to go to zero uniformly on 0 ≤ τ ≤ τ (and real q)
by arguing, as before, that xl(λ, 0, σ) → ∞, λ → 0 for a.e. σ ∈ [0, τ ], and using
hypothesis 3.2. So it follows that∥∥∥H(4)(λαq) − H(5)(λαq)
∥∥∥ → 0, λ → 0. (57)
Now we can ﬁnally compare with H(6)(λαq) := H(λαq). By adding and subtracting
obvious terms, we estimate
∥∥∥
(
H(5)(λαq) − H(λαq)
)
g
∥∥∥ ≤ τ
∞∫
0
dx ‖Xλ
q−(α+ 12 )x
− P0Uq−(α+ 12 )x‖ ‖A01UxA10‖‖g‖∞
+τ
∞∫
0
dx ‖A01UxA10‖‖Xλ(α− 12 )x−q
−P0U(α− 12 )x−q‖‖g‖∞.
Uniform convergence to zero follows by hypothesis 3.2 together with the dom-
inated convergence theorem, using the fact that for every x ∈ R
lim
λ→0
‖Xλx − P0Ux‖ = 0.
This proves the estimation in (48) and thus ﬁnishes the proof. 
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8.2. Proof of Theorem 4.2
We shall borrow most part of the proof of Theorem 3.4. Accordingly, we should
denote for example with H(j)(λq) the operator deﬁned in Theorem 3.4 as H(j)(λ0q),
D(λ, τ, q) ≡ D(λ, τ, α, q) and so on. Deﬁne
H(j)λ =
1√
2πT (λ)
∞∫
−∞
dq e−
q2
2T (λ)2 H(j)(λq).
This is obviously Volterra, being an integral of Volterra operators. A closer
inspection soon reveals that also
‖H(j)λ ‖ ≤
1√
2πT (λ)
∞∫
−∞
dq e−
q2
2T (λ)2 ‖H(j)(λq)‖ ≤ cτ ,
as for each j, H(j)(λq) is bounded by c uniformly on q and
1√
2πT (λ)
∞∫
−∞
dq e−
q2
2T (λ)2 = 1. (58)
We proceed on the very same lines of Theorem 3.4: the proofs that
lim
λ→0
‖H(j)λ − H(j−1)λ ‖ = 0
for j = 1, 2, and j = 6 are in fact identical to that of the foretold Theorem,
as, for those values for j, one has
lim
λ→0
‖H(j)(λ,q) − H(j−1)(λ,q) ‖ = 0 (59)
uniformly on q. Normalization (58) can be exploited to state the validity of
the above relation for j = 3 and j = 5. In fact, for these values of j, we can
estimate
‖H(j)λ − H(j−1)λ ‖ ≤
1√
2πT (λ)
∞∫
−∞
dq e−
q2
2T (λ)2 ‖H(j)(λ,q) − H(j−1)(λ,q) ‖.
Now, the norm in the integrand goes to zero as ∼ c(j)1 (λ) + c(j)2 λ2q, with
c
(j)
1 (λ) → 0 uniformly on q as λ → 0, as already noted in the proof of The-
orem 3.4, so the whole integral goes to zero as λ → 0 precisely because T (λ)
scales with |λ|−ξ and ξ < 2 by hypothesis.
It remains to show that if f (j)λ =
∑
n(H(j)λ )nb, for some initial condition
b ∈ B0, then
lim
λ→0
‖f (4)λ − f (3)λ ‖ = 0. (60)
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Proceeding according to Lemma 8.2, we perform a telescopic expansion and
estimate
‖f (3)λ − f (4)λ ‖∞ ≤
∞∑
n=1
n−1∑
l=1
(τ c)n−l−1
(n − l)!
1√
2πT (λ)
∞∫
−∞
dq e−
q2
2T (λ)2
×
∥∥∥∥(H(3)(λq) − H(4)(λq))
(
H(4)λ
)l
b
∥∥∥∥
∞
. (61)
Now we compute
[(
H(3)(λq) − H(4)(λq)
) (
H(4)λ
)l
b
]
(τ)
=
∫∫
D(λ,τ,q)
dσdx e
− (x/2)2
2T (λ)2 Kq(λ, σ, x)
{[(
H(4)λ
)l
b
]
(σ − λ2(q+x/2))−
[(
H(4)λ
)l
b
]
(σ)
}
=
1√
2πT (λ)
∞∫
−∞
dq′ e−
q2
2T (λ)2
∫∫
D(λ,τ,q)
dσdx e
− (x/2)2
2T (λ)2 Kq(λ, σ, x)
×
{[
H(4)λq′
((
H(4)λ
)l−1
b
)] (
σ − λ2(q + x/2)) −
[
H(4)λq′
((
H(4)λ
)l−1
b
)]
(σ)
}
=
1√
2πT (λ)
∞∫
−∞
dq′ e−
q2
2T (λ)2
∫∫
D(λ,τ,q)
dσdx e
− (x/2)2
2T (λ)2 Kq(λ, σ, x)
×
∫∫
S˜(λ,q,q′,σ,x)
dσ1dx1 Δ
λ(σ1, x1) e
− (x/2)2
2T (λ)2 Kq′(λ, σ1, x1)
[(
H(4)λ
)l−1
b
]
(σ1)
where we have put Δλ = χλ1 − χλ2 , χλ1 being the characteristic function of
D(λ, σ − λ2 (q + x/2) , q′), χλ2 the characteristic function of D(λ, σ, q′), and we
have deﬁned
S˜(λ, q, q′, σ, x) = D(λ, σ − λ2 (q + x/2) , q′) ∪ D(λ, σ, q′).
Passing to the norms we obtain
‖(H(3)(λq) − H(4)(λq)) H(4)λ
l
b‖∞ ≤ (τ c)
l−1
(l − 1)! ‖b‖B0
1√
2πT (λ)
∞∫
−∞
dq′ e−
q2
2T (λ)2
× sup
0<τ<τ
∫∫
D(λ,τ,q)
dσdx e−
(x/2)2
2T (λ)2 k(x) Ξqq′(λ, σ, x) (62)
where the slight modiﬁcation of the related definition of Ξq(λ, σ, x) in (40) is
given by
Ξqq′(λ, σ, x) =
∫∫
S˜(λ,q,q′,σ,x)
dσ1dx1 |Δλ(σ1, x1)| k(x1). (63)
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Proceeding on the same lines as in Lemma 8.2 we ﬁnd the asymptotic behavior
sup
0<τ<τ
∫∫
D(λ,τ,q)
dσdx e−
(x/2)2
2T (λ)2 k(x) Ξqq′(λ, σ, x)
≤ τ sup
0≤σ≤τ
∞∫
0
dxe−
(x/2)2
2T (λ)2 k(x) Ξqq′(λ, σ, x)
≤ τ{c1(λ) + c2λ2|q| + c3λ2|q′|} (64)
where c1(λ) → 0 uniformly on q and q′. This, plus the fact that ξ < 2 by
our hypothesis, allows us conclude that (60) holds, as can be seen by putting
result (64) into (62), and then back into (61), and by using the dominated
convergence theorem. Collecting the results as in Theorem 3.4 concludes the
proof. 
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