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   Direct Current (DC) transmission systems have been recently applied to conventional
electric power systems. For example, The Kii Channel High Voltage DC Link in Japan
is well-known as one of the largest dc systems in the world. The dc systems have some
advantages of power delivery: they can connect different alternative current (ac) power sys-
tems under desynchronized operation and control electric power in ac transmission systems
rapidly and arbitrary. These abilities have been utilized for various situation of power sys-
tem operation and control. In addition, the dc systems have a great potential for operation
and control of future complex power networks.
   This dissertation is concerned with transient stability of electric power systems with dc
transmission. The understanding of the transient stability is of paramount importance to
adopt the dc transmission into conventional ac power systems. In this dissertation, transient
dynamics and stability boundaries are addressed for the ac/dc power systems. 'Ihransient
dynamics is closely related to synchronization phenomena in ac power systems, which
have not been revealed in the field of nonlinear dynamics, and essentially determines the
transient stability. Stability boundaries are basin boundaries of attraction of equilibrium
points or periodic solutions, which imply acceptable operating conditions of the systems, in
corresponding mathematical models. Unfortunately, the transient dynamics and stability
boundaries have not been fully understood, although they are essential for the transient
stability estimation.
   In this dissertation, the transient dynamics and stability boundaries are discussed for a
practical ac/dc power system. The discussion is based on two different dynamical systems;
they are described by a differential equation, which is called by swing equation, and a
differential-algebraic equation (DAE). These dynamical systems are derived for the prac-
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tical system. In this dissertation, some dynamical features of the systems are investigated
numerically and theoretically. Analytical and effective criteria are also proposed for the
stability boundary analysis.
   In the former part of this dissertation, transient dynamics and stability boundaries are
analyzed which are affected by constant electric power which flows into the dc link. The
analysis is based on the non-autonomous swing equation system. The swing equation has a
unidirectional external force which corresponds to both the dc power and a periodic power
swing. The former part considers some dynamical characteristics of the swing equation
system and shows that the fractal structure grows in a stability boundary caused by the dc
external forcing. The fractal boundary implies a new dynamical feature of the ac/dc power
system under periodic power disturbance. Furthermore, analytical criteria are derived for
stability boundaries of the swing equation system. The criteria are established based on the
Melnikov's perturbation methods and make it possible to evaluate the stability boundaries
analytically.
   The latter part discusses transient dynamics and stability boundaries with considering
dc system's operation and electric power balance in the ac/dc systems. The discussion is
expanded through the DAE system. The DAE system keeps the structural characteristics
of power conversion and control setup in the dc link, and explicitly describes the power
relation between the ac and dc systems. This part examines some dynamical features
of the DAE system numerically and clarifies a stability boundary through several basin
portraits. Moreover, complete characterization of stability boundaries in the DAE system
is theoretically derived using an energy function for an associated singularly perturbed
system. The theoretical result is also confirmed via several numerical results on a stability
boundary. Furthermore, discontinuous solutions of the DAE system are discussed which
are due to some practical fault conditions. The obtained results in this part delineate how
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   Synchronization is a subject of research on dynamics resulting from nonlinearity. Non-
linear dynamics has scored a great success in offering a comprehensive perspective on
engineering and science [3,35,88,93, 108]. Various interesting phenomena appear in nonlin-
ear systems, which include regular and chaotic motions, coexisting attractors, smooth and
fractal basin boundaries, local and global bifurcations. The synchronization is particularly
centered around the field of nonlinear dynamics. Many researches attain positive results on
synchronization phenomena of van der Pol oscillators in the beginning of nonlinear oscil-
lation theory [3,43, 100]. A phase-locked loop, which exploits the synchronization, is well-
known as an important technique in communication engineering [104]. An electric power
system has been also attracting a lot of interests as a typical complex network [4,29,81] in
which the synchronization appears.
   An alternative current (ac) power system is a fairly large network of interacting dynam-
ical systems: they are synchronous machines, distributed power sources, and special types
of loads. All synchronous generators in the ac system usually run at the same frequency
and supply electric power to loads via transmission lines, transformers, and so on. If some
of the generators fall out of step, in other words, lose synchronism due to event distur-
bances which include generator outages, short-circuits caused by lightning, sudden large
load changes, and so on, then the power supply becomes indeterminate and may break
down in the worst case. This prejudices human activities in modern society: such large
blackouts actually occurred in the United States and Canada [99], Great Britain, Denmark
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and Sweden, and Italy in 2003. Thus, the synchronization is an essential phenomenon
involving the power supply and should be comprehended in terms of nonlinear dynamics
and power system engineering.
   The synchronization in the ac power system is physically different from that in electronic
circuits. Unfortunately, the difference has not been recognized by both nonlinear dynamics
and power system researchers except a seminal lecture by Takagi [83] and some technical
reports by Ueda et al. [95,96]. To clarify the purpose of this dissertation, some of the
different features are introduced below.
   The synchronization is related to electric power transmission in the ac power system. As
mentioned before, the synchronization in the electronic circuits is studied for the van der Pol
oscillators and the phase-locked loops. They have various types of nonlinearity as elements
which play a key role in the phenomenon: the van der Pol equation is modeled based on the
vacuum-tube oscillator with the nonlinear characteristic [43, 100]; the phase-locked loops
contain nonlinear phase comparators [104]. On the other hand, the synchronized operation
of the generators is essentially not related to various nonlinear elements in the ac system
such as circuit breakers and loads. Here, in the context of power system engineering [51,60],
the swing equation has been utilized to consider the synchronized operation:
                         d26
                                d6
                         dt2+Dfft +bsin6 == pm• (i.i)
The equation represents the synchronized operation of one generator connected to an infi-
nite busi via transmission lines and transformers. 6 denotes the rotor position compared
with the infinite bus, D the damping coeflicient in the generator, b the critical value of power
transmission, and p. the mechanical power input of the generator. The swing equation
(1.1) has the nonlinear restoring force bsin6 which corresponds to electric power output of
the generator. Namely, the nonlinearity originates from the electric power balance relation
between the generator and the infinite bus.
   The ac power system, in which the synchronization appears, is a complex network of
interacting time-periodic dynamical systems. In the case of coupled van der Pol oscil-
lators, each one is described by a self-oscillatory system, which has a stable limit cycle.
  iAn infinite bus is a source of voltage constant in phase, magnitude, and frequency, and is not affected
by the amount of current withdrawn from it [51].
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This description provides us with a universal mathematical model and insightfu1 results on
the synchronization phenomena in the electronic circuits, various physical and biological
systems: see e.g. [43,55]. However, the methodology cannot be applied to the synchroniza-
tion in the ac system, because the dynamics of each synchronous generator is described
by a typical periodic system. Namely, the synchronized operation of the generators is re-
garded as the dynamics of coupled periodic systems through electric power transmission.
The mechanism behind the synchronization remains to be elucidated in terms of nonlinear
dynamics including modeling, analysis, and control.
   Direct current (dc) transmission here offers a fruitful system model to attack the syn-
chronization phenomenon. The synchronization imposes several limitations of power trans-
mission on the ac transmission system; for example, we cannot regulate the power supply
arbitrarily and rapidly, because its amount and direction are strongly governed by the syn-
chronized operation of the generators. On the other hand, a dc link can be operated in
principle under desynchronized state with ac powey systems, and the operation is therefore
worthy of attention to unravel the synchronization phenomenon. Moreover, an electric
power system with dc transmission is definitely a non-trivial research object of nonlinear
dynamics, in one part of which all generators run at the same frequency, while in another
part all generators are operated with the dzfferent frequency via dc links. Furthermore,
the dc links have an important ability to regulate their electric power independently on
the ac system's operation. This ability makes it possible to investigate some dynamic and
control aspects of the synchronization: what mathematical model is relevant to describing
the dynamics of the generators with considering power balance relation between the ac and
dc systems?; how is the dynamics affected by electric power which flows in the dc links?;
and, as a control problem, consider a power balance-based control strategy of the dc links
which regulates the overall dynamics. Hence, the ac/dc power systern has a great poten-
tial to reveal and tame the synchronization phenomenon from the viewpoints of nonlinear
dynamics and power system engineering.
3
1.1 Transient dynamics and stability boundaries
   rllrransient stability is of important concern with both safe operation of power systems
and the synchronization phenomenon. Many definitions of stability are proposed in engi-
neering and science [82]. The transient stability is closely related to a power system's ability
to reach an acceptable operating condition fo11owing an event disturbance [14,51,60]. After
clearing a large disturbance which is added to a power system, a generator settles down
an acceptable condition or loses synchronism depending on the system's dynamics and the
kind of the disturbance. The physical process is roughly described as follows. If the me-
chanical power input of the generator greatly exceeds its electric power output as a result of
the disturbance, then the excess power is stored as the kinetic energy in the generator, and
its rotor speed increases. After the generator is again connected to the power system by
clearing the disturbance, the rotor speed and the electric output power will converge to an
acceptable steady state or reach unsafe states at which the power supply may break down.
Thus, the stability problem is the study on whether the generator rernains in synchronism
or not; the corresponding nonlinear phenomenon is called transient dynamics [18].
   The concept of stability boundaries is centered around nonlinear dynamical system ap-
proach to the analysis of the transient dynamics and stability. From the above discussion,
the transient stability is concemed with the synchronization through' electric power trans-
mission. This naturally raises the requirement for the application of dynamical system
theory to the transient analysis. Before now, many researches have reported the applica-
tions to various nonlinear phenomena in power systems: see e.g. [1,26,54,72,94,97,101,109].
In particular, the stability boundaries are of paramount importance for investigating the
transient dynamics and stability. The stability boundaries imply basin boundaries of at-
traction of equilibrium points or periodic solutions, which coincide with desirably operating
conditions of power systems, in corresponding dynamical systems. By using the concept,
we can interpret the transient stability mathematically as follows. Starting from an initial
state after clearing a disturbance, will the associated trajectory settle down to an attrac-
tor which denotes an acceptable steady state? In other words, the stability problem is
to determine whether the initial point is located inside a stability boundary or not. The
understanding of the stability boundary is hence inevitable for the stability estimation.
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   The main matter of concern to the field of nonlinear dynamics is the global structure of
stability boundaries. The analysis is performed using theoretical and numerical methods.
Topological and dynamical characterization of the stability boundaries is reported for a
fairly large class of autonomous dynamical systems in [16,110]. The theoretical result
shows concrete structures of the stability boundaries based on global invariant manifolds
of hyperbolic critical sets. The important characterization is generalized into a class of
nonlinear dynamical systems described by differential-algebraic equations in [15, 102, 103].
On the other hand, complicated stability boundaries, which possibly become fractag, are
phenomenologically discussed for various engineering and physical systems: see e.g. [28,36,
61, 65, 79]. Such complicated boundaries are particularly reported for transient stability
problems of ac power systems in [42, 94, 101]. The boundaries are of much importance
for the stability estimation, because we cannot inherently predict the dynamics of the ac
systems if their states are placed around the boundaries. Cell-to-cell mapping [47] is also
well-known as an established numerical method for analyzing basin structures in nonlinear
systems. These previous results motivate the research in this dissertation as explained in
the following section.
1.2 Systemmodel
   This dissertation addresses a practical electric power system with dc transmission in
Japan to examine the transient dynamics and stability boundaries. High voltage (hv) dc
transmission systems have been recently applied to conventional electric power systems
[5,40,59,71]; supplemental general facts of dc transmission are given at the end of this
chapter. A hvdc link was particularly commissioned in 2000 which connects ac 500 kV
networks of The Shikoku and The Kansai Electric Companies across Kii Channel [30,41,77].
The hvdc link is designed at the rating of Å}500 kV and 2800 MW for the future expansion;
it is now being operated at Å}250 kV and 1400 MW. The hvdc link is well-known as one
of the largest dc systems in the world. The research in this dissertation is motivated by
the practical system: The Kii HVDC Link and The Tachibana-wan Coal Thermal Power
Station [30,77] shown in Fig. 1.1. In the figure, generator denotes The Tachibana-wan
Power Station, dc transmission line, rectifier, and inverter The Kii Channel HVDC Link, and
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ac transmission line the ac one which connects The Tachibana-wan Power Station and The
Chugoku Electric Power Company/The Nakanishi 'Ilrransmission Line. The Nakanishi Line
connects two different networks of The Kansai and The Chugoku Electric Power Companies.
The Tachibana--wan Power Station consists of three units which amount to 2.8 GW in the
region of The Shikoku Electric Power Company. Half of the electric power generated by
the station is delivered to the Kansai area via the hvdc link.
   The Kii Channel HVDC Link has an important role in not only delivering the electric
power but also stabilizing the ac power system. The hvdc link constitutes an ac-dc loop
transmission in the middle of 60 Hz and 500 kV networks. The loop system is expected
to improve the overall ac system performance by using several dc link's abilities [30,77].
For example, dc power modulation is proposed in [30,89] for damping power swings which
possibly occur in the 60 Hz and 500 kV networks. Fig. 1.2 shows the practical measurement
of the frequency and power swings at The Nakanishi Transmission Line [80]. The power
swing is also expected to be damped by the dc power modulation. Thus, the hvdc link
plays the primary role as a backbone transmission system, and it is therefore important to
reveal the transient stability of the ac/dc power system.
1.3 Purpose and overview
   This dissertation aims to clarify the transient dynamics and stability boundaries in
the electric power system with dc transmission. The analysis is performed based on two
mathematical models: swing eq2Lation and differential-aggebraic equation (DAE) systems.
Some dynamical features of these mathematical models are examined numerically and
theoretically. Analytical and effective criteria are also proposed for stability boundaries
of the swing equation system. The rest part in the section explains the contents of this
dissertation.
   Chapters 2-4 address transient dynamics and stability boundaries affected by constant
electric power which flows into the dc link. As discussed before, the dc link in Fig. 1.1 can
ideally regulate its electric power independently on the synchronized operation in the ac
power system. This naturally proposes the following problem: how the constant electric
power which flows in the dc link affects the transient dynamics of the ac/dc power system.
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Although the understanding is inevitable for clarifying the transient stability, the dynamical
behavior has not been fu11y clarified.
   In Chapter 2, we derive and analyze the non-autonomous swing equation system to
tackle the above problem. The swing equation has a unidirectional external force which
corresponds to both the dc power and a periodic power swing. The power swing is based on
the practical measurement in Fig. 1.2. Although the system has the common mathemat-
ical structure to various physical and engineering systems [25,27,28,36,37,48,66,73], the
dynamical behavior affected by the dc extemal force has not been sufliciently discussed.
Chapter 2 analyzes some dynamical features of the swing equation system and shows that
the fractal structure grows in a stability boundary caused by the dc external forcing. The
fractal boundary implies a new dynamical feature of the ac/dc power system under the
periodic power disturbance.
   Chapter 3 proposes an analytical criterion for stability boundaries of the swing equa-
tion system. Since the swing equation system is non-autonomous, the classical Lyapunov's
direct method [56,69] is not applicable to the non-autonomous system. Generally speaking,
no analytical and effective approach has been reported to analyze stability boundaries in
non-autonomous systems. In this chapter, we derive an analytical criterion for stability
boundaries in one-degree-of-freedom (ODF) time-periodic perturbed Hamiltonian systems,
which include the swing equation system. The criterion is derived based on the Megnikov 's
pert2trbation method [62] for locating homoclinic points in periodically perturbed differen-
tial equation systems. It can be analytically calculated with the information about the
corresponding integrable Hamiltonian systems. In addition to the derivation, this chap-
ter applies the proposed criterion to the analysis of the stability boundaries in the swing
equation system and shows the effectiveness of the criterion.
   Chapter 4 discusses basin boundaries of resonant solutions in the swing equation system.
The proposed criterion in Chapter 3 addresses the basin boundaries of non-resonant solu-
tions and is not effective if the genesis of resonant solutions happens in the non-autonomous
systems. To overcome the disadvantage, we consider the basin boundaries of the resonant
solutions in ODF time-periodic perturbed Hamiltonian systems based on the subharmonic
Melnikov functions [62] and related theories [32,33,35, 108]. An analytical criterion is
then derived for the basin boundaries of the resonant solutions. The derived criterion is
established with the corresponding integrable Hamiltonian systems and therefore makes it
possible to clarify stability boundaries related to the resonant solutions analytically. This
chapter also applies the present criterion to the stability boundary analysis of the swing
equation system.
   Chapters 5 and 6 analyze transient dynamics and stability boundaries with considering
dc system's operation and electric power balance relation between the ac and dc systems.
Chapters 2-4 examine the transient stability based on the swing equation system. It is
then assumed that the dc link is ideally operated, and its electric power is constant. This
assumption is, however, insuMcient for considering transient stability involving dynamical
characteristics of the dc system. For example, the dc power modulation is considered
in [21,23,30,89,98] for damping power swings in ac transmission systems. The control
strategy exploits an effective characteristic in the rapid regulation of the electric power
according to event disturbances. Obviously, such ac/dc systems cannot be analyzed under
the previous assumption. Thus it is necessary to consider the transient dynamics and
stability boundaries related to the dc operation and the power balance relation.
   In Chapter 5, we derive a DAE system for the transient stability analysis involving
dynamical characteristics of the dc system. The DAE system keeps the structural charac-
teristics of power conversion and control setup, and explicitly describes the electric power
relation between the ac and dc systems. It is noted that similar DAE systems are derived
for general ac/dc power systems in [11,67,68]. This chapter numerically investigates some
dynamical features of the DAE system and clarifies a stability boundary through several
basin portraits. The obtained result shows a new insight on the dynamical features of the
stability boundary.
   Chapter 6 performs two theoretical studies related to the stability boundaries in the
DAE system. The first study is to characterize the stability boundaries using the singular
perturbation technique. The singular perturbation plays an important role in studying
multi--time scale dynamical and control systems: see e.g. [34,49,53]. In this chapter, we
derive complete characterization of the stability boundaries via an energy function for
the associated singularly perturbed (SP) system. The derivation strongly relies on some
fundamental results reported in [15]. The obtained characterization shows entire global
structures of the stability boundaries in the solution space of the DAE system. In addition,
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the characterization is examined via several numerical results on a stability boundary in
Chapter 5. 0n the other hand, the second work is to analyze discontinuous solutions which
are due to structural change of the network configuration. To apply the analytical results in
Chapters 5 and 6 to the practical stability estimation, it is necessary to consider particular
discontinuous solutions in the DAE system with respect to practical faults conditions. The
existence of the discontinuous solutions has been already reported for network-preserving
power system models in [14,15,18,74,111]. In this chapter, we numerically and analytically
examine several discontinuous solutions of the DAE system and clarify a fauk condition
under which the DAE system is not valid for the transient stability analysis. The obtained
results in this chapter delineate how the dc operation affects the transient dynamics and
stability boundaries.
   Chapter 7 concludes this dissertation with brief summary and collects future research
directions.
   In summary, this dissertation is concerned with the transient stability of the electric
power system with dc transmission. One future goal of this research is to clarify the
mechanism behind the synchronization through electric power transmission. To find a clue
as to the mechanism, the transient dynamics and stability boundaries are here addressed
for the ac/dc power system. Obviously, the dynamical features show one aspect of the
synchronization; however, the obtained results will shed a ray of light on the open problem.
In addition, another goal is to establish comprehensive methodologies for operation and
control of future power supply networks involving various dc-based power apparatuses;
they are hvdc links, HVDC Light, UPFC [20], and distributed power sources. Although
the obtained resuks here are restricted to the particular ac/dc system, they can be applied
without essential modification to other practical systems. The author believes that this
dissertation contains significant contributions towards the future goals.
Supplemental general facts of dc transmission
   One of the important objectives of electric power systems is to deliver electric power
from generating facilities to customers. An electric power system consists of three indi-
vidual sections: generation, transmission, and distribution. Generation of electric power
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is basically undertaken by synchronous machines: recently distributed power sources have
been increased such as photovoltaic and wind power generations. In the transmission and
distribution sections, two different schemes are basically available for the delivery of electric
power: ac and dc transmission. They have both advantages and disadvantages of the power
delivery and are therefore utilized as appropriate according to their conditions. Without
their adequate adoption, safe planning and operation could not be achieved for present and
future power systems.
   AC transmission is usually adopted in hv power transmission systems. An ac trans-
mission system connects two different ac power systems under the synchronized operation.
'Ilrransformers can be here used to connect parts of ac systems which are operated at differ-
ent voltage levels. In fact, this promoted the adoption of the hvac link in the early days of
power systems. However, the ac transmission has several disadvantages for system opera--
tion and planning. The ac interconnected power system possesses an inherent limitation of
the power delivery caused by ac line characteristics. It appears as a serious problem in long
distance or cable transmission. Fttrthermore, it is hard to control electric power rapidly
and arbitrarily, because the ac link is tightly formed under the synchronized operation
of all the generators. This especially makes it impossible to connect power systems with
different frequencies via the ac link.
   DC transmission, on the other hand, has recently appeared in conventional ac power
systems. A dc link mainly consists of converter stations and dc lines [5,40,59,71]. The
stations convert ac voltages into dc ones and vice versa using rectification of power devices,
and dc lines connect these stations via smoothing reactors and filters. The dc link can
be in principle operated under desynchronized state with ac power systems, although the
rectification need to be controlled in synchronization with ac voltages. This has stimulated
the adoption of the dc link to connect ac power systems with different frequencies. In
addition, the ac/dc interconnected system does not basically possess any limitation of the
power delivery except heat capacity of the dc lines. On the other hand, the dc transmission
has some disadvantages: inability to use the transformers to change voltage levels and high
cost of conversion equipment, and so on [67].
   Modern dc transmission begun in 1954 when a 100 kV and 20 MW dc link was estab-
lished between the Swedish mainland and the island of Gotland [52,59,67]. The converter
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stations used mercury arc valves for rectification. In the 1970s, the innovation of hv power
semiconductor devices made it possible to use thyristors for power conversion. Since then
the application of the dc transmission has increased until there are now schemes in every
continent over 70 installations with excess of 60 GW; individual links range from 20 MW
to 6300 MW in capacity [40]. In Japan, since a 125 kV and 300 MW dc link started to
be operated in 1965 to connect ac 50 Hz and 60 Hz networks at Sakuma, 6 dc links have
been in service with combined capacity in 4.9 GW [59]. A hvdc link was particularly com-
missioned in 2000 which connected ac 500 kV networks of The Shikoku and The Kansai
Electric Companies across Kii Channel at the rating of Å}500 kV and 2800 MW [30,41, 77].
The hvdc link is well-known as one of the largest dc systems in the world. The rationale
behind such adoptions is identified by technical abilities and non-technical issues related
to the dc transmission.
   The dc transmission has been traditionally utilized in areas where there is a clear
financial advantage or where it is technically the only solution. From the above discussion
and [5, 40, 59, 71], the application areas of the dc transmission are as follows:
  1. Long distance transmission: for long distance, dc links involve lower costs than ac
    transmission systems because the dc lines can be designed in a simpler way than ac
    ones. The dc links can also overcome inherent limitation of the power delivery caused
    by long ac links.
  2. Submarine cable transmission: similar economical advance of dc links is also valid
    for submarine cable power delivery. There is also no limit to distance in the dc cable
     connection since the dc links do not need any continuous charging current.
  3. Asynchronous connection: dc links make it possible to connect different ac power
     systems under the desynchronized operation. The connection can also be used to
     improve reliability/performance of the ac power systems.
Many dc links are in redundant application areas: for example, The Kii Channel HVDC
Link is mainly categorized into the areas 2 and 3. In addition to these applications, another
necessity of the dc transmission has recently appeared in response to global trends in power
industry.
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   The dc technology plays a key role in future power transmission under competitive power
markets [40]. Nowadays, regulatory reforms of power markets have a substantial impact on
conventional power systems. As a result, competitive power markets will be introduced into
the conventional systems. The introduction imposes it on system engineers to develop a
comprehensive strategy for delivering electric power in safe, reliable, and economic manner.
Then, the dc transmission has a potential to offer an essential solution for the requirement.
For example, the long distance dc link is possibly used for delivering cheap electric power
which is generated off the map. In addition, dc-based power apparatuses, many of which are
categorized into FACTS (Flexible AC Transmission System) [20] devices such as STATCOM
and UPFC, are considered as other schemes for operation of deregulated power systems.
Hence, the importance of the dc technology has been increasing in electric power systems
and has proposed the necessity of fundamental research of stability problem of electric









Figure 1.1 Conceptual diagram of electric power system with dc transmission. A genera-
tor runs on two power networks via an ac transmission line and a dc link. The
objective of this dissertation is to study the transient dynamics of the power
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Figure 1.2 Practical measurement of frequency and power swings at The Nakanishi 'I]rans-
mission Line in Japan [80]. The measured power swing denotes the difference
between actual and planned conveying volume. The transmission line connects
the two large networks: the Kansai and Chugoku areas. The power swing is





d           eynamlcs
boundary
and fractal
   The second chapter analyzes transient dynamics affected by electric power which flows in
the dc link. This analysis is performed based on an unsymmetrical swing equation system.
The unsymmetry implies a unidirectional component of an external forcing which corre-
sponds to both the dc power and a periodic power swing. The swing equation system has
the common mathematical structure to various physical and engineering systems: forced
pendulums [25, 36], Josephson junction circuits [37, 48, 73], phase-Iocked loops [27, 28, 66],
and so on. However, the dynamical behavior affected by the dc external force has been
unsolved for these systems, although some studies on Dufllng equation with unsymmetrical
force are reported in [43,91]. The dynamical behavior remains unclear in the fields of not
only power system dynamics but also nonlinear oscillation theory.
   As an important aspect of the dynamical behavior we consider a stability boundary and
its qualitative change in the swing equation system. This chapter shows that the fractal
structure grows in the stability boundary caused by the dc external forcing. The fractal
growth indicates from the viewpoint of power system stability that we cannot inherently
predict the transient dynamics of the ac/dc system if its post-fault state is placed around
the boundary. The fractal structure is numerically and analytically discussed through
dynamical system theory.
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2.1 Swing equation system
2.1.1 Derivation
   A swing equation system is derived to represent the dynamics of the ac/dc power system
shown in Fig. 2.1. The ac/dc system consists of one generator-infinite bus system and a
dc link. An infinite bus in the figure is a source of voltage constant in phase, magnitude,
and frequency, and not affected by the amount of current withdrawn from it [51]. A large
power network is usually regarded as an infinite bus. A sinusoidal power swing in Fig. 2.1
is also assumed which exists in the ac transmission line and flows into the generator bus.
The power swing is observed in the practical system as shown in Fig. 1.2; it is expected to
be damped by the dc power modulation. In Fig. 2.1 the dc link is assumed to be ideally
operated. The main reason is that this chapter aims to clarify the rotor dynamics of the
generator affected by the constant dc power. It does not loose the generality of discussion.
In the figure, p.(..) denotes the electric power which flows into the infinite bus, and can be
approximately given by
                          p.(.,) = bsin6-ebcos 9t, (2.1)
where the physical meanings of variables and parameters are shown in Tab. 2.1. p.(d.)
denotes the constant dc power. The rotor dynamics of the generator is then represented as
the following swing equation system with unsymmetrical force:
  d6
  - =w
  dt
  ! /iL = -Dw +pm - (pe(ac) + pe(dc)) '
   force (pm - p.(d.)) + ebcos S?t is unidirectional; it
  variables and parameters of the system (2.2) are in
radian. The detailed derivation is given in the append
(2.2)
In the system, the external is called
unsymmetrical forcing. All per unit
except angle which is in ix at the
end of this chapter.
   The swing equation system (2.2) is relevant to analyzing the transient dynamics of
the ac/dc power system under the assumption that the dc link is ideally operated. The
transient dynamics and stability of ac power systems are essentially governed by electric
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power balance in the networks of interacting generators and loads [51,60]. From this
physical point of view, the system (2.2) describes the power balance relation with the
generator, infinite bus, and dc link. Furthermore, transient stability in multi-machine
ac/dc systems is discussed in [70] via the similar swing equation system including control
setup of rectifiers; swing dynamics in one generator-infinite bus system with UPFC is
considered in [60] based on the same mathematical model. Hence, the transient dynamics
of the ac/dc system can be discussed based on the system (2.2).
2.1.2 Dynamicalproperties
   This subsection provides us with some dynamical properties of the swing equation
system (2.2), which are often used in the following sections.
A. Two kinds of periodic solutions
   The system (2.2) has two kinds of periodic solutions (6(t), w(t)) because of the period-
icity of 2T for 6(t). In [63] one is called first kind periodic solution which has the following
property:
               6 (t + 21'L) ii 6(t), cv (t + 2Z'i) =- cv (t) for tE ]R, (2•3)
and the other is a second kind periodic solution if there exists an integer number m E ZX{O}
such that
            6(t+ll:'l)=6(t)+2mT, w(t+lll'l)=-w(t) fortER, (2•4)
where each solution keeps the period 2T/S? constant.
B. Discrete dynamical system and stability
   A discrete dynamical system on the cylindrical phase plane Si Å~ IR is introduced through
the stroboscopic sampling of solutions in the system (2.2) at t == 2nr/9 (n E Z):
                         ptA: SixR-SixR, (2.5)
where A denotes the set of parameters in the system (2.2). By utilizing the discrete system
c:0!A, we can investigate the original non-autonomous system (2.2) indirectly through the
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autonomous discrete system on Si Å~ R. The discrete system transforms the above periodic
solutions to the fixed points at which associated linearized maps decide the kind of their
stability. Tab. 2.2 shows the classification of stability in a fixed point if any eigenvalue of
the linearized map differs from unity, that is, is of general type [57].
C. Doubly asymptotic points [9]
   Directly or inversely unstable fixed points have the two types of invariant manifolds:
stable and unstabge manifolds. If stable and unstable manifolds intersect each other, the
points of intersection are called doubly asymptotic points. A doubly asymptotic point is
particularly called homoclinic if stable and unstable manifolds issue from the same fixed
point or from two points which belong to the same periodic group. For convenience, let
us say that homoclinic points of the former type are simple. On the other hand, a doubly
asymptotic point is called heteroclinic if stable and unstable manifolds issue from the
different points. A doubly asymptotic point is also said to be of general case if the two
manifolds actually cross at the point, i.e., intersect transversally. In the contrary case, that
is, if the two manifolds do not intersect transversely, the point is of special case. When a
discrete dynamical system has no doubly asymptotic point of special type and no fixed or
periodic point of not general type, the system is said to belong to the general analytic case.
In the general analytic case on phase plane R Å~ IRI, homoclinic points have the following
remarkable properties pertinent to the existence of chaotic attractors and fractal basin
boundaries:
Theorem 2.1 [9] in the general analytic case on phase plane,
   o an arbitrary small neighborhood of a homoclinic point contains infinitely many peri-
     odic points;
   e an arbitrary small neighborhood of a homoclinic point contains homoclinic points of
     simple type.
D. Melnikov's perturbation method
   An existence condition of doubly asymptotic points is given for invariant manifolds
in the swing equation system (2.2). The system is one of ODF periodically perturbed
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Hamiltonian systems. The Melnikov's method [62] therefore has a potential to clarify the
global dynamics of the system (2.2): see e.g. [27,35,73,108]. The Hamiltonian system,
which D = O, pm - p.(d.) = O, and e = O, has the following homoclinic orbit:
           (6oÅ} (t), woÅ} (t)) - (Å}2 arcsin (tanh(Av/6t)) , Å}2V5 sech(V5t)) . (2.6)
Under sufficiently small perturbation (D,p. - p.(d,), s), we obtain the existence condition
of doubly asymptotic points in the region w År O as follows:
                  sb }): 4D.ViZi-(p.-p.(d.)) cosh(20v's) (2'7)
The existence of doubly asymptotic points in the region w Åq O is also conditioned by
                  eb }}l 4D.V5+(pm-pe(dc)) cosh(2S?v'6) (2'8)
We should note that the obtained conditions correspond to the existence of heteroclinic
points if the discrete system (2.5) is defined on phase plane R Å~ IR [92]. The derivation of
the conditions is confirmed in [27].
2.2 Bifurcationdiagram
   Figure 2.2 shows the bifurcation diagrams in the control plane (p. - p.(d.), e, 9) of the
discrete dynamical system (2.5) at the following parameters:
                             D-O.05, b-O.7. (2.9)
The value of S? in Fig. 2.2(a), i.e, S2 = O.5 corresponds to 2r/(O.86 s) in the practical
time. The angular frequency is included in the time range for the occurrence of nonlinear
resonance [88,97], which is actually observed in Figs. 2.2(b) and (c), and sub-synchronous
resonance [60]. All values of parameters are based on the practical system [30,77,80,87]:
see Fig. 1.2 and Tab. 2.3. In Fig. 2.2, the curves Melnikov Criteria present the boundaries in
which doubly asymptotic points appear; the points qualitatively have the identical prop-
erties to those of heteroclinic points on the phase plane. The criteria are induced from the
conditions (2.7) and (2.8). The curves Fold (Sync.) are the boundaries which correspond
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to the occurrence of synchronization into second kind limit cycles which the system (2.2)
under e = O has depending on p. - p.(d.). From the practical points of view, the syn-
chronized state represents an unacceptable state of the ac/dc system shown in Fig. 2.3(c).
In addition, the curves Period-Doubling (Sync.) correspond to the threshold sets of the
period-doubling bifurcation of second kind sinks. The bifurcation sets Fold B show the
generation of first kind resonant fixed points through the fold bifurcation. The resonant
solutions usually have larger amplitude of oscillation than that of non-resonant solutions
as shown in Figs. 2.3(a) and (b). Furthermore, the curves Period-Doubling C exhibit the
period-doubling bifurcation sets with respect to the resonant sinks. The bifurcation sets
Fold A in Figs. 2.2(b) and (c) represent the disappearance of non-resonant sinks and the
resonant saddles by the fold bifurcation. Fig. 2.3(d) also shows an aperiodic steady state
which corresponds to a second kind invariant closed curve in the discrete system (2.5); it
coincides with another undesirable condition of the ac/dc system.
2.3 Iihractal growth in stability boundary
   This section discusses a global bifurcation and associated fractal stability boundary by
the change of the dc external force p. - p.(d.) under the parameters setting:
                        D=O.05, b=O.7, 9=O.5. (2.10)
2.3.1 Global bifurcation and self-similar structure
   A global bifurcation scenario is investigated according to the change of p. - pe(dc).
Fig. 2.4 shows the phase and basin portraits of the discrete dynamical system (2.5) under
(pm-p.(d.),E) = (O.06,O.1) and (O.07, O.1). In each phase portrait, the symbol jD?i) denotes
the i-th directly unstable o'-th kind k-periodic directly unstable point. The solid line in the
figures represents the unstable manifold of the resonant fixed point iD?2) and the broken
line its stable manifold. In the basin portraits, 401 Å~ 401 cells are used as initial conditions
for numerical integration, and the initial conditions are classified as follows: the white
region is the basin of the non-resonant point iS?i) and the black the basin of the resonant
one iSl2). In addition, the gray region shows the basin of the second kind sink 2Sl2) under
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p. - pe(dc) = O•06 and the invariant closed curve, denoted by ICC in Fig. 2.4(b), under
p. - pe(dc) == O•07- Here, Fig. 2.4 describes the qualitative change of the phase portraits
by the global bifurcation scenario. Fig. 2.5 shows the global bifurcation scenario by the
increase of p. -p.(d,). In Fig. 2.5(a), the unstable manifold of iD?2) converges to iS?2) and
does not intersect the stable manifold of iDl2). The small increase of p. - pe(d.) raises the
intersection of the stable and unstable manifolds of iD?2) as shown in Fig. 2.5(b). These
points are doubly asymptotic points, and the qualitative change is a global bifurcation.
   The basin boundary of iS?2) then shows the self-similar structure caused by the global
bifurcation. Fig. 2.6 shows the magnifications of basin portraits in the neighborhood of
iD?2). In Figs. 2.5(a) and 2.6(a), the basin boundary of iS?2) consists of the stable manifold
of iD?2), and the basin boundary is smooth. When p. -p.(d.) increases, the basin boundary
in Fig. 2.6(b) appears to be complicated. Fig. 2.6(b) also shows that the boundary has the
self-similarity for the magnification of the small rectangles.
2.3.2 Doubly asymptotic points and fractal stability boundary
   The self-similar basin boundary does not necessarily become fractal on the cylindrical
phase plane. Generally speaking, complicated basin boundaries possibly appear when
doubly asymptotic points exist in the phase plane. In particular, if such boundaries exist
in the phase plane and transversal homoclinic points appear, then the boundaries become
fractal [65]. However, the criterion cannot be applied to the discrete system (2.5) because
the system is defined on the cylindrical phase plane [92]. Thus it is necessary to reconsider
the basin boundary structure through dynamical system theory.
   The basin boundary in Fig. 2.6(b) has the infinite self-similar structure which is quali-
tatively identical to fractal structure caused by transversal homoclinic points on the phase
plane. In Fig. 2.5(b), all doubly asymptotic points are based on the invariant manifolds
of the first kind saddleiDl2). The first kind saddle is qualitatively identical to hyperbolic
saddles of discrete dynarnical systems on the phase plane. Fig. 2.5(b) also shows that the
points consist of the intersection between the invaria4t manifolds which can be described in
the rectangle region of this figure. Fig. 2.7 schematically shows the global bifurcation sce-
nario and doubly asymptotic structures of the discrete system (2.5). These evidences imply
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that the doubly asymptotic points in Fig. 2.5(b) qualitatively coincide with the transversal
homoclinic points on the phase plane. Hence, we conclude that the self-similar boundary
of iSl2) becomes fractal.
2.3.3 Physicalinterpretation
   The fractal stability boundary indicates that the system behavior becomes unpre-
dictable depending on the operation of the dc link. In Fig. 2.4, the stable manifold of
iD?2) becomes a part of the basin boundary of the non-resonant point iS?i). In addition,
iSl2) corresponds to an undesirable operation because of its large amplitude of oscillation
as shown in Fig. 2.3. Namely, the fractal structure grows in the stability boundary of the
acceptable operating condition in the ac/dc power system. This implies that we cannot
precisely predict the transient dynamics of the ac/dc system when its state is placed around
the boundary by some event disturbances.
   We should note that the fractal boundary is a native dynamical feature of the ac/dc
power system under external power disturbance. The system (2.2) is derived under the
assumption that the dc link is ideally operated. The mechanism behind the fractal growth
therefore originates from not switching operation in converter stations but the electric
power balance in the ac/dc system. As mentioned in Section 2.1, the power balance relation
essentially governs the transient dynamics of the ac/dc power system. Thus it can be stated
that the transient dynamics inherently becomes indeterminate although the dc link is safety
operated.
2.4 Summaryanddiscussion
   An aspect of the transient dynamics was numerically and analytically discussed based
on the swing equation system (2.2). The system has the fractal basin boundary depending
on the dc external forcing. In [28,31,36] the existence of fractal basin boundaries has been
already reported for the similar swing equation systems. The fractal basin boundaries were,
however, considered based on numerical simulation or the Melnikov's method. As discussed
in Section 2.1, the Melnikov's method reveals only the existence of doubly asymptotic points
22
which are identical to heteroclinic points in the phase plane, and does not therefore justify
the existence of the fractal basin boundaries. On the other hand, in this chapter, we
characterize the fractal basin boundary of the system (2.2) based on doubly asymptotic
structure in the cylindrical phase plane. Furthermore, in [42, 101], complicated stability
boundaries were reported for multi-degree-of-freedom swing equation systems which are
derived to analyze transient stability of ac power systems. It was then concluded that
the boundaries would not become fractal, which were called truncated-fractal [101]. The
fractal boundary in the chapter therefore shows a new indeterminate factor in power system
stability.
Appendix to Section 2.1: Detailed derivation of swing
equation system
   The rotor dynamics of a generator is represented in [51,60] as follows:
                               d2e
                                   =Tm-7e, (2.11)                             ""l'
                               dt
where J denotes the rotor moment of inertia, 7. the mechanical input torque, and 7, the
electro-magnetic output torque. e is the rotor angular displacement given by
                               e4 wbt+6, (2.12)
where wb stands for the system angular frequency and 6 the rotor position with respect to
synchronous reference axis. The mechanical input power p. and electric output power p.
are given by
                              de de
                         Pm= fft Tm, Pe= fft Te, (2•13)
respectively. Since d6/dt is usually much smaller than wb [51,60], the following equation
is obtained:
                            d26 1
                                 ct -(p.-p.). (2.14)                           J
                            dt2
                                    Wb
The rotor moment J is here given by
                               Jg 2H,Pr, (2.is)
                                      cub
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where H denotes the inertia constant and P, the rating of the
dimensional swing equation is derived as follows:
where
   The
shown in
  t* Åít
   , . d6
 w =-        dt
  *A Pm
 Pm =: -Iiil[
  * A Pe
 Pe == [ii\
 D*
electric output





where pg(..) and pg(d.) stand for
respectively. In p,' (.), the power
with the infinite bus. From [51,60]
where E& is the infinite bus voltage,
and X" the combined reactance of the transient reactance of the generator
of step-up transformer and ac transmission 1
By adding the exciting power term in Section 2.1, p
                       Pe*(ac)
                       enerator. Thus the non-
 d6
 - = w*
 dt* 7
                                          (2.16)
 dw'
 dt* = prn - pg - D"w*,
normalized time,
normalized rotor speed deviation relative to
                                                'system angular frequency,
                                           (2.17)
normalized mechanical input power,
normalized electric output power,
damping coefficient in generator.
g fiows into both the ac and dc transmission systems as
  pg = pg(.)+pg(,.). (2.ls)
  the electric power which flows in the ac and dc links,
  term pe(ac,sync) is related to the synchronized operation
   the term is approximately given by
            E* E'*
 * oo q.                  sm 6, (2.19)Pe(ac,sync) == X*
      E6" the voltage source behind transient reactance,
                                     the reactance
                                    '
          ine. The critical value b* is defined by
        . Eg.E6*
    b*= .                                           (2.20)
            X*
               e"(.c) iS represented as follows:
  = Pe*(ac,sync)mEb" COS 9't", (2.21)
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where E denotes the ratio of amplitude of an exciting power
b" and 9" the angular frequency of the exciting power swing.









     generator
        iXu -p.
           mechanical
zK 6'"oPw"e',
   dc transmission
2Ig]
Configuration of ac/dc power system for swing equation system (2.2)
Table 2.1 Physical meanings of variables and parameters in swing equation system (2.2).
All variables and parameters are in per unit except angle which is in radian.
6 rotor position with respect to synchronous reference axis
w rotor speed deviation relative to system angular frequency
t normalized time
D damping coeficient in generator
b critical value of one generator-infinite bus system
Pm mechanical input power of generator
Pe(dc) electric power which fiows in dc link
s ratio of amplitude of exciting power swing to critical value
s"2 angular frequency of exciting power swing
26
Table 2.2 Classi fication of stability in fixed point of general type [57]
symbol
sink or completely stable fi pi l, lp,l Åq 1 s
source or completelyunstable lpi l, lp2i År i U
saddle or directly unstable OÅq pi Åq1Åq p2 D
saddle or inversely unstable -1 Åq pl ÅqOÅq p2
Figure 2.2
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Bifurcation diagrams of discrete dynamical system (2.5).
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  Figure2.2 (continued)
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1
Table 2.3 System parameters and base quantities for swing equation system
               (a) Network parameters
(2.2)
system frequency 60 Hz
ac line reactance O.95 mH/km
ac line length 220 km
impedance of step-up transformer O.16
(b) Parameters of generator
rating 2.80 GVA
lnertla constant O.89 s
d-axis transient reactance O.34
(c) Base quantities
base quantities generator side infinite bus side
power 2.80 GVA 2.80 GVA
voltage 12.5 kV 500 kV
current 129.3 kA 3.233 kA
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(d) Aperiodic solution which corresponds to second kind invariant
   closed curve at (p. - p.(d.),g) = (O.07,O.1)
Waveforms of rotor position at steady states for swing equation system (2.2).
The symbol Å~ stands for the stroboscopic point through corresponding sam-
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              (b) (pm -p.(d.),s) = (O.07,O.1)
Phase (left) and basin (right) portraits of discrete dynamical system (2.5) at
(pm-pe(dc), 6) = (0•06, O•1) and (O.07, O.1). The solid line in the phase portraits
represents the unstable manifold of iD?2) and the broken line represents its
stable manifold. In the basin portraits, the region is colored white for iS?i),
black for iS?2), and gray for 2Sl2) under p. - p.(d.) == O.06 and ICC under
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              (b) (pm -p.(d.),E) == (O.07,O.1)
Sequence of phase portraits of discrete dynamical system
pe(dc),e) = (O.06,O.1) and (O.07,O.1). The solid and broken
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               (b) (pm -p.(d.),s) = (O.07,O.1)
Magnified sequences of basin portraits of neighboring domain of iD?2) in dis-
crete dynamical system (2.5). The color in the portraits implies the same basin
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(b) pm - pe(dc) is the critical value p*
  satisfying 0.06 Åq p* Åq O.07.
ls12)o
q(--ID12)
                  (c) p. - pe(dc) = O.07
Sketch of global bifurcation by dc external forcing p. -p.(d.). The broken and
solid lines stand for the stable and unstable manifolds of iD?2) of the discrete
dynamical system (2.5), respectively. The global bifurcation results in the





anal     .YSIS   .vla
   The present chapter addresses stability boundaries of the non-autonomous swing equa-
tion system. Chapter 2 discussed the non-autonomous swing equation systern and the
stability boundaries to clarify the transient dynamics of the ac/dc system. As is well-
known, we cannot apply the Lyapunov's direct method [56,69] to the stability boundary
analysis of the non-autonomous system. Generally speaking, it is difficult to evaluate sta-
bility boundaries in non-autonomous systems analytically. For the present, the evaluation
on the stability boundaries depends on the numerical calculation of each solution in ini-
tial value space: cell-to-cell mapping [47]. It is thus significant to establish an analytical
criterion for the stability boundaries of the non-autonomous systems.
   In this chapter, we propose an analytical criterion for stability boundaries in ODF
time-periodic perturbed Hamiltonian systems. The criterion is derived via the Melnikov's
perturbation method [62]. We here restrict our concerns to the stability boundaries that
are analogous to homoclinic orbits in corresponding integrable Hamiltonian systems. The
problem formulation is common to the original study by Melnikov. The Melnikov's method
provides us with a signed distance between stable and unstable manifolds in the perturbed
systems based on the homoclinic orbits. This suggests the possibility of measuring the dis-
tance between the homoclinic orbits and stable manifolds which correspond to the stability
boundaries in the perturbed systems. In the following chapter, an analytical criterion for
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the stability boundaries is proposed and applied to the stability b
swing equation system.
oundary analysis of the
3.1 PerturbedHamiltoniansystem
   This chapter considers the following perturbed Hamiltonian system:
where (x,y) E R Å~ IR, and 7-t(x,y)
6gi (x, y, t) (i = 1, 2) the
assumed to be tractable in the reg
assumed to have a periodicity on t with a period T
system (3.1) is as follows:
where q :! (x,y)T and g(q,t)
tion of vectors. In addition
 -aTt " oj7"t(x,y) + egi(x,y,t),
                                                 (3.1)
 'EITt = -bT.7-t(V,Zl) + Eg,(c,y,t),
        is the Hamiltonian, e the small positive parameter, and
perturbation terms. The right-hand side of the system (3.1) is
       ion we are interested. The perturbation terms are also
                 == 2r/O. The vector formulation ofthe
     dq
     llTt = JD7t(q)+Eg(q,t), (3.2)
    g (gi(x,y, t),g2(x,y, t))T. T represents the transpose opera-
 '
         JÅí(-9 i), (,,)
and
                    D7i(q)




  (8.7-t(x,y), ili77"t(x,y))T




 aTt = JD7t(q).




Since the Hamiltonian system (3.6) satisfies the integrability condition [6], all dynamics of
the system (3.6) can be examined analytically. Additionally, the Hamiltonian system (3.6)
holds the following assumptions:
Assumption 3.1 The Hamiltonian system (3.6) has a homoclinic orbit TO g {qO(t) 1 t E
R} to a saddle point po.
Assumption 3.2 The interior of rO n {po} is filled with a continuous family of periodic
orbits qa(t),av E (-1,O) with period T.. Letting d(x,I"O) 4 inf llx-qll, we have
                                                      qEro
Li.M.oStU,RPd(qor(t),rO) = O and gi-mo Ta == +oo• ll e ll implies the Euclidean norm of vectors.
The Hamiltonian system (3.6) also has a center p-i enclosed by the continuous family of
the periodic orbits.
   Figure 3.1 shows the assumed phase structure of the Hamiltonian system (3.6). In
the following, we restrict our analysis to a stability boundary which is analogous to the
homoclinic orbit in the Hamiltonian system. This boundary possibly corresponds to the
basin boundary of an non-resonant solution in the perturbed Hamiltonian system (3.2)
as explained below. This chapter also uses a discrete dynamical system .:0i- under the
stroboscopic sampling of the perturbed system (3.2) at a phase ip (= 9t) E Si.
                                                                   '
3.2 Melnikov'sperturbationmethod -t
   The Melnikov's method provides us with a signed distance between the stable and
unstable manifolds in the perturbed Hamiltonian system (3.2) based on the associated
homoclinic orbit. This section outlines the Melnikov's method and analytically derives a
signed distance between the homoclinic orbit and the stable manifold. This is possible by
expanding the well-known derivation of Melnikov functions [35, 108].
   First of all, if the perturbation e is sufliciently small, the following lemmas provide us
with the basic information about the discrete dynamical system .S;l.
Lemma 3.3 [35,108] Fors2Lfiiciently smalls, theperturbed Hamiltonian system(3.2) has
a unique hyperbolic periodic solution of the saddle type 7.(t) == po+O(e), Correspondin.gly,
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the stroboscopic obseTvation at a phase ipo has a zLnique hyperbolic fixed point of the saddle
type p8 == p, +O(6).
Lemma 3.4 [35, 108] The local invariant manifolds of the fixed point on the strobo-
scopic phase ipo are Cr close to those of the equilibrium point po. Cr here implies r times
diifferentiable.
The global stable and unstable manifolds of the fixed point p8 can be obtained from their
local stable and unstable manifolds by the time evolution of the discrete system .9). Fur-
thermore, the discrete system holds the following assumption pertinent to the stability
boundary analysis:
Assumption 3.5 A non-resonant fixed point pe-i, associated with p-i, of the discrete
dynamical systein .Sl uniquely exists and is completely stable.
Assumption 3.5 is necessary for the evaluation of the basin boundary of the non-resonant
fixed point pe-i. Here, non-resonance implies that the fixed point is associated with the
assumed center or saddle point in the Hamiltonian system (3.6). Through the above lem-
mas and assumption, Fig. 3.2 describes the phase structure of the discrete system .Yn} under
sufficiently small s. In the figure, qO(-to) denotes a point on the homoclinic orbit as a
parameter -to E IR and D7-t(qO(-to)) the normal vector at the point qO(-to). In ad-
dition, q.S represents the intersection between the normal vector D7-t(qO(-to)) and the
stable manifold of the saddle point p8, and q." the intersection between the normal vector
D7-t(qO(-to)) and the unstable manifold of the saddle point pe,.
   To estimate the stability boundary, we define the distance between the points qO(-to)
on the homoclinic orbit and q.S on the stable manifold. The Melnikov's method originally
provides us with a signed distance between the points q,S and q." under sufficiently small
e. The distance d(qO(-to),Åëo,E) is defined between q,S and q." along the normal vector
D7t(qO(-to)) by
                                  A D7t(qO(-to))•(q.S-q.U)
                 d(qO(-to)7ipo)e) == "D7-t(qo(-t,))fl ' (3'7)
The important distance dS(qO(-to), ipo, e) which should be evaluated is defined in the sim-
ilar fashion by
                                . D7-t (qO(-to)) • (q.S - qO(-to))
               dS(qO('to),ipo,e) == "D7t(qo(-t,))" ' (3'8)
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It is here noted that for s = O the point qO(-to) corresponds to the point q.S, i.e.
                           dS (qO(-to),ipo,O) = O. (3.9)
Taylor expansion of the formula (3.8) around e == O here gives us
           dS (q O(-to), ipo, 6) = dS (q O(-to), ipo, O)
                               + (iil,dS (qO(-to), ipo,6)) ,=,E+O(e2), (3•lo)
where
           zjl.TdS(qO(-to),ipo,e) - "D7-t(q:(-t,))EID7-t(qO(-to))•0oq,E• (3•ii)
'I]he distance dS(qO(-to), ipo, E) can be therefore rewritten as follows:
                 ds(qO(-to),ipo,6) =- eiA/gXq(Oq(i(t-'lt)ip)O?l+o(E2), (3.12)
where
                  AS (qO(-to),ipo) 2 D7-t(qO(-to))• 0oq,eS .=,• (3•13)
   On the standpoints of practical applications, it is desirable that the distance dS(qO(-to),
ipo, s) can be calculated without the information of the stable manifold q.S in the perturbed
system (3.2). This is achieved by using the Melnikov's original technique. The following
time-dependent function AS (t; qO(-to), ipo) is first defined:
                  AS(t;qO(-to),ipo) 4 D7't(qO(t-to))•qf(t), (3•14)
where
                             qiS(t) A iil,qeS(t)..,.,' (3'15)
q.S(t) denotes the trajectory on the stable manifold and satisfies
                                qg(O) - q.S, (3.16)
and qO(t - to) represents the solution on the homoclinic orbit. The formulas (3.13)-(3.16)
obviously induce the distance AS(q(-to), dio):
                    AS(qO(-to),ipo) =- AS (O; qO(-to),ipo). (3.17)
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Differentiating the formula (3.14) with respect to t gives us the following formula:
              ilti As (t; qO(-to), Åëo) - (ilti D7-t (qO(t - to))) •q,s (t)
                                   +D7t(qo(t - to)) ' iltiqi(t)•
The following lemma is now stated:
Lemma 3.6 qiS(t) satisfies the following formiLla:
           ilti q9 (t) - jD27t (qO(t - to)) q9 (t) + g (qO(t - to), s?t + ipo) .
(Proof) See the appendix at the end of this chapter.
Substituting the equation (3.19) into (3.18) results in the following formula:
        Illti As (t; qO(-to), Åëo) - (ilti D7-t (qO(t - to))) •q,s (t)
                             +D7t(qO(t - to)) • JD27t(qO(t - to))q7(t)
                             +D7t(qO(t - to)) •g (qO(t - to), Ot + ipo) .
In addition, the next lemma is obtained:
Lemma 3.7 [108] The followang relation is satisfied:
    (IiltiD7t(qO(t - to))) • qiS(t) + D7-t(qO(t - to)) • JD27-t(qO(t - t,)) q,S(t) -= o.
By using Lemma 3.7, we can rewrite the equation (3.20) as
         d
         aTtAS (t; qO(-to), ipo) = D7t(qO(t - to)) •g (qO(t - to), 9t + ipo) .
Integrating AS(t; qO(-to), ipo) from O to 7 (T År O) derives the following:
      As (T; qO(-to), ipo) - As (o; qO(-to), ipo) = f,'D7t(qO(t - to)) •
                                           • g (qO(t - to), 9t + ipo) dt•
The following lemma is then naturally obtained:







                                                    the distance between the ho-
                                                                      suggests
that the proposed criterion in the next section can be applied to autonomous systems. The
criterion drastically improves the conservative estimation of stability boundaries with other
analytical methods such as the Lyapunov's direct method.
Lemma 3.8 [108] For the first term of the left-hand side of the equation (3.23), the
following limit is given:
                         .!t \I. AS (T; qO(-to), ipo) == o.
                                                                        (3.24)
According to the formula (3.17), we derive the function AS(qO(-to), ipo) as follows:
       AS (qO(-to), ipo) - - f, 'OO D7t (qO(t - to)) - g (qO(t - to), 9t + ipo) dt, (3.25)
by the transformation t to t + to,
        AS (qO(-to), ipo) - - f:,oo D7-t(qO(t)) • g (qO(t), 9(t + to) + ipo) dt. (3.26)
The function AS(qO(-to), ipo) makes it possible to calculate the distance dS(qO(-to), ipo)
between the homoclinic orbit and the stable manifold. The calculation can be analytically
performed because the original Hamiltonian system (3.6) is integrable. To derive an ana-
lytical criterion in the next section, the obtained prop,erties about the Melnikov's method
are now summarized:
Remark 3.9 The distance
                                     . AS (qO(-to), ipo)
                      di(qO(-to),ipo) = EllD7-t(qo(-t,))" (3'27)
is a signed measure. The sign makes it possible to grasp the geometric relationship between
the homoclinic orbit and the stable manifold.
Remark 3.10 The distance dS(qO(-to),ipo) diverges to infinity as to - Å}oo. This is
because the norm of the norrnal vector D7-t(qO(-to)) converges to zero as to - Å}oo. This
implies that any point qO(-to) in the neighborhood of the assumed saddle point po can
not be modified by the distance dS(qO(-to), Åëo).
Remark 3.11 When the perturbation is indep ndent on t,
moclinic orbit and the stable manifold is also derived in the same fashion. This
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3.3 An analytical criterion for stability boundaries
   We are now in a position to propose an analytical criterion for the stability boundaries in
the non-autonomous systems. The above discussion naturally leads a method for modifying
a point qO(-to) on the homoclinic orbit rO:
                                 '
             qo'(-t,,ip,) 4 qo(-t,)+ llS(7t-t:ii(t-o)i,egil Dt]-t(qo(-t,)), (3.2s)
where qO'(-to, ipo) denotes the modified point. The Melnikov's method states that under
sufficiently small e, qO'(-to, ipo) is close to the stable manifold of the non-resonant fixed
point pe-i, that is, the modified homoclinic orbit {qO'(-to,ipo)} is a good estimation of
the basin boundary of pe-i. Hence, we propose the modified orbit {qO'(-to,ipo)} as an
analytical criterion for the stability boundary of the perturbed Hamiltonian system (3.2).
Remark 3.12 The proposed criterion has the following advantages:
   e The criterion can be calculated with the information about the Hamiltonian system
     (3.6), that is, the integrable system.
   e Since the criterion is based on the stable manifold of the non--resonant point pli
     which coincides with the target stability boundary, the criterion is not conservative
     such as the Lyapunov's direct method for the autonomous systems.
On the other hand, the disadvantages of the criterion can be indicated as follows:
   e The criterion does not provide us with any exact sufllcient condition for the basin
     boundary of the non-resonant solution; Remark 3.10 suggests the necessity of trun-
     cating the modified homoclinic orbit {qO'(-to, ipo)} in a positive number To E R such
     that itoi S To to obtain a good estimation of the stability boundary.
   e The criterion is not necessarily applied to various stability boundaries which possibly
     appear in the perturbed system (3.2): for examples, (i) genesis of resonant solu-
     tions and associated basin boundaries; (ii) chaotic attractors and associated basin
     boundaries; and (iii) fractal growth in basin boundaries of non-resonant solutions.
To overcome the disadvantage (i), Chapter 4 shows an analytical approach to the basin
boundaries of the resonant solutions.
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Remark 3.13 If more than one saddle point with associated homoclinic orbit and family
of periodic orbits exist in the Hamiltonian system (3.6), the proposed criterion can be
applied to each homoclinic orbit separately.
3.4 Application to swing equation system
   This section analyzes stability boundaries of the non-autonomous swing equation system
based on the proposed criterion. The system is described by
            127-t (6, cv) == Ecv -bcos 6- (pm - pe(dc)) 6,
g, (6, w, t) = O,
g2 (6, w, t) == -Dw +a cos Ot,
(3.29)
where the parameters are fixed as follows:
                    b=O.7, e=O.1, D=O.5, 9==O.05. (3.30)
The setting is identical to that in Chapter 2 except 9. The setting 9 == O.05, which is
equal to 2r/(8.6 s) in the practical time, is based on the practical measurement in Fig. 1.2.
It should be noted that the non-autonomous system (3.29) possesses no resonant solution
under the parameters setting.
3.4.1 Numerical simulations and analytical criteria
   The proposed criterion is applied to the autonomous swing equation system (3.29) under
a = O.O. Fig. 3.3 shows the stability boundary, original homoclinic orbit, and analytical
criterion in the swing equation system with a = O.O. In the figure, the region is colored light-
gragy for a stable focus, i.e., an acceptable operating condition and dark-gray for a second
kind limit cycle, i.e., an asynchronous state. Then the stability boundary corresponds to
the boundary between the light-gray and dark-gray regions. In the figure, the black line
describes the original homoclinic orbit and the white line the proposed criterion. In the
autonomous case, since the derivative of the Hamiltonian 7-t along a system trajectory is
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non-positive, that is;
                            dH
                                 =-ebw2 f{ O, (3.31)
                             dt
the Lyapunov's direct method [56,69] or the closest UEP method [17] gives us a suflicient
condition for the stability boundary; the condition in the system (3.29) coincides with the
homoclinic orbit which issues from the assumed saddle point. The proposed criterion in
Fig. 3.3 obviously evaluates the correct stability boundary much better than the homoclinic
orbit. This indicates that the criterion is effective for the analysis of the autonomous
system.
   Next we apply the proposed criterion to the non-autonomous swing equation system
(3.29). Fig. 3.4 shows the stability boundaries, original homoclinic orbit, and analytical
criteria in the discrete dynamical system .S7 at the phase ipo = O at a = O.7. Fig. 3.5
also shows the stability boundaries, original homoclinic orbit, and analytical criteria at the
phase ipo = kT/2 (k = O,...,3) under a = O.7 and p. -p.(d.) = O.2. In the figures, the
regions are colored light-gray for non-resonant sinks (acceptable operating conditions) and
dark-gray for second kind invariant closed curves (asynchronous states). Figs. 3.4 and 3.5
imply that each criterion evaluates the stability boundary almost perfectly. These results
make it clear that the analytical criterion is much effective for the stability boundary
analysis of the swing equation system (3.29).
3.4.2 Physical interpretation and remaining problem
   The numerical simulations in Figs. 3.3-3.5 suggest the possibility of dc link's ability to
control the transient dynamics of the ac/dc system. The stability regions in Fig. 3.4 for
which are colored light-gray become smaller as lp. - p.(d.)l increases. This implies that we
can change the size of the stability regions depending on the dc operation. The size of the
stability regions is closely related to critical fault clearing time [60]; it is the longest fault
duration for which the generator will remain in synchronism. That is, the obtained results
imply that the dc link is possibly adopted to extend the critical clearing time. Then, the
proposed criteria are much effective for guaranteeing both the effectiveness and application
limit of the dc control, because they can evaluate the size of the stability region analytically.
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   On the other hand, the proposed criterion still has some problems related to resonant
solutions. Chapter 2 considered the dynamical behavior affected by the resonant solution
in the swing equation system (3.29). The complicated stability boundary was particularly
shown related to the resonant solution in Figs. 2.4-2.7. As mentioned before, the proposed
criterion hardly applies to non-autonomous systems with resonant solutions: for example,
the criterion is not adequate for evaluating the basin boundary of iSli) in Fig. 2.4, because
of the existence of the resonant points iS12) and iDl2). In addition to this, the fractal basin
boundary in Fig. 2.5 cannot be clarified through the present approach. In order to tackle
this problem, the next chapter shows a subharmonic Melnikov function approach to the
stability boundaries related to the resonant solutions. •
3.5 Summary
   This chapter proposed an analytical criterion for the stability boundaries in the non-
autonomous systems. The criterion was developed based on the Melnikov's perturbation
method. In addition, the criterion was applied to the analysis of the stability boundaries
in the swing equation system. Thereby, it was shown that that the proposed criterion was
much effective to the stability boundary analysis. The criterion has some advantages in
its easy and quick evaluation and many possibilities of expanding itself to various non-
autonomous systems. Here we note that geometric relation between the homoclinic orbit
and the stable manifold is here considered to derive the analytical criterion. This makes
it possible to generalize the proposed criterion without special formulation if Melnikov's
methods [107] for multi--degree-of-freedom perturbed Hamiltonian systems are considered.
Appendix to Section 3.2: Proof of Lemma 3.4
   Applying the Gronwall's inequality [35,108] to the basic systems (3.2) and (3.6), the
following relationship is given:
llq.S (t) - qo (t - to)11 - O(s) for o g t Åq +oo. (3.32)
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Using the system (3.2), q.S(t) satisfies
                   d
                  aTtqg(t) =- JDH(q.S(t))+6g(qg(t),9t+ipo). (3.33)
Since q.S(t) is of class Cr for E and t, the system (3.33) can be differentiated with respect to s.
The interchange of the differential order by 6 and t is obviously possible. By differentiating
the system (3.33) with respect to 6 and interchanging the differential order by E and t, we
thus obtain the following formula:
         Iilt (iii,T q.S (t)) =- jD2H(q.S (t)) zji,T qg (t) + g (qg (t), gt + dio) + o(e). (3.34)
Using (3.32) for s == O completes the proof of this lemma.
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Figure 3.3 Stability boundary, original homoclinic orbit, and analytical criterion in au-
tonomous swing equation (3.29) under a = O and p. -p.(d,) = O.2. The region
is colored light-gray for an acceptable operating condition and dark-gray for
an asynchronous state, and the black line shows the original homoclinic orbit
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Stability boundaries, original homoclinic orbit, and analytical criteria in dis-
crete dynamical system ,EO- at phase ipo == O with a = O.7. The region is col-
ored light-gray for stable operating conditions and dark-gray for asynchronous
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Subharmonic Melnikov functions and
stability boundaries
   Chapter 3 proposed an analytical criterion for the stability boundaries in the ODF
perturbed Hamiltonian systems. The analytical criterion addresses the basin boundaries of
non-resonant solutions. It is not therefore effective if the genesis of the resonant solutions
happens in the non-autonomous systems. Although the resonant solutions and associated
basin structures are phenomenologically discussed in [43,79,97], no analytical and effective
approach has been reported to the basin boundaries of the resonant solutions.
   In this chapter, we discuss basin boundaries of the resonant solutions based on the
subharmonic Melnikov functions [62] and related theories [32,33,35,108], thereby deriving
an analytical criterion for the basin boundaries. At first, ODF time-independent perturbed
Hamiltonian system for the resonant solutions is induced using coordinates transformations
and averaging principle. By applying the previous method in Chapter 3 to the induced
Hamiltonian system, an analytical criterion is derived for the basin boundaries of the
resonant solutions. The derived criterion has a potential to clarify the stability boundaries
related to the resonant solutions analytically, since it is established with corresponding
integrable Hamiltonian system. This chapter also applies the derived criterion to the
stability boundary analysis of the swing equation system.
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4.1 Preliminaries
   This chapter considers the perturbed Hamiltonian system (3.2) described by
                          dq
                         aTt = JD7t(q)+sg(q,t), (4.i)
where again 7-t is the Hamiltonian and g the small positive parameter, and q = (x,y)T E
R Å~ R, g(q, t) == (gi(x,y, t), g2 (x, y, t))',
                              J=-(-2 6), ,,,,
and
                    D7-ti(q) = (zli.77-ti(x,y), lilll77"t(x,y))T (4.3)
g(q,t) has the periodicity of T (== 27T/9) for t. The system (4.1) under e = O also holds
the following assumptions; the assumed phase structure is schematically shown in Fig. 3.1.
Assumption 4.1 For 6 == O the system (4.1) has a homoclinic orbit rO g {qO(t) 1t E R}
to a saddle point po.
Assumption 4.2 The interior of TO n {po} is fi11ed with a continuous family of periodic
orbits q"(t), or E (-1,O) with period T.. We have gi-m, s,u,.pd(qa(t),TO) = O and ki-m, Tcr =
+oo. The system (4.1) under e =: O also has a center p-i enclosed by the continuous family
of the periodic orbits.
Assumption 4.3 T. is a differentiable function of the Hamiltonian value h. e 7t(qa(t))
and dT./dh. År O inside TO n {po}.
   A discrete dynamical system is also introduced for the transformed system as follows:
If we take a global section 2ip,
ipo the autonomous system (4.4) is transformed into a discrete dynamical system call
Poincar6 map:






 - JD7t(q) + eg(q,ip),
                                          (4.4)
 = 9.
{(q, ip) E IR Å~ R Å~ Si 1 ip = ipo E S'}, for some fixed phase
                                          ed by
(4.5)
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4.2 An analytical criterion
onant solutions
for basin boundaries of res-
   This section discusses the basin boundaries of resonant solutions based on the subhar-
monic Melnikov functions [62] and related theories [32,33,35, 108].
4.2.1 Action angle coordinates transformation
   At first, in the interior of TO n {po} the system (4.1) can be transformed into another
system via an action angle coordinates transformation [62,108]. Fig. 4.1 shows the con-
ceptual diagram of the action angle transformation in the system (4.1) under e == O. The
transformation can be found as follows:
where T(7-t.) denotes the period of the period
plays the role of general parameter (u in Assumptions 4.2
a periodic orbit, that is, 7"t..
qO on the solid line L to reach q in Fig.
transformations [6], and its differentiable inverse exists:




i = Ti(x,y) A l.iS,l,(.,,)=".ydX'
                                                (4.6)
              A 27T-e = Te(x,y) = T(7-t.)S(X,Y),
             ic rbit satisfying 7't(x,y) == 7-t. = const.. I
                      and 4.3, and each value I specifies
  s(x,y) represents the time taken for the solution starting at
           4.1. The transformation (4.6) is one of canonical
                        x = T.(I, e) and y = T,(I, e). The
   e(   oTi















9(I) stands for the angular frequency of the periodic
The terms F and G apparently have the periodicity
   eF(I, e, t),
+ sG(I, e, t),
(4.7)
orbit satisfying 7-t(I) = 7"t. =
of T for t. A discrete system
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9)8o can be defined by the transformed system:
4.2.2 PerturbedHamiltonian
   The standard localized expansion
resonance relation:
where m and n are relatively prime integers and IM!" an action value satisfying th
relation; a region near I = Imln
band. A transformation for the
It is regarded as a kind of van der Pol transformations
is then obtained as follows:
where e =




 fi7t = VEF(Imln,e,t)
     + O(e312),
 !II/ÅÄ = vEII3Si?(imi")h a( (im/n)h2+G(imin,e,t))
     + O(s312),
 s?(Imln)t + a.
perturbed Hamiltonian system is now derived for the resonant solutions by ap-
  second order averaging [35,39,46,108] to the variational system (4.11). The
process of averaging is shown in the appendix of this chapter. A second order
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dl
rrt = eF(J,e,ip),
defft - SÅr(I) + EG(I,e,ip), (4.8)
ELt .. g.
dt
          system for resonant solutions
   ' is here used in the neighborhood of the following
                     2TmO(IM/") = n9 == n-iiT, (4•9)
                                           e above
 in 9)8, at ipo = O (abbreviated as 9)oe) is called resonance
 localized expansion is as follows:
  (g::/.M(i,".t.)V,5.h'.. (4.io)
                    [35,39, 108]. A variational system
     + efZl/ill(imin,e,t)h
           lo20 (4.11)
averaged system is obtained as follows:
where pa = vig is treated as an independent parameter










gÅÄ/ - pa2i.Mri"(o(i'.i.)) + eZf/(if)fi;
[lizt == iLgSi?(im/n)7i + ,(50o2ii3(imi.)7i2+a(z,)), (4'i2)
A
                                    , and
M?/" ( o(i'./.) ) 4 b(imin) f, MT i7 (im/n, SÅr (imin)T + i7, T) dT,
 aoFI (zf) g .IT f,MT el/+(Imln,o(lmln).+zi,.)d.. (4.13)
a(Ef) 4! i71T f, MT G(imin, SÅr (im/n)7+zi, 7) d7,
    Ml")) is well-known as a subharmonic Melnikov fiLnction [32,33,35,108]. The
 system (4.12) is ODF time-independent perturbed Hamiltonian system with a
                   da
                   aTt - jDrc(a)+sg(q), (4.14)
a (Ef, 7i)T and
 rc (a) 4 "(S ao9i (im/n)E2 - 2;. f vVt ?in (th (i'./.)) d5), ',
 Drc(a) g (0oKtt (a), 0oKE (a))T, (4.is)
 g(q) 2 (i Oo2ii3 (imin)7i2 + z7 (tr), EZI/ÅÄ (u) 7i) T
    The subharmonic Melnikov function .A]Jt?/n(i/O(IMIn)) provides us with the
 and stability conditions of the resonant fixed or periodic points in the discrete
  system ,E2;}i,e. In [los] .1{Z?ln(s/b(IMI")) is discussed in terms of si)8, and its
     , and is derived as the existence condition for m resonant periodic points of
     the condition of ,9)oe is identical to the existence condition for equilibrium
 the averaged system (4.14) under e= O, that is, Y{Zr/"(rr/b(Jml")) = o and
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E == O. In addition, if vVtT/"(rr/O(JM/n)) has some zero points, then we have 2m zero points;
associated m equilibrium points have the saddle-type stability. This property directly leads
to the assumptions that the system (4.14) will hold in the next subsection.
Remark 4.5 The averaged system (4.14) possibly has the sufficient property to clarify
the phase structure of the discrete dynamical system paoe qualitatively. As noted in [32,
33,35, 108], the second order averaging generally suffices to determine the stability for all
equilibrium points, at least for OO(JM/")/0I Åq +oo and sufliciently small E. In addition,
through the phase structure of the system (4.14), we can grasp the phase structure in the
resonance band (4.9) of ptoe qualitatively.
Remark 4.6 The phase structure of the averaged system (4.14) can be analytically ex-
amined based on the original system (4.1) under e = O. In addition, all phase structure
of the averaged system (4.14) under g == O can be understood analytically because of its
integrable property.
4.2.3 An analytical criterion
   This section states the main result in this chapter: an analytical criterion for the basin
boundaries of the resonant solutions. The criterion is established based on the averaged
system (4.14) and the previous method in Chapter 3. In order to apply the method to the
averaged system, we make the following assumptions which are same to Assumptions 4.1
and 4.2:
Assumption 4.7 For s = O the averaged system (4.14) has a homoclinic orbit 17i?i) g
{a?,)(t) ItE IR} to each saddle point P,(,) fori== 1,•••,m.
Assumption 4.8 Each interior of lti i ?i) n {Po(i)} is fi11ed with a continuous family of peri-
odic orbits a7,)(t),cy E (-1,O) with period IT.(i). We have ki.m,s,u..pd(a7i)(t),7'?o) == O and
gi-mo T.(i) == +oo. The averaged system (4.14) under E = O also has a center P-i(i) enclosed
by each continuous family of the periodic orbits.
As mentioned in Chapter 3, for sufliciently small g, each equilibrium point P8(i) related to
Po(i) in the averaged system (4.14) uniquely exists and becomes a saddle point. In addition,
the averaged system holds the following assumption:
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Assumption 4.9 Each
in the averaged system
sense of Lyapunov.
 equilibrium point Pli(i) associated with P-i(i) for i == 1,••• ,m
(4.14) uniquely exists and is an asymptotically stable point in the
Thus, for sufliciently small 6, the averaged system (4.14) has the same phase structure as
that shown in Fig. 3.2 qualitatively.
   We now derive an analytical criterion for the basin boundaries of the resonant solutions
as same as the process in Chapter 3. The Melnikov's method naturally leads to a method
for modifying a point 2t i)(-Zo) on each homoclinic orbit 7(i) for i == 1,••• ,m:
             a,?)(-io) 2 q?,)(-io)+ "a.i2'i-,-'=Oefi--i-'g));"Drc(a?,)(-io)), (4 i6)
where
      af(i)(a?i)(-lo)) g e1IDrc(ij?i.)(-i,))l1 (-Z,OODrc(it7?,)(t))•g(a?,)(t))dt) (417)
As shown in Chapter 3, a?l•) (-io) is close to the stable manifold of the the saddle point P8(i) ,
that is, each modified homoclinic orbit {lti2•)(-io)} is expected to be a good estimation of
the basin boundary of Pe-i(i). Hence, each modified homoclinic orbit {q?S•)(-io)} is derived
as an analytical criterion for the basin boundaries of the resonant solutions.
Remark
tem (4.1)
4.10 The criterion can be directly d
under e = O.
erive d with the integrable Hamiltonian sys-
Remark 4.11 To descri
transform each point on





o)} in the original x - y plane, it is necessary to











Remark 4.12 The criterion approximately represents the basin boundaries of the reso-
nant solutions. It was obtained through the averaged system (4.14) which was derived by
truncating the variational system (4.11). Although the phase structure of the averaged
system (4.14) is identical to that of ,opdi in the resonance band (4.9) qualitatively, it should
be noted that the criterion provides us with the second order inforrnation about the basin
boundaries of the resonant solutions. Additionally, Remark 3.10 again points out that it is
inevitable to truncate each {a?•)(-io)} in a positive number i7o E R such that IZol Åq ZZ'o to
obtain a good estimation of the basin boundaries.
4.3 Illustrative examples
   This section applies the derived criterion to concrete non-autonomous systems and
exhibits both its effectiveness and application limits.
4.3.1 Greenspan and Holmes system
   The criterion is applied to the following non-autonomous system [33,35]:
The system (4.20)
For 6 == 0
homoclinic orbit.
system has a center at the origin and a family of period
4.3. 0n the other hand,
resonant unstable
   We now
(4.20). The
dxfft = y{r - (x2 + y2)} + e{kx - x(x2 + y2) + Bx cos t},
                                                           (4.20)2+/ = -x{r-(x2+y2)} + 6{ky-y(x2+y2)}.
      at e == O is ODF Hamiltonian system with a Hamiltonian 7't:
            7.t(.,y) = .x2;y2-(x2;y2)2 (4.21)
the system (4.20) does not have any hyperbolic saddle point and associated
     However, in the interior of the circle {(x, y) l x2+y2 == r} the Hamiltonian
                               ic so utions satisfying Assumption
          for 6 7C O, B = O, and O Åq k Åq T, the system (4.20) has a non-
     focus at the origin and a stable limit cycle with the period 2T/(r - k).
consider 1/2-harmonic entrainment and associated basin boundary in system
 entrainment is mathematically represented by the resonance relation (4.9) at
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m=2 and n == 1. By using the following transformations:
             (Z : Xit",z7,
(4.22)
and
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 == E+a,
    3+i,/gh,
O(e) terms, we obtain the
                B
            + E-4-sin2a,
-icos 2a) + e {2(k - 2rN
  a Hamiltonian rc:
second order




ODF Hamiltonian system with
                1Åq (a, h) = pa [-h2 -w{(k -w)a- {i sin 2a }] (4.25)
   A basin boundary of resonant solutions is now discussed under the following parameters
[33] :
                    r=1.0, s=O.05, k=O.7, B=1.1. (4.26)
The averaged system (4.24) under pa = V6r65 ande=:O has two centers, two saddle points,
and associated homoclinic orbits satisfying Assumptions 4.7 and 4.8. For a = O.05 the
system (4.24) has two stable focuses associated with the two centers. The derived criterion
can be therefore applied to the system (4.24).
   Figure 4.2 shows the basin structure and the proposed criteria for the averaged system
(4.24). In the figure, the white region denotes the basin of the stable focus iSb), the dark-
gray the basin of the stable focus iS?2), and the light-gray the basin of a limit cycle. The
black solid lines in Fig. 4.2 represent the proposed criteria in Chapter 3 and are apparently
close to the basin boundaries of iS?i) (i = 1,2). The proposed criteria are, however, far
from the basin boundaries in the region h Åq O. This is because the norm of the normal
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vector Drc(Zti2•)(-io)) is adopted to calculate the criteria, and the norm converges to zero
as Zo - Å}oo as mentioned in Remark 4.12.
   Now we obtain the analytical criterion for the basin boundaries in the discrete dynamical
system ,opoe relative to the system (4.20) by transforming the proposed criteria on a - h
plane into x - y plane. Fig. 4.3 shows the basin structure and analytical criterion of paoe.
In the figure, the bgack point, which is plotted at the origin, denotes the source iUi and
QP the quasi-periodic solution. The white and dark-gray regions in Fig. 4.3 represent the
basins of the two resonant periodic points iSi(i=i,2) and the light-gray region the basin of
QP. The criterion is described with two black solid lines and precisely grasps a part of
the basin boundaries of iS,2•(i=i,2). This example shows the effectiveness of the analytical
criterion although it cannot clarify the detail of the basin boundaries of iS,2• (i=i,2).
4.3.2 Swingequationsystem
   Next we next deal with the stability boun
where the following parameters are set
    b=: O.7, pm - Pe(dc)
The parameter setting is base
system (4.27) has both non-resonant and resonant
   The proposed approach
the phase structure of the first order averaged system for the system (4.27).
dificult to perform the
adopt a homoclinic orbit
of the resonant solution.
to calculate analytically; its inverse is therefore numerically performed
basin portrait and the
                  dary analysis in the swing equation system:
7-t (6, cv) == Scx?2 - bcos 6- (pm - pe(dc)) k,
g2(6,w,t) = -Dw+acos9t,
   =-O.1, e==O.1, D==O.5, a=O.77, 9=O.7. (4.28)
     d on the previous result in Chapter 2. Under the setting the
                       sinks.
    is applied to the swing equation system (4.27). Fig. 4.4 shows
                                            Her  it is much
 transformation and averaging process analytically. We therefore
  which exists in Fig. 4.4 as an valuation of the basin boundary
  In addition to this, the inverse transformation of (4.10) is hard
                                        . Fig. 4.5 shows the
present evaluation in the discrete dynamical system paoE. In the
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figure, the basin of the non-resonant sink iS?i) is denoted by the white region and the basin
of the resonant sink iSl2) by the black. The finite points, marked by Our Present Approach
in Fig. 4.5, are the transformed homoclinic orbit, that is, the present evaluation of the
basin boundary of iSl2). The evaluation is included by the basin of iSl2). This implies
that the present evaluation is a sufiicient condi'tion for the swing equation system (4.27)
although the evaluation is conservative.
4.4 Summary
                                                   '
   This chapter addressed the stability boundary analysis in the non-autonomous systems
with the resonant solutions. An analytical criterion was derived for the basin boundaries
of the resonant solutions. The criterion can be derived with the original ODF Hamiltonian
system and is therefore effective for clarifying the basin boundaries analytically. In addition,
the proposed criterion is applied to the concrete non-autonomous systems. In the case of
Greenspan and Holmes system, the application illustrates the effectiveness of the proposed
criterion. However, the swing equation system shows that the proposed criterion becomes
a conservative and sufficient condition for the basin boundary of the resonant sink. It is
much important to overcome the conservativeness in terms of the transient stability of the
ac/dc power system. The problem should be attacked as a forthcoming research.
Appendix to Section 4.2: Derivation of averaged sys-
tem (4.12) via second-order averaging
   The following transformation is introduced based on the averaging theorem [35,39, 108]:
where e = YÅr(Im/n)t +a






- E + vg f i7(Imln, e, t)dt,
= a)
,e,t) is defined as follows:





That is, F corresponds to an oscillating part of F. In addition, the averaged part of F is
well-known as the following subharmonic Melnikov function:
                   - mT
         Y{]t?1" b(Ia.1.) A n(I F(Imln,O(Imln)r+aT)d7. (4.31)
The transformed system is then obtained as follows:
     gÅÄ/ = vE2;.AZ?i" n(i'./.)
         + i}/ll (imin)fi I8.; f ,i7 umin, e, t)dt + Zl/+ (imin, e, t)7i)
         + O(e312),
     1/ -= x/slllSi2(imin)fi
         + OoSi? (im/n) f iÅr(imin, e, t)dt +S0o2Ig (Imin)E2 + G(Imin, e, t))
         + O(E312),
                                         '
where e = th(IM!n)t+i. We apply the second order averaging to the transformed system
(4.32), thereby obtaining the averaged system (4.12). Here, the second order averaging
implicitly corresponds to the following transformations:
                         (I':i':IV.2:/t'l'/i'll',: (4•33)
where v. and vh are smooth functions and have the periodicity of 27r/9 for t. For simplicity,


























Figure 4.1 Conceptual diagram of action angle coordinates transformation in the Hamil-
tonian system
ilg,eeww mm.,gth",,rd -maeeeess ps.•me ge•ttssew-
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Figure 4.2 Basin structure and proposed criteria for averaged system (4.24). The basin
of the stable focus iSli) is denoted by the white region, the basin of the stable
focus iS12) by the dark-gray, and the basin of a second kind limit cycle by the
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Basin structure and analytical criterion in discrete dynamical system ,921oe for
non-autonomous system (4.20). The black point plotted at the origin denotes
the source iUi. The whzte and dark-gray regions represent the basins of the
two resonant periodic points iS,2 (,=i,2) and the lzght-gray region the basin of
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Figure 4.4 Phase structure of first order averaged system for swing equation system (4.27).
The phase portrait has a homoclinic orbit connected to a saddle point. The
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Figure 4.5 Basin structure and present evaluation in discrete dynamical system :2i)oe for
swing equation system (4.27). The basin of the non-resonant solution iSli)
is colored with light-gray and the basin of the resonant solution iSl2) with
black. The finite points, marked by Our Present Approach, show the present




system and stability boundary
   The following chapter addresses transient dynamics and stability boundaries with con-
sidering dc system's operation and electric power relation between the ac and dc systems.
Chapters 2-4 examined the swing equation system for the transient stability analysis of the
ac/dc system. It was then assumed that the dc link was ideally operated and its electric
power was constant. This assumption is, however, insuflicient for considering transient
stability involving dynamical characteristics of the dc link. In [21,23,30,89,98] the dc
power modulation is proposed for damping power swings in ac transmission systems. The
control strategy uses an effective characteristic in the rapid regulation of the electric power
according to event disturbances. Thus, for practical stability estimation, it is inevitable to
consider the transient dynamics and stability boundaries with taking the dc operation and
the power balance relation into account.
   A DAE system is here proposed for the analysis of the ac/dc power system in Fig. 1.1.
The DAE system is described by a coupled system of differential and algebraic equations:
the differential equation represents the dynamics of the generator and the dc link; while
the algebraic equation describes the electric power relation between the ac and dc systems.
The DAE system keeps the structural characteristics of power conversion and control setup
in the dc link, and explicitly describes the power relationship. This chapter numerically
investigates dynamical features of the DAE system. In particular, we examine a stability
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boundary through several basin portraits and partly clarify its global structure in the
solution space of the DAE system.
5.1 Differential-algebraic equation system
5.1.1 Derivation
   This section derives a DAE system for the electric power system with dc transmission
in Fig. 5.1. The figure shows the same configuration as Figs. 1.1 and 2.1. In the fo11owing
discussion, all variables and parameters are in per unit except angles which are in radian.
The detailed derivation of the DAE system is given in the appendix at the end of this
chapter.






where v6 denotes the voltage source beh
respect to synchronous reference axis,
angular frequency. v, and 6, are defined for the ac bus voltage by
                          edAvr sin 6ri eq4vr cos 6r7 (5•2)
where ed and eq stand for the d-axis and q-axis terminal voltages. In the system (5.1), the
parameters Ta, L'd, Lq, H, and D denote the characteristics of the generator, and Vo is
related to the input voltage to exciter. p. represents the mechanical power input and pg
the electric power output:
                      p, A "ÅíZr sin 6, + !li?L Lt' a-Leq sin 26,- (5•3)
The system (5.1) is derived under the assumption that the sub-transient behavior is neg-
ligible. The effect of control systems, which are AVR, PSS, and so on, is also excluded in
order to reveal the native dynamics and stability of the ac/dc system.
(i!iitl Vo + Ld L-d L2 vr cos 6r - v6) ,
                                          (5.1)
(-Dw + pm - Pg),
    ind transient reactance, 6 the rotor position with
  and w the rotor speed deviation relative to system
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   Second, the operation in ac-dc converters is modeled based on the averaged model
[59,67,76]. It is here supposed that the ac-dc converters in Fig. 5.1 are ideally operated
under normal conditions, and the harmonic components are completely filtered. The firing
angle cM of the rectifier is controlled according to
                            dv == Ga(Idc(ref)-Idc), (5•4)
where Idc denotes the dc current, Id.(,.f) the reference dc current, and G. the gain coefficient.
On the other hand, the inverter is controlled with keeping the margin angle 7 constant
[59,67,76]. The output dc voltage of the rectifier Vd,(,) and the input one to the inverter
Vd,(i) can be approximately given as follows:
                     3Vdc(r) fS Kv Vr COS Ctz - -Xc ldc;
                     r
                     3Vdc(i) fs Kv Vi cos or - -Xc ldc,
                    T
(5.5)
where Ky stands for the coupling coeficient between the ac bus and dc voltage, V, the ac
bus voltage at the inverter side, and X. the commutating reactance of the rectifier or the
inverter. The dynamics of the dc link is thus represented by
                     dldc 1
                      dt = Ld. (-Rdcldc+Vdc(r)-Vdc(i)), (s.6)
where Ldc and Rdc denote the inductance and resistance in the dc line, which includes
smoothing reactors, respectively.
   Lastly, by considering the coupling relation between the ac and dc systems, we derive
the DAE system for the transient stability analysis. The coupling relation is modeled based
on the power balance equality. The electric power pg is here called by active power as a




where pi denotes the active power wh
related to the generator,
pg +pi m KIVrldc COS 9r7
 gg+qi-Kivrldc sin qr, (s.7)
 KIVrldc COS 9r - (KvVr COS CY - #Xcldc) ldc)
         ic  flows from the infinite bus, qg the reactive power
and qi the one related to the infinite bus. The reactive power
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relation is necessary f
where V.. denotes the
in the equation (5.7) is defined as a power factor angle of the rectifier, and Ki is equivalent
to the coupling coeficient between the ac and dc current. In the equation (5.7), the first
and second equations represent the active and reactive power balance in the ac system. The
third equation represents the active power balance between the ac and dc systems. The
derivation of the equation (5.7) is based on the averaged current relation at the rectifier
side:
 or deriving the DAE system. These power terms are represented by
   A VrVoo .
           sm(6, - 6),1)i =
       Loo
gg Ei " iiiZr cos 6, - \S? LllJa+Leq + !ll91 Li' ,iLillg cos 26r, (s•s)
qi 4 V tzlilo;ocos(6r'6)-L".9., .
  infinite bus voltage and L.. the ac line inductance. 'Irhe variable g,
where i, denotes the amplitude
where c ll (v6, 6, cv, Id,)T E X ==
f stands for the right-hand sid
of the equation (5.7).
   The DAE system (5.10) is regarded as a fruitful mathematical model for the transient
stability analysis. The swing equation system (2.2) in Chapter 2 does not include the oper-
ation of the dc system. As mentioned before, it is important to clarify the transient stability
with taking the dc operation into account. Thus we need to model the ac/dc system keeping
the structural characteristics of power conversion and control setup. The precise modeling
is not easy because of the interrupted operation of power devices. However, the difllculty
can be avoided if we restrict our concerns to the rotor dynamics of the generator which is
governed by the electric power balance in the ac and dc systems. Then the approximation
      ir 'U KIIdc, (5.9)
of ac current. Hence, we obtain the following DAE system:
 dx
 Tt = f(X,YIIdc(ref),7)J
                                             (5.10)
  O = g(X,Y;Idc(ref)),
 RÅ~ Si Å~RÅ~ IR, yA (vr,6,,q,)T EY== IR Å~ Si Å~ Si, and
e of the systems (5.1) and (5.6), and g the right-hand side
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formulas (5.5) and (5.9) at the power conversion are relevant to deriving the power bal-
ance relation. From this standpoint, the DAE system (5.10) is regarded as an advanced
formulation of the swing equation system (2.2). Similar DAE systems are also derived for
voltage and transient stability analysis of general ac/dc power systems [11,67,68].
5.1.2 Reduction to swing equation system
   The swing equation system (2.2) is naturally derived from the DAE system (5.10). For
the derivation, we make some assumptions for the DAE system (5.10):
   e The variables v6, v, and 6, related to the system voltages are constant in the transient
    period.
   e The variable g, related to the reactive power balance is also constant.
   e The dc current Id. is constant.
The first and second assumptions are relevant for power system transient analysis [51]. The






where 0G stands for the assumed constant value ofv
                    p,(D6







 12H {-DW +Pm -Pg (0e, 0ri 8r)}, (5•11)
        A AApg(D6, Dr, 6r) + Pi(6) Dr, 6r) - KiDrldc COS 9bri
                  6• Now
,Or;6r) = -0 2V..oo sin(8r-6)+pdc, (5•12)





    slnLoo
(6 - 8r) } (5.13)
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5.2 Fundamental concepts of differential-algebraic
       equation system
  This section summarizes fundamental concepts of the DAE system (5.10). Since a
structure preserving model was proposed in [8] for power system stability analysis, various
DAE systems have been addressed for transient stability analysis [14, 15,44,45, 74,90, 102,
103,1l1] and voltage instability analysis [45,86,102,103]. These previous works reveal basic
characteristics of the DAE systems, based on which we can analyze the DAE system (5.10)
in this dissertation. The present section arranges some of the concepts: dynamical system
theory [15, 102, 103] and numerical methods [10,38,64].
5.2.1 Summarized theory as dynamical system
  The following two sets L and S are defined for the DAE system (5.10) by
               (g -2 [:Z;X,i.\,bg,gX,z.Ylilc?,e:,',l,;,9-'6,, (s•i4)
where Dyg stands for the Jacobian of g with respect to y. AII solutions in the DAE system
(5.10) exist on the constraint set L. S is called singular surface and decomposes L into
several disjoint components Ti. If all the points on one component ri are such that Dyg
has no eigenvalue with zero and positive real parts, then Ti is called stable component; it is
denoted by T,. The existence of r, is important in order to discuss the DAE system (5.10)
via the singular perturbation technique in Chapter 6.
   An equilibrium point (EP) on L N S is said to be hyperbolic if and only if the stable
map:
                      .a2` g D.f-D,f(D,g)MiD.g, (5.15)
evaluated at the EP has no eigenvalue with zero real parts. A type-k EP for O S k S 4 is a
hyperbolic EP such that the stable map za evaluated at the EP has exactly k eigenvalues
with positive real parts. A hyperbolic EP (xs,y,) is asymptotically stable if and only if
.ta` evaluated at (x,, y,) has no eigenvalue with zero and positive real parts. The stability
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i"
region of an asymptotically stable EP (x,, y,) in a stable component T, is defined as follows:
              A(xs, y,) g {(x, y) E I-1,; ,!i.m.. ipt(x, y) = (x,, y,)}, (5•16)
where ipt(•, •) denotes the flow defined by the vector field on T,. The boundary of A(x,, y,)
in T, is called stability boundary, denoted by OA(x,, y,). For a hyperbolic EP (th,g) of the
DAE system (5.10), its stable and unstable manifolds WS(te,9) and W"(th,g) are defined
by
             (W.Slxi.:Z3.i.i[:x',E".::Sl•'lll:$:`,:;;i:.:Z-;g-llr (s•i7)
Two m-dimensional differentiable manifold M and n-dimensional differentiable manifold N
are also said to intersect transversally if at every point z E M n N the sum of the tangent
spaces TzM and T.N equals IRM+n.
5.2.2 Numericalmethods
   This subsection gives us two numerical methods for the DAE system (5.10). Since DAE
systems are generally stiff [10,38,64], it is necessary to adopt implicit integration methods.
The following two methods are now used to solve the DAE system (5.10). One is the 3rd-
stage Radau IIA Implicit Runge-Kutta (IRK) method of order 5th [10,38]. The calculation
scheme is given by
where i = 1,2,3; h represents
A in the Butcher table.
Radau IIA IRK method.
5th-stage backward differential f
                3
 Xni = Xn+h2aijf(Xnj,Ynj)7
                j'=1
  O =g(Xni; Yni), (5.18)
 Xn+1 = -Xn,3)
 Yn+1 = Yn,3,
     the step size of the IRK and aij the factor of the matrix
Tab. 5.1 shows the Butcher table and parameters setting of the
The IRK method holds the global error O(h5). The other is the





The BDF method calculates the values pf next step xn+i
Xn-4+i (i = O,•••,4). Tab.
BDF method also holds the global error O(h5).
of• 5) x.m4+i + xn+1 = h6(5) f(Xn+1 7 Yn+1)
                                                 (5.19)
     O = g(Xn+1,Yn+1)
                        and y.+i via the previous steps
5.2 denotes the parameters of the 5th-stage BDF method. The
5.3 Equilibriumpoints
   Nurnerical simulations are performed through the parameters setting in Tab. 5.3. The
setting is identical to that of the swing equation system (2.2). Fig. 5.2 shows the region
for a post-fault steady state at D = O which corresponds to an asymptotically stable
EP, indicated by EP#1, in the parameter plane Id.(,.f) - 7. In the figure, each dashed
line at constant or represents the existence region of EP#1. Furthermore, the symbol Å~
corresponds to a point at which the following equation is satisfied:
                               coscM == cosor, (5.20)
In the right-side of the symbol Å~,
                               cosaÅr cos ty. (5.21)
This implies that the practical system is usually operated in the right-side region of the
symbol Å~. In addition, the symbol O denotes an EP on the singular surface S. From
the previous section, the stability cannot be defined on each point O via a. Let us call
another saddle-type EP EP#2. EP#1 and EP#2 collide at the right-end denoted by the
symbol A in Fig. 5.2, and they extinct caused by the fold bifurcation. Tab. 5.4 shows the
locations and stability of EP#1 and EP#2 under D == O, Id.(,.f) = 1.0, and ty = 23.00.
From the table, EP#2 has the three dimensional local stable manifold and one dimensional
unstable manifold. The stable manifold therefore has the possibility of becoming one of
the basic sets [7] of the basin boundary of EP#1. In addition, the value of imaginary part
in eigenvalues 2 and 3 corresponds to almost 1.8 Hz in the practical time; the eigenvalue
is regarded as the mode of power swing for the generator.
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e5.4 Global structure of stability boundary
   This section focuses on the stability boundary of an asymptotically stable EP, denoted
by EP#1, in the DAE system (5.10). In particular we consider its global structure in the
solution space of the DAE system via several basin portraits. The following discussion is
performed under the condition D = O.
5.4.1 Basin portraits around equilibrium points
   Figures 5.3 and 5.4 show the sectional basin portraits around EP#1 and EP#2. In
the figures, initial conditions are set as follows: First v6 is fixed at the EP's value: we
use EP#1 in Fig. 5.3 and EP#2 in Fig. 5.4. Second ld, is determined as follows: Idc =
(value at the EP) + AId., where the deviation AId. is arbitrary changed to clarify the
global structure. Finally (v,,6,, ip,) are set at the values which satisfy the algebraic con-
straint g(x,y;Id.(,.f)) = O for every initial condition (6,w). In the figures, 101 Å~ 101
cells are used as initial conditions for numerical integration, and the initial conditions are
classified as follows: the white region stands for the basin of EP#1 which represents an ac-
ceptable operating condition. The gray region describes the one from which any trajectory
converges to the singular surface S. A trajectory which reaches the surface S is possibly
discontinuous because the DAE system (5.10) does not satisfy the existence and uniqueness
properties of solutions in S. The related phenomenon is called 1'2Lmp behavior [75,85]. Such
discontinuous solutions would not be realized in the practical ac/dc system and is there-
fore due to modeling over-abstraction. However, since abstraction is inevitable for power
system analysis, understanding the solution sand associated basin structures is much im-
portant, e.g. for examining the global structures of stability boundaries as seen below and
developing a practical tool for the transient stability analysis using the DAE system.
5.4.2 Hyperbolic saddle point and stability boundary
   EP#2 becomes one of the basic sets of the stability boundary of EP#1. We point out in
Fig. 5.4(c) that the stable manifold of EP#2 forms a part of the boundary between white
and gray regions, i.e., the stability boundary of EP#1. Furthermore, let us consider the
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basin portraits around EP#2 in detail. The gray region can be now separated into two
different regions based on transient behavior. Fig. 5.5 again shows the portraits around
EP#2. Basin color for EP#1 is in Figs. 5.3 and 5.4. The light-gTay and dark-gray basins
in Fig. 5.5 are the undesirable regions; any trajectory from these regions converges to
the singular surface S. The difference between these regions is characterized by transient
behavior of solutions, that is, trajectories which start from every initial regions. Fig. 5.6
shows the transient behavior from the two initial conditions indicated by Fig. 5.5. The
trajectory which starts from the initial point #2 in the dark-gray region converges to S
much faster than that from #1 in the light-gray region. This is observed along the vertical
boundary between these regions in Fig. 5.5. We here note in the figure that the decrease
of AId. raises the annihilation of the boundary, and the white region (basin of EP#1)
also annihilates at an instant. This suggests that the vertical boundary is a part of the
stable manifold of EP#2, and its manifold partially governs both the global structure of
the stability boundary and the transient dynamics.
5.4.3 Global configuration ofbasin portraits
   In addition, the basin in the vicinity of EP#1 has the same dynamical structure as that
of EP#2. Fig. 5.3 shows that the white region annihilates as the derivation AJd. decreases.
This is observed in Fig. 5.4 or 5.5. Here, the basin portrait in Fig. 5.3(e) has the similarity
to that in Fig. 5.4(e). Fig. 5.7 shows the relationship between the initial conditions in
Figs. 5.3(e) and 5.4(e). The figure indicates that both the initial conditions are close to
each other in the solution space. In Fig. 5.4(e) the dc current at all initial conditions
actually equals the va}ue at EP#2; the difference therefore depends on the initial value
v6 only. Fig. 5.8 shows the configuration of all basin portraits in Figs. 5.3 and 5.4 via
Number of Cells. Number of Cells is defined as the ratio of the basin for EP#1 on the initial
conditions (6,w) == [-r,z) Å~ [-O.02,0.02]. The figure implies that the sequences of the
basin portraits around EP#1 and EP#2 are close to each other in the overall solution space.
Hence we again suggest that the stable manifold of EP#2 governs the global structure of
the stability boundary of EP#1.
   The stability boundary indicates that the transient stability of the ac/dc system is
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possibly determined by the stable manifold of EP#2. As introduced in Chapter 1, the
transient stability can be discussed through the stability boundaries of the DAE system
(5.10). Each solution of the DAE system corresponds to the system behavior due to an
event disturbance which is added to the ac/dc system. If an initial condition is placed in
the stability region of EP#1 that boundary is partly the stable manifold of EP#2, then
the associated trajectory settles down EP#1 which coincides with an acceptable operating
condition in the ac/dc system; otherwise, if an initial state is outside the stability region,
the trajectory goes to the singular surface S, at which is an unsafe state of the ac/dc
system. The stable manifold of EP#2 thus plays a key role in determining the transient
stability.
5.5 Summary
   This chapter addressed the transient dynamics and stability boundaries with considering
the dc system's operation and the electric power balance. The DAE system was derived and
investigated numerically for the present analysis. The stability boundary was particularly
examined using several basin portraits around equilibrium points. The global structure of
the stability boundary was partially clarified through the stable manifold of the hyperbolic
saddle point. The obtained result reveals a dynamical aspect of the transient stability of
the ac/dc system. Here we stress that the particular solutions are addressed which reach
the singular surface S. The analysis of the solutions is crucial for clarifying the global
structure. The next chapter will also focus on such solutions related to the singular surface
S in the DAE system.
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Appendix to Section 5.1: Detailed derivation
differential-algebraic equation system
Park's model of synchronous generator
   The dynamics of a generator is modeled based on the Park's theory
following discussion is expanded through the Park's transformation P:
p=2
    3
 cos (wbt + 6) cos (wbt +6- llftL) cos (wbt +6+ 21ftl
- sin(wbt + 6) - sin (wbt +6- llftl) - sin (wbt +6+ 21f'i








where wb denotes position with respect to
synchronous reference 5.9 shows the two-pole model ofa synchronous generator.
The direction of the phase currents is d fined as positiveness in case the currents flow out
of the generator. kages and the currents is given by
where ipd, Åëq, and ipf denote the flux1
tively, Ld, Lq, and Lf the self-in
Mdf the mutual inductance between the d-axis and field
ed and eq are related to the dynamics of the flux
where ef stands for the voltage
armature winding, and Rf the resistance of th
ipd = -Ldid+Mdfif,
         3ipf = - iMdfi,+Lfif,
    inkages of d-axis, q-axis, and field windings, respec-
ductances of the d-axis, q-axis, and field windings, and
                  windings. The terminal voltages
           linkages in the following equations:
      dipd
          - wipq - Raid,ed =
       dt
      dipqeq = dt +Wipd-Raig7 (5.24)
      dipf
ef = dt +Rfif,
 source into the field winding, R. the resistance of the
         e field winding. In addition, the rotor speed
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w satisfies
                              w=
The rotor dynamics is now described by
    d6
Wb + fft '
 d6
 Zl7t = cv-wb,
JEL' = p-.mg (edid + egiq)
where J denotes the rotor moment of inertia and p. the mec
Modeling of ac transmission line
   The mathematical model of an ac transmission line is here considered.
infinite bus voltages e..., eb.., and e.. are assumed in [76] as follows:
where V. denotes the magnitude of the
the following terminal voltages edoo
The dynamics of the ac transmission line is thus represented
V. sin6
Voo cos6
    the
eaoo l! -Voosinwbt,
ebco lÅr -v.. sin (wbt - 21ftL)
ecoo 4 -vco sin (wbt + 21ftl)
      infinite bus voltages.
     and eqoo:
     edoo = V. sin 6,
      eq. = V. cos 6.
 == edr + R..zd. + L.. (dkdtoo
= eqr + Rooiqoo + L.. (dkqtoo
d-axis and q-axis voltages at
7
hanical input power.
where ed, and eg, denote





The transformation P induces
 as follows:







Modeling of dc transmission system
   The modeling of a dc link can be performed based on the averaged model [59,67, 76].
The dynamics of converter transformers is here negligible. It is supposed that the ac-dc
converters in Fig. 5.1 are ideally operated under normal conditions, and the harmonic
components are completely filtered. In the following discussion, the dc link is assumed to
be the bipolar-type with return conductor. The output dc voltage of the rectifier Vd.(,) and
the input one to the inverter Vd.(i) are approximately given as follows:
         3v5 3Vdc(r) fS T nVr COS CM - IJF Xc ldc,
         3viEi 3Vdc(i) fU r nV!COS6+ffXcldc,
(5.30)
where X. is the commutating reactance and n the turn ratio of the converter transformers.
v, stands for the ac peak voltage to neutral at the rectifier side given by
                              vr4 eZ,+eZr• (5-31)
In the formula (5.30), a denotes the lagging control angle of the rectifier, 6 the leading
control angle of the inverter, Id. the dc current, and V, the ac peak voltage to neutral at
the inverter side.
   The well-known control setups of the reciter and the inverter are adopted based on
[59,67, 76]. The rectifier is equipped with the automatic current regulation:
                            a= Ga(Idc(ref)-Idc), (5•32)
where Id.(,.f) stands for the reference dc current and Ga the gain factor of the controller to
obtain the control angle or. On the other hand, the inverter is regulated with keeping the
margin angle or constant. The relation between the angles 6 and 7 is then represented as
follows:
                                           2 XcJdc
                                                  . (5.33)                          cos fi = cos ty -
                                          v'iii nV,
The dc voltage Vd.(i) is given by
                                 3V{i 3
                        Vdc(i) = r nVi COS or-iXc ldc• (5.34)
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By using Vd.(,) and Vd,(i) we describe the dynamics of the dc link as follows:
                          dJdc
                       Ldc dt +Rdcldc = Vdc(r)-Vdc(i), (5.35)
where Ldc and Rd. denote the dc line reactance and resistance, respectively.
Per unit system
   The well-known per unit system is next adopted to all the variables and parameters.
For the ac system, the following relation is introduced between the base power Pb(..) and
voltage-ampere Vb(ac)lb(ac):
                                      3
                             Pb(ac) = EVb(ac)Ib(ac), (5.36)
where Vb(.) stands for the base voltage and Ib(.,) the base current. The base voltage Vb(..)
implies the generator and infinite bus peak rated voltage to neutral, Ib(.,) the generator
and infinite bus peak rated current, and Pb(.) the generator and infinite bus three-phase
rated voltage-ampere. On the other hand, for the dc system, the following relationship is
also imposed:
                             Pb(dc) = 2Vb(dc)Jb(dc), (5.37)
where Pb(dc), Vb(d.), and Ib(d.) denote the dc ratings with respect to power, voltage, and
current, respectively; this relation is based on the system construction. The normalized
time t" is given by
                                  t*=wbt. (5.38)
All equations which describe the dynamics are now normalized. The dynamics of a step-up
transformer is also negligible. When the step-up transformer is the star-star typei, the
normalization makes it possible to connect the variables e2, eG,, e:, and ee, as follows:
                              eE-eG,, ee-eE,, (5•39)
where e2 stands for the normalized value of ed. The above relation is also satisfied for the
current variables.
  iln practical systems, the connection is not realized. However, the setting is not essential in terms of
the constraint dynamics based on the electric power relationship.
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Active and reactive power relation
   The active and reactive power relationship is constructed between th
The following relations are easily derived:
e
e
where g, stands for the power factor angle of the rectifier.
terminal voltage to neutral at the generator and is given as foll
The fo11owing formulas are introd
                                      e ac and dc systems.
h (iG + i2..) + elj (ia + i:..) -= v;i: cos g,,
lj(i2+i3.)-e:(ilj+ie..) =- v:i:sinq,, (s.4o)
             vr*ir*cosqr = RRbb[d..C))Vd*c(r)Jd"c'
                              v," corresponds to the ac peak
                                 ows:
          v,' = e22+elj2. (5.41)
       uced for the ac voltage v,':
where 6, becomes one of the variables for the derived DAE system. ii is defined by
                       .* A
                       Zr =
where the relationship between i,* and ld". as follows:
                   -Zd-+ doo)2+
e: A v,* sin 6r,
ee 4 vi cos 6,,
(i: + iz.)2 + (ie + ie..)2,
    is assumed from [76]
                 .*
       qco zr
                   2n 2n 2n 2n
                                            N
where n is the turn ratio of the converter transformer.
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2n'
Ib(dc) 2vlli






   This dissertation mainly discusses the transient
The following assumptions can be therefore adopted
The following v6* and Vo"
             stability of the ac/dc power system.
    diph
         == o,
    dt*
    dip;
         == o,
    dt*
    R: - O,
    w* fÅri l, (5.45)
    dih.
         .. 07
    dt*
    di*
    dlge - o,
    Rbo - O.
  .6. g \1."ip}'
                                        (5.46)
      . Md*f.
  Vo" = R] ef•
          winding is obtained:
   v,'+L3 i,,L'd' vi cos 6,-v6*, (s•47)
                         and La* the d-axis tran-
    . L} M,*f2
TE*
       R} R}Lh'
              .2 (5.48)La* g LG-\3,lf•
      E is represented:
   Vi,,V.r* sin 6, + !IStZ2 Li'i/.MLi.lle sin 26,. (s.4g)
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are here defined as follows:
By the formula (5.42) the dynamics of the field
                     dve* La*
                  TE*d,. = 'ZE.
where Ta* denotes the d-axis transient short-circuit time constant
sient, and they are defined as follows:
The active output power of the generator p
The swing equation system is now derived as fo
                Ilow :
     d6
     ElitF. = w*-1,
      dw'
  2H* dt. - pfi - pg - D* (w' - 1),
        and D* the damping coefficient in the
             denoted by qg, is also given:
 *i: - ezie
 f:V.i cos 6, - !ISfZ2 Li' ,i,Le. lj + !lff2 Li' /.-Li.llj cos 26r•
                 infinite bus, denoted by p,*• an
" ehih,., + eljie.. = LVoo
 sin(6, - 6),
A e:iE. - eEie.. == Vi V. 85 cos(6, - 6) - Vr' .2
 ,
where H* is the inertia constant
reactive power related to the generator,
               *A
              qg = eq
                 =v
The active and reactive power related to the
follows: '
In the end, the fo
where






                  Loo
              old:
PE +Pi - Ki""r*Id'c COS 9r,
qg + qi' - Ki*vild'. sin g,,






The dynamics of the dc link is also determined by
                    dJg.
                 La.            + Rdcld*c
                     dt*
As a consequence we derive the DAE system wh
(5.53), and (5.55). Chapter 5 omits the symbol *
system (5.50) is also replaced with w*.
                                    (5.50)
                            generator. The
                                    (5.51)
                           d qi, is given as
                                    (5.52)
                      L.
                                    (5.53)
   (KVv -#Xc*agc) Id*c7
 Ga (Id"c(ref) - Id'c) ,
 3viil Vb(ac)
         n, (5.54)  T Vb(dc)
 4Vii Ib(d.)
         n.
  T Ib(ac)
== KV (v,* cosa- V,* cos or). (5.55)
      ich consists of the equations (5.47), (5.50),
      for simplicity. Additionally w' - 1 in the
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Configuration and power fiow in ac/dc power system for the DAE system
(5.10). The figure shows the same configuration as Figs. 1.1 and 2.1. The
arrows in the figure denote the positive direction of active power.
Butcher table and parameters setting of 3rd-stage Radau IIA implicit Runge-
Kutta method of order 5
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Table 5.3 System parameters and base quantities in ac/dc power system for the DAE
system (5.10). The parameters setting is basically identical to that of the swing
equation system (2.2): see Tab. 2.3.
                      (a) Generator
rating 2.8 GVA
inertia constant H (O.89 s) Å~ (120r s-i)
d-axis synchronous reactance Ld 1.79
q-axis synchronous reactance Lq 1.77
d-axis transient reactance La O.34
d-axis transient short-circuit time constant TE (1.2 s) Å~ (120r s-i)
exciter voltage referee d to armature circuit Vo L7
mechanical input power Pm O.50
(b) AC line and dc link
ac line reactance Loo O•883
infinite bus voltage Voo 1.0
dc line reactance Ldc 4.2
dc line resistance Rd. O.O14
ac bus voltage at inverter side V, 1.0
coupling coefficient between ac and dc systems Kv 1.19
KI 1.19
commutating reactance Xc O.12
gain constant of rectifier controller Ga 30.0
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Table5.3 (continiLeel)
  (c) Base quantities
ac at generator side ac at infinite bus side dc
power 2.8 GVA 2.8 GVA 2.8 GVA
voltage Gx(1 2s . Io kv) Vll . (s oo . Io2 kv) 5.00 Å~ 102 kV
current 1.828 Å~ 102 kA 4.572 kA 2.800 Å~ 103 A
impedance 5.580 Å~ 10-2 st 8.928 Å~ 10 9 1.785 Å~ 102 st
time  1
    s120T
 1
    s120T
 1
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Idc(reb
Figure 5.2 Region of steady state which corresponds to an asymptotically stabl
D == O.O. The stable EP is called EP#1 in the sequel.
e EP with
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Table 5.4 Locations and stability of equilibrium points under D =
or = 23.oo




9.753214 Å~ lo-i 9.800746 Å~ lo-i
6 4.749342 Å~ lo-i 4.884706 Å~ lo-i
w o.oooooo o.oooooo
Jdc 5.899123 Å~ lo-i 5.716954 Å~ 10-i
Vr 9.606723 Å~ 10-i 9.655860 Å~ lo-i
6r 5.765143 Å~ lo-i 5.731841 Å~ 10-i
9C)r 4.365590 Å~ lo-i 4.436353 Å~ lo-i
(u -1.511112 Å~ 100 1.620139 Å~ 100
Pg 5.000000 Å~ lo-i 5.000000 Å~ lo-i
pi 1.103255 Å~ lo-i 9.252590 Å~ 10-2
9g 2.475875 Å~ lo-i 2.478743 Å~ lo-i
qi 3.718883 Å~ lo-2 3.371123 Å~ 10-2
det(D,g) -2.121468 -2.123402
Eigenvalues
 1 -7.244736 Å~ 10-4
2, 3 -1.580096 Å~ 10-4
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                    (e) AId.=0.0 (f) AId.=+O.Ol
             portraits around EP#1 in the DAE system (5.10) at D = O.
            the figure (e) denotes EP#1. The initial conditions in the
figure are classified as follows: the u)hite region represents the basin of EP#1
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Figure 5.4 Sectional basin portraits around EP#2 in the
          The symbol O in Fig. 5.4(c) stands for EP#2,
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DAE system (5.10) at D =














    (a) AId. == -O.O02 (b) AId.=-O.Ool (c) AIdc=O.O
Figure 5.5 Basin portraits around EP#2 and its stable manifold. The white region cor-
          responds to the basin of EP#1, and the light-gragy and dark-gray regions the
          ones from which any trajectory converges to S. The difference between the two
          undesirable regions is characterized by transient behavior shown in Fig. 5.6.
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Configuration of basin portraits via Number of Cells. Number of Cells is defined
as the ratio of the basin for EP#1 on the initial conditions (6, cv) = [-7r,T) Å~
[-O.02, O.02] .
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Figure 5.9 Two-pole model of synchronous generator. The direction of the phase currents






   This chapter theoretically discusses stability boundaries and related dynamics in the
DAE system. Chapter 5 analyzed a stability boundary numerically and showed that the
stable manifold of the hyperbolic saddle point consisted of a part of the stability boundary.
However, the entire global structure is not be clarified numerically and theoretically. In
addition, the relationship is not examined between the stability boundary and possible
system trajectories with respect to fault conditions. These understanding is inevitable for
applying the obtained results in this dissertation to the practical stability estimation. The
remaining problems are now studied as follows.
   The first study is to characterize the stability boundaries using the singular perturba-
tion technique. The singular perturbation plays an important role in studying multi--time
scale dynamical systems: see e.g. [34,49,53]. The technique is also applied to power system
transient analysis [14,15,18,24,74,111]. In this chapter, we derive complete character-
ization of the stability boundaries via an energy function for an associated SP system.
The derivation strongly relies on some fundamental results reported in [15]. The obtained
characterization entirely shows global structures of the stability boundaries in the solu-
tion space of the DAE system. In addition, the characterization is examined via several
numerical results on a stability boundary which is partially reported in Chapter 5.
   The second work here is to discuss discontinuous trajectories caused by structural
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change of the ac/dc network configuration. Chapters 5 and 6 examine the geometric
and topological structures of the stability boundaries. To apply the obtained results to
the practical stability estimation, it is necessary to consider discontinuous solutions of the
DAE system with respect to practical fault conditions and reveal the relation between their
solutions and the stability boundaries. In this chapter, we numerically and analytically ex-
amine several discontinuous solutions relative to two distinct fault conditions.
6.1
   Th
  Preliminaries
is chapter also considers the following DAE system:
 L,T-"OL,,dd"t9' = L,I-iOLa+E/ cos6r-Lt,(Lil[i! La)v6'
     d6
     fft i= W7
   2Hsili/ÅÄ - -Dw+p.-("2Zrsin6,+i!lt?Li'iLeq
     dldc
             = -Rd.Id. + Kv (vr cos a - Vi cos or) i
  Ld.
      dt
     o = ("ÅíZr sin6,+!l?tLit a-Leq sin26r)
                 vrVoo
               + L.. Sin(6r - 6) " Kivrldc cos g,,
     o =, (vÅí,zr ,.,6, -!t2 Li, ,,+Leq + 31t? Li' iLe
                   Vizlilo;o cos(6, - 6) - ,V,3,,
               +{
     O = KIVrldc COS 9r- -
Gor(Idc(ref) - Idc), Tao g LdTa/L'd, and we assume that
               er K: (v6,6, w, Id.)T EX=
         Å~ sl Å~ sl.
11owing variables transformations are introduced:
                 er A6- 6r, Vr 2 ln vr•
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sm26r
) ,
                q cos 26r)
        } m KIVrldc Sln 9r,
(Kv vr cos ct - Xc ldc) Jdc,
(6.1)
sufliciently large positi e numb RxSixlR xR and (v,, 6,, g,)T E
Y= {Vr iOÅq Vr Åq K}
   The DAE system (6.1) is now rewritten via a structure preserving power system model
[90]. The fo
                                                                      (6.2)
We here define a smooth function )/V(v6, 6, w, Idc, er, Vr) by
        II/V(v6, 6, w, Id., e,, V,) 4 g(2H)w2 + U.,(v6, 6, w, e,,
where
Llac g -pm6-
       eVr V.
        Loo
    .1Udc == iRdcld2,•
   T6o dv6
  Ld - L,, dt
     t6
     dt
      dw
    2H-
      dt
      dldc
   Ldc
      dt
     o
     o
     o
(La - L,) cos 2(6 - er) - (La + L,)
      e2Vr
cos er +
      2L.
2LaL,
   Vo '
-Ld-LaVq+L
The original DAE system (6.1) is then re-formalize





   2
 Ld
(Ld -
    Vr) + Ltdc(Idc),
e2Vr veeVr
   - La COS(6-e,)
    !lltL2
 La) 2'
                           d as follows:
            0W
            Ovt ,
              q
           1 aW
           2H 0w'
                0W
        = -Dw-
                 06 '
            0W
        = -old. + pa rtv (eVr cos cu - vi cos or),
            aw
        = N oe, - pa JR'ieVr ld. cos g,,
            0W
        = -aV, M pai?ieVrld.sinq,,
        ,.. pa {kieV' Id. cos gr
                       - (kveVr cosa - #.51cldc) fdc} ,
                      paKv g Kv, paKi A Ki, and paX.




where x == (v6, 6, cv, Id.)T E X == ]RÅ~Si Å~RÅ~R, y = (e,, V,, g,)T E Si




                         2X.. For
                      often used as
.. f(X7Y)'
                             (6.6)
- g(x,y),
                 Å~{Vr 1 Vr Åq ln K}Å~S',




right--hand side of the algebraic equation.
M 4 diag(L, Ta,
M is the positive-definite dia
6.2
6.2.1
   This
Ltr 1, 2H, Ldc)
Singular perturbation, energy function, and
bility boundary
Singular perturbation technique




where E is small positive parameter.
system (6.6) as e - O. The SP
ordinary differential equation. In the foll
system theory (see e.g. [16,35,78,108])
EPs, stable and unstable manifolds, transversality, stability regions and boundaries.
concepts are almost the same as those for general DAE systems in Chapter 5.
   Applying the variable transformation 1/s = 6/t to the SP system (6.8) gives us another
SP system:
By freezing 6 == O, we o
   dx
 M'aTt = f(x,y),
                                          (6.8)
  E{fr/ == g(x,y),
   Obviously, the SP system corresponds to the DAE
system is a typical dynamical system described by an
     owing, several fundamental concepts of dynamical
     are adopted including hyperbolicity and type of
                                        The
btain the fo
  dxMtr, = ef(x,y),
  dy
  T, = 9(X,y),
11owing boundary layer
   dx
 M'aT, =: O,
   dy




The set of EPs in the BL system corresponds to L and the set of asymptotically stable EPs
the union of stable components. This fact directly leads to the theoretical justification of
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the discontinuous solutions in Section 6.5. We now refer to [50] for quantitative relation
between the dynamics of the DAE system (6.6) and the corresponding SP system (6.8).
Theorem 6.1 [50] Let (x(t, E), y(t, E)) represent the SP system (6.8) with the initial
conditions (X(E; to), y(E; to)) at t = to. Assume that the following conditions are satisfied
for all
[t, x, y, E] E [0, t l ] x D x x D y x [0, EO] (6.11)
for some domains D x c X C JR.4 and D y eYe JR.3, in which D x is convex and D y contains
(x(O;to),y(O;to)), and (xo,Yo) t::. (x(O;to),y(O;to)):
• The functions f, g, and their first derivatives with respect to (x, y) are continu-
ous; the Jacobian Dyg has a continuous first partial derivative with respect to their
arguments; the initial data X(E; to) and y(c; to) are smooth functions of E.
• The solution (x(t), y(t)) of the DAE system (6.6) with the initial conditions (xo, Yo)
is unique for t E [to, hL and x(t) is a member of a compact set of Dx .
• The point Yo is an exponentially stable EP of the BL system (6.10), uniformly in x;
let fly be a compact subset of the stability region of Yo of the system (6.10).
Then, there exists a positive constant E> 0 such that for all y E Dy and 0 < E < E, the SP
system (6.8) has a unique solution (x(t, E), y(t, E)) on [to, tIL and
{
x(t, E) - x(t) = O(E),
y(t,E) - y(t) - Y (~) = O(E),
hold uniformly for t E [to, tIL where y( s) is the solution of the BL system (6.10).
(6.12)
The following result also provides us with invariant topological relationship between EPs
in the DAE and SP systems:
Theorem 6.2 [18,111] Consider EPs on a stable component of the DAE system (6.6).
There exists a positive constant E> 0 such that for all 0 < c < E,
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e (te,9) is a hyperbolic EP of the DAEsystem (6.6) if and only of(di,g) is a hyperbolic
  EP of the corresponding SP syste7n (6.8);
e forkS 4, (a,g) is a type-k EPi of the DAE system (6.6) if and only if (th,9) is a
  type-k EP of the corresponding SP system (6.8).
6.2.2 Energy function and stability boundary
                         '
   The definition of energy functions is now given for the corresponding SP system (6.8):
Definition 6.3 [13,14,17] A smooth function )!V : X Å~Y -R is called energy function
for the SP system (6.8) if the following three conditions are satisfied:
  (i) The derivative of )/V along any system trajectory (x(t),y(t)) is non-positive, i.e.
                                                  1    d)!V•
            dt (X(t),y(t)) == (Dx}iV)MMif(x(t),y(t))+s(D,)iV)g(x(t),y(t))
                         SO. (6.13)
 (ii) If (x(t),y(t)) is a non-trivial trajectory (i.e. (x(t),y(t)) is not at any EP), then along
     the non-trivial trajectory (x(t),y(t)) the set
                           {tE uel dd)/tV (.(t),y(t)) == o} (6.14)
     has measure zero in R.
 (iii) If a trajectory (x(t),y(t)) has a bounded value of )IV(x(t),y(t)) for t E R', then the
     trajectory (x(t), y(t)) is also bounded.
The property (i) indicates that the energy is non-increasing along its trajectory, and, how-
ever, does not imply that the energy is strictly decreasing along its trajectory. There may
exist a time interval [ti,t2] such that d}/V(x(t),y(t))/dt = O. The properties (i) and (ii)
imply that the energy is strictly decreasing along any trajectory. The property (iii) states
that the energy function is a proper map [2] along a system trajectory. It should be also
noted that the above properties do not depend on the positive parameter e.
  iA type-k EP is defined in Chapter 5.
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   The concept of the energy functions plays an important role in the characterization of
stability boundaries in the SP system (6.8). In the following, we will show that for the SP
system with an energy function the basic sets of a stability boundary consist of EPs only:
Theorem 6.4 [13, 14, 16] ij there exists an energy function for the SP system (6.8),
then eveTy trojectory on the stability boundary converges to one of the EPs on the stability
boundary.
The significance of the theorem is that it offers complete characterization of the stability
boundary, denoted by 0A.. To do this, we make the following three assumptions in the SP
system (6.8):
Assumption 6.5 All the EPs on 0A. are hyperbolic.
Assumption 6.6 The stable and unstable manifolds ofthe EPs on OA. satisfy the transver-
sality condition.
Assumption 6.7 The SP system (6.8) has an energy function.
Assumptions 6.5 and 6.6 are well-known as generic properties for Ci dynamical systems
[16] although they are not easy to confirm. Assumption 6.7 is therefore crucial for the
application of the next theorem. Theorem 6.8 now states that the stability boundary is
the union of the stable manifolds of the unstable EPs:
                                                                      'Theorem 6.8 [16] For the SP system (6.8) which satisfies Asstt7nptions 6.5-6.7, let
(xi,yi), i = 1,2,..., be the EPs on the stability boundary 0A. of an asymptotically stable
EP. Then
                         OA. - U I•Vg(x,,y,), (6.15)
                                 (Xi,Y,)EOAe
where W.S(xi,yi) stands for the stable manofold of the EP (xi,yi) in the SP system (6.8).
   Chiang and Fekih-Ahmed [15] clarify stability boundaries in the DAE system (6.6) using
the singular perturbation technique. Theorem 6.2 implies that an asymptotically stable EP,
which lies in a stable component, of the DAE system (6.6) persists in the corresponding SP
system (6.8) under small perturbation E. The following theorern establishes the relationship
between the stable regions of the DAE and corresponding SP systems:
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Theorem 6.9 [15] Let (x.,y,) G r, be an asymptotically stable EP of the DAE syste7n
(6.6), and assume that T, is a stable component of the system (6.6). Let A denote its
stability region, and let A. be the stable region of the same EP in the corresponding SP
system (6.8). Then, there exists a positive constant 6" År O such that for all 0 Åq E Åq e"
                                A= A,nr,. (6.16)
Furthermore, we can find the relationship between the stability boundaries of the DAE and
corresponding SP systems:
Theorem 6.10 [15] Let OA. and OA be the stability boundaries of the corresponding
SP system (6.8) and the DAE system (6.6), respectively, for an asymptotically EP (xs,y,)
which lies on a stable component T,, and suppose that Assumption 6.7 is satisfied. Then
                               0A = OA,nT,. (6.17)
lf Assumptions 6.5 anel 6.6 aTe satisfied fztrther, then
         OA = ( (,.,,yU,),oA WS (XZ' Y') ) U ( (., ,y,Y, o..x.. WES (Xz' Yz) n 17s ) (6 18)
The theorem states the global structure of the stability boundary as follows. 0A consists
of two parts: the first part is the set from which trajectories converge to EPs, and the
second part contains points from which trajectories reach a singular surface S. In addition,
the theorem suggests that the stability boundary 0A is possibly examined through the
corresponding SP system (6.8). The detailed structure of the second part is delineated
in [102, 103] via the singular transformation.
6.3 Characterizationofstabilityboundaries
   The present section theoretically considers the stability boundaries in the DAE system
(6.6). Unfortunately, any analytical expression of energy functions has not been derived
for the corresponding SP system (6.8). To avoid the problem, we reduce the DAE system
by eliminating the variable q, and characterize stability boundaries of the reduced DAE
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system. The characterization here is performed through perturbation theory of vector
fields. Thereby, this section indirectly clarifies the stability boundaries in the DAE system
(6.6).
6.3.1 ReductionofDAEsystem
  This section starts to derive a reduced DAE system for the present analysis. From the
last equation of (6.5) (that it, (6.6)), we have
.ll"ieVr Id. cos gr
Kild.eVr sin q,
(.iilrTveVr cos cu - ;.Xicldc) Idc7
KJ2e2Vr - (KieVr cos qr)2•Idc,
(6.19)
where it is here assumed the DAE system
(6.5); this is relevant to considering the transient dynamics in the practical ac/dc system.
Substituting (6.19) g, from the DAE
system (6.5). Now we derive the following reduced DAE systerr}:
      T6o dvG 0yv
    Ld-La dt 0v6'
        d6 10)!V
        dt 2H Ow'
         dw 0)!V
      2H- =                  -Dw -
                          06 '
   dt
         dld. OW
      Ldc dt = -old. + pa kv (eVr cos or - v, cos or),
        o = -Oo)e!V, - pa (RTveVr cosctz-:-Xtcldc) Idci
        O = -0alv)/V, - pa Ke2Vr (KveVrcosor-#xcldc)2'Idc,
                                                                   (6.20)
where a) = (ve,6, w, Id.)T EX= ]R Å~ Si Å~RÅ~ (RX{Id. 1 Id. = O}), y= (e,,V,)T EY ==
Si Å~{V,IV, Åq lnK}. It should be noted that the dynamics of the reduced DAE system
(6.20) is identical to that of the DAE system (6.5) at pa f O under the following conditions:
Id. I O, sinqr År O, and paKi År O. In addition, by introducing the small positive parameter
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E, we have the correspond
Tao dv6
L,-L'd
   g6
    dt
     dw
  2H-
     dt
    dldc
 Ldc
     dt
    der
   E-
    dt
    dVr
   e




     ing SP system:
    ow
     0vt ,
       q
    1 0W
   2H 0tu '
          0W
= -Dw-
          06 '
     0W
= - OId. +
    00)e/V,
     0W
-
- 0Vr
"Kv (eVr cos cr - Vi cos ty),
pa (.tlTveVr cos cy - ;.51tcldc) Idc7
pa Ki2 e2 Vr - Kv eVr cos or - )2• Id.
                                  (6.21)
         regarded as a perturbed dynamicalsystem (6.21) with a small parameter pa is
escribed by an ordinary differential equation.
6.3.2 ACpowersystem
   Before examining the DAE system (6.20), this subsection performs the characterization
of the stability boundaries in the DAE system (6.6) under pa = O. The present DAE system
corresponds to the DAE system (6.20) as pa . O: x = (v6, 6, cv, Id.)T E X == IR Å~ Si Å~RÅ~ ]R
and y = (e,, V,)T E Y = Si Å~ {V, 1 V, Åq ln K}. Then we can discuss the dynamics of the
ac power system independently on the dc link. The setting at pa ==0 therefore implies the
characterization with the only ac system. Now let us confirm that the function )iV(x, y) is
an energy function for the corresponding SP system (6.8) at pa == O. By differentiating )!V
along any trajectory of the SP system (6.8) at pa = O, we have
   dd)itV=-LdT-dtoL'd(0oUv3,C)2-Dw2-Lld.(0oUIdd.C)2-t(aoUea,C)2-e(0oUe,C)2
where (Ld - L'd)/Tao and Ldc
be positive. The property (i)
there is an interval t E [ti,t2]
are positive in practical situations, and D is assumed to
of the energy function is therefore satisfied. Suppose that
such that d)/V(x(t),y(t))/dt = O. It follows from the SP
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system (6.8) at pa = O and the inequality (6.22) that w(t) = O, Id.(t) = O, dv6(t)/dt == O,
d6(t)/dt = O, de,(t)/dt == O, and dV,(t)/dt == O fortE [ti,t2]. Then it follows that the
SP system (6.8) at pa == O is at an EP. Thus the property (ii) of the energy function also
holds. In addition, we can confirm by the same way as [18,19] that if v6(t), e,(t), and V,(t)
are bounded for every nontrivial trajectory (m(t),y(t)) with a bounded function )/V(-,•),
then )/V(x(t),y(t)) satisfies the property (iii). Hence the function )!V(x,y) is an energy
function for the corresponding SP system (6.8) at pa =: O. The above discussion results in
the following proposition:
Proposition 6.11 if v6(t), e,(t), and V,(t) are bounded for every nontrivial tral'ectory
(x(t), y(t)) with a bounded junction }!V(•,•), then the function )iV(x,y) becomes an energy
function for the corresponding SP system (6.8) at pa == O.
The proposition is also given as the slightly different version in [18]. Furthermore, the
following proposition is obtained with the characterization of a stability boundary:
Proposition 6.12 Suppose that the function )iV(x,y) is an energy junction for the cor-
responding SP system (6.8) at pa = O. if Assumptions 6.5 and 6.6 are satisfied for the SP
system (6.8) at pa == O, then a stability boundary 0A of an asymptotically stable EP (x,, y,)
in a stable component T, in the DAE system (6.6) at pa = O is given by the formula (6.18).
6.3.3 AC/DCpowersystem
   On the other hand, this subsection characterizes stability boundaries in the DAE system
(6.20) under sufficiently small perturbation pa. The characterization is based on perturba-
tion theory of vector fields. Here we state the following two theorems in [13] to investigate
both EPs and their types on stability boundaries under small perturbation of general vector
fields:
Theorem 6.13 [13] Letf:M"E be aCi vectorfield. M is an open set in the vector
space E, andV(M) the set of all Ci vectorfields on M. LetX be a type-k hyperbolic EP on
the stability bozLndary aAf(x,) satisfying the transversality condition. Then, for any n År O,
there exist a C-neighborhooa Rc V(M) off and a neighborhood ofU c M ofX such that
for any g E R,
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  e there is a 2Lnique type-k hyperbolic EP hig of the vectorfield g such that llpa -th11 Åq ns
    moreover,
   e hig is on the stability boundary 0Ag(teg), where alg is an asymptotically EP of vector
    field g and 11hig - hi,li Åq n•
Theorem 6.14 [13] Let x, be an asymptotically stable EP of the vector field f and let
xi, i = 1,2,...,k, be the hyperbolic EPs on 0Af(x,) and the intersection between an un-
stable manifold l2V7(xi) ofxi and a stable manifold W?(x,) ofx, satisfies the transversality
condition and 0Af(x,) = U WfS(xi). There exists apositive numbern such that, for
                     xiEaAf(xs)
any vector field g which is an- Ci perturbation of f, the EPs h(xi), i = 1,2,...,k, are
also on the stability boundary of h(x,), and OA,(h(x,)) = U I7V8(h(xi)), where
                                                h(xiÅrEOA,(h(xs))
h(•) is an one-to-one correspondence and h(x,) is an asymptotacally EP of the vectorfield
g•
   Applying Theorems 6.13 and 6.14 to the SP system (6.21) results in the following
proposition:
Proposition 6.15 Suppose that the SP system (6.8) at pa = O holds Assumptions 6.5-6.7,
and the intersection between a stability region A. of an asymptotically stable EP (x,,y,)
and an unstable man ifo lds W.U (xi, yi) of (xi , yi), i = 1, 2, . . . , k, on the stability boundary
0A. satisfies the transversality condition. Then, for any n År O, there exists a positive
niLmber C År O such that for any (pa/e) Åq C, there is a unigue asymptotically stable EP
(xg,y8) of the SP system (6.21) with lKxg,yg)- (x,,y,)I1 Åq n, and for each (xi,yi) there
is a uniqiLe hyperbolic EP (xe• ,yr• ) of the SP system (6.21) with 11(x#- ,y: ) - (xi,yi)l1 Åq n.
In addition, there is no other EP than (xr•,y#• ), i= 1,2,...,k, on the stability boundaTy
0Ag of (x#,y8), and
                        0Ag - U W.S (xl ,yr• ). (6.23)
                                (xr. ,y#. )EoAg
   Hence, by considering a stable component T,pa of the DAE system (6.20), and for a
sufficiently small positive number pa, taking a positive number e" such that pa/C Åq S holds in
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Theorems 6.1 and 6.2, we obtain the characterization of a stability boundary in the DAE
system (6.20):
Proposition 6.16 Suppose that the corresponding SP system (6.8) at pa == O holds As-
sumptions 6.5-6.7, and the intersection between a stability region A. of an asymptotically
stable EP (x, , y,) and an unstable manofo lds W." (xi, yi) of (xi , yi), i == 1, 2, . . . , k, on the
stability bounelary 0A. satisfies the transversality condition. Then, for any n År O, there
exists a positive number C År O such that for any (pa/E) Åq C, there is a unique asymp-
totically stable EP (xg,y,pa) of the SP system (6.21) with ll(xg,y,") - (x,,y,)11 Åq n, and
for each (xi,y,) there is a unique hyperbolic EP (x#•,y#•) of the SP system (6.21) with
11(x#• ,y#• ) - (xi,yi)lI Åq n. F2Lrthermore, for sufi7ciently smagl pt, siLppose that there exists
a stable component r,pa of the DAE system (6.20) such that the EP (x8,y,ps) is a member
of T,pa. Then, the stability boundary 0Apa of (xg,yg) for the DAEsystem (6.20) is given by
the same formula as (6.18), that is,
      oA" -= lt u ws (x #. ,ye. )} ug u w.s (x#. ,y#. )n ]gy 'S (6 24)
              /Åq(xr,yy)EoAp J/ /Åq(z#,,y#•)EoAgxr,pt J
The above result completely describes the global structure of the stability boundary in
the electric power system with dc transmission; the stability boundary consists of the
two parts including the sets from which trajectories converge to the EPs and the singular
surface. Namely, the dynamical feature of the stability boundary persists under the small
perturbation that corresponds to the interaction between the ac and dc systems. Moreover,
the obtained characterization makes it possible to apply the controlling UEP method [14,
15, 111], which is an effective and practical method for estimating the transient stability of
ac power systems, to the ac/dc power system in Fig. 5.1.
6.4 Concretestructureofstabilityboundary: Numer-
       ical results revisited
  This section revisits the numerical results on a stability boundary. Chapter 5 numeri-
cally analyzed a stability boundary under the parameters D = O, paKv = paKJ = 1.19, and
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paX. = O.12; other parameters setting is shown in Tab. 5.3. We now confirm the obtained
characterization (6.24) based on the numerical results.
6.4.1 Hyperbolic saddle point in differential-algebraic equation
        system
   A stability boundary 0Apa of EP#1 is first considered via the basin portrait around
EP#2 in Fig. 5.4(c). The same basin portrait is shown in Fig. 6.1(b). Here we note that
all the initial conditions are included by one stable component. The initial conditions are
classified in Fig. 6.1 as follows: the white region represents the basin of EP#1 and the gray
region the one from which any trajectory converges to the singular surface S. This figure
shows that the stable manifold of EP#2 coincides with a part of the stability boundary
0Apa; EP#2 is one of the basic sets of the stability boundary aAps. This structure of the
stability boundary coincides with the first term of the obtained characterization (6.24).
6.4.2 Periodic orbit in singularly perturbed system
   Next let us consider another part of the stability boundary OApa shown in Figs. 5.3(e)
and 5.4(c) based on the SP system (6.8). The same portraits are also described by Fig. 6.1.
The dynamics of the SP system (6.8) has the similarity to that of the DAE system (6.1)
in one stable component; this property is validated by Theorem 6.1. Fig. 6.2 shows the
transient behavior of the DAE system (6.1) and the SP system (6.8). All solutions in the
figure start from the same initial conditions. In Fig. 6.2 the solution of the DAE system
(6.1) converges to the singular surface S. On the other hand, all solutions of the SP system
(6.8) converge to another stable EP, called by EP#3. Fig. 6.2 implies that all solutions
of the SP system (6.8) show the same behavior as that of the DAE system (6.1) before
its solution reaches S. Thus the stability boundary OApa can be examined through the SP
system (6.8).
   We now examine basic sets related to the part of stability boundary in Fig. 6.1 by the
straddle orbit method [7] for the SP system (6.8). In principle any straddle orbit goes to
one of the basic sets whose stable manifold is a part of the stability boundary. Fig. 6.1
also shows the initial conditions which are fixed to calculate the straddle orbits. In each
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condition, one point exists in the basin of EP#1, and another point in the basin of EP#3
for the SP system (6.8). Fig. 6.3 shows the obtained straddle orbits at e =: O.5 for the
SP system (6.8). Each straddle orbit is described by being projected onto the 6 - w and
cv - Id. planes. In Fig. 6.3, all straddle orbits converge to a periodic orbit in Fig. 6.3(c);
the periodic orbit is one of the basic sets of the stability boundary OAg in the SP system
(6.8).
6.4.3 Remarksand discussion
     To discuss the above numerical results, we now need to remark two non-trivial relation-
  ships between the theoretical and numerical results. The value of the damping coefficient
  D is fixed at zero in Chapter 5 and this section. On the other hand, in Section 6.3, the
  positiveness of D is necessary to consider the existence of energy functions for the associ-
  ated SP system (6.21). This is the first relationship which we need to examine numerically.
  However, it is numerically confirmed that the numerical results at D = O are identical to
  those at D = O.05. Thus the numerical results are tractable for the following discussion in
  this subsection.
     The last relationship is that the dynamics of the SP system (6.8) is not strictly consistent
  with that of the associated SP system (6.21) with the DAE system (6.20). This section
  numerically discussed the SP system (6.8) and confirmed the existence of the periodic
  solution. On the other hand, Section 6.3 theoretically clarified the dynamics of the SP
  system (6.21). To integrate the numerical and theoretical results, we therefore need to
  discuss whether the dynamics of the SP systems (6.8) and (6.21) are qualitatively equivalent
  or not. Unfortunately, this equivalence is not trivial and not clarified analytically. Here,
, we can point out how to attack the problem: an application of Theorem 6.1 to the present
  analysis by regarding the SP system (6.21) as a degenerate limit of the SP system (6.8).
  In the following discussion it is implicitly assumed that the dynamics of the SP systems
  (6.8) and (6.21) are qualitatively equivalent.
     The existence of the periodic orbit possibly shows that the obtained characterization
  (6.24) is not applicable to the DAE system (6.1) under the present parameters. The above
  subsection confirmed the obtained characterization via the numerical results on the stability
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boundary OAP. It is shown that a periodic orbit exists on the stability boundary OAg in
the SP system (6.8). By assuming the above consistency of the dynamics, this implies that
the phase structure of the SP system (6.8) at pa = O does not persist under the existence of
the perturbation terms. The perturbation implies the interaction between the ac and dc
systems. Namely, this result suggests that the theoretical result in Section 6.3 is inadequate
to clarify the stability boundary in the DAE system (6.1) under the present parameters in
Tab. 5.3.
   An important question we will address is how to confirm the numerical results on the
stability boundary theoretically. It is important to clarify the stability boundary in terms of
the planning and operation of the ac/dc power system. Here it is stated as a contraposition
of Theorem 6.4 that if a trajectory on 0Ag of the SP system (6.8) converges to an periodic
solution as time increases, then there exists no energy function for the SP system (6.8).
The numerical results in Section 6.4 therefore show one of the application limits of the
characterization based on the present energy function. To confirm the numerical results
in this chapter, we need to explore a comprehensive energy function theory of stability
boundaries in the DAE system (6.1).
6.5 Discontinuous solutions and transient stability
   The rest of this chapter focuses on discontinuous trajectories in the DAE system (6.1)
which are due to structural change of the ac/dc network configuration. Discontinuous
solutions have been reported for power system transient analysis using structure-preserving
models in [14,15,18,74,111]. As mentioned in Section 5.4, none of such discontinuous state
change would be strictly observed in practical power systems. However, the solutions
themselves are of Paramount importance, because the DAE system (6.1) has the potential
to be embedded into power system simulators as a detailed transient analysis model. In
this chapter, we numerically and analytically examine several discontinuous solutions in
the DAE system (6.1) using the singular perturbation technique.
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6.5.1 Faults setting and externaljump
   Two fault cases which we now adopt are as follows: one is a three-phase fault in the
ac transmission line, and the generator operates as a result onto the dc link only during
the sustained fault. The other is a three-phase fault at the infinite bus, and thereby the
infinite bus voltage is fixed at zero in the fault duration. Suppose that the system is at
a known asymptotically stable EP at t = O-, the fault duration is confined to the time
[O+,t,-/], and the fault is cleared at a time t = t.i. It is assumed for simplicity that the
post-fault DAE system is identical to the pre-fault DAE one. The above two cases are
mathematically formulated in the DAE system (6.1) for t E [O+,t.-/]: 1/L. = O (case-1)
and V.. = O (case-2), respectively.
   Two constraint sets are apparently different between the pre-fault (or post-fault) and
fault-on DAE systems. The difference generates discontinuous solutions of the DAE system
(6.1) at t = O and t.i; they are called external jumps [18,111]. Suchjump behaviors or
discontinuous solutions have been discussed for constrained dynamical systems in [18, 74,
75,85, 111]. Their previous works define the discontinuous solutions based on associated
BL systems. In particular, when the BL systems are gradient [78], the discontinuous
solutions are simply characterized based on the orbit structures of the BL systems. In
the following, we use some previous results in [18, 74] to validate numerical discontinuous
solutions (external jumps) in the DAE system (6.1).
  6.5.2 Numericalsimulations
     Numerical simulations are performed for the DAE system (6.1). The parameters setting
  is identical to Tab. 5.3. The value of D is fixed at O.05. The 3rd-stage Radau-IIA implicit
, Runge-Kutta method [10,38] is here adopted to integrate the DAE system numerically.
  Since the numerical scheme is the one-step type, we possibly obtain numerical discontinuous
  solutions although they do not generally hold the uniqueness properties.
     Figure 6.4 shows the transient behavior of Lv, Id., V,( = ln vr), and electric power with
  setting the case-1 fault at t.i/(120n s-i) = 140 ms. In the figures, O denotes the initial
  condition, which coincides with the pre-fault steady state EP#1 in Chapter 5, and e the
  state at each t == O+, t.-/, or t.+/. The solution in the figure converges to EP#1, which
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is a post-fault asymptotically stable EP, as time goes to infinity. In Fig. 6.4, w and Id.,
which are two of the variables related to the differential equation, are continuous; while
V,(= ln v,), which is one of the variables related to the algebraic equation, is discontinuous
at t/(120T s-i) == 0s and 140 ms. The numerical result will be discussed in the next
subsection. Fig. 6.4(d) also shows the active power swing in the ac/dc system. During the
fault duration, the active power output of the infinite bus is zero, and the generator output
is therefore identical to the dc power input. Since the generator output during the fault
duration is greater than the constant mechanical power input p. =O.5, the generator is
decelerated as shown in Fig. 6.4(a). After the fault is cleared at t = t,i, both the generator
and infinite bus output show the oscillatory motions and converge to the corresponding
values to EP#1 as shown in Fig. 5.4.
   The case-2 fault solution is shown in Fig. 6.5. The solution converges to the singular
surface S of the fault-on DAE system. The solution which reaches S is possibly discontin-
uous as noted in Chapter 5; the discontinuity here is qualitatively different from external
jumps [18,111]. This result implies an application limit of the DAE system (6.1) for the
transient stability analysis. We state in Chapter 1 that the transient stability is determined
by the dynamics of post-fault dynamical systems. The transient behavior in Fig. 6.5 there-
fore suggests that the present DAE system (6.1) is not relevant to clarifying the transient
stability problem relative to the case-2 fault. To overcome the limitation, it is necessary to
model the transient dynamics in detail with taking some equipments of the ac/dc system
into account: AVR, shunt capacitors at converter stations, and so on.
6.5.3 Discontinuous solutions and boundary layer systems
   Next we discuss the discontinuous solution of the case-1 fault setting through the SP
system (6.8). As discussed before, the SP system (6.8) plays a key role in validating
numerical simulations for the DAE system (6.1). Fig. 6.6 shows the projected trajectories
of the DAE and associated SP systems onto e, - V, plane. The perturbation parameter
E is set at O.5. The solid line denotes the trajectory of the DAE system (6.1) and the
dotted line that of the SP system (6.8) which initial condition is identical to that for the
DAE system (6.1). The figure implies that the trajectory of the SP system (6.8) traces the
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discontinuous solution of the DAE system (6.1) although the details of the external jumps
are not confirmed. Thus the SP system (6.8) provides us with an overall approximation of
the discontinuous solution.
   The external jumps of the case-1 fault are now analytically justified based on a BL
system. To confirm the projected discontinuous solution shown in Fig. 6.6, we adopt the
following BL system which is derived from the reduced DAE system (6.20):
  fll91;r == - 0o}eiV, (v6, 6, er, Vr) - pa (il7veVr cos dv - #-Yc ldc) IdcJ
  dV, O)iV
  d, =-ov, (V6,6)er,Vr) (6.2s)
         -pa Ki2e2 Yr - (KveVr cos (u - ;X. Id.) 2 • Id,,
       - Id.). It should be noted that the dynamics of the reduced DAE
 is identical to that of the DAE system (6.1) under the following conditions:
                           Here we state from [18, 74] that if the DAE
admits of the external jump at t = t., then the trajectory of the BL system
                     , V,(t.-)) converges to the point (e.(tt), V,(tt)) sat-
= x(tS); the coincident property holds in Figs. 6.4(a) and (b). This follows
 (e,(t.-), V,(t.-)) is on a stable manifold of the EP (0,(tt), V,(t;)) in the BL
 Fig. 6.7 definitely describes the trajectories of the pre- and post-BL systems
                           e DAE system (6.1), for which we here use
      e, =6- 6, and V, = lnv.. In the figure, all trajectories of the BL
    to asymptotically stable EPs of the BL systems, and the EPs coincide
                            at t = O and tci. Hence, we conclude that
                     cluding the external jumps is valid in the analytical
where a == Gcr(Idc(ref)
system (6.20)
OÅq v, Åq K, Id. I O, sin g, År O, and paKi År O.
system (6.1)




and the projected discontinuous solution of th
the transformations
systems converge
with the starting points of the external jumps
the numerical discontinuous solution in
sense.
6.5.4 Discussion
   This section analyzed several discontinuous solutions of the DAE system (6.1) numeri-
cally. The discontinuous solutions were also analytically justified using the BL system. The
discontinuous solutions provide us with several information about the transient dynamics
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of the ac/dc system: in case-1 fault (i) the dc system remains at a pre-fault state during
the sustained fault; (ii) the generator is decelerated to supply the demanded power by the
dc system; and in case-2 fault (iii) the present DAE system (6.1) is not relevant to the
transient stability analysis.
   The discontinuous dynamics here is closely related to the transient stability. Chapters 5
and 6 show that the stability is governed by the global structure of the stability bound-
ary. Fig. 6.8 shows the transient behavior of the DAE system (6.1) with the case-1 fauk
at t.i/(1207T s"i) = 140 ms and 170 ms. The discontinuous solution at t.i/(120r s'i) ==
140 ms converges to EP#1, while the solution with t.i/(120T s-i) = 170 ms reaches the
singular surface S of the post-fault DAE system. The difference between these solutions
is clarified based on the global structure shown in Chapters 5 and 6. Fig. 6.9 describes
the transient behavior of the SP system (6.8) with the case-1 fault; the initial condition
equals the one in Fig. 6.8. In the figure, the solution at t.i/(120r s-i) = 140 ms settles
down EP#1, while the solution at t.i/(120T s'i) = 170 ms goes to EP#3 which appears
in Section 6.4. These figures imply that the solutions of the SP system (6.8) give us
the good approximations of the solutions in the DAE system (6.1) until the trajectory
at t,i/(1207r s'i) = 170 ms reaches S. Furthermore, the solutions in Fig. 6.9 qualita-
tively coincide with those in Fig. 6.2 which are used for the stability boundary analysis in
Section 6.4. These numerical simulations suggest that the mechanism behind the differ-
ent transient behavior possibly originates from the periodic orbit and associated stability
boundary of EP#1 in Chapter 6. Thus we can discuss the transient stability analytically
by investigating both the stability boundary and the discontinuous solutions.
6.6 Summary
   This chapter addressed the stability boundaries of the DAE system (6.1). Section 6.3
completely characterized the stability boundaries of the DAE system. The theoretical
result describes the entire global structures of the stability boundaries in the solution
space of the DAE system. Moreover, the characterization makes it possible to apply the
controlling UEP method [14, 15, 111] to the ac/dc power system. Section 6.5 analyzed the
discontinuous solutions of the DAE system with respect to some event disturbances. The
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obtained results provide us with the information about the transient dynamics of the ac/dc
system and reveal the fault condition under which the present DAE system is not relevant
to the transient stability analysis.
Throughout this chapter, we show how the dc link strongly affects the stability boundary
of the ac/dc system. As seen in Section 6.3, the stability boundary of the ac system
consists of both the stable manifolds of EPs and the particular trajectories which reach
the singular surface. The obtained characterization in Section 6.3 then shows that the
dynamical feature of the stability boundary persists under the small perturbation that
corresponds the interaction between the ac and dc systems. On the other hand, Section 6.4
shows that a periodic orbit exists on the stability boundary of the associated SP system
(6.8) under the parameters setting in Tab. 5.3. This possibly implies that the existence
of the dc link changes the dynamical feature of the stability boundary under the present









             (a) Fig. 5.3(e) (b) Fig. 5.4(c)
Figure 6.1 Basin portraits around EP#1 and EP#2 in the DAE system (6.1) with D =
          O. The portraits (a) and (b) are the same ones as Figs. 5.3(e) and 5.4(c),
          respectively. The symbols O in the figures (a) and (b) denote EP#1 and
          EP#2, respectively. The initial conditions are classified as follows: the white
          region represents the basin of EP#1 and the gray region the one from which
          any trajectory converges to the singular surface S. The two points (A) and (B)
          in the figures also stand for the initial conditions of the straddle orbit method
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'Ilrransient behavior and discontinuous solution of the DAE system (6.1) with
case-1 fault setting. The fault--clearing time t.i/(120T s-i) is fixed at 140 ms.
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Projected trajectories of the DAE and SP systems with case--1 fault setting
onto e, - V, plane. The perturbation parameter 6 is set at O.5. The solid line
denotes the erajectory of the DAE system (6.1) shown in Fig. 6.4, for which
we here use the transformations e, == 6 - 6, and V, = ln v,, and the dotted line
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Projected discontinuous solution and trajectories of the pre- and post-BL sys-
tems with case-1 fault setting onto e, - V, plane. The solid line denotes the
trajectory of the DAE system (6.1) shown in Fig. 6.4, for which we here use
the transformations e, = 6- 6, and V, = lnv,, and the dotted and broken lines
those of the BL systems (6.25) at t = O and'tci.


















o O.2 O.4 O.6
             TIME 1s












     O.4 O.6
       TIME / s
(b) DC current Idc
O.8 1
o
       O.2 O.4 O.6
                     TIME/s
(c) The related value V, to ac voltage vr: Vr = ln vr
O.8 1
'Ilrransient behavior of the DAE system (6.1) with setting case-1 fault at
t.i/(120rs-i) = 140ms and 170 ms. The discontinuous solution with
t.i/(120T s-i) = 140 ms is identical to that in Fig. 6.4 and converges to EP#1.
The solution with t.i/(120r s-i) == 170 ms converges to the singular surface of


















o O.2 O.4 O.6
             TIME / s





     O.4 O.6
       TIME / s
(b) DC current Idc
O.8 1
O.04






                            TIME / s
            (c) The related value Vr to ac voltage vr
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   This dissertation was devoted to analysis of transient dynamics and stability boundaries
in an electric power system with dc transmission. The analysis was performed based on
two mathematical rnodels: swing equation and DAE systems. The dynamical systems
were derived through an actual ac/dc power system. In the following, we summarize the
obtained results in this dissertation and collect future research directions.
   Chapter 2 analyzed transient dynamics and stability boundaries affected by constant
electric power which flows into the dc link. We here derived and examined the unsymmet-
rical swing equation system. The system has the dc external force which corresponds to
the constant dc power. As an important feature of the dynamical behavior, it is shown
that the fractal structure grows in a stability boundary caused by the dc external forcing.
The fractal boundary indicates that the system behavior becomes unpredictable depending
on the dc operation.
   In Chapter 3 we proposed an analytical criterion for stability boundaries of the swing
equation system. The criterion was derived based on the Melnikov's perturbation method
for ODF time-periodic perturbed Hamiltonian systems. The proposed criterion can be an-
alytically calculated with the corresponding integrable Hamiltonian systems. The criterion
was also applied to the analysis of the stability boundaries in the swing equation system.
The application shows the effectiveness of the proposed criterion for the analysis of the
ac/dc power system.
   Chapter 4 focused on basin boundaries of resonant solutions in the swing equation sys-
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tem. We here proposed an analytical criterion for the basin boundaries of the resonant
solutions based on the subharmonic Melnikov function and related theories. This chapter
also applied the proposed criterion to the stability boundary analysis of the swing equation
system. The obtained results illustrate not only its effectiveness but also its conserva-
tiveness for the stability estimation. This problem remains to be solved as a forthcoming
research topic.
   Chapters 5 and 6 discussed transient dynamics and stability boundaries with consid--
ering dc system's operation and power balance relation between the ac and dc systems.
The analysis was based on the DAE system. The DAE system keeps the structural char-
acteristics of power conversion and control setup in the dc link, and explicitly describes
the power relation between the ac and dc systems. Chapter 5 clarified some dynamical
features of the DAE system. In particular, a stability boundary was numerically examined
via several basin portraits. We here show that there exists a hyperbolic saddle point on
the stability boundary, and its stable manifold partially governs the global structure of the
stability boundary. The structure motivates the theoretical characterization of the stability
boundaries in Chapter 6. Futrthermore, this chapter points out that the singular surface
and associated trajectories are crucial for clarifying the global structure.
   In Chapter 6 we theoretically examined stability boundaries and related trajectories
of the DAE system. Complete characterization of the stability boundaries was derived
using an energy function for an associated SP system. The theoretical result reveals the
entire global structures of the stability boundaries. In addition, the characterization was
examined via some numerical results with a stability boundary in Chapter 5. The numerical
simulation shows that there exists a periodic orbit in an associated SP system under the
present parameters, and the characterization is therefore possibly inadequate for the present
ac/dc power system. The boundary structure itself sheds a new insight on the transient
stability for the ac/dc system, although the structure is a disappointing message for the
theoretical characterization. This result also implies the requirement of fundamental studies
on stability boundaries in the DAE system. Furthermore, this chapter numerically and
theoretically discussed several discontinuous solutions of the DAE system with respect
to practical fault conditions. The analysis provides us with several information about
the transient dynamics and reveals a fault condition under which the DAE system is not
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relevant to the transient stability analysis.
This dissertation proposes future research directions in power system analysis and con-
trol, nonlinear dynamics, and so on. Some of them are arranged below.
We have worked on synthesis of dc controllers to improve the transient dynamics of
the ac/dc power system. This dissertation shows that the dc link strongly affects the
transient dynamics and stability boundaries. On the contrary, this suggests that the dc
link has a potential to stabilize ac power systems. The dc power modulation is proposed
in [21,23,30,89,98] for damping power swings in ac transmission systems. In addition, dc
control schemes are considered in [22,58,105,106] for enhancement of transient stability
of ac/dc power systems. Unfortunately, they are not established through control theories.
The control strategies are much interesting in terms of power balance utilization for power
system control.
We are also exploring a comprehensive energy function theory of the DAE system
involving periodic orbits. The obtained results in Chapter 6 imply the requirement of
further studies on stability boundaries of the DAE system. The present definition of energy
functions in Chapter 6 does not admit any existence of periodic orbits. To overcome this
difficulty, it is necessary to construct an alternative energy function theory with taking
periodic orbits into account. The research topic is important for not only clarifying the
numerical results in this dissertation but also considering network-reduction power system
models with small transfer conductances [1,12,13].
Another direction is in experimental studies on the transient dynamics and stability
of the electric power system with dc transmission. The analysis in this dissertation was
performed numerically and theoretically. It is inevitable to confirm the obtained results
experimentally to apply them to the practical stability estimation. The results will be
discussed via a hybrid-type power system simulator [84].
In closing, the author would like to remark that we are now in a position to construct
comprehensive system theories about complex power networks. Needless to say, power
networks have become fairly complicated in terms of their size, configuration, dynamics,
and control [4,29,81]. This actually appears as some large blackouts in the world. In such
power networks, conventional power engineering is not effective because of its classical
basis. This raises the requirement of novel system theories about the power networks, by
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which we can analyze and synthesize the cornplexity. To achieve this, we need to reveal
the dynamics of the complex networks, one of which is the synchronization through electric
power transmission. In addition to the dynamical aspect, it is inevitable to propose how
to tame the complexity of the power supply. Then, the dc-based power apparatuses have
a great potential to control the complex power networks. Their important dynamics and
control play an essential role in the planning and operation of the present and future power
networks. Thus this dissertation focused on the analysis of the transient dynamics and
stability of the electric power system with dc transmission. The obtained results herein
provide us with a clue so as to the dynamics and control of the electric power networks
involving dc apparatuses, although the research is restricted to the simple network. The
author believes that this dissertation is a first challenge towards the establishment of the
comprehensive theories about the complex power networks.
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