The role of standardising apart in logic programming  by Shepherdson, J.C.
Theoretical Computer Science 129 (1994) 143-166 
Elsevier 
143 
The role of standardising apart in 
logic programming 
J.C. Shepherdson 
Mathematics Department, University of Bristol, UK 
Communicated by M. Nivat 
Received November 1992 
Abstract 
Shepherdson, J.C., The role of standardising apart in logic programming, Theoretical Computer 
Science 129 (1994) 143-166. 
Some of the basic results in the theory of logic programming, e.g. the mgu lemma, lifting lemma and 
completeness theorem, have been incorrectly stated in standard texts. We explain how these errors 
arise and how they may be avoided by suitable “standardising apart” of the program clauses used. 
We also discuss the significance of standardising apart for other purposes, e.g. soundness, obtaining 
most general answer. 
1. Introduction 
Some of the basic results in the theory of logic programming contain mistakes 
which remained unnoticed for 5 years or so but which are so elementary that they are 
obvious as soon as they are pointed out. One source of error was pointed out a few 
years ago, another more recently. However, these errors are still not widely known. In 
one sense they are unimportant because the special cases which are of any practical 
interest are correct. The principal example is the completeness theorem, which says 
that every correct answer 8 is an instance of a computed answer 0, i.e. there exists 
a substitution y such that 0 = oy. This is not true; but it is true that you can find 0, y so 
that 0 and ay have the same effect on all variables in the original goal, and this is the 
only thing one is usually interested in. On the other hand, these nontheorems are very 
basic and constantly being applied so that these little errors must have propagated 
into dozens of papers - they certainly crept into some of mine. And there is always the 
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possibility that the results might be used in an intricate and sensitive argument where 
the errors do matter. It is also desirable that the results, particularly the fundamental 
results, of any theory should eventually be correctly stated. One aim of this paper is to 
publicise these lapses more widely. 
These mistakes are nearly all due to variables in the input clause (the variant of 
a program clause used in a resolution step) coinciding with other variables in the 
derivation, i.e. to inadequate standardising apart. We take the opportunity of review- 
ing the various kinds of standardising apart which are needed for other purposes, e.g. 
soundness, obtaining most general answer. 
We consider three of the commonest systems of logic programming; SLD-resolu- 
tion, as used in Prolog, SLD-resolution plus negation as failure, formalised as the 
SLDNF-resolution of Lloyd [S], and the equational version of these introduced in 
[13]. In Section 2 we give the relevant details of these systems. In Section 3 we point 
out the errors in the completeness theorem and in the mgu and lifting lemmas and 
how to avoid them. In Section 4 we list various definitions of standardising apart 
which have been used. In Section 5 we consider reasons for standardising apart and 
the kinds of standardising apart needed to satisfy them in the case of SLD-resolution. 
We do the same for SLDNF-resolution in Section 6, and for the equational version of 
this in Section 7. In Section 8 we summarise the results in the form of advice on the 
appropriate form of standardising apart to use. 
2. SLD-. SLDNF- and SLDNFE-resolution 
We follow the definition of SLD-resolution given in [S]. A dejnite program clause is 
a clause of the form 
where A,B1, . . . , B, are positive literals, e.g. p(x,f(a), g(x, y)). This stands for the 
universal closure 
V(B, A ... A &-+A). 
A definite program is a finite set of definite clauses. A dejinite goal is a clause of the 
form 
+I3 I,..., &I 
(standing for Bi A .. . A B,-tFalse, i.e. i(B, A ... A B,)). 
Let P be a definite program and G a definite goal. An answer for Pu {G) is 
a substitution for variables of G. If G is +-Bi, . . , B,, we say that 0 is a correct answer 
for Pu{Gj if 
V(B, A ... A B,)B is a logical consequence of P. 
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Let G be &A,, . . . , A,, . . . , Ak and C be A+Bl, . . . , B,. Then G’ is derived from 
G and C using mgu 8 if: 
(a) A, is an atom, called the selected atom in G; 
(b) f3 is an mgu of A, and A; 
(c) G’ is the goal +(A1, . . . , A,_ I, B1, . . . , B,, A,+l, . . . , Ak)Q. 
An SLD-derivation of Pu {G} consists of a sequence GO = G, Gi, . . . , of goals, 
a sequence Ci, C2, . of variants of program clauses of P called input clauses and 
a sequence Q1, Q2, . . . of mgu’s such that each Gi + 1 is derived from Gi and Ci+ 1 using 
Bi+ 1. An SLD-refutation of P u {G} is a finite SLD-derivation of P u {G} which has the 
empty clause 0 (i.e. false) as the last goal. If 19~) . , 8, is the sequence of mgu’s used 
then the computed answer is the restriction of the composition OIOz . . . 8, to the 
variables of G. 
In a derivation the input clauses, Ci must be standardised apart, i.e. Ci must have 
new variables, i.e. must have no variables which already occur in the derivation up 
to Gi_1. 
The reason for this condition here is not to ensure soundness, because a program 
clause stands for its universal closure, so we may use any variant, or even an instance 
of it. The reason which Lloyd gives for this standardising apart is “otherwise we would 
not be able to unify p(x) and p(f(x)) in +-p(x) and p(f(x))+ “. Similarly, if we have 
a goal +p(x), p(y) and select the first atom and use the program clause p(y)+- we will 
end up with the answer substitution {x/y} instead of the more general answer 
{x/x1, y/yl} (equivalent to the identity answer) which we obtain using standardised 
apart versions p(xl)c, p(yI)+-, of the program clause. So the reason given here is “to 
obtain the most general possible answer”, and hence an essentially unique answer. 
The SLDNF-resolution of [8] extends SLD-resolution by allowing negative literals 
in the bodies of program clauses and goals and by using negation as failure. 
Program clauses are uow of the form 
A+-Ll, . . . . L, 
and goals are of the form 
+L 1, ... 2 LID 
where A is an atom and L1, . . . , L, are positive or negative literals. 
If P is such a program and G is such a goal (a normal program and a normal goal in 
the terminology of [S]) then an SLDNF-derivation tree for Pu {G} proceeds in the 
same way as an SLD-derivation tree if a positive literal Li in the current goal is 
selected, i.e. for each program clause a suitably standardised apart variant 
A+M1,..., M, 
of each program clause is selected, and for each of these for which the head A unifies 
with Li with mgu 0 there is a child goal 
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When the selected literal Li in the goal is a ground negative literal 1 B (only ground 
negative literals may be selected) one carries out a subsidiary computation on the goal 
tB before continuing with the main computation. If this results in a finitely failed 
SLDNF-tree for Pu {+B} (which we describe as “B fails”), then 1 B succeeds and 
there is a child goal 
@L l,...vLi-17 Li+l,..., Ln 
resulting from its removal. If B succeeds, i.e. if there is an SLDNF-refutation of 
Pu { +B}, then 1 B fails and the main derivation fails at this point. An SLDNF- 
derivation of P u {G} is a branch of an SLDNF-derivation tree for P u {G}; if it ends in 
the empty clause it is called an SLDNF-refutation of P u {Cl. Afinitely failed SLDNF- 
tree for Pu {G} is a finite SLDNF-tree such that the selected literal in each leaf node 
fails, i.e. it is either a positive literal which does not unify with the head of any program 
clause, or a ground negative literal 1 B such that there is an SLDNF-refutation of 
Pu{tB). The apparent circularity of this definition is formally resolved by an 
induction on the rank, i.e. the depth of nesting of negation as failure calls, i.e. selections 
of ground negative literals. 
The requirement that only ground negative literals may be selected is necessary for 
soundness. A goal +p(x) stands for Vxlp(x); a refutation of this should tell us that 
1 Vxl p(x), i.e. 3xp(x), is true. But it is also possible that 3x1 p(x) is true, so we 
should not fail 1 p(x) just because p(x) succeeds. As is well known, Prolog is unsound 
because it allows negation as failure on any goal. However, there are some circum- 
stances in which negation as failure may soundly be applied to nonground negative 
goals, namely, 
1 B succeeds with answer E if B fails, 
1 B fails if B succeeds with answer E, 
where E denotes the identity substitution or, more generally any substitution which 
maps the variables in B to distinct variables, i.e. such that BE is a variant of B. This was 
introduced by Clark [3] and used by Stark [12], who called it “extended SLDNF- 
resolution”. A further extension of SLDNF-resolution is introduced by Shepherdson 
[ 1 l] and called SLDNFS-resolution. This allows negation as failure to be allowed to 
nonground negative literals by means of a preliminary substitution 
if A6’ fails then 1 A succeeds with answer 8. 
It is easy to show that the usual soundness proof for SLDNF-resolution with respect 
to the Clark completion camp(P) of P can be modified to cover these extensions, and 
that everything we say below about SLDNF-resolution also applies to them. 
Finally, let us introduce what we call SLDNFE-resolution. This is the equational 
version of SLDNF-resolution based on the proposals of Wolfram et al. [13]. The 
basic step of SLD- and SLDNF-resolution resolves a goal 
G: +-Al, . . . , A,, . . . , A, 
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with a program clause variant 
c: AcB1, . . . . B, 
to obtain the new goal 
G’: +(A1 ,..., A,el,B, ,..., Bq,.4,+1 ,..., AJ6’ 
where 8 is an mgu of (A, A,). In the equational version the new goal is written as 
4-A I,...,A,-~,B~,...,B~,A,+~,...,A~,A=A,, 
i.e. the unifier 8 is not applied to the goal, but the equation A = A, is added at the end 
of the goal to record that A and A, have been unified. In subsequent steps, the goals 
will consist of sequences of atoms followed by sequences B of equations, so the general 
resolution step takes the form 
resolve the goal +-Al, . . . , A,, . . . , Ak, & with the program clause A+Bl, . . . , B, to 
obtain the new goal +A1 ,..., A,_l,B1 ,..., Bq,A,+l ,..., Ak,&,A=A,. 
As in constraint logic programming (of which this is a special case) we could allow 
equations to occur in program clauses, and take the basic step to be 
resolve the goal t A 1, . . , A,, . . . , Ak, G with the program clause AeB,, . . . , B,, 8’ 
to obtain the new goal +A1 ,..., A,_,,B1 ,..., B,, A,+1 ,..., A,,d,6’,A=A,. 
A successful derivation is one which ends with a goal 
+AI=A;,...,A,.=A; 
consisting solely of equations, and the result substitution to be read off from this is 
O=mgu(A,=A;,...,A,=A:). 
There is a new way in which a goal +-Al, . . . , A,, d can be deemed to fail (and so be 
eligible as a leaf goal in a finitely failed tree), namely, when the set of equations & is not 
unifiable. The difference between this equational unification and the usual form is that 
one now waits until the end to compute the composition of unifiers, instead of doing it 
as one goes along. This often makes theoretical arguments easier but it has the 
practical disadvantage that one may continue failed branches for a long time without 
realising it. As Pat Hill has pointed out to me, some care is necessary in dealing with 
selected negative literals in SLDNFE-resolution. If one is only allowed to select 
negative literals which appear in the goal as ground and if, as above, substitutions are 
only applied at the end of a derivation, then the only negative literals which could be 
selected would be those which already occurred ground in the body of the original 
goal or the program clauses used. So SLDNFE-resolution would flounder in many 
cases where SLDNF-resolution avoids floundering because the current substitution 
grounds a negative literal which originally contained variables. To get a version of 
SLDNFE-resolution corresponding more closely to SLDNF-resolution, one would 
need to allow the selection of a nonground literal in a goal G, provided it was 
grounded by the mgu 6 of the equations d in G. So the mgu would have to be 
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computed and applied at this stage. But it is more elegant to use a form of SLDNFE- 
resolution which corresponds to the extended SLDNF-resolution defined above. The 
corresponding version of SLDNFE-resolution allows any negative literal 1 B to be 
selected, and to succeed with answer E (i.e. be deleted from the goal) if B6’ fails, to fail if 
B6 succeeds with answer E. 
3. False completeness theorem 
Lloyd’s [S] completeness theorem for SLD-resolution is: 
Let P be a definite program and G a definite goal. For every correct answer 0 for 
P u (G}, there exists a computed answer o for Pu {G} and a substitution y such that 
Q=ay. 
This is not true. 
Example 3.1. If G is -p(x), if P is p(f(y, )) z + and a is any constant of the language 
thenO={x/f( , )) a a IS a correct answer substitution. Any variant of the clause of P is of 
the form p(f(u, II))+, where U, v are distinct variables. An mgu of p(f(u, v)) and p(x) 
exists only if both of U, v are distinct from x and is then, as shown in [7], of the form 
(x/f(u, u)) CC, where CI is a permutation of variables. Restricting this to the variable x in 
G gives the computed answer CJ = {x/f(ui , vt)), where ui, u1 are distinct variables. 
Now there is no y such that 8= ay because y would have to contain bindings 
ui/a, vi/a, and at least one of ui, ul, say ul, is distinct from x, so that oy would contain 
a binding uI/a, which does not.’ 
It is true that we can find o, y so that GO= Gay. However, although y, CJ act only on 
the variable in G this does not imply that y can be restricted to give B=a)j because 
y may need to map variables not in G (ul in the above example), and this mapping 
persists in oy, so that oy cannot, like 0 by definition is, be a mapping only of the 
variables in G. 
There are two ways of correcting the theorem. The first is to say that an answer 
(r includes an answer 8 when there exists y such that ay and l3 have the same effect on the 
variables in the goal. We can then say that “every correct answer is included in 
a computed answer”. 
The second is to abandon the concept of “answer substitution” and work with GO, 
the transformed form of the goal, which gives all the information usually needed. (If 
you want 8 you can recover it from GO if you know the original goal G.) This is 
a special case of the notion of resultant which I found it convenient to introduce when 
dealing with partial evaluation [9]. There one is dealing also with incomplete 
derivations, not ending up in the empty clause. If G,=G, Gi, . . . , G, is an 
’ I am most grateful to H.-P. Ko for supplying this counterexample and for pointing out that an earlier 
purported counterexample circulated in 1989, which convinced many people, including me, was not 
a counterexample to the completeness theorem above. 
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SLD-derivation with t3i, . . . , tin as sequence of mgu’s and if G, is +Qn, then the 
resultant of the derivation is the first-order formula Qd-Qn (or QO if Qn is empty), 
whereO=8,8, . . . 8,. This is not in general a clause because the Q on the left stands for 
a conjunction of literals. That the resultant should play an important and natural role 
is not surprising because it is the logical statement which is established by the 
derivation. For SLDNFE-resolution, if +-Q,, , go and +-Q,,, 8, are the initial and final 
goals, then the result substitution is 8=mgu d,, the resultant is Q06’ c Ql10 and the 
equationalform of the resultant is the formal expression, Qo, &oeQ,, B,, to be read as 
Qn A 8, + Qo A 80. 
Note that the result substitution and resultant may be undefined if, as is permitted 
in equational resolution, the derivation is continued past the point where the equa- 
tions in the goal are not unifiable. The advantage of the equational form of the 
resultant is that it is always defined and can be read off without computing any mgu. 
As shown in Section 7, if the resultant is defined its universal closure is equivalent to 
the universal closure of the equational form of the resultant. 
For resultants the completeness theorem holds in its original form. Letting Q stand 
for a conjunction of literals we have the following proposition. 
Proposition 3.2. Let P be a definite program and G = -Q a dejinite goal. For every 
correct answer 8 for Pu {G} there exists an SLD-refutation of P u {G) with resultant R, 
and a substitution y such that Ry=QO. 
Proof. The standard proofs of the completeness theorem give this, they produce an 
SLD-derivation with sequence of mgu Oi, . . . , 6, and a substitution y such that 
QO = QO, . . Q,,y, and in this case R = Ql3, . .8,. 0 
It is only when these proofs make one more step and claim to deduce a correspond- 
ing result for the restrictions of B and 8, . . . 8, to Q that they become erroneous. 
(However, in some cases they make use of incorrect statements or incorrect proofs 
of mgu and lifting lemmas, which need to be replaced by the correct versions in 
Section 5.) 
4. Versions of standardising apart 
A derivation with goal sequence GO = G, Gi, . . . , G,, input clause sequence 
c 1, . . . , C, and sequence of mgu el, . . . , 0, is said to be standardised apart if, for 
i=l , ... > n, the variables in the ith input clause Ci are in some sense new, i.e. distinct 
from the variables in some excluded set Ei. In Section 2 (and in [S]) the set was 
SA’: excludedset E,?={G,G, ,..., Gi-l;C1)...) Ci_,;t?1)...) %i_l}, 
i.e. the set of all variables occurring in the derivation up to Gi_i. We denote this 
notion of standardizing apart by SA’. 
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It is very easily accomplished by subscripting the variables in G by 0 and variables 
in Ci by i and using relevant mgu. An mgu 0 of El, E2 is relevant if it involves no 
variables other than those occurring in E,, EZ. If 0 does involve other variables they 
are called irrelevant variables. It is idempotent if e2 = 8. If 8 = (x1/t,, . . . , x,/t,} then 0 is 
idempotent iff none of the variables x1, . . . , x, occur in tl, . . . , t,. It is not difficult to 
show that an idempotent mgu is relevant. The mgu’s produced by the usual unifica- 
tion algorithm are idempotent. (Work of Lassez et al. “Unification Revisited” [7] 
contains a comprehensive presentation of basic results on unification, and points out 
that confusion between different forms of unification has led to many erroneous 
proofs and misleading theorems.) 
This notion of standardising apart is adequate for almost all purposes but in 
theoretical work it can be an irksome restriction, so it is of interest to see whether it 
can be weakened. Vavious weakenings of definition SA’ have been considered. Ko 
and Nadel [4] call derivations satisfying SA’, variables separated, and they introduce 
a notion of weakly variables separated, which we call definition SA2, obtained by 
replacing the excluded set Et by the 
SA2: excluded set Ef={G, G, ,..., Gi_l; C1,...) Ci_1}, 
i.e. the variables in Ci must not have occurred in previous goals or clauses, but may 
occur in previous mgu. They also introduce a stronger notion called strongly variables 
separated which we shall call definition SA’, which extends definition SA’ by requiring 
that not only the variables of Ci but also all irrelevant variables of ei must not occur in Ei, 
SA’: SA’ plus no irrelevant variables of Bi occur in E!. 
Of course, if relevant mgu are used this is equivalent to definition SA’ 2 
For the purposes of [9] it was found that the appropriate condition, SA2, was that 
the variables in Ci should not occur in the current resultant, i.e. in the 
- 
SA2: excludedset Ez={GB1...Bi_l,Gi_lj. - 
Clark [3] (and Apt in an earlier version of [l]) used the weaker definition SA3 with - 
SA’: excluded set E? = {Gi_ 1}. 
In another earlier version of [l], Apt used 
SA4: excluded set l?!=(G). 
For equational resolution we shall see in Section 7 that the appropriate version is 
SA3: excluded set ET=(G,C1,...,Ci-1}. 
This was also introduced by Apt [l], but it is not clear that this condition, by itself, 
plays a significant role, in ordinary as opposed to equational resolution, since when he 
comes to proving his first theorem he adds the condition that all mgu8, which are 
used should be relevant, and for general use he strengthens this to requiring the Bi to 
be idempotent. Let us call these definitions SA-‘, SA-‘, respectively. Since for 
relevant mguSA3 implies SA’ we may write these as: 
SA-‘: SA’ plus all Oi relevant, 
SAm2: SA’ plus all Bi idempotent. 
It is easily seen that these definitions are related as shown in Fig. 1. The procedures 
used in practice satisfy the strongest of these definitions, SA-2, since they use new 
variables and idempotent (hence relevant) mgu. 
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5. Reactions for standardising apart; the versions they need for SLD-resolution 
We have considerd two reasons above: 
R1 : to ensure soundness, 
R2: to obtain the most general possible answer. 
We noted the following proposition. 
Proposition 5.1. For SLD-resolution standardising apart is not needed to ensure 
soundness. 
Indeed there is no need to use mgu, we can use the unrestricted SLD-derivations of 
[S] which allow arbitrary unifiers, or the more general GSLD-resolution of [9] which 
allow different substitutions to be applied to the goal and the clause, i.e. 
from the goal bQ1, A, Q2 and the clause A’cQ’, if there exist substitutions 0 and CX’ 
such that M=A’cz’, derive the goal +QlO, Q’cr’, Q20. 
Here Q1, Q2, Q’ stand for conjunctions of literals; 8 is called the goal substitution and 
x the clause substitution applied in this GSLD-resolution step. The resultant of 
a GSLD-derivation starting with goal -Q and ending with +Qn and using goal 
substitutions tY1, .. . ,8, is defined to be Q0, . . . 6,-Q,. 
Care is needed in making precise the notion of “most general possible answer”. 
One’s first thought is that this should be defined like a most general unifier, i.e. to be 
an answer 0 such that every other answer 6’ is an instance of 0, i.e. such that there 
exists y satisfying u’=cJ~. Obviously, there is, in general, no absolutely most general 
answer in this sense (e.g. for the goal -p(x) and program p(a)+-,p(b)t which has 
answers {x/a}, {x/b}). The most one could hope for is a computed answer 8 which 
was most general in the sense that every other computed answer 8’ obtained using the 
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same program clauses and corresponding selected literals was an instance of 8. 
Example 5.2 shows that this may not exist even with the further restriction to the 
strongest kind of standardising apart and the use of idempotent mgu. 
Example 5.2. An in Example 3.1 take G as cp(x) and P as p(f(y, 2))~. As shown in 
Example 3.1 the only variants of the clause of P whose heads unify with p(x) are of the 
form p(f(u, u))t, where u, u, x are distinct. These are standardised apart according to 
any conceivable definition. The mgu of p(f(u, v)) and p(x) are of the form (x/f(u, u)}cc, 
where c( is a permutation of variables. The idempotent ones are of the form 
{x/f(ui, ul)>, whereu,, ul, x are distinct. None of these includes all the others. Indeed 
no correct answer includes them all, for it would clearly have to be of the form 
(x/f(y, z)> with y, z distinct variables, so at least one, y say, is distinct from x. This 
does not include {x/f( ui, ur)} if u1 is distinct from y, for if 
{x/m> ul))={x/f(Y, 4)Y 
then y must contain a binding y/ul, but then (x/f(y, z)} y contains a binding y/ul, 
which {x/f(ul, ul)} does not. 
However instead of using the answer substitution, we can convey the generality of 
the answer just as well by using the transformed form Go1 . . . /3,&Q,,, of the original 
goal, or more generally, for derivations ending up in a nonempty goal +Q,, by the 
resultant GOI . . . 0,-Q,. Using this form of answer we can achieve a “most general 
answer” by suitably standardising apart. Let us say two SLD-derivations correspond 
if they have the same initial goal, use the same program clauses (but possibly different 
variants), and select literals in the same places in the intermediate goals but possibly 
use different mgu. 
- 
Proposition 5.3. Standardising apart according to SA’ produces a most general resultant; 
hence any two resultants produced by corresponding derivations are variants of each other. 
Proof. This follows from Proposition 5.10 below where it is shown that a resultant - 
R produced by SA2 using mgu is most general in the sense that the resultant R’ 
produced by any corresponding unrestricted SLD-derivation or even GSLD-deriv- 
ation (see above) using any variants of the same clauses is an instance of R (i.e. R’ = Ry 
for some y). 0 
The following example shows that SA2 is not adequate to ensure a most general 
resultant. 
Example 5.4. Let the goal G be +-p(x) and the program be 
P(Y)+4 
q+r(z) 
r(a)+- 
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Use the clauses as given, take 
o,= {X/Z? YlZ, Z/Y> so G1 is tq, GO, is +-p(z), 
e,=& SO G2 is +r(z) Gg18z is tp(z), 
03 = (Z/C.2} so G3 is 0, GO1f92O3 is -p(a). 
This derivation is standardised apart according to SA2 but it produces the resultant 
p(a) instead of the most general resultant which is p(x). 
It is necessary to use an irrelevant mgu in the above example because, as noted - 
above, if relevant mgu are used the condition SA2 implies condition SA2. - 
The next example shows that SA3 plus restriction to idempotent mgu is not enough 
to ensure a most general resultant. 
Example 5.5. Use the same goal and program as Example 5.4 but use the variant 
p(z)+q of the first program clause and take til = (x/z}, d2 =E, O3 = {z/a}. 
Ko and Nadel [4] in the course of investigating lower bounds for the lengths of 
refutations, had to use “elaborate syntactic arguments” in which “minor errors” over 
“small details” could be crucial, and discovered some errors in standard proofs or 
statements of very basic lemmas. These errors, which they pointed out in [S], provide 
another reason for standardising apart: 
R3: to allow the use of some basic tools, e.g. mgu and lifting lemmas. 
We take the statement of these from [S]. 
Lemma 5.6. (Mgu lemma). Let P be a definite program and G a definite goal. Suppose 
that Pu {G} has an unrestricted SLD-refutation. Then Pv {G} has a corresponding 
SLD-refutation of the same length n such that, if 111, . . . ,8, are the un$iers from the 
unrestricted SLD-refutation and 0;) . , 0; are the mgu’s from the SLD-refutation, then 
there exists a substitution y such that 152~ . . . Q,=tI; . . . 0:~. 
Lemma 5.7 (Lifting lemma). Let P be a dejnite program, G a definite goal and 
8 a substitution. Suppose there exists an SLD-refutation 9& of Pu{GB}. Then there 
exists a corresponding SLD-refutation W of Pu{G} of the same length such that, tf 
I9 1, . . . ,8, are the mgu’s from gO and g;, . . . , 0; are the mgu’s from 92, then there exists 
a substitution y such that Qg1 . . . g,=d; . . . Ohy. 
- 
The following example shows that neither SA2 nor SA2 applied to the given 
unrestricted SLD-refutation is adequate to support the mgu lemma, even if the 
SLD-refutation whose existence is postulated is subject to no form of standardising 
apart restrictions, and is not required to be “corresponding”. 
Example 5.8. Let the goal G be tp, q(u) and let the program P be 
P+ 
q(x)+ 
154 J.C. Shepherdson 
Let these be the input clauses used in the given unrestricted SLD-refutation of 
length 2. 
Let Oi={x/y} so that G1 is +4(a) and the first resultant is p, q(a)tq(a), let 
f32={x/a} so that Gz is t. 
This refutation is standardised apart according to both SA’ and SA2. Any (re- 
stricted) SLD-refutation which uses p t as the first input clause must have its first mgu 
0; an mgu of p and p, i.e. a permutation of variables. The next input clause must be 
q(x’)+- for some variable x’. Now 0; is an mgu, hence a unifier, of x’ and a, so if X is the 
variable which 0; sends into x’, we have, for any y, 
26; eiy = x'O;y = ay = a. 
So e;&y sends some variable, X, into a, but Q1 I32 = {x/y} {x/a} clearly does not send 
any variable into a. If the SLD-refutation starts with a variant 
q(x’)+- 
of the second program clause as its first input clause then x’e’, =a, so 
x’e;e;y=ae;y=a 
and the argument continues as before. 
The mgu lemma does hold if the unrestricted SLD-refutation is required to satisfy 
SA’, i.e. as we shall say, is SA’-standurdised apart. 
Proposition 5.9 (Mgu lemma). Let P be a dejinite program and G a definite goal. 
Suppose that Pu (G} has un unrestricted SLD-refutation B’, which is SA’-standurdised 
apart. Then Pu {G} has an SA-‘-standardised apart SLD-refutation 92, using the same 
input clauses as 9,,, selecting corresponding literals and such that ife,, . . . ,8, are the 
unifiers from 92” and i3;, . . . , 0; the mgu’s from 2, then there exists LX such that 
8, . ..e.=e; . ..e.a. 
Proof. We follow the proof of the mgu lemma in [X] which needs only a little 
expansion to cover the present version. 
The proof is by induction on the length n of 3,. The case n=O is immediate. 
Suppose then that the result holds for n- 1 and the W, is an SA’ standardised apart 
unrestricted SLD-refutation G,, = G, G1, . . , G,= cl of length n with input clauses 
C 1, . . . , C, and unifiers 8,) . . . , On. Let (3; be an idempotent mgu for the selected atom 
in G and the head of C1. Then 8, =tYiO1 and since, by SA’, C2i3r = C2 we have 
C2t9102=C2t?2. Thus, Pu{G) has an unrestricted refutation GO = G, G;, 
(32, . . . , G,= Cl with input clauses Cr, . . . , C, and unifiers 0;) Q1, d2, Q3, . . , 0, where 
G1 = G’iB,. The last n-steps of this constitute an unrestricted refutation of PufG;} 
which satisfies SA’, so by the induction hypothesis there is an SAm2-standardised 
apart refutation G;, G;, . . . , G;= 0 with mgu’s e;, . . . , Q:, such that 
e1e2 . . . e,=e; . . . e;y for some y. Thus, Pu {G} has an SA-‘-standardised apart 
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refutation 2, with GO = G, G;, . , CL = 0 and with mgu’s 0;) 0;). . . ,Oi such that 
81 . on=O;0102 . . . e,=e;e; . . . e;v. 0 
However, it was shown in [9, Lemma 4.11 that if one works with resultants, which 
convey all the information needed for most arguments about derivations, a much 
more general form of the mgu lemma holds, which requires no standardising apart of 
the given unrestricted SLD-derivation, indeed allows it to be a GSLD-derivation, and 
the postulated SLD-derivation to be any one which is standardised apart according 
to SA’. 
Proposition 5.10. Let 9 be a GSLD-derivation and 9’ a corresponding SLD-derivation. - 
Then if9! is standardised apart according to SA2 the resultant R of 9 is an instance of 
the resultant R’ of 8’. 
Proof. The proof is by induction on the length n of 9. If n= 0 there is nothing to 
prove. Now suppose &3 is a GSLD-derivation of length n + 1 with goal sequence 
Go,..., G,+I, input clauses Cr, . . . , C,+ 1, goal substitutions 19,) . ,0,+ 1, clause sub- 
stitutions cur,. . . , r,,, 1 and resultant R,, 1. Let R, be the resultant after n steps of this - 
derivation. Let 9’ be an SLD-derivation satisfying SA2 having goal sequence GO, 
G;, . . , G+I, input clauses C; , . . . , C;+ I which are variants of C1 , , C,, 1 and mgu 
@l,...,&+r, which selects literals in the same places in GO, G\, . , CL+ 1 as 22 does in 
Go,G1,...,G,+l.LetR~+, be the resultant of g’, and RL the resultant after n steps. 
By the induction hypothesis there is a substitution 6, such that R, = RL = Rk6,. Let GO 
be +Q,, and G, be +Q,,, where Qb, Q,, denote conjunctions of literals. Then R, is 
QotIl . ..+-Q.,, R; is QOtI’, . . . 0; and so we have 
QOOI . . . O,=Q,,O; . . . I3;6, and Q,,=Q;G,,. 
Suppose that Qh is Q1 , A, Q2, that C,, 1 is A/+-Q’, and that AC?,, is the selected atom in 
G,. We are given that CL + 1 is a variant of C, + r so CL + 1 = C, + 1 y where y is a renaming 
substitution. Define the substitution q by xcp=x for all x except 
x@, + 1 if x occurs in Rk, 
Xp= 
i x’&l + 1 if x occurs in CL+ 1 and x = x’y where x’ occurs in C,+ 1. 
These cases are mutually exclusive since 2’ satisfies SA2. Then Aq= A6,6,,+, = 
A’a n + 1 = A’yq so cp is a unifier of A and A’y, and since f?l, + 1 is an mgu of these atoms 
there exists &+r such that ~=&,+~6,+ 1. We shall show that R,, 1 = RL+16,+1. 
Now 
R’,+l is Q&G ...K+l-(Ql, Q’y, QM,+l, 
Q&J; . . . B;+,S,+, =Q,,O; . . . &,cp 
=Q& . . . O;S,O,+, 
=Qo01 . ..&.&+I 
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and 
(Q1,Q'y,Qz)e:,+ls,+,=(Q1,Q'y,Q2)(~ 
=QI~,~+I, Q'cG,+I,Q~J%+I 
= Q n+l, 
where Gnfl is +Q,+r. 0 
For later use when dealing with negation as failure we need the following lemma 
which says that although using SA3-standardising apart may not produce the most 
general resultant it does produce a most general final goal, and it does continue as 
long as any other derivation which uses the same program clauses and selects 
corresponding literals. 
Proposition 5.11. Let 9 be a GSLD-derivation with goal sequence G = GO, G1, . . . , G, 
using input clauses C 1, . . . , C, and 6 a substitution. Let 9’ be any SLD-derivation with 
goal sequence G = Gt?, G; using input clauses C;, C;, . which are variants of - 
C1, C,, . . , chosen arbitrarily, subject only to SA3-standardising apart, and selecting 
literals in G; in the same position as the literals in Gi selected by 9. Then 9’ will continue 
to length n and the jinal goal G, of 9 will be an instance of the final goal GL of 9’. 
Proof. The argument is almost the same as for Proposition 3R. By the induction 
hypothesis, if GL is +Qr, A, Q2 then G, is (Qr, A, Q2)6, so A is the literal in GL in the 
same position as the selected literal AC?,, in G,. The first clause in the definition of cp is 
changed by replacing “x occurs in Rb” by “x occurs in GA”. The proof that cp is 
a unifier of A and A’y goes through as before, and so does the proof that 
G -G+lh,+~. 0 n+1- 
For the lifting lemma the next example shows that restricting the given SLD- 
refutation of Pu{GtI} by SA’ or SA’, and requiring its input clauses to have no 
variable in common with G, 8, is not enough, even if the target SLD-refutation of 
P u {G) is not subject to any kind of standardising apart. 
Example 5.12. Take G, P as in Example 5.8. Take O={z/w}, O1 ={y/z, z/y}, 
0, = (y/f(z)}, so that 80102 = {z/w, y/z}. As before, whichever clause is used first in an 
SLD-refutation of P u {G}, the product 19; 0; and hence also 6; 0; y sends a variable 
into a nonvariable term, which 8tI182 does not do. 
The next example shows that SA’ is not enough, even with the added restriction 
that the input clauses have no variables in common with G. 
Example 5.13. Let G be +p(a), let P be 
P(x)+, 
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and let 0 = {x/y). Then the clause p(x) t is standardised apart according to SA’ and 
we may take 8, = {x/a> giving an SLD-refutation of Pu{GB} of length 1. Here 
M1 = {x/y} which cannot equal any tY1y since any 6;) and any O;y, must map some 
variable into a. 
As Ko and Nadel [S] observed, the lifting lemma needs a combination of the above 
conditions, standardising apart by SAi and input clauses no variables in common 
with G, 8. 
Proposition 5.14. The lifting lemma holds if the given SLD-refutation .%$ of P u { G8) is 
standardised apart according to SA1 and if its input clauses C, , . . , C, have no variables 
in common with G or 8. The postulated refutation 9 of Pu {G} can then be chosen to 
satisfy SAe2 and to use the same input clauses C1, . . . , C,. 
Proof. We follow the proof of [S], which needs only a little expansion. Let Gi be the 
first goal of gO. Now &3i is a unifier for the head of Ci and the atom in G which 
corresponds to the selected atom in GO. The result of resolving G and Ci using 88, is 
exactly G1. Thus, we obtain an unrestricted refutation .2,, of Pu {G) which looks 
exactly like the given refutation of P u {GO} except the original goal is different and 
the first unifier is f3Q1. The result now follows from the mgu lemma because 92,, satisfies 
SA’. 0 
For resultants we have a much more general lifting lemma. 
Proposition 5.15. Let P be a definite program, G a definite goal and 0 a substitution. 
Suppose there exists a GSLD-derivation BY0 of P u {GO}. Then the resultant of BO is an 
instance of the resultant of every SLD-derivation 93 of Pu (G} which uses input clauses 
which are variants of those of 9&,, selects literals in intermediate goals in the same places - 
as 92 does, and is standardised apart according to SA2. 
Proof. This is an immediate consequence of Proposition 5.10 because a GSLD- 
derivation of Pu {G8} becomes one of Pu {G}, with the same resultant, by prefixing 
the first goal substitution by 8. 0 
6. Negation as failure and SLDNF-resolution 
If we introduce negation as failure, and interpret failure of a goal under SLD- 
resolution as establishing its negation, then some sort of standardising apart is 
necessary even for soundness (with respect to the completion, camp(P) of the program 
P). We must not fail p(f(x)) because it will not unify with the head of a clause p(x)tQ. - 
Definition SA3, requiring an input clause to have no variables in common with the 
current goal is necessary to prevent this. It is also sufficient. We shall show that this 
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follows from the result implicit in Proposition 5.11, that although SA3 is not enough 
to guarantee that a derivation returns a most general answer, it is enough to ensure that 
it proceeds as far as possible, and ends in the empty clause if any similar derivation does. 
Rather than deal separately with negation as failure for SLD-resolution we will go 
straight to SLDNF-resolution. 
We shall say that an SLDNF-tree, SLDNF-derivation or SLDNF-refutation satis- 
fies a given standardising apart condition when all the derivations and all trees 
involved, in either the main derivation or tree or any subsidiary one, satisfy this 
condition. For example, to satisfy SAi, at each node in any of these trees where 
a positive literal is selected, the variant of each program clause which is used must 
have no variables in common with the earlier goals, input clauses and mgu used on the 
branch from the root of this tree to the current node. 
The next proposition is the appropriate generalisation of Proposition 5.11 from 
SLD- to SLDNF-resolution. The hypothesis is stronger because when using negation 
as failure to succeed 1 A because A fails, it is important that in constructing the finite 
failure tree of A the greatest generality is preserved. So we require both derivations to 
use most general unifiers and to be SA3-standardised apart. 
Proposition 6.1. Let 9 be an SLDNF-derivation tree which is SA3-standardised apart 
with initial goal G. Let 9 be any SLDNF-derivation tree with initial goal G which is 
continued as far as possible so as to correspond to 9. Then as long as the input clauses - 
chosen satisfy SA3-standardising apart, all branches of 9’ will continue to the same 
length as those of9 and the leaf goals of 9’ will be variants of the leaf goals of 9. Also 9’ 
will be finitely failed if 9 is. 
Proof. In this theorem and its proof we are thinking of 9 and 9’ as including all the 
subsidiary derivation and finite failure trees. Thus, at a goal node where a negation as 
failure step is made to discard a ground negative literal 1 A because A has a finitely 
failed SLDNF-tree, such a tree is attached to this node. And at a leaf node which fails 
because a ground negative literal 1 A is selected and A has an SLDNF-refutation, 
such a refutation is attached to the leaf node. However, unlike [S] our trees are 
allowed to be incomplete; the branches may stop at any point; leaf nodes do not have 
to be either failed or successful. 
The proof is by induction on the rank k (depth of nesting of negation as failure calls) 
of the complete tree 9. If k = 0 the result follows as in Proposition 5.11, because only 
positive literals are selected, and the presence in goals of unselected negative literals 
which are carried along as passengers does not affect the argument. 
Now suppose 9 has rank k + 1. Let 93 be a branch of 9. We prove by induction on 
the length n of &? that there is a corresponding branch %J’ in 9’ whose end goal is 
a variant of the end goal of a. If n = 0 there is nothing to prove. The inductive step 
goes the same as in Proposition 5.11 if a positive literal is selected in the penultimate 
goal of 59. If a ground negative literal 1 A is selected, then A has a finitely failed 
subsidiary SLDNF-tree in 9. By the induction hypothesis there is a corresponding 
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finitely failed subsidiary SLDNF-tree for 9’, so the corresponding step, to discard the 
literal 1 A, is also permissible in 9’. Finally, if $9 is finitely failed then the selected 
atoms in its leaf nodes are either (a) positive literals which do not unify with the head 
of any program clause, or (b) ground negative literals 1 A such that there is an 
SLDNF-refutation of Pu {+A). Now the leaf nodes of 9’ are variants of the leaf 
nodes of 9 so to a failed leaf node of 9 of type (a) corresponds a failed leaf node of 9’ 
of type (a). The same is true for leaf nodes of type (b) because the given SLDNF- 
refutation of P u {+-A} in 9 (regarded as a complete tree) will be a branch with empty 
final goal of a tree of rank <k, so by the inductive hypothesis there will be a corres- 
ponding branch with empty final goal in 9’. 0 
Proposition 6.2. If 9, 9’ are corresponding SLDNF-derivations, if9 is SA3-standar 
dised apart and 9%’ is SA2-standardised apart then the resultant of 9 is an instance of the 
resultant of 9’. 
Here we are really thinking of 9,&V as the full trees incorporating all subsidiary 
derivation and finite failure trees. 
Proof. The proof is by induction on the length of the derivation. For the steps where 
the selected literal is positive, the argument is the same as in Proposition 5.10. For the 
negation as failure steps, discarding a ground literal 1 A when A succeeds, we rely on 
Proposition 6.1. 0 
Corollary 6.3 (Uniqueness of SLDNF-resolution). If 9,9 are both SA2-standardised 
apart, their resultants are variants qf each other. 
Proposition 6.4 (Soundness of SLDNF-resolution). If P u {-Q} has an SA3-standar- 
dised apart SLDNF-refutation 9 with answer 9 then VQO is a logical consequence 
of camp(P). 
Proof. Take a derivation 9’ corresponding to 9 but SAm2-standardised apart. By 
Proposition 6.1 this will continue as long as 9 and end in an empty goal, i.e. be 
a refutation with answer @, say. By the soundness result of [S, Lemma 15.61 (The need 
for idempotent mgu is not mentioned explicitly but is tacitly assumed in Lemma 15.3 
through the use of Lemma 15.2(b)), VQ6’ is a logical consequence of camp(P). By 
Proposition 6.2, VQ0 is an instance of VQd’, hence is also a logical consequence of 
camp(P). 0 
7. Standardising apart in equational resolution 
For SLDNFE-resolution the obvious form of standardising apart is SA3, whose 
excluded set is the original goal and the previous input clauses. Since one is essentially 
working with idempotent mgu, this is equivalent to the strongest version SAm2. 
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It is also equivalent to the apparently weaker version SA3 whose excluded set is the 
current goal, because it is easily seen that in equational resolution the current goal 
contains all the variables in the previous input clauses. The fact that these notions 
collapse makes one feel that equational resolution is the right version for theoretical 
purposes. (This collapse will hold also for the equational version of the extended 
SLDNF-resolution described in Section 2, where a nonground negative literal 1 B is 
allowed to succeed with answer E if B fails, provided we do not just omit 1 B from the 
next goal, but replace it by equations x=x for all variables in B, so that these variables 
are not lost. For the SLDNFS-resolution step of having 1 B succeed with answer 
0 when BB fails, we replace 1 B by eqn(@, the set of equations x=x0 for all x acted on 
by 0.) 
If we are dealing only with definite programs, i.e. with SLDE-resolution and only 
interested in soundness, then, just as for ordinary SLD-resolution, no standardising 
apart is required. Some standardising apart is needed to get a most general resultant 
and to avoid failing a goal which succeeds. The next examples show that SA4, whose 
excluded set is just the original goal, is not enough for these. 
Example 7.1. Let the goal be +-p(y) and the program 
SA4 allows these to be used as input clauses, but SLDE-resolution then gives the 
resultant equivalent to p(a) instead of the most general correct resultant p(y) obtain- 
able by replacing the second input clause by q+r(w). 
Example 7.2. Let the goal be cp and the program 
P-l(Y) 
SA4 allows these to be used as input clauses, but then SLDE-resolution finitely fails, 
since it ends with the nonunifiable equation q(y) = q( f( y)). However, the goal should 
succeed. 
The equational form of the resultant is a most convenient tool when dealing with 
equational resolution, so we start by showing that it is equivalent to the resultant 
when that is defined. Following Kunen [6] we use CET to denote Clark’s equational 
theory, i.e. the conjunction of equality and freeness axioms which is included in 
camp(P), the Clark completion of a program P. 
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Lemma 7.3. Let 9 be an SLDNFE-derivation with equational resultant RE. If the 
resultant R of 9 is defined then 
CET + VR++‘IRE 
and if the resultant of 9 is undefined then 
CET + R, tt true. 
Proof. Let RE be Qo,bO c Qn,B,. If R is defined then 8 = mgu 6, exists and the 
universal closure VR, of RE implies R,8 which is Qo6, &,,e c Q,e, &,O. By induction 
on n we see that QO s &, , and since 8 = mgu d,, the equations in &,8 and hence in bO 8 
consist of equations t = t. So R# is equivalent to QOB+Qne, i.e. to R. 
Conversely, note first that resultants formed using different mgu B are variants of 
each other, hence have equivalent universal closures. So we may assume that an 
idempotent mgu 0 of &, is used. But then, as shown in [ 133, CET implies 8, t) (x = x0: 
x acted on by l3). 
SO 
QnBn+Qn, (x=x@ x acted on by Bj+Q,O, (X=X@ x acted on by 6)). 
So R implies 
Qn, &n-fQOe, ix =xe: x acted on by e}+Q,. 
Since b,c&,, we have Qn, b,+bO. Hence Qn, 8, -+ Qo, bO which is R,. 
If R is undefined, i.e. &, is not unifiable then, as shown in [7], CET implies 
8, ++ false, hence implies R, c-) true. 
The next proposition is a strong version of the lifting lemma. 0 
Proposition 7.4. Let 9 be an SLDNFE-derivation from a goal GO using input clauses 
C1, . . . , C,, which is SA3 standardised apart. Let 9’ be any corresponding SLDNFE- 
derivationfrom an instance of G,,, using input clauses which are instances of C1, , C,. 
Then all goals of 9’ will be instances of corresponding goals of 63, the equational 
resultant of 9’ will be an instance of the equational resultant of 9, and if CL is not failed 
then G, is not. 
Proof. Let G,crO, Cl@, ,..., C,CI, be the initial goal and input clauses of 9’. By 
replacing c(~, CI 1, . . . , a, by their restrictions to GO, C1, . . , C,, respectively, we may 
suppose they act only on the variables in GO, C1, . . . , C,. By SA3 no two of these 
have variables in common, so CI=U~UU~ u ... uc(, is a substitution and 
G,.,cl,,, C,al, . . . , Cnan= GOaC1cc, . . . , C,a. By an easy induction, it is seen that each 
goal of 9’ is obtained by applying CI to the corresponding goal of 9. Hence, the 
equational resultant of 9’ is obtained by applying c( to the equational resultant of 9. If 
G, is +Q,,, b,, then Gk is +Qn~, &,a, so if Gk is not failed, W=mgu b,a exists. It 
follows that 6, is unifiable because ~0 unifies it. And if the selected literal La of GA is 
not failed, it is either a positive literal which unifies with the head of a program clause, 
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in which case so does the selected literal L of G, or it is a negative literal 1 Ba where 
B&l’ does not succeed with answer E, and the corresponding selected literal 1 B of G, 
is such that B6’ does not succeed with answer E, where O=mgu 6, (since B&l is an 
instance of Be). 
- 
For SLDNF-resolution there was a gap between the SA3 needed for soundness and 
the SA2 is sufficient for most general resultant. For SLDNFE-resolution we have seen 
that the gap between SA3 and the stronger condition SAP2 closes. So in place of 
Propositions 6.1 and 6.2 we have the following proposition. 
Proposition 7.5 (Uniqueness of SLDNFE-resolution). Zf Y-, Y-’ are corresponding 
SLDNFE-trees which are SA3-standardised apart then corresponding goals are variants 
of each other. 
Corollary 7.6. The universal closure of the resultant of an SLDNFE-derivation which is 
SA3-standardised apart is unique. 
Proof. The corollary is an immediate consequence of the proposition, which is proved 
by induction on the rank r of the tree Y, i.e. the depth of nesting of negation as failure 
calls. 
For r =0 the proof is by a subsidiary induction on the length n of the branch 
G,,, Gi, . . . , G, leading to a goal G,. If n=O then CL = GO by hypothesis. For the 
inductive step we have goal G,= +Qr, A, Q2, 8, where A is an atom, input clause 
C,=A’+-X’ and G,+i=cQ,X’,Qz,&,, A=A’. By the induction hypothesis 
CL = +Qicz, Acr, Qza, &,,a, where a is a renaming substitution which we may suppose 
acts only on the variables in G,. Also the input clause CL is A’p+X’/? where /I is 
a renaming substitution which we may assume acts only on the variables in C,. Since 
9 is SA3 standardised apart C, and G, have no variables in common so y = CI u fi is 
a renaming substitution and 
CL is +-Qicli, X’/?, Q2c4 &,,a, Aa=A’b, i.e. G,y. 
For the inductive step on r we again do a subsidiary induction on the length of the 
branch leading to the goal G,. When the selected literal is positive the argument is 
exactly as above. When it is a negative literal 1 B, and B0 (where O= mgu 8,) has 
a subsidiary finitely failed SLDNFE-tree in Y then by the induction hypothesis B will 
have a subsidiary finitely failed SLDNFE-tree in F’; similarly if B has a successful 
derivation with answer E in Y it will have one in F’. 0 
We could deduce the soundness, with respect to camp(P) of SLDNFE-resolution, 
from the soundness of SLDNF-resolution but to illustrate the advantages of equa- 
tional resolution we will do it the other way round. The following proof is just 
a tightened version of Clark’s original proof [3]. We start with a lemma stating the 
soundness of a single resolution step. It is convenient now to use variables Q, Qr, Qz, 
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etc. to stand for conjunctions of literals and equations, to use x for a tuple x1, . . . , x, of 
variables, t for a tuple of terms tl,..., t, and ?=I for the conjunction 
xl-t1 A ... A x, = t,. Since the position of the selected literal in a query plays no 
role, we will simplify the notation by assuming it is the first position. 
Lemma 7.7. Zf+Q1, . . . , +Q,. are all the goals derivable from the goal +Q with a given 
selected positive literal by resolution with clauses of the program P, then, provided the 
input clauses have no variables in common with Q, 
camp(P) I= -3Q1 v ... v 3Qm, 
where 3Qi denotes the existential quantification of Qi over all variables in Qi which are 
not in Q. 
Proof. Let Q be +-p(i), Q., where p(2) is the selected literal, and let the input clauses 
be 
p(21)+X1, 
P(tm)+X,. 
It is easily seen that the definition of camp(P) does not depend on the variants of 
program clauses used, so we may assume that these are the clauses used to obtain the 
completed definition of p in the form: 
P(X)~3yl(x=t1 A X1) v ... v 3Ym(X=!m A x,1, 
where x are new variables not in any of the input clauses, and yi are the variables in 
p(li)+Xi which are not in x. Since the x does not occur in the Xi and the Yi does not 
occur in 2, this implies 
p(J)++Iy,(i=tl A X,) v ... v 3y,(i=& A X,). 
Since the yi does not occur in Q. this implies 
p(t) A Q~++~Y,(XI A Qa A !=!I) v ... v +‘m(&, A Qa A I=&,), 
which gives the result, since CET implies p(t)=p( tl) t) t=tl. q 
We now generalise this to a succession of resolution and negation as failure steps, 
i.e. from trees of depth 1 to trees of arbitrary finite depth. 
Proposition 7.8. If T is a$nite SLDNFE-derivation tree with root goal +Q and leaf 
goals +-Q1,..., -Q,,, which is SA3- standardised apart then 
comp(P)+ Q H 3Q, v .+. v 3Q,,,, 
where 3Qi denotes the existential quantijication of Qi over all variables in Qi which are 
not in Q. 
164 J.C. Shepherdson 
Corollary 7.9 (Soundness of SLDNFE-resolution). If9 is an SA3-standard&d apart 
SLDNFE-derivationfrom P then the resultant of 9 is a logical consequence of camp(P). 
In particular, if +-Q has a successful derivation with result substitution 8 then Qb’ is 
a logical consequence of camp(P). 
Proof (by induction on the rank r of 9). We use the fact that for fixed r the 
proposition implies the corollary. To prove this take a finite (incomplete) derivation 
tree which has the end goal tQi of 9 as one of its leaf nodes. Then the equational 
resultant of 9 is Qi~Q, which is a consequence of 3Qi-Q, which is a consequence of 
camp(P) by the proposition. If +Q has a successful derivation with result substitution 
8 then the end goal is of the form cb where 6’= mgu 6 so the resultant is QO. 
We also need the fact that the truth of the proposition for all r’<r implies that if 
-Q is the root of a finitely failed tree of rank r, then 1 Q is a consequence of camp(P). 
This conclusion follows from the proposition for rank r if we can show that if +Qi is 
a failed leaf goal than 1 Qi is a consequence of camp(P). If +Qi is failed because it 
contains a set 6 of equations which is not unifiable then, as shown in [4], 1 b, and 
hence 1 Qi, is a consequence of CET. If CQi is failed because the selected literal is an 
atom p(t) where p does not occur in the head of any program clause, then the 
completed definition of p in camp(P) is, by definition, p(x)++false, so 
camp(P) I= 1 Qi. If p does occur in the head of some program clause but p(f) does not 
unify with any such head then carry out one more resolution step, obtaining nonunifi- 
able equations, and use the first case above. Finally, if the selected literal is a negative 
literal 1 B where t B has a successful derivation with answer E of rank r’ < r we use 
the corollary for rank r’ to give B, and hence -Y (1 B) as a consequence of camp(P). 
For r = 0 we prove the result by induction on the depth d of the tree. If d = 0 the 
result to be proved is simply camp(P) I= Q-Q. For the inductive step let +-Q;, . . . , 
t Q; be the first level goals. For j = 1, . . . , k, let Sj be the set of i such that the leaf goal 
tQi is below +-Qj. Then by the induction hypothesis, forj= 1, . . . , k, 
Q>H~~ 32Qi 
J 
when ~2Qi is the existential quantification of Qi over all variables in Qi which are not 
in Qi. Applying existential quantification 3i over all variables not in Q we get 
~IQJ* V 3132Qi. 
ieSj 
But in equational resolution, variables are never lost from goals so all variables not in 
Qi are not in Q either, SO 3132Qiw3iQi and we have 
~IQ>- V 31Qi 
isS, 
By the lemma 
Q-YIQ; v ... v 3,Q;. 
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Since each of i=l,..., m belongs to one of Si, . . . , Sk, we get 
Q-~IQ, v ... v 31Qm, 
as required. 
For the induction step on Y we again use induction on the depth d of the tree. The 
argument is exactly the same as above except when the first step is a negation as 
failure step, i.e. when Q is + 1 B, Qa, where B is a negative literal such that +B has 
a finitely failed tree of rank r’<r. As shown above, the induction hypothesis shows 
that camp(P) implies 1 B. Here k = 1, and Q; is -Qll so camp(P) implies Q1 t+Q; and 
I2 means the same as 3,, so the same argument works in this case. 0 
8. Advice 
Substitutions are very tricky; equations are very familiar. In theoretical work it 
seems best to use equations as long as possible, i.e. to use the equational resolution 
which we have called SLDNFE-resolution. Proofs are usually obvious and there is 
only one kind of standardising apart ~ the input clause must have no variables in - 
common with the current goal (called SA3 above, and equivalent to SA3 and to the 
strongest form SAe2). 
If you want to use the more familiar (and more suitable for implementation) SLD- 
and SLDNF-resolution then remember that logical formulae are less tricky than 
substitutions, so use resultants rather than answer substitutions. When standardising 
apart, the safest practice is to use the strongest form of SAm2 which requires 
idempotent mgu and input clauses with no variables which occur anywhere in the 
previous derivation. This can be achieved by subscripting variables at the ith step with 
i. In some theoretical work, e.g. when putting derivations together, it may be tiresome 
to ensure this condition and then one may wish to use the weakest form of standardis- 
ing apart which is sufficient for the current purpose. These requirements may be 
summarised as follows. 
SLD-resolution 
For soundness ~ nothing 
For most general resultant- input clause must have no variables in common with 
current resultant (SA2). 
For mgu lemma _ input clause must have no variables in common with 
previous derivation (SA’). 
For lifting lemma _ input clause must have no variables in common with 
previous derivation or G or 8. 
SLDNF-resolution 
For soundness _ input clause must have no variables in common with - 
current goal (SA3). 
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For most general resultant- input clause must have no variables in common with 
current resultant (SK*). - 
So if one uses resultants, SA* is the best choice. 
If substitutions are used rather than equations it is worth considering the approach 
of Palamidessi [lo] which gets some of the advantages of the equational approach by 
replacing the usual composition of substitutions by a parallel composition which is 
commutative and such that the composition of idempotent substitutions is idem- 
potent. Another useful simplification, at least for function-free programs, is the 
restriction to the normal derivations of Bol [2] which not only require the use 
of idempotent mgu but also avoid “needless renaming of variables in a derivation”, 
e.g. with the goal cp(x) and the input clause p(y)- the mgu {y/x} must be used, 
not (X/Y>. 
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