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Abstract
Dynamical systems, whether continuous or discrete, are used by physicists in order to study
non-linear phenomena. In the case of discrete dynamical systems, one of the most used is the
quadratic map depending on a parameter. However, some phenomena can depend alternatively
of two values of the same parameter. We use the quadratic map xn+1 = 1 − ax2n when the
parameter alternates between two values during the iteration process. In this case, the orbit
of the alternate system is the sum of the orbits of two quartic maps. The bifurcation diagrams
of these maps present breaking points where abruptly change their evolution.
Keywords: Nonlinear dynamics, nonlinear discrete dynamical systems, quartic maps, bifurca-
tion diagrams, breaking points, Misiurewicz points.
1 Introduction
In ecological modeling, seasonality can be represented as a switching between different environ-
mental conditions in discrete dynamical systems. Maier and Peacock-Lo´pez [2010] iterated the
quadratic logistic map using this switching strategy, i.e., with one parameter value when iteration
is odd and another value when the iteration is even. The bifurcation diagram of Fig. 2 of such
a paper [Maier and Peacock-Lo´pez, 2010], obtained with a fixed value of the odd parameter and
a variable value of the even parameter, presents two features not mentioned by the authors: 1)
it is double (the meaning of double will be explained in paragraph 4.1), and 2) it exhibits points
where abruptly changes its evolution. These features will be analyzed in this paper by using the
alternate iteration of the quadratic map 1− ax2.
The alternating system xn+1 =
{
f(xn) if n is even
g(xn) if n is odd
also has been studied from a general point
of view in [D’Aniello and Steele, 2011,D’Aniello and Oliveira, 2009]. AlSharawi and Angelos [2006]
studied the p-periodic logistic equation, alternating periodically the parameter of the map. The
bifurcation diagram of Fig. 2 in [AlSharawi and Angelos, 2006], for the 2-periodic logistic equation,
is double although it can not show points where its evolution changes abruptly because of the
parametric representation of this figure.
Ja´nosi and Gallas [1999] studied the “restricted” quartic map 1 − a(1 − ax2)2, the second
iteration of the map 1 − ax2, where the bifurcation diagram presented an “explosion” of the
chaotic amplitude when a ≈ 1.54365 (see Fig. 1 in [Ja´nosi and Gallas, 1999]). As we will see
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in Section 3.2.2 this explosion is a breaking point. These authors also formulated the “generic”
quartic map 1 − a(1 − bx2)2, that we study in this paper (where b = a∗), but it is not studied
in [Ja´nosi and Gallas, 1999]. Gallas studied the quartic map (a− x2)2 − b in [Gallas, 1993,Gallas,
1994, Gallas, 1995], but this map has different dynamics because it is not topologically conjugate
with 1− a(1− bx2)2 according to [Grossmann and Thomae, 1977,Milnor and Thurston, 1988].
Some of us [Danca et al., 2009] have presented the alternate Julia sets obtained by alternate
iteration of two maps zn+1 = z
2
n + ci, i = 1, 2 and proved that these sets can be connected, discon-
nected or totally disconnected verifying the known Fatou-Julia theorem in the case of polynomials
of degree greater than two.
In this paper we use the alternate iteration of the quadratic map 1− ax2, where the parameter
takes the values a and a∗, to study the bifurcation diagram of a 2-periodic quadratic system (the
iteration with the quadratic map 1− ax2, instead the logistic map, presents notation advantages).
In Section 2 we show that the orbit of the alternate iteration is the sum of the orbits of the
quartic maps xn+1 = 1 − a(1 − a∗x2n)2 and xn+1 = 1 − a∗(1 − ax2n)2. In Section 3 we show that
the bifurcation diagrams of these quartic maps exhibit breaking points, and we obtain formulas to
calculate these points. Finally, examples and conclusions are shown in Sections 4 and 5 respectively.
2 Alternate Quadratic System and Quartic Maps
Let us consider the quadratic map [Post and Capel, 1991],
xn+1 = 1− ax2n (1)
when the parameter takes alternatively the values a and a∗. More precisely, let us consider the
systems,
A : xn+1 =
{
1− ax2n if n is even
1− a∗x2n if n is odd
(2)
and
B : xn+1 =
{
1− a∗x2n if n is even
1− ax2n if n is odd.
(3)
Starting from the critical point 0, we have,
xA0 = 0,
xA1 = 1,
xA2 = 1− a∗,
xA3 = 1− a(1− a∗)2,
xA4 = 1− a∗[1− a(1− a∗)2]2,
xA5 = 1− a
{
1− a∗[1− a(1− a∗)2]2
}2
. . .
and
xB0 = 0,
xB1 = 1,
xB2 = 1− a,
xB3 = 1− a∗(1− a)2,
xB4 = 1− a[1− a∗(1− a)2]2,
xB5 = 1− a∗
{
1− a[1− a∗(1− a)2]2
}2
. . .
It is easy verify the following
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Property 1. Let us consider the quartics C : xn+1 = 1−a(1−a∗x2n)2 and D : xn+1 = 1−a∗(1−
ax2n)
2. The orbit of the critical point 0 of the alternate quadratic system A(B) can be obtained by
superposing the orbit of the critical value 1 of the quartic C(D) with the orbit of the critical point
0 of the quartic D(C).
3 Breaking Points in Quartic Maps
Let us briefly recall the quadratic maps. Figure 1 shows the graphs of the maps xn+1 = λxn(1−
xn) [May, 1976], xn+1 = 1 − ax2n [Post and Capel, 1991], xn+1 = x2n + c [Pastor et al., 1996] and
the graphical iteration starting from their critical points in two cases. Firstly, for the parameter
values when the graphs are tangent at points T to the straight line xn+1 = xn. Secondly, for the
parameter values when the graphical iterations go to Misiurewicz points M2,1 where the orbit is
preperiodic (the first subscript is the preperiod and the second one is the period) [Misiurewicz and
Nitecki, 1991]. Points T occur when λ = 1, a = −0.25 and c = 0.25. Points M2,1 occur when
λ = 4, a = 2 and c = −2. Note that a quadratic map only has one parameter value causing a point
T and one parameter value causing a point M2,1. The points T and M2,1 are the beginning and the
end of the bifurcation diagrams of these quadratic maps, see Fig. 2. Other tangent point T and
Misiurewicz point M (with low preperiod and period) can appear inside the bifurcation diagram
of a quartic map. When this occurs, the bifurcation diagram shows a breaking point by tangency
(new T) or a breaking point by instability (new M).
3.1 Breaking point by tangency
Let us consider the family of quartics
C : xn+1 = 1− a(1− a∗x2n)2
when a∗ = constant and the parameter of the family is a. We are interested in knowing if two
maps of this family can have their graphs tangent to the straight line xn+1 = xn for two values of
the parameter. For this, the first derivative in the tangent points must be equal to unity, i.e.
4aa∗x(1− a∗x2) = 1. (4)
The tangent points must belong to xn = xn+1, i.e., 1−a(1−a∗x2)2 = x that can be written as
a(1− a∗x2)2 = 1− x. (5)
From Eq. (4) and Eq. (5) we obtain (1− a∗x2)
/
4a∗x = 1− x and the tangent points,
xTC = [2a∗ ± (4a2∗ − 3a∗)1/2]
/
3a∗. (6)
According to Eq. (6), when a∗ > 3/4 there exist two tangent points of quartic C with the
straight line xn+1 = xn whose parameter values are given by
a = 1
/
4a∗xTC(1− a∗x2TC), (7)
where one of these tangent points corresponds to the beginning of the bifurcation diagram of the
quartic C and the other is a breaking point by tangency.
Similarly, starting from the family of quartics D : 1−a∗(1−ax2)2, when a = constant and the
parameter is a∗ we obtain
xTD = [2a± (4a2 − 3a)1/2]
/
3a (8)
and
a∗ = 1
/
4axTD(1− ax2TD). (9)
It is easy to see that if the quartic C is tangent to the straight line xn = xn+1 for a given pair
(a, a∗), then the quartic D is also tangent to xn = xn+1 for the same pair of parameter values.
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3.2 Breaking points by instability
Let us consider the quartic C: fC(x) = 1− a(1− a∗x2)2 with the critical points 0 and ±(1/a∗)1/2.
The critical values are 1− a and 1. The orbit of the critical point 0 is
0, 1− a, fC(1− a), fC[fC(1− a)] . . .
and the orbit of the critical value 1 is
1, fC(1), fC[fC(1)] . . . .
We will study the following cases:
3.2.1 Case: 1− a = fC(1− a)
If 1− a = fC(1− a) the orbit of the critical point 0 is: 0, 1− a, 1− a, 1− a, . . . It has preperiod-1
and period-1, i.e., the parameter value is a Misiurewicz point M1,1. The equation 1−a = fC(1−a)
has five solutions for a when a∗ = constant. Ignoring the trivial solutions a = 0 and a = 1 (double),
we obtain the remaining two solutions by means of the equation
a = 1± (2/a∗)1/2. (10)
When a = constant, the equation 1 − a = fC(1 − a) has two solutions. Ignoring the trivial
solution a∗ = 0, we have
a∗ = 2
/
(1− a)2. (11)
We must verify a posteriori if the parameter values obtained by Eq. (10) and Eq. (11) give rise
to Misiurewicz points, i.e., if the slope of the graph in these points is greater than unity. When
this occurs they will be breaking points if, besides, they are inside the working interval of the
bifurcation diagram.
3.2.2 Case: 1− a 6= fC(1− a) = fC[fC(1− a)]
If 1−a 6= fC(1−a) = fC[fC(1−a)] the orbit of the critical point 0 is: 0, 1−a, fC(1−a), fC(1−a), . . .
It has preperiod-2 and period-1, i.e., the parameter value is a Misiurewicz point M2,1. As is easy
to see by graphical iteration, the breaking point occurs when M2,1 is between the critical points
0 and (1/a∗)1/2, and the first iterate is on the right of the critical point −(1/a∗)1/2, i.e., if it is
satisfied that {
0 < fC(1− a) < (1/a∗)1/2
1− a > −(1/a∗)1/2.
(12)
When a∗ = constant, the equation fC(1 − a) = fC[fC(1 − a)] has twenty one solutions for a.
Ignoring the trivial solutions a = 0 (double), a = 1 (triple), and the two solutions of Eq. (10), we
obtain the remaining fourteen solutions for a by means of the equations
a2∗a
4 − 3a2∗a3 + (3a2∗ − 2a∗)a2 + (2a∗ − a2∗)a + 2 = 0
(four solutions for a)
(13)
and
2− a∗(1− a)2 − a∗
{
1− a[1− a∗(1− a)2]2
}2
= 0
(ten solutions for a).
(14)
We can find numerically the real solutions of Eq. (13) and Eq. (14) and check whether these
solutions verify Eq. (12) to see if they are breaking points.
When a = constant, the equation fC(1− a) = fC[fC(1− a)] has ten solutions for a∗. Ignoring
the trivial solution a∗ = 0 (double) and the solution of Eq. (11), we obtain the remaining seven
solutions for a∗ by means of
a∗ = [1± (−1 + 2/a)1/2]
/
(1− a)2
(two solutions for a∗)
(15)
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and Eq. (14) (five solutions for a∗).
The “explosion” of the chaotic amplitude observed in the map f(x) = 1 − a(1 − ax2)2 when
a ≈ 1.54365 [Ja´nosi and Gallas, 1999] is a breaking point by instability due to a Misiurewicz point
M2,1. We have
x0 = 0,
x1 = 1− a ≈ −0.54365,
x2 = f(1− a) ≈ 0.54357,
x3 = f [f(1− a)] ≈ 0.54334 ≈ x2.
3.2.3 Case: fC(1) = fC[fC(1)]
If fC(1) = fC[fC(1)] the orbit of the critical value 1 is: 1, fC(1), fC(1), . . . It has preperiod-1 and
period-1, i.e., the parameter value is a Misiurewicz point M1,1. When a∗ = constant, the equation
fC(1) = fC[fC(1)] has five solutions. Ignoring the trivial solution a = 0 (double) we have
a = 2/(1− a∗)2 (16)
and
a = [1± (−1 + 2/a∗)1/2]
/
(1− a∗)2. (17)
Note that Eq. (16) and Eq. (17) are Eq. (11) and Eq. (15) with a and a∗ interchanged.
When a = constant, the equation fC(1) = fC[fC(1)] has ten solutions. Ignoring the trivial
solutions a∗ = 0 and a∗ = 1 (triple), we have possible breaking points at the parameter values
given by
a∗ = 1± (2/a)1/2 (18)
and the real solutions of
a2a4∗ − 3a2a3∗ + (3a2 − 2a)a2∗ + (2a− a2)a∗ + 2 = 0. (19)
Note that Eq. (18) and Eq. (19) are Eq. (10) and Eq. (13) with a and a∗ interchanged.
As we can see by graphical iteration, the breaking point occurs when M1,1 is between the critical
points 0 and (1/a∗)1/2, i.e., if
0 < fC(1) < (1/a∗)1/2. (20)
4 Examples
4.1 Bifurcation diagrams when a∗ = 1.754877
The systems A and B have, obviously, two parameters and to obtain the bifurcation diagram of
these systems it is necessary to fix one of them. Taking into account that the map 1 − ax2 has
a superstable period-3 orbit when a = 1.754877 (see the period-3 window at this parameter value
in Fig. 2(b)) let us consider, as an example, the bifurcation diagrams of systems A and B (Fig. 3)
and quartics C and D (Fig. 4) when a∗ = 1.754877 and the parameter is a. As a consequence of
Property 1, the bifurcation diagrams of the alternate quadratic systems A and B are double in the
sense that each one of them is constituted by the bifurcation diagrams of two quartic maps that
operate simultaneously. So, the bifurcation diagram of the alternate quadratic system A, Fig. 3(a),
is the bifurcation diagram of the quartic C with x0 = 1, Fig. 4(a), plus the bifurcation diagram
of the quartic D with x0 = 0, Fig. 4(c). Analogously, the bifurcation diagram of the alternate
quadratic system B, Fig. 3(b), is the bifurcation diagram of quartic C with x0 = 0, Fig. 4(b), plus
the bifurcation diagram of quartic D with x0 = 1, Fig. 4(d).
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4.1.1 Breaking points by tangency
Equation (6) gives the tangent points of quartic C, xTC1 = 1.171144 and xTC2 = 0.162189, and
Eq. (7) gives the parameter values of the quartic C, a1 =−0.086457 and a2 = 0.920867.
If a = a1, the orbit reaches the tangent point xTC1 and if a < a1 the orbit escapes to infinity,
Fig. 5(a). Equation (8) gives two values of xTD for quartic D, but only xTD1 =−1.406959 is a
valid solution because Eq. (9) returns a∗ = 1.754877, Fig. 3 and Fig. 4(c,d). The parameter value
a1 corresponds to the lower extreme of the bifurcation diagram of systems A and B and it is not
a breaking point.
The parameter value a2 is inside the bifurcation diagram, when the orbit reaches the tangent
point xTC2, Fig. 5(b). As we can see in Fig. 3(b) and Fig. 4(b,d), if a is slightly smaller than a2,
the orbit is chaotic; if a is slightly greater than a2, the orbit has period-2 in the alternate system
B, period-1 in quartic C and period-1 in quartic D. When a = a2, Eq. (8) gives the valid solution
xTD2 = 0.953836 because Eq. (9) returns a∗ = 1.754877; the other solution is not valid. The
parameter value a2 is a breaking point.
4.1.2 Breaking points by instability
Equation (10) has two solutions. The solution a3 = 2.067558 gives rise to a Misiurewicz point
M1,1, Fig. 6(a). If a < a3 the orbit is chaotic, and if a > a3 the orbit escapes to infinity. The
parameter value a3 is the upper extreme of the working interval of both systems A and B. For this
reason, it is not a breaking point. The other solution is not a breaking point because the slope of
the graph in the point M1,1 is less than unity.
Equation (13) has two real solutions. The solution a4 = 1.483181 originates a Misiurewicz point
M2,1 verifying the conditions for breaking point of Eq. (12), Fig. 6(b). If a < a4, the iterations
always fall inside the attraction basin of the critical point 0. However, if a > a4 the iterations fall
inside the attraction basin of the critical point (1/a∗)1/2, and later return to the attraction basin
of the critical point 0. The other real solution does not originate a breaking point because it does
not verify Eq. (12).
Equation (16) gives a solution that it is not a breaking point because is out of the interval [a1,
a3].
A solution of Eq. (17) is a5 = 1.099012, Fig. 6(c). When a > a5, the orbit is in the attraction
basin of the critical point 0 and it reaches a fixed point. When a < a5, the orbit is in the
attraction basin of the critical point (1/a∗)1/2 and it is chaotic. The solution a5 is a breaking
point, Fig. 4(a,c). The other solution of Eq. (17) is out of the working intervals of systems A
and B. The fixed point x1 = −0.076534, Fig. 4(a) and Fig. 6(c), is the solution −1 < x1 < 0 of
the equation 1 − a5(1 − a∗x2)2 = x and the fixed point x2 = 0.989720, Fig. 4(c), is the solution
0.9 < x2 < 1 of the equation 1− a∗(1− a5x2)2 = x.
Equation (14) has four real solutions for a that give rise to Misiurewicz points M2,1, Fig. 7.
According to what we have said, none of these solutions creates a breaking point.
4.2 Bifurcation diagrams when a = 1.381547
The map xn+1 = 1− ax2n has a superstable period-8 orbit when a = 1.381547. Let us consider, as
an example, the bifurcation diagrams of systems A and B when a = 1.381547 (Fig. 8).
4.2.1 Breaking point by tangency
Equation (8) gives xTD1 = 1.117409 and xTD2 = 0.215923. Equation (9) gives a∗1 =−0.223368
and a∗2 = 0.895757. The point a∗1, the lower extreme of the working interval of system B, is not
a breaking point, Fig. 8(b). The point a∗2 is a breaking point, Fig. 8(a). When a∗ = a∗1, Eq. (6)
gives xTC1 =−0.725005 that is a valid solution because Eq. (7) restores a, Fig. 8(b). Similarly,
when a∗ = a∗2, Eq. (6) gives xTC2 = 0.935587 that is a valid solution because Eq. (7) restores a,
Fig. 8(a).
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4.2.2 Breaking points by instability
A solution of Eq. (15) is a∗3 = 2.273223 that originates a Misiurewicz point M2,1, Fig. 8(b). Note
that Eq. (15) is obtained starting from the quartic C with x0 = 0, i.e., for system B. Therefore,
the solution a∗3 is the upper extreme of the working interval of system B and it is not a breaking
point. The other solution is out the working interval of the bifurcation diagram.
Equation (18) gives a∗4 = 2.203184 and a∗5 = −0.203184, Fig. 8(a), the extremes of the
working interval of the bifurcation diagram of system A. They are not breaking points according
to Eq. (20). The fixed point x1 = −0.569911 is a solution of 1 − a(1 − a5∗x2)2 = x and the fixed
point x2 = 1.065993 is a solution of 1− a∗5(1− ax2)2 = x, Fig. 8(a).
Equation (19) has two real solutions. The solution a∗6 = 1.603002, Fig. 8(a), verifies Eq. (20)
and it is a breaking point. In the quartic C, when x0 = (1/a∗6)1/2, if a∗ is slightly smaller than
a∗6, the orbit is chaotic inside the attraction basin of the critical point (1/a∗6)1/2. If a∗ is slightly
greater than a∗6, the orbit is chaotic inside the attraction basin of the critical point 0. The other
solution does not verify Eq. (20).
5 Conclusions
The bifurcation diagram of the alternate iteration of the quadratic map 1 − ax2 is double, as a
consequence of Property 1, because it is constituted by the bifurcation diagrams of two quartic
maps that operate simultaneously.
The bifurcation diagrams of these quartic maps present breaking points, i.e. parameter values
where the bifurcation diagrams change abruptly from chaos to period-1 or from a band of chaos to
another band of chaos. Therefore, the bifurcation diagram of the alternate quadratic map 1− ax2
also presents breaking points. Equations to calculate the parameter values corresponding to these
points are deduced, and examples are shown.
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Figure 1: Location of points T and M2,1 in quadratic maps. (a) xn+1 = λxn(1 − xn). (b)
xn+1 = 1− ax2n. (c) xn+1 = x2n + c.
Figure 2: Points T and M2,1 in the bifurcation diagrams of quadratic maps. (a) xn+1 = λxn(1−xn).
(b) xn+1 = 1− ax2n. (c) xn+1 = x2n + c.
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Figure 3: Bifurcation diagrams of the alternate quadratic systems A and B when a∗ = 1.754877.
(a) System A. (b) System B.
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Figure 4: Bifurcation diagrams of quartics C: xn+1 = 1−a(1−a∗x2n)2 and D: xn+1 = 1−a∗(1−ax2n)2
when a∗ = 1.754877. (a) Quartic C, with x0 = 1. (b) Quartic C, with x0 = 0. (c) Quartic D, with
x0 = 0. (d) Quartic D, with x0 = 1.
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Figure 5: Tangent points of quartic xn+1 = 1 − a(1 − a∗x2n)2 with a∗ = 1.754877. (a) a = a1 =
−0.086457. (b) a = a2 = 0.920867.
Figure 6: Misiurewicz points in quartic xn+1 = 1− a(1− a∗x2n)2 with a∗ = 1.754877. (a) a = a3 =
2.067558 and x0 = 0. (b) a = a4 = 1.483181 and x0 = 0. (c) a = a5 = 1.099012 and x0 = 1.
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Figure 7: Graphical iteration of quartic xn+1 = 1 − a(1 − a∗x2n)2 when a∗ = 1.754677. (a)
a = 0.441338. (b) a = 1.634264. (c) a = 1.921352. (d) a = 2.016013.
Figure 8: (a) Bifurcation diagrams of systems A and B when a = 1.381547. (a) System A. (b)
System B.
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