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Abstract
In this paper, we consider a non-isothermal electrokinetic model, which is derived
from the Energetic Variational Approach. The charge transport is described through the
Poisson–Nernst–Planck equations with variable temperature, and the heat flux satisfies
the Fourier’s law. This Poisson–Nernst–Planck–Fourier model satisfies both the first law
and second law of thermodynamics as well as the Onsager’s reciprocal relations, thus it
is thermodynamic-consistent. Finally, we prove the global well-posedness for this model
under the smallness assumption of the initial data by the energy method.
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1 Introduction
The classical Poisson–Nernst–Planck (PNP) theory as well as its various modifications [49, 16,
8, 35, 23, 19, 56, 59, 37, 55, 7, 52] have been widely studied in describing the dynamics of
mobile charges in electrolytes, with real applications such as the energy devices [54, 51, 34, 32,
47, 25] and the biological ion channels [6, 17, 50, 40, 15, 36, 28]. The PNP theory assumes the
physical system to be isothermal and described using a constant temperature, which might work
well for those systems with negligible temperature variations. However, the electric current
is usually accompanied with the Joule heating effect, resulting in considerable temperature
changes. Moreover, the thermoelectric effects indicate there exists direct conversion between
the temperature gradient and the voltage gradient. The coupling between the temperature
evolution and the electric currents is very important in understanding the dynamic properties
of the electrolyte systems and has attracted extensive interests in recent years [30, 58, 9, 3, 13,
18, 48, 29, 26, 41].
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In literature, there are many works on the analytical properties of the classical PNP equa-
tions and its modifications, such as the well-poseness [42, 44, 11, 31, 20], long time behavior
[43, 2, 4, 22], singular pertubation [50, 39, 27, 1] and the references therein. Many efforts have
been also devoted to the non-isothermal models, for instance, [14] derived a priori estimates
and the weak stability of the compressible Navier–Stokes–Fourier system; [5] obtained the exis-
tence and long-time behavior of the incompressible Navier–Stokes–Fourier system; [12] proved
the existence of a two-phase diffuse interface model of incompressible fluids; [10] analyzed the
global-in-time well-posedness of the non-isothermal liquid crystal system.
In this paper, we present some analytical results on a non-isothermal Poisson–Nernst–
Planck–Fourier (PNPF) system, which is derived from the Energetic Variational Approach
(EnVarA) [24, 57, 38]. Compared with most of the non-isothermal models in history, our
model is thermodynamic consistent in the sense of satisfying basic thermodynamic laws as well
as the Onsager reciprocal relations [45, 46]. The rest of the paper is organized as follows. In
section 2, we present the model derivation and discussion. In section 3, we describe the result of
global existence of the Poisson–Nernst–Planck–Fourier system. In section 4, we give the proof
details of the well-posedness result by the energy method.
2 Model Derivation
The Energetic Variational Approach (EnVarA) is a systematic procedure to derive the consis-
tent constitutive relations and thus the dynamic equations. It has three steps: (1) Least Action
Principle: with given form of the total energy as a functional of the flow-map, the conserva-
tive force minimizes the total action; (2) Maximum Dissipation Principle: with given form of
the entropy production, the dissipative force maximizes the energy dissipation; (3) Onsager
Principle: the conservative force should be balanced with the dissipative force.
The original EnVarA is for general classical mechanics [53, 45, 46], and has shown to be
successful in general complex fluids in the isothermal case. When the temperature is a variable,
it turns out the EnVarA is consistent with the basic thermodynamic laws [38]. Here we derive
all the constitutive relations through the EnVarA, demonstrating the variational structure of
the Poisson–Nernst–Planck–Fourier system.
Compared with the EnVarA in the isothermal case, whose properties are determined by the
fluid flow-map, we also need to take into account the energy flow-map in the non-isothermal
case. In another word, there are two type of kinematic relations:
Mass conservation:
pt +∇ · (pv
p) = 0,
nt +∇ · (nv
n) = 0,
(1)
Energy conservation:
e
p
t +∇ · (e
pvp) = −∇ · (P pvp)− pvp · ∇φ−∇ · qp + qpn,
ent +∇ · (e
nvn) = −∇ · (P nvn) + nvn · ∇φ−∇ · qn + qnp.
(2)
For simplicity, we only consider the electrolytes in whole space R3 with two ionic species of
valences z = ±1. The positive ion density distribution is denoted as p and the negative ion
density is n. vp and vn are their velocities separately. The energy conservation comes from
the First Law of Thermodynamics. ep = cppθ and en = cnnθ represents the internal energy
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density of the positive/negative charges, without the electrostatic potential energy. θ is the
temperature. cp and cn are the specific heat capacitance of the ions. It should be noted that,
the internal energy transports along with the material, so that ep transports with the velocity
vp while en transports with the velocity vn. P p = pθ and P n = nθ are the thermo-pressure of
ions, P pvp and P nvn describe the rate of work from pressure. qp and qn represents the heat
fluxes within the corresponding ionic species, qpn = −qnp represents the heat exchange between
the two species. φ is the electrical potential satisfying the free-space Poisson’s equation,
∆φ = n− p, lim
|x|→∞
φ = 0.
Here we used a single variable θ as the temperature distribution for both the anions and cations.
It is sufficient to consider the total energy conservation without distinguishing qp, qn and qnp.
Adding together the two energy conservation equations in (2), we obtain,
et = −∇ · (c
ppθvp − cnnθvn)−∇ · (P pvp + P nvn) (3)
−∇ · (pφvp − nφvn)−
1
2
∇ · (φt∇φ− φ∇φt)−∇ · q
, −∇ · je. (4)
Here e = (cpp + cnn)θ +
p− n
2
φ is the total energy density, including the electrostatic energy.
q = qp + qn is the total heat flux. The first term on the right hand side of (3) is the transport
of the internal energy ep and en. The second term represents the work from thermo-pressure.
The third term can be viewed as the transport of the electrostatic energy. It should be noted
that, the transport of the electrostatic energy is different from the transport of ep and en. This
is due to the long-range Coulomb pairwise interaction, which also introduces the fourth term,
understood as the exchange of electrostatic energy between particles at different locations.
To apply the EnVarA, besides the kinematic relations provided by the conservation laws,
we also need the energy equality from the Second Law of Thermodynamics,
d
dt
S = △ ≥ 0, (5)
where S is the entropy and △ is the rate of the entropy production. Under the PNP framework,
the form of the entropy is treated at the mean-field level,
S(t) = −
∫
R3
p(x, t)[log p(x, t)− cp log θ(x, t)]
+n(x, t)[log n(x, t)− cn log θ(x, t)]dx
,
∫
[ηp(x, t) + ηn(x, t)]dx =
∫
η(x, t)dx. (6)
Here η is the total entropic density, ηp , −p(log p − cp log θ) and ηn , −n(log n − cn log θ)
represent the entropic densities of individual species.
Least Action Principle The particle flow-maps describe the mapping from the Lagrangian
coordinate to the Eulerian coordinate of the two ionic species, which is usually given by,
3
xpt (X, t) = v
p(xp, t) and xnt (X, t) = v
n(xn, t), with X being the Lagrangian coordinates and
xp, xn being the Eulerian coordinates. However, this approach cannot describe the heat flux,
since there is no “heat (temperature) velocity” analogous to the mechanical velocities. In fact,
the internal energy transports along with the flow-map, while at the same time performing
work and absorbing heat as described in (3), which means the kinematics of temperature is
much more complicated when coupled with material flow-maps.
It should be noted that, these flow-maps can also be characterized through the accumulated
fluxes in Eulerian coordinates alone without pulling back to the Lagrangian coordinates:
Jpt (x, t) = j
p(x, t) , pvp(x, t), Jnt (x, t) = j
n(x, t) , nvn(x, t).
Similarly, the energy flow-map is considered through
Jet (x, t) = j
e(x, t).
The total action is defined based on the left hand side of the energy equality (5),
A[Jp(x, t), Jn(x, t), Je(x, t)] = −
∫ τ
0
S(t)dt.
It is a functional of two particle flow-maps Jp and Jn as well as the energy flow-map Je.
Remark 1. The action is usually defined as A =
∫ τ
0
F (t)dt in the isothermal cases, because
the energy law is
d
dt
F = −△F , with F being the Helmholtz free energy and △F being the energy
dissipation. In the non-isothermal case, the definition of action should be modified accordingly.
The conservative forces can be computed through the variation of the action with respect to
the flow-maps (see Appendix 5.1 for detailed calculation), which is the Least Action Principle,
f pcon(x, t) =
δA
δJp(x, t)
= −∇
[
log p− cp log θ +
φ
2θ
+
∫
R3
p(y, t)− n(y, t)
8πθ(y)|x− y|
dy
]
,
fncon(x, t) =
δA
δJn(x, t)
= −∇
[
log n− cn log θ −
φ
2θ
−
∫
R3
p(y, t)− n(y, t)
8πθ(y)|x− y|
dy
]
,
f econ(x, t) =
δA
δJe(x, t)
= ∇
1
θ
.
(7)
Maximum Dissipation Principle The form of the entropy production rate is chosen to be
in the quadratic form, the same as in the classical PNP model,
△ =
∫
R3
[
|jp|2
Dppθ
+
|jn|2
Dnnθ
+
1
k
∣∣∣q
θ
∣∣∣2] dx , ∫
R3
△˜dx. (8)
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Here Dp and Dn are the mobilities of the ions, related with their diffusion coefficients. k is the
heat conduction rate. △˜ is the density of entropy production rate. Then the dissipative forces
can be computed from the variation of the entropy production rate with respect to the fluxes
(see Appendix 5.2 for detailed calculation), which is the Maximum Dissipation Principle,
f pdis(x, t) =
1
2
δ△
δjp(x, t)
=
jp
Dppθ
−
(cp + 1)θ + φ
kθ2
q
+∇
∫
R3
q(y, t)
2kθ2(y, t)
(
φ(y, t)(y − x)
4π|x− y|3
−
∇yφ(y, t)
4π|x− y|
)
dy,
fndis(x, t) =
1
2
δ△
δjp(x, t)
=
jn
Dnnθ
−
(cn + 1)θ − φ
kθ2
q
−∇
∫
R3
q(y, t)
2kθ2(y, t)
(
φ(y, t)(y − x)
4π|x− y|3
−
∇yφ(y, t)
4π|x− y|
)
dy,
f edis(x, t) =
1
2
δ△
δje(x, t)
=
q
kθ2
.
(9)
Here 1/2 corresponds to the quadratic form of ∆, meaning it is a linear response theory.
Onsager’s Principle Using the conservative and dissipative forces, (5) can be rewritten into
the form ∫
R3
[(f pcons − f
p
dis) · jp + (f
n
cons − f
n
dis) · jp]dx =
∫
R3
(f edis − f
e
cons) · jedx. (10)
The left hand side is about the mechanics (deformation) of the fluid system, while the right
hand side is about the energy (heat). It would be nature to conclude the balance between the
conservative and dissipative forces, which is known as the Onsager’s Principle.
The force balance between f econ and f
e
dis gives the Fourier’s law,
q = −k∇θ.
The force balances on the ion flow-maps reveal the Darcy’s law,pv
p = jp = −Dp[∇(pθ) + p∇φ],
nvn = jn = −Dn[∇(nθ)− n∇φ].
Remark 2. In this derivation, we ignored the contribution from the solute, which can be taken
into account by introducing the solute heat capacitance and relative drag between solvent and
solute molecules [21, 55, 38]. On the other hand, the same approach can be generalized to the
system with multiple ion species.
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The Poisson–Nernst–Planck–Fourier System Combining the above constitutive rela-
tions with the kinematic equations, we conclude with a Poisson–Nernst–Planck–Fourier system:
pt +∇ · (pv
p) = 0, pvp = −Dp[∇(pθ) + p∇φ],
nt +∇ · (nv
n) = 0, nvn = −Dn[∇(nθ)− n∇φ],
−∆φ = p− n,
(cpp+ cnn)θt + (c
ppvp + cnnvn)∇θ
= ∇ · k∇θ +
p|vp|2
Dp
+
n|vn|2
Dn
− pθ∇ · vp − nθ∇ · vn.
(11)
It is straightforward to verify (11) satisfies the conservation of mass: (1), and the First Law
of Thermodynamics (conservation of energy): (4) (see Appendix 5.3 for detailed calculation).
To verify the PNPF system satisfies the Second Law of Thermodynamics: (5), we investigate
the local entropic density:
∂
∂t
η = −(log p− cp log θ + 1)pt − (log n− c
n log θ + 1)nt +
pcp + ncn
θ
θt
= (log p− cp log θ + 1)∇ · (pvp) + (logn− cn log θ + 1)∇ · (nvn)
+
pcp + ncn
θ
θt
= −∇ · [ηpvp + ηnvn]−∇ ·
q
θ
+ △˜.
Here the first term is the transport of the entropy along with the particle velocities. The second
term is the heat flux. The last term is the entropy production rate. This is the differential form
of (5), which is equivalent to the Clausius–Duhem inequality.
Remark 3. It should be noted that, the Clausius–Duhem inequality could take different forms.
If we choose another form, e.g., ηt + ∇ ·
q
θ
= △˜ ≥ 0, there will be another set of closed PDE
system, which differs from the force balance given by Onsager’s principle, but satisfies the same
energy law in (5). This is because the solution to (10) might not be unique.
To justify the validity of the PNPF model, we show that (11) also satisfies the Onsager’s
reciprocal relation. Rewrite the particle and energy fluxes into the form of
jp = −Lpp∇
µp
θ
− Lpn∇
µn
θ
+ Lpθ∇
1
θ
,
jn = −Lnp∇
µp
θ
− Lnn∇
µn
θ
+ Lnθ∇
1
θ
,
je = −Lθp∇
µp
θ
− Lθn∇
µn
θ
+ Lθθ∇
1
θ
.
Here µp = θ(log p − c
p log θ) + φ and µn = θ(log n − c
n log θ) − φ are the chemical potentials
of the two ion species. Lij are the coefficients describing the ratio between flows and “forces”.
Onsager’s reciprocal relation requires these coefficients to be symmetric, namely, Lij = Lji. In
the consititutive relations of (11), we can see,
Lpn = Lnp = 0,
Lpθ = Lθp = D
ppθ[(cp + 1)θ + φ],
Lnθ = Lθn = D
nnθ[(cn + 1)θ − φ].
3 Well-Posedness Result
In this section, we deal with the global well-posed-ness of the PNPF system (11) with the initial
data sufficiently close to constant equilibrium states. For simplicity, we assume cp = cn = c > 1
and Dp = Dn = ǫ = k = 1. Then the system (11) can be written as
nt = ∇ · (∇(nθ)− n∇φ) , (12)
pt = ∇ · (∇(pθ) + p∇φ) , (13)
∆φ = n− p, lim
|x|→∞
φ = 0, (14)
c[(n + p)θt − (∇(nθ)− n∇φ+∇(pθ) + p∇φ) · ∇θ]
= nθ∇ ·
(
1
n
(∇(nθ)− n∇φ)
)
+ pθ∇ ·
(
1
p
(∇(pθ) + p∇φ)
)
(15)
+ ∆θ +
1
n
|∇(nθ)− n∇φ|2 +
1
p
|∇(pθ) + p∇φ|2 ,
for x ∈ R3, t > 0. By (14), φ can be expressed in terms of n and p as
φ(x, t) = −
1
4π
∫
R3
n(y, t)− p(y, t)
|x− y|
dy. (16)
We look for solutions (n, p, φ, θ) of system (12)–(15) with initial data
(n, p, θ)(x, 0) = (n0, p0, θ0)(x), (17)
where n0, p0 and θ0 are close to constant states. As for the initial data for φ, it can be
determined by (16) and (17)
φ(x, 0) = φ0(x) := −
1
4π
∫
R3
n0(y)− p0(y)
|x− y|
dy.
Without loss of generality, we assume that n0, p0 and θ0 are close to 1, and state our result as
follows.
Theorem 1. Suppose that
n0 − 1, p0 − 1, θ0 − 1 ∈ H
2(R3), ∇φ0 ∈ L
2(R3).
There is a positive constant δ0 such that if
‖(n0 − 1, p0 − 1, θ0 − 1)‖H2 + ‖∇φ0‖L2 ≤ δ0, (18)
then the system (12)–(15) with (17) has a unique global solution.
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Remark 4. If c = 1, the temperature equation can be further simplified. However, the specific
heat capacitance c = 3/2 for monoatomic ideal gas, c = 5/2 for diatomic rigid molecule, and
c = 3 for multi-atomic rigid molecule. In general, this constant is always greater than 1.
In the following, we will use C to denote the generic constant that may vary from line to
line. We use the notation for the norms ‖ · ‖Lp = ‖ · ‖Lp(R3) and ‖ · ‖Hk = ‖ · ‖Hk(R3). And 〈·, ·〉
denotes the inner product in L2(R3). ∂i = ∂xi and ∂ij = ∂xi∂xj for i, j ∈ {1, 2, 3}.
4 Proof of Theorem 1
Now we are going to prove Theorem 1. In the framework of the energy method, the global
existence can be obtained by the local well-posedness and global in time a priori estimates.
Notice that the system (11) is strictly parabolic provided that n, p and θ are positive away
from zero. Therefore, under the assumption (18), the existence and uniqueness of local strong
solutions of the system (11) can be proved in a standard way using the Galerkin method and
the fixed-point argument. Therefore the proof is omitted and referred to, for example, Chapter
VII of [33].
Before we prove the a priori estimates, we first reformulate the equation as follows. Denoting
u = n+ p and v = n− p, (12)–(17) can be rewritten as
ut = θ∆u + 2∇θ · ∇u+ u∆θ −∇v · ∇φ− v
2, (19)
vt = θ∆v + 2∇θ · ∇v + v∆θ −∇u · ∇φ− uv, (20)
cθt =
(
θ +
1
u
)
∆θ +
θ2
u
∆u+ (c+ 1) |∇θ|2 (21)
+ (c + 3)
θ
u
∇u · ∇θ − 2
θ
u
∇v · ∇φ− (c+ 2)
v
u
∇θ · ∇φ−
θv2
u
+ |∇φ|2.
Here, in (19)–(21), φ satisfies (16), which can be rewritten in terms of v as
φ(x, t) = −
1
4π
∫
R3
v(y, t)
|x− y|
dy.
Letting u˜ = u− 2 and θ˜ = θ − 1, we further reformulate (19)–(21) as
u˜t = ∆u˜+ 2∆θ˜ + θ˜∆u˜+ u˜∆θ˜ + 2∇θ˜ · ∇u˜−∇v · ∇φ− v
2, (22)
vt = ∆v − 2v + θ˜∆v + v∆θ˜ + 2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v, (23)
cθ˜t =
3
2
∆θ˜ +
1
2
∆u˜+ θ˜∆θ˜ −
u˜
2(2 + u˜)
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2(2 + u˜)
∆u˜ (24)
+ (c + 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜
− 2
1 + θ˜
2 + u˜
∇v · ∇φ− (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ−
(1 + θ˜)v2
2 + u˜
+ |∇φ|2.
If we a priorily assume that
‖(n− 1, p− 1, θ − 1)‖H2 + ‖∇φ‖L2 ≤ δ0,
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then equivalently we have
‖(u˜, v, θ˜)‖H2 + ‖∇φ‖L2 ≤ δ (25)
for some 0 < δ ∼ δ0. Moreover, by the Sobolev embedding, (25) implies that
‖(u˜, v, θ˜)‖L∞ ≤ Cδ.
In order to prove Theorem 1, it suffices to show the following a priori estimate.
Proposition 1. Assuming (25) for δ sufficiently small, we have
1
2
d
dt
(
‖(u˜, v)‖2H2 + 2c‖θ˜‖
2
H2 + ‖∇φ‖
2
L2
)
+ C1‖∇(u˜, v, θ˜)‖
2
H2 + C2‖v‖
2
H2 + C3‖∇φ‖
2
L2 ≤ 0.
With the aid of Proposition 1, we conclude that
‖(u˜, v)‖2H2 + 2c‖θ˜‖
2
H2 + ‖∇φ‖
2
L2 ≤ ‖(u˜0, v0)‖
2
H2 + 2c‖θ˜0‖
2
H2 + ‖∇φ0‖
2
L2
≤ Cδ2
for any t ≥ 0, where u˜0 = n0 + p0 − 2, v0 = n0 − p0, and θ˜0 = θ− 1. Theorem 1 then follows as
we noted in the beginning of this section.
In the remaining of this section, we will prove Proposition 1. The proof can be separated
into several lemmas. First, we prove the L2 estimate as follows.
Lemma 1. Assuming (25) for δ sufficiently small, we have
1
2
d
dt
(
‖(u˜, v)‖2L2 + 2c‖θ˜‖
2
L2
)
+ C‖∇(u˜, v, θ˜)‖2L2 + C‖v‖
2
L2 ≤ Cδ‖∇φ‖
2
L2.
Proof. Multiplying the equations (22), (23) and (24) by u˜, v and 2θ˜, respectively, integrating
over R3, doing integration by parts, and then summing the resulting equalities, we obtain
1
2
d
dt
(
‖(u˜, v)‖2L2 + 2c‖θ˜‖
2
L2
)
+ ‖∇(u˜, v)‖2L2 + 3‖∇θ˜‖
2
L2 + 2‖v‖
2
L2
= 2〈∆θ˜, u˜〉+ 〈∆u˜, θ˜〉+ 〈θ˜∆u˜+ u˜∆θ˜, u˜〉+ 〈θ˜∆v + v∆θ˜, v〉 (26)
+
〈
2θ˜∆θ˜ −
u˜
2 + u˜
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2 + u˜
∆u˜, θ˜
〉
+
〈
2∇θ˜ · ∇u˜−∇v · ∇φ− v2, u˜
〉
+
〈
2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v, v
〉
+ 2
〈
(c+ 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜, θ˜
〉
− 2
〈
2
1 + θ˜
2 + u˜
∇v · ∇φ+ (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ+
(1 + θ˜)v2
2 + u˜
− |∇φ|2, θ˜
〉
.
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We can estimate the right-hand side of the last identity term by term as follows. First, by
doing integration by parts and Young’s inequality, it holds∣∣∣2〈∆θ˜, u˜〉+ 〈∆u˜, θ˜〉∣∣∣ = 3 ∣∣∣〈∇u˜,∇θ˜〉∣∣∣
≤
9
11
‖∇u˜‖2L2 +
11
4
‖∇θ˜‖2L2. (27)
Again doing integration by parts, and using Ho¨lder’s inequality and Young’s inequality, we have
|〈θ˜∆u˜+ u˜∆θ˜, u˜〉| ≤ 3|〈∇θ˜ · ∇u˜, u˜〉|+ |〈|∇u˜|2, θ˜〉|
≤ 3‖∇θ˜‖L2‖∇u˜‖L2‖u˜‖L∞ + ‖∇u˜‖
2
L2‖θ˜‖L∞
≤ Cδ‖∇(u˜, θ˜)‖2L2 . (28)
Similarly, we have
|〈θ˜∆v + v∆θ˜, v〉| ≤ Cδ‖∇(v, θ˜)‖2L2, (29)
and ∣∣∣∣∣
〈
2θ˜∆θ˜ −
u˜
2 + u˜
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2 + u˜
∆u˜, θ˜
〉∣∣∣∣∣ ≤ Cδ‖∇(u, θ˜)‖2L2. (30)
Next, integration by parts yields〈
∇v · ∇φ+ v2, u˜
〉
+ 〈∇u˜ · ∇φ+ u˜v, v〉 = 〈u˜v,∆φ〉+ 2
〈
u˜, v2
〉
= 3
〈
u˜, v2
〉
.
Thus, ∣∣∣〈2∇θ˜ · ∇u˜−∇v · ∇φ− v2, u˜〉+ 〈2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v, v〉∣∣∣
≤ 2
∣∣∣〈∇θ˜ · ∇u˜, u˜〉∣∣∣+ 2 ∣∣∣〈∇θ˜ · ∇v, v〉∣∣∣+ 3 ∣∣〈u˜, v2〉∣∣
≤ 2‖∇θ˜‖L2‖∇u˜‖L2‖u˜‖L∞ + 2‖∇θ˜‖L2‖∇v‖L2‖v‖L∞ + 3‖u‖L∞‖v‖
2
L2
≤ Cδ‖∇(u˜, v, θ˜)‖2L2 + Cδ‖v‖
2
L2. (31)
For δ sufficiently small such that ‖u˜‖L∞ < 1, we obtain∣∣∣∣∣
〈
(c+ 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜, θ˜
〉∣∣∣∣∣
≤ C‖∇θ˜‖2L2‖∇θ˜‖L∞ + C‖∇u˜‖L2‖∇θ˜‖L2‖θ˜‖
2
L∞
≤ Cδ‖∇(u˜, θ˜)‖2L2 . (32)
Finally, for the last term, we have∣∣∣∣∣
〈
2
1 + θ˜
2 + u˜
∇v · ∇φ+ (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ+
(1 + θ˜)v2
2 + u˜
− |∇φ|2, θ˜
〉∣∣∣∣∣
≤ C‖∇v‖L2‖∇φ‖L2‖θ˜‖L∞ + C‖v‖L∞‖∇θ˜‖L2‖∇φ‖L2‖θ˜‖L∞
+ C‖v‖2L2‖θ˜‖L∞ + C‖∇φ‖
2
L2‖θ˜‖L∞
≤ Cδ‖∇(v, θ˜)‖2L2 + Cδ‖v‖
2
L2 + Cδ‖∇φ‖
2
L2. (33)
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Combining (26)–(33), the proof is completed since δ is sufficiently small.
Next, we prove the higher order estimate.
Lemma 2. Assuming (25) for δ sufficiently small, we have
1
2
d
dt
(
‖∇(u˜, v)‖2H1 + 2c‖∇θ˜‖
2
H1
)
+ C‖∇2(u˜, v, θ˜)‖2H1 + C‖∇v‖
2
L2
≤ Cδ
(
‖∇(u˜, θ˜)‖2L2 + ‖v‖
2
L2 + ‖∇φ‖
2
L2
)
.
Proof. By applying ∂i to the equations (22), (23) and (24) for i = 1, 2, 3, multiplying the
resulting equations by ∂iu˜, ∂iv and 2∂iθ˜, respectively, integrating over R
3, doing integration by
parts, and then summing the resulting equalities, we obtain
1
2
d
dt
(
‖(∂iu˜, ∂iv)‖
2
L2 + 2c‖∂iθ˜‖
2
L2
)
+ ‖∇(∂iu˜, ∂iv)‖
2
L2 + 3‖∇(∂iθ˜)‖
2
L2 + 2‖∂iv‖
2
L2
= 2〈∂i(∆θ˜), ∂iu˜〉+ 〈∂i(∆u˜), ∂iθ˜〉 (34)
+ 〈∂i(θ˜∆u˜+ u˜∆θ˜), ∂iu˜〉+ 〈∂i(θ˜∆v + v∆θ˜), ∂iv〉
+
〈
∂i
(
2θ˜∆θ˜ −
u˜
2 + u˜
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2 + u˜
∆u˜
)
, ∂iθ˜
〉
+
〈
∂i
(
2∇θ˜ · ∇u˜−∇v · ∇φ− v2
)
, ∂iu˜
〉
+
〈
∂i
(
2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v
)
, ∂iv
〉
+ 2
〈
∂i
(
(c+ 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜
)
, ∂iθ˜
〉
− 2
〈
∂i
(
2
1 + θ˜
2 + u˜
∇v · ∇φ
+ (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ+
(1 + θ˜)v2
2 + u˜
− |∇φ|2
)
, ∂iθ˜
〉
.
We now estimate the right-hand side of (34) as follows. First, doing integration by parts and
using Youngs inequality yield∣∣∣2〈∂i(∆θ˜), ∂iu˜〉+ 〈∂i(∆u˜), ∂iθ˜〉∣∣∣ = 3 ∣∣∣〈∇(∂iu˜),∇(∂iθ˜)〉∣∣∣
≤
9
11
‖∇(∂iu˜)‖
2
L2 +
11
4
‖∇(∂iθ˜)‖
2
L2. (35)
Next, by doing integration by parts, and using Ho¨lder’s inequality, Sobolev inequality and
11
Young’s inequality, we have∣∣∣〈∂i(θ˜∆u˜+ u˜∆θ˜), ∂iu˜〉∣∣∣
≤
∣∣∣〈∂iθ˜∆u˜, ∂iu˜〉∣∣∣+ ∣∣∣〈θ˜∆(∂iu˜), ∂iu˜〉∣∣∣+ ∣∣∣〈∂iu˜∆θ˜, ∂iu˜〉∣∣∣+ ∣∣∣〈u˜∆(∂iθ˜), ∂iu˜〉∣∣∣
≤
∣∣∣〈∂iθ˜∆u˜, ∂iu˜〉∣∣∣+ ∣∣∣〈|∇(∂iu˜)|2, θ˜〉∣∣∣+ ∣∣∣〈∇θ˜ · ∇(∂iu˜), ∂iu˜〉∣∣∣
+
∣∣∣〈∂iu˜∆θ˜, ∂iu˜〉∣∣∣+ ∣∣∣〈∇u˜ · ∇(∂iθ˜), ∂iu˜〉∣∣∣+ ∣∣∣〈∇(∂iu˜) · ∇(∂iθ˜), u˜〉∣∣∣
≤ 2‖∇2u˜‖L2‖∇θ˜‖L4‖∇u˜‖L4 + ‖θ˜‖L∞‖∇
2u˜‖2L2
+ 2‖∇2θ˜‖L2‖∇u˜‖
2
L4 + ‖u˜‖L∞‖∇
2u˜‖L2‖∇
2θ˜‖L2
≤ C‖u˜‖H2‖∇θ˜‖H1‖∇u˜‖H1 + ‖θ˜‖L∞‖∇
2u˜‖2L2
+ C‖θ˜‖H2‖∇u˜‖
2
H1 + ‖u˜‖L∞‖∇
2u˜‖L2‖∇
2θ˜‖L2
≤ Cδ‖∇(u˜, θ˜)‖2H1. (36)
Similarly, ∣∣∣〈∂i(θ˜∆v + v∆θ˜), ∂iv〉∣∣∣ ≤ Cδ‖∇(v, θ˜)‖2H1 , (37)
and, for δ sufficiently small such that ‖u˜‖L∞ < 1,∣∣∣∣∣
〈
∂i
(
2θ˜∆θ˜ −
u˜
2 + u˜
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2 + u˜
∆u˜
)
, ∂iθ˜
〉∣∣∣∣∣ ≤ Cδ‖∇(u˜, θ˜)‖2H1 . (38)
Notice that the Hardy-Littlewood-Sobolev inequality gives
‖∇kφ‖L6 ≤ C‖∇
k−1v‖L2 (39)
for each k ∈ N. Together with Ho¨lder’s inequality, Sobolev inequality and Young’s inequality,
it is easy to deduce that∣∣∣〈∂i (2∇θ˜ · ∇u˜−∇v · ∇φ− v2) , ∂iu˜〉∣∣∣
≤ 2
∣∣∣〈∇(∂iθ˜) · ∇u˜, ∂iu˜〉∣∣∣+ 2 ∣∣∣〈∇θ˜ · ∇(∂iu˜), ∂iu˜〉∣∣∣
+ |〈∇(∂iv) · ∇φ, ∂iu˜〉|+ |〈∇v · ∇(∂iφ), ∂iu˜〉|+ 2 |〈v∂iv, ∂iu˜〉|
≤ 2‖∇2θ˜‖L2‖∇u˜‖
2
L4 + 2‖∇
2u˜‖L2‖∇θ˜‖L4‖∇u˜‖L4
+ ‖∇2v‖L2‖∇u˜‖L3‖∇φ‖L6 + ‖∇u˜‖L2‖∇v‖L3‖∇
2φ‖L6
+ 2‖v‖L∞‖∇v‖L2‖∇u˜‖L2
≤ C‖θ˜‖H2‖∇u˜‖
2
H1 + C‖u˜‖H2‖∇θ˜‖H1‖∇u˜‖H1
+ C‖v‖H2‖∇u˜‖H1‖v‖L2 + C‖u˜‖H2‖∇v‖H1‖∇v‖L2
+ 2‖v‖L∞‖∇v‖L2‖∇u˜‖L2
≤ Cδ
(
‖∇(u˜, v, θ˜)‖2H1 + ‖v‖
2
L2
)
. (40)
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Similarly, we have∣∣∣〈∂i (2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v) , ∂iv〉∣∣∣ ≤ Cδ (‖∇(u˜, v, θ˜)‖2H1 + ‖v‖2L2) , (41)
∣∣∣∣∣
〈
∂i
(
(c + 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜
)
, ∂iθ˜
〉∣∣∣∣∣ ≤ Cδ‖∇(u˜, θ˜)‖2H1, (42)
and ∣∣∣∣∣
〈
∂i
(
2
1 + θ˜
2 + u˜
∇v · ∇φ+ (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ+
(1 + θ˜)v2
2 + u˜
− |∇φ|2
)
, ∂iθ˜
〉∣∣∣∣∣
≤ Cδ
(
‖∇(u˜, v, θ˜)‖2H1 + ‖v‖
2
L2 + ‖∇φ‖
2
L2
)
. (43)
Combining (34)–(38) and (40)–(43), and summing over i = 1, 2, 3, we conclude
1
2
d
dt
(
‖∇(u˜, v)‖2L2 + 2c‖∇θ˜‖
2
L2
)
+ C‖∇2(u˜, v, θ˜)‖2L2 + C‖∇v‖
2
L2
≤ Cδ
(
‖∇(u˜, v, θ˜)‖2L2 + ‖v‖
2
L2 + ‖∇φ‖
2
L2
)
(44)
for δ sufficiently small.
Next, applying ∂ij to the equations (22), (23) and (24) for i, j = 1, 2, 3, multiplying the
resulting equations by ∂ij u˜, ∂ijv and 2∂ij θ˜, respectively, integrating over R
3, doing integration
by parts, and then summing the resulting equalities, we obtain
1
2
d
dt
(
‖(∂ij u˜, ∂ijv)‖
2
L2 + 2c‖∂ij θ˜‖
2
L2
)
+ ‖∇(∂ij u˜, ∂ijv)‖
2
L2 + 3‖∇(∂ij θ˜)‖
2
L2 + 2‖∂ijv‖
2
L2
= 2〈∂ij(∆θ˜), ∂ij u˜〉+ 〈∂ij(∆u˜), ∂ij θ˜〉 (45)
+ 〈∂ij(θ˜∆u˜+ u˜∆θ˜), ∂ij u˜〉+ 〈∂i(θ˜∆v + v∆θ˜), ∂ijv〉
+
〈
∂ij
(
2θ˜∆θ˜ −
u˜
2 + u˜
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2 + u˜
∆u˜
)
, ∂ij θ˜
〉
+
〈
∂ij
(
2∇θ˜ · ∇u˜−∇v · ∇φ− v2
)
, ∂ij u˜
〉
+
〈
∂ij
(
2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v
)
, ∂ijv
〉
+ 2
〈
∂ij
(
(c+ 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜
)
, ∂ij θ˜
〉
− 2
〈
∂ij
(
2
1 + θ˜
2 + u˜
∇v · ∇φ
+ (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ+
(1 + θ˜)v2
2 + u˜
− |∇φ|2
)
, ∂ij θ˜
〉
.
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We estimate the right-hand side of (45) term by term in a way similar to the estimate for (34).
By integration by parts and Young’s inequality,∣∣∣2〈∂ij(∆θ˜), ∂ij u˜〉+ 〈∂ij(∆u˜), ∂ij θ˜〉∣∣∣ = 3 ∣∣∣〈∇(∂iju˜),∇(∂ij θ˜)〉∣∣∣
≤
9
11
‖∇(∂ij u˜)‖
2
L2 +
11
4
‖∇(∂ij θ˜)‖
2
L2. (46)
Then, by integration by parts, Ho¨lder’s inequality, Sobolev inequality and Young’s inequality,
we have ∣∣∣〈∂ij(θ˜∆u˜+ u˜∆θ˜), ∂ij u˜〉∣∣∣
≤
∣∣∣〈∂ij θ˜∆u˜, ∂ij u˜〉∣∣∣+ ∣∣∣〈∂j θ˜∆(∂iu˜), ∂ij u˜〉∣∣∣+ ∣∣∣〈∂iθ˜∆(∂j u˜), ∂ij u˜〉∣∣∣
+
∣∣∣〈θ˜∆(∂ij u˜), ∂ij u˜〉∣∣∣+ ∣∣∣〈∂ij u˜∆θ˜, ∂ij u˜〉∣∣∣+ ∣∣∣〈∂ju˜∆(∂iθ˜), ∂ij u˜〉∣∣∣
+
∣∣∣〈∂iu˜∆(∂j θ˜), ∂iju˜〉∣∣∣+ ∣∣∣〈u˜∆(∂ij θ˜), ∂iju˜〉∣∣∣
≤
∣∣∣〈∂ij θ˜∆u˜, ∂ij u˜〉∣∣∣+ ∣∣∣〈∂j θ˜∆(∂iu˜), ∂ij u˜〉∣∣∣+ ∣∣∣〈∂iθ˜∆(∂j u˜), ∂ij u˜〉∣∣∣
+
∣∣∣〈∇θ˜ · ∇(∂ij u˜), ∂iju˜〉∣∣∣+ ∣∣∣〈|∇(∂iju˜)|2, θ˜〉∣∣∣
+
∣∣∣〈∂ij u˜∆θ˜, ∂ij u˜〉∣∣∣+ ∣∣∣〈∂ju˜∆(∂iθ˜), ∂ij u˜〉∣∣∣+ ∣∣∣〈∂iu˜∆(∂j θ˜), ∂iju˜〉∣∣∣
+
∣∣∣〈∇u˜ · ∇(∂ij θ˜), ∂iju˜〉∣∣∣+ ∣∣∣〈∇(∂ij θ˜) · ∇(∂ij u˜), u˜〉∣∣∣
≤ 2‖∇2θ˜‖L2‖∇
2u˜‖2L4 + 3‖∇θ˜‖L4‖∇
2u˜‖L4‖∇
3u˜‖L2
+ 3‖∇u˜‖L4‖∇
2u˜‖L4‖∇
3θ˜‖L2
+ ‖θ˜‖L∞‖∇
3u˜‖2L2 + ‖u˜‖L∞‖∇
3θ˜‖L2‖∇
3u˜‖L2
≤ C‖θ˜‖H2‖∇
2u˜‖2H1 + C‖θ˜‖H2‖∇
2u˜‖H1‖∇
3u˜‖L2
+ C‖u˜‖H2‖∇
2u˜‖H1‖∇
3θ˜‖L2
+ ‖θ˜‖L∞‖∇
3u˜‖2L2 + ‖u˜‖L∞‖∇
3θ˜‖L2‖∇
3u˜‖L2
≤ Cδ‖∇2(u˜, θ˜)‖H1 . (47)
Similarly, it holds ∣∣∣〈∂i(θ˜∆v + v∆θ˜), ∂ijv〉∣∣∣ ≤ Cδ‖∇2(v, θ˜)‖H1 , (48)
and ∣∣∣∣∣
〈
∂ij
(
2θ˜∆θ˜ −
u˜
2 + u˜
∆θ˜ +
2θ˜2 + 4θ˜ − u˜
2 + u˜
∆u˜
)
, ∂ij θ˜
〉∣∣∣∣∣ ≤ Cδ‖∇2(u˜, θ˜)‖H1 . (49)
For those terms involving φ, we will make use of Ho¨lder’s inequality, Sobolev inequality, Young’s
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inequality and the Hardy-Littlewood-Sobolev inequality (39). It follows that∣∣∣〈∂ij (2∇θ˜ · ∇u˜−∇v · ∇φ− v2) , ∂ij u˜〉∣∣∣
≤ 2
∣∣∣〈∇(∂ij θ˜) · ∇u˜, ∂ij u˜〉∣∣∣ + 2 ∣∣∣〈∇(∂iθ˜) · ∇(∂j u˜), ∂ij u˜〉∣∣∣
+ 2
∣∣∣〈∇(∂j θ˜) · ∇(∂iu˜), ∂ij u˜〉∣∣∣+ 2 ∣∣∣〈∇θ˜ · ∇(∂ij u˜), ∂ij u˜〉∣∣∣
+ |〈∇(∂ijv) · ∇φ, ∂iju˜〉|+ |〈∇(∂iv) · ∇(∂jφ), ∂iju˜〉|
+ |〈∇(∂jv) · ∇(∂iφ), ∂ij u˜〉|+ |〈∇v · ∇(∂ijφ), ∂iju˜〉|
+ 2 |〈v∂ijv, ∂ij u˜〉|+ 2 |〈∂iv∂jv, ∂ij u˜〉|
≤ 2‖∇u˜‖L4‖∇
2u˜‖L4‖∇
3θ˜‖L2 + 4‖∇
2θ˜‖L2‖∇
2u˜‖2L4
+ 2‖∇θ˜‖L4‖∇
2u˜‖L4‖∇
3u˜‖L2 + ‖∇φ‖L6‖∇
2u˜‖L3‖∇
3v‖L2
+ 2‖∇2v‖L2‖∇
2φ‖L6‖∇
2u˜‖L3 + ‖∇v‖L3‖∇
3φ‖L6‖∇
2u˜‖L2
+ 2‖v‖L∞‖∇
2v‖L2‖∇
2u˜‖L2 + 2‖∇v‖
2
L4‖∇
2u˜‖L2
≤ C‖u˜‖H2‖∇
2u˜‖H1‖∇
3θ˜‖L2 + C‖θ˜‖H2‖∇
2u˜‖2H1
+ C‖θ˜‖H2‖∇
2u˜‖H1‖∇
3u˜‖L2 + C‖v‖L2‖∇
2u˜‖H1‖∇
3v‖L2
+ C‖∇2v‖L2‖∇v‖L2‖∇
2u˜‖H1 + C‖∇v‖H1‖∇
2v‖L2‖∇
2u˜‖L2
+ 2‖v‖L∞‖∇
2v‖L2‖∇
2u˜‖L2 + C‖∇v‖
2
H1‖∇
2u˜‖L2
≤ Cδ
(
‖∇2u˜‖2H1 + ‖∇v‖
2
H2 + ‖∇
3θ˜‖2L2
)
. (50)
Similarly, we have ∣∣∣〈∂ij (2∇θ˜ · ∇v −∇u˜ · ∇φ− u˜v) , ∂ijv〉∣∣∣
≤ Cδ
(
‖∇2u˜‖2H1 + ‖∇v‖
2
H2 + ‖∇
3θ˜‖2L2
)
, (51)
∣∣∣∣∣
〈
∂ij
(
(c+ 1) |∇θ˜|2 + (c+ 3)
1 + θ˜
2 + u˜
∇u˜ · ∇θ˜
)
, ∂ij θ˜
〉∣∣∣∣∣
≤ Cδ
(
‖∇u˜‖2H2 + ‖∇
2θ˜‖2H1
)
, (52)
and ∣∣∣∣∣
〈
∂ij
(
2
1 + θ˜
2 + u˜
∇v · ∇φ+ (c+ 2)
v
2 + u˜
∇θ˜ · ∇φ+
(1 + θ˜)v2
2 + u˜
)
, ∂ij θ˜
〉∣∣∣∣∣
≤ Cδ
(
‖∇u˜‖2H2 + ‖v‖
2
H2 + ‖∇
2θ˜‖2H1
)
. (53)
For the remaining term, we further do integration by parts once and use an interpolation
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inequality to deduce that∣∣∣〈∂ij (|∇φ|2) , ∂ij θ˜〉∣∣∣
≤ 2
∣∣∣〈∇φ · ∇(∂ijφ), ∂ij θ˜〉∣∣∣ + 2 ∣∣∣〈∇(∂iφ) · ∇(∂jφ), ∂ij θ˜〉∣∣∣
≤ 4
∣∣∣〈∇φ · ∇(∂ijφ), ∂ij θ˜〉∣∣∣ + 2 ∣∣∣〈∇φ · ∇(∂jφ), ∂i∂ij θ˜〉∣∣∣
≤ 4‖∇φ‖L2‖∇
3φ‖L6‖∇
2θ˜‖L3 + 2‖∇φ‖L3‖∇
2φ‖L6‖∇
3θ˜‖L2
≤ 4‖∇φ‖L2‖∇
3φ‖L6‖∇
2θ˜‖L3 + 2‖∇φ‖
1/2
L2 ‖∇φ‖
1/2
L6 ‖∇
2φ‖L6‖∇
3θ˜‖L2
≤ C‖∇φ‖L2‖∇
2v‖L2‖∇
2θ˜‖H1 + C‖∇φ‖
1/2
L2 ‖v‖
1/2
L2 ‖∇v‖L2‖∇
3θ˜‖L2
≤ C
(
‖v‖2L2 + ‖∇
2θ˜‖2H1 + ‖∇φ‖
2
L2
)
. (54)
Combining (45)–(54) and summing over all i, j = 1, 2, 3, we obtain
1
2
d
dt
(
‖∇2(u˜, v)‖2L2 + 2c‖∇
2θ˜‖2L2
)
+ C‖∇3(u˜, v, θ˜)‖2L2 + C‖∇
2v‖2L2
≤ Cδ
(
‖∇2(u˜, θ˜)‖2L2 + ‖∇(u˜, v)‖
2
L2 + ‖v‖
2
L2 + ‖∇φ‖
2
L2
)
. (55)
Therefore, Lemma 2 follows (44) and (55).
Finally, we give the estimate on ‖∇φ‖L2 .
Lemma 3. Assuming (25) for δ sufficiently small, we have
1
2
d
dt
‖∇φ‖2L2 + ‖v‖
2
L2 + C‖∇φ‖
2
L2 ≤ Cδ‖∇(v, θ˜)‖
2
L2.
Proof. Multiplying (23) by −φ, integrating over R3, and doing integration by parts, we obtain
1
2
d
dt
‖∇φ‖2L2
= −〈∆v − 2v, φ〉 − 〈θ˜∆v + v∆θ˜ + 2∇θ˜ · ∇v, φ〉+ 〈∇u˜ · ∇φ+ u˜v, φ〉. (56)
By using the Poisson equation for φ,
〈∆v − 2v, φ〉 = 〈∆(∆φ)− 2∆φ, φ〉
= ‖∆φ‖2L2 + 2‖∇φ‖
2
L2 = ‖v‖
2
L2 + 2‖∇φ‖
2
L2. (57)
Next, ∣∣∣〈θ˜∆v + v∆θ˜ + 2∇θ˜ · ∇v, φ〉∣∣∣ = ∣∣∣〈∆(θ˜v), φ〉∣∣∣
≤
∣∣∣〈∇θ˜ · ∇φ, v〉∣∣∣+ ∣∣∣〈∇v · ∇φ, θ˜〉∣∣∣
≤ ‖v‖L∞‖∇θ˜‖L2‖∇φ‖L2 + ‖θ˜‖L∞‖∇v‖L2‖∇φ‖L2
≤ Cδ
(
‖∇(v, θ˜)‖2L2 + ‖∇φ‖L2
)
. (58)
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Again, by using the Poisson equation for φ, integration by parts yields
〈∇u˜ · ∇φ+ u˜v, φ〉 = 〈∇u˜ · ∇φ+ u˜∆φ, φ〉 = −〈|∇φ|2, u˜〉,
which gives
|〈∇u˜ · ∇φ+ u˜v, φ〉| ≤ ‖u˜‖L∞‖∇φ‖
2
L2 ≤ Cδ‖∇φ‖
2
L2. (59)
Putting (57)–(59) into (56), the proof of Lemma 3 is completed.
Proposition 1 is proved by combining Lemmas 1–3. As a consequence, we complete the
proof of Theorem 1.
5 Appendix
In this section, we present some detailed calculation about the variantional principle used in
the model derivation.
5.1 Least Action Principle
To obtain the conservative forces in (7), integrating with respect to t, on both sides of (1) and
(4), we have the relation between the state variables (p, n, e) and the flow-maps (Jp, Jn, Je),
p(x, t) = p(x, 0)−∇ · Jp(x, t),
n(x, t) = n(x, 0)−∇ · Jn(x, t),
e(x, t) = e(x, 0)−∇ · Je(x, t).
By definition, θ =
e− (p− n)φ/2
cpp+ cnn
, φ(x, t) =
∫
R3
p(y, t)− n(y, t)
4π|x− y|
dy. So, their variations satisfy,

δp(x, t) = −∇ · δJp,
δn(x, t) = −∇ · δJn,
δe(x, t) = −∇ · δJe,
δφ(x, t) =
∫
R3
δp(y, t)− δn(y, t)
4π|x− y|
dy,
δθ(x, t) =
δe− (δp− δn)φ/2− (p− n)δφ/2
cpp+ cnn
− θ
cpδp+ cnδn
cpp+ cnn
.
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Unless marked as a function of (y, t), these variables are functions of (x, t). Plugging into (6),
the variation of entropy is,
δS =−
∫
R3
[
[log p− cp log θ + 1]δp+ [log n− cn log θ + 1]δn−
cpp+ cnn
θ
δθ
]
dx,
=
∫
R3
[
∇[log p− cp log θ +
φ
2θ
+
∫
R3
p(y, t)− n(y, t)
8πθ(y)|x− y|
dy] · δJp(x, t)
+∇[log n− cn log θ −
φ
2θ
−
∫
R3
p(y, t)− n(y, t)
8πθ(y)|x− y|
dy] · δJn(x, t)−∇
1
θ
· δJe
]
dx.
So, the variation of the total action,
δA[Jp, Jn, Je]
=
∫ τ
0
∫
R3
[
∇
(
log p− cp log θ +
φ
2θ
+
∫
R3
p(y, t)− n(y, t)
8πθ(y)|x− y|
dy
)
· δJp(x, t)
+∇
(
logn− cn log θ −
φ
2θ
−
∫
R3
p(y, t)− n(y, t)
8πθ(y)|x− y|
dy
)
· δJn(x, t)
−∇
1
θ
· δJe(x, t)
]
dxdt.
This leads to the conservative forces in (7). Altough we used the specific form of the pairwise
Coulomb potential, the same approach can also be applied to other pariwise interactions.
Remark 5. Alternatively we can define Qt = q instead of J
e
t = j
e to describe the energy flow-
map. However, this would result in tedious computation in the Least Action Principle. The
difference between these two approaches, using Q or Je, is in fact a substitution of variables.
5.2 Maxium Dissipation Principle
To obtain the dissipative forces in (9), using the definition of (4), we have,
q(x, t) = je(x, t)− [(cp + 1)θ + φ]jp(x, t) + [(cn + 1)θ − φ]jn(x, t)
+[φ(x, t)∇φt(x, t)− φt(x, t)∇φ(x, t)]/2,
= je(x, t)− [(cp + 1)θ + φ]jp(x, t) + [(cn + 1)θ − φ]jn(x, t)
−
1
2
∫
R3
(
φ(x, t)(x− y)
4π|x− y|3
−
∇xφ(x, t)
4π|x− y|
)
∇y · [j
p(y, t)− jn(y, t)]dy.
So, the variation of the entropy production in (8) as a functional of the fluxes,
δ△ =
∫
R3
[
2jp · δjp
Dppθ
+
2jn · δjn
Dnnθ
+
2q · δq
kθ2
]
dx,
=
∫
R3
[(
2jp
Dppθ
− [(cp + 1)θ + φ]
2q
kθ2
+∇
∫
R3
q(y, t)
kθ2(y, t)
(
φ(y, t)(y − x)
4π|x− y|3
−
∇yφ(y, t)
4π|x− y|
)
dy
)
· δjp
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+(
2jn
Dnnθ
− [(cn + 1)θ − φ]
2q
kθ2
−∇
∫
R3
q(y, t)
kθ2(y, t)
(
φ(y, t)(y − x)
4π|x− y|3
−
∇yφ(y, t)
4π|x− y|
)
dy
)
· δjn
+
2q
kθ2
· δje
]
dx.
5.3 Energy conservation in PNPF model
To verify that (11) satisfies the First Law of Thermodynamics,
∂
∂t
[
(cpp+ cnn)θ +
(p− n)φ
2
]
= (cppt + c
nnt)θ + (c
pp+ cnn)θt +
(pt − nt)φ
2
+
(p− n)φt
2
,
= −[cp∇ · (pvp) + cn∇ · (nvn)]θ + (cpp + cnn)θt −
φ∇2φt
2
−
φt∇
2φ
2
,
= −∇ · (cppθvp + cnnθvn) +∇ · k∇θ +
p|vp|2
Dp
+
n|vn|2
Dn
− pθ∇ · vp − nθ∇ · vn
−φ∇2φt −
1
2
∇ · (φt∇φ− φ∇φt),
= −∇ · (cppθvp + cnnθvn)−∇ · (pθvp + nθvn)−∇ · (pφvp − nφvn)
−
1
2
∇ · (φt∇φ− φ∇φt)−∇ · q.
So the total energy E(t) =
∫
R3
e(x, t)dx is conserved:
d
dt
E(t) = 0.
6 Concluding Remarks
In this paper, we extend the classical variational principles to describe both the charge trans-
port and temperature evolution, and obtain a Poisson–Nernst–Planck–Fourier system. This
approach guarantees the thermodynamic consistency of the model, and can be applied to a
variety of non-isothermal complex fluid systems. We then use the energy method to prove
the global well-posedness of the PNPF system, under the assumption of the initial data to be
sufficiently close to the equilibrium state.
Future work will include the different form of Clausius-Duhem inequalities, which could
result in different set of constitutive relations. On the other hand, the global well-posedness with
arbitrary initial condition is challenging, because the PNPF system is not strictly parabolic and
there is no direct maximum principle can be applied to obtain the lower bound for temperature,
which requires further analysis.
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