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INTRODUÇÃO 
Os números complexos desempenham um papel muito importante nos mais 
diversos ramos da Matemática e, através destes, em muitas aplicações em outras 
áreas. 
Os números complexos começaram a aparecer no século XVI e, embora os 
matemáticos afirmassem que eles eram inúteis, começaram a usá-los no estudo das 
equações do 30  grau. 
O símbolo fi foi introduzido em 1629 por Albert Girard, já os termos real e 
imaginário foram empregados pela primeira vez por René Descartes em 1637. Jean Le 
Rond d' Alembert introduziu em 1743 a espressão a + b r- --71 para representar um 
número complexo. 
Com a interpretação geométrica os números complexos se tornaram mais 
aceitáveis entre os matemáticos. E, apesar de muitos terem feito essa interpretação, 
quem a tornou amplamente aceita foi Carl Friederich Gauss. 
Assim como os números complexos a teoria das  funções de variável complexa 
tem se mostrado uma das mais importante no contexto global da matemática. 
Conceitos já estudados no cálculo de funções de variável real foram estendidos 
para o plano complexo. Inicialmente tratamos de alguns conceitos básicos da teoria. 
Estudamos também as  funções exponencial, logarítmica, trigonométricas e hiperbólicas. 
Passamos então, para o estudo da Teoria de Cauchy. 
CAPÍTULO I 
FUNÇÕES HOLOMORFAS 
1.1 Funções Complexas 
1.1.1 Definição. Seja D c C um subconjunto. Uma aplicação 
f : D C 
é chamada uma função complexa de variável complexa. 
Tais funções podem ser vistas como funções de li82 em K2 : se z=x+iy e 
f (z) = u (z) + i v (z) = u (x, y) +  I v (x, y), então podemos ver 
f: (x, y) )-+ 	 (x, y) ,v (x, y)) 
As funções u e v são chamadas, respectivamente, as partes real e imaginaria de f e 
escrevemos u = Re (f) e v = lm (f). 
1.1.2 Exemplo: Considere f (z) = z 2 . Assim 
f (z) = z 2 	 y)2 (x 2 	 2% y ) + (2 x y) 
e 
U (z) = u (x, y) = x a _ y 2 
v (z) = v (x, y) = 2 x y 
1.2 Limite e Continuidade 
As definições de limite e continuidade, bem como os teoremas que envolvem tais 
definições são completamente análogos ao caso de funções reais de duas variáveis 
reais. Portanto, os teoremas aqui enunciados não serão demonstrados por se tratar de 
demonstrações similares ao caso de funções reais. Além disso, as  noções dimite e 
continuidade de uma função f: DcC C coincidem com aquelas da mesma função  
2 
interpretada como uma função de f: D c R2 R2 . 
1.2.1 Definição. Sejam A um subconjunto aberto de Cef:A C uma função. Dado 
Z0 e A , dizemos que weAdo limite de f quando z E A tende a z,„ se para todo E> 0, 
existe õ>O tal que , se 0 < z z o 
 I < 6, então I f (z) w I < E- 
E escrevemos 
z 
lim f (z) =w 
1.2.2 Exemplo: Dado f (z) = z + 1, vamos aplicar a definição para mostrar que 
lim f (z) =2. 
z- 1 
De fato, dado e > 0, tomemos 6 = E. 
Se 0<lz-11<6entãolf(z)-21=Iz+1- 	 -11<6-E 
Como acontece com as funções reais, quando o limite de uma função f existe 
em z0 , esse limite é único. 
1.2.3 Teorema. Sejam f (z) =u (x, y) + v (x, y), z=x+iy e z o = xo + yo . Ent -doo 
limite de f existe em z o e é igual a uo + i vo se, e somente se os limites de u e v existem 
em (xo, yo) e são iguais a uo e vo respectivamente, ou seja, 
lim f (z) =u0 + 1v0 	 lim 	 u(x, y) u o e 	 lim 	 v(x, y) =v0 
z zo 	 (x, 	 (xo, yo) 	 (x, 	 (xo, yo) 
1.2.4 Proposição. Sejam A c C um aberto e fi : A C, f2 : A -÷ C duas funções 
complexas. Fixe um ponto z o e A. Se um f1 (z) = w 1 e Um f2 (z) = w2 então: 
Zo 	 z -.Zo 
i) lim c (z) = c w i , C E C 
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ii) Um ( (z) + f2 (z) ) = w 1 +w2 
z zo 
iii) um ( 	 (z) f2 (z) ) =w 1 .w2 
Z Zo 
1  iv) Um 	 - —1 , se wi * 0 
z - zo  f1  (z) 
1.2.5 Definição. Sejam A c C um aberto e f: A -÷ C uma função complexa. Dizemos 
que f é continua no ponto zo e A se um f (z) = f (z0).  
1- Zo 
Em outras palavras, f é continua em zo se para todo c> O existe õ> 0 tal que 
lz-z0 1<61f(z)-f(z0)j<E 
1.2.6 Exemplo: Seja f (z) - z +3 i  . Vamos aplicar a definição para mostrar que f (z) 
2 
é continua em C. 
De fato, dado c > 0 tomemos 
I f (z) 	 f (Zn) I — 
6 = 
z + 3 i 
2 E . Se 
zo + 3 i 
zo I < 
Z — Zo 
6 então 
1 




v = E. 
2 2 2 2 
Ou seja, f é continua em C. 
1.2.7 Proposição. Sejam A e B abertos e :A C, f2 : A -4. Ceg:B C funções  
complexas, com f1 (A) c B. Suponha que f1 e f2 são ambas continuas em zo e. A e 
que g é continua em f1 (z0). Então: 
I) as funções c : A -4' C, f1 + f2 : A -* C, f1 . f2 : 	 Csão contínuas em zo , onde c é 
um número complexo qualquer. 
ii) se f1 (zo) * O então existe uma vizinhança de zo tal que 	 restrita a essa vizinhança 
está definida e é continua em zo . 
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iii) a função g of1  : A C é continua em zo . 
I. 3 A Derivada complexa. 
1.3.1 Definição. Sejam A c C um aberto, zo um ponto de A ef:A C uma função  
complexa. Se existir o limite 
um f (z) - f (z0) 
	
z zo 	 z zo 
então esse limite é chamado derivada de f no ponto zo e é denotado por f (z0 ). 
Como vimos, a definição da derivada de uma função complexa de variável 
complexa é similar a de uma função real de variável real. No entanto, o fato de uma 
função  complexa ser diferenciável tem conseqüências muito mais abrangentes que o 
correspondente fato para funções  reais de variável real. Ou, olhando sob outro ponto 
de vista, impõe condições muito mais restritiva. Veja o exemplo abaixo. 
1.3.2 Exemplo: Considere a função f (z) = x. Mostremos que f não possui derivada em 
nenhum ponto de C. 
De fato, 
	
f (z) - f (z.0) 	 x - xo 
z - zo 	 (x - xo) + i (y - yo) 
Vamos fazer z se aproximar de z o ao longo da reta y = yo e a expressão acima se 
reduz a 
	
f (z) - f (zo) 	 x - xo _ 1 
z - zo 	 x- xo  
Agora se aproximarmos z de zo ao longo da reta x = xo ficamos com 
	
f (z) - f (zo) 	 o 
	  - 0 
	
z - zo 	 (y - yo) 
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Ou seja, Um 
f (z) - f (z o) _ 
	  nao existe. 
z zo  
Mais geralmente, temos o seguinte exemplo: 
1.3.3 Exemplo: se Im (f) é constante e f é diferenciável em um aberto A então f é 
constante. 
Seja f (z) = u (x, y) + c. Agora para todo zo E A 
f (z) - f(z0) 	 u (x, y) - u (x0 , yo) 
z - zo 	 x + y - (xo + yo) 
(u (x, y) - u (xo , yo)) [ (x - xo) 	 (y - yo) I 
(x x0)2 	 y0)2 
(u (x, y) - u (x o , yo)) (x - x0) - (u (x, y) - u (x0,y0)) (y - yo) 
(x - x0)2 + (y - y0)2 
Vamos fazer z tender a zo ao longo da reta x = xo . Assim 
u (xo, y) u (x0 , yo) 	 a u fl (zo) = -  	 (xo , yo) y - yo 	 ay 
Agora, se fizermos z tender a z0 ao longo da reta y = yo ficamos com 
u (x, yo) - u (xo, yo) 	 a u 
f (zo) - -  	 (xo , yo) 
x - x0 	 a x 
Ou seja, para todo z  e A temos 
au 	 .au _ 	 : au 	 au n 	 au 
= -1— +1— =u — = v e — O. 
ax 	 ay 	 ax 	 ay 	 ax 	 ay 
Portanto, u (x,y) é constante. Concluímos então que f é constante. 
Os teoremas que envolvem o conceito de derivada também são válidos de 
maneira análoga ao caso de funções reais e as demonstrações são as mesmas. 
1.3.4 Proposição. Se f é derivável em zo então f é continua em;. 
1.3.5 Proposição. Se f e g são deriváveis em z0 , então também o são c f, c E C, 
f + g, f g e 	 f (zo) * 0 , e valem: 
i) (c f)" (zo) = c f' (z 0) 
ii) (f + g)' (z o) = f (zo) + g (zo) 
iii) (f g)" (zo) = f (zo) g (zo) + g (zo) V (zo) 
iv) p (zo)  _ _ f (zo). f (z0)2 
1.3.6 Proposição. Sejam f A Ceg:B C com f (A) c B. Se f é derivável em z o 
e g é derivável em f (z0 ), então gof é derivável em zo e 
(g o f)' (zo) = g ( f (zo) ) f' (zo). 
As funções polinomiais possuem derivadas em todos os pontos de C e as 
funções racionais, já que são definidas como o quociente de dois polinômios, possuem 
derivadas em todos os pontos que não anulam o denominador. 
Veremos agora uma condição necessária, porém não suficiente, para a 
existência da derivada de f. Sao as chamadas condições de Cauchy-Riemann, que são 
assim chamadas em homenagem ao  matemático francês A. L. Cauchy ( 1789 - 1857), 
que as descobriu e usou, e ao matemático alemão G. F. B. Riemann (1826 - 1866), 
que as tomou fundamentais na teoria das  funções complexas. 
13.7 Proposição. Se a função f (z) = u (x, y) + i v (x, y) tem derivada no ponto 
f' (z0) = um 
z- zo 	 z - zo 
f (z) - f (z o) 
zo = xo + i yo então 
—
au (x0 , yo) = —av (x0 , yo) e —av (x0 , yo) = - au  (x0 , yo). 
ax 	 ay 	 ax 	 ay 
Demonstração: 
Escreva f (z) = f (x, y) = u (x, y) + i v (x, y) = (u (x, y), v (x, y)) e zo = xo + i yo = (x0 , yo). 
Uma vez que 
f (z) - f (zo) 
um 	  
z- zo 	 z - zo 
existe podemos fazer z tender a zo por qualquer direção. Consideremos então a 
aproximação ao longo da reta y = yo , isto é colocamos 
z = x + i yo e fazemos x tender a x0. Nessas condições temos que 
f (z) — f (zo) 	 (u (x, yo) — u (xo , yo)] + Ev (x, yo) — v (xo , yo)] 
Z - Z 	 X - X 
u (x, yo) - u (x0 , yo) + v (x, yo) - v (x0 , yo) 
x - xci 
	
x - xo 
Portanto 
u (x, yo) - u (xo , yo). 	 v (x , yo) v (xo , yo) _ . + um 
	
= um 	  
	




u (xo , yo) + — (x0, yo). 
	
ax 	 ax 
Tome agora z tendendo a z o ao longo da reta x = xo , isto 6, faça z = xo + i y. Neste caso 
	f (z) - f(z0) 
	 [v (x0, )1) v (xo , yo)] 	 [u (x0, 	 - u (x0, yo)] _ 
z - zo 	 yo) 
v (xo, y) - v (xo, yo) 	 . - u (x0 , )1) - u (x0, yo) 
- 110 	 (y yo) 
Concluímos que 
f (z) - f (zo) 
	
(z0) = um 	  
	
z zo 	 z zo 
v (x0, y) - v (xo , yo) 	 u (xo , y) - u (xo , yo) 
	
= lim 	  - i um 	  
	
Y Yo 	 Y Yo 	 Y "Yo 	 Y Yo 
av 
= —ay (x° ' yo 
i au (xo, yo) 
ay 
Portanto 
au 	 av 	 au f , (zo) = 	 (xo, yo) + i 	 (xo , yo) e f 1 (z0) = N — (x0, yo) 	 — (xo , yo) 
ax ax 	 ay 	 ay 
—
au (xo , yo) + I —av (xo . 110) = av
ay
(x0, )10) 	 —au (x0, y0) 
ax 	 ax 	 ay 
E assim acabamos de mostrar que 
au 	 av 	 av 
(x° ' 	 = 	 (x°' yo) 	 e 	 (xo , yo 	
au , 
ax ay 	 ax 	 - ay °' 
o 
As condições de Cauchy - Riemann são necessárias mas não são suficientes 
para a existência da derivada de f. Vejamos um exemplo: 
9 
0 + 0 i se x y = 0 1.3.8 Exemplo: Considere f (z) = {1 + o i se x y * 0 
As derivadas parciais de u e v existem no ponto (0, 0) e satisfazem as condições de 
Cauchy - Riemann. Mas, como f não é continua, não pode ser derivável na origem. 
Se impusermos a condição dada pela proposição abaixo, a reciproca torna-se 
verdadeira. 
1.3.9 Proposição. Seja f: A -+ C, A c C aberto, f (z) = u (x, y) + i v (x, y), uma função 
au au a av complexa tal que as derivadas parciais 	 v — existem em A e são continuas 
ax ay ax ay 
no ponto zo = xo + i yo E A .Se as condições de Cauchy-Riemann são satisfeitas em z0 , 
então f é derivável em z0 . 
Demonstração: 
Mostraremos, primeiramente, um lema que nos auxiliará na demonstração da 
proposição. 
 
1.3.10 Lema. Seja F: A - R, A c R2 aberto, uma função admitindo derivadas parciais 
em A, que são continuas no ponto (xo , y o) EA. Então 
F (x, y) - F (xo , yo) = (x - xo ) 	 (xo , yo) + H (x - xo , y - yo)) + 
3F 
÷ 	 - Y0) — (x0, Y0) + K 	 xo, Y Yo)) 
ay 
Onde 




Um 	 K (x xo, y - yo) = 0 
- (x0 , y0) 
Demonstração do Lema: 
Sejam x = xo + h e y = yo + k. Escreva F (x0 + h, yo + k) - F (xo , NO= 
=F (x0 + h, yo + k) - F (xo , yo + k) + F (xo , yo + k) - F (x0, yo). 
Usando o teorema do Valor Médio para  funções reais de uma variável temos que 
existe um número O <t < 1 tal que 
F (xo + h, yo + k) - F (x0, yo + k) = h —aF (xo + t h, yo + k). 
ax 
Como —aF continua em (xo , yo), a diferença 
Ox 
H (h, k) = —aF (xo th, yo + k)  
Ox ax 
tende a zero para (h, k) (0, 0) e podemos escrever 
(1) F (x0 + h, yo + k ) - F (x0, yo + k) = h ((xo, yo) + H (h, k)) . 
ax 
Anolagamente, 
a F F (x0 , yo + k) - F (xo , yo) = k 	 (xo , yo + t k) para algum O < t < 1 e a diferença  
ay 
K (h, k - OF (xo , yo + t k) - —OF (xo , yo) 
aY 
tende a zero para (h, k) (0, 0). 
E , 
(2)F (xo , yo + k) - F (xo , yo) = k aF (x0, yo) + K (h, k)). 
ay 
Somando (1) e (2) temos 
F (xo + h, yo + k) - F (xo , yo + k) + F (xo , y0 + k) - F (xo, Yo) = 
=h —aF (x0 , yo) + H (h, k)) + k —aF (xo, yo) + K (h, k)) . 
I. ax 	 ay 
Como h = x - xo e k = y - yo , temos 
F (x, y) - F (xo , yo) = 
= (x - x0) (—aF (x0 , yo) + H (x - xo, y - yo)) + (y - yo) —aF (x0, y0) K (x - xo, y - 
ax 	 ay 
COM 
um H (x - xo, y - yo) = 0 e 	 um 	 K (x - xo, y - yo) = O. 
(c0, yo) 	 (x, 	 (xo, ro) 
o 
Demonstração da proposição: 
Aplicando o lema As componentes u e v de f e escrevendo H (x - xo, y - yo) = H 1 + i H2 
e K (x - xo, y - yo) = 	 + K2 temos 
f (z) - f (zo) = u (x, y) - u (x o , yo) + i (v (x, y) - v (x o , yo)) = 
- xo) ( —au (x0, yo) + Hi) + (y -yo) 	 (x0, yo) K1) + 
ax 	 ay 
+ [(x - xo) -a2)-(/ (xo , yo) + H2) + (NI— Y0) ( I-3-Y (x0 , Yo) K2)1 = 
ay 
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- (x x0) — 
aaxu (x0 y0) + 'ax (x0 y0 
au 	 av 
Y Yo) — (xo, yo) 	 — (x0, yo)) 
ay 	 ay 
+ (y - yo) (K1 + i 1(2) + (x xo) 	 + i H2). 
Usando as equações de Cauchy-Riemann ficamos com 
av f (z) - f (zo) = (x - x0) ( 
	 (xo , yo) + — (xo , Yo)) 
ax 	 ax 
au 
• (y — yo) — — (xo, yo) I 	 (xo, Yo)) 
	
ax 	 ax 
+ (y - yo) (K1 + i 1(2) + (x - xo) (H 1 + i H2) = 
= ( (x - x0) + 	 - Y0) ) — axu (x°1 y°) 	 fvx (x°, y°)  
+ (y - yo) (K1 + i K2) + (x xo) (H 1 + i H2) = 
= (z - zo) (—au (xo , yo) + . av — (xo , yo)) + (y - y o) (K 1 + i 1(2) + (x xo) (H 1 + i H2). 
ax 	 ax 
e dividindo por z - 
f (z) - f (zo) au 
	
av 	 Y 	 Yo 	 x - xo 
	
- 	 (xo , yo) . 	 , yo) + 	 (K1 + K2) + 	  (H1 + H2). 
Z 	 aX 	 ax 	 Z Zo 	 Z Zo 
Basta mostrar agora que 
YY l 	 o  + (Him { (K1 + i K2)  	 1 + 
z- zo 	 z - zo 
— X0 
1H2) 	 . 	 - 
z - 
       
Mas, lembremos que 
 
X — X0 
 
s1 e s 1 e ainda, ao passarmos ao limite 
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sempre assumimos z 
Logo, 
[ um 1H 1 + i H2 I 
z - zo 
  
i K2 I yo 
z - zo 
   
s um (1 1-1 1 + H2 1 + 1 	 + K2 1 ) = O. 
D 
Agora que temos as condições de Cauchy - Riemann fica muito mais fácil ver se 
uma função é ou não diferenciável. 0 exemplo 1.3.2 poderia ter sido facilmente 
resolvido se tivessemos usado as condições de Cauchy - Riemann, pois para f (z) = x 
temos que 
	




u (x, y) = x 	 xu 
= o y 
As derivadas parciais existem em (x, y) e são continuas, mas não satisfazem as 
condições de Cauchy - Riemann, portanto f não é diferenciável. 
Também poderíamos ter usado as condições de Cauchy - Riemann para resolver 




=0, para todo zo E A. 
a x a y 
Portanto, usando as condições de Cauchy - Riemann 
a u a v 	 a u  e 	 — = a = 0 , para todo zo e A. = 	 = 0 
a x a y 	 a y 	 a x 
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Ou seja, u (x, y) é constante e portanto f é constante. 
0 resultado acima também se aplica se tivermos Re (z) constante. 
L3.11 Exemplo. Seja f: A -* C, A aberto, diferenciável tal que If 16 constante. 
Mostremos que f é constante. 
De fato, como 
+V 2 =C 
temos que 
2 u a u + V-- =‘./n  c aV 	 aU 	 n 
ax 	 ax 	 ay 	 ay 
usando, as condições de Cauchy - Riemann ficamos com 
u
au 	 au
=0 e u—au  +v au - v 
a x 	 a y 	 a y 	 a x 
Agora 
aU 	 2 au 	 2 au 	 aU e 
a x a y 	 a y 	 a x 
portanto 
au ) 	 = 
ay 
agora, ou (u 2 + v 2) = 0 para todo zEA (e portanto f é constante), ou —a u = 0 e ay 
portanto —a u = 0 para todo z E A. Novamente usamos as condições de Cauchy - 
a x 
av 	 a v Riemann para concluir que 	 = O e 	 = 0 para todo z e A. Portanto fé constante. 
a x 	 a y 
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14 Funções Holomorías 
1.4.1 Definição. Sejam A c C aberto ef:A-C uma função complexa. Dizemos que 
f é holomorfa em A se V (z) existe para todo ponto z E A. Se f é holomorfa em C, f 
é chamada uma função inteira. 
Mostremos agora que todas as funções reais elementares possuem extensão 
holomorfa para C. 0 caso das funções polinomiais e racionais já foram vistos em 1.3. 
1 5 Função Exponencial 
Definiremos a função exponencial complexa de modo que ao restringirmos seu 
domínio aos reais ela apresente as mesmas propriedades da função exponencial de 
variável real. Desse modo queremos que 
f (z) = f (z) 
Assim 
au 	 av f (z) = 	 (z) + i — (z) = f (z) = u (z) + i v (z) 





=u = u (x, y) = c (y) ex 	 = c' (y) ex 





= v v (x, y) = s (y) ex — = s (y) ex 
ax 	 ay 
então 
ax 	 ay 
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—av 
= s (y) exav e — s (y) ex 
ax 	 ay 
Usando as propriedades de Cauchy - Riemann temos 
	
au 	 a 
= c (y) ex = v = s (y) ex  
	
ax 	 3y 




= s (y) ex = - — = - c' (y) ex 
ax 	 ay 
c' (y) ex = - s (y) 	 (y) = - s (y) 
	
(y) =  
Portanto 
s "(y) = - s (y) 	 s " (y) + s (y) =  O = s (y) = c i cos (y) + c2 sen (y) 
e 
c (y) = - c" (y)' 	 c" (y) + c (y) = O — c (y) = d l cos (y) + d 2 sen (y) 
Como f (x)  =x,  xER temos que f(0) = 1 f' (0) 
Assim, 
f (0) =u (O, 0) i v (0, 	 = 1 +10 u (0, 0) = 1 
v (0, 0) = 
 
Ora, temos então que 
1 = u (0, 0) = c (0) e° 	 c (0) = 1 	 di = 1 
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o = —au (0, 0) = c' (0) e° 	 c"(0) = O 	 d2 = 
ay 
0 = v (0, 0) = s (0) e ° s (0) = 0 — c1 =0 




s (y) = sen (y) 	 e 	 c (y) = cos (y) 
f (x, y) = u (x, y) + i v (x, y) = 
= c (y)  ex  + i s (y) ex  = 
= ex (cos (y) + i sen (y)), onde z=x+iy. 
Assim defi nimos a função exponencial por 
exp (z) = ex (cos (y) + i sen (y)) 
E ainda podemos concluir que 
u (x, y) = ex cos (y) 	 v (x, y) = ex sen (y) 
au a 
— = ex cos (y) 	 v = ex sen (y) 
ax 	 ax 
—
au 
= -  ex  sen (y) 	 —N  = ex cos (y) 
ay 	 ay 
Como podemos ver as derivadas parciais são continuas e satisfazem as condições de 
Cauchy - Riemann, portanto exp (z) é holomorfa em todo C, isto 6, é inteira. 
1.5.1 Exemplo: Considere z = 3 + 2 I Então 
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exp (z) = exp (3+2 )= e3 (cos (2) + i sen (2) 
1.5.2 Exemplo: Seja z = i Tr, então  
exp (z) = exp (i Tr) = e° (cos (u) + i sen(u) = - 1 
1.5.3 Exemplo: Considere A = z e C; a s Re (z) s b, a, b e 1 }. Vejamos qual é a 
imagem do conjunto A pela função exponencial. 
(z) Considere z E A. Temos que exp (z) eRe (cos (Im (z)) + i sen (Im(z)), ou seja, 
exp (z) I 1-- eRe (z) Portanto, exp (A) ctze C, ea sIzIs e b Como Im (z) não tem 
nenhuma restrição, temos que a imagem é todo o anel. 
Observe que exp (C) =C- ( 0 pois exp (z) 0 — cos (y) =0 e sen (y) = 0 — 
sen 2 (y) + cos2 (y) = O. Absurdo. 
Vejamos agora, algumas propriedades de exp (z): 
Se zi = xi + yi e z2 = x2 + i y2 
( I ) 	 exp (z1 ) exp (z2) = exl (cos (y 1 ) + i  sen (y1)) e 	 (y2) + i sen (y2)) = 
= exi eX2  ( cos (y 1 ) cos (y2) - sen (y 1 ) sen(y2) )+ 
+ i e ex2 ( cos (y1 ) sen (y2)+ sen (y 1 ) cos(y2) ) = 
= e(x1 +x2) ( cos (y1 + y2) ) + i e(x1 +x2) (sen (y1 + y2)) = 
e(X1 + X2) ( cos (y 1 + y2) + i sen (1/1
. )12)) = 




	 ex (cos (y) + i sen (y)) 
1 
=— (cos (y) - i sen (y)) = 
ex 
= e -x (cos (- y) + sen ( - y)) 
=exp (-z). 
Por(1)e(II) exp (z1) - exp (z 1 ) exp (- z2) = exp (z1 - z2) . 
exp (z2) 
Por ( 1 ), (I 1 ) e usando indução 
( 1 1 ) 	 (exp (z) ) = exp (n z) VneZ 
De fato, para n = 1, (exp (z) ) 1 = exp (1 z) 
Suponhamos que para algum k e N valha que (exp (z)) k = exp (k z) e mostremos que 
vale para k+1 
Assim, 
(exp (z)) k + 1 = exp (z) (exp (z)) k = exp (z) exp (k z) = exp (z + k z) = exp ((k + 1) z). 
Agora, para n < 
1 	  (exp (z))fl - 	 - (exp (- z)) - = exp (- n (- z)) = exp ((n) z). (exp (z)) - " 
Para n = 0, 
(exp (z) )° = (exp (z) )1( k = (exp (z) ) k . (exp (z) )- k = exp (k z) . 	 1 	 - 1 
exp (k z) 
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Ou seja, 
(exp (z)) = exp (n z) 'd n e Z 
Vejamos, a partir de agora, algumas diferenças entre as exponenciais complexa 
e real. 
Uma diferença importante é que exp (z) é periodica, de período 2 Tr I. 
De fato, seja z=x+iy e a= at + i a2 . Se exp (z + a) = exp (z) exp (a) = exp (z) 
então exp (a) = 1. Mas exp (a) = ea' (cos (a2) + i sen (a2) = 1. Portanto a 1 = 0 e 
a2 = 2 k Tr 
Uma outra diferença é que a exponencial complexa, exp : C - C* é sobrejetiva. 
De fato, seja w = w1 + i w2 * 0 e considere 
exp (z) = ex (cos (y) + i sen (y)) =  w1 + i w2 . 
Como podemos ver, isso nada mais é do que uma representação polar de w e 
então podemos concluir que x = log Iwi e que y é um argumento de w. 
Se z = i y então 
exp (z) = exp (i y) = cos (y) i sen (y) 
Com isso a forma polar de um número complexo pode ser expressa como 
w = r exp (i A) 
E então introduzimos a formula de Euler, 
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exp (i 8) = e' 9 
Dessa maneira a forma polar se escreve 
w = r ( cos (8) + i sen (0) ) = r4 9 . 
L6 Função Logarítmica  
Outra função que merece destaque é a função logarítmica. No caso real essa 
função é a inversa da função exponencial. Mas a exponencial complexa é periódica e 
portanto existe mais de uma  função satisfazendo 
exp (f (z)) = z. 
Dado z E C, Z 0 queremos definir o logaritmo de z por 
se z = ew então w = log z. 
Se escrevermos z = r e i 9 , - rr <esir e w=u+i v, ficamos com 
( I ) 	 r elf)  = eu  lv 	 eu v. 
Como I z I =Ieu+l então 
( I I ) 	 r = eu 
e temos a única solução 
u = log r 





e i 	 eiv 
v = e A- 2 Tr n, n e Z. 
w = log z = log r + (A + 2 7 n) 
log z = log 1 z + i arg z. 
Como um número não nulo z tem uma infinidade de argumentos para obtermos 
uma função devemos nos restringir a  domínios em C nos quais o argumento seja 
único. Esses domínios podem ser obtidos da seguinte maneira: tome uma semi - reta 
fechada emanando da origem, L T ( t cos (C), t sen (p): t E R} onde 0 s p < 2 ir 
e ponha 
C \ . 
Qualquer que seja z E D ip temos um único valor argp z satisfazendo 
< arg q, (z) < + 2 Tr. Assim definimos uma função, chamada um ramo cio logaritmo 
log: D cp C 
por 
logz=loglz1+iarg T Z 
e o ponto z = O é chamado ponto de ramificação. 
Note que o logaritmo está bem definido em C-I01 se incluirmos 
arg (z) = p,mas neste caso ele não será continuo em f z; arg (z) = çi 1. 
0 ramo do logaritmo definido no domínio D o , obtido retirando-se de C o semi-
eixo (x, 0), x s 0, é chamado de ramo principal. 
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1.6.1 Exemplo: Considere o chamado paradoxo de Bernoulli 
z)2 Z-2  2 log (- z) = 2 log (z) => log (- z) = log (z). 
Onde está o erro? 
Para discutir sobre isso vamos primeiramente ver se as propriedades que valem 
para o logaritmo real são válidas para o logaritmo complexo. 
Considerando o ramo principal temos: 
(I) log (a. b) o log a + log b 
3rr 
De fato, considere z = e 4 . Assim, 
3rr 
Z 2 = e 2 = 
rr 




3 	 3 Tr 	 Tr log (z) + log (z) - 	 Tr  + i — - 3  i 
4 	 4 	 2 
(I I) log ( !-) * log a - log b 
3rr 	 3u 
De fato, considere z1 =e 4 e z2 =e 4 
Assim, 
log ( ---) = log ( z 1 . —) 
z2 	 z2 
e recaímos no caso anterior. 
Agora voltemos ao nosso exemplo. Observe que no paradoxo de Bernoulli foi 
usado que log (z 2) = 2 log (z) , o que não é verdade como acabamos de ver. 
Mostremos agora que o ramo principal da função logarítmica é holomorfa. Assim 
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seja W0 EC tal que ew° zo . Então 
um 	
 
log (z) - log (zo) - 
 um  
. 	 w 
	  - 	 - 
wo 	 1 	 1 
z z, 	 z - z0 w wo eW  e'"0 ew0 zo 
Portanto 
log' (z) = —1 qualquer que seja z E D o 
Observe que somente os ramos do logaritmo complexo tais que arg (z) = 0 se z e R: 
é que fornecem uma extensão do logaritmo real. 
1.7 Potências Arbitrárias 
As potências inteiras de números complexos são definidas como no caso real. 
Mas, já no caso dos expoentes racionais aparecem dificuldades. 
No caso real, dado um número real positivo x e um inteiro positivo n par, existem 
dois números reais y tal que y = x, sendo um positivo e um negativo. Escolhemos 
denotar por ns o número positivo y que satisfaz y = x. No caso de n impar, existe um 
único número y tal que yn=xe ele é denotado por 
No caso de z E C, z*0 e ne N, existem exatamente n números complexos 
distintos tal que w 	 z, pois escrevendo z e w na suas formas polares ficamos com 









e + 2 k = 	 n‘r n‘ri = 	 7 + i sen 
de k = 0, 
+ 2 k -rr 
1. 
w 	 {COS ( 
o que produz n raizes distintas para os valores 1, 	 n 
Observe que para k = n temos cp = —0 + 2 -rr que já foi obtido em k = 0. 
Não existe uma escolha natural dessas raizes para que se possa definir, como 
n 
no caso real, a função Vz. 
Vamos agora mostrar como definir uma função z 	 z " , não só para expoentes 
da forma 1 , n E N, mas para expoentes complexos A quaisquer. Essas  funções serão 
definidas a partir dos ramos do logaritmo. 
1.7.1 Definição. Dados um domínio D , e um número A E C, a função z zA é definida 
por 
z A = exp (A log z) 
onde z e D e log é o ramo do logaritmo definido em D
. 
0 ramo principal da função  zA  é obtido tomando - se o ramo principal do 
logaritmo na expressão que a define. 
Observe que se n é um inteiro positivo, então as duas definições de z " , a saber, 
z " = z. z. ...z, cujo produto tem n fatores, e z = exp (n log (z) ) coincidem pois 
exp (n log (z) ) = exP ( n (log I z 	 i arg (z)) = exp (log I z I" + i arg (z)" ) = z 
independente do ramo escolhido. 
Analogamente se n é um inteiro negativo. 
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Em 1.5 denotamos exp (i = e! O .  Por outro lado acabamos de dar outro 
significado a ei° , a saber 
e' e = exp (i el log (e)) = exp (i 8) 
o que mostra que as notações estão coerentes. Observe que se a é um número real 
positivo e A E R, já tínhamos  um significado para a 1.  Considerando o ramo principal 
do logaritmo temos, 
a A = exp (A log (a)) = exp (A (log (a) + i 2k ir)) = exp (A log (a)). exp (A 2 k Tr i). 
Como exp (A 2 K Tr i)= "1 a expressão acima se reduz a a^. 
Vejamos agora, algumas propriedades das potências arbitrarias, onde estamos 
sempre considerando os ramos principais. 
(I) (O P # Z A P 
De fato, sejam z = i, A=3 e p=i. 
Assim, 





Z AP = I 3i r= exp (3 i log (i) = exp ( 3 i i Tr) ) = exp( - 3 Tr ) 
—2 	 2 
(II) Z A + P = Z A . Z +P 
De fato, 
z A P = exp ( (A + p) log (z)) = exp (A log (z) + p log (z)) = exp (A log (z)). exp (p log (z)) 
e 
Z A . Z +P = exp (A (log (z)). exp (p (log (z)) 
(Ill) z a. wa * (z. 
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De fato, sejam z = (- 1 + i), w=i e a 





- 	 + Hog ( 	 )) p , 












= exp 5 rr - 	 + Hog 0 ( 	 ) 
4 
w i = i I = exp (i log (i) ) = exp 
3 Tr 
z i w' = = exp 	 - 	 + i log ( 	
4 
Por outro lado, 
4 
z. w = (- 1 + 1) = - i - 1 
e 
(z. w) i = (- i - 1) i = exp (i log (- i -l) ) = ex[p i (loa A + i 
- = exp ( 3 Tr + i log a). 
4 
347 ) ) 
Considere agora 
f: Do 
f é holomorfa em Do e sua derivada é dada por 
f (z) = exp (A log z) 	 - A exp (A log z) _ A exp ((A - 1) log z) = A z -1 . 
z 	 exp (log z) 
. 
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ei y + e - y cos (y) - 
2 i 	 2 
sen (y) - - e - 'Y 
1.8 Funções Trigonométricas 
Como vimos a função exponencial é dada por 
exp (z) = ex ( cos (y) + i sen (y) ), z=x+iy. 
Agora se z = i y, temos que 
exp (i y) = ( cos (y) + i sen (y) ) 
e se z = - i y, ficamos corn 
exp (- i y) = cos (y) - i sen (y) ). 
Segue que 
A extensão  das funções trigonométricas reais ao plano complexo é feita de forma 
natural usando as relações acima. 
Assim definimos 
elz + e -l z e cos (z) - 
2 i 	 2 
e suas derivadas são dadas por 
sen (z) = —1 ( el + e - z ) = 
2
( el z + e- z ) = cos (z) 
2 i  
cos' (z) = 	 ( e'z i - 	 . z ) = — ( - e l z + e -l z ) = sen (z) 
2 	 2 i 
As outras funções trigonométricas são definidas em termos das funções seno 
e cosseno pelas relações usuais. Assim, 
sen 	 (z) 	 cos (z)  
tg (z) - 	 e cotg (z) - 
cos (z) 	 sen (z) 
- 
sen (z) - 
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1 
sec (z) - 	  e cosec (z) - 	 1  
	
cos (z) 	 sen (z) 
e portanto suas derivadas são como no caso real. 
As identidades trigonométricas familiares permanecem válidas em variável 
complexa, por exemplo: 
- sen 2 (z) + COS2 (z) 
- sen (z1 + z2) = sen (z1 ) cos (z2) + cos (z 1 ) sen (z2) 
- cos (z1 + z2) = cos (z 1 ) cos (z2) - sen (z1 ) sen (z2) 
- sen (- z) = - sen (z), cos (- z) = cos (z) 
- sen (2 z) = 2 sen (z) cos (z), cos (2 z) = cos 2 (z) - sen 2 (Z). 
interessante observar que agora as funções seno e cosseno não são mais 
limitadas, pois se z = i k, k E R: temos, 
k 
	
I sen (z) = I sen (i k) I - 	
e- _ e k 	 ek _ e - 
 
2 	 2 2i 
e 
1.9 Funções Hiperbólicas 
As funções hiperbólicas, no caso real, já são definidas em ternos da  função 
exponencial. E assim as estenderemos para C de maneira óbvia: 
senh (z) - ez -  e
z + e - z 
e cosh (z) - 
2 2 




TEORIA DE CAUCHY 
Estudaremos agora a teoria da integral no plano complexo. No caso real a 
integral pode ser interpretada como área. Já no caso complexo não dispomos de uma 
interpretação geométrica. Mas apesar disso, essa teoria é muito útil na demonstração 
de propriedades das funções holomorfas. Recentemente (décadas de 50 / 60) algumas 
demonstrações foram feitas sem o uso da integral complexa, no entanto essas 
demonstrações são muito mais complicadas do que as que envolvem o uso da teoria 
da integração complexa. 
11.1 Integração Complexa 
	
11.1.1 Definição. Seja f: [a, b] 	 C uma função continua. Definimos f f (t) dt como 
a 
f f (t) dt = f u (t) dt + i f v (t) dt 
	
a 	 a 
onde f (t) = u (t) + iv (t). 
11.1.2 Definição.  Um caminho suave em C é uma aplicação 
y : J C 
com derivada continua em todos os pontos de J, onde J cR é um intervalo da forma 
J = [a, b], a < b. 
Os pontos y (a) e y (b) são chamados ponto inicial e ponto terminal do caminho 
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y , respectivamente. Se y (a) = y (b) dizemos que y é um caminho fechado. 
Observe que o caminho y é pecorrido do ponto inicial ao ponto terminal à medida 
que t e [a, 13] cresce. Podemos inverter o sentido do percurso definindo assim, o 
caminho reverso de y, y, por 
y - (t) = y (a + b - t), asts b. 
11.1.3 Definição. Um caminho suave por partes em C é uma coleção finita de caminhos 
suaves 	 y 1 : 	 b 1 1 	 C, y2 : [a2 , b2] 	 C, 	 yn : [an , bn] 	 C, satisf a ze n do 
If ; (b i) = 	 (a i . 1 ) para 1sisn -1, que será denotado por y / * y2 * * yn . 
11.1.4 Definição. Um subconjunto não vazio UcC é chamado um domínio se U é 
aberto e se, dados dois pontos quaisquer p e q em U, existe um caminho suave por 
partes, inteiramente contido em U, cujos pontos inicial e terminal são, respectivamente, 
p e q. 
11.1.5 Lema. Sejam U c C um domínio e f:U-C uma função holomorfa. Se 
f (z) = 0 em todo z e U, então f é uma função constante. 
Demonstração: 
Fixe um ponto qualquer zo E U. Dado z e U seja y : [0, 1] U um caminho suave por 
partes tal que y (0) = z0 e y (1) = z. 0 caminho y 6, digamos, a justaposição dos 
caminhos y =y 1  *y2 * *y. Escrevendo f = u (x, y) + i v (x, y) e y i (t) = xi (t) + i y i (t) 
temos que 
(f y i) (t) =f (y i (t)) = u (xi (t), y i (t)) 	 v (x i (t) ,y i (t)). 
Olhe para as funções F (t) = u (x i (t), y i (t)) e G (t) = v (x i (t), y i (t)). Essas são funções 
32 
reais da variável real t e, pela regra da cadeia 
F (t) = 	 (x i (t), y i (t)) . x i / (t) + -P11- (xi (t), y i (t) . y i / (t) 
ax 	 ay 
	
G (t) = av (x 1 (t), y i (t)) 	 (t) +  Y  (x i (t), y i (t) . 	 (t). 
ax 	 ay 
Agora, como f é holomorfa vale que 
aU 	 aV 
	
f I = 	 + 
aX 	 ax 
bem como valem as condições de Cauchy - Riemann 
au = av e  
	
ax ay 	 ax 	 ay 
Já que f l = O concluimos que 
au = av = av = au = 0 
ax ay ax ay 
e portanto F,' (t) = 0 e G (t) = O. Segue que as funções 	 F e G são constantes, 
digamos F (t) = a e G (t) = 13. Mascorno (f o 
 vi)  (t) = F (t) + i G (t) concluimosque f o y i 
é constante, e (f o y 1) (t) = a + i 13. Isso mostra que f o y i (t) é constante para todo i e, 
como o ponto inicial de y i+1 é o ponto terminal de y i , ficamos com 
f (zo) = (f o y 1 ) (0) = (f o y n) (1) = f (z). Uma vez que z é um ponto qualquer de U 
obtemos f (z) = f (z o) V z e U. 
o 
11.1.6 Definição. Sejam y: [a, b] C um caminho suave e f: U C uma função 
continua, onde UcC é um domínio. A integral da função f ao longo do caminho y é o 
número complexo 
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f f (z) dz = f f (y (0) y / 	 dt = f [ u ( x (t), y 
	 ) + I v ( x (t), y 
	 )][x / (t) + 
	 I dt, 
a 	 a 
onde f (z) = u (x, y) + i v (x, y) e y (t) = x (t) + i y (t). 
Observe que 
f (z) dz = ff (y - (t)) ( y-)'  (t) dt = f ( y (a + b - t) y' (a 	 - t) (- 1) dt. 
a 	 a 
Chamando a + b - t = u temos que 
a f f (z) dz = f f (y (u) (u) du = - ff (v (u) (u) du = - 
y- 	 a 
f (z) dz 
11.1.7 Exemplo. Sejam f (z) = e y (t) = r 	 t e [0, 2 71 e r> O. 
2 rr 	 2 rr 
f f (z) dz = f r e - rie it dt= f r 2 idt=2 -rrr 2 i 
0 
11.1.8 Definição. Se y: [a, ID] c é um caminho suave, seu comprimento é definido 
por 
(Y =  f I y / 	 I tit. 
a 
Observe que escrevendo z (t) = x (t) + i y (t) temos dz = 	 (t) dt + i y (t) dt. Assim 
usamos a notação 1 dz I para 	 (t)2 + y (02 dt e então 
(y) = f I dz I. 
Se y é um caminho suave por partes então 
Q 	 = Q (V i) Q (y2) + 	 Q NO. 
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11.1.9 Exemplo: Para o caminho y (t) = ( cos (t), sen (t) ), O s t s 2 1T, temos 
2 rr 
(y) = f (- sen (t) ) 2 + (cos (t)) 2 dt = f dt = 2 7. 
0 	 0 
11.1.10 Definição. Sejam f: U -+ C uma função continua, onde UcCé um  domínio e 
y = y i * y2 * yn um caminho suave por partes em U. A integral de f (z) ao longo de y 
é o número complexo 
f f (z) dz = f (z) dz + f f (z) dz + + f f (z) dz. 
V 	 Vi 	 ‘12 	 Yn 
1 11.11 Exemplo: Seja f (z) =i e considere y = 	 * y2 onde y 1 = t e y2 = 1 + i m t, 
O s t s 1. Temos que 
f z z =f dz +f z z = f f (y 1 (t) ) 
 y  (t) dt + ff (y2 (t) )  y  (t) dt = 
Y2 
=f t dt + f (1 - i m t ) (i m) dt = 1 + 2 m ± m2  
o 	 o 	
2 
11.1.12 Definição. Seja f: U C uma função continua, onde UCCé um domínio. Uma 
função  F: U é chamada uma primitiva de f se F é holomorfa em U e F '(z) = f (z) 
para todo z e U. 
11.1.13 Teorema. Sejam UcC um domínio, f: U C uma função continua, F uma 
primitiva de fern U e y um caminho suave por partes em U unindo o ponto z o ao ponto 
z1 . Então 
f f (z) dz = F (z 1 ) - F (z0). 
35 
Demonstração: 
Vamos supor y (t) = x (t) + i y (t) suave a t b, y (a) =z0 , y (b) = z 1 . Ponha 
(t) = f (y (t)) y" (t) e a (t) = F (y (t)). Escrev end o (t) = u (t) + i v (t) e 
(t) = U (t) + i V (t) temos que F' = f fornece 
(t) = U (t) + i V' (t) = F (y (t)) . 	 (t) = f (y (t)) . 
	 (t) = (t) = u (t) + i v (t). 
Pelo Teorema Fundamental do Cálculo, 
f f (z) dz = f (t) dt = f u (t) dt + i f v (t) dt = 
a 	 a 	 a 
= U (b) U (a) + i (V (b) - V (a)) = 
= U (b) i V (b) - U (a) - i V (a) = 
= (b) - (a) = F (z 1 ) - F (z0). 
Suponha agora y = y 1 * y2 * ye um caminho suave por partes, com 
yi: [a1 , bi], y i (al ) = zo e ye (be) = z1 . Assim 
f (z) dz 
 =f 
 f (z) dz + f (z) dz + + ff (z) dz. 
V2 
Aplicando o resultado acima ficamos com 
f (z) dz = F (y 1 (b 1 )) - F (y 1 (ai ))+ F (y2 (b2)) - F (y2 (a2)) + + F (ye (be)) - F (ye (an)) 
ccirno yn -1 (bn -1) = yn (an) a expressão acima se reduz a - 
F (ye (be)) - F (y1 (a 1 )) = F (z1 ) - F (z0). 
Portanto 
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f (z) dz = F (Li ) - F (z0) 
o 
11.1.14 Lema. Sejam UcC é um domínio, f: U C uma função continua e 
y (t), asts b, um caminho suave por partes em U, de comprimento Q (y). Seja K 
um número real tal que I f (y (t)) I K para todo asts b. Então 
f f (z) dz s K Q (y). 
  
Demonstração: 
Mostremos o seguinte: se a e p sac) funções reais continuas então 
(I) 
f (a (t) + i 13 (t) dt 
a 
I a (t) ÷IP (t) I dt. 
a 
  
Para ver isso ponha 
Então 
e 
f a (t) dt e B = f (t) dt. 
a 	 a 
A+iB= (a(t)+if3(t))dt 
(a (t) + i 




A 2 + B 2 =(A - i B) (A iB) (A-iB)f(a(t)+ip(t))dt 
a 
e corno A e B são constantes, 
+ B 2 = (A i B) (a (t) + i (3 (t)) dt = 
a 
= f [ A (a (t) + B P (t) ] dt + if [ A 13 (t) - B a (t) ] dt. 
a 	 a 
Mas A 2 + B 2 é um número real e portanto sua parte imaginária é nula, ou seja, 
f [ A fi (t) - B a (t) dt = 
a 
e ficamos com ( I I) 
A 2 + B2 
 = f 
 [ A (a (t) B 13 (t) 1 dt. 
a 
Agora, o integrando nessa expressão nada mais é que o produto escalar de vetores 
(A, B) . (a (t), p (t)) = A a (t) + B 13(t) 
mas 
A a (t) + B 
 13  (t) s I (A, B) . (a (t), p .(t)) 
	
I (A, B) I I (a (t), 13 (t)) I. 
Observe que a última desigualdade é a desigualdade de Cauchy - Schwarz. 
Logo, 
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f [Aa(t)+E313(t)]citsf KA1B)11( (0,13 (0) idt = 
a 	 a 
i/A 2 + B 2 f 1 a (t) P(t)Idt 
a 
e por (II), 
+ B 2 5 VA 2 + B 2 f 1 a (t), (t) 1 dt 
a 
o que fornece 





f (a (t) + i (3 (t)) d 
a 
=A21- B 2 5 fia(t)+i[3(t)(dt 
a 
   
Com isso demonstramos (1) e temos que 
    
f f (z) dz 
 
f f (y (t)) 	 (t) d 
a 
fif(Y(t))11 1/ 1 (t)1 	 Kly / Midt = KQ(Y)- 
    
o 
11.1.15 Teorema. Seja f: U C uma função continua definida no domínio U cC. As 
seguintes afirmativas são equivalentes: 
(i) f tem uma primitiva em U. 
(ii) f f (z) dz = 0 para qualquer caminho fechado, suave por partes y em U. 
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(iii) f (z) dz só depende dos pontos inicial e terminal de qualquer caminho suave por 
partes y em U. 
Demonstração: 
0 Teorema 11.1.13 nos diz que (i) (ii) e (i)(iii). Para ver que 	 sejam y 1 e y2 
dois caminhos suaves por partes em U, ambos ligando o ponto zo e U ao ponto z 1 e U. 
Olhe para o caminho y 1 * y2- . Esse é o caminho fechado em U e portanto, como vale (ii), 
f f (z) dz O. 
Vi * 
Mas então 
O = f f (z) dz = f f (z) dz + f (z) dz = f (z) dz - f f (z) dz 
‘1 1 	 1f2 Y2 	 Y2 
e obtemos (iii). Resta mostrar que (iii)—(i). Para ver isso fixe um ponto qualquer zo em 
U e, dado um ponto z e U, seja y um caminho suave por partes em U ligando zo az. 
Definimos uma função F: U C por 
F (z) = f (w) dw. 
F está bem definida pois, por hipótese, f (w) dw só depende de zo e de z e não do 
caminho y. Para concluir a prova devemos mostrar que F é uma primitiva de f, ou seja, 
que F' = f. 
Como U é um aberto, se ti E C tem módulo suficientemente pequeno então  
z + h E U. Considere o segmento de reta (um caminho eiri U) unindo z a z + h, 
a (t) = z + t h, 0 s t s 1. 
Pela definição de F temos 
F (z + h) = f f (w) dw = f f (w) dw + f f (w) dw 
Y a 	 a 
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ou seja, 
F (z + = F (z) + f f (w) dw 
e dai 
Por outro lado, 
e ficamos com 
F (z + h) - F (z) _ 1 r f (w) dw. 
h 	 h i 
Cr 
f f (z) dw = f (z) f w = f (z) h f dt = f (z) h 
F (z + h) - F (z) 
_ f (z) f.11. f f (w) dw - 
h 
a 
f (z) dw. 
Mas essa última expressão é igual a 
J 
 f(w) _ f (z) dw. 
h 
CY 
Agora, como fé continua em z, dado E > 0, existe 6> 0 tal que se 1w - z 1 <6 então 
If (w) - f (z)1 < E. Logo, se 1 h < 6 
Assim, pelo Lema 11.1.14 
f (w) - f (z)  
J 	 h 
a 




1 hi 	 1 hi 
   
Como e é arbitrário concluimos que Um f f (w) f (z) dw = O. Mas isso é o mesmo 
a 
que dizer que 
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um  F (z + h) - F (z)  _ f (z) 
h O 
ou seja, F' (z) = f (z). 
o 
11.2 Os Teoremas de Cauchy 
11.2.1 Teorema de Cauchy - Goursat. Sejam U um domínio em C ef:U —> C uma 
função holomorfa. Suponha que AC é um triângulo que limita uma região 
inteiramente contida em U. Então 
(z) dz = O. 
Demonstração: 
Consideremos o triângulo A com o sentido de percurso anti-horário. A é o caminho 
suave por partes descrito pela justaposição dos caminhos y 1 * y2 * y3 , onde y l , y2, y3 
são os lados de triângulo A (veja figura acima). Tome os pontos médios dos lados de A 
e una esses pontos por segmentos de reta, obtendo assim quatro  triângulos contidos 
na região limitada por A, digamos A i , A2 , A3 e A4 . Adotamos o sentido de percurso anti-
horário para cada um desses triângulos. Temos então que 
f (z) dz = f (z) dz + f (z) dz + f (z) dz + f (z) dz. 
A 	 63 	 A4 
As quatros integrais acima nos fornecem quatro números complexos. Escolhemos 
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dentre eles o que tem maior módulo e chamamos de A(1) tal triângulo. Assim sendo 
temos 
f f (z) dz 
 
f f (z) dz 
aco 
   
para i = 1, 2, 3, 4 e portanto 
    




f f (z) dz 
    
    
Além disso, sabemos da geometria elementar que o perímetro de cada um dos 
triângulos 
 A , 	 , está relacionado com o perímetro Q (A) de A por 
1 i = 1, 2, 3, 4 
2 
e, em particular, temos que 
(Li) = 1 e (A). 
2 
Também, chamando de õi o lado de Ai de maior comprimento e de O o lado de A de 
maior comprimento, temos as igualdades 
i = 1, 2, 3, 4 
o que fornece 
Pois bem, repetimos todo o procedimento acima para o triângulo AO ) , isto 6, o dividimos 
em quatro novos triângulos, formados a partir dos pontos médios de cada um de seus 
lados, adotamos o sentido de percurso anti-horário para cada um deles e calculamos 
as quatro integrais correspondentes. Escolhemos dentre elas a que tem maior módulo 
e chamamos A(2) ao triângulo correspondente. Ficamos então com os seguintes dados: 
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região limitada por A(2) c região limitada por A(1) 
f f (z) dz 
Ao) 
f f (z) dz 
11(2) 
12 (A(2)) = -12 Q (A(1))  
62) = 1 t5(1) 
2 
onde 6(2) é o lado de A(2) de maior comprimento. 
Repetindo o procedimento acima para o triângulo L!, (2) e assim sucessivamente, obtemos 
após n-etapas 
região limitada por A(") 	 c região limitada por AO ) 
    
f f (z) dz 
 
s 4" f f (z) dz 
A(n) 
    
    
Q (A(n)) 
_ _1) ri ,Q (A) 
2 
Um teorema devido a Georg Cantor (1845 - 1918) nos diz que existe um ponto zo 
comum a todas as regiões limitadas pelos triângulos A(i) , i 	 . COMO U é aberto e f 
é holomorfa em zo , dado c> 0 podemos obter .1. > 0 tal que: 
(i) o disco D (zo , T) está inteiramente contido em U e 
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(ii) O < I z - zo I < 
z - zo 
Mas essa última desigualdade equivale a 
f (z) - f (zo) 
- f (zo) <E. 
I f (z) - f (z o) - f" (z o) (z - zo) I<EIz- zo I 
	
desde que 0 < I z - zo 	 T.Agora, escolha n suficientemente grande de tal modo que 
60) _ ( 1) n 6 < T. 
Isso nos diz que a região limitada por LP ) está contida em D (z o , T), pois zo E  
Por outro lado, 
f [ f (z) f (zo) - (zo) (z - zo) ] dz= 
p(n) 
= f f (z) dz + V (zo) z - f (z0)] f dz - f (z o) f z dz. 
A(n) 	 A(n) 	 A(n) 
Mas, pelo teorema 11.1.13, 
f dz =0 e f z dz = O. 
(n) 	 a(n) 
Logo, 
f [ f (Z) - f (z 0) - f (z 0) (Z - z0)] dz = f f (z) dz 
	
A(n) 	 b (n) 
e, pelo lema 11.1.14 , ficamos com 
f f (z) dz 
A(n) 
f [f (z) - f (zo) - V (z o) (z - zo) ] dz 
t, (n) 
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s f If (z) - f (zo) - f (zo) (z - zo) I I  dz  I  s 
p( 1) 
f IZ - 
p (n) 
dz 
 I s 
E 6(n) (A(n)) 
n 
= E(-1) n 5 ( 	 Q (A) - 	 sfo ]2 (A). 
2 	 2 	 4 
Finalmente temos 
   
s4"( 1—) n  EÕQ(A)=E6Q(A). 
4 
   
f f (z) dz 
A 
s 4" f f (z) dz 
A(n) 
    
Como E é arbitrário concluimos que 
f (z) dz 
a 
e o teorema está demonstrado. 
11.2.2 Definição. Seja U C C um domínio. Dizemos que U é estrelado se existe um 
ponto zo e U satisfazendo: dado qualquer ponto z e U, o segmento de reta unindo 
zo a z, zo z está inteiramente contido em U. 0 ponto zo é chamado um centro do 
domínio U. 
11.2.3 Exemplo: Um exemplo de domínio estrelado é o plano C menos uma semi - reta 
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= 0 
fechada L, pois qualquer z tomado na semi - reta oposta a L é um centro do domínio.  
Já o plano C menos a origem não é um domínio estrelado pois dado qualquer 
z E C - (0) o segmento que une z ao seu simétrico não está inteiramente contido no 
domínio.  
11.2.4 Corolário. Sejam U c C um domínio estrelado e f: U C uma função holomorfa. 
Então f admite uma primitiva em U. 
Demonstração:  
Seja zo um centro de U e defina a função F: U C por 
F (z) = f f (w) dw. 
zTi-z* 
Mostremos que F é derivável com F (z) = f (z), V z e U. Ora, tome h e C com I h I 
suficientemente pequeno a fim de que o segmento z—Z 	 c U. Temos que 
F (z + = f f (w) dw 
e observamos que o triângulo de vértices zo , zez + h está contido em U e limita uma 
região também contida em U. 0 teorema de Cauchy - Goursat (11.2.1) nos diz que 
f f (w) dw = O ( se z ,zez +h forem colineares naturalmentef f (w) dw = 0) e como 
A 	 a 
f (w) dw = f f (w) dw + f f (w) dw - f f (w) dw 
a 	 zo z 
ficamos com 




+ h) - F (z) 
 _ f (z) = I r f (w) dw - f (z) 
h 	 h z 
mas, f (z) = i r f (z) dz ( veja a demonstração do teorema 11.1.15 ) e dai 
h 
F (z + h) - F (z) 
 _ f (z) = 	 f (w) dw - 
	 r f (z) dw = 
h 	 h 	 h _4_, z z n 
= 1 — f 
h 	 .1 	
[ f (w) - f (z) ] dw. 
1 
Usamos agora a continuidade de f. Dado E> O podemos achar õ> 0 tal que 
O <lw -zi<6Hf (w) - f (z) 1 < E. Assim sendo, se 0 <1 hi< 6 temos, pelo Lema 
11.1.14, que 
  






F (z + h) - F (z) _ f (z)  
h 
< E1h1 _ E 
I h 1 
   
ou seja, F' (z) = f (z) e F é uma primitiva de f. 
Podemos agora generalizar o Teorema de Cauchy - Goursat: 
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11.2.5 Corolário. (Teorema de Cauchy - Goursat ). Sejam U c C um domínio estrelado 
e f: U -> C uma função holomorfa. Se y é um caminho fechado suave por partes em 
U, então 
f f (z) 	 =0. 
Demonstração: 
Pelo corolário 11.2.4 f tem uma primitiva em U e pelo teorema 11.1.15 
f f (z) dz = 0. 
o 
11.2.6 Exemplo: Sejam U = C menos uma semi - reta fechada que parte da origem em 
zo I 
direção ao simétrico de zo e f (z)  =1.  Considere y =z, + r et° com r- 	  e 2 
o s e s 2 Tr. Calculemos f f (z) dz. 
Como todas as hipóteses do corolário 11.2.5 estão satisfeitas temos que 
f f (z) 	 = O. 
Agora considere U = C - tO) e y = & Et , 	 e s 2 Tr. Note que U não é estrelado e 
portanto não podemos aplicar o corolário. De fato, 
1 	 - ff (z) dz = f f (y (9) y" (A) 	 = r _ et i 	 = 2 Tr i . 
el e 
0 teorema seguinte fala de uma propriedade surpreendente das  funções 
holomorfas: seus valores no interior de um disco estão determinados por seus valores 
na fronteira deste. 
2n 	 2n 
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11.2.7 Teorema. (Fórmula Integral de Cauchy). Seja f: U -+C uma função holomorfa 
definida no domínio U c C. Sejam D (zo , ro) um disco fechado inteiramente contido em 
U e rsua fronteira, orientada no sentido anti - horário. Se z é um ponto interior de 
D (zo , ro) então 
f (z) -  1 	 f  f (w)  dw. 
w-z 
Demonstração: 
Inicialmente observamos que, como U é aberto e D (zo , ro) c U é fechado, podemos 
encontrar um disco aberto D (z o , R)com R> ro e tal que D (zo , ro) c D (zo , R) C U. 
A partir de agora vamos considerar f apenas em D (z o ,R). Fixe z e D (zo , ro) ( o interior 
f 	 (w)  de D (zo , ro)) e olhe para a função g (w) - 	 . Essa função é holomorfa em todos 
w - z 
os pontos de D (zo , R) exceto em z. Isolamos o ponto z considerando um circulo y 
nele centrado, de raio r> O suficientemente pequeno afim de que o disco D (z, r) esteja 
inteiramente contido em D (z o , r0). Considere os caminhos fechados, suaves por partes, 
a e a2 , obtidos da seguinte maneira: 
= a * (porção de y - entre os pontos b e c) * 13 * (porção de r entre os pontos d e a). 
a2 = (porção de entre os pontos a e d) * 13 - * (porção de y - entre os pontos c e b) *  
onde a e 
 13  são como na figura abaixo e y esta orientado no sentido anti - horário. 
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Como g (w) é holomorfa em a2 e a 1 , que são caminhos fechados em  domínios 
estrelados, a saber D (z o , R) \ L 1 e D (zo , R) \ L2 , onde 1. 1 6 a semi - reta que une z 
ao ponto zo e L2 é a semi - reta oposta a L 1 , temos, pelo Teorema de Cauchy-Goursat 
(11.2.5) que 
r  f (w)  
w - z 
a 
f f(w)  dW = 0. W - Z 
02 
Logo, 
r  f (w)  w + f  f (w)  dw = 
J w - z  
a 	 02 
mas, 
f  f (w)  dw + f  f (w)  dw - f  f (w)  dw + f  f (w)  dw 
W - Z 	 W - Z 	 J W - Z 	 W - Z 
ai 	 02 
e portanto 
f (w)  
w - z 
w = 0 
ou seja, 
(*) r  f (w)  dw - f  f (w)  dw. 
w _ z 	 w _ z 
Vamos agora trabalhar a integral f  f (w)  dw. Temos 
W - Z 
V 
I f (w)  dw _ f f (w) - f (z) + f (z) dw w - z w - z 
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_ 
 f f (w) f (z) dw 	 f (z)  dw w - z 
	
w - z 
f ow) 
- f (z) 
 dw 
 + f(z) f dw w 
_ z w _z 
V 
pois, como z está fixado, f (z) é uma constante. Ora, y é dado por y (t) = z + r 
O s t s 2 Tr e então 
2n 	 2n 
f (z) r  dw  - f (z) 	 r ei t dt = f (z) f i dt = 2 Tr f (z). 
w - z 	 r i t O 	 o 
Quanto a 
r f (w) - f (z) dw 
w - z 
procedemos utilizando a continuidade de f. Dado c> 0, podemos encontrar õ> 0 tal 
que 0 <1w -z1<oHf (w) - f (z) 
 1< E. Escolhendoo raio r do circulo y menor do que 
6 e usando o lema 11.1.14 obtemos 
II f (w) - f (z) dw w - z sfl f (w) - f (z) 1 1w-z1 dw1<—e 2 Trr= 2 ir E. 
    
COMO E é arbitrário concluimos que r f (w) f (z)  
w - z 
e portanto 
r  f (w)  
w - z 
w = 2 Tr if (z). 
Segue de (*) que 
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1 	  
	
f (z) - 	 f 	 (w) d  
2 TT i W — Z 
e o teorema esta demonstrado. 
o 
Vejamos o próximo resultado: a existência da derivada de f implica na existência 
das derivadas de todas as ordens. 
11.2.8 Corolário. Seja f: U C holomorfa, onde U é um domínio. Então f tem 
derivadas de todas as ordens em todos os pontos de U e 





onde y é qualquer circulo centrado em z, percorrido no sentido anti-horário e limitando 
um disco fechado contido em U. 
Demonstração: 
Seja r> 0 tal que o circulo 
 y  (t) = z + r t , O s t s 2 ir limita um disco fechado contido 
em U. Pelo corolário 11.2.7 temos 
	
f (z + h) - f (z) _ 1 	 r 1 	 f (w) 	 f (w)  1 dw. 
h 	 2 -rriJ h w-(z+h) w - z 
Mas, 
f h[w 	 f (zw)+ h 	 f (w)  1 dw - 
	
f (w) 	 dw. 
w - z 	 (w - z - h) (w - z) 
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Agora, 
f (w) _ 	 f (w) 	 _ 	 h f (w) 
(w - z)2 	 z h)(w - z) (w - z) 2 (w - z - h) 
e, usando o lema 11.1.14 
r  f (w)  f 	 f (w)  (w - z)2 (w - z - h) (w - z) 
    
h f (w)  
(w - z)2 (w - z - h) 
dw f 1 h I If (w) I 	 Idwi.  w - z - hIlw - z12 
    
    
Se K é o valor máximo de 1 f I ao longo de y e se 1 h I <1  então, 1 w - z - h 
2 
r r eobtemos  
2 2 
I 	 thiffmn 	 Idw 
"ly 
1hiK2 (y) 	 IhIK 2TTr _ ih1K 4TT. - 
I  3 	 r 2 r 2 -r 
2 
Tomando o limite h - O concluimos 
	
f (w) 	 	 dw - 	 f (w)  dw 
t, o f w _ z _ h) (w - z) 
 
e isso nos diz que 
	
f" (z) umf (z + h) 	 - f (z) _ 1 	 f (w)  dw .  =  
h- o 	 h 	 2 Tr 	 (w - z)2 
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Para mostrar que f tem derivada segunda, repetimos exatamente o mesmo 
procedimento, utilizando a fórmula integral obtida acima para f. Continuando dessa 
maneira obtemos o corolário. 
o 
11.2.9 Corolário. ( Estimativas de Cauchy). Seja f uma 
 função holomorfa definida no 
disco D (zo , R) e suponha que IfIsK em D (zo, R). Então 
(n) (Z0) 5 n! K 
R " 
Demonstração: 
Tome o circulo y (t) = zo + r eit, O s t s 2 Tr onde r < R. Pelo colorário 11.2.8 
f (") (zo) - n! f 
	
f (61) 	 dw 
2rriJ (w zo) + 1 
e pelo lema 11.1.14 
n! I f" (Z0) 5 n1 f 	 f (w) I 	 I dw 	 n! 	 K s 	 2 TT r - 	 K  
2 rr J Iw_z0I 1 	 2 Tr r" + 1 	 r" 
Como r <. R é arbitrário, fazendo r tender a R ficamos com 
I f (n) (40) I 	 lim n! K _ n! K 
r-R r n 	 R n 
11.2.10 Corolário. ( Teorema de Liouville). Seja f uma função inteira, isto 6, f: C C. 
Se existe um número K O tal que (f (z) s K então f é uma função constante. 
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Demonstração: 
Como f está definida em todo C, ela é holomorfa em qualquer disco 
D (z, R), centrado em zeC e de raio arbitrário. Pelo corolário 11.2.9 
f (z)I s K . 
R 
Dai vem que, como R é arbitrário 
I f (z) 	 um 	 = 0 
R 
e portanto f (z) = 0 para todo z e C. Segue do lema 11.1.5 que fé constante. 
o 
11.2.11 Exemplo: Seja fuma função inteira. Se fé tal que 1m (f (z)) # 0, para todo z E C 
então f é constante. 
De fato, seja f (z) = u (z) i v(z), com v (z) 0 0, V z E C. Como v é uma função 
continua então v (z) > 0 ou v (z) <0 para todo z E C. Suponha v (z) >0 (para v (z) <0 
o procedimento é análogo) para todo z E C. Considere a função g (z) = (z) . g é uma 
função inteira e 
I g  (z) I = 	 iu-v = e - 	 s 1. 
Pelo Teorema de Liouville (11.2.10)  concluímos que g (z) é constante. Assim 
ei f = c, c E C, mas c = ea, a e C pois a função exponencial é sobrejetiva em C - [O). 
Desse modo e i f (z) = e° e portanto if (z) = a + 2 k (z) Tr i. Agora k (z) é uma função 
continua que só atinge valores inteiros, portanto k (z) = k. Então 
a +2kTri if(z)=a+2kTri 	 f(z)- 









I z I 	 I z I n - 1 
) =Ian '. 
IzIn 
11.2.12 Teorema Fundamental da Algebra. Seja P : C C um polinômio não 
constante. Então existe um número complexo zo tal que P (zo) = O. 
Demonstração: 
Escreva P (z) = an 	 ; 
-1 z n - 1 + + a1 z + ao , onde an * O. Afirmamos que 
um I P (z) I = 	 De fato, 
lz 
 
1 a0 1 ) lzln 
1 an _1 1 
Portanto, 
lim I P (z) I 	 um 
Izi— 	 Izl- 
	





1 Suponha agora que P (z) * 0 em todos os pontos z e C. Então a função f (z) - 
é inteira elf ié limitado. Para ver isso, tome R > 0 tal que I P (z)I> 1 para IzI>R 




Temos então que 
If(z)Ismax{1,--1 } VzcC. 
Segue do Teorema de Liouville (11.2.10) que  fé constante, o que é um absurdo pois P 
não o 6. 
o 
11.2.13 Corolário. (Principio do Módulo Máximo para o disco) Sejam U o disco D (a, R) 
e f: U C uma função holomorfa. Suponha que existe um ponto a e U tal que 
f (a) Iz If (z) I para todo z e U. Então f é uma função constante. 
Demonstração: 
Seja D (a, r) um disco centrado em a cujo fêcho D (a, r) c U. A fronteira de D (a, r) é 
expressa por y (t) = a + r e it, O s t s 2 Tr. Pela Fórmula Integral de Cauchy (11.2.7) 
f (a) = 
 
1 . 	 f (w)  
w -a 
1 	 r f (a + r e i t) r eit 	 1 2n 
i 	 r ei t 	
dt - — r 	 f (a + r el) dt. 
21r .1 
o 	 o 
Pelo lema 11.1.14 e pela hipótese 
2Tr 	 2Tr 
If (a) 	 f If(a+re)ldts- 	 f If(a) Idt=lf(a)1. 
4 	 0 
Mas isso nos diz que 
21-1. 
1 	 r 
2 -rr f 
ilf(a)I -If(a +re i t)I]dt =O. 
o 
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Como o integrando é uma função continua não negativa obtemos 
I f (a) I = I f (a + r e' t)I V t 	 [ 0, 2 7 ]. 
Agora, r é arbitrário e, fazendo-o variar, concluimos que a imagem de um disco D (a, R) 
por f está contida no circulo Iwl =If (a) I. Pelo exemplo 1.3.11 concluimos que f é 
constante. 
o 
11.2.14 Teorema. Sejam f: C uma função holomorfa, onde U é um 
 domínio em 
C e zo E U um ponto qualquer. Então 
f (zo) 
	
f (z) = E 	  z - Zor 
	
n .0 	 n! 
ou seja, f é dada por uma série de Taylor de centro em z o e portanto é uma função 
analítica. Além disso, essa série converge em qualquer disco (aberto) D (z o , r) c U, isto 
6, o raio de convergência R da série acima é a menor entre as distâncias de zo aos 
pontos da fronteira de U. 
Demonstração: 
A Fórmula Integral de Cauchy (11.23) nos diz que 
f (w)  dw 
2 7 w-z 
onde y (t) = zo + r eit, O s t s 2 7, r > 0, é qualquer circulo centrado em zo , limitando 
um disco fechado contido em Uezé qualquer ponto satisfazendo I z - z o I < r. Para 







W — Z 	 — Zo + Zo — (w - z) Zo — Z 
W — zo 
   
1 
(w - z 
 
1 	 1 . 




w - zo 
Mas, 
Z _ 0 n + 1 
1 
-1 + 
— Zo — Zo Z — Zo W Zo 




w - zo Zo 
Portanto, 
1 	 1 	 1  
W — Z w - zo) 1- z - zo 
W — Zo 
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1 	 f (w) (z - zo r + 1 f (w) 	 dw z - zo)i + 
	 dw. vv _ zdj 
1  E 





— Zo) j 
W — ZO 
E  z — zo 
(w — zo) 	 I  
 
— Zo)n 4- 1 
 
 
— (M/ — Zor + 1 
 
— r Zo + 1 1  
— E 	 (z — 	 + 	  
= 0 W — zo)i + 1 (w - z) (w - zo) n + 1 j  
Multiplicando por f (w) obtemos o integrando da Fórmula Integral de Cauchy (11.2.7) 
f (w) 
 _ E 	 f (w)  
— z J .0 (w — zo)J 
z - zo)i + f (w) (z - z or + 1 
_ z) 	 _ zor 
e integrando ao longo de y ficamos com 
f (z) = 	 f  f (w)  dw 
2 Tr 	 w-z 
Pelo corolário 11.2.8 isso é o mesmo que 
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I 	 f 	 (w) 	 n 	 f (i) (zo) 	 • 	 1 	 r f (w) (z - z o)  + 1 f (z) - 	 w E 	 (z — zop 
	
2 Tr i w - z 	 = o 	 2 Tr i 	 (w - z) (w - zor +1 
dw. 
Ponha 
f (w) (z - zip)" + 1 
i Rn (z) - 2 TT 	 dw. 
(w - z) (w - zo)" + 1 
f (.1) (zo) 
	
Para mostrar que a série E 	  
	
J .0 	 i! 
z - zo)i converge a f (z) é suficiente mostrar que 
liM R (z) = O qualquer que seja z satisfazendo z e D (zo , r). Ora, seja K o valor máximo 
de If  (w) I ao longo de w= y (t) =; + r eit,  O s t s 2 Tr. Pelo lema 11.1.14 temos 
Rn (z) 
 I  = 
r  
2 Tr i 	 (w - z) (w - zo) 
 +1 
dw 
   
1 	 if(W)11z - Z0In+1 
s — 	 I dw I s 
2 TT f 	 ln+1 
1 
2 rr f 
y 
K 
 I  z - zo I" + 1 dw 
w -zll 
 w  - Zo In + 1 
Agora, lw-zo l=recomo lw-z o lslw-z1+1z-z0 lobtemosr-lz-z 0 1s 
slw-zledaf 
1 	 1  
• (w -zi 	 r-lz-z0 1 
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Assim sendo, 
1 	 K I z - zo In ' Rn (z) 
 J  s — 	 I dw I 2 -rrf 
1 	 Klz-zo l n + 1 
s  I dw = 
2u fy (r - I z - zo I) r n + 1 
1 	 K I - zo + 1 2 -rr r = 
2 -rr (r-lz-zo l)rn+ 1 
Klz-zo r l 
(r-Iz-zo nr" 
Faça 
 I  z - 	 a e observe que a <r pois z está no disco D (zo , r). Aexpressãoacima 
se transforma em 
Rn (z) 
 i s
K 	  ( a Ka e+ i 	 Ka n+1 	 )n+1 
	
(r - a) r n 	 r n+1 _rna 	 a 	 r 1 - — 
Logo, 
0 s lim Rn (z) I s 










f (z) = E 	 (z — zop. 
	
J .0 	 J! 
JA que a (mica restrição imposta ao raio r do circulo y é que y limite um disco fechado 
contido em U, concluimos que essa série representa f em qualquer disco de centro em z o 
e de raio que satisfaça essa propriedade. 0 teorema está demonstrado. 




se x 	 O. A 
se x = 0 
função f(r)  (0) = 0, V n e portanto sua série de Taylor em torno do zero é zero, mas 
esta não converge para f em nenhum ponto diferente de zero. 
Aqui temos mais um exemplo de como a teoria de funções holomorfas complexas 
difere da teoria de funções diferenciáveis reais. 
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