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The role of orthographic neighbors (e.g. bank—tank) in word processing 
has been discussed in many experimental studies. However, these studies 
have been conducted on a limited pool of languages, and many important 
questions are still unresolved. After creating a lexical database StimulStat 
that contains various neighborhood parameters for Russian, we conducted 
the first experiment with substitution neighbors in Russian. We used lexical 
decision task with priming, and manipulated the following factors: whether 
the prime is more or less frequent than the target, whether the prime 
is a nominative singular (primary) form or an oblique form, and whether the 
substituted letter is word-final or in the middle of the word. The results sug-
gest that noun forms undergo morphological decomposition at a very early 
stage and shed new light on the process of activating candidates during 
lexical. The results also have practical significance because it is well known 
that spelling errors are influenced by neighborhood effects.
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1. Введение
Важнейшей задачей при чтении является распознавание слов, или лекси-
ческий доступ. Это сложный процесс, ключевым элементом которого является 
анализ буквенного состава слова. Общеизвестно, что если навык чтения не на-
ходится на самом начальном уровне, человек не читает слова буква за буквой. 
На интуитивном уровне об этом свидетельствует то, что мы можем перепутать 
похожие по написанию слова и часто не замечаем мелких опечаток. Значитель-
ная часть научных исследований в этой области опирается на феномен так на-
зываемого орфографического соседства (например, [Acha, Carreiras 2014; Davis 
et al. 2009; Grainger 1992, 2008]).
Соседями называются цепочки букв (слова или квазислова), отличающиеся 
друг от друга на одну букву (например, крот — кот, крот — кров) или за счет пе-
рестановки букв (например, крот — корт). Например, было показано, что на до-
ступ к слову в ментальном лексиконе (в частности, на скорость его прочтения) 
влияет число слов-соседей и их частотность [Andrews 1996, Segui, Grainger 1990]. 
Исходя из этого можно сделать вывод, что в процессе распознавания графиче-
ского облика слова мы рассматриваем несколько возможных кандидатов и пере-
бираем их в зависимости от их частотности. Кроме того, в связи с этим различные 
факторы, связанные с орфографическими соседями, контролируются при под-
боре стимулов во многих экспериментах, которые напрямую не связаны с про-
блемой орфографического сходства [White et al. 2008; Whitney, Lavidor 2004 и др.].
Эффекты соседства наблюдаются и при написании слов: например, из-
вестно, что мы чаще допускаем опечатки в тех словах, у которых много соседей 
[Roux, Bonin 2009]. Автоматические системы проверки орфографии в качестве 
вариантов замены в первую очередь предлагают реальные слова, которые яв-
ляются соседями несуществующего слова. Таким образом, изучение орфогра-
фических соседств (в частности, то, какие типы соседей чаще путаются при 
прочтении и написании) имеет практическое значение. Этому и посвящено 
представленное в данной работе исследование.
Подобрать слова, у которых есть соседи определенного типа, используя 
обычные словари, практически невозможно. Поэтому для ряда языков созданы 
лексические базы данных, в которых эти параметры учитываются наравне 
с другими психолингвистически релевантными характеристиками [Boudelaa, 
Marslen-Wilson 2010; Davis 2005; Davis, Perea 2005; Duchon et al. 2013; New et al. 
2004; и др.]. Мы создали первую такую базу данных на материале русского 
языка — StimulStat (http://stimul.cognitivestudies.ru/) [Alexeeva et al. 2015, 
2016]. В ней представлено более 50 тысяч наиболее частотных слов русского 
языка, охарактеризованных по более чем 70 различным параметрам, связан-
ным с частотностью, буквенным и фонемным составом, просодическими осо-
бенностями, семантикой, грамматическими характеристиками лемм и слово-
форм, с наличием близких по написанию слов и др. В данной работе представ-
лено экспериментальное исследование, материал для которого был подобран 
при помощи этого ресурса. Оно направлено на прояснение ряда нерешенных 
вопросов, связанных с распознаванием графического облика слова и с другими 
аспектами лексического доступа.
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В базе StimulStat представлены все основные типы орфографических со-
седей, которые рассматриваются в психолингвистической литературе: соседи 
с заменой одной буквы (крот — кров) [например, Coltheart et al. 1977]; соседи 
с удалением одной буквы (крот — рот) [например, Davis et al. 2009]; соседи 
со вставкой одной буквы (кара — карат) [например, De Moor, Brysbaert 2000]; 
соседи с перестановкой двух соседних  (баня — баян) или несоседних (кот — 
ток) букв [например, Andrews 1996]. В проведенном нами эксперименте в ка-
честве стимулов были использованы пары соседей с заменой одной буквы. При 
этом, в отличие от всех прочих аналогичных ресурсов, все расчеты в базе сде-
ланы как для лемм (начальных форм), так и для словоформ1, и мы воспользова-
лись этим преимуществом в нашем эксперименте.
Так как исследований, в которых задействованы слова-соседи, очень 
много, ниже мы остановимся только на нескольких вопросах, имеющих непо-
средственное отношение к нашей работе. Большая часть экспериментов в этой 
области использует методику принятия лексического решения с праймингом. 
Испытуемый должен как можно быстрее определить, является ли предъявлен-
ная ему на экране компьютера цепочка букв реальным словом или нет. При 
этом перед стимульной последовательностью на небольшой промежуток вре-
мени показывается другая последовательность (прайм). Например, если прайм 
совпадает с целевым словом, последнее распознается значимо быстрее, чем 
в контрольном условии (где стимул и прайм никак не связаны) [Acha, Carreiras 
2014]. Это называется эффектом прайминга. Он связан с тем, что ключевое 
слово уже было активировано в ментальном лексиконе, и активировать его по-
вторно занимает меньше времени.
Если прайм является соседом целевого слова, результат зависит от со-
отношения их частотности. В ряде работ было показано, что более частотные 
праймы замедляют обработку целевых слов по сравнению с контрольным ус-
ловием, то есть наблюдается отрицательный прайминг-эффект [Davis, Lupker 
2006; Duñabeitia et al. 2009; Segui, Grainger 1990]. Это связывают с тем, что в про-
цессе восприятия прайма активируются близкие по написанию слова, а затем 
все варианты, кроме избранного, подавляются, что и приводит к замедлению. 
При этом для праймов, которые менее частотны, чем ключевые слова, значимых 
эффектов выявлено не было. Это может объясняться тем, что для более частот-
ных слов менее заметен эффект подавления. Наконец, если праймом является 
квазислово, обработка целевого слова ускоряется. Предполагается, что в этом 
случае близкие по написанию слова активируются, но не подавляются. Учиты-
вая некоторую неопределенность в этом вопросе, мы включили в наш экспери-
мент пары праймов и целевых слов с разным соотношением частотности.
Второй вопрос, который не был разрешен в предыдущих работах, каса-
ется места перестановки. Многочисленные исследования свидетельствуют 
об особой роли первой и последней буквы в слове: например, они распознаются 
1 Для каждой группы слов-соседей подсчитано количество входящих в нее слов, их сум-
марная частотность и некоторые другие характеристики. Кроме того, база дает воз-
можность одновременно учитывать целый ряд других параметров (длину, слоговую 
структуру, грамматические характеристики и многое другое).
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значимо быстрее, чем буквы, находящиеся в середине [Bouma 1973; Gomez et al. 
2008; Johnson et al. 2007; Tydgat, Grainger 2009]. Основываясь на этом, можно 
предположить, что место замены будет оказывать влияние на эффекты, связан-
ные с соседством. Однако пока эта гипотеза не проверялась. В работе [Grainger 
1988] сравнивались слова-соседи с заменой первой и последней буквы, и раз-
ница между ними оказались незначимой. Однако Дж. Грейнджер и Х. Сеги 
[Grainger, Segui 1990] обращают внимание на то, что в этом эксперименте были 
использованы достаточно короткие слова, и предполагают, что при использо-
вании более длинных слов могут обнаружиться различия как между этими 
двумя группами, так и между ними и соседями с заменой букв в середине 
слова. В проведенном нами эксперименте мы обращаемся к этому вопросу.
Наконец, эксперименты с использованием слов-соседей затрагивают це-
лый ряд важных вопросов, не связанных непосредственно с распознаванием 
графического облика слова. Один из таких вопросов — проблема морфологи-
ческого анализа при восприятии. Существующие модели рассматривают как 
словоформы [например, McClelland, Patterson 2002; Marslen-Wilson, Tyler 1997; 
Pinker 1991, 1999; Rumelhart, McClelland 1986; Ullman 2004], так и производные 
слова [Baayen et al. 1997; Pollatsek et al. 2000; Seidenberg, McClelland 1989; Taft, 
Forster 1975; Taft 2004 и др.] и ставят вопрос о том, хранится ли в ментальном 
лексиконе сложное слово или форма целиком или же содержащиеся в ней мор-
фемы (в некоторых моделях реализованы обе опции).
Исследования с использованием слов-соседей проводятся прежде всего 
на материале соседей с перестановкой и основываются на предположении, что, 
если морфологический анализ начинается на самом раннем этапе, параллельно 
с распознаванием графического облика слова, связанные с соседством прай-
минг-эффекты будут значительно меньше или исчезнут наблюдаться в тех слу-
чаях, когда перестановка происходит на стыке морфем. Почти все существую-
щие исследования сфокусированы на словообразовании [Beyersmann et al. 2013; 
Christianson et al. 2005; Duñabeitia et al. 2007; Masserang, Pollatsek 2012; Perea, Car-
reiras 2006; Rueckl, Rimzhim 2011; Sánchez-Gutiérrez, Rastle 2013]. Полученные 
результаты противоречивы: в одних исследованиях не было обнаружено прай-
минг-эффекта в условии с перестановкой букв на стыке морфем, в других прай-
минг-эффект наблюдался независимо от условия. Такое же противоречие на-
блюдается в работах, в которых рассматривается словоизменение (перестановки 
на стыке основы и окончания). Пока их всего две [Luke, Christianson 2013; Zargar, 
Witzel, 2016], поэтому очевидно, что необходимы дальнейшие исследования.
Мы обращаемся к этой задаче в нашем эксперименте, используя в качестве 
стимулов пары словоформ-соседей, где либо обе формы являются начальными, 
либо прайм стоит в форме косвенного падежа. Если процесс морфологического 
анализа при восприятии имеет место и начинается очень рано, мы можем ожи-
дать связанные с соседством прайминг-эффекты в первом случае, но не во вто-
ром. Более того, в нашем эксперименте этот вопрос впервые рассматривается 
на материале соседей с заменой, а не с перестановкой.
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2. Экспериментальное исследование
В эксперименте была использована методика принятия лексического ре-
шения с праймингом, описанная во введении. В качестве стимулов выступали 
пары словоформ-соседей с заменой одной буквы, подобранные с манипуляцией 
трех упомянутых выше параметров:
•	 место перестановки: конец слова (например, казак — казан) или середина 
слова (например, пикет — пакет);
•	 соотношение частотностей прайма и целевого слова: либо прайм частот-
нее, чем целевое слово (ключ, 32,32 — клюв, 6,6), либо наоборот (грот, 1,2 — 
гром, 17,5);
•	 морфологический статус прайма: прайм — существительное в начальной 
форме (голод — голос) или в форме косвенного падежа (ритма — рифма).
В проведении эксперимента участвовала студентка СПбГУ Анастасия 
Петрова.
2.1. Метод
В эксперименте приняли участие 30 носителей русского языка в возрасте 
от 19 до 24 лет.
Используя базу данных StimulStat, мы отобрали стимульный материал: 64 су-
ществительных, которые имеют соседа с заменой одной буквы в неначальной пози-
ции. Средняя длина целевого слова — 4,7 буквы (диапазон: 4–7 букв), средняя ча-
стотность леммы — 55,7 на миллион (диапазон: 0,6–484,8 на миллион), а средняя 
частотность словоформы — 19,6 на миллион (диапазон: 0,17–155,3 на миллион). 
Отобранные пары целевых слов и праймов-соседей распределялись по восьми 
группам, представленным в Таблице 1 (по восемь пар на группу).







прайма и цели Пример
1a середина слова начальная прайм частотней народ — наряд
1b середина слова начальная цель частотней пикет — пакет
2a середина слова косвенная прайм частотней тюрем — терем
2b середина слова косвенная цель частотней призов — призыв
3a конец слова начальная прайм частотней ключ — клюв
3b конец слова начальная цель частотней грот — гром
4a конец слова косвенная прайм частотней зону — зонт
4b конец слова косвенная цель частотней меток — метод
2 Частотность указывается в количестве употреблений на миллион согласно словарю 
[Lyashevskaya O. N., Sharov 2009]. Здесь приведены частотности лемм, но при подборе 
стимулов учитывалась также частотность форм (согласно проекту «Частотная грам-
матика русского языка» [Lyashevskaya 2013].
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Чтобы подобрать праймы для контрольного условия, а также квазислова 
и праймы для них, для каждого уже отобранного нами прайма мы нашли по две 
словоформы, совпадающих с ним по длине и слоговой структуре и близких по ча-
стотности, но не обладающих орфографическим сходством с ним. На основании 
одной из этих словоформ создавалось квазислово3. Пример приведен в Таблице 2.
таблица 2. Пример набора целевых стимулов и праймов
Целевое 
слово
Прайм 1  
(эксп. условие для 
целевого слова)
Прайм 2  
(контр. условие 


















Стимулы были распределены по двум экспериментальным протоколам. 
В первом протоколе целевое слово из первого набора предъявлялось после 
прайма 1 (т. е. в условии соседства), а квазислово — после прайма 2 (т. е. в кон-
трольном условии). Целевое слово из второго набора предъявлялось после 
прайма 2 (в контрольном условии), а квазислово — после прайма 3 (в условии 
соседства) и т. д. Во втором протоколе условия были распределены зеркально. 
Каждый испытуемый проходил только один протокол.
Эксперимент проводился на персональном компьютере с использова-
нием программы PsyScope [Cohen et al. 1993]. Сперва на экране предъявлялась 
инструкция:
«Уважаемый участник! Положите указательный палец правой руки на кла-
вишу „J“ и указательный палец левой руки на клавишу „F“. Перед Вами на экране 
будет появляться знак „*“, цепочка букв и затем другая цепочка букв. Ваша за-
дача: как можно быстрее определить, является ли вторая цепочка букв словом 
русского языка. Если это слово, нажмите правую кнопку. Если это не слово, на-
жмите левую кнопку»4.
Затем испытуемым предъявлялись восемь тренировочных пар стимулов. 
После этого у них была возможность задать уточняющие вопросы. Далее следо-
вал основной блок стимулов: 108 пар «прайм — целевое слово или квазислово».
Сперва испытуемый видел в центре экрана звездочку (точку фиксации). 
Временной интервал случайным образом выбирался из 1000, 1100, 1200, 1300, 
1400 и 1500 мс. Это не позволяло испытуемым сформировать ожидания отно-
сительно того, когда появится прайм. Затем в центре экрана на 200 мс предъ-
являлся прайм. Он на 200 мс сменялся пустым экраном, после чего появлялся 
целевой стимул. Если испытуемый не нажимал на клавишу в течение 500 мс, 
3 Иначе испытуемые заметили бы, что сходство наблюдается только в парах с реаль-
ными словами.
4 Половина испытуемых, проходивших каждый протокол, видела такую инструкцию, 
другая половина должна была нажимать на левую кнопку, если видит слово.
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целевой стимул сменялся пустым экраном. Это было сделано для того, чтобы 
испытуемые отвечали быстрее. Если испытуемый не отвечал в течение после-
дующих 1500 мс, на экране снова проявлялась звездочка, а затем — следующие 
прайм и стимул.
2.2. Результаты
В ходе эксперимента было сделано 3840 измерений времени реакции. 
Из них мы исключили 189 случаев (5%), где испытуемые дали неверный ответ. 
Ни один из участников не ошибался более чем в 15% случаев. Затем, как при-
нято в такого рода исследованиях, мы удалили слишком быстрые (менее 100 мс) 
и слишком медленные (более 1500 мс) реакции, всего 109 случаев (3% от общего 
количества). Средние значения времени реакции для экспериментальных усло-
вий в различных группах, а также размер эффекта прайминга (разница между 
условием соседства и контрольным условием) даны в Таблице 3.












1a  «середина, нач. форма, 
прайм > цели»
слово 760,6 799,2 −38,6
1b  «середина, нач. форма, 
прайм < цели»
слово 681,9 673,6 8,3
2a  «середина, косв. форма, 
прайм > цели»
слово 758,1 769,7 −11,6
2b  «середина, косв. форма, 
прайм < цели»
слово 729,6 703,5 26,1
3a  «конец, нач. форма, прайм 
> цели»
слово 779,6 831,9 −52,3
3b  «конец, нач. форма, прайм 
< цели»
слово 703,8 634,6 69,2
4a  «конец, косв. форма, прайм 
> цели»
слово 718,0 722,3 −4,3
4b  «конец, косв. форма, 
прайм < цели»
слово 703,2 691,0 12,3
1a квазислово 765,6 779,2 −13,6
1b квазислово 769,4 784,0 −14,7
2a квазислово 745,6 748,4 −2,8
2b квазислово 769,1 732,6 36,5
3a квазислово 732,2 747,2 −15,1
3b квазислово 772,0 763,5 8,5
4a квазислово 755,7 757,2 −1,5
4b квазислово 805,5 802,5 3,0
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Чтобы установить, какие различия между условиями являются статисти-
чески значимыми, в программном пакете SPSS был проведен дисперсионный 
анализ с повторными измерениями (RM ANOVA). Сперва мы сравнили ответы 
в контрольном условии и в условии соседства внутри каждой группы. Значимая 
разница была обнаружена только для группы 3b, включающей стимулы-слова, 
где праймы являлись начальными формами и были менее частотны, чем целе-
вое слово, а замена затрагивала последнюю букву (F(1, 230) = 10,02, p = 0,002). 
Различия в остальных группах оказались незначимыми (для всех сравнений 
здесь и далее, p > 0,05). Таким образом, можно предварительно сказать, что все 
исследуемые факторы играют роль для эффекта прайминга, связанного с нали-
чием орфографических соседей с заменой одной буквы.
Затем мы взяли все реакции на стимулы-слова и протестировали значи-
мость четырех факторов: позиции перестановки, формы прайма, соотноше-
ния частотности прайма и целевого слова, а также условия предъявления (ус-
ловие соседства или контрольное). Прежде всего, значимым оказался фактор 
частотности (F(1, 1743) = 60,79, p < 0,001). Это ожидаемый результат, так как 
частотность целевых слов в группах 1a, 2а, 3а и 4а была существенно выше, чем 
в группах 1b, 2b, 3b и 4b (средняя частотность лемм: 6,3 и 105,2 соответственно, 
средняя частотность форм: 2,2 и 37,0, средняя частотность лемм праймов: 
95,5 и 11,9, средняя частотность форм праймов: 26,8 и 3,2).
Другие факторы не были значимыми, поэтому перейдем к их взаимодей-
ствиям. В первую очередь нас интересуют взаимодействия с фактором усло-
вия: они будут свидетельствовать о том, как другие факторы влияют на эффект 
прайминга. Значимости достигло взаимодействие факторов условия и частот-
ности (F(1, 1743) = 7,88, p = 0,005) и фактора условия и места перестановки 
((F(1, 1743) = 4,12, p = 0,043). Это отражает тот факт, что в условиях, где прайм 
частотней целевого слова, время реакции в условии соседства в среднем больше, 
чем в контрольном, а в условиях, где целевое слово частотней прайма, наблю-
дается обратная картина, а также тот факт, что эффект прайминга более ярко 
выражен в условиях, где заменяется последняя буква, а не буква в середине.
Кроме того, значимым оказалось взаимодействие частотности и формы 
прайма (F(1, 1743) = 18,03, p < 0,001). Можно заметить, что в условиях, где 
прайм был неначальной формой, разница между группами с более частотными 
и менее частотными стимулами меньше, чем в тех условиях, где прайм был на-
чальной формой. Другие взаимодействия значимости не достигли.
3. Заключение
Результаты проведенного нами эксперимента проливают свет на целый ряд 
проблем, связанных с лексическим доступом. В предыдущих исследованиях, 
посвященных праймингу со словами-соседями, был обнаружен отрицательный 
прайминг-эффект, если прайм частотней целевого слова, и никаких значимых 
эффектов в обратной ситуации. В нашем исследовании также наблюдается тен-
денция читать целевое слово дольше, чем в контрольном условии, если прайм-
сосед частотней, однако она не достигает статистической значимости. При этом 
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в одном из условий, где прайм-сосед менее частотен, чем целевое слово, впервые 
был обнаружен значимый положительный прайминг-эффект. И в целом взаи-
модействие фактора условия и фактора соотношения частотности оказалось 
статистически значимым. Это указывает на то, что подавление кандидатов, ак-
тивированных и затем отвергнутых в процессе лексического доступа, может за-
висеть от соотношения частотностей этих кандидатов и целевого слова.
Роль места замены практически не исследована в существующей литературе. 
При этом ряд экспериментов, в которых перед участниками ставились другие за-
дачи, прежде всего, поиск буквы в слове, указывает на особую роль первой и послед-
ней позиции. Однако полученные нами данные свидетельствуют о том, что делать 
на этом основании выводы об отборе слов-кандидатов в процессе лексического 
доступа, возможно, преждевременно. Замена буквы в конце слова оказалась в на-
шем эксперименте менее заметной, чем замена в середине (иначе говоря, праймы 
с заменой в конце воспринимались как более похожие на целевые слова, за счет 
чего прайминг-эффект был больше). Наконец, то, что в условии со значимым эф-
фектом прайминга праймы предъявлялись в начальной форме, а не в форме кос-
венного падежа, свидетельствует о том, что морфологическая декомпозиция форм 
существительных не только имеет место, но и происходит на очень раннем этапе, 
параллельно с распознаванием графического облика слова.
В заключение заметим, что, эксперименты, в которых используются слова-
соседи, многочисленны, но проводятся на небольшом числе языков. Это во мно-
гом связано с тем, что для подбора стимулов необходимы специализированные 
лексические базы данных. Теперь, когда подобная база создана для русского 
языка, такие эксперименты возможно проводить и на русском, и, как показывает 
проведенное нами исследование, они могут существенно дополнить общую кар-
тину. Отметим также, что эффекты соседства проявляются не только при чте-
нии, но и при написании слов, влияя на количество и характер опечаток [Roux, 
Bonin 2009], поэтому полученные результаты имеют и практическое значение.
Исследование выполнено при поддержке гранта РНФ №16-18-02071.
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