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（２） 情報システムが出力するメッセージ/ログ情報をストリーム DB を利用してリアル
タイム分析することでリソース不足の予兆検知を行う手法に関する研究， 
（３） システム運用管理の観点でのデータセンタの省電力化に関する研究． 
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図 1-1 ITIL におけるアプリケーションライフサイクル 
 







を集めたフレームワークである ITIL（Information Technology Infrastructure Library）(1)では，
情報システムのアプリケーションのライフサイクルを「要件」，「設計」，「構築」，「配備」，













イクル全体での ROI（Return on Investment）向上にとって重要である．経済産業省が発行
している「情報処理実態調査報告書」の 2008 年版(4)によると，企業における情報処理投資
の内，既存システムの運用保守にかかる費用が約 7 割を占めており，新規のシステム開発







として提供する IaaS（Infrastructure as a Service）や PaaS（Platform as a Service）を利用する
ケースや，自社の競争優位の源泉とならないコアでない業務については，業務アプリケー











情報システムの運用自動化については， 2003 年頃から IBM 社の ”Autonomic 
Computing”

























                                                   
1 IBM Tivoli Software ホームページ: http://www-01.ibm.com/software/tivoli/ 
2 日立 JP1 ホームページ: http://www.hitachi.co.jp/Prod/comp/soft1/jp1/ 
3 富士通 Systemwalker ホームページ: http://systemwalker.fujitsu.com/jp/ 



















な流れを受けて，標準化団体 OASIS（Organization for the Advancement of Structured 
Information Standards）内に 2010 年 2 月に設立された SAF（Symptoms Automation Framework） 









な一般向けの Web サービスを対象に必要な IT リソース量を，想定される負荷条件，業務
                                                   




















































図 1-2 本研究のアプローチ 





























して注目されているストリーム DB を適用する手法を提案する．さらにストリーム DB を
大規模に適用する場合に課題となるストリーム DB のメモリ消費量削減のための解決方法
として，CQL 設計方針を提案する．提案した CQL 設計方針を強制することと，CQL 作成・
修正の効率向上を目的として CQL 自動生成方式を提案する．提案方法に基くプロトタイプ
を実装し実際のデータセンタでのメッセージ分析に適用し，提案手法の有効性を示す．  








消費量削減の観点から，適切な CQL の設計指針を示す． 































ロジェクトでの検討の結果をベースとした運用手項のモデルを示す．2.3 節で 4 つの実際の
情報システムの運用手項書の分析に基くパターンを示す．運用手項のパターンを記述する





































































運用手項のパターン抽出のため，表 2-1 に示す 4 つの情報システムの運用手項書を分析
し運用手項を整理した． 
 12 
表 2-1 分析対象システム 
 システム概要 システム規模 手項数 
事例 1 Web による商品販売 
Web サーバ 14 台，AP サーバ 4 台，





Web サーバ 3 台，DB サーバ 2 台 17 
事例 3 
J2EE サーバを利用し








事例 1 と事例 2 は実際にインタネット上で一般向けにサービスを提供中のシステムの運
用手項書を分析対象としている．事例 3 と事例 4 は実際に稼動しているシステムではなく，
J2EE（Java 2 Enterprise Edition）アプリケーションサーバあるいは電子帳票ワークフロー製
品を利用して情報システムを構築する際に，製品が提供する機能を有効活用するための運
用管理ベストプラクティスをまとめたモデル運用管理手項書を分析対象としている． 
































































という属性を追加し，以下の 6 つの属性で運用手項のパターンを記述する． 























































図 2-2 パターン 1：定期的定形運用 
表 2-2 運用手項パターン 
大分類 小分類 パターン番号 
定期的定形運用 － パターン 1 
不定期定形運用 
状態確認なし パターン 2－1 
状態確認あり パターン 2－2 
注意喚起 
状態確認なし パターン 3－1 
状態確認あり パターン 3－2 







































図 2-3 パターン 2：不定期定形運用 
あるいはオペレータの能動的操作によりアクションが実行される． 




































自動化に関する考察：パターン 2－1 の条件に加え，状態確認の自動化が条件となる． 
 


















































表 2-3 運用手項パターンと運用目的の関係 
通常運用 保守運用 障害運用
パターン１ 5 0 0 1 6 0 0 0 0 0 0 0 0 0 0
パターン２－１ 0 2 2 9 13 0 8 7 24 39 0 0 0 0 0
パターン２－２ 0 0 7 0 7 10 0 1 1 12 0 0 0 0 0
パターン３－１ 0 0 0 0 0 0 0 0 0 0 6 3 1 0 10
パターン３－２ 0 0 0 1 1 0 0 1 7 8 0 1 0 0 1
















































 表 2-1 に掲げた事例の手項に対して，上記の運用目的と運用手項パターンとの関係を分
析した結果を表 2-3 に示す．2.3.5 節に示した各パターンの「運用目的」属性は，この分析
の結果をもとに記述している． 























 パターン 3－1 は，自動化可能である．ただし「アクション」が「注意喚起」であるため，
具体的な対処が必要な場合にはオペレータ介入が必要となりそこの部分は自動化できない．
その部分まで含めた自動化を行うには，具体的対処の「アクション」を自動化し，パター
ン 4 の運用手項にする必要がある． 
 パターン 3－2 は，「イベント検知」が「能動的オペレータ操作」の場合には，自動化す
るためには，「イベント監視」に変更する必要がある．「状態確認」及び「判断」の作業単
位もオペレータの介入なしに自動化できる必要がある．「アクション」については，パター























































































現方式には，独自のルール言語を用いるもの，CEP を実現するための API を提供するもの
などさまざまあるが，本研究においては CEP 技術の一つであるストリーム DB の適用を検
討する．ストリーム DB を選択した理由は，CEP 処理の記述に，産業界で広く普及してい
る RDB（Relational Database）に対するデータベース問合わせ言語である SQL（Structured  




ストリーム DB は，CEP 技術の一つであり，近年注目され活発に研究が進められている．
ストリームは，発生項に追加される無限に続く時系列データ系列である．ストリームから
一定の条件に基づいて有限個数のデータ系列を抽出した結果は RDB におけるテーブルと
みなすことができる．ストリーム DB では，この有限個数のデータ系列に対して， CQL
によって問合わせを行う．ストリーム DB の適用事例として，ネットワーク監視に適用し
た AT&T ベル研の Gigascope などの事例が報告されている(59)．また，ストリーム DB をネ
ットワーク監視や，ネットオークションの状況監視に適用する場合の CQL の例が Stanford 




理者が自ら CQL を記述することは困難である．特に，ストリーム DB は問合わせの処理を
リアルタイムで行うためにメモリ上で全ての処理を行う実装方式を採っており，性能を確
保するためにはメモリ使用量を考慮した CQL の設計が必要である． 
そこで，上記の課題を解決するために，ストリーム DB を適用することで専用のソフト
ウェアの開発を不要とするメッセージ分析方式を提案する．さらに，性能を意識した CQL
の設計方法と, それに基づく CQL の自動生成方式を提案する． 
本章の構成は，以下のとおりである．まず，3.2 節で現状のメッセージ分析ツールの問題
点を述べる．3.3 節で 3.2 節の問題点を解決するためにストリーム DB の適用を提案する．
3.4 節でストリーム DB を適用する上での課題であるメモリ使用量削減のための，CQL 設
計方針及び設計方針に基く CQL を生成するための生成方式について述べる．3.5 節で提案
方式を実際に大規模データセンタで適用した実験により，提案方式の効果を検証する． 
                                                   






















図 3-1 現状のメッセージ分析ツールの概要 
3.2 情報システム運用におけるメッセージ分析の現状 

















表 3-1 分析パターンとルールに占める割合 
頄番 分析パターン 構成比 
1 特定メッセージの発行 70% 
2 指定された時間内に指定された複数回を超える同一メッセージ発行  25% 
3 指定された時間内に予め決められている全てのメッセージの発行 4% 














ジ数は 1 時間あたり約 5,000 メッセージ，分析対象となる分析パターンは 7 パターンであ
り，データベースに登録されている分析ルールは約 1,000 個である．分析パターンのうち
登録されている分析ルールの数が多い上位 3 つと分析ルール数の割合を表 3-1 に示す． 
 
3.2.2 現状のメッセージ分析方式の課題 



























































































図 3-3 RDB と比較したストリーム DB の概要 
するのに適した技術として近年注目されているストリーム DB 技術を適用する方式を 3.3
節で提案する． 
 
3.3 ストリーム DB を適用したメッセージ分析方式 
3.3.1 ストリーム DB の概要   
ストリームは，発生項に追加される時系列データ系列として定義され，仮想的に無限の
長さを持つ．メッセージ分析の対象となるメッセージ情報のストリームは，図 3-2 に示す





(msgID INT, // message ID
msgTIME TIMESTAMP, // time of message issuance
srcID INT, // ID of message source
msgBody VARCHR(100)); //   message body
 





DB では，この有限データ系列に対して RDB における SQL と類似の構文とセマンティク
スを持つ問合わせ言語 CQL によって問合わせを行う．RDB では，SQL による問合わせの




ない．ストリーム DB の処理系をストリーム DB エンジンと呼ぶ．ストリーム DB は，時
系列データをリアルタイムに処理することを特色としており，性能確保のためにストリー
ム DB エンジンの処理は全てインメモリで処理されるのが普通である． 
  ストリーム DB 技術は，2000 年頃から米国を中心に研究が始まり，最近ではリアルタイ
ム性確保のための QoS（Quality of Service）に関する研究(60)も行われている．日本において
も活発に研究が進められている(61) (62)(63)(64)．商用の製品のストリーム DB エンジンとして，
（株）日立製作所が uCosminexsus Stream Data Platform(65)を, Oracle 社が Oracle Fusion 
Middleware の CEP コンポーネント(66)の一部として販売している． 
 






作成の課題も解決できる．さらに，運用中に CQL を追加・変更可能なストリーム DB の実
装が存在し，それを用いることで現状のルールメンテナンス運用上の問題を回避すること
ができる． 
ストリーム DB を適用したメッセージ分析システムの概要を図 3-4 に示す．図 3-1 のメ
ッセージ分析ツールと分析ルールの部分が図 3-4 で置き換えられることになる．分析シス
テムは，分析を実行するための CQL 及び分析に必要な付加情報を生成する CQL 生成ツー
ルと，CQL 生成ツールによって生成された CQL と付加情報を用いてメッセージ分析を行





























図 3-4 ストリーム DB を適用したメッセージ分析システム概要 
CQL 生成ツールは表 3-1 に示した分析パターンの種別及び分析パターン種別ごとに必要
となるパラメタ情報を入力とし，予め用意されている CQL のテンプレートにパラメタ情報
を埋め込んで分析を実行するための CQL 及び付加的な情報を生成する． 
生成する CQL 及び付加的な情報と生成ツールについては，3.4 節で詳細に説明する． 
CQL を用いて実際にメッセージ分析を行う部分は，データ送信アプリケーション，スト
リーム DB エンジン，結果利用アプリケーションの 3 つの部分から構成される．ストリー
ム DB エンジンは，CQL を実行する汎用のストリーム DB である．データ送信アプリケー







3.3.3 メッセージ分析へのストリーム DB 適用の課題  






ぼ比例する．例えば，3.5 節の実証実験で使用したストリーム DB エンジンでは，CQL を
１つ登録すると約 2MB のメモリを消費する．3.2.1 節でヒアリング調査した大規模データ
センタでメッセージ分析ツールに登録されている分析ルールは約 1,000 個ある．分析ルー
ルが複雑な場合には，1 つの分析ルールに相当する処理を行うために 10 個程度の CQL を











える CQL の自動生成ツールが必要となる． 
 
3.4 メモリ使用量を意識した CQL の設計方針と自動生成方
式 
3.4.1 メモリ使用量を意識した CQL 設計方針  
 3.3.3 節で述べた課題に対応するための CQL の設計方針について，CQL の例を示し説明
する． 
まず，表 3-１の頄番 1 の特定のメッセージが発行されたことを分析するパターンを考え
る．単純に考えるとこのパターンは，図 3-5 に示す CQL で分析するのが自然である．しか
し，この方法では CQL 中に分析対象メッセージの情報を記述しているため，分析対象メッ













メッセージ ID のリストは，図 3-2 の CQL 生成ツールが CQL 以外に生成する「分析のため
の付加情報」の１つの例である． 
Definition of stream which holds list of message ID’s to be analyzed.
register stream MessageList
(msgID INT );
CQL to check issued messages against list above.
register query Q1 istream (SELECT
M1.msgID AS msgID, M1.msgTIME AS mstTIME,
M1.srcID AS srcID, M1.msgBODY AS msgBODY
FROM Message[ROWS 1] AS M1,
MessageList[NOW] AS M2
WHERE M1.msgID = M2.msgID );
 
図 3-6 特定のメッセージ種別のメッセージを検知するための改良された CQL 
Let X be specifed message type ID,
register query Q1 istream (SELECT *
FROM Message[ROWS 1] AS M WHERE M.msgID = X);
 
図 3-5 特定のメッセージ種別のメッセージ発行を検知するための単純な CQL 
 35 
Let X be specifed interval (in minute) and Y be specified threshold
of number of issuance of the message,
register query Q2 istream
(SELECT M.msgID AS msgID, M.srcID AS srcID,
COUNT(*) AS cnt
FROM Message[RANGE X MINUTE] AS M
GROUP BY M.msgID, M.srcID );
register query Q3 istream
(SELECT msgID, srcID
FROM Q1[NOW]




図 3-5 の方式と図 3-6 の方式のメモリ使用量を 3.2.1 節で述べた大規模データセンタでの
例で試算する．適用実験に使用したストリーム DB エンジンでは CQL１つ当たり約 2MB
のメモリを使用する．図 3-5 の方式では約 700 個の分析ルール毎に別の CQL が必要となる
ため，メモリ使用量は約 1.4GB である．図 3-6 の方式では 1 つの CQL で処理できるためメ
モリ使用量は 2MB となる．従って，図 3-5 の方式と図 3-6 の方式では，メモリ使用量は約
700 倍の差となる． 
図 3-5 の方式と図 3-6 の方式の計算量を比較する．分析対象メッセージ ID の数を n（3.2.1
節で述べた大規模データセンタでの例では，n=700）とする．図 3-5 の方式では計算量は n
に比例する．図 3-6 の方式は, 図 3-4 の方式と比較すると join 演算を含む複雑な検索条件と
なるが，ストリーム DB エンジンが nested-loops join アルゴリズム(67)を適用し, join 対象カ
ラムがインデックス付けされる場合には計算量は log n のオーダとなる．計算量の比較に
おいても，図 3-6 の方式がスケーラビリティの観点で優れている． 
表 3-1 の頄番 2 の分析パターンについても，単純に考えると CQL 中に分析対象メッセー
ジ ID を指定するのが自然であるが，スケーラビリティの点では頄番 1 の分析パターン同
様問題となる．頄番 1 の場合と同様に図 3-7 に示すようなメッセージ ID を明示的に指定し
ない CQL を使用するよう工夫することで，CQL の数の増加を抑止することができる． 
図 3-7 の Q2 のクエリは，X 分間に出力されたメッセージをメッセージ ID とメッセージ
発行元 ID で分類し，分類ごとの出現回数をカウントしその値を付加してストリームとし
て出力する．Q3 のクエリでは，出現回数が Y 回を越えているものだけを選択し，ストリ
ームとして出力する．メッセージ種別とメッセージ発行元を指定する CQL ではメッセージ
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種別数とメッセージ発行元数の積に比例するオーダの CQL が必要となる．図 3-7 に示した
CQL では時間と回数の条件が同一であればメッセージ種別とメッセージ発行元の組合せ
が異なっていても同一の CQL で分析が可能である． 
ここで表 3-1 に示されていない分析パターンを実現するケースを考えてみる．図 3-7 に
示す CQL は，条件を満たすメッセージを全て分析するが，特定のメッセージ ID を持つメ
ッセージだけを分析したい場合が考えられる．CQL の処理結果は，ストリームになるので，
図 3-7 の CQL の出力ストリームに対して，図 3-6 に示した CQL と同様の CQL を適用する
ことで実現できる．この場合も CQL の数は分析対象となるメッセージ種別の数に依存せず
一定である． 
さらに，別の分析パターンを考えてみる．図 3-6 に示した CQL は，分析対象とするメッ
セージのリストを用意しておくブラックリスト方式であるが，3.2.2 節（2）で課題として
挙げたように，逆に分析対象から除外するメッセージのリストを用意するホワイトリスト
方式を採りたい場合がある．この場合には，図 3-7 の CQL の出力ストリームに対して，図
3-8 に示すような CQL を適用することで実現できる．図 3-8 の CQL を元にしてストリーム
名称，フィールド名称を適切に変更することで，どのような場合のホワイトリスト方式に
も適用可能である．後述の 3.5 節の適用実験結果で示すように CQL の追加は，プログラム
ロジックの追加・変更と比較して小さいコストで実装できる．そのため，図 3-8 の方法が
「3.2.2 節（2）メッセージ分析ルール作成の課題」で挙げた課題の解決策となる． 
表 3-1 の頄番 3 の分析パターンは，図 3-9 に示す CQL で分析を行うことができる．この
CQL では一定時間内に出現することを分析するメッセージ種別の情報は図 3-6 の CQL と
同様に，ファイルに保存されている情報からストリームとして取り込む．この場合には，
分析対象のメッセージ種別の組合せごとに別のストリームを定義する必要があるため，分
分析対象のメッセージ種別の組合せごとに CQL を用意する必要がある． 














CQL to output stream when the issued message does not
appear in the list above,
register query Q1 istream (SELECT
M1.msgID AS msgID, M1.msgTIME AS msgTIME,
M1.srcID AS srcID, M1.msgBODY AS msgBODY
FROM Message[ROWS 1] AS M1,
MessageWhiteList[NOW] AS M2
WHERE M1.msgID = M2.msgID
union
Message[ROWS 1] );
Register query Q2 istream (SELECT
msgID, msgTIME, srcID, msgBODY, COUNT(*) as cnt  
FROM Q1[NOW]
GROUP BY msgID, msgTIME, srcID, msgBODY);
Register query Q3 istrem(SELECT
MsgID, msgTIME, srcID, msgBODY
FROM Q2[NOW]
WHERE cnt = 1 );
 
図 3-8 与えられたリストに存在しないメッセージの発行を検知するための CQL 
（設計方針 1）「メッセージ ID，メッセージ発行元 ID のように分析ルール毎に異なる情報
はCQLに指定せず，分析のための付加情報としてファイルに格納しCQLの共通化を図る．」 
が導かれる．図 3-6，図 3-7， 図 3-8，図 3-9 に示した CQL はいずれもこの設計方針に従
っている． 








Definition of stream which holds list of message ID’s to be anlyzed
whether all the messages in the list are issued or not.
register stream ExpectedMessageList
(msgID INT );
CQL to output stream when all the messages in the above
list are issued within specified interval. Let N be the size of
the list above and X be the specifed interval(in minute).
register query Q1 istream (SELECT
M1.msgID AS msgID, M1.msgTIME AS msgTIME,
M1.srcID AS srcID, M1.msgBODY AS msgBODY
FROM Message[RANGE X MINUTE] AS M1,
ExpectedMessageList[NOW] AS M2
WHERE M1.msgID = M2.msgID
);
Register query Q2 istream (SELECT
msgID, COUNT(*) as cnt
FROM Q1[NOW]
GROUP BY msgID);
Register query Q3 istrem(SELECT
MsgID
FROM Q2[NOW]
WHERE cnt = N );
 
図 3-9 指定された時間内に一定回数発行されたメッセージを検知する CQL の例 
 
 
























図 3-10 設計指針 2 の適用例 
 
3.4.2 設計方針の評価  
3.2.1 節で説明した大規模データセンタでは，分析ルールの数は約 1,000 であり，単純に
個々の分析ルールを CQL で実現する場合には，CQL を登録するだけで約 2GB のメモリを
消費する．本章で提案する CQL の設計指針 1 に従って CQL を作成する場合，全体の 70%
を占める表 1 の頄番 1 の分析ルールは単独の CQL で実現される．全体の 25%を占める表
１の頄番 2 の分析ルールは，時間及び回数の条件が同一であれば同じ CQL で実現される．
残りの 5%は，分析ルールと CQL は 1 対 1 である．表 1 の頄番 2 で同じ時間及び回数の条
件を持つ分析ルールは平均 10 個程度であるため，本節で提案する CQL 設計方針に基いて
作成した CQL を登録することによるメモリ使用量は， 
2 + 2×（250÷10）+50×2 = 152（MB）  
となり，単純な CQL 発行と比較し約 1/13 と，メモリ使用量を大きく低減できる．単純生

















3.4.3 CQL テンプレートと自動生成方式  
（設計方針 1）に従って CQL を生成する場合，図 3-6，図 3-7 の CQL 例からわかるよう







ルであり，分析を実行するための CQL ではないので，このような情報の再整理は CQL 自
動生成ツール側で行うべきである． 
これを実現するための CQL 自動生成方式を図 3-12 に示す．入力となる情報は，分析ル
ール単位で管理されており，分析ルール ID，分析パターン ID，対象メッセージ ID，対象
発行元 ID，時間条件，回数条件その他のデータから成る．3.3.2 節で説明したように分析
ルールがどのような情報を持つかは，分析パターンによって異なる．生成処理は，分析パ
ターン毎に，設計方針 1 及び設計方針 2 に従って設計されたテンプレートに分析ルールの
情報を適用して実行する．例えば，表 3-１の頄番 1 の分析パターンの場合には，図 3-6 の
CQL を生成するので，この分析パターンの全ての分析ルールの対象メッセージ ID の情報
は付加情報として生成され， CQL はテンプレートで用意したものがそのまま生成される．
表 3-1 の頄番 2 の分析パターンの場合には，この分析パターンの分析ルールは時間条件及
び回数条件で分類され，分類された単位毎に付加情報と CQL が生成される．この場合のテ








対象メッセージID 対象発行元ID 時間条件 回数条件 ・・・
0001 001 12345 65123
0002 001 23456 14142
0003 002 56789 17320 10 3
0004 002 10203 27182 10 3
0005 002 34567 22360 5 2

























図 3-12 設計方針に基く CQL 生成方式 
て表現したものとなる．表 3-1 の頄番 3 の分析パターンの場合には，図 3-9 に示した CQL
の最終行のNとストリーム名称であるExpectedMessageListの部分がテンプレート中の置換
する対象となる．図 3-9 の N の部分はそのストリーム名称で読み込む付加情報として生成
したデータの個数で，ExpectedMessageList の部分は，CQL 生成ツールが付与したストリー








CQL が生成済みであれば，生成済みの CQL の出力ストリームを入力としてホワイトリス








3.5 ストリーム DB によるメッセージ分析方式の適用実験 
3.5.1 適用実験環境と適用分析パターン 




実験環境は，CPU （Intel® Xeon® 5355 クワッドコア（2.6GHz）×2）, メモリ 2GB の
PC に VMWare® ESXTM 3.5 を用いた仮想環境上でゲスト OS として Windows® Server 2003 
R2 Enterprise Edition を動作させ，ストリーム DB エンジンとして，（株）日立製作所製の





















































3.5.1 節で述べたように適用実験では新たな分析パターンを適用しているが， CQL 記述
量は約 250 ステップであり，開発工数は約 1 人日である．既存の分析ツールに機能追加を
行う場合の追加処理の見積りは，Java 言語で約 1,000 ステップであり，開発工数の見積り























スに約 120 分掛かっているが，ストリーム DB を適用した実験環境の分析ルールのメンテ
ナンスは約 15 分で行うことができる．本番環境と実験環境という差はあるが，ストリーム
DB を適用するメッセージ分析システムでの分析ルールのメンテナンスの容易性を示して







いたが，ストリーム DB の適用により 30 秒で検知できるようになった．さらに，現行では
検知の時間も含めて約 20 分かかる発行元の特定が 1 分以内でできている．以上より，適用
実験の目的である迅速な対応に有効であることを確認した．従来方式と提案方式の比較を

























第 4 章 
リソース不足に起因する Web システム障































提案する．複数のログ情報を関連付けて解析する処理は，3.1 節で説明した CEP 技術の適用
分野である．3.1 節で説明したのと同じ理由で，本章でも時系列データの解析を行うことが
できるストリーム DB をリソース不足の予兆検知に使用する．  
本章の構成は，以下のとおりである．4.2 節で現状行われているキャパシティプラニング
の方法とその問題点を示す．4.3 節では，ストリーム DB を適用した障害予兆検知方式を提







































図 4-1 従来のキャパシティプラニング 
表 4-１キャパシティプラニングで用いるパラメータ例 
 種別 頄目 単位 
１ システム要件 最大同時ログイン数 人 
２ 1 ユーザの利用時間 分 
３ 1 ユーザのリクエスト回数 回 
４ 1 秒あたりの最大リクエスト数 件/秒 
５ 目標レスポンス時間 秒 
６ 内部保留時間 秒 
７ 参照業務割合 % 
８ 更新業務割合 % 
９ 業務の特徴 最大表示頄目数 件 
10 最大表示行数 件 
11 最大表示データ数 文字 
12 最大ユーザ入力情報量 文字 
13 最大ユーザ入力情報数 件 











で算出できる．この場合，想定される 1 秒あたりの最大リクエスト数をQ とするとき安全








（1） 同時アクセスリクエスト数が想定していた最大数Q を超えてしまう場合． 
（2） 式（4-1）の rが過小評価の場合． 


















































4.3 ストリーム DB 適用によるリアルタイム障害予兆検知 
4.3.1 ストリーム DB を利用したリアルタイム障害予兆検知システムの概要 





































     ‥‥‥‥‥‥‥‥‥‥‥‥‥‥‥（4-3） 
システム稼働中のリソース消費総量 mR （例えば，メモリ消費量，CPU 消費量など）と同
時アクセスリクエスト数 q をログ情報から取得することで，１リクエストあたりの実際の
リソース消費量 mr は式（4-4）となり，リアルタイムに CQL で計算できる値である． 
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    ‥‥‥‥‥‥‥‥‥‥‥‥‥‥‥ （4-5） 




































4.3.3 CQL 自動生成 
















 4.3.2 節の（3）についても平均，分散の計算を CQL の組み込み関数で行うことで（2）
の場合同様，入力ストリームの特定が行えれば CQL を生成することができる． 






































 ログ情報はストリーム DB を意識することなく，通常通りファイルに書き込まれるが，
ファイルへの書き込みを一定時間毎に監視しストリームに変換するファイルアダプタを利
用してストリーム DB への入力とする． 
各種存在するログファイルの種別毎にファイルアダプタを作成し，それぞれ個別の入力
ストリームとするやり方も考えられるが，この方式では必要となるファイルアダプタの数
と入力ストリームの数が増えるという欠点がある． 4.3.3 節で説明したように CQL の自動
生成において，キャパシティプラニング支援ツールだけでは決定できない情報は，各種の
ログデータを取り込むためのストリームの名称であり，この方法ではどのログデータを対


















































































図 4-5 設計基準値と実測基準値の乖離による障害予兆検知例 
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ョン数を とするとき，各トランザクションのリソース使用量を確率変数  （i = 1,‥,  ） で
表す．各  は互いに独立であり，平均 m，分散 σ
2の同じ分布に従うとしてよい．中心極限














基準値の数を n とするとき， 
   α
 
     
 
  
        α
 
     
 
  
  ‥‥‥‥‥‥（4-6） 
が成り立つ時に実測基準値の分布の平均は m と等しいと検定される． 
ただし， α
 
     は，自由度 n-1 の t 分布(76)の
α
 
パーセント点，  は実測基準値を x1, x2,
‥, xnとするとき， 
    
 
   
       
 
 




 この場合には，危険率 α%として， 
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 この場合には，危険率を α%として， 









α パーセント値，s2 は実測基準値の観測値の分散とする． 
































4.5.4 検定のための CQL のウィンドウサイズ  
4.5.2 節の議論の前提は，検定に使用する実測基準値の数 n が十分大きいことである．検
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定のための CQL では，n は CQL が問合わせ適用の対象とするデータ系列の数を規定する
ウィンドウサイズで与えられる．ストリーム DB はリアルタイム性能を確保するために全
ての処理がデータをメモリ上に展開するため，スケーラビリティ確保の観点でメモリ使用
量を小さく抑えることが重要である．4.5.5 節の実験で用いるストリーム DB エンジンでは，
入力ストリームの 1 つのデータのサイズを s, ウィンドウサイズを W とするとき，1 監視
対象システム当り 2s･W + 100KB のメモリをスライディングウィンドウで消費する．実験
で用いた入力ストリームでは，s は 1.25KB であるので，1 監視対象システム当り 2.5W+ 
100KB となる．実験で使用した CQL は 1 監視対象システム当り 7 個であり，CQL 登録に













 図 4-7 から図 4-9 に実験で使用したデータを示す．いずれも 10 秒に 1 回の間隔でログ情






図 4-8 は，異常なスパイクを含むトランザクション当りの CPU 利用率を示している．正



































































































 図 4-9 は，正常時のトランザクション当りの CPU 利用率を示している．この分布は，図
4-8 の正常時と同様の 0.1%を平均とする正規分布である． 
   
4.5.6 実験結果  
CQL のウィンドウサイズ（=W）と検定の危険率（=α）の値を変えた CQL を用意し実験
を行った．図 4-10 に CQL の例を示す．図 4-10 の CQL 例は，メモリ消費量についてウィ
ンドウサイズ 10 で，危険率 0.5%で片側検定する場合の CQL を示している．ここでウィン
ドウサイズの変更によって影響を受けるのは 3 つめの MOVING_AVG，5 つめの
TEMP2_VARIANCE の 2 つの CQL のウィンドウ指定の[ROWS 10]の 10 の部分である．又，
また，危険率を変更することによって影響するのは，7 つめの DECISION1 という CQL の
中で使われている 3.250 という値だけである．この値は，数表を用いて設定された危険率
から求めた値である．また，検定する対象となる設計基準値（この場合には 0.25MB）に
よって影響を受けるのも，やはり 7 つめの DECISION1 で使われている 0.25 という値だけ
である．ストリーム名称を除く CQL の他の部分は，検定方法が同じであれば不変なので，










register query Q_IN ISTREAM(
select * from STREAM_IN[NOW]
);
//1トランザクションあたりのメモリ使用量移動平均(W=10の場合)
register query MOVING_AVG ISTREAM(
select MAX(Q_IN.t) as t, 
AVG(Q_IN.one_memory) as one_memory from Q_IN[ROWS 10]
);
//検定式の左辺(1次計算－分散の算出)
register query TEMP1_VARIANCE ISTREAM(
select Q_IN.one_memory*Q_IN.one_memory/9 as one_memory from Q_IN[NOW]
);
//検定式の左辺(2次計算－分散の算出)
register query TEMP2_VARIANCE ISTREAM(




register query VARIANCE ISTREAM(




register query DECISION1 ISTREAM(
select MOVING_AVG.t as t, 0.5 as status from MOVING_AVG[NOW],VARIANCE[NOW]
where 3.250*3.250*VARIANCE.one_memory<10*(MOVING_AVG.one_memory-
0.25)*(MOVING_AVG.one_memory-0.25) and MOVING_AVG.one_memory > 0.25
);
 
図 4-10 実験で用いた CQL の例 
図 4-7 のデータに対して，異常発生から異常検知を行うまでの時間を計測した結果を表
4-2 に示す．この結果から W を大きくとることにより異常検知までの時間が短縮されるこ
とがわかる．また，α が大きいほど早期に異常を検知することがわかる． 
図 4-8 のデータに対して，それぞれ 3 つのスパイクを検知できるかどうかを実験により
確認した．最初のスパイクに対する検知の結果を表 4-3 に示す．2 つめのスパイクは，表










表 4-2 異常発生検知時間（単位, 分:秒） 
α W 
5 10 20 30 40 100 
0.100  16:20 07:10 05:50 06:10 05:06. 
0.050  20:00 08:50 07:00 06:50 06:50 
0.025  26:30 11:10 08:10 07:20 07:20 
0.010  35:30 13:10 10:00 08:10 08:10 
0.005  45:00 17:50 10:30 08:50 08:40 
 
表 4-3 スパイク発生検知 
α W 
5 8 9 10 20 30 40 100 500 
0.100 × × ○ ○ ○ ○ ○ ○ × 
0.050 × × ○ ○ ○ ○ ○ ○ × 
0.025 × × ○ ○ ○ ○ ○ ○ × 
0.010 × × ○ ○ ○ ○ ○ ○ × 
0.005 × × ○ ○ ○ ○ ○ ○ × 
 
表 4-4 誤報発生数 
α W 
20 21 22 23 24 25 26 27 28 29 30 40 100 
0.100 0 8 8 8 8 8 8 9 10 13 15 27 14 
0.050 0 0 0 0 0 0 0 0 0 0 0 1 0 
0.025 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.010 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.005 0 0 0 0 0 0 0 0 0 0 0 0 0 
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4.5.7 実験結果の考察  
表 4-2 から W を大きく, α を大きくとるほど異常事態発生の検知時間は短くなる．W は
40 程度以上では，検知時間はあまり変わらなくなる．4.5.4 節でのストリーム DB のメモリ
消費量に関する考察と合わせて考えると，W を 40 程度とするのが適当である． 
表 4-3 から W を 9 より大きくすれば大きなスパイクの検知ができる．また，逆に W=500
では検知できないことから，W を大きく取りすぎると，解析対象データが平均化されスパ
イクが逆に検知されなくなる．13:30 の最大のスパイク発生時点周辺の，CPU 使用率の移
動平均の状況を図 4-11 に示す．W=500 では，平均化されスパイク発生時点周辺でもほと





          
 
  ‥‥‥‥‥‥‥‥‥‥（4-12） 
が成立しないときに発生が検知される．W が小さいとき，すなわち t 分布の自由度が小さ
いときには，zα/2 の値は，大きな値となる．そのため，W の値はある程度の大きさが必要
である．今回の実験では，9 以上の値が必要ということなる． 




 上記のように，図 4-7 に示す異常と図 4-8 に示す異常のように，最適な W の値が異なる
場合がある．ストリーム DB のメモリ消費量を削減する観点では，同じ CQL で監視するこ
とで CQL の数を低く抑えることが望ましいが，高い精度が要求される場合には，検知する
異常のタイプ毎に別々の CQL を用意してもよい． 
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必要なストリーム DB エンジンの機能拡張の検討が今後の課題である． 
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「グリーン IT」には，2 つの異なった観点がある．一つは IT リソース自体のエネルギー消
費の減尐を目指す greening of IT(77) である．クラウドコンピューティングサービスを提供
する巨大なデータセンタにおいては，サーバ電力消費量の費用が深刻な問題となっている．
大規模データセンタにおいては，サーバのエネルギー消費と性能が比例するとの報告(784)
もある．このような状況により，greening of IT は IT ガバナンスにおいても重要な観点とな
っている(79)． 




渋滞を減尐させて燃料消費量を削減する，などが挙げられる．これは greening through IT(80)































5.2 システム運用管理とグリーン IT 
5.2.1 システム管理プロセスとツールの範囲  
 情報システムの管理に関するベストプラクティス集である ITIL では業務システムのラ
イフサイクルを「要件」，「設計」，「構築」，「展開」，「運用」，「最適化」の 6 つのステージ
で定義している．通常，ITIL で定義されている「運用」段階はアプリケーションのライフ








決定して，適切な制御ツールを呼び出す，の 3 種類に分類できる． 
 








技術が重要である．これを可能とするために IT 資源の分散管理を Web サービス技術を利











5.3 運用手順のパターンと CMS を前提とした運用手順記述 











る．一般に CI には，IT サービス，ハードウェア，ソフトウェア，建物，人材，お
よびプロセス文書や SLA などの正式文書が含まれる． 






含まれる．CMS は，構成管理によって維持され，すべての IT サービスマネジメント・
プロセスに使用される． 
 







的な運用手項記述形式は，記述要素を例えば XML（Extensible Markup Language）形式で表
現することになる．  
 本章で示す運用手項記述形式は運用の自動化を目的としたものであり，運用の自動化を
実現するためには，5.3.1 節に定義を示した ITIL の CMS の存在が必須であるため，これを
前提として考える． 
 構成アイテムの定義によると，運用手項自身も構成アイテムとして CMS で管理される
べきものである．CMS で管理されるためには，CMS 内で一意に識別できる識別子が必要
である．従って，運用手項形式はそれ自身の識別子を持つ必要がある． 




<Operation> ::= <Operation ID><Pattern ID><Operation-body>
<Operation-body> ::= <Event-Detection> <Action-body>
<Action-body] ::= <Condition-Check-list> <Judgment>
{ <Condition> <Action-list>}+ |
<Action-list>
<Condition-Check-list> ::= <Condition-Check> {<Condition-Check-list>}
<Action-list>  ::= {<Action>}
<Operation ID> ::= Operation : operation name
<Pattern ID> ::=  Pattern: pattern name
<Event-Detection> ::= Event: <Target> event detection description
<Condition-Check> ::= Condition: <Target> condition check description
<Judgment> ::= Judgment
<Condition> ::= When: check result description
<Action> ::= Action: <Target> action description
<Target> ::= Target: target description
 
図 5-1  運用手項記述形式の BNF 記法による表現 
きる．各作業単位の作業内容，作業の対象となる IT リソースの組み合わせで記述する．こ
こで，各作業単位の作業内容と，作業の対象となる IT リソースもやはり全て CMS で管理
され識別子を持つとする． 
















Pattern : Periodic Customary
Event : Target : timer at 11 p.m.  on business days
Action : Target : Server123 turn-off
Operation : wakeup
Pattern : Periodic Customary
Event : Target : timer at 6 a.m. on business days
Action : Target : Server123 turn-on
 






 この運用手項を，5.3 節に示した運用手項記述形式で記述した例を図 5-2 に示す． 



















Operation : scheduled maintenance
Pattern : Non-periodic Customary
Event : Target : timer at specified time during turned off period
Action : Target : Server123 turn-on
Action : Target : Server123 version up of applications
Action : Target : Server 123 turn-off
 
図 5-3  不定期定形運用の例 












 ユースケース 4 の運用手項を 5.3 節で示した運用手項記述形式で記述した例を図 5-3 に
示す． 
 
ユースケース 5: 電源オフ状態のクライアント PC を保守作業の直前に電源オンし，保守作
業終了後電源オフする．電源操作と保守作業はソフトウェア制御により遠隔実行する． 
 



















































図 5-4 ユースケース 6 の実行例 
ユースケース 6 は，ローリングアップグレード(86)と呼ばれる，業務やサービスを停止せ
ずに保守作業を実施するために使われる手法である． 業務の負荷に応じてサーバを縮退運
転する運用が前提となる．図 5-4 の 1.は保守作業を実施する前の状態であり，負荷が小さ
い状態で電源がオフとなっているサーバが存在している．図 5-4 の 2.は第 1 フェーズを示
しており，保守作業実施のために電源オフとなっているサーバに電源を投入し，保守作業
を実施する．図 5-4 の 3.は第 2 フェーズを示しており，保守作業が完了したサーバで業務
を実行するように構成変更を行い，これまで業務で使用していたサーバを保守作業できる










































Operation : Dynamic Workload Management -add servers
Pattern : Error Recovery
Event : Target : Workload-Sensor-for-the-system 
when the workload reaches over upper limit
Condition: Target: Server-pool availability of servers 
Judgment: 
When: Available 
Action : Target : Server-pool Provisioning of servers available
Action : Target : in-use-Servers-and-newly-added-servers
Reconfigure to utilize newly added servers
When: Not-available
Action : Target : System-Operator
Notify that workload exceeds the limit
Operation : Dynamic Workload Management-delete servers
Pattern : Error Recovery
Event : Target : Workload-Sensor-for-the-system 
when the workload reaches under lower limit




Action : Target : Servers-used-by-the-system
Reconfigure to reduce number of servers










































































表 5-1 ユースケースのまとめ 
パターン ユースケース 
定期的定常運用 ユースケース 1: スケジュールに従ったサーバの遠隔電源操作 
ユースケース 2: 警告メッセージ発行を伴うスケジュールに従った PC の
遠隔電源操作 
ユースケース 3: スケジュールに従った電源投入サーバ数の増減 
不定期定常運用 ユースケース 4: 保守作業実施のためのサーバの遠隔電源操作 
ユースケース 5: 保守作業実施のための PC の遠隔電源操作 
ユースケース 6: 電源投入サーバ数を減尐させるローリングアップデート 
注意喚起 ユースケース 7: オフィス内の省電力ポリシー適用監査の報告 
ユースケース 8: サーバルームの温湿度変化の報告 














DB サーバ: 5 
その他サーバ: 50 
サーバの電力消費量(kW/台) 
Web/アプリケーションサーバ: 0.3 kW 
DB サーバ: 0.7 kW 
その他サーバ: 30 kW 
オフピーク時の負荷 オフピーク時の負荷は通常時の 25%未満 
 
5.5 電力消費量削減評価と分析の例 
5.5.1 評価で用いる事例  
 大企業のコラボレーションツールシステムを事例として選択する．ユースケース 3 を適









は，ピーク値を 100 とする相対値を示す．図 5-7 から，このシステムの日本時間 22:00 か
ら 8:00 までの 10 時間の負荷は，ピーク時の 25%未満であることがわかる． 
オフピーク時にスケールイン・アウト可能なサーバの稼働台数を減らし，電源オフする
運用手項により，省電力運用を実施する場合を考える．この運用手項を 5.3 節で示した運
用手項記述形式で記述した例を図 5-8 に示す． 
 84 
 































































































Operation : Collaboration system management -add servers
Pattern : Periodic Compulsory
Event : Target : Timer 
at 8 a.m. on business day
Action : Target : Turned-off-servers
Turn on
Action : Target: Servers-for-this-system
Reconfigure to utilize turned on servers
Operation : Collaboration system management-delete servers
Pattern : Periodic Compulsory
Event : Target : Timer 
at 10 p.m. on business day
Action : Target : Servers-used-by-the-system
Reconfigure to reduce number of servers by 22
Action : Target : Removed-servers
Turn off 
 
図 5-8 評価に用いた運用管理手項 
 
5.5.2 評価結果と分析  
 情報システムの省エネルギー効率を算定する方法として，ライフサイクル全体を評価す










図 5-9 モデルケースのサーバ構成 
コラボレーションツールは論理的には典型的な Web3 階層アプリケーションである．し
かしながら，同一の物理サーバ上に Web サーバとアプリケーションサーバの機能の両方を










間帯が最大となる．日本時間の 8:00 から 22:00 までの時間帯を営業時間帯と定義する．図
5-7 に示すように，営業時間帯外の負荷は営業時間帯の負荷の 1/4 以下となる．そのため，
営業時間帯外では，Web アプリケーションサーバの台数を営業時間構成の 1/4 とすること
ができる．評価においては，営業時間帯に 30 台稼動している Web/アプリケーションサー
 86 
Operation : shutdown
Pattern : Periodic Customary
Event : Target : timer at 11 p.m.  on business days
Action : Target : Server123 turn-off
Operation : wakeup
Pattern : Periodic Customary
Event : Target : timer at 6 a.m. on business days






図 5-10 運用手項記述と CMS の関係 
バの台数を営業時間帯外には 8 台に減尐させると仮定する．1 年間の営業日は約 250 日と
する．１年を時間数に換算すると 8,760 時間 （24 時間/日*365 日/年）である．稼動するサ
ーバ数は営業日の営業時間帯外（10 時間/日*250 日/年）及び非営業日（24 時間/日*115 日/
年）の間は減尐させることが可能である．合計すると減尐されるサーバの稼働時間は， 
5,260 時間となる．Web/アプリケーションサーバに使用されているサーバの平均電力消費
量に基いて，節減可能な電力量を計算する．22 サーバ*5,260 時間*0.3kW/サーバ=3 万 4716 
kWh となる．これは日本の平均的家庭 8 戸分の電力消費量にほぼ等しい． 
このような省電力効果の算定を行う際に，5.3 節で述べた ITIL の構成管理システム（CMS）
を利用し，各サーバの電力消費量のデータを格納しておくことで，図 5-7 に示した運用管
理手項と組合わせて，サーバ縮退運用による電力量削減効果を計算することができる．運











よると，表 5-3 のその他サーバの内 34 台を増減可能な Web/アプリケーションサーバ 16 台
 87 
と増減できない DB サーバ 4 台で置換え，更に前者は消費電力量の尐ないハードウェアを
適用できる．オフピーク時に増減可能なサーバの電源をオフにする運用を行うと，オフピ


























































課題（2）に対しては，第 3 章及び第 4 章において，ログ/メッセージ情報を活用して「イ
ベント検知」を行う方法について研究を行った． 





指針を確実に遵守し CQL 開発の生産性向上を図るための CQL 自動生成方式を提案した．





















て自動化を図ろうとする RBA（Run Book Automation）の動きに対応するよう発展させるこ
とが必要であると考える． 
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ェア事業部先端情報システム開発部の浅見真人担当部長，（株）日立製作所ソフトウェア事
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