Introduction
Quotients modulo nonreductive groups arise in the study of moduli spaces of sheaves. Let k be an algebraically closed field of characteristic zero. We fix coherent algebraic sheaves E and F on the projective space P r = P r (k), which are direct sums of simple sheaves. The linear algebraic group G = Aut(E) × Aut(F ) acts by conjugation on the finite dimensional vector space W = Hom(E, F ). To any character of this group Drézet and Trautmann associate distinguished subsets W ss ⊂ W of semistable points and W s ⊂ W of stable points. The question is whether there exists a categorical quotient W ss //G or a geometric quotient W s /G. At the risk of divagating from the subject of this paper, we will briefly explain how this is related to the problem of moduli. Assume that the quotient W ss //G exists and that all morphisms ϕ ∈ W ss have cokernels sheaves with a fixed Hilbert polynomial P (x), which are semistable in the sense of Gieseker. Then we get a map W ss −→ M P r (P ) to the moduli space of semistable sheaves on P r with Hilbert polynomial P sending ϕ to the stable equivalence class of its cokernel. This map is constant on the orbits of G, hence it factors through a map W ss //G −→ M P r (P ). At best, we can hope that, via this map, we get an identification of W ss //G with a locally closed subset of M P r (P ). If E and F are, say, direct sums of line bundles, then the elements of W and G are matrices with entries homogeneous polynomials, and one can hope that W ss //G also has a concrete description. In [5] the author has addressed the most simple situation of semistable sheaves on P 2 with linear Hilbert polynomial P (x) = ax + b. He found many examples of locally closed subsets in M P 2 (ax + b) that can be described as a quotient W ss //G. At any rate, it should be possible, at least for small values of a and b, to decompose M P 2 (ax + b) into locally closed subsets of this kind. This paper is concerned only with the existence of quotients modulo G − we have included the above information merely as motivation. We will take E and F to be direct sums of line bundles on P r . This setup falls outside Mumford's geometric invariant theory, because G is rarely a reductive group. Indeed, if E has more than one kind of line bundle in its decomposition, then Aut(E) is nonreductive, as k with its additive group structure is a subgroup of the radical of G. Drézet and Trautmann studied quotients modulo nonreductive groups in [3] by means of an embedding into the action of a larger reductive group G on a larger vector space W . Their main result, quoted at (2.5) below, states that, if certain conditions relating the semistable points of W and of W are fulfilled, then there exists a good or geometric quotient modulo G. Moreover, they find sufficient conditions, expressed in terms of linear algebra constants, under which the hypotheses of (2.5) are fulfilled. The work of estimating the constants is difficult: it is carried out in [3] for some cases and taken up further by Drézet in [2] . However, apart from sporadic examples, the only class of morphisms for which the existence of categorical quotients was established consists of morphisms of the form
with m 1 , m 2 , n positive integers. We refer to 6.4 in [2] for the precise statement. Perhaps this is the right place to mention that different characters of G may give rise to different sets of semistable points. A character of G has the form exhibited above definition (2.1), so it can be identified with a tuple of integers (λ 1 , λ 2 , . . . , µ s ). The set of tuples can be decomposed into a finite union of cones bounded by planes passing through the origin, the so-called geometric invariant theory fan constructed, say, in [6] . Two tuples from the same cone give rise to the same set of semistable points. Thus, there are only finitely many possibilities for W ss even though there are infinitely many characters of G. The tuples lying on a line through the origin give the same set of semistable points, so we do not lose any information if we normalize every such tuple as described in section 2. A normalized tuple, which we will call a polarization, is a tuple of rational numbers Λ = (λ 1 , λ 2 , . . . , µ s ).
The purpose of this paper is to give classes of examples to the Drézet-Trautmann theory. Using their embedding into the action of a reductive group, but not making use of their linear algebra constants, we establish the existence of geometric quotients in the following cases:
• morphisms mO(−d 
• morphisms of the form mO(−d − 1) ⊕ 3O(−1) −→ nO on P r with m < a and 0 < λ 1 < 1 3a + m , λ 1 (4m − 3a + 3b) ≤ n − 3 n , λ 1 ≤ n − 6 mn .
Here a = (d + 1)(d + 2)/2 and b = d(d + 1)/2 and m, n are not both divisible by 3.
• morphisms of the form mO(−d In all of the above the polarization is assumed to be nonsingular, which means that the set of stable points coincides with the set of semistable points. The quotients we discuss are all geometric quotients, and the proofs for their existence consist of verifying the conditions from Drézet and Trautmann's result quoted at (2.5). We carry this out in sections 3 through 8.
Quotients Modulo Nonreductive Groups
In this section we reproduce the main notations and results from [3] . We also present two particular cases of King's criterion of semistability, which we will use in the subsequent sections.
We are given coherent algebraic sheaves E and F on the projective space P n over the field k. They have decompositions
in which M i , N l are vector spaces over k of dimensions m i , n l . In [3] it is assumed that E i , F l are simple sheaves (their only automorphisms are homotheties), but for the purposes of this paper they will be line bundles:
We consider the vector spaces
and we denote by h li , a ji , b ml their dimensions. The linear algebraic group G = Aut(E) × Aut(F )/k * acts on the vector space
Here k * is embedded as the group of homotheties
The elements of G are represented by pairs of matrices (g, h) with
Here
If r > 1, or if s > 1, the group G is nonreductive, however, there is always a reductive subgroup G red ⊂ G given by the conditions u ji = 0 and v ml = 0. Given integers λ 1 , . . . , λ r , and µ 1 , . . . , µ s , we consider the character χ of G given by
As χ must be trivial on k * , we assume that there is an integer d such that
We will call a polarization the tuple
(2.1) Definition: Let Λ be a fixed polarization. A point ϕ ∈ W is called (i) semistable with respect to G red and Λ if there are an integer m ≥ 1 and an algebraic function f ∈ k[W ] satisfying f (g.w) = χ m (g)f (w) for all g ∈ G red and w ∈ W , such that f (ϕ) = 0.
(ii) stable with respect to G red and Λ if the isotropy group of ϕ in G red is finite and there is f as above, but with the additional property that the action of G red on the set {w ∈ W, f (w) = 0} is closed.
The above is the usual definition for (semistability) stability from geometric invariant theory. It is consistent because for any integer κ the set of (semistable) stable points for λ 1 , . . . , λ r , µ 1 , . . . , µ s coincides with the set of (semistable) stable points for κλ 1 , . . . , κλ r , κµ 1 , . . . , κµ s . Let T be a maximal torus in G red , for example the subgroup of diagonal matrices. Note that T is also a maximal torus in G. A point ϕ ∈ W is (semistable) stable with respect to G red if and only if every point in its G red -orbit is (semistable) stable with respect to T . Taking this equivalence as our definition for (semistability) stability with respect to G we arrive at the following concept introduced by Drézet and Trautmann:
(2.2) Definition: A point ϕ ∈ W is called (semistable) stable with respect to G and Λ if g.ϕ is (semistable) stable with respect to G red and Λ for all g ∈ G.
We denote by W ss (G, Λ) and W s (G, Λ) the sets of semistable, respectively stable points in W .
For checking semistability in concrete situations we will need a criterion derived by King in [1] from Mumford's numerical criterion. We have taken the following formulation from [3] . Let us represent a point ϕ ∈ W by a matrix
Incidentally, we will say that ϕ is a morphism of type (r, s). We need here only a particular case of King's criterion of semistability: 
, and which satisfies
we have
Drézet and Trautmann embed the action of G on W into the action of a reductive group G on a finite dimensional vector space W . We consider the vector spaces
and we denote by p i , q l their dimensions. We now introduce
and
We set ξ = (ξ 2 , . . . , ξ r ) ∈ W L , η = (η 1 , . . . , η s−1 ) ∈ W R and we define a linear map
as follows: γ(ϕ) is the composition
where the first and the third maps are the canonical maps. One checks that γ is injective, hence the map
and k * is embedded as the group of homotheties. On the components
, Q s ) of a point in W the action is given by
There are canonical embeddings G L ⊂ G L and G R ⊂ G R , which will be not detailed here, identifying G L with the stabilizer of ξ and G R with the stabilizer of η. They induce an embedding G ⊂ G. The action of G on W is compatible with the action of G on W under the above embeddings. To the polarization Λ from above we introduce the polarization
where α i , β l are integers satisfying the relations 
For g ∈ G with components g i ∈ GL(P i ) and h l ∈ GL(Q l ) we put
This gives a character χ of G which is used, as at (2.1), to define the sets of semistable points W ss ( G, Λ) and of stable points W s ( G, Λ). The following results from [3] make the passage from quotients modulo nonreductive groups to the classical geometric invariant theory: (2.4) Lemma: With the notations from above we have the inclusions 
for morphisms of type (2,2),
for morphisms of type (3,1).
In the remaining part of this section we will write explicitly the embedding for morphisms of type (2,1)
where V is a vector space over k of dimension n + 1. This is a case we will need repeatedly. Thus r = 2, s = 1,
and the space W = Hom(E, F ) is the space of matrices (ϕ ij ) 1≤i≤n1, 1≤j≤m1+m2
We have
The elements of W are pairs (x, γ) with x a p 1 × p 2 -matrix with entries in S d1−d2 V * and γ a q 1 × p 1 -matrix with entries in S d1 V * . We write a = a 21 and we fix a basis
From the above it is clear that, under the obvious identification of G R with GL(Q 1 ), we have γ(h 1 ϕ) = h 1 γ(ϕ) for all h 1 ∈ G R and ϕ ∈ W . For this reason, when it comes to semistability considerations, we can and we will assume in the sequel that h 1 is the identity automorphism. We finish this section with the particular case of King's criterion of semistability for the situation at hand: 
We fix integers d 1 > d 2 > 0 and we consider morphisms
We use the notations from section 2. We write a = a 21 = dim S d1−d2 V * and we have
The polarization Λ is uniquely determined by λ 1 ∈ [0, 1]. The theory of the GITfan, as developped in [6] , tells us that there are finitely many values s 0 , s 1 , . . . , s q ∈ [0, 1], s 0 = 0, s q = 1, such that when λ 1 varies in an interval (s κ , s κ+1 ) the set of semistable morphisms W ss (G, Λ) does not change. The intervals (s κ , s κ+1 ), 0 ≤ κ ≤ q − 1, are called chambers. The points s κ separating the chambers should be named "walls", but we prefer the terminology of Drézet who calls them singular values for λ 1 . The theory of the GIT-fan has been developed for actions of reductive groups. For such actions it is known that distinct chambers give rise to distinct sets of semistable points. We work here with a nonreductive group G so we cannot make the same claim. As examples in [4] show, it is quite possible, in the nonreductive case, to have adjacent chambers giving rise to the same set of semistable points.
It follows from King's criterion (2.3) that the singular values occur among the values of λ 1 for which there is an equality
Concretely, in our context this means that there are integers 0 ≤ κ ≤ n and
Using the relation λ 2 = 1 − mλ 1 we see that the singular values of λ 1 are among the numbers κ/pn, 0 ≤ κ ≤ n, 1 ≤ p ≤ m.
If λ 1 = κ/pn then, only strict inequality can be achieved in (2.3). This tells us that there are no properly semistable morphisms for such Λ. Thus, if λ 1 is in a chamber, we have
. For this reason we will be interested only in those polarizations belonging to a chamber.
A morphism ϕ is semistable if and only if ϕ is not equivalent to a matrix of the form
Here 1 ≤ i ≤ m and l i , l m+i are the smallest integers such that
By 0 lk we denote the identically zero l × k-matrix. In order to enhance our understanding, let us spell out the semistability conditions in the special case m = 1. Assume κ/n < λ 1 < (κ + 1)/n. The morphism ϕ is semistable if and only if ϕ is not equivalent to a matrix of the form
with ϕ 1 having κ + 1 zeros on column 2 while ϕ 2 has n − κ zeros on column 1. Indeed, ϕ 1 would violate the inequality λ 1 < (κ + 1)/n, while ϕ 2 would violate the inequality (n − κ)/n > λ 2 . The set of semistable morphisms may be empty, for instance when n > κ+ dim S d2 V * . However, the following two conditions are enough to guarantee the existence of semistable morphisms corresponding to all chambers:
To see this we choose a nonzero linear form ψ ∈ V * and a linear complement U ⊂ V * of the subspace generated by ψ. We choose linearly independent elements ϕ 11 , . . . , ϕ n1 ∈ S d1 U and ψ 12 , . . . , ψ n2 ∈ S d2−1 V * .
We put ϕ i2 = ψ i2 ψ for 1 ≤ i ≤ n. We assert that ϕ = (ϕ ij ) is semistable. This follows from the fact that ϕ is not equivalent to a matrix having a zero entry. Indeed, no entry on the second column of ϕ can be made zero because ϕ i2 , are linearly independent. Also, no linear combination c 1 ϕ 11 + . . . + c n ϕ n1 is divisible by c 1 ϕ 12 + . . . + c n ϕ n2 because the latter is divisible by ψ while the former is not. This shows that no entry on the first column of ϕ can be made zero. We were not able to describe the chambers in general, however, in the special case m = 1 and under the assuptions (3.1), we get the nicest possible situation, namely we get that the singular values are κ/n, 0 ≤ κ ≤ n. To see this we first note that for κ/n < λ 1 < (κ + 1)/n we have W ss (G, Λ) = W s (G, Λ) = ∅ by the discussion above. All we need to make sure now is that for λ 1 = κ/n there exist properly semistable morphisms. Choose ϕ 11 , . . . , ϕ κ1 linearly independent in S d1 U , put ϕ i1 = 0 for κ + 1 ≤ i ≤ n and ϕ i2 = ψ i2 ψ as above. It is easy to see that this ϕ is semistable but not stable.
We now turn to the embedding into the action of the reductive group. In order to apply the theory from section 2 we need to assume a priori that α 2 > 0, that is λ 1 < 1/(a+ m). According to King's criterion (2.8) a point (ξ, γ) ∈ W is semistable if and only if the following properties are satisfied:
Here γ lk is a matrix of the form
Here ξ k is a column vector
with zero entries on the last k rows.
Owing to the fact that ξ has a 21 linearly independent entries we may assume that k ≤ m in (ii). Thus, to show that (ξ, γ) is semistable, it suffices to show that γ ≁ γ lk with l/n > kλ 1 and k ≤ m or with l/n > 1 − (a + m − k)λ 1 and k > m. 
Proof: Let ϕ be in W ss (G, Λ). According to (2.6) we need to show that (ξ, γ(ϕ)) is semistable. We argue by contradiction. Assume that γ(ϕ) ∼ γ lk with l/n > kλ 1 and k ≤ m. Let ϕ t = (ϕ ′ t , ϕ ′′ t ) denote the truncated matrix consisting of the first l rows of ϕ. By assumption ϕ t has kernel inside k m ⊕ S d1−d2 V * of dimension at least a+m−k ≥ a. By hypothesis a > m which shows that the kernel intersects S d1−d2 V * nontrivially. This forces ϕ ′′ t = 0. Also, there are at least a + m − k − a = m − k linearly independent elements in the kernel of ϕ ′ t viewed as a subspace of k m . We get ϕ ∼ ϕ k which contradicts the semistability of ϕ.
Assume now that γ(ϕ) ∼ γ lk with l/n > 1 − (a + m − k)λ 1 and k > m. Note that automatically l ≥ l m . This excludes those γ lk with k < a because, as we saw above, the condition k < a forces ϕ ′′ t = 0, so it yields ϕ ∼ ϕ m , which is a contradiction. Finally, we are left to examine the situation γ(ϕ) ∼ γ lk with k ≥ a, ϕ ′′ t = 0 and l ≥ l m+i , i = a + m − k. From the fact that the kernel of ϕ t intersects S d1−d2 V * trivially we get ϕ ∼ ϕ m+i . Contradiction.
For the left-most chamber, that is for 0 < λ 1 < 1/mn, the semistability conditions on ϕ read as follows: ϕ is not equivalent to a matrix having a zero column and ϕ ′′ is semistable with respect to the action of GL(n). We regard ϕ ′′ as an n × 1-matrix on which GL(n) acts by left multiplication. Equivalently, the entries of ϕ ′′ are linearly independent. J.-M. Drézet pointed out to the author that the quotient W ss (G, Λ)/G can be constructed explicitly. Let X denote the open set of semistable column vectors ϕ ′′ . By the classical geometric invariant theory the quotient X/GL(n) exists and is a projective variety. Let E be the trivial vector bundle on X with fiber the space ⊕ mn S d1 V * of n × m-matrices with entries in S d1 V * . Let Φ be the morphism of vector bundles on X
. The cokernel F of Φ is a vector bundle because Φ has maximal rank at every point. The natural action of GL(n) on the Grassmann bundle Grass(F, m) = F/GL(m) is compatible with the action of GL(n) on the base X. The stabilizer in GL(n) of any point x in X is trivial so it acts trivially on the fiber over x. Thus Grass(F, m) descends to a Grassmann bundle on X/GL(n) which is the geometric quotient of W ss (G, Λ) by G.
At the end of this section we would like to spell out the simplest nontrivial case in which we can say for sure that the claim is nonvacuous, i.e. that the semistable sets involved are nonempty. We take m = 1 and 1/n < λ 1 < 2/n. The condition m < a becomes superfluous. The condition λ 1 < 1/(a + m) becomes
Combined with (3.1) it gives r ≥ 2 and
Then above conditions take the form
Thus the claim is nonvacuous for morphisms
and n satisfying (3.4). For instance, when d = 3, that is for morphisms
we require the condition 7 ≤ n ≤ 15.
Morphisms of Type
We will reiterate the steps from section 3 without providing full details. We write
Keeping the notations from section 2, we have
The singular values for λ 1 are among those values for which there are integers 0 ≤ κ ≤ n and 0
If both m and n are even we can choose κ = n/2, p = m/2 and the second equation will be satisfied for all λ 1 , in other words all polarizations will be singular. Throughout this paper we adopt the following convention: we call a polarization singular if it admits properly semistable elements. In the sequel we will assume that either m is odd or that n is odd because we want to work with nonsingular polarizations. Under this assumption the singular values for λ 1 are among the numbers κ/pn, 0 ≤ κ ≤ n, 1 ≤ p ≤ m. This follows from the relation mλ 1 +2λ 2 = 1. We will write ϕ as a matrix (ϕ ij ) 1≤i≤n,1≤j≤m+2 with
Here 1 ≤ i ≤ m in the first case, 2 ≤ i ≤ m + 1 in the second case, 1 ≤ i ≤ m + 1 in the third case. The integers l are smallest with the property that
Let us notice that
In order to enhance our understanding, let us spell out the semistability conditions in the special case m = 1. Assume κ/n < λ 1 < (κ + 1)/n. The morphism ϕ is semistable if and only if ϕ is not equivalent to a matrix having one of the following forms:
Here each ϕ i has a zero submatrix with l i rows, where
The set of semistable morphisms may be empty, for instance when n > κ + 2 dim S d2 V * . However, the following three conditions are enough to guarantee the existence of semistable morphisms corresponding to all chambers (we are still in the case m = 1):
See notations after (3.1) for the meaning of U . The justification is the same as for (3.1) so we omit it. Explicitly, the above conditions take the form
We are not able to say precisely what are the singular values for λ 1 in general, however, in the special case m = 1, and under the assumption (4.1), we have the nicest possible situation, namely we get that the singular values are the numbers κ/n, 0 ≤ κ ≤ n. We can see this by constructing properly semistable elements as in section 3.
We now turn to the embedding into the action of the reductive group. In order to appply the theory from section 2 we need to assume a priori that α 2 > 0, that is λ 1 < 1/(2a + m). According to King's criterion (2.8) a point (ξ, γ) ∈ W is semistable if and only if the following three conditions are satisfied:
Here ξ k1 is a matrix of the form
with zero entries at the intersection of the last k rows and the first column.
Here ξ k2 is a matrix of the form
Owing to the fact that ξ has a 21 linearly independent elements on each column and 2a 21 linearly independent rows, we may assume that k ≤ a + m in (ii) and that k ≤ m in (iii). Thus, in order to show that (ξ, γ) is semistable, it suffices to show that γ ≁ γ lk 
Let 0 < λ 1 < 1/(2a + m) be a nonsingular value. Assume that either the conditions
are satisfied. Then the set of semistable morphisms admits a geometric quotient W ss (G, Λ)/G which is a quasiprojective variety.
Proof: Let ϕ be in W ss (G, Λ). According to (2.6) we need to show that (ξ, γ(ϕ)) is semistable. We argue by contradiction. Assume that γ(ϕ) ∼ γ lk with l/n > kλ 1 and 0 ≤ k ≤ m. Let ϕ t = (ϕ ′ t , ϕ ′′ t ) denote the truncated matrix consisting of the first l rows of ϕ. By assumption ϕ t has kernel inside k m ⊕ S d1−d2 V * ⊕ S d1−d2 V * of dimension at least 2a+m−k which is greater than a+m because, by hypothesis, m < a. This shows that the kernel of ϕ t intersects each copy of S d1−d2 V * nontrivially. This forces ϕ Assume now that γ(ϕ) ∼ γ lk with l/n > kλ 1 + α 2 and m + 1 ≤ k ≤ a + m. Note that automatically l ≥ l m . This excludes those γ lk with k < a because, as we saw above, the condition k < a forces ϕ ′′ t = 0, so it yields ϕ ∼ ϕ m which is a contradiction.
Assume that a ≤ k ≤ a + m. We have ker(ϕ t
Assume now that f, g are linearly independent. We write f = hf 1 , g = hg 1 with f 1 , g 1 relatively prime and max {0, 
This contradicts hypothesis (i) from the statement of the claim. Under hypothesis (ii) we would get a contradiction if we could show that the inequality l/n > kλ 1 +α 2 implies the inequality
Indeed, we would arrive at the contradiction ϕ ∼ ϕ m . Thus, for all a ≤ k ≤ a + m and d we need the inequality
This would follow from the inequality
But the above is equivalent to the condition on λ 1 from hypothesis (ii).
We are left to examine the situation γ(ϕ) ∼ γ lk with l/n > kλ 1 + 2α 2 and a + m + 1 ≤ k ≤ 2a + m − 1. As kλ 1 + 2α 2 ≥ (m + 1)λ 1 + λ 2 + α 2 we see that l ≥ l 2m+1 . If k < 2a then, as above, we get ker(ϕ ′′ t ) ≥ 1. Let f, g be as above. If f, g are linearly dependent we get the contradiction ϕ ∼ ϕ 2m+1 . If f, g are linearly independent we get a contradiction as above under hypothesis (ii). Under hypothesis (i) we would also get a contradiction if we could show that the inequality l/n > kλ 1 + 2α 2 implies the inequality
Thus we need the estimate
Using the relations α 2 = λ 2 − aλ 1 and 2λ 2 = 1 − mλ 1 we see that the above is equivalent to the estimate on λ 1 from hypothesis (i)
Let 0 < λ 1 < 1/(2a + 1) be a nonsingular value satisfying one of the following two conditions:
Then the set of semistable morphisms admits a geometric quotient W ss (G, Λ)/G which is a quasiprojective variety.
At the end of this section we would like to spell out a simple case in which we can say for sure that the above claim is nonvacuous, that is, in which we know that W ss (G, Λ) is not empty. The case of the left-most chamber 0 < λ 1 < 1/n is trivial, cf. the discussion in (3.3). Let us take 1/n < λ 1 < 2/n and
Condition (4.1) is satisfied for κ = 1 because n + κ is even. The conditions on λ 1 from (4.3) reduce to 0 < λ 1 < 1/(2a + 1). We have 1/n < 1/(2a + 1) because of the second inequality in (4.4). We conclude that claim (4.3) is nonvacuous for morphisms satisfying (4.4).
We fix an integer d > 0, we fix a vector space V of dimension 3 and we consider morphisms
Keeping the notations from section 2 we have:
The singular values for λ 1 are among those values for which there are integers 0 ≤ κ ≤ n and 0 ≤ p ≤ 3 such that κ n = pλ 2 or κ n = λ 1 + pλ 2 .
Using the relation λ 1 + 3λ 2 = 1 we see that the singular values for λ 1 are among the numbers κ/2n, 0 ≤ κ ≤ 2n.
We write ϕ as a matrix (ϕ ij ) 1≤i≤n, 1≤j≤4 with ϕ ij ∈ S d+1 V * for j = 1 while ϕ ij ∈ S d V * for j = 2, 3, 4. The morphism ϕ is semistable if and only it is not equivalent to a matrix having one of the following forms:
Here each ϕ i has a zero submatrix with l i rows. The integers l are the smallest integers satisfying
In order to apply the theory from section 2 we need to have α 2 > 0, that is we need to assume a priori that λ 1 < 1/10.
According to King's criterion (2.8) a point (ξ, γ) ∈ W is semistable if and only if the following four conditions are satisfied:
Here γ lk , 0 ≤ k ≤ 9, 1 ≤ l ≤ n is a matrix of the form
The matrix ξ ki has zero entries at the intersection of the last k rows and the first i columns.
Owing to the fact that ξ has 3 linearly independent elements on each column, 9 linearly independent rows and each matrix obtained by erasing a column of ξ has 6 linearly independent rows, we may assume that k = 1 in (iv), that k = 2, 3, 4 in (iii), that k = 5, 6, 7 in (ii). Thus, in order to show that (ξ, γ) is semistable, it suffices to show that γ ≁ γ lk with l n > λ 1 and k = 1, or with l n > kλ 1 + α 2 and k = 2, 3, 4, or with l n > kλ 1 + 2α 2 and k = 5, 6, 7, or with l n > kλ 1 + 3α 2 and k = 8, 9.
(5.1) Claim: Let W be the space of morphisms of sheaves on P 2 of the form
Then for any nonsingular value of λ 1 satisfying the conditions
the set of semistable morphisms admits a geometric quotient W ss (G, Λ)/G which is a quasiprojective variety.
Notice that for d and n large and for n of order 3d 2 /2 the last four conditions follow from the first.
Proof: Let ϕ be in W ss (G, Λ). According to (2.6) we need to show that (ξ, γ(ϕ)) is semistable. We argue by contradiction. Assume that γ(ϕ) ∼ γ lk with l/n > λ 1 and k = 1, 2. Note that l ≥ l 1 . Let ϕ t = (ϕ ′ t , ϕ ′′ t ) denote the truncated matrix consisting of the first l rows of ϕ. By assumption ϕ t has kernel inside k ⊕ V * ⊕ V * ⊕ V * of dimension at least 10 − k. For dimension reasons Ker(ϕ t ) intersects each copy of V * nontrivially, forcing ϕ ′′ t = 0. We get ϕ ∼ ϕ 1 , which contradicts the semistability of ϕ. The same argument also works if k = 3 and ker(ϕ ′′ t ) = 7. Assume now that k = 3, l/n > 3λ 1 + α 2 = λ 2 and ker(ϕ ′′ t ) = 6. Replacing ϕ with an equivalent morphism we may assume that ϕ ′ t = 0. From (5.2) we see that two columns of ϕ ′′ t vanish. As l ≥ l 2 we get ϕ ∼ ϕ 2 , contradiction. Assume that k = 4 and l/n > 4λ 1 + α 2 = λ 1 + λ 2 . As ker(ϕ ′′ t ) ≥ 5 and l ≥ l 3 we can apply (5.2) and we get the contradiction ϕ ∼ ϕ 3 . Same argument works if k = 5 and ker(ϕ ′′ t ) ≥ 5. Assume now that k = 5, l/n > 5λ 1 + 2α 2 = (2 − 5λ 1 )/3 and that ker(ϕ ′′ t ) = 4. The matrix ϕ ′′ t has the form given at (5.3) so its rows are elements in a vector space of dimension at most equal to dim S d−1 V * . If we could show that l > dim S d−1 V * , then we would get that ϕ has a zero row, which is a contradiction. Thus we need the inequality n(2 − 5λ 1 ) 3
But this is equivalent to the second condition on λ 1 from the statement of the claim.
Assume that k = 6 and l/n > 6λ 1 + 2α 2 = 2λ 2 . Thus l ≥ l 4 and, from the above inequality, l ≥ l 1 + dim S d−1 V * . If ker(ϕ ′′ t ) = 4, then ϕ ′′ t has the form given at (5.3) and we arrive at the contradiction ϕ ∼ ϕ 1 . If ker(ϕ ′′ t ) = 3, then we may assume that ϕ ′ t = 0. Let η be a 3 × 3-matrix with entries in V * whose columns are linearly independent vectors in Ker(ϕ ′′ t ). Each column of η must contain at least two linearly independent elements, otherwise we get the contradiction ϕ ∼ ϕ 4 . Also, each row of η must contain at least two linearly independent elements. Indeed, if
with u 1 , v 1 linearly independent, u 2 , v 2 linearly independent, then
We conclude that the first two columns of ϕ ′′ t are zero, again contradiction. Since clearly det η = 0, we see from (5.4) that that η = η 1 or η = η 2 .
Assume that η = η 1 . Then the rows of ϕ ′′ t are elements in a space of dimension at most dim S d−1 V * . As l > dim S d−1 V * we get that ϕ has a zero row, contradiction. Assume that η = η 2 . From (5.5) we know that the rows of ϕ ′′ t are in a space of dimension at most (d 2 + 3d)/2. The third condition on λ 1 from the statement of the claim is equivalent to the inequality
This shows that l > (d 2 + 3d)/2 hence ϕ must have a zero row, contradiction. Assume that k = 7 and l/n > 7λ 1 + 2α 2 = λ 1 + 2λ 2 . Thus l ≥ l 5 . If ker(ϕ ′′ t ) = 3 we let η be as above. Each column of η must contain at least two linearly independent elements, otherwise we get the contradiction ϕ ∼ ϕ 5 . Also, each row of η must contain at least two linearly independent elements, otherwise we get as before that ϕ ′′ t has two zero columns, again contradiction. Since clearly η has zero determinant, we are in the situation of remark (5.4), namely η = η 1 or η = η 2 . If η = η 1 , then the rows of ϕ ′′ t are elements in a space of dimension at most equal to dim 
We would get a contradiction if we could show that the inequality l/n > λ 1 + 2λ 2 implies the inequality l ≥ l 2 + dim S d−1 V * , indeed, we would get ϕ ∼ ϕ 2 . Thus we need the inequality
But this is equivalent to the fourth condition on λ 1 from the claim. If u, v, w are linearly independent, then Ker η is spanned by vectors of the form (−v, u, 0)f , (−w, 0, u)g, (0, −w, v)h with (f, g, h) determined modulo multiples of (w, −v, u). This shows that ker η = d 2 + 2d, in other words the rows of ϕ ′′ t are in a vector space of dimension at most d 2 + 2d. We would get a contradiction if we could show that the inequality l/n > λ 1 + 2λ 2 implies the inequality l > d 2 + 2d, namely we would get that ϕ has a zero row. But the fifth condition from the claim is equivalent to the inequality
The cases k = 8 and k = 9 are analogous. This finishes the proof of the claim. 
But then each row of ψ must be of the form f (Z, −X, Y ) with f ∈ S d−1 V * . It follows that Ker ψ is generated by the columns of η. This again contradicts the hypothesis that ker ψ = 4.
(5.4) Remark: Let η be a 3 × 3-matrix with entries in V * and zero determinant. Assume that η is equivalent to neither of the following matrices:
Then η is equivalent to one of the following matrices:
with nonzero a 1 , . . . , a 10 ∈ k. Here {X, Y, Z} is a basis of V * . The proof of this statement can be found at remark 5.6 in [5] .
Proof: The elements in Ker(η 2 ) are of the form
with (f, g, h) determined modulo multiples of (Z, −Y, X). Without loss of generality we may assume that h depends only on Y and Z. We have
This shows that f is uniquely determined by g and h. Hence Ker(η 2 ) is of dimension at most
2 .
If d = 1, then f, g, h are constants satisfying, among others, the relations
This finishes the proof of the remark.
Morphisms of Type mO(−d − 1) ⊕ 3O(−1) −→ nO
We fix an integer d > 0, a vector space V of dimension 3, and we consider morphisms
We write a = a 21 = dim
* and, using the notations from section 2, we have m 1 = m, m 2 = 3, q 1 = n 1 = n, p 1 = 3a + m, p 2 = 3,
The singular values for λ 1 are among those values for which there are integers 0 ≤ κ ≤ n, 0 ≤ p ≤ m and 0 ≤ q ≤ 3 such that κ/n = pλ 1 + qλ 2 . If both m and n are divisible by 3 we can take κ = n/3, p = m/3, q = 1 and we see that all values for λ 1 are singular. If either m or n is not divisible by 3, which will be our assumption in the sequel, then, using the relation mλ 1 + 3λ 2 = 1, we see that the singular values for λ 1 are among the numbers κ/pn with 0 ≤ κ ≤ 2n, 1 ≤ p ≤ 2m. We will write ϕ as a matrix (ϕ ij ) 1≤i≤n,1≤j≤m+3 with ϕ ij ∈ S d+1 V * for 1 ≤ j ≤ m, ϕ ij ∈ VHere 1 ≤ i ≤ m in the first case, 1 ≤ i ≤ m + 1 in the second case, 2 ≤ i ≤ m + 2 in the third case, 3 ≤ i ≤ m + 2 in the fourth case. The integers l are smallest with the property that
with l m , l 2m+1 , l 3m+2 the smallest integers satisfying
In order to apply the theory from section 2 we need to assume a priori that α 2 > 0, that is λ 1 < 1/(3a + m). According to King's criterion (2.8) a point (ξ, γ) in W is semistable if and only if the following four conditions are satisfied:
Here γ lk , 1 ≤ l ≤ n, 0 ≤ k ≤ 3a + m − 1, is a matrix of the form
The matrix ξ ki has zero entries at the intersection of the last k rows with the first i columns.
Owing to the fact that ξ has a 21 linearly independent elements on each column, 3a 21 linearly independent rows and each matrix obtained by erasing a column of ξ has 2a 21 linearly independent rows, we may assume that k ≤ m in (iv) above, k ≤ a+m in (iii), k ≤ 2a+m in (ii). Thus, in order to show that (ξ, γ) is semistable, it is enough to show that γ ≁ γ lk with l n > kλ 1 
(6.1) Claim: Let m and n be positive integers at least one of which is not divisible by 3. Let W be the space of morphisms
Assume that m < a. Then for any nonsingular value λ 1 satisfying
mn the set of semistable morphisms admits a geometric quotient W ss (G, Λ)/G which is a quasiprojective variety.
Proof: Let ϕ be in W ss (G, Λ). According to (2.6) we need to show that (ξ, γ(ϕ)) is semistable. We argue by contradiction. Assume that γ(ϕ) ∼ γ lk with l/n > kλ 1 and 0 ≤ k ≤ m. Let ϕ t = (ϕ 
For dimension reasons this kernel intersects each copy of S d V * nontrivially forcing ϕ ′′ t = 0. Also, there are at least 3a + m − k − 3a = m − k linearly independent elements in the kernel of ϕ ′ t . We get ϕ ∼ ϕ k , contradiction.
Assume that γ(ϕ) ∼ γ lk with l/n > kλ 1 + α 2 and m + 1 ≤ k ≤ a + m. Note that l ≥ l m . If k < a we get ϕ ′′ t = 0 as before, yielding the contradiction ϕ ∼ ϕ m . Assume that a ≤ k ≤ a + m. We have ker(ϕ
Let r be the maximal number of linearly independent rows of ϕ ′′ t . According to (5.2) we have ker(ϕ ′′ t ) ≤ a if r ≥ 5, which is not the case. According to (5.3) we have ker(ϕ
, which is not the case either. Thus r ≤ 3. Assume that r = 3. Let η be a 3 × 3-matrix with entries in V * formed from three linearly independent rows of ϕ ′′ t . We cannot have
because we would get ker(ϕ ′′ t ) ≤ ker η ≤ a. Since clearly det η = 0 we can apply (5.4) so we are left with the possibilities η = η 1 , η = η 2 or
we have, in view of (5.5), the inequality ker η ≤ (d 2 + 3d)/2 = a − 1. All these are contrary to ker(ϕ ′′ t ) ≥ a + 1. We are left with the last possibility. We must have ker θ ≥ 1. This can happen only if θ has a zero column. We have reduced to the situation in which ϕ ′′ t has two zero columns. Thus ker(ϕ ′′ t ) ≤ 2a and we may assume that ker(ϕ ′ t ) ≥ 3a + m − k − 2a = a + m − k, in other words we may assume that the first a + m − k columns of ϕ ′ t vanish. As l/n > (k − a)λ 1 + λ 2 we obtain that ϕ ∼ ϕ m+k−a+1 , contrary to the hypothesis that ϕ be semistable.
Assume now that r = 2. Let η be a 2 × 3-matrix formed from two linearly independent rows of ϕ ′′ t . If η had two zero columns we would arrive as before at the contradiction ϕ ∼ ϕ m+k−a+1 . If
we would get ker(ϕ ′′ t ) ≤ a. Thus η has at least two linearly independent elements on each row. If
with each g j uniquely determined by f j . This shows that ker(ϕ
It remains to examine the case in which η is not equivalent to a matrix having a zero entry. According to remark (6.2) from below we must have η = η 3 or η = η 4 . But, in view of (6.3), this leads again to the contradiction ker(ϕ ′′ t ) ≤ a − 1. It remains to examine the case r = 1. Let (u, v, w) be a nonzero row of ϕ ′′ t . If span{u, v, w} is one-dimensional we arrive at the contradiction ϕ ∼ ϕ m+k−a+1 as before because ϕ ′′ t is equivalent to a matrix having two zero columns. If span{u, v, w} is two-dimensional, then ker(ϕ
If we had the inequality l ≥ l m + 1 we would get the contradiction ϕ ∼ ϕ m . Thus we need the inequality
This follows from the inequality
which is part of the hypothesis of the claim.
Assume that γ(ϕ) ∼ γ lk with l/n > kλ 1 + 2α 2 and a + m + 1 ≤ k ≤ 2a + m. Notice that l ≥ l 2m+1 . If k < 2a we have ker(ϕ ′′ t ) ≥ a + 1 and the same arguments as in the previous case lead to the contradictions ϕ ∼ ϕ 2m+1 or ϕ ∼ ϕ m . Assume now that k ≥ 2a. From l/n > (k − 2a)λ 1 + 2λ 2 we get l ≥ l 2m+i with i = k − 2a + 2. We have ker(ϕ
We also must have ker(ϕ ′′ t ) ≤ a, otherwise we get a contradiction as in the previous case. This leads to 
Then ker ψ ≥ 1, otherwise ϕ ′′ t has a zero column and we arrive at the contradiction ϕ ∼ ϕ 2m+i . All 2 × 2-minors of ψ must vanish. It follows that ψ has one of the following two forms:
In the first case we get ϕ ∼ ϕ m+i with i = k − 2a + 1 because l − 2 ≥ l m+i . This follows from the inequality nλ 2 ≥ 2 which is equivalent to one of the inequalities in the claim's hypothesis:
In the second case we get ϕ ∼ ϕ k−2a because l − 3 ≥ l k−2a . This follows from the inequality 2nλ 2 ≥ 3 which, as we saw above, is fulfilled. Assume now that ϕ
As before, ker ψ ≥ 1 forcing ψ to have one of the two forms from above. In the second case we get ϕ ∼ ϕ m+i , in the first case we get ϕ ∼ ϕ 2m+k−2a+2 . We have reduced to the situation in which each nonzero row of ϕ ′′ t has at least two linearly independent elements while each column spans V * . Also, r ≥ 4, otherwise we get ϕ ∼ ϕ k−2a as above. Thus, we can choose a 3 × 3-submatrix η made of linearly independent rows of ϕ ′′ t and with at least one zero entry. Since det η = 0 we may use (5.4) to deduce that either
In the first case each row of ϕ ′′ t must be a linear combination of the rows of η, contradicting r ≥ 4. Indeed, a vector in V * ⊕ V * ⊕ V * is annulated by a nonzero element in Ker(η 1 ) if and only if it is a linear combination of the rows of η 1 . In the second case we note that each row of θ consists of two linearly independent elements. It follows that Ker θ = 0. Consequently, ϕ ′′ t has a zero row, yielding the contradiction ϕ ∼ ϕ 2m+k−2a+2 .
We finally need to examine the situation γ(ϕ) ∼ γ lk with l/n > kλ 1 + 3α 2 and 2a + m + 1 ≤ k ≤ 3a + m − 1. Notice that l ≥ l 3m+2 . If k < 3a, then ker(ϕ ′′ t ) ≥ 1 and, going through the same steps as in the case 2a ≤ k ≤ 2a + m, we arrive at the contradictions ϕ ∼ ϕ 3m+2 , or ϕ ∼ ϕ 2m+1 , or ϕ ∼ ϕ m+1 .
Lastly, assume that 3a ≤ k ≤ 3a + m − 1. Notice that l/n > (k − 3a)λ 1 + 3λ 2 hence l ≥ l 3m+k−3a+3 . If ker(ϕ ′′ t ) ≥ 1 we get contradictions as in the previous case. Thus Ker(ϕ ′′ t ) = 0 hence ker(ϕ ′ t ) ≥ 3a + m − k. We obtain ϕ ∼ ϕ 3m+k−3a+3 , contrary to our hypothesis that ϕ be semistable. This finishes the proof of the claim.
(6.2) Remark: Let η be a 2×3-matrix with entries in V * . Assume that, under the canonical action by conjugation of GL (2)×GL (3), η is not equivalent to a matrix having a zero entry. Then η is equivalent to one of the following two matices:
Proof: We write 
If b 1 = 0 we may assume, after possibly performing column operations, that c 1 = 0. We obtain that η is equivalent to η 3 or to η 4 .
The proof is the same as the proof of (5.5).
In the simplest case 1/2mn < λ 1 < 1/mn the conditions from the claim take the form:
The following conditions are also necessary for the nonemptyness of the set of semistable points:
n < l m + 9, n < l 2m+1 + 6, n < l 3m+2 + 3.
Here l m = 1 while l 2m+1 , l 3m+2 are the smallest integers satisfying
The three conditions on n from above are satisfied if n ≤ 9. For instance, if m = [a/2], then all conditions we have on n reduce to n ∈ {7, 8, 9}. It is clear that for d sufficiently large the set of semistable morphisms is not empty.
Morphisms of Type
We fix integers d 1 > d 2 ≥ d > 0 and we consider morphisms
Keeping the notations from section 2, we have Here 0 ≤ i ≤ m in the first and third cases, 0 ≤ i ≤ m − 1 in the second and fourth cases. The integers l are smallest with the property that
In order to apply the theory from section 2 we need to assume a priori that α 2 > 0 and β 1 > 0, that is λ 1 < 1/(a + m) and µ 2 < 1/(b + n). According to King's criterion [1] a point (ξ, γ, η) in W is semistable if and only if the following four conditions are satisfied:
The matrix ξ k is a column vector
with zero entries on the last k rows, whereas
is a row vector with zero entries on the last b + n − l positions. Owing to the fact that ξ has a 21 linearly independent entries and η has b 21 linearly independent entries, we may assume that k ≤ m in (ii) and (iv) and that l ≥ b in (iii) and (iv). Thus, in order to show that (ξ, γ, η) is semistable, it suffices to show that γ ≁ γ lk with lµ 2 > kλ 1 and 0 ≤ k ≤ m, or with lµ 2 > kλ 1 + α 2 and m + 1 ≤ k ≤ a + m − 1,
(7.1) Claim: Let W be the space of morphisms
the set of semistable morphisms admits a geometric quotient W ss (G, Λ)/G, which is a quasiprojective variety.
Proof: Let ϕ be in W ss (G, Λ). According to (2.6) we need to show that (ξ, γ(ϕ), η) is semistable. We argue by contradiction. Assume that γ(ϕ) ∼ γ lk with lµ 2 > kλ 1 and 0 ≤ k ≤ m. This means that there are g 1 ∈ GL(P 1 ) and h 2 ∈ GL(Q 2 ) (see notations from section 2) such that h 2 γ(ϕ)g
= γ lk . Let h t be the truncated matrix made of the first l rows of h 2 and let g t be the truncated matrix made of the first a + m − k columns of g −1
1
. We have h t γ(ϕ)g t = 0 l,a+m−k . We view the rows of h t as vectors in S d V * ⊕ k n and we view the columns of g t as vectors in
This identification makes sense of the equation h t ϕg t = 0. Assume that the rows of h t project onto linearly independent vectors in k n . Then, replacing possibly ϕ with an equivalent morphism, we may assume that h t = h ′ t , where h ′ t = 0 l1 I l 0 l,n−l . We put ψ t = h t ϕ. From the inequality a + m − k ≥ a > m we see that the vector space generated by the columns of g t intersects S d1−d2 V * nontrivially. As ψ t g t = 0, we see that the last column of ψ t is zero. Without loss of generality we may assume that the first m − k columns of g t project onto linearly independent vectors in k m .
then we may assume that ϕ 1j = 0 for k − a + 1 ≤ j ≤ m. From King's criterion (2.3), in view of the stability of ϕ, we get µ 1 < (k − a)λ 1 + λ 2 , hence µ 1 < lµ 2 , hence, as before, b < l and
, so we arrive at the contradiction ϕ ∼ ϕ m+k−a+1 .
The remaining cases to be examined are analogous. We have l ≥ b > n, so we may assume that h t = h ′′ t . We get the contradictions ϕ ∼ ϕ k or ϕ ∼ ϕ m+k−a+1 .
(7.2) Example. Consider morphisms of sheaves on P For an arbitrary polarization Λ let W o (Λ) be the subset of W ss (G, Λ) given by the conditions det(ϕ) = 0 and ϕ 13 = 0. Clearly W o (Λ) is G-invariant and locally closed so, if there were a geometric quotient W ss (G, Λ)/G, then there would also be a geometric quotient W o (Λ)/G, and the latter would be a locally closed subvariety of the former.
(7.3) Application to moduli spaces. Let M P 2 (4, 2) denote the moduli space of semistable sheaves on P 2 with Euler characteristic 2, and supported on curves of multiplicity 4. Let X be the locally closed subset of M P 2 (4, 2) of isomorphism classes of sheaves F which satisfy the following cohomological conditions:
Incidentally, X has codimension 1. Let Λ = (λ 1 , λ 2 , µ 1 , µ 2 ) be a polarization for which (λ 1 , µ 1 ) is in the interior of the quadrilateral with vertices (0, 0),
According to [5] every F giving a point in X is the cokernel of a morphism ϕ from W o (Λ). Moreover, if the geometric quotient W o (Λ)/G existed, then it would be isomorphic to X. Here W o = W o (Λ) does not depend on Λ, in fact it is the set of those injective morphisms ϕ with ϕ 13 = 0, ϕ 11 , ϕ 12 ∈ V * linearly independent and, likewise, ϕ 23 , ϕ 33 ∈ V * linearly independent. By virtue of (7.2) the quotient W o (Λ)/G exists. Indeed, the rectangle (0, 1/5) × (3/5, 1) and the quadrilateral mentioned above have nonempty intersection. We conclude that X is isomorphic to W o /G. It would be desirable to have a concrete description of this quotient. At most we can say here is that W o /G is birational to the "universal quartic"
If x = y it is assumed that f vanishes to second order at x. There is a G-invariant
This map factors through a surjective map ρ : W o /G −→ Q. It is easy to construct local sections for W o −→ Q on neighbourhoods around any point (< f >, x, y) with x = y. This shows that ρ is an isomorphism away from the diagonal {x = y}. It is not a global isomorphism because over the diagonal it has nontrivial fibers.
Morphisms of Type
We fix integers d 1 > d 2 > d 3 > 0 and we consider morphisms of sheaves on P r = P(V ) of the form
Employing the notations from section 2 we have
The polarization Λ = (λ 1 , λ 2 , λ 3 , µ 1 ) is uniquely determined by the pair (
The singular polarizations are among those polarizations for which there are integers 0 ≤ κ ≤ n and 0 ≤ p ≤ m such that
Equivalently, for singular polarizations the pair (λ 1 , λ 2 ) lies on one of the lines λ 1 = κ/pn or λ 2 = κ/n − pλ 1 . The morphism ϕ is semistable if and only if it is not equivalent to a matrix having one of the following forms: Here 1 ≤ i ≤ m in the first case, 1 ≤ i ≤ m + 1 in the second case, 2 ≤ i ≤ m + 2 in the third and fourth cases. The integers l are smallest with the properties that
We now turn to the embedding into the action of the reductive group. We recall from section 2 that ζ(ϕ) = (ξ 2 , ξ 3 , γ(ϕ)) with ξ 2 ∈ M p1,p2 (S d1−d2 V * ), ξ 3 ∈ M p2,p3 (S d2−d3 V * ), γ(ϕ) ∈ M q1,p1 (S d1 V * ).
Concretely, let us choose a basis {X 0 , . . . X r } of V * and let us choose bases Here W is an a 31 ×a 32 -matrix with entries W kj = W k /V j if V j divides W k , otherwise W kj = 0. In order to apply the theory from section 2 we need to assume a priori that α 3 > 0 and p 1 λ 1 < 1, see remark (2.7). The second condition follows from the condition α 2 > 0 which we will assume in the sequel. According to King's criterion [1] a point (ξ 2 , ξ 3 , γ) ∈ W is semistable if and only if the following three conditions are satisfied:
(i) (ξ 2 , γ) ≁ ((ξ 2 ) ki , γ lk ) with l/n > kλ 1 + iα 2 + α 3 , 0 ≤ k ≤ m + a 21 + a 31 − 1, 1 ≤ i ≤ 1 + a 32 . Here γ lk and (ξ 2 ) ki are matrices of the form
(ii) (ξ 2 , ξ 3 , γ) ≁ ((ξ 2 ) ki , (ξ 3 ) i , γ lk ), with l/n > kλ 1 + iα 2 , 0 ≤ k ≤ m + a 21 + a 31 − 1, 1 ≤ i ≤ 1 + a 32 . Here (ξ 3 ) i has zero entries on the last i rows. (iii) (ξ 2 , γ) ≁ ((ξ 2 ) k , γ lk ) with l/n > kλ 1 , 0 ≤ k ≤ m + a 21 + a 31 − 1. Here the last k rows of (ξ 2 ) k are zero.
(8.1) Remark: Let W ′ be a matrix obtained by peforming elementary row and column operations on W . Assume that W ′ has a zero submatrix with a 32 − 1 columns. Then the zero submatrix has at most a 21 rows.
Proof: We notice first that the a 21 nonzero entries of W on each column are linearly independent. The claim will follow if we show that the matrix W j , obtained by deleting the j-th column of W and those i-th rows for which W ij = 0, has linearly independent rows. But, by construction, each row of W j is not zero and the nonzero entries of W j on each column are linearly independent. This finishes the argument.
As a direct consequence of the above remark we get the following: At the other extreme, we would like to know what is the largest k for which ξ 2 ∼ (ξ 2 ) k,a32 . For this we need the following analog of (8.1). Its proof will be included in the proof of (8.5).
(8.3) Remark: Let W ′ be a matrix obtained by performing elementary row and column operations on W . Then each column of W ′ has a 21 linearly independent elements, in other words it spans S d1−d2 V * .
(8.4) Remark: Assume that ξ 2 ∼ (ξ 2 ) k,a32 . Then k ≤ m + a 31 .
For integers 1 ≤ i < j ≤ a 32 we let ω ij be the number of nonzero rows of the matrix made of the columns i and j of W . Let ω be the smallest among the numbers ω ij . Note that a 21 < ω < 2a 21 . In fact, we have the obvious formula
(8.5) Remark: Let W ′ be a matrix obtained by performing elementary row and column operations on W . Assume that W ′ has a zero submatrix with two or more columns. Then the zero submatrix has at most a 31 − ω rows.
Proof:
We have to show that any matrix made of two columns of W ′ has ω linearly independent rows. Let W j be the j-th column of W . Let W ′ j be a linear combination of the columns of W of the form
For integers 1 ≤ p < q ≤ a 32 we have to show that the matrix W ′′ made of the columns W ′ p and W ′ q has ω linearly independent rows. We choose the lexicographic ordering on the monomials X i0 0 · · · X ir r which form a basis of S d2−d3 V * . We also choose the lexicographic ordering on the monomials giving a basis for S d1−d3 V * . We write W relative to these orderings and we notice that if the entry W ij of W is nonzero, then, for i ≤ k, j ≤ l, (i, j) = (k, l), W kl is either zero or is larger than W ij in the lexicographic ordering. This shows two things:
(i) if W ij = 0, then W ′ ij is equal to W ij plus a linear combination of monomials that are larger than W ij in the lexicographic ordering; (ii) if W ij = 0, then, for i < k ≤ a 31 , W ′ kj is either zero or is a combination of monomials larger than W ij .
Performing on W ′ j row operations of the form cR k + R i −→ R i , i < k, c being a scalar, we do not disturb properties (i) and (ii). Moreover, performing a certain sequence of such operations, we can arrive at W j . This proves remark (8.3).
To show that W ′′ has ω linearly independent rows we proceed as follows. Performing, possibly, row operations on W ′′ of the kind mentioned above, we may assume that W ′ p = W p . Now all we need to do is find ω − a 21 linearly independent elements among those W ′ iq for which W ′ ip = 0. But from (i) and (ii) we know that those W ′ iq for which W iq = 0 are linearly independent. As there are at least ω − a 21 indices i for which W iq = 0 but W ip = 0 we are done.
(8.6) Remark: Assume that ξ 2 ∼ (ξ 2 ) ki with i ≤ a 32 − 1. Then k ≤ m + a 21 + a 31 − ω.
Owing to the fact that ξ 2 has a 21 +a 31 linearly independent rows, we may assume that k ≤ m in (iii). Owing to the fact that ξ 3 has a 32 linearly independent entries, we may assume that i = 1 in (ii) and, in view of (8.2), that k ≤ m + a 21 . According to (8.6), we may assume that k ≤ m + a 21 + a 31 − ω in (i) if 2 ≤ i ≤ a 32 − 1. According to (8.4), we may assume that k ≤ m + a 31 in (i) if i = a 32 . Thus, in
