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Abstract
In several recent publications Everitt and Markus have developed a theory of ordinary and partial di4erential
boundary value problems, through their novel methods of complex symplectic algebra. For instance, in the
case of the regular Sturm–Liouville problem, the corresponding boundary complex symplectic space has four
dimensions, and can be used to classify all the self-adjoint boundary conditions by means of two-dimensional
Lagrangian subspaces.
In this investigation the groups Auto(S), of all symplectic automorphisms, are analyzed for all :nite-
dimensional complex symplectic spaces S, say of dimension n¿ 2; and these are demonstrated to be noncom-
mutative, connected Lie groups of (real) dimension n2. This global topological analysis provides information
on continuous families of canonical coordinates in S, and their deformations.
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1. Introduction: summary of methods and goals, organization of results
In their AMS monograph [7] Everitt and Markus introduced a new approach and methodology,
based on the algebra of complex symplectic spaces, for the analysis and description of self-adjoint
boundary value problems of linear ordinary di4erential operators (i.e. formal di4erential expres-
sions). For instance, a natural one-to-one correspondence was constructed between the set of all
self-adjoint (Hilbert space) linear operators, as generated by the di4erential expression, and the
set of all complete Lagrangian subspaces of the boundary complex symplectic space S, see
[5–10].
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These concepts and methods are reviewed in Section 2 below, where they are illustrated by the
regular boundary value problem for the classical Sturm–Liouville formal di4erential operator (i.e.
di4erential expression)
M [y] := −(py′)′ + qy
(
y′ =
dy
dx
)
; (1.1)
with real-valued coeFcient functions p and q that are, for simplicity, C∞-smooth and p(x)¿ 0 for
all x∈I, a prescribed compact real interval, say
I = [0; 1] (1.2)
(more general boundary value problems, singular as well as regular, are discussed in the monograph
[7]).
In this regular case the relevant complex symplectic space S, named the boundary space for the
Sturm–Liouville operator M on I of (1.1) and (1.2) (see Example 2.2(b) below, or [7, Section IV]
for full details), is recognized as the four-dimensional complex number space C4, together with the
prescribed symplectic product
C4 × C4 → C (1.3)
as given by
u; v → [u : v] := uJ4v∗: (1.4)
Here u and v are (row) complex 4-vectors (with v∗ = Gvt in terms of the conjugate transpose of v—
hence v∗ is a column 4-vector), and further
J4 :=
(
0 I2
−I2 0
)
(I2 is 2× 2 identity matrix): (1.5)
The goal of this current investigation, as developed in Section 3 below, is to describe the group
of all symplectic automorphisms of the boundary space S; accordingly named the Sturm–Liouville
group, as de:ned in Section 2 where it is denoted by ∧ (C). For instance, it will be demonstrated
that  ∧ (C) is a noncommutative topological group, moreover a noncompact connected Lie group
constituting a di4erentiable manifold of 16 (real) dimensions. Here the notation  and  refer to
the initials of Sturm and Liouville, as the important motivators of this theory.
The signi:cance of such topological properties of  ∧ (C) will be illustrated through the con-
cept of parametrized families of self-adjoint boundary conditions, (in terms of canonical coordi-
nates), and the continuous deformation of such families, for the Sturm–Liouville regular boundary
value problem. Similar groups will illuminate higher order boundary value problems in the :nal
Section 4.
2. Review of basic concepts of complex symplectic algebra, with applications to the
Sturm–Liouville boundary value problem
We begin with the basic de:nitions, and then a brief exposition of the properties of complex
symplectic spaces and their Lagrangian subspaces, as illuminated through some relevant examples.
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Complete details and a thorough development are found in the monograph [7], to which we frequently
refer—particularly for useful notation. For the classical real symplectic spaces see [1,11–13].
De%nition 2.1. A complex vector space S, together with a symplectic product [:] (i.e. a complex-
valued semibilinear or conjugate bilinear form)
S × S → C given by u; v → [u : v]; (2.1)
is a complex symplectic space in case the following three properties hold:
(i) Semibilinear property,
[c1u+ c2v :w] = c1[u :w] + c2[v :w]: (2.2)
(ii) Skew-Hermitian property,
[u : v] =−[v : u]; (2.3)
so then (2.2) implies
[u : c1v+ c2w] = Gc1[u : v] + Gc2[u :w] (2.4)
for all vectors u; v; w∈ S and complex numbers c1; c2 ∈C (with the corresponding complex
conjugates Gc1; Gc2)
(iii) Nondegeneracy property,
[u : S] = 0 implies u= 0 (2.5)
(i.e. the only vector of S which is symplectically orthogonal to every vector of S is the zero vector).
Here our language exploits the analogy between the symplectic product (skew-Hermitian form) and
the usual inner product (symmetric-Hermitian form) on a complex vector space. Occasionally we
also refer to a degenerate symplectic product, where (2.5) (iii) fails, but in that case S is not a
complex symplectic space.
De%nition 2.2. Complex symplectic spaces S1 with [ : ]1 and S2 with [ : ]2 are symplectically
isomorphic in case there exists a linear bijective map F of S1 onto S2 such that
F : S1 → S2 with [u : v]1 = [Fu :Fv]2 (2.6)
for all vectors u; v∈ S1. In case S1 = S2, then F is a symplectic automorphism of S1 onto itself.
Remark 2.1. Let S with [ : ] be a complex symplectic space. Then the set of all symplectic auto-
morphisms of S is a group (under composition, as usual) called the automorphism group of S and is
often denoted by Auto(S). In case S is the Sturm–Liouville boundary space S, the automorphism
group will be denoted by  ∧ (C), see De:nition 2.5 below.
De%nition 2.3. A linear submanifold L of a complex symplectic space S is a Lagrangian subspace
in case
[L : L] = 0; (2.7)
that is [u : v] = 0 for all vectors u; v in the subspace L.
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Further, a Lagrangian subspace L ⊂ S is complete in case
u∈ S and [u :L] = 0 imply u∈L: (2.8)
Hence, a complete Lagrangian subspace L ⊂ S admits no proper extension to a Lagrangian space
in S. For the special case when dim S ¡∞ (S is :nite dimensional as a vector space), then a
Lagrangian subspace L ⊂ S is complete if and only if
2 dim L= dim S: (2.9)
We next present an example which illustrates how each :nite-dimensional complex symplectic
space S, say dim S = n¡∞, is symplectically isomorphic to the complex vector space Cn, with
an appropriate symplectic product de:ned via a skew-Hermitian matrix. From this it follows that S
can always be expressed as the direct sum of two (:nite dimensional) Hilbert spaces, as in (2.15)
below.
Example 2.1. (a) Consider the complex vector space Cn of n dimensions over the complex number
:eld C, for some positive integer n∈N : = {1; 2; 3; : : :}. Let K be an arbitrary complex n× n matrix
satisfying the following two conditions:
K =−K∗ (where K∗ = GKt) (2.10)
and
detK = 0; (2.11)
so K is a nonsingular skew-Hermitian n× n matrix.
Now de:ne a symplectic product in Cn by
u; v → [u : v] := uKv∗ (2.12)
for (row) vectors u; v∈Cn. Then Cn with [ : ] is a complex symplectic space of n (complex)
dimensions. Let S with [ : ] be a complex symplectic space of n dimensions. Then, upon choosing a
basis for S, we can de:ne a linear bijection of S onto Cn, thence inducing a symplectic product on
Cn—say as de:ned in (2.12) by some skew-Hermitian matrix K . In this manner S is symplectically
isomorphic to the complex symplectic space Cn with the symplectic product speci:ed in (2.12).
Indeed, upon the selection of a suitable basis in S we can demand that K has a special diagonal
format (note that iK is symmetric-Hermitian and employ familiar matix algebra), say
Km := diag{iIm;−iIn−m}; (2.13)
where the integer m∈ [0; n] is a symplectic invariant known as the positivity index of S, see [6,
Section 2, 7] (in this notation we omit I0 arising for m = 0 and m = n). Thus, up to symplectic
isomorphism, S can be characterized as the complex vector space Cn, with symplectic product
speci:ed by Km in (2.12) and (2.13). That is, for each pair of integers n¿ 1 and 06m6 n, there
exists a complex symplectic space, say S (unique up to symplectic isomorphism), with dim S = n
and positivity index m—and we denote this symplectic space by
S = {Cn; m}: (2.14)
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(b) Let S with [ : ] be a :nite-dimensional complex symplectic space, say dim S = n with posi-
tivity index m—so S is symplectically isomorphic with {Cn; m} as in (2.14) of part (a) above. Let
{f1; : : : ; fm; fm+1; : : : ; fn} be a basis for S such that the corresponding skew-Hermitian matrix is
Km, as in (2.13). In this situation there is a symplectically orthogonal direct sum decomposition
S = H− ⊕ H+; (2.15)
where H± are linear subspaces
H− = span{fm+1; : : : ; fn}; H+ = span{f1; : : : ; fm} (2.16)
such that
[H− : H+] = 0 so H− ∩ H+ = 0: (2.17)
Then each vector u∈ S has a unique decomposition
u= u− + u+ with u− ∈H− and u+ = H+ so [u− : u+] = 0: (2.18)
Furthermore, there exist scalar products 〈; 〉± and norms ‖ ‖± in H±, respectively, as given by
〈u+; v+〉+ =−i[u+ : v+] and ‖u+‖2+ =−i[u+ : u+] (2.19)
〈u−; v−〉− = i[u− : v−] and ‖u−‖2− = i[u− : u−] (2.20)
so that H± are (:nite dimensional) Hilbert spaces, see [7, Section III]. Moreover, S is then the
product Hilbert space of H− and H+, with the norm given by
‖u‖2S = ‖u−‖2− + ‖u+‖2+ (2.21)
for u= u− + u+, see (2.18), for all u∈ S.
De%nition 2.4. Consider a complex symplectic space S with [ : ], say with dim S = n¡∞ and
positivity index m, so there exists a basis
{f1; : : : ; fm; fm+1; : : : ; fn} (2.22)
as in Example 2.1 above. Select this basis satisfying the conditions
[fj :fk] =
{
i jk for 16 j6m;
−i jk for m+ 16 j6 n and 16 k6 n:
(2.23)
An ordered set of n vectors in S is called a diagonal basis just in case it satis:es the conditions
(2.23). Clearly a diagonal basis is a basis for S such that the corresponding skew-Hermitian matrix
is Km of (2.13).
Further, when 2m= n, there exists a canonical basis
{e1; e2; : : : em; em+1; em+2; : : : ; e2m} (2.24)
characterized by the conditions (see [7, Section III.1]):
[ej : em+j] =−[em+j : ej] = 1 for 16 j6m (2.25)
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with all remaining such symplectic products zero, amongst these basis vectors. Vectors ej and
em+j are called canonical conjugates in such a canonical basis, under which the corresponding
skew-Hermitian matrix is
J2m =
(
0 Im
−Im 0
)
: (2.26)
The next theorem uses the existence of diagonal bases to provide a broader de:nition of symplectic
isomorphism.
Theorem 2.1. Let S1 with [ : ]1 and S2 with [ : ]2 be complex symplectic spaces with dim S1 =
dim S2 = n¡∞, and consider a (possibly nonlinear) map of S1 into S2:
F : S1 → S2 (2.27)
such that, for all u; v∈ S1,
[u : v]1 = [Fu :Fv]2: (2.28)
Then F is a bijective linear map, in fact a symplectic isomorphism of S1 onto S2.
Proof. Take a diagonal basis {f1; : : : ; fm; fm+1; : : : ; fn} satisfying the conditions
[fj :fk]1 =
{
i jk for 16 j6m;
−i jk for m+ 16 j6 n; 16 k6 n
(for the positivity index m6 n of S1 with the usual conventions applying for the cases m = 0 and
m= n, as in (2.13) above).
De:ne the n vectors {fˆ1; : : : ; fˆn} in S2 by
fˆj = Ffj for j = 1; 2; : : : ; n (2.29)
so
[fˆj : fˆk]2 = [f
j :fk]1 for all 16 j; k6 n:
Then {fˆ1; : : : ; fˆn} are linearly independent in the complex linear space S2, and hence constitute a
basis for S2—in fact, a diagonal basis for S2.
Next take a vector u∈ S1 with image Fu∈ S2 and consider the expansions
u=
n∑
j=1
"jfj; Fu=
n∑
j=1
"ˆifˆj
for complex numbers "1; : : : ; "n and "ˆ1; : : : ; "ˆn. Now compute
i"ˆ1 = [Fu : fˆ1]2 =

 n∑
j=1
"jfj :f1


1
= i"1
so "ˆ1 = "1, and similarly "ˆj = "j for j = 1; 2; : : : ; n. Hence,
F

 n∑
j=1
"jfj

= n∑
j=1
"jfˆj: (2.30)
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But this result (2.30) implies that F is a linear map of S1 onto S2. In order to demonstrate that
F is linear take any vector v=
∑n
j=1 $jf
j ∈ S1, and complex numbers a; b—and compute
F(au+ bv) =F

 n∑
j=1
(a"j + b$j)fj


=
n∑
j=1
(a"j + b$j)fˆj
= aFu+ bFv: (2.31)
Example 2.2. (a) Let H be a complex Hilbert space (of arbitrary cardinal dimension), with scalar
product and corresponding norm given by, for all f; g∈H,
〈f; g〉 and ‖f‖2 = 〈f;f〉: (2.32)
Let T0 be a closed symmetric linear operator on H with a dense domain D(T0) ⊂ H. We seek
self-adjoint operators T on D(T ) ⊂H, which are extensions of T0 on D(T0).
The well-known theory of Stone and von Neumann, see [3, Chapter XII, 7, Section II], asserts
that every such self-adjoint extension, say T = T ∗ (the H-adjoint) on D(T ) = D(T ∗), lies between
T0 on D(T0) and its adjoint T1 = T ∗0 on the domain D(T1) ⊂H. That is,
T0 ⊆ T = T ∗ ⊆ T1 on D(T0) ⊆ D(T ) = D(T ∗) ⊆ D(T1) (2.33)
namely, T is an extension of the minimal operator T0, and a restriction of the maximal operator T1.
In this situation, there exists a (degenerate) symplectic product, for all f; g∈D(T1),
[f : g] := 〈T1f; g〉 − 〈f; T1g〉: (2.34)
This degeneracy arises because, for f∈D(T1),
[f :D(T1)] = 0 if and only if f∈D(T0) (2.35)
and, accordingly, it can be removed upon consideration of the quotient or identi:cation complex
symplectic space
S := D(T1)=D(T0) (2.36)
consisting of cosets f = {f + D(T0)} and g = {g+ D(T0)}, for representative vectors f; g∈D(T1).
Then S with the symplectic product
[f : g]S = [f + D(T0) : g+ D(T0)] = [f : g] (2.37)
de:nes the complex symplectic space, referred to as the boundary space for the operator T0, see [7].
Within this framework we can reformulate the GKN-Theorem of Glazman–Krein–Naimark, as
generalized in [7, Section II, Theorem 1]: i.e.
There exists a natural one-to-one correspondence between the set {T} of all self-adjoint extensions
T on D(T ) of T0 on D(T0), and the set {L} of all complete Lagrangians L in the boundary complex
symplectic space S. Namely, for each such T on D(T ), take
L := D(T )=D(T0) ⊂ S (2.38)
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and conversely
D(T ) = {f∈D(T1) | f = {f + D(T0)}∈L}: (2.39)
(b) The analysis in Example 2.2(a) is directly applicable in the boundary value problem for
ordinary di4erential operators that are Lagrange symmetric (formally self-adjoint) on a real interval,
see [7] for details in the general case. We illustrate this general theory by a brief relevant exposition
of the Sturm–Liouville operator on a compact interval, according to (1.1) and (1.2) of Section 1
above, and now re-introduce it as
M [y] := −(py′)′ + qy
(
y′ =
dy
dx
)
; (2.40)
with real-valued coeFcients
p and q∈C∞(I) and p(x)¿ 0 for x∈I; (2.41)
where I is a prescribed compact real interval, say
I = [0; 1]: (2.42)
We refer to Example 2.2(a) and now take the complex Hilbert space H to be
L2(I) =
{
f :I→ C| ‖f‖2 =
∫ 1
0
|f|2 dx¡∞
}
(2.43)
for complex-valued square-integrable functions (or a.e. equivalence classes) on the compact interval
I of (2.42). Then the scalar product and norm for f; g∈L2(I) are given by
〈f; g〉=
∫ 1
0
f Gg dx (2.44)
and
‖f‖2 = 〈f;f〉: (2.45)
In this situation, the Sturm–Liouville formal expression M of (2.40) de:nes a linear operator, still
denoted by M , on the Hilbert space L2(I), where
y → M [y] := −(py′)′ + qy (2.46)
on the classical domain
D(M) := C∞0 (I) = {y∈C∞(I) | suppy ⊂ (0; 1)}; (2.47)
where as usual,
C∞(I) := {y :I→ C |y(k) continuous on I; all derivative orders k = 0; 1; 2; 3; : : :}: (2.48)
We now extend the linear operator M on D(M) to the maximal operator
T1 :y → M [y] (2.49)
on the maximal domain appropriate for classical analysis
D(T1) = {y∈L2(I) |y and y′ ∈AC(I); and M [y]∈L2(I)}; (2.50)
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hence, for y∈D(T1); (py′) is absolutely continuous on I, and thus (py′)′ is integrable on I. Then
Green’s formula, for f; g∈D(T1), asserts
[f : g] := 〈M [f]; g〉 − 〈f;M [g]〉= {−(pf′) Gg+ (f)p Gg′}|10; (2.51)
which thus de:nes a (degenerate) symplectic product [ : ] on D(T1). Incidentally, Green’s formula
(2.51) shows that M on D(M) is a symmetric (but not closed) linear operator on the Hilbert space
L2(I).
Denote the L2(I)-adjoint of T1 by T0 = T ∗1 on the domain D(T0) ⊂ D(T1), and a nontrivial
analysis, compare [3, Chapter XII, 7, Section II], veri:es that T1 = T ∗0 and
T0 :y → M [y] (2.52)
is the minimal operator for M , with the minimal domain
D(T0) = {y∈D(T1) |y(0) = y′(0) = 0; y(1) = y′(1) = 0}: (2.53)
That is, T0 on D(T0) is a closed symmetric operator in L2(I), and is the closure of M on D(M).
Hence we now have the requirements of Example 2.2(a), namely,
(i) T0 on D(T0) is a closed symmetric operator with a dense domain in the
Hilbert space H= L2(I);
(ii) T1 = T ∗0 and T0 = T
∗
1 are L2(I)-adjoints; and
(iii) [ : ] on D(T1) is a degenerate symplectic product:
(2.54)
Thus we use the minimal operator T0 on D(T0), and the maximal operator T1 on D(T1), as
generated by M on D(M); and seek self-adjoint extensions T of M (hence necessarily self-adjoint
extensions of its closure T0).
For these purposes we now de:ne the boundary complex symplectic space, as in (2.36) and (2.37),
but specialized for the Sturm–Liouville operator (2.46) and (2.47):
S = D(T1)=D(T0); (2.55)
with the symplectic product of cosets f = {f + D(T0)} and g= {g+ D(T0)},
[f : g]S = [f : g] = {−(pf′) Gg+ (f)p Gg′}|10: (2.56)
Furthermore, in this case, the coset f = {f + D(T0)} can be identi:ed with the quadruple of
complex numbers
{f(0); f′(0); f(1); f′(1)}∈C4; (2.57)
see [4,7, Section II, Example 3] for details. Using these coordinates in S, we next introduce the
evaluation map
V : S → C4; (2.58)
as given by
f → {p(0)f′(0); f(1); f(0); p(1)f′(1)}: (2.59)
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This construction de:nes a symplectic isomorphism of S onto {C4; 2}, see Example 2.1, especially
(2.14), because
[f : g]S = (Vf)J4(Vg)
∗: (2.60)
The further treatment of this regular Sturm–Liouville boundary value problem, to determine
all self-adjoint operators T on D(T ), extensions of M on D(M) in L2(I), then depends on the
GKN-Theorem as expressed by the correspondence between two-dimensional (i.e. complete) La-
grangian L ⊂ S ∼= {C4; 2} and the self-adjoint operators T on D(T ), according to (2.38) and
(2.39) above. For example, using the canonical basis {e1; e2; e3; e4} for S, as in (2.24), the
two-dimensional spaces Ls := span{e1; e4} and Lc := span{e1 + e4; e2 + e3} are each complete
Lagrangians. But, by (2.59), Ls can be speci:ed by the (separated) boundary conditions f(0) = 0,
f(1)=0, and Lc by the (coupled) boundary conditions p(0)f′(0)=p(1)f′(1) and f(0)=f(1) (note:
:rst and fourth components are equal, and similarly second and third components). The details of
the calculation of symplectic algebra, with many illuminating examples, are presented in the mono-
graph [7].
De%nition 2.5. Consider the Sturm–Liouville operator M with domain D(M), on the compact interval
I = [0; 1], as in Example 2.2(b) especially (2.40)–(2.47) above. Then the corresponding boundary
complex symplectic space, de:ned in (2.55) and (2.56), is denoted by S, which is symplectically
isomorphic with {C4; 2}, see (2.58) and (2.59).
The group of all symplectic automorphisms of S is the Sturm–Liouville group denoted by ∧(C).
Remark 2.2. Comments on the topology of S and ∧(C), within complex and real matrix groups.
(The notation  and  refer to the special case for Sturm–Liouville symplectic space and sym-
plectic group.)
Since S is a four-dimensional complex vector space, it admits a unique topology (as a topological
vector space), and this is the topology inherited from C4 (which bears the topology of the Hermitian
metric on C4) and hence does not depend on the choice of basis for S.
In the next Section 3, we verify that ∧(C) is a noncommutative, noncompact topological group—
with the compact-open topology arising as in the homeomorphism group on S. In fact, ∧ (C) is
a closed submanifold of the general linear group GL(4;C) of 4× 4 nonsingular complex matrices—
which has (complex) dimension 16 or (real) topological dimension 32. Note that for complex vec-
tor spaces or complex manifolds we can de:ne a complex dimension by the number of complex
coordinates; but the real or topological dimension is twice this number.
We next comment on the topology of the complex general linear group GL(n;C) of all n × n
complex nonsingular matrices, and similarly for the real general linear group GL(n;R). By assigning
an order for the n2 entries of a matrix T ∈GL(n;C), we can topologize GL(n;C) as an open subset
of the complex number space Cn2 , and similarly for GL(n;R) ⊂ Rn2 . Clearly GL(n;R) can be
treated as a closed subgroup of GL(n;C), but further GL(n;C) can be treated as a closed subgroup
of GL(2n;R) by simply replacing each complex entry z = .+ i/ of T by a real 2× 2 block matrix
( .−/
/
.), see [2].
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Remark 2.3. Let S be a complex symplectic space of :nite-dimension dim S = n, with positivity
index m6 n, so S is symplectically isomorphic with {Cn; m}, as in (2.14) above. We emphasize
that S has a unique topology (as a :nite-dimensional topological vector space, see [10, Remark 3.2]),
namely the topology induced by the Hermitian metric on Cn. Further, the symplectic automorphism
group Auto(S) is a topological group with the usual compact-open topology, commonly used for
homeomorphisms of S—here agreeing with the topology induced on Auto(S) as a subset of the
matrix group GL(n;C). Accordingly,
Auto(S) ∼=Auto{Cn; m};
that is these two topological groups are isomorphic (via a homeomorphism).
Remark 2.4. The complex symplectic space S = {Cn; m}, with symplectic product [:], can also be
regarded as an inner product space, with the nondegenerate inner product
〈u; v〉=−i[u : v]
for all vectors u; v∈ S. For 16m¡n, S is an inde:nite inner product space, say the orthogonal
direct sum H− ⊕ H+ of the Hilbert space H+ (of dimension m) and the anti-Hilbert space H− (of
dimension n−m). (Note that if m= n or m= 0 then S reduces to a single Hilbert (or anti-Hilbert)
space as in (2.15) above). From this viewpoint, the group Auto(S) is the group of all isometric
invertible linear operators on the Krein space H− ⊕ H+, see [10].
3. The complex symplectic groups Sp(2m;C)
In this section, we shall consider the complex symplectic space of (complex) dimension n=2m¿ 2
and positivity index m. Up to symplectic isomorphism there exists a unique such complex symplectic
space, previously denoted by {C2m; m} in (2.14) above, but here represented in terms of the traditional
symplectic product
[u : v] = uJ2mv∗; (3.1)
where
J2m =
(
0 Im
−Im 0
)
(3.2)
using a canonical basis for C2m, see (2.24)–(2.26).
Remark 3.1. According to Examples 2.1 and 2.2 above, the boundary space S of the regular Sturm–
Liouville problem is symplectically isomorphic to C4, with the symplectic product speci:ed by the
matrix J4—relative to the introduction of a canonical basis
e1 = (1; 0; 0; 0); e2 = (0; 1; 0; 0); e3 = (0; 0; 1; 0); e4 = (0; 0; 0; 1) (3.3)
for the (row) vectors of C4. As we remark, S can also be denoted by {C4; 2}, when we emphasize
the diagonal bases rather than canonical bases.
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For simplicity we shall frequently denote the matrix J2m by
J =
(
0 I
−I 0
)
;
where the dimension n= 2m is clear from the context. Then
J = GJ =−J t =−J ∗ =−J−1: (3.4)
Lemma 3.1. Consider the complex symplectic space Cn, with positivity index m (n=2m¿ 2), and
symplectic product
[u : v] = uJv∗; where J =
(
0 I
−I 0
)
(3.5)
in terms of a canonical basis, characterized by (2.25) above,
{e1; e2; : : : ; em; em+1; em+2; : : : ; en}: (3.6)
Let 2 :Cn → Cn be a linear map of Cn into itself. Then 2 is a symplectic automorphism of Cn if
and only if any one of the following three assertions holds (in which case they all hold):
(i) 2 maps the given canonical basis to a canonical basis for Cn,
(ii) 2 maps every canonical basis of Cn to a canonical basis,
(iii) The matrix T , representing 2 in the canonical basis, say, for u∈Cn,
2 : u → uT (3.7)
satis:es the matrix identity
TJT ∗ = J: (3.8)
Proof. Let 2 :Cn → Cn be a symplectic automorphism. Then, since
[u : v] = [2u : 2v]
we observe that 2 maps each canonical basis of Cn onto a canonical basis—since a basis {e1; : : : ;
em; em+1; : : : ; en} is canonical just in case the appropriate symplectic products satisfy conditions (2.25)
with the matrix J2m, see (2.26) and (3.2) above. Thus conditions (i) and (ii) above must hold.
Further, let 2 be represented by a matrix, formulated in terms of a canonical basis—say (3.6),
u → uT: (3.9)
Then, since
[u : v] = [uT : vT ] = uTJ (vT )∗ = uTJT ∗v∗
we have, for all vectors u; v∈Cn,
uJv∗ = uTJT ∗v∗
L. Markus / Journal of Computational and Applied Mathematics 171 (2004) 335–365 347
or
u{J − TJT ∗}v∗ = 0;
which proves that
TJT ∗ = J: (3.10)
Now examine the converse assertions.
Assume (i) holds so 2 is a linear bijection of Cn onto Cn. Write
eˆ j = 2ej for 16 j6 n;
so {eˆ1; : : : ; eˆ n; eˆm+1; : : : ; eˆ n} is a canonical basis for Cn. Then for each vector u=∑nj=1 "jej
2 :
n∑
j=1
"jej →
n∑
j=1
"jeˆ j for "1; : : : ; "n ∈C
and similarly for the vector v=
∑n
j=1 $ne
j. From this it follows that
[u : v] = [2u : 2v]; (3.11)
so 2 is a symplectic automorphism of Cn.
Of course condition (ii) implies (i), so then 2 is a symplectic automorphism of Cn.
Finally, assume (iii) so, in terms of a canonical basis,
2 : u → uT with TJT ∗ = J: (3.12)
Then |det T |= 1 so 2 is a linear bijection on Cn. Further, for vectors u; v∈Cn,
[2u : 2v] = [uT : vT ] = uTJ (vT )∗ = uTJT ∗v∗ = uJv∗:
Thus
[2u : 2v] = [u : v]
and 2 is a symplectic automorphism of Cn.
Corollary 3.1. Once a 5xed canonical basis is chosen in Cn, with positivity index m and 2m=n¿ 2,
then there exists a natural one-to-one correspondence between canonical bases in Cn and symplectic
automorphisms of Cn.
De%nition 3.1. For each integer m¿ 1 consider the set Sp(2m;C) of all complex 2m× 2m matrices
T satisfying the matrix identity
TJT ∗ = J; J =
(
0 Im
−Im 0
)
: (3.13)
We call Sp(2m;C) the complex symplectic group, in accord with the next remark and theorem.
(Note: Sp(2m;C) is isomorphic (by a homeomorphism) with the topological group Auto{C2m; m},
see Remark 2.3 above—notations vary in the literature, see [2].
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Remark 3.2. By virtue of Lemma 3.1(iii), Sp(2m;C) is a representation, in the complex general
linear group GL(2m;C), and with reference to a canonical basis, of the group of all symplectic
automorphisms of the complex symplectic space C2m with positivity index m¿ 1. In particular, for
m = 2, Sp(4;C) is isomorphic to the Sturm–Liouville group (C), the symplectic automorphism
group of the Sturm–Liouville boundary space S, see Remark 2.2 above and De:nition 2.5.
Clearly, Sp(2m;C) is a subgroup of the topological group GL(2m;C), which we can consider as
a subset of the coordinate space C4m2 , or the real number space R8m2 . Nevertheless, we verify this
remark directly via matrix algebra in the next theorem.
Theorem 3.1. The set Sp(2m;C), as in De5nition 3.1 above, is a closed subgroup of the complex
general linear group GL(2m;C). In fact, Sp(2m;C) is a noncommutative, noncompact Lie group.
For each T ∈Sp(2m;C), the matrix
T ∗ = GT ′ (using T ′ for T t to simplify Lemma 3.3) (3.14)
also belong to Sp(2m;C). Furthermore,
Sp(2m;C) ∼=Auto{C2m; m}: (3.15)
Proof. Note that TJT ∗ = J implies that |det T | = 1 so T ∈GL(2m;C). Assume that T1 and T2 ∈
Sp(2m;C) and compute
T1T2J (T1T2)∗ = T1T2JT ∗2 T
∗
1 = T1JT
∗
1 = J;
so T1T2 ∈Sp(2m;C).
Further compute, using (T−11 )
∗ = (T ∗1 )−1,
T−11 J (T
−1
1 )
∗ = T−11 (T1JT
∗
1 )(T
∗
1 )
−1 = J
and, upon taking inverses with J−1 =−J ,
T ∗1 JT1 = J:
Thus T−11 and T
∗
1 both belong to Sp(2m;C). Therefore, Sp(2m;C) is a subgroup of GL(2m;C),
which itself can be regarded as a subset of C4m2 or of R8m2 . Identity (3.13) implies that Sp(2m;C)
is a closed subset of GL(2m;C).
Since Sp(2m;C) is a closed subgroup of the Lie group GL(2m;C), Sp(2m;C) is also a Lie group
(moreover the component of the identity is a di4erentiable manifold and the corresponding manifold
topology is the inherited topology). Further, Sp(2;C) can be recognized as a closed subgroup of
Sp(2m;C) by choosing a pair of conjugate canonical vectors, say e1; em+1, from a canonical basis
(3.6) of C2m, and :xing the identity map on all the remaining vectors of this basis. Then the closed
subgroup of Sp(2;C), consisting of all matrices(
3 0
0 3−1
)
for real 3¿ 0
is noncompact. Also the matrices of Sp(2;C)(
1=2 0
0 2
)
and
(
2 1
1 1
)
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do not commute. That is, the subgroup Sp(2;C) ⊂ Sp(2m;C), consisting of all maps which each
leaves ej :xed for j = 1, m+ 1, is thus veri:ed to be noncompact and noncommutative.
Remark 3.3. Comments on topological dimension and connectivity of some familiar matrix groups.
If we specify the usual Hermitian-symmetric inner product and corresponding metric in Cn, then
the unitary group U (n) consists (relative to orthonormal bases) of all matrices T ∈GL(n;C) for
which
TT ∗ = I (3.16)
and U (n) is known to be compact and (arcwise) connected, see [2].
The matrix identity (3.16) imposes n2 conditions on the entries of T , treated as 2n2 real numbers
—namely, each row of T has norm 1 (hence n real conditions), and each pair of di4erent rows are
orthogonal (hence n(n−1)=2 complex conditions, or n(n−1) real conditions). This heuristic process
of “counting parameters” leads to the expectation that the real or topological dimension of U (n) is
2n2 − n2 = n2, which is in fact correct.
A similar process of “counting parameters” yields the result that Sp(2m;C) is a di4erentiable
manifold of n2 (real) dimensions (where n= 2m)
dim Sp(2m;C) = n2: (3.17)
In particular, for m=2, the Sturm–Liouville group (C), (all symplectic automorphisms of the
boundary space S = {C4; 2}) we have
dim(C) = 16: (3.18)
We prove the validity of these dimensionality assertions in Theorem 3.2 below, using Lie algebra
techniques.
The property of the topological connectedness of Sp(2m;C), for n= 2m¿ 2, will be established
in Section 4 below. For such a matrix group (or any Lie group) connectedness implies arcwise
connectedness, and here we merely comment on some related results for more familiar examples.
For instance, the real orthogonal group O(n) ⊂ GL(n;R), of all real n× n matrices T satisfying
TT ′ = I (3.19)
is not connected, since it consists of two components—the component containing the identity I , the
special orthogonal group SO(n) (rotations with det T =+1), and the other component with matrices
satisfying det T =−1. However, the real symplectic group
Sp(2m;R) = Sp(2m;C) ∩ GL(2m;R) (3.20)
is connected, and each real symplectic matrix has determinant of +1.
It is more diFcult to prove that, up to homeomorphism (denoted by ≈),
Sp(2m;R) ≈ Rm(m+1) × U (n) (3.21)
which has topological dimension m2 + m+ 4m2. Since it is known [2] that
U (n) ≈ S1 × SU(n); (3.22)
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where the special unitary group SU(n) is connected and simply-conneted, we can conclude that
Sp(2m;R) is connected and has fundamental (PoincarTe) group 61(Sp(2m;R)) = 61(U (n)) = Z. In
particular
Sp(2;R) ≈ R2 × S1; (3.23)
Sp(4;R) ≈ R6 × S1 × S3; (3.24)
where the 3-sphere S3 is simply-connective, but the circle S1 is not.
We do not :nd the precise topological structure of Sp(2m;C) for m¿ 2, but leave this for later
research e4orts. However, we shall show at the close of this section that Sp(2;C) is a speci:c
4-manifold which is connected but not simply-connected.
In order to formalize the computations for the dimensions of Sp(2m;C) we next introduce the
complex Hamiltonian matrices.
De%nition 3.2. A complex n× n matrix A is Hamiltonian in case n= 2m and
A= JS where S = S∗: (3.25)
That is, A is complex Hamiltonian if and only if
(JA) = (JA)∗: (3.26)
Denote the set of all such n× n complex Hamiltonian matrices A by sp(2m;C).
Remark 3.4. The set sp(2m;C) is a real linear space of (real) dimension n + 2((n − 1)n=2) = n2.
(Note: main diagonal elements of S must be real, and remaining upper diagonal complex entries are
arbitrary.)
Lemma 3.2. The set sp(2m;C) is a real Lie algebra of (real) dimension 4m2, since the Lie product
(bracket) of A1; A2 ∈ sp(2m;C) is
{A1; A2}= A1A2 − A2A1 ∈ sp(2m;C): (3.27)
Also for each A∈ sp(2m;C), both
A∗ ∈ sp(2m;C) and TAT−1 ∈ sp(2m;C) (3.28)
for every T ∈Sp(2m;C).
Proof. As noted in Remark 3.4 above, sp(2m;C) is a real linear space of dimension n2=4m2 (where
n= 2m). For A1 = JS1 and A2 = JS2, with S∗1 = S1 and S∗2 = S2, we compute the Lie bracket
{A1; A2}= A1A2 − A2A1 = JS1JS2 − JS2JS1 = JS3;
where
S3 = S1JS2 − S2JS1:
But then
S∗3 = S2J
∗S1 − S1J ∗S2 =−S2JS1 + S1JS2 = S3;
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so
{A1; A2}∈ sp(2m;C)
and sp(2m;C) is a real Lie algebra.
Next, examine A= JS for S = S∗, and compute
A∗ = SJ ∗ =−SJ =−JJ−1SJ = J (−J−1SJ ):
But
(J−1SJ )∗ = J ∗SJ−1∗ = J−1SJ;
so A∗ ∈ sp(2m;C).
Finally, take T ∈Sp(2m;C) so TJT ∗ = J , as in De:nition 3.1 above. Then compute
TAT−1 = TJST−1 = TJT ∗T ∗−1ST−1 = J (T ∗−1ST−1):
Now observe that
((T ∗)−1ST−1)∗ = (T−1)∗ST−1 = (T ∗)−1ST−1
so
TAT−1 ∈ sp(2m;C): (3.29)
Lemma 3.3. Let A be an arbitrary n× n complex matrix and consider the 1-parameter subgroup
t → 8(t) := etA for t ∈R; (3.30)
which lies within the general linear group GL(n;C).
Then for all t ∈R,
8(t)∈Sp(2m;C) (for 2m= n) (3.31)
if and only if A∈ sp(2m;C).
Proof. Assume etA ∈Sp(2m;C) for t ∈R, and compute
d
dt
(etAJetA
∗
) =
d
dt
(J ) = 0:
Then evaluating the deviative at t = 0, yields
AJ + JA∗ = 0;
or
JA∗ = (JA∗)∗:
This implies that A∗ ∈ sp(2m;C), so by Lemma 3.2,
A∈ sp(2m;C):
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Now consider the converse assertion and assume A= JS with S=S∗, as before. We seek to prove
that
8(t) = et JS for t ∈R
is in Sp(2m;C). De:ne
K(t) := et JSJ (et JS)∗ with K(0) = J
and prove that K(t) is constant. Compute the derivative
d
dt
K(t) = (et JSJS)Je−tS J + etJSJ (−SJ )e−tSJ = 0:
Therefore, 8(t) = etA ∈Sp(2m;C) for all t ∈R.
Theorem 3.2. The complex symplectic group Sp(2m;C) is a C∞-di:erentiable manifold of real
dimension n2 = 4m2 lying within GL(2m;C). Moreover, since Sp(2m;C) is a closed Lie subgroup,
it is embedded in GL(2m;C) with the manifold topology coinciding with the inherited topology on
Sp(2m;C).
Proof. Note: technically, the classical Lie theory, with Lemmas 3.2 and 3.3 above, shows only that
the (connected) component of the identity in Sp(2m;C) is such a manifold—but later in Theorem
4.2 we demonstrate that the group Sp(2m;C) is itself connected.
Now the conclusion of Theorem 3.2 follows from the two preceding lemmas which demonstrate
that sp(2m;C) is the Lie algebra of the Lie group Sp(2m;C). In other words, the exponential map
exp : sp(2m;C)→ Sp(2m;C); A → eA (3.32)
yields a C∞-di4eomorphism between a neighborhood of the origin A= 0 in sp(2m;C) ≈ Cn2 and a
neighborhood of T = I in Sp(2m;C).
The last topic in this section is the detailed topological analysis of the 4-manifold Sp(2;C).
Example 3.1. We show that Sp(2;C) is a connected 4-manifold, namely (up to homeomorphism) a
product of a torus surface T 2 and a real number plane R2,
Sp(2;C) ≈ T 2 × R2: (3.33)
In particular Sp(2;C), although connected, is not simply-connected but has a fundamental (PoincarTe)
group 61(Sp(2;C)) = Z× Z.
Let
T =
(
a b
c d
)
∈Sp(2;C) so TJT ∗ = J:
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This imposes the following conditions on the complex numbers a; b; c; d:
a Gd− b Gc = 1; (3.34)
a Gb and c Gd both real: (3.35)
In case T is real, so T ∈Sp(2;R) we have only the single necessary and suFcient condition that
the det T = 1, namely that T belongs to the special linear group SL(2;R). It is known that, up to
homeomorphism, Sp(2;R)=SL(2;R) ≈ S1×R2 (which can be proved using the polar decomposition
of matrices, see [3,2]).
We shall show how each complex matrix T ∈Sp(2;C) is generated by a corresponding real matrix
TR =
(
" $
;  
)
∈Sp(2;R)
and an angular coordinate ’ on 06’¡6. For example, take
T = ei’
(
" $
;  
)
(3.36)
and verify directly that T ∈Sp(2;C). In our construction of Sp(2;C) we shall demonstrate that every
matrix T ∈Sp(2;C) is generated by a unique pair TR ∈Sp(2;R) and angle ’ on [0; 6). In this way,
the set of all nonreal matrices of Sp(2;C) is homeomorphic to a product Sp(2;R)× (0; 6). However
to include also the real matrices, we must identify the matrices of Sp(2;R) at ’ = 0 with the
corresponding limit as ’ → 6, and hence we obtain Sp(2;C) as a di4erentiable manifold which is
a :ber bundle with base as the circle S1, parameterized by 06’6 6, and the :ber Sp(2;R). This
construction is analogous to the structure of the MUobius band where the :ber is a line segment.
However, we can further examine the attachment map of Sp(2;R) onto itself, identifying ’=0 with
’ = 6, and show that this map is isotopic to the identity map on Sp(2;R)—which will prove that
Sp(2;C) is homeomorphic to the product manifold S1 × Sp(2;R), implying conclusion (3.33).
Step 1: Let
T =
(
a b
c d
)
∈Sp(2;C):
Then the four complex numbers a; b; c; d lie on a unique line through the origin in the complex
plane. This line has an inclination angle ’ (counterclockwise from the positive real axis, as usual)
with 06’¡6. If T ∈Sp(2;R) is real, then the corresponding line is the real axis corresponding
to ’= 0.
Proof. First note that a Gb is real, so that Arg a+Arg Gb=0 (or Arg a+Arg Gb=6) so that Arg a=Arg b
(or Arg a= 6+Arg b, etc.) and the points a and b lie on the same line through the origin (if either
a or b is zero, this result is trivial: clearly not both a= b= 0). Similarly c Gd is real, so that c and
d lie on a line through the origin. We next use the condition
a Gd− b Gc = 1
to show that these two lines, as described above, coincide.
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For simplicity, say that Arg a=Arg b=’ and Arg c=Arg d= (other cases where Arg a=Arg b+6,
etc., are similar). Then, for real numbers "; $; ;;  , de:ne
a= "ei’; b= $ei’;
c = ;ei ; d=  ei (3.37)
and observe that
a Gd− b Gc = " ei(’− ) − $;ei(’− ):
Since a Gd−b Gc is a real number, ’− =0 (the possibility ’− =6 can be eliminated by the appropriate
choices for "; $; ;;  —as shown later). In any case the two lines coincide with the inclination angle
’ on 06’¡6.
Step 2: Let
T =
(
a b
c d
)
∈Sp(2;C)
with the four complex numbers on the line, through the origin, with inclination angle ’ on 06’¡6.
Then de:ne the four real numbers "; $; ;;  obtained by rotating the line of incidence clockwise back
to the real axis, that is, "= a if a is real, otherwise
"=
{ |a| if Im a¿ 0;
−|a| if Im a¡ 0; (3.38)
etc. for $; ;;  . More precisely
"= ae−i’; $ = be−i’; ;= ce−i’;  = de−i’: (3.39)
Then
TR =
(
" $
;  
)
∈Sp(2;R) (3.40)
with "$ − ; = 1.
In this way the angle ’ on [0; 6) and the matrix TR ∈Sp(2;R) are uniquely determined by
T ∈Sp(2;C), and moreover these vary continuously with T ∈Sp(2;C) (noting that ’ = 6 is not
allowed).
Step 3: In order to match the :ber Sp(2;R) at ’= 0 with the corresponding limit in Sp(2; R) as
’ → 6, so TR varies continuously with T at ’ = 6, we need to identify the :bers at ’ = 0 and 6
according to the attaching map (see (3.38) and (3.39)),
Sp(2;R)→ Sp(2;R) given by
(
" $
;  
)
→ −
(
" $
;  
)
: (3.41)
But the map (3.41) is homotopic (in fact, isotopic) to the identity map on Sp(2;R), by means of
the family of homeomorphisms >? on Sp(2;R),
>? :
(
" $
;  
)
→
(
cos ? sin ?
−sin ? cos ?
)(
" $
;  
)
for 06 ?6 6: (3.42)
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Then general theory [14] asserts that, up to homeomorphism, the :ber bundle over the circle S1
(now parametrized on 06’6 6 with identi:cation at the end points), is the topological (in fact,
di4erentiable) product
Sp(2;C) ≈ S1 × Sp(2;R) ≈ S1 × S1 × R2 ≈ T 2 × R2 (3.43)
as asserted in (3.33) above. This result con:rms that Sp(2;C) is orientable, as is the case for all
Lie groups.
This Example 3.1 shows that there exists a cyclic family of canonical bases in Sp(2;C), which
cannot be continuously deformed down to a single (constant) canonical basis. In fact, there exist
in:nitely many such cyclic families which cannot be continuously deformed into one another.
While we shall not determine the topology (in detail) of the 16-dimensional manifold (C) =
Sp(4;C), we can note that, for separated boundary conditions, the corresponding subgroup respecting
the two endpoint boundary spaces, is homeomorphic to
Sp(2;C)× Sp(2;C) ≈ T 4 × R4: (3.44)
4. Connectivity of Auto(S) for %nite-dimensional complex symplectic spaces
Recall that a :nite-dimensional complex symplectic space S, with symplectic product [ : ], and,
say, dim S=n and positivity index m6 n, can always be expressed as the symplectically orthogonal
direct sum
S = H− ⊕ H+; [H− : H+] = 0; (4.1)
where H± are symplectic subspaces under [ : ], and also :nite-dimensional Hilbert spaces with
norms given by (see (2.15)–(2.20) of Example 2.1(b) above)
‖u−‖2− = i[u− : u−] for u− ∈H− (4.2)
and
‖u+‖2+ =−i[u+ : u+] for u+ ∈H+: (4.3)
While H± are not invariant under all symplectic automorphisms of S, nevertheless a unitary map of
H− onto itself, and further a unitary map of H+ onto H+, together de:ne a symplectic automorphism
of S.
In the case (4.1), dimH− = n−m and dimH+ =m, 06m6 n, and there exists a diagonal basis
for S
{f1; f2; : : : ; fm; fm+1; : : : ; fn}; (4.4)
where
H− = span{fm+1; : : : ; fn}; H+ = span{f1; : : : ; fm} (4.5)
and, for 16 j; k6 n,
[fj :fk] =
{
i jk for 16 j6m;
−i jk for m+ 16 j6 n
(4.6)
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as in De:nition 2.4 of Section 2. Hence S with [ : ] is symplectically isomorphic to the complex
vector space Cn with the symplectic product prescribed by the skew-Hermitian n× n matrix
Km = diag{iIm;−iIn−m} (4.7)
so
Km =− GKm = Ktm =−K∗m =−K−1m (4.8)
as in (2.13) above (with the usual conventions for m=0 or n−m=0). In (2.14) we designate this
complex symplectic space by {Cn; m}.
Thus it follows that the corresponding groups of symplectic automorphisms Auto(S) and
Auto{Cn; m} are isomorphic as topological groups—see Remarks 2.1–2.3, and related discussion
in Section 2. That is, there exists an isomorphism of Auto(S) onto Auto{Cn; m} which is also a
topological homeomorphism, and we denote this relation by
Auto(S)∼=Auto{Cn; m}: (4.9)
Our goal in this :nal section is to prove that Auto{Cn; m} is a connected topological space, in
particular, the Sturm–Liouville group
 ∧ (C)∼=Auto{C4; 2} (4.10)
is connected. It is well known [2] that Auto{Cn; n} and Auto{Cn; 0} are connected, since they
are each (isomorphic with) the compact unitary group U (n) on the Hilbert space H of (complex)
dimension n, see (3.22) and related discussions in Section 3. In fact, U (n) is not only transitive
on the orthonormal bases of H , but also on the unit vectors of H (merely use the Gram–Schmidt
process to obtain complete orthonormal bases). Accordingly, we shall usually consider only the cases
0¡m¡n.
Also note that for n= 2m, see (3.15) above,
Sp(2m;C) ∼=Auto{C2m; m}; (4.11)
where the complex symplectic space Sp(2m;C) of De:nition 3.1 is of special interest in Theorem
3.1 above.
Since many of the results in this Section 4 are parallel and quite similar to theorems in Section
3 above, we shall often omit (or compress) the proofs by making references to the corresponding
items in Section 3.
Lemma 4.1. Consider the complex symplectic space {Cn; m} with (complex) dimension n¿ 1 and
positivity index 0¡m¡n, with symplectic product
[u : v] = uKmv∗ where Km =
(
iIm 0
0 −iIn−m
)
(4.12)
in terms of a diagonal basis, as in (4.4)–(4.7) above
{f1; f2; : : : ; fm; fm+1; : : : ; fn}: (4.13)
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Let 2 :Cn → Cn be a linear map of Cn into itself. Then 2 is a symplectic automorphism of {Cn; m}
if and only if any one of the following three conditions holds (in which case they all hold):
(i) 2 maps the given diagonal basis (4.13) to a diagonal basis of {Cn; m},
(ii) 2 maps every diagonal basis of {Cn; m} to a diagonal basis,
(iii) the matrix T , representing 2 in the diagonal basis (4.13) say
2 : u → uT (4.14)
for row vectors u∈Cn, satis:es the matrix identity
TKmT ∗ = Km: (4.15)
Proof. Follow the arguments and methods of Lemma 3.1 above.
Corollary 4.1. Once a 5xed diagonal basis is chosen in {Cn; m}, then there exists a natural
one-to-one correspondence between the various diagonal bases in {Cn; m} and the symplectic au-
tomorphisms of {Cn; m}, that is, the set of elements of the topological group Auto{Cn; m}.
De%nition 4.1. De:ne the set Spm(Cn) ⊂ GL(n;C), for 0¡m¡n, as
Spm(Cn) = {T ∈GL(n;C) |TKmT ∗ = Km}: (4.16)
Theorem 4.1. The set Spm(Cn), as in De5nition 4.1, is a closed subgroup of GL(n;C). In fact,
Spm(Cn) is a noncommutative, noncompact Lie group of real (topological) dimension n2. Also
if T ∈Spm(Cn) then T ∗ = GT ′ ∈Spm(Cn): (4.17)
Furthermore, there is an (algebraic-topological) isomorphism
Spm(Cn)
∼=Auto{Cn; m} (4.18)
and from (4.11),
Spm(C2m)
∼=Sp(2m;C) when n= 2m:
Proof. The proof that Spm(Cn) is a closed Lie subgroup of GL(n;C), with the manifold topology
on Spm(Cn) coinciding with the relative topology from GL(n;C), follows straightforwardly from the
calculations in Theorem 3.1 above, as do (4.17) and (4.18). The fact that Sp1(C2)
∼=Sp(2;C) is a
subgroup of Spm(Cn), then completes the remainder of the proof (as in Theorem 3.1), excepting for
the conclusion that the real (i.e. topological) dimension:
dim Spm(Cn) = n2: (4.19)
We shall demonstrate (4.19) by displaying the Lie algebra spm(Cn) for the Lie group Spm(Cn),
and referring to the techniques of Lemmas 3.2 and 3.3 above. Let Mn(C) denote the set of all n×n
complex matrices, and similarly Mn(R) for real matrices. Then consider the set
spm(Cn) = {A∈Mn(C) | (KmA) = (KmA)∗} (4.20)
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and verify directly that spm(Cn) is a real Lie algebra of n2 real dimensions (when treated as a
linear subspace of Mn(C) ⊂ M 2n(R)). Further, as in Lemma 3.2 above, for each A∈ spm(Cn) and
T ∈Spm(Cn), both A∗ and TAT−1 ∈ spm(Cn). Then we can re-write (4.20) as
spm(Cn) = {A∈Mn(C) ⊂ M 2n(R) |AKm + KmA∗ = 0}: (4.21)
Next, we verify that spm(Cn) is precisely the Lie algebra for the Lie group Spm(Cn), treated as a
subgroup of GL(2n;R), following the conventions of Remark 2.2 in Section 2 above. This conclusion
depends on the following calculation, for A∈Mn(C):
etA ∈Spm(Cn) for all real t; if and only if A∈ spm(Cn) (4.22)
compare Lemma 3.3 above.
The :nal result of this investigation demonstrates that Spm(Cn) is an (arcwise) connected topo-
logical group; a fortiori, the complex symplectic groups Sp(2m;C) are each connected, and hence
the Sturm–Liouville group (C) is connected. Our method is to show that each pair of diagonal
bases in the complex symplectic space {Cn; m} can be joined by a continuous path, in the sense
of the topology of Auto{Cn; m)—see Corollary 4.1 above. Of course, the (arcwise) connectedness
result is well known for the cases m= 0 and n, which refer to the unitary group U (n) of all linear
isometries of the complex Hilbert space of n (complex) dimensions—and our proof depends on this
fact.
Lemma 4.2. Let S be a 5nite-dimensional complex symplectic space, with symplectic product [ : ],
and assume that there exists a symplectically orthogonal direct sum decomposition into subspaces
S1; S2, (not necessarily Hilbert subspaces):
S = S1 ⊕ S2 with [S1 : S2] = 0; (4.23)
so each u∈ S has a unique decomposition
u= u1 + u2 with u1 ∈ S1; u2 ∈ S2 (4.24)
and hence satisfying
[u1 : u2] = 0: (4.25)
Then each of S1;2 is a (nondegenerate) complex symplectic subspace of S. Further, if
>1 : S1 → S1 is a symplectic automorphism of S1 (4.26)
(and is the identity map on S2), and
>2 : S2 → S2 is a symplectic automorphism of S2 (4.27)
(and is the identity map on S1), then
> : S → S given by >u=>1u1 +>2u2: (4.28)
is a symplectic automorphism of S.
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Proof. The symplectic spaces S1;2 are nondegenerate because u∈ S1 and [u : S1]=0 imply [u : S]=0
so u= 0.
Further, the map > is a symplectic automorphism of S because, for u= u1 + u2 and v= v1 + v2
in S, as in (4.24),
[>u :>v] = [>1u1 +>2u2 :>1v1 +>2v2]
= [>1u1 :>1v1] + [>2u2 :>2v2] = [u1 : v1] + [u2 : v2] = [u : v]: (4.29)
Lemma 4.3. Consider the complex symplectic space S = {Cn; m} with (complex) dimension n¿ 2
and postivity index 0¡m¡n. Let
{f1; f2; : : : ; fm; fm+1; : : : ; fn} (4.30)
be a diagonal base with corresponding Hilbert spaces
H− = span{fm+1; : : : ; fn}; H+ = span{f1; f2; : : : ; fm} (4.31)
so
S = H− ⊕ H+ with [H− :H+] = 0 (4.32)
as in (4.1)–(4.7).
Let g∈ S satisfy [g : g] =−i (but g is not necessarily in H−).
Then there exists a continuous curve
> : [0; 1]→ Auto{Cn; m} given by 3 → >(3); (4.33)
such that
>(0) = Identity; >(1)(g) = fn: (4.34)
Proof. Expand the vector g in terms of the diagonal basis (4.30)
g= "1f1 + "2f2 + · · ·+ "mfm + "m+1fm+1 + · · ·+ "nfn; (4.35)
with complex coeFcients "j ∈C for j = 1; 2; : : : ; n. Further write
g= u+ + u−; (4.36)
where
u+ =
m∑
j=1
"jfj ∈H+ and u− =
n∑
j=m+1
"jfj ∈H−: (4.37)
Here H+ and H− are Hilbert spaces of positive dimensions m¿ 1 and n− m¿ 1, respectively.
Since [g : g] =−i, we have
[g : g] = [u+ : u+] + [u− : u−] = i
m∑
j=1
|"j|2 − i
n∑
j=m+1
|"j|2 =−i (4.38)
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or
n∑
j=m+1
|"j|2 = 1 +
m∑
j=1
|"j|2¿ 1 (4.39)
or
‖u−‖2− = 1 + ‖u+‖2+¿ 1: (4.40)
If u+ = 0, then g= u− ∈H− = span{fm+1; : : : ; fn}, and we can use the arcwise connectedness of
the unitary group U (n− m) to obtain a continuous curve
> : [0; 1]→ U (n− m) given by 3 → >(3) for real 3∈ [0; 1]; (4.41)
to de:ne the required continuous curve >(3)∈Auto(S) carrying g =>(0)g to fn =>(1)g (while
keeping H+ pointwise :xed by an identity map). Therefore, we now assume that u+ = 0, and so
u− = 0 (with ‖u−‖−¿ 1).
In this case use the unitary groups U (m) on H+, and U (n − m) on H−, to obtain a continuous
curve
>1 : [0; 1=2]→ Auto(S) given by >1(3); (4.42)
such that
>1(3)∈U (m) when restricted to H+ (4.43)
and
>1(3)∈U (n− m) when restricted to H−: (4.44)
Moreover, require that >1(0) = Id on S = H− ⊕ H+, and
>1(1=2)u+ = $1f1; >1(1=2)u− = $nfn (4.45)
for $1 and $2 ∈C. That is, >1(3) continuously carries
>1(0)g= g= u+ + u− to >1(1=2)g= gˆ= $1f1 + $nfn: (4.46)
Furthermore, |$1|= ‖u+‖+ and |$n|= ‖u−‖− so
[gˆ : gˆ] = i|$1|2 − i|$n|2 =−i
and
|$n|2 = 1 + |$1|2 ¿ 1: (4.47)
Now consider the two-dimensional linear space
2 = span{f1; fn} ⊂ S; (4.48)
which is clearly a symplectic subspace of positivity index 1, that is,
2
∼= {C2; 1}: (4.49)
Furthermore, the symplectic orthocomplement of 2 in S is de:ned by, see [10, De:nition 3.3],
#2 := {h∈ S | [h :2] = 0}; (4.50)
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so #2 is a linear subspace of S. In fact,
#2 = span{f2; : : : ; fm; fm+1; : : : ; fn−1} (4.51)
and
S = 2 ⊕ #2 with [2 :#2] = 0; (4.52)
see Lemma 4.2 above.
Certainly gˆ∈2, and we next demonstrate that there exists a diagonal basis {h; gˆ} for the complex
symplectic space 2
∼= {C2; 1}. Unfortunately, we are denied the methods of Gram–Schmidt, and must
seek the vector h, through some kind of symmetry with gˆ, about a Lagrangian vector f1 +fn ∈2.
This approach leads to the result
h= G$nf1 + G$1fn; (4.53)
so
[h : h] = i; [h : gˆ] = 0: (4.54)
Helpful Hint: Lie back, shut your eyes, and think of Special Relativity!
In the next stage we seek to steer continuously (with symplectic automorphisms of Auto(2)), the
diagonal basis {h; gˆ} to the diagonal basis {f1; fn} (while maintaining #2 pointwise :xed under the
identity map). This is possible because, in Example 3.1 of Section 3 above, we have demonstrated
that Auto{C2; 1} ∼=Sp(2;C) is a connected manifold. Hence we obtain a continuous map, say,
>2 :
[
1
2 ; 1
]→ Auto(S) given by >2(3); (4.55)
which restricts to a curve in Auto(2), and is the identity on #2, such that
>2
(
1
2
)
= Id; >2(1)gˆ= fn: (4.56)
Finally, de:ne the required continuous curve > of (4.33) as the concatenation of >1 followed by
>2 and this is denoted by >2 − = −>1. That is, > : >2 − = −>1 is given by
> : [0; 1]→ Auto(S) with >(0) = Identity; (4.57)
>(3) =>1(3) for 06 36 1=2 (4.58)
and
>(3) =>2(3)>1(1=2) for 1=26 36 1 (4.59)
and then
>(1)g= fn: (4.60)
Corollary 4.2. Let S ∼= {Cn; m} be a complex symplectic space with dimension n¿ 2 and positivity
index 0¡m¡n as in Lemma 4.3, and let
{f1; f2; : : : ; fm; fm+1; : : : ; fn} (4.61)
be a diagonal basis for S.
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Let
{g1; g2; : : : ; gm; gm+1; : : : ; gn} (4.62)
be another diagonal basis for S. Then there exists a continuous curve
> : [0; 1]→ Auto(S) given by 3 → >(3); (4.63)
such that
>(0) = Identity; gˆ n := >(1)gn = fn (4.64)
and furthermore
gˆ j := >(1)gj for j = 1; 2; : : : ; n− 1 (4.65)
is then a diagonal basis for the symplectic subspace
(gˆ n)# = span{f1; : : : ; fn−1} ∼= {Cn−1; m); (4.66)
which has dimension (n− 1) and positivity index m (unchanged from S).
Proof. By Lemma 4.3 there exists a continuous curve
> : [0; 1]→ Auto(S) given by 3 → >(3);
such that (4.64) holds. Since >(1) is a symplectic automorphism of S, >(1) maps the symplectic
subspace (gn)# = span{g1; : : : ; gn−1} onto the symplectic subspace (fn)# = span{f1; : : : ; fn−1} in S.
Hence {gˆ 1; : : : ; gˆ n−1} of (4.65) is a diagonal basis for (fn)# ∼= {Cn−1; m}, as required.
Lemma 4.4. Let S, with [ : ], be a 5nite-dimensional complex symplectic space. Then the group
of all symplectic automorphisms of S, denoted by Auto(S), is arcwise connected.
Proof. Assume S has (complex) dimension n¿ 2 and positivity index m∈ [0; n]. If m=0 or m= n,
then S, with the norm indicated in (4.1)–(4.5), is a complex Hilbert space, so Auto(S) ∼=U (n) which
is known to be connected (hence arcwise connected). Henceforth, we assume 16m6 n− 1.
Let
{f1; : : : ; fm; fm+1; fn} (4.67)
and
{g1; : : : ; gm; gm+1; : : : ; gn} (4.68)
be two diagonal bases for S. We seek a continuous curve
> : [0; 1]→ Auto(S) given by 3 → >(3); (4.69)
with
>(0) = Id on S; >(1)gj = fj for j = 1; : : : ; n: (4.70)
That is, > steers the diagonal base of (4.68) to the diagonal base (4.67), via a continuous curve >
in the topological group Auto(S).
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First, consider the simplest case where m = n − 1 or n = m + 1. Then S is the symplectically
orthogonal direct sum
S = H− ⊕ H+; [H− :H+] = 0; (4.71)
where H± are Hilbert spaces, as in (4.1), and
dimH− = 1; dimH+ = m¿ 1: (4.72)
Then, by Corollary 4.2, there exists a continuous curve
>1 : [0; 1=2]→ Auto(S) (4.73)
continuously carrying the diagonal basis {g1; : : : ; gm; gm+1} to the diagonal basis
{gˆ 1; : : : ; gˆ m; gˆ m+1} where >1(1=2)gj = gˆ j for j = 1; : : : ; m+ 1 (4.74)
and further
>1(1=2)gm+1 = gˆ m+1 = fm+1: (4.75)
In this case,
span{gˆ 1; : : : ; gˆ m}= (fm+1)# = span{f1; : : : ; fm}= H+: (4.76)
Therefore,
{gˆ 1; : : : ; gˆ m} and {f1; : : : ; fm} (4.77)
are each an orthonormal basis for the Hilbert space H+, and there exists a continuous curve
>2 : [1=2; 1]→ U (m) (4.78)
with
>2(1=2) = Id on H+; >2(1)gˆ j = fj for j = 1; : : : ; m: (4.79)
Moreover, we specify >2 on span{fm+1}= H−, by
>2(3) = Id on H− for 1=26 36 1 (4.80)
to de:ne the curve (still called >2);
>2 : [1=2; 1]→ Auto(S): (4.81)
Then the concatenation, consisting of >2 following after >1,
> := >2 − = −>1 : [0; 1]→ S given by (compare (4:57)) (4.82)
3 → >(3) =>1(3) for 06 36 1=2;
3 → >(3) =>2(3)>1(1) for 1=26 36 1 (4.83)
continuously steers, for 06 36 1,
{g1; : : : ; gm; gm+1} to {gˆ 1; : : : ; gˆ m; fm+1} to {f1; : : : ; fm; fm+1} (4.84)
as required.
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Next, consider n= m+ 2 so
S = H− ⊕ H+; [H− :H+] = 0 (4.85)
with dimH− = 2, dimH+ = m.
Let
{f1; : : : ; fm; fm+1; fm+2} and {g1; : : : ; gm; gm+1; gm+2} (4.86)
be two diagonal bases for S. Then we proceed, as before, to steer continuously,
gm+2 → fm+2 (4.87)
and
{g1; : : : ; gm; gm+1} → {gˆ 1; : : : ; gˆ m; gˆ m+1}; (4.88)
say by
>˜1 : [0; 1=2]→ Auto{Cn; m}: (4.89)
Moreover,
span{gˆ 1; : : : ; gˆ m; gˆ m+1}= {fm+2}# = span{f1; : : : fm; fm+1}: (4.90)
But the complex symplectic subspace of S, given by (fm+2)#,
(fm+2)# = span{f1; : : : ; fm; fm+1} ∼= {Cn−1; m} (4.91)
and by induction, we can then de:ne a continuous curve
>˜2 : [1=2; 1]→ Auto{fm+2}# ∼=Auto{Cn−1; m}; (4.92)
with :xed
>˜2(3) = Id for 126 36 1 on span{fm+2}; (4.93)
in order that the concatenation >˜2 − = − >˜1
>˜2 − = − >˜1 : [0; 1]→ Auto(S) (4.94)
steers
gm+2 → fm+2 and also gj → fj; j = 1; : : : ; m+ 1: (4.95)
Observe that the continuity of the concatenation >˜2 − =− >˜1 is maintained at the junction where
3= 12 , and that we have re-scaled each domain (compact real interval) so that the total domain for
the concatenation is the unit interval [0; 1].
Finally assume n = N ¿m, for some integer N . Then, using the induction argument above, we
reduce the problem to the case where dim S = N − 1, then N − 2, etc., until N = m (always with
m¿ 1 unchanged), to conclude the proof of the lemma.
We summarize the results of this section in our :nal theorem.
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Theorem 4.2. Let S be a 5nite-dimensional complex symplectic space with (complex) dimension
dim S = n¿ 1 and positivity index m6 n:
Then the automorphism group Auto(S) is a connected Lie group of (real) topological dimension
n2, and can be embedded as a closed subgroup, a C∞-submanifold, of GL(n;C).
Moreover,
(a) If m = 0 or m = n, then Auto(S) is isomorphic to the compact unitary group U (n), which is
noncommutative (except for the circle group U (1)),
(b) If 0¡m¡n, then Auto(S) is noncommutative and noncompact.
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