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Over the last two decades, robust optimization techniques have emerged as a very popular means to address
decision-making problems affected by uncertainty. Their success has been fueled by their attractive robustness
and scalability properties, by ease of modeling, and by the limited assumptions they need about the uncertain
parameters to yield meaningful solutions. Robust optimization techniques are available which can address
both single- and multi-stage decision-making problems involving real-valued and/or binary decisions, and
affected by both exogenous (decision-independent) and endogenous (decision-dependent) uncertain parame-
ters. Many of these techniques apply to problems with either robust (worst-case) or stochastic (expectation)
objectives and can thus be tailored to the risk preferences of the decision-maker. Robust optimization tech-
niques rely on duality theory (potentially augmented with approximations) to transform a semi-infinite opti-
mization problem to a finite program of benign complexity (the “robust counterpart”). While writing down
the model for a robust or stochastic optimization problem is usually a simple task, obtaining the robust coun-
terpart requires expertise in robust optimization. To date, very few solutions are available that can facilitate
the modeling and solution of such problems. This has been a major impediment to their being put to practical
use. In this paper, we propose ROC ++, a C ++ based platform for automatic robust optimization, applicable
to a wide array of single- and multi-stage stochastic and robust problems with both exogenous and endoge-
nous uncertain parameters. Our platform naturally extends existing off-the-shelf deterministic optimization
platforms. We also propose the ROB file format that generalizes the LP file format to robust optimization.
We showcase the modeling power of ROC ++ on several decision-making problems of practical interest. Our
platform can help streamline the modeling and solution of stochastic and robust optimization problems for
both researchers and practitioners. It comes with detailed documentation to facilitate its use and expansion.
ROC ++ is freely distributed for academic use at https://sites.google.com/usc.edu/robust-opt-cpp/.
Key words : robust optimization, sequential decision-making under uncertainty, exogenous uncertainty,
endogenous uncertainty, decision-dependent uncertainty, decision-dependent information discovery.
1. Introduction
1.1. Background & Motivation
Decision-making problems involving uncertain or unknown parameters are faced routinely
by individuals, firms, policy-makers, and governments. Uncertain parameters may corre-
spond to prediction errors, measurement errors, or implementation errors, see e.g., Ben-Tal
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et al. (2009). Prediction errors arise when some of the data elements have not yet materi-
alized at the time of decision-making and must thus be predicted/estimated (e.g., future
prices of stocks, future demand, or future weather). Measurement errors arise when some
of the data elements (e.g., characteristics of raw materials) cannot be precisely measured
(due to e.g., limitations of the technological devices available). Implementation errors arise
when some of the decisions may not be implemented exactly as planned/recommended by
the optimization (due to e.g., physical constraints).
If all decisions must be made before the uncertain parameters are revealed, the decision-
making problem is referred to as static or single-stage. In contrast, if the uncertain param-
eters are revealed sequentially over time and decisions are allowed to adapt to the history
of observations, the decision-making problem is referred to as adaptive or multi-stage.
In sequential decision-making problems, the time of revelation of the uncertain param-
eters may either be known a-priori or it may be part of the decision space. Uncertain
parameters whose time of revelation is known in advance, being independent of the
decision-maker’s actions, are referred to as exogenous. Uncertain parameters whose time
of revelation can be controlled by the decision-maker are referred to as endogenous. This
terminology was originally coined by Jonsbr˚aten (1998).
Examples of decision-making problems involving exogenous uncertain parameters are:
financial portfolio optimization (see e.g., Markowitz (1952)), inventory and supply-chain
management (see e.g., Scarf (1958)), vehicle routing (Bertsimas and van Ryzin (1991)),
unit commitment (see e.g., Takriti et al. (1996)), and option pricing (see e.g., Haarbru¨cker
and Kuhn (2009)). Examples of decision-making problems involving endogenous uncertain
parameters are: R&D project portfolio optimization (see e.g., Solak et al. (2010)), clinical
trial planning (see e.g., Colvin and Maravelias (2008)), offshore oilfield exploration (see
e.g., Goel and Grossman (2004)), best box and Pandora’s box problems (see e.g., Weitzman
(1979)), and preference elicitation (see e.g., Vayanos et al. (2020)).
1.2. Stochastic & Robust Optimization
Whether the decision-making problem is affected by exogenous and/or endogenous uncer-
tain parameters, it is well known that ignoring uncertainty altogether when deciding on
the actions to take usually results in suboptimal or even infeasible actions. To this end,
researchers in stochastic and robust optimization have devised optimization-based models
and solution approaches that explicitly capture the uncertain nature of these parameters.
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These frameworks model decisions as functions (decision rules) of the history of observa-
tions, capturing the adaptive and non-anticipative nature of the decision-making process.
Stochastic optimization, also known as stochastic programming, assumes that the distri-
bution of the uncertain parameters is perfectly known, see e.g., Kall and Wallace (1994),
Pre´kopa (1995), Birge and Louveaux (2000), and Shapiro et al. (2009). This assumption
is well justified in many situations. For example, this is the case if the distribution is sta-
tionary and can be well estimated from historical data. If the distribution of the uncertain
parameters is discrete, the stochastic program admits a deterministic equivalent that can
be solved with off-the-shelf solvers potentially augmented with decomposition techniques,
see e.g., Benders (1962), or dedicated algorithms, see e.g., Rockafellar and Wets (1991). If
the distribution of the uncertain parameters is continuous, the reformulation of the uncer-
tain optimization problem may or not be computationally tractable since even evaluating
the objective function usually requires computing a high-dimensional integral. If this prob-
lem is not computationally tractable, discretization approaches (such as the sample average
approximation) may be employed. While discretization appears as a promising approach
for smaller problems, it may result in a combinatorial state explosion when applied to
large and medium sized problems. Conversely, using only very few discretization points
can result in solutions that are suboptimal or may even fail to be implementable in prac-
tice. Over the last two decades, stochastic programming techniques have been extended to
address problems involving endogenous uncertain parameters, see e.g., Goel and Grossman
(2004, 2005, 2006), Goel et al. (2006), Gupta and Grossmann (2011), Tarhan et al. (2010),
Colvin and Maravelias (2008, 2009, 2010). We refer the reader to Kall and Wallace (1994),
Pre´kopa (1995), Birge and Louveaux (2000), and Shapiro et al. (2009) for in-depth reviews
of the field of stochastic programming.
Robust optimization does not necessitate knowledge of the distribution of the uncertain
parameters. Rather than modeling uncertainty by means of distributions, it merely assumes
that the uncertain parameters belong in a so-called uncertainty set. The decision-maker
then seeks to be immunized against all possible realizations of the uncertain parameters
in this set. The robust optimization paradigm gained significant traction starting in the
late 1990s and early 2000s following the works of Ben-Tal and Nemirovski (1999, 1998,
2000), Ben-Tal et al. (2004), and Bertsimas and Sim (2003, 2004, 2006), among others.
Over the last two decades, research on robust optimization has burgeoned, fueled by the
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limited assumptions it needs about the uncertain parameters to yield meaningful solutions,
by its attractive robustness and scalability properties, and by ease of modelling, see e.g.,
Bertsimas et al. (2010), Gorissen et al. (2015).
Robust optimization techniques are available which can address both single- and multi-
stage decision-making problems involving real-valued and/or binary decisions, and affected
by exogenous and/or endogenous uncertain parameters. Robust optimization techniques
for single-stage robust optimization rely on duality theory to transform a semi-infinite
optimization problem to an equivalent finite program of benign complexity (the “robust
counterpart”) that is solvable with off-the-shelf solvers, see e.g., Ben-Tal et al. (2009). In
the multi-stage setting, the dualization step is usually preceded by an approximation step
that transforms the multi-stage problem to a single-stage robust program. The idea is to
restrict the space of the decisions to a subset of benign complexity based either on a decision
rule approximation or a finite adaptability approximation. The decision rule approximation
consists in restricting the adjustable decisions to those presenting e.g., linear, piecewise
linear, or polynomial dependence on the uncertain parameters, see e.g., Ben-Tal et al.
(2004), Kuhn et al. (2009), Bertsimas et al. (2011), Vayanos et al. (2012), Georghiou
et al. (2015). The finite adaptability approximation consists in selecting a finite number of
candidate strategies today and selecting the best of those strategies in an adaptive fashion
once the uncertain parameters are revealed, see e.g., Bertsimas and Caramanis (2010),
Hanasusanto et al. (2015). The decision rule and finite adaptability approximations have
been extended to the endogenous uncertainty setting, see Vayanos et al. (2011, 2019). While
writing down the model for a robust optimization problem is usually a simple task (akin
to formulating a deterministic optimization problem), obtaining the robust counterpart is
typically tedious and requires expertise in robust optimization, see Ben-Tal et al. (2009).
Robust optimization techniques have been extended to address certain classes of stochas-
tic programming problems involving continuously distributed uncertain parameters and
affected by both exogenous uncertainty (see Kuhn et al. (2009), Bodur and Luedtke (2018))
and endogenous uncertainty (see Vayanos et al. (2011)).
Robust optimization techniques have been used successfully to address single-stage
problems in inventory management (Ardestani-Jaafari and Delage (2016)), network opti-
mization (Bertsimas and Sim (2003)), product pricing (Adida and Perakis (2006), Thiele
(2009)), portfolio optimization (Goldfarb and Iyengar (2004, 2003)), and healthcare (Gupta
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et al. (2017), Bandi et al. (2018), Chan et al. (2018)). They have also been used to suc-
cessfully tackle sequential problems in energy (Zhao et al. (2013), Jiang et al. (2014)),
inventory and supply-chain management (Ben-Tal et al. (2005), Mamani et al. (2017)),
network optimization (Atamtu¨rk and Zhang (2007)), preference elicitation (Vayanos et al.
(2020)), vehicle routing (Gounaris et al. (2013)), process scheduling (Lappas and Gounaris
(2016)), and R&D project portfolio optimization (Vayanos et al. (2019)).
In spite of its success at addressing a diverse pool of problems in the literature, to
date, very few platforms are available that can facilitate the modeling and solution of
robust optimization problems, and those available can only tackle limited classes of robust
problems. At the same time, and as mentioned above, reformulating such problems in a way
that they can be solved by off-the-shelf solvers requires expertise. This is particularly true
in the case of multi-stage problems and of problems affected by endogenous uncertainty.
In this paper, we fill this gap by proposing ROC ++, a C ++ based platform for mod-
eling, approximating, automatically reformulating, and solving general classes of robust
optimization problems. Our platform provides several modeling objects (decision variables,
uncertain parameters, constraints, optimization problems) and overloaded operators to
allow for ease of modeling using a syntax similar to that of state-of-the-art deterministic
optimization solvers like CPLEX1 or Gurobi.2 While our platform is not exhaustive, it
provides a framework that is easy to update and expand and lays the foundation for more
development to help facilitate research in, and real-life applications of, robust optimization.
1.3. Related Literature
Tools for Modelling and Solving Deterministic Optimization Problems. There exist many com-
mercial and open-source tools for modeling and solving deterministic optimization prob-
lems. On the commercial front, the most popular solvers for conic (integer) optimization
are Gurobi,3 IBM CPLEX Optimizer,4 and Mosek.5 These solvers provide interfaces for
C/C ++, Python, and other commonly used high-level languages. Several tools such as
AMPL,6 GAMS,7 and AIMMS8 are based on dedicated modelling languages. They provide
APIs for C ++, C#, Java, and Python. They can also connect to commercial or open-source
solvers. Finally, several commercial vendors provide modeling capabilities combined with
built-in solvers, see e.g., Lindo Systems Inc.,9 FrontlineSolvers,10 and Maximal.11 On the
open source side, the most popular solvers are GLPK,12 and Cbc13 and Clp14 from COIN-
OR.15 Commercial and open-source solvers can also be accessed from several open-source
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modeling languages for mathematical optimization that are embedded in popular algebraic
modeling languages. These include JuMP which is embedded in Julia, see Dunning et al.
(2017), and Yalmip and CVX which are embedded in MATLAB, see Lo¨fberg (2004) and
Grant and Boyd (2014, 2008), respectively.
Tools for Modelling and Solving Stochastic Optimization Problems. Several of the commercial
vendors also provide modeling capabilities for stochastic programming, see e.g., Lindo
Systems Inc.,16 FrontlineSolvers,17 Maximal,18 GAMS,19 AMPL (see Valente et al. (2009)),
and AIMMS.20 On the other hand, there are only two open-source platforms that we are
aware of that provide such capabilities. The first one is FLOPC ++,21 which is part of COIN-
OR. It provides an algebraic modeling environment in C ++ that is similar to languages such
as GAMS and AMPL. The second one is PySP22 which is based on the Python high-level
programming language, see Watson et al. (2012). To express a stochastic program in PySP,
the user specifies both the deterministic base model and the scenario tree model in the
Pyomo open-source algebraic modeling language, see Hart (2009), Hart et al. (2011, 2012).
All the aforementioned tools assume that the distribution of the uncertain parameters in
the optimization problem is discrete or provide mechanisms for generating samples from a
continuous distribution to feed into the model.
Tools for Modelling and Solving Robust Optimization Problems. Our robust optimization plat-
form ROC ++ most closely relates to several open-source tools released in recent years. All
of these tools present a similar structure: they provide a modeling platform combined with
an approximation/reformulation toolkit that can automatically obtain the robust coun-
terpart, which is then solved using existing open-source and/or commercial solvers. The
majority of these platforms is based on the MATLAB modeling language. One tool builds
upon YALMIP, see Lo¨fberg (2012), and provides support for single-stage problems with
exogenous uncertainty. A notable advantage of YALMIP is that the robust counterpart
output by the platform can be solved using any one of a huge variety of open-source or
commercial solvers. Other platforms, like ROME and RSOME are entirely motivated by
the (stochastic) robust optimization modeling paradigm, see Goh and Sim (2011) and Chen
et al. (2017), and provide support for both single- and multi-stage (distributionally) robust
optimization problems affected by exogenous uncertain parameters. The robust counter-
parts output by ROME and RSOME can be solved with CPLEX, Mosek, and SDPT3.23
Recently, JuMPeR has been proposed as an add-on to JuMP. It can cater for single-stage
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problems with exogenous uncertain parameters. JuMPeR can be connected to a large
variety of open-source and commercial solvers. On the commercial front, AIMMS is cur-
rently equipped with an add-on that can be used to model and automatically reformulate
robust optimization problems. It can tackle both single- and multi-stage problems with
exogenous uncertainty. A CPLEX license is needed to operate this add-on. To the best
of our knowledge, none of the available platforms can address problems involving endoge-
nous uncertain parameters. None of them can tackle problems presenting binary adaptive
variables. Finally, none of these platforms can be used from C ++.
File Formats for Specifying Optimization Problems. To facilitate the sharing and storing of
optimization problems, dedicated file formats have been proposed. The two most popular
file formats for deterministic mathematical programming problems are the MPS and LP
formats. MPS is an older format established on mainframe systems. It is not very intuitive
to use as it is setup as if you were using punch cards. In contrast, the LP format is a lot
more interpretable: it captures problems in a way similar to how it is modelled on paper.
The SMPS file format is the most popular format for storing stochastic programs and
mirrors the role MPS plays in the deterministic setting, see Birge et al. (1987), Gassmann
and Schweitzer (2001). To the best of our knowledge, no format exists in the literature for
storing and sharing robust optimization problems.
1.4. Contributions
We now summarize our main contributions and the key advantages of our platform:
(a) We propose ROC ++, the first C ++ based platform for modelling, automatically refor-
mulating, and solving robust optimization problems. Our platform is the first capa-
ble of addressing both single- and multi-stage problems involving exogenous and/or
endogenous uncertain parameters and real- and/or binary-valued adaptive variables. It
can also be used to address certain classes of single- or multi-stage stochastic programs
whose distribution is continuous and supported on a compact set. Our reformulations
are (mixed-integer) linear or second-order cone optimization problems and thus any
solver that can tackle such problems can be used to solve the robust counterparts
output by our platform. We provide an interface to the commercial solver Gurobi. Our
platform can easily be extended to support other solvers. We illustrate the flexibility
and ease of use of our platform on several stylized problems.
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(b) We propose the ROB file format, the first file format for storing and sharing general
robust optimization problems. Our format builds upon the LP file format and is thus
interpretable and easy to use.
(c) Our modeling language is similar to the one provided for the deterministic case by
solvers such as CPLEX or Gurobi: it is easy to use for anyone familiar with these.
(d) Our platform comes with detailed documentation (created with Doxygen24) to facil-
itate its use and expansion. Our framework is open-source for educational, research,
and non-profit purposes. The source code, installation instructions, and dependencies
of ROC ++ are available at https://sites.google.com/usc.edu/robust-opt-cpp/.
1.5. Organization of the Paper & Notation
The remainder of this paper is organized as follows. Section 2 describes the broad class of
problems to which ROC ++ applies. Section 3 presents our model of uncertainty. Section 4
lists the approximation schemes that are provided by ROC ++. Sample models created and
solved using ROC ++ are provided in Section 5. Section 6 introduces the ROB file format.
Section 7 presents extensions to the core model that can also be tackled by ROC ++.
Notation. Throughout this paper, vectors (matrices) are denoted by boldface lowercase
(uppercase) letters. The kth element of a vector x ∈Rn (k ≤ n) is denoted by xk. Scalars
are denoted by lowercase or upper case letters, e.g., α or N . We let Lnk denote the space
of all functions from Rk to Rn. Accordingly, we denote by Bnk the space of all functions
from Rk to {0,1}n. Given two vectors of equal length, x, y ∈Rn, we let x ◦ y denote the
Hadamard product of the vectors, i.e., their element-wise product.
Throughout the paper, we denote the uncertain parameters by ξ ∈Rk. We consider two
settings: a robust setting and a stochastic setting. In the robust setting, we assume that the
decision-maker wishes to be immunized against realizations of ξ in the uncertainty set Ξ.
In the stochastic setting, we assume that the distribution P of the uncertain parameters is
fully known. In this case, we let Ξ denote its support and we let E(·) denote the expectation
operator with respect to P.
2. Modelling Decision-Making Problems Affected by Uncertainty
We present the main class of problems that are supported by ROC ++. Our platform can
handle general multi-stage decision problems affected by both exogenous and endogenous
uncertainty over the finite planning horizon T := {1, . . . , T} (if T = 1, then we recover
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single-stage decision-problems). The elements of the vector of uncertain parameters ξ are
revealed sequentially over time. However, the sequence of their revelation need not be
predetermined (exogenous). Instead, the time of information discovery can be controlled
by the decision-maker via the binary measurement decisions w. The aim is to find the
sequences of real-valued decisions y := (y1, . . . ,yT ), binary decisions z := (z1, . . . ,zT ), and
measurement decisions w := (w1, . . . ,wT ) that minimize a given (uncertain) cost function
either in expectation (stochastic setting) or in the worst-case (robust setting). These deci-
sions are constrained by a set of inequalities which are required to be obeyed robustly, i.e.,
for any realization of the parameters ξ in the set Ξ. A salient feature of our platform is that
the decision variables are explicitly modelled as functions, or decision rules, of the history
of observations. This feature is critical as it captures the ability of the decision-maker to
adjust their decisions based on the realizations of the observed uncertain parameters.
Decision-making problems of the type described here can be formulated as
minimize F
[ ∑
t∈T
c>t yt(ξ) +dt(ξ)zt(ξ) +ft(ξ)wt(ξ)
]
subject to yt ∈Lntk , zt ∈B`tk , wt ∈Bkk ∀t∈ T
t∑
τ=1
Atτyτ (ξ) +Btτ (ξ)zτ (ξ) +Ctτ (ξ)wτ (ξ) ≤ ht(ξ)
wt(ξ)∈Wt
wt(ξ)≥wt−1(ξ)

∀ξ ∈Ξ, t∈ T
yt(ξ) = yt(ξ
′)
zt(ξ) = zt(ξ
′)
wt(ξ) = yt(ξ
′)
 ∀t∈ T , ∀ξ, ξ′ ∈Ξ :wt−1(ξ) ◦ ξ=wt−1(ξ′) ◦ ξ′,
(1)
where F is a functional that maps the uncertain overall costs (across all possible realizations
of ξ) to a real number. In the robust setting, the functional F(·) computes the worst-case
(maximum) over ξ ∈ Ξ. In the stochastic setting, it computes the expectation of the cost
function under the distribution of the uncertain parameters (assumed to be known).
In this problem, yt(ξ) ∈ Rnt (resp. zt(ξ) ∈ {0,1}`t) represent real-valued (resp. binary)
decisions that are selected at the beginning of time period t. The variables wt(ξ)∈ {0,1}k
are binary measurement decisions that are made at time t and that summarize the informa-
tion base for time t+ 1. Specifically, wt(ξ) is a binary vector that has the same dimension
as the vector of uncertain parameters; its ith element, wt,i, equals one if and only if the
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ith uncertain parameter, ξi, has been observed at some time τ ∈ {0, . . . , t}, in which case
it is included in the information basis for time t+ 1. Without loss of generality, we assume
that w0(ξ) = 0 for all ξ ∈ Ξ so that no uncertain parameter is known at the beginning of
the planning horizon. The costs associated with the variables yt(ξ), zt(ξ), and wt(ξ) are
ct ∈Rnt , dt(ξ) ∈R`t , and ft(ξ) ∈Rk, respectively. In particular, ft,i(ξ) represents the cost
of including ξi in the information basis at time t+ 1. Without much loss of generality, we
assume that the costs dt(ξ) and ft(ξ) are all linear in ξ.
The first set of constraints in the formulation above defines the decision variables of the
problem and ensures that decisions are modelled as functions of the uncertain parameters.
The second set of constraints, which involve the matrices Atτ ∈ Rmt×nτ , Btτ (ξ) ∈ Rmt×`τ ,
and Ctτ (ξ) ∈ Rmt×k are the problem constraints. The set Wt in the third constraint may
model requirements stipulating, for example, that a specific uncertain parameter can only
be observed after a certain stage. If the ith uncertain parameter is exogenous (i.e., if
its time of information discovery is not decision-dependent) and if its time of revelation
is t, it suffices to set wτ,i(ξ) = 0, if τ < t; = 1, else, and fτ,i(ξ) = 0 for all ξ ∈ Ξ and
τ ∈ T . The fourth set of constraints is an information monotonicity constraint: it stipu-
lates that information that has been observed cannot be forgotten. The last three sets of
constraints are decision-dependent non-anticipativity constraints: they stipulate that the
adaptive decision-variables must be constant in those uncertain parameters that have not
been observed at the time when the decision is made. Without much loss of generality, we
assume that the matrices Btτ (ξ)∈Rmt×`τ and Ctτ (ξ)∈Rmt×k are both linear in ξ.
3. Modelling Uncertainty
We now discuss our model for the set Ξ. Throughout this paper and in our platform, we
assume that Ξ is compact and admits a conic representation, i.e., it is expressible as
Ξ :=
{
ξ ∈Rk : ∃ζs ∈Rks, s= 1, . . . , S : P sξ+Qsζs + qs ∈Ks, s= 1, . . . , S} (2)
for some matrices P s ∈ Rrs×k and Qs ∈ Rrs×ks, and vector qs ∈ Rrs , s = 1 . . . , S, where
Ks, s= 1 . . . , S, are closed convex pointed cones in Rrs. Finally, we assume that the rep-
resentation above is strictly feasible (unless the cones involved in the representation are
polyhedral, in which case this assumption can be relaxed). In our platform, we focus on
the cases where the cones Ks are either polyhedral, i.e., Ks = Rrs+ , or Lorentz cones, i.e.,
Ks = {u∈Rrs : √u21 + · · ·+u2rs−1 ≤urs} .
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Uncertainty sets of the form (2) arise naturally from statistics or from knowledge of the
distribution of the uncertain parameters. In the stochastic setting, the uncertainty set Ξ
can be constructed as the support of the distribution of the uncertain parameters, see e.g.,
Kuhn et al. (2009). More often, it is constructed in a data-driven fashion to guarantee
that constraints are satisfied with high probability, see e.g., Bertsimas et al. (2018). More
generally, disciplined methods for constructing uncertainty sets from “random” uncertainty
exist, see e.g., Bandi and Bertsimas (2012), Ben-Tal et al. (2009). We now discuss several
uncertainty sets from the literature that can be modelled in the form (2).
Example 1 (Budget Uncertainty Sets). Uncertainty sets of the form (2) can be
used to model 1-norm and ∞-norm uncertainty sets with budget of uncertainty Γ, given
by {ξ ∈Rk : ‖ξ‖1 ≤ Γ} and {ξ ∈Rk : ‖ξ‖∞ ≤ Γ}, respectively. More generally, they can be
used to impose budget constraints at various levels of a given hierarchy. For example, they
can be used to model uncertainty sets of the form{
ξ ∈Rk :
∑
i∈Hh
|ξi| ≤ Γhξh ∀h= 1, . . . ,H
}
,
where the sets Hh ⊆ {1, . . . , k} collect the indices of all uncertain parameters in the hth
level of the hierarchy and Γh ∈ R+ is the budget of uncertainty for hierarchy h, see e.g.,
Simchi-Levi et al. (2019).
Example 2 (Ellipsoidal Uncertainty Sets). Uncertainty sets of the form (2) cap-
ture as special cases ellipsoidal uncertainty sets, which arise for example as confidence
regions from Gaussian distributions. These are expressible as{
ξ ∈Rk : (ξ− ξ)>P−1(ξ− ξ) ≤ 1} ,
for some matrix P ∈ Sk+ and vector ξ ∈Rk, see e.g., Ben-Tal et al. (2009).
Example 3 (Central Limit Theorem Uncertainty Sets). Sets of the form (2)
can be used to model Central Limit Theorem based uncertainty sets. These sets arise for
example as confidence regions for large numbers of i.i.d. uncertain parameters and are
expressible as {
ξ ∈Rk :
∣∣∣∣∣
k∑
i=1
ξk−µk
∣∣∣∣∣≤ Γσ√k
}
,
where µ and σ are the mean and standard deviation of the i.i.d. parameters ξi, i= 1, . . . , k,
see Bandi and Bertsimas (2012), Bandi et al. (2018).
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Example 4 (Uncertainty Sets based on Factor Models). Sets of the form (2)
capture as special cases uncertainty sets based on factor models that are popular in finance
and economics. These are expressible in the form
{
ξ ∈Rk : ∃ζ ∈Rκ : ξ= Φζ+φ, ‖ζ‖2 ≤ 1
}
,
for some vector φ∈Rk and matrix Φ∈Rk×κ.
4. Interpretable Decision Rules & Contingency Planning
In formulation (1), the recourse decisions are very hard to interpret since decisions are
modelled as (potentially very complicated) functions of the history of observations. The
functional form of the decisions combined with the infinite number of constraints involved
in problem (1) also imply that this problem cannot be solved directly. This has motivated
researchers in the fields of stochastic and robust optimization to propose several tractable
approximation schemes capable of bringing problem (1) to a form amenable to solution
by off-the-shelf solvers. Broadly speaking, these approximation schemes fall in two cate-
gories: interpretable decision rule approximations which restrict the functional form of the
recourse decisions; and finite adaptability approximation schemes which yield a moderate
number of contingency plans that are candidates to be implemented in the future. These
approximations have the benefit of improving the tractability properties of the problem
and of rendering decisions more interpretable, which is a highly desirable property of any
automated decision support system.
We now describe the approximation schemes supported by our platform. Our choice of
approximations is such that they apply both to problems with exogenous and endogenous
uncertainty. A decision tree describing the main options available to the user of our platform
based on the structure of their problem is provided in Figure 1. Extensions are available
in ROC ++ which can cater for more classes of problems, see Section 7.
4.1. Interpretable Decision Rules
Constant Decision Rule and Linear Decision Rule. The most crude (and perhaps most inter-
pretable) decision rules that are available in ROC ++ are the constant decision rule (CDR)
and the linear decision rule (LDR), see Ben-Tal et al. (2009), Kuhn et al. (2009). These
apply to binary and real-valued decision variables, respectively. Under the constant deci-
sion rule, the binary decisions zt(·) and wt(·) are no longer allowed to adapt to the history
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F(·)
<latexit sha1_base64="Ta2HSh1UCHWA8zWPI3P0Egc8fl4=">AAACCHicbVDLSsNAFJ3UV62 vqEs3g0Wom5JUQZdFQVxWsA9oQplMJu3QmUmYmRRK6A/4DW517U7c+hcu/RMnbRbaeuDC4Zx7uYcTJIwq7ThfVmltfWNzq7xd2dnd2z+wD486Kk4lJm0cs1j2AqQIo4K0NdWM9BJJEA8Y6Qbj29zv TohUNBaPepoQn6OhoBHFSBtpYNseR3oUBPCu5uEw1ucDu+rUnTngKnELUgUFWgP72wtjnHIiNGZIqb7rJNrPkNQUMzKreKkiCcJjNCR9QwXiRPnZPPkMnhklhFEszQgN5+rviwxxpaY8MJt5TrXs5 eJ/Xj/V0bWfUZGkmgi8eBSlDOoY5jXAkEqCNZsagrCkJivEIyQR1qasP18CPjOduMsNrJJOo+5e1BsPl9XmTdFOGZyAU1ADLrgCTXAPWqANMJiAZ/ACXq0n6816tz4WqyWruDkGf2B9/gBTspls</ latexit>
robust
<latexit sha1_base64="KWs1rL6ASWYmr5YAZfHI8o2gwf o=">AAACA3icbVC7SgNBFJ31GeMramkzGASrsBsFLYM2lhHMA5IlzE5mkyEzs+vMXTEsKf0GW63txNYPsfRPnE22MIkHLhzO uZdzOUEsuAHX/XZWVtfWNzYLW8Xtnd29/dLBYdNEiaasQSMR6XZADBNcsQZwEKwda0ZkIFgrGN1kfuuRacMjdQ/jmPmSDBQP OSVgJb8L7AlSHQWJgUmvVHYr7hR4mXg5KaMc9V7pp9uPaCKZAiqIMR3PjcFPiQZOBZsUu4lhMaEjMmAdSxWRzPjp9OkJPrVK H4eRtqMAT9W/FymRxoxlYDclgaFZ9DLxP6+TQHjlp1zFCTBFZ0FhIjBEOGsA97lmFMTYEkI1t79iOiSaULA9zaUEMuvEW2x gmTSrFe+8Ur27KNeu83YK6BidoDPkoUtUQ7eojhqIogf0gl7Rm/PsvDsfzudsdcXJb47QHJyvX65gmU4=</latexit>
stochastic
<latexit sha1_base64="bWB77v0w/Ji2ZN6ZnSfaZ+9Ra8U=">AAACCXicbZC7TsMwFIadcivllsLIYlEhMVVJQYKxgoWx SPQitVHluE5r1Ykj+wSooj4Bz8AKMxti5SkYeROcNgNt+SVLv/5zjs/R58eCa3Ccb6uwtr6xuVXcLu3s7u0f2OXDlpaJoqxJpZCq4xPNBI9YEzgI1okVI6EvWNsf32T19gNTmsvoHiYx80IyjHjAKQET9e1yD9gTpBokHRENnE77dsWpOjPhVePmpoJyNfr2 T28gaRKyCKggWnddJwYvJcr8Jti01Es0iwkdkyHrGhuRkGkvnZ0+xacmGeBAKvMiwLP070RKQq0noW86QwIjvVzLwv9q3QSCKy/lUZwAi+h8UZAIDBJnHPCAK0ZBTIwhVHFzKzYEFKFgaC1s8cOMibtMYNW0alX3vFq7u6jUr3M6RXSMTtAZctElqqNb1EB NRNEjekGv6M16tt6tD+tz3lqw8pkjtCDr6xdUg5s9</latexit>
⌅<latexit sha1_base64="PjE4nzQCVYrexRoAlqaArW+uR+Y=">AAAB+XicbVBNSwMxEJ34WetX1aOXYBE8ld0q6LHoxWN F+wHtUrJptg1NskuSFcrSn+BVz97Eq7/Go//EtN2DbX0w8Hhvhpl5YSK4sZ73jdbWNza3tgs7xd29/YPD0tFx08SppqxBYxHrdkgME1yxhuVWsHaiGZGhYK1wdDf1W89MGx6rJztOWCDJQPGIU2Kd9Nht816p7FW8GfAq8XNShhz1Xumn249pKpmyVBB jOr6X2CAj2nIq2KTYTQ1LCB2RAes4qohkJshmp07wuVP6OIq1K2XxTP07kRFpzFiGrlMSOzTL3lT8z+ukNroJMq6S1DJF54uiVGAb4+nfuM81o1aMHSFUc3crpkOiCbUunYUtoZy4TPzlBFZJs1rxLyvVh6ty7TZPpwCncAYX4MM11OAe6tAACgN4gVd 4Qxl6Rx/oc966hvKZE1gA+voF212UTw==</latexit>
Assumptions:
<latexit sha1_base64="OhyPaBF7eFhIB7liqDAgFwiv9qQ=">AAACC3icbVDLSsNAFJ3UV62vaJdugkVwVZIqKK6qblxWsLXQhj KZTtqhM5MwcyOW0E/wG9zq2p249SNc+idO2ixs64ELh3Pu5VxOEHOmwXW/rcLK6tr6RnGztLW9s7tn7x+0dJQoQpsk4pFqB1hTziRtAgNO27GiWAScPgSjm8x/eKRKs0jewzimvsADyUJGMBipZ5e7QJ8gvdI6EXEm6ctJz664VXcKZ5l4OamgHI2e/dPtRyQRVALhWOuO 58bgp1gBI5xOSt1E0xiTER7QjqESC6r9dPr8xDk2St8JI2VGgjNV/16kWGg9FoHZFBiGetHLxP+8TgLhhZ8yGSdAJZkFhQl3IHKyJpw+U5QAHxuCiWLmV4cMscIETF9zKYHIOvEWG1gmrVrVO63W7s4q9eu8nSI6REfoBHnoHNXRLWqgJiJojF7QK3qznq1368P6nK0WrP ymjOZgff0Cueub/A==</latexit>
PWC/PWL: ⌅ rectangular, P uniform
<latexit sha1_base64="3A/kyL63DOtDLN8llcjaDRZY2m4=">AAACPHicbVDLSgMxFM3UV62vqks3wSK4kDpTBcVVsS5cuBjBPqAtJZOmbW gmMyR3xDL0h/wIv8Ft3QnuxK1rM20F23ohcDjn3ntujhcKrsG2R1ZqaXlldS29ntnY3Nreye7uVXQQKcrKNBCBqnlEM8ElKwMHwWqhYsT3BKt6/VKiVx+Z0jyQDzAIWdMnXck7nBIwVCt70wD2BLFbLZ261bsrPMSNGscTEitGgchuJIg6SRSfQM/zsPurR2ZToPxhK5uz8/a48CJwpiCHpuW2su +NdkAjn0mggmhdd+wQmjFRwKlgw0wj0iwktE+6rG6gJD7TzXj82yE+MkwbG2PzJOAx+3ciJr7WA98zncnBel5LyP+0egSdy2bMZRgBk3Ri1IkEhgAn0eE2TwIRAwMIVdzcimmPKELBBDzj4o0zceYTWASVQt45yxfuz3PF62k6aXSADtExctAFKqJb5KIyougZvaIRerNerA/r0/qatKas6cw+mi nr+wcMi66Z</latexit>
PWC/PWL: ⌅ rectangular, P uniform
<latexit sha1_base64="3A/kyL63DOtDLN8llcjaDRZY2m4=">AAACPHicbVDLSgMxFM3UV62vqks3wSK4kDpTBcVVsS5cuBjBPqAtJZOmbW gmMyR3xDL0h/wIv8Ft3QnuxK1rM20F23ohcDjn3ntujhcKrsG2R1ZqaXlldS29ntnY3Nreye7uVXQQKcrKNBCBqnlEM8ElKwMHwWqhYsT3BKt6/VKiVx+Z0jyQDzAIWdMnXck7nBIwVCt70wD2BLFbLZ261bsrPMSNGscTEitGgchuJIg6SRSfQM/zsPurR2ZToPxhK5uz8/a48CJwpiCHpuW2su +NdkAjn0mggmhdd+wQmjFRwKlgw0wj0iwktE+6rG6gJD7TzXj82yE+MkwbG2PzJOAx+3ciJr7WA98zncnBel5LyP+0egSdy2bMZRgBk3Ri1IkEhgAn0eE2TwIRAwMIVdzcimmPKELBBDzj4o0zceYTWASVQt45yxfuz3PF62k6aXSADtExctAFKqJb5KIyougZvaIRerNerA/r0/qatKas6cw+mi nr+wcMi66Z</latexit>
Information needed:
<latexit sha1_base64="01bgfaw7oaMbuxWbY+QhrQUxWdw =">AAACEnicbVDLSgMxFM3UV62vqjvdBIvgqsxUQXFVdKO7CvYB7VAymds2NJMZkoxYhoIf4Te41bU7cesPuPRPzEy7sK0HAo dz7uWeHC/iTGnb/rZyS8srq2v59cLG5tb2TnF3r6HCWFKo05CHsuURBZwJqGumObQiCSTwODS94XXqNx9AKhaKez2KwA1IX7 Aeo0QbqVs86Gh41Mmt6IUyyDQsAHzwL8fdYsku2xnwInGmpISmqHWLPx0/pHEAQlNOlGo7dqTdhEjNKIdxoRMriAgdkj60DRU kAOUm2R/G+NgoPjYpzBMaZ+rfjYQESo0Cz0yanAM176Xif1471r0LN2EiijUIOjnUiznWIU4LwT6TQDUfGUKoZCYrpgMiCdWm tpkrXpB24sw3sEgalbJzWq7cnZWqV9N28ugQHaET5KBzVEU3qIbqiKIn9IJe0Zv1bL1bH9bnZDRnTXf20Qysr1/A0Z6n</la texit>
Yes
<latexit sha1_base64="GsNe3J89b/kYk7UJVFWwOysPDt 8=">AAACAHicbVA9TwJBEN3DL8Qv1NLmIjGxIndooiXRxhIT+VC4kL1lgA17e5fdOSO50PgbbLW2M7b+E0v/iXtwhYAvmeTl vZnMzPMjwTU6zreVW1ldW9/Ibxa2tnd294r7Bw0dxopBnYUiVC2fahBcQh05CmhFCmjgC2j6o+vUbz6C0jyUdziOwAvoQPI+ ZxSN9NBBeMLkHvSkWyw5ZWcKe5m4GSmRDLVu8afTC1kcgEQmqNZt14nQS6hCzgRMCp1YQ0TZiA6gbaikAWgvmV48sU+M0rP7 oTIl0Z6qfycSGmg9DnzTGVAc6kUvFf/z2jH2L72EyyhGkGy2qB8LG0M7fd/ucQUMxdgQyhQ3t9psSBVlaEKa2+IHaSbuYgL LpFEpu2flyu15qXqVpZMnR+SYnBKXXJAquSE1UieMSPJCXsmb9Wy9Wx/W56w1Z2Uzh2QO1tcv8FCXwg==</latexit>
No
<latexit sha1_base64="NmuNeFH/ccg0gXBs3veV9iEE+Tc=">AAAB/3icbVA9SwNBEN2LXzF+RS1tFoNgFe6ioGXQxkoi mA9JjrC32SRLdm+P3TkxHCn8DbZa24mtP8XSf+JecoVJfDDweG+GmXlBJLgB1/12ciura+sb+c3C1vbO7l5x/6BhVKwpq1MllG4FxDDBQ1YHDoK1Is2IDARrBqPr1G8+Mm24Cu9hHDFfkkHI+5wSsNJDB9gTJLdq0i2W3LI7BV4mXkZKKEOtW/zp9BSNJQuB CmJM23Mj8BOigVPBJoVObFhE6IgMWNvSkEhm/GR68ASfWKWH+0rbCgFP1b8TCZHGjGVgOyWBoVn0UvE/rx1D/9JPeBjFwEI6W9SPBQaF0+9xj2tGQYwtIVRzeyumQ6IJBZvR3JZAppl4iwksk0al7J2VK3fnpepVlk4eHaFjdIo8dIGq6AbVUB1RJNELekV vzrPz7nw4n7PWnJPNHKI5OF+/ENiXRA==</latexit>
⌅<latexit sha1_base64="PjE4nzQCVYrexRoAlqaArW+uR+Y=">AAAB+XicbVBNSwMxEJ34WetX1aOXYBE8ld0q6LHoxWN F+wHtUrJptg1NskuSFcrSn+BVz97Eq7/Go//EtN2DbX0w8Hhvhpl5YSK4sZ73jdbWNza3tgs7xd29/YPD0tFx08SppqxBYxHrdkgME1yxhuVWsHaiGZGhYK1wdDf1W89MGx6rJztOWCDJQPGIU2Kd9Nht816p7FW8GfAq8XNShhz1Xumn249pKpmyVBB jOr6X2CAj2nIq2KTYTQ1LCB2RAes4qohkJshmp07wuVP6OIq1K2XxTP07kRFpzFiGrlMSOzTL3lT8z+ukNroJMq6S1DJF54uiVGAb4+nfuM81o1aMHSFUc3crpkOiCbUunYUtoZy4TPzlBFZJs1rxLyvVh6ty7TZPpwCncAYX4MM11OAe6tAACgN4gVd 4Qxl6Rx/oc966hvKZE1gA+voF212UTw==</latexit>Information needed:
<latexit sha1_base64="01bgfaw7oaMbuxWbY+QhrQUxWdw=">AAACEnicbVDLSgMxFM3UV62vqjvdBIvgqsxUQXFVdKO7C vYB7VAymds2NJMZkoxYhoIf4Te41bU7cesPuPRPzEy7sK0HAodz7uWeHC/iTGnb/rZyS8srq2v59cLG5tb2TnF3r6HCWFKo05CHsuURBZwJqGumObQiCSTwODS94XXqNx9AKhaKez2KwA1IX7Aeo0QbqVs86Gh41Mmt6IUyyDQsAHzwL8fdYsku2xnwInGmpIS mqHWLPx0/pHEAQlNOlGo7dqTdhEjNKIdxoRMriAgdkj60DRUkAOUm2R/G+NgoPjYpzBMaZ+rfjYQESo0Cz0yanAM176Xif1471r0LN2EiijUIOjnUiznWIU4LwT6TQDUfGUKoZCYrpgMiCdWmtpkrXpB24sw3sEgalbJzWq7cnZWqV9N28ugQHaET5KBzVEU3 qIbqiKIn9IJe0Zv1bL1bH9bnZDRnTXf20Qysr1/A0Z6n</latexit>
K-Adaptability
<latexit sha1_base64="OrQoI3uujeJ/qbNp308wIHruHIk=" >AAACDXicbVDLSsNAFJ3UV62vqLhyM1gEN5akCrqsuhHcVLAPaEOZTCbt0JkkzNyIJfQb/Aa3unYnbv0Gl/6JSZuFbT1w4XDOvZzL cSPBNVjWt1FYWl5ZXSuulzY2t7Z3zN29pg5jRVmDhiJUbZdoJnjAGsBBsHakGJGuYC13eJP5rUemNA+DBxhFzJGkH3CfUwKp1DMPu sCeILk7vfJIBMTlgsNo3DPLVsWaAC8SOydllKPeM3+6XkhjyQKggmjdsa0InIQo4FSwcakbaxYROiR91klpQCTTTjJ5f4yPU8XDfq jSCQBP1L8XCZFaj6SbbkoCAz3vZeJ/XicG/9JJeBDFwAI6DfJjgSHEWRfY44pREKOUEKp4+iumA6IIhbSxmRRXZp3Y8w0skma1Yp9 Vqvfn5dp13k4RHaIjdIJsdIFq6BbVUQNRlKAX9IrejGfj3fgwPqerBSO/2UczML5+Ab5WnIA=</latexit>
CDR, PWC
<latexit sha1_base64="4QW87Bw6z2fA/AuCrpPLMN74t9w=">AA ACB3icbVDLTsJAFJ3iC/FB1aWbicTEhSEtmuiSiAuXaERIoCHTYYAJ02kzc2skDR/gN7jVtTvj1s9w6Z84hS4EPMlNTs65N+fm+JHgGhzn2 8qtrK6tb+Q3C1vbO7tFe2//QYexoqxBQxGqlk80E1yyBnAQrBUpRgJfsKY/qqV+85EpzUN5D+OIeQEZSN7nlICRunaxA+wJktr13SmuN2uT rl1yys4UeJm4GSmhDPWu/dPphTQOmAQqiNZt14nAS4gCTgWbFDqxZhGhIzJgbUMlCZj2kunjE3xslB7uh8qMBDxV/14kJNB6HPhmMyAw1Ite Kv7ntWPoX3oJl1EMTNJZUD8WGEKctoB7XDEKYmwIoYqbXzEdEkUomK7mUvwg7cRdbGCZPFTK7lm5cnteql5l7eTRITpCJ8hFF6iKblAdNRB FMXpBr+jNerberQ/rc7aas7KbAzQH6+sXlIuZAw==</latexit>
Only binary recours and only objective uncertainty if multi-stage problem?
<latexit sha1_base64="StsWOycReKeYhTy+yiMx6xLfNi8= ">AAACO3icbVA9TxtBEN3jI4ADiSElzQorEg3WHYkUOhBp6IAIA5JtWXN7c7CwH6fdOcTp5P+Vhj9BR0OTIhGipc/auCCQkVZ6em 9m3s5LCyU9xfFdNDU9M/tubn6h8X5x6cPH5vLKsbelE9gRVll3moJHJQ12SJLC08Ih6FThSXr5faSfXKHz0pojqgrsazgzMpcCKF CD5o8e4TXV+0ZVPJUGXMUdirDdIweTcTsSbHqBguQV8tIIdATSUMVlznWpSG54gjPkhbPBVG8PB81W3I7Hxd+CZAJabFIHg+ZtL 7Oi1GhIKPC+m8QF9WtwJIXCYaNXeixAXAaXboAGNPp+Pb59yD8HJuO5deEZ4mP25UQN2vtKp6FTA53719qI/J/WLSnf6tfSFCWhE c9Geak4WT4KkmcyBEUhnUyCcDL8lYtzcCAoxN0IISSvT34LjjfbyZf25uHX1s7uJI55tsrW2DpL2De2w/bYAeswwX6ye/ab/Yluo l/RQ/T43DoVTWY+sX8qevoLZSuvfA==</latexit>
Only binary recourse and only objective uncertainty if multi-stage problem?
<latexit sha1_base64="Sts WOycReKeYhTy+yiMx6xLfNi8=">AAACO3icbVA9TxtBEN3jI4A DiSElzQorEg3WHYkUOhBp6IAIA5JtWXN7c7CwH6fdOcTp5P+Vh j9BR0OTIhGipc/auCCQkVZ6em9m3s5LCyU9xfFdNDU9M/tubn6 h8X5x6cPH5vLKsbelE9gRVll3moJHJQ12SJLC08Ih6FThSXr5f aSfXKHz0pojqgrsazgzMpcCKFCD5o8e4TXV+0ZVPJUGXMUdirD dIweTcTsSbHqBguQV8tIIdATSUMVlznWpSG54gjPkhbPBVG8P B81W3I7Hxd+CZAJabFIHg+ZtL7Oi1GhIKPC+m8QF9WtwJIXCYa NXeixAXAaXboAGNPp+Pb59yD8HJuO5deEZ4mP25UQN2vtKp6FT A53719qI/J/WLSnf6tfSFCWhEc9Geak4WT4KkmcyBEUhnUyCcD L8lYtzcCAoxN0IISSvT34LjjfbyZf25uHX1s7uJI55tsrW2DpL 2De2w/bYAeswwX6ye/ab/Yluol/RQ/T43DoVTWY+sX8qevoLZS uvfA==</latexit>
Only binary recourse and only objective uncertainty if multi-stage problem?
<lat exit s ha1_ba se64=" StsWOyc ReKeYh Ty+yiM x6xLfN i8=">A AACO3ic bVA9Tx tBEN3j I4ADiS ElzQorE g3WHYk UOhBp6 IAIA5J tWXN7c7 CwH6fd OcTp5P +Vhj9B R0OTIh Gipc/au CCQkVZ 6em9m3 s5LCyU 9xfFdND U9M/tu bn6h8X 5x6cPH 5vLKsb elE9gRV ll3moJ HJQ12S JLC08I h6FThSX r5faSf XKHz0p ojqgrs azgzMpc CKFCD5 o8e4TX V+0ZVP JUGXMU dirDdIw eTcTsS bHqBgu QV8tII dATSUMV lznWpS G54gjP khbPBV G8PB81W 3I7Hxd +CZAJa bFIHg+ ZtL7Oi 1GhIKPC +m8QF9 WtwJIX CYaNXe ixAXAaX boAGNP p+Pb59 yD8HJu O5deEZ4 mP25UQ N2vtKp 6FTA53 719qI/ J/WLSnf 6tfSFC WhEc9G eak4WT 4KkmcyB EUhnUy CcDL8l YtzcCA oxN0II SSvT34L jjfbyZ f25uHX 1s7uJI 55tsrW2 DpL2De 2w/bYA eswwX6 ye/ab/Y luol/R Q/T43D oVTWY+ sX8qev oLZSuvf A==</l atexit >
CDR/LDR
<latexit sha1_base64="MdyLfzkIFSGG2PDP/l7E4QW5TDc=">AAAB9XicbVA9TwJBEN3zE/ELtbTZSEys8A5NtCRCYWGBRD4SOMnes gcb9vYuu3MqufA/bCw0xtb/Yue/cYErFHzJJC/vzWRmnhcJrsG2v62l5ZXVtfXMRnZza3tnN7e339BhrCir01CEquURzQSXrA4cBGtFipHAE6zpDcsTv/nAlOahvINRxNyA9CX3OSVgpPsOsCdIypXa6U2lNu7m8nbBngIvEicleZSi2s19dXohjQMmgQqidduxI3ATooBTwcbZT qxZROiQ9FnbUEkCpt1kevUYHxulh/1QmZKAp+rviYQEWo8Cz3QGBAZ63puI/3ntGPxLN+EyioFJOlvkxwJDiCcR4B5XjIIYGUKo4uZWTAdEEQomqKwJwZl/eZE0igXnrFC8Pc+XrtI4MugQHaET5KALVELXqIrqiCKFntErerMerRfr3fqYtS5Z6cwB+gPr8wfNepIN</latexit >
PWC/PWL
<latexit sha1_base64="lOWJctVH9rhYqzxTtEdSO/Fy1DI=">AAAB9XicbVBNT8JAEN36ifiFevSykZh4whZN9Ejk4sFDTYSSQCXbZ Qsbtttmd6qShv/hxYPGePW/ePPfuEAPCr5kkpf3ZjIzL0gE12Db39bS8srq2npho7i5tb2zW9rbb+o4VZQ1aCxi1QqIZoJL1gAOgrUSxUgUCOYFw/rE9x6Y0jyWdzBKmB+RvuQhpwSMdN8B9gSZ69VPXe9m3C2V7Yo9BV4kTk7KKIfbLX11ejFNIyaBCqJ127ET8DOigFPBxsVOq llC6JD0WdtQSSKm/Wx69RgfG6WHw1iZkoCn6u+JjERaj6LAdEYEBnrem4j/ee0Uwks/4zJJgUk6WxSmAkOMJxHgHleMghgZQqji5lZMB0QRCiaoognBmX95kTSrFeesUr09L9eu8jgK6BAdoRPkoAtUQ9fIRQ1EkULP6BW9WY/Wi/Vufcxal6x85gD9gfX5AwG/ki8=</latexit >
Figure 1 Decision tree to help guide the choice of approximation scheme for multi-stage problems in ROC++.
of observations – it is assumed that the decision-maker will take the same action, indepen-
dently of the realization of the uncertain parameters. Mathematically, we have
zt(ξ) = zt and wt(ξ) =wt ∀t∈ T , ∀ξ ∈Ξ,
for some vectors zt ∈ {0,1}`t and wt ∈ {0,1}k, t ∈ T . Under the linear decision rule, the
real-valued decisions are modelled as affine functions of the history of observations, i.e.,
yt(ξ) =Ytξ+yt ∀t∈ T ,
for some matrix Yt ∈Rnt×k and vector yt ∈Rnt . The LDR model leads to very interpretable
decisions – we can think of this decision rule as a scoring rule which assigns different
values (coefficients) to each uncertain parameter. These coefficients can be interpreted as
the sensitivity of the decision variables to changes in the uncertain parameters. Under the
CDR and LDR approximations the adaptive variables in the problem are eliminated and
the quantities zt, wt, Yt, and yt become the new decision variables of the problem.
Piecewise Constant and Piecewise Linear Decision Rules. In piecewise constant (PWC) and
piecewise linear (PWL) decision rules, the binary (resp. real-valued) adjustable decisions
are approximated by functions that are piecewise constant (resp. piecewise linear) on a
preselected partition of the uncertainty set. Specifically, the uncertainty set Ξ is split into
hyper-rectangles of the form Ξs :=
{
ξ ∈Ξ : cisi−1 ≤ ξi < cisi , i= 1, . . . , k
}
, where s ∈ S :=
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×ki=1{1, . . . ,ri} ⊆ Zk and ci1 < ci2 < · · · < ciri−1, i= 1, . . . , k represent ri − 1 breakpoints
along the ξi axis. Mathematically, the binary and real-valued decisions are expressible as
zt(ξ) =
∑
s∈S
I (ξ ∈Ξs)zst , wt(ξ) =
∑
s∈S
I (ξ ∈Ξs)wst ,
and yt(ξ) =
∑
s∈S
I (ξ ∈Ξs) (Y st ξ+yst ),
for some vectors zst ∈ R`t , wst ∈ Rk, yst ∈ Rnt and matrices Y st ∈ Rnt×k, t ∈ T , s ∈ S. We
can think of this decision rule as a scoring rule which assigns different values (coefficients)
to each uncertain parameter; the score assigned to each parameter depends on the subset
of the partition in which the uncertain parameter lies. Although less interpretable than
CDR/LDR, the PWC/PWL approximation enjoys better optimality properties: it will
usually outperform CDR/LDR, since the decisions that can be modelled are more flexible.
The decision rule approximations offered by the ROC ++ platform apply to multi-stage
problems with both endogenous and exogenous uncertainty. They apply to both stochastic
and robust problems, see Figure 1.
4.2. Contingency Planning via Finite Adaptability
Another solution approach available in ROC ++ is the so-called finite adaptability which
applies to robust problems with binary decisions, see Vayanos et al. (2019). It consists in
selecting a collection of contingency plans indexed in the set K :=×t∈T {1, . . . ,Kt} today
and choosing, at each time t∈ T , one of the Kt plans for time t to implement. Mathemat-
ically, given Kt, t∈ T , we select zk1,...,ktt ∈ {0,1}`t and wk1,...,ktt ∈ {0,1}k, kt ∈ {1, . . . ,Kt} for
all t ∈ T , in the first stage. At each stage t ∈ T , we select one of the contingency plans
kt ∈Kt for implementation. In particular, if up to time t, contingency plans k1, . . . , kt have
been selected, then wk1,...,ktt and z
k1,...,kt
t are implemented at time t.
Relative to the piecewise constant decision rule, the finite adaptability approach usually
results in better performance in the following sense: the number of contingency plans
needed in the finite adaptability approach to achieve a given objective value is never greater
than the number of subsets needed in the piecewise constant decision rule to achieve that
same value. However, the finite adaptability approximation does not apply to problems
with an expectation objective and is thus less flexible in that sense.
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5. Modelling and Solving Decision-Making Problems in ROC ++
In this section, we discuss several robust/stochastic optimization problems, present their
mathematical formulations, and discuss how these can be naturally expressed in ROC ++.
We also illustrate how optimal solutions can be displayed using our platform.
5.1. Retailer-Supplier Flexible Commitment Contracts (RSFC)
We model the two-echelon, multiperiod supply chain problem, known as the retailer-
supplier flexible commitment (RSFC) problem from Ben-Tal et al. (2005) in ROC ++.
5.1.1. Problem Description We consider a finite planning horizon of T periods, T :=
{1, . . . , T}. At the end of each period t ∈ T , the demand ξt ∈ R+ for the product faced
during that period is revealed. We collect the demands for all periods in the vector ξ :=
(ξ1, . . . ,ξT ). We assume that the demand is known to belong to the box uncertainty set
Ξ :=
{
ξ ∈RT : ξ ∈ [ξ(1− ρ),ξ(1 + ρ)]} ,
where ξ := eξ, ξ is the nominal demand, and ρ∈ [0,1] is the budget of uncertainty.
As the time of revelation of the uncertain parameters is exogenous, the information base,
encoded in the vectors wt ∈ {0,1}T , t = 0, . . . , T , is an input of the problem (data). In
particular, it is defined through w0 := 0 and wt :=
∑t
τ=1 eτ for each t∈ T : the information
base for time t+ 1 only contains the demand for the previous periods τ ∈ {1, . . . , t}.
At the beginning of the planning horizon, the retailer holds an inventory xi1 of the
product (assumed to be known). At that point, they must specify their commitments
yc = (yc1, . . . ,y
c
T ), where y
c
t ∈R+ represents the amount of the product that they forecast
to order at the beginning of time t∈ T from the supplier. A penalty cost cdc+t (resp. cdc−t )
is incurred for each unit of increase (resp. decrease) between the amounts committed for
times t and t− 1. The amount committed for the last order before the beginning of the
planning horizon is given by yc0. At the beginning of each period, the retailer orders a
quantity yot (ξ)∈R+ from the supplier at unit cost cot . These orders may deviate from the
commitments made at the beginning of the planning horizon; in this case, a cost cdp+t (resp.
cdp−t ) is incurred for each unit that orders y
o
t (ξ) overshoot (resp. undershoot) the plan y
c
t .
Given this notation, the inventory of the retailer at time t+ 1, t∈ T , is expressible as
xit+1(ξ) = x
i
t(ξ) +y
o
t (ξ)− ξt.
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A holding cost cht+1 is incurred for each unit of inventory held on hand at time t+ 1, t∈ T .
A shortage cost cst+1 is incurred for each unit of demand lost at time t+ 1, t∈ T .
The amounts of the product that can be ordered in any given period are constrained by
lower and upper bounds denoted by yo
t
and yot , respectively. Similarly, cumulative orders
up to and including time t∈ T are constrained to lie in the range yco
t
to ycot . Thus, we have
yo
t
≤ yot (ξ)≤ yot and ycot ≤
t∑
τ=1
yoτ (ξ)≤ ycot .
The objective of the retailer is to minimize their worst-case (maximum) costs. We intro-
duce three sets of auxiliary variables used to linearize the objective function. For each
t ∈ T , we let ydct represent the smallest number that exceeds the costs of deviating from
commitments, i.e.,
ydct ≥ cdc+t (yct −yct−1) and ydct ≥ cdc−t (yct−1−yct ).
For each t ∈ T and ξ ∈ Ξ, we denote by ydpt (ξ) the smallest number that exceeds the
deviations from the plan for time t, i.e.,
ydpt (ξ)≥ cdp+t (yot (ξ)−yct ) and ydpt (ξ)≥ cdp−t (yct −yot (ξ))
Similarly, for each t∈ T and ξ ∈Ξ, we denote by yhst+1(ξ) the smallest number that exceeds
the overall holding and shortage costs at time t+ 1, i.e.,
yhst+1(ξ)≥ cht+1xit+1(ξ) and yhst+1(ξ)≥−cst+1xit+1(ξ).
The objective of the retailer is then expressible compactly as
min max
ξ∈Ξ
∑
t∈T
coty
o
t (ξ) +y
dc
t (ξ) +y
dp
t (ξ) +y
hs
t+1(ξ).
The full model for this problem can be found in Electronic Companion EC.1.1.
5.1.2. Model in ROC ++ We now present the ROC ++ model of the RSFC problem.
We assume that the data of the problem have been defined in C ++. The C ++ variables
associated with the problem data are detailed in Table 1. For example, the lower bounds
on the orders yo
t
, t∈ T , are stored in the map OrderLB which maps each time period to the
double representing the lower bound for that period. We discuss how to construct the key
elements of the problem here. The full code can be found in Electronic Companion EC.1.2.
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Parameter/Index C ++ Name C ++ Type C ++ Map Keys
T (t) T (t) uint NA
xi1 InitInventory double NA
yc0 InitCommit double NA
ξ NomDemand double NA
ρ rho double NA
yo
t
, t∈ T OrderLB map<uint,double> t=1...T
yot , t∈ T OrderUB map<uint,double> t=1...T
yco
t
, t∈ T CumOrderLB map<uint,double> t=1...T
ycot , t∈ T CumOrderUB map<uint,double> t=1...T
cot , t∈ T OrderCost map<uint,double> t=1...T
cht+1, t∈ T HoldingCost map<uint,double> t=2...T+1
cst+1, t∈ T ShortageCost map<uint,double> t=2...T+1
cdc+t , t∈ T CostDCp map<uint,double> t=1...T
cdc−t , t∈ T CostDCm map<uint,double> t=1...T
cdp+t , t∈ T CostDPp map<uint,double> t=1...T
cdp−t , t∈ T CostDPm map<uint,double> t=1...T
Table 1 List of model parameters and their associated C++ variables for the RSFC problem.
The RSFC problem is a multi-stage robust optimization problem involving only exoge-
nous uncertain parameters. We begin by creating a model, RSFCModel, in ROC ++ that will
contain our formulation. All models are pointers to the interface class ROCPPOptModelIF.
In this case, we instantiate an object of type ROCPPUncOptModel which is derived from
ROCPPOptModelIF and which can model multi-stage optimization problems affected by
exogenous uncertain parameters only. The first parameter of the ROCPPUncOptModel con-
structor corresponds to the maximum time period of any decision variable or uncer-
tain parameter in the problem: in this case, T + 1. The second parameter of the
ROCPPUncOptModel constructor is of the enumerated type uncOptModelObjType which
admits two possible values: robust, which indicates a min-max objective; and, stochastic,
which indicates an expectation objective. The robust RSFC problem can be initialized as:
1 // Create an empty robust model with T + 1 periods for the RSFC problem
2 ROCPPOptModelIF_Ptr RSFCModel(new ROCPPUncOptModel(T+1, robust));
We note that in ROC ++ all optimization problems are minimization problems.
Next, we discuss how to create the ROC ++ variables associated with uncertain parame-
ters and decision variables in the problem. The correspondence between variables is sum-
marized in Table 2 for convenience.
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Variable C ++ Name C ++ Type C ++ Map Keys
ξt, t∈ T Demand map<uint,ROCPPUnc Ptr> t=1...T
yot , t∈ T Orders map<uint,ROCPPVarIF Ptr> t=1...T
yct , t∈ T Commits map<uint,ROCPPVarIF Ptr> t=1...T
ydct , t∈ T MaxDC map<uint,ROCPPVarIF Ptr> t=1...T
ydpt , t∈ T MaxDP map<uint,ROCPPVarIF Ptr> t=1...T
yhst+1, t∈ T MaxHS map<uint,ROCPPVarIF Ptr> t=2...T+1
xit+1, t∈ T Inventory ROCPPExp Ptr NA
Table 2 List of model variables and uncertainties and their associated ROC++ variables for the RSFC problem.
The uncertain parameters of the RSFC problem are ξt, t ∈ T . We store these in the
Demand map, which maps each period to the associated uncertain parameter. Each uncer-
tain parameter is a pointer to an object of type ROCPPUnc. The constructor of the ROCPPUnc
class takes two input parameters: the name of the uncertain parameter and the period
when that parameter is revealed (first time stage when it is observable).
3 // Create the Demand map to store the uncertain parameters of the problem
4 map <uint ,ROCPPUnc_Ptr > Demand;
5 // Iterate over all time periods when there is uncertainty
6 for (uint t=1; t<=T; t++)
7 // Create the uncertain parameters , and add them to Demand
8 Demand[t] = ROCPPUnc_Ptr(new ROCPPUnc("Demand_"+to_string(t),t+1));
The main decision variables of the RSFC problem are yct and y
o
t , t ∈ T . The commit-
ment variables yct are all static. We store these in the Commits map which maps each
time period to the associated commitment decision. The order variables yot are allowed
to adapt to the history of observed demand realizations. We store these in the Orders
map which maps the time period at which the decision is made to the order decision for
that period. In ROC ++, the decision variables are pointers to objects of type ROCPPVarIF.
Real-valued static (adaptive) decision variables are modelled using objects of type
ROCPPStaticVarReal (ROCPPAdaptVarReal). The constructor of ROCPPStaticVarReal
admits three input parameters: the name of the variable, its lower bound, and its upper
bound. The constructor of ROCPPAdaptVarReal admits four input parameters: the name of
the variable, the time period when the decision is made, and the lower and upper bounds.
9 // Create maps to store the decision variables of the problem
10 map <uint ,ROCPPVarIF_Ptr > Orders , Commits; // Quantity ordered , Commitments made
11 // Iterate over all time periods from 1 to T
12 for (uint t=1; t<=T; t++) {
13 // Create the commitment variables (these are static)
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14 Commits[t]= ROCPPVarIF_Ptr(new ROCPPStaticVarReal("Commit_"+to_string(t) ,0.));
15 if (t==1) // In the first period , the order variables are static
16 Orders[t] = ROCPPVarIF_Ptr(new ROCPPStaticVarReal("Order_"+to_string(t),
OrderLB[t],OrderUB[t]));
17 else // In the other periods , the order variables are adaptive
18 Orders[t] = ROCPPVarIF_Ptr(new ROCPPAdaptVarReal("Order_"+to_string(t),t,
OrderLB[t],OrderUB[t]));
19 }
The RSFC problem also involves the auxiliary variables ydct , y
dp
t , and y
hs
t+1, t ∈ T . We
store the ydct variables in the map MaxDC. These variables are all static. We store the y
dp
t
variables in the map MaxDP. We store the yhst variables in the map MaxHS. Since the orders
placed and inventories held change based on the demand realization, the variables stored
in MaxDP and MaxHS are allowed to adapt to the history of observations. All maps map the
index of the decision to the actual decision variable. The procedure to build these maps
exactly parallels the approach above and we thus omit it. We refer the reader to lines 20-34
in Section EC.1.2 for the code to build these maps.
Having defined the model, the uncertain parameters, and the decision variables of the
problem, we are now ready to formulate the constraints. To express our constraints in
an intuitive fashion, we create an expression variable (type ROCPPExpr), which we call
Inventory that stores the amount of inventory held at the beginning of each period. This
is computed by adding to the initial inventory InitInventory the amount ordered at
each period and subtracting the demand faced. Similarly, we create an ROCPPExpr to store
the cumulative orders placed. This is obtained by adding orders placed at each period.
Constraints can be created using the operators “<=”, “>=”, or “==” and added to the problem
using the add constraint() function. We show how to construct the cumulative order
constraints and the lower bounds on the shortage and holding costs. The code to add the
remaining constraints can be found in lines 53-67 of Section EC.1.2.
35 // Create the constraints of the problem
36 // Create an expression for the amount of inventory held and initialize it
37 ROCPPExpr_Ptr Inventory(new ROCPPExpr ());
38 Inventory = Inventory + InitInventory;
39 // Create an expression for the cumulative amount ordered
40 ROCPPExpr_Ptr CumOrders(new ROCPPExpr ());
41 // Iterate over all time periods and add the constraints to the problem
42 for (uint t=1; t<=T; t++) {
43 // Create the upper and lower bounds on the cumulative orders
44 CumOrders = CumOrders + Orders[t];
45 RSFCModel ->add_constraint(CumOrders >= CumOrderLB[t]);
46 RSFCModel ->add_constraint(CumOrders <= CumOrderUB[t]);
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47 // Update the inventory
48 Inventory = Inventory + Orders[t] - Demand[t];
49 // Create upper bound on shortage/holding costs
50 RSFCModel ->add_constraint(MaxHS[t+1] >= HoldingCost[t+1]* Inventory);
51 RSFCModel ->add_constraint(MaxHS[t+1] >= (-1.* ShortageCost[t+1]* Inventory));
52 }
The objective function of the RSFC problem consists in minimizing the sum of all costs
over time. We create the ROCPPExpr expression RSFCObj to which we add all terms by
iterating over time. We then set RSFCObj as the objective function of the RSFCModel model
by using the set objective() function.
68 // Create an expression that will contain the objective function
69 ROCPPExpr_Ptr RSFCObj(new ROCPPExpr ());
70 // Iterate over all periods and add the terms to the objective function
71 for (uint t=1; t<=T; t++)
72 RSFCObj = RSFCObj + OrderCost*Orders[t] + MaxDC[t] + MaxDP[t] + MaxHS[t+1];
73 RSFCModel ->set_objective(RSFCObj); // Add the objective to the problem
Finally, we create a box uncertainty set for the demand.
74 for (uint t=1; t<=T; t++) {
75 // Add the upper and lower bounds on the demand to the uncertainty set
76 RSFCModel ->add_constraint_uncset(Demand[t] >= NomDemand *(1.0- rho));
77 RSFCModel ->add_constraint_uncset(Demand[t] <= NomDemand *(1.0+ rho));
78 }
Having formulated the RSFC problem in ROC ++, we turn to solving it.
5.1.3. Solution in ROC ++ From Ben-Tal et al. (2005), LDRs are optimal in this case.
Thus, it suffices to approximate the real-valued adaptive variables in the problem by linear
decision rules, then robustify the problem using duality theory, and finally solve it using
an off-the-shelf deterministic solver. This process is streamlined in ROC ++.
79 // Construct the linear/constant decision rule approximator
80 ROCPPApproximator_Ptr pLDRApprox(new ROCPPLCDRApprox(RSFCModel));
81 // Approximate the adaptive decisions using the LDR/CDR approximator
82 ROCPPMISOCP_Ptr RSFCModelLDR(pLDRApprox ->DoMyThing(RSFCModel));
83 // Construct the solver (in this case , use gurobi as deterministic solver)
84 ROCPPSolver_Ptr pSolver(new ROCPPGurobi(SolverParams ()));
85 // Solve the problem
86 pSolver ->solve(RSFCModelLDR);
We consider the instance of RSFC detailed in Electronic Companion EC.1.3. The following
output is displayed when executing the above code on this instance.
=========================================================================
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=================== APPROXIMATING USING LDR AND CDR =====================
=========================================================================
11 of 119 constraints robustified
...
110 of 119 constraints robustified
Total time to approximate and robustify: 0 seconds
=========================================================================
This states that the problem has 119 constraints in total and that the time it took to
approximate it and obtain its robust counterpart was under half a second. Next, we show-
case how optimal solutions to the problem can be retrieved in ROC ++.
87 // Retrieve the optimal solution from the solver
88 map <string ,double > optimalSln(pSolver ->getSolution ());
89 // Print the optimal decision (from the original model)
90 pLDRApprox ->printOut(RSFCModelLDR , optimalSln , Orders [10]));
The following output is displayed when executing the above code.
Order_10 = + 0* Demand_1 + 0* Demand_2 + 0* Demand_3 + 0* Demand_4 + 0* Demand_5 + 0*
Demand_6 + 0* Demand_7 + 0* Demand_8 + 1* Demand_9 - 0.794
Thus, the optimal linear decision rule for the amount to order at stage 10 is yo10(ξ) =
ξ9− 0.794 for this specific instance. To get the optimal objective value of RSFCModelLDR,
we can use the following command, which returns 13531.7 in this instance.
92 double optVal(pSolver ->getOptValue ());
5.1.4. Variant: Ellipsoidal Uncertainty Set In Ben-Tal et al. (2005), the authors also
investigated ellipsoidal uncertainty sets for the demand. These take the form
Ξ := {ξ ∈RT+ : ‖ξ− ξ‖2 ≤Ω},
where Ω is a safety parameter. Letting Omega represent Ω, this ellipsoidal uncertainty set
can be used instead of the box uncertainty set by replacing lines 74-78 in the ROC ++ code
for the RSFC problem with the following code:
// Create a vector that will contain all the elements of the norm term
vector <ROCPPExpr_Ptr > EllipsoidElements;
// Populate the vector with the difference between demand and nominal demand
for (uint t=1; t<=T; t++)
EllipsoidElements.push_back(Demand[t+1] - NominalDemand);
// Create the norm term
boost:: shared_ptr <ConstraintTermIF > EllipsTerm(new NormTerm(EllipsoidElements));
// Create the ellipsoidal uncertainty constraint
RSFCModel ->add_constraint_uncset(EllipsTerm <= Omega);
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The solution approach from Section 5.1.3 applies as is with this ellipsoidal set. The time
it takes to robustify the problem is again under half a second. In this case, the optimal
objective value under LDRs is 14,814.3. The optimal linear decision rule is given by:
Order_10 = + 0.0305728* Demand_1 + 0.0567* Demand_2 + 0.0739* Demand_3 + 0.0887*
Demand_4 + 0.101* Demand_5 + 0.115* Demand_6 + 0.142* Demand_7 + 0.179* Demand_8 +
0.231* Demand_9 - 3.33
5.2. Robust Pandora’s Box Problem
We consider a robust variant of the celebrated stochastic Pandora Box (PB) problem due
to Weitzman (1979). This problem models selection from a set of unknown, alternative
options, when evaluation is costly.
5.2.1. Problem Description There are I boxes indexed in I := {1, . . . , I} that we can
choose or not to open over the planning horizon T := {1, . . . , T}. Opening box i∈ I incurs
a cost ci ∈R+. Each box has an unknown value ξi ∈R, i∈ I, which will only be revealed if
the box is opened. At the beginning of each time t∈ T , we can either select a box to open
or keep one of the opened boxes, earn its value (discounted by θt−1), and stop the search.
We assume that the box values are restricted to lie in the set
Ξ :=
{
ξ ∈RI : ∃ζ ∈ [−1,1]M , ξi = (1 + Φ>i ζ/2)ξi ∀i∈ I
}
,
where ζ ∈RM represent M risk factors, and ξ ∈RI collects the nominal box values.
In this problem, the box values are endogenous uncertain parameters whose time of
revelation can be controlled by the box open decisions. Thus, the information base, encoded
by the vector wt(ξ)∈ {0,1}I , t∈ T , is a decision variable. In particular, wt,i(ξ) = 1 if and
only if box i ∈ I has been opened on or before time t ∈ T in scenario ξ. We assume that
w0(ξ) = 0 so that no box is opened before the beginning of the planning horizon. We
denote by zt,i(ξ)∈ {0,1} the decision to keep box i∈ I and stop the search at time t∈ T .
The requirement that at most one box be opened at each time t ∈ T and that no box
be opened if we have stopped the search can be captured by the constraint
∑
i∈I
(wt,i(ξ)−wt−1,i(ξ)) ≤ 1−
t∑
τ=1
∑
i∈I
zt,i(ξ) ∀t∈ T . (3)
The requirement that only one of the opened boxes can be kept is expressible as
zt,i(ξ) ≤ wt−1,i(ξ) ∀t∈ T , ∀i∈ I. (4)
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The objective of the PB problem is to select the sequence of boxes to open and the box
to keep so as to maximize worst-case net profit. Since the decision to open box i at time t
can be expressed as the difference (wt,i−wt−1,i), the objective of the PB problem is
max min
ξ∈Ξ
∑
t∈T
∑
i∈I
θt−1ξizt,i(ξ)− ci(wt,i(ξ)−wt−1,i(ξ)).
The mathematical model for this problem can be found in Electronic Companion EC.2.1.
5.2.2. Model in ROC ++ We present the ROC ++ model for the PB problem. We assume
that the data of the problem have been defined in C ++ as summarized in Table 3.
Model Parameter C ++ Name C ++ Variable Type C ++ Map Keys
θ theta double NA
T (t) T (t) uint NA
I (i) I (i) uint NA
M (m) M (m) uint NA
ci, i∈ I CostOpen map<uint,double> i=1...I
ξi, i∈ I NomVal map<uint,double> i=1...I
Φim, i∈ I, m∈M FactorCoeff map<uint,map<uint,double> > i=1...I, m=1...M
Table 3 List of model parameters and their associated C++ variables for the PB problem.
The PB problem is a multi-stage robust optimization problem involving uncertain
parameters whose time of revelation is decision-dependent. Such models can be stored in
the ROCPPDDUOptModel class which is derived from ROCPPOptModelIF.
1 // Create an empty robust model with T periods for the PB problem
2 ROCPPOptModelIF_Ptr PBModel(new ROCPPDDUOptModel(T, robust));
Next, we create the ROC ++ variables associated with uncertain parameters and decision
variables in the problem. The correspondence between variables is summarized in Table 4.
Parameter C ++ Nm. C ++ Type C ++ Map Keys
zt,i, i∈ I, t∈ T Keep map<uint,map<uint,ROCPPVarIF Ptr> > 1...T, 1...I
wt,i, i∈ I, t∈ T MeasVar map<uint,map<uint,ROCPPVarIF Ptr> > 1...T, 1...I
ζm, m∈M Factor map<uint,ROCPPUnc Ptr> m=1...M
ξi, i∈ I Value map<uint,ROCPPUnc Ptr> i=1...I
Table 4 List of model variables and uncertainties and their associated C++ variables for the PB problem.
The uncertain parameters of the PB problem are ξ ∈ RI and ζ ∈ RM . We store the
ROC ++ variables associated with these in the Value and Factor maps, respectively. Recall
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that the first and second (optional) parameters of the ROCPPUnc constructor are the name
of the parameter and the time period when it is observed. As ξ has a time of revelation that
is decision-dependent, we can omit the second parameter when we construct the associated
ROC ++ variables. The ROCPPUnc constructor also admits a third (optional) parameter
with default value true that indicates if the uncertain parameter is observable. As ζ is an
auxiliary uncertain parameter, we set its time period as being, e.g., 1 and indicate through
the third parameter in the constructor of ROCPPUnc that this parameter is not observable.
3 // Create empty maps to store the uncertain parameters
4 map <uint , ROCPPUnc_Ptr > Value , Factor;
5 for (uint i = 1; i <= I; i++)
6 // Create the uncertainty associated with box i and add it to Value
7 Value[i] = ROCPPUnc_Ptr(new ROCPPUnc("Value_"+to_string(i)));
8 for (uint m = 1; m <= M; m++)
9 // The risk factors are not observable
10 Factor[m]= ROCPPUnc_Ptr(new ROCPPUnc("Factor_"+to_string(m) ,1,false));
The decision variables of the problem are the measurement variables w and the vari-
ables z which decide on the box to keep. We store these in the maps MeasVar and Keep,
respectively. In ROC ++, the measurement variables are created automatically for all time
periods in the problem by calling the add ddu() function which is a public member of
ROCPPOptModelIF. This function admits four input parameters: an uncertain parameter,
the first and last time period when the decision-maker can choose to observe that param-
eter, and the cost for observing the parameter. In this problem, cost for observing ξi is
equal to ci. The measurement variables constructed in this way can be recovered using the
getMeasVar() function which admits as inputs the name of an uncertain parameter and
the time period for which we want to recover the measurement variable associated with
that uncertain parameter. The boolean Keep variables can be built in ROC ++ using the
constructors of the ROCPPStaticVarBool and ROCPPAdaptVarBool classes for the static
and adaptive variables, respectively, see lines 19-27 in Section EC.2.2. We omit this here.
11 map <uint , map <uint , ROCPPVarIF_Ptr > > MeasVar;
12 for (uint i = 1; i <= I; i++) {
13 // Create the measurement variables associated with the value of box i
14 PBModel ->add_ddu(Value[i], 1, T, obsCost[i]);
15 // Get the measurement variables and store them in MeasVar
16 for (uint t = 1; t <= T; t++)
17 MeasVar[t][i] = PBModel ->getMeasVar(Value[i]->getName (), t);
18 }
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Having created the decision variables and uncertain parameters, we turn to adding the
constraints to the model. To this end, we use the StoppedSearch expression, which tracks
the running sum of the Keep variables, to indicate if at any given point in time, we have
already decided to keep one box and stop the search. We also use the NumOpened expression
which, at each period, stores the expression for the total number of boxes that we choose
to open in that period. Since the construction of the constraints is similar to that used in
the retailer problem, we omit it here and refer the reader to lines 28-45 in Section EC.2.2.
Next, we create the uncertainty set and the objective function.
46 // Create the uncertainty set constraints and add them to the problem
47 // Add the upper and lower bounds on the risk factors
48 for (uint m = 1; m <= M; m++) {
49 PBModel ->add_constraint_uncset(Factor[m] >= -1.0);
50 PBModel ->add_constraint_uncset(Factor[m] <= 1.0);
51 }
52 // Add the expressions for the box values in terms of the risk factors
53 for (uint i = 1; i <= I; i++) {
54 ROCPPExpr_Ptr ValueExpr(new ROCPPExpr ());
55 for (uint m = 1; m <= M; m++)
56 ValueExpr = ValueExpr + RiskCoeff[i][m]* Factor[m];
57 PBModel ->add_constraint_uncset( Value[i] == (1.+0.5* ValueExpr) * NomVal[i] );
58 }
59 // Create the objective function expression
60 ROCPPExpr_Ptr PBObj(new ROCPPExpr ());
61 for (uint t = 1; t <= T; t++)
62 for (uint i = 1; i <= I; i++)
63 PBObj = PBObj + pow(theta ,t-1)*Value[i]*Keep[t][i];
64 // Set objective (multiply by -1 for maximization)
65 PBModel ->set_objective ( -1.0* PBObj);
We emphasize that the observation costs were automatically added to the objective func-
tion when we called the add ddu() function.
5.2.3. Solution in ROC ++ The PB problem is a multi-stage robust problem with
decision-dependent information discovery, see Vayanos et al. (2011, 2019). ROC ++ offers
two options for solving this class of problems: finite adaptability and piecewise constant
decision rules, see Section 4. Here, we illustrate how to solve PB using the finite adaptabil-
ity approach, see Section 4.2. Letting uint K store the number of contingency plans K per
period, the process of computing the optimal contingency plans is streamlined in ROC ++.
66 // Construct the finite adaptability approximator
67 ROCPPApproximator_Ptr pKAdaptaApprox(new ROCPPKadaptApprox(PBModel ,K));
68 // Approximate the decisions using finite adaptability and robustify
69 ROCPPMISOCP_Ptr PBModelKAdapt(pKAdaptaApprox ->DoMyThing(PBModel));
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We consider the instance of PB detailed in Electronic Companion EC.2.3 for which T = 4,
M = 4, and I = 5. For K = 1 (resp. K = 2 and K = 3), the problem takes under half a
second (resp. under half a second and 6 seconds) to approximate and robustify. Its objective
value is 2.12 (resp. 9.67 and 9.67). Note that with T = 4 and K = 2 (resp. K = 3), the total
number of contingency plans is KT−1 = 8 (resp. 27).
Next, we showcase how optimal contingency plans can be retrieved in ROC ++.
73 // Retrieve the optimal solution from the solver
74 map <string ,double > optimalSln(pSolver ->getSolution ());
75 // Print the optimal decision (from the original model)
76 pKAdaptaApprox ->printOut(PBModelKAdapt , optimalSln , Keep [4][2]);
When executing this code, the values of all variables wt,k1...kt for all contingency plans
(k1, . . . , kt) ∈×tτ=1Kτ are printed. We show here the subset of the output associated with
contingency plans where z2,4(ξ) equals 1 (for the case K = 2).
Value of variable Keep_4_2 under contingency plan (1-1-2-2) is: 1
Thus, at time 4, we will keep the second box if and only if the contingency plan we choose
is (k1, k2, k3, k4) = (1,1,2,2). We can display the first time that an uncertain parameter is
observed using the following ROC ++ code.
76 pKAdaptaApprox ->printOut(PBModelKAdapt , optimalSln , Keep [4][2]);
When executing this code, the time when ξ4 is observed under each contingency plan
(k1, . . . , kT )∈×τ∈TKt is printed. In this case, part of the output we get is as follows.
Parameter Value_4 under contingency plan (1-1-2-1) is observed at time 3
Parameter Value_4 under contingency plan (1-2-1-1) is never observed
Thus, in an optimal solution, ξ4 is opened at time 3 under contingency plan (k1, k2, k3, k4) =
(1,1,2,1). On the other hand it is never opened under contingency plan (1,2,1,1).
5.3. Stochastic Best Box Problem with Uncertain Observation Costs
We consider a variant of Pandora’s Box problem, known as Best Box (BB), in which
observation costs are uncertain and subject to a budget constraint. We assume that the
decision-maker is interested in maximizing the expected value of the box kept.
5.3.1. Problem description There are I boxes indexed in I := {1, . . . , I} that we can
choose or not to open over the planning horizon T := {1, . . . , T}. Opening box i∈ I incurs
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an uncertain cost ξci ∈R+. Each box has an unknown value ξvi ∈R, i∈ I. The value of each
box and the cost of opening it will only be revealed if the box is opened. The total cost of
opening boxes cannot exceed budget B. At each period t∈ T , we can either open a box or
keep one of the opened boxes, earn its value (discounted by θt−1), and stop the search.
We assume that box values and costs are uniformly distributed in the set Ξ :={
ξv ∈RI+, ξc ∈RI+ : ξv ≤ ξ
v
, ξc ≤ ξc
}
, where ξ
v
, ξ
c ∈RI .
In this problem, the box values and costs are endogenous uncertain parameters whose
time of revelation can be controlled by the box open decisions. For each i ∈ I, and t ∈ T ,
we let wvt,i(ξ) and w
c
t,i(ξ) indicate if parameters ξ
v
i and ξ
c
i have been observed on or before
time t. In particular wvt,i(ξ) =w
c
t,i(ξ) for all i, t, and ξ. We assume that w0(ξ) = 0 so that
no box is opened before the beginning of the planning horizon. We denote by zt,i(ξ)∈ {0,1}
the decision to keep box i ∈ I and stop the search at time t ∈ T . The requirement that
at most one box be opened at each time t ∈ T and that no box be opened if we have
stopped the search can be captured in a manner that parallels constraint (3). Similarly,
the requirement that only one of the opened boxes can be kept can be modelled using a
constraint similar to (4). The budget constraint and objective can be expressed compactly
as ∑
i∈I
ξciw
v
T,i(ξ)≤B, and max E
[∑
t∈T
∑
i∈I
θt−1ξvi zt,i(ξ)
]
,
respectively. The full model for this problem can be found in Electronic Companion EC.3.1.
5.3.2. Model in ROC ++ We assume that the data, decision variables, and uncertain
parameters of the problem have been defined as in Tables 5 and 6.
Model Parameter C ++ Variable Name C ++ Variable Type C ++ Map Keys
B B double NA
ξ
c
i , i∈ I CostUB map<uint,double> i=1...I
ξ
v
i , i∈ I ValueUB map<uint,double> i=1...I
Table 5 List of model parameters and their associated C++ variables for the BB problem. The parameters T (t)
and I(i) are as in Table 3 and we thus omit them here.
We create a stochastic model with decision-dependent information discovery as follows.
1 // Create an empty stochastic model with T periods for the BB problem
2 ROCPPOptModelIF_Ptr BBModel(new ROCPPDDUOptModel(T, stochastic));
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Parameter C ++ Nm. C ++ Type C ++ Map Keys
wct,i, i∈ I, t∈ T MVcost map<uint,map<uint,ROCPPVarIF Ptr> > 1...T, 1...I
wvt,i, i∈ I, t∈ T MVval map<uint,map<uint,ROCPPVarIF Ptr> > 1...T, 1...I
ξci , i∈ I Cost map<uint,ROCPPUnc Ptr> i=1...I
ξvi , i∈ I Value map<uint,ROCPPUnc Ptr> i=1...I
Table 6 List of model variables and uncertainties and their associated C++ variables for the BB problem. The
variables zi,t, i∈ I, t∈ T , are as in Table 4 and we thus omit them here.
To model the requirement that ξci and ξ
v
i must be observed simultaneously, the function
pair uncertainties() may be employed in ROC ++.
23 for (uint i = 1; i <= I; i++)
24 BBModel ->pair_uncertainties(Value[i], Cost[i]);
To build the budget constraint we use the ROC ++ expression AmountSpent.
53 // Constraint on the amount spent
54 ROCPPExpr_Ptr AmountSpent(new ROCPPExpr ());
55 for (uint i = 1; i <= I; i++)
56 AmountSpent = AmountSpent + Cost[i] * MVval[T][i];
57 BBModel ->add_constraint(AmountSpent <= B);
The construction of the remaining constraints and of the objective parallels that for the
Pandora Box problem and we thus omit it. We refer to EC.3.2 for the full code.
5.3.3. Solution in ROC ++ The BB problem is a multi-stage stochastic problem with
decision-dependent information discovery, see Vayanos et al. (2011). We thus propose to
solve it using PWC decision rules. We consider the instance of BB detailed in Electronic
Companion EC.3.3, which has T = 4 and I = 5. To employ a breakpoint configuration
r= (1,1,1,1,1,3,3,1,3,1) for the PWC approximation, we use the following code.
74 // Build the map containing the breakpoint configuration
75 map <string ,uint > BPconfig;
76 BPconfig["Value_1"] = 3;
77 BPconfig["Value_2"] = 3;
78 BPconfig["Value_4"] = 3;
79 // Construct the PWC decision rule approximator
80 ROCPPApproximator_Ptr pPWCApprox(new ROCPPPiecewiseApprox(BBModel ,BPconfig));
ROC ++ can approximate and robustify the problem in 1 second using lines 81-86 in EC.3.2.
Under this breakpoint configuration, the optimal profit is 934.2, compared to 792.5 for
the static decision rule. The optimal solution can be printed to screen using the printOut
function, see lines 87-92 in EC.3.2. Part of the resulting output is
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On subset 1111131111: Keep_4_1 = 1
Uncertain parameter Value_4 on subset 1111112131 is observed at stage 3
Thus, on subset s = (1,1,1,1,1,1,3,1,1,1), the first box is kept at time 4. On subset
s= (1,1,1,1,1,1,2,1,3,1), box 4 is opened at time 3 (resp. 2).
6. ROB File Format
Given a robust/stochastic optimization problem expressed in ROC ++, our platform can
generate a file displaying the problem in human readable format. We use the Pandora Box
problem from Section 5.2 to illustrate our proposed format, with extension “.rob”.
The file starts with the Objective part that presents the objective function of the prob-
lem: to minimize either expected or worst-case costs, as indicated by E or max, respectively.
For example, since the PB problem optimizes worst-case profit, we obtain the following.
Objective:
min max -1 Keep_1_1 Value_1 -1 Keep_1_2 Value_2 -1 Keep_1_3 Value_3 ...
Then come the Constraints and Uncertainty Set parts, which list the constraints using
interpretable “<=”, “>=”, and “==” operators. We list one constraint for each part here.
Constraints:
c0: -1 mValue_2_1 +1 mValue_1_1 <= +0 ...
Uncertainty Set:
c0: -1 Factor_1 <= +1 ...
The next part, Decision Variables, lists the decision variables of the problem. For each
variable, we list its name, type, whether it is static or adaptive, its time stage, and whether
it is a measurement variable or not. If it is a measurement variable, we also display the
uncertain parameter whose time of revelation it controls.
Decision Variables:
Keep_1_1: Boolean , Static , 1, Non -Measurement
mValue_2_2: Boolean , Adaptive , 2, Measurement , Value_2
The Bounds part then displays the upper and lower bounds for the decision variables.
Bounds:
0 <= Keep_1_1 <= 1
Finally, the Uncertainties part lists, for each uncertain parameter, its name, whether the
parameter is observable or not, its time stage, if the parameter has a time of revelation that
is decision-dependent, and the first and last stages when the parameter can be observed.
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Uncertainties:
Factor_4: Not Observable , 1, Non -DDU
Value_1: Observable , 1, DDU , 1, 4
7. Extensions
7.1. Integer Decision Variables
ROC ++ can solve problems involving integer decision variables. In the case of the
CDR/PWC approximations, integer adaptive variables are directly approximated by con-
stant/piecewise constant decisions that are integer on each subset. In the case of the finite
adaptability approximation, bounded integer variables are automatically expressed as finite
sums of binary variables before the finite adaptability approximation is applied.
7.2. Decision-Dependent Uncertainty Sets
ROC ++ can solve problems involving decision-dependent uncertainty sets of the form
Ξ(z) :=
{
ξ ∈Rk : ∃ζs ∈Rks, s= 1, . . . , S : P s(z)ξ+Qs(z)ζs + qs(z)∈Ks, s= 1, . . . , S} ,
where z are static binary variables and P s(z) ∈ Rrs×k, Qs(z) ∈ Rrs×ks, and qs(z) ∈ Rrs,
are all linear in z, and Ks, s= 1 . . . , S, are closed convex pointed cones in Rrs.
7.3. Limited Memory Decision Rules
For problems involving long time-horizons (> 100), the LDR/CDR and PWL/PWC deci-
sion rules can become computationally expensive. Limited memory decision rules approx-
imate adaptive decisions by linear functions of the recent history of observations. The
memory parameter of the LDRCDRApproximator can be used in ROC ++ to trade-off opti-
mality with computational complexity.
7.4. Warm Start
Finite Adaptability. ROC ++ provides the ability to warm start the solution to a finite
adaptability problem with (K1, . . . ,KT ) ∈ ZT+ contingency plans using the solution to a
finite adaptability problem with fewer contingency plans (K ′1, . . . ,K
′
T )∈ZT+, where K ′t ≤Kt
for all t∈ T and K ′t <Kt for at least one t∈ T .
PWC/PWL Decision Rule. Similarly, ROC ++ provides the ability to warm start the solu-
tion to a PWC/PWL decision rule problem with breakpoint configuration r= (r1, . . . ,rk)
using the solution to a PWC/PWL decision rule problem with breakpoint configuration
r′ = (r′1, . . . ,r
′
k). The only requirement is that ri ≥ r′i and ri/r′i be a multiple of 2 for all
i∈ {1, . . . , k} such that ri > r′i.
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Notes
1https://www.ibm.com/analytics/cplex-optimizer
2https://www.gurobi.com
3See https://www.gurobi.com.
4See https://www.ibm.com/analytics/cplex-optimizer.
5See https://www.mosek.com.
6See https://ampl.com
7See https://www.gams.com.
8See https://www.aimms.com.
9See https://www.lindo.com.
10See https://www.solver.com/.
11See http://www.maximalsoftware.com/.
12See https://www.gnu.org/software/glpk/.
13See https://github.com/coin-or/Cbc
14See https://github.com/coin-or/Clp
15See https://www.coin-or.org
16See https://www.lindo.com/index.php/products/lingo-and-optimization-modeling.
17See https://www.solver.com/risk-solver-stochastic-libraries.
18See http://www.maximalsoftware.com/maximal/news/stochastic.html.
19See https://www.gams.com/latest/docs/UG_EMP_SP.html.
20See https://www.aimms.com.
21See https://projects.coin-or.org/FlopC++.
22See https://pyomo.readthedocs.io/en/stable/modeling_extensions/pysp.html.
23See http://www.math.cmu.edu/~reha/sdpt3.html.
24See https://www.doxygen.nl/index.html.
Acknowledgments
This work was supported in part by the Operations Engineering Program of the National Science Foundation
under NSF Award No. 1763108. The authors are grateful to Daniel Kuhn, Berc¸ Rustem, and Wolfram
Wiesemann, for valuable discussions that helped shape this work.
References
Adida E, Perakis G (2006) A robust optimization approach to dynamic pricing and inventory control with
no backorders. Mathematic Programming 107(1):97–129.
Ardestani-Jaafari A, Delage E (2016) Robust optimization of sums of piecewise linear functions with appli-
cation to inventory problems. Operations Research 64(2):474–494.
Atamtu¨rk A, Zhang M (2007) Two-stage robust network flow and design under demand uncertainty. Oper-
ations Research 55(4):662–673.
32 Vayanos, Jin, and Elissaios: ROC++: Robust Optimization in C++
Bandi C, Bertsimas D (2012) Tractable stochastic analysis in high dimensions via robust optimization.
Mathematical programming 1–48.
Bandi C, Trichakis N, Vayanos P (2018) Robust multiclass queuing theory for wait time estimation in
resource allocation systems. Management Science 65(1):152–187.
Ben-Tal A, El Ghaoui L, Nemirovski A (2009) Robust Optimization. Princeton Series in Applied Mathematics
(Princeton University Press).
Ben-Tal A, Golany B, Nemirovski A, Vial JP (2005) Retailer-supplier flexible commitments contracts: a
robust optimization approach. Manufacturing & Service Operations Management 7(3):248–271.
Ben-Tal A, Goryashko A, Guslitzer E, Nemirovski A (2004) Adjustable robust solutions of uncertain linear
programs. Mathematical Programming 99(2):351–376.
Ben-Tal A, Nemirovski A (1998) Robust convex optimization. Mathematics of Operations Research
23(4):769–805.
Ben-Tal A, Nemirovski A (1999) Robust solutions of uncertain linear programs. Operations Research Letters
25:1–13.
Ben-Tal A, Nemirovski A (2000) Robust solutions of linear programming problems contaminated with uncer-
tain data. Mathematical Programming 88:411–424.
Benders JF (1962) Partitioning procedures for solving mixed-variables programming problems. Numerische
Mathematik ISSN 0029599X, URL http://dx.doi.org/10.1007/BF01386316.
Bertsimas D, Brown D, Caramanis C (2010) Theory and applications of robust optimization. SIAM Review
53(3):464–501.
Bertsimas D, Caramanis C (2010) Finite adaptability for linear optimization. IEEE Transactions on Auto-
matic Control 55(12):2751–2766.
Bertsimas D, Gupta V, Kallus N (2018) Data-driven robust optimization. Mathematical Programming 167(2),
ISSN 14364646, URL http://dx.doi.org/10.1007/s10107-017-1125-8.
Bertsimas D, Iancu D, Parrilo P (2011) A hierarchy of near-optimal policies for multi-stage adaptive opti-
mization. IEEE Transactions on Automatic Control 56(12):2809–2824.
Bertsimas D, Sim M (2003) Robust discrete optimization and network flows. Mathematical Programming
98(1):49–71.
Bertsimas D, Sim M (2004) The price of robustness. Operations Research 52(1):35–53.
Bertsimas D, Sim M (2006) Tractable approximations to robust conic optimization problems. Mathematical
Programming 107(1):5–36.
Bertsimas DJ, van Ryzin G (1991) A Stochastic and Dynamic Vehicle Routing Problem in the Euclidean
Plane. Operations Research ISSN 0030-364X, URL http://dx.doi.org/10.1287/opre.39.4.601.
Vayanos, Jin, and Elissaios: ROC++: Robust Optimization in C++ 33
Birge JR, Dempster MAH, Gassmann HI, Gunn EA, King AJ, Wallace SW (1987) A standard input format
for multiperiod stochastic linear programs. COAL newsletter 17:1–19.
Birge JR, Louveaux F (2000) Introduction to Stochastic Programming (Springer).
Bodur M, Luedtke JR (2018) Two-stage linear decision rules for multi-stage stochastic programming. Math-
ematical Programming ISSN 1436-4646, URL http://dx.doi.org/10.1007/s10107-018-1339-4.
Chan TCY, Shen ZJM, Siddiq A (2018) Robust defibrillator deployment under cardiac arrest location
uncertainty via row-and-column generation. Operations Research 66(2):358–379, ISSN 0030-364X, URL
http://dx.doi.org/10.1287/opre.2017.1660.
Chen Z, Sim M, Xiong P (2017) Robust Stochastic Optimization Made Easy with RSOME.
Colvin M, Maravelias CT (2008) A stochastic programming approach for clinical trial planning in new drug
development. Computers & Chemical Engineering 32(11):2626–2642.
Colvin M, Maravelias CT (2009) Scheduling of testing tasks and resource planning in new product develop-
ment using stochastic programming. Computers & Chemical Engineering 33:964–976.
Colvin M, Maravelias CT (2010) Modeling methods and a branch and cut algorithm for pharmaceuti-
cal clinical trial planning using stochastic programming. European Journal of Operational Research
203(1):205–215.
Dunning I, Huchette J, Lubin M (2017) JuMP: A modeling language for mathematical optimization. SIAM
Review 59(2):295–320, ISSN 00361445, URL http://dx.doi.org/10.1137/15M1020575.
Gassmann HI, Schweitzer E (2001) A Comprehensive Input Format for Stochastic Linear Programs. Annals of
Operations Research 104(1-4), ISSN 02545330, URL http://dx.doi.org/10.1023/A:1013138919445.
Georghiou A, Wiesemann W, Kuhn D (2015) Generalized decision rule approximations for stochastic
programming via liftings. Mathematical Programming 152(1):301–338, ISSN 1436-4646, URL http:
//dx.doi.org/10.1007/s10107-014-0789-6.
Goel V, Grossman IE (2004) A stochastic programming approach to planning of offshore gas field develop-
ments under uncertainty in reserves. Computers & Chemical Engineering 28(8):1409–1429.
Goel V, Grossman IE (2005) A lagrangean duality based branch and bound for solving linear stochastic
programs with decision dependent uncertainty. 15th European Symposium on Computer Aided Engi-
neering.
Goel V, Grossman IE (2006) A class of stochastic programs with decision dependent uncertainty. Mathemat-
ical Programming 108(2):355–394.
Goel V, Grossman IE, El-Bakry AA, Mulkay EL (2006) A novel branch and bound algorithm for optimal
development of gas fields under uncertainty in reserves. Computers & Chemical Engineering 30(6–
7):1076–1092.
Goh J, Sim M (2011) Robust optimization made easy with ROME. Operations Research 59(4):973–985, ISSN
0030364X, URL http://dx.doi.org/10.1287/opre.1110.0944.
34 Vayanos, Jin, and Elissaios: ROC++: Robust Optimization in C++
Goldfarb D, Iyengar G (2003) Robust portfolio selection problems. Mathematics of Operations Research
28:1–38.
Goldfarb D, Iyengar G (2004) Robust portfolio management. Technical report.
Gorissen B, Yanikoglu I, den Hertog D (2015) A practical guide to robust optimization. Omega 53:124–137.
Gounaris CE, Wiesemann W, Floudas CA (2013) The Robust Capacitated Vehicle Routing Problem Under
Demand Uncertainty. Operations Research 61(3):677–693, URL http://dx.doi.org/10.1287/opre.
1120.1136.
Grant M, Boyd S (2008) Graph implementations for nonsmooth convex programs. Blondel V, Boyd S, Kimura
H, eds., Recent Advances in Learning and Control, 95–110, Lecture Notes in Control and Information
Sciences (Springer-Verlag Limited).
Grant M, Boyd S (2014) CVX: Matlab Software for Disciplined Convex Programming, version 2.1.
http://cvxr.com/cvx.
Gupta V, Grossmann IE (2011) Solution strategies for multistage stochastic programming with endogenous
uncertainties. Computers & Chemical Engineering 35(11):2235–2247, ISSN 0098-1354, URL http://
dx.doi.org/https://doi.org/10.1016/j.compchemeng.2010.11.013.
Gupta V, Han BR, Kim SH, Paek H (2017) Maximizing intervention effectiveness. SSRN preprint .
Haarbru¨cker G, Kuhn D (2009) Valuation of electricity swing options by multistage stochastic programming.
Automatica 45(4):889–899.
Hanasusanto GA, Kuhn D, Wiesemann W (2015) K-Adaptability in two-stage robust binary programming.
Operations Research 63(4):877–891, URL http://dx.doi.org/10.1287/opre.2015.1392.
Hart WE (2009) Python optimization modeling objects (Pyomo). Operations Research/ Computer Science
Interfaces Series 47, ISSN 1387666X, URL http://dx.doi.org/10.1007/978-0-387-88843-9{_}1.
Hart WE, Laird C, Watson JP, Woodruff DL (2012) Pyomo Optimization Modeling in Python. Advances
in Modeling Agricultural Systems 67, URL http://dx.doi.org/10.1007/978-1-4614-3226-5.
Hart WE, Watson JP, Woodruff DL (2011) Pyomo: Modeling and solving mathematical programs in Python.
Mathematical Programming Computation 3(3), ISSN 18672949, URL http://dx.doi.org/10.1007/
s12532-011-0026-8.
Jiang R, Zhang M, Li G, Guan Y (2014) Two-stage network constrained robust unit commitment problem.
European Journal of Operational Research 234(3):751–762, ISSN 0377-2217, URL http://dx.doi.
org/10.1016/J.EJOR.2013.09.028.
Jonsbr˚aten TW (1998) Optimization models for petroleum field exploitation. Ph.D. thesis, Norwegian Shool
of Economics and Business Administration.
Kall P, Wallace S (1994) Stochastic Programming. Wiley-Interscience Series in Systems & Optimization
(John Wiley & Sons), 2nd edition.
Vayanos, Jin, and Elissaios: ROC++: Robust Optimization in C++ 35
Kuhn D, Wiesemann W, Georghiou A (2009) Primal and dual linear decision rules in stochastic and robust
optimization. Mathematical Programming 130(1):177–209.
Lappas NH, Gounaris CE (2016) Multi-stage adjustable robust optimization for process scheduling under
uncertainty. AIChE Journal 62(5), ISSN 15475905, URL http://dx.doi.org/10.1002/aic.15183.
Lo¨fberg J (2004) YALMIP: A toolbox for modelling and optimization in MATLAB. Proceedings of the
CACSD Conference.
Lo¨fberg J (2012) Automatic robust convex programming. Optimization methods and software 27(1):115–129.
Mamani H, Nassiri S, Wagner MR (2017) Closed-form solutions for robust inventory management. Manage-
ment Science 63(5):1625–1643, ISSN 1526-5501, URL http://dx.doi.org/10.1287/mnsc.2015.2391.
Markowitz H (1952) Portfolio Selection. The Journal of Finance 7(1):77–91.
Pre´kopa A (1995) Stochastic Programming (Kluwer Academic Publishers).
Rockafellar RT, Wets RJB (1991) Scenarios and Policy Aggregation in Optimization Under Uncertainty.
Mathematics of Operations Research ISSN 0364-765X, URL http://dx.doi.org/10.1287/moor.16.
1.119.
Scarf H (1958) Studies in the Mathematical Theory of Inventory and Production. chapter A min-max,
201–209 (Stanford University Press).
Shapiro A, Dentcheva D, Ruszczyn´ski A (2009) Lectures on Stochastic Programming: Modeling and Theory.
MPS/SIAM Series on Optimization (SIAM).
Simchi-Levi D, Trichakis N, Zhang PY (2019) Designing response supply Chain against bioattacks. Opera-
tions Research ISSN 15265463, URL http://dx.doi.org/10.1287/opre.2019.1862.
Solak S, Clarke JP, Johnson EL, Barnes ER (2010) Optimization of R&D project portfolios under endogenous
uncertainty. European Journal of Operational Research 207(1):420–433.
Takriti S, Birge JR, Long E (1996) A stochastic model for the unit commitment problem. IEEE Transactions
on Power Systems ISSN 08858950, URL http://dx.doi.org/10.1109/59.535691.
Tarhan B, Grossman IE, Goel V (2010) Computational strategies for non-convex multistage MINLP models
with decision-dependent uncertainty and gradual uncertainty resolution.
Thiele A (2009) Multi-product pricing via robust optimization. Journal of Revenue and Pricing Management
8:67–80.
Valente C, Mitra G, Sadki M, Fourer R (2009) Extending algebraic modelling languages for stochastic
programming. INFORMS Journal on Computing 21(1):107–122, ISSN 10919856, URL http://dx.
doi.org/10.1287/ijoc.1080.0282.
Vayanos P, Georghiou A, Yu H (2019) Robust optimization with decision-dependent information discovery.
Under review at Management Science.
36 Vayanos, Jin, and Elissaios: ROC++: Robust Optimization in C++
Vayanos P, Kuhn D, Rustem B (2011) Decision rules for information discovery in multi-stage stochastic
programming. Proceedings of the 50th IEEE Conference on Decision and Control, 7368–7373.
Vayanos P, Kuhn D, Rustem B (2012) A constraint sampling approach for multi-stage robust optimization.
Automatica 48(3):459–471.
Vayanos P, McElfresh D, Yingxiao Y, Dickerson J, Rice E (2020) Active preference elicitation via adjustable
robust optimization. Under Review at Management Science.
Watson JP, Woodruff DL, Hart WE (2012) PySP: Modeling and solving stochastic programs in Python.
Mathematical Programming Computation 4(2), ISSN 18672949, URL http://dx.doi.org/10.1007/
s12532-012-0036-1.
Weitzman ML (1979) Optimal Search for the Best Alternative. Econometrica ISSN 00129682, URL http:
//dx.doi.org/10.2307/1910412.
Zhao C, Wang J, Watson J, Guan Y (2013) Multi-stage robust unit commitment considering wind and
demand response uncertainties. IEEE Transactions on Power Systems 28(3):2708–2717.
e-companion to Vayanos, Jin, and Elissaios: ROC++: Robust Optimization in C++ ec1
E-Companion
EC.1. Supplemental Material: Retailer-Supplier Problem
EC.1.1. Retailer-Supplier Problem: Mathematical Formulation
Using the notation introduced in Section 5.1, the robust RSFC problem can be expressed
mathematically as:
minimize max
ξ∈Ξ
∑
t∈T
coty
o
t (ξ) +y
dc
t (ξ) +y
dp
t (ξ) +y
hs
t+1(ξ)
subject to yct ∈R+ ∀t∈ T
yot , y
dc
t , y
dp
t , y
hs
t+1 ∈L1T ∀t∈ T
xit+1(ξ) = x
i
t(ξ) +y
o
t (ξ)− ξt+1
yo
t
≤ yot (ξ)≤ yot , ycot ≤
∑t
τ=1 y
o
τ (ξ)≤ ycot
ydct ≥ cdc+t (yct −yct−1)
ydct ≥ cdc−t (yct−1−yct )
ydpt ≥ cdp+t (yot (ξ)−yct )
ydpt (ξ)≥ cdp−t (yct −yot (ξ))
yhst+1(ξ)≥ cht+1xit+1(ξ)
yhst+1(ξ)≥−cst+1xit+1(ξ)

∀t∈ T , ξ ∈Ξ
yot (ξ) = y
o
t (ξ
′)
ydct (ξ) = y
dc
t (ξ
′)
ydpt (ξ) = y
dp
t (ξ
′)
 ∀ξ,ξ′ ∈Ξ :wt−1 ◦ ξ=wt−1 ◦ ξ′, ∀t∈ T
yhst+1(ξ) = y
hs
t+1(ξ
′) ∀ξ,ξ′ ∈Ξ :wt ◦ ξ=wt ◦ ξ′, ∀t∈ T .
The last set of constraints corresponds to non-anticipativity constraints. The other con-
straints are explained in Section 5.1.1.
EC.1.2. Retailer-Supplier Problem: Full ROC ++ Code
1 // Create an empty robust model with T + 1 periods for the RSFC problem
2 ROCPPOptModelIF_Ptr RSFCModel(new ROCPPUncOptModel(T+1, robust));
3 // Create the Demand map to store the uncertain parameters of the problem
4 map <uint ,ROCPPUnc_Ptr > Demand;
5 // Iterate over all time periods when there is uncertainty
6 for (uint t=1; t<=T; t++)
7 // Create the uncertain parameters , and add them to Demand
8 Demand[t] = ROCPPUnc_Ptr(new ROCPPUnc("Demand_"+to_string(t),t+1));
9 // Create maps to store the decision variables of the problem
10 map <uint ,ROCPPVarIF_Ptr > Orders , Commits; // Quantity ordered , Commitments made
11 // Iterate over all time periods from 1 to T
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12 for (uint t=1; t<=T; t++) {
13 // Create the commitment variables (these are static)
14 Commits[t]= ROCPPVarIF_Ptr(new ROCPPStaticVarReal("Commit_"+to_string(t) ,0.));
15 if (t==1) // In the first period , the order variables are static
16 Orders[t] = ROCPPVarIF_Ptr(new ROCPPStaticVarReal("Order_"+to_string(t),
OrderLB[t],OrderUB[t]));
17 else // In the other periods , the order variables are adaptive
18 Orders[t] = ROCPPVarIF_Ptr(new ROCPPAdaptVarReal("Order_"+to_string(t),t,
OrderLB[t],OrderUB[t]));
19 }
20 map <uint ,ROCPPVarIF_Ptr > MaxDC; // Upper bound on deviation between commitments
21 map <uint ,ROCPPVarIF_Ptr > MaxDP; // Upper bound on deviation from plan
22 map <uint ,ROCPPVarIF_Ptr > MaxHS; // Upper bound on holding and shortage costs
23 // Iterate over all time periods 1 to T
24 for (uint t=1; t<=T; t++) {
25 // Create upper bounds on the deviation between successive commitments
26 MaxDC[t] = ROCPPVarIF_Ptr(new ROCPPStaticVarReal("MaxDC_"+to_string(t)));
27 // Create upper bounds on the deviation of orders from commitments
28 if (t==1) // In the first period , these are static
29 MaxDP[t] = ROCPPVarIF_Ptr(new ROCPPStaticVarReal("MaxDP_"+to_string(t)));
30 else // In the other periods , these are adaptive
31 MaxDP[t] = ROCPPVarIF_Ptr(new ROCPPAdaptVarReal("MaxDP_"+to_string(t),t));
32 // Create upper bounds on holding and shortage costs (these are adaptive)
33 MaxHS[t+1]= ROCPPVarIF_Ptr(new ROCPPAdaptVarReal("MaxHS_"+to_string(t+1),t+1));
34 }
35 // Create the constraints of the problem
36 // Create an expression for the amount of inventory held and initialize it
37 ROCPPExpr_Ptr Inventory(new ROCPPExpr ());
38 Inventory = Inventory + InitInventory;
39 // Create an expression for the cumulative amount ordered
40 ROCPPExpr_Ptr CumOrders(new ROCPPExpr ());
41 // Iterate over all time periods and add the constraints to the problem
42 for (uint t=1; t<=T; t++) {
43 // Create the upper and lower bounds on the cumulative orders
44 CumOrders = CumOrders + Orders[t];
45 RSFCModel ->add_constraint(CumOrders >= CumOrderLB[t]);
46 RSFCModel ->add_constraint(CumOrders <= CumOrderUB[t]);
47 // Update the inventory
48 Inventory = Inventory + Orders[t] - Demand[t];
49 // Create upper bound on shortage/holding costs
50 RSFCModel ->add_constraint(MaxHS[t+1] >= HoldingCost[t+1]* Inventory);
51 RSFCModel ->add_constraint(MaxHS[t+1] >= (-1.* ShortageCost[t+1]* Inventory));
52 }
53 // Iterate over all time periods and add the constraints to the problem
54 for (uint t=1; t<=T; t++) {
55 // Create upper bound on deviations from commitments
56 RSFCModel ->add_constraint(MaxDP[t] >= CostDPp *( Orders[t]-Commits[t]));
57 RSFCModel ->add_constraint(MaxDP[t] >= -CostDPm *( Orders[t]-Commits[t]));
58 // Create upper bound on deviations between commitments
59 if (t==1) {
60 RSFCModel ->add_constraint(MaxDC[t] >= CostDCp *( Commits[t]-InitCommit));
61 RSFCModel ->add_constraint(MaxDC[t] >= -CostDCm *( Commits[t]-InitCommit));
62 }
63 else {
64 RSFCModel ->add_constraint(MaxDC[t] >= CostDCp *( Commits[t]-Commits[t-1]));
65 RSFCModel ->add_constraint(MaxDC[t] >= -CostDCm *( Commits[t]-Commits[t-1]));
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66 }
67 }
68 // Create an expression that will contain the objective function
69 ROCPPExpr_Ptr RSFCObj(new ROCPPExpr ());
70 // Iterate over all periods and add the terms to the objective function
71 for (uint t=1; t<=T; t++)
72 RSFCObj = RSFCObj + OrderCost*Orders[t] + MaxDC[t] + MaxDP[t] + MaxHS[t+1];
73 RSFCModel ->set_objective(RSFCObj); // Add the objective to the problem
74 for (uint t=1; t<=T; t++) {
75 // Add the upper and lower bounds on the demand to the uncertainty set
76 RSFCModel ->add_constraint_uncset(Demand[t] >= NomDemand *(1.0- rho));
77 RSFCModel ->add_constraint_uncset(Demand[t] <= NomDemand *(1.0+ rho));
78 }
79 // Construct the linear/constant decision rule approximator
80 ROCPPApproximator_Ptr pLDRApprox(new ROCPPLCDRApprox(RSFCModel));
81 // Approximate the adaptive decisions using the LDR/CDR approximator
82 ROCPPMISOCP_Ptr RSFCModelLDR(pLDRApprox ->DoMyThing(RSFCModel));
83 // Construct the solver (in this case , use gurobi as deterministic solver)
84 ROCPPSolver_Ptr pSolver(new ROCPPGurobi(SolverParams ()));
85 // Solve the problem
86 pSolver ->solve(RSFCModelLDR);
87 // Retrieve the optimal solution from the solver
88 map <string ,double > optimalSln(pSolver ->getSolution ());
89 // Print the optimal decision (from the original model)
90 pLDRApprox ->printOut(RSFCModelLDR , optimalSln , Orders [10]));
91 // Get the optimal objective value
92 double optVal(pSolver ->getOptValue ());
EC.1.3. Retailer-Supplier Problem: Instance Parameters
The parameters for the instance of the problem that we solve in Section 5.1.3 are provided
in Table EC.1. They correspond to the data from instance W12 in Ben-Tal et al. (2005).
T xi1 y
c
0 ξ ρ y
o
t
yot y
co
t
ycot c
o
t c
h
t+1 c
s
t+1 c
dc+
t c
dc−
t c
dp+
t c
dp−
t
12 0 100 100 10% 0 200 0 200t 10 2 10 10 10 10 10
Table EC.1 Parameters for the instance of the RSFS problem that we solve in Section 5.1.3.
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EC.2. Supplemental Material: Robust Pandora’s Box Problem
EC.2.1. Robust Pandora’s Box Problem: Mathematical Formulation
Using the notation introduced in Section 5.2, the robust PB problem can be expressed
mathematically as:
maximize min
ξ∈Ξ
∑
t∈T
∑
i∈I
θt−1ξizt,i(ξ)− ci(wt,i(ξ)−wt−1,i(ξ))
subject to zt,i, wt,i ∈ {0,1} ∀t∈ T , ∀i∈ I∑
i∈I
(wt,i(ξ)−wt−1,i(ξ)) ≤ 1−
t∑
τ=1
zt,i(ξ)
zt,i(ξ) ≤ wt−1,i(ξ) ∀i∈ I
 ∀t∈ T , ξ ∈Ξ
zt,i(ξ) = zt,i(ξ
′)
wt,i(ξ) =wt,i(ξ
′)
 ∀ξ,ξ′ ∈Ξ :wt−1 ◦ ξ=wt−1 ◦ ξ′, ∀i∈ I, ∀t∈ T .
The last set of constraints in this problem are non-anticipativity constraints. The other
constraints are explained in Section 5.2.1.
EC.2.2. Robust Pandora’s Box Problem: Full ROC ++ Code
1 // Create an empty robust model with T periods for the PB problem
2 ROCPPOptModelIF_Ptr PBModel(new ROCPPDDUOptModel(T, robust));
3 // Create empty maps to store the uncertain parameters
4 map <uint , ROCPPUnc_Ptr > Value , Factor;
5 for (uint i = 1; i <= I; i++)
6 // Create the uncertainty associated with box i and add it to Value
7 Value[i] = ROCPPUnc_Ptr(new ROCPPUnc("Value_"+to_string(i)));
8 for (uint m = 1; m <= M; m++)
9 // The risk factors are not observable
10 Factor[m]= ROCPPUnc_Ptr(new ROCPPUnc("Factor_"+to_string(m) ,1,false));
11 map <uint , map <uint , ROCPPVarIF_Ptr > > MeasVar;
12 for (uint i = 1; i <= I; i++) {
13 // Create the measurement variables associated with the value of box i
14 PBModel ->add_ddu(Value[i], 1, T, obsCost[i]);
15 // Get the measurement variables and store them in MeasVar
16 for (uint t = 1; t <= T; t++)
17 MeasVar[t][i] = PBModel ->getMeasVar(Value[i]->getName (), t);
18 }
19 map <uint , map <uint , ROCPPVarIF_Ptr > > Keep;
20 for (uint t = 1; t <= T; t++) {
21 for (uint i = 1; i <= I; i++) {
22 if (t == 1) // In the first period , the Keep variables are static
23 Keep[t][i] = ROCPPVarIF_Ptr(new ROCPPStaticVarBool("Keep_"+to_string(t
)+"_"+to_string(i)));
24 else // In the other periods , the Keep variables are adaptive
25 Keep[t][i] = ROCPPVarIF_Ptr(new ROCPPAdaptVarBool("Keep_"+to_string(t)
+"_"+to_string(i), t));
26 }
27 }
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28 // Create the constraints and add them to the problem
29 ROCPPExpr_Ptr StoppedSearch(new ROCPPExpr ());
30 for (uint t = 1; t <= T; t++) {
31 // Create the constraint that at most one box be opened at t (none if the
search has stopped)
32 ROCPPExpr_Ptr NumOpened(new ROCPPExpr ());
33 // Update the expressions and and the constraint to the problem
34 for (uint i = 1; i <= I; i++) {
35 StoppedSearch = StoppedSearch + Keep[t][i];
36 if (t>1)
37 NumOpened = NumOpened + MeasVar[t][i] - MeasVar[t-1][i];
38 else
39 NumOpened = NumOpened + MeasVar[t][i];
40 }
41 PBModel ->add_constraint( NumOpened <= 1. - StoppedSearch );
42 // Constraint that only one of the open boxes can be kept
43 for (uint i = 1; i <= I; i++)
44 PBModel ->add_constraint( (t>1) ? (Keep[t][i] <= MeasVar[t-1][i]) : (Keep[t
][i] <= 0.));
45 }
46 // Create the uncertainty set constraints and add them to the problem
47 // Add the upper and lower bounds on the risk factors
48 for (uint m = 1; m <= M; m++) {
49 PBModel ->add_constraint_uncset(Factor[m] >= -1.0);
50 PBModel ->add_constraint_uncset(Factor[m] <= 1.0);
51 }
52 // Add the expressions for the box values in terms of the risk factors
53 for (uint i = 1; i <= I; i++) {
54 ROCPPExpr_Ptr ValueExpr(new ROCPPExpr ());
55 for (uint m = 1; m <= M; m++)
56 ValueExpr = ValueExpr + RiskCoeff[i][m]* Factor[m];
57 PBModel ->add_constraint_uncset( Value[i] == (1.+0.5* ValueExpr) * NomVal[i] );
58 }
59 // Create the objective function expression
60 ROCPPExpr_Ptr PBObj(new ROCPPExpr ());
61 for (uint t = 1; t <= T; t++)
62 for (uint i = 1; i <= I; i++)
63 PBObj = PBObj + pow(theta ,t-1)*Value[i]*Keep[t][i];
64 // Set objective (multiply by -1 for maximization)
65 PBModel ->set_objective ( -1.0* PBObj);
66 // Construct the finite adaptability approximator
67 ROCPPApproximator_Ptr pKAdaptaApprox(new ROCPPKadaptApprox(PBModel ,K));
68 // Approximate the decisions using finite adaptability and robustify
69 ROCPPMISOCP_Ptr PBModelKAdapt(pKAdaptaApprox ->DoMyThing(PBModel));
70 // Construct the solver and solve the problem
71 ROCPPSolver_Ptr pSolver(new ROCPPGurobi(SolverParams ()));
72 pSolver ->solve(PBModelKAdapt);
73 // Retrieve the optimal solution from the solver
74 map <string ,double > optimalSln(pSolver ->getSolution ());
75 // Print the optimal decision (from the original model)
76 pKAdaptaApprox ->printOut(PBModelKAdapt , optimalSln , Keep [4][2]);
77 pKAdaptaApprox ->printOut(PBModel , optimalSln , Value [4]);
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EC.2.3. Robust Pandora’s Box Problem: Instance Parameters
The parameters for the instance of the robust Pandora’s box problem that we solve in
Section 5.2.3 are provided in Table EC.2.
Parameter Value
(θ,T, I,M) (1,4,5,4)
c (0.69,0.43,0.01,0.91,0.64)
ξ (5.2,8,19.4,9.6,13.2)
Φ

0.17 −0.7 −0.13 −0.6
0.39 0.88 0.74 0.78
0.17 −0.6 −0.17 −0.84
0.09 −0.07 −0.52 0.88
0.78 0.94 0.43 −0.58

Table EC.2 Parameters for the instance of the PB problem that we solve in Section 5.2.3.
EC.3. Supplemental Material: Stochastic Best Box Problem
EC.3.1. Stochastic Best Box: Problem Formulation
Using the notation introduced in Section 5.3, the BB problem can be expressed mathe-
matically as:
maximize E
[∑
t∈T
∑
i∈I
θt−1ξvi zt,i(ξ)
]
subject to zt,i, w
c
t,i, w
v
t,i ∈ {0,1} ∀t∈ T , ∀i∈ I
wct,i(ξ) = w
v
t,i(ξ) ∀t∈ T , ∀i∈ I∑
i∈I
ξciw
v
T,i(ξ)≤B
∑
i∈I
(wvt,i(ξ)−wvt−1,i(ξ)) ≤ 1−
t∑
τ=1
zt,i(ξ)
zt,i(ξ) ≤ wvt−1,i(ξ) ∀i∈ I

∀t∈ T , ξ ∈Ξ
zt,i(ξ) = zt,i(ξ
′)
wct,i(ξ) =w
c
t,i(ξ
′)
wvt,i(ξ) =w
v
t,i(ξ
′)
 ∀ξ,ξ′ ∈Ξ :wt−1 ◦ ξ=wt−1 ◦ ξ′, ∀i∈ I, ∀t∈ T .
The first set of constraints stipulates that ξci and ξ
v
i must be observed simultaneously. The
second set of constraints is the budget constraint. The third set of constraints stipulates
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that at each stage, we can either open a box or stop the search, in which case we cannot
open a box in the future. The fourth set of constraints ensures that we can only keep a
box that we have opened. The last set of constraints correspond to decision-dependent
non-anticipativity constraints.
EC.3.2. Stochastic Best Box Problem: Full ROC ++ Code
1 // Create an empty stochastic model with T periods for the BB problem
2 ROCPPOptModelIF_Ptr BBModel(new ROCPPDDUOptModel(T, stochastic));
3 map <uint , ROCPPUnc_Ptr > Value , Cost;
4 for (uint i = 1; i <= I; i++) {
5 // Create the value and cost uncertainties associated with box i
6 Value[i] = ROCPPUnc_Ptr(new ROCPPUnc("Value_"+to_string(i)));
7 Cost[i] = ROCPPUnc_Ptr(new ROCPPUnc("Cost_"+to_string(i)));
8 }
9 // Create the measurement decisions and pair the uncertain parameters
10 map <uint , map <uint , ROCPPVarIF_Ptr > > MVcost , MVval;
11 for (uint i = 1; i <= I; i++) {
12 // Create the measurement variables associated with the value of box i
13 BBModel ->add_ddu(Value[i], 1, T, obsCost);
14 // Create the measurement variables associated with the cost of box i
15 BBModel ->add_ddu(Cost[i], 1, T, obsCost);
16 // Get the measurement variables and store them in MVval and MVcost
17 for (uint t = 1; t <= T; t++) {
18 MVval[t][i] = BBModel ->getMeasVar(Value[i]->getName (), t);
19 MVcost[t][i] = BBModel ->getMeasVar(Cost[i]->getName (), t);
20 }
21 }
22 // Pair the uncertain parameters to ensure they are observed at the same time
23 for (uint i = 1; i <= I; i++)
24 BBModel ->pair_uncertainties(Value[i], Cost[i]);
25 // Create the keep decisions
26 map <uint , map <uint , ROCPPVarIF_Ptr > > Keep;
27 for (uint t = 1; t <= T; t++) {
28 for (uint i = 1; i <= I; i++) {
29 if (t == 1) // In the first period , the Keep variables are static
30 Keep[t][i] = ROCPPVarIF_Ptr(new ROCPPStaticVarBool("Keep_"+to_string(t
)+"_"+to_string(i)));
31 else // In the other periods , the Keep variables are adaptive
32 Keep[t][i] = ROCPPVarIF_Ptr(new ROCPPAdaptVarBool("Keep_"+to_string(t)
+"_"+to_string(i), t));
33 }
34 }
35 // Create the constraints and add them to the problem
36 ROCPPExpr_Ptr StoppedSearch(new ROCPPExpr ());
37 for (uint t = 1; t <= T; t++) {
38 // Create the constraint that at most one box be opened at t (none if the
search has stopped)
39 ROCPPExpr_Ptr NumOpened(new ROCPPExpr ());
40 // Update the expressions and and the constraint to the problem
41 for (uint i = 1; i <= I; i++) {
42 StoppedSearch = StoppedSearch + Keep[t][i];
43 if (t>1)
44 NumOpened = NumOpened + MVval[t][i] - MVval[t-1][i];
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45 else
46 NumOpened = NumOpened + MVval[t][i];
47 }
48 BBModel ->add_constraint( NumOpened <= 1. - StoppedSearch );
49 // Constraint that only one of the open boxes can be kept
50 for (uint i = 1; i <= I; i++)
51 BBModel ->add_constraint( (t>1) ? (Keep[t][i] <= MVval[t-1][i]) : (Keep[t][
i] <= 0.));
52 }
53 // Constraint on the amount spent
54 ROCPPExpr_Ptr AmountSpent(new ROCPPExpr ());
55 for (uint i = 1; i <= I; i++)
56 AmountSpent = AmountSpent + Cost[i] * MVval[T][i];
57 BBModel ->add_constraint(AmountSpent <= B);
58 // Create the uncertainty set constraints and add them to the problem
59 for (uint i = 1; i <= I; i++) {
60 // Add the upper and lower bounds on the values
61 BBModel ->add_constraint_uncset(Value[i] >= 0.);
62 BBModel ->add_constraint_uncset(Value[i] <= ValueUB[i]);
63 // Add the upper and lower bounds on the costs
64 BBModel ->add_constraint_uncset(Cost[i] >= 0.);
65 BBModel ->add_constraint_uncset(Cost[i] <= CostUB[i]);
66 }
67 // Create the objective function expression
68 ROCPPExpr_Ptr BBObj(new ROCPPExpr ());
69 for (uint t = 1; t <= T; t++)
70 for (uint i = 1; i <= I; i++)
71 BBObj = BBObj + pow(theta ,t-1)*Value[i]*Keep[t][i];
72 // Set objective (multiply by -1 for maximization)
73 BBModel ->set_objective ( -1.0* BBObj);
74 // Build the map containing the breakpoint configuration
75 map <string ,uint > BPconfig;
76 BPconfig["Value_1"] = 3;
77 BPconfig["Value_2"] = 3;
78 BPconfig["Value_4"] = 3;
79 // Construct the PWC decision rule approximator
80 ROCPPApproximator_Ptr pPWCApprox(new ROCPPPiecewiseApprox(BBModel ,BPconfig));
81 // Approximate the decisions using PWC decision rules and robustify
82 ROCPPMISOCP_Ptr BBModelPWC(pPWCApprox ->DoMyThing(BBModel));
83 // Construct the solver; in this case , use the gurobi solver as a deterministic
solver
84 ROCPPSolver_Ptr pSolver(new ROCPPGurobi(SolverParams ()));
85 // Solve the problem
86 pSolver ->solve(BBModelPWC);
87 // Retrieve the optimal solution from the solver
88 map <string ,double > optimalSln(pSolver ->getSolution ());
89 // Print the optimal decision (from the original model)
90 // Prints decision rules from the original problem automatically
91 pPWCApprox ->printOut(BBModelPWC , optimalSln , Keep [4][1]);
92 pPWCApprox ->printOut(BBModel , optimalSln , Value [4]);
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EC.3.3. Stochastic Best Box: Instance Parameters
The parameters for the instance of the stochastic best box problem that we solve in Sec-
tion 5.3.3 are provided in Table EC.3.
T I B θ ξ
c
ξ
v
4 5 163 1 (40,86,55,37,30) (1030,1585,971,971,694)
Table EC.3 Parameters for the instance of the BB problem that we solve in Section 5.3.3.
