Abstract. Motivated by real road junctions, we consider a new fluid dynamic model for traffic flow on networks. In particular at T-junctions, beside some flows distribution and/or merging, there happen some interactions of cars coming from different roads and going to different destinations. After determining some rules to uniquely solve Riemann problems, we prove existence of solutions on complete networks for initial data with bounded variation (and their limits in L 1 loc ).
1. Introduction. In recent years, many authors contributed to the development of fluid dynamic theory for flows on networks, see [4, 6, 7, 10, 11, 12, 13, 14, 15, 18] . The most important applications are in urban car traffic [5] , telecommunication data networks [9, 19, 21] , gas pipelines [2] , supply chains [1] and others.
The main approach used for car traffic is based on the idea of a junction (corresponding to the nodes of the network), with no particular relationships between incoming and outgoing roads. Then, real crossings are modeled splitting them into many junctions of lower complexity, see e.g. [6, 12] . This means that the traffic flow from incoming roads distribute to outgoing roads according to certain preferences, which in [7] were modeled by a traffic distribution matrix. Then, in general, to solve uniquely Riemann problems, i.e. Cauchy problems with constant initial data on each road, one also needs to impose the maximization of a functional, e.g. the total flux.
In this paper we consider a different point of view for junctions, inspired by modeling need. To illustrate our approach, let us focus on a simple example of Tjunction, represented in Figure 1 .1. Here we have three roads with both directions of traffic. Then we can individuate the incoming flows, denoted by 1, 2 and 3, and the outgoing ones, denoted by A, B and C. Each incoming flux at the junction splits into two parts depending on the final destination. Thus flux 1 is split in fluxes 1B and 1C (assuming that U -turns are not possible). As Figure 1 .1 shows, there are many interactions among the various fluxes at the junction. However, not all such interactions can be considered in the same way. In fact, for instance, fluxes 1B and 3B must flow to the same final direction, thus clearly their sum can not exceed the possible outgoing flow towards B. On the contrary, fluxes 1B and 3A share conflicting trajectories, but they do not share the same final destination, thus their sum is bounded only by the junction capacity. To capture this situation, we model the T -junction as in Figure 1 .2. More precisely, to encompass the whole dynamic happening at the T -junction, we use nine virtual junctions denoted by letters G, H, and K. The three junctions G are formed by an incoming road and two outgoing roads, thus the described phenomenon is simply a flux split. Such junctions were already modeled in [7] . Instead, the three junctions H, are formed by two incoming and one outgoing roads. In this case, clearly some right of way or yielding rule should show up to describe the traffic distribution. This is in fact the case and the theory was first developed in [6] . The junctions K have a quite different meaning. In this case there are two incoming and two outgoing roads. However, the traffic from each incoming road goes to a precise outgoing road, while sharing the junction space. Our main aim is then to model these new types of junctions. Let us illustrate the mathematical counterpart of this example. We use the Lighthill-Whitham-Richards model ( [19, 22] ), which consists of a single conservation law:
where ρ ∈ [0, ρ max ] is the car density, f (ρ) = ρv(ρ) is the flux with v(ρ) the average velocity. A junction J is called a crossing junction, if it has the same characteristic of junctions K above. Thus J has n incoming roads, denoted for simplicity by I 1 , . . . , I n , and n outgoing roads, denoted by I n+1 , . . . , I 2n . Also, we denote with ρ i (t, x), i = 1, . . . , n, and ρ j (t, x), j = n + 1, . . . , 2n, the traffic densities, respectively, on the incoming roads and on the outgoing ones. To describe the dynamics at J, we assume the following:
1) The flux from road I i is the same of the corresponding exiting road I n+i .
2) The total flux through J does not exceed its maximum capacity Γ J .
3) The total flux through J is maximal respecting rules 1) and 2). In case of high traffic, rules 1), 2) and 3) are not enough to isolate a unique solution to Riemann problems at J. This need of a new rule is not at all surprising, since such rules were used both in car traffic for junctions with more incoming than outgoing roads, see [6] , and also for telecommunication networks, see [9] . Therefore, we introduce a flux proportion rule, which is active only when the maximal incoming fluxes overcome the maximal junction capacity Γ J . More precisely, we assume that there exist ideal equilibrium flux proportions among incoming roads. Thus, there exist coefficientsr i so that the following holds.
FPR) The flux from road I i+1 isr i times the flux from road I i , for i = 1, . . . , n − 1. The rule FPR) well captures the situation in the example of the T -junction above. Indeed, for instance, the flux 3A must yield to the flux 2C, thus the corresponding flux proportion coefficient will be less than 1. While, usually the flux 1B must give precedence to the flux 3A, unless yielding signs are deciding the contrary. Let us further illustrate the role of rule FPR), for simplicity restricting to the case of two incoming and two outgoing roads. First, FPR) is used only if the sum of incoming maximal fluxes exceeds Γ J . Then, to respect FPR), we should set the incoming fluxes γ 1 and γ 2 so that γ 2 =r 1 γ 1 . However, this may be in contrast with 3) (if for examplē r 1 = 1, the maximal flux γ max 1 from road 1 exceeds Γ J and the maximal flux from road 2 is less than Γ J /2.) In the latter case, we set the proportion between incoming fluxes so to respect rule 3) (i.e. summing up to Γ J ) and be as close as possible to the value prescribed by FPR).
We first show how to define the solution to Riemann problems for the new type of junctions: the crossing junctions. The procedure to define the solution is based on rules 1), 2), 3) and FPR). The obtained solution effectively defines a Riemann solver with consistency properties, see Proposition 2.4. Then we provide estimates on the total variation of the flux for a wave interacting with a crossing junction, having two incoming and two outgoing roads. Such estimates are the key point to prove BV estimates on the flux along wave front tracking approximate solutions. More precisely, a wave front tracking algorithm is defined as in [7] , i.e. approximating initial data with a piecewise constant function and solving Riemann problems for interactions between waves and of waves with junctions. To provide a well defined construction, estimates on the number of waves and interactions are in order. The latter are obtained with a careful analysis based on the special properties of the introduced Riemann solver. Then, to pass to the limit, BV estimates on the flux are used, together with standard weak compactness arguments. The final result is existence of solutions to Cauchy problems on networks.
The paper is organized as follows. Section 2 provides the basic definitions and results from previous papers, while in section 2.1 we describe the Riemann solver for crossing junctions. The following section 3 contains flux variation estimates for waves interacting with crossing junctions. Finally, in section 4, we prove existence of solutions on the whole network for L 1 loc initial data, which can be approximated by BV functions with uniformly bounded variation.
Basic definitions.
We use the same approach as in [15, 7, 11] . For reader convenience, we recall the main notation and results.
We consider a network formed by a collection I of unidirectional roads I i , modeled by real (possibly unbounded) intervals [a i , b i ], whose natural order respects the direction of the road. Roads meet at junctions: each junction J is given by a collection of incoming roads and outgoing roads, and we indicate by J the collection of junctions. Thus the network can be identified with a directed graph. On each road the evolution is given by equation (1.1) and we assume: Then each junction J has n = n(J) incoming roads and n outgoing roads. Let us fix now a junction J and for simplicity assume that the incoming roads are I 1 , . . . , I n and the outgoing roads are I n+1 , . . . , I 2n . A Riemann problem for a system (1.1), on the real line, is a Cauchy problem with Heaviside type initial data. We define a Riemann problem at J to be a Cauchy problem with initial datum constant on each road. Thus let us fix an initial condition ρ 0 = (ρ 1,0 , . . . , ρ 2n,0 ). We look for centered self-similar solutions (as it is natural for conservation laws see [3] ), thus we want to determine a (2n)-tupleρ = (ρ 1 , ...,ρ 2n ) ∈ [0, 1] 2n , so that the following holds. On each incoming road I i , i = 1, ..., n, the solution consists of the single wave solution to the Riemann Problem (ρ i,0 ,ρ i ), while on each outgoing road I j , j = n + 1, ..., 2n, the solution consists of the single wave (ρ j , ρ j,0 ). We consider waves with negative speed on incoming roads and positive on outgoing ones, thus:ρ
2) j = n + 1, ..., 2n,. As a consequence, not every flux can be obtained on each road. More precisely, we define:
and
The quantities γ [16, 17, 11] (ρ j,0 ,ρ j ) . We require the consistency condition:
Once a Riemann solver is introduced for every junction J, we can define the concept of solution on the network as in [11] .
2.1. Riemann solver at crossing junctions. The aim of this section is to describe the solution to a Riemann problem at a crossing junction J, using rules 1), 2), 3) and FPR).
Fix a crossing junction J with n incoming roads, I 1 , . . . , I n and n outgoing roads I n+1 , . . . , I 2n . We denote with ρ i (t, x), i = 1, . . . , n and ρ j (t, x), j = n + 1, . . . , 2n the traffic densities, respectively, on the incoming roads and on the outgoing ones and by (ρ i,0 , ρ j,0 ) the initial data of a Riemann problem. The rules 1), 2) and 3) can be rewritten as:
is maximal respecting rules 1) and 2). The rules 1) and 2) alone do not give a unique solution (ρ 1 , . . . ,ρ 2n ). Moreover, since the solution (ρ 1 , . . . ,ρ 2n ) must satisfy the conditions 1) and 2), we denote by Ω the admissible region for the fluxes
where
, γ max n+i }. Let us now quantify rule FPR). We can rewrite the rule as: FPR)r i is the ratio among the fluxes on two successive roads f (ρ i ) and f (ρ i+1 ). Now, we want to determine a unique solution to the Riemann problem using rules 1), 2), 3) and FPR). More precisely, we try to fit rule FPR) as much as possible respecting rules 1), 2) and 3).
Recall that, by Proposition 2.2, to solve the Riemann problem, it is enough to determine the
We have to distinguish two cases:
In the first case we setγ i = γ Consider the space (γ 1 , . . . , γ n ) and denote by γ r the point that satisfy the following system of equations:
Recall that the final fluxes should belong to Ω. We distinguish two cases: a) γ r belongs to Ω, b) γ r is outside Ω. In the first case the solution isγ = γ r , which, by direct computations, is given bŷ
where p(r) = 1 +r 1 +r 1r2 + · · · +r 1r2 · · ·r n−1 .
In the second case, we project γ r on the admissible region. More precisely, for the case of two incoming and outgoing roads, i.e. for n = 2, the solution is as follows. If
For reader convenience, we illustrate the cases I, IIa and IIb for the case of n = 2 in Figure 2 .1.
For n > 2 we choseγ to be the projection pr b Ω (γ r ) on the convex set Ω = Ω ∩ {γ :
(Notice that γ r already belongs to the hyperplane {γ :
For future convenience we make a little abuse of notation as follows:
Notation We define bỹ
and denote by Case II.a the case where γ r ∈ Int(Ω) and by Case II.b the case where γ r ∈ Int(Ω).
Roughly speaking, the case of γ r belonging to the boundary ofΩ is included in Case II.b, in fact this corresponds to have equality constraints on some flux solutions, as it will be more clear later.
Moreover we introduce the following:
Notation For all i ∈ {1, . . . , n} we denote by: 
. ,ρ 2n ) satisfying rules 1), 2), 3) and FPR). Such solution uniquely defines a Riemann solver at J, which respects the compatibility condition (CC).
Proof Assume first that Γ ≤ Γ J , i.e. we are in Case I, then 2) is automatically satisfied. From 1) and 3), the solution to the RP is the point with coordinateŝ γ i =γ n+i = min{γ 
and equations (2.1) and (2.2) are satisfied is (ρ i,0 , ρ n+i,0 ). Nowγ ∈Ω by assumption hence for i = 1, . . . , n:
Finally, assume that Case IIb holds true, i.e. Γ > Γ J and γ r ∈ Int(Ω). Then the solution given by pr b Ω (γ r ) maximizes the flux from each road, while respecting rules 1), 2), 3) and FPR) (if not in contrast with previous rules.) For i = 1, . . . , n either we
In the first case we have the same analysis as for Case I, while in the second case we have the same analysis as for Case II.a.
Then condition (CC) is again satisfied and we are done.
3. Interaction estimates for 2×2 crossing junctions. The aim of this section is to obtain estimates for the flux variation in case of interactions of a wave with a 2 × 2 junction J, i.e. a junction with two incoming and two outgoing roads.
For simplicity, we assume that the incoming roads are I 1 and I 2 , while the outgoing roads are I 3 and I 4 . We use the superscript − to indicate all quantities before the interaction and + to indicate all quantities after the interaction. Thus, for example, the initial data are given by (ρ 
. We assume that the interaction with J happens for a wave (ρ 1 , ρ − 1 ) coming from road I 1 , being the other cases entirely similar. In next sections, we provide estimates on the flux variation in the different cases.
3.1. Case I. We consider first the case Γ ≤ Γ J . As explained in the proof of Proposition 2.4, at the equilibrium before the interaction, for roads I 1 and I 3 , and for roads I 2 and I 4 the following cases may happen: i., ii. and iii. Now we describe the equilibrium type after the interaction of the wave (ρ 1 , ρ − 1 ) in the different cases.
Case i. We have that ρ
. We fall in Case I.H1 with ρ
. We therefore fall in Case I.H2 with the equilibrium ρ 
. This is the case denoted by Case I.H1 with ρ 
. This situation is described by the following cases:
> γ r2 then we fall in Case II.b1.H1. The new equilibrium is (ρ 1 , ρ 
Then for the flux variation we have:
and similarly for road I 4 .
Case II.a. Assume now that Γ > Γ J with γ r ∈ Int(Ω).
Then at the equilibrium we are in Case iv.
We have ρ and Γ ≤ Γ J . Then we fall in Case I.H1 and the equilibrium is given by (ρ 1 , ρ
The situation in the roads I 2 and I 4 falls in one among Case H0, Case H1 and Case H2. For the flux variation on roads I 2 and I 4 have:
• ρ 1 = ρ lim 1 . This case is similar to the previous one: we fall in Case I.H1 with equilibrium (ρ 1 , ρ 
• ρ lim 1 < ρ 1 < γ r1 then we fall in Case II.b1.H1 with equilibrium (ρ 1 , ρ
. The situation in roads I 2 and I 4 remains in Case H3 and the flux variation is:
• γ r1 ≤ ρ 1 < τ (ρ 
. This is Case II.b1.H2 and the new equilibrium given by (τ (ρ
. For the flux variation we have
, σ] then we fall in Case II.a.H3 and the new equilibrium is (ρ
) and the flux variation is
Case iii. In this case we have that ρ
. We may have the following cases:
. Then we fall in Case II.b1.H1 and the new equilibrium is (ρ 1 , ρ
. This is the situation described by Case I.H1 with equilibrium (ρ 1 , ρ
. Then the flux variation is: 
Let us denote by T V ± 1,3 (f ) be the sum of flux variations on roads I 1 and I 3 before and after the interaction and define similarly T V ± 2,4 (f ). Then:
Now, from Proposition 3.1, it follows:
Moreover, for the total variation of f on roads I 2 and I 4 , we have
Finally, we get Proposition 3.2. The total variation of the flux on the whole junction satisfies
Existence of solutions.
The aim of this section is to prove the existence of solutions for networks, with only crossing junction having (at most) two incoming and two outgoing roads. The existence is obtained via wave-front tracking algorithm.
Fix a decreasing sequence δ ν > 0 such that δ ν → 0 as ν → ∞. Given an initial data ρ i,0 on each road I i ∈ I with bounded total variation, one approximates ρ i,0 by a piecewise constant function with smaller total variation. Then one solves the Riemann problems on the roads and at junctions, using Proposition 2.4. Moreover, rarefaction waves are replaced by rarefaction fans, i.e. collection of small shocks of size ≤ δ ν traveling with the speed of the right state. When two waves interact inside a road, or a wave interact with a junction, then one solves a new Riemann problem and so on. The obtained weak solution ρ ν is called a wave-front tracking approximate solution. See [3, 11] for further details. For the wave-front tracking algorithm to work we need three basic estimates: i) Bound on the number of waves; ii) Bound on the number of interactions among waves and of waves with junctions; iii) Bound on the total variation of ρ ν . The first two estimates are necessary to construct the wave-front tracking approximation, while the third is necessary to pass to the limit in ν and obtain a solution on the network ρ.
Therefore one has to prove i), ii) and iii), for networks with crossing junctions having two incoming (and two outgoing roads.) From now on, we fix a wave-front tracking approximate solution ρ = ρ ν and provide estimates on it. Notice that i), ii) and iii) holds on each road if no wave is generated by the junction J. In fact the total variation decreases in time. Thus the crucial point is to estimate the number of interactions with junctions and total variation increase due to such interactions.
Estimates on number of waves and interactions.
The first estimate is achieved via a series of Lemmas: the obtained results permits to avoid explosions in the number of interactions with a junction and thus on the number of waves.
We first need to recall some results from [11] : Then for the rest of the section, we fix a network formed by a single junction J with two incoming roads with infinite length, namely I 1 and I 2 , and two outgoing roads I 3 and I 4 with infinite length: our aim is to prove (H * ). Again, we recall some definitions and results from [11] .
Definition 4.3. We say that an incoming road I i has a good datum at J at time t > 0 if
and a bad datum otherwise. We say that an outgoing road I j has a good datum at J at time t > 0 if
and a bad datum otherwise. 
the discontinuities on road I i at time t, and by x θ (t), λ θ (t), θ ∈ Θ, respectively their positions and velocities at time t. We also refer to the wave θ to indicate the discontinuity (ρ 
The same conclusion holds for roads I i , i ∈ {1, 3}, if the wave interacts from a road I j , j ∈ {2, 4}.
Proof. It is enough to reason on the space of incoming fluxes γ i (i = 1, 2) . At interaction time, we move from the equilibrium (γ 1,0 , γ 2,0 ) to a new equilibrium (γ 1 ,γ 2 ). Both equilibria can be in one of the cases I, IIa or IIb. However, notice that the new equilibrium is always obtained from the old one either moving along the line
In both cases a decrease in the flux on roads I 1 and I 3 produces an increase of the flux on roads I 2 , I 4 , and viceversa. Thus the conclusion follows. Let y θ , θ ∈ Θ 0 , be the traces of waves in the initial data and every road, thus the trace ends at the first time of interaction with J. Let t < t be an interval between two consecutive interactions of traces y θ with J or with waves produced by J. Our aim is to estimate the number of waves in the time interval [t , t ] . First, by Lemma 4.5, an interaction with J may happen only with a big shock coming back to J. Assume, for instance, that the first of such interactions happens for a big shock coming from road I 1 at time t 1 with t ≤ t 1 < t . Then the datum on road I 1 is bad after the interaction and no wave produced by J is on road I 1 . Nothing can happen on road I 1 , unless a big shock interacts from road I 3 , say at time t 3 with t 1 < t 3 < t . In this case, a bad datum is on road I 3 , after time t 3 , and a big shock may be produced on road I 1 . After time t 3 , and before time t , by Lemma 4.7 no wave is produced from J on roads I 1 and I 3 . In particular, the (possible) big shock on road I 1 can not interact with any wave produced by J and also with any wave of the initial data by definition of t . Notice that at most four new waves on road I 2 and I 4 are produced in this way and there are at most four interactions of waves with J. 
Proof. First notice that only interactions with J may increase the total variation of the flux. We need to reason on waves coming back to J. So let t 1 be the first time in which a wave generated by J comes back to J, say from road I 1 . On the time interval [0, t 1 ], waves may interact with J only from one road; otherwise to have interaction from two different roads, at least one wave should have come back to J. Then, using Proposition 3.2, we have:
Now, necessarily on road I 1 , we have a bad datum at time t 1 . By Lemma 4.7, road I 1 does not change its status because of interactions with J of waves from roads I 2 and I 4 . If a wave interacts with J from I 1 , then I 1 has still a bad datum (because of the positive velocity of the wave.) If a wave interacts with J from I 3 , then the following happens. If the wave increases the flux, then it is simply reflected back. While a wave decreasing the flux, again because of the velocity, necessarily brings road I 3 to a bad datum. Then, we proved that after time t 1 , at least one of the two roads I 1 or I 3 has a bad datum. Then, again by Lemma 4.7, the interactions with J from roads I 2 and I 4 can only decrease the flux variation. On the other side, interactions with J from I 1 and I 3 can only decrease the flux, because at least one road has a bad datum. Thus, by Lemma 4.6, the total variation produced on roads I 2 and I 4 , after time t 1 , is bounded by 2f (σ). Then we conclude.
Let us now pass to the case of a complete network: 
Proof. On a time interval of length ∆t = δ/λ, no wave generated from a junction may interact with another junction. Thus we can reason as if junctions were isolated, and so apply Lemma 4.9. Then defining T V k = T V (f (ρ(k∆t))), we get:
and the desired estimate is readily obtained.
Remark 3. Notice that Proposition 4.10 says that the increase in the flux total variation is exponential in time, we can in fact rewrite the estimate as:
T V (f (ρ(t))) ∼ eλ t δ ln(3) T V (f (ρ(0))) +λ t δ 2f (σ) .
Existence of solutions.
Once an estimate on the flux variation is obtained, we can prove existence of solutions by the same technique of [11] . Proof. A big wave can originate at time t on road I i from J only if road I i has a bad datum at J at time t. If this happens, then road I i has not a bad datum at J up to the time in which a big wave is absorbed from I i . Then we reach the conclusion.
We are able to state and prove the main result. We first defined a Riemann solver at crossing junctions, taking into account the maximal load of the junction and equilibrium flux proportions among incoming roads. Then we established existence of solutions on the whole network by a wave front tracking algorithm.
Since the flux variation is not conserved for interactions of waves with junctions (see Proposition 3.2), we can not expect Lipschitz continuous dependence of solutions, see [11] Section 5.4 page 111.
