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iAbstract
The increasing interest in high-order discretization techniques for CFD applications is mo-
tivated by the high accuracy that these methods provide compared to low-order methods,
mainly in the simulation of transient and vortex-dominated ﬂows.
In this project, the high-order hybridizable discontinuous Galerkin (HDG) method is dis-
cussed. HDG represents a novel and competitive alternative to the classical discontinuous
Galerkin method by substantially reducing the number of coupled unknowns of the discrete
problem. The HDG achieves this by deﬁning all the unknowns as functions of a hybrid
variable, namely the trace of the primal variable on the skeleton of the mesh. Another
salient feature of the HDG is the optimal convergence of both the primal and the dual
variables, which enables an element-by-element post-processing technique resulting in a
superconvergent solution.
This work presents an HDG approach for the simulation of steady incompressible ﬂows,
covering from the axisymmetric case of the Stokes equations to the Oseen and Navier-
Stokes equations. Special emphasis is placed on studying the HDG stabilization term in
order to ensure the optimal convergence of the velocity, pressure and the gradient of the
velocity and the superconvergence of a post-processed velocity ﬁeld.
Keywords: Hybridizable discontinuous Galerkin, incompressible Navier-Stokes equations,
axisymmetric, superconvergence, stabilization tensor
ii
Acknowledgements
One never knows when coincidences are truly coincidences or these are consequences of
the decisions he has wanted to take. Anyway, in the last year, a succession of events has
deﬁned a very speciﬁc and important path: the so-called future.
However, this is not the moment to look to the future, but to remember this last year.
And exactly 9 months ago this journey began: a trip of intense learning, of professional
deﬁnition and of full personal satisfaction. Therefore, it is a good practice to devote some
minutes to recognise everyone who has generated this precise impact on me.
As I was saying, 9 months ago I sent the ﬁrst of many e-mails to whom has been the direc-
tor of this Thesis, Prof. Antonio Huerta. Nevertheless, it would be completely unfair to
mention him as the director when he has been my tutor, guide, advisor and, in conclusion,
a mirror where to look. My sincere thanks for the conﬁdence, the availability and the
attention. It is a great honor to feel as I have been feeling along these months!
For his valuable support, I need to acknowledge Dr. Rubén Sevilla. Videoconferences at
early morning -still dark in Swansea- and e-mails at late night -even darker- have been
proof of his great dedication and a constant help throughout this period.
I would also like to thank the role of my colleagues at LaCàN. First, Matteo, for always
being available and ready for my doubts. Then, Luca and Karthik, for their daily collab-
oration.
Finally, I do not want to forget to recognise the most important help I always have. My
parents. All my success is, in fact, thanks to them, not only for the principles I have been
instilled, but for the support and for making everything much easier.
To end deﬁnitively, this is the moment to leave thanking and begin congratulating. Con-
gratulations, David, my brother! The coincidence has wanted you to doctorate precisely
today! Therefore, enjoy of this moment and your new title, Dr. David Vila. However, this





2 Viscous incompressible ﬂows 3
2.1 Derivation of the Navier-Stokes equations . . . . . . . . . . . . . . . . . . . 3
2.1.1 Conservation equations . . . . . . . . . . . . . . . . . . . . . . . . . 3
Conservation of mass . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Balance of momentum . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Conservation of total energy . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Stress tensor in Newtonian ﬂuids . . . . . . . . . . . . . . . . . . . . 5
2.1.3 The incompressible Navier-Stokes equations . . . . . . . . . . . . . . 5
Dimensionless form: the Reynolds number . . . . . . . . . . . . . . . 5
2.2 The Stokes equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The Oseen equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 HDG method for the Stokes equations in axial symmetry 7
3.1 Governing equations and axisymmetric framework . . . . . . . . . . . . . . 7
3.1.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1.2 Functional and interpolation setting . . . . . . . . . . . . . . . . . . 8
3.1.3 Diﬀerential operators in cylindrical coordinates . . . . . . . . . . . . 11
3.1.4 The Stokes problem in the broken computational domain . . . . . . 11
3.2 The hybridizable discontinuous Galerkin formulation . . . . . . . . . . . . . 12
3.2.1 The strong forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.2 The weak forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2.3 The discrete forms and the system of equations . . . . . . . . . . . . 14
3.2.4 Pure Dirichlet case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Local post-process for the velocity . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4.1 Meshes with triangular elements . . . . . . . . . . . . . . . . . . . . 19
Case 1: Pure Dirichlet boundary conditions . . . . . . . . . . . . . . 19
Case 2: Mixed boundary conditions . . . . . . . . . . . . . . . . . . . 20
3.4.2 Meshes with quadrilateral elements . . . . . . . . . . . . . . . . . . . 21
Case 1: Pure Dirichlet boundary conditions . . . . . . . . . . . . . . 21
Case 2: Mixed boundary conditions . . . . . . . . . . . . . . . . . . . 22
3.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4 HDG method for the Oseen equations 25
4.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Functional and interpolation setting . . . . . . . . . . . . . . . . . . . . . . 26
4.3 The hybridizable discontinuous Galerkin formulation . . . . . . . . . . . . . 27
4.3.1 The strong forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3.2 The weak forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3.3 The discrete forms and the system of equations . . . . . . . . . . . . 29
iv
4.4 On the choice of the stabilization tensor . . . . . . . . . . . . . . . . . . . . 31
4.4.1 Uniform τ in the whole domain . . . . . . . . . . . . . . . . . . . . . 34
4.4.2 Constant stabilization parameter at each face: τi . . . . . . . . . . . 34
4.4.3 Pointwise deﬁnition: τ(x) . . . . . . . . . . . . . . . . . . . . . . . . 35
4.4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 HDG method for the steady incompressible Navier-Stokes equations 37
5.1 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2 The hybridizable discontinuous Galerkin formulation . . . . . . . . . . . . . 38
5.2.1 The strong forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2.2 The weak forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3.1 The discrete weak forms . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3.2 Linearization: Newton-Raphson procedure . . . . . . . . . . . . . . . 41
Linearized Local Problem . . . . . . . . . . . . . . . . . . . . . . . . 42
Linearized Global Problem . . . . . . . . . . . . . . . . . . . . . . . 43
Pure Dirichlet case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3.3 Solving strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.4 On the choice of the stabilization tensor . . . . . . . . . . . . . . . . . . . . 47
5.5 Numerical experiment: 2D lid-driven cavity ﬂow . . . . . . . . . . . . . . . . 49
6 Conclusions 56
6.1 Further development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Bibliography 58
A Implementation Details 64
A.1 HDG method for the axisymmetric Stokes equations . . . . . . . . . . . . . 64
A.2 HDG method for the Oseen equations . . . . . . . . . . . . . . . . . . . . . 66
A.3 HDG method for the steady incompressible Navier-Stokes equations . . . . 68
B Numerical results of the convergence analysis for the Oseen equations 71
B.1 Uniform τ in the whole domain . . . . . . . . . . . . . . . . . . . . . . . . . 71
B.1.1 τ = ν/`+ V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
B.1.2 τ = ν/`+ 12 maxx∈Ω|a(x) · n| . . . . . . . . . . . . . . . . . . . . . . 74
B.2 Constant stabilization parameter at each face: τi . . . . . . . . . . . . . . . 76
B.2.1 τi = ν/`+ 12 maxx∈Γi |a(x) · n| . . . . . . . . . . . . . . . . . . . . . 76
B.2.2 τi = ν/`+ maxx∈Γi |a(x) · n| . . . . . . . . . . . . . . . . . . . . . . 78
B.2.3 τi = ν/`+ maxx∈Γi |a(x)| . . . . . . . . . . . . . . . . . . . . . . . . 80
B.2.4 τi = ν/`+ ‖a(x)‖L2(Γi) . . . . . . . . . . . . . . . . . . . . . . . . . 82
B.3 Pointwise deﬁnition: τ(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
B.3.1 τ(x) = ν/`+ 12 |a(x) · n| . . . . . . . . . . . . . . . . . . . . . . . . . 84
B.3.2 τ(x) = ν/`+ |a(x) · n| . . . . . . . . . . . . . . . . . . . . . . . . . . 86
B.3.3 τ(x) = ν/`+ |a(x)| . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
B.3.4 τ(x) = ν/`+ 12a(x) · n . . . . . . . . . . . . . . . . . . . . . . . . . 90
C Numerical results of the convergence analysis for the Navier-Stokes equa-
tions 92
C.1 Uniform τ in the whole domain . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.1.1 τ = ν/`+ V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.1.2 τ = ν/`+ 12 maxx∈Ω|uˆ(x) · n| . . . . . . . . . . . . . . . . . . . . . . 95
C.2 Constant stabilization parameter at each face: τi . . . . . . . . . . . . . . . 97
vC.2.1 τi = ν/`+ 12 maxx∈Γi |uˆ(x) · n| . . . . . . . . . . . . . . . . . . . . . 97
C.2.2 τi = ν/`+ maxx∈Γi |uˆ(x) · n| . . . . . . . . . . . . . . . . . . . . . . 98
C.2.3 τi = ν/`+ maxx∈Γi |uˆ(x)| . . . . . . . . . . . . . . . . . . . . . . . . 100
C.2.4 τi = ν/`+ ‖uˆ(x)‖L2(Γi) . . . . . . . . . . . . . . . . . . . . . . . . . 102
C.3 Pointwise deﬁnition: τ(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
C.3.1 τ(x) = ν/`+ 12 |uˆ(x) · n| . . . . . . . . . . . . . . . . . . . . . . . . . 103
C.3.2 τ(x) = ν/`+ |uˆ(x) · n| . . . . . . . . . . . . . . . . . . . . . . . . . 104
C.3.3 τ(x) = ν/`+ |uˆ(x)| . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
vi
List of Figures
3.1 Axisymmetric 3D domain, Ω0, (left) and the corresponding restriction into
the 2D domain, Ω. [45] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Pressure and velocity ﬁeld of the model problem used for validation of the
HDG implementation for the axisymmetric Stokes equations. . . . . . . . . 18
3.3 Diﬀerent types of meshes used for the validation, illustrating the degrees of
freedom employed in the HDG computation. The left boundary corresponds
to the symmetry axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1 Magnitude and streamlines of the velocity ﬁeld, u, in the Kovasznay ﬂow,
for diﬀerent Re. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.1 Strategy for the solution of the HDG approach to the steady incompressible
Navier-Stokes equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Boundary conditions on the unit square domain for the lid-driven cavity ﬂow 50
5.3 Computational meshes for the lid-driven cavity ﬂow problem. . . . . . . . . 50
5.4 Streamlines at various Reynolds numbers for the lid-driven cavity problem. 51
5.5 Pressure ﬁeld of the lid-driven cavity ﬂow problem for various Reynolds
numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.6 ux velocity proﬁle at the vertical centerline, x = 0.5, at Re = 100 compared
with the results of Ghia et al. [56], Donea and Huerta [42] and Karakashian
and Katsaounis [62]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.7 ux velocity proﬁle at the vertical centerline, x = 0.5, at Re = 1000 compared
with the results of Ghia et al. [56], Donea and Huerta [42], Erturk [66] and
Karakashian and Katsaounis [62]. . . . . . . . . . . . . . . . . . . . . . . . . 53
5.8 ux velocity proﬁle at the vertical centerline, x = 0.5, at Re = 10000 com-
pared with the results of Ghia et al. [56] and Erturk [66]. . . . . . . . . . . 54
5.9 Comparison of the ux proﬁle at the vertical centerline, x = 0.5, for diﬀerent
degrees of approximation, k, at diﬀerent Reynolds numbers. . . . . . . . . . 55
5.10 Comparison of the ux proﬁle at the vertical centerline, x = 0.5, for diﬀerent
meshes at diﬀerent Reynolds numbers. . . . . . . . . . . . . . . . . . . . . . 55
vii
List of Tables
3.1 History of convergence of the HDG method for the axisymmetric Stokes
equations in case 1 with a mesh with triangular elements. . . . . . . . . . . 20
3.2 History of convergence of the HDG method for the axisymmetric Stokes
equations in case 2 with a mesh with triangular elements. . . . . . . . . . . 21
3.3 History of convergence of the HDG method for the axisymmetric Stokes
equations in case 1 with a mesh with quadrilateral elements. . . . . . . . . . 22
3.4 History of convergence of the HDG method for the axisymmetric Stokes
equations in case 2 with a mesh with quadrilateral elements. . . . . . . . . . 23
5.1 Summary of the convergence behaviour of the solution and the post-processed
solution for diﬀerent choices of the stabilization parameter, τ , for the steady
incompressible Navier-Stokes equations. . . . . . . . . . . . . . . . . . . . . 48
5.2 Position of the primary vortex of the lid-driven cavity ﬂow problem at dif-
ferent Reynolds numbers compared with values from the existing literature . 52
B.1 History of convergence of the HDG method for the Oseen equations with
τ = ν/`+ V for diﬀerent Re in the Kovasznay problem. . . . . . . . . . . . 73
B.2 History of convergence of the HDG method for the Oseen equations with
τ = ν/`+ 12 maxx∈Ω|a(x) · n| for diﬀerent Re in the Kovasznay problem. . . 75
B.3 History of convergence of the HDG method for the Oseen equations with
τi = ν/`+
1
2 maxx∈Γi |a(x) · n| for diﬀerent Re in the Kovasznay problem. . 77
B.4 History of convergence of the HDG method for the Oseen equations with
τi = ν/`+ maxx∈Γi |a(x) · n| for diﬀerent Re in the Kovasznay problem. . . 79
B.5 History of convergence of the HDG method for the Oseen equations with
τi = ν/`+ maxx∈Γi |a(x)| for diﬀerent Re in the Kovasznay problem. . . . . 81
B.6 History of convergence of the HDG method for the Oseen equations with
τi = ν/`+ ‖a(x)‖L2(Γi) for diﬀerent Re in the Kovasznay problem. . . . . . 83
B.7 History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ 12 |a(x) · n| for diﬀerent Re in the Kovasznay problem. . . . . . 85
B.8 History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ |a(x) · n| for diﬀerent Re in the Kovasznay problem. . . . . . 87
B.9 History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ |a(x)| for diﬀerent Re in the Kovasznay problem. . . . . . . . 89
B.10 History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ 12a(x) · n for diﬀerent Re in the Kovasznay problem. . . . . . 91
C.1 History of convergence of the HDG method for the Navier-Stokes equations
with τ = ν/`+ V for diﬀerent Re in the Kovasznay problem. . . . . . . . . . 94
C.2 History of convergence of the HDG method for the Navier-Stokes equations
with τ = ν/`+ 12 maxx∈Ω|uˆ(x) ·n| for diﬀerent Re in the Kovasznay problem. 96
C.3 History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ 12 maxx∈Γi |uˆ(x) ·n| for diﬀerent Re in the Kovasznay problem. 97
C.4 History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ maxx∈Γi |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem. 99
viii
C.5 History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ maxx∈Γi |uˆ(x)| for diﬀerent Re in the Kovasznay problem. . 101
C.6 History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ ‖uˆ(x)‖L2(Γi) for diﬀerent Re in the Kovasznay problem. . . 102
C.7 History of convergence of the HDG method for the Navier-Stokes equations
with τ(x) = ν/`+ 12 |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem. . . 103
C.8 History of convergence of the HDG method for the Navier-Stokes equations
with τ(x) = ν/`+ |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem. . . 104
C.9 History of convergence of the HDG method for the Navier-Stokes equations
with τ(x) = ν/`+ |uˆ(x)| for diﬀerent Re in the Kovasznay problem. . . . . 106
1Chapter 1
Introduction
High-order methods have been object of intensive study during the last few years because
of their potential to deliver high accuracy with less degrees of freedom, in comparison with
low-order methods [1, 2]. However, the majority of commercial codes developed in indus-
try use low-order methods, such as ﬁnite volumes, Lattice Boltzmann methods, low-order
ﬁnite diﬀerences or even low-order ﬁnite element methods [3]. The inherent complexity of
implementation and the claimed computational cost of high-order methods has been an
impassable barrier so far [4].
Meanwhile, the computational ﬂuid dynamics (CFD) community has witnessed the diﬃ-
culties of such low-order methods to tackle complex ﬂow problems [4, 5]. Consequently,
active research in high-order approaches has turned up during the last decades in order
to be able to resolve with accuracy aerodynamic ﬂows around complex geometries [6]. In
particular, high-order methods have shown its suitability for the simulation of transient
and vortex-dominated ﬂows [710].
The result of the activity in this ﬁeld of the numerical analysis has given rise to the emer-
gence of a new family of high-order methods: the discontinuous Galerkin (DG) methods
[1114]. DG are ﬁnite element methods that are locally conservative and allow high-order
accuracy. The DG formulation uses discontinuous approximation element-by-element and
the information is transmitted among the elements by means of numerical ﬂuxes. However,
the main disadvantage of these methods is the increased number of degrees of freedom,
when compared to continuous Galerkin (CG) [2]. This increase is due to the duplication
of the nodes laying on the faces of the elements.
On the track of reducing the computational cost of DG methods, hybrid DG approaches
were devised as an attractive possibility. Because of the reduction of the globally coupled
degrees of freedom -in a similar way as static condensation in CG-, its stability features
and its convergence behaviour, the hybridizable discontinuous Galerkin (HDG) method
has earned the attention of the CFD community [1517].
The HDG method was formally developed for second-order elliptic problems, exploiting
the idea from the Raviart-Thomas (RT) [18] and the Brezzi-Douglas-Marini (BDM) [19]
mixed methods of imposing the continuity constrain as a Lagrange multiplier on the inter-
element boundaries [20, 21].
The increasing popularity of the HDG method has been a consequence of its multiple
advantages. On the one hand, hybridization of the DG methods has allowed the afore-
mentioned reduction of the globally coupled degrees of freedom by means of developing
the ﬁnal system in terms of the traces of the ﬁeld variables, only deﬁned on the element
borders. On the other hand, HDG exhibits optimal convergence for the primal unknown
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and its derivative, enabling an element-by-element post-process which provides a super-
convergent solution, from which inexpensive error estimators can be developed and used
to devise p-adaptive procedures [22].
Since its introduction, the HDG method has been object of study for the solution of
several problems: second-order elliptic problems [21, 23], convection-diﬀusion equations
[2426], elasticity and solid mechanics problems [27, 28], the Stokes equations [2932], the
incompressible and compressible Navier-Stokes equations [3336], Euler equations [37] or
even wave propagation problems [38]. Hence, it is becoming a competitive alternative for
the new generation of solvers in CFD.
Objectives of the research
The main objective of this research is to study the HDG formulation for incompressible
ﬂuid ﬂow problems (from the Stokes to the incompressible Navier-Stokes equations) and to
develop and validate an arbitrary order HDG solver which can be extended in the future
to the transient compressible Navier-Stokes equations, with a complete implementation
of numerical features for a high-ﬁdelity simulation (degree adaptivity, NURBS-enhanced
ﬁnite element method formulation, axisymmetric reduction of dimensions, etc.).
For this purpose, the present research consists of the following items:
 In Chapter 2, the main equations in incompressible ﬂuid mechanics are introduced.
Starting from the basic conservation laws (mass, momentum and energy) and with
the addition of some extra hypotheses (constitutive law for Newtonian ﬂuids), the
incompressible Navier-Stokes equations are derived. Its dimensionless form will be
studied in order to present the Stokes equations. Finally, the Oseen equations will
be introduced, with the addition of a forced advection ﬁeld.
 Chapter 3 presents the HDG formulation for the numerical solution of the Stokes
equations in axial symmetry.
The HDG formulation is presented in detail along with its particularization to the ax-
isymmetric case. Then, the construction of a post-processed solution for the velocity
ﬁeld is introduced. Numerical experiments are presented for validation.
 Chapter 4 contains the development of the HDG approach for the Oseen equations.
A brief introduction into the HDG approximation for the Oseen equations is stated.
The main part of this chapter is dedicated to study the choice of the stabilization
tensor (generalization of the stabilization parameter) and its eﬀect on the convergence
properties and accuracy of the HDG approach for a wide range of Re. Numerical
experiments with the Kovasznay ﬂow are performed for the characterization of the
response of the stabilization parameter.
 Finally, in Chapter 5, the HDG formulation for the steady-state incompressible
Navier-Stokes equations is presented.
The HDG approach for the Navier-Stokes equations is formulated. Linearization of
the non-linear system of equations is detailed and the solving strategy is presented.
Afterwards, the eﬀect of the choice of the stabilization tensor, similarly as for the
Oseen equations, is discussed. Finally, a benchmark of a characteristic problem in




In this chapter, the basic equations of ﬂuid mechanics are developed. These equations
are derived from the conservation laws of mass, momentum and energy. With the extra
hypotheses of the constitutive law for Newtonian ﬂuids, the Navier-Stokes equations, the
most representative equations in ﬂuid dynamics, are obtained.
This chapter will focus on the incompressible case of the Navier-Stokes equations. Then,
its dimensionless form will be stated in order to present the Stokes equations. Finally, the
Oseen equations will be introduced, with the addition of a forced advection ﬁeld.
Note that just some basic preliminaries will be given in this section. For more detail, see
[3942].
2.1 Derivation of the Navier-Stokes equations
2.1.1 Conservation equations
In what follows, we shall assume that the functions u and ρ are smooth enough. Therefore,
the continuum assumption over the density, ρ, is considered.
Moreover, let us announce one of the fundamental results that will be used onwards, the
Reynolds transport theorem. That is, for a scalar function f(t,x) (smooth enough) and













f(t,x)u · ndS, (2.1.1)
where u is the velocity of the ﬂuid.
Note that the control volume Vc, which is ﬁxed in space, coincides with Vt at time t, and
so does Sc = St, the surface boundary of Vc = Vt.
Conservation of mass
One of the fundamental laws in Newtonian mechanics is the conservation of mass or con-
tinuity equation.










where ρ is the ﬂuid density.
Using the Reynolds transport theorem and applying the divergence theorem, the mass rate
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Because this relation holds for all volume Vt
∂ρ
∂t
+∇· (ρu) = 0, (2.1.4)
which is the diﬀerential form of the law of conservation of mass or continuity equa-
tion.
Balance of momentum
The balance of momentum of equation of motion is a relation between the rate of change
of momentum of a portion of ﬂuid and the total force applied to it, commonly known as
Newton's second law.






















Since, as stated in Newton's second law, the rate of change of momentum equals the sum













σ · ndS =
∫
Vt
(ρf +∇·σ) dV. (2.1.6)
Since, again, the expression holds for any volume Vt
∂ρu
∂t
+∇· (ρu⊗ u) = ρf +∇·σ, (2.1.7)
which is the diﬀerential form of the law of conservation of momentum or equation
of motion.
Conservation of total energy












+ u · du
dt
. (2.1.9)
Moreover, it can be shown [42] that in absence of heat transfer eﬀects the rate of change







Introducing (2.1.10) into (2.1.8) and making use of the balance of momentum (and the well-





= σ :∇u+ u · (ρf +∇·σ), (2.1.11)
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which can be written as
∂
∂t
(ρE) +∇· (ρEu)−∇· (σ · u) = u · ρf , (2.1.12)
the equation of conservation of total energy.
2.1.2 Stress tensor in Newtonian ﬂuids
As observed in the conservation equations of the ﬂuid, some of them depend on the stress.
Therefore, the constitutive law for the stress-strain relationship plays a fundamental role
on the description of the ﬂuid.
The most common description for ﬂuids is to consider them as Newtonian. For these cases,
the stress gets the following form [42]
σ = (−p+ λ∇·u)I + 2µ∇Su, (2.1.13)
where p is the thermodynamical pressure, µ is the dynamic viscosity of the ﬂuid, λ is a
second coeﬃcient of viscosity, and ∇Su is the rate of deformation tensor, namely ∇Su =
1
2(∇+∇T )u.
2.1.3 The incompressible Navier-Stokes equations
With the set of equations (2.1.4), (2.1.7), (2.1.12) and (2.1.13), plus an additional equation
of state for the internal energy e = e(ρ, T ), where T is the temperature, the system of nsd+4
unknowns (ρ,u, E, p, T ) and nsd + 4 equations is closed.
However, for the incompressible case, (2.1.4) simpliﬁes into ∇·u = 0 and, therefore, ρ is
no longer an unknown, what decouples the Energy equation (and the equation of state),
and the system can be reduced to solve{
∂tu+∇· (u⊗ u)−∇· ν∇u+∇p˜ = f ,
∇·u = 0, (2.1.14)
where p˜ = p/ρ is the kinematic pressure and ν = µ/ρ is the kinematic viscosity.
These are the incompressible Navier-Stokes equations, which can be solved in a do-
main Ω given the corresponding initial and boundary conditions.
Notice that ∇·∇Su = 12(∇·∇u+
=0︷ ︸︸ ︷
∇·∇Tu) = 12∇·∇u (assuming ν constant).
Dimensionless form: the Reynolds number
Considering dimensionless variables, the Navier-Stokes equations can be expressed in non-
dimensional form as:{
∂tu+∇· (u⊗ u)− Re−1∇·∇u+∇p˜ = f ,
∇·u = 0. (2.1.15)
Here, Re is the Reynolds number, a non-dimensional quantity that expresses the rela-
tionship between inertial (or convective) forces and viscous forces and, indeed, characterizes
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where V and L are the characteristic velocity and length of the problem, respectively.
2.2 The Stokes equations
In the case of highly viscous ﬂow or ﬂow with very small velocity, convective forces are small
compared to viscous forces. Seen from the non-dimensional perspective, this phenomenon
happens when Re 1. This permits a simpliﬁcation of the Navier-Stokes equations, which
derive into the Stokes equations, namely{
∂tu−∇· ν∇u+∇p˜ = f ,
∇·u = 0. (2.2.1)
2.3 The Oseen equations
Another interesting case is to consider a Stokes ﬂow which is subjected to a forced ad-
vection, a. This is the case of the Oseen equations [39], which can also be seen as a
linearization of the Navier-Stokes equations, if the advective velocity is the velocity ﬁeld
of the ﬂuid itself. In particular:{
∂tu+∇· (u⊗ a)−∇· ν∇u+∇p˜ = f ,
∇·u = 0, (2.3.1)
These three equations, (2.1.14), (2.2.1) and (2.3.1), will be studied in this work for the
steady-state case, i.e., when ∂tu = 0.
7Chapter 3
Hybridizable discontinuous Galerkin
method for the Stokes equations in
axial symmetry
Numerical simulations of three-dimensional ﬂows with ﬁnite elements represent a serious
computational challenge, due to the large number of degrees of freedom of the problem.
Handling with high-order schemes increases even more the high computational complexity.
Therefore, reducing the dimensions of the problem using the symmetries of the domain
and of the physical properties stands for a strategy of great interest.
In particular, this reduction of dimensions is exploited in this study for the axisymmet-
ric case of the Stokes equations, which have already been extensively studied within the
hybridizable discontinuous Galerkin context in its Cartesian version (see for instance [29
32]). Therefore, a ﬁrst contact with the hybridizable discontinuous Galerkin is presented
in this chapter, along with its particularization to the Stokes problem in the axisymmetric
framework. Then, the construction of a post-processed solution for the velocity ﬁeld is
introduced. Finally, a numerical experiment will be presented for validation, ensuring the
optimal convergence of the primal and the dual variables of the mixed formulation and the
superconvergence of the post-processed velocity ﬁeld.
3.1 Governing equations and axisymmetric framework
Let Ω0 ⊂ R3 be an open and bounded domain, result of the rotation of a 2D domain,
Ω ⊂ R2,+ = {(r, z) ∈ R2 : r > 0}, about the z axis, where r = √x2 + y2.
Consider the 3D axisymmetric Stokes problem in Ω0, with ∂Ω0 = ΓD,0 ∪ ΓN,0 and ΓD,0 ∩
ΓN,0 = ∅. That is: 
−∇c · ν(∇c u0) +∇c p0 = f0 in Ω0,
∇c · u0 = 0 in Ω0,
u0 = uD,0 on ΓD,0,
−p0n0 + n0 · ν(∇c u0) = t0 on ΓN,0,
(3.1.1)
where u0 ∈ [H1(Ω0)]3 and p0 ∈ H1(Ω0) are the velocity and the (kinematic) pressure, the
unknowns of the problem, f0 ∈ L2(Ω0)3 is a body force (or source) term, ν is the kine-
matic viscosity and n0 is the outward unit normal vector to ∂Ω0. Dirichlet and Neumann
boundary conditions are applied on ΓD,0 and ΓN,0, respectively. Notice that the problem
is set in the velocity-pressure formulation and, so, t0 corresponds to a pseudo-traction.
Also, note that∇c is the cartesian deﬁnition of the nabla operator, namely∇c = (∂x, ∂y, ∂z).
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Consider the axisymmetry of the problem, which refers both to the domain and the phys-
ical properties. Taking advantage of this and using cylindrical coordinates, the domain
can be expressed as Ω0 = Ω × [0, 2pi). Moreover, since the physical properties, both
scalar, f(r, z, θ), or vector, w(r, z, θ) = (wr(r, z, θ), wz(r, z, θ), wθ(r, z, θ))T , are indepen-
dent of the angle ( ∂∂θ · = 0, wθ = 0), they can be expressed as f(r, z) or w(r, z) =
(wr(r, z), wz(r, z), 0)
T .
This transforms the 3D problem into a 2D one via isomorphism, considering the restriction
to Ω (more details can be found in [43, 44]). Then, the changes with respect to a regular
Stokes problem with no symmetries deal with the redeﬁnition of some diﬀerential operators
and the Sobolev spaces where the solution lays on.
3.1.1 Boundary conditions
Let Γ0 = Ω0 ∩ {r = 0}, which may eventually be empty.
Figure 3.1: Axisymmetric 3D domain, Ω0, (left) and the corresponding restriction into
the 2D domain, Ω. [45]
The boundary conditions on the Dirichlet and Neumann boundaries of Ω0, ΓD,0 and ΓN,0,
are immediately inherited on ∂Ω∩ΓD,0 and ∂Ω∩ΓN,0, respectively. However, the presence
of a new boundary, Γ0, which was not part of neither ΓD,0 or ΓN,0 poses the need of setting
a new boundary condition in the 2D problem.
For regularity of the solutions in (3.1.1), the velocity ﬁeld at r = 0 needs to satisfy ur = 0
and ∂ruz = 0. Therefore, a convenient boundary condition on Γ0 is to set these two
conditions along the axis, as discussed and implemented in [44, 45]. However, other authors,
such as Mercier et al. in [46] opt for a Dirichlet boundary condition on Γ0 in order to ensure
the well posedness of the problem. In particular the velocity is set to 0, that is, a no-slip
boundary condition. Notice that this imposition is equivalent to have an inﬁnitely thin
wire, which may generate a boundary layer to the solution. However, since the terms of
the weak form are weighted by r and this is a set of zero measure, its inﬂuence to their
vicinities can be justiﬁed to be very low. Then, the solution could be restricted to  < r,
with 0 <  1.
In this study, since a synthetic problem will be tested, the option of imposing the exact
Dirichlet boundary condition on Γ0 will be adopted, in order to avoid any issues with the
well posedness of the problem.
From now on, the following notation will be used: ΓD = (∂Ω ∩ ΓD,0) ∪ Γ0 and ΓN =
∂Ω ∩ ΓN,0.
3.1.2 Functional and interpolation setting
In this section, some weighted Sobolev spaces are introduced, based on the analysis pre-
sented by Belhachmi et al. in [47] and used by Deparis and collaborators [48]. This
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deﬁnition is consequence of the isomorphism which enables the reduction of dimensions
of the problem (from the 3D axisymmetric scenario to the 2D one) in order to deal with
the singularity at the origin and it will be used when deﬁning the weak formulation of the
problem.
Since this is just a presentation of the main results or deﬁnitions that are needed onwards,
no proofs or technical results are given. For these details, see [4648].
Deﬁnition 1. For any real number α and 1 ≤ p < ∞, the space Lαp is deﬁned as the set







where r is the radial coordinate of the point (i.e., the distance of a point from the symmetry
axis) and dχ = drdz.
In this chapter, (·, ·)V denotes the L12 scalar product in a generic domain V . The notation







u · vrdχ, (G,H)V =
∫
V
G : Hrdχ. (3.1.2)
Analogously, 〈·, ·〉S denotes the L2 scalar product in any domain of lower dimension S ⊂







u · vrd`, 〈G,H〉S =
∫
V
G : Hrd`. (3.1.3)
Deﬁnition 2. Let k be a positive integer. The weighted Sobolev space W k,p1 (Ω) is the
space of functions in L1p(Ω) such that their partial derivatives of order less or equal to k
belong to L1p(Ω).























Deﬁnition 3. When p = 2, W k,21 (Ω) will be noted by H1k(Ω).
Deﬁnition 4. The space V 11 (Ω) is deﬁned as
V 11 (Ω) =
{
w ∈ H11(Ω) : w ∈ L−12 (Ω)
}
,
endowed with the norm







where L−12 (Ω) uses the notation detailed in Deﬁnition 1, used by Belhachmi et al. [47] or
Deparis et al. [48], among others.
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Proposition 2. All functions in V 11 (Ω) have null trace on Γ0.
(For the proof, see [46]).
Proposition 3. The space of axisymmetric vector ﬁelds in [H1(Ω0)]3 with zero angular
component is isomorphic to V 11 (Ω)×H11(Ω).
(For the proof, see [48]).
In the subsequent sections of this chapter, the following scalar, vector and tensor spaces
are used:
Q(D) = {q ∈ H11(D), D ⊆ Ω} , (3.1.4a)
V(D) = {w ∈ V 11 (D)×H11(D), D ⊆ Ω} , (3.1.4b)
G(D) = {G ∈ [V 11 (D)×H11(D)]2, D ⊆ Ω} , (3.1.4c)
M(S) = {µ ∈ L−12 (S)× L12(S), S ⊆ Γ ∪ ΓN} . (3.1.4d)
Moreover, the following discrete ﬁnite element spaces are introduced:
Qh(Ω) =
{















µh ∈ L−12 (Γ ∪ ΓN )× L12(Γ ∪ ΓN ) : µh |Γi∈ [Pk(Γi)]2, ∀Γi
}
. (3.1.5d)
where Pk(Ωi) and Pk(Γi) are the spaces of polynomial functions of degree at most k ≥ 1 in
Ωi and Γi, respectively. These spaces give rise to an element-by-element nodal interpolation
of the corresponding variables, namely





j ∈ Ph(Ω), (3.1.6a)





j ∈ Vh(Ω), (3.1.6b)





j ∈ Gh(Ω), (3.1.6c)
uˆ ≈ uˆh =
nfn∑
j=1
Nˆhj uˆj ∈Mh(Γ ∪ ΓN ), (3.1.6d)






j are nodal values, Nj are polynomial shape functions of order
k in each element, nen is the number of nodes per element, Nˆj are the polynomial shape
functions of order k in each element face/edge, and nfn is the corresponding number of
nodes per face/edge. Notice that for Lhj , the nodal values are matrices, whereas for u
h
j
and uˆhj the nodal values are vectors.
The vector uˆ is deﬁned globally over the mesh skeleton. Its dimension depends on the
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where nef is the number of element edges in the mesh skeleton and n
j
fn is the number of
nodes in the jth face.
3.1.3 Diﬀerential operators in cylindrical coordinates
Dealing with cylindrical coordinates changes the usual expression of the diﬀerential oper-






















 r−1∂r(rGrr) + ∂zGrz + r−1∂θGrθr−1∂r(rGzr) + ∂zGzz + r−1∂θGzθ
r−1∂r(rGθr) + ∂zGθz + r−1∂θGθθ
 (3.1.7d)
Particularizing these expressions for the axisymmetric case (independence of θ) and for the
scalar, vectorial and tensorial functions q, w = (wr, wz)



























3.1.4 The Stokes problem in the broken computational domain
From now on, consider the restriction into Ω. Therefore, consider also the restriction of
the diﬀerent variables in the rz-plane, namely
 u = (ur, uz)
T ∈ V 11 (Ω)×H11(Ω) is the restriction of u0 ∈ [H1(Ω0)]3 ,
 p(r, z) ∈ H11(Ω) is the restriction of p0 ∈ H1(Ω0) ,
 uD ∈ V 11 (Ω)×H11(Ω) is the restriction of uD,0 ∈ [H1(Ω0)]3
 f = (fr, fz)
T ∈ [L12(Ω)]2 is the restriction of f0 ∈ [L2(Ω0)]3
 n ∈ R2 is the unitary projection of n0 ∈ R3, included in the rz-plane.
Assume a partition of Ω in nel disjoint subdomains Ωi.
Ω = ∪neli=1Ωi Ωi ∩ Ωj = ∅ for i 6= j,
with boundaries ∂Ωi, which deﬁne an internal interface, Γ, the skeleton of the mesh
Γ := [∪neli=1∂Ωi] \∂Ω.
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Remark 1. Observe that the symmetry of the 3D domain is maintained and that the
partition of Ω0 consisting of "toroidal" elements, Ω0i = Ωi× [0, 2pi), satisﬁes Ω0 = ∪neli=1Ω0i
and Ω0,i ∩ Ω0,j = ∅ for i 6= j.
Moreover, consider the following relation for the second order velocity gradient tensor
L+∇u = 0 for i = 1, . . . , nel. (3.1.9)
Then, the strong form of the problem can be written in mixed form as a system of ﬁrst-order
equations over the broken computational domain, namely
L+∇u = 0 in Ωi,
∇· νL+∇p = f in Ωi,
∇·u = 0 in Ωi,
u = uD on ∂Ωi ∩ ΓD
pn+ νLn = −t on ∂Ωi ∩ ΓN ,
[u⊗ n] = 0 on Γ,
[pn+ νLn] = 0 on Γ,
(3.1.10)
for i = 1, . . . , nel, where the last two equations correspond to the imposition of the conti-
nuity of the primal variable u and the normal ﬂuxes, respectively, along the interface Γ.
Note that the jump operator [] has been introduced, following the deﬁnition by Montlaur
et al. in [14]. That is, along each portion of the interface Γ, it sums the values from the
left and the right of, say, Ωi and Ωj , namely
[ ] = i +j
3.2 The hybridizable discontinuous Galerkin formulation
The HDG formulation is applied to (3.1.10), a ﬁrst order system of partial diﬀerential
equations over each element, Ωi. In this case, the classical formulation is adopted and the
problem is solved in two stages (see for instance [20, 23, 4951] for further discussion).
First, an element-by-element problem is deﬁned in order to determine Li = L|Ωi , ui = u|Ωi
and pi = p|Ωi , for i = 1, . . . , nel, with the numerical traces of the velocity, uˆ, acting as a
Dirichlet boundary condition along the interface Γ ∪ ΓN . Then, a global problem is set so
as to determine uˆ on the element boundaries.
3.2.1 The strong forms
Using the classical formulation, system (3.1.10) is rewritten as two equivalent problems.
First the local element-by-element problem with pure Dirichlet boundary conditions is
deﬁned, namely 
Li +∇ui = 0 in Ωi,
∇· (νLi) +∇pi = f in Ωi,
∇·ui = 0 in Ωi,
ui = uD on ∂Ωi ∩ ΓD,
ui = uˆ on ∂Ωi \ ΓD,
(3.2.1)
for i = 1, . . . , nel, where f = (fr, fz)T ∈ L12(Ω)2.
Assuming known uˆ, each local problem can be solved independently element-by-element.
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Then, the solution is found in terms of hybrid variable. Since each problem is a Dirichlet
problem, the pressure is known up to a constant. Hence, we need to impose some constrains
on it, for example its value in a node or the mean value in the domain. As we are
moving in an HDG context, imposing the mean pressure on the boundary of each element
i = 1, . . . , nel is chosen ∫
∂Ωi
p dΓ = ρi. (3.2.2)
These conditions increase the number of the unknowns of the problem since nel variables
have been introduced. Therefore nel equations are needed in order to close the problem.
As we are solving an incompressible problem we can consider the compatibility condition







u ·ndΓ dΩ =
∫
∂Ωi∩ΓD
uD ·n dΓ +
∫
∂Ωi\ΓD
uˆ ·n dΓ = 0,
(3.2.3)
which using notation deﬁned previously reads:
〈uˆ · n, 1〉∂Ωi\ΓD = −〈uD · n, 1〉∂Ωi∩ΓD for i = 1, . . . , nel. (3.2.4)
Second, a global problem needs to be solved in order to compute uˆ, imposing the trans-
mission conditions and the Neumann condition deﬁned over Γ. As the continuity of the
conservative variables is already guaranteed by the fact that uˆ is unique for each point of
Γ, the system of equations reduces to:{
[pn+ νLn] = 0 on Γ,
pn+ ν[Ln = −t on ΓN .
(3.2.5)
3.2.2 The weak forms
The weak formulation of the local problem, consisting of (3.2.1) and the extra constrains
for the pressure, is: for i = 1, . . . , nel, given uD on ΓD and uˆ on Γ∪ Γn, ﬁnd (Li,ui, pi) ∈











for all (G,w, q) ∈ G(Ωi)× V(Ωi)×Q(Ωi).





[piI + νLi]n+ Si(ui − uD) on ∂Ωi ∩ ΓD,
[piI + νLi]n+ Si(ui − uˆ) on ∂Ωi \ ΓD,
(3.2.7)
with Si being the stabilization tensor, which ensures the stability and the convergence
properties of the method, as discussed in [3032] All in all, with the deﬁnition of the
numerical ﬂuxes given by (3.2.7), the weak form (3.2.6) becomes: for i = 1, . . . , nel, given
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− (∇·G,ui)Ωi = −〈Gn, uˆ〉∂Ωi\ΓD − 〈Gn,uD〉∂Ωi∩ΓD(∇w, νLi)Ωi − 〈w, νLin〉∂Ωi + (∇·w, pi)Ωi − 〈w, pin〉∂Ωi − 〈w,Siui〉∂Ωi =
= −(w,f)
Ωi






for all (G,w, q) ∈ G(Ωi)× V(Ωi)×Q(Ωi).
Once the weak form of the local problem has been presented, the corresponding weak















−〈µ,Siuˆi〉∂Ωi\ΓD} = ∑neli=1−〈µ, t〉∂Ωi∪ΓN〈




uD · n, 1
〉
∂Ωi∩ΓD for i = 1, . . . , nel
(3.2.9)
for all µ ∈ M(Γ ∪ ΓN ). Note that (Li,ui, pi) are known functions of uˆ and ρ, once the
local problems (4.3.8) are solved.
3.2.3 The discrete forms and the system of equations
Considering suitable test functions chosen in the discrete spaces deﬁned in Section 3.1.2,
the weak formulation associated to (3.2.8) can be written in a discrete form. That is:
Given uD on ∂Ωi ∩ ΓD and uˆ on ∂Ωi \ ΓD, ﬁnd (Lhi ,uhi , phi ) ∈ Gh(Ωi)× Vh(Ωi)×Qh(Ωi)



























〈w, τuhi 〉∂Ωi =
f iu︷ ︸︸ ︷












〈q, uˆhi · n〉∂Ωi\ΓD +





〈phi , 1〉∂Ωi = ρi
(3.2.10)
for all (G,w, q) ∈ Gh(Ωi)× Vh(Ωi)×Qh(Ωi).
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Note that the notation introduced here, A+i , refers to the pseudoinverse of the rectangular
matrix Ai ∈M(nen · (n2sd + nsd + 1) + 1, nen · (n2sd + nsd + 1);R). In particular,
A+i ∈M(nen · (n2sd + nsd + 1), nen · (n2sd + nsd + 1) + 1;R) and satisﬁes:
 AiA
+













∗ = A+i Ai (A
+
i Ai is also Hermitian)
for all i = 1, . . . , nel.



















−〈µ, τ uˆhi 〉∂Ωi\ΓD} =
∑nel
i=1





〈uˆhi · n, 1〉∂Ωi\ΓD = −
f iρ︷ ︸︸ ︷
〈uD · n, 1〉∂Ωi∩ΓD for i = 1, . . . , nel
(3.2.14)













and identiﬁes the element-by-element contributions of the diﬀerent matrices and vectors.
Moreover, it can be further simpliﬁed using the local solutions deﬁned by (3.2.12) as
Auˆuˆuˆ
h +Auˆρρ = f uˆ (3.2.16)






























Equation (3.2.16) and the following compatibility conditions imposed on each element that
appear in (3.2.14)
Aρuˆuˆ︷ ︸︸ ︷
〈uˆ · n, 1〉∂Ω1
〈uˆ · n, 1〉∂Ω2
...
〈uˆ · n, 1〉∂Ωnel
 =
fρ︷ ︸︸ ︷
〈uD · n, 1〉∂Ω1∩∂ΩD
〈uD · n, 1〉∂Ω2∩∂ΩD
...
〈uD · n, 1〉∂Ωnel∩∂ΩD
 . (3.2.18)













whose unknowns are uˆh deﬁned on the mesh skeleton Γ ∪ ΓN and the vector of the mean
boundary pressures ρ deﬁned in all the elements.
3.2.4 Pure Dirichlet case
In a pure Dirichlet problem, the solution of the pressure is known up to a constant. There-
fore it is necessary to add a speciﬁc constrain on the pressure such as imposing null mean
pressure on the whole boundary: ∫
∂Ω
p dΓ = 0. (3.2.20)
Then, pressure can be expressed in terms of the global unknowns, uˆi and ρi for i =













































whose unknowns are uˆh, deﬁned only on the mesh skeleton Γ ∪ ΓN , and the vector of the
mean boundary pressures ρ deﬁned in all the elements.
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3.3 Local post-process for the velocity
The HDG problem consisting of the global system (3.2.19) -or (3.2.23)- and the local
problem (3.2.11) computes the solution for u and p with optimal rate of convergence k+ 1
in the L12(Ω) norm (L2(Ω0) norm, seen from the isomorphic space to R3). This result is
due to the choice of the same degree of the polynomial approximation, k, for both u and p.
Furthermore, choosing the same degree for the polynomial approximation of L and with
an appropriate deﬁnition of the stabilization tensor, S, the optimal rate of convergence is
also guaranteed for the dual variable (see [20, 31, 49] for more details).
However, L corresponds to the gradient of the velocity, so it will be one degree lower
than u (approximating u as a polynomial function). This allows to develop the concept
of superconvergence using local post-processing, which was proposed in [20, 23, 49]. This
way, a superconvergent solution for the velocity, u∗ can be obtained. This post-processed
solution is computed by solving the following problem element-by-element:{
∇·∇u∗ = −∇·L in Ωi,
n ·∇u∗ = −n ·L on ∂Ωi,
(3.3.1)






for i = 1, . . . , nel.
Note that the approximation to the postprocessed solution, namely u∗,h, belongs to a space
Vh∗ (Ω) that contains Vh(Ω) in order to ensure asymptotic convergence of order k + 2, for
k ≥ 1 (proof of this result can be found in [20]).
A typical choice for Vh∗ (Ω) is:
Vh∗ (Ω) =
{
w ∈ L−12 (Ω)× L12(Ω) : wh |Ωi∈ [Pk+1(Ωi)]2, ∀Ωi
}
.
Then, the week form of the problem can be written as: ﬁnd u∗,h ∈ Vh∗ (Ωi) such that, for
i = 1, . . . , nel,
(∇v,∇u∗,h)Ωi = −(∇v,L)Ωi (3.3.3)
(∇u∗,h, 1)Ωi = −(∇u, 1)Ωi , (3.3.4)
for all v ∈ Vh∗ (Ωi).
It is important to remark that the signiﬁcant extra accuracy achieved by the post-processing
technique requires to solve an element-by-element problem, which supposes a marginal ex-
tra cost compared to the cost of computing the solution uh.
3.4 Numerical results
In this section, numerical experiments are presented for validation of the code written in
order to solve the axisymmetric version of the Stokes equations with the HDG approach.
The validation is performed through an h-convergence analysis in order to check the opti-
mal convergence of the variables and the superconvergence of the post-processed velocity.
Diﬀerent degrees of approximation, k, will be used, ranging from 1 to 7.
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As a test problem, a variation of the analytical solution of the axisymmetric Stokes equa-









p(r, z) = r cos(piz) + rz exp(−r)
in the square domain Ω = (0, 1)2 (i.e., Ω0 is the cylinder of radius 1 and height 1). The
body force and the boundary conditions are taken in order to reproduce the analytical
solution.
The analytical solution for velocity and pressure can be observed in Figure 3.2.
(a) Radial velocity, ur (b) Axial velocity, uz
(c) Velocity magnitude (d) Pressure
Figure 3.2: Pressure and velocity ﬁeld of the model problem used for validation of the
HDG implementation for the axisymmetric Stokes equations.
Diﬀerent cases will be tested in this section. On the one hand, meshes consisting of diﬀerent
types of elements, namely triangles and quadrilaterals, such as those shown in Figure 3.3,
will be used. On the other hand, diﬀerent combinations of boundary conditions will be
imposed on ∂Ω. A ﬁrst case with pure Dirichlet boundary conditions and a second one
with mixed Dirichlet and Neumann boundary conditions will be analysed. In all of the
cases, the z-axis will be treated as a Dirichlet boundary, as discussed in Section 3.1.1.
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(a) Mesh with triangular elements, h =
√
2/4
and k = 5.
ΓN = {z = 0}, ΓD elsewhere.
(b) Mesh with quadrilateral elements, h = 1/4
and k = 7.
Pure Dirichlet case.
Figure 3.3: Diﬀerent types of meshes used for the validation, illustrating the degrees
of freedom employed in the HDG computation. The left boundary corresponds to the
symmetry axis.
For this analysis, a stabilization tensor of the form S = τI, introduced in Cockburn et al.
in [31], will be used. Moreover, based on the results shown in this same study, τ = ν/` = 1
will be chosen, where ` = 1 is the characteristic length of the domain Ω.
3.4.1 Meshes with triangular elements









2/64, respectively, is considered for this analysis. The set of
meshes is obtained as successive reﬁnements of the coarsest mesh, shown in Figure 3.3a.
Case 1: Pure Dirichlet boundary conditions
In this case, Dirichlet boundary conditions are prescribed on the whole boundary. In par-
ticular, the restriction of the analytical solution to the domain boundary is imposed.
Convergence results, showing the relative error in L12-norm of the approximate solution and
of the post-processed velocity as well as their respective rates of convergence, are shown
in Table 3.1. The h-convergence analysis is stopped before the error reaches machine
precision.














1 3.54 e-1 3.10 e-1 - 1.81 e-1 - 1.85 e-1 - 4.23 e-2 -
1.77 e-1 8.08 e-2 1.94 4.46 e-2 2.02 4.99 e-2 1.89 5.61 e-3 2.91
8.84 e-2 2.07 e-2 1.96 1.11 e-2 2.00 1.35 e-2 1.88 7.80 e-4 2.85
4.42 e-2 5.25 e-3 1.98 2.86 e-3 1.96 3.61 e-3 1.91 1.06 e-4 2.88
2.21 e-2 1.32 e-3 1.99 7.41 e-4 1.95 9.52 e-4 1.92 1.44 e-5 2.88
2 3.54 e-1 4.74 e-2 - 2.18 e-2 - 2.49 e-2 - 3.87 e-3 -
1.77 e-1 6.63 e-3 2.84 2.52 e-3 3.11 3.99 e-3 2.64 3.00 e-4 3.69
8.84 e-2 8.60 e-4 2.95 3.33 e-4 2.92 5.45 e-4 2.87 1.99 e-5 3.91
4.42 e-2 1.09 e-4 2.98 4.45 e-5 2.90 7.27 e-5 2.90 1.31 e-6 3.93
2.21 e-2 1.37 e-5 2.99 5.93 e-6 2.91 9.63 e-6 2.92 8.61 e-8 3.93
3 3.54 e-1 7.72 e-3 - 4.53 e-3 - 4.61 e-3 - 4.98 e-4 -
1.77 e-1 5.26 e-4 3.87 2.94 e-4 3.94 3.20 e-4 3.85 1.68 e-5 4.89
8.84 e-2 3.35 e-5 3.97 1.87 e-5 3.98 2.14 e-5 3.90 5.58 e-7 4.91
4.42 e-2 2.11 e-6 3.99 1.19 e-6 3.98 1.41 e-6 3.93 1.82 e-8 4.94
2.21 e-2 1.32 e-7 4.00 7.55 e-8 3.97 9.14 e-8 3.94 5.86 e-10 4.96
4 3.54 e-1 8.64 e-4 - 3.89 e-4 - 3.97 e-4 - 2.85 e-5 -
1.77 e-1 2.73 e-5 4.98 1.14 e-5 5.09 1.49 e-5 4.73 5.77 e-7 5.63
8.84 e-2 8.62 e-7 4.99 3.67 e-7 4.96 5.15 e-7 4.86 9.90 e-9 5.86
4.42 e-2 2.71 e-8 4.99 1.20 e-8 4.94 1.73 e-8 4.89 1.65 e-10 5.91
5 3.54 e-1 7.84 e-5 - 4.48 e-5 - 4.29 e-5 - 2.86 e-6 -
1.77 e-1 1.29 e-6 5.92 7.17 e-7 5.97 7.45 e-7 5.85 2.44 e-8 6.88
8.84 e-2 2.04 e-8 5.99 1.14 e-8 5.98 1.25 e-8 5.90 2.03 e-10 6.91
6 3.54 e-1 5.89 e-6 - 3.18 e-6 - 2.60 e-6 - 1.29 e-7 -
1.77 e-1 4.53 e-8 7.02 2.39 e-8 7.05 2.38 e-8 6.77 6.23 e-10 7.70
8.84 e-2 3.54 e-10 7.00 1.91 e-10 6.97 2.08 e-10 6.84 2.71 e-12 7.84
7 3.54 e-1 3.69 e-7 - 1.89 e-7 - 1.89 e-7 - 8.93 e-9 -
1.77 e-1 1.48 e-9 7.97 7.48 e-10 7.98 8.22 e-10 7.85 1.92 e-11 8.86
Table 3.1: History of convergence of the HDG method for the axisymmetric Stokes equa-
tions in case 1 with a mesh with triangular elements.
The history of convergence reveals the asymptotic trend of optimal convergence of the
solution as well as the superconvergence of the post-processed velocity.
Case 2: Mixed boundary conditions
In this second case, the domain boundary consists of a Neumann and a Dirichlet boundaries.
In particular, ΓN = {z = 0} and ΓD = Γ0 ∪ (∂Ω\ΓN ).
The analogous h-convergence analysis is presented in Table 3.2.














1 3.54 e-1 3.12 e-1 - 1.70 e-1 - 1.86 e-1 - 4.81 e-2 -
1.77 e-1 8.10 e-2 1.95 4.26 e-2 2.00 5.01 e-2 1.89 6.23 e-3 2.95
8.84 e-2 2.08 e-2 1.96 1.09 e-2 1.96 1.36 e-2 1.89 8.34 e-4 2.90
4.42 e-2 5.25 e-3 1.98 2.84 e-3 1.95 3.61 e-3 1.91 1.13 e-4 2.89
2.21 e-2 1.32 e-3 1.99 7.37 e-4 1.94 9.52 e-4 1.92 1.53 e-5 2.88
2 3.54 e-1 4.77 e-2 - 1.97 e-2 - 2.55 e-2 - 4.08 e-3 -
1.77 e-1 6.64 e-3 2.84 2.41 e-3 3.03 4.02 e-3 2.67 3.10 e-4 3.72
8.84 e-2 8.60 e-4 2.95 3.26 e-4 2.89 5.46 e-4 2.88 2.03 e-5 3.93
4.42 e-2 1.09 e-4 2.98 4.39 e-5 2.89 7.27 e-5 2.91 1.33 e-6 3.94
2.21 e-2 1.37 e-5 2.99 5.88 e-6 2.90 9.63 e-6 2.92 8.65 e-8 3.94
3 3.54 e-1 7.74 e-3 - 4.50 e-3 - 4.63 e-3 - 5.08 e-4 -
1.77 e-1 5.26 e-4 3.88 2.93 e-4 3.94 3.21 e-4 3.85 1.70 e-5 4.90
8.84 e-2 3.35 e-5 3.98 1.86 e-5 3.97 2.14 e-5 3.90 5.61 e-7 4.92
4.42 e-2 2.11 e-6 3.99 1.19 e-6 3.97 1.41 e-6 3.93 1.82 e-8 4.94
2.21 e-2 1.32 e-7 4.00 7.55 e-8 3.97 9.14 e-8 3.94 5.87 e-10 4.96
4 3.54 e-1 8.65 e-4 - 3.81 e-4 - 4.01 e-4 - 2.93 e-5 -
1.77 e-1 2.73 e-5 4.99 1.13 e-5 5.07 1.50 e-5 4.75 5.80 e-7 5.66
8.84 e-2 8.62 e-7 4.99 3.66 e-7 4.95 5.15 e-7 4.86 9.92 e-9 5.87
4.42 e-2 2.71 e-8 4.99 1.20 e-8 4.94 1.73 e-8 4.89 1.65 e-10 5.91
5 3.54 e-1 7.85 e-5 - 4.45 e-5 - 4.32 e-5 - 2.91 e-6 -
1.77 e-1 1.29 e-6 5.93 7.14 e-7 5.96 7.46 e-7 5.86 2.46 e-8 6.89
8.84 e-2 2.04 e-8 5.99 1.14 e-8 5.98 1.25 e-8 5.90 2.04 e-10 6.91
6 3.54 e-1 5.89 e-6 - 3.17 e-6 - 2.62 e-6 - 1.31 e-7 -
1.77 e-1 4.53 e-8 7.02 2.39 e-8 7.05 2.39 e-8 6.78 6.25 e-10 7.72
8.84 e-2 3.54 e-10 7.00 1.91 e-10 6.97 2.08 e-10 6.84 2.70 e-12 7.85
7 3.54 e-1 3.69 e-7 - 1.87 e-7 - 1.91 e-7 - 9.02 e-9 -
1.77 e-1 1.48 e-9 7.97 7.46 e-10 7.97 8.24 e-10 7.85 1.93 e-11 8.87
Table 3.2: History of convergence of the HDG method for the axisymmetric Stokes equa-
tions in case 2 with a mesh with triangular elements.
The history of convergence shows identical results as in the previous case: the error is
asymptotically approaching the optimal rates of convergence of the solution and the su-
perconvergence of the post-processed velocity in the L12 norm.
3.4.2 Meshes with quadrilateral elements
The analogous study is performed with computational meshes consisting of quadrilateral
elements, in order to show the workability of both types of elements.
In this case, a set of seven meshes is considered, with characteristic size, h, equal to 1/2,
1/4, 1/8, 1/16, 1/32, 1/64 and 1/128, respectively. The mesh with h = 1/4 is displayed in
Figure 3.3b with k = 7.
Case 1: Pure Dirichlet boundary conditions
As in 3.4.1, Dirichlet boundary conditions are prescribed on the whole boundary for this
ﬁrst case. The restriction of the analytical solution to the domain boundary is imposed.
The convergence history of the HDG solution and the post-processed velocity ﬁeld is pre-
sented in Table 3.3.














1 5.00 e-1 1.11 e0 - 3.07 e-1 - 6.89 e-1 - 2.04 e-1 -
2.50 e-1 3.02 e-1 1.88 6.27 e-2 2.29 2.05 e-1 1.75 3.13 e-2 2.71
1.25 e-1 8.59 e-2 1.81 1.67 e-2 1.91 6.39 e-2 1.68 4.95 e-3 2.66
6.25 e-2 2.34 e-2 1.88 5.25 e-3 1.66 1.90 e-2 1.75 7.37 e-4 2.75
3.12 e-2 6.18 e-3 1.92 1.67 e-3 1.65 5.38 e-3 1.82 1.05 e-4 2.81
1.56 e-2 1.59 e-3 1.95 5.16 e-4 1.70 1.49 e-3 1.86 1.45 e-5 2.86
7.81 e-3 4.06 e-4 1.97 1.55 e-4 1.74 4.05 e-4 1.88 1.97 e-6 2.88
2 5.00 e-1 7.46 e-2 - 3.57 e-2 - 5.10 e-2 - 6.62 e-3 -
2.50 e-1 2.55 e-2 1.55 3.89 e-3 3.20 1.72 e-2 1.57 9.57 e-4 2.79
1.25 e-1 3.70 e-3 2.79 5.24 e-4 2.89 2.65 e-3 2.70 7.47 e-5 3.68
6.25 e-2 4.93 e-4 2.91 7.97 e-5 2.72 3.73 e-4 2.83 5.45 e-6 3.78
3.12 e-2 6.37 e-5 2.95 1.22 e-5 2.71 5.06 e-5 2.88 3.87 e-7 3.82
1.56 e-2 8.10 e-6 2.97 1.85 e-6 2.73 6.77 e-6 2.90 2.72 e-8 3.83
7.81 e-3 1.02 e-6 2.99 2.76 e-7 2.75 9.01 e-7 2.91 1.90 e-9 3.83
3 5.00 e-1 4.40 e-2 - 4.47 e-3 - 2.83 e-2 - 1.76 e-3 -
2.50 e-1 2.83 e-3 3.96 2.09 e-4 4.42 1.92 e-3 3.88 5.90 e-5 4.90
1.25 e-1 1.87 e-4 3.92 1.20 e-5 4.12 1.33 e-4 3.85 2.06 e-6 4.84
6.25 e-2 1.21 e-5 3.95 8.52 e-7 3.82 8.96 e-6 3.89 7.01 e-8 4.88
3.12 e-2 7.74 e-7 3.97 6.49 e-8 3.71 5.88 e-7 3.93 2.35 e-9 4.90
1.56 e-2 4.89 e-8 3.98 4.97 e-9 3.71 3.81 e-8 3.95 7.80 e-11 4.91
4 5.00 e-1 2.50 e-3 - 3.63 e-4 - 1.65 e-3 - 7.24 e-5 -
2.50 e-1 1.21 e-4 4.37 8.41 e-6 5.43 8.31 e-5 4.31 1.74 e-6 5.38
1.25 e-1 4.15 e-6 4.86 2.30 e-7 5.19 2.97 e-6 4.80 3.11 e-8 5.81
6.25 e-2 1.35 e-7 4.94 7.93 e-9 4.86 9.98 e-8 4.90 5.26 e-10 5.88
3.12 e-2 4.29 e-9 4.97 3.02 e-10 4.72 3.25 e-9 4.94 8.79 e-12 5.90
5 5.00 e-1 4.85 e-4 - 3.27 e-5 - 3.20 e-4 - 1.00 e-5 -
2.50 e-1 7.73 e-6 5.97 3.41 e-7 6.58 5.35 e-6 5.90 8.01 e-8 6.96
1.25 e-1 1.25 e-7 5.95 4.20 e-9 6.34 8.99 e-8 5.89 6.68 e-10 6.91
6.25 e-2 2.01 e-9 5.97 6.78 e-11 5.95 1.48 e-9 5.93 5.49 e-12 6.93
6 5.00 e-1 2.21 e-5 - 1.82 e-6 - 1.48 e-5 - 3.56 e-7 -
2.50 e-1 2.22 e-7 6.63 9.84 e-9 7.53 1.55 e-7 6.57 1.76 e-9 7.66
1.25 e-1 1.86 e-9 6.90 6.13 e-11 7.33 1.34 e-9 6.86 7.47 e-12 7.88
7 5.00 e-1 2.34 e-6 - 1.20 e-7 - 1.57 e-6 - 2.97 e-8 -
2.50 e-1 9.28 e-9 7.98 2.98 e-10 8.66 6.50 e-9 7.92 5.78 e-11 9.00
Table 3.3: History of convergence of the HDG method for the axisymmetric Stokes equa-
tions in case 1 with a mesh with quadrilateral elements.
Optimal rates of convergence are obtained for Lh, uh and ph. Besides, the post-processed
solution, u∗,h, converges with an additional order, as expected.
Case 2: Mixed boundary conditions
Finally, the same case of mixed boundary conditions as in 3.4.1, with ΓN = z = 0 and
ΓD = Γ0 ∪ (∂Ω\ΓN ), is tested with the mesh of quadrilateral elements.
The h-convergence study is displayed in Table 3.2.














1 5.00 e-1 1.13 e0 - 2.96 e-1 - 6.93 e-1 - 2.13 e-1 -
2.50 e-1 3.08 e-1 1.88 6.05 e-2 2.29 2.03 e-1 1.78 3.24 e-2 2.72
1.25 e-1 8.71 e-2 1.82 1.62 e-2 1.90 6.24 e-2 1.70 5.15 e-3 2.65
6.25 e-2 2.36 e-2 1.88 5.13 e-3 1.66 1.84 e-2 1.76 7.79 e-4 2.72
3.12 e-2 6.20 e-3 1.93 1.64 e-3 1.64 5.21 e-3 1.82 1.13 e-4 2.79
1.56 e-2 1.60 e-3 1.96 5.11 e-4 1.69 1.45 e-3 1.85 1.59 e-5 2.83
7.81 e-3 4.07 e-4 1.97 1.54 e-4 1.73 3.96 e-4 1.87 2.21 e-6 2.85
2 5.00 e-1 7.54 e-2 - 3.42 e-2 - 5.08 e-2 - 6.83 e-3 -
2.50 e-1 2.55 e-2 1.56 3.72 e-3 3.20 1.72 e-2 1.56 9.59 e-4 2.83
1.25 e-1 3.70 e-3 2.79 5.08 e-4 2.87 2.64 e-3 2.70 7.46 e-5 3.68
6.25 e-2 4.93 e-4 2.91 7.82 e-5 2.70 3.72 e-4 2.83 5.44 e-6 3.78
3.12 e-2 6.37 e-5 2.95 1.21 e-5 2.69 5.05 e-5 2.88 3.86 e-7 3.82
1.56 e-2 8.10 e-6 2.97 1.83 e-6 2.72 6.76 e-6 2.90 2.71 e-8 3.83
7.81 e-3 1.02 e-6 2.99 2.74 e-7 2.74 9.00 e-7 2.91 1.90 e-9 3.83
3 5.00 e-1 4.40 e-2 - 4.36 e-3 - 2.83 e-2 - 1.75 e-3 -
2.50 e-1 2.83 e-3 3.96 2.04 e-4 4.42 1.92 e-3 3.88 5.89 e-5 4.89
1.25 e-1 1.87 e-4 3.92 1.17 e-5 4.13 1.33 e-4 3.85 2.06 e-6 4.84
6.25 e-2 1.21 e-5 3.95 8.34 e-7 3.81 8.96 e-6 3.89 7.01 e-8 4.88
3.12 e-2 7.74 e-7 3.97 6.40 e-8 3.70 5.88 e-7 3.93 2.35 e-9 4.90
1.56 e-2 4.89 e-8 3.98 4.92 e-9 3.70 3.81 e-8 3.95 7.81 e-11 4.91
4 5.00 e-1 2.50 e-3 - 3.60 e-4 - 1.65 e-3 - 7.27 e-5 -
2.50 e-1 1.21 e-4 4.37 8.32 e-6 5.43 8.31 e-5 4.31 1.74 e-6 5.38
1.25 e-1 4.15 e-6 4.86 2.27 e-7 5.20 2.97 e-6 4.80 3.11 e-8 5.81
6.25 e-2 1.35 e-7 4.94 7.85 e-9 4.85 9.98 e-8 4.90 5.26 e-10 5.88
3.12 e-2 4.29 e-9 4.97 3.00 e-10 4.71 3.25 e-9 4.94 8.81 e-12 5.90
5 5.00 e-1 4.85 e-4 - 3.26 e-5 - 3.20 e-4 - 1.00 e-5 -
2.50 e-1 7.73 e-6 5.97 3.40 e-7 6.58 5.35 e-6 5.90 8.01 e-8 6.96
1.25 e-1 1.25 e-7 5.95 4.19 e-9 6.34 8.99 e-8 5.89 6.68 e-10 6.91
6.25 e-2 2.01 e-9 5.97 6.76 e-11 5.95 1.48 e-9 5.93 5.49 e-12 6.93
6 5.00 e-1 2.21 e-5 - 1.82 e-6 - 1.48 e-5 - 3.56 e-7 -
2.50 e-1 2.22 e-7 6.63 9.84 e-9 7.53 1.55 e-7 6.57 1.76 e-9 7.66
1.25 e-1 1.86 e-9 6.90 6.13 e-11 7.33 1.34 e-9 6.86 7.47 e-12 7.88
7 5.00 e-1 2.34 e-6 - 1.20 e-7 - 1.57 e-6 - 2.97 e-8 -
2.50 e-1 9.28 e-9 7.98 2.98 e-10 8.66 6.50 e-9 7.92 5.78 e-11 9.00
Table 3.4: History of convergence of the HDG method for the axisymmetric Stokes equa-
tions in case 2 with a mesh with quadrilateral elements.
As in the previous cases, Lh, uh and ph approach the analytical solution with optimal rate,
k + 1, while u∗,h converges with an extra order, k + 2.
3.4.3 Discussion
The h-convergence analysis presented in Tables 3.1, 3.2, 3.3 and 3.4 for diﬀerent polyno-
mial degrees shows agreement with the theoretical results of convergence that are inherent
to the HDG formulation. Namely, primal and dual variables converge optimally at a rate
of k + 1 whereas the post-processed velocity gets an order of convergence of k + 2.
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Meshes consisting of quadrilateral or triangular elements have been used for the validation.
Both of them have oﬀered similar results. However, it is remarkable that the meshes with
triangular elements reached optimal convergence with a lesser number of mesh reﬁnements
than those with quadrilateral elements. This is due the fact that a mesh with quadrilateral
elements and a certain level of reﬁnement has a lower number of degrees of freedom than
the corresponding reﬁnement in a triangular mesh.
Finally, the results illustrate the advantages of using high-order approximations. The
number of elements required to obtain a certain accuracy using a linear approximation is
much higher than in the case of a high-order approximation. This translates into the need




method for the Oseen equations
The Oseen equations can be seen as a linearized version of the incompressible Navier-Stokes
equations, where the convective velocity appears as a known variable, imposing a forced
advection to the unknown velocity ﬁeld. On the goal of this work of studying the HDG
method for incompressible ﬂows, this section represents an intermediate step towards the
analysis of this approach to the Navier-Stokes equations.
This chapter is divided into two main parts. First, a brief introduction into the problem
and into the formulation of the HDG approximation is stated, following the same notation
and structure which have been used in Chapter 3. Then, the second part of this section
is dedicated to study in detail the choice of the stabilization tensor, S (generalization of
the stabilization parameter τ), and its eﬀect on the convergence properties and accuracy
of the HDG approach for a wide range of Re.
4.1 Governing equations
Consider the strong form of the Oseen equations deﬁned in an open and bounded domain
Ω ⊂ Rnsd with ∂Ω = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅. That is:
−∇· (ν∇u) + (a ·∇)u+∇p = f in Ω,
∇·u = 0 in Ω,
u = uD on ΓD,
−pn+ (ν∇u)n = t on ΓN ,
(4.1.1)
where u and p are the velocity and the (kinematic) pressure, f ∈ L2(Ω)nsd is a source
term or body force, ν is the kinematic viscosity and n is the outward unit normal vector
to ∂Ω. Finally, a is the advective velocity, which is assumed to be divergence-free and
a ∈W 1,∞(Ω)nsd .
Dirichlet and Neumann boundary conditions are applied on ΓD and ΓN , respectively. Note
that the problem is stated in the velocity-pressure formulation and that t does not corre-
spond to a boundary traction, but to a pseudo-traction.
Assuming the broken computational domain Ω =
⋃nel
i=1 Ωi, with skeleton Γ, the system
(4.1.1) can be rewritten in mixed form as a system of ﬁrst-order equations over the broken
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domain, namely 
L+∇u = 0 in Ωi
∇· (νL) + (a ·∇)u+∇p = f in Ωi
∇·u = 0 in Ωi
u = uD on ∂Ωi ∩ ΓD,
pn+ νLn = −t on ∂Ωi ∩ ΓN ,Ju⊗ nK = 0 on Γ,Jpn+ νLn+ (u⊗ a)nK = 0 on Γ,
(4.1.2)
for i = 1, . . . , nel, where the last two equations correspond to the imposition of the continu-
ity of the primal variable u and the normal ﬂuxes, respectively, along the internal interface
Γ.
4.2 Functional and interpolation setting
In the following sections (and chapters), (·, ·)V denotes the L2 scalar product in a generic







u · vdΩ, (G,H)V =
∫
V
G : HdΩ. (4.2.1)
Analogously, 〈·, ·〉S denotes the L2 scalar product in any domain of lower dimension S ⊂







u · vdΓ, 〈G,H〉S =
∫
V
G : HdΓ. (4.2.2)
For the HDG approach, the following scalar, vector and tensor spaces are used:
Q(D) = {q ∈ H1(D), D ⊆ Ω} , (4.2.3a)
V(D) = {w ∈ [H1(D)]2, D ⊆ Ω} , (4.2.3b)
G(D) = {G ∈ [H1(D)]2×2, D ⊆ Ω} , (4.2.3c)
M(S) = {µ ∈ [L2(S)], S ⊆ Γ ∪ ∂Ω} . (4.2.3d)
Besides, the following discrete ﬁnite element spaces are introduced:
Qh(Ω) =
{















µh ∈ [L2(Γ ∪ ∂ΩN )]nsd : µh |Γi∈ [Pk(Γi)]nsd ,∀Γi
}
. (4.2.4d)
where Pk(Ωi), Pk(Γi) and Pk(∂Ωi) are the spaces of polynomial functions of degree at
most k ≥ 1 in Ωi and Γi, respectively. Such as in previous chapters, these spaces give rise
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to an element-by-element nodal interpolation of the corresponding variables, namely





j ∈ Gh(Ω), (4.2.5a)





j ∈ Vh(Ω), (4.2.5b)





j ∈ Ph(Ω), (4.2.5c)
uˆ ≈ uˆh =
nfn∑
j=1
Nˆhj uˆj ∈Mh(Γ ∪ ΓN ), (4.2.5d)




j , and uˆ
h
j are nodal values, Nj are polynomial shape functions of order
k in each element, nen is the number of nodes per element, Nˆj are the polynomial shape
functions of order k in each element face/edge, and nfn is the corresponding number of
nodes per face/edge.
4.3 The hybridizable discontinuous Galerkin formulation
Hybridization of the problem with the introduction of the numerical traces of the velocity
u, denoted by uˆ, leads to rewriting (4.1.2) as a couple of separated problems. Using
the classical formulation, an element-by-element problem is deﬁned in order to determine
Li = L|Ωi , ui = u|Ωi and pi = p|Ωi , for i = 1, . . . , nel, with the new variable uˆ acting as
a Dirichlet boundary condition along the interface Γ. Then, a global problem is set so as
to determine uˆ on the element boundaries.
4.3.1 The strong forms
First, the local element-by-element problem with pure Dirichlet boundary conditions can
be deﬁned as 
Li +∇ui = 0 in Ωi,
∇· (νLi) + (a ·∇)ui +∇pi = f in Ωi,
∇·ui = 0 in Ωi,
ui = uˆ on ∂Ωi \ ΓD,
ui = uD on ∂Ωi ∩ ΓD,
(4.3.1)
for i = 1, ..., nel.
Assuming known uˆ, each local problem can be solved independently element-by-element
in terms of the hybrid variable. Since each problem is a Dirichlet problem, the pressure is
known up to a constant. Hence, we need to impose some constrains on it. In accordance
with previous chapters, imposing the mean pressure on the boundary of each element
i = 1, . . . , nel is chosen ∫
∂Ωi
p dΓ = ρi. (4.3.2)
These conditions increase the number of the unknowns of the problem, since nel variables
have been introduced. Therefore nel equations are needed in order to close the problem, so
the compatibility condition on each element obtained by applying the divergence theorem
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u ·ndΓ dΩ =
∫
∂Ωi∩ΓD
uD ·n dΓ +
∫
∂Ωi\ΓD
uˆ ·n dΓ = 0,
(4.3.3)
which, using the notation deﬁned previously, reads:〈
uˆ · n, 1〉
∂Ωi\ΓD = −
〈
uD · n, 1
〉
∂Ωi∩ΓD for i = 1, ..., nel. (4.3.4)
Second, a global problem needs to be solved in order to compute uˆ, imposing the trans-
mission conditions and the Neumann condition deﬁned over Γ. As the continuity of the
conservative variables is already guaranteed by the fact that uˆ is unique for each point of
Γ, the system of equations reduces to:{Jpn+ νLn+ (u⊗ a)nK = 0 on Γ,
pn+ νLn = −t on ΓN .
(4.3.5)
4.3.2 The weak forms
The weak formulation of the local problem, consisting of (4.3.1) and the extra constrains
for the pressure, is: for i = 1, . . . , nel, given uD on ΓD and uˆ on Γ∪ Γn, ﬁnd (Li,ui, pi) ∈











for all (G,w, q) ∈ G(Ωi)× V(Ωi)×Q(Ωi).
The numerical traces of the ﬂuxes, for stability, are deﬁned element-by-element as:




[piI + νLi + uD ⊗ a]n+ Si(ui − uD) on ∂Ωi ∩ ΓD,
[piI + νLi + uˆi ⊗ a]n+ Si(ui − uˆ) on ∂Ωi \ ΓD,
(4.3.7)
with Si being the stabilization tensor, which plays a determinant role in this type of
convection-diﬀusion equation in order to ensure the stability and the convergence prop-
erties of the method. Further discussion on the deﬁnition and inﬂuence of this tensor is
presented in the following sections.
All in all, with the deﬁnition of the numerical ﬂuxes given by (4.3.7), the weak form
(4.3.6) becomes: for i = 1, . . . , nel, given uD on ΓD and uˆ on Γ ∪ Γn, ﬁnd (Li,ui, pi) ∈
G(Ωi)× V(Ωi)×Q(Ωi) such that:















w, (uˆi ⊗ a)n− Siuˆ
〉






for all (G,w, q) ∈ G(Ωi)× V(Ωi)×Q(Ωi).
Once the weak form of the local problem has been presented, the corresponding weak


































uD · n, 1
〉
∂Ωi∩ΓD for i = 1, . . . , nel
(4.3.9)
for all µ ∈ M(Γ). Note that (Li,ui, pi) are known functions of uˆ and ρ, once the local
problems (4.3.8) are solved.
4.3.3 The discrete forms and the system of equations
Considering suitable test functions chosen in the discrete spaces deﬁned in Section 4.2,
the discrete weak formulation of the local (4.3.8) and the global (4.3.9) problems can be
deﬁned.
For the local problem, that is: given uD on ∂Ωi∩ΓD and uˆi on ∂Ωi\ΓD, ﬁnd (Lhi ,uhi , phi ) ∈



















i︷ ︸︸ ︷(∇w, νLhi )Ωi − 〈w, νLhi n〉∂Ωi +
Aiuuu
h
i︷ ︸︸ ︷(∇w,uhi ⊗ a)Ωi − 〈w,Siuhi 〉∂Ωi +
Aiupp
h
i︷ ︸︸ ︷(∇·w, phi )Ωi − 〈w, phi n〉∂Ωi
=




















q, uˆhi · n
〉
∂Ωi\ΓD +












for all (G,w, q) ∈ Gh(Ωi)× Vh(Ωi)×Qh(Ωi).
Chapter 4. HDG method for the Oseen equations 30
























































































Note that A+i stands for the pseudoinverse, the generalized concept of inverse matrix for
a rectangular matrix Ai, deﬁned in the previous chapter.
The discrete weak form equivalent to the global problem, (4.3.9), is: ﬁnd uˆh ∈Mh(Γ) and












































uˆhi · n, 1
〉
∂Ωi\ΓD = −
f iρ︷ ︸︸ ︷〈
uD · n, 1
〉
∂Ωi∩ΓD for i = 1, . . . , nel
(4.3.14)













and identiﬁes the element-by-element contributions of the diﬀerent matrices and vectors.
Moreover, it can be further simpliﬁed using the local solutions deﬁned by (4.3.12) as
Auˆuˆuˆ
h +Auˆρρ = f uˆ (4.3.16)


































uˆ · n, 1〉
∂Ω1〈
uˆ · n, 1〉
∂Ω2
...〈







uD · n, 1
〉
∂Ω1∩∂ΩD〈





















whose unknowns are uˆh deﬁned on the mesh skeleton Γ ∪ ΓN and the vector of the mean
boundary pressures ρ deﬁned in all the elements.
Remark 2. In a pure Dirichlet problem, the solution of the pressure is known up to a
constant. Therefore it is necessary to add a speciﬁc constrain on the pressure such as
imposing null mean pressure on the whole boundary. In an analogous way as detailed in











whose unknowns are uˆh, deﬁned only on the mesh skeleton Γ, and the vector of the mean
boundary pressures ρ deﬁned in all the elements.
4.4 On the choice of the stabilization tensor
One of the major strengths of the hybridizable discontinuous Galerkin formulation resides
in the superconvergence properties of the post-processed velocity, based on the optimal
convergence of pressure, velocity and the gradient of the velocity. However, the accuracy
of this scheme strongly depends on the choice of the stabilization parameter within the
deﬁnition of the numerical ﬂuxes. In particular, poor convergence of the velocity gradient
(converging at a rate k) implies the loss of one order of convergence of the post-processed
velocity.
The objective of this section is to review thoroughly the usual deﬁnitions of the stabilization
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tensor according to the existing literature. Furthermore, this study will be complemented
with a numerical analysis in order to verify the convergence properties as well as to check
the robustness of these choices with respect to the Reynolds number. For this purpose,
as a test case, the Kovasznay ﬂow [52], a well-known analytical solution for the steady
incompressible Navier-Stokes equations, is considered. That is:
u(x, y) =
(
1− exp(2λx) cos((4y − 1)pi)
(λ/(2pi)) exp(2λx) sin((4y − 1)pi)
)
p(x, y) = −1
2
exp(4λx) + C
in the square domain Ω = (0, 1)2, where λ = 1/(2ν)−√1/(2ν)2 + (2pi)2 and C is chosen
so that
∫
∂Ω pdΓ = 0.
Therefore, the convective velocity is taken as a = u and the source term and the boundary
conditions are choosen to reproduce the analytical solution, which is shown in Figure 4.1.
(a) Velocity ﬁeld for Re = 10 (b) Velocity ﬁeld for Re = 100
(c) Streamlines of the velocity for Re = 10 (d) Streamlines of the velocity for Re = 100
Figure 4.1: Magnitude and streamlines of the velocity ﬁeld, u, in the Kovasznay ﬂow, for
diﬀerent Re.
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The main contributions regarding the analysis of the HDG method for the Oseen equations
are presented in the seminal work by Cesmelioglu et al. in [53]. In this study, the authors
expose in detail the outlines of the method and state the deﬁnition and the necessary
conditions for the stabilization tensor in order to accomplish the inherent convergence
properties related to the HDG approach (Lemma 1).
Lemma 1. (Deﬁnition and properties of the stabilization tensor, S, in the HDG method
for the Oseen equations [53])
Let the stabilization tensor, S, be deﬁned as:
S = τnn⊗ n+ τt(I − n⊗ n), (4.4.1)
where τn and τt are non-negative constants on ∂Ωi which control the normal and tangential
components of the jumps in the approximate velocity. Then:
 The tensor S is symmetric, constant on each face of Ωi and positive semideﬁnite.
 If Sa = (S − 12(a · n)I)
∣∣
∂Ωi
is positive deﬁnite (necessary condition) and for the
actual deﬁnition of the numerical ﬂuxes (4.3.7), the system (4.3.10) has a unique
solution (Lh,uh, ph), which converges with order k + 1. Moreover, this enables to
obtain a post-processed velocity ﬁeld, u∗, which converges with an additional order,
k + 2.
 The constants that control the bounds of the errors in the previous convergence result
depend on h, τn, τt, ν and a.
In particular,





|a(x) · n|)I (4.4.2)
satisﬁes the conditions above. Where τ = τn = τt = ν/`+
1
2 maxx∈Ω|a(x) · n|.
With the particular stabilization tensor deﬁned in (4.4.2), the numerical results presented
in [53] show superconvergence of the post-processed velocity for low Reynolds (Re = 20),
but not for the convection-dominating scenario (Re = 2000), where the superconvergence is
lost. In the latter case, the velocity gradient converges with order k and the post-processed
velocity, with k + 1. Actually, since the constants controlling the bounds of the errors de-
pend on h, τn, τt, ν and a, a much ﬁner grid would be needed.
Other options regarding the choice of the stabilization tensor in order to obtain schemes
that display super-convergence properties have been used for cases of similar nature. For
instance, Nguyen et al. in [24, 25] discuss the choices for the stabilization parameter for the
(scalar) convection-diﬀusion equation. Similarly, Giorgiani et al., in [22] use a particular
deﬁnition of the stabilization tensor for the Navier-Stokes equations. What all of these
options have in common is the particular form of the expression for S. Particularly,
whereas in (4.4.1) the normal and the tangential components are separated within the
stabilization tensor, it is also usual to separate the stabilization tensor in an alternative
way, with one part accounting for the diﬀusive eﬀects and the other one for the convective
eﬀects, equal for the normal and tangential components (τn = τt = τ), namely
S = τI = (τd + τc)I. (4.4.3)
It is worth mentioning that τd, the part related to the diﬀusive eﬀects, depends on the
viscosity while the convective component, τc, is usually a function of the velocity.
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Remark 3. From dimensional analysis in the momentum equation in (4.3.10), it can be
deduced that the stabilization tensor, S, has dimensions of velocity, that is LT−1.
Remark 4. Note that the stabilization tensor 4.4.2 used in [53] has the structure given
by 4.4.3, where τd = ν/` and τc = 12 maxx∈Ω|a(x) · n|.
In this study, stabilization tensors of the form (4.4.3) will be used. Therefore, the interest
resides on the deﬁnition of τ .
Diﬀerent choices with similar nature will be tested through an h-convergence analysis.
The aim of this section is to show the eﬀect of diﬀerent deﬁnitions of τ on the conver-
gence behaviour of the solution, namely on the superconvergence properties, in convection-
dominating scenarios. As a consequence, this will allow the characterization of those def-
initions ensuring the optimal convergence of the primal and the dual variables and the
superconvergence of the post-processed velocity.
Three types of the stabilization parameter are tested. The ﬁrst corresponds to a uniform
τ , deﬁned globally on the whole domain. The second type refers to the case in which the
stabilization parameter is constant at each face, Γi, of the domain. Finally, a non-uniform
τ , deﬁned as a function of the position, x will be considered.
It is important to remark that all of the tested possibilities satisfy the necessary condition
in Lemma 1.
4.4.1 Uniform τ in the whole domain
 τ = ν/`+ V
V represents a characteristic velocity of the problem. The non-dimensional expression
of this deﬁnition is τ˜ = 1/Re + 1.
This is a common election of τ , extensively used in the literature, specially for the
Navier-Stokes equations (for instance, in Giorgiani et al. [22, 54] or in Nguyen et al.
[33]). The constant expressions avoids the need of linearization, within the non-linear
system of equations.
Numerical analysis: As it can be observed in Table B.1, the optimal convergence
(and thus, the superconvergence of u∗) is only guaranteed for low Reynolds. These
convergence properties are lost for high Reynolds, namely for Re > 100. Then, the
gradient of the velocity converges with degree k and the post-processed velocity, with
degree k + 1.
 τ = ν/`+ 12 maxx∈Ω|a(x) · n|
This is the deﬁnition proposed in Cesmelioglu et al. [53] which has been presented
in 4.4.2.
Numerical analysis: The numerical results shown in [53] are conﬁrmed, as dis-
played in Table B.2. This deﬁnition ensures the optimal convergence and the super-
convergence for low Reynolds (up to Re = 100), but this convergence behaviour is
lost when the convection eﬀects are more severe.
4.4.2 Constant stabilization parameter at each face: τi
 τi = ν/`+
1
2 maxx∈Γi |a(x) · n|
This deﬁnition is a natural variation of 4.4.2 (Cesmelioglu et al. [53]) but deﬁned on
each face of the elemental domain.
Numerical analysis: The results displayed in Table B.3 show optimal asymptotic
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convergence Re ≤ 1000, which enables the extra order of convergence of the post-
processed velocity. For Re = 104, the solution shows some oscillation, thus the
deﬁnition seems not be robust.
 τi = ν/`+ maxx∈Γi |a(x) · n|
Deﬁnition inspired by the studies of convergence for the advection-diﬀusion-reaction
equation in [24, 25], where the fully upwinding condition imposes τ > a ·n, a similar
condition to the one prescribed in Lemma 1.
Numerical analysis: Optimal rates of convergence of the solution are obtained
for Re ≤ 100. However, the optimal convergence (and superconvergence) is lost for
higher Reynolds. These results are listed in Table B.4.
 τi = ν/`+ maxx∈Γi |a(x)|
This deﬁnition is a variation of τ = ν/`+ V . |a(x)| refers to the L2 vectorial norm
of the velocity ﬁeld at a point x.
Numerical analysis: As shown in Table B.5, the convergence results show the usual
trend: optimal convergence and superconvergence are observed for low Reynolds, but
they are lost for Re > 100.
 τi = ν/`+ ‖a(x)‖L2(Γi)
Again, this deﬁnition is inspired by τ = ν/`+ V .
Numerical analysis: The results displayed in Table B.6 show optimal convergence
of the primal and dual variables and superconvergence of the post-processed velocity
up to Re = 1000 However, from this point, the solution shows some oscillation on
the convergence rates.
4.4.3 Pointwise deﬁnition: τ(x)
 τ(x) = ν/`+ 12 |a(x) · n|
Variation of the stabilization parameter in 4.4.2, by Cesmelioglu et al. [53]. In this
case, τ is deﬁned locally, pointwise.
Numerical analysis: The convergence history in Table B.7 shows a proper conver-
gence behaviour up to Re = 104 in high-order approximations. Indeed, these cases
reach the asymptotic range and converge with order k + 1 for the primal and dual
variables, and k + 2 for the post-processed velocity. The convergence result cannot
be extrapolated to low-order approximations, where the optimal convergence is lost
already for Re = 1000.
 τ(x) = ν/`+ |a(x) · n|
Pointwise variation of previous deﬁnitions.
Numerical analysis: The results displayed in Table B.8 show optimal convergence
(and superconvergence) for low Reynolds, which is lost progressively as Re increases.
 τ(x) = ν/`+ |a(x)|
Local adaptation of τ = ν/` + V . Again, |a(x)| refers to the L2 vectorial norm of
the velocity ﬁeld at a point x.
Numerical analysis: Optimal convergence of the solution and superconvergence
of the post-processed velocity is only obtained for low Reynolds. One order of con-
vergence is lost progressively for L and u∗ as the Re is increased. Results shown in
Table B.9.
 τ(x) = ν/`+ 12a(x) · n
This option can be seen as a simple choice, based on the direct fulﬁlment of the
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necessary condition in Lemma 1 and on its similarity with the stabilization parame-
ter 4.4.2 used in [53]. However, it is worth mentioning that τ(x) may take negative
values (which may be compensated with the stabilization eﬀect on the neighbouring
element), and so S is not positive deﬁnite. However, let us emphasize that the posi-
tive deﬁnition of S was not a necessary condition (as it is the positive deﬁnition of
S − 12(a · n), a condition which is satisﬁed), but a property for a certain deﬁnition
of τ .
Moreover, notice that τ is not unique at each face/edge, since it takes diﬀerent val-
ues at each side of the face/edge, namely: τ±(x) = ν/`± |a(x) · n|. This deﬁnition
resembles the stabilization parameter in an upwinded scheme, which is widely used
for problems of convection-diﬀusion nature [24, 25].
Numerical analysis: The numerical experiments carried out with this stabiliza-
tion parameter are shown in Table B.10. Optimal convergence of L, u and p and
superconvergence of u∗ are obtained up to Re = 104. The solution does not con-
verge monotonically for the highest Reynolds, but the asymptotic trend approaches
the rates of convergence of k + 1 for primal and dual variables and k + 2 for the
post-processed velocity.
4.4.4 Discussion
As discussed along this section and observed in the numerical analysis, the choice of τ is
decisive for the accuracy of the method. In particular, devising a robust stabilization pa-
rameter which extrapolates the ﬁdelity which is generally obtained for diﬀusion-dominating
scenarios to the convective-dominating ones is still an unresolved issue. In particular, the
present analysis has intended to shed light on this question, by comparing the performance
of the HDG method for diﬀerent expressions of the stabilization tensor, S.
From the analysis presented by Cesmelioglu et al. in [53], it has been possible to test some
conﬁgurations for τ , based on the fulﬁlment of the necessary condition in Lemma 1 and
the resemblance with other options from the literature.
Most of the choices of τ that have been tested oﬀer a similar performance. In particular,
the general trend, which is identical to the behaviour found in the literature, shows the
high accuracy for low Reynolds, with optimal convergence of primal and dual variables
and superconvergence of the post-processed solution. However, the optimal convergence is
progressively lost (from k + 1 to k) for the gradient of the velocity as Re increases, what
implies the loss of one order of convergence (from k + 2 to k + 1) for the post-processed
velocity. It is important to remark that u and p still converge with order k + 1.
In the end, a few of the tested parameters can be highlighted. On the one hand, the
two uniform stabilization parameters in 4.4.1 can be a good choice for a general problem,
based on its easy implementation and its standard performance. On the other hand, some
sophisticated deﬁnitions, such as τ(x) = ν/`+ 12 |a(x) ·n| (for high-order approximations)
or τ(x) = ν/`+ 12a(x) ·n, have displayed optimal convergence and superconvergence even
for very high Reynolds (up to Re = 104).
Notice that the issues with the non-monotonicity of the convergence for high Reynolds
may be due to the inherent phenomena that arises in these convection-dominating scenar-
ios. In particular, the use of suﬃciently ﬁne meshes or high-order approximations may be
necessary in order to resolve the scale of the ﬂow phenomena.
Finally, it is important to remark that this numerical analysis may have a strong depen-





method for the steady incompressible
Navier-Stokes equations
The Navier-Stokes equations characterize the most general dynamical behaviour of ﬂuids.
A number of important phenomena in ﬂuid dynamics can be described by this system of
non-linear partial diﬀerential equations. In particular, many applications can be modelled
with the incompressible version of the Navier-Stokes equations. Therefore, competitive
methods for numerically solving this system of equations with high accuracy is on the
order of the day in computational ﬂuid dynamics.
This study presents the use of the hybridizable discontinuous Galerkin method for solving
the steady incompressible Navier-Stokes equations. In this chapter, the HDG approach
is formulated, following the notation used in previous chapters. Afterwards, the eﬀect of
the choice of the stabilization tensor, similarly as in Section 4.4, is discussed. Finally, a
benchmark of a characteristic problem in steady incompressible ﬂuid mechanics, such as
the 2D lid-driven cavity ﬂow, is presented.
5.1 Governing equations
Consider an open and bounded domain Ω ⊂ Rnsd with ∂Ω = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅.
The incompressible Navier-Stokes equations are given by the following set of equations and
boundary conditions:
−∇· (ν∇u) + (u ·∇)u+∇p = f in Ω,
∇·u = 0 in Ω,
u = uD on ΓD,
−pn+ (ν∇u)n = t on ΓN ,
(5.1.1)
where u and p are the velocity and the (kinematic) pressure, f ∈ L2(Ω)nsd is the body
force, ν is the kinematic viscosity and n is the outward unit normal vector to ∂Ω.
Dirichlet and Neumann boundary conditions are applied on ΓD and ΓN , respectively.
Notice that the problem is stated in the velocity-pressure formulation and that t does
not correspond to a boundary traction, but to a pseudo-traction. Finally, note that the
convective term can be rewritten as
(u ·∇)u =∇· (u⊗ u) in Ω. (5.1.2)
Assuming the broken computational domain Ω =
⋃nel
i=1 Ωi, with skeleton Γ, the system
(5.1.1) can be rewritten in mixed form as a system of ﬁrst-order equations over the broken
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domain, namely 
L+∇u = 0 in Ωi
∇· (νL+ u⊗ u+ pI) = f in Ωi
∇·u = 0 in Ωi
u = uD on ∂Ωi ∩ ΓD,
pn+ νLn = −t on ∂Ωi ∩ ΓN ,Ju⊗ nK = 0 on Γ,Jpn+ νLnK = 0 on Γ.
(5.1.3)
for i = 1, . . . , nel, where the last two equations correspond to the imposition of the continu-
ity of the primal variable u and the normal ﬂuxes, respectively, along the internal interface
Γ.
Note that the continuity of u along Γ imposes already that J(u⊗u)nK = 0 on Γ, so the con-
tinuity of the normal ﬂuxes has been reduced to Jpn+νLn+(u⊗u)nK = Jpn+νLnK = 0
5.2 The hybridizable discontinuous Galerkin formulation
Introducing the numerical traces of the velocity u, denoted by uˆ, allows the hybridization
of the problem. Then (5.1.3) can be expressed as a couple of problems to be solved
separately. Using the classical formulation, an element-by-element problem is deﬁned in
order to determine Li = L|Ωi , ui = u|Ωi and pi = p|Ωi , for i = 1, . . . , nel, with the new
variable uˆ acting as a Dirichlet boundary condition along the interface Γ. Then, a global
problem is set so as to determine uˆ on the element boundaries.
5.2.1 The strong forms
First, the local element-by-element problem with pure Dirichlet boundary conditions can
be deﬁned as 
Li +∇ui = 0 in Ωi,
∇· (νL+ u⊗ u+ pI) = f in Ωi
∇·ui = 0 in Ωi,
ui = uˆ on ∂Ωi \ ΓD,
ui = uD on ∂Ωi ∩ ΓD.
(5.2.1)
for i = 1, ..., nel.
Assuming known uˆ, each local problem can be solved independently in an element-by-
element fashion in terms of the hybrid variable. Since each problem is a Dirichlet problem,
the pressure is known up to a constant. Hence, we need to impose some constrains on
it. In accordance with previous chapters, imposing the mean pressure on the boundary of
each element i = 1, . . . , nel is chosen ∫
∂Ωi
p dΓ = ρi. (5.2.2)
Since the number of the unknowns of the problem has been increased with the introduction
of nel variables, nel equations need to be added in order to close the problem. This will
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u ·ndΓ dΩ =
∫
∂Ωi∩ΓD
uD ·n dΓ +
∫
∂Ωi\ΓD
uˆ ·n dΓ = 0,
(5.2.3)
which, using the notation deﬁned previously, reads:〈
uˆ · n, 1〉
∂Ωi\ΓD = −
〈
uD · n, 1
〉
∂Ωi∩ΓD for i = 1, ..., nel. (5.2.4)
Finally, a global problem needs to be solved in order to compute uˆ, imposing the trans-
mission conditions and the Neumann condition deﬁned over Γ. As the continuity of the
conservative variables is already guaranteed by the fact that uˆ is unique for each point of
Γ, the system of equations reduces to:{Jpn+ νLnK = 0 on Γ,
pn+ νLn = −t on ΓN .
(5.2.5)
5.2.2 The weak forms
The weak formulation of the local problem, consisting of (5.2.1) and the extra constrains
for the pressure, is: for i = 1, . . . , nel, given uD on ΓD and uˆ on Γ∪ Γn, ﬁnd (Li,ui, pi) ∈











for all (G,w, q) ∈ G(Ωi)× V(Ωi)×Q(Ωi).
The numerical traces of the ﬂuxes, for stability, are deﬁned element-by-element as:




[piI + νLi + uD ⊗ uD]n+ Si(u, uˆ)(ui − uD) on ∂Ωi ∩ ΓD,
[piI + νLi + uˆi ⊗ uˆi]n+ Si(u, uˆ)(ui − uˆ) on ∂Ωi \ ΓD,
(5.2.7)
with Si(u, uˆ) being the stabilization tensor, which may depend on u or uˆ, whose selection
has an important eﬀect on the stability, accuracy and convergence of the resulting HDG
method, as studied in Section 4.4 for the Oseen equations.
All in all, with the deﬁnition of the numerical ﬂuxes given by (5.2.7), the weak form
(5.2.6) becomes: for i = 1, . . . , nel, given uD on ΓD and uˆ on Γ ∪ Γn, ﬁnd (Li,ui, pi) ∈
G(Ωi)× V(Ωi)×Q(Ωi) such that:







− (∇·G,ui)Ωi + 〈Gn, uˆ〉∂Ωi\ΓD + 〈Gn,uD〉∂Ωi∩ΓD = 0
R2 =
(∇w, νLi)Ωi − 〈w, νLin〉∂Ωi + (∇·w, pi)Ωi − 〈w, pin〉∂Ωi + (∇w,ui ⊗ ui)Ωi+
−〈w,Si(u, uˆ)iui〉∂Ωi + (w, s)Ωi − 〈w, (uD ⊗ uD)n+ Si(u, uˆ)iuD〉∂Ωi∩ΓD+
−〈w, (uˆi ⊗ uˆi)n+ Si(u, uˆ)iuˆ〉∂Ωi\ΓD = 0
R3 =






− ρi = 0
(5.2.8)
for all (G,w, q) ∈ G(Ωi)× V(Ωi)×Q(Ωi).
Once the weak form of the local problem has been presented, the corresponding weak
















−〈µ,Siuˆi〉∂Ωi\ΓD + 〈µ, t〉∂Ωi∪ΓN } = 0
R6 =
〈




uD · n, 1
〉
∂Ωi∩ΓD = 0 for i = 1, . . . , nel
(5.2.9)
for all µ ∈ M(Γ). Note that (Li,ui, pi) are known functions of uˆ and ρ, once the local
problems (5.2.8) are solved.
5.3 Implementation
5.3.1 The discrete weak forms
Considering suitable test functions chosen in the discrete spaces deﬁned in Section 4.2,
the discrete weak formulation of the local (5.2.8) and the global (5.2.9) problems can be
prescribed.
For the global problem, that is: given uD on ∂Ωi∩ΓD and uˆi on ∂Ωi\ΓD, ﬁnd (Lhi ,uhi , phi ) ∈























i︷ ︸︸ ︷(∇w, νLhi )Ωi − 〈w, νLhi n〉∂Ωi +
Aiupp
h
i︷ ︸︸ ︷(∇·w, phi )Ωi − 〈w, phi n〉∂Ωi +
C1(uhi )︷ ︸︸ ︷(∇w,uhi ⊗ uhi )Ωi +
S1(uhi ,uˆ
h
i )︷ ︸︸ ︷
−〈w,Si(uhi , uˆhi )uhi 〉∂Ωi
−C2(uˆhi )︷ ︸︸ ︷
−〈w, (uˆhi ⊗ uˆhi )n〉∂Ωi\ΓD +



























i︷ ︸︸ ︷(∇q,uhi )Ωi
−Aipuˆuˆhi︷ ︸︸ ︷
−〈q, uˆhi · n〉∂Ωi\ΓD
−f ip︷ ︸︸ ︷
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for all (G,w, q) ∈ Gh(Ωi)× Vh(Ωi)×Qh(Ωi).































i )︷ ︸︸ ︷
−〈µ,Si(uhi , uˆhi )uˆhi 〉∂Ωi\ΓD +
−f uˆ︷ ︸︸ ︷〈
µ, t
〉





uˆhi · n, 1
〉
∂Ωi\ΓD +
−f iρ︷ ︸︸ ︷〈
uD · n, 1
〉
∂Ωi∩ΓD = 0 for i = 1, . . . , nel
(5.3.2)
for all µ ∈Mh(Γ).
These couple of non-linear problems can be written in a compact form as:
R1 = AiLLLhi +AiLuuhi −AiLuˆuˆhi − f iL = 0
R2 = AiuLLhi +Aiupphi +C1(uhi ) + S1(uhi , uˆhi )− S2(uhi , uˆhi )−C2(uˆhi )− f(uhi , uˆhi )− f iu = 0
R3 = Aipuuhi −Aipuˆuˆhi − f ip = 0
R4 = aiρpphi − ρi = 0




i=1{AiuˆLLhi +Aiuˆpphi +G1(uhi , uˆhi ) +G2(uhi , uˆhi )− f iuˆ} = 0
R6 = aiρuˆuˆ− f iρ = 0 for i = 1, . . . , nel
(5.3.3)
5.3.2 Linearization: Newton-Raphson procedure
Linearization of the non-linear system deﬁned by (5.3.3) using the Newton-Raphson method
gives rise to a linear system to be solved iteratively. That is, given the approximate solu-

















i ), for all i ∈ {1, . . . , nel}.
However, using the advantages of the hybridization, this can be reduced to solve a couple
of linear systems, one to be solved globally only in terms of (uˆh,r+1, ρh,r+1) and the other
one to be solved in an element-by-element fashion. With this technique, the local solver,





from the last two equations, which deﬁne the global solver and depend on (uˆh,r+1, ρh,r+1).





i ) can be computed inexpensively element-by-element.
For the sake of readability and of simplifying notation, henceforth in this chapter, the
superindex h, used to denote the variables belonging to the discrete ﬁnite element spaces,
will be omitted.
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Linearized Local Problem































































Simpliﬁcation of the terms appearing at both the right and the left hand side of (5.3.4)
















































f i,ru = f
i
u −C1(uri ) +C2(uˆri )− S1(uri , uˆri ) + S2(uri , uˆri ) + f(uri , uˆri ) +Ai,ruuuri −Ai,ruuˆuˆri .




























































Again, notice that A+i refers to the pseudoinverse of the rectangular matrix Ai, as deﬁned
in previous chapters.
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Linearized Global Problem









 =R5r , (5.3.8)
where
Ai,ruˆu =


























f i,ruˆ , (5.3.9)
where, now,
f i,ruˆ = f
i
uˆ − (G1(uri , uˆri ) +G2(uri , uˆri )) +Ai,ruˆuuri +Ai,ruˆuˆuˆri .
Equation (5.3.9) can be further simpliﬁed using the local solutions deﬁned by (5.3.6) as
Aruˆuˆuˆ
r+1 +Aruˆρρ









































〈uˆr+1 · n, 1〉∂Ω1
〈uˆr+1 · n, 1〉∂Ω2
...
〈uˆr+1 · n, 1〉∂Ωnel
 =
fρ︷ ︸︸ ︷
〈uD · n, 1〉∂Ω1∩∂ΩD
〈uD · n, 1〉∂Ω2∩∂ΩD
...
〈uD · n, 1〉∂Ωnel∩∂ΩD
 (5.3.12)
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whose unknowns are uˆr+1, deﬁned on Γ ∪ ΓN , and the vector of the mean boundary
pressures ρr+1, deﬁned in all the elements.
Remark 5. Even though the ﬁnal system of equations to solve, deﬁned by a global prob-
lem, (5.3.13), and the local problem, (5.3.6), is not expressed in terms of the residuals,
a proper computation of these is needed both to check the appropriate convergence of
the Newton-Raphson procedure and to work as a stopping criterion for the method. In-
deed, taking beneﬁt of the structure of the problem, the residuals of the whole system of
equations (5.3.3) can be written as
R1i,r = AiLLLri +AiLuuri −AiLuˆuˆri − f iL
R2i,r = AiuLLri +Ai,ruuuri +Aiuppri −Ai,ruuˆuˆri − f i,ru
R3i,r = Aipuuri −Aipuˆuˆri − f ip



















i − f i,ruˆ
)
R6r = Aρuˆuˆr − fρ.
(5.3.14)
Pure Dirichlet case
In a pure Dirichlet problem, the solution of the pressure is known up to a constant. There-
fore it is necessary to add a speciﬁc constrain on the pressure such as imposing null mean
pressure on the whole boundary: ∫
∂Ω
p dΓ = 0. (5.3.15)













































whose unknowns are uˆr+1, deﬁned only on the mesh skeleton Γ, and the vector of the mean
boundary pressures ρr+1, deﬁned in all the elements.
5.3.3 Solving strategy
The particular structure and the fact that only a few terms of the initial system (5.3.3) are
non-linear imply a great reduction of the eﬀorts on the linearization. As a consequence,
the linear systems resulting from the Newton-Raphson procedure (system (5.3.5) for the
local problem and equations (5.3.9) and (5.3.12) constituting the global problem) show
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a block-matrix structure where the majority of these terms are constant and only those
terms with convection or stabilization nature (recalling that the stabilization tensor, S,
may depend on u and uˆ) need to be updated at each iteration.
Taking beneﬁt of this, the solution strategy of this HDG approach to the steady incom-
pressible Navier-Stokes equations can be particularized with respect to the usual strategy
for solving a general non-linear system of equations using the Newton-Raphson method.
The diagram in Figure 5.1 illustrates the solving strategy of the linearized system of equa-
tions.
In addition, there are some interesting remarks regarding the implementation of the method
that are worth to be mentioned.
 The stabilization tensor, S, will not be linearized within the system of equations.
Even though the quadratic convergence of the Newton-Raphson method may be lost
whenever there is a dependence on u or uˆ, the iterative procedure will still converge
to the solution. This choice is made since several deﬁnitions of the stabilization tensor
may be used within this study in order to analyse the convergence behaviour of these
diﬀerent options. Moreover, the eﬀort on linearizing each of them may not be worth,
as there is not a precise deﬁnition of this stabilization tensor. Therefore, this chapter
will be focused on analysing the inﬂuence of diﬀerent deﬁnitions of the stabilization
tensor on the convergence properties of the HDG approach rather than implementing
the optimal strategy for obtaining the solution. This option will be considered once
there is a clear and certain deﬁnition of S ensuring the superconvergence behaviour
of the postprocessed velocity for a wide range of Re.






 The solution strategy presented in this study is divided into two parts, similarly as
it has been done for the Stokes and the Oseen equations. At the ﬁrst step, the global
system is solved for uˆ and ρ. Then, at a second step, L,u and p can be computed
in an element-by-element fashion using uˆ and ρ as known variables.
 The postprocessed velocity is computed only when the iterative procedure reaches
its end. That is, when the method has ﬁnally converged.
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Figure 5.1: Strategy for the solution of the HDG approach to the steady incompressible
Navier-Stokes equations.
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5.4 On the choice of the stabilization tensor
As discussed in Chapter 4, the choice of the stabilization tensor, S, is decisive for the
accuracy of the HDG method. Ensuring the optimal convergence of the primal and dual
variables of the problem allows to construct a post-processed velocity with an extra order
of convergence.
In this section, an analogous study as the one presented in Section 4.4 for the Oseen
equations is performed for the incompressible Navier-Stokes equations. The test case
corresponds to the same analytical example, the Kovasznay ﬂow, in the square domain
Ω = (0, 1)2. Moreover, the same choices of τ will be analysed.
Since a detailed preamble about the form, nature and use of the stabilization parameters
has already been presented in Section 4.4, this will be just a presentation of the results
corresponding to this case, which are summarized in Table 5.1.
Uniform τ in the whole domain
Expression Convergence behaviour Results
τ = ν/`+ V Optimal convergence of the solution and super-
convergence of the post-processed velocity for
Re < 100. L and u∗ lose one order of conver-
gence progressively as Re increases.
C.1
τ = ν/`+ 12 maxx∈Ω|u(x) · n| Optimal convergence of the solution and super-
convergence of the post-processed velocity for
low Reynolds (Re < 100). L and u∗ lose one or-
der of convergence progressively as Re increases.
C.2
Constant stabilization parameter at each face: τi
Expression Convergence behaviour Results
τi = ν/`+
1
2 maxx∈Γi |uˆ(x) ·n| Optimal convergence of the solution and super-
convergence of the post-processed solution up to
Re = 100. For higher Reynolds, problems of
convergence on the Newton-Raphson procedure
appear. (*)
C.3
τi = ν/`+ maxx∈Γi |uˆ(x) · n| Optimal convergence of the solution and super-
convergence of the post-processed velocity for
low Reynolds (Re ≤ 100). L and u∗ lose one or-
der of convergence progressively as Re increases.
C.4
τi = ν/`+ maxx∈Γi |uˆ(x)| Optimal convergence of the solution and super-
convergence of the post-processed velocity for
Re ≤ 100. L and u∗ lose one order of conver-
gence progressively as Re increases.
C.5
τi = ν/`+ ‖uˆ(x)‖L2(Γi) Optimal convergence of the solution and super-
convergence of the post-processed solution up to
Re = 100. For higher Reynolds, problems of




Expression Convergence behaviour Results
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τ(x) = ν/`+ 12 |uˆ(x) · n| Optimal convergence of the solution and super-
convergence of the post-processed solution up
to Re = 100 for suﬃciently ﬁne meshes. For
higher Reynolds, problems of convergence on the
Newton-Raphson procedure appear. (*)
C.7
τ(x) = ν/`+ |uˆ(x) · n| Optimal convergence of the solution and su-
perconvergence of the post-processed solution
for low Reynolds (Re ≤ 100). For higher
Reynolds, problems of convergence on the
Newton-Raphson procedure appear. (*)
C.8
τ(x) = ν/`+ |uˆ(x)| Optimal convergence of the solution and super-
convergence of the post-processed solution for
low Reynolds (Re < 100). L and u∗ lose one or-
der of convergence progressively as Re increases.
For Re = 104, problems of convergence on the
Newton-Raphson procedure appear. (*)
C.9
τ(x) = ν/`+ 12 uˆ(x) · n τ does not stabilize properly the solution and
the Newton-Raphson method does not converge
for any Reynolds.
N/A
Table 5.1: Summary of the convergence behaviour of the solution and the post-processed
solution for diﬀerent choices of the stabilization parameter, τ , for the steady incompressible
Navier-Stokes equations.
In an analogous way as for the Oseen equations, the choice of the stabilization tensor in the
HDG approach for the Navier-Stokes equations has a seminal importance for the perfor-
mance of the method. However, in this case, and due to the non-linearity of the problem,
its signiﬁcance is not only in terms of accuracy but also in order to provide with the nec-
essary stabilization which guarantees the convergence of the Newton-Raphson procedure,
principally in convection-dominating scenarios, as it has been observed in the numerical
experiments.
Similarly as it has been observed for the Oseen equations and as it has been reported in
other studies (for instance, in Nguyen et al. [33]), the general trend of the performance of
the HDG method shows high accuracy for low Reynolds. In these cases, optimal conver-
gence of primal and dual variables and superconvergence of the post-processed solution is
obtained. However, the optimal convergence is progressively lost (from k + 1 to k) for the
gradient of the velocity as Re increases, what implies the loss of one order of convergence
(from k + 2 to k + 1) for the post-processed velocity. For these cases, notice that u and p
still converge at a rate of k + 1.
No signiﬁcant diﬀerences can be observed from the behaviour of one or the other stabiliza-
tion parameters tested in the numerical analysis. The most robust expressions appear to
be those that are uniform in all the domain. In those cases, since no linearization is needed
in the Newton-Raphson procedure, the Jacobian is computed exactly. The choice of not
linearizing the stabilization tensor reﬂects in the problems of convergence that some very
non-linear expressions show (*), specially in high Reynolds, when the spatial variations
due to the convection-dominance are more important.
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As well as mentioned in 4.4.4, this numerical analysis may have a strong dependency on
the problem. In order to conﬁrm a general behaviour for these τ , other examples need to
be tested.
As a last remark, the analogous study to [53] by Cesmelioglu et al. for the Oseen equations
has recently been published in Cesmelioglu et al. [55] for the steady-state incompressible
Navier Stokes equations. In this one, a stabilization tensor of the form (4.4.1) is presented,
along with the following characterization:
S = ζnh
−1
K n⊗ n+ max{a · n, 0}I, (5.4.1)
where ζn ≥ 1 is constant parameter and a = P(uh, uˆh) is deﬁned on the element K by:(
P(uh, uˆh)− uh,v)
K
= 0 ∀v ∈ [Pk−1(K)]nsd ,〈
(P(uh, uˆh)− uˆh) · n, λ〉
∂K
= 0 ∀λ ∈ Pk(F ), for each face F of K.
Then, this expression for the stabilization tensor enables the superconvergence of the post-
processed velocity.
5.5 Numerical experiment: 2D lid-driven cavity ﬂow
The lid-driven cavity ﬂow is one of the standard benchmark problems for incompressible
ﬂows. It models the two-dimensional ﬂow of an isothermal ﬂuid in a square lid-driven
cavity. The upper side of the cavity moves horizontally at unit speed, whereas the other
three sides are ﬁxed.
Regardless of not having an analytical solution for this problem, it is one of the most
studied examples in the ﬁeld of computational ﬂuid dynamics, such as in [33, 42, 5661],
among others. The simplicity of both geometry and boundary conditions makes the ex-
ample very easy to run. However, this simplicity does not prevent the ﬂow from retaining
all the ﬂow physics, with the presence of rotating vortices of diﬀerent sizes appearing at
multiple locations of the cavity, specially at the lower corners, very thin boundary layers
near the sides and the rapid changes of the ﬂow at high Reynolds number.
The boundary conditions are illustrated in Figure 5.2. Note that a discontinuity appears
at the two upper corners of the cavity. Two possibilities can be prescribed: these corners
can be either considered as belonging to the top mobile side (leaky cavity) or belonging
to the ﬁxed lateral walls (non-leaky), as explained in Donea and Huerta [42]. The leaky
cavity is analysed in this study. It introduces a singularity in the pressure ﬁeld at these
two corners.
A linear transition at the two upper corners will be imposed. The slope is dimensioned
with h/k for the analysis, where h is the characteristic mesh size of the element on the
corner and k is the degree of approximation.
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Figure 5.2: Boundary conditions on the unit square domain for the lid-driven cavity ﬂow
Three non-uniform meshes composed of quadrilateral elements which are reﬁned along
the sides of the square domain are considered (displayed in Figure 5.3). Their number of
elements is, respectively, 8 × 8, 16 × 16 and 32 × 32. The two coarsest meshes are only
considered for an hk-comparison analysis. Meanwhile, for the other parts of the study, the
ﬁnest mesh is used, along with a degree approximation of order 10.
The reﬁnement along the walls is made in order to capture the boundary layer and the
complex ﬂuid structures that appear near the walls. Note that, in order to resolve the
spatial dimension of the ﬂow using a direct numerical simulation, as done in this case, the
characteristic mesh size must be of the order of the Kolmogorov scale, namely hc ≈ η =
Re−3/4`. The characteristic size of an element is h/k.
(a) Mesh with 8× 8 elements (b) Mesh with 16×16 elements (c) Mesh with 32×32 elements
Figure 5.3: Computational meshes for the lid-driven cavity ﬂow problem.
Numerical simulations are obtained for a series of Reynolds numbers (Re = 100, 500, 1000,
2500, 3500, 5000, 6500, 7500, 9000, 10000), even though this study is focused on the cases
Re = 100, Re = 1000 and Re = 10000. The approximate solutions for these extra cases are
obtained in order to perform as initial guesses for the subsequent Reynolds. The initial
guess for the lowest Reynolds corresponds to a uniform solution equal to zero.
A uniform stabilization parameter τ = V = 1 has been chosen for all the cases, such as in
Nguyen et al. [33].
The streamline contours of the velocity are displayed in Figure 5.4 for the diﬀerent studied
Reynolds. The typical structures of the lid-driven cavity ﬂow are observed.
Secondary vortices appear on the lower corners. At Re = 100, these are weak, but become
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stronger for Re = 1000. For Re = 1000, two more secondary vortices appear at these lower
corners, resulting in 2 vortices on each side. Besides, a vortex appears on the left upper
corner.
The main vortex displaces from the upper-right sector towards the centre of the square as
the Reynolds number increases. Moreover, the ﬂow gets a much circular movement when
the Re is higher.
Very thin boundary layers are observed, specially for the higher Reynolds, attached to the
walls of the cavity.












(a) Streamlines at Re = 100 (b) Streamlines at Re = 1000
(c) Streamlines at Re = 10000
Figure 5.4: Streamlines at various Reynolds numbers for the lid-driven cavity problem.
One interesting feature of this test case is the position of the primary vortex, which is the
point attaining the maximum of the stream function, usually denoted by ψ. As it has been
observed in Figure 5.4, its position varies with the Reynolds number. Table 5.2 shows the
record of the position of the primary vortex for the present study as well as for a list of
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works in the existing literature. No signiﬁcant diﬀerences are observed between them for
the three considered Reynolds.
Reference Re = 100 Re = 1000 Re = 10000
Present study (0.6166, 0.7367) (0.5315, 0.5646) (0.5125, 0.5295)
Ghia et al. [56] (0.6172, 0.7344) (0.5313, 0.5625) (0.5117, 0.5333)
Schreiber et al. [57] (0.6167, 0.7417) (0.5286, 0.5643) (0.5140, 0.5307)
Karakashian et al. [62] (0.6178, 0.7502) (0.5336, 0.5666) (0.5070, 0.5357)
Zhang [63] (0.6172, 0.7383) (0.5313, 0.5664) (0.5117, 0.5313)
Vanka [58] (0.6188, 0.7375) (0.5438, 0.5625) -
Hou et al. [64] (0.6196, 0.7373) (0.5333, 0.5647) -
Khorasanizade et al. [65] (0.6178, 0.7401) (0.5307, 0.5646) -
Erturk [66] - (0.5313, 0.5654) (0.5117, 0.5303)
Table 5.2: Position of the primary vortex of the lid-driven cavity ﬂow problem at diﬀerent
Reynolds numbers compared with values from the existing literature
.
The approximate pressure for Re = 1000 and Re = 10000 is also presented in Figure 5.5.
The singularity introduced by the leaky formulation can be observed in the two upper
corners.
(a) Pressure ﬁeld at Re = 1000. (b) Pressure ﬁeld at Re = 10000.
Figure 5.5: Pressure ﬁeld of the lid-driven cavity ﬂow problem for various Reynolds
numbers.
Another representative feature of the ﬂow consists of the proﬁle of the horizontal velocity,
ux, at the vertical centerline of the domain, x = 0.5. Figures 5.6, 5.7 and 5.8 display a
comparison between the velocity proﬁle obtained for this study and those presented in the
selected references for diﬀerent Reynolds numbers.
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Figure 5.6: ux velocity proﬁle at the vertical centerline, x = 0.5, at Re = 100 compared
with the results of Ghia et al. [56], Donea and Huerta [42] and Karakashian and Katsaounis
[62].







Figure 5.7: ux velocity proﬁle at the vertical centerline, x = 0.5, at Re = 1000 compared
with the results of Ghia et al. [56], Donea and Huerta [42], Erturk [66] and Karakashian
and Katsaounis [62].
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Figure 5.8: ux velocity proﬁle at the vertical centerline, x = 0.5, at Re = 10000 compared
with the results of Ghia et al. [56] and Erturk [66].
The good performance of the method is reﬂected on the high accuracy of the obtained
solution, even for very high Reynolds. The velocity proﬁle retraces with precision the ve-
locity proﬁles that correspond to other works in the literature. In particular, at the highest
Reynolds, the accuracy of the solution near the walls, where the eﬀect of the boundary
layer induces a strong spatial variation of the solution, is of seminal importance in order
to capture with precision the ﬂow behaviour.
Finally, a k-comparison and an h-comparison are performed and shown in Figures 5.9 and
5.10, respectively.
The k-convergence analysis consists of studying the velocity proﬁle at the vertical centerline
for diﬀerent degrees of approximation of the solution with the ﬁnest mesh. The presented
results show a very good agreement among all the depicted velocity proﬁles, which converge
rapidly to the reference solution, with k = 10. The accuracy is only compromised for the
case Re = 100000 and for the linear approximation. However, let us recall the need of
a suﬃciently small characteristic size in that region in order to resolve the ﬂow in the
boundary layer.
Similarly, the h-convergence analysis consisting of studying the proﬁle of the horizontal
velocity for diﬀerent meshes an analogous performance. In this case, the highest Reynolds
is not studied, since the element size of the coarsest mesh would be much larger that
the width of the boundary layer itself. Besides, for this case, the linear transition in the
upper corners is dimensioned just with the size of the element on the upper corner of the
second ﬁnest mesh (16×16 elements). Again, the diﬀerent solutions obtained with diﬀerent
meshes and the same degree of approximation (k = 3) are very similar among each other.
They exhibit the same behaviour than the reference solution, with the ﬁnest mesh and a
high-order approximation.
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(a) ux proﬁle at the centerline x = 0.5 for Re =
100.







(b) ux proﬁle at the centerline x = 0.5 for Re =
1000.







(c) ux proﬁle at the centerline x = 0.5 for Re =
10000.
Figure 5.9: Comparison of the ux proﬁle at the vertical centerline, x = 0.5, for diﬀerent
degrees of approximation, k, at diﬀerent Reynolds numbers.







(a) ux proﬁle at the centerline x = 0.5 for Re =
100.







(b) ux proﬁle at the centerline x = 0.5 for Re =
1000.
Figure 5.10: Comparison of the ux proﬁle at the vertical centerline, x = 0.5, for diﬀerent
meshes at diﬀerent Reynolds numbers.
All in all, the present study of the 2D lid-driven cavity ﬂow reﬂects the good performance of
the HDG method for the steady-state incompressible Navier-Stokes equations: the complex
ﬂow features of the problem are captured with precision even for very high Reynolds
numbers. Furthermore, the comparison with the existing literature shows a very good




This work presents an in-detail overview of the hybridizable discontinuous Galerkin for-
mulation for the numerical solution of incompressible ﬂows. The approach covers the
axisymmetric case of the Stokes equations as well as the 2D steady-state solutions of the
Oseen and the incompressible Navier-Stokes equations.
The implementation of the axisymmetric version of the Stokes equations has demonstrated
the inheritance of the properties related to the Cartesian formulation of the HDG ap-
proach. Therefore, it provides with a successful enhancement for the simulation of three-
dimensional ﬂows in axial symmetry, allowing the reduction of one of the dimensions of
the problem and, so, reducing signiﬁcantly the computational cost of the simulation.
The comprehension of the Oseen ﬂow represents a necessary step towards the aim of under-
standing a general incompressible ﬂow. Analogously, understanding the numerical aspects
of the resolution of the Oseen equations becomes a decisive step for the comprehension of
the computational resolution of the Navier-Stokes equations. On this way, the numerical
experiments performed for the simulation of the Kovasznay ﬂow, both with the Oseen and
the Navier-Stokes equations, have demonstrated the high sensitivity of the HDG approach
with respect to the choice of the stabilization parameter, τ . Indeed, multiple conﬁgu-
rations for this stabilization element have been tested, with various performances. The
HDG method has displayed optimal convergence properties for both the primal and the
dual variables and a superconvergent behaviour of the post-processed velocity at low and
moderate Reynolds numbers. However, at high Reynolds, the gradient of the velocity and
the post-processed velocity have shown a loss of one order of convergence for certain deﬁ-
nitions of the stabilization tensor, conﬁrming the results that are available on the present
literature. A few expressions have demonstrated optimal and superconvergent properties
for higher Reynolds. However, its robustness needs to be tested with other examples in
order to conﬁrm their competency.
Finally, the HDG approach for the solution of the steady-state incompressible Navier-
Stokes equations has demonstrated a good performance for two-dimensional simulations.
Apart from the Kovasznay example, tested for the analysis of the eﬀects of the stabilization
parameter, a more complex ﬂow, such as the lid-driven cavity ﬂow, has been tested with
successful results. The simulations at diﬀerent Reynolds numbers have displayed the full
variety of ﬂow features: rotating vortices of signiﬁcantly diﬀerent sizes, very thin bound-
ary layers and small-scale variations. Comparison of the velocity proﬁles at the vertical
centerline of the domain with results of other authors has demonstrated a high accuracy
of the simulations, thus validating the implementation of the HDG formulation.
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6.1 Further development
This study is a ﬁrst step towards the development of a 3D HDG solver able to tackle
realistic ﬂow problems. Therefore, a lot of research needs still to be done, since the incor-
poration of multiple features to the present work is required.
First, the implementation of the 3D version of the Oseen and the Navier-Stokes equations,
as well as its axisymmetric approach, is a direct next step in order to close completely
the present study. Moreover, the introduction of a high-order time discretization scheme
would permit the reproduction of transient ﬂows, a necessary performance for a standard
CFD solver.
The integration of the novel NURBS-enhanced ﬁnite element method (NEFEM), presented
by Sevilla et al. [67, 68], into the hybridizable discontinuous Galerkin approach would also
represent an important improvement for the accuracy of the solver. Indeed, NEFEM would
allow to eliminate the uncertainty due to the inexact boundary representation used in the
traditional isoparametric formulation. In fact, the adoption of NEFEM could represent
a major step towards the eﬃcient and robust implementation of p-adaptive algorithms,
exploiting the advantages of the HDG formulation and superconvergent properties of the
post-processed velocity, as proposed by Giorgiani et al. in [22]. For this reason, it is crucial
to characterize the stabilization terms that allow the method to display optimal conver-
gence for the solution and superconvergence for the post-processed velocity at any working
regime. In addition, the implementation of turbulence models to the HDG model, such as
in Fernández et al. [69], would stand for another necessary utility in order to fully resolve
the ﬂow in problems of industrial interest.
Finally, another major approach would consist of the extension to the compressible case
of the Navier-Stokes equations. For this purpose, the implementation of eﬃcient and
robust shock-capturing techniques would be necessary in order to resolve shocks within
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This appendix is devoted to the detailed presentation of the matrices and vectors appearing
in the discrete versions of both the local and the global problems induced by the HDG
method.
The chapter is organized in three parts, one for each of the problems that have been studied
in this work.
A.1 HDG method for the axisymmetric Stokes equations
The interpolation functions and their derivatives are deﬁned in a reference element, with
local coordinates ξ = (ξ, η). Note that the local coordinates are expressed in a Cartesian
framework. Then, the isoparametric transformation is used to relate the local Cartesian
coordinates and the global cylindrical coordinates, namely




Notice that, since the derivatives are respect to the local coordinates, they have a Cartesian
expression.
The following compact form of the interpolation functions is introduced
N =
[




N1n N2n . . . Nnenn
]T
,
∇N = [ (J−1∇N1)T (J−1∇N2)T . . . (J−1∇Nnen)T ]T ,
Nnsd =
[














Nˆ1n Nˆ2n . . . Nˆnfnn
]T
,
where n = (n1, n2, . . . , nnsd) denotes the outward unit normal vector to an edge/face and
Insd and In2sd are identity matrices of dimension nsd and n
2
sd, respectively.
The matrices and vectors appearing in (3.2.19) and (3.2.11), computed for each element,
i = 1, . . . , nel can be expressed as



































































































































































































































































































































where ξeg and w
e
g are the n
e
ip integration points and weights deﬁned on the reference element,
ξfg and w
f
g are the n
f
ip integration points and weights deﬁned on the reference edge and er
is the unit vector in the radial direction.
A.2 HDG method for the Oseen equations
The interpolation functions and their derivatives are deﬁned in a reference element, with
local coordinates ξ = (ξ, η). Then, the isoparametric transformation is used to relate the





Using the same notation as in A.1, the matrices and vectors appearing in (4.3.19) and
(4.3.11), computed for each element, i = 1, . . . , nel can be expressed as

























































































































































































































































































































where ξeg and w
e
g are the n
e
ip integration points and weights deﬁned on the reference element
and ξfg and w
f
g are the n
f
ip integration points and weights deﬁned on the reference edge/face.
A.3 HDGmethod for the steady incompressible Navier-Stokes
equations







the matrices and vectors appearing in (5.3.13) and (5.3.5), computed for each element,
i = 1, . . . , nel can be expressed as































































































































































































































































































































































where ξeg and w
e
g are the n
e
ip integration points and weights deﬁned on the reference element
and ξfg and w
f
g are the n
f
ip integration points and weights deﬁned on the reference edge/face.
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Appendix B
Numerical results of the convergence
analysis for the Oseen equations
This section compiles all the numerical results that have been obtained from the numerical
simulation of the Kovasznay ﬂow, an analytical solution of the Oseen equations, for diﬀerent
choices of the stabilization parameter of the HDG formulation, τ . Details of the problem
can be found in Section 4.4.
B.1 Uniform τ in the whole domain















1 3.54 e-1 3.27 e-1 - 4.79 e0 - 9.57 e-1 - 3.18 e-1 -
1.77 e-1 5.92 e-2 2.47 1.32 e0 1.86 3.09 e-1 1.63 3.80 e-2 3.07
8.84 e-2 1.20 e-2 2.30 2.77 e-1 2.25 7.86 e-2 1.98 3.67 e-3 3.37
4.42 e-2 2.84 e-3 2.08 6.13 e-2 2.18 1.89 e-2 2.05 3.87 e-4 3.25
2.21 e-2 7.00 e-4 2.02 1.41 e-2 2.12 4.59 e-3 2.04 4.41 e-5 3.13
2 3.54 e-1 7.90 e-2 - 2.61 e0 - 4.44 e-1 - 8.10 e-2 -
1.77 e-1 6.42 e-3 3.62 2.42 e-1 3.43 6.77 e-2 2.71 5.62 e-3 3.85
8.84 e-2 7.94 e-4 3.02 2.90 e-2 3.06 7.09 e-3 3.26 2.71 e-4 4.37
4.42 e-2 9.73 e-5 3.03 3.12 e-3 3.21 8.25 e-4 3.10 1.54 e-5 4.13
2.21 e-2 1.21 e-5 3.01 3.57 e-4 3.13 9.91 e-5 3.06 9.28 e-7 4.06
3 3.54 e-1 3.58 e-2 - 6.07 e-1 - 2.02 e-1 - 2.33 e-2 -
1.77 e-1 2.03 e-3 4.14 5.65 e-2 3.42 1.38 e-2 3.87 5.56 e-4 5.39
8.84 e-2 1.19 e-4 4.09 2.76 e-3 4.36 7.89 e-4 4.13 1.76 e-5 4.98
4.42 e-2 6.99 e-6 4.09 1.51 e-4 4.19 4.59 e-5 4.10 4.99 e-7 5.14
2.21 e-2 4.29 e-7 4.03 8.64 e-6 4.13 2.75 e-6 4.06 1.48 e-8 5.07
4 3.54 e-1 6.23 e-3 - 2.99 e-1 - 4.48 e-2 - 4.19 e-3 -
1.77 e-1 2.47 e-4 4.65 6.78 e-3 5.47 1.84 e-3 4.60 8.75 e-5 5.58
8.84 e-2 5.73 e-6 5.43 1.93 e-4 5.13 4.74 e-5 5.28 1.06 e-6 6.36
4.42 e-2 1.70 e-7 5.07 5.10 e-6 5.24 1.35 e-6 5.13 1.53 e-8 6.12
2.21 e-2 5.23 e-9 5.03 1.43 e-7 5.16 4.01 e-8 5.07 2.33 e-10 6.04















1 3.54 e-1 3.90 e-1 - 1.45 e0 - 8.81 e-1 - 3.92 e-1 -
1.77 e-1 5.07 e-2 2.94 2.36 e-1 2.62 3.35 e-1 1.39 4.34 e-2 3.18
8.84 e-2 2.47 e-2 1.04 1.01 e-1 1.22 1.69 e-1 -.99 2.13 e-2 1.03
4.42 e-2 4.87 e-3 2.34 2.77 e-2 1.87 5.76 e-2 1.55 3.48 e-3 2.61
2.21 e-2 1.04 e-3 2.23 7.73 e-3 1.84 1.77 e-2 1.70 5.20 e-4 2.74
2 3.54 e-1 9.22 e-2 - 5.64 e-1 - 4.37 e-1 - 9.32 e-2 -
1.77 e-1 1.80 e-2 2.35 1.11 e-1 2.35 1.63 e-1 1.42 2.10 e-2 2.15
8.84 e-2 1.33 e-3 3.76 1.18 e-2 3.23 2.15 e-2 2.93 1.50 e-3 3.81
4.42 e-2 1.10 e-4 3.60 1.69 e-3 2.80 3.48 e-3 2.63 1.22 e-4 3.62
2.21 e-2 8.67 e-6 3.66 2.30 e-4 2.88 5.16 e-4 2.75 9.08 e-6 3.75
3 3.54 e-1 5.67 e-2 - 1.89 e-1 - 2.71 e-1 - 5.10 e-2 -
1.77 e-1 1.17 e-3 5.60 8.07 e-3 4.55 1.28 e-2 4.40 9.06 e-4 5.81
8.84 e-2 1.72 e-4 2.77 1.16 e-3 2.80 2.16 e-3 2.57 1.03 e-4 3.14
4.42 e-2 9.68 e-6 4.15 7.57 e-5 3.94 1.68 e-4 3.69 3.97 e-6 4.69
2.21 e-2 5.81 e-7 4.06 5.04 e-6 3.91 1.20 e-5 3.80 1.42 e-7 4.81
4 3.54 e-1 9.06 e-3 - 9.83 e-2 - 3.63 e-2 - 6.32 e-3 -
1.77 e-1 4.09 e-4 4.47 4.02 e-3 4.61 5.66 e-3 2.68 4.03 e-4 3.97
8.84 e-2 5.45 e-6 6.23 7.88 e-5 5.67 1.63 e-4 5.11 6.20 e-6 6.02
4.42 e-2 1.21 e-7 5.50 2.77 e-6 4.83 6.16 e-6 4.73 1.18 e-7 5.72















1 3.54 e-1 5.64 e-1 - 3.77 e0 - 9.51 e-1 - 5.74 e-1 -
1.77 e-1 8.41 e-2 2.74 1.04 e0 1.86 4.73 e-1 1.01 8.09 e-2 2.83
8.84 e-2 5.80 e-2 0.54 4.64 e-1 1.16 3.65 e-1 0.38 5.69 e-2 0.51
4.42 e-2 1.13 e-2 2.36 9.07 e-2 2.36 1.59 e-1 1.20 1.08 e-2 2.39
2.21 e-2 2.33 e-3 2.28 2.43 e-2 1.90 6.37 e-2 1.32 2.12 e-3 2.36
2 3.54 e-1 1.68 e-1 - 2.11 e0 - 7.43 e-1 - 1.71 e-1 -
1.77 e-1 4.79 e-2 1.81 4.05 e-1 2.38 3.19 e-1 1.22 5.28 e-2 1.69
8.84 e-2 5.72 e-3 3.07 3.65 e-2 3.47 5.23 e-2 2.61 6.04 e-3 3.13
4.42 e-2 6.18 e-4 3.21 5.27 e-3 2.79 1.08 e-2 2.28 6.56 e-4 3.20
2.21 e-2 5.64 e-5 3.45 8.29 e-4 2.67 2.07 e-3 2.38 6.12 e-5 3.42
3 3.54 e-1 1.23 e-1 - 7.49 e-1 - 4.96 e-1 - 1.21 e-1 -
1.77 e-1 2.24 e-3 5.78 3.35 e-2 4.48 2.02 e-2 4.62 2.06 e-3 5.88
8.84 e-2 4.72 e-4 2.24 4.91 e-3 2.77 5.77 e-3 1.81 4.48 e-4 2.20
4.42 e-2 2.39 e-5 4.30 2.62 e-4 4.23 5.65 e-4 3.35 2.18 e-5 4.36
2.21 e-2 1.21 e-6 4.30 1.91 e-5 3.78 5.37 e-5 3.39 9.95 e-7 4.45
4 3.54 e-1 2.05 e-2 - 5.15 e-1 - 9.68 e-2 - 1.92 e-2 -
1.77 e-1 1.41 e-3 3.86 2.37 e-2 4.44 1.42 e-2 2.77 1.46 e-3 3.72
8.84 e-2 2.69 e-5 5.72 2.54 e-4 6.54 4.66 e-4 4.93 2.91 e-5 5.65
4.42 e-2 6.41 e-7 5.39 1.07 e-5 4.57 2.30 e-5 4.34 7.01 e-7 5.38
2.21 e-2 1.40 e-8 5.51 3.73 e-7 4.84 1.06 e-6 4.44 1.58 e-8 5.47















1 3.54 e-1 5.98 e-1 - 3.62 e1 - 9.67 e-1 - 6.09 e-1 -
1.77 e-1 9.51 e-2 2.65 9.72 e0 1.90 5.15 e-1 0.91 9.30 e-2 2.71
8.84 e-2 7.44 e-2 0.35 3.48 e0 1.48 4.72 e-1 0.13 7.41 e-2 0.33
4.42 e-2 1.45 e-2 2.36 5.45 e-1 2.67 2.20 e-1 1.10 1.44 e-2 2.36
2.21 e-2 3.27 e-3 2.15 8.86 e-2 2.62 1.04 e-1 1.07 3.23 e-3 2.16
2 3.54 e-1 1.93 e-1 - 2.01 e1 - 8.55 e-1 - 1.98 e-1 -
1.77 e-1 6.05 e-2 1.68 3.32 e0 2.59 4.19 e-1 1.03 6.53 e-2 1.60
8.84 e-2 8.38 e-3 2.85 2.99 e-1 3.47 7.98 e-2 2.39 8.68 e-3 2.91
4.42 e-2 1.22 e-3 2.78 2.90 e-2 3.37 1.90 e-2 2.07 1.25 e-3 2.79
2.21 e-2 1.45 e-4 3.07 3.05 e-3 3.25 4.35 e-3 2.13 1.50 e-4 3.07
3 3.54 e-1 1.54 e-1 - 6.68 e0 - 6.63 e-1 - 1.54 e-1 -
1.77 e-1 3.40 e-3 5.50 2.97 e-1 4.49 3.32 e-2 4.32 3.28 e-3 5.55
8.84 e-2 7.66 e-4 2.15 4.04 e-2 2.88 1.02 e-2 1.70 7.59 e-4 2.11
4.42 e-2 4.33 e-5 4.14 1.43 e-3 4.82 1.11 e-3 3.20 4.29 e-5 4.14
2.21 e-2 2.57 e-6 4.08 8.41 e-5 4.09 1.18 e-4 3.23 2.53 e-6 4.09
4 3.54 e-1 2.82 e-2 - 5.43 e0 - 1.46 e-1 - 2.72 e-2 -
1.77 e-1 2.25 e-3 3.65 2.20 e-1 4.63 2.66 e-2 2.46 2.29 e-3 3.57
8.84 e-2 5.11 e-5 5.46 1.46 e-3 7.23 8.53 e-4 4.96 5.31 e-5 5.43
4.42 e-2 1.60 e-6 5.00 6.38 e-5 4.52 4.80 e-5 4.15 1.65 e-6 5.01
2.21 e-2 4.23 e-8 5.24 1.82 e-6 5.13 2.48 e-6 4.27 4.42 e-8 5.22
Table B.1: History of convergence of the HDG method for the Oseen equations with
τ = ν/`+ V for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.26 e-1 - 4.41 e0 - 9.40 e-1 - 3.11 e-1 -
1.77 e-1 6.56 e-2 2.31 1.19 e0 1.89 2.95 e-1 1.67 3.50 e-2 3.15
8.84 e-2 1.33 e-2 2.30 2.40 e-1 2.31 7.32 e-2 2.01 3.18 e-3 3.46
4.42 e-2 3.16 e-3 2.08 5.21 e-2 2.20 1.75 e-2 2.07 3.21 e-4 3.31
2.21 e-2 7.79 e-4 2.02 1.19 e-2 2.13 4.24 e-3 2.04 3.56 e-5 3.17
2 3.54 e-1 8.05 e-2 - 2.35 e0 - 4.07 e-1 - 7.71 e-2 -
1.77 e-1 8.33 e-3 3.27 1.94 e-1 3.60 5.93 e-2 2.78 4.91 e-3 3.97
8.84 e-2 1.02 e-3 3.03 2.44 e-2 2.99 6.19 e-3 3.26 2.40 e-4 4.36
4.42 e-2 1.24 e-4 3.03 2.61 e-3 3.22 7.13 e-4 3.12 1.33 e-5 4.17
2.21 e-2 1.55 e-5 3.01 2.96 e-4 3.14 8.51 e-5 3.07 7.91 e-7 4.08
3 3.54 e-1 3.62 e-2 - 4.92 e-1 - 1.90 e-1 - 2.11 e-2 -
1.77 e-1 2.45 e-3 3.89 5.04 e-2 3.29 1.31 e-2 3.86 5.13 e-4 5.36
8.84 e-2 1.38 e-4 4.15 2.35 e-3 4.42 7.21 e-4 4.18 1.52 e-5 5.07
4.42 e-2 7.91 e-6 4.12 1.28 e-4 4.20 4.18 e-5 4.11 4.28 e-7 5.15
2.21 e-2 4.85 e-7 4.03 7.30 e-6 4.13 2.51 e-6 4.06 1.26 e-8 5.08
4 3.54 e-1 8.50 e-3 - 2.65 e-1 - 4.23 e-2 - 4.16 e-3 -
1.77 e-1 4.08 e-4 4.38 5.54 e-3 5.58 1.57 e-3 4.76 7.52 e-5 5.79
8.84 e-2 7.81 e-6 5.71 1.62 e-4 5.09 4.15 e-5 5.24 9.60 e-7 6.29
4.42 e-2 2.26 e-7 5.11 4.29 e-6 5.24 1.18 e-6 5.14 1.37 e-8 6.13















1 3.54 e-1 3.74 e-1 - 1.32 e0 - 8.28 e-1 - 3.73 e-1 -
1.77 e-1 5.04 e-2 2.89 1.98 e-1 2.73 2.88 e-1 1.52 3.94 e-2 3.24
8.84 e-2 1.99 e-2 1.34 6.55 e-2 1.60 1.22 e-1 1.24 1.43 e-2 1.46
4.42 e-2 4.19 e-3 2.25 1.64 e-2 1.99 3.73 e-2 1.71 2.15 e-3 2.74
2.21 e-2 9.68 e-4 2.11 4.32 e-3 1.93 1.05 e-2 1.83 2.97 e-4 2.85
2 3.54 e-1 8.60 e-2 - 4.22 e-1 - 3.56 e-1 - 8.61 e-2 -
1.77 e-1 1.38 e-2 2.64 7.66 e-2 2.46 1.26 e-1 1.50 1.54 e-2 2.48
8.84 e-2 8.99 e-4 3.94 6.88 e-3 3.48 1.46 e-2 3.11 1.01 e-3 3.94
4.42 e-2 7.46 e-5 3.59 9.43 e-4 2.87 2.12 e-3 2.78 7.38 e-5 3.77
2.21 e-2 6.51 e-6 3.52 1.23 e-4 2.94 2.91 e-4 2.86 5.10 e-6 3.85
3 3.54 e-1 5.06 e-2 - 1.36 e-1 - 2.15 e-1 - 4.03 e-2 -
1.77 e-1 1.24 e-3 5.36 6.37 e-3 4.41 1.15 e-2 4.22 8.01 e-4 5.65
8.84 e-2 1.71 e-4 2.85 7.47 e-4 3.09 1.45 e-3 2.99 6.64 e-5 3.59
4.42 e-2 9.47 e-6 4.18 4.23 e-5 4.14 1.00 e-4 3.85 2.33 e-6 4.83
2.21 e-2 5.78 e-7 4.03 2.69 e-6 3.98 6.74 e-6 3.90 7.82 e-8 4.90
4 3.54 e-1 1.39 e-2 - 8.24 e-2 - 4.93 e-2 - 7.28 e-3 -
1.77 e-1 5.33 e-4 4.70 3.28 e-3 4.65 4.39 e-3 3.49 2.95 e-4 4.63
8.84 e-2 3.82 e-6 7.12 4.52 e-5 6.18 1.03 e-4 5.41 3.94 e-6 6.23
4.42 e-2 1.31 e-7 4.87 1.56 e-6 4.86 3.57 e-6 4.85 6.83 e-8 5.85
2.21 e-2 2.63 e-9 5.64 4.83 e-8 5.01 1.17 e-7 4.93 1.13 e-9 5.91















1 3.54 e-1 5.58 e-1 - 2.93 e0 - 9.42 e-1 - 5.66 e-1 -
1.77 e-1 8.58 e-2 2.70 9.28 e-1 1.66 4.61 e-1 1.03 7.95 e-2 2.83
8.84 e-2 5.06 e-2 0.76 3.61 e-1 1.36 3.18 e-1 0.54 4.85 e-2 0.71
4.42 e-2 9.87 e-3 2.36 6.92 e-2 2.38 1.32 e-1 1.27 9.04 e-3 2.42
2.21 e-2 2.00 e-3 2.31 1.70 e-2 2.03 4.90 e-2 1.43 1.64 e-3 2.46
2 3.54 e-1 1.55 e-1 - 1.75 e0 - 6.63 e-1 - 1.56 e-1 -
1.77 e-1 4.28 e-2 1.85 3.51 e-1 2.32 2.90 e-1 1.20 4.73 e-2 1.72
8.84 e-2 4.70 e-3 3.19 2.53 e-2 3.79 4.43 e-2 2.71 5.02 e-3 3.24
4.42 e-2 4.68 e-4 3.33 3.45 e-3 2.87 8.55 e-3 2.37 5.03 e-4 3.32
2.21 e-2 3.96 e-5 3.56 5.05 e-4 2.77 1.53 e-3 2.48 4.35 e-5 3.53
3 3.54 e-1 1.15 e-1 - 6.44 e-1 - 4.54 e-1 - 1.11 e-1 -
1.77 e-1 2.40 e-3 5.58 3.23 e-2 4.32 2.04 e-2 4.48 1.97 e-3 5.82
8.84 e-2 4.27 e-4 2.49 4.04 e-3 3.00 5.09 e-3 2.00 3.72 e-4 2.40
4.42 e-2 2.07 e-5 4.37 1.75 e-4 4.53 4.51 e-4 3.50 1.71 e-5 4.44
2.21 e-2 1.05 e-6 4.30 1.17 e-5 3.90 3.89 e-5 3.54 7.13 e-7 4.59
4 3.54 e-1 2.88 e-2 - 5.46 e-1 - 1.22 e-1 - 2.41 e-2 -
1.77 e-1 1.61 e-3 4.16 2.39 e-2 4.51 1.58 e-2 2.94 1.44 e-3 4.06
8.84 e-2 2.24 e-5 6.17 1.68 e-4 7.15 3.92 e-4 5.34 2.43 e-5 5.89
4.42 e-2 5.20 e-7 5.43 7.35 e-6 4.52 1.80 e-5 4.44 5.28 e-7 5.52















1 3.54 e-1 5.99 e-1 - 2.86 e1 - 9.71 e-1 - 6.08 e-1 -
1.77 e-1 1.01 e-1 2.57 8.69 e0 1.72 5.36 e-1 0.86 9.66 e-2 2.65
8.84 e-2 6.89 e-2 0.55 3.08 e0 1.50 4.51 e-1 0.25 6.83 e-2 0.50
4.42 e-2 1.40 e-2 2.30 4.69 e-1 2.71 2.12 e-1 1.09 1.39 e-2 2.30
2.21 e-2 3.13 e-3 2.16 7.73 e-2 2.60 9.82 e-2 1.11 3.06 e-3 2.18
2 3.54 e-1 1.84 e-1 - 1.82 e1 - 8.21 e-1 - 1.88 e-1 -
1.77 e-1 5.64 e-2 1.70 3.17 e0 2.52 3.93 e-1 1.06 6.12 e-2 1.62
8.84 e-2 7.75 e-3 2.86 2.37 e-1 3.74 7.46 e-2 2.40 8.05 e-3 2.93
4.42 e-2 1.11 e-3 2.80 2.29 e-2 3.37 1.74 e-2 2.10 1.15 e-3 2.81
2.21 e-2 1.26 e-4 3.14 2.28 e-3 3.33 3.80 e-3 2.19 1.31 e-4 3.14
3 3.54 e-1 1.47 e-1 - 5.68 e0 - 6.35 e-1 - 1.46 e-1 -
1.77 e-1 3.68 e-3 5.32 3.08 e-1 4.20 3.62 e-2 4.13 3.39 e-3 5.43
8.84 e-2 7.01 e-4 2.39 3.80 e-2 3.02 1.00 e-2 1.85 6.79 e-4 2.32
4.42 e-2 4.00 e-5 4.13 1.21 e-3 4.97 1.01 e-3 3.31 3.92 e-5 4.12
2.21 e-2 2.31 e-6 4.11 6.50 e-5 4.22 1.04 e-4 3.28 2.24 e-6 4.13
4 3.54 e-1 3.81 e-2 - 5.86 e0 - 1.63 e-1 - 3.39 e-2 -
1.77 e-1 2.91 e-3 3.71 2.46 e-1 4.57 3.62 e-2 2.17 2.81 e-3 3.59
8.84 e-2 4.71 e-5 5.95 1.17 e-3 7.72 7.86 e-4 5.53 4.92 e-5 5.84
4.42 e-2 1.40 e-6 5.07 5.55 e-5 4.40 4.30 e-5 4.19 1.45 e-6 5.09
2.21 e-2 3.53 e-8 5.31 1.34 e-6 5.37 2.12 e-6 4.34 3.71 e-8 5.29
Table B.2: History of convergence of the HDG method for the Oseen equations with
τ = ν/`+ 12 maxx∈Ω|a(x) · n| for diﬀerent Re in the Kovasznay problem.
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B.2 Constant stabilization parameter at each face: τi
B.2.1 τi = ν/`+
1
2















1 3.54 e-1 3.41 e-1 - 4.15 e0 - 9.26 e-1 - 3.03 e-1 -
1.77 e-1 8.93 e-2 1.93 1.12 e0 1.89 2.87 e-1 1.69 3.26 e-2 3.22
8.84 e-2 1.87 e-2 2.26 2.20 e-1 2.35 7.09 e-2 2.02 2.93 e-3 3.48
4.42 e-2 4.59 e-3 2.03 4.83 e-2 2.18 1.70 e-2 2.06 2.93 e-4 3.32
2.21 e-2 1.15 e-3 2.00 1.12 e-2 2.11 4.13 e-3 2.04 3.25 e-5 3.17
2 3.54 e-1 9.43 e-2 - 2.20 e0 - 3.84 e-1 - 7.43 e-2 -
1.77 e-1 1.43 e-2 2.72 1.66 e-1 3.73 5.49 e-2 2.81 4.52 e-3 4.04
8.84 e-2 1.84 e-3 2.96 2.23 e-2 2.90 5.74 e-3 3.26 2.24 e-4 4.33
4.42 e-2 2.36 e-4 2.96 2.41 e-3 3.21 6.67 e-4 3.11 1.24 e-5 4.17
2.21 e-2 3.00 e-5 2.98 2.74 e-4 3.14 8.01 e-5 3.06 7.38 e-7 4.08
3 3.54 e-1 3.95 e-2 - 4.32 e-1 - 1.83 e-1 - 1.99 e-2 -
1.77 e-1 3.56 e-3 3.47 4.75 e-2 3.18 1.27 e-2 3.84 4.94 e-4 5.33
8.84 e-2 1.99 e-4 4.16 2.12 e-3 4.49 6.89 e-4 4.21 1.41 e-5 5.13
4.42 e-2 1.24 e-5 4.01 1.17 e-4 4.18 4.02 e-5 4.10 3.98 e-7 5.14
2.21 e-2 7.77 e-7 3.99 6.79 e-6 4.11 2.42 e-6 4.05 1.18 e-8 5.07
4 3.54 e-1 1.03 e-2 - 2.38 e-1 - 4.17 e-2 - 4.20 e-3 -
1.77 e-1 7.50 e-4 3.78 5.26 e-3 5.50 1.45 e-3 4.85 6.94 e-5 5.92
8.84 e-2 1.51 e-5 5.63 1.46 e-4 5.18 3.86 e-5 5.23 9.17 e-7 6.24
4.42 e-2 4.64 e-7 5.03 3.92 e-6 5.22 1.10 e-6 5.13 1.31 e-8 6.13















1 3.54 e-1 3.45 e-1 - 1.25 e0 - 7.41 e-1 - 3.39 e-1 -
1.77 e-1 7.28 e-2 2.25 1.83 e-1 2.77 2.54 e-1 1.55 4.02 e-2 3.08
8.84 e-2 2.01 e-2 1.86 3.53 e-2 2.37 8.04 e-2 1.66 7.88 e-3 2.35
4.42 e-2 4.54 e-3 2.14 7.50 e-3 2.23 2.15 e-2 1.90 1.10 e-3 2.85
2.21 e-2 1.08 e-3 2.06 1.85 e-3 2.02 5.60 e-3 1.94 1.42 e-4 2.95
2 3.54 e-1 8.76 e-2 - 3.09 e-1 - 2.79 e-1 - 8.12 e-2 -
1.77 e-1 1.67 e-2 2.39 5.91 e-2 2.39 8.65 e-2 1.69 9.92 e-3 3.03
8.84 e-2 9.99 e-4 4.07 3.45 e-3 4.10 8.06 e-3 3.42 5.84 e-4 4.09
4.42 e-2 1.45 e-4 2.78 4.20 e-4 3.04 9.94 e-4 3.02 3.54 e-5 4.04
2.21 e-2 1.98 e-5 2.87 5.12 e-5 3.04 1.27 e-4 2.97 2.30 e-6 3.95
3 3.54 e-1 4.47 e-2 - 1.03 e-1 - 1.21 e-1 - 2.26 e-2 -
1.77 e-1 1.86 e-3 4.59 5.66 e-3 4.19 1.09 e-2 3.47 7.46 e-4 4.92
8.84 e-2 2.86 e-4 2.70 5.12 e-4 3.47 9.46 e-4 3.53 3.85 e-5 4.28
4.42 e-2 1.25 e-5 4.51 2.08 e-5 4.62 5.30 e-5 4.16 1.16 e-6 5.06
2.21 e-2 6.63 e-7 4.24 1.23 e-6 4.08 3.35 e-6 3.98 3.69 e-8 4.97
4 3.54 e-1 2.13 e-2 - 6.14 e-2 - 6.92 e-2 - 8.80 e-3 -
1.77 e-1 1.25 e-3 4.09 4.01 e-3 3.94 4.37 e-3 3.98 2.72 e-4 5.01
8.84 e-2 5.65 e-6 7.78 2.46 e-5 7.35 5.41 e-5 6.34 2.20 e-6 6.95
4.42 e-2 4.64 e-7 3.61 7.98 e-7 4.94 1.65 e-6 5.04 3.30 e-8 6.06
2.21 e-2 1.07 e-8 5.43 2.11 e-8 5.24 4.91 e-8 5.07 5.14 e-10 6.00















1 3.54 e-1 5.78 e-1 - 1.92 e0 - 1.00 e0 - 5.80 e-1 -
1.77 e-1 1.17 e-1 2.30 7.78 e-1 1.30 3.37 e-1 1.57 7.37 e-2 2.98
8.84 e-2 4.65 e-2 1.33 2.15 e-1 1.86 2.29 e-1 0.56 3.20 e-2 1.20
4.42 e-2 9.45 e-3 2.30 3.31 e-2 2.70 8.31 e-2 1.46 6.08 e-3 2.40
2.21 e-2 1.92 e-3 2.30 7.87 e-3 2.07 2.96 e-2 1.49 1.07 e-3 2.51
2 3.54 e-1 5.96 e-1 - 3.64 e0 - 1.69 e0 - 5.17 e-1 -
1.77 e-1 5.49 e-1 0.12 1.59 e0 1.20 2.34 e0 -0.47 2.09 e-1 1.31
8.84 e-2 3.83 e-3 7.16 1.51 e-2 6.72 3.34 e-2 6.13 3.51 e-3 5.89
4.42 e-2 4.46 e-4 3.10 1.75 e-3 3.11 5.93 e-3 2.49 3.24 e-4 3.44
2.21 e-2 4.61 e-5 3.28 2.12 e-4 3.05 8.98 e-4 2.72 2.44 e-5 3.74
3 3.54 e-1 5.44 e-1 - 4.36 e0 - 1.86 e0 - 4.67 e-1 -
1.77 e-1 3.38 e-2 4.01 1.26 e-1 5.12 1.94 e-1 3.26 1.54 e-2 4.92
8.84 e-2 1.47 e-3 4.53 6.67 e-3 4.23 9.56 e-3 4.34 4.45 e-4 5.11
4.42 e-2 3.39 e-5 5.44 1.08 e-4 5.95 3.21 e-4 4.90 1.20 e-5 5.21
2.21 e-2 1.31 e-6 4.69 5.97 e-6 4.17 2.28 e-5 3.81 4.26 e-7 4.82
4 3.54 e-1 2.45 e-1 - 1.78 e0 - 1.10 e0 - 1.97 e-1 -
1.77 e-1 8.73 e-3 4.81 6.15 e-2 4.85 5.99 e-2 4.20 4.18 e-3 5.56
8.84 e-2 2.39 e-5 8.51 1.14 e-4 9.07 3.14 e-4 7.58 1.84 e-5 7.83
4.42 e-2 1.70 e-6 3.81 5.14 e-6 4.48 1.33 e-5 4.56 3.52 e-7 5.71















1 3.54 e-1 6.39 e-1 - 2.03 e1 - 1.07 e0 - 6.38 e-1 -
1.77 e-1 1.54 e-1 2.05 7.96 e0 1.35 4.68 e-1 1.20 9.80 e-2 2.70
8.84 e-2 6.74 e-2 1.20 1.89 e0 2.07 3.75 e-1 0.32 4.64 e-2 1.08
4.42 e-2 1.37 e-2 2.30 1.79 e-1 3.40 1.40 e-1 1.42 9.65 e-3 2.27
2.21 e-2 2.89 e-3 2.24 3.53 e-2 2.35 5.89 e-2 1.25 2.15 e-3 2.17
2 3.54 e-1 6.55 e-1 - 4.28 e1 - 1.89 e0 - 5.44 e-1 -
1.77 e-1 1.10 e-1 2.57 5.29 e0 3.01 6.26 e-1 1.59 9.53 e-2 2.51
8.84 e-2 8.24 e-2 0.42 1.28 e0 2.05 6.93 e-1 -0.15 5.62 e-2 0.76
4.42 e-2 1.32 e-3 5.97 1.76 e-2 6.18 1.95 e-2 5.15 9.11 e-4 5.95
2.21 e-2 1.38 e-4 3.26 1.23 e-3 3.84 3.09 e-3 2.66 9.36 e-5 3.28
3 3.54 e-1 4.40 e-1 - 1.63 e1 - 1.54 e0 - 4.06 e-1 -
1.77 e-1 1.14 e-1 1.96 5.20 e0 1.65 6.75 e-1 1.19 9.90 e-2 2.03
8.84 e-2 8.09 e-2 0.49 1.18 e0 2.14 1.06 e0 -0.65 5.17 e-2 0.94
4.42 e-2 1.81 e-3 5.48 1.61 e-2 6.20 2.63 e-2 5.33 5.24 e-4 6.62
2.21 e-2 2.85 e-6 9.31 3.92 e-5 8.68 8.29 e-5 8.31 1.74 e-6 8.24
4 3.54 e-1 5.00 e-1 - 3.01 e1 - 2.28 e0 - 4.22 e-1 -
1.77 e-1 5.49 e-1 -0.13 1.63 e1 0.89 5.46 e0 -1.26 5.01 e-1 -0.25
8.84 e-2 4.07 e-3 7.07 6.66 e-2 7.93 6.51 e-2 6.39 2.43 e-3 7.69
4.42 e-2 2.74 e-2 -2.75 2.38 e-1 -1.83 4.64 e-1 -2.83 5.71 e-3 -1.23
2.21 e-2 1.39 e-7 17.58 9.57 e-7 17.92 2.22 e-6 17.67 3.31 e-8 17.40
Table B.3: History of convergence of the HDG method for the Oseen equations with
τi = ν/`+
1
2 maxx∈Γi |a(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.28 e-1 - 4.40 e0 - 9.35 e-1 - 3.09 e-1 -
1.77 e-1 6.97 e-2 2.23 1.18 e0 1.89 2.96 e-1 1.66 3.48 e-2 3.15
8.84 e-2 1.46 e-2 2.25 2.32 e-1 2.35 7.35 e-2 2.01 3.17 e-3 3.46
4.42 e-2 3.57 e-3 2.04 5.13 e-2 2.18 1.75 e-2 2.07 3.17 e-4 3.32
2.21 e-2 8.95 e-4 1.99 1.18 e-2 2.13 4.23 e-3 2.05 3.51 e-5 3.18
2 3.54 e-1 8.46 e-2 - 2.34 e0 - 4.16 e-1 - 7.80 e-2 -
1.77 e-1 8.65 e-3 3.29 1.96 e-1 3.58 6.19 e-2 2.75 5.10 e-3 3.93
8.84 e-2 1.22 e-3 2.83 2.45 e-2 3.00 6.06 e-3 3.35 2.35 e-4 4.44
4.42 e-2 1.60 e-4 2.93 2.58 e-3 3.25 6.99 e-4 3.12 1.30 e-5 4.18
2.21 e-2 2.10 e-5 2.93 2.91 e-4 3.15 8.35 e-5 3.07 7.69 e-7 4.08
3 3.54 e-1 3.69 e-2 - 5.27 e-1 - 1.94 e-1 - 2.19 e-2 -
1.77 e-1 2.31 e-3 4.00 5.25 e-2 3.33 1.31 e-2 3.89 5.17 e-4 5.41
8.84 e-2 1.43 e-4 4.01 2.27 e-3 4.53 7.18 e-4 4.19 1.51 e-5 5.09
4.42 e-2 9.10 e-6 3.98 1.25 e-4 4.18 4.14 e-5 4.12 4.21 e-7 5.17
2.21 e-2 5.85 e-7 3.96 7.18 e-6 4.12 2.49 e-6 4.06 1.24 e-8 5.09
4 3.54 e-1 6.52 e-3 - 2.70 e-1 - 4.32 e-2 - 4.17 e-3 -
1.77 e-1 3.10 e-4 4.40 5.67 e-3 5.57 1.64 e-3 4.72 7.92 e-5 5.72
8.84 e-2 9.03 e-6 5.10 1.62 e-4 5.13 4.07 e-5 5.34 9.49 e-7 6.38
4.42 e-2 2.97 e-7 4.92 4.21 e-6 5.27 1.16 e-6 5.13 1.35 e-8 6.13















1 3.54 e-1 3.74 e-1 - 1.35 e0 - 8.50 e-1 - 3.77 e-1 -
1.77 e-1 6.24 e-2 2.58 1.68 e-1 3.01 2.64 e-1 1.69 4.16 e-2 3.18
8.84 e-2 2.02 e-2 1.62 4.86 e-2 1.79 1.11 e-1 1.25 1.22 e-2 1.77
4.42 e-2 4.40 e-3 2.20 1.20 e-2 2.02 3.28 e-2 1.76 1.81 e-3 2.75
2.21 e-2 1.03 e-3 2.10 3.18 e-3 1.92 9.18 e-3 1.84 2.50 e-4 2.86
2 3.54 e-1 1.04 e-1 - 3.73 e-1 - 3.71 e-1 - 9.68 e-2 -
1.77 e-1 1.49 e-2 2.81 6.70 e-2 2.48 1.26 e-1 1.56 1.60 e-2 2.60
8.84 e-2 9.62 e-4 3.95 5.62 e-3 3.57 1.32 e-2 3.26 9.28 e-4 4.11
4.42 e-2 9.15 e-5 3.39 7.35 e-4 2.93 1.80 e-3 2.88 6.25 e-5 3.89
2.21 e-2 1.17 e-5 2.97 9.35 e-5 2.97 2.36 e-4 2.93 4.14 e-6 3.92
3 3.54 e-1 5.48 e-2 - 1.41 e-1 - 2.43 e-1 - 4.63 e-2 -
1.77 e-1 1.21 e-3 5.50 6.13 e-3 4.53 1.12 e-2 4.45 7.81 e-4 5.89
8.84 e-2 1.74 e-4 2.79 6.27 e-4 3.29 1.33 e-3 3.07 6.06 e-5 3.69
4.42 e-2 9.97 e-6 4.12 3.57 e-5 4.14 8.73 e-5 3.93 2.03 e-6 4.90
2.21 e-2 5.99 e-7 4.06 2.24 e-6 3.99 5.76 e-6 3.92 6.69 e-8 4.92
4 3.54 e-1 9.89 e-3 - 7.79 e-2 - 3.67 e-2 - 6.39 e-3 -
1.77 e-1 4.15 e-4 4.57 2.86 e-3 4.77 4.30 e-3 3.09 2.96 e-4 4.43
8.84 e-2 3.87 e-6 6.75 4.11 e-5 6.12 9.19 e-5 5.55 3.56 e-6 6.38
4.42 e-2 1.92 e-7 4.33 1.28 e-6 5.00 2.97 e-6 4.95 5.73 e-8 5.96
2.21 e-2 5.40 e-9 5.15 3.83 e-8 5.06 9.34 e-8 4.99 9.13 e-10 5.97















1 3.54 e-1 5.76 e-1 - 2.05 e0 - 1.01 e0 - 5.83 e-1 -
1.77 e-1 9.30 e-2 2.63 5.38 e-1 1.93 2.99 e-1 1.76 6.52 e-2 3.16
8.84 e-2 4.45 e-2 1.06 1.97 e-1 1.45 2.49 e-1 0.26 3.66 e-2 0.83
4.42 e-2 9.41 e-3 2.24 3.92 e-2 2.33 9.72 e-2 1.36 7.10 e-3 2.37
2.21 e-2 2.04 e-3 2.21 1.02 e-2 1.94 3.82 e-2 1.35 1.38 e-3 2.37
2 3.54 e-1 1.81 e-1 - 1.33 e0 - 5.31 e-1 - 1.62 e-1 -
1.77 e-1 4.80 e-2 1.91 2.40 e-1 2.47 2.77 e-1 0.94 5.02 e-2 1.69
8.84 e-2 4.33 e-3 3.47 1.76 e-2 3.77 4.10 e-2 2.75 4.43 e-3 3.50
4.42 e-2 4.48 e-4 3.27 2.38 e-3 2.89 8.05 e-3 2.35 4.52 e-4 3.30
2.21 e-2 3.93 e-5 3.51 3.50 e-4 2.76 1.37 e-3 2.55 3.77 e-5 3.58
3 3.54 e-1 1.30 e-1 - 4.92 e-1 - 4.81 e-1 - 1.29 e-1 -
1.77 e-1 2.29 e-3 5.82 2.21 e-2 4.48 1.73 e-2 4.80 1.83 e-3 6.13
8.84 e-2 4.37 e-4 2.39 3.09 e-3 2.84 4.93 e-3 1.81 3.65 e-4 2.33
4.42 e-2 2.15 e-5 4.34 1.39 e-4 4.48 4.03 e-4 3.61 1.57 e-5 4.53
2.21 e-2 1.08 e-6 4.32 9.73 e-6 3.84 3.38 e-5 3.57 6.38 e-7 4.62
4 3.54 e-1 2.15 e-2 - 4.65 e-1 - 9.06 e-2 - 1.91 e-2 -
1.77 e-1 1.46 e-3 3.87 1.64 e-2 4.82 1.40 e-2 2.69 1.43 e-3 3.74
8.84 e-2 2.18 e-5 6.07 1.43 e-4 6.85 3.77 e-4 5.22 2.33 e-5 5.94
4.42 e-2 6.52 e-7 5.06 5.98 e-6 4.58 1.67 e-5 4.49 4.90 e-7 5.57















1 3.54 e-1 6.21 e-1 - 1.96 e1 - 1.06 e0 - 6.28 e-1 -
1.77 e-1 1.04 e-1 2.58 4.87 e0 2.01 3.24 e-1 1.70 7.56 e-2 3.05
8.84 e-2 5.16 e-2 1.01 9.88 e-1 2.30 3.42 e-1 -0.08 4.40 e-2 0.78
4.42 e-2 1.21 e-2 2.10 1.56 e-1 2.67 1.43 e-1 1.26 1.00 e-2 2.13
2.21 e-2 2.82 e-3 2.10 3.68 e-2 2.08 6.28 e-2 1.19 2.29 e-3 2.13
2 3.54 e-1 2.02 e-1 - 1.41 e1 - 6.10 e-1 - 1.82 e-1 -
1.77 e-1 6.10 e-2 1.73 1.42 e0 3.32 3.55 e-1 0.78 6.28 e-2 1.54
8.84 e-2 5.96 e-3 3.36 1.04 e-1 3.76 6.48 e-2 2.45 6.09 e-3 3.37
4.42 e-2 8.69 e-4 2.78 1.36 e-2 2.93 1.53 e-2 2.08 8.69 e-4 2.81
2.21 e-2 1.06 e-4 3.04 1.33 e-3 3.36 3.34 e-3 2.20 1.03 e-4 3.07
3 3.54 e-1 1.57 e-1 - 2.73 e0 - 6.07 e-1 - 1.60 e-1 -
1.77 e-1 3.18 e-3 5.62 2.03 e-1 3.75 2.62 e-2 4.54 2.78 e-3 5.84
8.84 e-2 7.02 e-4 2.18 2.72 e-2 2.90 9.65 e-3 1.44 6.68 e-4 2.06
4.42 e-2 3.76 e-5 4.22 8.23 e-4 5.04 8.91 e-4 3.44 3.43 e-5 4.28
2.21 e-2 2.12 e-6 4.15 4.39 e-5 4.23 8.94 e-5 3.32 1.92 e-6 4.16
4 3.54 e-1 2.79 e-2 - 4.99 e0 - 1.19 e-1 - 2.58 e-2 -
1.77 e-1 2.30 e-3 3.60 1.56 e-1 5.00 2.62 e-2 2.18 2.35 e-3 3.45
8.84 e-2 4.36 e-5 5.72 8.44 e-4 7.53 7.45 e-4 5.14 4.60 e-5 5.68
4.42 e-2 1.55 e-6 4.81 3.99 e-5 4.40 4.68 e-5 3.99 1.47 e-6 4.97
2.21 e-2 4.62 e-8 5.07 9.73 e-7 5.36 2.16 e-6 4.44 3.59 e-8 5.35
Table B.4: History of convergence of the HDG method for the Oseen equations with
τi = ν/`+ maxx∈Γi |a(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.26 e-1 - 4.57 e0 - 9.50 e-1 - 3.15 e-1 -
1.77 e-1 6.21 e-2 2.39 1.25 e0 1.87 2.99 e-1 1.67 3.58 e-2 3.14
8.84 e-2 1.28 e-2 2.28 2.51 e-1 2.32 7.42 e-2 2.01 3.28 e-3 3.45
4.42 e-2 3.11 e-3 2.04 5.40 e-2 2.22 1.77 e-2 2.07 3.31 e-4 3.31
2.21 e-2 7.81 e-4 2.00 1.22 e-2 2.14 4.28 e-3 2.05 3.70 e-5 3.16
2 3.54 e-1 7.97 e-2 - 2.53 e0 - 4.35 e-1 - 7.99 e-2 -
1.77 e-1 6.62 e-3 3.59 2.17 e-1 3.54 6.41 e-2 2.76 5.32 e-3 3.91
8.84 e-2 9.23 e-4 2.84 2.57 e-2 3.08 6.41 e-3 3.32 2.48 e-4 4.42
4.42 e-2 1.24 e-4 2.90 2.70 e-3 3.25 7.34 e-4 3.13 1.37 e-5 4.17
2.21 e-2 1.64 e-5 2.91 3.04 e-4 3.15 8.72 e-5 3.07 8.10 e-7 4.08
3 3.54 e-1 3.59 e-2 - 5.88 e-1 - 2.00 e-1 - 2.31 e-2 -
1.77 e-1 2.12 e-3 4.08 5.49 e-2 3.42 1.34 e-2 3.90 5.36 e-4 5.43
8.84 e-2 1.26 e-4 4.07 2.48 e-3 4.47 7.45 e-4 4.17 1.61 e-5 5.06
4.42 e-2 7.84 e-6 4.01 1.33 e-4 4.22 4.27 e-5 4.13 4.43 e-7 5.18
2.21 e-2 5.02 e-7 3.97 7.53 e-6 4.14 2.55 e-6 4.06 1.30 e-8 5.09
4 3.54 e-1 6.29 e-3 - 2.95 e-1 - 4.45 e-2 - 4.18 e-3 -
1.77 e-1 2.55 e-4 4.63 6.42 e-3 5.52 1.79 e-3 4.63 8.56 e-5 5.61
8.84 e-2 6.73 e-6 5.24 1.76 e-4 5.19 4.33 e-5 5.37 9.90 e-7 6.43
4.42 e-2 2.24 e-7 4.91 4.49 e-6 5.29 1.22 e-6 5.15 1.41 e-8 6.14















1 3.54 e-1 3.85 e-1 - 1.39 e0 - 8.69 e-1 - 3.87 e-1 -
1.77 e-1 5.10 e-2 2.92 2.11 e-1 2.72 2.92 e-1 1.57 4.05 e-2 3.26
8.84 e-2 2.07 e-2 1.30 7.31 e-2 1.53 1.28 e-1 1.19 1.54 e-2 1.40
4.42 e-2 4.36 e-3 2.25 1.84 e-2 1.99 3.96 e-2 1.69 2.39 e-3 2.69
2.21 e-2 9.91 e-4 2.14 4.88 e-3 1.92 1.15 e-2 1.78 3.39 e-4 2.81
2 3.54 e-1 9.00 e-2 - 5.33 e-1 - 4.19 e-1 - 9.13 e-2 -
1.77 e-1 1.54 e-2 2.55 8.83 e-2 2.59 1.40 e-1 1.58 1.78 e-2 2.36
8.84 e-2 1.02 e-3 3.92 7.82 e-3 3.50 1.57 e-2 3.15 1.11 e-3 4.01
4.42 e-2 8.38 e-5 3.60 1.04 e-3 2.91 2.30 e-3 2.78 8.02 e-5 3.79
2.21 e-2 9.32 e-6 3.17 1.34 e-4 2.96 3.13 e-4 2.87 5.49 e-6 3.87
3 3.54 e-1 5.55 e-2 - 1.76 e-1 - 2.62 e-1 - 4.92 e-2 -
1.77 e-1 1.16 e-3 5.58 7.14 e-3 4.63 1.18 e-2 4.47 8.29 e-4 5.89
8.84 e-2 1.70 e-4 2.77 8.30 e-4 3.10 1.63 e-3 2.86 7.53 e-5 3.46
4.42 e-2 9.76 e-6 4.13 4.89 e-5 4.09 1.12 e-4 3.86 2.62 e-6 4.84
2.21 e-2 5.88 e-7 4.05 3.12 e-6 3.97 7.63 e-6 3.88 8.91 e-8 4.88
4 3.54 e-1 9.10 e-3 - 9.73 e-2 - 3.59 e-2 - 6.29 e-3 -
1.77 e-1 4.04 e-4 4.49 3.53 e-3 4.79 5.07 e-3 2.83 3.54 e-4 4.15
8.84 e-2 4.29 e-6 6.56 5.41 e-5 6.03 1.15 e-4 5.46 4.42 e-6 6.32
4.42 e-2 1.68 e-7 4.67 1.74 e-6 4.95 3.97 e-6 4.86 7.59 e-8 5.86
2.21 e-2 4.67 e-9 5.17 5.31 e-8 5.04 1.28 e-7 4.96 1.23 e-9 5.94















1 3.54 e-1 5.63 e-1 - 3.69 e0 - 9.49 e-1 - 5.72 e-1 -
1.77 e-1 8.60 e-2 2.71 8.69 e-1 2.09 4.07 e-1 1.22 7.56 e-2 2.92
8.84 e-2 5.10 e-2 0.75 3.88 e-1 1.16 2.97 e-1 0.46 4.77 e-2 0.67
4.42 e-2 9.78 e-3 2.38 7.52 e-2 2.37 1.21 e-1 1.30 8.65 e-3 2.46
2.21 e-2 2.02 e-3 2.28 1.81 e-2 2.06 4.67 e-2 1.37 1.63 e-3 2.41
2 3.54 e-1 1.67 e-1 - 2.08 e0 - 7.37 e-1 - 1.69 e-1 -
1.77 e-1 4.58 e-2 1.86 3.33 e-1 2.65 2.96 e-1 1.31 4.99 e-2 1.76
8.84 e-2 4.69 e-3 3.29 2.76 e-2 3.59 4.42 e-2 2.75 4.95 e-3 3.33
4.42 e-2 4.91 e-4 3.25 3.63 e-3 2.93 8.72 e-3 2.34 5.18 e-4 3.26
2.21 e-2 4.28 e-5 3.52 5.34 e-4 2.77 1.55 e-3 2.49 4.48 e-5 3.53
3 3.54 e-1 1.22 e-1 - 7.40 e-1 - 4.94 e-1 - 1.21 e-1 -
1.77 e-1 2.20 e-3 5.80 2.65 e-2 4.80 1.90 e-2 4.70 1.89 e-3 6.00
8.84 e-2 4.47 e-4 2.30 4.01 e-3 2.72 5.18 e-3 1.88 3.91 e-4 2.28
4.42 e-2 2.19 e-5 4.35 1.96 e-4 4.36 4.41 e-4 3.55 1.72 e-5 4.51
2.21 e-2 1.10 e-6 4.31 1.33 e-5 3.87 3.90 e-5 3.50 7.31 e-7 4.56
4 3.54 e-1 2.08 e-2 - 5.20 e-1 - 9.78 e-2 - 1.94 e-2 -
1.77 e-1 1.47 e-3 3.82 1.91 e-2 4.77 1.43 e-2 2.77 1.47 e-3 3.72
8.84 e-2 2.30 e-5 6.00 1.92 e-4 6.64 3.96 e-4 5.17 2.46 e-5 5.89
4.42 e-2 6.55 e-7 5.14 7.77 e-6 4.62 1.89 e-5 4.39 5.60 e-7 5.46















1 3.54 e-1 5.99 e-1 - 3.61 e1 - 9.67 e-1 - 6.09 e-1 -
1.77 e-1 1.06 e-1 2.49 7.11 e0 2.34 4.76 e-1 1.02 9.76 e-2 2.64
8.84 e-2 7.11 e-2 0.58 3.29 e0 1.11 4.04 e-1 0.24 6.81 e-2 0.52
4.42 e-2 1.34 e-2 2.41 5.33 e-1 2.63 1.88 e-1 1.11 1.28 e-2 2.41
2.21 e-2 2.92 e-3 2.19 8.40 e-2 2.66 8.40 e-2 1.16 2.75 e-3 2.22
2 3.54 e-1 1.92 e-1 - 2.00 e1 - 8.53 e-1 - 1.97 e-1 -
1.77 e-1 6.19 e-2 1.64 2.74 e0 2.87 3.96 e-1 1.11 6.53 e-2 1.59
8.84 e-2 7.52 e-3 3.04 2.35 e-1 3.54 7.20 e-2 2.46 7.78 e-3 3.07
4.42 e-2 1.09 e-3 2.78 2.37 e-2 3.31 1.73 e-2 2.06 1.12 e-3 2.80
2.21 e-2 1.26 e-4 3.12 2.33 e-3 3.34 3.75 e-3 2.21 1.28 e-4 3.13
3 3.54 e-1 1.54 e-1 - 6.67 e0 - 6.63 e-1 - 1.54 e-1 -
1.77 e-1 3.24 e-3 5.57 2.37 e-1 4.81 3.23 e-2 4.36 3.00 e-3 5.68
8.84 e-2 7.33 e-4 2.14 3.44 e-2 2.79 1.03 e-2 1.64 7.05 e-4 2.09
4.42 e-2 3.98 e-5 4.20 1.26 e-3 4.77 1.01 e-3 3.36 3.75 e-5 4.23
2.21 e-2 2.30 e-6 4.11 6.93 e-5 4.19 9.95 e-5 3.34 2.16 e-6 4.12
4 3.54 e-1 2.84 e-2 - 5.47 e0 - 1.47 e-1 - 2.74 e-2 -
1.77 e-1 2.32 e-3 3.61 1.75 e-1 4.97 2.78 e-2 2.40 2.34 e-3 3.55
8.84 e-2 4.54 e-5 5.68 1.20 e-3 7.19 7.75 e-4 5.16 4.74 e-5 5.62
4.42 e-2 1.57 e-6 4.85 5.05 e-5 4.57 4.70 e-5 4.04 1.52 e-6 4.97
2.21 e-2 4.53 e-8 5.12 1.34 e-6 5.23 2.20 e-6 4.42 3.78 e-8 5.33
Table B.5: History of convergence of the HDG method for the Oseen equations with
τi = ν/`+ maxx∈Γi |a(x)| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.28 e-1 - 4.29 e0 - 9.35 e-1 - 3.09 e-1 -
1.77 e-1 7.94 e-2 2.05 1.15 e0 1.90 2.87 e-1 1.71 3.30 e-2 3.23
8.84 e-2 1.82 e-2 2.13 2.19 e-1 2.39 7.02 e-2 2.03 2.88 e-3 3.52
4.42 e-2 5.07 e-3 1.84 4.69 e-2 2.22 1.67 e-2 2.07 2.82 e-4 3.35
2.21 e-2 1.44 e-3 1.82 1.07 e-2 2.13 4.07 e-3 2.04 3.10 e-5 3.18
2 3.54 e-1 8.31 e-2 - 2.29 e0 - 3.96 e-1 - 7.58 e-2 -
1.77 e-1 1.16 e-2 2.85 1.72 e-1 3.73 5.58 e-2 2.83 4.61 e-3 4.04
8.84 e-2 1.75 e-3 2.72 2.20 e-2 2.97 5.71 e-3 3.29 2.23 e-4 4.37
4.42 e-2 2.65 e-4 2.73 2.33 e-3 3.23 6.56 e-4 3.12 1.23 e-5 4.18
2.21 e-2 3.90 e-5 2.77 2.63 e-4 3.15 7.82 e-5 3.07 7.24 e-7 4.09
3 3.54 e-1 3.70 e-2 - 4.64 e-1 - 1.86 e-1 - 2.04 e-2 -
1.77 e-1 3.16 e-3 3.55 4.83 e-2 3.26 1.28 e-2 3.87 4.97 e-4 5.36
8.84 e-2 1.96 e-4 4.01 2.12 e-3 4.51 6.89 e-4 4.21 1.41 e-5 5.14
4.42 e-2 1.37 e-5 3.84 1.15 e-4 4.21 3.99 e-5 4.11 3.92 e-7 5.17
2.21 e-2 9.72 e-7 3.82 6.59 e-6 4.12 2.40 e-6 4.06 1.16 e-8 5.08
4 3.54 e-1 9.38 e-3 - 2.52 e-1 - 4.20 e-2 - 4.18 e-3 -
1.77 e-1 6.19 e-4 3.92 5.24 e-3 5.59 1.49 e-3 4.82 7.15 e-5 5.87
8.84 e-2 1.41 e-5 5.45 1.46 e-4 5.16 3.86 e-5 5.27 9.12 e-7 6.29
4.42 e-2 5.15 e-7 4.78 3.84 e-6 5.25 1.10 e-6 5.14 1.29 e-8 6.14















1 3.54 e-1 3.67 e-1 - 1.28 e0 - 7.98 e-1 - 3.63 e-1 -
1.77 e-1 5.83 e-2 2.65 1.90 e-1 2.75 2.61 e-1 1.61 3.86 e-2 3.23
8.84 e-2 1.95 e-2 1.58 3.77 e-2 2.34 7.45 e-2 1.81 7.17 e-3 2.43
4.42 e-2 4.80 e-3 2.02 6.19 e-3 2.61 1.64 e-2 2.18 7.72 e-4 3.22
2.21 e-2 1.29 e-3 1.90 1.16 e-3 2.41 3.56 e-3 2.20 7.49 e-5 3.36
2 3.54 e-1 8.20 e-2 - 3.81 e-1 - 3.34 e-1 - 8.30 e-2 -
1.77 e-1 1.40 e-2 2.55 5.98 e-2 2.67 9.27 e-2 1.85 1.08 e-2 2.94
8.84 e-2 9.57 e-4 3.88 3.23 e-3 4.21 7.11 e-3 3.70 5.25 e-4 4.36
4.42 e-2 2.13 e-4 2.17 3.27 e-4 3.30 6.83 e-4 3.38 2.56 e-5 4.36
2.21 e-2 3.40 e-5 2.64 3.05 e-5 3.42 6.50 e-5 3.39 1.34 e-6 4.25
3 3.54 e-1 4.77 e-2 - 1.18 e-1 - 1.83 e-1 - 3.42 e-2 -
1.77 e-1 1.62 e-3 4.87 5.63 e-3 4.40 1.08 e-2 4.08 7.38 e-4 5.53
8.84 e-2 3.28 e-4 2.31 5.11 e-4 3.46 9.03 e-4 3.59 3.60 e-5 4.36
4.42 e-2 1.60 e-5 4.36 1.62 e-5 4.98 4.09 e-5 4.46 8.22 e-7 5.45
2.21 e-2 8.71 e-7 4.20 7.11 e-7 4.51 2.16 e-6 4.25 2.06 e-8 5.32
4 3.54 e-1 1.66 e-2 - 7.48 e-2 - 5.47 e-2 - 7.46 e-3 -
1.77 e-1 9.51 e-4 4.13 3.34 e-3 4.48 3.99 e-3 3.78 2.55 e-4 4.87
8.84 e-2 6.41 e-6 7.21 2.24 e-5 7.22 4.85 e-5 6.36 2.02 e-6 6.98
4.42 e-2 7.41 e-7 3.11 7.01 e-7 5.00 1.24 e-6 5.29 2.59 e-8 6.28
2.21 e-2 1.97 e-8 5.23 1.37 e-8 5.67 2.67 e-8 5.54 3.34 e-10 6.28















1 3.54 e-1 5.57 e-1 - 2.74 e0 - 9.36 e-1 - 5.63 e-1 -
1.77 e-1 1.02 e-1 2.44 8.47 e-1 1.69 4.15 e-1 1.17 7.96 e-2 2.82
8.84 e-2 5.22 e-2 0.97 2.95 e-1 1.52 2.53 e-1 0.71 3.59 e-2 1.15
4.42 e-2 1.11 e-2 2.23 4.11 e-2 2.84 8.04 e-2 1.66 5.82 e-3 2.63
2.21 e-2 2.07 e-3 2.42 6.57 e-3 2.65 2.04 e-2 1.98 7.25 e-4 3.01
2 3.54 e-1 1.49 e-1 - 1.63 e0 - 6.46 e-1 - 1.51 e-1 -
1.77 e-1 4.47 e-2 1.74 3.44 e-1 2.24 2.80 e-1 1.21 4.43 e-2 1.77
8.84 e-2 3.56 e-3 3.65 1.67 e-2 4.36 3.06 e-2 3.19 3.33 e-3 3.73
4.42 e-2 6.81 e-4 2.39 1.69 e-3 3.30 4.52 e-3 2.76 2.44 e-4 3.77
2.21 e-2 1.07 e-4 2.66 1.30 e-4 3.70 4.71 e-4 3.26 1.26 e-5 4.27
3 3.54 e-1 1.09 e-1 - 6.29 e-1 - 4.28 e-1 - 1.03 e-1 -
1.77 e-1 3.88 e-3 4.80 3.27 e-2 4.27 2.37 e-2 4.18 2.26 e-3 5.51
8.84 e-2 1.10 e-3 1.82 5.05 e-3 2.70 6.75 e-3 1.81 4.06 e-4 2.47
4.42 e-2 6.42 e-5 4.09 1.10 e-4 5.52 2.83 e-4 4.58 9.90 e-6 5.36
2.21 e-2 2.70 e-6 4.57 3.67 e-6 4.90 1.30 e-5 4.44 2.33 e-7 5.41
4 3.54 e-1 3.30 e-2 - 5.57 e-1 - 1.39 e-1 - 2.54 e-2 -
1.77 e-1 2.89 e-3 3.51 2.84 e-2 4.29 2.13 e-2 2.71 1.89 e-3 3.75
8.84 e-2 1.88 e-5 7.27 9.81 e-5 8.18 2.77 e-4 6.26 1.72 e-5 6.78
4.42 e-2 3.64 e-6 2.37 5.75 e-6 4.09 1.32 e-5 4.39 3.18 e-7 5.76















1 3.54 e-1 6.02 e-1 - 2.74 e1 - 9.73 e-1 - 6.10 e-1 -
1.77 e-1 1.29 e-1 2.22 7.73 e0 1.83 5.19 e-1 0.91 1.07 e-1 2.52
8.84 e-2 9.35 e-2 0.46 3.39 e0 1.19 4.72 e-1 0.14 6.89 e-2 0.63
4.42 e-2 2.46 e-2 1.93 4.28 e-1 2.98 2.09 e-1 1.17 1.30 e-2 2.41
2.21 e-2 4.78 e-3 2.36 5.93 e-2 2.85 7.10 e-2 1.56 2.36 e-3 2.46
2 3.54 e-1 1.81 e-1 - 1.76 e1 - 8.12 e-1 - 1.85 e-1 -
1.77 e-1 6.47 e-2 1.48 3.18 e0 2.47 4.23 e-1 0.94 6.61 e-2 1.48
8.84 e-2 8.93 e-3 2.86 2.40 e-1 3.73 7.19 e-2 2.55 6.51 e-3 3.34
4.42 e-2 2.68 e-3 1.73 2.68 e-2 3.16 2.54 e-2 1.50 1.15 e-3 2.50
2.21 e-2 5.24 e-4 2.36 1.64 e-3 4.03 3.24 e-3 2.97 9.23 e-5 3.64
3 3.54 e-1 1.41 e-1 - 5.52 e0 - 6.11 e-1 - 1.38 e-1 -
1.77 e-1 6.10 e-3 4.53 3.67 e-1 3.91 4.82 e-2 3.67 4.45 e-3 4.96
8.84 e-2 3.50 e-3 0.80 1.08 e-1 1.76 3.32 e-2 0.54 1.55 e-3 1.52
4.42 e-2 3.32 e-4 3.40 2.81 e-3 5.27 3.28 e-3 3.34 7.79 e-5 4.31
2.21 e-2 1.35 e-5 4.62 4.93 e-5 5.83 9.22 e-5 5.16 1.70 e-6 5.52
4 3.54 e-1 4.30 e-2 - 5.85 e0 - 1.97 e-1 - 3.65 e-2 -
1.77 e-1 4.69 e-3 3.20 3.19 e-1 4.20 5.37 e-2 1.87 3.94 e-3 3.21
8.84 e-2 6.57 e-5 6.16 1.87 e-3 7.42 8.88 e-4 5.92 4.39 e-5 6.49
4.42 e-2 1.99 e-5 1.72 1.69 e-4 3.47 2.27 e-4 1.97 4.03 e-6 3.45
2.21 e-2 1.18 e-6 4.07 2.33 e-6 6.18 4.87 e-6 5.54 4.82 e-8 6.38
Table B.6: History of convergence of the HDG method for the Oseen equations with
τi = ν/`+ ‖a(x)‖L2(Γi) for diﬀerent Re in the Kovasznay problem.
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B.3 Pointwise deﬁnition: τ(x)

















1 3.54 e-1 3.40 e-1 - 4.18 e0 - 9.27 e-1 - 3.05 e-1 -
1.77 e-1 9.47 e-2 1.84 1.12 e0 1.90 2.88 e-1 1.68 3.30 e-2 3.20
8.84 e-2 1.90 e-2 2.32 2.20 e-1 2.35 7.10 e-2 2.02 2.93 e-3 3.49
4.42 e-2 4.60 e-3 2.04 4.84 e-2 2.19 1.70 e-2 2.06 2.93 e-4 3.33
2.21 e-2 1.15 e-3 2.00 1.12 e-2 2.12 4.13 e-3 2.04 3.25 e-5 3.17
2 3.54 e-1 9.35 e-2 - 2.20 e0 - 3.88 e-1 - 7.47 e-2 -
1.77 e-1 1.69 e-2 2.46 1.78 e-1 3.63 5.63 e-2 2.78 4.65 e-3 4.01
8.84 e-2 1.92 e-3 3.15 2.24 e-2 2.99 5.76 e-3 3.29 2.25 e-4 4.37
4.42 e-2 2.38 e-4 3.01 2.41 e-3 3.22 6.67 e-4 3.11 1.25 e-5 4.18
2.21 e-2 3.01 e-5 2.98 2.74 e-4 3.14 8.00 e-5 3.06 7.38 e-7 4.08
3 3.54 e-1 4.21 e-2 - 4.29 e-1 - 1.88 e-1 - 2.04 e-2 -
1.77 e-1 3.87 e-3 3.44 4.89 e-2 3.13 1.29 e-2 3.86 5.07 e-4 5.33
8.84 e-2 2.00 e-4 4.28 2.12 e-3 4.53 6.91 e-4 4.22 1.42 e-5 5.16
4.42 e-2 1.25 e-5 4.00 1.17 e-4 4.18 4.02 e-5 4.10 3.99 e-7 5.15
2.21 e-2 7.79 e-7 4.00 6.80 e-6 4.11 2.42 e-6 4.05 1.18 e-8 5.08
4 3.54 e-1 2.44 e-2 - 2.66 e-1 - 4.31 e-2 - 4.20 e-3 -
1.77 e-1 9.54 e-4 4.68 6.10 e-3 5.45 1.59 e-3 4.76 7.51 e-5 5.81
8.84 e-2 1.55 e-5 5.95 1.49 e-4 5.35 3.88 e-5 5.36 9.19 e-7 6.35
4.42 e-2 4.62 e-7 5.07 3.94 e-6 5.24 1.11 e-6 5.13 1.31 e-8 6.13















1 3.54 e-1 3.43 e-1 - 1.28 e0 - 7.58 e-1 - 3.45 e-1 -
1.77 e-1 8.09 e-2 2.08 1.91 e-1 2.74 2.68 e-1 1.50 4.57 e-2 2.92
8.84 e-2 2.01 e-2 2.01 3.61 e-2 2.40 8.12 e-2 1.72 7.93 e-3 2.53
4.42 e-2 4.52 e-3 2.16 7.50 e-3 2.27 2.15 e-2 1.92 1.09 e-3 2.86
2.21 e-2 1.09 e-3 2.06 1.85 e-3 2.02 5.60 e-3 1.94 1.42 e-4 2.95
2 3.54 e-1 1.06 e-1 - 3.08 e-1 - 2.78 e-1 - 8.11 e-2 -
1.77 e-1 2.79 e-2 1.93 8.63 e-2 1.83 1.07 e-1 1.38 1.20 e-2 2.75
8.84 e-2 1.23 e-3 4.50 3.41 e-3 4.66 7.96 e-3 3.75 5.76 e-4 4.38
4.42 e-2 1.41 e-4 3.13 4.18 e-4 3.03 9.92 e-4 3.00 3.53 e-5 4.03
2.21 e-2 1.97 e-5 2.84 5.11 e-5 3.03 1.26 e-4 2.97 2.29 e-6 3.95
3 3.54 e-1 5.27 e-2 - 1.15 e-1 - 1.82 e-1 - 3.32 e-2 -
1.77 e-1 2.39 e-3 4.46 6.92 e-3 4.06 1.13 e-2 4.01 7.72 e-4 5.43
8.84 e-2 4.43 e-4 2.44 5.91 e-4 3.55 1.02 e-3 3.46 4.15 e-5 4.22
4.42 e-2 1.31 e-5 5.08 2.09 e-5 4.82 5.31 e-5 4.27 1.16 e-6 5.16
2.21 e-2 6.60 e-7 4.31 1.23 e-6 4.09 3.35 e-6 3.99 3.69 e-8 4.97
4 3.54 e-1 6.44 e-2 - 1.72 e-1 - 1.46 e-1 - 1.35 e-2 -
1.77 e-1 3.11 e-3 4.37 7.61 e-3 4.50 7.37 e-3 4.31 4.44 e-4 4.92
8.84 e-2 8.41 e-6 8.53 2.41 e-5 8.30 5.34 e-5 7.11 2.17 e-6 7.68
4.42 e-2 5.67 e-7 3.89 8.06 e-7 4.90 1.66 e-6 5.01 3.30 e-8 6.04
2.21 e-2 1.07 e-8 5.73 2.11 e-8 5.25 4.91 e-8 5.08 5.13 e-10 6.01















1 3.54 e-1 5.77 e-1 - 1.30 e0 - 1.05 e0 - 5.98 e-1 -
1.77 e-1 1.18 e-1 2.29 6.62 e-1 0.98 3.35 e-1 1.65 7.49 e-2 3.00
8.84 e-2 4.93 e-2 1.25 2.26 e-1 1.55 2.42 e-1 0.47 3.37 e-2 1.15
4.42 e-2 9.65 e-3 2.35 3.31 e-2 2.77 8.34 e-2 1.53 6.08 e-3 2.47
2.21 e-2 1.93 e-3 2.32 7.86 e-3 2.07 2.96 e-2 1.49 1.07 e-3 2.51
2 3.54 e-1 1.61 e-1 - 1.59 e0 - 3.78 e-1 - 1.23 e-1 -
1.77 e-1 7.03 e-2 1.20 4.04 e-1 1.98 3.50 e-1 0.11 6.15 e-2 1.00
8.84 e-2 3.65 e-3 4.27 1.37 e-2 4.88 3.20 e-2 3.45 3.42 e-3 4.17
4.42 e-2 5.92 e-4 2.62 1.74 e-3 2.98 5.97 e-3 2.42 3.26 e-4 3.39
2.21 e-2 5.40 e-5 3.45 2.11 e-4 3.04 8.96 e-4 2.74 2.43 e-5 3.74
3 3.54 e-1 1.19 e-1 - 5.57 e-1 - 4.12 e-1 - 1.05 e-1 -
1.77 e-1 5.82 e-3 4.35 3.47 e-2 4.00 3.01 e-2 3.77 2.93 e-3 5.17
8.84 e-2 1.19 e-3 2.29 5.00 e-3 2.79 7.54 e-3 2.00 4.76 e-4 2.62
4.42 e-2 4.45 e-5 4.74 1.07 e-4 5.54 3.25 e-4 4.54 1.22 e-5 5.29
2.21 e-2 1.38 e-6 5.01 5.95 e-6 4.17 2.28 e-5 3.83 4.27 e-7 4.84
4 3.54 e-1 7.93 e-2 - 9.40 e-1 - 3.45 e-1 - 5.16 e-2 -
1.77 e-1 6.10 e-3 3.70 4.59 e-2 4.35 3.71 e-2 3.22 3.54 e-3 3.87
8.84 e-2 2.01 e-5 8.24 9.73 e-5 8.88 2.87 e-4 7.02 1.77 e-5 7.64
4.42 e-2 2.89 e-6 2.80 5.30 e-6 4.20 1.40 e-5 4.36 3.67 e-7 5.59















1 3.54 e-1 6.60 e-1 - 1.52 e1 - 1.19 e0 - 6.82 e-1 -
1.77 e-1 1.40 e-1 2.23 6.81 e0 1.16 4.02 e-1 1.56 8.89 e-2 2.94
8.84 e-2 7.15 e-2 0.97 1.83 e0 1.90 4.41 e-1 -0.13 5.55 e-2 0.68
4.42 e-2 1.47 e-2 2.29 1.82 e-1 3.33 1.53 e-1 1.53 1.05 e-2 2.40
2.21 e-2 2.96 e-3 2.31 3.53 e-2 2.37 5.93 e-2 1.37 2.15 e-3 2.28
2 3.54 e-1 1.87 e-1 - 1.78 e1 - 5.02 e-1 - 1.52 e-1 -
1.77 e-1 1.14 e-1 0.71 2.67 e0 2.74 5.86 e-1 -0.22 9.97 e-2 0.61
8.84 e-2 5.59 e-3 4.35 1.04 e-1 4.68 5.70 e-2 3.36 5.08 e-3 4.30
4.42 e-2 1.41 e-3 1.99 1.65 e-2 2.66 1.92 e-2 1.57 9.47 e-4 2.42
2.21 e-2 1.96 e-4 2.84 1.24 e-3 3.73 3.15 e-3 2.61 9.45 e-5 3.32
3 3.54 e-1 1.46 e-1 - 4.30 e0 - 5.47 e-1 - 1.36 e-1 -
1.77 e-1 1.23 e-2 3.57 4.59 e-1 3.23 8.82 e-2 2.63 9.54 e-3 3.84
8.84 e-2 2.76 e-3 2.16 6.47 e-2 2.83 3.04 e-2 1.54 1.88 e-3 2.34
4.42 e-2 9.82 e-5 4.81 1.14 e-3 5.83 1.44 e-3 4.40 4.90 e-5 5.26
2.21 e-2 3.46 e-6 4.83 3.86 e-5 4.88 8.37 e-5 4.11 1.76 e-6 4.80
4 3.54 e-1 1.10 e-1 - 9.54 e0 - 5.55 e-1 - 9.21 e-2 -
1.77 e-1 1.20 e-2 3.20 4.00 e-1 4.58 1.01 e-1 2.46 9.56 e-3 3.27
8.84 e-2 4.96 e-5 7.92 1.05 e-3 8.57 8.29 e-4 6.93 4.63 e-5 7.69
4.42 e-2 6.64 e-6 2.90 6.88 e-5 3.93 9.70 e-5 3.09 2.46 e-6 4.23
2.21 e-2 2.40 e-7 4.79 9.89 e-7 6.12 2.32 e-6 5.39 3.44 e-8 6.16
Table B.7: History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ 12 |a(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.29 e-1 - 4.38 e0 - 9.34 e-1 - 3.09 e-1 -
1.77 e-1 7.37 e-2 2.16 1.17 e0 1.91 2.94 e-1 1.67 3.43 e-2 3.17
8.84 e-2 1.55 e-2 2.25 2.33 e-1 2.33 7.30 e-2 2.01 3.13 e-3 3.45
4.42 e-2 3.71 e-3 2.06 5.12 e-2 2.19 1.74 e-2 2.07 3.15 e-4 3.31
2.21 e-2 9.15 e-4 2.02 1.17 e-2 2.12 4.22 e-3 2.04 3.49 e-5 3.17
2 3.54 e-1 8.61 e-2 - 2.32 e0 - 4.07 e-1 - 7.68 e-2 -
1.77 e-1 1.01 e-2 3.10 1.92 e-1 3.60 6.04 e-2 2.75 4.99 e-3 3.95
8.84 e-2 1.44 e-3 2.81 2.40 e-2 3.00 6.06 e-3 3.32 2.36 e-4 4.40
4.42 e-2 1.80 e-4 3.00 2.56 e-3 3.23 6.95 e-4 3.12 1.30 e-5 4.18
2.21 e-2 2.23 e-5 3.01 2.90 e-4 3.14 8.33 e-5 3.06 7.67 e-7 4.08
3 3.54 e-1 3.80 e-2 - 4.80 e-1 - 1.96 e-1 - 2.20 e-2 -
1.77 e-1 2.66 e-3 3.84 5.25 e-2 3.19 1.31 e-2 3.91 5.18 e-4 5.41
8.84 e-2 1.58 e-4 4.08 2.26 e-3 4.54 7.13 e-4 4.20 1.50 e-5 5.11
4.42 e-2 9.97 e-6 3.99 1.24 e-4 4.19 4.12 e-5 4.11 4.18 e-7 5.16
2.21 e-2 6.15 e-7 4.02 7.14 e-6 4.12 2.48 e-6 4.05 1.24 e-8 5.08
4 3.54 e-1 1.49 e-2 - 2.92 e-1 - 4.31 e-2 - 4.15 e-3 -
1.77 e-1 5.18 e-4 4.84 6.34 e-3 5.52 1.76 e-3 4.61 8.35 e-5 5.63
8.84 e-2 1.13 e-5 5.52 1.62 e-4 5.29 4.07 e-5 5.44 9.51 e-7 6.46
4.42 e-2 3.40 e-7 5.05 4.19 e-6 5.27 1.15 e-6 5.14 1.35 e-8 6.14















1 3.54 e-1 3.62 e-1 - 1.33 e0 - 8.32 e-1 - 3.71 e-1 -
1.77 e-1 6.61 e-2 2.45 1.67 e-1 2.99 2.71 e-1 1.62 4.42 e-2 3.07
8.84 e-2 2.01 e-2 1.72 4.67 e-2 1.84 1.07 e-1 1.34 1.16 e-2 1.93
4.42 e-2 4.42 e-3 2.18 1.17 e-2 2.00 3.21 e-2 1.73 1.77 e-3 2.71
2.21 e-2 1.03 e-3 2.10 3.14 e-3 1.90 9.08 e-3 1.82 2.48 e-4 2.84
2 3.54 e-1 1.07 e-1 - 3.70 e-1 - 3.21 e-1 - 8.75 e-2 -
1.77 e-1 1.49 e-2 2.84 7.02 e-2 2.40 1.21 e-1 1.41 1.49 e-2 2.56
8.84 e-2 9.17 e-4 4.02 5.17 e-3 3.76 1.20 e-2 3.33 8.51 e-4 4.13
4.42 e-2 9.76 e-5 3.23 6.92 e-4 2.90 1.68 e-3 2.84 5.87 e-5 3.86
2.21 e-2 1.31 e-5 2.90 9.03 e-5 2.94 2.28 e-4 2.88 4.00 e-6 3.87
3 3.54 e-1 5.58 e-2 - 1.33 e-1 - 2.46 e-1 - 4.57 e-2 -
1.77 e-1 1.36 e-3 5.36 6.53 e-3 4.35 1.12 e-2 4.46 7.61 e-4 5.91
8.84 e-2 2.17 e-4 2.65 6.48 e-4 3.33 1.32 e-3 3.09 5.86 e-5 3.70
4.42 e-2 1.06 e-5 4.36 3.45 e-5 4.23 8.45 e-5 3.96 1.96 e-6 4.90
2.21 e-2 6.06 e-7 4.13 2.20 e-6 3.97 5.65 e-6 3.90 6.56 e-8 4.90
4 3.54 e-1 2.69 e-2 - 1.44 e-1 - 8.69 e-2 - 9.71 e-3 -
1.77 e-1 8.40 e-4 5.00 4.36 e-3 5.05 6.18 e-3 3.81 4.09 e-4 4.57
8.84 e-2 4.53 e-6 7.53 3.74 e-5 6.87 8.21 e-5 6.23 3.20 e-6 7.00
4.42 e-2 3.31 e-7 3.77 1.22 e-6 4.94 2.77 e-6 4.89 5.34 e-8 5.90
2.21 e-2 6.77 e-9 5.61 3.68 e-8 5.05 8.96 e-8 4.95 8.77 e-10 5.93















1 3.54 e-1 5.58 e-1 - 1.22 e0 - 9.99 e-1 - 5.75 e-1 -
1.77 e-1 1.01 e-1 2.47 5.26 e-1 1.22 3.13 e-1 1.67 7.00 e-2 3.04
8.84 e-2 4.57 e-2 1.14 2.10 e-1 1.32 2.49 e-1 0.33 3.61 e-2 0.95
4.42 e-2 9.49 e-3 2.27 3.88 e-2 2.44 9.57 e-2 1.38 6.99 e-3 2.37
2.21 e-2 2.04 e-3 2.22 1.01 e-2 1.94 3.79 e-2 1.34 1.36 e-3 2.36
2 3.54 e-1 1.71 e-1 - 1.63 e0 - 4.56 e-1 - 1.39 e-1 -
1.77 e-1 5.58 e-2 1.62 3.16 e-1 2.36 3.14 e-1 0.54 5.66 e-2 1.30
8.84 e-2 4.11 e-3 3.76 1.66 e-2 4.25 3.78 e-2 3.06 4.05 e-3 3.80
4.42 e-2 4.67 e-4 3.14 2.28 e-3 2.86 7.72 e-3 2.29 4.31 e-4 3.24
2.21 e-2 4.26 e-5 3.45 3.38 e-4 2.76 1.33 e-3 2.54 3.65 e-5 3.56
3 3.54 e-1 1.31 e-1 - 4.91 e-1 - 4.79 e-1 - 1.26 e-1 -
1.77 e-1 3.12 e-3 5.39 2.83 e-2 4.12 2.40 e-2 4.32 2.46 e-3 5.68
8.84 e-2 6.27 e-4 2.32 3.80 e-3 2.90 6.59 e-3 1.86 4.50 e-4 2.45
4.42 e-2 2.49 e-5 4.65 1.38 e-4 4.78 4.02 e-4 4.03 1.56 e-5 4.85
2.21 e-2 1.13 e-6 4.46 9.56 e-6 3.85 3.34 e-5 3.59 6.29 e-7 4.63
4 3.54 e-1 4.70 e-2 - 8.60 e-1 - 1.89 e-1 - 3.29 e-2 -
1.77 e-1 3.20 e-3 3.88 2.63 e-2 5.03 2.76 e-2 2.77 2.91 e-3 3.50
8.84 e-2 2.10 e-5 7.25 1.30 e-4 7.66 3.45 e-4 6.32 2.11 e-5 7.10
4.42 e-2 1.09 e-6 4.27 6.01 e-6 4.44 1.69 e-5 4.35 4.79 e-7 5.46















1 3.54 e-1 6.04 e-1 - 1.09 e1 - 1.04 e0 - 6.20 e-1 -
1.77 e-1 1.20 e-1 2.33 5.26 e0 1.05 3.55 e-1 1.55 8.26 e-2 2.91
8.84 e-2 6.25 e-2 0.94 1.38 e0 1.93 4.08 e-1 -0.20 5.11 e-2 0.69
4.42 e-2 1.29 e-2 2.28 1.65 e-1 3.06 1.48 e-1 1.46 1.03 e-2 2.32
2.21 e-2 2.85 e-3 2.17 3.67 e-2 2.17 6.22 e-2 1.25 2.27 e-3 2.18
2 3.54 e-1 1.91 e-1 - 1.80 e1 - 5.60 e-1 - 1.64 e-1 -
1.77 e-1 8.59 e-2 1.15 2.52 e0 2.83 4.97 e-1 0.17 8.65 e-2 0.92
8.84 e-2 5.57 e-3 3.95 1.01 e-1 4.64 5.99 e-2 3.05 5.47 e-3 3.98
4.42 e-2 1.02 e-3 2.45 1.48 e-2 2.78 1.77 e-2 1.76 9.26 e-4 2.56
2.21 e-2 1.21 e-4 3.08 1.33 e-3 3.47 3.39 e-3 2.39 1.03 e-4 3.16
3 3.54 e-1 1.59 e-1 - 3.16 e0 - 6.16 e-1 - 1.59 e-1 -
1.77 e-1 7.00 e-3 4.51 3.51 e-1 3.17 6.15 e-2 3.32 6.83 e-3 4.54
8.84 e-2 1.62 e-3 2.11 4.42 e-2 2.99 2.38 e-2 1.37 1.53 e-3 2.16
4.42 e-2 5.51 e-5 4.88 9.28 e-4 5.57 1.23 e-3 4.27 4.40 e-5 5.12
2.21 e-2 2.30 e-6 4.58 4.38 e-5 4.41 9.01 e-5 3.77 1.92 e-6 4.52
4 3.54 e-1 6.14 e-2 - 8.94 e0 - 2.54 e-1 - 4.80 e-2 -
1.77 e-1 7.18 e-3 3.10 2.98 e-1 4.91 7.92 e-2 1.68 7.72 e-3 2.64
8.84 e-2 4.52 e-5 7.31 9.58 e-4 8.28 8.05 e-4 6.62 4.62 e-5 7.39
4.42 e-2 2.97 e-6 3.93 4.98 e-5 4.27 8.08 e-5 3.32 2.19 e-6 4.40
2.21 e-2 8.29 e-8 5.16 1.01 e-6 5.62 2.40 e-6 5.07 3.77 e-8 5.86
Table B.8: History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ |a(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.27 e-1 - 4.52 e0 - 9.49 e-1 - 3.15 e-1 -
1.77 e-1 6.36 e-2 2.36 1.22 e0 1.89 2.96 e-1 1.68 3.49 e-2 3.17
8.84 e-2 1.31 e-2 2.28 2.47 e-1 2.31 7.35 e-2 2.01 3.20 e-3 3.45
4.42 e-2 3.17 e-3 2.05 5.36 e-2 2.20 1.76 e-2 2.06 3.28 e-4 3.29
2.21 e-2 7.91 e-4 2.00 1.22 e-2 2.14 4.28 e-3 2.04 3.68 e-5 3.16
2 3.54 e-1 8.25 e-2 - 2.52 e0 - 4.22 e-1 - 7.84 e-2 -
1.77 e-1 6.78 e-3 3.60 2.05 e-1 3.62 6.16 e-2 2.78 5.11 e-3 3.94
8.84 e-2 9.70 e-4 2.81 2.49 e-2 3.05 6.31 e-3 3.29 2.44 e-4 4.39
4.42 e-2 1.32 e-4 2.88 2.66 e-3 3.23 7.28 e-4 3.11 1.36 e-5 4.17
2.21 e-2 1.72 e-5 2.94 3.02 e-4 3.14 8.68 e-5 3.07 8.07 e-7 4.08
3 3.54 e-1 3.65 e-2 - 5.36 e-1 - 2.03 e-1 - 2.31 e-2 -
1.77 e-1 2.25 e-3 4.02 5.41 e-2 3.31 1.33 e-2 3.93 5.29 e-4 5.45
8.84 e-2 1.32 e-4 4.09 2.41 e-3 4.49 7.36 e-4 4.18 1.58 e-5 5.06
4.42 e-2 8.30 e-6 3.99 1.31 e-4 4.20 4.24 e-5 4.12 4.38 e-7 5.17
2.21 e-2 5.21 e-7 3.99 7.48 e-6 4.13 2.54 e-6 4.06 1.30 e-8 5.08
4 3.54 e-1 1.10 e-2 - 3.18 e-1 - 4.36 e-2 - 4.14 e-3 -
1.77 e-1 3.35 e-4 5.04 6.66 e-3 5.58 1.87 e-3 4.54 8.87 e-5 5.54
8.84 e-2 7.65 e-6 5.45 1.74 e-4 5.26 4.26 e-5 5.46 9.77 e-7 6.50
4.42 e-2 2.50 e-7 4.94 4.45 e-6 5.29 1.21 e-6 5.14 1.40 e-8 6.13















1 3.54 e-1 3.79 e-1 - 1.34 e0 - 8.57 e-1 - 3.83 e-1 -
1.77 e-1 5.31 e-2 2.83 2.01 e-1 2.74 2.92 e-1 1.55 4.18 e-2 3.19
8.84 e-2 2.04 e-2 1.38 6.92 e-2 1.54 1.22 e-1 1.26 1.45 e-2 1.53
4.42 e-2 4.38 e-3 2.22 1.80 e-2 1.94 3.88 e-2 1.65 2.33 e-3 2.64
2.21 e-2 9.96 e-4 2.14 4.82 e-3 1.90 1.14 e-2 1.77 3.36 e-4 2.80
2 3.54 e-1 9.03 e-2 - 4.78 e-1 - 3.59 e-1 - 8.56 e-2 -
1.77 e-1 1.43 e-2 2.66 8.04 e-2 2.57 1.29 e-1 1.48 1.59 e-2 2.43
8.84 e-2 9.64 e-4 3.89 7.10 e-3 3.50 1.42 e-2 3.17 1.01 e-3 3.98
4.42 e-2 8.66 e-5 3.48 9.73 e-4 2.87 2.15 e-3 2.73 7.50 e-5 3.75
2.21 e-2 1.01 e-5 3.10 1.29 e-4 2.91 3.02 e-4 2.83 5.29 e-6 3.82
3 3.54 e-1 5.57 e-2 - 1.56 e-1 - 2.66 e-1 - 4.89 e-2 -
1.77 e-1 1.22 e-3 5.52 6.94 e-3 4.50 1.16 e-2 4.52 7.82 e-4 5.97
8.84 e-2 1.87 e-4 2.70 8.04 e-4 3.11 1.57 e-3 2.89 7.12 e-5 3.46
4.42 e-2 9.99 e-6 4.22 4.71 e-5 4.09 1.08 e-4 3.86 2.53 e-6 4.82
2.21 e-2 5.93 e-7 4.07 3.06 e-6 3.94 7.49 e-6 3.85 8.75 e-8 4.85
4 3.54 e-1 1.81 e-2 - 1.49 e-1 - 6.63 e-2 - 8.37 e-3 -
1.77 e-1 6.43 e-4 4.82 4.30 e-3 5.12 6.50 e-3 3.35 4.37 e-4 4.26
8.84 e-2 4.64 e-6 7.11 4.82 e-5 6.48 1.02 e-4 6.00 3.91 e-6 6.80
4.42 e-2 2.41 e-7 4.27 1.63 e-6 4.88 3.68 e-6 4.78 7.02 e-8 5.80
2.21 e-2 5.53 e-9 5.45 5.09 e-8 5.00 1.23 e-7 4.91 1.18 e-9 5.89















1 3.54 e-1 5.54 e-1 - 2.29 e0 - 9.57 e-1 - 5.70 e-1 -
1.77 e-1 9.34 e-2 2.57 7.22 e-1 1.66 4.24 e-1 1.17 8.21 e-2 2.79
8.84 e-2 5.05 e-2 0.89 3.81 e-1 0.92 2.90 e-1 0.55 4.56 e-2 0.85
4.42 e-2 9.81 e-3 2.36 7.42 e-2 2.36 1.19 e-1 1.29 8.52 e-3 2.42
2.21 e-2 2.02 e-3 2.28 1.79 e-2 2.05 4.62 e-2 1.36 1.61 e-3 2.40
2 3.54 e-1 1.52 e-1 - 1.80 e0 - 6.43 e-1 - 1.54 e-1 -
1.77 e-1 5.05 e-2 1.59 3.48 e-1 2.37 3.19 e-1 1.01 5.29 e-2 1.54
8.84 e-2 4.35 e-3 3.54 2.58 e-2 3.75 4.04 e-2 2.98 4.48 e-3 3.56
4.42 e-2 4.87 e-4 3.16 3.44 e-3 2.91 8.33 e-3 2.28 4.91 e-4 3.19
2.21 e-2 4.37 e-5 3.48 5.14 e-4 2.74 1.51 e-3 2.47 4.33 e-5 3.50
3 3.54 e-1 1.25 e-1 - 6.04 e-1 - 5.00 e-1 - 1.23 e-1 -
1.77 e-1 2.82 e-3 5.47 2.93 e-2 4.36 2.41 e-2 4.37 2.40 e-3 5.68
8.84 e-2 5.90 e-4 2.26 4.36 e-3 2.75 6.56 e-3 1.88 4.55 e-4 2.40
4.42 e-2 2.38 e-5 4.63 1.91 e-4 4.51 4.37 e-4 3.91 1.69 e-5 4.75
2.21 e-2 1.13 e-6 4.40 1.31 e-5 3.87 3.84 e-5 3.51 7.20 e-7 4.55
4 3.54 e-1 3.82 e-2 - 8.66 e-1 - 1.66 e-1 - 3.07 e-2 -
1.77 e-1 3.06 e-3 3.64 2.51 e-2 5.11 2.67 e-2 2.63 2.82 e-3 3.44
8.84 e-2 2.18 e-5 7.13 1.72 e-4 7.19 3.59 e-4 6.22 2.21 e-5 7.00
4.42 e-2 9.10 e-7 4.58 7.53 e-6 4.51 1.88 e-5 4.26 5.43 e-7 5.35















1 3.54 e-1 5.93 e-1 - 2.00 e1 - 9.87 e-1 - 6.09 e-1 -
1.77 e-1 1.22 e-1 2.29 5.53 e0 1.85 5.08 e-1 0.96 1.09 e-1 2.49
8.84 e-2 7.96 e-2 0.61 3.48 e0 0.67 4.61 e-1 0.14 7.31 e-2 0.57
4.42 e-2 1.37 e-2 2.54 5.34 e-1 2.70 1.89 e-1 1.29 1.28 e-2 2.52
2.21 e-2 2.94 e-3 2.22 8.38 e-2 2.67 8.32 e-2 1.18 2.73 e-3 2.23
2 3.54 e-1 1.86 e-1 - 1.84 e1 - 8.22 e-1 - 1.87 e-1 -
1.77 e-1 8.27 e-2 1.17 3.31 e0 2.48 5.22 e-1 0.66 8.49 e-2 1.14
8.84 e-2 7.08 e-3 3.54 2.15 e-1 3.94 6.74 e-2 2.95 7.09 e-3 3.58
4.42 e-2 1.17 e-3 2.59 2.37 e-2 3.18 1.91 e-2 1.82 1.14 e-3 2.63
2.21 e-2 1.32 e-4 3.15 2.30 e-3 3.37 3.77 e-3 2.34 1.26 e-4 3.18
3 3.54 e-1 1.58 e-1 - 5.07 e0 - 6.90 e-1 - 1.57 e-1 -
1.77 e-1 6.05 e-3 4.71 3.45 e-1 3.88 5.60 e-2 3.62 6.13 e-3 4.68
8.84 e-2 1.55 e-3 1.96 4.69 e-2 2.88 2.29 e-2 1.29 1.46 e-3 2.07
4.42 e-2 5.39 e-5 4.85 1.30 e-3 5.17 1.29 e-3 4.15 4.56 e-5 5.00
2.21 e-2 2.40 e-6 4.49 6.87 e-5 4.25 9.97 e-5 3.69 2.15 e-6 4.40
4 3.54 e-1 5.33 e-2 - 9.06 e0 - 2.46 e-1 - 4.61 e-2 -
1.77 e-1 6.85 e-3 2.96 2.95 e-1 4.94 7.82 e-2 1.65 7.31 e-3 2.66
8.84 e-2 4.60 e-5 7.22 1.24 e-3 7.90 8.20 e-4 6.58 4.67 e-5 7.29
4.42 e-2 2.76 e-6 4.06 5.63 e-5 4.46 7.99 e-5 3.36 2.19 e-6 4.42
2.21 e-2 6.86 e-8 5.33 1.35 e-6 5.39 2.44 e-6 5.03 3.95 e-8 5.79
Table B.9: History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ |a(x)| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 4.65 e-1 - 4.30 e0 - 9.53 e-1 - 3.16 e-1 -
1.77 e-1 1.63 e-1 1.51 1.02 e0 2.07 3.11 e-1 1.61 3.75 e-2 3.08
8.84 e-2 3.28 e-2 2.32 2.24 e-1 2.19 7.42 e-2 2.07 3.13 e-3 3.58
4.42 e-2 7.88 e-3 2.06 5.18 e-2 2.11 1.77 e-2 2.07 3.07 e-4 3.35
2.21 e-2 1.96 e-3 2.01 1.25 e-2 2.05 4.34 e-3 2.03 3.51 e-5 3.13
2 3.54 e-1 1.30 e-1 - 2.17 e0 - 4.02 e-1 - 7.58 e-2 -
1.77 e-1 2.93 e-2 2.15 2.11 e-1 3.36 5.63 e-2 2.83 4.66 e-3 4.02
8.84 e-2 3.60 e-3 3.02 2.34 e-2 3.17 6.01 e-3 3.23 2.36 e-4 4.30
4.42 e-2 4.50 e-4 3.00 2.65 e-3 3.14 7.11 e-4 3.08 1.29 e-5 4.19
2.21 e-2 5.64 e-5 3.00 3.19 e-4 3.06 8.67 e-5 3.04 7.71 e-7 4.07
3 3.54 e-1 7.43 e-2 - 4.51 e-1 - 1.91 e-1 - 1.87 e-2 -
1.77 e-1 7.03 e-3 3.40 4.52 e-2 3.32 1.38 e-2 3.80 5.44 e-4 5.10
8.84 e-2 4.01 e-4 4.13 2.33 e-3 4.28 7.41 e-4 4.22 1.53 e-5 5.15
4.42 e-2 2.25 e-5 4.16 1.32 e-4 4.14 4.19 e-5 4.14 4.18 e-7 5.20
2.21 e-2 1.40 e-6 4.01 7.90 e-6 4.06 2.53 e-6 4.05 1.24 e-8 5.07
4 3.54 e-1 2.74 e-2 - 2.63 e-1 - 4.42 e-2 - 4.20 e-3 -
1.77 e-1 1.79 e-3 3.94 8.87 e-3 4.89 1.86 e-3 4.57 8.22 e-5 5.67
8.84 e-2 3.20 e-5 5.81 1.78 e-4 5.64 4.24 e-5 5.45 9.92 e-7 6.37
4.42 e-2 9.32 e-7 5.10 4.53 e-6 5.29 1.20 e-6 5.14 1.37 e-8 6.17















1 3.54 e-1 4.92 e0 - 1.48 e1 - 3.70 e0 - 9.50 e-1 -
1.77 e-1 1.99 e-1 4.63 5.00 e-1 4.89 3.96 e-1 3.22 6.96 e-2 3.77
8.84 e-2 6.74 e-2 1.56 2.39 e-1 1.06 1.64 e-1 1.27 1.33 e-2 2.38
4.42 e-2 1.45 e-2 2.22 3.59 e-2 2.74 3.66 e-2 2.16 1.42 e-3 3.23
2.21 e-2 3.96 e-3 1.87 8.11 e-3 2.14 1.00 e-2 1.87 1.81 e-4 2.97
2 3.54 e-1 1.49 e-1 - 5.88 e-1 - 3.64 e-1 - 1.06 e-1 -
1.77 e-1 6.99 e-2 1.09 2.08 e-1 1.50 1.64 e-1 1.15 1.84 e-2 2.53
8.84 e-2 5.59 e-3 3.64 1.22 e-2 4.09 1.33 e-2 3.63 7.40 e-4 4.64
4.42 e-2 1.05 e-3 2.42 2.49 e-3 2.29 2.48 e-3 2.42 6.22 e-5 3.57
2.21 e-2 1.20 e-4 3.13 2.35 e-4 3.41 2.83 e-4 3.13 3.50 e-6 4.15
3 3.54 e-1 7.61 e-2 - 2.13 e-1 - 2.23 e-1 - 3.88 e-2 -
1.77 e-1 8.18 e-3 3.22 1.95 e-2 3.45 2.64 e-2 3.07 2.13 e-3 4.19
8.84 e-2 1.72 e-3 2.25 5.01 e-3 1.96 4.42 e-3 2.58 1.55 e-4 3.78
4.42 e-2 5.85 e-5 4.88 1.52 e-4 5.04 1.70 e-4 4.70 2.84 e-6 5.77
2.21 e-2 2.83 e-6 4.37 6.35 e-6 4.59 8.70 e-6 4.29 7.41 e-8 5.26
4 3.54 e-1 1.21 e-1 - 3.67 e-1 - 2.24 e-1 - 2.68 e-2 -
1.77 e-1 6.90 e-3 4.13 1.94 e-2 4.24 1.62 e-2 3.79 9.37 e-4 4.84
8.84 e-2 3.84 e-5 7.49 7.30 e-5 8.05 1.31 e-4 6.95 3.89 e-6 7.91
4.42 e-2 3.61 e-6 3.41 9.27 e-6 2.98 1.02 e-5 3.68 1.32 e-7 4.88
2.21 e-2 7.51 e-8 5.59 1.89 e-7 5.62 2.21 e-7 5.53 1.47 e-9 6.49















1 3.54 e-1 1.33 e0 - 1.38 e1 - 2.65 e0 - 1.05 e0 -
1.77 e-1 2.42 e-1 2.46 1.70 e0 3.01 7.27 e-1 1.87 1.76 e-1 2.58
8.84 e-2 1.62 e-1 0.58 2.77 e0 -0.70 6.91 e-1 0.07 8.94 e-2 0.98
4.42 e-2 4.85 e-2 1.74 1.00 e0 1.46 1.20 e-1 2.53 7.55 e-3 3.57
2.21 e-2 6.75 e-3 2.85 1.15 e-1 3.13 1.99 e-2 2.59 6.22 e-4 3.60
2 3.54 e-1 7.39 e-1 - 5.96 e0 - 2.07 e0 - 5.42 e-1 -
1.77 e-1 2.18 e-1 1.76 1.82 e0 1.71 6.90 e-1 1.58 1.05 e-1 2.36
8.84 e-2 2.44 e-2 3.16 4.12 e-1 2.14 6.05 e-2 3.51 5.67 e-3 4.21
4.42 e-2 5.81 e-3 2.07 8.32 e-2 2.31 1.59 e-2 1.93 5.75 e-4 3.30
2.21 e-2 5.73 e-4 3.34 8.19 e-3 3.35 1.57 e-3 3.34 2.78 e-5 4.37
3 3.54 e-1 3.30 e-1 - 3.80 e0 - 1.08 e0 - 2.32 e-1 -
1.77 e-1 2.44 e-2 3.75 3.15 e-1 3.59 1.14 e-1 3.24 1.17 e-2 4.31
8.84 e-2 7.73 e-3 1.66 1.31 e-1 1.26 3.10 e-2 1.88 1.66 e-3 2.82
4.42 e-2 2.92 e-4 4.73 4.62 e-3 4.83 1.02 e-3 4.93 2.57 e-5 6.01
2.21 e-2 9.83 e-6 4.89 9.58 e-5 5.59 5.35 e-5 4.25 6.60 e-7 5.28
4 3.54 e-1 4.85 e0 - 7.85 e1 - 1.64 e1 - 2.61 e0 -
1.77 e-1 2.34 e-2 7.70 2.33 e-1 8.40 8.83 e-2 7.53 7.58 e-3 8.43
8.84 e-2 1.03 e-4 7.82 1.59 e-3 7.19 4.61 e-4 7.58 2.01 e-5 8.56
4.42 e-2 2.21 e-5 2.22 2.62 e-4 2.60 7.74 e-5 2.57 1.51 e-6 3.73















1 3.54 e-1 3.48 e0 - 5.95 e2 - 1.51 e1 - 4.65 e0 -
1.77 e-1 1.19 e2 -5.09 5.60 e3 -3.23 2.61 e2 -4.11 5.24 e1 -3.49
8.84 e-2 4.14 e-1 8.16 1.67 e1 8.39 2.43 e0 6.75 2.30 e-1 7.83
4.42 e-2 3.79 e-2 3.45 5.85 e0 1.52 3.88 e-1 2.65 2.55 e-2 3.17
2.21 e-2 2.11 e-2 0.84 3.89 e0 0.59 1.15 e-1 1.76 3.92 e-3 2.70
1.10 e-2 4.19 e-3 2.33 6.91 e-1 2.49 1.60 e-2 2.84 2.30 e-4 4.09
2 3.54 e-1 2.96 e-1 - 2.81 e1 - 1.73 e0 - 3.45 e-1 -
1.77 e-1 2.02 e-1 0.55 7.54 e0 1.90 1.14 e0 0.60 1.74 e-1 0.99
8.84 e-2 4.47 e-2 2.18 6.46 e0 0.22 2.86 e-1 2.00 1.96 e-2 3.15
4.42 e-2 3.41 e-2 0.39 5.89 e0 0.13 1.12 e-1 1.36 5.60 e-3 1.81
2.21 e-2 4.58 e-3 2.90 7.61 e-1 2.95 1.56 e-2 2.84 3.69 e-4 3.92
1.10 e-2 3.74 e-4 3.61 5.89 e-2 3.69 1.27 e-3 3.62 1.39 e-5 4.72
3 3.54 e-1 1.85 e-1 - 7.78 e0 - 7.90 e-1 - 1.84 e-1 -
1.77 e-1 8.64 e-2 1.10 5.15 e0 0.60 6.08 e-1 0.38 5.11 e-2 1.85
8.84 e-2 1.18 e-2 2.87 1.33 e0 1.96 1.15 e-1 2.41 6.76 e-3 2.92
4.42 e-2 1.02 e-3 3.53 1.79 e-1 2.89 5.81 e-3 4.30 2.10 e-4 5.01
2.21 e-2 1.71 e-4 2.58 3.15 e-2 2.51 4.24 e-4 3.78 8.94 e-6 4.55
1.10 e-2 1.11 e-6 7.26 1.56 e-4 7.66 1.17 e-5 5.18 8.02 e-8 6.80
4 3.54 e-1 1.34 e0 - 1.43 e2 - 6.32 e0 - 1.10 e0 -
1.77 e-1 3.60 e-2 5.22 1.46 e0 6.62 2.65 e-1 4.57 1.95 e-2 5.82
8.84 e-2 3.12 e-4 6.85 4.15 e-2 5.14 2.58 e-3 6.69 1.32 e-4 7.21
4.42 e-2 9.04 e-5 1.79 1.50 e-2 1.47 5.21 e-4 2.30 1.16 e-5 3.50
2.21 e-2 4.00 e-6 4.50 6.21 e-4 4.59 1.73 e-5 4.92 1.80 e-7 6.01
1.10 e-2 8.45 e-8 5.56 1.16 e-5 5.74 3.55 e-7 5.60 1.78 e-9 6.66
Table B.10: History of convergence of the HDG method for the Oseen equations with
τ(x) = ν/`+ 12a(x) · n for diﬀerent Re in the Kovasznay problem.
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Appendix C
Numerical results of the convergence
analysis for the Navier-Stokes
equations
This section compiles all the numerical results that have been obtained from the numerical
simulation of the Kovasznay ﬂow, an analytical solution of the Navier-Stokes equations,
for diﬀerent choices of the stabilization parameter of the HDG formulation, τ . Details of
the problem can be found in Section 5.4.
C.1 Uniform τ in the whole domain















1 3.54 e-1 3.27 e-1 - 5.58 e0 - 9.56 e-1 - 3.18 e-1 -
1.77 e-1 5.76 e-2 2.51 1.35 e0 2.05 3.07 e-1 1.64 3.77 e-2 3.08
8.84 e-2 1.19 e-2 2.27 2.78 e-1 2.28 7.83 e-2 1.97 3.66 e-3 3.36
4.42 e-2 2.84 e-3 2.07 6.13 e-2 2.18 1.89 e-2 2.05 3.86 e-4 3.24
2.21 e-2 7.00 e-4 2.02 1.41 e-2 2.12 4.58 e-3 2.04 4.41 e-5 3.13
2 3.54 e-1 7.76 e-2 - 2.70 e0 - 4.35 e-1 - 8.02 e-2 -
1.77 e-1 6.34 e-3 3.61 2.43 e-1 3.47 6.70 e-2 2.70 5.56 e-3 3.85
8.84 e-2 7.85 e-4 3.01 2.91 e-2 3.06 7.07 e-3 3.25 2.71 e-4 4.36
4.42 e-2 9.68 e-5 3.02 3.12 e-3 3.22 8.24 e-4 3.10 1.54 e-5 4.13
2.21 e-2 1.21 e-5 3.01 3.58 e-4 3.13 9.90 e-5 3.06 9.28 e-7 4.06
3 3.54 e-1 3.48 e-2 - 6.15 e-1 - 1.99 e-1 - 2.24 e-2 -
1.77 e-1 1.97 e-3 4.14 5.71 e-2 3.43 1.37 e-2 3.85 5.51 e-4 5.35
8.84 e-2 1.19 e-4 4.05 2.77 e-3 4.36 7.88 e-4 4.13 1.75 e-5 4.98
4.42 e-2 6.98 e-6 4.09 1.51 e-4 4.20 4.59 e-5 4.10 4.98 e-7 5.14
2.21 e-2 4.29 e-7 4.03 8.64 e-6 4.13 2.75 e-6 4.06 1.48 e-8 5.07
4 3.54 e-1 7.24 e-3 - 3.07 e-1 - 4.43 e-2 - 4.23 e-3 -
1.77 e-1 2.49 e-4 4.86 6.88 e-3 5.48 1.79 e-3 4.63 8.47 e-5 5.64
8.84 e-2 5.68 e-6 5.45 1.94 e-4 5.15 4.74 e-5 5.24 1.06 e-6 6.32
4.42 e-2 1.70 e-7 5.06 5.12 e-6 5.24 1.35 e-6 5.13 1.53 e-8 6.12
2.21 e-2 5.22 e-9 5.02 1.43 e-7 5.16 4.01 e-8 5.07 2.33 e-10 6.04

















1 3.54 e-1 3.94 e-1 - 1.74 e0 - 9.00 e-1 - 3.96 e-1 -
1.77 e-1 5.33 e-2 2.89 3.08 e-1 2.49 3.29 e-1 1.45 4.74 e-2 3.06
8.84 e-2 2.45 e-2 1.12 1.03 e-1 1.58 1.68 e-1 0.97 2.12 e-2 1.16
4.42 e-2 4.88 e-3 2.33 2.80 e-2 1.88 5.75 e-2 1.55 3.49 e-3 2.60
2.21 e-2 1.04 e-3 2.23 7.75 e-3 1.85 1.77 e-2 1.70 5.22 e-4 2.74
2 3.54 e-1 9.90 e-2 - 6.55 e-1 - 4.26 e-1 - 9.66 e-2 -
1.77 e-1 1.77 e-2 2.48 1.11 e-1 2.55 1.62 e-1 1.40 2.07 e-2 2.22
8.84 e-2 1.33 e-3 3.73 1.18 e-2 3.24 2.14 e-2 2.91 1.51 e-3 3.78
4.42 e-2 1.09 e-4 3.61 1.69 e-3 2.80 3.47 e-3 2.63 1.22 e-4 3.62
2.21 e-2 8.63 e-6 3.66 2.30 e-4 2.88 5.16 e-4 2.75 9.07 e-6 3.75
3 3.54 e-1 5.47 e-2 - 2.15 e-1 - 2.65 e-1 - 4.91 e-2 -
1.77 e-1 1.13 e-3 5.60 8.53 e-3 4.65 1.24 e-2 4.42 8.95 e-4 5.78
8.84 e-2 1.70 e-4 2.73 1.16 e-3 2.88 2.14 e-3 2.53 1.02 e-4 3.14
4.42 e-2 9.67 e-6 4.14 7.58 e-5 3.94 1.68 e-4 3.67 3.96 e-6 4.68
2.21 e-2 5.81 e-7 4.06 5.05 e-6 3.91 1.20 e-5 3.80 1.42 e-7 4.81
4 3.54 e-1 1.15 e-2 - 1.11 e-1 - 4.31 e-2 - 7.63 e-3 -
1.77 e-1 3.85 e-4 4.91 4.13 e-3 4.74 5.43 e-3 2.99 3.82 e-4 4.32
8.84 e-2 5.43 e-6 6.15 7.89 e-5 5.71 1.63 e-4 5.06 6.19 e-6 5.95
4.42 e-2 1.20 e-7 5.51 2.78 e-6 4.83 6.15 e-6 4.73 1.17 e-7 5.72















1 3.54 e-1 5.61 e-1 - 3.66 e0 - 9.49 e-1 - 5.71 e-1 -
1.77 e-1 8.41 e-2 2.74 1.27 e0 1.53 4.69 e-1 1.02 8.15 e-2 2.81
8.84 e-2 5.96 e-2 0.49 6.27 e-1 1.01 3.69 e-1 0.35 5.86 e-2 0.47
4.42 e-2 1.12 e-2 2.41 9.97 e-2 2.65 1.59 e-1 1.21 1.08 e-2 2.45
2.21 e-2 2.31 e-3 2.28 2.56 e-2 1.96 6.37 e-2 1.32 2.10 e-3 2.36
2 3.54 e-1 1.69 e-1 - 2.73 e0 - 7.26 e-1 - 1.69 e-1 -
1.77 e-1 4.73 e-2 1.84 4.03 e-1 2.76 3.19 e-1 1.19 5.23 e-2 1.69
8.84 e-2 5.78 e-3 3.03 3.72 e-2 3.44 5.26 e-2 2.60 6.10 e-3 3.10
4.42 e-2 6.18 e-4 3.23 5.24 e-3 2.83 1.08 e-2 2.29 6.57 e-4 3.21
2.21 e-2 5.64 e-5 3.45 8.29 e-4 2.66 2.07 e-3 2.38 6.12 e-5 3.42
3 3.54 e-1 1.21 e-1 - 7.19 e-1 - 4.93 e-1 - 1.20 e-1 -
1.77 e-1 2.22 e-3 5.77 3.14 e-2 4.52 2.01 e-2 4.62 2.06 e-3 5.87
8.84 e-2 4.62 e-4 2.26 4.74 e-3 2.72 5.67 e-3 1.82 4.38 e-4 2.24
4.42 e-2 2.38 e-5 4.28 2.61 e-4 4.18 5.64 e-4 3.33 2.17 e-5 4.33
2.21 e-2 1.21 e-6 4.30 1.91 e-5 3.78 5.37 e-5 3.39 9.95 e-7 4.45
4 3.54 e-1 2.39 e-2 - 7.33 e-1 - 1.09 e-1 - 2.14 e-2 -
1.77 e-1 1.27 e-3 4.24 2.50 e-2 4.87 1.40 e-2 2.96 1.31 e-3 4.03
8.84 e-2 2.70 e-5 5.55 2.52 e-4 6.64 4.67 e-4 4.90 2.92 e-5 5.49
4.42 e-2 6.37 e-7 5.41 1.06 e-5 4.56 2.29 e-5 4.35 6.98 e-7 5.39
2.21 e-2 1.40 e-8 5.51 3.73 e-7 4.84 1.06 e-6 4.44 1.58 e-8 5.46

















1 3.54 e-1 5.92 e-1 - 3.39 e1 - 9.59 e-1 - 6.03 e-1 -
1.77 e-1 9.41 e-2 2.65 1.10 e1 1.63 5.09 e-1 0.91 9.26 e-2 2.70
8.84 e-2 8.23 e-2 0.19 4.42 e0 1.32 4.96 e-1 0.04 8.21 e-2 0.17
4.42 e-2 1.45 e-2 2.51 5.24 e-1 3.08 2.20 e-1 1.17 1.44 e-2 2.51
2.21 e-2 3.27 e-3 2.15 8.75 e-2 2.58 1.04 e-1 1.07 3.23 e-3 2.16
2 3.54 e-1 1.95 e-1 - 2.97 e1 - 8.30 e-1 - 1.96 e-1 -
1.77 e-1 6.30 e-2 1.63 3.32 e0 3.16 4.39 e-1 0.92 6.77 e-2 1.53
8.84 e-2 8.47 e-3 2.89 3.74 e-1 3.15 8.27 e-2 2.41 8.76 e-3 2.95
4.42 e-2 1.23 e-3 2.78 2.98 e-2 3.65 1.91 e-2 2.11 1.27 e-3 2.79
2.21 e-2 1.45 e-4 3.08 3.02 e-3 3.30 4.35 e-3 2.14 1.50 e-4 3.08
3 3.54 e-1 1.51 e-1 - 6.45 e0 - 6.45 e-1 - 1.51 e-1 -
1.77 e-1 3.11 e-3 5.60 2.68 e-1 4.59 3.18 e-2 4.34 3.01 e-3 5.65
8.84 e-2 7.42 e-4 2.07 3.74 e-2 2.84 1.01 e-2 1.66 7.35 e-4 2.03
4.42 e-2 4.33 e-5 4.10 1.37 e-3 4.78 1.11 e-3 3.18 4.28 e-5 4.10
2.21 e-2 2.56 e-6 4.08 8.32 e-5 4.04 1.18 e-4 3.23 2.53 e-6 4.08
4 3.54 e-1 3.10 e-2 - 8.35 e0 - 1.59 e-1 - 2.86 e-2 -
1.77 e-1 2.32 e-3 3.74 2.39 e-1 5.12 3.02 e-2 2.40 2.35 e-3 3.60
8.84 e-2 5.21 e-5 5.47 1.51 e-3 7.31 8.63 e-4 5.13 5.41 e-5 5.44
4.42 e-2 1.59 e-6 5.03 6.15 e-5 4.62 4.79 e-5 4.17 1.65 e-6 5.04
2.21 e-2 4.23 e-8 5.23 1.81 e-6 5.09 2.48 e-6 4.27 4.42 e-8 5.22
Table C.1: History of convergence of the HDG method for the Navier-Stokes equations
with τ = ν/`+ V for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.24 e-1 - 5.13 e0 - 9.39 e-1 - 3.10 e-1 -
1.77 e-1 6.19 e-2 2.39 1.23 e0 2.06 2.92 e-1 1.68 3.46 e-2 3.16
8.84 e-2 1.31 e-2 2.24 2.41 e-1 2.35 7.29 e-2 2.00 3.17 e-3 3.45
4.42 e-2 3.14 e-3 2.06 5.21 e-2 2.21 1.75 e-2 2.06 3.19 e-4 3.31
2.21 e-2 7.77 e-4 2.01 1.19 e-2 2.13 4.23 e-3 2.04 3.56 e-5 3.17
2 3.54 e-1 7.75 e-2 - 2.44 e0 - 3.99 e-1 - 7.64 e-2 -
1.77 e-1 8.47 e-3 3.19 1.96 e-1 3.64 5.81 e-2 2.78 4.79 e-3 4.00
8.84 e-2 9.95 e-4 3.09 2.45 e-2 3.00 6.17 e-3 3.24 2.39 e-4 4.32
4.42 e-2 1.23 e-4 3.01 2.62 e-3 3.23 7.12 e-4 3.12 1.33 e-5 4.17
2.21 e-2 1.54 e-5 3.00 2.96 e-4 3.15 8.50 e-5 3.07 7.90 e-7 4.08
3 3.54 e-1 3.45 e-2 - 4.99 e-1 - 1.87 e-1 - 2.01 e-2 -
1.77 e-1 2.30 e-3 3.91 5.11 e-2 3.29 1.30 e-2 3.84 5.10 e-4 5.30
8.84 e-2 1.37 e-4 4.07 2.38 e-3 4.42 7.19 e-4 4.18 1.52 e-5 5.07
4.42 e-2 7.89 e-6 4.12 1.28 e-4 4.21 4.18 e-5 4.10 4.27 e-7 5.15
2.21 e-2 4.84 e-7 4.03 7.31 e-6 4.13 2.51 e-6 4.06 1.26 e-8 5.08
4 3.54 e-1 1.21 e-2 - 2.75 e-1 - 4.26 e-2 - 4.25 e-3 -
1.77 e-1 4.34 e-4 4.80 5.83 e-3 5.56 1.51 e-3 4.82 7.16 e-5 5.89
8.84 e-2 7.73 e-6 5.81 1.64 e-4 5.15 4.14 e-5 5.19 9.60 e-7 6.22
4.42 e-2 2.26 e-7 5.10 4.31 e-6 5.25 1.18 e-6 5.14 1.37 e-8 6.13















1 3.54 e-1 3.79 e-1 - 1.59 e0 - 8.56 e-1 - 3.78 e-1 -
1.77 e-1 5.06 e-2 2.91 2.74 e-1 2.53 2.78 e-1 1.62 4.28 e-2 3.14
8.84 e-2 1.96 e-2 1.37 6.64 e-2 2.05 1.20 e-1 1.21 1.42 e-2 1.60
4.42 e-2 4.18 e-3 2.23 1.66 e-2 2.00 3.72 e-2 1.69 2.15 e-3 2.72
2.21 e-2 9.67 e-4 2.11 4.33 e-3 1.94 1.05 e-2 1.82 2.98 e-4 2.85
2 3.54 e-1 9.71 e-2 - 4.97 e-1 - 3.42 e-1 - 8.65 e-2 -
1.77 e-1 1.26 e-2 2.94 7.93 e-2 2.65 1.22 e-1 1.49 1.45 e-2 2.58
8.84 e-2 8.91 e-4 3.82 6.91 e-3 3.52 1.45 e-2 3.07 1.01 e-3 3.84
4.42 e-2 7.28 e-5 3.61 9.46 e-4 2.87 2.11 e-3 2.78 7.35 e-5 3.78
2.21 e-2 6.42 e-6 3.50 1.23 e-4 2.94 2.91 e-4 2.86 5.10 e-6 3.85
3 3.54 e-1 4.77 e-2 - 1.67 e-1 - 2.03 e-1 - 3.74 e-2 -
1.77 e-1 1.15 e-3 5.38 6.81 e-3 4.62 1.10 e-2 4.20 7.75 e-4 5.59
8.84 e-2 1.69 e-4 2.76 7.56 e-4 3.17 1.42 e-3 2.96 6.44 e-5 3.59
4.42 e-2 9.45 e-6 4.16 4.24 e-5 4.15 1.00 e-4 3.82 2.32 e-6 4.80
2.21 e-2 5.78 e-7 4.03 2.69 e-6 3.98 6.73 e-6 3.89 7.81 e-8 4.89
4 3.54 e-1 2.12 e-2 - 1.27 e-1 - 7.56 e-2 - 1.13 e-2 -
1.77 e-1 5.83 e-4 5.18 4.02 e-3 4.98 4.39 e-3 4.11 2.94 e-4 5.27
8.84 e-2 3.74 e-6 7.29 4.53 e-5 6.47 1.03 e-4 5.42 3.93 e-6 6.23
4.42 e-2 1.28 e-7 4.87 1.57 e-6 4.85 3.54 e-6 4.86 6.77 e-8 5.86
2.21 e-2 2.59 e-9 5.62 4.84 e-8 5.02 1.17 e-7 4.92 1.13 e-9 5.90

















1 3.54 e-1 5.52 e-1 - 2.63 e0 - 9.40 e-1 - 5.61 e-1 -
1.77 e-1 8.03 e-2 2.78 1.08 e0 1.28 4.41 e-1 1.09 7.63 e-2 2.88
8.84 e-2 5.11 e-2 0.65 4.68 e-1 1.20 3.18 e-1 0.47 4.93 e-2 0.63
4.42 e-2 9.81 e-3 2.38 7.63 e-2 2.62 1.31 e-1 1.28 8.98 e-3 2.46
2.21 e-2 1.99 e-3 2.30 1.80 e-2 2.09 4.89 e-2 1.42 1.63 e-3 2.46
2 3.54 e-1 1.77 e-1 - 3.13 e0 - 6.61 e-1 - 1.64 e-1 -
1.77 e-1 4.12 e-2 2.10 3.38 e-1 3.21 2.85 e-1 1.21 4.63 e-2 1.82
8.84 e-2 4.80 e-3 3.10 2.53 e-2 3.74 4.47 e-2 2.67 5.11 e-3 3.18
4.42 e-2 4.67 e-4 3.36 3.40 e-3 2.89 8.54 e-3 2.39 5.03 e-4 3.34
2.21 e-2 3.95 e-5 3.56 5.04 e-4 2.76 1.53 e-3 2.48 4.34 e-5 3.53
3 3.54 e-1 1.13 e-1 - 6.23 e-1 - 4.50 e-1 - 1.11 e-1 -
1.77 e-1 2.37 e-3 5.58 3.10 e-2 4.33 2.08 e-2 4.44 1.96 e-3 5.82
8.84 e-2 4.03 e-4 2.55 4.07 e-3 2.93 4.86 e-3 2.10 3.48 e-4 2.49
4.42 e-2 2.05 e-5 4.30 1.74 e-4 4.54 4.47 e-4 3.44 1.70 e-5 4.36
2.21 e-2 1.05 e-6 4.29 1.17 e-5 3.90 3.88 e-5 3.53 7.11 e-7 4.58
4 3.54 e-1 5.03 e-2 - 1.27 e0 - 2.07 e-1 - 4.16 e-2 -
1.77 e-1 2.04 e-3 4.62 3.73 e-2 5.09 2.01 e-2 3.37 1.71 e-3 4.60
8.84 e-2 2.26 e-5 6.49 1.64 e-4 7.83 3.93 e-4 5.67 2.44 e-5 6.13
4.42 e-2 5.08 e-7 5.48 7.36 e-6 4.48 1.78 e-5 4.47 5.20 e-7 5.55















1 3.54 e-1 5.85 e-1 - 2.38 e1 - 9.56 e-1 - 5.95 e-1 -
1.77 e-1 9.48 e-2 2.63 9.17 e0 1.38 5.10 e-1 0.91 9.27 e-2 2.68
8.84 e-2 7.59 e-2 0.32 3.88 e0 1.24 4.69 e-1 0.12 7.54 e-2 0.30
4.42 e-2 1.40 e-2 2.44 4.50 e-1 3.11 2.12 e-1 1.15 1.39 e-2 2.44
2.21 e-2 3.12 e-3 2.16 7.66 e-2 2.55 9.81 e-2 1.11 3.06 e-3 2.18
2 3.54 e-1 2.22 e-1 - 3.86 e1 - 8.52 e-1 - 2.06 e-1 -
1.77 e-1 5.97 e-2 1.89 3.14 e0 3.62 4.19 e-1 1.02 6.46 e-2 1.68
8.84 e-2 8.03 e-3 2.89 3.10 e-1 3.34 7.87 e-2 2.41 8.31 e-3 2.96
4.42 e-2 1.12 e-3 2.84 2.32 e-2 3.74 1.75 e-2 2.17 1.16 e-3 2.84
2.21 e-2 1.26 e-4 3.15 2.23 e-3 3.38 3.80 e-3 2.20 1.31 e-4 3.15
3 3.54 e-1 1.46 e-1 - 4.73 e0 - 6.27 e-1 - 1.46 e-1 -
1.77 e-1 3.64 e-3 5.33 3.08 e-1 3.94 3.69 e-2 4.09 3.39 e-3 5.43
8.84 e-2 6.36 e-4 2.52 3.76 e-2 3.04 9.71 e-3 1.93 6.13 e-4 2.47
4.42 e-2 3.95 e-5 4.01 1.17 e-3 5.01 1.00 e-3 3.27 3.87 e-5 3.98
2.21 e-2 2.30 e-6 4.10 6.43 e-5 4.18 1.04 e-4 3.27 2.24 e-6 4.11
4 3.54 e-1 9.21 e-2 - 2.03 e1 - 3.84 e-1 - 8.48 e-2 -
1.77 e-1 5.61 e-3 4.04 5.04 e-1 5.33 6.79 e-2 2.50 5.41 e-3 3.97
8.84 e-2 4.93 e-5 6.83 1.22 e-3 8.69 8.11 e-4 6.39 5.12 e-5 6.72
4.42 e-2 1.37 e-6 5.17 5.39 e-5 4.50 4.23 e-5 4.26 1.42 e-6 5.17
2.21 e-2 3.51 e-8 5.29 1.32 e-6 5.35 2.11 e-6 4.32 3.69 e-8 5.27
Table C.2: History of convergence of the HDG method for the Navier-Stokes equations
with τ = ν/`+ 12 maxx∈Ω|uˆ(x) · n| for diﬀerent Re in the Kovasznay problem.
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C.2 Constant stabilization parameter at each face: τi
C.2.1 τi = ν/`+
1
2















1 3.54 e-1 3.29 e-1 - 4.82 e0 - 9.28 e-1 - 3.04 e-1 -
1.77 e-1 8.29 e-2 1.99 1.19 e0 2.02 2.86 e-1 1.70 3.25 e-2 3.23
8.84 e-2 1.80 e-2 2.20 2.22 e-1 2.42 7.07 e-2 2.02 2.91 e-3 3.48
4.42 e-2 4.49 e-3 2.00 4.85 e-2 2.20 1.70 e-2 2.06 2.90 e-4 3.32
2.21 e-2 1.13 e-3 1.99 1.12 e-2 2.12 4.13 e-3 2.04 3.24 e-5 3.17
2 3.54 e-1 8.47 e-2 - 2.26 e0 - 3.77 e-1 - 7.37 e-2 -
1.77 e-1 1.57 e-2 2.43 1.72 e-1 3.72 5.28 e-2 2.83 4.29 e-3 4.10
8.84 e-2 1.80 e-3 3.12 2.23 e-2 2.95 5.70 e-3 3.21 2.23 e-4 4.27
4.42 e-2 2.33 e-4 2.95 2.40 e-3 3.21 6.64 e-4 3.10 1.24 e-5 4.17
2.21 e-2 2.98 e-5 2.97 2.73 e-4 3.14 7.99 e-5 3.05 7.36 e-7 4.07
3 3.54 e-1 3.66 e-2 - 4.36 e-1 - 1.79 e-1 - 1.87 e-2 -
1.77 e-1 3.19 e-3 3.52 4.83 e-2 3.18 1.27 e-2 3.82 4.97 e-4 5.24
8.84 e-2 2.04 e-4 3.97 2.17 e-3 4.48 6.87 e-4 4.21 1.40 e-5 5.15
4.42 e-2 1.25 e-5 4.03 1.18 e-4 4.20 4.02 e-5 4.10 3.98 e-7 5.13
4 3.54 e-1 1.68 e-2 - 2.46 e-1 - 4.24 e-2 - 4.34 e-3 -
1.77 e-1 9.32 e-4 4.17 6.26 e-3 5.30 1.46 e-3 4.86 6.82 e-5 5.99
8.84 e-2 1.59 e-5 5.88 1.48 e-4 5.40 3.87 e-5 5.24 9.19 e-7 6.21















1 3.54 e-1 3.57 e-1 - 1.51 e0 - 7.95 e-1 - 3.54 e-1 -
1.77 e-1 7.28 e-2 2.29 3.23 e-1 2.22 2.49 e-1 1.67 4.81 e-2 2.88
8.84 e-2 2.31 e-2 1.65 4.67 e-2 2.79 8.17 e-2 1.61 7.84 e-3 2.62
4.42 e-2 4.61 e-3 2.33 7.76 e-3 2.59 2.14 e-2 1.93 1.12 e-3 2.81
2.21 e-2 1.09 e-3 2.09 1.87 e-3 2.05 5.59 e-3 1.94 1.45 e-4 2.95
2 3.54 e-1 1.08 e-1 - 3.34 e-1 - 3.03 e-1 - 8.46 e-2 -
1.77 e-1 2.66 e-2 2.01 1.06 e-1 1.66 9.37 e-2 1.69 1.09 e-2 2.96
8.84 e-2 9.91 e-4 4.75 3.57 e-3 4.89 8.04 e-3 3.54 5.94 e-4 4.20
4.42 e-2 1.54 e-4 2.69 4.33 e-4 3.04 9.83 e-4 3.03 3.51 e-5 4.08
2.21 e-2 2.01 e-5 2.94 5.15 e-5 3.07 1.26 e-4 2.96 2.28 e-6 3.94
3 3.54 e-1 5.54 e-2 - 2.38 e-1 - 1.58 e-1 - 3.31 e-2 -
1.77 e-1 1.72 e-3 5.01 6.77 e-3 5.14 1.08 e-2 3.87 7.00 e-4 5.56
8.84 e-2 3.84 e-4 2.17 7.21 e-4 3.23 1.13 e-3 3.26 4.31 e-5 4.02
4.42 e-2 1.31 e-5 4.87 2.15 e-5 5.07 5.29 e-5 4.41 1.15 e-6 5.23
2.21 e-2 6.66 e-7 4.30 1.23 e-6 4.12 3.34 e-6 3.98 3.67 e-8 4.97
4 3.54 e-1 6.90 e-2 - 3.03 e-1 - 3.05 e-1 - 4.98 e-2 -
1.77 e-1 2.58 e-3 4.74 9.41 e-3 5.01 9.87 e-3 4.95 6.88 e-4 6.18
8.84 e-2 4.98 e-6 9.01 2.49 e-5 8.56 5.41 e-5 7.51 2.21 e-6 8.28
4.42 e-2 5.27 e-7 3.24 8.56 e-7 4.86 1.65 e-6 5.03 3.27 e-8 6.08
Table C.3: History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+
1
2 maxx∈Γi |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.25 e-1 - 5.10 e0 - 9.36 e-1 - 3.09 e-1 -
1.77 e-1 6.67 e-2 2.29 1.23 e0 2.06 2.95 e-1 1.67 3.47 e-2 3.15
8.84 e-2 1.43 e-2 2.22 2.33 e-1 2.39 7.33 e-2 2.01 3.15 e-3 3.46
4.42 e-2 3.52 e-3 2.02 5.14 e-2 2.18 1.74 e-2 2.07 3.16 e-4 3.32
2.21 e-2 8.90 e-4 1.99 1.18 e-2 2.13 4.23 e-3 2.04 3.50 e-5 3.17
2 3.54 e-1 8.10 e-2 - 2.45 e0 - 4.14 e-1 - 7.79 e-2 -
1.77 e-1 8.46 e-3 3.26 1.96 e-1 3.64 6.09 e-2 2.76 5.01 e-3 3.96
8.84 e-2 1.20 e-3 2.82 2.45 e-2 3.00 6.03 e-3 3.34 2.34 e-4 4.42
4.42 e-2 1.59 e-4 2.91 2.58 e-3 3.25 6.97 e-4 3.11 1.30 e-5 4.18
2.21 e-2 2.09 e-5 2.93 2.91 e-4 3.15 8.34 e-5 3.06 7.68 e-7 4.08
3 3.54 e-1 3.55 e-2 - 5.33 e-1 - 1.90 e-1 - 2.09 e-2 -
1.77 e-1 2.22 e-3 4.00 5.29 e-2 3.33 1.31 e-2 3.86 5.16 e-4 5.34
8.84 e-2 1.43 e-4 3.96 2.29 e-3 4.53 7.16 e-4 4.19 1.51 e-5 5.10
4.42 e-2 9.11 e-6 3.97 1.26 e-4 4.19 4.14 e-5 4.11 4.21 e-7 5.16
2.21 e-2 5.86 e-7 3.96 7.19 e-6 4.13 2.49 e-6 4.06 1.24 e-8 5.09
4 3.54 e-1 7.95 e-3 - 2.75 e-1 - 4.28 e-2 - 4.23 e-3 -
1.77 e-1 3.19 e-4 4.64 5.80 e-3 5.57 1.59 e-3 4.75 7.61 e-5 5.80
8.84 e-2 9.03 e-6 5.14 1.63 e-4 5.15 4.07 e-5 5.29 9.50 e-7 6.32
4.42 e-2 3.02 e-7 4.90 4.22 e-6 5.27 1.16 e-6 5.14 1.35 e-8 6.14















1 3.54 e-1 3.78 e-1 - 1.59 e0 - 8.62 e-1 - 3.79 e-1 -
1.77 e-1 6.35 e-2 2.57 2.78 e-1 2.52 2.57 e-1 1.74 4.75 e-2 3.00
8.84 e-2 2.00 e-2 1.66 4.94 e-2 2.49 1.10 e-1 1.22 1.20 e-2 1.98
4.42 e-2 4.41 e-3 2.18 1.22 e-2 2.02 3.27 e-2 1.75 1.84 e-3 2.71
2.21 e-2 1.03 e-3 2.10 3.19 e-3 1.93 9.17 e-3 1.84 2.55 e-4 2.85
2 3.54 e-1 1.10 e-1 - 4.88 e-1 - 3.67 e-1 - 1.01 e-1 -
1.77 e-1 1.41 e-2 2.97 6.98 e-2 2.81 1.23 e-1 1.58 1.54 e-2 2.71
8.84 e-2 9.61 e-4 3.87 5.64 e-3 3.63 1.32 e-2 3.22 9.41 e-4 4.03
4.42 e-2 9.07 e-5 3.41 7.39 e-4 2.93 1.79 e-3 2.88 6.23 e-5 3.92
2.21 e-2 1.17 e-5 2.96 9.37 e-5 2.98 2.36 e-4 2.92 4.14 e-6 3.91
3 3.54 e-1 5.21 e-2 - 1.79 e-1 - 2.36 e-1 - 4.41 e-2 -
1.77 e-1 1.13 e-3 5.53 6.55 e-3 4.77 1.08 e-2 4.45 7.74 e-4 5.83
8.84 e-2 1.74 e-4 2.70 6.42 e-4 3.35 1.30 e-3 3.05 5.92 e-5 3.71
4.42 e-2 9.98 e-6 4.12 3.58 e-5 4.16 8.69 e-5 3.90 2.02 e-6 4.87
2.21 e-2 5.99 e-7 4.06 2.25 e-6 3.99 5.75 e-6 3.92 6.68 e-8 4.92
4 3.54 e-1 1.31 e-2 - 9.20 e-2 - 4.59 e-2 - 7.94 e-3 -
1.77 e-1 4.05 e-4 5.02 3.22 e-3 4.84 3.99 e-3 3.53 2.67 e-4 4.89
8.84 e-2 3.76 e-6 6.75 4.11 e-5 6.29 9.17 e-5 5.44 3.55 e-6 6.23
4.42 e-2 1.95 e-7 4.27 1.29 e-6 4.99 2.94 e-6 4.96 5.67 e-8 5.97
2.21 e-2 5.42 e-9 5.17 3.84 e-8 5.07 9.30 e-8 4.98 9.09 e-10 5.96

















1 3.54 e-1 5.70 e-1 - 9.65 e-1 - 1.01 e0 - 5.78 e-1 -
1.77 e-1 8.55 e-2 2.74 4.51 e-1 1.10 2.83 e-1 1.83 6.03 e-2 3.26
8.84 e-2 4.41 e-2 0.96 2.15 e-1 1.07 2.46 e-1 0.20 3.62 e-2 0.74
4.42 e-2 9.43 e-3 2.22 4.09 e-2 2.39 9.68 e-2 1.34 7.13 e-3 2.34
2.21 e-2 2.04 e-3 2.21 1.03 e-2 1.99 3.82 e-2 1.34 1.38 e-3 2.37
2 3.54 e-1 1.85 e-1 - 2.76 e0 - 5.77 e-1 - 1.62 e-1 -
1.77 e-1 4.56 e-2 2.02 2.42 e-1 3.52 2.68 e-1 1.11 4.81 e-2 1.75
8.84 e-2 4.43 e-3 3.37 1.75 e-2 3.79 4.15 e-2 2.69 4.53 e-3 3.41
4.42 e-2 4.49 e-4 3.30 2.34 e-3 2.90 8.05 e-3 2.37 4.51 e-4 3.33
2.21 e-2 3.94 e-5 3.51 3.50 e-4 2.74 1.37 e-3 2.55 3.77 e-5 3.58
3 3.54 e-1 1.28 e-1 - 4.45 e-1 - 4.82 e-1 - 1.28 e-1 -
1.77 e-1 2.19 e-3 5.87 2.16 e-2 4.37 1.65 e-2 4.87 1.79 e-3 6.16
8.84 e-2 4.38 e-4 2.32 3.48 e-3 2.63 4.84 e-3 1.76 3.52 e-4 2.34
4.42 e-2 2.15 e-5 4.35 1.40 e-4 4.63 3.99 e-4 3.60 1.56 e-5 4.50
2.21 e-2 1.08 e-6 4.32 9.73 e-6 3.85 3.38 e-5 3.56 6.37 e-7 4.61
4 3.54 e-1 2.73 e-2 - 7.72 e-1 - 1.13 e-1 - 2.34 e-2 -
1.77 e-1 1.49 e-3 4.19 2.44 e-2 4.99 1.51 e-2 2.91 1.36 e-3 4.11
8.84 e-2 2.18 e-5 6.10 1.38 e-4 7.46 3.78 e-4 5.32 2.33 e-5 5.86
4.42 e-2 6.63 e-7 5.04 6.10 e-6 4.50 1.66 e-5 4.51 4.84 e-7 5.59















1 3.54 e-1 6.10 e-1 - 9.18 e-1 - 1.04 e0 - 6.20 e-1 -
1.77 e-1 9.52 e-2 2.68 5.95 e-1 0.63 3.05 e-1 1.77 6.90 e-2 3.17
8.84 e-2 5.09 e-2 0.90 7.95 e-1 -0.42 3.32 e-1 -0.12 4.37 e-2 0.66
4.42 e-2 1.19 e-2 2.10 1.48 e-1 2.42 1.40 e-1 1.24 9.90 e-3 2.14
2.21 e-2 2.81 e-3 2.08 3.61 e-2 2.04 6.25 e-2 1.16 2.28 e-3 2.12
2 3.54 e-1 2.10 e-1 - 3.21 e1 - 7.83 e-1 - 1.93 e-1 -
1.77 e-1 6.05 e-2 1.80 6.01 e-1 5.74 3.49 e-1 1.17 6.23 e-2 1.63
8.84 e-2 6.83 e-3 3.15 1.97 e-1 1.61 6.97 e-2 2.33 6.93 e-3 3.17
4.42 e-2 9.54 e-4 2.84 1.74 e-2 3.50 1.61 e-2 2.11 9.42 e-4 2.88
2.21 e-2 1.07 e-4 3.16 1.29 e-3 3.75 3.36 e-3 2.26 1.04 e-4 3.18
3 3.54 e-1 1.56 e-1 - 6.92 e-1 - 6.04 e-1 - 1.59 e-1 -
1.77 e-1 2.92 e-3 5.74 1.93 e-1 1.85 2.42 e-2 4.64 2.57 e-3 5.95
8.84 e-2 8.57 e-4 1.77 4.08 e-2 2.24 1.23 e-2 0.98 7.99 e-4 1.68
4.42 e-2 3.90 e-5 4.46 8.67 e-4 5.56 9.06 e-4 3.76 3.46 e-5 4.53
2.21 e-2 2.11 e-6 4.21 4.38 e-5 4.31 8.87 e-5 3.35 1.90 e-6 4.19
4 3.54 e-1 3.39 e-2 - 8.91 e0 - 1.52 e-1 - 3.02 e-2 -
1.77 e-1 3.25 e-3 3.39 2.71 e-1 5.04 3.91 e-2 1.96 3.19 e-3 3.24
8.84 e-2 4.68 e-5 6.12 8.93 e-4 8.24 7.84 e-4 5.64 4.92 e-5 6.02
4.42 e-2 1.71 e-6 4.78 4.30 e-5 4.38 5.10 e-5 3.94 1.56 e-6 4.98
2.21 e-2 4.76 e-8 5.16 9.74 e-7 5.46 2.17 e-6 4.55 3.60 e-8 5.44
Table C.4: History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ maxx∈Γi |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.26 e-1 - 5.34 e0 - 9.48 e-1 - 3.15 e-1 -
1.77 e-1 5.99 e-2 2.44 1.29 e0 2.05 2.98 e-1 1.67 3.58 e-2 3.14
8.84 e-2 1.27 e-2 2.24 2.51 e-1 2.36 7.41 e-2 2.01 3.27 e-3 3.45
4.42 e-2 3.10 e-3 2.03 5.40 e-2 2.22 1.77 e-2 2.07 3.31 e-4 3.30
2.21 e-2 7.78 e-4 1.99 1.22 e-2 2.14 4.28 e-3 2.05 3.70 e-5 3.16
2 3.54 e-1 7.84 e-2 - 2.68 e0 - 4.34 e-1 - 7.98 e-2 -
1.77 e-1 6.55 e-3 3.58 2.18 e-1 3.62 6.35 e-2 2.77 5.27 e-3 3.92
8.84 e-2 9.09 e-4 2.85 2.57 e-2 3.08 6.40 e-3 3.31 2.48 e-4 4.41
4.42 e-2 1.23 e-4 2.89 2.70 e-3 3.25 7.33 e-4 3.13 1.37 e-5 4.17
2.21 e-2 1.64 e-5 2.91 3.04 e-4 3.15 8.71 e-5 3.07 8.10 e-7 4.08
3 3.54 e-1 3.49 e-2 - 5.99 e-1 - 1.97 e-1 - 2.22 e-2 -
1.77 e-1 2.04 e-3 4.09 5.54 e-2 3.43 1.34 e-2 3.88 5.34 e-4 5.38
8.84 e-2 1.26 e-4 4.02 2.49 e-3 4.48 7.44 e-4 4.17 1.61 e-5 5.05
4.42 e-2 7.84 e-6 4.00 1.33 e-4 4.23 4.27 e-5 4.12 4.43 e-7 5.18
2.21 e-2 5.02 e-7 3.96 7.53 e-6 4.14 2.55 e-6 4.06 1.30 e-8 5.09
4 3.54 e-1 7.36 e-3 - 3.02 e-1 - 4.40 e-2 - 4.23 e-3 -
1.77 e-1 2.58 e-4 4.83 6.53 e-3 5.53 1.75 e-3 4.65 8.29 e-5 5.67
8.84 e-2 6.69 e-6 5.27 1.77 e-4 5.21 4.33 e-5 5.34 9.92 e-7 6.39
4.42 e-2 2.25 e-7 4.89 4.50 e-6 5.29 1.22 e-6 5.15 1.41 e-8 6.14















1 3.54 e-1 3.85 e-1 - 1.63 e0 - 8.75 e-1 - 3.86 e-1 -
1.77 e-1 5.46 e-2 2.82 2.92 e-1 2.48 2.87 e-1 1.61 4.64 e-2 3.06
8.84 e-2 2.07 e-2 1.40 7.39 e-2 1.98 1.27 e-1 1.18 1.53 e-2 1.60
4.42 e-2 4.39 e-3 2.23 1.86 e-2 1.99 3.96 e-2 1.68 2.44 e-3 2.65
2.21 e-2 9.94 e-4 2.14 4.89 e-3 1.93 1.15 e-2 1.78 3.47 e-4 2.81
2 3.54 e-1 9.72 e-2 - 6.59 e-1 - 4.20 e-1 - 9.52 e-2 -
1.77 e-1 1.50 e-2 2.69 8.95 e-2 2.88 1.38 e-1 1.61 1.75 e-2 2.44
8.84 e-2 1.03 e-3 3.87 7.82 e-3 3.52 1.57 e-2 3.13 1.13 e-3 3.96
4.42 e-2 8.34 e-5 3.63 1.04 e-3 2.91 2.29 e-3 2.78 8.02 e-5 3.81
2.21 e-2 9.31 e-6 3.16 1.34 e-4 2.96 3.13 e-4 2.87 5.48 e-6 3.87
3 3.54 e-1 5.41 e-2 - 2.09 e-1 - 2.61 e-1 - 4.82 e-2 -
1.77 e-1 1.11 e-3 5.61 7.58 e-3 4.78 1.14 e-2 4.52 8.19 e-4 5.88
8.84 e-2 1.70 e-4 2.70 8.37 e-4 3.18 1.60 e-3 2.83 7.40 e-5 3.47
4.42 e-2 9.75 e-6 4.12 4.90 e-5 4.09 1.12 e-4 3.84 2.61 e-6 4.82
2.21 e-2 5.88 e-7 4.05 3.13 e-6 3.97 7.62 e-6 3.87 8.91 e-8 4.88
4 3.54 e-1 1.18 e-2 - 1.10 e-1 - 4.34 e-2 - 7.69 e-3 -
1.77 e-1 3.79 e-4 4.96 3.72 e-3 4.89 4.76 e-3 3.19 3.26 e-4 4.56
8.84 e-2 4.25 e-6 6.48 5.40 e-5 6.11 1.15 e-4 5.37 4.42 e-6 6.21
4.42 e-2 1.70 e-7 4.64 1.75 e-6 4.95 3.95 e-6 4.87 7.54 e-8 5.87
2.21 e-2 4.68 e-9 5.18 5.31 e-8 5.04 1.28 e-7 4.95 1.23 e-9 5.94

















1 3.54 e-1 5.54 e-1 - 3.14 e0 - 9.38 e-1 - 5.63 e-1 -
1.77 e-1 8.47 e-2 2.71 1.07 e0 1.56 4.14 e-1 1.18 7.74 e-2 2.86
8.84 e-2 5.23 e-2 0.70 4.58 e-1 1.22 3.01 e-1 0.46 4.86 e-2 0.67
4.42 e-2 9.89 e-3 2.40 7.63 e-2 2.58 1.21 e-1 1.32 8.75 e-3 2.47
2.21 e-2 2.03 e-3 2.28 1.82 e-2 2.07 4.66 e-2 1.37 1.64 e-3 2.41
2 3.54 e-1 1.69 e-1 - 2.88 e0 - 7.32 e-1 - 1.69 e-1 -
1.77 e-1 4.47 e-2 1.92 3.45 e-1 3.06 2.92 e-1 1.33 4.89 e-2 1.79
8.84 e-2 4.81 e-3 3.22 2.75 e-2 3.65 4.48 e-2 2.70 5.07 e-3 3.27
4.42 e-2 4.93 e-4 3.29 3.59 e-3 2.94 8.73 e-3 2.36 5.19 e-4 3.29
2.21 e-2 4.28 e-5 3.52 5.33 e-4 2.75 1.55 e-3 2.49 4.48 e-5 3.53
3 3.54 e-1 1.21 e-1 - 7.22 e-1 - 4.95 e-1 - 1.21 e-1 -
1.77 e-1 2.21 e-3 5.78 2.59 e-2 4.80 1.88 e-2 4.72 1.94 e-3 5.96
8.84 e-2 4.45 e-4 2.31 4.14 e-3 2.65 5.13 e-3 1.87 3.81 e-4 2.35
4.42 e-2 2.18 e-5 4.35 1.95 e-4 4.41 4.37 e-4 3.55 1.71 e-5 4.48
2.21 e-2 1.10 e-6 4.31 1.33 e-5 3.87 3.90 e-5 3.49 7.30 e-7 4.55
4 3.54 e-1 2.44 e-2 - 7.50 e-1 - 1.11 e-1 - 2.17 e-2 -
1.77 e-1 1.46 e-3 4.07 2.35 e-2 4.99 1.53 e-2 2.86 1.40 e-3 3.95
8.84 e-2 2.32 e-5 5.97 1.88 e-4 6.97 3.98 e-4 5.26 2.47 e-5 5.83
4.42 e-2 6.60 e-7 5.13 7.81 e-6 4.59 1.88 e-5 4.41 5.55 e-7 5.48















1 3.54 e-1 5.85 e-1 - 2.94 e1 - 9.50 e-1 - 5.95 e-1 -
1.77 e-1 9.75 e-2 2.59 9.51 e0 1.63 5.10 e-1 0.90 9.56 e-2 2.64
8.84 e-2 8.05 e-2 0.28 4.86 e0 0.97 4.70 e-1 0.12 7.95 e-2 0.27
4.42 e-2 1.32 e-2 2.60 5.17 e-1 3.23 1.86 e-1 1.34 1.28 e-2 2.64
2.21 e-2 2.92 e-3 2.18 8.33 e-2 2.63 8.38 e-2 1.15 2.75 e-3 2.22
2 3.54 e-1 1.95 e-1 - 3.10 e1 - 8.28 e-1 - 1.95 e-1 -
1.77 e-1 6.14 e-2 1.67 2.95 e0 3.39 4.24 e-1 0.96 6.61 e-2 1.56
8.84 e-2 7.96 e-3 2.95 3.13 e-1 3.24 7.48 e-2 2.50 8.20 e-3 3.01
4.42 e-2 1.15 e-3 2.79 2.61 e-2 3.59 1.78 e-2 2.07 1.17 e-3 2.81
2.21 e-2 1.26 e-4 3.19 2.30 e-3 3.50 3.76 e-3 2.24 1.28 e-4 3.20
3 3.54 e-1 1.51 e-1 - 6.56 e0 - 6.47 e-1 - 1.51 e-1 -
1.77 e-1 3.00 e-3 5.65 2.23 e-1 4.88 3.04 e-2 4.41 2.80 e-3 5.76
8.84 e-2 8.00 e-4 1.91 4.20 e-2 2.41 1.22 e-2 1.32 7.58 e-4 1.88
4.42 e-2 4.04 e-5 4.31 1.26 e-3 5.06 1.01 e-3 3.60 3.76 e-5 4.33
2.21 e-2 2.29 e-6 4.14 6.89 e-5 4.19 9.89 e-5 3.35 2.15 e-6 4.13
4 3.54 e-1 3.13 e-2 - 8.43 e0 - 1.60 e-1 - 2.89 e-2 -
1.77 e-1 2.95 e-3 3.41 2.44 e-1 5.11 3.76 e-2 2.09 2.92 e-3 3.31
8.84 e-2 4.78 e-5 5.94 1.23 e-3 7.63 7.98 e-4 5.56 4.97 e-5 5.87
4.42 e-2 1.67 e-6 4.84 5.11 e-5 4.58 4.96 e-5 4.01 1.58 e-6 4.98
2.21 e-2 4.62 e-8 5.18 1.33 e-6 5.26 2.22 e-6 4.48 3.79 e-8 5.38
Table C.5: History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ maxx∈Γi |uˆ(x)| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.25 e-1 - 5.04 e0 - 9.36 e-1 - 3.09 e-1 -
1.77 e-1 7.31 e-2 2.15 1.20 e0 2.07 2.86 e-1 1.71 3.29 e-2 3.23
8.84 e-2 1.77 e-2 2.05 2.22 e-1 2.44 7.00 e-2 2.03 2.87 e-3 3.52
4.42 e-2 4.96 e-3 1.83 4.70 e-2 2.24 1.67 e-2 2.07 2.80 e-4 3.36
2.21 e-2 1.42 e-3 1.81 1.07 e-2 2.14 4.06 e-3 2.04 3.09 e-5 3.18
2 3.54 e-1 7.83 e-2 - 2.37 e0 - 3.90 e-1 - 7.54 e-2 -
1.77 e-1 1.26 e-2 2.64 1.76 e-1 3.75 5.41 e-2 2.85 4.43 e-3 4.09
8.84 e-2 1.71 e-3 2.88 2.20 e-2 3.00 5.68 e-3 3.25 2.22 e-4 4.32
4.42 e-2 2.62 e-4 2.71 2.33 e-3 3.24 6.53 e-4 3.12 1.22 e-5 4.18
2.21 e-2 3.86 e-5 2.76 2.62 e-4 3.15 7.80 e-5 3.07 7.22 e-7 4.08
3 3.54 e-1 3.49 e-2 - 4.69 e-1 - 1.83 e-1 - 1.94 e-2 -
1.77 e-1 2.84 e-3 3.62 4.89 e-2 3.26 1.27 e-2 3.84 4.98 e-4 5.29
8.84 e-2 1.98 e-4 3.84 2.17 e-3 4.49 6.87 e-4 4.21 1.40 e-5 5.15
4.42 e-2 1.38 e-5 3.85 1.16 e-4 4.23 3.98 e-5 4.11 3.92 e-7 5.16
2.21 e-2 9.75 e-7 3.82 6.61 e-6 4.13 2.40 e-6 4.06 1.16 e-8 5.08
4 3.54 e-1 1.44 e-2 - 2.62 e-1 - 4.25 e-2 - 4.29 e-3 -
1.77 e-1 7.25 e-4 4.31 5.92 e-3 5.47 1.45 e-3 4.88 6.83 e-5 5.97
8.84 e-2 1.43 e-5 5.66 1.49 e-4 5.31 3.87 e-5 5.22 9.15 e-7 6.22















1 3.54 e-1 3.72 e-1 - 1.54 e0 - 8.30 e-1 - 3.69 e-1 -
1.77 e-1 5.68 e-2 2.71 2.86 e-1 2.43 2.52 e-1 1.72 4.43 e-2 3.06
8.84 e-2 2.63 e-2 1.11 5.36 e-2 2.41 7.77 e-2 1.70 7.43 e-3 2.58
4.42 e-2 5.47 e-3 2.27 6.84 e-3 2.97 1.64 e-2 2.24 8.13 e-4 3.19
2.21 e-2 1.31 e-3 2.06 1.21 e-3 2.50 3.55 e-3 2.21 8.11 e-5 3.32
2 3.54 e-1 9.71 e-2 - 4.52 e-1 - 3.29 e-1 - 8.44 e-2 -
1.77 e-1 1.70 e-2 2.51 8.32 e-2 2.44 8.94 e-2 1.88 9.95 e-3 3.09
8.84 e-2 9.40 e-4 4.18 3.36 e-3 4.63 7.09 e-3 3.66 5.34 e-4 4.22
4.42 e-2 2.71 e-4 1.80 3.66 e-4 3.20 6.83 e-4 3.38 2.56 e-5 4.38
2.21 e-2 3.61 e-5 2.91 3.14 e-5 3.54 6.46 e-5 3.40 1.34 e-6 4.26
3 3.54 e-1 4.44 e-2 - 1.57 e-1 - 1.67 e-1 - 3.05 e-2 -
1.77 e-1 1.44 e-3 4.95 6.38 e-3 4.62 1.05 e-2 3.98 7.01 e-4 5.44
8.84 e-2 4.76 e-4 1.59 8.07 e-4 2.98 1.11 e-3 3.24 4.33 e-5 4.02
4.42 e-2 1.92 e-5 4.63 1.87 e-5 5.43 4.19 e-5 4.73 8.40 e-7 5.69
2.21 e-2 9.11 e-7 4.40 7.43 e-7 4.65 2.16 e-6 4.28 2.07 e-8 5.34
4 3.54 e-1 2.74 e-2 - 1.44 e-1 - 9.44 e-2 - 1.37 e-2 -
1.77 e-1 1.39 e-3 4.30 6.12 e-3 4.55 5.78 e-3 4.03 4.22 e-4 5.02
8.84 e-2 5.77 e-6 7.91 2.29 e-5 8.06 4.88 e-5 6.89 2.04 e-6 7.69
4.42 e-2 1.02 e-6 2.51 8.93 e-7 4.68 1.40 e-6 5.13 2.76 e-8 6.21
2.21 e-2 2.07 e-8 5.62 1.45 e-8 5.94 2.67 e-8 5.71 3.32 e-10 6.37
Table C.6: History of convergence of the HDG method for the Navier-Stokes equations
with τi = ν/`+ ‖uˆ(x)‖L2(Γi) for diﬀerent Re in the Kovasznay problem.
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C.3 Pointwise deﬁnition: τ(x)

















1 3.54 e-1 3.29 e-1 - 4.80 e0 - 9.28 e-1 - 3.03 e-1 -
1.77 e-1 1.22 e-1 1.43 1.26 e0 1.92 2.93 e-1 1.66 3.43 e-2 3.15
8.84 e-2 1.83 e-2 2.73 2.23 e-1 2.50 7.08 e-2 2.05 2.92 e-3 3.55
4.42 e-2 4.50 e-3 2.03 4.86 e-2 2.20 1.70 e-2 2.06 2.91 e-4 3.33
2.21 e-2 1.13 e-3 1.99 1.12 e-2 2.12 4.13 e-3 2.04 3.24 e-5 3.17
2 3.54 e-1 1.03 e-1 - 2.33 e0 - 3.79 e-1 - 7.42 e-2 -
1.77 e-1 2.63 e-2 1.97 1.99 e-1 3.55 5.48 e-2 2.79 4.40 e-3 4.08
8.84 e-2 2.01 e-3 3.71 2.24 e-2 3.15 5.72 e-3 3.26 2.24 e-4 4.29
4.42 e-2 2.37 e-4 3.08 2.40 e-3 3.22 6.64 e-4 3.11 1.24 e-5 4.17
2.21 e-2 2.99 e-5 2.99 2.73 e-4 3.14 7.99 e-5 3.06 7.37 e-7 4.07
3 3.54 e-1 3.72 e-2 - 4.34 e-1 - 1.83 e-1 - 1.93 e-2 -
1.77 e-1 3.64 e-3 3.35 4.96 e-2 3.13 1.28 e-2 3.84 5.12 e-4 5.24
8.84 e-2 2.07 e-4 4.13 2.17 e-3 4.51 6.90 e-4 4.22 1.41 e-5 5.18
4.42 e-2 1.26 e-5 4.04 1.18 e-4 4.20 4.02 e-5 4.10 3.99 e-7 5.15
2.21 e-2 7.81 e-7 4.02 6.81 e-6 4.11 2.42 e-6 4.05 1.18 e-8 5.08
4 3.54 e-1 5.46 e-2 - 3.24 e-1 - 5.32 e-2 - 4.76 e-3 -
1.77 e-1 2.06 e-3 4.73 8.88 e-3 5.19 1.88 e-3 4.82 8.36 e-5 5.83
8.84 e-2 1.65 e-5 6.96 1.52 e-4 5.87 3.89 e-5 5.60 9.23 e-7 6.50
4.42 e-2 4.80 e-7 5.10 3.97 e-6 5.26 1.11 e-6 5.14 1.31 e-8 6.14
2.21 e-2 1.47 e-8 5.03 1.10 e-7 5.17 3.30 e-8 5.07 1.97 e-10 6.05
Table C.7: History of convergence of the HDG method for the Navier-Stokes equations
with τ(x) = ν/`+ 12 |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.25 e-1 - 5.06 e0 - 9.34 e-1 - 3.08 e-1 -
1.77 e-1 7.39 e-2 2.14 1.21 e0 2.06 2.93 e-1 1.67 3.43 e-2 3.17
8.84 e-2 1.51 e-2 2.29 2.34 e-1 2.37 7.28 e-2 2.01 3.11 e-3 3.46
4.42 e-2 3.66 e-3 2.05 5.12 e-2 2.19 1.74 e-2 2.07 3.13 e-4 3.31
2.21 e-2 9.09 e-4 2.01 1.17 e-2 2.13 4.22 e-3 2.04 3.48 e-5 3.17
2 3.54 e-1 9.83 e-2 - 2.49 e0 - 3.97 e-1 - 7.62 e-2 -
1.77 e-1 1.14 e-2 3.11 1.98 e-1 3.65 5.95 e-2 2.74 4.88 e-3 3.97
8.84 e-2 1.50 e-3 2.93 2.39 e-2 3.05 6.02 e-3 3.31 2.34 e-4 4.38
4.42 e-2 1.80 e-4 3.06 2.55 e-3 3.23 6.93 e-4 3.12 1.29 e-5 4.18
2.21 e-2 2.23 e-5 3.01 2.90 e-4 3.14 8.31 e-5 3.06 7.66 e-7 4.08
3 3.54 e-1 3.55 e-2 - 4.87 e-1 - 1.92 e-1 - 2.10 e-2 -
1.77 e-1 2.57 e-3 3.79 5.29 e-2 3.20 1.30 e-2 3.88 5.19 e-4 5.34
8.84 e-2 1.61 e-4 4.00 2.29 e-3 4.53 7.11 e-4 4.20 1.49 e-5 5.12
4.42 e-2 1.01 e-5 3.99 1.24 e-4 4.20 4.12 e-5 4.11 4.18 e-7 5.16
2.21 e-2 6.17 e-7 4.03 7.15 e-6 4.12 2.48 e-6 4.05 1.24 e-8 5.08
4 3.54 e-1 2.70 e-2 - 3.30 e-1 - 4.69 e-2 - 4.35 e-3 -
1.77 e-1 7.51 e-4 5.17 7.19 e-3 5.52 1.77 e-3 4.73 8.18 e-5 5.73
8.84 e-2 1.18 e-5 5.99 1.63 e-4 5.46 4.07 e-5 5.44 9.53 e-7 6.42
4.42 e-2 3.53 e-7 5.07 4.21 e-6 5.28 1.15 e-6 5.14 1.35 e-8 6.14















1 3.54 e-1 3.77 e-1 - 1.59 e0 - 8.63 e-1 - 3.79 e-1 -
1.77 e-1 6.75 e-2 2.48 2.85 e-1 2.48 2.63 e-1 1.71 5.09 e-2 2.90
8.84 e-2 1.99 e-2 1.76 4.77 e-2 2.58 1.06 e-1 1.31 1.14 e-2 2.16
4.42 e-2 4.42 e-3 2.17 1.19 e-2 2.00 3.21 e-2 1.72 1.81 e-3 2.66
2.21 e-2 1.03 e-3 2.10 3.15 e-3 1.92 9.07 e-3 1.82 2.53 e-4 2.84
2 8.84 e-2 9.18 e-4 - 5.17 e-3 - 1.20 e-2 - 8.64 e-4 -
4.42 e-2 9.68 e-5 3.25 6.96 e-4 2.89 1.68 e-3 2.84 5.85 e-5 3.89
2.21 e-2 1.34 e-5 2.86 9.05 e-5 2.94 2.27 e-4 2.88 4.00 e-6 3.87
3 3.54 e-1 5.17 e-2 - 1.67 e-1 - 2.35 e-1 - 4.35 e-2 -
1.77 e-1 1.98 e-3 4.70 9.81 e-3 4.09 1.19 e-2 4.31 7.57 e-4 5.84
8.84 e-2 3.39 e-4 2.55 7.68 e-4 3.68 1.36 e-3 3.13 5.93 e-5 3.67
4.42 e-2 1.12 e-5 4.93 3.47 e-5 4.47 8.42 e-5 4.01 1.95 e-6 4.93
2.21 e-2 6.06 e-7 4.20 2.20 e-6 3.98 5.65 e-6 3.90 6.56 e-8 4.89
4 3.54 e-1 4.61 e-2 - 2.45 e-1 - 1.59 e-1 - 1.92 e-2 -
1.77 e-1 2.07 e-3 4.48 8.83 e-3 4.79 9.04 e-3 4.13 5.86 e-4 5.03
8.84 e-2 7.32 e-6 8.15 3.84 e-5 7.85 8.22 e-5 6.78 3.20 e-6 7.51
4.42 e-2 4.68 e-7 3.97 1.24 e-6 4.95 2.76 e-6 4.90 5.29 e-8 5.92
2.21 e-2 7.06 e-9 6.05 3.69 e-8 5.07 8.93 e-8 4.95 8.74 e-10 5.92
Table C.8: History of convergence of the HDG method for the Navier-Stokes equations
with τ(x) = ν/`+ |uˆ(x) · n| for diﬀerent Re in the Kovasznay problem.
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1 3.54 e-1 3.26 e-1 - 5.29 e0 - 9.51 e-1 - 3.16 e-1 -
1.77 e-1 6.20 e-2 2.40 1.25 e0 2.08 2.95 e-1 1.69 3.48 e-2 3.18
8.84 e-2 1.30 e-2 2.25 2.47 e-1 2.34 7.33 e-2 2.01 3.19 e-3 3.45
4.42 e-2 3.15 e-3 2.04 5.36 e-2 2.21 1.76 e-2 2.06 3.27 e-4 3.29
2.21 e-2 7.88 e-4 2.00 1.22 e-2 2.14 4.27 e-3 2.04 3.68 e-5 3.15
2 3.54 e-1 8.90 e-2 - 2.67 e0 - 4.10 e-1 - 7.76 e-2 -
1.77 e-1 6.87 e-3 3.70 2.08 e-1 3.69 6.13 e-2 2.74 5.08 e-3 3.93
8.84 e-2 9.59 e-4 2.84 2.49 e-2 3.06 6.30 e-3 3.28 2.44 e-4 4.38
4.42 e-2 1.32 e-4 2.87 2.66 e-3 3.23 7.27 e-4 3.12 1.36 e-5 4.17
2.21 e-2 1.72 e-5 2.94 3.01 e-4 3.14 8.67 e-5 3.07 8.06 e-7 4.08
3 3.54 e-1 3.50 e-2 - 5.46 e-1 - 1.99 e-1 - 2.22 e-2 -
1.77 e-1 2.16 e-3 4.01 5.45 e-2 3.33 1.33 e-2 3.91 5.28 e-4 5.39
8.84 e-2 1.33 e-4 4.02 2.42 e-3 4.49 7.36 e-4 4.17 1.58 e-5 5.06
4.42 e-2 8.35 e-6 3.99 1.31 e-4 4.21 4.24 e-5 4.12 4.38 e-7 5.17
2.21 e-2 5.22 e-7 4.00 7.48 e-6 4.13 2.54 e-6 4.06 1.30 e-8 5.08
4 3.54 e-1 1.70 e-2 - 3.46 e-1 - 4.51 e-2 - 4.25 e-3 -
1.77 e-1 3.91 e-4 5.44 7.02 e-3 5.62 1.85 e-3 4.61 8.67 e-5 5.61
8.84 e-2 7.87 e-6 5.64 1.75 e-4 5.33 4.27 e-5 5.44 9.81 e-7 6.47
4.42 e-2 2.56 e-7 4.94 4.46 e-6 5.29 1.21 e-6 5.14 1.40 e-8 6.13















1 3.54 e-1 3.89 e-1 - 1.65 e0 - 8.97 e-1 - 3.94 e-1 -
1.77 e-1 5.57 e-2 2.80 2.81 e-1 2.55 2.81 e-1 1.68 4.72 e-2 3.06
8.84 e-2 2.04 e-2 1.45 6.98 e-2 2.01 1.21 e-1 1.22 1.44 e-2 1.71
4.42 e-2 4.41 e-3 2.21 1.81 e-2 1.94 3.88 e-2 1.64 2.39 e-3 2.60
2.21 e-2 9.98 e-4 2.14 4.83 e-3 1.91 1.14 e-2 1.77 3.44 e-4 2.80
2 3.54 e-1 1.19 e-1 - 7.35 e-1 - 3.47 e-1 - 8.40 e-2 -
1.77 e-1 1.36 e-2 3.12 7.93 e-2 3.21 1.21 e-1 1.52 1.51 e-2 2.48
8.84 e-2 1.00 e-3 3.77 7.09 e-3 3.48 1.42 e-2 3.09 1.03 e-3 3.88
4.42 e-2 8.61 e-5 3.54 9.75 e-4 2.86 2.14 e-3 2.73 7.49 e-5 3.78
2.21 e-2 1.01 e-5 3.09 1.29 e-4 2.92 3.02 e-4 2.83 5.29 e-6 3.82
3 3.54 e-1 5.35 e-2 - 1.83 e-1 - 2.60 e-1 - 4.76 e-2 -
1.77 e-1 1.24 e-3 5.43 8.04 e-3 4.51 1.14 e-2 4.51 7.46 e-4 5.99
8.84 e-2 1.95 e-4 2.67 8.28 e-4 3.28 1.55 e-3 2.88 7.02 e-5 3.41
4.42 e-2 1.00 e-5 4.28 4.72 e-5 4.13 1.08 e-4 3.85 2.52 e-6 4.80
2.21 e-2 5.93 e-7 4.08 3.07 e-6 3.95 7.48 e-6 3.85 8.74 e-8 4.85
4 3.54 e-1 3.02 e-2 - 2.19 e-1 - 1.11 e-1 - 1.41 e-2 -
1.77 e-1 7.89 e-4 5.26 5.29 e-3 5.37 6.61 e-3 4.07 4.46 e-4 4.99
8.84 e-2 5.28 e-6 7.22 4.85 e-5 6.77 1.02 e-4 6.02 3.92 e-6 6.83
4.42 e-2 2.64 e-7 4.32 1.64 e-6 4.88 3.67 e-6 4.79 6.98 e-8 5.81
2.21 e-2 5.57 e-9 5.57 5.10 e-8 5.01 1.22 e-7 4.90 1.18 e-9 5.89

















1 3.54 e-1 6.01 e-1 - 9.30 e0 - 9.72 e-1 - 5.26 e-1 -
1.77 e-1 8.92 e-2 2.75 9.79 e-1 3.25 4.06 e-1 1.26 8.04 e-2 2.71
8.84 e-2 5.23 e-2 0.77 4.12 e-1 1.25 2.97 e-1 0.45 4.63 e-2 0.80
4.42 e-2 9.91 e-3 2.40 7.55 e-2 2.45 1.19 e-1 1.32 8.64 e-3 2.42
2.21 e-2 2.03 e-3 2.29 1.80 e-2 2.07 4.62 e-2 1.36 1.63 e-3 2.41
2 3.54 e-1 6.16 e0 - 3.34 e2 - 1.94 e1 - 5.53 e0 -
1.77 e-1 4.54 e-2 7.09 4.05 e-1 9.69 2.80 e-1 6.11 4.60 e-2 6.91
8.84 e-2 4.64 e-3 3.29 2.67 e-2 3.93 4.16 e-2 2.75 4.69 e-3 3.29
4.42 e-2 5.04 e-4 3.20 3.41 e-3 2.96 8.36 e-3 2.31 4.93 e-4 3.25
2.21 e-2 4.47 e-5 3.50 5.14 e-4 2.73 1.51 e-3 2.47 4.33 e-5 3.51
3 3.54 e-1 1.25 e-1 - 5.98 e-1 - 4.97 e-1 - 1.24 e-1 -
1.77 e-1 3.15 e-3 5.31 4.08 e-2 3.87 2.70 e-2 4.20 2.53 e-3 5.62
8.84 e-2 6.95 e-4 2.18 5.57 e-3 2.87 7.35 e-3 1.88 5.25 e-4 2.27
4.42 e-2 2.43 e-5 4.84 1.93 e-4 4.85 4.35 e-4 4.08 1.68 e-5 4.96
2.21 e-2 1.13 e-6 4.42 1.31 e-5 3.88 3.84 e-5 3.50 7.18 e-7 4.55
4 3.54 e-1 5.55 e-2 - 1.50 e0 - 2.28 e-1 - 4.27 e-2 -
1.77 e-1 4.76 e-3 3.54 5.78 e-2 4.70 3.84 e-2 2.57 4.28 e-3 3.32
8.84 e-2 2.31 e-5 7.69 1.74 e-4 8.37 3.68 e-4 6.71 2.24 e-5 7.58
4.42 e-2 1.06 e-6 4.45 7.74 e-6 4.49 1.89 e-5 4.29 5.40 e-7 5.37
2.21 e-2 2.73 e-8 5.27 2.34 e-7 5.05 7.38 e-7 4.68 1.08 e-8 5.64
Table C.9: History of convergence of the HDG method for the Navier-Stokes equations
with τ(x) = ν/`+ |uˆ(x)| for diﬀerent Re in the Kovasznay problem.
