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Abstract
Periodic structures have received conspicuous attention in recent years due to their
inherent dynamic (phononic) characteristics that impart them the capability to func-
tion as mechanical filters or waveguides. In this regard, nonlinear periodic structures
feature tunable phononic characteristics, and the ability to support unique features sel-
dom observed in their linear counterparts. Therefore, the characteristics of propagating
wave packets in nonlinear periodic structures are studied with the motive of leverag-
ing the unique features associated with nonlinearity to achieve adaptive and tunable
spatial wave manipulation. Specifically, the interplay of dispersion and nonlinearity
is characterized for weakly nonlinear systems capable of supporting a wide variety of
deformation patterns and crystal responses. To this end, multiple scale analysis of a
simple nonlinear periodic structure is carried out under the assumption of small, but
non-negligible nonlinear terms to establish the foundation for numerical exploration of
a number of complex crystal configurations. It is observed that the primary effect of
the interplay between nonlinearity and dispersion manifests as a modulation of the en-
velope of propagating wave packets. In the case of nonlinearity being represented by
an equivalent quadratic nonlinear term, the envelope modulation is observed to result
in the generation of a non-harmonic component in the response. This non-harmonic
component can be quantitatively characterized as a function of the nonlinearity, and
excitation parameters, thereby providing an alternate route to inversely measure non-
linear material properties from numerical or experimental data. This is demonstrated
numerically by considering granular chains interacting through generic power law re-
lations, and obtaining the imposed power law through the inverse problem set up for
the corresponding periodic structure. The other important effect of nonlinearity is the
generation of harmonics. The interplay of dispersion and nonlinearity in the generation
iii
of harmonics gives rise to secondary wave packets with multiple characteristics. Particu-
larly, one of the nonlinearly generated harmonic features characteristics that conform to
the dispersive properties of the corresponding linear periodic structure. This provides an
opportunity to engineer wave characteristics through the geometric and topological de-
sign of the unit cell, and results in the ability to activate complementary functionalities
at low frequencies of excitation - effects seldom observed in linear periodic structures.
The ability to design adaptive and tunable phononic switches are demonstrated using
a number of periodic structure configurations which cover the entire gamut of nonlin-
ear mechanisms realizable in elastic solids. Finally, an experimental characterization of
harmonic generation is presented for the case of a nonlinear lattice by employing 3D
Scanning Laser Doppler Vibrometry.
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Chapter 1
Introduction
The motive of this dissertation is to understand the characteristics of finite-amplitude
elastic wave propagation in periodic structures, and potentially leverage the unique
features associated with nonlinearity to design tunable and adaptive spatial wave ma-
nipulators. The underlying assumption in this entire work is that the magnitude of
wave propagation is small with respect to the length scale of the structure under con-
sideration, albeit, large enough to incorporate the effects of finite deformation in these
structures. The intention of this introductory chapter is to provide a brief insight into
linear periodic structures and their unique dynamic (phononic) characteristics, which
have been exploited by researchers to design systems that can serve as vibration fil-
ters and waveguides. Then, a concise history of nonlinear wave propagation in periodic
structures is documented, with an emphasis on the technological applications conceived
in recent years. Finally, the motivation for the current research and the organization of
the rest of the dissertation is presented.
1.1 Periodic Structures
Periodic Structures are defined as structures constituted of discrete elements exhibiting
a repetitive pattern. The repetitive pattern can be a manifestation of variation of
geometric or material parameters of the structure, or a by-product of the boundary
conditions imposed on the structure (as exhibited by the different examples in fig. 1.1).
While the fundamental building block of natural or man-made materials (atoms and
1
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(b)
(c)
Figure 1.1: Examples of laboratory scale structures displaying periodicity - a) An Alu-
minum rod with periodically varying cross-section [36], b) A granular chain of Steel and
PTFE spheres interacting through elastic contact, c) A periodically supported beam.
molecules) are essentially discrete entities, the length scale of this discreteness is much
smaller when compared to the macroscopic dimensions of interest, typically allowing
for a treatment of the macroscopic entity as a continuum. On the contrary, the length
scale of the repetitive element in periodic structures is assumed to be comparable to
the length scale of the structure, resulting in properties significantly different from that
of the corresponding homogenized continuum. Such discrete structures are commonly
found in a wide variety of natural and man-made structures. For example, Honeybees
are known to build their nests with a hexagonal structure as shown in fig. 1.2a. Among
man-made constructions, one of the most iconic structures, the Eiffel tower consists of a
quasi-periodic repetition of truss elements with varying cross-sections1, which imparts
1Technically, the Eiffel tower is called a hierarchical lattice, as it depicts lattice structures at different
length scales - shown in the inset in fig. 1.2b.
3the structure a very high stiffness to weight ratio. Another interesting periodic structure
is the sculpture by Eusebio Sempere, displayed at the Juan March foundation in Madrid,
which features interesting sound attenuation capabilities.
(a) (b)
(c)
Figure 1.2: Examples of natural and man-made periodic structures - (a) Honeycomb
structure2, (b) Eiffel tower3, (c) Kinematic Sculpture by Eusebio Sempere [87].
The notion of periodicity is often incorporated in the design of cellular solids (lattice
structures with voids or multi-phase materials) that can exhibit very high stiffness-to-
weight ratio when compared to their solid counterparts [2]. This design methodology
follows the paradigm of mimicking the structure of atomistic scale of materials such
as graphene, which consists of a single layer of carbon atoms arranged in a hexagonal
packing, imparting it a strength of about 200 times that of steel [74].
In addition to the improved static properties, periodic structures also feature unique
2 Photo by Giuliagi/Wikimedia.
3 http://www.wired.com/2015/03/empzeal-eiffel-tower
4dynamic characteristics, which will be covered in detail in the next two subsections.
1.1.1 Spectral Characteristics of Linear Periodic Structures
Figure 1.3: 1D monoatomic spring-mass chain
One of the first insights on dynamics of periodic structures is credited to Sir Isaac
Newton, who used a 1D periodic spring-mass system to derive the velocity of sound
in air. The same structure was later used by Lord Kelvin to establish the relationship
between the spatial and temporal frequencies of wave propagation, commonly referred
to as the dispersion relation of the structure [12]. For example, the dispersion relation
of a 1D monoatomic spring-mass system shown in fig. 1.3 can be derived as
ω =
√
K
m
√
2− 2 cos(k). (1.1)
Eqn. (1.1) depicts a nonlinear relationship between the spatial (k) and temporal (ω) fre-
quencies of wave propagation - a characteristic associated with dispersive systems. The
interesting feature of eqn. (1.1) is that, beyond a particular frequency ωc
(
= 2
√
K
m
)
,
the waves lose their spatial harmonicity, thereby leading to an attenuating characteristic
(the amplitude decreases exponentially as the wave propagates through the structure).
Therefore, this kind of a structure can be employed as a low-pass filter, in which, wave
propagation with frequencies greater than the cut-off frequency is prohibited. By in-
creasing the geometric or material distribution complexity of the periodic structure, it
is possible to obtain band gaps in the dispersion relation (bounded frequency intervals
within which waves are attenuated - fig. 1.4) in addition to the low-pass filter character-
istics. Such a structure was realized using beams, springs, and masses in 1885 to depict
one of the first mechanical filters designed using periodic structures [12].
The fundamental assumption in determining dispersion relations for periodic struc-
tures is that the response of the infinite structure can be completely captured by the
5Figure 1.4: Band structure of a monoatomic and diatomic spring-mass chain.
response of a repetitive volume element (also referred to as the unit cell) up to a con-
stant phase difference, i.e., the response of the repetitive volume element at two different
locations in the structure can utmost differ by a constant phase. The ability to discern
such solutions for 1D periodic structures was proved by Floquet in the context of 1D
differential equations with periodic coefficients [49]. Separately, Bloch utilized the con-
cept of crystallographic symmetries to establish the translational invariance in obtaining
periodic solutions for 3D electronic waves in a solid state crystal [49]. Therefore, dis-
persion relations in periodic structures are commonly evaluated by application of the
Floquet-Bloch theorem [71, 98].
In the case of multidimensional periodic structures, the frequency of propagation
depends on all spatial components of the wave vector (k), resulting in surfaces in the
spectral domain referred to as phase constant surfaces, or simply, dispersion surfaces.
However, the underlying symmetry of the periodic structure can be utilized to determine
unique wavenumber combinations that characterize the complete spectral response of
the system, referred to as the Brillouin zone [12]. Moreover, the symmetries of the unit
cell geometry can be employed to further reduce the set of wavenumber combinations
to the contour of the so called irreducible Brillouin zone, to elicit the complete spectral
response of the periodic structure.
6Since the location and width of the bandgaps depend on the material and geo-
metric parameters of the repetitive volume element, significant research has been ded-
icated towards understanding the mechanisms of bandgap realization in a wide vari-
ety of materials and structures such as periodically supported 1D beams, perforated
plates, 2D honeycomb, auxetic, re-entrant lattices, and 3D solid sphere inclusions
[51, 57, 70, 71, 87, 98, 115, 117]. Excellent reviews documenting the entire gamut
of research on the spectral characteristics of periodic structures has also been carried
out by various authors [62, 89, 116].
The phenomenon of complex interference patterns experienced by propagating waves
at the heterogeneous interface between unit cells in a periodic structure is referred to as
Bragg-scattering, which in extreme scenarios gives rise to the introduction of bandgaps
in the dispersion curves/surfaces. Another route to realize bandgaps in the dispersion
relation of periodic structures is by the inclusion of locally resonant elements [55, 80].
A recent example of locally resonant bandgaps realized in LEGOr based metamaterials
carried out by Celli and Gonella [20] is illustrated in fig. 1.5. In such structures, the
formation of the bandgap is attributed to the localization of energy in the form of
oscillatory motion of the resonant elements, thereby resulting in net subtraction of
energy from the periodic medium. As a result, these structures can be employed for
energy harvesting if suitable mechanisms can be embedded in the resonant element to
harvest their vibrational energy. One such idea was proposed by Gonella et al. [52],
who considered honeycomb structures featuring periodically distributed stiff cantilever
beams provided with piezoelectric electrodes to convert the resonant energy of the beams
to electrical energy.
1.1.2 Spatial Characteristics of Linear Periodic Structures
Being dispersive systems, periodic structures are also characterized by frequency depen-
dent phase velocities (velocity of the wave c = ω(k)/k), which gives rise to interesting
phenomena in the spatiotemporal domain. For example, in a 1D periodic structure, the
equation of a propagating wave packet consisting of two neighboring frequency compo-
nents (k, ω and k +∆k, ω +∆ω) can be expressed as [54]
u ≈ A sin
(
∆k
2
x− ∆ω
2
t
)
sin (kx− ωt). (1.2)
7(a) (b)
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Figure 1.5: Band gap realization using locally resonant elements - (a) and (c) depict
a LEGOr plate with periodically inserted cylindrical bricks (with different spacing),
while (b) and (d) show the corresponding frequency response function. Two bandgaps
are observed in these structures - one corresponding to the periodicity of the inclusion,
whose location depends on the unit cell dimension, while the other corresponding to the
resonance motion of the brick remains constant in both the cases [20].
Since ∆k,∆ω are assumed to be small quantities, the effect of dispersion can be
characterized as an amplitude modulation of a propagating wave packet with carrier
frequency k, ω. In the limit of ∆k, ∆ω → 0, the amplitude modulation travels with
a speed referred to as the group velocity of the wave packet (cg = dω/dk). This phe-
nomenon is also referred to as beating, and has important practical consideration since
traveling excitations seldom consist of monofrequency content. The compact nature of
any wave packet implies that the frequency spectrum typically consists of a number of
frequencies centered around a carrier frequency, whose amplitudes can be controlled by
choosing an appropriate form of narrow-band pulse. Such pulses are typically assumed
to be traveling waves translating at the group velocity of the wave packet [54].
When wave propagation in multidimensional periodic structures is considered, the
8velocity of propagating waves are also dependent on the direction of propagation of
the incident waves (dictated by the orientation of the wave vector k). Therefore, the
spatial characteristics of propagating waves are determined by monitoring the direc-
tional dependence of the phase and group velocity characteristics of the wave packet
[106]. The phase velocities are determined from the isofrequency contours (the possible
combinations of the spatial frequency k for any temporal frequency ω such that the
dispersion relation f(k, ω) = 0 is satisfied), which in turn provides information on the
spatial characteristics of the propagating wave packet [51]. The gradient of the disper-
sion surfaces sampled at the isofrequency contours of interest depict the group velocity
contours, which typically signify the preferential directions for energy flow in the struc-
ture. Furthermore, for specific geometries of the unit cell, it is possible to obtain cusps
in the group velocity contours, commonly referred to as caustics, which imply significant
focusing of the energy along the preferential direction [72, 120]. An example of such
frequency-dependent spatial directivity is illustrated for a monoatomic 2D spring-mass
triangular lattice in fig. 1.6.
Unfortunately, the underlying symmetry of the unit cell implies that the preferential
directions of wave propagation also feature the same symmetry. This can be overcome
by introducing additional microstructure [18] in the unit cell to obtain wave focusing
along a single direction which can then be employed for potential applications such as
acoustic radars [103]. Alternately, spatial directivity (wave guiding) can also be obtained
in phononic crystals operating in the attenuating regime by considering locally resonant
periodic structures interspersed with strategically introduced defects along the required
wave-path [66].
Despite the unique spectro-spatial characteristics observed in linear periodic struc-
tures, the possible applications of such structures are limited due to their passivity, i.e.,
for a given geometry, material, and/or boundary conditions, the bandgaps and spatial
directivity patterns are fixed. Therefore, researchers have explored a multitude of av-
enues to achieve tunability of the spectro-spatial characteristics of periodic structures.
One particular avenue is to incorporate finite-deformation elastic effects, and such struc-
tures will be referred to as nonlinear periodic structures in this dissertation. The unique
aspect of pursuing nonlinear periodic structures is that they also feature the ability to
support phenomena seldom observed in linear periodic structures, thereby leading to
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Figure 1.6: Spatial directivity in a 2D periodic structure - (a) A monoatomic triangular
spring-mass lattice, (b) Band diagram calculated along the contour of the irreducible
Brillouin zone, (c) Radial component of spatial wavefield, which shows preferential di-
rections for wave propagation, (d) Group velocity contours at the chosen excitation
frequency.
interesting applications, which will be discussed in detail in the next section.
1.2 Nonlinear Periodic Structures
The simplest case of a nonlinear periodic structure is a 1D chain of masses connected
by springs with a nonlinear constitutive relation. A full study of such nonlinear systems
were first carried out by Fermi et al. [41] to study the thermal ergodicity of the system,
i.e., the equipartition of thermal energy among the normal modes of the system due to
nonlinear self-interaction. Interestingly, it was found that the initial energy imparted
to the system did not lead to equipartition, and actually returned to the initial mode
of excitation. Zabusky and Kruskal [133] investigated this phenomenon by employing
10
a continuum approximation for the anharmonic chain (also referred to as FPU chains),
which led to the Korteweg-de Vries (KdV) equation4. They observed that the solitary
wave solutions for the KdV equation possessed the unique property of preserving their
shape and speed after collision with one another, which supported the recurrence effect
observed numerically by Fermi et al. [41].
A continuum approximation is typically utilized to analyze discrete nonlinear sys-
tems (periodic structures) as most systems do not posses an exact solution - commonly
referred to as non-integrable lattices [104, 129]. However, there do exist few integrable
lattices, the most prominent example being the Toda Chain [125], which is governed
by an exponential interaction potential. While the continuum approximation in terms
of a generalized-KdV equation is the most common form of analysis for discrete sys-
tems, the Boussinesq equation can also be employed by eliminating the assumption of
unidirectional waves [78].
The drawback of using continuum approximations is that they can only model long-
wavelength excitations. Zabusky and Deem [134] studied the short-wavelength regime
by utilizing the phase difference of two consecutive masses to separate the odd and even
masses, and employed a continuum approximation independently for these two sets of
masses. It has been observed that nonlinear lattices feature solutions with solitonic
characteristics even outside the long-wavelength regime. For a 1D monoatomic chain,
a rough classification of solitary waves can be made among kink, breather, envelope
and dark solitons, all of which have been numerically observed in monoatomic chains
with anharmonic potentials [43]. Various researchers have also proved the mathematical
existence of such solitary waves in lattices using variational calculus and classified the
different families of solitary waves in these lattices [37–40, 44].
While solitons have been observed in a wide variety of mechanical systems, one of
the most studied example are granular chains. In the simplest form, a granular chain is
a 1D chain of particles interacting through elastic contact. Under the assumption that
the elastic contact does not cause significant deformation of the materials at locations
far from the contact itself, the system can be modeled as a spring-mass system with
the force-displacement relationship derived from Hertzian theory [65]. For two elastic
4Originally, the Korteweg-de Vries equation was derived to model unidirectional propagation of
shallow-water waves [101].
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spheres in contact, the force-displacement relationship of the equivalent spring can be
expressed as F ∝ δ1.5. In addition to the intrinsically nonlinear response, granular
systems also feature asymmetrical response, i.e, they can support only compressional
waves as forces cease to exist when particles are no longer in contact. A systematic study
of such systems was first carried out by Nesterenko [94], who obtained an analytical
expression for the solution in the long-wavelength limit. This solution showed features
similar to that of a solitary wave and was verified experimentally, first by Lazaridi and
Nesterenko [73], and later by Coste et al. [25]. The seminal work of Nesterenko [94]
has led to an explosion of interest in granular chains, particularly towards the analysis
of solitary wave solutions in a wide variety of systems composed of different materials
and/or geometries, and multiple dimensions [15, 17, 22, 26–28, 63, 64, 75, 83, 100,
108, 111, 121]. These unique properties can be leveraged to employ granular crystals
in applications such as stress-wave mitigation [76], non-destructive evaluation [132],
acoustic lensing [35, 119] etc.
Another interesting property of nonlinear lattices known as Intrinsic Localized modes
or Discrete Breathers was discovered by Sievers and Takeno [114]. Discrete Breathers
are time-periodic localized solutions that are supported by anharmonic lattices. These
can also be viewed as the counterpart of localized modes observed in harmonic lattices
with defects [114]. The existence of discrete breather solutions have been theoretically
studied in FPU lattices [6, 42], and experimentally observed in precompressed diatomic
granular chains [7]. Furthermore, such localized excitations typically display instability
with respect to a perturbation of the amplitude, a feature which is denoted as Mod-
ulational Instability [67, 101]. Discrete breathers and modulational instability lead to
energy localization, which can also be viewed as a manifestation of the interplay between
nonlinearity and discreteness [16, 29, 97].
1.2.1 Adaptive Nonlinear Periodic Structures
Nonlinear periodic structures also exhibit significant differences in their phononic char-
acteristics with respect to their linear counterparts. The nonlinearity in the system im-
parts an amplitude-dependent characteristic to the dispersion relation. This amplitude-
dependence typically corresponds to a modification of the propagation and attenuation
zones of the structure. The most common approach to determine the dispersion relation
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is based on the application of the Lindstedt− Poincare´ perturbation technique under
the assumption that the contribution of the nonlinear terms to the response are much
smaller in magnitude with respect to the contribution of the linear terms [3, 21, 81, 92].
The dispersion relation can be obtained by applying the perturbation theory for ei-
ther the wavenumber or the frequency. Askar [3] obtained the dispersion relation for a
monoatomic lattice with cubic and quartic nonlinear potentials while Narisetti et al. [92]
obtained the dispersion relation for a quartic potential (cubic nonlinearity) by applying
the perturbation expansion for the displacement and the frequency. Chakraborty and
Mallik [21] obtained a dispersion relation by expanding the wavenumber instead of the
frequency. In all cases, the change in cutoff frequency was observed to depend on the
magnitude of nonlinearity as well as on the amplitude of the initial excitation.
The Lindstedt−Poincare´ technique can also be applied to multi-degree of freedom
systems and this has been carried out by Narisetti et al. [91], who showed that the spa-
tial characteristics of the structure, depicted by the phase and group velocity contours
also feature amplitude-dependent behavior. This was later generalized for any periodic
structure modeled using finite elements by Manktelow et al. [85]. The assumption em-
ployed in the Lindstedt − Poincare´ method is that the excitation is monochromatic.
However, if the excitation consists of multiple harmonics, then the interaction of the
harmonics affects the dispersion relations, which can be determined by employing a
multiple scales technique [84, 86]. While most of the research in literature is focussed
on the weakly nonlinear regime, some studies have also considered strongly nonlinear
systems. Abedinnasab and Hussein [1] derived exact dispersion relations for nonlinear
wave propagation in rods and beams, while Narisetti et al. [93] obtained dispersion re-
lations for strongly nonlinear periodic structures by employing the Harmonic Balance
method.
The amplitude-dependent phononic characteristics of nonlinear periodic structures
can be exploited to design adaptive or actively-tunable vibration filters5, i.e., systems
that can autonomously modulate the characteristics of propagating waves depending
upon the operating conditions. For example, the cut-off frequency of a monoatomic
5These structures are generically referred to as tunable systems in published literature, however,
the prefix “active” is added to denote the closed loop or feedback oriented nature of tunability. This
contrast is necessary to distinguish another form of tunability (passive) covered later in this chapter.
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spring-mass chain with softening cubic nonlinearity decreases with increasing ampli-
tude (shown in fig. 1.7). Therefore, if such a system is employed in applications where
the operating frequency is close to the cut-off frequency of the structure, then the am-
plitude of the excitation will determine if the excitation has propagating or attenuating
characteristics. Narisetti et al. [92] have demonstrated that, by altering the complexity
of the nonlinear structure, the amplitude-dependency of the dispersion relation can be
employed in a wide variety of vibration isolation applications.
Wavenumber
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(a) (b)
Figure 1.7: (a) Dispersion curve of nonlinear spring-mass chain with softening non-
linearity which shows a decrease in cutoff frequency with increasing amplitude. (b)
Example of an adaptive filter employing this chain, where the amplitude of wave packet
will determine its spectro-spatial characteristics [92]
In linear periodic structures, the primary effect of dispersion is to modulate the
envelope of propagating wave packets, which propagate at the group velocity of the
wave packet. Additionally, when wave propagation over large distances are considered,
the difference in phase velocities of the different harmonics constituting the wave packet
also leads to a spatial distortion of the wave packet, which can be modeled using a
multiple scale expansion. The amplitude modulation for a linear dispersive system in
such long time scales is governed by the Linear Schro¨dinger equation [101]. In contrast,
the amplitude modulation in the presence of nonlinear terms is modeled by the Nonlinear
Schro¨dinger equation. The Nonlinear Schro¨dinger equation was first derived for a 1D
nonlinear lattice by Taniuti and Yajima [123]. Expressing the amplitude modulation
with the Nonlinear Schro¨dinger equation is advantageous as the equation can be solved
exactly by the inverse scattering transform method. This was carried out by Shabat
and Zakharov [112], who showed that the equation possessed a solitary wave solution.
Therefore, the amplitude modulation of propagating excitations in nonlinear lattices are
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commonly referred to as envelope solitons. The technique of multiple scales introduced
by Taniuti and Yajima [123] has been used ubiquitously to address a wide range of
problems such as determination of envelope modulation in electrodynamic nonlinear
periodic structures [31] and nonlinear spring-mass lattices [45, 58, 124, 127, 128], to
determine interaction characteristics of nonlinear modulated waves in Klein-Gordon
systems [96], to determine gap solitons and intrinsic localized modes [59, 60] etc. The
validity of the Nonlinear Schro¨dinger equation as a good approximation to describe
the dynamics of propagating wave packets has also been theoretically established for a
number of periodic structures [13, 23, 24, 109, 110]. However, to the best of the author’s
knowledge, a multiple scales treatment for spatial characteristics of wave propagation
in nonlinear periodic structures has not percolated to the phononic crystals community.
Another effect of nonlinearity is the generation of super- and sub-harmonics in the
response due to the self-interaction of the applied excitation. Zarembo and Krasil’Nikov
[135] used perturbation analysis to show that finite-amplitude wave propagation in
elastic solids is accompanied by the generation of harmonics. Furthermore, they showed
that the nonlinearly generated second-harmonic was dependent on the higher order
nonlinear parameters and grew in proportion to the propagation distance, which was
experimentally observed in annealed or neutron irradiated copper single crystals by
Breazeale and Ford [11]. These two studies considered only longitudinal wave motion
in the solid; the effects of finite-amplitude shear wave motion and the interaction of
longitudinal and shear wave motion have also been studied and are documented in [95].
It is important to note that all these studies consider nondispersive wave motion.
In dispersive systems, the ability to propagate higher-harmonics is governed by the
availability of dispersion branches in the frequency range of the activated harmonics.
This was demonstrated for nonlinear lamb wave propagation in isotropic plates by Deng
[32] and de Lima and Hamilton [30]. In general, the generated higher-harmonics dis-
play oscillatory, bounded characteristics corresponding to the dispersion relation of the
structure under consideration. However, the higher-harmonics become unbounded when
resonance conditions are satisfied, i.e., when the fundamental- and the second-harmonic
have the same phase velocity. This cumulative generation of second-harmonic has been
observed experimentally in isotropic elastic plates [34, 88], thereby providing a route to
experimentally measure nonlinear parameters using guided wave testing [4, 33].
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Bradley [10] studied the generation of higher-harmonics in a nonlinear periodic
waveguide by modeling the nonlinear fluid using the modified Westervelt equation and
demonstrated experimentally the generation of spatially beating (bounded oscillation)
second harmonic in an air-filled waveguide. The analysis of the Westervelt equation as
a means to understand the dynamics of interaction of dispersion and nonlinearity in
fluid systems has been extensively studied by various authors and an excellent review is
available in [56]. For acoustic wave propagation in strongly precompressed monoatomic
granular chains, Sa´nchez-Morcillo et al. [107] obtained an expression for the amplitude of
the second-harmonic generated due to nonlinearity. The generation of higher-harmonics
in a diatomic chain has also been studied theoretically and experimentally by Cabaret
et al. [14]. In all these cases, the generated second-harmonic was considered to be non-
resonant with the fundamental-harmonic. The case of resonances needs to be treated
separately using the condition of three-wave-interaction and this has been analyzed for
generic dispersive hyperbolic differential equations [109] and periodic lattices [50, 68].
In addition, nonlinearity also gives rise to sub-harmonics, which has been determined
in precompressed monoatomic granular chains by Tournat et al. [126].
Nonlinearity in conjunction with phononic structures has been pursued as a poten-
tial avenue to break the spatial reversal symmetry of wave propagation - a feature that
can be described as the elastic equivalent of an electric diode. However, nonlinearity
is decoupled from the phononic characteristics of the structure, i.e., the effects of non-
linearity and periodicity act as independent entities. An example of this device was
proposed by Liang et al. [79], who considered a 1D structure consisting of a nonlinear
medium coupled to a superlattice (shown in fig. 1.8a). If the end of the structure with
the nonlinear medium is excited with a frequency in the band gap of the lattice struc-
ture, only the nonlinear harmonics generated due to self-interaction propagate through
the superlattice and reach the other end. However, if this end of the structure is ex-
cited at the same frequency, the superlattice prohibits the propagation of the driving
frequency through the structure, thereby imparting the equivalent effect of rectification.
Similarly, Boechler et al. [8] consider a finite strongly-precompressed monoatomic gran-
ular chain with a single defect located at one end (shown in fig. 1.8b). While driving the
system at the non-defect end with a frequency in the attenuation region of the chain,
no transmission of the excitation is observed. However, when the system is deployed
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(a) Acoustic Diode [79] (b) Acoustic Rectifier [8]
Figure 1.8: Schematic describing structures realized to break spatial reversal symmetry
of wave propagation [82].
in the reverse configuration, with the excitation applied to the end with the defect,
localized modes featuring amplitude-dependent characteristics are observed due to the
defect. Therefore, such a structure also functions as an acoustic rectifier.
In contrast, Li et al. [77] used the intrinsic nonlinearity of a periodic structure to
design logic switches. They consider a monoatomic granular crystal being driven at a
frequency (f0) in the bandgap of the chain. However, if an additional control frequency
(fc) can be imparted along with the driving frequency, then linear combinations of
the driving frequency and the control frequency (mf0±nfc) can propagate through the
structure. Furthermore, if the amplitude of the driving frequency is large enough, higher
order harmonic generation will lead to the driving frequency propagating through the
structure. Therefore, by controlling the state of the control frequency (on/off), it is
possible to alter the propagation of energy through the structure.
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1.2.2 Tunable Nonlinear Periodic Structures
In solids capable of supporting finite deformations, the characteristics of small amplitude
wave propagation superimposed on static finite-deformations are significantly affected
by the magnitude of the finite-deformation effects. In isotropic solids, this is typically
captured as a stress-dependence of the velocity of propagating waves and is referred to
as acoustoelasticity. Hughes and Kelly [61] used this stress dependence of the longitu-
dinal and shear wave velocities in a solid subjected to hydrostatic pressure and uniaxial
compression to determine experimentally the second order elastic constants of a number
of materials. Daraio et al. [27] observed a similar effect with respect to the dependence
of the speed and shape of solitary waves on the precompression force applied on a con-
fined monoatomic granular chain. It is well known that granular chains can be modeled
as FPU lattices in the limit of strong precompression (displacements much smaller than
the static precompression applied to the structure). In this limit, the cutoff frequency of
the corresponding chain is dependent on the magnitude of the applied precompression
force. Therefore, by controlling the applied precompression force, the cutoff frequency of
the chain can be tuned, which has been demonstrated experimentally in a 1D diatomic
granular crystal by Boechler et al. [9].
(a) Adaptive or Actively-Tunable (b) Passively-Tunable
Figure 1.9: Schematic of structural logic for active and passive tuning of spectro-spatial
characteristics of nonlinear periodic structures.
Along these lines, Bertoldi and Boyce [5] considered an elastomeric periodic structure
featuring a square array of circular holes, and studied the propagation characteristics
of small-amplitude waves superimposed on large static precompressions. They observed
that the system showed instabilities under the application of large static forces, which
produced pattern transformation of the structure characterized by a different irreducible
unit cell. As a result of these pattern transformations, new bandgaps were introduced in
the dispersion diagram of the structure. This type of reversible pattern transformation
18
has also been exploited to design structures with tunable band gaps and directionality
features [5, 113, 130].
The mechanisms considered above do not affect the excitation directly, rather they
provide an avenue to change certain features of the structure such that the output for a
given excitation can feature a wide spectrum of characteristics. Therefore, such effects
can be classified as passive tunability of the periodic structure (fig. 1.9). In addition to
elastic tunability, researchers have also employed a multitude of alternate routes such as
electricity [19, 131], magnetism [102] and thermal shape transformation [105] to achieve
passive tunability of the properties of the periodic structure.
1.3 Motivation and Outline of the dissertation
In the literature on phononic crystals, the emphasis on nonlinearity has been typi-
cally towards achieving passive tunability, i.e., the ability to alter the state of the
system in situ to modify the characteristics of propagating excitations, or, to exploit
the unique features of nonlinearity such as solitary waves and discrete breathers. Re-
cently, effort has also been directed towards realizing adaptive structures which can
autonomously modify the spectral characteristics (propagating/attenuating) of wave
propagation. However, in this regard, the effect of nonlinearity on altering the spatial
characteristics of propagating excitations has been only marginally explored. While
most studies have looked at the theoretical understanding of waves in nonlinear struc-
tures, the interplay of nonlinearity and dispersion in the spatiotemporal regime has not
been fully decoded. Therefore, the motivation of this work is to elucidate the spatial
characteristics of propagating wave packets in weakly nonlinear periodic structures, in
the entire region of propagation (First Brillouin Zone). Specifically, the goal is to unravel
the unique effects of nonlinearity on spatial wave manipulation, which can potentially
be employed for engineering applications.
In the first part of this work, a multiple scale analysis of the equations of motion
of a simple nonlinear spring-mass chain with quadratic and cubic nonlinearity is con-
sidered to facilitate the theoretical analysis of the fundamental effect of nonlinearity
on wave propagation. Then, the same system is studied using full-scale numerical sim-
ulations and the evolution of signals with plane-wave features are monitored. Signal
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processing techniques such as wavenumber filtering are applied to highlight the features
of wave propagation, and topological wave packet descriptors are determined from the
spatiotemporal evolution of the input excitation. The numerical features are compared
with the analytical results available in published literature, and the quantitative effect
of nonlinearity is determined in terms of wave packet descriptors, which can be viewed
as estimators of nonlinear parameters. The versatility of utilizing a numerical approach
is then demonstrated by considering different granular crystals and employing the wave
packet descriptors to inversely determine the power law characterizing the contact in-
teraction in granular crystals.
In the second part of this work, the multiple scale analysis is extended to a 1D
diatomic spring-mass chain to elucidate the higher order effects of nonlinearity on wave
propagation. Then, a strategy for spatial and modal wave manipulation in nonlinear
periodic structures is developed, which revolves around the concept of modal mixing,
whereby, the generation of higher harmonics in crystals with complex modal structures
are utilized to induce jumps in the response across the available propagation modes.
As a result, the system experiences a blend of modes and the simultaneous activation
of complementary functionalities. This approach based on modal mixing features the
ability to yield a wide variety of functional configurations without changes in the shape,
size or topology of the nonlinear phononic crystal. To demonstrate the versatility of
this approach, a family of granular crystal configurations and nonlinear lattice structures
featuring a variety of wave control functionalities are studied.
The outline of the rest of the dissertation is as follows
• Chapter 2 introduces the multiple-scale formalism for weakly nonlinear spring-
mass chains, and numerical results of these chains are elaborated to determine
the invariants of nonlinearity. The numerical results of this chapter are partly
derived from “R. Ganesh and S. Gonella. Spectro-spatial wave features
as detectors and classifiers of nonlinearity in periodic chains. Wave
Motion, 50(4):821–835, June 2013”
• Chapter 3 utilizes the invariants of nonlinearity to inversely determine the power
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law interaction governing contact mechanisms in monoatomic and diatomic gran-
ular chains. This chapter is adapted from “R. Ganesh and S. Gonella. Invari-
ants of nonlinearity in the phononic characteristics of granular chains.
Phys. Rev. E, 90:023205, Aug 2014”
• In Chapter 4, the multiple scale formalism is extended to the diatomic chain
to showcase the unique phenomena associated with nonlinear periodic structures
featuring complex dispersion characteristics. Then a preliminary spring-mass ex-
ample is elucidated to showcase the concept of adaptive modal switching.
• Chapter 5 demonstrates mode hopping and modal mixing phenomena in granu-
lar phononic crystals and nonlinear lattice structures. In the case of nonlinear
lattice structures, experimental validation of a simple nonlinear lattice using 3D
Scanning Laser Vibrometry is also presented. The details on granular phononic
crystals are adapted from “R Ganesh and S Gonella. From modal mixing
to tunable functional switches in nonlinear phononic crystals. Physical
review letters, 114(5):054302, 2015”.
• Chapter 6 summarizes the observations made in this dissertation.
Chapter 2
Wave Propagation in Weakly
Nonlinear Periodic Structures
The primary objective of this dissertation is to delineate the characteristics of propagat-
ing wave packets in weakly nonlinear periodic structures. To this end, a 1D traveling
wave in a linear dispersive system can be represented as
u(x, t) = Aei(kx−ω(k)t).
However, the compact nature of the wave packet implies that the spectral signature
is spread over a band of frequencies rather than being monochromatic. Therefore, the
equation of a traveling wave packet can be written as
u(x, t) =
∫ ∞
−∞
F (k)ei(kx−ω(k)t)dk =
∫ k0+∆k0
k0−∆k0
F (k)ei(kx−ω(k)t)dk , (2.1)
where F (k) is the Fourier amplitude corresponding to a specified wavenumber k. F (k)
is assumed to be non-zero only in a limited band of spatial frequencies [k0 −∆k, k0 +
∆k], and ω (for every k) can be determined from the dispersion relation ω = f(k).
Traveling waves with this frequency signature can be obtained by employing probe
excitations consisting of a carrier frequency (ω0/k0) modulated by a long-wavelength
envelope such that the spectral signature is limited to a small band (∆ω/∆k - shown in
fig. 2.1). Within this frequency band, the equation of the wave packet can be simplified
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by employing a Taylor series expansion for the frequency (ω) in the neighborhood of
the carrier frequency (ω0 = ω(k0)) as
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Figure 2.1: Spatial and spectral representation of tone burst.
ω(k) = ω(k0 + χ) = ω0 +
dω
dk
∣∣∣∣
k0
χ+
d2ω
dk2
∣∣∣∣
k0
χ2 + · · · . (2.2)
Substituting eqn. (2.2) in eqn. (2.1),
u(x, t) ≈ ei(k0x−ω0t)
∫ ∆k0
−∆k0
F (k0 + χ)e
i(χx−ω′(k0)χt−ω′′(k0)χ2t)dχ
= A(χ(x− ω′(k0)t), χ2ω′′(k0)t)ei(k0x−ω0t), (2.3)
where ω′ = dω/dk and ω′′ = d2ω/dk2. Since χ corresponds to a perturbation of the
carrier frequency, the variable χ(x−ω′t) can be considered as a spatiotemporal variable
of O(ε), where ε << 1. Therefore, the fast oscillations (ei(k0x−ω0t)) in eqn. (2.3) are
invariant in the spatiotemporal space x − cpt, where cp = ω0/k0 corresponds to the
phase velocity of the propagating wave packet. The slow spatiotemporal scale ε(x−ω′t)
corresponds to a frame of reference translating at a speed given by the group velocity
(cg = dω/dk), evaluated at the carrier frequency of the wave packet. This variable
captures the group velocity dependence of the amplitude envelope of the wave packet.
In addition, the envelope of the propagating wave packet also depends on the variable
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ε2t, which corresponds to a slow time scale. Thus, the envelope of the wave packet
can be assumed to be a traveling wave that varies on a very slow time scale of O(ε2).
This description of the wave packet is consistent with the property of dispersive systems
(cg 6= cp), where different spectral components of the wave travel at different speeds,
thereby leading to a distortion/broadening of the propagating waveform in a slower
temporal scale [101].
In weakly nonlinear systems, the contribution of the nonlinear terms to the response
are assumed to be O(ε). This weakness could be a result of the material property of the
system, or due to the magnitude of the propagating waves, which in turn determines the
strength of the nonlinear contribution. As a result of weak nonlinearity, eqn. (2.3) could
possibly be employed to express propagating wave packets in such systems. Therefore,
in this chapter, the equation for a propagating wave packet in weakly nonlinear pe-
riodic structures will be derived using a multiple scale expansion of the equations of
motion, and, these results will be analyzed quantitatively using numerical simulations
to characterize the effect of weak nonlinearity on wave propagation.
2.1 Weakly Nonlinear Spring-Mass Chains
Consider a spring-mass system as shown in fig. 2.2. The potential energy of the spring
is assumed to be nonlinearly dependent on the change in length of the spring. However,
under the assumption of small displacements with respect to the equilibrium position of
the masses (δ ≈ O(ε)), the restoring force in the spring can be expressed using a Taylor
series expansion as
Figure 2.2: 1D Nonlinear monoatomic spring-mass chain
fr(δ) = K2 δ +K3 δ
2 +K4 δ
3 +O(ε4), (2.4)
where fr is the restoring force in the spring for a change in length of the spring δ.
K2, K3, K4 are the equivalent linear, quadratic, and cubic spring constants determined
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from the Taylor series expansion. The number of terms that need to be retained in the
Taylor series expansion depend on the magnitude of the displacements established in
the springs. Using this constitutive relation, the governing equation for free vibration
of the nth mass can be derived as
mu¨n + K2 (2un − un−1 − un+1) + εK3 [(un − un−1)2 − (un+1 − un)2]
+ ε2K4 [(un − un−1)3 − (un+1 − un)3] = 0,
(2.5)
where ui corresponds to the displacement of the i
th mass, and the approximation
u ≈ O(ε) has been incorporated to establish the relative orders of the terms in the
equation. Due to the weak nature of the nonlinear terms, the solution to eqn. (2.5) can
be written using a perturbative expansion as the sum of progressively smaller traveling
wave packets. Under the assumption that the traveling wave at each order of expansion
can be expressed in the form of eqn. (2.3), the axial displacement of the nth mass can
be written as
un(t) =
∞∑
i=0
εiui(θn, ξn, τ), (2.6)
where θn = kn − ω(k)t, ξn = ε(n − cgt), and τ = ε2t. In order to find a solution for
u(n, t), it is necessary to convert the discrete partial differential equations (eqn. (2.5)) to
a set of ordinary differential equations. The slowly-varying spatiotemporal variable ξn
leads to the introduction of new variables in the multiple scale expansion (θn±1, ξn±1).
However, the long-wavelength nature of the slow spatiotemporal variable ξn can be
exploited to perform a truncated Taylor series expansion of the displacement in terms
of ξn as
un±1(θn±1, ξn±1, τ) = un±1(θn±1, ξn, τ)± εdun±1
dξn
(θn±1, ξn, τ) +
1
2
ε2
d2un±1
dξ2n
(θn±1, ξn, τ).
(2.7)
At the fast spatiotemporal scale (θn), Bloch-Floquet conditions can be used to simplify
the dependence of the neighboring displacements (un±1) in terms of un as,
un±1 = e±ikun.
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Now, the total derivative with respect to t can be expressed using the assumption of
independence of the multiple scale variables as
d()
dt
=
∂()
∂θn
dθn
dt
+
∂()
∂ξn
dξn
dt
+
∂()
∂τ
dτ
dt
= −ω ∂()
∂θn
− εcg ∂()
∂ξn
+ ε2
∂()
∂τ
. (2.8)
The higher order derivatives with respect to t can be evaluated by the chain rule of
differentiation. Assuming that a second order expansion of the displacements and the
time-scales (up to ε2) are sufficient to describe the nonlinear characteristics of wave
motion, the equations at each order of expansion can be written as
ε0 : mω2
∂u0n
∂θ2n
+ K2 (2u
0
n − u0n−1 − u0n+1) = 0 (2.9)
ε1 : mω2
∂u1n
∂θ2n
+ K2 (2u
1
n − u1n−1 − u1n+1) = F 1 (2.10)
ε2 : mω2
∂u2n
∂θ2n
+ K2 (2u
2
n − u2n−1 − u2n+1) = F 2, (2.11)
where, F 1 and F 2 are given as
F 1 = −2mωcg ∂
2u0n
∂ξn∂θn
+K2
(
∂u0n+1
∂ξn
− ∂u
0
n−1
∂ξn
)
+K3 [(u
0
n+1 − u0n)2 − (u0n − u0n−1)2],
(2.12)
F 2 = 2mω
∂2u0n
∂τ∂θn
−mc2g
∂2u0n
∂ξ2n
− 2mωcg ∂
2u1n
∂ξn∂θn
+K4 [(u
0
n+1 − u0n)3 − (u0n − u0n−1)3]
+K3
[(
u1n+1 +
∂u0n+1
∂ξn
− u1n−1 +
∂u0n−1
∂ξn
)
(u0n+1 + u
0
n−1 − 2u0n)
]
+K3
[
(u0n+1 − u0n−1)
(
u1n+1 + u
1
n−1 − 2u1n +
∂u0n+1
∂ξn
− ∂u
0
n−1
∂ξn
)]
+K2
(
∂u1n+1
∂ξn
− ∂u
1
n−1
∂ξn
)
+
K2
2
(
∂2u0n+1
∂ξ2n
+
∂2u0n−1
∂ξ2n
)
. (2.13)
By introducing the multiple scale expansion, the governing equation for the weakly
nonlinear spring-mass chain has been converted to a set of cascading linear differential
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equations at each order of expansion, with O(ε) and higher being heterogeneous equa-
tions with the forcing function determined from the solutions obtained at all the lower
orders of expansion. Therefore, the solution at each order of expansion can be deter-
mined by solving the corresponding linear differential equation. Considering eqn. (2.9),
the solution can be written as
u0n = A0(ξn, τ) +A(ξn, τ) e
iθn +A∗(ξn, τ) e−iθn (2.14)
u0n+1 = A0(ξn, τ) +A(ξn, τ) e
ik eiθn +A∗(ξn, τ) e−ik e−iθn (2.15)
u0n−1 = A0(ξn, τ) +A(ξn, τ) e
−ik eiθn +A∗(ξn, τ) eik e−iθn , (2.16)
where A0 and A are constants only dependent on the slower scale variables, and A
∗ is
the complex conjugate of A. Substituting eqns. (2.14-2.16) in eqn. (2.9), and enforcing
the non-triviality of the constant A, the linear dispersion relation for the system can be
obtained as
ω =
√
K2/m
√
2− 2 cos(k), (2.17)
where the wavenumber is assumed to be a real quantity (k ∈ R). In order to determine
the functional dependence of A0 and A on the slow scale variables, the higher order
equations (eqns. 2.10-2.11) need to be solved. The forcing function at O(ε), obtained
by substituting eqns. (2.14-2.16) in eqn. (2.12) is
F 1 = −i2mcgω ∂A
∂ξn
eiθn + i2K2 sin k
∂A
∂ξn
eiθn − i8K3 sin k sin2 k
2
A2ei2θn + c.c, (2.18)
where c.c refers to the complex conjugate of the terms listed. Using the fact that
cg =
dω
dk
=
K2 sin k
mω
,
F 1 can be simplified as
F 1 = −i8K3 sin k sin2
(
k
2
)
A2ei2θn + c.c. (2.19)
If the terms containing eiθn were present in the expression for F 1, then the solution
to eqn. (2.10) would contain terms of the form θne
iθn , thereby depicting a solution
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linearly increasing with time t, which would in turn violate the assumption of pertur-
bation expansion. Such terms in the forcing function are referred to as secular terms.
Therefore, it is customary to assume the velocity of the slow spatiotemporal scale ξn as
undetermined, and choose an appropriate value such that the secular terms vanish in
eqn. (2.12). In this case, the choice of the velocity to be the group velocity of the linear
wave automatically nullifies the secular terms in the expansion.
Considering the expression for F 1, the solution at O(ε) can be written as
u1n = B(ξn, τ) e
i2θn + c.c. (2.20)
u1n+1 = B(ξn, τ) e
i2θn+1 + c.c. (2.21)
u1n−1 = B(ξn, τ) e
i2θn−1 + c.c. (2.22)
Substituting eqns. (2.19-2.22) in eqn. (2.10), the constant B can be determined as
(−4mω2 +K2(2− 2 cos(2k)))(B(ξn, τ) ei2θn + c.c) = −i8K3 sin k sin2 k
2
A2ei2θn + c.c
⇒ B(ξn, τ) = iK3
K2
cot
(
k
2
)
A2(ξn, τ).
Note that only the particular solution to eqn. (2.10) has been considered. The nature
of the homogeneous solution will depend on the initial conditions and the conditions
of non-secularity imposed at the higher orders of the perturbation expansion. For the
time being, this is neglected as the solution at the zeroth order (A0 and A) have not
yet been determined.
At O(ε2), the forcing function F 2 can be obtained by substituting eqns. (2.14-2.16),
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and eqns. (2.20-2.22) in eqn. (2.13) as
F 2 =K2
∂2A0
∂ξ2n
+K2 cos k
∂2A
∂ξ2n
eiθn −mc2g
∂2A0
∂ξ2n
−mc2g
∂2A
∂ξ2n
eiθn + i2mω
∂A
∂τ
eiθn
−K3
[
8 sin2
(
k
2
)
cos k
(
∂A
∂ξn
A∗ +
∂A∗
∂ξn
A
)
− 4 sin2 k
(
∂A
∂ξn
A∗ +
∂A∗
∂ξn
A
)]
−K3
[
8i sin2
(
k
2
)
sin 2kBA∗eiθn − 8i sin3 kA∗Beiθn
]
−K3
[
8 sin2
(
k
2
)
∂A0
∂ξn
Aeiθn
]
+K4[48|A|2A sin4
(
k
2
)
eiθn ] + c.c+ higher harmonics
=G0 +G1eiθn + c.c+ higher harmonics, (2.23)
where
G0 =
mω2
4
∂2A0
∂ξ2n
+
2K3mω
2
K2
∂|A|2
∂ξn
G1 = i2mω
∂A
∂τ
− mω
2
4
∂2A
∂ξ2n
− 2K3mω
2
K2
∂A0
∂ξn
A−
(
2K23mω
2(4K2 −mω2)
K32
)
|A|2A
+
3K4m
2ω4
K22
|A|2A.
At O(ε2), not all the secular terms vanish. Particularly, eqn. (2.23) contains two types
of secular terms - one is the constant, which leads to a solution of the form θn, and the
other is the fundamental harmonic eiθn , which leads to a solution of the form θ2ne
iθn . In
order to obtain a valid solution at O(ε2), these secular terms must vanish, which leads
to the following conditions that need to be satisfied
∂2A0
∂ξ2n
+ 8K3K2
∂|A|2
∂ξn
= 0 (2.24)
i∂A∂τ − ω8 ∂
2A
∂ξ2n
− K3ωK2
∂A0
∂ξn
A−
(
K2
3
ω(4K2−mω2)
K3
2
+ 3K4mω
3
2K2
2
)
|A|2A = 0. (2.25)
Eqns. (2.24) and (2.25) can be simplified to obtain two independent expressions for A0
and A as
i∂A∂τ − ω8 ∂
2A
∂ξ2n
+
(
K2
3
ω
K3
2
(4K2 +mω
2)− 3K4mω3
2K2
2
)
|A|2A = 0 (2.26)
∂A0
∂ξn
= −8K3K2 |A|2. (2.27)
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Eqn. (2.26) is the well known Nonlinear Schro¨dinger equation, which is an integrable
equation and its solution can be obtained using the inverse scattering transform. In
eqn. (2.27), the constant of integration is neglected under the assumption that the
initial excitation is purely harmonic. Now, the solution at the lowest order can be
written as
u0n(t) = A0(ε(n− cgt), ε2t) +A(ε(n− cgt), ε2t) ei(kn−ωt) +A∗(ε(n− cgt), ε2t) e−i(kn−ωt),
(2.28)
where A0 and A are determined by solving eqns. (2.26-2.27). If the masses are connected
by linear springs (K3 = K4 = 0), then the zeroth order term completely characterizes
the propagating wave packet. Furthermore, the distortion of the initial wave packet due
to dispersion is described by the Linear Schro¨dinger equation (A0 = 0) as
i
∂A
∂τ
− ω
8
∂2A
∂ξ2n
= 0.
From eqn. (2.27), it can be concluded that the effect of weak nonlinearity is to introduce
a non-harmonic envelope modulation of the wave packet, which is completely attributed
to the equivalent quadratic nonlinearity in the system. In addition, the modulation of
the harmonic component typically gives rise to a modification of the dispersion relation,
i.e., the traveling wave takes the form
f(kn− (ω0(k) + εω1(k) + ε2ω2(k))t,
where ω0 is the fundamental frequency given by the linear dispersion relation, and
ω1, ω2 are the higher order corrections to the frequency due to the nonlinear terms in
the constitutive relation.
While the modification of the dispersion relation can be obtained from the solution
of the Nonlinear Schro¨dinger equation, it is customary to assume a monochromatic wave
to derive the modified dispersion relation. Then, a perturbative expansion such as the
Lindstedt − Poincare´ technique or the Multiple scales expansion (given in Appendix
A) can be employed, and the dispersion relation for the above system is obtained as
ω(k) = ω0(k) + ε
2ω2(k), (2.29)
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where
ω0 =
√
K/m
√
2− 2 cos(k) (2.30)
ω2 =
(
K23
K32
(4K2 −mω20)−
3K4
2K22
mω20
)
ω0r
2 (2.31)
Eqn. (2.29) shows that the change in the dispersion relation due to nonlinearity is O(ε2),
thereby leading to a very small correction of the linear dispersion relation. Therefore,
at O(1), the effect of nonlinearity is predominantly observed in the modification of the
wave packet envelope.
The higher order perturbation solutions consist of homogeneous and non-homogeneous
terms. The non-homogeneous terms give rise to higher harmonic components, whose
spectral signature depend on the initial condition, and the order of expansion considered.
The homogeneous terms corresponding to the fundamental harmonic can be neglected
by assuming that the zeroth order solution completely satisfies the initial condition.
However, the homogeneous terms corresponding to the nonlinearly-generated harmon-
ics cannot be neglected, and the characteristics of these terms will be studied in the
later part of this dissertation.
By solving the Nonlinear Schro¨dinger equation [60, 101], the expression for the
non-harmonic component of the envelope can be determined, and this can be used
to quantitatively characterize the dependence of this non-harmonic component on the
magnitude of nonlinearity and the amplitude and frequency of excitation. While similar
equations can be derived for multiatomic or multidimensional spring-mass chains, the
equations are cumbersome to handle and seldom carried out. Therefore, in this chapter,
a numerical analysis of wave motion will be performed to quantitatively characterize
the effect of weak nonlinearity on wave propagation.
2.2 Numerical Analysis
The characteristics of wave propagation in nonlinear chains are studied by numerical
integration of the state-space model of eqn. (2.5) using the Verlet Algorithm [122].
The input signal is a Hann-modulated seven-cycle sine burst, where the modulation
ensures the excitation of a minimal band of frequencies centered at a prescribed carrier
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frequency. This input signal is prescribed at the first mass in a semi-infinite chain to
ensure a complete evolution of the burst without contamination due to reflections from
the boundary. Furthermore, the mass and the linear spring coefficient are assumed
to be unity (m = K2 = 1), and the cubic nonlinearity (K4) is assumed to be zero.
The coefficient of quadratic nonlinearity (K3), and the amplitude (u0) and frequency
of excitation (ω) are varied to quantitatively describe the characteristics of the wave
packet.
In fig. 2.3, the spectral contours (2D DFT of the spatiotemporal wave field u(n, t))
are plotted for the linear chain (K3 = K4 = 0) and a quadratic chain (K4 = 0) in
various regions of the Brillouin zone (ω ∈ [0, 2]). In the case of the linear chain, the
spectral contours (fig. 2.3a) in the long-wavelength (low frequency) regime have a linear
profile which implies that dispersion does not play a significant role. As the wavelength
decreases (increasing frequency), the spectral contours have a nonlinear profile which
conforms to the global nature of the dispersion curve (figs. 2.3b, 2.3c). On the contrary,
the major spectral content in the nonlinear chain is observed to be present in the very
low wavenumber region (k, ω ≈ 0), even in regimes where the effect of dispersion is
negligible (figs. 2.3d, 2.3g). The spectral contours observed in the spectral band of
the incident wave conform to the global nature of the dispersion curve, however, the
corresponding amplitude decreases with increasing nonlinearity.
The spectral characteristics of the propagating wave packet observed in fig. 2.3 are
consistent with the zeroth order solution given by eqn. (2.28), i.e., the packet consists of
two spectral features - a non-harmonic and a harmonic component. In order to delineate
these features, the spatiotemporal evolution of the wave packet is monitored. Fig. 2.4
shows snapshots of the wave profile at the end of simulation for various amplitudes
of excitation and different values of frequencies in the Brillouin zone. For very small
frequencies, the wave packet in the linear chain is unaffected by dispersion and travels
through the system without any distortion. However, even for small amplitudes of
excitation in the nonlinear chain, macroscopic differences with respect to the linear
chain are observed. All the masses behind the head of the wave packet have a non-zero
displacement associated with them, i.e., once the wave packet travels through a certain
particle, the particle remains displaced from its equilibrium position. This evolution is
markedly different from the linear chain, where at any time instant, only a part of the
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Figure 2.3: 2D Spectral contours of the wave packet for different regions of the Brillouin
zone. k is the wavenumber and ω is the frequency. The excitation amplitude increases
across rows and the frequency increases across columns.
chain is displaced from its equilibrium position.
As the wavenumber is increased, dispersion-associated distortion in the form of
stretching of the wave packet and reduction of amplitude is observed in the linear chain.
In the nonlinear chain, the stretching of the wave packet is observed in conjunction
with the non-harmonic displacement. While the two components of the wave packet are
indeed observed in the spatiotemporal domain, these features cannot be delineated by
mere visual inspection. Therefore, the two distinct spectral contributions in fig. 2.3 are
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Figure 2.4: Spatial profile of the wave packet at the end of simulation. n indicates the
position in the x-domain in terms of chains links, u is the displacement history at the
end of simulation. The excitation amplitude increases across rows and the frequency
increases across the columns.
analyzed independently by filtering the wave packet into a long-wavelength component,
and a component in the spectral band of the incident wave. In order to delineate the
characteristics of the harmonic component, the final wave packet at the end of simula-
tion for the corresponding linear chain is also plotted. Figs. 2.5b and 2.5d shows that the
spatial component corresponding to the harmonic component is identical to the wave
packet obtained from the simulation of a linear chain. This observation implies that the
nonlinear terms in eqn. (2.26) describing the modulation of the harmonic component
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are negligible, and the linear Schro¨dinger equation sufficiently captures the modulation
of the harmonic component in the wave packet. Furthermore, this observation is also
consistent with the modified dispersion relation for the nonlinear chain, where the non-
linear effects are only observed at O(ε2). From fig. 2.5c, the long-wavelength component
is observed to be very similar to a sigmoidal curve, where the transition from the higher
asymptote to the lower asymptote occurs within the support of the linear wave pro-
file. Thus, the solution to the non-harmonic component in eqn. (2.27), is given by the
sigmoidal component 1.
From eqn. (2.28) and fig. 2.5, it can be concluded that the effect of quadratic nonlin-
earity is completely captured by the presence of a non-harmonic component in the wave
packet. It is therefore sufficient to monitor the non-harmonic component to determine
the quantitative effects of nonlinearity, i.e., the dependence of the spatial wave features
upon the magnitude of nonlinearity (K3) and the excitation parameters (u0, ω). More-
over, the non-harmonic or sigmoidal component also exhibits a constant amplitude,
which can be easily inferred from simulated or measured data. A general sigmoidal
curve can be represented as
y(x) = P +
Q− P
1 + e−(x−R)/S
(2.32)
where P , Q are the higher and lower asymptotes, respectively, R is the inflexion point,
and S is the width of the transition region from the higher to the lower asymptote.
A nonlinear fit of eqn. (2.32) to the filtered long-wavelength component of the wave
packet is carried out, and by performing the curve fit for multiple values of k in the
Brillouin zone and different values of K3 and A0, the functional dependence of param-
eters P , Q, R and S on the nonlinear parameter K3 in terms of the amplitude u0 and
the frequency ω can be obtained. While any one of these constants can be used to
elucidate the effects of nonlinearity on wave propagation; from figs. 2.3d an 2.3f, the
tail amplitude of the sigmoidal (asymptote P in eqn. (2.32)) presents itself as the most
tractable characteristic for parameterization. This feature can in fact be easily extracted
from simulated or experimental results even in the early stages of propagation, with-
out requiring the complete evolution of the sigmoidal component or advanced signal
1The sigmoidal component can be represented in the form of hyperbolic tangent function which is
the solution derived in [60] for the monoatomic spring-mass chain
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(c) Filtered long-wavelength component of
wave packet
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Figure 2.5: Wave Packet at the end of simulation and separation of the long- and
short-wavelength spectral components. The wave packet at the end of simulation in the
corresponding linear system is also shown.
processing techniques.
Fig. 2.7a shows a cubic variation of the tail amplitude (upper asymptote P ) with
respect to the frequency (ω). Furthermore, the different curves for P are observed to
be sorted in increasing order of a combination of the magnitude of nonlinearity and
the amplitude of excitation given by K3u
2
0. This is verified in fig. 2.7b, where the tail
amplitude normalized with respect to (K3u
2
0) is plotted. Hence, the expression for the
tail amplitude P can be written as
P = K3u
2
0(aω
3 + bω2 + cω + d), (2.33)
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Figure 2.6: Long-wavelength component fit to a sigmoidal curve
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Figure 2.7: Variation of tail amplitude of the wave packet with respect to the excitation
frequency in a spring-mass chain with quadratic nonlinearity - (a) Variation of the tail
amplitude (ut), (b) Variation of the normalized tail amplitude (ut/(K3u
2
0)).
where the constants a, b, c, d can be classified as the invariants of quadratic nonlinear-
ity in monoatomic spring-mass chains, as they are universally valid for all monoatomic
chains exhibiting a quadratic nonlinear behavior. The dependence of the tail amplitude
on the parameter K3u
2
0 is also recovered from eqn. (2.27), which further ratifies the
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observations made from the numerical simulations. Therefore, eqn. (2.33) can be easily
applied to simulated or experimental data obtained from generic 1D monoatomic non-
linear periodic structures to setup an inverse problem to determine/verify the equivalent
quadratic nonlinear parameter of the periodic system. Furthermore, this numerical tech-
nique can be easily extended to multiatomic, multidimensional systems with complex
unit cell architecture such as lattices, while the analytical formulation would have to be
carried out independently for each periodic system.
2.3 Conclusion
The characteristics of propagating wave packets in periodic structures with weak quadratic
and cubic nonlinearity has been analyzed theoretically and numerically, and it has been
shown that the primary effect of weak nonlinearity manifests as a modulation of the
amplitude envelope of the wave packet. This amplitude modulation results in the gen-
eration of a non-harmonic or sigmoidal component even when the initial excitation is
purely harmonic, and can be modeled by the Nonlinear Schro¨dinger equation. Topologi-
cal wave packet descriptors that describe the non-harmonic component can be quantita-
tively characterized as a function of the nonlinearity and excitation parameters, which
in turn can be used to determine or validate nonlinear constitutive relations. In the
next chapter, this form of parametric inversion will be applied to data obtained from
numerical simulation of wave propagation in granular chains to showcase the advantage
of the numerical technique.
Chapter 3
Invariants of Nonlinearity in the
Phononic Characteristics of
Granular Chains
3.1 Monoatomic Granular Chains
Consider a 1D chain of homogeneous spheres interacting through nonlinear contact
forces, as shown in fig. 3.1. The system of equations governing wave motion are
Figure 3.1: 1D Monoatomic chain of spheres
mu¨n − A [δ0 + un−1 − un]p+ + A [δ0 + un − un+1]p+ = 0, (3.1)
where un is the displacement of the n
th sphere; p = 3/2 and A = E
√
2R
3(1−ν2) are the
power law and the equivalent stiffness governing the contact interaction, derived from
Hertzian theory [65]; m and R are the mass and radius of the sphere, while E and
ν are the Young’s modulus and Poisson’s ratio of the material, respectively; δ0 is the
precompression displacement between two consecutive spheres due to the application of
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the static force F0 at the ends of the chain (δ0 = (F0/A)
2/3). Granular chains transmit
forces only when there is effective compression between two consecutive masses, i.e.,
forces exist only for positive values of the quantity in brackets: [u]+ = max(0, u).
A semi-infinite chain made of 1350 steel spheres (R = 4.76 mm, E = 210 GPa, ν =
0.3) is excited at the left end by a seven-cycle Hann-modulated sine burst (u1(t) =
u0H(t) sin(7Ωt), H(t) is the Hann window function) with the amplitude of excitation
set to be less than 20% of the precompression displacement applied to the system (u0 <
0.2δ0). Since the granular chain is a periodic system, the non-dimensional excitation
frequency ω(= Ω/
√
K/m ∈ [0, 2]) is varied only in the first irreducible Brillouin zone,
and the wave profile at the end of simulation for two different excitation frequencies is
shown in fig. 3.2. The wave packet in the granular chain bears striking similarities to the
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Figure 3.2: Displacement profile in the monoatomic granular chain at one time instant
of simulation for two different excitation frequencies, which lie in the dispersive region
of the Brillouin zone.
wave packet observed in the nonlinear spring-mass chains in chapter 2. This similarity is
obtained due to the fact that the power law terms in eqn. (3.1) can be simplified using a
Taylor series expansion under the assumption of small amplitudes of displacement with
respect to the initial precompression applied to the system (‖un±1− un‖ ≪ δ0) to yield
mu¨n +K2(2un − un−1 − un+1) +K3((un − un−1)2 − (un+1 − un)2)
+K4((un − un−1)3 − (un+1 − un)3) = 0, (3.2)
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where K2 =
3
2Aδ
1/2
0 , K3 = −38Aδ
−1/2
0 and K4 = − 348Aδ
−3/2
0 . Eqn. (3.2) is identical
to eqn. (2.6) except for the fact that the equivalent coefficient of quadratic and cubic
nonlinearity are negative. Therefore, eqn. (2.33) can be effectively used to determine
the equivalent quadratic nonlinear contribution in the case of granular chains with
interactions governed by arbitrary power laws.
3.1.1 Reconstruction of nonlinearity in granular chains
Exploiting the qualitative similarity of the long-wavelength component in figs. (3.2)
and (2.5a), the variation of tail amplitude is determined as a function of the non-
dimensional excitation frequency (ω) for different values of power law (p), initial pre-
compression (δ0) and excitation amplitude (u0). Across all cases, the tail amplitude is
found to have a cubic dependence on ω (fig. 3.3).
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Figure 3.3: Variation of tail amplitude with non-dimensional excitation frequency in
monoatomic granular chains for different power law interactions.
u∗t = aω
3 + bω2 + cω + d (3.3)
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Eqn. (2.33) was derived under the assumption of unit mass and linear spring coefficient.
This condition can be obtained in eqn. (3.2) as
1
ω2n
u¨n + (2un − un−1 − un+1) +G2((un − un−1)2 − (un+1 − un)2)
+G3((un − un−1)3 − (un+1 − un)3) = 0, (3.4)
where ωn =
√
K/m. For any arbitrary power p, it can be easily shown that
G2 = −(p− 1)
2δ0
(3.5)
Under the assumption that eqns. (2.33) and (3.3) describe the same feature of the non-
harmonic component, the ratio of any one of the constants (a/a, b/b, c/c, d/d) can
be utilized to provide an expression for the scaling due to nonlinearity and excitation
amplitude. Hence, a closed form expression for the interaction power law p can be
obtained as
p = 1− 2δ0
u20
a
a
, (3.6)
where the scaling ratio a/a has been used. The parameter a is determined from
the numerical simulation of the granular chain (eqn. 3.1) by sweeping ω in the irre-
ducible Brillouin zone, while a corresponds to the invariant parameter obtained from
the monoatomic spring-mass chain with quadratic nonlinearity. The other two quantities
(δ0 and u0) are extrinsic parameters, i.e., they can be controlled externally. The values
of p obtained by substituting the numerically determined constant (a) in eqn. (3.6) for
granular chains governed by different power laws are given in table 3.1.
Table 3.1: Power law reconstructed from eqn. (3.6) using numerical simulations.
Imposed power law Reconstructed from curve Error %
1.25 1.2473 0.22
1.5 1.4948 0.34
1.667 1.6613 0.33
In table 3.1, remarkable agreement is observed between the imposed and the recon-
structed power law, proving that the invariants of quadratic nonlinearity in monoatomic
spring-mass systems can indeed be used to estimate nonlinearity in generic monoatomic
42
granular chains.
Even though the granular chains considered here are obtained by assembling spheres,
other geometries can also be considered, as a change in the inertial parameters does not
affect the inverse problem paradigm. Therefore, the inverse problem can be used as a
technique to verify/estimate contact power laws for monoatomic chains with different
geometries.
The monoatomic granular chain verifies the numerical problem established in chapter
2. However, the efficiency of the technique lies in the ease of transferability to periodic
structures with additional complexity. Therefore, the case of a diatomic granular chain
will also be analyzed to showcase the versatility of the numerical inverse problem.
3.2 Diatomic Granular Chains
Consider the diatomic granular chain shown in fig. 3.4. The equations of motion for
this system are
Figure 3.4: Diatomic chain of spheres.
Mu¨n −A[δ0 + vn−1 − un]p+ +A[δ0 + un − vn]p+ = 0
mv¨n −A[δ0 + un − vn]p+ +A[δ0 + vn − un+1]p+ = 0
where un and vn are the displacements of the two masses M and m in the n
th unit
cell. The equivalent stiffness is given by A = 2
√
2R
3
(
1−ν2
M
EM
+ 1−ν
2
m
Em
)−1
, where the sub-
script denotes the Young’s Modulus and Poisson’s ratio of the corresponding material
respectively. The first mass M is assumed to be the heavier mass (α = m/M < 1) for
convenience.
The presence of two particles in the unit cell gives rise to two propagation modes
- the acoustic mode and the optical mode. The mass contrast also significantly affects
the dispersion relation, even in the case of a linear diatomic spring-mass chain; unlike
the monoatomic chain, where the inertial properties only act as a scaling parameter.
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Therefore, the quantitative characteristics of nonlinear wave propagation will also be
affected by the mass contrast (α), and the acoustic mode of excitation will be considered
in this example to delineate the effects of the inertial mismatch.
As before, numerical simulations of the equations of motion are considered for dif-
ferent diatomic chains obtained by permuting the choice of bead material among Steel,
Aluminum (E = 69 GPa, ν = 0.3) and PTFE (E = 1.46 GPa, ν = 0.46). The wave pro-
file in the heavier mass of three different chain configurations for a given non-dimensional
excitation frequency is shown in fig. 3.5.
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(c) Aluminum-PTFE Diatomic Chain
Figure 3.5: Displacement profile at one time instant of simulation for three different
diatomic granular chains. The displacement of the heavier mass is shown in the figure
and the non-dimensional excitation frequency is the same for all three diatomic chains.
The non-harmonic feature is observed in all the chains in fig. 3.5. The wave profiles
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are again found to exhibit bi-spectral content (long- and short-wavelength) - analogous
to the observations made for the monoatomic chain. Hence, it is sufficient to moni-
tor the long-wavelength component to determine the dependence of the spatial wave
characteristics upon nonlinearity and excitation parameters. In this regard, it is noted
that the modulated envelope of the wave is significantly different between the Al-PTFE
chain and either the Steel-Aluminum or the Steel-PTFE chain; this is attributed to the
difference in inertial contrast of the different chains (α = 0.84 for Al-PTFE, α = 0.3 for
Steel-Al and α = 0.25 for Steel-PTFE). In order to facilitate the analysis of the effect of
the inertial parameter, it is necessary to the study the equivalent diatomic spring-mass
chain.
3.2.1 Quadratic diatomic spring-mass chains
Consider a diatomic spring-mass chain with quadratic nonlinearity (G2) and mass ratio
(α) whose equations of motion are described by eqn. 3.8. Wave propagation in this chain
is monitored to determine the tail amplitude of the long-wavelength envelope feature.
The quantitative dependence on nonlinearity and excitation parameters is first obtained
by fixing the mass ratio. From fig. 3.6a, the tail amplitude in a given diatomic chain
is found to have the same scaling with respect to the nonlinearity (G2) and excitation
amplitude (u0) as that exhibited by the monoatomic chain. The dependence on the
frequency (ω) is also found to be cubic.
u¨n + (2un − vn−1 − vn) +G2((un − vn−1)2 − (vn − un)2) = 0 (3.7)
αv¨n + (2vn − un − un+1) +G2((vn − un)2 − (un+1 − vn)2) = 0 (3.8)
However, some numerical inconsistencies are observed in the scaling of the tail am-
plitude for a given frequency, i.e., for all the diatomic chains studied, some frequencies
do not conform to the scaling parameters. This is illustrated in fig. 3.6b for the case of
α = 0.6, and is attributed to reflections at the interface between heterogeneous beads.
Thus, the points which have a large variance after normalization by the parameter G2u
2
0
are neglected from the data considered to perform the curve fit.
The variation of the normalized tail amplitude as a function of frequency for different
values of the mass ratio is shown in fig. 3.6c. When the constants of the cubic curve are
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monitored as a function of α, no global scaling parameter (a function of α common to
all curves) is obtained. Hence, a generic expression for the tail amplitude in a diatomic
spring-mass chain with quadratic nonlinearity is written as
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
1
1.5
2
2.5
3
(a)
0.4 0.6 0.8 1 1.2 1.4
1.5
2
2.5
3
3.5
(b)
0.4 0.6 0.8 1 1.2 1.4
0.5
1
1.5
2
2.5
3
3.5
(c)
Figure 3.6: Parameterization of tail amplitude of the heavier mass in a nonlinear di-
atomic spring-mass chain - (a) for α = 0.3, (b) for α = 0.6, (c) as a function of mass
ratio (α).
ut = G2u
2
0(a(α)ω
3 + b(α)ω2 + c(α)ω + d(α)) (3.9)
Eqn. (3.9) is similar to eqn. (2.33), except that the coefficients of the cubic expression
are now a function of the mass ratio. Thus, these coefficients cannot be classified as
invariants of nonlinearity, as they are not universally valid for all diatomic chains.
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The lack of a scaling parameter leads us towards a few other instructive observations.
Visual inspection of the curves in fig. 3.6c suggests that the maximum tail amplitude
occurs at the same non-dimensional frequency for all diatomic chains. This value can
be determined from the location of the stationary point of the cubic curves, which is
given by the expression
ω|umt =
−b(α) +
√
b(α)2 − 3a(α)c(α)
3a(α)
, (3.10)
where umt is the maximum tail amplitude. The values of the non-dimensional frequencies
determined from eqn. (3.10) for α ranging from 0.1 to 0.8 are shown in table 3.2, and
these values indeed confirm the initial visual observations.
α 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
ωm 1.054 1.051 1.049 1.047 1.049 1.048 1.056 1.062
α 0.5 0.55 0.6 0.65 0.7 0.75 0.8
ωm 1.053 1.051 1.058 1.064 1.068 1.073 1.083
Table 3.2: Value of non-dimensional frequency corresponding to the maximum tail
amplitude in a nonlinear diatomic spring-mass chain for different values of mass ratio
(α).
Substituting eqn. (3.10) in eqn. (3.9), a function for umt in terms of quadratic non-
linearity (G2), excitation (u0) and inertial (α) parameters can be obtained. Since the
non-dimensional frequency corresponding to umt is the same for all chains, u
m
t becomes
an instructive parameter to quantify the characteristics of nonlinear wave motion. The
variation of the normalized maximum tail amplitude (umt /(G2u
2
0)) as a function of α is
plotted in fig. 3.7. The dependence on α is determined to be cubic and therefore, umt
can be expressed as
umt = G2u
2
0(eα
3 + fα2 + gα+ h) (3.11)
From eqn. (3.11), the constants e, f, g and h universally apply to all diatomic chains,
thereby allowing a classification of these constants as invariants of nonlinearity for all
1D diatomic systems.
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Figure 3.7: Variation of normalized maximum tail amplitude in the nonlinear diatomic
spring-mass chain as a function of mass ratio (α).
3.2.2 Reconstruction of nonlinearity in diatomic granular chains
The variation of tail amplitude with respect to the non-dimensional excitation frequency
(ω) is obtained from numerical simulations of diatomic granular chains for different val-
ues of the power law exponent (p), initial precompression (δ0) and excitation amplitude
(u0). The nonlinear coefficient obtained from the Taylor series expansion does not
change and can still be expressed by eqn. (3.5), which allows the use of the normal-
ization parameter (δ0/u
2
0). The normalized tail amplitude is plotted as a function of
ω for different power laws (p) in fig. 3.8, and the cubic dependence on frequency is
recovered. Furthermore, the softening behavior of the granular chain reflects in the
change from maximum to minimum tail amplitude, which is also obtained at the same
ω for all cases, thereby reiterating the equivalence between generic granular chains and
spring-mass systems with quadratic nonlinearity.
In the case of diatomic granular chains, it is important to note that it is not necessary
to obtain the variation of the tail amplitude as a function of frequency. It is sufficient to
extract the minimum (or maximum) tail amplitude directly from numerical simulations
(or experiments), and compare this value with the corresponding equivalent quadratic
nonlinear contribution described by eqn. (3.11). Thus, an explicit expression for p can
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Figure 3.8: Variation of normalized tail amplitude as a function of non-dimensional
excitation frequency in the Steel-Al diatomic granular chain for different power law
interactions.
be obtained as
p = 1− 2δ0
u20
umt
F (α0)
(3.12)
where F (α0) = eα
3
0 + fα
2
0 + gα0 + h. The constants e, f, g, and h are the invariants of
nonlinearity estimated in the spring-mass diatomic system; α0 is the specific mass ratio
for the system under investigation, while δ0 and u0 are again extrinsic parameters that
are prescribed.
The values of p reconstructed from numerical simulations of the three different di-
atomic chains for different hypothetical power laws are shown in table 3.3. Irrespective
of the granular chain considered, the estimated values show remarkable agreement with
the imposed power law.
Table 3.3: Power law reconstructed from eqn. (3.12) using numerical simulations
Imposed
power law
Reconstructed from
Steel-Al chain
Reconstructed from
Steel-PTFE chain
Reconstructed from
Al-PTFE chain
p = 5/4 = 1.25 1.2493 1.2482 1.2473
p = 3/2 = 1.5 1.4984 1.4967 1.4948
p = 7/4 = 1.75 1.7478 1.7454 1.7426
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Even though we have so far assumed the two masses to have identical geometry and
different material parameters, an equivalent mass ratio of a diatomic chain can also
be obtained by considering masses made of the same material and featuring different
geometry. Thus, the inverse problem constructed for the diatomic chain can be used to
determine (or verify) the interaction power law for different contact geometries, such as
sphere-cylinder, sphere-cuboid, etc.
3.3 Summary
In conclusion, the understanding of weakly nonlinear wave manipulation, which man-
ifests as wave packet modulation, provides a method to inversely determine nonlinear
system parameters from numerical or simulated data. Therefore, packet modulation can
be used to determine nonlinearity in generic structures/materials by incorporating a no-
tion of discreteness or periodicity to invoke the effects of interplay between dispersion
and nonlinearity, and provide an alternate route to determine material parameters.
Chapter 4
Mode Hopping in Weakly
Nonlinear Periodic Structures
Until now, the effect of nonlinearity on the solution of the zeroth order perturbation
expansion (O(1)) of the equations of motion has been studied. The solution at the
higher orders of perturbation expansion, especially (O(ε)) can also have a significant
contribution to the spatial and spectral characteristics of wave motion, as the magnitude
of the forcing function is dependent on the relative strength of nonlinearity and the
amplitude of excitation established in the system. Therefore, in this chapter, solutions
of the form
u = u0(kn− ωt, ε(n− cgt), ε2t) + ε1u1(kn− ωt, ε(n− cgt), ε2t),
will be considered to enunciate the characteristics of the solution at O(ε). Since the
effect of nonlinearity at O(ε) is expected to lead to the generation of higher-harmonics
[135], periodic structures with unit cells characterized by multiple degrees of freedom
will be considered to delineate the interplay of dispersion and nonlinearity in the pres-
ence of modal complexity. The multiplicity of the degrees of freedom could be due
to multidimensional wave propagation, or due to the ability of the unit cell to feature
multiple modes of deformation to support unidimensional wave propagation. First, a
diatomic chain will be considered, as it is the simplest multi degree of freedom system
that is amenable to both numerical and analytical techniques. After deconstructing the
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solution of the diatomic chain, periodic systems featuring additional modal complex-
ity will be employed to generalize the characteristics of the higher order solutions for
generic weakly nonlinear periodic structures.
4.1 Diatomic Spring-Mass chain
Consider a diatomic periodic chain consisting of two masses m1 and m2 connected by a
nonlinear spring as shown in fig. 4.1. The equations of motion for the nth set of masses
(m1 and m2) in this nonlinear chain are
Figure 4.1: Diatomic spring-mass chain
[
m1 0
0 m2
]{
u¨n
v¨n
}
+
[
2K2 −K2
−K2 2K2
]{
un
vn
}
+
[
0 −K2
0 0
]{
un−1
vn−1
}
+
[
0 0
−K2 0
]{
un+1
vn+1
}
+
{
εK3 [(un − vn−1)2 − (vn − un)2]
εK3 [(vn − un)2 − (un+1 − vn)2]
}
+
{
ε2K4 [(un − vn−1)3 − (vn − un)3]
ε2K4 [(vn − vn−1)3 − (un+1 − vn)3]
}
= 0
(4.1)
where un, vn correspond to the displacement of the n
th set of masses m1, m2. K2, K3,
and K4 are the equivalent linear, quadratic, and cubic coefficients of the weakly non-
linear spring. Due to the weak nature of the nonlinear terms, the solution to eqn. (4.1)
can once again be written using a perturbative expansion as
un =
{
un(t)
vn(t)
}
=
{∑∞
i=0 ε
iui(θn, ξn, τ)∑∞
i=0 ε
ivi(θn, ξn, τ)
}
, (4.2)
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where θn = kn−ω(k)t, ξn = ε(n−cgt), and τ = ε2t. Using this expression, the equations
at each order of the perturbation expansion can be simplified as
O(εp) : ω2M∂
2upn
∂θ2n
+
n+1∑
i=n−1
Kiu
p
i = f
p, (4.3)
where
M =
[
m1 0
0 m2
]
; Kn =
[
2K2 −K2
−K2 2K2
]
; Kn−1 =
[
0 −K2
0 0
]
; Kn+1 =
[
0 0
−K2 0
]
.
The forcing function at the first two orders of expansion are1
f0 = 0,
f1 =

−2m1ωcg
∂2u0n
∂ξn∂θn
−K2 ∂v
0
n−1
∂ξn
+K3 [(v
0
n − u0n)2 − (u0n − v0n−1)2]
−2m2ωcg ∂
2v0n
∂ξn∂θn
+K2
∂u0n+1
∂ξn
+K3 [(u
0
n+1 − v0n)2 − (v0n − u0n)2]

 . (4.4)
At O(1), the homogeneous solution can be expressed as
u0n = A0(ξn, τ) +A(ξn, τ)φ e
iθn +A∗(ξn, τ)φ∗ e−iθn , (4.5)
where ω, k, and φ satisfy the eigenvalue problem
(
−ω2
[
m1 0
0 m2
]
+
[
2K2 −K2(1 + e−ik)
−K2(1 + eik) 2K2
])
φ = 0. (4.6)
The solution to the eigenvalue problem can be written as
ωac/op =
√
K2
m1m2
(m1 +m2)∓ K2
m1m2
√
m21 +m
2
2 + 2m1m2 cos k,
φac/op =


−(1+e−ik)m2
m1−m2∓
√
m2
1
+m2
2
+2m1m2 cos k
1

 .
1The slow spatiotemporal variable ξn±1 is expressed in terms of ξn using a Taylor series expansion
as in chapter 2.
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For any wavenumber k, there exist two possible frequencies of wave propagation, one
corresponding to the acoustic mode (ωac, φac), and the other corresponding to the op-
tical mode (ωop, φop). In this work, the input excitation will be assumed to belong to
the acoustic mode of wave propagation (referred to as ω, φ henceforth).
In order to determine the slowly varying envelopes at O(1), the secular terms in the forc-
ing functions at O(ε) and O(ε2) need to be determined. At O(ε), the forcing function
depends on the zeroth order solution, and can be written as
f1 =
{
−K2 ∂A0∂ξn
K2
∂A0
∂ξn
}
+
∂A
∂ξn
eiθn
{
−2im1ωcgφu −K2φve−ik
−2im2ωcgφv +K2φueik
}
(4.7)
+K3A
2ei2θn
{
(1− e−i2k)φ2v − 2(1− e−ik)φvφu
(ei2k − 1)φ2u − 2(eik − 1)φvφu
}
+ c.c, (4.8)
where φ =
{
φu, φv
}T
. The first two terms in f1 will lead to secular solutions if they
resonate with the corresponding eigen solutions for eqn. (4.6), which are
[ω, k] = [0, 0],
[√
K2
m1m2
(m1 +m2)− K2
m1m2
√
m21 +m
2
2 + 2m1m2 cos k, k
]
,
φ =
{
C
C
}
,


−(1+e−ik)m2
m1−m2−
√
m2
1
+m2
2
+2m1m2 cos k
1

 ,
where C is a constant. Secular solutions can be eliminated if the forcing function for
a given eigenfrequency (ω, k) is orthogonal to the corresponding eigenvector φ. This
orthogonality condition is trivially satisfied for the eigenfrequency pair (0, 0), and after
some algebraic manipulation, it can be shown that2
φ∗u(i2m1ωcgφu +K2e
−ikφv) + φ∗v(i2m2ωcgφv −K2eikφu) = 0, (4.9)
which implies that the forcing function corresponding to eiθn is also orthogonal to the
corresponding eigenvector. As seen in the case of monoatomic chains, assuming the ve-
locity of slow spatiotemporal space to be the group velocity of the wave packet automat-
ically nullifies the presence of secular terms in the perturbation expansion. Therefore,
2A symbolic computing language (Mathematica) was employed to simplify the expression.
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the solution at O(ε) can be written as
u1n = B(ξn, τ)Φ e
i2θn +B∗(ξn, τ)Φ∗ e−i2θn , (4.10)
where B = K3A
2, and
Φ =
[
−4ω2m1 + 2K2 −K2(1 + e−i2k)
−K2(1 + ei2k) −4ω2m2 + 2K2
]−1{
(1− e−i2k)φ2v − 2(1− e−ik)φvφu
(ei2k − 1)φ2u − 2(eik − 1)φvφu
}
(4.11)
It is important to note that the above equation has a solution iff
ω(2k) 6= 2ω(k). (4.12)
The negation of the above condition is referred to as phase matching or resonance of
the second-harmonic. In single degree of freedom monoatomic chains, the non-resonance
condition for the second-harmonic is trivially satisfied due to the dispersive nature of the
system. In multi degree of freedom systems, this phase matching or resonance can occur
between two different dispersion curves or surfaces. Therefore, if the second-harmonic
is resonant with the corresponding homogeneous solution, additional conditions need
to be incorporated in the solution (similar to the group velocity constraint imposed
for the fundamental-harmonic). Typically, a three-wave-interaction model is assumed
to study resonant second-harmonic generation [50, 69], which will not be considered in
this dissertation.
In order to determine the exact form of A0 and A, it is necessary to consider the
set of equations at O(ε2). From the numerical simulations of the diatomic chain in
chapter 3, it is observed that the slow spatiotemporal envelope can be represented by
a Nonlinear Schro¨dinger equation, which is consistent with the equations determined
in published literature [59, 99]. Since the focus of this chapter is to delineate the
qualitative characteristics of the solution at O(ε), the exact solution for A0 and A will
not be reproduced here.
Eqn. (4.10) only describes the particular solution atO(ε). The homogeneous solution
at O(ε) has to be chosen such that the initial conditions specified for the diatomic chain
are satisfied. For a semi-infinite chain excited at one end with the harmonic excitation,
55
the initial condition at O(ε) corresponds to the absence of second-harmonic features at
the first mass. Therefore, under the assumption that the solution at O(1) completely
describes the fundamental-harmonic features, the complete solution at O(ε1) can be
written as
u1n = D(ξn, τ)χ e
iψn +B(ξn, τ)Φ e
i2θn + c.c, (4.13)
where ψn = k(2ω)n − 2ωt is the fast spatiotemporal variable that satisfies the linear
eigenvalue problem. χ is the eigenvector corresponding to the eigenfrequency [2ω, k(2ω)]
and D is determined from the condition u10 = 0. The solution to eqn. (4.1), truncated
at O(ε) is
un = A0(ξn, τ) +A(ξn, τ)φ e
iθn + εD(ξn, τ)χ e
iψn + εB(ξn, τ)Φ e
i2θn + c.c. (4.14)
As expected, the higher order effects of nonlinearity lead to the generation of higher-
harmonics, which is captured in eqn. (4.14). However, the interesting feature associated
with periodic structures is that the generated second-harmonic has multiple spatiotem-
poral characteristics, one corresponding to the forcing term (2k(ω)n−2ωt), and the other
corresponding to the homogeneous solution (k(2ω)n − 2ωt). In monoatomic periodic
structures, the two components can be viewed as a single second-harmonic feature mod-
ulated by a spatially beating amplitude (B ∝ ei(2k−k(2ω))n) [10, 107]. However, in peri-
odic structures featuring multiple modes of wave propagation, the two second-harmonic
features have different modal distributions (contribution to each mass), thereby, not
necessarily giving rise to a spatial beating.
From eqn. (4.14), it can be seen that the homogeneous part of the nonlinearly
generated higher-harmonics conforms to the linear dispersion relation of the structure,
which implies that the characteristics of this component can be determined from a
simple eigen analysis of the corresponding linear structure. In order to elaborate this
statement, numerical analysis of a semi-infinite diatomic spring mass chain (with m1 =
1,m2 = α)
3 with unit linear and nonlinear spring coefficient (K2 = K3 = 1, K4 = 0)
is considered for a burst excitation applied to the first mass. The carrier frequency
of the excitation is chosen to belong to the acoustic mode of wave propagation. The
spatial wave profile in this system for a given excitation frequency (at a particular time
3The heavier mass is assumed to be m1 for convenience (α < 1).
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Figure 4.2: Spatial and spectral wave profile in two diatomic chains characterized by
different mass ratio for the same input excitation (a-b) Spatial wave profile in the heavy
and light masses, (c-d) 2 −D DFT of spatial wave profile in lighter mass for both the
cases.
instant) is plotted for two different choices of the mass ratio (α = 0.3, 0.5) in figs. 4.2(a-
b). It is seen that, for the same excitation parameters, the spatial profile is significantly
affected by the change in mass ratio. In order to understand the differences between
the two spatial profiles, the spectral contours of the lighter mass corresponding to the
two cases are also plotted in figs. 4.2(c-d)4. It is important to note that the spectral
contours are plotted in the entire region of wave propagation (±k,±ω) as the acoustic
and optical mode for the diatomic chain have complementary wave characteristics, i.e.,
4The long-wavelength envelope which dominates the spectral response has been filtered out to em-
phasize the harmonic components of the spatiotemporal profile.
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the group velocity of the acoustic and the optical wave packets have opposite signs, which
implies that they occupy different quadrants in the spectral domain. In figs. 4.2(c-d),
the corresponding linear dispersion relations have also been superimposed on to the
spectral contours, which provides the explanation for the significant difference in the
spatiotemporal profiles plotted in figs. 4.2(a-b). For the case of smaller mass ratio
(α = 0.3), the second-harmonic (2ω) lies in the bandgap of the structure, i.e., the value
of k satisfying the dispersion relation at 2ω is imaginary. Therefore, the homogeneous
component has an attenuating characteristic and only the second-harmonic component
corresponding to the forcing function (2kn−2ωt) propagates through the structure. The
spectral component corresponding to 2kn − 2ωt appears in the optical mode of wave
propagation due to the fact that the resolution of the wavenumber is only achieved within
the fundamental period (k ∈ [−π π]) [69]. On the contrary, for the larger mass ratio
(α = 0.5), the second-harmonic lies in the optical mode of wave propagation, which gives
rise to a propagating characteristic for the homogeneous component of the nonlinearly-
generated second-harmonic. Therefore, the amplitude of the second-harmonic (2ω) is
much larger in this system when compared to that of the system with the smaller mass
ratio.
When the choice of fundamental-harmonic is such that the generated second-harmonic
lies in the bandgap of the periodic structure, the structure effectively acts as an adaptive
filter, converting a part of the energy from the initial wave packet into a non-propagating
mode. Alternately, a suitable choice of the fundamental-harmonic such that the second-
harmonic lies in the domain of the optical mode of wave propagation leads to the
phenomenon of mode hopping, whereby, a part of the energy injected into the system
hops from the acoustic to the optical mode. Therefore, this component of the energy
propagates through the system with fundamentally different modal characteristics when
compared to the initial excitation.
In fig. 4.2, the modal characteristics of the forced harmonic are also different from
that of the fundamental-harmonic. However, the modal contribution of the forced
second-harmonic are determined from the modal characteristics of the fundamental-
harmonic and the nature of nonlinearity in the system (eqn. 4.11), which implies that
these characteristics are fixed for a given fundamental mode of wave propagation. In con-
trast, the homogeneous component can be engineered to feature complementary modal
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characteristics by simply altering the parameters of the linearized structure, thereby
providing an opportunity for adaptive spatial wave manipulation. The advantage of
pursuing mode hopping in periodic systems featuring modal complexity will be illus-
trated in the next subsection by considering a structure featuring additional degrees of
freedom.
4.2 1D Spring-Mass Truss
Consider the nonlinear spring-mass system shown in fig. 4.3, which consists of a pair
of monoatomic spring-mass chains connected to each other via cross springs. All the
masses are assumed to be constrained to move only axially, and the potential energy
of the springs is assumed to have a nonlinear (cubic in this case) dependence upon the
change in length.
Figure 4.3: Schematic of 1D nonlinear crystal waveguide with cross links.
Let xi, yi and xj , yj denote the positions of two masses i and j connected by a spring.
If the displacement of the ith mass is denoted as ui, then the relative displacement
between masses i and j can be written as
∆ij =
√
(x˜j − x˜i)2 + (yj − yi)2 −
√
(xj − xi)2 + (yj − yi)2,
where x˜i = xi + ui. From geometric considerations, we can write xj = xi + d1; yj =
yi + d2, where d1 and d2 are the horizontal and vertical distance between the masses
in the equilibrium configuration. The displacements of the masses, which determine
the change in length of the spring, are assumed to be small with respect to the initial
unstretched length of the springs, thereby allowing a linearization of the geometric
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nonlinearity. Therefore, the net displacement ∆ij can be simplified as
∆ij = −
d1(u
x
j − uxi )√
d21 + d
2
2
. (4.15)
The force-displacement relationship for the spring is now written as
F = K2∆ij +K3∆
2
ij .
Therefore, the equations of motion can be written as
Mu¨n +
n+1∑
i=n−1
Kiui + εfNL = 0, (4.16)
where un is a vector of displacements of the n
th set of masses, M and K are the mass
and linear stiffness matrices, respectively, and fnl is a force vector which has a nonlinear
dependence on the displacements. The weakness of the nonlinear term follows from
the assumption of small displacements of the masses with respect to the length-scale
of the system (u/L ≈ O(ε)). The angle of the cross links is assumed to be 45◦ and,
for simplicity, all the parameters of the system (masses, initial lengths of springs and
linear and nonlinear spring coefficients) are taken to be unity. The dispersion relation
for the linearized system obtained by employing the Floquet-Bloch condition is plotted
in fig. 4.4.
From the dispersion curve, it is possible to choose a working frequency that lies
in the domain of the acoustic mode of wave propagation such that, the corresponding
second-harmonic lies in the domain of the optical mode (fig. 4.5a). In addition, the
eigenmodes of the linear system show that the top and the bottom layers move in-phase
with respect to each other in the acoustic mode, while they move out-of-phase with
respect to each other in the optical mode (figs. 4.5(b-c)). This implies that the acoustic
mode of wave propagation activates longitudinal deformation in the waveguide while
the optical mode results in the activation of shear horizontal deformation. Therefore,
an excitation in the acoustic mode of wave propagation can be imparted optical mode
characteristics by appealing to the concept of mode hopping.
A numerical simulation of the nonlinear system is carried out for a burst excitation
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Figure 4.4: Linearized dispersion relation of nonlinear spring-mass waveguide.
applied at the first mass of the bottom layer. The spatial wave profile established in the
bottom and top layers is plotted in figs. 4.6(a-b) for two different amplitudes of excita-
tion. For sufficiently small amplitudes, the effect of the nonlinearity is observed only in
the modulation of the amplitude, which results in the establishment of a non-harmonic
component. Furthermore, the harmonic component in the bottom and the top layer
have the same amplitude and move in-phase as predicted by the mode shapes deter-
mined from the dispersion curves. As the amplitude is increased, the component of the
response with frequency content corresponding to the second-harmonic hops from the
acoustic to the optical mode. This is illustrated in fig. 4.6c, in which the spectral content
of the wave is superimposed on the dispersion curves, and shows the spectral signature
of the second-harmonic to coincide with the optical mode. The heterogeneous compo-
nent of the second-harmonic (2k, 2ω) is observed only when the fundamental-harmonic
is isolated (shown in fig. 4.6d), which implies that the strength of this component is
much smaller when compared to the homogeneous component.
The spatial wave profile in the truss (fig. 4.7) for the case of high amplitude features
two distinct oscillatory components (both modulated by the asymmetric envelope): a
faster, dominant feature and a slower, secondary contribution, whose difference in speed
corresponds to the slight gap in group velocity between the two dispersion branches at
the hopping point. Furthermore, it is observed that while the faster component exhibits
in-phase dynamics between the top and bottom layers, the slower harmonic exhibits
61
Wavenumber (k)
0 0.5 1 1.5 2 2.5 3
F
re
q
u
en
cy
 (
ω
)
ω
0
2ω
0
(a)
(b) (c)
Figure 4.5: (a) Concept of Mode Hopping illustrated for one particular choice of fun-
damental excitation (b-c) Modal structure of the bottom and top layers in the acoustic
and optical mode at the fundamental- and second-harmonic respectively.
out-of-phase dynamics between the top and bottom layers, a characteristic consistent
with the mode shapes of the linearized system. Therefore, the activation of the second-
harmonic by mode hopping yields an output signal with a broader frequency spectrum
that stretches over multiple branches and blends the deformation characteristics of mul-
tiple modes, a feature that will be referred to as modal mixing henceforth.
In summary, the waveguide behaves as an amplitude-controlled switch between two
distinct operating modalities. For sufficiently weak excitations, the energy travels along
the waveguide with high speed and primarily axial deformation, while larger amplitudes
induce a partial energy migration to a slower mode that shears the structure horizontally.
Therefore, by simply controlling the amplitude, we have access to deformation patterns
and modal attributes that are typical of the optical mode, even while we excite the
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Figure 4.6: Proof of concept of mode hopping: (a-b) Spatial wave profile in top and
bottom layers of 1D nonlinear crystal waveguide for two different amplitudes of excita-
tion (c) Spectral contour of response for the high amplitude excitation displaying the
hopping mechanism resulting in the activation of the optical mode for an excitation
applied in the acoustic range (d) Filtered spectral contour of the high amplitude ex-
citation displaying the spectral contours corresponding to the forced second-harmonic
component.
system in the low-frequency regime.
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Figure 4.7: Proof of concept of modal mixing: Snapshot of a wave packet revealing co-
existence of a faster acoustic mode (fundamental-harmonic) and a slower optical mode
(second-harmonic). The second-harmonic response displays out-of-phase dynamics and
shear deformation between top and bottom layers, while the fundamental-harmonic
response displays in-phase dynamics and axial (longitudinal) deformation. The dis-
placement is normalized by the maximum excitation amplitude.
4.3 Conclusion
The interplay of nonlinearity and dispersion in generating higher-harmonics in the re-
sponse features certain unique characteristics seldom observed in nondispersive sys-
tems. Specifically, the presence of modal complexity in the structure leads to jumps
in the response across the available propagation modes, thereby giving rise to a mix-
ture of modes and the simultaneous activation of complementary functionalities. As a
result, functionalities that are normally associated with high-frequency modes can be
activated in the response even while applying low-frequency excitations. Ultimately,
the topological complexity of the crystal and the nature of nonlinearity determine the
available opportunities for mode hopping and modal mixing, along with the landscape
of functionalities that can be activated, thereby enabling access to virtually endless
opportunities to engineer materials with desired switchable functionalities.
Chapter 5
Adaptive and Tunable Phononic
Switches
In this chapter, the concept of mode hopping and modal mixing will be demonstrated
in granular phononic crystals and nonlinear lattice structures - systems that cover the
entire gamut of nonlinear mechanisms realizable in elastic solids (geometric, material,
and contact nonlinearity). In addition, preliminary experimental validation of mode
hopping in nonlinear lattices using Scanning Laser Doppler Vibrometry (SLDV) will
also be presented.
5.1 1D Granular Waveguide
Consider a granular waveguide consisting of two monoatomic granular chains made of
Aluminum spheres, cross-linked by an intermediate layer of stiffer Steel spheres. This
system is the granular counterpart of the spring-mass truss studied in chapter 4. The
diameter of the inner beads is chosen such that the angle of the cross springs is 45◦,
and the corresponding configuration is shown in fig. 5.1. This configuration can also be
viewed as a rectangular lattice with interstitial inclusions featuring a single tiling in the
vertical direction. The system is precompressed in the horizontal and vertical directions
to ensure that the beads remain in contact, and the excitation is applied at the first
bead of the lower layer. Wave motion is constrained along the horizontal direction,
however, each mass is allowed to have two degrees of freedom (horizontal and vertical
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displacement) to accommodate axial and flexural wave motion. The net compression
between two spheres in contact can be derived as (similar to eqn. 4.15)
Figure 5.1: 1D Granular Waveguide
∆ij = −
d1(δ
x
ij + u
x
j − uxi ) + d2(δyij + uyj − uyi )√
d21 + d
2
2
,
where ∆ij is the relative displacement of two spheres i and j, and u
x
i , u
y
i are the hori-
zontal (x) and vertical (y) displacements of the ith sphere. d1 and d2 are the distance
between the spheres in the case of zero precompression, and, δxij , δ
y
ij denote the net
precompression in the horizontal and vertical direction between the ith and jth sphere.
Using this definition, the contact force between the two particles can be expressed using
Hertzian Theory as
F (∆ij) = A [∆ij ]
3/2
+ ,
where A is a constant dependent on the material properties of the two spheres, deter-
mined as
A =
4EiEj
√
RiRj
Rj+Ri
3Ej(1− ν2i ) + 3Ei(1− ν2j )
.
R corresponds to the radius of the sphere, while E and ν are the Youngs modulus and
poissons ratio of the material, respectively. As in chapter 3, granular chains transmit
forces only when there is effective compression between two consecutive spheres, i.e.,
forces exist only for positive values of the quantity: [∆ij ]+ = max(0,∆ij).
The equations of motion for the periodic structure can be linearized under the as-
sumption of small displacement to precompression ratio (u << δ), which is used to
determine the dispersion characteristics of the system. The unit cell consists of three
masses and six degrees of freedom, which implies that the dispersion relation features
six branches. The lowest four modes of the dispersion curves are plotted in fig. 5.2 for
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one particular choice of precompression in the x and y direction.
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Figure 5.2: Linearized Dispersion Relation of 1D Granular Waveguide
In this system, the existence of two acoustic modes at low frequencies implies that
even the fundamental harmonics propagate with multimodal characteristics featuring
a mixture of axial and flexural deformation. The spatial and spectral contours (corre-
sponding to the lateral degree of freedom) of linear wave propagation for a frequency in
the acoustic mode is illustrated in fig. 5.3(a-b), where two harmonic contributions are
indeed observed. As the amplitude is increased, the optical modes corresponding to the
nonlinear generation of the second-harmonic are also activated. The effect of mode hop-
ping is observed as an additional burst of lateral displacement in the propagating wave
packet, which travels at an intermediate speed between those of the acoustic modes.
This is shown in fig. 5.3c, where the lateral displacement profile corresponding to the
nonlinear system features three distinct oscillatory contributions in the wave profile
- two corresponding to the incident acoustic excitation and one corresponding to the
nonlinearly-generated harmonic with optical mode characteristics. Furthermore, two
contributions corresponding to the second-harmonic are observed in the corresponding
spectral contour (fig. 5.3d) - one with the forced harmonic feature (2k, 2ω), and the
other with the homogeneous spectral characteristic (k(2ω), 2ω). In this system, the ho-
mogeneous component is again observed to be stronger than the forced component of
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the second-harmonic.
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Figure 5.3: Mode hopping and modal mixing in a granular waveguide: (a-c) Lateral wave
profile in the waveguide for two different amplitudes of excitation, (b-d) Spectra of the
response superimposed on the linearized dispersion relation. The excitation frequency
is normalized by the linearized resonance frequency.
From this example, it can be seen that the features of mode hopping and modal
mixing can be extended to systems with multiple degrees of freedom seamlessly, and
the homogeneous features of the nonlinearly-generated harmonic still conform to the
linearized dispersion characteristics of the system. Since the lateral degrees of freedom
predominantly display the effect of modal mixing, this system can be envisioned as
the logical building block of an amplitude filter in which the energy of high-amplitude
excitations is rerouted laterally away from the main waveguide direction.
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5.2 2D Granular Phononic crystals
In the case of 1D wave propagation in waveguides, the presence of modal complexity
gives rise to the ability to engage complex intra-cell deformation mechanisms by the phe-
nomenon of modal mixing, even while preserving the direction of wave propagation. On
the contrary, if wave propagation in multidimensions is considered, each harmonic will
have its own spatial directivity features, which could potentially be used to adaptively
impart complementary spatial directivity to propagating excitations, thereby rerouting
some energy away from the main wave direction. In order to study the use of nonlin-
earity as a means to control spatial directivity in two-dimensional periodic structures,
the classical hexagonally packed 2D granular phononic crystal depicted in fig. 5.4 is
considered, in which, for simplicity, all the beads are made of the same material and
the confining loads are applied such that all the beads experience the same net precom-
pression.
Figure 5.4: 2D Hexagonal Close Packed Granular Crystal
In the limit of small-amplitude displacements, the Hertzian contact can be linearized
and the system can be represented equivalently by a triangular spring mass lattice as
shown in fig. 5.5a. The band structure for this unit cell evaluated along the contour of the
irreducible Brillouin zone is also shown in fig. 5.5b. Since the system under consideration
is monoatomic, it displays low-pass filter characteristics, whereby excitations beyond a
particular frequency cannot propagate through the system. However, in the propagation
zone, there exist two modes of wave propagation, one corresponding to the longitudinal
mode, and the other corresponding to the shear mode. At certain frequencies, wave
propagation is possible only in the longitudinal mode as the shear mode has a lower
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cutoff-frequency than the longitudinal mode. Therefore, in the nonlinear system, mode
hopping could potentially be employed to change the modal mixture of the response in
a way that globally favors longitudinal mechanisms. Therefore, a pair of frequencies are
(a) (b)
Figure 5.5: (a) Linearized unit cell for the 2-D HCP granular crystal, (b) Band structure
along the contour of the irreducible Brillouin Zone when all the beads are subjected to
the same precompression in the X and Y direction.
considered from the linearized band structure such that the higher frequency excitation
results in activation of only the longitudinal mode of wave propagation (Ω = 1.1 and
Ω = 2.2)1. For these two frequencies, the spatial directivity of the linearized lattice is
obtained by monitoring the group velocity contours, which are shown in fig. 5.6. For
the lower frequency excitation, the longitudinal and shear mode coexist in the response,
and the shear mode displays preferential direction for wave propagation (fig. 5.6a),
while the longitudinal mode is essentially isotropic. However, at the higher frequency,
the longitudinal mode also displays preferential directions, which is complementary to
the preferential directions of the shear mode excited at the lower frequency (fig. 5.6b).
To verify the preferential directions of wave propagation, the system is excited in
the vertical direction by applying a narrow-band tone burst to the middle bead of the
bottom layer. The component of the displacement corresponding to the longitudinal
and shear mode of wave propagation at each bead is determined by evaluating the
1The frequencies are normalized with respect to the resonance frequency of the linearized spring-mass
system.
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(a) Ω = 1.1 (b) Ω = 2.2
Figure 5.6: Group velocity contours of the 2D HCP granular crystal for two excitation
frequencies.
radial and tangential components of the bead with respect to the point of excitation.
The radial component of the displacement, which captures the features of longitudinal
wave motion is plotted in fig. 5.7 for the two frequencies of wave propagation (the
amplitude of excitation is set to be much smaller than the applied precompression to
realize linear wave propagation characteristics). For the low-frequency excitation, the
longitudinal and shear mode coexist in the response with complementary directions of
wave propagation: the shear mode propagates along the boundary of the structure, while
the longitudinal mode propagates in the direction of excitation (fig. 5.7a). At the higher
frequency, the short-wavelength longitudinal mode is directional with the classical six-
folded symmetry (fig. 5.7b), which is identical to the group velocity contours determined
from Bloch analysis for this frequency in fig. 5.6b.
As the amplitude of excitation is increased, the second-harmonic is excited in the
system. This is verified by monitoring the radial component of displacement (plotted
in fig. 5.8a), where the additional contribution to the longitudinal deformation of the
crystal (with shorter wavelength and lower group velocity than the one excited by the
fundamental-harmonic) is observed. Since the lower frequency wave dominates the re-
sponse, a high-pass filter is applied to the numerical data to isolate the second-harmonic
features. The radial component of the filtered displacement is plotted in fig. 5.8b, where
the six fold symmetry of the higher harmonic component is indeed observed.
Thus, by increasing the amplitude of excitation and triggering the second-harmonic,
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(a) Ω = 1.1
(b) Ω = 2.2
Figure 5.7: Radial component of displacement at every bead obtained numerically for
the pair of frequencies (Ω = 1.1 and Ω = 2.2). The lower frequency displays circular
wave profile which implies that wave motion is isotropic, while the higher frequency is
significantly focussed along specific directions.
the modal mixture of the response is altered in a way that globally favors longitudinal
mechanisms and additional directivity characteristics which are normally experienced
at higher frequencies of excitation are also activated at lower frequencies of excitation.
5.2.1 Tunable Granular Phononic Crystals
In granular crystals, the activation of mode hopping and modal mixing mechanisms
are dependent on the relative strength of nonlinearity in the system, which in turn is
dependent on the ratio of excitation amplitude to the initial precompression established
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(a)
(b)
Figure 5.8: Proof of Modal Mixing in 2D Granular Crystal: (a) Radial component of
displacement at every bead obtained for the high-amplitude low-frequency excitation
(Ω = 1.1). (b) The filtered radial component corresponding to the nonlinearly-generated
second-harmonic.
in the system. Therefore, for a given excitation amplitude, the precompression applied
on the structure can be varied to activate/de-activate mode hopping and modal mixing
mechanisms. Thus, granular phononic crystals can function as adaptive and tunable
switches, whereby the reversible activation and deactivation of mode hopping and modal
mixing mechanisms can be obtained either as a spontaneous response to changes in the
amplitude of excitation or via external parameter tuning.
In addition, tunability can also be utilized to alter the characteristics of the non-
linearly generated harmonics. In order to demonstrate the tunable characteristics of
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Figure 5.9: 2D Rectangular Close Packed Granular Crystal
granular crystals, consider the classical rectangular close-packed 2D dimer crystal de-
picted in fig. 5.9, in which the bigger beads are made of Aluminum while the interstitial
beads are made of Steel. This configuration can also be seen as a 2D extension of the
truss structure in fig. 5.1. The structure is subjected to a differential precompression
in the horizontal and vertical directions, and the linearized dispersion relations for two
different conditions of initial precompression (Fx > Fy and Fx < Fy keeping Fx fixed)
are shown in fig. 5.10. It can be noticed that changing the precompression force results
in profound modifications of the band diagram, namely a shift of the center and width
of the bandgap. Now, under the assumption that both the systems are excited with a
wave of frequency ω, the second-harmonic (2ω) will either have propagating or attenu-
ating characteristics depending upon the ratio of the precompression forces established
in the structure. Therefore, by merely changing the external forces, a portion of the
energy injected in to the system can be diverted into an attenuating mode or imparted
complementary spatial characteristics.
5.3 Nonlinear Lattice Structures
Until now, the concepts of mode hopping and modal mixing have been demonstrated the-
oretically in spring-mass lattices and numerically in granular phononic crystals, where
the nonlinearity stems from the contact interaction between two beads. However, phys-
ical realization of a granular structure poses many challenges as a wide variety of effects
such as disorder, plasticity, dissipation, and additional rotational degrees of freedom can
affect the ideality of the system. Another route to realize nonlinear phononic crystals
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Figure 5.10: Linearized dispersion relation of the 2D RCP granular crystal along the
irreducible Brillouin zone OABCO for two different values of precompression in the
horizontal and vertical direction. The force in the horizontal direction is kept constant
while the force in the vertical direction is varied.
consists of employing lattice structures made of materials which can undergo large de-
formation. While the literature on lattice materials in the field of phononic crystals has
been for the most part limited to the linear regime, recent interest in nonlinear peri-
odic structures has grown in the soft materials community, particularly with regards to
the objective of developing tunable lattice structures. Soft materials feature nonlinear
stress-strain relationships, a feature often referred to as material nonlinearity, which
is exploited to obtain finite-deformation effects. On the other hand, nonlinear strain-
displacement relationships in materials exhibiting a linear stress-strain dependence can
also be exploited to design lattice structures capable of supporting finite-deformation ef-
fects. For example, a curved beam exhibits an intrinsically nonlinear strain-displacement
relationship even for small values of stress and strain, which can be utilized as the build-
ing block for lattice structures exhibiting finite-deformation effects. Therefore, in the
following section, finite-deformation mechanics of elastic structures will be reviewed
with the goal of establishing a framework to simulate and analyze wave propagation in
nonlinear lattice structures, and a benchmark periodic structure will be analyzed within
the framework to showcase the potential for the design of adaptive phononic switches.
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5.3.1 Overview of Nonlinear Elasticity
The equation of motion governing wave propagation in elastic solids (in the absence of
body forces) capable of supporting finite-amplitude deformations are obtained from the
principle of conservation of momentum as
∇ · (FS) = ρ0u¨ (5.1)
where u are the displacements and u¨ refers to the second derivative of the displacements
with respect to time. F is the deformation gradient given by F = I + ∇u, and ρ0
corresponds to the density of the solid in the undeformed coordinates X. The second-
Piola Kirchoff stress tensor S is assumed to be derived from a generic hyperelastic strain
energy function W , given in terms of the Green strain E or the right Cauchy-Green
stretch field C (given by C = FTF) as
S = DW (E) = 2DW˜ (C)
In this work, the strain energy is assumed to be expressed as an expansion of the strains
as [95]
W = 1
2
CijklEijEkl +
1
6
CijklmnEijEklEmn + · · · ,
where Cijkl and Cijklmn are the second- and third-order moduli respectively. The Green
strain is given by E = 12
[
(∇u) + (∇u)T + (∇u)T (∇u)]. For isotropic solids, the second-
and third-order moduli can be completely described by two and three constants, respec-
tively, as [90]
W = λ+ 2µ
2
I21 − 2µ I2 + lI31 +mI1I2 + nI3, (5.2)
where λ and µ are the second-order Lame parameters, and l, m, n are the third-order
Murnaghan potential constants. I1, I2, and I3 are the invariants of the Green strain
tensor defined as
I1 = tr(E), I2 =
1
2
(
(tr(E))2 − tr(E2)) , I3 = det(E).
If the displacements u are constrained to be O(ε), the left hand side of eqn. (5.1) for a
second-order potential (l = m = n = 0 in eqn. (5.2)) can be written in indicial notation
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as
∂Pij
∂Xj
=ρ0
∂2ui
∂t2
= λ
∂2uk
∂Xk∂Xi
+ µ
(
∂2ui
∂Xj∂Xj
+
∂2uj
∂Xj∂Xi
)
+ ελ
∂2ui
∂Xj∂Xj
∂uk
∂Xk
+ ε(λ+ µ)
(
∂2up
∂Xi∂Xk
∂up
∂Xk
+
∂2uk
∂Xj∂Xk
∂ui
∂Xj
)
+ εµ
(
2
∂2ui
∂Xj∂Xk
∂uk
∂Xj
+
∂2uk
∂Xj∂Xj
∂ui
∂Xk
+
∂2uk
∂Xj∂Xj
∂uk
∂Xi
)
+O(ε2), (5.3)
where P is the first Piola-Kirchoff stress tensor defined as P = FS. The scale ε is once
again introduced to denote the relative strength of the nonlinear terms with respect to
the linear terms. The nonlinearity in the system which is due to the incorporation of
finite-deformations in the elastic solid (the component (∇u)T (∇u) in the strain tensor)
can be classified as geometric nonlinearity. The inclusion of material nonlinearity (non-
zero third-order potentials) only modifies the coefficients of the weakly nonlinear term as
the potentials are expressed as a power series expansion of the strain tensor. Expressions
for the governing equation in the case of non-zero third-order potentials are available in
published literature [95] and will not be reported here.
In order to relate eqn. (5.3) to those studied in chapter 2, consider a one-dimensional
system supporting longitudinal wave motion. The governing equations (eqn. 5.3) can
be simplified using the assumptions: ui = [u, 0, 0] and Xi = X as
ρ0
∂2u
∂t2
= (λ+ 2µ)
∂2u
∂X2
(
1 + ε3
∂u
∂X
)
.
If the nonlinearity is sufficiently small enough to be neglected, the system admits a
traveling wave solution of the form
f(X, t) = eX−ct,
where c =
√
λ+2µ
ρ0
is the phase/group velocity of the longitudinal wave2. In the presence
of nonlinear terms, a perturbative expansion u = u0 + εu1 can be employed to simplify
2When the nonlinear terms are neglected, the system becomes nondispersive.
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the equations to a set of cascading linear differential equations as
ρ0
∂2u0
∂t2
− (λ+ 2µ)∂
2u0
∂X2
= 0
ρ0
∂2u1
∂t2
− (λ+ 2µ)∂
2u1
∂X2
= 3(λ+ 2µ)
∂2u0
∂X2
∂u0
∂X
.
It is well known that the solution to the equation at O(ε) predicts the generation of
a cumulative second-harmonic [135] which travels at the same velocity as that of the
fundamental-harmonic.
While the structure of eqn. (5.3) is amenable to analysis using perturbative tech-
niques as shown above, the important distinction is that it does not contain a dispersive
term. Hence, if discreteness is introduced by considering a lattice structure, with the
unit cell made of a material whose deformations are expressed by eqn. (5.3), the inter-
play of dispersion and nonlinearity in these systems can be studied using the multiple
scale expansion techniques employed in the previous chapters.
However, a numerical analysis of wave motion offers a more versatile paradigm to
investigate these effects in a wide range of structures and materials especially when
geometric complexity forbids obtaining an analytical treatment. Therefore, the analy-
sis of nonlinear lattice structures is carried out by performing transient finite element
simulations of wave propagation in these systems.
5.3.2 Square Lattice Sheet: Dispersion Relations and Directivity
The structure under investigation is a periodically perforated, thin 3D sheet made of
Aluminum (shown in fig. 5.11). The perforations are square holes of length 0.375 in,
and the distance between the center of two holes in either direction is 0.5 in. The
out-of-plane thickness of the sheet is 0.032 in. These particular dimensions of the sheet
are chosen to match the specimen analyzed experimentally, the results of which will be
presented later in this chapter.
The unit cell of the periodic structure is a square lattice. However, the tessellation is
only in the X-Y plane and the structure does not display periodicity along the Z-direction
(out-of-plane direction in fig. 5.11). In order to determine the linearized dispersion
characteristics, the unit cell is discretized using 8-node isoparametric brick elements,
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Figure 5.11: 3D Perforated Aluminum Sheet tessellated in the X-Y plane.
and Floquet-Bloch conditions are applied to the mass and stiffness matrices at each
infinitesimal layer of the boundary of the unit cell, along all the three dimensions to
yield a reduced eigenvalue problem. The dispersion surfaces (ω(kx, ky)) are calculated
by varying the wave vector, and the band structure obtained by sampling the wavevector
along the contour of the irreducible Brillouin zone is shown in fig. 5.12.
Figure 5.12: Linearized 3D band structure of Aluminum sheet along the contour of the
irreducible Brillouin zone OABO. The First Brillouin zone for the unit cell is shown in
the inset.
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The band structure shown in fig. 5.12 consists of a mix of in-plane and out-of-plane
wave modes. In order to distinguish these two different modes of wave propagation, a
2D model of the unit cell is considered to determine the band structure of the in-plane
modes of wave propagation. By superimposing the results from the 2D and the 3D
Bloch analysis, the dispersion curves corresponding to the out-of-plane modes can be
inferred, and this is illustrated in fig. 5.13a. In order to verify the band structure of the
3D unit cell, the isofrequency contours (all kx, ky pairs corresponding to a given ω) are
plotted in fig. 5.13(b-c) for the first two modes of wave propagation (determined from
the 3D Bloch analysis). Since the second branch of wave propagation is a combination of
the second out-of-plane mode and the in-plane shear mode (resulting from the solution
of the Bloch eigenvalue problem), the corresponding isofrequency contour displays the
additional longer-wavelength cross-pattern, a feature which is indeed associated with
the in-plane shear mode of wave propagation in square lattices [98].
5.3.3 Potential for Mode Hopping and Modal Mixing
Since the thickness of the sheet is much smaller than the other dimensions, out-of-plane
deformation displays a higher chance of exhibiting finite-deformation effects even for
relatively small magnitudes of excitation. Therefore, flexural wave motion in the out-
of-plane direction (with the components of the wave vector (kx, ky) varying in the plane
of tessellation (X-Y plane)) is considered. Under this assumption, two particular fre-
quencies (ω = 9 kHz and ω = 18 kHz) lying on the first two out-of-plane modes are
considered as they appear to be amenable to study the possible modal mixing oppor-
tunities (fig. 5.14). The choice of these frequencies are motivated by the fact that the
corresponding isofrequency contours occupy different regions in the spectral plane, i.e.,
the isofrequency contour corresponding to 9 kHz displays contours that are localized
around kx = ky = ±π, while the isofrequency contours corresponding to 18 kHz are lo-
calized around (±π, 0) and ( 0±π). The directivity of the lattice at these frequencies are
determined from the group velocity contours, which are also depicted in fig. 5.14, where
it is observed that the two frequencies display complementary directionality patterns.
In order to verify the spatial directivity patterns of the unit cell, a finite periodic
lattice is considered and the system of equations are numerically solved using a 3D
Linear Transient Finite Element routine, where the time integration is performed using
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Figure 5.13: (a) The in-plane band structure obtained from 2-D Bloch analysis is super-
imposed on to the 3D band structure of the Aluminum sheet to distinguish the in-plane
and out-of-plane wave modes. (b-c) Isofrequency contours of the first two branches of
the 3D dispersion curve.
the Newmark-Beta algorithm. Snapshots of the resulting wavefield for displacement in
the Z-direction for the two considered frequencies3 are plotted in fig. 5.15, and it is
observed that the spatial wave profiles are consistent with the group velocity contours
obtained from Bloch analysis.
3The higher frequency is chosen to be slightly lesser than twice the fundamental frequency to facilitate
experimental acquisition of data. Nevertheless, the characteristics of the propagating wave at 17 kHz
does not drastically differ from that at 18 kHz as they belong to the same mode of wave propagation.
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Figure 5.14: Choice of hopping frequencies and group velocity contours of the first
two out-of-plane modes at excitation frequencies (a) ω = 9 kHz and (b) ω = 18 kHz
respectively.
(a) (b)
Figure 5.15: Z-component of spatial wave profile in the Aluminum sheet for excitation
frequencies (a) ω = 9 kHz and (b) ω = 17 kHz respectively.
Since the two frequencies chosen on the first two out-of-plane modes show comple-
mentary spatial directivity, by exciting the fundamental harmonic in a nonlinear lattice
and appealing to the concept of mode hopping, the spatial directivity associated with the
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second mode can be activated for excitations belonging to the first out-of-plane mode.
This will be illustrated numerically for the Aluminum sheet in the next subsection.
5.3.4 Wave Propagation in Nonlinear Lattice
Transient finite element simulation of wave propagation in the nonlinear lattice is car-
ried out by employing an energy and momentum conserving algorithm [53, 118]. Two
different simulations are carried out: one considering only linear elastic material prop-
erties of Aluminum (the finite-deformation effects observed are attributed to geometric
nonlinearity), and the other with the third-order constants of elasticity also included
in the constitutive relation (finite-deformation effects are attributed to a combination
of material and geometric nonlinearity). While the effect of third-order elastic con-
stants is non-negligible in practical scenarios (has been experimentally determined for
Aluminum), the inclusion of third-order constants only affects the amplitude of the
nonlinear features and does not qualitatively change the characteristics of wave propa-
gation. Since the motive of this study is to analyze the qualitative effect of nonlinearity,
the results corresponding to the linear material properties are only reported here4.
Unlike the granular crystal examples presented before, the nonlinearly-generated
harmonics cannot be separated from the fundamental harmonic as the finiteness of the
specimen does not allow considering long enough intervals for wave propagation without
cascades of reflections from the boundaries. Furthermore, the finite element discretiza-
tion also plays a limiting role as the number of degrees of freedom required to obtain
a converged solution increases exponentially with increasing structure size5. Therefore,
a simple high-pass filter is applied to the time-series data to filter the nonlinearly-
generated second-harmonic (using nodal data from the finite element simulation). The
filtered second-harmonic is shown for one particular time instant in fig. 5.16a, where
the spatial characteristics of the second-harmonic are observed to be consistent with the
characteristics determined from the Bloch analysis of the unit cell (see fig. 5.14). Due to
the constraints of computation time, the results reported here are for a structure smaller
4The choice is also partly motivated by computational cost constraints.
5The optimum size of each element is determined from the dispersion analysis by refining the mesh of
the unit cell such that a finer resolution does not produce a significant change in the dispersion relations
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in size than that considered for the linear analysis. In order to verify the spectral char-
acteristics of the nonlinearly-generated harmonic, the spatial Fourier transform of the
propagating wavefield (from numerical simulations) is compared with the isofrequency
contours obtained from unit cell analysis (figs. 5.16(b-c)). Since the burst excites a band
of frequencies, some nonlinear contributions also lie on the first out-of-plane mode of
wave propagation, a feature which is indeed observed in the spectral contours clustered
around kx = ky = π. However, the major contribution is due to the second out-of-plane
mode of wave propagation, which is indeed localized around (±π, 0) and (0 ± π).
It is important to note that this specific choice of frequencies was made to utilize the
complementary spatial characteristics associated with the first two out-of-plane modes.
However, the phenomena of mode hopping and modal mixing are more generic and can
be observed for any choice of frequency. However, the manifestation of nonlinearity
could be very different from that observed for the choice of frequencies illustrated here.
Nonlinear Lattice structures provide an ideal testing ground to experimentally ver-
ify mode hopping and modal mixing phenomena as the physical realization of specimen
and their testing are considerably more agile than for the granular system counter-
part. Therefore, in the next subsection, experimental investigation of mode hopping in
nonlinear lattices is considered and preliminary results are reported.
5.3.5 Preliminary Experimental Characterization of Nonlinear Wave
Propagation
The perforated Aluminum sheet shown in fig. 5.11 was obtained pre-cut to a size of to a
size of 2 ft × 2 ft (40×40 unit cells) from McNichols Company (Part No. 1796003241).
Flexural out-of-plane wave motion in this sheet is monitored by exciting the middle
of the structure with a seven-cycle hann-modulated sine-burst using an electrodynamic
shaker (Bruel & Kjaer Shaker Type 2809), and measuring the structural response using
3D Scanning Laser Doppler Vibrometer (SLDV).
Laser Doppler Vibrometry (LDV) is a non-contact measurement technique which
employs high fidelity lasers to measure the velocity of a vibrating object by employing
principle of Doppler effect, i.e., the shift in frequency of a laser impinging on a vibrating
object is proportional to the velocity of vibration of the vibrating object. Since the
velocity of the vibrating object is determined along the line of incidence of the laser,
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Figure 5.16: Nonlinear wave propagation in Aluminum sheet - (a) Filtered nodal data
corresponding to the nonlinearly-generated higher harmonic plotted for one particular
time instant, (b) The spatial DFT of the wavefield for the chosen time instant, (c)
Analytical isofrequency contours of the first and second out-of-plane branches of the
band structure, sampled around twice the excitation frequency.
a 3D LDV utilizes concurrent measurement by three lasers at a single point on the
object of interest to compute the complete vibration characteristics of the chosen point
(fig. 5.17). Additionally, the 3D LDV system supplied by Polytec Inc. (PSV 400-3D)
features the capability to sequentially determine the vibrations at multiple points of
interest on the object, thereby rendering it the ability to scan and measure the response
of the entire object. Scanning of the entire object is facilitated by specifying points
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of interest apriori to the acquisition. Since the accuracy of velocity measurement is
dependent on the quality of the laser reflected back to the scanning head (which in turn
is used to determine the shift in frequency of the laser) from the object of interest, the
Aluminum sheet is coated with a layer of reflective paint to improve laser reflectance.
The accuracy of velocity measurements using the 3D SLDV also depends on the ability
to direct all the three lasers at the same point on the measurement object. This is
achieved by a process called triangulation, where the coordinates of the scan point
supplied to the system (prior to the measurement) are used to direct all the lasers
simultaneously to each scanning point. A loss of accuracy in specifying the scan points
leads to the failure of convergence of lasers on to a single point, thereby voiding the
measurement. Therefore, a number of scan point definitions are supplied to the laser,
and after acquisition, only the scan points with valid data are considered for the analysis.
First, linear wave propagation in the lattice is considered by supplying very small
amplitudes of excitation through the electrodynamic shaker. Wave motion is monitored
for two excitation frequencies (ω = 9 kHz and 17 kHz) and the spatial wave profile
obtained by integrating the experimentally measured velocities is plotted in fig. 5.18,
where it is seen that the experimental results match the analytical results obtained from
Bloch analysis, and the numerical results obtained from finite element simulations.
In order to measure nonlinear wave propagation in the Aluminum sheet, the amplifier
(Bruel & Kjaer Type 2718) which powers the electrodynamic shaker is set to maximum
gain, and the initial amplitude supplied to the sheet is increased to the limit such that
the maximum current supplied to shaker does not exceed its operating limit. In addition,
the distortion or lack thereof of the input signal is also verified by monitoring the output
of the amplifier using the reference channel of the 3D SLDV.
The experimentally obtained data is then filtered using a high-pass filter to monitor
the nonlinearly-generated harmonic components. The filtered spatial profile for the
high-amplitude excitation (ω = 9 kHz) is plotted in fig. 5.19, where the wave profile
displays a striking similarity to the linear wave profile obtained by operating at twice
the excitation frequency. However, spurious features that contaminate the wave profile
are also observed in the filtered wave profile.
While fig. 5.19 seems to confirm the numerical observations made in the case of
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Figure 5.17: Scanning Laser Doppler Vibrometer setup to measure wave propagation in
3D Aluminum sheet - (a) Front view of the Aluminum sheet attached to the electrody-
namic shaker, (b) Side view of the experimental setup, (c) Strength of the reflected laser
as observed on the scanning heads of PSV 400-3D, (d) Velocity profile in the Z-direction
superimposed on to the scan points in the PSV software.
nonlinear lattices, it is necessary to assert that the second-harmonic generation is due
to the nonlinearity of the specimen, and not due to non-idealities in the experimental
setup. While the nonlinear distortion of the input signal can be easily monitored, the
contact between the electrodynamic shaker and the specimen could also be a source
of nonlinearity. Therefore, additional details about the mechanics of transfer of the
applied excitation need to be studied before categorically claiming proof of experimental
evidence of mode hopping and modal mixing in nonlinear lattices.
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(a) ω = 9 kHz (b) ω = 17 kHz
Figure 5.18: Linear spatial wave profile in the Z-direction obtained from SLDV mea-
surements for two different excitation frequencies.
Figure 5.19: Filtered nonlinear spatial wave profile obtained from SLDV acquisition
corresponding to high-amplitude excitation at 9 kHz.
5.4 Conclusion
In conclusion, a strategy to obtain spatial and modal wave manipulation in granular
phononic crystals and nonlinear lattices using the concepts of mode hopping and modal
mixing has been proposed. The generation of higher harmonics induces jumps in the
response across the available propagation modes, thereby giving rise to a response with a
mixture of modes and the simultaneous activation of complementary functionalities. As
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a result, functionalities that are normally associated with high-frequency modes can be
activated in the response even while applying low-frequency excitations. The design of
engineering materials capable of supporting such tunable and switchable functionalities
can be achieved by working entirely with the linearized periodic structure and then
incorporating mechanisms to introduce finite-deformation effects.
Chapter 6
Summary
In this dissertation, the characteristics of wave propagation in nonlinear periodic struc-
tures have been investigated. The nonlinear effects considered in this work are much
smaller in magnitude than the linear response of the system, which allows for a per-
turbative expansion of the governing equations of motion. Since the emphasis is on
compact traveling wave packets, a multiple scale expansion in terms of spatiotemporal
variables is carried out to reduce the nonlinear equations to a set of cascading linear
equations, where the solution at every order of expansion is dependent on the solution
obtained at all the previous orders of expansion.
First, the effect of nonlinear terms at the fundamental order of perturbation expan-
sion are examined. When the nonlinear terms can be expressed to the leading order
by an equivalent quadratic nonlinear term, the effect of nonlinearity is observed as a
modulation of the envelope of the wave packet. Specifically, a non-harmonic modulation
is observed to develop in the system in conjunction with the harmonic propagating wave
packet. The characteristics of this non-harmonic modulation can be derived analytically
for any system, however, are cumbersome and seldom carried out. Therefore, a numeri-
cal technique is considered to explore the effect of envelope modulation in a wide variety
of nonlinear periodic structures. It is observed that by monitoring the characteristics
of the propagating excitations, topological wave packet descriptors that quantitatively
capture the effect of nonlinearity and excitation parameters can be determined. Further-
more, these topological wave packet descriptors can be used to setup inverse problems,
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by which, the nonlinearity in the system can be determined from experimental or numer-
ical data. The inverse problem is validated for the case of precompressed monoatomic
and diatomic granular chains numerically.
At the higher orders of the perturbation expansion, the effect of nonlinearity is ob-
served in the generation of higher harmonics. However, the interplay of dispersion and
nonlinearity leads to the generation of higher harmonics with multiple spatio-spectral
characteristics. Particularly, a component of the second-harmonic that conforms to the
dispersion characteristics of the linearized system is observed. As a result, the charac-
teristics of the generated harmonic can be determined from a simple linear analysis of
the corresponding periodic structure. Therefore, by analyzing the linear characteristics
of any periodic structure, and appealing to the various sources of nonlinearity realizable
in elastic solids (geometric, material, and contact nonlinearity), complementary func-
tionalities that are normally associated with high-frequency modes can be activated in
the response even while applying low-frequency excitations. In addition, this reversible
activation and deactivation of complementary functionalities can be obtained either as
a spontaneous response to changes in the amplitude of excitation or due to external
parameter tuning. The ability to design periodic structures capable of supporting these
complementary functionalities is demonstrated by considering Granular Phononic Crys-
tals (GPCs), where the nonlinearity manifests due to Hertzian contacts, and Nonlinear
Lattices, where finite-deformation displacements are induced by considering the nonlin-
earities associated with the strain-displacement (geometric) and stress-strain (material)
relationships.
In conclusion, the interplay of dispersion and nonlinearity in periodic structures
can be exploited in a wide variety of engineering problems. One avenue is to use pe-
riodicity as a means to measure nonlinear constants of materials, thereby providing
an alternate route to existing methods in published literature such as acoustoelasticity
and guided-wave-testing. The other avenue is in the promising field of metamaterials,
where adaptive and tunable spatial wave manipulation can be used as a route to induce
and control the characteristics of propagating excitations, leading to features seldom
observed in the corresponding continuum counterparts.
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Appendix A
Dispersion Relation for Weakly
Nonlinear Periodic Structure
One of the important features of nonlinearity is the amplitude-dependence of the dis-
persion relation. For weakly nonlinear structures, any perturbation technique such as
the Lindstedt− Poincare´ method or the multiple scale perturbation expansion can be
employed. In the multiple scale method, the excitation is assumed to be a continuous,
constant monochromatic excitation such that the slower multiple scale variables are only
a function of the temporal variable, i.e.,
un(t) = A(εt, ε
2t, · · · )ei(kn−ωt).
Under this assumption, the multiple scale expansion can be written using the total
derivative as
d()
dt
=
∂()
∂T0
+ ε
∂()
∂T1
+ ε2
∂()
∂T2
,
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where T0 = t, T1 = εt, and T2 = ε
2t. The equations of motion for the nonlinear
spring-mass chain considered in chapter (2) are
ǫ0 : m
∂u0n
∂T 20
+ K2 (2u
0
n − u0n−1 − u0n+1) = 0 (A.1)
ǫ1 : m
∂u1n
∂T 20
+ K2 (2u
1
n − u1n−1 − u1n+1) = F 1 (A.2)
ǫ2 : m
∂u2n
∂T 20
+ K2 (2u
2
n − u2n−1 − u2n+1) = F 2 (A.3)
where, F 1 and F 2 are given as
F 1 = −2m ∂
2u0n
∂T1∂T0
+K3 [(u
0
n+1 − u0n)2 − (u0n − u0n−1)2] (A.4)
F 2 = −2m ∂
2u0n
∂T2∂T0
−m∂
2u0n
∂T 21
− 2m ∂
2u1n
∂T1∂T0
+K3 [(u
1
n+1 − u1n−1)(u0n+1 + u0n−1 − 2u0n)] +K3 [(u0n+1 − u0n−1)(u1n+1 + u1n−1 − 2u1n)]
+K4 [(u
0
n+1 − u0n)3 − (u0n − u0n−1)3]. (A.5)
At O(1), the solution can be written as
u0n = A0(T1, T2) +A(T1, T2) e
i(kn−ω0T0) +A∗(T1, T2) e−i(kn−ω0T0), (A.6)
where ω0 satisfies the linear dispersion relation. Enforcing the requirement of non-
secularity of solutions at O(ε), the constraint on A can be derived as
∂A
∂T1
= 0 → A = A(T2) (A.7)
Eqn. (A.7) implies that the amplitude is not dependent on the slow time-scale T1(εt).
The particular solution at O(ε) is
u1n = i
K3
K2
cot
k
2
A2(T2) e
i2(kn−ω0t) + c.c. (A.8)
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At O(ε2), the constraint on A can be derived as
i2mω0
∂A
∂T2
−K3
[
8 sin2 k|A|2A]+K4
[
48|A|2A sin4 k
2
]
= 0 (A.9)
Since the excitation is assumed to be a continuous constant excitation, the amplitude
can be written as
A(T2) = re
−iω2T2 (A.10)
Substituting eqn. (A.10) in eqn. (A.9),
2mω0ω2−K
2
3
K2
[
8 sin2 kr2
]
+K4
[
48r2 sin4
k
2
]
= 0
ω2 =
(
K23
K32
(4K2 −mω20)−
3K4
2K22
mω20
)
ω0r
2 (A.11)
Using eqn. (A.11), the harmonic solution at O(1) can be written as
u0n = r cos(kn− (ω0 + ε2ω2)t). (A.12)
If the higher order terms in the multiple scale expansion can be neglected, the dispersion
relation for the weakly nonlinear periodic structure can be written as
ω(k) = ω0(k) + ε
2ω2(k), (A.13)
where
ω0 =
√
K/m
√
2− 2 cos(k) (A.14)
ω2 =
(
K23
K32
(4K2 −mω20)−
3K4
2K22
mω20
)
ω0r
2 (A.15)
