In this paper, the author establishes an isoperimetric inequality on surfaces with conical singularities, and by using it, proves a Trüdinger inequality with best constant on such surfaces. The best constants of the Trüdinger inequality are also found for a class of "symmetric" singular matrices.
Introduction
Recently Troyanov [1] systematically studied the surfaces with conical singularities, the singularities Picard considered. In order to prescribe Gaussian curvature on such surfaces, he proved the following Trüdinger inequality: (0.1) feb"2dA<cb Js for all u G Hl(S) satisfying ¡s\Vu\2dA < 1 and fsudA = 0 and for all b < b0. Where S is a compact Riemannian surface with conical singularities of divisor ß = J2 ßjXj, dA is the area element of S ,cb isa constant related to b and b0 = 4n min({ 1,1 +ßA . Although he claimed (0.1 ) to be true for b = bQ, it seems that he is unable to guarantee, by his method (Holder inequality), that {cb} is bounded as b -► b0 in the case b0 < 4n. Hence, there are still some problems remaining unsolved:
(1) If (0.1) is true for b = b0<4n?
(2) Is b0 the best constant? (3) (Posed by Troyanov) If the metric of the surface 5 is invariant under the action of some isometry group G, can the constant b in (0.1) be larger than b0 for the class of t7-equivariant functions? What is the best value of b in this case?
In this paper, through an entirely different approach, we answer the above three questions completely. We prove the following: holds for all u G HG = {v g H](S)\v(gk(x)) = v(x), k -I,... ,s} satisfying fs \Vu\ dA< 1 and JsudA = 0. Moreover, aQ is the best constant for (**) to be true.
The proof of the theorems relies on an isoperimetric inequality on such surfaces.
In §1, based on the known isoperimetric inequalities on smooth surfaces, we proved a sort of isoperimetric inequality on the Riemannian surfaces with conical singularities.
In §2, using the isoperimetric inequality, thanks to the idea of Chang and Yang [2] , we prove the inequality (*). Then we find a counter example to show that b0 is the best constant. And by our approach Theorem II follows easily.
AN ISOPERIMETRIC INEQUALITY

ON SURFACES WITH CONICAL SINGULARITIES
In this section, in order to have some understanding of the surfaces with conical singularities, we first introduce two different local definitions of conical singularities, the relation between them and the global definition of such surfaces. Then we will prove a sort of isoperimetric inequality on these kinds of surfaces.
Let S be a surface, £ a discrete subset of S and S0 = S \ I. Assume that 2 2 dsQ is a Riemannian metric of class C on S0.
Definition 1.1 [1] . We say that pel is a conical singular point of angle 6 if there exist (a) a neighborhood U of p and a number a > 0, License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (b) a diffeomorphism of class C1 : h : (0, a) x R/0Z -* C/n = U \ {p} (c) a continuous function g: [0,q) x R/0Z <-* R satisfying the following conditions (1) h(r,t)^p as r-^0;
(2) for any t, the function: r->g(r,f) is of class C ;
(3) £(0,/) = 0 and dg/dr(0,t) = l for all r;
(4) (\/g)d2g/dr2 is continuous on [O,a)xR/0Z; (5) h*ds¡ = dr2 + g2(r,t)dt2. Definition 1.2 [1] , We say that p G X is a singularity of order a if there exist a neighborhood U of p, a homeomorphism /: 77 = {z e C| |z|< \} -. U and a continuous function u: B -> R, such that
f\B\iQ\ is a diffeomorphism (2) w|B> r0, is differentiable of class C
(3) fds¡ = e2u\z\2"\dz\2. Definition 1.4 [1] . A Riemannian surface with conical singularity is a triple (S, ß, ds2) satisfying the following (a) 5 is a compact Riemannian surface; (b) ß is a divisor > -1 , i.e. a function: 5^R with discrete support; (c) ds is a conformai metric with bounded curvature and any point p G supp ß is a singularity of order a = ß(p).
•s
In the following we assume (S, ß, dsQ) is a surface with conical singularities as defined above. Let suppß = {x,,x2, ... ,xm} and /?(x;) = ßi. We also call S a surface with conical singularities of divisor ß = l,ßjxj. Let ß0 = min{/?;} and 60 = 2n min{ 1,1 + ß0} .
Let y be a simple closed curve separating S into two regions Sx and S2 with A = area(5,) < area(5'2), and L(y) the length of y. We are going to prove the following isoperimetric inequality: Theorem 1.5. There exist constants K, 3, e0 > 0, such that
Proof.
Part I. In order to verify ( 1.1 ), we will separately consider the following three possibilities: (a) xt ^ 5, , for all i = 1,2, ... , m ; In order to compare A with L(y), we try to exploit some known isoperimetric inequality on w -plane with some smooth metric. To this end, we first relate w(dD) to a closed curve on w-p\ane by the equation We will prove that the curvature K(w) of (G,ds ) is bounded. Now let us assume this fact for a moment, and set K = supG^(u;).
Then by a known result concerning isoperimetric inequalities (e.g. cf. [3] 3) , what is left to be done is to show that the curvature of the manifold (G ,ds2) is bounded.
In fact, let K0(x) be the curvature of (S,ds^), then by Definition 1.4, (1.9) KQ(x) is bounded.
In the neighborhood 7/ of x, , we can write (cf. While by the definition of ds and ds , it is easily seen that there is a constant c, such that (1.11) K(w)<cK(w). Now (1.9) and (1.11) imply the existence of a constant K, such that K(w) < K for all w G G.
Moreover by (1.9), such a K can be chosen to be independent of the neighborhood U we consider. Similarly, one can show that the inequality (1.3) holds for /?, > 0. Finally, note that 0, > 0O, we have completed the proof of (1.1) for case (b).
Case (c). Again let A he so small that there is only one singular point, say x, , belongs to the boundary of Sx and no singular point is in the interior of Sx . Let the domain D on z-plane and the mapping w from z-plane to w -plane be the same as in Case (b). Then it is obvious that w(dD) is a closed curve on w-plane. By the known isoperimetric inequality on smooth surfaces we have L2(y)/A >4n-KA.
This implies (1.1).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Part 2. Inequality (1.2) is the easy consequence of (1.1) and the following two obvious facts ( 1 ) The area of S is finite.
(2) If there is a sequence {yk} with L(yk) -► 0 as k -» oo, then Ak , the smaller area enclosed by yk , goes to 0 as k -► oo.
In fact, suppose that (1.2) were false. Then there would exist a sequence {yk} and the corresponding {Ak} , such that L (yk)lAk "~*0> asrc ^oo.
But Ak < (j) area(5'), one must have L(yk) -► 0 as k -» oo, and this implies Ak -► 0. Now by inequality (1.1), we see that for k sufficiently large, L2(yk)/Ak > 0O a contradiction. This completes the proof of Theorem 1.5.
Remark 1.6. One may prove a stronger version of Theorem 1.5. However, to our goal of proving the Trüdinger inequality, the theorem is enough.
The proof of Theorems I and II
Let 77 (S) be the Hubert space of functions u that satisfy j (\Vu\2 + u)dA <+oo ( 1 ) The proof of the Trüdinger inequality (*) e" Js dA<C s is similar to that of Chang and Yang [2] with minor modifications. However, for completeness, we would rather sketch the whole proof here.
The following well-known calculus inequality plays an important role in the proof. -00
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The proof of inequality (*) is divided into two steps.
Step I deals with C functions u defined on S which have only isolated nondegenerate critical points, i.e. Morse functions. This will be done by change of variables based on the distribution function of u and using Lemma 2.1 above. In Step II we will use an approximation argument to show (*) for all functions in 77 (S).
Step In order to apply Lemma 2.1, we now make a change of variable by defining t G (-00,00) as a function of M : and it is obvious that f*™ p(t) dt -1. The verification that such a t is well defined and p(t) < cQe~''' can be found in article [2] . Now by Lemma 2.1, for b < b0, we arrive at (2.3), then (2.5), and then the inequality (*). This completes Step I. 1 2 Step II. Note that for any u G 77 (S), there exists a sequence of C functions {uk}, uk -► u in 77 (S), it is easily seen that (*) holds for all u G 77 (S). (Cf. [2] or [6] Theorem 2.47.) (2) The proof that b0 is the best constant in the inequality (*) is a special case (G = {id}) of the proof of the second part of Theorem II.
Proof of Theorem II. From the proof of Theorem I, it can be seen that in order to prove the Triidinger inequality (**) for the constant a0, one needs only to show that for functions u G HG , In order to show that (2.12) Í eb{uMx~p'l))2 dA^+00 asA^O, for any b > 4n(\ + ßx) we apply (2.9) again to get g(r,t)/r -»1 as r -* 0. Hence, there exists X0 > 0, such that for r < X0 g(r,t)>r/2. Then for any X < X0 For any a > a0 , let a, be a constant that a > ax > aQ , then for A sufficiently small / em~ï dA> [ eM,)i'1 dA> [ e^^^-"^ dA.
Since íz,/7 > a0/7 = 47r(l + ßx), by (2.13) we know that the right-hand side of the above inequality goes to +oo . Therefore L em'x dA -> +00 as X -> 0. is (2) For the case j0 < min.{7(x()(l + ßt)}, choose a point i0 on S, such that {g(xx), ... ,g(x0)} has exactly j0 distinct points. If we take x0 instead of x, in the proof of Case (1), then the proof follows similarly.
This completes the proof of Theorem II.
