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Abstract
Every Henselian field of residue characteristic 0 admits a truncation-closed embedding in a field of gen-
eralised power series (possibly, with a factor set). As corollaries we obtain the Ax–Kochen–Ershov theorem
and an extension of Mourgues and Ressayre’s theorem: every ordered field which is Henselian in its natural
valuation has an integer part. We also give some results for the mixed and the finite characteristic cases.
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1. Introduction
Given an ordered field K, an integer part (or I.P. for short) of K is a subring R ⊆K containing
1 and such that for every x ∈K there exists a unique r ∈ R with |r − x| < 1. For instance, Z is
the unique I.P. of any subfield of R. Other ordered fields may have many I.P.s, or none at all.
A field of generalised power series k((Γ )) over an ordered field k ⊆R has a standard I.P.
R :=
{∑
γ<0
aγ t
γ + n: n ∈ Z
}
.
In [22] Mourgues and Ressayre proved that every real closed field K has an I.P. They proved
it by finding a truncation-closed embedding of K in a power series field k((Γ )). The I.P. of K is
given by the intersection of K with the standard I.P. of k((Γ )).
S. Kuhlmann [6, Remark 2.2] suggested that their proof can be adapted, and their results
extended, to Henselian fields. Namely, any ordered field, which is Henselian in its natural val-
uation, has an integer part. We will prove among other things her conjecture (Corollary 5.3);
however, we will have to introduce factor sets into the definition of power series in order to find
the truncation-closed embedding.
Let K be a Henselian valued field, with residue field k and value group Γ . If char k = 0,
we will construct a truncation-closed embedding of K in k((Γ, )) (for some factor set )
(Theorem 5.1). In particular, if K is an ordered field which is Henselian in its natural valuation,
this will prove the conjecture by S. Kuhlmann, in the same way as Mourgues and Ressayre
proved their theorem. If instead K is not ordered, we will at least be able to produce an additive
complement to its valuation ring (Corollary 5.2).
In his celebrated paper [15], Kaplansky proved that every field of residue characteristic 0 has
some embedding in a power series field. We will prove Theorem 5.1 proceeding in a manner
parallel to his: we start with a subfield F0 := k(Γ, ) of K, and a truncation-closed embedding
φ0 :F0 → k((Γ, )). Then, we extend φ0 to a truncation-closed embedding φ of all K. The
construction of the extension is done step-by-step. At each step, we assume that we have already
defined a truncation-closed embedding φi from some subfield Fi in k((Γ, )), and we extend φi
to a larger field Fi+1. There are two cases:
The algebraic case. If Fi is not algebraically closed in K, we define Fi+1 to be the Henselisa-
tion of Fi inside K. There is a unique extension φi+1 of φi to Fi+1. Moreover, since
char k = 0, Fi+1 coincides with the relative algebraic closure of Fi inside K.
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x ∈ K \ Fi ; then, we choose a suitable x′ ∈ k((Γ, )) such that the field embedding
φi+1 extending φi and sending x to x′ preserves the valuation.
In both cases, Theorem 4.15 ensures that φi+1 is truncation-closed (if we choose x′ wisely in
the transcendental case). Moreover, if tr deg(K/k(Γ, )) ℵ for some uncountable cardinal ℵ,
then it is possible to choose φ in such a way that the length of z is less than ℵ for every z in the
image of φ (Theorem 6.11). An easy consequence of this observation is a classical theorem by
Ax, Kochen and Ershov [12, Theorem 1].
Until now, we have only considered valued fields of residue characteristic 0. If charK= p,
things get more complicated, mainly because in the above construction it is no longer true that
the Henselisation of Fi is equal to its relative algebraic closure. However, if K (and hence Fi )
satisfies Kaplansky’s Hypothesis A, the maximal immediate algebraic extension of Fi is uniquely
determined, and in the algebraic case we can define Fi+1 to be such extension, and φi+1 accord-
ingly. Proposition 8.11 ensures that φi+1 is truncation-closed. Hence, we can conclude that if
K is algebraically maximal and satisfies Kaplansky’s Hypothesis A, then there is a truncation-
closed embedding φ :K→ k((Γ, )) (cf. Theorem 8.12 and the paragraph following it). Again,
if tr deg(K/k(Γ, )) < ℵ for some uncountable cardinal ℵ, then the length of the elements in
the image of φ can be bounded by ℵ (Theorem 8.14).
It remains to consider the case of mixed characteristic. Here, we need some additional hy-
potheses on K (beside being Henselian). The most important is that K is finitely ramified (for
instance, if v(char k) is the minimum positive element of Γ ). Under these assumptions, we will
prove that K can be embedded in ˚K((Λ,m)) in a truncation-closed way, where Λ is a certain
quotient of Γ and ˚K is a certain field associated to K (see Section 9).
On Conway’s field of surreal numbers, there is a so-called simplicity relation [11]. Under
this relation, one can define the initial subsets of No and initial embeddings in No, in the same
way as Mourgues and Ressayre defined truncation-closed subsets and embeddings for k((Γ ))
starting from the relation “being an initial segment of.” We prove that if K is an ordered field,
Henselian in its natural valuation, then a necessary and sufficient condition for K to have an
initial embedding in No is that its value group Γ has a initial embedding in No, and there exists
a cross-section Γ →K (Lemma 7.3 and Theorem 7.4).
The last section contains some easy counterexamples to some natural conjectures the unwary
reader might conceive. S. Boughattas [7] gave some examples of valued field that do not admit
integer parts (and hence truncation-closed embeddings). We give, among other things, a simpli-
fied version of his example (with regard to the non-existence of truncation-closed embeddings).
For a more refined kind of counterexamples, see [19].
2. Mourgues and Ressayre’s theorem
Here are some of the basic definitions and theorems of general valuation theory (see, for
instance, [15,17,27]).
Definition 2.1. A valued field K is a field K together with a surjective homomorphism
v : K → Γ (the valuation) into some linearly ordered Abelian group Γ (the value group) such
that
v(x + y)min{v(x), v(y)}.
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that ∞ > γ for every γ ∈ Γ ).
The valuation ring O is the ring {x ∈ K: v(x)  0}. Its only maximal ideal is the set of
infinitesimal elementsM := {x ∈K: v(x) > 0}. The residue field k is the quotient O/M . Given
x ∈O , x¯ ∈ k is its residue.
We will also use the small-o and big-O notation: x = O(y) iff v(x)  v(y), x = o(y) iff
v(x) > v(y). If v(x) > 0 then y = O(x2) implies that y = o(x). We will also write x  y iff
v(x) < v(y).
An extension K⊆ F of valued fields is immediate iff K and F have the same value group and
residue field. If K has two extensions F1 and F2, an analytic embedding of F1 in F2 over K is a
homomorphism of valued fields φ :F1 → F2 such that φK = id. Such a homomorphism φ is an
analytic isomorphism (over K) iff it is also an isomorphism of fields.
Definition 2.2 (Henselian). A valued field is Henselian iff for each p ∈ O[X] and a ∈ O with
p(a) = 0 and p˙(a) 	= 0, there exists an b ∈O such that p(b) = 0 and b¯ = a¯.
Let K ⊆ F be valued fields, p(X) ∈ K[X] be a monic polynomial, and x ∈ F. We will write
HK(p, x) (or H(p,x) if it is clear which field we are talking about) iff v(p) = 0, v(x)  0,
p(x) = 0 and v(p˙(x)) = 0.
Note that, by definition, K is Henselian iff for every F containing it and for every p(X) ∈
K[X] and x ∈ F, H(p,x) implies x ∈K.
Definition 2.3 (Henselisation). The Henselisation KH of K is the extension of K such that:
(1) KH is Henselian.
(2) If K ⊆ F and F is Henselian, then there exists a unique analytic embedding φ :KH → F
over K.
The Henselisation of K always exists, it is unique (up to analytic isomorphisms over K), and it
is an algebraic immediate extension of K.
If K is a valued field, it is possible to extend its valuation to K[x] in many different ways.
Unless specified otherwise, we will always use the following definition:
v
(
n∑
i=0
aiX
i
)
:= min{v(ai)},
called the Gauss extension.
The following lemma gives a few equivalent characterisations of Henselianity. On the one
hand, they will be used in the discussion; on the other hand, they justify in part the importance
of this concept in the study of valued fields.
Lemma 2.4. Let K := (K,v) be a valued field. If F/K is a purely inseparable field extension,
then v has only one extension to F .
Moreover, the following are equivalent:
(1) K is Henselian.
(2) Let p ∈ O[X] with deg(p) > 0 and a ∈ O such that p˙(a) 	= 0. If v(p(a)) > 2v(p˙(a)) then
there exists b ∈O such that p(b) = 0 and b¯ = a¯.
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polynomials of k[X] and p = qr . Then, there exist q, r ∈ O[X] such that q = q , r = r
and f = qr.
(4) If
p(X) := Xn + an−1Xn−1 + an−2Xn−2 + · · · + a0 ∈O[X],
with an−1 	= 0, a0 = · · · = an−2 = 0, then p(X) has a root b ∈O with b = −an−1.
(5) v has only one extension to every algebraic extension of K.
(6) v has only one extension to every separable extension of K.
For the proof, together with more equivalent forms of Henselianity, see [26].
Definition 2.5.
• For us, a sequence (xi)i∈I in a set S is a function from some ordered set I without maximum
into S. I will usually be either a limit ordinal or a subset (without maximum) of Γ .
• A sequence (xi)i∈I in a valued field F is pseudo-Cauchy iff for every k > j > i ∈ I
v(xk − xj ) > v(xj − xi).
• A sequence (xi)i∈I is converging to x ∈ F iff for every j > i ∈ I v(xj − x) > v(xi − x).2
• A valued field F is pseudo-complete iff every pseudo-Cauchy sequence in F converges to
some x ∈ F.
• A valued field is maximal iff it has no proper immediate extension. It is algebraically maxi-
mal iff it has no proper immediate algebraic extension.
Note that a pseudo-Cauchy sequence may converge to many different elements, and that every
converging sequence is pseudo-Cauchy. The following is a theorem by Kaplansky [15].
Lemma 2.6. Let F be a valued field, with value group Γ and residue field f. F is pseudo-complete
iff it is maximal.
Besides, F is real closed iff it is Henselian, Γ is divisible and f is real closed. If char f = 0,
then F is algebraically closed iff it is Henselian, Γ is divisible, and f is algebraically closed.
Every algebraically maximal field is also Henselian (since the Henselisation of a field is an
algebraic immediate extension), hence a fortiori every maximal field is Henselian. However, the
converse is not true; in general, a valued field could have more than one non-isomorphic maximal
algebraic immediate extensions. We will see presently a sufficient condition for the converse to
hold.
Definition 2.7 (Finitely ramified). Let F be a valued field, with value group Γ and residue field f.
F is finitely ramified iff
2 To avoid confusion with the convergence in topological sense (for the valuation topology), we should say that (xi )i∈I
pseudo-converges to x. Every sequence converging topologically to x is eventually pseudo-converging to x, but not
conversely. However, we will not be using sequences converging topologically, hence there is no risk of confusion.
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• or charF= 0, char f = p > 0 and there are only finitely many γ ∈ Γ between 0 and v(p).
F has ramification index 1 iff char f = p and v(p) is the minimum positive element of Γ .
For instance, the fields of p-adic numbers have ramification index 1, and their finite algebraic
extensions are finitely ramified. The following lemma is [23, Corollary A.3.20]. For the reader’s
convenience, we will repeat its proof.
Lemma 2.8. Let F be a finitely ramified valued field, and K be an immediate extension of F. Then
for every n ∈N and x ∈K there exists b ∈ F such that v(x − b) > v(x)+ v(n). Moreover, F is
algebraically maximal iff it is Henselian.
Proof. For the first part, let c, d ∈ F such that v(x) = v(c), and v(x
c
− d) > 0. If char f = 0, then
v(n) = 0, and b := cd satisfies the conclusion.
If char f = p > 0, let 1 be the minimum of Γ . Let k ∈N such that k > v(n) (it exists, because
F is finitely ramified). Define b0, b1, . . . ∈ F as follows:
b0 = cd,
bn+1 such that v(x − bn) < v(x − bn+1).
Then, b := bk satisfies the conclusion.
For the second part, the only if direction is trivial. Suppose that K is an algebraic immediate
extension of F, and let x ∈K.
Let n > 0 ∈N be the degree of x over F, and c ∈ F be the trace of x over F. We have to prove
that x ∈ F.
Since F is finitely ramified, its characteristic is 0, thus c
n
is a well-defined element of F. By
substituting x with x − c
n
, we can assume that the trace of x is 0. If for contradiction x 	= 0, then,
by the first part, we can find b ∈ F such that v(x − b) > v(x)+ v(n). Therefore, v(x) = v(b) and
v(x − b) > v(b)+ v(n). (∗)
Let x = x1, . . . , xn be the conjugates of x over F. Lemma 2.4 implies that v(b − xi) = v(b − x),
i = 1, . . . , n. Moreover, ∑i (xi − b) = nb. Therefore,
v(n)+ v(b) = v(nb)min{v(xi − b), i = 1, . . . , n}= v(x − b),
in contradiction with (∗). 
Finally, if you know what it means, note that a Henselian finitely ramified field is defectless
[24, Lemma 2.9].
The importance of Lemma 2.8 in our discussion stems from the following lemma, which is
proved in [21] and [24, Proposition 4.10A].
Lemma 2.9. Let F be a valued field which is algebraically maximal. Let Li , i = 1,2, be two
immediate extensions of F, and xi ∈ Li \F. Suppose that for every y ∈ F v(x1 − y) = v(x2 − y).
Then, there is an analytic isomorphism over F between F(x1) and F(x2) sending x1 to x2.
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the lemma is not explicitly stated in the paper. An alternative proof can be made using [15,
Theorem 2].
Proof. It suffices to prove the following:
Claim 1. For every p ∈ F[X], v(p(x1)) = v(p(x2)).
The proof is by induction on n := degp. For n = 0 there is nothing to prove, for n = 1 it is
the hypothesis.
Inductive step: the claim is true for every polynomial of degree less than n. We have to prove
it for p of degree n. If p is reducible, say p = qq ′, then the conclusion follows from the inductive
hypothesis applied to q and q ′. Otherwise, p is irreducible, and w.l.o.g. we can take p monic.
For convenience, call x := x1. If x ∈ F, the conclusion follows immediately. Thus we can
assume that x /∈ F.
Let V be the F-linear subspace of L1 generated by 1, x, . . . , xn−1:
V := F⊕ xF+ · · · + xn−1F.
For every g ∈ F[X], perform Euclid’s division, obtaining g = sp + r , with deg r < n. Define
r =: g modp, the remainder of g (modulo p). Note that r ∈ V for every remainder r .
Let V := F[X]/(p). V as a F-linear space is canonically isomorphic to V , therefore we can
restrict to it the valuation v of L1. This restriction is a valuation of vector spaces, but not neces-
sarily of fields. Moreover, V is an algebraic extension of F.
Note that V and V carry two different multiplication: the one on V has co-domain L1, but
respects the valuation, the one on V has co-domain V itself, but does not respect the valuation.
Here we use the multiplication on V .
If v(ghmodp) = v(g) + v(h) for every g,h ∈ V , then the multiplication on V respects the
valuation, i.e. (V, v) is a valued field, extending F and contained in L1. Therefore, it is an imme-
diate algebraic extension of F. However, F is algebraically maximal, so either x ∈ F or degp = 1,
a contradiction in both cases.
Otherwise, there exist g,h ∈ V such that gh = ps+r , with deg r < n, and v(r) 	= v(g)+v(h).
Consequently
v
(
ps(x)
)= min{v(gh(x)), v(r(x))},
so
v
(
p(x1)
)= min{v(g(x1))+ v(h(x1)), v(r(x1))}− v(s(x1)).
But the degree of g,h, r are less than n, hence also the degree of s is less than n, so, by inductive
hypothesis, v(g(x1)) = v(g(x2)), and the same for h, r, s. Therefore,
v
(
p(x2)
)= min{v(g(x1))+ v(h(x1)), v(r(x1))}− v(s(x1))= v(p(x1)). 
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of generalised power series k((Γ )) is the set of formal series∑
i<n
ai t
γi ,
where the ai ∈ k are non-zero, n is an ordinal number, and (γi)i<n is a strictly increasing se-
quence of elements of Γ . Every element of k((Γ )) can also be written as
x :=
∑
γ∈Γ
aγ t
γ .
The support of x, in symbols suppx, is the set of γ ∈ Γ such that aγ 	= 0. Such an x is an element
of k((Γ )) iff its support is a well-founded subset of Γ . The length of x, (x), is the order type
of the support of x; namely, x =∑i<(x) ai tγi .
Sum and multiplication on k((Γ )) are defined by Cauchy sum and product, namely3∑
γ∈Γ
aγ t
γ ·
∑
λ∈Γ
bλt
λ :=
∑
γ,λ∈Γ
aγ bλt
γ+λ.
k((Γ )) is a field, with a canonical valuation defined by
vx := min(suppx).
k(Γ ) is the subfield of k((Γ )) generated by k ∪ {tγ : γ ∈ Γ }. Let x :=∑i<n ai tγi ∈ k((Γ )). An
initial segment of x is an element of k((Γ )) of the form
∑
i<m ait
γi ∈ k((Γ )) for some m n.
A subset S ⊆ k((Γ )) is truncation-closed iff for every x ∈ S, every initial segment of x is also
in S.
An embedding of a valued field K in k((Γ )) is truncation-closed iff its image is truncation-
closed.
The valued field k((Γ )) is pseudo-complete (and hence maximal, and in particular Henselian).
Definition 2.11. A cross-section is a group homomorphism s : Γ →K such that v(sγ ) = γ for
every γ ∈ Γ .
If K is ordered and s is a cross-section for it, we will also assume that s(γ ) > 0 for every
γ ∈K (note that if we have a cross-section s′ that does not satisfy the condition, s(γ ) := |s′(γ )|
is a cross-section satisfying it).
Later, we will see that it is useful to introduce factor sets into the definition of power series fields
and cross-sections. k((Γ )) has a canonical cross-section given by sγ := tγ .
If k is an ordered field, k((Γ )) inherits the order via the rule∑
γ∈Γ
aγ t
γ > 0 iff aμ > 0, where μ := v(x).
3 The fact that the multiplication is well-defined on k((Γ )), and that k((Γ )) is actually a field, is a theorem by Hahn,
later extended by B.H. Neumann to division rings.
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is its Archimedean equivalence class: y ∼ x iff there exists n ∈N such that | y
n
| < |x| < |ny|. In
this case, the residue field inherits an ordering from K , given by x < y iff x < y and x 	= y.
Hence, if k is an ordered field, we can define the natural valuation on k((Γ )), besides the
canonical valuation. The two coincide iff k is Archimedean, namely, it is an ordered subfield of
the reals (we will usually deal with this case only). Otherwise, the canonical valuation will be
coarser than the natural one: namely, if x ∼ y, then x and y have the same canonical valuation.
Our main concern will be the study of Henselian fields and their embeddings in fields of
generalised power series.
In this discussion, all groups are Abelian, and all orders are linear (or total), unless explicitly
said otherwise.
Notation 2.12.
• FH is the Henselisation of a valued field F.
• LR is the real closure of an ordered field L.
• Γ D is the divisible hull of a given ordered Abelian group Γ , with the ordered induced by Γ .
• k is the residue field of K, and in general given a valued field F, f is its residue field.
• Given a field k and a group Γ , k((Γ )) is the field of generalised power series in the formal
variable t . Note that t is infinitesimal and satisfies v(tγ ) = γ .
• Every ordered field K is endowed with the natural valuation v.
Definition 2.13. Let H be an extension of F. Given y ∈H, define
I(y,F) := {v(y − a): a ∈ F}.
Lemma 2.14. Let H be an extension of F with the same value group, and y ∈H.
(1) I(y,F) is an initial segment of Γ .
(2) If H is an immediate extension of F, then I(y,F) has no maximum. In this case, if y ∈H \F,
then there is a pseudo-Cauchy sequence (xi)i∈I in F converging to y and without pseudo-
limit in F.
Proof. If y ∈ F, then I(y,F) = Γ , and the conclusions are obvious. Otherwise, y ∈H \ F.
(1) Let α = v(y − a) ∈ I(y,F), and β < α ∈ Γ . Let b ∈ F such that v(a − b) = β (it exists,
because F has the same value group as H). Since y − b = (y − a)+ (a − b), v(y − b) = β .
(2) Suppose, for contradiction, that v(x − y) is the maximum of I(y,F) = Γ . Let a ∈ F such
that v(x−y) = v(a). Let b ∈ F such that v(b) = 0 and x−y
a
= b. Then, v(x− (y+ab)) > v(a) =
v(x − y), a contradiction.
Choose for every γ ∈ I(y,F) xγ ∈ F such that v(y − xγ ) = γ . The sequence (xγ )γ∈I(y,F)
satisfies the conclusion. 
Let K be a valued field, with valuation v, value group Γ and residue field k. Let ι : k → K
be a field-embedding such that for every x ∈ k v(ιx) 0 and ιx = x. Moreover, if K and k are
ordered, assume that ι preserves the ordering. If we fix such an embedding ι, we will simply say
that K contains its residue field k, and write x instead of ιx.
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contains its residue field k, and s :Γ → K>0 be a cross-section. Assume that φ is an analytic
embedding form K to k((Γ )) such that φ(x) = x for every x ∈ k and φ(s(γ )) = tγ for every
γ ∈ Γ . Then, φ preserves the ordering.
Note that if K is an ordered field, which is Henselian in its natural valuation, then K contains k
(cf. Lemma 3.8). We are now ready to state and prove a generalisation Mourgues and Ressayre’s
theorem.
Theorem 2.16. Let K be an ordered field, with natural valuation v, value group Γ and residue
field k. Assume that K is Henselian, and that there is a cross-section s : Γ →K>0. Then, there is
a truncation-closed analytic embedding φ from K to k((Γ )). Moreover, φ satisfies the conditions
φ(x) = x for every x ∈ k, and φ(s(γ )) = tγ for every γ ∈ Γ .
By Remark 2.15, any embedding φ as in the conclusion of the theorem will preserve the
ordering.
The proof, like many others in this article, will be an inductive one. In general, given two
valued fields K and F, we will need to prove that, under certain hypotheses, K can be embed-
ded analytically in F. Consider the family of pairs (φ,L), where L is a subfields of K, and
φ :L → F is an analytic embedding, satisfying some other conditions (e.g. being truncation-
closed, if F= k((Γ ))). Order this family, using the definition (φ,L) (φ′,L′) iff L⊆ L′ and φ
is the restriction of φ′ to L. If the additional conditions are of a suitable form, then, by Zorn’s
lemma, there will exist a maximal element (φ0,L0) of this family. In this case, we will simply
say that φ0 :L0 → F is a maximal embedding satisfying the additional conditions. Note that this
will not mean that L0 is maximal field with such an embedding: there could be a larger field L1
and an embedding φ1 :L1 → F (satisfying the additional conditions); all we can say is that φ0
would not be the restriction of φ1 to L0.
From Theorem 2.16, reasoning exactly as in [22], we can deduce that every ordered field
satisfying the hypothesis of the theorem has an integer part. With Theorem 5.1, we will generalise
the theorem, and drop the hypothesis that K has a cross-section (retaining only the fact that it is
Henselian). More precisely, Kaplansky proved that any such field K admits a section with some
factor set ; we will show that K has a truncation-closed embedding in k((Γ, )).
Note that Theorem 2.16 is already a generalisation of Mourgues and Ressayre’s theorem, since
every real closed field is Henselian and has a cross-section.
The important ingredients in the proof of Mourgues and Ressayre’s theorem are the following
lemmata. In their formulation, I will assume that k is a real closed field, and Γ is a divisible
group. The first is attributed to F. Delon:
Lemma 2.17. Let F be a subfield of k((Γ )) such that k ⊆ F and v(F) = Γ ; if F is closed under
truncation then so is FR, the real closure of F inside k((Γ )).
Lemma 2.18. Let F be a truncation-closed subfield of k((Γ )) and y ∈ k((Γ )) be such that every
proper initial segment of y belongs to F. Then F(y) is also truncation-closed.
The two lemmata imply that if S is a truncation-closed subfield of k((Γ )) containing k(Γ ),
then the field generated by S and its real closure are also truncation-closed.
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• k(Γ ) ⊆ F.
• There is a maximal (i.e. non-extensible) truncation-closed embedding φ :F→ k((Γ )) which
is the identity on k(Γ ).
We have to prove that F=K. W.l.o.g., we can suppose that φ is the identity.
kR((Γ D)) is real closed since it is Henselian. Let FR be the real closure of F, taken inside
kR((Γ D)). Its residue field is kR, and the value group is Γ D.
The embedding of k in K and the cross-section s from Γ into K can be extended in a unique
way to an embedding of kR and a cross-section from Γ D into F, respectively. In fact, given
γ ∈ Γ D, there exists n ∈N such that nγ ∈ Γ . Define s(γ ) := s(nγ ) 1n .
Claim 1. FH is equal to FR ∩ k((Γ )).
First, we prove that FH ⊆ FR ∩ k((Γ )). k((Γ )) is Henselian and contains F, hence FH ⊆
k((Γ )). Moreover, FH is algebraic over F, and, being a subset of k((Γ )), it is also ordered, so
FH ⊆ FR.
Now, we prove the reverse inclusion. FR ∩ k((Γ )) is a field, and it is and algebraic immediate
extension of F. Therefore, by Lemma 2.8, it is contained in FH.
Claim 2. F is Henselian.
Lemma 2.17 implies that FR is truncation-closed. Thus, Claim 1 implies that FH is a
truncation-closed subfield of k((Γ )). Moreover, FH is a subfield of K, since K is Henselian.
Hence, by maximality of φ, FH = F.
If F 	= K, let x ∈ K \ F. For every γ ∈ I(x,F) choose a yγ ∈ F such that v(x − yγ ) = γ .
The sequence (yγ ) is converging to x, therefore it is pseudo-Cauchy, hence it has a pseudo-limit
in k((Γ )), because k((Γ )) is pseudo-complete. Define x′ ∈ k((Γ )) to be a pseudo-limit of (yγ )
in k((Γ )) of minimal length.
Claim 3. For every y ∈ F, v(x − y) = v(x′ − y).
In fact, for every γ ∈ I(x,F), v(x − yγ ) = v(x′ − yγ ). Moreover, if γ := v(x − y), then, by
Lemma 2.14, we can find λ ∈ I(x,F) such that λ > γ . Writing x − y = (x − yλ)+ (yλ − y), we
obtain v(y − yλ) = γ , and writing the same for x′ we obtain the claim.
We can then apply Lemma 2.9 with L1 := K and L2 := k((Γ )), and obtain ψ an analytic
isomorphism over F between F(x) and F(x′). Consequently, ψ is an isomorphism of ordered
fields. Finally, Lemma 2.18 implies that F(x′) is truncation-closed, contradicting the maximality
of φ. 
Later, will try to generalise Theorem 2.16. We will drop the hypothesis that K is ordered, and
take any valued field K. We need to distinguish three cases:
characteristic 0: Both K and its residue field k have characteristic 0;
characteristic p: Both K and k have characteristic p > 0;
mixed characteristic: K has characteristic 0, while k has characteristic p > 0.
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to embed K in a field of generalised power series. However, we cannot expect that K can be
embedded k((Γ )), not even if we drop the requirement that the embedding should be truncation-
closed; the main obstacle is the fact that K could be missing a cross-section. We shall see how
to overcome this obstacle, introducing sections with a factor set, and power series field “twisted”
by a factor set.
Additional difficulties arise in the characteristic p case: we shall see that further hypotheses
are needed.
In the mixed characteristic case, under suitable hypotheses, we will be able to decompose the
valuation on K into a valuation of characteristic 0 and a valuation with value group Z, and embed
K in a field of power series over a field of Witt vectors.
To prove these results, first we need to define factor sets and study their properties. Then, we
will generalise Lemmata 2.17 and 2.18.
3. Factor sets and power series
Definition 3.1. Let A and B be two Abelian groups. A 2 co-cycle (or co-cycle for short, since
we will consider only 2 co-cycles) is a map
:A×A → B
satisfying the following conditions:
(1) [α,β] = [β,α].
(2) [0,0] = [0, α] = [α,0] = 0.
(3) [α,β + γ ] [β,γ ] = [α + β,γ ] [α,β].
Definition 3.2 (Section). Given a valued field K, a section is a map s :Γ →K such that
s(0) = 1,
v(sα) = α
for every α ∈ Γ .
Lemma 3.3. Given a section s, the map :Γ × Γ →K defined by
[α,β] := sαsβ
s(α + β)
is a 2 co-cycle. Moreover, s is a group homomorphism iff = 1.
Proof.
(α,β + γ ) (β, γ ) = sαsβsγ
s(α + β + γ ) = [α + β,γ ] [α,β]. 
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(4) [−α,α] = 1,
and to the definition of section the corresponding axiom
s(−α) = (sα)−1.
These additional axioms would not restrict significantly our use of 2 co-cycles and sections, but
they do simplify the computations.
The following definition is taken from homological algebra.
Definition 3.4. With the notation of Lemma 3.3, := ds, the co-boundary of s.
Definition 3.5 (Factor set). Let K be a valued field containing its residue field k. A factor set
is a 2 co-cycle whose image is contained in k. If s :Γ →K is a section and ds is a factor set,
we will say that s is a good section, or a section with factor set .
Definition 3.6 (Power series). Given a 2 co-cycle :Γ ×Γ → k, the field of generalised power
series k((Γ, )) with factor set is the set of formal series
∑
i<n
ai t
γi ,
with ai ∈ k, n an ordinal number and (γi)i<n a strictly increasing sequence of elements of Γ .
Sum and multiplication are defined formally, with the condition
tαtβ = (α,β)tα+β.
The axioms on assure that the multiplication is associative and commutative. k((Γ, )) is
actually a field, with valuation given by
v
(∑
i<n
ai t
γi
)
:= γ0,
value group Γ , residue field k and canonical section s(γ ) := tγ . With this definition, s is a good
section, with factor set .
k(Γ, ) is the subfield of k((Γ, )) generated by k ∪ {tγ : γ ∈ Γ }.
If we do not specify a factor set , we will always mean that is the constant map 1 (agreeing
with the notation k((Γ ))). Similar definitions can be given for k only a ring, or Γ only an ordered
semi-group.
The following are well-known facts.
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• If k is a ring and Γ an ordered semi-group, then k((Γ, )) is a ring.
• k((Γ, )) is a field iff Γ is actually a group and k is a field. In this case, k((Γ, )) is
maximal, hence it is Henselian.
• An ordering on k induces an ordering on k((Γ, )). With this ordering, k((Γ, )) is a real
closed field iff k is a real closed field and Γ is divisible.
• k((Γ, )) is algebraically closed iff k is algebraically closed and Γ is divisible.
In the sequel, we will try to embed in a truncation-closed way a Henselian field K of equal
characteristic in k((Γ, )), for a suitable .
First, we need to embed k in K.
Lemma 3.8 (Kaplansky). Let K be a valued field, with residue field k and valuation ring O .
Suppose that K has the same characteristic as k and it is Henselian and perfect. Then, there is a
field embedding ι : k →O such that ιa = a for every a ∈ k.
Assume now that f0 is a subfield of k, and ι0 : f0 →O is a field embedding such that ι0a = a
for every a ∈ f0. Then, ι0 can be extended to a field embedding ι : k → O such that ιa = a for
every a ∈ k.
Proof. In the first case, let f ⊆ k be a subfield of k with a maximal embedding ι : f →O . f exists,
because the same prime field is in both k and K. In the second case, let f ⊆ k be a subfield of k
containing f0, with a maximal embedding ι : f →O extending ι0.
W.l.o.g., we can suppose that ι is the identity.
Suppose for contradiction that there exists a ∈ k \ f, and let h := f(a) ⊆ k.
If a is transcendental over f, let x be any element of K such that x = a.
If a is algebraic, we can reduce to the case when either h/f is purely inseparable, or it is
separable.
In the inseparable case, apd ⊆ h for some d > 0. Let x ∈ K such that xpd = a (it exists,
because K is perfect).
In the separable case, let q(X) ∈ f[X] be the minimum polynomial of a. It is a separable
polynomial, hence, by Hensel’s lemma, there exists x ∈O such that q(x) = 0 and x = a.
In all three cases, we can extend ι to h(a) by fixing f and sending a to x, a contradiction. 
If we fix once and for all an embedding ι : k →K, we will say that K contains k and take ι the
identity. Moreover, by saying that K contains k, we imply that we are in the equal characteristic
case.
Now, we give some sufficient conditions for the existence of a good section.
Definition 3.9. Let K be a valued field, with value group Γ and residue field k. The characteristic
exponent of K is either 1 if char k = 0, or p if char k = p > 0. A good section s :Γ → K is p-
good iff it satisfies the following conditions for every γ ∈ Γ :
(1) s(−γ ) = s(γ )−1;
(2) s(pγ ) = (sγ )p , where p is the characteristic exponent of K.
Note that the second condition is empty if char k = 0.
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Lemma 3.10. Let K be a valued field, containing its residue field k. Suppose that K is Henselian
and perfect. Let Γ be its value group, and p be its characteristic exponent. Then, there exists a
p-good section s :Γ →K (with some factor set ).
Assume now that Θ is a subgroup of Γ , and s0 :Θ → K is a map such that, for every
α,β ∈ Θ ,
(1) v(s0α) = α;
(2) ds0(α,β) ∈ k;
(3) s0(pα) = (s0α)p and s0(−α) = (s0α)−1.
Then, there exists a p-good section s :Γ →K extending s0. If s0 satisfies only (1) and (2), then
it can be extended to a good section s.
Proof. In the first case, define Θ := {0}, and s0(0) := 1. Let R := Zp∞ ⊂Q. K is perfect, hence
K and Γ are in a natural way R-modules. W.l.o.g., we can assume that Θ is a multiplicative
R-module. Let B ⊆ Γ be a maximal subset of Γ which is Q-linearly independent over Θ . For
every λ ∈ B , choose xλ ∈K such that v(xλ) = λ. Let Υ ⊆ Γ be the R-submodule of Γ generated
by Θ ∪B . For every γ = θ + r1λ1 + · · · + rnλn ∈ Υ , define
sγ := (s0θ)xr1λ1 · · ·x
rn
λn
.
Let Λ be a R-submodule of Γ containing Υ and admitting a maximal p-good section s extending
the one on Υ . If, for contradiction, Λ 	= Γ , let γ ∈ Γ \Λ. There exists n ∈N such that (p,n) = 1
and nγ ∈ Λ; let m be the smallest such n. Let y := s(mγ ), and let z ∈ K such that v(z) = γ .
Let w := y
zm
. Hence, v(w) = 0. Let a = w ∈ k.
By Hensel’s lemma, there exists x ∈O such that xm = w
a
. Define sγ := zx.
For every α ∈ Λ+Rγ , choose a representation
α = λ+ rγ,
for some r ∈ R and λ ∈ Λ, such that the representation chosen for pα is pλ + prγ and the one
for −α is −λ− rγ . We can extend s to Λ+Rγ by defining
s(α) := sλ · (sγ )r .
It is easy to verify that, modulo k, s(α) is independent from the chosen representation of α,
namely the extension of s is a good section, and that s is actually p-good if s0 is, and we reached
a contradiction. 
4. Extending subfields of k((Γ ))
We will now study k((Γ, )) more in detail. In this section, k is a field, Γ an ordered group,
:Γ ×Γ → k is a 2 co-cycle, and K := k((Γ, )) is the field of generalised power series with
factor set .
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• x  y means that x is an initial segment of y.
• x  y iff x is a proper initial segment of y.
• supp(x) is the support of x.
(K,) is a tree: namely, it satisfies the following definition.
Definition 4.2 (Tree). A structure (T ,) is a tree iff the following conditions are satisfied:
• It is a partial order.
• It is well-founded.
• Every non-empty subset of T has a greatest lower bound (in T ).
• For every a ∈ T , the set P(a) := {y ∈K: y  x} is linearly ordered.
Therefore, we can do induction on . As usual, with abuse of notation we will say that T is a
tree.
Remark 4.3. Every tree T has a minimum, the root of the tree. Moreover, every chain bounded
above has a least upper bound (in T ).
Proof. The g.l.b. of T itself is the root. Given a chain C, the g.l.b. of the set of the upper bounds
of C is the l.u.b. of C. 
Note that 0 is the root of K. Moreover, the following stronger condition holds for K:
Remark 4.4. Any upper bound of a chain C in K without a maximum is a pseudo-limit of C,
and conversely. Therefore, every chain in K has a l.u.b.
Definition 4.5. Given A ⊆ T , we will write A  x (A begets x) iff for every y  x there exists
z ∈ A such that y  z.
Remark 4.6. If R ⊆ T is truncation-closed, A ⊆ R and A  x, then R ∪ {x} is also truncation-
closed.
Remark 4.7. If x ∈ T , thenP(x)  x.
Remark 4.8. Let x ∈K and A  x. If c ∈ k and γ ∈ Γ , then ctγ A  ctγ x.
Remark 4.9. If x, y, z ∈K, y  x, supp(y) < γ and v(z − x) γ , then y  z.
First, we will show how to perform some computations in K.
Lemma 4.10. Let x, y ∈K, A := supp(x) and B := supp(y). Then,
(1) supp(x + y) ⊆ A∪B .
(2) The support of xy is contained in the subgroup of Γ generated by A∪B .
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is contained in the subgroup generated by A.
Let a0, . . . , an−1 ∈K, with Ai := supp(ai),
p(X) := Xn + an−1Xn−1 + · · · + a0 ∈K[X],
and x ∈K such that p(x) = 0. Let Λ be the subgroup of Γ generated by A1 ∪ · · · ∪An.
(4) supp(x) is contained in ΛD.
(5) If H(p,x), then supp(x) is contained in Λ (see Definition 2.2).
Proof. The first two assertions can be proved by direct computation.
(3) Let Θ be the subgroup generated by A, ′ be restriction of to Θ × Θ , and L :=
k((Θ, ′ )). Since L is a field and x ∈ L, 1
x
∈ L, proving the assertion.
(4) Define:
• s˜ :Γ D →KA be some good extension of s (it exists by Lemma 3.10).
• ˜ :Γ D × Γ D → kA be the co-boundary of s˜.
• ′ :ΛD ×ΛD → kA be the restriction of ˜.
Define also:
M := kA((Γ D, ˜ ))⊇K,
L := kA((ΛD, ′ ))⊆M,
F :=K∩L.
They all are maximal, and the tree-structures on K, F, and L are the ones induced by M. More-
over, L is algebraically closed, hence it contains x, proving that the support of x is contained
in ΛD.
If = 1, a similar method proves that the coefficients (of the power series representation) of
x are in the algebraic closure of the field generated by the coefficients of the ai .
(5) This assertion too can be done by direct computation, but we prefer a different,
computations-free, approach.
Let ′ be the restriction of to Λ × Λ. Since L := k((Λ, ′ )) is maximal, it is Henselian.
Moreover, p(X) ∈ L[X] and HL(p, x), hence x ∈ L, proving the conclusion. 
For related computations about the coefficients of an element of k((Γ )), see, for instance, [20,
Theorem 6.1].
The following proposition is a version for valued fields of the implicit function theorem.
Proposition 4.11. Let F be a valued field, O be its valuation ring, p(X) ∈ O[X], a, b ∈O with
δ := v(a − b) > 0. Assume that p(a) = 0 and v(p˙(a)) = α < ∞. If δ > α, then v(p(b)) = α+ δ.
In particular, if v(p˙(a)) = 0, then v(p(b)) = δ.
If q(X) ∈ O[X] is a polynomial such that q(b) = 0 and γ := v(p − q) > α, then δ + α =
v(q(a)) γ .
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p(b) = p(a)+ p˙(a)(b − a)+ O((b − a)2)= p˙(a)(b − a)+ O((b − a)2).
Moreover, v(b − a) > v(p˙(a)) implies that O((b − a)2) = o(p˙(a)(b − a)), hence
v
(
p(b)
)= v(p˙(a)(b − a))= α + δ.
v(p − q) > α implies that v(q˙(b)) = α, so, exchanging p and q , we get
v
(
q(a)
)= α + δ.
Finally, let pi and qi be the coefficients of p(X) and q(X), respectively. Then,
v
(
p(b)
)= v(p(b)− q(b))min{v(pi − qi)+ iv(b)} v(p − q) = γ. 
Lemma 4.12 (Ostrowski). If (xi)i∈I is a pseudo-Cauchy sequence in some valued field F and
p(X) ∈ F[X], then (p(xi))i∈I is eventually pseudo-Cauchy. If, moreover, (xi)i∈I converges to x,
then (p(xi))i∈I converges to p(x).
Proof. See, for instance, [28, Lemma 9, Chapter 2]. 
Hence, if (xi)i∈I is a pseudo-Cauchy sequence in F, and p(X) ∈ F[X], there are two cases:
either
v
(
p(xi)
)= v(p(xj )) (4.1)
for all sufficiently large i, j ∈ I , or
v
(
p(xi)
)
< v
(
p(xj )
) (4.2)
for all sufficiently large i < j ∈ I .
Definition 4.13 (Type of a sequence). A pseudo-Cauchy sequence (xi)i∈I in F is of transcen-
dental type (with respect to F) iff (4.1) holds for every polynomial p(X) ∈ F[X]. If, on the other
hand, (4.2) holds for at least one polynomial p(X), we say that (xi)i∈I is of algebraic type.
The distinction plays a fundamental role in [15].
Proposition 4.14. Let F be a valued field. F is algebraically maximal iff every pseudo-Cauchy
sequence (xi)i∈I in F of algebraic type has a pseudo-limit (in F).
Proof. (⇐) Suppose that, for contradiction, (xi)i∈I is a pseudo-Cauchy sequence of algebraic
type without pseudo-limit in F. [15, Theorem 3] implies there exists an immediate algebraic
extension L of F where (xi)i∈I has a pseudo-limit. Hence, L is a proper extension of F, contra-
dicting the fact that F is algebraically maximal.
(⇒) Suppose not. Let E be an immediate algebraic extension of F, x ∈ E\F, and p(X) ∈ F[X]
be the minimum polynomial of x. Lemma 2.14 implies that there is a sequence (xi)i∈I in F
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Therefore, (xi)i∈I is of algebraic type. 
The following theorem is a generalisation of Lemmata 2.17 and 2.18.
Theorem 4.15. Let S ⊆K be a truncation-closed subset of K. Then, the following sets are also
truncation-closed:
(1) The group generated by S.
(2) The ring generated by S.
(3) The field generated by S.
(4) The Henselisation of the field generated by S.
In particular, if F⊆K is truncation-closed, then also FH is truncation-closed.
The proof of the theorem is in Section 4.1.
Let F be a subfield of K, and L be the relative algebraic closure of F inside K. If char k = 0,
then L coincides with the Henselisation of F. Otherwise, it will in general be bigger. Later, we
will prove that if F is truncation-closed, then also L is truncation-closed, under the condition that
the factor set is p-good (namely, that the canonical section on K is p-good).
Corollary 4.16. Let F be a truncation-closed subfield of K, and (xi)i∈I be a pseudo-Cauchy
sequence in F without pseudo-limit in F. Then, there exists x ∈ K which is a pseudo-limit of
(xi)i∈I and such that F(x) is also truncation-closed.
If (xi)i∈I is of transcendental type and y is any pseudo-limit of it (in some extension L of F),
then there is an analytic isomorphism between F(x) and F(y) over F and sending x to y.
Proof. By Theorem 4.15, it suffices to find a pseudo-limit x such that F ∪ {x} is truncation-
closed. Denote v(xi − xj ), i < j , by γi . Let x ∈ K be some pseudo-limit of (xi)i∈I (it exists,
because K is maximal), yi ∈ K be the truncation of x at γi . yi  yj iff i < j ; let x be the l.u.b.
of (yi)i∈I (with respect to the order ).
Claim 1. x is a pseudo-limit of (xi)i∈I .
v(x − xi) = γi , v(x − yi) γi , hence v(xi − x) γi , proving the claim.
Claim 2. yi ∈ F for every i ∈ I .
In fact, v(xi − yi)  γi and suppyi < γi , thus yi  xi . Besides, F is truncation-closed, and
xi ∈ F, therefore yi ∈ F.
Finally, F∪ {x} is truncation-closed, proving the first part of the corollary.
The second part of the corollary is [15, Theorem 2]. 
4.1. Proof of Theorem 4.15
We will make use of ideas from surreal numbers [8]. Assertion (1) is obvious. Note that
an arbitrary union of truncation-closed subsets is also truncation-closed. Therefore, for every
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all truncation-closed subsets of R.
Ring: Let x, y ∈K. We will write
x =
∑
i<n
ai t
γi ,
y =
∑
j<m
bj t
λi
for some ordinal numbers m,n, with the ai and bj all different from 0. Given n′ < n, x′ will be
the truncation of x at n:
x′ =
∑
i<n′
ait
γi ,
and similarly for y′.
Let R be the maximal truncation-closed subset of the ring generated by S. By assertion (1),
R is a subgroup of K. Let x, y ∈ R. By definition of product,
supp(xy) ⊆ {ai + bj : i < n, j < m}.
If z xy there exist n′ < n and m′ <m such that
δ := γn′ + λm′ = min
(
supp(xy) \ supp(z))= v(xy − z).
Therefore,
(x − x′)(y − y′) =
∑
n′i<n
m′j<m
aibj [γi, λj ]tγi+λj .
Let w := xy − (x − x′)(y − y′) = xy′ + x′y − x′y′. Hence,
v(xy −w) = δ
and zw.
Remark 4.6 implies that for the second assertion it suffices to show that R  xy. This can
be done by induction: we can suppose that we have proved the claim for every (x˜, y˜) such that
x˜  x, y˜  y, and at least one of the inequalities is strict. However, w is a sum of products of this
kind, hence Assertion (1) implies that w ∈ R and consequently assertion (2).
Field: Let us prove assertion (3). Let R be the maximal truncation-closed subset of the field
generated by S. By assertion (2), R is a subring of K. By Remark 4.6, it is enough to prove that
if 0 	= x ∈ R, then there exists A ⊆ R such that A 1
x
. The construction of A is done inductively.
Claim 4.17. We can reduce to the case when v(x) = 0.
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(and therefore assertion (2) implies that 1
b
∈ R), and v(z) = 0. If we can find A ⊆ R such that
A  1
z
, then, by Remark 4.8, 1
b
A  x, and 1
b
A ⊆ R, proving the assertion.
So, we can suppose that v(x) = 0. Let y := 1
x
. Start with 0 ∈ A. Suppose that we have already
constructed a ∈ A and let 0 	= x′  x. We add to A the element
a′ := 1 + (x
′ − x)a
x′
. (4.3)
By induction on x, 1
x′ ∈ R, and therefore a′ ∈ R. v(x) = 0, hence v(x′) = 0.
v(y − a′) = v(1 + (x′ − x)a − x′y)− v(x′)
= v(x − x′)+ v(y − a)− v(x′) = v(x − x′)+ v(y − a).
The support of y is a subset of the group generated by supp(x). Therefore, if y′  y, then there
exists l ∈N and γ1, . . . , γl ∈ supp(x) such that
γ1 + · · · + γl = min
(
supp(y) \ supp(y′))= v(y − y′).
It suffices to prove the following
Claim 4.18. For every i  l there is a ∈ A such that
v(y − a) γ1 + · · · + γi.
By induction on i, we can suppose we have already found a ∈ A such that
v(y − a) γ1 + · · · + γi−1.
Let x′ be the truncation of x at γi , and let a′ as defined in Eq. (4.3). Then,
v(y − a′) = v(y − a)+ v(x − x′) (γ1 + · · · + γi−1)+ γi,
proving the claim. If we apply the claim to i = l, we get y′  a, proving assertion (3).
Here is an example: x = 1− t , with = 1. Consequently, x′ = 1, and x′ −x = t . The elements
in A are given by the sequence
a0 = 0,
an+1 = 1 + tan,
i.e. an = 1 + t + t2 + · · · + tn−1, and
1
x
= 1 + t + t2 + · · · .
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sation of the field generated by S. By assertion (3), F is a subfield of K. We have to prove that it
is Henselian.
Definition 4.19. Let p,q ∈K[X], p =∑in aiXi , q =∑im biXi , degp = q . We write q  p
iff m n and there exists l  n such that ai = bi for every i > l, while bl  al .
(K[x],) is a well-founded partial order, therefore we can do induction on it.
Let p[X] ∈ F[X] and b ∈ K. I remind that H(p,b) means that p(X) is monic, v(p) = 0,
v(b) 0, p(b) = 0 and v(p˙(b)) = 0. We have to prove that if H(p,b), then b ∈ F. Since F is
maximal initial, it suffices to prove that F  b.
We will proceed by induction on p. Assume that
p(X) = a0 + a1X + · · · + an−1Xn−1 +Xn.
Let Λ be the group generated by supp(a0) ∪ · · · ∪ supp(an). Then, supp(b) ⊆ Λ. Let c  b,
and
δ := v(b − c) = min(supp(b) \ supp(c)).
Therefore, δ = γ1+· · ·+γl for some γi ∈ supp(aji ). Since we can suppose that δ > 0 (as opposed
to δ = 0), there exists 0 < γ ∈ suppam such that kγ > supp(c) for some m,k ∈N.
Let a′ be the truncation of am at γ (namely, a′  am and v(a′ − am) = γ ), and
q(X) := p(X)+ (a′ − am)Xm = Xn + an−1Xn−1 + · · · + am+1Xm+1 + a′Xm + · · · .
Then, q  p and v(q−p) = γ . By Hensel’s lemma, there exists d ∈K such that v(b−d) > 0 and
q(d) = 0. H(q,b) is true, therefore, by inductive hypothesis, d ∈ F. Moreover, Proposition 4.11
implies that v(d − b) γ .
Now proceed using Newton’s algorithm and define
d0 := d,
di+1 := di − p(di)
p˙(di)
to find di ∈ F such that v(di − b) iγ . Therefore, v(dk+1 − b) > kγ , so c  dk+1, proving that
F  b.
Proposition 4.20. Let char k = p > 0. Suppose that a, b ∈K. Then a  b iff bp  ap . In general,
if
a =
∑
γ∈Γ
aγ t
γ ,
then
ap =
∑
γ
apγ cγ t
pγ , (4.4)
where cγ := (γ, γ ) (γ,2γ ) · · · (γ, (p − 1)γ ) ∈ k.
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Proof. The first assertion is an immediate consequence of the second one. By definition,
ap =
(∑
γ
aγ cγ t
γ
)
· · ·
(∑
γ
aγ cγ t
γ
)
︸ ︷︷ ︸
p times
.
Hence, the γ -monomial of ap is
(
ap
)
γ
:=
∑
γ1+···+γp=γ
aγ1 · · ·aγp tγ1 · · · tγp =
∑
γ1+···+γp=γ
aγ1 · · ·aγp [γ1, . . . , γp]tγ , (4.5)
where
[γ1, . . . , γp] := t
γ1 · · · tγp
tγ1+···+γp
.
Therefore,
a =
∑
γ∈Γ
apγ [γ, . . . , γ ]tpγ︸ ︷︷ ︸
=(4.4)
+
∑
(γ1,...,γi )∈Γ p\Δ
aγ1 · · ·aγp [γ1, . . . , γp]tγ1+···+γp , (4.6)
where Δ is the diagonal of Γ p . We have to show that the second summand in the previous
expression is 0. Fix γ1, . . . , γp ∈ Γ not all equal to each other, say
γ1 = · · · = γn1,
γn1+1 = · · · = γn1+n2 ,
...
γn1+···+nk−1+1 = · · · = γp,
with n1 + · · · + nk = p and γn1 , γn1+n2 , . . . , γp all distinct. The monomial
aγ1 · · ·aγp [γ1, . . . , γp]tγ1+···+γp
appears in Eq. (4.6) as many times as the number of ways of distributing p objects among k
boxes of capacity n1, . . . , nk , respectively. The latter is equal to
m :=
(
p
n1
)(
p − n1
n2
)
· · ·
(
p − n1 − · · · − nk−1
nk
)
︸ ︷︷ ︸
=1
.
A. Fornasiero / Journal of Algebra 304 (2006) 112–156 135However, k > 1 and all the ni are non-zero, thus 1  n1 < p. Moreover, p is prime, hence
p | m, and the conclusion follows.
An alternative proof:
(1) Using the formula (x + y)p = xp + yp , prove Eq. (4.4) in the case supp(a) is finite.
(2) For the general case, observe that in Eq. (4.5) only a finite number of monomials of a is
involved and apply the above particular case. 
An immediate consequence of the previous proposition is the following lemma.
Lemma 4.21. Suppose that char k = p > 0. Let F be a truncation-closed subfield of K, and
F˜ := {a ∈K: ap ∈ F}. Then, F˜ is also truncation-closed.
5. Truncation-closed embeddings in characteristic 0
We are now ready to state and prove the embedding theorem in characteristic 0. Let K be a
Henselian valued field, with value group Γ and residue field k of characteristic 0. Then, by Lem-
mata 3.8 and 3.10, K contains its residue field, and that there exists a good section s :Γ →K;
let be its factor set. Let k((Γ, )) be the field of generalised power series with factor set ,
and s′ :Γ → k((Γ, )) be its canonical section. Note also that k(Γ, ) is a common subfield of
k((Γ, )) and of K.
Theorem 5.1. With the above notation, K has a truncation-closed analytic embedding φ in
k((Γ, )), which is over k and commutes with s, s′, namely s′  φ = s.
Proof. Let φ be a maximal truncation-closed analytic embedding of a subfield F ⊆ K in
k((Γ, )) over k(Γ, ). W.l.o.g., φ is the identity. Theorem 4.15 implies that F is Henselian,
and Lemma 2.8 implies that it is algebraically maximal.
Suppose, for contradiction, that F 	=K. Let x ∈K \F. Lemma 2.14 implies that there exists a
sequence (xi)i∈I in F converging to x and without pseudo-limit in F.
Since F is algebraically maximal, by Proposition 4.14, (xi)i∈I is of transcendental type. Corol-
lary 4.16 implies that there exists x′ ∈ k((Γ, )) such that x′ is a pseudo-limit of (xi)i∈I and
F(x′) is truncation-closed and analytically isomorphic to F(x) over F, a contradiction. 
Corollary 5.2. K contains an additive complement of its valuation ring.
Proof. By Theorem 5.1, we can assume that K is a truncation-closed subfield of k((Γ, )).
Then, the following subset of K {
x ∈K: supp(x) < 0}
is an additive complement of the valuation ring. 
F.-V. Kuhlmann [19] gives some examples of valued field (in various characteristics), which
are not Henselian, that do not satisfy the conclusion of the previous corollary.
Corollary 5.3. If K is an ordered Henselian field, then K has a truncation-closed embedding in
k((Γ, )) for some factor set . Consequently, every ordered Henselian K has an integer part.
136 A. Fornasiero / Journal of Algebra 304 (2006) 112–156Proof. Every such field contains its residue field and admits a good section with some factor
set . Therefore, the first part of the corollary follows immediately from Theorem 5.1.
For the second part, we can reason as in [22]. 
If K is a valued field with value group Z (but not necessarily Henselian or of residue charac-
teristic 0), then there exists a cross-section s :Z→ k.
Remark 5.4. Assume that K contains k (but not that K is Henselian or char k = 0). Suppose that
its value group is the integers. Then, K has a truncation-closed analytic embedding φ in k((Z)),
which is over k and commutes with s, s′.
Proof. The completion (as a metric space) of k(Z) is k((Z)) and contains K. Moreover, any
subfield of k((Z)) containing k[t] is truncation-closed. 
6. Field families and subfields of k((Γ )) of bounded length
Before examining Henselian fields of finite and mixed characteristic, we will study further the
truncation-closed subfields of k((Γ )).
Let k be a field, Γ be an Abelian ordered group, and Γ + := {γ ∈ Γ : γ  0}. Fix once and
for all a 2 co-cycle :Γ × Γ → k.
6.1. Field families
For every A ⊆ Γ and γ ∈ Γ , define A + γ := {α + γ : α ∈ A} and [A] to be the semigroup
generated by A (namely, the set of finite sums of elements from A). Let A be a family of subsets
of Γ .
Definition 6.1. A is a field-family in Γ if
(1) every A ∈A is well ordered,
(2) for every γ ∈ Γ , the singleton {γ } is in A,
(3) for every A,B ∈A, A∪B ∈A,
(4) for every A ∈A and B ⊆ A, B ∈A,
(5) for every A ∈A and γ ∈ Γ , A+ γ ∈A,
(6) for every A ∈A such that A ⊆ Γ +, [A] ∈A.
k((A, )) is the subset of k((Γ, )) of power series with support in A. Field families were
introduced by Rayner [25]; the following lemma is proved there (except for the minor detail that
he does not consider factor sets).
Lemma 6.2. If A is a field-family in Γ , then k((A, )) is a Henselian subfield of k((Γ, )).
6.2. Examples
6.2.1. k((Γ, ))ε
The family of all well-ordered subsets of Γ is a field-family (by B.H. Neumann’s lemma). If
A ⊆ Γ is well-ordered, o(A) is the order-type of A.
We remind that an epsilon number is an ordinal ε such that ωε = ε (ordinal exponentiation).
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order-type less than ε. Then, A is a field-family.
In this case, k((A, )) is denoted by k((Γ, ))ε .4
Proof. The only difficult point is (6). However, [10] prove that if A ⊆ Γ + is well-ordered, then
o([A]) ωωo(A), and this concludes the proof. 
Corollary 6.4. If ε is an epsilon number, then k((Γ, ))ε is a Henselian field.
6.2.2. Algebraically closed fields
Let k be an algebraically closed field, and p either char k if it is > 0, or 1 otherwise. Suppose
that is a p-good factor set.
Define A to be the family of well-ordered subsets of Γ D contained in some subset of the form
1
d
⋃
k∈N
Γ
pk
,
as d varies in N. A is a field-family. For the following theorem we need some facts that we will
prove later.
Theorem 6.5 (Rayner). k((A)) defined as above is an algebraically closed field.
k((A)) is a Henselian valued field, with algebraically closed residue field and divisible value
group. If char k = 0, k((A)) is algebraically closed, by Lemma 2.6. If char k = p, the conclusion
is immediate from Lemma 8.9 and Proposition 8.3.
6.3. Ax–Kochen–Ershov theorem
Let ℵ be an uncountable cardinal number.
Definition 6.6 (ℵ-pseudo-complete). Let K be a valued field. K is ℵ-pseudo-complete iff every
pseudo-Cauchy sequence of length strictly less than ℵ has a pseudo-limit in K.5
Remark 6.7. Let K be a valued field. If K is ℵ-saturated (in the sense of model theory), then it
is ℵ-pseudo-complete.
Remark 6.8. k((Γ, ))ℵ is ℵ-pseudo-complete.
Remark 6.9. Let εn be the nth epsilon number, for n an ordinal, and ℵ an uncountable cardinal
number. Then, εℵ = ℵ.
4 The usual definition of k((Γ, ))ε , e.g. in [17], is only for ε a cardinal number, and asks that the cardinality of the
support is less or equal to ε. I hope that the present lemma justifies our departure from that convention.
5 Note that the definition of ℵ-pseudo-complete is different from the one given in [4] (where they ask that the length of
the sequence is exactly ℵ). The reason is apparent in the following discussion.
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and (xi)i∈I a pseudo-Cauchy sequence in F. Then, there exists x ∈ k((Γ, ))εm+1 which is a
pseudo-limit of (xi)i∈I and such that F(x) is a truncation-closed subfield of k((Γ, ))εm+1 .
If (xi)i∈I is of transcendental type and y is any pseudo-limit of it (in some extension L of F),
then there is an analytic isomorphism from F(x) to F(y) over F and sending x to y.
Proof. Define x as in Corollary 4.16. Since x is a supremum of a sequence in k((Γ, ))εm , its
length is less than εm+1. Hence, F(x) ⊆ k((Γ, ))εm+1 .
The second part is the same as in Corollary 4.16. 
If F ⊆ K is a field extension, tr deg(K/F) is the transcendence degree of K over F .
Theorem 6.11. Let K be a Henselian valued field with residue field k of characteristic 0 and
value group Γ . Suppose that K contains k and that there is a section s :Γ → K with factor
set . Let ℵ be an uncountable cardinal number such that tr deg(K/k(Γ, )) ℵ.
(1) There is a truncation-closed embedding of K in k((Γ, ))ℵ, preserving the section.
(2) If, moreover, K is ℵ-pseudo-complete, then every such embedding is onto.
The second assertion is small generalisation of a classical theorem by Ax, Kochen and Er-
shov [12, Theorem 1] (see also [17, Theorem 1] and [3–5]).
Proof. Let (ci)i<ℵ be a transcendence basis of K/k(Γ, ). Define K0 := k(Γ, ), Kn :=
K0(ci : i < n). Then, K = KHℵ . Define, by induction on n, a truncation-closed embedding
φn :K
H
n → k((Γ, ))εn .
If n is a limit ordinal, then φn =⋃i<n φi .
If n = m+ 1, apply Proposition 6.10 to extend φm to φn.
φℵ is the embedding we were looking for.
For the second part, suppose for contradiction, that, once we have embedded K in a truncation-
closed way in k((Γ, ))ℵ, x ∈ k((Γ, ))ℵ \K is of minimal length. Therefore, x is a pseudo-
limit of the sequence (xi)i∈I of its proper initial segments. However, the length of such a
sequence is less than ℵ, hence (xi)i∈I has a pseudo-limit y in K. Moreover, x  y, contradicting
the fact that K is truncation-closed. 
There is a kind of converse to Theorem 6.11.
Lemma 6.12. Let k be a field of characteristic 0, K a Henselian valued field with residue field k
and value group Γ , and ℵ an uncountable cardinal number. Assume that K contains k, and let
s :Γ →K be a good section with ds = . If K is ℵ-pseudo-complete, then there is an analytic
embedding of k((Γ, ))ℵ in K over k(Γ, ) and preserving the section.
Proof. The proof is fairly routine: we will build the embedding inductively. k(Γ, ) is a com-
mon subfield of both K and k((Γ, ))ℵ. Let ψ be a maximal embedding from a truncation-closed
subfield F of k((Γ, ))ℵ containing k(Γ, ) in K. We have to prove that F= k((Γ, ))ℵ.
Suppose not, and assume that ψ is the identity. F is Henselian, otherwise, using Corollary 6.4
and Theorem 4.15, we could extend ψ to the Henselisation of F. Let x ∈ k((Γ, ))ℵ \ F of
minimal length; define (xi)i<α to be the sequence of truncations of x; since x /∈ F, α is a limit
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to x. Since K is ℵ-pseudo-complete, (xi)i<α has also a pseudo-limit x′ ∈ K. F is of residue
characteristic 0 and Henselian, therefore Lemma 2.8 implies that it is algebraically maximal.
By Proposition 4.14, (xi)i<α is of transcendental type. [15, Theorem 2] implies that F(x) is
analytically isomorphic to F(x′) over F, a contradiction. 
Using the same proof, Theorem 6.11 can be strengthened in the following way. With the
same hypothesis on K, let κ < ℵ be some epsilon number, let K0 be a subfield of K containing
k(Γ, ), and φ0 be a truncation-closed embedding from K0 in k((Γ, ))κ (analytic and over
k(Γ, )). Then, there is a truncation-closed embedding φ of K in k((Γ, ))ℵ extending φ0.
Similarly, in Lemma 6.12 we can also suppose to have a field F containing k(Γ, ), and an
analytic isomorphism ψ0 from a truncation-closed subfield of k((Γ, ))ℵ in F over k(Γ, ).
Then there exists an embedding ψ of k((Γ, ))ℵ in K extending ψ0 and preserving the section.
Note that the use of the factor set did not add any additional difficulty to the proofs (except
the notational burden of, for instance, writing k((Γ, )) instead of k((Γ ))).
N. Alling [1] proved that if ℵ is a regular cardinal, such that ∑κ<ℵ 2κ  ℵ, and Γ is the
ordered divisible Abelian group which is saturated and of power ℵ, then R((Γ ))ℵ (respectively
C((Γ ))ℵ) is the real closed (algebraically closed) field which is saturated and of power ℵ.
7. Surreal numbers
Let K be an ordered Henselian field. In this section, we will investigate the existence of an
initial embedding from K in No, the field of surreal numbers No. The results stated here will not
be used in the rest of the article. Therefore, if you are not interested in surreal numbers, you can
skip it (if you do not know what surreal numbers are, you should read [8]).
Definition 7.1. Let a, b be surreal numbers. a is simpler than b, in symbols a  b, iff there exists
sets of surreal numbers L,L′ and R,R′ such that L ⊆ L′, R ⊆ R′, L′ < R′, a = {L | R} and
b = {L′ | R′}.
A subset S ⊆ No is initial iff for every b ∈ S and every a ∈ No such that a  b, a ∈ S.
S is <-convex if a < b ∈ S, c ∈ No and a  c b imply that c ∈ S.
It is easy to see that (No,) is a tree. The fundamental relation between the linear order <
and the partial order  on No is that in every <-convex subset S ⊆ No there is a -minimum.
On No is also defined a power series structure; more precisely, No is isomorphic to the ordered
field R((No)) (the group of exponents is No itself). The image of x ∈ No under the canonical
cross-section is denoted with ω−x (therefore, ω := ω1 is infinite).
Remark 7.2. If x  y ∈ No then ωx  ωy .
Proof. If x = {xL | xR} is the canonical representation of x, then
ωx = {0, rωxL : r > 0 ∈R | sωxR : s > 0 ∈R},
and similarly for y. But x  y, therefore x′ ≺ y for every x′ ≺ x, so rωx′ is an option in the
formula for ωy . 
140 A. Fornasiero / Journal of Algebra 304 (2006) 112–156Lemma 7.3. Let K be an arbitrary initial subfield of No. Then, K is also truncation-closed, and
therefore admits a cross-section (with respect to its natural valuation v).
Moreover, its value group Γ is also initial. Finally, K contains its residue field as an initial
subfield.
Proof. The first assertion is obvious. Let γ ∈ Γ , and let γ ′ ≺ γ . We have to prove that γ ′ ∈ Γ .
Set γ = −v(a) for some a ∈K. Write the normal form of a
a = a0ωγ + · · · .
Then, ωγ  a, therefore ωγ ∈ K. By Remark 7.2, ωγ ′ ∈ K, hence γ ′ ∈ Γ , and we have proved
that Γ is initial.
The valuation on K is the natural valuation, therefore the residue field k is, in a canonical way,
a subfield of R, and every subfield of R is initial. We have to prove that k ⊆K. Let a ∈ k. Then,
there exists x ∈K such that x = a + ε, with v(ε) > 0. Consequently, a  x, so a ∈K. 
Theorem 7.4. Let K be an ordered field, v be its natural valuation, k the residue field and Γ the
value group. Assume that:
• K is Henselian.
• Γ has an initial embedding in No as an ordered group.
• K admits a cross-section.
Then, there is an initial embedding of K in No as an ordered field.
The previous theorem is also a consequence of Theorem 2.16, together with [11, Theorem 18].
In the proof, we will proceed as in the proof of Theorem 2.16, but instead of Lemmata 2.17
and 2.18, we will use the following two lemmata, proved in [13].
Lemma 7.5. Let F be an initial subfield of No. Then FR is also initial.
Lemma 7.6. Let S be an initial subset of No. Then, the field generated by S is also initial.
Proof of Theorem 7.4. The initial embedding of Γ in No induces in a canonical way an initial
embedding of k((Γ )). Let F⊆K such that:
• k(Γ ) ⊆ F.
• There is a maximal initial embedding φ : F→ No.
We have to prove that K= F. W.l.o.g., we can suppose that φ is the identity.
Claim 1. F is Henselian.
Lemma 7.5 implies that FR is an initial subfield. Moreover, FH = FR ∩ k((Γ )). But FR and
k((Γ )) are both initial, so FH is.
Claim 2. F=K.
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(it exists by definition of No). Therefore, F ∪ {x′} is an initial subset of No. Lemma 7.6 implies
that F(x′) is an initial subfield of No. Since F is Henselian, F(x) and F(x′) are isomorphic over F
(as valued fields, and, equivalently, as ordered fields), contradicting the maximality of φ. 
8. Additive polynomials and power series fields
In this section, we will study the finite characteristic case.
When we will say group, we will always mean Abelian group (unless specified otherwise).
Let
• k be a perfect field of characteristic p > 0, and kA its algebraic closure (p-closure is also
enough);
• Γ be an ordered p-divisible Abelian group, and Γ D its divisible hull;
• : Γ ×Γ → k be a p-good 2 co-cycle, and ˜ : Γ D ×Γ D → kA an extension of to Γ D
( ˜ exists by Lemma 3.10);
• K := k((Γ, )), and K˜ := kA((Γ D, ˜ )) be the corresponding power series fields.
Definition 8.1. Let F be a field of characteristic p > 0. An additive polynomial is a polynomial
q(X) ∈ F[X] such that q(x + y) = q(x)+ q(y) for every x and y in the algebraic closure of F.
A p-polynomial is a polynomial of the form q(X) − c, where c is a constant term and q(X)
is an additive polynomial (cf. [18]).
An additive polynomial is of the form a0X + a1Xp + · · · + anXpn .
8.1. Artin–Schreier polynomials
Fix d ∈ N and b ∈ k. Let q := pd , and k[X]  q(X) := Xq − bX. Note that q(X) is an
additive polynomial.
We wish to study the solutions in K˜ of the equation
q(X) = a (8.1)
with a ∈K; more precisely, we will give the power series expansion of these solutions.
Remark 8.2. Let x be a solution (in K˜) of (8.1). Then, y ∈ K˜ is a solution of (8.1) iff x − y is a
solution of q(X) = 0.
Let Λ := Z
p∞ = { npm : n ∈ Z, m ∈N} and F= k((Λ)) be the power series field with coefficient
in k, exponents in Λ, factor set 1, and where we use s instead of t ; namely, the elements of F are
formal sums
∑
γ∈Λ aγ sγ with well-ordered support.
Proposition 8.3. A solution in F of the equation X = bXq + s is
f (s; b) :=
∞∑
b1+q+q2+q3+···+qn−1sqn . (8.2)
n=0
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g+(s; b) := −
∞∑
n=0
sq
n
b1+q+q2+q3+···+qn
. (8.3)
A solution of q(X) = s−1 is
g−
(
s−1; b) := ∞∑
n=1
b
1
q
+ 1
q2
+ 1
q3
+···+ 1
qn−1 s−
1
qn . (8.4)
The proof is by direct computation, using Proposition 4.20. We can see that the coefficients
of g± are in k, and their exponents are in Λ.
Let M be the ideal of infinitesimal elements of K. For a fixed b ∈ k, g+(s;b) defines an
analytic function from M into itself, which we will denote with the same name.
Remark 8.4. If z ∈ K is purely infinite (namely, supp z < 0), then g−(z;b) converges, hence it
defines a function of z.
Proof. Given a sequence b1, b2, . . . ∈ kA, let
g(z) :=
∑
n∈N
bnz
1
qn .
We need to show that if z ∈ K˜ is purely infinite, then x := g(z) is a well-defined element of K˜.
Namely, we have to check that
(1) ∀λ ∈ Γ D there are only finitely many (n, γ ) ∈N × supp z such that λ = γ
qn
, and
(2) suppx is well-ordered.
We will prove only the second point (the first is done in a similar way). Assume, for contradic-
tion, that there exists an infinite sequence λ1 > λ2 > λ3 > · · · ∈ suppx. Then, for every i ∈ N,
there exists γi ∈ supp z and ni ∈ N such that λi = γiqni . Since supp z and N are well-founded,
after taking a subsequence, we can assume that γ1  γ2 · · · and n1  n2 · · · . Since all the γi are
negative, this is a contradiction. 
By direct computation, it is now easy to see that:
• if v(a) > 0, a solution of Eq. (8.1) is g+(a;b);
• if a is purely infinite, a solution is g−(a;b);
• if a ∈ k, a solution is a certain element c0 ∈ kA.
Hence, in general a solution of Eq. (8.1) is
∑
g−
(
aγ t
γ ;b)+ c0 +∑ g+(aγ tγ ;b) ∈ kA(( Γ
p∞
, ˜
))
.γ<0 γ>0
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Xq = X + a (8.5)
is
x :=
∑
γ<0
∞∑
n=1
(
aγ t
γ
) 1
qn + c0 −
∑
γ>0
∞∑
n=0
(
aγ t
γ
)qn
, (8.6)
where c0 ∈ kA is a solution of Xq = X + a0.
Note also that if v(a) > 0, then (Xq − bX − a)(0) = a, which is infinitesimal, and v(q˙(x)) =
v(b) = 0 for every x, thus the existence of an infinitesimal solution x ∈ K is also implied by
Hensel’s lemma.
Every x ∈K can be written uniquely as x = x− +x0 +x+, where x− is purely infinite, x0 ∈ k,
and v(x+) > 0. Therefore, if we define g±(y) := g±(y;1), (8.6) becomes x = g−(a−) + c0 +
g+(a+).
Hence, the support of any solution x of Eq. (8.5) is contained in
⋃
n1
supp(a−)
qn
∪˙ {0} ∪˙
⋃
n0
qn supp(a+).
Given m ∈N, define
g+m(a) := −
m∑
n=0
∑
γ>0
(
aγ t
γ
)qn = − m∑
n=0
(a+)qn,
g−m(a) :=
m∑
n=1
∑
γ<0
(
aγ t
γ
) 1
qn =
m∑
n=1
(a−)
1
qn .
Note that g±m and g± are additive functions.
Lemma 8.5. Let a ∈K, x as in Eq. (8.6). If v(a) > 0, then{
g+(b)+ g+m(a − b): b a, 0m ∈N
}
 x.
If a is purely infinite, then{
g−(b)+ g−m(a − b): b a, 0m ∈N
}
 x.
Proof. Assume v(a) > 0. Let y  x and α := v(y − x). Then, α = qm−1λ for some m 1 and
0 < λ ∈ supp(a). Let b be the truncation of a at λ (namely, b a and v(b − a) = λ) and
z := g+(b)+ g+m(a − b).
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x − z = g+(a)− g+(b)− g+m(a − b) =
(
g+ − g+m
)
(a − b) = −
∑
nm
∑
γλ
(
aγ t
γ
)qn
.
Therefore, v(x − z) qmλ > qm−1λ = α.
If a is purely infinite, let y  x and α := v(y − x). Then, α = λ
qm−1 for some m  2 and
0 > λ ∈ supp(a). Define b to be the truncation of a at λ, and
z := g−(b)+ g−m(a − b).
Then, v(x − z) λ
qm
> λ
qm−1 = α. 
Hypothesis A. Let K be a valued field, Γ be its value group and k its residue field, with
char k = p. If p = 0, the hypothesis is vacuous. If p > 0, then
(1) any polynomial of the form
Xp
n + an−1Xpn−1 + · · · + a1Xp + a0x + b,
with coefficients in k has a root in k,
(2) Γ = pΓ .
Kaplansky introduced Hypothesis A in [15], and G. Whaples in [29] proved that a field k
of characteristic p > 0 satisfies the condition A(1) iff it has no algebraic extension of degree
divisible by p (cf. also [16] for an elementary proof of this fact). The proof of following theorem
can be found in [15] and [28, Chapter 7].
Theorem 8.6 (Kaplansky). Let K be a valued field, Γ be its value group and k its residue field,
with char k = p. K is maximal iff it contains a pseudo-limit for each of its pseudo-convergent
sequences.
If K is maximal, k is perfect, and Γ = pΓ , then K is perfect.
If k and Γ satisfy Hypothesis A, then the maximal immediate extension L of K is uniquely de-
termined up to analytic isomorphism over K. Moreover, L is perfect and isomorphic to k((Γ, ))
for some factor set .
Let F and F′ be two maximal extensions of K, with the same value group Λ and residue field f.
If f and Λ satisfy Hypothesis A, and if every element of f has an nth root for every n, then F and
F′ are analytically isomorphic over K.
If charK= char k, then K is isomorphic to a subfield of a power series field.
An immediate consequence of Lemma 8.5 is the following corollary.
Corollary 8.7. Assume that K := k((Γ, )) satisfies Kaplansky’s Hypothesis A. Let F be a
truncation-closed subfield of K.
Fix q a power of p, and let E be the smallest perfect subfield of K containing F and such that
every equation of the form Xq = X + a, with a in E, has a solution in E.
Then, E is also truncation-closed.
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subfield of K containing F. Suppose, for contradiction, that a ∈ S is of minimal length such that,
if x is the solution of Xq = X + a given by (8.6), then x /∈ S. Since x = g−(a−)+ c0 + g+(a+),
we can assume w.l.o.g. that either a = a− or a = a+. We will deal with the case a = a− (the
other one is similar). By minimality of a, g−(b) ∈ S for every b a. Moreover, g−m(a−b) ∈ S for
every m ∈N and every b ∈ S, since g−m is a finite sum. Hence, by Lemma 8.5, Sx, contradicting
the maximality of S.
Note that E is built by successive extensions by purely inseparable elements and roots of
polynomials of the form Xq −X − a. 
The following lemma is a consequence of Ostrowski’s theorem [27, Theorem 2, p. 236].
Lemma 8.8. Let F be a Henselian valued field, with residue characteristic p > 0. Let H be an
immediate algebraic extension of F such that n := [H : F] is finite. Then, n is a power of p.
The following lemma is a well-known consequence of the above lemma.
Lemma 8.9. Let F be a valued field with residue field k and value group Γ . Assume that:
(1) F is Henselian, perfect and of characteristic p > 0.
(2) k is algebraically closed.
(3) Γ is divisible.
(4) Every polynomial Xp −X − a ∈ F[X] has a solution in F.
Then, F is algebraically closed.
Lemma 8.10. Assume that k is algebraically closed and Γ is divisible. Let F be a truncation-
closed subfield of k((Γ, )) containing k(Γ, ), and E be its algebraic closure (inside
k((Γ, ))). Then E is also truncation-closed.
Proof. Lemma 8.9 implies that E is the closure of the Henselisation of F under solutions of
equations Xp = X + a, hence Corollary 8.7 implies that E is truncation-closed. 
Proposition 8.11. Let H be a truncation-closed subfield of k((Γ, )) containing k(Γ, ), and
E⊆ k((Γ, )) be its relative algebraic closure. Then, E is also truncation-closed.
Moreover, E is algebraically maximal.
Proof. Let L the field generated by H, kA and tΓ D in kA((Γ D, ˜)), and LA be its algebraic clo-
sure (embedded in kA((Γ D, ˜))). To simplify the notation, we will assume that ˜ = 1, and drop
it. Lemma 8.10 implies that LA is truncation-closed. Moreover, E= k((Γ ))∩ LA. Therefore, E
is truncation-closed.
Let F be an immediate algebraic extension of E. E is Henselian (since it is a relatively alge-
braically closed subfield of the Henselian field k((Γ ))), so, by the uniqueness extension property
of Henselian fields, there exists a unique embedding of F in LA analytic over E. We have to prove
that F = E. It is enough to show that F ⊆ k((Γ )). Suppose not. Let x ∈ F \ k((Γ )) of minimal
length. We can choose F such that (x) is minimal.
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(E(y), y) would satisfy the same condition as (F, x), contradicting the minimality of (x)).
Suppose that every y  x is in E. In this case, we must have that (x) is a successor ordi-
nal (otherwise, x ∈ k((Γ ))). Hence, x = y + aγ tγ , for a unique y  x such that supp(y) < γ .
However, E(x) is an immediate extension of E, thus γ ∈ Γ and aγ ∈ k, whence x ∈ k((Γ )),
a contradiction.
Therefore, there exists y  x such that E(y) is not an immediate algebraic extension of E.
Choose y to be of minimal length. However, LA is a truncation-closed subfield of kA((Γ D)),
and x ∈ LA, so y ∈ LA, hence y is algebraic over E. We conclude that E(y) is not an immediate
extension of E, thus y /∈ k((Γ )). Again, the length of y must be a successor ordinal (otherwise,
y ∈ k((Γ )), because all z  y are in k((Γ )) by minimality of (y)). Hence, y = z + aγ tγ , for
a unique z  y such that supp(z) < γ . γ ∈ Γ D, aγ ∈ kA and, by minimality, z ∈ E. However,
v(x − z) = v(x − y) = γ , thus γ ∈ Γ . Moreover, ( x−z
tγ
) = aγ , thus aγ ∈ k. Therefore, E(y) is an
immediate extension of E, and we have a contradiction. 
For a (relatively) long time I tried to prove Proposition 8.11 directly, and failed, until I saw
that I could enlarge the original field H to L, prove the lemma for it, and then restrict back to H.
This kind of “enlargement” trick is quite useful, and I use it also in other places.
F. Delon gives an example of a maximal valued field M and a subfield E such that E is
relatively algebraically closed in M, and M/E is immediate, and yet E is not algebraically
maximal [9, Example 1.12, p. 14]. Hence, the somewhat lengthy proof of the second part of
Proposition 8.11 is really needed, and we face a phenomenon peculiar to truncation-closed sub-
fields, which I think deserves further investigation.
Moreover, I think that a direct proof of Proposition 8.11 would give a better insight of the
structure of algebraically maximal fields, in the same way as Lemma 8.9 clarifies the structure of
algebraically closed fields.
Theorem 8.12. Let F be an algebraically closed valued field of characteristic p > 0, k be its
residue field and Γ be its value group. Then, for every embedding of k in F and p-good section
s :Γ → F, there is an analytic truncation-closed embedding of F in k((Γ, )) over k and
commuting with s, where := ds.
Note that there is always at least one embedding of k and one p-good section s.
Proof. Proceed as in the proof of Theorem 5.1, using Lemma 8.10 instead of Theorem 4.15. 
An additional problem in finite characteristic is that a valued field F (even a Henselian one)
may have many non-isomorphic maximal algebraic immediate extensions. However, if F satisfies
Kaplansky’s Hypothesis A, then it has only one such extension. Therefore, using Proposition 8.11
and [15, Theorem 5], the previous theorem can be extended to algebraically maximal valued
fields satisfying Kaplansky’s Hypothesis A.
8.2. Subfields of k((Γ )) of bounded length in finite characteristic
Lemma 8.13. If Γ is divisible and k is algebraically closed, then k((Γ, ))ε is algebraically
closed.
In general, k((Γ, ))ε is algebraically maximal.
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If Γ is divisible and k algebraically closed, Propositions 4.20 and 8.3 imply that F is also
perfect and closed under solutions of polynomials Xp − X − c, therefore, by Lemma 8.9, it is
algebraically closed.
For the general case, suppose for contradiction that E is some immediate extension of F,
p(X) ∈ F[X] is monic irreducible, and x ∈ E is some root of p(X). Since L := kA((Γ D, ˜ ))ε is
algebraically closed, all roots of p(X) are in L. Let y ∈ L be one of these roots. F is Henselian,
therefore F(y) is analytically isomorphic to F(x) over F (Lemma 2.4), hence they are both proper
immediate extensions of F.
Let y =∑i<α ai tγi , where α < ε, and aγ tγ be the first monomial not in F: therefore, either
aγ /∈ k, or γ /∈ Γ . Let z be the truncation of y at γ :
y = z + aγ tγ + o
(
tγ
)
.
However, z ∈ F, hence F(y) cannot be an immediate extension of F (because if aγ /∈ k it would
extend the residue field, if γ /∈ Γ the value group). 
Putting together Lemma 8.13 and Proposition 8.11, one can proceed as in the proof of Theo-
rem 6.11 and prove the following analogue of Theorem 6.11 in the finite characteristic case.
Theorem 8.14. Let char k > 0, and F be an algebraically maximal valued field. Assume that F
contains its residue field k and that there is a p-good section s from its value group Γ into F,
with := ds. Assume, moreover, that F satisfies Kaplansky’s Hypothesis A. Let ℵ be an uncount-
able cardinal such that tr deg(F/k(Γ, )) ℵ. Then,
(1) there exists a truncation-closed embedding of F in k((Γ, ))ℵ;
(2) if, moreover, F is ℵ-pseudo-complete, then every such embedding is onto.
Again, the second part of the above theorem is a small generalisation of a classical result by
Ershov [12, Theorem 1′].
9. The mixed characteristic case
We will now treat the case of fields of mixed characteristic. In particular, we will re-prove the
Ax–Kochen isomorphism theorem for formally p-adic fields.
9.1. Decomposition of valuations
Let Γ be an Abelian ordered group, Δ ⊆ Γ be a convex subgroup of Γ , Λ be the quotient
Γ/Δ, and ρ :Γ → Λ be the corresponding projection. Note that the ordering on Γ induces an
ordering < on Λ, and with this ordering Λ is also an ordered group.
Let s :Λ → Γ be a map such that ρs = idΛ, and m = ds :Γ × Γ → Δ be co-boundary
(namely, m(α,β) = sα + sβ − s(α + β)). Define Λ ×m Δ as the set of pairs (λ, δ) with sum
twisted by m:
(λ, δ)+m (λ′, δ′) =
(
λ+ λ′, δ + δ′ +m(λ,λ′)),
and lexicographic order.
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Φm :Λ×m Δ → Γ,
(λ, δ) → sλ+ δ
is an isomorphism of ordered groups.
Proof.
Φm(λ, δ)+Φm(λ′, δ′) = sλ+ sλ′ + δ + δ′ = s(λ+ λ′)+m(λ,λ′)+ δ + δ′
= Φm
(
λ+ λ′,m(λ,λ′)+ δ + δ′)= Φm((λ, δ)+m (λ′, δ′)).
Moreover, Φm preserves the order because s preserves the order. 
In the future, we will be interested in the case where Γ has a minimum positive element 1,
and Δ is the subgroup generated by 1. The concepts and notations of this section are taken
from [17,24].6
Let K be a valued field with value group Γ , and residue field k.
Let v˙ :K → Λ be the composition ρ ◦ v; it is a valuation, the coarsening of v. Its valuation
ring is
O˙ := {x ∈K: v˙x  0} = {x ∈K: vx Δ},
its maximal ideal is
M˙ := {x ∈K: v˙x > 0} = {x ∈K: vx >Δ},
and its residue field is ˚K := O˙/M˙ . Note that
O˙ ⊇O ⊇M ⊇ M˙ .
If x + M˙ ∈ ˚K, define v˚(x + M˙ ) := v(x). It is easy to check that v˚ does not depend on the
choice of x, takes values in Δ and is a valuation with residue field k.
Lemma 9.2. (K, v) is Henselian iff both (K, v˙) and ( ˚K, v˚) are Henselian.
Fix a cross-section π :Δ → ˚K (if such a cross-section exists; for instance, if Δ = Z). Define
˚K((Λ,m)) as the set of formal sums ∑
λ∈Λ
aλt
λ,
6 Except that Kochen defines k((Γ ))ℵ as the set of formal sums whose support have cardinality less or equal to ℵ,
while we impose that the order type (or equivalently, the cardinality) of the support is strictly less than ℵ.
Similarly, Kochen defines that K is ℵ-pseudo-complete iff every pseudo-converging sequence of length ℵ has a
pseudo-limit, while we ask that the length is strictly less than ℵ.
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tαtβ = π(m(α,β))tα+β.
Define the valuations v˙ : ˚K((Λ,m)) → Λ and v : ˚K((Λ,m)) → Γ by
v˙
(∑
λ∈Λ
aλt
λ
)
= λ0,
v
(∑
λ∈Λ
aλt
λ
)
= s(λ0)+ v˚(aλ0),
where λ0 is the minimum of the support.
Lemma 9.3. There is a cross-section r : Γ → ˚K((Λ,m)).
Proof. As we said before, Γ is isomorphic to Λ ×m Δ via Φm. We can suppose that Φm is the
identity. Given (λ, δ) ∈ Λ×m Δ, define
r(λ, δ) := π(δ)tλ.
Thus,
r(λ, δ)r(λ′, δ′) = tλtλ′π(δ)π(δ′) = tλ+λ′π(m(λ,λ′))π(δ)π(δ′) = tλ+λ′π(δ + δ′ +m(λ,λ′)).
Moreover,
r
(
(λ, δ)+m (λ′, δ′)
)= r(λ+ λ′, δ + δ′ +m(λ,λ′))= tλ+λ′π(δ + δ′ +m(λ,λ′)). 
Remark 9.4. The map Λ → ˚K((Λ,m)) sending λ to tλ is a section with factor set π ◦m.
Let s′ :Λ → Γ be another section, m′ be its co-boundary, and f := s − s′. Since ρf = 0, the
image of f is contained in the kernel of ρ, which is Δ.
Remark 9.5.
f α + fβ − f (α + β) = m(α,β)−m′(α,β).
Proof. The differential operator d is linear, hence df = ds − ds′ = m−m′. 
Lemma 9.6. The map Ψ : ˚K((Λ,m)) → ˚K((Λ,m′)) that fixes ˚K and sends tλ into π(f λ)t ′λ is
an isomorphism of valued fields (with respect to the valuation v, where t ′ is the canonical section
of ˚K((Λ,m′))), and preserves the tree structure.
Proof.
v
(
Ψ
(
tλ
))= v(π(f λ)t ′λ)= f (λ)+ s′λ = sλ = v(tλ),
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therefore Ψ preserves the valuation.
It remains to prove that Ψ (tαtβ) = Ψ (tα)Ψ (tβ).
Ψ
(
tαtβ
)= Ψ (tα+βπm(α,β))= t ′α+βπ(m(α,β)+ f (α + β)),
Ψ
(
tα
)
Ψ
(
tβ
)= t ′αt ′βπ(f α)π(fβ) = t ′α+βπ(m′(α,β)+ f α + fβ).
Remark 9.5 implies the conclusion. 
We have proved that ˚K((Λ,m)) does not depend on the particular choice of the section s;
equivalently, it does not depend on the particular co-cycle m, but only on its equivalence class in
Ext1(Λ,Δ).
For the rest of this section, assume that there is an embedding of ˚K in K, and a cross-section
r :Γ →K such that rΔ = π .
Lemma 9.7. The map t : Λ →K, t := r ◦ s, is a section with factor set π ◦m.
Proof. r is a group homomorphism coinciding with π on Δ, hence
dt = d(r ◦ s) = r ◦ (ds) = π ◦m. 
See Diagram 1.
If (K, v˙) is Henselian and char ˚K = 0, Theorem 5.1 implies that K admits a truncation-
closed embedding φ in ˚K((Λ,m)), which is analytic (with respect to the valuation v˙) and
over ˚K and preserves the cross-section r . If, moreover, ℵ is an uncountable cardinal such that
tr deg(K/ ˚K(Λ,m)) ℵ, then we can suppose that the image of φ is contained in ˚K((Λ,m))ℵ.
Lemma 9.8. In the above situation, φ is analytic also with respect to v. Namely, v(φx) = vx for
every x ∈K.
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Proof. Let x ∈K, λ := v˙x, y := x
tλ
. It suffices to prove that vy = v(φy).
v˙y = 0, hence there exists a (unique) z ∈ ˚K such that v˙(y − z) > 0, and therefore v˙(φy −
φz) > 0. Thus, vy = vz, and v(φy) = v(φz). However, φz = z by hypothesis. 
In conclusion, we have a truncation-closed embedding of K into ˚K((Λ,m)), which is analytic
with respect to the valuation v.
9.1.1. Aside
Suppose that we are given, instead of a cross-section r :Γ → K, a section t :Λ → K such
that t (0) = 1. For every (λ, δ) ∈ Λ ×m Δ = Γ , define r(sλ + δ) := t (λ)π(δ). Again, we have
t = r ◦ s and rΔ = π . See Diagram 2.
Lemma 9.9.
dr = dt ◦ ρ
π ◦ ds ◦ ρ .
Proof. Given γ, γ ′ ∈ Γ , define λ := ργ , δ := γ − sλ, and similarly λ′ and δ′,
r(sλ+ δ)r(sλ′ + δ′)
r(sλ+ δ + sλ′ + δ′) =
r(sλ+ δ)r(sλ′ + δ′)
r(s(λ+ λ′)+ ds(λ,λ′)+ δ + δ′)
= t (λ)π(δ)t (λ
′)π(δ′)
t (λ+ λ′)π(δ + δ′ + ds(λ,λ′)) =
dt (λ,λ′)
πds(λ,λ′)
. 
In particular, if r is a group homomorphism, then dr = 1, hence dt ◦ ρ = π ◦ ds ◦ ρ. Since ρ
is surjective, this is true iff dt = π ◦ ds, and we recover Lemma 9.7.
However, if r is not a group homomorphism, then dt 	= π ◦ m, hence we cannot apply Theo-
rem 5.1.
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The results of this subsection are classical theorems by Ax and Kochen [17, Theorems 1
and 5].
Let K be a valued field, with value group Γ and residue field k. Assume that:
(1) charK= 0, char k = p > 0;
(2) K is Henselian;
(3) Γ has a minimum positive element 1 and v(p) = 1;
(4) there is a cross-section r :Γ →K such that r(1) = p.
Let Δ  Z be the subgroup of Γ generated by 1. It is a convex subgroup, hence Λ := Γ/Δ is
an ordered Abelian group. The core field ˚K has characteristic 0 and value group Δ. Assume,
moreover, that ˚K embeds into K. Let π :Δ → ˚K be the map sending n into pn, and s :Γ → Λ
any section.
By the results of Section 9.1, K has a truncation-closed embedding in ˚K((Λ,m)). If, more-
over, ℵ is an uncountable cardinal such that tr deg(K/ ˚K(Λ,m))  ℵ, we can suppose that the
image of such an embedding is contained in ˚K((Λ,m))ℵ. Hence, if K is also ℵ-pseudo-complete,
then K is isomorphic to ˚K((Λ,m))ℵ.
If K is ℵ1-pseudo-complete, then ˚K is also ℵ1-pseudo-complete. However, the value group
of ˚K is isomorphic to the integers, hence in this case ℵ1-pseudo-complete is the same as com-
plete. Moreover, there is only one (up to analytic isomorphisms) complete valued field of mixed
characteristic with residue field k and value group Z and satisfying (3) the field of Witt vectors
(see [14]). We have seen that ˚K((Λ,m)) does not depend on m, thus in this case ˚K((Λ,m)) is
uniquely determined by k and Γ .
Assume that K is a non-principal ultra-product of a countable family of valued Henselian
fields with ramification index 1 (see Definition 2.7). Then, there is a cross-section r satisfying as-
sumption (4) (see [17, Proposition 5(b)]). Besides, (K, v) is ℵ1-pseudo-complete, and contains ˚K.
Suppose that each of the fields in the family has cardinality  2ℵ0 , and that the Continuum hy-
pothesis holds (namely, 2ℵ0 = ℵ1). In this case, the cardinality of K is ℵ1, thus K is isomorphic
to ˚K((Λ,m))ℵ1 .
All the results in this section could have been done for finitely ramified fields (of mixed
characteristic) containing a suitable root of p, instead than fields with ramification index 1.
10. Examples
Here we will collect some counterexamples. We will not aim for maximal generality, only for
a sufficiently representative set of easy cases.
We will also give some generalisation of Boughattas’ counterexamples, but only from the
point of view of the (lack of) existence of truncation-closed embeddings, not of integer parts.
Definition 10.1. An ordered group Γ has rank 1 iff for every α,β ∈ Γ there exists n ∈ N such
that |α
n
| < β < n|α|. Equivalently, iff it can be embedded as an ordered subgroup in R.
Definition 10.2 (Complete). Let F be a valued field with value group Γ . A sequence (xi)i∈I in F
is Cauchy iff for every γ ∈ Γ there exists n ∈ I such that for every i, j > n v(xi − xj ) > γ . F is
complete iff every Cauchy sequence in F has a limit.
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the value groups is an isomorphism, namely v(F) = v(K).
10.1. Purely inseparable extension
Let Γ be a non-trivial ordered Abelian group, h a field of characteristic p > 0, and u0, u1,
. . . , ui, . . . , i ∈N, algebraically independent elements over h. We will produce a valued field of
characteristic p and value group Γ which is Henselian, but admits an immediate purely insepa-
rable extension.
Define
f := h(up0 , up1 , . . .),
F := f((Γ )),
K := F(u0, u1, . . .) ⊆ FA,
where FA is the algebraic closure of F. Let (γi)i∈N be a strictly increasing sequence of elements
of Γ , and
x :=
∑
i∈N
uit
γi .
We have the following facts:
• The characteristic of K is p, its residue field is k := h(u0, u1, . . .) and its value group is Γ .
• K is an unramified extension of the maximal field F, hence it is Henselian.
• xp ∈K, but x /∈K. Moreover, K(x) is an immediate algebraic purely inseparable extension
of K. Hence, K is not algebraically maximal.
• K is Henselian, because it is an algebraic extension of the Henselian field F.
If Γ has rank 1, K is not complete, because we can take γi → ∞ as i → ∞, and in that case x
is in the completion of K.
If Γ 	= Z, it is possible to find a sequence (γi)i∈N as above and a μ ∈ Γ such that for every
i ∈N γi < μ. Let x′ := x + tμ. Then, for every y ∈K
v(x − y) = v(x′ − y).
However, there is no isomorphism between K(x) and K(x′) fixing K and sending x into x′.
Moreover, x is not even in K̂, the completion of K. Since K is Henselian, its completion K̂ is
also Henselian.
Hence, K̂ is a field of characteristic p and value group Γ that is Henselian, complete but not
inseparably maximal (namely, it has a proper immediate purely inseparable algebraic extension).
Delon observed that if H is a separably maximal valued field (namely, it has no proper
immediate separable algebraic extension), then its completion is algebraically maximal [19,
Corollary 6.8].
K has a natural truncation-closed embedding ι into k((Γ )). Let L := K(x′). There is no
truncation-closed embedding of L into k((Γ )) extending ι. In fact, if ι′ were such an embedding,
then x ≺ ι′x′, but x is not in the image of ι′, a contradiction. Cf. also Remark 5.4.
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braic extensions are well known: see, for instance, [27, Example 2, p. 246].
10.2. Boughattas’ counterexample
Definition 10.4 (n-Real closed fields). An ordered field k is n-real closed if every polynomial
p(X) ∈ k[X] of degree  n admits a zero in k as soon as it has a zero in the real closure of k.
In an analogous way, one can define n-algebraically closed fields.
S. Boughattas [7] gave an example of a n-real closed field which does not admit an integer
part, and, a fortiori, a truncation-closed embedding in a power series field.
We will give an easy generalisation of his counterexample to n-algebraically closed fields,
also in characteristic p; we will treat the ordered field case and the unordered one at the same
time, because the constructions are very similar.
We will show that the fields we are going to produce are not Henselian, so they do not contra-
dict our theorem (in fact, they are as far from being Henselian as possible, given the constraints
of being n-real closed).
In [18], F.-V. Kuhlmann gives more examples of valued fields with no weak complements
to the valuation ring (see his article for the definition). In particular, these fields do not admit a
truncation-closed embedding in a power series field (and they are not Henselian either).
Let f be either Q or the field of p elements GF(p), for some prime p.
Given a field F, let F˜ be either:
• the real closure of F, if F is an ordered field, or
• the algebraic closure of F, otherwise.
Let F[n] be the n-closure of F, namely either the n-real closure or the n-algebraic closure.
Let Γ be a divisible ordered Abelian group, L := f˜((Γ )) and K be a (real or algebraically)
closed subfield of L. Let Λ ⊂ Γ be the convex hull in Γ of v(K). For every c ∈K choose γc ∈ Γ
such that γc > Λ and if c 	= d , then γc and γd are Q-linearly independent over Λ (we suppose
that Γ has been chosen large enough to allow this). Define c′ := c + tγc .
Let
F := f(c′: c ∈ F),
the valued subfield of L generated by the c′. Finally, given n > 0 ∈ N, let F[n] ⊂ L be the n-
closure of F.
Remark 10.5. The c′ are algebraically independent over K.
Lemma 10.6. F[n]
(1) has residue field f˜;
(2) is not Henselian;
(3) does not admit a truncation-closed embedding in f˜((Γ, )) for any .
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infinitesimally near to c′ ∈ F.
(2) Let a = b′ ∈ F for some b ∈ f˜. Fix a prime q larger than both the characteristic of f and n.
Let p(X) := Xq − a ∈ F[X], and p(X) := Xq − b ∈ f˜[X] be its residue. p(X) has a simple root
in f˜, however p(X) has no root in F[n], hence the latter is not a Henselian field.
(3) Every truncation-closed subfield of f˜((Γ, )) with residue field f˜ contains f˜. How-
ever, 21/q is not in F[n], therefore the latter does not admit a truncation-closed embedding in
f˜((Γ, )). 
We can see that an immediate obstacle to the existence of a truncation-closed embedding of
F[n] in f˜((Γ, )) is that F[n] does not contain its residue field f˜.
Question 10.7. Can we find a valued field F which contains its residue field, is n-closed, but does
not admit a truncation-closed embedding in f((Γ, ))?
Take a field K as before containing t . Let E := f˜(F), with F as before. Its residue field is f˜; let
Ψ be its value group.
Claim 10.8. There is no good section s :Ψ → E[n].
Consequently, E[n] does not admit a truncation-closed embedding in f((Ψ, )).
In fact, if s were such a section, fix q > 0 ∈ N. Let x := s(1) and y := s( 1
q
). Therefore,
x = cyq = (c1/qy)q for some c ∈ f˜. Thus, x1/q ∈ E[n] for every q ∈ N. This implies that x ∈ f˜,
contradicting the fact that v(x) = 1.
Question 10.9. Can we find a valued field F which contains its residue field, has a good section,
is n-closed, but still does not admit a truncation-closed embedding in f((Γ, ))?
Let K as above, and
H := f˜(tQ)(c′: c ∈K \ (tQ ∪ f˜ )).
Claim 10.10. There is no truncation-closed embedding of H[n] in f((Γ )) extending the canonical
embedding of f˜(tQ).
Fix q > 0 ∈N and let
d := ((t + 1) 1q )′ ∈H,
a := (1 + t) 1q ∈ L.
Then, d = a + o(tQ). Therefore, a  d , so a ∈ H[n]. Hence, (1 + t) 1q ∈ H[n] for every q ∈ N,
a contradiction.
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