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Abstract
Fractional snow cover (FSC) and snow depth (SD) are two important parameters
used to calculate snow water equivalent and surface albedo, which are important
physical quantities for applications in climatology, hydrology and meteorology. FSC
is traditionally monitored using satellite data, but it is challenging for optical sensors
to retrieve signals from the ground when forest canopy is present. Similar challenge
exists for retrieving microwave signals from terrain with high slope rates. In addition
to retrieval challenges, validation of FSC products are done using proxy parameters
since in-situ FSC observations are very limited. This is because there are no devices
or systems usable for continuous measurement of FSC and manual observation takes
a lot effort and depends on subjective judgement. SD is traditionally observed by
manual readings of snow sticks. Manual observations requires effort and presence of
manpower, especially in remote areas. Also, temporal resolution of such observations
are generally one day. In the last decades, manual observations are replaced with
automated observations by ultrasonic and optical sensors in some countries, but the
manual observation is still the primary method in many countries.
Using webcam photography for environmental monitoring is an emerging method.
During the latest years, numerous environmental camera networks are established in
different parts of the globe. These networks offer high resolution digital imagery in
high temporal resolution. More digital imagery is also available from cameras and
camera networks established for other purposes, such as monitoring ski tracks, traffic,
harbours, urban areas etc. It is previously studied that environmental parameters
are observed from digital images using image processing methods. A novel system
is previously introduced by Tanis et al. for automated monitoring of different
parameters from multiple camera networks. This system allows acquisition of images
from different sources by defining camera networks on a toolbox, so that it can
process and visualise the images on a processing chain customised by input from
the user via graphical user interface. The toolbox is called Finnish Meteorological
Institute Image Processing Toolbox (FMIPROT). It can work also on cloud, to
create automated and continuous processing of digital imagery.
In this thesis, FSC and SD are estimated for multiple locations in Finland
by processing images from MONIMET camera network for 2018 - 2019 season.
Images are classified as snow covered or snow free in pixel level using an adaptive
thresholding algorithm which determines a threshold value for the digital numbers
(DN) of pixels in blue channel using histograms of the images. FSC is estimated by
4using snow presence in the pixels from the classification and spatial resolution of the
pixels calculated from georectification of the images. Images are georectified using
perspective projection. SD is estimated using an algorithm to find the intersection
of snow surface and snow sticks by thresholding and segmentation. Estimations are
assessed using observations from in-situ measurements and observations by visual
inspection. FMIPROT processing system is deployed on cloud and the near real
time (NRT) monitoring is set up for the same parameters in same locations. The
processing is integrated into "FMIPROT & Camera Network Portal" website so that
the visualised NRT results are available for public.
Keywords digital imagery, snow cover, snow depth, webcam, webcam network,
environmental monitoring, image processing, operational monitoring, near
real time monitoring, cloud processing, georectification, orthorectification,
optical remote sensing, remote sensing
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1 Introduction
1.1 Camera technology
In general terms, a camera is a device that captures an image of a view. History of
the camera starts with camera obscura (dark room) which is experimented before the
tenth century. Also referred as pinhole image, camera obscura is the phenomenon of
the light reflected from objects passing through a small hole and then projected as
the image of the object onto a screen on the other side. With the development of
lenses, that phenomenon is used in a dark room or a box with a lens as an aid to
drawing and painting after 16th century, and only during 19th century the images are
started to be captured onto light sensitive material. After the invention of electronic
sensors, digital cameras are developed. The same phenomenon is still used in digital
cameras, only that the light is projected onto a sensor which the light intensity on
the different parts of the sensor is read electronically and stored digitally, as shown
in Figure 1.
Figure 1: Formation of an image in a digital camera
The term camera is used for optical cameras, which stores detects and stores an
image in the optical range of the electromagnetic spectrum. There are also cameras
developed to capture images in other parts of the spectrum. Multispectral cameras
capture images in multiple wavelengths, generally from 4 to 40 bands, starting
from the optical range ( 0.6 µ m) to long wave infrared ( 14 µ m). Multispectral
cameras are widely used in remote sensing for many decades, including sensing of
snow cover, especially space-born [1, 2, 3]. Hyperspectral cameras captures in the
similar spectral range in many more bands, for example 192 or 256, meaning more
information about the scene is recorded, but in a lower resolution. Also, it is more
costly and complicated to process hyperspectral data, as the number of bands are
increasing. Hyperspectral cameras are also used in remote sensing, including snow
cover[4, 5]. An optical camera can be considered as a multispectral camera with 3
bands, but there is a clear difference in the spectral response. Multispectral cameras
are designed with narrow bandwidths but an optical camera has wider bandwidths
in around red, green and blue colour light wavelengths, even overlapping with each
other. Also, the sensitivity in infrared range is nonzero. Most cameras filter the
light in the infrared range by a physical or programmable filter. This difference is
illustrated in Figure 2 showing Sentinel 2 Multi Spectral Imager bands 1,2,3 and
Stardot NetCam SC bands[6, 7].
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Figure 2: Spectral response of Multi Spectral Imager onbboard Sentinel 2 satellite
(top): bands 1 (blue), 2 (orange), 3 (grey), 4 (yellow), 5 (blue), 6 (green) and Stardot
NetCam SC camera (bottom): bands red (red), green (green) and blue (blue)[6, 7].
The image projected onto the camera sensor is read as light intensity for each
pixel, which are the equally sized parts of the sensor. The intensity is read digitally,
in 8 bits (digital number 0—255) for most cameras. The image is than stored in a file
format with compression, because the raw image has a large data size. For example,
Startdot NetCam SC has a sensor with 2592 pixels in width and 1944 pixels in height.
Each pixel having 8 bits of data in three channels, then the raw image would be
about 15 megabytes. Instead, the camera stores the images in Joint Photographic
Experts Group (JPEG) format, which reduces the file size to 0.3—1.2 megabytes,
depending on the image. JPEG is common in most non-professional cameras and in
image software.
1.2 Webcam networks
Using webcam photography for environmental monitoring is an emerging method[8,
9, 10, 11, 12, 13, 14, 15]. During the latest years, numerous environmental camera
networks are established in different parts of the globe. These networks offer high
resolution digital imagery in high temporal resolution. Most of the image data is free,
either directly available or with a registration policy. More digital imagery is also
available from cameras and camera networks established for other purposes, such as
monitoring ski tracks, traffic, harbours, urban areas etc[8, 16]. Most of the image
data from such networks is available as live streams on web, but either they are not
stored or stored in rolling archives where data is only available for a limited time.
Depending on the application, the image data may also be stored for long term but
it may be required to request the data from the owner. Even so, it is possible to
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store images from live streams by simple cloud processing scripts. It is estimated
that tens of thousand of outdoor webcams are available on web, offering free data in
one way or another.
MONIMET Camera Network is a part of MONIMET project, established to
monitor phenological activity of vegetation and snow cover in the boreal ecosystems
in Finland[17, 18]. Multiple studies have done using the data during the project and
after [9, 19, 20]. The network is consisting of 28 cameras producing 33 image time
series in 14 sites[17]. The European Phenology Camera Network (EUROPhen) is one
of the camera networks established in Europe which collects together digital cameras
observing 50 flux sites across Europe[10, 21]. The network is open for more sites and
cameras for those who want to contribute. It also offers guidance to set up phenology
cameras for new contributors. Image data from the network is used in studies to
monitor plant development in different ecosystem and land use types. PhenoCam
network is a US based phenological camera network which also has cameras outside
US in the collection[11, 22]. The network includes over 600 cameras in over 500 sites.
Image data is free and available via PhenoCam web page with a registration. The
website also offers already processed ROI time series of colour indices. The data is
used in multiple studies for monitoring vegetation phenology[11, 23]. In Asia, another
camera network for phenological monitoring, Phenological Eyes Network (PEN) is
located[24, 25, 26]. The network has cameras in 37 sites, which are in different
countries but mostly in Japan. Numerous studies are conducted using image data
from PEN [13, 27, 28]. Australian Phenocam Network has cameras providing images
from volunteering research sites in Australia[29, 30, 31]. 10 sites from the Terrestial
Ecosystem Research Network (TERN) SuperSite Network is providing images for
the camera network. Those sites are Long Term Ecological Research (LTER) sites
which are providing different means of observations and measurements for ecological
studies. The image data is free of charge under an open license. There are also
cameras installed and used by the institutions which are not officialy declared as
camera networks exists. For example, University of Eastern Finland has two cameras
in Maaninka, observing a mineral agricultural field[32]. In Figure 3, locations of
the cameras in three environmental camera networks and cameras of University of
Eastern Finland are shown.
Potential applications of digital imagery from outdoor webcams are studied by
Jacobs et al.[16] The study showed that the outdoor webcams provide images that
have different types of land cover, ecosystem, urban areas, infrastructure, terrain
types. Thousands of cameras, mostly located in US, Europe and parts of Asia can
potentially provide observation of environmental parameters in large scale. Such
parameters include snow cover, weather, cloud cover, vegetation and even wind speed.
Also, since there is no installation and maintenance cost for using data from the
cameras, they offer a lower cost alternative data source. Using the available cameras
images would only cost as much as the processing system and the software. In Figure
4, locations of over 16000 webcams providing live images in 2003, at the time of the
study [16] is shown.
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Figure 3: Map of the cameras of University of Eastern Finland (green) and in
MONIMET Camera Network (red), The PhenoCam Network (blue) and European
Phenology Camera Network (purple) (Background: NASA Blue Marble provided by
DLR).
Figure 4: Locations of over 16000 webcams providing live images in 2003, at the
time of the study [16].
1.3 Processing of webcam imagery
Vast amount of software packages are available for processing digital images. Using
the open source community, researchers have developed numerous software packages
and tools aimed for processing the images for environmental monitoring[33, 34,
35, 36]. For studies researchers have also developed their own programs[15, 37].
Different environmental parameters are extracted from images using the software,
e.g. vegetation indices, sea ice extent, snow cover, snow depth. Some of the packages
and tools are designed and disseminated so that other researchers can use them with
their own image datasets.
Phenopix R package is one of the software packages that is developed for extracting
vegetation phenology indices from image time series[33]. The package can compute
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and report the ROI averaged indices and pixel values. The package provides a GUI for
defining ROIs. Data fitering methods and post processing methods are also integrated
into the package, which includes curve fitting, phenophase extraction and uncertainty
analysis. Visualization options are also offered by the package. The software is
developed in R programming language. PhenoCam GUI is a MATLAB based program
which offers a GUI to define ROI and select data filtering and processing options
to extract colour chromatic indices[36]. Another tool, PRACTICE, is developed
to classify snow presence, which includes georectification of the images to estimate
fractional snow cover[34]. The tool also has an optimization ruotine to estimate
georectification parameters starting from the initial input, according to the ground
control points (GCP). The python package, python-vegindex provides command line
scripts for extracting vegetation indices from PhenoCam imagery[35]. The software
is used in PhenoCam project to deliver standard data products which are visualised
on the project web page.
Existing software packages and tools provide great features for processing time
series of digital imagery. On the other hand, most software can handle image datasets
which are already acquired by the user, or which have certain metadata format,
or aimed for extracting only certain types of information. Some of them can be
used to create near real time products but only for a specific application. Images
from existing cameras and camera networks are distributed from different sources by
different protocols. They have different filename formats and directory structures. To
exploit the potential of existing and future camera networks to monitor environment
in an operational manner with robust applications, it is crucial to develop user
friendly toolboxes, establish platforms and create systems, for not only processing
image datasets but also the acquisition of images from different camera networks
using different protocols, processing images with a user friendly toolbox and creating
operational services[8]. FMIPROT is a system and a toolbox to be used as a basis for
this purpose. New features are implemented to the toolbox and processing algorithms
are modified and improved in this thesis. FMIPROT acquires images from multiple
camera networks, processes them and visualise the results. It can be deployed and
run on the cloud using the files which it creates to store analysis configuration in, to
create and maintain operational monitoring services. New processing algorithms can
be added to the toolbox using the plugin system or by modifying the source code.
Details of the toolbox is described in this study.
1.4 Snow cover
Snow cover has local, regional and global effects on atmospheric cycle, which are
important for the Earth’s climate system[38]. The surface energy balance strong
depend on it because of the high albedo and low thermal conductivity of snow. It
also effects the temperature, freezing and thawing of the soil and permafrost stability.
Snow cover is also important in hydrology because it stores water, which is a high
importance natural resource[38]. During the winter it affects the streamflow. When it
melts, the rivers and reservoirs are fed by the water. Thus, it is important to monitor
the snow cover. Two important parameters for snow cover monitoring are snow depth
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(SD) and fractional snow cover (FSC). SD is used for the calculation of the snow
water equivalent (SWE) variable, which indicated the water stored in snow. SWE
can be defined as the vertical depth of the water if the snow is melted completely[38].
The unit of SWE is either millimetres or kilograms per square meters. It is calculated
by the product of the snow depth and the density of the snow[39]. Since the density
can change with the depth, the vertically integrated density of the snow is used.
FSC also provides valuable information about the melting process and the energy
balance[40]. The parameter is used in hydrology and climate models[40, 41].
There are different methods for the measurement of snow depth[38]. Manual,
in-situ measurements of snow depth are commonly done either by snow sticks in a
fixed location permanently or by graduated rods or rules for non-fixed measurements.
The snow depth values are measured by an observer from the sticks, rods or rulers.
This method is reliable, but it requires manpower[42]. Automatic measurements
are done by instruments using ultrasonic or optical technology[38]. Those devices
measure the distance from the sensor to the snow surface. The snow depth is
calculated by subtracting the distance from the snow free ground distance to the
sensor from the measured distance. Snow depth is also estimated by remote sensing
methods. Microwave brightness temperature measurement from space-born passive
radiometers are used in estimating SD but those sensors have coarse resolution
readings and the accuracy of the methods depends on assumptions about the snowpack
properties[43, 44, 45, 46, 47]. In latest years, estimation of snow depth using optical
sensors on unmanned aerial systems (UAS)[48, 49] and webcams [42, 50, 51] is
studied.
Snow presence on the ground is commonly observed qualitatively, for example
stating if the snow exists, doesn’t exists or exists on more or less than 50% of the
surface[38, 52]. But the snow presence on the ground is not reported in-situ on a
fractional level of percentages continuously. Finnish Environment Institute (SYKE)
has about 150 snow courses that was being visited monthly and the FSC was reported
by human observers[52] but they are not operational any more. Also, there is no
automatic devices to report FSC. Instead, FSC is estimated for many decades
using space-born instruments, including multispectral imagers and passive microwave
radiometers[52, 53, 54]. Satellite derived products offer long time series of data, but
they suffer from multiple challenges. Optical sensors cannot retrieve signals from
the ground of dense forests, the illumination and frequency of sky-free cases in high
latitudes in winter is low[52]. For microwave signals, complex terrain causes high
uncertainty and the resolution of such sensors are quite low[54]. During the last
decade, FSC is also estimated using optical sensors on UAS [55] and fixed cameras
in various studies[9, 34, 37, 50].
1.5 Research objectives
In this study, near real time monitoring of two important parameters of snow
cover, fractional snow cover and snow depth, by processing digital imagery from an
environmental camera network, using specific algorithms are assessed. The study is
contacted in Finland for multiple locations, using webcam images from MONIMET
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camera network, taken in 2018 - 2019 season. Following research questions are
discussed:
• How successful are the applied algorithms for producing snow cover information
in Finland?
• Can webcams be used as a reliable data source for snow cover monitoring?
• Can the applied methods be used for operational, near real time monitoring of
snow cover?
• Can the operational services be created using affordable cloud computing
services?
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2 Data
2.1 Webcam imagery
MONIMET Camera network image data is used for the study. 8 cameras from
following sites, from south to north, are used: Tvärminne, Tammela, Hyytiälä,
Värriö, Sodankylä Forest, Sodankylä Peatland, Lompolojankka and Kaamanen. The
sites are chosen primarily according to the usability of the image field of views for
snow monitoring, and the spatial coverage of Finland. All sites belong to the subarctic
climate zone (Dfc) according to Köppen’s climate classification[17]. Locations of the
sites are seen in Figure 5 and Table 1.
Temporal coverage of the images is different for almost every camera used. Images
taken between the dates 01.08.2018 to 30.06.2019 and times of day between 11:15
and 13:45, which corresponds to 5 to 6 images per day, are used for the study. For
the operational monitoring, near real time images, taken in last one week are used.
Temporal properties of the cameras are seen in Table 1.
Table 1: Cameras used in the study with their locations, temporal properties and
parameters estimated from
Site /
Camera
Location Studied
temporal
range
Image
times
of day
Number
of im-
ages
Parameters
estimated
Tvärminne
Landscape
59.844555◦N,
23.249109◦E
N/A N/A N/A N/A
Tammela
Ground
60.645983◦N,
23.806501◦E
01.08.2018
30.06.2019
11:15
13:45
969 FSC, SD
Hyytiälä
Ground
61.847400◦N,
24.295289◦E
01.08.2018
30.06.2019
11:15
13:45
1625 FSC, SD
Värriö
Ground
67.754920◦N,
29.60989◦E
01.08.2018
30.06.2019
11:15
13:45
1647 FSC
Sodankylä
Forest
Ground
67.361800◦N,
26.638167◦E
01.08.2018
30.06.2019
11:15
13:45
1655 FSC, SD
Sodankylä
Peatland
Ground
67.368517◦N,
26.654483◦E
01.08.2018
30.06.2019
11:15
13:45
1661 FSC, SD
Lompolo-
jankka
Ground
67.997393◦N,
24.209355◦E
01.08.2018
30.06.2019
11:15
13:45
1582 FSC
Kaamanen
Ground
69.140583◦N,
27.269817◦E
01.08.2018
30.06.2019
11:15
13:45
1570 FSC
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Figure 5: Map of the sites in MONIMET Camera Network, their dominant ecosystem
and vegetation zones [17]. The cameras which are used in the study, from south to
north, are: (13) Tvärminne, (12) Tammela, (1) Hyytiälä, (14) Värriö, (9) Sodankylä
Forest, (10) Sodankylä Peatland, (5) Lompolojankka, (2) Kaamanen.
Tvärminne
Tvärminne site is located at the Tvärminne Zoological Station, which is a part of
the Finnish Long-Term Socio Ecological Research network (FinLTSER)[17, 56]. The
site has only one camera which has a view over the landscape towards north-west
from the main building’s roof. The landscape is more complex compared to the
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other camera views in the study. It is at the shoreline of the archipelago, where
forests, bedrocks, water surface, buildings and small flat areas at different elevation
levels are visible. The camera model is Stardot NetCam SC and the image resolution
is 5 megapixels. Temporal resolution of the images is 30 minutes. The camera is
connected to the internet via cable network and uploads the images using FTP.
The view is not suitable to monitor snow cover using the methods in the study,
but the complex terrain is the most suitable one for testing and visualizing the
georectification process. In the study, visual examples are presented using the view
of this camera.
Tammela
Tammela site is a part of ICP Forests level II sites[17]. Vegetation zone is southern
boreal, and the dominant vegetation species is spruce (Picae abies). 3 cameras are
installed in the site by LUKE but the camera with the crown view failed in May
2014. Multiple snow sticks are available in the ground camera view. The ground
camera is used to study FSC and SD. The camera model is Stardot NetCam SC
and the image resolution is 5 megapixels. Temporal resolution of the images is 30
minutes. Cameras are connected to the internet via cellular modem and uploads the
images using FTP. FMI has a weather station in the site, named “Somero Salkoa.”
Hyytiälä
Hyytiälä site is situated at the UHEL’s Hyytiälä Forestry Field Station, which is a
SMEAR II research site [17, 57, 58]. Vegetation zone is hemiboreal and the dominant
vegetation species is Scots pine (Pinus sylvestris). Forest ground is dominated by
dwarf shrubs and feather mosses. 2 cameras are installed in the site by UHEL.
Multiple snow sticks are available in the ground camera view. The ground camera
is used to study FSC and SD. The camera model is Stardot NetCam SC and the
image resolution is 5 megapixels. Temporal resolution of the images is 30 minutes.
Cameras are connected to the internet and uploads the images using FTP. FMI has
a weather station near the site, named “Hyytiälä Juupajoki.”
Värriö
Värriö site, which is a SMEAR I research station [17, 58, 59], is situated in Salla,
eastern Lapland. Vegetation zone is northern boreal, and the dominant vegetation
species is Scots pine (Pinus sylvestris). Forest ground has a variety of mosses, lichens
and dwarf shrubs. 3 cameras are installed in the site by UHEL. The ground camera
is used to study FSC and SD. The camera model is Stardot NetCam SC and the
image resolution is 5 megapixels. Temporal resolution of the images is 30 minutes.
Cameras are connected to the internet and uploads the images using FTP.
23
Sodankylä Forest
Sodankylä Forest site, which is a Class 1 site within the ICOS flux network, is
situated in Arctic Research Center of FMI, in Sodankylä[17, 60]. Vegetation zone is
northern boreal, and the dominant vegetation species is Scots pine (Pinus sylvestris).
Forest ground has mosses, lichens and ericaceous shrubs. 3 cameras are installed in
the site by FMI. Multiple snow sticks are available in the ground camera view. The
ground camera is used to study FSC and SD. The camera model is Stardot NetCam
SC and the image resolution is 5 megapixels. Temporal resolution of the images is 30
minutes. Cameras are connected to the internet via the cable network and uploads
the images using FTP. FMI has a weather station in the site, named “Sodankylä
Tähtelä.”
Sodankylä Peatland
Sodankylä Peatland site is situated in an open fen, close to Arctic Research Center
of FMI, in Sodankylä[17]. Vegetation zone is northern boreal, and it is dominated
by large, treeless flarks with abundant sedge vegetation. 1 camera is installed in the
site by FMI. Multiple snow sticks are available in the camera view. The camera
is used to study FSC and SD. The camera model is Stardot NetCam SC and the
image resolution is 5 megapixels. Temporal resolution of the images is 30 minutes.
Cameras are connected to the internet via the cable network and uploads the images
using FTP. FMI Arctic Space Centre has a weather station near the site, named
“SUO0003 Station.”
Lompolojankka
Lompolojankka site is an open mesotrohic sedge fen, which the camera field of view
is mostly the drier part, dominated by dense stands of Betula nana[17, 60, 61, 62].
The site is part of ICOS network, where air and soil meteorology parameters are
continuously measured. The site has one camera, which is used to study FSC. The
camera model is Stardot NetCam SC and the image resolution is 5 megapixels.
Temporal resolution of the images is 30 minutes.
Kaamanen
Kaamanen site is an open mesotrophic fen situated in Inari[17]. Vegetation zone is
northern boreal, and the site has a surface pattern consisting of wet flarks and drier
strings. 1 camera is installed in the site by FMI. The camera is used to study FSC.
The camera model is Stardot NetCam SC and the image resolution is 5 megapixels.
Temporal resolution of the images is 30 minutes. Cameras are connected to the
internet and uploads the images using FTP.
2.2 Weather station data
In-situ snow depth observations are used for the validation of the snow depth
estimation. The data is provided by FMI and it is under open data policy. The
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observations are done by automatic weather stations. Provided format for the data
is the common comma separated value. Unfortunately, not all the stations are in
the exact same field as the corresponding camera. Three of the cameras used for SD
estimation has a field of view over the forest ground, whereas the terrain where the
station is more open. For the validation, this situation is considered as it is expected
that the snow depth on the forest ground would be less than the snow depth in the
relatively open fields. In Table 2, coordinates of the cameras and weather stations
used for the SD estimation and the distance between them are reported. In Figure 6,
the locations for Hyytiälä and Sodankylä Forest sites are shown on Google Earth
imagery.
Table 2: Camera locations used in snow depth estimation and corresponding weather
station locations used for validation.
Site name Camera location Weather station
location
Distance
Tammela 60.645983◦N,
23.806501◦E
60.64668◦N,
23.80559◦E
94 m
Hyytiälä 61.847400◦N,
24.295289◦E
61.84591◦N,
24.28696◦E
470 m
Sodankylä
Forest
67.361800◦N,
26.638167◦E
67.36663◦N,
26.62901◦E
665 m
Sodankylä
Peatland
67.368517◦N,
26.654483◦E
67.36707◦N,
26.65117◦E
222 m
Figure 6: Locations of the cameras and weather stations on Google Earth imagery
for Sodankylä Forest and Hyytiälä sites
2.3 Elevation data
Digital elevation model (DEM) data is used for georectification of the webcam imagery.
The data is provided by National Land Survey of Finland. The data is open and free.
The data is downloaded from the NLS pages on Kapsi Internet-käyttäjä [63] [64].
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2 m resolution DEM is derived from laser scanning data. The grid size is 2m
to 2m and the point density is at least 0.5 points/m2. The data is in gridded text
format. This data is not available for whole of Finland and it is used for all the
sites with FSC study, except Kaamanen and Lompolojankka. 10 m resolution DEM
is available for whole of Finland and the accuracy of the data 1.4 m. The data is
in XYZ text format. This data is used for the Kaamanen and Lompolojankka site,
since 2 m resolution data is not available. [63]
Visible comparison of two DEM datasets can be seen in Figure 7. The datasets
are visualised using VTK, rendered from Tvärminne camera perspective.
Figure 7: 2m (left) and 10m (right) resolution DEM rendered from Tvärminne
Camera perspective
2.4 Auxiliary data
Satellite data from Google Earth is also used for the estimation and validation of
camera orientation parameters. In the data, landmarks and their coordinates are
used. Data source is reported by Google Earth for the following sites:
– Tvärminne: Landsat/Copernicus, Maxar Technologies, 2019.
– Sodankylä Peatland: CNES/Airbus, 2019.
– Lompolojankka: Maxar Technologies, 2019.
– Kaamanen: CNES/Airbus, 2019, Maxar Technologies, 2019.
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3 Methods
3.1 Image processing system
FMIPROT is a toolbox for processing images from multiple camera networks, for
vegetation phenology and snow cover monitoring. The toolbox itself is a processing
system which includes acquisition and processing of the images and visualization of
the results. The development of the toolbox has started with the project MONIMET,
to process images from MONIMET camera network, and later it evolved into a
system which supports acquisition from other camera networks.
The software is open source and it can be run on PCs and servers, which allows
the user to create automated processing chains for operational monitoring. Multiple
algorithms are implemented for processing images, but it also supports implementing
more algorithms by user, either by modifying the code or by the integrated plugin
system. The toolbox can be used with minimal computer skills as all features are
available to use on a GUI, on Windows and multiple distributions of Linux. Latest
version of the toolbox has the following features:
– Image acquisition from multiple camera networks
– Storing scenario options as files
– Generating HTML reports for scenario options and analyses results
– Multiple scenarios
– Multiple analyses in each scenario
– Mask/ROI creation by selection with GUI
– Filtering images and pixels according to different means of thresholds
– Downloading and handling images
– Quantitative image archive check
– Expandable algorithms by the plugin system
– Customizable plotting/mapping of results
– Windows and Linux support
– Configuring settings and running analysis from command line interface
– 3D Georectification preview tool to estimate and validate camera parameters
Following processing algorithms are available in the toolbox:
– Colour Fraction Extraction: Calculates fraction indices of the colours (also
known as colour chromatic coordinates) using average values of DNs inside the
ROI and also provides statistics of the DNs.
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– Vegetation Indices: Calculates different vegetation indices using average values
of DNs inside the ROI. The indices include green fraction index, red fraction
index, green-red vegetation index and green excess index.
– Custom Colour Index: Calculates a custom colour index which its mathematical
formula is entered by the user. The formula can include basic operations: sums,
differences, multiplication and division. Parentheses are also used to indicate
operation priority. Colour values are the average values of red, green and blue
channels in ROIs.
– Snow cover fraction: Calculates FSC in the ROI, using the algorithm which is
described in this thesis. It also provides the fraction of coverage without using
the georectification.
– Snow depth: Calculates SD using a pole-like object in the image, which is
selected as the ROI, using the algorithm described in this thesis.
– Time lapse animation: Creates a time-lapse animation by using the webcam
images from a camera.
– Radial lens distortion correction: Corrects distorted camera images which has
barrel type lens distortion using the algorithm described in this thesis and
produces undistorted images.
All the features of the program are accessible by the GUI. It allows the user
to manage the defined camera networks, change program settings, set up and save
analysis options, download images, generate reports, start the processing chain, plot
results, follow the log, manage plugins and use the georectification preview tool. The
usage of the GUI is explained in the user manual in detail and tutorials are also
available in the web page [32].
The software is coded in Python language. It runs in a loop initiated by a Tkin-
ter.Tk class instance, just after the definitions of resources (e.g. storage directories,
program configuration settings) and algorithm functions. Every call after that is
done inside that loop. The loop waits for an input from the GUI to make that calls.
The calls include updating the GUI, creating setups, saving setups, loading setups,
changing configurations, running the processing chain, plotting results etc. After the
calls are done and processes are completed, the loop turns back to the start to wait
for input from the GUI, until the program is terminated. A simplified version of that
workflow is illustrated in Figure 8. The program also can be run in “no-gui” mode,
which the GUI library is not loaded, and the program directly goes into processing
chain and exists when the chain is completed. This mode is intended for running
scheduled analysis, for operational monitoring.
The processing chain is run according to the program settings and analysis options.
Program settings include the choices like the directories for the images and results to
be stored into, whether if the images should be downloaded from the repositories or
not, using proxy for the connections, camera network parameters etc., which are the
general options for using the program. On the other hand, analysis options are unique
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Figure 8: Simplified workflow of the program
for every study or operational monitoring. The concept of “setup/scenario/analysis”
is designed to define and store those options for analyses to be done using images
from multiple cameras and camera networks, in a systematic way. In this concept, a
setup is the collective of all parameters which are kept in the memory of the program
at once. A setup includes multiple scenarios, which a single camera and certain
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parameters to refine which images to be used from that camera are chosen for each
of them. A scenario includes multiple analyses to be done using the images obtained
according to the scenario parameters. A setup can be saved in a file and then can
be loaded back to the program to work with the same options. The structure is
illustrated in Figure 9. The concept allows the user to create scheduled processing
chains for operational monitoring. A setup can be created using GUI in a PC and
then it can be scheduled to be called with the program in the cloud. When the
program is directed to store the results in the same directory with each call using
the exact same setup file, it checks the results that are produced before and runs the
processing chain only for the images that are not processed yet. After the processing,
it merges the results with the results for the older ones. This way, analyses of time
series of images for long time intervals (e.g. one year) can be updated in much shorter
time periods (e.g. hourly).
Figure 9: Setup/scenario/analysis concept structure
The output of the analyses is stored using simple and common file formats. For
each run, the program saves a copy of the setup file and a report file in the results
directory. Using the setup file, all the parameters in the setup can be viewed in GUI.
The report file is in HTML and JS format. It is made of tables which the contents
of the setup are reported and the time series results are visualised in plots and
animations in videos. For each analysis that results in time series data, the program
creates two text-based data files; in tab separated values (TSV) format and comma
separated values (CSV) format. TSV files are visualised in GUI and CSV files are
visualised in the HTML report. For each analysis that results in multi-dimensional
arrays of data (e.g. images, maps) a hierarchical data format (HDF) file is created.
For each analysis that results in a video animation, a video file is created. For each
data file, a metadata file is created which includes information about the data file,
such as the names of the parameters, camera name, analysis name, scenario name,
dataset names etc. For each text-based data file and video animation, HTML files
only showing the visualisation of the results are also created so that those can be
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used without the extra information for the presentation of the results.
3.2 Camera Networks
The concept of camera networks used in the study is the collective of different
camera groups, which consists of one of more cameras that belongs to an institution,
collective, person, company, project or a similar entity. The cameras do not have be
connected to each other physically or virtually, by any technology or device. Very
existence of the cameras is the camera network, if they produce time series images.
Even in the case that produced images are copied into a disk or computer, the camera
can be used in this concept.
Generally, existing camera networks, especially environmental ones, have multiple
cameras connected to a central infrastructure over the internet, where data is stored
and maintained by the responsible entity. For example, MONIMET cameras are
connected to internet by cable or cellular modems and they use FTP to upload images
directly to FMI servers, or to other partners’ servers, to be relayed to FMI servers.
The data is disseminated through authenticated FTP connection and thorough the
repositories in Zenodo website, by HTTP. The infrastructure and the protocols to
store, maintain and disseminate the data may differ in different camera networks.
Supporting different variations of the camera networks is achieved by using “camera
network information file” (CNIF), a configuration file which keep the parameters of
a camera network. The file includes the information needed to acquire the images,
such as communication protocol, host address, filename format etc. for each camera
in the network. The file is created and modified automatically by using FMIPROT
GUI. Doing that, a camera network is defined in the toolbox. The format of the
file is described in FMIPROT user manual, so that it can be created and modified
programmatically, when needed. An entity can create and update such a file for users
to easily use their camera data with FMIPROT. For example, MONIMET CNIF
is hosted in FMIPROT website along with a short tutorial on how to use it. Using
the CNIFs, FMIPROT can be used to multiple camera networks at once. Multiple
camera networks with different configurations connected to FMIPROT is illustrated
in Figure 10.
3.3 Cloud processing
Operational monitoring system is set up using cloud processing. FMIPROT is
installed on a dedicated server provided by FMI. In the server, Debian operation
system is installed along with the libraries required by FMIPROT. The scenarios
used in the study are saved as separate setups so that when there is a problem in
the processing chain, others are not affected, and it is also easier and safer to fix the
problems.
The FMIPROT setups for the operational monitoring are prepared in a PC and
uploaded to the server. Instead of the historical data, “latest one month” of images
are selected in the setups for the operational monitoring. For the time of the day of
the images, a larger window is selected, from 09:15 to 14:45. In addition, brightness
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Figure 10: Multiple camera networks with different configurations connected to
FMIPROT[8]
threshold is set up to 0.1 to filter out dark images taken in the winter mornings and
evenings. Also, timelapse animation creation is added as an extra analysis for each
scenario, so that the images can be seen as an animation alongside the results. All
the setup parameters for the operational monitoring in given in the setup reports in
Annex D.
For a more organized system, an additional script is written to call FMIPROT
to run the setups from the job scheduler. This script also checks if the setups are
already running because depending on the number of images and algorithm, previous
runs may not have been finished when attempting another run. Scheduler is set to
run the scripts every half an hour to check new images and analyse them. The script
takes the directory which the setups are stored in, the directory which the results
will be stored in, and the version of FMIPROT client or code that will be called.
The version option is created so that different versions of the code or client can be
used with different setups in the server. This provides the flexibility and safety when
deploying and running multiple setups, as an update in the code or client may lead
to a crash in the existing processing chains. That way, measures can be taken before
changing the code and/or the processing chains, without breaking them. Optionally,
a single setup in the directory can also be chosen to be run as an argument in the
script. The script follows the procedure to call FMIPROT:
1. Activate the virtual environment and/or define any other environment variables
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required by the operation system and/or libraries
2. List the setup files in the setup directory provided
3. Check if the setup directory exists, if not, exit the script
4. Check if file indicating the setups are already running exists, if it does, exit
the script
5. Create an empty file with the setup directory name to indicate the setups in
the folder are running
6. Check if a name is provided to run a single setup
7. List the setup files according to the previous step
8. Call the code for each setup file
9. Remove the empty file which is indicating the setups are running
The server is also set up to reach the results from the web. Result directories
are set up in the processing chain so that the results are saved in a directory where
can be reached from the web page domain, which is the website of FMIPROT:
http://fmiprot.fmi.fi. In the website, a page is created for the operational monitoring
to reach the results.
3.4 Snow cover detection algorithm
Snow cover detection in pixel level for estimating FSC is done by using an adaptive
thresholding algorithm[37]. It is based on the statistical distribution of the reflectance
of the surface, as the snow-covered area should have high reflectance compared to
the snow-free area, but the reflectance difference in digital values (DN) changes with
the total irradiance. The algorithm defines a threshold value for the DN of the pixels,
according to the histogram of the DN. The first local minimum in the histogram
which is higher than 127 is chosen as the threshold. This situation ideally occurs in
the partial snow coverage case. If no local minimum is found, which is probably the
no-snow or full-snow case, DN 127 is selected as the threshold. Then, the pixels with
higher DN than the threshold are determined as snow covered and vice versa. The
algorithm is applied on the values in the blue channel of the images. The histograms
are extracted only within the ROI, not the whole image, and smoothed by averaging
the 5 nearest points for each data point.
In the application of the algorithm, few modifications are done. Because of the
fixed white balance and auto exposure settings of the cameras, distribution of the
DN changes also according to the lightning conditions. In the original algorithm DN
127 is used as a starting point for the decision of the threshold because it is assumed
that the snow covered pixels have a DN higher than 127 in blue channel[37], which
is the middle point of the histogram. But it is seen in the images that the maximum
value of DN in blue channel not only changes with the snow cover, but also with
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the lightning, causing a shift in the extent of the histogram, thus the middle point.
Especially for low or no snow cover cases, the maximum value of DN in the blue
channel is much lower than the red and green channels. If the middle point is selected
as 127 or the half of the maximum DN in the blue channel in those cases, then
the classification would be incorrect. As the solution, the extent of the histograms
are decided using all three channels, which is to be between 0 and the maximum
value of the DN in all three channels. Then, the middle point is calculated as the
middle of that extent. The remaining part of the decision of the threshold is still
done with only the blue channel histogram. Also, pixels with DN 255 in any channels
are filtered out using FMIPROT. One reason for that is a saturated pixel can be
assumed have incorrect value and the other reason is that such a case may lead to
the decision of the histogram extent incorrectly.
In Figure 11, one example for no snow, full snow and part snow is shown cases
are shown with the original images and ROIs, blue channel histograms of the ROIs,
calculated thresholds, and classified snow masks. The masked pixels inside the ROI
in image (d) are the burned pixels, which have DN 255 in any of the channels.
3.5 Georectification of webcam imagery
The snow cover detection algorithm determines only if a pixel is snow covered or
not but calculating FSC also requires the georectification of the images, since the
ground resolution of the pixels in an image with oblique view is different for each
pixel. Georectification of the image registers each pixel on the image to a point in
the real world. Using that information, relative resolution of each pixel is found by
calculating how much of the area in the real world corresponds to the same pixel in
the image. After calculating the resolution of each pixel in the ROI, FSC can be
calculated by using that “weight mask.” The weight mask is calculated only once for
an analysis, as it will be same for all the other images from the same camera with
same ROI. In Figure 12, main steps for the calculation of fractional snow cover with
snow cover detection and georectification is illustrated with an example image.
Perspective projection
The georectification of the camera images are done by an operation called perspective
projection [65]. This operation is applied to the DEM data points after transforming
the coordinates to the camera space. Then, perspective projection maps points in
a 3D camera space to a 2D image plane. First, real world coordinates of the DEM
data points are shifted to so that the camera is at the origin using Equation 1,⎛⎜⎜⎜⎝
Ptx
Pty
Ptz
1
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
1 0 0 −Cx
0 1 0 −Cy
0 0 1 −Cz
0 0 0 1
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Pwx
Pwy
Pwz
1
⎞⎟⎟⎟⎠ (1)
where Pti are the transformed coordinates, Pwi are the original coordinates in
the real-world space, and Ci are the coordinates of the camera. Then, the viewing
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Figure 11: Snow cover detection examples for three cases from Sodankylä Peatland
camera: (a) No snow case image and ROI, (b) No snow case snow mask, (c) Part
snow case image and ROI, (d) Part snow case snow mask, (e) Full snow case image
and ROI, (f) Full snow case snow mask, (g) Blue channel histograms and thresholds
for those three cases. Colours for snow masks: Green - Snow covered pixels, Red -
Snow free pixels, Blue - Masked pixels
transformation is applied using Equation 2,⎛⎜⎜⎜⎝
Pcx
Pcy
Pcz
ω
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
Ux Uy Uz 0
Vx Vy Vz 0
Nx Ny Nz 0
0 0 1/f 1
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Ptx
Pty
Ptz
1
⎞⎟⎟⎟⎠ (2)
where Pci are the coordinates in the camera space, Pti are the coordinates from
the previous operation, f is the focal length, w is a scaling factor of the projection,
N is the direction of the camera unit vector, V is the unit vector showing which way
is up (view up), and U is the unit vector orthogonal to both N and V . The vectors
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Figure 12: Main steps of FSC estimation[9]: (a) Webcam image; (b) Image pixel
coordinates in y axis in the spatial grid; (c) Image pixel coordinates in x axis in the
spatial grid; (d) Webcam image projected onto the spatial grid; (e) ROI mask; (f)
Snow—no-snow in the ROI; and (g) Weightmask in the ROI.
N , V and U are calculated from the orientation parameters of the camera. Those
parameters are the target direction (yaw, heading), the vertical direction (pitch) and
the horizontal direction (roll) angles. The target direction is the geographical view
direction of the camera, which is parallel to the ground. The angle is defined so that
north is zero degrees and the it increases toward east, south, west and then back
to north. Vertical direction is the angle between the camera direction vector and
the plane parallel to the ground. The horizontal direction is the angle between the
plane parallel to the ground and the vector orthogonal both to the camera direction
vector and the plane parallel to the ground. Those angles are illustrated in Figure
13. Orientation parameters of the cameras used in the study are given in Table 3.
The vectors N , V and U are calculated using Equations 3,4,5 and 6,
N =
⎛⎜⎝ sin(y) cos(p)cos(y) cos(p)
− sin(p)
⎞⎟⎠ (3)
Uo =
⎧⎨⎩ N ×
Nxv
|Nxy | if Nz > 0
Nxy
|Nxy | ×N if Nz < 0
(4)
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Figure 13: Camera orientation parameters: The target direction (yaw, heading), the
vertical direction (pitch) and the horizontal direction (roll) angles
Table 3: Camera georectification parameters
Site /
Camera Height Yaw Pitch Roll
Focal
length
Scale
factor
Tvärminne
Landscape
16.10 m 306.0◦ 6.7◦ -3.0◦ 4 mm 0.90
Tammela
Ground
4.00 m 90.0◦ 23.3◦ -1.0◦ 4 mm 0.77
Hyytiälä
Ground
4.30 m 111.0◦ 42.0◦ 0.0◦ 4 mm 0.82
Värriö Ground 3.50 m 320.0◦ 30.0◦ 0.0◦ 4 mm 1.00
Sodankylä For-
est Ground
2.46 m 96.0◦ 35.3◦ 0.0◦ 4 mm 0.74
Sodankylä Peat-
land Ground
2.08 m 23.4◦ 18.0◦ -2.0◦ 4 mm 0.69
Lompolojankka
Ground
2.50 m 341.0◦ 17.0◦ 3.0◦ 4 mm 0.7
Kaamanen
Ground
2.60 m 55.5◦ 12.0◦ -1.0◦ 4 mm 1.24
U =
Uo +
⎛⎜⎝ 00
−tan(r)
⎞⎟⎠
⏐⏐⏐⏐⏐⏐⏐Uo +
⎛⎜⎝ 00
−tan(r)
⎞⎟⎠
⏐⏐⏐⏐⏐⏐⏐
(5)
V = U ×N (6)
where y is the yaw, p is the pitch and r is the roll angles. After the transformation,
perspective projection is applied using Equations 7 and 8,
Ppx =
2fPcx
wPcz
(7)
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Ppy =
2fPcy
wPcz
(8)
where Ppi is the coordinate in image plane and Pci are the coordinates in the
camera space.
The operation is applied to all points in the DEM data. As a result, a mapping
of the real world coordinates to image plane coordinates is obtained.
Viewshed
The georectification algorithm calculates the corresponding pixel location for every
point on the DEM. The image plane is two dimensional, but the actual perspective
has a third dimension, which is the depth. The camera does not capture the depth
as the third dimension, but the points that are visible in an image are the ones that
has are the closest to the camera in the third dimension. From the position of the
camera, the points that are behind a closer point on the surface of the DEM are not
visible on the image, as there are not photons reaching to the camera from those
points. The distribution of the visibility around a viewpoint is called viewshed [66].
Viewshed of the camera should be calculated for all the points on DEM so that the
invisible points can be excluded from the georectification process.
Viewsheds for the cameras are calculated with an algorithm using reference
planes[66]. The algorithm was developed as a solution to the computer time con-
sumption of the many algorithms that are using sight lines, which is why it is preferred
for the toolbox and the study. The algorithm defines reference planes that passes
through the viewpoint and adjacent points. The base idea is that if a point further
away in the direction of those adjacent points is visible, than it should be above this
reference plane. For each point in the DEM, the visibility of the point is decided
according to that idea and the reference plane defined for each point. The viewshed
for Tvärminne Landscape Camera is shown in Figure 14 as an example. In the Figure,
elevation raster, coloured from blue to yellow, is overlaid on Google Earth imagery
and invisible locations according to the calculated viewshed are masked as red. The
camera location is shown with a yellow pin icon. The camera is 16.10 m above the
ground. Maximum and minimum elevation in the raster are 0 m (blue) and 18.60 m
(yellow).
Simulation of camera model with VTK
Instead of calculating each matrix in the georectification algorithm using the math-
ematical relations, The Visualization Toolkit (VTK) libraries are used. VTK is
an open source library for computer graphics, which is mostly used with scientific
data [67]. One of the basic features of VTK is rendering 3D data to be drawn onto
computer screen, viewed from a perspective, which can be used as the simulation of a
camera capturing images over a terrain. In this simulation, the perspective projection
is done by using the properties of the “camera” class in VTK. When a camera class
in VTK is initiated with the camera specific and camera orientation parameters,
it provides all the transformation matrices for the camera. The camera class also
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Figure 14: Elevation and the viewshed around Tvärminne Landscape Camera overlaid
on Google Earth imagery. (Blue to yellow: elevation where visible, red: not visible)
provides a composite matrix which can be used to convert world coordinates to image
pixel coordinates directly. This matrix is called “Composite projection transform
matrix” in the library and using the composite matrix, pixel coordinates for each
point in the DEM is directly calculated by Equation 9,⎛⎜⎜⎜⎝
Ppx
Ppy
Ppz
1
⎞⎟⎟⎟⎠ =M ×
⎛⎜⎜⎜⎝
Pwx
Pwy
Pwz
1
⎞⎟⎟⎟⎠ (9)
where Pwi are the real-world coordinates, Ppi are the image coordinates and M is
the transformation matrix.
Georectification preview tool
Measurement of the camera orientation is required for the georectification, but it may
not always be available. The camera may be in a remote location where travelling to
may not always possible. The camera may be destroyed, moved or removed after
obtaining images, without the measurements. Even when there is a measurement,
it is subject to error. Also, zoom of a camera is not measurable and not always
reported by the camera software. For the georectification process, the parameters
of the camera should be as correct as possible. For that matter, a tool is designed
and integrated into the toolbox to estimate, fix and validate the camera specific and
camera orientation parameters. Georectification preview tool is designed using VTK
libraries. For such a simulation using the library, three elements are required: The
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data, the camera and the interactor.
The data to be rendered is generated from the DEM. Original DEM data is
point data, which is the elevation value for each location in the area. VTK supports
point data but rendering points in space does not result in visible surfaces. First,
a surface-like object should be created using DEM data. After the DEM data is
interpolated into desired resolution, VTK Polydata model is used to create a mesh
of the terrain surface. The mesh is "knitted" by creating triangles with the DEM
data points, including X and Y components, so that it is placed into the data space
with the real coordinates. The mesh of the terrain surrounding the field of view of
Tvärminne landscape camera is shown in Figure 15 as an example.
Figure 15: The mesh of the terrain surrounding the field of view of Tvärminne
landscape camera
The camera class in VTK has many properties, but 5 of them are necessary to
correctly place the camera in the data space:
1. Position
2. Focal point
3. View up vector
4. Roll (horizontal direction)
5. Zoom (scale factor)
Position, roll and zoom properties can directly be set, but the focal point position
and the view up vector should be calculated from the orientation and camera specific
parameters, as described in the previous section. When those properties are set,
the renderer draws the terrain from the camera view position and direction. The
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Figure 16: The terrain surrounding the field of view of Tvärminne landscape camera
seen from the camera position and view direction (left) and an example camera
image from the same camera (right)
same data in Figure 15 is seen with the camera parameters of Tvärminne landscape
camera and an example camera image from the same camera is seen in Figure 16.
The interactor class allows the user to interact with the renderer, such as triggering
an event when the user clicks on the renderer without, move the pointer over, press
a button etc. The purpose of the tool is to see the change in the view when camera
parameters are changed and get information about points on the surface, such as the
real word coordinates, image pixel coordinates, distance to camera etc. so that use
some control points to find the correct camera parameters. For that, the interactor
class is coded so that when the mouse pointer is over a point on the surface, report
some information about the point. A transparent copy of the preview image is also
added to the renderer so that the points on the surface can be inspected according
to the landmarks and the image can be compared visually. In Figure 17, the preview
can be seen for the same camera and camera view in Figure 16, with the information
about the point at the right corner of the terrace in the view.
The interactor also creates a dialog when a point on the window is clicked. In
this dialog, camera parameters can be changed. When the changes are applied, the
renderer changes the view of the camera accordingly in the renderer window. In
the new view, the perspective and the control points are checked again to see the
improvement in the error. If there are enough landmarks on the view, one can even
find the camera parameters by using the tool and the control points which can be
extracted from a satellite image. Google Earth is used to extract such control points
for some cameras in the study: Lompolojankka and Kaamanen.
Lens distortion correction
It is visible from the images that the images from some of the cameras has systematic
distortions in the image. Easier to notice over the horizon line, the points in the
images are shifted in a radial direction, towards the centre of the image. This type
of distortion is called barrel distortion, which is commonly seen in wide angle lenses
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Figure 17: The preview can be seen for the same camera and camera view in Figure
16, with the information about the point at the right corner of the terrace in the
view.
[68]. The distortion is modelled by Equation 10:
ru = rd
(
1 + kr2d
)
(10)
where ru is the distance from the pixel to the centre of the distortion in the
undistorted image, rd is the same distance in the distorted image, and k is the lens
specific coefficient [69]. The distances are calculated by Equation 11,
ri =
√
(xi − x0)2 + (yi − y0)2 (11)
where xi and yi are the normalised coordinates of the pixels and x0 and y0 are
the normalised coordinates of the centre of the distortion and ri is the distance of
the pixel to the centre of the distortion [69]. Equation 10 indicates that a part of
the normalised coordinates of the undistorted image will be bigger than 1.0, which
means some of the points will not be mapped into the corrected image. The size of
the lost area is dependent on the coefficient k, specific to the lens. That situation
can be seen in the example in Figure 18. Lens correction coefficients for the cameras
are found empirically, and given in Table 4.
Radial lens correction algorithm is integrated into the functions of the georec-
tification algorithm, which is integrated into the functions of the fractional snow
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Figure 18: Radial lens correction: Image from Sodankylä Peatland camera, taken
on 02.08.2018 (left) and the undistorted image produced with the algorithm applied
with k = 0.13 (right).
Table 4: Lens specific correction coefficients for the cameras used in the study
Site / Camera Lens correctioncoefficient
Tvärminne Landscape 0.025
Tammela Ground 0.000
Hyytiälä Ground 0.025
Värriö Ground 0.080
Sodankylä Forest Ground 0.080
Sodankylä Peatland Ground 0.130
Lompolojankka Ground 0.050
Kaamanen Ground 0.100
cover algorithm. Georectification algorithm produces mapping for the camera images
without the distortion. For snow cover detection, the distorted images are used so
that there is no data loss in the input data. Distortion correction is applied to the
snow – no-snow classified image, which is used with the weight mask produced by
the georectification algorithm, using the coordinates with the distortion correction,
so that all input and output data is consistent.
ROI Selection
One of the properties of the perspective projection is that the distance between
two points in the image plane decreases with the depth in the 3D space for two
points. Due to this effect, two parallel lines in space intersect at a single point in the
image plane. From the spatial resolution of a pixel point of view, it means that some
pixels in an image may have relatively very low spatial resolution and sometimes
theoretically infinite, depending on the terrain and the viewing direction. Moreover,
the algorithm used for the georectification only processes a certain subset of the
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DEM data, as it is practically impossible to process all the data in the theoretical
field of view, depending on the camera. In that case, if a point in the real world
corresponds to a pixel in the image plane, but it is out of bounds for the processed
part of DEM data, then the calculation for that pixel is incorrect. In Figure 19, the
spatial resolution for the pixels for the images from Tvärminne Landscape Camera
is presented. It is seen that this effect is visible especially where the parallel lines
that have smaller angle with the optical axis. Furthest points of the water surface
on the middle of the image (marked with green rectangle in the figure) corresponds
to an area of about 30 times of the area corresponds to the pixels on the hill just
next to them (marked with yellow rectangle). This ratio for some pixels on the hills
at the behind (marked with magenta rectangles) goes more than 100. This effect
is not only a problem in complex terrain, but also for flat terrain, especially if the
vertical angle of the camera (pitch) is very low.
Figure 19: Spatial resolution of the pixels for Tvärminne camera images
In FSC estimation algorithm, the resulting weight mask is multiplied with the
snow – no-snow image to calculate the fraction. In such an operation, if the weight
mask has values which are significantly different from each other, the effect of the
pixels with the smaller values will become ineffective, which means the snow coverage
information from those pixels are not actually used in the algorithm. Because of that,
for the estimation of FSC, the weight masks should be checked beforehand to select
the ROI correctly. In the toolbox, that can be done by running a georectification
analysis with the same georectification parameters used in the FSC algorithm. This
selection will also greatly reduce the required computing time, as the required spatial
extent for the process can be chosen much smaller. ROIs selected for all the analyses
are seen in the setup reports in Annex C.
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3.6 Snow depth estimation algorithm
The algorithm is using image segmentation to detect where snow surface intersects
a pole-like object, for example, a snow stick. The algorithm is introduced with a
preliminary feasibility study using images of a camera in Sodankylä SPICE observa-
tion site[70]. It is later studied using camera images from MONIMET Sodankylä
Peatland site, Gressoney la Trinitè Dejola and Careser dam[42].
The intersection to be detected can only be detected if the object is dark coloured,
or it has markers that are dark coloured. For this algorithm, correct selection of
ROI is crucial. The ROI should be drawn on a snow free preview image so that
the bottom of the pole-like object can be selected. The ROI can be wider than the
object, but top and the bottom should be as precise as possible. Because the height
of object is provided by the user, it is not a must to draw ROI until the top of the
object. Any point which the height is known on the object can be used as the top of
the ROI. For example, only the 100 cm part of a 120 cm snow stick can be selected,
if it is indicated that the object is 100 cm. That type of selection comes in handy
especially when the view of the object is obscured, for example by a branch that is
bent by the weight of the snow on it.
The following steps are applied in the algorithm. In Figure 20, the steps are
shown on an example. One of steps, "shape filtering" in the original algorithm is
excluded here because it leads to incorrect segmentation for some of the cameras
due to the difference in the marker sizes in pixels.
1. Cropping the image: The image is cropped to the bounding box of the ROI,
because all the segmentation should be done inside the ROI.
2. Gaussian filter, if selected as a parameter: The noise in the images prevent the
segmentation of the markers do be done correctly. Applying gaussian filter on
the image smoothens the edges of markers. Number of neighbour pixels for the
filter is given by the user.
3. Thresholding: The image is classified as binary according to the threshold
value given by the user. This is done so that pixels on the markers have one
value and pixels on the snow and/or light parts of the pole-like object have the
other value.
4. Segmentation: Regions of the same values (contours) are detected by segmen-
tation. These shapes are the markers.
5. Marker height detection: Heights of the markers are obtained by reading the
bounding box coordinates of the markers. In the code, the height is the
difference between the marker and the top of the pole-like object, because the
pixel indices are increasing from the top of the image to the bottom in the
library.
6. Depth calculation: Using the object height in centimetres provided by the
user, the height of the lowest marker in pixels (a in Figure 20), and the height
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of object in pixels (b in Figure 20) are used to calculate the height of the
interception in centimetres, meaning the snow depth, as in Equation 12.
Snow depth = Object height×
(
1− a
b
)
(12)
Figure 20: Snow depth algorithm illustrated. Top left: ROI selection in snow free
image; top right: ROI preview in snow covered image; bottom: algorithm steps
numbered as the description; a: the height of the lowest marker in pixels; b: the
height of object in pixels.
3.7 Validation and error estimation
Validation of the estimated parameters are done by direct comparison of the estimated
values to the reference values and then calculating statistical metrics. Root mean
square error (RMSE) is used for the error quantification in the comparisons. RMSE
is calculated by the Equation 13,
RMSE =
√
1
N
∑
(vestimated − vreference)2 (13)
where N is the number of comparisons, vestimated is the value of the estimated
parameter and vreference is the value of the reference observation.
Datasets are generated for the direct comparison of FSC by visually inspecting
the images and subjectively estimating the snow cover fraction in the ROI. For a
human observer, it is challenging to make a precise decision for such an observation,
the FSC values are recorded as values with 10% intervals (0, 10%, 20%, . . . 90%,
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100%). This method relies on subjective observations, but it is shown in a previous
study that the subjective error for such an observation is around 10% [9]. Using
that datasets, RMSE is calculated for the value pairs, and linear regression lines on
scatter plots are provided.
Comparison of FSC values are also done separately for the early seasons and the
melting seasons, as the lightning conditions and the distribution of the snow on the
ground is different not only for the ecosystem type, but also for the seasons. The
seasons are defined according to the reference data created by visual inspection. The
early season starts one day before the first snow cover on the ground and ends one
day after the last partly snow cover case before winter. The melting season starts
one day before the first partly snow cover case after winter and ends one day after
the last partly snow cover case before summer. According to those conditions, first
and lasts days for the seasons for each site are given in Table 5.
Table 5: Early season and melting season dates
Site Early season Melting season
Tammela 26.10.2018 - 09.01.2019 14.02.2019 - 17.04.2019
Hyytiälä 25.10.2018 - 02.01.2019 24.02.2019 - 26.04.2019
Värriö 27.09.2018 - 04.12.2018 25.04.2019 - 21.05.2019
Sodankylä Forest 04.10.2018 - 09.12.2018 28.04.2019 - 12.05.2019
Sodankylä Peatland 04.10.2018 - 10.12.2018 26.04.2019 - 09.05.2019
Lompolojankka 04.10.2018 - 06.12.2018 19.04.2019 - 21.05.2019
Kaamanen 05.10.2018 - 11.12.2018 12.04.2019 - 09.05.2019
Reference data for SD is obtained from automatic weather stations, which uses
well established measurement devices. The SD data is also quality controlled by the
providing institution. On the other hand, SD is not always homogenous in the field.
What should or can be observed from a snow stick is sometimes different from the
measurement on the points where the measurement device is targeted. Also, for
three of the cameras, the measurement providing station is at a distance from the
camera field of view, which has a different terrain. That is why, smaller datasets are
generated for the comparison by reading the snow sticks visible in the camera field
of views. Using that smaller datasets, RMSE is calculated for the value pairs, and
linear regression lines on scatter plots are provided.
For the accuracy assessment of the georectification, relatively lower resolution of
orthoimages from each camera are overlaid on Google Earth imagery. For the GCPs
with coordinate information, GCPs locations are marked on Google Earth imagery
and on orthoimages. Error between corresponding GCP markers are measured using
the measurement tool in Google Earth. For the GCPs with distance information,
such as distance from the camera or distances between GCPs, the GCPs are marked
on orthoimages and the distances are measured using the measurement tool in Google
Earth. For the sites without any in-situ measured GCPs, Google Earth imagery and
the common sense in the shapes and sizes of the objects in the orthoimages are used.
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4 Results and Discussion
4.1 Georectification
Georectification of the camera field of views are fairly consistent with the GCPs and
Google Earth imagery. The error in the positions of the GCPs are mostly around
2 m, which is lower than the accuracy of the GPS devices that is used to measure
the locations of the cameras and GCPs. Thus, it can be said the a georectified
image is not highly accurate in the pixel level, but it is sufficiently accurate for FSC
analyses as only the weighting mask create from the rectification is used. As the
error in the locations are lower than the accuracy of the GPS devices, RMSE for the
georectification is not calculated.
In Tammela site, the GCPs are measured by the distance to the camera and
each other. In Figure 21, the measurements of GCPs are shown on the right and
the GCPs marked in Google Earth imagery with an orthorectifed image overlaid is
shown on the left. In Table 6, in-situ measurements and Google Earth measurements
are listed. It is seen from the table that the maximum error is about 49 cm, which is
under the DEM resolution and similar to the error in the study [34].
Figure 21: GCPs of Tammela site marked on the orthoimage overlaid on Google
Earth imagery (left) and in-situ distance measurements (right)
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Table 6: Distances between GCPs in Tammela
Line In-situ Distance Calculated Distance
Camera—GCP1 4.80 m 5.15 m
Camera—GCP2 7.15 m 7.24 m
Camera—GCP3 6.90 m 6.85 m
GCP1—GCP2 3.30 m 2.96 m
GCP1—GCP3 2.95 m 2.57 m
GCP1—GCP4 7.30 m 6.81 m
GCP2—GCP4 6.05 m 5.76 m
GCP3—GCP4 6.05 m 5.99 m
Camera—GCP2 7.15 m 7.24 m
Camera—GCP3 6.90 m 6.86 m
The assessment of the accuracy of the georectification is done similary for other
cameras. The GCPs on the orthoimages are presented in Annex A. For Värriö and
Kaamanen images there are no in-situ GCP measurements. For Kaamanen camera,
the orientation parameters are decided according to the orthoimage most consistent
with the Google Earth imagery, by visual inspection. For Värriö, the resolution
is too high for such an optimisation. Instead, the parameters are decided so that
the orthoimage shows a common sense in the distance between trees, shape of the
walking board etc. The scale of the orthoimage may be incorrect, but the ratio of
the spatial resolutions of the pixels would be sufficient for the FSC estimation, as
the ROI is very close to the camera and the camera vertical angle (pitch) is quite
low not to create much difference between the spatial resolutions of the pixels.
4.2 Fractional snow cover
Fractional snow cover estimations by image processing and visual observation from
the camera images, scatter plots for all year, early season and melting season are
seen in Figure 22,24, 26, 28, 30, 32 and 34 for each camera. Fractional snow cover
estimations by image processing and visual observation from the camera images for
early season and melting season are seen in Figure 23,25, 27, 29, 31, 33 and 35 for
each camera. In general it is seen that the values from the image processing follows
the trends in the values from the visual observations in early and melting seasons.
Calculated RMSE values for the comparisons for all data, early seasons and melting
seasons for each camera is given in Table 7. It is seen that the error is lower for
forest cameras in early season and for peatland cameras in melting season, which
are around 20% for all except Tammela camera. It is also seen that for Kaamanen
camera both seasons have low RMSE and for Tammela camera both seasons have
high RMSE. For overall data, RMSE is still under 33% for all cameras. For the
interpretation of the results, the reference data subjectivity should also be considered.
Especially in the early season of peatlands, the snow cover hard to estimate for an
observer.
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Figure 22: (a) Fractional snow cover estimations by image processing and visual
observation from Tammela Spruce Ground camera images, scatter plots for (b) all
year, (c) early season and (d) melting season.
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Figure 23: Fractional snow cover estimations by image processing and visual observa-
tion from Tammela Spruce Ground camera images for early season (left) and melting
season (right).
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Figure 24: (a) Fractional snow cover estimations by image processing and visual
observation from Hyytiälä Pine Ground camera images, scatter plots for (b) all year,
(c) early season and (d) melting season.
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Figure 25: Fractional snow cover estimations by image processing and visual obser-
vation from Hyytiälä Pine Ground camera images for early season (left) and melting
season (right).
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Figure 26: (a) Fractional snow cover estimations by image processing and visual
observation from Värriö Pine Ground camera images, scatter plots for (b) all year,
(c) early season and (d) melting season.
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Figure 27: Fractional snow cover estimations by image processing and visual obser-
vation from Värriö Pine Ground camera images for early season (left) and melting
season (right).
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Figure 28: (a) Fractional snow cover estimations by image processing and visual
observation from Sodankylä Pine Ground camera images, scatter plots for (b) all
year, (c) early season and (d) melting season.
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Figure 29: Fractional snow cover estimations by image processing and visual observa-
tion from Sodankylä Pine Ground camera images for early season (left) and melting
season (right).
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Figure 30: (a) Fractional snow cover estimations by image processing and visual
observation from Sodankylä Pine Peatland camera images, scatter plots for (b) all
year, (c) early season and (d) melting season.
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Figure 31: Fractional snow cover estimations by image processing and visual observa-
tion from Sodankylä Pine Peatland camera images for early season (left) and melting
season (right).
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Figure 32: (a) Fractional snow cover estimations by image processing and visual
observation from Lompolojankka Wetland Ground camera images, scatter plots for
(b) all year, (c) early season and (d) melting season.
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Figure 33: Fractional snow cover estimations by image processing and visual obser-
vation from Lompolojankka Wetland Ground camera images for early season (left)
and melting season (right).
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Figure 34: (a) Fractional snow cover estimations by image processing and visual
observation from Kaamanen Wetland Ground camera images, scatter plots for (b)
all year, (c) early season and (d) melting season.
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Figure 35: Fractional snow cover estimations by image processing and visual obser-
vation from Kaamanen Wetland Ground camera images for early season (left) and
melting season (right).
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Table 7: RMSE for FSC estimates.
Site Overall(%)
Early
season(%)
Melting
season(%)
Tammela 32.44 31.46 42.82
Hyytiälä 28.41 19.44 53.63
Värriö 28.84 18.45 42.81
Sodankylä Forest 26.19 22.96 42.58
Sodankylä Peatland 26.44 29.16 19.25
Lompolojankka 27.98 31.33 23.07
Kaamanen 24.99 20.62 19.74
It is seen in the inspection of the images and the results that some of the high
error sources identified in [9] are also valid for the analyses. The most common source
of error is the phenomena of the shades cast over the surface due to the natural and
artificial objects, including snow roughness, that blocks the sunlight in sunny days
(Figure 36a,b). This phenomena is observer in all cameras, mostly from middle of
February to the full melting of snow. This contribution to the error is very high
for forest cameras, in melting season as there are many trees around the view and
density of the trees creates shades and high contrast in the image. Another common
source is the litter and lichen for forest cameras (Figure 36c,d), which are classified
as no-snow instead of snow for the litter and vice versa for the lichen. Light coloured
reflections from the water in peatlands is also observerd but it is not common (Figure
36e). Unlike the previous study[9], orientation and focus changes in the camera views
are not observed in analyses. Accumulation of snow and frost on the camera housing
occurs, but those images are not included in the comparison as reference data is not
created for them.
There is another error source that is observed in the study for Sodankylä Peatland
and Lompolojankka site. The colour of the vegetation in early season is close to
brown-yellow, sometimes in a very light tone, especially when the illumination is
higher (Figure 36f). This is also valid for Kaamanen site, but distribution of such
vegetation is more even. For Sodankylä and Lompolojankka, only in a part of ground
has the phenomenon, which effect the histogram and changes the threshold for the
snow classification to be lower than the "bright vegetation" values. It is though that
the high error for those two peatland cameras mostly caused by that phenomena.
This error source is similar to the one in [34], which the limestone on the ground is
classified as snow. A special case exists for Lompolojankka camera. In winter, under
full snow cover, branches from the trees near camera are bent down due to the snow
on them inside the ROI (Figure 36g), the high snow roughness is commonly observed
(Figure 36h) and trails of snowmobiles are present (Figure 36h). Both phenomena
explains many days of 80%—99% snow cover values in the middle of the winter.
The error sources listed above are shown in Figure 36.
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Figure 36: High error sources for FSC algorithm
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4.3 Snow Depth
Snow depth estimations by image processing and by visual observations from the
images from the cameras and in-situ measurements from automatic weather stations in
the sites with the automatic weather station is located in a distance are given in Figure
37, 38 and 39. It is seen for those sites that the trends in the snow depth estimations
are consistent with the trend in the automatic weather station measurements, but
there is a nonlinear bias which the image processing is underestimating. As mentioned,
this is expected due to the location difference with the camera and the AWOS. The
difference in estimations and measurements for Hyytiälä and Sodankylä Forest sites
are similar to each other, as in the case for the difference between the locations, both
in distance and in the difference of terrain, which is seen in Figure 6 and in Table 2.
The difference in estimations and measurements for Tammela site is rather different
than other two sites. The difference is quite low in the early season and much higher
in the melting season. The distance between the camera and the AWOS for the site
is quite low, and it is known that the AWOS is still inside the forested area. It can
be said that the accumulation is snow is similar, as the terrain and vegetation is
similar, but there may be another factor that increases melting speed.
For Sodankylä Peatland site, it is seen in Figure 40 that the estimation from the
image processing are very consistent with the measurements from the AWOS. It
is seen that the algorithm correctly estimates the snow depth, although there are
still many days after mid-February that the estimations are totally incorrect, very
similar to the case in FSC. It is also inspected and seen that the source of this error
is due to the diffuse illumination by the shadows which are detected as markers in
the ROI. The RMSE for the comparison is calculated as 13.21 cm, altough is seen
from the time plots that the error for the images without the shadow problem is
much lower. The illumination problem is also seen in the images from other cameras.
For Tammela and Hyytiälä, the effect in error is low because the snow depth is quite
low but for Sodankylä it is quite high.
Comparison with visual observations of the snow depth from the snow sticks for
the three sites confirms that the expected difference with the AWOS measurements.
The values from the visual observations are much closer to the estimations from the
image processing and the calculated RMSE values are similar to the the value for
Sodankylä Peatland site. The RMSE values are calculated for the comparisons with
the visual observations for the three cameras as 10.57 cm for Tammela, 9.89 cm for
Hyytiälä and 10.57 cm for Sodankylä Forest sites. In Figure 41, scatter plots for the
comparisons and the linear regression lines are presented. In Table 8, RMSE values
are presented for all sites. The error is higher than the error calculated in study [71],
which has a correction algorithm applied on the core algorithm and quite lower than
than the study [50].
Apart from the illumination, it is inspected that there are two more sources for
high errors: Number of pixels along the snow stick and litters on the ground. The
snow stick in Tammela camera view is the furthest away from the camera so the
number of pixels along the snow stick is minimum. Because of that, the segmentation
is harder to achieve. For Tammela and Hyytiälä camera, size of litter on the ground
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in pixels is comparable to the size of the snow stick markers in pixels and they fall
inside the ROI drawn around the snow stick. Because of that they are detected as
markers visible under the snow depth.
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Figure 37: Snow depth estimations by image processing and by visual observations
from Tammela Spruce Ground camera images and snow depth measurements from
the nearby automatic weather station.
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Figure 38: Snow depth estimations by image processing and by visual observations
from Hyytiälä Pine Ground camera images and snow depth measurements from the
nearby automatic weather station.
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Figure 39: Snow depth estimations by image processing and by visual observations
from Sodankylä Pine Ground camera images and snow depth measurements from
the nearby automatic weather station.
Sep 2018 Nov 2018 Jan 2019 Mar 2019 May 2019 Jul 2019
Date
0
20
40
60
80
100
Sn
ow
 D
ep
th
 (c
m)
SD (Image proc.)
SD (In-situ meas.)
Figure 40: Snow depth estimations from Sodankylä Pine Peatland camera images
and snow depth measurements from the nearby automatic weather station
Table 8: RMSE for SD estimates.
Site Overall (cm)
Tammela 10.57
Hyytiala 9.89
Sodankyla Forest 10.57
Sodankyla Peatland 13.21
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Figure 41: Scatter plots and regression lines for snow depth estimates a) Tammela
Spruce Ground Camera b) Hyytiälä Pine Ground camera c) Sodankylä Pine Ground
camera d) Sodankylä Peatland Camera
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4.4 Cloud processing
On the FMI server, snow cover monitoring analyses are running alongside with other
processes. The near real time results are accessible in FMIPROT & Camera Network
Portal web page. Printouts of the results at the time of study are given in Annex B.
Since the creation of animations take relatively longer time, the setups are run at
12:00 and 15:00 Finnish time, which results in a latency of 3 hours. The processing
chain works well in the cloud but there has been blocks in the camera views, probably
due to snow storms and fast melting and re-freezing of the snow on the camera
housing, in Sodankylä Forest, Sodankylä Peatland, Lompolojankka and Kaamanen.
The blockings have results in incorrect results in early November. This situation
disturbs the NRT results, but on the other hand it is also a notification to clear the
cameras from the snow.
For testing the system if it can be deployed and run in an affordable, cheap cloud
computing infrastructure, a private server with the minimal configuration from is
rented and the processing chains are copied into the server. It is seen that only
1 shared CPU, 2 GB of memory and 50 GB of disk space is sufficient to run the
same system, not only for snow cover but also the website, updates of the camera
network (such as fetching latest images) and vegetation monitoring results which is
also running in the FMI server. In Figure 42, daily CPU usage of the private server
is seen. The longer peaks corresponds to the snow cover monitoring runs.
Figure 42: Daily CPU usage in the private server
It is identified that the run times of the processes can be about 30% shorter with
a further improvement in FMIPROT toolbox. The current code runs the calculation
for filtering out dark images for all the images in latest month for each run, which is
unnecessary. Instead, the data filtering should be run only for the images that are not
processed in the previous run. This improvement is listed for the next improvement
of the toolbox. After this improvement, it can be said that the snow cover monitoring
setups can be run more frequently on the same system.
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5 Conclusions
Snow depth estimation with the applied method using webcam imagery showed
promising results. The method can be used in available webcam images which has a
snow stick or other appropriate pole-like object, both for creating continuous, near
real time datasets in locations where snow depth data is not available and decrease
the required manpower and cost in locations where snow depth data with manual
measurements is present. The method cannot estimate snow depth under 2 cm, due
to the distance of the sticks, the size of the markers and vegetation or uneven soil
level that blocks the view in the lower part the snow stick. Thus, it can be said
that the with properly manufactured and installed sticks, optimised for this method
can report the low snow depth and snow on-off information. Furthermore, data
filtering methods can be applied to the estimated time series data for improving the
performance.
Fractional snow cover estimation with the applied method using webcam imagery
showed promising results under specific conditions, for example in early season for
forest sites and melting season for peatland sites. Unlike the study in [9], raw results
are presented and assessed in this study, rather than daily averaged values because the
processing system used and developed further for creating near real time monitoring
does not have features for post processing of the results yet. On the other hand,
one can add such methods to the system. Most problematic issue is found as the
illumination dependence. The method works well in uniform illumination, which
mostly occurs in the cloudy days. On sunny or partly sunny days, the method mostly
does not work, but the difference of those values with the ground truth is so high that
data filtering methods can be applied or developed to filter out such results. Also,
the case occurs mostly in late winter where snow cover is still 100% so in applications
such as extracting phenophases it would not be a problem. For using the data as a
complementary source for satellite derived products, such as filling the gap for cloudy
days, only the cases of uniform illumination would be used.
It is shown that FMIPROT can be used to create near real time processing
systems in a robust way for snow cover monitoring. The system can be deployed in
the cloud with basic cloud processing knowledge. Monitoring setups can be prepared
in a personal computer instance. The georectification tool also offers optimization for
the camera orientation parameters. The toolbox is also cost-effective, even though it
is not optimised for performance yet. The example cloud processing system shows
that when the camera images are present in online repositories, FMIPROT can be
deployed and run on a 10$/month cloud system alongside a website that shows the
results to create an operational monitoring system with about 10 cameras. This
operational monitoring system would be sufficient to obtain estimates of snow depth
and fractional snow cover in regional scale with a latency of less than an hour.
This monitoring system can be extended to country scale by increasing the cloud
computing capacity. The processing system provides HTML reports so the results
and data can be hosted even without a dedicated web page. In the reports, direct
links to the raw data is available so that the data can be used by anyone. The
toolbox should be used via command line interface in the cloud to create operational
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monitoring services. Usage of the toolbox via command line interface is described in
the user manual. As a future work, web page and processing chain script templates
can be created to create such services in a more robust way.
The toolbox is open source and it also has simple plugin system, so that different
algorithms can also be implemented or the current algorithms can be modified.
In latest years, machine learning algorithms are studied to extract information
for environmental monitoring[15, 50, 72]. Machine learning algorithms can also
be implemented to the toolbox, either directly or with slight modifications in the
base code, depending on the application. Together with conventional algorithms
and machine learning algorithms, the system hold a great potential for obtaining
information in an automated, near real time approach, to be used environmental
and other applications, including hydrology, agriculture, wildlife, vegetation, coastal
monitoring, meteorology, logistics etc.
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