ABSTRACT Groundwater provides roughly 43% of the water used globally for irrigated agriculture. Understanding, predicting, and managing the environmental processes that define the natural capital of Earth's changing groundwater is one of the most pressing societal challenges of the 21st century. To understand the influence of the dynamics in the vadose zone on terrestrial ecosystems, and to estimate the future sustainability of groundwater resources, a regional and eventually global assessment of water table depth is required. To enable observations of the hydrologic systems' dynamics, the feasibility of an airborne ground penetrating radar (GPR) system is considered as a first step to effectively provide both large spatial coverage and short revisit times. Such a capability has the potential to enable large-scale surveys to directly observe the shallow subsurface hydrologic processes. To evaluate the capabilities of such a system, we start with a review of soil and subsurface material properties, with a focus on hyper-arid regions. Using first principles, results from literature reviews, and recent field measurements, we then investigate the effects of attenuation and surface clutter to identify the potential capabilities and challenges of an airborne GPR to investigate the spatio-temporal dynamics of the vadose zone. In this paper, we arrive at a qualified ''yes'' as an answer the title's question. With low radar frequencies (on the order of 10 MHz or less), adequate ground clutter rejection, and medium or higher vadose zone soil resistivity, the detection of water table depths of 50 m and beyond are feasible.
I. INTRODUCTION
The top of the water table is an undulating surface between oxygenated soils and water-saturated aquifers. The water tables' top can be at or above the soils' surface (in the case of lakes and rivers) to depths potentially hundreds of meters below the surface. The vadose zone, or unstaturated zone, is the region between the Earth's surface and the top of the water table. A globally-averaged water table depth is approximated to be 5 meters [1] . Groundwater provides roughly 43% of the water used globally for irrigated agriculture [2] . This constant demand, in addition to a projected human population increase to 9 billion by 2050, is expected to increase the need for clean drinking water by over 50% in the coming decades [3] , [4] . Understanding, predicting, and managing the environmental processes that define the natural capital of Earth's changing groundwater is one of the most pressing societal challenges of the 21st century [5] .
An analysis of groundwater in the first 2 km of the Earth's crust indicates that less than 6% of available groundwater is less than 50 years old [6] . This suggests that recharge times of deep aquifers can be on the order of decades, centuries, or longer. The increased demand for water resources around the world and the associated accelerated exploitation of these deep aquifers in the last century is driving the need to understand the hydrology and dynamics of such systems and to monitor and manage our water resources. The hydrological response of the subsurface to precipitation, infiltration, and evapotranspiration is an important part of the water budget for any region. By tracking tracer material infiltration in the vadose zone, the hydrological timescales of the unsaturated, near-surface depths are reported to be as shorts as hours [7] to days [8] . From measurements of hydraulic conductivity in near surface aquifers (such as unconfined aquifers which constitute the water table), the recharge times are estimated to be on the order of days to months [8] - [11] .
To understand the influence of the dynamics in the vadose zone on terrestrial ecosystems and to estimate the future sustainability of groundwater resources, a regional and eventually global assessment of the water table depth is required. Root-zone soil moisture and the moisture in the vadose zone (soils between the Earth's surface and the top of the water table) is an important link in understanding the water cycle that is largely missing in current observational systems.
Existing spaceborne observations of soil moisture have been made mostly at L-band and higher frequencies and are limited to penetration depths of a few centimeters [12] . These surface soil moisture measurements are subject to high variability from precipitation and diurnal temperature cycles. Similarly, regional and global scale measurements of changes in available water have been inferred from surface deformation and gravity measurements [8] , [13] . These techniques can measure changes in the integrated water volume at regional scales and typically resolve monthly or seasonal scale variations in water storage. With the addition of direct observations of the vadose zone depth and saturation, the spatial and temporal dynamics linking precipitation and available surface water with groundwater recharge and storage can be more effectively modeled.
Surface-based ground-penetrating radar (GPR) has enabled imaging of the near-surface features, including hydrological features. Surface-based measurements are typically limited to small areas due to the labor intensive nature of collecting observations. With an airborne radar sounder, large regions could be surveyed with high spatial (and temporal) resolution. The availability of high spatial and temporal resolution surveys enables new insight into the near-surface hydrologic systems and supplements other data sources. For a radar-based exploration of groundwater, the distribution of water near the surface (potentially to depths of hundreds of meters) is the primary motivating goal.
This paper presents an initial investigation into the technical challenges and capabilities of airborne sounding radar concepts with applications to aquifer detection in hyper-arid regions. This work intends to elucidate the likelihood of subsurface feature detection (specifically, the top of the water table) for such an application. Theoretical, experimental, and simulation results are used to quantify performance and to identify areas of technical risk. This work discusses capabilities and associated technology requirements (and limitations) to achieve radar sounding at sufficient depths to detect water in arid desert regions.
To evaluate the performance of a notional airborne radar system, an electrical model of the subsurface material and its morphological structure is required. While numerous field experiments and characterizations of soil properties are reported in the literature, it is clear that the electromagnetic properties of the subsurface are highly variable and sensitive to localized conditions. As such, the approach in this work has been to consider a parameter space to understand the design and performance sensitivity to material (and system) properties. A generalized discussion of the attenuation and scattering characteristics is presented using numerous examples of soil measurements from the literature [Sections II and III]. The effects of surface clutter on an airborne radar are evaluated in detail [Section IV]. Combined with an analysis of field experiments [Section V] and a review of current sounding radars [Section VI], the characteristics of an airborne desert radar sounder are discussed. Within this framework, we present a first-order evaluation of the capabilities of an airborne sounder to detect subsurface aquifers (specifically, the top of the water table). The functional characteristics and technical trade-offs for an airborne radar sounder system are discussed [Section VII].
II. HYDROLOGY
A sounding radar's performance is dependent on the attenuation of its signal within the subsurface. Attenuation, which limits the radar's detection depth, can vary significantly with changes in the water saturation of the material. It is worth noting that changes in the subsurface composition, including gradients in the water content, will scatter the radar's signal; it is the intention for the radar to subsequently detect this signal. The distribution of the water gradients, assuming a homogeneous soil medium, will be briefly considered in the following paragraphs. An analysis of the material properties as they impact electrical and hydrologic characteristics will provide insight into the radar's capabilities to penetrate the subsurface and detect subsurface features.
Water saturation, S w , is the fraction of available pore space that contains water. The available pore space or the material's porosity, φ, is the volume fraction not occupied by solid soil grains (e.g, it is a measure of the space between the particles). Note that saturated materials (i.e., S w = 1) with two different porosities will have different water volumes within the pore space (the saturated water content). For 0 < S w < 1, the pore space is a mixture of air and water. The region (depth) of unsaturated material is referred to as the vadose zone. Water content is typically reported in terms of the volume fraction or water saturation (which are related by φ).
For naturally occurring soils, there is a minimum water saturation within the soil that is driven by the surface tension and electrostatic binding of water to soil particles for a given pressure gradient. Drying affects (evaporation) can reduce the soil moisture below this limit but it typically only impacts the surface layer of soil [14] , [15] . Long periods of drought and intense surface heating will vary the transition depth, but for the purposes of deep radar sounding these can largely be neglected as they are only expected to be significant within the first meter of the surface.
The evaporation rates from water in local river sand was compared to that of free standing water in South West Africa [14] . Materials with different ratios of particle sizes (the water table level is at the sand's surface), the evaporation rate is 8% higher than that of standing water. This increase was attributed to the additional heat retention in the saturated sand which enhances evaporation [14] . As one might expect, the evaporation rate at the surface is a function of ambient conditions.
In the hyper-arid, southwestern region of Saudi Arabia (specifically, at 22 • 08 7.50 N, 39 • 16 17.35 E) the evaporation extinction depth in sand dunes was measured as part of a larger effort to consider using dunes as aquifer storage systems in the region [16] . The soil porosity was measured as φ = 0.33, 0.40, and 0.41 for three different samples (the authors compare their results to another study [17] , which found the mean porosity of 50 samples to be φ = 0.39 ± 0.02 for the same dunes). A diurnal temperature variation exhibited fluctuations of 10-20 • C in the first 10 cm of depth. The temperature variation reduced to 3-7 • C between depths of 12 and 35 cm. A diurnal variation in soil water content was observed in the top 12 cm of the subsurface depth, and the water saturation gradient stabilized at a depth of approximately 1 m.
For sandy areas in China with hyper-arid to subtropicalhumid climates, a subset of relevant results regarding the climatology, groundwater characteristics, and soil properties are summarized in Table 1 [18] . The reported measurements of the capillary rise height in ''dry'' sandy soils for these different climates is between 0.5 and 0.75 meters. The water table depths were measured to be between 2 and 4.5 meters below ground level.
At a test site in Lachenaie, Canada (near Montreal), the capillary rise height was estimated to be 0.3 m for sand with a ''dry'' water saturation fraction of approximately S w = 0.1 [19] . The surface layer consists of medium-tocoarse sand with a 60 th percentile diameter of 0.71 mm. At this site, the water table (i.e., 100% saturation) was measured at a depth of 1.9 m.
A model for the hydrostatic distribution of pore water in a porous material [20] is used to estimate the transition depth from a ''dry'' saturation state to a water saturated state. The saturation fraction S w for a given height, h, above the fully saturated point (S w = 1 at h = 0) is
where λ p is the pore constant of the homogeneous soil. Using Eqn. 1 and the pore constant for a sampling of representative materials in Table 2 , the capillary rise height above the water table can be calculated. We assume that the material has a minimum saturation of approximately S w = 0.1 to estimate the capillary rise heights. Figure 1 shows the exponential model's estimated water saturation as a function of height above the water table and Table 2 includes estimates of the transition height from dry to fully saturated. While this discussion is an over-simplification of the dynamics of hydrological processes in soils, it does provide approximate characteristics relevant to modeling the electromagnetic response of soils for low frequency GPR (up to tens of MHz). In the absence of evaporation or infiltration (i.e., no precipitation), an exponential gradient in the water saturation as a function of height above the water table is observed from the point of saturation (S w = 1) to a minimum saturation fraction; it is largely a function of soil structure under hydrostatic and isobaric conditions. Without any pressure gradients in the subsurface, the saturation is due to capillary pressure (the surface tension) of the water and soil particles. Larger diameter particles will lead to lower bulk capillary pressure and therefore a smaller transition zone (and potentially a lower minimum S w ). From the available measurements and models, the capillary transition zone is expected to be between 0.5 and 1 meters for sandy areas. At depths below this transition zone, the material is water saturated. Above the transition zone, the material's minimum saturation is limited by the bound water (due to surface tension) within the soils grain structure. Fine grain material will have a higher minimum S w than coarse grain materials. For depths close to the surface (down to approximately one meter), surface heating drives the evaporation of the bound pore fluid and thus further reduces the soil moisture toward zero.
III. ELECTROMAGNETIC THEORY
For the following discussion it is assumed that the magnetic permeability µ is that of free space (µ 0 = 4π · 10 −7 H/m). This is in good agreement with the electromagnetic properties of the typical subsurface materials expected throughout the regions where an airborne radar sounder is expected to operate [21] . The dielectric permittivity is a complex-valued quantity
where j = √ −1. The permittivity is sometimes referenced in terms of the relative permittivity scale factor r , which defines the real part of the permittivity as
where the permittivity of free space is 0 = 8.854·10 −12 F/m. Note, that r is a unit-less scale factor ≥ 1.
The propagation constant of an electromagnetic wave propagating within a general medium is
where σ c is the electrical conductivity. The ''c'' subscript is needed to differentiate it from radar cross-section (RCS), which is discussed later. The wavelength within the medium is λ = 2π/β, which is related to the propagation speed, and the attenuation (loss) within the medium is determined by α. A forward propagating plane wave's electric field is described by
where E 0 is the initial electric field amplitude and z is the one-way propagation distance. The propagation constant can be separated into the loss and velocity components as
Here, the reduction in the electric field is due to absorption loss (α) assuming a plane wave. (Recall, e −jβz only affects the signal's phase and has a magnitude of 1.) This equation does not account for spherical fading or scattering losses from within the medium. The one-way specific attenuation due to absorption (which assume z = 1) is calculated as
with units of decibels per meter. The negative sign before the 20 log 10 is to ensure that the one-way specific attenuation A 1 is non-negative. (Note, A 1 is a loss, which by convention is subtracted, reducing the signal power.) It is important to note that this is a one-way attenuation. For monostatic radar applications, the signal must propagate through the material twice, effectively doubling the distance the wave travels and therefore doubling the total signal attenuation (i.e., a two-way loss, A 2 ). The signal attenuation due to only absorption is a function of the material's properties and can be calculated as [22] 
with units of Np/m. The loss tangent is simply tan δ = .
The permittivity can also be rewritten in terms of the relative permittivity and the loss tangent
From Eqns. 4 and 9, the loss within a material can be due to conduction loss σ c and dielectric losses . For a general lossy material, both the conduction losses and dielectric losses can be represented by the effective loss tangent
VOLUME 6, 2018 It is easily seen that the dielectric loss and conduction loss can be combined for a fixed frequency. The conduction is independent of frequency. If the dielectric relaxation losses (due to ω ) are small with respect to the conduction loss (i.e., ω σ c ), then the conduction loss dominates the loss tangent. For soils and typical GPR frequencies this is a good assumption [23] . For materials with high conductivities (or for electromagnetic waves at low frequencies) the material may be classified as a ''good conductor''. A good conductor is characterized by σ c ω , which leads to an approximation of the loss factor
From review of Eqn. 12 it is noted that in the good conductor regime the attenuation due to absorption varies as a function of √ f . Therefore, if the material's properties are constant for all frequencies, decreasing the frequency by a factor of 10 will reduce the specific attenuation (in decibels) by a factor of 3.16. Note that this assumption may not be true for large changes in the frequency ratio, as the electromagnetic properties of the soil and pore fluid materials can exhibit a strong frequency dependence [23] , [24] . In Fig. 2 , the attenuation in a homogeneous medium is considered for a range of frequencies. For this example, a constant permittivity of r = 10 was selected (this is in the range of typical permittivities for soils partially saturated with water). The range of conductivities are representative of subsurface soils with varying water content and salinity. The significance of conduction losses and dielectric losses as the frequency varies is observed as an inflection of the specific attenuation. For reference, the approximate boundaries delineating a good conductor from a general lossy material are shown as dashed lines. Note that the specific attenuation is for r = 10 but the effect of permittivity changes can be inferred from the two other dashed lines representing r = 3 (approximating dry sand) and r = 80 (approximating fresh water).
Up to this point, we only considered the relation of the material properties to the attenuation of a propagating signal. From Eqn. 4, it is clear that the propagation speed of the wave is also affected by the medium's properties. The propagation speed (the speed of light in the medium) is
where
The conductivity and relative permittivity both affect the wave's propagation speed. Any relative permittivity > 1 will result in a wave speed less than that of free space. As a byproduct, this results in an increased range resolution in the subsurface material compared to that of free space. As one would expect, accurately accounting for the wave speed is necessary to estimate subsurface depths. Techniques are available for ground-based GPR systems to try to estimate the medium's velocity using different observation geometries and measuring the round trip time of the echoes [21] , [25] . For materials that are ''good conductors'', the propagation velocity exhibits a √ f dependence. The suitability of an electromagnetic wave to resolve physical features depends on the wavelength. The wavelength within the medium is also determined by the speed of light λ = 2π/β. Features much smaller than a wavelength cannot be distinguished from one another (Rayleigh limit). For features that are sufficiently resolved by the Rayleigh criterion, the range resolution is determined by the received signal bandwidth B. The range resolution of a given waveform (typically determined by the half-power bandwidth) is
The attenuation is frequency dependent varying as √ f (assuming a good conductor σ c ω with constant permittivity). While decreasing the radar's operating frequency improves the maximum penetration depth, these lower frequencies reduce the radar's capability to resolve subsurface features. For a radar's received bandwidth of 1 MHz with a material permittivity of r = 20 and negligible conductivity, the subsurface resolution from Eqn. 15 is 300/(2 √ 20) = 33.5 m.
A. RADAR CROSS-SECTION
In its simplest form, the subsurface can be approximated as vertically varying layers, where each layer is of homogeneous composition. Figure 3 illustrates the idealized sounder case with three material layers. The top layer is air, the middle layer is the ''dry'' vadose zone, which transitions to the water-saturated layer on the bottom. The capillary transition zone is illustrated between the saturated layer and the vadose zone layer. When the wavelength is large with respect to the depth of the capillary zone, the interface gradient can be approximated as a step change between two homogeneous dielectrics. The wave impedance of a material is determined by its electromagnetic properties as
For a first order analysis, the vertical sounding radar's signal can be approximated by a plane-wave that is perpendicularly incident at the surface and the subsequent subsurface layers. For this plane wave, the change in impedance between the two materials results in a fraction of the incident field to be reflected and the remaining power to be transmitted. The fraction of the field that is reflected is determined by the reflection coefficient
The transmission coefficient can be similarly calculated (for a perpendicular incidence) as
The ratio of the incident power to the scattered power of an object is characterized by its radar cross-section (RCS) defined as
where the RCS's units are in m 2 . When the incident and scattered direction are not the same, the radar cross-section is referred to as a bistatic RCS. When the incident and scattered directions are the same, it is referred to as the monostatic RCS or backscattered RCS. The total scattering RCS (σ s ) is the sum of all power scattered by the object. The plane wave's electric field is related to its power by
If we consider the incident, reflected, and transmitted fields separately (not coincident in the same space and time), then the electric and magnetic field are related only by a realvalued impedance. The time-averaged power flux through a unit area is
with units of W/m 2 . If we assume an incident plane wave with amplitude E 0 at the interface with reflection coefficient that then propagates a distance z into a lossy medium, the forward propagating power can be given as
The ''2'' in e −2αz accounts for power (since the electric field's magnitude is squared). For a propagating wave with electric field E + at the interface, the power density incident on the surface is
Similarly, the power density reflected from the surface for the same incident wave is
where the subscript ''ab'' of indicates the interface from material ''a'' to material ''b''. Similarly, the wave impedance subscript stands for the incident wave's material ''a''. Following the RCS definition (we assume far-field powers and therefore drop range from the equation), we can write
If the plane wave is reflected off a sufficiently small area (A s ) such that all power is reflected coherently, the surface's RCS can be estimated by
When considering surface scattering, the surface radar crosssection is typically represented using the RCS per unit area, which is referred to as the normalized radar crosssection (NRCS). The NRCS is a unit-less scale factor (typically presented in decibels). Assuming coherence is maintained over a 1 m 2 area, the NRCS can be calculated as
It is important to note that this is an approximation of the NRCS (Equation 27) which assumes a coherent reflection over a 1 m area. Typically the NRCS is determined by the scattering response over a larger area where both coherent and incoherent scattering may exist. The reflection coefficientbased estimate of NRCS assumes that A λ 2 . Typically, the radar observed NRCS is made with A λ 2 . (The coherent RCS scales by A 2 while the incoherent RCS scales by A.) The surface morphology (and therefore the coherence of the surface over the radar illuminated area) must be considered. We will see that this coherence function is area and look-angle dependent. With these fundamental assumptions understood, the NRCS calculated from the reflection coefficient can be used with a coherent surface scattering model and suitable model for the surface topography to accurately estimate the radar's observed surface RCS. Such a model is the focus of the Section IV.
The previous discussion considers a perpendicular incident plane wave. For off-perpendicular incidence (θ = 0), the propagation direction of the transmitted wave changes due to refraction at the interface and is dependent on the polarization of the electric field. The polarization of the electric field affects the transmission and reflection coefficients (whether the field is parallel to the interface or has a component that is perpendicular to the interface). Consider Fig. 4 which illustrates the incidence, reflection, and transmission angles. Note that the orientations of the polarization vectors are in the plane perpendicular to the propagation direction (here shown for the incident field). The parallel and perpendicular fields are determined with respect to the material interface. From Snell's law, we know that the incidence angle is the angle of FIGURE 4. Diagram of the incident, transmitted, and reflected electric field directions at the interface between two media with different electromagnetic properties. For non-zero incidence angles, the effects of refraction are observed in the direction of the transmitted fields. Note that the electric field's polarization affects the reflection and transmission coefficients.
reflection (θ i = θ r ) and that the ratio of the wavenumbers in the two media are proportional to the ratio of the sine of the angles (i.e., k 2 /k 1 = sin(θ i )/ sin(θ t ), where k 1 is the incident medium).
Consider the reflection coefficient as a function of incidence angle for parallel polarization as
Similarly, the transmission coefficient for parallel polarization is
For perpendicularly polarized fields, the reflection coefficient is
and the transmission coefficient for perpendicular polarization is
In Section II, the capillary rise transition zone was discussed and it was shown that the depth of the transition zone from 100% saturation (i.e., the water table at S w = 1) to a saturation of S w = 0.1 (a plausible vadose zone saturation) is typically less than 1 meter. If the radar's wavelength is much greater than the transition depth, the scattering along the impedance gradient is in-phase and adds coherently. This allows us to simplify the estimate of the scattering crosssection to using a simple two layer dielectric contrast model (see Eqns. 17 and 27) .
To demonstrate the range of estimated NRCS for the surface and subsurface interfaces, we consider the permittivity, conductivity, and moisture for ''high loss soils'' from Avra Valley, Arizona at a frequency of 10 MHz as reported by [26] . To estimate the soil moisture fraction it is assumed that S w = 1 when the reported moisture content is 45.5%. The data are fit to a log-linear curve for both conductivity and permittivity to use as our model for analysis. The data and model are presented in Fig. 5 and show acceptable agreement with one another for the purposes of evaluating the range of NRCS at the interface between soils with two different water saturation fractions.
To estimate the NRCS of the material, we assume a coherent 1 m 2 patch with perpendicular incidence at the interface (Eqn. 27). For the purposes of estimating the NRCS, the wavelength in the incident material is used. A two layer model for the surface (air-soil interface) and subsurface (partially saturated soil to saturated soil) is used to investigate the relative RCSs of the two interfaces. Again, using a conservative approximation, the wavelength (in the material with the highest effective dielectric constant) should be long with respect to the transition depth to ensure our assumptions hold. (As the length of the interface's saturation gradient becomes small with respect to the radar's wavelength, the gradient can be approximated as a step change in saturation.) Figure 6 shows the NRCS of the surface and subsurface for various saturation fractions of the partially saturated vadoze zone (see Fig. 3 ). The subsurface exhibits a larger crosssection due primarily to the change in the wavelength (which has a λ 2 effect on the RCS).
In Fig. 6 , a subtle variation in the NRCS as a function of frequency is observed as a deviation from the nearly linear trend. The characteristic impedance of the material (and its propagation velocity) are dependent on the variation in permittivity and conductivity. As the conductivity of the material changes, it has a nonlinear effect on the NRCS which is illustrated in Fig. 7 . To evaluate the effect of the material's conductivity on the surface's NRCS (using Eqn. 27), the permittivity of the partially saturated soil (with S w = 0.1) is taken from the model presented in Fig. 5 and the conductivity is varied according to the graph's x-axis to show the NRCS's dependence on both frequency and conductivity.
To this point, we have considered the effects of loss in material due to absorption of the energy primarily through conduction losses. In reality, the extinction (i.e., attenuation or loss) of the forward-propagating field within a volume is due to both absorption and scattering of the energy. Similar to the RCS in Eqn. 19, these are represented by the extinction, total scattering, and absorption cross-sections σ ext = σ s + σ a .
FIGURE 6. The NRCS (see Equation 27
) as a function of frequency is shown for the Avra Valley's high loss soil with different water saturation fractions for the vadose zone. A two layer interface is assumed with a coherent plane wave. The surface (air to partially saturated soil) NRCS is shown in Graph A and the subsurface (partially saturated to fully saturated soil) is shown in Graph B. The NRCS for the subsurface interface is typically on the order of or greater than the surface due to the wavelength in the material.
The previous discussion on attenuation assumes that all extinction is due to absorption in the form of conduction loss. The scattering losses, σ s , represent incident power that is scattered. The scattering losses are a function of the electrical size and physical structure of the medium. For physical structures where lengths become large with respect to the wavelength (typically when l > λ/10), the scattering losses can exceed absorption losses. If these structures and particles are small with respect to the wavelength (i.e., in the Rayleigh scattering regime), then absorption losses dominate. As the dimensions of the subsurface structures become large with respect to the wavelength in the subsurface (approximately l > λ/10), the effects of Mie or optical scattering becomes non-negligible and the scattering losses can be on the order of or significantly higher than absorption losses.
The scattering losses are the result of incident power being scattered in directions other than the direction of propagation. This scattered energy is redirected to propagate in other directions. Some of the redirected power will ultimately VOLUME 6, 2018 FIGURE 7. The effect of changes in material conductivity and frequency are observed in the two-layer model's estimated NRCS for the air to partially saturated soil interface (S w = 0.1).
scatter a second time with some portion eventually returning to the radar. This energy will be received and constitutes a portion of the received signal that is due to ''multi-path'' reflections. This bistatic scattering can be polarimetrically diverse and can be sensitive to changes in observation geometry. Using polarimetry and spatial diversity, these multi-path echoes may be more easily distinguished (albeit, potentially at significantly reduced power) from the monostatic radar signature.
A number of field studies consider the impact of scattering losses on the overall signal attenuation. Observations in Volcanic Tableland near Bishop, CA [27] compare estimates of loss using GPR with resistivity measurements. The GPR results exhibit an excess loss as compared to the absorption losses estimated from the resistivity measurements. The excess loss is attributed to scattering loss caused by the heterogenous subsurface with structures on the order of a wavelength. As the GPR's frequency increases, the excess loss is observed to increase indicating an increase in scattering loss. From a separate study of large sand dunes in the Amargosa Desert, Nevada [28] , Heggy et al. conclude that the scattering losses are negligible given ''few internal structures'' of the homogeneous eolian sand. Numerous sand dunes were observed in the United Arab Emirates using a GPR centered at 28 MHz [29] and the results show a wide variation in subsurface penetration depths even within relatively small horizontal changes. This is likely due to variations in material properties but is also a function of structure and scattering losses. At high frequencies, near surface results (e.g., attenuation, loss, material composition) cannot be extrapolated to deeper depths due to variability in structure and materials which cannot be assumed as homogeneous in depth.
From these example studies, the significance of scattering losses are determined on a case-by-case basis but general characteristic behaviors can be summarized. In general, longer wavelengths are less susceptible to scattering loss (and from our earlier discussion, exhibit lower absorption losses). The homogeneity of the subsurface determines the loss due to scattering. Nominally, a homogeneous subsurface will have no scattering losses while a rough or layered heterogeneous subsurface will exhibit higher (and potentially significant) losses from scattering. Because the losses are dependent on the spatial (vertical) variation of the material, the characteristics near the surface cannot reliably be extrapolated to deeper depths (the material composition becomes uncorrelated as depth increases). As one might expect, as the absorption loss decreases, the radar performance estimates get more dependent on accurate estimates of scattering losses as they can become a significant fraction of the total extinction cross-section.
B. ELECTROMAGNETIC PROPERTIES OF MATERIALS
The dielectric relative permittivities of soils are typically around 3 for dry sands and may exceed 30 for saturated sands and silts. This includes the expected range of permittivities for most materials including limestone, sandstone, shale, and clay. The dielectric permittivity of common geologic materials are presented in Table 3 [21] . At lower frequencies (approximately < 10 MHz) there may be an increase in the effective permittivity due to the polarizability of the pore fluid within the soils lattice [23] . Review of Fig. 5 shows a nonlinear response in conductivity and permittivity as a function of saturation fraction. The sensitivity to changes in the bulk material conductivity and permittivity with respect to S w are typically much higher at low S w (i.e., near S w = 0) than for high S w (i.e., near S w = 1). The derivative of the conductivity and permittivity with respect to moisture content are observed to decrease and become approximately constant as the saturation increases beyond 10-30% water saturation. This inflection point is material dependent but is shown to be related to the water saturation fraction where the surface area of the soil grains within the volume are fully coated with an aqueous layer [30] . The magnitudes of the changes at low saturation fraction are also determined by residual salts within the grain structure that become hydrated. Table 4 illustrates the ranges of conductivity for various potential pore fluids. The conductivity is largely influenced by dissolved solids in the water; this is apparent when comparing ''salt lakes'' to ''very pure waters''. The bulk conductivity of the soil typically exhibit a strong dependence on the salinity of the pore fluid.
Knight and Abad [32] considered the rock-water interaction by comparing the measured permittivity in both untreated sandstone and sandstone which was treated with a hydrophobic coating. The sandstone that was treated with the hydrophobic coating are in good agreement with models that are simply a linear combination of the material properties for the appropriate volume fractions of water, air, and dry sandstone. This is to say that the derivative of the conductivity and permittivity of the hydrophobic sandstones are shown to be approximately constant for all saturation factions. For the untreated sandstone, the linear combination can be used, but is typically only valid for above the critical saturation point with an artificial intercept value of σ s and r at S w = 0. (The intercept is artificial because it may not be representative of any of the constituent material's properties and is only applicable for a range of S w .)
For the range of expected subsurface conductivities (approximately 0.001 S/m to >1 S/m) and the frequencies we are considering, the high-freqeuncy relaxation response of the material can be ignored and the DC conductivity dominates (i.e., σ c ω ) [28] , [33] , [34] . This allows the use of DC and low frequency conductivity measurements to estimate the dielectric loss for the range of frequencies being considered. Note that resistivities are commonly reported for geological surveys. Resistivity, measured in Ohm-meters (Ohm-m or -m), is the inverse of conductivity, measured in Siemens per meter (S/m).
The expected range of conductivities is between 0.0001 S/m for dry unconsolidated gravel to > 1 S/m for brine-saturated sand and gravel. Dry sand with low salt content is expected to have conductivities on the order of 0.0001 and 0.001 S/m. The IEEE guide for Earth Resistivity [35] classifies resistivities; 10000 Ohm-m (0.0001 S/m) is an ''unusually high'' resistivity and 10 Ohm-m (0.1 S/m) is ''unusually low''. From inspection of these classifications, nominally the conductivities may be approximated as a log-Normal statistical distribution. It Is worth noting that the resistivity can vary orders of magnitudes with changes in salinity, moisture, and temperature. A review of resistivities (and conductivities) reports typical resistivities between 20 Ohm-m and 200 Ohm-m for realistic geological conditions (i.e., not laboratory settings with ideal materials). Although less frequent, examples with measured resistivities > 1000 Ohm-m are reported, but these generally correlate to dry unconsolidated materials (e.g., gravel or coarse sand). Refer to Table 5 for an example of typical ranges for common soil and subsurface materials. Again, note that these resistivities are sensitive to local conditions and may vary significantly with changes in soil structure and pore water salinity. Material properties are significantly influenced by moisture and temperature [36] . Figure 8A illustrates the impact of moisture content on the resistivity of three soil types. A review of the changes in resistivity with moisture content concludes that the effect of pore fluid on the bulk conductivity can be significant even for partially saturated material. Similarly, Fig. 8B demonstrates the effect of temperature on soil conductivity. For frozen water (ice), the resistivity can be an order of magnitude higher than for the liquid phase.
While the permittivity plays a role in the specific signal attenuation due to absorption, the range of expected permittivities is expected to generally be in the range of 3 to 30 for the subsurface [21] . The range of conductivities is expected to be between 10 −4 and 1 S/m [35] , [36] . Permittivities and conductivities outside of these ranges exist, but they are expected to be observed infrequently. Figure 9 illustrates the specific attenuation due to absorption at 1 MHz and 10 MHz and highlights typical ranges of relevant materials' properties. [36] . Graph A shows the effects of moisture content variation on the bulk soil resistivity for a few different soil types. Similarly, Graph B provides insight into the effects of the pore fluids state and temperature on the bulk resistivity.
IV. SURFACE CLUTTER
In radar applications, ''clutter'' is a term used to describe unwanted echoes. In particular for subsurface sounding applications (e.g., ground penetrating radar), echoes from the surface are a main source of clutter. This clutter, when its power is higher than that of the signal of interest (e.g., a subsurface feature), can obscure or mask the desired target's features. The clutter, in effect, prevents the radar from detecting the subsurface targets of interest. Any energy received from directions other than those perpendicular to the plane of the surface (the shortest path to the subsurface targets of interest) increases the probability of clutter contamination. To limit the chance of receiving echoes that are not perpendicular to the surface, clutter can be managed by using an antenna that focuses its transmitted power into the ground and that only receives echoes from directions of interest. The antenna's radiation pattern determines the directions the radar is sensitive to when receiving echoes (and the directions it transmits power that can result in echoes). For surface-based GPR, shielded antennas that are as close to the ground as possible are desired to reduce the effects of clutter. As the beam width of the antenna's radiation pattern increases, the surface area illuminated by the antenna increases, which results in increased clutter. Figure 10 shows a conceptual diagram of how changes in the antenna's height impact the signal and clutter power. [35] . The gray solid boxes highlight typical ranges of the electrical properties for soils for dry conditions or wetted with pore fluids of varying salinity. The black circles represent a sampling of measured permitivities and conductivities of various soils and saturations at the indicated frequency. (See [26] , [37] , [38] for 1 MHz and [26] , [38] , [39] 
for 10 MHz).
Next, we analyze the clutter characteristics through a discussion of the surface scattering behavior and of how echoes from large areas (such as the surface) are added at the receiving antenna of the radar. The RCS of a complex-geometry object can be calculated by subdividing the object into a collection of smaller simple objects with known RCSs. The coherent integration (i.e., accounting for phase and amplitude) of the contributions from all simple objects can be leveraged to calculate the RCS of the complex-geometry object. This approach assumes no interaction between components [40] .
The same approach can be applied to estimate a surface's RCS. The surface can be divided into patches (or facet), each with its own range (i.e., phase) and RCS. For simplification, we assume that each patch has the same RCS σ 0 . First, we consider a coherent surface with each patch at the same range. With N facets, the total observed FIGURE 10. A conceptual diagram illustrating the effects of antenna height on the surface clutter response. When the antenna is at the surface, the clutter has a negligible component and signal detection is noise limited. As the antenna height increases, the duration of significant clutter power increases. For this scenario, detecting a signal is typically clutter limited. The depths at which the signal is clutter-or noise-limited are determined by the antenna pattern and height.
RCS can be estimated as
Then, we consider an incoherent surface whose facets are uncorrelated in range with a variance σ 2 r λ and an integration range larger than a wavelength R λ. Under these assumptions, the resulting surface RCS is
where * denotes a complex conjugation. Notice that the coherent surface has an area-squared (i.e., N 2 for this example) dependency while the incoherent surface only has an area (i.e., N ) dependency. The correlation of the surface height over the area determines the degree to which the surface is coherent vs. incoherent for the given wavelength (i.e., its roughness). These coherency scales are wavelength dependent, so in general, longer wavelengths will tend to be coherent for a given surface roughness while shorter wavelengths will tend to see an incoherent surface. Note that in these equations, N is proportional to the surface area A s . The projection angle of the plane wave onto the patch also determines the illuminated area (i.e., the patch's area projected onto the plane wave) [41] . As such, when the incident angle is varied (the incident and scattering angles are the same for a monostatic radar system), the magnitude of the apparent RCS varies according to
The polarization dependence is not explicitly accounted for (and therefore may have a second-order effect). The incidence angle only represents the change in the geometric projection of the incident power and treats the patch as a ''point'' scatterer. With a model for the NRCS of the surface, the radar's observed surface RCS is the integration over the entire surface area illuminated by the transmitted signal. The surface area illuminated by the radar pulse is a function of the transmitted pulse width and the antenna pattern (we assume a monostatic system here). The transmitted pulse width occupies an equivalent range (recall the range resolution of the pulse) which, when projected onto the surface, determines the illuminated area of the pulse. The antenna pattern, when projected onto the surface, also illuminates a finite area. If the pulse's area is greater than the antenna's illuminated area, the radar is said to be ''beam-limited''. Alternatively, if the pulse's area is less than the antenna's area, the radar is said to be ''pulselimited''. Figure 11 illustrates the pulse's projection onto a flat surface and the surface area that is illuminated but the radar. For the pulse-limited case, the leading and trailing edge of the transmitted pulse can be on the surface illuminating an area while still in the antenna's main lobe. In either case, the effects of the pulse, antenna, and surface geometry must be accounted for to accurately assess the radar response of the surface [42] . It is also worth noting that the pulse-limited power decays as R 3 while the beam-limited power decays as R 2 . (Compare this to the R 4 power dependence for a point scatterer.)
The beam-limited area of the circle illuminated on a flat surface, for a radar at height h above the surface with a range R to the leading edge of the pulse, is
Similarly, the pulse-limited area is estimated following
where R 2 and R 1 are the leading and trailing ranges of the pulse. The leading and trailing pulse edges are separated by the range resolution of the transmitted signal R = R 2 − R 1 .
A. SIMULATED SURFACE CLUTTER RESPONSE
Surface roughness is typically treated in a statistical sense. The exponential correlation model is a common model to characterize the surface roughness [43] - [45] . Arid regions and alluvial fans typically exhibit surface features that are approximately smooth to the radar frequencies of interest [44] . Recall that when a surface is ''smooth'' at a given frequency (i.e., the P-band results from [44] ), it remains a smooth surface at lower frequencies. For areas with minimal vegetation, the surface morphology dominates when determining the radar signal's coherence as the surface itself is VOLUME 6, 2018 FIGURE 11. The pulse's range from the radar, in addition to the pulse's range resolution and the radar's operating altitude, determine the pulse's projection onto the surface that will produce the received echo. The surface areas which are illuminated for various ranges are illustrated for a flat surface. For this example an altitude of 100 m and a range resolution of R = 30 m is shown. The surface's angle from nadir (θ i ) are included for the highlighted ranges.
the dominant scatterer. This indicates that topographic maps should provide realistic estimates of the clutter response for arid regions at low GPR frequencies. To simulate the surface clutter for a specific region, a model of the surface topography with sufficient resolution is required to capture the variation (which is wavelength and surface roughness dependent). Again, when using a coherent scattering model, the surface should be resolved to a fraction of a wavelength (ideally 0.2λ to 0.1λ). Alternatively, a statistical roughness model can be used; it accounts for the coherency of the surface features and the power from each surface element (which has lengths λ) can have their power summed (i.e., incoherent summation).
For this application, the wavelengths of primary interest ranges from 300 m (1 MHz) to 3 m (100 MHz). A digital elevation model (DEM) from the shuttle radar topographic mission (SRTM) is available at a 1 arc-second posting (approximately 30 m spatial resolution) and with a surface height resolution of 1 m. To apply this DEM to the wavelengths of interest, the 30 meter resolution data is interpolated to sub-wavelength scales to use the coherent scattering model without additional modeling of the patches' RCS. The height and orientation of each patch are calculated from the DEM to be subsequently used in the estimation of clutter power. Figure 12 is an example of the DEM for a region in Saudi Arabia. To simulate surface clutter, the transmitter and receiver are modeled as isotropic point sources at a fixed altitude. The SRTM DEM is interpolated (using a spline) to 1 m resolution for the region in Fig. 12 . The NRCS of each patch is 0 dB with an angular dependence following Eqn. 34. For the results FIGURE 13. The received range response of the clutter echo's power is simulated at four different radar heights with an isotropic antenna (a). In (b), the NRCS is calculated and plotted versus the range in excess of the height (i.e., the radar's height is subtracted from the true range). Using the NRCS from (b), the range is converted to incidence angle in (c). The estimated NRCS is estimated for the directional antenna pattern of (d) and presented as a function of surface incident angle (e) and range in addition to the radar's height (f). presented in Fig. 13 , the range resolution of the simulation was set to 15 m and the arithmetic mean was calculated using 30 realizations of randomly positioned ''radars'' at a constant altitude above the point directly below the radar. The surface clutter's normalized received power (P r /P t ) from the simulation is presented as a function of range from the radar in Fig. 13A . P r and P t are the received and transmitted power of the simulated radar. For the graphs which are presenting the simulated NRCS, it is estimated by σ 0 = σ /A 2 s where σ ≈ P r R 4 /P t . Again, the antenna model used to produce the results in Fig. 13A-13C is an isotropic (unity gain) antenna on both receive and transmit. The simulated radar heights are 50, 100, 200, and 1000 meters above the surface point at nadir. Figure 13B shows the clutter response for different altitudes as a function of the range in excess of the radar's nadir distance to the surface. The same clutter response is also presented as a function of pulse's incident angle (Fig. 13C) . In Fig. 13B , a 0 m range to the pulse's leading edge of the transmitted pulse indicates the first instance of a returned echo. With a range resolution of 15 meters, when the range to the pulse's leading edge is 15 m or larger, the entire pulse is contributing to the echoes which are coherently integrated over the illuminated surface area. When the range to the leading edge is equal to the pulse's range resolution (nominally its width), this is statistically the range at which the peak echo power is observed. When the entire pulse is illuminating the ground, all of the power is available to be reflected and, at the instant when all power has reached the surface, it has the minimum area and statistically, the highest coherence. As the area increases, the coherence decreases (and the incident angle also increases which, following Eqn. 34, reduces the effective NRCS).
If the surface was perfectly coherent over the illuminated area, without any incident angle dependence, the estimated NRCS from our simulation in Figs. 13B-13C would be 0 dB for all ranges/angles. (Note that 0 dB is the NRCS of the patch used for the simulation.) If the wavelength is increased, the area's coherence is also increased. Note that the range resolution ( R) defines the integration length which acts as a convolution window. As the range resolution becomes larger, the coherent peak is extended in range (or incidence angle). The roll-off rate (the change in the estimated RCS with respect to range) would remain the same but would be observed at an increased range. Consider the consequences of the effects on this clutter signature due to changes in the wavelength and range resolution. For all pulses, there is an initial coherent surface response and longer wavelengths increase the coherent area. At our wavelengths of interest, the range resolution of the signal primarily determines the extent in ''range'' at which the coherent impulse is observed due to the convolution effect. The rate at which the surface echo decays with range (again, assuming an isotropic antenna) is a function of range-fading for ground-based and low-altitude airborne systems (represented in the R 4 factor that was corrected for to get σ 0 ) and the coherence of the wavelength. To maximize the detection probability of subsurface targets near the surface (i.e., R ≈ h), R should be minimized when the peak clutter echo power is greater than the subsurface echo power. (As a second order effect, the radar frequency should be maximized.) For targets that are located deeper within the medium and further from the surface, the effects of clutter can be reduced by minimizing h or minimizing the antenna beam width.
In Fig. 13B , the clutter response (shown as range beyond the nadir surface distance) is approximately the same for all altitudes. Note that for the 50 m altitude, ranges beyond approximately 240 m were not evaluated in the simulation. In Fig. 13C , the angle to the pulse's midpoint is calculated assuming a flat surface (i.e., surface topography is ignored for calculating the angle). The surface incident angle θ i is determined by the range to the radar R and the radar altitude h as
The estimated NRCS, as a function of incidence angle, for different altitudes is shown in Fig. 13B . Note that the range is the midpoint of the radar signal (i.e., halfway between the leading and trailing edge of the pulse). With a range resolution of R = 15 m, the pulse midpoints at the instance where the pulse is completely on the surface corresponds to angles of 29. where the trailing edge of the pulse starts moving away from nadir creating an illuminated area in the shape of an annulus. The mean distance between points within this area increases with the range to the leading edge and therefore the correlation of surface height decreases. As the altitudes decreases for the same range resolution, the incidence angles between the leading and trailing parts of the pulse increase (following Eqn. 37).
The surface clutter simulations highlight the trade-space that exists between the antenna's beamwidth, the range resolution, the radar's altitude, and the ranges of depths where ground clutter mitigation is most critical. For deep radar sounding applications, the desire is to achieve detection at the maximum possible depth below the surface while meeting the required range resolution. The nadir path is the minimum distance to that depth and therefore, any signals propagating at other angles are not strictly necessary (or in fact, are frequently undesirable). The clutter echo power from offnadir angles is observed in addition to the nadir subsurface signal. The ratio of signal-to-clutter power (or SCR) is used as a metric to judge the detection probability of a subsurface target. For the purpose of our discussion, the signal power must be greater than the clutter power (i.e., SCR > 0 dB) and the higher the SCR, the better. Given this, it is clear that if the signal from non-zero angles can be reduced, the SCR will be increased.
To increase the SCR for nadir-looking (i.e., |θ i | = 0) radar sounders, the off-nadir clutter contributions (i.e., from angles |θ i | > 0) must be suppressed. To illustrate this effect, an example of a notional two-way antenna pattern (the combined effects of the antenna on transmit and receive) is shown in Fig. 13D . This antenna pattern is applied to the surface response of Fig. 13C to give Fig. 13E . Similarly, as a function of range past the nadir surface interface, the effect of the radar altitude and the antenna pattern is clearly observed in the range response of the clutter from Fig. 13F .
The antenna provides directivity to reduce the magnitude of the off-nadir clutter. We can quickly see from Fig. 13F that to effectively attenuate surface clutter, the required antenna beamwidth becomes narrower as the altitude of the sensor increases. The angles for which clutter is a concern depends on range resolution, altitude, and the maximum desired penetration depth. Note, that the actual subsurface range depends on the material properties given the change in propagation speed following Eqn. 13. At lower altitudes, the requirements on the antenna beam width are relaxed for the same desired antenna side-lobe suppression at a given subsurface depth.
V. FIELD EXPERIMENTS
Radio attenuation in sub-surface sounding radar applications, which includes both absorption and scattering losses, where discussed in Section III. The frequency dependency in the 1-100 MHz regime is largely environment and medium dependent; it can be constrained with soil/sand type assumptions for arid desert areas. The soil's conductivity dominates the absorption loss as σ ω at lower-frequencies. As the radar's frequency decreases, the trend is that absorption losses will dominate while scattering losses can largely be neglected. In this case, available resistivity measurements in Saudi Arabia can be used to study the radar attenuation at low-frequencies and to constrain the penetration depth. While such a behavior is expected at very low-frequencies, there is little or no experimental evidence from desert environments in Saudi Arabia to confirm this theory and to constrain the range of frequencies where this simplification can be applied. Therefore, a goal of the field experiments was to provide an experimental basis to constrain or define the attenuation models in the arid desert regions of Saudi Arabia.
The field experiments collected very low-frequency electrical resistivity technique (<10 kHz resistivity via a Wenner array). The site selected for the experiments was the Almuzahimiyah site, which is approximately 60 km outside of Riyadh (Fig. 14) at 24.5315 • N and 46.1143 • E. The surface height DEM in Fig. 12 and surface clutter analysis was evaluated for the area around the experiment site. The relatively flat terrain of the site indicates it's a suitable location for future aerial/airborne testing for cross-validation with ground observations. The resistivity measurements were collected on two lines shown in Fig. 14 . Due to the collection of field data during the wet/rainy season in April 2017, resistivity data collected during two previous dry seasons in 2015 and 2016 in a nearby site were added to complement the analysis. The resistivity measurements were collected over a distance of about 700-900 m. The two-dimensional images of resistivity (along-track distance versus depth) were estimated from the measurements using the RES2DINV software [46] . The resistivity results in Fig. 15 from the wet seasons show similar trends for both lines, and resistivity results from the dry seasons in 2015 and 2016 also show similar trends, suggesting that the data collection and inversion techniques for 2D resistivity maps are repeatable. Cumulative distributions of the resistivity data for multiple ranges of depths are shown in Fig. 16 . From these CDFs, it can be seen that the resistivity values in the same location can be about an order of magnitude or more different between the dry and wet season. Considering all depths obtained from the 2D inversions, at least 80% of resistivity values are below about 40 Ohm-m during the wet seasons, and more than 80% Comparing our results to publicly available resistivity datasets from the region [47] , we find the resistivity values measured at the Almuzahimiyah site during the dry seasons to agree well with the published data of resistivity from the sandy soil areas near Riyadh (with a minimum of 70 Ohm-m, an average of 131 Ohm-m, and a maximum of 275 Ohm-m). Again, the resistivity observations at the Almuzahimiyah site during the wet seasons are approximately an order of magnitude lower than the dry season results due to the increased soil water content. Figure 17 shows a comparison between measured electrical resistivity VOLUME 6, 2018 data from the same region. Resistivity data collected during the dry seasons are found to be repeatable (2015 and 2016) and relate well to published resistivity data collected from nearby areas with sandy soils [47] .
VI. AIRBORNE RADAR SYSTEM CONCEPTS
A ''wide bandwidth'' radar system is necessary to achieve range resolutions of tens of meters at sufficiently low radar frequencies to enable deep subsurface sounding. For wideband designs (approximated as B > f /10), frequency dispersion is a challenge. While high resolution may be possible near the surface, the higher frequency components will attenuate below the noise threshold as the depth increases and only lower frequencies are available (resulting in a reduced signal bandwidth). Frequency dispersion and frequency dependent effects in the system (specifically, the antenna) are more complex for wide bandwidth systems.
Following the trend that lower frequencies experience less attenuation, it is desirable for a subsurface sounding radar system to operate at the lowest freqency possible, but the side effect is that the wavelengths become substantially large. As antenna size scales with wavelength, high frequency (3-30 MHz) antennas are on the order of 50 m to 5 m. These Comparison between resistivity field data and publicly available resistivity data sets in the region [47] .
antennas sizes can be impractical for an airborne radar system. Electrically small antennas (ESAs) show promise to mitigate the issue of large radiators. ESAs, as defined by the Chu Limit [48] , have a high quality factor (high-Q) which leads to a small bandwidth. (Recall that the bandwidth, B, is inversely proportional to range resolution R.) A larger bandwidth is desired to obtain a finer range resolution to differentiate the surface response and resolve subsurface structure. One solution to this problem is to use multiple antennas, each one representing a sub-bandwidth of the total desired frequency range [49] . The concatenated bandwidths of all these antennas would form the desired overall bandwidth. After integrating the radar returns of the sub-bands, radar processing would be done as if a single radiating element was used.
Another method for widening the bandwidth is to resistively load the antenna. Due to the high-Q of ESAs, the antenna will cause excess internal reflections of the traveling wave when sourced with a pulse [50] . Loading the antenna with resistive elements lowers the Q, and thus broadens the bandwidth. This in turn dampens the internal reflections, allowing the initially fed pulse to propagate unperturbed. A side effect of resistive loading is reduced antenna efficiency (i.e., lower antenna gain). Reduced antenna gain can place more stringent requirements on the rest of the radar system's performance to achieve the desired sensitivity.
A. EXAMPLE INSTRUMENTS
From the analysis presented in the previous sections, attenuation and clutter effects were shown to be a limiting factor for detection of subsurface features. These have been considered for airborne-based subsurface radar sounding applications with a focus on desert environments. The radar frequency ranges under consideration were driven by some measure of prior knowledge about the performance of GPR systems (with regard to clutter and signal attenuation) and airborne ice sounders (with regard to clutter and implementations of airborne radar systems). Examples low-frequency radar systems used to remotely sense the subsurface, whose performance are applicable to airborne subsurface sounding applications, are found in the literature and a few radar examples are detailed in the following paragraphs.
The selection of a radar's operating frequencies is dependent on science requirements and the availability of suitable technology. A general trend in the GPR results and the associated systems' design is to achieve deeper radar sounding depths, hence lower operating frequencies are required at the expense of range resolution. In the next paragraphs, we will discuss systems that have demonstrated radar sounding in ice or desert for the depths of interest from both surface and airborne platforms.
A surface-based, 1-5 MHz GPR [51] - [53] was designed to achieve deep (> 200 m) radar soundings of geological structures. This radar can operate in a monostatic or bistatic configuration with a 35 m long transmitting antenna. From observations in the West Egyptian Desert [53] , Ciarletti et al. claim to detect the water table interface at 210 m below the surface. These results are contested in [54] on the basis that the region's conductivity leads to negligible ground penetration. The observed echos, which the original analysis attributed to subsurface features, are in fact likely due to ground clutter from local surface features. The interpretation (or misinterpretation) of these results highlights the need to understand the nature of the clutter environment and the impact of subsurface properties on the radar's performance.
The WISE ice sounding radar [55] is an airborne radar operating between 2-5 MHz. This system has been demonstrated in Greenland, Antarctica, and Alaska for subsurface radar imaging in wet ice environments. The system demonstrates the capability to fly and operate a low-frequency, wide-band radar for subsurface sounding. Comparison of the WISE's low-frequency soundings with higher frequency ice radar have demonstrated a reduction in scattering losses due to the lower operating frequencies (in addition to reduced absorption losses due to water). Note that the antenna's physical size (120 m length) and the low gain for the wide-band, low-frequency system present technical challenges.
GPR observations of sand dunes in Nevada for radar frequencies from 16-100 MHz are considered and in part used to investigate subsurface features by comparison with resistivity measurements from other instruments (in particular, TEM soundings) [28] . The electrical properties of samples from the local environment were measured in the laboratory and presented but even the authors note that laboratory measured loss tangents are not representative of the subsurface due to moisture and salinity variations. The paper reports subsurface resistivity (from TEM measurements) of 6-8 Ohm-m at 35 m depth and 1-2 Ohm-m at 65-75 m depth which is attributed to an increase in pore fluid salinity with depth below the alluvium. The resistivity in the sand dune is 600 Ohm-m and the alluvium's resistivity is approximately 60 Ohm-m. The 100 MHz GPR sounding in this environment was limited to approximately 4-6 m in the alluvium. Even with the 20 MHz sounding, the penetration depth is likely limited to approximately 12 m due to the high loss of the subsurface.
GPR observations of a gravel pit were examined to determine maximum penetration depths for 25, 50, 100, and 200 MHz antennas [56] . Using the 25 MHz antenna, the authors were able to detect features at 52 m (and possibly 57 m) depth. From characterization of 250 different field experiment sites, the authors conclude that the gravel pit site represents the maximum probable GPR depth that can be confidently interpreted from any Quaternary unconsolidated sediments. (Note, the system's SNR and its dynamic range are not reported and the maximum possible penetration depth is a function of the system's technology. This does however highlight the ideal material for deep GPR penetration.) Their results from multiple GPR frequencies show a log 2 λ trend in penetration depth. The reported trend is generally in good agreement with the transition from good conductor to a general dielectric material that is discussed in Fig. 2 .
To characterize the subsurface structure of sand dunes in the Mojave desert of California, GPR at 100 MHz and 200 MHz were employed [57] . The results show sounding depths of greater than 30 m for the Dumont dunes and 40 m for the Eureka dunes using the 100 MHz GPR system. These results indicate that sand dunes can be low loss and ideal for GPR investigation. If we assume a √ f depth dependence (i.e., the subsurface is a good conductor) and the subsurface remains homogeneous, the expected depth of penetration could be 30 √ 100/5 = 134 m or 40 √ 100/5 = 178 m at 5 MHz, respectively.
In a seperate study, sand dunes in Eastern Saudi Arabia and Moreton Island in Australia were observed using a GPR at 100 MHz, 300 MHz, and 500 MHz [58] . The maximum depth observed was < 35 m at 100 MHz and approximately 9 m at 500 MHz. The authors noted that the water table and saturation gradients within the dune could be detected (when present within the observed depths). Note that the maximum 100 MHz penetration depth of the sand dunes reported here are consistent with the results reported from sand dunes in the Mojave desert of California [57] .
Recent advances in GPR technology, in particular signal acquisition and signal preprocessing, are discussed in [59] . The author cites detection of features at depths of 60 m in sand dunes with a GPR operating at 50 MHz and observations to depths > 90 m in sand using a 15 MHz GPR system in Southern Africa. The capability of GPR to image sand dunes in the Sahara desert was evaluated and demonstrated with soundings up to 90 m deep using a 25 MHz system [60] . Depths > 100 m were measured in sand dunes at 10 MHz.
The authors note for the dunes in the Ubari Sand Sea at 10 MHz, that ''the instrument produced excellent profiles of dunes to over 190 m penetration''. Another experiment provides GPR results for different sand dunes in the United Arab Emirates [29] . For the largest dunes, penetration depths are expected to be greater than 160 m. However, it was also noted that sounding depths could be limited to less than 30 m in some cases. For the measurements, the authors used a radar with a center frequency measured to be 28 MHz in dry sand (the higher dielectric constants load the antenna making it electrically longer, which lowers the antenna's resonant frequency.)
This survey of GPR results and radar sounding instruments demonstrate that low frequency radar sounding (10 MHz or less) can achieve sounding depths of 100 meters or more. This performance is expected for dry, unconsolidated materials with minimal structural variability. Numerous experiments in sand dunes consistently report maximum detection depths when normalized for frequency. This also indicates that scattering losses within the sand dunes have a second order effect on the radar's observed attenuation and absorption dominates for frequencies to 100 MHz or more. GPR operating in the 1-5 MHz band have also been successfully operated for both ground-based and airborne radar sounding operations. At these low frequencies the antenna's physical size presents a challenge to the overall system design and operation.
B. SYSTEM LINK BUDGET
Recall that the radar equation defines the power at the receiver's antenna port as
Using this equation, we can estimate the signal power for a variety of radar system parameters. For our example we consider a monostatic radar system with antenna gains of G r = G t = 0.01 (−20 dB which is on the order of magnitude for a wide-band resistively loaded dipole) observing at a range of R t = R r = 1000 m. Our notional radar's transmitted power is P t = 1000 W and operates at a center frequency of 3 MHz (λ = 100 m). To calculate the received echo power, we consider a pulse-limited transmitted signal with a period of 0.5µS (a bandwidth of 2 MHz and free-space range resolution of R = 75 m). The pulse-limited area is estimated (Eqn. 36) to be 488,910 m 2 . If the NRCS is σ 0 = −30 dB (see Fig. 6 ), the coherent RCS of the surface is then σ = 26.9 dB. The received power from the surface echo (at the receiving antenna port) is P s = −66.1 dBm.
We consider the thermal system noise for the purposes of estimating the received noise power. While it is dependent on the system design and operating conditions, we consider two potentially dominant sources of noise. If the antenna's received radiation dominates, we consider
where the Boltzmann constant k B = 1.38064852 · 10 −23 m 2 kg s −2 K −1 , G r is the receiving antenna's gain, T B is the effective background radiometric temperature (or brightness temperature) in Kelvin, and B is the bandwidth in Hertz. For this first-order evaluation, we also consider the antenna's noise temperature. The physical temperature of the passive device (in this case the antenna) determines the noise power it generates as
Consider an antenna with G r = −20 dB, B = 2 MHz, and T B = 300 K, the received background noise power is then P rec n = −130.8 dBm. For the same antenna, the noise generated due to the antenna's physical temperature (T = 300 K) is P Temp n = −110.8 dBm. These simplified models of two potential noise sources provide estimates for an initial evaluation of the notional radar system performance. Here, the power is referenced to the receiving antenna's output port. It should be noted that other components within the radar system may lead to substantially different system noise powers. Other sources of noise (including man-made sources) can also lead to overall higher effective noise powers. Nevertheless, we assume −110.8 dB as the receiver's noise power for comparison.
Comparing the signal power calculated earlier to the antenna's noise power (due to the antenna's temperature), we get an SNR of P s − P n = −66.1 − −110.8 = 44.7 dB. (The signal in this instance is actually the clutter power.) The noise power remains constant with range.
Next, let's consider a thought experiment: If we have a subsurface interface with the same RCS as the surface, and if the total range between the surface and subsurface target does not change significantly (i.e., R ≈ R surf ), we will have at most 44.7 dB of SNR. Attenuation can only reduce the available SNR. From the examination of the surface clutter as a function of angle, we require the clutter power to drop by more than 44.7 dB from its peak nadir power for the radar system to be consider noise limited. If the clutter power does not drop by more than 44.7 dB for the incident angles of interest (which subsequently correspond to the depths of interest), the radar is considered clutter-limited. The radar is clutter-limited when the SCR is less than the SNR. For clutterlimited cases, there is no advantage in improving the transmitter power or receiver gain (in fact, the TX or RX subsystems may be designed to optimize SCR with respect to SNR). The clutter response can however be altered by modifying the radar's range and the antenna's pattern to reduce the clutter power as shown in Fig. 13 .
Clutter is a significant factor that limits subsurface detection in airborne applications (or surface-based radar systems with unshielded, nearly isotropic antennas). The surface response from the nadir direction will always be present (this is the direction we are interested in). After the nadir clutter impulse is passed, the surface response from off-nadir angles are observed. One of the primary means of controlling the clutter is via the antenna pattern and the observation TABLE 6. Estimated maximum sounding depth for a subsurface target with same RCS as surface clutter. Different signal-to-clutter ratios are considered for different one-way specific attenuation A 1 . The corresponding resistivity characterization is from [35] and Fig. 9. geometry. At low radar altitudes, for the same echo range, the incidence angles become larger which allow for relaxed antenna pattern requirements. The clutter's signature also decreases with increasing incidence angle and increasing ratios of the range between the subsurface target and clutter due to range fading (recall that subsurface propagation is slower than free space). Broadly speaking, operating the sounding radar at the lowest altitude possible provides the best performance for deep radar sounding.
Whether the radar is noise-or clutter-limited, subsurface attenuation ultimately limits the detection depths. The specific attenuation that can be tolerated for any given depth is determined by the available SCR (or alternatively the SNR). In Fig. 18 , the allowed mean one-way attenuation can be estimated for different SNR/SCR and penetration depths. Assuming that the dynamic range of the radar is with respect to the surface reflection, with SNR/SCR of 25 to 200 dB and a depth of 100 m, 0.1 to 1 dB/m of one-way specific attenuation can be tolerated. (The tolerated loss includes scattering losses.) Assuming 100 dB SCR/SNR, which is representative of a well designed radar system with good clutter rejection, and using Fig. 2 (which assumes r = 10 and no scattering losses), the subsurface resistivity at 1 MHz is approximated to be > 500 Ohm-m. Similarly for 10 MHz, the resistivity will likely be required to be > 1000 Ohm-m.
FIGURE 18.
Mean specific attenuation allowed for a given signal-to-noise (or signal-to-clutter) ratio at various depths.
To reiterate the theme identified throughout this paper: to achieve deep electromagnetic sounding, lower frequencies are desired. This follows the trends observed in ice sounding systems as well as commercial GPRs. The literature provides examples of sounding in sand dunes were the authors claim depths of 100-200 m. These are ideal cases in dry sand dunes or unconsolidated gravel and were achieved with ground radar at center frequencies around 10 MHz. The available dynamic range of the radar systems is limited by the ratio of the expected peak echo power (typically the nadir surface echo) to either the noise power or clutter power. Referencing the ranges of attenuation presented in Fig. 9 , we consider the maximum depths for a variety of material types and signal-to-clutter ratios in Table 6 . A ''best case'' one-way specific attenuation of A 1 = 0.1 dB/m to a very low resistivity material with A 1 = 10 dB/m are considered for three different SCR.
The specific attenuation that effects the radar is the total extinction cross-section, combining both scattering loss and absorption loss. Again, recall that as the loss due to absorption decreases, the scattering losses that may have been negligible at higher specific attenuation can be significant when estimating penetration depths. For homogeneous medium, scattering losses can be negligible. For highly variable and heterogeneous structures, scattering losses can dominate the overall loss. As the GPR's frequency decreases, the physical size of the structures which result in scattering losses increases. Following this trend, reducing the GPR frequency will in effect reduce the overall scattering losses. This makes lower radar frequencies more desirable for highly variable structures.
Even if the soil scattering loss is constant regardless of absorption losses, the significance of the scattering loss will increase with lower absorption losses. But at some point, scattering losses will be a significant fraction of the extinction cross-section, and at this point, the materials bulk electrical properties are no longer sufficient for characterizing radar attenuation. Care must be taken when extrapolating losses to long distances, especially with significant changes in the absorption cross-section.
VII. CONCLUSION AND RECOMMENDATIONS
Electromagnetic remote sensing techniques provide a means to detect changes in the electromagnetic properties of a material which are usually manifested as a gradient in their characteristic impedance. A change in material composition can be a result of an interface between two materials but can also be due to variations in density, water saturation, and salinity. This variability is observed both with depth but also laterally. The probability of detecting the variations in the material's properties increases as the contrast between the two materials increases. Under hydrostatic equilibrium, the capillary rise from the water table (recall that the water table is at 100% saturation) is expected to be less than 1 m where the top of this rise is at approximately the minimum water saturation of the material. With this transition depth and at frequencies of interest, the top of the water table should provide an ideal interface for radar detection provided signal attenuation and clutter are overcome.
Based on a review of both published field measurements and the experiment results presented here, soil characteristics are found to be highly variable with depth, geographic location, and time. The signal attenuation due to absorption is largely dominated by the conductivity of the subsurface. Low frequency (or DC) conductivity estimates are representative of the conductivities at the radar frequencies considered here. From a survey of existing soil measurements of permittivity and conductivity, a relative permittivity between 3 and 30 and a conductivity between 10 −4 and 1 S/m is expected. As the radar frequency decreases, the conductivity loss dominates over dielectric losses. For materials that meet the ''good conductor'' criterion, the attenuation shows a √ f dependence. It is noted that the material's bulk conductivity is largely dominated by the grain size (which relates to the minimum amount of pore fluid within the structure for a ''dry'' state) and pore fluid conductivity. Dissolved solids (salts) increase the pore fluid conductivity and for most materials, the conductivity of the pore fluid largely dominates the bulk properties of the subsurface. Variation of the water content and temperature can exhibit a significant change in the electrical resistance of the subsurface.
For deep radar sounding in soils, it is clear that low frequencies are desired to enable detection at greater depths. Using GPR at frequencies on the order of 10 MHz in sand dunes or unconsolidated material, depths greater than 100 m have been reported. The practical limits on how low of a frequency to use is a function of required range resolution for the application and the ability (or suitability) of the antenna system to be used.
In this work, we reviewed the electromagnetic characteristics of soil and subsurface materials that are expected to be found in hyper-arid regions for the purposes of remote sensing exploration of water. As such, the depths over which a system can detect water was fundamental to this study and has given us two physical ''parameters'': 1) the maximum sounding depth, and 2) the minimum near-surface detection depth. With the goal of realizing a system to achieve the goal of detecting subsurface water, additional constraints are placed on the practicality of building and operating such a system on an airborne platform. There are practical limitations on the antenna size and structure for use with an aircraft, as well as operating altitudes for both safety and performance. This practical aspect leads to two additional ''parameters'': 3) survey altitude, and 4) antenna size. The radar's center frequency and its operational bandwidth are included within these parameters but their selection is a direct result of their impact on this parameter space (they are the independent variables to tune with the cost function derived from these parameters). Consider the parameter trade space:
• A narrow antenna beam width is desired to reduce the impact of clutter for the subsurface depths of interest (impacts sounding depth, antenna size, and survey altitude).
• To achieve narrow antenna beam width (for a fixed size aperture), higher frequencies are required (impacts sounding depth and antenna size).
• For deep subsurface sounding, lower frequencies are desired to reduce attenuation effects (impacts sounding depth and antenna size).
• Higher bandwidth signals are desired to resolve small features (i.e., minimize R) (impacts near-surface detection and survey altitude).
• As the bandwidth increases, higher frequencies are typically required (impacts near-surface detection, sounding depth, and antenna size). The GPR penetration depth is subject to a number of environmental and system variables. The variability of subsurface properties in time and space requires a probabilistic evaluation of performance. Conductivity can vary multiple orders of magnitude and permittivity can vary an order of magnitude (depending on subsurface conditions). As the penetration depth increase, the effects of approximations for estimating attenuation can be significant (i.e., the depth uncertainty is proportional to the input uncertainty). With 1 to 10 MHz radar systems at ''very-high'' and ''unusually high'' resistivity, which exhibit low loss (A 1 = 0.1 dB/m), sounding depths are potentially in excess of 500 m for high SNR/SCR systems. Again, the scattering losses may be significant for low absorption loss conditions and have a significant impact on penetration depth. Sounding depths of up to 100 m are feasible for high resistivity materials. GPR in sand dunes and Quaternary unconsolidated materials have demonstrated penetration up to 100 m and more. With a modest increase in water saturation or pore fluid salinity, the penetration depths likely will decrease to tens of meters.
The discussion and analysis throughout this paper are presented to help answer the title's question ''Can airborne ground penetrating radars study groundwater tables in hyperarid regions?'' The short answer is a qualified ''yes''. With low radar frequencies (on the order of 10 MHz or less), adequate ground clutter rejection, and medium or higher vadose zone soil resistivity, the detection of water 
