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La Modelacio´n Lineal Jera´rquica es una te´cnica de regresio´n la cual toma en cuenta la
estructura jera´rquica de los datos. Existe gran diversidad de situaciones en las cuales
es necesario hacer uso de los modelos jera´rquicos dependiendo del objetivo del estu-
dio y de la naturaleza de los datos. En este trabajo se presentan los modelos lineales
jerarquicos de mayor aplicacio´n as´ı como el modelo lineal general jera´rquico.
Hierarchical modeling is a regression technique that takes into account the hierarchical
structure of the data. There exist a diversity of situations where there is the need of
the use of hierarchical models, depending on the objectives of the study and the nature
of the data. In this work some the most used hierarchical linear models are presented
as well as the general hierarchical linear model.
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1. Introduccio´n
Los modelos lineales jera´rquicos son una clase general de modelos que permiten
la modelacio´n en una gran variedad de situaciones en las cuales se tienen datos que
presentan una estructura jera´rquica. Estos modelos tienen una gran variedad de apli-
caciones en diversas a´reas, tales como: investigacio´n educativa, biolog´ıa, investigacio´n
social, psicolog´ıa, medicina, entre otras. Los modelos lineales jera´rquicos tienen una
gran historia, pero han recibido especial atencio´n en los u´ltimos an˜os y sus a´reas de
aplicacio´n se han multiplicado considerablemente [13, 14, 5, 6, 17]. Recientes des-
arrollos en computo han hecho que se incremente la atencio´n en el uso de modelos
lineales jera´rquicos en el ana´lisis de datos con estructura jera´rquica. En la actualidad
existe software estad´ıstico el cual permite analizar datos con estructura jera´rquica de
acuerdo al modelo apropiado, MLwiN, [16], S-PLUS [15], SAS [12, 20]. Una revisio´n
exhaustiva sobre el tema puede encontrarse en [10]. Los modelos lineales jera´rqui-
cos son tambie´n conocidos en la literatura bajo una gran variedad de nombres, tales
como modelos multinivel [4, 6], modelos de coeficientes aleatorios [14], modelos de
componentes de la varianza y covarianza [18], o como modelos de efectos mixtos [11].
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2. Datos con estructura jera´rquica
Los datos con estructura jera´rquica surgen en varias situaciones. Por ejemplo:
investigaciones educativas frecuentemente esta´n relacionadas con problemas de inves-
tigacio´n de relaciones existentes entre alumnos y el grupo de clase en el que e´stos
se desenvuelven. El concepto general es que el alumno interactu´a con el grupo al
cual e´ste pertenece, generalmente los alumnos y los grupos de clase son definidos en
niveles separados de esta estructura jera´rquica; es decir, se tienen J grupos con nj
unidades en el j-e´simo grupo, j = 1, ..., J . A cada grupo se le denomina unidad de
nivel 2; as´ı se tienen J unidades de nivel 2, y a cada unidad de las nj unidades en
cada grupo se les denomina unidad de nivel 1; con lo que se tienen nj unidades de
nivel 1 en la j-e´sima unidad de nivel 2. El nu´mero nj de unidades de nivel 1 no tiene
que ser necesariamente igual en cada unidad de nivel 2. En general en un sistema con
estructura jera´rquica se pueden presentar varios niveles. Los datos con estructura
jera´quica ocurren de manera natural en medicina [3, 19], educacio´n [7, 8], estudios de
datos longitudinales [22, 1], en psicolog´ıa [2, 9], entre otros campos.
3. Algunos modelos lineales jera´rquicos
Para analizar datos con estructura jera´rquica se tiene que emplear te´cnicas es-
tad´ısticas que tomen en cuenta dicha estructura. En esta situacio´n, es razonable pos-
tular un modelo que considere una posible diferencia entre las unidades de nivel 2, es
decir, plantear un modelo tal que, para cada unidad en el nivel 2, se tengan diferentes
coeficientes. Bajo esta situacio´n el modelo lineal jera´rquico permite simulta´neamente
hacer un estudio en los niveles de la estructura jera´rquica, tomando en cuenta varia-
bles para las unidades en cada uno de los niveles. En los modelos lineales jera´rquicos
cada uno de los niveles de la estructura jera´rquica es representado formalmente con su
propio submodelo. Un tratamiento y abundantes referencias acerca de estos modelos
se puede encontrar en [5, 6, 13, 14, 10, 21].
A continuacio´n se describen algunos modelos lineales jera´rquicos
3.1 Modelo con intercepto aleatorio
El caso ma´s simple de un modelo lineal jera´rquico es el denominado intercepto
aleatorio, el cual no contiene ni variables explicatorias en el nivel 1, ni variables
explicatorias en el nivel 2. En este modelo solamente se tiene variabilidad entre las
unidades de nivel 2 y dentro de las unidades de nivel 2. Este modelo puede ser
expresado como un modelo donde la variable respuesta, yij , es la suma de una media
general dada por β00, un efecto aleatorio a nivel 2 dado por u0j , y un efecto aleatorio a
nivel 1 dado por eij . El modelo para la i-e´sima unidad de nivel 1, la cual se encuentra
en la j-e´sima unidad de nivel 2, tiene la forma
yij = β00 + u0j + eij ,
E (eij) = 0, Var (eij) = σ2e ,
E (u0j) = 0, Var (u0j) = σ2u0. (1)
Los para´metros en el modelo (1) son tres: El coeficiente β00 y las varianzas σ2e y
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σ2u0, las cuales se denominan componentes de la varianza. En el modelo intercepto
aleatorio la varianza de la variable respuesta es descompuesta como la suma de las
varianzas a nivel 1, σ2e , y a nivel 2, σ
2
u0,
Var (yij) = σ2e + σ
2
u0. (2)
El modelo para el nivel 1 tienen la forma:
yij = β0j + eij , (3)
y el modelo para el nivel 2 tiene la forma:
β0j = β00 + u0j . (4)
3.2 Modelo con intercepto aleatorio con varias explicatorias a nivel 1
En el modelo intercepto aleatorio el valor esperado de la variable respuesta puede
ser explicado en te´rminos de variables explicatorias a nivel 1. As´ı la siguiente etapa
es la inclusio´n de variables explicatorias en el nivel 1, esto con el objetivo de tratar
de explicar el comportamiento de la variable respuesta. Con una variable explicatoria
en el nivel 1 el modelo intercepto aleatorio tiene la forma:
yij = β00 + β1xij + u0j + eij ,
E (eij) = 0, Var (eij) = σ2e ,
E (u0j) = 0, Var (u0j) = σ2u0. (5)
El modelo (5) se denomina modelo intercepto aleatorio con una variable explicato-
ria a nivel 1. Los para´metros en el modelo (5) son cuatro: Los coeficientes de regresio´n
β00 y β1, y los componentes de la varianza σ2e y σ
2
u0.
En el modelo intercepto aleatorio con una variable explicatoria a nivel 1 la varianza
de la variable respuesta es descompuesta como la suma de las varianzas a nivel 1 σ2e ,
y a nivel 2, σ2u0, de la siguiente manera:
Var (yij) = σ2e + σ
2
u0. (6)
El modelo para el nivel 1 tienen la forma:
yij = β0j + β1xij + eij , (7)
y el modelo para el nivel 2 tiene la forma:
β0j = β00 + u0j . (8)
Al igual que en el modelo de regresio´n mu´ltiple, ma´s de una variable explicatoria a
nivel 1 puede ser usada en el modelo intercepto aleatorio. La generalizacio´n del modelo
(5) para incluir ma´s variables explicatorias a nivel 1; es decir, el modelo intercepto
aleatorio con m variables explicatorias a nivel 1 tiene la forma:
yij = β00 + β1x1ij + β2x1ij + · · · + βmxmij + u0j + eij ,
E (eij) = 0, Var (eij) = σ2e ,
E (u0j) = 0, Var (u0j) = σ2u0. (9)
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El modelo (9) se denomina modelo intercepto aleatorio con m variables explicato-
rias a nivel 1. Los para´metros de este modelo son m + 3; los m + 1 coeficientes de
regresio´n β00,β1,β2,...,βm y los componentes de la varianza σ2e y σ
2
u0.
El modelo para el nivel 1 tiene la forma:
yij = β0j + β1x1ij + β2x2ij + · · · + βmxmij + eij , (10)
y el modelo para el nivel 2 tiene la forma:
β0j = β00 + u0j . (11)
3.3 Modelo con pendientes aleatorias
En el modelo lineal jera´rquico intercepto aleatorio con una o ma´s variables ex-
plicatorias a nivel 1, so´lo el intercepto se supone aleatorio, mientras que los dema´s
coeficientes de regresio´n se suponen fijos para todas las unidades de nivel 2. En oca-
siones la relacio´n entre las variables explicatorias y la variable respuesta puede ser
diferente en las unidades de nivel 2. Lo anterior da surgimiento al modelo de pen-
dientes aleatorias. En este modelo los coeficientes de algunas o de todas las variables
explicatorias esta´n variando entre las unidades de nivel 2, es decir, la relacio´n exis-
tente entre cada una de las variables explicatorias y la variable respuesta no es la
misma en todas las unidades de nivel 2. Para el caso de una variable explicatoria a
nivel 1 lo anterior se expresa en el siguiente modelo:
yij = β00 + β10x1ij + u0j + u1jx1ij + eij ,
E (eij) = 0, Var (eij) = σ2e ,
E (u0j) = 0, Var (u0j) = σ2u0,
E (u1j) = 0, Var (u1j) = σ2u1,
Cov (u0j , u1j) = 0, Cov (ukj , eij) = 0, k = 0, 1. (12)
el cual se denomina modelo de pendientes aleatorias con una variable explicatoria a
nivel 1.
Los para´metros del modelo de pendientes aleatorias con una variable explicatoria
a nivel 1 son seis: los coeficientes de regresio´n β00 y β10, y los componentes de la





En el modelo de pendientes aleatorias con una variable explicatoria a nivel 1 la
varianza de la variable respuesta se descompone de la siguiente forma:




ij + 2σu01xij + σ
2
e . (13)
De la ecuacio´n (13) se tiene que en el modelo de pendientes aleatorias con una
variable explicatoria nivel 1 la varianza de la variable respuesta depende de la variable
explicatoria a nivel 1, xij .
El modelo para el nivel 1 tiene la forma:
yij = β0j + β1jxij + eij , (14)
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y el modelo para el nivel 2 tiene la forma:
β0j = β00 + u0j , β1j = β10 + u1j , (15)
Aqu´ı se observa que los coeficientes β0j y β1j son aleatorios, es decir cambian de
unidad de nivel 2 a unidad de nivel 2.
El modelo con pendientes aleatorias con m varias variables explicatorias a nivel 1
tiene la forma:
yij = β00 +
m∑
k=1
βk0xkij + u0j +
m∑
k=1
ukjxkij + eij ,
E (eij) = 0, Var (eij) = σ2e , E (ukj) = 0, Var (ukj) = σ
2
uk,
Cov (ukj,ulj) = σukl, Cov (ukj , eij) = 0, k, l = 0, ...,m. (16)
el cual se denomina modelo de pendientes aleatorias con m variables explicatorias a
nivel 1.
Los para´metros del modelo de pendientes aleatorias con m variables explicatorias
a nivel 1 son (m+2)(m+3)2 ; los m + 1 coeficientes de regresio´n β00,β10,β20,...,βm0 y los
(m+2)(m+1)




uk, y σukl, k, l = 0, ...,m.
En el modelo de pendientes aleatorias con m variables explicatorias a nivel 1 la









σuklxkijxlij + σ2e . (17)
donde x0ij = 0.
De la ecuacio´n (17) se tiene que en el modelo de pendientes aleatorias con m
variables explicatorias a nivel 1 la varianza de la variable respuesta depende de las m
variables explicatorias a nivel 1, x1ij , x2ij , ..., xmij .
3.4 Modelo jera´rquico con variables explicatorias a nivel 1 y a nivel 2
Se han tratado hasta el momento modelos jera´rquicos en los cuales se registraron
mediciones sobre una variable respuesta y y sobre una o ma´s variables explicatorias a
nivel 1, x1, x2, ..., xm. Adema´s se puede medir otro conjunto de variables, w1,w2,...,wq
para cada una de las unidades de nivel 2, las cuales se denominan variables expli-
catorias a nivel 2. Lo anterior da surgimiento al modelo jera´rquico con variables
explicatorias a nivel 1 y a nivel 2.
Por facilidad de comprensio´n se comenzara con los modelos para cada uno de los
niveles de la jera´rquia.
Modelo en el nivel 1: El modelo para el nivel 1, con una variable explicatoria a
nivel 1, x1ij , tiene la forma:
yij = β0j + β1jx1ij + eij ,
i = 1, 2, ..., nj ; j = 1, 2, ..., J,
E (eij) = 0, Var (eij) = σ2e , (18)
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Modelo en el nivel 2: El modelo para el nivel 2, con una variable explicatoria a
nivel 2, w1j , tiene la forma:
β0j = β00 + β01w1j + u0j ,
β1j = β10 + β11w1j + u1j ,
E (u0j) = 0, Var (u0j) = σ2u0,
E (u1j) = 0, Var (u1j) = σ2u1,
Cov (u0j , u1j) = 0. (19)
El modelo combinado para la j-e´sima unidad de nivel 2, del modelo nivel 1 con una
variable explicatoria a nivel 1; y del modelo nivel 2 con una variable explicatoria a
nivel 2, tiene la forma:
yij = (β00 + β01w1j + u0j) + (β10x1ij + β11w1jx1ij + u1jx1ij) + eij , (20)
reordenando te´rminos se obtiene el modelo
yij = β00 + β10x1ij + β01w1ij + β11w1jx1ij + u0j + u1jx1ij + eij . (21)
La generalizacio´n del modelo (21) para incluir ma´s variables explicatorias a nivel
1 y a nivel 2 se presenta a continuacio´n:
Modelo en el nivel 1: El modelo para el nivel 1, con m variables explicatorias a
nivel 1 x1j , x2j ,...,xmj tiene la forma
yij = β0j + β1jx1ij + β2jx2j + · · · + βmjxmij + eij ,
i = 1, 2, ..., nj ; j = 1, 2, ..., J,
E (eij) = 0, Var (eij) = σ2e . (22)
Modelo en el nivel 2: El modelo para el nivel 2, con q variables explicatorias a nivel
2 w1j , w2j , ..., wqj , tiene la forma:
β0j = β00 + β01w1j + β02w2j + · · · + β0qwqj + u0j
β1j = β10 + β11w1j + β12w2j + · · · + β1qwqj + u1j
...
βmj = βm0 + βm1w1j + βm2w2j + · · · + βmqwqj + umj . (23)
El modelo combinado para la j-e´sima unidad de nivel 2, del modelo nivel 1 con m
variables explicatorias a nivel 1; y del modelo nivel 2 con q variables explicatorias a
nivel 2, tiene la forma:
yij = β00 + β01w1j + β02w2j + · · · + β0qwqj + u0j +
+β10x1ij + β11w1jx1ij + · · · + β1qwqjx1ij + u1jx1ij
+ · · · + βm0xmij + · · · + βmqwqjxmij + umjxmij + eij , (24)
reordenando te´rminos se obtiene el modelo
yij = β00 + β10x1j + · · · + βm0xmij +
+β01w1j + β11w1jx1ij + · · · + βm1w1jxmij +
+ · · · + β0qwqj + β1qwqjx1ij · · · + βmqwqjxmij +
+u0j + u1jx1ij + · · · + umjxmij + eij . (25)
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4. Modelo lineal general jera´rquico
Existen muchas variantes de los modelos anteriores, ya sea teniendo algunas varia-
bles explicatorias a nivel 1, con coeficientes fijos y otras con coeficientes aleatorios, o
ma´s au´n an˜adiendo ma´s niveles a la estructura jera´rquica. Todos estos modelos son








 ; Xj =

1 x11j x21j · · · xm1j





















En forma matricial el modelo nivel 1 (22) toma la forma
Yj = Xjβj + ej ; j = 1, ..., J, (26)
dondeYj es el vector respuesta njx1,Xj es la matriz de variables explicatorias a nivel
1 de orden njx(m+ 1), βj es el vector de para´metros de orden (m+ 1)x1 y ej es un
vector de errores aleatorios njx1. Se supone E (ej) = 0, Var (ej) = σ2e Inj . Definiendo
Wj =

1 w1j w2j · · · wqj · · · 0 0 0 · · · 0












0 0 0 · · · 0 · · · 1 w1j w2j · · · wqj

y
β = [β00, β01, ..., β0q, β10, β11, ..., β1q, ..., βm0, βm1, ..., βmq]
T ;
uj = [u0j , u1j , ..., umj ]
T
En forma matricial el modelo nivel 2 (23) tiene la forma
βj =Wjβ + uj ; j = 1, ..., J, (27)
dondeWj es la matriz de variables explicatorias a nivel 2, de orden (m+ 1)x (q + 1) (m+ 1),
β es el vector (q + 1) (m+ 1)x1 de coeficientes fijos, y uj es el vector de errores alea-
torios nivel 2 de orden (m+ 1)x1. Supongase E (uj) = 0 y
Var (uj) = Ω =

σ2uo σu01 · · · σu0m
σu01 σ
2





σu0m σu1m · · · σ2um
 ,
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En forma matricial el modelo combinado para la j-e´sima unidad de nivel 2 tiene
la forma
Yj = XjWjβ +Xjuj + ej ; j = 1, ..., J,
E (Yj) = XjWjβ, Vj = Var (Yj) = XjΩXTj + σ
2



























donde diag(Aj) representa los te´rminos diagonales por matriz bloque, con Aj en el
j-e´simo bloque de la diagonal. Del modelo (28) se tiene
Y = XWβ +Xu+ e, (29)
el cual se denomina modelo lineal general jera´rquico. La matriz de varianzas y cova-
rianzas tiene la forma
V = Var(Y) = Xdiag(Ω)XT + diag(σ2e Inj ) (30)
Definiendo
Var (e) = R = diag(σ2e Inj ) y Var (u) = G = diag(Ω) (31)
la matriz de varianzas y covarianzas para el modelo lineal general jera´rquico (29)
tiene la forma
V = Var (Y) = XGXT +R. (32)
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