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The cluster synchronization (CS) is a very important characteristic for the higher harmonic cou-
pling Kuramoto system. A novel transformation is provided, and it gives CS by the periodic prop-
erties of the density function. The periodic properties of the density function also make the cluster
sections’ boundaries barrier-like, which helps to explain the sensitiveness of CS on the initial con-
ditions of the oscillators. Detailed numerical studies confirm the theoretical predictions from this
new view of the symmetry transformation. The work is very beneficial to the further study on CS
in various systems.
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I. INTRODUCTION
The symmetries play important role in varies branches
of theoretical physics, both in classical and modern ar-
eas. For example, in the classical mechanics, the Kepler
problem is easily solved if one unified the conservation of
energy, angular momentum which are the results of the
symmetry of the Kepler problem. Even without solving
the problem, the conservation of the angular momentum
will tell one many information, like the motion of the
planet in the sun system being of plane, etc. In the pa-
per, we will exploit the symmetry method to study the
generalized Kuramoto system and give the answer to the
question of cluster synchrony state without solving the
problem directly.
The Kuramoto model (KM) captures the main prop-
erty of the collective synchronization with the first har-
monic coupling as H(θj − θi) = Kij sin(θj − θi) and re-
vealed the second continuous transition at the critical
coupling strength Kc. KM is applied in many physical,
biological and social systems, including electrochemical
oscillators, Josephson junction arrays, cardiac pacemaker
cells, circadian rhythms in mammals, network structure
and neural network[1]-[5].
KM have been generalized in many aspects[5]-[18]. one
of them is the introduction of the globally higher har-
monic coupling H(θj − θi) = Kij sinm(θj − θi),m ∈
N, m > 1, where many new and interesting phe-
nomena appear, like the cluster synchronization (CS) ,
and switching of the oscillators between different clus-
ters with the external force, etc.[19]-[30]. Higher har-
monic coupling (HHC) is dominating in φ-Josephson
junction [21, 22], in the electrochemical oscillators in
higher voltage[19, 23, 24], in neuronal networks with
learning and network adaption[25]-[30]. CS is the most
outstanding feature of this higher harmonic coupling Ku-
ramoto model(HHC-KM).
Here we will investigate HHC-KM from the point of
symmetry, and provide a group transformation, and give
CS a thoroughly novel interpretation, and answer the
question on the same threshold for CS in different pa-
rameters m.
II. THE GENERALIZED KURAMOTO MODEL
AND THE TRANSFORMATION TO EXPLAIN CS
The generalized Kuramoto model with the higher har-
monic coupling is
θ˙n = ωn +
K
N
N∑
j=1
sinm(θj − θn). (1)
In the case of small strength K < Kc, the term ωn
dominates the change of the phase θn and the whole
phase system is in the incoherent state. Whenever K
exceeds Kc, the second terms in Eq.(1) predominate and
CS emerges[19]-[33]. It has been also known that CS
is sensitive to the initial conditions of the oscillators in
Ref.[19].
We study CS from completely new view. We will try
to find the relation between the generalized and standard
Kuramoto models, and penetrate the phenomena of CS
to study their essence. In the standard Kuramoto model
θ˙n = ωn +
K
N
N∑
j=1
sin(θj − θn), (2)
the coupling strengthK > 0 is assumed. By introduction
of the transformation
φ = mθ, (3)
together with mωn, mK chang into ωn, K, Eq.(1) takes
the form
φ˙n = ωn +
K
N
N∑
j=1
sin(φj − φn), (4)
which is the same as that of the standard Kuramoto
model[39].
2The transformation (3) is crucial to obtain the infor-
mation on Eq.(1) and give the explanation to CS. For
Eq.(4), the density function f(φ, ω, t) in the largeN limit
satisfies the continuous equations
∂tf + ∂φ
[(
ω +
K
2i
(
Re−iφ −R∗eiφ
))
f
]
= 0, (5)
R =
∫ ∫
f(φ, ω, t)eiφdφdω. (6)
Generally, the dynamical information for CS is obtained
through solve Eqs.(5)-(6). Nevertheless, the transforma-
tion (3) make it possible to alternatively investigate CS
without assorting to the direct solutions to Eqs.(5)-(6).
See details in the following.
Suppose initially uniform distribution in (0, 2pi) for the
phases θn, n = 1, 2, · · · , N , the transformation indicates
the corresponding initial phases’ uniform distribution is
in (0, 2mpi) for the phases φn, n = 1, 2, · · · , N . Because
Eq.(5) is periodic in φ, with the initial periodic condition
in φ, the solution f(φ, ω, t) is also periodic in φ. So one
has
f(φ, ω, t) = f(φ+2pi, ω, t) = · · · = f(φ+2(m−1)pi, ω, t),
which results in the following outstanding properties for
the corresponding density function f(θ, ω, t)
f(θ, ω, t) = f(θ +
2pi
m
, ω, t)
=
...
= f(θ +
2(m− 1)pi
m
, ω, t). (7)
Hence the cluster phenomenons appear, and the phases
θn, n = 1, 2, · · · , N cluster into m sections. From Eq.(7),
it is easy to see that the order parameter is zero no matter
the phases θn, n = 1, 2, · · · , N are in CS state or not, that
is,
reiΨ =
∫
∞
−∞
∫ 2pi
0
f(θ, ω, t)eiθdθdω = 0. (8)
So, the order parameter no longer works in the general-
ized one, as is shown in Fig.1 for the cases of m = 2, 3, 6
and is substituted by the generalized order parameter rm
defined as
R = rme
iΨ′ =
1
N
N∑
j=1
eimθj , or
R = rme
iΨ′ =
∫
∞
−∞
∫ 2pi
0
f(θ, ω, t)eimθdθdω (9)
Eq.(7) guarantees the generalized order parameters rm
being the same for all parameters m, which also could
be obtained from the fact of the same density function
f(φ, ω, t) for different m in calculation rm = |R| by
Eq.(6). We also numerically calculate rm against K for-
wardly for different m = 1, 2, 3, 6 with the same initial
random distributions in (0, 2pi) and the numerical results
confirm the conclusion. See the second panel in Fig.1 for
detail.
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FIG. 1: The order parameter r(K) and rm(K) against the
coupling K for different m = 1, 2, 3, 6 with all initial phases
distributing uniformly in (0, 2pi). In the above, the cluster
synchronization appears as K > Kc ≈ 1.55 and is shown by
the attached three panels for K = 3.09. Note the order pa-
rameters r ≈ 0 form = 2, 3, 6 inK = 3.09, where CS appears,
which means r only works well in the case m = 1. In the be-
low, rm(K) are almost the same for differentm = 1, 2, 3, 6 and
indicate the same threshold Kc for the transition from inco-
herent state to partially synchronized ones. CS is shown for
K = 3.09 with the oscillators’positions indicated by the small
blue circles in the corresponding large circles for m = 1, 2, 3, 6
respectively. The four large circles (circle’s lines are not
shown) are attached into the figure. There are 500 oscilla-
tors and their positions are indicated by the small blue circles
in the corresponding circles for m = 1, 2, 3, 6 respectively.
Note another symmetry of Eq.(1), that is, under the
translation
θn → θn + α¯, ∀1 ≤ n ≤ N, (10)
Eq.(1) is unchanged. So the cluster sections might be
(α − pi2m , α +
pi
2m ), (α +
pi
2m , α+
3pi
2m ), · · · , as are shown
in Fig.1 and Fig.2. These cluster sections naturally have
boundaries, which separate the different cluster sections.
The boundaries of the cluster section with its center at
α+ n
m
pi, n = 0, 1, 2, · · · ,m are α+ (2n−1)pi2m , α+
(2n+1)pi
2m .
The most important feature of the boundaries is their
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FIG. 2: synchrony clusters have their centers at α − npi
m
and their boundaries α + (2n−1)pi
2m
, α + (2n+1)pi
2m
for n =
0, 1, · · · , m − 1, which are shown by red arrows in the big
circles. The final evolutionary positions of the oscillators on
the circles are denoted by blue small circle. The synchrony
oscillators could not pass through the boundaries, which act
like potential barriers, while the asynchrony oscillators have
enough energies (higher or lower natural frequencies) to over-
come the barriers and are not confined in one section. The
parameters are K = 2, m = 2, 3 in the two panels.
potential-barrier characteristic: after the formation of
CS, the synchrony phases in each section can only stay
in its section, only the asynchrony phases do pass the
barriers. The remarkable properties also come from the
normal Kuramoto system combining with the transfor-
mation Eq.(3). See details in the following.
In the normal Kuramoto system (4), the synchrony
state forms around its center β (we define its center’ an-
gle as β), and the synchronization oscillators will stay
in the section (β − pi2 , β +
pi
2 ). Hence the boundaries of
synchrony state lie at β − pi2 and β +
pi
2 . The oscillators
whoever already are synchronized can not go cross the
boundaries, so the boundaries behave as potential barri-
ers to forbid the synchronized oscillators to pass through.
Nevertheless, the oscillators not synchronized will have
enough ’energy’ (high positive or negative frequency) to
overcome the barriers and go beyond them.
From the periodic properties of the oscillators’ phases,
the above synchrony state could be regarded as the sec-
tions in (β+2npi− pi2 , β+2npi+
pi
2 ), n ∈ N, which actually
are the same section for phases φj , j = 1, 2, · · · , N . m
ones of these sections with n = 0, 1, , 2, · · · ,m−1 are the
same from the phases of φj , j = 1, 2, · · · , N , neverthe-
less, they will be completely different sections when they
are transformed back to the phases θj , j = 1, 2, · · · , N
with each one denoted by (α + (2n−1)pi2m , α+
(2n+1)pi
2m ) for
n = 0, 1, , 2, · · · ,m− 1. In the same way, the boundaries
of each section also are potential barriers for phases, as
already stated in above, see Fig.2. In extreme case, the
coupling strength K is so large that no phase will have
enough energy to overcome the boundary barriers, as in
the numerical simulation the maximum of frequency is
limited. So all phases will synchronized into one of the
m sections and no one can get over the boundary barriers,
as shown in Fig.1. In the following, we will confine our
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FIG. 3: Schematic diagrams on the sensitiveness of CS to A
for A = 0.2pi, 0.4pi. (the initial uniform phases distributions
are in (0, A) ). The same parameters K = 5, m = 6 in all two
panels. From 0.2pi < npi
6
for n = 1 and (n−1)pi
6
< 0.4pi < npi
6
for n = 2, it is easy to see that one CS section forms in the
left panel and two CS sections form on the right panel.
discussion in this special case to discuss that CS is sen-
sitive to the initial conditions, which is numerical shown
in Fig.4.
The periodic property for f(φ, ω, t) might be violated
by the initial condition of the phases. in this case, cluster
phenomenons also are destroyed somehow and show CS is
sensitive to the initial condition, as former investigation
indicated[19], See Fig.3 for details.
As stated above, we suppose K ≫ Kc. The initial distri-
bution falls into (0, A) with 2(n−1)pi
m
< A < 2npi
m
, n < m.
It can be supposed that there are initially about n sec-
tions, so the boundaries will prevent all the oscillators
except ones on the boundaries to pass through. Hence,
the oscillators will evolve into n cluster sections plus very
small part of the oscillators enters into the (n+1)−th sec-
tion, see Fig.4. However, Whether the number of cluster
sections is n or (n + 1) is very sensitive to initial con-
ditions of the oscillators. For example, it is possible to
form (n+1) cluster sections if there are many oscillators
near the boundaries B or C, as is the case shown on the
second and the fourth panels in Fig.4.
III. CONCLUSION AND DISCUSSION
CS has been investigated by the method of self-
consistent approach in Refs.[19, 20], [25]-[32]. Neural
network actually studied the combination of the first and
second harmonic couplings in the generalized Kuramoto
model[25]-[32], which is also treated in Ref.[20], [33]. In
the N identical oscillators’case, the symmetry viewpoint
is applied and CS of the two groups of m and N −m os-
cillators is connected with their symmetry groups of the
dynamics Sm × SN−m [28], [29]. The symmetry group
SN is only suited for the identical oscillators in the Ku-
ramoto model. However, it is still very difficult to obtain
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FIG. 4: Initial random distribution in (0, A)forA = 28pi
30
, A =
31pi
30
in the left panels, and their final distribution are shown
by the tiny blue circles on the big circle in the right pan-
els. The parameters are K = 5, m = 6 in all the panels.
Only several oscillators (actually 4 oscillators) pass through
the boundaries’ barriers B or C, denoted in the upper right
panel. There are altogether 500 oscillators in each circle.
clear analytical results by the self-consistent approach
and detailed understanding of CS [20, 33].
In the nice work [19], CS have been investigated by
the self-consistent approach. The density function for
the second harmonic coupling case is decomposed into
the symmetric and asymmetric parts in Ref.[19] , and
the Ott-Antonsen (OA) mechanism is utilized to an-
alyze the symmetric case. However, the asymmetric
one is not accessible to the analytical study, and nu-
merical methods are needed to the full solution of the
density function [19]. For higher harmonic coupling
than the second, the density function f(θ, ω, t) is de-
composed in to m parts as f = f (1) + · · · + f (m) and
f (j) =
∑
∞
n=−∞ a
(j)
n e
i(m∗n+j)θ , j = 1, 2, · · · ,m. OA
mechanism could be utilized for f (m) and the critical
strengthKc = 2∆ is obtained for the the Lorentz’s distri-
bution of the natural frequency g(ω) = ∆
pi(ω2+∆2) . How-
ever, it is not easy to obtain other f (j), j 6= m and
numerical methods are used for f(θ, ω, t)[19].
However, our study is completely different from that in
Ref.[19]. We mainly rely on the transformation (3) and
the periodic properties of the density function to study
the most typical phenomena CS in the generalized Ku-
ramoto model. By the transformation (3), it is possible to
relate CS with the periodic properties of the density func-
tion f(φ, ω, t) or f(θ, ω, t). To hold the periodic proper-
ties for f(θ, ω, t), the initial distribution of the oscillators
in terms of θn, n = 1, 2, · · · , N must range randomly in
(0, 2pi). Because of the periodic properties of f(φ, ω, t) or
f(θ, ω, t) and the relation between θ and φ, the m clus-
ter synchrony states appear corresponding to θ, which
are in one of the sections (α + (2n−1)pi2m , α +
(2n+1)pi
2m ) for
n = 0, 1, , 2, · · · ,m − 1. Corresponding the cluster sec-
tions, there naturally exist boundaries for them, which
function as the potential barriers to forbid the synchrony
oscillators to pass through. The existence of the barrier-
like boundary can also explain the sensitiveness of CS
to the initial conditions. The initial distribution of the
phases θ in (0, A) with A < 2pi will break the periodic
condition for f(φ, ω, t) or f(θ, ω, t) and the violation will
result in the sensitiveness of CS to the initial distribution
(0,A). The explanation to CS in the letter is novel and
simple, and has both the profound mathematical insight
and clear physical understanding. Our detailed numeri-
cal studies confirm the symmetric analysis.
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