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Se´ries Gevrey de type arithme´tique, I.
The´ore`mes de purete´ et de dualite´
Par Yves Andre´
Introduction
Ceci est le premier volet d’un article promouvant un point de vue
arithme´tique sur les fonctions spe´ciales classiques.
En feuilletant les traite´s de fonctions spe´ciales, on peut faire les trois
observations suivantes. La premie`re, vieille d’au moins un sie`cle, est que
les se´ries explicites qui apparaissent comme de´veloppements de Taylor (ou
bien asymptotiques) “classiques” sont des se´ries Gevrey d’ordre rationnel.
Rappelons qu’une se´rie entie`re
∑
n≥0 anz
n est dite Gevrey d’ordre s si la se´rie∑
n≥0
an
(n!)s z
n a un rayon de convergence non nul. La the´orie, de´veloppe´e par
Watson (1911), puis Ramis (de`s 1978) et d’autres auteurs, s’est ave´re´e fe´conde
bien au-dela` de l’e´tude des proprie´te´s a` l’infini des e´quations diffe´rentielles
“classiques”.
La seconde observation, d’ou` le pre´sent article tire sa source, est qu’outre
ces proprie´te´s analytiques, les se´ries “classiques” — du moins celles a` para-
me`tres rationnels — posse`dent aussi de remarquables proprie´te´s arithme´tiques,
que nous englobons dans le concept de se´rie Gevrey de type arithme´tique:
Nous dirons qu’une se´rie entie`re
∑
n≥0 anz
n est Gevrey d’ordre s ∈ Q de
type arithme´tique, si ses coefficients an sont des nombres alge´briques, et s’il
existe une constante C > 0 telle que pour tout n ∈ N, les conjugue´s du nombre
alge´brique an(n!)s sont de module infe´rieur a` C
n, et le de´nominateur commun1 a`
a0 =
a0
(0!)s , . . . ,
an
(n!)s est infe´rieur a` C
n.
C’est par exemple le cas de toute se´rie hyperge´ome´trique ge´ne´ralise´e, con-
fluente ou non, a` parame`tres rationnels.
Un peu plus ge´ne´ralement, nous de´finissons les se´ries Nilsson-Gevrey
d ’ordre s de type arithme´tique comme e´tant les sommes finies de la forme∑
α,k,l
λα,k,lz
α(logk z) yα,k,l(z)
1 C’est-a`-dire le plus petit entier naturel dn > 0 tel que dnam/(m!)s soit entier alge´brique pour
tout m ≤ n.
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ou` les λα,k,l sont des nombres complexes, α des nombres rationnels, k, l des
entiers naturels, et yα,k,l(z) des se´ries Gevrey d’ordre s de type arithme´tique;
pour s fixe´, on montre que ces “se´ries” forment une C[z]-alge`bre diffe´rentielle,
note´e NGA{z}s.
La troisie`me observation est que la plupart des e´quations diffe´rentielles
line´aires a` coefficients polynoˆmiaux qui e´maillent les traite´s de fonctions
spe´ciales sont de nature tre`s simple; par exemple, on constate qu’ou bien elles
sont fuchsiennes sur la sphe`re de Riemann, ou bien elles n’ont de singularite´s
qu’a` l’origine et a` l’infini, l’une des deux e´tant re´gulie`re.
Nous nous proposons de montrer que la pre´sence d’une se´rie Nilsson-
Gevrey de type arithme´tique parmi les solutions suffit a` rendre compte de cette
dernie`re observation, en la pre´cisant. Les principaux re´sultats sont les suivants
(purete´).
The´ore`me de purete´. Soit y un e´le´ment de NGA{z}s ve´rifiant une
e´quation diffe´rentielle line´aire Ψy = 0 a` coefficients dans C[z]. On suppose Ψ
d ’ordre minimal (en ddz ). Alors:
i) Si s ≤ 0, Ψ admet une base de solutions dans NGA{z}s;
ii) Si s > 0, Ψ admet une base de solutions de la forme exp
(
αiz
− 1
s
)
·yi, avec
yi ∈ NGA{z}s, αi ∈ Q.
En termes plus vagues, toutes les se´ries qui interviennent dans les “solu-
tions en 0” sont purement du meˆme type. Comme les se´ries Gevrey d’ordre
≤ 0 convergent, on voit en particulier que 0 est une singularite´ re´gulie`re si
s ≤ 0. Dans le cas s > 0, on voit que 1s est la seule pente non nulle du polygoˆne
de Newton de Ψ a` l’origine, et que les facteurs de´terminants sont monoˆmiaux.
Le cas s = 0 (cas fuchsien) est maintenant bien compris par la the´orie des
G-fonctions, cf. §3 ci-dessous; le re´sultat principal, duˆ en partie a` Chudnovsky
et en partie au pre´sent auteur, exprime la permanence du “type arithme´tique”
par prolongement analytique (purete´ en tout point alge´brique):
The´ore`me de permanence (s = 0). Soient y et Ψ comme ci -dessus, et
supposons en outre que s = 0. Alors pour tout nombre complexe alge´brique a,
Ψ admet une base de solutions dans NGA{z − a}0 (resp. dans NGA{1z}0).
On s’inte´ressera davantage ici au cas s 6= 0; c’est alors la prise de de´ve-
loppement asymptotique qui remplace le prolongement analytique, et donne
lieu a` une “dualite´” 0↔∞:
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The´ore`me de dualite´ (s 6= 0). Soient y et Ψ comme ci -dessus, et sup-
posons en outre que s 6= 0. Alors Ψ a au plus deux singularite´s non triviales:2
l ’origine et l ’infini, dont l’une est re´gulie`re. De plus:
i) Si s < 0, Ψ admet une base de solutions de la forme exp
(
βiz
− 1
s
)
· yˆi,
avec yˆi ∈ NGA
{
1
z
}
−s, βi ∈ Q. A fortiori, pour toute direction θ sauf un
nombre fini (les directions de Stokes), il existe un nombre alge´brique αθ tel
que exp(αθz
− 1
s ) ·y admette a` l ’infini dans la direction θ un de´veloppement
asymptotique dans NGA
{
1
z
}
−s;
ii) Si s > 0, Ψ admet une base de solutions dans NGA
{
1
z
}
−s. A fortiori, pour
toute direction θ, y est le de´veloppement asymptotique a` l ’origine dans la
direction θ d ’une solution3 de Ψ dans NGA
{
1
z
}
−s.
On a donc aussi “purete´” a` l’infini, mais pour l’ordre −s. Dans le cas
s < 0, on voit que −1s est la seule pente non nulle du polygoˆne de Newton de
Ψ a` l’infini, et que les facteurs de´terminants sont monoˆmiaux.
Ces re´sultats peuvent eˆtre illustre´s par l’exemple de l’inte´grale oscillante
d’Airy [OS]:
Ai(z) = 1pi
∫∞
0 cos
(
zt+ t
3
3
)
dt, solution de l’e´quation diffe´rentielle
d’ordre 2 (minimal) d
2
dz2Ai(z) = zAi(z),
qui ne pre´sente qu’une seule singularite´ (a` l’infini), de pente 3/2.
A l’aide du symbole de Pochhammer (a)n = a(a + 1) · · · (a + n − 1), le
de´veloppement de Taylor de Ai(z) en 0 s’e´crit
1
3
√
9Γ
(
2
3
) ∑
n≥0
1
9n
(
2
3
)
n
n!
z3n − 1
3
√
3Γ
(
1
3
)∑
n≥0
1
9n
(
4
3
)
n
n!
z3n+1.
Les deux se´ries qui apparaissent forment une base de solutions de l’e´quation
d’Airy; elles sont Gevrey d’ordre −2/3 de type arithme´tique (on peut utiliser
le fait que pour a, b rationnels, le de´nominateur commun de a/b, . . . , (a)n/(b)n
a une croissance au plus ge´ome´trique en n).
D’autre part, dans tout secteur d’ouverture < 2pi/3 bissecte´ par le demi-
axe re´el positif, exp
(
2
3z
3
2
)
· Ai(z) admet le de´veloppement asymptotique a`
2 Une singularite´ est dite triviale si l’ope´rateur diffe´rentiel y admet une base de solutions
holomorphes.
3 Si θ n’est pas singulie`re, la 1
s
-sommation de y au sens de Ramis fournit une telle solution
canonique. Si θ est une direction singulie`re, la 1
s
-sommation me´diane y pourvoit.
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l’infini
1
2
√
pi
(
1
z
)1/4∑
n≥0
(
3
4
)2n (1
6
)
2n
(
5
6
)
2n
2n!
(
1
z
)3n
− 1
2
√
pi
(
1
z
)3/4∑
n≥0
(
3
4
)2n+1 (1
6
)
2n+1
(
5
6
)
2n+1
(2n + 1)!
(
1
z
)3n+1
et on constate que les deux se´ries en 1z qui apparaissent sont Gevrey d’ordre
+2/3 de type arithme´tique (les directions d’angle ±pi/3 sont des directions de
Stokes).
La preuve des the´ore`mes ci-dessus requiert des outils d’analyse p-adique
et d’analyse complexe. Les techniques p-adiques servent a` l’e´tude du cas
s = 0 (G-ope´rateurs diffe´rentiels, §3); des techniques complexes interviennent
dans l’e´tude de´taille´e (4.3) de ce que nous appelons E-ope´rateurs diffe´rentiels,
c’est-a`-dire des transforme´s de Fourier-Laplace des G-ope´rateurs diffe´rentiels
(§§4, 5). L’importance de ces E-ope´rateurs apparaˆıt dans le re´sultat suivant
(§6):
Soit y(z) une se´rie Nilsson-Gevrey d ’ordre s 6= 0 de type arithme´tique,
ve´rifiant une e´quation diffe´rentielle a` coefficients polynoˆmiaux. Alors y(z−s)
est solution d ’un E-ope´rateur diffe´rentiel.
Ce volet se termine par une bre`ve application des re´sultats ci-dessus a`
l’arithme´tique des e´quations aux diffe´rences.
Plan
1. Se´ries Gevrey de type arithme´tique
2. Holonomie. G-fonctions et E-fonctions
3. G-ope´rateurs diffe´rentiels (compendium)
4. E-ope´rateurs diffe´rentiels
5. Autour de Laplace. Preuve de 4.3 et 4.6
6. Purete´ et dualite´
7. Se´ries de factorielles et ope´rateurs aux diffe´rences finies
1. Se´ries Gevrey de type arithme´tique
1.1. Soit a = (a0, a1, a2, · · ·) une suite de nombres alge´briques. On con-
side`re la condition suivante:
(G): Il existe une constante C > 0 telle que pour tout n,
(G)conj: Les conjugue´s de an sont de module infe´rieur a` C
n,
(G)de´n: Le de´nominateur commun a` a0, a1, a2, · · · an est infe´rieur a` Cn.
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Proposition 1.1.1. Soit s = p/q un nombre rationnel e´crit comme
fraction irre´ductible, avec q positif. Les conditions suivantes sont e´quivalentes:
i) la suite de terme ge´ne´ral an(n!)s ve´rifie (G),
ii) la suite de terme ge´ne´ral an
(
[
n
q
]
!)p
ve´rifie (G).4
Ces conditions sur a sont stables par addition, par produit de Cauchy, et
par les transformations an → an−1, an → (n + 1)an+1, an → 1nan−1.
Preuve. En ce qui concerne (G)conj, l’e´quivalence de i) et ii) vient de
ce que, d’apre`s Stirling, log([nq ]!)
p ≈ log(n!)s − ns log q + O(log n). Notons
que i) e´quivaut a` dire que la suite de terme ge´ne´ral (an)
q
(n!)p ve´rifie (G). En
ce qui concerne (G)de´n, l’e´quivalence de i) et ii) se rame`ne donc a` com-
parer le de´nominateur commun de (a0)
q, . . . , (an)
q
(n!)p , d’une part, et celui de
(a0)
q, . . . , (an)
q
([n
q
]!)pq d’autre part. Or ([
n
q ]!)
q divise (q[nq ])!, qui divise lui-meˆme
n!, et il s’agit de montrer que le plus petit commun multiple de 1, 1, . . . , n!
([n
q
]!)q
a une croissance au plus exponentielle en n. On observe que seuls des nombres
premiers p ≤ n divisent m!([m
q
]!)q pour m ∈ {1, 2, . . . , n}, l’exposant e´tant[
m
p
]
− q
[
m
pq
]
+
[
m
p2
]
− q
[
m
p2q
]
+ · · · ≤ q logm
log p
.
On a donc
ppcm
m≤n
m!
([mq ]!)
q
≤ (nq)Card{p≤n},
et le the´ore`me de Chebishev Card{p ≤ n} = O(n/ log n) suffit pour conclure.
Traitons ensuite la question des de´nominateurs quant a` la stabilite´ par
produit de Cauchy: Si s ≥ 0, on e´crit, pour n fixe´,
de´n
m≤n
∑
1≤m
a1bm−1
m!s
= de´n
m≤n
∑
1≤m
(
m
1
)s a1
1!s
bm−1
(m− 1)!s ≤ de´n1≤m≤n
(
a1
1!s
· bm−1
(m− 1)!s
)
;
Si s < 0, on e´crit
de´n
m≤n
∑
1≤m
([
m
q
]
!
)−p
a1bm−1 ≤ de´n
1≤m≤n
(([
m
q
]
!
)−p
a1bm−1
)
≤ de´n
1≤m≤n
(([
1
q
]
!
)−p
a1 ·
([
m− 1
q
]
!
)−p
bm−1
)
;
dans les deux cas, on obtient la croissance exponentielle souhaite´e.
4 La constante C implique´e dans (G) n’e´tant pas ne´cessairement la meˆme dans i) et dans ii).
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Pour la question des de´nominateurs quant a` la stabilite´ par transformation
an → 1nan−1, on invoque de nouveau Chebishev sous la forme
log ppcm(1, 2, . . . , n) = O(n).
Les autres ve´rifications relatives a` la seconde assertion de la proposition
sont imme´diates.
Nous utiliserons librement le lemme suivant familier en the´orie des
G-fonctions depuis Siegel.
Lemme 1.1.2. Soient a, b deux nombres rationnels, non entiers ne´gatifs.
Alors le de´nominateur commun de a/b, . . . , (a)n/(b)n a une croissance au plus
ge´ome´trique en n.
1.2. Lorsque les conditions de la proposition 1.1.1. sont re´alise´es, nous
dirons que la se´rie entie`re f = fa =
∑
n≥0 anz
n est Gevrey d ’ordre s de type
arithme´tique (ou, plus brie`vement, que f est une se´rie Gevrey arithme´tique
d’ordre s).
La seconde assertion de 1.1.1 montre que les se´ries Gevrey d’ordre s de type
arithme´tique forment une sous-Q[z]-alge`bre de Q[[z]] stable par diffe´rentiation
et inte´gration. Nous noterons Q{z}As cette alge`bre diffe´rentielle, et K{z}As la
sous-alge`bre diffe´rentielle forme´e des se´ries dont tous les coefficients an appar-
tiennent a` un corps de nombres donne´ K.
Remarques. a) La suite de terme ge´ne´ral an(n!)s ve´rifie (G)conj si et seule-
ment si le rayon de convergence des se´ries
∑
n≥0 ι(an)z
n (pour tout plongement
ι : Q→ C) est minore´ par une constante > 0 inde´pendante de ι. En particulier,
chaque ι induit un plongement Q{z}As → C{z}s dans l’alge`bre diffe´rentielle des
se´ries Gevrey d’ordre s usuelles.
b) Si K est un corps de nombres plonge´ dans C, l’inclusion de K{z}As
dans C{z}s jouit de la proprie´te´ suivante: Tout e´le´ment de K{z}As est soit
un polynoˆme, soit une se´rie Gevrey d ’ordre exactement s (i.e. n’est Gevrey
d’ordre r pour aucun r < s). En particulier K{z}As ∩K{z}As′ = K[z] si s 6= s′.
Une formulation e´quivalente est que si une suite de terme ge´ne´ral an ∈ K
ve´rifie (G) et a une infinite´ de termes non nuls, la se´rie
∑
n≥0 anz
N a un rayon
de convergence fini. De fait, la norme d’un terme an non nul est un nombre
rationnel de de´nominateur et nume´rateur borne´s par Cn[K:Q] par hypothe`se,
ce qui entraˆıne bien que lim sup |an| 1n > 0.
c) Rappelons que pour s < 0, les e´le´ments de C{z}s s’identifient aux
fonctions entie`res F d’ordre −1s , i.e. pour lesquelles il existe une constante
B > 0 telle que |F (z)| = O(eB|z|−
1
s ).
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1.3. Changement d ’ordre. L’e´tude des se´ries Gevrey de type arithme´tique
se rame`ne dans une large mesure a` celle des se´ries d’ordre s = −1, 0 ou +1.
Voici comment.
Soient u, v deux entiers naturels, u 6= 0, et introduisons les transformations
de se´ries formelles suivantes, familie`res en analyse ultrame´trique:
ϕu
∑
n≥0
anz
n
 =∑
n≥0
anz
un, Ψv/u
∑
n≥0
anz
n
 =∑
n≥0
aun+vz
n.
Proposition 1.3.1. Soit s un nombre rationnel. Les conditions suiv-
antes sont e´quivalentes:
i) f ∈ Q{z}As ,
ii) ϕuf ∈ Q{z}As/u,
iii) pour tout v ∈ {0, . . . , u− 1}, Ψv/uf ∈ Q{z}Asu.
Seules les questions relatives aux de´nominateurs sont non triviales.
L’e´quivalence de i) et ii) de´coule alors du fait vu en 1.1.1 le plus petit com-
mun multiple de 1, 1, . . . , nu!n!u a une croissance au plus exponentielle en n. Pour
l’e´quivalence de i) et iii), on applique i) ⇔ ii) a` la se´rie Ψv/uf (au lieu de f),
en remarquant que
zvϕuΨv/uf =
∑
n≥0
aun+vz
un+v,
de sorte que f =
∑u−1
v=0 z
vϕuΨv/uf . Les de´tails sont laisse´s au lecteur.
Corollaire 1.3.2. Soit s = p/q un nombre rationnel non nul e´crit
comme fraction irre´ductible, (avec q positif ), et soit ε(s) le signe de s. Alors
on a ∑
n≥0
anz
n ∈ Q{z}As
si et seulement si pour tout v ∈ {0, . . . , q − 1},∑
n≥0
aqn+vz
|p|n ∈ Q{z}Aε(s).
Remarque. Le produit de Hadamard d’une se´rie Gevrey d’ordre r de type
arithme´tique par une se´rie Gevrey d’ordre s de type arithme´tique est une se´rie
Gevrey d’ordre r+ s de type arithme´tique. En revanche le produit de Cauchy
de se´ries Gevrey de type arithme´tique d’ordres diffe´rents n’est pas en ge´ne´ral
de type arithme´tique.
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1.4. Un plongement Q → C e´tant fixe´, nous de´finissons (comme dans
l’introduction) les se´ries Nilsson-Gevrey d ’ordre s de type arithme´tique comme
e´tant les sommes finies de la forme
y(z) =
∑
α,k
λα,k,lz
α logk zyα,k,l(z),
avec
λα,k,l ∈ C, α ∈ Q, k, l ∈ N, et yα,k,l(z) ∈ Q{z}As .
On peut former l’alge`bre diffe´rentielle compositum de C[log z] et Q[[z]]
(se´ries de Puiseux a` coefficients alge´briques). Il est alors clair que, pour s fixe´,
les se´ries Nilsson-Gevrey d’ordre s de type arithme´tique forment une sous-C[z]-
alge`bre diffe´rentielle de ce compositum. Nous la noterons NGA{z}s .
Proposition 1.4.1. Soit s un nombre rationnel non nul, et notons ε(s)
son signe. Les conditions suivantes sont e´quivalentes:
i) y(z) ∈ NGA{z}s,
ii) y(z|s|) ∈ NGA{z}ε(s).
Cela de´coule directement du corollaire pre´ce´dent.
2. Holonomie. G-fonctions et E-fonctions
2.1. Soit a = (a0, a1, a2, . . .) une suite de nombres alge´briques. On con-
side`re la condition suivante:
(H): La suite a ve´rifie une relation de re´currence de la forme
P0(n)an + P1(n + 1)an+1 + · · ·+ Pµ(n+ µ)an+µ = 0
ou` les P0, . . . , Pµ de´signent des polynoˆmes a` coefficients alge´briques.
On remarque que les termes d’une suite ve´rifiant (H) engendrent une
extension finie de Q; on notera souvent K le corps de nombres engendre´ par
ces termes et par les coefficients des Pj .
Il est bien connu que la condition (H) e´quivaut a` dire que f satisfait a`
une e´quation diffe´rentielle line´aire a` coefficients polynoˆmiaux (on dit aussi que
f est holonome).
Proposition 2.1.1. Soit s = p/q un nombre rationnel e´crit comme
fraction irre´ductible, avec q positif. Les conditions suivantes sont e´quivalentes:
i) La suite a ve´rifie (H),
ii) La suite de terme ge´ne´ral an([n
q
]!)p ve´rifie (H).
5
5 Le rang µ de la re´currence implique´e dans (H) n’e´tant pas ne´cessairement le meˆme dans i) et
dans ii).
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Ces conditions sur a sont stables par addition, par produit de Cauchy, par
produit terme a` terme, et par les transformations an → an−1, an → (n+1)an+1,
an → an−1; de plus, si u, v sont deux entiers naturels, u 6= 0, ces conditions
sont aussi stables par les transformations an → (an/u si u divise n, 0 sinon),
an → aun+v.
Preuve. La seconde assertion (relativement a` la condition i)) signifie re-
spectivement que l’holonomie d’une se´rie est pre´serve´e par somme, produit,
produit de Hadamard (cf. [A, I.3]), multiplication par z, de´rivation, inte´gration,
et par les ope´rations ϕu et Ψv/u, ce qui est bien connu (pour Ψv/u, on peut
utiliser la formule Ψv/uf =
∑
εu=1(z
−vf)(εz)).
De´duisons-en la premie`re assertion. Posons g =
∑
n≥0
an
([n
q
]!)p z
n. Alors
Ψv/qq =
∑
n≥0
aqn+v
n!p z
n, Ψv/qf =
∑
n≥0 aqn+vz
n, et en appliquant les formules
f =
∑q−1
v=0 z
vϕqΨv/qf et g =
∑q−1
v=0 z
vϕqΨv/qg, on se rame`ne (en ite´rant |p| fois)
a` montrer que f =
∑
n≥0 anz
n est holonome si et seulement F =
∑
n≥0
an
n! z
n
l’est. Cela re´sulte aise´ment du tableau de correspondances suivant:
f(z)↔ F (z),(2.1.2)
z
d
dz
f(z)↔ z d
dz
F (z),(2.1.3) (
z2
d
dz
+ z
)
f(z)↔ zF (z),(2.1.4)
zf(z)↔
∫ z
0
F (z).(2.1.5)
2.2. Soit a une suite de nombres alge´briques ve´rifiant (G) et (H). On dit
alors que la se´rie
f = fa =
∑
n≥0
anz
n
est de type G, ou est une G-fonction, et que la se´rie
F = Fa =
∑
n≥0
an
n!
zn
est de type E, ou est une E-fonction.
Il y a lieu de conside´rer aussi la se´rie
f = fa =
∑
n≥0
n!anz
n.
Nous donnerons a` une telle se´rie le nom de se´rie de type Z, ou Z-fonction6
(elle diverge aux places archime´diennes mais de´finit des fonctions analytiques
6 Prononcer “e`” en pensant a` Euler a` Saint-Petersbourg (suggestion de D. Bertrand).
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en 0 pour toute place ultrame´trique, dont les proprie´te´s diophantiennes ont e´te´
e´tudie´es par V. Chirskii). Un exemple typique est la se´rie d’Euler∑
n≥0
(−1)nn!zn+1
qui est le de´veloppement asymptotique a` l’origine de la fonction
∫∞
0
e−w/z
1+w .
Comme nous le verrons plus loin, les Z-fonctions apparaissent dans l’e´tude a`
l’infini des E-fonctions.
Nous qualifierons d’associe´es les se´ries de type G, E, ou Z associe´es a` une
meˆme suite a.
D’apre`s 2.1.1, les se´ries de type G, E, Z ne sont autres que les se´ries
Gevrey de type arithme´tique holonomes, d ’ordre 0,−1,+1, respectivement.
Exemples de G et E-fonctions associe´es.
a) Si a est la suite constante de valeur 1, on a f = 11−z , F = e
z.
b) Si an = n− 1 pour tout n, on a f = 2z−1(1−z)2 , F = (z − 1)ez .
(Plus ge´ne´ralement, si f est une fonction rationnelle, F est un polynoˆme ex-
ponentiel.)
c) Si a0 = 0, et an =
1
n pour n ≥ 1, on a f = log( 11−z ), F = e
z−1
z − 1.
d) Si a2n = (−1)n (
1
2
)n
n! , et a2n+1 = 0, on a f =
1√
1+z2
, F = J0(z) (fonction
de Bessel).
e) Si an =
(α1)n···(αr)n
(β1)n···(βr)n , pour des nombres rationnels αi, βi, avec βi 6∈ N,
(cf. 1.1.2), on a
f = r+1Fr
(
α1, . . . , αr, 1
β1, . . . , βr
; z
)
, F = rFr
(
α1, . . . , αr
β1, . . . , βr
; z
)
.
En revanche, les se´ries a` coefficients rationnels e
z
1−z et (1−z)
√
2+(1−z)−
√
2
sont holonomes et Gevrey d’ordre exact 0, mais pas de type arithme´tique.
2.3. On peut aussi introduire une version affaiblie de (G):
(G−): Pour tout ε > 0 et pour tout n assez grand,
(G−)conj: Les conjugue´s de an sont de module infe´rieur a` (n!)ε,
(G−)de´n: Le de´nominateur commun a` a0, a1, a2, . . . , an est infe´rieur
a` (n!)ε.
Nous appellerons se´ries Gevrey de type arithme´tique (resp. de type G, E,
ou Z) au sens large les se´ries associe´es comme ci-dessus a` une suite ve´rifiant
(G−) au lieu de (G).
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Les E-fonctions au sens large sont exactement celles introduites dans
l’article original de Siegel [S].7 Dans les travaux d’approximation diophanti-
enne de l’e´cole de Shidlovskii apparaissent aussi des E-fonctions au sens strict
de 2.2 (cf. [Sh, p. 406]).
En ce qui concerne les G-fonctions, Siegel commence par les de´finir au
sens large, mais pre´cise imme´diatement qu’il ne conside´rera que celles au sens
strict (loc. cit. p. 239). On conjecture en fait que les sens stricts et larges
co¨ıncident (cf. e.g. [Sh, ibid.]), c’est-a`-dire:
Conjecture 2.3.1. Sous (H), les conditions (G) et (G−) sont e´quival-
entes.
Le proble`me a trait aux de´nominateurs, car on a:
Proposition 2.3.2.8 Sous (H), les conditions (G)conj et (G
−)conj sont
e´quivalentes.
De´monstration. Soit K comme ci-dessus le corps de nombres engendre´
par les termes de a et par les coefficients d’un polynoˆme φ en z et en ddz
non nul qui annule f =
∑
n≥0 anz
n. Un the´ore`me classique de O. Perron [P]
(re´sultat de base de la the´orie des se´ries Gevrey, voir [R2]) nous place alors dans
l’alternative suivante: Ou bien f converge, ou bien il existe un nombre rationnel
strictement positif η (c’est l’inverse d’une pente du polygoˆne de Newton de φ
en 0) tel que a soit sujette a` une estimation du type |an| < κ(n!)ηCn, mais a`
aucune estimation semblable pour un exposant infe´rieur a` η. On en de´duit,
en conside´rant tour a` tour chaque plongement complexe ι de K, que (G−)conj
entraˆıne que f de´finit un germe de fonction analytique en 0 via ι, et ceci
e´quivaut a` (G)conj.
Les se´ries Gevrey de type arithme´tique au sens large n’interviendront plus
dans ce volet.
2.4. On remarque que si la suite a ve´rifie (G)conj, le rayon de conver-
gence de f = fa est au moins C
−1 (relativement a` un plongement complexe
de K de´termine´ quelconque) et F = Fa ve´rifie |F (z)| = O(eC|z|). On peut
donc de´finir la transforme´e de Laplace F+(z) =
∫∞
0 F (w)e
−wzdw sur le demi-
plan Re (z) > C (on pourrait du reste remplacer l’intervalle d’inte´gration par
n’importe quelle demi-droite d’origine 0). Un calcul standard montre alors que
7 L’hypothe`se d’holonomie figure dans sa de´finition (p. 223), mais en a e´te´ e´carte´e ulte´rieurement
dans les travaux de l’e´cole russe.
8 Voir aussi le dernier paragraphe de [R2].
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f(z) = 1zF
+(1z ), ce qu’on e´crira aussi f(z) =
∫∞
0 F (zw)e
−wdw, ou bien
(2.4.1) F+(z) =
1
z
f
(
1
z
)
.
Les proprie´te´s suivantes de la transformation de Laplace sont bien connues
(voir par exemple [DiP, I.2]):
d
dz
F+ = (−zF )+,(2.4.2)
z · F+ =
(
d
dz
F
)+
+ F (0),(2.4.3)
1
z
· F+ =
(∫ z
0
F
)+
,(2.4.4)
F+(z − a) = (eazF )+ ,(2.4.5)
F+(z/a) = a(F (az))+.(2.4.6)
En fait, ces proprie´te´s sont purement formelles: en associant a` la suite a les
se´ries f et F ∈ K[[z]] comme ci-dessus, et en de´finissant la se´rie F+ ∈ 1zK[[1z ]]
par (2.4.1), on a ipso facto les identite´s (2.4.2) a` (2.4.6) (avec F (0) = a0).
On a vu d’autre part, sous la condition (H), qu’il existe φ ∈ K[z, ddz ]
d’ordre µ annulant f . Par changement de variable z → 1z , il existe donc aussi
Ψ ∈ k[z, ddz ] de meˆme ordre annulant F+. Rappelons que la transformation
de Fourier-Laplace ––6− des ope´rateurs diffe´rentiels (ou plus ge´ne´ralement des
K[z, ddz ]-modules) est l’automorphisme d’ordre 4 de K[z,
d
dz ] de´fini par
z → − d
dz
,
d
dz
→ z;
en notant
––6− la transformation ––6− suivie de la syme´trie par rapport a` l’origine,
on a donc
––6− ––6− = ––6− ––6− = id.
Posons ν = degzΨ. La multiplication a` gauche de Ψ par
dν
dzν neutralise le terme
F (0) dans l’application ite´re´e de (2.4.3), et il de´coule alors de (2.4.2) et (2.4.3)
que
––6− ( d
ν
dzνΨ)F = 0. Comme
––6− (
dν
dzν
Ψ)F = (−z)ν ––6− (Ψ)F,
on voit que F ve´rifie l’e´quation diffe´rentielle d’ordre ν,
(2.4.7) ΘF = 0, avec Φ =
––6− (Ψ).
Re´ciproquement, si F ve´rifie l’e´quation diffe´rentielle ΦF = 0, et si µ = degzΨ,
alors F+ ve´rifie l’e´quation diffe´rentielle d
µ
dzµ
––6− (Φ)F+ = 0, i.e. ––6− (Φ)F+ est un
polynoˆme de degre´ < µ, en ge´ne´ral non nul. On retrouve par la` en particulier
le fait que toute E-fonction ve´rifie une e´quation diffe´rentielle a` coefficients
polynoˆmiaux. Nous pre´ciserons plus loin les proprie´te´s d’une telle e´quation.
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2.5. On de´duit de 1.1.1 et 2.1.1 que les G-fonctions forment une Q[z]-
sous-alge`bre de Q[[z]] stable par diffe´rentiation; de meˆme pour les E-fonctions.
Toutefois, on prendra garde que la bijection Q-line´aire “se´rie associe´e”
{G−fonctions} ↔ {E−fonctions}
f ↔ F
ne respecte pas le produit de Cauchy.
De ce que les E-fonctions sont entie`res d’ordre 1, il est facile de de´duire que
les unite´s de l ’anneau des E-fonctions sont de la forme beaz , ou` a et b sont des
nombres alge´briques (b 6= 0). Il est beaucoup plus de´licat de montrer que les
unite´s de l ’anneau des G-fonctions sont les fonctions alge´briques holomorphes
et non nulles en 0 (cf. [A, p. 124]); nous n’aurons pas a` faire usage de ce re´sultat
dans cet article.
Pour toute fonction rationnelle r(z) a` coefficients alge´briques et s’annulant
en 0 et pour toute G-fonction f(z), f(r(z)) est encore une G-fonction.9 Il
n’en va pas du tout de meˆme pour les E-fonctions, pour lesquelles les seuls
changements de coordonne´es permis sont les homothe´ties.
Enfin, puisque les conditions (G) et (H) sont stables par produit terme a`
terme, tout produit de Hadamard de G-fonctions est une G-fonction.
Remarque. Tout y ∈ NGA{z}s annule´ par un e´le´ment non nul de C[z, ddz ]
est aussi annule´ par un e´le´ment non nul de Q[z, ddz ]. C’est clair si y ∈ Q{z}As ;
en ge´ne´ral, on e´crit
y =
∑
α,k
λα,k,lz
α(logk z)yα,k,l, yα,k,l ∈ Q{z}As ,
les α e´tant dans des classes distinctes modulo Z, et on voit que les yα,k,l sont
holonomes au sens ci-dessus. On conclut par l’existence10 de multiples com-
muns dans Q[z, ddz ].
3. G-ope´rateurs diffe´rentiels (compendium)
3.1. Soit K un corps de nombres et soit φ =
∑µ
j=0Qj(z)
dj
dzj
∈ k[z, ddz ]
un ope´rateur diffe´rentiel. On lui associe une suite d’ope´rateurs (φm)m≥1 de la
manie`re suivante: φm est l’unique e´le´ment de K[z,
d
dz ] divisible a` droite par φ
9 En effet cette dernie`re ve´rifie clairement une e´quation diffe´rentielle a` coefficients polynoˆmiaux,
et elle converge a` l’origine (relativement a` tout plongement complexe du corps des coefficients), ce
qui e´tablit les conditions (H) et (G)conj pour la suite de ses coefficients de Taylor; on e´tablit (G)de´n
(resp. (G−)de´n) en remarquant qu’il existe un entier N > 1 tel que le de´veloppement de Taylor a`
l’origine de r(Nz) soit a` coefficients entiers alge´briques.
10 Condition de Ore, cf. [Bj, I, 8.4].
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et de la forme
φm =
1
m!
Qµ(z)
m d
m+µ−1
dzm+µ−1
+
µ−1∑
j=0
Qm,j(z)
dj
dzj
.(3.1.1)
On dit que φ est de type G, ou est un G-ope´rateur s’il satisfait a` la condition
suivante introduite par Galochkin [G]:
(G) Il existe une constante C > 0 telle que pour tout n ≥ 1, le de´nominateur
commun aux coefficients des Qm,j(z), pour m ≤ n et 0 ≤ j ≤ µ − 1, est
infe´rieur a` Cn.
Cette appellation est justifie´e par la remarque (quasi imme´diate) que toute
solution dans K[[z − a]] d’un G-ope´rateur en un point a tel que Qµ(a) 6= 0 est
une G-fonction (en la variable z − a).
On constate sans difficulte´ que si φ ve´rifie (G), il en est de meˆme de tout
diviseur a` droite de φ; il en est aussi de meˆme de l’ope´rateur Ψ conside´re´ en
2.4, ainsi que de l’ope´rateur obtenu a` partir de φ en faisant un changement de
coordonne´es z → az, a ∈ K∗. (En fait, la notion de G-ope´rateur est en un sens
e´vident stable par changement rationnel de coordonne´e, et peut se de´finir sur
toute varie´te´ alge´brique de´finie sur Q; cf. [ABa].)
On conjecture que les G-ope´rateurs sont d ’origine ge´ome´trique, c’est-a`-
dire produits de facteurs d’ope´rateurs de Picard-Fuchs (controˆlant la variation
de cohomologie dans une famille a` un parame`tre de varie´te´s alge´briques de´finie
sur Q).
Rappelons les quatre re´sultats de base concernant ces ope´rateurs.
The´ore`me 3.2 (Chudnovsky). Soit f ∈ K[[z]] une G-fonction, et soit
φ ∈ K[z, ddz ] un ope´rateur non nul d ’ordre minimal tel que φf = 0. Alors φ
ve´rifie (G).
Ce re´sultat est de´montre´ dans [CC]; voir aussi [A, VI].
Les deux re´sultats suivants mettent en jeu les rayons de solubilite´ ge´ne´rique
Rv(φ,1), ainsi de´finis: pour toute place finie v de K, de caracte´ristique re´siduelle
p = p(v), normalisons la valeur absolue v-adique par |p|v = p−1; pour tout
r > 0, Rv(φ, r) est le rayon de convergence, limite´ supe´rieurement a` r par
convention, d’une base de solutions de φ au point ge´ne´rique v-adique de valeur
absolue r.
The´ore`me 3.3. La condition (G) e´quivaut a`
∏
v Rv(φ, 1) 6= 0.
Ce re´sultat est de´montre´ dans [A, IV5.2] (la normalisation des valeurs
absolues y est diffe´rente, mais cela n’a pas d’incidence sur le re´sultat).
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On de´duit par exemple de ce crite`re qu’un produit φ · φ′ de G-ope´rateurs
en est un, de meˆme que l’adjoint φ∗ =
∑µ
j=0(−1)j d
j
dzj
·Qj(z); cf. [A, IV4.4].
The´ore`me 3.4 (Katz). Supposons que Rv(φ, 1) > p(v)
−1/(p(v)−1) pour
toute place v au-dessus d ’un ensemble de nombres premiers de densite´ 1 (c’est
le cas en particulier si
∏
v Rv(φ, 1) 6= 0). Alors φ est fuchsien, i.e. n’a que des
singularite´s re´gulie`res a` distance finie et a` l ’infini. De plus les exposants en
chaque singularite´ sont rationnels.
Voir [A, IV5.2] ou [DGS, III].
En combinant ces trois re´sultats (Chudnovsky, Andre´, Katz), on obtient
qu’une e´quation diffe´rentielle d ’ordre minimal satisfaite par une G-fonction est
toujours fuchsienne, a` exposants rationnels. En tout point ζ (resp. en l’infini),
elle admet donc une base de solutions de la forme(
f
(ζ)
1 (z − ζ), . . . , f (ζ)µ (z − ζ)
)
· (z − ζ)Cζ ,(3.4.1)ζ
(resp.
(
f
(∞)
1
(
1
z
)
, . . . , f (∞)µ
(
1
z
))
·
(
1
z
)C∞
),(3.4.2)∞
ou` les f
(ζ)
j , f
(∞)
j sont des se´ries formelles a` coefficients dans K, et Cζ , C∞
de´signent des matrices carre´es d’ordre µ triangulaires supe´rieures a` coefficients
dans Q.
The´ore`me 3.5 (Sous (G)).Les se´ries f
(∞)
j et f
(ζ)
j (pour tout ζ ∈ Q) sont
des G-fonctions.
Ce re´sultat est de´montre´ dans [A, V]. (C’est non banal seulement si ζ est
une singularite´).
3.6. Techniquement, il est plus commode de travailler avec des modules
diffe´rentiels (sur Q(z)) plutoˆt qu’avec des ope´rateurs diffe´rentiels ([A, IV]). Les
de´finitions sont compatibles au sens ou` Q(z)[ ddz ]/Q(z)[
d
dz ]φ est de type G si et
seulement si φ l’est. On dit aussi qu’un Q[z, ddz ]-module holonome (i.e. fini et
de torsion) est de type G si sa fibre ge´ne´rique l’est.
Le fait que la somme directe et le produit tensoriel de modules diffe´rentiels
de type G sont de type G ([A, IV4.4]) entraˆıne le point i) du lemme suivant:
Lemme 3.6.1. i) Soit y1 (resp. y2) une solution d ’un G-ope´rateur (resp.
d ’un autre G-ope´rateur) dans une Q[z]-alge`bre diffe´rentielle convenable. Alors
y1 + y2 est solution d ’un G-ope´rateur. De meˆme pour y1 · y2.
ii) Soient φ1 et φ2 deux G-ope´rateurs, et soit φ un multiple commun a`
gauche de φ1 et φ2, d ’ordre minimal. Alors φ est un G-ope´rateur.
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Pour le point i), conside´rer le sous-module diffe´rentiel
Q(z)
[
d
dz
]
(y1 + y2) (resp. Q(z)
[
d
dz
]
y1 · y2)
de
Q(z)
[
d
dz
]
y1 ⊕Q(z)
[
d
dz
]
y2 (resp. Q(z)
[
d
dz
]
y1 ⊗Q(z) Q(z)
[
d
dz
]
y2).
Le point ii) de´coule de i) en utilisant le fait que tout multiple a` gauche par
un e´le´ment de Q[z], et tout diviseur a` droite, d’un G-ope´rateur, sont des G-
ope´rateurs).
Vu que zα logk z est solution d’un G-ope´rateur (d’ordre k + 1) lorsque
α est rationnel, ce lemme permet d’e´tendre le the´ore`me de Chudnovsky aux
e´le´ments de NGA{z}0:
Tout e´le´ment holonome de NGA{z}0 est solution d ’un G-ope´rateur.
En combinant ceci au the´ore`me 3.5, on en de´duit le the´ore`me de permanence
e´nonce´ dans l’introduction (et le cas s = 0 du the´ore`me de purete´).
4. E-ope´rateurs diffe´rentiels
4.1. Nous appellerons E-ope´rateur le transforme´ de Fourier-Laplace d’un
G-ope´rateur. Il revient au meˆme de dire que Φ est un E-ope´rateur si et seule-
ment si son transforme´ de Fourier-Laplace est un G-ope´rateur.
En effet, si Ψ de´signe l’ope´rateur de´duit de Ψ := ––6−Φ en appliquant la
syme´trie par rapport a` l’origine, on a Φ =
––6−Ψ = ––6−Ψ; or Ψ est un G-ope´rateur
si et seulement si Ψ en est un. Un produit Φ · Φ′ de E-ope´rateurs est un
E-ope´rateur, de meˆme que tout diviseur a` droite de Φ et que l’adjoint Φ∗; Φ et
Φ′ admettent un multiple commun a` gauche qui est un E-ope´rateur (proprie´te´
de Ore a` gauche). Ceci re´sulte des proprie´te´s analogues pour les G-ope´rateurs,
et de ce que ( ––6−Ψ)∗ = ––6− (Ψ∗) (cf. [M, V3.6]).
Le nom de “E-ope´rateur” est motive´ par le re´sultat suivant.
The´ore`me 4.2. Toute E-fonction F est solution d ’un E-ope´rateur Φ;
de plus, on peut choisir Φ de degre´ en z e´gal au minimum des degre´s en z des
ope´rateurs diffe´rentiels annulant F . Plus ge´ne´ralement, tout e´le´ment holonome
de NGA{z}−1 est solution d ’un E-ope´rateur.
En effet, soient f la G-fonction associe´e a` F et φ un ope´rateur diffe´rentiel
non nul d’ordre minimal annulant f . Alors φ est un G-ope´rateur (3.2), et il
en est donc de meˆme de Ψ (cf. 2.4) et de Ψ. Donc Φ :=
––6−Ψ = ––6−Ψ est un
E-ope´rateur non nul, et annule F (cf. 2.4.7).
SE´RIES GEVREY DE TYPE ARITHME´TIQUE, I 721
Pour de´montrons la seconde assertion, on peut supposer que cet ope´rateur
Φ =
––6−Ψ n’est pas de degre´ minimal en z parmi les ope´rateurs diffe´rentiels
annulant F . Montrons qu’alors tout ope´rateur diffe´rentiel Φ′ annulant F , de
degre´ minimal en z (note´ µ0), est un E-ope´rateur. En effet, (
––6−Φ′)F est un
polynoˆme de degre´ < µ0. On en de´duit d’une part que
––6−Φ′ est un ope´rateur
d’ordre minimal tel que d
µ0
dzµ0 (
––6−Φ′) · F = 0, et d’autre part que Ψ divise a`
droite le produit Ψ′ d’un ope´rateur diffe´rentiel d’ordre 1 et de ––6−Φ′. Comme
ordΨ 6= ––6−Φ′ par hypothe`se, et puisque dµ0dzµ0Ψ · F = 0, on en de´duit ordΨ =
ordΨ′. De`s lors Ψ′, et par suite ––6−Φ′, sont des G-ope´rateurs, donc Φ′ est un
E-ope´rateur.
Passons au cas d’un e´le´ment holonome
∑
α,k λα,k,lz
α(logk z)yα,k,l(z) de
NGA{z}−1. En utilisant la proprie´te´ de Ore a` gauche pour les E-ope´rateurs,
on se rame`ne aise´ment au cas d’un produit y(z) = zα(logk z)F (z), ou` F est
une E-fonction (annule´e par un E-ope´rateur Φ), et ou` α est positif; puis, en
conside´rant Φy et en raisonnant par re´currence sur k, au cas ou` k = 0, i.e.
y = zαF . On observe alors que la transforme´e de Laplace y n’est autre que
y+(z) = Γ(α+ 1)z−α−1
{(
1− 1
z
)−α
∗ zF+(z)
}
,
ou` ∗ de´signe le produit de Hadamard de se´ries en 1z . Ainsi {(1− 1z )−α∗zF+(z)}
est une G-fonction en 1z , et y
+(z) est solution d’un G-ope´rateur (cf. 2.5, 3.2).
Remarque. On de´duit de 4.2. qu’un ope´rateur d ’ordre minimal Θ annu-
lant F admet un multiple a` gauche de la forme Q(z)Φ, ou` Q est un polynoˆme
et Φ un E-ope´rateur. On prendra toutefois garde qu’en ge´ne´ral ni Q(z)Φ ni Θ
ne sont eux -meˆmes des E-ope´rateurs. C’est le cas de l’exemple 2.3.b ci-dessus
(F = (z − 1)ez), pour lequel on peut prendre:
φ = (z − 1)(2z − 1) d
dz
+ 3z − 1, Ψ = −(z − 1)(z − 2) d
dz
+ z − 3,
Φ =
––6−Ψ = z
d2
dz2
+ (1− 3z) d
dz
+ 2z, Θ = (z − 1) d
dz
− z.
On a (z − 1)Φ = (z ddz − 2z + 1) ·Θ, donc Q(z) = z − 1 convient, mais
––6−Θ =
−(1+ z) ddz + z− 1 n’est pas un G-ope´rateur. Notons d’ailleurs que Φ n’est pas
de degre´ minimal en z: on a(
d
dz
− 1
)
· θ = (z − 1)
(
d2
dz2
− 2 + 1
)
,
et Φ′ := d
2
dz2
− 2 ddz + 1 est un autre E-ope´rateur d’ordre minimal annulant F ,
inde´pendant de Φ.
The´ore`me 4.3 (structure des E-ope´rateurs).Soit Φ ∈ K[z, ddz ] un E-ope´-
rateur, d ’ordre note´ ν. Alors:
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i) Φ n’a que deux singularite´s: 0 et ∞.
ii) L’origine est une singularite´ re´gulie`re. Les exposants de Φ en 0 sont ra-
tionnels; excepte´s peut-eˆtre ceux entiers, ce sont, modulo Z (et compte´s
sans multiplicite´), les exposants a` l ’infini du G-ope´rateur
––6−Φ.
iii) Il existe une base de solutions en 0 de l’e´quation ΦF = 0 de la forme
(F1(z), . . . , Fν(z)) · zΓ0
ou` les Fj sont des E-fonctions a` coefficients dans K, et Γ0 de´signe une
matrice carre´e d ’ordre ν triangulaire supe´rieure a` coefficients dans Q.
iv) L’infini est une singularite´ en ge´ne´ral irre´gulie`re, de pentes ∈ {0, 1}.
L’ensemble des exposants de Turrittin non entiers de Φ en ∞ coı¨ncide,
modulo Z, avec l ’ensemble des exposants non entiers de
––6−Φ aux singu-
larite´s a` distance finie.
v) Il existe une base de solutions en ∞ de l ’e´quation ΦF = 0 de la forme(
f1
(
1
z
)
, . . . , fν
(
1
z
))
·
(
1
z
)Γ∞
· e−∆z
ou` les fj sont des Z-fonctions a` coefficients dans l ’extension finie de K
obtenue par adjonction des singularite´s a` distance finie de
––6−Φ, ou` ∆ est
la matrice diagonale ayant pour coefficients diagonaux les singularite´s a`
distance finie de
––6−Φ (compte´es avec multiplicite´), et ou` Γ∞ de´signe une
matrice carre´e triangulaire supe´rieure a` coefficients dans Q (ayant pour
e´le´ments diagonaux les exposants de Turrittin), qui commute a` ∆.
La de´monstration occupera les sections 5.1 a` 5.6. Nous priviligierons une
approche formelle, qui permettrait de travailler sur Q(Γ(k)(a))k∈N,a∈Q plutoˆt
que sur C si l’on voulait (en fait les Γ(k)(a) n’interviennent que via leurs “re-
lations de distribution”). Toutefois nous pre´ciserons aussi par voie analytique
les liens entre Φ et
––6−Φ.
Exemples. a) L’ope´rateur a` coefficients constants Φ = d
2
dz2 − 2 ddz + 1 con-
side´re´ plus haut admet les E-fonctions ez et zez comme base de solutions;
––6−Φ
est l’ope´rateur d’ordre nul (z + 1)2, qui admet −1 comme singularite´ triviale
double.
b) Par le point i) du the´ore`me, on voit que les seuls ope´rateurs diffe´rentiels
irre´ductibles qui sont a` la fois de type G et E sont, a` multiplication pre`s par
un monoˆme en z, ceux de la forme z ddz − α avec α ∈ Q∗, et ddz .
c) Equation diffe´rentielle de Whittaker [WW], [Bu]. Soient k et m deux
nombres rationnels, et conside´rons l ’ope´rateur de Whittaker
Φk,m = z
2 d
2
dz2
+
(
−z
2
4
+ kz +
1
4
−m2
)
.
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On calcule
––6−Φk,m =
(
z − 1
2
)(
z +
1
2
)
d2
dz2
+ (4z + k)
d
dz
+
(
9
4
−m2
)
,
qui est un G-ope´rateur, car c’est un ope´rateur de type hyperge´ome´trique a`
exposants rationnels (correspondant au sche´ma de Riemann
P
 −
1
2 +
1
2 ∞
0 0 −m+ 32 ; z
−k − 1 +k − 1 +m+ 32
).
On rappelle que si m n’est pas demi-entier, une base de solutions de Φk,m en
0 est donne´e par
Mk,±m(z) = z
1
2
±me−
1
2
z
1F1
(
1
2
±m− k;±2m+ 1; z
)
;
une autre base est donne´e par les fonctions de Whittaker
Wk,m(z) =
Γ(−2m)
Γ
(
1
2 −m− k
)Mk,m(z)
+
Γ(2m)
Γ
(
1
2 +m− k
)Mk,−m(z) et W−k,m(−z).
Le de´veloppement asymptotique de Wk,m(z) a` l’infini est
Wk,m(z) ≈ zke−
1
2
z
2F0
(
1
2
−m− k, 1
2
+m− k;
(
−1
z
))
pour | arg(z)| ≤ pi − ε. On constate que 1F1(12 ±m− k;±2m+ 1; z) est une
E-fonction tandis que 2F0(
1
2 −m− k, 12 +m− k; z) est une Z-fonction.
d) E-ope´rateur associe´ a` l’e´quation diffe´rentielle de Lame´ [WW], [D].
Soient n un nombre rationnel, B, e1, e2, e3, quatre nombres alge´briques
(ei 6= ej), et conside´rons l ’ope´rateur de Lame´
Λn,B = 4(z − e1)(z − e2)(z − e3)
{
d2
dz2
+
1
2
(
1
z − e1 +
1
z − e2 +
1
z − e3
)
d
dz
− (n(n+ 1)z +B)
}
.
C’est un ope´rateur fuchsien a` exposants rationnels (correspondant au sche´ma
de Riemann
P
 ei ∞0 −n2 ; z
1
2
n+1
2
).
SiB = Bmn est l’une des 2n+1 valeurs classiques pour lesquelles Λn,B admet une
fonction de Lame´ solution, il est connu que Λn,B est unG-ope´rateur. L’exemple
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du E-ope´rateur du troisie`me ordre ––6− (Λn,Bmn ) montre qu’il est ne´cessaire de se
limiter aux exposants de Turrittin non entiers au point iv) de 4.3.
Notons par ailleurs que si n est un entier pair ne´gatif, ––6− (Λn,Bmn ) admet une
E-fonction solution (transforme´e de Laplace inverse d’une fonction de Lame´);
il me paraˆıt douteux qu’elle soit hyperge´ome´trique au sens de Siegel en ge´ne´ral
(cf. [Sh, p. 184]).
Compte tenu de la remarque suivant 4.2, le the´ore`me 4.3 entraˆıne:
Corollaire 4.4. Soit F une E-fonction, et soit Θ ∈ K[z, ddz ] un
ope´rateur non nul d ’ordre minimal annulant F . Alors Θ n’a que deux singu-
larite´s non triviales: 0 et ∞.
L’origine est une singularite´ re´gulie`re, a` exposants rationnels; plus
pre´cise´ment, il existe une base de solutions en 0 de l ’e´quation ΘF = 0 de
la forme (F1(z), . . . , Fλ(z)) · zΓ, ou` les Fj sont des E-fonctions a` coefficients
dans K (et F1 = F ), et ou` Γ de´signe une matrice carre´e triangulaire supe´rieure
a` coefficients dans Q.
Remarque. Le fait que Θ n’ait que deux singularite´s non triviales en-
traˆıne que l’alge`bre de Lie de son groupe de Galois diffe´rentiel global se calcule
arithme´tiquement selon la conjecture de Katz [K], [B]: c’est la plus petite sous-
alge`bre de Lie de l’alge`bre de Lie des matrices carre´es d’ordre celui de Θ, dont
la re´duction modulo presque tout nombre premier p contient la p-courbure
de Θ.
4.5. Application a` un proble`me de Shidlovskii. Dans [Sh, p. 184], Shidlov-
skii remarque que toutes les E-fonctions solutions d’une e´quation diffe´rentielle
homoge`ne (line´aire) d’ordre 1 sont de la forme Q(z)eζz, ou` Q est un polynoˆme,
et signale que la de´termination des E-fonctions solutions d’une e´quation
diffe´rentielle inhomoge`ne d ’ordre 1 est une question ouverte. Le corollaire ci-
dessus permet d’y apporter une re´ponse, en conside´rant l’e´quation homoge`ne
associe´e.
On trouve que ce sont les fonctions entie`res de la forme
F = q(z)z−αeζz
∫ z
r(t)tα−1e−ζt
ou` α est rationnel, ζ est alge´brique, et ou` q(z) ∈ Q[z], r(z) ∈ Q(z) (soumis
aux conditions ade´quates pour que F soit entie`re). Le prototype en est
q(z)1F1(1;α; z) + p(z), avec p(z), q(z) ∈ Q[z];
il resterait a` de´terminer si on les obtient toutes ainsi.
Le lien tisse´ entre Z-fonctions et E-fonctions par le the´ore`me 4.3 est ren-
force´ par le re´sultat suivant, pendant de 4.2:
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The´ore`me 4.6. Soit f(z) une Z-fonction (ou plus ge´ne´ralement un
e´le´ment holonome de NGA{z}+1). Alors f(1z ) est solution d ’un E-ope´rateur.
Par exemple
∑
n≥0(−1)nn!(1z )n est solution du E-ope´rateur Φ = z d
2
dz2
+
(1− z) ddz − 1 (de G-ope´rateur associe´
––6−Φ = z((1 + z) ddz + 1)).
Je conjecture la caracte´risation p-adique suivante des E-ope´rateurs (pen-
dant de 3.3):
Conjecture 4.7. Supposons que Φ ∈ K[z, ddz ] n’ait de singularite´ qu’en
0 et ∞. Alors Φ est un E-ope´rateur si et seulement si∏
v
(
Rv
(
Φ, p(v)−1/p(v)−1
)
· p(v)1/(p(v)−1)
)
6= 0.
Remarque 4.8. En interpre´tant la transforme´e de Fourier-Laplace comme
un foncteur p2∗(p∗1?⊗ e−zw)[1] en the´orie des D-modules (cf. [M, app. 2]), les
me´thodes de [AB] rame`nent essentiellement la conjecture a` un proble`me de
convergence p-adique des se´ries formelles intervenant dans la de´composition
de Turrittin-Levelt a` l’origine et a` l’infini, pour p assez grand.
4.9. Plus ge´ne´ralement, on de´finit les Q[z, ddz ]-modules de type E comme
e´tant les transforme´s de Fourier-Laplace des Q[z, ddz -modules holonomes de
type G (cf. 3.6). Les de´finitions sont compatibles au sens ou` Q[z, ddz ]/Q[z,
d
dz ]Φ
est de type E si et seulement si Φ l’est. On prendra garde que cette pro-
prie´te´ ne de´pend pas uniquement de la fibre ge´ne´rique de Q[z, ddz ]/Q[z,
d
dz ]Φ,
contrairement a` ce qui se passe pour le “type G”.
5. Autour de Laplace. Preuve de 4.3 et 4.6
5.1. Pentes. Soit ϕ =
∑µ
i=0
∑ν
j=0 ai,jz
j di
dzi
∈ K[z, ddz ]; son transforme´ de
Fourier-Laplace est
––6−ϕ =
ν∑
j=0
µ∑
i=0
(−1)jai,j d
j
dzj
zi =
ν∑
j=0
µ∑
i=0
bj,iz
i d
j
dzj
.
Tous les ope´rateurs diffe´rentiels que nous conside´rons sont de type exponentiel
au sens de [M, XII], c’est-a`-dire ve´rifient aµ,ν 6= 0 (ce qui e´quivaut a` bν,µ 6= 0).
En effet nous ne conside´rons que des ope´rateurs diffe´rentiels re´guliers en l’infini,
ou facteurs de transforme´s de Fourier de tels.
Notons d’autre part que si ϕ est re´gulier en l’infini, on a alors aiν = 0
pour i < µ, donc bν,i = 0 pour i < µ, ce qui signifie que
––6−ϕ n’a de singularite´s
qu’en 0 et ∞. Ceci e´tablit i).
Pour aller plus loin, rappelons que le polygoˆne de Newton-Ramis N(ϕ) est
l’enveloppe convexe dans le plan des demi-droites {u ≤ i, v = j − i/ai,j 6= 0}
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[R1], [M, V1]. Toute pente non nulle n’apparaˆıt que sur un coˆte´; on distingue
les coˆte´s horizontaux en donnant la pente−0 (resp. +0) au coˆte´ supe´rieur (resp.
infe´rieur). De la sorte, la partie de pente > 0 (resp. < 0) est a` translation
verticale pre`s le polygoˆne de Newton usuel de ϕ en 0 (resp. le syme´trise´ par
rapport a` l’axe des u du polygoˆne de Newton usuel de ϕ en ∞).
Il est imme´diat qu’on passe de N(ϕ) a` N( ––6−ϕ) par la transformation
(u, v) → (u + v,−v); en particulier les pentes t de N(ϕ) devient la pente −tt+1
de N( ––6−ϕ). On en de´duit tout de suite le crite`re suivant (avec Φ = ––6−ϕ):
(Φ n’a que deux singularite´s, 0 qui est re´gulie`re,
et l ’infini qui est irre´gulie`re de pentes ∈ {0, 1})
⇔( ––6−Φ est re´gulier en 0 et en l ’infini).
Compte tenu de ce que tout G-ope´rateur est fuchsien, ceci e´tablit les assertions
de 4.3 concernant les pentes de Φ.
On peut dire plus: si ϕ est fuchsien (i.e. n’a que des singularite´s re´gulie`res),
alors on peut appliquer ci-dessus aux translate´s ϕa de ϕ (par z → z − a);
comme ––6−ϕa n’est autre que le “tordu” de ––6−ϕ par eaz, on en conclut que les
pentes d’un tel tordu sont toujours dans {0, 1}, ce qui montre que les facteurs
de´terminants de ––6−ϕ (a priori constants ou bien polynoˆmiaux de degre´ ν! en
z1/ν!) sont simplement de la forme δz. En particulier, d’apre`s Turrittin-Levelt,
il existe une base de solutions en ∞ de l’e´quation ΦF = 0 de la forme(
fˆ1
(
1
z
)
, · · · , fˆν
(
1
z
))
·
(
1
z
)Γ∞
· e−∆z
ou` Γ∞ de´signe une matrice sous forme de Jordan (ayant pour e´le´ments dia-
gonaux les exposants de Turrittin), ou` ∆ est une matrice diagonale commutant
a` Γ∞ (∆z ayant pour e´le´ments diagonaux les facteurs de´terminants), et ou` les
fˆj sont des se´ries de Laurent a` coefficients dans l’extension de K obtenue par
adjonction des coefficients de Γ∞ et ∆.
5.2. Monodromie de et monodromie de
––6−Φ. Fixons un plongement com-
plexe de K. Notons {ζ1, . . . , ζr} l’ensemble des singularite´s finies de ϕ, qu’on
suppose fuchsiennes (de meˆme que l’infini). Alors le module diffe´rentiel
C[z, ddz ]/C[z,
d
dz ]ϕ est de´termine´ a` isomorphisme pre`s par le syste`me local des
solutions de ϕ sur C− {ζ1, . . . , ζr}.
Pour Φ = ––6−ϕ, en revanche, le module diffe´rentiel C[z, ddz ]/C[z,
d
dz ]Φ est
de´termine´ a` isomorphisme pre`s par le syste`me local des solutions de Φ sur
C∗ et par la structure de Stokes a` l’infini (cf. [M, IV]). La de´termination de
ces donne´es est de manie`re ge´ne´rale l’objet de la the´orie de la transformation
de Fourier ge´ome´trique, mais dans le cas exponentiel e´le´mentaire que nous
conside´rons ici, elle est fournie par la recette explicite suivante ([M, XII]).
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Pour l’exposer, nous introduirons comme dans loc. cit. une autre vari-
able, soit w, et nous mettrons en dualite´ re´elle le plan complexe des z (avec
l’orientation usuelle) et le plan complexe des w (avec l’orientation inhabituelle).
Nous conside´rerons Φ comme un e´le´ment de C[w, ddw ]; sa monodromie en 0
tourne donc par convention dans le sens inhabituel.
Soit O˜z le C[z, ddz ]-module des fonctions holomorphes sur le reveˆtement
universel du plan des z prive´ d’un disque ferme´ assez grand, et soit C˜z son
quotient par les fonctions entie`res d’ordre ≤ 1. On a les applications standard
O˜z
Can→←
Var
C˜z, et T = id+Var Can est la monodromie autour du disque manquant.
De meˆme pour la variable w, avec l’orientation inverse.
Ces applications passent aux noyaux de ϕ et de Φ respectivement:
Ker(ϕ, O˜z)
Canϕ→←
Varϕ
Ker(ϕ, C˜z), Ker(Φ, C˜w)
VarΦ→←
CanΦ
Ker(Φ, O˜w).
Le re´sultat principal de loc. cit. est d’une part que la structure de Stokes de
Φ est indexe´e par {−ζ1, . . . ,−ζr} (ce qui se traduit ici par le fait que dans
la de´composition de Turrittin-Levelt au voisinage de w = ∞, les facteurs
de´terminants sont les −ζiw),11 et d’autre part que VarΦ et CanΦ s’identifient
canoniquement a` Canϕ et Varϕ respectivement.
L’isomorphisme canonique Ker(Φ, O˜w) = Ker(ϕ, C˜z) est donne´ de la
manie`re suivante. On a une de´composition Ker(ϕ, C˜z) = ⊕ζKer(ϕ, C˜z=ζ) en
espaces de microsolutions de ϕ en chaque singularite´ a` distance finie. On choisit
une direction de demi-droite θ telle que les demi-droites δζ,θ, de direction θ
issues de ζ ne se chevauchent pas. Pour fζ ∈ Ker(ϕ, C˜z=ζ), on choisit f˜ζ tel
que canζ f˜ζ = fζ . Alors la formule
∫
|z−ζ|=ε
f˜(z)e−zwdz +
∫
δζ,θ,|z−ζ|≥ε
(varζf)(z)e
−zwdz
de´finit une solution de Φ (qui ne de´pend pas du choix de f˜) sur un demi-plan
Re (weiθ)≫ 0.12 On obtient ainsi un sous-espace Ker(Φ, O˜w)ζ de Ker(Φ, O˜w),
et on a Ker(Φ, O˜w) = ⊕ζKer(Φ, O˜w)ζ (de´composition de Stokes).
11 Pour se convaincre qu’on a pris les bons signes, on peut conside´rer le cas de Φ = d
dz
+ ζ.
12 La proce´dure est re´versible et permet de construire les solutions de ϕ a` l’infini a` partir des
microsolutions de Φ a` l’origine.
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Les fle`ches canζ , varζ et Tζ = id + varζcanζ associe´es aux microsolutions
de ϕ en ζ sont relie´es a` Canϕ et Varϕ par les formules
Canϕ =

canζ1
...
canζi · Tζi−1 · · ·Tζ1
...
canζr · Tζr−1 · · ·Tζ1
 , Varϕ = (varζ1 , . . . , varζr)
(dans loc. cit. ce calcul est fait en supposant, pour fixer les ide´es, que
Im ζ1 > · · · > Im ζr, de sorte qu’on puisse prendre θ = 0; mais c’est sans
importance, car on se rame`ne imme´diatement a` ce cas en effectuant une ho-
mothe´tie sur z et l’homothe´tie inverse sur w).
La monodromie TΦ,0 de Φ tournant dans le sens usuel autour de 0 s’ident-
ifie a` (id + VarΦCanΦ)
−1, et donc a` (id + CanϕVarϕ)−1, tandis que la mon-
odromie Tϕ,∞, de ϕ =
––6−Φ autour de l’infini s’identifie a` (id + VarϕCanϕ)−1.
Comme les valeurs propres non nulles de CanϕVarϕ co¨ıncident avec celles de
VarϕCanϕ, on voit en particulier que les valeurs propres de TΦ,0 et de Tϕ,∞,
distinctes de 1 co¨ıncident (compte non tenu des multiplicite´s), ce qui de´montre,
par voie analytique, l’assertion 4.3.ii).
Avec ces re´sultats, joints au the´ore`me de Turrittin-Levelt, il ne reste plus
qu’a` e´tablir que les se´ries Fi de 4.3. iii) sont des E-fonctions, tandis que les
se´ries fi de 4.3. v) sont des Z-fonctions, et a` caracte´riser les exposants de
Turrittin.
5.3. Calcul ope´rationnel (formulaire). Rappelons que pour tout α de par-
tie re´elle > −1, la transforme´e de Laplace de zα est
(5.3.1) (zα)+ = Γ(α+ 1)z−α−1;
plus ge´ne´ralement, pour tout entier naturel k,
(zα logk z)+ = Γ(α+ 1)z−α−1
(
(−1)k logk z + un polynoˆme(5.3.2)
de degre´ k − 1 en log z
)
Ce polynoˆme fait intervenir les valeurs en α de la fonction Γ et de ses de´rive´es
jusqu’a` l’ordre k, mais son expression importe peu ici.
Il nous faudra e´tendre la transformation + dans le cas d’un nombre com-
plexe α quelconque, de manie`re a` disposer encore des formules du type de celles
de 2.4. Ce proble`me est re´solu par le calcul ope´rationnel de la manie`re suivante
(cf. [DiP, II5.3]).
Conside´rons une somme finie
h =
∑
α,k
hα,kz
α logk z,
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et posons
ϑ(z, α, k) =
zα+1
α+ 1
k∑
l=0
k!
(1− k)!(−α− 1)
−1 logk−1 z si α 6= −1,(5.3.3)
ϑ(z,−1, k) = log
k+1 z
k + 1
.(5.3.4)
Rappelons que la partie finie de l’inte´grale
∫ z
0 h(t)dt est la fonction de z
p.f.
∫ z
0
h(t)dt = lim
ε→0+
∑
α,k
hα,kϑ(ε, α, k) +
∫ z
ε
h(t)dt

=
∑
α,k
hα,kϑ(z, α, k).
Il suit de cette de´finition que
p.f.
∫ z
0
(z − t)n
n!
tα logk t dt =
n∑
m=0,m6=α−1
(−1)m
m!(n−m)!
zα+n+1
m+ α+ 1
(5.3.5)
×
(
logk z + · · ·+ (−1)
kk!
(m+ α+ 1)k
)
plus un terme
(−1)α+1
(−α− 1)!(n + α+ 1)!z
α+n+1 log
k+1 z
k + 1
si α− 1 est un entier compris entre 0 et n.
On a pour ces parties finies un calcul inte´gro-diffe´rentiel analogue au calcul
usuel, la formule habituelle g(z) − ∫ z0 ( ddtg(t))dt = g(0) e´tant remplace´e par
h(z)− p.f.
∫ z
0
(
d
dt
(h(t))dt
)
= h0,0
(constante qu’on note aussi p.f.(h)(0)). On peut alors e´tendre le formalisme
de la transformation de Laplace en posant
(5.3.6) h+ = zn+1
(
p.f.
∫ z
0
(z − t)n
n!
h(t)dt
)+
pour tout n ≥ −Reα − 1 (cette expression ne de´pend pas d’un tel n). Par
exemple, la formule (5.3.1) vaut pour tout α non entier ne´gatif, tandis que(
1
z
)+
= z · (log z)+ = Γ′(1) − log z.
La formule (2.4.2) est encore valide, i.e.
(5.3.7)
d
dz
h+ = (−zh)+,
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tandis que (2.4.3) est a` modifier comme suit
(5.3.8) z · h+ =
(
d
dz
h
)+
+
∑
m≥0
(−1)m z
m
m!
p.f.(zmh)(0)
(la somme s’arreˆte a` m = n), ce qui redonne (2.4.3) si h n’a pas de terme qui
soit une puissance entie`re strictement ne´gative de z.
Compte tenu de (5.3.5) et de la formule
(5.3.9)
n∑
m=0
(−1)m
m!(n−m)!
1
m+ α+ 1
= ((α+ 1)n+1)
−1
si −α− 1 n’est pas un entier compris entre 0 et n, on obtient la ge´ne´ralisation
suivante de (5.3.2):
(zα logk z)+ = Γ(α+ 1)z−α−1((−1)k logk z(5.3.10)
+ un polynoˆme de degre´ k − 1 en log z)
si α n’est pas un entier strictement ne´gatif,
=
z−α−1
(−α− 1)! ((−1)
α log
k+1 z
k + 1
+ un polynoˆme de degre´ k en log z) sinon.
5.4. Laplace et Nilsson-Gevrey. Par comple´tion formelle z-adique (resp.
1
z -adique), la transformation
+ de (5.3.6) se prolonge en deux applications :
zαC[[z]][log z]→←
1
zα+1
C
[[
1
z
]] [
log
1
z
]
qui ve´rifient (5.3.7) et (5.3.8). En filtrant par le degre´ du logarithme, on voit
imme´diatement que ces applications sont injectives, et meˆme bijectives si α
n’est pas entier. Pour α rationnel, ces applications s’e´tendent respectivement
par line´arite´ en des applications injectives encore note´es +, qui ve´rifient (5.3.7)
et (5.3.8):
C[[z]][log z]→←C
[[
1
z
]] [
log
1
z
]
,
ou` C[[z]] et C[[1z ]] de´signent les anneaux de se´ries de Puiseux en z et en
1
z
respectivement.
Proposition 5.4.1.Ces applications induisent des applications C-line´aires
injectives
NGA{z}−1→←NGA{
1
z
}0,NGA{z}0→←NGA
{
1
z
}
+1
,
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la source de chacune de ces applications coı¨ncidant avec sa pre´image dans
C[[z]][log z] ou C[[1z ]][log
1
z ] respectivement.
Preuve. Nous traiterons la question de NGA{z}−1NGA{1z}0 et de
NGA{1z}1 → NGA{z}0, les deux cas restants e´tant similaires.
Par Q-line´arite´, on se rame`ne a` montrer d’une part les inclusions(
zα logk zQ{z}A−1
)+
⊂ C 1
zα+1
·Q
{
1
z
}A
0
[log z],(5.4.2)
(
zα logk zQ
{
1
z
}A
1
)+
⊂ C 1
zα+1
·Q{z}A0 [log z] ,
et d’autre part que:
(5.4.3) Les seuls e´le´ments de C[[z]][log z] (resp. {1z}C[[1z ]][log z]) dont
l’image par + est dans le compositum C[log z] ·Q{z}A0 (resp. C[log z] ·Q{z}A0 )
appartiennent au compositum
C[log z] ·Q{z}A−1 (resp. C[log z] ·Q
{
1
z
}A
1
).
Soit donc a = (a0, a1, a2, . . .) une suite de nombres complexes alge´briques
ve´rifiant la condition (G), conside´rons les se´ries Fa =
∑
n≥0
an
n! z
n ∈ Q{z}A−1 et
f¯a =
∑
n≥0 n!anz
−n ∈ Q{1z}A1 , et posons, suivant (5.3.10):(
zα logk zFa
)+
=
∑
j
∑
n≥0
bn,jz
−α−1−n logj z ,
(
zα logk zf¯a
)+
=
∑
j
∑
n≥0
cn,jz
−α−1−n logj z .
Quitte a` retrancher de zαFa (resp. z
α f¯a) un e´le´ment de Q[
1
z ] (resp. Q[z]), on
peut supposer, pour l’e´tude de (zα logk zf¯a)
+, que α 6∈ −N (resp. α 6∈ N). Les
coefficients de la puissance maximale du logarithme sont donne´s par:
bn,k = (−1)kΓ(α+ 1)(α + 1)n
n!
an(5.4.4)
cn,k = (−1)k+nΓ(α+ 1) n!
(−α − 1)n an si α n’est pas entier,
cn,k+1 = (−1)α+n 1
(k + 1)
(
n
−α− a
)an si α est entier < 0.
Comme α est rationnel, on en de´duit de´ja` que les se´ries
∑
n≥0 bn,kz
−α−1−n et∑
n≥0 cn,kz
−α−1+n sont dans C 1
zα+1
·Q{1z}A0 et C 1zα+1 ·Q{z}A0 respectivement.
732 YVES ANDRE´
Ecrivons encore (5.3.10) sous la forme
(5.4.5)(
zα+m logk z
)+
= Γ(α+m+ 1)z−α−1−m
k∑
j=0
ρm,j log
j z,
ρm,j ∈ C, ρm,k+1 = (−1)k
si α+m n’est pas un entier strictement ne´gatif,
=
(−1)m
(−α− 1−m)!z
−α−1−m
k+1∑
j=0
ρm,j log
j z,
ρm,j ∈ C, ρm,k+1 = (−1)
α+m
k + 1
, sinon.
Alors la formule (zα+m logk z)+ = − ddz (zα+m−1 logk z)+ (cf. (5.3.7)) donne la
relation de re´currence
(5.4.6) ρm,j = ρm−1,j − j + 1
α+m
ρm−1,j+1 si m 6= −α,
d’ou` l’on de´duit que pour |m| assez grand, ρm,j s’e´crit comme combinai-
son line´aire ρm,j −
∑
0≤i≤1 rm,iρi, ou` les rm,i sont des nombres complexes
alge´briques tels que les suites
(r0,i, r1,i, . . . , rm,i, . . .) (resp. (r0,i, r−1,i, . . . , r−m,i, . . .))
ve´rifient la condition (G) (le point essentiel est que la croissance en n du
de´nominateur commun des quantite´s rationnelles
∏l
i=1
1
α+mi
, l ≤ k+1 (k fixe´),
1 ≤ mi ≤ n, est exponentielle). Par exemple, si k = 1, et si α n’est pas entier,
on a ρm,1 = −1, ρm,0 = Γ′Γ (α+ 1) +
∑m
i=1
1
α+i . De ce que
bnkj =
n!
(−α− 1)n ρn,jan,(5.4.7)
cn,j = (−1)n n!
(−α− 1)n ρ−n,jan si α n’est pas entier,
cn,j =
1( n
−α−1
)ρ−n,jan si α est entier < 0,
on en conclut que les se´ries
∑
n≥0 bn,jz
−α−1−n et
∑
n≥0 cn,jz
−α−1+n sont dans
C 1zα+1 ·Q{1z}A0 et C 1zα+1 ·Q{z}A0 respectivement, ce qui e´tablit (5.4.2).
Pour prouver (5.4.3), conside´rons un ensemble fini de suites
(a0,k, a1,k, . . . , am,k, . . .)
de nombres complexes (plus ne´cessairement alge´briques), puis formons les
se´ries
Fk =
∑
n≥0
an,k
n!
zn et f¯k =
∑
n≥0
n!an,kz
−n.
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Il s’agit de voir que si
∑
k(log
k zFk)
+ (resp.
∑
k(
1
2 log
k zf¯k)
+) appartient a`
C[log z] ·Q{1z}A0 (resp. a` C[log z] ·Q{z}A0 ), alors chaque Fk (resp. f¯k) appartient
a` C ·Q{z}A−1 (resp. a` C ·Q{1z}A1 ).
Par re´currence sur le degre´ en log z, on se rame`ne a` ne conside´rer que le
maximum des k, et le re´sultat de´coule alors des premie`re et troisie`me formules
de (5.4.4).
5.5. Solutions de Φ en 0 et (micro)solutions de
––6− φ en ∞. On a e´tabli en
5.1, 5.2 l’existence d’une base de solutions en 0 du E-ope´rateur Φ de la forme
(y1(z), . . . , yν(z)) = (F1(z), . . . , Fν(z)) · zΓ0
ou` les Fi sont dans K[[z]], et Γ0 de´signe une matrice carre´e d’ordre ν trian-
gulaire supe´rieure a` coefficients dans Q. Il s’agit de voir que les Fi sont des
E-fonctions, ou, ce qui revient au meˆme, que les yi sont dans NGA{z}−1 .
En utilisant les formules (5.3.7) et (5.3.8), on voit comme en (2.4) que y+i
est solution du G-ope´rateur d
ρ
dzρ · ––6−Φ pour ρ convenable (on pourrait prendre
ρ = 0 si le i-e`me terme diagonal de Γ0 e´tait non entier). D’apre`s le the´ore`me
3.5 (applique´ a` l’infini), on a donc y+i ∈ NGA{1z}0. En vertu de 5.4.1, on en
conclut que yiNGA{z}−1.
Remarque. On peut modifier le´ge`rement l’argument de manie`re a` ne pas
supposer a priori que les exposants sont rationnels. On retrouve alors, par voie
“formelle”, que l’ensemble des classes non nulles d’exposants modulo Z de Φ
en 0 co¨ıncide avec l’ensemble analogue pour
––6−Φ en ∞.
5.6. Solutions de Φ en ∞ et (micro)solutions de ––6−Φ en les singularite´s
a` distance finie. Soit K ′ l’extension finie de K obtenue par adjonction des
singularite´s a` distance finie ζi de
––6−Φ et des exposants de Turrittin de Φ en
∞. On a e´tabli en 5.1 et 5.2 (via Turrittin-Levelt) l’existence d’une base de
solutions en ∞ du E-ope´rateur Φ de la forme
(y˜1, · · · , y˜ν) =
(
fˆ1, . . . fˆν
)
·
(
1
z
)Γ∞
· e−∆z
ou` les fˆj sont dans K
′((1z )), ∆ est la matrice diagonale ayant pour coefficients
diagonaux les ζj (compte´es avec multiplicite´), et Γ∞ de´signe une matrice sous
forme de Jordan a` coefficients diagonaux dans K ′, commutant a` ∆. En par-
ticulier, Γ∞ est sous forme de blocs Γ∞,i, un pour chaque singularite´ finie de
––6−Φ (sans multiplicite´).
Il s’agit de montrer d’une part que
(5.6.1) Pour tout j, apre`s multiplication par une puissance de z, fˆj(
1
z )
devient une Z-fonction, ou, ce qui revient au meˆme, que yˆj := y˜je
ζjz est dans
NGA{1z}1,
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et d’autre part que
(5.6.2) Les classes non nulles modulo Z des e´le´ments diagonaux de Γ∞,i
co¨ıncident avec classes non nulles des exposants de
––6−Φ en ζi.
On commence par se ramener au cas ζi = 0 de la manie`re suivante: le
tordu Φ⊗ e−ζjz de Φ par e−ζjz (c’est-a`-dire l’ope´rateur obtenu en remplac¸ant
d
dz par
d
dz − ζi) annule les “se´ries” yˆj correspondant au bloc Γ∞,i, et est encore
de type E car ––6− (Φ ⊗ e−ζjz) n’est autre que le G-ope´rateur translate´ de ––6−Φ
par ζi (c’est-a`-dire l’ope´rateur obtenu en remplac¸ant z par z + ζi). Fixant i,
nous supposons donc que Γ∞,i est le bloc attache´ a` la singularite´ 0 de
––6−Φ,
et nous conside´rons les e´le´ments diagonaux αj de Γ∞,i et les “se´ries” yˆj = y˜j
correspondantes, y˜j ∈ (1z )αjK ′((1z ))[log z].
Conside´rons d’abord le cas des exposants de Turrittin αj non entiers.
Alors en utilisant les formules (5.3.7) et (5.3.8), on voit comme ci-dessus que
y˜+j (−z) est solution du G-ope´rateur ––6−Φ dans zαjK ′((z))[log z]. D’apre`s 3.5
(applique´ en l’infini), on a donc y˜+j ∈ NGA{z}0. En vertu de 5.4.1, on en con-
clut que y˜j ∈ NGA{1z}+1. Re´ciproquement, si y ∈ zαK ′((z))[log z] est solution
en 0 de
––6−Φ, avec α 6∈ Z, alors y+ est solution dans (1z )αjK ′((1z ))[log z] de Φ en
∞. Ceci prouve (5.6.2) (en particulier K ′ = K(ζi)i), et aussi (5.6.1) dans le cas
des exposants de Turrittin non entiers. La difficulte´ avec les exposants entiers
vient bien entendu de ce qu’une se´rie infinie apparaˆıt au second membre de
(5.3.8). Pour la contourner , il suffit en fait de multiplier y˜j(
1
z ) ∈ K ′((1z ))[log z]
par (1z )
α, pour α rationnel convenable, a` condition de prouver que (1z )
αy˜j est
encore solution d’un certain E-ope´rateur. Par re´currence sur le degre´ du log-
arithme comme en 4.2, on se rame`ne a` prouver l’e´nonce´ suivant:
Proposition 5.6.3. Soient fˆ ∈ C((1z )) et α ∈ Q. Alors fˆ une solution
d’un E-ope´rateur ⇔ zαfˆ est solution d ’un E-ope´rateur.
On peut supposer fˆ ∈ 1zC[[1z ]]. Prouvons⇒ (⇐ est analogue ou meˆme plus
facile: pour α ∈ Q−Z, on pourrait l’obtenir par voie formelle en comparant fˆ+
et (zαfˆ)+). Nous proce´derons par voie analytique. Comme tout E-ope´rateur
Φ annulant fˆ a une seule pente non nulle a` l’infini, e´gale a` 1, on sait que
fˆ est 1-sommable au sens de Ramis dans toute direction θ non singulie`re,
i.e. asymptotique a` une (unique) fonction holomorphe fθ sur un secteur V
d’ouverture > pi bissecte´ par θ; en outre, fθ est automatiquement solution de
Φ. D’apre`s ce qui a e´te´ prouve´ en 5.5, fθ est donc restriction sur V d’une
(unique) solution y de Φ dans NGA{z}−1. D’apre`s 4.2, zαy est solution d’un
E-ope´rateur Φ′. Son de´veloppement asymptotique dans V n’est autre que zαfˆ ,
et c’est une solution de Φ′ (noter que quitte a` changer le´ge`rement θ, on peut
supposer que θ n’est pas direction singulie`re de Φ′). Ceci ache`ve la preuve de
4.3.
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Remarque. Soit y une solution d’un E-ope´rateur Φ sur le demi-axe re´el
positif, borne´e en 0. Supposons que les monodromies locales de
––6−Φ en les
singularite´s a` distance finie ζi soient finies. Renume´rotons ζ1, . . . , ζr celles de
ces singularite´s de partie re´elle maximale (r > 1 si et seulement si l’axe re´el
est une ligne de Stokes).
On peut de´velopper (le prolongement analytique de) la transforme´e de
Laplace y+ de y au voisinage de −ζ = −ζ1, . . . ,−ζr sous la forme
y+(z − ζ)
∑
αζ
zαζ
∑
n≥0
an,αζz
n, pour |z| < ε,
ou` les αζ sont dans des classes distinctes modulo Z. Un calcul inte´gral long
mais e´le´mentaire ([DiP, II8]), base´ sur le lemme de Jordan, donne alors le
de´veloppement asymptotique explicite de y(z) pour z →∞:
∑
ζ=ζ1,...,ζr
e−ζz
∑
αζ
(
1
z
)αζ∑
n≥0
1
Γ(−n− αζ)an,αζ
(
1
z
)n+1
.
Comme le de´veloppement de y+(z − ζ) est e´le´ment de NGA{z}0 d’apre`s le
“the´ore`me de permanence”, on voit directement que les coefficients des e−ζz
dans ce de´veloppement asymptotique sont e´le´ments de NGA{1z}1. C’est cette
remarque qui m’a permis de deviner le “the´ore`me de dualite´”.
Il est d’ailleurs plausible que l’on puisse tirer une preuve “analytique” de
4.3 (sans recours au calcul ope´rationnel) en amplifiant cette remarque.
5.7. Preuve de 4.6. Le cas d’un e´le´ment holonome de NGA{z}1 se rame`ne
a` celui d’une Z-fonction comme dans 4.2. Soit donc f(z) ∈ K[[z]] une
Z-fonction. Soit α ∈ Q−Z. D’apre`s 5.6.3 (implication ⇐), il suffit de montrer
que la se´rie holonome zαfˆ(1z ) ∈ zαK{1z}A+1 est solution d’un E-ope´rateur. En
vertu de 5.4.1, et des formules (5.3.7) et (5.3.8) , (zαfˆ(1z ))
+ est un e´le´ment
holonome de z−α−1K{z}A0 . C’est donc une solution d’un G-ope´rateur Ψ (cf.
3.2, amplifie´ en 3.6). Les meˆmes formules (5.3.7) et (5.3.8) montrent alors que
zαfˆ(1z ) est solution du E-ope´rateur
––6−Ψ.
6. Purete´ et dualite´
The´ore`me 6.1. Soient s un nombre rationnel non nul, et y(z) un
e´le´ment holonome de NGA{z}s. Alors y(z−s) est solution d ’un E-ope´rateur
diffe´rentiel. Plus pre´cise´ment, si Ψ est un ope´rateur d ’ordre minimal annulant
y(z), il existe un E-ope´rateur diffe´rentiel qui annule toutes les solutions de Ψ
en 0 recalibre´es par z → z−s.
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Preuve. Remarquons que pour s < 0 (resp. s > 0), y(z−s) est un e´le´ment
holonome de NGA{z}−1 (resp. NGA{1z}+1); cf. 1.4.1. La premie`re assertion
est donc conse´quence de la forme forte de 4.2 (resp. 4.6). Soit Φ un E-ope´rateur
annulant y(z−s).
Pour la seconde assertion, e´crivons s = p/q comme fraction irre´ductible,
et conside´rons un ope´rateur Ψ′ ∈ C[z, ddz ] d’ordre minimal annulant y(z
1
q ). Un
peu de the´orie de Galois diffe´rentielle montre que Ψ′ annule toutes les solu-
tions de Ψ en 0 recalibre´es par z → z 1q . D’autre part, le module diffe´rentiel
MΨ′ := C(z)[
d
dz ]/C(z)[
d
dz ]Ψ
′ est quotient de ρ∗MΦ, en notant ρ l’application
z → z−p, donc ρ∗MΨ′ est quotient de ρ∗ρ∗MΦ. On voit par la` que tout
E-ope´rateur Φ′ multiple commun a` gauche de E-ope´rateurs annulant les
y(εz−s), ou` ε parcourt les racines de l’unite´ d’ordre p, annule toutes les
solutions de Ψ en 0 recalibre´es par z → z−s.
6.2. Le the´ore`me de purete´ (en 0) et de dualite´ (purete´ en ∞) suivent
alors directement de 6.1 et 4.3 (voir aussi 4.5), sauf en ce qui concerne les
assertions relatives aux de´veloppements asymptotiques.
Ces dernie`res de´coulent aise´ment d’une part de ce qu’il n’y a qu’une seule
pente non nulle en jeu, de sorte que toutes les se´ries divergentes qui apparais-
sent sont 1|s| -sommables selon toute direction non singulie`re (sur de “grands”
secteurs d’ouverture > |s|pi; cf. [R3]), et d’autre part de ce que la 1|s| -sommation
respecte la structure d’alge`bre diffe´rentielle.
Remarque.On pourrait arithme´tiser davantage notre cadre en remplac¸ant,
dans les de´finitions et le the´ore`me de dualite´, le corps C par le sous-corps
obtenu en adjoignant a` Q les valeurs de la fonction gamma et de ses de´rive´es
aux points rationnels.
6.3. Exemple: l ’e´quation diffe´rentielle de Weber [WW].
d2
dz2
Dm(z) =
(
z2
4
− 1
2
−m
)
Dm(z)
ne pre´sente qu’une seule singularite´ (a` l’infini), de pente 2. Supposant m
rationnel mais non entier naturel, une base de solutions en 0 est alors donne´e
par les fonctions cylindriques paraboliques
Dm(±z) =
√
pi2
m
2
Γ
(
1−m
2
)e− z24 1F1(−m
2
;
1
2
;
z2
2
)
−
√
pi2
m+1
2
Γ
(−m
2
) (±z)e− z24 1F1(1−m
2
;
3
2
;
z2
2
)
qui appartiennent a` NGA{z}− 1
2
.
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D’autre part, dans tout secteur d’ouverture < pi/2 bissecte´ par le demi-axe
re´el positif, Dm(±z) admet le de´veloppement asymptotique
(±z)me− z
2
4 2F0
(
1−m
2
,
−m
2
;−2
(
1
z
)2)
,
dont on ve´rifie directement qu’il satisfait l’e´quation de Weber dans l’alge`bre
diffe´rentielle zmZexp(z
2
4 −Z)Q((1z )). Pour Dm(+z), ce de´veloppement asymp-
totique est du reste valide dans tout secteur d’ouverture < 3pi/2 bissecte´ par
le demi-axe re´el positif, de sorte que la 2-sommation au sens de Ramis de
2F0
(
1−m
2
,
−m
2
;−2
(
1
z
)2)
selon toute direction d’angle ∈] − pi/2, pi/2[ est z−me z
2
4 Dm(z). Par contre,
lorsqu’on franchit la ligne de Stokes d’angle −pi/4, le de´veloppement asymp-
totique de Dm(−z) doit eˆtre corrige´ par addition du terme
−√2pi
Γ(−m)e
z2
4 z−m−12F0
(
1 +
m
2
,
1 +m
2
; 2
(
1
z
)2)
,
qui satisfait aussi l’e´quation de Weber dans l’alge`bre diffe´rentielle
zmZexp
(
z2
4
Z
)
Q
(
1
z
)
.
Remarquons pour finir que
2F0
(
1−m
2
,
−m
2
;−2
(
1
z
)2)
et
2F0
(
1 +
m
2
,
1 +m
2
; 2
(
1
z
)2)
sont dans Q{1z}A+ 1
2
.
7. Se´ries de factorielles et e´quations aux diffe´rences finies
7.1. On note ∆ l’ope´rateur de diffe´rences finies de pas 1 : (∆g)(x) =
g(x + 1) − g(x). Conside´rons l’espace vectoriel complexe C[!x!](ρ) des “se´ries
de factorielles (inverses) ge´ne´ralise´es”
g(x) =
∑
n≥0
bn
Γ(x)
Γ(x+ n+ ρ+ 1)
,
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ou` l’“exposant” ρ est un nombre complexe donne´. Cet espace est en fait un
C[x,∆]-module. Le cas des se´ries de factorielles inverses, introduites par Nicole
dans son “traite´ du calcul des diffe´rences finies” (Me´m. Acad. Sci. Paris 1717),
correspond a` ρ = 0, i.e. g(x) =
∑
n≥0
bn
x(x+1)···(x+n) . Rappelons que dans ce
cas, le de´veloppement formel a` l’infini g(x) =
∑
n≥0 anx
−n−1 peut se calculer
ainsi: en posant F (z) =
∑
n≥0
an
n! z
n (de sorte que
∑
n≥0 anz
−n−1 = F+), on a∑
n≥0
bn
n! z
n = F (log 11−z ) (cf. [WW, 7.82]).
La transforme´e de Mellin formelle est l’application line´aire
M : C[!x!](ρ) → (1− z)ρC[[1− z]]
de´finie par
M(g) = (1− z)ρ
∑
n≥0
bn
(1− z)n
Γ(n+ ρ+ 1)
(cf. [BaD]). Cette application est injective si ρ n’est pas un entier stricte-
ment ne´gatif. Un e´le´ment de C[!x!](ρ) est dit Gevrey d’ordre s si la se´rie∑
n≥0 bn
(1−z)n
Γ(n+ρ+1) est Gevrey d’ordre s au sens usuel (en la variable 1 − z).
D’autre part, la transforme´e de Mellin ope´ratorielle est l’application M :
C[x,∆] → C[z, ddz ] de´finie par x → −z ddz , ∆ → z − 1. C’est un isomor-
phisme de C-alge`bres; en outre, si g est annule´ par un e´le´ment Ξ de C[x,∆],
alors M(g) est annule´ par M(Ξ) (loc. cit.).
7.2. Une se´rie de factorielles ge´ne´ralise´e g(x) est dite Gevrey d ’ordre s
de type arithme´tique (pour des nombres rationnel s et ρ fixe´s) si les bn sont
alge´briques et si la suite de terme ge´ne´ral bn
(n!)s+1
ve´rifie la condition (G) de
1.1. (en particulier g(x) est Gevrey d’ordre s au sens ci-dessus). Pour ρ = 0,
une telle se´rie n’est donc autre qu’un e´le´ment deM−1(Q{1− z}As ).
Du the´ore`me de purete´ pour les e´quations diffe´rentielles, on de´duit alors,
via la transformation de Mellin, le re´sultat suivant.
The´ore`me 7.3. Soit Ξ un e´le´ment non nul de C[x,∆], et soient g
et g′ des solutions de Ξ dans C[!x!](ρ) et C[!x!](ρ
′) respectivement, avec ρ, ρ′ ∈
C\Z<0. On suppose que Ξ est d ’ordre minimal en x parmi les ope´rateurs aux
diffe´rences finies polynoˆmiaux annulant g. Alors si g est Gevrey d’ordre s de
type arithme´tique, il en est de meˆme de g′.
Noter que la rationalite´ de ρ fait partie de l’hypothe`se, et celle de ρ′ de la
conclusion.
7.4. Remarques et perspectives. Je conside`re les re´sultats de cette e´tude
comme la pointe d’un iceberg de questions inexplore´es, dont les plus patentes
sont:
SE´RIES GEVREY DE TYPE ARITHME´TIQUE, I 739
a) Ge´ne´ralisation en dimension supe´rieure, en vue d’englober par exemple
des fonctions de type hyperge´ome´trique beaucoup plus ge´ne´rales. De´ja`
pour s = 0, les re´sultats du paragraphe 3 ne sont pas comple`tement e´crits
a` plusieurs variables.13
b) Peut-on de´finir une “bonne classe” d’ope´rateurs diffe´rentiels de type
arithme´tique, en e´tudiant l’indice a` l’origine et a` l’infini dans les espaces
de se´ries Gevrey de type arithme´tique?
c) Est-il ne´cessaire de se limiter a` des e´quations diffe´rentielles line´aires? On
sait en effet que la the´orie Gevrey “complexe” a d’importantes applications
non-line´aires; voir [R3] pour un tour d’horizon, et les travaux d’Ecalle.
d) Y a-t-il des q-analogues? Par exemple, peut-on conside´rer la fonction de
Tschakaloff [T]
∑
n≥0 q
−n(n−1)/2zn comme une q-E-fonction? Rappelons
qu’il y a une the´orie q-Gevrey “complexe” [Be´], [R3], [MaZ], et en partic-
ulier une transformation q-Laplace (et meˆme plusieurs); nous reviendrons
en partie sur cette question a` la fin du second volet de cet article.14
e) Combiner c) et d) serait du reste inte´ressant au vu des nouvelles fonctions
introduites par L. Denis [De], qui “interpolent” l’exponentielle de Drin-
feld et l’exponentielle usuelle, et satisfont des e´quations aux q-diffe´rences
polynoˆmiales.
f) La the´orie des e´quations diffe´rentielles line´aires p-adiques pre´sente des
phe´nome`nes de monodromie “tre`s sauvage” lie´s aux exposants de Liou-
ville (sans doute absents des e´quations de´finies sur Q), mais aussi des
phe´nome`nes de monodromie “sauvage” plus subtils , e´tudie´s par Christol
et Mebkhout, qui ont lieu meˆme pour des e´quations de´finies sur Q a` ex-
posants de Turrittin rationnels (par exemple des modules exponentiels de
Dwork), ou` il arrive que le rayon de convergence des de´veloppements de
Turrittin soit infe´rieur au rayon “attendu”. Il est plausible que pour les
e´quations diffe´rentielles “de type arithme´tique” conside´re´es dans cet arti-
cle, ces phe´nome`nes n’apparaissent que pour un nombre fini de premiers
p (cf. 4.8).
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