and its iterates are obtained when f (x) is a suitable number-theoretic error term. We deal with the case of the asymptotic formula for , 2) , the general Dirichlet divisor problem, the problem of nonisomorphic Abelian groups of given order, and the Rankin-Selberg convolution.
Convolution functions and Mellin transforms. Let ᏸ denote the set of functions f (x)
The operation is commutative, associative, and distributive with respect to ordinary addition. Note that f g ∈ ᏸ since it obviously lies in L 1 (1, ∞) and, moreover, Obviously we have, in view of (1.1),
The main aim of this paper is to improve on (1.6) (i.e., obtain (1.6) with smaller exponent than α f ) in case f (x) represents a well-known number-theoretic error term. In Section 2, we will investigate the case of mean square or biquadrate of |ζ(1/2 + it)| and the error terms in the corresponding asymptotic formulas. In Section 4, we will deal with ∆ k (x), the error term in the (generalized) Dirichlet divisor problem (or the Piltz divisor problem, as it is also commonly called). The method of the proof clearly can be used to deal also with various other error terms in divisor problems (see, e.g., [5, Chapter 14] ). We will treat in detail two such problems: nonisomorphic Abelian groups will be treated in Section 6. In Section 8, we will deal with the Rankin-Selberg convolution of holomorphic cusp forms. In all these cases the bound (1.6) will be improved.
The convolution functions (f g)(x) appear naturally in the following context. Let, henceforth, s = σ + it denote a complex variable and let
denote the modified Mellin transform of f (x) ∈ ᏸ. Then the integral in (1.7) converges absolutely at least for σ > 1 + α f , and in many cases one can obtain the analytic continuation of F * (s) to a region lying to the left of the line e s = 1 + α f . We remark that the functions F * (s) arise naturally in the theory of the Riemann zeta-function ζ(s); in particular, in the study of its power moments (see, e.g., [15, 17] ). The author noted in [15] that if
certainly holds, where (σ ) denotes the integral over the line with real part σ . This is a consequence of properties of the standard Mellin transform
The connection between f g and modified Mellin transforms is given in the following lemma.
The functions m[|ζ (1/2+ix )| ], when = 2, 4, have been recently extensively investigated (see [14, 15, 17, 21, 24, 25] ). Many results have been obtained on these fundamental objects pertaining to moments of |ζ(1/2+ix)| when = 2, 4. In view of (1.9) it transpires that the convolutions (f g)(x) are important objects which, in particular, can shed light on moments of |ζ(1/2 + ix)|.
Proof of the lemma. We write the right-hand side of (1.9) as the double integral 10) and make the change of variables x = X/Y and y = Y . The Jacobian of the transformation equals 1/Y , and in view of (1.3) we obtain
(1.11)
It may be remarked that the Mellin transform m[f (x)] is a continuous analogue of the zeta-function (Dirichlet series) 12) where f (n) is a sequence (arithmetic function) such that F(s) converges absolutely for σ > σ f . In the above notation the analogue of (1.9) reads as
where
is the ordinary convolution of the sequences (arithmetic functions) f (n) and g(n). Hence in this analogy the convolution functions (f g)(x) and (f * g)(n) correspond to one another. We now turn to the functions C[f (x)]. If we set f ≡ g in (1.9) and use the inversion formula (1.8), we obtain that 16) and from (1.8) and (1.15) we further have, for a suitable σ 1,k , 
Here the c i,j 's are real constants with c 1,M 1 > 0 and α 1 > α 2 > ··· > α k > 0. The condition 1 = 1 is technically convenient and can be always attained if, instead of Ꮽ(s), one considers Ꮽ(s) multiplied by a suitable constant. The Laurent coefficients of such functions, which frequently occur in analytic number theory, were investigated by the author in [10] . The function u(x) is to be considered as the error term in the asymptotic formula for A(x). For this to hold, it is enough to assume that the mean-square estimate
holds, which is fairly easy to obtain in practice. Our aim is to derive an upper bound for C [u(x) ], contained in the following theorem. 
holds for some δ > 0 and 0 < σ 1 < α k , then
Proof of Theorem 1.2. We have, for σ > α and j = 0, 1, 2,...,
(1.24)
Hence by the Stieltjes integral representation and (1.18), (1.19) , and (1.20) it follows that
In view of (1.21) and the Cauchy-Schwarz inequality for integrals, it follows that the last integral above converges absolutely at least for σ > β. Therefore the function
is regular for σ > β. Consequently, by (1.8) and (1.9) we have
for some suitable σ 2 > 0. This is because we have
Note that
if (1.26) holds, which means that if we use (1.21), then we may shift the line of integration in (1.27) to e s = σ 1 . Moreover, the ensuing integral will converge absolutely, and we obtain
as asserted. (see the author's monographs [5, 9] for an extensive account). For k 1 a fixed integer, let
The case of |ζ(1/2 + it)|
where for some suitable coefficients a j,k one has
In particular,
3)
will hold for every fixed integer k 1, but so far this is known to be true only in the cases k = 1 and k = 2, when E k (T ) is a true error term in (2.1). The best unconditional bound for E(T ) ≡ E 1 (T ) is due to Huxley [4] . This is
We have Ω-results in the case k = 1, 2, which show that E 1 (T ) and E 2 (T ) cannot always be small. Hafner and the author [2] proved that
for some absolute constants C, D > 0. As usual, the notation
These Ω-results support the conjecture that E 1 (T ) ε T 1/4+ε , which is also supported by the mean-square formula (see [9, Theorem 2.4])
In case k = 2, (2.1) becomes
where a 4 = 1/(2π 2 ) and for the evaluation of the remaining a j 's see [11] . It is known (see [9, 12, 14, 19, 23, 24, 25] ) that
and that (see [13, 18, 25] for the lower bound)
The bounds in (2.10) support the conjecture that E 2 (T ) ε T 1/2+ε . Related to the functions E k (T ) are the functions
The most important cases are k = 1, 2, when the integral in (2.11) converges absolutely for σ > 1, and when one can obtain analytic continuation to the left of the line e s = 1. Namely, for σ > 1, we have from (2.1), with 12) and the last integral converges absolutely for σ > 1/4 (by (2.7)), thereby providing the analytic continuation of ᐆ 1 (s) to the region σ > 1/4. Similarly (by using the upper bound in (2.10)) we obtain, for σ > 1/2,
with suitable constants c j .
Before we formulate our results on upper bounds for
we note that it is fairly easy to obtain a lower bound. Namely, we have
on using (2.1) in conjunction with (2.5) and (2.9). Our bounds are given by the following theorem.
Theorem 2.1. We have 
The bounds (2.15) and (2.18) are, in view of (2.14), essentially the best possible, but it seems that (2.18) cannot be proved at present without assuming the (yet unproved) Lindelöf hypothesis. In view of the best known result µ(1/2) 89/570 (see Huxley [4] ), it follows that (2.16) yields unconditionally the bound
Our bounds for C k [E(x)], when k = 1, 2, and for C[E 2 (x)] are contained in the following theorem.
Theorem 2.3. We have
The bounds in (2.20) and (2.21) are indeed better than the ones furnished by (1.6) in conjunction with (2.5) and the upper bound in (2.9).
Proofs of Theorems 2.1 and 2.3.
We begin with the proof of Theorem 2.1, noting that trivially
by the definition of the function µ(σ ). On the other hand, we have, in view of (2.8)
with
say. Here, we set
in view of (2.9). The main problem is the estimation of the function
Integration by parts gives
Since one has, by differentiating (2.8),
this yields
where we used the Cauchy-Schwarz inequality for integrals and (2.10). This proves the second part of the bound on the right-hand side of (2.16). To obtain the third part, note that by [15, equation (3. 23)] we have
(3.9) for 1/2 < c σ , T 3. Since (see [17] )
holds, this gives
Analyzing the proof of the above bound in [15] , it transpires that if we use ᐆ 1 (s) instead of ᐆ 2 (s), then in [15, equation (3.25) ] instead of the term T 2 X 1−2σ log C X there will appear (in view of (2.7))
The optimal choice for X will now satisfy
giving X = T 2 . It follows that, in the notation of [15] ,
therefore one obtains
for 1/2 < c σ , T 3. Since 3 − 4σ 2 − 2σ for σ 1/2 and we have (see [17] ) 16) it follows that
By (2.11), (1.9), and the inversion formula (1.8), we have
for sufficiently large σ (k) (> 1). In view of the mean-square bounds for k = 1 and k = 2, given by (3.17) and (3.11), respectively, we may in (3.18) take σ (1) = 1 + ε and σ (2) = 4/3 + ε. This yields (2.15) and the last bound in (2.16).
We pass now to the proof of Theorem 2.3. Let
Then, by (2.12), z 1 (s) is regular for σ > 1/4 and we have
Therefore, (1.8) and (1.9) give
Note that, by using (1.28), it follows that
But ᐆ 1 (s) admits analytic continuation to the region σ > −1/4 (see [17] ). Moreover, we have
and (see Jutila [21] )
From (3.19) and (3.23), it follows that we may shift the line of integration in (3.22) to e s = 1/4 + ε and deduce that the first bound in (2.20) holds. To derive the second bound note that (1.8) and (3.20) yield
Therefore, 
so that z 2 (s) is regular for σ > 1/2. Then, analogously to (3.22), we have
The proof is completed if we move the line of integration in (3.30) to e s = 1/2+ε and use the mean-square estimate (see [17] )
and the fact that
We note that Motohashi [24] established that ᐆ 2 (s) has infinitely many poles on the line e s = 1/2, so that by this method one cannot improve the bound
which follows from (2.21) by trivial estimation.
The Dirichlet divisor problem. The (generalized) Dirichlet divisor problem, or the Piltz divisor problem, as it is also sometimes called, consists of the estimation of the function
The arithmetic function d k (n) denotes the number of ways n can be written as a prod-
is the number of divisors of n), and p k−1 (x) is a suitable polynomial in x of degree k − 1. It may be evaluated explicitly (see the monographs [5, 30] for an extensive account on divisor problems) as
and in particular p 1 (y) = y + 2γ − 1 since
In connection with ∆ k (x), one defines the constants
For a discussion about estimates of α k and β k , the reader is referred to the paper of Ouellet and the author [20] .
Our results on C k [∆(x)] and C[∆ k (x) ] are contained in the following theorem.
Theorem 4.1. For k 1,
5. Proof of Theorem 4.1. From (4.1) and (4.3) one has, for σ > 1 and
with suitable constants b j,k . By using the Cauchy-Schwarz inequality for integrals and (4.4), it is seen that the last integral in (5.1) converges for σ > β k . Consequently, the function
is regular for σ > β k . To prove (4.5), note that from (5.1) and (5.2) we obtain
and, more generally,
which is valid at least for σ > 1/3, in view of the classical bound ∆(x) x 1/3 . From (5.4) we obtain, analogously to (3.26), This gives, for 0 < σ < 1/2,
We choose
and note that The proofs of the bounds in (4.6) are in a similar vein, and may be derived by using Theorem 1.2. We will deal only with the cases k = 5 and k = 6. In the former case we have, analogously to (5.5),
By the functional equation for ζ(s) and (see Zhang [31] and also Heath-Brown [3] )
we obtain, for arbitrarily small δ > 0, We note that the exponents in (4.6) correspond to the best known values (cf. [5, 20] ) β 3 = 1/3, β 4 = 3/8, β 5 9/20 (see [31] ), and β 6 1/2, since in both cases the exponents depend on similar mean-square estimates (cf. (1.22) ). Estimates for C m [∆ k (x) ] (k, m 2) could be clearly obtained by this method, on using the estimates for power moments of |ζ(σ +it)|. However, as transpires from [5, Chapter 8] and [20] , such estimates have a rather complicated shape, and therefore a general form of the estimate for C m [∆ k (x) ] would have an unwieldy exponent.
6. The number of nonisomorphic Abelian groups. We will consider now the problem of the distribution of nonisomorphic Abelian groups. As usual, let a(n) denote the number of nonisomorphic Abelian groups with n elements (see, e.g., [5, Section 14.5] ). This is a multiplicative function and its generating series is
so that many problems involving a(n) are connected with power moments of ζ(s). If one sets
then R 0 (x) can be thought of as the error term in the asymptotic formula for the summatory function of a(n). There is a wealth of results in the literature concerning the estimation of R 0 (x). In particular, the long-standing conjecture of H.-E. Richert that
has been recently proved by Robert and Sargos [28] . In the other direction, Balasubramanian and Ramachandra [1] proved that 4) so that in fact the term A 6 x 1/6 in (6.2) can be omitted in the definition of
The author in [7] proved that 5) and in [6] he proved the upper bound
Later, Heath-Brown in [3] improved this upper bound to be
which in view of (6.5) is the best possible up to a power of the logarithm. We will prove here the following theorem.
Theorem 6.1. For any given ε > 0,
7. Proof of Theorem 6.1. For σ > 1, we have, by using (6.2) and integration by parts,
with A 0 = R 0 (1 − 0). By using the Cauchy-Schwarz inequality for integrals and (6.7), it follows that the last integral is absolutely convergent for σ > 1/6. Therefore, the function
is regular for σ > 1/6, and from (1.9) we have
3) similarly to (3.22) . But we have, with σ = 1/6 + ε, 
dt.
Following the proof of Heath-Brown's estimates for the analogous integrals in [3, equation (2.
3)], we obtain that
This means that in (7.3) we may shift the line of integration to e s = 1/6+ε and obtain
thereby proving Theorem 6.1.
The Rankin-Selberg convolution.
We conclude our discussion by considering the error term connected to the so-called Rankin-Selberg series (see Rankin [26, 27] )
or the Rankin-Selberg convolution. Here, a * (n) denotes the nth Fourier coefficient of a holomorphic cusp form ϕ(z) of weight κ with respect to the full modular group SL(2, Z). We also suppose that ϕ(z) is a normalized eigenfunction for the Hecke operators T (n), so that a * (n) is a real-valued, multiplicative function. We have (see [8, 22] )
with Rankin's classical estimate (see [26] )
We also have the mean-square estimate
Rankin's estimate (8.4) withstands improvement for more than 60 years. The author gave heuristic reasoning in [8] for his conjectures that 
since ∆(1 − 0,ϕ) = −A. From (9.1), (8.5) , and the Cauchy-Schwarz inequality for integrals, it follows that the last integral is absolutely convergent for σ > 1/2. Therefore, similarly to (3.22) , we obtain
where the function
is regular for σ > 1/2. The function Z(s) satisfies the functional equation
Thus, for 1/4 σ 3/4, we obtain
This means that the problem is reduced to a bound for mean values of |Z(σ + it)|. For fixed σ satisfying 1/2 σ 1, we have
proved by the author in [16] . The asymptotic formula (9.7) improves, for 3/4 < σ ≤ 1, the result of Matsumoto [22] who proved
For 1/2 < σ ≤ 3/4, our result is slightly weaker than the corresponding result of [22] , namely,
but it should be remarked that (9.7) is a true asymptotic formula only in the range 3/4 < σ ≤ 1. Recently, Sankaranarayanan [29] obtained new results on mean values of |Z(σ + it)|. In particular, he proved that
His result in [29] , which for 3/4 < σ ≤ 1 complements (9.11), is weaker than (9.7). We can use (9.11) in conjunction with (9.6) to obtain
The exponent of T on the right-hand side is less than two for Therefore, we will obtain, as the analogue of (9.25), the asymptotic formula 27) which improves (9.11) for 1/2 < σ 3/4 (for σ = 1/2, the bounds are equal, although [29] contains the bound without ε, but with a log-power). Here, we used the bound µ(σ ) 2µ(1/2)(1 − σ ), which comes from convexity (since trivially, µ(1) = 0), but it should be remarked that, for some values of σ in the range 1/2 < σ < 1, better estimates than those furnished by convexity are known (see, e.g., [30, Chapter 5] with c = 2/(5 − 2µ(1/2)), and 1/2 < 1 − c < 3/4. This ends the proof of Theorem 8.1.
