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There are nondeterministic context-free languages that cannot be expressed as a 
Boolean formula over deterministic context-free languages. The closure of the context- 
free languages under intersection does not yield closure under complementation. 
The question: “How much more powerful is nondeterminism than determinism I” 
has intrigued almost everyone in the area of theoretical computer science for many years. 
A classical problem in this context is whether deterministic and nondeterministic linear- 
bounded automata are equally powerful [8, 131. A more recent problem is whether 
iVP = ?P [l, 9, lo]. These problems are intrinsically difficult and have withstood many 
attempts despite tremendous efforts. 
For pushdown automata (pda’s) it has, of course, been known for quite some time that 
nondeterministic pda’s can do more than deterministic pda’s [3, 61. But very little is 
known on how much more powerful nondeterminism is in pda’s than determinism. We 
will shed some light onto this question by investigating Boolean operations on deter- 
ministic context-free languages. 
It is well known that applying intersection as an operation to the deterministic context- 
free languages leads already outside of the context-free languages, e.g., {U%V / n > I}. 
Hence, an arbitrary finite number of Boolean (union, intersection, complementation) 
operations applied to the deterministic context-free languages seems to be a powerful 
sequence of operations. So the immediate question arises whether nondeterminism in 
a pda can be expressed as a Boolean formula over the deterministic subparts, or in other 
words, whether the context-free languages are contained, and if so, then properly, in the 
Boolean closure of the deterministic context-free languages. If the answer were 
affirmative then context-free languages could be parsed in linear time. We will 
show, however, that there are nondeterministic context-free languages that cannot 
be represented as a Boolean expression of deterministic context-free languages. This 
is a nontrivial extension of the result in [6] which states that there are context-free 
languages that cannot be expressed as the finite union of deterministic context-free 
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languages. As an interesting side result we obtain that the closure of the context-free 
languages under intersection does not yield closure under complementation. 
For the parsing oriented person we would like to offer the following comments with 
regard to the significance of the above addressed question. The importance of the deter- 
ministic context-free languages lies in part in their equivalence to LR(k)-languages and 
their linear time parsing algorithm [Ill. P arsing techniques for LR(k)-languages can 
be extended to languages in the Boolean closure of the deterministic context-free languages 
in the following way. An extended LR(k)-p arser P consists of a Boolean network of finitely 
many LR(k) parsers Pij for i = I,..., 12 and forj = l,..., mi . Each parser Pij checks the 
input x independently. The input x is successfully parsed by any Pij if and only if x E Lij 
where Lij is the deterministic context-free language corresponding to Pij . Parser P 
checks whether input x is or is not a member of the set described by the Boolean expression 
(as given by the network) over the Lij’s and accordingly accepts or rejects X. Lemma 2 
below implies that a language L can be recognized by an extended LR(k)-parser if and only 
if L = uy=, nap, L, for deterministic context-free languages Lij . Similarly one can show 
that any nondeterministic pushdown transducer can be simulated by a Boolean network 
of deterministic pushdown transducers if and only if any context-free language can be 
represented as a Boolean expression of deterministic context-free languages. Thus our 
result here shows that nondeterminism in pushdown automata (or transducers) can be so 
complex that it cannot be simulated by any Boolean network of deterministic pushdown 
automata ( transducers). 
We first introduce some definitions and notation. We denote by 
DCF the class of all deterministic context-free languages, 
CF the class of all context-free languages, 
COCF the class of all languages L _C Z* such that Z* - L is context free. 
DEFINITION 1. Let 8 be a family of languages. 
(a) The union-closure of 8, denoted by Ll (9), is the smallest family of languages 
containing 9 and closed under finite union. 
(b) The intersection-closure of 2, denoted Sr i-l(9), is the smallest family of 
languages containing 5? and closed under finite intersection. 
(c) The Boolean closure of 9, demted by BoCI(9), is the smallest Boolean 
algebra containing 9. 
We start with the following lemma. 
LEMMA 2. BoCI(DCF) = fl (U (DCF)), and BoCl(DCF) = U (ll (DCF)). 
The proof of this lemma follows at once from DeMorgan’s law, the distributivity law 
for union and intersection, and the fact that the class of deterministic context-free 
languages is closed under complementation [6]. 
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Since we know that DCF C CF, DCF Z COCF, that CF is closed under union, and 
that COCF is closed under intersection, we obtain as a corollary: 
COROLLARY. BoCI(DCF) 2 l-l (CF), and BoCl(DCF) C U (COCF). 
Trivially the intersection-closure of the context-free languages is contained in the 
Boolean closure of the context-free languages. We now show that this containment is 
proper. We do this by examining the language L = {wcw 1 w E {a, b}*}. Clearly 
L E BoCl(CF), but we prove that L $ fl (CF). 
We first define: 
DEFINITION 3. For any k >, 1, the k-intersection-closure of a family Y of languages 
-denoted by n, (Z)-is the set of languages expressible as the intersection of any k 
or fewer members of 9. 
We quote the following theorem from [12]. 
THEOREM 4. For any k > 2, 
L(“) = {u$: *** a$~: a** u: 1 k > 1; i1 ,..., il, are 
positive integers; ai # uj whenever i # j} 
is u member of Ilk (CF), but is not a member of n(,,)(CF). 
We will use the concept of a gsm in our further reasoning. 
DEFINITION 5. A generalized sequential muckine (gsm) is a 6-tuple g = (K, Zr ,Zs , 
6, A, qJ, where 
(1) 6: K x 21 -+ K, 
(2) )I: K x ZI -+ Za*, and 
(3) us E K is the initial state. 
The functions 6 and X are extended as follows: S@, e)l = 4, h(p, e) = e, 6(q, XU) = 
6(6(q, x), a), h(q, XU) = h(q, x) X(6(q, x), a), for all x E Zr*, Q E K, a E Zr . Then for all 
w E Zl*, g(w) is defined to be X(q,, , w). 
DEFINITION 6. Let g = (K, Z’ , .Za , 8, X, qO) be a gsm. Then for any set L C &,* 
we call g-l(L) = {x 1 x E Zl * and g(x) EL} an inererse gsm mapping of L. 
Now, a gsmg is a function from &* into Zs*. For any function f, f -l(L, n *a- n LL) = 
f-W n * * * n f -l(L,). Combining these facts with the fact that the class of context-free 
languages is closed under inverse gsm mappings [5], we obtain: 
LEMMA 7. For any k > 1, Ilk (CF) is closed under inverse gsm mappings. 
We now prove: 
1 “e” stands for the empty string. 
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THEOREM 8. For any k 3 2, 
LF’ = {@a? 1.. a$~? ... ~2 1 k 3 1; ir ,..., ik are positive 
integers; ai # aj whenever i # j; c a new symbol} 
is a number of ilk (CF), but is not a member of il+,~ (CF). 
Proof. Clearly LLk’ is a member of Ilk (CF). Now let us assume that for some k, 
La’ is a member of n (&i) (CF). We define the following gsmg = (K, zr , .Zr U {c}, 6, A, pl), 
where 
(1) K = 1% ,***I qk ,p>, 
(2) 4 = Gl ,a.., Uk>, 
and 
C3) 6(9i 9 4 = Pi for i = l,..., k, 
a 9 %+1) = %+1 i = l,..., k - 1, 
%?k 3 %) = P, 
6(PY 4 =P for i = l,..., k, 
qqi , 4) = 4 for i = l,..., k, 
X!li 9 %+l) = ui+l for i = l,..., k - 1, 
x(qk , al) = c% , 
w P, 4 = 4 for i = l,..., k. 
Clearly gl(La’) = Ltk), and so by Lemma 7, L(“) E ll (k-1) (CF) which is a contra- 
diction to Theorem 4. 1 
For any k > 1 and any homomorphism h, k-l(L1 n .** n Lk) = k-l(L,) n .** n h-l&), 
while for any set R, (Ll n -a. nLk) n R = L, n *** n (Lk n R). Hence since CF is 
closed under inverse homomorphism and intersection with regular sets [5, 81, we can 
state at once: 
LEMMA 9. For any k > 1, n, (CF) is closed under inverse homomorphism and inter- 
section with regular sets. 
THEOREM 10. The language L = {wcw [ w E {a, b}*} is not a member of the inter- 
section-closure of the context-free languages. 
Proof. If L E n (CF), then L E nk (CF) for some k. Let h be a homomorphism from 
tul ,..., ak+l , c} into {a, b, c} defined by 
h(q) = a for i odd, 
h(uJ = 6 for i even, 
and h(c) = c. 
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We define the regular set R = a,+~,+ .*. ak+tlcal+a2+ ... ai+I . One can show that 
h-l(L) n R = LLk+” as follows: strings in L are of the form 
&+2 . . . &-lb~,c&b~z . . . &-lb% 
for n > 1 with ii > 0 forj = l,..., n. The inverse homomorphism h-l allows the substi- 
tution of any symbol a with odd subindices (even subindices) for every a (every b). The 
regular set R picks strings with exactly K + 1 blocks before and after the c, and the blocks 
have to match. So, since h-l(L) n R = LLk+l’, we have by Lemma 9 thatLa+l’ E Il, (CF) 
which is a contradiction to Theorem 8. 1 
COROLLARY. Il (CF) g BoCl(CF). 
LEMMA 11. ll (CF) is not closed under complementation. 
Proof. Assume that ll (CF) is closed under complementation. Clearly L = {wcx 1 
w, x E {a, b}* and w # x} is context free [6,14], and so L E n (CF). Then ({a, b, c}* - L) n 
{a, b}* * {c} 9 {a, b}* = {wcw 1 w E {a, b}*} E II (CF) which is a contradiction to 
Theorem 10. 1 
Combining the corollaries to Lemma 2 and to Theorem 10, and Lemma 11 we state 
as a theorem: 
THEOREM 12. BoCl(DCF) $Q II (CF) $ BoCI(CF). 
COROLLARY. The language {wcru ] w E (a, a}*} is not a member of BoCl(DCF). 
THEOREM 13. There are context-free languages which are not in the Boolean closure 
of the deterministic context-free languages. 
Proof. The language L = (wcx 1 w, x E {a, b}* and w # x} is context free [6, 141. 
We claim that L $ BoCl(DCF). Assume that L is a member of BoCl(DCF), then 
{wcw 1 w E {a, b}*) E BoCl(DCF) which is a contradiction to the corollary to Theorem 12. 1 
We want to conclude this paper with the following observation In Lemma 11 we have 
seen that il (CF) is not closed under complementation. Since n (CF) is “already” 
closed under intersection and union, it is natural to ask whether we obtain BoCI(CF) 
if we close n (CF) under complementation The answer is “no.” Closing n (CF) under 
complementation we obtain a class which is no longer closed under union and inter- 
section and which therefore has to be properly contained in BoCl(CF). For, clearly 
ll (CF) u Ll (COCF) is the closure of II (CF) under complementation. But it is not 
closed under union as the following argument shows. Let L, = {wcw 1 w E {a, b}*) 
and let L, = (wcx 1 w, x E {a, b}* and w # x}. For any two distinct symbols d, and d, 
we can easily show that L = d,L, u dzLz is in BoCl(CF). However, L is not a member 
of ll (CF) u Ll (COCF) for the following reason. Assume that L is in ll (CF) u 
U (COCF). Then L E ll (CF) or L E Ll (COCF). Let us assume that L E ll (CF) (the other 
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case is similar). Then L n dI . {a, 6, c}* = d,L, is in il (CF), and thus L, is in n (CF) 
which is a contradiction to Theorem 10. 
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