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Abstract
We apply the Pade´ technique to find rational approximations to
h±(q1, q2) =
∞∑
k=1
qk
1
1± qk
2
, 0 < q1, q2 < 1, q1 ∈ Q, q2 = 1/p2, p2 ∈ N \ {1}.
A separate section is dedicated to the special case qi = q
ri , ri ∈ N, q = 1/p, p ∈ N \ {1}. In
this construction we make use of little q-Jacobi polynomials. Our rational approximations
are good enough to prove the irrationality of h±(q1, q2) and give an upper bound for the
irrationality measure.
1 Introduction
In this paper we investigate quantities of the form
h±(q1, q2) :=
∞∑
k=1
qk1
1± qk2
, 0 < q1, q2 < 1, q1 ∈ Q, q2 = 1/p2, p2 ∈ N \ {1}. (1.1)
Since we will assume q1, q2 to be fixed, we will write h
± = h±(q1, q2). In the special case
qi = q
ri , q = 1/p, p ∈ N \ {1}, ri ∈ N, (1.2)
by writing (1 + qk2)
−1 =
∑∞
j=0(−q
k
2)
j and changing the order of summation, we clearly have
lim
q↑1
(1− q)h+ =
∞∑
j=0
(−1)j
r1 + jr2
=
1
r2
Ψ(−1, 1,
r1
r2
)
where Ψ is the Lerch transcendent, which is a generalization of the Hurwitz zeta function and
the polylogarithm function. Some particular cases are h+(q, q) = − lnq 2 and h
+(q, q2) = βq(1)
which are q-extensions of − ln 2 and β(1) = π/4, respectively. In the same manner h− can be
seen as a q-analogue of the (harmonic) series
∑∞
k=1(r1 + kr2)
−1.
In 1948 Erdo˝s proved that h−(q, q) = ζq(1) is irrational when q = 1/2, see [9]. Later, Peter
Borwein [5, 6] showed that ζq(1) and lnq 2 are irrational whenever q = 1/p with p an integer
greater than 1. Other irrationality proofs were found in, e.g., [1, 8, 13, 18, 16, 19, 20]. To the
best of our knowledge, the sharpest upper bounds for the irrationality measure of ζq(1) and
lnq 2 which are known in the literature until now, are 2.42343562 and 3.29727451 respectively
[19, 20].
In [14] Matala-aho and Pre´vost also considered quantities of the form (1.1). However, not all
the numbers we prove to be irrational are covered by their result. To prove this irrationality we
use a well-known lemma, which expresses the fact that a rational number can be approximated
to order 1 by rational numbers and to no higher order [11, Theorem 186].
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Lemma 1.1 Let x be a real number. Suppose there exist integers an, bn (n ∈ N) such that
(i) bnx− an 6= 0 for all n ∈ N;
(ii) lim
n→∞
(bnx− an) = 0,
then x is irrational.
Proof. Suppose x is rational, so write x = a/b with a, b coprime. Then bna− anb is a nonzero
integer sequence that tends to zero, which is a contradiction. ✷
In Section 2 we construct rational approximations to h±. In particular, we extend the Pade´
approximation technique applied in [18] to prove the irrationality of ζq(1) and lnq 2 and use little
q-Jacobi polynomials (which are a generalization of the q-Legendre polynomials). Section 3 then
mainly consists of calculating the asymptotic behaviour of the ’error term’. Section 4 points out
what improvements can be made in the special case (1.2). If we define
η− := 1 +
3
π2
, η+ := 1 +
4
π2
, (1.3)
γ−(r2) :=
3
π2

1 + 2 ∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=1
(l,r2)=1
1
l2
−
1
r2
∏
̟|r2
̟ prime
̟
̟ + 1

 < 1 + 3π2 (1.4)
and
γ+(r2) :=
1
π2

4 + 6 ∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=1
(l,r2)=1
1
l2


−
1− (−1)r2
2π2

 2r2
∏
̟|r2
̟ prime
̟
̟ + 1
+
∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=⌈
r2
2
⌉
(l,r2)=1
1
l2

 < 1 + 4π2 , (1.5)
then our main results are the following.
Theorem 1.2 Let q2 = 1/p2 with p2 ∈ N \ {1} and q1 ∈ Q with 0 < q1 < 1. Then the number
h±, defined as in (1.1), is irrational. Moreover, there exist integer sequences a±n , b
±
n such that
lim
n→∞
∣∣b±n h± − a±n ∣∣1/n2 ≤ pη±− 322 < 1 (1.6)
and
lim
n→∞
|b±n |
1/n2 ≤ p
η±+ 3
2
2 . (1.7)
Theorem 1.3 Let q = 1/p with p ∈ N \ {1}, qi = q
ri and pi = p
ri with ri ∈ N, i = 1, 2 and
(r1, r2) = 1. Then the number h
±, defined as in (1.1), is irrational. Moreover, there exist integer
sequences a±n , b
±
n such that
lim
n→∞
∣∣b±n h± − a±n ∣∣1/n2 ≤ pγ±(r2)− 322 < 1 (1.8)
and
lim
n→∞
|b±n |
1/n2 ≤ p
γ±(r2)+
3
2
2 . (1.9)
2
r2 m
−(r2) m
+(r2)
1 2π
2
π2−4
≈ 3.362953864 6π
2
3π2−14
≈ 3.793858357
2 6π
2
3π2−20
≈ 6.162845000 2π
2
π2−8
≈ 10.55796017
3 16π
2
8π2−57
≈ 7.192005083 96π
2
48π2−373
≈ 9.405127174
4 54π
2
27π2−205 ≈ 8.668909282
54π2
27π2−232 ≈ 15.45734242
5 1728π
2
864π2−6565
≈ 8.690997496 10368π
2
5184π2−42797
≈ 12.22991528
6 300π
2
150π2−1211
≈ 10.98899223 150π
2
75π2−668
≈ 20.49894619
7 86400π
2
43200π2−338681
≈ 9.724867074 103680π
2
51840π2−440701
≈ 14.42473632
8 132300π
2
66150π2−534587
≈ 11.03878708 66150π
2
33075π2−294856
≈ 20.67290169
9 940800π
2
470400π2−3801647 ≈ 11.04061736
1128960π2
564480π2−4937467 ≈ 17.58230823
10 71442π
2
35721π2−294473
≈ 12.14040518 71442π
2
35721π2−322256
≈ 23.27373406
Table 1: Some values of the upper bound m±(r2) for the irrationality measure of h
±.
Remark 1.4 In fact, Theorem 1.3 can also be applied if gcd(r1, r2) = ρ 6= 1. In that case just
note that h±(q1, q2) = h
±(q′r
′
1 , q′r
′
2) with r′1 = r1/ρ, r
′
2 = r2/ρ and q
′ = qρ.
As a side result of the irrationality, we also obtain an upper bound for the irrationality
measure (Liouville-Roth number, order of approximation) for h±. Recall that this measure is
defined as
µ(x) := inf
{
t :
∣∣∣x− a
b
∣∣∣ > 1
bt+ε
, ∀ε > 0, ∀a, b ∈ Z, b sufficiently large
}
,
see, e.g., [7]. It is known that all rational numbers have irrationality measure 1, whereas irrational
numbers have irrationality measure at least 2. Furthermore, if bnx − an 6= 0 for all n ∈ N,
|bnx− an| = O(b
−s
n ) with 0 < s < 1 and |bn| < |bn+1| < |bn|
1+o(1), then the measure of
irrationality satisfies 2 ≤ µ(x) ≤ 1+1/s, see [7, exercise 3, p. 376]. Note that by (1.6) and (1.7),
respectively (1.8) and (1.9), we get the asymptotic behaviour
∣∣b±n h± − a±n ∣∣ = O((b±n )− 3−2 η±3+2η±+ε), for all ε > 0, n→∞, (1.10)
and for the special case (1.2)
∣∣b±n h± − a±n ∣∣ = O((b±n )− 3−2 γ
±(r2)
3+2γ±(r2)
+ε
)
, for all ε > 0, n→∞, (1.11)
which then implies the following upper bound for µ(h±).
Corollary 1.5 Under the assumptions of Theorem 1.2 we have 2 ≤ µ(h±) ≤ ν±; under the
assumptions of Theorem 1.3 we have 2 ≤ µ(h±) ≤ m±(r2) where
m±(r2) =
(
3− 2 γ±(r2)
6
)−1
, (1.12)
with m±(r2) ≤ ν
±, where ν+ = 6π
2
π2−8
and ν− = 6π
2
π2−6
.
Remark 1.6 In the case (1.2) with r2 = 1, we can sharpen the upper bound m
±(r2). We will
discuss this in Section 5. In particular, we will show that µ(ζq(1)) ≤
2π2
π2−2 ≈ 2.508284762, which
was also found in [18], and µ(lnq 2) ≤
6π2
3π2−8
≈ 2.740438628, which is a better upper bound than
the one in [19].
3
2 Rational approximation
We first focus on the general case (1.1), the special case (1.2) will be treated in Section 4. We
use the notation q1 = s1/t1 with gcd(s1, t1) = 1, and p1 = 1/q1.
2.1 Pade´ approximation
To prove the irrationality of h± we will apply Lemma 1.1. So we need a sequence of ’good’ ratio-
nal approximations. To find these we will perform the (well-known) idea of Pade´ approximation
to the Markov function
f(z) :=
∞∑
k=0
qk1
z − qk2
=
∫ 1
0
q
logq2 x
1
z − x
dq2x
x
, (2.1)
where logq x =
log x
log q and the q-integration is defined as∫ 1
0
g(x) dqx :=
∞∑
k=0
qkg(qk). (2.2)
So, we look for polynomials Pn and Qn of degree n such that
Qn(z)f(z) − Pn(z) = O
(
z−n−1
)
, z →∞. (2.3)
As is well known in the Pade´ approximation theory (see, e.g., [15]) the polynomials Qn then
satisfy the orthogonality relations∫ 1
0
Qn(x)x
m q
logq2 x
1 x
−1 dq2x = 0, m = 0, . . . , n− 1. (2.4)
Little q-Jacobi polynomials satisfy
∞∑
k=0
pn(q
k; a, b|q)pm(q
k; a, b|q)(aq)k
(bq; q)k
(q; q)k
= 0, m 6= n. (2.5)
Hence Qn are little q-Jacobi polynomials with a particular set of parameters, namely Qn(z) =
pn(z; q1p2, 1|q2), see, e.g., [12, Section 3.12].
Lemma 2.1 The polynomials Qn have the explicit expressions
Qn(z) =
n∑
k=0
(pn2 ; q2)k(q1q
n
2 ; q2)k
(q1; q2)k(q2; q2)k
qk2 z
k, (2.6)
=
(pn2 ; q2)n
(q1; q2)n
n∑
k=0
(pn2 ; q2)k(q1q
n
2 ; q2)k
[(q2; q2)k]
2 q
k
2 (q2z; q2)k. (2.7)
Proof. From, e.g., [12, Section 3.12], we know that the polynomials satisfying the orthogonality
conditions (2.4) have the hypergeometric expression
Qn(z) = 2φ1
(
pn2 , q1q
n
2
q1
∣∣∣∣ q2; q2z
)
,
which is (2.6). Next we apply the transformation formula [12, (0.6.24)] and find
Qn(z) =
(pn2 ; q2)n
(q1; q2)n
3φ2
(
pn2 , q1q
n
2 , q2z
q2, 0
∣∣∣∣ q2; q2
)
,
giving the expression (2.7). ✷
4
It is easily checked that the Pn are connected with the polynomials Qn by the formula
Pn(z) =
∫ 1
0
Qn(z)−Qn(x)
z − x
q
logq2 x
1 x
−1 dq2x. (2.8)
Indeed, then
Qn(z)f(z) − Pn(z) =
∫ 1
0
Qn(x)
z − x
q
logq2 x
1 x
−1 dq2x, (2.9)
and the conditions (2.3) are fulfilled.
Lemma 2.2 The polynomials Pn have the explicit formulae
Pn(z) =
n∑
k=0
(pn2 ; q2)k(q1q
n
2 ; q2)k
(q1; q2)k(q2; q2)k
qk2
k−1∑
j=0
zj
1− q1q
k−j−1
2
, (2.10)
= −
(pn2 ; q2)n
(q1; q2)n
n∑
k=0
(pn2 ; q2)k(q1q
n
2 ; q2)k
[(q2; q2)k]
2 q
k
2
×
k∑
j=1
qj2 (q
j+1
2 z; q2)k−j
(q2; q2)j−1
(q1; q2)j
. (2.11)
Proof. First of all we mention that (for k ∈ N ∪ {0})
∫ 1
0
zk − xk
z − x
q
logq2 x
1 x
−1 dq2x =
k−1∑
j=0
zj
∞∑
ℓ=0
q
(k−1−j)ℓ
2 q
ℓ
1 =
k−1∑
j=0
zj
1− q1q
k−j−1
2
.
So, applying (2.6) to (2.8) we easily obtain (2.10). Next, observe that
(q2z; q2)k − (q2x; q2)k
z − x
= −
k∑
j=1
qj2 (q
j+1
2 z; q2)k−j (q2x; q2)j−1 (2.12)
which one can prove by induction. Moreover, using the q-binomial series [2, Section 10.2], [10,
Section 1.3]
∞∑
n=0
(a; q)n
(q; q)n
xn =
(ax; q)∞
(x; q)∞
, |q| < 1, |x| < 1,
we get
∫ 1
0
(q2x; q2)j−1 q
logq2 x
1 x
−1 dq2x = (q2; q2)j−1
∞∑
ℓ=0
(qj2; q2)ℓ
(q2; q2)ℓ
qℓ1 =
(q2; q2)j−1
(q1; q2)j
. (2.13)
Combining (2.8), (2.7), (2.12) and (2.13) we then finally establish (2.11). ✷
2.2 Rational approximants to h±
Notice that by the definition (2.1) of f we have
h± = ∓
q1
q2
f(∓p2).
5
Following the idea of Pade´ approximation we could try to approximate h± by the sequence of
rational numbers ∓q1Pn(∓p2)/[q2Qn(∓p2)]. However, we prefer the evaluation of f at ∓p
n
2 ,
which gives
h± =
n−1∑
k=1
qk1
1± qk2
∓
(
q1
q2
)n
f(∓pn2 ). (2.14)
In this way we can benefit from the fact that the finite sum on the right hand side of (2.14)
already gives a good approximation for h±. Moreover, the approximation (2.3) is useful for z
tending to infinity. Hence the evaluation at the point ∓pn2 makes more sense, especially since n
itself will tend to infinity too. So, a ’natural’ choice for rational approximations a±n /b
±
n to h
±
then has the following expressions.
Definition 2.3 Define
a±n := e
±
n
[
pn1 Qn(∓p
n
2 )
n−1∑
k=1
qk1
1± qk2
∓ pn2 Pn(∓p
n
2 )
]
, (2.15)
b±n := e
±
n p
n
1 Qn(∓p
n
2 ), (2.16)
where e±n are factors such that these are integer sequences.
The following lemma gives a possible choice for the factors e±n .
Lemma 2.4 By taking
e±n =
(
n−1∏
k=0
(t1p
k
2 − s1)
)2
sn1 lcm
{
pk2 ± 1
∣∣∣ 0 ≤ k ≤ n− 1} (2.17)
the a±n and b
±
n , defined as in (2.15) and (2.16), are integer sequences.
Proof. It is not very convenient to prove that an expression is an integer when it depends on
the rational q2. So, we first write Qn(∓p
n
2 ) depending on the integer p2. By (2.6) we get
Qn(∓p
n
2 ) =
n∑
k=0
(pn2 ; q2)k(p1p
n
2 ; p2)k
(p1; p2)k(p2; p2)k
p
k2−k
2
2 (±1)
k. (2.18)
Notice that
(pn2 ; q2)k
(p2, p2)k
=
(p2; p2)n
(p2; p2)n−k(p2; p2)k
=
[n
k
]
p2
,
which is an integer. Moreover, the possible denominators t1 appear as often in the numerator
as in the denominator of Qn(∓p
n
2 ). The factor s
n
1 in e
±
n is needed because of the factor p
n
1 in
a±n and b
±
n . So the only denominators in Qn(∓p
n
2 ) originate from (p1; p2)k, and hence they are
cancelled out by the first product in e±n . This already implies that b
±
n is an integer. Obviously,
then also
e±n p
n
1 Qn(∓p
n
2 )
n−1∑
k=1
qk1
1± qk2
= b±n
n−1∑
k=1
qk1
1± qk2
is an integer by the definition of e±n . So, what remains to prove is that e
±
n p
n
2 Pn(∓p
n
2 ) is an
integer. By (2.10) we have
Pn(∓p
n
2 ) =
n∑
k=0
(pn2 ; q2)k(p1p
n
2 ; p2)k
(p1; p2)k(p2; p2)k
(−1)k
k−1∑
j=0
(∓1)j p1p
k2+k
2
+n(j−k)−j−1
2
p1p
k−j−1
2 − 1
. (2.19)
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Since (p2; p2)k is a divisor of (p
n
2 ; q2)k, it is clear that by (4.1) the only possible denominators in
e±n p
n
2 Pn(∓p
n
2 ) are powers of p2. The formula (2.11) leads to
Pn(∓p
n
2 ) =
(pn2 ; q2)n
(p1; p2)n
n∑
k=0
(pn2 ; q2)k(p1p
n
2 ; p2)k
[(p2; p2)k]
2 p
n−k
1 p
(n−k2 )
2 (−1)
n−k
×
k∑
j=1
(
p1
p2
)j
(∓pn−j−12 ; q2)k−j
(p2; p2)j−1
(p1; p2)j
.
✷
Remark 2.5 Looking at (2.19) one could expect a power of p2 in the denominator of p
n
2 Pn(∓p
n
2 ),
and this of the order of p
n2/2
2 . This would totally ruin the asymptotics in the next section. How-
ever, Maple calculations showed the absence of a power of p2 in the denominator. This is why
we had to use an equivalent formula for Pn, which is given by (2.11).
3 Irrationality of h±
In this section we look at the error term b±n h
± − a±n , where a
±
n and b
±
n are defined as in Defini-
tion 2.3 and (2.17). Using (2.14) and (2.9) one easily sees that it has the integral representation
b±n h
± − a±n = ∓e
±
n p
n
2
[
Qn(∓p
n
2 )f(∓p
n
2 )− Pn(∓p
n
2 )
]
= e±n p
n
2
∫ 1
0
Qn(x)
pn2 ± x
q
logq2 x
1 x
−1 dq2x. (3.1)
We will show that this expression is different from zero for all n ∈ N and obtain its asymptotic
behaviour. Here we study
R±n :=
∫ 1
0
Qn(x)
pn2 ± x
q
logq2 x
1 x
−1 dq2x (3.2)
and e±n separately.
3.1 Asymptotic behaviour of R±n
We will need the following very general lemma for sequences of polynomials with uniformly
bounded zeros. This can be found in, e.g., [18, Lemma 3], but we include a short proof for
completeness.
Lemma 3.1 Let {πn}n∈N be a sequence of monic polynomials for which deg(πn) = n and the
zeros xj,n satisfy |xj,n| ≤M , with M independent of n. Then
lim
n→∞
|πn (cx
n)|1/n
2
= |x|, |x| > 1, c ∈ C.
Proof. Since |x| > 1, for large n we easily get
0 ≤ |cxn| −M ≤ |cxn − xj,n| ≤ |cx
n|+M, j = 1, . . . , n.
This implies
(|cxn| −M)n ≤ |πn (cx
n)| ≤ (|cxn|+M)n
and
|x|
(
|c| −
M
|x|n
)1/n
≤ |πn (cx
n)|1/n
2
≤ |x|
(
|c|+
M
|x|n
)1/n
.
The lemma then follows by taking limits. ✷
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For R±n , defined as in (3.2), we have the following asymptotic result. Here we use a similar
reasoning as in [18] for the irrationality of ζq(1).
Lemma 3.2 Let Qn be the polynomials (2.6) satisfying the orthogonality relations (2.4). Then
R±n is different from zero for all n and
lim
n→∞
∣∣R±n ∣∣1/n2 = p−3/22 . (3.3)
Proof. First of all observe that
Qn(∓p
n
2 )R
±
n = ∓
∫ 1
0
Qn(x)
Qn(∓p
n
2 )−Qn(x)
∓pn2 − x
q
logq2 x
1 x
−1 dq2x+
∫ 1
0
Q2n(x)
pn2 ± x
q
logq2 x
1 x
−1 dq2x.
The first integral on the right hand side vanishes because of the orthogonality relations (2.4) for
the polynomial Qn. Furthermore, note that 0 ≤ x ≤ 1 so that
0 <
1
pn2 + 1
∫ 1
0
Q2n(x) q
logq2 x
1 x
−1 dq2x ≤ Qn(∓p
n
2 )R
±
n ≤
1
pn2 − 1
∫ 1
0
Q2n(x) q
logq2 x
1 x
−1 dq2x. (3.4)
This already proves that R±n 6= 0. Next, from [12, (3.12.2)] we get∫ 1
0
Q2n(x) q
logq2 x
1 x
−1 dq2x =
qn1
1− q1q
2n
2
(
(q2; q2)n
(q1; q2)n
)2
.
Applying this on (3.4), we easily establish
lim
n→∞
∣∣Qn(∓pn2 )R±n ∣∣1/n2 = 1. (3.5)
Now write Qn(x) = κn Qˆn(x) where Qˆn is monic. From (2.6) we get that the leading coefficient
κn has the expression
κn =
(pn2 ; q2)n(q1q
n
2 ; q2)n
(q1; q2)n(q2; q2)n
qn2 .
Since
∏n
i=1 p
i−1
2 ≤ |(p
n
2 ; q2)n| ≤
∏n
i=1 p
i
2, this gives the asymptotic behaviour
lim
n→∞
|κn|
1/n2 = p
1/2
2 . (3.6)
Since the Qn are orthogonal polynomials with respect to a positive measure on [0, 1], their zeros
are all in [0, 1]. From Lemma 3.1 we then also get
lim
n→∞
∣∣∣Qˆn (∓pn2 )∣∣∣1/n2 = p2. (3.7)
Applying (3.6) and (3.7) to (3.5) then completes the proof. ✷
3.2 Asymptotic behaviour of e±n
We obviously have the asymptotic properties
lim
n→∞
(
n−1∏
k=0
(t1p
k
2 − s1)
)1/n2
= p
1/2
2 , (3.8)
lim
n→∞
(sn1 )
1/n2 = 1, (3.9)
lim
n→∞
(
lcm
{
pk2 − 1
∣∣∣ 0 ≤ k ≤ n− 1})1/n2 ≤ p3/π22 , (3.10)
lim
n→∞
(
lcm
{
pk2 + 1
∣∣∣ 0 ≤ k ≤ n− 1})1/n2 ≤ p4/π22 , (3.11)
8
where the latter two are well-known properties of the least common multiple that can easily be
deduced from the asymptotic results as given in (4.4). This leads us to the following asymptotic
behaviour of e±n .
Corollary 3.3 For e±n defined as in (2.17) we have
lim
n→∞
∣∣e±n ∣∣1/n2 ≤ pη±2 , (3.12)
where η± is defined as in (1.3). As a result we now have
lim
n→∞
∣∣b±n h± − a±n ∣∣1/n2 ≤ pη±− 322 . (3.13)
3.3 Proof of Theorem 1.2
In the previous sections we defined integer sequences a±n and b
±
n and managed to find the asymp-
totic behaviour of b±n h
± − a±n . Putting these results together, we can now prove Theorem 1.2.
Proof of Theorem 1.2. In Lemma 2.4 we made sure that a±n and b
±
n , defined as in (2.15) and
(2.16), are integer sequences. Note that by (3.6), (3.7) and (3.12) we then get
lim
n→∞
|bn|
1/n2 ≤ p
η±+ 3
2
2 . (3.14)
Lemma 3.2 assures us that b±n h
±−a±n 6= 0 for all n ∈ N and since η
± < 32 , (3.13) guarantees that
limn→∞ |b
±
n h
± − a±n | = 0. So, all the conditions of Lemma 1.1 are fulfilled and h
± is irrational.
✷
4 Improvements on the results in the special case (1.2)
Throughout this section we consider the special case given by (1.2). The only difference with
the general case is that we can (in some cases considerably) improve the factor e±n , which is
needed to make the approximation sequences into integer sequences. The following lemma gives
the enhanced formula for e±n , and can be seen as an analogue of Lemma 2.17.
Lemma 4.1 By taking
e±n = lcm
{
denom
(
(p1p
n
2 ; p2)k (p1; p2)
−1
k
) ∣∣ 0 ≤ k ≤ n− 1}
× lcm
{
pj2 ± 1, p1p
k
2 − 1
∣∣∣ 1 ≤ j ≤ n− 1, 0 ≤ k ≤ n− 1} (4.1)
the a±n and b
±
n , defined as in (2.15) and (2.16), are integer sequences.
Proof. The proof is completely analogous to the proof of Lemma 2.4. There is no factor sn1
needed since in this case p1 is an integer.
✷
4.1 Asymptotic behaviour of e±n
In order to obtain some asymptotic results for the quantities e±n , see (4.1), we will use the
cyclotomic polynomials
Φn(x) =
n∏
k=1,
(k,n)=1
(
x− e
2piik
n
)
. (4.2)
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Their degree is denoted by Euler’s totient function φ(n), being the number of positive integers
≤ n that are coprime with n. It is well-known [17, Section 4.8] that
xn − 1 =
∏
d|n
Φd(x), n =
∑
d|n
φ(d), (4.3)
and that every cyclotomic polynomial is monic, has integer coefficients and is irreducible over
Q[x]. Furthermore, some interesting asymtotic properties are
lim
n→∞
1
n2
n∑
j=0
φ(aj) =
3a
π2
∏
̟|a
̟ prime
̟
̟ + 1
, (4.4)
lim
n→∞
1
n2
n∑
j=0
φ(aj + b) =
3a
π2
∏
̟|a
̟ prime
̟2
̟2 − 1
, (4.5)
lim
n→∞
1
n2
n∑
j=0
φ(2(aj + b)) =
4a
π2
∏
̟|a,̟≥3
̟ prime
̟2
̟2 − 1
, (4.6)
where (a, b) = 1, see [3, 4, 14]. They imply the following results.
Lemma 4.2 Let r1, r2 ∈ N and (r1, r2) = 1. Then
lim
n→∞
[
lcm
{
pj2 − 1, p1p
k
2 − 1
∣∣∣ 1 ≤ j ≤ n− 1, 0 ≤ k ≤ n− 1}]1/n2 ≤ pθ−(r2)2 , (4.7)
where
θ−(r2) = γ
−(r2)−
3
π2
∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=1
(l,r2)=1
1
l2
with 0 < θ−(r2) <
3
π2
+ 12 and γ
−(r2) defined as in (1.4).
Proof. By (4.3) and Lemma A.1 in the appendix we have that
M−n :=
n−1∏
d=1
Φd(p2) =
∏
d|r2k for
some 1≤k≤n−1
Φd(p) (4.8)
is a common multiple of all pj2− 1, j = 1, . . . , n− 1. Next, for each 1 ≤ l ≤ r2− 1, (l, r2) = 1 we
define 1 ≤ bl ≤ r2 − 1 by bl ≡ r1/l mod r2. Notice that if d ∈ N satisfies dl = r2k + r1 for some
k ∈ Z, then d ≡ bl mod r2 and (l, r2) = 1 since (r1, r2) = 1. Hence
Mn :=
∏
d|r2k+r1 for
some 0≤k≤n−1
Φd(p) =
r2∏
l=1
(l,r2)=1
j
n−1
l
−
lbl−r1
lr2
k∏
j=0
Φjr2+bl(p) (4.9)
is a common multiple of all p1p
k
2−1, k = 0, . . . , n−1. So, M
−
n Mn is a multiple of e
−
n . However,
there are some factors of the form Φjr2+bl(p) appearing in bothMn and M
−
n . Looking at (4.8),
since (r2, bl) = 1 this means that jr2 + bl should be a divisor of a natural number k ≤ n − 1.
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So, if n is large enough the factor Φjr2+bl(p) of Mn is also present in M
−
n for j from 0 up to
⌊n−1r2 ⌋ − 1 (≤
⌊
n−1
l −
lbl−r1
lr2
⌋
), meaning that they have the common factor
C−n :=
r2∏
l=1
(l,r2)=1
⌊n−1
r2
⌋−1∏
j=0
Φjr2+bl(p). (4.10)
We proved that M−n Mn /C
−
n is a multiple of e
−
n . Now we look at its asymptotic behaviour.
Applying (4.4) on (4.8) we easily establish
logp2
[
lim
n→∞
(
M−n
)1/n2]
=
3
π2
. (4.11)
Next, recall that (r2, bl) = 1. So, by (4.5) we also get
logp2
[
lim
n→∞
(Mn)
1/n2
]
=
3
π2
∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=1
(l,r2)=1
1
l2
<
1
2
, (4.12)
logp2
[
lim
n→∞
(
C−n
)1/n2]
=
3
π2
φ(r2)
r22
∏
̟|r2
̟ prime
̟2
̟2 − 1
=
3
π2
1
r2
∏
̟|r2
̟ prime
̟
̟ + 1
, (4.13)
where the last equality follows from the well-known fact
φ(m)
m
=
∏
̟|m
̟ prime
̟ − 1
̟
. (4.14)
Combining (4.11), (4.12) and (4.13) we then finally obtain (4.7). ✷
Remark 4.3 The common multiple Mn of all p1p
k
2 − 1, k = 0, . . . , n − 1 and its asymptotic
behaviour were discussed already in [14, Lemma 2].
Lemma 4.4 Let r1, r2 ∈ N and (r1, r2) = 1. Then
lim
n→∞
[
lcm
{
pj2 + 1, p1p
k
2 − 1
∣∣∣ 1 ≤ j ≤ n− 1, 0 ≤ k ≤ n− 1}]1/n2 ≤ pθ+(r2)2 , (4.15)
where
θ+(r2) = γ
+(r2)−
3
π2
∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=1
(l,r2)=1
1
l2
with 0 < θ+(r2) <
4
π2
+ 12 and γ
+(r2) defined as in (1.5).
Proof. Recall from the proof of Lemma 4.2 thatMn, defined as in (4.9), is a common multiple
of all p1p
k
2−1, k = 0, . . . , n−1. By the property x
j+1 = (x2j−1)/(xj−1), (4.3) and Lemma A.2
in the appendix we also have that
M+n :=
n−1∏
d=1
Φ2d(p2) =
∏
d|2r2k, d∤r2k for
some 1≤k≤n−1
Φd(p) (4.16)
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is a common multiple of all pj2 + 1, j = 1, . . . , n− 1. So, M
+
n Mn is a multiple of e
+
n .
If r2 is even, then the index jr2 + bl is odd since (r2, bl) = 1. So, in this case there are no
factors of the form Φjr2+bl(p) appearing in both Mn and M
+
n . Now suppose that r2 is odd.
Then
M+n =
∏
d|r2k for
some 1≤k≤n−1
Φ2d(p).
This implies that for a factor Φjr2+bl(p) of Mn also appearing in M
+
n , we should have j ≡ bl
mod 2 and jr2+bl2 should be a divisor of a natural number k ≤ n− 1. So, in the case that r2 is
odd, Mn and M
+
n have the common factor
C+n :=
r2∏
l=1
(l,r2)=1
min
“
⌊ 2(n−1)
r2
⌋−1,
j
n−1
l
−
lbl−r1
lr2
k”∏
j=0
j≡bl mod 2
Φjr2+bl(p). (4.17)
and M+n Mn /C
+
n is a multiple of e
+
n .
Now we are interested in the asymptotic behaviour of M+n and C
+
n . Applying (4.4) on (4.16)
we easily obtain
logp2
[
lim
n→∞
(
M+n
)1/n2]
=
4
π2
<
1
2
. (4.18)
Next, we suppose r2 is odd and look at (4.17). Note that for n large enough we have ⌊
2(n−1)
r2
⌋−1 >⌊
n−1
l −
lbl−r1
lr2
⌋
if and only if l > r22 . Moreover, if bl is even, then j = 2i is even and we write
jr2 + bl = 2(ir2 + bl/2). On the other hand, if bl is odd then j = 2i + 1 is odd and we write
jr2 + bl = 2(ir2 + (bl + r2)/2). By (4.6) and (4.14) we then get
logp2
[
lim
n→∞
(
C+n
)1/n2]
=
φ(r2)
2r22
4
π2
∏
̟|r2
̟ prime
̟2
̟2 − 1
+
1
π2
∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=⌈
r2
2
⌉
(l,r2)=1
1
l2
=
1
r2
2
π2
∏
̟|r2
̟ prime
̟
̟ + 1
+
1
π2
∏
̟|r2
̟ prime
̟2
̟2 − 1
r2∑
l=⌈
r2
2
⌉
(l,r2)=1
1
l2
. (4.19)
Combining (4.18), (4.12) and (4.19) we then finally obtain (4.15). ✷
By (4.3) we obtain
(p1p
n
2 ; p2)k
(p1; p2)k
=
∏n+k−1
i=n
∏
d|r2i+r1
Φd(p)∏k−1
i=0
∏
d|r2i+r1
Φd(p)
.
Having a closer look at this expression, it is clear that its denominator is a divisor ofMn, defined
as in (4.9), for each 0 ≤ k ≤ n− 1. As a corollary of Lemma 4.2, Lemma 4.4 and (4.12) we then
get the following asymptotic behaviour for e±n .
Corollary 4.5 Let r1, r2 ∈ N and (r1, r2) = 1. For e
±
n defined as in (4.1) we have
lim
n→∞
∣∣e±n ∣∣1/n2 ≤ pγ±(r2)2 , (4.20)
where γ−(r2) and γ
+(r2) are defined as in (1.4) and (1.5). As a result we now have
lim
n→∞
∣∣b±n h± − a±n ∣∣1/n2 ≤ pγ±(r2)− 322 . (4.21)
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4.2 Proof of Theorem 1.3
In the previous sections we defined integer sequences a±n and b
±
n and managed to find the asymp-
totic behaviour of b±n h
± − a±n . Putting these results together, we can now prove Theorem 1.3.
Proof of Theorem 1.3. In Lemma 4.1 we made sure that a±n and b
±
n , defined as in (2.15) and
(2.16), are integer sequences. Note that by (3.6), (3.7) and (4.20) we then get
lim
n→∞
|bn|
1/n2 ≤ p
γ±(r2)+
3
2
2 . (4.22)
Lemma 3.2 assures us that b±n h
± − a±n 6= 0 for all n ∈ N and since γ
± < 32 , (4.21) guarantees
that limn→∞ |b
±
n h
± − a±n | = 0. So, all the conditions of Lemma 1.1 are fulfilled and h
± is
irrational. Obviously, the irrationality also follows from the result in the general case, as given
in Theorem 1.2. The sharper asymptotics for this case were only necessary to find the upper
bounds for the irrationality measure, as proposed in Corollary 1.5. ✷
5 Final remark on the special case (1.2)
In Lemma 4.1 we proposed a possible factor e±n such that a
±
n and b
±
n , defined as in (2.15) and
(2.16), are integers. It seems that this choice is (asymptotically) not the optimal one. Empirically
(using Maple) we observed that e±n can be replaced by
ξ−n =
(p1; p2)n
(p2; p2)n−1
lcm
{
pj2 − 1, p1p
k
2 − 1
∣∣∣ 1 ≤ j ≤ n− 1, 0 ≤ k ≤ n− 1} , (5.1)
ξ+n =
(p1; p2)n
(p2; p2)n
n∏
i=1
pmi2 − 1
pmi − 1
∏
d|r2, d6=2
d prime
∞∏
k=1
(
φdk(p)
)j n
dk
k
× lcm
{
pj2 + 1, p1p
k
2 − 1
∣∣∣ 1 ≤ j ≤ n− 1, 0 ≤ k ≤ n− 1} , (5.2)
where mi is the highest odd factor of i and ⌊x⌋ is the integer part of x. Then the a
±
n and b
±
n
are still integers and gcd(a±n , b
±
n ) turns out to be very small and asymptotically irrelevant. Up
to now we do not have an exact proof for this, except for the case r2 = 1. Having in mind the
proof of Lemma 4.1, in this case the denominator of
(p1p
n; p)k
(p1; p)k
=
[
n+ k + r1 − 1
n
]
p
[
n+ r1 − 1
n
]−1
p
=
[
n+ k + r1 − 1
n
]
p
(p; p)n
(p1; p)n
is clearly cancelled out by the first factor of (5.1) and (5.2).
Now define δ−(r2) := θ
−(r2) and δ
+(r2) := θ
+(r2)+
1
3−
1
3r2
, where θ±(r2) is as in Lemma 4.2
and Lemma 4.4. Following the arguments of this paper, with the adjustment mentioned above
we could prove the existence of integer sequences α±n , β
±
n such that
lim
n→∞
∣∣ξ±n ∣∣1/n2 ≤ pδ±(r2)2 ,
∣∣β±n h± − α±n ∣∣ = O((β±n )− 3−2 δ
±(r2)
3+2 δ±(r2)
+ε
)
, for all ε > 0, n→∞,
implying
µ
(
h±
)
≤ χ±(r2) :=
(
3− 2 δ±(r2)
6
)−1
. (5.3)
Comparing Table 1 with Table 2 we see that this would considerably improve the upper bound
for the irrationality measure.
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r2 χ
−(r2) χ
+(r2)
1 2π
2
π2−2
≈ 2.508284762 6π
2
3π2−8
≈ 2.740438628
2 2π
2
π2−4
≈ 3.362953864 9π
2
4π2−24
≈ 5.738728718
3 32π
2
16π2−69
≈ 3.552067296 432π
2
184π2−1071
≈ 5.722990389
4 54π
2
27π2−125 ≈ 3.767042717
108π2
45π2−304 ≈ 7.606512209
5 3456π
2
1728π2−8005
≈ 3.769124031 25920π
2
10656π2−68555
≈ 6.986661787
6 300π
2
150π2−743
≈ 4.015077389 675π
2
275π2−1953
≈ 8.752624192
7 172800π
2
86400π2−414281
≈ 3.889740382 1814400π
2
734400π2−4949917
≈ 7.791520131
8 132300π
2
66150π2−327931
≈ 4.018388861 264600π
2
106575π2−766112
≈ 9.139383255
9 1881600π
2
940800π2−4664047 ≈ 4.018510114
25401600π2
10192000π2−71413173 ≈ 8.592266790
10 71442π
2
35721π2−180973
≈ 4.109498873 178605π
2
71442π2−521890
≈ 9.621306357
Table 2: Some values of χ±(r2), see (5.3).
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Appendix
In this appendix we prove some properties dealing with the cyclotomic polynomials (4.2). In
the proofs we use the notation a|cb which means that a|b and that a contains any prime factor
present in both b and c, up to the highest possible power.
Lemma A.1 The cyclotomic polynomials satisfy
n−1∏
d=1
Φd(x
r) =
∏
d|rk for
some 1≤k≤n−1
Φd(x), n ∈ N. (A.1)
Proof. Both expressions in (A.1) are a common multiple of the polynomials {xrj − 1, j =
1, . . . , n − 1}, the latter one being the least common multiple. Since they are both monic
polynomials, it is sufficient to prove that their respective degrees are equal. Recall that Euler’s
totient function φ represents the degree of the cyclotomic polynomials. So, we have to prove the
equality
r
n−1∑
d=1
φ(d) =
∑
d|rk for
some 1≤k≤n−1
φ(d).
It is easily seen that this holds for every n ∈ N if and only if
rφ(n) =
∑
d|nr
φ(nd), n ∈ N. (A.2)
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Denote by g the smallest divisor of r such that r/g contains no prime factors present in n. Next,
recall some well-known properties of the totient function, such as
φ(ab) = φ(a)φ(b) if (a, b) = 1; (A.3)
φ(ab) = aφ(b) if a prime and a|b. (A.4)
Using these and (4.3) we obtain
∑
d|nr
φ(nd) =
∑
d| r
g
φ(ndg) = φ(ng)
∑
d| r
g
φ(d) = φ(ng)
r
g
= rφ(n),
which is (A.2). This then proves the statement of the lemma. ✷
Lemma A.2 For any prime number σ we have
n−1∏
d=1
Φσd(x
r) =
∏
d|σrk, d∤rk for
some 1≤k≤n−1
Φd(x), n ∈ N. (A.5)
Proof. First of all note that both expressions are a common multiple of the set of polynomials{
xσrj − 1
xrj − 1
, j = 1, . . . , n − 1
}
,
the latter one being the least common multiple. As in the proof of the previous lemma, since
they are both monic polynomials, it is sufficient to prove that they have the same degree. Hence
we have to prove the equality
r
n−1∑
d=1
φ(σd) =
∑
d|σrk, d∤rk for
some 1≤k≤n−1
φ(d).
Introduce the notation r = στr′ where r′ does not contain the prime factor σ. This then holds
for every n ∈ N if and only if
rφ(σn) =
∑
d|nr
′
φ(στ+1nd), n ∈ N. (A.6)
From this point, we can proceed in an analogous way as in the previous lemma. Denote by g
the smallest divisor of r′ such that r′/g contains no prime factors present in n. By (A.3) we
then get∑
d|nr
′
φ(στ+1nd) =
∑
d| r
′
g
φ(στ+1ngd) = φ(στ+1ng)
∑
d| r
′
g
φ(d).
Next, applying (4.3) and (A.4) we finally obtain
∑
d|nr
′
φ(στ+1nd) = φ(στ+1ng)
r′
g
= φ(στ+1n)r′ = φ(σn)r.
This ends the proof of (A.6) and hence of this lemma. ✷
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