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the conventional ultrahigh vacuum (UHV) surface modeling and the semilocal Kohn–Sham level of the density
functional theory (DFT). By performing a converged DFT calculation, we have conﬁrmed nearly degenerated
nature of H on the fcc hollow site (Hfcc) and H on the top site (Htop) when the nuclei are treated classically,
while Hfcc is signiﬁcantly more stable when the zero-point energy correction is applied. Relative abundance of
the Hfcc over Htop was investigated by performing aMonte Carlo simulation using a lattice gas model parameter-
ized by the DFT calculation. By comparing the calculated results with recent cyclic voltammetry data, we found
good agreement between theory and experiment but minor discrepancy exists in that the H–H interaction
is underestimated by ~10%. Possible origin of the discrepancy is the hydration effect neglected in our model
although we cannot exclude the possibility that error of the semilocal approximation within DFT will also play
a role.
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The hydrogen (H) adsorption is one of the most widely studied
issues in surface science for many years [1,2]. Because of many applica-
tions, the adsorption on platinum (Pt) surfaces has been paid special
attention either under the ultra-high vacuum (UHV) [3,4] or in contact
with the solution [5–13]. This issue, especially H on Pt(111), has been
the target of many theoretical calculations [14–26]. Earlier theoretical
studies focused on the UHV surface [14–22], and more recent ones
[23–25] modeled the electrochemical interfaces with the UHV surface
neglecting the hydration effect. True understanding of the hydration
effect is a challenging theme itself, but it is a practical ﬁrst step to
compare in detail the UHV surface calculation with the electrochemical
experiment. To proceed the study along this line, however, the data
provided by previous theoretical studies is still imperfect, and at this
stage, it is important to provide more theoretical data to precisely
understand the difference and/or similarity between the theory and
experiment.
Experimentally, the H adsorption isotherm has been traditionally
studied using the cyclic voltammetry (CV) [6–9,11]. From the
current–voltage curve, the amount of adsorbed H atoms (Hads) can behysics, The University of Tokyo,
.
. This is an open access article underobtained as a function of the bias potential (U) because the H3O+ +
e−↔ Hads + H2O is the only major charge transfer process concerned.
The H-coverage (ΘH) is found sensitively dependent on the Pt\H bind-
ing energy and the H–H interaction energy, so that the ΘH(U) curve is a
ﬁngerprint of the surface. For example, recent experiment [27] showed
that the effective H–H interaction is strongly repulsive on Pt(111) in a
HClO4 solution, while the interaction is much weakened both on
Pt(100) and Pt(110), and the interaction becomes attractive when in a
H2SO4 solution. The electrochemical measurement, however, does not
provide detail on the adsorption site. The spectroscopic measurement
can in principle provide it in a complementary way, but the measure-
ment has not been somehow conclusive. In this context, it was deduced
so far, and is generally believed, that the hollow site is the most stable
site although some spectroscopic data suggests adsorption on the top
site, leaving room for controversy [7].
In this context, it is important to perform the ﬁrst-principles density
functional theory (DFT) calculation to obtain the thermodynamic
adsorption energy. The previous calculations [14–25], however, did
not lead to the same conclusion regarding the most stable adsorption
site. This happened despite the fact that those calculations commonly
used the semilocal level of the Kohn–Sham theory, i.e., the generalized
gradient approximation (GGA) for the exchange-correlation of the
electrons. Olsen et al. [15] used the linear combination of atomic orbital
(LCAO) scheme to ﬁnd that the top site is more stable than the fcc site
(the next stable site) by 110 meV when ΘH = 1/4. Later, plane wavethe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
Fig. 1.The Pt(111)model used for theDFT calculations. The surfacewasmodeled using the
repeated slab model. In the SIESTA calculation, the (1 × 1), (2 × 2), (3 × 3), and (4 × 4)
lateral unit cells were used to construct the Pt(111) slabs, on which H atoms were
adsorbed on the top, fcc, hcp, and bridge sites such that the coverage ranges from zero
to one; the above ﬁgure corresponds to (2 × 2). The VASP calculation was done only for
(1 × 1) with only one H adsorbed either on the top or the fcc. A vacuum equivalent to a
six-layer slab separated the Pt slabs, where the interlayer spacing was taken as 2.27 Å.
The total energy was obtained after relaxing all the H and Pt atoms except for the bottom
two Pt-layers.
Table 1
The optimized Pt\H bond length (Å). The results from Ref. [25] are parenthesized.
Cell Pt layers Top Bridge fcc hcp
1 ML
(1 × 1) 4 1.57 1.78 1.87 1.88
5 (1.55) (1.76) (1.85) (1.85)
1/4 ML
(2 × 2) 4 1.57 1.78 1.89, 1.89, 1.89 1.89, 1.89, 1.89
5 (1.55) (1.75) (1.85, 1.85, 1.85) (1.86)
1/9 ML
(3 × 3) 4 1.57 1.78 1.88, 1.88, 1.88 1.88, 1.88, 1.88
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is almost identical among the top, fcc, hcp, and a site between the fcc
and bridge by Nobuhara et al. [16], similarly that (2) the top is more
stable than the fcc by only 10 meV by Ford et al. [21], but that (3) the
top is more stable than the bridge (the next stable site) by 900 meV
by Watson et al. [17], and that (4) the fcc is more stable than the top
by 60meV by Greely et al. [22]. Bădescu et al. [18] did a similar calcula-
tion under ΘH = 1, and found that the top is more stable than fcc
(the next stable site) by 22 meV when H is treated classically, but the
fcc becomes more stable than the top by 21 meV when corrected by
the zero point energy (ZPE), suggesting the importance of the zero
point energy. Hamada and Morikawa [25] also did a similar calculation
under various coverage conditions to ﬁnd that the fcc is more stable
than the top by 40 meV without the ZPE correction under ΘH = 1/4 in
consistent with Ref. [22], but the adsorption energy was shown to
have signiﬁcant layer thickness dependence and one needs to use
more than 9 Pt layers to get a converged result, which is thicker than
those adopted in previous calculations. These qualitatively different
results obtained by the previous studies suggest that more careful DFT
calculation needs to be done to conclude the stability among the possi-
ble adsorption sites. In this context, obtaining a converged DFT data is
the ﬁrst topic that we discuss in this paper.
We will then compute the adsorption isotherm and compare the
result with those obtained from the CV measurement [9,11,27].
We will focus on the comparison of the effective H–H interaction, or
the g-value, using a Monte Carlo simulation on a lattice gas model
parameterized by the results of the DFT calculations. Note that a similar
Monte Carlo simulation was done by Karlberg and Jaramillo [23] using
the fcc site only to compare the theoretical and experimental isotherm,
ΘH(U), but here we use both the fcc and the top sites and compare the
derivative of the isotherm, which corresponds to the g-value. This is
the second topic of this paper. We examine if the lattice gas model
successfully accounts for the experiment or it needs adjustment of the
parameters. Discrepancy from the experiment should be ascribed to
the hydration effect and/or the DFT-GGA error albeit it is not possible
to discuss relative importance. The comparison nevertheless provides
important insight into the H-adsorption, which prompts further
theoretical investigation.
2. Density functional theory (DFT) calculations
2.1. Computational methods
We used the linear combination of atomic orbitals (LCAO) and
pseudopotential scheme implemented in SIESTA (Spanish Initiative for
Electronic Simulations with Thousands of Atoms) [28,29] for most of
the ﬁrst-principles electronic structure calculations, while some of the
results were corrected using the plane wave and projector augmented
wave (PAW) potential [30,31] scheme implemented in VASP (Vienna
Ab initio Software Package) [32–34]. The models and some detail of
the DFT calculation used for the calculation are shown in Fig. 1. In the
DFT calculation, we used the generalized gradient approximation
(GGA) to the exchange-correlation functional due to Perdew, Burke,
and Ernzerhof (PBE) [35]. The repeated slab model was used to model
the surface and the surface slab was separated from its periodic image
by 13.6 Å, by which interaction energy with the image can be reduced
to 1 meV. The surface irreducible Brillouin zone was sampled on the
k-point mesh generated by the Monkhorst–Pack (MP) scheme [36].
2.1.1. SIESTA calculation
The SIESTA calculation was done using standard computational
parameters [37], which provided reasonably accuracy both in the
calculation of a bare Pt surface [38] and a Pt molecule [40].
The calculation of the H adsorbing surfaces was done for the follow-
ing four sets of conﬁgurations. First, one H atom was adsorbed on the
surfaces of (1 × 1), (2 × 2), and (3 × 3) lateral unit cell. This calculationwas done mainly for the sake of comparison with previous calculation.
Second, the surface of (1 × 1) lateral unit cell was used to investigate
convergence property with respect to the number of Pt layers and the
k-point mesh. Third, the surface of (3 × 3) lateral unit cell and four Pt
layers were used to let H atoms adsorb on the top, fcc, hcp, and bridge
under sub-monolayer coverage conditions, i.e., ΘH ≤ 1. Fourth, two H
atoms were let adsorb on the (4 × 4) lateral unit cell to do the calcula-
tion with the (2 × 2 × 1) MP grids to investigate the H–H interaction.
In the third case, all possible conﬁgurations were generated and the
calculated total-energies were ﬁtted to a lattice gas model as detailed
below. There were some conﬁgurations that showed appreciable
relaxation from the symmetric position, which were omitted in the
ﬁtting. In this case, we used both the spin—polarization and un-
polarization calculations although spin was unpolarized in other cases.
In the Brillouin zone integration, 28, 15 and 6 special k-points were
used to sample the (7 × 7 × 1), (5 × 5 × 1) and (3 × 3 × 1) MP grids
for the (1 × 1), (2 × 2), and (3 × 3) lateral unit cells, respectively. The
zero point energy (ZPE) of H was calculated by displacing the position
of H around equilibrium position both in the surface normal and surface
parallel directions and by using a harmonic approximation. The ZPE
calculation was done using those conﬁgurations adsorbed on the same
symmetric sites, i.e., the top or the fcc, only.2.1.2. VAPS calculation
The VASP calculation was done only for (1 × 1) with only one H
adsorbed on the surface. We have used the k-point mesh ranging from
(8 × 8 × 1) to (24 × 24 × 1) MP grids for the (1 × 1) lateral unit cell.
Other details are shown below [43].
Table 2
The Pt\H stretching frequency (cm−1).
Cell Pt layers Top Bridge fcc hcp
1 ML
(1 × 1) 3 2175 1373 1159 1178
4 2180 1349 1150 1189
5 2192 1363 1184 1219
1/4 ML
(2 × 2) 3 2171 1314 1107 1138
4 2167 1338 1070 1126
5 2187 1335 1095 1114
1/9 ML
(3 × 3) 4 2167 1323 1065 1185
Table 4
The adsorption energy of H (eV). The results from Ref. [25] are parenthesized.
Cell Pt layers Top Bridge fcc hcp
1 ML
(1 × 1) 3 −0.461 −0.390 −0.432 −0.405
(−0.487) (−0.450) (−0.509) (−0.474)
4 −0.464 −0.384 −0.432 −0.402
(−0.336) (−0.338) (−0.434) (−0.378)
5 −0.567 −0.489 −0.527 −0.499
(−0.444) (−0.399) (−0.467) (−0.420)
1/4 ML
(2 × 2) 3 −0.719 −0.608 −0.601 −0.589
(−0.567) (−0.522) (−0.522) (−0.516)
4 −0.646 −0.547 −0.563 −0.507
(−0.411) (−0.461) (−0.518) (−0.454)
5 −0.682 −0.565 −0.578 −0.537
(−0.518) (−0.500) −0.568 −0.493
1/9 ML
(3×) 4 −0.656 −0.576 −0.612 −0.524
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2.2.1. Comparison with previous calculations
We begin by showing that the properties except for the adsorption
energy have rapid convergence with respect to the computational
parameters, and correspondingly the results agree well with previous
calculations. First, we compare the optimized Pt\H bond lengths for
the H on Pt(111) as shown in Table 1, showing good agreement with
the values of Hamada and Morikawa [25]. We have conﬁrmed that the
results were affected by less than 1% when changing the number of Pt
layers from four to ﬁve. From the calculation we found that the H
atoms are kept almost at the ideal high symmetry position.
Second, we compare the vibrational frequency and zero point
energy (ZPE). Using the supercell approximation, the phonon frequency
was obtained for the H adsorption conﬁgurations on the (3 × 3) lateral
unit cell. The obtained frequency for Hfcc under the full monolayer
coverage is 80.9 cm−1 for the surface parallel component (P) and
145.0 cm−1 for the surface vertical component (V), which agrees well
with the previous calculation (73.5 cm−1 for P and 142.6 cm−1 for V)
[44]. The zero point energies estimated from the calculated frequency
are 40.5 meV (P) and 72.5 meV (V), which agree fairly well with the
UHV experiment for the vertical component, but discrepancy is not
small for the parallel (62.1 ± 6.0 eV (P) and 80.8 ± 3.9 meV (V) [45].
The result for the top is 53.0 cm−1 for P and 272.4 cm−1 for V in agree-
mentwith the previous calculation (47.4 cm−1 for P and 277.2 cm−1 for
V) [44].
The stretching frequencies of H on the top are listed in Table 2,which
shows good agreementwith the values of previousDFT calculations [18,
19,21,25]. Also, νH–Pt for top sites of ~2100 cm−1 and νPt–H for hollow
sites of ~1100 cm−1 are quite close to the experimental values [13].Table 3
The adsorption energy of H (eV), using SIESTA calculation. The results from VASP calculation a
Pt layers (8 × 8 × 1) MP (9 × 9 × 1) MP (10 ×
Atop fcc Atop fcc Atop
3 −0.56 −0.55 −0.59 −0.53 −0.57
(−0.41) (−0.40) (−0.44) (−0.38) (−0.42
4 −0.49 −0.54 −0.49 −0.53 −0.49
(−0.34) (−0.39) (−0.33) (−0.36) (−0.34
5 −0.56 −0.58 −0.62 −0.57 −0.51
(−0.42) (−0.43) (−0.46) (−0.43) (−0.36
6 −0.52 −0.55 −0.53 −0.53 −0.49
(−0.38) (−0.42) (−0.38) (−0.39) (−0.35
7 −0.64 −0.61 −0.55 −0.41 −0.50
(−0.35) (−0.38) (−0.41) (−0.38) (−0.36
8 −0.56 −0.58 −0.57 −0.57 −0.48
(−0.42) (−0.45) (−0.43) (−0.42) (−0.36
9 −0.45 −0.51 −0.54 −0.50 −0.54
(−0.33) (−0.37) (−0.40) (−0.35) (−0.39
10 −0.57 −0.57 −0.58 −0.56 −0.48
(−0.43) (−0.44) (−0.43) (−0.41) (−0.35The averaged ZPEs of H on the top and the fcc were calculated using
only the (1 × 1) lateral cell because of limited capacity of our computer.
The results are ~182 meV and ~134 meV, respectively, for the top and
the fcc, which agree with the results of Källén et al. (190 meV for the
top and 139meV for the fcc) [48]. (For themeaning of “average” please
read the following subsection.)
2.3. H-adsorption energy
Table 4 shows the adsorption energy of H calculated using
Eads ¼ Etot NHð Þ−Etot 0ð Þ−
nH
2
EH2 ;
where Etot(NH) is the total energy of the Pt surface adsorbed with NH H
atoms and EH2 is the total energy of the isolated Hmolecule. Eads shows
signiﬁcant coverage dependence, indicating that H–H interaction plays
a role; the interaction will be analyzed in the following subsection. It
is worth emphasizing that the calculated value depends on the number
of Pt layers, indicating that convergence is not reached yet when using
the 4-layed slab. In this respect, the result agrees with the conclusion
of Hamada and Morikawa [25]. To obtain the converged value, we
now investigate in detail the convergence property with respect to the
number of Pt layers and k-points.
The calculationwas done using (1× 1) lateral unit cell, onwhich one
H atomwas let adsorb either on the top or on the fcc. Table 3 shows there parenthesized.
10 × 1) MP (11 × 11 × 1) MP (12 × 12 × 1) MP
fcc Atop fcc Atop fcc
−0.54 −0.57 −0.54 −0.59 −0.56
) (−0.39) (−0.43) (−0.40) (−0.45) (−0.41)
−0.49 −0.52 −0.54 −0.48 −0.5
) (−0.34) (−0.36) (−0.38) (−0.32) (−0.34)
−0.49 −0.57 −0.54 −0.59 −0.54
) (−0.35) (−0.43) (−0.39) (−0.44) (−0.39)
−0.49 −0.55 −0.55 −0.53 −0.53
) (−0.36) (−0.40) (−0.40) (−0.38) (−0.39)
−0.47 −0.55 −0.53 −0.57 −0.53
) (−0.34) (−0.42) (−0.40) (−0.43) (−0.39)
−0.50 −0.53 −0.53 −0.52 −0.51
) (−0.36) (−0.39) (−0.39) (−0.38) (−0.38)
−0.52 −0.55 −0.56 −0.53 −0.50
) (−0.38) (−0.41) (−0.42) (−0.38) (−0.36)
−0.48 −0.53 −0.53 −0.56 −0.52
) (−0.35) (−0.41) (−0.41) (−0.42) (−0.39)
08
Fig. 2. The relative adsorption energy, Eads(top)− Eads(fcc), calculated using SIESTA (left) and VASP (right).
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the fcc relative to that on the top, ΔEads. SIESTA calculation provides
the adsorption energy systematically larger by 0.1 eV in magnitude,
while the ﬁgure shows that they provide a similar dependence on
k-point mesh and number of Pt layers as it changes from (8 × 8 × 1)
to (12 × 12 × 1)MP grids and from three to ten layers. In the following,
we will focus on the relative energy only, which is relevant to the issue
of the relative abundance. The value oscillates with large amplitude,
indicating that the number of layers and k-points should bemade larger
to obtain the converged value. Further calculationwas done using VASP
only, which was found to more efﬁciently diminish the charge sloshing
that hampers stable calculation of thick metallic slabs. Fig. 3 plots the
results obtainedwith (12 × 12 × 1)MP grid, which is oscillatory against
the number of layers but the oscillation is regular and periodic when
taking 14 to 18 layers. It suggests that the converged value has already
been determined well within the amplitude of the oscillation
(~10 meV) by taking these layers. Fig. 4 plots the dependence on
k-points, which shows that the results for various numbers of
Pt layers (14–17) become very close to each other when using
(24 × 24 × 1) MP grid. From these results we conclude that the
converged ΔEads is located at around−7 meV. When adding ZPE, the
value becomes −55 meV, or the fcc is more stable by that amount,
which is only two times the typical thermal energy at 300 K
(25 meV). This is our conclusion on the theoretical adsorption energy
within the UHV surface and DFT-PBE [47]. We will examine below
if this will naturally explain the CV measurement. In doing theFig. 3. Pt layer thickness dependence of ΔEads.investigation thermodynamically, we use the non-converged value of
Eads obtained by using the four layer slab calculation and then correct
it by shifting up the on-site energy of the top by 25 meV afterwards.
This means that we assume (without justiﬁcation) that the correction
(25 meV) is common to all the conﬁgurations with different coverage.
This approximated treatment is motivated by the ﬁnding that, when
comparing ΔEads at 1/4 ML condition, the dependence on the number
of Pt layer looks similar in the 3–5 layer region (Fig. 5).
2.4. Mapping to a lattice gas model
Out of all possible H-adsorptions on the (3 × 3) lateral unit cell, 123
conﬁgurations showed minor displacement from the symmetric
position (i.e., the top, fcc, hcp, or bridge). The results were then ﬁtted
to a lattice gas model of the form,
H ¼
X
α
εαnα þ
X
αβ
vαβnαnβ ;
where εα is the on-site energy for α ∈ {top, fcc, hcp, bridge} and vαβ is
the pair-wise interaction energy. Those pairs with distance less than
2.42 Å were omitted by assigning inﬁnite energy, and among thoseFig. 4. k-Point dependence of ΔEads.
Fig. 5. ΔEads for different coverage conditions.
Table 6
The ﬁtted interaction energy (eV) obtained from spin—unpolarized calculation. The data
obtained from spin—polarized calculation is parenthesized.
Site Top fcc hcp Bridge
Top 0.049, 0.0114 0.028 0.035 0.112
(0.049, 0.0114) (0.029) (0.036) (0.113)
fcc 0.028 0.013 0.144
(0.028) (0.014) (0.146)
hcp 0.023 0.158
(0.023) (0.159)
Bridge 0.078, 0.046
(0.078, 0.044)
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for the top–top and bridge–bridge pair, however, ﬁnite values were
assigned up to the next nearest pairs. Under these constraints, the
total energies of SIESTA were ﬁtted using the standard regression
algorithm. Resulting values are listed in Tables 5 and 6. The mean
error of the ﬁtting is ~17 meV and the maximum error is ~51 meV.
Although we have analyzed four kinds of site, the hcp and the bridge
sites have larger value for the on-site energy than do the top and the
fcc, yielding much less probability for the occupation. In this context,
we will focus only on the top and the fcc hereafter.
The zero point energy (ZPE)wasﬁtted independently as follows. ZPE
was calculated by diagonalizing the dynamical matrix as stated above
for all the conﬁgurations adsorbed at the top sites or the fcc only; the re-
sults were subsequently averaged over the conﬁgurations of the same
coverage to get EZPE(ΘH). The coverage dependence is almost linear ex-
cept for the low coverage region (Θ b 0.2) where the deviation from the
linearity is 5–10meV. The linear dependence on the coverage indicates
local nature (and thus additive nature) of the zero point energy. The av-
eraged ZPE energywas then used to correct the on-site energy (Table 5).
To check the accuracy of the mapping, we did further calculations.
We performed SIESTA calculations using (4 × 4) lateral unit cell and 4
special k-points in the (2 × 2 × 1) MP grid [49]. The result shows that
the energies required to subtract certain Hfcc–Hfcc pairs are 15 meV
and 7 meV for (4 × 4) while the values are 12 meV and 1 meV for (3
× 3), respectively, indicating that the effect of the lateral cell size is
not so large. As another check, we ﬁtted the total energy using (3 × 3)
lateral unit cell in the above using larger number of parameters, so
that longer-range interaction can be included (see Fig. 6). The resulting
interaction parameters, which we call long-range interaction parame-
ters, are shown in Table 7 and are compared with the original parame-
ters parenthesized in the same table, which we call short-range
interaction parameters. Those parameters are found close to each
other, and for those pairs outside the range of the short-range interac-
tion parameter, the value is less than ~20 meV, which is comparable
to the mean error of the ﬁtting (17 meV).Table 5
The ﬁtted on-site energy (eV). The data corrected with ZPE is shown in parenthesis.
Site (Spin—unpolarized) (Spin—polarized)
Top −0.657 (−0.475) −0.657 (−0.475)
fcc −0.612 (−0.478) −0.619 (−0.485)
hcp −0.524 −0.526
Bridge −0.576 −0.576It is interesting to note that the almost degenerated nature between
the top and the fcc is not the common feature of noble metal surfaces:
Indeed, for Ir(111) surface [50] and Pd overlayers with (111) texture
[51] the top is the most stable.
3. Monte-Carlo (MC) simulation
3.1. Free-energy and effective H–H interaction
Having constructed the lattice gas model, we now perform the MC
simulation to compute the free-energy of adsorption, which is used to
evaluate the effective H–H interaction VH − Heff and compare it with the
experiment in detail.
Using the fact that, for a system of strong repulsion, theH adsorption
energy is rapidly increasedwith an increase in theH coverage, the effec-
tive interactionwill be deﬁned as the coverage derivative of the adsorp-
tion energy. In that case, it will be natural to use for the adsorption
energy the Gibbs free-energy,G(NH, T), subtracted by the conﬁguration-
al entropic term, i.e., to use the enthalpic termG(NH, T)+ TSconﬁg(NH, T),
with the reference free-energy taken to beG 0; Tð Þ þ NHμ0H2, whereμ0H2 is
the chemical potential of hydrogen gas at standard condition. That is,
the adsorption energy is
E0ads NH; Tð Þ≡
∂
∂NH
G NH; Tð Þ þ TSconfig NH; Tð Þ−
1
2
NHμ
0
H2
  
T
or equivalently
E0ads ΘH; Tð Þ≡
1
Nsite
∂
∂ΘH
G ΘH; Tð Þ þ TSconfig ΘH; Tð Þ
n o 
T
−1
2
μ0H2 ;
where Nsite is the number of adsorption sites of the system. Then the
effective interaction is
VeffH−H ΘH ; Tð Þ ¼
∂E0ads ΘH; Tð Þ
∂ΘH
 !
T
¼ 1
Nsite
∂2
∂Θ2H
G ΘH; Tð Þ þ TSconfig ΘH; Tð Þ
n o !
T
:
We will use its dimensionless parameter VH–Heff (ΘH, T)/(kBT), which
will be called as the g-value, or
g ≡ VeffH−H ΘH; Tð Þ= kBTð Þ ð1Þ
following Refs. [6,7,27]. Note that the g-value deﬁned here is slightly
different from the experimental one denoted as g, which is deﬁned inTable 7
The long-range interaction parameters (eV) for the lattice gasmodel. The values in paren-
thesis are the original (short-range) parameters.
H–H pair Energy
Hfcc–Hfcc 0.027 (0.031) 0.011 (0.011) 0.004 (0.000)
Htop–Htop 0.037 (0.042) 0.020 (0.020) 0.005 (0.000)
Hfcc–Htop 0.027 (0.027) 0.019 (0.000) –
Fig. 6. The interaction parameters. Those H atoms located within the cut-off radius (shownwith a quarter of circle) fromHfcc (left panel) and Htop (right panel) are taken into account for
the parameter ﬁtting. The H–H pair and the interaction energy are shown in the ﬁgure.
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value obtained by substituting Sconﬁg(NH, T) with the non-interacting
counterpart
Sn:i:config ¼−NsitekB ΘHlnΘH þ 1−ΘHð Þln 1−ΘHð Þ½ :
Therefore those g-values are different by the interaction contribu-
tion to the conﬁgurational entropy, ΔS ≡ Sconﬁg− Sconﬁgn.i. , as
g−g ¼ 1
kBNsite
∂2ΔS
∂Θ2H
: ð2Þ
In computing the adsorption energy Eads0 (ΘH, T) and the entropy ΔS,
we performed the MC simulation and the thermodynamic integration.
The thermodynamic integration was done with respect to the inter-
action parameter λ, such that the thermal average of the λ-derivative
of the parametrized lattice gas Hamiltonian,
H λð Þ ¼
X
α
εαnα þ λ
X
αβ
vαβnαnβ ;
was integrated from λ= 0 (which corresponds to the non-interacting
system) toλ=1(which corresponds to fully interacting system), to ob-
tain the difference in the free-energy. The difference was used to obtain
the difference in the entropy ΔS.Fig. 7. Acceptance ratio for the Kawasaki-type dynamics and for the original Metropolis
dynamics.3.2. MC simulation conditions
The MC simulation was done at a given particle number NH and the
temperature T condition. Initially, the adsorbed H atoms were placed
randomly at the allowed position. Due to the repulsive nature of the
interaction, conventional Metropolis algorithm tends to be very slow
in the conﬁguration change, or the acceptance ratio is very low, when
randomly choosing new H site. In order to increase the acceptance
ratio, we have adopted Kawasaki-type dynamics where new site is
chosen by the exchange of adsorbed H location to a neighboring
empty one. The location is ﬁrst selected by listing all allowed empty
sites of non-zero pair interaction energy with respect to randomly
selected occupied H site. Then, the new place is chosen randomly from
the list. The improvement in the acceptance ratio is clear in the whole
range of ΘH as shown in Fig. 7.
We carried out theMC simulation on a 10 × 10 unit cell with period-
ic boundary condition. The simulation ran the ﬁrst 10,000 MC steps to
allow the system to equilibrate, followed by 50 million MC steps
for the measuring process. This process was repeated from a single H
loading (ΘH = 0.01) loading up-to 100 (ΘH = 1) loadings to study
dependence on H loadings on Pt(111). For our implementation of a
pseudo random number generation (PRNG) process on a computer
simulation, we used the Mersenne Twister library [52], which is widely
known as one of the best PRNGs available today. We have done the
simulation using mostly the parameter set for the lattice gas model as
shown in Tables 5 and 6.Fig. 8. The calculated g-value obtained using the short-range interaction and the long-
range interaction.
Fig. 9. The calculated H–H interaction parameters. In the upper panel plotted are g and g,
and in the lower panel compared are the g-values obtained from simulations (solid lines)
and from an experiment (Ref. [27]). The experimental data are shownwith error bar. The
red line corresponds to the simulation using both fcc and top sites, and the blue (gray) line
to the simulation with fcc (top) sites only.
Fig. 11. The population of H on the top and that on the fcc. The calculation was done by
shifting the on-site energy of the top relative to the fcc. “DFT” corresponds to the original
set of parameters determined by the DFT calculations.
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that include long-range interactions (Table 7) for comparison. The
interaction range was found to affect the g-value at low temperature
region (58 K) as might be expected, but at room temperature (273 K),
the resulting g-value is not so sensitive to the range (Fig. 8).
3.3. Results of MC simulations
The results of the MC simulation performed at 303 K are shown in
Fig. 9. Here we have used the long-range interaction parameters. We
found that the g-values, g and g (the upper panel), are almost the
same in the range 0.15 ≤ ΘH. Outside that range, however, we could
not obtain reliable ΔS, presumably due to insufﬁcient sampling
with the Kawasaki-type MC simulation. So, we will compare withFig. 10. g-value curves obtained by shifting the on-site energy of the top relative to the fcc.
“DFT” corresponds to the original set of parameters determined by the DFT calculation.experiment within 0.15 ≤ ΘH, neglecting thereby the difference
between g and g; so our comparison is equivalent to comparing the
differentiated enthalpy obtained theoretically and that obtained exper-
imentally. The calculated g-value increases from zero as the coverage is
increased from zero, and then saturates as the coverage exceeds 20%.
When the coverage exceeds 80% it decreases towards zero and the g-
value curve is approximately symmetric at 50%, indicating a kind of
particle-hole symmetry such that the system can be characterized
near 1 ML in terms of the vacant site. The g-value is g = 11.6 at the
peak and is g = 10.5 ± 1 when averaged in the range 0.2 b ΘH b 0.8.
The average is smaller than g = 12 measured by Marković and Ross
[11] in HClO4 and g = 11 by Zolfaghari and Jerkiewicz [8] in H2SO4,
and g = 12.2 ± 1.5 by Lasia [27] in HClO4 (Fig. 9). The experimental
curve of Lasia gradually increases at around 0.3 ML but our theoretical
curve shows a mild peak at 0.6 ML.
To see the reason for the underestimation, we performed a simula-
tion restricting to the fcc or to the top. When restricting to the fcc we
obtained g = 11 ± 0.5, and when restricting to the top, g = 16.5 ±
0.8 (Fig. 9). The change in the g-value is quite small when restricted to
the fcc only, which indicates dominated H on the fcc. The larger g-
value obtained by restricting to the top only can be explained by stron-
ger repulsive interaction for H on the top.
To further investigate the property of the lattice gas model, we per-
formed MC simulations by changing the parameters. First, we changedFig. 12. g-value curve obtained by enlarging the H–H interaction energy. The simulation
was done using the fcc only.
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did not change reﬂecting the dominance of Hfcc. When it was shifted
down, the g-value was increased at lower coverage region (ΘH b 20%),
while the increase was not signiﬁcant at the larger coverage region.
We could not ﬁnd a clear reason for the different effects on g for differ-
ent ΘH, but we consider that, as Htop is increased in number, there will
be complex competition between (1) increase in the interaction
because of stronger Htop–Htop repulsion and (2) reduced interaction
because of availability of both sites. These results show that the experi-
mental results can be explained by taking the εtop as optimized by the
DFT calculations or by taking larger values.
Then we analyze the number of Htop and Hfcc (Fig. 11). We ﬁnd that
the dominance of Hfcc becomes clear only for ΘH N 0.1 when using the
original parameter set, while the dominance is clear in the whole
range of ΘH when εtop is shifted up only by 17 meV. When shifting
down εtop by 69 meV, Htop is dominant only for ΘH b 0.3. These results
indicate εtop dominant sites.
We then study the effect of the interaction energy. When, the inter-
action energy was scaled up by 10% in the simulation with the fcc only,
the g-value was found to be enhanced by about 20%. The g-value curve
is thenmuch closer to the experimental one (Fig. 12). Therefore, we can
conclude that our DFT calculation provides parameters that underesti-
mate the H–H repulsion by 10%.
3.4. Discussion on voltage dependence of the Pt\H stretching frequency
Finally, we study how the vibrational frequency of Pt\Htop
stretching motion is affected by nearby H atoms to discuss the effect
of electrode potential. When Htop is isolated, the Pt\H stretching
frequency is 2167 cm−1 while when surrounded by three nearest Hfcc,
the frequency is reduced by 81 cm−1. From our MC simulation, the av-
erage number of the nearest Hfcc increases with ΘH by the rate 0.97/ML.
The experimental data of Marković et al. [6] shows that ΘH increases
with the rate 0.43 V/ML and thus 2.25/V for the rate of change in the
number of nearest Hfcc. Therefore, the rate of change in the stretching
frequency is−184 cm−1/V. It is interesting that the rate is not so differ-
ent from the rate found for the polycrystalline Pt surface−130 cm−1/V
[13] despite the difference in the surface geometry. It will be then an
important target of a future work to investigate if this is just a coinci-
dence or not.
4. Conclusion
The hydrogen adsorption on the Pt(111) surface was investigated
using a converged ﬁrst-principles DFT-GGA calculation and a Monte
Carlo simulation. It was shown that Hfcc is more abundant than Htop in
consistent with the CV experiment in the literature. Further precise
comparison with the experiment shows that the H–H interaction is
underestimated by 10%. The possible origin of the discrepancy is the
hydration effect neglected in our model although we cannot exclude
the possibility that the error of the DFT-PBE will also play a role.
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