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1 Introduction
1.1 Motivation, definition and basic facts
In algebraic quantum field theory, endomorphisms of operator algebras play
important role [5]. We have shown in [8, 9, 10], the branching laws for endo-
morphisms of the Cuntz algebra ON with respect to permutative representa-
tions by [1, 3, 4], and shown properties and classifications of endomorphisms by
branching laws.
When I gave a talk on this in Kyoto, September, 2004, I. Ojima asked me
a specific question of what is the tensor product of representations of ON . This
is indeed impossible to answer in the usual sense because nobody knows the
“canonical” (or suitable) embedding of ON into ON ⊗ON . By [11], it is known
that O2 ∼= O2⊗O2. However it seems that the property of such map is not easy
to study because we can not find concrete formulae of this isomorphism with
respect to canonical generators ofO2. Hence we give up to use such isomorphism
in this study and we consider other possibility. For this purpose, we begin to
review the definition of tensor product in group theory.
By the diagonal embedding ϕ of a group G into G × G, we obtain the
representation pi1 ⊗ϕ pi2 of G by
pi1 ⊗ϕ pi2 ≡ (pi1 ⊗ pi2) ◦ ϕ
from the tensor representation pi1⊗pi2 of G×G for representations pi1 and pi2 of
G. The representation pi1 ⊗ϕ pi2 is usually called the tensor product of pi1 and
pi2 simply. The associativity and the distribution law with respect to the direct
sum for ⊗ϕ is assured by the property of ϕ. Because pi1⊗ϕ pi2 and pi2⊗ϕ pi1 are
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equivalent, this tensor product is called symmetric (or commutative). If there is
other embedding ϕ
′
of G into G×G, we can define another composition of two
representations of G by ϕ
′
and its property also depends on the choice of ϕ
′
. In
this sense, there may exist other tensor like structure among representations of
G. According to this idea, we define a kind of tensor product of representations
of Cuntz algebras as follows.
For 2 ≤ N,M <∞, let t1, . . . , tN , r1, . . . , rM and s1, . . . , sNM be canonical
generators of ON , OM and ONM , respectively. Define the unital ∗-embedding
ϕN,M of ONM into ON ⊗OM by
ϕN,M (sM(i−1)+j) ≡ ti ⊗ rj (i = 1, . . . , N, j = 1, . . . ,M). (1.1)
Then the following diagram is commutative for each N,M,L ≥ 2:
ONML
✏
✏
✏
✏
✏
✏✶
ϕN,ML
P
P
P
P
P
PqϕNM,L
ON ⊗OML
ONM ⊗OL
P
P
P
P
P
Pq
idN ⊗ ϕM,L
✏
✏
✏
✏
✏
✏✶
ϕN,M ⊗ idL
ON ⊗OM ⊗OL
In other words, the following holds on ONML:
(idN ⊗ ϕM,L) ◦ ϕN,ML = (ϕN,M ⊗ idL) ◦ ϕNM,L. (1.2)
We call this property the weak co-associativity of the family ϕ ≡ {ϕN,M :
N,M ≥ 2}. Define RepON the class of all unital ∗-representations of ON . For
the family ϕ, we introduce the following operation ⊗ϕ.
Definition 1.1 For (pi1, pi2) ∈ RepON × RepOM , the ϕ-tensor product pi1 ⊗ϕ
pi2 ∈ RepONM of pi1 and pi2 is defined by
pi1 ⊗ϕ pi2 ≡ (pi1 ⊗ pi2) ◦ ϕN,M . (1.3)
For pi1, pi2 ∈ RepON , we denote pi1 ∼ pi2 if pi1 and pi2 are equivalent.
Lemma 1.2 For pi1, pi
′
1 ∈ RepON , pi2, pi
′
2 ∈ RepOM and pi3 ∈ RepOL, the
following holds.
(i) If pi1 ∼ pi
′
2 and pi2 ∼ pi
′
2, then pi1 ⊗ϕ pi2 ∼ pi
′
1 ⊗ϕ pi
′
2.
(ii) pi1 ⊗ϕ (pi2 ⊕ pi
′
2) = pi1 ⊗ϕ pi2 ⊕ pi1 ⊗ϕ pi
′
2.
(iii) pi1 ⊗ϕ (pi2 ⊗ϕ pi3) = (pi1 ⊗ϕ pi2)⊗ϕ pi3.
Lemma 1.2 (i) and (ii) are easily verified. The statement (iii) is derived from the
weak co-associativity of ϕ in (1.2). By Lemma 1.2 (iii), we can use a notation
pi1 ⊗ϕ · · · ⊗ϕ pin for pi1, . . . , pin.
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We show a relation between the permutation of the order of the tensor
product and automorphisms as follows. For N,M ≥ 2, define the bijection
φN,M from X ≡ {1, . . . , N} × {1, . . . ,M} onto {1, . . . , NM} by
φN,M (a, b) ≡M(a− 1) + b ((a, b) ∈ X). (1.4)
Theorem 1.3 For N1, . . . , Nn ≥ 2 with n ≥ 2, let M ≡ N1 · · ·Nn and Yi ≡
{1, . . . , Ni} for i = 1, . . . , n. For a permutation σ ∈Sn, define
τσ,i ≡ φNσ(1)···Nσ(i−1),Nσ(i) (i = 2, . . . , n.)
For (i1, . . . , in) ∈ Y ≡ Y1 × · · · × Yn and σ ∈ Sn, define [i1, . . . , in]σ ∈
{1, . . . ,M} by
[i1, . . . , in]σ ≡ {τσ,n ◦ (τσ,n−1 × id) ◦ · · · ◦ (τσ,2 × id)}(iσ(1), . . . , iσ(n)).
For σ, η ∈Sn, define the automorphism ασ,η of OM by
ασ,η(s[i1,...,in]η ) ≡ s[i1,...,in]σ ((i1, . . . , in) ∈ Y).
Then for any pii ∈ RepONi with i = 1, . . . , n, the following holds:
piσ(1) ⊗ϕ · · · ⊗ϕ piσ(n) ∼ (piη(1) ⊗ϕ · · · ⊗ϕ piη(n)) ◦ αη,σ.
We summarize results here. Remark that pi1, pi2, pi1⊗ϕ pi2 in Definition 1.1
are representations of different algebras in general. This differs from the tensor
product in group theory. By Lemma 1.2 (i), ⊗ϕ is well-defined on the set of
equivalence classes. Especially pi1 ⊗ϕ pi2 is unique up to unitary equivalence.
By Lemma 1.2 (ii) and (iii), ⊗ϕ is associative and distributive with respect to
the direct sum. By Theorem 1.3, pi1 ⊗ϕ pi2 and pi2 ⊗ϕ pi1 are not equivalent in
general because αid,σ is outer when σ 6= id. This is different from the situation
of quantum groups with R-matrix [6]. We show concrete examples such that
pi1⊗ϕ pi2 6∼ pi2⊗ϕ pi1 in § 4.1. It seems that the definition of ⊗ϕ is artificial, but
⊗ϕ satisfies ingredients of tensor product except its commutativity. Further-
more, the decomposition formulae associated with ⊗ϕ is explicitly computed on
permutative representations in the next subsection.
1.2 Tensor product of permutative representations
In this paper, any representation, embedding and endomorphism are assumed
unital and ∗-preserving.
Definition 1.4 Let s1, . . . , sN be canonical generators of ON and let (H, pi) be
a representation of ON .
(i) (H, pi) is a permutative representation of ON if there is a complete or-
thonormal basis {en}n∈Λ of H and a family f = {fi}
N
i=1 of maps on Λ
such that pi(si)en = efi(n) for each n ∈ Λ and i = 1, . . . , N .
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(ii) For J = (jl)
k
l=1 ∈ {1, . . . , N}
k, PN (J) is a class of (H, pi) with a unit
cyclic vector Ω ∈ H such that pi(sJ )Ω = Ω and {pi(sjl · · · sjk)Ω}
k
l=1 is an
orthonormal family in H where sJ ≡ sj1 · · · sjk .
(iii) Let {1, . . . , N}∞ ≡ {(in)n∈N : for any n, in ∈ {1, . . . , N}}. For J =
(jn)n∈N ∈ {1, . . . , N}
∞, PN (J) is a class of (H, pi) with a unit cyclic
vector Ω ∈ H such that {pi(sJ(n))
∗Ω : n ∈ N} is an orthonormal family in
H where J(n) ≡ (j1, . . . , jn).
The vector Ω in both (ii) and (iii) is called the GP vector of (H, pi).
A representation (H, pi) is a cycle (chain) if there is J ∈ {1, . . . , N}k (resp.
J ∈ {1, . . . , N}∞) such that (H, pi) is PN (J). We review results of permutative
representations [1, 3, 4, 7]. Any permutative representation is uniquely de-
composed into cyclic permutative representations up to unitary equivalence.
Any cyclic permutative representation is equivalent to PN (J) for a certain
J ∈ {1, . . . , N}# ≡
∐
k≥1{1, . . . , N}
k ⊔ {1, . . . , N}∞. For any J , PN (J) ex-
ists uniquely up to unitary equivalence.
Theorem 1.5 For the operation ⊗ϕ in (1.3), the following holds.
(i) If both pi1 and pi2 are permutative representations, then pi1 ⊗ϕ pi2 is also a
permutative representation.
(ii) If both pi1 and pi2 are cycles, then pi1 ⊗ϕ pi2 is a direct sum of cycles.
(iii) If pi1 is a permutative representation and pi2 is a chain, then pi1 ⊗ϕ pi2 is
a direct sum of chains.
By Lemma 1.2 (i) and Theorem 1.5 (i), the tensor product of permutative
representations is decomposed into cyclic permutative representations uniquely
up to unitary equivalence. Hence, the decomposition formula of tensor products
makes sense.
In order to show more detail, we prepare several notions of multiindices.
Define {1, . . . , N}∗1 ≡
∐
k≥1{1, . . . , N}
k and {1, . . . , N}∗ ≡
∐
k≥0{1, . . . , N}
k,
{1, . . . , N}0 ≡ {0}. The length |J | of J ∈ {1, . . . , N}# is defined by |J | ≡
k when J ∈ {1, . . . , N}k. For J1, J2 ∈ {1, . . . , N}
∗ and J3 ∈ {1, . . . , N}
∞,
J1∪J2 ≡ (j1, . . . , jk, j
′
1, . . . , j
′
l ), J1∪J3 ≡ (j1, . . . , jk, j
′′
1 , j
′′
2 , . . .) for J1 = (ja)
k
a=1,
J2 = (j
′
b)
l
b=1 and J3 = (j
′′
n)n∈N. Especially, we define J ∪ (0) = (0) ∪ J = J for
convention. For J ∈ {1, . . . , N}∗ and k ≥ 2, Jk ≡ J ∪ · · · ∪ J (k times).
For a, b ∈ N, we denote the greatest common divisor and the least com-
mon multiple of a and b by gcd(a, b) and lcm(a, b), respectively. We generalize
lcm(a, b) as lcm(a, b) = ∞ when a = ∞ or b = ∞. In order to describe the
decomposition formula, we introduce two products among multiindices. For
K = (ki)
a
i=1 ∈ {1, . . . , N}
a and L = (li)
a
i=1 ∈ {1, . . . ,M}
a with 1 ≤ a ≤ ∞,
define K · L = (xi)
a
i=1 ∈ {1, . . . , NM}
a by
xi ≡M(ki − 1) + li (i = 1, . . . , a).
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For K ∈ {1, . . . , N}a, L ∈ {1, . . . ,M}b and C ≡ lcm(a, b), define K ∗ L ∈
{1, . . . , NM}C by
K ∗ L ≡


Km1 · Lm2 (a, b <∞, m1 ≡ C/a, m2 ≡ C/b),
K · L∞ (a =∞, b <∞),
K · L (a = b =∞).
When representations pi1 and pi2 are PN (K) and PM (L), we denote pi1⊗ϕ pi2 by
PN (K)⊗ϕ PM (L) simply.
Theorem 1.6 If K ∈ {1, . . . , N}a and L = (lj)
b
j=1 ∈ {1, . . . ,M}
b, then
PN (K)⊗ϕ PM (L) =


gcd(a,b)⊕
i=1
PNM (K ∗ L
(i)) (a, b <∞),
b⊕
i=1
PNM (K ∗ L
(i)) (a =∞, b <∞),
⊕
i∈Z
PNM (K ∗ L
(i)) (a = b =∞)
where L(i) ≡ (li, . . . , lb, l1, . . . , li−1) when b <∞ and L
(i) ≡ (l
′
j)
∞
j=1 for l
′
j ≡ lj+i
when j + i ≥ 1 and l
′
j ≡ 1 when j + i ≤ 0.
In § 2, we prove Theorem 1.3, Theorem 1.5 and Theorem 1.6. In § 3,
we define a tensor product among certain endomorphisms and states. In § 4,
we show examples and an application of Theorem 1.6. In § 4.2, we give two
inequivalent endomorphisms of O4 and show that they are irreducible and do
not have inverse.
2 Proof of Theorems
For N ≥ 2, letON be the Cuntz algebra [2], that is, a C
∗-algebra which is univer-
sally generated by generators s1, . . . , sN satisfying s
∗
i sj = δijI for i, j = 1, . . . , N
and s1s
∗
1 + · · ·+ sNs
∗
N = I.
Proof of Theorem 1.3. Let t
(i)
1 , . . . , t
(i)
N be canonical generators of ONi and
let (Hi, pii) ∈ RepONi for i = 1, . . . , n. For σ ∈ Sn, define Πσ ≡ piσ(1) ⊗ϕ
· · · ⊗ϕ piσ(n), Kσ ≡ Hσ(1) ⊗ · · · ⊗ Hσ(n), Dσ ≡ ONσ(1) ⊗ · · · ⊗ ONσ(n) and
Φσ(s[i1,...,in]σ ) ≡ t
(σ(1))
iσ(1)
⊗· · ·⊗t
(σ(n))
iσ(n)
. For σ, η ∈Sn, define the unitary Uσ,η from
Kη to Kσ by Uσ,η(vη(1)⊗· · ·⊗vη(n)) ≡ vσ(1)⊗· · ·⊗vσ(n) for v1⊗· · ·⊗vn ∈ Kid and
define the map τσ,η from Dη to Dσ by τσ,η(xη(1)⊗· · ·⊗xη(n)) ≡ xσ(1)⊗· · ·⊗xσ(n)
for x1⊗· · ·⊗xn ∈ Did. Then piσ(1)⊗· · ·⊗piσ(n) = AdUσ,η◦(piη(1)⊗· · ·⊗piη(n))◦τη,σ
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and τη,σ ◦ Φσ = Φη ◦ αη,σ. Then we see that Πσ = (piσ(1) ⊗ · · · ⊗ piσ(n)) ◦ Φσ =
AdUσ,η ◦Πη ◦ αη,σ. Hence the statement holds.
Especially, the following holds.
Corollary 2.1 For (H1, pi1) ∈ RepON and (H2, pi2) ∈ RepOM , define α ∈
AutONM by α(sN(j−1)+i) ≡ sM(i−1)+j for i = 1, . . . , N and j = 1, . . . ,M , and
define the unitary U from H1 ⊗H2 to H2 ⊗H1 by U(x⊗ y) ≡ y⊗ x for x ∈ H1
and y ∈ H2. Then the following holds:
pi2 ⊗ϕ pi1 = AdU ◦ (pi1 ⊗ϕ pi2) ◦ α.
In this sense, the transposition of tensor product is understood by the permuta-
tion of canonical generators of ONM up to unitary equivalence. In consequence,
pi1 ⊗ϕ pi2 ∼ pi2 ⊗ϕ pi1 on the fixed-point subalgebra (ONM )
α.
Let (H, pi) be PN (J) with the GP vector Ω for J = (j1, . . . , jk). Define
Ω1, . . . ,Ωk ∈ H by Ωi ≡ pi(sji · · · sjk)Ω for i = 1, . . . , k. We call {Ωi}
k
i=1 the
cycle of vectors of (H, pi). Let (H, pi) be PN (J) with the GP vector Ω for J =
(jn)n∈N. Define the family {Ωn}n∈N of vectors in H by Ωn ≡ pi(sj1 · · · sjn)
∗Ω
for n ∈ N. We call {Ωn}n∈N the chain of vectors of (H, pi). For a subset S of a
Hilbert space H, we denote S⊥ the orthogonal compliment of S in H.
Proof of Theorem 1.5. (i) By definition of the permutative representation and
the tensor product in (1.1), statement holds.
(ii) Let (H1, pi1) and (H2, pi2) be PN (J) and PM (K), and let Ω1, . . .Ωa and
Ω
′
1, . . .Ω
′
b be their cycles of vectors. Define Ωi,j ≡ Ωi ⊗ Ω
′
j for i = 1, . . . , a
and j = 1, . . . , b. Then for any i, j, there are c ≥ 1 and L ∈ {1, . . . ,M}c
such that (pi1 ⊗ϕ pi2)(sL)Ωi,j = Ωi,j . On the other hand, there exist neither
cycle nor chain in both {Ω1, . . . ,Ωa}
⊥ and {Ω
′
1, . . . ,Ω
′
b}
⊥ with respect to pi1
and pi2, respectively. This implies that there exist neither cycle nor chain in
{Ωi,j : i = 1, . . . , a, j = 1, . . . , b}
⊥. In consequence, the statement holds.
(iii) (a) Let J ∈ {1, . . . , N}a and K ∈ {1, . . . ,M}∞. Let (H1, pi1) and (H2, pi2)
be PN (J) and PM (K) and let Ω1, . . .Ωa be cycles of vectors of pi1 and Ω
′
n, n ∈ N
be chain of vectors of pi2. Define Ωi,j ≡ Ωi⊗Ω
′
j for i = 1, . . . , a and j ∈ N. Then
for any i, j, there are i
′
, j
′
and L ∈ {1, . . . ,M}c such that (pi1 ⊗ϕ pi2)(s
∗
L)Ωi,j 6=
Ωi′ ,j′ . On the other hand, there exists neither cycle nor chain in {Ω1, . . . ,Ωa}
⊥
and H2 has a chain {Ω
′
n : n ∈ N} and does not have cycle. This implies that
there is neither cycle nor chain in ({Ωi : i = 1, . . . , a} ⊗ H2)
⊥. In consequence,
the statement holds.
(b) For J,K ∈ {1, . . . ,M}∞, the statement holds by the similarity of (a).
Proof of Theorem 1.6. We identify ONM as a subalgebra ϕN,M (ONM ) of ON ⊗
OM . Let c ≡ gcd(a, b), C ≡ lcm(a, b), m1 ≡ C/a and m2 ≡ C/b. Let (H1, pi1)
and (H2, pi2) be PN (K) and PM (L) with GP vectors Ω1 and Ω2, respectively.
Define Π ≡ pi1 ⊗ϕ pi2 and K ≡ H1 ⊗H2.
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Assume that a, b <∞. Define
ui ≡ pi1(tki · · · tka)Ω1, vj ≡ pi2(rlj · · · rlb)Ω2, wi,j ≡ ui ⊗ vj
for i = 1, . . . , a and j = 1, . . . , b. Then
pi1(tK)u1 = u1, pi2(rL(i))vi = vi (i = 1, . . . , b).
By assumption, W ≡ {wi,j : (i, j) ∈ {1, . . . , a} × {1, . . . , b}} is an orthonormal
family in K and there exists neither cycle nor chain of vectors inW⊥. Therefore
it is sufficient to check cycles in W with respect to Π by Theorem 1.5 (ii).
Because Π(sM(i−1)+j) = pi1(ti) ⊗ pi2(rj), Π(sK∗L(i)) = pi1(tK)
m1 ⊗ pi2(rL(i))
m2 .
These imply that
Π(sK∗L(i))w1,i = w1,i (i = 1, . . . , c).
Define Vi ≡ Π(ONM )w1,i for i = 1, . . . , c. For x, y ∈ N, let wx,y = wi,j if
x ≡ i mod a and y ≡ j mod b. Then w1,i, w2,i+1, . . . , w1+C−1,i+C−1 belong to
Vi and they are orthogonal. From this, W ⊂ V1 ⊕ · · · ⊕ Vc. This implies that
K = V1 ⊕ · · · ⊕ Vc and (Vi,Π|Vi) is PNM (K ∗ L
(i)). Hence the statement holds
for this case.
Assume that a =∞ and b <∞. Define
u1 ≡ Ω1, ui ≡ pi1(tk1 · · · tki−1)
∗Ω1, vj ≡ pi2(rlj · · · rlb)Ω2, wi,j ≡ ui ⊗ vj
for i ≥ 1 and j = 1, . . . , b. Then pi2(rL(i))vi = vi for i = 1, . . . , b. By assumption,
W ≡ {wi,j : i ≥ 1, j ∈ {1, . . . , b}} is an orthonormal family in K and there
exists neither cycle nor chain in W⊥. Therefore it is sufficient to check chains
in W with respect to Π by Theorem 1.5 (iii). Denote K ∗ L(i) = (di,j)
∞
j=1 and
(L(i))∞ = (l
′
i,j)
∞
j=1. Then di,j =M(kj − 1) + l
′
i,j . These imply that
Π(sdi,1 · · · sdi,mb)
∗w1,i = w1+mb,i (i = 1, . . . , b, m ≥ 1).
Define Vi ≡ Π(ONM )w1,i for i = 1, . . . , b. For x, y ∈ N, let wx,y = wx,j if
y ≡ j mod b. Then wn,n+i−1 belongs to Vi for n ≥ 1 and they are orthogonal
and wn,n+i−1+bm = wn,n+i−1 for each n,m ≥ 1 and i = 1, . . . b. From this,
W ⊂ V1 ⊕ · · · ⊕ Vb. This implies that K = V1 ⊕ · · · ⊕ Vb and (Vi,Π|Vi) is
PNM (K ∗ L
(i)). Hence the statement holds for this case.
Assume that a = b =∞. Define
u1 ≡ Ω1, un ≡ pi1(tk1 · · · tkn−1)
∗Ω1 (n ≥ 2),
vm ≡ pi2(rl1 · · · rlm−1)
∗Ω2, v1 ≡ Ω2, v−m+2 ≡ pi2(r
m−1
1 )Ω2, (m ≥ 2),
wn,m ≡ un ⊗ vm ((n,m) ∈ N× Z).
By assumption, W ≡ {wn,m : (n,m) ∈ N × Z} is an orthonormal family in K
and there exists neither cycle nor chain inW⊥. Therefore it is sufficient to check
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chains in W with respect to Π by Theorem 1.5 (iii). Denote K ∗L(i) = (di,j)
∞
j=1
and (L(i))∞ = (l
′
i,j)
∞
j=1. Then di,j =M(kj − 1) + l
′
i,j . These imply that
Π(sdi,1 · · · sdi,m)
∗w1,1+i = w1+m,1+i+m ((i,m) ∈ Z×N).
Define Vi ≡ Π(ONM )w1,i for i ∈ Z. Then wn,n+i belongs to Vi for n ≥ 1 and
they are orthogonal. From this, W ⊂
⊕
i∈Z Vi. This implies that K =
⊕
i∈Z Vi
and (Vi,Π|Vi) is PNM (K ∗ L
(i)). Hence the statement holds for this case.
3 Tensor product of others
We introduce a tensor product among certain endomorphisms and among states
such that it is compatible with the ϕ-tensor product in (1.3).
3.1 Tensor product of endomorphisms
Let VN,l ≡ (C
N )⊗l and let {εi}
N
i=1 be the standard basis of C
N . Define εJ ≡
εj1 ⊗ · · · ⊗ εjl for J = (j1, . . . , jl) ∈ {1, . . . , N}
l. Define U(N, l) the group of
all unitaries on VN,l with respect to the standard inner product 〈·|·〉 of VN,l.
For g ∈ U(N, l), define gJK ≡ 〈εJ | g εK〉 for J,K ∈ {1, . . . , N}
l and define the
endomorphism ψg of ON by
ψg(si) ≡ ugsi (i = 1, . . . , N) (3.1)
where ug ≡
∑
J,K∈{1,...,N}l gJKsJ(sK)
∗. This ψg is called the generalized per-
mutative endomorphism of ON by g [8, 10]. Especially, if g ∈ U(N, 1) ∼= U(N),
then ψg is the canonical U(N)-action on ON .
Let denote EndON the set of all endomorphisms of ON . For ρ1 ∈ EndON ,
ρ2 ∈ EndOM and ϕN,M in (1.1), consider (ρ1⊗ ρ2) ◦ϕN,M ∈ Hom(ONM ,ON ⊗
OM ). Remark that {(ρ1 ⊗ ρ2) ◦ ϕN,M}(ONM ) is not a subset of ϕN,M (ONM )
in general.
Proposition 3.1 (i) If g ∈ U(N, l) and h ∈ U(M,k), then {(ψg ⊗ ψh) ◦
ϕN,M}(ONM ) ⊂ ϕN,M (ONM ).
(ii) For g ∈ U(N, l) and h ∈ U(M,k), define ψg ⊗ϕ ψh ∈ EndONM by
ψg ⊗ϕ ψh ≡ (ϕN,M )
−1 ◦ (ψg ⊗ ψh) ◦ ϕN,M . (3.2)
Then there exists gˆ ∈ U(NM,m) for m ≡ max{l, k} such that ψg⊗ϕψh =
ψgˆ.
(iii) Let αN be the canonical U(N)-action on ON . For g = (gij) ∈ U(N) and
h = (hij) ∈ U(M),
αN,g ⊗ϕ αM,h = αNM,g∗h
where g ∗ h = ((g ∗ h)a,b)
NM
a,b=1 ∈ U(NM) is defined by
(g ∗ h)M(k−1)+l,M(i−1)+j ≡ gkihlj (i, k = 1, . . . , N, j, l = 1, . . . ,M).
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(iv) For l ≥ 1, define
UEN,l ≡ {ψg : g ∈ U(N, l)}.
For l1, l2, l3 ∈ N, if ρ1 ∈ UEN,l1 , ρ2 ∈ UEM,l2 and ρ3 ∈ UEL,l3 , then
ρ1 ⊗ϕ (ρ2 ⊗ϕ ρ3) = (ρ1 ⊗ϕ ρ2)⊗ϕ ρ3.
(v) For any pi1 ∈ RepON , pi2 ∈ RepOM , ρ1 ∈ UEN,l and ρ2 ∈ UEM,l,
(pi1 ⊗ϕ pi2) ◦ (ρ1 ⊗ϕ ρ2) = (pi1 ◦ ρ1)⊗ϕ (pi2 ◦ ρ2).
Proof. Let t1, . . . , tN , r1, . . . , rM and s1, . . . , sNM be canonical generators of
ON , OM andONM , respectively. When l = k, we see that ug⊗uh ∈ ϕN,M (ONM ).
Define U ≡ ϕ−1N,M (ug ⊗ uh). Then (ψg ⊗ϕ ψh)(si) = Usi for i = 1, . . . , NM .
Assume that m = l > k. Replace h by hˆ ∈ U(M, l) defined by hˆ ≡ h ⊗ I.
Then u
hˆ
= uh and ψhˆ = ψh. Hence ug ⊗ uh = ug ⊗ uhˆ ∈ ϕN,M (ONM ). Define
U ≡ ϕ−1N,M (ug ⊗ uhˆ). Then
ϕN,M (U) = ug ⊗ uhˆ =
∑
J,K∈{1,...,N}l
∑
P,Q∈{1,...,M}l
gJK hˆPQ · tJ t
∗
K ⊗ rP r
∗
Q.
Define
φN,M (i, j) ≡M(i− 1) + j, φN,M (J,K) ≡ (φN,M (j1, k1), . . . , φN,M (jm, km))
for J = (j1, . . . , jm) ∈ {1, . . . , N}
m and K = (k1, . . . , km) ∈ {1, . . . ,M}
m.
Because ϕN,M (sφN,M (i,j)) = ti ⊗ rj ,
tJ t
∗
K ⊗ rP r
∗
Q = ϕN,M (sφN,M(J,P )s
∗
φN,M(K,Q)
).
From this, we see that
(ψg ⊗ϕ ψh)(sM(i−1)+j) = UsM(i−1)+j (i = 1, . . . , N, j = 1, . . . ,M). (3.3)
By definition of U , (i) is shown.
On the other hand, define g ×φ h = ((g ×φ h)JK) ∈ U(NM,m) by
(g ×φ h)φN,M(J,P ),φN,M(K,Q) ≡ gJK hˆPQ (J,K ∈ {1, . . . , NM}
m).
Then we can verify that U = ug×φh. By (3.3), U is a unitary in ONM and
ψg ⊗ϕ ψh = ψg×φhˆ. Hence (ii) is proved. As the similarity, it is shown when
k < l. The statement of (iii) is the case (l, k) = (1, 1). (iv) is verified by the
weak co-associativity of ϕ. (v) holds by definition.
By Proposition 3.1 (ii), if ρ and ρ
′
are generalized permutative endomorphisms
of ON and OM , respectively, then ρ ⊗ϕ ρ
′
is also a generalized permutative
endomorphism of ONM . Furthermore UEN,l ⊗ϕ UEM,l ⊂ UENM,l for each
l ≥ 1.
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3.2 Tensor product of states
Let denote (ON )
∗ the set of all bounded linear maps on ON . For (f, g) ∈
(ON )
∗ × (OM )
∗, define f ⊗ϕ g ∈ (ONM )
∗ by
f ⊗ϕ g ≡ (f ⊗ g) ◦ ϕN,M .
By the weak co-associativity of {ϕN,M}N,M≥2, (f ⊗ϕ g)⊗ϕ h = f ⊗ϕ (g ⊗ϕ h)
for each f ∈ (ON )
∗, g ∈ (OM )
∗ and h ∈ (OL)
∗. Especially, if f and g are states
of ON and OM , respectively, then f ⊗ϕ g is also a state of ONM because ϕN,M
is unital and ∗-preserving. Let(H1, pi1) and (H2, pi2) be representations of ON
and OM , respectively. For vector states ω1 and ω2 of ON and OM defined by
ω1 = 〈Ω1|pi1(·)Ω1〉 and ω2 = 〈Ω2|pi2(·)Ω2〉, we see that
〈Ω1 ⊗ Ω2|(pi1 ⊗ϕ pi2)(·)(Ω1 ⊗ Ω2)〉 = ω1 ⊗ϕ ω2.
In consequence, the ϕ-tensor of two vector states is also a vector state.
4 Example and application
We show examples and an application of Theorem 1.6.
4.1 Example
For any i ∈ {1, . . . , N} and j ∈ {1, . . . ,M},
PN (i)⊗ϕ PM (j) = PNM (M(i− 1) + j).
For example, when N =M = 2,
P2(1)⊗ϕ P2(1) = P4(1), P2(1)⊗ϕ P2(2) = P4(2),
P2(2)⊗ϕ P2(1) = P4(3), P2(2)⊗ϕ P2(2) = P4(4).
By Theorem 2.7 (iv) in [8], P2(1)⊗ϕ P2(2) = P4(2) 6∼ P4(3) = P2(2) ⊗ϕ P2(1).
Hence ⊗ϕ among representations is not symmetric in general.
For i, j ∈ {1, . . . , N} and i
′
, j
′
∈ {1, . . . ,M},
PN (ij)⊗ϕ PM (i
′
j
′
) = PNM (M(i− 1) + i
′
,M(j − 1) + j
′
)
⊕PNM (M(i − 1) + j
′
,M(j − 1) + i
′
).
For a representation pi, we denote pi⊗ϕn the n-times ϕ-tensor product of
pi. By the induction method, we have the following.
P2(12)
⊗ϕn =
2n−1⊕
i=1
P2n(i, 2
n − i+ 1) (n ≥ 1).
Especially, this decomposition is the irreducible decomposition and multiplicity-
free. For example,
P2(12)
⊗ϕ3 = P8(18)⊕ P8(36)⊕ P8(27)⊕ P8(45).
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4.2 Application —Two endomorphisms of O4
Let A be a unital C∗-algebra A. An endomorphism ρ of A is irreducible if
ρ(A)
′
∩ A = CI. Two endomorphisms ρ and ρ
′
are equivalent if there exists a
unitary u ∈ A such that Adu ◦ ρ = ρ
′
. In algebraic quantum field theory [5],
equivalence classes of irreducible endomorphisms are important. We show such
examples. Let s1, s2, s3, s4 be canonical generators of O4.
Proposition 4.1 Define ρ, ρ¯ ∈ EndO4 by
ρ(s1) ≡ s23,1 + s21,2 + s14,3 + s12,4,
ρ(s2) ≡ s13,1 + s11,2 + s24,3 + s22,4,
ρ(s3) ≡ s41,1 + s43,2 + s32,3 + s34,4,
ρ(s4) ≡ s31,1 + s33,2 + s42,3 + s44,4,
ρ¯(s1) ≡ s32,1 + s14,2 + s31,3 + s13,4,
ρ¯(s2) ≡ s41,1 + s23,2 + s42,3 + s24,4,
ρ¯(s3) ≡ s12,1 + s34,2 + s11,3 + s33,4,
ρ¯(s4) ≡ s21,1 + s43,2 + s22,3 + s44,4
where sij,k ≡ sisjs
∗
k for i, j, k = 1, 2, 3, 4. Then the following holds.
(i) P4(1) ◦ ρ = P4(24) and P4(1) ◦ ρ¯ = P4(34).
(ii) Both ρ and ρ¯ are irreducible and not automorphisms.
(iii) ρ and ρ¯ are are not equivalent.
Proof. Let t1, t2 be canonical generators of O2. Define ψ12, ψ13 ∈ EndO2 by
ψ12(t1) ≡ t12,1+t11,2, ψ12(t2) ≡ t2, ψ13(t1) ≡ t21,1+t12,2, ψ13(t2) ≡ t11,1+t22,2.
We can verify that ρ = ψ12 ⊗ϕ ψ13 and ρ¯ = ψ13 ⊗ϕ ψ12.
(i) By Table II in [8], P2(1)◦ψ12 = P2(12) and P2(1)◦ψ13 = P2(2). From these,
P4(1) ◦ ρ = (P2(1)⊗ϕ P2(1)) ◦ (ψ12 ⊗ϕ ψ13) (by Theorem 1.6)
= (P2(1) ◦ ψ12)⊗ϕ (P2(1) ◦ ψ13) (by Proposition 3.1 (v))
= P2(12)⊗ϕ P2(2)
= P4(24) (by Theorem 1.6).
In the same way, we obtain P4(1) ◦ ρ¯ = P4(34).
(ii) Every P4(1), P4(24) and P4(34) are irreducible by Theorem 2.7 (iii) in [8].
Hence both ρ and ρ¯ are irreducible by Lemma 3.1 (i) in [8].
Define κ1, κ2 ∈ AutO4 by
(κ1(s1), . . . , κ1(s4)) ≡ (−s2,−s1, s4, s3), (κ2(s1), . . . , κ2(s4)) ≡ (−s3, s4,−s1, s2).
Then κ1 ◦ ρ = ρ and κ2 ◦ ρ¯ = ρ¯, From these, ρ(O4) ⊂ O
κ1
4 6= O4 and ρ¯(O4) ⊂
Oκ24 6= O4 where O
κi
4 ≡ {x ∈ O4 : κi(x) = x} for i = 1, 2. Hence both ρ and ρ¯
are not automorphisms.
(iii) By Theorem 2.7 (iv) in [8], P4(1) ◦ ρ = P4(24) 6∼ P4(34) = P4(1) ◦ ρ¯. Hence
ρ and ρ¯ are not equivalent by Lemma 3.1 (ii) in [8].
By the proof of Proposition 4.1, ψ12 ⊗ϕ ψ13 6∼ ψ13 ⊗ϕ ψ12. Hence ⊗ϕ among
endomorphisms is not symmetric in general. Examples of endomorphisms of
ON like ρ and ρ¯ in Proposition 4.1 are roughly classified in [9] for N = 2, 3.
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