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La première partie de ce mémoire concerne l’étude de modèles multi-échelles (ou micro-
macro) pour les fluides complexes. Il s’agit essentiellement d’une version condensée de l’ar-
ticle de revue [tl35]. L’intérêt de ces modèles est d’éviter d’avoir à postuler des lois de
comportements phénoménologiques, en couplant une description macroscopique classique
(lois de conservations de la quantité de mouvement et de la masse) sur la vitesse et la pres-
sion, à des modèles microscopiques pour l’évolution des microstructures dans le fluide, à
l’origine du caractère non-newtonien du fluide. La loi de comportement consiste alors à ex-
primer le tenseur des contraintes en fonction de la conformation des microstructures. Après
avoir introduit les modèles dans la section 1.1, nous rappelons dans la section 1.2 quelques
résultats d’existence et de convergence des méthodes numériques obtenus principalement
durant la thèse [tl01, tl04, tl05, tl06, tl25, tl28, tl33]. Nous proposons également
une méthode numérique pour coupler des modèles micro-macro (fins mais chers) avec des
modèles macroscopiques (plus grossiers, mais beaucoup plus économiques en temps de
calcul) [tl16]. Nous analysons par ailleurs une méthode de résolution des équations aux
dérivées partielles en grande dimension qui a été proposée dans le contexte de la résolution
numérique des modèles à l’échelle microscopique pour les fluides polymériques [tl38].
L’essentiel de nos travaux les plus récents sur le sujet concerne le comportement en
temps long de ces modèles, avec un double objectif : théoriquement, la compréhension des
modèles physiques passe souvent par l’étude de la stabilité des solutions stationnaires, et de
la vitesse de convergence vers l’équilibre ; numériquement, la stabilité des schémas en temps
long est cruciale, car on utilise typiquement des simulations instationnaires en temps long
pour calculer des solutions stationnaires. Dans la section 1.3, nous montrons comment ana-
lyser le comportement des modèles micro-macro en temps long, en utilisant des méthodes
d’entropie [tl09, tl11]. Cette étude a ensuite permis de comprendre le comportement
en temps long de modèles macroscopiques standard (type Oldroyd-B, cf. [tl17]), et de
préciser sous quelles conditions les schémas numériques vérifient des propriétés similaires
de stabilité en temps long [tl36]. Ceci est l’objet de la section 1.4.
Mes co-auteurs sur ce thème sont : S. Boyaval, A. Ern, D. Hu, B. Jourdain, C. Le Bris,
Y. Maday, C. Mangoubi et F. Otto.
La seconde partie du mémoire résume des travaux en simulation moléculaire, à l’échelle
quantique (section 2.1), ou à l’échelle de la dynamique moléculaire classique (section 2.2).
Dans la section 2.1, nous nous intéressons aux méthodes Quantum Monte Carlo. Il s’agit
de méthodes numériques probabilistes pour calculer l’état fondamental d’une molécule
(plus petite valeur propre de l’opérateur de Schrödinger à N corps). Essentiellement, il
s’agit de donner une interprétation probabiliste du problème par des formules de Feynman-
Kac, afin de pouvoir appliquer des méthodes de Monte Carlo (bien adaptées pour des
problèmes de ce type, en grande dimension). Nous proposons tout d’abord une étude
théorique de la méthode Diffusion Monte Carlo [tl10], et notamment d’un biais introduit
par l’interprétation probabiliste (appelé fixed node approximation). Nous analysons ensuite
les méthodes numériques utilisées en Diffusion Monte Carlo [tl14], et proposons une
nouvelle stratégie [tl13] pour améliorer l’échantillonnage des méthodes Variational Monte
Carlo. Ces travaux ont été réalisés en collaboration avec R. Assaraf, M. Caffarel, E. Cancès,
M. El Makrini, B. Jourdain, A. Scemama et G. Stoltz.
La section 2.2 porte sur l’étude des méthodes numériques pour le calcul de différences
d’énergie libre en dynamique moléculaire [tl32]. En dynamique moléculaire, les modèles
consistent à décrire l’état d’un système par la position (et éventuellement la vitesse) de
particules (typiquement les positions des noyaux dans un système moléculaire), qui inter-
agissent au travers d’un potentiel (qui idéalement proviendrait d’un calcul de mécanique
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quantique pour determiner l’état fondamental des électrons pour une position donnée des
noyaux). L’objectif est de calculer des moyennes par rapport à la mesure de Boltzmann-
Gibbs associée à ce potentiel (moyennes dans l’ensemble canonique). Mathématiquement,
il s’agit d’un problème d’échantillonnage de mesures métastables (ou multi-modales), en
très grande dimension. La particularité de la dynamique moléculaire est que, bien souvent,
on a quelques informations sur les "directions de métastabilité" au travers de coordon-
nées de réaction. En utilisant cette donnée, de nombreuses méthodes ont été proposées
pour permettre l’échantillonnage de la mesure de Boltzmann-Gibbs. Dans une série de tra-
vaux [tl12, tl18, tl19, tl22], nous avons analysé les méthodes basées sur des équations
différentielles stochastiques avec contraintes (dont les solutions vivent sur des sous-variétés
définies comme des lignes de niveaux de la coordonnée de réaction). Il s’agit en fait d’analy-
ser des méthodes d’échantillonnage de mesures définies sur des sous-variétés de grande di-
mension. Plus récemment, nous avons étudié dans [tl15, tl20, tl23, tl37] des méthodes
adaptatives qui ont été proposées pour se débarasser des métastabilités. Mathématique-
ment, il s’agit de méthodes d’échantillonnage préférentiel, avec une fonction d’importance
qui est calculée au cours de la simulation de manière adaptative. Nous avons étudié la
vitesse de convergence vers la mesure d’équilibre pour ces méthodes adaptatives, en uti-
lisant des méthodes d’entropie. Nous avons proposé de nouvelles méthodes numériques à
la communauté appliquée pour utiliser au mieux ces idées, qui ont été adoptées par des
praticiens du domaine [9]. En collaboration avec C. Chipot (biologiste, CNRS Nancy),
nous poursuivons l’application de ces idées sur des cas-test pertinents. Ces travaux ont été
réalisés en collaboration avec G. Ciccotti, E. Faou, B. Jourdain, C. Le Bris, F. Legoll, M.
Rousset, R. Roux, G. Stoltz et E. Vanden-Eijnden.
La troisième partie du mémoire résume des travaux issus d’une collaboration avec l’en-
treprise Rio Tinto (anciennement Pechiney puis Alcan), leader mondial pour la technologie
des cuves d’électrolyse de l’aluminium. Cette collaboration a été entamée il y a plusieurs
années par C. Le Bris, et notamment au travers de la thèse de J-F. Gerbeau. Mathémati-
quement, il s’agit d’analyser et de discrétiser les équations de la magnétohydrodynamique
pour deux fluides incompressibles non miscibles, séparés par une interface libre. Dans la
section 3.1 sont expliqués le contexte industriel et la modélisation. La section 3.2 résume la
méthode numérique adoptée (méthode Arbitrary Lagrangian Eulerian) et donne quelques
propriétés satisfaites par le schéma (stabilité, conservation de la masse). Nous montrons
dans la section 3.3 comment ce modèle permet d’étudier un phénomène (potentiellement
déstabilisant) observé dans les cuves d’électrolyse : le rolling. Ces résultats ont été pour la
plupart obtenus durant la thèse [tl02, tl03, tl24, tl26, tl27, tl29]. Nous avons rédigé
un livre [tl39] regroupant l’ensemble de ces contributions, et comparant notre approche
avec d’autres études (cf. également [tl30]).
Plus récemment, dans le prolongement de l’étude industrielle, nous nous sommes in-
téressés à un problème de modélisation fondamentale pour les écoulements à surface (ou
interface) libre : le mouvement de la ligne de contact (i.e. le bord de la surface libre qui
glisse le long de la paroi). Dans la section 3.4, nous résumons ces travaux [tl21, tl31]
consistant essentiellement en deux contributions : (i) une compréhension variationnelle
d’une condition aux limites permettant de modéliser correctement le mouvement de la
ligne de contact (Generalized Navier Boundary Condition, cf. [82]) et son implémentation
dans un schéma Arbitrary Lagrangian Eulerian, (ii) une analyse de la stabilité du schéma
obtenu.
Ces travaux ont été réalisés en collaboration avec J-F. Gerbeau, C. Le Bris, M. Le Her-
vet, N. Ligonesche, O. Martin, A. Orriols et T. Tomasino.
Je termine cette introduction en signalant des travaux qui ne sont pas résumés dans
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ce mémoire, car portant sur d’autres thématiques : [tl07, tl34] (travaux en finance),
et [tl08]. Par ailleurs, une collaboration sur le thème de la simulation à l’échelle mésosco-





Articles publiés dans des revues internationales à comité de lecture
Travaux effectués durant ma thèse
[tl01] Numerical analysis of micro-macro simulations of polymeric fluid flows : a simple case,
Mathematical Models and Methods in Applied Sciences, 12(9), p. 1205-1243, 2002.
(avec B. Jourdain et C. Le Bris).
[tl02] Simulations of MHD flows with moving interfaces, Journal of Computational Physics,
184, p. 163-191, 2003 (avec J-F. Gerbeau et C. Le Bris).
[tl03] Modelling and simulation of the industrial production of aluminium : the nonlinear ap-
proach, Computers and Fluids, 33, p. 801-814, 2004. (avec J-F. Gerbeau et C. Le Bris).
[tl04] Optimal error estimate for the CONNFFESSIT approach in a simple case, Computers
and Fluids, 33, p. 815-820, 2004.
[tl05] Existence of solution for a micro-macro model of polymeric fluid : the FENE mo-
del, Journal of Functional Analysis, 209, p. 162-193, 2004. (avec B. Jourdain et
C. Le Bris).
[tl06] On a variance reduction technique for the micro-macro simulations of polymeric fluids,
Journal of Non-Newtonian Fluid Mechanics, 122, p. 91-106, 2004. (avec B. Jourdain
et C. Le Bris).
[tl07] Efficient pricing of Asian options by the PDE approach, Journal of Computational
Finance, 8(2), p. 55-64, 2005. (avec F. Dubois).
[tl08] Analysis and simulation of a coupled hyperbolic/parabolic model problem, Journal
of Numerical Mathematics, 13(2), p. 81-156, 2005. (avec J.P. Croisille, A. Ern et
J.Proft).
Travaux postérieurs à ma thèse
[tl09] An elementary argument regarding the long-time behaviour of the solution to a stochas-
tic differential equation, Annals of Craiova University, Mathematics and Computer
Science series, 32, p. 39-47, 2005. (avec B. Jourdain et C. Le Bris).
[tl10] Quantum Monte Carlo simulations of fermions. A mathematical analysis of the fixed-
node approximation, Mathematical Models and Methods in Applied Sciences, 16(9),
1403-1440, 2006. (avec B. Jourdain et E. Cancès).
[tl11] Long-time asymptotics of a multiscale model for polymeric fluid flows, Archive for
Rational Mechanics and Analysis, 181(1), 97-148, 2006. (avec B. Jourdain, C. Le Bris
et F. Otto).
[tl12] Computation of free energy differences through nonequilibrium stochastic dynamics :
the reaction coordinate case, Journal of Computational Physics, 222(2), 624-643,
2007. (avec M. Rousset et G. Stoltz).
7
[tl13] An efficient sampling algorithm for Variational Monte Carlo, Journal of Chemical
Physics, 125, 114105, 2006. (avec M. Caffarel, E. Cancès, A. Scemama et G. Stoltz).
[tl14] Diffusion Monte Carlo method : numerical analysis in a simple case, Mathematical
Modelling and Numerical Analysis, 41(2), 189-213, 2007. (avec M. El Makrini et
B. Jourdain).
[tl15] Computation of free energy profiles with parallel adaptive dynamics, Journal of Che-
mical Physics, 126, 134111, 2007. (avec M. Rousset et G. Stoltz).
[tl16] Adaptive models for polymeric fluid flow simulation. C. R. Acad. Sci. Paris, Ser. I,
344(7), 473-476, 2007. (avec A. Ern).
[tl17] New entropy estimates for the Oldroyd-B model, and related models, Communications
in Mathematical Sciences 5(4), 909-916, 2007. (avec D. Hu).
[tl18] Projection of diffusions on submanifolds : Application to mean force computation,
Communications on Pure and Applied Mathematics, 61(3), 371-408, 2008. (avec
G.Ciccotti et E. Vanden-Eijnden).
[tl19] Analysis of some discretization schemes for constrained Stochastic Differential Equa-
tions, C. R. Acad. Sci. Paris, Ser. I, 346(7-8), p. 471-476, 2008. (avec C. Le Bris et
E. Vanden-Eijnden).
[tl20] Long-time convergence of the Adaptive Biasing Force method, Nonlinearity, 21, p. 1155-
1181, 2008. (avec M. Rousset et G. Stoltz).
[tl21] Generalized Navier Boundary Condition and Geometric Conservation Law for sur-
face tension, arxiv.org/abs/0804.1563, 2008, à paraître dans Computer Methods in
Applied Mechanics and Engineering (avec J-F. Gerbeau).
[tl22] Conservative stochastic differential equations : Mathematical and numerical analysis,
Rapport CERMICS 2008-376, 2008, à paraître dans Mathematics of Computation
(avec E. Faou).
[tl23] A general two-scale criteria for logarithmic Sobolev inequalities, Rapport CERMICS
2008-382, 2008, à paraître dans Journal of Functional Analysis.
Actes de conférences avec comité de lecture
Travaux effectués durant ma thèse
[tl24] Metal pad roll instabilities, proceeding of the 2002 TMS Annual Meeting and Exhibi-
tion, Light Metals, p. 483-487, 2002. (avec J-F. Gerbeau, C. Le Bris et N. Ligonesche).
[tl25] Mathematical analysis of a stochastic differential equation arising in the micro-macro
modelling of polymeric fluids, Probabilistic Methods in Fluids Proceedings of the
Swansea 2002 Workshop, Eds : I M Davies, N Jacob, A Truman, O Hassan, K Morgan
and N P Weatherill, p. 205-223. (avec B. Jourdain).
[tl26] Numerical simulations of two-fluids MHD flows, Fundamental and Applied MHD.
Proceedings of the Fifth international PAMIR Conference, p. I.101-I.105, 2002. (avec
J-F. Gerbeau et C. Le Bris).
8
[tl27] Modeling and simulation of MHD phenomena in aluminium reduction cells, Procee-
dings of the fourth International Conference on Electromagnetic Processing of Ma-
terials, EPM 2003, C3-10.4, p. 57-62, 2003. (avec J-F. Gerbeau et C. Le Bris).
[tl28] Coupling PDEs and SDEs : the illustrative example of the multiscale simulation of
viscoelastic flows, in Multiscale Methods in Science and Engineering, B. Engquist, P.
Lötstedt, O. Runborg, eds., Lecture Notes in Computational Science and Engineering
44, Springer, p. 151-170, 2005. (avec B. Jourdain et C. Le Bris).
[tl29] Stability analysis of simplified electrolysis cells with Mistral, proceeding of the 2006
TMS Annual Meeting and Exhibition, Light Metals, 2006. (avec T. Tomasino, M. Le Her-
vet et O. Martin).
Travaux postérieurs à ma thèse
[tl30] Linear versus nonlinear approaches for the stability analysis of aluminium production
cells, Proceedings of the 2006 ECCOMAS conference. (avec J-F. Gerbeau, C. Le Bris,
A. Orriols et T. Tomasino).
[tl31] Variational formulation of the Generalized Navier Boundary Condition, SCPDE05
conference proceeding, Eds : W Liu, M Ng and Z-C Shi, Science Press, Beijing, 2007.
(avec J-F. Gerbeau).
[tl32] Some remarks on sampling methods in molecular dynamics, ESAIM Proceedings, 22,
p. 217-233, 2008. (avec F. Legoll et G. Stoltz).
Rapports de recherche, prépublication, articles soumis
[tl33] Convergence of a stochastic particle approximation of the stress tensor for the FENE-P
model, Rapport CERMICS 2004-263, 2004. (avec B. Jourdain).
[tl34] Partial differential equations in finance, Rapport CERMICS 2007-363, 2007. (avec
Y. Achdou et O. Bokanowski).
[tl35] Multiscale modelling of complex fluids : A mathematical initiation, hal.inria.fr/inria-
00165171, 2008. (avec C. Le Bris).
[tl36] Free energy dissipative schemes for the Oldroyd-B model, hal.inria.fr/inria-00204620/fr/,
2008. (avec S. Boyaval et C. Mangoubi).
[tl37] Existence, uniqueness and convergence of a particle approximation for the Adaptive
Biasing Force process, 2008. (avec B. Jourdain et R. Roux)
[tl38] Results and questions on a nonlinear approximation approach for solving high-dimensional
partial differential equations, arxiv.org/abs/0811.0474, 2008. (avec C. Le Bris et
Y. Maday).
Livre
[tl39] Mathematical methods for the Magnetohydrodynamics of liquid metals, Numerical Ma-
thematics and Scientific Computation, Oxford University Press, 2006. (avec J-F. Ger-
beau et C. Le Bris, environ 300 pages).
9
Travaux en préparation
[tl40] A variance reduction method for parametrized solutions of SDEs using the reduced
basis paradigm, article en préparation. (avec S. Boyaval)
[tl41] Effective dynamics for the reaction coordinate, article en préparation. (avec F. Legoll).
[tl42] Hysteresis in network models for rubber, article en préparation. (avec F. Legoll).
[tl43] Free energy calculations : a mathematical perspective, livre en préparation. (avec M. Rous-
set et G. Stoltz).
[tl44] Application of an adaptive importance sampling method for Bayesian statistics, article
en préparation. (avec N. Chopin et G. Stoltz).
Activités d’encadrement
Mon activité au sein du CERMICS m’a fourni l’opportunité de participer à l’encadrement
de plusieurs doctorants :
– Antonin Orriols, thèse ayant pour titre Algorithmes d’optimisation et de contrôle
d’interface libre. Application à la production industrielle d’aluminium (soutenue le
15 décembre 2006, directeur de thèse : C. Le Bris) ;
– Gabriel Stoltz, thèse ayant pour titre Quelques méthodes mathématiques pour la si-
mulation moléculaire et multiéchelle (soutenue le 14 juin 2007, directeur de thèse :
E. Cancès) ;
– Sébastien Boyaval, thèse ayant pour titre Modélisation et simulation des fluides com-
plexes pour le génie civil (depuis septembre 2006, directeur de thèse : C. Le Bris) ;
– Raphaël Roux, thèse ayant pour titre Etude probabiliste de systèmes de particules
en interaction : applications à la dynamique moléculaire (depuis septembre 2007,
directeur de thèse : B. Jourdain) ;
– Kimiya Minoukadeh, thèse ayant pour titre Méthodes numériques en dynamique mo-
léculaire (depuis novembre 2007, directeur de thèse : E. Cancès).
10
1 Modèles micro-macro pour les fluides viscoélastiques
1.1 Observations expérimentales et modélisation
De nombreux fluides ont un comportement en écoulement très éloigné de celui de l’eau
et de l’air, notamment dû à des effets de mémoire. On parle de fluides complexes (par op-
position aux fluides newtoniens). On peut par exemple citer le sang, les boues, les bétons,
les peintures, etc... Dans de nombreux cas, ce comportement particulier est dû à des micro-
structures dans le fluide dont l’évolution est fortement couplée à la dynamique du solvant.
Nous avons travaillé sur des modèles pour les solutions diluées de polymère, qui sont un
exemple typique de tels fluides. Une solution diluée de polymère est constituée d’un solvant
dans lequel on a introduit des polymères en quantité suffisamment faible pour qu’on puisse
négliger les interactions stériques entre chaînes. Une molécule de polymère est une longue
chaîne carbonée constituée de la répétition d’un ensemble moléculaire élémentaire appelé
monomère (on peut penser typiquement à un alcane (CH2)n). On observe que la rhéologie
du fluide est très fortement influencée par la présence des chaînes de polymères, même en
concentration très faible.
La modélisation de ces fluides se fait typiquement par deux approches différentes et
complémentaires : l’approche dite macro-macro, et l’approche dite micro-macro. Dans
l’approche macro-macro, on couple un modèle macroscopique de la mécanique des mi-
lieux continus (équations de conservations de la masse, du moment, etc...) à un modèle
phénoménologique (penser typiquement à des équations aux dérivées partielles) sur le ten-
seur des contraintes dans le fluide. Dans l’approche micro-macro, les lois de conservation
macroscopiques sont couplées à des modèles décrivant directement l’évolution des micro-
structures dans le fluide, et le tenseur des contraintes en un point (macroscopique) est
obtenu comme une fonction de la conformation des microstructures en ce point.
Illustrons cela sur le cas des fluides polymériques. Pour une présentation plus détaillée,
on renvoie aux monographes [78, 16, 17, 39] ou à l’article de revue [tl35]. Une démarche
similaire (cf. Section 7 dans [tl35]) permet d’obtenir des modèles micro-macro pour le
sang [80], les suspensions concentrées [49], les polymères fondus [34, 39] ou les cristaux
liquides [39].
Pour les deux approches (micro-macro et macro-macro), le point de départ est les
équations de conservation du moment et de la masse qui s’écrivent :
ρ(∂tu+ u · ∇u) = −∇p+ divτtot, (1)
divu = 0, (2)
où u est la vitesse du fluide, p la pression et τtot le tenseur des contraintes "total" (incluant
la contribution visqueuse newtonienne, et la contribution non-newtonienne). Le paramètre
ρ désigne la densité du fluide. On ne précise pas dans l’immédiat les conditions aux limites
et les conditions initiales. Pour un fluide newtonien, le système est fermé par une relation
linéaire reliant le tenseur des contrainte au taux de déformation :
τtot = η(∇u+∇uT ) (3)
où η est la viscosité. Pour une fluide complexe, la loi de comportement s’écrit
τtot = η(∇u+∇uT ) + τ (4)
où τ est un tenseur introduit pour modéliser les contraintes dues au caractère non-newtonien
du fluide. Dans l’approche macro-macro, on écrit directement une équation sur τ satisfai-
sant les principes fondamentaux d’invariance par changement de référentiel. Un exemple
11
typique est le modèle d’Oldroyd-B :
λ
(
∂tτ + u · ∇τ −∇uτ − τ∇uT
)
+ τ = ηp(∇u+∇uT ), (5)
où λ et ηp sont deux paramètres auxquels on pourra donner une signification par l’approche
micro-macro ci-dessous. Le modèle macro-macro pour un fluide de type Oldroyd-B est donc
constitué du système de quatre équations (1)-(2)-(4)-(5).
L’approche micro-macro consiste à modéliser l’évolution des microstructures (ici, des
polymères) en introduisant des variables supplémentaires (variables micro) décrivant leur
conformation et une dynamique sur ces variables, puis à exprimer τ en fonction de ces
variables micro. Bien sûr, une description trop fine de la chaîne de polymère n’est pas
adéquate, pour plusieurs raisons, à commencer par le coût en temps calcul et en mémoire.
De plus, pour décrire correctement la rhéologie du fluide (échelle macroscopique) on peut
espérer qu’une description assez simple du polymère soit suffisante, en retenant simplement
les caractères essentielles de la microstructure (déformabilité, orientation de la chaîne, sto-
ckage de l’énergie de déformation, etc...). Enfin, une description trop fine conduirait à
une échelle de temps typique pour la microstructure trop petite par rapport à l’échelle de
temps macroscopique d’intérêt, ce qui rendrait le couplage difficile. On est donc amené à
introduire un modèle coarse-grainé de la chaîne de polymère. Typiquement, on modélise
la chaîne de polymère simplement par un vecteur Xt qui représente l’orientation et l’al-
longement de la chaîne (dans le langage de la dynamique moléculaire, cf. Section 2.2, ce
vecteur est la variable collective). Le vecteur Xt est parfois appelé vecteur bout-à-bout (en
pensant au vecteur qui relie une extrémité de la chaîne l’autre) mais il resprésente en fait
plutôt le vecteur reliant deux billes, chacune de ces billes correspondant à un ensemble de
monomères aux extrémités de la chaîne. Ce modèle s’appelle le modèle du dumbell (haltère
en français), cf. Figure 1. Des modèles plus fins (et utiles pour obtenir un comportement
rhéologique plus proche de la réalité) consistent à introduire une chaîne de billes, et un




Fig. 1 – Le modèle du dumbell. La chaîne de polymère (en pointillés) est modélisée par un
vecteur X joignant deux billes reliées par un ressort.
Mathématiquement, Xt est un processus stochastique, qui dépend de la position (ma-
croscopique) de la chaîne de polymère. Pour écrire une dynamique sur le vecteur Xt le
principe de la modélisation est d’écrire une équation de Langevin (zero-mass Langevin)
sur chacune des billes, puis à soustraire ces deux équations pour obtenir la dynamique du
vecteur Xt. Plus précisément, si on note X1t et X
2
t la position des deux billes, on a{
ζ(dX1t − u(t,X1t ) dt) = F (Xt) dt+
√
2kTζdW 1t ,




et on obtient les équations différentielles stochastiques suivantes sur le vecteur Xt = X2t −





















où (W 1t ,W
2




(W 2t −W 1t ), 1√2(W 2t +W 1t )
)
sont deux couples de mou-
vements browniens indépendants, ζ est un coefficient de friction (la friction des billes
dans le solvant), k est la constante de Boltzmann et T la température. La force F (Xt)
est la force qu’exerce la bille 2 sur la bille 1, que l’on discutera ci-dessous. On sup-
pose alors qu’à l’échelle du polymère, le champ de vitesse est homogène : u(t,Xit) ≃
u(t, Rt) + ∇u(t, Rt)(Xit − Rt), et que la vitesse du solvant est plus grande que l’agita-
tion thermique :
√
kTζ−1 ≪ u(t, Rt). On obtient alors la dynamique suivante :{
dXt = ∇u(t, Rt)Xt dt− 2ζ−1F (Xt) dt+ 2
√
kTζ−1dWt,
dRt = u(t, Rt) dt,
que l’on réécrit sous forme eulérienne (en gardant la même notation Xt pour le vecteur
qui est maintenant implicitement indexé par la position de la chaîne de polymère dans le
fluide) :











Revenons sur la fonction F qui représente la force qui s’exerce dans le polymère. Cette
force F dérive d’un potentiel Π
F = ∇Π (7)
et Π est tel que, quand la vitesse du solvant est nulle (u = 0 dans (6)) la mesure échantillon-
née par Xt est celle que l’on désire observée. Cette mesure est la mesure de Boltzmann-













langage de la dynamique moléculaire, cf. Section 2.2, le potentiel Π est l’énergie libre asso-
ciée à la variable collectiveX "vecteur bout-à-bout". Le potentiel Π est donc construit pour
être consistant thermodynamiquement avec une mesure d’équilibre obtenue par ailleurs,
typiquement par un modèle plus fin décrivant l’ensemble des atomes de carbone de la
chaîne (dans l’esprit des modèles décrits dans la Section 2.2). Deux forces sont couram-
ment utilisées : la force linéaire (modèle hookéen) qui correspond à prendre
F (X) = HX
auquel cas la mesure d’équilibre associée est gaussienne, et une force qui tend vers l’infini





où b est un paramètre sans dimension relié à la longueur du polymère. La force FENE est
considérée comme meilleure car elle tient compte d’un caractère important du polymère,
à savoir son extensibilité finie.
Pour clore le modèle micro-macro, il reste à exprimer le tenseur des contraintes τ en
un point en fonction de la conformation des chaînes de polymères en ce point : c’est la
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formule de Kramers, qui peut être obtenue soit par un raisonnement de type principe des
puissances virtuelles (théorème du viriel), soit en revenant à la définition du tenseur des
contraintes en terme de force qui s’exerce sur un plan qui traverse le fluide (cf. [39, Sections
3.7.4 et 3.7.5]). La formule de Kramers est :
τ(t, x) = np (−kT Id + E(Xt(x)⊗ F (Xt(x)))) , (8)
où np est la concentration de polymère, E désigne l’espérance (la moyenne) et ⊗ le produit
tensoriel (pour deux vecteurs colonnes X et Y , X ⊗ Y est la matrice XY T ). La dérivation
de cette formule est basée sur l’hypothèse que la concentration de polymère est homogène.
Le modèle micro-macro complet consiste en le système d’équations (1)-(2)-(4)-(6)-(8).
Il est facile de vérifier par un calcul d’Itô que le modèle Oldroyd-B est en fait exactement
le modèle micro-macro avec une force hookéenne, pour les valeurs suivantes des paramètres :
λ = ζ4H (un temps caractéristique de relaxation du polymère) et ηp = npkTλ (la viscosité
due au polymère). Ainsi les modèles micro-macro peuvent être vus comme des moyens de
relier les paramètres intervenant dans les modèles macro-macro à des caractéristiques des
microstructures dans le fluide. En revanche, on ne connaît pas d’équivalent macroscopique
au modèle FENE.
Avant d’entamer l’analyse mathématique de ces modèles, réécrivons-les complètement
sous forme adimensionnée. Le modèle macro-macro Oldroyd-B s’écrit :

Re(∂tu+ u · ∇u) = −∇p+ (1− ǫ)∆u+ divτ,
divu = 0,






Le modèle micro-macro s’écrit :






(−Id + E(Xt ⊗ F (Xt))) ,











Les nombres adimensionnels sont le nombre de Reynolds Re = ρULη , le nombre de Weis-
semberg We = λUL (qui représente le rapport entre l’échelle de temps typique de relaxation
des polymères, et l’échelle de temps de l’écoulement) et ǫ = ηpη , où U est une vitesse ca-
ractéristique de l’écoulement et L =
√
kT
H une longueur caractéristique. Dans la suite, on
considèrera deux types de force F (avec le potentiel Π associé) : le modèle hookéen




ou bien le modèle FENE
F (X) =
X





1− |X|2/b) . (12)
Noter que le potentiel Π est radial et α-convexe, deux propriétés qui joueront un rôle












(X ⊗ F (X))ψ dX
)
,













où ψ(t, x,X) dX est la loi de la variable aléatoire Xt(x). L’équation différentielle stochas-
tique sur Xt est remplacée par l’équation de Fokker-Planck associée sur sa densité de
probabilité. Dans la suite, on appellera (10) la forme stochastique du modèle micro-macro,
et (13) la forme Fokker-Planck du modèle micro-macro.
Remarque 1 Noter que derrière le modèle micro-macro se cachent une hypothèse de sépa-
ration des échelles en espace (on suppose qu’en chaque point macroscopique se trouvent une
infinité de chaînes de polymère sur lesquelles on peut faire une moyenne statistique pour
calculer le tenseur des contraintes) et une hypothèse de séparation des échelles de temps
(pour dériver le modèle du dumbell, on a supposé que la force qui s’exerce entre les deux
billes dérive d’une énergie libre, et donc qu’un équilibre thermodynamique local - au niveau
de la chaîne - a le temps de s’instaurer). De telles hypothèses sont nécessaires dans ce type
d’approche pour pouvoir coupler les modèles. Concernant les échelles de temps, noter que
pour le modèle coarse-grainé, l’échelle de temps typique pour le dumbell est du même ordre
de grandeur que l’échelle de temps macroscopique d’observation de l’écoulement de fluide.
En effet, le nombre de Weissenberg est typiquement compris entre 1 et 10.
Remarque 2 Nous avons signalé qu’on ne connaît pas de modèle macroscopique équivalent
au modèle FENE. Etant donné le coût de calcul élevé de la discrétisation des modèles
micro-macro (cf. section 1.2.3), les physiciens ont cherché à dériver des modèles macro-
macro "proches" du modèle FENE. L’exemple le plus simple est le modèle FENE-P qui est


























1.2 Quelques résultats d’existence et de convergence des méthodes nu-
mériques
1.2.1 Existence et unicité de solutions
Les principales difficultés dans l’analyse mathématique des systèmes d’équations (9)
et (10) (ou de la forme équivalente (13)) proviennent des termes de transport (u · ∇Xt ou
u · ∇τ) et des termes non-linéaires (∇uτ , ∇uXt ou F (Xt) pour la force FENE). L’état
de l’art actuellement sur ces systèmes est limité à des résultats d’existence et unicité en
temps petit (voir par exemple [85] pour les modèles macro-macro, [tl05, tl25] et [40, 20]
pour les modèles micro-macro dans la version stochastique, ou [86, 67, 105, 69, 12, 13] pour
les modèles micro-macro dans la version Fokker-Planck). On peut cependant signaler les
résultats d’existence en temps long [70, 71, 74] pour un système d’équations modifié, où,
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dans (9), la dérivée (appelée dérivée sur-convectée) ∂tτ+u·∇τ−∇uτ−τ∇uT est remplacée
par la dérivée co-rotationnelle ∂tτ+u ·∇τ−W (u)τ−τW (u)T oùW (u) = 12(∇u−∇uT ) est
la vorticité, et dans (10), le terme ∇uXt est remplacé par W (u)Xt. De meilleurs résultats
d’existence dans le cas d’une dérivée corotationnelle sont obtenus grâce à des estimées
supplémentaires qui utilisent le fait que (W (u)τ + τW (u)T ) : τ = 0 (où : désigne la double
contraction, i.e. pour deux matrices A et B, A : B = tr(ABT )). Noter cependant qu’il est
généralement admis que pour les fluides polymériques, la dérivée co-rotationnelle n’est pas
physique (par exemple, avec cette dérivée, Z−1 exp(−Π) est solution stationnaire quelque
soit le champ de vitesse stationnaire).
Dans [tl05], nous avons prouvé l’existence locale en temps d’une solution au mo-
dèle micro-macro pour FENE, dans le cas particulier d’un écoulement cisaillé. On renvoie
à [tl05, tl35] pour plus de détails. Notons simplement un point intéressant concernant
l’importance du paramètre b dans la force FENE. Il apparaît [tl25] que si b < 2, alors le
processus stochastique Xt solution de l’équation différentielle stochastique
dXt = − Xt
1− |Xt|2/b dt+ dWt
peut atteindre l’extensibilité maximale en temps fini : P
(∃t > 0, |Xt|2 = b) = 1. Ceci im-
plique qu’on peut construire plusieurs solutions à l’équation différentielle stochastique, qui
restent ou non dans la boule de centre 0 et de rayon
√
b. En pratique le paramètre b est
typiquement plus grand que 10, de sorte que l’objectif initial de la force FENE qui est de
garder une extensibilité finie au polymère est bien atteint.
1.2.2 Discrétisation
Les méthodes numériques généralement employées pour discrétiser (9), (10) ou (13)
ont pour point commun d’utiliser un algorithme ségrégé : à chaque pas de temps, calcul de
(u, p) puis calcul de τ . Les quantités macroscopiques (u, p, τ) sont typiquement discrétisées
en utilisant des méthodes de type éléments finis. De manière très grossière, les principales
difficultés que l’on rencontre pour la discrétisation sont :
– Une condition inf-sup doit être satisfaite par les espaces de discrétisation en vitesse,
pression et contrainte (dans la limite où ǫ est proche de 1).
– Les termes d’advection doivent être discrétisés par des méthodes stables sans être
trop diffusives.
– Les termes non-linéaires induisent également des difficultés. Ainsi, on est typiquement
conduit à expliciter le terme ∇uτ + τ∇uT dans le modèle Oldroyd-B.
On renvoie à la section 6.2.2 de [tl35] pour une discussion des méthodes numériques
utilisées pour contourner ces difficultés. Les simulations numériques sur des écoulements
complexes (écoulement sur une marche, écoulement autour d’un cylindre) restent encore
aujourd’hui difficiles à réaliser, notamment quand le nombre de Weissenberg est grand (ce
qui est communément appelé le High Weissenberg Number Problem ou HWNP). Il n’est
pas clair en général de savoir si les difficultés proviennent de la méthode de discrétisation,
ou du modèle lui-même, et il y a donc un intérêt à s’assurer de la stabilité des schémas
employés. Nous reviendrons sur ce point dans la Section 1.4.2, où nous proposerons un
nouveau critère pour juger de la stabilité d’un schéma numérique.
Discutons maintenant plus spécifiquement la discrétisation des modèles microscopiques (10)
ou (13). La discrétisation du modèle micro-macro sous la forme Fokker-Planck utilise typi-
quement des méthodes spectrales [72, 92, 26, 73, 61]. La principale difficulté pour l’approche
Fokker-Planck concerne le passage en grande dimension. En effet, pour les applications
quantitatives, le modèle du dumbell est trop simpliste, et il faut avoir recourt à des mo-
dèles similaires pour une chaîne de billes reliées par des ressorts (et non pas juste deux
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billes et un ressort). Dans ce cas, l’équation de Fokker Planck est une équation aux dérivées
partielles en dimension grande (typiquement trois fois le nombre de ressorts) qui ne peut
pas être discrétisée par des techniques standards. Deux approches ont été utilisées dans
le cadre des fluides complexes : l’approche sparse-tensor product (cf. [36, 102, 23]) et une
approche originale s’apparentant à la méthode Singular Value Decomposition [4, 5], que
nous détaillons ci-dessous (cf. Section 1.2.4)
La discrétisation du modèle micro-macro sous la forme stochastique est basée sur la
méthode CONNFFESSIT (pour (Calculation Of Non-Newtonian Flow : Finite Elements
and Stochastic SImulation Technique) introduite dans [63] sous sa forme lagrangienne (Xt
est indexé par le pied de la caractéristique et, numériquement, une méthode lagrangienne
est utilisée pour suivre les polymères le long des caractéristique), et dans [55] sous sa
forme eulérienne (Xt est indexé par une position macroscopique, et le terme d’advection
u · ∇Xt est explicitement discrétisé). Le principe est d’utiliser une méthode d’éléments
finis pour discrétiser les équations sur (u, p) et une méthode de Monte Carlo pour estimer
τ , ce qui nécessite d’introduire, en chaque noeud xi de discrétisation pour τ , un grand
nombre de réalisations (Xjt (xi))1≤j≤M du processus stochastique Xt(xi), qui évoluent sous
des mouvements browniens (W jt )1≤j≤M indépendants. Une approximation de τ est alors
obtenue par moyenne empirique :




Xjt (xi)⊗ F (Xjt (xi)).
Pour analyser la convergence de la méthode, il faut donc tenir compte de trois types de
discrétisation : une discrétisation en espace (paramètre h), une discrétisation en temps (pa-
ramètre δt) et une approximation de l’espérance par une moyenne empirique (paramètre
M). Dans [tl01, tl04], nous montrons que, dans le cas particulier d’un écoulement cisaillé
et pour une discrétisation P1, l’erreur en norme L2 (
(
E
∫ |u(nδt)− unh|2)1/2) peut être ma-
jorée par C
(
h2 + δt+ 1√
M
)
. Noter qu’avec cette méthode numérique, la vitesse discrétisée
unh est une variable aléatoire, et que les variables aléatoires (X
j
nδt(xi))1≤i≤I,1≤j≤M ne sont
pas indépendantes, ce qui complique l’analyse de ce système de particules. Ces résultats
ont été étendus à un écoulement général dans [68].
Comme dans toute méthode de type Monte Carlo, la variance des résultats est une
composante de l’erreur importante. Une méthode de réduction de variance par variable de
contrôle a été proposée dans [21]. L’idée consiste à introduire des processus (X˜jt (xi))1≤j≤M
couplés aux processus (Xjt (xi))1≤j≤M car évoluant sous les mêmes mouvements browniens,











Xjt ⊗ F (Xjt )− X˜jt ⊗ F˜ (X˜jt )
)
+ τ˜ .
Typiquement, on peut considérer comme variable de contrôle le processus qui reste à l’équi-
libre (F˜ = F et u = 0 dans l’équation différentielle stochastique sur X˜t), ou bien le proces-
sus qui évolue avec une force F˜ qui est proche de la vraie force F , mais qui est telle qu’on
sait calculer par un modèle macroscopique la contrainte τ˜ associée. Par exemple, F est la
force FENE, et F˜ est la force hookéenne ou la force FENE-P (cf. Remarque 2 et [tl33]).
Le calcul de τ˜ se fait alors par une méthode déterministe classique (éléments finis).
Un dernier point concernant la variance des résultats est l’influence de la dépendance
des mouvements browniens en la variable d’espace. Dans le méthode CONNFFESSIT origi-




Utilisation actuelle industrie universitaire
discrétisation discrétisation
par Monte Carlo de Fokker-Planck
coût calcul faible élevé moyen
difficultés numériques HWNP variance, réservé à la dimension petite,
HWNP HWNP
Tab. 1 – Intérêt comparé des différentes approches de modélisation des fluides viscoélas-
tiques.
de l’espace (cas complètement décorrélé). Une remarque importante de [55] est qu’en utili-
sant le même mouvement brownien en tous les points d’espace (cas complètement corrélé)
la variance sur la vitesse est nettement réduite. Cependant, on observe que dans le même
temps, la variance sur la contrainte est augmentée. Ces observations nous ont conduits à
analyser dans [tl06] l’influence de la matrice de corrélation en espace des mouvements
browniens sur la variance des quantités macroscopiques vitesse et contrainte, dans le cas
d’un écoulement cisaillé et pour une discrésation P1. Dans la limite d’un nombre de réa-
lisations infini, cette corrélation n’intervient plus (car dans la moyenne pour calculer τ
n’interviennent que des processus Xt pris au même point). On peut donc la considérer
comme un paramètre numérique. Nous montrons que la corrélation en espace des mou-
vements browniens influence effectivement la variance des résultats, et nous proposons
une corrélation optimale pour le calcul de la contrainte. Ces résultats ont été généralisés
dans [62].
1.2.3 Modèles micro-macro ou modèles macro-macro ?
A ce stade, nous pouvons dresser un premier bilan des avantages et inconvénients des
différents approches de modélisation que nous avons évoquées.
L’intérêt essentiel de l’approche micro-macro comparée à l’approche macro-macro réside
dans la nouvelle richesse des modèles, qui sont fondés sur des méthodologies bien établies
de la physique statistique. Avec l’approche micro-macro, il est possible de tester l’influence
de paramètres microscopiques (caractéristiques des microstructures) sur le comportement
macroscopique. On peut donc espérer (et ceci est vérifié en pratique [58, 59]) une plus
grande qualité prédictive des modèles micro-macro par rapport aux modèles macro-macro.
D’un point de vue numérique, les modèles micro-macro restent cependant très coûteux.
Ils nécessitent en effet l’ajout de variables supplémentaires (variables microscopiques) pour
décrire la conformation des microstructures, en grand nombre puisqu’il s’agit ensuite d’en
faire une moyenne pour obtenir les quantités macroscopiques. Ceci implique un coût cal-
cul et en mémoire très important, ce qui les rend pour le moment inutilisable dans les
applications pratiques industrielles.
Ceci est résumé de manière grossière et synthétique dans le Tableau 1.
Au vu de ces résultats, il semble intéressant de coupler les avantages des modèles
macro-macro et micro-macro en n’utilisant un modèle micro-macro que dans les zones
d’écoulement où cela est nécessaire. Nous avons proposé dans [tl16] une approche adap-
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tative qui permet, au cours de la simulation, de choisir le modèle le plus adapté dans
chacune des mailles de discrétisation en utilisant des estimateurs a posteriori. Plus préci-
sément, il s’agit d’utiliser soit le modèle micro-macro FENE, soit le modèle macro-macro
FENE-P (cf. Remarque 2). Des tests numériques sur un écoulement cisaillé préliminaires
donnent des résultats très encourageants (cf. [tl16]), bien qu’il reste à valider le principe
de la méthode sur des cas plus complexes, et qu’aucune analyse numérique rigoureuse ne
permette de justifier la méthode.
1.2.4 Au sujet d’une méthode de discrétisation non-linéaire des équations aux
dérivées partielles en grande dimension
Nous terminons cette section en discutant une méthode introduite récemment dans [4, 5]
pour discrétiser l’équation de Fokker-Planck (cf. (13)) pour un modèle comprenant plusieurs
billes et ressorts, auquel cas l’équation de Fokker-Planck est une équation aux dérivées
partielles en grande dimension. Dans [tl38], nous analysons cette méthode en montrant
comment elle est reliée à des algorithmes gloutons utilisés en théorie de l’approximation.
Détaillons cela sur le cas du problème de Poisson en dimension N = 2, pour simplifier.
Il s’agit de résoudre le problème :
Trouver g ∈ H10 (Ω) tel que
{ −∆g = f dans Ω,
g = 0 sur ∂Ω,
(15)
où f ∈ L2(Ω), Ω = Ωx × Ωy avec Ωx ⊂ R et Ωy ⊂ R deux domaines bornés. L’idée est de
chercher la solution sous la forme d’une somme de produit tensoriel g =
∑
k≥1 rk ⊗ sk (ou
rk⊗sk(x, y) = rk(x)sk(y)) en calculant itérativement les termes de la somme. L’algorithme
proposé dans [4, 5] est le suivant (l’exposant o indique que c’est une version orthogonalisée
de l’algorithme, cf. étape 2 de l’algorithme) : poser fo0 = f , et itérer sur n ≥ 1,
1. Trouver ron ∈ H10 (Ωx) et son ∈ H10 (Ωy) tels que : pour toute fonction (r, s) ∈ H10 (Ωx)×
H10 (Ωy) ∫
Ω





n ⊗ s+ r ⊗ son). (16)
2. Résoudre le problème de Galerkin suivant sur la base (ro1 ⊗ so1, . . . , ron ⊗ son) : trouver
(α1, . . . , αn) ∈ Rn tel que

































4. Si ‖fon‖H−1(Ω) ≥ ε, alors aller à l’itération n+ 1, sinon s’arrêter.
La méthode est effectivement utilisable en grande dimension car le problème (16) consiste
à résoudre, en dimension N , un système (non-linéaire) de N équations, et non pas un
problème (linéaire) de taille exponentielle en N , comme ce serait le cas pour une méthode
standard (par exemple, des différences finies sur une grille tensorisée). Il semble que cette
méthode donne de bons résultats sur des problèmes en grande dimension [4, 5].
Une remarque fondamentale est que le problème variationnel (16) est l’équation d’Euler-











|∇(r ⊗ s)|2 −
∫
Ω




Dans [tl38], nous montrons que :
– L’algorithme en remplaçant le problème variationnel (16) par le problème de minisa-
tion associé (18) est l’algorithme Orthogonal Greedy Algorithm introduit en théorie
de l’approximation [14, 33, 38, 97]. En utilisant des résultats de [38], nous en dédui-
sons que l’algorithme converge, et donnons un taux de convergence pour une certaine




n = 0 dans H
−1(Ω)






ck(uk ⊗ vk), où uk ∈ H10 (Ωx), vk ∈ H10 (Ωy),
∫
Ω












où ‖g‖L1 = inf
{∑
k≥0 |ck|, g =
∑
k≥0 ck(uk ⊗ vk), où
∫
Ω |∇(uk ⊗ vk)|2 = 1
}
et gon ∈
H10 (Ω) est la solution du problème de Poisson −∆gon = fon.
– L’algorithme original (avec (16)) peut ne pas converger si des "mauvaises" solutions
du problème d’Euler-Lagrange sont considérées. En reliant cet algorithme à la décom-
position en valeurs singulières, nous montrons que l’algorithme de point fixe utilisé
dans [4, 5] pour résoudre le problème non-linéaire (16) peut effectivement conduire
à des "mauvaises" solutions, si la condition initiale du point fixe est mal choisie (la
situation est similaire à celle du calcul de la plus grande valeur propre d’une ma-
trice par puissance itérée : si la condition initiale est orthogonale au vecteur propre
associée à la plus grande valeur propre, l’algorithme ne converge pas vers la bonne
solution).
Plusieurs problèmes restent ouverts, en particulier sur la convergence de l’algorithme origi-
nal (avec (16)), et notamment dans le cas où il est utilisé sur des problèmes non-autoadjoints
(qui ne sont pas associés à un problème de minimisation) ce qui est typiquement le cas
de l’équation de Fokker-Planck dans (13). Nous travaillons en ce moment sur l’utilisation
de ce type de méthode pour des problèmes de grande dimension en finance (évaluation
d’options sur panier), et en dynamique moléculaire (calcul de l’isocommitor).
1.3 Comportement en temps long
Nous nous sommes intéressé au comportement en temps long de ces modèles pour deux
raisons. Tout d’abord, d’un point de vue théorique, la compréhension du comportement en
temps long nécessite d’exhiber des énergies bien adaptées au système. De plus, d’un point
de vue numérique, beaucoup de simulations consistent à obtenir un état stationnaire sur
une géométrie type par un calcul instationnaire en temps long. Dans cette section, nous
nous concentrons sur le comportement en temps long du problème micro-macro (dans sa
forme stochastique (10) ou Fokker-Planck (13)). Nous utiliserons cette analyse dans la
section suivante 1.4 pour étudier le comportement en temps long de modèles macro-macro.
Cette section est basée sur les articles [tl09, tl11].
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1.3.1 Une "mauvaise" estimée d’énergie
Nous commençons par dériver une estimée d’énergie "intuitive" sur le système (10). On
suppose dans cette section des conditions aux bords de Dirichlet homogènes sur la vitesse
(condition de non glissement). En mutipliant l’équation sur la vitesse par u et en intégrant













τ : ∇u. (19)



















On rappelle que Π est le potentiel associé à la force F (F = ∇Π). En utilisant le fait que
τ = ǫWe (−Id + E(Xt ⊗ F (Xt))) et que le potentiel Π est radial (ce qui implique que τ est
bien un tenseur symétrique), on vérifie que τ : ∇u = E(F (Xt) ·∇uXt), et donc on obtient,




























Etant donné que Π est α-convexe, le terme au membre de droite de (21) (qui provient
du terme d’Itô dans (20)) est strictement positif. Par conséquent, cette estimée d’énergie
semble difficile à utiliser pour étudier le comportement du système en temps long, et en tout
cas pour prouver la convergence vers l’état stationnaire attendu, à savoir u = 0 et Xt de loi
Z−1 exp(−Π). On s’attend à ce que le système soit dissipatif (aucune force extérieure, ni
conditions aux bords ne sont appliquées) et ceci ne semble pas être le cas sur l’estimée (21).
Avant de montrer comment on peut éliminer ce terme d’Itô, on réécrit l’estimée (21)
en terme de la densité de probabilité ψ (ce qui peut d’ailleurs être obtenu directement à





































désigne une intégrale sur la variable microscopique X (d étant la dimension de
l’espace ambiant : D ⊂ Rd).
Remarque 3 L’estimée d’énergie (21) reste intéressante sur un intervalle de temps borné.
Elle constitue typiquement un des ingrédients des preuves d’existence de solutions évoquées
dans la Section 1.2.1.
1.3.2 Estimées d’entropie : le cas de l’équation de Fokker-Planck découplée
Pour dériver une estimée d’énergie permettant d’étudier le comportement du système
en temps long, nous avons utilisé des estimées dites d’entropie, ce qui nécessite de travailler
sur le système micro-macro sous sa forme Fokker-Planck (13), plutôt que sous sa forme
stochastique (10).
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Nous commençons par rappeler le principe de la méthode sur l’équation de Fokker-
Planck seule, pour un champ de vitesse donné (cas linéaire). On renvoie aux références [7, 6]
pour des exposés plus complets.













Ici, ψ est une fonction du temps t et de la variable microscopique X seulement, et κ est un
tenseur représentant le gradient de vitesse (supposé connu). Une approche classique pour
étudier le comportement en temps long de cette équation consiste à introduire l’entropie










Remarquer que H ≥ 0 et que H = 0 si et seulement si ψ = ψ∞. On rappelle l’inégalité (de
Csiszar-Kullback) ∫
Rd
|ψ − ψ∞| ≤
√
2H(ψ|ψ∞). (24)












Le membre de droite est négatif, et l’entropie H décroît donc au cours du temps.
Pour obtenir la convergence de H vers 0 (et donc de ψ vers ψ∞ par (24)) on a ensuite
besoin d’une inégalité de Sobolev logarithmique, dont il faut vérifier si elle est satisfaite
pour la fonction ψ∞ que l’on considère : il existe une constante ρ > 0 telle que pour toute















En utilisant (26) dans (25), on en déduit la convergence exponentielle de H vers 0 :







La difficulté dans cette approche est bien sûr d’établir l’inégalité fonctionnelle (26), no-
tamment quand on sait de ψ∞ seulement qu’elle est une solution stationnaire de (23).
Avant de rappeler quelques critères bien connus pour établir (26) on donne une défini-
tion précise de l’inégalité de Sobolev logarithmique, pour de futures références.
Définition 4 On dit que la mesure ν satisfait une inégalité de Sobolev logarithmique de
constante ρ > 0 (noté par la suite ISL(ρ)) si et seulement si, pour toute mesure µ telle que



















dµ l’information de Fisher de la mesure µ par rapport à la
mesure ν.
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Avec un léger abus de notation, on dit qu’une densité de probabilité satisfait une inégalité de
Sobolev logarithmique si la mesure associée satisfait une inégalité de Sobolev logarithmique
et pour deux densités de probabilité ψ et φ, on note l’entropie des mesures associéesH(ψ|φ).
On rappelle le critère dit de Bakry-Emery :
Proposition 5 Soit Π une fonction α-convexe, au sens où pour tout vecteur X, XT∇2ΠX ≥
α|X|2 (où ∇2Π désigne la Hessienne de Π). Alors la densité de probabilité ψ∞ ∝ exp(−Π)
satisfait une inégalité de Sobolev logarithimique pour une constante ρ ≥ α.
On rappelle également le critère perturbatif de Holley-Stroock :
Proposition 6 Soit Π une fonction telle que la densité de probabilité ψ∞ ∝ exp(−Π)
satisfait une inégalité de Sobolev logarithmique de constante ρ. Soit une fonction Π˜ bornée
et la densité de probabilité ψ˜∞ ∝ exp(−Π+ Π˜). Alors ψ˜∞ satisfait également une inégalité
de Sobolev logarithmique de constante ρ˜ ≥ ρ exp(−osc Π˜) où osc Π˜ = sup Π˜− inf Π˜.
En appliquant ces critères sur le problème de Fokker-Planck (23), on vérifie que :
– si κ est nul ou antisymétrique, ψ converge exponentiellement vite vers ψ∞ ∝ exp(−Π)
(puisque Π est α-convexe).
– si κ est symétrique, alors ψ∞ ∝ exp(−Π+WeXTκX) et donc on obtient convergence
exponentielle dans le cas FENE pour toutWe, et dans le cas hookéen sous l’hypothèse
que les valeurs propres de κ sont strictement plus petites que 12We .
– si κ est quelconque, la vitesse exponentielle est obtenue sous l’hypothèse qu’il existe
un état stationnaire ψ∞ qui satisfait ‖ ln(ψ∞ exp(Π))‖L∞ <∞, ce qui n’est pas très
explicite... On peut cependant montrer ce résultat pour le modèle FENE, sous l’hy-
pothèse que la partie symétrique de κ est assez petite (cf. Proposition 9 ci-dessous).
1.3.3 Estimées d’entropie : le cas couplé avec u = 0 sur ∂D
Nous revenons maintenant au problème couplé. On suppose dans un premier temps que
u = 0 sur le bord ∂D. L’état stationnaire attendu est donc u∞ = 0 et ψ∞ ∝ exp(−Π). Nous
reprenons la "mauvaise" estimée d’énergie de la section 1.3.1 en introduisant l’entropie à























ψ lnψ). Ainsi, un calcul similaire à ceux décrits dans la section précédente donne






























F (X) · ∇uX ψ (27)













































Πψ ne décroît pas au cours du temps (cf. (22)), mais
l’énergie libre Re2
∫










ψ est bien dissipée par le système (cf. (28)).
En utilisant une inégalité de Sobolev logarithmique pour la mesure ψ∞ (valable puisque






on en déduit la convergence à vitesse exponentielle de (u, ψ) vers l’équilibre (u∞, ψ∞) =
(0, Z−1 exp(−Π)).
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Remarque 7 Dans cette approche basée sur l’entropie, on voit qu’il est nécessaire de tra-
vailler avec l’équation micro-macro sous la forme Fokker-Planck (13). Il serait intéressant
(notamment en vue de l’analyse du comportement en temps long d’une discrétisation de
type CONNFFESSIT) de parvenir à des résultats équivalent sur la forme stochastique (10).
Cela ne semble possible que dans des cas très simples (cf. [tl09, tl11]).










pour h(x) = x ln(x)−x+1. Il est en fait possible de considérer des entropies plus générales,
où la fonction h : R → R+ est une fonction strictement convexe de classe C2 telle que
h(1) = h′(1) = 0 (cf. [tl11] et [7]). Un exemple classique est h(x) = (x − 1)2. Dans le














































Dans le cas h(x) = (x − 1)2 cette inégalité est une inégalité de Poincaré pour la mesure
ψ∞(X) dX. Les propositions 5 et 6 sont également valables pour les inégalités de Poincaré,
et on peut donc conclure à la convergence exponentielle en n’utilisant une autre entropie
que l’entropie "physique" (correspondant au choix h(x) = x ln(x)−x+1). Cependant, ceci
n’est valable que pour le cas linéaire de l’équation de Fokker-Planck découplée. Dans le cas
non-linéaire considéré dans cette section (le couplage avec l’équation en vitesse induit en
effet une nonlinéarité), il semble que la bonne entropie pour pouvoir mener les calculs est
l’entropie "physique". Cette remarque est également valable pour l’étude de la convergence
de l’algorithme Adaptive Biasing Force que (cf. Section 2.2.4 ci dessous).
1.3.4 Estimées d’entropie : le cas couplé avec u 6= 0 sur ∂D
Nous discutons ici comment les résultats de la section précédente peuvent être générali-
sées dans le cas de conditions aux limites sur la vitesse constantes en temps mais non nulles.
Dans cette situation, l’état stationnaire (u∞, ψ∞) n’est plus l’équilibre (0, Z−1 exp(−Π)),
mais est simplement défini comme une solution stationnaire des équations (13) satisfaisant
les conditions aux limites. Pour simplifier la présentation et sans perte de généralité, on fixe
des valeurs aux paramètres pour la suite de cette section : Re = 1/2, We = 1 et ǫ = 1/2.



















































(∇X(lnψ∞) +∇Π(X)) .∇uX ψ,
(30)
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où u(t, x) = u(t, x)−u∞(x) et ψ(t, x,X) = ψ(t, x,X)−ψ∞(x,X). Comparé à la situation
u = 0 sur ∂Ω, deux nouvelles difficultés apparaissent : (i) il faut contrôler les termes
supplémentaires dans l’estimée (cf. le membre de droite de (30)) ; (ii) il faut prouver une
inégalité de Sobolev logarithmique pour ψ∞.
Nous détaillons une situation pour laquelle on arrive à prouver la convergence exponen-
tielle vers l’équilibre, en renvoyant à [tl11] pour d’autres résultats. On considère le modèle
FENE. On fait l’hypothèse que les conditions aux limites sont telles qu’on peut supposer
l’écoulement stationnaire homogène, i.e. u∞(x) = κx (avec κ une matrice de trace nulle).
Par conséquent, ψ∞ ne dépend pas de la variable d’espace x. Ainsi, le deuxième terme
au membre de droite de (30) est nul. Le premier terme peut être contrôlé par le membre
de gauche si κ est suffisamment petit, on utilisant une inégalité de Poincaré pour u. Pour
estimer le dernier terme, ainsi que pour prouver une inégalité de Sobolev logarithmique
pour ψ∞ (au vu de la Proposition 6), il faut donc contrôler ‖∇X ln(ψ∞ exp(Π))‖L∞ . C’est
l’objet de la proposition suivante :
Proposition 9 On considère le modèle FENE dans un écoulement stationnaire homogène
(u∞(x) = κx). On suppose que la matrice κ est telle que |κs| < 1/2 (où κs = 12(κ+ κT )).











































b |[κ, κT ]|
1− 2|κs| ,
où [., .] désigne le crochet de commutation : [κ, κT ] = κκT − κTκ.
La preuve est basée sur un procédé de régularisation autour de la frontière de la boule,
et sur une estimée a priori utilisant un principe du maximum pour l’équation satisfaite
par
∣∣∣∇ ln( ψ∞(X)exp(−Π(X)+XT κsX))
∣∣∣2 (estimée de Bernstein). En utilisant ce résultat, on montre
alors :
Théorème 10 On considère le modèle FENE et on suppose que l’écoulement stationnaire
est homogène (u∞(x) = κx). Si |κs| < 12 , ψ∞ est la solution stationnaire construite dans
la Proposition 9 et
M2b2 exp(4bM) + CPI(D)|κs| < 1
où CPI(D) est la constante dans l’inégalité de Poincaré (29) et M = 2|κs|+ 2 |[κ,κ
T ]|
1−2|κs| , alors u













converge exponentiellement vite vers 0. Par conséquent, ψ converge exponentiellement vite
vers ψ∞ en norme L2x(L1X).
On obtient donc un résultat de convergence à vitesse exponentielle en supposant que l’état
stationnaire n’est pas "trop agité", au sens où la partie symétrique du gradient de vitesse
n’est pas trop grand.
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1.4 Energie libre pour les modèles macroscopiques
Dans cette section, nous nous intéressons aux modèles macro-macro. L’objectif est
d’analyser le comportement en temps long pour les modèles macro-macro en utilisant des
idées développées sur les modèles micro-macro. C’est l’objet de la section 1.4.1. Dans la
section 1.4.2, on utilise ensuite ces résultats pour analyser le comportement en temps long
de schémas numériques pour les modèles macro-macro, en proposant un nouveau critère
de stabilité.
Dans toute cette section, on suppose que
u = 0 sur ∂D.
Des généralisations sont possibles dans l’esprit de la section 1.3.4.
1.4.1 Estimées d’énergie libre
Nous avons vu dans la section 1.3.3 que pour analyser le comportement en temps long
des modèles micro-macro, il fallait utiliser l’énergie libre Re2
∫











plutôt que l’énergie Re2
∫





Πψ. Par ailleurs, nous avons remarqué que cer-
tains modèles macro-macro (comme le modèle Oldroyd-B par exemple) sont équivalents
à des modèles micro-macro. Il apparaît alors naturel de regarder comment se traduisent
les résultats obtenus sur le comportement en temps long des modèles micro-macro sur les
modèles macro-macro. Cette section est basée sur l’article [tl17]. On renvoie également
aux articles [65, 15, 79, 104] pour des considérations similaires.
Commençons par analyser le modèle Oldroyd-B, dont on sait qu’il est équivalent au
modèle du dumbell hookéen. Pour simplifier la présentation, on réécrit ce modèle en terme




τ + Id (31)
qui s’écrit dans la version micro-macro : σ = E(Xt ⊗ Xt). Noter que σ est un tenseur
symétrique défini positif. Le système (9) devient, avec ce nouveau jeu de variables (u, p, σ) :









L’équivalent de l’estimée d’énergie (21) est obtenu à partir du modèle macro-macro (32),
d’une part en multipliant l’équation sur u par u et en intégrant sur le domaine D (ce qui







|u|2 + (1− ǫ)
∫
D




σ : ∇u (33)
















où d est la dimension du domaine D, et |D| sa mesure de Lebesgue. Par combinaison


























On vérifie que cette égalité est équivalente à (21) pour des dumbells hookéens (Π =
‖X‖2/2). Elle présente donc les mêmes défauts que l’égalité (21) pour étudier le com-
portement en temps long, liés au terme positif dans le membre de droite de (35).
On cherche maintenant à écrire l’estimée d’énergie libre (28), dans le cas du modèle
hookéen, en terme de la contrainte τ (ou plutôt du tenseur σ). Pour le modèle hookéen,
les densités de probabilités ψ et ψ∞ sont gaussiennes (et centrées), donc il semble naturel
de pouvoir réexprimer (28) en terme de σ = E(Xt ⊗ Xt) (qui caractérise complètement
la loi de Xt). On vérifie que l’équivalent de l’estimée d’énergie libre (28) est obtenu par










tr(σ−1 − Id), (36)
qui dérive de l’équation sur σ en la contractant par σ−1, en intégrant sur D, et en utilisant
l’identité de Jacobi :
((∂t + u · ∇)σ) : σ−1 = (∂t + u · ∇) tr lnσ. (37)
En combinant (33)+ ǫ2We(34)-
ǫ























On vérifie que (38) est l’équivalent de (28). En particulier, en utilisant l’identité matricielle
suivante : pour toute matrice M symétrique définie positive :
0 ≤ tr(M − lnM − Id) ≤ tr(M +M−1 − 2Id),
et l’inégalité de Poincaré (29), on en déduit la convergence exponentielle en temps long
vers l’équilibre (u∞, σ∞) = (0, Id).
Ce résultat obtenu sur le modèle Oldroyd-B peut être utilisé pour intuiter de bonnes
énergies afin d’étudier le comportement en temps long d’autres systèmes macro-macro, qui
ne sont pas équivalents à un modèle micro-macro de la forme (10). Ainsi pour le modèle































En utilisant ensuite l’identité matricielle : pour toute matriceM symétrique définie positive
de taille d× d,























(− ln(detσ)− b ln (1− tr(σ)/b))
décroit exponentiellement vite vers 0.
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1.4.2 Schémas numériques dissipatifs pour l’énergie libre
Nous terminons cette section par une étude du comportement en temps long de cer-
tains schémas numériques pour les modèles macro-macro. Cette section est basée sur l’ar-
ticle [tl36].
La question est la suivante : quels sont les ingrédients nécessaires pour qu’un schéma
numérique pour le modèle Oldroyd-B (32) ait des propriétés dissipatives en énergie libre
semblables au problème continu (cf. (38)) ?
Avant de répondre à cette question, rappelons qu’il est courant d’utiliser des schémas
numériques sur le problème dépendant du temps pour calculer des états stationnaires,
d’où l’importance de s’assurer de la stabilité des schémas en temps long. Par ailleurs,
on a rappelé dans la section 1.2.2 qu’on observe en pratique des difficultés pour faire
converger les schémas numériques, notamment quand le nombre de Weissenberg est grand.
Ces difficultés sont peut-être liées au modèle lui-même (singularité des solutions pour
certaines géométries, explosion en temps fini de la solution continue, par exemple). Ainsi,
pour le modèle Oldroyd-B, il semble que les résultats obtenus sont parfois aberrants du
fait du modèle lui-même (cf. [84, 98, 10]), ceci pouvant être relié au fait que pour le
modèle du dumbell hookéen (qui est un modèle micro-macro équivalent) le vecteur Xt
peut s’étendre indéfiniment. Dans d’autres cas, la situation n’est pas aussi claire. Ainsi,
un schéma numérique proposé récemment dans [44, 54] et basé sur une reformulation de
l’équation (38) en terme du logarithme du tenseur σ semble donner des résultats pour
des nombres de Weissenberg supérieurs à la limite de stabilité habituelle pour les schémas
usuels. Dans ce contexte, un des objectifs de notre étude est de proposer un nouveau critère
de stabilité pour les schémas numériques, pour aider à distinguer les difficultés provenant
du schéma lui-même, des instabilités intrinsèquement contenues dans le modèle.
On introduit la formulation variationnelle à la base d’une discrétisation par éléments




Re (∂tu+ u · ∇u) · v + (1− ǫ)∇u : ∇v − pdivv + ǫ
We
σ : ∇v + q divu
+(∂tσ + u · ∇σ) : φ− (∇uσ + σ∇uT ) : φ+ 1
We




Pour obtenir l’estimée d’énergie libre (38), il faut prendre comme fonction test dans cette
équation (v, q, φ) =
(
u, p, ǫ2We(Id− σ−1)
)
.
Un schéma numérique qui permet de reproduire (38) au niveau discret est le suivant :
discrétisation par éléments finis de Scott-Vogélius ((Pd)2×Pd−1,disc en dimension d = 2 ou
d = 3) du couple vitesse pression, par éléments finis P0 de la contrainte σ, et discrétisation
des termes d’advection par la méthode des caractéristiques ou une méthode de Galerkin
discontinu. A titre d’exemple, dans ce dernier cas, la formulation variationnelle s’écrit :




h ) ∈ (Pd)2 × Pd−1,disc × (P0)3 tel que pour tout (v, q, φ) ∈ (Pd)2 ×
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+ unh · ∇un+1h
)
· v − pn+1h divv + qdivun+1h
+(1− ǫ)∇un+1h : ∇v +
ǫ
We
σn+1h : ∇v +
1
We













|unh · n|[[σn+1h ]] : φ+ = 0,
(40)
où (Kk)1≤k≤NK désigne les éléments du maillage, (Ej)1≤j≤NE les arêtes intérieures du
maillage, n la normale à l’arête, φ+ la valeur avale de φ (pour le champ de vitesse unh)
et [[σn+1h ]] = (σ
n+1
h )
+ − (σn+1h )− le saut de σn+1h au travers de l’arête. On montre alors le
résultat de stabilité sous condition CFL suivant :
Théorème 11 Pour un maillage donné, il existe une constante c0 > 0 telle que pour
tout δt < c0, il existe une unique solution au problème (40), avec σ
n+1
h symétrique définie
positive. De plus, cette solution satisfait l’estimée d’énergie libre :






























tr(σnh − lnσnh − Id).
On renvoie à l’article [tl36] pour un exposé plus détaillé des schémas numériques dissipatifs
en énergie libre. En résumé, nous montrons que :
(i) Le schéma de discrétisation des termes d’advection joue un rôle crucial dans les
preuves. Nous analysons en particulier une discrétisation par méthode des caracté-
ristiques, et une discrétisation par une méthode de Galerkin discontinu.
(ii) La discrétisation en espace de la contrainte doit contenir l’espace P0. Ceci est relié
au fait que P0 est stable pour l’application σ 7→ ǫ2We(Id− σ−1) et qu’on a besoin de
prendre φ = ǫ2We(Id− σ−1) comme fonction test.
(iii) Il est possible d’obtenir un schéma dissipatif pour l’énergie libre quelque soit la
valeur du pas du temps, en utilisant la formulation en logarithme du tenseur de
conformation récemment introduite dans [44, 54] (alors qu’une condition CFL est
nécessaire pour les schémas basés sur la formulation en σ, cf. théorème 11). De
plus, toute solution du problème en terme du logarithme du tenseur de conformation
satisfait une inégalité d’énergie libre (ce qui n’est pas le cas pour la formulation en





Cette section est consacrée à l’étude de modèles à l’échelle moléculaire. Dans la sec-
tion 2.1 on analyse des méthodes probabilistes pour calculer l’énergie fondamentale d’un
système moléculaire. La section 2.2 sur le thème de la dynamique moléculaire discute des
modèles à une échelle supérieure.
2.1 Méthodes Quantum Monte Carlo
Le terme Quantum Monte Carlo désigne un ensemble de méthodes numériques pro-
babilistes pour calculer l’énergie fondamentale d’un système moléculaire. Le problème
est le suivant. On suppose données les positions de M noyaux (approximation de Born-
Oppenheimer), et l’objectif est de calculer la structure électronique, c’est-à-dire la fonction
d’onde associée à N électrons autour des noyaux. On note dans le suite (x¯1, ..., x¯M ) les
positions des noyaux et (z1, ..., zM ) leurs charges. Mathématiquement, il s’agit de calculer
la plus petite valeur propre (l’énergie fondamentale) d’un opérateur auto-adjoint H de
domaine D(H) défini sur un Hilbert H :
E0 = inf {〈ψ,Hψ〉, ψ ∈ D(H), ‖ψ‖ = 1} . (42)
On appelle état fondamental une fonction propre (notée ψ0 dans la suite) associée à la
plus petite valeur propre. En négligeant les variables de spins, l’espace de Hilbert considéré
est l’espace des fonctions de carré intégrable sur (R3)N antisymétrique par rapport à la
position des électrons (la contrainte d’antisymétrie est liée au caractère fermionique des
électrons) :







∆ + V, avec D(H) = {u ∈ He, Hu ∈ He}













|x− x¯k| et V2(x) =
1
|x| .
Résoudre le problème (42) est un problème difficile étant donnés la précision requise sur le
calcul de E0 et le fait que c’est un problème en très grande dimension, avec une contrainte
d’antisymétrie difficile à imposer. Beaucoup de méthodes numériques ont été proposées : des
méthodes déterministes basées sur des approximations variationnelles (Hartree-Fock) ou
sur la théorie de la fonctionnelle de densité (Kohn-Sham, Thomas-Fermi), et des méthodes
stochastiques (Quantum Monte Carlo). On renvoie à [28] pour un exposé complet.
2.1.1 Variational Monte Carlo






où ψ est ici une fonction d’onde donnée. L’opérateur O est associé à une quantité physique,
par exemple O = H pour l’énergie. Dans le cadre du problème (42), cette méthode fait
typiquement partie d’une boucle d’optimisation sur les paramètres d’une fonction d’onde ψ,
que l’on cherche a ajuster au mieux pour minimiser la quantité 〈ψ,Hψ〉.
On peut réécrire le problème sous la forme du calcul d’une moyenne par rapport à une










Dans le cas O = H, OL = EL est appelé l’énergie locale.




|ψ|2(R)dR). Les algorithmes classiques (du type Markov Chain Monte Carlo)
utilisent la dynamique (appelée biased random-walk (BRW) dans ce contexte) :
dR(t) = ∇ ln |ψ|(R(t)) dt+ dW (t). (43)
En effet, sous de bonnes hypothèses, cette dynamique est ergodique pour la mesure Z−1|ψ|2(R) dR.
On utilise typiquement un schéma d’Euler pour discrétiser l’équation différentielle stochas-
tique et un pas de Metropolis Hasting pour corriger l’erreur due à la discrétisation en
temps.
Nous avons proposé dans [tl13] d’utiliser une dynamique de Langevin plutôt que la
dynamique (43), puisqu’il semble que cette dynamique a de meilleures propriétés d’ergo-
dicité (cf. [24]). La dynamique de Langevin s’écrit, pour un système de N particules de
masse m évoluant dans un potentiel V :{
dR(t) = m−1P (t)dt,
dP (t) = −∇V (R(t))dt− γm−1P (t)dt+ σdW (t). (44)
En prenant σ2 = 2γβ , la dynamique est ergodique pour la mesure









Dans la suite, on choisit donc β = 1 et V = − ln |ψ|2, de telle sorte que la marginale selon
R du couple (R(t), P (t)) échantillonne la mesure Z−1|ψ|2(R) dR.
On utilise une discrétisation en temps particulière permettant d’utiliser un pas de
Metropolis-Hasting pour corriger l’erreur due à la discrétisation en temps. Sur plusieurs
tests numériques, on observe que la dynamique de Langevin donne de meilleurs résultats
que la dynamique (43). En effet, la barre d’erreur est plus petite, et n’est pas aussi sensible
aux paramètres numériques que pour d’autres méthodes.
2.1.2 Diffusion Monte Carlo : la fixed node approximation
L’objectif de la méthode Diffusion Monte Carlo (DMC) est de calculer directement
E0 (cf. (42)) par une méthode probabiliste. Le principe consiste à introduire un problème
dépendant du temps pour lequel E0 est obtenue dans la limite d’un temps infini.
Plus précisément, soit φ(t) := e−tHψI la solution (de Hille-Yosida) du problème{
∂tφ = −Hφ,
φ(t = 0) = ψI ,
(45)
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où ψI ∈ He, ‖ψI‖ = 1 et (ψI , ψ0) 6= 0. En utilisant une décomposition spectrale de H (et
sous de bonnes hypothèses sur le potentiel V ), on vérifie que :
φ(t) =
t→∞ e
−E0t(ψI , ψ0)ψ0 +O(e−(E0+γ)t) et Hφ(t) =
t→∞E0e








où γ > 0 est le trou spectral de H. L’idée est d’utiliser une représentation probabiliste de
φ afin de calculer E0 par la formule (46). La représentation naturelle














− ∫ t0 V (x+Ws) ds)) augmente avec le temps. Il faut donc avoir
recourt à une méthode de réduction de variance. La méthode DMC utilise une réduction
de variance par fonction d’importance, la fonction d’importance étant une fonction d’onde
ψI (qui est aussi la condition initiale dans (45)) qu’on essaie en pratique de prendre aussi
proche que possible de l’état fondamental ψ0 de H (ψI est typiquement obtenue par une
des méthodes déterministes qu’on a évoquées dans l’introduction de la section 2.1).








2∆f − div(bf)− ELf,
f(t = 0) = ψ2I ,
(47)
où b = ∇ ln(|ψI |) et EL = HψI
ψI
. Pour construire une représentation probabiliste de f1, on
introduit le processus stochastique Xxt tel que X
x




t ) dt+ dWt. (48)
Pour tout t ≥ 0, on définit alors f2(t, .) par la formule : ∀φ : R3N → R,∫














Par des considérations standards (formule de Feynman-Kac) on vérifie que f2 est (comme f1)
une solution de (47) (au sens des distributions). Au vu de (46), on introduit donc la formule

























− ∫ t0 EL (Xs) ds)) , (49)
où Eψ2
I
(x)dx désigne une espérance avec X0 ∼ ψ2I (x)dx (et Xt qui satisfait (48)).
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Le problème avec cette méthode est que, en général, f2 6= f1, EDMC 6= E, et EDMC0 6=
E0. Ceci est dû au fait que bien que f2 et f1 soient deux fonctions solutions de (47) (au sens
des distributions), elles sont en général différentes. En effet, sauf dans le cas particulier où
la fonction d’importance ψI a les mêmes noeuds (où les noeuds de ψI désigne l’ensemble
ψ−1I (0)) que l’état fondamental de H, f2/ψI est nul sur la surface nodale ψ
−1
I (0), ce qui
n’est pas le cas de f1/ψI = φ. La différence EDMC0 − E0 ≥ 0 s’appelle la fixed node
approximation. Cette erreur est connue des physiciens [25]. Dans l’article [tl10], nous








V ψ2, ψ ∈ D(qH), ‖ψ‖ = 1, ψ = 0 sur ψ−1I (0)
}
,








V ψ2, ψ ∈ D(qH), ‖ψ‖ = 1
}
.
Ici, D(qH) désigne le domaine de la forme quadratique associée à l’opérateur H.
Le théorème précis est le suivant :
Théorème 12 On suppose que
(H1) ψI ∈ D(H) ∩ C2(R3N ), ‖ψI‖2 = 1, |ψI(y)| ≤ ce−c|y|,
(H2) UI = R3N \ ψ−1I (0) a un nombre fini de composantes connexes,
(H3) ∃α > 0, ∀x ∈ R3N , |ψI(x)| ≤ α⇒ ∆(ψ2I )(x) ≥ 0,
(H4) inf EL > −∞,
(H5) H est minoré et 〈HψI , ψI〉 < inf σess(H).
Ces hypothèses sont vérifiées par les fonctions d’importance ψI utilisées en pratique. Alors,
dans la limite t→ +∞, EDMC(t) converge à vitesse exponentielle vers
EDMC0 = inf{< ψ,Hψ >: ψ ∈ D(H), ‖ψ‖2 = 1, ψ−1I (0) ⊂ ψ−1(0)}.
De plus, EDMC0 ≥ E0 avec égalité si et selement si ψ−1I (0) ⊂ ψ−10 (0) où ψ0 est l’état
fondamental de H.




− ∫ t0 EL(Xxs )ds)),
et à ensuite vérifier que la fonction χ = f2/ψI est telle que pour toute composante connexe







∆v − V v dans D′(]0,+∞[×C),
v(0, ·) = ψI |C ,
v(t, x) = 0 pour x ∈ ∂C.
Noter que généralement φ = f1/ψI 6= 0 sur ∂C. Une étape important de la preuve consiste
à analyser l’équation différentielle stochastique (48), dont le terme de drift b tend vers
l’infini sur les surfaces nodales de ψI . On montre que (48) admet une unique solution qui
ne franchit pas les surfaces nodales de ψI .
2.1.3 Diffusion Monte Carlo : discrétisation
En pratique, on calcule EDMC(t) (défini par (49)) en utilisant un système de particules
(appelés marcheurs dans ce contexte) et une moyenne empirique. L’algorithme pour faire
évoluer la position du i-ème marcheur X˜it est basé sur les ingrédients suivants (cf. [100, 99,
8]) :
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– une discrétisation en temps de l’équation différentielle stochastique dX it = b(X
i
t)dt+







t+δt −W it , (50)
– une phase de réjection des positions obtenues après un pas du schéma d’Euler jusqu’à
ce que ψI(X¯it+δt)ψI(X¯
i
t) > 0 (pour éviter que la particule i ne traverse la surface
nodale de ψI entre t et t+ δt).
– Une phase de Metropolis-Hastings pour s’assurer que X¯it+δt est distribué selon ψ
2
I (x)dx.
De plus, pour contrôler la variance, les particules avec un poids exponentiel élevé sont
dupliquées, et les particules avec un poids exponentiel faible sont tuées (cf. [35] pour une
présentation générale et une analyse mathématique de ce type de méthodes).
Voici un algorithme DMC simplifié (sans phase d’acceptation / réjection), avec un
nombre fixé de marcheurs (cf. [8]). On note δt le pas de temps de discrétisation de l’équation
différentielle stochastique, et on suppose que tous les κ pas de temps, on redistribue les
particules selon leur poids. On note ∆t = κδt, ν le nombre total de pas de temps de taille
∆t et T = ν∆t le temps final. L’algorithme est le suivant :





i.i.d. selon la mesure
|ψI |2(x) dx.





les positions des particules au temps
n∆t, pour n ∈ {0, . . . , ν − 1}. Les positions des particules au temps (n + 1)∆t sont
obtenues en deux temps :
1. Déplacements des marcheurs : pour 1 ≤ j ≤ N , les positions
(




sur l’intervalle de temps (n∆t, (n+1)∆t) sont mises à jour, typiquement par un
schéma d’Euler de pas de temps δt sur l’équation différentielle stochastique (48)
(cf. (50)). Cette phase est aussi appelée phase de mutation.


























sur chacune d’entre elle un poids exp
(
−δt∑κk=1EL(Xjn∆t+kδt)) (qui corres-
pond au facteur exponentiel dans (49)). Cette phase est aussi appelée phase de
sélection.



















inclut quatre types d’erreur :
1. l’erreur due à la fixed node approximation |E0 − EDMC0 |,
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2. l’erreur liée au fait que T = ν∆t < ∞ (alors que EDMC0 est théoriquement obtenu
dans la limite T →∞),
3. l’erreur due à la discrétisation en temps,
4. l’erreur introduite par le nombre fini de particules (approximation de (49) par une
moyenne empirique, cf. (52)).
Pour les erreurs de type 1 et 2, on renvoie à la section précédente. Dans [tl14], nous
analysons sur un cas très simplifié uni-dimensionnel la convergence du système de particules
dans la limite d’un nombre infini de particules et d’un pas temps δt qui tend vers 0 (c’est-














où C(T ) (resp. C(T, ν)) est une constante qui ne dépend que de T (resp. de T et ν = T/∆t).
Nous analysons également numériquement l’influence sur la variance des résultats de la
méthode de rééchantillonnage dans la phase de reconfiguration stochastique, et proposons
un critère pour choisir la période κ entre deux reconfigurations de manière optimale (vis-
à-vis de la variance).
2.2 Dynamique moléculaire et calcul d’énergie libre
Nous abordons dans cette section des travaux portant principalement sur le calcul
d’énergie libre en dynamique moléculaire.
Le contexte est le suivant. On considère un système moléculaire de N particules, de po-
sition (x1, . . . , xN ) = x ∈ R3N et qui interagissent au travers d’un potentiel V (x1, . . . , xN ).
On note n = 3N la dimension totale. Dans l’ensemble canonique NVT, les positions des
particules se répartissent suivant la mesure de probabilité de Boltzmann-Gibbs :
µ(dx) = Z−1 exp(−βV (x)) dx, (54)
où Z =
∫
exp(−βV (x)) dx est la fonction de partition et β = (kT )−1, avec k la constante
de Boltzmann et T la température. Un des objectifs essentiels en dynamique moléculaire
est de calculer des moyennes canoniques de la forme∫
φ(x)µ(dx) (55)
pour certaines fonctionnelles φ, afin d’obtenir des “quantités macroscopiques” comme la
vraisemblance d’une conformation moléculaire, ou l’avancement d’une réaction chimique.
Les domaines d’application concernent typiquement la biologie moléculaire (calcul de re-
pliement de protéine, simulation de mécanismes moléculaires d’intérêt biologique) et la
chimie computationnelle (calcul des processus réactionnels : adsorption sur un substrat,
états de transitions, etc...). On renvoie aux monographes [1, 27, 46, 64] pour une présen-
tation générale.
Remarque 13 Pour faire le lien avec la section précédente, les positions (x1, . . . , xN ) sont
typiquement les positions des noyaux d’un système moléculaire et, dans l’idéal, on aimerait
que V (x1, . . . , xN ) soit l’énergie fondamentale associée à cette configuration des noyaux.
En pratique, il serait extrêmement coûteux de réaliser pour chaque nouvelle position des
noyaux un calcul de structure électronique, et on utilise donc en général des approximations
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pour le potentiel V , appelées champs de force. Typiquement, V est la somme de potentiels







V2(xi, xj , xk) +
∑
i<j<k<l
V3(xi, xj , xk, xl).




)12 − (σr )6) est le potentiel de
Lennard-Jones.
Le calcul de moyennes canoniques (55) est un problème en grande dimension (N est
couramment de l’ordre de plusieurs centaines de milliers, jusqu’à plusieurs millions pour
les applications en biologie) qui nécessite le recours à des méthodes de Monte Carlo, typi-
quement basées sur des chaînes de Markov (méthodes de type Markov Chain Monte Carlo,
utilisées également en statistique par exemple).
Par exemple, pour échantillonner µ, on peut utiliser Xt solution de l’équation différen-
tielle stochastique :
dXt = −∇V (Xt) dt+
√
2β−1dWt. (56)
La dynamique (56) est appelée, dans ce contexte, dynamique de gradient ou dynamique
de Langevin amortie (overdamped Langevin). Elle est à la base de toutes les méthodes que
nous considérons dans cette section. On rappelle que sous de bonnes hypothèses sur le










Remarque 14 La dynamique stochastique la plus utilisée par les physiciens est plutôt la
dynamique de Langevin :{
dXt = M
−1Pt dt,




où M est un tenseur de masse et γ un coefficient de friction. Dans la suite, on se restreint
à la dynamique de Langevin amortie (56), qui est obtenue à partir de la dynamique de
Langevin dans la limite m → 0 ou γ → ∞. La généralisation des résultats ci-dessous à la
dynamique de Langevin n’est pas en général triviale car le générateur infinitésimal associé
à cette dynamique n’est plus elliptique, ce qui rend l’analyse plus compliquée.
Ce qui rend en pratique la méthode de calcul (57) inopérante est la métastabilité du
processus Xt. En effet, la convergence T → ∞ est extrêmement longue à obtenir, du fait
de puits dans le potentiel V dans lesquels le processus Xt reste piégé très longtemps. Pour
donner une image intuitive on peut considérer le potentiel 2-dimensionnel représenté sur la
Figure 2, pour lequel la première coordonnée du processus X1t est une variable métastable
(ou variable lente).
Bien sûr, résoudre ce problème dans toute sa généralité est une tâche impossible (au-
cune méthode numérique ne peut explorer l’ensemble des puits d’un potentiel V en grande
dimension, séparés par des barrières arbitrairement grandes, en un temps de calcul raison-
nable). Nous allons donc ajouter une hypothèse supplémentaire, spécifique au cadre de la
simulation moléculaire. Nous suppons dans la suite que l’on connaît les variables lentes du
système, sous la forme d’une application
ξ : Rn → R ou ξ : Rn → T (59)
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Fig. 2 – A gauche, les lignes de niveau d’un potentiel métastable, et à droite, une représen-
tation schématique de l’évolution de la première coordonnées d’un processus stochastique
évoluant selon la dynamique (56) dans ce potentiel.
appelée coordonnée de réaction, ou variable collective. On note T = R/Z le tore uni-
dimensionel. En pratique, on peut avoir ξ : Rn → Rp (ou ξ : Rn → Tp) avec p ≪ n, mais
on suppose dans cette présentation p = 1 pour simplifier. L’ensemble des résultats sont
généralisables au cas p > 1. Pour fixer les idées, sur l’exemple de la figure 2, la coordonnée
de réaction serait ξ : (x1, x2) 7→ x1. En pratique, ξ est typiquement une distance signée
entre deux (groupes de) particules (auquel cas ξ est à valeurs dans R), par exemple pour
indexer l’évolution d’une réaction de synthétisation d’un composé, ou un angle (auquel cas
ξ est à valeurs dans T), par exemple pour caractériser la conformation d’une molécule.
La connaissance de ξ nécessite bien sûr une intuition sur le système considéré. La qualité
des méthodes que nous présentons ci-dessous dépend crucialement du choix d’une bonne
fonction ξ, et déterminer pour un système quelconque une bonne coordonnée de réaction
reste un problème compliqué. Dans la suite, on suppose que ξ est une fonction régulière
telle que |∇ξ| > 0.
A la coordonnée de réaction est associée un potentiel effectif, appelé énergie libre.
Définition 15 L’image de la mesure µ par ξ est Z−1 exp(−βA(z)) dz, où A est appelée
l’énergie libre. On vérifie que





= −β−1 lnZΣz , (60)
où Σz = {x, ξ(x) = z} est une sous-variété (régulière) de Rn, et σΣz est la mesure de
Lebesgue sur Σz.
La formule (60) découle de la formule de la co-aire [2, 43], que l’on peut voir comme une
généralisation de la formule de Fubini (intégration par tranches) : pour toute fonction








La mesure |∇ξ|−1(x)σΣz(dx) est parfois notée δξ(x)−z(dx) dans la littérature.
En utilisant le formule de la co-aire, on voit que l’on peut écrire une moyenne canonique






φdµΣz exp(−βA(z)) dz (62)
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est la mesure canonique µ conditionnée à une valeur fixée de la coordonnée de réaction.
Noter que ZΣz = exp(−βA(z)) est la fonction de partition associée à la mesure condition-
née µΣz .
On voit donc que le problème initial (calcul d’une moyenne canonique) est ramené aux
problèmes suivants :
(i) Calculer l’énergie libre A (à une constante additive près qui n’intervient plus après
normalisation, cf. (62)–(63)) ;
(ii) Echantillonner la mesure µΣz . Si ξ a été bien choisi, on peut espérer que cette tâche
soit nettement plus simple que l’échantillonnage de la mesure µ (penser à nouveau
au cas de la figure 2 pour lequel, dans les tranches Σz, le potentiel est convexe, donc
sans métastabilité).
Dans plusieurs applications, la fonctionnelle φ d’intérêt est en fait une fonction de ξ,
auquel cas le seul problème restant est le calcul de l’énergie libre (i). Par ailleurs, le calcul
de l’énergie libre présente un intérêt en soi, car les physiciens utilisent le profil d’énergie
libre pour guider leur intuition sur les mécanismes réactionnels (y compris sur des aspects
dynamiques).
Remarque 16 Il y a ici une question sous-jacente très importante pour la pratique : peut-
on donner un sens dynamique à l’énergie libre A ? De manière plus précise, est-il possible
d’écrire une dynamique effective sur la coordonnée de réaction ξ(Xt) (où Xt satisfait la
dynamique (56)) en fonction de A ? Cette question est l’objet d’un travail en cours [tl41].
Dans la suite, on s’intéresse à trois grandes classes de méthodes pour le calcul de l’éner-
gie libre A (problème (i)) : l’intégration thermodynamique (section 2.2.1), les méthodes
hors équilibre (section 2.2.2), et les méthodes adaptatives (sections 2.2.3, 2.2.4 et 2.2.5).
Pour une revue, on renvoie à [tl32] et au livre [27]. On discutera dans la section 2.2.1
l’échantillonnage d’une mesure sur une sous-variété (problème (ii)).
2.2.1 Intégration thermodynamique
L’intégration thermodynamique pour le calcul de l’énergie libre [60] est basée sur deux
ingrédients.
Le premier ingrédient est que la dérivée de A par rapport à la coordonnée de réaction
(appelée la force moyenne) peut être obtenue en échantillonnant la probabilité condition-

























V˜ = V + β−1 ln |∇ξ|, (65)










et le vecteur courbure moyenne H est :





Le deuxième ingrédient est que la dynamique contrainte :{
dXt = −∇V˜ (Xt) dt+
√
2β−1dWt +∇ξ(Xt)dΛt,
dΛt tel que ξ(Xt) = z,
(68)
admet pour mesure invariante (et, sous de bonnes hypothèses, est ergodique par rapport à)
la probabilité conditionnelle dµΣz = Z
−1
Σz
exp(−βV˜ )dσΣz . Noter qu’il faut bien utiliser le
potentiel modifié V˜ (défini par (65)) et non pas le potentiel original V . Plus précisément,
l’équation différentielle stochastique contrainte (68) s’écrit :






+ β−1H(Xt) dt, (69)
où l’opérateur de projection orthogonale P (x) est :
P (x) = Id− n(x)⊗ n(x), (70)
où n(x) = ∇ξ|∇ξ|(x) est un vecteur normal à la sous-variété Σξ(x) au point x. Cette dynamique
peut aussi s’écrire en utilisant le produit de Stratonovitch :
dXt = −P (Xt)∇V˜ (Xt) dt+
√
2β−1P (Xt) ◦ dWt. (71)
La formulation (68) avec un multiplicateur de Lagrange dΛt associé à la contrainte ξ(Xt) =
z présente l’avantage de suggérer des schémas de discrétisation (cf. le schéma (74) ci-
dessous).






avec dΛmt = −
√






















La valeur de la force moyenne en un point z et donc en pratique obtenue par une moyenne
sur une trajectoire du multiplicateur de Lagrange dΛt associé à la contrainte ξ(x) = z pour
la dynamique contrainte (68) (cf. l’équation (75) ci-dessous).









où zi désigne des points de Gauss d’une formule d’intégration, et ωi les poids associés. Des
deux problèmes (i) et (ii) mentionnés en introduction, on se ramène donc simplement au
problème (ii) : l’échantillonnage d’une mesure sur une sous-variété. Remarquer que le fait
que la partie à variation finie du processus Λt s’exprime en fonction de la force moyenne
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locale F (cf. (73)) permet de calculer A′(z) sans calculer les dérivées compliquées dans
l’expression (66) définissant F .
Dans [tl18], nous démontrons rigoureusement l’ensemble de ces résultats, qui étaient
pour la plupart connus des physiciens [77, 91, 41, 29]. Nous proposons également une
méthode de réduction de variance pour le schéma numérique associé. Précisons cela. Un
schéma de discrétisation naturel pour (68) est le suivant :{
Xn+1 = Xn −∇V˜ (Xn)δt+
√
2β−1∆Wn + λn∇ξ(Xn),
où λn ∈ R est tel que ξ(Xn+1) = z, (74)
où ∆Wn = W(n+1)δt −Wnδt désigne un incrément brownien. Il s’agit d’un schéma de type
prédicteur correcteur, où l’on fait d’abord un pas du schéma d’Euler sur l’équation diffé-
rentielle stochastique non contrainte (56), puis un pas de projection sur la sous-variété Σz.











On peut réduire grandement la variance de l’estimateur 1T
∑T/δt
n=1 λn en remarquant que,
conformément à la formule (72), cet estimateur contient une partie fluctuante de moyenne
nulle correspondant à la discrétisation de la martingale Λmt . Une méthode de réduction de




2 , où λ˜n est défini par (remar-
quer le changement de signe devant l’incrément brownien par rapport à (74)) :{
X˜n+1 = Xn −∇V˜ (Xn)δt−
√
2β−1∆Wn + λ˜n∇ξ(Xn),
où λ˜n ∈ R est tel que ξ(X˜n+1) = z.
Remarque 17 Il y a bien sûr plusieurs manières de projeter la dynamique (56) sur la
sous-variété Σz, et on a choisi une méthode de projection qui se discrétise de manière très
naturelle. Il est important de remarquer que la statistique (i.e. la mesure invariante) de la
dynamique projetée dépend de la méthode de projection. Par exemple, une projection utili-
sant le potentiel de pénalisation Vk(x, z) = V (x) + k(z − ξ(x))2 (dans la dynamique (56))
permet d’échantillonner la mesure invariante µΣz , dans la limite k →∞, sans modification
du potentiel V en V˜ . Dans le cas d’une équation différentielle ordinaire (sans mouvement
brownien), les deux approches (projection "rigide" (69) et pénalisation) sont équivalentes.
Ceci est relié à une discussion dans la littérature physique sur les différences statistiques
entre l’utilisation d’une barre rigide et l’utilisation d’un ressort infiniment raide pour im-
poser une contrainte (cf. [101, 51]).
Remarque 18 On pourrait penser à utiliser un algorithme de projection différent dans
l’algorithme (74). Par exemple, on pourrait considérer (noter le changement de ∇ξ(Xn) à
∇ξ(Xn+1) par rapport à (74)){
Xn+1 = Xn −∇V˜ (Xn)δt+
√
2β−1∆Wn + λn∇ξ(Xn+1),
où λn ∈ R est tel que ξ(Xn+1) = z, (76)
qui est l’équation d’Euler Lagrange associée à la discrétisation :{
X˜n+1 = Xn −∇V˜ (Xn)δt+
√
2β−1∆Wn,
Xn+1 = argminY ∈Σz ‖X˜n+1 − Y ‖2.
On montre dans [tl18, tl19] que cette méthode de discrétisation, de même que la discré-
tisation (74) sont consistantes (dans la limite δt → 0) avec la dynamique projetée (68).
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Ceci dit, nous montrons dans [tl19], qu’une discrétisation du type (76) n’est pas néces-
sairement consistante avec la dynamique projetée associée pour une équation différentielle
stochastique générale (avec un terme de diffusion devant le mouvement brownien qui n’est
pas une constante fois l’identité). Autrement dit, les opérations de projection de la dyna-
mique et de discrétisation ne commutent pas en général. On renvoie à [tl19] pour plus de
détails.
Nous terminons cette section en évoquant un résultat de l’article [tl22]. Une question
naturelle concernant le schéma de discrétisation (74) est de savoir quelle est l’erreur induite
par la discrétisation en temps sur la mesure invariante de la dynamique. Autrement dit,
quel est l’écart entre la mesure µΣz invariante par la dynamique (68) et la mesure µ
δt
Σz
invariante par la dynamique (74), en fonction de δt. Il s’agit donc d’étendre des résultats
bien connus de vitesse de convergence faible pour la discrétisation par le schéma d’Euler des
équations différentielles stochastiques [95, 94], à des équations différentielles stochastiques
projetées. Dans [tl22], nous montrons, dans un cadre plus général, que l’erreur faible est
d’ordre 1 : il existe une constante positive δt0 telles que, pour tout pas de temps δt < δt0,








La preuve s’applique à une équation différentielle stochastique générale ergodique pour une
mesure µΣ de support une sous-variété Σ de Rn, et pour tout schéma numérique consistant
tel que le processus discrétisé est ergodique par rapport à une mesure µδtΣ portée par Σ. La
démonstration repose sur l’utilisation d’un système de coordonnées orthogonales adapté
à la sous-variété Σ. On renvoie à [tl22] pour des résultats détaillés appliqués à divers
schémas numériques.
2.2.2 Méthodes hors équilibre
Les méthodes hors équilibre pour calculer l’énergie libre ont été introduites récem-
ment [57]. Le principe est de forcer la coordonnée de réaction à bouger selon une évolution
déterministe z : [0, T ] 7→ R prescrite a priori pour évaluer la différence d’énergie libre
(A(z(t))−A(z(0)))0≤t≤T . On parle de dynamique hors équilibre, car on force la coordon-
née de réaction à avancer en temps (en imposant la contrainte ξ(Xt) = z(t)) à une vitesse
bien supérieure à celle à laquelle elle évoluerait pour la dynamique de base (56). La question
est alors la suivante : comment établir des relations entre des quantités thermodynamiques
à l’équilibre (comme la différence d’énergie libre) et des quantités calculées hors équilibre ?
Dans la littérature de physique, de tels liens ont été découverts par C. Jarzynski dans [57].
D’une point de vue mathématique, il s’agit de formules de Feynman-Kac. Détaillons cela.
Sur le modèle de (68), on introduit la dynamique hors équilibre suivante :{
dXt = −∇V˜ (Xt) dt+
√
2β−1dWt +∇ξ(Xt)dΛt,
dΛt tel que ξ(Xt) = z(t).
(77)
Plus précisément, l’équation différentielle stochastique (77) s’écrit (comparer avec (71)) :

dXt = −P (Xt)∇V˜ (Xt) dt+
√















avec dΛmt = −
√
2β−1 ∇ξ|∇ξ|2 (Xt) · dWt , dΛft = F (Xt) dt et dΛextt défini dans (78).
En utilisant une formule de Feynman-Kac, on montre dans [tl12] l’égalité suivante :
A(z(t))−A(z(0)) = −β−1 ln (E (exp(−βW(t)))) ,









A partir de cette formule, nous proposons un estimateur de A(z(t))−A(z(0)) de la forme :











où (Wmn )0≤n≤T/δt est le poids d’une m-ième réplique d’une trajectoire (discrétisée) de (77)
(et 1 ≤ m ≤M , M désignant le nombre total de répliques). Plus précisément, pour m fixé,
(Wmn )0≤n≤T/δt est défini par Wm0 = 0 et, ∀n ∈ {0, . . . , T/δt− 1}
Wmn+1 =Wmn +
z(tn+1)− z(tn)
tn+1 − tn λ
f,m
n












n ) ·∆Wmn ,
et (sur le modèle du schéma de discrétisation (74)){
Xmn+1 = X
m
n −∇V (Xmn )δt+
√
2β−1∆Wmn + λmn ∇ξ(Xmn ),
où λmn ∈ R est tel que ξ(Xmn+1) = z(tn+1).
Dans ces équations, ∆Wmn = W
m
(n+1)δt−Wmnδt, où (Wmt )t≥0,1≤m≤M désigneM mouvements
Browniens indépendants. On renvoie à [tl12] pour des illustrations numériques de cette
approche.
On peut signaler qu’en pratique, l’efficacité de ces méthodes hors équilibre pour le
calcul de l’énergie libre n’a pas été vraiment démontrée. Il apparaît en effet que la va-
riance de l’estimateur (79) explose si la variation en temps de l’application (z(t))0≤t≤T est
trop rapide. On est donc amené à utiliser des variations assez lente, ce qui se rapproche
alors d’une méthode d’intégration thermodynamique (cf. section 2.2.1). Mentionnons tout
de même le travail [87], où les auteurs proposent un algorithme comprenant une étape
de reconfiguration stochastique (du type de celle évoquée pour les algorithmes DMC, cf.
section 2.1.3) pour mieux contrôler la variance de l’estimateur.
2.2.3 Méthodes adaptatives : algorithmes
Nous abordons dans cette section les méthodes qui ont été proposées le plus récemment
pour calculer les différences d’énergie libre. Il s’agit des méthodes adaptatives, du type
Wang-Landau [103], Adaptive Biasing Force [30, 50], ou metadynamics [56], par exemple.
Dans [tl15], nous proposons un cadre unifié pour toutes ces méthodes, que nous résumons
maintenant.
Le principe des méthodes adaptatives est le suivant. Il s’agit de modifier le potentiel
vu par le processus Xt en fonction des configurations visitées, avec deux objectifs :
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(i) explorer de manière efficace l’espace des configurations,
(ii) calculer le profil d’énergie libre.
Le potentiel modifié dépend du temps et est de la forme, pour tout x ∈ Rn,
Vt(x) = V (x)−At(ξ(x)),
où At est une approximation de l’énergie libre à l’instant t, au vu des configurations visitées
par le système jusqu’à cet instant. On cherche à faire évoluer At de manière à ce que
limt→∞At = A (cf. objectif (ii) ci dessus).
Pour comprendre comment mettre à jour At, faisons l’hypothèse un instant que le
processus au temps t est immédiatement à l’équilibre par rapport au potentiel Vt, i.e., que
ψ(t, ·) = ψeq(t, ·) ∝ exp(−βVt)
où ψ désigne la densité de probabilité de la variable aléatoire Xt. On peut alors calculer
une énergie libre observée, en remplaçant V par Vt dans la formule (60) :



























où F désigne la force moyenne locale (66). Ici et dans toute la suite, on note par ′ une
dérivée par rapport à la variable z (la valeur de la coordonnée de réaction). On vérifie
facilement que
Aobst = A−At et (Aobst )′ = A′ −A′t. (80)
Au vu de (80) et pour que limt→∞At = A, il semble naturel de proposer les deux types de
mise à jour suivantes (où l’on ne suppose plus cette fois le processus à l’équilibre : ψ(t, ·)
désigne la densité de probabilité de Xt) :







ψ(t, ·)|∇ξ|−1dσΣz , (81)
où τ désigne un paramètre numérique homogène à un temps ;

















τ (A−At) et donc At converge bien vers A. Un raisonnement similaire tient pour (82).
Si le processus était à l’équilibre à chaque instant (ψ = ψeq), on obtiendrait donc l’énergie
44
libre (ou sa dérivée, la force moyenne) en temps long. On espère que cela sera encore le cas
sans cette hypothèse d’équilibre instantané. C’est l’objet de la section 2.2.4.
Il est important de noter que les deux approches (ABP et ABF) sont bien différentes,
au sens où la dérivée de l’équation (81) par rapport à z n’est pas l’équation (82) (ce serait
le cas si ψ = ψeq).
Remarquer également que la méthode est construite de telle sorte que si un état sta-
tionnaire est atteint, i.e. si (ψ(t, ·), At) converge en temps long vers un couple (ψ∞, A∞),
alors, nécessairement, A∞ = A (à une constante additive près). Il suffit pour s’en rendre
compte d’écrire les formules (81) et (82) avec (ψ(t, ·), At) = (ψ∞, A∞).
Pour le moment, nous n’avons pas précisé la dynamique sous-jacente pour Xt : notre
discussion est valable aussi bien pour une dynamique de Langevin (58), que pour une
dynamique de gradient (56). Pour fixer les idées, écrivons le sytème complet pour une
dynamique adaptative de type ABF (82) (en prenant formellement τ = ∞ : mise à jour
instantanée de A′t), construite à partir d’une dynamique de gradient (56) :{
dXt = −∇(V −At ◦ ξ)(Xt) dt+
√
2β−1dWt,
A′t(z) = E (F (Xt)|ξ(Xt) = z) ,
(83)
où ◦ désigne ici l’opérateur de composition et E (F (Xt)|ξ(Xt) = z) désigne une espérance













On vérifie que les équations (83) et (84) sont bien équivalentes, car la mesure conditionnée
de la loi de probabilité ψ(x) dx sachant que ξ(x) = z est donnée par ψ|∇ξ|
−1dσΣzR
ψ|∇ξ|−1dσΣz (ceci
découle de la formule de la co-aire (61)).
Cette dynamique est connue des physiciens [30, 50] sous le nom de Adaptive Biasing
Force method, sous une forme "proche" où on approxime l’espérance conditionnelle par une
moyenne ergodique (cf. la section suivante).
L’intérêt du cadre que nous proposons pour les algorithmes adaptatifs est qu’il permet
de comprendre un grand nombre de méthodes adaptatives dans un formalisme similaire, et
d’imaginer de nouvelles méthodes, notamment en jouant sur la manière de mettre à jour
At et A′t (on a ici donné la méthode la plus simple, pour simplifier l’exposé). On renvoie
à [tl15] pour plus de détails. De plus, ce cadre permet d’étudier la (vitesse de) convergence
de certains algorithmes adaptatifs (cf. section 2.2.4) et de proposer de nouvelles méthodes
de discrétisation (cf. section 2.2.5).
Remarque 19 D’un point de vue probabiliste, les méthodes adaptatives que nous avons
décrites peuvent être vues comme des méthodes de réduction de variance par fonction d’im-
portance, avec une fonction d’importance adaptative. En effet, en partant du principe que
pour un bon choix de ξ, la dynamique (83) converge plus vite vers l’équilibre que la dyna-
mique (56) (ce que l’on va démontrer dans la section suivante), on dispose d’une méthode
qui permet d’échantillonner des mesures métastables. Cette remarque donne à ces méthodes
une portée assez générique, du moins pour les applications dans lesquelles on peut intuiter
une bonne "direction de métastabilité". On donne cette "direction", et l’algorithme calcule
automatiquement une bonne fonction d’importance "dans cette direction". Nous explorons
dans [tl44] ces méthodes pour l’échantillonnage de mesures a posteriori en statistiques
bayésiennes (qui sont connues pour être métastables).
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2.2.4 Méthodes adaptatives : étude théorique
L’objectif de cette section théorique est de prouver, pour la dynamique (83), que A′t
converge vers A′ (objectif (ii) de la section précédente), et de déterminer à quelle vitesse
la convergence a lieu (objectif (i) de la section précédente). Autrement dit, on cherche à
déterminer en quoi est-ce que la dynamique (83) converge plus vite vers un état stationnaire
que la dynamique de gradient (56) dont on a dit qu’elle était inutilisable en pratique car
métastable. Cette section s’appuie sur l’article [tl20].
Pour montrer que la dynamique (83) va plus vite vers un état stationnaire que (56),
il faut décider d’une mesure de la vitesse de convergence. Il y a plusieurs manières de
quantifier un comportement métastable, comme par exemple le temps de sortie des puits de
potentiel, la variance asymptotique des estimateurs considérés, le temps de “décorrélation”
du processus Xt ou la vitesse de convergence de la loi de Xt vers µ. Dans le suite, c’est ce
quatrième critère que l’on choisit.
Commençons par rappeler une analyse classique de la vitesse de convergence vers l’équi-
libre pour (56). On rappelle qu’associée à la dynamique (56), on peut écrire une équation
de Fokker-Planck (linéaire) sur la densité φ de Xt solution de (56) :
∂tφ = div(∇V φ+ β−1∇φ). (85)
Par une analyse basée sur une estimée d’entropie (cf. section 1.3.2), on montre que
H(φ(t, ·), φ∞) ≤ H(φ(0, ·), φ∞) exp(−2β−1Rt) (86)
où φ∞ = Z−1 exp(−βV ) est la densité de la mesure µ, et on a supposé que le potentiel V
est tel que la mesure µ satisfait une inégalité de Sobolev logarithmique de constante R (cf.
Définition 4). Par l’inégalité de Csiszar-Kullback (24), on en déduit la convergence vers 0 de∫ |φ(t, ·)−φ∞| à vitesse exponentielle, avec un taux β−1R. On considère donc dans la suite
que (56) à un comportement métastable si et seulement si R est proche de 0. Cette définition
est raisonnable au sens où : (i) on vérifie que R est effectivement très proche de 0 pour des
potentiels comportant des puits séparés par des barrières très hautes (ce qui correspond
à l’image intuitive d’un potentiel métastable) ; (ii) la "vraie" vitesse de convergence de la
dynamique (56) serait donnée par le trou spectral de l’opérateur div(∇V · +β−1∇·), et
on peut montrer que la dégénerescence du trou spectral pour cet opérateur implique la
dégénérescence de l’inégalité de Sobolev logarithmique pour la mesure µ (cf. [32, 11]).
Intéressons-nous maintenant à la dynamique (83). Nous allons appliquer une méthode
d’entropie pour analyser la vitesse de convergence de cette dynamique vers son état sta-
tionnaire. La difficulté par rapport à l’étude de (56) et (85) est que l’équation de Fokker-
Planck (84) est non-linéaire. Pour simplifier, nous supposons dans toute la suite que ξ est
à valeurs dans le tore :
ξ : Rn → T.
Les résultats se généralisent au cas où ξ est à valeurs dans un domaine non borné en
ajoutant un potentiel confinant adéquat (cf. [tl20], un tel potentiel étant d’ailleurs utilisé
en pratique pour les calculs d’énergie libre par de telles méthodes). De plus, nous allons
légèrement modifier la dynamique (83) pour simplifier l’étude. Nous considérons dans la
suite de cette section la dynamique :{
dXt = −∇
(





A′t(z) = E (F (Xt)|ξ(Xt) = z) ,
(87)
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associée à l’équation de Fokker-Planck :

∂tψ = div









Remarquer que dans le cas où |∇ξ| = 1 (i.e. ξ est la distance signée à Σ0) la dynamique (87)
est exactement (83). Dans le cas général, nous avons besoin de rajouter les termes fonctions
de |∇ξ| pour simplifier l’analyse. On renvoie à [tl20] pour des résultats similaires sur la
convergence de la dynamique originale (83).





ψ(t, ·)|∇ξ|−1dσΣz . (89)






La formulation "densité marginale" est justifiée par le fait que, par la formule de la co-
aire (61), on vérifie que l’image de la mesure ψ(t, x) dx par la fonction ξ est la mesure
ψξ(t, z) dz. Dans le cas ξ(x1, . . . , xn) = x1 par exemple, on a simplement (par Fubini)
ψξ(t, z) =
∫
ψ(t, z, x2, . . . , xn) dx2 . . . dxn et dµ
ξ
t (dx|z) = ψ(t,z,x2,...,xn) dx2...dxnψξ(t,z) .
Une remarque fondamentale est la suivante :
Lemme 20 Soit ψ solution de (88). Alors la marginale ψξ de ψ selon ξ définie par (89)
satisfait l’équation de la chaleur :
∂tψ
ξ − β−1∂z,zψξ = 0 sur T. (91)
Il est très facile de vérifier ce lemme dans le cas où ξ(x1, . . . , xn) = x1, en intègrant l’équa-
tion (88) par rapport à x2, . . . , xn. Dans le cas général, la preuve est basée sur la formule de
la co-aire (61). Ce premier résultat montre déjà qualitativement que la dynamique (87) va
plus vite vers son état stationnaire que la dynamique (56), du moins si ξ a été bien choisi.
On voit en effet que l’équation sur ψξ est une équation de la chaleur, correspondant à un
potentiel constant : en utilisant la dynamique adaptative, on a "aplati" le potentiel dans
la direction de la coordonnée de réaction. Si cette direction est bien la direction de méta-
stabilité principale pour (56), on a donc très fortement amélioré la vitesse de convergence
en utilisant (87).
Nous allons maintenant quantifier cela. Nous avons besoin de quelques notations sup-
plémentaires. On note ψ∞ la densité stationnaire attendue :
ψ∞ = exp(−β(V −A ◦ ξ)).
A la densité de probabilité ψ∞, on associe sa marginale selon ξ (de manière consistante
avec (89)) :
ψξ∞(z) = 1T(z),
et la mesure conditionnelle de ψ∞(x) dx sachant que ξ(x) = z (de manière consistante
avec (90)) :
dµξ∞(·|z) = Z−1Σz exp(−βV )|∇ξ|−1dσΣz ,
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|∇ξ|−1 exp(−βV )dσΣz = exp(−βA(z)).
Pour ψ une solution de (88), on introduit l’entropie totale :
E(t) = H(ψ(t, ·)|ψ∞),
l’entropie macroscopique :
EM (t) = H(ψ
ξ(t, ·)|ψξ∞),
l’entropie locale à une valeur z de la coordonnée de réaction :
























On vérifie facilement que
E(t) = EM (t) + Em(t).
Noter qu’en utilisant le Lemme 20, on sait déjà que ψξ converge vers son état stationnaire
ψξ∞ à vitesse exponentielle. En particulier :
EM (t) ≤ EM (0) exp(−2β−1rt), (92)
où
r = 4π2 (93)
est appelé dans la suite taux de convergence macroscopique. Pour étudier la convergence
de ψ vers ψ∞, il suffit donc d’étudier la convergence de Em vers zéro.
Les dénominations "macroscopique" et "microscopique" font ici référence au fait que
ξ est considéré comme une fonction qui à une configuration associe une grandeur macro-
scopique (variable lente). Les variables "orthogonales à ξ" (dans une feuille Σz) sont au
contraire des grandeurs microscopiques (variables rapides).
Dans [tl20], on montre le résultat suivant :
Théorème 21 On suppose :
(H1) ξ : Rn → T est une fonction régulière telle que |∇ξ| > 0.
(H2) V et ξ sont des fonctions régulières telles que ‖∇ξ‖L∞ ≤ m <∞ et ‖∇ΣzF‖L∞ ≤
M <∞ (où ∇Σz = P∇ (cf. (70)) désigne le gradient surfacique),
(H3) V et ξ sont telles que ∃ρ > 0, ∀z ∈ T, la mesure conditionnelle µξ∞(·|z) satisfait
une inégalité de Sobolev logarithmique de constante ρ.
Alors, on montre que
1. L’entropie microscopique Em converge à vitesse exponentielle vers zéro : ∃C > 0,
∃λ > 0, ∀t ≥ 0, √
Em(t) ≤ C exp(−λt). (94)
Plus précisément, si ρm−2 6= r, alors
λ = β−1min(ρm−2, r). (95)
Dans le cas particulier ρm−2 = r, pour tout λ < β−1min(ρm−2, r), il existe C > 0
tel que (94) est vérifié.
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2. La racine carrée de l’entropie totale
√
E, les quantités ‖ψ(t, ·)− ψ∞‖L1(Rn) et ‖A′t −
A′‖2L2(T) convergent exponentiellement vite vers zéro au taux λ.
La preuve est basée sur un calcul explicite de dEmdt et sur une majoration de |A′t(z)−A′(z)|
par l’entropie relative de µξt (·|z) par rapport à µξ∞(·|z), basée sur une inégalité de Talagrand.
Ces résultats montrent donc que, essentiellement sous une hypothèse de couplage borné
(H2) (cf. remarque 22 pour une justification de ce terme) et une hypothèse d’ergodicité
des variables microscopiques (H3), A′t converge exponentiellement vite vers A′ au taux
λ = β−1min(ρm−2, r), qui doit être comparé à β−1R dans (86). Le taux de convergence λ
est en fait seulement limité par la constante ρ de l’inégalité de Sobolev logarithmique pour
les mesures conditionnelles µξ∞(·|z). En effet, on peut rendre en pratique r aussi grand
que l’on veut de deux façons : en restreignant le domaine de calcul de l’énergie libre, ou
en utilisant une méthode de sélection pour accélérer la convergence de ψξ vers ψξ∞ (cf.
section 2.2.5). La valeur de ρ dépend évidemment du choix de la coordonnée de réaction.
Dans notre langage, une "bonne coordonnée de réaction" est telle que ρ est aussi grand
que possible.
Pour une généralisation de ces résultats (cas où ξ est à valeurs dans Tp ou Rp, cas de la
dynamique ABF non-modifiée (83), discussion d’autres jeux d’hypothèses possibles), nous
renvoyons à [tl20].
Remarque 22 Il est naturel à ce stade de se poser la question suivante : sous les hypo-
thèses du théorème 21, que peut-on dire de la constante de Sobolev logarithmique R pour
la mesure "totale" µ. Dans [tl23], nous généralisons un résultat de [47] à une fonction ξ
non-linéaire en montrant le critère suivant (appelé "critère à double-échelle") pour prouver
une inégalité de Sobolev logarithmique pour la mesure µ. Si on suppose : (i) la margi-
nale de µ selon ξ satisfait une ISL(r), (ii) les mesures conditionnelles de µ à ξ(x) = z
fixé satisfont une ISL(ρ) (ce qui est (H3) dans le théorème 21), (iii) V et ξ sont tels que
‖∇ΣzF‖L∞ ≤ M < ∞ et |∇ξ|2 ≥ m > 0 (ce qui est relié à (H2) dans le théorème 21),
















On sait prouver l’égalité pour des lois normales et une fonction ξ linéaire. Noter que le
membre de droite est majoré par min(rm, ρ), qui correspond au cas d’un couplage nul
(M = 0). L’hypothèse (iii) est appelée une hypothèse de couplage borné, car dans le cas
particulier d’une loi normale et d’une fonction ξ linéaire, ‖∇ΣzF‖L∞ mesure la covariance
entre les composantes microscopiques et les composantes macroscopiques.
Pour revenir à la question posée au début de cette remarque, on voit que la constante de
Sobolev logarithmique R pour la mesure de Boltzmann-Gibbs µ est typiquement beaucoup
plus petite que λ car la constante de Sobolev logarithmique pour la marginale de µ selon
ξ (notée r ci-dessus) est typiquement beaucoup plus petite que la constante de Sobolev
logarithmique pour la marginale de ψ∞ selon ξ (notée r ci-dessus). On peut à nouveau
penser à l’exemple très simple de la Figure 2 pour lequel r et R sont très petits pour une
grande barrière de potentiel, comparativement aux constantes r et ρ.
2.2.5 Méthodes adaptatives : discrétisation
Dans cette section, on discute la discrétisation des méthodes adaptatives, en considé-
rant (87) pour fixer les idées. Les schémas de discrétisation proposés sont généralisables à
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d’autres dynamiques adaptatives comme celles évoquées dans la section 2.2.3, y compris
quand elles sont construites à partir d’une dynamique de Langevin (58).
Dans la communauté "dynamique moléculaire", les physiciens utilisent plus volontiers
des moyennes ergodiques sur de longues trajectoires que des moyennes empiriques sur plu-
sieurs marcheurs pour calculer des moyennes. Ainsi, plutôt qu’une espérance conditionnelle,








où δǫ désigne une approximation de l’identité. Dans [tl15], nous proposons d’utiliser plu-
tôt des systèmes particulaires, avec plusieurs marcheurs en interaction et des moyennes
empiriques. Ainsi, une approximation particulaire de (87) s’écrit : pour 1 ≤ n ≤ N , N




V −ANt ◦ ξ − β−1 ln(|∇ξ|−2)
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où (Wnt )t≥0,n≥1 désigne une famille de mouvements browniens indépendants. Cette ap-
proche est plus facile à analyser mathématiquement, très facilement parallélisable, et per-
met en outre d’ajouter des mécanismes de sélection pour sélectionner les "bons marcheurs"
et tuer les "mauvais" afin d’accélérer la convergence (cf. ci-dessous). En pratique, on uti-
lise plutôt une discrétisation par histogramme de (ANt )
′ qu’une approximation de l’identité,
mais la discrétisation (96) reste représentative des méthodes standards, qui comportent ty-
piquement trois paramètres de discrétisation : le pas de temps, le nombre de marcheurs
N , et un paramètre ǫ donnant la taille caractéristique de discrétisation de la variable co-
ordonnée de réaction.
Dans [tl37], nous analysons la vitesse de convergence du système particulaire (96) dans
le cas particulier où ξ(x1, . . . , xn) = x1 et l’espace de configuration est Tn ou T × Rn−1.
Nous montrons notamment que l’erreur comporte un terme C(T,ǫ)√
N
, avec une constante
C(T, ǫ) qui dépend du temps maximum T et du paramètre ǫ. L’expression de C que nous
obtenons est cependant sous-optimale par rapport aux résultats numériques.
Nous terminons cette section en explicitant un exemple de mécanisme de sélection
possible, proposé dans [tl15]. On modifie la dynamique (88) en considérant : pour une
constante c > 0

∂tψ = div















On vérifie facilement que cette dynamique modifiée est encore telle que, si un état sta-
tionnaire (ψ∞, A′∞) est atteint, alors A′∞ = A′. De plus, par un calcul similaire à celui
permettant de prouver le Lemme 20, on montre que la marginale ψξ de ψ suivant ξ satis-
fait alors (comparer avec (91)) :
∂tψ
ξ − (β−1 + c)∂z,zψξ = 0 sur T.
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L’ajout du terme supplémentaire dans Fokker-Planck permet donc d’améliorer la "vitesse
de convergence macroscopique", qui est celle reliée au paramètre r de la section précédente
(cf. (93)). La diffusion dans l’espace de la coordonnée de réaction est plus rapide.
Le système particulaire associé à (97) consiste à modifier (96) en associant un poids















à la particule (Xn,Nt ) et à effectuer une moyenne pondérée par ces poids pour le calcul de
(ANt )
′ dans (96). En pratique, on effectue de temps en temps une étape de reconfiguration
stochastique, en dupliquant (respectivement tuant) les marcheurs qui ont le poids le plus
élevé (respectivement le plus faible), en gardant un nombre total de marcheurs constant




est discrétisée par une méthode d’histogramme pour approximer ψξ
















Ainsi, la méthode donne plus de poids aux particules qui sont dans des régions moins
explorées que les régions voisines.
On renvoie à [tl15] pour des expériences numériques montrant l’intérêt de cette mé-
thode sur un exemple concret. En pratique, on observe qu’il existe un optimum pour le
paramètre c : si c devient trop grand, la variance des résultats augmente ce qui dégrade
le résultat (noter qu’augmenter c revient à augmenter la disparité des poids et donc à




3 Ecoulements à surface libre et magnétohydrodynamique
Dans cette dernière section, nous abordons des problèmes issus d’une collaboration avec
l’entreprise Rio Tinto (anciennement Alcan puis Pechiney) sur le thème de la modélisation
des cuves d’électrolyse de l’aluminium. On renvoie au livre [tl39] pour une présentation
plus complète.
3.1 Problématique industrielle et modélisation
3.1.1 La cuve d’électrolyse de l’aluminium
Le principe de fabrication de l’aluminium est de faire passer un courant d’intensité
élevée (typiquement 300kA) dans un bain cryolithique contenant un oxyde d’aluminium :
l’alumine. Par électrolyse, l’alumine est réduit en aluminium selon la réaction :
2Al2O3 + 3C −→ 4Al + 3CO2. (98)
Par l’effet Joule (le bain étant un milieu résistant), les deux matériaux (bain et aluminium)
sont liquides (la température avoisine 1000˚ C). Nous sommes donc en présence de deux
fluides non-miscibles, séparés par une interface, et traversés par un courant électrique de
forte intensité. L’aluminium est légèrement plus dense que le bain et tombe donc au fond de
la cuve. Une différence importante entre les deux fluides est leur conductivité : l’aluminium
est 10000 fois plus conducteur que le bain.
Sur la Figure 3, on donne une représentation schématique en coupe d’une cuve d’élec-
trolyse. Le courant arrive par les anodes dans la cuve. Les anodes sont en carbone, et sont
consommées au cours de la réaction d’électrolyse (cf. (98)) : elles sont abaissées durant le
processus industriel, de manière à garder une distance entre la surface anodique et l’alumi-
nium (appelée Distance Anode Métal ou DAM) à peu près constante. Le courant traverse
ensuite les deux fluides (le bain, puis l’aluminium), puis rejoint la cathode. Les dimensions
horizontales de la cuve sont typiquement 3m× 9m. La hauteur d’aluminium est de l’ordre
de 20cm, tandis que la DAM est d’environ 5cm. La cuve est régulièrement alimentée en










































Fig. 3 – Coupe schématique d’une cuve d’électrolyse de l’aluminium.
Figure 3 l’ensemble des conducteurs qui amènent le courant à la cuve. Le positionnement
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de ces conducteurs (de même que celui des cuves voisines) joue un rôle important car il
détermine le champ magnétique créé dans la cuve (d’une intensité de l’ordre de 10−2 T ,
à comparer au champ magnétique terrestre de l’ordre de 5.10−5 T ), sous l’influence du-
quel les fluides se mettent en mouvement (entrainés par la force de Laplace ou Lorentz).
Par conséquent, l’interface libre entre les deux fluides bouge. Un des challenges industriels
est de réduire la DAM (pour réduire les pertes d’énergie par effet Joule) et d’augmenter
l’intensité (pour produire plus), tout en évitant que la nappe d’aluminium ne touche la
surface anodique (ce qui court-circuite la cuve et arrête donc la réaction d’électrolyse). Les
mesures sont très difficiles car l’environnement chimique et physique est particulièrement
mal adapté aux appareils de mesure. Un gros effort a donc été consacré depuis une quaran-
taine d’années à la modélisation des cuves d’électrolyse de l’aluminium pour comprendre
les phénomènes, les prévoir et les contrôler (cf. Chapitre 6 dans [tl39]).
3.1.2 Modélisation magnétohydrodynamique
Dans la collaboration entamée entre l’équipe du CERMICS et les industriels dans les
années 1990, l’objectif a porté sur la modélisation des phénomènes magnétiques et hydro-
dynamiques. Le modèle consiste en un couplage entre les équations de Navier-Stokes pour
deux fluides non miscibles et les équations de Maxwell. Le couplage se fait par la force
de Lorentz, et la loi d’Ohm qui tient compte des courants induits. Un point important de
la modélisation est que l’on décide que le domaine de calcul est seulement constitué de
l’ensemble des deux fluides, qui occupent un domaine Ω ⊂ R3 (la cuve) : ceci est naturel
pour le champ de vitesse, mais moins pour le champ magnétique (les équations de Max-
well sont a priori posées dans tout R3). De plus, on néglige les courants de déplacements
dans les équations de Maxwell. En écrivant alors la loi d’Ohm dans les fluides, on peut
reformuler les équations de Maxwell sous la forme d’une équation parabolique (et non plus
hyperbolique) avec comme seule inconnue l’induction magnétique (le champ électrique dis-
paraît). L’inconvénient est qu’il faut nourrir le modèle avec des conditions aux limites sur
le champ magnétique qui ne sont pas très simples à calculer, et qui doivent tenir compte du
paramètre industriel important mentionné ci-dessus : la position des conducteurs autour
de la cuve.
Voici le système d’équations considéré (on renvoie au chapitre 1 de [tl39] pour plus de
détails sur la dérivation de ce système à partir des trois ingrédients : équations de Navier-
Stokes pour deux fluides soumis à la force de Lorentz, équations de Maxwell et loi d’Ohm




























où u : [0, T ]×Ω 7→ Rd désigne la vitesse, p : [0, T ]×Ω 7→ R la pression, B : [0, T ]×Ω 7→ Rd
le champ magnétique (ou plutôt l’induction magnétique), ρ : [0, T ] × Ω 7→ R la densité
du fluide, η : R 7→ R sa viscosité, σ : R 7→ R sa conductivité, µ ∈ R la perméabilité du
vide (une constante), et g ∈ Rd le vecteur gravitation. On a noté × le produit vectoriel
et ⊗ le produit tensoriel. A l’instant initial, on se donne un champ de vitesse, un champ
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magnétique, et on suppose que pour la densité
ρ(t = 0, .) =


ρ1 > 0, constante surΩ1,
ρ2 > 0, constante surΩ2,
avec Ω1 ∪ Ω2 = Ω, |Ωi| > 0, i = 1, 2,
où |Ωi| désigne la mesure de Lebesgue de Ωi. Ainsi le domaine de calcul total Ω ⊂ Rd (avec
d = 2 ou d = 3) est séparé initialement entre une partie occupée par l’aluminium (en bas)
notée Ω1 et une partie occupée par le bain (en haut) notée Ω2. On suppose dans la suite
et pour simplifier que Ω est fixé : seule l’interface entre les deux fluides bouge (mais le
modèle et le schéma numérique se généralisent facilement pour tenir compte d’une surface
libre, par exemple). Le fait que ρ ne prenne que deux valeurs ρ1 ou ρ2 à t = 0 se propage
en temps, et on peut donc définir le domaine occupé par le fluide i à l’instant t par :
Ωi,t = {x ∈ Ω, ρ(t, x) = ρi}.
On note dans la suite Σt l’interface séparant les deux fluides :
Σt = ∂Ω1,t ∩ ∂Ω2,t.
Noter que dans le système d’équations (99) et conformément à la définition des domaines
Ωi,t, on repère un fluide par la valeur de la densité ρ ce qui explique pourquoi η et σ sont des
fonctions de ρ. Dans la suite, on note ηi (respectivement σi) la valeur η(ρi) (respectivement
σ(ρi)).
Il convient de préciser les conditions aux limites. Au niveau de l’interface Σt, on a
implicitement supposé la continuité de plusieurs grandeurs en écrivant les équations (99)
(à comprendre au sens des distributions dans Ω). On a supposé le champ de vitesse et
le champ magnétique continus (ce qui revient à supposer un équilibre thermodynamique
local sur l’interface). On a également supposé la continuité de la composante normale de la
contrainte (on reviendra sur cette hypothèse en discutant la prise en compte de la tension
de surface dans la section 3.4) et la continuité de la composante tangentielle du champ
électrique (par la loi d’Ohm, on a 1µrotB = σ(E + u×B) où E est le champ électrique) :
sur Σt

(−pId + η1(∇u+∇uT )) ∣∣∣
Ω1
· nΣ =

















où nΣ désigne la normale à Σt sortante à Ω1,t. Enfin, au bord du domaine Ω, on suppose
pour le champ magnétique des conditions aux limites du type{
B · n∂Ω = B0 · n∂Ω,
rotB × n∂Ω = rotB0 × n∂Ω,
(101)
ou
B × n∂Ω = B0 × n∂Ω, (102)
où n∂Ω désigne la normale sortante à Ω, et B0 est un champ magnétique donné (obtenu
par des mesures sur sites, ou par des caculs de magnétostatique prenant en compte la
configuration des conducteurs et le caractère ferromagnétique des parois de la cuve). On
peut vérifier que le problème magnétique est bien posé avec l’un ou l’autre jeu de conditions
au bord ((101) ou (102)). On renvoie à la section 3.8 de [tl39] pour une discussion de ces
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conditions aux limites. Pour les conditions aux limites sur le champ de vitesse, on suppose
typiquement une condition de collement (u = 0) au fond de la cuve et une condition de
glissement pur (u ·n∂Ω = 0 et la contrainte de cisaillement est nulle) sur les parois latérales.
Noter qu’on choisit une condition de glissement sur la vitesse sur les parois latérales pour
permettre aux points du bord de l’interface ∂Σt de bouger, ce qui semble naturel d’un
point de vue de modélisation. Les points du bord de l’interface resteraient fixes avec une
condition de collement pur, ce qui serait pourtant la condition aux limites standard pour
un fluide visqueux. Nous reviendrons sur ce point de modélisation dans la section 3.4.
Dans la suite, nous nous intéressons à des questions de discrétisation, d’analyse nu-
mérique des schémas, et de modélisation du mouvement des points du bord de l’interface.
Nous renvoyons aux chapitres 2 et 4 de [tl39] pour une analyse mathématique du caractère
bien posé du système (99).
Remarque 23 Nous avons décrit la modélisation dans le cadre de l’application industrielle
de la modélisation magnétohydrodynamique des cuves de l’électrolyse de l’aluminium. On
obtient un modèle pour un fluide visqueux incompressible avec surface libre en prenant
B = 0, et en ne considérant que le domaine Ω1,t avec une condition aux limite de type
contrainte nulle sur la surface libre Σt (i.e.
(−pId + η1(∇u+∇uT )) ∣∣∣
Ω1
· nΣ = 0 sur Σt
à la place de (100)). D’un point de vue mathématique, le magnétisme ne complique pas
vraiment le système d’équations par rapport à la situation d’un fluide avec surface libre,
car les équations de Maxwell sont réduites à un problème parabolique grâce à la loi d’Ohm.
Autrement dit, les difficultés essentielles pour analyser et discrétiser les équations sont
contenues dans le cas du modèle d’un fluide avec surface libre.
3.2 Discrétisation par la méthode Arbitrary Lagrangian Eulerian
La discrétisation que nous proposons est basée sur un maillage mobile, avec un suivi
explicite de l’interface, appelée méthode Arbitrary Lagrangian Eulerian ou ALE (cf. [22,
52, 90, 75] pour quelques exemples d’utilisation de cette méthode). Pour que les points du
maillage situés sur l’interface suivent le déplacement de l’interface, il faut que la composante
normale de la vitesse de déplacement du maillage sur l’interface soit égale à la composante
normale de la vitesse des fluides sur l’interface. C’est le caractère lagrangien de la méthode.
Ailleurs dans le domaine, le déplacement du maillage est arbitraire, et fait de telle sorte
à ne pas trop distordre les mailles. C’est le caractère arbitraire et eulérien de la méthode.
L’objectif de cette section est de présenter la méthode ALE, et ses principales propriétés.
Pour une présentation plus complète, nous renvoyons au chapitre 5 de [tl39] et à [tl02].
Il existe bien d’autres méthodes de suivi d’interface (notamment des méthodes utili-
sant un maillage fixe, comme les méthodes de type Volume Of Fluid [53], ou level set [93]).
L’intérêt des méthodes ALE est double : elles sont reconnues pour être très précises dans la
détermination de la position de l’interface, et la discrétisation par une méthode ALE peut
être analysée mathématiquement (on peut montrer rigoureusement, pour une méthode
ALE après discrétisation en temps et en espace, la conservation de la masse de chacun des
fluides ou encore la stabilité en norme d’énergie du schéma numérique (cf. section 3.2.3) :
ceci semble difficile pour d’autres méthodes). L’inconvénient majeur des méthodes ALE est
qu’elles ne permettent pas facilement de suivre des interfaces dans le cas de changements
topologiques (vague déferlante, création d’une goutte, etc...). Dans ce cas, un remaillage
peut-être nécessaire, ce qui rend la méthode beaucoup plus lourde. Dans le cadre de l’ap-
plication industrielle considérée, la méthode ALE semble donc appropriée car un repérage
précis de l’interface est requis et les fluides bougent suffisamment peu pour ne pas avoir de
distorsions trop grandes du maillage au cours du calcul.
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3.2.1 Formulation faible
La méthode ALE est basée sur une application Aˆt qui envoie un domaine de référence Ωˆ
(divisé en deux sous-domaines d’intersection vide Ωˆ1 et Ωˆ2 de telle sorte que Ωˆ = Ωˆ1 ∪ Ωˆ2)
sur le domaine Ω à l’instant t, de telle sorte que Aˆt(Ωˆi) = Ωi(t) (cf.figure 4). L’inverse de
la fonction Aˆt (par rapport à la variable d’espace) est notée Aˆ−1t .
Fig. 4 – Dans la méthode ALE, un domaine de référence est envoyé sur le domaine actuel
par une application Aˆt.





Pour toute fonction ψ(t, .) définie sur Ω, on note ψˆ(t, .) la fonction correspondante trans-
portée sur le domaine de référence Ωˆ par le changement de variable :
ψˆ(t, xˆ) = ψ(t, Aˆt(xˆ)). (104)
Par exemple, la vitesse du domaine w dans le référentiel courant est donnée par :
w(t, x) = wˆ(t, Aˆ−1t (x)). (105)






(t, Aˆt(xˆ)) + w(t, Aˆt(xˆ)) · ∇ψ(t, Aˆt(xˆ)). (106)
Le fait que Aˆt envoie Ωˆi sur Ωi(t) (i = 1 ou 2) est équivalent au fait que la vitesse du
domaine satisfait :
w · n∂Ωi = u · n∂Ωi sur ∂Ωi, (107)
avec i = 1 ou i = 2, et n∂Ωi le vecteur normal sortant à Ωi. La densité ρ du fluide vérifie :
ρ(t, x) = ρˆ(Aˆ−1t (x)), (108)
où ρˆ est par définition égal à ρ1 sur Ωˆ1 et ρ2 sur Ωˆ2.
Dans la suite, pour simplifier la présentation, on considère les conditions aux limites (101)
sur B, avec B0 = 0. On introduit les espaces fonctionnels suivants, respectivement pour la
vitesse u, le champ magnétique B, et la pression p :


















On introduit l’espace des fonctions tests sur le domaine de référence :
Vˆ = Wˆ = H1n(Ωˆ), Mˆ = L
2
0(Ωˆ).
Dans le référentiel actuel, les espaces de fonctions tests sont définis par :
VT = WT = {v : [0, T ]× Ω→ Rd, v(t, x) = vˆ(Aˆ−1t (x)), vˆ ∈ Vˆ }, (109)
MT = {q : [0, T ]× Ω→ R, q(t, x) = qˆ(Aˆ−1t (x)), qˆ ∈ Mˆ}. (110)
Ainsi, les fonctions tests ne dépendent pas du temps dans le référentiel de référence (pour
xˆ ∈ Ωˆ, v(t, Aˆt(xˆ)) ne dépend pas du temps), alors qu’elles en dépendent dans le référentiel
courant. L’intérêt de ce choix de fonctions tests est que numériquement (après discrétisation
en temps et en espace de la formulation variationnelle), la méthode ne nécessite à aucun
moment la réinterpolation d’une fonction après un mouvement du maillage.
Nous introduisons maintenant la formulation faible ALE du problème (99). Il s’agit de
résoudre le problème suivant : trouver une fonction Aˆt : Ωˆ→ Ω (en pratique, l’inconnue sera
plutôt la vitesse du domaine w) et (u,B, p) ∈ V ×W×M tels que (u,B)(t = 0, .) = (u0, B0)
et :
– La fonction Aˆt est régulière et envoie Ωˆi sur Ωi(t) (i = 1 ou 2). Les domaines Ωi(t)
occupés par chacun des fluides sont ainsi définis par Aˆt et la densité ρ du fluide est
définie par :
ρ(t, x) = ρˆ(Aˆ−1t (x)) = ρi, pour x ∈ Ωi(t). (111)
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∫
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(rotB ×B) · v,
∫
Ω





B · C −
∫
Ω

















Bien sûr, Aˆt n’est pas uniquement déterminé par la condition (111) : on retrouve là le
caractère arbitraire de la méthode ALE. La fonction Aˆt sera plus précisément définie dans
la section 3.2.2.
Cette formulation faible est obtenue classiquement en multipliant les équations (99) par
les fonctions tests et en intégrant par parties. On utilise également la formule de dérivation
suivante :
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Lemme 24 Pour toute fonction ψ régulière (fonction de (t, x)) et toute fonction régulière













(t, x) + φ(t, x)w(t, x) · ∇ψ(t, x) + φ(t, x)div(w(t, x))ψ(t, x)
)
dx,
ce qui introduit les termes dépendants de w liés au fait qu’on utilise un maillage (i.e. ici des
fonctions tests) mobile. Le terme
∫
Ωn+1 α divB divC où α est un paramètre positif permet
d’imposer que la condition de divergence nulle divB = 0 se propage en temps. On renvoie
à la section 5.1.1 dans [tl39] pour plus de détails.
Un point important à remarquer est que, en supposant des conditions aux limites
homogènes sur u et B, on peut écrire une estimée d’énergie pour les solutions du pro-


























|rotB|2 = 0 (114)
en utilisant l’identité : (rotB ×B) · u = −(u×B) · rotB (compensation entre les courants
induits et la force de Lorentz). Nous reviendrons ci-dessous sur cette estimée, en cherchant
des équivalents discrets à (114) pour les schémas numériques.
3.2.2 Discrétisation de la formulation faible
La discrétisation est basée sur une méthode d’éléments finis pour la formulation va-
riationnelle (112) et une discrétisation en temps implicite permettant d’avoir de bonnes





1 ∪Ωn2 au n-ième pas de temps, (où Ωni désigne une approximation
du domaine occupé par le fluide i au temps tn), joue le rôle du domaine de référence
Ωˆ = Ωˆ1 ∪ Ωˆ2 introduit à la section précédente, sur l’intervalle de temps (tn, tn+1). On
suppose le pas de temps δt constant (tn = nδt).




1 ∪ Ωn2 et le couple
(un, Bn) (approximation de (u,B)(tn, ·)), on cherche à calculer (un+1, Bn+1). Supposons




(Ωni )i=1,2 → (Ωn+1i )i=1,2
y 7→ x = y + δtwn(y) , (115)
qui est une approximation de Aˆtn+1 ◦Aˆ−1tn . Cette application définit (le maillage et donc) le
domaine occupé par chacun des fluides à l’instant tn+1 : Ω
n+1
i = An,n+1(Ωni ), pour i = 1, 2.
Pour la discrétisation en espace, les espaces d’éléments finis sont transportés par An,n+1.
Si on se donne les espaces d’éléments finis à l’instant tn par :
Vh,n = Wh,n ⊂ H1n(Ω), Mh,n ⊂ L20(Ω),
les espaces d’éléments finis à l’instant tn+1 sont définis, de manière consistante avec (109)–
(110), par :
Vh,n+1 = Wh,n = {v(tn+1, .) : Ω→ Rd, v(tn+1, x) = v(tn,A−1n,n+1(x)), v(tn, .) ∈ Vh,n},
Mh,n+1 = {q(tn+1, .) : Ω→ R, q(tn+1, x) = q(tn,A−1n,n+1(x)), q(tn, .) ∈Mh,n}.
59
On utilise ensuite la discrétisation suivante de (112) : on suppose connu (un, Bn) ∈ Vh,n,
(Ωni )i=1,2 et w
n (et donc (Ωn+1i )i=1,2) ; on calcule (u
n+1, Bn+1, pn+1) ∈ Vh,n+1 ×Wh,n+1 ×






ρun+1 · v +
∫
Ωn+1




























ρun · v +
∫
Ωn+1












Bn+1 · C −
∫
Ωn+1


















Bn · C +
∫
Ωn+1
(un+1 ×Bn) · rotC.
(116)
Noter que l’exposant n dans le domaine d’intégration Ωn indique que l’on considère le
domaine au temps tn. Ainsi, une intégrale sur le domaine Ωn+1 implique que les fonctions











div(un ◦ A−1n,n+1)un+1 · v(tn+1, .).
Quelques remarques sur cette formulation variationnelle :
– Dans la troisième ligne de (116) apparaissent deux termes fortement consistants qui
sont nécessaires pour avoir de bonnes propriétés de stabilité du schéma (cf. Sec-
tion III.5 in [96]). On a utilisé la notation :
δρ = ρ2 − ρ1. (117)
– Le schéma numérique est un schéma couplé sur les inconnues (un+1, pn+1, Bn+1). Ce
couplage est nécessaire pour montrer la stabilité du schéma numérique en reprodui-
sant au niveau discret la compensation entre courants induits et force de Lorentz.
On renvoie au chapitre 2 dans [tl39] pour une comparaison de l’algorithme couplé
et de l’algorithme ségrégé (calcul de (un+1, pn+1) puis de Bn+1).
– Les espaces d’élements finis Vh,n etMh,n pour la vitesse et la pression doivent vérifier
une condition inf-sup pour que le problème soit bien posé. En pratique, on utilise
également des méthodes de stabilisation (du type Galerkin Least Square) pour s’af-
franchir de cette difficulté et permettre d’atteindre des nombres de Reynolds plus
grands. On renvoie au chapitre 2 dans [tl39] pour plus de détails.
Pour terminer la présentation du schéma numérique, il reste à préciser comment la
vitesse wn est calculée, de manière à satisfaire (107). Nous utilisons une vitesse wn qui est
seulement verticale (wn = (0, 0, wnz )) et nous résolvons un problème de Poisson pour étendre
la valeur de wnz connue sur l’interface (et sur les bords du domaines non verticaux) à tout le
domaine. L’algorithme complet s’écrit donc : supposons que (Ωni )i=1,2 et (u
n, Bn, pn) sont
connus. Alors wn, (Ωn+1i )i=1,2 et (u
n+1, Bn+1, pn+1) sont calculés en suivant l’algorithme :
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(i) Calculer les termes définis sur Ωn dans (116).
(ii) Calculer wn = (0, 0, wnz ) en résolvant

−∆wnz = 0, sur Ωni , i = 1, 2,
∂wnz
dn




, sur le reste de ∂Ωni ,
(118)
où n∂Ωi = (n∂Ωi,x, n∂Ωi,y, n∂Ωi,z).
(iii) Bouger les noeuds du maillage selon An,n+1 (cf. (115)).
(iv) Calculer les termes définis sur Ωn+1 dans (116).
(v) Résoudre le système linéaire correspondant à (116) pour obtenir (un+1, Bn+1, pn+1).
Dans l’étape (ii), l’implémentation des conditions aux limites de Dirichlet sur wnz est sim-
plifiée en utilisant une définition des normales nΣn aux noeuds de la surface discrétisée
Σn. Une telle définition n’est pas triviale, car Σn est seulement régulière par morceaux, et
les noeuds sont justement les points singuliers de Σn. En pratique, dans le prolongement







u · nΣn soit satisfaite au niveau discret. On renvoie à la
Section 5.1.3.2 de [tl39] ou à [tl02] pour plus de détails.
3.2.3 Quelques propriétés
On donne dans cette section quelques bonnes propriétés du schéma numérique présenté
ci-dessus (cf. [tl02]).
Une propriété importante est que le schéma satisfait la Geometric Conservation Law
(GCL). Expliquons cela. Au niveau continu, on vérifie que si φ est une fonction test telle






φ(t, x) dx =
∫
Ω
φ(t, x) divw(t, x) dx. (119)
La GCL est satisfaite s’il existe un équivalent discret à (119) (cf. [76, 66, 48, 45] pour des
définitions plus ou moins similaires) :
Lemme 25 (GCL) On suppose que la vitesse de déplacement du domaine est purement
verticale : wn = (0, 0, wnz ). Soit φ une fonction définie sur Ω
n+1
i , pour i = 1 or 2. Alors le





φ ◦ An,n+1(y) dy = δt
∫
Ωni









Deux conséquences importantes de ce résultat sur le schéma numérique sont :
– la masse des fluides est conservée exactement ;
– le schéma est stable en norme d’énergie (en l’absence de gravité).
On précise cela dans les deux propositions suivantes :
Proposition 26 On suppose que (i) les normales discrètes à l’interface sont calculées de










div(un) = 0 et (iii) la GCL est satisfaite. Alors, pour i = 1, 2,
|Ωni | = |Ωn+1i |, (122)
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où |Ωni | désigne la mesure de Lebesgue du domaine Ωni .
Noter que l’hypothèse (ii) revient à dire que la fonction indicatrice du domaine Ωn1 est dans
l’espace en pression. C’est le cas pour des éléments finis du type Q2-P1disc, par exemple.
Proposition 27 On suppose que g = 0 (pas de gravité) et que les conditions aux limites sur
u et B sont homogènes. Alors (comparer avec l’estimée d’énergie au niveau continu (114),
























|Bn+1 ◦ An,n+1 −Bn|2
)
, (123)












Dans l’estimée (123), le second membre est négatif et d’ordre δt. Ce résultat montre que
le schéma numérique est stable en norme d’énergie.
Les deux propriétés (122) et (123) sont faciles à satisfaire sur un maillage fixe, mais
nécessitent des schémas particuliers sur un maillage mobile. Il est en particulier intéressant
d’obtenir une stabilité dans la norme de l’énergie (inconditionelle, en l’absence de gravité)
en ne résolvant qu’un système linéaire par pas de temps.
3.3 Un cas test important pour les applications : le rolling
Comme nous l’avons mentionné ci-dessus, l’étude de la stabilité des cuves d’électrolyse
de l’aluminium est un sujet d’investigation depuis de nombreuses années pour des cher-
cheurs en mécanique des fluides, magnétohydrodynamique, et mathématiques appliquées.
Un des phénomènes d’instabilité qui semble faire concensus entre toute les communautés
est le rolling. Il s’agit d’un mouvement d’oscillation périodique de l’interface, qui est ob-
servé en pratique sur les cuves, et qui peut dans certaines configurations s’amplifier avec
le temps et déstabiliser le processus industriel.
Le mécanisme physique qui est généralement proposé pour expliquer le rolling est le
suivant (cf. [88, 19, 31], et Figure 5). On suppose que la cuve est parcourue par un courant
électrique, et que le champ magnétique ambiant a une composante verticale non nulle. Une
perturbation initiale provoque une inclinaison de l’interface séparant l’aluminium du bain
cryolitique. Cette perturbation induit une redistribution des courants dans la cuve, due au
fait que le courant passe préférentiellement dans la zone où l’interface est la plus proche du
plan anodique (puisque le bain est très résistant par rapport à l’aluminium). Les courants
se redistribuent ensuite dans l’aluminium, et ceci induit des courants horizontaux. Ces
courants horizontaux interagissent alors avec la composante verticale du champ magnétique
pour créer une force de Lorentz horizontale, impliquant une rotation de l’interface. On
renvoie à la Figure 5 pour une illustration du phénomène.
Ce mécanisme a été très étudié. Des analyses spectrales basées sur des linéarisations
des équations (99) autour d’un état stationnaire, et des approximations de type eaux peu
profondes ont conduit à des critères pour s’assurer que l’amplitude des oscillations n’aug-
mente pas avec le temps (critères de stabilité) (cf. [88, 19, 31] et Section 6.2 dans [tl39]
pour une revue de la bibliographie sur ce sujet).
Dans [tl02, tl24, tl30], nous avons pu simuler le rolling avec le schéma numérique









Fig. 5 – Le mécanisme du rolling représenté sur une cuve cylindrique. On note j la per-
turbation du courant due à l’inclinaison de l’interface (en grisé).
confirmer le mécanisme physique proposé pour expliquer le rolling (interaction du champ
magnétique verticale avec des courants horizontaux dus aux mouvements de l’interface).
Nous avons comparé les résultats avec ceux obtenus par des approches linéaires [88, 19, 31].
Parmi les accords entre les deux approches, nous avons observés :
– L’analyse spectrale du signal temporel de la hauteur d’un point de l’interface montre
que les fréquences d’oscillation sont proches de celles prédites par l’analyse de stabilité
linéaire.
– Quand la valeur de la composante verticale du champ magnétique augmente, on ob-
serve via cette analyse spectrale que certains modes stables collisionnent, deviennent
instables, puis se stabilisent à nouveau. Le même phénomène est observé sur les
modèles linéarisés.
Ceci dit, les seuils d’instabilités pour le modèle non-linéaire (99), par exemple sur la valeur
du champ magnétique verticale, sont typiquement plus élevés qur pour les modèles linéaires.
Nous pensons que le pessimisme des modèles linéaires vis-à-vis de la stabilité des cuves est
dû aux hypothèses sous jacentes aux modèles linéarisés (cf. Section 6.2 dans [tl39]) qui
négligent plusieurs phénomènes dissipatifs (comme la viscosité des fluides, par exemple).
En particulier, pour utiliser les modèles linéarisés en pratique, les ingénieurs sont amenés
à introduire un seuil sur les parties imaginaires des valeurs propres, au-delà duquel la
cuve est considérée comme instable. Déterminer ce seuil est évidemment très délicat. Avec
un modèle non-linéaire tel que (99), nous pouvons espérer obtenir de meilleurs résultats
prédictifs, avec moins de paramètres ad hoc.
3.4 Le problème de la ligne de contact
L’étude du problème industriel nous a amené à considérer un problème de modélisation
fondamental. Il s’agit de modéliser le mouvement des points du bord de l’interface (qui sont
en contact avec la paroi et les deux fluides), ce qui est relié à un choix correct des conditions
aux limites sur la vitesse (puisque la vitesse normale de l’interface est égale à la vitesse
normale du fluide). En effet, choisir une condition aux limites de collement sur ∂Ω (u = 0)
implique de ne pas bouger les points du bords de l’interface, ce qui paraît absurde d’un
point de vue de modélisation. A l’opposé, choisir une condition de glissement pure sur ∂Ω
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(u · n∂Ω = 0 et σn∂Ω · τ = 0 où τ désigne n’importe quel vecteur tangent à ∂Ω et
σ = η(∇u+∇uT ) (124)
désigne dans cette section la partie visqueuse du tenseur des contraintes) ne semble pas
approprié non plus car dans ce cas, le fluide ne voit pas les éventuelles mouvements tan-
gentiels du bord de Ω, ce qui n’est pas physique (penser au cas test de la cavité entrainée).
Ce problème de modélisation s’appelle le problème de la ligne de contact (moving contact
line problem cf. [83, 89]).
Cette difficulté est bien sûr d’origine purement hydrodynamique, et c’est pourquoi nous
considérons dans cette section le système d’équations (99) avec B = 0. Nous verrons dans
la suite que le problème de la ligne de contact est relié à la tension de surface, et nous








+ div(ρu) = 0,
(125)
où γ désigne le paramètre de tension de surface entre les deux fluides, H la courbure
moyenne de l’interface Σ comptée positivement selon nΣ, et δΣ est défini par : pour toute





où σΣ désigne la mesure de Lebesgue (mesure surfacique) sur Σ. Le terme γHnΣδΣ au
membre de droite de (125) modélise les effets de tension de surface.
Dans la section 3.4.1, nous présentons laGeneralized Navier Boundary Condition (GNBC)
qui a été introduite dans [82] pour modéliser le mouvement de la ligne de contact. Nous
expliquons pourquoi la formulation variationnelle ALE présentée ci-dessus est bien adap-
tée pour implémenter cette condition aux limites. Dans la section 3.4.2, nous illustrons
sur un cas test proposé dans [82] l’intérêt de la GNBC. Enfin, dans la section 3.4.3, nous
dérivons des estimées d’énergie sur le problème continu pour cette condition aux limites, et
essayons de prouver des estimées similaires pour le problème discrétisé. Ceci nous amène
à introduire une extension de la Geometric Conservation Law (cf. le Lemme 25) pour des
intégrales de surface.
Cette section est basée sur les travaux [tl31, tl21].
3.4.1 La condition aux limites de Navier généralisée (GNBC)
En s’appuyant sur des simulations de dynamique moléculaire, les auteurs de [82] pro-
posent une condition aux limites pour le vecteur vitesse u sur ∂Ω permettant de modéliser
le mouvement de la ligne de contact. Pour écrire cette condition aux limites, nous de-
vons introduire quelques vecteurs définis sur le bord ∂Σ de l’interface (cf. Figure 6) :
t∂Σ = nΣ×n∂Ω est un vecteur tangent à ∂Σ, m = t∂Σ×nΣ et t∂Ω = n∂Ω× t∂Σ. On note θ
l’angle de contact entre l’interface Σ et le bord ∂Ω, mesuré dans le fluide 1 par convention.
Noter que cos(θ) = m · t∂Ω. Quand les fluides sont au repos, θ = θs (angle de contact
statique).
La condition aux limites de Navier généralisée (GNBC) s’écrit :
(u− ub) · n∂Ω = 0, (127)




· τ + σn∂Ω · τ + γ (m · t∂Ω − cos(θs)) t∂Ω · τ δ∂Σ = 0, (128)
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Fig. 6 – Le domaine Ω et plusieurs vecteurs. L’image en dimension 2 (dans le cercle en
pointillés) représente des vecteurs contenus dans un plan orthogonal à t∂Σ.
où σ est défini par (124), β est un paramètre positif et ub désigne la vitesse du bord de Ω
(dans les sections précédentes, nous avions implicitement supposé ub = 0). Dans la suite,
pour simplifier, nous supposons que
ub · n∂Ω = 0
de sorte que les fluides vivent dans un domaine Ω fixe. La première condition (127), qui
se réduit donc à u · n∂Ω = 0, est simplement la condition de non pénétrabilité. La seconde
condition (128) est une généralisation de la condition aux limites de Navier (que l’on
retrouve dans le cas γ = 0). Noter que le terme supplémentaire γ (m · t∂Ω − cos(θs)) t∂Ω ·
τ δ∂Σ mesure l’écart entre l’angle de contact dynamique et l’angle de contact statique. Ce
terme a pour support le bord de l’interface, puisque par définition (de manière consistante





où λ∂Σ désigne la mesure de Lebesgue (mesure linéique) sur ∂Σ. L’estimée d’énergie au
niveau continu présentée à la section 3.4.3 ci-dessous donnera une interprétation physique
de la GNBC en terme de tension de surface entre les fluides et la paroi (cf. remarque 30).
Il est intéressant de noter qu’il est très facile d’implémenter le terme de tension de
surface et la GNBC dans la formulation ALE présentée dans les sections 3.2.1 et 3.2.2.
La prise en compte de ces nouveaux termes dans la formulation ALE est basée sur le
théorème de la divergence surfacique(cf. [3], Equation (3.8)) : pour toute fonction test











où ∇Σ désigne le gradient surfacique. En utilisant (129), on obtient la formulation faible
suivante du problème (125)–(127)–(128) (comparer avec (112)) : trouver (u, p) ∈ VT ×MT
65






ρu · v +
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tr(∇Σv) dσΣ − β
∫
∂Ω









q div(u) = 0.
(130)
On renvoie à la section 3.2 de [tl21] pour les détails.
La discrétisation en temps, et le calcul de la vitesse du déplacement du maillage se font
de la même façon que présenté ci-dessus (cf. Section 3.2.2).
3.4.2 Simulations numériques avec la GNBC
Pour illustrer l’intérêt de la GNBC, nous considérons un cas-test proposé dans [82]. Il
s’agit d’un problème en dimension 2, périodique dans la direction horizontale (cf. Figure 7).
Deux fluides sont confinés entre deux plaques horizontales, et initialement au repos, les
interfaces les séparant étant verticales. A t = 0, les deux plaques sont animées avec une
vitesse horizontale constante, positive pour la plaque supérieure et négative pour la plaque
inférieure. On observe alors l’évolution de la forme de l’interface entre les deux fluides, et
son état stationnaire, dans deux cas : un cas symétrique, pour lequel β1 = β2 = 1.5 et
θs = π/2, et un cas asymétrique pour lequel β1 = 1.5, β2 = 0.591 et θs = arccos(0.38)





Fluid 1 Fluid 2 Fluid 1
C2C1
A
Fig. 7 – Géométrie pour la simulation de deux fluides entre deux plaques. Le domaine est
périodique dans la direction horizontale.
Sur la Figure 8, on représente l’évolution du champ de vitesse et de la forme de l’in-
terface au cours du temps. Sur la Figure 9, on montre comment la GNBC permet pour
les points situés près du bord de passer d’une situation de glissement pur (pour les points
du bord C1 et C2 situés sur la ligne de contact, cf. Figure 7) à une situation s’approchant
du collement (pour les points du bord loin de la ligne de contact comme le point A sur
la Figure 7). Enfin, sur la Figure 10, on représente les interfaces obtenues à l’état station-
naire, dans les cas symétrique et asymétrique. Cette figure est en excellent accord avec
les résultats obtenus par T.Z. Qian et al. (cf. la Figure 20 dans [83]). Noter que dans les
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travaux [82, 83], les auteurs ont également comparé ces résultats à des simulations de dy-
namique moléculaire, et obtenu de très bonnes concordances. Il serait impossible d’obtenir
ces résultats avec des conditions aux limites de glissement ou de collement.
Remarque 28 On vérifie numériquement que sans tension de surface (i.e. si γ = 0), on
n’obtient pas de solution stationnaire. En revanche, une solution stationnaire est observée si
on remplace la condition aux limites GNBC (128) par une condition aux limites de Navier





· τ + σn∂Ω · τ = 0,
en conservant le terme de tension de surface dans (125) (γ > 0). Ceci revient à considérer
la formulation variationnelle (130) avec γ
∫
∂Σ
t∂Ω ·mt∂Ω · v dλ∂Σ à la place de γ
∫
∂Σ
cos(θs)t∂Ω · v dλ∂Σ
(l’angle de contact dynamique remplace l’angle de contact statique). Le problème avec cette
condition aux limites est qu’elle ne permet pas de reproduire les observations expérimen-
tales et les simulations par dynamique moléculaire qui montrent qu’il faut introduire le
paramètre θs (angle de contact statique) pour expliquer la forme de l’interface à l’état sta-
tionnaire.
3.4.3 Estimées d’énergie et stabilité des schémas
Dans cette section, nous proposons d’étendre les résultats des sections précédentes sur
les estimées d’énergie (cf. (114) et (123)) en prenant en compte les effets de tensions de
surface, la GNBC, et la gravité.
Au niveau continu, on peut montrer le résultat suivant (comparer avec (114)) :















∣∣∇u+∇uT ∣∣2 + β ∫
∂Ω




cos(θs)t∂Ω · u dλ∂Σ, (131)
où |Σ(t)| désigne la mesure de Lebesgue de l’interface Σ(t).










La seconde égalité repose sur des résultats de géométrie différentielle (cf. [37, Equation (4.17)
p. 355]). La première égalité est basée sur (129) et sur le fait que u · nΣ = w · nΣ, et donc
u ·m = w ·m (puisque les composantes normales à ∂Ω de u et w sur ∂Σ sont nulles).
Remarque 30 Le terme dans le membre de droite de (131) peut être interprété comme
la dérivée d’une "énergie de mouillage" des fluides par rapport au bord. En effet, soit
Σi = ∂Ωi \Σ la partie de ∂Ω mouillée par le fluide i (où i = 1, 2). Alors, en utilisant (132)
pour les surfaces Σi(t), et la relation de Young :
γ1,w − γ2,w + γ cos(θs) = 0,
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Fig. 8 – Champ de vitesse aux temps t = 1, t = 10, t = 20 et t = 100 dans le cas
















Fig. 9 – Vitesse des fluides au niveau de la plaque supérieure en fonction de l’abscisse x,
dans le cas symétrique. A t = 5, l’état stationnaire n’est pas encore atteint, puisque les
points situés sur la ligne de contact n’ont pas une vitesse nulle. A t = 160, les points sur la
ligne de contact ont une vitesse nulle, tandis que les points loin de la ligne de contact ont














Fig. 10 – Forme des interfaces obtenues à l’état stationnaire, dans les cas symétrique et
asymétrique.
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La GNBC et le terme de tension de surface s’interprètent donc comme les "forces" associées
à l’énergie potentielle γ|Σ(t)|+ γ1,w|Σ1(t)|+ γ2,w|Σ2(t)|.
Dans la suite, on ne considère pas le membre de droite de (131) comme la dérivée d’une
énergie par simplicité. Il serait possible cependant de dériver une version discrète de (133),
comme nous le faisons ci-dessous pour d|Σ(t)|dt .
Nous nous proposons maintenant d’établir un équivalent discret à (131) (dans l’esprit
de (123), mais en tenant compte de la gravité, de la tension de surface et de la GNBC).
Nous avons pour cela besoin du lemme suivant, qui est une loi de conservation géométrique
surfacique (SGCL, comparer avec le Lemme 25) :
Lemme 31 (SGCL) On suppose que la vitesse de déplacement du domaine est purement
verticale : wn = (0, 0, wnz ). Soit φ une fonction définie sur Σ
n+1. Alors, si δt est suffisam-
ment petit pour vérifier :
1 + δt tr (∇Σn (wn)) ≥ 0 sur Σn, (134)





φ ◦ An,n+1 dσΣn ≥ δt
∫
Σn
φ ◦ An,n+1tr(∇Σn(wn)) dσΣn . (135)







≥ 0 sur Σn+1, (136)





φ ◦ An,n+1 dσΣn ≤ δt
∫
Σn+1
φ tr(∇Σn+1(wn ◦ A−1n,n+1)) dσΣn+1 . (137)
Dans les deux cas, la différence entre les membres de droite et de gauche des inégalités (135)
et (137) est d’ordre δt2 dans la limite δt→ 0.
Ce lemme peut être vu comme un équivalent discret de la relation (132) (dans le cas φ = 1).
En comparaison de la GCL (cf. Lemme 25), nous n’obtenons que des inégalités.
En utilisant ce lemme, nous montrons l’estimée d’énergie suivante, version discrète
de (131) (qui est une généralisation de (123)) :
Proposition 32 On suppose que la vitesse de déplacement du domaine est verticale. Alors












|∇un+1 + (∇un+1)T |2
+β(un+1 − ub, un+1)∂Ωn+1 = γ
∫
∂Σn+1




































De plus, si le fluide le plus lourd est sous le plus léger, ǫn+1g ≥ 0, et, pour un pas de temps
δt suffisamment petit, ǫn+1γ,exp ≥ 0.
Le signe de (140) est une conséquence de la SGCL. Cette proposition montre que de
l’énergie est apportée dans le système, par la discrétisation en temps.
Pour obtenir un schéma plus stable, on peut utiliser une version implicite du déplace-
ment du maillage, en remplaçant (118) par

−∆wnz = 0, sur Ωn+1i , i = 1, 2,
∂wnz
dn
= 0, sur les parties verticales de ∂Ωn+1i ,
wnz ◦ A−1n,n+1 =
un+1 · n∂Ωn+1i
n∂Ωn+1i ,z
, sur le reste de ∂Ωn+1i .
(141)












|∇un+1 + (∇un+1)T |2
+β(un+1 − ub, un+1)∂Ωn+1 = γ
∫
∂Σn+1


















Cette modification permet donc d’obtenir un schéma stable, puisque ǫng ≥ 0 (si le fluide le
plus lourd est sous le plus léger) et ǫnγ,imp ≥ 0 (pour un pas de temps suffisamment petit,
en utilisant la SGCL). Bien sûr, la résolution du problème implicite (141) nécessite de faire
plusieurs sous-itérations à chaque pas de temps, ce qui le rend beaucoup plus coûteux que
le schéma explicite considéré jusqu’à maintenant.
Dans [tl21], nous complètons ces résultats théoriques par des simulations numériques
montrant que :
– En utilisant un prédicteur pour un+1 dans (141) (un+1 ≃ 2un−un−1), on obtient un
schéma explicite, et qui semble avoir les mêmes propriétés de stabilité (142) que le
schéma implicite (141).
– Le schéma implicite (141) est parfois trop dissipatif pour des pas de temps assez
grands, et on peut le rendre moins dissipatif (et toujours stable en norme d’énergie)
en remplaçant le terme
∫
Ωn+1 ρg ·v par 12
(∫
Ωn ρg · v +
∫
Ωn+1 ρg · v
)
(et de même pour
le terme de tension de surface).
Ces deux résultats ne sont pas démontrés, mais reposent sur des constatations numériques.
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Conclusion et travaux en cours
Une grande partie de mon activité de recherche en mathématiques appliquées a pour
caractéristique de confronter des approches probabilistes (méthodes de Monte Carlo, équa-
tions différentielles stochastiques) et des approches déterministes (analyse des équations
aux dérivées partielles), en vue de l’étude de problèmes appliqués à la physique des maté-
riaux, à la chimie et à la biologie. Certaines problématiques sont issues de collaborations
industrielles : collaborations avec Rio Tinto sur le thème de la modélisation des cuves
d’électrolyse de l’aluminium, et collaboration avec Michelin sur le thème de la simula-
tion mésoscopique des élastomères. De nombreuses questions intéressantes naissent de la
confrontation de ces domaines scientifiques variés. Nous détaillons ci-dessous quelques tra-
vaux en cours sur les trois grandes thématiques examinées dans ce mémoire.
Sur le thème des modèles micro-macro pour les fluides viscoélastiques, nous cherchons
à collaborer avec des praticiens du domaine pour vérifier sur des cas-test réalistes si les
critères de stabilité de schéma basés sur l’entropie sont pertinents pour bâtir de meilleurs
schémas numériques (cf. Section 1.4.2). Par ailleurs, les méthodes qui ont été proposées
dans ce domaine pour résoudre des équations aux dérivées partielles en grande dimension
(cf. Section 1.2.4) offrent de nombreuses perspectives : applications à d’autres domaines
(en finance pour le calcul du prix des options sur panier, en dynamique moléculaire pour
le calcul de la fonction isocommitor), preuves de convergence de ces méthodes, etc... Sur
ce thème, nous travaillons également en collaboration avec Michelin sur la modélisation
multi-échelle des élastomères chargés. Ce contrat a fait l’objet de plusieurs rapports de re-
cherche confidentiels. Les développements les plus récents, en collaboration avec F. Legoll
(LAMI), concerne la modélisation des cycles d’hystérésis (et notamment de sa composante
non visqueuse) dans les expériences de chargement-déchargement. Nous avons notamment
identifié les ingrédients à l’échelle mésoscopique nécessaires à l’obtention de ce comporte-
ment macroscopique. Ce travail est en cours de rédaction (cf. [tl42]). Nous signalons enfin
un travail en cours [tl40] en collaboration avec S. Boyaval sur l’application des idées de
type reduced basis pour réduire la variance de calculs de moyennes dépendant d’un para-
mètre par méthodes de Monte Carlo, avec pour application notamment le calcul du tenseur
des contraintes dans les modèles micro-macro pour les fluides polymériques (le paramètre
étant le gradient de vitesse perçu par les polymères).
Nous poursuivons également nos travaux sur la thématique de la MHD et des écou-
lements à surface libre au travers d’encadrements de stagiaires de l’Ecole des Ponts chez
Rio Tinto. L’analyse de la stabilité des schémas numériques ALE en prenant en compte la
gravité et la tension de surface ouvre la voie à de nouvelles questions (cf. Section 3.4.3).
L’étude de la Generalized Navier Boundary Condition (cf. Section 3.4) permet d’envisa-
ger de nouvelles applications, où le rôle de la tension de surface et d’un modèle pertinent
pour la ligne de contact sont prépondérants. Nous voulons notamment nous intéresser à
la problématique de la modélisation du glissement de gouttes sur un substrat, toujours
en collaboration avec Rio Tinto. Par ailleurs, dans le cadre de l’ANR METHODE et en
collaboration avec A. Ern, nous nous intéressons à la comparaison de résultats obtenus par
Navier-Stokes avec surface libre avec ceux provenant de modèles de type eau peu profonde.
Il s’agit plus précisément d’étudier l’importance de la topographie pour des écoulements
sur des sols en pente.
En ce qui concerne les problématiques en dynamique moléculaire, nous rédigeons un
livre [tl43] pour regrouper l’ensemble de nos résultats récents sur les méthodes numé-
riques pour le calcul d’énergie libre (cf. Section 2.2). Nous poursuivons actuellement notre
recherche dans plusieurs directions :
– Utilisation de méthodes particulaires pour les dynamiques adaptatives “en grandeur
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réelle” : il s’agit d’utiliser les méthodes numériques que nous avons proposées pour
simuler des systèmes biologiques complexes (par exemple des canaux ioniques dans
les membranes cellulaires), dans un code de dynamique moléculaire utilisé par les
professionnels du domaine : NAMD. Ce travail est fait en collaboration avec G. Stoltz
et C. Chipot (CNRS, Nancy), dans le cadre de la thèse de K. Minoukadeh. De plus,
en collaboration avec F. Legoll (LAMI) et P. Fleurat-Lessard (ENS Lyon), nous
cherchons à utiliser ces méthodes pour obtenir des chemins réactionnels, dans le
cadre de l’ANR SIRE.
– Méthodes adaptatives pour l’échantillonnage de lois a posteriori en statistique bayé-
sienne : en collaboration avec N. Chopin (ENSAE) et G. Stoltz, nous essayons d’ap-
pliquer les méthodes adaptatives utilisées en dynamique moléculaire pour l’échan-
tillonnage de mesures multi-modales utilisées en statistique bayésienne ([tl44]).
– Dynamique effective et coarse-graining : en collaboration aevc F. Legoll (LAMI),
nous travaillons sur la dérivation de dynamiques réduites sur des “quantités ma-
croscopiques” à partir de dynamiques microscopiques (cf. [tl42]). Dans le langage
de la section 2.2, il s’agit essentiellement de trouver une dynamique effective (mar-
kovienne) sur la coordonnée de réaction. La littérature sur le sujet est abondante,
et nous avons choisi de travailler sur une dynamique particulière (overdamped Lan-
gevin) en utilisant des outils mathématiques originaux dans ce contexte (méthodes
d’entropie). L’objectif de cette étude est double : (i) dériver de "bonnes" dynamiques
effectives, (ii) estimer la différence entre la dynamique effective et la projection de
la dynamique microscopique. Une question sous-jacente à l’item (i) d’un grand in-
térêt pratique est : sous quelles conditions peut-on dire que la dynamique effective
est une dynamique de type (overdamped) Langevin, avec comme potentiel l’énergie
libre ? Autrement dit, l’énergie libre (quantité définie à l’équilibre thermodynamique)
porte-t-elle une information dynamique ?
– Calcul de force dans les méthodes de type QMC. Il s’agit d’élaborer des méthodes
numériques efficaces pour calculer la dérivée d’un fonction donnée sous la forme d’une
espérance d’une fonctionnelle dépendant d’un paramètre. Ce travail est en collabora-
tion avec R. Assaraf (CNRS, Université Pierre et Marie Curie) et B. Jourdain, dans
le cadre de la thèse de R. Roux.
Nous travaillons sur ces sujets en étroite collaboration avec un chimiste (P. Fleurat-Lessard,
ENS Lyon), un physicien (R. Assaraf, CNRS, Université Pierre et Marie Curie) et un bio-
logiste (C. Chipot, CNRS Nancy). De manière générale, nous nous intéressons à analyser
les capacités des méthodes adaptatives qui ont été développées en dynamique moléculaire
pour améliorer l’échantillonnage de mesures métastables, en les regardant comme des mé-
thodes de réduction de variance par une fonction d’importance adaptative. Ceci offre de
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