essential prerequisites for providing some helpful and targeted guidance. Thus, it is imperative 46 to establish a scientific evaluation system of agricultural flood influence, considering the 47 temporal and spatial characteristics of flood. 48 Recently, flood loss evaluation to agriculture has gained considerable attention for its 49 contribution to helping stakeholders make informed decisions. Two methods have been 50 developed for flood damage estimation. One is based on ex-post surveys of affected populations 51 and assets to estimate losses, which is time-consuming and strenuous. The other approach 52 employs what is known as "loss functions", which describes the relationship between flood 53 intensity and the associated loss extent (Kwak et al., 2015; Karagiorgos et al., 2016) . Flood 54 intensity can be represented by flood hazard parameters, including water depth, flow velocity, 55 flood duration, etc. The formation of loss functions is the most important procedure in the 56 formation of the latter method. The loss functions can be derived based on historical loss data, 57 questionnaire surveys and experimental evidence. Historical loss data from actual flood events 58 can be used to derive historical loss functions, which can be a guide for future events. However, 59 collapsing 11,530 rooms in houses and damaging 154,622 rooms; and 1.59 million hectares of 147 croplands were affected (Branch of the Red Cross Society of China, 2013 
Integrated Methodological Framework for Flood Impact Evaluation 164
An evaluation framework was proposed for analyzing the regional impact of floods on crop 165 production (Fig. 2) the HJ-1A/B CCD images of these two years. Therefore, in this study, we employed the same 210 crop pattern map. 211 We employed HJ-1A/B CCD images at 30 m resolution for every month from July to 212
September. The period from July to September was crucial for crop harvesting, which 213 corresponded to a joint-maturity stage for spring corn, tillering-maturity stage for rice, and 214 flowering-maturity stage for soybean. For every month, we chose the mid-month images for 215 consistency between these two years. However, owing to the effects of clouds, the consistency 216 could not be fully achieved. These images were geometrically corrected based on the images 217 from September 2013 to ensure sub-pixel geolocation accuracy. The Normalized Difference 218
Vegetation Index (NDVI) (Tucker, 1979) 
Surface Runoff Derived from a Hydrological Model 241
The SCS-CN model (Woodward et al., 2002) the SCS-CN methods might be unsuitable for shallow-water based hydrological simulation. 245 Infiltration models, such as Horton and Green-Ampt methods may be more suitable to be used 246 together with hydraulic models to predict surface runoff (Fernández-Pato et al., 2016) . But these 247 models commonly require substantial field data for model calibration and verification and are 248 not suitable for the current study. Meanwhile this study focus more on the spatial distribution 249 of flood variables' relative value by hydraulic modeling. For these reasons, this study will apply 250 SCS-CN. SCS-CN was designed to compute volume of surface runoff ( ) for a specific 251 rainfall event. The SCS-CN method is expressed as follows: 252
where is rainfall depth; is the potential maximum retention; is initial abstraction and 254 = λ , with λ generally taken as 0.2; the parameter is related to the Curve Number (CN) 255 as follows: 256
The value of CN as the only parameter in SCS-CN can be derived from the National 258
Engineering Handbook, Section-4 (SCS, 1956), which considers the catchment characteristics, 259 such as land use, soil type and antecedent soil moisture conditions. In this study, the surface 260 runoff was calculated with SCS-CN for every grid in every time step, using the cumulative 261 precipitation from the beginning of the rainfall event to the given time. Therefore, the 262 cumulative surface runoff was gained for that time. Then, surface runoff was the increment 263 calculated by subtracting the cumulative surface runoff from the previous time step. 264 As implemented for the selected watersheds, SCS-CN employed a 30 m × 30 m grid, with 265 the cumulative precipitation, antecedent soil moisture, soil type and land use for each cell. The 266 simulation period was from 3 pm on August 15 th to 6 am on August 21 th 2013, which was the 267 key period for the formation and evolution of this extreme flood event. 268 SCS-CN simulations were forced using hourly cumulative precipitation data estimated from 269 a network of 86 and 45 precipitation gauge stations for HDL and HMU, respectively (Fig. 1) . 270 The hourly precipitation data employed here were the highest temporal resolution data that we 271 can get, which were from the Hydrology Bureau of Jilin Province. The data represented the best 272 density of precipitation stations that can capture the spatial variations of precipitation. Estimates 273 of hourly cumulative precipitation and antecedent soil moisture derived as rainfall over the 5 274 days before the rainstorm within each SCS-CN grid cell were obtained by interpolating from 275 the four nearest gauges using the inverse distance squared weighting method. 276
Two-Dimensional Hydraulic Modelling 277
Outburst floods across the selected watersheds were simulated using shallow water model that is given by the following: 282
where t is the time; x and y are the Cartesian coordinates; q is the flow variable vector; f and g 284 denote the flux vectors in the x and y direction, respectively; the s is the source term vector. 285
where h denotes the water depth; qx and qy denote the unit-width discharges in x-and y directions, 288 respectively; u and v are the depth-averaged velocities in x-and y-directions, respectively; and 289 qx = uh and qy = vh; zb is the bed elevation; Cf is the bed roughness coefficient. 290 As implemented for the selected watersheds, the two-dimensional hydraulic model employed 291 a 30 m × 30 m grid, using the surface runoff, DEM and roughness coefficient in each cell as 292 inputs. The time step used for hydraulic simulating is 1 s, which can be adaptively increased 293 according to the local Courant-Friedrichs-Lewy (CFL) condition. In order for depicting the 294 whole flood process, the duration of the simulation was 136 h, which was longer than the rain 295 process (60 h) and the same as the SCS-CN model. The runoff produced during 1 hour of the 296 hydrological scheme is assumed to occur at the same rate over that time step as the input of 297 hydraulic model and the flow was routed within the domain before concentrating at the 298 watershed outlet. The topographic data were derived from ASTER GDEM version 2 developed 299 by the Ministry of Economy, Trade, and Industry of Japan (METI) and the United States 300 National Aeronautics and Space Administration (NASA). The spatial resolution of ASTER 301 GDEM is 30m, which is the finest resolution among all free downloadable topographic data in 302 China. Adequate flood simulations require not only terrain data but also hydraulic roughness 303 data of the earth's surface. The shallow water model performed the bed friction stress with 304
Manning's roughness coefficient (n). Numbers of studies estimated the Manning roughness n 305 from a lookup The necessity that the spatial resolution (30 m) is consistent between the yield loss evaluation 312 and flood simulation requires the use of millions of computational cells (2.43 million for HDL 313 and 2.95 million for HMU), hence there is a high computational cost and increased 314 computational time. To improve the computational efficiency and reduce the computation time, 315 the two-dimensional hydraulic model was carried out on GPU using NVIDIA's parallel 316 computing architecture CUDA (compute unified device architecture). 317 The model outputs for flood stage and the x and y components for flow velocity were saved 318 as grids every 1 h. The water depth (h) was determined by the difference between the flood 319 stage and bed elevation, and the streamwise velocity (u) was calculated by the vector sum of 320 the x and y velocity components. The 136 grids were averaged and maximized. Meanwhile, the 321 durations of water depth exceeding 5 cm, 10 cm and 20 cm for every grid were counted. 322
RESULTS AND DISCUSSION

323
Yield Predictions and Losses based on Flood Evaluation 324
We used a supervised classification method to produce pattern maps of three major crops for 325 the Jilin Province at the HJ-1A/B 30 m resolution (Fig. 3) . To quantitatively validate this map, 326 the classified spring corn, rice and soybean were aggregated to the county scale and compared 327 with the official planted area statistics. When compared at the county level, the classified area 328 for spring corn from the 30 m mask was well correlated with the statistical area (Classified 329 estimate=0.88*statistics area, R 2 =0.83) (Fig. 4) . For rice and corn, the classified results were 330 not as good as spring corn, but they were acceptable (R 2 =0.80 for rice and R 2 =0.70 for soybean) 331 (Fig. 4) . Hence, spring corn, rice and soybean fields were extracted for yield evaluations from 332 multi-temporal HJ-1A/B datasets. 333 The NDVI and EVI values for different crops were retrieved by using the crop pattern map 334 as mask. The NDVI and EVI values were averaged by the county level. The relationships 335 between the yield statistics data and vegetation indices at the county level were derived by SLR 336 model to obtain the most descriptive indices for yield development. The yield model equations 337 and variables are presented in the Supporting Material (Table S1 ). The models were derived 338 using SPSS software. From Table S1 , the coefficients of determination (R 2 ) were greater than 339 0.6 for spring corn and soybean. For rice, the R 2 for 2013 (R 2 =0.55) was relatively lower than 340 that of 2014 (R 2 =0.70). Meanwhile, the SLR results indicate that the most accurate indices for 341 yield prediction were different between the flood year 2013 and the benchmark year 2014. Fig.  342 5 shows the actual yield and the model predictions. Most of the data points were close to the 343 1:1 line. On the whole, the results of the empirical models based on vegetation indices can 344 sufficiently capture the yield variation of the three major crops in Jilin. 345 The predicted yield maps of the three major crops for HDL and HMU watersheds were 346 developed from regression-based models employing different indices presented in Table S1 . are confined to 500 meters buffer zones around river networks, the relative damage is obviously 361 higher than the whole catchment. For spring corn, 33% of the area displayed yield reductions 362 and the average ratio of yield loss was 19% in the buffer zones; for rice and soybean, the area 363 percentage of crop failure was 59% and 28%, and the average ratio of yield loss was 17% and 364 imagery can help us determine the spatial variation of crop yield and evaluate the yield loss 375 from floods at a high spatial resolution over large areas (Fig. 6) . 376
Flood Simulation Results 377
We coupled the two-dimensional hydraulic model with the SCS-CN hydrological model for respectively. The information included the maximum water depth, mean water depth, maximum 384 flow velocity, mean flow velocity and duration of water depth above 5 cm, 10 cm, and 20 cm. 385 In this study, the input runoff of every time step (1 s) in hydraulic modeling is generally less 386 than 1 mm, thus 1 mm can be used to discriminate the inputed runoff and accumulated water 387 flow, i.e., non-wet (maximum water depth ＜ 1 mm) and wet (maximum water depth ≥ 1 mm). 388 In the HDL basin, the areal average value of antecedent rainfall, i.e., the rainfall over the five 389 days prior to the rainstorm, was 6.27 mm. The cumulative precipitation spatially ranged from The error between the measured volume and computed volume is 10%, thus the result from 394 SCS-CN is acceptable. According to the simulation results (Fig. 7) , 41% of the watershed area 395 was wet. The average depth and maximum depth in the wet area was 0.014 m and 0.092 m, 396 respectively. The maximum flow velocity spatially varied from 0 m/s to 1.98 m/s. Moreover, 397 4.8%, 4.4% and 3.9% of the area was wet by over 5 cm, 10 cm and 20 cm, respectively. In the 398 HMU basin, the areal average value of antecedent rainfall was 9.81 mm. The cumulative 399 precipitation spatially varied from 0 mm to 172 mm during the flood. The areal precipitation 400 was 76.12 mm. Total runoff volume from SCS-CN is 62308,300 m 3 , the measured volume is 401 73839,407 m 3 from the Xiwaizi station at watershed outlet. The error between the measured 402 volume and computed volume is 16%, thus the result from SCS-CN is acceptable. From the 403 simulation results (Fig. 8) , 35% of the watershed area was wet. The average of depth and 404 maximum depth in the flooded area was 0.016 m and 0.034 m, respectively. The maximum 405 flow velocity spatially varied from 0 m/s to 2.89 m/s. Moreover, 4.4%, 2.5% and 1.4% of the 406 area was wet by over 5cm, 10cm and 20cm respectively. 407 The simulation results of the two-dimensional hydraulic model provide a clear picture of the 408 flood characteristics for the entire basin, yet maintain a high enough spatial resolution so that 409 the flooding effect on individual fields, which is highly localized, can be observed (Fig. 7 and 410 
Evaluation of Flood Characteristics on Crop Yield Losses 420
After accomplishing the yield loss evaluation based on remote sensing imagery and flood 421 simulation via hydraulic modeling, the yield loss ratio and flood characteristics can be gained 422 detailedly for every cell. Then we counted the average value of flood variables (including the 423 water depth, flow velocity, and duration at depth above 5 cm, 10 cm, and 20 cm) for cells with 424 the same yield loss ratio. Thus we can gain the average value of flood variables against every 425 1% yield loss ratio. The relationships between the flood characteristics and yield loss ratio are 426 presented in Table 1 and Figs. S3, S4, and S5. The flood characteristics include the water depth, 427 flow velocity, and duration at depth above 5 cm, 10 cm, and 20 cm. intensive focus on water depth as the main determinant parameter for flood damage might be 478 due to the limited information about other parameters, e.g., flow velocity (Kreibich et. al., 2009) . 479 However, a strong influence from flow velocity on crop loss was identified for the two 480 mountainous watersheds in this study. Thus more variables, including the flow velocity, and the 481 flood types and differences, should be taken into account in future research. 
Relationship between Most Influential Factor and Yield Loss 483
Based on the above analysis, the r of the most relevant flood parameters for the three major 484 crops were no weaker than -0.7. They showed favorable and satisfactory results, which can help 485 us understand and establish a flood factor-loss function for specific crops in a given 486 environment. In previous studies, the relationships between flood characteristics and the extent 487 of agricultural flood damage are empirical and simple, i.e., grading or linear. According to the 488 observations (Fig. 9) , the relationship between the most relevant parameters and the yield lose 489 ratio was nonlinear; that is, they did not decrease at the same rate. The coefficients of 490 determination (R 2 ) indicated that the power function archived the best results among the 491 commonly used functions, such as the linear function, exponential function, power function and 492 logarithmic function. The R 2 of the power functions were 0.86, 0.64, and 0.55 for spring corn, 493 rice and soybean, respectively. The power function has an asymptote that is parallel to the "x" 494 axis, which means, after a specific upper limit, there are large increases in the hydraulic 495 parameter that bring about a negligible increase in the loss. The implication is that power 496 function is compatible with realistic condition. Therefore, the power function can be selected 497 as the appropriate functional form for agricultural flood loss estimation. However, one point 498 should be noted: because the results in Fig. 9 were derived from a large number of points across 499 the watershed and represent the average and overall response to floods, they are different from 500 the physical factor-loss functions. 501
Extreme precipitation is inescapable, but the lessons learned from past practice can be 502 applied to reduce the damage they may inflict. Considering that historical flood damage data 
