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We give necessary and sufficient conditions for the solutions of the differential 
equation 
(P(t) x’W’ = !a> x(t) 
to be bounded together with their first derivatives. We also study the asymptotic 
behavior of the solutions. 
1. THE SECOND-ORDER DIFFERENTIAL EQUATION 
x”(t) + a(t) x’(t) + b(t) x(t) = 0 (1.1) 
has been throughly investigated by many authors. Its oscillatory character was 
considered by Coppel [4], Swanson [13], and P. Hartman [q; for problems of 
boundedness and asymptotic behavior see Sansone [12], Coppel [3], Cesari [2], 
Bellman [I], Nemytskii and V. V. Stepanov [lo]; finally numerical solutions were 
examined by Richard [ll]. 
In studying Eq. (1. l), the transformation 
x(t) = r(t) exp (- i LI a(s) ds) 
is often used to obtain the simpler equation 
where 
r”(t) = f(t) YW U.2) 
f(t) = 4-W(t) + 2-W(t) - b(t). 
This approach is useful in the investigation of oscillatory problems, but not 
too much if one considers the asymptotic behavior of the solutions of (I .I). 
Indeed, under our hypotheses, Eq. (1.2) h as always solutions which are un- 
bounded in the future. 
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In this paper the function b(t) will be assumed nonpositive and noneventually 
vanishing (i.e., 3{t,}: lim, t, = +co, et,) # 0). 
The case b(t) > 0 has been studied in an earlier paper by Marini [g]. 
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Henceforth we consider the equation in its self-adjoint form 
(P(t) ~‘W = 4(t) x(t) 
obtained from (1 .l) by taking 
(2.1) 
Ht) = exp ItI 44 ds 
q(t) = --b(t) exp l: a(s) ds 
(2.2) 
We shall assume from now that: 
(i) p c Cl[t, , + m), 4 E C[t, , + a), to > - ~0 
(ii) p(t) > 0, q(t) > 0, q(t) noneventually vanishing. 
We first prove the following: 
LEMMA 1. For every solution v = v(t) nonidentically zero of (2.1) there 
exists a t > t, , such that v(t) is monotone on (i, +co). 
Proof. We consider the function 
M(t) = p(t) v(t) v’(t): 
our assumption imply that 
M’(t) = p(t) dytj + 4(t) vyt) 2 0 Vt > to. 
Which implies that v’(t) can have at most one zero greater than to . Thus Lemma 
1 is proved. 
We now divide the set of all the solutions of (2.1) into two classes: 
A = {x = x(t), solution of (2.1): 3: x(t‘) x’(E‘) > 0} 
B = {x = x(t), solution of (2.1): Vt >, to x(t) x’(t) < 0). 
By reason of Lemma 1, solutions in class A are without loss of generality, 
either positive nondecreasing or negative nonincreasing for t 3 t, ; and similarly 
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for class B. Moreover class A is nonempty since it contains the solutions with 
positive initial conditions. 
The following lemma holds: 
LEMMA 2. If a nonzero solution of (2.1) of class A is bounded, then every 
solution of class A is bounded. 
Proof. Let x = x(t) be a bounded solution of (2.1) of class A (for instance 
x(t) positive for t > to); without loss of generality, we can choose a second 
solution y = y(t) of class A (y(t) > 0 f or t > t,) such that the Wronskian of 
these two solutions is positive. Since 
WY(t) - XWY’P) = c 
r”(t) PM r”(t) cc > 0) 
we have, by integrating on (to , t), 
44 -= 
xO + c J1: p(s;ys) r(t) Y(h) 
or 
(2.3) 
and so y = y(t) is also bounded. 
As for the class B, the following theorem holds (Hartman and Wintner [5], 
Hartman [6] and Swanson [13]): 
THEOREM 1. Equation (2.1) has a solution of class B. 
Proof. If v = v(t) is any solution of (2.1) with positive initial conditions, 
then the function 
u = u(t) = 44 s,’ p(s;v2(s) 
0 
is also solution of (2.1). Further it is linearly indipendent of v = v(t) since the 
Wronskian W(t) of these two solutions is 
W(t) = p-‘(t). 
If v = v(t) is of class A and unbounded we have 
lim u(t) _ lim t ds t++m v(t) t++m s t, p(s) G(s) = I-CT < +O” (2.4) 
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If K = +co, we could repeat the argument for the solution u = u(t) and 
for which we have necessarily 
4) 
t!z u(t) ’ -=K,<+co; 
in fact, if it were Kl = f-co, w = w(t) could not be represented as a linear 
combination of u = u(t), z, = w(t). Then there exist two solutions (for instance 
u = u(t), v = w(t)) for which (2.4) holds. If v = w(t) is of class A and unbounded 
we will show that class B is nonvoid. 
Let us consider the solution of (2.1) 
w = 4) (K - ( p(r)t2(s) ) ; 
t 
K- 
ds 
lim x(t) = lim s fo P(S) fJ2w 
t++r. t++m w-y t) 
1 
= t% p(t) w’(t) ’ 
and since p(t) w’(t) is a nondecreasing function, the limit of z = z(t) exists and 
it is finite, i.e., z = z(t) belongs to class B by Lemma 2. 
If, on the other hand, all the solutions of class A are bounded, let w = w(t), 
u = u(t) be two of these, and let 
a = pm w(t) 
b = pIlm u(t); 
then the solution of (2.1) 
z(t) = au(t) - bw(t) 
is such that lim,,, z(t) = 0, which completes the proof. 
This theorem implies that the space of solutions splits into two one-dimensional 
subspaces, one of solutions of class A and one of solutions of class B. 
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The following theorem holds: 
THEOREM 2. FOT eoery solution v = v(t) of (2.1) of class A we have 
s t ds t% to p(s) G(s) < +co 
and for every solution u = u(t) of (2.1) of class B which does not converge to zero, 
. s t t’s ds t, p(s) z?(s) 
is finite if and only if the solutions of class A are bounded. 
Proof (hint). Since every solution of (2.1) can be obtained as a linear combina- 
tion of v(t) and 
w = w s: p(s)d;2(s) 
(where v = v(t) is an arbitrary solution of (2.1)), the existence of a solution of 
class B implies the first statement of Theorem 2, and the boundedness of 
solutions of class A implies the necessary part of the second one. On the other 
hand, the boundedness of 
s t t’% ds t, p(s) G(s) 
is sufficient to state that the solutions of class A are bounded. We note that 
every solution of (2.1) of class B is bounded and, if v = v(t) E B, then p(t) d(t) 
is also bounded. 
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In this section, we give necessary and sufficient conditions for the boundedness 
of every solution of (2.1). From the results of the preceding section, the only 
solutions which may be unbounded are those of class A and so we shall study 
only these. Since Eq. (2.1) is linear, we shall assume that these solutions are 
positive. 
The following theorem generalizes a result of Moore [9, p. 141-1421: 
THEOREM 3. Ewery solution x = x(t) of (2.1) is bounded if and only if 
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Proof. Let x = x(t) be a solution of Eq. (2.1) of class A. Necessity. From 
(2.1) we have 
(p(t) WN 3 x(to) 4(t) 
and by integrating on (to , t) we get 
or 
s 
t 
X’(t) > PGO) Wo) ta P(S) o!J- 
’ p(t) + x(to) p(t) * 
By integrating again on (to , t) we obtain 
x(t) 2 x(to) + P@o> x’(to) j-1 P-w ds 
+ x(to) ( (P-w 1: 4(r) d’) ds* (3.1) 
Since x = x(t) is bounded, the necessity of the condition follows. Sufficiency. 
Equation (2.1) is equivalent to 
(PO> W)’ 
x(t) 
= q(t); 
integrating by parts on (to , t) we obtain 
P@) “tt) t + t PCs) x’2(s> ds = 
I s 44 to t, XV) 
and since p(t) > 0, we have from (3.2) 
dividing by p(t) and integrating on (to , t), we get 
log x(t) < log x(t,) + p(t$$o(o) Jt: p-l(s) ds 
+ j-1 (P-W j-1 n(r) dr) ds. 
(3.2) 
(3.3) 
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Since, for fixed a E (to, t), we have 
(3.4) 
hypothesis (i) implies 
lim s t ds --<<cc t++m to P(S) 
and then (3.3) yields the sufficiency of the condition. 
Remark 1. Since Theorem 3 gives a necessary and sufficient condition 
for the boundedness of the solutions of (2.1), the dual result for unboundedness 
also holds and it generalizes a theorem of Hochstadt [7]. 
Remark 2. The solution of (2.1) of class A are bounded above and below, 
respectively, by the relations (3.1) and (3.3). 
Remark 3. If b(t) is a continuous and nonnegative function defined on 
(t, , + co) and we consider the equation 
(p(t) X’(t)>’ + b(t) x’(t) - c?(t) x(t) = 0, (3.5) 
then one obtains the following: 
COROLLARY 1. If hypothesis (i) of Theorem 3 holds, then every solution of (3.5) 
is bounded in the future. 
The proof is a straight forward modification of that of Theorem 3, obtained 
by writing (3.5) in its self-adjoint form and observing that 
s 
t 1 
t0 P(S) exp (iI 44 P-W d7) 
js Q(Y) exp !s,’ W P-W d7) dy ds 
to 
s 
t exp ( jt: w P-Y4 J+) 
= 
to P(S) exp (1: b(7) P-‘(T) dT) 
js dy) dy ds < 1: (P-‘(S) j-1 dy) dy) ds 
to 
where 6 E (to , s). 
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Finally we have the following comparison criterion: 
COROLLARY 2. If every solution of Eq. (2.1) is bounded in the future, then so 
are the solutions of the equation 
(A(t) W)’ - 41(t) 44 = 0 
where A E CV, , + ~1, pi(t) 2 p(t) and q1 E C(t, , + a), 
jt: q(s) ds 2 j’ e(s) ds, q,(s) 2 0. 
to 
This is an immediate consequence of Theorem 3-(i). 
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In this section we examine the asymptotic behavior of the solutions of Eq. (2.1) 
of class B. We observed in the last part of the proof of Theorem 1 that, if every 
solution of (2.1) is bounded, there is always a solution which tends to zero. 
In general, this will not happen for every solutions of class B. For example, 
the equation 
2 
(t%‘(t))’ - ~ 
2t2 + 1 
x(t) = 0 
satisfies the assumptions of Theorem 3 and has the solution 
x(t) = 2 + l/P 
which is of class B and does not tend to zero. 
Furthermore, if the solutions of (2.1) of class A are unbounded, it is not 
always true that there is a solution of class B which tends to zero; for example, 
the equation 
((2 - f, x’(t))’ - + x(t) = 0 
has as solutions: 
u(t) = t of class A, v(t) = t log & of class B 
where 
lim v(t) = lj. 
*++a 
We note that, in this equation, the existence of a solution of class B which does 
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not tend to zero implies, by an obvious argument involving the dimension of 
the space of solutions, that no solution of class B may tend to zero. 
THEOREM 4. Every solution of (2.1) f 1 o c ass B tends to zero if and only if 
t’l1$ p(t) v’(t) = +a 
where v = v(t) is an arbitrary solution of class A. 
Proof. If u = u(t) is a solution of (2.1) of class B, it can be written in the form 
u(t) = 4) (Cl + c2 jy p(sJ~2(s)) cc2 f 0) 
0 
where v = v(t) is an arbitrary solution of class A. If Eq. (2.1) has an unbounded 
solution, we infer from (4.1) that 
Using the 1’H:bpital rule we obtain 
c2iPW v2w lim - ___ 
lim @) = t!E -v’(t)/$(t) = t--1+30 *-t+m p(t&t) 
and so the solutions of class B tend to zero if and only if p(t) v’(t) is unbounded. 
Assume that lim,,,, p(t) v’(t) = + co. If every solution of (2.1) is bounded, 
we get from (4.1) by dividing by -c2 , 
w = v(t) (h - jtt &) 0 (4.2) 
where k = -cl/c2 . By differentiating and multiplying by p(t) we obtain from 
(4.2) 
p(t) w = PW v’(t) k - s,t & - $)* 0 (4.3) 
ru’ow assume that limtGfm u(t) = m > 0; since lim,,,, v(t) = n > 0, we infer 
from (4.2) that 
I 
t ds 
t% t, p(s) G(s) < h 
and since u’(t) < 0, it follows from (4.3) thatp(t) v’(t) is bounded, a contradiction. 
Conversely, suppose now that 
lim p(t) v’(t) < fco 
t++OZ 
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and choose k such that 
s t 0 < k - lim ds 1 t-++m t, P(S) VW < lim++, p(t) v(t) v’(t) * 
It follows from (4.3) that 
p(t) u’(t) < 
p(t) v’(t) I 1 -- 
N,,, p(t) v(t) v’(t) v(t) < lb,+, v(t) 
-Lo. 
v(t) 
But from (4.2) 
lim n(t) > 0. t++m 
We have thus constructed a solution of class B which does not tend to zero, 
which is again a contradiction. 
We shall give now some conditions which insure the boundedness in the 
future of p(t) v’(t). 
THEOREM 5. For every solution x = x(t) of (2.1), p(t) x’(t) is bounded us 
t++mifandonlyif 
(9 ,‘j,mm J: (4(s) JtlP-‘(Y) dy) ds < +m. 
Proof. By Lemma 1 we can consider only the solutions v = v(t) of (2.1) 
that are positive increasing. 
Necessity. Let v = v(t) be a positive solution such that p(t) v’(t) is bounded. 
Since p(t) v’(t) is not decreasing, we have 
p(t) VW z Pkl) v’(t3 
or 
2(t) 3 Ato) v’(to> St P-W ds + 44,). 
to 
By multiplying by q(t) and integrating on (to , t) we get 
P(t) v’(t) 2 P(td ~‘(to> j-1 (ds) St: P-‘(Y) dy) ds 
+ v(to) [: ds) ds + PW Wd 
and, since p(t) w’(t) is bounded from above, we obtain the desired condition. 
SuJiciency. Assume (i). Let z, = v(t) be any positive nondecreasing solution. 
Setf(t) = logp(t) v’(t); then 
4(t) v(t) 
f’@) = p(t) v’(t) 
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and since 
d 
i 
w 
1 
p(t) v’2(t) - 4(t) v2(t> 1 
z p(t) n’(t) = p”(t) v’“(t) <P(t)’ 
we obtain, by integrating twice and multiplying by q(t), 
f(t) < j-1 (P(S) j-1 ~-l(r) d’) ds +f$ j-1 ds) ds +f(td (4.4) 
By reasoning as in the proof of Theorem 3 it is easily seen that Condition (i) 
implies 
s t lim t++CZ t0 d4 ds < +a 
and hence we get from (4.4): 
jjpmf(t) < +a. 
This completes the proof. 
Theorem 4 can be reformulated as follows (Hartman [6, Chap. 111). 
THEOREM 4’. Every solution of (2.1) of class B tends to zero if and only if 
Remark 4. Obviously the investigation of the asymptotic behavior of the 
solutions of class A makes sense only if (2.1) has unbounded solutions. 
COROLLARY 3. If 
then for every unbounded solution v = v(t) of (2.1) we have 
(i) v(t) N K LI p-l(s) ds (K#O) 
(ii) v(t) = 4 
(p(t) ~(w’” 
where lim,,,, w(t) = 0. 
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Proof. It follows from Theorems 4’ and 5 that for every unbounded solution 
v = w(t) of (2.1) of class A 
&p(t) w’(t) = K < +cu 
and since 
lim v(t) 
t++m t 
s t, P-W ds 
= \i&p(t) v’(t) = K 
property (i) holds. Furthermore 
K2 = lim (p(t) w’(t))” = lim (p(t) $iy(t))” 
t++m t-++m 
= t’l:“m PW 4(t) w”(t) + jjFm (p(t) w))2 
and since 
the proof is complete. 
lim p(t) q(t) w2(t) = 0 
t-1+-a 
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In this section, we consider some problems connected with the stability of (2.1). 
It is well known that stability is equivalent to the boundedness in the future of 
the solutions of (2.1) and of their first derivatives. 
The following theorem holds: 
THEOREM 6. The deriwatiwe of every bounded solution of (2.1) is bounded to 
the right if and only if 
I 
t 
6) 1$-y 
t0 q(s) ds 
P(t) 
< +a; 
furthermore, lim,,,, x’(t) = 0 for ewery bounded solution x = x(t) of (2.1) if 
and only if 
Proof. We begin by proving the first statement. 
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SzqjCenc~. Let x = x(t) be any bounded solution of (2.1); by Lemma 1 
we may consider only the cases: 
(a) x(t) > 0, of class A, lim,,,, x(t) = L; 
(b) x(t) > 0, of class B. 
(a). From 
we get, by integrating on (tO , t) 
s 
t 
x’(t) <L 
to q(s) ds 
PM 
+ P&J 44l) 
PM . 
Since (i) implies that 
liE+“m”p P-‘(t) < +a, 
we infer from (5.1) that x’ = x’(t) is bounded to the right. (b). Since 
p(t) x’(t) > PM I’ 
we have 
(5.1) 
(5.2) 
qt) > PkJ x’(to) 
PW 
or, 
, *‘(q, <P&J I ~‘(tll)l 
PW ’ 
since x = x(t) is decreasing for every t > t, . The assertion follows from (5.2). 
Necessity. Let x = x(t) be any (bounded) solution of (2.1) of class A with 
x’(t) bounded. We have 
or 
(p(t) W)’ = q(t) Ht) > 4(t) +J 
I 
t 
t0 q(s) ds 
x’(t) > al) p(t) 
+ PM 4~0) 
PP) 
and since, by assumption, x’(t) is bounded, the assertion is proved. As for the 
second statement of Theorem 6, it is easily obtained by reasoning as in the proof 
of the first part and noticing that (ii) implies that 
)iim p-‘(t) = 0. 
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From Theorems 3 and 6 we get: 
THEOREM 7. Equation (2.1) is stable if and only if the following two inequalities 
are satisjied 
Remark 5. Assuming that every solution of class A is bounded and con- 
sidering only those of class B, we obtain the following criterion of conditional 
stability: 
COROLLARY 4. Assume that all the solutions of (2.1) are bounded. Any solution 
x = x(t) of class B satisjies 
lim x(t) = /jm- x’(t) = 0 t++CC 
if and only if 
(ii) jj$rr l/p(t) = 0. 
Proof. By Theorem 4’ we need to prove only that 
lim x’(t) = 0 
t++CO iff /j$ l/p(t) = 0. 
The function 
@) = xw j-1 p(s)d;2(s) 
is a solution of (2.1) of class A and thus bounded from above; then 
K = DIES u(t) = lim (St 
ds 1 
I/- t++m t#J P(S) x2(4 x(t) 
= lim -1 
t++a p(t) x’(t) 
. 
i.e., 
P(h) I x’(t,)l <At> I x’(t)l -=c l/l K I, 
and this completes the proof. 
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Theorem 7 is equivalent to a stability criterion for the system: 
u’(t) = v(t) 
v’(t) = - g v(t) + g u(t) 
where u = u(t) is a solution of (2.1). By the change of variables 
m = 49 
%(4 = P(t) w 
Eq. (2.1) becomes equivalent to the system 
x1’(t) = p-‘(t) 4th 
x2’(t) = 4(t) x1(4- 
(5.3) 
THEOREM 8. System (5.3) is stable in the future if and only if 
jjE ltt (p-q) + q(s)) ds < +a. 
II 
(5.4) 
Proof. Theorems 3 and 5 imply that (xl(t), x2(t)) is bounded if and only 
if 
(5.5) 
(5.6) 
It follows from 
(j-1 ~(4 ds) (j-)‘-‘(s) ds) a j-1 (P-W j-1: dr) d’) ds 
> XI + (j-1 q(r) dr) (Ibt ~-l(r) d’) 
(j-1 Q(S) ds) (( P-w ds) > j-1 (!I(4 Jtl P-l(r) dr) ds 
> G + (j t Q(T) dr) (1: P(r) d’) 
b 
where to < b < t, that (5.5) and (5.6) are equivalent to (5.4). 
505/28/I-Z 
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Remark 6. The sufficient condition in Theorem 8 can be obtained from a 
well-known result by Bellman [l, p. 431 ( see also Moore [9]) by letting A(t) = 0 
where “0” is the null matrix. 
6 
In this section we consider the behavior of the solutions of 
where f = f (u) is a everywhere defined continuous function, with properties 
guaranteeing the existence and uniqueness of solutions of (6.1). 
If f = f(u) satisfies the conditions: 
f (4u > 0 (u f 0) 
f (u)u < Ku2 (k E R+, II # 0) 
(6.2) 
(6.3) 
then the following results hold: 
(a) for every solution a = w(t) of (6.1) there exists t > t, , such that 
~1 = w(t) is monotone on (t, +co). 
(b) condition (i) of Theorem 3 is necessary and sufficient for the bounded- 
ness in the future of every solution of (6.1). 
(c) for every solution v = a(t) of (6.1), (v(t), v’(t)) is bounded to the right 
if and only if conditions (i) and (ii) of Theorem 7 hold. 
For the proof we proceed as in the linear case taking into account explicitely 
the behavior of the negative decreasing solutions of (6.1). 
Finally, we remark that condition (6.2) insures the possibility of dividing 
the set of all the solutions of (6.1) into the two classes A and B. It also guarantees 
the necessity of (b) and (c), while condition (6.3) insures the sufficiency. 
Remark 7. It is not possible to weaken condition (6.3). Indeed fix 01 E R+, 
ol > 1 and choose ,f? E R+, 1 < /3 < cy. Consider the equation 
(tW(t))’ = J p ~“W* 
This equation has unbounded solutions (for instance x(t) = t) and Condition 
(i) of Theorem 3 holds; moreover, 
fW = u”+l > u2 
sincecu.> 1. 
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