We derive the coupled equations for the ideal modes of an optical waveguide, using a Green function technique, and use these to determine the TM-TM coupling coefficient for a periodic waveguide diffraction grating. The results are consistent with experimental observations, in marked contrast to the results of more conventional versions of the ideal mode expansion. Further, our approach can deal with more general corrugated structures than can easily be done with other methods.
INTRODUCTION
The study of the influence of imperfections on the electromagnetic properties of otherwise ideal waveguides is critical for a complete understanding of integrated-optical systems and devices. These imperfections either can be unintentional, owing for example, to incomplete control over the fabrication process, or can be intentionally fabricated, for example, in grated waveguide devices. Imperfections will in general change the propagation constants of the electromagnetic modes of the system and can, in addition, induce a coupling between the different modes. To analyze these effects several methods, including normal mode analyses,'l- 7 total field calculations, 8 and a generalized ray optics method, 9 have been used, but not all these methods lead to identical results in all cases. A notorious example of this is the TM-TM coupling coefficient for a waveguide diffraction grating, at both normal and oblique angles of incidence. The discrepancies among the various methods, which are well documented, 7 ' 8 1 0 are associated with the application of the boundary conditions at the interface of the guiding layer and the cover, as recently discussed by Weller-Brophy and Hall. 7 These authors show that the total field analysis 8 and the local normal mode expansions 2 ' 7 lead to identical results, which differ from results based on ideal mode expansions, 3 ' 5 ' 6 which, in turn, differ from the results of a modified ideal mode expansion proposed by Streifer et al. 4 A measurement of the TM-TM coupling coefficient as a function of incident angle by Weller-Brophy and Hall" is in clear contradiction to the results of ideal mode expansions but cannot distinguish between the local normal mode 2 
'
7 and the total field methods on the one hand and Streifer's method on the other. 4 In the present paper we use an alternative way to derive the equations for the interactions between the normal modes of the ideal waveguide, while avoiding the problems associated with earlier treatments.' 0 We can use this newly derived ideal mode expansion, which makes use of the Green function of the ideal system, to evaluate the TM-TM coupling coefficient for a periodic waveguide grating and find that the result is in perfect agreement with those of the local normal mode expansion and the total field analysis but differs from the results of Streifer's method. Our method, which constitutes an independent way to calculate coupling coefficients, thus clearly produces sides with only one of the existing results. Apart from this, our method has important advantages when applied to waveguide geometries in which an additional refractive index is introduced. The analysis of such geometries, in which there has been some recent interest,' 2 poses no particular problem when an ideal mode expansion is used but can be tedious when the other methods are used. In addition, our method has the attractive features that it quite naturally takes finite beam effects into account and that it is well suited to include nonharmonic electromagnetic fields. The latter feature is particularly convenient when one is studying pulse propagation through nonlinear waveguides. The present analysis holds only for shallow imperfections, which means that that the actual waveguide does not differ severely from the ideal. This restriction limits the modulation of the thickness of the guiding layer in a grating structure to -X/10, where X is the wavelength of the radiation in vacuum. Iterative methods can be employed to describe the properties of deeper gratings, 9 but we will not do so here. Naturally, in the course of our derivation we find an explicit expression for the Green function of the ideal waveguide. It can provide a convenient starting point in investigations for which our subsequent approximations, like that of a shallow grating, are not valid.
The present work represents a significant extension of earlier work by one of us and a coworker in which the Green function for one-dimensional waveguide problems was derived. ' 3 These results are briefly rederived in Section 2 and are generalized in Section 3 to find the general Green function for an ideal planar optical waveguide system. Application of a principal pole approximation, in which the Green function is approximated by neglecting most poles except the few that are of direct interest, enables us in Section 4 to simplify the formalism considerably, which, in turn, allows us to derive the coupled-mode equations and general expressions for the coupling coefficients in Section 5. We evaluate these expressions for the specialized case of waveguide gratings and then briefly summarize our conclusions.
GREEN'S FUNCTION FOR ONE-DIMENSIONAL SOURCES
In this section we derive an expression for the Green function of an ideal waveguide. In this derivation we assume that we have a known source polarization perturbing the waveguide, and the Green function then describes the response of the system to this perturbation. Only in Section 5 will we make the connection between the source polarization on the one hand and the waveguide imperfections on the other. We consider a system as in Fig. 1 and thus choose the guiding layer to be in the y-z plane, so that the x axis is perpendicular to the interfaces of the ideal waveguide. For simplicity, Fig. 1 shows an elementary waveguide structure with only one film material (refractive index nf, relative dielectric constant ef = nf 2 ) bounded by a cladding material (index n,, relative dielectric constant e, = n, 2 ) and a substrate material (index n,, relative dielectric constant E, = n 8 2 ) . All the results presented in the present paper, however, can be easily generalized to more complicated multilayer ideal waveguide structures.
Here we consider source polarizations that do not depend on the y coordinate. We find the particular solutions to Maxwell's equations for such geometries and denote these solutions the generated fields. Since the source polarizations are y independent, the generated fields depend only on x and z as well. This is not necessarily true, however, for homogeneous solutions to Maxwell's equations, so that the total fields, in general, depend on all three coordinates. Here and in Section 3, where we consider a more general source polarization, we write the fields f(r, t) as nonmagnetic. The dielectric function e(x) describes the ideal waveguide, changing in a stepwise manner as x crosses from one material to another. As mentioned, P is ultimately to be associated with the imperfections; how this is to be done will be discussed below. Our task for now is to find, subject to the Maxwell saltus conditions and the appropriate boundary conditions at infinity, the electric and magnetic fields generated by a specified polarization. In order to do so, we first separate the longitudinal electric field component, which points in the z direction and is to be denoted by the subscript 1, El = E -2, from the transverse components Et = E -(xxi + yy); we use the same decomposition for H. We then write the generated fields conveniently as
El(r)

F(r) = EH(r).
Et(r) LHt(r1j a form applicable either to guided (bound) or radiation (free) modes. In Eqs. (2.4), the ae and a+m are arbitrary amplitudes, and
Note that Eqs. (2.4) contain an implicit convention regarding the field directions associated with forward-and backward-propagating modes of equal amplitude. Two such TE modes, for example, have opposite electric fields, whereas for the more common convention in Refs. 2, 3, and 7 two such modes have identical electric fields. To describe the same physical phenomenon, for example, Bragg reflection off a periodic surface corrugation, these two conventions therefore lead to opposite amplitudes of the backward-scattered wave. Since the coupling coefficient gives the relation between the amplitude of the forward-and backward-scattered guided waves, the two conventions lead to different signs of the coupling coefficient (see Section 5) . Of course this only amounts to a different description of the same physical phenomenon. We close this discussion by noting that our choice in Eqs. (2.4) has the important advantage that it ensures that the field components perpendicular to the waveguide plane are independent of the propagation direction. We return to this issue in Section 3. Since we treat forward-and backward-traveling modes separately in our discussion, the range of the wave number a is restricted to Im(f) ' 0, and if ,3 is real, Re(13) > 0. The waveguide modes are solutions of Maxwell's equations [Eqs. (2. 2)], with P = 0, subject to the appropriate boundary conditions, and their functional forms can be found in any discussion of the theory of optical waveguides, including that of Kogelnik. 3 It is well known that the transverse field components for different modes are mutually orthogonal, which allows one to normalize the modes through the relation (2.6) where the star (*) denotes complex conjugation. As it stands, Eq. (2.6) applies only to guided modes and is to be appropriately rewritten if radiation modes with continuously varying indices are involved. 2 . 3 Our normalization, together with the definition of the fields in Eq. (2.1), is such that a mode with unit amplitude carries a flux of 9, where V is in units of watts/meter. It should be noted that the orthogonality relations as in Eq. (2.6) hold strictly only for lossless waveguides. Losses can be included by making use of a more general orthogonality relation, which can be shown to read exactly like Eq. (2.6), except that the transverse component of the magnetic field itself is used rather than its complex conjugate. 2 In using this orthogonality relation, however, we lose the simple interpretation of ? as an energy flow per unit length, which proves convenient when we are considering nonlinear waveguide effects. For this reason, we base our analysis on Eq. (2.6), keeping in mind that it can be generalized as described above.
We are now in a position to evaluate the consequences of a source polarization P, which we initially choose to be of the form
where z' is initially a fixed number. Note that once we have derived the generated field associated with such a source polarization, we can immediately find that for a general, but y-independent, polarization P(x, z) by superposition:
Choosing pz(x) = P(x, z), we find that (2.8) with the fields generated by P(x, z) following from the fields generated by the PZ'(x, z) by a similar superposition. Since initially we keep z' fixed below, we put pz'(x) = p(x) for simplicity.
To find the solutions to Maxwell's equations for a source polarization of the form of Eq. (2.7) we make use of the following trial functions for the fields1 3 :
where t is the unit step function, t (z) = 1 for z > 0, and t9(z) = 0 for z < 0. In Eqs. 
. (2.12) It is now convenient to combine Eqs. (2.11) and 2.12) by defining
This allows us then to write
where the index n denotes both TE and TM modes. With Eqs. (2.10a) and (2.14) and the general form of the waveguide modes as in Eqs. (2.4) we have determined the fields due to a source polarization given by Eq. (2.7). As noted above, by superposition we can thus immediately find the fields due to an arbitrary, but y-independent, source polarization P(x, z). Substituting Eqs. (2.4), (2.10a), and (2.14) into the first of Eqs. (2.9), and making use of the superposition principle [Eq. (2.8)], we find that the generat-ed electric field due to this more general source polarization is given by where the summation includes all guided modes and should be extended to include an integral over all radiation modes as well. The latter summation is not explicitly written out since radiation modes, and their contribution to the total electric field, are not of direct concern to us in this paper. Because we eventually apply our method to periodic gratings, we prefer to describe the source polarization in the spatial-frequency domain. With this in mind, we consider a source polarization of the form
where et(x) and e7 (x) are the scalar functions derived in Eqs. (2.5). Comparing Eq. (3.1) with the second of Eqs.
(2.13), we see that for k, > 0 (h = 2; see above) we have f:(x, = e+(x), while for kz <0 = -2) we have fm(x, k) = em(x). So in either case we have 
and the Green function I(x, x'; k,) is given by (2.19) It is clear from the derivation that this Green function is valid only for (periodic) source polarizations that are independent of the y coordinate. In Section 3 we lift this restriction and derive the Green function for an arbitrary source polarization.
GENERAL GREEN FUNCTION
In this section we generalize the result from Section 2. This generalization proceeds in two steps. In the first of these, the Green function in Eq. (2.19) is rewritten in coordinatefree form. This does not involve a coordinate transformation but rather is a way of rewriting the function without an explicit reference to the coordinate frame. So, in a sense, this is just a cosmetic change. It allows us, however, in the second step to argue that the expression thus obtained holds for any direction, as the ideal waveguide is symmetric in the y-z plane. It is not possible to base this argument directly on Eq. (2.19). Finally, then, the generated fields due to an arbitrary source polarization are obtained by superposition.
To write Eqs. (2.16)-(2.19) in coordinate-free form, we begin by introducing the wave vector k = kz2. We denote the magnitude Ikl by k and label the unit vector in the
we have a generated electric field of the form
with the Green function now given by
and we have made use of the fact that, for either sign of k,, 22 = U. Equation (3.7) is equivalent to Eq. (2.19) but has the advantage of being written without explicit reference to a coordinate frame. Note, however, that either term on the left-hand side of Eq. (3.2) can be the more significant as IkzI -On near a guided mode, depending on whether the source term drives a forward-propagating mode (k, > 0) or a backward-propagating mode (kz < 0). In contrast, the more significant term on the right-hand side of Eq. (3.2) is always the first. In fact, in Section 4 we demonstrate that the terms involving the f's in Eq. (3.7) play essentially no role at all.
Up to this point we have demonstrated the validity of Eqs. give the generated field if we rotated our original reference frame about the x axis, so that k pointed in an arbitrary direction in the y-z plane. Thus those equations hold for an arbitrary k = ky5 + k,2.
We now generalize these results to determine the generated field due to a general source polarization. In order to do so, we write the source polarization as P(x, R) = dk 2 P(x, k)exp(ik -R), (3.8) where now k = ky5 + k 2 . The generated field is written similarly as E(x, R) dk 2 E(x, k)exp(ik * R), (3.9) where E(x, k) is given by Eqs. 
PRINCIPAL POLE APPROXIMATION
As mentioned, the Green function derived in Section 3 gives the response of the waveguide to an arbitrary source polarization. It is important to recall at this point that the Green function is frequency dependent not only through the factor w in the second term in Eq. (3.7) but also through the frequency dependence of the dielectric function in the first term and that of the normal modes in the second. Although we have suppressed this dependence in previous sections to avoid cluttered notation, it is henceforth necessary to write it explicitly.
The Green function [Eq. (3.7)] contains a summation over all normal modes, including both guided and radiation modes [see the discussion following Eqs. (2.4) ]. However, in many practical situations only a few modes are significantly excited. In terms of our discussion in Section 1, this means that only a few modes are significantly influenced by the waveguide imperfections. In this case we do not need all the information provided by the Green function, and we therefore use an approach in which the general Green function is approximated by series expansions in the spatial-and temporal-frequency domains about the points of main interest.
Obviously, by including enough of these points of interest and by including more and more terms in the expansions, one can approximate the Green function to an arbitrary degree of accuracy. In practice, a sensible balance between the desire for high accuracy and that for computational convenience has to be found.
As a first step in our approximation, we consider the part of the source polarization that is peaked near ko and wo, where (4.1) for some particular mode n. This assumes that we consider guided modes only. The theory can be extended to include radiation modes as well, but we will not do so here. Restricting ourselves to the electric field generated by the part of the polarization peaked about such a (ko, wo), we first simply multiply Eq. (3.7) by [k -f3n(w)] to obtain
w)fn '(x' k^; w)* * P(x', k; w). (4.2)
We now make use of the fact that P(x', k; w) is nonnegligible only for k and A3n(@) close to ko and fln(wo), respectively, to simplify Eq. (4.2) in two ways. First, because of Eq. (4.1), k -fln(w) is small, and we conclude that the only sizable contribution from the right-hand side of Eq. (4.2) comes from the second term when n' = n, so that we can drop the contributions of all other modes. Second, we neglect the dependence of the only remaining waveguide mode on k and w and thus freeze it at ko and wo. These two approximations then allow us to simplify Eq. Defining now the temporal Fourier transform of the fields as 
co)f+(x', ; owo)* * P(x', R; t). (4.5)
Next we introduce a slowly varying source polarization 1P by taking out the rapidly varying components in the following way:
C. M. de Sterke and J. E. Sipe ko = fljcoo), P(x, R; t) = dPl(x, R; t)exp(iko * R)exp(-iw 0 t), (4.6) where the subscript refers to ko and o. This allows us to rewrite Eq. (4.5) as
We can now proceed to our final approximations, which involve the left-hand side of Eq. (4.7). By Eq. (4.1), the term in brackets in the integrand of Eq. (4.7) can be written
which we approximate by ment similar to that above, the expression on the right-hand side of formula (4.12) may be taken out of the integral in Eq. (4.7) as well. It should be noted (see below) that the first term on the right-hand side of formula (4.12) describes the forward propagation of the waveguide mode, whereas the second term describes finite beam effects. The latter term can be dropped if one is interested only in the propagation of waveguide modes that can be assumed to have uniform amplitude in the direction in the y-z plane perpendicular to that of propagation. It can be shown that the approximations leading to formula (4.12) are equivalent to the wellknown Fresnel approximation in diffraction problems.
Substituting relations (4.8), (4.11), and (4.12) into Eq. (4.7), we then find that approximately
f+(x, ho; wo) | dx'f+(x', hro; oo)* . fPo(x', R; t), (4.14) where the operator where we introduced the inverse of the group velocity of mode n at frequency wo. From now on we denote the dimensionless quantity in brackets in expression (4.9) by Enn. Obviously, the approximation leading from expression (4.8) to expression (4.9) can be improved by including more terms in the expansion-the next term would involve the group-velocity dispersion of mode n at coo. The accuracy of expression (4.9), however, is sufficient for the present purposes. It is now crucial to recognize that in the integrand on the lefthand side of Eq. (4.7) we have the equivalence
so that we can make the following replacement: 4.7). In doing this, we implicitly assume that E(x, k; c) vanishes fast enough as X -+X. In practice, this requirement is always satisfied. Note that for strictly monochromatic source polarizations at oo we produce strictly monochromatic fields at X = oo, so that the operator in formula 4.11 can be made to vanish.
We can treat the term k -ko in expression 4.9 in a similar way, with the complication, however, that the domain of k is two dimensional. Since k [(k _ ko)2 + Ik X hoI2]1/2, and k is close to ko, we can show by a Taylor series expansion that to lowest order X exp(iko -R)exp(-ico 0 t) + c.c., (4.16) so that we can finally rewrite Eq. (4.14) in terms of slowly varying functions:
06,,(ko, R; t) = i ° dx'f+(x', ho; wo)* P P(x', R; t). (4.17) Equation (4.17) holds for an arbitrary source polarization peaked about ko and wo satisfying Eq. (4.1) and is the final result of this section: It shows how the amplitude of the waveguide mode at (ko, co) is modified by this polarization. In Section 5 we apply this general result to describe mode coupling in perturbed waveguides.
COUPLED-MODE DESCRIPTION AND CONCLUSIONS
We are now in a position to consider our main problem of interest, the mutual coupling of ideal waveguide modes owing to deviations in the guide from the ideal. To illustrate how the argument proceeds, we assume that the film-cladding interface is periodically modulated as shown in Fig. 2 . Note that the perturbed structure is chosen such that an additional dielectric constant (Eb) is introduced into the geometry. The situation in Fig. 2 describes the grating profiles recently described by Reider et al.1 2 For more conventional waveguides the profile is sinusoidal, and Eb = qf. We refer to the region of space where the dielectric constant differs from that in the ideal waveguide structure as the perturbed region, and we assume that the thickness Ah of nf ns Fig. 2 . Schematic of the grating structure that we consider. The figure is slightly misleading since the thickness of the deposited material is much less than suggested. The grating rulings are perpendicular to the z axis.
this perturbed region is much smaller than both the film thickness and the wavelength of light. Since d is typically of the order of the wavelength of light, this implies that Ah << d.
Since the waveguide modes form a complete, orthogonal set, 2 we can always write the field outside the perturbed region of the waveguide as E(x, R; t) = E 6q(kj, R; t)fq+(x, kj; wo) qj X exp(ikj -R)exp(-icojt) + c.c., (5.1) where the sum over waveguide modes q with directions of propagation hj includes both the modes originally excited and those then generated by the deviations from an ideal waveguide structure. In the absence of such perturbations, of course, the &q would be independent of R and t. By calculating the source polarization that results from the waveguide perturbation in the presence of the field in Eq. Second, since Mh is much less than the wavelength of light, the actual electric field varies essentially not at all with x in the perturbed region. In the example of From an initial assumption of a field as in Eq. (5.1), the two approximations outlined above allow us to find the electric field that, to first order, is present in the perturbed region and hence the polarization there. We can find the appropriate source polarization by then determining the value that, in the ideal guide, would give the same change in polarization as that associated with the perturbation in the actual guide. Since the Green function gives the response of the ideal waveguide to any source polarization, we have then solved our problem. In the example of The detailed determination of the perturbation tensor from the arguments given above is presented in Appendix A.
It should be stressed that our approach is invalid when the grating in Fig. 2 is too deep. The analysis then has to be refined, for example by making use of an iterative procedure, 9 but we will not do so here.
We can now find the coupled-mode equations by substituting Eq. (5.2) into Eq. (4.17), which results in (5.4) where 0 was defined in Eq. (4.15) and the coupling term is defined to be coupled-mode equations in the limit in which coo = (j. [1] [2] [3] We now evaluate Eq. (5.8) where the x dependence of the modes was dropped and h is the thickness of the guiding film. (5.9) whereas the xx component yields The total TMo-TMo coupling term for normal incidence is the sum of these two expressions. We now immediately consider the case of nonnormal angles of incidence (see Fig.  3 ). The x components of the electric field do not depend on the direction of propagation, so that expression (5.10) carries over directly. From Fig. 3 we see that the contribution of the in-plane component is modified by a factor cos(20) compared with that in expression (5.9), so that, for oblique angles of incidence,
Wd) (5.12) In substituting this result into the coupled-mode equations one usually uses only the Fourier component of C that (almost) Bragg matches the two modes. We note in passing that Eq. (5.12) is valid for both positive and negative values of 6h. We now consider the more common waveguide grating in which the perturbation is sinusoidal and nb = nf and make the appropriate substitutions in Eq. where Ah denotes the amplitude of the sinusoidal perturbation. Equation (5.14) is in agreement with the results of a total field analysis, 8 and, apart from a factor 1/cos(0), with that of the local normal mode expansion 7 as well. This factor describes the well-known increases in the effective interaction region for grazing angles of incidence. In Ref. 7 this effect is included in the coupling coefficients themselves, whereas here it is implicitly contained in the coupledmode equations. To see where it appears in our formalism we turn to the operator 0 [Eq. (4.15)], which, when written out explicitly, gives the required factor multiplying the d/dz term.
For the sake of completeness we now finally also give results for the coupling between two TEo modes, signs of the fields of forward-and backward-traveling TE modes, which must be compensated for by an opposite amplitude of the backward-traveling modes to describe the same fields. Of course, this influences not the physics but rather the way in which we describe it.
In conclusion, we have presented a new procedure to describe mode coupling in perturbed waveguides, which is based on the modes of the ideal waveguide. We find an expression for the TM-TM coupling coefficient for a waveguide diffraction grating that is in agreement with experiments," in contrast to ideal mode expansions, which are commonly used." dex of refraction is introduced. In addition, our method quite naturally includes finite beam effects, and it allows for a slow time dependence of the fields. This has proved to be quite convenient for studying pulse propagation in nonlinear waveguides. We plan to return to this matter in a future publication.
APPENDIX A
In this appendix we demonstrate that the perturbation tensor ii(x, R) is given by Eq. (5.3). It is straightforward to do this if the waveguide is not covered by a dielectric material. Since a repeated application of the Maxwell saltus conditions at the interfaces then leads to the desired result, we consider this simple case first. After this we treat the more We henceforth use the nomenclature "new" to denote the fields that are present in the perturbed waveguide, while by "old" we mean the corresponding fields that would be present in the ideal guide.
We first consider waveguides without a polarizable cover.
Because of the different saltus conditions for the field components parallel and perpendicular to an interface, we have to treat these components separately. With this in mind we write the polarization in the perturbed region as
where En~w is the field just above the film in the perturbed region. By the second approximation discussed after Eq. Since the ideal waveguide is not covered by a dielectric, pold = 0. Relation (AS) thus gives the change in the polarization due to the waveguide perturbation, and this must be produced by introducing a source polarization in the cover region of the ideal waveguide structure. We thus find that which leads immediately to the perturbation tensor given in Eq. (5.3) in the limit in which e, = 1. As was mentioned above, the situation in which E6 C 1 requires a more subtle argument, which has to take the dielectric screening of the cover into consideration. For this purpose we first establish a key result that we will need. We consider a thin polarization sheet with thickness d embedded in a uniform medium with relative dielectric constant ec. Again considering harmonically varying fields with angular frequency co, we define the field amplitudes according to Eq. (2.1) and write the wave number of the radiation at that frequency as v = e co/c. We take the sheet thin enough that vd << 1.
The properties of such polarization sheets (not necessarily thin) have been studied extensively in the context of surface optics,14' 6 and the results in that area can be used in understanding the present problem. Specifically, we use a result previously derived by one of us,' 6 which shows that, for a general source polarization as in Eq. (3.8) in a uniform medium with cc, the generated field can be written as Eq. (3.9). These are related through a relation as Eq. (3.6), with a Green function that in this simple geometry is given by' The unit vectors s and DA are perpendicular to the wave vector, but their precise definition does not matter here.
Since vd << 1 we may drop the exponential factors in Eq. (A7). On integrating this expression over the sheet thickness, we find that the last term within brackets vanishes outside the sheet but is of order unity inside, while the other two terms are everywhere of order vd, which, by assumption, is much smaller than unity. Under our conditions only the third term in Eq. (A7)is thus relevant.' 7 Hence we conclude that all fields essentially vanish outside the sheet, even if the source polarization is oscillating. Inside the sheet we have CoeCE = -P,1! according to Eqs. (3.6), (3.8) , (3.9) , and (A7), so that we have an induced polarization there of Pind = eo(ec -1)E = -' -
I1
(A8)
EC
The total polarization that results from the source polarization is given by P 8 + Pind, which we denote by AP for reasons that will become clear below. Combining with Eq. (A8), we find AP = Ps(-xx +55 +z).
(A9)
We now can turn to the problem at hand. Initially the argument is identical to that in the simple case with EC = 1, except that Eq. (A4) now reads as (ecI +55 + 2)Eold = (Cf + 55 + 2)Efld,
so that instead of relation (A5) we find 
so that in the perturbed region AP p _new -pold C nO(bwc) 1 
1
+
AP EP
EOCb -Cd 1 + ~~) 22EC (A13) This is the change in the polarization due to the waveguide perturbation, which we must produce by introducing a source polarization in the cladding region of the ideal waveguide structure. Since 8h << d, the geometry leading to Eq.
(A9) is appropriate. Combining Eq. (A9) and relation (A13), we find that we should set the source polarization equal to I~~c ~~.~Y~old 
