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SYNOPSIS 
The development of the electronic computer has brought about a revolution in 
the type and variety of numerical methods which can be applied to solve mathematical 
problems, the development of micro- computers has brought about a revolution within 
a revolution. The study of the methods which can used on a computing machines and 
the results they produce is called Numerical Analysis. This thesis is concerned with the 
application of numerical methods (spline approximation methods) to produce 
approximate solutions for differential equations. It is intended to be used by research 
workers in science and engineering. 
Many mathematical models which attempt to interpret physical problems can be 
formulated in terms of the rate of change of one or more variables and as such naturally 
lead to differential equations. Furthermore, in addition to the differential equation the 
solution of the problem may have to satisfy one or more additional conditions and the 
way in which such conditions are specified greatly influences the type of method which 
can be applied. Most differential equations cannot be integrated to give a solution in 
terms of elementary functions and it may be necessary to integrate them numerically. 
The thesis deals with the development of polynomial and non-polynomial 
spline approximation methods and their convergence analysis for the solution of certain 
classes of two-point boundary-value problems in ordinary and partial differential 
equations. The thesis consists of five chapters followed by references. A brief 
description of the contents of each chapter is as follows: 
Chapter-I: Introduction and Review of Spline Function Approximations 
In this chapter an introduction and review of spline functions is given. Here,we 
describe some parameters which are useful in subsequent chapters. We have explained 
boundary-value problems, algorithms for the solution of tridiagonal and pentadiagonal 
linear systems and wavelet method. The quadratic, cubic, quartic, quintic and sextic 
spline function approximations, which are useful for the solution of ordinary and 
partial differential equations, are given in some detail. The definition of the cubic and 
quintic spline functions is extended to piecewise non-polynomial functions depending 
on a parameter ro. For © ^ 0 these (non-polynomial) functions reduce to ordinary cubic 
or quintic splines. The parameter may be chosen so as to tailor the (non-polynomial) 
spline function to improve the accuracy in the approximate solution of certain 
problems. Depending on the choice of the parameter, the parametric cubic spline 
function is known as cubic spline in compression, cubic spline in tension or adaptive 
cubic spline. Similarly, three of the splines derived from quintic spline are termed as 
'parametric quintic spline-I','parametric quintic spline- IF and 'adaptive quintic 
spline'. 
The applications of the cubic spline, cubic spline in tension, quintic spline and 
sextic spline to solution of differential equations are given in subsequent chapters. 
Chapter-ll: Spline Approach to the Solution of Singularly-Perturbed 
Boundary-Value Problems 
In this chapter we obtain two methods Ki and K2 for the approximate solution 
of singularly-perturbed boundary-value problems with a small parameter affecting 
highest derivative of the differential equation subject to Dirichlet-type boundary 
conditions. The class of singularly- perturbed boundary-value problems for second 
order ordinary differential equation has recently gained importance in the literature for 
two main reasons. Firstly, they occur frequently in many areas of science and 
engineering, for example, combustion, chemical reactor theory, nuclear engineering, 
control theory, elasticity, fluid mechanics etc. A few notable examples are boundary-
layer problems, WKB theory, the modelling of steady and unsteady viscous flow 
problems with large Reynold number and convective heat transport problems with 
large Peclet number. Secondly, the occurrence of sharp boundary-layers as s, the 
coefficient of highest derivative, approaches zero creates difficulty for most standard 
numerical methods. 
In the method Ki we consider the self-adjoint second order singularly-perturbed 
boundary-value problem. We have obtained a fifth order method based on sextic spline 
for uniform mesh. To retain bandwidth of the coefficient matrix of the system as five. 
n 
we develop three and four point fifth order boundary equations. Convergence analysis 
of the method Ki is given. 
The method K2 is based on non-uniform mesh difference scheme using cubic 
spline in tension for the solution of second order singularly- perturbed boundary-value 
problems.The main idea is to use the condition of continuity as a discretization 
equation. The advantage of our second order method is higher accuracy with the same 
computational effort. The methods of Bickley and Kadalbajoo have been shown to be 
special case of our method. Numerical results are tabulated to show the superiority of 
our methods. 
Chapter-Ill: Spline Solution of the Systems of Second Order Boundary-
Value Problems 
In this chapter we obtain two methods Mi and M2 for the solution of system of 
second order boundary-value problems which arise in the study of obstacle, unilateral, 
moving and free boundary-value problems. In method Mi, by using quintic spline, we 
get a fourth-order numerical method for obtaining solution of such type of differential 
equations. In order to keep the coefficient matrix of the system to be pentadiagonal, we 
develop fourth order boundary equations. 
In method M2, we get a fifth-order numerical method based on sextic spline for 
obtaining solution of such system of differential equations. To retain bandwidth of the 
coefficient matrix of the system as five, we develop three and four point fifth-order 
boundary equations. Convergence of the methods Mj and M2 are established. We have 
also given an application of the system of second order boundary-value problems. Our 
methods outperforms other collocation, finite difference and spline methods including 
the fourth-order Numerov's method and thus represents an improvement over existing 
methods. 
ni 
Chapter-IV:Spline Finite Difference Method for a Class of Boundary Value 
Problems 
In this chapter, we consider spHne finite difference method for solving a class 
of two-point boundary-value problems based on uniform mesh. Three- point finite 
difference method using cubic spline is obtained for the solution of the boundary value 
problems. We show that the resulting method provides second order convergence. Two 
test examples are given to demonstrate the validity of theoretical analysis of our 
method. 
Chapter-V: Sextic Spline Solution of the Fourth-Order Parabolic 
Partial Differential Equations 
In this chapter we have developed new three level method based on sextic 
spline for the numerical solution of fourth-order non-homogeneous parabolic partial 
differential equation in one space variable, that arises in the study of transverse 
vibrations of a uniform flexible beam. It has been shown that we obtain schemes of 
accuracy 0(k^+ h"*) and 0(h''+h^k^). Stability analysis has been carried out. Comparison 
of our method with some known methods shows the superiority of the present 
approach. 
The contents of some chapters of the thesis have been communicated for 
publication in refereed journals. 
IV 
SPLINE APPROACH TO THE SOLUTION OF 
BOUNDARY VALUE PROBLEMS 
THESIS 
SUBMITTED FOR THE AWARD OF THE DEGREE OF 
Boctor of $J)ilas(opl)p 
IN 
APPLIED MATffllMATICS 
BY 
ISLAM KHAN 
UNDER THE SUPERVISION OF 
PROF. TARIQ AZIZ 
DEPARTMENT OF APPLIED MATHEMATICS 
FACULTY OF ENGINEERING & TECHNOLOGY 
AUGARH MUSLIM UNIVERSITY 
ALIGARH (INDIA) 
2004 
T6157 

DEPARTMENT OF APPLIED MATHEMATICS 
&^^. ^€l/i€42^^j4^€^ f m S ^ i FACULTY OF ENGINEERING & TECHNOLOGY 
r If 3> a iCf^SfWffl ALIGARH MUSLIM UNIVERSITY 
M.Sc.(Alig.), Ph.D. (NT, Delhi) ^ ^ ^ ^ ALIGARH-202002 (INDIA) 
Ph. No. : EPBAX : ++91-571-2700920/21/22 
Ext.: 3015 (Office) 
Dated -..Ib-^.-.^^.h 
^zxixixzvAz 
This is to certify that the thesis entitled "SPLINE APPROACH TO THE 
SOLUTION OF BOUNDARY VALUE PROBLEMS'* which is being submitted 
by Mr. Islam Khan for the award of the degree of Doctor of Philosophy in Applied 
Mathematics to Aligarh Muslim University, Aligarh, is an original record of his own 
research work carried out by him under my supervision and guidance. To the best of 
my knowledge, the matter embodied in this thesis has not been submitted to any 
other institution for the award of any degree or diploma. 
I further certify that Mr. Islam Khan has fulfilled the prescribed conditions 
of duration and nature given in the statutes and ordinances of Aligarh Muslim 
University, Aligarh. The thesis has reached the standard fulfilling the requirements of 
the regulations relating to the degree. 
'^' mmmm^ PROF. TARIQ AZIZ 
Bepartment of Applied "iMhmmS&m (SupervisOr) 
H. CoUscje of Engg. & Tech., Mm. Allgarl. 
Phone No. :++91-571-2502485 (R), E-mail: taziz04@yahoo.com 
ACKNOWLEDGEMENT 
All praise and thanks to be Allah, first and last, Lord and cherisher of all the worlds 
who taught humankind everything they knew not. I bow my head before him whose blessing 
have always been with me and the same made it possible to complete this work. 
It gives me immense pleasure to acknowledge and express my profound sense of respect 
and gratitude to my esteemed supervisor Prof. Tariq Aziz, Department of Applied 
Mathematics, Aligarh Muslim University, Aligarh, for his scholarly and sincere guidance, 
encouragement and moral support throughout this study. It is only his personal influence, 
expert guidance and boundless support that enabled me to complete the work in the present 
form. I very gladly and respectfully express my heartiest gratitude to him for his caring 
attention and inspiring encouragement which I enjoyed throughout. 
For any significant academic achievement, proper and congenial environment is essential. 
I owe a deep sense of gratitude to Prof. Mohd. Mukhtar Ali, Chairman, Department of Applied 
Mathematics, A.M. U., Aligarh, who has been a constant source of help during the entire 
course of study. I am glad to express my appreciations to Prof. Aqeel Ahmad, Prof. MumtazA. 
Khan, Dr. Abrar A. Khan, Dr. Arman Khan, Dr. Merajuddin, DrAijaz A. Khan, Ms. Niswan 
Ali and other staff members who developed a lively environment and in me a sense of 
analytical approach through fruitful discussions. 
I would like to accord special thanks to my friend and colleague Dr. Arshad Khan for his 
willing sacrifice of time and energy, prompt response to enquiries and stimulating 
mathematical discussions and help in many aspects of the thesis. 
I am also greatful to Mr. Azeemuddin Siddiqui LI.Sc. Bangalore and Prof. Syed Shamsul 
Alam I.I.T. Kharagpur for providing me necessary research material. 
I shall fail in my duty if I do not place on record my thanks to Mr. Mohd. Abdullah Aziz, Mr. 
Minnatullah, Mr. Tegh Alam, Dr. Zaheeruddin Khan, Mr.Z.H.Bakhshi, MrJZahid Alam, 
Mr.Shakeel Ahmad and my colleague Mr. Zubair Khan, Dr. S.Shakaib Irfan and other friends 
for everlasting encouragement and motivation during this project. 
Last, but not the least, my heart goes out to acknowledge my indebtedness to my reverend 
parents for their dua, love, affection and giving me enthusiastic at every stage of my study. I 
am also extremely thankful to my brothers, sisters and other family members whose love and 
support contribute to every success of mine. 
I am especially thankful to my brothers Mr. Subhan Khan, Mr. Kalam Khan, brother-in-law 
Mr. Mohd. Iqbal khan and nephews Mr. Ikram Khan, Mr.Salman Khan, Mr Arman Khan, Mr. 
Adnan Khan, Mr. Suhail Khan, Mr. Mohd. Imron Khan, Mrs. Shahnaz Khan whose love and 
support has been a source of strength for me. 
Islam Khan 
CONTENTS 
Page No. 
SYNOPSIS 
CHAPTER-! INTROUCTION AND REVIEW OF SPLINE 
FUNCTION APPROXIMATIONS 
l-IV 
1-41 
CHAPTER-
1.1 Introduction 1 
1.2 Boundary Value Problems 5 
1.3 Solution of Tridiagonal System 12 
1.4 Solution of Pentadiagonal System 14 
1.5 Spline Functions 15 
1.6 Quadratic Spline Functions 17 
1.7 Cubic Spline Functions 19 
1.8 Parametric Cubic Spline Functions 21 
1.9 Quartic Spline Functions 26 
1.10 Quintic Spline Functions 29 
1.11 Parametric Quintic Spline Functions 32 
1.12 Sextic Spline Functions 39 
SPLINE APPROACH TO THE SOLUTION OF 
SINGULARLY-PERTURBED BOUNDARY VALUE 
PROBLEMS 42-56 
2.1 Introduction 
2.2 Method Ki 
2.3 Development of Boundary Equations 
2.4 Convergence of the method Ki 
2.5 Numerical Results and Discussion 
2.6 Method K2 
2.7 Numerical Results and Discussion 
42 
45 
45 
47 
49 
50 
52 
CHAPTER-I SPLINE SOLUTION OF THE SYSTEMS OF SECOND 
ORDER BOUNDARY VALUE PROBLEMS 57-71 
3.1 Introduction 
3.2 Method Mi 
3.3 Development of Boundary Equations 
3.4 Convergence Analysis of Method Mi 
3.5 Method M2 
3.6 Development of Boundary Equations 
3.7 Convergence Analysis of Method M2 
3.8 Applications 
3.9 Numerical Results and Discussion 
3.10 Conclusion 
57 
58 
59 
60 
63 
63 
65 
68 
69 
70 
CHAPTER-IV SPLINE FINITE DIFFERENCE METHOD FOR A CLASS 
OF BOUNDARY VALUE PROBLEMS 72-78 
4.1lntroduction 72 
4.2 Spline Finite Difference Method 73 
4.3 Convergence of the Method 75 
4.4Numerical Illustrations 77 
CHAPTER-V SEXTIC SPLINE SOLUTION OF THE FOURTH-ORDER 
PARABOLIC PARTIAL DIFFERENTIAL EQUATIONS 79-88 
5.1lntroduction 79 
5.2 The Method 81 
5.3 Truncations Error and Stability Analysis 83 
5.4 Numerical Illustrations and Discussions 85 
REFERENCES 89-101 
SYNOPSIS 
The development of the electronic computer has brought about a revolution in 
the type and variety of numerical methods which can be applied to solve mathematical 
problems, the development of micro- computers has brought about a revolution within 
a revolution. The study of the methods which can used on a computing machines and 
the results they produce is called Numerical Analysis. This thesis is concerned with the 
application of numerical methods (spline approximation methods) to produce 
approximate solutions for differential equations. It is intended to be used by research 
workers in science and engineering. 
Many mathematical models which attempt to interpret physical problems can be 
formulated in terms of the rate of change of one or more variables and as such naturally 
lead to differential equations. Furthermore, in addition to the differential equation the 
solution of the problem may have to satisfy one or more additional conditions and the 
way in which such conditions are specified greatly influences the type of method which 
can be applied. Most differential equations cannot be integrated to give a solution in 
terms of elementary functions and it may be necessary to integrate them numerically. 
The thesis deals with the development of polynomial and non-polynomial 
spline approximation methods and their convergence analysis for the solution of certain 
classes of two-point boundary-value problems in ordinary and partial differential 
equations. The thesis consists of five chapters followed by references. A brief 
description of the contents of each chapter is as follows: 
Chapter-I: Introduction and Review of Spline Function Approximations 
In this chapter an introduction and review of spline functions is given. Here,we 
describe some parameters which are useful in subsequent chapters. We have explained 
boundary-value problems, algorithms for the solution of tridiagonal and pentadiagonal 
linear systems and wavelet method. The quadratic, cubic, quartic, quintic and sextic 
spline function approximations, which are useful for the solution of ordinary and 
partial differential equations, are given in some detail. The definition of the cubic and 
quintic spline functions is extended to piecewise non-polynomial functions depending 
on a parameter ©. For (B-> 0 these (non-polynomial) functions reduce to ordinary cubic 
or quintic splines. The parameter may be chosen so as to tailor the (non-polynomial) 
spline fimction to improve the accuracy in the approximate solution of certain 
problems. Depending on the choice of the parameter, the parametric cubic spline 
function is known as cubic spline in compression, cubic spline in tension or adaptive 
cubic spline. Similarly, three of the splines derived from quintic spline are termed as 
'parametric quintic spline-r,'parametric quintic spline- IF and 'adaptive quintic 
spline'. 
The applications of the cubic spline, cubic spline in tension, quintic spline and 
sextic spline to solution of differential equations are given in subsequent chapters. 
Chapter-ll: Spline Approach to the Solution of Singularly-Perturbed 
Boundary-Value Problems 
In this chapter we obtain two methods Ki and K2 for the approximate solution 
of singularly-perturbed boundary-value problems with a small parameter affecting 
highest derivative of the differential equation subject to Dirichlet-type boundary 
conditions. The class of singularly- perturbed boundary-value problems for second 
order ordinary differential equation has recently gained importance in the literature for 
two main reasons. Firstly, they occur frequently in many areas of science and 
engineering, for example, combustion, chemical reactor theory, nuclear engineering, 
control theory, elasticity, fluid mechanics etc. A few notable examples are boundary-
layer problems, WKB theory, the modelling of steady and unsteady viscous flow 
problems with large Reynold number and convective heat transport problems with 
large Peclet number. Secondly, the occurrence of sharp boundary-layers as 8, the 
coefficient of highest derivative, approaches zero creates difficulty for most standard 
numerical methods. 
In the method Ki we consider the self-adjoint second order singularly-perturbed 
boundary-value problem. We have obtained a fifth order method based on sextic spline 
for uniform mesh. To retain bandwidth of the coefficient matrix of the system as five, 
n 
we develop three and four point fifth order boundary equations. Convergence analysis 
of the method Ki is given. 
The method K2 is based on non-uniform mesh difference scheme using cubic 
spline in tension for the solution of second order singularly- perturbed boundary-value 
problems.The main idea is to use the condition of continuity as a discretization 
equation. The advantage of our second order method is higher accuracy with the same 
computational effort. The methods of Bickley and Kadalbajoo have been shown to be 
special case of our method. Numerical results are tabulated to show the superiority of 
our methods. 
Chapter-Ill: Spline Solution of the Systems of Second Order Boundary-
Value Problems 
In this chapter we obtain two methods Mi and M2 for the solution of system of 
second order boundary-value problems which arise in the study of obstacle, unilateral, 
moving and free boundary-value problems. In method Mi, by using quintic spline, we 
get a fourth-order numerical method for obtaining solution of such type of differential 
equations. In order to keep the coefficient matrix of the system to be pentadiagonal, we 
develop fourth order boundary equations. 
In method M2, we get a fifth-order numerical method based on sextic spline for 
obtaining solution of such system of differential equations. To retain bandwidth of the 
coefficient matrix of the system as five, we develop three and four point fifth-order 
boundary equations. Convergence of the methods Mi and M2 are established. We have 
also given an application of the system of second order boundary-value problems. Our 
methods outperforms other collocation, finite difference and spline methods including 
the fourth-order Numerov's method and thus represents an improvement over existing 
methods. 
Ill 
Chapter-IV:Spline Finite Difference IMethod for a Class of Boundary Value 
Problems 
In this chapter, we consider spline finite difference method for solving a class 
of two-point boundary-value problems based on uniform mesh. Three- point finite 
difference method using cubic spline is obtained for the solution of the boundary value 
problems. We show that the resulting method provides second order convergence. Two 
test examples are given to demonstrate the validity of theoretical analysis of our 
method. 
Chapter-V: Sextic Spline Solution of the Fourth-Order Parabolic 
Partial Differential Equations 
In this chapter we have developed new three level method based on sextic 
spline for the numerical solution of fourth-order non-homogeneous parabolic partial 
differential equation in one space variable, that arises in the study of transverse 
vibrations of a uniform flexible beam. It has been shown that we obtain schemes of 
accuracy 0(k^+ h"*) and 0(h''+h^k^). Stability analysis has been carried out. Comparison 
of our method with some known methods shows the superiority of the present 
approach. 
The contents of some chapters of the thesis have been communicated for 
publication in refereed joumals. 
IV 
CHAPTER-I 
INTRODUCTION AND REVIEW OF SPLINE FUNCTION 
APPROXIMATIONS 
1.1 Introduction 
The mathematical formulation of a physical process requires background in 
related field and mathematical tools. The formulation results in mathematical 
statements, mostly differential equations, relating quantities of interest in the design of 
physical process. In a numerical simulation of a physical process we employ some 
numerical methods and computing facility. Most engineers, scientists and applied 
mathematicians studying physical phenomena are involved with two major tasks: 
I: Mathematical formulation of physical processes 
II: Numerical analysis of the mathematical model 
The numerical methods developed may broadly be classified into the following 
three types: 
(i) Finite difference methods 
(ii) Finite element and Wavelet methods 
(iii) Spline function approximation methods 
The thesis is concerned with the development of polynomial and non-
polynomial spline fimction approximation methods to obtain numerical solutions of 
ordinary and partial differential equations have been investigated. The use of spline 
functions dates back at least to the beginning of previous century. Piecewise linear 
fimctions had been used in connection with the Peano's existence proof for the solution 
to the initial value problems of the ordinary differential equations, although these 
functions were not called splines. Splines were first identified in the work of 
Schoenberg, Sard and others. Usually a spline is a piecewise polynomial function 
defined in a region D, i.e, a function for which there exist a decomposition of D into 
subregions in each of which the function is a polynomial of some degree m. Also the 
function, as a rule, is continuous in D, together with its derivatives of order upto (m-1) 
(Marchuk [80]). In other words spline function is a piecewise polynomial satisfying 
certain conditions of continuity of the fiinction and its derivatives. The applications of 
spline as approximating, interpolating and curve fitting functions have been very 
successful (Ahlberg at al [2], Greville [48], Prenter [92], Micula [82]). It is also 
interesting to note that the cubic spline is a close mathematical approximation to the 
draughtsman's spline, which is a widely used manual curve-drawing tool. It has been 
shown by Schoenberg [107] that a curve drawn by a mechanical spline to a first order of 
approximation is a cubic spline function. Further, the solution of a variety of problems 
of 'best approximation' are the spline function approximations. Later on spline 
functions recieved a considerable amount of attention in both theoretical and practical 
studies. 
A number of authors have attempted polynomial and non-polynomial spline 
a^oximation methods for the solution of differential equations; De Boor [32-34], 
Ahlberg et al [2], Loscalzo and Talbot [77-78], Bickley [15], Fyfe [44,46], Albasiny 
and Hoskins [3], Sakai [103-105 ], Russell and Shampine [102], Micula [81,82], Rubin 
and Khosla [101], Rubin and Graves [100],Daniel and Swartz [30],Archer [7], Patricio 
[90-91], Tewarson [116-117], Usmani et al [122,124-125], Jain and Aziz [55-57], Surla 
et al [111-114], Iyengar and Jain [53], Chawla and Subramanian [18-20], Irodotou-
EUina and Houstis [52], Rashidinia [93], Fairweather and Meade [40] and others. 
Spline functions of maximum smoothness were first considered in the numerical 
solution of initial value problems in ordinary differential equations by Loscalzo and 
Talbot [77-78] and many interesting connections with standard numerical integration 
techniques have been established. For example, the trapezoidal rule and the Milne-
Simpson predictor- corrector method fall out as special cases of such spline 
approximations. The main reason why the above mentioned applications of spline 
functions to the numerical integration of ordinary differential equations leads to 
unstable methods is because the resulting numerical approximations are, in a certain 
sense too smooth (Varga [126]). Loscalzo and Schoenberg [76] have shown that the 
use of Hermite-Splines of lower order smoothness avoids completely the problem of 
unstability. The spline functions have been used by a number of authors to solve both 
initial and boundary value problems of ordinary and partial differential equations. The 
use of cubic splines for the solution of linear two point boundary value problems was 
suggested by Bickley [15]. His main idea was to use the 'condition of continuity' as a 
discretization equation for the linear two point boundary value problems. Later, Fyfe 
[44] discussed the application of deferred corrections to the method suggested by 
Bickley by considering again the case of (regular) linear boundary-value problems. 
However, it is well known since then that the cubic spline method of Bickley 
gives only O(h^) convergent approximations. But cubic spline itself is a fourth-order 
process [92]. It is therefore natural to look for an alternative method which would give 
fourth order approximations using cubic splines. We also find that the application of 
the spline function to the solution of convection-diffusion problems has not been very 
encouraging. To be able to deal effectively with such problems we introduce spline 
functions containing a parameter co. These are non-polynomial splines defined through 
the solution of a differential equation in each subinterval. The arbitrary constants being 
chosen to satisfy certain smoothness conditions at the joints. These splines belong to 
the class C^  and reduce into polynomial splines as parameter (o-> 0. The exact form of 
the spline depends upon the maimer in which the parameter is introduced. We have 
studied parametric spline function, spline imder compression, spline under tension and 
adaptive spline. A number of spline relations have been obtained for subsequent use. A 
wide class of singular boundary value problems have also been successfully solved 
.The sextic spline function has been applied to the vibrating beam equation. 
The singular perturbation mathematical model plays an important role in 
modelling fluid processes arising in applied mechanics. We have either the stiff system 
of initial boundary value problems or the convection-diffusion problems. It has been 
realized that when conventional methods are applied to obtain numerical solution, the 
step size must be limited to small values. Any attempt to use a larger step size results in 
the calculations becoming imstable and producing completely erroneous results. In 
recent years, considerable attention has been devoted to the formulation and 
implementation of, in essence, modified spline methods for the solution of certain 
classes of elliptic boimdary value problems on rectangles, see for example Houstis et al 
[51]. It is interesting to note that this approach was adopted by Irodotou-EUina and 
Houstis [52],in their quintic spline collocation methods for general linear fourth order 
two point boundary value problems. Another quintic spline method requiring a uniform 
mesh for a non-linear fourth order boundary value problem is due to Chawla and 
Subramanian [20]. This method is based on Bickley's idea [15] of using the continuity 
condition to construct a cubic spline approximation, but here it is used only after some 
other method (e.g., a finite difference method) has been used to obtain accurate nodal 
values. Fairweather and Meade [40] provide a comprehensive survey of both 
orthogonal and modified spline collocation methods for solving ordinary and partial 
differential equations. 
1.2 Boundary Value Problems 
Consider the two point boundary value problem 
u" = f(x,u,u'), x€[a,b] (1.1) 
where a prime denotes differentiation with respect to x , with one of the following three 
boundary conditions 
The boundary conditions of the first kind are: 
( i)u(a)=r, , u(b) = r2 (1.2) 
The boundary conditions of the second kind are: 
(ii) u'(a)=ri, u'(b) = r2 (1.3) 
The boundary conditions of the third kind are: 
(iii) aou'(a)-aiu(a) = ri, 
bou'(b) + biu(b) = r2 (1.4) 
where ao ,bo ,aiand bi are positive constants. 
In (1.1) if all non-zero terms involve the dependent variable u then the 
differential equation is called homogeneous, otherwise it is inhomogeneous. Similarly, 
the boundary conditions are called homogeneous when ri and r2 are zero, otherwise 
they are called inhomogeneous. The boundary value problem is called homogeneous if 
the differential equation and the boundary conditions are homogeneous. A 
homogeneous boundary value problem possesses only a trivial solution u(x) = O.We, 
therefore consider those boundary value problems in which a parameter X occurs either 
in the differential equation or in the boundary conditions, and we determine values of 
X, called eigenvalues, for which the boundary value problem has a non-trivial solution. 
Such a solution is called an eigen function and the entire problem is called an 
eigenvalue or characteristic value problem. 
The solution of the boundary value problem (1.1) exists and is unique if the 
following conditions are satisfied: 
Let u' = z, and - oo < u, z < oo 
(i) f (x,u,z) is continuous, 
(ii) 5f/ dn and df/ dz exist and are continuous, 
(iii) 5f/ au > 0 and |5f / 5z I < w, w > 0 . 
The numerical methods for solving the boundary value problems may broadly be 
classified into the following types: 
1.2.1 Difference Methods 
The differential equation is replaced by a set of difference equations, which are 
solved by direct or indirect methods. There are four main methods of deriving finite 
difference representations. 
(i) The replacement of each term of the differential operator directly by a Taylor series 
approximation. 
(ii) The integration of the differential equation over a finite difference block and the 
subsequent replacement of each term by a Taylor series approximation, 
(iii) Formulation of the problems in variational form and the subsequent replacement of 
each term of the variational formulation by a Taylor series approximation, 
(iv) Derivation of a finite difference equation whose solution is identical to that of the 
differential equation with constant coefficients. 
The methods (i)-(iii) and related methods share a common defect, namely that the 
individual terms of the analytical operator are approximated in isolation fi:om the 
remaining terms of the operator. Consequently, the interaction between the terms of the 
operator are ignored. This is a fundamental cause for the existence of instability in both 
ordinary and partial differential equations. The method (iv) is called the unified 
difference representation. Clearly, in this case the term interactions are included, and 
no possibility of instability can exist. 
1.2.2 Shooting Method 
These are initial value p^roblem methods. This method requires good initial 
guesses for the slope and can be applied to both linear and non-linear problems. Its 
main advantage is that it is easy to apply. The main steps involved in this method are 
(i) Transformation of the boundary value problem into an initial value problem. 
(ii) Solution of the initial value problem by Taylor's series method, or Runge-Kutta 
method, etc. 
In practice, the shooting method is quite slow. Therefore we ordinarily use finite 
difference and spline methods for solving boundary value problems. 
1.2.3 Finite Element Method 
The finite element method was introduced as a variationally based technique of 
solving differential equations. A continuous problem described by a differential 
equation is put into an equivalent variational form, and the approximate solution is 
assumed to be a linear combination, 2]*';^y' °^ approximation functions ^j. The 
parameters Cj are determined using the associated variational form. The finite element 
method provides a systematic technique for deriving the approximation fimctions for 
simple sub-regions by which a geometrically complex region can be represented. 
In the finite element method, in general we seek an approximate solution u to a 
differential equation in the form 
n m 
7=1 j=\ 
where Uj are the values of u at the element nodes, y/j are the interpolation functions, 
c^are the nodeless coefficients and (fij are the associated approximation functions. 
Direct substitution of the such approximations into the governing differential equations 
does not always results, for an arbitrary choice of the data of problem, in a necessary 
and sufficient number of equations for the undetermined coefficients Uj and Cj. 
Therefore, a procedure where by a necessary and sufficient number of equations can be 
obtained is needed. One such procedure is provided by a weighted-integral form of the 
governing differential equations. 
The most distinctive feature of the finite element method that separates it from 
others is the division of a given domain into a set of simple sub-domains, called finite 
elements. In the finite element method, the approximation functions are piecewise 
polynomials. Various variational methods, e.g., the Rayleigh- Ritz, Galerkin, and least 
squares methods differ from each other in the choice of the integral form, weight 
function or approximation functions. The finite element method overcomes the 
disadvantages of the traditional variational methods by providing a systematic 
procedure for the derivation of approximation functions over subregions of the domain. 
The method is endowed with three basic features that account for its superiority over 
other methods. First, a geometrically complex domain of the problem is represented as 
a collection of geometrically simple subdomains, called finite elements. Second, over 
each finite element, the approximation functions are derived using the basic idea that 
any continuous function can be represented by a linear combination of algebraic 
polynomials. Third, algebraic relations among the undetermined coefficients are 
obtained by satisfying the governing equations over each element. Thus the finite 
element method can be viewed, in particular, as an element wise application of 
Rayleigh-Ritz or weighted residual methods. The integral formulation of boundary 
value problems comes from the fact that variational methods of approximation are 
based on the weighted integral statements of governing equations. Since, the finite 
element method is a technique for constructing approximation functions required in an 
element wise application of any variational method, it is necessary to study the 
weighted integral formulation and the weak formulation of differential equations. In 
addition, weak formulation also facilitates, in a natural way the classification of 
boundary conditions into natural and essential boundary conditions, which play a 
crucial role in derivation of the approximation fimctions and selection of nodal degrees 
of the freedom of finite element model. 
1.2.4 Wavelet Method 
Another important method for the numerical solution of ordinary and partial 
differential equations is Wavelet method. Wavelet theory is an extension of Fourier 
theory (See Amaratunga et al [6], Beylkin et al [14], Chui [22]). 
In Multi-Resolution analysis, orthonormal bases of L2(R) are constructed as follows; 
Let (j)e L2(R) and we define (|)j^ k, j ,keZ as follows 
(t)j,k(x) = 2J'2^(2Jx-k) 
Let Vj = closure [())j,k; keZ] for all jeZ be a family of subspaces of L2(R) such that 
VjC Vj+i for all j eZ and closure (Ujez Vj) = L2(R). 
For each j eZ, we define the space Wj such that Vj+i= Vj © Wj 
Now we define 
\j;j,k(x) = 2^'^ \\i (2^  x-k), keZ and the space Wj define by 
Wj == closure [ij/jjc; keZ] is generated by \\) and hence L2(R) = © jez Wj. 
Example of Wavelet 
Haar Wavelet: Haar Wavelet is given by 
V)/(X) 
1, i f 0 < x < l / 2 
•1, i f l / 2 < x < l 
0, otherwise 
and the corresponding scahng function 
fl, i f O < x < l 
[0, otherwise 
1.2.4 [I] Wavelet Method for Differential Equations 
We consider here a simple example to illustrate the application of Wavelets in 
solving it. It is clear from the Multi Resolution Analysis that any function in L2(R) can 
be approximated arbitrarily well (in the LiCR) norm) by piecewise constant functions 
from Vj provided j is a large enough. Vj is the space piecewise constant L2(R) functions 
with breaking at the dyadic integers k 2"\ j ,keZ. 
We take the following boundary value problem 
-u''(x) + Cuix) = f(x), xeQ- (0 , l ) (1.5) 
u(0) = u(l) = 0 
with C >0, a constant, f & H^ (Q) and solve it for u = u(x). 
We apply the variational method of approximation (Wavelet-Galerkin method) for 
solving equation (1.5). As the existence of the solution of variational problem is 
guaranteed only in a complete space, so we take Sobolev space / / ' (Q). 
The idea is to solve variational equation on a finite dimensional subspace of i / ' (Q). 
In the Variational form, the solution u e ^ ' ( Q ) of the above equation satisfies 
10 
J(MV + WV)=J /V for all ve/ / ' (Q) (1.6) 
n n 
To approximate u by the method, we choose a finite dimensional subspace of 
/ / ' (Q) which is a space spanned by Wavelets defined on the interval [0,1]. We have 
already discussed the Wavelet bases (t)j,k, Vj.k and spaces Vj, Wj generated by them 
respectively in previous sections. For getting numerical solution of (1.5), we choose a 
positive value m and approximate u by an element Ume Vm that satisfies 
{(">' +".V) dx=lf(x)vdx, V6 Vn, (1 .7) 
Q n 
where Um and v can be written as 
m-l 
*:=0 
Pk is the projection fi-om H\Q) onto Vk and Qk-i == Pk-Pk-i-
Therefore, 
m-l 2^-1 
7=0 *:=0 
Here ^QQ is identically 'one' on Q, C^ is the average of Um on Q. We have used a 
Multi-Resolution approach i.e., we have written a successive coarser and coarser 
approximation to Um. 
Therefore, for all practical purposes, Um can be approximated to an arbitrary precision 
by linear combination of Wavelets. On putting the approximated expression for Um in 
equation (1.6), we get a system of linear equations 
L A - f 
11 
which can be solved using suitable methods. 
1.3 Solution of Tridiagonal System 
Consider the system of equations Au = b 
where 
-r , 
•Pi 
1 
-Pi Qi -h 
0 
-Pn 9N 
A special case of tridiagonal system of equations arises in the numerical solution of the 
differential equations. The tridiagonal system is of the form 
-/'^V,+^«"«-^«««.i =^«. 1<«<A^ (1.10) 
where pi, rn are given and UQ, Un+i are known form the boundary conditions of the 
given problem. Assume that 
;7„>0,qn>0, rn>0 and q„ >p„+r„ (1.11) 
for 1 < « < A^^  ( that is A is diagonally dominant). However, this requirement is a 
sufficient condition. For the solution of (1.10) consider the difference relation 
w„ =anUn+i+Pn, 0<n<N. 
From (1.12) we have 
Un.l=an-lUn+pn-l 
Eliminating Un-i from (1.10) and (1.13), we get 
(1.12) 
(1.13) 
w . = 
(ln-P.a„.\ -w«+i + 
d„+pj„-
^n-Pn«n-
(1.14) 
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Comparing (1.12) and (1.14), we have 
«„= '- , P„J"^P"^"-' (1.15) 
If uo = A, then «(, = 0 and y^o = ^ , so that the relation 
"o=«o"i+y^o (1-16) 
holds for all ui. The remaining a„,p„, \<n<N can be calculated from (1.15). 
?i q 
CCj — 5 Pi ~ 
1N-PN(^N-\ ^N-P^f^N-X 
If UN+1 = B is the prescribed value, then the solution of the tridiagonal system 
(1.10) is given as 
(1.17) 
u, = a,U2 +y9, 
The procedure converges if |a„|<l.This method is equivalent to Gauss elimination 
and also minimizes the storage in the machine computations as only three diagonals are 
to be stored. If the problem is to solve only the tridiagonal system, then set A= 0, 
B= 0 in the above algorithm. This gives, Jfrom (1.16), org = 0, /^ g = 0. 
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1.4 Solution of Pentadiagonal System 
We can easily extend the method of solution of a tridiagonal system to a five band 
system by writing the system of equations obtained in the solution of the differential 
equation 
w^"'+/(x)M = g(x), f(x)>0, xe[a,b] (1.18) 
subject to the boundary conditions 
u(a) = ai, u"(a) = Pi 
u(b) = a2, u"(b) = |i2 (1.19) 
(see p.220 [54]) as follows 
C, D, 
B, C- D. 
A j B j C j D3 E3 
'•N-l B N-l 
0 
'N-l D 
B. 
u, 
• A ' - I 
\"N J 
a. 
a N-l 
y^N J (1.20) 
where Ai, Bj ,Ci, Dj, Ej, and a] are the known quantities. As in section (1.3) we assume 
the following recurrence relations 
u =h -0) u .-y u _, 0<n<N 
n n n n + \ ' n n + 2 (1.21) 
We use (1.21) to find Un-i and Un.2 and substitute them in the equation 
A„u„., +B„u„, +C„u„ +D„u„„ +E„u„,3 =«: , 2 <n<N-2 (1.22) 
and by comparing it with (1.21), we get 
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h =(a'„-A h ^-S h .)/co* 
a =(D„ -5 Y ^)lco* 
n " n'n-V " (1.23) 
where S„ =B„-A„co„,^ 
In view of the first boundary conditions in (1.19) we have 
ho =uo, ©0=0, Yo=0 (1.24) 
Equation (1.21) will be identical with the first equation in (1.20) if 
h^ = a\ Ico\, co^ = D, /co', /, - £, /cy' (1.25) 
where <W|' = ci. 
The second condition in (1.19) will be fulfilled if 
UN = 0 
The relation (1.23) together with (1.24) and (1.25) will hold for 0 < n < N if UN-I = 0 
and hence u,^ = h^ -a)„u^^^ 
The values UN-I, UN-2, , U2, ui can be obtained by backward substitution in the equation 
^n=K -^«"«.i -r„w«.2' n ^ N - 1 , 2,1. 
1.5 Spline Functions 
A spline" fimction is generally regarded as a piecewise polynomial satisfying 
certain conditions of continuity of the fimction and its derivatives. The idea has been 
extended in various directions. The applications of the splines as approximating, 
interpolating and curve fitting fimctions have been very successful (Ahlberg et al [2], 
Greville [48], Prenter [92]). It has been shown by Schoenberg [107] that a curve drawn 
by a mechanical spline to a first order of approximation is a cubic spline fimction. 
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Further, the solution of a variety of problems of 'best'approximation are the spHne 
function approximations. 
We consider a mesh A with nodal points Xj on [a, b] such that 
A:a = xo < xi < X2 < XN-I<XN= b where /?. =Xj-Xj_^ , for j=l(l)N. Assume 
we are given the values \iij j of a function u(x) , with [a ,b] as its domain of 
definition. A spline function of degree m with nodes at the points Xj, j =0,1,2...N is a 
function SA(X) with the following properties: 
(a) In each sub interval [xj,Xj+i ], j =0,1,...N-1, SA(X) is a polynomial of degree m. 
(b) SA(X) and its first (m-1) derivatives are continuous on [ a,b]. If the function SA(X) 
has only (m-k) continuous derivatives, then k is defined as the deficiency of the 
polynomial spline and is usually denoted by SA(m,k), see [101]. The cubic spline is a 
piecewise cubic polynomial of deficiency one, e.g. SA(3,1). The cubic spline procedure 
can be described as follows 
Consider a function u(x) such that at the mesh points Xi ,u(xi)= Uj . A cubic 
polynomial is specified on the interval [xj.i, Xj] . The four constants are related to the 
function values Uj.i,Uj as well as certain spline derivatives mj.i,mj or Mj.i, Mj .The 
quantities mj ,Mj are the spline derivative approximations to the function derivatives 
u'(Xj), u''(Xj) respectively. Similarly considered on the interval [x j,Xj+i] . The 
continuity of the derivatives is then specified at Xj. The procedure results in equations 
for mj, Mj, j = 1,2, ....N-1. Boundary conditions are required at j =0 and j = N. The 
system is closed by the governing differential equation for u(xj), where the derivatives 
are replaced by their spline approximations mj ,Mj. 
The spline functions approximation has the following advantages: 
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In this approach u(x) is approximated by a different polynomial in each subinterval, 
thus providing approximations not only for u(x) but also for the derivative of u(x) at 
every point of the interval [a,b]. We recall that by a finite difference method we 
approximate u(x) at a finite set of grid points only in [a,b]. Derivative boundary 
conditions are imposed directly without incurring large local discretization errors. 
Unlike finite difference or finite element techniques, with a spline approximation there 
appears to be no particular advantage gained with the divergence form for the equation. 
Unlike finite element procedure, there are no quadratures to evaluate. 
In this, chapter, we first give some definitions and basic results on quadratic, 
cubic, quartic, quintic and sextic spline functions . The definition of the cubic and 
quintic spline ftinctions is extended to piecewise non-polynomial functions depending 
on a parameter co. For co^O these (non-polynomial) functions reduce to ordinary cubic 
or quintic splines. Depending on the choice of parameter, the spline fiinction is known 
as cubic spline in compression, cubic spline in tension or adaptive cubic spline. 
Similarly three of the splines derived from quintic spline are termed 'parametric quintic 
spline-F, 'parametric quintic spline-IF and 'adaptive quintic spline'. 
1.6 Quadratic Spline Functions 
Let u(x) be a sufficiently differentiable function and M(X) be an 
approximation to u(x) obtained by a 'quadratic spline ' Qj(x) passing through the points 
(xj ,Uj) and (xj+i, Uj+i).The spline fimction S(x) can be written in the form of a 
quadratic polynomial Qj(x) in each subinterval [xj ,Xj+i] along with the requirement that 
S(x)e C' [a ,b] (see E.A.Al- Said [5]). We write Qj(x) in the form 
Qj(x) = ajix-Xjy+bj{x-Xj) + Cj, j = Q{l)N-\. (1.26) 
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The set of quadratic polynomials, using a possibly different polynomial in each 
subinterval defines a smooth approximation to u(x) .We further require that the values 
of first order derivative be the same for the pair of quadratics that join at each grid 
point Xj. We determine the three coefficients in (1.26) in terms of 
M^ .^ ,/2 ,mj and Mj^,/2, where 
(//) Q ; ( X P - m^ 
we obtain the following relations via a straightforward calculation 
^j = ^^7+1/2 (1.27) 
h /2^ 
<^j = ^i.m -^^j - y M^^,/2, j - 0(1)N -1 . ^ ^ ^ ^ j . ^ ^ ^^^ continuity 
of quadratic spline and its first derivative at the grid points Xj where the two 
quadratics Qj-i(x) and Qj(x) join, we have 
Q'/_Uxj)= Qf\xj), / . = 0,1. (1.28) 
Using (1.26), (1.27) and (1.28), we get the following relations 
/2(m^ +mj,) = 2(u.,„, -uj_,^,)-jh' (M^,,,, +3Mj_,^,) (1.29) 
/z(mj-m^,)=h^Mj,/, (1.30) 
which yield 
1 2 
^nij = (Uj,,/2 -Uj_y,)--h (Mj„/2 -Mj.y^y (1.31) 
The elimination of mi fi-om (1.29) and (1.31) gives the following recurrence relation 
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";.,/2-2u^,,2+V3/2 =^^ ' (M, ,„ ,+6Mj , / ,+M,_3 , , ) , j = 2(l)N-l . (1.32) 
1.7 Cubic Spline Functions 
Definition 1.1 
A cubic spline function SA(X), of class C^  [a, b], interpolating to a function u(x) 
defined on [a,b] is such that 
(a) In each interval [x^_, ,Xj], SA (X) is a polynomial of degree at most three. 
(b) The first and second derivatives of SA(X) are continuous on [a,b]. 
Thus we may write in [x^_, ,x^ ], 
S: (x) - M, , ^ ^ ^ + M, ^^"' = zM, , + zM, 
(1.33) 
where 5^(x^) = M^ and /z^  =x^-x^_,,z = (x-x^_,)/ft^.,z = l - z 
Integrating (1.33) twice, and setting x =x j and x =x j.i, the constants of 
integration are determined by the conditions S^ (x^_|) = M _^, , S^ (Xj ) = Uj. Finaly, we 
obtain 
S, (X) = zu^ + zu^_, + h^ [q, iz)Mj + q, {z)M,_, ] / 3! (1.34) 
where ^ j (z) = z ^  - z, ^ 3 (0) = ^3 (± 1) = 0, ^ 3 is an odd function of z. 
The function SA(X) in the interval [Xj,Xj+i] is obtained with j+1 replacing] in (1.34) so 
that 
5,(x) = zu,„ +zuj +hl,[q,{z)Mj,, +^3(z)MJ/3! (1.35) 
where z = (x-Xj)/hj+i 
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Cubic Spline Relations 
For simplicity we assume that the subintervals are of equal length so that 
hj =h j+i =h, for j =1(1 )N. The continuity of the first derivative of SA (X) at X = X J 
requires 
S;(x^-) = S;(x^+). Since 
1 . . h 
h 6 
5 ; ( x , + ) - | K . , - w , ) - 7 ( 2 M , + M , . „ ) , ; = 0(l)iV-l (1.36) 
n o 
the following spline relation may be obtained : 
M,„ +4Mj+Mj^, ":^^"^^> -2u^+Uj_,),j = \0.)N-l (1.37(i)) 
Similarly we obtain 
3 
rrij^, + 4mJ + m^,, = -(w^^, - w ,^,) (1.37(u)) 
where m^ = S'^ (Xj). 
The relations (1.37) are called the continuity or consistency relations of the cubic 
spline. The following relations may also be easily obtained 
h (w,,,-w,) ( z > - - - ( M ^ , , +2M,)+^ ^^ ' '' 
6 h 
h (w,,,-w.) 
{ii)m^,, = - ( M ^ + 2 M ^ „ ) + ' \ ' (1-38) 
n n 
6' ' ^^" h 
Equations (1.37) lead to a system of N equations for the N+2 unknowns Mj or 
mj ,respectively. The additional two equations are obtained from boundary conditions 
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on M or m. The resulting tridiagonal system for Mj or my is diagonally dominant and 
may be solved by an efficient algorithm, Ahlberg et al [2]. Therefore, given the values 
Uj the equations (1.37) with appropriate boundary conditions form a closed system for 
Mj or mj and with (1.34) or (1.35) the values SA (X) can be found at all intermediate 
locations. 
1.8 Parametric Cubic Spline Functions 
Definition 1.2 
A function SA (X,T) of class C [a, b] which interpolates u(x) at the mesh points 
{xj}, depends on a parameter T , and reduces to cubic spline SA(X), in [a, b] as T-> 0, is 
termed a parametric cubic spline function. Since the parameter x can occur in iS"^  (x, r) 
in many ways, such a spline in not unique. The three parametric cubic splines derived 
from cubic spline by introducing the parameter in three different ways are termed as 
'cubic spline in compression','cubic spline in tension' and 'adaptive cubic spline'. 
1.8.1 Cubic Spline In Compression 
If S^ (x, T) is a parametric cubic spline satisfying the differential equation 
Sl{x,z) + zS,{x,x) = [Sl {x^_,, r) + zS, (x,_,, r)] ^ ^ ^ + 
hj 
,_ (1.39) 
where x€[xj_^,Xj],S^(Xj,T) = Uj,hj =Xj ~XJ_^ and T>0 then it is termed cubic 
spline in compression (see Aziz [9], Khan [68]). 
Solving the differential equation (1.39) and using interpolatory conditions at x j 
and X j.i to determine the constants of integration, we get after writing to = /j^  Vr, 
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S^{x,T) = zuj + zuj_, + h][q,{z)M^ + q,{z)M j_,y co' (1.40) 
sin (O z 
where z = (x-x. .)lh, ,z -\-z, qAz)~ z-—_ , 
•'" ^ sin 6; 
^, (0) = ^, (± 1) = 0, ^ , (z) is an odd function of z. 
Similarly in interval [xj ,Xj+i] we obtain with j+1 replacing] in (1.40) 
S,{x) = zu^^,+zu^ +h'j^,[q,{z)Mj^, +q,iz)Mj]/o)' (1.41) 
Spline Relations 
For uniform mesh i.e. h=h j=h j+i, spline relations corresponding to (1.37) (i),(ii) 
may be obtained as : 
(/>M^„ +2fiMj +ccMj_^ =-7T(«V>I -2UJ+UJ_,) 
(a+B) ^^'^^^ 
{ii)canj^, +2j3mj+amj_^ = ^^^ i^j^x ~^j-\) 
where 
rrij =S'^(XJ,T), MJ =^ Sl{Xj,T),a = -^{(D cosec ca-l), 
J ^ (1.43) 
yff = — y ( l - < y COlCO) 
(O 
The consistency relation for (1.42-(i)) leads to the equation 2a+2p=l, which 
may also be expressed as a)/2= tan (©/2).This equation has a zero root and an infinite 
no. of non-zero roots, the smallest positive being ©=8.986818916... For 
— = tan — 9i 0, or = y9 = 1 / 4. In this case spline relations (1.42) reduce to 
( 0 ^ ( M , „ + 2 M , + M , . , ) = J \ . 
^ (1.44) 
(") — (rrij.i + 2mJ + mj_, = {Uj,, - Uj.,) 
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For co->0, (a,P) ->(l/6,l/3) and qi(z)/co^ ->-qo (z)/6 so that the equation (1.42) reduces 
to the corresponding cubic spline relation (1.37). 
1.8.2 Cubic Spline in Tension 
If the function S^ (x, r) is a parametric cubic spline satisfying the following 
differential equation in sub interval [x^_,,Xj], 
S: (X, r) - TS, (X, T) = [S: (xj_,, r) - r^, (x,_,, r)] ^ ^ ^ + 
, , (1.45) 
( x - x , ,) 
where r > 0 is a tension factor, S^ {Xj) = Uj,S'^{Xj) = mj,S'l{Xj) = Mj, 
then5^ (x,r) is termed as 'cubic spline in tension'.( See Rubin and Graves [100], Aziz 
[9]). 
Solving (1.45) and using interpolatory conditions at x j and x j-i , we obtain 
S^ix,T) = zu^ -^zu^^^ +h^[q^(z)Mj +q^(z)Mj_J/o)^ (1.46) 
where z = (x-x _,)//? ,2 = l - z , Q} = -fvh,,q2{z)~ z, 
sinh CO 
q^ (0) = q^ (± 1) = 0, and h^ = x^ - x^.,. 
Similarly in interval [xj ,Xj+i] we obtain 
S^{x,T) = zUj,^+zUj+h^Jq,(z)Mj,^ +q,{z)Mj]/o)' (1.47) 
where z = (x-Xj)/hj ,z = l-z, a- -Jrhj^^, hj^^ = x^ .^j -Xj 
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Spline Relations 
For uniform mesh i.e.,h=h j=h j+i, the following spline relations are obtained: 
(0«M,„ +2PM^ +aM^_, -^S'uj 
(1.48) 
where a = —r-(l-fl; cosec h co),/3 = —z-(o} coth CD-I),ca = h^fT 
0) 0) 
v/heno) ^0,(oc,/3)^ (1/6,1/3), and q2{z)/co^ -^qQ(z)/6, so that the equations 
(1.46), (1.47) and (1.48) reduces to the cubic spline relations. 
1.8.3 Adaptive Cubic Spline 
If the function S^ (x, co) is a parametric cubic spline satisfying the following 
differential equation 
aSl{x,(o)-bS\{x,(o) = '^^^{aM J -bm^) + '^^(aMj_, -bm.,) (1.49) 
hj hj 
where Xj_^ <x<Xj, a and b are constants, 
S'^ (Xj,(o) - nij, S'^ (Xj,co) = Mj, hj = Xj - x^_,, and a)>0, then S^ (x,co) 
is termed as 'adaptive cubic spline'. 
Solving (1.49) and using the interpolatory constants S^ (;c^ _,, co) = w ,^,, 
S^ (Xj, co) = Uj, we have 
S,{X,CO) = Aj + B^e^' --^[p,(COz)(M, --m^)] + \[p,(-coz)(M^_, -~mj_,)] 
CO hj CO hj 
(1.50) 
where 
x-x,_, bh 
z = —,<y = —-,z = \-z,p2(z) = l + z + ^ z^ h ' a • ' - -
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0) hj 
(D hj 
7 2 
6J 2 hj 2 hj 
The function S^(x,ft») on the interval [xj, Xj+i] is obtained with j+1 replacing j in 
equation (1.50). 
Spline Relations 
For uniform mesh i.e hj=hj+i=h, the condition of continuity of first or second 
derivative of SA(X,(O) at Xj yields the following equation; 
h h 
iMj_, -^m^_^)e~'"[p,(-o))e^ ~l] = - ^ [ e ^ w , ^ , - ( l + . - ) w ^ +j.._,] (1.51) 
h h 
It may be noted that the continuity of first derivative of SA(X,©) implies that of second 
derivative and vice-versa. We obtain the following relations: 
(/)m^_, = -hiA^Mj_, + A^Mj) + (w^  - w .^,) / h 
(ii)mj = h(AjMj_y + A^Mj) + (w^  - w _^,) / h 
m^Mj_, =-(A,mj_, +A,m^) + B,(u^ -u^_,)lh (1-52) 
ICO 
cch 
{iv)~-M = ( ^ 3 ^ 1 + A,mj) + B^{u- - w _ , ) /h 
10} 
where 
A, =-{\ + a) + —,A, = " ( ! - « ) - — 
4 2<y 4 Ico 
1 / 1 -. (^ A 1 / 1 N or A,=-a + a)-—,A, = - - ( l - a ) + —-
4 2a) 4 2o) 
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1 1 O 
B^ =—(l-a),B2 =—(l + a),a = coth 
2 2 2 0) 
We also obtain 
2 h'[A,Mj^, +iA, +A,)M^+A,M^_,] = S'u^ (1.53) 
,^M^„ - (5, + 2^)M .^ + B,Uj_, = M^w^.^, + iA^ + A,)mj + A^mj_^ ] (1.54) 
For co-»0 (i.e. bh/a^O), then we have a =0,a /(o=l/6, Ai=A4=l/3, A2=A3=l/6, 
Bi= -B2 =1/2, and the spline function given by (1.50) reduces into cubic spline. 
1.9 Quartic Spline Functions 
(I) Let u (x) be a sufficiently differentiable function and u (x) be an approximation 
to u(x) obtained by a 'quartic spline' Qj(x) passing through the points (xj^ Uj )and (xj+i, 
Uj+i).The spline function S(x) can be written in the form of a quartic polynomial Qj(x) 
in each subinterval [Xj,Xj+i]along with the requirement that S(x)e C [a,b], 
(See Usmani [123]). We write Qj(x) in the form 
Qj{x) = aj{x-Xjy+bj{x-Xjf+c^{x-Xjf+dj{x-Xj) + ej, j = 0(l)N-l 
(1.55) 
The set of quartic polynomials, using a different polynomial in each subinterval 
[Xj Xj+i] defines a smooth approximation to u(x). We further require that the values of 
the first, second and third order derivatives be the same for the pair of quartics that join 
at each point (xj,Uj). We determine the five coefficients of (1.55) in terms of 
Uj^^ij,mj,Mj^^i^,Tj and Fj^ ,,^  where we write 
e ; (x , )=mj, Q:(XJ,„,) =MJ,,„, Qr(xp=T., Qr^(x,,„,) =F.,„, 
Using the five equations namely 
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(0 Qj(Xj,v2)^J^j.u2 (ii) Qj(Xj) = mj 
(iii) Q]{Xj,,n) = Mj,,,, iiv)Q";(Xj) = T^ 
(V) Qr(^J.U2) = Fj.U2 
we obtain via a long but straightforward calculation 
1 1 1 5 (^-^6) 
The continuity of quartic spline and its derivatives up to the order three at the points Xj 
where the two quartics Qi-i(x) and Qi (x) join may be expressed as 
Q'j1(Xj) = Q'/\xj), M = 0,1,2,3 
which on using (1.55) and (1.56) yield the relations 
(1.57) 
h{m^ -m^_,) = h'Mj_,,,+^^h'F^_,„ (1.58) 
/z(7; +r , . , ) = 2(M^„/, -Mj_,,,)-h\Fj^,„ +3F^.,/,) (1.59) 
h(Tj-T^_,)^h'Fj_,,,. (1.60) 
From (1.57) -(1.59), we obtain 
1 2 1 4 
hmj=(Uj,,,,-Uj_,„)-^h iMj^,,,-Mj_y,) + —h (Fj,,,, - Fj_y,). (1.61) 
In a similar manner (employing simple algebraic manipulations) we obtain 
hTj ={Mj,,,, -M.^,,,)-h\Fj,,,, -F,., ,^) (1.62) 
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h'M^_,,, =(",. , /2 -2W;-,/2 + « , - 3 / 2 ) - ^ ^ ' ( ^ , > , / 2 + 30F,_,/2 + ^,-3/2 ) (1-63) 
, 1 , 
h F^.,/2 = 1 6 ( M ; „ / 2 -2W^_,/2 + W , - 3 / 2 ) - 3 ^ (^y.i/2 +46M^_,/2 +M^_3/2) (1.64) 
h\M^^,,, -2M^_,,2 +M^_3, , )^ iA\F^ . , , , , +6F^..„, +F , . 3 , , ) . (1.65) 
We now eliminate Fj+1/2 and Fj.3/2 from (1.64) and (1.65) to obtain the 
recurrence relation 
1 , 
"y+3/2 +4w,>,/2 -10",-l/2 +4w,-3/2 + "7-5/2 = ^ ^ (^,+3/2 +76M^„/2 +230M^_,/2 
+ 76Mj.3/2+Mj.5/2). 
(1.66) 
Similarly, the elimination of Mj+1/2 and Mj.3/2 from (1.63) and (1.65) yields 
",.3/2 -4",>,/2 + K - I / 2 -4Wy-3/2 +"y-5/2 = —^'(^y>3/2 + 76F^.l/2 + 230F,_,/2 
+ 76F^-3/2+F,.5/2X J - 3 ( l ) N - 2 . 
(1.67) 
( I I ) Another set of relations may also be obtained by putting 
(0 Qj i^j ) = "y ("•) Qj (^;+i) = "y+1 
("oe;(^,)=M, 
in equation (1.55). 
We obtain via a straightforward calculation 
'^ ^ = ]^(".>. - " . ) - ^ ' " v - ^ ( ^ . > . + 37;), (1.68) 
A.=m., t.=Uj, j = 0 ( l )N- l . 
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From the continuity of the first and second derivative at the point x = Xj, we 
derive the following relations 
m^ +m^_, =|(z,^ -„^_,) + : ^ ( r , +r^.,) (1.69) 
1 h^ 
h' ^^' ' '-" 24 
Now subtracting equation (1.70) from (1.69) we get the relation 
(1.70) 
lu^_, -Au^ +w^,, =-2hm^_, ^YA^^^H +10^.+^...)- (1-71) 
Adding equation (1.69) and (1.70) we obtain 
'"^ " 2A ^"^ '^ " "^-' ^  ~ 48 ^^ •^' "^  ^ ^-' ^ ^-''' -*• 
(1.72) 
We now eliminate mi, i = 7,7-1 from (1.72) using (1.70) to obtain recurrence 
relation 
- uj_, + 3uj_, - 3uj + «,„ =j^h'(r,., +1 ir,_, +1 IT; + T;,,), j = 2(1)N - 1 . 
(1.73) 
1.10 Quintic Spline Functions 
Definition 1.3 
A quintic spline function SA (X), interpolating to a function u (x) defined on [a, 
b] is such that 
(i) In each subinterval [xj.i,x j], SA(X) is a polynomial of degree at most five. 
(ii)The first, second, third and fourth derivatives of SA(X) are continuous on [a, b] 
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Thus, we may write in [Xj.i, x j], 
(1.74) 
where FrS['\Xj). 
Integrating (1.74) four times with respect to x and using the conditions 
S^(x,.) = w,., Si(x^) = M,, i = j,j-\,v^eobtain 
S^(x) = zUj+zUj_, +—[q,(z)Mj+q,(z)M^_,] + — [q,(z)Fj+q,{z)Fj_,] 
where (1-75) 
z^———, z=—;— or z = l-z,q^(z) = z -z, 
h h 
^3(z) = z'-(10/3)z^+(7/3)z,^3(0) = ^ 3(0) = 0,^3(±l) = ^ 3(±l)-0,^,(±V7/3) = 0 
The function SA(X) in interval [Xj, x^ ,^ ] is obtained with j+1 replacing j in (1.75) as 
S^ (x) = UjZ + Uj^,z + —[q, (z)Mj + q, (z)Mj,, ] + —[q, (z)F^ + q, (z)Fj^, ] 
x-x. 
where z = -, z = l-z 
h 
(1.76) 
Spline Relations 
The continuity of the first, second, third and fourth derivatives at x=x j requires 
S, (X, -) = S, (x^ +), Si (x^ -) = Si (Xj +),5f (Xj -) = 5 f (Xj +) and 5f ^ (Xj -) = S'^' (Xj +) 
Differentiating successively equations (1.75) and (1.76) and putting x=x j , we obtain 
the following one sided derivatives at x==x j . 
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h o 360 
h ' 6 360 
Q)Sl{x^-) = M^=Sl{x^+) 
i4)S'^\x^-) = i ( M , -M,_,) + ^ (F^_, + 2F^) 
n 0 
« o 
(6)5l^^(x,-) = F^.=5l^^(x^+) (1.77) 
The continuity of first derivative implies 
M,,, +4M^ +M^., =;^(",>, -2u, +w,_,) + ^ ( 7 F ^ „ +16F^ +7F^_,),7 = 1(1)A^-1 
(1.78) 
and the continuity of the third derivative implies, 
M^,, -2M^ +M^,, = ^ ( F , „ +4F^ +F,_,), ; =l(l)iV-l 
(1.79) 
subtracting (1.79) from (1.78) and dividing by 6 we obtain 
(1.80) 
Elimination of Mj's between (1.79) and (1.80) leads to the following useful relation: 
120 
F^,, +26F^,, +66F, +26F,_, +F^_,= ^{Uj^,-4uj^, +6uj -4w,_, +Uj_,),J = 2(\)N-2 
(1.81) 
The following additional spline relations may be obtained 
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07)7;. = ^(^v^,, -3«,. +3.^._, - „ ^ . , ) - l - ( F . , -33F, -27F,_, -F^_,) 
(1.82) 
We define A by AWj^ ff^ ^^  + 26H ,^„ + 66PF^  + 26Wj_, + Wj_^ for any function 
W evaluated at the mesh points. Then we have the following relations connecting u and 
its derivatives (See Fyfe [46]). 
{i)Amj =-7("y+2 +10"v>i -10"y-i ""y-2) 
20 
(iiOATj =^(«y .2 -2w,,, +2w^_, -u^_,) 
120 (iv)Ai^ ^ = ^ K > 2 -4",>, +6w, -4w .^„, +«._,) (1.83) 
where w, =5 , (x , ) ,M, =-S;(x^),r, =5f ' (x . ) o«^ F, =Si'\xj) 
1.11 Parametric Quintic Spline Functions 
Definition 1.4 
A function SA(X,X) of class C [a,b] , which interpolates u(x) at the mesh points 
Xj, J =U1)N, depends on a parameter T,reduces to ordinary quintic spline SA(X) in [a, b] 
as T->0 is termed a parametric quintic spline function. Since the parameter T can occur 
in SA(X,T) in many ways such a spline is not tinique.The three parametric quintic 
splines derived from quintic spline by introducing the parameter in three different ways 
are termed as 'parametric quintic spline-I', 'parametric quintic spline-IP and 'adaptive 
quintic spline'. 
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1.11.1 Parametric Quintic Spline-I 
If SA(X,T)= SA(X) is a parametric quintic spline satisfying the following 
differential equation in the interval [x j.i, x j], 
-'(4)/'v-^ _ L - ^ 2 e (2) . 2 » y \ •*• """j-l S^^\x) + T'Sr{x)^{Fj+T'M^)^^ + {F^_,+T'Mj_,) X. - X 
h h 
= QjZ + Qj-^z, (1.84) 
where Qj= Fj +x^  Mj , 5]^(x^) = M^, S'-/^\xj)= Fj and x >0 then it is termed 
'parametric quintic spUne-F. 
Solving the differential equation (1.84) and determining the four constants of 
integration from the interpolatory conditions at x j and x j.i, we obtain 
/ j2 ^ 
S^(x) - zu + zw , + —[q,iz)Mj + q,(z)Mj_i] + ( - ) ' 
3! (W 
0) 
^ , ( Z ) - < , , ( Z ) ] F ^ + 
93(z)-9,(z) ]F^_, (1.85) 
where q3(z) and qi(z) are defined in section (1.7) and (1.8.1) respectively. 
In the same manner in [Xj, x^ ,^ ] we obtain 
S^ix) = zuj + zuj,, + —[q,(z)Mj + q,{z)M J + ( - ) ' 
3! 0) 
CO 
—q^{z)-qx{z) ]^ y+i + 
6) 
0) 
3! 
q,{z)-q,(z) ]F^ (1.86) 
Spline Relations 
Continuity of the first and second derivatives implies that 
n 
(ii) M^„ - 2Mj + Mj_, = h' (oFj,, + 2J3Fj + aF._^ (1.87) 
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The consistency relation for (1.87(ii)) leads to the equation — = tan— (see 1.8.1). 
From (1.87) we obtain 
M^ = ^ ( « , . , -2u^ +u^_,)-h' (a, + | )F^„ +2(J3, + | ) F ^ +(«, + | )F^_ , ] 
(1.88) 
Substituting for Mj+i, Mj and Mj.i from (1.88) into (1.87) we arrive at the following 
useful relation 
Pf^j.2 + 9^,., + sFj + qF^_, + pF^_, = ^S'u^ (1.89) 
we can also write (1.89) as AF, = —rS'^u, 
where the operator A is defined by 
Aw. = p(Wj^^ + Wj_2 ) + q{-Wj,, + Wj_^ ) + SWj 
Multiplying (1.87(i)) by a and (1.87(ii)) by 6a\ and adding, we get 
^J ^ , 0 , 2 , \ n J ( « + 6a,)M,„ + 4 (a -3a , )M. + 
12/2 (a,y^-y^,a) ^ 
(a + 6a,)M^..,-^(w^.,, -luj +M^._,) ] 
using (1.87(ii)) we obtain 
— [a(Uj,, + Uj_, ) + 2iP- a){Uj,, + «^.,) + (2a - 4j3)Uj ] 
n 
(1.90) 
where p = a,+^,q = 2[\{2a + P)-{a,-p,)],s = 2[Ua + A/3) + {a,-2p,)], 
o 0 6 
—jiacosec co-\),p ^ -^{\-(ocoXQ)),a^ = - y ( - - a ) , y 9 , = - Y ( T -
(y 6J CO 6 CO i 
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Some other spline relations are: 
1 h' 
O K =~-g^^"^-2 -6« ,„ +3«^ +2w,.,) + y [ p F , , 2 +{p„+2p)F^^, +(p + 2p„)Fj+2pFj_,] 
{2)T^ = ^  (w ,^, - 3M^„ + 3w^  - Uj_,) - h[p Fj,, +(p„-p + «)F^„ + (p - P„ + /?)F, - pF^_, ] 
(1.91) 
where S,(x^)^m^,S^^\x^)^T^ and p„ =2(/?, + | ) 
1 1 — 7 —8 As T^O that isa^O, then (a,y9,«,,y?,)-^ ( - , - , -—, -—) and (;7(,,/>, 9,5) 
o i JOU ioU 
-> (8,1,26,66) the spline defined by (1.85) reduces into quintic spline (1.75) and 
the above spline relations reduce to corresponding ordinary quintic spline relations. 
1.11.2 Parametric Quintic Spline-il 
If the function SA(X,T)= SA(X) is a parametric quintic spline satisfying the 
following differential equation in the interval [x j.i, x j], 
Si'\x) - T'S,''\X) = (Fj - r'Mj)^^^ + (F^_, - r ^ M ^ _ , ) ^ (1.92) 
•^ h h 
where T >0 , QJ= FJ -X^ MJ , then S^{x) is termed as 'parametric quintic spline-II'. 
Solving and using interpolatory conditions for finding constants of integration 
we obtain 
S^(x) = zu + zu , + —[q,{z)M + q,{z)M ,] + ( - ) ' 
3 ! ^ CO 
a' 
?2(^)-Y^3(^)K + 
0) 
.-. co' 
q^(^)-—q^(^) K , (1-93) 
where co= x h ,q3(z) and q2(z) are defined in section (1.7) and (1.8.2) respectively. 
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Spline Relations 
Continuity of the first and third derivatives yields the following spline relations 
(1.94) 
Using (1.94) we obtain 
(1.95) 
Substituting for Mj+i, Mj and Mj.i from (1.95) into (1.94) we arrive at the following 
useful relations 
pF,,.,F,„.sF,.,f,_,.pF,_,.^S'u, (1.96) 
Multiplying (1.94(i)) by a and (1.94(ii)) by 6a\ and adding, we get 
Fj - , , , 2 , \ o J ( « + 6a,)M^„ + 4(a-3a,)M^ + 
(a + 6a,)Mj_-—(Uj,, -2uj +w^_,) ] 
using (1.94(ii)) we obtain 
pMj^2 +9^i+i +sMj +qMj_y +pMj_2 = 
-^ [a{uj,2 + Uj_2 ) + 2(j3- a){Uj,, + M .^, ) + (2a- Ap)Uj ] 
Some other spline relations are: 
(1.97) 
(l)m, = - ^ K > 2 - 6 " ; . , +3M, +2«,_,) + ^ [/?7^,,2 +(;^. +2p)/^;., +{p + 2p,)Fj+2pFj_,] 
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(2)r^ =^(^j.2 -3«,. , +3uj -Uj_,)-h[pFj,, +{p„-p + a)Fj,, +(^p-p^+p)F. - pF^_,] 
(1.98) 
where p = a,+^,q = 2[U2a + l3)-{a,-p,)],s^2[\{a + Ap) + {a,-2p,)], 
6 6 6 
—),a = ^ (I-0) cos ech 0)),/3 = — 
6 CO CO 
Pg =2(/?| +^),a —^(\-CO o) , p  ^{-\ + o)coihco). 
6> 6 Q} i 
1 1 — 7 —8 As r^O that is co^O, then (a,/9,«i,y9,)->(-,-,-—,-—)and(/>o,/7,^,5) 
6 3 360 360 
-^ (8,1,26,66) the spline defined by (1.93) reduces into quintic spline (1.75) and 
the above spline relations reduce to corresponding ordinary quintic spline relations. 
1.11.3 Adaptive Quintic Spline 
If the function SA(X,CD) is a parametric quintic spline satisfying the following 
differential equation in the interval [x j.i, x j], 
aSf(x,co)-bS,''\x,a)) = (aF^ -bTj)^^^ + {aF^_, -bT^_,)^^ ^^  99^ 
where x e [x j.i, x j ],Sf^{Xj,o)) = Tj, S[*\xj,co) = Fj, co = bh/a >0 ,a,b are constants, 
then Sf\x,Q)) is termed as 'adaptive quintic spline'. 
Solving (1.99) and using the interpolatory conditions we obtain 
S^ (x,CO) = UjZ + u^,,z + A,[<z5, (z) + ^ 2(z)]M. -k,[^,(z)e" + <t>-,(z)]M^_, + 
K(l,-x V^^ i^)iP2 i-OJ)e'" -1) + /I2 {P2 {-(O) - \)<f>2 (z) - zp, {-co) + p, i-o^) -z] (1.1 GO) 
where 
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^ , z = l - z , Q^=Fj--T^, oj = —, M^=Sl(Xj,CD), 
h a a 
A = (e'"-\y' and p^(t) = \ + t + ~ + --+—. 
^ 2! N\ 
The function5"^(x,(y)on the interval [x^,x^^]]is obtained with j+1 replacing j in 
(1.100). 
Spline Relations 
The condition of continuity of first and third derivative of SA(X,G)) at Xj yields 
the following equations: 
(0 (",» - 2"; + Uj_,) = k,Mj^^ + k^Mj + k,Mj_^ + k^qJ^^ + k^qj + k,qj_^ 
(/•/•) M.„ -{l + e^Mj +e"M,_, = A,{[l-A(p,M-l)k^„ +[A(p,(«)e'" -p , («))-3k, 
+ [A(p,(-6;)-l)e^+lk,_,}/A, (1.101) 
where k, =ie'" -p,{cD)A,), k, =[e'"{p,io})-3) + (3-p,(-CDm„ k, ^[e"p,{-co)-l]A„ 
3 2 
k,=-X,[~-ip,icD)-e'') + X(p,i(o)-m + o)-e'') + p,(co)-co-\], 
k,=A,[-2o} + ^ + Aco\l-^)(l+ €")], and k, = A J - ^ ( p 2 ( - f i ; ) e ' " - 1 ) + 3 ^ 4 '^ " '^' ' " ° "^ 2 
/l(p, (-co) -!)[(« - Oe-" +1] + p , (-0)) + Q}-\] 
Since the condition for the continuity of the fourth and higher derivatives is same as 
that of the third derivative it follows that derivatives of all order for the adaptive 
quintic spline are continuous. 
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1.12 Sextic Spline Functions 
Let u(x) be a sufficiently differentiable function and u (x) be an approximation to 
u(x) obtained by a 'sextic spline' Qj(x) passing through the points (xj^ Uj )and (xj+i, 
Uj+i).The spline function S(x) can be written in the form of a sextic polynomial Qj(x) in 
each subinterval [xj Xj+i] along with the requirement that S(X)G C^[a,b]. Let 
Qj(x) = aj(x - Xjf + bjix - Xjf + Cj{x - x^)' + dj{x - Xj)^ + e /x - x^)' 
+ fM-Xj) + g^, j = 0(l)N. (1.102) 
The set of sextic polynomials, using a different polynomial in each subinterval [xjXj+i] 
defines a smooth approximation to u(x). We further require that the values of the first, 
second, third, fourth and fifth order derivatives be the same for the pair of sextics that 
join at each point (xj,Uj). We determine the seven coefficients of (1.102) in terms of 
" (4') 
" y "y.i' ^j^^j ^^j^x^Fj ' /^ >, where we write Qj (x,) = M,, Q^ (x,) = /^ 
and Qj (Xj) = w ,^Xie[xj^Xj+i].Using the seven equations namely 
(0 Qj (^,) = Uj (ii) QJ {XJ^, ) = Uj^, 
(m)Q.(x^) = mj (iv)Q"(Xj) = Mj 
(v)Q"iXjJ = M^^, {Vx)Q^'\x^) = F^ 
(vii)(2;'"(x^.„) = F,„ 
we obtain via a long but straightforward calculation 
^ ^ (»,„ -Uj) nij (M,„ +2M,) ^ (7F,„ +87^^) 
^ ^ - ( » ; . . - ^ ) , ^ y , (^ ; . .+2M^.) (4F^,,+lli^,) 
' h' h' 6h' 360/z 
' 24 
c = ' 
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' 3/2' 3/2' I8/2 "^  216 .J ^Q^. 
From the continuity of the first, third and fifth derivative at the point x = Xj, we 
derive the relations respectively 
2{Uj-u^_,) h{Mj-M^_,) h\Fj-F^_,) 
m.+m,,=— —H — (1.104) 
' '""' /? 6 360 
•J, (»^.„ - u ^ ) /z(2M^„ + 21M^ + 7M^_,) ^ h\Fj,, -9Fj + 2F^..) 
h 30 ^ 360 
360 
m . + m . , , ^ ^ ^^\ ' - ^ ^-^—:^ vzi^  + _ jLJ lL__J Zdl (1.105) 
From (1.104),(1.105) and (1.106) we obtain on equating the right sides of the equality 
sign 
h' (M . , + 13M, + M . , ) h' (F . , - 8F,. + F ,) 
w , . -2w,+w, , = ^ '- ^ ^^^J '- '-^ (1.107) 
'"' ' '"' 15 360 
. 2 , /z^(M,„ +4M,+M,_,) A^(2F^^,+11F^ +2F,_,) 
6 180 
/.,,, -22/^ +z.^ ._, = ^ ^" , ^ ^ - ^ " . . . ^ ^ (1.108) 
From (1.107) and (1.108) we deduce 
;z ' (F. ,+28F,+F, ,) 
h'Mj ^ (Uj^, -2uj+uj_,) ^^ ' 3^Q^ ^"" (1.109) 
2/z'(M,.,+28M,+M, ,) 
h'Fj^20(u^^,-2uj + u^_,)- ' ^^ ' ^ ^ (1.110) 
We now eliminate Mj, i =j, j ±1 from (1.107) using (1.109) to obtain the 
recurrence relation 
40 
y = 2(l)A^-2, (1.111) 
We also obtain the following useful relation 
h\M^ 2 +56M,, +246M, +56M,., +M, . , ) 
u^_, +8«,_, -18«, +8u,„ +«^,3 ^ - ^ ^ i ^ "^' 3Q ^ '- '— 
(1.112) 
For the sake of briefness, we omit error estimates for quadratic, cubic, quartic, quintic, 
and sextic splines. 
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CHAPTER-II 
SPLINE APPROACH TO THE SOLUTION OF SINGULARLY-
PERTURBED BOUNDARY-VALUE PROBLEMS 
2.1. Introduction 
In this chapter we consider the second order singularly perturbed boundary value 
problem of the form 
£ u" = p(x)u'+ q{x)u + r(x), (2.1) 
u(a)-aQ,u(b) = ai, «„,«, eR 
where p, q, r are sufficiently smooth, bounded, real functions and e is a small positive 
parameter such that 0< e « 1 . It is known that problem (2.1) exhibits boundary layers 
at one or both ends of the interval depending upon the properties of the function p(x) 
[8].The numerical solution of singularly- perturbed boundary-value problems with a 
small parameter affecting highest derivative of the differential equation is described. It 
is a well-known fact that the solution of singularly- perturbed boundary-value problem 
exhibits a multiscale character [35,65,83]. There are thin transition layers where the 
solution varies rapidly, while away from the layers solution behaves regularly and 
varies slowly. These problems have recently gained importance because they occur 
frequently in many areas of science and engineering, for example, combustion, control 
theory, elasticity, fluid mechanics, reaction diffusion process, aerodynamics etc. A few 
notable examples are boundary-layer problems, WKB Theory, the modelling of steady 
and unsteady viscous flow problems with large Reynolds number and convective heat 
transport problems with large Peclet number. The occurrence of sharp boundary-layers 
as E, the coefficient of highest derivative, approaches zero creates difficulty for most 
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standard numerical methods. There are a wide variety of asymptotic expansion 
methods available for solving the problems of the above type. However, difficulties in 
applying these methods, such as finding the approximate asymptotic expansions in 
inner and outer regions are not easy but require insight experimentations. To be more 
accessible for practicing engineers and applied mathematicians there is a need for the 
methods which are easy and ready for computer implementation .The spline techniques 
appear to be an ideal tool to attain these goals.The application of exponential splines 
for the numerical solution of singularly-perturbed two point boundary-value problems 
has been described in many papers [21, 55,79,111,112,114] and references theirin. 
General results about the analytical solution of such problems are known and 
the boundary-layer behaviour of solution u(x,s) has been investigated intensively by 
many authors. Out of the three principal approaches to solve such problems 
numerically, namely, the finite difference methods, the finite element methods and 
spline approximation methods, the first two have been used by various authors. Here 
we use the third one, namely, spline approach to solve problem of type (2.1). 
In comparison with the finite difference methods, spline solution has its own 
advantages. For example, once the solution has been computed, the information 
required for spline interpolation between mesh points is available. This is particularly 
important when the solution of the boundary - value problem is required at various 
locations in the interval [a,b]. 
In the problems of singularly-perturbed nature, it is known that most classical 
methods fail to yield good approximations when s is small relative to mesh size h that 
is used for discretization of equation (2.1). A variety of numerical methods are 
available in the literature to solve singularly-perturbed two point boundary-value 
problems for second order ordinary differential equations. For details, one may refer to 
survey article by Kadalbajoo and Patidar [63]. 
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Various finite difference methods for singularly-perturbed problems of the form (2.1) 
which are uniformly convergent have been examined in the literature. Doolan et al [35] 
gave sufficient conditions for uniform first order convergence of a general three-point 
difference scheme. Suria and Stojanovic [112] derived a difference scheme via spline 
in tension and obtained the error estimate. It is fact that the non-self adjoint boundary 
value problem has a boundary layer either at x = a or at x = b depending upon the sign 
of p(x) (that is, p(x)>0 or p(x)<0, for all x). In the case of a self-adjoint boundary value 
problem the boundary layers occur at both end points x = a and x =b. 
Because of the presence of boundary layers, difficulties are experienced in 
solving problems of above type using numerical methods with imiform mesh. There are 
two possibilities to obtain small truncation error inside the boundary layer. The first is 
to choose a fine mesh whereas the second one is to choose a different formula 
reflecting the behaviour of solution inside the boundary layer. Present work deals with 
the first approach. 
In this chapter we obtain two methods Kiand K2 for the solution of singularly-
perturbed boundary value problems. 
In the method Ki, we consider the self-adjoint singularly-perturbed two-point boundary 
value problem. 
Lu= -8u"+p(x) u = f(x), p(x)>p>0 
u(0) = a^, u ( l ) -a ,^ a<x<b (2.2) 
where we take p(x) = p = constant and 0 < s « l . Aziz and Khan [11] solve this problem 
by quintic spline method. We obtained a fifth-order method based on sextic splines. 
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The advantage of our method is higher accuracy with the same computational effort. In 
section 2.2, we present the formulation of our method. In section 2.3, we develop fifth 
order boundary equations to retain the pentadiagonal structure of the system. We 
establish the convergence of our method in section 2.4 and section 2.5 contains the 
numerical results and discussions of method Ki. 
In the method K2, we have derived a variable mesh difference scheme using cubic 
spline in tension for the solution of (2.1). The main idea is to use the condition of 
continuity as a discretization equation for (2.1). The advantage of our method is higher 
accuracy with the same computational effort. Kadalbajoo and Bawa [61] solve this 
problem by cubic spline method which becomes a special case of our method if we 
take a=l/6 and p=l/3. Our scheme for the corresponding problem (i.e. 8= 1, p = 0) 
and a=l/6, P=l/3 reduces to the Bickley scheme for uniform mesh. 
In section 2.6, we give a brief derivation of the method K2 and section 2.7 
contains numerical illustrations and discussion. The results are compared in Tables 2.2 
and 2.3 with the method of Kadalbajoo and Bawa [61] and Aziz and Khan [10] to show 
the efficiency of the method. 
2.2 Method Ki 
At the mesh points Xj = a + jh,'] = 2(1) N - 2, the differential equation (2.2) 
can be discretized by using the sextic spline relations (1.112) to obtain 
(ph2 - 308) Uj^^ + 8(7ph2 - 308) w^ .^ , + (246ph2 + 5408) u^ + 8(7ph2 - 308) w^ _, 
+ (ph2 - 308) Uj_, = h2 (/^^, + 56/,,, + 246/, + 56/,., + f ^ _ , ) , j = 2 (1) N-2 (2.3) 
2.3 Development of the Boundary Equations 
We develop the fifth order boundary equations at x = 0 as follows: 
Let T^ih) = ks U3+ k2 U2+ kmi + k2 uo+ ks u.i + z\^\\y^f^' +?^,u," +\ w^'+h U3" 
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+^4u;') - h2 (/3 + 56/,+246/; + 56/o + /_,) 
We replace the fictitious values «_, and /_, by 5w„ - lOw, + lOWj - Swj + w^  and 
5/0 -10/1 +10/2 -5 /3 + / , respectively to get 
T^ih) = kjU^ -\-k2U2 + A;,w, -^k^UQ -\-k^{ Su^ -lOu, +IOM2 -Swj +M4) 
+ £/z^  (AQWJ+xyi+X2U2+ A3W3 + /I4W4) 
-/7^[/3 +56/ , +246/, +56/o + ( 5 / - 1 0 / +10/ , - 5 / +/4)] 
where k^  = 246ph2 + 540s, k^  = 56ph2 - 2408, k3 = ph^ - 30s , so that 
T^(h) = -30£u, +UO£u^ -540^^2+840fM, -390£UQ+£h\A^+l)ul 
+ £h^(A^ -4)u;' +f h'CAj +66)u; +f h'(A, +236)u; + f h (^Ao +61)u^ 
(2.4) 
By using Taylor series and comparing the coefficients of u^^^, u^^^, MQ'^  , u^^^, u^^^ we get 
A(, - -30 ,A, =90,A, = - 9 0 , ^ 3 = 3 0 , ^ 4 = 0 . 
Putting these values in (2.4), we get the first fifth order boundary equation as 
(ph^ -30^)^4 +{26ph^ +120f)w3 -(24/?/z^ +540^)^2 +(326/7/2^ +840f)M, 
= h'(f4 +26f3 -24f2 +326f, +31fo)-ao(31ph' -390^) + 0(h') 
Similarly, the boundary equation at other end is 
(2.5) 
{ph^ -30f)w^_4 +(26ph^ +120f)M^_3 -(24;?/z^ +540f)w^_2 +(326ph^ +840£)u^^^ 
= h'(f,,.4 +26fj,.3 -24f^.2 +326f^., +31fj,)-a,(31ph' -390f) + 0(h^) 
(2.6) 
Using (2.3) to eliminate U4 from equation (2.5) in order to make the system 
pentadiagonal, we obtain 
(-30ph^ +360£)u^ -(270ph'+1080£)U2+(270ph' +1080f)M, 
= h'(-30f3 -270f2 +270f, +30fo) + «o(-30ph' +360f) + 0(h') 
and similarly at the other end is 
(2.7) 
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(-30ph^ +360s)u^_^ -{llOph^ +1080f)w^_2 +(270p/z^ +1080£)w^_, 
= h'(-30fN.3 -270fN.2 +270fN., +30f^) + a,i-30ph' +360s) + 0{W) 
2.4 Convergence of the Method ki 
Putting the pentdiagonal system (2.3) in matrix-vector form, we have 
AU-h^ DF = C, 
where A = (aij) is a pentadigonal, diagonally dominant matrix of order N-1, with 
a, ,+j = coefficient of w,^ ^ in (2.3), k = 0,1,2, 
^ ~\J]'J2' J N-2^J N-\) ' 
U = {u^,u^, Ufj_^,Uf^_^Y, 
^270 -270 -30 
56 246 56 1 
1 56 246 56 1 
D 
(2.8) 
(2.9) 
1 56 246 56 
-30 -270 270 
and where 
with 
^ ~ V^I 5 ^ 2 ' ^ ' ^'^N-2'^N-\ ) 
c, =30/2^0 -i30ph^ -360e)a„ 
c^=h^f^-{ph^-30s)a, 0 ' 
c ,=0 , for i = 3(l)N-3, 
CN-i^h'f^-{ph'-30s)a. 
c^_, =30h^f^ -{30ph^ -360f)a, 
Also, we have 
AU-h'DF = T(h) + C, (2.10) 
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where 
t/ = (w(x,),w(x2), ,U{XN-\)Y 
denotes the exact solution and 
Tih) = [t,ih)Mh), ,V,Wf' 
where tj(h) are defined as follows: 
t, =- (3 /2) eh'u^'\^,), xo<^.< X2 (2.11a) 
t,=-(5/84)eh'u^'\^,l x,.i<^i<XH,, / = 2,3,....,TV-2, (2.11b) 
V , =-(3/2) £h'u^'\^^_,), XN.2<^ N-l<XN . (2.11c) 
From (2.9) and (2.10), we have 
A(U-U) = AE = T(h) (2.12) 
where 
E = U-U = (e,,e2» ^^N-\Y-
Clearly, the row sums 5",, 5*2, ,5'^_, of A are 
5, =Y,a,j=-^Oph^+360£, 
J 
J 
'^ '=E^u=360;7/^^ i = 3(l)N-3, 
J 
J 
If we choose h to be 0(^£'), then A becomes irreducible and monotone [50]. It follows 
the .4"' exists and its elements are nonnegative. Hence, from (2.12), we have 
E = A-'T(h). (2.13) 
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Also, from the theory of matrices, we have 
^0-^5 , =1, k=l,2, ,N-1, (2.14) 
where a^\ is the (A;,/)th element of the matrix ^4"'. Therefore, 
^ *•' \<i<N-\ ' '"^ 
where 
5, =(l//z')minSi>0, 
for some i^ between 1 andN-1. 
From (2.11), (2.13), (2.14), we have 
ej=f,a-\Uh), j = l,2, ,N-1, 
and therefore 
,5 <Kh'IB,, j = l,2, ,N-1, 
where K is a constant independent of h. It follows that 
\\E\\ = 0{h'). 
We summarize the above results in the following theorem. 
Theorem 2.1 The method given by equation (2.3) for solving the boundary value 
problem (2.2) for sufficiently small h gives a fifth-order convergent solution. 
2.5 Numerical Results and Discussion 
We have described a numerical method for solving self-adjoint singularly-
perturbed problem using sextic spline. It is a computationally efficient method and the 
algorithm can easily be implemented on a computer. The method has been analysed for 
convergence and proved that the method has fifth-order convergence as confirmed by 
the numerical results. Comparison with other existing methods demonstrates the 
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superiority of the proposed method. To point out that the resulting system is 
pentadiagonal and for the solution of such systems it is highly efficient method exists. 
The maximum errors are tabulated in Table 2.1 for different values of the 
parameters e, and N. In tables, we have compared our results with the methods of 
[10,11,61,111,112,114]. To illustrate computationally the fifth-order convergence of 
the scheme (2.3), we consider the following singularly-perturbed two-point boundary-
value problem. 
Example 2.1 See Doolan [35]. We consider the singularly perturbed two-point 
boundary value problem: 
-su"+ u = - cos^ (TIX) - 2s7i-^  cos (27rx), 
u(0)-u(l) = 0. 
The exact solution is given by 
u(x) = [exp (-(l-xyVe) + exp (-x /Ve)] / [1 + exp (-l/Ve)] -cos^(nx). 
2.6 Method K2 
1-1 
Lexo =a,Xi^ =b,x^ =a + ^hj,hj =x^^, -Xj 
7=0 
We can easily obtain the spline relations for non-uniform mesh similar to (1.48) as 
a/2,_,M,_, +(/2, +V,)yffi\/, +a/^,M,„ ^ ( " . > i - " ' ^ - ^ " ^ " " ' - ' \ i=l(l)N-l (2.15) 
where, a=( 1-0) cosechco)/G) ,p=(G) cothco-l)/© . 
When 6;->0,/.e.(a,y^)->(l/6,l/3), so that equation (2.15) reduces to the cubic 
spline relation. The condition of continuity given by (2.15) ensures the continuity of 
the first order derivatives of the spline S(X,T) at interior nodes. 
For obtaining second order approximations of the first order derivative at the 
nodal points in terms of approximate values Uj of u(x) at Xj ,we take Taylor series 
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expansion for u around Xj and neglecting third and higher order terms, we get the 
following approximations 
w,' - [1/;Z,(1 + CJ,)][M,„ +icTf - I K -C7fu,_] (2.16) 
andu," =[2a,/hf(\ + c7,)][u,,, - ( l + o-,K +a,M,_,] (2.17) 
where cr^ ^hj/hj., is the mesh ratio. 
Again with help of Taylor series and using (2.16) and (2.17) we get the 
following approximations for M'^ ,anJw'_, 
«„,'=[l//z,(l + ^,)][(2o-, +!)«,,, - (a , +1)^ «, +cT,V,] 
",-, =[l/^,(l + 0-/)][-«/+. +(cT, + 1)'M, -(T,(cr, +2)M,_,] 
(2.18) 
(2.19) 
Substituting fMj =/7(xJw' +9(X,)M,+r(x,) , in spline relation (2.15) and 
using equations (2.16), (2.18) and (2.19) for the first order derivatives, we get the 
following system which gives the approximations ui,U2 ,....,UN-I of the solution u(x) at 
X I , X 2 , . . . . X N - 1 . 
hf , (2 + C7,) 
£(T. + a —^q,, - ah, — 
0-, (l + o-,) 
A-i-Ao-,A+«^, 
e(\ + c7,) + fi^^^^q,hf +a^^^h,p,_, + A ^ ^ ^ - ^ A -ahXl + C7,)Pu^ ]", + 
(1 + (T,) Pi +1 "/-i + 
cr, CT: 
-£ + ah^q^^^ -a 
-h? 
— ^ 7 - — r A-i +P-—Pi+ cdii - — — - A^i 
0-,(l + 0-,.) 0-, (l + CT,) 
"/+i = 
r>+ar, /+i / = 1(1)7^-1 (2.20) 
with u(a) = a^, u(b) - ttj, pi = p(xi), qi = q(xi), rj = r(xi), i =0(1)N 
Remark 2.1 For a=l/6,P==l/3, our method reduces to the Kadalbajoo and Bawa's 
method [61] for non-uniform mesh. 
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Remark 2.2 For e=l , uniform mesh and p s 0, our method reduces to the well-
known Bickley scheme [15] for the regular problem u"=q(x)u + r(x) with u(a)-a , 
The truncation error and convergence of the method is similar to the method of Aziz 
and Khan [10]. 
2.7 Numerical Results and Discussion 
We have implemented our method on two examples and compared the results 
with the method of Kadalbajoo [61] and Aziz [10]. The maximum absolute errors at the 
nodal points, max |u(x.)-u.| is tabulated in Table 2.2-2.3 for different values of the 
parameters s, N, a, a and p. To illustrate the method (2.20) we choose the mesh ratio 
cTj = hj/hj., and N be the number of mesh points in the interval [a,b]. For simplicity 
we take a. = cr, a constant V i. 
A o - { ( 6 - a ) ( ( T - l ) / ( c 7 ^ - l ) , O r ^ l 
Therefore given the values of N and a, we can choose ho from above and hj's can be 
obtained as hi = a hi.i,i =1(1)N 
Example 2.2 [35] su"- u + cos^ (nx) + leiP- cos (27ix) 
u(0) = u(l) = 0 
The exact solution is given by 
u(x) = [exp (-(l-xyVe) + exp (-x /Vs)] / [1 + exp (-l/Vs)] -cos^(7ix) 
since p(x)s 0 and q(x) =1 > 0, the botmdary layer exists at both ends. First, we consider 
the half interval [0,0.5] and take h, =0.5(a-\)/(cT'"^ - 1 ) , hi = a hui, i =l(l)N/2-l 
with a >1,where N(even) is the total number of mesh points. Then we take the mirror 
unage of [0,0.5] in the other half interval [0.5,1]. This ensures a finer mesh in the 
boimdary layer region at both ends. 
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Example 2.3 EU"= -U' + 1+ 2X , 
u(0)=0,u(l)=l 
The exact solution is given by 
u(x) = X (x+l-28)+(2e-l)[l -exp (-x /s)] / [1 -exp (-l/e)] 
Since p(x)s-l< 0, the boundary layer exists near the left end, so we take 
/zo =(c r - l ) / ( cT ' ' - l ) , a> l ,h i = ahi . i , i=l(l)N-l 
This ensures more mesh points in the boundary layer region near the left end of the 
interval. 
Table 2.1(a) Maximum absolute errors, Example 2.1: Our Method Ki 
s 
1/16 
1/32 
1/64 
1/128 
N = 16 
1.224E-06 
2.004E-06 
8.898E-06 
5.746E-05 
32 
6.458E-09 
1.683E-08 
1.168E-07 
9.984E-07 
64 
3.407E-11 
1.367E-10 
1.203E-09 
1.182E-08 
128 
1.037E-12 
1.093E-12 
1.083E-11 
1.141E-10 
256 
8.881E-15 
1.901E-14 
9.076E-14 
9.919E-13 
Table 2.1(b) Maximum absolute errors, Example 2.1: Aziz and Khan [11] 
E 
1/16 
1/32 
1/64 
1/128 
N = 16 
1.57E-05 
8.27E-06 
1.84E-05 
1.03E-04 
32 
8.79E-07 
4.41E-07 
8.67E-07 
2.61E-06 
64 
5.32E-08 
2.62E-08 
6.65E-08 
2.23E-07 
128 
3.30E-09 
1.62E-09 
4.39E-09 
1.54E-08 
256 
2.05E-10 
l.OOE-10 
2.78E-10 
9.44E-10 
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Table 2.1(c) Maximum absolute errors, Example 2.1: Aziz and Khan [10] 
8 
1/16 
1/32 
1/64 
1/128 
N = 16 
4.074E-05 
2.005E-05 
5.456E-05 
1.834E-04 
32 
2.532E-06 
1.242E-06 
3.429E-06 
1.226E-05 
64 
1.581E-07 
7.746E-08 
2.146E-07 
7.689E-07 
128 
9.878E-09 
4.839E-09 
1.343E-08 
4.814E-08 
256 
6.172E-10 
3.023E-10 
8.397E-10 
3.011E-09 
Table 2.1(d) Maximum absolute errors, Example 2.1: Surla's Method [112] 
E 
1/16 
1/32 
1/64 
1/128 
N = 16 
8.06E-03 
7.11E-03 
6.58E-03 
6.36E-03 
32 
2.02E-03 
1.79E-03 
1.66E-03 
1.61E-03 
64 
5.08E-04 
4.48E-04 
4.15E-04 
4.03E-04 
128 
1.27E-04 
1.12E-04 
1.04E-04 
l.OlE-04 
256 
3.17E-05 
2.80E-05 
2.60E-05 
2.52E-05 
Table 2.1(e) Maximum absolute errors, Example 2.1: Surla's Method [111] 
8 
1/16 
1/32 
1/64 
1/128 
N = 16 
4.14E-03 
3.68E-03 
3.45E-03 
3.43E-03 
32 
1.02E-03 
9.03E-04 
8.40E-04 
8.21E-04 
64 
2.54E-04 
5.61E-05 
2.08E-04 
2.03E-04 
128 
6.35E-05 
1.40E-05 
5.20E-05 
5.06E-05 
256 
1.58E-05 
3.50E-06 
1.30E-05 
1.26E-05 
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Table 2.1(f) Maximum absolute errors, Example 2.1: Surla's Method [114] 
E 
1/16 
1/32 
1/64 
1/128 
N = 16 
1.20E-04 
1.28E-04 
1.60E-04 
2.34E-04 
32 
7.47E-06 
8.00E-06 
l.OOE-05 
1.47E-05 
64 
4.67E-07 
5.00E-07 
6.26E-07 
9.23E-07 
128 
2.90E-08 
3.14E-08 
3.92E-08 
5.77E-08 
256 
4.39E-09 
1.99E-09 
2.31E-09 
3.72E-09 
Table 2.1(g) Maximum absolute errors, Example 2.1: Kadalbajoo's 
Method [61] 
e 
1/16 
1/32 
1/64 
1/128 
N = 16 
7.09E-03 
5.68E-03 
4.07E-03 
6.97E-03 
32 
1.77E-03 
1.42E-03 
l.OlE-03 
1.75E-03 
64 
4.45E-04 
3.55E-04 
2.54E-04 
4.33E-04 
128 
l.llE-04 
8.89E-05 
6.35E-05 
1.08E-04 
256 
2.78E-05 
2.22E-05 
1.58E-05 
2.71E-05 
Table 2.2(a) Maximum absolute errors. Example 2.2: Our Method K2 
a 
1.05 
1.10 
a and p 
1/18,4/9 
1/12,5/12 
1/14, 3/7 
1/24,11/24 
1/30,14/30 
1/6, 1/3' 
1/14, 3/7 
1/12, 5/12 
e = 10-5 
N=100 
1.35E-03 
1.27E-03 
1.40E-04 
2.65E-03 
3.43E-03 
9.46E-03 
6.41E-04 
6.72E-04 
8 = 10 » 
N=200 
6.06E-03 
8.64E-03 
2.21E-03 
1.30E-02 
1.71E-02 
5.97E-02 
4.12E-04 
4.08E-04 
8 = lO-l" 
N=250 
2.82E-02 
6.03E-02 
4.60E-02 
1.36E-02 
5.31E-03 
2.51E-01 
4.06E-04 
4.01E-04 
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1/18,4/9 
1/24,11/24 
1/6, 1/3* 
6.04E-04 
5.75E-04 
9.20E-04 
4.21E-04 
4.29E-04 
4.16E-04 
4.15E-04 
4.23E-04 
4.06E-04 
Table 2.2(b) Maximum absolute errors, Example 2.2: Uniform Mesh 
Method of Aziz and Khan [10] 
a and P 
1/18,4/9 
1/14, 3/7 
1/24,11/24 
1/30, 14/30 
1/6, 1/3* 
s = 10-5 
N = 100 
1.44E-03 
1.52E-02 
l.OOE-02 
1.67E-02 
1.19E-01 
s = 10« 
N = 200 
6.22E-02 
8.33E-02 
4.50E-02 
3.52E-02 
2.66E-01 
8 = 10-'« 
N = 250 
6.27E-02 
8.39E-02 
4.50E-02 
3.57E-02 
2.67E-01 
Table 2.3 Maximum absolute errors, Example 2.3: Our Method K2 
a 
1.05 
1.10 
a and p 
1/12,5/12 
1/14, 3/7 
1/24,11/24 
1/6, 1/3* 
1/4, 1/4 
1/12,5/12 
E = 10-5 
N = 100 
1.94 
1.94 
1.92 
2.98 
1.70E-02 
7.31E-03 
E = 10-8 
N = 200 
1.93 
1.93 
1.92 
1.97 
5.71E-04 
7.31E-03 
E = 10-10 
N = 250 
1.93 
1.93 
1.92 
1.96 
5.30E-04 
1.91E-03 
* Method of Kadalbajoo and Bawa [61] 
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CHAPTER-III 
SPLINE SOLUTION OF THE SYSTEMS OF SECOND ORDER 
BOUNDARY-VALUE PROBLEMS 
3.1 Introduction 
In this chapter we consider the numerical methods for obtaining smooth 
approximations to the solution of a system of second order boundary value problems of 
the form 
u" = < 
fix). 
g u{x) + f(x) + r. 
fix). 
a<x<c. 
c<x<d. 
d<x<b, 
(3.1) 
with the boundary conditions 
u(a) = tto, u(b) = ai 
and continuity conditions of u and u' at x = c and x = d. Here, f is a continuous 
function on [a,b]. The parameters g, r, ao, ai are real finite constants. These system of 
boundary value problems arise in the study of obstacle, unilateral, moving and free 
boundary value problems and has important applications in other branches of pure and 
applied sciences, see for example [27,29,71,74,86-88,98,127] and references therein. 
Despite of their importance little attention has been given to develop efficient 
numerical methods for numerically solving these systems except those of [86,88] for 
special cases. 
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In the method Mi, we use quintic spHne functions to develop a new numerical method 
for obtaining smooth approximations for the solution of such type of system of 
differential equations. The new method is of order four. But the solution exists 
continuously only up to second derivative. Therefore the method is only second order 
accurate in the whole interval, which is verified by numerical experiment. Our method 
outperforms other collocation, finite difference and spline methods and thus represents 
an improvement over existing methods. In section 3.2, we formulate the quintic spline 
method for solving (3.1). In section 3.3, we develop the fourth order end equations. 
The convergence analysis of the method is considered in section 3.4. The numerical 
experiments and comparison with other methods are given in Table 3.1. 
3.2. Method Mi 
For simplicity, we may take c=(3a+b)/4 and d=(a+3b)/4 in order to develop the 
quintic spline approximate solution of the system of differential equation (3.1). For this 
purpose, we discretize the interval [a,b] into N equal subintervals using the grid points 
Xj = a+ih, i=0,l,2....N, XQ = a, XN = b and h == (b-a)/N, where N is a positive integer 
which is chosen such that both N/4 and 3N/4 are positive integers. 
We now use a fifth-degree quintic spline method which is used to obtain the numerical 
solution. A detailed description of quintic spline fiinctions is given in section 1.10. 
We may write (3.1) in the form 
' / , , 0 <i <N/4 and 3N/4 <i <N, 
(3.2) 
gu +f+r, N/4</<3iV/4, ^ ' M, 
where 
fj=f{xj) 
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Alternatively, we can write 
Mj=gUj+fj+r, j = i,i±\ 
where g and r are 0 for 0 < j < N/4 and 3N/4 < j < N, substituting in equation (1.83(ii)), 
we get the following pentadiagonal system which gives the approximations 
u^,U2, ,w _^, to the solution u(x) at the mesh points x, ,^2, j^w-i-
+ (20~h'g)u^_, =h'[(fj^, +26/^,, +66/, +264 , + fj-2) + (^0 r)] 
(3.3) 
with UQ=aQ, u^-a^, i = 2(V)N-2. 
3.3 Development of the Boundary Equations 
We develop the fourth order boimdary equations at x = 0 as follows: 
Let Tg(h) = kjU^+k2U2-k^u^+k2UQ+k^u_^ + h^(A^UQ + A^u" +12^2'^Z^u") 
-h\f, +26/2 +66/, +26/o +f_,)-\20rh' 
We replace the fictitious values w_,, and /_, by 4w„ - 6W| + 4u2 - u^, and 
4/0 - 6 / + 4/2 - / , respectively to get 
Tg(h) = k^u^ +^2^2 ~"^i"i +^2^0 +^3(4^0 - 6 M I + 4 W 2 -W3) 
+ h^ (ZoUo + ^ X + ^2"2 + ^X) 
-h'[f,+26f2 +66/ +26/0 +(4/o - 6 / +4/2 - / ) ] -120M^ 
where k^ =\20 + 66gh\k2 =40-26gh\k^ =20-g/i^sothat 
ro(/i) = 120«2 -240MI +I2OM0 +^'(^2 -30)M2' + /j'(A, - 6 0 K + ;i^ (Ao -30)ul + h^X,u; 
(3.4) 
By using Taylor series and comparing the coefficients of ul^\ul^\ul*\ul^^ we get 
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AQ =20, A, =-40,/l2 =20,^3 =0. 
Putting these values in (3.4), we get the first fourth order boundary equation as 
(12-gh^)u^-(24 +10gh^X =/2^(f2+10f,+fo)-«o(12-gh^) + 12rh '+0(h ' ) (3.5) 
Similarly, the boundary equation at other end is 
(12-g/z')w^_,-(24 + 10g/;^ )w^_, =/2 ' ( f^ . ,+10f^. ,+fJ-« , (12-gh ' ) + 12rh'+O(h') 
(3.6) 
3.4 Convergence Analysis of Method Mi 
Now, we discuss the convergence criteria of the method described in Section 3.2. 
Let U = (Ui) ,U = (HI), C = (Cj), T = (t|), E = (Cj)be N-dimensional column 
vectors. 
Here, e, = u. -w, is the discertization error. Thus, we can write our method as follows: 
AU = C+T, (3.7a) 
AU = C, (3.7b) 
AE= T, (3.7c) 
where 
A = A,+Q, Q = h^BG (3.8a) 
G=diag(g,), z = l,2, ,A ,^ (3.8b) 
and AQ - (aI ) is the pentadiagonal matrix defined by 
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« . = • 
-24 , 
-120, 
40, 
20, 
12 = 
0 = 
3,2 
a,3 
i = j = l,N 
i = j = 2,...,N-2 
| i - j | = l, />1 
| i - j | = 2, i^l 
= aN-l'aN-2 
= ^N-l'^N-B 
(3.9) 
The pentadiagonal matrix B is given by 
B^ 
10 
26 
•1 
- 1 
- 6 6 
- 2 6 
0 
-26 
-66 26 - 1 
For the vector C, we have 
•26 
0 
•66 -26 
-1 -10 
(3.10) 
c, =< 
c,=h\f,+r)-a,(20-gh') 
c. =0 for i = 3i\)N-3 
c,_,=h\f,+r)-a,i20-gh') 
'N-\ h'f,-a,iU-gh') 
(3.11) 
Note that the i-th equation of the linear system is 
{20-gh')uj^, +(40-26gh')Uj^, -(m + 66gh')Uj+(40-26gh')Uj_, 
+ {20-gh')Uj_, =h\fj,, +26/,,, +66/, +26/,., + fj_,) + mrh'] + t,, 
i = 2(l)N-2, 
(3.12) 
where /,, / = 2,3, , A'^  - 2, are the local truncation errors given by 
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mil 240 '' (3.13a) 
-Mg, Mg =maxM* ^ (x) , ( 6 ) / (3.13b) 
'N H I - h M, (3.13c) 
where 11.11 represents the oo-norm in matrix vector. 
Our main purpose now is to derive a bound on \E\ . From equation (3.7c), we have 
and it follows that [43] 
E <• 
^0 \\T 
[1-A''pl] 
(3.14) 
provided that Y-I <1. 
The implicit inverse of AQ, namely Ao"'= (riy), is defined by [120], 
^(/ 
\{2i-\)[2{N-j) + \]/AN, i<j, 
U2J-l)[2{N-i) + \]/4N, i>j, 
which indicates that Ao"^  >0. In fact, we have A '^ 11 < (A'^ ^ +1) /8, 
(3.15) 
(3.16) 
where the equality holds only if N is odd .Using (1.83(ii)), the inequality (3.15) can be 
written in the form Ao' \\<[{b-ay+h']/8h (3.17) 
and ||5|| = 1, ||G|| < \g\ then from (3.13),(3.14),(3.17) we get 
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\\E\\< ^ ^ f , =0(h') (3.18) 
where 
The relation (3.18) shows that (3.7) is a fourth order convergent method. But due to 
continuity of the function which is exist only up to second derivative, the overall 
accuracy of method is second order only. This is verified from numerical evidence 
given in Table 3.1. 
3.5 Method M2 
In order to develop the sextic spline approximate solution of the system of differential 
equation (3.1), we write alternative form as of section 3.2 and substitute in equation 
(1.112), we get the following pentadiagonal system which gives the approximations 
w, ,M2' >^N-\ to the solution u(x) at the mesh points x^Xj, >^N-\-
(30-gh')uj,^ + (240-56g/z')Uj,, -(540 + 246gh^)Uj + (240-56gh^)Uj_, 
+ {30-gh')uj_,=h\{fJ,, +56/,.,, +246fj+56f^_,+fj_,) + 360rh'], (3.19) 
i = 2(l)N-2, 
with UQ^UQ, U^ =a\, i = 2(V)N-2. 
3.6 Development of the Boundary Equations 
We develop the fifth order boundary equations at x = 0 as follows: 
Let TQ(h) = k^u^ +^2^2 +^ i " i +^2^0 +^3W_i 
+ /J^JIQUQ +X^U" + AJW' + A3W3 + Jl^ul) 
-h'[(f,+56f, +246/, +56/o +/_, +360re] 
We replace the fictitious values «_, and /_, by 5M„ - 10M, + IOMJ - Su^ + u^ and 
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5/o - 1 Oy; +10/2 - 5/3 + / , , respectively to get 
rp(^) = k^Uj +^2^2 +^l" l +^2"o +^3( 5"o -lOW] +10^2 - 5 ^ 3 + " 4 ) 
+ h^ (AgUo + Aju" + X^ul + A3W3 + Xy^) 
-h'[f,+56f, +246/, +56/o +(5/o -10 / , +IO/2 -5 /3 +/,)]-360r;2^ 
where k^  = -(246gh2 + 540), k^  = (-56gh2 + 240), k3 = (-gh^ + 30), so that 
ro(/7) = 30u, -I2OW3 +54OW2 -840w, +290uo+h\A, -l)u^ 
+ h\A, +4)ul+h\A, -66)u^ +h'(A, -236)u; + h '( lo -61)Uo 
By using Taylor series and comparing the coefficients of u^^^,uf^,WQ"^ ,U^^\MQ*' we get 
X^ =30,;i, =-90,^2 =90,^3 =-30,^4 =0 . 
Putting these values in (3.20), we get the first fifth order boundary equation as 
(30-gh')u, -(120 + 26gh')u, + (540 + 24g-;2')w2 "(840 + 326g/z')M, 
= h'(f4+26f3-24f2+326f,+31fo) + 360rh'-ao(390-31gh') + 0(h') 
Similarly, the boundary equation at other end is 
{3^-gh')u^_, -(120 + 26g/7')w^_3 +(540 + 24g/2')M^_2 -(840+ 326^/2^)«;,_, 
= h'(f„., +26fN.3 -24f„.2 +326fN., +31f,,) + 360h'r-a,(390-31gh') + 0(h') 
(3.22) 
Using (3.19) to eliminate U4 from equation (3.21) in order to make the system 
pentadiagonal, we obtain 
(30g/2' -360)^3 +(270g/2' +1080)^2 -(270gh' +1080)M, 
= h'(-30f3 -270f2 +270f, +30fo) + a:o(30gh' -360) + 0(h') 
and similarly at the other end is 
(3.23) 
(30g;z' -360)w^_3 +{210gh^ +1080)w^_2 -{270gh' +1080)M^_, 
= h'(-30fN.3 -270fN.2 +270f,,., +30fN) + a,(30gh' -360) + 0(h') 
(3.24) 
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3.7 Convergence Analysis of Method M2 
Now, we discuss the convergence criteria of the method described in section 3.5. 
Let f/ = (w,) ,U = (uj), C = (c,), T = (tj), E = (e-)be N-dimensional column 
vectors. 
Here, e, = w, -u, is the discertization error. Thus, we can write our method as follows: 
AU = C+T, 
AU = C, 
AE=T, 
where ^ = ^ o+e , Q = h^BG 
G=diag(g,), 1 = 1,2, 
.,A^, 
and AQ = (a, ) is the pentadiagonal matrix defined by 
« / / • = • 
-1080, 
-540, 
240, 
30, 
1080 = 
-360 = 
«12 
a,3 
i = j = l,N 
i = j = 2,...,N-2 
|i-Ji = l i ^ l 
|i-j| = 2, />1 
= ^N-\'^N-2 
~ ^N-l»^N-3 
(3.25a) 
(3.25b) 
(3.25c) 
(3.26a) 
(3.26b) 
(3.27) 
The pentadiagonal matrix B is given by 
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B = 
-270 
-56 
-1 
270 
-246 
-56 
30 
-56 
-246 
-1 
-56 
-1 
-1 
-56 
30 
-246 
270 
-56 
-270 
(3.28) 
For the vector C, we have 
C; = < 
c, =30/zVo-ao(360-30g/i') 
c.=0 for i = 3{\)N-3 
c,_,=30h'f,-a,(360-gh') 
(3.29) 
Note that the i - th equation of the linear system is 
(30-gh^)Uj^^ + (240-56gh')w^.^, -(540 + 2A6gh^)Uj + (240-56g;z^)t/^_, 
+ (30-^^^)«^., =h'[{fj,, +56/,, , +246/^ +56/^_, +/,_,) + 360r/z^] + /,, (3.30) 
i = 2(l)N-2, 
where /,, / - 2,3, , A'^  - 2, are the local truncation errors given by 
\tA\ = -i3/2)h'MT, M,=msxu^'^{x) 
||/, II = -(5 / S4)h^Ms, Mg = max w^"^  (x) 
(3.31a) 
(3.31b) 
l^ jv-i II = -(3 / 2)h'M,, M, = max u^'^ (x) (3.31c) 
where || .|| represents the oo-norm in matrix vector. 
Our main purpose now is to derive a bound on ||£||. From equation (3.25c), we have 
66 
and it follows that [43] 
E\< 
(-1 M 
[ 1 - A ' ' Ile||] 
provided that ^o"'|.||g||<l. 
(3.32) 
The implicit inverse of AQ, namely AQ" = (rjij), is defined by [43], 
' /</ 
l(2i-\)[2(N-j) + \]/4N, i<j, 
\(2j-\)[2(N-i) + l]/4N, i>j. (3.33) 
(3.34) 
where the equality holds only if N is odd .Using (1.112), the inequality (3.33) can be 
which indicates that AQ >0. In fact, we have AQ 1  < (A'^ ^ +1) /8, 
written in the form Ao' \\<[ib-ay+h']/Sh (3.35) 
and ||5|| = 1,||G|| < \g\ then from (3.31),(3.32),(3.35) we get 
^0{h') \\E]\ < — 
II 'ii,=i,A/-i 2 [ i -A: |g | ] 
where 
(3.36) 
The relation (3.36) shows that (3.25) is a fifth order convergent method. But due to 
continuity of the fimction which is exist only up to second derivative, the overall 
accuracy of method is second order only. This is verified fi-om numerical evidence 
given in Table 3.2. 
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3.8 Applications 
We consider the obstacle boundary value problem of finding u such that, on Q = [0,7t], 
u\x)>fix), (3.37a) 
u(x)>^(x), (3.37b) 
[u"(x)-f(x)][u(x)-Hx)] = 0, (3.37c) 
M(0) = w(;r) = 0, (3.37d) 
where f{x) is a given force acting on the string and i//{x) is the elastic obstacle. We 
study problem (3.37) in the framework of variational inequality approach, it can be 
shown that, see [13,71,87] that problem (3.37) is equivalent to the variational 
inequality problem 
a(u,v-u)>(^f,v-u), forallveK. (3.38) 
This equivalence has been used to study the existence of a unique solution of (3.37) 
see, for example [13,71,87]. Following the idea and technique of Lewy and 
Stampacchia [74], the variational inequality (3.38) can be written as 
u"-^{u-if/){u-y/) = 0, 0<x<7r, (3.39a) 
w(0) = u(7r) = 0, (3.39b) 
where fj,(t) is discontinuous function defined by 
fl, t>0 , 
M{t) = \ (3.40) 
^^^ [O, t<0. ^ ^ 
which is known as the penalty function and v|/ is the given obstacle function defined by 
y/(x) 
- 1 , 0<x<;r/4, 
1, ;r/4<x<3;r/4, (3.41) 
- 1 , 3;^/4<x<;r. 
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Equation (3.39) describes the equilibriiim configviration of an obstacle string pulled at 
the ends and lying over elastic steps of constant height 1 and unit rigidity. Since 
obstacle function \\i is known, so, it is possible to find the solution of the problem in the 
interval [0,K]. From equations (3.39)-(3.41), we obtain the following system of 
differential equations 
„ jf, 0<x<n:/4 md37r/4<x<7r, 
" ~[u + f-l, KIA<X<3KIA, (3.42a) 
with the boundary conditions 
w(0) = w(;r) = 0, (3.42b) 
and the condition of continuity of u and u' at x = 7clA and x = 3/r / 4. 
3.9 Numerical Result and Discussions 
We consider the system of differential equations (3.42a) when / = 0 
„_fO, 0<x< ; r / 4 and3;r/4<x<;r, 
" ~\u-\, nIA <x<3 ; r / 4 , (3.43) 
with the boundary conditions (3.42b).The analytical solution for this problem is given 
by 
u{x) -
XAIy{)x, 0<x<;r/4, 
l-(4/; '2)cosh(;r/2-x), ; r / 4<x<3 ; r /4 , (3.44) 
(4/x,)(;r-x), 7,7tlA<x<7r, 
where 
Y^ =71 +A coth(;r / 4), Yi^^ sinh(;z/4) + 4 cosh(;T / 4). 
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The problem (3.43) was solved using the method described in section 3.2 and 3.5 for a 
number of h values. The observed maximum errors (in absolute value) are given in 
table 3.1 and 3.2. At the two points of discontinuity namely x = c and x = d, the 
mean of the left hand and right hand limits of g and r have been used. It may be noted 
from table 3.1 and 3.2 that halving the step size h reduces the value of the maximum 
errors are by a factor 1/4, which confirms that our method is a second order convergent 
as predicted in earlier section. The system of differential equations (3.43) along with 
the boundary conditions (3.42b) was solved by Noor and Tirmizi [88] using a finite-
difference scheme based on central-differences 
h'uj = u,_^ -2M, +u,^^-ih'ul /12), (3.45) 
and by the well-known Numerov's method, where as Noor and Khalifa [86] using a 
collocation method with cubic B-splines as basis fimctions. A comparison between our 
method and previous methods is given in Table 3.1 and 3.2 where it is clear that the 
present method is better than other methods. 
3.10 Conclusion 
In this chapter, we have developed two numerical methods Mi and M2 for solving the 
system of second-order boundary-value problems based on quintic and sextic splines. 
The present methods enable us to approximate the solution at every point of the range 
of integration. A class of obstacle, unilateral and contact problems can be characterized 
by this system of boundary problems by using the penalty function method. The results 
obtained are very encouraging and our methods out performs other existing methods 
70 
Table 3.1 Observed maximum errors for method Mi 
Methods 
Our Method 
Scheme (3.45)[88] 
Numerov [88] 
Noor [86] 
h=7r/20 
2.57x10-' 
2.50x10"' 
2.32x10"' 
1.40x10"' 
7r/40 
7.31x10"^ 
1.29x10"' 
1.21x10"' 
7.71x10"' 
7t/80 
1.94x10"^  
6.58x10"' 
6.17x10"' 
4.04x10"' 
Table 3.2 Observed maximum errors for method M2 
Methods 
Our Method 
Scheme (3.45)[88] 
Numerov [88] 
Noor [86] 
h=7i/20 
1.86x10"' 
2.50x10"' 
2.32x10"' 
1.40x10"' 
71/40 
5.32x10"^ 
1.29x10"' 
1.21x10"' 
7.71x10"' 
71/80 
1.42x10"^ 
6.58x10"' 
6.17x10"' 
4.04x10"' 
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CHAPTER-IV 
SPLINE FINITE DIFFERENCE METHOD FOR A CLASS OF 
BOUNDARY VALUE PROBLEMS 
4.1 Introduction 
In this chapter, we consider the class of two-point boundary-value problem 
e-"-{Q"-u')' = f{x,u), a<x<b, 
u{a) = A, uib)^B. (4.1) 
Here A, B are finite constants. We assume that for (x,w) e {[a,Z>]x/?}; f(x,u)is 
continuous, df Idu exists, continuous and 8ffdu>0. Such problems arise in the study 
of generalized axially symmetric potentials after separation of variables has been 
employed [60]. The discrete variable numerical solution of two-point boundary value 
problems by finite differences and spline methods has been considered by many 
authors, see for examples [16-17,53,70,72,89,94] and references given in these papers. 
The use of cubic splines for the solution of (regular) linear two-point boundary-value 
problems was suggested by Bickley [15]. Later Fyfe [45] discussed the application of 
deferred corrections to the method suggested by Bickley by considering again the case 
of (regular) linear boundary-value problems. In comparison with the finite difference 
methods spline solution has its own advantages. For examples, once the solution has 
been computed, the information required for spline interpolation between mesh points 
is available. This is particularly significant when the solution of the boundary-value 
problem is required at various locations in the interval [a,b]. An important instance also 
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is the use of an automatic plotter that frequently requires interpolation at great many 
intermediate points. However, it is well known since then that the cubic spline method 
Bickley gives only second order convergent approximations. But cubic spline itself is a 
fourth order process. 
In the present chapter, in section 4.2, we construct splines and the three-point 
finite difference method for the solution of (4.1). If we take a=0 then our method 
reduces to the well-known Bickley problem. In section 4.3, we show that the scheme is 
of0{h^) convergent under appropriate conditions. The advantage of the spline 
approximation is that (4.1) may be solved with a particular step length h and the 
intermediate values if required can be computed using splines. In section 4.4, the three-
point finite difference method is applied on two examples. The numerical results 
confirm the theoretical analysis of our method and support the conclusion that splines 
give better approximation at the intermediate points. 
4.2 Spline Finite Difference IVIethod 
We consider a uniform mesh A: a = x^  < x, < Xj < < x^ =b, 
where Xj=a + j'h, h-{b-a)IN, j = 0(l)N. 
Let Uj and fj denote approximations for u{Xj)and /(X^.,M^)respectively. 
Using a piecewise linear interpolating polynomial for e""" (e"''u')', we write 
e-«^(e"V)' = - ^ ( x , „ -x) + -l^(x-Xj) (4.2) 
where h - x^ ,^ - Xj and 
[e-"^(.«V)'l =M,,, 
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Integrating (4.2) twice and setting the interpolatary conditions w^=M(x^)and 
Uj^^ = u(Xj^^), we obtain a spline approximation for u (x) in the form 
u(x) = -S^.I {e-"' -e-'^ )Uj,, + (e""^'- -e-"')u^ ] 
+ M^[s;{2x-a(x.„-x)^}+a^+fl; . ] (4.3) 
+ M.^,\S,]{i{x-x^f -lx}+b^+b] ] 
axj , 
where 5',= —, S\ = 
a] - S^S]ah^ e""^ -S^ S* a h ' e'"''*' 
bj=2S^S][ Xj^.e'""' -X/"'''*' \-2S^S] he"'' 
b] = SjS] ah' e""^ -S^ S] a h' e'""' 
Taking limits as a ->• 0, it is easily verified that u(x) reduces to a cubic spline. 
Replacing j by j-1 in (4.3) we get the spline approximation in the interval 
(Xj_,, Xj) where expressions for Sj,5*,aj, a'j,bj,6' are modified accordingly. From the 
continuity conditions of the first and second derivatives at the node Xj we get 
- SjUj_, + (Sj + 5,„)uj - Sj^,uj,, = AjMj,, + BjMj + C^Mj_, 
y - U , ,A^-1 
where 
Aj=S]^X—e"''+2hSj^,-ah'Sj^, ] 
a 
(4.4) 
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a 
Setting Mj_^ = fj-\ = /(X^_,,U(J:^_,)) etc, we get the three-point finite difference 
approximation 
(4.5) -5^«,-, +('5, + '^ , . iK -'^;.,";., =^,/y. . + 5 / ; +C, / , . , 
; = U , i v - i . 
Taking limits as a -> 0, the method (4.5) reduces to 
Uj_, - 2uj + Uj^, = — (/,., + 4 / , + /^„) (4.6) 
0 
which is a well-known Bickley scheme [15]. 
Truncation error of the method (4.5) is 
r/A) = ^ e " ' ' ^ f ;+ (4.7) 
4.3 Convergence of the method 
The spline difference scheme (4.5) can be written in the form 
SU+ M f(U) +T =R (4.8) 
where S, U, M, f, T and R are defined by 
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fiu) = [f,j„ A.,f, 
For the scheme (4.6) we have 
R = [(S,^ + C,/o),0 Q,{S,B + A,f,)J 
S = 
"5, +S, 
-^2 
0 
-S2 
S 2 + 5 3 
-S3 
-S3 
S 3 + 5 , 
~SN-1 
0 
-S4 
SN-1 +^N_ 
M 
B, - A 
- C , 
- C , 
• A , 
-B3 - A 3 
*-"N-l B^., 
We note that Sj > 0,Aj < 0,5^ < 0,Cj < 0 
Hence we have, M > 0. Dropping the truncation error in (4.8) we get 
SU+MfiU) = R, (4.9) 
where U denotes the approximate solution vector. 
Subtracting (4.8) from (4.9), we have 
(S + MF)E = T (4.10) 
where E = U-U and FE = f(U)- f{U) 
16 
and F=diag [df^/du^,df^/du-^, ,5^_,/SMJ^.J 
Since we have assumed df/du>0, it follows that F>0, MF>0 and so 
S + M F>S, where S is irreducible and monotone. 
I ^ c - l Therefore, (S + MFr ^S (4.11) 
From (4.10) and (4.11), we find 
E = iS + MFy'T\\4iS + MF) -1 T < T (4.12) 
It may be shown that p " < A^ , K being a constant. Using (4.7), we obtain 
4-o(h'). 
4.4 Numerical illustrations 
To illustrate the method (4.5), we consider the following two-point boundary-value 
problems. The numerical results confirm the second order convergence of the method. 
Example 4.1 e'"" (e"" u')' = 2M(l + a:x + 2x'). 
The exact solution is given by u = e'' with the boundary conditions 
M(0) = 1, w(l) = e 
We have solved the above problem using the method (4.5) for a = .5, 2, 10 and N = 16, 
32,64, 128. We found that the results given in Table 4.1 are accurate and show the 
second-order convergence of method (4.5). 
Example 4.2 u" + au'= u/3x^-^{(/3-\) + ax +j^x^}. 
The exact solution is given by w = e" with the boundary conditions 
M(0) = 1, M(1) = e 
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We solved this example using the method (4.5) for three sets of values as given in 
Table 4.2. These results also confirm the second-order convergence of method (4.5). 
Table 4.1 Absolute errors ||E|| in Ex. 4.1 
N 
16 
32 
64 
128 
||£| 
a= . 5 
1.53x10-^ 
3.82x10"^ 
9.58x10"^ 
2.39x10-^ 
1^1 
a =2 
1.85x10"^ 
4.62x10"^ 
1.15x10"* 
2.89x10"^ 
||E|| 
a=10 
2.41x10"^ 
6.01x10-^ 
1.50x10-^ 
3.75x10"^ 
Table 4.2 Absolute errors ||E|| in Ex. 4.2 
N 
16 
32 
64 
128 
Wl 
a-.5, p=4 
9.98x10-^ 
2.45x10"^ 
6.02x10"* 
1.52x10"* 
||£|| 
a = 75,(5 = 3.75 
8.63x10-3 
2.12x10-3 
5.31x10-^ 
1.32x10"^  
11^1 
a=2.75,p = 3.75 
9.65xl0"3 
2.38x10-3 
5.93x10"* 
1.48x10"* 
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CHAPTER-V 
SEXTIC SPLINE SOLUTION OF THE FOURTH-ORDER 
PARABOLIC PARTIAL DIFFERENTIAL EQUATIONS 
5.1 Introduction 
In this chapter we consider the problem of undamped transverse vibrations of a 
flexible straight beam in such a way that its supports do not contribute to the strain 
energy of the system and is represented by the fourth order parabolic partial differential 
equation, 
f^ + / / | ^ = / (x ,0 , / i>0, 0<x<l , t>0 , (5.1) 
ot ox 
subject to the initial conditions 
w(x,0) = go(x), 
and u,(x,0) = g^(x), for 0<x < 1, (5.2) 
and with boundary conditions at x = 0 and 1 of the form 
w(0,0-/o(0, w(l,0 = /,(0 
and u^(0,t) = p,{t), uJ\,t) = Mt), t >0 (5.3) 
where fi>0 is the ratio of flextural rigidity [1] of the beam to its mass per unit length, u 
is the transverse displacement of the beam, t and x are time and distance variables 
respectively, f(x,t) is dynamic driving force per unit mass and functions 
go i^l g\ i^l /o (0, f\ it), Po (0 and p, (0 are continuous functions. 
79 
Numerical solution of (5.1) based on finite difference and reduction of (5.1) 
into a system of second order equations have been successfully proposed by CoUatz 
[24], Crandall [28], Conte and Royster [26], Conte [25], Albrecht [4], Evans [37], Jain 
et al [59] and Richtmyer [97]. While Fairweather and Gourlay [39] derived explicit and 
implicit finite difference methods based on the semi-explicit method of Lees [73] and 
high accuracy method of Douglas [36] respectively. Evans and Yousif [38] follow the 
Conte scheme [25] where a stable implicit finite difference approximation is presented 
and this scheme was unconditionally stable, and has local truncation error of 0(hO. 
The approach, introduced in [38], has used the alternating group explicit method 
(AGE), achieving a better accuracy level. Wazwaz [128] approaches the problem by 
utilizing the Adomian decomposition method [1]. The solution by this method is 
derived in the form of a power series but does not include numerical results. The non-
homogeneous problem has also been studied by Khan [68] based on parametric quintic 
spline. 
We need to construct a direct numerical method for solution of equation (5.1). Direct 
explicit and implicit difference methods have been given by Albrecht [4], Collatz [24], 
Crandall [28], Jain [54], Jain et al [59] and Todd [118]. The three level explicit direct 
method with order of accuracy 0(k +h ) given by Collatz [24] is stable when the mesh 
ratio (k/h )< 1/2. The three level unconditionally stable formulas of accuracy 
Oik^W) and 0(k^+h^+(-)') are given by Todd [118], Crandall [28] and Conte [25] 
h 
respectively. Five levels, unconditionally stable, explicit method with truncation error of 
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0(k^+h^+(-)') has been given by Albrecht [4]. Direct and splitting approach finite 
h 
difference methods have been proposed by Jain et al [59]. 
We have derived new three level methods based on sextic spline for the solution of 
fourth order, non-homogeneous, parabolic partial differential equation governing 
transverse vibrations of a flexible beam. In section 5.2, we present the formulation of 
our method. In section 5.3, stability analysis has been carried out. Finally in section 
5.4, numerical evidence is included to demonstrate the practical usefulness and 
superiority of our method and confirm their theoretical behaviour. 
5.2 The Method 
Let the region R = [0,1] x [0,oo) be discretized by a set of points Rh,k which are the 
vertices of a grid of points (Xj, tm), where Xj = jh, j = 0(1)N, Nh = 1 and tm= mk, 
m - 0,1,2,3...The quantities h and k are mesh sizes in the space and time directions 
respectively. 
We next develop an approximation for (5.1) in which the time derivative is replaced by 
a finite difference approximation and the space derivative by the sextic spline function 
approximation (1.111). The equation (5.1) is then replaced by 
k-\\ + cr5^r5^u']^-^iF;=f^ (5.4) 
where cr is a parameter such that the finite difference approximation to the time 
derivative is 0{h^) for arbitrary cr and of 0{h'^) for cr=l/12 and for cr= 1/4 ,1/6 the 
finite difference approximations reduce to parametric cubic and cubic spline 
approximations respectively. Also Fj=S^^\xj) and S(x) is the sextic spline 
approximation given in section (1.12). Now the operator A is defined by 
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Aw; = {Wj^^ + Wj_^) + S6(Wj^, + Wj_,) + 2A6wj (5.5) 
Therefore from (1.111), we have 
iFj.2 + Fj,2) + 56(F,„ + Fj_,) + 246F^ = ^ [ ( " , > 2 + ".-2) - 4(«,., + ",_,) + 6uj ] (5.6) 
Using (5.5) and (5.6), we can write A Fj = ^S'^uJ (5.7) 
h 
Operating both sides of (5.4) by Ax and using (5.7) we obtain 
^; {(wj,2 + w;_2)+56(w;;, + w;i,)+246w;}+360r' ( i + a s ; ) // ^ > ; 
where r = kfh\uj = u(Xj,/„),Sfu'J = u^' -lu" + «;"'. 
After simpHfication (5.8), we get 
{(360) + (60)(5,' +(l + 360rV// )5l]5lu"; +360^-'// (^>; 
= k\\+cT5^){{f;, +f;.,)+56(f;, +/;-.,)+246/;'-} 
Equation (5.9) may be written in schematic form as 
?2 Q2 S2 Q2 P2_ 
-2P2+r^ -2Q2-4r^ -2S2+6r^ -2Q2-4r^ -2P2+r^ uj'-
P2 Q2 S2 Q2 P2 
K,P 
K2P 
K,P 
K,Q 
K2Q 
KiQ 
KiS 
K2S 
KiS 
K,Q 
K2Q 
KiQ 
K,P 
K2P 
KiP 
(5.8) 
(5.9) 
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where P2= — + C T /y r ^ Q2= — - 4 a / / T\ S 2 = — + 6 a / / r ^ 360 ^ ' ^ 360 ^ ' 360 
K,=a k^ K2=(l-2CT)k^ 
5.3 Truncation Error and Stability Analysis 
Expanding (5.9) in Taylor series in terms of u{Xj,t^)and its derivatives, we 
obtain the following relations 
X V , , „ ; . 6 ' 80 ' 3024 ' 10! " 
' ^ ^ "^ " 1 2 ' 360 20160 
= D, u + D u 
J I J X J 
Using (5.9) and (5.10) we obtain the truncation error 
T; = {(360)+ (60)^,' +(\ + 360r'aju )S',}sfuJ+360r^ // S'^uJ 
-k\\+c7S^){(f;,+f;,)+56if;:,+f;,)+246f;] 
(5.10) 
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,8 T\« 
k'D + k'D^ Ik'D^ Ik'^O; 
12 - + 6! 
•a 
2A:*D 
6 7-,6 
2 7~.2 
8! 
h'D 
h'D 
• + .. 
Ik^'D. 
6! U 
2 r>2 /z'Z) 
8! 
2A:'D, 
+ + 
2r ,2 
^ /.^^^D^^D/ + ^ /.^ D^ 
12 
8! Uo j ' 12 6! + 
f 
+ 
1 r V ^ 
+ 1080 12 
6 r\(> h'D k'Df + VD Ik'D. 
6 7-i6 
• + -
r 4 r,4 k'D. \ 
V 12 
] . ;+ r^ 
/ 
/z"/) + 
12 6! 
1 1 r'a^ 
+ + 
J 
• + -
80 
• + . 
12 
^ + 2(7 '- + . ' ^^^h'D'/ 
6! + v3y 2! 
6 r»4 k'D. k'+ok'D +a '- + 2a 
^3x8! 2880 80 
u";-[(k^+c7k'Df + 
k'Df ^ 
f 
4 r.4 h'D 
4! ' 12 6! 
12 
/'^^ u^n^ 
6! + ... + 
/j'-D! 
\^J 6! 
J n6 \ 
e ^-ok'Dj +a^^-^la^^^ + ... 
12 6! + 
^26^ 
J Vl5y 
/^''i) 
8! 
6 n 4 
A:'+o5t'A +0-
- + .. ](A\"'+Z)>;) 
'^"=[ 
^ 
^ ^ / z ' yt '^h' 
20 15 j D° + 
^177-'/z' 2k 2\ L6 
2! 15 144 
-Z)"+. 
12 
(J (\/6)h'k''D'^D; + ^-or'h'X,,,^,^, (2 C7\ 
J 12 
h'k'DlDf + 
(I 11 2 o-
+ — + —err 
160 12 60 
h'k'DlD^ + ^ 1 
6! 12 
112 
6 r,6 
k'D^ + 
Ar-D, 
2 7-»2;,6 7A6 
360 2 
-\{\ie)h'D'XD] 
+ 8! 6! 
2yt'A' + 
/ i 
• +—(l/360 + rV)>/?^ 
60 15x8! 3x8! 80 
eh'DlDf 
( 11 a 
1^36x8! 2160, 
/),^ Z)fyt«/i^  + 1 2 12,4 2o-, 2 ah 
4 \ 
60 6! 6! 720 
yt'D^Df ]» ;+ . 
(5.11) 
Using Von Neumann's method the characteristic equation of the scheme (5.9) 
is obtained as: 
84 
^'+2r^ + \ = 0 (5.12) 
Sr'sinV 
where / = —^ ^^  1, 
16 + A-V sinV—sin^<zJ + l 
U60 j 3 
^-—0h, where ^  is the variable in the Fourier expansion . 
Applying the Routh-Hurwitz criterion to (5.12) we get the necessary and sufficient 
conditions for (5.9) to be stable as: 
- 1 . 1 - . ?:^^HlV ,^ 
45 
- + r V sin <f>—sin ^ + 1 
Simplifying, we obtain from the left inequality 
[2 + 360(2(7 - l)r']sinV-30sinV +45 >0 (5.13) 
We deduce that the scheme (5.9) is unconditionally stable if 
(J <]/2 r ' > ^osecV(2-3cosecV) 
24(2o--l) 
and conditionally stable if 
, ,,^ 2 ^ cosecV(2-3cosecV) (T<1/12, r > — ^ 
24(2cr-l) 
5.4 Numerical Illustrations and Discussions 
In this section we consider the numerical results obtained by the method 
discussed above by applying them to the following fourth order initial boundary value 
problem. 
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Example 5.1 
We consider the non-homogeneous fourth order parabolic partial differential 
equation introduced by [38]. 
^ + — ^ = (;r^-l)sin;cccost , 0<A:< l , t>0 (5.14) 
dt dx 
with the initial conditions 
M(x,0) = sin;zx, W,(A;,0) = 0, 0 < X < 1 (5.15) 
and the boundary conditions 
-^2 ->2 
M(0,0 = uiU) = -1(0 ,0 = -4(1,0 = 0, ^ > 0 (5.16) 
ox ox 
The exact solution of the above problem is 
u(x, 0 = sin Tix cos t, (5.17) 
For solving (5.14) we use scheme (5.9). The first two boundary conditions in (5.16) are 
replaced by 
u^=u;=0, t>0 (5.18) 
We discretize the last two boundary conditions in (5.16) by the following equations 
( 0 2 < -5w,"' +4W2" -W3" =h^uj. 
(5.19) 
2, 
For high accuracy formulas, we use the foUovdng equations for approximating the 
boundary conditions: 
(0 4 5 < -154M,'" +214M'"2-156< +61M; - 1 0 < =12h^uJ, 
(ii) -10M;_5 +61M;_4 -156M;_3 +214W;_2 -154M;_, + 4 5 < =l2h'uj 
We solved example 5.1 with h = .05 and k =.005 giving r =2, and by choosing 
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a =1/4, the results are presented in table 5.1. The errors in the solutions computed by 
our method (5.9) and the AGE method [38] have been presented in table 5.1 for 10 
time steps and x = 0.1(0.1) 0.5 and in table 5.2 for x = 0.5 and larger time steps. In a 
second series of experiments, calculations are carried out for h= .05 and k - .00125 
giving r = 0.5, and results are presented in table 5.1. The absolute errors in the solution 
are shown in table 5.1 for 16 time steps and x = 0.1(0.1) 0.5 and in table 5.2 for x = 0.5 
and larger time steps. From tables 5.1 and 5.2, it is evident that our method is superior. 
Moreover, we solved the same problem with different values of cr and mesh ratio r and 
carrying out the computations for different time steps. In tabic 5.3 we have tabulated 
the absolute errors at x = 0.5 for different values of a and mesh ratio r for h - 0.1. The 
errors in displacement function u(x,t) at midpoint of the interval [0,1] are given in table 
5.2 & 5.3. 
Table 5.1 Absolute Errors, Example 5.1 
h = 0.05 
Our Method 
1/4 
1/4 
Evans [38] 
r 
2.0 
0.5 
2.0 
0.5 
Time 
Steps 
10 
16 
10 
16 
x = .10 .20 .30 .40 .50 
1.87x10"' 2.13x10-' 1.49x10-' 8.60x10-^  5.96x10"^  
9.07x10-^  7.79x10"* 2.75x10-* 1.01x10"* 2.59x10"* 
2.2x10^ 4.1x10-^  5.4x10-^  6.2x10^ 6.5x10"^  
2.5x10-' 4.7x10"' 6.6x10"' 7.8x10'' 8.2x10"' 
87 
Table 5.2 Absolute Errors at Mid Points, x = 0.5, Example 5.1 
h = 0.05 
Our Method r =2 
No. of Time Steps 
25 75 100 
r =0.5 
No. of Time Steps 
32 48 64 
1/4 1.02x10"'S-SSxlO"* 1.37x10"^  1.94x10"^  2.68x10"^ 5.11x10"^  
Evans [38] 3.3x10"^  4.1x10"^  3.9x10"^  3.1x10-^  6.9x10-^  1.2x10'^  
Table 5.3 Absolute Errors at Mid Points, x = 0.5, Example 5.1 
h = 0.1 
Our Method 
a 
1/4 
1/12 
r 
Vl/6 
Vl/84 
No. of Time Steps 
10 20 30 
4.43x10"^  1.51x10-^  2.93x10"^  
9.09x10"^  9.26x10-^  9.10x10-^  
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