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Abstract
Developed in 1999 by Akemann, Anderson, and Weaver, the spectral
scale of an n × n matrix A, is a convex, compact subset of R3 that
reveals important spectral information about A [4]. In this paper we
present new information found in the spectral scale of a matrix. Given
a matrix A = A1 + iA2 with A1 and A2 self-adjoint and A2 6= 0,
we show that faces in the boundary of the spectral scale of A that
are parallel to the x-axis describe elements of σ(A1, A2)
⋂
R, the real
elements of the spectrum of the linear pencil P (λ) = A1 + λA2.
1 Preliminary Definitions
Notation. LetM = Mn(C), the set of n×n matrices with complex entries,
and let < ·, · > denote the standard inner-product on Cn. For each C ∈
M, we let τ(C) = 1
n
tr(C), where tr is the standard canonical trace on M.
Given A ∈ M, A∗ will denote the adjoint of A, σ(A) will denote the set of
eigenvalues (spectrum) of A, and W (A) will denote the numerical range of
A. We let ||A|| denote the operator (spectral) norm of A.
Definition 1.1. Given A ∈ M, write A = A1 + iA2 with A1 and A2 self-
adjoint. The spectral scale of A is defined as
B(A) =
{
(τ(C), τ(A1C), τ(A2C)) : C ∈M
+
1
}
⊂ R3,
where M+1 denotes the positive semidefinite part of the unit ball of M.
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Remark 1.2. B(A) is a convex, compact, subset of R3. In the case A = A∗,
B(A) determines A up to unitary equivalence and gives a complete descrip-
tion of σ(A), tr(A), ||A||, and W (A). When A 6= A∗ B(A) completely de-
scribes W (A), and in some cases (e.g., when A is normal), also yields a com-
plete description of σ(A). In its most general setting, the spectral scale was
originally developed for operators that lie in a finite von Neumann algebra
equipped with a finite, faithful, normal trace [4]. We note that M =Mn(C)
is just one particular setting where the spectral scale can be computed. For
the complete series on the spectral scale see [4, 2, 3, 1].
Definition 1.3. If F is a nonempty, convex subset of a convex set C, then
F is a face of C if αx + (1 − α)y ∈ F implies x, y ∈ F for all x, y ∈ C and
0 < α < 1.
Definition 1.4. Let A1, A2 ∈ M. The matrix valued function P : C −→M
defined by
P (λ) = A1 + λA2, λ ∈ C
is called a linear (matrix) pencil. If A1 = A
∗
1 and A2 = A
∗
2, then P (λ) is
said to be self-adjoint.
Definition 1.5. The spectrum of the pencil P (λ) = A1 + λA2, denoted
by σ(A1, A2), is the subset of C∞ = C ∪ {∞} determined by the following
properties. The point ∞ ∈ σ(A1, A2) if and only if A2 is not invertible, and
σ(A1, A2) ∩ C = {λ ∈ C : A1 + λA2 is not invertible }.
It can be shown that σ(A1, A2) is compact (with respect to the usual topology
on C∞) ([5], Section IV.1).
Remark 1.6. Spectral problems for matrix pencils (and more generally op-
erator polynomials) arise in different areas of mathematical physics like differ-
ential equations, boundary value problems, controllable systems, the theory
of oscillations and waves, elasticity theory, and hydromechanics [7]. For more
on linear pencils see [5, 6, 7].
Notation. For the remainder of this we paper fix A = A1 + iA2 in M with
Aj = A
∗
j (j = 1, 2) and A2 6= 0. Also, for each t = (t1, t2) ∈ R
2 we form the
new self-adjoint operator At = t1A1 + t2A2. Note that if we fix t1 6= 0 and
let t2 vary, then
At = t1A1 + t2A2 = t1(A1 +
t2
t1
A2)
2
is a multiple of the (real) pencil P|R : R −→M defined by P (r) = A1 + rA2.
Given t = (t1, t2) ∈ R
2 with t21 + t
2
2 = 1, define
θt = tan
−1
(
t2
t1
)
−
pi
2
< θt <
pi
2
, (1.1)
let
Qt =

 1 0 00 t21 t1t2
0 t1t2 t
2
2

 (1.2)
be the orthogonal projection of R3 onto span{(1, 0, 0), (0, t1, t2)}, and let
Rt =

 1 0 00 t1 −t2
0 t2 t1

 =

 1 0 00 cos(θt) − sin(θt)
0 sin(θt) cos(θt)

 (1.3)
denote the rotation of R3 about the x-axis through an angle of θt (see Figure
1).
2 A New Result for B(A)
We start by describing the relationship between B(A) and B(At).
Theorem 2.1. Let t = (t1, t2) ∈ R
2 such that t21+ t
2
2 = 1. Then Qt(B(A)) =
Rt(B(At)).
Proof. Choose t ∈ R2 as above, and define θt, Qt and Rt as in (1.1), (1.2),
and (1.3) respectively. If v = (τ(C), τ(A1C), τ(A2C)) is any point in B(A),
then
Qt(v) =
(
τ(C), t21τ(A1C) + t1t2τ(A2C), t1t2τ(A1C) + t
2
2τ(A2C)
)
= (τ(C), t1(τ(AtC)), t2(τ(AtC))
= (τ(C), cos(θt)τ(AtC), sin(θt)τ(AtC))
=

 1 0 00 cos(θt) − sin(θt)
0 sin(θt) cos(θt)



 τ(C)τ(AtC)
0


= Rt((τ(C), τ(AtC), 0)).
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Figure 1: θt = tan
−1
(
t2
t1
)
From this we see that Qt(B(A)) = Rt(B(At)). Thus, the orthogonal projec-
tion of the spectral scale of A onto span{(1, 0, 0), (0, t1, t2)}, is a rotation of
the spectral scale of At about the x-axis, through an angle of θt.
Remark 2.2. This result is different from that in ([4], Lemma 2.2). There it
is shown that if pit =

 1 0 00 t1 t2
0 0 0

 , then pit(B(A)) = B(At). Although this
is an easy way to extract B(At) from B(A), it is not as nice geometrically, as
Figure 2 demonstrates. Furthermore, ([4], Lemma 2.2) puts no restrictions
on t = (t1, t2). If the restriction t
2
1 + t
2
2 = 1 is put on t, then we see that
pit = R
∗
t
Qt.
Lemma 2.3. For pi
2
≤ θt ≤
pi
2
, tan(θt) ∈ σ(A1, A2) iff 0 ∈ σ(At).
Proof. For −pi
2
< θt <
pi
2
, A1 + tan(θt)A2 is not invertible iff cos(θt)A1 +
sin(θt)A2 is not invertible iff 0 ∈ σ(cos(θt)A1+sin(θt)A2) = σ(t1A1+t2A2) =
σ(At). For θt = ±
pi
2
, we have t = (0,±1) and tan(θt) =∞ ∈ σ(A1, A2) iff A2
is not invertible iff 0 ∈ σ(A2) = σ(At), and our claim holds.
Remark 2.4. Our final theorem (Theorem 2.5) tells us how to read σ(A1, A2)
⋂
R
from B(A). Note that if A is normal and λ = x+ iy ∈ C is not real, then if
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Figure 2: Qt(B(A)) = Rt(B(At))
(A1 + λA2)η = 0 for some nonzero η ∈ C
n, then we must have
0 =< (A1 + λA2)η, A2η >
=< A1η, A2η > +λ < A2η, A2η >
=< A1η, A2η > +x < A2η, A2η > +iy < A2η, A2η >
= (< A2A1η, η > +x < A2η, A2η >) + i(y < A2η, A2η >).
Since < A2A1η, η >∈ R, we get that A2η = 0 (i.e., A2 is not invertible).
Thus, when A is normal and A2 is invertible we have σ(A1, A2) ⊂ R ∪ {∞}.
In this case, Theorem 2.5 gives us a complete description of the spectrum of
the self-adjoint pencil P (λ) = A1 + λA2.
Theorem 2.5. Let t = (t1, t2) ∈ R
2 such that t21 + t
2
2 = 1. The following
statements are equivalent:
1. 0 ∈ σ(At).
2. tan(θt) ∈ σ(A1, A2).
3. There exists a 1-dimensional face Ft in the boundary of B(At) that is
parallel to the x-axis.
4. There exists a 1-dimensional face F′
t
in the boundary of Qt(B(A)) that
is parallel to the x-axis.
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Figure 3: Theorem 2.5
5. There exists a 1-dimensional (or 2-dimensional) face F′′
t
in the bound-
ary of B(A) that is parallel to the x-axis.
Proof. By Lemma 2.3 we have tan(θt) ∈ σ(A1, A2) iff 0 ∈ σ(At), so (1)⇔(2).
By ([4], Theorem 1.5), this is equivalent to the existence of a 1-dimensional
face Ft contained in the boundary of B(At) which is parallel to the x-axis,
thus (1)⇔(3). Clearly, if a line segment is parallel to the x-axis, then a rota-
tion about the x-axis does not change this fact. Therefore, by Theorem 2.1,
F′
t
= Rt(Ft) is a 1-dimensional face contained in the boundary of Qt(B(At))
which is parallel to the x-axis, so (3)⇔(4). But then, since Qt is linear we
have that F′′
t
= Q−1
t
(F′
t
) is a face of B(A), and it is also parallel to the x-axis
(see Figure 3). Therefore (4)⇔(5), and our claim holds.
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