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MINIMAL BLOW-UP INITIAL DATA IN CRITICAL FOURIER-HERZ
SPACES FOR POTENTIAL NAVIER-STOKES SINGULARITIES
JINGYUE LI, CHANGXING MIAO AND XIAOXIN ZHENG
Abstract. In this paper, we mainly prove the existence of the minimal blow-up initial data
in critical Fourier-Herz space FB˙
2−
3
p
p,q (R3) with 1 < p ≤ ∞ and 1 ≤ q < ∞ for the three
dimensional incompressible potential Navier-Stokes equations by developing techniques of
“localization in space” involving the partial regularity given by the De Giorgi iteration,
weak-strong uniqueness, the short-time behaviour of the kinetic energy and stability of
singularity of Caldero´n’s solution.
1. Introduction
In this paper, we consider Cauchy problem of the three dimensional incompressible Navier-
Stokes equations
(NS)


∂tu− ν∆u + u · ∇u+∇P = 0
div u = 0
u(x, 0) = u0,
where the vector field u and the scalar function P describe the velocity field and the associ-
ated pressure of fluid, respectively. And ν > 0 is the kinematic viscosity. The initial velocity
u0 satisfies div u0 = 0. It is well-known that problem (NS) has the natural scaling, that is, if
u is a solution of system (NS) with initial data u0, then so is uλ, for any λ > 0, associated
with initial data u0λ, where
(1.1) uλ(x, t) , λu(λx, λ
2t), u0λ , λu0(λx).
We call Banach space X is critical space if it’s norm ‖ · ‖X is invariant under scaling (1.1),
for example, the Lebesgue space L3(R3), homogeneous Sobolev space H˙
1
2 (R3), homogeneous
Besov space B˙
−1+ 3
p
p,q (R3), homogeneous Fourier-Herz space FB˙
2− 3
p
p,q (R3) and so on.
The incompressible Navier-Stokes equations has been studied by many researchers in the
past years. Especially, there are many interesting results concerning the mild solution u
which solves the following integral equations:
u(x, t) = eνt∆u0 +
∫ t
0
eν(t−s)∆P(u · ∇u) ds,
where P is the Leray projector. For the separable critical space, Fujita and Kato [11] firstly
established the local well-posedness for the large initial data in H˙1/2(R3), as well as the global
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well-posedness for small initial data in H˙1/2(R3). Later on, Kato [18] and Cannone [6, 7]
generalized such well-posed theory to L3(R3) and B˙
−1+ 3
p
p,q (R3) with 1 ≤ p, q <∞, respectively.
For the inseparable critical spaces, there only exists the global well-posed theory for the small
initial data by now. Cannone [6, 7] proved the global well-posedness to (NS) for small data in
B˙
−1+ 3
p
p,∞ (R3) with 3 < p <∞, and Koch and Tataru [19] showed the global well-posedness to
system (NS) for small initial data in BMO−1(R3). Since Besov space B˙
−1+ 3
p
p,∞ with p ∈ (3,∞)
and BMO−1(R3) contain non-trivial homogenous functions of degree −1, the both results
mean that the global existence and uniqueness of the small self-similar solution. But the
local well-posedness for large initial data in the inseparable critical space remains an open
problem.
Let X be a separable critical space. Denoted by NS(u0) the local in time mild solution
to (NS) starting from u0 ∈ X , ones consider the following question based on the above local
well-posed theory:
Question:
Suppose there exist a initial data u0 in the separable critical space X such that the maximal
existence time of NS(u0) is finite. Then does there exist a minimal blow-up initial data
v0 ∈ X, that is, does there exist v0 ∈ X with minimal norm such that the maximal existence
time of NS(v0) is finite?
Rusin and Sˇvera´k [25] firstly considered this question in the space H˙
1
2 (R3) and gave a
positive answer. The main ingredients of their proof consist of the singularities of local
mild solution inside the ball at the maximal existence time, the stability of singularities and
the compactness of H˙1/2(R3) →֒ L2loc(R3). Later, Gallagher, Koch and Planchon in [12, 13]
utilized concentration compactness argument and profile decomposition to give a unified
affirmative answer to this question in H˙1/2(R3), L3(R3) and B˙
−1+ 3
p
p,q (R3) with 3 < p, q <∞.
Especialy for L3(R3), Jia and Sˇvera´k in [16] gave a simple proof of the existence of minimal
blow-up initial data by exploiting the regularity of energy solution in short time which
compensates the lack of compactness of the embedding L3(R3) →֒ L2loc(R3).
Recently, some well-posed results of problem (NS) for large initial data in Fourier-Herz
spaces were established. For example, Cannone and Karch [8] considered existence and
uniqueness of singular solution in the space of pseudomeasure FB˙−1∞,∞(R
3). Lei and Lin [20]
proved an interesting global well-posed result to problem (NS) if the initial data belongs to
the space
χ−1 ,
{
u ∈ D′(R3)
∣∣∣ ∫
R3
|ξ|−1|uˆ|(ξ) dξ <∞
}
which coincides with FB˙−11,1(R
3), and the corresponding norm is bounded exactly by the
viscosity coefficient ν. Subsequently, Cannone and Wu [9] extended this result to larger
space FB˙−11,q (R
3) for all 1 ≤ q ≤ 2. Recently, Li and Zheng [22] obtained the local well-posed
result in critical Fourier Herz spaces FB˙
2− 3
p
p,q (R3) with q 6= ∞ for the large initial data, and
the global well-posed theory in FB˙
2− 3
p
p,q (R3) for small initial data. A nature question arises:
does there exist a blow-up initial data in the framework of the critical Fourier-Herz space.
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To solve this question, we face some difficulties which don’t appear in known results. For
example, the embedding that FB˙
2− 3
p
p,q (R3) →֒ L2loc(R3) doesn’t hold as long as p < 32 . This
leads to the method used in [16] doesn’t work directly. In order to overcome this difficulty,
we adopt the Caldero´n splitting argument to decompose the local mild solution u(x, t) on
[0, T ∗) into two parts
u = v + w.
For this purpose, we will establish abstract interpolation theory of Fourier-Herz spaces
FB˙sp,q(R
d) by using K-function, see Lemma 2.2. This allows us to decompose u0 into two
parts as follows:
u0 = v0 + w0,
where v0 and w0 fulfill div v0 = divw0 = 0 and
(1.2) ‖v0‖
FB˙
2− 3
p˜
+ε
p˜,q˜
≤ C2−jθα and ‖w0‖L2 ≤ C2j(1−θ)α for each ε > 0.
Since v0 ∈ FB˙2−
3
p˜
+ε
p˜,q˜ (R
3), by the local well-posed theory in the subcritical space, we know
that the following system
(1.3)


∂tv − ν∆v + v · ∇v +∇Q = 0,
div v = 0,
v(x, 0) = v0,
exists a unique local mild solution v(x, t) satisfying
v(x, t) ∈ Cb
(
[0, T ];FB˙
2− 3
p˜
+ε
p˜,q˜ (R
3)
)
∩ L˜r
(
[0, T ]; FB˙
2− 3
p˜
+ 2
r
+ε
p˜,q˜ (R
3)
)
where T > T ∗. Letting the difference w(x, t) = u(x, t) − v(x, t), ones verify by the fact
w0 ∈ L2(R3) that w(x, t) is a Leray solution of the following perturbed problem
(1.4)


∂tw − ν∆w + w · ∇w + w · ∇v + v · ∇w +∇P¯ = 0
divw = 0
w(x, 0) = w0 ∈ L2(R3).
Since v(x, t) is regular at T = T ∗, the singularity of u at the maximal time T ∗ is caused by w.
This requires us to study the singularity of w at T ∗. To do this, we first prove the ε-regularity
criterion of the suitable weak solution by De Giorgi iteration and dimensional analysis. Next,
making good use of the splitting argument, trilinear estimates and the regularity structure
of the initial data, we obtain the short-time behaviour of the energy solution, and then
we get the weak-strong uniqueness of solutions by smoothing effect of the heat kernel and
uniform L2-estimate. These properties enable us to conclude that the singularities of w(x, t)
only occur inside the ball. Based on this, we further get by the compactness argument that
the stability of singularity. With these properties, we eventually obtain that there exists a
blow-up initial data to problem (NS) in the framework of Fourier-Herz space.
We give some notations before the presentation of the main result. Set
Bρ =
{
u0 ∈ FB˙2−
3
p
p,q (R
3)
∣∣∣ div u0 = 0, ‖u0‖
FB˙
2− 3p
p,q
< ρ
}
,
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and
ρmax = sup
{
ρ > 0
∣∣u0 ∈ Bρ, T ∗(u0) =∞}
where T ∗(u0) is the maximal existence time of NS(u0). Now, the main theorem reads:
Theorem 1.1. Let 1 < p ≤ ∞ and 1 ≤ q < ∞. Suppose ρmax < ∞. Then, there exist a
divergence-free initial data u0 ∈ FB˙2−
3
p
p,q (R3) with ‖u0‖
FB˙
2− 3p
p,q (R3)
= ρmax such that
T ∗(u0) <∞.
Moreover, M is compact in FB˙2−
3
p
p,q (R3) modulo translations and scaling (1.1), where
M =
{
u0 ∈ FB˙2−
3
p
p,q (R
3)
∣∣∣ div u0 = 0, ‖u0‖
FB˙
2− 3p
p,q (R3)
= ρmax, T
∗(u0) <∞
}
.
Remark 1.2. By the Hausdorff-Young inequality and Plancherel theorem, we easily have that
• for 1 < p < 3
2
, F B˙
2− 3
p
p,q (R3) →֒ B˙−1+
3
p′
p′,q (R
3), 1
p
+ 1
p′
= 1;
• for p = 3
2
, F B˙03
2
, 3
2
(R3) →֒ L3(R3);
• for p = 2, F B˙
1
2
2,2(R
3) ∼ H˙ 12 (R3).
This implies that Theorem 1.1 includes the result was shown in [25], and builds the relation-
ship between Theorem 1.1 and results in [12, 13, 16] in some sense. But, our argument and
technique are different with that of papers [12, 13], whose proof strongly relies on “profile
decomposition”. More importantly, we develop some useful techniques of “localization in
space” including the partial regularity, weak-strong uniqueness, the short-time behaviour
of the kinetic energy and stability of singularity of weak solution to the perturbed prob-
lem (1.4), which will be powerful in the study of the incompressible fluid equations, such as
MHD system.
The rest of this paper is structured as follows. In Section 2, we review the definition and
some properties of Fourier-Herz spaces, and give several useful lemmas including abstract
interpolation theory of Fourier-Herz spaces based on K-function. In Section 3, we establish
the well-posedness theory of mild solution to problem (NS) in Fourier-Herz spaces. Section 4
is devoted to developing techniques of “localization in space” to the perturbed problem (1.4).
In Section 5, we give the proof of Theorem 1.1 by using the properties established in foregoing
sections.
Notation. We denote C as an absolute positive constant. C(λ, β, · · · ) denotes a positive
constant depending only on λ, β, · · · . We adopt the convention that nonessential constants
C may change from line to line and the usual Einstein summation convention. Given two
quantities a and b, we denote a . b and a .λ,β,... b as a ≤ Cb and a ≤ C(λ, β, · · · ) b
respectively. For any x0 ∈ R3 and t0 ∈ R+, BR(x0) ∈ R3 means a ball with radius R
centered at x0 and QR(x0, t0) = BR(x0)× (t0 − R2, t0) ∈ R3 × R.
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2. Preliminaries
In this section, we first recall some facts concerning Littlewood-Paley theory and some
useful lemmas which will be used in subsequent sections, see for example [7, 23]. Next, we
establish abstract interpolation theory of Fourier-Herz spaces in terms of K-function, which
allows us to perform the Caldero´n argument.
Let S(Rd) be the Schwartz class of rapidly decreasing functions and S ′(Rd) be its dual
space. We denote by fˆ the Fourier transform of f . For each 1 ≤ p ≤ ∞, ones define
FLp(Rd) ,
{
f ∈ S ′(Rd)
∣∣∣ ‖f‖FLp(Rd) = ‖fˆ‖Lp(Rd) <∞} .
Let C be the annulus {ξ ∈ Rd | 3
4
≤ |ξ| ≤ 8
3
}. Let φ, χ ∈ S(Rd) satisfying φˆ ∈ D(C) with
0 ≤ φˆ ≤ 1 and χˆ ∈ D(B 4
3
(0)) with 0 ≤ χˆ ≤ 1. For any j ∈ Z, define φj(x) = 2jdφ(2jx) and
χj(x) = 2
jdχ(2jx). Then we define
∆˙j = φj ∗ · and S˙j = χj ∗ ·.
From the definitions of the frequency localization operators, we easily find that ∀f ∈ S ′(Rd),
(2.1) ∆˙j∆˙kf = 0 for |j − k| > 1.
This implies
˜˙∆j∆˙j = ∆˙j,
˜˙∆j = ∆˙j−1 + ∆˙j + ∆˙j+1.
Now we give the definition of Fourier-Herz space.
Definition 2.1. Let f ∈ S ′h(Rd) = S(Rd)/P, where P is the set of all polynomials, then we
say f ∈ FB˙sp,q(Rd) with s ∈ R and (p, q) ∈ [1,∞]2, if ‖f‖FB˙sp,q <∞, where
‖f‖FB˙sp,q ,


(∑
j∈Z
2jsq‖∆˙jf‖qFLp
) 1
q
q <∞
sup
j∈Z
2js‖∆˙jf‖FLp q =∞
.
When s < d(1− 1
p
), FB˙sp,q(R
d) is a Banach space.
Let us remark that when s < 0, Fourier-Herz space FB˙sp,q(R
d) can be characterized by
Gaussian kernel et∆. Specifically:
Lemma 2.1 ([2]). Let s < 0 and 1 ≤ p, q ≤ ∞. Then for any f ∈ FB˙sp,q(Rd), there exits
constants C1 > 0 and C2 > 0 such that
C1‖f‖FB˙sp,q ≤
∥∥‖t− s2 êt∆f‖p∥∥Lq(R+; dt
t
)
≤ C2‖f‖FB˙sp,q .
Taking into account the time variable, we give the definition of the mixed time-space
Fourier-Herz space which is called the so called “Chemin-Lerner” space.
Definition 2.2. Let s ∈ R and (p, q, r) ∈ [1,∞]3. We say
u ∈ L˜r([α, β]; FB˙sp,q)
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if and only if
‖u‖L˜r([α,β];FB˙sp,q) ,
∥∥2js‖∆˙ju‖Lr([α,β];FLp)∥∥ℓq <∞.
In the setting of L˜r([α, β]; FB˙sp,q), we can get by the Young inequality that
(2.2) ‖et∆u0‖L˜r([0,T );FB˙sp,q) ≤ C‖u0‖FB˙sp,q for all s ∈ R, 1 ≤ r, p, q ≤ ∞.
Next, we establish an useful abstract interpolation theory of Fourier-Herz spaces FB˙sp,q(R
d),
which is a key point in our proof of Theorem 1.1. To do this, we need to introduce the
generalized Fourier-Herz spaces FB˙sp,q,(r)(R
d).
Definition 2.3. Let s ∈ R, 1 < p <∞, 1 ≤ q, r ≤ ∞. We say
FB˙sp,q,(r)(R
d) =
{
f ∈ S ′(Rd) ∣∣ ‖f‖FB˙s
p,q,(r)
=
∥∥∥{2js‖̂˙∆jf‖Lp,r}∥∥∥
ℓq
<∞
}
According to the property of Lorentz space, we see that FB˙sp,q,(p)(R
d) coincides with
FB˙sp,q(R
d). In addition,
(2.3) FB˙sp,q(R
d) →֒ FB˙sp,q,(r)(Rd) if r > p, F B˙sp,q,(r)(Rd) →֒ FB˙sp,q(Rd) if r < p.
With this definition, we will establish the following interpolation theory in Fourier-Herz
spaces with the help of K-function.
Lemma 2.2. Let s1, s2 ∈ R, 1 < p1, p2 <∞, 1 ≤ q1, q2 <∞, p1 6= p2, and 0 < θ < 1. Then(
FB˙s1p1,q1(R
d), F B˙s2p2,q2(R
d)
)
θ,q
= FB˙sp,q,(q)(R
d)
where s1(1− θ) + s2θ = s, 1−θp1 + θp2 = 1p and 1−θq1 + θq2 = 1q .
Besides, for any f ∈ FB˙sp,q,(q), we have
‖f‖FB˙s
p,q,(q)
=
(∑
j∈Z
2jqθK(f, j)q
) 1
q
with
K(f, j) = inf
f=g+h
(
‖g‖FB˙s1p1,q1 + 2
−j‖h‖FB˙s2p2,q2
)
.
Proof. We here sketch key points of the proof, because it is similar to the proof of the
interpolation in Besov spaces in [27].
From Theorem 2.4.1/(c) in [27], we have that(
ℓq1(Aj), ℓ
q2(Bj)
)
θ,q
= ℓq
(
(Aj , Bj)θ,q
)
.
Let Aj = 2
js1FLp1(Rd) and Bj = 2
js2FLp2(Rd). Thus, we get the required result. 
In view of Lemma 2.2, we can get the following decomposition in FB˙
sp
p,q(R3) with sp = 2− 3p .
Lemma 2.3. Let solenoidal vector field f ∈ FB˙spp,q(R3) with p ∈ (1, 32) and q ∈ [1,∞), then
for each j ∈ Z, there exist solenoidal vector fields g0 ∈ FB˙sp˜,q˜, h0 ∈ L2 such that
f = g0 + h0,
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‖g0‖FB˙sp˜,q˜ ≤ C2
−jθ‖f‖FB˙spp,q and ‖h0‖L2 ≤ C2j(1−θ)‖f‖FB˙spp,q ,
where C is a absolute constant and θ, sp, s, p, p˜, q, q˜ satisfy the compatibility condition:
θ ∈ (0, 1), sp = (1− θ)s, 1
p
=
θ
2
+
1− θ
p˜
, p˜ ∈ (1, 3
2
)
1
q˜
=


1
1−θ
(
1
q
− θ
2
)
q < p;
1
p˜
q ≥ p.
(2.4)
Proof. We proceed the lemma in two cases: p ≥ q and p < q.
Case 1: p ≥ q. By Lemma 2.2, we have
FB˙spp,q(R
3) →֒ FB˙spp,p(R3) =
(
FB˙sp˜,p˜(R
3), L2(R3)
)
θ,p
where 1−θ
p˜
+ θ
2
= 1
p
and s(1− θ) = sp. Thus we have for any f ∈ FB˙spp,q(R3),
‖f‖FB˙spp,p =
(∑
j∈Z
2jpθ
(
inf
f=g+h
(‖g‖FB˙sp˜,p˜ + 2−j‖h‖L2)
)p) 1p
.
From this equality, for any j ∈ Z, there exist g˜0, h˜0 such that f = g˜0 + h˜0 and
‖g˜0‖FB˙sp˜,p˜ + 2
−j‖h˜0‖L2 ≤2 inf
f=g+h
(‖g‖FB˙sp˜,p˜ + 2−j‖h‖L2)
≤21−jθ‖f‖FB˙spp,p ≤ C2−jθ‖f‖FB˙spp,q .
Letting g0 = P(g˜0) and h0 = P(h˜0), we have by the fact div f = 0 that
f = g0 + h0.
In terms of Caldero´n-Zygmund estimates, we readily get
‖g0‖FB˙sp˜,p˜ ≤ C‖g˜0‖FB˙sp˜,p˜ ≤ C2
−jθ‖f‖FB˙spp,q
and
‖h0‖L2 ≤ C‖h˜0‖L2 ≤ C2j(1−θ)‖f‖FB˙spp,q .
Case 2: p < q. According to (2.3) and Lemma 2.2, we have
FB˙spp,q(R
3) →֒ FB˙spp,q,(q)(R3) =
(
FB˙sp˜,q˜(R
3), L2(R3)
)
θ,q
with
1− θ
p˜
+
θ
2
=
1
p
,
1− θ
q˜
+
θ
2
=
1
q
, s(1− θ) = sp, 0 < θ < 1.
Thus, for any j ∈ Z, there exist g˜0, h˜0 such that f = g˜0 + h˜0 and
‖g˜0‖FB˙sp˜,q˜ + 2
−j‖h˜0‖L2 ≤2 inf
f=g+h
(‖g‖FB˙sp˜,q˜ + 2−j‖h‖L2)
≤21−jθ‖f‖FB˙sp
p,q,(q)
≤ C2−jθ‖f‖FB˙spp,q .
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Then, letting g0 = P(g˜0) and h0 = P(h˜0), and using the above inequality and div f = 0, we
eventually obtain that f = g0 + h0, where
‖g0‖FB˙sp˜,q˜ ≤ C2
−jθ‖f‖FB˙spp,q and ‖h0‖L2 ≤ C2j(1−θ)‖f‖FB˙spp,q .
Thus we end the proof of Lemma 2.3. 
Finally we review Banach fixed’s theorem and the associated propagation of regularity.
Their proof can be found in [14].
Lemma 2.4 ([14]). Let (X, ‖ · ‖) be an abstract Banach space, L : X → X be a linear
bounded operator such that for a constant λ ∈ [0, 1), we have ‖L(x)‖ ≤ λ‖x‖ for all x ∈ X,
and B : X ×X → X be a bilinear mapping such that
‖B(x1, x2)‖ ≤ η‖x1‖ ‖x2‖ ∀ x1, x2 ∈ X
for some η > 0. Then, for every y ∈ X satisfying 4η‖y‖ < (1− λ)2, the equation
(2.5) x = y + L(x) +B(x, x)
has a solution x ∈ X.
In particular, this solution satisfies ‖x‖ ≤ 2‖y‖
1−λ
, and it is the only one among all solutions
satisfying ‖x‖ < 1−λ
2η
.
Lemma 2.5 ([14]). In the notation of Lemma 2.4, let E be a Banach space. Suppose
L : E → E be a linear bounded operator such that for a β ∈ [0, 1), we have ‖L(x)‖ ≤ β‖x‖
for all x ∈ E, and B : X × E → E and E ×X → E be a bilinear mapping such that
max
{‖B(x1, x2)‖E, ‖B(x2, x1)‖E} ≤ γ‖x1‖X ‖x2‖E for every x1 ∈ X, x2 ∈ E
for some γ > 0. Then, if βγ ≤ λη, for all y ∈ E satisfying 4η‖y‖X < (1− λ)2, the solution
given in Lemma 2.4 belongs to E and satisfies ‖x‖E ≤ 2β‖a‖E.
3. Mild solution of the 3D Navier-Stokes system (NS) in subcritical and
critical framework
In this section, we will mainly study the well-posed theory of problem (NS) associated
with initial data in subcritical Fourier-Herz spaces FB˙sp,q(R
3).
First of all, we recall the well-posed theory of problem (NS) in the framework of critical
Fourier-Herz space. In [22], J. Li and X. Zheng obtain the following well-posed results to (NS)
in critical Fourier-Herz space FB˙
sp
p,q(R3) with 1 ≤ p, q ≤ ∞:
Theorem 3.1 ([22]). Let u0 ∈ FB˙spp,q(R3) satisfying div u0 = 0, 1 ≤ p, q ≤ ∞ and 1 ≤ q ≤ 2
if p = 1.
(1) For 1 ≤ q <∞, there exists a T ∗ = T ∗(u0) > 0 such that problem (NS) has a unique
local in time mild solution u satisfying
u ∈ C([0, T ∗); FB˙spp,q(R3)) ∩ L˜rloc([0, T ∗); FB˙2+spp,q (R3)) ∀r ∈ [1,∞].
Moreover we have that
(3.1) lim
δ→0+
‖u‖
L˜r([0,T ∗−δ];FB˙
2
r+sp
p,q )
=∞⇐⇒ T ∗ <∞.
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(2) For 1 ≤ q ≤ ∞, if there exists a positive constant η0 such that ‖u0‖FB˙spp,q < η0, then
problem (NS) has a unique global in time mild solution u satisfying
u ∈ C([0,∞); FB˙spp,q(R3)) ∩ L˜r([0,∞); FB˙2+spp,q (R3)) ∀r ∈ [1,∞].
Next, we turn to show the local well-posedness of (NS) in subcritical spaces FB˙sp,q(R
3)
with s ∈ (sp, 0].
Theorem 3.2. For any u0 ∈ FB˙sp,q(R3) with (s, p) ∈ {[sp, 0]× [1,∞]}\ (0, 1) and q ∈ [1,∞],
satisfying div u0 = 0, there exists a T
∗ = T ∗(ν, ‖u0‖FB˙sp,q) > 0 such that system (NS) has a
unique local in time mild solution u satisfying
u ∈ XT , C([0, T ); FB˙sp,q(R3)) ∩ L˜rloc([0, T ∗); FB˙
2
r
+s
p,q (R
3)) ∀r ∈ [1,∞].
Moreover, T ∗ and u satisfy
T ∗ ≤ C(ν)‖u0‖
− 2
s−sp
FB˙sp,q
and ‖u‖XT ≤ C(ν)‖u0‖FB˙sp,q .
Proof. By Duhamel formula, one writes equation (NS) in the integral form
(3.2) u(x, t) = eνt∆u0 +
∫ t
0
eν(t−τ)∆P(u · ∇u) dτ , G+B(u, u).
Now we are going to apply Lemma 2.4 to get the local well-posedness of problem (NS) in
subcritical spaces FB˙sp,q(R
3) with s ∈ (sp, 0].
From estimate (2.2), one has
(3.3) ‖et∆u0‖L˜r([0,T ];FB˙sp,q) ≤ C‖u0‖FB˙sp,q for all s ∈ R, 1 ≤ r, p, q ≤ ∞.
For the bilinear term B(u, v), in terms of Bony-paraproduct decomposition, one writes
B(u, v) = I + II + III,
where
I ,
∑
k∈Z
∫ t
0
e−ν(t−τ)∆P(S˙ku⊗ ∆˙kv) dτ, II ,
∑
k∈Z
∫ t
0
e−ν(t−τ)∆P(S˙kv ⊗ ∆˙ku) dτ
III ,
∑
k∈Z
∫ t
0
e−ν(t−τ)∆P(∆˙ku⊗ ˜˙∆kv) dτ.
For I, by Ho¨lder’s and Young’s inequalities, we have
2js‖∆˙jI‖L∞([0,T ];FLp)
.ν
∫ T
0
e−cνt2
2j
2j(4−s−
3
p
) dt
∑
|j−k|≤2
2(j−k)(2s−3+
3
p
)2k(s−3+
3
p
)‖S˙k−1u‖L∞([0,T ];FL1)
× 2ks‖∆˙kv‖L∞([0,T ];FLp)
.νT
s−sp
2
∑
|j−k|≤2
2(j−k)(2s−3+
3
p
)2k(s−3+
3
p
)‖S˙k−1u‖L∞([0,T ];FL1)2ks‖∆˙kv‖L∞([0,T ];FLp).
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Taking ℓq(Z)-norm on the above inequality, we get
(3.4) ‖I‖L˜∞([0,T ];FB˙sp,q) .ν T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖v‖L˜∞([0,T ];FB˙sp,q).
Moreover, we have
2j(s+2)‖∆˙jI‖L1([0,T ];FLp)
.ν
∫ t
0
e−cνt2
2j
2j(4−s−
3
p
) dt
∑
|j−k|≤2
2(j−k)(2s−1+
3
p
)2k(s−3+
3
p
)‖S˙k−1u‖L∞([0,T ];FL1)
× 2k(s+2)‖∆˙kv‖L1([0,T ];FLp)
.νT
s−sp
2
∑
|j−k|≤2
2(j−k)(2s−1+
3
p
)2k(s−3+
3
p
)‖S˙k−1u‖L∞([0,T ];FL1)2k(s+2)‖∆˙kv‖L1([0,T ];FLp).
Hence, we have
(3.5) ‖I‖L˜1([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖v‖L˜1([0,T ];FB˙s+2p,q ).
Similarly, we can show
(3.6) ‖II‖L˜∞([0,T ];FB˙sp,q) .ν T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖v‖L˜∞([0,T ];FB˙sp,q)
and
(3.7) ‖II‖L˜1([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖u‖L˜1([0,T ];FB˙s+2p,q )‖v‖L˜∞([0,T ];FB˙sp,q).
For the remainder term III, for any r > 2 satisfying −s < 2
r
< sp−s
2
+1, we have by Ho¨lder’s
and Young’s inequalities that
2js‖∆˙jIII‖L∞([0,T ];FLp)
.ν
(∫ T
0
e−cνt2
2j r
r−22j(4−s−
3
p
− 4
r
) r
r−2 dt
) r−2
r
∑
k>j−2
(
2(j−k)(2s+
4
r
)2k(s+
2
r
)‖∆˙ku‖Lr([0,T ];FLp)
× 2k(s+ 2r )‖ ˜˙∆kv‖Lr([0,T ];FLp)
)
.ν
(∫ T
0
t−1+
s−sp
2
r
r−2 dt
)1− 2
r
∑
k>j−2
(
2(j−k)(2s+
4
r
)2k(s+
2
r
)‖∆˙ku‖Lr([0,T ];FLp)
× 2k(s+ 2r )‖ ˜˙∆kv‖Lr([0,T ];FLp)
)
.νT
s−sp
2
∑
k>j−2
2(j−k)(2s+
4
r
)‖∆˙ku‖Lr([0,T ];FLp)2k(s+ 2r )‖ ˜˙∆kv‖Lr([0,T ];FLp).
So, by the interpolation and Young inequalities, we get
‖III‖L˜∞([0,T ];FB˙sp,q)
.νT
s−sp
2 ‖u‖
L˜r([0,T ];FB˙
s+2r
p,q )
‖v‖
L˜r([0,T ];FB˙
s+2r
p,q )
.νT
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)∩L˜1([0,T ];FB˙s+2p,q )‖v‖L˜∞([0,T ];FB˙sp,q)∩L˜1([0,T ];FB˙s+2p,q ).
(3.8)
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Furthermore, we have
2j(s+2)‖∆˙jIII‖L1([0,T ];FLp)
.ν
∫ T
0
e−cνt2
2j
2j(4−s−
3
p
) dt
∑
k>j−2
2(j−k)(2s+2)2ks‖∆˙ku‖L∞([0,T ];FLp)2k(s+2)‖ ˜˙∆kv‖L1([0,T ];FLp)
.νT
s−sp
2
∑
k>j−2
2(j−k)(2s+2)2ks‖∆˙ku‖L∞([0,T ];FLp)2k(s+2)‖ ˜˙∆kv‖L1([0,T ];FLp).
From this, we obtain that
(3.9) ‖III‖L˜1([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖v‖L˜1([0,T ];FB˙s+2p,q ).
Collecting (3.4)-(3.9), we finally obtain that
‖B(u, v)‖L˜∞([0,T ];FB˙sp,q)∩L˜1([0,T ];FB˙s+2p,q )
.νT
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)∩L˜1([0,T ];FB˙s+2p,q )‖v‖L˜∞([0,T ];FB˙sp,q)∩L˜1([0,T ];FB˙s+2p,q ).
By choosing a suitable T > 0, we obtain that there exists a unique local mild solution u ∈ XT
of problem (NS) in subcritical spaces FB˙sp,q(R
3) with s ∈ (sp, 0] via the Banach fixed point
theorem. 
Next, we will give the analyticity and decay estimates for the solution of the mild solution
to problem (NS) constructed by Theorem 3.1 and Theorem 3.2.
Proposition 3.3. Let s ∈ [sp, 0]. Assume that u is the mild solution on R3× [0, T ∗) to (NS)
constructed by Theorem 3.1 or Theorem 3.2. Then,
(3.10) ‖tu(t)‖L˜∞([0,T ];FB˙s+2p,q ) <∞,
for each T < T ∗.
Proof. Set
YT , L˜
∞([0, T ]; FB˙sp,q(R
3)) ∩ L˜1([0, T ]; FB˙s+2p,q (R3)).
We to do To do this, we need to show that:
(i) there exists a constant C(ν) > 0 such that
max
{
‖tB(u, v)‖L˜∞([0,T ];FB˙s+2p,q ), ‖tB(v, u)‖L˜∞([0,T ];FB˙s+2p,q )
}
≤C(ν)T s−sp2 ‖u‖YT ‖tv‖L˜∞([0,T ];FB˙s+2p,q ) + C(ν)T
s−sp
2 ‖u‖YT ‖v‖YT .
(ii) tet∆u0 ∈ L˜∞([0, T ]; FB˙s+2p,q ).
Let us start by estimating B(u, v). By Holder’s and Young’s inequality, the term I can be
bounded as follows
2j(s+1)t‖∆˙jI‖FLp
.t
∑
|j−k|≤2
2(j−k)(2s−3+
3
p
+ 2
r
)2j(−s+6−
3
p
− 2
r
)
(∫ t/2
0
e−cν(t−τ)2
2j
τ−
1
r dτ +
∫ t
t/2
e−cν(t−τ)2
2j
τ−
1
r dτ
)
12 J. LI, C. MIAO AND X. ZHENG
× 2k(s−3+ 3p )‖S˙k−1u‖L∞([0,T1];FL1)2k(s+
2
r
)‖t 1r ∆˙kv‖L∞([0,T1];FLp)
.νt
∑
|j−k|≤2
2(j−k)(2s−3+
3
p
+ 2
r
)
(
2j(−s+6−
3
p
− 2
r
)e−cνt2
2j
t1−
1
r + 2j(−s+4−
3
p
− 2
r
)e−cνt2
2j
t−
1
r
)
× 2k(s−3+ 3p )‖S˙k−1u‖L∞([0,T ];FL1)2k(s+ 2r )‖t 1r ∆˙kv‖L∞([0,T ];FLp).
Choosing r ∈ ( 2p
3p−3
,∞) such that −s + 4− 3
p
− 2
r
> 0 and −s + 6− 3
p
− 2
r
> 0, we have
2j(s+1)t‖∆˙jI‖FLp
.νt
s−sp
2
∑
|j−k|≤2
2(j−k)(2s−3+
3
p
+ 2
r
)2k(s−3+
3
p
)‖S˙k−1u‖L∞([0,T ];FL1)2k(s+ 2r )‖t 1r ∆˙kv‖L∞([0,T ];FLp).
Taking L∞[0, T ] and then ℓq(Z)-norm on the above inequality, we obtain that
‖tI‖L˜∞([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖t
1
r v‖
L˜∞([0,T ];FB˙
s+1r
p,q )
.
By the interpolation and Young’s inequalities, we get
‖tI‖L˜∞([0,T ];FB˙s+2p,q ) .νT
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖tv‖
1/r
L˜∞([0,T ];FB˙s+2p,q )
‖v‖1−1/r
L˜∞([0,T ];FB˙sp,q)
.νT
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖tv‖L˜∞([0,T ];FB˙s+2p,q )
+ T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖v‖L˜∞([0,T ];FB˙sp,q).
(3.11)
For II, similar to I, for any r ∈ ( 2p
3p−3
,∞), we have
2j(s+1)t‖∆˙jII‖FLp
.νt
s−sp
2
∑
|j−k|≤2
2(j−k)(2s−3+
3
p
+ 2
r
)2k(s−3+
3
p
+ 2
r
)‖t 1r S˙k−1v‖L∞([0,T ];FL1)2ks‖∆˙kv‖L∞([0,T ];FLp).
Since r ∈ ( 2p
3p−3
,∞), which ensures s − 3 + 3
p
+ 2
r
< 0, taking L∞[0, T ] and then ℓq(Z) on
above inequality, by interpolation inequality and Young’s inequality, we get
‖tII‖L˜∞([0,T ];FB˙s+2p,q ) .νT
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖tv‖
1/r
L˜∞([0,T ];FB˙s+2p,q )
‖v‖1−1/r
L˜∞([0,T ];FB˙sp,q)
.νT
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖tv‖L˜∞([0,T ];FB˙s+2p,q )
+ T
s−sp
2 ‖u‖L˜∞([0,T ];FB˙sp,q)‖v‖L˜∞([0,T ];FB˙sp,q).
(3.12)
For the remainder term III, by Ho¨lder’s and Young’s inequalities, for any r ∈ ( 2p
3p−3
,∞) and
r1 >
r
r−1
, we have
2j(s+2)t‖∆˙jIII‖FLp
.νt
∑
|j−k|≤2
2
(j−k)(2s+ 2
r
+ 2
r1
)
2
j(6− 3
p
−s− 2
r
− 2
r1
)
(∫ t
0
e
−cν(t−τ)22j
r1
r1−1 τ
−
r1
(r1−1)r dτ
) r1−1
r1
× 2k(s+ 2r )‖t 1r ˜˙∆kv‖L∞([0,T ];FLp)2k(s+
2
r1
)‖∆˙ku‖Lr1([0,T ];FLp).
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Due to r1
r1−1
< r, we have that
(∫ t
0
e
−cν(t−τ)22j
r1
r1−1 τ
−
r1
(r1−1)r dτ
) r1−1
r1
≤
(∫ t
2
0
e
−cν(t−τ)22j
r1
r1−1 τ
−
r1
(r1−1)r dτ
) r1−1
r1 +
(∫ t
t
2
e
−cν(t−τ)22j
r1
r1−1 τ
−
r1
(r1−1)r dτ
) r1−1
r1
≤Ce− c2 νt22j t1− 1r− 1r1 + C2−j(2− 2r1 )e−c2νt22j t− 1r .
Substituting this estimate into the above inequality, thanks to that 6 − s− 3
p
+ 2
r
+ 2
r1
> 0
and 4− s− 3
p
− 2
r
> 0, we can get that
2j(s+2)t‖∆˙jIII‖FLp
.νt
∑
k>j−2
2
(j−k)(2s+ 2
r
+ 2
r1
)(
2
j(6− 3
p
−s− 2
r
− 2
r1
)
e−
c
2
νt22j t
1− 1
r
− 1
r1 + 2j(4−
3
p
−s− 2
r
)e−c2νt2
2j
t−
1
r
)
× 2k(s+ 2r )‖t 1r ˜˙∆kv‖L∞([0,T ];FL1)2k(s+
2
r1
)‖∆˙ku‖Lr1([0,T ];FLp).
.νt
s−sp
2
∑
k>j−2
2
(j−k)(2s+ 2
r
+ 2
r1
)
2k(s+
2
r
)‖t 1r ˜˙∆kv‖L∞([0,T ];FLp)2k(s+
2
r1
)‖∆˙ku‖Lr1([0,T ];FLp).
Then, we choose r1 ∈ ( rr−1 ,∞) such that s + 1r + 1r1 > 0, that is 1r1 ∈ (3p − 2 − 1r , 1− 1r ), we
get that
‖tIII‖L˜∞([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖t 1r v‖
L˜∞([0,T ];FB˙
s+2r
p,q )
‖u‖
L˜r1([0,T ];FB˙
s+ 2r1
p,q )
.
By the interpolation and Young inequalities, we have
‖tIII‖L˜∞([0,T ];FB˙s+2p,q ) .νT
s−sp
2 ‖tv‖1/r
L˜∞([0,T ];FB˙
s+2r
p,q )
‖v‖1−1/r
L˜∞([0,T ];FB˙sp,q)
‖u‖
L˜r1([0,T ];FB˙
s+ 2r1
p,q )
.
.νT
s−sp
2 ‖tv‖
L˜∞([0,T ];FB˙
s+2r
p,q )
‖u‖
L˜r1([0,T ];FB˙
s+ 2r1
p,q )
+ T
s−sp
2 ‖v‖L˜∞([0,T ];FB˙sp,q)‖u‖L˜r1([0,T ];FB˙s+ 2r1p,q )
.
(3.13)
Collecting estimates (3.11)-(3.13), we immediately obtain
(3.14) ‖tB(u, v)‖L˜∞([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖u‖YT ‖tv‖L˜∞([0,T ];FB˙s+2p,q ) + T
s−sp
2 ‖u‖YT ‖v‖YT .
In the same way, we can show
(3.15) ‖tB(v, u)‖L˜∞([0,T ];FB˙s+2p,q ) .ν T
s−sp
2 ‖u‖YT ‖tv‖L˜∞([0,T ];FB˙s+2p,q ) + T
s−sp
2 ‖u‖YT ‖v‖YT .
Finally, we tackle with the term eνt∆u0. Note that
2j(s+2)t‖∆˙jeνt∆u0‖FLp . 2j(s+2)te−cνt22j‖∆˙ju0‖FLp .ν 2js‖∆˙ju0‖FLp,
we have
(3.16) ‖teνt∆u0‖L˜∞([0,T ];FB˙s+2p,q ) .ν ‖u0‖FB˙sp,q .
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Combining estimates (3.14)-(3.16), by Lemma 2.5 and continuity argument, we finally get
‖tu(t)‖L˜∞([0,T ];FB˙s+2p,q ) <∞.
Thus we complete the proof of Proposition 3.3. 
Remark 3.4. From Proposition 3.3, we see that for any q <∞
lim
T→0+
‖tu(t)‖L˜∞([0,T ];FB˙s+2p,q ) = 0.
For any ε > 0, from (3.16) and the fact that q <∞, we can choose N ∈ N such that
(3.17)
∑
|j|≥N
2j(sp+2)q‖teνt∆u0‖qL∞([0,T ];FLp) < εq/2q.
Since teνt∆ is tends to zero as t→ 0+, there exists a δ > 0 such that for any t ∈ [0, δ)
‖teνt∆u0‖FLp ≤ 2−1+(2N−1)(sp+2)ε,
which implies that for any 0 ≤ T < δ
‖teνt∆u0‖qL∞([0,T ];FLp) < 2−1+(2N−1)(sp+2)ε.
Thus, for any 0 ≤ T < δ
(3.18)
∑
|j|<N
2j(sp+2)q‖teνt∆u0‖qL∞([0,T ];FLp) < εq/2q.
Combining (3.17) and (3.18) yields
lim
T→0+
‖teνt∆u0‖L˜∞([0,T ];FB˙s+2p,q ) = 0.
With this property, we have by Proposition 3.3 that
lim
T→0+
‖tu‖L˜∞([0,T ];FB˙s+2p,q ) = 0.
Moreover, we readily obtain that
(3.19) sup
0≤t<T
t
α
2
− s
2
+ 3
2η
− 3
2p‖∇αu(t)‖FLη <∞, ∀(α, η) ∈ {0, 1} × [1, p]
as s ∈ (sp, 0), and
(3.20) sup
0≤t<T
t
α
2
− s
2
+ 3
2η
− 3
2p‖∇αu(t)‖FLη <∞, ∀(α, η) ∈
{{0, 1} × [1, p]}\(1, 1)
as s = sp.
Indeed, by Minkowski’s inequality, we have
sup
0≤t≤T
t‖u(t)‖FB˙s+2p,q <∞
Then, by the sharp interpolation inequality, we have that for any 0 ≤ t ≤ T
‖∇αu(t)‖FLη ≤ ‖u(t)‖FB˙αη,1 ≤‖u(t)‖
α
2
+ 3
2η
− 3
2p
− s
2
FB˙
s+2+3p−
3
η
η,q
‖u(t)‖1−
α
2
− 3
2η
+ 3
2p
+ s
2
FB˙
s+3p−
3
η
η,q
≤‖u(t)‖
3
2η
− 3
2p
− s
2
FB˙s+2p,q
‖u(t)‖1−
3
2η
+ 3
2p
+ s
2
FB˙sp,q
for any (α, η) ∈ {0, 1} × [1, p] if s ∈ (sp, 0) or
{
(α, η) ∈ {0, 1}}× [1, p] \ (1, 1) if s = sp.
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This gives that
sup
0≤t≤T
t
α
2
− s
2
+ 3
2η
− 3
2p ‖u(t)‖FLp ≤
(
sup
0≤t≤T
t‖u(t)‖FB˙s+2p,q
)α
2
+ 3
2η
− 3
2p
− s
2‖u(t)‖1−
α
2
− 3
2η
+ 3
2p
+ s
2
FB˙sp,q
.
4. Some properties of weak energy solutions to perturbed equations
In this section, we will study some properties of weak energy solutions to the perturbed
equations
(4.1)


∂tw − ν∆w + w · ∇w + v · ∇w + w · ∇v +∇P¯ = 0,
divw = 0,
w(x, 0) = w0(x) ∈ L2(R3).
with that v is a mild solution to (NS) established in Theorem 3.2, satisfying
v ∈ C([0, T ]; FB˙sp˜,q˜(R3)) ∩ L˜r([0, T ]; FB˙2+sp˜,q˜ (R3)) ∀r ∈ [1,∞]
with p˜ ∈ (1, 3/2) and s ∈ (sp˜, 0). Since w0 ∈ L2(R3) satisfies divw0 = 0, by the Fardo-
Galerkin method used in [1], we can show that problem (4.1) admits at most one weak
energy solution (w, P¯ ) satisfies the following conditions:
(W1) w ∈ L∞((0, T ); L2(R3)) ∩ L2((0, T ); H˙1(R3)), P¯ ∈ (L3/2 + L2) (R3 × (0, T )).
(W2) (w, P¯ ) satisfies Eq. (4.1) in the sense of distribution on R3 × (0, T ).
(W3) lim
t→0+
‖w(t)− w0‖L2 = 0.
(W4) For any ϕ ∈ D(R3 × (0, T )), ϕ ≥ 0, the generalized local energy inequality holds∫
R3×{t}
|w|2ϕ dx+ 2ν
∫ t
0
∫
R3
|∇w|2ϕ dxds
≤
∫ t
0
∫
R3
|w|2(∂tϕ+ ν∆ϕ) dxds +
∫ t
0
∫
R3
|w|2(w + v) · ∇ϕ dxds
+ 2
∫ t
0
∫
R3
(w · ∇ϕ)(v · w) + (w · ∇w) · vϕ dxds + 2
∫ t
0
∫
R3
P¯w · ∇ϕ dxds.
(4.2)
(W5) w satisfies the generalized global energy inequality on R3 × (0, T ):
(4.3)
∫
R3×{t}
|w|2 dx+ 2ν
∫ t
0
∫
R3
|∇w|2 dxds ≤ ‖w0‖2L2 + 2
∫ t
0
(w · ∇)w · v dxds.
Following the argument used in [4], we can show that this weak energy solution is also the
suitable weak solution which is defined as follows:
Definition 4.1 (Suitable weak solutions). Let D = Ω × (0, T ) be an open set of R3 × R+
and v ∈ LptLqx(D) satisfying div v = 0, 2p + 3q ≤ 1 and 3 ≤ q ≤ ∞. Then we call (w, P¯ ) is a
suitable weak solution in D to equations:
(4.4)
{
∂tw − ν∆w + w · ∇w + v · ∇w + w · ∇v +∇P¯ = 0
divw = 0
,
if (w, P¯ ) satisfies
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(i) w ∈ L∞L2(D) ∩ L2H˙1(D) and Q ∈ L3/2(D) + L2(D);
(ii) w and P¯ satisfy Eq. (4.4) in the sense of distribution on D;
(iii) w and P¯ satisfy the generalized local energy inequality (4.2) on D.
In the following part of Section 4, we will discuss the partial regularity and stability of
singularities of suitable weak solutions to problem (4.4), and the short-time behaviour of the
kinetic energy and weak-strong uniqueness of the local energy solutions to problem (4.4).
4.1. Partial regularity criterion. In this subsection, inspired by CKN’s theorem estab-
lished in [4], we will shown the following ε-regularity criteria of suitable weak solutions to
the perturbed equations (4.4), by De Giorgi iteration and dimensional analysis.
Theorem 4.1 (ε-regularity criterion). Let v ∈ LptLqx(QR(x0, t0)) satisfies div v = 0 with
2
p
+ 3
q
< 1, q > 3. Assume (w, P¯ ) is a suitable weak solution to Eq. (4.4) in QR(x0, t0). Then
there exists an absolute constant ǫ0 = ǫ0(p, q, ‖v‖LptLqx) > 0 with the following property: if
R−2
∫
QR(x0,t0)
(
|w|3 + |P¯ | 32
)
dxdτ < ǫ0,
then there exists a constant C∗ > 0 such that
‖w‖L∞(QR/2(x0,t0)) ≤ C∗R−1.
Remark 4.2. Let us point out that in [17], Jia and Sˇvera´k proved the same result under
the condition v ∈ Lm(QR(x0, t0)) with m > 5. Here, we consider the general case that
v ∈ LptLqx(QR(x0, t0)) and give a new proof is based on De Giorgi iteration and dimensional
analysis.
Before proving Theorem 4.1, we first give two useful lemmas.
Lemma 4.3 ([10]). Let f be a nonnegative nondecreasing bounded function defined on [0, 1]
with the following property: for any 0 ≤ r ≤ s < t < R ≤ 1 and some constants θ ∈ (0, 1),
M > 0, β > 0, we have
f(s) ≤ θf(t) + M
(t− s)β .
Then,
sup
s∈[0,r]
f(s) ≤ C(θ, β) M
(R− r)β .
Lemma 4.4. There exists a constant C > 0 such that for any u ∈ L∞t L2x(Qr) and ∇u ∈
L2tL
2
x(Qr),
‖u‖Lmt Lnx(Qr) ≤ C(‖u‖L∞t L2x(Qr) + ‖∇u‖L2(Qr))
for any 2/m+ 3/n = 3/2 with 2 ≤ n ≤ 6.
Proof. By Gagliardo-Nirenberg’s inequality, we readily have
‖u(t)‖L6x(Br) ≤ C‖∇u(t)‖L2x(Br) + Cr−1‖u(t)‖L2x(Br).
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Moreover, we have by Ho¨lder’s inequality that
‖u‖L2tL6x(Br) ≤ C(‖∇u‖L2(Qr) + ‖u‖L∞t L2x(Br)).
Hence, the interpolation between L∞t L
2
x(Qr) and L
2
tL
6
x(Qr) entails
‖u‖Lmt Lnx(Qr) ≤ C
(‖u‖L∞t L2x(Qr) + ‖∇u‖L2(Qr)),
where 2/m+ 3/n = 2/3 and 2 ≤ n ≤ 6. 
Now, we come back to the proof of Theorem 4.1. Letting R0 <
R
2
, we find that
QR0(x1, t1) ⊂ QR(x0, t0) for each (x1, t1) ∈ QR
2
(x0, t0).
Denoting
wR0(x, t) = R0w
(
x1 +R0x, t1 +R
2
0t
)
, P¯R0(x, t) = R
2
0P¯
(
x1 +R0x, t1 +R
2
0t
)
,
vR0(x, t) = R0v
(
x1 +R0x, t1 +R
2
0t
)
,
we find that the couple (wR0 , P¯R0) is also a suitable weak solution to equations (4.4) in Q1
with vR0 instead of v. And we have∫
Q1
(|wR0|3 + |P¯R0|3/2) dxdτ = R−20
∫
QR0(x1,t1)
(|w|3 + |P¯ |3/2) dxdτ ≤ R−20 ǫ0
and
‖vR0‖LptLqx(Q1) = R
1−2/p−3/q
0 ‖v‖LptLqx(QR0 (x1,t1)) ≤ R
1−2/p−3/q
0 ‖v‖LptLqx(QR(x0,t0)).
Set ǫ1 = R
1−2/p−3/q
0 ‖v‖LptLqx(QR(x0,t0)). Since 2/p + 3/q < 1, we can choose R0 small enough
such that ǫ1 ≪ 1/2. Fixed R0, then choose suitable small ǫ0 such that R−20 ǫ0 < ǫ1. In the
following proof, without ambiguity, we still use (w, P¯ , v) to denote (wR0 , P¯R0, vR0). Therefore,
we have ∫
Q1
(|w|3 + |P¯ |3/2) dxdτ + ‖v‖LptLqx(Q1) < 2ǫ1.
This estimate allows us to claim that there exists a positive constant C∗ such that
(4.5) ‖w‖L∞(Q 1
2
) ≤ C∗.
By taking the inverse transform of scaling, we immediately obtain the theorem.
We turn to prove claim (4.5). For any k ∈ {0, 1, 2, · · · }, we introduce a new function
wk =
[|w| − (1− 2−k)]
+
.
Since w2k equals to 0 for |w| < 1 − 2−k and is of the order of |w|2 for |w| ≫ 1− 2−k, w2k can
be seen as a level set of energy.
Let us denote
rk = 2
−1 + 2−k−2, rk−1/3 = 2
−1 + 2−k−2+1/3, rk−2/3 = 2
−1 + 2−k−2+2/3.
Then, we define
Wk , ess sup
−r2k<t≤0
∫
Brk
|wk|2 dx+
∫
Qrk
|dk|2 dxdτ
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where
d2k , 2ν
(1− 2−k)I{|w|≥1−2−k}
|w| |∇|w||
2 + 2ν
wk
|w| |∇w|
2.
For such wk, dk and Wk, we have the following well-known properties which will be useful
in the following proof.
Lemma 4.5 ([24]). In the light of the definition of wk and dk, the function w can be decom-
posed as follows:
w = w
(
1− wk|w|
)
+ w
wk
|w|
satisfying ∣∣∣∣w
(
1− wk|w|
)∣∣∣∣ ≤ 1− 2−k.
Moreover, we can control the following gradients by dk:
wk
|w| |∇w| ≤ ν
− 1
2dk, I{|w|≥1−2−k}
∣∣∇|w|∣∣ ≤ ν− 12dk,
|∇wk| ≤ ν− 12dk and
∣∣∣∇wwk|w|
∣∣∣ ≤ 3ν− 12dk.
Lemma 4.6. For any 2 ≤ m ≤ ∞, 2 ≤ n ≤ 6 satisfying 2
m
+ 3
n
= 3
2
, there exists a constant
C(ν) > 0 such that, for any k ≥ 0,
‖wk‖Lmt Lnx(Qrk ) ≤ C(ν)W
1/2
k .
Proof. According to Lemma 4.3 and Lemma 4.5 we have
‖wk‖Lmt Lnx(Qrk ) .‖wk‖L∞t L2(Qrk ) + ‖∇wk‖L2(Qrk )
.ν‖wk‖L∞t L2x(Qrk ) + ‖dk‖L2(Qrk ) .ν W
1/2
k .
This implies the desired estimate. 
Lemma 4.7. In the light of the definition of wk and Wk, there exists a constant C(ν) > 0
such that, for any k ≥ 1, q > 1 and 2
m
+ 3
n
= 1 with 2 ≤ m ≤ ∞, we have
‖Iwk>0‖Lq(Qk−1) ≤ C(ν)210k/3qW 5/3qk−1 , ‖Iwk>0‖L∞t Lqx(Qrk−1 ) ≤ C(ν)2
2k/qW
1/q
k−1
and
‖Iwk>0‖Lmt Lnx(Qrk−1 ) ≤ C(ν)2kW
1/2
k−1.
Proof. Here we omit the proof, because it is standard and is similar with that of [24]. 
Now we begin to prove (4.5) step by step.
Step 1. W0 ≤ C1(ν)ε1 for some C1(ν) > 0.
For any ρ > 0, set
E(ρ) = ess sup
−ρ2<t≤0
∫
Bρ
|w|2 dx+ 2ν
∫
Qρ
|∇w|2 dxdτ.
For any 3/4 ≤ ρ1 < ρ2 ≤ 1, let ϕ ∈ D(Qρ2) satisfying
0 ≤ ϕ ≤ 1, ϕ ≡ 1 in Qρ1
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and
(ρ2 − ρ1)2|∂tϕ|+
2∑
i=1
(ρ2 − ρ1)i|∇iϕ| ≤ C in Qρ2 .
Applying ϕ to the local energy inequality (4.2), by Ho¨lder’s inequality and Lemma 4.3, we
have
E(ρ1) ≤ C(ν)
(ρ2 − ρ1)2
∫
Qρ2
|w|2 dxdτ + C
ρ2 − ρ1
∫
Qρ2
(|w|3 + |w|2|v|)dxdτ
+ C
∫
Qρ2
|w||∇w||v| dxdτ + C
ρ2 − ρ1
∫
Qρ2
|P¯ ||w| dxdτ
≤ C(ν)
(ρ2 − ρ1)2‖w‖
2
L3(Q1)
+
C
ρ2 − ρ1‖w‖
3
L3(Q1)
+
C
ρ2 − ρ1‖w‖
2
L
4q/3
t L
2q/(q−1)
x (Q1)
‖v‖LptLqx(Q1)
+ C‖w‖
L
2q/3
t L
2q/(q−2)
x (Qρ2 )
‖∇w‖L2(Qρ2 )‖v‖LptLqx(Q1) +
C
ρ2 − ρ1‖w‖L3(Q1)‖P¯‖L3/2(Q1)
≤ C(ν)ǫ
2/3
1
(ρ2 − ρ1)2 + C(ν)ǫ1E(ρ2).
Choosing ǫ1 small enough such that C(ν)ǫ1 < 1, we get by Lemma 4.3 that
(4.6) W0 = E(3/4) ≤ C1(ν)ǫ2/31 .
Step 2. Wk ≤ Ck2 (ν)W βk−1 with some C2(ν) > 1, β > 1 for any k ≥ 1.
Since |w(wk
|w|
− 1)| ≤ 1, we can multiply the first equation of (4.4) by w(wk
|w|
− 1), we
immediately have
∂t
w2k − |w|2
2
− ν∆w
2
k − |w|2
2
− |∇w|2 + d2k + div
(
(w + v)
w2k − |w|2
2
)
+ w
(
wk
|w| − 1
)
div(v ⊗ w) +∇P¯ · w
(
wk
|w| − 1
)
= 0
in the sense of distribution on Q1.
This together with (4.2) gives that∫
R3×{t}
|wk|2ϕ dx+ 2
∫ t
0
∫
R3
d2kϕ dxdτ
≤
∫ t
0
∫
R3
|wk|2(∂tϕ+ ν∆ϕ) dxdτ +
∫ t
0
∫
R3
|wk|2(w + v) · ∇ϕ dxdτ
+ 2
∫ t
0
∫
R3
(w · ∇ϕ)
(
v · wwk|w|
)
+
(
w · ∇wwk|w|
)
· vϕ dxdτ
+ 2
∫ t
0
∫
R3
P¯w · ∇ϕ dxdτ − 2
∫ t
0
∫
R3
∇P¯ · w
(
wk
|w| − 1
)
ϕ dxdτ
(4.7)
for any nonnegative function ϕ ∈ D(Q1).
For any k ∈ N, let ϕk ∈ D(Q1) satisfying
0 ≤ ϕk ≤ 1, ϕk ≡ 1 in Qrk , ϕk ≡ 0 in Qcrk−1/3 ,
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22k‖∂tϕk‖L∞(Q1) +
2∑
i=1
2ik‖∇iϕk‖L∞(Q1) ≤ C.
Applying ϕk to (4.7), by Lemma 4.5, Ho¨lder’s inequality and the fact 2/p+3/q < 1, we can
get that
Wk .ν2
2k
∫
Qrk−1
|wk|2 dxdτ + 2k
∫
Qrk−1
|wk|3 dxdτ + 2k
∫
Qrk−1
(|wk|2|v|+ |v||wk|) dxdτ
+
∫
Qrk−1
(
I{wk>0}|dk||v|+ |wk||dk||v|
)
dxdτ
+
∣∣∣∣
∫ t
0
∫
R3
(
P¯w · ∇ϕk −∇P¯ · w
(
wk
|w| − 1
)
ϕk
)
dxdτ
∣∣∣∣.
We now denote by I.1 and I.2 the first four terms and the last term on the right-hand side
of the above inequality, respectively.
Estimate of I.1. Thanks to Ho¨lder’s inequality and the fact that 2/p+3/q < 1, we have
the following estimate:
I.1 .ν2
2k‖wk‖2L10/3(Qrk−1)‖I{wk>0}‖L5/2(Qrk−1) + 2
k‖wk‖3L10/3(Qrk−1)‖I{wk>0}‖L10(Qrk−1 )
+ 2k‖wk‖2L2p/(p−1)t L6p/(p+2)x (Qrk−1 )‖v‖L
p
tL
q
x(Qrk−1)
‖I{wk>0}‖L∞t Ll1x (Qrk−1)
+ 2k‖wk‖L2p/(p−1)t L6p/(p+2)x (Qrk−1 )‖I{wk>0}‖L2p/(p−1)t Ll2x (Qrk−1 )‖v‖LptLqx(Qrk−1)
+ ‖dk‖L2(Qrk−1 )‖v‖LptLqx(Qrk−1)‖I{wk>0}‖L2p/(p−2)t L2q/(q−2)x (Qrk−1 )
+ ‖dk‖L2(Qrk−1 )‖wk‖L2p/(p−2)t L6p/(p+4)x (Qr(k−1))‖v‖L
p
tL
q
x(Qrk−1 )
‖I{wk>0}‖L∞t Ll3x (Qrk−1 ),
where 1
l1
= 2
3
− 2
3p
− 1
q
> 1
3
, 1
l2
= 1
l1
+ p+2
6p
and 1
l3
= 1
3
− 2
3p
− 1
q
> 0.
By Lemma 4.6, Lemma 4.7, Ho¨lder’s inequality and the fact wk ≤ wk−1, we deduce that
I.1 .ν2
10k
3 W
5
3
k−1 + 2
4k
3 W
5
3 +
(
2(
7
3
− 4
3p
− 2
q
)kW
5
3
− 2
3p
− 1
q
k−1 + 2
( 10
3
− 4
3p
− 2
q
)kW
5
3
− 2
3p
− 1
q
k−1
+ 2(
5
3
− 4
3p
− 2
q
)kW
4
3
− 2
3p
− 1
q
k−1 + 2
( 2
3
− 4
3p
− 2
q
)kW
4
3
− 2
3p
− 1
q
k−1
)
‖v‖LptLqx(Q1).
(4.8)
Estimate of I.2. Denote w and v as w = (w1, w2, w3) and v = (v1, v2, v3). From (4.4),
we see that
−∆P¯ = ∂i∂j(wiwj + wivj + viwj) in Q1.
Letting φk ∈ D(Bk−1) with 0 ≤ φ ≤ 1 and φ ≡ 1 in Bk−2/3, we have for any x ∈ Bk−2/3
P¯ (x, t) =φk(x)P¯ (x, t)
=− 3
4π
∫
R3
1
|x− y|
(
φk(y)∆P¯ (y, t) + 2∇φk(y) · ∇P¯ (y, t) + P¯ (y, t)∆φk(y)
)
dy
,P¯k1(x, t) + P¯k2(x, t) + P¯k3(x, t),
where
P¯k1(x, t) =
3
4π
∫
R3
∂i∂j
( 1
|x− y|
)
φk(y)(w
iwj)(y, t) dy,
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P¯k2(x, t) =
3
4π
∫
R3
∂i∂j
( 1
|x− y|
)
φk(y)(w
ivj + viwj)(y, t) dy,
and
P¯k3(x, t) =
3
2π
∫
R3
xi − yi
|x− y|3 (∂jφk(y))(w
iwj + wivj + viwj)(t, y) dy
+
3
4π
∫
R3
1
|x− y|(∂i∂jφk(y))(w
iwj + wivj + viwj)(y, t) dy
+
3
4π
∫
R3
1
|x− y|P¯ (y)∆φk(y) dy +
3
2π
∫
R3
xi − yi
|x− y|3 P¯ (y)∂iφk(y) dy.
So, I.2 can be estimated as follows:
I.2 ≤
∣∣∣∣
∫
Qrk−1/3
(
P¯k1w · ∇ϕk −∇P¯k1 · w
(
wk
|w| − 1
)
ϕk
)
dxdτ
∣∣∣∣
+
∣∣∣∣
∫
Qrk−1/3
(
P¯k2
wwk
|w| · ∇ϕk + P¯k2 div
(
wwk
|w|
)
ϕk
)
dxdτ
∣∣∣∣
+
∣∣∣∣
∫
Qrk−1/3
∇P¯k3 · wwk|w| ϕk dxdτ
∣∣∣∣
,I.2.1 + I.2.2 + I.2.3.
Due to the definition of P¯k3 and φk, we have for any x ∈ Brk−2/3
|∇P˜k3| . 24k
∫
Brk−2/3
(|w|2 + |w||v|) dy + 24k ∫
Brk−2/3
|P¯ | dy.
This, together with Ho¨lder’s inequality, yields that
‖∇P¯k3‖
L
3
2
t L
∞
x (Qrk−1/3 )
.24k‖w‖2L∞t L2x(Q1) + 2
4k‖w‖L∞t L2x(Q1)‖v‖LptLqx(Q1) + 24k‖P¯‖L 32 (Q1)
.24kW 20 + 2
4kW0‖v‖LptLqx(Q1) + 24k‖P¯‖L 32 (Q1).
This together with Ho¨lder’s inequality and Lemma 4.7 entails
I.2.3 .‖wk‖L3tL18/5x (Qrk−1 )‖∇P˜‖L 32t L∞x (Qrk−1/3 )
‖I{wk>0}‖L∞t L18/13x (Qrk−1 )
.ν2
4k+13k/9W
11/9
k−1
(
W 20 +W0‖v‖Lp((−1,0);Lq(B1)) + ‖P¯‖L 32 (Q1)
)
.
(4.9)
Now we tackle with the term I.2.2. According to w = w
(
1 − wk
|w|
)
+ wwk
|w|
, we rewrite P¯k2 as
follows:
P¯k2(x, t) =
3
4π
∫
R3
∂i∂j
( 1
|x− y|
)
φk(y)
(
wi
(
1− wk|w|
)
vj + wj
(
1− wk|w|
)
vi
)
(y, t) dy
+
3
4π
∫
R3
∂i∂j
( 1
|x− y|
)
φk(y)
(wiwk
|w| v
j +
wjwk
|w| v
i
)
(y, t) dy
,P¯k21(x, t) + P¯k22(x, t).
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By Caldero´n-Zygmund estimates, Ho¨lder’s inequality and the fact that
∣∣wi(1− wk
|w|
)∣∣ ≤ 1, we
immediately have
‖P¯k21‖LptLqx(Qrk−1/3) . ‖v‖LptLqx(Qrk−2/3 )
and
‖P¯k22‖L2tLl4x (Qrk−1/3) . ‖wk‖L2p/(p−2)t L6p/(p+4)x (Qrk−2/3 )‖v‖LptLqx(Qrk−2/3 )
with 1/l4 = (p+ 4)/(6p) + 1/q. Hence, by the above two estimates, Ho¨lder’s inequality,
Lemma 4.5 and Lemma 4.6, we get
I.2.2 .2k‖P¯k21‖LptLqx(Qrk−1/3 )‖wk‖L2p/(p−1)t L6p/(p+2)x (Qrk−1)‖I{wk>0}‖L2p/(p−1)t Ll2x (Qrk−1)
+ ‖P¯k21‖LptLqx(Qrk−1/3 )‖dk‖L2(Qrk−1)‖I{wk>0}‖L2p/(p−2)t L2q/(q−2)x (Qrk−1 )
+ 2k‖P¯k22‖L2tLl4x (Qrk−1/3 )‖wk‖L2tL6x(Qrk−1)‖I{wk>0}‖L∞t Ll2x (Qrk−1)
+ ‖P¯k22‖L2tLl4x (Qrk−1/3 )‖dk‖L2(Qrk−1 )‖I{wk>0}‖L∞t Ll3x (Qrk−1 )
.ν
(
2(
10
3
− 4
3p
− 2
q
)kW
5
3
− 2
3p
− 1
q
k−1 + 2
( 5
3
− 4
3p
− 2
q
)kW
4
3
− 2
3p
− 1
q
k−1
+ 2(
7
3
− 4
3p
− 2
q
)kW
5
3
− 2
3p
− 1
q
k−1 + 2
( 2
3
− 4
3p
− 2
q
)kW
4
3
− 2
3p
− 1
q
k−1
)
‖v‖LptLqx(Q1).
(4.10)
Finally, we tackle with the term I.2.1. For P˜k1, we can split it into three terms:
P¯k1 =
3
4π
∫
R3
∂i∂j
(
1
|x− y|
)
φkw
i
(
1− wk|w|
)
wj
(
1− wk|w|
)
dy
+
3
2π
∫
R3
∂i∂j
(
1
|x− y|
)
φkw
i
(
1− wk|w|
)
wjwk
|w| dy
+
3
4π
∫
R3
∂i∂j
(
1
|x− y|
)
φk
wiwk
|w|
wjwk
|w| dy
,P¯k11 + P¯k12 + P¯k13.
By Caldero´n-Zygmund estimates and Lemma 4.5, one has
‖P¯k11‖Ls(Qrk−1 ) ≤ C(s) ∀1 < s <∞, ‖P¯k12‖L 103 (Qrk−1/3 ) ≤ C‖wk‖L 103 (Qk−2/3).
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Therefore, by Ho¨lder’s inequality, Lemma 4.6 and Lemma 4.7, we have∣∣∣∣
∫
Qrk−1/3
(P¯k11 + P¯k12)w · ∇ϕk −∇(P¯k11 + P¯k12) · w
(
wk
|w| − 1
)
ϕk dxdτ
∣∣∣∣
=
∣∣∣∣
∫
Qrk−1/3
(P¯k11 + P¯k12)
wwk
|w| · ∇ϕk + (P¯k11 + P¯k12) div
(
wwk
|w|
)
ϕk dxdτ
∣∣∣∣
.2k‖P¯k11 + P¯k12‖L 103 (Qrk−1/3 )‖wk‖L 103 (Qrk−1)‖I{wk>0}‖L 52 (Qrk−1 )
+ ‖P¯k11‖L6(Qrk−1/3 )‖dk‖L2(Qrk−1 )‖I{wk>0}‖L3(Qrk−1 )
+ ‖P¯k12‖L 103 (Qrk−1/3)‖dk‖L2(Qrk−1)‖I{wk>0}‖L5(Qrk−1)
.ν2
7k/6(W
7/6
k−1 +W
5/3
k−1) + 2
10k/9W
19/18
k−1 + 2
2k/3W
4/3
k−1.
(4.11)
For P¯k13, we have
∇P¯k13 = 3
4π
∫
R3
∂i∂j
(
1
|x− y|
)
∇φkw
iwk
|w|
wjwk
|w| dy
+
3
2π
∫
R3
∂i∂j
(
1
|x− y|
)
φk∇
(
wiwk
|w|
)
wjwk
|w| dy
,J1 + J2.
By Caldero´n-Zygmund estimates and Lemma 4.7, we obtain that
‖P¯k13‖L5/3(Qrk−1/3) . ‖wk‖
2
L10/3(Qrk−2/3 )
, ‖J1‖L 53 (Qrk−1/3 ) . 2
k‖wk‖2L10/3(Qrk−2/3 ),
and
‖J2‖L 54 (Qrk−1/3) . ‖wk‖L10/3(Qrk−2/3 )‖dk‖L2(Qrk−2/3 ).
Hence, we have∣∣∣∣
∫
Qrk−1/3
P¯k13w · ∇ϕk −∇P¯k13 · w
(
wk
|w| − 1
)
ϕk dxdτ
∣∣∣∣
.2k‖P¯k13‖L5/3(Qrk−1/3 )‖I{wk>0}‖L5/2(Qk−1) + ‖J1‖L5/3(Qrk−1/3)‖I{wk>0}‖L5/2(Qrk−1 )
+ 2k‖P¯k13‖L5/3(Qrk−1/3 )‖wk‖L10/3(Qrk−1)‖I{wk>0}‖L10(Qrk−1 )
+ ‖J2‖L5/4(Qrk−1/3 )‖I{wk>0}‖L5(Qrk−1 )
.ν2
7k/3W
5/3
k−1 + 2
4k/3W
5/3
k−1 + 2
2k/3W
4/3
k−1.
(4.12)
Collecting estimates (4.8)-(4.12), we can say there exist a C2(ν) > 1 and β > 1, such that,
for any k > 0
(4.13) Wk ≤ Ck2 (ν)W βk−1.
Step 3. Conclusion.
From (4.6), we have W0 < 1 which implies Wk < 1 for any k ≥ 0. So, Let W¯k =
C
k
β−1
2 (ν)C
1
(β−1)2
2 (ν)Wk. Then, from (4.13), we have W¯k ≤ W¯k−1. If we choose ǫ1 small enough
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such that W¯0 ≤ C
k
β−1
2 (ν)C
1
(β−1)2
2 (ν)ǫ1 < 1, then we have W¯k ≤ 1 for any k ≥ 0, which implies
that, for any integer k ≥ 0,
Wk ≤ C−
k
β−1
2 (ν)C
− 1
(β−1)2
2 (ν).
Thanks to C2(ν) > 1, sending k →∞, we get Wk → 0. So we prove (4.5).
4.2. Stability of singularities. In this part, we will show the stability of singularities of
suitable weak solutions to (4.4) in the sense of locally strong limits.
First, we introduce definition of singularity. Given a suitable weak solution (w, P¯ ) to (4.4),
if w is essentially bounded in a neighborhood of z0 = (x0, t0) ∈ D, we call z0 is a regular
point of (w, P¯ ); otherwise, we call it a singular point.
The main result in this subsection can be stated as follows:
Proposition 4.8 (Stability of singularities). Let v(k) ∈ LptLqx(Q1) satisfies div v(k) = 0 with
2
p
+ 3
q
< 1 and q > 3. Let (w(k), P¯ (k)) be a sequence of suitable weak solutions to the following
equations in Q1
(4.14)
{
∂tw
(k) − ν∆w(k) + w(k) · ∇w(k) + v(k) · ∇w(k) + w(k) · ∇v(k) +∇P¯ (k) = 0
divw(k) = 0.
Assume further that
w(k) → w in L3(Q1), P¯ (k) ⇀ P¯ in L3/2(Q1), v(k) ⇀ v in LptLqx(Q1),
and the limit (w, P¯ ) is a suitable weak solution to Eq. (4.4) in Q1 associated to v. Then,
if z(k) ∈ Q1 is a singular point of (w(k), P¯ (k)) and z(k) → z0 ∈ Q1, we have z0 is a singular
point of (w, P¯ ).
Proof. We will prove the proposition by contradiction. Assume z0 ∈ Q1 is a regular point of
(w, P¯ ). Then, there exists r0 > 0 and M0 > 0 such that Qr0(z0) ⊂ Q1 and ‖w‖L∞(Qr0(z0)) ≤
M0. Thanks to that fact that w
(k) → w in L3(Qr(z0)), there exists N1 > 0 such that, for
any k ≥ N1 and r1 ≤ r ≤ r0, r1 < r0/2,
r−2
∫
Qr(z0)
|w(k)|3 dxdτ ≤C1r−2
∫
Qr(z0)
|w(k) − w|3 dxdτ + C1r−2
∫
Qr(z0)
|w|3 dxdτ
≤C1M30 r30.
(4.15)
For P¯ (k), from equations (4.4), we have
−∆P¯ (k) = div div(w(k) ⊗ w(k) + v(k) ⊗ w(k) + w(k) ⊗ v(k)) in Q1.
Hence, we can write P¯ (k) = g(k) + h(k) in Qr(z0) with r1 ≤ r ≤ r0, where
g(k) = (−∆)−1 div div ((w(k) ⊗ w(k) + v(k) ⊗ w(k) + w(k) ⊗ v(k))IBr(x0))
and h(k) ∈ L3/2(Qr(z0)) is harmonic in Br(x0).
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By Caldero´n-Zygmund estimates, Ho¨lder’s inequality and (4.15), we get that for any
k > N1 and r1 ≤ r0,
r−2‖g(k)‖3/2
L3/2(Qr(z0))
≤Cr−2‖w(k)‖3L3(Qr(z0)) + Cr−2‖w(k)‖3/2L3(Qr(z0))‖v(k)‖
3/2
LptL
q
x(Qr(z0))
‖I‖
L
p−3
3p
t L
q−3
3q
x (Qr(z0))
≤C2M30 r30 + C2M3/20 r1/20 ‖v(k)‖3/2LptLqx(Qr(z0))
(4.16)
when p ≥ 3, and
r−2‖g(k)‖3/2
L3/2(Qr(z0))
≤Cr−2‖w(k)‖3L3(Qr(z0)) + Cr−2‖I‖
3/2
L
2p/(p−2)
t L
4q/(q−4)
x (Qr(z0))
× ‖w(k)‖3/4L3(Qr(z0))‖w(k)‖
3/4
L∞t L
2
x(Qr(z0))
‖v(k)‖3/2
LptL
q
x(Qr(z0))
≤C3M30 r30 + C3r15/8−3/p−9/(2q)0 M3/40 ‖v(k)‖3/2LptLqx(Qr(z0))
(4.17)
when 2 < p < 3.
Collecting estimates (4.15)-(4.17), we can choose r0 small enough such that, for any k ≥ N1
and r1 ≤ r ≤ r0,
(4.18) r−2
∫
Qr(z0)
(|w(k)|3 + |g(k)|3/2) dxdτ < ε0/2.
where ε0 is the constant in Theorem 4.1.
For h(k), by the mean value theorem, we have for any r1 ≤ r ≤ r02 ,
‖h(k)(t)‖L∞(Br(x0)) ≤ C(r0)−3
∫
Br0 (x0)
|h(k)(t)| dx ≤ C(r0)−2
(∫
Br0 (x0)
|h(k)(t)| 32 dx
)2/3
.
Hence, for any r1 ≤ r < r0/2, we have
r−2
∫
Qr(z0)
|h(k)| 32 dxdτ ≤ C(r0)−3r
∫
Qr0(x0)
|h(k)| 32 dxdτ.
Now we choose r1 small enough, such that
C(r0)
−3r1
∫
Qr1(x0)
|h(k)| 32 dxdτ < ε0/2.
This together with (4.18) and Proposition 4.1 enables us to conclude that (w(k), P¯ (k)) is
regular in Qr1(z0), which is a contradiction. So, we complete the proof of Proposition 4.8. 
4.3. The short-time behaviour of the kinetic energy. In this subsection, we will give
an useful observation for energy solutions to equations (4.1) where v is the mild solution
stated in the beginning of Section 4. Here, we adapt the notation:
Y sp,q(T ) , L˜
∞([0, T ]; FB˙sp,q(R
3)) ∩ L˜1([0, T ]; FB˙2+sp,q (R3)),
and
Kˆsp(T ) ,
{
f(t) ∈ S ′(Rd)∣∣ lim
t→0+
t−
s
2‖f(t)‖FLp = 0, ‖f‖Kˆsp(T ) , sup
0≤t≤T
t−
s
2‖f(t)‖FLp <∞
}
.
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Proposition 4.9. Assume that θ, s, sp, p, p˜, q, q˜ satisfy the relation (2.4). Let w be a local
energy solution to equations (4.1) associated to initial data w0 ∈ L2(R3) ∩ (FB˙spp,q(R3) +
FB˙sp˜,q˜(R
3)). Then there exists a γ ∈ (0, s−sp˜
2θ
) depending on ‖w0‖L2∩(FB˙spp,q+FB˙sp˜,q˜) such that
for any 0 < t≪ 1,
(4.19) ‖w(t)− eνt∆w0‖L2 ≤ C
(‖w0‖L2∩(FB˙spp,q+FB˙sp˜,q˜)(R3), ‖v‖Y sp˜,q˜(T ))
(
t
s−sp˜−γθ
2 + tγ(1−θ)
)
,
Proof. Firstly, we split w0 into f0 + g0 satisfying f0 ∈ FB˙sp˜,q˜(R3) and g0 ∈ L2(R3). Let
α = ‖w0‖L2∩(FB˙spp,q+FB˙sp˜,q˜).
From the definition of FB˙
sp
p,q(R3) + FB˙sp˜,q˜(R
3), we can choose a decomposition of w0: w0 =
f˜0 + g˜
1
0 such that
‖f˜0‖FB˙spp,q + ‖g˜10‖FB˙sp˜,q˜ ≤ 2α.
Since divw0 = 0, we have
w0 = Pw0 = Pf˜0 + Pg˜
1
0 , f0 + g
1
0.
By Caldero´n-Zygmund estimates, we readily get
‖f0‖FB˙spp,q + ‖g10‖FB˙sp˜,q˜ ≤ Cα.
Then, by Lemma 2.3, for any j ∈ Z, f0 can be decomposed as f0 = g20 + h0 such that
div g20 = div h0 = 0 and
‖g20‖FB˙sp˜,q˜ ≤ C2
−jθ‖f0‖FB˙spp,q ≤ C2−jθα, ‖h0‖L2 ≤ C2j(1−θ)‖f0‖FB˙spp,q ≤ C2j(1−θ)α.
where θ, p, p˜, q, q˜, s, sp satisfy (2.4).
Next, we consider the following problem:
(4.20) ∂tg − ν∆g + g · ∇g + v · ∇g + g · ∇v +∇P¯ = 0, div g = 0,
which is supplemented with initial condition g(x, 0) = g0(x).
By Duhamel formula, one writes
g =eνt∆g0 +
∫ t
0
e−ν(t−s)∆P(g · ∇v + v · ∇g) dτ +
∫ t
0
e−ν(t−s)∆P(g · ∇g) dτ
,G + L(g) +B(g, g).
Following the proof of Theorem 3.2, we have that
‖G‖Y sp˜,q˜(T1) ≤ C(ν)‖g0‖FB˙sp,q , ‖L(g)‖Y sp˜,q˜(T1) ≤ C(ν)T
s−sp˜
2
1 ‖g‖Y sp˜,q˜(T1)‖v‖Y sp˜,q˜(T1),
and
‖B(g, g¯)‖Y sp˜,q˜(T1) ≤ C(ν)T
s−sp˜
2
1 ‖g‖Y sp˜,q˜(T1)‖g¯‖YY sp˜,q˜(T1).
Thus, by Lemma 2.4, there exists a mild solution g to problem (4.20) on [0, T1] corresponding
to initial data g0, satisfying
g ∈ Cb
(
[0, T1]; FB˙
s
p˜,q˜(R
3)
) ∩ Y sp˜,q˜(T1).
MINIMAL BLOW-UP DATA FOR NS IN CRITICAL FOURIER-HERZ SPACE 27
Furthermore, T1 and g satisfy
T1 ≤ min
{
1, T,
(
C(ν)(‖v‖Y sp˜,q˜(T ) + 2−jθα)
)− 2
s−sp˜
}
and
(4.21) ‖g‖YT1 ≤
C(ν)‖g0‖FB˙sp˜,q˜
1− C(ν)T (s−sp)/21 ‖v‖Y sp˜,q˜(T )
≤ C(ν)2
−jθα
1− C(ν)T (s−sp)/21 ‖v‖Y sp˜,q˜(T )
.
In the same way as in the proof of Proposition 3.3, by Lemma 2.5, we have
‖teνt∆g0‖L˜∞([0,T1];FB˙s+2p˜,q˜ ) ≤ C(ν)‖g0‖FB˙sp˜,q˜ <∞,
‖tL(g)‖L˜∞([0,T1];FB˙s+2p˜,q˜ ) ≤C(ν)T
s−sp˜
2
1
(
‖tg‖L˜∞([0,T1];FB˙s+2p˜,q˜ ) + ‖g‖Y sp˜,q˜(T1)
)
‖v‖Y sp˜,q˜(T1)
and
max
{
‖tB(g, g¯)‖L˜∞([0,T1];FB˙s+2p˜,q˜ ), ‖tB(g¯, g)‖L˜∞([0,T1];FB˙s+2p˜,q˜ )
}
≤C(ν)T
s−sp˜
2
1
(
‖tg‖L˜∞([0,T1];FB˙s+2p˜,q˜ ) + ‖g‖Y sp˜,q˜(T1)
)
‖g¯‖Y sp˜,q˜(T1).
Employing Lemma 2.5, we get
‖tg(t)‖L˜∞([0,T1];FB˙sp˜,q˜) ≤
C(ν)2−jθα
1− C(ν)T (s−sp)/21 ‖v‖Y sp˜,q˜(T1)
.
This, together with Remark 3.4, we immediately obtain that
(4.22) ‖g‖Kˆsp˜(T1) ≤
C(ν)2−jθα
1− C(ν)T (s−sp)/21 ‖v‖Y sp˜,q˜(T1)
.
On the other hand, due to g0 = w0 − h0 ∈ L2(R3), we have
‖eνt∆g0‖L2 ∈ L2(R3).
Moreover, by Ho¨lder’s and Young’s inequalities, we have the following estimate (we omit the
routine calculation):
‖L(g)‖L∞((0,T1);L2) ≤ C(ν)T
s−sp˜
2 ‖g‖L∞((0,T1);L2)‖v‖Kˆsp˜(T )
and
max
{‖B(g¯, g)‖L∞((0,T1);L2), ‖B(g, g¯)‖L∞((0,T0);L2)} ≤ C(ν)T s−sp˜2 ‖g‖L∞((0,T1);L2)‖g¯‖Kˆsp˜(T1).
Hence, by Lemma 2.5, we obtain that g ∈ C([0, T1];L2(R3)).
Similarly, we can deduce that g ∈ L2((0, T1); H˙1). So, we see that g satisfies the global
energy inequality (4.3) on (0, T1). We have by Ho¨lder’s, Hausdroff-Young’s and Young’s
inequalities that for any 0 < t < T1∫
R3×{t}
|g|2 dx+ 2
∫ t
0
∫
R3
ν|∇g|2 dxdτ
≤‖g0‖2L2 + C
∫ t
0
‖g‖
L
2p˜
2−p˜
‖∇g‖L2‖v‖
L
p˜
p˜−1
dτ
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≤‖g0‖2L2 +
∫ t
0
‖g‖
3−2p˜
p˜
L2 ‖∇g‖
4− 3
p˜
L2 ‖v‖FLp˜ dτ
≤‖g0‖2L2 +
∫ t
0
∫
R3
ν|∇g|2 dxdτ + C(ν)
∫ t
0
‖g‖2L2‖v‖
2p˜
3−2p˜
(FLp˜)2
dτ.
In the third line, we have used Sobolev embedding
(4.23) H˙1(R3) →֒ L6(R3)
and interpolation inequality
(4.24) ‖g‖
L
2p˜
2−p˜
≤ ‖g‖
3−2p˜
p˜
L2 ‖g‖
3− 3
p˜
L6 .
Finally, by Gronwall’s inequality, we get for any 0 < t ≤ T1
sup
0≤τ≤t
‖g‖2L2 + ν
∫ t
0
‖∇g‖2L2 dτ ≤ ‖g0‖2L2e
C(ν)t
1− ssp˜ ‖v‖
2p˜
3−2p˜
Kˆs
p˜
(T ).
With this property and (4.22) in hand, we have that for any 0 < t < T1,
‖g(t)− eνt∆g0‖L2
≤Ct
s−sp˜
2 ‖g‖L∞((0,t);L2)
(‖g‖Kˆsp˜(T1) + ‖v‖Kˆsp˜(T1))
≤Ct
s−sp˜
2 ‖g0‖L2e
C(ν)t
1− ssp˜ ‖v‖
2p˜
3−2p˜
Kˆs
p˜
(T )
(
C
2−jθα
1− C(ν)T (s−sp)/21 ‖v‖Y sp˜,q˜(T )
+ ‖v‖Kˆsp˜(T )
)
.
(4.25)
Letting h = w− g, we have h ∈ L∞((0, T1);L2)∩L2((0, T1); H˙1) and lim
t→0+
‖h(t)−h0‖L2 = 0.
Thanks to (4.22), we get g ∈ Lr((0, T2);Lp˜′) with 2r + 3p˜′ = 1 and p˜′ is the conjugate index
of p˜. Thus, using the usual mollification procedure used in Proposition 14.3 in [21], we get
the following equality:∫
R3
g(t, x) · w(t, x) dx+ 2ν
∫ t
0
∫
R3
∇g : ∇w dxdτ
=−
∫ t
0
∫
R3
((h · ∇)w · g + (g · ∇)w · v + (w · ∇)g · v) dxdτ +
∫ t
0
∫
R3
g0 · w0 dx.
This, together with the global energy inequality (4.2) for w and g, gives that
‖h(t)‖2L2 + 2ν
∫ t
0
‖∇h‖2L2 dτ ≤ ‖h0‖2L2 + 2
∫ t
0
∫
R3
(
(h · ∇)h · g + (h · ∇)h · v) dxdτ.
By Ho¨lder’s and Young’s inequality, (4.23) and (4.24), we get∫
R3×{t}
|h|2 dx+
∫ t
0
∫
R3
ν|∇h|2 dxdτ ≤ ‖h0‖2L2 + C(ν)
∫ t
0
‖h‖2L2
(
‖g‖
2p˜
3−2p˜
FLp˜
+ ‖v‖
2p˜
3−2p˜
FLp˜
)
dτ.
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Employing the Gronwall inequality to the above inequality, we obtain that
‖h(t)‖2L2 + ν
∫ t
0
‖∇h‖2L2 ds ≤‖h0‖2L2e
C(ν)t
1− ssp˜
(
‖g‖
Kˆs
p˜
(T1)
+‖v‖
Kˆs
p˜
(T )
) 2p˜
3−2p˜
≤22(1−θ)jeC(ν)t
1− ssp˜
(
‖v‖
Kˆs
p˜
(T1)
+C(T1,‖v‖Y s
p˜,q˜
(T ))2
−jθα
) 2p˜
3−2p˜
.
(4.26)
Now, we choose 2j = tγ for some positive constant γ and 0 < t < T1, which implies that
0 < γ <
s− sp˜
2θ
and 0 < t < (C(ν)α)
− 2
s−sp˜−2θγ .
According to (4.21), (4.25) and(4.26), for any 0 < t < min
{
T1, (C
1/2(ν)α)
− 2
s−sp˜−2θγ
}
, we
have
‖w(t)− eν∆tw0‖L2 ≤‖g(t)− eν∆tg0‖L2 + ‖h(t)‖L2 + ‖eν∆th0‖L2
≤C(T1, T, α, ‖v0‖FB˙sp˜,q˜)
(
t
s−sp˜−γθ
2 + tγ(1−θ)
)
.
This completes the proof. 
4.4. Weak-strong uniqueness. This section is devoted to the study of a new version of
“weak-strong” uniqueness of weak energy solution problem (4.1) established at the beginning
of Section 4. Here, we still adopt the notation Y sp,q(T ) introduced in above subsection.
Proposition 4.10. Suppose s, sp, p, q, p˜, q˜ satisfy relation (2.4). Let w and w˜ both are
weak energy solutions to Eq. (4.1) with the same initial data w0 ∈ L2(R3) ∩ (FB˙spp,q(R3) +
FB˙sp˜,q˜(R
3)). Assume further that
(4.27) w ∈ Kˆspp (T ) + Kˆsp˜(T ).
Then w˜ ≡ w on R3 × (0, T ).
Remark 4.11. Let us point out that the uniqueness result established by Gallagher and
Planchon [15] indicates Proposition 4.10 when 2
q
+ 3
p′
≥ 1. However, for 2
q
+ 3
p′
< 1, the
argument in [15] doesn’t seem to work. To overcome it, we need resort to the regularity of
such weak energy solution in short time which is established in Proposition 4.9.
Proof of Proposition 4.10. Let δw = w˜ − w. From Remark 3.4, we can rewrite w = f + g
satisfying
‖f‖Kˆspp (T ) <∞, ‖g‖Kˆsp˜(T ) <∞.
By Hausdroff-Young’s inequality, we have f ∈ Ll1((t0, T );L
p
p−1 ), 2
l1
+ 3(p−1)
p
= 1 for any
0 < t0 < T , g ∈ Ll2((0, T );L
p˜
p˜−1 ) and v ∈ Ll2((0, T );L p˜p˜−1 ) with 2
l2
+ 3(p˜−1)
p˜
= 1. Then,
by a usual mollification procedure used in Proposition 14.3 in [21], we have that for any
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t0 ≤ t ≤ T , ∫
R3
w(t, x) · w˜(t, x) dx+ 2ν
∫ t
t0
∫
R3
∇w : ∇w˜ dxdτ
=−
∫ t
t0
∫
R3
(δw · ∇)w˜ · f dxdτ +
∫ t
t0
∫
R3
(δw · ∇)w˜ · g dxdτ
+
∫ t
t0
∫
R3
(
(w · ∇)w˜ · v + (w˜ · ∇)w · v) dxdτ + ∫
R3
w(δ, x) · w˜(δ, x) dx
,I1 + I2 + I3 + I4.
(4.28)
Due to g ∈ Ll2((0, T );L p˜p˜−1 ) and v ∈ Ll2((0, T ); L p˜p˜−1 ), 2
l2
+ 3(p˜−1)
p˜
= 1, it is obvious that the
limits of I2 and I3 exist as t0 → 0.
By Sobolev embedding (4.23) and interpolation inequality (4.24), we have
I1 ≤
∫ t
t0
(‖∇δw‖2L2 + ‖∇w˜‖2L2) dτ + C‖f‖ 2p3−2pKˆsp(T )
∫ t
δ
τ−1‖δw‖2L2 dτ,
According to Proposition 4.9, we get that for any 0 < δ ≪ 1, there exists a 0 < γ < s−sp˜
2θ
,
such that for any 0 < t < δ, we have that
‖δw(t)‖2L2 ≤C
(‖w(t)− eν∆tw0‖2L2 + ‖w˜(t)− eν∆tw0‖2L2)
≤C(‖w0‖L2∩(FB˙spp,q+FB˙sp˜,q˜), ‖v‖Y sp˜,q˜(T ))
(
tγ(1−θ) + t
s−sp˜−γθ
2
)
.
Hence, ∫ t0
0
τ−1‖δw‖2L2 dτ ≤C
(‖w0‖L2∩(FB˙spp,q+FB˙sp˜,q˜), ‖v‖Y sp˜,q˜(T ))
×
∫ t0
0
(
τ−1+γ(1−θ) + τ−1+
s−sp˜−γθ
2
)
dτ <∞,
which implies the existence of the limit of I1 as t0 → 0+.
Taking δ → 0 in (4.28), we readily get that for any 0 ≤ t ≤ T ,∫
R3
w(t, x) · w˜(t, x) dx+ 2ν
∫ t
0
∫
R3
∇w : ∇w˜ dxdτ
=2‖w0‖2L2 −
∫ t
0
∫
R3
(
(δw · ∇)w˜ · (f + g) + (w · ∇)w˜ · v + (w˜ · ∇)w · v) dxdτ.
Since w˜ and w both satisfy the global energy inequality (4.3), from the above equality, we
deduce that for any 0 ≤ t ≤ T ,
‖δw(t)‖2L2 + 2ν
∫ t
0
‖∇δw‖2L2 dτ
≤2
∫ t
0
∫
R3
(δw · ∇)δw · (f + g) dxdτ + 2
∫ t
0
∫
R3
(δw · ∇)δw · v dxdτ.
By (4.23) and (4.24), we have for any 0 ≤ t < δ,
‖δw‖2L∞((0,t);L2) + ν‖∇δw‖2L2(R3×(0,t))
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.ν
(
‖f‖
2p
3−2p
Kˆ
sp
p (T )
+
(‖g‖Kˆsp˜(T ) + ‖v‖Kˆsp˜(T )) 2p˜3−2p˜
)
‖δw‖2L∞((0,t);L2)
×
∫ t
0
(
τ−1+2γ(1−θ) + τ−1+s−sp˜ + τ
− s
sp˜
)
dτ
.ν
(
‖f‖
2p
3−2p
Kˆ
sp
p (T )
+
(‖g‖Kˆsp˜(T ) + ‖v‖Kˆsp˜(T )) 2p˜3−2p˜
)
‖δw‖2L∞((0,t);L2)tβ,
where β = min
{
2γ(1− θ), s− sp˜ − γθ, 1− ssp˜
}
.
From it, we can choose a 0 < t1 < δ small enough such that δw = 0 on (0, t1)×R3. Thanks
to w ∈ Ll1([t1, T ]; L
p
p−1 )+Ll2([t1, T ]; L
p˜
p˜−1 ), by the continuity argument, we eventually obtain
w ≡ w˜ on (0, T )× R3. 
Remark 4.12. Let us point out that all the above results in this section can be generalized
to the L2uloc(R
3) framework by borrowing the idea used in [21]. Here and what in follows,
L2uloc(R
3) =
{
f ∈ D′(R3)∣∣ sup
x∈R3
‖f‖L2(B1(x)) <∞ and lim
|x|→∞
‖f‖L2(B1(x)) = 0
}
.
5. Proof of Theorem 1.1
In this section, we will give a complete proof of Theorem 1.1 by using some results estab-
lished in previous sections. We will split it into three cases to discuss.
Case 1: 1 < p < 2/3 and 1 ≤ q <∞.
Since u0 ∈ FB˙spp,q(R3), we know by Theorem 3.1 that there exists a unique local-in-time
solution u ∈ C([0, T ∗); FB˙spp,q(R3)) satisfying
‖u‖
L˜rloc
(
[0,T ∗);FB˙
2
r+sp
p,q (R3)
) <∞ ∀r ∈ [1,∞].
Moreover, we have by Remark 3.4 that
(5.1) u ∈ Kˆspp (T ) for each T ∈ (0, T ∗).
By Lemma 2.3, for each j ∈ Z, there exists C > 0 such that
u0 = v0 + w0,
where v0 and w0 satisfy div v0 = divw0 = 0,
‖v0‖FB˙sp˜,q˜ ≤ C2
−jθ‖u0‖FB˙spp,q and ‖w0‖L2 ≤ C2j(1−θ)‖u0‖FB˙spp,q ,
where θ, sp, s, p, q, p˜, q˜ satisfy the restriction condition (2.4).
By Theorem 3.2, we know that the following system admits a unique local mild solution
v ∈ C([0, T ′]; FB˙sp˜,q˜(R3)) ∩ L˜r
(
[0, T ′]; FB˙2+sp˜,q˜ (R
3)
)
with r ∈ [1,∞]

∂tv − ν∆v + v · ∇v +∇Q = 0,
div v = 0,
v(x, 0) = v0(x).
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Since T ′ only depends on ‖v0‖FB˙sp˜,q˜ , we can choose a suitable j such that T ′ > T ∗. Using
Proposition 3.3 and Remark 3.4 again, one has
(5.2) v ∈ Kˆsp˜(T ′).
Letting w = u − v, we get easily that w ∈ Kˆspp (T ) + Kˆsp˜(T ) for each T ∈ (0, T ∗) satisfying
the following integral equations:
w =eνt∆w0 +
∫ t
0
eν(t−τ)∆P
(
w · ∇w) dτ + ∫ t
0
eν(t−τ)∆P
(
v · ∇w + w · ∇v) dτ
,yw +B(w,w) + L(w).
(5.3)
Our task is now to show that
(5.4) w ∈ L∞((0, T ∗);L2) ∩ L2((0, T ∗); H˙1).
Since w0 ∈ L2(R3) ∩ (FB˙spp,q(R3) + FB˙sp˜,q˜(Rs)), we have by Banach fixed point theorem that
there exists a local solution w¯ ∈ XT0 , T0 < T ∗ of (5.3), where
XT0 ,
(
Kˆspp (T0) + Kˆ
s
p˜(T0)
) ∩ E(T0)
with E(T0) , Cb([0, T0); L2)∩L2((0, T0); H˙1). And w¯ solves the following problem on (0, T0)
(5.5)


∂tw − ν∆w + w · ∇w + v · ∇w + w · ∇v +∇P¯ = 0,
divw = 0,
w(x, 0) = w0.
Indeed, by Lemma 2.1 and Ho¨lder’s inequality, we have
‖yw‖XT0 ≤ C(‖w0‖FB˙spp,q+FB˙sp˜,q˜ + ‖w0‖L2).
On the other hand, by a simple calculation and estimate (3.10) in Proposition 3.3, we have
that the following estimates for any w = w1 + w2 and w
′ = w′1 + w
′
2

‖B(w1, w′1)‖Kˆspp (T0) .ν ‖w1‖Kˆspp (T0)‖w′1‖Kˆspp (T0),
‖B(w1, w′2)‖Kˆspp (T0) .ν T
s−sp˜
2
0 ‖w1‖Kˆspp (T0)‖w′2‖Kˆsp˜(T0),
‖B(w2, w′1)‖Kˆspp (T0) .ν T
s−sp˜
2
0 ‖w2‖Kˆspp (T0)‖w′1‖Kˆsp˜(T0),
‖B(w2, w′2)‖Kˆsp˜(T0) .ν T
s−sp˜
2
0 ‖w2‖Kˆsp˜(T0)‖w
′
2‖Kˆsp˜(T0),
‖B(w,w)‖E(T0) .ν
(
‖w1‖Kˆspp (T0) + T
s−sp˜
2
0 ‖w2‖Kˆsp˜(T )
)
‖w‖E(T0),
and 

‖L(w1)‖Kˆspp (T0) .ν T
s−sp˜
2
0 ‖w1‖Kˆspp (T0)‖v‖Kˆsp˜(T0),
‖L(w2)‖Kˆsp˜(T0) .ν T
s−sp˜
2
0 ‖w2‖Kˆsp˜(T0)‖v‖Kˆsp˜(T0),
‖L(w)‖E(T0) .ν T
s−sp˜
2
0
(‖v‖Kˆsp˜(T0) + ‖∇v‖Kˆs−1p˜ (T0))‖w‖E(T0).
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Collecting all above estimates, by Lemma 2.4 and the continuity argument, there exists a
local solution w¯ ∈ XT0, T0 < T ∗ of equations (5.3).
According to (5.5), we get by performing L2-energy estimate that
sup
0≤t≤T0
‖w(t)‖2L2 + ν
∫ T0
0
‖∇w‖2L2 dτ ≤ ‖w0‖2L2e
C(ν)T ∗
1− ssp˜ ‖v‖
2p˜
3−2p˜
Kˆs
p˜
(T∗).
Repeating the above same process in finite times, we finally obtain that equations (5.3)
admit a local mild solution w¯ ∈ C([0, T ∗); L2) satisfying
w¯ ∈ XT for each T ∈ (0, T ∗)
and uniform estimate
(5.6) sup
0≤t<T ∗
‖w¯(t)‖2L2 + ν
∫ T ∗
0
‖∇w¯‖2L2 dτ ≤ ‖w0‖2L2e
C(ν)T ∗
1− ssp˜ ‖v‖
2p˜
3−2p˜
Kˆs
p˜
(T∗).
By uniqueness theorem, we know that w¯(x, t) ≡ w(x, t) for t ∈ [0, T ∗). Thus we can say w
satisfies the global energy inequality (4.3) for any 0 < t ≤ T ∗.
We turn to deal with the pressure P¯ . From equations (4.1), it follows that
−∆P¯ = div div(w ⊗ w + w ⊗ v + v ⊗ w) in R3 × (0, T ∗).
Therefore,
P¯ = ∂i∂jK ∗ (wiwj)− ∂i∂jK ∗ (wivj + viwj) , P¯1 + P¯2
with K(x) is the kernel function of (−∆)−1. Since v ∈ Kˆsp˜(T ∗) with s > sp˜, by Hausdorff-
Young’s inequality, we have v ∈ Ll((0, T ∗);Lp˜′) satisfying 2
l
+ 3
p′
= 1 where p˜′ is the conjugate
index of p˜. By Caldero´n-Zygmund estimates, Ho¨lder’s inequality and (4.23), we have,
(5.7) ‖P¯1‖L 32 (R3×(0,T ∗)) ≤ C‖w‖
2
L3(R3×(0,T ∗)) ≤ C(T ∗)1/6‖w‖L∞((0,T ∗);L2)‖∇w‖L2((0,T ∗);L2)
and
‖P¯2‖L2(R3×(0,T ∗)) ≤ C‖w‖2/rL∞((0,T ∗);L2)‖w‖1−2/rL2((0,T ∗); H˙1)‖v‖Lr((0,T ∗);Lp˜′ ),(5.8)
which yields P¯ ∈ L3/2(R3 × (0, T ∗)) + L2(R3 × (0, T ∗)). Hence, it’s obvious that w satisfies
the local energy inequality (4.2) for any ϕ ∈ D(R3× (0, T ∗)). In conclusion, we have proved
that w is a energy solution of satisfying (W1)-(W5).
Next, we show the existence of singular points of local mild solution to (NS) with initial
data in FB˙
sp
p,q(R3) with 1 < p <
3
2
, 1 ≤ q <∞.
Proposition 5.1. Let u ∈ C([0, T ∗);FB˙2−
3
p
p,q (R3)) be the mild solution to (NS) with 1 < p <
3
2
, 1 ≤ q < ∞, and T ∗ denotes the maximal existence time. Suppose T ∗ < ∞, then u has
a singular point at T ∗, that is, there exists z0 = (x0, T
∗), such that ‖u‖L∞(Qr(z0)) = +∞ for
any r > 0.
Proof. According to Remark 3.4, we know that there exists a 0 < t0 < T
∗ such that u(t0) ∈
FLp(R3). Then, we decompose u(t0) as follows:
u(t0) = F(uˆ(t0)I{|uˆ(t0)|>λ}) + F(uˆ(t0)I{|uˆ(t0)|≤λ}) , v0 + w0,
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where λ is a real number to be fixed later.
By a simple calculation, one has v0 ∈ FLp(R3), w0 ∈ L2(R3). Thanks to (2.1), there exist
C1 > 0 and C2 > 0 such that
C1‖v0‖FB˙0p,p ≤ ‖v0‖FLp ≤ C2‖v0‖FB˙0p,p.
Therefore, by Theorem 3.2, there exists a mild solution v ∈ C([t0, T ′], FLp) of system (NS)
corresponding to the initial data v(t0) = v0. From Proposition 3.3 and Remark 3.4, we have
sup
0≤t<T
t
α
2
+ 3
2η
− 3
2p‖∇αv(t)‖FLη <∞, ∀(α, η) ∈ {0, 1} × [1, p].
Since T ′ depend on ‖v0‖FLp, we choose λ large enough such that ‖v0‖FLp is small and then
T ′ > T ∗. Thus, we can deduce that for any 0 < δ < T ∗,
‖v‖q
L˜2((T ∗−δ,T ∗);FB˙
sp+1
p,q )
=
∑
j≤0
2jq(3−
3
p
)‖∆˙jv‖qL2((T ∗−δ,T ∗);FLp) +
∑
j>0
2jq(3−
3
p
)‖∆˙jv‖qL2((T ∗−δ,T ∗);FLp)
.
∑
j≤0
2jq(3−
3
p
)δ
q
2‖v‖qL∞((T ∗−δ,T ∗);FLp) +
∑
j>0
2jq(2−
3
p
)δ
q
2‖∇v‖qL∞((T ∗−δ,T ∗);FLp) <∞.
Let w = u− v and P¯ is the associated pressure. In the same way as used in the first part of
this section, we know w is a local energy solution of the following equations
(5.9)


∂tw − ν∆w + w · ∇w + v · ∇w + w · ∇v +∇P¯ = 0, (x, t) ∈ R3 × (t0, T ∗),
divw = 0,
w(x, t0) = w(t0),
where v ∈ L∞((0, T ′); FLp) , and w, P¯ satisfy the following estimates:
sup
t0≤t<T ∗
‖w‖L2(R3) + ‖∇w‖L2(R3×(t0,T ∗)) + ‖P¯‖(L2+L 32 )(R3×(t0,T ∗))
≤C(ν, ‖w0‖L2(R3), T ∗, ‖v‖L∞([t0,T ∗];FLp(R3))).
By the same argument used in [21, Proposition 33.2], we can show that
‖w(t)‖2L2uloc(R3\B2R(0)) +
∫ t
0
‖∇w(t′)‖2L2uloc(R3\B2R(0)) dt
′
≤C(ν, ‖w0‖L2(R3), T ∗, ‖v‖L∞([t0,T ∗];FLp(R3)))
(
‖w0‖2L2uloc(R3\B2R(0)) +
1 + logR
R
)
.
So, we conclude that there exists a R > 0, such that for any |x0| > R,
R−20
∫
QR0(x0,T
∗)
(|w|3 + |P¯ | 32) dxdt < ǫ0,
where R0 =
√
2δ and ǫ0 is the constant in Theorem 4.1. Since (w, P¯ ) is a suitable weak
solution to equations (4.1) with v ∈ L∞t L
p
p−1
x (QR0(x0, T
∗)) in QR0(x0, T
∗) and by ε-regularity
criterion in Theorem 4.1, we have w is bounded in (R3 \BR(0))× [T ∗ − δ, T ∗].
Suppose Proposition 5.1 is false. Then u is bounded in a neighborhood of any point in
R
3 × [T ∗ − δ, T ∗]. Since v ∈ L∞(R3 × [T ∗ − δ, T ∗]). Thus, w is bounded in a neighborhood
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of any point in R3 × [T ∗ − δ, T ∗]. By Vitali covering theorem, we know that w is bounded
in BR(0) × [T ∗ − δ, T ∗]. This shows that w ∈ L∞(R3 × [T ∗ − δ, T ∗]). Combining this fact
with w ∈ L∞((0, T ∗);L2) ∩ L2((0, T ∗); H˙1) induces us to claim that
w ∈ L˜2((T ∗ − δ, T ∗);FB˙sp+1p,q (R3)).
Setting w =
∑
j≤0
∆˙jw +
∑
j>0
∆˙jw , w
l + wh, we can easily get that
‖wl‖
L˜2((T ∗−δ,T ∗);FB˙
1+sp
p,q )
. ‖wl‖
L˜2((T ∗−δ,T ∗);FB˙
3
2
2,q)
. δ
1
2‖w‖L∞([t0,T ∗];L2).
Thus, we only need to prove wh ∈ L˜2((T ∗ − δ, T ∗);FB˙sp+1p,q (R3)).
We rewrites
w(x, t) =eν(t−T
∗+δ)∆w(T ∗ − δ) +
∫ t
T ∗−δ
eν(t−τ)∆P(w · ∇w) dτ
+
∫ t
T ∗−δ
eν(t−τ)∆P(w · ∇v + v · ∇w) dτ
,G+B(w,w) + L(w),
and
wh(x, t) =
∑
j>0
∆˙jG+
∑
j>0
∆˙jB(w,w) +
∑
j>0
∆˙jL(w) , G
h +Bh(w,w) + Lh(w).
For Gh, by (2.2), we get
‖Gh‖
L˜2((T ∗−δ,T ∗);FB˙
sp+1
p,q )
≤
( ∑
j≥−1
2jq(2−
3
p
)
) 1
q
‖w(T ∗ − δ)‖FLp <∞.
For Bh(w,w), we have
‖Bh(w,w)‖
L˜2((T ∗−δ,T ∗);FB˙
sp+1
p,q )
.
∑
j≥−1
2
3
2
jq‖∆˙jB(w,w)‖qL2((T ∗−δ,T ∗);L2)
.
∑
j≥−1
2
3
2
jq
∥∥∥ ∫ t
T ∗−δ
e−ν(t−τ)2
2j‖w(τ)‖L∞‖∇w(τ)‖L2 dτ
∥∥∥q
L2((T ∗−δ,T ∗)
.
∑
j≥−1
2−
1
2
jq‖w‖qL∞(R3×(T ∗−δ,T ∗))‖∇w‖qL2((T ∗−δ,T ∗);L2) <∞.
Similarly, we have by the Ho¨lder inequality that
‖Lh(w)‖
L˜2((T ∗−δ,T ∗);FB˙
sp+1
p,q )
.δ
q
2‖∇v‖qL∞(R3×(T ∗−δ,T ∗))‖w‖qL∞((T ∗−δ,T ∗);L2)
+ ‖v‖qL∞(R3×(T ∗−δ,T ∗))‖∇w‖qL2((T ∗−δ,T ∗);L2) <∞.
Collecting above estimates, we get that w ∈ L˜2((T ∗ − δ, T ∗);FB˙sp+1p,q (R3)). This, together
with v ∈ L˜2((T ∗ − δ, T ∗);FB˙sp+1p,q (R3)), gives u ∈ L˜2((T ∗ − δ, T ∗);FB˙sp+1p,q (R3)). According
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the blow-up criterion in Theorem 3.1, u can be extend beyond to t = T ∗, which gives a
contradiction. Then Proposition 5.1 is proved. 
Now we come back to the proof of Theorem 1.1.
Since ρmax <∞, we can choose a sequence u(k)0 ∈ FB˙spp,q(R3) such that T ∗(u(k)0 ) <∞ and
‖u(k)0 ‖FB˙spp,q ց ρmax. According to Proposition 5.1, the mild solution u(k) associated to initial
data u
(k)
0 has a singular point (x
(k), T ∗(u
(k)
0 )). After the following scaling and translation
u
(k)
0 (x)→ 2λku(k)0 (2λk(x− x(k))) and u(k)(x, t)→ 2λku(k)(2λk(x− x(k)), 22λkt)
with λk ∈ Z, the singular point (xk, T ∗(u(k)0 )) becomes (0, 2−2λkT ∗(u(k)0 )). We still denote
the sequence after the above translation and scaling as u(k), so does u
(k)
0 . Then we can
choose a series λk such that T
∗
k , 2
−2λkT ∗(u
(k)
0 ) ∈ (12 , 1) for any k ∈ N. Thus, there exists
a subsequence of λk, still denoted by λk, such that T
∗
k converge to a point t
∗. Still denote
the corresponding subsequence of u(k) by u(k), so does u
(k)
0 . Thus, we can conclude that the
mild solution u(k) associated to initial data u
(k)
0 has a singular point (0, T
∗
k ) with T
∗
k ∈ (12 , 1)
and T ∗k → t∗ as k →∞.
According to ‖u(k)0 ‖FB˙spp,q ց ρmax, we can easily get ‖u
(k)
0 ‖FB˙spp,q ≤ M for some constant
M > 0. According to Lemma 2.3, for any j ∈ Z, we can split u(k)0 into v(k)0 + w(k)0 with
div v
(k)
0 = divw
(k)
0 = 0,
(5.10) ‖v(k)0 ‖FB˙sp˜,q˜ ≤ C2
−jθ‖u(k)0 ‖FB˙spp,q ≤ C2−jθM
and
(5.11) ‖w(k)0 ‖L2 ≤ C2j(1−θ)‖u0‖FB˙spp,q ≤ C2j(1−θ)M,
where sp, s, p, q, p˜, q˜ satisfy (2.4). Moreover, for suitable larger j, u
(k) can be decomposed as
u(k) = v(k)+w(k), where v(k) is a unique local mild solution to (NS) established in Theorem 3.2
stating from v
(k)
0 on R
3× (0, 1) and (w(k), P¯ (k)) is the energy weak solution of equations (4.1)
on R3 × (0, T ∗k ) with v replaced by v(k) associated to initial data w(k)0 . Due to Remark 3.4,
v(k) satisfies for any (α, η) ∈ {0, 1} × [1, p],
(5.12) sup
0≤t≤1
t
α
2
− s
2
+ 3
2η
− 3
2p˜‖∇αv(k)‖FLη ≤ C(M, j).
Form (5.12), we can easily get that for any multiindex α satisfying |α| = 0, 1, 2, Dαv(k) is
uniformly bounded in L∞([δ, 1];L∞(R3)) for any 0 < δ < 1 and v(k) is uniformly bounded in
Lr([0, 1]; L
p˜
p˜−1 (R3)))2 with 2
r
+ 3(p˜−1)
p˜
= 1. This, together with the facts that v(k) satisfies
∂tv
(k) − ν∆v(k) + P(v(k) · ∇v(k)) = 0
on (0, 1)× R3, entails that
‖∂tv(k)‖L∞([δ,1];L∞) ≤ C(M, j).
By Ascoli-Arzela theorem, there exist a subsequence of v(k), still denoted by v(k), and v such
that
v(k)
∗
⇀ v in Kˆsp˜(1), v
(k) → v in Cloc(R3 × (0, 1]), v(k)0 ⇀ v0 in FB˙sp˜,q˜(R3).
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In addition, we have
‖ν∆v(k)‖
Lr([0,1];W
−2,
p˜
p˜−1 )
+ ‖P(v(k) · ∇v(k))‖
L
r
2 ([0,1];W
−1,
2p˜
p˜−1 )
≤ C,
which implies ∫
R3
v(k)(t)ϕ dx −→
∫
R3
v(t)ϕ dx in C([0, 1]),
for any ϕ ∈ D(R3). According to the above convergence, we can say that v ∈ Kˆsp˜(1) is a
unique mild solution of equations (NS) on R3 × (0, 1) with initial data v0 ∈ FB˙sp˜,q˜(R3).
By Proposition 4.10, there exists a local energy solution (w˜(k), P˜ (k)) to equations (4.1) on
R
3×(0, 1) with initial data w(k)0 associated to v(k), satisfying w(k) = w˜(k) on [0, T k]. By using
estimates (5.11) and (5.12), we can easily get
sup
0≤t≤1
‖w(k)(t)‖2L2 + ν
∫ 1
0
‖∇w(k)‖2L2 dτ + ‖P˜ (k)‖L2(R3×(0,1))+L3/2(R3×(0,1)) ≤ C(M, j).
From equations (4.1), we can get that {∂tw(k)}k is uniformly bounded in L3/2((0, 1);H−2).
Moreover, for any r > 0,
H1x(Br) →֒→֒ L3/2x (Br) →֒ H−2x (Br)
and H1x(B1) is reflexive. Thus, by Aubin-Lions Lemma in Chapter 5 of Seregin [26], we
obtain that {w(k)}k is compact in L3/2(Br × (0, 1)) for any r > 0. By interpolation between
L∞((0, 1);L2(Br) and L
2((0, 1); H˙1(Br)), we have {w(k)}k is bounded in L10/3(Br × (0, 1)).
Hence, we conclude that w(k) is compact in L3(Br × (0, 1)). Therefore, there exists a sub-
sequence of (w˜(k), P˜ (k), v(k)), still denoted by (w˜(k), P˜ (k), v(k)), and a suitable weak solution
(w, P¯ ) to equations (4.1) associated to v such that
• in w˜(k) ∗⇀ w in L∞([0, 1];L2) and w˜(k) ⇀ w in L2((0, 1); H˙1)
• w˜(k) ⇀ w0 in L2
• w˜(k) → w in L3loc(R3 × [0, 1]) and P˜ (k) ⇀ P¯ in L
3
2 (R3 × [0, 1]) + L2(R3 × [0, 1])
• w is weakly continuous in L2 with respect to t ∈ [0, 1].
Whit the above convergence, one can easily deduce that (w, P¯ ) is a suitable weak solution to
(4.4) associated to v on R3× (0, 1). By stability of singularity in Proposition 4.8, we can say
w has a singular point (0, t∗). In addition, by Proposition 4.9, there exists a 0 < γ <
s−sp˜
2θ
such that for any 0 < t << 1,
‖w˜(k) − eν∆tw(k)0 ‖L2 ≤ C(M)
(
tγ(1−θ) + t
s−sp˜−γθ
2
)
.
So, we have that for any 0 < t << 1
‖w(t)− eν∆tw0‖L2 ≤ lim inf
k→∞
‖w˜(k)(t)− eν∆tw(k)0 ‖L2 ≤ C(M)
(
tγ(1−θ) + t
s−sp˜−γθ
2
)
,
which implies that lim
t→0+
‖w(t)−w0‖L2 = 0. This together with the above convergence enables
us to conclude that w is a local energy solution to equations (4.1) on R3 × (0, 1).
Let u ∈ C([0, T ∗);FB˙spp,q) and v˜ ∈ C([0, T2);FB˙sp˜,q˜), be the unique mild solution established
in Theorem 3.1 or Theorem 3.2 starting from u0 and v0, respectively. By the uniqueness,
we have v = v˜ on R3 × (0, 1) and T2 ≥ 1. Set w˜ = u − v, we have by Proposition 4.10 that
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w˜ = w on R3 × (0,min{T ∗, 1}) which implies u = v +w on R3 × (0,min{T ∗, 1}). Since w is
singular at t∗ < 1, one has T ∗ ≤ t∗ < 1. Relying on the definition of ρmax, we have that
ρmax ≤ ‖u0‖FB˙spp,q ≤ lim infk→∞ ‖u
(k)
0 ‖FB˙spp,q ≤ ρmax.
Thus ‖u0‖FB˙spp,q = ρmax and ‖u
(k)
0 ‖FB˙spp,q → ‖u0‖FB˙spp,q . This, together with the fact that
FB˙
sp
p,q(R3) is a uniformly convex Banach space, gives u
(k)
0 → u0 in FB˙spp,q(R3).
Case 2: 2/3 ≤ p ≤ ∞ and 2 < q <∞.
Since q > 2, by Lemma 2.2, for any j ∈ Z, we can split u0 ∈ FB˙2−
3
p
p,q (R3) into f0 + g0
satisfying div f0 = div g0 = 0 and
‖f0‖
FB˙
2− 3p
p,2
≤ C2−jθ‖u0‖
FB˙
2− 3p
p,q
, ‖g0‖
FB˙
2− 3p
p,q1
≤ C2j(1−θ)‖u0‖
FB˙
2− 3p
p,q
,
where 1
q
= θ
q1
+ 1−θ
2
= 1 and θ ∈ (0, 1).
From Theorem 3.1, we can choose a j ∈ Z small enough such that there exists a unique
global in time mild solution g ∈ C([0,∞); FB˙2−
3
p
p,q1 ) ∩ L˜r([0,∞); FB˙
2− 3
p
+ 2
r
p,q1 ) with r ∈ [1,∞)
to (NS) starting from g0. Thanks to FB˙
2− 3
p
p,2 (R
3) →֒ FB˙2−
3
p
p,q (R3) →֒ FB˙2−
3
p
p,q1 (R
3) and Lemma
2.5, we can deduce that
f , NS(u0)− g ∈ C
(
[0, T ∗(u0)); FB˙
2− 3
p
p,2
)
∩ L˜rloc
(
[0, T ∗(u0)); FB˙
2− 3
p
+ 2
q
p,2
)
, ∀r ∈ (1,∞),
satisfies the following equations:
(5.13)


∂tf − ν∆f + f · ∇f + f · ∇g + g · ∇f +∇Q = 0,
div f = 0,
f(x, 0) = f0.
Note that T ∗(u0) is also the maximal existence time of f . To prove Theorem 1.1, we only
need to prove the existence of minimal blow-up initial data to problem (5.13) in FB˙
2− 3
p
p,2 (R
3)
with p ≥ 3/2.
Following the method developed by Gallagher and Planchon [15], and using Bony-paraproduct
decomposition, we have
(a, b, c) ∈ E ×E × Lq
(
(0, T ); FB˙
2− 3
p
p,q (R
3)
)
7−→
∫ T
0
∫
R3
(a · ∇b) · c dxdτ,
is continuous for any p ≥ 3/2 and 1 ≤ q < ∞. Then, we can translated the existence of
minimal blow-up initial data to problem (5.13) in FB˙
2− 3
p
p,2 (R
3) into the existence of minimal
initial data to (NS) in FB˙
2− 3
p
p,2 (R
3).
Hence, it is suffices to show Theorem 1.1 in FB˙
2− 3
p
p,2 (R
3). By embedding theorem, one has
FB˙
2− 3
p
p,2 (R
3) →֒ L2uloc(R3).
By Remark 4.12 and existence of singularities, we can get the desired result by repeating
the same process as used in Case 1 without decomposition.
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Case 3: 2/3 ≤ p ≤ ∞ and 1 ≤ q ≤ 2.
Since 1 ≤ q ≤ 2, by embedding theorem, we immediately have
FB˙
2− 3
p
p,q (R
3) →֒ L2uloc(R3).
By Remark 4.12 again and existence of singularities, we can get the required result by
Mimicking the proof in Case 1 without decomposition.
Theorem 1.1 is thus proved. 
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