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ABSTRACT
Preservation of bounded geometry under transformations of metric spaces
by
Xining Li
Chair: Nageswari Shanmuglingam
In the theory of geometric analysis on metric measure spaces, two properties of
a metric measure space make the theory richer. These two properties are the dou-
bling property of the measure, and the support of a Poincare´ inequality by the metric
measure space. The focus of this dissertation is to show that the doubling property
of the measure and the support of a Poincare´ inequality are preserved by two trans-
formations of the metric measure space: sphericalization (to obtain a bounded space
from an unbounded space), and flattening (to obtain an unbounded space from a
bounded space). We will show that if the given metric measure space is equipped
with an Ahlfors Q-regular measure, then so are the spaces obtained by the spheri-
calization/flattening transformations. We then show that even if the measure is not
Ahlfors regular, if it is doubling, then the transformed measure is still doubling. We
then show that if the given metric space satisfies an annular quaisconvexity property
and the measure is doubling, and in addition if the metric measure space supports a
p-Poincare´ inequality in the sense of Heinonen and Koskela’s theory, then so does the
transformed metric measure space (under the sphericalization/flattening procedure).
vii
Finally, we show that if we relax the annular quasiconvexity condition to an analog
of the starlike condition for the metric measure space, then if the metric measure
space also satisfies a p-Poincare´ inequality, the transformed space also must satisfy a
q-Poincare´ inequality for some p ≤ q <∞. We also show that under a weaker version
of the starlikeness hypothesis, support of∞-Poincare´ inequality is preserved under the
sphericalization/flattening procedure. We also provide some examples to show that
the assumptions of annular quasiconvexity and the various versions of starlikeness
conditions are needed in the respective results.
viii
CHAPTER I
Introduction
Many key results in the study of partial differential equations and in the study of
quasiconformal mappings in the classical (Euclidean, Riemannian) setting use Sobolev
spaces of functions as a key tool. From the recent development of analysis of qua-
siconformal and quasisymmetric mappings between less smooth metric spaces and
associated nonlinear potential theory in metric measure spaces, much of these key
results were found to hold in the metric setting when the measure on the metric
measure space satisfies a doubling property and a Poincare´ inequality. The doubling
property of the measure means that the measure of a ball is comparable to the mea-
sure of a concentric ball of twice its radius. The Poincare´ inequality, which gives a
way to connect the variance of a function on a ball in terms of its energy on, perhaps
an enlarged, concentric ball. Such an inequality gives a way to control the large-scale
behavior of the function on the metric space in terms of its small-scale asymptotic
behavior, given by its energy, a version of its derivative. The works [62], [36], [37],
[32], [59], [60], [52], [18], [33], [39], [49], [35], [17], [31], [42], [43], [44], [55], [56], [14],
[9], [45], [46], [16], [15], [4], [3], [2], [1], [8], [6], [5], [7], [53], [48], [61], [50], [11], [13],
[12], [41], [34], [54], and [22] are but a sampling of papers on this topic. The study
of potential theory in the metric setting also arose independently from the need to
understand sub-elliptic differential operators in the Euclidean setting and from the
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need to understand Euclidean spaces equipped with a measure obtained via non-
smooth weights on the space; a good survey of this can be found in [13], [14], [21],
[28], and [34]. The classes of weights so-studied arise naturally from the study of
harmonic analysis (Muckenhoupt weights, see [14] and [35]) and weights that arise
as the Jacobian of a quasiconformal mapping (these form a strict sub-class of strong
A∞-weights, see [35]) and a priori have no smoothness properties. Thus the study of
these weights also benefits from analysis in metric measure spaces.
From the discussion in the above paragraph, it is clear that there is a rich theory of
analysis in metric measure spaces equipped with a doubling measure and supporting
a Poincare´ inequality. Therefore it is important to identify those metric measure
spaces that have these two properties. The paper [10] considered metric spaces,
equipped with a class of weights that are called conformal weights, that is, weights
that are continuous and satisfy a certain Harnack-type inequality. The papers [20]
and [40] considered a smaller class of weights from [10], and this smaller class of
weights lead to the transformation of the metric space into its sphericalization and
flattening. Those two transformations are analogs of the stereographic projection of
the Euclidean space Rn into the n-sphere Sn and vice versa. In the present thesis, we
explore the preservation of the doubling property of the measure, and the preservation
of the property of supporting a Poincare´ inequality under the two transformations.
In order to consider Poincare´ inequalities, we have to associate a function on the
metric space and a version of its gradient. Given a function u on a metric space X,
there are several ways of generalizing the gradient |∇u|. In [29] Haj lasz introduced
one type of a pointwise gradient, see [29], [30], [29] and [31] for information regarding
this. This notion of gradient, while giving us control over the pointwise behavior of
the function, is not so desirable because it fails to be local in nature; if the function
is constant on an open set, then we should be able to choose a gradient that is
zero on that open set as well. Therefore, in this thesis, we will consider another
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type of generalization of gradient |∇u|, namely, the upper gradient g introduced by
Heinonen and Koskela in [38], which is called very weak gradient there. This notion
of upper gradient has the desired locality property, but the pointwise control of the
function in terms of the gradient is in general not valid. This is where the role of the
Poincare´ inequality comes in. If the metric space has an adequate number of curves
(in the sense of modulus, see for example [38]), then the space supports a Poincare´
inequality and this inequality allows us to gain control over the pointwise behavior
of the function in terms of its upper gradients. It turns out that if the metric space
supports a p-Poincare´ inequality, then for functions that have an upper gradient in
the class Lp, all notions of gradients lead to comparable theories, see [50] and [57] for
more on this.
The study of topology concerns itself with the classification of topological spaces
according to homeomorphism classes. In geometric analysis, we desire local con-
trol over such homeomorphisms, and hence in geometric analysis metric spaces are
classified according to various types of homeomorphisms: rough quasiisometries,
quasiMo¨bius, quasiconformal, quasisymmetric, biLipschitz, and isometric mappings.
In [38], the authors considered the preservation of the Loewner property under qua-
sisymmetric mappings, but they needed to assume that both the preimage and image
space are Ahlfors regular. It was shown there that for Ahlfors Q-regular metric mea-
sure spaces, the property of being a Q-Loewner space and the property of supporting
a Q-Poincare´ inequality are equivalent. In [48] a characterization of quasiconformal
mappings between two Ahlfors Q-regular metric spaces supporting a 1-Poincare´ in-
equality was given in terms of the mapping being in a suitable Sobolev class and
preserving measure densities of Borel subsets. Therefore in this thesis we will also
consider the preservation of Ahlfors Q-regularity under the sphericalization and flat-
tening transformation.
In the thesis, we will explore the preservation of the above-mentioned properties
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under sphericalization and flattening. As is known, there are many results studying
the preservation properties under quasiconformal mappings, see for example [38], [59],
[62], and [48]. However, the transformation of sphericalization and flattening are not
quasiconformal, they are quasiMo¨bius maps (that is, they quasi-preserve absolute
cross-ratios of four points, unlike quasisymmetric mappings which consider triples
of points), see [19, Lemma 2.2] and[40]. It was shown in [63] that a quasisymmetric
mapping is necessarily a quasiMo¨bis map and that a quasiMo¨bius map is quasiconfor-
mal. Unlike quasisymmetric mappings, quasiMo¨bius mappings are generalizations of
Mo¨bius transformations, which implies that quasiMo¨bius maps could map a bounded
metric space to an unbounded metric space, or vice versa. Therefore, the result that
the Loewner property is a quasisymmetirc invariant does not apply for quasiMo¨bius
maps. Therefore, we have to develop a different way to investigate the preservation
properties. For more results and information about the quasiMo¨bius maps and the re-
lation between quasiMo¨bius mapping and quasisymmetric mapping, the reader could
refer to [19], [63], [64], and [65].
The original idea of sphericalization and flattening is from the works of Bonk and
Kleiner [19] (for sphericalization, see page 6 of that paper), Balogh and Buckley [10]
and Buckley, Herron and Xie [20]. The sphericalization and flattening metric trans-
formations come from suitable conformal deformations in the sense of [10]. These
deformations are generalizations of the quasi hyperbolic metric considered in [17], see
also [10]. It was shown in [20] that sphericalization and flattening are dual transfor-
mations in the sense that if one starts from a bounded metric space, then performs
a flattening transformation followed by a sphericalization transformation, then the
resulting metric space is biLipschitz equivalent to the original space. Furthermore,
starting from an unbounded metric space, the performance of sphericalization followed
by a flattening transformation leads to a metric space that is biLipschitz equivalent
to the original. See Propositions 3.7–3.9 of [20] for these results. These two trans-
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formations are generalizations of the stereographic projection between the Euclidean
space and the Riemann sphere. However, in [10], [20] and [40] only metric transfor-
mations are considered, but it is unclear how the measure changed within the metric
transformations. In this thesis we also propose two transformations of the measure,
one corresponding to sphericalization and the other to flattening.
In the present thesis, two properties are considered. The first one is the preser-
vation of measure. In our results, to deduce to preservation of measure, no further
assumption such as quasiconvexity and annular quasiconvexity is needed. On the
other hand, to prove the preservation of Poincare´ inequality we need further assump-
tions. As shown in [47], if a metric space supports a p-Poincare´ inequality with p
small enough, then the space is annular quasiconvex. Therefore, it seems to be rea-
sonable to assume that the given metric spaces has annular quasiconvexity. In [20],
the preservation of the properties of quasiconvexity and annular quasiconvexity to-
gether was proven. Hence, the assumptions of annular quasiconvexity of the original
metric space suffices to show the preservation of p-Poincare´ inequality for p ≥ 1. In
the last chapter, a weaker assumption is proposed, namely, the radial starlike and
meridian starlike properties. The notion of starlikeness properties originated from
complex analysis. In [17], there is a concept called roughly starlike, which inspired
our idea of radial starlike and meridian starlike properties. With the assumption of
such starlikeness properties the∞-Poincare´ and the p-Poincare´ for p sufficiently large
can be shown to be preserved.
The thesis is organized as follows. In Chapter 2 we will introduce the notations
and concepts used in the thesis. In Chapter 3, the preservation of the doubling and
Ahlfors regularity properties of measures are discussed. In Chapter 4, the preservation
of p-Poincare´ inequality is considered under the assumption of annular quasiconvexity.
In Chapters 5 and 6, the radial starlike and meridian starlike properties are used to
prove the preservation of ∞-Poincare´ and p-Poicare´ inequalities.
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The results in the first part of the thesis have appeared in the paper [51], while
the results in the second part of the thesis appear in the paper [25] (submitted) and
in the paper [26] (in preparation).
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CHAPTER II
Background and definitions
In this chapter we gather together the key notions, definitions, and notations that
will be used throughout this thesis. Most of these notions are established in current
existing literature on analysis in metric spaces; however, the notions of radial starlike
quasiconvexity and meridian starlike quasiconvexity are new. These two new notions
are motivated by the well-known notion of starlikeness in Complex Function Theory
as found in [23], [58], and [17]. Naturally our viewpoint in the subject is guided
by notions that are currently used in the area of Geometric Analysis, but due to
the extensive nature of the current literature on the subject we do not provide an
exhaustive reference list. However, we will list some sample references for interested
readers.
2.1 Metric Measure Space
In this section we gather together the notions and notations related to metric
measure spaces that are used throughout the thesis. We introduce all of the concepts
used in the thesis and connect them to the well-known concepts in Euclidean spaces
or Hyperbolic spaces.
In this thesis (X, d) denotes a complete metric space. A ball centered at x ∈ X of
radius r > 0 is denoted as B(x, r). If we don’t need to explicitly indicate the center
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and the radius of the ball, the ball can be denoted as B. In addition, if we have
denoted a ball B with radius r previously, then CB is a ball with the same center as
B and with radius Cr.
2.1.1 Measure
Let (X, d, µ) be a metric space, with a Borel measure µ on X. Within this the-
sis, we will require the measure to satisfy the doubling property, i.e. there exists a
constant Cµ such that
µ(2B) ≤ Cµµ(B) (2.1)
for all balls B. Condition (2.1) implies that there are constants C > 0 and s > 0,
depending only on Cµ, such that
µ(B(x, r))
µ(B(y,R))
≥ C−1
( r
R
)s
(2.2)
whenever 0 < r ≤ R and x ∈ B(y,R). The choice of s = log2(Cµ) works in the above
inequality, but sometimes a smaller choice of s may be possible. See [33] for a proof
of this. We also say that X has a relative lower volume decay of order s > 0.
Should X be uniformly perfect (that is, there is some C ≥ 1 such that whenever
x ∈ X and r > 0 such that X \ B(x, 2r) is nonempty, then B(x,Cr) \ B(x, r/C) is
nonempty) and µ be doubling, then there is a constant s1 > 0 such that
µ(B(x, r))
µ(B(y,R))
≤ C
( r
R
)s1
, (2.3)
whenever 0 < r ≤ R and x ∈ B(y,R). In general s1 ≤ s.
A metric space is said to be Ahlfors Q-regular if there exist Q > 0 and CA ≥ 1
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such that for all x ∈ X and r > 0,
1
CA
rQ ≤ µ(B(x, r)) ≤ CArQ. (2.4)
Notice that Ahlfors regular measures are necessarily doubling. For instance, the
Euclidean space Rn with Lebesgue measure satisfies the Ahlfors regular property
with Q = n. For more about Ahlfors regular spaces, we refer the reader to [33], [32]
and [39].
2.1.2 Curves
Given a continuous map (also known as a curve) γ : I → X, where I = [a, b] for
some a, b ∈ R with a < b, we denote the length of γ by
`d(γ) = sup
n−1∑
k=0
d(γ(tk), γ(tk+1)),
where the supremum is over all finite partitions a = t0 < t1 < · · · < tn = b. If the
metric d is clear from the context, then we denote `(γ). If `d(γ) < ∞, we call γ a
rectifiable curve.
For a rectifiable curve γ : [a, b] → X, let sγ : [a, b] → [0, `(γ)] be the associated
length function. That is, sγ(t) = `(γ|[a, t]). There exists a unique (1-Lipschitz con-
tinuous) map γs : [0, `(γ)] → X such that γ = γs ◦ sγ. The curve γs is called the arc
length parametrization of γ. If γ is a rectifiable curve in X, the line integral over γ of
a Borel function ρ : X → [0,∞] is defined by
λρ(γ) =
∫
γ
ρds =
`(γ)∫
0
(ρ ◦ γs)(t)dt. (2.5)
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2.1.3 Quasiconvexity and annular quasiconvexity
A metric space (X, d) is said to be C-quasiconvex if there exists C > 0 such that
for every pair of points x, y ∈ X there exists a rectifiable curve γ connecting x and y
with
`(γ) ≤ Cd(x, y).
In addition to the notion of the quasiconvexity, we have another concept, called
annular quasiconvexity. A metric space (X, d) is A-annular quasiconvex whenever
A ≥ 1, a ∈ X and radius r > 0, and whenever x, y ∈ B(a, r) \B(a, r/2), there exists
a rectifiable curve γ connecting x and y such that γ ⊂ B(a,Ar) \ B(a, r/A) and
`(γ) ≤ Ad(x, y). While the notion of quasiconvexity is well-established in geometry,
the notion of annular quasiconvexity is more recent. A weaker version of this notion
appeared in the paper [32], but the version that appears in this paper is originally
due to Korte [47] and is now well-established, see for example [20].
2.1.4 Radial starlike quasiconvexity and meridianlike quasiconvexity
The concept of radial starlike quasiconvexity is a generalization of roughly starlike
property from complex function theory, see for example [17].
Definition 2.1.5. A metric space (X, d) is said to be K-radial starlike quasiconvex
with respect to a base point a ∈ X if there exists a constant K ≥ 1 and radius
r0 > 0 such that for every r > r0 and x ∈ B(a, r) \ B(a, r/2), there exists a base-
point quasiconvex ray γa∞ and a point y ∈ γa∞ with a quasiconvex curve γxy ⊂
B(a,Kr) \B(a, r/K) connecting x and y with
`(γxy) ≤ Kd(y, a). (2.6)
Here we say that a ray γ : [0,∞)→ X with γ(0) = a is base-point quasiconvex if
for each z ∈ |γ|, `(γaz) ≤ Cd(a, z).
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The concept of meridianlike quasiconvexity of bounded spaces will be seen to
be associated to the concept of radial starlike quasiconvexity of unbounded spaces.
Indeed, we will show that sphericalization of unbounded spaces having a radial starlike
quasiconvexity property will result in a bounded space endowed with meridianlike
quasiconvexity, and vice versa.
In fact, these two concepts are dual to each other via the dual transformations
of sphericalization and flattening; this duality will be shown in Lemma 5.2.3 and
Lemma 5.2.4.
Definition 2.1.6. A (bounded) space (X, d) is K-meridianlike quasiconvex with
respect to a base point c ∈ X if there exists a constant K ≥ 1, a point a ∈ X and a
small radius r0(K) = r0 > 0 such that for every x ∈ B(c, r) \ B(c, r/2) with r0 < r
there exist a double base-point quasiconvex curve γac, a point y ∈ γac and a curve
γxy ⊂ B(c,Kr) \B(c, r/K) connecting x to y such that
`(γxy) ≤ Kd(y, c). (2.7)
Here we said a curve γac is double base-point quasiconvex if for all z ∈ γ, we have
`(γcz) ≤ Cd(c, z) and `(γaz) ≤ Cd(a, z)
Remark 2.1.7. In the proofs, the point a ∈ X will be the point for which d(a, c) =
supz∈X d(c, z). Observe also that meridianlike quasiconvexity implies that c is not
a cut point of X, that is, X \ {c} is necessarily connected. Additionally, when
0 < r  d(a, c) and x ∈ B(c, r), we have d(x, a) ≈ d(a, c). Indeed, for x ∈ B(c, r),
we have that
2d(a, c) > d(a, c) + d(x, c) ≥ d(a, x) ≥ d(a, c)− d(x, c) ≥ d(a, c)− r ≈ d(a, c). (2.8)
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2.2 Concepts of First-order Calculus
2.2.1 Upper gradient
The idea of upper gradient is from generalizing the fundamental theorem of cal-
culus, and is due to Heinonen and Koskela [32].
Given an Euclidean domain, we can consider the weak gradient of a function in the
sense of distributions; a function has a weak gradient when its distributional derivative
is given by a locally integrable function in the domain. But in a metric measure space,
the notion of distributional derivative does not make sense. Therefore, in the metric
setting we consider the following notion of upper gradients as a substitution for weak
gradients. We refer to [33] and [55] for more details.
Definition 2.2.2. Given a Lipschitz function u on (X, d), we say that a nonnegative
Borel function g is an upper gradient of u if for all x, y ∈ X and every rectifiable
curve γ connecting x and y, we have
|u(x)− u(y)| ≤
∫
γ
g(γ(s))ds.
Here, we require the integral of the right hand side to be ∞ if one of |u(x)|, |u(y)|
is infinite.
2.2.3 Poincare´ inequalities
The Poincare´ inequality gives control of the behavior of oscillations of functions
on the space by the use of the energy of the functions. For more relevant literature,
we recommend [31] and [32].
Definition 2.2.4. Let (X, d, µ) be a metric measure space with a doubling measure
µ. Given 1 ≤ p < ∞, we say that (X, d, µ) admits a weak p-Poincare´ inequality if
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there exist constants λ,C ≥ 1 such that
−
∫
B
|u− uB|dµ ≤ Crad(B)
(
−
∫
λB
gpdµ
) 1
p
(2.9)
for all balls B in X, for all Borel functions u on X, and for all upper gradients g of
u, where rad(B) denotes the radius of B.
Here, and in what follows, we will use the notation
uB = −
∫
B
udµ =
1
µ(B)
∫
B
udµ
to represent the mean value of u in B. Notice that the mean value could be different
if we choose a different measure.
Remark 2.2.5. From the result [42, Theorem 2], we know that if 1 ≤ p <∞ and X
is complete, then (2.9) holds for all measurable function-upper gradient pairs if and
only if (2.9) holds for all Lipschitz functions and their upper gradients.
Analogously, we can consider the ∞-Poincare´ inequality as follows.
Definition 2.2.6. Let (X, d, µ) be a metric space equipped with a doubling measure.
(X, d, µ) is said to support a weak ∞-Poincare´ inequality if there exist constants
λ,C ≥ 1 such that for all balls B ⊂ X, for all functions u on X and all upper
gradient g of u, we have
−
∫
B
|u− uB|dµ ≤ Crad(B)||g||L∞(λB) (2.10)
Here, unlike in the case of p-Poincare´ inequality for finite p, it is not enough to
require (2.10) for Lipschitz functions and their upper gradients; the Sierpinski carpet
for example supports (2.10) for Lipschitz functions, but fails to support (2.10) for
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all measurable function–upper gradient pairs; see for example [24]. Recall here the
following characterization of the∞-Poincare´ inequality, which is intimately connected
to quasiconvexity.
Theorem 2.2.7. ([24, Theorem 3.1.]) Suppose that X is a locally complete met-
ric space supporting a doubling Borel measure µ. Then the following conditions are
equivalent:
(a) X supports an ∞-Poincare´ inequality.
(b) There is a constant C ≥ 1 such that, for every null set N of X, and for every
pair of points x, y ∈ X there is a C-quasiconvex path γ in X connecting x to
y with γ /∈ Γ+N , that is, L 1(γ−1(γ ∩ N)) = 0, where L denotes the Lebesgue
measure.
For more relevant information about the ∞-Poincare´ inequality, the readers can
refer to [24] and [27].
2.3 Transformations of Metric Measure Spaces
2.3.1 Sphericalization and flattening
The concept of sphericalization and flattening are natural analogs of the stereo-
graphic projection between the Riemann sphere and the complex plane. Recall that
the sphericalization of the Euclidean space Rn equipped with the chordal metric χ is
given by
χ(x, y) =
2|x− y|√
1 + |x|2√1 + |y|2 ,with x, y ∈ Rn.
Here Rn is originally equipped with the Euclidean metric | ·−·|, and then transformed
under sphericalization to have the chordal metric χ. A metric space X is called
locally compact if for x ∈ X, there exists a neighborhood V of x such that V¯ is
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compact. Assume X to be locally compact. If X is in addition unbounded, we
denote X˙ = X ∪ {∞} as its one-point compactification.
Definition 2.3.2 (sphericalization). Given a complete unbounded metric space (X, d)
and a base point a ∈ X, we can consider the one-point compactification X˙ = X∪{∞}.
We consider the following density function da : X˙ × X˙ → [0,∞) defined by
da(x, y) =

d(x,y)
[1+d(x,a)][1+d(y,a)]
if x, y ∈ X,
1
1+d(x,a)
if x ∈ X, y =∞,
0 if x =∞ = y.
(2.11)
Although da is not a metric since it is possible to violate the triangular inequality,
there exists a metric dˆa on X˙ whose metric topology agrees with the topology of X˙
and satisfying
1
4
da(x, y) ≤ dˆa(x, y) ≤ da(x, y) (2.12)
for all x, y ∈ X˙ (see [19, Lemma 2.2]). The metric is generated as follows:
dˆa(x, y) = inf
x=x0,x1,...,xk,xk+1=y
k∑
j=0
da(xj, xj+1),
where the infimum is taken over all finite sequences x = x0, x1, . . . , xk, xk+1 = y from
X˙.
Remark 2.3.3. Observe that for each x, y ∈ X we always have da(x, y) ≤ 1. There-
fore dˆa(x, y) ≤ 1, that is, X˙ has diameter at most 1.
Definition 2.3.4. The metric space (X˙, dˆa) is said to be the sphericalization of (X, d).
Since dˆa is 4-biLipschitz equivalent to da, and since there is no closed form formula
for dˆa, for convenience we will use da in defining balls in X˙. Balls in X˙, with respect
to da, will be denoted Ba = Ba(x, r), while the balls in X, with respect to the original
metric d, will be denoted B = B(x, r).
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The paper [10] studied several ways of sphericalizing an unbounded metric space
via conformal deformations of the original metric by using a class of density func-
tions, called sphericalizing functions. The density function da in the definition of
sphericalization as considered above satisfies the condition of a sphericalizing func-
tion g(t) = (1 + t)−2 as in [10]. Because g is continuous on X, it can be seen that if
X is quasiconvex, then the length metric (stemming from the above choice of g) as
considered in [10, Section 2] is biLipschitz equivalent to the definition of dˆa as con-
sidered above. Here the biLipschitz constant depends solely on the quasiconvexity
constant of X.
In the case that (X, d) is a rectifiably connected unbounded metric space, set
ρ0 : X → [0,∞] to be the Borel function defined by
ρ0(x) =
1
[1 + d(x, a)]2
. (2.13)
Given a rectifiable curve γ in X, let γs : [0, `(γ)]→ X be its arc length parametriza-
tion with respect to the original metric d. Under sphericalization γ corresponds to
γ˙ : [0, `(γ)]→ X˙ defined by γ˙(t) = γ(t). If γ is a curve in X, by an abuse of notation
we will denote the corresponding curve in X˙ also by γ. The length `dˆa(γ) of γ with
respect to the metric dˆa is equal to λρ0(γ) given by (2.5), that is,
`dˆa(γ) = λρ0(γ) =
∫
γ
ρ0ds =
`(γ)∫
0
1
[1 + d(γs(t), a)]2
ds(t) ≤ `(γ). (2.14)
This follows from [10, Proposition 2.6]. In particular, γ is rectifiable with respect to
the metric dˆa if it is rectifiable with respect to the original metric d.
Theorem 2.3.5 (Buckley–Herron–Xie). Suppose (X, d) is A-quasiconvex and annu-
lar A-quasiconvex. Then (X˙, dˆa) is A
′-quasiconvex and is A′-annular quasiconvex,
where A′ depends only on A and a. Conversely, if (X˙, dˆa) is A-quasiconvex and A-
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annular quasiconvex for some a ∈ X, then there is a constant A′′, depending only on
A and a, such that (X, d) is A′′-quasiconvex and A′′-annular quasiconvex.
The operation of flattening, which is dual to the procedure of sphericalization,
can be defined analogously. We consider bounded metric spaces for the flattening
procedure by removing a point to construct the unbounded metric space.
Definition 2.3.6 (flattening). Given a complete bounded metric space (X, d) with a
base point c ∈ X, we consider the metric space Xc = X \{c}, with a density function
dc : Xc ×Xc → [0,∞) defined by
dc(x, y) =
d(x, y)
d(x, c)d(y, c)
if x, y ∈ Xc.
Just as in the case of sphericalization, the density function dc is not a metric, but
by [20, Lemma 3.2], we have a metric space (Xc, d¯) associated to dc with
1
4
dc(x, y) ≤ d¯(x, y) ≤ dc(x, y)
for all x, y ∈ Xc. The metric d¯ is defined as
d¯(x, y) = inf
x=x0,x1,...,xk,xk+1=y
k∑
j=0
dc(xj, xj+1),
where the infimum is taken over all the finite sequences x = x0, x1, . . . , xk, xk+1 = y
from Xc.
Definition 2.3.7. The metric space (Xc, d¯) is said to be a flattening of (X, d). Balls
in Xc, with respect to the “metric” dc, will be denoted Bc(x, r), while the balls in X,
with respect to the metric d, will be denoted as usual by B(x, r).
Theorem 2.3.8 (Buckley-Herron-Xie). If (X, d) is A-quasiconvex and annular A-
quasiconvex and c ∈ X, then (Xc, d¯) is A′-quasiconvex and A′-annular quasiconvex,
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with A′ depending solely on A. Conversely, if (Xc, d¯) is A-quasiconvex and annular
A-quasiconvex, then (X, d) is A′′-quasiconvex and annular A′′-quasiconvex, with A′′
depending soely on A.
In both Theorem 2.3.5 and Theorem 2.3.8, the annular quasiconvexity is essential
in order to conclude that the transformed space is quasiconvex. As Examples 5.1.7
and 5.2.8 in this thesis show, without annular quasiconvexity, even the quasiconvexity
of the given space is not sufficient for us to conclude that the transformed space is
quasiconvex. In the last chapter of this thesis we will give an alternate condition,
namely a version of starlikeness together with the support of ∞-Poincare´ inequality,
that will also guarantee that the transformed space is quasiconvex even if the original
space is not annular quasiconvex.
Note that if a metric space is connected, and if it is annular quasiconvex then
necessarily it is also quasiconvex.
2.3.9 The measure corresponding to metric spaces under sphericalization
and flattening
Definition 2.3.2 and Definition 2.3.6 dealt with how the metric on X changed un-
der the sphericalization and flattening transformations. In this thesis we will mainly
focus on the preservation of Poincare´ inequalities under sphericalization and flatten-
ing, and so we also need to transform the measure on X in a manner compatible with
the change in the metric. Given that the canonical map that identifies X with its
transformed space need not in any sense be considered to have a measure-theoretic
“Jacobian” with respect to which the measure can be considered to be transformed,
we need to explicitly give the transformed measure. This is the focus of the current
subsection.
Definition 2.3.10. Suppose (X, d) is proper space equipped with a Borel-regular
measure µ such that the measures of non-empty open bounded sets are positive and
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finite. We consider the measure µa defined on X˙ as follows. For A ⊂ X˙, the measure
µa(A) is given by
µa(A) =
∫
A\{∞}
1
µ(B(a, 1 + d(z, a)))2
dµ(z). (2.15)
We will call µa the spherical measure.
We next define the transformation µc of the measure µ under flattening. In this
case, X is a bounded metric space equipped with a Borel-regular measure µ.
Definition 2.3.11. The flattened measure µc corresponding to (Xc, dc) is given by
µc(A) =
∫
A
1
µ(B(c, d(c, z)))2
dµ(z), (2.16)
whenever A ⊂ Xc is a Borel set.
We will see in the next chapter that the geometric properties of Ahlfors regularity
and doubling are preserved under the sphericalization and flattening transformation
of the measures given in Definition 2.3.10 and Definition 2.3.11. Such preservation
becomes useful to us in our study of preservation of Poincare´ inequalities in the
subsequent chapters of this thesis.
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CHAPTER III
Preservation of bounded geometry under
sphericalization and flattening: Ahlfors regularity
and doubling of measures
In this chapter, we will prove the preservation of doubling and Ahlfors regularity
properties of a measure under sphericalization and flattening. In this chapter we do
not require X to be uniformly perfect nor that X is quasiconvex or annular quaicon-
vex. Recall that a metric space X is uniformly perfect if there is a constant C ≥ 1
such that whenever x ∈ X and r > 0 such that X \B(x, r) is non-empty, the annulus
B(x,Cr)\B(x, r/C) must be non-empty. Connected spaces are necessarily uniformly
perfect, and so if X supports a Poincare´ inequality, then it is uniformly perfect; see
for example [55].
3.1 Preservation of Ahlfors Q-regularity under sphericaliza-
tion and flattening
While doubling measures form a larger class than the class of Ahlfors regular mea-
sures, the class of metric measure spaces equipped with an Ahlfors regular measure
is sometimes of greater interest in the study of quasiconformal mappings between
metric measure spaces, see for example [39]. Therefore in this section we consider the
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property of Ahlfors regularity, and show that such a property is preserved (with the
same exponent Q) under sphericalization and flattening.
Note that the natural identification between the given metric space and its trans-
formed (under sphericalization or flattening procedure) space is at best quasi-Mo¨bius,
not quasiconformal, see for example [40]. Thus the control over balls centered near
∞ in the case of sphericalization, and control over balls of large radius in the case of
flattening, had to be handled with careful estimates.
3.1.1 Preservation of Ahlfors regularity under sphericalization
When the measure µ on X is Ahlfors Q-regular, the spherical measure is compa-
rable to the following expression:
µa(Ba(x, r)) =
∫
Ba(x,r)
1
(1 + d(y, a))2Q
dµ(y), (3.1)
see Definition 2.15. In the proof, we will denote the Ahlfors regularity constant as
CA and the exponent Q.
Proposition 3.1.2. Suppose that µ is Ahlfors Q-regular. Then µa is an Ahlfors
Q-regular measure on the sphericalized metric space (X˙, da)
Proof. Since µ is doubling andX is complete, we know thatX is proper, that is, closed
and bounded subsets of X are compact; see [33]. Therefore by the construction of
X˙ in Definition 2.3.2, X˙ is compact. Hence, it suffices to consider only the balls
in X˙ with small radius, so we can assume that r ≤ 1/2. Set R = (1/r) − 1. Then
1/(2r) ≤ R < 1/r.
First we consider the balls centered at ∞. Then we have
Ba(∞, r) =
{
x ∈ X : 1
1 + d(x, a)
< r
}
∪ {∞}
={x ∈ X : d(x, a) > R} ∪ {∞} = X˙ \ B¯(a,R).
21
Let Λ ≥ 2 such that ΛQ ≥ 2C2A, where Q is the Ahlfors regularity exponent and CA
is the Ahlfors regularity constant from (2.4). Then for ρ > 0 we have
CAρ
Q ≤ 1
CA
ΛQρQ − CAρQ ≤ µ(B(a,Λρ) \B(a, ρ)) ≤ C
2
AΛ
Q − 1
CA
ρQ ≤ CA ΛQρQ.
Put Bi = B(a,Λ
iR), i = 0, 1, 2, . . . Then we have
µa(Ba(∞, r)) =
∞∑
i=1
µa(Bi \Bi−1) =
∞∑
i=1
∫
Bi\Bi−1
1
(1 + d(y, a))2Q
dµ(y)
≈
∞∑
i=1
µ(Bi \Bi−1)
(1 + ΛiR)2Q
.
Hence, because R ≥ 1, we have
µa(Ba(∞, r)) ≈
∞∑
i=1
µ(Bi \Bi−1)
(1 + ΛiR)2Q
≈
∞∑
i=1
(ΛiR)Q
(1 + ΛiR)2Q
≈
∞∑
i=1
1
(ΛiR)Q
≈ 1
RQ
∞∑
i=1
Λ−iQ ≈ 1
RQ
≈ rQ,
as required.
In the next step, we can consider the balls centered at x with x 6= ∞. We can
break the proof into four cases.
Case 1: da(x,∞) ≤ r2 . Then because r < 1/2, we have
1
1 + d(x, a)
≤ r
2
, and so, d(x, a) >
1
r
.
If y ∈ Ba(x, r), then by (2.12) and the triangle inequality of dˆa, we can obtain that
da(y,∞) < 6r. Therefore Ba(x, r) ⊂ Ba(∞, 6r). Similarly, we have Ba(∞, r/26) ⊂
Ba(x, r), since da(x,∞) ≤ r/2. It follows from the above argument that
1
C
rQ ≤ µa(Ba(∞, r/26)) ≤ µa(Ba(x, r)) ≤ µa(Ba(∞, 6r)) ≤ C rQ.
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Case 2: r/2 < da(x,∞) < 4r. As in the discussion above, Ba(x, r) ⊂ Ba(∞, 20r),
and so µ(Ba(x, r)) ≤ CrQ, for some C > 0 which is independent of x, r. In order to
obtain a lower bound, we argue as follows. By the assumption of this case, we have
(4r)−1 ≤ 1 + d(x, a) ≤ 2 r−1. Let C0 > 4. Then for y ∈ B(x, 1C0r ), we can obtain that
1 + d(y, a) ≤ 1 + d(x, a) + d(x, y) ≤ 2
r
+
1
C0r
<
3
r
,
and
1 + d(y, a) ≥ 1 + d(x, a)− d(x, y) ≥ 1
4r
− 1
C0r
=
C0 − 4
4C0r
.
So
da(x, y) =
d(x, y)
(1 + d(x, a))(1 + d(y, a))
<
1
C0r
4r
4C0r
C0 − 4 .
Choosing C0 = 20, we have da(x, y) < r, and it follows that B(x,
1
20r
) ⊂ Ba(x, r).
Therefore, by the Ahlfors Q-regularity of µ and the above estimates,
µa(Ba(x, r)) ≥
∫
B(x,1/20r)
1
[1 + d(y, a)]2Q
dµ(y) ≥ r
2Q
32Q
µ(B(x, 1
20r
)) ≥ 1
C
rQ.
Case 3: da(x,∞) ≥ 4r and d(x, a) ≤ 1. Then for y ∈ Ba(x, r),
4r d(x, y)
1 + d(y, a)
≤ d(x, y)
(1 + d(x, a))(1 + d(y, a))
< r,
that is, 4 d(x, y) ≤ 1 + d(y, a). It follows that 4[1 + d(y, a)− 1− d(x, a)] ≤ 1 + d(y, a),
and it follows from d(x, a) ≤ 1 that 1 ≤ 1 + d(y, a) < 3. Hence if y ∈ Ba(x, r), we
have that
r >
d(x, y)
(1 + d(x, a))(1 + d(y, a))
≥ 1
6
d(x, y),
that is, Ba(x, r) ⊂ B(x, 6r). Therefore, by the fact that 1 + d(y, a) ≥ 1 and by the
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Ahlfors Q-regularity of µ,
µa(Ba(x, r)) ≤
∫
B(x,6r)
1
[1 + d(y, a)]2Q
dµ(y) ≤ µ(B(x, 6r)) ≤ C rQ.
Furthermore, if y ∈ B(x, r), then da(x, y) ≤ d(x, y) < r, that is, B(x, r) ⊂ Ba(x, r).
Hence, by the Ahlfors Q-regularity of µ and by the estimates above,
µa(Ba(x, r)) ≥
∫
B(x,r)
1
[1 + d(y, a)]2Q
dµ(y) ≥ 1
32Q
µ(B(x, r)) ≥ 1
C
rQ.
Case 4: da(x,∞) ≥ 4r and d(x, a) > 1. In this case, as in Case 3 we know that
4 d(x, y) < 1+d(y, a) when y ∈ Ba(x, r). Hence 4[1+d(y, a)−1−d(x, a)] < 1+d(y, a),
that is,
1 + d(y, a) <
4
3
[1 + d(x, a)].
Similarly, because 4[1 + d(x, a)− 1− d(y, a)] < 1 + d(y, a), we obtain
4
5
[1 + d(x, a)] < 1 + d(y, a).
Set
Λ(x) := {y ∈ X : 4 [1 + d(x, a)]/5 < 1 + d(y, a) < 4 [1 + d(x, a)]/3}.
We have from the above argument that Ba(x, r) ⊂ Λ(x) and that when y ∈ Ba(x, r),
d(x, y) < r[1 + d(x, a)][1 + d(y, a)] <
4
3
r [1 + d(x, a)]2.
Conversely, if y ∈ Λ(x) ∩B(x, 4r[1 + d(x, a)]2/5), then
da(x, y) =
d(x, y)
[1 + d(x, a)][1 + d(y, a)]
<
4r
5
[1 + d(x, a)]2
5
4[1 + d(x, a)]2
= r.
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It follows that
Λ(x) ∩B(x, 4r[1 + d(x, a)]2/5) ⊂ Ba(x, r) ⊂ Λ(x) ∩B(x, 4r[1 + d(x, a)]2/3). (3.2)
Hence
µa(Ba(x, r)) ≤
∫
Λ(x)∩B(x,4r[1+d(x,a)]2/3)
1
[1 + d(y, a)]2Q
dµ(y)
≤
(
5
4
)2Q
1
[1 + d(x, a)]2Q
µ(B(x, 4r[1 + d(x, a)]2/3))
≤ C rQ.
On the other hand, if y ∈ B(x, 4r[1+d(x, a)]2/5), then by the fact that da(x,∞) ≥ 4r
(and hence 4r[1 + d(x, a)] ≤ 1), we see that
4
5
[1 + d(x, a)] < 1 + d(x, a)− d(x, y) ≤ 1 + d(y, a) ≤ 1 + d(x, a) + d(x, y)
<
6
5
[1 + d(x, a)]
<
4
3
[1 + d(x, a)],
that is, B(x, 4r[1 + d(x, a)]2/5) ⊂ Λ(x). It follows from (3.2) that
µa(Ba(x, r)) ≥
∫
B(x,4r[1+d(x,a)]2/5)
1
[1 + d(y, a)]2Q
dµ(y) ≥ 1
C
rQ.
Therefore, we have proved the preservation of Ahlfors regularity under sphericaliza-
tion.
3.1.3 Preservation of Ahlfors regularity under flattening
Proposition 3.1.4. Suppose that µ is Ahlfors Q-regular. Then µc is also Ahlfors
Q-regular on the metric space (Xc, d¯).
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Recall the definition of Ahlfors Q-regularity from (2.4). In the case of Ahlfors
regularity, the measure µc as defined in (2.16) is equivalent to the following:
µc(A) =
∫
A
1
d(z, c)2Q
dµ(z)
whenever A ⊂ Xc is a Borel set.
Proof. We split the proof into three cases to prove the proposition.
Case 1: rd(x, c) ≤ 1
2
. For y ∈ Bc(x, r) we have d(x, y) < rd(x, c)d(y, c), and so
d(y, c)− d(x, c) ≤ d(x, y) < rd(x, c)d(y, c), that is,
d(y, c) <
d(x, c)
1− rd(x, c) ≤ 2d(x, c).
Furthermore, we also have d(x, c)− d(y, c) ≤ d(x, y) < rd(x, c)d(y, c), and so
d(y, c) >
d(x, c)
1 + rd(x, c)
≥ 2d(x, c)
3
.
Thus when y ∈ Bc(x, r) we have
2 d(x, c)
3
< d(y, c) < 2 d(x, c). (3.3)
We now want two balls B(x, r1), B(x, r2) (in the original metric space (X, d)) with
comparable radii r1 and r2 such that B(x, r1) ⊂ Bc(x, r) ⊂ B(x, r2).
Let y ∈ Bc(x, r). Then by (3.3) we have d(x, y) < rd(x, c)d(y, c) ≤ 2rd(x, c)2, so
Bc(x, r) ⊂ B(x, 2rd(x, c)2) and we choose r2 = 2rd(x, c)2. We now show that we can
take r1 = 2rd(x, c)
2/3. For y ∈ B(x, 2rd(x, c)2/3) we have d(x, y) < 2rd(x, c)2/3, and
so by the standing assumption of Case 1,
d(x, c)− d(y, c) ≤ d(x, y) < 2r
3
d(x, c)2 ≤ d(x, c)
3
,
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that is, d(y, c) > 2
3
d(x, c). Hence,
dc(x, y) =
d(x, y)
d(x, c) d(y, c)
<
2r
3
d(x, c)
d(y, c)
< r,
that is, B(x, 2rd(x, c)2/3) ⊂ Bc(x, r) as desired. Thus we have
B(x, 2rd(x, c)2/3) ⊂ Bc(x, r) ⊂ B(x, 2rd(x, c)2).
Now we estimate
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(z)
d(z, c)2Q
.
For the lower bound of µc(Bc(x, r)), from (3.3) we have
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(z)
d(z, c)2Q
≥
∫
B(x,2rd(x,c)2/3)
dµ(z)
d(z, c)2Q
≥
∫
B(x,2rd(x,c)2/3)
dµ(z)
22Qd(x, c)2Q
≥µ(B(x, 2rd(x, c)
2/3))
22Qd(x, c)2Q
≥rQ/C.
To obtain an upper bound for µc(Bc(x, r)), we argue as follows:
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(z)
d(z, c)2Q
≤
∫
Bc(x,r)
32Q
22Qd(x, c)2Q
dµ(z)
≤
∫
B(x,2rd(x,c)2)
32Q
22Qd(x, c)2Q
dµ(z)
≤9
Qµ(b(x, 2rd(x, c)2))
4Qd(x, c)2Q
≤CrQ.
Combining the above two sets of inequalities we obtain the Ahlfors Q-regularity of
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balls Bc(x, r) in the case that rd(x, c) ≤ 1/2.
Case 2: rd(x, c) ≥ 4. Note that then X \ B(c, 4
r
) is non-empty. In this case, when
y ∈ Xc \Bc(x, r), we have
rd(x, c)d(y, c) ≤ d(x, y) ≤ d(x, c) + d(y, c). (3.4)
Hence, when y 6∈ Bc(x, r),
d(y, c) <
d(x, c)
rd(x, c)− 1 ≤
2
r
.
It follows that
X \B(c, 2/r) ⊂ Bc(x, r).
Furthermore, when y ∈ Bc(x, r), we have d(x, c)− d(y, c) ≤ d(x, y) < rd(x, c)d(y, c),
and so
d(y, c) >
d(x, c)
rd(x, c) + 1
≥ 2
3r
.
Thus we now see that X \ B(c, 2/r) ⊂ Bc(x, r) ⊂ X \ B(c, 2
3r
). So for the upper
bound, we have from the Ahlfors Q-regularity of µ that
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(z)
d(c, z)2Q
≤
∫
X\B(c,2/(3r))
dµ(z)
d(c, z)2Q
≤
∞∑
i=1
∫
B(c,2i+1/(3r))\B(c,2i/(3r))
dµ(z)
d(c, z)2Q
≤
∞∑
i=1
∫
B(c,2i+1/(3r))\B(c,2i/(3r))
dµ(z)
(2i/(3r))2Q
≤ C
∞∑
i=1
(2i+1/(3r))Q
(2i/(3r))2Q
≤ CrQ.
Note that we assume X to be bounded, and so the series in the second line of the
above set of inequalities is essentially a finite sum; however, since we are interested
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only in the upper bound in the above computations, the third inequality still holds.
For a lower bound, we have from the facts X \ B(c, 4
r
) 6= ∅ and X is connected,
that
µ(B(c, 4
r
) \B(c, 2
r
)) ≈ r−Q.
Therefore
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(z)
d(c, z)2Q
≥
∫
X\B(c,2/r)
dµ(z)
d(c, z)2Q
≥
∫
B(c,4/r)\B(c,2/r)
dµ(z)
d(c, z)2Q
≥C r
−Q
(4/r)2Q
= C rQ.
This completes the proof of the Ahlfors Q-regularity of µc when rd(x, c) ≥ 2.
Case 3: 1/2 ≤ rd(x, c) ≤ 4. In this case, we have Bc(x, r/8) ⊂ Bc(x, r) ⊂ Bc(x, 8r),
and the left-most ball satisfies the hypothesis of Case 1 while the right-most ball
satisfies the hypothesis of Case 2. Thus an application of these two cases yields
the desired Ahlfors Q-regularity estimates for the ball Bc(x, r) in the event that
1/2 < rd(x, c) < 4.
The three cases above together exhaust all possibilities, thus completing the proof.
3.2 Preservation of doubling measure
In the previous section, we have shown that the Ahlfors regularity property is
preserved under the sphericalization and flattening procedures. Now we turn our
attention to the larger class of measures that satisfy the doubling property. In this
section, we will focus on measures µ which are doubling on X but need not be Ahlfors
regular.
29
3.2.1 Preservation of doubling measure under sphericalization
Suppose that µ is a doubling measure. We define µa in the sphericalization X˙ as
in (2.15). We require the following lemma in proving the preservation of doubling
property. This lemma ensures that we can preserve the doubling property without
requiring additional connectedness properties of the given metric space X. In partic-
ular, this lemma guarantees that given a ball of sufficiently small mass, one can find
a concentric ball of significantly larger mass such that the mass of the larger ball is
at the same time comparable to the mass of the original ball. Traditional proofs of
this fact for doubling measures tend to use uniform perfectness of the metric space.
We do not a priori require uniform perfectness in the following lemma. Recall the
definition of doubling measures from (2.1).
Lemma 3.2.2. Suppose (X, d, µ) is a metric space with µ doubling. Then for any
ball B = B(x, r0) with µ(B(x, r0)) ≤ 1Cµµ(X), there exists r1 ≥ 2r0 such that
Cµµ(B(x, r0)) ≤ µ(B(x, r1)) ≤ C3µµ(B(x, r0)).
Proof. Let r1 = 2 sup{r ≥ r0 : µ(B(x, r)) ≤ Cµ µ(B(x, r0))}. Then
Cµ µ(B(x, r0)) < µ(B(x, r1)) ≤ C2µ µ(B(x, r1/4)) ≤ C3µ µ(B(x, r0)).
Indeed, because of the doubling property of µ, we also see that r1 ≥ 4r0 from the
above choice of r1.
Using the above lemma, we can estimate the measure µa(Ba(∞, r)). By Re-
mark 2.3.3, it suffices to consider 0 < r ≤ 1. Then Ba(∞, r) = X˙ \ B(a, (1/r) − 1).
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Let R = (1/r)− 1. Then we have
µa(Ba(∞, r)) =
∫
X\B(a,R)
1
µ(B(a, 1 + d(z, a)))2
dµ(z)
=
∞∑
i=0
∫
Bi+1\Bi
1
µ(B(a, 1 + d(z, a)))2
dµ(z)
≤
∞∑
i=0
µ(Bi+1)− µ(Bi)
µ(Bi)2
≤
∞∑
i=0
C3µ − 1
µ(Bi)
≤
∞∑
i=0
C3µ − 1
Ciµµ(B0)
,
where the balls Bi are chosen according to Lemma 3.2.2, that is, we can assume
B0 = B(a,R) = B(a, r0), Bi = B(a, ri), where the selection of ri is from Lemma 3.2.2.
Proposition 3.2.3. Suppose that µ is a doubling measure on (X, d) with µ(X) =∞
or X is uniformly perfect. Then µa is a doubling measure on X˙.
Proof. We will prove the proposition under the assumption that µ(X) = ∞. This
assumption only influences the Case 3 of the following proof. If µ(X) is finite but
X is uniformly perfect, then in the discussion of Case 3 in the proof, we can replace
the use of Lemma 3.2.2 with the choice of ri = 2
i+1r0 and use the lower mass bound
estimates from [33] (see (2.3)) that follow from the doubling property of µ and the
uniform perfectness of X. Hence we will assume in this proof that µ(X) =∞.
Consider a ball Ba(x,R). We know that X˙ is compact, and because X is un-
bounded, we also know that diam(X˙) = 1. it suffices to prove the doubling condition
for balls of radius R that satisfies 0 < R < 1/136.
Case 1: da(x,∞) ≥ 4R. Observe that
4R ≤ da(x,∞) if and only if 1 + d(x, a) ≤ 1
4R
. (3.5)
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For y ∈ Ba(x, 2R), we have
da(x, y) =
d(x, y)
(1 + d(y, a))(1 + d(x, a))
< 2R,
and so by (3.5),
1 + d(y, a)− 1− d(x, a) ≤ d(x, y) < 2R[1 + d(x, a)][1 + d(y, a)] ≤ 1 + d(y, a)
2
,
that is, 1 + d(y, a) < 2[1 + d(x, a)]. Similarly, by (3.5), we obtain
1 + d(x, a)− 1− d(y, a) ≤ d(x, y) < 2R[1 + d(x, a)][1 + d(y, a)] < 1 + d(y, a)
2
,
that is, 2[1 + d(x, a)] < 3[1 + d(y, a)]. Combining these two conclusions, we see that
whenever y ∈ Ba(x, 2R),
2
3
[1 + d(x, a)] < 1 + d(y, a) < 2[1 + d(x, a)] ≤ 1
2R
,
and so
1
2
d(x, y)
[1 + d(x, a)]2
≤ da(x, y) = d(x, y)
[1 + d(x, a)][1 + d(y, a)]
≤ 3
2
d(x, y)
[1 + d(x, a)]2
.
It follows that
µa(Ba(x, 2R)) =
∫
Ba(x,2R)
1
µ(B(a, d(y, a) + 1))2
dµ(y) ≤ µ(Ba(x, 2R))
µ(B(a, 2[1 + d(x, a)]/3))2
≤ µ(B(x, 4R[1 + d(x, a)]
2))
µ(B(a, 2[1 + d(x, a)]/3))2
.
(3.6)
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Similarly, for y ∈ Ba(x,R), we have
d(x, y) < R[1 + d(x, a)][1 + d(y, a)] ≤ 1 + d(y, a)
4
,
and hence
4
5
[1 + d(x, a)] < 1 + d(y, a) <
4
3
[1 + d(x, a)].
It follows that when y ∈ B(x,R),
3
4
d(x, y)
[1 + d(x, a)]2
≤ da(x, y) ≤ 5
4
d(x, y)
[1 + d(x, a)]2
.
Hence, by (3.6),
µa(Ba(x,R)) =
∫
Ba(x,R)
1
µ(B(a, d(y, a) + 1))2
dµ(y) ≥ µ(Ba(x,R))
µ(B(a, 4[1 + d(x, a)]/3))2
≥ µ(B(x, 4R[1 + d(x, a)]
2/5))
µ(B(a, 4[1 + d(x, a)]/3))2
≥ 1
C5µ
µ(B(x, 4R[1 + d(x, a)]2))
µ(B(a, 2[1 + d(x, a)]/3))2
≥ C−1µa(Ba(x, 2R)).
This completes the proof of the doubling property in this case.
Case 2: da(x,∞) ≤ R2 . Then 1 + d(x, a) ≥ 2/R. In this case, we want to find some
K,L > 0 such that the balls Ba(∞, KR) and Ba(∞, R/L) satisfy
Ba(∞, R/L) ⊂ Ba(x,R) ⊂ Ba(x, 2R) ⊂ Ba(∞, KR).
We want to choose K,L independently of x,R. Because 1 + d(x, a) ≥ 2/R, if
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da(y,∞) < R/L, then
da(x, y) =
d(x, y)
(1 + d(x, a))(1 + d(y, a))
≤ 1 + d(x, a) + 1 + d(y, a)
(1 + d(x, a))(1 + d(y, a))
<
R
2
+
R
L
.
Therefore the choice of L = 2 gives Ba(∞, R/2) ⊂ Ba(x,R) as desired.
Next, suppose y ∈ Ba(x, 2R). Then d(x, y) < 2R[1 + d(x, a)][1 + d(y, a)], and so
1
1 + d(y, a)
− 1
1 + d(x, a)
=
(1 + d(x, a))− (1 + d(y, a))
(1 + d(x, a))(1 + d(y, a))
≤ d(x, y)
(1 + d(x, a))(1 + d(y, a))
< 2R.
Therefore, by the assumption of this case,
1
1 + d(y, a)
< 2R +
1
1 + d(x, a)
≤ 3R.
It follows that Ba(x, 2R) ⊂ Ba(∞, 3R). We can choose K = 3 and have
Ba(∞, R/2) ⊂ Ba(x,R) ⊂ Ba(x, 2R) ⊂ Ba(∞, 3R). (3.7)
Note that for y ∈ X, 1
1+d(y,a)
< ρ if and only if d(y, a) > 1
ρ
− 1. That is, when
0 < ρ < 1/2,
X \B(a, ρ−1 − 1) = Ba(∞, ρ) \ {∞}. (3.8)
We now apply Lemma 3.2.2 with r0 =
1
3R
−1. Since µ(X) =∞, there is no restriction
on r0 in this lemma, and so we are free to apply Lemma 3.2.2 here without concern.
Note here that if µ(X) < ∞, then the conclusion of the proposition will still hold,
but we have to modify the proof by assuming that X is uniformly perfect. By an
inductive application of Lemma 3.2.2, we can choose r1, r2, . . . such that
Cµµ(B(a, rn)) ≤ µ(B(a, rn+1)) ≤ C3µµ(B(a, rn)) (3.9)
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for n = 0, 1, 2, . . .. Note that by the proof of Lemma 3.2.2 we have rn+1 ≥ 2rn, and
thus limn rn =∞. Hence we have
Ba(∞, 3R) \ {∞} =
∞⋃
n=0
B(a, rn+1) \B(a, rn),
and therefore by (3.8) and by (3.9), and by the fact that Cµ > 1,
µa(Ba(∞, 3R)) =
∫
Ba(∞,3R)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
=
∞∑
n=0
∫
B(a,rn+1)\B(a,rn)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
≤
∞∑
n=0
µ(B(a, rn+1))− µ(B(a, rn))
µ(B(a, rn))2
≤
∞∑
n=0
C3µ − 1
Cnµ µ(B(a, r0))
≤ C
µ(B(a, 1
3R
− 1)) ≤
C
µ(B(a, 2
R
− 6)) ≤
C
µ(B(a, 1
R
))
.
In the last step above, we used the doubling property of µ. Similarly, in Lemma 3.2.2
we choose s0 =
2
R
− 1 and s1, s2, . . . such that
Cµ(B(a, sk)) ≤ µ(B(a, sk+1)) ≤ C3µ(B(a, sk)).
Because
Ba(∞, R) \ {∞} =
∞⋃
i=0
B(a, si+1) \B(a, si),
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we obtain the following estimate:
µa(Ba(∞, R/2)) =
∫
Ba(∞,R/2)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
=
∞∑
n=0
∫
B(a,sn+1)\B(a,sn)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
≥
∞∑
n=0
µ(B(a, sn+1))− µ(B(a, sn))
µ(B(a, 2sn+1))2
≥
∞∑
n=0
1− C−3
C3n+5µ(B(a, s0))
≥ 1
Cµ(B(a, 2
R
− 1)) ≥
1
C µ(B(a, 1
R
))
.
Because R < 1/32, we have that s0 = 2R
−1 − 1 > 63, and so for each n we have that
sn ≥ s0 > 2. We used this fact in obtaining the third inequality in the above series
of inequalities.
Combining the above with the estimate for µa(Ba(∞, 3R)) and the nested balls
identity (3.7) tells us that µa(Ba(x, 2R)) ≤ C µa(B(x,R)).
Case 3: R/2 ≤ da(x,∞) ≤ 4R. Then 14R ≤ 1 + d(x, a) ≤ 2R . For y ∈ Ba(x, 8R), we
have d(x, y) ≤ 8R(1 + d(x, a))(1 + d(y, a)). By triangle inequality,
(d(x, a) + 1)− (d(y, a) + 1) ≤ d(x, y) ≤ 8R(1 + d(x, a))(1 + d(y, a)).
It follows from the hypothesis of this case that (4R)−1 ≤ 17[1 + d(y, a)], that is,
Ba(x, 8R) ⊂ Ba(∞, 68R) = X \B(a, (68R)−1 − 1) ∪ {∞}.
Since µ(X) is infinite, every ball in X satisfies the hypotheses of lemma 3.2.2, so
we can apply Lemma 3.2.2. We do so inductively, by first choosing r0 =
1
68R
− 1 to
36
obtain a sequence r1, r2, . . . such that for non-negative integers n,
Cµµ(B(a, rn)) ≤ µ(B(a, rn+1)) ≤ C3µµ(B(a, rn)),
and hence as in Case 2, we obtain
µa(Ba(∞, 68R)) =
∞∑
n=0
∫
B(a,rn+1)\B(a,rn)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
≤
∞∑
n=0
C3µ − 1
Cnµµ(B(a, r0))
≤ C
µ(B(a, r0))
=
C
µ(B(a, 1
68R
− 1) .
Next we want to find some L > 0 such that B(x, 1/(LR)) ⊂ Ba(x,R/4). Since
d(x, a) + 1 ≥ 1/(4R), when y ∈ B(x, 1/(LR)) we see that
d(y, a) + 1 ≥ d(x, a)− d(x, y) + 1 ≥ 1
4R
− 1
LR
=
L− 4
4LR
,
and so we have
d(x, y) <
1
LR
≤ 1
LR
4LR [d(y, a) + 1]
L− 4 4R [d(x, a) + 1]
≤ 16R
L− 4 [1 + d(y, a)] [1 + d(x, a)].
It follows that
da(x, y) <
16
L− 4R.
Setting L = 68 we therefore conclude that B(x, 1/(68R)) ⊂ Ba(x,R/4). We also have
from the hypothesis of this case that d(y, a) + 1 ≤ d(x, a) + 1 + d(x, y) ≤ 3/R, and
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hence
µa(Ba(x,R)) ≥ µa(Ba(x,R/4)) =
∫
Ba(x,R/4)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
≥
∫
B(x,
1
68R
)
1
µ(B(a, d(y, a) + 1))2
dµ(y)
≥ µ(B(x,
1
68R
))
µ(B(a, 3
R
))2
.
By the hypothesis of this case again, we have d(x, a) ≤ 2/R, and so by the doubling
property of µ we have C µ(B(x, (1/68R))) ≥ µ(B(a, (1/136R))). Therefore by the
fact that R < 1/136,
µa(Ba(x, 2R)) ≤ µa(Ba(x, 8R)) ≤ Cµa(Ba(∞, 68R))
≤ C
µ(B(a, 1
68R
− 1))
≤ C
µ(B(a, 1
136R
))
≤ C µ(B(x,
1
68R
))
µ(B(a, 3
R
))2
≤ Cµa(Ba(x,R)).
The three cases above together complete the proof of the proposition.
3.2.4 Preservation of doubling measure under flattening
Now we turn to prove the preservation of the doubling property under flattening.
Recall the definition of the measure µc from (2.16):
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(y)
µ (B(c, d(y, c)))2
.
Proposition 3.2.5. Suppose that µ is doubling. Then µc is also doubling on (Xc, dc, µc).
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Proof. Again we separate the proof into three cases.
Case 1: rd(x, c) ≤ 1/4. Then 2rd(x, c) ≤ 1/2. For y ∈ Bc(x, r), we have
d(x, c)− d(y, c) ≤ d(x, y) < rd(x, c)d(y, c) ≤ 1
4
d(y, c),
so that d(y, c) ≥ 4
5
d(x, c). Similarly, we have
d(y, c)− d(x, c) ≤ d(x, y) < rd(x, c)d(y, c) ≤ 1
4
d(y, c).
Therefore when y ∈ Bc(x, r),
4
5
d(x, c) < d(y, c) <
4
3
d(x, c). (3.10)
On the other hand, when y ∈ B(x, 4rd(x, c)2/5), we have by the hypothesis assumed
in Case 1,
d(x, c)− d(y, c) ≤ d(x, y) < rd(x, c)4
5
d(x, c) ≤ 1
5
d(x, c),
and hence 4
5
d(x, c) ≤ d(y, c). Therefore we can conclude that d(x, y) < rd(x, c)d(y, c),
that is, B(x, 4rd(x, c)2/5) ⊂ Bc(x, r). Therefore, by (3.10) and the doubling property
of µ,
µc(Bc(x, r)) =
∫
Bc(x,r)
dµ(y)
µ (B(c, d(y, c)))2
≥
∫
Bc(x,r)
dµ(y)
µ (B(c, 4d(x, c)/3))2
≥C−1µ(B(x, 4rd(x, c)
2/5))
µ (B(c, d(x, c)))2
.
(3.11)
For y ∈ Bc(x, 2r), we have
d(y, c)− d(x, c) ≤ d(x, y) < 2rd(x, c)d(y, c) ≤ 1
2
d(y, c),
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so that d(y, c) < 2d(x, c). Similarly, we have
d(x, c)− d(y, c) ≤ d(x, y) < 2rd(x, c)d(y, c) ≤ 1
2
d(y, c).
Thus, when y ∈ Bc(x, 2r),
2
3
d(x, c) < d(y, c) < 2d(x, c). (3.12)
Applying the above, when y ∈ Bc(x, 2r) we have
d(x, y) < 2rd(x, c)d(y, c) ≤ 4rd(x, c)2,
so we have Bc(x, 2r) ⊂ B(x, 4rd(x, c)2). Therefore, from (3.12),
µc(Bc(x, 2r)) =
∫
Bc(x,2r)
dµ(y)
µ (B(c, d(y, c)))2
≤
∫
Bc(x,2r)
dµ(y)
µ (B(c, 2d(x, c)/3))2
≤C µ(B
c(x, 2r))
µ (B(c, d(x, c)))2
≤C µ(B(x, 4rd(x, c)
2)
µ (B(c, d(x, c)))2
.
(3.13)
Combining (3.11) and (3.13) together with the doubling property of µ, we have
µc(Bc(x, 2r)) ≤ Cµc(Bc(x, r)) when rd(x, c) ≤ 1/4.
Case 2: rd(x, c) ≥ 4. Arguing as in Case 2 of the proof of Proposition 3.1.4, we see
that for y ∈ Xc \Bc(x, r),
rd(x, c)d(y, c) ≤ d(x, y) ≤ d(x, c) + d(y, c).
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Hence, when y /∈ Bc(x, r), by using the assumption rd(x, c) ≥ 4, we get
d(y, c) ≤ d(x, c)
rd(x, c)− 1 =
1
r
[
1
1− 1
rd(x,c)
]
≤ 2
r
.
It follows that
X \ B¯(c, 2/r) ⊂ Bc(x, r).
Furthermore, when y ∈ Bc(x, r), we have d(x, c)− d(y, c) ≤ d(x, y) < rd(x, c)d(y, c),
and so
d(y, c) >
d(x, c)
rd(x, c) + 1
≥ 4
5r
.
Thus
X \ B¯(c, 2/r) ⊂ Bc(x, r) ⊂ X \ B¯(c, 4/(5r)).
We see as above, by replacing r by 2r, that
X \B(c, 2/r) ⊂ Bc(x, r) ⊂ X \B(c, 4/(5r)),
X \B(c, 1/r) ⊂ Bc(x, 2r) ⊂ X \B(c, 2/(5r)).
Since rd(x, c) ≥ 4, there exist z ∈ X \ B(c, 4/r) and i ≥ 2 with 2i/r ≤ d(z, c) <
2i+1 such that
B(c, 2i/r) \B(c, 4/r) = ∅.
Note that i = 2 implies B(c, 2i/r) = B(c, 4/r). Because d(z, c) ≥ 2i/r, we have
B(c, 2i−1/r) ∩ B(z, 2i−1/r) = ∅. From the doubling property of µ and the fact that
the annulus B(c, 2i/r) \B(c, 4/r) is empty, we deduce that
µ(B(z, 2i−1/r)) ≈ µ(B(c, 2i−1/r)) ≈ µ(B(c, 2/r)).
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Therefore, we can estimate µc(Bc(x, r)) as follows:
µc(Bc(x, r)) ≥
∫
X\B(c,2/r)
dµ(y)
µ(B(c, d(y, c)))2
≥
∫
B(z,2i−1/r)
dµ(y)
µ(B(c, d(y, c)))2
≥ µ(B(z, 2
i−1/r))
µ(B(c, 2i+1/r))2
≥ C
µ(B(c, 2/r))
.
(3.14)
The last inequality comes from fact that
µ(B(c, 2/r)) ≈ µ(B(c, 2i−1/r)) ≈ µ(B(c, 2i+1/r)).
If µ(B(c, 2/(5r)) ≥ µ(X)/Cµ, we can get the estimate as follows:
µ(Bc(x, 2r)) ≤
∫
X\B(c,2/(5r))
dµ(y)
µ (B(c, d(y, c)))2
≤Cµµ(B(c, 2/(5r))− µ(B(c, 2/(5r))
µ(B(c, 2/(5r)))2
≤ C
µ(B(c, 2/(5r)))
≤ C
µ(B(c, 2/r))
.
(3.15)
If µ(B(c, 2/(5r))) < µ(X)/Cµ, then we can apply Lemma 3.2.2 and choose rj, j =
1, 2, · · · ,M such that
r0 = 2/(5r) ≤ r1 ≤ r2 ≤ · · · .
Then with Bj = B(c, rj), we have
Cµ µ(Bj) ≤ µ(Bj+1) ≤ C3µ µ(Bj).
Note that here, M ≥ 1 is the smallest positive integer such that µ(BM+1) ≥ µ(X)/Cµ,
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at which point Lemma 3.2.2 ceases to apply. Because µ(X) < ∞, such M exists.
Consequently,
µc(Bc(x, 2r)) ≤µc(X \B(c, 2/(5r)))
=
∫
X\B(c,2/(5r))
dµ(y)
µ (B(c, d(y, c)))2
≤
M∑
j=0
∫
Bj+1\Bj
dµ(y)
µ(B(c, d(y, c)))2
+ µc(X \BM+1)
≤
M∑
j=0
µ(Bj+1)− µ(Bj)
µ(Bj)2
+ µc(X \BM+1)
≤
M∑
j=0
C3µ − 1
µ(Bj)
+ µc(X \BM+1)
≤
M∑
j=0
C
Ciµµ(B(c, 2/(5r)))
+ µc(X \BM+1)
≤ C
µ(B(c, 2/r))
+ µc(X \BM+1).
As before, we estimate µc(X \BM+1) as follows:
µc(X \BM+1) =
∫
X\BM+1
dµ(y)
µ(B(c, d(c, y)))2
≤ µ(X \BM+1)
µ(BM+1)2
≤ C
µ(BM+1)
≤ C
µ(B0)
≤ C
µ(B(c, 2/r))
.
Thus we obtain that
µc(Bc(x, 2r)) ≤ C
µ(B(c, 2/r))
.
By combining this with the above two inequalities (3.14) and (3.15), we obtain
the desired doubling inequality µc(Bc(x, 2r)) ≤ Cµc(Bc(x, r)) when rd(x, c) ≥ 4.
Case 3: 1/2 < rd(x, c) < 4. In this case, when y ∈ Bc(x, 2r) we have d(x, y) <
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2rd(x, c)d(y, c), and so by the triangle inequality d(x, y) ≥ d(x, c) − d(y, c), we see
that
d(y, c) >
d(x, c)
2rd(x, c) + 1
≥ 1
4 r
.
It follows that Bc(x, 2r) ⊂ X \B(c, 1/(4r)).
If µ(B(c, 1/(4r))) ≥ µ(X)/Cµ, we have
µc(Bc(x, 2r)) ≤
∫
X\B¯(c,1/(4r))
dµ(y)
µ(B(c, d(y, c)))2
≤Cµµ(B(c, 1/(4r)))− µ(B(c, 1/(4r)))
µ(B(c, 1/(4r)))2
≤ C
µ(B(c, 1/(4r)))
.
(3.16)
If µ(B(c, 1/(4r))) ≤ µ(X)/Cµ, then we can apply Lemma 3.2.2 with r0 = 1/(4r).
We can choose ri, i = 1, . . . ,M from Lemma 3.2.2, where M is chosen as in Case 2,
depending on r0. and Bi = B(c, ri) such that
Cµµ(Bi) ≤ µ(Bi+1) ≤ C3µ µ(Bi).
We have by a similar argument as in Case 2 that
µc(Bc(x, 2r)) ≤ µc(X \B(c, 1/(4r)))
≤
M∑
i=1
∫
Bi+1\Bi
1
µ(B(c, d(z, c)))2
dµ(z) + µc(X \BM+1)
≤
M∑
i=1
µ(Bi+1)− µ(Bi)
µ(Bi)2
+ µc(X \BM+1)
≤ C
µ(B(c, 1/(4r)))
+ µc(X \BM+1). (3.17)
44
Now, µc(X \BM+1) can be estimated as follows:
µc(X \BM+1) =
∫
X\BM+1
dµ(y)
µ(B(c, d(c, y)))2
≤ µ(X \BM+1)
µ(BM+1)2
≤ C
µ(BM+1)
≤ C
µ(B0)
≤ C
µ(B(c, 1/(4r)))
.
Combining the above with (3.16), we now see that we have
µc(Bc(x, 2r)) ≤ C
µ(B(c, 1/(4r)))
. (3.18)
On the other hand, when y ∈ Bc(x, r/16) we have from (3.10) of Case 1 (applied
to Bc(x, r/16) and noting that r/16 < 1/4) that
µc(Bc(x, r/16)) ≥ C µ(B(x, rd(x, c)
2/20))
µ(B(c, d(x, c)))2
≥ C−1 µ(B(x, d(x, c)/40))
µ(B(c, d(x, c))2
.
By the doubling property of µ and the hypothesis that forms Case 3, we have
µc(Bc(x, r/16)) ≥ C−1 1
µ(B(c, d(x, c)))
≥ C−1 1
µ(B(c, 4/r))
≥ C−1 1
µ(B(c, 1/(4r)))
.
Combining the above with (3.18), we obtain that
µc(Bc(x, 2r)) ≤ C µc(Bc(x, r/16)) ≤ C µc(B(x, r))
as desired in the case that 1/2 < rd(x, c) < 4.
From the three cases above the proof of the doubling property of µc is now com-
plete.
In this chapter, we have proved the preservation of doubling and Ahlfors regularity
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properties of the measure under sphericalization and flattening. In the next chapter,
we will show that, when the given measure is doubling and the metric space is annular
quasiconvex, the property of supporting a p-Poincare´ inequality is preserved under
sphericalization and flattening, and in the subsequent chapters we will see the relative
lower mass exponent s could be preserved in a local sense for proving some p-Poincare´
inequality for p > s with the annular quasiconvexity replaced by weaker notions of
starlikeness.
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CHAPTER IV
Annular quasiconvex spaces: preservation of
p-bounded geometry under sphericalization and
flattening
Recall that X is of p-bounded geometry if the measure on X is doubling and
supports a p-Poincare´ inequality. The goal of this chapter is to demonstrate that the p-
bounded geometry is preserved by the sphericalization and flattening transformations.
In the previous chapter we proved that the doubling property of the measure is
preserved under these two transformations. Therefore it only remains to show that
when 1 ≤ p < ∞ the property of supporting a p-Poincare´ inequality is preserved
under sphericalization and flattening processes.
In this chapter we will consider the case where the metric space undergoing the
sphericalization/flatteing transformation satisfies the annular quasiconvexity prop-
erty. In Chapter 5, we will consider a more general class of metric spaces for which
we have a weaker preservation property, namely, the transformed space supports a q-
Poincare´ inequality for sufficently large q. An annular quasiconvex space continues to
support a p-Poincare´ inequality for the same exponent p when it is transformed, thus
for this smaller class of spaces we have the strongest conclusion. It was proven in [47]
that if X supports a p-Poincare´ inequality for some 1 ≤ p that is small enough (that
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is, 1 ≤ p < s1 with s1 from the upper decay estimate (2.3)), then X is automatically
annular quasiconvex, and this extra condition is then automatically satisfied.
4.1 Preservation of p-Poincare´ inequalities under spherical-
ization
This section is devoted to showing that the property of supporting a p-Poincare´
inequality is preserved under sphericalization when X˙ is annular quasiconvex. Note
that the annular quasiconvexity of X˙ is implied by the annular quasiconvexity of X.
The main theorem of this section is the following.
Theorem 4.1.1. Suppose that (X, d, µ) supports a p-Poincare´ Inequality, the measure
µ is doubling, and that (X˙, da, µa) satisfies annular quasiconvexity with constant A.
Then (X˙, da, µa) also supports a p-Poincare´ Inequality, with constants that depend
quantitatively on A and on the doubling and Poincare´ constants of (X, d, µ).
To prove the main theorem, we need some auxiliary lemmas.
Recall that the measure µ on X is transformed under sphericalization to the
measure µa given by
dµa(y) =
dµ(y)
(µ(B(a, d(y, a) + 1)))2
,
see (2.15).
The following lemma explains how upper gradients are transformed under spher-
icalization. Note that a function that is Lipschitz continuous on X will be locally
Lipschitz continuous on X˙ \ {∞}, and a function that is Lipschitz continuous on X˙
is necessarily Lipschitz continuous on X.
Lemma 4.1.2. Suppose that u is a Lipschitz function on X˙. If g is an upper gradient
of u in X, then the function gˆ given by
gˆ(x) = g(x)(1 + d(x, a))2 (4.1)
48
and extended by setting gˆ(∞) = 0 is an upper gradient of u in X˙. Furthermore, if h
is an upper gradient of a function v in X˙, then the function hˇ given by
hˇ(x) =
h(x)
(1 + d(x, a))2
(4.2)
is an upper gradient of v in X.
Proof. To prove the first part of the lemma, we first consider a rectifiable curve in X˙
that does not intersect ∞. Given such a compact rectifiable curve γ ⊂ X˙ \ {∞}, we
know that γ is also rectifiable in X. We want to choose gˆ so that, with dsa denoting
the arc-length element in (X˙, dˆa) and ds the arc-length element in (X, d),
∫
γ
gˆ dsa =
∫
γ
g ds,
from which we would have the desired upper gradient inequality for γ in the metric
of X˙:
|u(x)− u(y)| ≤
∫
γ
g ds =
∫
γ
gˆ dsa.
Note that by (2.14),
dsa(y) =
ds(y)
(1 + d(y, a))2
,
so the choice of gˆ given in (4.1) satisfies the upper gradient inequality on γ with
respect to the metric dˆa.
Next we consider a non-constant compact rectifiable curve in X˙ that intersects∞.
Then the set γ−1({∞}) is a closed subset of the domain interval of γ. Without loss of
generality, by cutting the curve up into two segments if necessary, that γ : [a, b]→ X˙
satisfies γ(a) = ∞ and γ(b) ∈ X˙ \ {∞} = X. Let t0 = sup{t ∈ [a, b] : γ(t) = ∞}.
Then γ(t0) =∞ and γ|(t0,b] ⊂ X˙ \{∞}. We can find a monotone decreasing sequence
of numbers tk with t0 < tk < b such that limk tk = t0. Then γ|[tk,b] is a compact
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rectifiable curve in X, and hence by the above paragraph,
|u(γ(tk))− u(γ(b))| ≤
∫
γ|[tk,b]
gˆ dsa ≤
∫
γ
gˆ dsa.
Given that u is Lipschitz continuous on X˙, it follows that
|u(γ(a))− u(γ(b))| = lim
k→∞
|u(γ(tk))− u(γ(b))| ≤
∫
γ
gˆ dsa,
that is, gˆ satisfies the upper gradient inequality on γ with respect to the metric dˆa
even when γ intersects ∞. This completes the proof of the first part of the lemma.
To prove the second part of the lemma, we observe that the rectifiable curve γ in
X is also a rectifiable curve in X˙ that does not intersect ∞. By (2.14), we have
∫
γ
h(y)dsa(y) =
∫
γ
h(y)
(1 + d(y, a))2
ds(y).
Therefore, we have the upper gradient hˇ(y) = h(y)
(1+d(y,a))2
.
Lemma 4.1.3. ([33, Lemma 4.22]) Let (Y, µ) be a measure space and f be a measur-
able function on Y such that for some q0 > 1, C0 > 0 and all t > 0,
µ ({y ∈ Y : |f(y)| ≥ t}) ≤ C0t−q0 .
Then for each q with 1 ≤ q < q0, we have
∫
Y
|f |qdµ
1/q ≤ ( q0
q0 − q
)1/q
C
1/q0
0 µ(Y )
1/q−1/q0 .
Now we are ready to prove the main theorem of this section.
Proof of Theorem 4.1.1. As with the other invariance results in this paper, we break
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the proof up into cases: first we consider balls that are far away from ∞, then balls
centered at ∞, and then more general balls. Because X˙ is compact, it suffices to
prove the Poincare´ inequality for balls Ba(x, r), x ∈ X˙, for 0 < r < 1/(100λA2)
where λ is the scaling constant in the p-Poincare´ inequality associated with (X, d, µ),
and A is the quasiconvexity and annular quasiconvexity constant of X˙. Balls of radius
r ≥ 1/(100λA2) can then be compared to balls centered at ∞ as in Case 2, and thus
we can obtain the inequality for large balls as a consequence. Hence in this proof we
will only consider balls Ba(x, r) with 0 < r < 1/(100λA
2).
Let u ∈ Lip(X˙) and g be an upper gradient of u in X with respect to the original
metric d. Furthermore, let x ∈ X and 0 < r < 1/(100λA2).
Case 1: da(x,∞) ≥ 8λr. Recall that we assume 0 < r < 1/(100λA2). We choose a
positive integer i ≥ 3 so that
2iλr ≤ da(x,∞) = 1
1 + d(x, a)
≤ 2i+1λr. (4.3)
Then 1/(2i+1λr) ≤ 1 + d(x, a) ≤ 1/(2iλr). If y ∈ X such that da(x, y) < r, then
d(x, y) < r(1 + d(x, a))(1 + d(y, a)) ≤ 1 + d(y, a)
2iλ
≤ 1 + d(x, a) + d(x, y)
2iλ
,
and so
d(x, y) <
1 + d(x, a)
2iλ− 1 ≤
1
22i−1λ2r
.
That is, Ba(x, r) ⊂ B(x, 21−2iλ−2/r). Furthermore, if z ∈ B(x, 2−2i−3λ−2/r), then
by (4.3),
d(x, z) <
1
22i+3λ2r
≤ 1
2i+2λ
(1 + d(x, a))
r
r
,
and
1 + d(z, a) ≥ 1 + d(x, a)− d(x, z) ≥ 1
2i+1λr
− 1
22i+3λ2r
>
1
2i+2λr
.
51
Combining the above two estimates, we obtain
d(x, z) < r (1 + d(x, a))(1 + d(z, a)),
that is, B(x, 2−2i−3λ−2/r) ⊂ Ba(x, r). Thus we have
B(x, 1
22i+3λ2r
) ⊂ Ba(x, r) ⊂ B(x, 122i−1λ2r ).
We simplify notation by setting
Bs = B(x,
1
22i+3λ2r
), Bl = B(x,
1
22i−1λ2r ).
Then we have Bs ⊂ Ba(x, r) ⊂ Bl. Note that when z ∈ λBl,
1 + d(z, a) ≤ 1 + d(x, a) + d(z, x) < 1
2iλr
+
1
22i−1λr
≤ 2
2iλr
≤ 4(1 + d(x, a)),
and since i ≥ 3,
1 + d(z, a) ≥ 1 + d(x, a)− d(z, x) > 1
2i+1λr
− 1
22i−1λr
≥ 1/4
2iλr
≥ 1 + d(x, a)
4
.
Hence for z ∈ λBl we have
1
2i+3λr
≤ 1 + d(x, a)
4
≤ 1 + d(z, a) ≤ 4(1 + d(x, a)) ≤ 1
2i−2λr
. (4.4)
It follows from the above and the doubling property of µ that for z ∈ λBl,
C−1
dµ(z)
µ(B(a, 1/(2ir)))2
≤ dµa(z) = dµ(z)
µ(B(a, 1 + d(a, z))2
≤ C dµ(z)
µ(B(a, 1/(2ir)))2
.
(4.5)
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It follows that
µa(Ba(x, r)) ≤ C µ(Bl)
µ(B(a, 1/(2ir)))2
≤ C C4µ
µ(Bs)
µ(B(a, 1/(2ir)))2
,
and
µa(Ba(x, r)) ≥ C−1 µ(Bs)
µ(B(a, 1/(2ir)))2
,
from which we obtain
1
C
µ(Bs)
µ(B(a, 1/(2ir)))2
≤ µa(Ba(x, r)) ≤ C µ(Bs)
µ(B(a, 1/(2ir)))2
. (4.6)
From (4.4) again, for z ∈ λBl, we also get
1
C
1
22ir2
g(z) ≤ gˆ(z) = g(z)(1 + d(a, z))2 ≤ C 1
22ir2
g(z). (4.7)
Now, by applying (4.6), (4.5), and the p-Poincare´ inequality of (X, d, µ) in order, we
obtain
∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤ 2
∫
Ba(x,r)
|u− uBl | dµa
≤ C µ(B(a, 1/(2
ir)))2
µ(Bl)
∫
Bl
|u− uBl | dµa
≤ C
∫
Bl
|u− uBl | dµ
≤ C 1
22i−1λ2r
∫
λBl
gp dµ
1/p .
In the above, uBl = µ(Bl)
−1 ∫
Bl
u dµ. Now by applying (4.5) again as well as (4.7),
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we obtain the inequality
∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤
C r
2−1λ2
 1
µa(Ba(x, r))
∫
λBl
gˆp dµa
1/p .
From (4.4) and the definition of Bl, if z ∈ λBl we have
da(x, z) =
d(x, z)
(1 + d(x, a))(1 + d(z, a))
≤ 1
22i−1λr
22i+8λ2r2 ≤ C r.
That is, λBl ⊂ CBa(x, r). Hence by the doubling property of µa (proved in Subsec-
tion 3.2), ∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤
C r
2−1λ2
 ∫
CBa(x,r)
gˆp dµa

1/p
,
which is the p-Poincare´ inequality on Ba(x, r) as desired.
Case 2: x = ∞. Recall again that we assume 0 < r < 1/(100λA2). We choose
z ∈ Ba(∞, r) such that da(z,∞) = 3r/4, and set ρ = r20A2λ . Then from Case 1 above,
we know that
∫
Ba(z,ρ)
|u− uBa(z,ρ)| dµa ≤ C r
 ∫
Ba(z,Cρ)
gˆp dµa

1/p
. (4.8)
For each y ∈ Ba(∞, r) \ {∞}, we choose the unique positive integer l such that
2−l−1r ≤ da(y,∞) < 2−lr.
By the quasiconvexity of X˙ (see Theorem 2.3.5), there is a quasiconvex curve in X˙
connecting y to z such that `dˆa(γ) ≤ Ada(y, z). For each i = 1, · · · , l, let zi be the
last location where γ enters Ba(∞, 21−ir). We set z0 := z and zl+1 = y. Next by the
annular quasiconvexity, for i = 0, 1, · · · , l, we can choose a curve βi connecting zi to
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zi+1, with `dˆa(βi) ≤ Ada(zi, zi+1) ≈ 2−ir and βi ⊂ Ba(∞, 2−iAr) \ Ba(∞, 2−ir/A).
Let β be the concatenation of the curves βi, i = 1, · · · , l. Then β ⊂ Ba(∞, Ar) \
Ba(∞, 2−l−1r/A) and `dˆa(β) ≤ A2 da(z, y). For each curve βi, we have
`dˆa(βi) ≤ Ada(zi+1, zi) ≤ 16A 2−ir.
We set ρi = 2
−iρ. For every i between 0 ≤ i ≤ l, we can subdivide the sub-curve
βi at points xi,0, xi,1, xi,2 · · · , xi,j, · · · , xi,mi ∈ βi with xi,0 = zi, xi,mi = zi+1 such that
ρi/4 ≤ `dˆa(β(xi,j ,xi,j+1)) ≤ ρi/2 for 0 ≤ j ≤ mi. Here, β(xi,j ,xi,j+1) denotes the segment
of βi with end points xi,j and xi,j+1. We have
mi ≤ 4× 16× 2
−iAr
ρi
+ 1 ≤ 64Ar
ρ
+ 1 ≤ 1280A3λ+ 1.
We also set B0,1 = Ba(z, ρ) and m0 = 1. For i = 1, · · · , l and j = 1, · · · ,mi, we set
Bi,j = Ba(xi,j, ρi). For each positive integer j we also set Bl+1,j = Ba(y, 2
−j−l−1ρ). For
y ∈ Ba(∞, r)\{∞} let Cy denote the family of ballsBi,j, i = 0, · · · , l+1, 1 ≤ j < mi+1
(with mi = ∞ when i = l + 1). Note that Cy is a countably infinite chain of balls.
Given a ball B ∈ Cy, we denote its successor in the lexicographic ordering of Cy by B∗.
Note that 2B, for each B ∈ Cy, satisfies the condition considered in Case 1. Hence
for each B ∈ Cy,
∫
2B
|u− u2B| dµa ≤ C rada(B)
∫
2λB
gˆp dµa
1/p .
Here rada(B) is the radius of B in the metric da. So rada(Bi,j) ≈ 2−iρ.
Because u is Lipschitz continuous on X˙, each point y ∈ Ba(∞, r) \ {∞} is a
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Lebesgue point of u. Hence
|u(y)− uB0,1| ≤
∑
B∈Cy
|uB − uB∗|.
Note that for B ∈ Cy, we have B ⊂ 2B∗ and B∗ ⊂ 2B. Hence
|u(y)− uB0,1| ≤ C
∑
B∈Cy
∫
2B
|u− u2B|
≤ C
∑
B∈Cy
rada(B)
∫
2λB
gˆp dµa
1/p .
Fix t > 0, and suppose that y ∈ Ba(∞, r) \ {∞} such that |u(y) − uB0,1 | ≥ t. Let
0 <  < 1, to be chosen later. Note that for i ≤ l we have rad(Bi,j) = 2−iρ, while for
i = l + 1 we have rad(Bi,j) = 2
−j−1−lρ. Hence by the bound on mi found above, we
have
∑
B∈Cy
(
rad(B)
ρ
)
=
l∑
i=1
mi∑
j=1
2−i + 2−(l+1)
∞∑
j=1
2−j
≤ 2[1280A3λ+ 1]
∞∑
j=1
2−j =: C−1 <∞.
Hence
C t
∑
B∈Cy
(
rad(B)
ρ
)
≤ t ≤ C
∑
B∈Cy
rada(B)
∫
2λB
gˆpdµa
1/p .
Hence there exists By ∈ Cy such that
Ct
(
rad(By)
ρ
)
≤ C rad(By)
ρ
ρ
 ∫
2λBy
gˆp dµa

1/p
.
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Therefore
t ≤ C
C
(
rad(B)
ρ
)1−
r
20λA2
 ∫
2λBy
gˆp dµa

1/p
.
Since 2λBy ⊂ ABa(∞, r) ⊂ 35A3λB0,1 and ρ = r/(20A2λ), by (2.2) we have that
µa(2λBy)
µa(3AB0,1)
≥ C
(
2λ rad(By)
3Ar
)s
,
that is,
rad(By)
r
≤ C
(
µa(3λBy)
µa(3AB0,1)
)1/s
.
Hence, by the doubling property of µa (proved in Subsection 3.2), and by denoting
C/C also by C (recall that C denotes constants whose precise value might be different
in each occurance, see the discussion in Section 2),
t ≤ C r
(
µa(2λBy)
µa(B0,1)
)(1−)/s ∫
2λBy
gˆpdµa

1/p
.
We choose 0 <  < 1 such that τ := 1− (1− )p/s > 0. Then
µa(2λBy)
τ ≤ Cr
p
tpµa(B0,1)1−τ
∫
2λBy
gˆpdµa. (4.9)
Let
Et = {y ∈ B(∞, r) : y 6=∞ and |u(y)− uB0,1| ≥ t}.
By the argument above, for every y ∈ Et, there exists By ∈ Cy satisfying (4.9)
and, by the construction of the chain Cy (recall that da(y,∞) ≈ 2−lr), we have that
y ∈ CBy. By the 5-covering lemma [33, Theorem 1.2], there is a countable pairwise
disjoint subcollection of the collection 40λA2C By, y ∈ Et, denoted {40λC A2Bk}∞k=1
such that Et ⊂
⋃
k 200λA
2C Bk. By the doubling property of µa and the pairwise
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disjointness property of the collection {2λBk}k, we see that
µa(Et) ≤
∞∑
k=1
µa(200λA
2C Bk) ≤ C
∞∑
k=1
µa(2λBk)
≤ Cr
p/τ
tp/τµa(B0,1)1/τ−1
∞∑
k=1
 ∫
2λBk
gˆp dµa
1/τ
≤ Cr
p/τ
tp/τµa(B0,1)1/τ−1
 ∫
3AλB0,1
gˆp dµa

1/τ
.
From Lemma 4.1.3, we can conclude that
∫
Ba(∞,r)
|u− uB0,1|dµa ≤ Cr
 ∫
3AλB0,1
gˆpdµa

1/p
.
Therefore, by the facts that 3AλB0,1 ⊂ Ba(∞, 6Aλr) and ABa(∞, r) ⊂ 35A3λB0,1,
we have
∫
Ba(∞,r)
|u− uBa(∞,r)| dµa ≤ 2
∫
Ba(∞,r)
|u− uB0,1|dµa ≤ Cr
 ∫
6AλBa(∞,r)
gˆpdµa

1/p
,
as desired.
Case 3: da(x,∞) < 8λr. In this case we use the conclusion of Case 2 above as an
aid, since Ba(x, r) ⊂ Ba(∞, 16λr), Ba(∞, 96Aλ2r) ⊂ Ba(x, 105Aλ2r) and the ball
Ba(∞, 16λr) satisfies the hypothesis of Case 2. Hence by the doubling property of
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µa,
∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤ 2
∫
Ba(x,r)
|u− uBa(∞,16λr)| dµa
≤ C
∫
Ba(∞,16λr)
|u− uBa(∞,16λr)| dµa
≤ Cr
 ∫
96Aλ2Ba(∞,r)
gˆpdµa

1/p
≤ Cr
 ∫
Ba(x,105Aλ2r)
gˆpdµa

1/p
.
In conclusion, we have shown the desired Poincare´ inequality in the following three
cases: Ba(x, r) is far away from ∞, that is, da(x,∞) ≥ 8λr (Case 1); Ba(x, r) =
Ba(∞, r) (Case 2), Ba(x, r) is close to ∞, that is, da(x,∞) < 8λr (Case 3). Each of
these cases built upon the previous case, and together cover all the possibilities. This
completes the proof of Theorem 4.1.1.
The requirement that (either X or) X˙ is annular quasiconvex cannot be removed
in Theorem 4.1.1, as the next example shows.
Example 4.1.4. Let X be the 2-dimensional Euclidean infinite strip R × [−1, 1],
equipped with the Euclidean metric and the weighted 2-dimensional Lebesgue mea-
sure, where the weight ω is given by ω(x) = min{1, |x|2}. Then the sphericalization
of X with respect to the base point a = ~0 gives a subset of the 2-dimensional Eu-
clidean sphere obtained as the region trapped between two circles on the sphere that
intersect only at one point, with the two circles tangential to each other at the point
of intersection. The corresponding measure µa is comparable to the 2-dimensional
Lebesgue measure on the sphere, restricted to the region. Such a region cannot sup-
port a p-Poincare´ inequality for any 1 ≤ p < 3, even though, as a convex region
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in the weighted plane where the weight is 2-admissible (see [35]), X supports a 2-
Poincare´ inequality and the weighted Lebesgue measure on X is doubling, . A direct
computation using the sphericalization quantity da shows that the cusp made by the
two circles in the sphericalization is a quadratic cusp; hence in this example X˙ does
support a p-Poincare´ inequality for p > 3, see for example [27, Example 2.2]. This
example space X is radial starlike quasiconvex in the sense of Chapter 5, see also
Definition 2.1.5 from Chapter 2; hence the sphericalization of X does indeed support
a q-Poincare´ inequality for large enough q > 2 (in this case, for q > 3).
4.2 Preservation of p-Poincare´ inequalities under flattening
Now we are ready to consider the preservation of the validity of p-Poincare´ inequal-
ity of a doubling metric measure space that is quasiconvex and annular quasiconvex,
under the procedure of flattening. Recall from (2.16) that the measure after flattening
is given by
dµc(y) =
dµ(y)
µ (B(a, d(y, a)))2
.
Lemma 4.2.1. Suppose that u is a Lipschitz function on Xc. If g is an upper gradient
of u in X \ {c}, then the function g¯ given by
g¯(x) = g(x)(d(x, c))2 (4.10)
is an upper gradient of u in Xc.
Proof. Given a rectifiable curve γ ⊂ Xc with respect to the metric dc, we can see
it is also rectifiable in (X, d). We want to choose g¯ so that, with dsc denoting the
arc-length element in (Xc, d¯) and ds the arc-length element in (X, d),
∫
γ
g¯ds =
∫
γ
gds, (4.11)
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from which we obtain that
|u(x)− u(y)| ≤
∫
γ
ds =
∫
γ
g¯dsc.
Notice that by Definition 2.3.6, we have
dsc(y) =
ds(y)
(d(y, c))2
,
and therefore we can choose g¯(y) = g(y)(d(c, y))2 to satisfy (4.11).
Remark 4.2.2. Note that the Lipschitz function u in (Xc, dc) does not need to be
Lipschitz in (X, d), since the point c is transferred to ∞ in (Xc, dc). However, u is
locally Lipschitz continuous in X \ {c}, and hence will have an upper gradient in
X \ {c} that is locally bounded.
Note that by the results of [20] X is quasiconvex and annular quasiconvex if and
only if its flattened space Xc is quasiconvex and annular quasiconvex. Furthermore,
observe that if a metric space is annular quasiconvex and is connected, then it is also
quasiconvex.
Theorem 4.2.3. Suppose that (X, d, µ) supports a p-Poincare´ inequality, that the
measure µ is doubling, and that (Xc, dc, µc) satisfies annular quasi-convexity with an
annular constant A. Then (Xc, dc, µc) also supports a p-Poincare´ inequality, with
constants that depend only on A and on the doubling and Poincare´ constants of
(X, d, µ).
Proof. As before, we consider three cases.
Case 1: 6λrd(x, c) ≤ 1/2. Then, as we have shown in Case 1 of Proposition 3.1.4,
B(x, 2rd(x, c)2/3) ⊂ Bc(x, r) ⊂ B(x, 2rλd(x, c)2) ⊂ Bc(x, 6λr).
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Furthermore, from that argument, we also obtain that whenever y ∈ Bc(x, 6λr),
2
3
d(x, c) < d(y, c) < 2d(x, c).
Hence we obtain
µc(Bc(x, kr)) =
∫
Bc(x,kr)
dµ(y)
µ (B(c, d(y, c)))2
≈ µ(B
c(x, kr))
µ (B(c, d(x, c)))2
,
whenever 0 < k ≤ 6λ. In addition, for y ∈ 6λBc(x, r), the upper gradient
g¯(y) = g(y)(d(y, c))2 ≈ g(y)(d(x, c))2.
Therefore, by the doubling property of µ we obtain a Poincare´ inequality on the
flattened ball Bc(x, r) when 6λrd(x, c) ≤ 1/2 as follows:
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤2
∫
Bc(x,r)
|u− uB(x,2rd(x,c)2)|dµc
≤ C
µc(Bc(x, r))
∫
Bc(x,r)
|u− uB(x,2rd(x,c)2)|
µ (B(c, d(x, c)))2
dµ
≤ C
µ(Bc(x, r))
∫
Bc(x,r)
|u− uB(x,2rd(x,c)2)| dµ
≤ C
µ(B(x, 2rd(x, c)2/3))
∫
B(x,2rd(x,c)2)
|u− uB(x,2rd(x,c)2)| dµ.
The expression in the last line of the above series of inequalities is purely in terms
of the (un-flattened) balls on X. By the doubling property of µ, we know that
µ(B(x, 2rd(x, c)2/3)) is comparable to µ(B(x, 2rd(x, c)2)). Thus by applying the
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Poincare´ inequality on X, we have
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤Cr d(x, c)2
 ∫
B(x,2rλd(x,c)2)
gp dµ

1/p
≤Cr
 ∫
B(x,2rλd(x,c)2)
g¯p(y)
µ(B(c, d(x, c)))2
µ(Bc(x, 6λr))
dµc(y)

1/p
≤Cr
 ∫
Bc(x,6λr)
g¯p dµc

1/p
as desired. This completes the proof of p-Poincare´ inequality for balls Bc(x, r) when
6λrd(x, c) < 1/2.
Case 2: λrd(x, c) ≥ 4λ. In this case, as in Case 2 of the proof of Proposition 3.1.4
we see that
X \B(c, 2/r) ⊂ Bc(x, r) ⊂ X \B(c, 2/(3r)).
Therefore, by the connectedness of X we can find z ∈ Xc such that rd(z, c) = 4
and note that Bc(z, r/(96λA)) ⊂ Bc(x, r). We know that d(z, c) = 4/r, and so for
y ∈ Bc(x, r) we have d(y, c) > d(z, c)/6.
Let l be the unique integer such that 2ld(z, c) < d(y, c) ≤ 2l+1d(z, c). Then l ≥ −3.
By the quasiconvexity of X we can find a rectifiable (in X) curve γ connecting z to
y such that `d(γ) ≤ Ad(z, y). As in the proof of Case 2 of Theorem 4.1.1, we then
use the annular quasiconvexity of X to correct γ as follows. For −3 ≤ j ≤ l, let
yj ∈ γ be a point such that d(yj, c) = 2jd(z, c). By the annular quasi-convexity of X,
we can find γj ⊂ B(c, 2j+1Ad(z, c)) \ B(c, 2jd(z, c)/A) connecting yj and yj+1 with
`d(γj) ≤ Ad(yj, yj+1). We set rj = 2−jr0, where r0 = r/(96λA). For
z′j ∈ B(c, 2j+1Ad(z, c)) \B(c, 2jd(z, c)/A),
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we have
rjd(z
′
j, c) ≤ 2j+1Ad(z, c)2−jr/(96λA) = rd(z, c)/(48λ) = 1/(12λ),
and hence Bc(z′j, rj) satisfies the hypothesis of Case 1 above. Therefore B
c(z′j, rj)
satisfies the desired Poincare´ inequality by Case 1 with
B(z′j, 2
jd(z, c)/(36λA3)) ⊂ B(z′j, 2rjd(z′, c)2/3) ⊂ Bc(z′j, rj) ⊂ B(z′j, 2rjd(z′, c)2).
We can therefore choose points z0,j, z1,j, z2,j, · · · , zmj ,j from the path γj such that
`(γj(zi,j, zi+1,j)) = 2
jd(z, c)/(36λA3)
for i ≤ mj − 2, and
`(γj(zmj−1,j, zmj ,j)) ≤ 2jd(z, c)/(36λA3)
with z0,j = yj, zmj ,j = yj+1. We want to show mj is bounded.
Since
`(γj) ≤ Ad(y0,j, y1,j) ≤ 2j+1Ad(z, c),
and
(mj − 1)2jd(z, c)/(36λA3) ≤ `(γj) ≤ mj2jd(z, c)/(36λA3),
we have mj ≤ 1 + 72λA4. We now consider the balls Bi,j = Bc(zi,j, rj) for i =
1, · · · ,mj and j = −3, · · · , l and B0,0 = Bc(z, r/(16A)), so that these balls satisfy
the hypothesis of Case 1 above. We also set Bi,l+1 = B
c(y, 2−i−l−1r) for each positive
integer i. Let Cy be the collection made from the above balls, ordered lexicographi-
cally.
Given B ∈ Cy, we denote the successor in the lexicographic ordering of Cy by B∗.
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Note that for B ∈ Cy, 2B satisfies the condition in Case 1 above. Hence for B ∈ Cy,
∫
2B
|u− u2B|dµc ≤ Cradc(B)
∫
2λB
g¯pdµc
1/p .
Here radc(B) is the radius of B in the flattening metric dc. Now, as in the proof of
Case 2 of Theorem 4.1.1, we obtain
|u(y)− uB0,1| ≤
∑
B∈Cy
|uB − uB∗| ≤ C
∑
B∈Cy
radc(B)
∫
2λB
g¯pdµc
1/p .
Next, as in the covering argument proof of Case 2 of Theorem 4.1.1 we see that when
t > 0, setting Et = {y ∈ Bc(x, r) : |u(y)− uB0,1| ≥ t},
µc(Et) ≤ Cr
p/τ
tp/τµ(2ABc(x, r))1/τ−1
 ∫
2λABc(x,r)
g¯pdµc

1/τ
.
From Lemma (4.1.3), we can conclude that
∫
Bc(x,r)
|u− uB0,1|dµc ≤ Cr
 ∫
2λABc(x,r)
g¯pdµc

1/p
.
Therefore, by the fact that 3AλB0,1 ⊂ Bc(x, 6Ar), we have
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤ 2
∫
Bc(x,r)
|u− uB0,1|dµc ≤ Cr
 ∫
6AλBc(x,r)
g¯pdµc

1/p
,
as desired.
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Case 3: for 1/4 ≤ λrd(x, c) ≤ 4λ, we combine the outcome of Case 2 above to obtain
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤2
∫
Bc(x,r)
|u− uBc(x,8r)|dµc
≤C
∫
Bc(x,16λr)
|u− uBc(x,8r)|dµc
≤Cr
 ∫
96Aλ2Bc(x,r)
g¯pdµc

1/p
.
Here we used the fact that Bc(x, 16λr) satisfies the hypothesis of Case 2.
By combining the above three cases we have proved the theorem.
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CHAPTER V
Preservation of ∞-Poincare´ inequalities under
relaxation of annular quasiconvexity
5.1 Preservation of ∞-Poincare´ inequalities under spherical-
ization
Recall from Chapter 4, Theorem 2.3.5 and Theorem 2.3.8 that p-bounded geome-
try, 1 ≤ p <∞, is preserved under the procedures of sphericalization and flattening,
provided the spaces considered are also annular quasiconvex. In the present chapter,
the assumption of annular quasiconvexity has been weakened and we will prove a
weaker conclusion that the transformations of spaces supporting an ∞-Poincare´ in-
equality also support an ∞-Poincare´ inequality. In the last chapter of this thesis we
will consider notions of quasiconvexity that are weaker than annular quasiconvexity
but stronger than the starlike quasiconvexity notions of the present chapter, and we
will show that transformations of spaces supporting a p-Poincare´ inequality support
a q-Poincare´ inequality for sufficiently large q. In general we do not expect q to equal
p.
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5.1.1 Connectivity related to radial starlike quasiconvexity
We remind the reader that curves are parametrized by arc length. Therefore, for
a curve γ : [0,∞)→ X we have that `(γ|[0,s]) = s.
The following lemma shows that, in general metric spaces, annular quasiconvexity
is stronger than radial star-like quasiconvexity. As mentioned in the introduction,
R is K-radial starlike quasiconvex but is not annular quasiconvex. Radial starlike
quaisconvexity and meridienlike quasiconvexity are defined in Definition 2.1.5 and
Definition 2.1.6 of Chapter 2.
Lemma 5.1.2. Let (X, d) be a connected complete proper metric space which is an-
nular quasiconvex with respect to a point a ∈ X. Then (X, d) is quasiconvex and is
radial star-like quasiconvex with respect to a.
Proof. First observe that a connected annular quasiconvex space with respect to a
point a ∈ X is quasiconvex. Indeed, let x 6= y and assume d(x, a) ≥ d(y, a). Let us
denote Bi = B(a, 2
−ir) for i ∈ N, where r = d(x, a). Because X is connected, for each
i ∈ N for which X \ Bi is non-empty, there exists yi ∈ X such that d(a, yi) = 2−ir.
Set y0 = x. By A-annular quasiconvexity with respect to the point a ∈ X, for each
such i ∈ N, there exists an A-quasiconvex curve γi ⊂ X connecting yi−1 to yi such
that γi ⊂ A(a, 2−irC , C2−ir). Let N be the positive integer such that
2−N−1r ≤ d(y, a) < 2−Nr.
Let γ = γ1 ∪ γ2 ∪ · · · ∪ γN ∪ β, where β is an A-quasiconvex curve connecting yN to
y. Then the curve γ connects x to y and
`(γ) ≤
N∑
i=1
`(γi) + `(β) ≤ A
N∑
i=1
d(yi−1, yi) + Ad(yN , y)
≤A
N+1∑
i=1
(2−i+1r + 2−ir) = 3Ar
N+1∑
i=1
2−i = 3Ar(1− 2−N−1) ≤ 3Ad(x, y).
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Thus we have that X is quasiconvex with quasiconvexity constant 3A.
We now show that X is radial star-like quasiconvex. To do so, fix a point z ∈
A(a, r/2, r) for some r > 0. Let {xn}n be a sequence of points converging to ∞ with
x1 = z. For each n ∈ N, let us construct a quasiconvex curve γn connecting a to xn
so that
`(γn) = inf
γ connects a toxn
`(γ).
Observe that a curve constructed in this way is base-point quasiconvex. Since for every
finite closed interval I ⊂ [0,∞), the subcurves γn|I have uniformly bounded length
for any n ∈ N, we can extract, by the Arzela´-Ascoli Theorem, a subsequence {γnk}
converging to a ray γa∞. Observe that γa∞ is base-point quasiconvex. To finish, for
each z ∈ A(a, r/2, r) choose y ∈ γa∞ ∩A(a, r/2, r) and construct a quasiconvex curve
γxy in the annulus A(a, r/A,Ar) connecting z to y using the annular quasiconvexity.
In fact, the proof has shown that annular quasiconvexity implies the radial star-
likeness, with radial starlikeness constants independent of the choice of r0 > 0 one
would choose in the definition of radial starlikeness.
As pointed out before (using the example of R), not all radial starlike quasiconvex
spaces are annular quasiconvex. We now state the main result of this section, namely,
that quasiconvexity is preserved under sphericalization for radial star-like quasiconvex
spaces.
Theorem 5.1.3. Let (X, d) be an unbounded complete quasiconvex metric space. Let
a ∈ X be a base point on X, and assume (X, d) is K-radial star-like quasiconvex with
respect to a for some K ≥ 1. Then (X˙, da) is quasiconvex.
Proof. Given x1, x2 ∈ X˙, we have to prove that there exists a curve γ connecting x1
and x2 such that `da(γ) ≤ Cda(x1, x2). Notice that in the case when d(x1, a) ≤ 2r0 and
d(x2, a) ≤ 2r0 with r0 as in Definition 2.1.5, the original and the sphericalized metric
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are biLipschitz on the ball B(a, 2Cqr0) where Cq is the quasiconvexity constant of X,
and so we can take a quasiconvex curve γx1x2 with respect to the metric d connecting
x1 and x2, which is also quasiconvex with respect to the metric da. We now break
the remaining parts of the proof into four cases: points that are in the same annulus
and far away from each other (Case 1), points that are in the same annulus and close
to each other (Case 2), points that lie in different annuli (Case 3) and finally when
one of the points is the point at∞ (Case 4). The annuli that appear in the proof are
considered with respect to the original metric d.
Fix c′ > 0 such that 0 < c′ < 1/(4Cq) and let x1, x2 ∈ X˙. As pointed out before,
we can assume that at least one of x1, x2 is not in the ball B(a, r0).
Before addressing the above four cases, we give the following preliminary cal-
culations. If γ is a quasiconvex curve in X connecting two points x1 and x2 and
lying in the annulus A(a, r/K,Kr) for some r > 0, then whenever w ∈ γ, we have
d(w, a) ≥ r
K
≥ d(x1,a)
K2
, and thus it follows that
`da(γ) =
∫
γ
ds
(1 + d(γ(s), a))2
≤ `(γ)
(1 + (d(x1, a)/K2))2
≤ K
2r
(1 + d(x1, a)/K2)2
≤K4da(x1,∞).
(5.1)
Case 1: x1 and x2 are in the same annulus A(a, r/2, r) for some r > r0, with
d(x1, x2) ≥ c′r. Note that by this assumption, neither of x1, x2 is the point ∞, and
by the discussion above, r > 2r0. By the K-radial star-like quasiconvex property,
there exist base-point quasiconvex rays γ1a∞, γ
2
a∞, points y1 ∈ γ1a∞, y2 ∈ γ2a∞ and
quasiconvex curves γx1y1 , γx2y2 ⊂ A(a, r/K,Kr) such that
`(γx1y1) ≤ Kd(a, y1) and `(γx2y2) ≤ Kd(a, y2).
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Let us show that the concatenation γ = γx1y1 ∪ γ1y1∞ ∪ γ2∞y2 ∪ γy2x2 that connects x1
and x2 satisfies that `da(γ) ≤ Cda(x1, x2). Here, γ1y1∞ is a subcurve of γ1a∞ with end
points y1 and ∞, and γ2y2∞ is the analogous subcurve for y2. By (5.1) above, we have
`da(γx1y1) ≤ K4da(x1,∞).
On the other hand, since d(x1, x2) ≥ c′r ≥ c′d(x2, a), and d(x2, a) > r0, it follows that
(1 + r0)d(x2, a) ≥ r0(1 + d(x2, a)). (5.2)
Hence, we have
da(x1, x2) =
d(x1, x2)
(1 + d(a, x1))(1 + d(a, x2))
≥ c
′r
(1 + d(a, x1))(1 + d(a, x2))
≥ c′ d(x2, a)
1 + d(a, x2)
1
1 + d(a, x1)
≥c′ r0
1 + r0
da(x1,∞).
(5.3)
Therefore,
`da(γx1y1) ≤
K4(1 + r0)
c′r0
da(x1, x2).
Similarly, we can show that `da(γx2y2) ≤ K
4(1+r0)
c′r0
da(x1, x2).
We next obtain a bound for `da(γ
1
y1∞). By quasiconvexity, `(γay1) ≤ Cd(a, y1),
where γay1 is the subcurve of γ
1
a∞ ending at y1. Let us choose a sequence of points
{zn}n with z0 = y1 and zn ∈ γ1a∞ such that `(γ1a∞
∣∣
[a,zn]
) = 2n`(γaz0). For simplicity,
we denote by γznzn+1 the subcurve of γ
1
a∞ joining zn and zn+1. For w ∈ γznzn+1 , we
have γwa ⊂ γzn+1a, and hence by the base-point quasiconvexity of γ1a∞,
d(w, a) ≥ 1
C
`(γwa) ≥ 1
C
d(zn, a) ≥ 1
C2
`(γazn) ≥
2n
C2
`(γaz0) ≥
2n
C2
d(a, y1).
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Hence,
`da(γznzn+1) =
∫
γznzn+1
ds
(1 + d(γ(s), a))2
≤ `(γznzn+1)
(1 + 2
n
C2
d(a, y1))2
≤ 2
n`(γaz0)
(1 + 2
n
C2
d(a, y1))2
≤ 2
nCd(a, y1)
(1 + 2
n
C2
d(a, y1))2
.
Notice also that because d(x1, y1) ≤ 2r ≤ 4K d(a, y1),
d(x1, a) ≤ d(x1, y1) + d(y1, a) ≤ (1 + 4K)d(a, y1).
Therefore,
`da(γznzn+1) ≤
2nCd(a, y1)
(1 + 2
n
C2
d(a, y1))2
≤ C
3(1 +K)
2nd(a, x1)
=
C
2n d(a, x1)
.
Summing up and using analogs of (5.2) and (5.3), with x1 and x2 switching roles, we
get
`da(γ
1
y1∞) =
∑
n
`da(γznzn+1) ≤
∑
n
C
2nd(a, x1)
≤ C
d(a, x1)
≤C(r0 + 1)
r0
1
1 + d(a, x1)
≤C(r0 + 1)
2
c′r20
da(x1, x2).
(5.4)
We then have that for some C ≥ 1, `da(γ1y1,∞) + `da(γx1,y1) ≤ Cda(x1, x2). Simi-
larly, one can prove that `da(γ
2
y2,∞) + `da(γx2,y2) ≤ Cda(x1, x2). Putting all these
estimates together, we conclude that
`da(γ) = `da(γx1y1) + `da(γ
1
y1∞) + `da(γ
2
y2∞) + `da(γx2y2) ≤ Cda(x1, x2).
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Case 2: x1 and x2 are in the same annulus A(a, r/2, r) for some r > r0 and
d(x1, x2) ≤ c′r. Note again that x1, x2 cannot be equal to ∞. By the quasiconvexity
of X, we can find a Cq-quasiconvex curve γx1x2 connecting x1 and x2. Because c
′ ≤
1/(4Cq), we have that `(γx1x2) ≤ Cqd(x1, x2) ≤ r/4 and γx1x2 is contained in the
annulus A(a, r/4, 2Cqr). Suppose w ∈ γx1x2 , so d(w, x1) ≤ `(γx1x2) ≤ r/4. Then
d(w, a) ≥ d(x1, a) − d(w, x1) ≥ r/4. Therefore, we can estimate the length of γx1x2
under the sphericalized metric as follows:
`da(γx1x2) =
∫
γx1,x2
ds
(1 + d(γ(s), a))2
≤ `(γx1x2)
(1 + r/4)2
≤ 16Cqd(x1, x2)
(1 + r)2
≤ 16Cqd(x1, x2)
(1 + d(x1, a))(1 + d(x2, a))
≤ 16Cqda(x1, x2).
Case 3: x1 and x2 are in different annuli. Then again we have that x1, x2 6= ∞.
We re-name x1 and x2 if necessary so that d(a, x1) < d(a, x2). If 2d(a, x1) > d(a, x2)
and d(x1, a) > r0, let r = d(x2, a) and we can apply Case 1 or Case 2 to prove
that there exists a curve γx1x2 connecting x1 to x2 with `a(γx1x2) ≤ Cda(x1, x2).
Furthermore, if d(a, x1) ≤ r0, then we can, by the connectivity of X, find a point
x′1 with d(x
′
1, a) = r0, find a quasiconvex curve connecting x
′
1 to x2, and concatenate
that curve with the quasiconvex curve connecting x1 to x
′
1, and obtain a quasiconvex
curve connecting x1 to x2. So without loss of generality, we can also assume that
d(a, x1) ≥ r0. Thus we will assume that 2r0 ≤ 2d(a, x1) ≤ d(a, x2).
We first find estimates for da(x1, x2) as follows:
da(x1, x2) =
d(x1, x2)
[1 + d(x1, a)][1 + d(x2, a)]
≤ d(x1, a) + d(x2, a)
[1 + d(x1, a)][1 + d(x2, a)]
≤ 3
2
d(x2, a)
[1 + d(x1, a)][1 + d(x2, a)]
≤ 3
2
1
1 + d(x1, a)
.
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Furthermore, since we can take r0 ≥ 1 in the definition of radial starlikeness, we also
see that
d(x1, x2) ≥ d(x2, a)− d(x1, a) ≥ d(x2, a)/2 ≥ [1 + d(x2, a)]/4.
Therefore,
da(x1, x2) ≥ 1
4
1
1 + d(x1, a)
. (5.5)
Let γ1a∞ be a base-point quasiconvex ray from a to ∞ associated with x1 via the
radial starlike quasiconvexity of X, and let y1 be a point on this ray linked to x1 as
in the definition of radial starlikeness. Similarly, let γ2a∞ be a base-point quasiconvex
ray from a to ∞ associated with x2 via the radial starlike quasiconvexity of X, and
let y2 be a point on this ray linked to x2 as in the definition of radial starlikeness. We
will show that the the concatenation of the four curves γx1,y1 , γy2,x2 , the subcurve β1
of γ1a∞ with end points y1 and∞, and the subcurve β2 of γ2a∞ with end points y2 and
∞, forms the desired da-quasiconvex curve connecting x1 to x2.
First, consider the quasiconvex curve γx1,y1 connecting x1 to y1 and lying in the
annulus B(a,Kr) \ B(a, r/K), where r = d(x1, a), as stipulated in the definition of
radial starlikeness. Then for each point w on that curve, we know that d(w, a) ≥ r/K.
Therefore
`da(γx1,y1) =
∫
γx1,y1
1
[1 + d(w, a)]2
ds(w) ≤ `(γx1,y1)
[1 + r/K]2
≤ C r
[1 + r/K]2
≤ C 1
1 + r/K
≤ C
1 + d(x1, a)
≤ C da(x1, x2).
We used (5.5) to obtain the last inequality in the above chain of inequalities.
Next, we consider the quasiconvex curve γy2,x2 connecting x2 and y2 that lies in
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the annulus B(a,KR) \B(a,R/K) with R = d(x2, a). Then for each point w in that
curve, we know that d(w, a) ≥ R/K. Hence
`da(γy2,x2) =
∫
γy2,x2
1
[1 + d(w, a)]2
ds(w) ≤ `(γy2,x2)
[1 +R/K]2
≤ C R
[1 +R/K]2
≤ C 1
1 +R/K
≤ C
1 + d(x2, a)
≤ C
1 + d(x1, a)
≤ C da(x1, x2).
We again used (5.5) to obtain the above last inequality.
We finally consider the curves β1 and β2, and set r = d(a, x1), R = d(a, x2). For
non-negative integers i let z1,i be the first point at which β1 intersects X \B(a, 2ir),
and let z2,i be the first point at which β2 intersects X \ B(a, 2iR). These points
break β1 and β2 up into sub-curves β1,i and β2,i, i = 0, 1, · · · . By the base-point
quasiconvexity of γ1a∞ (see Definition 2.1.5), whenever w is a point in β1,i, we must
have d(a, w) ≥ 2i−1r/K. It follows that
`da(β1,i) =
∫
β1,i
1
[1 + d(w, a)]2
ds(w) ≤ C `(β1,i)
[1 + 2ir]2
.
By the base-point quasiconvexity again, `(β1,i) ≤ Kd(z1,i, a) ≤ K 2ir. Note that
1 ≤ r0 ≤ d(a, x1) = r. Hence,
`da(β1) =
∑
i
`da(β1,i) ≤ C
∑
i
2ir
[1 + 2ir]2
≤ C
∑
i
2ir
4i r2
≤ C
r
≤ C
1 + d(x1, a)
. (5.6)
Therefore, using (5.5), we obtain
`da(β1) ≤ C da(x1, x2).
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A similar argument for β2, with r replaced by R, gives
`da(β2) ≤
C
1 +R
.
Because in Case 3 we have r < R, we have the desired inequality `da(β2) ≤ C da(x1, x2)
as well. Thus the concatenated curve has da-metric length at most 4C da(x1, x2),
yielding the desired quasiconvex curve.
Case 4: x1 = ∞ 6= x2. If d(x2, a) ≤ r0, since X is unbounded, there exists x′
with d(x′, a) = r0. By the radial starlike property and (5.6) (which is valid for all
radial starlike rays and all points on those rays), there is γx′∞ such that `da(γx′∞) ≤
Cda(x
′,∞). In addition, since x2, x′ ∈ B¯(a, r0), we have a Cq-quasiconvex curve γx′x2
with respect to (X, d). By the argument at the beginning of this proof, we can see
that γx′x2 is also quasiconvex with respect to (X˙, da), so
`da(γx′x2) ≤ Cda(x′, x2) ≤ Cda(x′,∞) + da(x2,∞).
Moreover, we have
da(x
′, x2) =
d(x′, x2)
(1 + d(x′, a))(1 + d(x2, a))
≤ 1
1 + d(x′, a)
+
1
1 + d(x2, a)
≤ 2da(x2,∞),
where the last inequality follows the fact that
da(x
′,∞) = 1
1 + d(x2,∞) ≤
1
1 + d(x′,∞) = da(x
′,∞).
Therefore, when we concatenate the curves γx′x2 and γx′∞ to obtain a curve γx2∞ such
that `da(γx2∞) ≤ Cd(x2,∞).
If d(x2, a) ≥ r0, by the radial starlike property, we have a quasiconvex ray γa∞
associated to x2, and y2 be the point on the ray connected to x2. By (5.1) and (5.6),
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we have `da(γx2y2) ≤ Cda(x2,∞) and `da(γy2∞) ≤ Cda(x2,∞). Therefore, we have
shown the quasiconvexity of the metric space (X˙, da).
Remark 5.1.4. Example 5.1.7 will show that if we remove the hypothesis of radial
star-like quasiconvexity, the previous theorem could be false. Notice also that quasi-
convexity cannot be removed either. The space X = [0,∞) × {1} ∪ [0,∞) × {−1} ∪
{0} × [−1, 1] together with the inherited Euclidean metric is radial star-like quasi-
convex, not quasiconvex, and (X˙, da) is not quasiconvex as well. We see this by the
following computations.
Let a = (0, 0), xn = (n, 1), yn = (n,−1). We will show that the curve connecting
xn to yn could not be quasiconvex with respect to the metric (X˙, da). First we compute
the da-distance of xn and yn:
da(xn, yn) =
d(xn, yn)
(1 + d(a, xn))(1 + d(a, yn))
=
2
(1 +
√
1 + n2)2
≈ 2
n2
, when n is large.
Let γ1 = [0, n]×{1}∪{0}× [−1, 1]∪ [0, n]×−1 and γ2 = [0,∞]×{1}∪ [0,∞]×{−1},
we can see that if a curve γ connects xn to yn with respect to the metric da, then
γ1 ⊂ γ or γ2 ⊂ γ. Therefore, we can only need to compute `da(γ1) and `da(γ2).
Notice that
`da(γ
1) ≥ `da([0, n]× {1}) =
n∫
0
ds
(1 +
√
1 + s2)2
≥
n∫
0
ds
(2
√
1 + s2)2
=
1
4
n∫
0
ds
1 + s2
=
1
4
arctann,
so we have `da(γ
1)/(da(xn, yn)) ≥ n2/C for large n. On the other hand,
`da(γ
2) ≥ `da([n,∞]× {1}) =
∞∫
n
ds
(1 +
√
1 + s2)2
≥
∞∫
n
ds
(2
√
2s2)2
≥ 1
4
∞∫
n
ds
2s2
=
1
8n
,
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so we have `da(γ
2)/(da(xn, yn)) ≥ n/C for large n. Therefore X˙ is not quasiconvex
with respect to the metric da.
5.1.5 Preservation of ∞-Poincare´ inequalities
Theorem 5.1.6. Let (X, d, µ) be a complete metric space endowed with a doubling
measure µ and supporting an ∞-Poincare´ inequality. Let a ∈ X be a base point in
X, and assume (X, d) is K-radial star-like quasiconvex with respect to a for some
K ≥ 1. Then (X˙, da, µa) also supports an ∞-Poincare´ inequality.
Proof. First notice that the doubling property of µa has been shown in Proposi-
tion 3.2.3. Then, according to Theorem 2.2.7, we have to prove that there is a
constant C ≥ 1 such that, for every null set N of X˙, and for every pair of points
x, y ∈ X˙ there is a C-quasiconvex path γ in X˙ connecting x to y with γ /∈ Γ+N . Given
N ⊂ X, we have µ(N) = 0 if and only if µa(N) = 0 (when we consider N as a
subset of X˙). Therefore, in the proof, we will not distinguish the null set N ⊂ X and
N ⊂ X˙.
Without loss of generality, assume x 6= ∞ and da(y,∞) ≤ da(x,∞). As in the
proof of Theorem 5.1.3, we can assume also that d(y, a) ≥ 2r0 and d(x, a) ≥ r0 ≥ 1
(for if d(y, a) ≥ 2r0 and d(x, a) < r0 then we can replace x with a point x′ such that
d(x′, a) = r0).
Since (X, d, µ) is a complete metric space with a doubling measure µ and supports
an ∞-Poincare´ inequality, it is in particular C ′-quasiconvex for some C ′ ≥ 1, so X˙ is
also quasiconvex with respect to the metric da by Theorem 5.1.3. Therefore, there is
a quasiconvex curve γ with respect to the metric da that connects x and y. We can
decompose γ into sub-curves γi, i = 1, · · · , N , so that for each i the sub-curve γi lies
in an annulus A(a,Ri, 2Ri) with each Ri = 2
jid(x, a) > r0, and γ is the concatenation
of these curves. Let xi, yi be the end points of γi. We next choose a finite chain of
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points xi,1 = xi, xi,2, · · · , xi,Ni = yi ∈ γi such that for each j = 1, · · · , Ni,
d(xi,j, xi,j+1) ≤ Ri
KC ′
.
Since (X, d, µ) supports an ∞-Poincare´ inequality, there exists βi,j connecting xi,j
and xi,j+1 with `(βi,j) ≤ C ′d(xi,j, xi,j+1) ≤ Ri/K, and βi,j /∈ Γ+N . Then βi,j lies in the
annulus A(a, CRi, Ri/C). Furthermore, because Ri ≥ r0 ≥ 1, we see that
da(xi,j, xi,j+1) =
d(xi,j, xi,j+1)
[1 + d(xi,j, a)][1 + d(xi,j+1, a)]
≥ d(xi,j, xi,j+1)
4R2i
.
Hence
`da(βi,j) =
∫
βi,j
1
[1 + d(w, a)]2
ds(w) ≤
`(βi,j)∫
0
ds
R2i
≤ C
′d(xi,j, xi,j+1)
R2i
≤ Cda(xi,j, xi,j+1).
Furthermore, since xi,j, xi,j+1 are the end points of quasiconvex curves βi,j and these
points lie in γi, we also have
Ni∑
j=1
da(xi,j, xi,j+1) ≤ C`da(γi).
Setting βi to be the concatenation of the quasiconvex curves βi,j, j = 1, · · · , Ni and
summing over j we obtain
`da(βi) =
Ni∑
j=1
`da(βi,j) ≤ C
Ni∑
j=1
da(xi,j, xi,j+1) ≤ C `da(γi).
Clearly βi 6∈ Γ+N . It follows that the concatenation γ′ of the curves βi, i = 1, · · · , N ,
is a curve connecting x to y with
`da(γ
′) ≤ C `da(γ) ≤ C da(x, y),
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with γ′ 6∈ Γ+N . This is the desired quasiconvex curve that is not in Γ+N .
The following example gives a metric measure space endowed with a doubling mea-
sure, which is not radial star-like quasiconvex, supporting an ∞-Poincare´ inequality
but whose sphericalized space fails to support an ∞-Poincare´ inequality.
Example 5.1.7. Let us consider a length space X ⊂ R2 (in fact it is a tree) with
initial point a ∈ X, constructed in the following way. Let [a,∞)× {0} be a geodesic
ray and select the points xi = (2
2i , 0) from [0,∞)× {0} and note that d(xi, a) = 22i.
We can also take an i-th branch emanating from xi, with end point yi = (2
2i , 22
i+1
).
Then we have d(xi, yi) = 2
2i+1. So
X = [0,∞)× {0} ∪
⋃
i∈N
{22i} × [0, 22i+1 ],
see Figure 5.1. In what follows [xi, yi] will denote the segment in R2 connecting xi
to yi. Since X is a length space, it is in particular quasiconvex. We now endow X
with the 1-dimensional Hausdorff measure µ = H1, which is doubling. In fact, we can
show that (X, d, µ) is Ahlfors 1-regular. Indeed, let z ∈ X. We divide the proof into
different cases:
(1) z ∈ [xi, xi+1]. Then with z = (x, 0) and setting zr = (x+ r, 0), the line segment
[z, zr] is a subset of B(z, r), and so µ(B(z, r)) ≥ r. Hence to prove that µ is
Ahlfors 1-regular it suffices to prove the upper bound estimate as follows.
(i) If r ∈ [22i+1 , 22i+2 ], then B(z, r) ⊂ B(xi, r) ∪ [xi, xi+1] × {0} ∪ B(xi+1, r),
so
µ(B(z, r)) ≤ 2 · 22i+1 + 22i + 22i−1 + 22i−2 + · · ·+ 220 + 2r ≤ 5r.
(ii) If r ∈ [22i , 22i+1 ], then either B(z, r) ⊂ [xi, xi+1] or B(z, r) * [xi, xi+1]. If
B(z, r) ⊂ [xi, xi+1], then µ(B(z, r)) ≤ 2r. Otherwise, B(z, r) * [xi, xi+1].
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Set zr ∈ [xz,∞)×{0} where z = (xz, 0), with |zr−z| = r. If zr ∈ [xi, xi+1),
then we have B(z, r) ∩ [xi+1, xi+2] = ∅, so
B(z, r) ⊂
i⋃
j=1
[xj, yj] ∪ [a, xi+1],
hence µ(B(z, r)) ≤ ∑i−1j=1 22j + 22i + r + r ≤ 4r. If zr ∈ [xi+1, xi+2], we
need to take the branches [xi+1, yi+1] and [xi+1, xi+2] into account, and so
µ(B(z, r)) ≤∑i−1j=1 22j + 22i + r + r + 2r ≤ 6r.
(iii) If r ≤ 22i, then B(z, r) consists of two or three line segments of length at
most r. Hence in this case, we know that µ(B(z, r)) ≤ 3r.
(iv) If r ≥ 22i+2, we have B(z, r) ⊂ B(xi, r) ∪ B(xi+1, r). in addition, we can
observe that for the balls B(xi, r) and B(xi+1, r), the length of branches on
the left of xi, x1+1 respectively are much less than r, so we can control the
volume of this part of B(xi, r) and [xi+1, yi+1] by 3r. In the right side of
B(xi+1, r), consider the largest positive integer l such that xl ∈ B(xi+1, r).
Then we see that 22
l . r ≤ 22l+1 in [a, xl] and that there are at most
three branches with length no less than 22
l
. Therefore, we can obtain the
estimate that µ(B(xi, r)) ≤ 4r and µ(B(xi+1, r)) ≤ 5r, so we can conclude
that µ(B(z, r)) ≤ 9r.
(2) z lies in the i-th branch of the tree, that is, z ∈ [xi, yi]. First, we can estimate
the lower bound of µ(B(z, r)) as follows. It is easy to see that if r is smaller than
or equal to the (vertical) distance between z and xi then the vertical line segment
from z down a distance r towards zi lies in B(z, r) and so µ(B(z, r)) ≥ r. If the
distance between z and xi is smaller than r the union of the vertical line segment
[z, xi] and the horizontal line segment [xi, w] with w = (2
2i + r− |xi− z|, 0) lies
in B(z, r) and so µ(B(z, r)) ≥ r again. Thus we have the lower bound. The
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Figure 5.1: A metric tree which is not radial star-like quasiconvex
upper bound estimates are proved below in a manner similar to that of case (1).
(i) r ∈ [22i , 22i+1 ]. Let r0 := min{|yi − z|, |xi − z|}. If r0 ≥ r, then B(z, r) ⊂
[xi, yi], so µ(B(z, r)) ≤ 2r. If r0 < r, then we have B(z, r) ⊂ [xi, yi] ∪
B(xi, r), so by the upper bound of (ii) from Case 1, µ(B(xi, r)) ≤ 6r.
Therefore, we can get µ(B(z, r)) ≤ 2r + 6r ≤ 8r.
(ii) If r ≥ 22i+1 , since |xi − yi| = 22i ≤ r, so B(z, r) ⊂ B(xi, r). According the
result of item (i) and (iv) in Case 1, we will have µ(B(z, r)) ≤ Cr.
(iii) If r ≤ 22i, then there are at most three branches in B(z, r) with length no
less than r, therefore, we have µ(B(z, r)) ≤ 4r.
Notice also that the i-th branch of the tree has length 22
i+1
, whereas the distance
between a and xi is only 2
2i, so
lim
i→∞
d(xi, yi)
d(xi, a)
=∞,
which violates the assumption of radial star-like quasiconvexity. On the other hand,
(X, d, µ) supports an∞-Poincare´ inequality. Indeed, according to Theorem 2.2.7, it is
enough to check that for any null set N ⊂ X and x, y ∈ X, there is a C-quasiconvex
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path connecting x to y, with γ /∈ Γ+N . In this case, we can let γ be the geodesic
connecting x and y.
To finish, we will show that the sphericalized space (X˙, da) is not quasiconvex, so
in particular it does not support an ∞-Poincare´ inequality. Suppose i < j. Let yi and
yj be the end points of the i-th branch and j-th branch respectively. We have that
d(yi, yj) = d(yi, xi) + d(xi, xj) + d(xj, yj) = 2
2i+1 + 22
j − 22i + 22j+1 ≈ 22j+1 (5.7)
and
d(a, yi) = 2
2i + 22
i+1
, d(a, yj) = 2
2j + 22
j+1
.
Therefore,
da(yi, yj) ≈ 2
2j+1
22i+122j+1
=
1
22i+1
.
In order to estimate the length of the curve γ connecting yi and yj, we have to take
into account that γ ⊃ [yi, xi]∪ [xi, xj]∪ [xj, yj]. Denoting by γi = [xi, yi], we have that
`da(γ) ≥ `da(γi) + `da(γj)
≥
`(γi)∫
0
dt
[1 + d(γi(t), a)]2
+
`(γj)∫
0
dt
[1 + d(γj(t), a)]2
=
`(γi)∫
0
dt
[1 + t+ 22i ]2
+
`(γj)∫
0
dt
[1 + t+ 22j ]2
=
1
1 + 22i
− 1
1 + 22i + 22i+1
+
1
1 + 22j
− 1
1 + 22j + 22j+1
≈ 1
22i
.
(5.8)
Then,
`da(γ)
da(yi, yj)
≥ 2
2i+1
C22i
≈ 2
2i
C
, for all i ≥ 0.
Therefore, we have shown that (X˙, da) is not quasiconvex.
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5.2 Preservation of ∞-Poincare´ inequalities under flattening
In this section we introduce a general class of (bounded) metric spaces, meridian-
like quasiconvex spaces, for which the property of supporting an∞-Poincare´ inequal-
ity is preserved under flattening. We will see in Lemma 5.2.4 that meridian-like
quasiconvexity is the dual property of radial star-like quasiconvexity: radial star-
like quasiconvex spaces become meridian-like quasiconvex after sphericalization, and
conversely, we recover radial star-likeness after flattening meridian-like quasiconvex
spaces.
5.2.1 Connectivity properties related to meridian-like quasiconvexity
The following lemma shows that, for general metric spaces, annular quasiconvexity
is stronger than meridian-like quasiconvexity.
Lemma 5.2.2. Let (X, d) be a bounded connected complete locally compact metric
space which is annular quasiconvex with respect to a point c ∈ X. Then (X, d) is
K-meridian-like quasiconvex with respect to c.
Proof. The proof is similar to the proof of Lemma 5.1.2. Given x ∈ A(c, r/2, r), we
can find quasiconvex curves γcx and γxa to connect c to x and x to a respectively.
As done in the proof of Lemma 5.1.2, we now modify the two curves in each annulus
in order to ensure the base-point quasicovexity property with respect to a and c
respectively. After denoting the modified curves by γ′cx and γ
′
xa, we can show that
the concatenation γ = γ′cx ∪ γ′xa is a double base-point quasiconvex curve connecting
c and a, which exactly passes through x.
The next two lemmas show that radial star-like quasiconvexity and meridian-like
quasiconvexity are dual properties, with duality given via the sphericalization/flattening
procedures.
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Lemma 5.2.3. Let (X, d) be an unbounded complete metric space. Let a ∈ X be a
base point in X, and assume (X, d) is K-radial star-like quasiconvex with respect to
the base point a for some K ≥ 1. Then (X˙, da) is K ′-meridian-like quasiconvex with
respect to c =∞ and a for some K ′ ≥ 1.
Proof. For x ∈ X, we know that d(x, a) > r0 if and only if da(x,∞) < 1 − r01+r0 .
Let x ∈ Ba(∞, 1 − r01+r0 ) \ {∞}. By K-radial star-like quasiconvex property there
exist a base-point quasiconvex ray γa∞, a point y ∈ γa∞ and a quasiconvex curve
γxy connecting x to y in the annulus A(a, d(a, x)/K,Kd(a, x)) such that `(γxy) ≤
Kd(y, a). By the proof of (5.6) given in the previous chapter of this thesis, and
noting that [1 + d(x, a)]−1 = da(x,∞), we see that the sphericalization of the ray
γa∞ is a base-point quasiconvex curve in X˙ connecting c =∞ to a. Indeed, for each
z ∈ γa∞, we denote the segment of γa∞ with end points z and ∞ by γz∞, and note
that `da(γz∞) ≤ Cda(z,∞). For the convenience of the reader, we repeat the proof
of (5.6) here as follows (for w ∈ γa∞ we denote the subcurve of γa∞ with end points
a and w by γaw in the following):
`da(γz∞) =
∫
γz∞
ds
(1 + d(γ(s), a))2
≤
∫
γz∞
ds
(1 + `(γaγ(s))/K)2
≤ K2
∞∫
`(γaz)
dt
(1 + t)2
≤ K
2
1 + `(γaz)
≤ K
3
1 + d(z, a)
= C da(z,∞),
where in the first inequality we have used the fact that γa∞ is a base-point quasiconvex
ray and the second inequality we have used the fact that γ is arc-length parametrized.
Moreover `da(γxy) ≤ Cda(y,∞). Indeed, let r = d(x, a) > r0. Because r/K ≤
d(w, a) ≤ Kr for any w ∈ γxy and `(γxy) ≤ Kr, we have that
`da(γxy) =
∫
γxy
ds
(1 + d(γ(s), a))2
≤ Kd(y, a)
(1 + r
K
)2
≤ K
3
1 + r
K
≤ K
5
1 +Kr
≈ da(y,∞).
To finish notice that an annulus A(a, r/K,Kr) in the original metric is transformed
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under sphericalization into another annulus comparable to an annulusA(∞, r′/K ′, K ′r′)
in the sphericalized metric for some r′ > 0. Indeed, if d(x, a) ≥ r/K, then
da(x, a) =
d(x, a)
1 + d(x, a)
= 1− 1
1 + d(x, a)
≥ 1− 1
1 + r/K
=
r/K
1 + r/K
.
If d(x, a) ≤ Kr, then
da(x, a) =
d(x, a)
1 + d(x, a)
≤ Kr
1 +Kr
≤ K2 r/K
1 + r/K
.
Thus we take K ′ = K2, which is independent of x, r, and r′ = (r/K)/[1 + r/K].
Lemma 5.2.4. Let (X, d) be a bounded complete metric space. Let c ∈ X and assume
(X, d) is K-meridian-like quasiconvex with respect to the base point c for some K ≥ 1.
Then (Xc, dc) is K ′-radial star-like quasiconvex with respect to the point a ∈ X (as
in Remark 2.1.7) for some K ′ ≥ 1.
Proof. Because X is K-meridian-like quasiconvex with respect to a base point c ∈ X,
there exists a constant K ≥ 1, a point a ∈ X and a small radius r0(K) = r0 > 0 such
that for every x ∈ A(c, r/2, r) and r < r0, there exist a double base-point quasiconvex
curve γac, a point y ∈ γac and a curve γxy ⊂ A(c, r/K,Kr) connecting x to y such
that `(γxy) ≤ Kd(y, c).
Now, we show that the base-point quasiconvex curve γac is a base-point quasi-
convex ray after flattening. Let z ∈ γac and consider the subcurves γaz and γcz of
γac with end points a, z and end points c, z respectively. Since `(γcz) ≤ Kd(z, c) and
`(γaz) ≤ Kd(a, z)) for any z ∈ γac, it follows that
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`dc(γaz) =
∫
γaz
ds
(d(γ(s), c))2
≤
`(γca)∫
`(γcz)
K2ds
s2
≤ C
(
1
`(γcz)
− 1
`(γca)
)
≤ C`(γaz)
`(γcz)`(γca)
≤ Cd(a, z)
d(c, z)d(c, a)
= Cdc(a, z).
(5.9)
Therefore, `dc(γay) ≤ Cdc(a, y).
Next we prove that for x, y and γxy satisfying (2.7), we have `dc(γxy) ≤ Cdc(a, y),
for some C ≥ 1 depending on K. See that for w ∈ γxy we have d(w, c) ≥ r/K, and
so,
`dc(γxy) =
∫
γxy
ds
(d(γ(s), c))2
≤ C`(γxy)
r2
≤Cd(y, c)
r2
≤ C
d(y, c)
≤ Cdc(a, y).
(5.10)
We used (2.8) in the last inequality above.
To finish, notice that an annulus A(c, r/K,Kr) in the original metric transforms
under flattening into another annulus comparable to an annulus A(a, r′/K ′, K ′r′) in
the flattened metric for some r′ > 0 that depends only on r and K, with K ′ depending
solely on K.
Theorem 5.2.5. Let (X, d) be a bounded complete metric space. Let c ∈ X be a base
point in X, and assume (X, d) is quasiconvex and K-meridian-like quasiconvex with
respect to the base point c for some K ≥ 1. Then (Xc, dc) is quasiconvex.
Recall that ` denotes the length with respect to the original metric and `dc denotes
the length of the flattened metric.
Proof. Since (X, d) is quasiconvex and meridien-like quasiconvex, by Lemma 5.2.4
we know that (Xc, dc) is radial starlike quasiconvex with respect to a where a is the
second point associated with the notion of meridian-like quasiconvexity.
87
The idea for the proof of this theorem is similar to the one used in Theorem 5.1.3.
Given x1, x2 ∈ Xc, we have to prove that there exists a curve γ connecting x1 and
x2 such that `dc(γ) ≤ Cdc(x1, x2). Let r0 be as in the definition of meridian-like
quasiconvexity, see Definition 2.1.6.
We divide the proof into five cases: points that are in the same annulus and far
away from each other (Case 1), points that are in the same annulus and close to each
other (Case 2), points lying in different annuli (Case 3) and points lying outside the
ball B(c, r0) (Case 4) and finally one point in the ball B(c, r0) and another point
outside of B(c, r0) (Case 5). In the proof, the annuli are considered with respect to
the original metric d.
Fix c′ > 0 such that 0 < c′ < 1/(4Cq) where Cq is the quasiconvexity constant of
X.
Case 1: x1, x2 are in the annulus A(c, r/2, r) for some r < r0 and d(x1, x2) ≥ c′r.
Then we can find two double base-point quasiconvex curves γ1ac, γ
2
ac and points y1 ∈
γ1ac, y2 ∈ γ2ac and quasiconvex curves γx1y1 , γx2y2 ⊂ A(c, r/K,Kr) satisfying (2.7). We
want to show that the concatenation γ = γx1y1 ∪ γ1y1a ∪ γ2ay2 ∪ γy2x2 is a quasiconvex
curve in the flattened metric.
Because d(a, x1), d(a, y1), d(a, x2), d(a, y2) and d(x1, x2) are all comparable to r,
we have that
dc(a, x1) ≈ dc(a, y1) ≈ dc(a, x2) ≈ dc(a, y2) ≈ dc(x1, x2).
Using (5.10), we can estimate `dc(γx1y1) as follows:
`dc(γx1y1) ≤ Cdc(y1, a) ≤ Cdc(x1, x2).
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Next, because y1 ∈ B(c,Kr), by (5.9) we have
`dc(γay1) ≤ Cdc(y1, a) ≤ C dc(x1, x2).
Similar arguments give us estimates for `dc(γay2) and `dc(γx2y2) in terms of d
c(x1, x2).
Therefore, we have `dc(γ) ≤ dc(x1, x2).
Case 2: x1, x2 are in the same annulus A(c, r/2, r), r ≤ r0, but d(x1, x2) ≤ c′r.
By the quasiconvexity of (X, d), we can find a Cq-quasiconvex curve γ connecting
x1, x2. Because c
′ < 1/(4Cq), for w ∈ γ, we can get the estimate
d(w, c) ≥ d(x1, c)− d(x1, w) ≥ d(x1, c)− `(γ) ≥ r/2−Cqd(x1, x2) ≥ r/2− r/4 = r/4,
so
`dc(γ) ≤
∫
γ
ds
(d(γ(s), c))2
≤ 16`(γ)
r2
≤ 16Cqd(x1, x2)
d(x1, c)d(x2, c)
≤ Cdc(x1, x2).
Hence, we have proved quasiconvexity in Case 2.
Case 3: 2d(x1, c) ≤ d(x2, c) ≤ r0. Since by the definition of meridien-like quasi-
convexity we must have d(a, c) ≥ 2r0, and x1, x2 ∈ B(c, r0), we have d(a, x1) ≈ d(a, c)
and d(a, x2) ≈ d(a, c), and hence
dc(x1, x2) =
d(x1, x2)
d(x1, c)d(x2, c)
≥ d(x2, c)− d(x1, c)
d(x1, c)d(x2, c)
≥ 1
d(x1, c)
− 1
d(x2, c)
≥ 1
2d(x1, c)
≥ C−1 d(x1, a)
d(x1, c)d(a, c)
= C−1dc(x1, a).
Similarly, we have dc(x2, a) ≤ Cdc(x1, x2). Therefore, as in Case 1, by by (5.9)
and (5.10),
`dc(γ
1
y1a
) ≤ Cdc(y1, a) ≤ Cdc(x1, a) ≤ Cdc(x1, x2),
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`dc(γ
2
y1a
) ≤ Cdc(y2, a) ≤ Cdc(x2, a) ≤ Cdc(x1, x2),
`dc(γx1y1) ≤ Cdc(x1, a) ≤ Cdc(x1, x2).
Therefore
`dc(γx2y2) ≤ Cdc(x2, a) ≤ Cdc(x1, x2).
So the concatenation γ = γx1y1 ∪ γ1y1a ∪ γ2ay2 ∪ γy2x2 is quasiconvex.
Case 4: If x1, x2 /∈ B(c, r0), with r0 as in Definition 2.1.6 and d(x1, x2) ≤ Cqr0/2,
the original and the flattened metric are comparable, so we can take a quasiconvex
curve γx1x2 in the original metric connecting x1 and x2, which is also quasiconvex in
the flattened metric.
Case 5: x1 ∈ B(c, r0), x2 /∈ B(c, r0). Let d(x1, c) = r < r0 ≤ d(x2, c). If
d(x1, x2) ≤ c′r0, then as in Case 2, we can find a quasiconvex curve γx1x2 connecting
x1 to x2. Since c
′ < 1/(4Cq), for z ∈ γx1x2 , d(z, c) ≥ r0 − Cqc′r0 ≥ r0/2, and so
`dc(γx1x2) ≤
∫
γx1x2
ds
(d(γ(s), c))2
≤ 4`(γx1x2)
r20
≤ 4Cqd(x1, x2)
r20
,
and
dc(x1, x2) =
d(x1, x2)
d(x1, c)d(x2, c)
≥ d(x1, x2)
2r0 × c′r0 .
On the other hand, if d(x1, x2) ≥ c′r0, let x′ ∈ Xc with d(x′, c) = r0. Therefore,
by Case 1 or Case 2 (depending on the distance between x1 and x
′), we can find a
quasiconvex curve γx1x′ with respect to the metric d
c, and by case 4, we can find a
quasiconvex curve γx′x2 with respect to the metric d
c with
`dc(γx1x′) ≤ Cdc(x1, x′), `dc(γx′x2) ≤ Cdc(x′, x2).
Finally, we only need to show dc(x1, x
′) + dc(x′, x2) ≤ Cdc(x1, x2).
90
Notice that
dc(x1, x
′) =
d(x1, x
′)
d(x1, c)d(x′, c)
, dc(x2, x
′) =
d(x2, x
′)
d(x2, c)d(x′, c)
, dc(x1, x2) =
d(x1, x2)
d(x2, c)d(x′, c)
and we have d(x′, c) = r0, d(x1, x2) ≥ c′r0, d(x1, c) < r0 ≤ d(x2, c), so we can get
d(x2, x
′)
d(x2, c)d(x′, c)
≤ d(x2, x1) + d(x1, x
′)
d(x2, c)r0
≤ d(x1, x2)
d(x2, c)d(x1, c)
+
d(x1, x
′)
d(x1, c)r0
.
Therefore, we only need to show that
d(x1, x
′)
d(x1, c)r0
≤ C d(x1, x2)
d(x2, c)d(x1, c)
,
that is, d(x1, x
′)d(x2, c) ≤ Cd(x1, x2)d(x′, c). Since d(x1, x′) ≤ d(x1, c)+d(x′, c) ≤ 2r0
and c′r0 ≤ d(x1, x2) we can obtain
d(x1, x
′)d(x2, c) ≤ d(x1, x′)(d(x1, x2) + d(x1, c)) ≤ 2r0d(x1, x2) + 2r20 ≤ 2Cr0d(x1, x2).
Combining the arguments above, we have proved that dc(x1, x
′)+dc(x′, x2) ≤ dc(x1, x2).
5.2.6 Preservation of ∞-Poincare´ inequalities
Theorem 5.2.7. Let (X, d, µ) be a complete bounded metric space endowed with a
doubling measure µ and supporting an ∞-Poincare´ inequality. Let c ∈ X be a base
point on X, and assume (X, d) is K-meridian-like quasiconvex with respect to the base
point c for some K ≥ 1. Then (Xc, dc, µc) also supports an ∞-Poincare´ inequality.
Proof. The proof is similar to the proof of Theorem 5.1.6. In Theorem 5.2.5, we have
already shown that (Xc, dc) is quasiconvex. Notice also that the doubling property
of µa has been shown in Proposition 3.2.5.
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Figure 5.2: The graph of the bounded meridianlike quasiconvex space before flatten-
ing
Now, according to Theorem 2.2.7, we need to prove that there is a constant C ≥ 1
such that, for every null set N of Xc, and for every pair of points x, y ∈ Xc there is
a C-quasiconvex path γ in Xc connecting x to y with γ /∈ Γ+N . Given N ⊂ X with
c /∈ N , we have µ(N) = 0 if and only if µc(N) = 0 (if we consider N as a subset
of Xc). Therefore, in the proof, we will not distinguish the null set N ⊂ X and
N ⊂ Xc. Without loss of generality, assume d(y, c) ≤ d(x, c). We can decompose X
into a pairwise disjoint union of annuli A(c, 2−jd(x, c), 2−j+1d(x, c)). Since (X, d, µ)
is a complete metric space with a doubling measure µ and supports an ∞-Poincare´
inequality, it is C ′-quasiconvex for some C ′ ≥ 1. Therefore by Theorem 5.2.5 we know
that Xc is quasiconvex, and so there is a quasiconvex curve γ in Xc connecting x and
y. Let γi be the subcurve of γ such that γi ⊂ A(c, Ri, 2Ri) with end points xi and yi,
where Ri = 2
−jid(x, c), and ji depends on the index i in the sense that ji is the index
of the dyadic annulus B(c, 2Ri) \ B(c, Ri) in which γi is located. Therefore, we need
to modify the curve γ into γ′ such that γ′ /∈ Γ+N .
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Let xi,1 = xi, xi,2, . . . , xi,Ni = yi be a chain of points in γi such that
d(xi,j, xi,j+1) ≤ Ri
2C ′
.
Since (X, d, µ) supports an∞-Poincare´ inequality, there exists a C ′-quasiconvex curve
βi,j connecting xi,j and xi,j+1 with βi,j /∈ Γ+N . Since `(βi,j) ≤ C ′d(xi,j, xi,j+1) ≤ Ri/2,
βi,j still sits in A(c, Ri/2, 4Ri). We can estimate the d
c length of βi,j as follows,
`dc(βi,j) =
∫
βi,j
ds(w)
(d(w, c))2
≤ 4`(βi,j)
R2i
≤ 4C
′d(xi,j, xi,j+1)
R2i
≤ 64C
′d(xi,j, di,j+1)
d(xi,j, c)d(xi,j+1, c)
≤ Cdc(xi,j, di,j+1),
the first inequality at the last line above follows the fact that xi,j ∈ A(c, Ri/2, 4Ri).
In addition, let βi be the concatenation of βi,j, then we have
`dc(βi) =
∑
j
`dc(βi,j) ≤
∑
j
Cdc(xi,j, xi,j+1) ≤ C`dc(γi).
Hence, let γ′ be the concatenation of βi, then we have
`dc(γ
′) =
∑
i
`dc(βi) ≤ C
∑
i
`dc(γi) ≤ Cdc(x, y).
Therefore, we have shown that γ′ is a quasiconvex curve connecting x and y with
γ′ /∈ Γ+N . By applying Theorem 2.2.7, we have shown that (Xc, dc, µc) supports an
∞-Poincare´ inequality.
Example 5.2.8. Observe that we cannot remove the hypothesis of meridian-like qua-
siconvexity from Theorem 5.2.5 or Theorem 5.2.7 as the following example shows. Let
93
ai =
1
(i+1)!
and bi =
1
i!
, i = 2, 3, . . . , and set
X = [0, 1]× {0} ∪
∞⋃
i=1
{ai} × [0, bi] ⊂ R2,
where X is endowed with the length metric on R2 and the 1-dimensional Hausdorff
measure µ. Let c = (0, 0) be the point to be moved to ∞, and denote xi = (ai, 0), yi =
(ai, bi), a = (1, 0). We can see that
|yi−xi|
|xi−c| =
(i+1)!
i!
= i + 1 → ∞, so X is not merid-
ian starlike quasiconvex. We want to show that (X, d, µ) supports an ∞-Poincare´
inequality, but (Xc, dc, µc) does not.
First we show that (X, d, µ) is Alhfors 1-regular. Since diam(X) ≤ 2, we only
need to check for r ≤ 1. Because is a length space, so we always have µ(B(x, r)) ≥ r
for r ≤ 1. Suppose z ∈ X.
(1) When z ∈ [xi, xi−1], we want to estimate the upper bound of µ(B(z, r)) by
considering the radius of r in different cases.
(i) r ∈ [ 1
(i+1)!
, 1
i!
]. If B(z, r) ⊂ [xi, xi−1], then µ(B(z, r)) ≤ 2r. If xi−1 ∈
B(z, r) and xi /∈ B(z, r), we can see that B(z, r) has a branch at xi−1, so
µ(B(z, r)) ≤ 2r + µ(B(xi−1, r)). Additionally, |xi−1 − yi−1| = 1(i−1)! ≥ r
and |xi−1 − xi−2| = 1(i−1)! − 1i! = i−1i! ≥ r, so µ(B(xi−1, r)) ≤ 3r. If
xi ∈ B(z, r) and xi−1 /∈ B(z, r), then µ(B(z, r)) ≤ 2r + µ(B(xi, r)). Be-
cause r ≤ 1
i!
and |xi − xi−1| = 1i! − 1(i+1)! ≈ 1i! , we can estimate the measure
µ(B(xi, r)) by considering the measure of the left branch of B(xi, r) to-
gether with the length of the horizontal segment connecting xi to a point
to the right of xi a distance r away (and this point lies to the left of
xi−2), which is r. Therefore µ(B(xi, r)) is at most r plus the measure
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of [c, xi] ∪
⋃∞
j=i+1[xj, yj] ∪ {ai} × [0, r]. So µ(B(xi, r)) is at most
r + µ([c, xi] ∪
∞⋃
j=i+11
[xj, yj] ∪ {ai} × [0, r]) = r + 1
(i+ 1)!
+
∞∑
j=i+1
1
j!
+ r ≤ 4r.
If xi, xi−1 ∈ B(z, r), we can let B(z, r) ⊂ B(xi, r) ∪ B(xi−1, r) to obtain
the upper bound of µ(B(z, r)).
(ii) If r ∈ [ 1
(i+2)!
, 1
(i+1)!
], we can see that
|xi−1 − xi| = 1
i!
− 1
(i+ 1)!
=
i
(i+ 1)!
≥ 1
(i+ 1)!
≥ r.
Therefore, from case (i) we can see that µ(B(xi−1, r)) ≤ 3r. To consider
the ball B(z, r), we take all the vertical branches on [c, xi]. Note that
1
i!
= |yi − xi| ≥ r. Therefore we use r to measure the part of the vertical
branch [xi, yi] in the ball B(z, r). Similarly we use r to measure the part
of the vertical branch [xi+1, yi+1] (which has length 1/(i + 1)! ≥ r as well)
in the ball B(z, r). Thus we get the estimate
µ(B(xi, r)) ≤ 4r +
∞∑
j=i+2
1
j!
≤ Cr.
Since B(z, r) ⊂ B(xi, r) ∪B(xi−1, r) ∪ [z−r , z+r ] where, with z = (xz, 0), we
have set z+r = (xz + r, 0) and z
−
r = (xz − r, 0). Therefore µ(B(z, r)) ≤ Cr.
(iii) If r ≤ 1
(i+2)!
, we can observe that all of the length of the edges connecting
[xi, xi−1] are greater than r, so µ(B(z, r)) ≤ 3r.
(iv) If r ≥ 1
i!
, then
B(z, r) ⊂ [c, xi−1] ∪
∞⋃
j=i
[xj, yj] ∪B(xi−1, r).
Since µ([c, xi−1]∪
⋃∞
j=i[xj, yj]) =
1
i!
+
∑∞
j=i
1
j!
≤ 3r, we only need to estimate
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µ(B(xi−1, r)). Suppose xl be the point on [xi−1, a] with xl ∈ B(xi−1, r) and
xl−1 /∈ B(xi−1, r), so l ≤ i − 1 and r ∈ [|xl − xi−1|, |xl−1 − xi−1|]. Notice
that |xl − xi−1| = 1(l+1)! − 1i! ≈ 1(l+1)! , |xl−1− xi−1| = 1(l+2)! − 1i! ≈ 1l! . We can
observe that since |c− xl+1| = 1(l+2)! ≤ r, so B(xi−1, r) ⊂ B(xl+1, r). Then
we can use the result in Case (i) to get the upper bound.
(2) When z ∈ [xi, yi], we can see that if r ≤ |z − xi|, then µ(B(z, r)) ≤ 2r. If
r ≥ |z−xi|, we have B(z, r) ⊂ B(xi, 2r), we will have µ(B(z, r)) ≤ µ(B(xi, 2r))
and apply the result of case (1) to gain the upper bound.
(3) When z = c, we just let xi → c, so by Fatou lemma, we have µ(B(c, r)) ≤
lim infi→∞ µ(B(xi, r)) ≤ cr.
Obviously, (X, d, µ) is quasiconvex, since (X, d) is a length space. Furthermore, since
µ is the 1-dimensional Hausdorff measure, any null set should have Hausdorff 1-
dimensional measure 0, so (X, d, µ) supports ∞-Poincare´ inequality.
Now we only need to show is that (Xc, dc, µc) is not quasiconvex. Let i < j. Then
d(yi, c) =
1
i!
+
1
(i+ 1)!
, d(yj, c) =
1
j!
+
1
(j + 1)!
,
and
d(yi, yj) =
1
i!
+
1
j!
+
1
(i+ 1)!
− 1
(j + 1)!
≈ 1
i!
.
Then we can get
dc(yi, yj) =
d(xi, xj)
d(xi, c)d(xj, c)
≈
1
i!
1
i!
1
j!
= j!
On the other hand, since (X, d, µ) is a tree, every geodesic curve γ connecting yi to
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yj is of the form [xi, yi] ∪ [xi, xj] ∪ [xj, yj]. We only need to estimate `dc([xj, yj]).
`dc([xj, yj]) =
∫
[xj ,yj ]
dw
(d(w, c))2
=
1
j!∫
0
dt
( 1
(j+1)!
+ t)2
=
1
1
(j+1)!
− 11
(j+1)!
+ 1
j!
=(j + 1)!− (j + 1)!
j + 2
≈ (j + 1)!.
Therefore, since `dc (γ)
dc(yi,yj)
≈ (j+1)!
j!
≈ j + 1 → ∞ when j → ∞, so (Xc, dc, µc) is not
quasiconvex and so cannot support an ∞-Poincare´ inequality.
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CHAPTER VI
Preservation of p-Poincare´ inequalities under
relaxation of annular quasiconvexity
The preservation of p-Poincare´ inequality requires more assumptions than ∞-
Poincare´. The argument below will show that under further refinements of radial
starlike quasiconvexity and meridian-like quasiconvexity, preservation of the property
of supporting a p-Poincare´ inequality can be deduced when p > s, when s is the
dimension corresponding to the doubling measure µ.
6.1 Preservation of p-Poincare´ inequalities under spherical-
ization
Definition 6.1.1. A metric space is a refinement of radial starlike quasiconvex with
respect to the base point a ∈ X if there exist a constant K ≥ 1, a fixed radius
r0 > 0, N0 ∈ N and a collection of base-point quasiconvex rays β1, β2, · · · , βN0 with
respect to a connecting a to ∞ such that for every r > r0 and x ∈ A(a, r/2, r) there
exists z ∈ βi for some i ∈ {1, 2, · · ·N0} and a quasiconvex curve γxz ⊂ A(a, r/K,Kr)
connecting x to z such that
`(γxz) ≤ Kd(a, x).
The definition of base point quasiconvexity can be referred to (2.6).
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An analog of Lemma 5.2.3 gives us the notion of refinement of meridian starlike
quasiconvexity of a bounded metric space X, where we require that a finite number
of the meridian-like rays would suffice in verifying the meridian starlikeness of X, see
Definition 2.1.6.
Definition 6.1.2. A (bounded) metric space is a refinement of K-meridian-like qua-
siconvex with respect to a base point c ∈ X, if there exists a constant K ≥ 1, a fixed
radius r0 > 0, a point a ∈ X, and a collection of double base-point quasiconvex curves
β1, β2, · · · , βN0 with respect to base points a and c, and connecting a to c such that
for every x ∈ A(c, r/2, r) and r0 ≥ r, there exists z ∈ βi for some i ∈ {1, 2, · · ·N0}
and a quasiconvex curve γxz ⊂ A(c, r/K,Kr) connecting x to z such that
`(γxz) ≤ Kd(x, c). (6.1)
The definition of double base-point quasiconvexity can be referred to (2.7).
Lemma 6.1.3. Let (X, d) be a connected complete locally compact metric space which
is quasiconvex and annular quasiconvex with respect to a point a ∈ X. Then (X, d)
is a refinement of radial starlike quasiconvexity.
Proof. Assume (X, d) is A-annular quasiconvex. By Lemma 5.1.2, (X, d) is K-radial
starlike quasiconvex with respect to a, so what we need to show is that finitely
many base-point quasiconvex rays β1, β2, . . . , βN0 suffice. In fact, we will show that
we can take N0 = 1. Let β be a base-point quasiconvex ray and x ∈ A(a, r/2, r).
Then for y ∈ A(a, r/2, r) that lies in β, there exists an annular quasiconvex curve
γxy ⊂ A(a, r/K,Kr) with `(γxy) ≤ Ar, that is, Definition 6.1.1 is satisfied.
Theorem 6.1.4. Let (X, d, µ) be a complete unbounded metric space with a doubling
measure µ so that (X, d, µ) supports a p-Poincare´ inequality for some p > s, where s
is the exponent of relative lower volume decay associated to µ as in (2.2). Let a ∈ X
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be a base point in X, and assume (X, d) is a refined K-radial starlike quasicovex with
respect to a for some K ≥ 1. Then (X˙, da, µa) also supports a p-Poincare´ inequality.
Remark 6.1.5. Notice that we need p > s, which is associated to the exponent s
related to the original measure µ rather than the spherical measure µa from (2.2).
Proof. We need to verify p-Poincare´ inequality for balls Ba(x, r) with x ∈ X˙ and
r > 0. We divide the proof into three different cases: balls far away from ∞ ( whose
behavior is similar to the balls in the original metric), balls centered at ∞, and more
general balls. We assume 0 < r < 1/(10λK2), where λ is the scaling constant involved
in the Poincare´ inequality and K is the constant in the refinement of radial starlike
quasiconvex property. Otherwise, balls with radius r ≥ 1/(10λK2) can be compared
to balls centered at∞ with radius 1, that is, balls that are equal to X˙. Indeed, we will
prove the Poincare´ inequality for balls centered at ∞ in Case 2 without restricting
the radius r in that case.
Let u ∈ Lip(X˙) and let g be an upper gradient of u in X with respect to the
original metric d.
Case 1: da(x,∞) ≥ 8λr. We choose a positive integer k0 ≥ 3 so that
2k0λr ≤ da(x,∞) = 1
1 + d(x, a)
≤ 2k0+1λr. (6.2)
Then 1/(2k0+1λr) ≤ 1 + d(x, a) ≤ 1/(2k0λr). If y ∈ X such that da(x, y) < r, then
d(x, y) < r(1 + d(x, a))(1 + d(y, a)) ≤ 1 + d(y, a)
2k0λ
≤ 1 + d(x, a) + d(x, y)
2k0λ
,
and so because λ ≥ 1,
d(x, y) ≤ 1 + d(x, a)
2k0λ− 1 ≤
1
22k0−1λ2r
,
that is, Ba(x, r) ⊂ B(x, 21−2k0λ−2/r). Furthermore, if z ∈ B(x, 2−2k0−3λ−2/r), then
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by (6.2),
d(x, z) <
1
22k0+3λ2r
≤ 1
2k0+2λ
(1 + d(x, a))
and
1 + d(z, a) ≥ 1 + d(x, a)− d(x, z) ≥ 1
2k0+1λr
− 1
22k0+3λ2r
>
1
2k0+2λr
.
Combining the above two estimates, we obtain
d(x, z) < r (1 + d(x, a))(1 + d(z, a)),
that is, B(x, 2−2k0−3λ−2/r) ⊂ Ba(x, r). Thus we have
B(x, 1
22k0+3λ2r
) ⊂ Ba(x, r) ⊂ B(x, 122k0−1λ2r ).
We simplify notation by setting
Bs = B(x,
1
22k0+3λ2r
), Bl = B(x,
1
22k0−1λ2r ).
Then we have Bs ⊂ Ba(x, r) ⊂ Bl = 16Bs. Notice that Bs and Bl are balls with
respect to the original metric d, while as in Definition 2.3.4, Ba(x, r) represents the
ball with respect to the metric da. Note that when z ∈ λBl,
1 + d(z, a) ≤ 1 + d(x, a) + d(z, x) < 1
2k0λr
+
1
22k0−1λr
≤ 2
2k0λr
≤ 4(1 + d(x, a)).
Since k0 ≥ 3,
1 + d(z, a) ≥ 1 + d(x, a)− d(z, x) > 1
2k0+1λr
− 1
22k0−1λr
≥ 1
2k0+2λr
≥ 1 + d(x, a)
4
.
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Hence for z ∈ λBl we have
1
2k0+3λr
≤ 1 + d(x, a)
4
≤ 1 + d(z, a) ≤ 4(1 + d(x, a)) ≤ 1
2k0−2λr
. (6.3)
It follows from the above estimates and the doubling property of µ that for z ∈ λBl,
C−1
dµ(z)
µ(B(a, 1/(2k0r)))2
≤ dµa(z) = dµ(z)
µ(B(a, 1 + d(a, z))2
≤ C dµ(z)
µ(B(a, 1/(2k0r)))2
.
(6.4)
It follows that
µa(Ba(x, r)) ≤ C µ(Bl)
µ(B(a, 1/(2k0r)))2
≤ C C4µ
µ(Bs)
µ(B(a, 1/(2k0r)))2
,
and
µa(Ba(x, r)) ≥ C−1 µ(Bs)
µ(B(a, 1/(2k0r)))2
,
from which we obtain
1
C
µ(Bs)
µ(B(a, 1/(2k0r)))2
≤ µa(Ba(x, r)) ≤ C µ(Bs)
µ(B(a, 1/(2k0r)))2
. (6.5)
From (6.3) again, for z ∈ λBl we also get
1
C
1
22k0r2
g(z) ≤ gˆ(z) = g(z)(1 + d(a, z))2 ≤ C 1
22k0r2
g(z). (6.6)
Now, by applying (6.5), (6.4), and the p-Poincare´ inequality of (X, d, µ) in order, we
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obtain
∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤ 2
∫
Ba(x,r)
|u− uBl | dµa
≤ C µ(B(a, 1/(2
k0r)))2
µ(Bs)
∫
Bl
|u− uBl | dµa
≤ C µ(B(a, 1/(2
k0r)))2
µ(Bl)
∫
Bl
|u− uBl | dµa
≤ C
∫
Bl
|u− uBl | dµ
≤ C 1
22k0−1λ2r
∫
λBl
gp dµ
1/p .
In the above, uBl = µ(Bl)
−1 ∫
Bl
u dµ is the un-sphericalized average of u on Bl. Now
by applying (6.4) again as well as (6.6), we obtain the inequality
∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤
C r
2−1λ2
 1
µa(Ba(x, r))
∫
λBl
gˆp dµa
1/p .
From (6.3) and the definition of Bl, if z ∈ λBl we have
da(x, z) =
d(x, z)
(1 + d(x, a))(1 + d(z, a))
≤ C 1
22k0−1λ2r
22k0λ2r2 ≤ C r.
That is, λBl ⊂ CBa(x, r). Hence by the doubling property of µa (proved in Subsec-
tion 3.2), ∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤
C r
2−1λ2
 ∫
CBa(x,r)
gˆp dµa

1/p
,
which is the p-Poincare´ inequality on Ba(x, r) as desired.
Case 2: x = ∞ and 0 < r < 1/(10λK2). A simple modification of the proof of
Lemma 5.2.3 shows that X˙, equipped with da, has the refinement of meridian starlike
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quasiconvexity property. Therefore we can write the ball Ba(∞, r) as a finite union
of measurable sets, namely Ba(∞, r) =
N0⋃
i=1
(Si ∩Ba(∞, r)),
Si :=
⋃
R>r0
{
x ∈ A(a,R/2, R) : ∃z ∈ βi and quasiconvex curve γ ⊂ A(a,R/K,KR)
with end points x, z and `(γxz) ≤ Kd(a, x)
}
.
Note that each Si is open because of the quasiconvexity of X. Here, β1, · · · , βN0
are the curves referred to in the refinement of meridian starlikeness. Observe that
the intersection of two sets Si and Sj, i 6= j could possibly be nonempty. For i ∈
{1, 2, · · ·N0} there exists zi ∈ βi with 3r/4 ≤ da(zi,∞) ≤ r. Let ρ = r20λK2 . Observe
that Bi := Ba(zi, ρ) ⊂ 13KλBa(∞, 6Kλr) and that KBa(∞, 6Kλr) ⊂ 70K3λBi. By
the doubling property (see Proposition 3.2.3) we also have µa(Bi) ≈ µa(Si∩Ba(∞, r)).
Following the same argument as in Case 2 in the proof of Theorem 4.1.1, we see that
∫
Si∩Ba(∞,r)
|u− uBi |dµa ≤ Cr
( ∫
λBi
gˆpdµa
)1/p
. (6.7)
Observe that for a fixed i0 ∈ {1, 2, · · ·N0},
∫
Ba(∞,r)
|u− uBa(∞,r)|dµa ≤ 2
∫
Ba(∞,r)
|u− uBi0 |dµa ≤ 2
N0∑
i=1
∫
Si∩Ba(∞,r)
|u− uBi0 |dµa
≤ 2
N0∑
i=1
∫
Si∩Ba(∞,r)
(|u− uBi |+ |uBi − uBi0 |)dµa
≤2
N0∑
i=1
∫
Si∩Ba(∞,r)
|u− uBi |dµa + 2
N0∑
i=1
µa(Si ∩Ba(∞, r))|uBi − uBi0 |.
(6.8)
Notice that the first summand of the last inequality can be estimated by using (6.7)
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as follows:
N0∑
i=1
∫
Si∩Ba(∞,r)
|u− uBi |dµa ≤Cr
N0∑
i=1
µa(Bi)
( ∫
λBi
gˆpdµa
)1/p
≈C N0 µa(Ba(∞, r))r
( ∫
λBa(∞,r)
gˆpdµa
)1/p
.
(6.9)
The second summand of the last inequality in (6.8) can be estimated by using the
point x =∞:
N0∑
i=1
µa(Si∩Ba(x, r))|uBi−uBi0 | ≤
N0∑
i=1
µa(Si∩Ba(∞, r))(|uBi−u(∞)|+ |u(∞)−uBi0 |).
(6.10)
Now, fix 1 ≤ i ≤ N0.
Denote zi,0 = zi and Bi,0 = Bi. We can choose a sequence of points zi,j ∈
βi by induction to estimate |uBi − u(∞)|. Suppose zi,j−1 has been chosen, with
zi,j−1 ∈ A(∞, 2−lj−1−1r, 2−lj−1r) (with respect to the metric da), where lj−1 is an
integer depending only on j. Let zi,j be a point in the subcurve of βi connecting zi,j−1
to ∞, denoted by β∞zi,j−1 . If we denote γi,j as the subcurve of βi connecting zi,j−1 to
zi,j, then it satisfies 2
−lj−1−1ρ ≤ `da(γi,j) ≤ 2−lj−1ρ. Since da(zi,j−1,∞) ≥ 2−lj−1−1r ≥
2−lj−1ρ ≥ `da(γi,j), such zi,j always exists. Once zi,j has been chosen, we can choose
zi,j+1 in the subcurve of βi connecting zi,j to ∞ satsfying 2−lj−1ρ`(γi,j+1) ≤ 2−lj−1ρ,
where γi,j+1 can be defined as before. Therefore, we have chosen a sequence of points
zi,j ∈ βi.
The other thing we need to prove is that
lim
j→∞
da(zi,j,∞) = 0.
First we need to show that for every l ≥ 0, let Nl := {j ∈ N : lj = l}, then we have
#(Nl) ≤ M(K,λ). Let sl = min j ∈ Nl, and by the base point quasiconvexity of βi
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with respect to base point ∞. We have
#Nl2
−l−1ρ ≤
∑
j∈Nl
2−lj−1ρ ≤
∞∑
j=sl
2−lj−1ρ ≤
∞∑
j=sl
`da(γi,j)
≤ `da(β∞zi,sl ) ≤ Cda(zi,sl ,∞)
≤ 2−lslr = 2−lr,
(6.11)
so #Nl ≤ M for some M = M(K,λ). Hence, for each l ≥ 0, there exists j ∈ N ,
when j ≥Ml, we have lj ≥ l, then limj→∞ da(zi,j,∞) ≤ limj→∞ 2−ljr = 0.
Then we can take a collection of sphericalized balls Bi,j = Ba(zi,j, 2
−ljρ) to esti-
mate |uBi−u(∞)|. Otherwise, since we are dealing with the case p <∞, it suffices to
consider only functions u that are Lipschitz continuous in X˙. Notice that rad(Bi,j)
tends to zero when j approach to ∞. Then we can obtain the estimate as follows:
|uBi − u(∞)| ≤
∞∑
j=0
|uBi,j − uBi,j+1| ≤ 4
∞∑
j=0
∫
2Bi,j
|u− u2Bi,j |dµa
≤ C
∞∑
j=0
rada(2Bi,j)
µa(2Bi,j)1/p
 ∫
6λK2Bi,j
gˆpdµa

1/p
≤ C
( ∞∑
j=0
(
rada(2Bi,j)
µa(2Bi,j)1/p
)
p
p−1
) p−1
p
 ∞∑
j=0
∫
6λK2Bi,j
gˆpdµa

1/p
≤ C
( ∞∑
j=0
(
rada(Bi,j)
µa(Bi,j)1/p
)
p
p−1
) p−1
p
M ∫
6λK2(Si∩Ba(x,r))
gˆpdµa

1/p
.
(6.12)
where in the third line we have used Ho¨lder inequality and in the second line we have
applied Poincare´ inequality for balls Bki , which satisfies the hypothesis of Case 1.
On the other hand, we need to estimate the quantity (rada(Bi,j))/(µa(Bi,j)).
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Since rada(Bi,j) = 2
−ljρ and da(zi,j,∞) ≥ 2−lj−1r, by (6.5), we have
µa(Bi,j) ≈ µ(B(zi,j, C2
lj/ρ))
µ(B(a, C2lj/ρ))2
and
µa(Bi) ≈ µ(B(zi, c/ρ))
µ(B(a, c/ρ))2
.
Therefore by (2.2), we have
µa(Bi,j)
µa(Bi)
≈ µ(B(zi,j, c2
lj/ρ))µ(B(a, c/ρ))2
µ(B(zi, c/ρ))µ(B(a, c2lj/ρ))2
≈ µ(B(a, c/ρ))
µ(B(a, c2lj/ρ))
≥ C−1( c/ρ
c2lj/ρ
)s
≈ C(2
−ljρ
ρ
)s,
where the last two inequalities follow from an argument similar to that of (2.2).
Therefore, we obtain the inequality
(2−ljρ)s/p
µa(Bi,j)1/p
≤ C ρ
s/p
(µa(Ba(zi, ρ)))1/p
.
Then we obtain the upper bound of the first term in the last inequality of (6.12),
which is
( ∞∑
j=0
(
rada(Bi,j)
µa(Bi,j)1/p
) p
p−1
) p−1
p
=
( ∞∑
j=0
(
(2−ljρ)s/p(2−ljρ)1−s/p
µa(Bi,j)1/p
) p
p−1
) p−1
p
≤
( ∞∑
j=0
(
ρs/p(2−ljρ)1−s/p
µa(Bi)1/p
) p
p−1
) p−1
p
=
ρ
(µa(Bi))1/p
( ∞∑
j=0
2−lj
p−s
p−1
) p−1
p
.
(6.13)
Notice from the argument of (6.11) and the subsequent paragraph that for each k ∈ N,
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there are at most M number of j with lj = k. So the quantity
∑∞
j=0 2
−lj p−sp−1 is finite.
Combining (6.12) and (6.13) we obtain that
|uBi − u(∞)| ≤ Cr
 ∫
6λK2(Si∩Ba(x,r))
gˆpdµa

1/p
.
Combine (6.8),(6.9), (6.10) and the inequality above, we can obtain that
∫
Ba(∞)
|u− uBa(∞,r)|dµa ≤ Cr
 ∫
6λK2Ba(∞,r)
gˆpdµa

1/p
.
Case 3: da(x,∞) < 8λr. In this case we use the conclusion of Case 2 above as an
aid, since Ba(x, r) ⊂ Ba(∞, 16λr), Ba(∞, 96Aλ2r) ⊂ Ba(x, 105Aλ2r) and the ball
Ba(∞, 16λr) satisfies the hypothesis of Case 2. Hence by the doubling property of
µa,
∫
Ba(x,r)
|u− uBa(x,r)| dµa ≤ 2
∫
Ba(x,r)
|u− uBa(∞,16λr)| dµa
≤ C
∫
Ba(∞,16λr)
|u− uBa(∞,16λr)| dµa
≤ Cr
 ∫
96Aλ2Ba(∞,r)
gˆpdµa

1/p
≤ Cr
 ∫
Ba(x,105Aλ2r)
gˆpdµa

1/p
.
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6.2 Preservation of p-Poincare´ inequalities under flattening
Theorem 6.2.1. Let (X, d, µ) be a bounded complete metric space endowed with a
doubling measure µ and supporting a p-Poincare´ inequality for some p > s, where s is
the exponent of relative lower volume decay associated to µ as in (2.2). Let c ∈ X be
a base point on X, and assume (X, d) is K-meridian-like quasiconvex with respect the
base point c for some K ≥ 1. Then (Xc, dc, µc) also supports a p-Poincare´ inequality.
Remark 6.2.2. Notice that we only require p > s, which s is associated to the
original measure µ rather than the flattened measure µc.
Proof. The proof is similar to the proof of Theorem 4.2.3. Let u ∈ Lip(Xc) and g
be an upper gradient of u in X with respect to the metric (X, d). We split the proof
into three cases depending on the quantity λrd(x, c).
Case 1: 6λrd(x, c) ≤ 1/2. As in Case 1 of the proof of Proposition 3.1.4,
B(x, 2rd(x, c)2/3) ⊂ Bc(x, r) ⊂ B(x, 2rλd(x, c)2) ⊂ Bc(x, 6λr). (6.14)
Furthermore, from that argument, we also obtain that 2
3
d(x, c) < d(y, c) < 2d(x, c)
whenever y ∈ Bc(x, 6λr). Hence we obtain
µc(Bc(x, kr)) =
∫
Bc(x,kr)
dµ(y)
µ (B(c, d(y, c)))2
≈ µ(B
c(x, kr))
µ (B(c, d(x, c)))2
,
whenever 0 < k ≤ 6λ. In addition, for y ∈ 6λBc(x, r) the upper gradient
g¯(y) = g(y)(d(y, c))2 ≈ g(y)(d(x, c)2).
Therefore, by the doubling property of µ we obtain a Poincare´ inequality on Bc(x, r)
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when 6λrd(x, c) ≤ 1/2 as follows:
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤2
∫
Bc(x,r)
|u− uB(x,2rd(x,c)2)|dµc
≤ C
µc(Bc(x, r))
∫
Bc(x,r)
|u− uB(x,2rd(x,c)2)|
µ (B(c, d(x, c)))2
dµ
≤ C
µ(Bc(x, r))
∫
Bc(x,r)
|u− uB(x,2rd(x,c)2)| dµ
≤ C
µ(B(x, 2rd(x, c)2/3))
∫
B(x,2rd(x,c)2)
|u− uB(x,2rd(x,c)2)| dµ.
Now applying the Poincare´ inequality valid for X, we obtain
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤Cr d(x, c)2
 ∫
B(x,2rλd(x,c)2)
gp dµ

1/p
≤Cr
 ∫
B(x,2rλd(x,c)2)
g¯p(y)
µ(B(c, d(x, c)))2
µ(Bc(x, 6λr))
dµc(y)

1/p
≤Cr
 ∫
Bc(x,6λr)
g¯p dµc

1/p
as desired. This completes the proof of p-Poincare´ inequality for balls Bc(x, r) when
6λrd(x, c) < 1/2.
Case 2: λrd(x, c) ≥ 4λ. According to Case 2 of the proof of Proposition 3.1.4,
we can see that
X \ B¯(c, 2/r) ⊂ Bc(x, r) ⊂ X \ B¯(c, 2/(3r)).
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Let
Si :=
⋃
r≤r0
{
x ∈ X : if x ∈ A(c, r/K,Kr) with r ≤ r0 ∃ z ∈ βi and a quasiconvex
curve γxz ⊂ A(c, r/K,Kr) connecting x to z with `(γxz) < Kd(x, c)
}
.
We can split the ball Bc(x, r) into a finite number of measurable sets Bc(x, r) =⋃N0
i=1(Si ∩ Bc(x, r)). And we can observe that the intersection of two sets Si and
Sj, i 6= j could possibly be non empty. In fact, by the connectedness of X, for
each βi ⊂ Si, we can find zi ∈ βi such that rd(zi, c) = 4. Let ρ = r/(96λK) and
Bi = B
c(zi, ρ), we will show that B
c(z, r/(96λK)) ⊂ Bc(x, r).
Notice that the radius of the ball Bi = B
c(zi, ρ) satisfies the hypothesis of Case 1,
that is, 6λρd(zi, c) = 6λd(zi, c)r/(96λK) ≤ 1/2, we have
Bi = B
c(zi,
r
96λK
) ⊂ B(zi, rd(zi, c)
2
48K
) = B(zi,
d(zi, c)
12K
) = B(zi,
1
3Kr
).
Notice that X \ B¯(c, 2/r) ⊂ Bc(x, r) and d(zi, c) = 4/r, we have B(zi, 13Kr )∩B(c, 2/r)
is empty, and so Bi ⊂ X \ B¯(c, 2/r) ⊂ Bc(x, r).
Since (X, d) is a refinement of K-meridian-like quasiconvex with respect to a base
point c, it follows that given x ∈ B(zi, d(zi,c)12K ), there exists a quasiconvex curve in
A(c, d(zi, c)/K,Kd(zi, c)) connecting x and zi, so x ∈ Si. Hence, we have Bi ⊂
Si ∩ Bc(x, r) ⊂ Bc(x, r), and by the doubling property of Xc, we have µc(Bi) ≈
µc(Si ∩Bc(x, r)).
Following the same argument as Case 2 of Theorem 4.2.3 we can show that
∫
Si∩Bc(x,r)
|u− uBi|dµc ≤ Cr
( ∫
6λKBc(x,r)
g¯pdµc
)1/p
. (6.15)
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Otherwise, we can observe that
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤2
∫
Bc(x,r)
|u− uB1|dµc ≤ 2
N0∑
i=1
∫
Si∩Bc(x,r)
|u− uB1|dµc
≤
N0∑
i=1
∫
Si∩Bc(x,r)
(|u− uBi |+ |uBi − uB1|)dµc
≤
N0∑
i=1
∫
Si∩Bc(x,r)
|u− uBi |+
N0∑
i=1
µc(Si ∩Bc(x, r))|uBi − uB1|.
(6.16)
Notice that we can estimate the first summand of the last inequality by using (6.15),
so we only need to estimate the second summand.
Since d(a, c) = supz∈X d(z, c), there exists l ≥ 0, such that 2ld(zi, c) ≤ d(a, c) <
2l+1d(zi, c). In what follows, denote zi,0 = zi, zi,Ml = a where Mi is bounded to be
shown below. Then similar to Case 2 of Theorem 6.1.4 and Figure 5.2.6, we can
construct a collection of points zi,k, where k = 0, 1, 2 . . . ,Mi from βi by induction.
Suppose zi,k−1 has been chosen, denote βzi,k−1a to be the subcurve of βi connecting
zi,k−1 to a, and zi,k−1 ∈ A(c, 2lk−1d(zi, c), 2lkd(zi, c))(with respect to the metric d),
where lk is an integer depending only on k. Here we choose lk in the same way as in
the beginning of the proof of Theorem 5.2.7. We can choose zi,k ∈ βzi,k−1a such that
the subcurve γi,k of βi connecting zi,k−1 to zi,k satisfies 2−lk−1−1ρ ≤ `c(γi,k) ≤ 2−lk−1ρ.
Notice that for each s ≤ l, let Ns = {j ≤ Mi : lj = s} and js = min j ∈ Ns, we
need to show that #Ns ≤M for M = M(K,λ). Since (X, d) is meridean starlike, so
βi is base point quasicovex with respect to the point a and metric d
c. We have
#Ns2
−s−1ρ =
∑
j∈Ns
2−ljρ ≤
∑
j∈Ns
`c(γi,j) ≤
Ml∑
j=js
`c(γi,j) = `
c(βzi,js ) ≤ Cdc(zi,js , a).
(6.17)
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Since dc(a, zi,js) =
d(a,zi,js )
d(a,c)d(zi,js ,c)
and d(a, zi,js) ≤ d(a, c) + d(zi,js , c) ≤ 2d(a, c), so
dc(a, zi,js) ≤
2
d(zi,js , c)
≤ 2
2ljs−1d(zi, c)
= 2−s16r, for rd(zi, c) = 4.
Therefore, we have #Ns ≤M. In addition, we have Mi ≤
∑l
s=0 #Ns ≤M(l + 1).
Denote ρk = 2
−jkρ, then we can construct a collection of flattened balls Bi,k =
Bc(zi,k, ρk) so that we can estimate the second summand in (6.16). Note that
|uBi − uB1| ≤ |uBi − uBi,Mi |+ |uBi,Mi − uB1|. (6.18)
Without loss of generality, it suffices to only estimate |uBi,Mi − uBi |. To estimate
|uBi,Mi − uBi |, notice that uBi,Mi = uB1,M1 for i = 1, 2, . . . , N0. Then we have
|uBi − uBi,Mi | ≤
Mi∑
k=1
|uBi,k − uBi,k+1| ≤ 2
Mi∑
k=1
∫
2Bi,k
|u− uBi,k |dµc
≤ C
Mi∑
k=1
rad(2Bi,k)
µc(2Bi,k)1/p
( ∫
6λKBi,k
g¯pdµc
)1/p
≤ C
( Mi∑
k=1
( rad(2Bi,k)
µc(2Bi,k)1/p
)p/(p−1))(p−1)/p( ∫
6λKBj,k
g¯pdµc
)1/p
≤ C
( Mi∑
k=1
( rad(2Bi,k)
µc(2Bi,k)1/p
)p/(p−1))(p−1)/p(
C ′
∫
6λKSi
g¯pdµc
)1/p
,
(6.19)
where we have used Ho¨lder inequality in the third line and the fact that by the
doubling assumption on µ, µc is also doubling. In the second line, we have applied
Poincare´ inequality for the balls Bi,k which satisfy the hypothesis of Case 1. Indeed,
recall that Bi,k = B
c(zi,k, ρk), and 2
jkd(zi, c) ≤ d(zj,k, c) ≤ 2jk+1d(zi, c), ρk = 2−jkρ =
2−jkr/(96λK), so d(zj,k, c)ρj ≤ 2d(zi, c)r/(96λK) = 1/(12λK).
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Now, according to Theorem 4.2.3, since 6λrad(Bi,k)d(zi,k, c) ≤ 1/2, then we have
µc(Bc(zi,k, ρk)) =
∫
Bc(zi,k,ρk)
dµ(y)
µ(B(c, d(y, c)))2
≈ µ(B
c(zi,k, ρk))
µ(B(c, d(zi,k, c)))2
≈ µ(B(zi,k, ρkd(zi,k, c)
2))
µ(B(c, d(zi,k, c)))2
.
(6.20)
Notice that ρkd(zi,k, c) ≈ ρd(zi, c) = 1/(12λK) ≤ 1/2. By the doubling property, of µ
we have
Cµ ≥ µ(B(zi,k, ρkd(zi,k, c)
2))
µ(B(c, d(zi,k, c)))
≥ C
(d(zi,k,c)
24λK
)s
d(zi,k, c)s
≥ 1
C
.
Therefore, from the estimate above and (6.20) we can induce that
µc(Bc(zi,k, ρk))
µc(Bc(zi, ρ))
≈ µ(B(zi,k, ρkd(zi,k, c)
2))
µ(B(c, d(zi,k, c)))2
µ(B(c, d(zi, c)))
2
µ(B(zi, ρd(zi, c)2))
≈ µ(B(c, d(zi, c)))
µ(B(c, d(zi,k, c)))
≥ C
( d(zi, c)
d(zi,k, c)
)s
≈ C
( (4/r)
2jk(4/r)
)s
.
(6.21)
Hence, we can get
(2−jkr)s/p
µc(Bi,k)1/p
≤ C r
s/p
µc(Bc(zi, ρ))1/p
.
From this estimate together with (6.19), we obtain
( Mi∑
k=1
( rad(2Bi,k)
µc(2Bi,k)1/p
)p/(p−1))(p−1)/p ≤C( Mi∑
k=1
((2−jkr)s/p(2−jkr)1−s/p
(µc(2Bi,k)1/p)
)p/(p−1))(p−1)/p
≤C
( Mi∑
k=1
(rs/p(2−jkr)1−s/p
(µc(Bi)1/p)
)p/(p−1))(p−1)/p
≤C
( Mi∑
k=1
2−jk(p−s)/(p−1)
)(p−1)/p r
µc(Bi)1/p
.
(6.22)
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From (6.22), we can go back to (6.19), then we can derive that
|uBi − uBi,Mi | ≤ C
r
µc(Bi)1/p
( ∫
6λKSi
g¯pdµc
)1/p
. (6.23)
Combining with (6.16), (6.18) and (6.23), we have proved the Case 2.
Case 3. The proof of this case is similar to case 3 of Theorem 4.2.3.
For 1/4 ≤ λrd(x, c) ≤ 4λ, we combine the outcome of Case 2 above to obtain
∫
Bc(x,r)
|u− uBc(x,r)|dµc ≤ 2
∫
Bc(x,r)
|u− uBc(x,8r)|dµc ≤C
∫
Bc(x,8r)
|u− uBc(x,8r)|dµc
≤Cr
 ∫
48AλBc(x,r)
g¯pdµc

1/p
.
Here we used the fact that Bc(x, 8r) satisfies the hypothesis of Case 2.
By combining the above three cases we have proved the theorem.
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CHAPTER VII
Summary and open problems
In this chapter, we will summarize the results from this thesis and discuss some
open problems.
7.1 Summary of results
In Chapter 3 we demonstrated that the doubling property of the measure is pre-
served under the transformations of sphericalization and flattening. Such preservation
did not need additional geometric connectivity properties of the metric space (such
as quasiconvexity). We also showed in that chapter that if the measure on the given
space is Ahlfors regular, then so is the transformed measure. In Chapter 4, we have
proved that if the measure on the given space is doubling, then the property of sup-
porting a p-Poincare´ inequality, 1 ≤ p <∞, could be preserved under sphericalization
and flattening if we assume the annular quasiconvexity of the original space.
In Example 4.1.4, we showed that the sphericalization of a Euclidean strip could
fail to preserve the p-Poicare´ inequality for 1 ≤ p < 3. The Euclidean strip is
quasiconvex, but fails to be annular quasiconvex. Furthermore, the Euclidean strip
does support a 1-Poincare´ inequality (and hence p-Poincare´ inequality for all p ≥ 1).
Therefore, the annular quasiconvexity is needed in the results of Chapter 4. However,
the sphericalization of the Euclidean strip does support a p-Poincare´ inequality for p >
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3. Therefore it is natural to ask whether a weaker geometric condition than annular
quasiconvexity would imply that the property of supporting a p-Poincare´ inequality is
preserved under the transformations if p is sufficiently large. In Chapter 6 we proposed
the weaker (than annular quasiconvexity) notion of meridian-like quasiconvexity (for
bounded spaces) and radial starlikeness (for unbounded spaces) which do guarantee
the preservation of the support of p-Poincare´ inequality for sufficiently large p, see
Theorem 6.1.4 and Theorem 6.2.1. The properties of meridien-like quasiconvexity
and radial starlikeness are supported by metric spaces that are annular quasiconvex.
Furthermore, these two notions are duals of each other, the duality given by the
transformations of sphericalization and flattening.
In Chapter 5 we consider the property of supporting a p-Poincare´ inequality when
p = ∞. This is the weakest of all the p-Poincare´ inequalities, 1 ≤ p ≤ ∞. In Chap-
ter 5 we propose even weaker notions of meridian starlikeness and radial starlikeness
that guarantee the preservation of the property of supporting an∞-Poincare´ inequal-
ity. Unlike in the case p < ∞, there are elementary geometric characterizations of
doubling spaces that support an ∞-Poincare´ inequality; hence the needed geometric
properties of the given metric space are the weakest. The main results of this chap-
ter are in Theorem 5.1.6 and Theorem 5.2.7. In Chapter 5 the duality of these two
properties is also established, see Lemma 5.2.4 and Lemma 5.2.2.
7.2 An application
It was shown by Heinonen and Koskela in [38] that if X is a compact doubling
metric measure space supporting a p-Poincare´ inequality and A ⊂ X is compact with
positive p-capacity, then the glued space X ∪A X, obtained by gluing two copies of
X along A also supports a p-Poincare´ inequality. It is natural to ask whether the
compactness assumption in their result can be removed. The following example shows
that this is not the case.
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Figure 7.1: The bow tie space in R2
Let X = {(x, y) ∈ R2 : x ≥ 0, |y| ≤ 1 + x}, and A = {0} × [−1, 1]. Then
X ∪A X is the space Z = {(x, y) ∈ R2 : |y| ≤ 1 + |x|} be equipped with the
Euclidean metric and the 2-dimensional Lebesgue measure inherited from R2. Then
Z is complete and Ahlfors 2-regular, but cannot support a p-Poincare´ inequality for
p ≤ 2 because Z is not annular quasiconvex (by the results in [47], if an Ahlfors Q-
regular space supports a p-Poincare´ inequality for some p < Q then it must be annular
quasiconvex). However, Z is radial starlike quasiconvex in the sense of Chapter 6 (see
Definition 6.1.1). Note that if two points p, q are an Euclidean distance r >> 1 from
the origin and are a distance r from each other, and we sphericalize Z with respect
to the origin as the base point, then in the sphericalized metric these two points are
a distance about 1/r from each other and from ∞. Thus the sphericalization of Z
looks like the pasting of two copies of a triangular region at a vertex (a bow-tie shape)
near the point ∞. In other words, the sphericalized space, as a metric space, is a
subspace of the sphericalization of R2 (the Riemann sphere), that looks like a bow
tie. Furthermore, the results of Chapter 3 of this thesis shows that the sphericalized
space is also Ahlfors 2-regular. Hence the sphericalized space is Ahlfors 2-regular,
that is, the measure µa on Z˙ is comparable to the restriction of the 2-dimensional
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Figure 7.2: The bow-tie space after sphericalization
Hausdorff measure on the Riemann sphere S2 to the subspace that is Z˙.
Observe that the compact bow-tie space that is obtained by the sphericalization
of Z, as described above, supports a p-Poincare´ inequality when p > 2. This follows
from the results of [38] together with the fact that when p > 2 single points in R2
have positive p-capacity. Therefore by the results in Chapter 6 of this thesis, the
original glued space Z also supports a p-Poincare´ inequality when p > 2.
As demonstrated in the above example, the results of this thesis provide a conve-
nient way of verifying whether a given space supports a p-Poincare´ inequality, if its
sphericalized or flattened space is more easily seen to support a p-Poincare´ inequality.
7.3 Some open problems
While it was possible for us to find an example of an unbounded doubling radial
starlike quasiconvex metric measure space supporting a p-Poincare´ inequality such
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that its sphericalization did not support a p-Poincare´ inequality, we could not find
a similar counterexample to show that the flattening of a doubling meridien-like
quasiconvex metric measure space supporting a p-Poincare´ inequality could fail to
have a p-Poincar’e inequality for small p. Our conjecture is that the flattening of the
bounded metric space could preserve the p-Poincare´ inequality, even though p ≤ s.
The difficulty is that we do not know how to exploit potential theory at the point
∞. In the proof of Theorem 4.2.3, we use tools similar to ones in the proof of
Theorem 4.1.1. Perhaps we need to develop another method to solve the problem.
In Chapter 6, we propose the definitions of refinements of radial starlike and
meridian starlike quasiconvexities. It seems to be unnatural to require that we need
only finitely many radial quasiconvex rays, especially when we assume the doubling
property of the metric space. Since the assumption of doubling measure ensures
that the number of balls of radius r/C covering the balls B(x, r) is controlled by the
doubling constant, the refinements seem to be redundant, but it is difficult to reduce
the assumption of the refinements. The fact is that when we remove the refinement
condition, in other word, the finiteness of the strips, it is hard to decompose the metric
space in a good order for each annulus, even if we assume the doubling property in
the metric measure space.
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