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Abstract
Instantiation overflow is the property of those second order types for which all instances
of full comprehension can be deduced from instances of atomic comprehension. In other
words, a type has instantiation overflow when one can type, by atomic polymorphism,
“expansion terms” which realize instances of the full extraction rule applied to that type.
This property was investigated in the case of the types arising from the well-known Russell-
Prawitz translation of logical connectives into System F , but is not restricted to such types.
Moreover, it can be related to functorial polymorphism, a well-known categorial approach
to parametricity in System F .
In this paper we investigate the instantiation overflow property by exploiting the repre-
sentation of derivations by means of linear logic proof nets. We develop a geometric approach
to instantiation overflow yielding a deeper understanding of the structure of expansion terms
and Russell-Prawitz types. Our main result is a characterization of the class of types of the
form ∀XA, where A is a simple type, which enjoy the instantiation overflow property, by
means of a generalization of Russell-Prawitz types.
Contents
1 Introduction 2
2 λ-terms, proof nets and categories 6
2.1 Type systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Proof nets and the category of allowable graphs . . . . . . . . . . . . . . . . . . . 9
2.3 Categories of typed λ-terms and their functorial interpretation . . . . . . . . . . 13
3 Proof net interpolation and the positivity lemma 15
3.1 Proof net interpolation in IMLL− . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Weak proof net interpolation in λ⊸ . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 The positivity lemma for IMLL− . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4 Interpolation and collapse in λ⇒ 20
4.1 The linearization theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Weak interpolation in λ⇒ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 The positivity lemma for λ⇒ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 Instantiation overflow and Russell-Prawitz types 24
6 The linear expansion property 27
6.1 Linearly expansible types and simple expansion graphs . . . . . . . . . . . . . . . 27
6.2 Linear generalized Russell-Prawitz types . . . . . . . . . . . . . . . . . . . . . . . 28
6.3 Characterization of linearly expansible types . . . . . . . . . . . . . . . . . . . . . 34
1
7 From the expansion property to instantiation overflow 39
7.1 Expansible and generalized Russell-Prawitz types . . . . . . . . . . . . . . . . . . 39
7.2 Characterization of expansible types . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.3 Characterization of instantation overflow for simple types . . . . . . . . . . . . . 43
8 Some open questions 45
A Weak interpolation for λ⊸ nets 49
1 Introduction
In his 1903, Principles of Mathematics, Bertrand Russell showed that the connectives ¬,∧,∨, ∃
can be expressed in the ⇒, ∀-fragment of second order logic. Russell’s translation was later ex-
tended by Prawitz ([Pra65]) to derivations, providing an embedding of full second order logic
into its ⇒, ∀-fragment. The Russell-Prawitz translation (RP translation for short) can be de-
scribed as a method which allows to associate with any connective ⋆ defined by natural deduction
introduction rules1
Γi
⋆Ii⋆
a formula RP (⋆) = ∀X((Γ1 ⇒ X)⇒ . . .⇒ (Γn ⇒ X)⇒ X)2 belonging to this fragment.
When restricting to intuitionistic logic, the ⇒, ∀-fragment of second order logic corresponds
to the polymorphic λ-calculus or System F ([Gir72, Rey74]). The most characteristic rule of this
system is the ∀-elimination rule
∀XA
A[B/X ]
(1)
also called extraction rule, which allows to give type A[B/X ], for any type B, to a term having
type ∀XA. This rule expresses an impredicative comprehension principle and is responsible for
the failure, in second order logic, of the subformula principle.
A salient feature of the types of the form RP (⋆) (let us call them RP types) is the so-called
instantiation overflow property, first described in [Fer06]. A type of the form ∀XA has this
property when any instance of the full extraction rule 1 can be deduced in System Fat ([FF13]),
that is, the subsystem of F in which rule 1 is replaced by the atomic extraction rule below
∀XA
A[Y/X ]
(2)
More precisely, the type ∀XA has instantiation overflow when for any second order type B, there
exists an “expansion term” IOA(B) which can be given type ∀XA ⇒ A[B/X ] in Fat. In other
words, this property amounts to the possibility, for a given type, to deduce full comprehension
from atomic, hence predicative, comprehension.
The instantiation overflow property of RP types was exploited in [Fer06] and [FF13] to define
a variant of the RP translation based on atomic polymorphism. However, instantiation overflow
is not restricted to RP types: in [FD16] is shown that it holds for all types ∀XAn, where
A0 = Y ⇒ X and An+1 = An ⇒ X .
In [TPP16] instantiation overflow was related to functorial polymorphism ([BFSS90]), by
exploiting a well-known connection between the RP translation and dinaturality. We recall that
functorial polymorphism is the semantics of System F in which types are interpreted as functors
1The picture can be extended to the case in which the rule ⋆Ii discharges a set of hypotheses, see [TPP17].
2Where Γi ⇒ X indicates the type B1 ⇒ . . .⇒ Bpi ⇒ X, for Γi the list B1, . . . , Bpi .
2
∀X(A1 ⇒ . . .⇒ An ⇒ X)
A1[Y/X ]⇒ A2[Y/X ]⇒ . . .⇒ An[Y/X ]⇒ Y
1
A1[B/X ]
p1
B1, . . . ,
pn
Bn
A1[ElimB]
A1[Y/X ]
A2[Y/X ]⇒ . . .⇒ An[Y/X ]⇒ Y
. . .
An[Y/X ]⇒ Y
n
An[B/X ]
p1
B1, . . . ,
pn
Bn
An[ElimB]
An[Y/X ]
Y p1, . . . , pn
B
1, . . . , n
A1[B/X ]⇒ . . .⇒ An[B/X ]⇒ B
Figure 1: Instantiation Overflow for Russell-Prawitz types
(in a generalized, “multivariant”, sense, see [EK66]) over a cartesian closed category, and well-
typed terms as dinatural transformations between such functors. This semantics was proposed
as a formalization of parametric polymorphism, one of the most investigated aspects of System
F (see [JFM+96] for an historical survey on parametricity). In particular, all parametric models
of System F are dinatural models, as parametricity implies dinaturality ([PA93]).
The fact that the type RP (⋆) preserves all properties of the original connective ⋆ corresponds
to the dinaturality condition for the type RP (⋆). In categorial terms, this means that the RP
translation preserves universal properties of connectives only in parametric models of System F
([PA93, Has09]). In proof-theoretic terms, this means that the RP translation, while preserving
β-equivalence in all models, preserves η-equivalence and permuting conversions only up to the
equational theory generated by dinaturality ([TPP17]).
When ∀XA is a RP type, the expansion terms IOA(B) realizing instantiation overflow can
be described in a “functorial” way, by considering the fact that A must be of the form A1 ⇒
. . . ⇒ An ⇒ X , where the Ai only contain positive occurrences of X . Such Ai correspond then
to covariant endofunctors over the category generated by derivations: given a derivation u of
hypothesis B and conclusion C, one can construct a derivation Ai(u), of hypothesis Ai[B/X ]
and conclusion Ai[C/X ]. Then, for any B, one can construct a Fat derivation of ∀XA⇒ A[B/X ]
as illustrated in figure 1, by exploiting the functoriality of the Ai over the derivation ElimB of
hypothesis B,B1, . . . , Bn and conclusion Y (where B is of the form ∀Y 1(B1 ⇒ ∀Y 2(B2 ⇒
. . . ⇒ ∀Y n(Bn ⇒ ∀Yn+1Y ) . . . ))), made only of elimination rules. When ∀XA is the RP
translation of disjunction, conjunction or absurdity, such derivations correspond exactly to those
described in [FF13]. Moreover, in the equational theory generated by dinaturality, the expansion
terms just described are equivalent to the derivations consisting only of one instance of the
full extraction rule ([TPP16]). This means in particular that expansion terms and instances
of full extractions have the same denotations in all parametric models of System F . In other
words, atomic polymorphism and full polymorphism for RP types are indistiguishable modulo
dinaturality/parametricity.
In this paper we investigate the instantiation overflow property by exploiting, in addition
to the functorial intuition, the representation of derivations by means of linear logic proof nets.
Proof nets can be considered as a unified framework for structural and categorial proof theory, as
they provide a well-known bridge between the sequent calculus of linear logic and the language of
symmetric monoidal closed as well as ∗-autonomous categories ([See89, Blu93, BCST96]), refining
a paradigm originating in Lambek’s investigations on categories as deductive systems [Lam69].
Proof nets for Intuitionistic Multiplicative Linear Logic (without units), IMLL−, essentially cor-
respond to Eilenberg-Kelly-MacLane graphs (see [EK66, Blu93, Hug12]), a graphical formalism
playing a central role in several coherence theorems (see [KM71, KL80]). Moreover, IMLL− types
(that we call linear types) can be described as multivariant functors over the category generated
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by proof nets/allowable graphs.
We develop a geometric approach to instantiation overflow yielding a deeper understanding of
the structure of expansion terms and Russell-Prawitz types. Our main result is a characterization
of instantiation overflow for the types of the form ∀XA, where A is a simple type (theorem 7):
we define a class of types which generalize the RP translation and we show that, when A is
a simple type, ∀XA has instantiation overflow if and only if it is either derivable or logically
equivalent to a product of types belonging to this class.
We use proof nets to investigate the expansion property for the types of the linear simply typed
λ-calculus λ⊸. A linear type is expansible when, for all B, there exists a variable Y and a proof
net of hypothesis A[Y/X ] and conclusion A[B/X ], for some variable Y . When considering RPX
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types in λ⊸ (called linear RPX types), the expansion terms, as the one in figure 1, correspond to
proof nets called “simple expansion graphs”. In figure 2 is shown the simple expansion graph for
the type (A⊸ B⊸ X)⊸ X (associated to the RP translation of the multiplicative conjunction
A⊗B). Similarly to instantiation overflow, the expansion property is not limited to linear RPX
types: for instance the types C = ((X ⊸ X)⊸ X)⊸ X and D = (X ⊸ X)⊸ (X ⊸ X) are
expansible but are not linear Russell-Prawitz types.
Simple expansion graphs can be defined for any type having an equal number of positive and
negative occurrences of a variableX . However, such graphs need not be proof nets, that is, satisfy
the correction criterion. We show that the correctness of such graphs depends on the possibility
of pairing the occurrences of X following a particular pattern (called an internal pairing). This
property leads to introduce, for any variable X , the class of generalized Russell-Prawitz types in
X (gRPX types), which capture the geometrical properties of RPX types. We prove that a linear
type is expansible if and only if it is logically equivalent to a gRPX type. For instance, the type
C above and (as soon as intuitionsitic implication is replaced by linear implication) all types An
introduced in [FD16]) are gRPX ; the type D above is not gRPX , but logically equivalent to the
gRPX type D
′ = X ⊸ X .
The result just stated is actually a bit stronger, as it exploits a strict notion of logical equiv-
alence, called collapse, related to Craig interpolation: a type A collapses into a type B when B
is an interpolant of a derivation of A ⊸ A. For instance, the type D above collapses into the
type D′. Proof net interpolation algorithms are known from the literature ([BdG96, Car97]). As
our results involve the implicational fragment of some intuitionistic systems, we had to consider
the well-known fact that such fragments satisfy interpolation in a weaker form (see [Kan06]). To
implement weak proof net interpolation in λ⊸, we adapted the algorithm in [BdG96].
The characterization of expansible linear types is extended to the simply typed λ-calculus
λ⇒, by exploiting a folklore linearization argument relating simply typed λ-terms and proof nets.
The characterization of expansible simple types is slightly different as one must consider that, if
a type is derivable (that is, if there exists a closed term of that type), then, by weakening, it is
also expansible, and that weak interpolation for λ⇒ is sensibly more complex than in the case of
λ⊸. We prove that a simple type is expansible iff it is either derivable or logically equivalent to
the product of a finite family of gRPX types.
We finally adapt these results to Fat: we show that a suitable extension of the expansion
property yields a similar characterization of instantiation overflow for the types of the form
∀XA, where A is a simple type: as mentioned above, such types are either derivable or logically
equivalent (in Fat) to the product of a finite family of gRP types (i.e. types of the form ∀XB,
where B is gRPX).
There are many natural questions which are left open by the present investigations. In
particular, we do not know whether the instantiation overflow property is decidable (as our
characterization depends on the notions of derivability and logical equivalence, which are both
3When ∀XA, is a RP type, we say that A is RP in X (in short, RPX).
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(A⊸ B⊸ X)⊸ X
(A⊸ B⊸ (C1⊸ · · ·⊸ Cn ⊸ X))⊸ C1 ⊸ · · ·⊸ Cn ⊸ X
idBidA idC1 idCn
Figure 2: Simple expansion graph for the RP translation of A⊗B
undecidable in the case of Fat), nor how the ideas and techniques here presented can be extended
to the case of an arbitrary second order type of the form ∀XA. Finally, the relation between
gRP types and the RP translation should be investigated in more detail. We briefly discuss
some of these questions at the end of the paper.
Related work The instantiation overflow phenomenon was first introduced in [Fer06] and
later investigated in [FF13] as a property of the Russell-Prawitz translation of disjunction. In
particular, it is shown there that the usual Russell-Prawitz translation of logical connectives into
F can be transformed into a translation into Fat by exploiting instantiation overflow. Similar
results were independently proved in [San08].
The first investigation on the general class of formulas enjoying instantiation overflow is in
[FD16], where the “Prawitz formulas of level n” are introduced. The results are the following:
(1) Prawitz formulas of level 2 have instantiation overflow, (2) there exist Prawitz formulas
of arbitrary level (the formulas An mentioned above) having instantiation overflow, (3) the
formula X ⇒ Y does not have instantiation overflow. Such results can be deduced from our
characterization, since (1) Prawitz formulas of level 2 correspond to Russell-Prawitz types, (2)
the formulas An correspond to generalized Russell Prawitz types and (3) X ⇒ Y is not logically
equivalent to any product of generalized Russell-Prawitz types.
As already mentioned, the functorial formulation of instantiation overflow as well as the result
that the instantiation overflow derivations are equivalent to instances of full extraction modulo
dinaturality first appeared in [TPP16] and will appear in a sequel paper to the journal version
[TPP17]. These papers present the functorial interpretation of Russell-Prawitz types and their
relation with dinaturality within a natural deduction frame.
Categories of allowable graphs are well-known in the literature since [KM71] and are used
to establish coherence results (see [KL80]). Several proof net formalisms for IMLL have been
used to establish coherence for symmetric monoidal categories, ∗-autonomous categories and
weakly distributive categories ([BCST96, LS04]). The main technical delicacy in such approaches
involves the treatment of multiplicative unities 1 and ⊥. For this reason we limited ourselves to
the system IMLL− and its⊸-fragment λ⊸. [Hug12] shows that this approach can be extended
to treat ⊥, yielding a representation of the free ∗-autonomous category. Following [HHS17],
allowable graphs for IMLL− should yield a representation of the free symmetric semi-monoidal
closed category. Our category A of allowable graphs essentially follows [Hug12, HHS17]. A major
difference is that we define shapes as rooted DAGs, incorporating the correctness criterion for
Lamarche essential nets ([Lam08, MO03]).
Interpolation for linear logic and proof nets was investigated in [Roo91], [BdG96] and [Car97].
Weak interpolation for the implicational fragment of intuitionistic logic was investigated in
[Wro84, Pen97, Kan06]. Our proof of weak interpolation for λ⊸ (in appendix A) is essentially a
variant of the one in [BdG96].
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Structure of the paper The paper can be subdivided in two parts. The first part, from
section 2 to section 4, is preliminary to the treatment of instantiation overflow: we first introduce
type systems, proof-nets and their categorial and functorial interpretations, and then we discuss
proof net interpolation and some useful applications. The second part, from section 5 to section
6, is devoted to Russell-Prawitz types and the characterization of the expansion property and
instantiation overflow.
More in detail, in section 2 we recall the four type systems (λ⊸, λ⇒, F, Fat) used in the paper
and we describe the syntactic categories they generate as well as their functorial interpretations.
Moreover, we introduce a graphical representation of linear terms through a category of allowable
graphs (similarly to [Hug12]), corresponding to essential nets ([Lam08, MO03]). In section 3 we
recall previous results on interpolation in IMLL− and we prove a weak interpolation result for
the fragment λ⊸. Then we exploit this result to prove the positivity lemma 3.3, a fundamental
result which allows to extract, through interpolation, a type containing only positive occurrences
of a variable from any type for which a “functorial” action on arrows is defined. In section 4 we
extend these results to λ⇒, by exploiting a linearization theorem.
In section 5 we describe instantiation overflow and Russell-Prawitz types and their relation-
ship with functorial polymorphism. We also introduce generalized Russell-Prawitz types and the
expansion property, which are investigated in the last two sections. In section 6 we investigate
the expansion property for linear types. We prove our first “density theorem”: a linear type is
expansible iff it collapses into a linear generalized Russell-Prawitz type. This section contains our
geometrical investigation of instantiation overflow through simple expansion graphs. In section
7 we prove a similar “density theorem” for simple types and we apply it to characterize simple
types enjoying instantiation overflow.
Finally, in section 8 we discuss some open problems and further directions.
2 λ-terms, proof nets and categories
We recall the type systems which will be used in the paper and we introduce proof nets for
Intuitionistic Multiplicative Linear Logic without units IMLL−, by defining a category A of
allowable graphs similarly to [Hug12]. Then, we recall the syntactic categories generated by
simply typed λ-terms and System F typable λ-terms and their functorial interpretation, which
will be exploited in section 5 to describe the instantiation overflow property for Russell-Prawitz
types.
2.1 Type systems
We introduce the four type systems which will be used throughout the text:
• the simply typed λ-calculus λ⇒;
• the linear simply typed λ-calculus λ⊸;
• the polymorphic λ-calculus or System F ([Gir72, Rey74]);
• the atomically polymorphic λ-calculus or System Fat ([FF13]).
Given a basic set of types T , built over a set of variables V , we will consider two notions of
λ-terms:
1. λ-terms, defined by the grammar below
t, u := x | tu | λxA.t
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(λx.t)u ≃β t[u/x] (ΛX.t)B ≃β t[B/X ]
λx.tx ≃η t (x /∈ FV (t)) ΛX.tX ≃η t (X /∈ FV (t))
Figure 3: β and η equivalences
where A ∈ T ; t is linear in x if x occurs exactly once free in t;
2. λ2-terms, defined by the grammar below
t, u := x | tu | λxA.t | ΛX.t | tA
where A ∈ T and X ∈ V .
Observe that the definitions above depend on the choice of T . This dependence will be often
omitted, if it can be deduced from the context.
λ-terms and λ2-terms are considered up to renaming of bound variables, as usual. Given a
λ-term (resp. λ2-term) u, we let FV (u) indicate the set of its free term (resp. term and type)
variables, and BV (u) indicate the set of its bound term (resp. term and type) variables.
For λ-terms and λ2-terms we let≃βη indicate usual βη-equivalences, generated by the schemas
in figure 3. By a normal λ-term (resp. λ2-term) we indicate a term to which no β-reduction
can be applied. Following [Bar85], by a λ-theory (resp. a λ2-theory) we indicate any set T of
equations over λ (resp. λ2) terms such that T+ = T , where T+ is obtained by adding the T β
and η equivalence as well as the usual axioms and rules of the λ-calculus.
For any normal λ-term u, we define the set Subt(u) of its subterms as follows: if u =
λx1. . . . .λxn.y has no application, then Subt(u) = {λxi.λxi+1. . . . .λxn.y | 1 ≤ i ≤ n}; otherwise,
M = λx1. . . . .λxn.yu1 . . . up, then Subt(u) = {λxi.λxi+1. . . . .λxn.yu1 . . . up | i ≤ i ≤ n} ∪
Subt(u1) ∪ · · · ∪ Subt(up). We call a subterm v ∈ Subt(u) proper if v 6= u.
We introduce now the type systems. By a context in T we indicate a list Γ of type declarations
x1 : A1, . . . , xn : An, where the Ai are types of T and the xi are pairwise distinct term variables.
We will indicate contexts as Γ,∆, . . . . Concatenation of contexts is indicated by comma Γ,∆.
All systems below include the exchange rule Ex
Γ ⊢ u : A
Ex
σΓ ⊢ u : A
where Γ is a context in T , A is a type in T and σΓ indicates a context obtained from Γ by
permuting the order of its elements.
By a partition of a context Γ, we indicate a list Γ1, . . . ,Γp of contexts such that Γ1, . . . ,Γp =
σΓ.
(λ⊸) the set of linear types L⊸ is generated by the grammar A,B := X | A⊸ B; the typing
rules for linear λ-terms are Ex and those shown in figure 4a;
(λ⇒) the set of simple types L⇒ is generated by the grammar A,B := X | A ⇒ B; the typing
rules for λ-terms are Ex,W and those in figure 4b;
(F ) the set of second order types L⇒,∀ is generated by the grammar A,B := X | A⇒ B | ∀XA;
the typing rules for λ2-terms are those of λ⇒ plus those shown in figure 4c;
(Fat) same types as F ; the typing rules for λ
2-terms are those of λ⇒ plus those shown in figure
4d;
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x : A ⊢ x : A
Γ, x : A ⊢ u : B u linear in x
⊸I
Γ ⊢ λxA.u : A⊸ B
Γ ⊢ u : A⊸ B ∆ ⊢ v : A
⊸E
Γ,∆ ⊢ uv : B
(a) System λ⊸
Γ, x : A ⊢ x : A
Γ, x : A ⊢ u : B
⇒I
Γ ⊢ λxA.u : A⇒ B
Γ ⊢ u : A⇒ B Γ ⊢ v : A
⇒E
Γ ⊢ uv : B
(b) System λ⇒
Γ ⊢ u : A X /∈ FV (Γ)
∀I
Γ ⊢ ΛX.u : ∀XA
Γ ⊢ u : ∀XA
∀E
Γ ⊢ uB : A[B/X ]
(c) System F
Γ ⊢ u : A X /∈ FV (Γ)
∀I
Γ ⊢ ΛX.u : ∀XA
Γ ⊢M : ∀XA
FatE
Γ ⊢ uY : A[Y/X ]
(d) System Fat
Figure 4: Type systems rules
Observe that the usual rules of contraction and weakening are derivable in λ⇒, F, Fat. For
any type A in any of the systems above, we let FV (A) (resp. BV (A))) indicate the set of its
free (resp. bound) variables. There exist obvious inverse translations from ⇒ : L⊸ → L⇒ and
⊸ : L⇒ → L⊸, given by X⇒ = X , X⊸ = X , (A ⊸ B)⇒ = A⇒ ⇒ B⇒ and (A ⇒ B)⊸ =
A⊸ ⊸ B⊸. If Γ ⊢ u : A is derivable in λ⊸, then Γ⇒ ⊢ u : A⇒ is derivable in λ⇒, where
Γ⇒ = x1 : A
⇒
1 , . . . , xn : A
⇒
n , for Γ = x1 : A1, . . . , xn : An.
A type B ∈ L⇒,∀ will be generally written ∀Y 1(B1 ⇒ ∀Y 2(B2 ⇒ . . .⇒ ∀Y nZ)), where ∀Y i
is shorthand for a finite, possibly empty, sequence of quantifications ∀Yi1 . . .∀Yiki .
Given any of the systems above, we say that a type A is derivable if there exists a closed
term u having type A. We say that two types A,B are logically equivalent if there exist closed
terms u, v having type A ⊸ B,B ⊸ A, respectively, in the case of λ⊸, and A ⇒ B,B ⇒ A,
respectively, in all other cases. If, moreover, λxA.v(ux) ≃βη λxA.x and λxB .u(vx) ≃βη λxB .x,
then A and B are called isomorphic. Finally, given types A,B1, . . . , Bn, we say that A is logically
equivalent to the product of B1, . . . , Bn when there exist closed terms u1, . . . , un, u having types
A ⊸ B1, . . . , A ⊸ Bn, B1 ⊸ · · · ⊸ Bn ⊸ A, respectively (in the case of λ⊸) and types
A⇒ B1, . . . , A⇒ Bn, B1 ⇒ . . .⇒ Bn ⇒ A, respectively, in all other cases.
In any of the systems above, given a normal λ-term u such that Γ ⊢ u : A, we introduce the
following terminology:
i. any variable x occurring free or bound in u is assigned a unique type A that we indicate
by [x];
ii. any v ∈ Subt(u) is assigned a unique type, that we indicate by [v];
iii. u is said in η-long normal form when for any v ∈ Subt(u), if [v] = B ⇒ C or [v] = B⊸ C,
then v = λxB .v′, for some variable x and term v′ ∈ Subt(u).
Observe that, if u is in η-long normal form, then for any type B occurring positively (resp.
negatively) in A there exists v ∈ Subt(u) (resp. x ∈ BV (u)) such that [u] = B (resp. [x] = B).
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2.2 Proof nets and the category of allowable graphs
We introduce proof nets for Intuitionistic Multiplicative Linear Logic without units, IMLL−,
that is, the system obtained by adding to λ⊸ the ⊗ connective. Typed λ-calculi for IMLL can
be found in the literature (see [Abr93, BBdPH93]).
We recall that proof nets for IMLL and its subsystems can be considered as a graphical
representation of λ-terms or as a graphical formalism for arrows in free monoidal closed categories.
Our definition merges the two viewpoints: on the one hand, our definition corresponds to the
usual definition of essential nets for IMLL− ([Lam08, MO03]), characterizing linearly typable
λ-terms; on the other hand, we introduce proof-structures by means of a category of graphs
following [Hug12]; in particular, the correction criterion of essential nets generates the sub-
category of allowable graphs.
We first define a category G of graphs, which are defined as certain morphisms between
signed sets, i.e. sets whose elements are assigned a polarity +,−. Then we introduce shapes as
certain rooted DAGs whose leaves form a signed set and we define a category A of allowable
graphs, corresponding to graphs in G satisfying the correction criterion. [Hug12] shows that this
category can be extended to treat ⊥, yielding a representation of the free ∗-autonomous category.
Following [HHS17], A might be seen as a representation of the free symmetric semi-monoidal
closed category.
The objects of G are signed sets, i.e. finite sets whose elements are assigned a polarity
ǫ ∈ {+,−} (i.e. edges (s, α), where α : s→ {+,−}); Given ǫ ∈ {+,−}, we let ǫ be the opposite
polarity; given a signed set s, we let s be the signed set whose underlying set is the same as s
and whose polarities are reversed. Given two signed sets s, t, we let s + t denote their disjoint
union.
Arrows f : s → t in G, called graphs, are bijections s+ + t− → s− + t+ (where + indicates
disjoint union). Equivalently, a graph f : s → t is a set of disjoint edges, i.e. disjoint edges of
elements of s+ t which can be of three types:
Type I: e = (xǫ, yǫ), where x ∈ s, y ∈ t, for ǫ ∈ {+,−};
Type II: e = (x+, y−), where x, y ∈ s;
Type III: e = (x+, y−), where x, y ∈ t.
A graph can be illustrated as a directed acyclic graph (as in fig 5a) by orienting edges from
positive to negative. We will call a graph pure when it only consists of type I edges.
Composition of graphs is finite directed path composition (see [Hug12]), as illustrated in figure
5b. More precisely, given f : s → t and g : t → u, g ◦ f is the bijection h : s+ + u− → s− + u+
where
h(x) =
{
(f ◦ g)nf(x) if x ∈ s+ and n minimum s.t.(f ◦ g)nf(x) ∈ s− + u+
(g ◦ f)ng(x) if x ∈ u− and n minimum s.t.(g ◦ f)ng(x) ∈ s− + u+
The definition of g ◦ f relies on the following:
Lemma 2.1. If f : s → t and g : t → u, then for each x ∈ s+ (resp. y ∈ u−) there exists an n
such that (f ◦ g)nf(x) ∈ s− + u+ (resp. (g ◦ f)ng(y) ∈ s− + u+).
Proof. By a maximal chain in f ◦ g we indicate a sequence e0, . . . , e2k−1 of even length obtained
by alternating a type III edge e2i ∈ f and a type II edge e2i+1 ∈ g such that, for i ≤ k− 1, if e2i
is (yǫ
′
, zǫ), then e2i+1 is (z
ǫ, wǫ
′′
) and, moreover, e2k−1 = (y
ǫ, zǫ), where z ∈ s− + u+. If N is
the cardinality of t+ + t−, then any chain in f ◦ g must have length < N . Now, if x ∈ s+, then
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(a) A graph
− + −
· · ·
+
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(b) Composition of graphs
(X ⊸ X) ⊸ X
(X ⊸ Y ) ⊸ Y
(c) A labeled graph
Figure 5: Examples of graphs and labeled graphs
either f(x) ∈ s− (then put n = 0), or f(x) ∈ t+ is the start of a chain in f ◦ g. Then for some
n < N , the chain ends in some z ∈ s− + u+, and then (f ◦ g)nf(x) = z.
In order to introduce allowable graphs, we first define shapes. A shape corresponds to the
switching of the syntactic tree of a IMLL− type. Hence, on the one hand the leaves of the shape
form a signed set, so that an arrow between two shapes corresponds to a graph between the
associated signed sets; on the other hand, by joining the graph with the shapes, we obtain a
correction graph on which we can check the essential nets correction criterion ([MO03]).
Definition 2.1 (shape). A shape S is a rooted and labeled DAG whose leaves form a signed set
vS, called the variable set of S. The nodes of a shape are either leaves (hence labeled by + or
−) or labeled by ⊸+ (resp. ⊗+) or ⊸− (resp. ⊗−). The root of S is called the conclusion cS
of S. If S is a shape, by S we indicate the shape obtained from S by reversing the sign of its
leaves and replacing all labels ⊸ǫ - resp. ⊗ǫ- by ⊸ǫ - resp. ⊗ǫ. Shapes are defined inductively
as follows:
• I is the shape +, vI = {+}, cI = +;
• if S, T are shapes, S ⊸+ T is the shape in figure 6a, v(S ⊸+ T ) = vS + vT and c(S ⊸+
T ) =⊸+; cS and cT are called, respectively, left and right premiss of the node c(S ⊸+ T ).
• if S, T are shapes, S ⊸− T is the shape in figure 6b, v(S ⊸− T ) = vS + vT and c(S ⊸−
T ) =⊸−; cS and cT are called, respectively, left and right premiss of the node c(S ⊸− T ).
• if S, T are shapes, S⊗+T is the shape in figure 6c, v(S⊗+T ) = vS+vT and c(S⊗+T ) = ⊗+;
cS and cT are called, respectively, left and right premiss of the node c(S ⊗+ T ).
• if S, T are shapes, S⊗− T is the shape in figure 6d, v(S⊗− T ) = vS+ vT and c(S⊗− T ) =
⊗−; cS and cT are called, respectively, left and right premiss of the node c(S ⊗− T ).
Given shapes S, T , by a graph f : S → T we indicate a graph f : vS → vT . More generally,
given a (non-empty) list Γ = {S1, . . . , Sn} of shapes and a shape T , by a graph f : Γ → T we
indicate a graph f : S1 ⊗ · · · ⊗ Sn → T . Clearly, for any shape T there exists a pure graph
idT : T → T . Given graphs f1 : Γ1 → A1, . . . , fn : Γn → An, we let f1 ⊗ · · · ⊗ fn : Γ1, . . . ,Γn →
A1 ⊗ · · · ⊗An be the graph f1 ∪ · · · ∪ fn.
For any graph f : S → T , the correction graph of f , noted f ⇌ S ⊸ T , is the rooted directed
graph f ∪ S ⊸ T , with root c(S ⊸ T ), called the conclusion of f ⇌ S ⊸ T .
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⊗−
cS cT
v(S) v(T )
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Figure 6: Definition of shapes
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Figure 7: idS ⇌ ((I ⊗ I)⊸ I)→ ((I ⊗ I)⊸ I)
Definition 2.2 (allowable graph). Let S, T be shapes and f : S → T be a graph. f is allowable
(or correct) for S → T if f ⇌ S⊸ T satisfies:
(acyclicity) f ⇌ S ⊸ T is a connected DAG;
(functionality) for every ⊸+ node of f ⇌ S ⊸ T , every path going from the conclusion to
the left premiss of the node passes through the node.
In figure 7 the correction graph idS ⇌ S → S is illustrated, where S is the shape (I⊗I)⊸ I.
The categoryA of allowable graphs has shapes S, T as objects and allowable graphs f : S → T
as morphisms (with composition defined as in G). A can be presented also as a symmetric
multicategory ([Lei04]) mA whose objects are shapes and whose multiarrows are graphs f : Γ→
S, where Γ is a (possibly empty) list of shapes. Multicomposition is defined as follows: given
(multi)arrows f : B1, . . . , Bn → C, g1 : ∆1 → B1, . . . , gn : ∆n → Bn, where the ∆i indicate
finite lists of shapes, one can define f ◦m (g1, . . . , gn) : ∆1, . . . ,∆n → C as f ◦ (g1 ⊗ · · · ⊗ gn).
Observe that, in mA one can consider arrows f : ∅ → S, corresponding to closed proofs. Due to
the absence of the tensor unit in IMLL−, such arrows do not exist in A. In the following we will
often confuse A and mA.
We let A⊸ (resp. mA⊸) indicate the subcategory of A (resp. the sub-multicategory of mA)
whose shapes do not contain ⊗+ and ⊗−.
We let L⊸,⊗ be the language given by the grammar A,B := X | A ⊸ B | A ⊗ B, where
X ∈ V . Any linear type A ∈ L⊸,⊗ is obviously assigned a shape SA and a labeling, i.e. a map
lA : vSA → V associating the leafs of SA with a variable. f : S → T is a labeled graph (or, simply,
a graph when no ambiguity occurs) f : A → B if SA = S, SB = T and, by letting l = lA ∪ lB,
(x, y) ∈ f ⇒ l(x) = l(y). A labeled graph (illustrated in figure 5c) can be though as a graph
over signed multisets of variables. Given X ∈ V , if e = (x, y) ∈ f and l(x) = l(y) = X , then
we say that the e is over X . Clearly, for any A ∈ L⊸, if SA = T , then idT (which we will
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note simply idA) is a correct pure labeled graph from A to A. In the following we will often
confuse between a linear type and its associated shape. We will also often confuse the context
Γ = {x1 : A1, . . . , xn : An} of linear types with the list of shapes Γ = SA1 , . . . , SAn .
If f : A → B is any (non necessarily correct) graph, then for any X ∈ V , f induces a X-
pairing of A ⊸ B, i.e. a partition of all occurrences of X in A ⊸ B in pairs whose elements
have opposite polarity.
We say that two types A,B ∈ L⊸,⊗ are isomorphic when there exist correct graph f : A→ B
and g : B → A such that g ◦ f = idA, f ◦ g = idB.
We conclude the presentation of allowable graphs by showing how to associate to any normal
linear λ-term u such that Γ ⊢ u : A is derivable in λ⊸, an allowable graph G(u) : Γ→ A
4. The
definition of G(u) actually depends on Γ and A, so it should be written more pedantically as
GAΓ (u), as different typings of the same λ-term give rise to different labeled graphs
5).
For any linear type A ∈ L⊸ we let πA ⊆ {l, r}∗ (where l stands for “left” and r stands for
“right”) be the set of all paths, i.e. all finite sequences of elements of {l, r}, leading to variables
in the syntactic tree of A. Given a context Γ and a linear type A, any element of vΓ + v(A),
where vΓ = vA0 + · · ·+ vAn−1 and Γ = {A0, . . . , An−1}, is uniquely determined by a pair (i, π)
made of an index i ∈ {0, . . . , n} (by letting An = A) and a path π ∈ {l, r}∗ such that π ∈ πAi.
Let p(Γ, A) be the set of such pairs. There exists then a bijection αΓ,A : p(Γ, A) → vΓ + v(A)
where α(i, π) is the node corresponding to the path π in the syntactic tree of Ai. In case Γ = ∅,
then there is a canonical bijection αA : πA→ vA such that αA(π) is the node corresponding to
π in the syntactic tree of A. The translation can then be defined inductively as follows:
1. if u = x, then n = 1, Γ = {A0}, A0 = A1 = A and we have x : A ⊢ x : A. Then
G(u) = {(αA,A(0, π), αA,A(1, π)) | π ∈ πA};
2. if u = λxB .u′, then we have Γ, x : B ⊢ u′ : C, so by induction hypothesis, the graph
G(u′) is defined. Observe that αΓ,B⊸C : p(Γ, B ⊸ C) → vΓ + vB + vC is defined
by αΓ,B⊸C(i, π) = αΓ∪{B},C(i, π) when i < n − 1 and π ∈ πAi, αΓ,B⊸C(n, l · π) =
αΓ∪{B},C(n, π), when π ∈ πB and αΓ,B⊸C(n, r · π) = αΓ∪{B},C(n + 1, π), when π ∈ πB.
We put then G(u) := αΓ,B⊸C(α
−1
Γ∪{B},C(G(u
′))).
3. if u = yu1 . . . up, where y : C = B1 ⊸ · · · ⊸ Bp ⊸ A, and Γi ⊢ ui : Bi, where the Γi
form a partition of Γ − {C}, then by induction hypotheses the graphs G(ui) are defined
and we have bijections αΓi,Bi : p(Γi, Bi) → vΓi + vBi and αC : πC → vC, αA : πA →
vA. αΓ,A : p(Γ, A) → vΓ + vA is defined by αΓ,A(
∑
j<i kj + l, π) = αΓi,Bi(l, π), where
i < n − 1 π ∈ πAi, kj is the cardinality of Γj and l ≤ ki, αΓ,A(n − 1, π) = αC(π), for
π ∈ πC and αΓ,A(n, π) = αA(π), for π ∈ πA. Then G(u) = αΓ,A(α
−1
Γ1,A1
(G(u1))) ∪ · · · ∪
αΓ,A(α
−1
Γp,Bp
(G(up))) ∪ {(αC(lp · π), αA(π)) | π ∈ πA}, where rp · π indicates r · · · · · r︸ ︷︷ ︸
p times
·π.
We recall some standard results relating the λ-term u and its graph G(u):
Theorem 1 (adequacy, sequentialization and normalization, [Lam08, MO03]). Let u, v be normal
λ-terms.
• If Γ ⊢ u : A is derivable in λ⊸, then G(u) : Γ→ A is allowable;
4Observe that we are here confusing the list Γ = A1, . . . , An with the context Γ = x1 : A1, . . . , xn : An. We
will often confuse them, if it creates no ambiguity.
5Indeed all such graphs can be obtained by suitable expansions from the graph GA0
Γ0
(u), where Γ0 ⊢ u : A0 is
a principal typing of u.
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• if f : Γ→ A is allowable, then for some normal u such that Γ ⊢ u : A, f = G(u);
• if Γ ⊢ u : A and x : A ⊢ v : B, then G(u) ◦ G(v) = G(w), where w is the β-normal form of
u[v/x].
2.3 Categories of typed λ-terms and their functorial interpretation
Since Lambek’s pioneering work ([Lam69]), it has become standard to treat deductive systems
as syntactic (multi)categories whose objects are formulas or types and whose arrows are equiv-
alence classes of derivations. The categorial treatment of deductive systems allows to introduce
their functorial interpretation in an internal way, i.e. by considering types as endofunctors over
the syntactic categories of types and terms, and well-typed terms as dinatural transformations
between such functors.
In the previous subsection we described the category A generated by proof nets and we
observed that, by suitably extending proof nets to unities, the syntactic category obtained cor-
responds either to the free ∗-autonomous category ([LS04, Hug12]) or to the free symmetric
monoidal closed category ([BCST96]). We now briefly recall the categorial description of the
simply typed λ-calculus and System F .
We let T be the category generated by λ⇒: the types of T are the simple types and the
arrows u : A → B are λ-terms u with exactly one free variable, such that x : A ⊢ u : B is
derivable in λ⇒, considered up to βη-equivalence and up to renaming of its unique free variable.
We will often note an arrow u[z] : A → B, where z indicates its unique free variable. When
no variable is indicated, we let x denote by convention the unique free variable of an arrow
u : A→ B. The composition of arrows u : A→ B and v : B → C is the arrow v[u/x] : A→ C,
where x is the unique free variable in v. The symmetric multicategory mT can be defined in a
similar way. As in the case of A, when indicating a a multiarrow u : Γ→ A, we will confuse the
list A1, . . . , An with the context Γ = x1 : A1, . . . , xn : An. As already mentioned, we will often
confuse a category and its associated multicategory.
As is well-known, if λ⇒ is extended with finite products constructions, then the syntactic
category obtained is the free cartesian closed category ([LS88]). Finally, we consider the syntactic
categories F and Fat (and the respective multi-categories), defined similarly to T : F (resp. Fat)
is the category having as objects the types in L⇒,∀ and such that an arrow u : A→ B is a λ-term
(up to βη-equivalence and renaming of its unique free variable) with exactly one free variable
such that x : A ⊢ u : B is derivable in F (resp. in Fat).
Functorial polymorphism ([BFSS90]) is the interpretation of types as multivariant functors
over a category (either symmetric monoidal closed or ∗-autonomous in the linear case - see
[Blu93] - and cartesian closed in the non linear case -[GSS92]) and of typed terms as dinatural
transformations between such types. We recall that, given a category C and multivariant functors
F,G : Cop×C → C, a dinatural transformation between F and G is a family of arrows θA indexed
by the objects of C such that, given objects A,B in C and an arrow f : A → B, the following
diagram commutes:
FAA
θA // GAA
GAf
$$■
■■
■■
■■
■■
FBA
FBf $$■
■■
■■
■■
■■
FfA
::✉✉✉✉✉✉✉✉✉
GAB
FBB
θB
// GBB
GfB
::✉✉✉✉✉✉✉✉✉
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We can now define functorial interpretation by considering the categories A, T and F . By
considering the category A (resp. T , F), any linear type (resp. simple type) A, depending
on a variable X , can be interpreted as a multivariant endofunctor A : Aop ⊗ A → A (resp.
A : T op×T → T , A : Fop⊗F → F), which is covariant when A is p-X and contravariant when
A is n-X .
Given types A,B,C in any of the above categories, we indicate by A[B,C] the type obtained
by substituting B for the negative occurrences of X in A and C for the positive occurrences of
X in A. Given types B,B′, C, C′ and arrows u : B → B′, v : C → C′ we can define the arrow
A(u, v) : A[B′, C]→ A[B,C′] in λ-calculus notation by induction on A as follows:
Y (u, v) =
{
v if X = Y
Y otherwise
(A1 ⇒ A2)(u, v) = A1(v, u)⇒ A2(u, v)
∀Y A(u, v) = ΛY.′A[Y ′/Y ](u, v)(xY ′)
where, given arrows u[z] : B → B′ and v[z′] : C → C′, (u⇒ v)[x] : (B′ ⇒ C)→ (B ⇒ C′) is the
arrow λyB .v[x(u[y/z])/z′].
It is a standard result ([Blu93, GSS92]) that any arrow f : A → B in A (resp. u : A → B
in T ) corresponds to a dinatural transformation between the functors associated to A and B,
respectively. This means that any arrow u : A → B in T yields a dinatural transformation
between A, and B, by letting uC : A(C,C) → B(C,C) be u[C/X ], that is, given any arrow
v : C → C′, the equation below
B(C, v) ◦ uC ◦A(v, C) = B(v, C
′) ◦ uC′ ◦A(C
′, v) (3)
where u ◦ v = λx.u(vx), holds modulo βη-equivalence.
This fact does not extend to F ([dL09]): there exist well-typed System F terms which are
not dinatural. This means that dinaturality generates an equational theory over System F terms
which strictly extends βη-equivalence (see [TPP17] for a proof theoretic discussion). We let Tε
indicate the λ2-theory generated by all equations 3 between arrows in F . The equivalence ≃ε
induced by Tε captures then all equations between System F terms which hold when interpreting
such terms in an arbitrary dinatural model of System F .
The functorial interpretation can be extended to proof nets and λ-terms with undischarged as-
sumptions or free variables, respectively, by considering the polynomial categories A[x1, . . . , xn],
T [x1, . . . , xn],F [x1, . . . , xn] (see [LS88]) obtained by adding to A, T and F new arrows xi :
∅ → Ai, for some types A1, . . . , An. This extension allows to consider the functorial action of
types over terms with undischarged assumptions: for instance, let x1 : ∅ → A1, . . . , xn : ∅ → An
be “variable arrows” and u : A1, . . . , An, C → C′, b : A1, . . . , An : D → D′ in T ; then the
functorial action of the type A = X ⇒ X in T [x1, . . . , xn] corresponds to an arrow A(u, v) :
A1, . . . , An, A[C
′, D] → A[C,D′] in T . When considering polynomial categories, the theory Tε
can be defined in a more general and uniform way as the λ2-theory generated by all equations
B(C, yx) ◦ uC ◦A(yx, C) = B(yx, C
′) ◦ uC′ ◦A(C
′, yx) (4)
where u : A → B in F and yx : C → C′ in the polynomial category F [y] generated by the
variable arrow y : ∅ → C ⇒ C′. Observe that all instances of 3 can be deduced from 4 by using
standard identity axioms (which hold in any λ2-theory).
As it will be clear in section 5, the functorial action of types over open terms is a basic tool
in the functorial formulation of instantiation overflow for Russell-Prawitz types.
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3 Proof net interpolation and the positivity lemma
In this section we discuss interpolation from the viewpoint of proof nets and we use it to prove
the positivity lemma, which shows that, whenever a type A has a covariant (resp. contravariant)
action overA, then A is equivalent to a type containing only positive (resp. negative) occurrences
of X . This result is in some sense the converse of the remark that a type containing only positive
(resp. negative) occurrences of a variable is a covariant (resp. contravariant) endofunctor over
A (see section 5).
First, we recall proof net interpolation for IMLL− and we define the interpolation order ≺I
over linear types; then, we consider weak proof net interpolation for the fragment λ⊸ (proved in
appendix A by adapting the argument in [BdG96] for IMLL− interpolation). Weak interpolation
will be exploited to. Finally, we deduce the positivity lemma from proof net interpolation.
3.1 Proof net interpolation in IMLL−
Craig Interpolation for sequent calculus is usually formulated as follows (see [ST00]): given a
cut-free natural deduction derivation of Γ,∆ ⊢ A, there exists a type I, called the interpolant
of the derivation, such that the variables of I occur in both Γ and ∆, A and there exist two
derivations of conclusions respectively Γ ⊢ I and ∆, I ⊢ A.
Sequent calculus interpolation for linear logic was first investigated in [Roo91], when it was
realized that the statement above can be strengthened by considering proof nets. Indeed, by
taking ∆ = ∅, interpolation yields a procedure to “split” the type II and type III parts of a proof
net, yielding two graphs f1 : Γ → I, f2 : I → A, where f1 contains the type II part of f , f2
contains the type III part of f and both f1 and f2 contain the type I part of f .
This idea appears in two different approaches to proof net interpolation, the one in [BdG96]
(inspired from [Roo91]) for IMLL−, which we recall here, and the one in [Car97], based on flow
graphs for the classical sequent calculus LK.
Let A,B ∈ L⊸ and Γ = {B1, . . . , Bn} be a finite multiset of types. We say that A injects
into B (resp. A injects into Γ), noted A →֒ B (resp. A →֒ Γ) if there exists an injective function
h : vA→ vB (h : vA→
∑
i vBi) preserving polarities and labels.
The proof net interpolation problem for IMLL− can be described as follows
Definition 3.1 (IMLL− interpolation problem). Given f : Γ→ A in A, where fI , fII , fIII ⊆ f
denote its type I, type II and type III parts, respectively, find a linear type I, called the interpolant
of f , such that fII ∪ fI : Γ→ I and fI ∪ fIII : I → A in A.
Observe that, following definition 3.1, interpolation forces I →֒ A and I →֒ Γ, as there exist
type I edges connecting any variable occurrence of I with variable occurrences in both Γ and A.
The interpolation problem can be reformulated by considering graphs with cuts (as in [BdG96]).
Let us add to the class of shapes the shapes cut+ and cut− in figure 8a and 8b, respectively. By
cut we will generically indicate either cut+ or cut−.
By a graph with cuts we indicate a correct graph f : Γ, cut, . . . , cut → A, where Γ and
A have no occurrence of cut. By a graph with n splitting cuts we indicate a graph with cuts
f : Γ, cut, . . . , cut︸ ︷︷ ︸
n times
→ A such that no type I edge of f connects Γ and A and no type II edge of f
connects any cut. A graph with splitting cuts can be described as a graph f : Γ1, . . . ,Γp → A,
where Γi = ∆i, cut, . . . , cut, where the ∆i form a partition of Γ, and the correction graph is as
in figure 9.
The interpolation problem can then be formulated as follows: given a graph f : Γ→ A in A,
find a type I ∈ L⊸,⊗ such that the correction graph of f (illustrated in figure 10a) can be split
15
cut+
cS cS
v(S) v(S)
(a) cut+
cut−
cS cS
v(S) v(S)
(b) cut−
Figure 8: cut links
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. . . . . .
cut
. . .
cut
. . .
. . .
∆p
. . . . . .
cut cut
. . .
. . .
. . .
. . .
...
...
Figure 9: Graph with splitting cuts
into a graph with one splitting cut as in figure 10b, preserving correctness. A simple example of
interpolation is illustrated in figure 11b.
Theorem 2 ([BdG96], [Car97]). Any IMLL− interpolation problem has a solution.
Interpolation allows to introduce an order over types, the interpolation order ≺I , where
A ≺I B holds if A is the interpolant of an allowable graph f : B → B. Observe that, if A ≺I B,
then A and B are interderivable and A →֒ B. When A ≺I B, we will say that B linearly collapses
into A. If for no A, A ≺I B, then B will be called ≺I-minimal.
For example, the type (X ⊸ X)⊸ (X ⊸ X) is not ≺I -minimal, as it linearly collapses into
the ≺I -minimal type X ⊸ X .
Observe that, if A linearly collapses into B and B linearly collapses into C, then A linearly
collapses into C.
Let ℓ(A) indicate the number of variable occurrences in A (equivalently, the length of vA).
If A ≺I B, then ℓ(A) < ℓ(B). Types with different lengths cannot be isomorphic:
Proposition 3.1. If ℓ(A) < ℓ(B), then A is not isomorphic to B.
Proof. Suppose f : A → B and g : B → A, then f ◦ g : B → B contains both type II and type
III edges, hence it cannot be the identity.
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Type II Type I Type III
Γ A
. . . . . . . . . . . .. . . . . .
(a) Before interpolation
Type II Type III
Γ A
. . . . . . . . . . . .
I+ I−
cut
. . . . . . . . . . . .
(b) After interpolation
Figure 10: Interpolation and the correction graph
(X ⊸ X) ⊸ X
(X ⊸ X) ⊸ X
(a) Before interpolation
(X ⊸ X) ⊸ X
X
X
(X ⊸ X) ⊸ X
(b) After interpolation
Figure 11: Example of interpolation
We deduce that, if A linearly collapses into B, then A cannot be isomorphic to B.
The following is an immediate consequence of interpolation:
Lemma 3.1 (linear collapse lemma for IMLL−). For any A ∈ L⊸,⊗, if f : A→ A in A contains
at least one type III (or type II) edge, then A is not ≺I-minimal.
The linear collapse lemma states that if a type A is ≺I -minimal, then any correct graph
f : A→ A must be pure (hence a permutation of the identity graph). As an example we mention
the graph f : D → D, where D = (X ⊸ X) ⊸ X shown in figure 11a: as the graph f is not
pure, the type D is not minimal with respect to linear collapse. Indeed D linearly collapses onto
X and the two graphs g : D → X,h : X → D, shown in figure 11b, are obtained by decomposing
f .
3.2 Weak proof net interpolation in λ⊸
We now consider proof net interpolation for λ⊸. Interpolation 3.1 fails for this fragment: the
interpolant of the graph f : Y, Z → (Y ⊸ Z ⊸ X)⊸ X is the type Y ⊗ Z /∈ L⊸ and there is
no interpolant for f in L⊸.
It is well-known that interpolation similarly fails in the ⇒-fragment of propositional intu-
itionistic logic (see [Kan06]). One usually considers a weak form of interpolation, which consists
in admitting multiple interpolants. In the case of λ⊸, we can formulate weak interpolation as
follows:
Definition 3.2 (weak λ⊸ interpolation problem). Given f : Γ→ A in A, where fI , fII , fIII ⊆ f
denote its type I, type II and type III parts, respectively, find a partition Γ1, . . . ,Γp of Γ, a
partition f1I , . . . , f
p
I of fI , a partition f
1
II , . . . , f
p
II of fII and types I1, . . . , Ip such that f
i
II ∪ f
i
I :
Γi → Ii and fI ∪ fIII : I1, . . . , Ip → A in A.
Weak interpolation forces Ii →֒ A and Ii →֒ Γi for all 1 ≤ i ≤ p.
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Γ1
A
. . . . . .
. . . . . .
I+1 I
−
1
cut
. . . . . . . . .
. . .
Γp
. . . . . .
I+p I
−
p
cut
. . . . . . . . .
. . . . . .
...
...
Figure 12: Correction graph after weak interpolation
The weak interpolation problem can be formulated by means of graphs with cuts as follows:
given a graph f : Γ → A in A find a partition Γ1, . . . ,Γp of Γ and p types I1, . . . , Ip such that
the correction graph (figure 10a) can be split into a graph with p splitting cuts as in figure 12,
preserving correctness.
By an argument similar to the one in [BdG96] we prove that weak interpolation problems
admit solutions in λ⊸.
Theorem 3 (weak λ⊸-interpolation). Any weak interpolation problem for λ⊸ admits a solution.
Proof. Proof in appendix A.
Remark 3.1. For a graph f : A → B, weak interpolation coincides with interpolation. Indeed,
by definition 3.2, if the weak interpolation problem for f has a solution, then there exist types
I1, . . . , Ip and partitions f
i
I , f
i
II such that, for one i, say i = c, f
i
II ∪ f
i
I : A → Ic and for all
i 6= c, f iII ∪ f
i
I : ∅ → Ii. However, as there can be no type III free graph g : ∅ → Ii, it must be
p = 1 and Ic is the unique interpolant of f .
Remark 3.1 allows to extend the interpolation order to λ⊸: A ≺I B if A is the unique
interpolant of an arrow f : B → B in A. The linear collapse lemma can then be immediately
extended to λ⊸:
Lemma 3.2 (linear collapse lemma for λ⊸). For any type A, if f : A → A is allowable and
contains at least one type III (or type II) edge, then A is not ≺I-minimal.
The linear collapse lemma states that if a type A is ≺I -minimal, then any correct graph
f : A→ A must be pure a permutation of the identity graph.
3.3 The positivity lemma for IMLL−
By exploiting interpolation, we prove a fundamental lemma which characterizes the types which
have a positive action over allowable graphs: if A is such a type (relatively to a variable X) then
A collapses into a type containing only positive occurrences of X .
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For any variable X , we say that a type A ∈ L⊸ is p-X (resp. n-X) if it has no negative
(resp. positive) occurrence of X .
Definition 3.3 (definable A-morphism). A covariant (resp. contravariant)A-morphism is given
by a map F over shapes along with a map over allowable graphs in any polynomial extension
A[x1, . . . , xn] of A such that:
• if f : S → T in A[x1, . . . , xn], then F (f) : F (S) → F (T ) (resp. F (f) : F (T ) → F (S) in
A[x1, . . . , xn]).
• F (f) preserves labelings: if f : A→ B, then F (f) : F (A)→ F (B).
Given X ∈ V, a type A ∈ L⊸ is a definable covariant (resp. contravariant) A-morphism
in X if there is a covariant (resp. contravariant) A-morphism F such that, for any shape S,
F (S) = A[S/X ].
Since p-X (resp- n-X) types are correspond to endofunctorsA : A[x1, . . . , xn]→ A[x1, . . . , xn]
(resp. A : Aop[x1, . . . , xn]→ A[x1, . . . , xn]), they are in particular definable A-morphisms.
Proposition 3.2. For all X ∈ V, if A ∈ L⊸,⊗ is p-X (resp. n-X), then it is a definable
covariant (resp. contravariant) A-morphism in X.
Proof. By induction on A.
Conversely, a A-morphism need not be an endofunctor over A. If a type A is logically
equivalent to a p-X type B, then one can define a positive action over allowable graphs for A
starting from the covariant functorial action of B. However, this action need not be functorial.
For instance, since the type A = (X ⊸ X) ⊸ X collapses into X , one can define a covariant
action of A over allowable graphs by pre-composing and post-composing the functorial action
of X with the arrows g : A → X and h : X → A. However, with such definitions, A is not a
functor, as the graph A(idX) = h ◦ idX ◦ g has a type III edge, so A(idX) 6= idX .
We now show that a definable A-morphism always collapses into a p-X type. By reasoning as
above, this fact shows that p-X (resp. n-X) types are essentially the unique definable covariant
endofunctors A : A → A (resp. A : Aop → A).
Proposition 3.3 (positivity lemma). For all X ∈ V, if A ∈ L⊸,⊗ is a definable covariant (resp.
contravariant) A morphism in X, then either A is p-X, or A linearly collapses into a p-X (resp.
n-X) type.
Proof. Let A ∈ L⊸,⊗ be a definable A-morphism in X . Let Y be a variable not occurring free in
A and let f be the only labeled graph such that f : X ⊸ Y,X → Y in mA. Since f is an arrow
f : X → Y inA[x], where x : ∅ → X ⊸ Y is a variable arrow, by hypothesis, there exists an arrow
A(f) : A → A[Y/X ] in A, corresponding to a graph A(f) : X ⊸ Y, . . . , X ⊸ Y,A → A[Y/X ]
in mA. Observe that all type I edges over Y of A(f) are directed upwards (as Y only occurs
positively in the hypotheses of f) and all edges over X of A(f) are type II, as X does not occur
in the conclusion of f .
Let f∗ be the graph obtained from A(f) by contracting all such edges as illustrated in figure
13. We have then f∗ : A → A∗, where A∗ is the result of replacing, in A[Y/X ] all (positive)
occurrences of Y corresponding to type I edges of A(f) by X . Observe that A∗ has no negative
occurrence of X . Moreover, f∗ is correct since all the paths in the correction graph of f∗ come
from paths in the correction graph of A(f) (as the latter contains a path from Y + to X−).
Now two cases arise: if f∗ has no type III edge over Y , then A∗[Y/X ] = A[Y/X ] and A is
p-X . Otherwise, if f∗ has some type III edge over Y , we can apply theorem 2 : we find then
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X ⊸ Y. . .X+
Y +
 
X+
X+
Figure 13: Contraction of edges
a type A′ →֒ A∗ with no occurrence of Y and only positive occurrences of X and two correct
graphs g : A→ A′ and h : A′ → A∗, with h ◦ g = f∗. Since all edges over Y in h are type III, by
a renaming Y 7→ X we see that h : A′ → A, since A∗[X/Y ] = A. We conclude then that A′ →֒ A
and A,A′ are interderivable.
By proposition 3.3 and proposition 3.1 we deduce that the property of being p-X (resp. n-X)
is stable under isomorphism:
Proposition 3.4. For any X ∈ V and A ∈ L⊸ and B ∈ L⊸ p-X (resp. n-X), A is isomorphic
to B only if A is p-X (resp. n-X).
4 Interpolation and collapse in λ⇒
In this section we extend the positivity lemma to λ⇒, by proving a similar result for definable
T -morphisms. We exploit the linearization theorem, a folklore result in linear logic, which shows
that arrows in T factor through arrows in A. Linearization allows to apply proof net (weak)
interpolation to simply typable λ-terms, yielding a new weak interpolation result for λ⇒, from
which we deduce the positivity lemma similarly to the previous section.
4.1 The linearization theorem
The basic ingredient to generalize theorem 3 to L⇒ is theorem 4 below, which establishes a
precise connection between T and A: any arrow in T can be factorized through an arrow in A.
We first define linear expansions of types A ∈ L⇒.
Definition 4.1 (linear expansions). For any type A ∈ L⇒, we define the sets E+(A), E−(A) ⊆
L⊸ of its positive and negative linear expansions, respectively, by induction on A:
• if A = X, then E+(A) = E−(A) = {A};
• if A = B1 ⇒ . . .⇒ Bn ⇒ Z, then
E+(A) = {C11⊸ · · ·⊸ C1k1 ⊸ · · ·⊸⊸ Cn1⊸ · · ·⊸ Cnkn ⊸ Z |
k1, . . . , kn ∈ N, Cij ∈ E
−(Bi), ∀1 ≤ i ≤ n, 1 ≤ j ≤ ki}
E−(A) = {C1⊸ · · ·⊸ Cn ⊸ Z | Ci ∈ E
+(Bi)}
The following are easily established.
Proposition 4.1. • if B ∈ E+(A), then there exists u : B⇒ → A in T ;
• if B ∈ E−(A), then there exists u : A→ B⇒ in T .
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We can now prove the linearization theorem.
Theorem 4 (Linearization). Let u : Γ → A be an arrow in T , where Γ = {A1, . . . , Ap}. Then
there exist integers d1, . . . , dp, linear types A
−
ij ∈ E
−(Ai), A
+ ∈ E+(A), arrows LINij : Ai →
(A−ij)
⇒, coLIN : (A+)⇒ → A in T and an arrow ∂u : Γ− → A+ in A, where Γ− = {A−ij | 1 ≤ i ≤
p, 1 ≤ j ≤ di}, such that the following diagram commutes in T (by seeing ∂u : (Γ−)⇒ → (A+)⇒
as an arrow in T )
Γ
u //
LIN

A
(Γ−)⇒
∂u
// (A+)⇒
coLIN
OO (5)
where LIN = (LIN1, . . . , LINp) and LINi = (LINi1, . . . , LINidi), that is,
coLIN
[
∂u[LINij/xij ]/x
]
≃βη u
Proof. Induction on the typing derivation of u:
• if u = x, then we have x : A ⊢ x : A, so we put A− = A+ = A⊸, d1 = 1 and ∂u = u;
• if u = λzB1 .u′, then we have
Γ, z : B1 ⊢ u′ : B2
Γ ⊢ u : B1 ⇒ B2
, where Γ = {A1, . . . , Ap}, then by in-
duction hypothesis there exist integers e1, . . . ep+1, types C11, . . . , Cpep , D1, . . . , Dep+1 , D,
arrows vij : Aj → Cij , v′l[y] : B1 → Dl, w : D → B2 and a linear term ∂u
′ such that x11 :
C11, . . . , xpep : Cpep , y1 : D1, . . . , yep+1 : Dep+1 ⊢ ∂u : D and w
[
∂u′[vij/xij , v
′
l/yl]/x
]
≃βη
u′.
We let then d1 = e1, . . . , dp = ep, A
−
ij = Cij , A
+ = D1 ⇒ . . .⇒ Dep+1 ⇒ D, and moreover
LINij := uij , coLIN = λz
B1 .w
[
x(v′1[z/y]) . . . (v
′
ep+1 [z/y])/x
]
and ∂u := λyD11 . . . . λy
Dep+1
ep+1 .∂u
′.
We can compute then coLIN(∂u[LINij/xij ]) ≃βη λzB1 .u′ ≃βη u
• if u = xu1 . . . uq, then [x] = B1 ⇒ . . .⇒ Bq ⇒ A and Γ ⊢ ui : Bi, where Γ = {A1, . . . , Ap}
and Ak = B1 ⇒ . . . ⇒ Bq ⇒ A, for some 1 ≤ k ≤ p, hence by induction hypothesis for
all 1 ≤ l ≤ q there exist integers el1, . . . , e
l
p, types C
l
11, . . . , C
l
pep , C
l, arrows vlij : Bl → P
l
ij ,
wl[y] : Cl → Bl and a linear term ∂ul such that xl11 : C
l
11, . . . , x
l
pep : C
l
pep ⊢ ∂ul : C
l and
wl
[
∂ul[v
l
ij/x
l
ij ]/x
]
≃βη ul.
We let then, for 1 ≤ i ≤ q, di :=
∑q
l e
l
i, for i 6= k, and dk = (
∑q
l e
l
k) + 1, we let,
for i 6= k the A−ij be all C
l
ij , for all 1 ≤ l ≤ q; for j ≤ dk − 1, we let the A
−
jk be
all Clkj , for all 1 ≤ l ≤ q, and we finally let A
−
dkk
be C1 ⇒ . . . ⇒ Cq ⇒ A. Also,
for i 6= k, we let the LINij be all vlij and for j ≤ dk − 1, the LINkj be all v
l
kj ,
and we let LINkdk [x] = λz
C1
1 . . . . .λz
Cq
q .x(w1[z1/y]) . . . (w
q[zq/y]) and coLIN = x. We
finally let ∂u := xkdk∂u1 . . . ∂uq. We can compute then coLIN
[
∂u[LINij/xij ]/x
]
≃β
LINkdk
(
w1
[
∂u1[v
1
ij/x
1
ij ]/y
])
. . .
(
wq
[
∂uq[v
q
ij/x
q
ij ]/y
]
)
)
≃βη u.
Let us call a λ-term clean if FV (u) ∩ BV (u) = ∅ and for any x ∈ BV (u) there exists in u
exactly one abstraction of the form λx. Clearly, any λ-term u is α-equivalent to a clean term,
that we indicate u∗.
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For any λ-term u, and any variable x ∈ FV (u∗) ∪BV (u∗), let sx(u) indicate the number of
occurrences of x in u∗. More precisely, we let
sx(y) =
{
1 if x = y
0 otherwise
sx(tu) = sxt+ sxu
sx(λy.t) =
{
sx(t) + 1 if x = y
sx(t) otherwise
Let then the size of u, noted s(u), be the sum of all sx(u), for x ∈ FV (u∗)∪BV (u∗). Linearization
preserves the size, in the following sense:
Lemma 4.1. Let u : Γ → A be an arrow in T and ∂u : Γ− → A+ be defined as in theorem 4.
Then s(u) = s(∂u).
Proof. Simple verification by inspecting the proof of theorem 4.
4.2 Weak interpolation in λ⇒
Similarly to the case of λ⊸, interpolation fails for λ⇒ (i.e. for the ⇒-fragment of intuitionistic
propositional logic): the interpolant of λzA⇒B⇒X .zxy : A,B → (A ⇒ B ⇒ X) ⇒ X is the
product type A ∧B which is not a type in L⇒.
Weak interpolation for λ⇒ was investigated in [Wro84, Pen97, Kan06]. In particular, [Kan06]
shows that, by suitably modifying the algorithm in [Pra65], one can always find strongest inter-
polants. By exploiting linearization and weak interpolation for λ⊸ we immediately obtain a new
weak interpolation theorem for λ⇒, theorem 5 below.
Due to the loss of linearity, the requirement that interpolant types inject into the conclu-
sion and the context is replaced by the weaker requirement that the free type variables of the
interpolant types be included into the free variables shared by the conclusion and the context.
Theorem 5 (weak interpolation for T ). Let u : Γ→ A in T and suppose ∂u is not pure. Then
there exist simple types I1, . . . , Ip and arrows vj : Γ→ Ij, w : I1, . . . , Ip → A such that
1. FV (Ij) ⊆ FV (A) ∩ FV (Γ);
2. (
∑p
j s(vj)) + s(v) < s(u);
3. v[v1/x1, . . . , vp/xp] ≃βη u.
Proof. By theorem 3 there exists an integer p, a partition (Γ−1 , . . . ,Γ
−
p ) of Γ
−, types I1, . . . , Ip
and a splitting of ∂u in A into vj : Γ
−
j → Ij and v : I1, . . . , Ip → A
+.
Observe that, while the logical complexity of weak interpolants for an arrow f : Γ → A
in A is bounded by A, this need not be the case in T . For instance, let A = (X ⇒ X) ⇒
(X ⇒ X) and uk : A → A be the term λyX⇒X1 .λy
X
2 .y
k
1 (xy1y2), for k ∈ N. Let, for all k ∈ N,
Ak = (X ⊸ X)⊸ · · ·⊸ (X ⊸ X)︸ ︷︷ ︸
k times
⊸ A⊸. Then ∂uk+1 : A
⊸ → Ak+2 is not pure (see figure
14) and can be split into u1 : A
⊸ → Ak+1 and u2 : Ak+1 → Ak+2. We deduce that uk is
split into v1 : A → A⇒k+1 and v2 : A
⇒
k+1 → A. The problem of investigating the growth in
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(X ⊸ X)⊸ (X ⊸ X)
(X ⊸ X)⊸ (X ⊸ X)⊸ · · ·⊸ (X ⊸ X)︸ ︷︷ ︸
k+1 times
⊸ (X ⊸ X)⊸ (X ⊸ X)
. . .
Figure 14: Graph of ∂uk+1
complexity of interpolants is well investigated in the literature (see [SP98]). Observe that, while
the size of interpolants might grow, the size of the terms decreases (condition 2. in theorem 5),
as s(v1) < s(u) (one can easily compute v1 = uk).
Remark 3.1 cannot be extended to λ⇒. In particular, an arrow u : A → B in T might
well have more than one interpolant. Take for instance u : C → C, where C = (X ⇒ X) ⇒
(((A ⇒ X) ⇒ X) ⇒ ((B ⇒ X) ⇒ X) ⇒ X) ⇒ X and u[x] = λxC11 .λx
C2
2 .x1(x2u1u2),
where C1 = X ⇒ X , C2 = ((A ⇒ X) ⇒ X) ⇒ ((B ⇒ X) ⇒ X) ⇒ X and u1 =
λzA⇒X .x(λyX .y(λy
(A⇒X)⇒X
1 .λy
(B⇒X)⇒X
2 .y1z)), u2 = λz
B⇒X .x(λyX .y(λy
(A⇒X)⇒X
1 .λy
(B⇒X)⇒X
2 .y1z)).
One can verify that u has two interpolants I1 = (A⇒ X)⇒ X and I2 = (B ⇒ X)⇒ X .
We define then the weak interpolation order ≺wI as follows: A ≺wI B if A is among the
interpolants of some arrow u : B → B in T . When Γ = {I1, . . . , Ip} are the interpolants of some
arrow u : B → B, we say that B collapses into Γ. If for no Γ, B collapses into Γ, then B is called
≺wI-minimal.
The linear collapse lemma 3.1 can be extended to L⇒:
Lemma 4.2 (collapse lemma for T ). Let u : A→ A be an arrow in T such that ∂u contains a
type III edge. Then A is not ≺wI-minimal.
For instance, the arrow u : C → C discussed above shows that C is not ≺wI-minimal and
collapses into two minimal types I1, I2.
4.3 The positivity lemma for λ⇒
By exploiting weak interpolation, we now extend the positivity lemma 3.3 to λ⇒.
The notions of p-X and n-X types for L⇒ are defined as for L⊸. Observe that, if B ∈ Eǫ(A),
then B is p-X (resp n-X) iff A is. We define definable T -morphisms similarly to the case of A.
Definition 4.2 (definable T -morphism). A covariant (resp. contravariant) T -morphism is
given by a map F over simple types along with a map over arrows in any polynomial exten-
sion T [x1, . . . , xn] of T , such that, if u : A → B is an arrow in T [x1, . . . , xn], then F (u) :
F (A)→ F (B) (resp. F (u) : F (B)→ F (A)) is an arrow in T [x1, . . . , xn].
Given X ∈ V, a simple type A ∈ L⇒ is a definable covariant (resp. contravariant) T -
morphism in X if there is a covariant (resp. contravariant) T morphism F such that, for any
simple type B, F (B) = A[B/X ].
As for A, for one direction, the fact that p-X (resp n-X) types correspond to covariant (resp.
contravariant) functors can be deduced from the fact that all types are multivariant functors.
Proposition 4.2. For all X ∈ V, if A is p-X (resp. n-X), then it is a covariant (resp. con-
travariant) definable T -morphism in X.
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Proof. By induction on A.
The following proposition extends proposition 3.3 to T .
Proposition 4.3. For all X ∈ V, if A ∈ L⇒ is a covariant (resp. contravariant) definable
T -morphism in X, then either A is p-X (resp. n-X) or A collapses into a finite set of p-X
(resp. n-X) types.
Proof. Let A ∈ L⇒ be a covariant definable T -morphism in X . Let Y be a variable not occurring
free in A and let u = xy : X ⇒ Y,X → Y in mT . Since u is an arrow u : X → Y in T [x], where
x : ∅ → X ⇒ Y is a variable arrow, by hypothesis, there exists an arrow A(u) : A → A[Y/X ],
i.e. a λ-term v = A(u) : X ⇒ Y,A→ A[Y/X ].
By theorem 4, v is βη-equivalent to LIN(∂v[LINj/xj ]), where ∂v : X ⊸ Y, . . . , X ⊸
Y,A−1 , . . . , A
−
r → A
+[Y/X ], where A−i ∈ E
−(A) and A+ ∈ E+(A).
Suppose now A is not p-X ; we deduce that A+ is not p-X either. By reasoning similarly
to the proof of proposition 3.3 we deduce that, if ∂v has no type III edge over X , then A+
(and a fortiori A) is p-X , while if ∂v has a type III edge over X , then there exist p-X types
A1, . . . , Ap ∈ L⊸ such that Ai →֒ A+ and linear terms v1, . . . , vp, w such that vi : A
−
1 , . . . , A
−
ri →
Ai and w : A1, . . . , Ap → A
+. We conclude that A collapses into the p-X types A⇒1 , . . . , A
⇒
p .
By proposition 4.3 and the fact (proved in [BDCL91]) that type isomorphism L⇒ is trivial,
i.e. A ≃ B iff A = B, we have:
Proposition 4.4. For any A ∈ L⇒ and B ∈ L⇒ p-X (resp. n-X), A is isomorphic to B only
if A is p-X (resp. n-X).
5 Instantiation overflow and Russell-Prawitz types
In this section we introduce the instantiation overflow property and its relation to Russell-
Prawitz types. Moreover, we introduce some classes of types which generalize Russell-Prawitz
types, though preserving the instantiation overflow property, and which will play a central role
in the next sections. Our formulation of instantiation overflow essentially follows the functorial
approach developed in [TPP16], which yields expansion terms equivalent to those in [FF13].
Functorial polymorphism is a useful tool to investigate the Russell-Prawitz translation, as the
requirement that the translated connectives satisfy all properties of the original connectives cor-
responds to a dinaturality condition ([Has09]). In categorial terms, this requirement corresponds
to asking that the RP translation preserves universal properties of connectives: for instance, that
the RP translation of conjunction and disjunction preserve the universal properties of products
and coproducts, respectively. In proof-theoretic terms, this means asking that the RP translation
preserves the equational theory over derivations generated by β, η-equivalences and permuting
conversions (see [TPP17]).
We will now describe instantiation overflow within the functorial framework introduced in
subsection 2.3 and show that, when A is a RP type, the expansion term IOA(B) : ∀XA →
A[B/X ], is equivalent, modulo dinaturality, to the term xB, corresponding to an instance of full
extraction.
Definition 5.1 (instantiation overflow). A type of the form ∀XA has the instantiation overflow
property (IO for short) if, for any B ∈ L⇒,∀, there exists an arrow IOA(B) : ∀XA→ A[B/X ]
in Fat.
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As it was discussed in the introduction, the types figuring as the Russell-Prawitz translation
of logical connectives are examples of types having IO. These are types of the form ∀X(A1 ⇒
. . .⇒ Ap ⇒ X)6, where the Ai are in turn of the form B1i ⇒ . . .⇒ B
ni
i ⇒ X , with X /∈ FV (B
j
i ).
Observe that the types Ai are p-X . This remark allows to define RP types formally as
follows:
Definition 5.2 (RP type). For any X ∈ V, a type A ∈ L⇒,∀ is called a Russell-Prawitz type
in X (RPX for short) if A = A1 ⇒ . . .⇒ Ap ⇒ X, where the Ai are p-X.
A type A ∈ L⇒,∀ is called a Russell-Prawitz type (RP for short) if A = ∀XA′, where A′ is
RPX .
We now show how to construct expansion terms for RP types by exploiting the functoriality
of p-X types.
Proposition 5.1. Any RP type has IO.
Proof. Let B be the type ∀Y 1(B1 ⇒ ∀Y 2(B2 ⇒ . . . ⇒ ∀Y n(Bn ⇒ ∀Y n+1Z)). We let ElimB :
B,B1, . . . , Bn → Z be the term below
ElimB := xY 1x1Y 2x2 . . . Y nxnY n+1
where Y i denotes a sequence of type variables Yi1 . . . Yiki . We have that x : B,∆ ⊢ ElimB : Z,
where ∆ = {xi : Bi | 1 ≤ i ≤ n}. For any arrow u : Γ,∆ → Z, where ∆ is as before, we let
IntroB(u) be the term below
IntroB(u) = ΛY 1.λx
B1
1 .ΛY 2.λx
B2
2 . . . . .ΛY n.u
where ΛY i indicates a finite sequence of abstractions ΛYi1. . . . .ΛYiki . We have that Γ ⊢ IntroB(u) :
B
Let now A = A1 ⇒ . . .⇒ Ap ⇒ X be RPX . We can define IOA(B) as follows:
IOA(B) = λx
A1[B/X]
1 . . . . .λx
Ap[B/X]
p .IntroB
(
xZ(A1(ElimB) . . . (Ap(ElimB))
)
where Ai(ElimB) denotes the application of the definable T -morphism Ai to the arrow ElimB :
B → X in T and xi is the unique variable of Ai(ElimB) of type Ai[B/X ].
The term IOA(B) corresponds to the derivation illustrated in figure 1 in the introduction.
We now show that the arrows IOA(B) : ∀XA → A[B/X ] in Fat are equivalent, modulo
dinaturality, to the arrows xB : ∀XA → A[B/X ] in F , obtained by one instance of the full
extraction rule. This fact says that atomic polymorphism and full polymorphism for RP types
are indistiguishable modulo dinaturality/parametricity.
We recall that ≃ε, introduced in subsection 2.3, indicates the λ2-theory extending βη-
equivalence and generated by dinaturality.
Proposition 5.2. Let ∀XA ∈ L⇒ be RP . Then, for all B ∈ L⇒,∀, IOA(B) ≃ε xB.
Proof. Let A = A1 ⇒ . . . ⇒ Ap ⇒ X , where the Ai are p-X . For all B = ∀Y 1(B1 ⇒
. . . ∀Y n(Bn ⇒ ∀Y n+1Z) . . . ), let us consider the polynomial category F [x1, . . . , xn], with variable
arrows xi : ∅ → Bi.
6Here, for simplicity, we only consider types translating propositional connectives. A more general treatment
of Russell-Prawitz types requires to define them as types of the form ∀X∀Y 1(A1 ⇒ . . . ⇒ ∀Y p(Ap ⇒ X)), in
order to account also for the translation of second order existential quantification ∃Y A as ∀X(∀Y (A⇒ X)⇒ X).
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Let, for any type C, extC [x] indicate the term xC; we have that A(ElimB, Z) ◦ extZ =
extZ(A1(ElimB)) . . . (Ap(ElimB)) : ∀XA→ A[Z,Z], hence IOA(B) can be written as
IOA(B) = λz
A1[B/X]
1 . . . . .λz
Ap[B/X]
p .IntroB(A(ElimB, Z) ◦ extZ)
Observe that A(ElimB, Z) : A[Z,Z] → A[B,Z] and A(B,ElimB) : A[B,B] → A[B,Z]. Hence,
dinaturality yields
∀XA
extZ [x] //
extB [x]

A[Z,Z]
A(ElimB ,Z)

A[B,B]
A(B,ElimB)
// A[B,Z]
i.e. A(ElimB, Z) ◦ extZ ≃ε A(B,ElimB) ◦ extB, and we can compute A(B,ElimB) ◦ extB ≃βη
λz
A1[B/X]
1 . . . . .λz
Ap[B/X]
p .ElimB[extBz1 . . . zn/x]. We finally deduce
IOA(B) = λz
A1[B/X]
1 . . . . .λz
Ap[B/X]
p .IntroB(ElimB[extB[x]z1 . . . zp/x]) ≃βη extB[x]
We introduce now two classes of types, quasi Russell-Prawitz types and generalized Russell-
Prawitz types, which will play a central role in the next sections. These classes generalize defini-
tion 5.2 though preserving the instantiation overflow property.
Definition 5.3 (qRP and gRP types). A quasi Russell-Prawitz type in X (qRPX) is a type of
the form A0[R/X ], where A0 is p-X and has a unique occurrence of X and R is RPX . If X ⊂ V,
a quasi Russell-Prawitz type in X (qRPX ) is a type which is qRPX for all X ∈ X ;
A generalized Russell-Prawitz type in X (gRPX) is a type of the form A[X/X1, . . . , X/Xp],
where A is qRP{X1,...,Xp}.
For all A ∈ L⇒, the type ∀XA is called quasi Russell-Prawitz, qRP for short (resp. gener-
alized Russell-Prawitz, gRP for short), when A is qRPX (resp. A is gRPX).
An example of a qRP type is the type ∀X((X ⇒ X)⇒ C)⇒ D), whereX /∈ FV (C), FV (D).
Examples of gRP types are ∀X((X ⇒ X) ⇒ X) ⇒ X), ∀X(X ⇒ (((A ⇒ X) ⇒ X) ⇒ B) ⇒
X), where x /∈ FV (A), FV (B).
In section 8 we briefly discuss the relation between gRP types and the Russell-Prawitz trans-
lation. As it will be clear from the next section, qRP and gRP types generalize RP types in the
sense that we can construct expansion terms IOA(B) for them in a way similar to RP types.
Indeed, one can easily extend instantiation overflow to quasi Russell-Prawitz types by exploiting
the functoriality of A0. The extension to generalized Russell-Prawitz types is a bit more involved
and will be treated in the following sections, through an equivalent inductive definition of gRPX
types.
Generalized Russell-Prawitz types can be seen as qRPX types from which we deleted infor-
mations about how to localize its Russell-Prawitz subtypes. However, we will show (proposition
7.5) that, given a closed term of type a gRPX type, one can always “separate variables”, i.e.
rename variables so to transform the term into a term of type a qRPX type.
The definition of RPX , qRPX and gRPX types can be adapted to λ⊸. Linear Russell-Prawitz
types are defined as follows:
Definition 5.4 (linear RPX type). For any variable X, a type A ∈ L⊸ is called a linear Russell-
Prawitz type in X if A = A1 ⊸ · · ·⊸ Ap⊸ X, where all Ai have no occurrence of X but one,
which is p-X and has exactly one positive occurrence of X.
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For instance, the type C = (A ⊸ B ⊸ X) ⊸ X (we suppose X /∈ FV (A), FV (AB)),
translating the linear connective A⊗B, is linear RPX . Clearly, if A is a linear RPX type, then
A⇒ is RPX . However the converse need not hold: for instance, while (A⇒ X)⇒ (B ⇒ X)⇒ X
is RPX (again, we suppose X /∈ FV (A), FV (AB)) the type (A⊸ X)⊸ (B ⊸ X)⇒ X is not
a linear Russell-Prawitz type in X .
Linear qRPX and gRPX types are defined as in definition 5.3. For instance, let D = (A⊸
B ⊸ X)⊸ X , where X /∈ FV (A), FV (B) be the linear RPX type discussed above. The type
(D ⊸ Y ) ⊸ (Y ⊸ Y ) ⊸ Z is linear qRPX . The types ((X ⊸ X) ⊸ X
′) ⊸ X ′ and (D ⊸
Y ) ⊸ (D[X ′/X ]⊸ Y ) ⊸ Z are linear qRP{X,X′}. Finally, the types ((X ⊸ X) ⊸ X)⊸ X
and (D⊸ Y )⊸ (D⊸ Y )⊸ Z are linear gRPX .
6 The linear expansion property
In this section we characterize the types A ∈ L⊸ which have the linear expansion property:
for any B ∈ L⊸, there exists an arrow EXPA(B) : A[Z/X ] → A[B/X ] in A, where Z is the
rightmost variable in B. This property is obviously related to instantiation overflow: if A is
linearly expansible, then ∀XA⇒ has instantiation overflow.
We characterize the class of linearly expansible types by showing that linear gRPX types
are “dense” in that class. More precisely, we show that, if a type A is linearly expansible, then
either A is gRPX or A linearly collapses into a gRPX type. Our argument is based on two
graphical characterizations of linear gRPX types as (1) those types admitting an internal pairing
(proposition 6.2) and (2) those paired types for which all simple expansion graphs are correct
(proposition 6.6).
6.1 Linearly expansible types and simple expansion graphs
We fix for all this section a variable X . For any type A, we indicate by n(A) the number of
occurrences of X in A and by n+(A) (resp. n−(A)) the number of positive (resp. negative)
occurrences of X in A, respectively. We will call a type A paired in n+(A) = n−(A).
Definition 6.1. A type A ∈ L⊸ is weakly linearly expansible in X (resp. linearly expansible
in X) if for every linear types C1, . . . , Cp ∈ L⊸, there exists a graph (resp. an allowable graph)
EXPA(B) : A→ A[B/X ], where B is C1 ⊸ · · ·⊸ Cp ⊸ X.
Dually, a type A ∈ L⊸ is weakly co-linearly expansible in X (resp. co-linearly expansible
in X) if for every linear types C1, . . . , Cp ∈ L⊸, there exists a graph (resp. an allowable graph)
coEXPA(B) : A[B/X ]→ A, where B is C1 ⊸ · · ·⊸ Cp ⊸ X.
If A is linearly expansible then, for any linear type B = B1 ⊸ · · ·⊸ Bn ⊸ Y , there exists
a correct graph f : A[Y/X ] → A[B/X ]: indeed, by definition 6.1 there exists a correct graph
f : A → A[C/X ], where C = B′1 ⊸ · · · ⊸ B
′
n ⊸ X , and the B
′
i are such that B
′
i[Y/X ] = Bi,
hence in particular, f is a correct graph f : A[Y/X ] → A[B/X ]. Conversely, if for any linear
type B = B1 ⊸ · · · ⊸ Bn ⊸ Y , there exists a correct graph f : A[Y/X ] → A[B/X ], then for
any types C1, . . . , Cn, f is a correct graph f : A→ A[D/X ], where D = C1 ⊸ · · ·⊸ Cn ⊸ X .
Let A,B ∈ L⊸, B = B1 ⊸ · · · ⊸ Bn ⊸ X and f : A → A[B/X ], not necessarily correct.
f is called a simple B-expansion of A if idA ⊆ f . Dually, a graph f : A[B/X ] → A is called a
simple B-coexpansion of A if idA ⊆ f .
Examples of simple B-expansions and B-coexpansions are shown in figure 15, for the paired
types X ⊸ X and (Y ⊸ X) ⊸ (X ⊸ Z), respectively. Simple expansions might fail to be
correct. For instance the simple Y ⊸ X-expansion in figure 15b is not correct.
The following proposition characterizes weakly linearly expansible types:
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X ⊸ X
(Y ⊸ X)⊸ (Y ⊸ X)
(a) Simple expansion of X ⊸ X
(X ⊸ Y )⊸ (X ⊸ Z)
((Y ⊸ X)⊸ Y )⊸ (Y ⊸ X)⊸ Z
(b) Simple expansion of (X ⊸ Y )⊸ (X ⊸ Z)
X ⊸ X
(Y ⊸ X)⊸ (Y ⊸ X)
(c) Simple coexpansion of X ⊸ X
(X ⊸ Y )⊸ (X ⊸ Z)
((Y ⊸ X)⊸ Y )⊸ (Y ⊸ X)⊸ Z
(d) Simple coexpansion of (X ⊸ Y )⊸ (X ⊸ Z)
Figure 15
Proposition 6.1. A is weakly linearly expansible (resp. weakly co-linearly expansible) iff A is
paired.
Proof. If a type A is paired, then let p(A) be the set of its X-pairings, i.e. the set of all partitions
of the occurrences of X in A into edges of occurrences of opposite polarity. Hence, for any
p ∈ p(A) and B = B1 ⊸ · · ·⊸ Bn⊸ X , we can define a simple B-expansion fp : A→ A[B/X ]
by joining idA with edges connecting occurrences of Bi of opposite polarity corresponding to
edges in p. One can similarly define a simple B-coexpansion fp : A[B/X ]→ A.
If A is not paired then, by letting Y be a variable not appearing in A and B = Y ⊸ X , there
can be no graph f : A→ A[B/X ], since the number of occurrences of Y in A⊸ A[B/X ] is odd.
To investigate linearly expansible types we must take into consideration the correction crite-
rion for simple expansion graphs. In the following subsections we will show that the paired types
whose simple expansion graphs are always corrects are exactly the linear gRPX types.
6.2 Linear generalized Russell-Prawitz types
In the rest of this section, by a RPX (resp. qRPX , gRPX) we will indicate a linear Russell-Prawitz
type in X (resp. quasi Russell-Prawitz in X , generalized Russell-Prawitz in X).
If the linear types A1, . . . , An are qRPX (resp. qRPX , gRPX) and Z 6= X (resp. Z /∈ X ,
Z 6= X), then the type A1 ⊸ · · ·⊸ An ⊸ Z is called co− qRPX (resp. co− qRPX , co−gRPX).
We given now a different, inductive, definition of gRPX and co−gRPX types. The equivalence
of definition 5.3 and the one below is proved at the end of this section (proposition 6.3). The
inductive definition will allow us to obtain two different graphical characterizations of gRPX
types.
Definition 6.2 (linear gRPX type, inductive definition). We define by mutual induction the
classes gRPnX , co− gRP
n
X ⊆ L⊸, for n ∈ N, as follows:
1. if A has no occurrence of X, then A ∈ gRP 0X , co− gRP
0
X ;
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2. X ∈ co− gRP 1X ;
3. if B ∈ gRP pX and C ∈ co− gRP
q
X , then B⊸ C ∈ co− gRP
p+q
X ;
4. if B ∈ co− gRP pX and C ∈ gRP
q
X , then B⊸ C ∈ gRP
p+q
X ;
5. if A1 ∈ co − gRP
n1
X , . . . , Ap ∈ co − gRP
np
X and for at least one 1 ≤ i ≤ p, i 6= 0, then
A1⊸ · · ·⊸ Ap⊸ X is in gRP
X
(
∑p
i ni)−1
.
We let gRPX := gRP
0
X (resp. co− gRPX = co− gRP
0
X).
It can be verified by induction that
• if A ∈ gRP 0X or A ∈ co− gRP
0
X , then n
+(A) = n−(A);
• if A ∈ co− gRPnX , then n
+(A) = n−(A) + n;
• if A ∈ gRPnX , then n
−(A) = n+(A) + n.
Given a linear type A ∈ L⊸, we indicate each occurrence of X in A by a distinct label α ∈ N.
We introduce the notion of (n, ǫ)-pairing:
Definition 6.3 (pairing). Let A ∈ L⊸ be such that n+(A) = n−(A) + q (resp. n−(A) =
n+(A) + q). A (q,+)-pairing (resp. (q,−)-pairing) of A is a pair (p, a) where a = {α1, . . . , αq}
is a set containing labels of distinct positive (resp. negative) occurrences of X in A and p is a
pairing of the remaining 2 · n+(A) occurrences of X in A.
For instance, ((X+α , X
−
β ), {X
+
γ }) is a (1,+) pairing of the linear type (Xα⊸ Xβ)⊸ Xγ and
((X+γ , X
−
β ), {X
−
α }) is a (1,−) pairing of the linear type Xα⊸ Xβ ⊸ Xγ .
The definition below associates with any gRPX or co− gRPX type A a set of pairings P (A).
Definition 6.4. To any A ∈ gRPnX (resp. A ∈ co− gRP
n
X) we associate a set of (n,−)-pairings
(resp. (n,+)-pairings) Pn(A) as follows;
1. if A has no occurrence of X, then P0(A) = {(∅, ∅)};
2. if A = Xα, then P1(A) = {(∅, {α})};
3. if A = B⊸ C, where B ∈ gRPn1X , C ∈ co−gRP
n2
X , then Pd(A), where d = n1+n2, contains
all (d,+)-pairings of the form (p ∪ q, a ∪ b), where (p, a) ∈ Pn1(B), (q, b) ∈ Pn2(C);
4. if A = B⊸ C, where B ∈ co−gRPn1X , C ∈ gRP
n2
X , then Pd(A), where d = n1+n2, contains
all (d,−)-pairings of the form (p ∪ q, a ∪ b), where (p, a) ∈ Pn1(B), (q, b) ∈ Pn2(C);
5. if A = A1 ⊸ · · ·⊸ Ak ⊸ Xα, with Ai ∈ co− gRP
ni
X and for some 1 ≤ k ≤ i, k 6= 0, then
Pd(A), where d = (
∑p
i ni) − 1 contains all (d,−)-pairings of the form (p1 ∪ · · · ∪ pk ∪ p ∪
{(β, α)}, c), where (pi, ai) ∈ Pni(Ai), β ∈
⋃
i ai and c =
⋃
ai − {β}.
If A ∈ gRPX or A ∈ co− gRPX , then we let P (A) = {p | (p, ∅) ∈ P0(A)}.
We will now show that gRPX and co − gRPX types can be characterized by the properties
of their pairings.
We introduce some terminology about correction graphs: with abuse of notation, we will
make no distinction between the type A and the shape SA. In particular, by a ⊸
+-node (resp.
⊸
−-node) in A we indicate a positive (resp. negative) occurrence of a type B ⊸ C in A. By
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⊸
+
⊸
+
Y +
(a) Positive branch
Y −
⊸
−
⊸
−
(b) Negative branch
Figure 16: Positive and negative branches
the positive branch (illustrated in figure 16a) of a ⊸+-node l we indicate the list of all ⊸+-
node which are reachable in SA going upwards from l plus the positive occurrence of a variable
appearing at the end of this branch. Similarly, by a negative branch (illustrated in figure 16b) of
a⊸−-node we indicate the list of all⊸−-node from which l is reachable in SA plus the negative
occurrence of a variable from which all such nodes are reachable going downwards.
Also, by the tree of a node ⊸ǫ we indicate the subtree having the node as root (and also the
corresponding occurrence of a subtype of A). By the maximal tree of a ⊸+ (resp. ⊸−) node
l we indicate the subtree having as root the first (resp. last) ⊸+ (resp. ⊸−) node l′ of the
positive (resp. negative) branch of l.
Let A be a type and e = (X+α , X
−
β ) indicate an edge made, respectively, of a positive and a
negative occurrence of X in A. We will say that e is a jump out edge in A if either Xα is the
conclusion of the positive branch starting in a⊸+-node and X− occurs outside of the maximal
tree of this node, or Xα is lefthand premiss of a ⊸
−-node.
The dual notion is that of a jump in edge in A, that is an edge e = (X+α , X
−
β ) such that
either X−β is the start of the negative branch ending in a ⊸
−-node and X+ occurs outside of
the maximal tree of this node, or X−β is lefthand premiss of a ⊸
+-node.
An edge e = (X+α , X
−
β ) which is not a jump out in A, i.e. such that X
+
α is the conclusion
of the positive branch of a ⊸+ node l and X−β occurs inside the maximal tree of l, is called an
internal edge.
For instance, in the type ((X−α ⊸ X
+
α′) ⊸ X
−
β ) ⊸ X
+
β′ the edge (X
+
β′ , X
−
α ) is internal, the
edge (X+α′ , X
−
β ) is a jump out edge and the edge (X
+
α′ , X
−
α ) is both internal and a jump in edge.
The proposition below characterizes gRPXn and co − gRP
X
n types by properties of their
(n, ǫ)-pairings. In particular, it characterizes gRPX types as those which have a pairing made of
internal edges.
Proposition 6.2. For any A ∈ L⊸ and n ∈ N,
i. A ∈ gRPnX iff A has a (n,−)-pairing with no jump out;
ii. A ∈ co− gRPnX iff A has a (n,+)-pairing with no jump in.
Proof. For one direction it suffices to verify that, if A ∈ gRPnX (resp. A ∈ co− gRP
n
X), then any
p ∈ Pn(A) has no jump out (resp. jump in). This can be done by induction on definition 6.2.
For the converse direction we argue by induction on A; if A has no occurrence of X , then the
claims are trivially true, so we will suppose that A contains at least one occurrence ofX . IfA = X
claim i. is trivially true (as A has no (n,−)-pairing) and claim ii. is true, as A ∈ co− gRPnX .
Let then A = A1 ⊸ · · ·⊸ Ak ⊸ Z:
a. if A admits a (n,−)-pairing (p, a) with no jump out, then two cases arise:
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a1. if Z 6= X , then p splits into p1 ∪ · · · ∪ pk, where the variables in pi occur in Ai,
since any edge (X+α , X
−
β ) with X
+
α ∈ Ai and X
−
β ∈ Aj and j 6= i is a jump out. As
the α1, . . . , αn ∈ a are distributed among the Ai, we deduce that there exist integers
n1, . . . , nk such that
∑k
i ni = n, a partition of a1, . . . , ak of a, where ai has cardinality
ni, and that (pi, ai) is a (ni,+)-pairing of Ai with no jump in. By induction hypothesis
we get Ai ∈ co− gRP
ni
X and we conclude A ∈ gRP
n
X by clause 4.
a2. if Z = X+α , then X
+
α is paired in p with a positive occurrence Xβ in some Ai, say Ac.
By reasoning as above, we obtain that p splits into p1 ∪ · · · ∪ pc−1 ∪ pc ∪ pc+1 ∪ · · · ∪
pn ∪ {(Xα, Xβ)} where the variables in pi occur in Ac. As β and the α1, . . . , αn in
a are distributed among the Ai, we deduce that there exist integers n1, . . . , nk such
that
∑k
i ni = n+ 1, a partition a1, . . . , an of a, where ai has cardinality ni, and that
(pi, ai), for i 6= c is a (ni,+)-pairing of A
−
i with no jump in, while (pc, ac ∪ {β}) is a
(nc,+)-pairing of Ac with no jump in. By applying the induction hypothesis we get
Ai ∈ co− gRP
ni
X and we conclude A ∈ gRP
n
X by clause 5.
b. if A admits a (n,+)-pairing (p, a) with no jump in, then if Z = X+α , X
+
α cannot occur in
any edge in p, since any edge containing X+α and any X
−
β in some Ai is a jump in. Hence p
splits into p1∪· · ·∪pk, where the variables in pi occur in Ai, since any edge (X+α , X
−
β ) with
X+α ∈ Ai and X
−
β ∈ Aj and j 6= i is a jump out. As the α1, . . . , αn in a are distributed
among the Ai and possibly Z, we deduce that there exist integers n1, . . . , nk such that
either
∑k
i ni = n (if Z 6= Xα) or
∑k
i (ni) = n − 1 (if Z = X), a partition a1, . . . , an of
a − {X+α }, where ai has cardinality ni and that (pi, ai) is a (ni,−)-pairing of Ai with no
jump out. By the induction hypothesis we get Ai ∈ gRP
ni
X and we conclude A ∈ co−gRP
n
X
by clause 3.
Proposition 6.2 provides a decidable criterion to test whether a linear type is gRPX : it suffices
to check among its X-pairings whether there is one made of internal edges. For instance, the
type ((X−α ⊸ X
+
α′)⊸ X
−
β )⊸ X
+
β′ has the X-pairing {(X
+
α′ , X
−
α ), (X
+
β′ , X
−
β )} made of internal
edges, hence it is gRPX . The type (X
+
α ⊸ X
−
α′) ⊸ (X
−
β ⊸ X
+
β′) has no X-pairing made of
internal edges (as any pair (X+α , X
−) is a jump out) so it is not gRPX .
Moreover, proposition 6.2 allows to prove the equivalence of the definitions 5.3 and 6.2 of
gRPX types:
Proposition 6.3. Definitions 5.3 and 6.2 of linear gRPX types are equivalent.
Proof. Suppose A = A′[X/X1, . . . , X/Xp], where A
′ is qRP in X = {X1, . . . , Xp}. Then, for
any Xi ∈ X , A
′ has exactly two occurrences of Xi, one positive and one negative, which form an
internal pair. All such edges, for 1 ≤ i ≤ p, induce a X-pairing of A made of internal edges. We
conclude, by proposition 6.2, that A ∈ gRPX .
For the converse direction, it can be verified by induction on definition 6.2 that, if A ∈ gRPnX
(resp. A ∈ co − gRPnX), then given a (n,−)-pairing (resp. a (n,+)-pairing) (p, a) of A, by
renaming the edges in p with distinct variables X1, . . . , Xp, we obtain a type A
′ which is qRP
(resp. co-qRP ) in X = {X1, . . . , Xp}. Hence, if A ∈ gRPX , we obtain a type A′ with no
occurrence of X which is qRP in some finite set X .
If f : Γ → A is a graph in A⊸, then its correction graph being a directed acyclic graph, it
induces a partial order relation ≺f over all variable occurrences in Γ and A: Yα ≺f Zβ holds
when the unique path in the correction graph of f from the conclusion to Zβ passes through Yα.
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B⊸+ C
B− C+
B⊸− C
C−B+
(a)
. .
.
⊸
−
Bj
Γj
A′
. .
.
⊸
−
Bi
Γi
. .
.
(b)
Figure 17: Correction graphs
The following lemma relates the edges in Γ → A and the order ≺f of any correct graph
f : Γ→ A.
Lemma 6.1. Let f : A1, . . . , An → A in A⊸. Then, by letting A′ = A1 ⊸ · · ·⊸ An ⊸ A, for
any edge e = (X+α , X
−
β ) in A
′, the following hold:
i. if e is an internal edge, then X+α ≺f X
−
β ;
ii. if e is a jump out edge, then either e ∈ f or X+α 6≺f X
−
β .
Proof. To prove claim i., for any positive occurrence of variable Y +α in A
′, let AαY be the type
occurring positively in A′ whose rightmost variable is Y +α . Let us define a distance d(Y
+
α , Z
−
β )
between a variable Y +α positively occurring in A
′ and a variable Z−β negatively occurring in A
α
Y :
d(Y +α , Z
−
β ) = 0 if A
α
Y = C1 ⊸ · · ·⊸ Ci−1 ⊸ Zβ ⊸ Ci+1 ⊸ · · ·⊸ Cp ⊸ Yα; d(Y
+
α , Z
−
β ) = k+1
if AαY = C1 ⊸ · · ·⊸ Ci−1 ⊸ D⊸ Ci+1 ⊸ · · ·⊸ Cp ⊸ Yα , D = D1 ⊸ · · ·⊸ Dj−1 ⊸ E ⊸
Dj+1 ⊸ · · ·⊸ Dq ⊸ Y ′α′ and E = E1 ⊸ · · ·⊸ Er ⊸ Z
′
γ , where d((Z
′)+γ , Z
−
β ) = k.
We can argue then by induction on d = d(Y +α , Z
−
β ) that if Z
−
β occurs in the maximal tree of
the⊸+-node at the root of AαY , then Y
+
α ≺f Z
−
β . If d = 0, then this follows by functionality. If
d = k + 1, then by functionality, inspection of the correction graph (which contains a path from
(Y ′)−α′ to (Z
′)+γ ) and the induction hypothesis we have Y
+
α ≺f (Y
′)−α′ ≺f (Z
′)+γ ≺f Z
−
β .
For point ii., since any correct graph is sequentializable, we will argue by induction on a
normal λ-term u such that Γ ⊢ u : A, by relying on theorem 1. We will suppose w.l.o.g. that the
sequent Γ ⊢ A contains at least two occurrences of X (the claim being trivially valid otherwise).
1. if u = x, then x : A ⊢ x : A, G(u) = idA and we argue by a sub-induction on A:
1a. if A = X , then there is exactly one edge e = (X−α , X
+
β ) ∈ f ;
1b. if A = B⊸ C, let e = (X+α , X
−
β ) be a jump out edge in A
′ = (B+⊸ C−)⊸ (B−⊸
C+). e can be of four kinds: (1) a jump out edge in either C+ or B+, (2) a jump in
edge in either B− or C− or (3) a jump out edge with one occurrence in either B+ or
B− and one in either C+ or C− or (4) a jump out edge between either B+ and B−
or between C+ and C−. Moreover, as all edges in idA are type I, it cannot be e ∈ f .
The correction graph of idA is as illustrated in figure 17a.
We claim that there exists a path from the conclusion A ⊸ A to X−β not passing
through X+α . In all four cases we can conclude by inspection of the correction graph
and by the induction hypothesis.
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Figure 18: Expansion of the edge (X+α , X
−
β .
2. if u = λxB .u′, then
Γ, x : B ⊢ u′ : C
Γ ⊢ λxB .u′ : B⊸ C
, and then the claim immediately follows by the
induction hypothesis, as the partial order induced by the correction graph of G(u) is the
same as the one induced by the correction graph of G(u′).
3. if u = xu1 . . . up, then x : B1 ⊸ · · ·⊸ Bp ⊸ A, Γ is partitioned into Γ1, . . . ,Γp, x : B1 ⊸
· · ·⊸ Bp⊸ A and, for 1 ≤ i ≤ p, Γi ⊢ ui : Bi. We let B′i be the type Ci1 ⊸ · · ·⊸ Cpi ⊸
Bi, where Γi = xi1 : Ci1 , . . . , xipi : Cipi . To avoid confusion we call A
′ the occurrence of
A in the declaration of x. Let then e be a jump out edge in A′ and suppose e /∈ f . Two
subcases must be considered. First, if e is a jump out edge in A or an edge (Xǫα, X
ǫ′
β ),
with Xα occurring in A and Xβ occurring in A
′, then the claim follows by remarking that
the correction graph restricted to A and A′ is the same as the correction graph of the
identity graph idA : A → A, so we can argue as in case 1. Second, if e is a jump out
edge (X+α , X
−
β ), with X
+
α ∈ B
′
i and X
−
β ∈ B
′
j , then, if i = j, we can apply the induction
hypothesis to ui; if i 6= j, then the claim follows by inspection of the correction graph
(figure 17b), by remarking that, for any variable Xα in B
′
i and Xβ in B
′
j , Xα 6≺f Xβ.
Let f : Γ → A be a graph in A⊸ and let e = (X+α , X
−
β ) be an edge over X in A. We say
that e is an expansible edge if for any B1, . . . , Bn ∈ L⊸, the graph f ′ : Γ → A′, where A′ is
obtained from A by replacing the two occurrences of X in e by B = B1 ⊸ · · ·⊸ Bn ⊸ X and
f ′ is obtained from f by adding type III edges over the variables of B1, . . . , Bn as in figure 18,
is correct.
By the functionality condition, if an edge e = (X+α , X
−
β ) is expansible then it must be
X+α ≺f X
−
β (the dotted path in figure 18) in the correction graph of f . It can easily be verified
that the converse also holds. This leads to the following:
Lemma 6.2. Let f : Γ→ A be a graph in A⊸ and let e be an edge over X in A. Then e is an
expansible edge iff e ∈ f or e is internal.
Proof. By the remark above and lemma 6.1.
We are now in a position to prove that the simple expansions of gRPX types are correct:
Proposition 6.4. If A ∈ gRPX , then A is linearly expansible.
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Proof. If A ∈ gRPX , then A admits a X-pairing made of internal edges. Hence, by lemma 6.2,
all such edges induce a correct simple B-expansion of idA, for any B ∈ L⊸.
We conclude this presentation of gRPX types by relating them to qRPX types: any closed
proof of a gRPX type is actually (up to variable renaming) a proof of a qRPX type in some
X ⊂ V . In other words, one can “separate the variables” following a pairing made of internal
edges.
Proposition 6.5. Let f : Γ→ A in A⊸, where Γ = {A1, . . . , An} is a context made of co−gRPX
types and A is gRPX . Then there exists a finite set X = {X1, . . . , Xn} ⊂ V, a context Γ′ =
A′1, . . . , A
′
n made of co − qRPX types such that A
′
i[X/X1, . . . , X/Xp] = Ai and a type A qRPX
such that A′[X/X1, . . . , X/Xp] = A and f : Γ
′ → A′.
Proof. We will argue by induction on the number of applications in a normal linear λ-term u
in η-long normal form such that Γ ⊢ u : A. If u has no applications, then either u = xi, where
[xi] = Ai, or u = λy
Z .y. If u = xi, since [xi] = Ai = A ∈ gRPX ∩ co − gRPX , X /∈ FV (A),
hence the claim trivially holds; if u = λyZ .y, then Γ = ∅ and A = Z ⊸ Z ∈ gRPX . Then, either
Z 6= X , so the claim trivially holds, or X = Z, then A = X ⊸ X ∈ qRPX .
Suppose now u has k + 1 applications, i.e. u = λxA11 . . . . .λx
Ap
p .yu1 . . . uq. Then A = A1 ⊸
· · ·⊸ Ap ⊸ Z and two cases arise:
(Z 6= X) it must be Ai ∈ co − gRPX for all 1 ≤ i ≤ p and from [y] ∈ co − gRPX it follows
that [uj] ∈ gRPX for all 1 ≤ j ≤ q. Suppose y 6= xi, for all 1 ≤ i ≤ p. Then there
exists a partition Γ1, . . . ,Γq of Γ − {[uj]} and a partition (s1, . . . , sq) of {1, . . . , p} such
that, for each 1 ≤ j ≤ q, Γj ,∆j ⊢ uj : [uj ], where ∆j = {xi1 : Ai1 , . . . , xipj : Aipj },
sj = {i1, . . . , ipj}; by the induction hypothesis, then, there exists sets Xj ⊂ V contexts Γ
′
j,
∆′j of types co− qRPXj and a type Cj qRPXj such that Γ
′
j ,∆
′
j ⊢ uj : Cj . W.l.o.g. we can
suppose all Xj disjoint. Let X = (
⋃
j Xj). We have then Γ
′
1, . . . ,Γ
′
q,∆
′
1, . . . ,∆
′
q, y : C1 ⊸
· · ·⊸ Cq ⊸ Z ⊢ yu1 . . . uq : Z, so we can conclude. One can argue similarly if y = xi for
some 1 ≤ i ≤ p.
(Z = X) it must be Ai ∈ co − gRPX for all 1 ≤ i ≤ p but for one Ac ∈ co − gRPX1 . Observe
that this forces y = xc. We have that Ac = [u1]⊸ · · ·⊸ [uq]⊸ X . Now, let A′c = [u1]⊸
· · · ⊸ [uq] ⊸ X ′, for some X ′ not occurring elsewhere. Then A′c ∈ co − gRPX , and we
deduce that [uj] ∈ gRPX , for all 1 ≤ j ≤ q. Now, there exists a partition Γ1, . . . ,Γq of Γ and
a partition (s1, . . . , sq) of {1, . . . , p} − {c} such that, for each 1 ≤ j ≤ q, Γj,∆j ⊢ uj : [uj],
where ∆j = {xi1 : Ai1 , . . . , xipj : Aipj }, sj = {i1, . . . , ipj}; by the induction hypothesis,
then, there exists sets Xj ⊂ V contexts Γ′j , ∆
′
j of types qRPXj and a type Cj qRPXj such
that Γ′j ,∆
′
j ⊢ uj : Cj . W.l.o.g. we can suppose all Xj disjoint and not containing X
′. Let
X = (
⋃
j Xj) ∪ {X
′}. We have then Γ′1, . . . ,Γ
′
q,∆
′
1, . . . ,∆
′
q, xc : C1 ⊸ · · · ⊸ Cq ⊸ X
′ ⊢
xcu1 . . . uq : X
′, so we can conclude.
6.3 Characterization of linearly expansible types
We show that gRPX types are “dense” in the class of linearly expansible types in the following
sense: any linearly expansible type is either a gRPX or it linearly collapses into a set of gRPX
types. We also show that gRPX types are exactly those types for which all simple expansion
graphs are correct.
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Y + X− Y − X+
⊸
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⊸
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Figure 19: Transformation from f : Γ→ A[Y ⊸ X/X ] to f ′ : Γ→ A.
Let f : Γ→ A[B/X ] in A⊸, where B = Y ⊸ X and Y /∈ FV (Γ), FV (A). The edges over Y
of f form then a pairing fY ⊂ f made of type III edges. Moreover, f − fY : Γ→ A is allowable:
its correction graph is obtained from the correction graph of f by the transformation illustrated
in figure 19 (in which the dotted path is forced by functionality), which preserves correctness.
Lemma 6.3. Let f : Γ→ A[B/X ] in A⊸, where B = Y ⊸ X and Y /∈ FV (Γ), FV (A). Then
the correction graph of f contains no configuration of the form shown in figure 20a.
Proof. If such a configuration exists, then, by functionality, there must be a path from the left-
most⊸−-link to Y −u′ . As this path cannot pass through Y
+
v′ , its existence implies a configuration
as illustrated in figure 20b, which contains two isomorphic copies of configuration 20a. There
must be then a new path from the leftmost ⊸−-link in 20b to Y −u′′ . As all paths are finite (by
acyclicity), we must conclude that this is impossible.
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(b) Duplicated forbidden configuration
Figure 20: Forbidden configurations
Lemma 6.4. Let f : Γ→ A[B/X ] in A⊸, where B = Y ⊸ X and Y /∈ FV (Γ), FV (A). Then,
for any type III edge eX over X of f , there exists a type III edge eY over Y of f “next to eX”,
i.e. as in figure 21a.
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Figure 21
Proof. Suppose the correction graph of f has a configuration as the one in figure 21b. Then, by
functionality for the rightmost⊸+-link, either there exists a path from the rightmost ⊸−-link
to the leftmost ⊸+-link or there is a path from Y +v to the leftmost ⊸
+-link. The first case is
impossible by lemma 6.3; the second case forces u = u′ and v = v′, as from Y +v one must get to
the minor premiss Y −v′′ of a⊸
+-link where the path ends (since all negative occurrences of Y are
within positive occurrences of Y ⊸ X). So it must be v′ = v and u = u′, hence the configuration
is as in 21a.
By lemma 6.4, any type III edge eX over X in f : Γ → A[B/X ] is coupled with a type III
edge eY over Y as in figure 21a. We can deduce then that interpolation over f − fY : Γ → A
induces interpolation over f in the following sense:
Lemma 6.5. Let f : Γ → A[B/X ] in A⊸, where B = Y ⊸ X and Y /∈ FV (Γ), FV (A).
Suppose moreover f has a type III edge over X. Then, the splitting of f ′ = f − fY : Γ → A
into p graphs fi : Γi → Ai obtained by weak interpolation induces a splitting of f into p graphs
gi : Γi → Ai[B/X ], where fi = gi − fY .
Proof. By lemma 6.4, the Y -pairing of f can be partitioned in two sets p1, p2, where p1 contains
those edges which are coupled with type III edges over X and p2 contains those edges which
occur close to type I edges over X . The edges in p2 induce then a pairing p of the type I edges
over X , with edges (e, e′) ∈ p when e contains X+α , e
′ contains X−β and the two occurrences Y
−
α′
and Y +β′ occurring next to X
+
α and X
−
β , respectively, form a type III edge eY in p2. After weak
interpolation is performed, the correction graph is as in figure 22. Indeed, by functionality for
the rightmost⊸+ link, there must be a path from X−α′ to X
+
α′ , which can only be a path through
a negative branch in the shape of Aǫi . By duality, there is then a positive branch in the shape of
Aǫi , hence, by functionality for the leftmost ⊸
+ link, there must be a path from X−γ to X
+
γ .
Under these conditions, the edge (X−β′ ,
+
β′ ) is expansible in Ai (by lemma 6.2), so we can
“transport” the edge (Y +v , Y
−
u ) onto Ai as shown in figure 23, preserving correctness. By arguing
in this way for all edges in p2 we obtain correct graphs gi : Γi → Ai[Y ⊸ X/X ].
By exploiting the previous lemmas, proposition 6.2 as well as lemma 6.2 we can prove the
proposition below, which is the fundamental step to characterize linearly expansible types.
Lemma 6.6. Let f : Γ→ A[B/X ] in A⊸, where B = Y ⊸ X and Y /∈ FV (Γ), FV (A). Then
either A ∈ gRPX or f − fY : Γ→ A has gRPX interpolants.
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Figure 22: Correction graph after weak interpolation
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Figure 23: Transport of edge eY
Proof. Suppose A /∈ gRPX . By lemma 6.1 A is paired and by lemma 6.2, any X-pairing of A
contains a jump out edge. We deduce that for any Y -pairing of A[B/X ], one can find occurrences
of (Yα⊸ Xα)
+, (Yβ ⊸ Xβ)
− such that the edge (X+α , X
−
β ) is a jump out edge.
Let then e = (X+α , X
−
β ) be such a jump out edge and let us consider the correction graph of
f ′ : Γ → A. By lemma 6.1 it follows that either X+α 6≺f ′ X
−
β or e = (X
+
α , X
−
β ) ∈ f
′. The first
case is impossible: as there is a path in the correction graph of f ′ going from the conclusion to
X−β without passing through X
+
α , the functionality condition must fail, as illustrated in figure
24, contradicting the hypothesis that f ′ is correct.
Y +⊸− X−β
Y + X
−
β
Y −⊸+ X+α
Y − X+α
A⊸ A[B/X ]
Figure 24: Failure of functionality
Hence e = (X+α , X
−
β ) ∈ f
′. We can now apply weak interpolation to eliminate all type III
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(X ⊸ X)⊸ (X ⊸ X)
((Y ⊸ X)⊸ (Y ⊸ X))⊸ ((Y ⊸ X)⊸ (Y ⊸ X))
(X ⊸ X)⊸ (X ⊸ X)
((Y ⊸ X)⊸ (Y ⊸ X))⊸ ((Y ⊸ X)⊸ (Y ⊸ X))
Figure 25: Simple expansions of (X ⊸ X)⊸ (X ⊸ X)
(X ⊸ X)⊸ (X ⊸ X)
X ⊸ X
(Y ⊸ X)⊸ (Y ⊸ X)
((Y ⊸ X)⊸ (Y ⊸ X))⊸ ((Y ⊸ X)⊸ (Y ⊸ X))
=
(X ⊸ X)⊸ (X ⊸ X)
((Y ⊸ X)⊸ (Y ⊸ X))⊸ ((Y ⊸ X)⊸ (Y ⊸ X))
Figure 26: Correct expansion of (X ⊸ X)⊸ (X ⊸ X)
edges from f ′, included e. By lemma 6.5, we conclude that there exists a partition Γ1, . . . ,Γp of
Γ, types A1, . . . , Ap →֒ A, with
∑
i n(Ai) < n(A) and correct graphs g1, . . . , gp, where gi : Γi →
Ai[B/X ] and gi − fY : Γi → Ai, where the latter have no type III edge.
Now it must be Ai ∈ gRPX as, by the same argument as above, if Ai /∈ gRPX , then gi − fY
has a type III edge over X , which is impossible.
By applying lemma 6.6 with Γ = {A}, as well as remark 3.1, we get:
Theorem 6. A ∈ L⊸ is linearly expansible iff either A is gRPX or A linearly collapses into a
gRPX type.
By putting together lemma 6.2, proposition 6.2 and lemma 6.6, we obtain a nice characteri-
zation of gRPX types:
Proposition 6.6. A ∈ gRPX iff for any type B there exists a correct simple B-expansion of A.
Proof. By proposition 6.2, A ∈ gRPX iff it admits a X-pairing p with no jump out. Hence, if
A ∈ gRPX , then, by lemma 6.2, for any B the pB-expansion of idA is correct. If A /∈ gRPX , by
reasoning as in the proof of lemma 6.6 we can conclude that, by letting B = Y ⊸ X , any correct
graph f : A→ A[B/X ] contains a type III edge over X , hence it is not a simple B-expansion.
Proposition 6.6 refines proposition 7.1, as it shows that if A ∈ gRPX , then it is not only
linearly expansible, but, for any type B = B1 ⊸ · · · ⊸ Bn ⊸ X , the graph EXPA(B) :
A → A[B/X ] is a simple B-expansion graph. If a type A is linearly expansible but not gRPX ,
then, by theorem 6, A linearly collapses into a gRPX type A
′. By proposition 6.6, the simple
B-expansion graphs of A are not correct. However, A can be expanded by composing arrows
A → A′ → A′[B/X ] → A[B/X ]. The resulting graph is not a simple expansion graph. Indeed,
as the last arrow in the chain comes from interpolation, the graph has a type III edge over X .
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For example, the type C = (X ⊸ X) ⊸ (X ⊸ X), which is not gRPX , has two simple
Y ⊸ X-expansion graphs, shown in figure 25, both not correct. However, as C linearly collapses
into the gRPX type X ⊸ X , C is linearly expansible: a correct expansion of D is obtained by
collapsing it on X ⊸ X , as shown in figure 26.
7 From the expansion property to instantiation overflow
In this section we establish our main result, that is, that a simple type A has instantiation
overflow if and only if ∀XA is either derivable or logically equivalent to a product of gRP types.
First, we consider generalized Russell-Prawitz types in λ⇒ and we prove that a simple type
A is expansible iff it is either derivable or logically equivalent to a product of gRPX types.
The characterization is slightly different from the one given for λ⊸, as one must consider that
derivable types are expansible in λ⇒, though not in λ⊸, and that weak interpolation in λ⇒ is
significantly more complex than weak interpolation in λ⊸.
Then we consider the instantiation overflow problem for the types ∀XA, with A ∈ L⇒. We
suitably extend the expansion property and the notion of collapse to Fat and we prove (1) that a
type A is Fat-expansible iff ∀XA is either derivable or logically equivalent to a product of gRP
types and (2) that A has instantiation overflow iff it is Fat-expansible.
7.1 Expansible and generalized Russell-Prawitz types
Similarly to the previous section, we fix a variableX ∈ V . A type A ∈ L⇒ will be called expansible
when for every simple types C1, . . . , Cp ∈ L⇒, there exists an arrow EXPA(B) : A → A[B/X ]
in T , where B is C1 ⇒ . . .⇒ Cp ⇒ X .
Similarly to the last section, we let a simple type be co − gRPX when it is of the form
A1 ⇒ . . . ⇒ An ⇒ Z, where Z 6= X and the Ai are gRPX . We provide an equivalent inductive
definition of gRPX and co− gRPX types in L⇒:
Definition 7.1. We define by mutual induction the classes gRPnX , co− gRP
n
X, for n ∈ N:
1. if A has no occurrence of X, then A ∈ gRP 0X , co− gRP
0
X ;
2. X ∈ gRP 0X , co− gRP
1
X;
3. if B ∈ gRP pX and C ∈ co− gRP
q
X , then B ⇒ C ∈ co− gRP
p+q
X ;
4. if B ∈ co− gRP pX and C ∈ gRP
q
X , then B ⇒ C ∈ gRP
p+q
X ;
5. if A1 ∈ co− gRP
n1
X , . . . , Ap ∈ co− gRP
np
X , then the type A1 ⇒ . . .⇒ Ap ⇒ X is in gRP
q
X
for all q <
∑p
i ni.
We let gRPX := gRP
0
X (resp. cogRPX := co− gRP
0
X).
We highlight some differences between definition 6.2 and definition 7.1. The type X is gRPX
but not linear gRPX . This corresponds to the fact that X is expansible in λ⇒ but not in λ⊸.
As we already observed, the type D = (A⇒ X)⇒ (B ⇒ X) ⇒ X , where X /∈ FV (A), FV (B)
is gRPX , while the corresponding linear type D
⊸ is not linear gRPX .
gRPX types in L⊸ and L⇒ are related by the following facts, which are easily proved by
induction on a type B ∈ L⇒:
Lemma 7.1. For all types A ∈ L⊸, B ∈ L⇒ and k ∈ N, the following hold:
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• if A ∈ E+(B) and A ∈ gRP kX, then there exists h ≤ k such that B ∈ gRPXh ;
• if A ∈ E−(B) and A ∈ co− gRP kX , then there exists h ≤ k such that B ∈ co− gRP
h
X.
From lemma 7.1 we deduce that for all A ∈ L⊸, B ∈ L⇒:
- if A is gRPX , then A
⇒ is gRPX ;
- if A ∈ E+(B) and A is gRPX , then B is gRPX .
The following proposition shows that gRPX types are expansible.
Proposition 7.1 (simple expansions). For all simple types A,B = B1 ⇒ . . .⇒ Bk ⇒ X ∈ L⇒
and k ∈ N, if A ∈ gRP kX (resp. A ∈ co − gRP
k
X), there exist an arrow EXPA(B) : ∆, A →
A[B/X ] (resp. coEXPA(B) : ∆, A[B/X ]→ A) in mT , where ∆ = x1 : B1, . . . , xn : Bn if k ≥ 1
and ∆ = ∅ if k = 0.
In case k = 0 we call EXPA(B) (resp. coEXPA(B)) the simple B-expansion (resp. simp
B-coexpansion of A.
Proof. Induction on clauses 1.-5.:
1. if X /∈ FV (A), then EXPA(B) = coEXPA(B) = x;
2. if A = X , then EXPA(B) = IntroBx and coEXPA(B) = ElimBx;
3. if A = A1 ⇒ A2, then coEXPA(B) = EXPA1(B)⇒ coEXPA2(B);
4. if A = A1 ⇒ A2, then EXPA(B) = coEXPA1(B)⇒ EXPA2(B);
5. if A = A1 ⇒ · · · → Ap ⇒ X , where Ai ∈ cogRP
X
pi and for at least one i, say i = c,
pc = k + 1, then
EXPA(B) = λx
A1[B/X]
1 . . . . .λx
Ap[B/X]
p .IntroB
(
x(coEXPA1(B)[x1/x]) . . . (coEXPAp(B)[xp/x])
We extend the notion of simple B-expansion in accordance with theorem 4: given A ∈
L⊸, B ∈ L⇒, by a generalized simple B-expansion of A we indicate a graph f : A → C such
that idA ⊆ f , where C is obtained from A by replacing positive (resp. negative) occurrences of
X by some B′ ∈ E+(B) (resp. B′ ∈ E−(B)); dually, a generalized simple B-expansion is a graph
f : C → A such that idA ⊆ f , where C is obtained from A by replacing positive (resp. negative)
occurrences of X by some B′ ∈ E−(B) (resp. B′ ∈ E+(B)).
The fact that EXPA(B), coEXPA(B) are called simple expansions and coexpansions respec-
tively comes from the following property:
Proposition 7.2. Let A ∈ L⇒ be gRPX (resp. co− gRPX). Then, for any B ∈ L⇒, the graph
of ∂EXPA(B) (resp. ∂coEXPA(B)) is a generalized simple expansion graph (resp. a generalized
simple coexpansion graph).
Proof. Given A ∈ gRPXk (resp. A ∈ co− gRP
X
k ), it suffices to show that the graph ∂EXPA(B)
(resp. ∂coEXPA(B)) contains idA. We argue by induction on clauses 1.-5.. For clauses 1.-2.
the claim is immediate. For clauses 3.-4. we argue as follows: first, given graphs g : C1 → D1,
h : D2 → C2 corresponding to λ-terms ug and uh, the graph of the λ-term ug ⇒ uh is simply
the graph g ⊸ h := g + h : (D1 ⊸ D2) → (C1 ⊸ C2). Now the claim follows from the
40
A1 ⊸ · · ·⊸ Ap ⊸ X
A1[B/X ]⊸ · · ·⊸ Ap[B/X ]⊸ B1 ⊸ · · ·⊸ B1⊸ · · ·⊸ Bn⊸ · · ·⊸ Bn⊸ X
idA1 idAp
Figure 27: Generalized simple expansion graph
fact that, if g is a simple co-expansion (resp. expansion) and h a simple expansion (resp. co-
expansion), then g ⊸ h is a simple expansion (resp. co-expansion). Indeed, if idD1 ⊆ g (resp
idC1 ⊆ g) and idD2 ⊆ h (resp. idC2 ⊆ h), then idD1⊸D2 = idD1 + idD1 ⊆ g ⊸ h (resp.
idC1⊸C2 = idC1 + idC2 ⊆ g⊸ h).
Finally, in case 5., that idA is contained in the graph f of ∂EXPA(B) can be seen from the
fact that the graphs of the terms ∂coEXPAi(B) are contained in f , where A1 ⊸ · · ·⊸ Ap ⊸ X ,
as well as the graph idX , as illustrated in figure 27 (where we only drew the edges over A). We
conclude that idA = idX +
∑p
i idAi ⊆ f .
As in the previous section, we label distinct occurrences of X in a simple type with integers
α ∈ N. The notion of (n, ǫ)-pairing is replaced, in this context, by the notion of (n, ǫ)-tiling:
Definition 7.2. Let A ∈ L⇒. A list L = (Xǫα0 , X
ǫ
α1 , . . . , X
ǫ
αn) is a tile in A (resp. a co-tile in
A) if Xα0 is a positive (resp. negative) occurrence of X in A and the Xαi , for 1 ≤ i ≤ n are
distinct negative (resp. positive) occurrences of X in A.
A (n, ǫ)-tiling (resp. a (n, ǫ)-co-tiling) of A is a pair (p, a), where a is a set containing labels
of distinct positive (resp. negative) occurrences of X in A and p is a tiling (resp. a co-tiling) of
all remaining occurrences of X in A.
We will call a (0, ǫ)-tiling (resp. a (0, ǫ)-co-tiling) simply a tiling (resp. a co-tiling).
The notion of jump out is extended to the case of tiles: a tile (X+α0 , X
−
α1 , . . . , X
−
αn) is a jump
out tile in A if for some 1 ≤ i ≤ n, (X+α0 , X
−
αi) is a jump out edge in A
⊸. Similarly, a co-tile
(X−α0 , X
+
α1 , . . . , X
+
αn) is a jump in co-tile in A if for some 1 ≤ i ≤ n, (X
−
α0 , X
+
αi) is a jump in edge
in A⊸. A tile which is not a jump out will be called an internal tile.
The proposition below is the analogous, in this frame, of proposition 6.2. We omit the proof
as the argument is similar to that of proposition 6.2.
Proposition 7.3. For any type A and n ∈ N,
• A ∈ gRPnX iff A has a (n,−)-tiling with no jump out;
• A ∈ co− gRPnX iff A has a (n,+)-co-tiling with no jump in.
Proof. Similar to the proof of proposition 6.2.
Proposition 7.3 allows to prove the equivalence of the two definitions of gRPX types:
Proposition 7.4. gRPX types following definitions 5.3 and 7.1 coincide.
Proof. Similar to the proof of proposition 6.3, with tilings in place of pairings.
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Also proposition 6.5 can be straightforwardly extended to λ⇒:
Proposition 7.5. Suppose u : Γ→ A in T is normal and η-long, where Γ = x1 : A1, . . . , xn : An
is a context made of co − gRPX types and A is gRPX. Then there exists a finite set X =
{X1, . . . , Xn} ⊂ V, a context Γ′ = A′1, . . . , A
′
n made of qRPX types such that A
′
i[X/X1, . . . , X/Xp] =
Ai and a qRPX type A such that A
′[X/X1, . . . , X/Xp] = A and u
′ : Γ′ → A′, where u′ is an
appropriate renaming of the types appearing in u.
Proof. Similar to the proof of proposition 6.5.
7.2 Characterization of expansible types
We adapt to λ⇒ the argument in subsection 6.3 that generalized Russell-Prawitz types are “dense”
in the class of expansible types.
Let u : Γ→ A[B/X ] in T be normal and η-long, where B = Y ⇒ X and Y /∈ FV (A), FV (Γ).
Let vC ∈ Subt(u) be a term such that [vC ] = C[B/X ], where C is a type of the form C1 ⇒ . . .⇒
Cp ⇒ X occurring positively in A. Then vC is of the form λx
C1[B/X]
1 . . . . .λx
Cp[B/X]
p .λyY .zu1 . . . uq.
We say that u is good when for all vC ∈ Subt(u) as above, whenever q ≥ 1 and [uq] = Y , then
uq = y.
If u is good then u is linear in all variables y such that [y] = Y : if y is one of such variables
and u has a subterm v of the form λxC11 . . . . .λx
Cp
p .zu1 . . . ui−1yui+1 . . . uq, then [z] = [u1] ⇒
. . . ⇒ [ui−1] ⇒ [Y ] ⇒ [ui+1] ⇒ . . .⇒ [uq] ⇒ Z forces q = i and Z = X , hence v = vC for some
positive subtype of A of the form D1 ⇒ . . . ⇒ Dp−1 ⇒ X , Cj = Dj [B/X ] for 1 ≤ j ≤ p − 1,
Cp = Y and xp = y.
Observe that we can always transform a normal η-long term u : Γ → A[B/X ] into a good
one by replacing uq by y in any subterm vC of the appropriate form.
We can now prove the analogous of lemma 6.6:
Lemma 7.2. If A ∈ L⇒ and there is a term u : A → A[B/X ], where B = Y ⇒ X, with
Y /∈ FV (A), FV (Γ), then either A is derivable or A is gRPX or u has gRPX interpolants.
Proof. We can suppose w.l.o.g. that u is good. Then, for some d ∈ N, ∂u : A−1 , . . . , A
−
d → C in
A⊸, where C ∈ E+(A[B/X ]). Suppose A is not derivable nor gRPX ; then d 6= 0 and, from the
fact that u is linear in all y such that [y] = Y we deduce that C is of the form A+[Y ⊸ X/X ], for
some A+ ∈ E+(A). Indeed, C is obtained by replacing, in some type A+ ∈ L+(A), all negative
occurrences of X by Y ⊸ X and all positive occurrences of X by Y ⊸ · · ·⊸ Y︸ ︷︷ ︸
p times
⊸ X , for some
p ∈ N corresponding to the number of occurrences in u of some y such that [y] = Y .
Hence ∂u : A−1 , . . . , A
−
d → A
+[Y ⊸ X/X ], where Y /∈ FV (A−j ) and Y /∈ FV (A
+) and we
can apply lemma 6.6: either A+ ∈ gRPX or ∂u has gRPX interpolants.
By proposition 7.1 b., A+ /∈ gRPX . We conclude then that ∂u has gRPX interpolants
C1, . . . , Cp, whence, by proposition 7.1 a., u has gRPX interpolants C
⇒
1 , . . . , C
⇒
p .
We finally get:
Proposition 7.6. A ∈ L⇒ is expansible iff either A is derivable, A is gRPX or A collapses into
a finite family of gRPX types.
From theorem 7.6 we obtain immediately the following:
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Theorem 7. A simple type is expansible iff it is either derivable or logically equivalent to a
product of gRPX simple types.
Observe that, differently from the case of linear expansible terms, derivable types are always
expansible: if there is a closed term u of type A, then one can form a closed term u′ of type
A[B/X ], for all B ∈ L⇒, hence λxA.u : A → A[B/X ], for all x /∈ FV (A). That this does not
hold for linear expansible term is shown by the linear type C = (X ⊸ Y ) ⊸ (X ⊸ Y ) which
is derivable but has a unique edge over X , which is a jump out. As C is clearly ≺I -minimal, by
proposition 6.1, C is not expansible.
7.3 Characterization of instantation overflow for simple types
In this section we introduce the Fat-expansion property and we prove (1) that a Fat-expansible
simple type A is either derivable or such that ∀XA is equivalent in Fat to the conjunction of a
family of gRP types and (2) that for a simple type A, instantiation overflow for ∀XA coincides
with the Fat-expansibility of A.
Let A ∈ L⇒ and u : ∀XA→ ∀XA in Fat. By deleting second order constructs, we obtain an
arrow u0 : A[Z1/X ], . . . , A[Zn/X ]→ A in T , for some variables Z1, . . . , Zn. We first show that
we can suppose Z1, . . . , Zn ∈ FV (A):
Lemma 7.3. Let A ∈ L⇒ and u : ∀XA→ ∀XA in Fat. Then there exists u∗ : A[Y1/X ], . . . , A[Yn/X ]→
A in T , where FV (A) = {Y1, . . . , Yn}.
Proof. We can suppose w.l.o.g. u normal. By deleting second order constructs, we obtain a
term u0 such that y1 : A[Y1/X ], . . . , yn : A[Yn/X ], z1 : A[Z1/X ], . . . , zp : A[Zp/X ] ⊢ u0 : A is
derivable in λ⇒, where the variables Z1, . . . , Zp do not occur in A. If we consider the graph
G(∂u), it is clear that all edges over Zj , for 1 ≤ j ≤ p, are of type II. By renaming all such edges
as Y1, we obtain the graph G(∂u′) of a term u′ such that y1 : A[Y1/X ], . . . , yn : A[Yn/X ], z1 :
A[Y1/X ], . . . , zp : A[Y1/X ] ⊢ u0 : A. We can thus put u∗ = u′[y1/z1, . . . , y1/zp].
From lemma 7.3 we deduce that the interpolants of an arrow u : ∀XA → ∀XA in Fat are
formulas whose free variables are included in those of A. This leads to the following definition:
Definition 7.3 (Fat-collapse). Let A,B1, . . . , Bp ∈ L⇒. A Fat-collapses into B1, . . . , Bp if
FV (Bj) ⊆ FV (A) for all 1 ≤ j ≤ p and there exist arrows uj : A[Y1/X ], . . . , A[Yn/X ]→ Bj and
u : B1, . . . , Bp → A, where FV (A) = {Y1, . . . , Yn}.
If A Fat-collapses into B1, . . . , Bp, then ∀XA is logically equivalent to the product of the
∀XB1, . . . , ∀XBp. Fat-collapse is not equivalent to collapse: for instance the type (Y ⇒ X)⇒ X
Fat-collapses into Y , but (Y ⇒ X)⇒ X does not collapse into Y .
We introduce Fat-expansible types:
Definition 7.4 (Fat-expansible type). A type A ∈ L⇒ is Fat-expansible if for every types
C1, . . . , Cp ∈ L⇒ there exists an arrow EXPA(B) : A[Y1/X ], . . . , A[Yn/x] → A[B/X ], where
B = C1 ⇒ . . .⇒ Cp ⇒ X and FV (A) = {Y1, . . . , Yn}.
Similarly to lemma 7.2, we can characterize Fat-expansible types as those which Fat-collapse
into gRPX types:
Proposition 7.7. A ∈ L⇒ is Fat-expansible iff either A is derivable or A is gRPX or A Fat-
collapses into a family of gRPX types.
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Proof. We can argue similarly to lemma 7.2. Suppose A is neither derivable nor gRPX , let
Y /∈ FV (A) and suppose there is an arrow u : A[Y1/X ], . . . , A[Yn/X ] → A[Y ⇒ X/X ], where
FV (A) = {Y1, . . . , Yn}. Then we obtain gRPX interpolants A1, . . . , Ap of u, into which A Fat-
collapses.
Similarly to the previous subsection, if Γ,∆,Σ are contexts, Y a variable not occurring in
any of them nor in a simple type A and u : Γ,∆[Y ⇒ X/X ],Σ[Y/X ]→ A[B/X ] in T is normal
and η-long, where B = Y ⇒ X , we can consider all vC ∈ Subt(u) such that [vC ] = C[B/X ],
where C is a type of the form C1 ⇒ . . .⇒ Cp ⇒ X occurring positively in A. Then vC is of the
form λx
C1[B/X]
1 . . . . .λx
Cp[B/X]
p .λyY .zu1 . . . uq. We say that u is good when for all vC ∈ Subt(u)
as above, whenever q ≥ 1 and [uq] = Y , then uq = y. We will suppose that all such arrows are
good.
To prove our final result, i.e. the equivalence of instantiation overflow and the Fat-expansion
property, we need the lemma below.
Lemma 7.4. Let Γ,∆,Σ be contexts, A ∈ L⇒ and Y be a variable not occurring in Γ,∆,Σ, A.
a. for any arrow u : Γ,∆[Y ⇒ X/X ],Σ[Y/X ] → A there exists an arrow u∗ : Γ,∆[Y ⇒
X/X ],Σ→ A;
b. for any arrow u : Γ,∆[Y ⇒ X/X ],Σ[Y/X ] → A[Y ⇒ X/X ] there exists a arrow u∗ :
Γ,∆[Y ⇒ X/X ],Σ→ A[Y ⇒ X/X ];
c. for any arrow u : Γ,∆[Y ⇒ X/X ],Σ[Y/X ] → A[Y/X ] there exists an arrow u∗ : Γ,∆[Y ⇒
X/X ],Σ→ A.
Proof. For any variable y and context Σ, we let y ∈ Σ indicate that the variable y is declared in
Σ. We argue by induction on the number of applications of u. If u = λxA11 . . . . .λx
Ap
p .y, then
a. if y ∈ Γ, u∗ = u; if y ∈ ∆[Y ⇒ X/X ] or y ∈ Σ[Y/X ], then X /∈ FV ([y]), so u∗ = u;
b. if y ∈ ∆[Y ⇒ X/X ], u∗ = u; if y ∈ Γ or y ∈ Σ[Y/X ], then X /∈ FV ([y]), so u∗ = u;
c. if y ∈ Σ[Y/X ], u∗ = u; if y ∈ Γ or y ∈ ∆[Y ⇒ X/X ], then X /∈ FV ([y]), so u∗ = u.
If u = λxA11 . . . . .λx
Ap
p .yu1 . . . uq, for some q ≥ 1, then we must consider nine cases, three for
each case a, b, c. We only consider case a1 − a3. and case b2. as all other cases can be treated
similalry:
a1. if y ∈ Γ or y = xi, for some 1 ≤ i ≤ p, then [uj] = Cj has no occurrence of Y , for 1 ≤ j ≤ q;
by the induction hypothesis a., we deduce u∗j : Γ, A1, . . . , Ap,∆[Y ⇒ X/X ],Σ→ Cj , so we
put u∗ = λxA11 . . . . .λx
Ap
p .yu∗1 . . . u
∗
p;
a2. if y ∈ ∆[Y ⇒ X/X ], then [y] = C[Y ⇒ X/X ] for some C = C1 ⇒ . . . ⇒ Cq′ ⇒ Z.
If Z 6= X , then [uj ] = Cj [Y ⇒ X/X ], for 1 ≤ j ≤ q; by the induction hypothesis
b., we deduce u∗j : Γ, A1, . . . , Ap,∆[Y ⇒ X/X ],Σ → Cj [Y ⇒ X/X ], so we put u
∗ =
λxA11 . . . . .λx
Ap
p .yu∗1 . . . u
∗
p. If Z = X , then q = q
′ + 1, [uj ] = Cj [Y ⇒ X/X ], for 1 ≤
j ≤ q′ and [uq] = Y ; by the induction hypothesis c. there exists then an arrow u∗q :
Γ, A1, . . . , Ap,∆[Y ⇒ X/X ],Σ→ X , so we put u∗ = λx
A1
1 . . . . .λx
Ap
p .u∗q ;
a3. if y ∈ Σ[Y/X ], then [uj] = Cj [Y/X ], for 1 ≤ j ≤ q; by the induction hypothesis c., we
deduce u∗j : Γ, A1, . . . , Ap,∆[Y ⇒ X/X ],Σ→ Cj , so we put u
∗ = λxA11 . . . . .λx
Ap
p .yu∗1 . . . u
∗
p;
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b2. if y ∈ ∆[Y ⇒ X/X ], then [y] = C[Y ⇒ X/X ] for some C = C1 ⇒ . . . ⇒ Cq′ ⇒ Z.
If Z 6= X , then [uj ] = Cj [Y ⇒ X/X ], for 1 ≤ j ≤ q; by the induction hypothesis
b., we deduce u∗j : Γ,∆[Y ⇒ X/X ], A1, . . . , Ap,Σ → Cj [Y ⇒ X/X ], so we put u
∗ =
λxA11 . . . . .λx
Ap
p .yu∗1 . . . u
∗
p. If Z = X , then q = q
′ + 1, Ap = Y , uq = xp (as we supposed
u is good) and for 1 ≤ j ≤ 1′, [uj] = Cj [Y ⇒ X/X ], and xp /∈ FV (uj); by the induction
hypothesis b. we deduce then u∗j : Γ,∆[Y ⇒ X/X ], A1, . . . , Ap−1,Σ → Cj [Y ⇒ X/X ], so
we can put u∗ = λxA11 . . . . .λx
Ap
p .yu∗1 . . . u
∗
qxp.
From lemma 7.4 we deduce that IO is equivalent to the Fat-expansion property:
Proposition 7.8. For all A ∈ L⇒, ∀XA has IO iff A is Fat-expansible.
Proof. For one direction, for all B ∈ L⇒,∀, we can define IOA(B)[x] = EXPA(B)[xZ/x], where
Z is the rightmost variable of B.
For the converse direction, let Y /∈ FV (A) and IOA(Y ⇒ X) : ∀XA → A[Y ⇒ X/X ]. By
deleting second order constructs in IOA(Y ⇒ X)we obtain an arrow u : A[Z1/X1], . . . , A[Zp/Xp],
A[Y1/X1], . . . , A[Yq/Xq] → A[Y ⇒ X/X ], where Z1, . . . , Zp ∈ FV (A) and Y1, . . . , Yq /∈ FV (A).
By reasoning as in the proof of lemma 7.3 we can suppose w.l.o.g. q = 1 and Y1 = Y , i.e.
u : A[Z1/X ], . . . , A[Zr/X ], A[Y/X ] → A[Y ⇒ X/X ]. By applying lemma 7.4 b. and possibly
identifying some variables we obtain an arrow u∗ : A[Z1/X ], . . . , A[Zn/X ], A → A[Y ⇒ X/X ].
Now we can argue as in proposition 7.7: A is either derivable, or gRPX or Fat-collapses to some
gRPX types. In all such cases A is Fat-expansible.
We then finally get:
Theorem 8. Let A be a simple type. Then ∀XA has instantiation overflow iff it is either
derivable or logically equivalent to a product of gRP types.
8 Some open questions
By exploiting ideas coming from linear logic and functorial polymorphism, we provided the first
general investigation of the instantiation overflow phenomenon, providing a characterization of
the types ∀XA, with A a simple type, satisfying this property, as well as a characterization of
the linear and simple types satisfying the related expansion property. As it can be expected,
there are many questions which naturally arise and are left open by the results contained in this
paper. In the following lines we mention some of them.
First, it is not clear how to extend our characterization of instantiation overflow in terms of
Russell-Prawitz types to all System F types, as the following example shows: let E be the second
order type ∀X(X ⇒ ∀ZZ ⇒ D), where X /∈ FV (D); then we can define, for B = ∀Y 1(B1 ⇒
. . .⇒ ∀Yp(Bp ⇒ ∀Yp+1Z) . . . ), an expansion term IOD(B) : ∀XE → E[B/X ] in Fat as follows
IOD(B) = λy
B .λz∀ZZ .xZElimB
[
EXPZ(B1)[z/x]/x1, . . . , EXPZ(Bp)[z/x]/xp
]
z
Hence E has instantiation overflow, though it does not seem to be logically equivalent to any
gRPX type.
A second important question is about the decidability of the instantiation overflow property.
For a simple type A, to decide whether ∀XA enjoys IO one must check (1) whether A is derivable,
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(2) whether A is gRPX and (3) whether ∀XA is logically equivalent to (better, Fat-collapses
into) the product of a family of gRPX types. Problems (1) and (2) are surely decidable for the
restricted case considered in this paper (the property of being gRPX for a simple type can be
decided by checking its tilings). Problem (3) is surely decidable in the case of linear types, as
one must only consider types with smaller logical complexity than A and variables included in
those of A. The decidability of (3) remains open in the case of simple types and Fat.
In the case of full System F types, the instantiation overflow property is most likely to be
undecidable, as (1) is undecidable in System F . Worse, (1) remains undecidable even if one
restricts derivability to Fat, as this system, in spite of its weak expressive power, is undecidable.
This follows from the fact that Fat is equivalent to IFOL
1
mon
the ⇒, ∀-fragment of first-order
intuitionistic logic over a language with one monadic predicate p(x) and no function symbol,
which is known to be undecidable (see [Gab81], Th. 1, p. 234). The equivalence results from
the bijective translation below
X∗i = p(xi) (A⇒ B)
∗ = A∗ ⇒ B∗ (∀XiA)
∗ = ∀xiA
∗
which can be extended into a bijective translation of the rules of Fat and IFOL
1
mon
.
Another natural question concerns the relationship between gRP types and logical connec-
tives: if RP types correspond to the translation of logical connectives, what about gRP types?
Proposition 7.5 shows that gRPX types can be seen as qRPX types whose variables have been
identified. This suggests that gRP types can be seen as types translating connectives obtained by
composing different basic connectives. For instance, the gRPX type ((((A⇒ B ⇒ X)⇒ X)⇒
X) ⇒ (C ⇒ X)) ⇒ X can be renamed as a ((((A ⇒ B ⇒ X2) ⇒ X2) ⇒ (C ⇒ X1)) ⇒ X1,
which is qRP{X1,X2} and yields a translation of the composed connective (A ∧B) ∨ C.
Finally, the problem of extending proposition 5.2, i.e. the equivalence of instantiation overflow
and full extraction modulo dinaturality, to general Russell-Prawitz types should be considered,
as the result does not seem to scale in a striaghtforward way to gRP types.
References
[Abr93] Samson Abramsky. Computational interpretations of linear logic. Theoretical Com-
puter Science, 111:3–57, 1993.
[Bar85] Henk Barendregt. Lambda calculus, its syntax and semantics. North-Holland, 1985.
[BBdPH93] Nick Benton, Gavin Bierman, Valeria de Paiva, and Martin Hyland. A term calculus
for Intuitionistic Linear Logic. In M. Bezem and J.F. Groote, editors, Typed Lambda
Calculi and Applications. TLCA 1993., volume 664 of Lecture Notes in Computer
Science, pages 75–90, Berlin, Heidelberg, 1993. Springer.
[BCST96] Richard Blute, Robin Cockett, R.A.G. Seely, and T.H. Trimble. Natural deduc-
tion and coherence for weakly distributive categories. Journal of Pure and Applied
Algebra, 113(229):296, 1996.
[BDCL91] Kim B. Bruce, Roberto Di Cosmo, and Giuseppe Longo. Provable isomorphisms of
types. Mathematical Structures in Computer Science, 1:1–20, 1991.
[BdG96] Denis Bechet and Philippe de Groote. Constructing different phonological brack-
etings from a proof net. In C. Retoré, editor, Logical Aspects of Computational
Linguistics. LACL 1996, volume 1328 of Lecture Notes in Computer Science, pages
118–133, Berlin, Heidelberg, 1996. Springer.
46
[BFSS90] E.S. Bainbridge, Peter J. Freyd, Andre Scedrov, and Philip J. Scott. Functorial
polymorphism. Theoretical Computer Science, 70:35–64, 1990.
[Blu93] Richard Blute. Linear logic, coherence and dinaturality. Theoretical Computer
Science, 115(1):3–41, 1993.
[Car97] Alessandra Carbone. Interpolants, cut elimination and flow graphs for the proposi-
tional calculus. Annals of Pure and Applied Logic, 83:249–299, 1997.
[dL09] Joachim de Lataillade. Dinatural terms in System F. In Proceedings of the Twenty-
Fourth Annual IEEE Symposium on Logic in Computer Science (LICS 2009), pages
267–276, Los Angeles, California, USA, 2009. IEEE Computer Society Press.
[EK66] Samuel Eilenberg and G. M. Kelly. A generalization of the functorial calculus.
Journal of Algebra, 3(3):366–375, 1966.
[FD16] Gilda Ferreira and Bruno Dinis. Instantiation overflow. Reports on Mathematical
Logic, 51:15–33, 2016.
[Fer06] Fernando Ferreira. Comments on predicative logic. Journal of Philosophical Logic,
35:1–8, 2006.
[FF13] Fernando Ferreira and Gilda Ferreira. Atomic polymorphism. Journal of Symbolic
Logic, 78(1):260–274, 2013.
[Gab81] Dov M. Gabbay. Semantical Investigations in Heyting’s Intuitionistic Logic, volume
148. Springer Science + Business, Dordrecht, 1981.
[Gir72] Jean-Yves Girard. Interprétation fonctionnelle et élimination des coupures de
l’arithmetique d’ordre supérieur. PhD thesis, Université Paris VII, 1972.
[GSS92] Jean-Yves Girard, Andre Scedrov, and Philip J. Scott. Normal forms and cut-free
proofs as natural transformations. In Y. Moschovakis, editor, Logic from Computer
Science, volume 21, pages 217–241. Springer-Verlag, 1992.
[Has09] Rye Hasegawa. Categorical data types in parametric polymorphism. Mathematical
Structures in Computer Science, 4(1):71–109, 2009.
[HHS17] Robin Houston, Dominic Hughes, and Andrea Schalk. Modeling Linear Logic
without Units (Preliminary Results). https://arxiv.org/pdf/math/0504037.pdf,
2017.
[Hug12] Dominic J.D. Hughes. Simple free star-autonomous categories and full coherence.
Journal of Pure and Applied Algebra, 216(11):2386–2410, 2012.
[JFM+96] Achim Jung, Marcelo Fiore, Eugenio Moggi, Peter O’Hearn, Jon Riecke, Giuseppe
Rosolini, and Ian Stark. Domains and denotational semantics: history, accomplish-
ments and open problems. Bulletin of EATCS, 59:227–256, 1996.
[Kan06] Makoto Kanazawa. Computing interpolants in implicational logics. Annals of Pure
and Applied Logic, 142(1-3):125–201, 2006.
[KL80] G. M. Kelly and M.L. Laplaza. Coherence for compact closed categories. Journal
of Pure and Applied Algebra, 19:193–213, 1980.
47
[KM71] G. M. Kelly and Saunders MacLane. Coherence in closed categories. Journal of
Pure and Applied Algebra, 1(1):97–140, 1971.
[Lam69] Joachim Lambek. Deductive systems and categories II. standard constructions and
closed categories. In Hilton P.J., editor, Category Theory, Homology Theory and
their Applicataions I, volume 86 of Lecture Notes in Mathematics, pages 76–122,
Berlin, Heidelberg, 1969. Springer.
[Lam08] François Lamarche. Proof nets for intuitionistic linear logic: Essential nets. Technical
report, <inria-00347336>, INRIA, 2008.
[Lei04] Tom Leinster. Higher Operads, Higher Categories. London Mathematical Society
Lecture Note Series. Cambridge University Press, Cambridge, 2004.
[LS88] Joachim Lambek and Philip J. Scott. Introduction to higher order categorical logic.
Cambridge Studies in Advanced Mathematics. Cambridge University Press, 1988.
[LS04] François Lamarche and Luz Straßburger. On proof nets for multiplicative linear
logic with units. In CSL 2004, volume 3210 of Lecture Notes in Computer Science,
pages 145–159, 2004.
[MO03] Andrzey S. Murawski and C.-H. Luke Ong. Exhausting strategies, joker games and
full completeness for imll with unit. Theoretical Computer Science, 294(1):269–305,
2003.
[PA93] Gordon Plotkin and Martin Abadi. A logic for parametric polymorphism. In TLCA
’93, International Conference on Typed Lambda Calculi and Applications, volume
664 of Lecture Notes in Computer Science, pages 361–375. Springer Berlin Heidel-
berg, 1993.
[Pen97] Mati Pentus. Product-free Lambek calculus and context-free grammars. The Journal
of Symbolic Logic, 62:648–660, 1997.
[Pra65] Dag Prawitz. Natural deduction, a proof-theoretical study. Almqvist & Wiskell, 1965.
[Rey74] John C. Reynolds. Towards a theory of type structure. In Programming Symposium,
pages 408–423. Springer-Verlag, 1974.
[Roo91] Dirk Roorda. Resource Logics: proof-theoretical investigations. PhD thesis, Univer-
sity of Amsterdam, 1991.
[San08] Tor Sandqvist. A note on definability of logical operators in second-order logic.
Unpublished manuscript, 2008.
[See89] R.A.G. Seely. Linear logic, ∗-autonomous categories and cofree coalgebras. In J. Gray
and A. Scedrov, editors, Categories in Computer Science and Logic, Proc. A.M.S.
Summer Res. Conf., June 1987, volume 92 of Contemporary Mathematics, Provi-
dence, 1989. American Mathematical Society.
[SP98] Uwe Schöning and Randall Pruim. The complexity of Craig interpolants. In Gems
of Theoretical Computer Science, pages 111–113. Springer, Berlin, Heidelberg, 1998.
[ST00] Helmut Schwichtenberg and Anne Sjerp Troelstra. Basic proof theory. Cambridge
University Press, 2000.
48
[TPP16] Luca Tranchini, Paolo Pistone, and Mattia Petrolo. The naturality of natural de-
duction. https://arxiv.org/abs/1607.06603, 2016.
[TPP17] Luca Tranchini, Paolo Pistone, and Mattia Petrolo. The naturality of natural de-
duction. Studia Logica, https://doi.org/10.1007/s11225-017-9772-6 2017.
[Wro84] Andrej Wroński. Interpolation and amalgamation properties of BCK-algebras.Math-
ematica Japonica, 29:115–121, 1984.
A Weak interpolation for λ⊸ nets
We show that every weak interpolation problem (definition 3.2) admits a solution in λ⊸. The
arguments adapts the proof in [BdG96] of interpolation for IMLL− nets.
We first reformulate the splitting lemma for essential nets (see [MO03]):
Lemma A.1 (splitting). Let f : Γ→ A in A⊸, where Γ = A1, . . . , Am and A = Am+1⊸ · · ·⊸
Am+n ⊸ Z. Then, for some 1 ≤ i ≤ m + n, where Ai = B1 ⊸ · · · ⊸ Bp → Z, there exists a
partition P = {d1, . . . , dp} of {1, . . . , i−1, i+1, . . . ,m+n} in p sets d1 = {i11, . . . , i1k1}, . . . , dp =
{ip1, . . . , ipkp}, where kj denotes the cardinality of the j-th element of the partition, such that
f = g1 ∪ · · · ∪ gp ∪ {(Z−, Z+}, where gj : Γj → Bj is a correct net, for Γj = Aij1 , . . . , Aijkj , for
1 ≤ j ≤ p.
A graph f : Γ → A with n splitting cuts (see subsection 3.2) is reduced when all cuts are
positive and any Γi is of the form ∆i, cut, i.e. with a unique cut link.
Let f : Γ→ A in A. Given a directed path γ in the correction graph and a type B occurring
in either A or Γ, we say the γ crosses B if γ passes through some node in vSB.
We prove the following splitting property of correct graphs:
Proposition A.1 (splitting property). Let f : Γ → A in A⊸, where Γ = A1, . . . , Am and
A = Am+1 ⊸ · · · ⊸ Am+n ⊸ Z. Let n1, n2 be two nodes in the correction graph of f such
that there exist two paths from the conclusion to n1 and to n2, respectively. Then, for no path
γ1 starting from n1 and path γ2 starting from n2, γ1 and γ2 cross the same type Ai, for all
1 ≤ i ≤ m+ n.
Proof. By induction on the number k of nodes in the correction graph. If k = 2, then the claim
is trivially true. Otherwise, by the splitting lemma A.1, f splits into f1 : Γ1 → B1, . . . , fp : Γp →
Bp, where, for some 1 ≤ i ≤ m+ n, Ai = B1 ⊸ · · ·⊸ Bp ⊸ Z. Hence, the path starting from
A reaches Z+, then passes through a negative occurrence of Ai and splits at all the ⊸
−-nodes
in it. If n1 and n2 belong to the correction graphs of fi, fj for i 6= j, then we are done. If n1, n2
belong to the correction graphs of the same fi, then we can apply the induction hypothesis as
all paths γ1, γ2 belong to the correction graph of fi and fj , respectively.
The following lemma is the analogous of lemmas 7.1 and 7.2 in [BdG96] and provides an
algorithm to construct the weak interpolants of an allowable graph.
Lemma A.2. Any graph with splitting cuts can be transformed into a reduced one.
Proof. We define an algorithm to transform a graph with splitting cuts into a reduced one.
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1. For any cut−, check if there is some cut+ which is connected to cut− by a path which never
gets out of the subtree of A:
∆i
A
cut−
∆j cut+
In this case then transform the graph as follows:
∆i
A
⊸
−
⊸
+
cut−
∆j
It can be easily verified that the new correction graph is still acyclic and functional. Once
all such transformations are done or if there is no negative cut, go to step 2.
2. Choose one cut−. If there is none go to step 3. Then there is a cut+ which is connected to
cut− by a path which never gets out of the part of the graph over ∆i:
∆i Acut+ cut−
This follows from the existence of a unique path from A to cut−. In this case then transform
the graph as follows:
∆i A
⊸
+
⊸
−
cut+
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It can be easily verified that the new correction graph is still acyclic and functional. Observe
that the number of negative cuts decreases by one. If there is still one negative cut go back
to step 1. Otherwise go to step 3.
3. Now all cuts are positive. If the graph is not yet reduced, then there exists two positive
cuts as below:
∆i Acut+ cut+
By the splitting property, ∆i splits then into two contexts ∆
1
i and ∆
2
i :
∆2i A∆
1
i cut+ cut+
We can conclude that the graph is now reduced.
We can now prove the weak interpolation theorem.
Proof of theorem 3. Given f : Γ → A, transform the graph in 10a into a graph with cuts, by
replacing type I edges by either positive or negative cut links:
Γ A
. . . . . . . . . . . .. . . . . . . . . . . .
cut cut
Now apply lemma A.2 to obtain a reduced graph with splitting cuts. The cut types I1, . . . , Ip
are then the interpolants of f .
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