Abstract. Fields of characteristic zero with several commuting derivations can be treated as fields equipped with a space of derivations that is closed under the Lie bracket. The existentially closed instances of such structures can then be given a coordinate-free characterization in terms of differential forms.
Introduction
Basic definitions, examples and aims. As it has usually been understood, a differential field is a field K of characteristic zero equipped with a derivation, that is, an additive endomorphism D taking an arbitrary product x · y to the linear combination Dx · y + Dy · x. (Equivalently, the map a → a + Da · X + (X 2 ) from (1) K is the field of germs of meromorphic functions at a point of a manifold, and the D i are the vector-fields determined by the coordinate-functions on a neighborhood of the point. Here again, the derivations commute.
(2) In the last example, suppose the manifold is a complex Lie group, and the point is the identity. The Lie algebra g of the group is a vector space over C whose members act as derivations of K. So let E be the space K ⊗ C g of K-linear combinations of elements of g. The bracket is defined on E and is C-bilinear, but not K-bilinear. It will turn out that E has a commuting basis, although g itself need not have.
In the class of differential fields in this broader sense, axioms picking out the existentially closed structures can be developed from earlier work ( [McG] and [Y] ).
Instead of doing this, the present paper takes a novel approach in terms of differential forms. The result is a succinct characterization of the existentially closed differential fields (and one which has an evident translation into first-order axioms). The proof of this result relies on the algebraic fact underlying the Frobenius Theorem of differential geometry.
Context: the model theory of fields. A differential field can be understood as a certain kind of structure in the language of (unital) rings with unary functionsymbols for the derivations. For any positive integer m, the differential fields with m derivations are just the models of a certain first-order theory, here called DF m . This theory is inductive; that is, the union of an (increasing) chain of models is a model.
Therefore existentially closed differential fields do exist. Over such a differential field, by definition, any (finite) system of differential-polynomial equations and inequations with a solution in some extension has a solution from the original field.
(See [H, § 8.1-2] .)
The existentially closed differential fields with m derivations turn out to be just the models of a certain first-order theory, here called DCF m (for 'differentially closed field with m independent derivations'). In particular, DCF m is model-complete and is the model-companion of DF m , which is therefore companionable. (See [H, § 8.3] .)
Abraham Robinson provides a contrasting example in [R] by showing that the theory of algebraically closed fields with proper algebraically closed subfield is not model-complete (in the obvious signature), but becomes complete when a characteristic is specified. (The 'problem of Tarski' thus solved is to axiomatize the theory of (C, A), where A is the field of algebraic numbers.) The theory of fields with distinguished algebraically closed subfield is therefore not companionable. (This slightly generalizes Angus Macintyre's observation in [HML, ch. A.4, § 3.3] .) Indeed, reflexion shows that the existentially closed models of the last theory are the algebraically closed fields of transcendence-degree one over an algebraically closed subfield. (Robinson' s example shows the failure of 'local modularity' in algebraically closed fields: see [P96, ch. 2, p. 77, example 1.8] .) When m > 1, then the theory DF m fails to have the amalgamation property, since two extensions of a differential field might not embed in a third. The obstruction was noted above: The m derivations need not be linearly independent on the original field. That is, the restrictions of the derivations to the original field need not be linearly independent (even over that field). The derivations may become independent when extended to larger fields, but they may do so incompatibly-that is, their brackets may be different linear combinations of themselves on each of the larger fields. However, there is a sentence α in DCF m (given below in Lemma 2.6) saying that the m derivations are independent. Then DF m ∪ {α} has the amalgamation property, so that DCF m is the model-completion of this larger theory.
(See [H, exercise 8.4.9] .) Similarly, the theory of fields with an automorphism has a model-companion-call it T . (See [Mac] -or [ChHr] , where T is called ACFA.)
This theory T is the model-completion of the theory of algebraically closed fields with an automorphism.
Another way to augment DF m is with the axiom
which specifies the linear relations that hold amongst the m derivations and their brackets. The language must accordingly be augmented with the constant-symbols a k i j . Then even the universal part of DF m ∪ {σ} has the amalgamation property; therefore, DCF m ∪ {σ} admits elimination of quantifiers (by [H, Theorem 8.4 .1], for example).
In [McG] derivations D i happen not to be independent, then one will want to move to a larger field on which they are independent before choosing the commuting basis. Also, the Lie algebra generated by the D i over their constant-field will not in general have a commuting basis. Yaffe alludes to these facts in [Y, Remark 0.8] ; however, they do not prevent the special case of commuting derivations from yielding companionability in the general case.)
The argument. A derivation on K need not have co-domain K. For the definition to make sense, it is enough that the co-domain be a vector-space over K. We have two such spaces at hand, namely the span E of the derivations D i , and the dual space E * . We also have the pairing (D, α) → Dα : E × E * → K. Hence we have A derivation on K has a unique extension to the algebraic closure of K. In particular, the ∂ i will continue to commute when extended to this algebraic closure, as their brackets will still be zero. So we may assume that K is algebraically closed.
We want to understand systems of polynomial equations over K whose variables are some symbols X j and their formal derivatives with respect to the ∂ i . By introducing new variables, we need only consider a system consisting of various equations f = 0 and
where the f and the g 
that is true in (L ,∂ 0 , . . . ,∂ m−1 ), where {a k : k < r} is algebraically independent over K. Moreover, we may assume that the truth of ( * ) is sufficient to ensure that a is a solution of the original system. Let us refer to (L ,∂ 0 , . . . ,∂ m−1 ) as a generic solution to the system ( * ). A solution in K to ( * ) is a K-rational specialization b of a such that k<r i<m
Then (K, E) is existentially closed just in case every system ( * ) with a generic solution has a solution in K.
We want to understand just when generic solutions exist. We can proceed in two ways. One way is to work directly with the equations
The other way is to rewrite ( * ) in terms of the derivation d.
To take the first approach, let L = K(a). We may assume that a is literally (X 0 , . . . , X s−1 , a s , . . . , a n−1 ), where r s < n, and (X : < s) is a transcendence-basis of L over K. If we formally differentiate the equations in ( * ), then, since the derivations should commute, we get a new system, namely
Each member of each equation is an affine combination over L of derivatives ∂ k X such that < s. We can also replace ∂ k X with g k (a) if < r. So we can consider
The core result of this paper is the following.
Theorem A. The differential system ( * ) has a generic solution if and only if the linear system ( †) is consistent.
Since consistency of ( †) can be checked in K, axioms for DCF m can be written down.
If m = 1, then ( †) is empty. So DCF 1 is axiomatized by the statements that all systems ( * ) have solutions. The axioms given in [PP] can be understood as saying just this.
For arbitrary m, it may still be that the system ( †) is trivially consistent. This is the Frobenius integrability condition, and it holds just in case there is a generic solution to ( * ) as described above in which L = L. However, there are systems ( * ) with generic solutions in which the field L necessarily has infinite transcendencedegree over K:
Example 0.2. The following is given in [JRR] and mentioned in [McG, Remark 3.2.5] . Let K be the field Q(Z σ : σ ∈ 2 ω), on which commuting derivations ∂ 0 and ∂ 1 are defined in an obvious way, so that ∂ 0 Z (i,j) = Z (i+1,j) , and
in the variables X 0 and X 1 has a generic solution. For, let L be K(X i : i ∈ ω), and
. So∂ 0 and∂ 1 respectively send elements down and to the right in the following table.
. . .
In any generic solution, the set {∂
Proving Theorem A will involve replacing the several derivations ∂ i with the single derivation d. In ( * ), multiply each equation by d t i , and combine like terms to get
Let Ω 1 L/E be the vector-space over L spanned by the elements d t i of E * and the new symbols d X (where < s). The system ( ‡) determines the subspace W of
and letẼ be the space spanned over
The kernel of this map includes W just in case (L ,∂ 0 , . . . ,∂ m−1 ) is a generic solution of ( * ). Let us say that an arbitrary subspace of Ω 1 L/E is integrable if it is included in the kernel of such a linear map.
More generally, let Ω p L/E be the space of alternating multi-linear maps from Der (L/E) p to L, and let Ω L/E be the direct sum of these spaces. Then Ω L/E can be equipped with the wedge-product, making it a (non-commutative) algebra over L. Also d extends to a group-endomorphism of Ω L/E that interacts with the wedge-product in a derivation-like way and is such that d 2 = 0.
There is a trivial case, Ω K/E . Here Ω 1 K/E is just E * , and this, or rather 
The hard direction of Theorem A seems to be easier to prove when expressed in these terms.
was included in the kernel of this homomorphism; but it need not be, even if it is linearly disjoint from Ω L/E ⊗ K L, as the following shows:
, and let W be spanned by the form
but the map would also have to send wedge-products to wedge-products, and
is not a wedge-product.
References and notation. This paper makes rigorous and proves the preceding claims. As noted, [H, ch. 8] collects the basic facts about model-companions. The conversion of a differential system to a system of differential forms is described also in [ChCh] . This reference is given in [Sh, ch. 1, § 5, p. 59] , and indeed a talk by Richard Sharpe in Ankara in 1999 led ultimately to the discovery of the results given here.
Some notational conventions of this paper have already been used in this introduction: The ordered monoid of natural numbers is ω, and the partially ordered monoid of functions from {0, . . . , m−1} to ω is m ω. The same n-tuple may be written (a 0 , . . . , a n−1 ) or a. Capital letters X denote independent transcendentals (or free variables); small letters x denote specializations of these (or bound variables).
Symbols for relations are generally verbs; so 'i < m' is a clause, interchangeable with 'm > i'.
The theories of differential fields
All rings such that:
• K is an integral domain of characteristic zero;
• each D i is a derivation from K to K;
• every non-zero element of K has a multiplicative inverse.
The last axiom is ∀∃, and the first three are universal. Indeed, the third axiom is that each linear system
in the tuple (X k i j : k < m) of unknowns is soluble. This just means that every sub-system of m + 1 equations is soluble, which in turn means that row-reduction in the corresponding matrices does not yield absurdity-that is,
for all y and z in K, for each i and j such that i < j < m.
So DF m is an ∀∃ theory; equivalently, it is inductive. The universal part T ∀ of any theory T is the theory of substructures of models of
is a model of DF m ∀ , then R is an integral domain, and the derivations D k : R → R are such that
for some b i j and c k i j in R, where b i j = 0, for all i and j such that i < j < m. If K is the quotient-field of R, then there are unique elementsD i of Der(K) such that
Extensions
Extensions of derivations. Let K be a field, with algebraic closure K a . Suppose
The most general statement of these facts that is useful to us is as follows.
Fact 2.1. Let L/K be a field-extension with transcendence-basis (X j : k < µ).
Then for each j less than µ, the zero-derivation on K has a unique extension
Let also E be a vector-space over K, and suppose δ is a derivation from K to E * . Then δ has a unique extension to L taking each X j to 0. This extension can
is a one-to-one correspondence between the set of extensions of δ to L with codomainẼ * , and (Ẽ * ) µ . The inverse of this correspondence takes (a j : j < µ) to the well-defined derivation
Proof. The claims follows from two observations:
(1) The derivation δ extends uniquely to K(a)-where it has co-domain
Observation (0) is a special case of [J, Theorem 8.39] , and Observation (1) is [J, Proposition 8.17 ].
We shall need the following to justify the definition of the space Der(L/E) men-
Proof. Let (X j : j < µ) be a transcendence-basis of K over its prime field Q. The derivation D| K is an extension to K of the zero-derivation on Q. By Fact 2.1, we
Extensions of differential fields. An extension of a differential field is another differential field of which the first is a substructure. So, an extension of the
where 'diag' stands for the (Robinson or 
The following is a direct consequence of [P02, Lemma 1. Proof. Each linear system ( §) in § 1 is satisfied by some (a
The theory DF m fails to have the amalgamation-property if 1 < m, because of examples like the following.
Example 2.5. Let the derivations D 0 and D 1 be zero on K. Extend them to
Then the solution-set to the equation
The problem in the example of course is that {D 0 , D 1 } is not linearly independent on K (that is, is not linearly independent when the D i are the derivations on K). 
Then DF m ∪ {α} is consistent and has the amalgamation-property.
Proof. The first part is clear. The theory DF m ∪ {α} has the model given as (0) of the Examples 0.1, since in that case the matrix (
Say this model has extensions with underlying fields L 0 and
The algebra of differential forms
Throughout this section, K is a field, and E is a vector space over K. We shall recall and build on some standard definitions. Some of the notions are used in geometry in case E is a tangent-space to a manifold. So, any differential-geometry book-possibly [S] -might serve as a reference. In our ultimate case of interest, E is a space of derivations.
Vector-spaces. First though, we assume no extra structure on the space E, but we do suppose that dim K E is finite. Associated with E are the spaces A p (E) of alternating p-multilinear maps E p → K. Let us call these maps the p-forms on E (although in geometry, a form is a certain family of such maps). In particular, A 0 (E) is just K, and A 1 (E) is E * . The other spaces can be seen as duals as well.
For example, by definition, A 2 (E) comprises the anti-symmetric bilinear maps from E × E to K. Such a map induces a linear functional on the K-vector space with basis E × E. Take the quotient of this space by the common kernel of all of the induced functionals. The result is the space denoted E ∧ E or 2 (E), and
We shall work with the pairings
denoted thus by juxtaposition. We shall treat E and A p (E) as left and right Kmodules, respectively, so that there is no confusion when the elements of E are also derivations of K.
Suppose W is a subspace of E * . Then the kernel of W -the common kernel of the elements of W -is a subspace ker W of E.
Fact 3.1. The map W → ker W is an inclusion-reversing bijection between the sets of subspaces of E * and E respectively. In particular, the co-dimension of W in E * is the dimension of ker W . Therefore E * /W ∼ = (ker W ) * .
Proof. Say W has basis (v i : i < ), extending to the basis (v
can be understood as a basis both of (ker W ) * and of E * /W .
For each pair (p, q) of non-negative integers, there is a map
the exterior or wedge-product, a generic way to convert a pair (α, β) of forms into another form, α ∧ β; this last form can be given by
where sh(p, q) comprises the (p, q)-shuffle-permutations (that is, those permutations σ of p + q such that σ(i) < σ(j) when i < j < p or p i < j).
Fact 3.2. The wedge-product is bilinear and associative and satisfies
The following gives an alternative definition of the spaces of forms.
Fact 3.3. Suppose (θ i : i < m) is a basis of E * . Then the indexed set
is a basis of A p (E). So this space is trivial if p > m.
Letting A(E) be the direct sum of the spaces A p (E), we have a graded Kalgebra,
(which could be treated as a one-sorted structure).
Spaces of derivations.
A consequence of the following was mentioned in the § 0.
Lemma 3.4. Suppose E is a vector-space over the field K. Let D range over E, and let x range over K. Then the rule D(d x) = h(D)x determines a one-to-one correspondence between
• linear transformations h : E → Der(K), and
If E is finite-dimensional, then h is injective just in case the range of d spans E * .
Proof. The rule evidently gives a one-to-one correspondence between:
• maps h from E to the vector-space of maps K → K, and
• maps d from K to the vector-space of maps E → K. • h is injective;
• if D = 0, then h(D)x = 0 for some x;
• the span of the range of d has trivial kernel.
If dim K E < ω, then by Fact 3.1, the last clause means {d x : x ∈ K} spans E * .
Suppose now that (K, D 0 , . . . , D m−1 ) is a differential field. Let E be the span over K of the D i . As noted in § 0, the pair (K, E) determines the definable sets of (K, D 0 , . . . , D m−1 ). We may now refer to this pair also as a differential field. By the Lemma, we have a derivation d : K → E, corresponding to the inclusion of E in Der(K), and so given by D(d x) = Dx. Since E is closed under the bracket, this derivation d is just the first of the additive maps d :
Extending d additively, we get a group-endomorphism of A(E).
Fact 3.5. If α ∈ A p (E) and β ∈ A q (E), then
The following provides a further example of computation with forms.
provided it is zero on 0-and 1-forms.
We may now call d on A(E) a derivation. (Since A(E) is non-commutative, our
original definition of 'derivation' does not apply.) A converse of our observations is included in the following.
Lemma 3.7. Let E be a finite-dimensional subspace of Der K, with corresponding
Then the following are equivalent.
(0) (K, E) is a differential field, that is, E is closed under the bracket.
(1) There is also an additive map d from E * to A 2 (E) such that d 2 x = 0 and
In either case, let t i be chosen from K, and
for all x in K. Also, the derivations ∂ i commute.
Proof. That (0) implies (1) is a consequence of Facts 3.5 and 3.6. For the converse, we compute
This does not yet tell us that the derivation [∂ i , ∂ j ] is zero, since we do not yet know that it is in E. We do have
for each j less than m, which by linearity means ( ¶) holds when x ∈ K. Since d 2 t j = 0, we have • I(W ) is the (two-sided) ideal generated by W .
• D(W ) is the differential ideal generated by W , that is, D(W ) is the smallest ideal of A(E) that includes W and is closed under application of d.
When W is a subspace of E * , we shall work with the following subspaces of A 2 (E).
• E * ∧ W is spanned by {η ∧ θ : (η, θ) ∈ E * × W }.
• d W is spanned by {d θ : θ ∈ W }.
Lemma 3.8. Suppose (K, E) is a differential field, and let W be a subspace of E * .
when p > 1. Hence also
Proof. Equation (0) 
Hence E * ∧ W ⊆ d W , so (1) holds. Equation (2) holds because d 2 = 0. Equation (3) is now a consequence of (2). The forward direction of the equivalence is by (0) and (1); the reverse, by (2).
I am naming the following to indicate that the algebraic fact has been in play for a long time. I don't have a reference for the statement at this level of abstraction.
Lemma 3.9 (Frobenius). 
is well-defined; the latter map is well-defined just in case d W ⊆ E * ∧ W .
Extensions. Now let (K, E) be a differential field, and let L be an extension of K.
We want to understand extensions of (K, E) with underlying field L. By Lemma 2.2, we can define
Proof. The dimension of the kernel of the surjection
Assume for now that L has finite transcendence-degree over K, so that Der(L/E) is finite-dimensional. We define
to be the graded algebra A(Der(L/E)) equipped with the derivation d. The el-
SupposeẼ ⊆ Der(L/E). For the pair (L,Ẽ) to be an extension of (K, E), there are two necessary conditions, which together are sufficient:
(0) (L,Ẽ) is a differential field;
(1) the compositionẼ
We can rewrite the latter condition in terms of the dual spaces. First,Ẽ is precisely ker W for some subspace W of Ω 1 L/E . So the conditions become: (0) ker W is closed under the bracket;
We can rewrite Condition (0) using the Lemma 3.9. In Condition (1), we know by Fact 3.1 that the kernel of the second map is W . So the conditions are:
L/E /W is an isomorphism. The latter condition can be split in two:
is a basis of Ω L/E to finite-dimensional subspaces of Der(L/E). In particular, we can repeat the proof of Lemma 3.9, and use Lemma 3.8, to get the following. 
We shall use this theorem to establish differential fields in which given differential systems have solutions. In this context, in the Introduction, we defined what it means for a subspace of Ω 1 L/E to be integrable. Now we can give a coordinate-free definition.
Lemma 3.12. Let (K, E) be a differential field, and let W be a subspace of
and W ⊗ L L is included in the kernel of the map
Proof. We just have to verify that the map on Ω 1 L/E described here is the same as the map Φ in § 0. The map here is well-defined, since the restriction of an element ofẼ to L is in L ⊗ K Der(L/E) (since its further restriction to K is in E). Let t i in K and ∂ i in E be as in Lemma 3.7. Each ∂ i extends uniquely to some∂ i inẼ, and these compose a basis as well. The conversion of α in Ω 1 L/E to D → (D| L )α iñ E * can be described as the linear map taking d x to the linear map
But∂ j x is just∂ j i<m d t i ·∂ j x. So the conversion of α is just the linear map Φ.
Differential equations
We want to characterize the existentially closed differential fields. These are models (K, D 0 , . . . , D m−1 ) of DF m (for some m) in which hold all primitive sentences that hold in an extension. A primitive sentence has the form
where φ is a conjunction of literals, that is, atomic and negated atomic formulas.
In the present case, the literals are equations and inequations of terms in the language of fields with m derivations and constants from K. We can identify two
The resulting equivalence-classes of terms can be called differential polynomials Proof. Let E be the span of the D i , and let ∂ i in E and t i in K be as chosen in Lemma 3.7. Then ∂ i t j = δ j i . Hence {∂ i : i < m} is independent for all extensions∂ i of the ∂ i , and the same is true of the D i . Hence there are a k i j in K as desired.
We may assume that the D i are independent, because of the following. basis of E. By Lemma 3.7, the space E also has a basis (∂ i : i < ) of commuting derivations. Hence
for some a j i in K, for each i less than m. When i < m, define ∂ i to be the zeroderivation on K. We can extend all of the derivations ∂ i , as commuting derivations, to the field K(X σ : σ ∈ m ω) in an obvious way, so that ∂ i X σ = X σ+i , where i is the characteristic function of {i}. On this field, definẽ
The result is an extension (L,D 0 , . . . ,D m−1 ) of the original differential field in which the derivations are linearly independent.
In short, the existentially closed models of DF m are models of {α} ∪ ACF, where α is as in Lemma 2.6 (and ACF is the theory of algebraically closed fields). If ∃x φ(x) is a primitive sentence over (K, E), then, by Lemma 4.1, we can write
where g and the f are ordinary polynomials, taken from K[∂ σ X : σ τ ] for some τ in m ω. So, φ is just a differential system in X over (K, E). The system φ is consistent just in case there is an extension (L ,Ẽ) of (K, E) in which φ(a) holds for some tuple a from L . Then a is a solution of φ.
We want to understand when φ is consistent. To do so, we seek to rewrite the sentence ∃x φ(x) in a more tractable form. As noted in the Introduction, we shall ultimately (in Lemma 4.5) be able to write φ as a subspace W of Ω A place of a field K(a) over K is a (well-defined) map 
So, for the map d x · y → dx ·ỹ to be well-defined, it is enough that, givenD, we can find D. We haveD| K ∈L ⊗ K E, which means We can now say precisely that a subspace W of Ω (0) K is algebraically closed;
(1) the span E over K of the derivations D i has dimension m;
(2) for any finitely generated extension L of K, every integrable subspace W of
The last condition can be weakened by requiring
Proof. By Lemma 4.2, it remains to check that Condition (2) is necessary and, with
Conditions (0) and (1), sufficient.
Let φ(X) be a consistent differential system over (K, E), as ( ) above. Say a is a solution of φ in some extension of (K, E). We shall show that, for some other tuple b from this extension, there is a certain integrable subspace
L/E , then we shall derive a consistent differential system ψ over (K, E) , where ψ has a solution in K if and only if W is integrable. If W has been derived from φ, then solubility in K of ψ will imply the same for φ.
First, by means of the 'Rabinowitsch trick' ( [H, § 8 .1]), we may assume that, in φ, the inequation g(∂ σ X : σ τ ) = 0 is trivial (say, is 0 = 1); otherwise, replace it with y · g(∂ σ X : σ τ ) + 1 = 0. Now we can write φ as
where i is the characteristic function of {i} on m, and where each equation ∂ i X σ = X σ+i stands for a conjunction of equations ∂ i X j σ = X j σ+i . We shall want all (first) derivatives of variables in the f to appear in equations on the right. So let us introduce new variables X σ+i , where σ τ , but σ + i τ . We now have another system equivalent to φ, namely
(We said in the Introduction that this was the only kind of system we need consider.)
Now we can understand each of the conjunctions
We have assumed that a satisfies φ. We can consider a as the tuple of certain tuples a σ , where σ τ . Then of course ∂ i a σ = a σ+i (in the appropriate extension of (K, E)), if σ + i τ . But now let b be the tuple of derivatives ∂ i a σ such that σ τ , but σ+i τ . Then (a, b) is a solution of our latest systems. Let O be the valuation-ring of K(X, Y) corresponding to the Hence W has a basis consisting of some forms
where To Theorem 3.11, we can give the following.
Corollary 4.6 (Frobenius). Let (K, E) be a differential field, let L be a finitely generated extension of K, and let W be a subspace of Ω 1 L/E . If • W and E * ⊗ K L are linearly disjoint, and
Proof. The field L has a transcendence-basis (X k : k < n) over K. The images of 
for some r less than n, where a k ∈ L and
by Theorem 3.11, so we are done by Lemma 3.12, since the kernel of the restriction-map Ω
The converse of this Corollary is false, as is shown by Example 0.2. The conditions can be adjusted to allow conversion; the result is the following.
Theorem 4.7. Let (K, E) be a differential field, where E has basis (∂ i : i < m)
for some r less than n, where θ = i<m d t i · u i for some u i in L. Then the following are equivalent:
(0) W is integrable.
(1) When the derivations ∂ i are extended to L so that
then the linear system
Proof. (0) =⇒ (1). Condition (0) is that there are commuting extensions∂ i of the ∂ i in Der (L ) , for some extension L of L, such that∂ i X = u i when < r. Since the∂ i commute, we get the solution (∂ i X k : i < m ∧ r k < n) to ( † †).
(1) =⇒ (2). Suppose the linear system ( † †) is consistent. Then it has a solution (u k i : i < m ∧ r k < n) in L. Let∂ i be the extension of ∂ i in Der (L) such that ∂ i X k = u k i whenever k < n. LetẼ be the span of the∂ i . Sincẽ As noted in § 0, the theory DCF m ∪ {σ} admits quantifier-elimination. Once one knows this, then one can say briefly that the completions of DCF m are ω-stable because anti-chains are finite in the product-order of ω m . The idea can be seen in [Y, § 0.3] ; the argument itself can also be made with differential forms in the way sketched as follows.
Let (L ,Ẽ) be an extension-generated by a tuple a of elements-of a differential field (K, E). Let L = K(a). Of the kernel of the map Φ of § 0, let W be spanned by the elements that have the form d x − θ, where θ ∈ E * ⊗ K L. In the proof that (3) implies (0) in Theorem 4.7, we have a construction of an extension of (K, E)
witnessing that W is integrable. We should modify that construction so that, if the form θ r there can be zero, then we let it be i<m d t i · Y i (that is, we let it be as generic as possible). Then the construction gives us an extension of (K, E) of which (L ,Ẽ) can be seen as a specialization. To obtain the latter, we need only specialize the construction at finitely many steps, in a way to be described presently. This observation is equivalent to the ω-stability of the completions of DCF m .
We need only consider the case where a has length 1 and hence has a single entry, a. If σ ∈ m ω, let a σ be∂
a, so that L = K(a σ : σ ∈ m ω). In the construction of (L ,Ẽ), if σ < τ , then a σ can be chosen before a τ , and θ σ before θ τ . If a τ is algebraic over K(a σ : σ < τ ), then in fact each θ τ +υ is determined by those θ σ such that σ < τ + υ. Thus the construction need only be specialized in the choice of a τ where τ is minimal such that a τ is algebraic over K(a σ : σ < τ ). Such τ form an anti-chain in m ω and are accordingly just finitely numerous.
