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Semi–classical dynamics of nano–electromechanical systems
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Institut fu¨r Theoretische Physik, TU Berlin, Hardenbergstr. 36, Berlin D-10623, Germany
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We investigate the dynamics of a single phonon (oscillator) mode linearly coupled to an electronic
few–level system in contact with external particle reservoirs (leads). A stationary electronic current
through the system generates non–trivial dynamical behaviour of the oscillator. Using Feynman–
Vernon influence functional theory, we derive a Langevin equation for the oscillator trajectory that
is non–perturbative in the system–leads coupling and from which we extract effective oscillator
potentials and friction coefficients. For the two simplest cases of a single and two coupled electronic
levels, we discuss various regimes of the oscillator dynamics.
PACS numbers: 71.38.-k, 73.21.La, 85.85.+j
I. INTRODUCTION
Nano–electromechanical systems (NEMS) are test–
beds for the observation of fundamental quantum be-
haviour of objects which are huge on the scale of indi-
vidual atoms. For example, recent experiments1 have al-
lowed a detailed study and control of single phonons by
cooling a macroscopic resonator mode close to its ground
state and coupling it to single electronic degrees of free-
dom.
One fascinating aspect of NEMS is their concep-
tual simplicity that nevertheless can give rise to highly
complex physics, and the links that can be estab-
lished to other fields such as molecular electronics or
optomechanics2,3. One of the challenges are the de-
tails of the oscillator–electron coupling, i.e. in the lan-
guage of measurement theory to understand, utilize4 and
control5,6 the ‘back–action’ effects of the detector (e.g.,
superconducting single–electron transistors7,8) onto the
oscillator.
In many cases, even if no further approximations in
simple theoretical models are made, the coupling to
external electronic reservoirs that link the detector to
the outer world is treated perturbatively, i.e., in the
framework of (quantum) Master equations. This has
turned out to be a highly successful approach, in par-
ticular to describe such various systems as NEMS cou-
pled to single electron transistors (SETS)9–11, Franck–
Condon blockades12 in transport through molecules
with strong electron–phonon coupling, or quantum
shuttles13–16. From the theory of electronic transport
through nanostructures17, however, it is known that
such approximations usually are reliable only in the
limit of high external voltage bias, where non–Markovian
effects18 due to quantum coherences between the exter-
nal reservoirs and the electronic system (SET, quantum
dot etc.) can be neglected. It is therefore desirable to de-
velop tools that allow a description of NEMS beyond the
Master equation regime (weak electron–leads coupling)
and at the same time are not merely perturbative in the
coupling of the oscillator to the electronic environment19.
In the past, the coupling of electrons to a single bosonic
mode has been solved exactly for the case where only one
single electron is present20,21, i.e. in an empty band ap-
proximation. The inclusion of Fermi sea reservoirs at dif-
ferent chemical potential transforms this into a difficult
many–body problem out of equilibrium, and approxima-
tions are necessary19,22–24.
Our approach in this paper is to combine exact solu-
tions of the electronic system with a semi–classical ex-
pansion, together with an adiabatic approximation for
the oscillator dynamics within the Feynman–Vernon in-
fluence functional (double path integral) theory25. We
revise this method, which has first been used for simple
NEMS models by Mozyrsky and co–workers26, and ex-
tend it to allow for the description of a relatively large
class of non–equilibrium electronic environments. The
key idea is a systematic expansion around the classical
path in order to obtain a Langevin equation for the oscil-
lator. Already at the simplest level of this approximation
(neglecting quadratic fluctuations around the diagonal
path in the reduced density matrix of the oscillator), the
coupling to the electronic non–equilibrium environment
gives rise to non–trivial effects such as effective oscilla-
tor potentials and non–linear friction coefficients lead-
ing to both positive and negative damping27. Gaussian
fluctuations around the classical path are built into the
theoretical description, but they have to be evaluated by
numerical solutions of the underlying Langevin equations
which is not done in this paper.
We compare two non–interacting electronic ‘quantum
dot’ models with one and two levels between source and
drain reservoirs: a single dot, and two dots in series. The
oscillator couples linearly to the dot occupation (single
dot) or to the occupation difference (double dot). One
particular feature of the double dot case (where quan-
tum superpositions of the electrons become important)
is the occurence of limit cycles in phase space caused by
a negative damping.
The paper is organized as follows: after introducing
the path integral formalism with a generic model in Sec.
II, we present the single dot case in Sec. III and the
double dot case in Sec. IV. Detailed derivations of the
important formulae can be found in the appendices.
2II. GENERIC MODEL
A large class of NEMS can be described as a compo-
sition of an electronic system He, a mechanical system
Hosc and a linear coupling between the two. Thus we set
up a generic Hamiltonian Hgen by
Hgen = He +Hosc − Fˆ qˆ, (1)
Hosc = 1
2m
pˆ2 + Vosc(qˆ). (2)
Here, Hosc describes a single oscillator with pˆ (momen-
tum) and qˆ (position) operators. The oscillator mode
is confined in a potential Vosc(q), Fˆ denotes an elec-
tronic force operator, and m labels the oscillator mass.
Whithin this paper the reduced Planck constant is set to
one (~ = 1).
Our generic model does not include an additional os-
cillator damping mechanism . In the usual Master equa-
tion treatment of NEMS, Lindblad-form damping due to
external degrees of freedoms is included phenomenologi-
cally. In the path integral formalism used here, such de-
grees of freedom can be easily included at least for linear
or weak coupling to the oscillator. In order to elucidate
the effect of the electronic environment that we treat in
all orders in the coupling to external electronic reservoirs
(contained in He), we choose not to include additional
damping terms in our model here.
A. Stochastic equation of motion
We describe the oscillator dynamics by the reduced
density matrix of the oscillator in position representation
ρosc(q, q
′, t) = 〈q|ρosc(t)|q′〉, for which we derive a semi-
classical equation of motion for the oscillator position by
using Feynman–Vernon influence functional theory sim-
ilar to Mozyrsky and co-workers24. Assuming that the
total density matrix χ(t) factorises at the initial time t0
into a system and a bath part χ(t0) = ρosc(t0)⊗ ρB, the
propagation of the reduced oscillator density 〈q|ρosc(t)|q′〉
at time t is given by a double path integral28,29, cf. ap-
pendix A. A transformation to center–of–mass and rela-
tive coordinates
xt =
qt + q
′
t
2
, yt = qt − q′t (3)
has the notion to detach the classical trajectory xt from
the quantum mechanical deviations. Within a Born–
Oppenheimer approximation, change of variables allows
us to study a slow oscillator by an adiabatic approxima-
tion of the classical trajectory
xt ≈ x0 + tx˙0, (4)
cf. appendix A. In this approach, the typical timescale
of the oscillator movement is slow compared to the elec-
tronic transition rates. In the subsequent, when having
introduced the angular oscillator frequency by ω0 and
electron transition rates by ΓL, ΓR we have to satisfy the
condition ω0 ≪ ΓL, ΓR.
In the next step, we derive a stochastic equation of
motion for the classical trajectory, taking into account
the propagation of the initial reduced density matrix,
cf. appendix A. The key step here is a cluster expansion
to quadratic order in the off-diagonal path yt that de-
scribes the Gaussian fluctuations around the classical os-
cillator trajectory, where the fluctuations are determined
by the properties of the non-equilibrum environment. To
achieve a self–consistent equation of motion, we then re-
insert the full time–dependence of the fixed classical tra-
jectory in accordance with the adiabatic approximation
and end up with the Langevin equation
mx¨t + V
′
osc(xt)− 〈F˜ [x](t)〉 + x˙tA[x](t) = ξt. (5)
Here the interaction picture of the electronic operator
is given by F˜ [x](t) = exp[i(He − Fˆ x)t]Fˆ exp[−i(He −
Fˆ x)t], and ξt is a stochastic force with zero mean and
the correlation function
〈ξtξt′〉 = 2Re〈δF˜ [x](t)δF˜ [x](t′)〉. (6)
The fluctuation of the electronic operator is defined by
δF˜ [x](t) = F˜ [x](t)− 〈F˜ [x](t)〉. The friction A[x] is given
by
A[x](t) = 2
∫ t
t0
dt′ t′ Im〈δF˜ [x](t)δF˜ [x](t′)〉. (7)
In the following we choose t0 = −∞ as initial time. For
the specific cases of single and double dots, we checked
that the upper integration boundary can be extended to
infinity.
III. ANDERSON–HOLSTEIN MODEL (AHM)
The AHM combines a single bosonic mode with a sim-
ple electronic transport system. We describe the bosonic
part in first quantisation as
Hosc = 1
2m
pˆ2 +
1
2
mω20xˆ
2 (8)
with the bosonic position and momentum operators xˆ
and pˆ, the phonon frequency ω0 and the phonon mass m.
The oscillator length is defined by l0 ≡ [mω0]1/2. The
electronic part is a single dot level confined between two
leads:
He = εddˆ†dˆ+
∑
kα
εkαcˆ
†
kαcˆkα +
∑
kα
(
Vkα cˆ
†
kαdˆ+ H. c.
)
.
The dot level has energy εd and creation/annihilation
operators d†/d. The operators cˆ†kα/cˆkα create/anihilate
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FIG. 1: Sketch of the AHMmodel. Two leads (grey bars) with
chemical potentials µL, µR = µL− eVBias embed the dot level
which couples to an oscillator. Here VBias is the bias voltage
and e the electron charge. The level energy εd is shifted by
the oscillator position x, the shifted level energy εx = εd−λx
is stationary, if the oscillator force FHooke = mω
2
0x and the
electron force Fe = λ〈nˆ[x]〉 are in balance. Here m and ω0
describe the oscillator mass and angular frequency, and λ (g)
denotes the coupling constant, cf. eq.(10). For sufficiently
small tunneling rates ΓL, ΓR the stable stationary level en-
ergies (dashed lines) are located at x = 0, gl0ΓL/Γ, gl0. The
instable points of εx (dotted lines) are located around the
chemical potentials.
electrons with momentum k and energy εka in a free elec-
tron gas in the left (α = L) or right (α = R) lead. Elec-
tronic transitions are possible with amplitude Vka be-
tween the dot and a state in the lead. Between the two
subsystems there is a simple linear coupling with coupling
constant λ, such that the total Hamiltonian reads
HAHM = He +Hosc − λdˆ†dˆxˆ. (9)
For convenience we introduce the dimensionless coupling
constant:
g =
λ
mω20l0
. (10)
Here, we regard spinless electrons. Note that the general-
ization to a model including both spin directions requires
an onsite interaction term like Unˆ↑nˆ↓. In the following,
we only consider non–interacting electrons. A physical
realization of the model discussed here would correspond
to either spin polarized electrons or a coupling to the
oscillator that effects only electrons of one certain spin
direction.
A. Langevin equation
When applying our generic form (1) to the AHM, we
obtain the Langevin equation
mx¨t − Feff(xt) + x˙tA[x](t) = ξt (11)
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FIG. 2: left) Density plot of the effective oscillator poten-
tial Ueff as a function of oscillator position 〈x〉 and VBias
in units of ω0 and l0 with the parameters ΓL,R/ω0 = 0.7,
εd/ω0 = 2.9, βω0 = 10 and g = 2.4. For increasing bias
voltage, the effective potential shows two, three, two and one
minima. This different regions are separated by white lines
at VBias/ω0 = 2.04/2.58/2.64. Right) Ueff and the two con-
tributions FHooke, Fe to the force Feff at bias voltages (sym-
metric choice) VBias/ω0 = 0.0/2.3/5.0. Ueff exhibits extrema
where the two force contributions (grey and dashed line) are
in balance. The width of the center plateau in the electronic
force contribution Fe ∝ 〈n〉 grows with increasing bias volt-
age VBias, cf. Fig. (1) for the intermediate occupation 〈n〉. For
sufficiently high bias voltage only one minimum remains.
with the effective force Feff and the friction A[x]:
Feff(xt) = −mω20xt + λ〈n˜(t)〉 = −
ω0
l0
[
x
l0
− g〈n˜(t)〉
]
,
A[x](t) = 2λ2
∫ t
t0
dt′ t′ Im〈δn˜(t)δn˜(t′)〉. (12)
The effective force has two contributions; a term propor-
tional to the elongation (Hooke’s law) and the electron
force which is proportional to the dot occupation; which
only contributes if the dot is occupied. The friction term
xtA[x] results from stochastic electron jumps between the
leads and the dot.
For finite bias voltage, figure 1 shows the positions of the
dot energy level and the points of instable balance, which
result from the balance of both forces.
The effective force and therewith the oscillator poten-
tial are determined by the dot occupation n(t), whereas
the friction and the stochastic force correlation 〈ξtξt′〉 =
λ22Re〈δn˜(t)δn˜(t′)〉 depend on the imaginary/real part
of the dot correlation function. The dot correlation func-
tion in terms of the lesser and greater Green’s function
(which are derived in appendix B) reads
〈δn˜(t)δn˜(0)〉 = G<(−t)G>(t). (13)
4B. Effective potential
The occupation of the dot is calculated in an adia-
batic approach with the help of the lesser Green’s func-
tion G<(ω), cf. appendix B, where we assume constant
tunneling rates Γα. For finite temperatures, the dot oc-
cupation reads
〈n˜(t)〉 = −i 1
2pi
∫
dω G<(ω)
=
1
2
− 1
pi
∑
α
Γα
Γ
ImΨ
(
1
2
+
βΓ
4pi
+ i
β(εx − µα)
2pi
)
,
(14)
whereby β stands for the inverse temperature, εx is a
short notation for εd−λxˆ, µα denotes the chemical pote-
tials and Γ ≡ ΓL+ΓR. Ψ designates the Digamma func-
tion. By integration we obtain the effective potential
Ueff(x) = −
∫ x
0
dx′ Feff(x′) = (15)
2
β
∑
α
Γα
Γ
Re
[
ln Γ
(
ξ + i
β(εd − λx − µα)
2pi
)
− ln Γ
(
ξ + i
β(εd − µα)
2pi
)]∣∣∣∣
ξ= 1
2
+ βΓ
4pi
+
1
2
x
l0
[
x
l0
− g
]
ω0,
(16)
with Γ(·) denoting the Gamma function. In the absence
of friction the dynamics of the oscillator is determined
by the effective potential Ueff(x). The high temperature
case is of minor interest, because the temperature washes
out the structures of Ueff(x).
In Fig. 2 we present features of the effective potential
Ueff(x) at zero temperature. Ueff(x) has minima when
the effective force Feff(x) is zero. This is the case when
the oscillator force and the electron force are in balance.
We plot the two contributions to the effective force: the
force FHooke is proportional to the displacement 〈x〉, the
contribution Fe results from the dot occupation (scaled
with g) and has two steps at
xα
l0
=
1
g
[
εd
ω0
− µα
ω0
]
, α ∈ {L, R}. (17)
In the upper part of Fig. 2 we easily recognize that for
large bias voltage there will be only one minimum at
x/l0 = gΓL/Γ. By changing the bias voltage or the cou-
pling strength, we can reach situations where two minima
at x/l0 = 0 and at x/l0 = g are added, like in the middle
part of Fig. 2 and also situations, where only the two
minima at the side remain and the one in the middle
vanishes, like in the bottom part of the 2 (this agrees
with Mozyrsky et al.24). Increasing bias voltage shifts
the steps in Fe apart, whereas increasing the coupling
constant minimises the distance. The positions of the
minima/steps are exact in the zero rate limit (ΓL → 0,
ΓR → 0) where the averaged occupation is step–like. For
finite rates, the steps smoothes out.
The form of the oscillator potential already hints to-
wards the phase space spanned by position 〈x〉 and mo-
mentum m〈x˙〉. In the absence of friction, the minima of
the potential correspond to the fixed points of the oscil-
lator motion.
C. Phase space portrait
The classical trajectory 〈xt〉 is obtained by neglecting
fluctuations due to the stochastic force ξt in (11); there-
fore the equation of motion reads
m〈x¨t〉+ 〈x˙t〉A[〈x〉](t) − Feff(〈xt〉) = 0. (18)
In Fig. 3 we show the effective potential and the fric-
tion, as well as the solutions of the classical equation of
motion in phase space without and with friction. The
rows correspond to three different voltages leading to the
three typical cases with one, three and two minima of
the potential (the latter case is investigated in24). The
initial conditions are chosen for each phase diagram sep-
arately in order to make the characteristic shapes visible.
The phase diagrams without friction follow directly from
the shape of the effective potential. The trajectories in-
cluding the friction follow the ones without friction for
a while until a position with a peak in the friction is
reached that produces a kink-like damping feature. The
friction causing the kinks is maximal, when the shifted
energy level εx is in resonance with the chemical poten-
tials µL,R = ±VBias/2 (Fig. 1), because at these points
the average occupation switches and the electronic fluc-
tuations and therewith the friction itself is very large.
Between its peaks the damping does not completely
vanish at finite bias, so all phase space trajectories end up
in spirals and reach stable fixed points after infinite time
(we have terminated all phase trajectories after the same
time). The position of the peaks (instable fixed points)
separates the stable fixed points. In the two minima case
(VBias/ω0 = 0.0 in Fig. 3) the left fixed point corresponds
to the zero occupied electronic level in Fig. 1 and the right
fixed point to the fully occupied level. For increasing bias
voltage, the friction splits and we obtain a third fixed
point in between, corresponding to the average occupied
state. For sufficiently high bias voltage (large transport
window) only the average occupied state survives.
Apart from the stable fixed points we also observe
saddle points that repell the trajectories near the kinks
where the damping is large. They result from the kinks
in the dot occupation (Fig. 2, right) and correspond to
the dotted lines in Fig. 1 and the bright V-structure in
Fig. 2, left. At large bias the saddle points move out of
the range of allowed positions, the same happens to the
peaks in the friction. At infinite bias the effective poten-
tial becomes a simple parabola and the friction vanishes
completely (this can be checked analytically).
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FIG. 3: Effective oscillator potentials (A), frictions A(x) (B) and the phase space portraits without (C) and with (D) friction
in units of ω0 and l0 with the parameters ΓL,R/ω0 = 0.7, εd/ω0 = 3.0 and g = 2.45 at zero temperature. From the bottom to
the top the values of the bias voltage (symmetric choice) read VBias/ω0 = 0.0/2.2/6.0 in correspondence to the three regions in
Fig. 2 (Right). The peaks of the friction are located at x = [εd∓VBias/2]/λ where the shifted level energies εx are in resonance
with the chemical potentials µL,R, cf. Fig. 1.
IV. DOUBLE QUANTUM DOT SYSTEM (DQD)
The DQD that we treat in this section consits of two
single dot levels coupled by a tunnel barrier. Again we
assume a coupling to a single bosonic mode. The total
Hamiltonian is composed of the oscillator part Hosc, cf.
eq. (8), the electronic part He and an interaction part
which describes the coupling between the oscillator and
the two dots. In contrast to the AHM, here the oscillator
couples to the difference of the occupation numbers with
the coupling strength λ. The total Hamiltonian therefore
reads
HDQD = He +Hosc − λx(dˆ†LdˆL − dˆ†RdˆR), (19)
containing the electronic part
He =
∑
kα
εkαcˆ
†
kαcˆkα +
∑
α
ναdˆ
†
αdˆα + Tcdˆ
†
LdˆR + T
∗
c dˆ
†
RdˆL
+
∑
kα
[
Vkαcˆ
†
kαdˆα + V
∗
kαdˆ
†
αcˆkα
]
. (20)
In this model, dˆ†α/dˆα denotes the creation/annihilation
operator of the αth (α ∈ {L,R}) dot. να designates the
corresponding level energy and Tc describes the tunnel
coupling matrix element between the two dots. Note that
we include no Coulomb interaction terms here.
The stationary average of the population difference
〈σz〉 corresponds to the electronic force operator Fˆ of
the generic model, eq. (1). The occupation of the αth
dot
〈nˆα〉 = −i 1
2pi
∫
dω G<α,α(ω) (21)
can be calculated by using Keldysh’s equation (C5), see
section C1. Therewith the occupation difference of the
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FIG. 4: Examination of the DQD system for various tunnel couplings Tc, increasing from left to right. Row A shows the results
of a fixed point analysis. ∆ corresponds to the determinant and τ to the trace of the Jacobian matrix. Rows B and C display
phace space portraits without and with friction. Explicit parameters are |Tc|
2 = 0.4; 0.43; 0.49; 1.0 ω20 . We used equal rates
ΓL = ΓR = 1.5ω0. For the chemical potentials we assumed µL = 1~ω0 and µR = −5~ω0. The dimensionless coupling constant
is chosen as g = 2.5, and the internal bias voltage as Vint = 5~ω0, wheras νL = −νR = eVint/2.
left/right dot follows from
〈σz〉 = 〈nL〉 − 〈nR〉
=
Γ
4pi
[ µL∫
−∞
dω
(ω − ν˜R)2 +
(
Γ
4
)2 − |TC |2
ω4 + 2Aω2 +B2
−
µR∫
−∞
dω
(ω − ν˜L)2 +
(
Γ
4
)2 − |TC |2
ω4 + 2Aω2 +B2
]
, (22)
with the abbreviations ν˜L,R = νL,R ∓ λx and
A = −[|Tc|2 + ν˜2L − (Γ/4)2], B = [|Tc|2 + ν˜2L + (Γ/4)2],
(23)
whereas we assumed ν˜R = −ν˜L. Calculating the integrals
leads to
〈σz〉 = Γ
4pi
∑
α∈L,R
[
2ν˜LI2(µα, A,B)
+ sgn(νανL)
{
I3(µα, A,B) +
(
ν˜2L + (Γ/4)
2 − |TC |2
)
I1(µα, A,B)
}]
.
(24)
They are expressed in terms of the auxiliary functions Ij
defined in appendix D.
A. Langevin equation
When applying the generic model, cf. eq. (5), to the
DQD Hamiltonian HDQD, we obtain the Langevin equa-
tion
mx¨t − Feff(xt) + x˙tA[x](t) = ξt (25)
7with the effective force Feff and the friction A[x](t). In
contrast to the AHM, the effective force is affected by
the population difference and not only by the occupation
number. Explicitly,
Feff(xt) = −mω20xt + λ〈σ˜z(t)〉, (26)
A[x](t) = 2λ2
∫ t
t0
dt′ t′ Im〈δσ˜z(t)δσ˜z(t′)〉. (27)
In appendix C 2 we derive the explicit expression for the
friction. In the case of infinite bias (IB) and ν˜R = −ν˜L
we obtain
AIB[x](t) = −8 |Tc|2 λ
2
Γ
ν˜L
ν˜2L + |Tc|2 + 5Γ
2
16(
ν˜2L + |Tc|2 + Γ
2
16
)3 . (28)
In contrast to the AHM the friction does not disappear
for infinite bias. The second difference that we can recog-
nise by regarding the prefactor ν˜L is that we obtain re-
gions where the friction is negative. The latter also holds
for the finite bias case.
The real part of the correlation function according to
the population difference σz = d
†
LdL − d†RdR determines
the correlation function of the stochastic force
〈ξtξt′〉 = λ22Re〈δσ˜z [x](t)δσ˜z [x](t′)〉, (29)
with fluctuation δσ˜z [x](t) = σ˜z [x](t) − 〈σ˜z [x](t)〉.
B. Fixed point analysis
The effective potential determines the behavior of the
oscillator trajectories in the phase space (〈p〉–〈x〉–plane),
as seen in section III B for the Anderson Holstein model.
In the following we examine the differential equation of
the system by studying its fixed points30,31. Some fur-
ther theoretical details of this kind of investigation are
explained in appendix C 3.
For the double dot we obtain the dynamical system
〈x˙t〉 = 1
m
〈pt〉
〈p˙t〉 = ω0
l0
[
−〈xt〉
l0
+ g〈σz(t)〉 − 〈pt〉
ω0l0
l20A[〈x〉](t)
]
.(30)
Fixed points occur under the condition 〈p˙t〉 = 〈x˙t〉 = 0,
i.e. 〈pt〉 = 0 and following from that, the fixed points
position coordinates are equal to the roots of the effective
force
Feff(〈xt〉) = −〈xt〉
l0
+ g〈σz(t)〉 = 0.
The Jacobian matrix is obtained from
J∗ =
(
0 1
ω0
l0
[
− 1l0 + g ∂∂〈xt〉 〈σz(t)〉
∣∣
〈x∗〉
]
−A[〈x∗〉]
)
evaluated at the fixed point 〈x∗〉, whereby 〈p∗〉 = 0.
Determinant ∆ and trace τ become
∆ =
ω0
l0
[
1
l0
− g ∂
∂〈xt〉 〈σz(t)〉
∣∣
〈x∗〉
]
, τ = −A[〈x∗〉].
(31)
The trace decides about the stability of a fixed point
and is equal to the negative friction here. For the case
without friction the trace is equal to zero, therefore only
centers occur in the phase plane. In the case with friction
the trace can be either positive or negative leading to
both, stable and unstable fixed points. For comparison
see Figure 4, where row A depicts the results of a fixed
point analysis.
The effective force Feff is plotted in the upper part
of each plot in row A together with trace and determi-
nant. Therewith the characteristics of the fixed points
are determined and it is possible to predict the shape of
the phase space portrait. In the lower parts of the plots
in row A these predictions are illustrated, fixed points
are marked by black lines. For small tunnel coupling Tc
(diagram A1) we obtain seven fixed points. These can
be characterised as three stable and one unstable spirals,
each seperated by one of the three saddle points. Sta-
ble spirals correspond to the different rest positions for
the oscillator and the saddle points to the points of in-
stable balance. Increasing the tunnel coupling leads to
five fixed points. In graph A2 we obtain a stable spiral
in the middle enclosed by two saddle points and followed
by a stable spiral on each side. In the diagrams A3 and
A4 the mean point changes to an unstable spiral. With
further increased tunnel coupling (A3) there remain only
three fixed points and for even higher values of Tc (A4)
the number of zeros in the effective force reduces to one.
For the oscillator the latter means that it is shifted to a
new rest position independent from its inital position.
C. Phase space portraits
In Figure 4 the rows B and C depict phase space por-
traits for the double dot system without and with fric-
tion. The four columns correspond to four different val-
ues of the tunnel coupling Tc. As initial condition, the
momentum was set to zero and the positions were chosen
in order to show the various shapes of the trajectories.
In the case without friction we recognize periodic cycles
which are stable and run around one or more fixed points.
These centers were also expected from the analysis in sec-
tion IVB. The fixed points correspond to certain states
of the double dot system. If the left dot is occupied
the rest position of the oscillator is shifted to the right
and correspondingly to the left for an occupied right dot.
These points turn to stable spirals when the friction is
turned on. The states when both dots are occupied or
empty correspond to the fixed point in the middle.
The lowermost row shows what happens when we in-
clude the friction in our calculations. In contrast to the
single dot system, here the friction has positive as well
8as negative values depending on the position of the os-
cillator. This means that the oscillator is either deceler-
ated or accelerated. Both can be interpreted as inelastic
jumps of the electrons, where energy is transfered be-
tween the electrons and the oscillator in both directions
like it has been observed in9. There, the authors consider
a resonator coupled to a superconducting single electron
transistor (SSET). As a result of the interplay of positive
and negative damping in a certain parameter range they
observed limit cycles and bistability in the phase plane,
in our work we obtain a likewise behaviour for the os-
cillator. In contrast to our semiclassical approximation
they investigate the Wigner function of the system with
numerical master equations. They compare these results
to a mean field evaluation of the expectation value of
the oscillator position31. For weak coupling the mean
field approach gives quantitatively correct results, and
for higher coupling it still describes the dynamics qual-
itatively correct. These results suggest that our use of
average oscillator positions and momenta is qualitatively
correct for a description of the oscillator instabilities.
Consider again row C in Figure 4, where the results
for the dynamics of the oscillator with friction are plot-
ted. The outer left and right stable spiral do not change
by increasing the tunnel coupling Tc. By contrast the
oscillator’s behaviour between these stable rest positions
changes a lot. In graph C1 we observe a stable and an
unstable spiral, like we expect from the fixed point anal-
ysis. In the neighbourhood of the unstable fixed point
the friction is negative, so the oscillator trajectory is re-
pelled and ends up in the right stable spiral. In diagram
C2 we recognize that the latter path becomes stable. The
limit cycle appears when the unstable spiral has disap-
peared and exists as long as the tunneling coupling is
in the range of 0.42 ≤ |Tc|2/ω20 ≤ 0.5. There we ob-
serve a bistability: as the initial position gets closer to
the fixed point the limit cycle turns into a stable spi-
ral. By further increasing Tc, the middle spiral becomes
unstable and a second limit cycle appears (C3). This
limit cycle with a smaller radius exists in the range of
0.49 ≤ |Tc|2/ω20 ≤ 0.54. For |Tc|/ω20 ≃ 0.49 the system
undergoes a Hopf bifurcation32, which happens when a
pair of complex eigenvalues from the dynamical system,
which determine the evolution in the phase plane, see
section C 3, cross the imaginary axis from the left to the
right half-plane. In other words, the trace τ changes
its sign and at the bifurcation point the eigenvalues are
purely imaginary λ1,2 = ∓i2
√
∆, see equation (C16). In
the last graph of row C both limit cycles have disappeared
and the oscillators path ends up in the left or right stable
point.
In our calculations we choose Γ = 3ω0, standing in
some contrast to our adiabatic approach, which implies
a slow oscillator (Γ ≫ ω0). If Γ ∼ ω0 the interaction
between the current and the oscillator is strongest10, be-
cause both act on the same timescale. Interesting effects
still appear with a slightly enlarged Γ like in our plots,
but for Γ≫ ω0 there remains only one stable spiral. This
means, that the oscillator rest position is shifted from its
ground position caused by the stochastic processes initi-
ated by the current. We presume that our approach is
useful also for a comparative fast oscillator and we will
accomplish further investigations with a non-adiabatic
approximation to reconsider our results.
V. SUMMARY
We have derived a stochastic equation of motion that
describes the dynamics of a single oscillator coupled to
an electronic environment out of equilibrium. We studied
two cases, namely the single dot level and double dot
(two–level) electronic system. For both cases we have
explained the features of effective potential and friction
for the ensemble averaged oscillator motion. The effects
we recognize fit well together with former works. In the
DQD model limit cycles and bistabilities appear.
Until now the master equation has been used for most
investigations of the oscillator behaviour in NEMS. We
have used a method that gives us access to regions where
the master equation has problems: we naturally include
finite bias, and arbitrary electron coupling to external
reservoirs.
We had to stay in a regime with a relatively fast oscil-
lator in order not to miss the interesting physical effects.
The validity of our method in this regime could still be
improved with a non-adiabatic calculation.
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Appendix A: Path integral representation of the
reduced density matrix
The reduced density matrix ρ(t) = trB χ(t), obtained
from the total density matrix χ(t) by tracing out the
bath degrees of freedom, describes the mechanic sub-
system Hosc, cf. (1). By using a factorising initial
condition χ(t0) = ρ(t0) ⊗ ρB the elements of the re-
duced density matrix can be expressed in a path integral
representation28,29
〈q|ρosc(t)|q′〉 =
∫
dq0 dq
′
0 〈q0|ρosc(t0)|q′0〉
×
∫ q(t)
q(t0)
Dq(τ)
∫ q′(t)
q′(t0)
D∗q′(τ) ei(Sq−Sq′ )F [q, q′](τ).
(A1)
Hereby Sq =
∫ t
t0
dt′
[
1
2mq˙
2
t′ − Vosc(qt′)
]
denotes the clas-
sical action in the path integral for eq. (A1) and the
9Feynman–Vernon influence functional is defined by
F [q, q′](t0, t) = trB
{
Uˆ †[q′](t, t0)Uˆ [q](t, t0)ρB
}
. (A2)
The time–evolution operators are defined by
Uˆ [q](t, t0) = T← exp
[− i ∫ t
t0
dt′ Hres[q](t′)
]
(A3)
corresponding to the reservoirs Hres[q](t) = He− Fˆ qt. In
the next step we establish an effective interaction picture
by
U˜ [q](t, t0) = e
iH0(t−t0) Uˆ [q](t, t0)
= T← exp
[− i ∫ t
t0
dt′ V˜ [q](t′)
]
,
V˜ [q](t) = eiH0(t−t0)V [q](t)e−iH0(t−t0). (A4)
Hereby the reservoir is decomposed in an unperturbed
part H0 = He − Fˆ x0 and the perturbation V [q](t) =
−Fˆ (tx˙0 + 12yt) and V [q′](t) = −Fˆ (tx˙0 − 12yt), where we
wrote xt ≈ x0 + tx˙0 using the adiabatic approximation
(4).
By using eq. (A4), the influence functional can be ex-
panded to second order in perturbation theory. Denoting
〈 · 〉 = trB{ρB · }, V˜ ′1 := V˜ [q′](t1) and V˜1 := V˜ [q](t1), the
Feynman–Vernon influence functional reads
F [q, q′](t0, t) = 〈U˜ [q′](t, t0)U˜ [q](t, t0)〉
= 〈[T→ ei ∫ tt0 dt1 V˜ ′1 ][T← e−i ∫ tt0 dt1 V˜1]〉
= 1 + i
∫ t
t0
dt1 〈V˜ ′1 − V˜1〉
+
∫ t
t0
dt1
∫ t1
t0
dt2 〈(V˜ ′1 − V˜1)V˜2 − V˜ ′2(V˜ ′1 − V˜1)〉. (A5)
When plugging in the definition of the perturbation (in-
teraction picture) and taking into account that the force
operator Fˆ is hermitian, we obtain
F [x+ y/2, x− y/2](t0, t) = 1 + i
∫ t
t0
dt1 yt1
×
[
〈F˜ (t1)〉 − 2x˙0
∫ t1
t0
dt2 t2 Im〈F˜ (t1)F˜ (t2)〉
]
−
∫ t
t0
dt1
∫ t1
t0
dt2 yt1 Re〈F˜ (t1)F˜ (t2)〉yt2 . (A6)
Performing a cluster expansion33, the influence func-
tional can be expressed in terms of the influence phase
Φ[x, y](t0, t) ≡
− lnF [x+ y/2, x− y/2](t0, t) = −i
∫ t
t0
dt1 yt1
×
[
〈F˜ (t1)〉 − 2x˙0
∫ t1
t0
dt2 t2 Im〈δF˜ (t1)δF˜ (t2)〉
]
+
∫ t
t0
dt1
∫ t1
t0
dt2 yt1 Re〈δF˜ (t1)δF˜ (t2)〉yt2 , (A7)
whereby δF˜ (t) = F˜ (t) − 〈F˜ (t)〉 denotes the fluctuation
around 〈F˜ (t)〉. This equation can be easily verified by ex-
panding the exponential exp[−Φ[x, y](t0, t)] to second or-
der in perturbation theory and comparing with eq. (A6).
Together with the classical action, we define an effec-
tive action functional by
A[x, y](t0, t) := Sx+y/2 − Sx−y/2 + iΦ[x, y](t0, t)
=
∫ t
t0
dt1
[
mx˙1y˙1 − Vosc(x1 + y1
2
) + Vosc(x1 − y1
2
)
]
+ iΦ[x, y](t0, t), (A8)
whereby the reduced density matrix expressed in terms
of the new variables, eq. (3), reads
〈x+ y
2
|ρ(t)|x − y
2
〉 =
∫
dx0 dy0 〈x0 + y0
2
|ρ(t0)|x0 − y0
2
〉
×
∫ x(t)
x(t0)
Dx(τ)
∫ y(t)
y(t0)
D∗y(τ) eiA[x,y](t0,t). (A9)
In a semiclassical approach we assume small deviations
of the off–diagonal trajectories y from the diagonal ones.
Thus the potential difference leads in second order in y
to
Vosc(x1 +
y1
2
)− Vosc(x1 − y1
2
) = V ′osc(x) +O(y3).
(A10)
This approximation is exact for quadratic potentials, as
we treat in this paper. Furthermore, with the boundary
conditions y(t0) = y(t) = 0 and integration by parts the
effective action functional is quadratic in y,
A[x, y](t0, t) = −
∫ t
t0
dt1 y1
[
mx¨1 + V
′
osc(x1)− 〈F˜ (t1)〉
+ 2x˙0
∫ t1
t0
dt2 t2 Im〈δF˜ (t1)δF˜ (t2)〉
]
+ i
∫ t
t0
dt1
∫ t1
t0
dt2 y1Re〈δF˜ (t1)δF˜ (t2)〉y2]
≡ −
∫ t
t0
dt1 y1K1[x] +
i
2
∫ t
t0
dt1
∫ t1
t0
dt2 y1L1,2[x]y2.
(A11)
Completing the square of the integral kernel29∫
D∗y exp{iA[x, y]}, the resulting path integral de-
scribes a stochastic process with Langevin equation
Kt[x] = mx¨t + V
′
osc(xt)− 〈F˜ (t)〉
+ 2x˙0
∫ t
t0
dt′ t′ Im〈δF˜ (t)δF˜ (t′)〉 = ξt (A12)
with ξt a Gaussian stochastic force. To obtain a selfcon-
sistent equation of motion, we finally replace x0 by xt.
This substitution concerns also the unperturbed Hamil-
tonian which leads to H0 → He − Fˆ xt. The Langevin
10
equation then reads
mx¨t + V
′
osc(xt)− 〈F˜ (t)〉
+ 2x˙t
∫ t
t0
dt′ t′ Im〈δF˜ (t)δF˜ (t′)〉 = ξt. (A13)
The term quadratic in y in eq. (A11) determines the cor-
relation function of the stochastic force,
〈ξtξt′〉 = 2Re〈δF˜ (t)δF˜ (t′)〉. (A14)
Appendix B: Green’s functions of the single dot
The single dot lesser Green’s function without coupling
in energy space is34
G<(ω) = i
ΓLfL(ω) + ΓRfR(ω)
(ω − εx)2 + Γ2/4 . (B1)
Here we have used the adiabatic approximation for the
center of mass coordinate, thus the coupling to the os-
cillator simply shifts the level εd by λ〈x〉, so we have to
replace εd by the shifted energy εx = εd − λ〈x〉. The
greater Green’s function is correspondingly
G>(ω) = −iΓL[1− fL(ω)] + ΓR[1− fR(ω)]
(ω − ε˜)2 + Γ2/4
= G<(ω)− i Γ
(ω − ε˜)2 + Γ2/4 . (B2)
Hereby fα(ω) = f(ω−µα) = 1/[exp{β(ω−µα)}+1] de-
note Fermi functions with lead index α, inverse temper-
ature β and chemical potential µα. The time-dependent
Green’s functions are obtained by Fourier transformation
as G≶(t) =
∫
dω
2pi e
−iωtG≶(ω). In the zero–temperature
limit we have to replace fα(ω) = Θ(µα − ω). Then for
t 6= 0 an integration leads to
G≶(t) =
e−iε˜t
2pi
∑
α
Γα
Γ
[
− e+Γ/2|t| E1
{
[iΩα sgn(t) + Γ/2]|t|
}
sgn(t)
+ e−Γ/2|t| E1
{
[iΩα sgn(t)− Γ/2]|t|
}
sgn(t)
± 2piie−Γ/2|t|Θ(±Ωα)
]∣∣∣∣
Ωα=µα−εx
, (B3)
where the first exponential integral is defined by
E1(x) =
∫ ∞
1
dt
e−xt
t
. (B4)
For the case t = 0 the lesser Greens function reads
−iG<(t = 0) = 1
2pi
∫ ∞
−∞
dω
∑
α
ΓαΘ(µα − ω)
(ω − ε)2 + Γ2/4
=
1
2
− 1
pi
∑
α
Γα
Γ
arctan
[ 2
Γ
(ε˜− µα)
]
.
(B5)
For finite temperature one has to regard Fermi func-
tions instead of the Heaviside theta function. By virtue
of the residue theorem one finds
−iG<(t = 0)
=
1
2
− 1
pi
∑
α
Γα
Γ
ImΨ
(
1
2
+
βΓ
4pi
+ i
β(ε˜− µα)
2pi
)
,
(B6)
with the digamma function Ψ.
Appendix C: Characteristics and calculations for the
double dot
1. Green’s function of the DQD
The Green’s functions in the frequency domain accord-
ing to the Hamiltonian in equation (19) is derived via the
equation of motion method. There the Green’s function
G is defined as resolvent of the Hamiltonian H0 via
(ω1 −H0)G(ω) = 1 (C1)
Denoting the bath states with |φλ〉 = |λ〉 the previous
equation yields
〈λ|(ω1 −H0)G(ω)|λ′〉 = δλ,λ′ (C2)
Taking the matrix elements and inserting the Hamilto-
nian leads to a set of equations, from whom the Green’s
functions are derived.
Here, the electron-phonon coupling is described adiabat-
ically, so the interaction part HSB came in by shifting
the dot level energies νL,R → ν˜L,R with ν˜L,R = νL,R∓λx.
Finally the dot Green’s function is given through
GD(ω) =
(
GLL(ω) GLR(ω)
GRL(ω) GRR(ω)
)
with the elements
GLL(ω) =
ω − ν˜R − ΣR(ω)
[ω − ν˜L − ΣL(ω)] [ω − ν˜R − ΣR(ω)]− |Tc|2
GRR(ω) =
ω − ν˜L − ΣL(ω)
[ω − ν˜L − ΣL(ω)] [ω − ν˜R − ΣR(ω)]− |Tc|2
GLR(ω) =
Tc
ω − ν˜L − ΣL(ω) GRR(ω)
GRL(ω) =
T ∗c
ω − ν˜R − ΣR(ω) GLL(ω) (C3)
Hereby we introduced the self energy Σα, (α ∈ R,L) cor-
responding to the left or the right dot with
Σα(ω) =
∑
k
|Vkα|2 gkα,kα(ω). (C4)
gkα,kα is the undisturbed Green’s function for the leads.
We derive the associated retarded and the advanced
Green’s function by using the continuation rules
G(ω ± i0+)→ GR,A(ω)
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The derivation of the lesser/greater Green’s function is
taking usage of the Keldysh equation:
G
≶
αβ =
∑
γ
GRα,γ(ω) Σ
≶
γ (ω) G
A
γ,β(ω) (C5)
whereas we assume both dots initially unoccupied. The
lesser/greater self energy follows from
Σ≶γ (ω) =
∑
k
|Vkγ |2 g≶kγ,kγ(ω),
⇒ Σ<γ (ω) = iΓγ(ω) fγ(ω),
Σ>γ (ω) = −iΓγ(ω) [1− fγ(ω)] . (C6)
2. Calculation of the friction for the DQD
The friction is determined by the imaginary part of the
correlation function of the double dot. From equation
(27), we start with expressing the correlation function
through Green’s functions and use their Fourier trans-
forms:
A[x](t)
= 2λ2
∑
α,β
[2δα,β − 1]
∫
dt′ t′
1
2i
∗
[
G<βα(t
′ − t)G>αβ(t− t′)−G<βα(t− t′)G>αβ(t′ − t)
]
=
λ2
pi
Im
∑
α,β
[2δα,β − 1]
∫
dω1
∫
dω2G
<
βα(ω1)∗
G>αβ(ω2)e
i(ω1−ω2)t(−i) ∂
∂ω2
∫
dt′
2pi
e−i(ω1−ω2)t
′
=
λ2
pi
∑
α,β
[2δα,β − 1]
∫
dωG<βα(ω)
∂
∂ω
G>αβ(ω). (C7)
In the last step a term was identified as the derivative of
Dirac’s delta, this result agrees with the solution in the
work by Mozyrsky et al.24.
The lesser/greater Green’s function Keldysh equation fol-
low from the Keldysh equation (C5) and we consider the
tunneling rates to be frequency independent, therefore
the self energies are (T = 0):
Σ<γ (ω) = iΓγ Θ(µγ − ω),
Σ>γ (ω) = −iΓγ Θ(ω − µγ). (C8)
Because of the lengthy calculation, we just outline the
calculation for the LL-term TLL. The other terms
(TRL, TLR and TRR) can be derived in a similar way. Here,
the product of retarded and advanced Green’s functions
equates the squared modulus of Gα,β, so we can write
GRLL(ω) G
A
LL(ω) = |GRLL(ω)|2 = |GALL(ω)|2,
GRLR(ω) G
A
RL(ω) = |GRLR(ω)|2 = |GARL(ω)|2. (C9)
For simplicity in the following we omit the superscript of
the retarded Greens function and abbreviate the moduli
by
|GLL(ω)|2 ≡ |GRLL(ω)|2, |GLR(ω)|2 ≡ |GRLR(ω)|2.
We obtain for the first term of the friction
TLL =
∫
dω
[
G<LL(ω)
∂
∂ω
G>LL(ω)
]
=
Γ2
4
∫
dω
[
|GLL(ω)|2Θ(µL − ω) + |GLR(ω)|2Θ(µR − ω)
]
∗[[
∂
∂ω
|GLL(ω)|2
]
Θ(ω − µL) + |GLL(ω)|2δ(ω − µL) +
[
∂
∂ω
|GLR(ω)|2
]
Θ(ω − µR)|GLR(ω)|2δ(ω − µR)
]
.
(C10)
Some parts of the integration terms can directly be eval-
uated with the help of the delta and Heavyside functions.
By choosing the condition µL > µR, we get rid of a case
distinction, which would be necessary for two product
terms which included a delta-function. After performing
also an integration by parts, we arrive at
TLL = Γ
2
8
[
|GLL(µL)|4 + |GLR(µR)|4 −
2 |GLL(µL)|2 |GLR(µL)|2 + 4 |GLL(µR)|2 |GLR(µR)|2 +
4
µL∫
µR
dω |GLL(ω)|2
[
∂
∂ω
|GLR(ω)|2
]]
. (C11)
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In the following the Green’s functions, derived in sec-
tion C 1, were inserted, whereas we assume equal tunnel-
ing rates for the left and the right side, ΓL = ΓR =
1
2Γ.
Then a number of integrations by parts is performed to
dispose of the derivation in the integral term. So we ob-
tain a closed expression, whereas N(ω) abbreviates the
denominator of the Green’s function
TLL = Γ
2
8
[[
(µL − ν˜R)2 + Γ216
]2
N(µL)2
+
|Tc|4
N(µR)2
+
2 |Tc|2
[
(µR − ν˜R)2 + Γ216
]
N(µR)2
− 4 |Tc|2
µL∫
µR
dω
(ω − ν˜R)
N(ω)2
]
.
(C12)
In an analogue way the other terms in (C7) can be de-
rived, and finally the solution for the friction is
A[x](t) =
λ2
pi
Γ2
8
[[
(µL − ν˜R)2 + Γ216
]2
N(µL)2
+
[
(µR − ν˜L)2 + Γ216
]2
N(µR)2
+
|Tc|4
N(µL)2
+
|Tc|4
N(µR)2
+ 2 |Tc|2
[
(µR − ν˜R)2 + Γ216
]
N(µR)2
−2 |Tc|2
[
(µL − ν˜R)2 + Γ216
]
N(µL)2
− 4 |Tc|2
[
(µR − ν˜R)(µR − ν˜L)− Γ216
]
N(µR)2
− 8 |Tc|2 (ν˜L − ν˜R)
µL∫
µR
dω
1
N(ω)2
]
.
(C13)
With the Assumption ν˜R = −ν˜L we get:
N(ω) = ω4 + 2Aω2 +B2,
with A = −(ν˜2L + |Tc|2 − Γ2/16),
B = ν˜2L + |Tc|2 + Γ2/16, (C14)
and the integral in equation (C13) is given trough
I4(A,B) in section D.
3. Fixed point analysis for the double dot
The fixed points of a nonlinear two dimensional system
can be investigated with standard methods for linear dy-
namical system32.
The general solution for a two dimensional linear system
x˙ = A x is
x(t) = c1e
λ1tv1 + c2e
λ2tv2 (C15)
and so determined by the eigenvalues λ1,2 of the matrix
A. The constants c1,2 depend on the initial conditions
and v1,2 are eigenvectors.
The eigenvalues can be obtained from
λ1,2 =
1
2
(τ ±
√
τ2 − 4∆), (C16)
thereby τ corresponds to the trace and ∆ to the deter-
minant of A. These two qualities determine the evolution
of the trajectories in the phase plane.
For a fixed point x∗ the condition x˙ = 0 must be ful-
filled. Various classes of fixed points exist, whereas the
determinant ∆ decides which kind of point appears. In
case of saddle points the determinant is negative and it
is positive for spirals or nodes. The difference between a
spiral and a node is that for the second one the eigenval-
ues have no imaginary part.
The trace τ defines the stability of nodes and spirals,
this is caused by the fact that τ determines the sign of
the eigenvalue’s real part, for instance with negative real
part decaying oscillations occur and the fixed point is sta-
ble, see equation (C15). There also exist some borderline
cases, whereas the centers are the most significant ones,
they occur when the trace is equal to zero.
This analysis can be assigned to a two dimensional non-
linear system x˙ = f(x). By assuming a small disturbance
u = x−x∗ from a fixed point, we can invest if this distur-
bance grows or decays by performing a Taylor expansion
u˙1 = f1(x
∗
1, x
∗
2) + u1
∂f1
∂x1
∣∣
x∗
1
+ u2
∂f1
∂x2
∣∣
x∗
2
+ h.t.
u˙2 = f2(x
∗
1, x
∗
2) + u1
∂f2
∂x1
∣∣
x∗
1
+ u2
∂f2
∂x2
∣∣
x∗
2
+ h.t.
(C17)
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The first term is zero and higher terms (h.t.) can be ne-
glected because the disturbance is small. So we get a
linearised system u˙ = J∗u, containing the Jacobi matrix
J∗ evaluated at the fixed point coordinates. The above
explained analysis can be performed for this system. This
is valid as long no borderline cases occur, then the higher
terms may be more important.
Appendix D: Auxiliary integrals (DQD)
I1(µ,A,B) =
∫ µ
−∞
dω
1
ω4 + 2Aω2 +B2
=
1
2
√
A2 −B2
[
+
1√
A−√A2 −B2
arctan
( µ√
A−√A2 −B2
)
− 1√
A+
√
A2 −B2
arctan
( µ√
A+
√
A2 −B2
)
+
pi
2
(√
1
A−√A2 −B2 −
√
1
A+
√
A2 −B2
)]
,
I2(µ,A,B) =
∫ µ
−∞
dω
ω
ω4 + 2Aω2 +B2
=
1
2
√
A2 −B2
[
+
1
2
ln
(
µ2 +A−
√
A2 −B2)
− 1
2
ln
(
µ2 +A+
√
A2 −B2)],
I3(µ,A,B) =
∫ µ
−∞
dω
ω2
ω4 + 2Aω2 +B2
=
1
2
√
A2 −B2
[
−
√
A−
√
A2 −B2 arctan ( µ√
A−√A2 −B2
)
+
√
A+
√
A2 −B2 arctan ( µ√
A+
√
A2 −B2
)
− pi
2
(
1√
1
A−√A2−B2
− 1√
1
A+
√
A2−B2
)]
,
I4(A,B) =
∫
dω
1
[ω4 + 2Aω2 +B2]
2
=
1
8B2(B2 −A2)
[
2ω(B2 − 2A2 −Aω2)
B2 + 2Aω2 + ω4
−
(A2 − 3B2 +A
√
A2 −B2) arctan ω√
A−√A2−B2√
A2 −B2
√
A−√A2 −B2
+
(A2 − 3B2 −A
√
A2 −B2) arctan ω√
A+
√
A2−B2√
A2 −B2
√
A+
√
A2 −B2
]
. (D1)
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