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Abstract
We classify all Mathieu subspaces of Matn(K) of codimension less than
n, under the assumption that charK = 0 or charK ≥ n.
More precisely, we show that any proper Mathieu subspace of Matn(K)
of codimension less than n is a subspace of {M ∈ Matn(K) | trM = 0}
if charK = 0 or charK ≥ n. On the other hand, we show that every
subspace of {M ∈ Matn(K) | trM = 0} of codimension less than n in
Matn(K) is a Mathieu subspace of Matn(K) if charK = 0 or charK ≥
n+ 1.
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1 Introduction
The notion of Mathieu subspaces has been introduced by W. Zhao in [Zha2].
The usefulness of this notion has been proven by the many notorious open
problems that has been formulated in terms of it. For more information about
Mathieu subspaces in general, see [Zha2], [Zha3], [Zha1] and the references
therein. See also [vdE] for the connection between Mathieu subspaces and the
Image Conjecture.
In this paper, we study Mathieu subspaces over a field K of Matn(K): the
n-dimensional matrix ring over K. But let us first give the general definition of
Mathieu subspaces.
Definition 1.1 (following [Zha3, Def. 1.1] and [Zha3, Def. 1.2]). Let M be an
R-subspace (R-submodule) of an associative R-algebra A. Then we call M a
ϑ-Mathieu subspace of A if the following property holds for all a, b, c ∈ A such
that am ∈M for all m ≥ 1:
(i) bam ∈M when m≫ 0, if ϑ = “left”;
(ii) amc ∈M when m≫ 0, if ϑ = “right”;
(iii) bam, amc ∈M when m≫ 0, if ϑ = “pre-two-sided”;
(iv) bamc ∈M when m≫ 0, if ϑ = “two-sided”.
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As you can see, there are four different types of Mathieu subspaces. However,
for Mathieu subspaces over a field K of Matn(K), it is a nice exercise to show
that the last two types coincide, e.g. by using theorem 6.1 in the last section.
In this last section, we look at radicals of Mathieu subspaces. Those radicals
play an important role in the study of Mathieu subspaces, see the references in
the first paragraph of the current section.
But the radical can be taken for any subset S of the whole space A, not only
for Mathieu subspaces. The radical r(S) of S is just the set {a ∈ A | am ∈ S for
all m≫ 0}.
In [Zha3, Th. 5.1], Zhao classifies all Mathieu subspaces of codimension
one of Matn(K). Zhao proved that the subspace H of Matn(K) consisting of all
matrices with trace zero is the only candidate, and that H is indeed a ϑ-Mathieu
subspace of Matn(K), if and only if charK = 0 or charK ≥ n+ 1.
A. Konijnenberg proved in his Master’s thesis [Kon] that for Mathieu sub-
spaces of codimension two of Matn(K), K-subspaces of H are the only possible
candidates, under the assumption that n ≥ 3, see [Kon, Th. 3.4]. By taking a
one-sided ideal, one can see that this assumption is necessary for the one-sided
cases. But the following result shows that the assumption n ≥ 3 cannot be
omitted either in the two-sided case, see also [Kon, Th. 3.10].
Proposition 1.2. Let K be a field such that p := charK = 0 or p = charK ≥
n. Suppose that K ≇ Fp in the case where p ∈ {n, n + 1}. Take a = 1 if
p /∈ {n, n+ 1} and take a ∈ K \ Fp if p ∈ {n, n+ 1}. Then the subspace
M :=
{
M ∈Matn(K)
∣∣ Mn1 =Mn2 = · · · =Mn(n−1) = 0 = trM + aMnn}
of Matn(K) is a two-sided Mathieu subspace of Matn(K).
Proof. On account of [Zha3, Lem. 4.1] and [Zha3, Cor. 4.3], it suffices to show
that M has no nontrivial idempotent. Hence assume that E ∈ M is a nonzero
idempotent. Since En1 = En2 = · · · = En(n−1) = 0, we see that the trailing
principal minor matrix Enn of size 1 of E is an idempotent as well.
By looking at Jordan normal forms, we see that the rank and the trace of an
idempotent matrix overK are equal withinK. Hence trE = rkE ∈ {1, 2, . . . , n}
and Enn ∈ {0, 1}. It follows that
0 = trE + aEnn ∈ {1, 2, . . . , n}+ {0, a} (1)
within K. If p = 0 or p ≥ n+ 2, then a = 1 and n + a < n + 2, so (1) cannot
be satisfied. Hence p ∈ {n, n+ 1} and a /∈ Fp. From (1) and a /∈ Fp, it follows
that Enn = 0, so trE = rkE < n. This contradicts (1), because p ≥ n.
If K is closed under taking square root and charK 6= 2, then the above propo-
sition gives all two-sided Mathieu subspaces of Mat2(K) of (co)dimension two
which are not contained in H up to linear conjugation, except that a may be
any element of K such thatM * H and the left hand side of (1) is not contained
in the right hand side of (1), i.e.
a 6= 0 and 0 /∈ {1, 2}+ {0, a} in K
respectively, which comes down to that a /∈ {−2,−1, 0} in K. This has been
proved by Konijnenberg in [Kon, Th. 3.10].
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Example 3.11 in [Kon] shows that the codimension n case seems quite dif-
ficult. Hence we shift our focus to subspaces of Matn(K) of codimension less
than n from now on. But let us first say something about subspaces of H .
Lemma 1.3. Assume M is a subspace of Matn(K) such that trM = 0 for all
M ∈M. Then for
(1) charK = 0 or charK ≥ n+ 1,
(2) charK = 0 or charK ≥ n and In /∈M,
(3) Every element of r(M) is nilpotent,
(4) M is a two-sided Mathieu subspace,
we have (1) ⇒ (2) ⇒ (3) ⇒ (4).
Proof. If charK = 0 or charK ≥ n+1, then tr In = n 6= 0 in K. This gives (1)
⇒ (2). Since (3)⇒ (4) follows directly from the definition of Mathieu subspace,
(2) ⇒ (3) remains to be proved.
So assume that A ∈ r(M). Then there exists an N such that Am ∈M for all
m ≥ N . Now let B be the Jordan normal form of AN (or any other triangular
matrix that is linearly conjugate to AN ). Then trBm = trAmN = 0 for all
m ≥ 1. Let β be the diagonal of eigenvalues of B. Then
∑n
i=1 β
m
i = 0 for all
m.
Using the Newton identities on the eigenvalues of B, we get that the eigen-
value polynomial of B is of the form tn+(−1)n detB if charK = 0 or charK ≥ n
(where detB = 0 in case charK = 0 or charK ≥ n + 1). From the Cayley-
Hamilton theorem, we deduce that Bn + (−1)n(detB)In = 0. It follows that
Bn and hence also AnN is a multiple of In. So either In ∈M or AnN = 0. This
gives (2) ⇒ (3).
Our main theorem, theorem 1.4 below , is that we indeed have M ⊆ H if the
codimension is less than n, provided the base field K is large enough. Sections
3 to 5 will be devoted to the highly technical proof of theorem 1.4. But first,
we will give a rough sketch of this proof in the next section.
Theorem 1.4. Let K be a field. Assume M is a proper Mathieu subspace of
any type of Matn(K) of codimension less than min{n,#K}. Then trM = 0
for all M ∈ M. In particular, every element of r(M) is nilpotent and M is a
two-sided Mathieu subspace if charK = 0 or charK ≥ n.
Using theorem 1.4, we can classify all Mathieu subspaces of Matn(K) of codi-
mension less than n, under the assumption that charK = 0 or charK ≥ n.
Corollary 1.5. Let K be a field such that charK = 0 or charK ≥ n. Then
for a proper K-subspace M of Matn(K) of codimension less than n, M is a
Mathieu subspace of any arbitrary type of Matn(K), if and only if trM = 0 for
all M ∈M, and either charK 6= n or In /∈M.
Proof. The ‘if’-part follows from lemma 1.3. To show the ‘only if’-part, suppose
that M is a proper K-subspace of codimension less than n of Matn(K). Since
#K ≥ charK ≥ n if #K < ∞, it follows that #K ≥ n in any case and that
the codimension of M is less than min{n,#K}. So trM = 0 for all M ∈M on
account of theorem 1.4. Since In is not nilpotent and In is contained in r(M)
as soon as it is contained in M, it additionally follows from theorem 1.4 that
In /∈M, which completes the ‘only if’-part.
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2 Sketch of the proof of theorem 1.4
Suppose that M is a subspace of codimension c of Matn(K). Then the matrices
C ∈ Matn(K) such that trCM = 0 for all M ∈ M, which we call constraints
of M, form a subspace of dimension c of Matn(K). Write C for this space of
constraints of M.
Write r(C) for the largest submatrix above the diagonal of C ∈Matn(K)
with r rows. So r(C) has n − r columns, corresponding to columns r + 1,
r+2, . . . , n of C. Notice that trCM is the sum of the entries of the Hadamard
product of C and the transpose M t of M . So the entries of r(C) act as
coefficients for the entries of r(M
t) and its transpose, which we call n−r(M).
So n−r(M) is the largest submatrix below the diagonal ofM ∈Matn(K) with
r columns or n− r rows.
The reason for using the formula trCM = 0 in the definition of constraint,
instead of the sum of the entries of the Hadamard product, is that when we
replace M by the isomorphic space T−1MT for some T ∈ GLn(K), the corre-
sponding space of constraints C gets replaced in a similar manner, namely by
T−1CT .
In theorem 3.1, it is shown that M has idempotents of the forms
(
Ir ∅
∗ ∅
)
and
(
∅ ∅
∗ In−r
)
if r is injective on C, after which theorem 1.4 is proved. The idea behind
theorem 3.1 is more or less the following. We fix an arbitrary idempotent matrix
E of one of both forms. Now for each nonzero C ∈ C, we want to have trCE = 0.
Since r(C) is not the zero matrix, we can obtain trCE = 0 for some C ∈ C by
only changing the submatrix n−r(E) of E. The proof of theorem 3.1 shows
that this can be done for all nonzero C ∈ C simultaneously, so that E can be
changed into an idempotent of M by only changing the submatrix n−r(E) of
E.
The hard part of the proof of theorem 1.4 is the proof of theorem 3.3. This
theorem claims that under certain conditions, among which In /∈ C, we can
indeed obtain injectivity of r on C for some r by way of linear conjugation.
This conclusion leads to a contradiction in the proof of theorem 1.4, so that
In /∈ C can be ruled out. So we get In ∈ C, which is equivalent to the main
conclusion of theorem 1.4: trM = 0 for all M ∈M.
More precisely, the assertion of theorem 3.3 is the following. If we have
In /∈ C besides certain conditions that are implied by those of theorem 1.4, then
after replacing C by T−1CT for an appropriate T ∈ GLn(K), there exists an
r with 1 ≤ r ≤ n − 1, such that r(C) is not the zero matrix for all nonzero
C ∈ C. We will even obtain a stronger conclusion: all nonzero entries of the
rightmost nonzero column of any nonzero C ∈ C are in r(C).
More formally, let B′ ∈ Matn({0, 1}) be the binary matrix, which is 1 on
some spot, if and only if some element of C has a rightmost nonzero entry at
that spot. Then we will obtain that all entries 1 of B′ are in r(B
′). For that
purpose, we apply a conjugation process on the space of constraints, but not on
C directly. In order to get the conjugation process in the way we want, we add
the identity to C by defining Cn = C⊕KIn, and apply the conjugation process
on Cn.
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We can easily reason out In afterwards, because In is not affected by con-
jugations. Namely, if we define B ∈ Matn({0, 1}) as the binary matrix, which
is 1 on some spot, if and only if some element of Cn has a rightmost nonzero
entry at that spot, then we will obtain that all entries 1 of B except Bnn = 1
are in r(B). We have Bnn = 1 because In ∈ Cn. With that, we have the
only difference with B′, so that B′ = B − enetn, where ei is the i-th standard
basis unit vector as a column vector. In theorem 4.1, we prove that we can
obtain several properties for B, which we discuss below. Under the conditions
of theorem 1.4, these properties imply that all entries 1 of B except Bnn are in
r(B).
Since we want the rightmost nonzero column of nonzero C ∈ C to have some
property, we define Ck as the space of C ∈ Cn for which the rightmost nonzero
column has index at most k, where the index of the rightmost nonzero column
of the zero matrix is 0. So C0 only contains the zero matrix, and Cn is correctly
defined into itself. Now we can define B ∈ Matn(K) alternatively by Bik = 1,
if and only if Cik 6= 0 for some C ∈ Ck. This is equivalent to that vi 6= 0 for
some v ∈ K×n which is k-th column of some matrix in Ck.
So the subspace formed by the k-th columns of matrices in Ck, which is
isomorphic to Ck/Ck−1, plays a crucial role. We will denote this subspace of Ck
as Ckek, where ek is the k-th standard basis unit vector. More generally, we
define
Ckv := {Cv | C ∈ Ck} (v ∈ K
×n)
The dimension of Ckv does not exceed n and neither exceeds dimCk. If K is
infinite, then we take for dk the maximum dimension that a space of the form
Ckv can have. In general, we first replace K by an infinite extension field L of
K, which is done by taking the tensor product over K of L and Ck, and next
take v ∈ L×n.
So dk is the maximum dimension that a space of the form (L ⊗K Ck) · v
can have, where v ∈ L×n. Our choice of dk is highly ambiguous, but lemma 5.2
shows that dk is still uniquely determined. For the actual definition of dk, which
is not ambiguous, we take L = K(x) and v = x, where x = (x1, x2, . . . , xn). In
any case, we have dk ≥ max{dimCkv | v ∈ K×n} ≥ dimCkek.
In the proof of theorem 4.1, we arrange the required properties for B by way
of linear conjugation of Cn. In order to do that, we additionally ensure that
we get dk = dimCkek for each k. We achieve this by doing the following
for k = n, n − 1, . . . , 1, in that order. We first choose a v ∈ K×n such that
dk = dimCkv. If #K ≥ dk, then such a v indeed exists, and if #K > dk, then
we can additionally choose v such that vk = 1 (see lemma 5.3). Next, we choose
T ∈ GLn(K) such that the k-th column Tek of T equals v, and replace Cn by
T−1CnT .
By choosing T properly (namely equal to the identity matrix at the right of
the k-th column), Ck gets replaced by T
−1CkT , so that Ckek gets replaced by
T−1CkTek = T
−1Ckv, which is isomorphic to Ckv (see (ii) of lemma 5.4). This
is how dk = dimCkek is obtained, but what we ignore here is the problem, that
dj = dimCjej for j > k and possibly some other properties which B already
satisfies, should not be affected. Such preservation problems, which we will
mostly ignore in this section, makes the proof of theorem 4.1 highly technical
in nature.
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One of these preservation problems can be solved if we can take vk = 1,
because in that case, we can choose T equal to the identity matrix outside its
k-th column v. If we additionally take vk+1 = vk+2 = · · · = vn = 0, which is
also possible, then the j-th column of B will be preserved for all j > k, provided
this j-th column of B is decreasing above the diagonal (see the proof of (ii) of
theorem 4.1).
Once we have dk = dimCkek in theorem 4.1, we additionally have that B is
increasing in every row, provided #K ≥ dn (this is shown in (ii) of lemma 4.3,
where lemma 5.2 is used to obtain the condition of lemma 4.3).
Write bj for the number of ones in column j of B. Another property to
arrange is that bk = dimCkek as well as dk = dimCkek, and lemma 4.2 tells us
that for this purpose, Ckek should be spanned by standard basis unit vectors.
We do this by taking L ∈ GLn(K) lower triangular, such that LCkek is spanned
by standard basis unit vectors. Since L is lower triangular and invertible, we
can prove that Ckek is replaced by LCkek if Cn is replaced by LCnL
−1 (see (ii)
of lemma 5.4). So Ckek will be spanned by standard basis unit vectors after this
replacement.
If #K > min{dn−1, n − 1}, then we must additionally obtain that every
column of B is increasing above the diagonal. If Ckek is spanned by standard
basis unit vectors, then there exists a permutation P such that PCkek is spanned
by the first dimCkek standard basis unit vectors. But if we replace Cn by
PCnP
−1, then property dj = dimCjej could be affected for some j > k, as well
as several properties that B satisfies.
For this reason, we take P such that only the first k− 1 coordinates of Ckek
are permuted. These coordinates correspond to the part above the diagonal of
the k-th column of B. If we replace Cn by PCnP
−1, then Ckek will be replaced
by PCkek (see (ii) of lemma 5.4). In order to preserve properties of B, P and
also L only act on coordinates i such that Bij = 1 for all j > k, so that v 7→ Lv
and v 7→ Pv are isomorphisms of Cjej for all j > k (as far as the respective Cjej
are generated by standard basis unit vectors, but that is inductively arranged).
3 A criterium for having idempotents
Let K be a field and M be a subspace of Matn(K). Let C be the subspace
of matrices C ∈ Matn(K) such that trCM = 0 for all M ∈ M. Let x =
(x1, x2, . . . , xn) be n indeterminates. Write r(M) for the submatrix consisting
of the first r rows and the rightmost n− r columns of M for all M ∈Matn(K).
Theorem 3.1. Suppose that 1 ≤ r ≤ n− 1.
(i) If for all C ∈ C such that r(C) is the zero matrix, the leading principal
minor matrix of size r of C has trace zero, then M contains an idempotent
of rank r of the form (
Ir ∅
∗ ∅
)
(2)
(ii) If for all C ∈ C such that r(C) is the zero matrix, the trailing princi-
pal minor matrix of size n − r of C has trace zero, then M contains an
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idempotent of rank n− r of the form
(
∅ ∅
∗ In−r
)
(2′)
More precisely, the dimensions of the affine spaces of idempotents in M of the
forms (2) and (2′) respectively, are both equal to that of
N :=
{
M ∈M
∣∣∣∣M =
(
∅ ∅
M˜ ∅
)
for some M˜ ∈Matn−r,r(K)
}
Proof. Since (ii) is similar to (i) (or take the transpose and conjugate with the
reversing permutation to reduce to (i)), we only prove (i). Notice that any
matrix of the form (2) is an idempotent of rank r, and that 0 ≤ dimK N ≤
(n− r)r because 0 ∈ N. Take m such that dimK N = (n− r)r−m. Then there
are constraints C1, C2, . . . , Cm ∈ C such that
N =
{
M =
(
∅ ∅
M˜ ∅
)
for some M˜ ∈ Matn−r,r(K)
∣∣∣∣ trCiM = 0 for all i
}
M˜ and its transpose M˜ t are submatrices of M and its transpose M t respec-
tively, and we have M˜ t = r(M
t). By definition of N, for any constraint
C′ ∈ C, r(C′) is contained in the span of the corresponding submatrices of
C1, C2, . . . , Cm ∈ C. Hence we can write each C′ ∈ C as
C′ = λ1C1 + λ2C2 + · · ·+ λmCm + C
∗ (3)
such that r(C
∗) is the zero matrix. By assumption, the leading principal
minor matrix of size r of C∗ has trace zero. Hence we have
trC∗E = 0 (4)
for all E of the form (2).
Since there are m independent constraints on essentially (n− r)r + 1 coor-
dinates, the dimension of the space
{
M =
(
λIr ∅
M˜ ∅
) ∣∣∣∣ λ ∈ K, M˜ ∈Matn−r,r(K) and trCiM = 0 for all i
}
is (n− r)r + 1−m, which is one larger than that of its subspace N. Hence the
dimension of its affine subspace
E :=
{
M =
(
Ir ∅
M˜ ∅
) ∣∣∣∣ M˜ ∈Matn−r,r(K) and trCiM = 0 for all i
}
which contains all idempotents of the form (2) in M, is (n− r)r−m, just as the
dimension of N.
Now it remains to show that E does not contain any idempotent outside M.
For that purpose, let E ∈ E and suppose that there exist a C′ ∈ C such that
trC′E 6= 0. By (3) and by definition of E, there exists a C∗ ∈ C such that
trC∗E 6= 0 and r(C∗) is the zero matrix. This contradicts (4), so a C′ as
above does not exist and we have E ⊆ M. Hence E is the affine subspace of
idempotents of the form (2) in M.
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Corollary 3.2. Assume In /∈ C and suppose that for some r with 1 ≤ r ≤ n− 1
we have the following: all C ∈ C⊕KIn, such that r(C) is the zero matrix, are
dependent of In. Then M contains an idempotent of rank r and another one of
rank n− r, such that the sum of both idempotents is unipotent.
Furthermore, if M is a Mathieu subspace of any type, then M = Matn(K)
and C = 0.
Proof. Since In /∈ C, we see that all C ∈ C, such that r(C) is the zero
matrix, are entirely zero by assumption. By (i) of theorem 3.1, M contains
an idempotent of the form
E :=
(
Ir ∅
∗ ∅
)
By (ii) of theorem 3.1, M contains another idempotent of the form
E′ :=
(
∅ ∅
∗ In−r
)
Notice that E + E′ is unipotent and hence invertible. If M is a left Mathieu
subspace and A ∈Matn(K), then
A = AIn = A(E + E
′)−1E +A(E + E′)−1E′ ∈M
because Em = E ∈M and (E′)m = E′ ∈M for all m ≥ 1. Thus M = Matn(K)
and C = 0 in the case where M is a left Mathieu subspace. The case where M
is a right Mathieu subspace is similar.
Write x be the column vector (x1, x2, . . . , xn). We will show that theorem 3.3
below implies theorem 1.4.
Theorem 3.3. Suppose that In /∈ C and 0 < dimK C < n. Let Cn = C ⊕KIn
and suppose that
#K ≥ r + 1 := dimK(x)
(
(K(x)⊗K Cn) · x
)
= dimK(x)
∑
C∈Cn
K(x) · C · x
Then we can obtain corollary 3.2 (with a corresponding r) by way of linear
conjugation (replacing M by T−1MT and C by T−1CT for some T ∈ GLn(K)).
Proof of theorem 1.4. The primary result to show is, that trM = 0 for all M ∈
M. This is equivalent to In ∈ C, so suppose that In /∈ C. Let Cn = C ⊕KIn.
By assumption, dimK C < min{n,#K}. Hence dimK C < n and
dimK(x)
∑
C∈Cn
K(x) · C · x ≤ dimK(x)
∑
C∈Cn
K(x) · C = dimK Cn ≤ #K
Now theorem 3.3 above gives a contradiction, so In ∈ C and hence trM = 0 for
all M ∈M.
Since M is proper by assumption, In /∈ M. Hence the secondary results
follow from (2) ⇒ (3) ⇒ (4) of lemma 1.3.
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4 A binary matrix about a filtration on the con-
straint space
Write ei for the i-th standard basis unit vector as a column vactor. Let Cn be
a K-subspace of Matn(K) and define
Ck := {C ∈ Cn | Cek+1 = Cek+2 = · · · = Cen = 0}
Then 0 = C0 ⊆ C1 ⊆ C2 ⊆ · · · ⊆ Cn is a filtration in the sense that we can take
quotients Cj/Cj−1, which are isomorphic to Cjej, where Cjv := {Cv | C ∈ Cj}.
Define the binary matrix B ∈ Matn({0, 1}) by
Bij := dimK e
t
iCjej
for all i, j, where
etiCjv := {e
t
iCv | C ∈ Cj} = {(Cv)i | C ∈ Cj}
Write bj for the number of ones in column j of B.
Theorem 4.1 below can be formulated in terms of the binary matrix B. We
will show that it implies theorem 3.3 (and hence also theorem 1.4). The next
section will be devoted to the proof of theorem 4.1.
Theorem 4.1. Suppose that #K ≥ r+ 1, where r+ 1 is as defined in theorem
3.3. By way of linear conjugation, we can obtain the following.
(i) bj = dimK Cjej for all j, bn = r+1, and B is increasing in every row, i.e.
Bij = 0 implies Bi(j−1) = 0 for every i, j such that j > 1.
(ii) If #K > min{bn−1, n − 1}, then B is decreasing above the diagonal in
every column, i.e. Bij = 0 implies B(i+1)j = 0 for every i, j such that
i+ 1 < j.
(iii) If In ∈ Cn, then bn > min{bn−1, n− 1} and B(n−1)n ≥ Bn(n−1).
Proof of theorem 3.3. On account of theorem 4.1, we can apply a linear conju-
gation on Cn such that the assertions of theorem 4.1 are satisfied. By (i), we
have #K ≥ r + 1 = bn and by (iii), we have bn > min{bn−1, n− 1}. Hence the
condition #K > min{bn−1, n− 1} in (ii) is fulfilled.
(i) We first show that the first r columns of B are zero. For that purpose,
take k minimal such that bk ≥ 1. On account of (i) of theorem 4.1, we
even have bj ≥ 1 for all j ≥ k. Since Cj/Cj−1 is isomorphic to Cjej for all
j, it follows from (i) of theorem 4.1 that bj = dimK Cjej = dimK Cj/Cj−1
for all j, and
n ≥ dimK C+ 1 = dimK Cn
= dimK C1/C0 + dimK C2/C1 + · · ·+ dimK Cn/Cn−1
= b1 + · · ·+ bk−1 + bk + · · ·+ bn−1 + bn
≥ 0 + · · ·+ 0 + 1 + · · ·+ 1 + (r + 1)
= n− k + r + 1
So k ≥ r + 1 and indeed b1 = b2 = · · · = br = 0.
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(ii) We next show that Bnn = 1 is the only nonzero entry in the last n−r rows
of B. At first, Bnn = 1 follows directly from In ∈ Cn. If r = n − 1, then
Bnj = 0 for all j ≤ n − 1 because of (i) above, which gives the claimed
result. Hence assume that r < n− 1. Since bn = r+ 1, it follows from (ii)
of theorem 4.1 that B(r+1)n = B(r+2)n = · · · = B(n−1)n = 0. In particular
B(n−1)n = 0, and (iii) of theorem 4.1 subsequently gives Bn(n−1) = 0. By
(i) of theorem 4.1, every row of B is increasing. Hence every entry in the
last n− r rows of B that has not been mentioned yet is zero as well.
Take C ∈ Cn such that r(C) is the zero matrix. We must show that C = λIn
for some λ ∈ K. Take λ ∈ K such that the lower right corner entry of C′ :=
C − λIn is zero. Notice that r(C′) = r(C). We must show that C′ = 0.
So assume that C′ 6= 0. Take k ≤ n maximal such that C′ik 6= 0 for some
i ≤ n. Then C′ ∈ Ck and the i-th coordinate of C′ek is nonzero, so Bik = 1.
On account of (i), we have k ≥ r + 1, and by the fact that r(C′) is the zero
matrix, i ≥ r + 1 as well. By (ii), we even have i = k = n, so C′nn 6= 0.
Contradiction.
The following lemma is not very hard, but it is used several times.
Lemma 4.2. For all j, we have
bj ≥ dimK Cjej
and equality holds, if and only if Bijei ∈ Cjej for all i, if and only if Cjej is the
linear span of standard basis unit vectors.
Proof. Notice that Cjej is the linear span of standard basis unit vectors, if and
only if for all i such that Cjej is nontrivial at the i-th coordinate, we have
ei ∈ Cjej. This is equivalent to that Bijei ∈ Cjej for all i.
Let U be the linear span of the standard basis unit vectors ei for which
eiCjej 6= {0}. Then U is a space of dimension bj which contains Cjej . So
bj ≥ dimK Cjej, and if bj = dimK Cjej , then Cjej = U is the linear span of
standard basis unit vectors.
If bj > dimK Cjej , then there must be a standard basis unit vector of U
that is not contained in Cjej , while the corresponding coordinate projection of
Cjej is nontrivial. So Cjej is not the linear span of standard basis unit vectors
if bj > dimK Cjej.
In order to prove theorem 4.1, we will use the following lemma. The assertion
that Bij = 0 implies Bi(j−1) = 0 can be found in the conclusion of (ii). Taking
k = n − 1 in the conclusion of (iii) gives B(n−1)n ≥ Bn(n−1), which is another
assertion of theorem 4.1.
Lemma 4.3. Suppose that dimK Cjej ≥ dimK(xj)
(
(K(xj)⊗K Cj) ·(ek+xjej)
)
.
Then we have the following.
(i) dimK Cjej = dimK(xj)
(
(K(xj)⊗K Cj) · (ek + xjej)
)
.
(ii) If Bij = 0 for some i, then e
t
iCj−1ek = {0} as well.
In particular, Bij = 0 implies Bi(j−1) = 0 if k = j − 1.
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(iii) If Bij = 0 for some i and there exists a C
′ ∈ Cj such that etiC
′ek 6= 0,
then C′ej /∈ Cj−1ek.
In particular, we have Bkn ≥ Bnk if j = n, In ∈ Cn and bk = dimK Ckek.
Proof.
(i) Let d := dimK Cjej . Then we can find C1, C2, . . . , Cd ∈ Cj such that
Cjej = KC1ej ⊕KC2ej ⊕ · · · ⊕KCdej . Hence the n× d matrix(
C1xjej
∣∣∣C2xjej
∣∣∣ · · · ∣∣∣Cdxjej
)
has a minor of size d which has degree d. The corresponding minor of the
n× d matrix(
C1(ek + xjej)
∣∣∣C2(ek + xjej)
∣∣∣ · · · ∣∣∣Cd(ek + xjej)
)
has degree d as well, so dimK Cjej ≤ dimK(xj) Cj(ek+xjej), and (i) follows
by assumption.
(ii) By taking k = j − 1, the last claim follows from the first claim. To prove
the first claim, suppose that i ≤ n and that there exists a Cd+1 ∈ Cj−1 such
that etiCd+1ek 6= 0. Then Cd+1ej = 0, so we have Cd+1(ek + xjej) ∈ K
×n
and etiCd+1(ek + xjej) ∈ K
∗. Suppose additionally that Bij = 0. Then
etiCjej = {0}, so the i-th rows of the matrices of size n× d in the proof of
(i) are constant. It follows that the minors of these matrices in the proof
of (i) do not use row i.
By expansion along the i-th row or the (d+ 1)-th column, which are both
constant, we see that the n× (d+ 1) matrix
(
C1(ek + xjej)
∣∣∣C2(ek + xjej)
∣∣∣ · · · ∣∣∣Cd(ek + xjej)
∣∣∣Cd+1(ek + xjej)
)
has a minor of size d+1 which has degree d, namely the minor of size d in
the proof of (i), extended with row i and column d+ 1. This contradicts
dimK Cjej ≥ dimK(xj)
(
(K(xj)⊗K Cj) · (ek + xjej)
)
.
(iii) We first show that the first claim implies the last claim. Take i = k,
j = n and C′ = In in the first claim. Assuming the first claim, we see
that Bkn = 0 and In ∈ Cn together imply en = Inen /∈ Cn−1ek. Now
suppose that Bkn < Bnk and In ∈ Cn. Then k ≤ n − 1 and Bnk = 1,
so that Bnken = en /∈ Cn−1ek ⊇ Ckek. From lemma 4.2, we deduce that
bk > dimK Ckek. This gives the last claim.
To prove the first claim, suppose that Bij = 0 and there exists a C
′ ∈ Cj
such that etiC
′ek 6= 0. By (ii), we have C′ /∈ Cj−1, thus we may assume
that Cd = C
′ in the proof of (i). Just as in the proof of (ii), we can see
that the minors in the proof of (i) does not use row i, because that row is
constant with respect to xj .
Suppose additionally that C′ej ∈ Cj−1ek. Then there exists a Cd+1 ∈
Cj−1 such that Cd+1ek = C
′ej = Cdej . Since xjCd+1ek = xjCdej and
x2jCd+1ej ∈ x
2
jCj−1ej = 0, it follows that
(xjCd+1 − Cd)(ek + xjej) = −Cdek ∈ K
×n
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and
eti(xjCd+1 − Cd)(ek + xjej) = −e
t
iCdek = −e
t
iC
′ek ∈ K
∗
By expansion along the i-th row or the (d+ 1)-th column, which are both
constant, we see that the n× (d+ 1) matrix
(
C1(ek+xjej)
∣∣∣C2(ek+xjej)
∣∣∣ · · · ∣∣∣Cd(ek+xjej)
∣∣∣(xjCd+1−Cd)(ek+xjej)
)
has a minor of size d+1 which has degree d, namely the minor of size d in
the proof of (i), extended with row i and column d+ 1. This contradicts
dimK Cjej ≥ dimK(xj)
(
(K(xj)⊗K Cj) · (ek + xjej)
)
.
5 Proof of theorem 4.1
The following two lemmas are not really necessary for the proof if the base field
K is infinite.
Lemma 5.1. Let K be a field and f ∈ K[x] = K[x1, x2, . . . , xn] such that
deg f ≤ d. Suppose that S ⊆ K such that f vanishes on S×n. Then f = 0 in
the following cases.
(i) #S > d,
(ii) f is homogeneous, 0 ∈ S and #S ≥ max{d, 2}.
Proof. By replacing f(x) by f(x−s) for some s ∈ S, we may assume that 0 ∈ S
in (i) as well. Let S˜ = S \ {0}.
(i) We can write
f(x) = f(x1, x2, . . . , xn−1, 0) + xng(x)
Notice that f(x) and hence also f(x1, x2, . . . , xn−1, 0) vanishes at S
×(n−1)×
{0}. By induction on n, we deduce that f(x1, x2, . . . , xn−1, 0) = 0, so xng
vanishes at S×n. Since xn does not vanish anywhere at S˜
×n, we conclude
that g vanishes at S˜×n. By induction on d, g = 0, so f = 0 as well.
(ii) If x2n | f , then we can apply (i) on x
−1
n f instead of f , to obtain f = 0. The
case deg f ≤ 1 follows from (i) as well. So assume that deg f ≥ 2 and x2n ∤
f . Then n ≥ 2. Take g(x) as in (i). Just as in (i), f(x1, x2, . . . , xn−1, 0) = 0
follows by induction and xng vanishes at S
×n. Write
xng(x) = xng(x1, x2 . . . , xn−2, 0, xn) + xn−1xnh(x)
Notice that xng(x) and hence also xng(x1, x2, . . . , xn−2, 0, xn) vanishes at
S×(n−2) × {0} × S. By induction on the number of variables, we deduce
that xng(x1, x2, . . . , xn−2, 0, xn) = 0. Hence xn−1xnh(x) vanishes at S
×n.
Since xn−1xn does not vanish anywhere at S˜
×n, we conclude that h van-
ishes at S˜×n. On account of #S˜ ≥ d − 1 > d − 2 ≥ deg h, h = 0 follows
from (i). So f = 0 once again.
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Suppose that K has a (q − 1)-th root of unity, e.g. K = Fq. The polynomials
xq−11 − 1 and x
q
1 − x1 show that #S > d is necessary in (i). The polynomials
xq−11 − x
q−1
2 and x
q
1x2 − x1x
q
2 show that 0 ∈ S and #S ≥ d respectively are
necessary in (ii).
Notice that 1 12 lies between the degrees of the leading and the trailing term
of xq1 − x1. Since deg(x
q
1 − x1) ≥ #Fq, this is no coincidence, because the
homogeneity condition in (ii) can be replaced by that 1 12 is not contained in the
interval that envelops the term degrees (and the proof of (ii) still applies).
Lemma 5.2. Let L/K be a field extension (possibly trivial) and let V be a
subspace of Matm,n(K). Define
d := dimK(x)
(
(K(x)⊗K V) · x
)
= dimK(x)
∑
V ∈V
K(x) · V · x
Then we have the following.
(i) For all v ∈ L×n, we have dimL
(
(L⊗K V) · v
)
≤ d.
(ii) If #L ≥ d, then there exists a vector v ∈ L×n such that dimL
(
(L⊗K V) ·
v
)
= d.
(iii) If #L > d, then for each k ≤ n, there exists a vector v ∈ L×n such that
dimL
(
(L⊗K V) · v
)
= d and vk = 1.
Proof. Let D := dimK V and take a basis V1, V2, . . . , VD of V. Since D =
dimK(x)(K(x)⊗KV), V1, V2, . . . , VD is also a basis ofK(x)⊗KV. Hence V1x, V2x,
. . . , VDx is a spanning set of (K(x)⊗K V) ·x. After an appropriate renumbering
of the Vi’s, we have that V1x, V2x, . . . , Vdx is a basis of (K(x)⊗K V) · x.
(i) Take any v ∈ L×n. Notice that V1, V2, . . . , VD is also a basis of K(v) ⊗K
V. Hence V1v, V2v, . . . , VDv is a spanning set of (K(v) ⊗K V) · v. Sup-
pose that we have a subset {W1,W2, . . . ,Wd+1} of {V1, V2, . . . , VD} such
that W1v,W2v, . . . ,Wd+1v are independent over K(v). Then the ma-
trix with columns W1v,W2v, . . . ,Wd+1v has a minor of size d + 1 that
does not vanish. The corresponding minor of the matrix with columns
W1x,W2x, . . . ,Wd+1x does not vanish either, soW1x,W2x, . . . ,Wd+1x are
independent overK(x). This contradicts the definition of d, so if we reduce
V1v, V2v, . . . , VDv to a basis, we get d
′ ≤ d vectors W1v,W2v, . . . ,Wd′v.
(ii) If d = 0, then we can take v arbitrary on account of (i), so assume that d ≥
1. The matrix with columns V1x, V2x, . . . , Vdx contains a minor h(x) 6= 0
of size d which has degree d and is homogeneous. Suppose that #L ≥ d.
By (ii) of lemma 5.1, there exists a vector v ∈ L×n such that h(x) does
not vanish at v. Hence the matrix with columns V1v, V2v, . . . , Vdv has a
minor of size d that does not vanish either. This gives (ii).
(iii) If d = 0, then we can take v = (1, 1 . . . , 1) on account of (i), so assume
that d ≥ 1. Suppose that #L > d and take any k ≤ n. Take h(x) as in
the proof of (ii). By (ii) of lemma 5.1, there exists a vector v ∈ L×n such
that xkh(x) does not vanish at v. Hence we can deduce the conclusion of
(ii) once again. Since we have vk 6= 0 in addition, we can obtain vk = 1
by dividing v by vk, because h is homogeneous.
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From now on in this section, we assume that Cn is a subspace of Matn(K), and
define
Ck := {C ∈ Cn | Cek+1 = Cek+2 = · · · = Cen = 0}
for all k < n, where ei is the i-th standard basis unit vector.
Define
dk := dimK(x)
(
(K(x)⊗K Ck) · x
)
= dimK(x)
∑
C∈Ck
K(x) · C · x
Notice that 0 = d0 ≤ d1 ≤ d2 ≤ · · · ≤ dn = r + 1, where r + 1 is as in theorems
3.3 and 4.1.
Lemma 5.2 leads to the following corollary.
Corollary 5.3. If #K ≥ dk, then there exists a v ∈ K×n with vk+1 = vk+2 =
· · · = vn = 0, such that dk = dimK Ckv. If #K > dk, then we can additionally
take vk = 1.
Proof. The existence of a vector v as claimed, except that vk+1 = vk+2 = · · · =
vn = 0, follows from (ii) and (iii) of lemma 5.2 respectively. Since columns
k + 1, k + 2, . . . , n of Ck are zero, we can indeed take vk+1 = vk+2 = · · · = vn =
0.
Unlike dn = r + 1, dk is not invariant under linear conjugation in general. But
dk is indeed invariant under conjugation with lower triangular linear maps for
every k, because of (i) of the following lemma.
Lemma 5.4. Suppose that the last n−k columns of T ∈ GLn(K) match those of
a lower triangular matrix. Then we have the following changes when we replace
Cn by T
−1
CnT .
(i) Ckek gets replaced by T
−1CkTek and dk stays the same.
(ii) If the k-th column Tek of T is zero above the diagonal, then Ckek gets
replaced by T−1Ckek and dimK Ckek stays the same.
Furthermore, we have the following for all j > k when we replace Cn by T
−1CnT .
(iii) Cjej gets replaced by T
−1Cjej and dj and dimK Cjej stay the same.
(iv) If Bij = 1 implies Tei = ei for every i, then Bij will not change for any i.
(v) If Bij = 0 implies e
t
iT = e
t
i for each i and bj = dimK Cjej, then Bij will
not change for any i.
Proof. Since T is lower triangular at the last n − k columns, the last n − k
columns of C ∈ Matn(K) are zero, if and only if the last n− k columns of CT
are zero, if and only if the last n−k columns of T−1CT are zero. Hence Ck gets
replaced by T−1CkT when we replace Cn by T
−1CnT .
(i) Since Ck gets replaced by T
−1
CkT , the first claim is obvious. For a vector
v ∈ K(x)×n, let φ(v) = T−1v|x=Tx, where |x=f(x) means substituting x
by f(x). Then φ−1(v) = Tv|x=T−1x, so φ is an isomorphism between the
spaces (K(x) ⊗K Ck) · x and T−1 · (K(x) ⊗K Ck) · Tx. In particular, the
dimensions of these spaces are equal, which gives the second claim.
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(ii) Since Ckek and T
−1Ckek are isomorphic, the second claim follow from
the first. Hence by (i), it suffices to show that CkTek = Ckek. For that
purpose, assume that Tek is zero above the k-th coordinate. Since Ck in
turn is zero at the right of the k-th column, only the k-th column of Ck
and the k-th coordinate of Tek contribute to the product Ck · Tek, i.e.
Ck · Tek = Ckek · etkTek.
The k-th coordinate etkTek of Tek in nonzero, because T ∈ GLn(K) is
lower triangular at the last n− k+ 1 columns. So we can cancel etkTek to
obtain CkTek = Ckek.
(iii) Since T is lower triangular at the last n−j+1 columns, the desired results
follow from (ii), (i) and (ii) respectively.
(iv) Assume that Bij = 1 implies Tei = ei for all i. We prove that Bij will not
change for any i by showing that Cjej stays the same. By (iii), Cjej gets
replaced by T−1Cjej, so it suffices to show (T
−1−In)Cjej = 0. If Bij = 0,
then the i-th coordinate of Cjej is zero. If Bij = 1, then the i-th column
of T−1 − In = T−1(In − T ) is zero by assumption. So
(T−1 − In)Cjej = (T
−1 − In)InCjej ⊆
n∑
i=1
(T−1 − In)ei · e
t
iCjej = 0
indeed.
(v) Assume that bj = dimK Cjej . By (iii), dimK Cjej will stay the same, so
by lemma 4.2, bj cannot decrease. So if some Bij changes, there will be
an i such that Bij changes from 0 to 1, which we assume from now on.
We additionally assume that Bij = 0 implies e
t
iT = e
t
i, so that e
t
iT
−1 = eti
as well. By (iii), Bij = dimK e
t
iCjej gets replaced by dimK e
t
iT
−1Cjej =
dimK e
t
iCjej = Bij . So Bij will stay the same, which is a contradiction.
Proof of theorem 4.1. If dimK Cjej = dj for some j, then by (i) of lemma 5.2
with L = K(xj) and v = ek + xjej , the condition of lemma 4.3 is satisfied for
every k. Hence we will additionally arrange that dimK Cjej = dj for all j by
way of conjugation. As soon as we have dimK Cjej = dj for some j ≥ 2, it
follows from (ii) of lemma 4.3 that Bij = 0 implies Bi(j−1) = 0 for all i, so we
do not need to show that any more.
(i) (Pass 1) We start with obtaining dimK Cjej = dj for all j. Suppose
inductively that dimK Cjej = dj for all j > k already. Since dk ≤ dn =
r+1 ≤ #K, it follows from corollary 5.3 that there exists a v ∈ K×n with
vk+1 = vk+2 = · · · = vn = 0, such that dk = dimK Ckv. Take T ∈ GLn(K)
such that Tek = v and Tej = ej for all j > k. Then T is as in lemma 5.4.
Now replace Cn by T
−1CnT . By (i) of lemma 5.4, dk will not change,
and Ckek will become T
−1
CkTek = T
−1
Ckv. Since T
−1
Ckv is isomorphic
to Ckv, dimK Ckek will become dimK Ckv = dk. By (iii) of lemma 5.4,
dimK Cjej = dj will not be affected for any j > k.
So we can obtain dimK Cjej = dj for all j inductively. The other claims
of (i) follow as soon as we have bj = dimK Cjej = dj for all j. We will
arrange that by way of another induction pass.
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(Pass 2) Suppose inductively that bj = dimK Cjej = dj for all j > k
already. We will obtain bk = dimK Ckek by way of a conjugation with a
lower triangular matrix T . Just as above, the validity of dimK Cjej = dj
for every j > k will not be affected. But the validity of dimK Cjej = dj
will not be affected for any other j either, because T is lower triangular at
the last n columns, see the proof of (iii) of lemma 5.4.
Take a basis of Ckek such that the positions of the first nonzero coordinates
of the basis vectors are all different. Next, take T ∈ GLn lower triangular,
such that every column of T is either one of those basis vectors of Ckek
(with its first nonzero coordinate on the diagonal of T ) or a standard basis
unit vector (with its only nonzero coordinate on the diagonal of T ), in
such a way that all those basis vectors of Ckek are included.
Then T−1 maps those basis vectors of Ckek to standard basis unit vectors
(with corresponding positions of the first nonzero coordinate), so that
T−1Ckek is spanned by standard basis unit vectors. By lemma 4.2, bk will
become equal to dimK Ckek when Ckek gets replaced by T
−1
Ckek. Now
replace Cn by T
−1CnT . By (ii) of lemma 5.4, Ckek will indeed be replaced
by T−1Ckek, so that bk will become dimK Ckek. Furthermore, dimK Ckek
and dk will not change, so we indeed get bk = dimK Ckek = dk.
We prove that bj = dimK Cjej will not be affected by this conjugation for
any j > k, by showing that Bij will not change for any i and any j > k.
By (v) of lemma 5.4, it suffices to show that Bij = 0 implies e
t
iT = e
t
i.
So assume that Bij = 0. Since the i-th row of B is increasing, we have
Bik = 0 as well. Hence the i-th coordinate of any vector of Ckek is zero.
By construction of T , we have etiT = e
t
i indeed. So we can decrease k and
proceed.
(ii) (1 pass) We start with the first step of the first induction pass in (i), to
obtain dimK Cnen = dn. As opposed to the double pass construction in
(i), we will use a single pass construction here to fulfill the claims of (i)
and (ii) and the additional claim that dimK Cjej = dj for all j, provided
#K > min{dn−1, n − 1} after the first step of the first induction pass of
(i) to obtain dimK Cnen = dn.
If #K ≤ min{dn−1, n − 1} after the first step of the first induction pass
in (i), then we proceed with the double pass construction of (i), to ob-
tain bn−1 = dimK Cn−1en−1 = dn−1. Since dn−1 does not change any
more after the first step of the first induction pass of (i), we get #K ≤
min{bn−1, n− 1}, which implies (ii).
So assume that dimK Cnen = dn and #K > min{dn−1, n − 1}. As long
as dk = n, we can proceed as in the first induction pass of (i) to obtain
bj = dimK Cjej = dj for all j ≥ k, because by lemma 4.2, we have bk = n
automatically if dimK Ckek = n. So suppose that dk ≤ n − 1 and that
bj = dimK Cjej = dj for all j > k.
(Step 1) We will first obtain dimK Ckek = dk. If k = n, then we have
already obtained dimK Ckek = dk. So assume that k ≤ n − 1. Then
dk ≤ min{dn−1, n−1} < #K. It follows from corollary 5.3 that there exists
a v ∈ K×n with vk+1 = vk+2 = · · · = vn = 0, such that dk = dimK Ckv
and additionally vk = 1. Make T ∈ GLn by replacing the k-th column of
In by v.
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Just as in the first pass of (i), we will obtain dimK Ckek = dk when we
replace Cn by T
−1CnT . Furthermore, dk will not change, and neither will
dj and dimK Cjej for any j > k. But as opposed to (i) and the case k = n,
we have to show that bj = dimK Cjej will be preserved for all j > k,
and that the rightmost n− k columns of B will stay decreasing above the
diagonal. We do that by showing that the rightmost n − k columns of B
will be preserved. For that purpose, take any column index j > k.
Since T is just the identity matrix outside column k, it follows from (iv)
of lemma 5.4 that Bej will stay the same in case Bkj = 0. Hence assume
that Bkj = 1. Then the induction assumption tells us that even B1j =
B2j = · · · = Bkj = 1. Since the last n− k rows of T are the same as those
of In, it follows from (v) of lemma 5.4 that Bej will stay the same again.
So let us proceed with replacing Cn by T
−1CnT .
(Step 2) The next thing to arrange is that bk = dimK Ckek, which can be
done in the same manner as in the second induction pass of (i).
(Step 3) At last, we must make the k-th column of B decreasing above
the diagonal. For that purpose, take s < k maximal, such that Bsk = 1.
Then there exists a permutation matrix P , which matches the identity
matrix outside the leading principal minor matrix of size s, such that
PBek is decreasing above the k-th coordinate. Take T = P
−1. Then
Pej = ej = P
−1ej = Tej for all j ≥ k, so T satisfies both the condition of
lemma 5.4 and the additional condition of (ii) of lemma 5.4.
Now replace Cn by PCnP
−1 = T−1CnT . By (i), (ii) and (iii) of lemma 5.4,
dimk Cjej and dj will not change for any j ≥ k. By (ii) of lemma 5.4, Ckek
will be replaced by T−1Ckek = PCkek, and Bek will be replaced by PBek
along with it. So Bek will become decreasing above the k-th coordinate
and bk stays the same.
In order to prove that Bej will stay decreasing above the j-th coordinate
and that bj will be maintained, for all j > k, we show that Bij stays the
same for all i and all j > k. By (v) of lemma 5.4, it suffices to show that
Bij = 0 implies e
t
iT = e
t
i. If i > s, then e
t
iP = e
t
i = e
t
iP
−1 = etiT , so we
may assume that i ≤ s. By (ii) of lemma 4.3, which is valid as long as
j > k, we have 1 = Bsk = Bs(k−1) = · · · = Bsj . Since i ≤ s < k < j and
Bej is decreasing above the j-th coordinate, Bij = 1 is satisfied as well as
Bsj = 1. Hence Bij = 0 implies e
t
iT = e
t
i once again. So we can decrease
k and proceed.
(iii) Assume that In ∈ Cn. Since bn−1 = dimK Cn−1en−1 on account of (i),
we deduce from (iii) of lemma 4.3 that B(n−1)n ≥ Bn(n−1). So bn >
min{bn−1, n − 1} remains to be proved. Hence assume that bn ≤ n − 1.
Then there exists an i such that Bin = 0. By (ii) of lemma 4.3, we have
etiCn−1 = {0}. So
eti · Cn−1 · (ei + xn−1en−1) = 0 6= 1 = e
t
i · In · (ei + xn−1en−1)
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Consequently, we deduce from (i) of lemma 4.3 that
bn−1 = dimK Cn−1en−1
≤ dimK(xn−1)
(
K(xn−1)⊗K Cn−1
)
· (ei + xn−1en−1)
< dimK(xn−1)
(
K(xn−1)⊗K (Cn−1 +KIn)
)
· (ei + xn−1en−1)
≤ dimK(xn−1)
(
K(xn−1)⊗K Cn
)
· (ei + xn−1en−1)
From (i) of lemma 5.2, it follows that the right hand side does not exceed
dimK(x)
(
(K(x) ⊗K Cn) · x
)
. So bn−1 < dn. Since we arranged bn =
dimK Cnen = dn, we have bn > bn−1 ≥ min{bn−1, n− 1}.
The double pass construction in (i) of the proof of theorem 4.1 is needed because
the first induction pass may affect bj = dimK Cjej . In the first step in (ii) of
the proof of theorem 4.1, we additionally have vk = 1, so that we can choose
the transformation matrix T more conveniently than in the first induction pass
in (i) of the proof of theorem 4.1. Consequently, bj = dimK Cjej will not be
affected in the first step in (ii) of the proof of theorem 4.1, so that a double pass
construction is not necessary there.
If n = 3 and C is the space over F2 wich is spanned by
 0¯ 1¯ 0¯0¯ 1¯ 0¯
0¯ 0¯ 0¯

 and

 0¯ 0¯ 0¯0¯ 1¯ 1¯
0¯ 0¯ 0¯


then a computer calculation reveals that C does not satisfy the claim of theorem
3.3. This is because the condition of lemma 4.3 cannot be met. We use lemma
5.1 to obtain this condition, but that requires a subset of cardinality three of
F2.
6 The radical of a Mathieu subspace of Matn(K)
The results about the ideal I in the preamble of the theorem below are well-
known. We have added the proof of these results for completeness only.
Theorem 6.1. Assume M is a K-subspace of Matn(K). As {0} ⊆ M, we
can take a left ideal I of Matn(K) wich is contained in M and maximal as
such. Then I is unique, has dimension nk for some k ≤ n and there exist a
T ∈ GLn(K) such that
IT = T−1IT = {M ∈Matn(K) |Mek+1 =Mek+2 = · · · =Men = 0}
Furthermore, I is a principal left ideal which is generated by an idempotent, and
the following statements are equivalent.
(1) M is a left Mathieu subspace of Matn(K),
(2) I contains all idempotents of M,
(3) r(M) = r(I).
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Proof. SinceM is aK-subspace of Matn(K), the sum of two left ideals contained
in M is again contained in M. Since M is a finite K-subspace of Matn(K), we
can deduce that I is unique.
Take M ∈ I of maximum rank k, and T ∈ GLn(K) such that the last n− k
columns of MT are zero. Since the first k columns of MT are independent
of the last n − k columns, the subspace of A ∈ Matn(K) such that Aek+1 =
Aek+2 = · · · = Aen = 0 is generated by MT and therefore contained in IT . If
IT contains another matrix, then we get a contradiction with the maximality
of k, because IT is a left ideal of Mn(K).
Furthermore, IT = T−1IT is a principal left ideal which is generated by(
Ik ∅
∅ ∅
)
Hence I is a principal left ideal which is generated by an idempotent as well.
So it remains to show the following.
(2) ⇒ (1) This follows from [Zha3, Th. 4.2].
(3) ⇒ (2) Suppose that r(M) = r(I). Since each idempotent of M is con-
tained in r(M) and every idempotent in r(I) is already in I, I contains all
idempotents of M.
(1) ⇒ (3) This follows from [Zha3, Lm. 4.9] or [Zha3, Th. 4.10].
Corollary 6.2. Suppose that M is a left Mathieu subspace of Matn(K), such
that 0 < n2 − dimK M < n. Then M is even a two-sided Mathieu subspace of
Matn(K) and #K > 2.
Proof. Take I as in theorem 6.1. We first prove that M is even two-sided.
On account of [Zha3, Th. 4.2], it suffices to show that M has no nontrivial
idempotent, which by (1) ⇒ (2) of theorem 6.1 comes down to that I has
no nontrivial idempotents. Since theorem 6.1 additionally tells us that I is
generated by a single idempotent, we just have to show that I = (0).
So assume that I 6= (0). On account of theorem 6.1, I has dimension nk,
where 1 ≤ k ≤ n− 1 because 0 < n2 − dimK M. Furthermore, we may assume
that I = {M ∈Matn(K) |Mek+1 =Mek+2 = · · · =Men = 0}.
The space V defined by{
M ∈M
∣∣∣∣M =
(
∅ M˜
∅ λIn−k
)
for some M˜ ∈Matk,n−k(K) and a λ ∈ K
}
is the intersection of M with a space of dimension k(n − k) + 1. Since the
codimension of M is less than n ≤ k(n− k) + 1, we have dimK V ≥ 1, so V has
a nonzero element M . If λ 6= 0 for M , then we take E = λ−1M . If λ = 0 for
M , then we make E from M by replacing the leading principal minor matrix of
size k by Ik, so that E −M ∈ I. In both cases, E is an idempotent of M which
is not contained in I. This contradicts (1) ⇒ (2) of theorem 6.1, so I = (0)
indeed.
Next, we show that #K > 2. Since the subspace of diagonal matrices of
Matn(K) has dimension n and M has codimension less than n, M contains at
least two diagonal matrices, of which one, say E, is nonzero. If #K = 2, then
E is an idempotent and we have E ∈ I because M is a left Mathieu subspace
of Matn(K). This contradicts I = (0), so #K > 2.
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