On the schedulability of deadline-constrained traffic in TDMA Wireless Mesh Networks by P., Cappanera et al.
This is a pre-copyedited, author-produced version of an article accepted for publication in Computer Journal following peer review. The ver-
sion of record "On the schedulability of deadline-constrained traffic in TDMA Wireless Mesh Networks" is available online at this URL and at 
the following DOI: 10.1093/comjnl/bxt154 
 
 
1 
On the schedulability of deadline-constrained traffic 
in TDMA Wireless Mesh Networks  
P. Cappanera1, A. Lori2, G. Stea3, G. Vaglini3 
1 Dip. di Sistemi e Informatica,  
University of Florence 
Via S. Marta 3, 50139 Firenze – Italy 
paola.cappanera@unifi.it 
2 KKT,  
Via Madonna del Piano, 6 
 50019 Sesto Fiorentino (FI) – Italy  
alessandro.lori@kkt.it 
3 Dip. di Ingegneria dell’Informazione,  
University of Pisa 
Largo L. Lazzarino 1, 56122 Pisa – Italy 
{g.stea, g.vaglini}@iet.unipi.it  
 
Abstract— In this paper we evaluate the schedulability of 
traffic with arbitrary end-to-end deadline constraints in Wireless 
Mesh Networks (WMNs). We formulate the problem as a mixed 
integer-linear optimization problem, and show that, depending 
on the flow aggregation policy used in the network, the problem 
can be either convex or non-convex. We optimally solve the prob-
lem in both cases, and prove that the schedulability does depend 
on the aggregation policy. This allows us to derive rules of thumb 
to identify which policy improves the schedulability with a given 
traffic. Furthermore, we propose heuristic solution strategy that 
allows good suboptimal solutions to the scheduling problem to be 
computed in relatively small times, comparable to those required 
for online admission control in relatively large WMNs. 
Keywords—Link Scheduling; Wireless Mesh Networks; 
Real-time Traffic; Network Calculus 
I. INTRODUCTION 
Wireless Mesh Networks (WMNs) [1] are used for provid-
ing broadband access to mobile clients located at the edge of 
wireline networks, or in remote, rural, or non-cost-effective 
areas, e.g. offices and home environments. In WMNs, end-
users are served by stationary mesh routers, connected through 
wireless links. Moreover, some mesh routers are generally 
connected to the Internet through wires, and thus act as gate-
ways for the entire WMN. Communication between mesh 
routers is multi-hop, with intermediate routers acting as relays 
for endpoints not in the transmission range of each other. 
Many of the radio resource management issues in a WMN are 
common to multi-hop wireless networks. However, problems 
such as energy consumption (typical of ad hoc networks) are 
no longer an issue and a centralized network management can 
be used (as opposed to the distributed approaches of ad hoc 
networks), in which nodes are coordinated by a network entity 
exploiting global knowledge of the topology and additional 
conditions.  
Each mesh router transmits its packets in broadcast. All the 
mesh routers tuned on the same frequency and within the 
transmission range receive such packets. To avoid signal inter-
ference, link scheduling is used to guarantee conflict-free op-
eration in the context of Time Division Multiple Access 
(TDMA, [2]), where time is slotted and synchronized. 
Through link scheduling, only sets of non-interfering links are 
activated simultaneously in each slot. WMNs are already and 
will be supporting real-time traffics, such as voice, video, or 
traffic control, whose bit rate is often highly variable, and 
which require firm guarantees on their maximum end-to-end 
delay. Cross-layer approaches where link scheduling and rout-
ing are jointly addressed have been extensively studied in the 
past few years due to their application to TDMA MAC proto-
cols [3]-[21]. However, few works have considered arbitrary 
end-to-end delay bounds as constraints on link scheduling be-
fore. Instead, most of the available works ([3]-[11]) compute 
schedules constrained by the flows’ rates. While this approach 
has the obvious benefit of utilizing links efficiently, it is cer-
tainly not enough to guarantee that arbitrary pre-specified de-
lays are met. Moreover, among the works that compute link 
schedules based on delays (e.g. [12]-[21]), most only take into 
account the sum of the waiting times due to TDMA schedul-
ing, whereas this is only one component - and not necessarily 
the largest one - of the end-to-end delay, which also includes 
queuing. Accordingly, those algorithms often compute delay-
infeasible schedules (and largely so), even when delay-feasible 
solutions exist.  
Following our previous work [18]-[21], we consider 
TDMA WMNs with flows constrained by leaky bucket regula-
tors, whose delay constraints are arbitrary, i.e., not linked to 
their rate requirements. We assume that shortest-path routing 
to the Internet gateways is in place. In that setting, the link 
scheduling problem can be formulated as a mixed integer-non-
linear problem, which we can solve optimally: in other words, 
we can compute a link schedule that guarantees the required 
delay bounds whenever it is possible to do so. The objective to 
be minimized is the maximum delay violation, (i.e. the maxi-
mum difference between the worst-case delay and the request-
ed deadline). As shown in [20], this leads to optimal schedules 
that are also robust, i.e. such that the parameters of some flows 
can be varied (even by large amounts) with limited impact on 
the actual delays.  
In this paper, we show that the schedulability of a set of 
flows depends on their aggregation policy within the network. 
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Flows may/may not be able to meet their deadline depending 
on whether they are scheduled in isolation (i.e., buffered at dif-
ferent queues, as in the IntServ framework [22]), or aggregated 
(i.e., buffered in the same FIFO queue, as in the DiffServ 
framework [23]). In this last case, we distinguish the case 
when flows are aggregated only at their path ingress node (i.e., 
when the aggregate they belong to is the same on all nodes of 
their common path), and when aggregation follows the short-
est-path tree, i.e. uplink flows are aggregated as they travel 
towards their destination gateway, whereas downlink flows 
coming from different gateways are aggregated as they pro-
gress toward the same destination mesh router. We show that 
there are indeed cases when the aggregation policy determines 
the schedulability, and we devise rules of thumb to suggest 
which aggregation scheme may best suit a given traffic scenario. 
Again depending on the flow aggregation policy, the na-
ture of the link scheduling problem may be different: more 
specifically, when flows are aggregated progressively, con-
straints are non-convex, whereas they are convex in the other 
cases. When we deal with convex constraints only, optimal 
schedules can be computed for networks of up to several tens 
of nodes (i.e., more than 40) in minutes or hours, i.e. times that 
are affordable in a resource provisioning timescale perspec-
tive. Otherwise, the computation is limited to a few nodes (i.e., 
up to 15), and rapidly explodes beyond that figure. Therefore, 
we consider trading optimality for computation time, so as to 
make computations fast enough for online admission control 
in a dynamic environment. We describe a heuristic which al-
lows suboptimal – but still practically good – schedules to be 
computed in short times, given an estimate of the flows’ rate 
along the links. We also show that the heuristic devised for the 
case with convex constraints yields good performance also 
with non-convex constraints. 
The rest of the paper is organized as follows: Section II 
explains the system model. In Section III we introduce link 
scheduling and delay constraints and formulate the optimiza-
tion problems, distinguishing the various aggregation frame-
works. We compare the optimal solutions in Section IV. Sec-
tion V tackles the problem of computing a link schedule fast 
enough for online admission control. The related work is ad-
dressed in more detail in Section VI. We report conclusions 
and highlight directions for future work in Section VII. 
II. SYSTEM MODEL 
We now describe the assumptions for our analysis. A table 
of notation is reported in the Appendix for ease of reference. 
We assume that each mesh router is equipped with a single 
time-slotted channel for data transmission (control transmis-
sions are assumed to be out of band). Transmission slots of a 
fixed duration sT  are grouped into frames of N  slots, periodi-
cally repeated every SN T  time units. This happens, for in-
stance, in 802.16 networks, where the frame length is usually 
set to 5 ms. Each slot is assigned to a set of non-interfering 
links through conflict-free link scheduling, which will be de-
scribed in detail later on: at each slot, a subset of links may be 
activated for transmission only if no conflicts occur at the in-
tended receivers, i.e., if the receiver can correctly decode the 
transmissions. The WMN is modeled through a connectivity 
graph, ( , )G V E= , whose nodes 1{ , , }nV v v=  are mesh 
routers and whose edges 
1{ , , }mE e e=  are directed links 
connecting a transmitter to the nodes within transmission 
range from it. The connectivity graph is a logical representa-
tion of the WMN, which can be derived from the physical 
WMN topology once the transmit powers, antenna gains, node 
distances and path loss are known. For instance, Fig. 1, left 
pictures a situation where the transmission range of node 6 is 
such that 7 and 4 do not hear it, whereas 3 does1. If node 6’s 
transmission range is increased (e.g., by boosting its transmis-
sion power), the connectivity graph may eventually include 
either or both the links from 6 to 7 and 4.  
The fact that some sets of links are not allowed to transmit 
simultaneously is modeled through conflicts. For each edge of 
the network e E  we define a conflicting set of edges ( )e  
which includes all the edges that will not transmit simultane-
ously with e  and e  itself; mutual exclusion in that set is 
straightforwardly defined as follows: 
 ( )
( )
1ii e x t  , if e  is active in slot 1,2,...,t N= , 
where ( )ex t  is a binary variable, such that ( ) 1ex t =  if link 
e E  is active in slot t , and 0 otherwise. The condition re-
quires that, if edge e  is active in slot t , ( )e  contains one 
active edge only (i.e., edge e  itself). We translate the above 
condition to a conflict graph ( , )cG E C= , shown in Fig. 1, 
right, whose nodes represent links of the connectivity graph 
and whose edges 1{ , , }rC c c=   model the conflicts between 
links. In the latter, two types of conflicts are modeled:  
- Hard conflicts: if link ( , )i j  is active, all the links having 
either i or j as an endpoint must not transmit, since oth-
erwise communication would be impossible. This models 
the fact that links are half-duplex and that each node can 
transmit to/receive from at most one neighbor in a slot. 
For instance, in Fig. 1, right, link (0,1) conflicts with 
(3,0) and (1,4) (half-duplex), and with (0,3) (one recipi-
ent at a time). Hard conflicts can be readily inferred from 
the connectivity graph. 
- Soft conflicts: two links - not having endpoints in com-
mon - may be in each other’s immediate vicinity, so that 
scheduling them simultaneously would cause too much 
                                                                
1 The connectivity graph of Fig. 1 is not meant to represent a real-life 
case. It includes fewer links than it would be reasonable to assume in order to 
keep the resulting conflict graph simple enough. 
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reciprocal interference and decrease their achievable 
rates. For instance, in the conflict graph of Fig. 1, right, 
edge (0,1)-(3,4) implies that these two links should not 
be activated simultaneously. Soft conflicts cannot be in-
ferred sic et simpliciter from the connectivity graph, 
since they depend on physical characteristics that are not 
incorporated in the latter. Two such conflicts are reported 
in dashed lines in Fig. 1, right, as an example. 
Set ( )e , including both hard and soft conflicts, can be 
easily obtained by retrieving the one-hop neighborhood of e  
in the conflict graph. 
We assume that the conflict graph is given, and that each 
link e  has a constant transmission rate 
eW , representing the 
maximum rate at which correct reception is guaranteed – 
based on whatever interference model, e.g., SINR thresholds 
[24] – when all the non-conflicting links (i.e., those in 
 \ ( ) \E e e ) transmit simultaneously.  
Determining link rates and the conflict graph (and, espe-
cially, “soft” conflicts) is outside the scope of this paper. In 
fact, this constitutes part of network planning, along with posi-
tioning nodes, etc., and the solution to this problem are likely 
to span long periods of times (weeks or more), whereas we 
deal with admission of flows, something which happens at 
much faster timescales (i.e., seconds to hours). For the sake of 
completeness, we observe that both the link rates and the con-
flict graph depend on the transmission power at every link and 
on the channel gains. The problem of computing transmission 
powers, a set of conflicts and the resulting link rates can be 
solved in several ways and according to several objectives 
(e.g., maximizing the minimum overall rate, or the minimum 
cardinality, of a non-conflicting set, etc.). Our schemes, pre-
sented in the next section, can work with any such solution. 
The WMN contains one or more gateway nodes, which act 
as sources for downlink traffic and sinks for uplink traffic. We 
assume that destination-based, shortest-path routing is en-
forced, and only consider communications between the mesh 
nodes and the gateways.  
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Fig. 1 - Logical connectivity graph (left) and conflict graph (right) of a WMN 
The WMN is traversed by flows, i.e. distinguishable 
streams of traffic. Each flow has a delay constraint, specified 
as a required end-to-end delay bound  . At the ingress node, 
its arrivals are constrained by a leaky-bucket shaper, with a 
burst   and a sustainable rate  . The path of a flow q , i.e. 
the set of links it traverses from the source to the destination, 
is denoted as 
qP . As far as buffering at output links is con-
cerned, we consider three different options, shown in Fig. 2: a 
per-flow queuing framework, where packets of each flow are 
buffered separately at each link. Thus, a link handles as many 
queues as the flows traversing it. Alternatively, in a per-path 
queuing framework, packets of flows traversing the same path, 
i.e. the same set of links (e.g., flows 1 and 2 in Fig. 2), are 
buffered in a single queue. This way, a link handles as many 
queues as there are paths traversing it. As a third option, we 
consider per-exit-point queuing. By “exit point” we mean the 
last node in the WMN to be traversed, i.e. the gateway in the 
uplink or the egress mesh router in the downlink. In this last 
case, a link has as many queues as the number of exit points 
that it is connected to. For instance, uplink flows are progres-
sively aggregated as they travel towards their gateway. On the 
other hand, downlink flows from several gateways, destined to 
the same mesh router, will be aggregated as they travel the 
shortest-path tree in the downlink direction. In all three cases, 
we assume that buffers are FIFO.  
The three above mentioned queuing frameworks can be im-
plemented by using standard components/protocols of IP-based 
networks. More specifically, we need mesh routers to be able to 
classify and queue packets at an output link as follows: 
- based on their 5-tuple (i.e., source and destination IP 
addresses, protocol, and source and destination ports), 
for per-flow queuing; the above information can be 
read in the IP header.  
- Based on the exit point in the WMN for per-exit-point 
queuing. The latter can be inferred from the IP destina-
tion address of the packet and the mesh node IP routing 
table. In fact, if a mesh router can route a packet with 
an IP destination address x, then it also knows the 
WMN egress point for that packet.  
- Based on both the IP addresses of the entry and exit 
point for per-path queuing. This could be achieved via 
IP-over-IP tunneling, using the source/destination ad-
dress of the outer IP header to classify packets. Alter-
natively, if IPv6 is used, the entry and exit points could 
be easily encoded in the 20-bit flowID field of IPv6. 
Finally, MPLS could be used for the same purpose. 
Note that MPLS, the IPv6 flowID field, and IP-over-IP 
tunneling could be used to speed up classification of pack-
ets under per-flow and per-exit-point queuing as well. 
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Per-flow 2 3 
Per-path 1 2 
Per-exit-point 1 1 
Fig. 2 - Queuing frameworks and related number of queues at each link 
III. PROBLEM FORMULATION 
The purpose of this paper is to compute a conflict-free 
schedule which does not violate the required delay bounds 
whenever it is possible to do so. First, we identify the con-
straints that ensure the conflict-free property, which are com-
mon to all three formulations. Delay feasibility constraints, 
instead, depend on the queuing framework, and they lead to 
different problem formulations.  
Given a conflict graph C , only conflicts between active links, 
i.e. those with a non-null flow, have to be considered. We thus 
define fC C  as the subset of conflicts involving active 
links: 
: {( , ) : 0 and 0}f i jC i j C f f=    , 
where 
if  denotes the flow going through link i . For instance, 
links that carry no traffic because of routing are not considered 
into fC .  
We define an activation offset e  for link e , 0 e N  , 
i.e., the time at which link e ’s transmission opportunity starts, 
and a transmission duration e  the link is allowed to transmit 
for. Fig. 3 shows the relevant quantities, plus others that will 
be defined in the following. Since time is slotted, e  and e  
variables are non-negative integers. The fact that a link has 
one transmission opportunity within a frame, though limiting, 
ensures that link scheduling maps can be kept compact. 
The schedule must ensure the conflict-free condition: while 
a link is transmitting, all conflicting links must refrain from 
transmitting. For any pair of links i  and j  which are neigh-
boring nodes in fC  we have:  
- if j  transmits after i , it must wait for i  to complete the 
transmission, i.e. 0i j i − +  . 
- Otherwise, the symmetric inequality holds, i.e. 
0j i j − +   
In order to linearize the combination of the above con-
straints, we introduce a binary variable ijo , ( ), fi j C , called 
conflict orientation, which is 1 if i  transmits after j  and 0 
otherwise. The left-hand side of both the previous inequalities 
can thus be upper bounded by N  regardless of the relative 
transmission order, as i  and i  belong to  0, N . This com-
pletes the formulation of the conflict-free constraints, which 
are necessary and sufficient conditions: 
 
( , )
(1 ) ( , )
i j i ij f
j i j ij f
N o i j C
N o i j C
 
 
− +    
− +   −  
 (1) 
For a schedule to be valid, each link must also complete its 
transmission within the frame duration, i.e.:  
 
e e N e E +    . (2) 
From now on, we will denote with S  the feasible region 
defined by inequalities (1) and (2), and summarize the above 
two sets of inequalities by writing  ,e e S   .  
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Fig. 3 - Relevant quantities in link scheduling 
Beside those arising from interference, additional con-
straints are needed to keep into account the end-to-end delay 
requirements. In this section we expose them and formulate 
the problem of delay-constrained link scheduling. We first 
deal with per-flow and per-path queuing frameworks, between 
which many similarities exist, and then describe the problem 
under per-exit-point queuing in a separate sub-section. The 
framework developed in this paper relies on basic Network 
Calculus concepts, i.e. arrival curve, service curve and delay 
bound. Interested readers can find background in [25], from 
which we also borrow notation. 
A. Per-flow and per-path queuing  
In per-flow queuing, each link e  transmits traffic of sever-
al flows on each activation. We can therefore partition the 
link’s e  among them, i.e. : q
q
e eq e P
 =  . 
q
e  is the link ac-
tivation quota reserved for flow q , which need not be an inte-
ger, since when a link e  is activated it can switch among 
backlogged queues regardless of slot boundaries. We assume 
that backlogged flows traversing e  are always served in the 
same (arbitrary) local order, and we call eI  the ordered set of 
the flow indexes. We assume that each backlogged flow q  is 
served for no less than qe . If a flow is idle, its service time 
can be exploited by other backlogged flows at e , as long as 
the transmission from any flow z  starts within at most 
:e
x
ex I x z 
  from the activation of link e .  
Therefore, flow q  has a guaranteed rate equal to 
q q
e e eR W N=   at link e , eW  being the transmission rate of 
that link. Since each flow has a single transmission opportuni-
ty in a frame, then the maximum inter-service time for that 
flow is ( )q qe e SN T = −  , irrespective of the local ordering at 
each link. Thus, each link of a mesh router is a rate-latency 
server [25] for the flows traversing it, with a rate 
q
eR  and a la-
tency 
q
e . Accordingly, each flow has an end-to-end delay 
bound equal to (see [25]): 
 
min minif 
otherwise
q
q q q
e q qe P
q
R R
D
  

 + 
= 


, (3) 
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where  min min q
q q
e P eR R= . 
The above bound is tight, i.e. 
qD  is actually the maximum 
delay under the hypotheses [25]. The first addendum in (3) is 
called latency delay, and it is due to link scheduling and arbi-
tration of the flows at the links. The second is called burst de-
lay, and it is the time it takes for the flow’s burst to be cleared 
at the minimum guaranteed rate. 
Given a traffic characterization, our aim is to find a con-
flict-free schedule which is also feasible from a delay point of 
view. This is indeed a feasibility problem, i.e. it is solved if a 
feasible solution is found. However, in order to have a meas-
ure of the quality of the computed solution, we transform it 
into a min-max optimization problem, where the objective 
function (to be minimized) is the maximum delay violation 
 max maxq Q q qV D  − . We will call this problem the Mini-
mum Max Violation Problem (MinMVP) 
 
( )
( )
( )
( )
  ( )
  ( )
( )
( )
( )
max
max
min
:
0
min 0
0
,
,
( ,
min
s.t.:
,
0
,
,1 )
,
q
q
q q
e e
q
e q e
q
e eq e P
e e
ij
q
q
q
q
q
q
e e
e
f
q Q
e P q Q
e P q Q
e E
i j C
e E
q Q
V
D V i
R W N ii
N W iii
iv
S v
o vi
vii
R viii
ixe P q Q





+
+
+
−   
   
   
 
 
 
 
  
  
 

 
 
  

 

  (4) 
In the MinMVP we linearize the min  operator in (3) by 
means of an additional continuous variable min
qR  for each flow. 
Constraint (i) defines the maximum delay violation, which is 
minimized in the objective.  Constraint (iii) guarantees that all 
delays are finite, since enough rate is reserved for each flow at 
each link. Furthermore, constraint (ii) will be active for the 
flow q  with the maximum violation, i.e. 
 min min q
q q
e P e eR W N=  , as maxV  inversely depends on 
min
qR . Constraint (iv) defines the link activation e  to be at 
least as large as the sum of the flow activations 
q
e . The link 
activation is also used in the feasible region constraints (v).  
Clearly, the solutions to the feasibility problem correspond 
to points where the objective function in (4) is non positive. 
The MinMVP formulation leads to a Mixed Integer Non-
Linear (MINLP) problem, with convex non-linear constraints, 
that can be solved optimally using a general purpose MINLP 
solver [26]. An equivalent formulation as a Quadratically 
Constrained Problem (QCP) is also possible, which allows it 
to be solved using mixed integer QCP solvers [27].  
Re-writing the feasibility problem as an optimization prob-
lem brings considerable advantages. First of all, we will show 
that it allows us to explore the schedulability region, assessing 
the relationships between the schedulability and the various 
parameters involved (i.e., flow deadlines, burst, rates). To this 
end, 
maxV  is a good indicator of how much the WMN is load-
ed, i.e. whether it might support more traffic or tighter dead-
lines (or, if 
maxV  is positive, which flow is the most critical). 
Second, as shown in [20], it yields robust schedules, such that 
relatively large variations in the flow bursts and rates can often 
be accommodated without having to compute a schedule anew. 
If per-path queuing is used, instead, a set of flows 
1,..., kq q  
traversing the same path can be modeled as a single flow. In 
fact, a well-known result regarding leaky buckets is the fol-
lowing: 
Property 1: if two leaky-bucket shaped flows 1 and 2 are ag-
gregated at a node, then their aggregate is still a leaky bucket 
shaped flow, with parameters 1 2  = +  and 1 2  = + . 
Furthermore, the delay bound (3) computed for the aggregate 
flow is in fact the worst-case delay for each flow. 
This means that all the above modeling and the formulation of 
the MinMVP still hold, provided that the flow characteristics 
and requirements are composed as follows: 
- the required delay bound for the aggregate is 
 1min q k q  = ; 
- the leaky bucket parameters for the aggregate are 
1 qq k
 
 
= , 1 qq k  = .  
From the network management standpoint, under per-path 
queuing the number of queues managed at each link is reduced 
with respect to the per-flow case, due to the fact that several 
flows are aggregated.  
Finally, we remark that (4) can be used to schedule either uplink 
or downlink flows, or both simultaneously. Moreover, the mod-
eling works regardless of the number of gateways in the WMN.  
B. Per-exit-point queuing 
We now describe delay constraints under per-exit-point 
queuing. We initially assume that the WMN has one gateway, 
and focus on uplink traffic directed towards that single gate-
way. Such assumptions are only required to simplify the nota-
tion, and will be removed in the next sub-section. 
Under per-exit-point queuing, all flows are buffered FIFO 
in the same queue at each link, i.e. they are aggregated as they 
progress towards the gateway node. This defines a sink-tree 
topology, where paths can be tagged using the source node as 
a label without any ambiguity (i.e., path iP  goes from node i 
to the gateway). Call iN  the number of nodes traversed by 
path iP . In order to denote a node’s position in a path, we de-
fine function ( )il h  that returns the label of the h
th node in path 
iP , 1 ih N  , and function ( )ip z  that returns the position of 
node z along path iP , ( ) ( )
1
i ip l
− =  . Given two paths iP  and jP
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, i j , their traffic is aggregated at the first common node 
,i jM . We say that the two paths merge at that node, i.e. 
( ) ( ),i j i jM l a l b= = , for some ,a b  such that 1 ia N   and 
1 jb N   and ( ) ( )1 1i jl a l b−  − . Without loss of generality, 
we assume the nodes are labeled so that each path is an in-
creasing label sequence from the ingress node towards the 
egress one. It is worth noting that if two paths 
iP  and jP  
merge at node ( ) ( )i jx l h l k= = , they share all nodes from the 
node x  up to the gateway. With reference to Fig. 4, we have 
0 0,5,9P = , 3 3,5,9P = . Hence, ( )0 1 0l = , ( )3 1 3l = , 
( ) ( )0 32 2 5l l= = , ( ) ( )0 33 3 9l l= = , and 0,3 5M = . 
( )3 1l
( )3 2l ( )3 3l
( )0 1l
( )0 2l ( )0 3l
...
...
...
3 3, 
0 0, 
5 5, 
4 4, 
( ) ( )
0,2
0,2
,


(
)
(
)
3
,2
3
,2
,


Fresh flow injected 
at node 3
Path labels
for flow 3
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Interfering flow for flow 3 
at the 2  node of its path
0
4
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Fig. 4 - Relevant quantities for paths P0 and P3 
Each link e  is activated once in the frame for an activation 
of e  time units. Therefore, each link is itself a rate-latency 
server, with a guaranteed rate equal to e e eR W N=   and a 
latency ( )e e SN T = −  . We now describe the formulas for 
computing the worst-case delay for a flow in a sink-tree net-
work of rate-latency nodes. The complete derivation process is 
shown in [28], to which the interested reader is referred for the 
details. Let us first introduce two preliminary results: 
Theorem 2 ([28], Theorem 4.15): Consider a node x  and let 
  be the set so that ( )i ix l h=  for each node i  and some 
1 i ih N  . Let ,i i   be the leaky-bucket parameters for the 
fresh flow entering node i . Then, the aggregate flow at the 
output of node x  is leaky-bucket shaped, with a burstiness xs  
and a sustainable rate xr  as follows: 
 ( )
1
,i
i
i i l j
x x ii ij h
s r   
  
 + = =
  
  , (5) 
and the values in (5) are tight output constraints at x .  
Let us now consider a sink tree as the one shown in Fig. 4, and 
let us focus on path iP . By Property 1, we can assume that one 
fresh flow enters each path iP  without loss of generality. Ac-
cordingly, we denote with ,i i   the leaky-bucket parameters 
of that flow and with i  its required delay bound. If no fresh 
flow is injected at node i, we can assume that a “null flow”, 
with 0i = , 0i = , i = + , is injected in the network at 
that node. 
Based on Property 1 and Theorem 2, we can also model 
the aggregate traffic that joins path iP  at node ( )il h , com-
posed of both the flow arriving from upstream nodes and the 
fresh flow injected at node ( )il h  itself, as a single flow. We 
call it the interfering flow ( ),i h , and we denote its leaky-
bucket parameters as ( ) ( ), ,,i h i h  . The following property shows 
how to compute the leaky-bucket parameters of an interfering 
flow from node parameters: 
Property 3: In a path 
iP , for 2 ih N  , it is: 
 
( ) ( ) ( ) ( ) ( ), 1i i i ii h l h l h l h l h
s s r 
−
 = − + 
 
, ( ) ( ) ( ), 1i ii h l h l hr r −= − .  
Note that, in general, although for two different paths 
iP  
and jP , ( ) ( )i jl h l k= , interfering flows ( ),i h  and ( ),j k  may 
not be the same (hence we need a pair of subscripts for denot-
ing them). In fact, from Property 3, given a node 
( ) ( )i jx l h l k= = , ( ) ( ), ,i h j k  if and only if there exist a node 
y x  such that ,i jy P P . In the network of Fig. 4, we can see 
that paths 0P  and 3P  merge at node ( ) ( )0 35 2 2l l= =  and 
( ) ( )0,2 3,2  (both being easily identifiable through color 
codes in the figure). Furthermore we define flow ( ),1i  as the 
sum of the output flows at all children of node i  (if there are 
any) and the fresh traffic entering node i . For instance, at a 
leaf node, ( ),1 ii =  and ( ),1 ii = . 
Having said this, we now show how to compute the worst-
case delay for a flow along a path. First of all, in order for 
queues not to build up indefinitely at a node x , the following 
stability condition must be ensured:  
 * 0x x xr R r= −  ,  (6) 
where *xr  is called the residual rate of node x , i.e. the rate 
which is not strictly necessary to sustain the admitted traffic. If 
(6) holds for all nodes along path iP , the worst-case delay for 
the flow traversing that path is upper bounded by: 
 ( )
( )
( )
,
1
i
i
i
N i h
i l hh
l h
D
CR


=
 
 = +
  
 , (7) 
where ( )il hCR  is the clearing rate at node ( )il h . The latter is 
the rate at which a burst arriving at once at that node ( )il h  
leaves the gateway in a worst-case scenario. 
In general, ( )il hCR  is a function of both the service rate 
( )il k
R  and the sustainable rate of interfering flows ( ),i k  at 
nodes ih k N  . It can be computed once it is known which 
nodes act as bottlenecks for node ( )il h , according to the fol-
lowing definition.  
Definition 4: Consider two nodes x  and y , such that path iP  
traverses them in that order, i.e. ( ) ( )i ip x p y . Then, we say 
that y  is a bottleneck for x  if: 
 ( ) ( ) ( ) * *min :y j i i ir r p x p j p y   . (8) 
Intuitively, node y  is a bottleneck for node x  if its residu-
al rate is the minimum among all nodes in the path from x  to 
y . Note that, by definition, x  is a bottleneck for itself. Call 
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1 2, ,... x
x x x
x WB b b b=  the sequence of 1xW   bottleneck nodes for 
node x , sorted in the same order as they appear in any path 
that traverses that node, so that 
1
xb x= . Then, it is: 
 
( )
1
1
1
x x
y
x
Wx
x x x
y y y
W
b
x b
y
b b b
R
CR R
R r r
+
−
=
= 
+ −
 . (9) 
Note that, since the sequence of bottlenecks depends on 
rate allocation at the links, (9) (and, accordingly, (7)) are non-
smooth. Non-smooth functions are very hard to treat, except at 
very small scales, within optimization problems. However, an 
alternative formulation of (9) can be given as a minimum of 
smooth functions, which allows us to formulate our problem in 
a more tractable way. The property is given by the following 
theorem, whose proof is in the Appendix: 
Theorem 5: Consider a sink-tree path xP  and define: 
  : ,x xS S P x S =     
i.e., the set of those subsets which also include x  (note that 
x xB  ). Denote with ( )Sn h  the h th node in S , with 
( )1Sn x= . Then it is:  
 
( )
( )
( ) ( ) ( )( )
1
1
1
min S
S
x
S S S
S
n h
x n SS
h
n h n h n h
R
CR R
R r r
−

=
+
 
 
=  
+ −  
  (10)  
The set x  grows exponentially with the length of path xP
, i.e. with the depth of the sink tree. However, since paths in a 
WMN are not expected to be longer than few hops, this is nev-
er a problem in practical cases. Similarly to what we have 
done in the per-flow and per-path queuing frameworks, we can 
formulate a feasibility problem and turn it in to a min-max op-
timization problem having the maximum delay violation as an 
objective, where the new delay formula is given by (7):  
 
( )
( )
( )
( ) ( ) ( )( )
( )
( )
( )
( )
  ( )
  ( )
max
( ) ( , ) ( ) ma
0
x
1
1
1
1
:
min
s.t.:
,
0
( )
( , )
,
,1
i
i i
S
S
S S S
i
N
l h i h l h
h
S
n h e
e n S
h
n h n h
e
e
n h
e i ei E e P
e e
ij
e
e e e
f
e e
V
CR V i
R
CR R i
e E
S
e E
e E
N T e E
R W N
i
R r r
N W iii
iv
v
S vi
o vii
v
e E
i j C
e E


 



=
−
=
+

+

 + 

 
+ −
  

−   
 
 
 
= −   
=   
 
  







( )
( )0e
i
e
ii
CR ixE+  
 (11) 
Note that, for this formulation, we can use the same sub-
script e  to denote a flow (or set thereof) and a node, since all 
flows are aggregated at a node. Constraint (i) implements (7), 
whereas (ii) implements (10). The other constraints mirror 
those of problem (4), mutatis mutandis.  
The above mixed integer-non-linear formulation contains 
non-convex non-linear constraints. This can be easily worked 
out by counterexample, i.e. by constructing instances where 
local optimization solvers yield different optima with different 
starting points, which cannot happen with convex problems. 
Therefore, in order to solve the above optimization problem, 
global optimization techniques are required, involving a com-
bination of both branch-and-bound - to handle the integrality 
constraints on the ,e e   and ijo  variables - and lineariza-
tion/bound reduction techniques - to deal with the non-linear 
non-convex constraints. We will come back to the problem of 
computation efficiency in Section V, after comparing the op-
timal schedules obtained under the different aggregation 
frameworks for several topologies and traffics. Hereafter, for 
ease of exposition, we will refer to both (4) and (11) with the 
name MinMVP, depending on the context. Possible ambigui-
ties will be resolved by explicitly mentioning the related queu-
ing framework.  
C. Generalizations 
We now show that the model for per-exit-point queuing on-
ly requires minor, straightforward changes to accommodate 
multiple gateways and downlink traffic.  
If the WMN includes G  gateways, 1G  , then a link e  
may belong to up to G  shortest-path trees. For instance, with 
reference to Fig. 5, link 6-9 (among others) belongs to both the 
trees rooted at gateways G1 and G2. Nothing needs to be 
changed to account for multiple gateways under per-flow and 
per-path queuing. Under per-exit-point queuing, instead, traffic 
of different trees is buffered in separate queues at a link as dis-
cussed above, hence two queues will be provisioned at link 6-9. 
However, a link e  is still activated once in a frame, for an inte-
ger duration 
e , regardless of the number of per-exit-point 
queues that it accommodates. All it takes to accommodate mul-
tiple gateways is to define gP  as the set of links belonging to 
gateway g’s tree, and per-exit-point durations ge  at each link, 
such that: 
  
: g
g
e eg e P
 =  ,  (12) 
thus sharing the link activation among the above queues. 
Therefore, under per-exit-point queuing, the multiple-gateway 
case can be taken into account by generalizing formulation 
(11)  so that: 
- delay constraints (i-v) are reformulated specifying a gate-
way superscript whenever required (e.g., ge  in place of 
e  etc.); 
- link scheduling constraints (vi) remain the same as in (11); 
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- a further constraint linking per-exit-point activations g
e  to 
the overall link activation 
e  is added, taken from (12), 
i.e.: 
  
: g
g
e eg e P
   ,   
which is similar to a corresponding constraint in (4),where 
multiple per-flow queues are scheduled on the same link and 
per-flow activations are connected to the per-link activations. 
Reformulating the MinMVP with these constraint is thus a 
straightforward task, which is left to the alert reader. 
Under shortest-path routing, downlink traffic injected at the 
gateways will follow its route to its mesh router exit point. 
Each of the latter will thus be the root of a (downlink) short-
est-path tree, whose leaves are the gateway nodes, as shown in 
Fig. 6 (where symmetric link costs have been assumed, which 
is not a requirement, however). Therefore, the link scheduling 
problem is still the same as in the uplink direction, mutatis mu-
tandis. From a practical point of view, it is worth noting that 
the number of gateways in a WMN is expectably small with 
respect to the number of nodes in it, and that each mesh router 
is unlikely to exchange traffic with them all simultaneously, in 
any case. Therefore, per-exit-point queuing in the downlink 
will lead to a link scheduling problem with possibly many, 
though simpler trees, whereas in the uplink we have fewer, but 
more leafy trees. Note that a link may also belong to both an 
uplink (i.e., gateway-rooted) and a downlink (i.e., mesh rout-
er-rooted) tree simultaneously, without this being a problem. 
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Fig. 5 – Links belonging to different shortest-path trees in a multi-gateway 
WMN. 
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Fig. 6 – Shortest-path tree rooted at mesh router 11, downlink traffic 
As a last generalization, we mention the fact that formulas 
(7)-(10) for computing the delay bound in a sink-tree tandem 
are symmetric, i.e., they apply also to a source-tree path [29]. 
The proof of this result is notationally heavy, and relies on the 
commutativity of the convolution operator. Due to the latter, 
given a source-tree path of rate-latency nodes, we can always 
build a sink-tree path that has the same delay bound. An ex-
ample of two such equivalent paths is shown in Fig. 7. This 
symmetry could be exploited to devise a fourth queuing poli-
cy, i.e., per-entry-point, according to which traffic coming 
from the same entry point (possibly destined to different desti-
nations) is buffered FIFO in the same queue. As soon as the 
routing leads two sub-flows onto different links towards their 
respective destinations, they are de-aggregated. With reference 
to Fig. 5, for instance, traffic originating from node 11 and 
destined to G1 and G2 would be buffered FIFO in the same 
queue at link 11-9 and 9-6, and then split into two flows at 
node 6. This queuing framework can be accommodated via 
straightforward modifications to the per-exit-point model, and 
used for both uplink and downlink traffic. We do not pursue 
this generalization further in the paper, since we think that its 
practical interest is limited.  
,A AR  ,B BR  ,C CR 
,A A  ,B B 
,C C 
A B C
,A AR ,B BR ,C CR 
,A A 
,B B 
,C C 
ABC
 
Fig. 7 – A sink-tree path (above) and a source-tree path (below), where the 
tagged red flow has the same delay bound 
Summing up, the MinMVP problem can be formulated in a 
WMN with any number of gateways, traffic flowing in both the 
uplink and the downlink direction, and per-flow, per-path or 
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per-exit-point aggregation, provided that shortest-path routing 
is in place. The MinMVP problem is mixed integer non-linear, 
and it is convex except under per-exit-point aggregation. 
Finally, we observe that formulas (3) and (7) are such that 
the delay never increases when the rate of a link in the WMN is 
increased. More specifically, (3) is weakly monotonic with the 
rate of each link in the path of the flow and insensitive to the 
others, whereas (7) is monotonically decreasing with the rate of 
any link in the tree (as proved in [32]), and insensitive to the 
others. Thus, increasing a link e ’s rate with respect to 
eW  at 
some slots can only decrease 
max , or have no effect at all. Link 
e ’s rate may be increased, for instance, if the set of e ’s inter-
ferers scheduled at slot t , call it ( )eI t , is smaller than its 
worst-case set of interferers (based upon which 
eW  had been 
computed before link scheduling): in this case the SINR at link 
e ’s receiver will be higher, hence the data rate could be in-
creased accordingly. Sets ( )eI t  and the associated interference 
can be computed straightforwardly by post-processing sched-
ules. 
IV. SCHEDULABILITY COMPARISON  
Being able to optimally solve the MinMVP allows us to 
explore the solution space, i.e. to assess how the flow and sys-
tem parameters affect the schedulability. We performed sever-
al experiments, solving the MinMVP problem in a per-flow, 
per-path and per-exit-point queuing frameworks. For this 
evaluation, we consider a single-gateway WMN, whose short-
est-path tree is the 15-node balanced binary tree shown in Fig. 
8, with both homogeneous and heterogeneous flows. We only 
assume uplink traffic, since this is the most interesting case 
under per-exit-point queuing.  
 
Fig. 8 – Sample binary tree 
First of all, the criterion of comparison is the value of the 
objective function maxV . The latter, of course, depends on the 
flow deadlines q  in turn. However, when deadlines are ho-
mogeneous (i.e. q = ), the actual value of maxV  can be ex-
pressed as D − , with max { }q qD D=  depending on the in-
stance of the problem. Hence, while whether a given traffic 
demand is schedulable ( max 0V  ) or not ( max 0V  ) does de-
pend on the actual value of  , the fact that max max
a bV V , with a 
and b being two different aggregation frameworks, does not. 
Thus, max max
a bV V  actually implies that using a would allow for 
smaller values of   (or a higher offered load) to be schedula-
ble, and is therefore considered preferable here. Furthermore, 
there is no insight to be gained by varying   as it only acts as 
an offset to 
maxV , and for this reason we keep it constant, i.e. 
20 = , until further notice.  
We start with homogeneous traffic. In Fig. 9, we plot 
maxV  
against the rate in a scenario with 20 flows originating at each 
node, for two different values of the burst ( 0 = , 1000 = ), 
and with different aggregations. For all flows,   varies in 
 50;650 . Two main observations can be gathered. First of all, 
under per-flow and per-path aggregation, 
maxV  depends mini-
mally, if at all, on the flow rates, as long as the problem is 
solvable. This is because qD  does not depend on q  in (3), as 
long as min
q
q R  . However, the minimum maxV  is obtained 
when each link has the largest possible rate. Hence, modifying 
the flow rates does not change anything, at least until they 
grow so large that qD  becomes infinite. To prevent the reader 
from drawing hasty conclusions, we also observe that, if rout-
ing was put into the framework (i.e., in a case study where a 
flow has more than one path to a destination), the outcome 
would instead depend more heavily on the flow rates, as they 
would probably influence the path a flow takes. Furthermore, 
the performance under per-flow aggregation is always remark-
ably worse than under per-path aggregation. This is because, 
as flows are aggregated, the latency of the aggregate is gener-
ally smaller than the latency of the single flows at each node, 
since a larger transmission duration is given to the aggregate. 
This is further confirmed by the following experiment: we in-
ject a constant load of traffic at each node (i.e., same overall 
,  ), fractioned in 1 to 50 flows. Fig. 10 reports maxV  against 
the number of flows per node, and confirms that the gain with 
a per-path framework increases with the number of flows that 
are aggregated. Thus, aggregating a large number of smaller 
flows (besides leading to more manageable implementations, 
due to fewer queues being required) improves the overall per-
formance.  
Second, when per-exit-point aggregation is used, Fig. 9 
shows maxV  being linearly increasing with the rate. The slope 
is almost constant, and the values of   determines the offset. 
This is because rates intervene in the computation of the delay 
bound in (7) through (5) and (9). Moreover, it turns out that – 
for a given burst   – there exists a value of   below which 
per-exit-point aggregation outperforms per-path aggregation, 
i.e. it yields a smaller maxV . This boundary value occurs at 
smaller rates as the burst increases. In Fig. 11, we plot the 
curve where maxV  has the same value in both per-path and per-
exit-point frameworks in a ( ),  -plane. The curve is a de-
creasing line, whose best fit is the following: 
  4.1364 2035.6 
+
= −  +  (13) 
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Below the latter, per-exit-point aggregation yields better 
results. On the other hand, in the region above the curve per-
path aggregation is more effective. 
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Fig. 9 - Homogeneous flows in a balanced binary tree for 0 =  (above) and 
1000 =  (below) 
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Fig. 10  -  Constant overall load (homogeneous flows) 
The same analysis was repeated for other topologies, i.e., 
unbalanced and ternary trees, with homogeneous traffic. In all 
cases qualitatively similar results were obtained, which are 
henceforth omitted for the sake of conciseness. More specifi-
cally, it always holds that per-flow queuing fares the worst, 
and that a decreasing line separates the regions of the ( ),  -
plane where per-exit-point aggregation fares better than per-
path aggregation. Coefficients in (13), however, are topology-
specific.  
The above considerations are also true, at least up to some 
extent, if we relax the assumption of homogeneous flows. Fig. 
12 reports the average maxV  for 30 instances, on the balanced 
tree with heterogeneous random flows (confidence intervals 
are not visible): rates and bursts are generated uniformly be-
tween  0.8 300 ;1.2 300K K   and  0.8 ;1.2K K    re-
spectively, with   ranging from 1500 to 6000 and 20K =  
being the number of fresh flows originating at each link. Alt-
hough the lines represent averages, max max
per p per fV V− −  holds for 
each instance of the problem. For instance, Fig. 12 suggests 
that the maximum aggregate burst schedulable in a per-flow 
framework is 4500, whereas in a per-path framework it is 
6200, i.e. 38% larger. This corresponds to approximately 11 
additional flows per node. More to the point, the qualitative 
behavior does not change if we allow for a larger spread for 
the bursts. We have expanded the above interval from 
 0.8;1.2  to  0.2;1.8 , without experiencing any noticeable 
change in the outcome. Even considering non-uniform distri-
butions for the flows, e.g.  0.2;0.4  for one half of the flows 
and  1.6;1.8  for the other, has no significant impact on maxV . 
This seems to suggest that, as long as flows have the same 
deadline, aggregating heterogeneous flows improves the delay 
performance, and that the latter depends on the overall burst 
rather than on how it is distributed. On the other hand, the per-
exit-point framework with the generated instances always 
fares worse. It has to be observed, however, that the point cor-
responding to the average values    ( ),E E   in the ( ),  -
plane of Fig. 11 would be located in the region where per-path 
aggregation performs better. Although we do not show it here 
for the sake of conciseness, we can select flow parameters so 
as to obtain the opposite outcome. 
So far, we have considered homogeneous deadlines. In 
fact, the behavior changes if flows with different deadlines are 
aggregated. In that case, in fact, per-flow scheduling comes 
back into play. Fig. 13 shows a case with 3 flows per node 
having the same ,  , with 300 =  and   ranging from 0 
to 2000, but different deadlines (30, 60, and 100 respectively), 
on a balanced binary tree. For small bursts (i.e., below 600), 
per-path aggregation performs better, whereas per-flow is 
winning for larger bursts. This can be explained by consider-
ing that, depending on the burst size, either the latency or the 
burst delay may be predominant in (3). On one hand, as al-
ready noticed, aggregating flows always reduces their latency 
delay. On the other hand, tighter delay requirements are im-
posed on the aggregate, which instead increases the maximum 
violation. The first effect dominates for small bursts. Further-
more, note that in none of the above cases per-exit-point ag-
gregation performs better. The same considerations again ap-
ply to different topologies, such as random and ternary trees.  
From the above analysis, the following conclusive remarks 
can be obtained: 
- aggregating flows on the same path is always beneficial as 
long as they have the same deadline. On the other hand, it 
matters little whether their traffic characteristics ( ,  ) are 
similar or not. For instance, real-time traffic of different 
types (e.g., voice and video) can be aggregated, as long as 
the deadlines are the same.  
- Aggregating flows progressively is beneficial only when 
flows have the same deadlines and limited bursts (e.g., 
voice traffic, which is known to be non-bursty). The limit 
beyond which it stops being beneficial decreases with the 
flows rate. For instance, high-rate, bursty flows (e.g., com-
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pressed video streams) should not be aggregated at each 
node if delay guarantees are a concern. 
- The above considerations are fairly insensitive of the actual 
tree shape. Regular and irregular trees exhibit few differ-
ences.  
It is also evident that there is no clear winner among the 
three aggregation frameworks, i.e. one that it is likely to war-
rant a higher schedulability in all the scenarios. A clearer pic-
ture can be obtained by putting computation overhead into the 
framework, which is what we do in the next section.  
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Fig. 11 – Regions of the ( ),   plane where a given aggregation model leads 
to smaller maxV  (homogeneous flows case) 
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Fig. 12 -  Heterogeneous randomly generated flows 
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Fig. 13 - Flows with different deadlines in a balanced binary tree  
V. ONLINE ADMISSION CONTROL 
The presence of integer ( ,e e  ) variables and, mostly, the 
structure of the conflict-free scheduling constraints S  makes 
the MinMVP complex. Furthermore, as already stated, the 
problem is also non convex under per-exit-point aggregation. 
Under per-flow and per-path frameworks, the MinMVP can be 
solved optimally for WMNs of few tens of nodes, which is the 
expected scale for current and future WMNs. Note that, 
somewhat counterintuitively, using a per-flow or per-path 
framework makes almost no difference in the solving times, at 
least not until the number of flows per path grows very large. 
This is due to the fact that the above choice only influences 
continuous variables, whereas the number of integer and bina-
ry variables stays the same in both cases. Fig. 14, left, shows 
the distribution of the computation times for solving 100 in-
stances of three different WMNs in a per-path framework, i.e. 
a balanced binary tree of 15 nodes, a ternary tree of 13 nodes, 
and a random tree of 12 nodes carrying uplink traffic, using 
CPLEX [27]. Computations are done on a PC equipped with 
an Intel Core2 Duo E6400 2.1 GHz, 2 GB RAM and a Linux 
kernel 2.6.18. Solving larger instances (20-30 nodes) requires 
instead minutes or hours on the same system. These are clearly 
affordable times when compared to the timescales of network 
(re)engineering, but not so when compared to the timescale of 
admission control decisions. When a per-exit-point framework 
is used and the problem is non convex, the maximum size that 
one can expect to solve using available techniques is at most 
15-20 nodes, depending on both the topology and the number 
of flows. For larger networks, the computations may be alto-
gether impossible due to memory constraints. Furthermore, 
computation times tend to be considerably higher for topolo-
gies of a similar number of nodes. Fig. 14, right, shows the 
distribution of the computation times using the BARON solver 
[30] on 100 instances of each of the above-mentioned WMN 
topologies. Note that we had to use a different solver than 
CPLEX because the latter only solves convex problems.  
For this reason, we now tackle the problem of trading op-
timality for computation time through heuristic approaches. 
We first discuss heuristics for the convex case, and show that 
these can also be adapted to work in the per-exit-point case. 
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Fig. 14 - Box plot of the resolution times for different WMN topologies under 
per-flow and per-exit-point frameworks 
A. Heuristics for the per-flow and per-path cases 
Since the problem is convex, the greatest computational 
burden comes from the binary variables that define the trans-
mission order, i.e. conflict orientations. Once the latter are set, 
near-optimal solutions to the remaining mixed integer-convex 
problem can be computed in few tens or hundreds of millisec-
onds for instances of tens of nodes. Hereafter, we refer to the 
problem of setting the conflict orientations as the conflict sub-
problem, and to the resulting, simplified MinMVP as the re-
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duced MinMVP sub-problem. Our heuristic solution strategies 
rely on solving the two separately, in the above order.   
Before delving deeper into each sub-problem, it is worth 
mentioning that the quality of the solution of the conflict sub-
problem has a remarkable impact on the overall schedulability 
of a given traffic load: starting with a “bad” conflict orienta-
tion will thwart any attempt to compute a feasible schedule, 
even if the reduced MinMVP is solved optimally. Moreover, 
the conflict sub-problem is itself non trivial, so that trying to 
solve it optimally is out of question if speed is a concern. 
In [20], a blind heuristic was presented, which can be used 
when no information about the underlying network is availa-
ble. The latter relies on solving the conflict sub-problem using 
a genetic approach, where the fitness of each conflict orienta-
tion string is given by the optimum of the reduced MinMVP 
problem that it generates. Results shown in [20] prove that this 
allows computation time to be traded for optimality: allowing 
for a larger number of generations increases the likelihood of 
hitting a value of 
maxV  close to the real optimum. The trade-off 
is configurable, so that a criterion based on the maximum re-
sponse time for admission control can be used to stop the 
computations. In this paper a new engineered heuristic is pro-
posed, where an estimate of the rates that the network is ex-
pected to support is used to infer an offline solution to the con-
flict sub-problem. It is often the case that a network adminis-
trator can estimate the average rates that its network links 
should support. In this case, some of the computations needed 
for an admission control test can be done offline. More specif-
ically, the administrator can use that knowledge to solve the 
conflict problem, setting the transmission order variables, once 
and for all offline, and then solve the reduced MinMVP prob-
lem online, at the time of admission control. We will show that 
the reduced problem is accurate and only takes a few millisec-
onds, hence the online part is fast and effective.  
Setting the conflict orientations transforms the unoriented 
conflict graph into a dependency graph. Define  
 
: q
e qq e P
f 

=   
the overall rate of flows traversing link e . Call: 
 
LB
e e eN f W =     (14) 
the lower bound for the activation duration of link e , given an 
estimate of the average rate request ef . If 
LB
e e    at some 
link, then the problem is clearly infeasible because delays are 
unbounded according to (3). On the other hand, unless the fol-
lowing condition holds on every path P in the dependency 
graph: 
 
LB
ee P
N

  , (15) 
then the problem is infeasible. In fact, in this case there 
would be no way to partition the frame into activation dura-
tions while preserving bounded delays. Therefore, a good heu-
ristic is one that allows you to set the conflict orientations  so 
that i) (15) holds for all paths when it is possible to do so, and 
ii) the duration of the activation durations are maximized, so 
that delays are kept as small as possible. Given a rate estimate 
ef , we formulate the conflict sub-problem as follows: 
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 (16) 
In the above problem, the first constraint sets a lower 
bound on the activations as per (14), and the second one in-
cludes all the conflict inequalities. Note that, since the ef  play  
the role of weights in the objective, solving (16) gives prefer-
ence to the links carrying the largest rates. Once an assignment 
for the ijo  variable is obtained as a solution of (16), the online 
part consists in solving the remaining reduced MinMVP.  
A fast heuristic solution approach for the reduced 
MinMVP (shown in Fig. 15) relies on formulating a nonlinear 
convex problem starting from the MinMVP, relaxing the inte-
grality constraints on variables e  and e , and using the ijo  
assignment from (16). Call 
*S  the set of conflict-free con-
straints that you get once the ijo  are assigned. The continuous 
relaxation is as follows: 
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Model (17) can be easily interpreted by comparison with 
(4): constraints (i-iii) and (vii-viii) are in fact the same; (vi) is 
the continuous relaxation of the same constraint in (4); (iv) is 
homologous to the one in (4): however, as the non-integer solu-
tions of (17), call them 
* *,e e  , must then then rounded to their 
integer part, a “+1” is required to ensure that *
e
q
e eq I
      , 
i.e., to prevent the rounding from reducing the minimum guar-
anteed rate to below the required one.. Constraint (v) summa-
rizes conflict-free conditions having already solved the con-
flict orientation subproblem. 
Variables 
* *,e e   obtained in the solution to (17) are then 
rounded to their floor integer. Note that rounding preserves the 
conflict-free condition, since: 
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Finally, the rounded solution is given as an input to the fol-
lowing auxiliary problem: 
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The purpose of solving (19) is to compute the actual 
maxV : 
in fact, some q
e  computed as a solution of (17) might still be 
increased (thus further reducing 
maxV ) before constraint (iii) in 
(19) becomes active. Constraints (i-ii) and (iv-v) are homolo-
gous to those of the previous problems. Note that integer 
scheduling variables ,e e   are not part of (19), since the 
schedule is not modified. Both (17) and (19) are convex, hence 
solvable in polynomial time using interior point methods. The 
rounding procedure runs in (2 )E   time. On the same sys-
tem mentioned before, the heuristic solves 30-node instances 
within few tens of ms in a per-path framework, whereas opti-
mally solving the reduced MinMVP problem takes seconds or 
tens thereof.  
solve continuous relaxation (17) 
 input: oi,j 
 output: 
* *,e e   
 
for each e in E {  //rounding 
 e =floor(
*
e ) 
 e =floor(
*
e ) 
} 
 
solve auxiliary problem (19) 
 input: ,e e   
 output: min max, ,
q q
e R V  
Fig. 15 – Pseudocode of the solution scheme for the reduced MinMVP 
In order to evaluate the accuracy of the heuristic, we com-
pare i) the minimum of the reduced MinMVP and the one of 
the MinMVP, and ii) the number of times when the former 
fails to compute a feasible solution, which is instead found by 
the latter. We do so on two sample topologies.  
- a 31-node balanced binary tree with uplink traffic only, 
i.e. with 30 flows, each one generated by one node.  
- the WMN whose connectivity graph is shown in Fig. 16, 
which is loosely based on the one of the TFA project 
[31]. We deploy the 21 nodes in the same positions as in 
[31], and assume that each node is equipped with one 
omnidirectional antenna2. We set the transmission range 
of each node so that the WMN is fully connected. Nodes 
0 and 17 are gateways, and eight bidirectional flows per 
gateway (i.e., 32 overall) are transmitted to/from the 
gateways. 
In both topologies, all links have a capacity equal to 9600. 
We show that, if the rate estimate is accurate, the proposed ap-
proach is effective. We perform the offline conflict resolution 
assuming that each flow generates a given rate as an estimate 
est . Then, we solve the reduced MinMVP. In doing so, we 
use homogeneous bursts and deadlines for all flows, however 
using different rates than 
est . The employed rates are a ran-
dom variable, with a mean value of 
est . For each topology, 
we solve 30 instances. The parameters are shown in Table 1. 
20
18
19
17
14
16
15
12
10
4
1
9 8 0
7
2
6
13
11
3
5
 
Fig. 16. The case-study WMN. 
Table 1 – Parameters for the performance evaluation 
Topology Tree TFA 
est  300 200 
  500 500 
  40 40 
W  9600 9600 
 
Fig. 17 shows that the reduced MinMVP is always within 
few percentage points to the real optimum, regardless of the 
topology and of the rate distribution. As Fig. 18 shows, the 
percentage of instances declared unfeasible grows with the 
standard deviations, which is expectable. However, in the bal-
anced tree topology, which fares the worst of the two, it is be-
                                                                
2 In [31], some nodes are also equipped with directional 
antennas to gateway nodes. We do not include these links, 
which are less interesting from a link scheduling perspective. 
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low 10% as long as the standard deviation is below 16% of the 
average.  
As far as computation times are concerned, the online part 
completes in tens to hundreds of milliseconds in both topolo-
gies, as shown in Fig. 19. The optimum solution instead re-
quires tens to thousands of seconds. Interestingly enough, the 
offline part of the heuristic (not shown in the graph) is also 
reasonably fast, although efficiency is a minor concern in this 
case. For the two topologies, we obtained an upper bound of 
200ms for the offline part.  
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Fig. 17 - Accuracy of the reduced MinMVP problem 
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Fig. 19 – Box plot of the solving times of the MinMVP and the Reduced 
MinMVP, TFA topology 
B. The per-exit-point case 
Under per-exit-point aggregation, separating the conflict 
and reduced MinMVP sub-problems does not pay off, as the 
latter is non convex, and therefore still hard to solve. While 
general-purpose meta-heuristics for solving non-convex prob-
lems have been around for a while (e.g., multi-start methods), 
they all share some common features: they are hardly predict-
able, very dependent on parameter tuning, and – being general 
purpose – they seldom exploit possible underlying structures 
of the problem to be solved. Instead of trying to adapt the 
above meta-heuristics to finding suboptimal solutions in the 
per-exit-point case, we take a different approach: we show that 
solutions of the per-path problem (whether optimal or comput-
ed through the heuristic approach) can be exploited to find 
good suboptimal solutions in the per-exit-point case. Our 
claim is that given a solution of the per-path case in the fol-
lowing form: 
 
( ),
e
q
e
e E
e E q I e
 
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the following solution, used in a per-exit-point framework: 
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 =   
, (20) 
yields a value of maxV  which, though obviously suboptimal, is 
often reasonably close to the optimal value of the per-exit-
point case. Therefore, we can compute a good suboptimal so-
lution for the per-exit-point case without having to solve any 
non-convex problem. The above claim is supported by the re-
sults shown in Fig. 20, where we plot the relative distance to 
the optimum of the heuristic obtained by using (20). The box 
plot is obtained by running 30 random instances of  a balanced 
binary tree network, with rates uniformly selected in 
 240,360  and burst selected in  0.8 ,1.2K K  , 
1500,3000,4500,6000K = . As the figure shows, the heuristic 
solution is seldom above 15% of the optimal value. 
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Fig. 20 - Box plot of the relative deviation between the optimal solution of the 
per-exit-point case and the one computed using the engineered heuristic and 
(20).  
Note that, while computing an optimal link schedule in the 
per-exit-point framework is a tough problem, a delay feasibil-
ity test for a given link schedule, which is required to check 
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whether the solution is admissible in the per-exit-point case, 
only takes ( )O E  time [32]. Such time overhead is negligible 
with respect to the one required for computing heuristic solu-
tions in the per-path case. Therefore, by using the above pro-
cedure, heuristics of the same efficiency as the per-flow/per-
path cases can be applied to the per node case too. 
As a final note, we observe that formulating the problem as 
a min-max problem pushes a solver to allocate the largest pos-
sible number of slots, so as to minimize the max violation. As 
discussed in [20], this intrinsically produces robust schedules, 
where relatively large variations in some flows’ parameters 
can be tolerated without violating the deadlines, even when 
maxV  is close to zero. This can be exploited in order to avoid 
computing a link schedule altogether in response to changes in 
the traffic parameters. We showed in [20] a method to assess 
in polynomial time whether a new computation is needed or 
not.  
VI. RELATED WORK  
In this section we review the available related work on link 
scheduling in WMNs. As already stated, no work that we are 
aware of (save our previous work on the same topic, [18]- 
[21]) considered schedulability in WMNs with: i) leaky-
bucket-constrained traffic, which takes into account variable 
bit rates in a short-term, and ii) arbitrary end-to-end delay con-
straints. Most of the relevant literature on link scheduling falls 
into either of the following categories: 
1. rate-oriented algorithms, that either provide flows with a 
minimum guaranteed rate (e.g. [3]-[7]), or optimize the 
total throughput (e.g. [8]-[11]). Guaranteeing a minimum 
rate no smaller than the flow’s rate – by (3) or (6) –  is a 
necessary condition for end-to-end delays to be finite, but 
does not automatically make them smaller than a pre-
specified bound. Note that our schemes also fall in this 
category if delay constraints are loose. In fact, if the de-
lay requirements q  of each flow are such that con-
straints (i) are never active in (4) or (11), then the solu-
tion to minMVP will still guarantee that each flow gets at 
least the minimum required rate q , hence our scheme 
can be used in this context as well. If, instead, delay re-
quirements are tight (hence the related constraints ac-
tive), our scheme will overallocate rates with respect to 
q , to satisfy the delay constraint. 
2. TDMA delay-oriented algorithms, that either minimize 
(e.g. [14]-[15]) or try to guarantee a maximum TDMA de-
lay (e.g. [12]-[13]). The latter is the sum of TDMA wait-
ing times at every hop, i.e. the time it takes for a packet 
to travel from the source to the destination, assuming that 
it is never queued behind other packets. As queuing is a 
component (and often the dominant one) of the end-to-
end delay, especially with VBR traffic, there is no guar-
antee that such algorithms can actually find a delay-
feasible schedule if there exists one.  
Within the second category, [12] gives a priori guarantees, 
whereas [13] uses admission control to check whether the re-
quired TDMA delay is feasible. [14] considers both CBR 
(voice) and VBR (video) flows, however assuming that VBR 
sources can be described as stationary, ergodic and independ-
ent processes with known statistics, so as to characterize them 
as equivalent CBR sources. In this work, we deliberately omit 
this kind of assumptions, sticking instead to more practical 
   characterizations, which can be conveyed to the network 
using standard signaling protocols (e.g., RSVP, [22]). In [15], 
a WMN is modeled as a stop-and-go system. A min-max prob-
lem on the round-trip TDMA delay introduced by the schedul-
ing in a sink-tree network is formulated and optimally solved. 
However, minimizing the TDMA delay does not imply compu-
ting a delay-feasible schedule when there is one. We show this 
by comparing our schedules against those derived from [15]. In 
the latter, link activations are computed based on the rate 
(which only guarantees finite delays), and activations are serial-
ized so as to minimize the maximum TDMA delay. Consider a 
15-node binary tree, with homogeneous traffic and 20 flows 
originating at each node. Fix 20 = , 300 = , and let the 
burst of the flows vary as 0 4500  . We plot the 
maxV  val-
ue obtained by: i) optimally solving the MinMVP in the per-
flow, per-path and per-exit-point frameworks, and ii) using the 
optimal solutions given by [15] in the same settings. As Fig. 21 
shows, [15] yields positive 
maxV  values, except at the far left 
(i.e., when the burst is negligible), for traffic which would oth-
erwise be schedulable using the MinMVP approach. This is be-
cause [15] optimizes only conflict orientations ( ijo ) and activa-
tion instants (
e ), neglecting the activation durations ( ,
q
e e  ). 
Optimizing on the latter too is instead very important to 
achieve delay-feasible schedules.   
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Fig. 21 – Comparison between optimizing on maxV  and minimizing the max-
imum TDMA delay 
Some works not falling into either of the above categories 
are also relevant, as they provide frameworks for computing 
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delay bounds a posteriori, after link scheduling has been 
planned. In [16] authors define the odd/even link activation 
and routing framework, and employ internal scheduling poli-
cies at each link so that the end-to-end delay bound along a 
path is roughly double than the one obtained in a wired net-
work of the same topology. Authors of [17] show that using 
throughput-optimal link scheduling and Coordinated-EDF to 
schedule packets within each link, rate-proportional delay 
bounds with small additive constants are achieved. Our goal is 
instead to have pre-specified, arbitrary delay bounds respected 
through link scheduling. In [33], authors solve the delay-
constrained link scheduling problem in Wireless Sensor Net-
works, using effective capacity as a model. Simulation results 
reported therein confirm that our scheme performs better than 
[15] in that setting as well. 
A recent work of ours, [18], marks a first step for the anal-
ysis reported in this paper. In that work, sink-tree WMNs, with 
per-exit-point aggregation are analyzed. However, only feasi-
ble solutions (with no optimality associated) were found 
through an iterative heuristic. The latter was not guaranteed to 
find a feasible solution even if there exists one. With respect to 
[18], we formulate the link scheduling problem as a mathemat-
ical programming problem (thanks to Theorem 5) that can be 
optimally solved. Furthermore, all three aggregation frame-
works (per-flow, per-path and per-exit-point) are considered 
and compared. Finally, [21] is a first attempt to bring routing 
back into the framework, i.e. to address the problem of jointly 
solving the routing and link scheduling problem optimally, 
taking into account end-to-end delay guarantees. However, 
aggregation policies are not taken into account.  
The approach pursued in this paper lends itself to some 
generalizations. As shown in [20], when analyzing WMNs 
with per-flow and per-path queuing, a sink-tree routing is not a 
requirement. The same framework, including the problem 
formulation, optimal and heuristic solution strategies, can be 
employed with any topology, provided that i) the conflict 
graph, and ii) routes are given. On the other hand, in a per-
exit-point framework no closed-form delay bound is available 
except for a sink-tree topology [34]-[35]. 
A related stream of literature is that on channel assignment 
in Multi-Radio-Multi-Channel (MRMC) WMNs (see, e.g., 
[36]-[41]). For these, the standard assumption is that each 
mesh router has K  radios that can be tuned on any of C  or-
thogonal channels, with C K  usually. Thus, channel as-
signment both determines connectivity and controls interfer-
ence. Few works (e.g., [40]) advocate scheduling links and as-
signing channels jointly. However, link scheduling could also 
be used on a MRMC WMN to enforce mutual exclusion be-
tween residual interfering links, once collision domains have 
been separated through channel assignment. It can be easily 
observed that our schemes work seamlessly in these settings as 
well, and probably faster at that, since multi-channel transmis-
sion reduces the number of interfering links. On the other 
hand, some works (see, e.g., some of those surveyed in [41]) 
advocate assigning channels dynamically (i.e., at timescales of 
one or few packet transmissions). Such schemes rely on colli-
sion avoidance techniques, such as RTS/CTS handshakes, and 
their aim is normally to improve the network throughput or 
reduce average delays. None of them is concerned (or compat-
ible) with end-to-end deterministic delay guarantees, which is 
instead what our schemes are about.  
VII.CONCLUSIONS AND FUTURE WORK 
Link scheduling for real-time traffic in Wireless Mesh 
Networks requires that end-to-end delay bounds be guaranteed 
a priori, and the existing link scheduling algorithms do not 
take the latter into account. We showed that, given link rates, a 
conflict graph and flow routes,  the feasibility of a link sched-
ule does depend on the aggregation framework, and we de-
rived guidelines to choose the appropriate aggregation frame-
work given a network scenario. The general problem is formu-
lated as an integer-non-linear optimization problem that can be 
solved optimally for WMNs of small to medium size, depend-
ing on the aggregation framework at the nodes. For WMN of 
larger sizes and/or in smaller times, we proposed a heuristic 
solution approach that computes good suboptimal schedules; 
this approach can be used as an online admission control 
scheme for real-time traffic. 
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IX. APPENDIX 
A. Proof of Theorem 5 
Consider a generic sequence of nodes S  in x , and com-
pute the following expression: 
 
( )
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( ) ( ) ( )( )
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n h n h n h
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  
We show that i) adding a bottleneck node to -, and ii) re-
moving a non-bottleneck node from S  leads to a smaller val-
ue for SQ . This proves the thesis, as 
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x S
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=  
In order to simplify the notation, we drop the path sub-
script in the proof, without this generating ambiguity. 
i) Build the sequence  'S S b=  , where \b B S . Now, 
either b  is the last node in 'S , or it isn’t. In the first case, call 
l  the last node in S . After some straightforward algebraic 
manipulation, we obtain: 
 
( )'
b
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l b l
R
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R r r
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,  
However, since b B , the last term is smaller than or 
equal to 1 (by the very definition of bottleneck), hence 
'S SQ Q   
If, instead, b  is not the last node in 'S , then there exist 
two nodes in S , call them ,l m , such that l b m  . There-
fore: 
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for some positive  , and 
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Therefore, in order to prove that 'S SQ Q , we need to 
prove that: 
 
( ) ( ) ( ) ( )
1 1b
l b l b m b l b l m b
R
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+ − + − + − + −
. 
After simple algebraic manipulations, the above expression 
boils down to: 
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which is equivalent to ( )b l b lR R r r + − . The latter is true 
since b  is a bottleneck, hence 'S SQ Q  in any case.  
ii) Consider now a sequence S  that includes all bottleneck 
nodes, i.e. B S , and at least a node \f S B  (i.e., a non 
bottleneck). Call  ' \S S f= . We show that 'S SQ Q . As-
sume first that the node preceding f , call it b , is a bottleneck 
(we will show later on that this comes with no loss of generali-
ty). Note that, since 1 S B  , one such node exists for sure. 
Now, either f  is the last node in S , or it isn’t. In the first 
case, call we have: 
 
( )'
f
S S
b f b
R
Q Q
R r r
= 
+ −
, 
and the last term is larger than 1 since f  follows a bottleneck, 
hence 
'S SQ Q .  
In the second case, call m  the next node in S  following 
f , i.e. b f m  . Then: 
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for some positive  . Again, the thesis 'S SQ Q  can be easily 
rewritten as: 
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which holds if and only if ( )b f b fR r r R+ −  . However, since 
b  is the last bottleneck before f  and f  is not a bottleneck, 
then ( )b f b sR r r R+ −  , and therefore 'S SQ Q . This proves 
that you can remove every first node following a bottleneck 
and obtain 
'S SQ Q . However, by iterating the same proce-
dure, you can progressively remove every second, third,…, nth 
node following a bottleneck. Therefore, you can ultimately 
remove all non-bottleneck nodes and obtain a smaller expres-
sion. 
Wrapping up, if you take a generic sequence S  and i) add 
all bottleneck nodes, and ii) remove all non-bottleneck nodes, 
you obtain a sequence B  such that B SQ CR Q=  , which is 
the thesis. 
Q.E.D. 
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B. Table of the notations used in the paper 
 
Symbol Meaning 
General 
sT  Duration of the transmission slot 
N  Number of slots in a frame 
V  Set of nodes in the WMN (vertices of the graph) 
E  Set of links in the WMN (edges of the graph) 
( )e  Set of conflicting edges for link e  
eW  Transmission rate of link e  
e  Offset of link e  in the link schedule 
e  Activation duration of link e  in the link schedule 
ijo  Binary variable, equal to 1 if link i  transmits after 
j  and 0 otherwise 
S  Feasible region for conflict-free constraints 
q  End-to-end deadline for flow q  
q  Burst of flow q  
q  Rate of flow q  
qP  Path of flow q  
qD  Delay bound for flow q  along its path 
maxV  Maximum delay violation 
Per-flow and per-path queuing 
q
e  Activation duration for flow q  on link e  in the link 
schedule 
q
eR  Guaranteed rate for flow q  on link e  
q
e  Latency for flow q  on link e  
min
qR  Minimum guaranteed rate for flow q  along path 
qP  
Per-exit-point queuing 
eR  Guaranteed rate on link e  
e  Latency on link e  
xs  Output burst at link x  
,i jM  First common node between paths iP  and jP  
*
xr  Residual rate at link x  
xCR  Clearing rate at link x  
 
