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Abstract: This text is devoted to simultaneous approximation to ξ and ξ2 by rational
numbers with the same denominator, where ξ is an irrational non-quadratic real number.
We focus on an exponent β0(ξ) that measures the regularity of the sequence of all excep-
tionally precise such approximants. We prove that β0(ξ) takes the same set of values as a
combinatorial quantity that measures the abundance of palindromic prefixes in an infinite
word w. This allows us to give a precise exposition of Roy’s palindromic prefix method.
The main tools we use are Davenport-Schmidt’s sequence of minimal points and Roy’s
bracket operation.
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1 Introduction
Throughout this text, we denote by ξ a real number, assumed to be irrational and non-
quadratic (that is, [Q(ξ) : Q] ≥ 3). We study the quality of simultaneous rational approx-
imants to ξ and ξ2, that is the possibility to find triples x = (x0, x1, x2) ∈ Z3 with
L(x) = max(|x0ξ − x1|, |x0ξ2 − x2|)
very small in comparison with |x0|. In more precise terms, for any 0 < ε ≤ 1 we consider
the exponent βε(ξ) defined as follows: βε(ξ) is the infimum of the set of all β such that for
any sufficiently large B > 0 there exists x ∈ Z3 such that
(1) 1 ≤ |x0| ≤ B and L(x) ≤ min(B−1/β , |x0|ε−1).
If this set of β is empty, we let βε(ξ) = +∞. For ε = 0, we let
β0(ξ) = sup
0<ε<1
βε(ξ) = lim
ε→0
βε(ξ)
1
since for any fixed ξ, the map ε 7→ βε(ξ) is non-increasing. We do not consider βε(ξ) for
ε < 0, since L(x) ≤ |x0|ε−1 with ε < 0 implies x2x0 = (x1x0 )2 if |x0| is sufficiently large (see
[6]); therefore these exponents merely concern rational approximants to ξ.
The exponents βε(ξ), introduced in [8], generalize the classical exponent β1(ξ) (denoted
by wˆ′2(ξ) or by 1/λˆ2(ξ) in [3], [2] and [10]) for which the following results are known:
• β1(ξ) ≤ 2 for any ξ, by applying Dirichlet’s pigeon-hole principle;
• β1(ξ) ≥ γ = 1+
√
5
2
= 1.618 . . . for any ξ, proved by Davenport and Schmidt [6];
• There exists ξ such that β1(ξ) = γ, proved by Roy [11];
• The set of values taken by β1(ξ) is dense in [γ, 2], proved by Roy [10].
The aim of this paper is to prove analogous results on β0(ξ). One can prove easily (see
[3]) that β0(ξ) = +∞ for almost all ξ with respect to Lebesgue measure, and Davenport-
Schmidt’s lower bound on β1(ξ) yields β0(ξ) ≥ γ for any ξ. Moreover Roy’s palindromic
prefix method ([11]; see also [8]) allows one to obtain a ξ such that β0(ξ) < 2, starting
from any word w with “sufficiently many” palindromic prefixes. In more precise terms, let
w = w1w2 . . . be an infinite word on a finite alphabet. We denote by (ni)i≥1 the increasing
sequence of all lengths of palindromic prefixes of w, in such a way that n is among the ni
if, and only if, the prefix w1w2 . . . wn of w is a palindrome (i.e., w1 = wn, w2 = wn−1, . . . ).
We let
δ(w) = lim sup
i→+∞
ni+1
ni
if the sequence (ni) is infinite, and δ(w) = +∞ otherwise. The words w such that δ(w) < 2
are studied in [7]. Roy’s palindromic prefix method enables one to construct, from any
non ultimately periodic word w such that δ(w) < 2, a real number ξ such that β0(ξ) < 2.
Moreover, the equality β0(ξ) = δ(w) holds if w is the Fibonacci word (see [11]), and more
generally for any characteristic Sturmian word w (see [3]). In this paper, we prove this
equality for any non ultimately periodic word w such that δ(w) < 2. We also show a
reciprocal statement:
Theorem 1.1 We have
{β0(ξ) ; ξ ∈ R irrational, non-quadratic } ∩ (1, 2) = {δ(w) ; w infinite word} ∩ (1, 2).
The set S = {δ(w)} ∩ (1, 2) that appears in Theorem 1.1 is studied in [7]. The least
element of S is the golden ratio γ (as implied by the previously mentioned results). Apart
from γ, the least element is σ2 = 1+
√
2
2
= 1.707 . . ., then (apart from σ2) it is σ3 =
2+
√
10
3
,
and so on: there is an increasing sequence (σn) of isolated points in S, that converges to the
least accumulation point σ∞ = 1.721 . . . of S. This follows from a result of Cassaigne [4]
and the property ([7], Theorem 1.3) that S∩(1,√3] coincides with the set of values of δ(w)
coming from characteristic Sturmian words w. Combining this property with Theorem 1.1
2
proves The´ore`me 2.1 announced in [8], namely: all values of β0(ξ) less than
√
3 can be
obtained from characteristic Sturmian words as in [3]. In particular, the following corollary
shows that the situation is completely different from the case of the exponent β1(ξ), which
assumes [10] a set of values dense in [γ, 2].
Corollary 1.2 There is no real number ξ such that γ < β0(ξ) < σ2 = 1.707 . . ..
We shall deduce Theorem 1.1 from a “structure theorem” on numbers ξ such that
β0(ξ) < 2, namely that the sequence of all “exceptionally precise” approximants to ξ and
ξ2 satisfies the “same” recurrence relation as the sequence of all palindromic prefixes of
some word w with δ(w) < 2. This enables us to associate with each ξ such that β0(ξ) < 2 a
word w such that δ(w) < 2, in such a way that β0(ξ) = δ(w). This gives a kind of converse
to Roy’s palindromic prefix method. As byproduct of our approach, we also obtain the
following result:
Theorem 1.3 Let ξ be such that β0(ξ) < 2. Then there exists ε1 > 0 (depending only on
β0(ξ)) such that βε(ξ) = β0(ξ) for any ε < ε1.
Throughout the text, we shall use the following notation. We denote by N = {0, 1, 2, . . .}
the set of non-negative integers, and let N∗ = N \ {0}. We write ut ≪ vt (and vt ≫ ut) if
vt is positive for t sufficiently large, and ut/vt is bounded from above as t tends to infinity.
When ut ≪ vt and vt ≪ ut, we write ut ≈ vt. At last, when a point of Z3 is referred
to as an underlined letter (e.g. x), we denote by the corresponding uppercase letter its
norm, that is the largest absolute value of its coordinates (e.g. X = max(|x0|, |x1|, |x2|) if
x = (x0, x1, x2)).
The structure of this text is as follows. In Section 2 we recall the notation and results
of [7] about words with many palindromic prefixes, and also the definition and properties
of Roy’s bracket operation. Our main tool is the sequence of minimal points introduced by
Davenport and Schmidt. Section 3 is devoted to this sequence: we recall classical results
and prove new ones (which may be of independent interest). We state and prove in Section
4 our main diophantine result, which is the crucial step in the proof (§5.3) of the results
stated in this introduction. This enables us in Section 5 to give a precise account on Roy’s
palindromic prefix method – which was the original motivation of this paper. At last,
Section 6 is devoted to some open questions.
Acknowledgements: This work has begun during a 6-month stay at Ottawa University.
I am very grateful to Damien Roy for this invitation, to Michel Waldschmidt for useful
discussions, and to the referee for important improvements in the redaction.
2 Palindromes, Roy’s Bracket and the Main Results
In this Section, we recall the properties [7] of words with many palindromic prefixes, and
also the bracket operation introduced by Roy [12].
3
2.1 Words with Many Palindromic Prefixes
Let us recall the definitions and results of [7] that will be useful here (with minor changes
intended to fit into the diophantine setting).
Let ψ : N∗ → N be a function such that
(2) ψ(n) ≤ n− 1 for any n ≥ 1.
Denote by (ϑk)k≥0 the sequence of all indices n ≥ 1 (in increasing order) such that ψ(n) ≤
n − 2. This sequence may be either finite or infinite; it is infinite for the functions ψ of
interest here (see (3) below). We shall use the following variant of Definition 4.9 of [7]:
Definition 2.1 A function ψ is said to be asymptotically reduced if (2) holds and the
associated sequence (ϑk) is such that
ψ(ϑk) < ϑk−1 and ψ(ϑk) 6= ψ(ϑk−1)
for any sufficiently large k. When the sequence (ϑk) is finite, we agree that ψ is asymptot-
ically reduced.
Let us denote by F the set of all functions ψ : N∗ → N such that
(3)

ψ is asymptotically reduced
There exists c such that i− c ≤ ψ(i) ≤ i− 1 for any i ≥ 1
There are infinitely many i such that ψ(i) ≤ i− 2.
For ψ ∈ F , the sequence (ϑk) is infinite, and we have ϑk+1 ≤ ϑk+c−1 for any k sufficiently
large (since ϑk+1 − c ≤ ψ(ϑk+1) < ϑk).
Given an infinite word w = w1w2 . . . on an arbitrary (finite or infinite) alphabet A, we
denote by (πi)i≥1 the (finite or infinite) sequence of all palindromic prefixes of w, and by
ni the length of πi (in such a way that πi = w1w2 . . . wni is a palindrome for any i ≥ 1).
For i′ ≤ i, πi′ is a prefix of πi, so there is a word b = wni′+1 . . . wni such that πi = πi′b. We
denote by π−1i′ πi this word b.
We let W be the set of all non ultimately periodic words w such that the increasing
sequence (ni) is infinite and satisfies lim sup ni+1/ni < 2. Then the following result is
proved in [7]:
Theorem 2.2 (i) For any w ∈ W there exists ψ ∈ F such that
(4) πi+1 = πiπ
−1
ψ(i)πi for any i sufficiently large.
(ii) For any ψ ∈ F there exists w ∈ W such that (4) holds.
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Theorem 2.2 implies that any w ∈ W can be written on a finite alphabet. So we may
assume, throughout this text, that the alphabet A is finite.
The following relation follows from (4) and will be used repeatedly:
ni+1 = 2ni − nψ(i) for any i sufficiently large.
The three conditions that appear in (3) are of different nature. The last one corresponds,
in the definition of W, to the assumption that w is not ultimately periodic (which is
equivalent to w not being periodic: see Lemma 5.6 of [7]). The second one enables us
to get rid of the case δ(ψ) = 2; this is very useful since Theorem 2.2 generalizes only
to a specific class of words w such that δ(w) = 2. At last, the assumption that ψ is
asymptotically reduced ensures that distinct functions ψ (modulo the equivalence relation
R defined below) always correspond to distinct words w.
Example 2.3 The Fibonacci word abaaba . . . on the two-letter alphabet {a, b} corresponds
(in Theorem 2.2) to all functions ψ such that ψ(n) = n − 2 for any sufficiently large n
(see [7], Example 4.7). More generally, if w is the characteristic Sturmian word with slope
[0, s1, s2, . . .] then δ(w) = 2 if, and only if, the sequence (sn) is unbounded. In the opposite
case, w belongs to W and corresponds to any function ψ such that ψ(n) = n − sk − 1 if
n can be written s1 + . . . + sk for some k, and ψ(n) = n − 1 otherwise, for n sufficiently
large (see [7], Example 4.6). We recover the Fibonacci word by considering the special case
s1 = s2 = . . . = 1.
Example 2.4 Let w ∈ W be written on a finite alphabet, say A = {a1, . . . , ar}. Let
p1, . . . , pr be arbitrary palindromes, written on another alphabet A′. Then replacing each ai
with pi in the word w yields a word w
′ written on A′. Denote by (πi)i≥1 the sequence of all
palindromic prefixes of w, and by π′i the finite word obtained from πi by replacing each ai
with pi. Since p1, . . . , pr are palindromes, all π
′
i are palindromic prefixes of w
′. However, in
general, the sequence (π′i)i≥1 does not contain all palindromic prefixes of w
′. For instance,
if all pi have length greater than 2 then the first letter of w
′ is a palindromic prefix of w′
but is not among the π′i.
Throughout this text, we are interested only in asymptotic properties, so the palin-
dromic prefixes of w′ that are missing in Example 2.4 are not a problem (as long as their
number is finite). To take this observation into account, we define an equivalence relation
R on F as follows:
Definition 2.5 For ψ, ψ′ ∈ F , we set ψRψ′ if there exist δ and i1 such that ψ(i) − i =
ψ′(i− δ)− (i− δ) for any i ≥ i1.
We now define an analogous equivalence relation on W:
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Definition 2.6 Let w,w′ ∈ W, and (πi)i≥1 (resp. (π′i)i≥1) be the sequence of all palin-
dromic prefixes of w (resp. w′). We set wR′w′ if there exist ψ ∈ F and δ such that
πi+1 = πiπ
−1
ψ(i)πi and π
′
i+1 = π
′
iπ
′−1
ψ(i−δ)+δπ
′
i
for any i sufficiently large.
This definition means that wR′w′ if, and only if, there exist ψ, ψ′ ∈ F with ψRψ′ such
that πi+1 = πiπ
−1
ψ(i)πi and π
′
i+1 = π
′
iπ
′−1
ψ′(i)π
′
i for any i sufficiently large. Another way of
stating this is the following: wR′w′ if, and only if, after omitting a finite number of initial
terms in the sequence (πi)i≥1 or in (π′i)i≥1, we have πi+1 = πiπ
−1
ψ(i)πi and π
′
i+1 = π
′
iπ
′−1
ψ(i)π
′
i
for some ψ ∈ F and any i sufficiently large.
Thanks to Definitions 2.5 and 2.6, Theorem 2.2 yields a bijective map
(5) W/R′ ∼−→ F/R.
We now define a quantity δ(ψ) as follows:
Definition 2.7 For ψ ∈ F , we let
δ(ψ) = lim sup
mi+1
mi
where (mi)i≥1 is any increasing sequence of non-negative integers such that mi+1 = 2mi −
mψ(i) for any i sufficiently large.
The value of δ(ψ) does not depend on the choice of a peculiar sequence (mi), thanks
to Proposition 6.2 of [7]. In particular, if ψ corresponds to a word w as in Theorem 2.2
then one can choose mi = ni, hence δ(ψ) = δ(w). It follows from this remark and from
Proposition 6.2 of [7] that :
• The map W → (1, 2), w 7→ δ(w) factors into a map W/R′ → (1, 2).
• The map F → (1, 2), ψ 7→ δ(ψ) factors into a map F/R→ (1, 2).
• These two maps, together with the bijection (5), make up a commutative diagram:
(6)
W/R′ ∼−→ F/R
ց ւ
(1, 2)
We have constructed in [7] (Remark 7.6) two words w and w′ such that δ(w) = δ(w′) =√
3, but with w 6≡ w′ mod R′ (actually w is not episturmian whereas w′ is characteristic
Sturmian). This proves that in the diagram (6), the maps W/R′ → (1, 2) and F/R →
(1, 2) induced by δ are not injective.
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2.2 Classical Estimates about Approximants
Throughout this text, we let for any ε such that 0 < ε < 1:
Aε = {x ∈ Z3 \ {0} ; L(x) ≤ X−(1−ε)},
with X = max(|x0|, |x1|, |x2|) (as explained in the Introduction). By convention, for ε ≥ 1,
we let Aε = Z3 \ {0}. Moreover, we identify a point x = (x0, x1, x2) ∈ Z3 with the
symmetric matrix
[
x0 x1
x1 x2
]
.
In this paragraph, we state classical estimates which are due (mainly) to Davenport
and Schmidt. For instance, the first inequality of the following lemma is proved in Lemmas
2 and 3 of [6], the second one in Lemma 4.
Lemma 2.8 We have
| det(x)| = |x0x2 − x21| ≪ XL(x).
Moreover, if x, y, z are such that X ≥ max(Y, Z) and L(x) ≤ min(L(y), L(z)), then we
have
| det(x, y, z)| ≪ XL(y)L(z).
Let ‖ x ‖ denote the norm of a vector x ∈ Z3 (that is, its greatest coordinate in absolute
value, usually denoted by X in this text). Let V be a sub-Z-module of Z3, of rank 2. Then
‖ x∧ y ‖, computed for a Z-basis (x, y) of V, does not depend on the chosen basis but only
on V. This is the height of V, denoted by H(V).
Let x and y be two linearly independent vectors in V. Then ‖ x ∧ y ‖= N H(V) where
N is the index, in V, of the subgroup generated by x and y. Moreover, Lemma 3 of [6]
shows that
(7) ‖ x ∧ y ‖≪ XL(y) + Y L(x).
2.3 Roy’s Bracket Operation
The bracket operation [., ., .] introduced by Roy [12] will be used in a crucial manner in the
statement, and proof, of our results. If x, y, z are three linearly dependent vectors in Z3,
understood as symmetric matrices, then the matrix −xJzJy (where J = [ 0 1
−1 0
]
) is also
symmetric, and it is denoted by [x, y, z]. The importance of this operation in our context
is easily seen, for instance, by considering Lemma 5.5 below. The following relation holds:
det([x, y, z]) = det(x) det(y) det(z).
Moreover z can be obtained back from x, y and [x, y, z] using the following formula:
(8) det(x) det(y)z = [x, y, [x, y, z]]
7
which makes sense since x, y and[x, y, z] are linearly dependent (see [12], Lemma 2.1). At
last, since (Jy)2 = − det(y)Id we have:
(9) [x, y, y] = det(y)x.
The main property of this bracket is the following slight generalization of [12], Lemma
3.1 (iii) (with X = max(|x0|, |x1|, |x2|) and so on).
Proposition 2.9 Let x, y, z be linearly dependent vectors in Z3. Let
λ = ZL(x)L(y) + L(z)min(Y L(x), XL(y)).
Then the bracket u = [x, y, z] is such that
U ≪ XY L(z) + λ and L(u)≪ λ.
Proposition 2.9 will also be used through the following Corollary:
Corollary 2.10 Let κ, ε, ε′ ∈ (0, 1) be such that ε1+κ
1−κ < ε
′ < 1. Let x, y, z be linearly
dependent vectors in Aε, with X, Y , Z large enough in terms of κ, ε, ε′ and ξ. We assume
X, Y ≤ Z , Z ≤ (XY )κ and det(x), det(y), det(z) 6= 0.
Then the bracket u = [x, y, z] belongs to Aε′.
Proof: Let the notation be as in the Proposition 2.9. Then we have λ ≪ Z(XY )ε−1 ≪
(XY )κ+ε−1 < 1 since ε+ κ < 1, and XY L(z)≫ XY Z−1 ≥ (XY )1−κ > 1 since det(z) 6= 0
(using Lemma 2.8). Therefore U ≪ XY L(z) and L(u)≪ λ, hence
U1−ε
′
L(u)≪ (XY )ε−ε′Zε+ε′−εε′ ≤ (XY )(1+κ)ε−(1−κ)ε′ .
Since x, y and z have non-zero determinants, u is not zero; this concludes the proof of
Corollary 2.10.
3 Davenport-Schmidt’s Minimal Points
In this Section, we recall (§3.1) the definition and classical properties of the sequence of
minimal points, introduced by Davenport and Schmidt [6]. Then we move to new results
on this sequence (§§3.2 to 3.4), that are of independent interest and may be used to
study numbers ξ such that β1(ξ) < 2 but not necessarily β0(ξ) < 2. The most important
results are Proposition 3.6 (which states that any sufficiently precise approximation is
collinear to a minimal point) and Proposition 3.7 (which deals with linear independence
of approximants).
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We shall make a frequent use of the notation and results of §2.2. Recall that for any ε
such that 0 < ε < 1, we let
Aε = {x ∈ Z3 \ {0} ; L(x) ≤ X−(1−ε)},
with X = max(|x0|, |x1|, |x2|), and Aε = Z3 \ {0} for ε ≥ 1. Moreover, we identify a point
x = (x0, x1, x2) ∈ Z3 with the symmetric matrix
[
x0 x1
x1 x2
]
.
Throughout this Section, we let ξ denote an irrational non-quadratic real number such
that β1(ξ) < 2. We do not assume anything about β0(ξ).
3.1 Definition and Notation
Let ξ be an irrational non-quadratic real number. For any real X ≥ 1, the set of all
a = (a0, a1, a2) ∈ Z3 such that 1 ≤ a0 ≤ X and L(a) ≤ 1 is finite, and contains exactly
one element for which L is minimal. Following [5] and [6], we call this element minimal
point corresponding to X . We denote by (ai)i≥1 the sequence of all minimal points, in such
a way that ai be a minimal point corresponding to all X such that ai,0 ≤ X < ai+1,0. By
definition, any ai is a primitive point of Z
3 (that is, ai,0, ai,1 and ai,2 are globally coprime),
and any two distinct minimal points are always linearly independent over Z. As usual, we
let Ai = max(|ai,0|, |ai,1|, |ai,2|) ≥ 1. For any i sufficiently large, we have L(ai) < 1/2 so
that ai,1 (resp. ai,2) is the closest integer to ai,0ξ (resp. ai,0ξ
2), and Ai < Ai+1.
From now on, we assume β1(ξ) < 2. Then Lemma 2 of [6] implies det(ai) 6= 0 for i
sufficiently large, hence
(10) 1≪ AiL(ai)
using Lemma 2.8.
Let I0 denote the set of all indices i such that ai−1, ai and ai+1 are linearly independent.
This set is infinite (see [6]); we denote by (ik) the sequence of all elements of I0, in increasing
order. We let
dk = aik .
We denote by Vk the intersection with Z3 of the sub-Q-vector space of Q3 spanned by
dk et dk+1, and by H(Vk) its height (defined in §2.2). It follows from [6] that H(Vk) tends
to infinity as k tends to infinity. Moreover, Lemma 4.1 of [12] (see also Lemma 2 of [5]) is
the following result:
Lemma 3.1 For any k and i sufficiently large such that ik ≤ i < ik+1, the points ai and
ai+1 make up a basis of the Z-module Vk and we have Ai+1L(ai) ≈ H(Vk).
Let ε ∈ (0, 1], and (ui)i≥1 be the sequence of all minimal points in Aε, ordered according
to their norms Ui. Then, we have
(11) βε(ξ) = lim sup
i→∞
logUi+1
− logL(ui)
.
This fact immediately follows from the definition of βε(ξ) (see [6]); the point is that in
Equation (1) we may assume that x is a minimal point.
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3.2 Estimates for the Height of Vk
In the following estimates, we assume β1(ξ) < 2 and use repeatedly the following conse-
quence of Equation (11): for any α > β1(ξ) we have
(12) Ai+1 ≪ L(ai)−α and L(ai)≪ A−1/αi+1 .
Lemma 3.2 Let ε ∈ (0, 1] and i be such that ai ∈ Aε. Then we have
Ai+1 ≫ H(Vk)A1−εi
where k is the only integer such that ik ≤ i < ik+1.
Proof: We have H(Vk) ≈ Ai+1L(ai) ≤ Ai+1A−1+εi , thanks to Lemma 3.1 and by definition
of Aε.
Lemma 3.3 For any α > β1(ξ) we have
H(Vk)≫ D2−αk+1 .
Proof: Let i = ik+1; then the following inequalities hold thanks to Lemmas 2.8 and 3.1:
1 ≪ | det(ai−1, ai, ai+1)|
≪ Ai+1L(ai)L(ai−1)
≪ L(ai)1−αA−1i H(Vk)
≪ Aα−2i H(Vk).
This proves the Lemma.
Lemma 3.4 For any α > β1(ξ) we have
H(Vk)≫ D1/αk .
Proof: Let i = ik. The following inequalities hold:
1 ≪ | det(ai−1, ai, ai+1)|
≪ Ai+1L(ai)L(ai−1)
≪ H(Vk)L(ai−1)
≪ H(Vk)A−1/αi
and prove the Lemma.
Remark 3.5 Lemmas 3.3 and 3.4 are optimal when ξ is the number constructed by Roy [11]
from the Fibonacci word. Actually, for this number we have H(Vk) ≈ D2−γk+1 ≈ D1/γk . Now,
let us assume that ξ is, more generally, constructed (as in [1]) and [3]) from a characteristic
Sturmian word w. Then Lemma 3.3 is still optimal for some values of k; actually, if k is
such that Aik+1+1 = L(dk+1)
−α then the estimates proved by Bugeaud and Laurent imply
H(Vk) ≈ D2−αk+1 . However, Lemma 3.4 is not optimal, as can already be seen from the proof:
the upper bound L(aik−1)≪ D
−1/α
k can be sharp only if aik−1 = dk−1, and there are words
w for which this never happens.
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3.3 Importance of Minimal Points
By definition of β1(ξ), for any ε > 1− 1/β1(ξ) all minimal points belong to Aε (except for
a finite number of exceptions, depending on ε). This means that any minimal point is a
rather good simultaneous approximant to ξ and ξ2. The following Proposition is a converse
statement, and proves that the approximations provided by the palindromic prefix method
(see §5.2) are minimal points (up to proportionality).
Proposition 3.6 Let ε > 0 be such that ε < 2 − β1(ξ). Let x ∈ Aε with X sufficiently
large (in terms of ε and ξ). Then x is collinear to some minimal point ai.
Question: Is it possible, in Proposition 3.6, to weaken the assumption on ε to ε <
1− 1/β1(ξ) ?
A positive answer to this question would be very satisfactory, since the assumption on
ε would be optimal. Indeed, let ξ be any real number such that β1(ξ) < 2, and let ε be
such that 1 − 1/β1(ξ) < ε < 1/2. Let α satisfy ε > 1 − 1/α, with β1(ξ) < α < 2. Then
we have L(ai) ≤ L(ai−1) ≪ A−1/αi hence | det(ai−1, ai, ai+1)| ≪ Ai+1A−2/αi . For i ∈ I0,
this implies Ai+1 ≫ A2/αi hence ai+1,0 > 2ai,0 for i sufficiently large. Let xi = ai + ai−1,
for i ∈ I0. Then xi is primitive (otherwise SpanQ(ai, ai−1) ∩ Z3 would strictly contain the
subgroup generated by ai and ai−1), and ai,0 < xi,0 < 2ai,0 < ai+1,0. Therefore xi is not
collinear to any minimal point; however it satisfies L(xi) ≤ 2L(ai−1) ≪ A−1/αi ≪ X−1/αi
hence xi ∈ Aε if i ∈ I0 is sufficiently large.
Proof of Proposition 3.6: We may assume x0 > 0. Let us denote by ai the minimal point
corresponding to x0; we have ai,0 ≤ x0 < ai+1,0 and L(ai) ≤ L(x). Let α > β1(ξ) be such
that α + ε < 2. Using Equation (12) we see that
XL(ai)L(ai+1)≪ Ai+1L(ai)2 ≪ L(ai)2−α
and
Ai+1L(ai)L(x)≪ L(ai)1−αAε−1i ≪ Aα+ε−2i .
Therefore Lemma 2.8 proves that the integer det(x, ai, ai+1) is zero for i sufficiently large
in terms of ε and ξ. This implies x ∈ Vk, where k is the index such that ik ≤ i < ik+1.
Let us assume that x is not collinear to ai. Then we have
H(Vk) ≤‖ x ∧ ai ‖≪ XL(x)≪ Aεi+1 ≪ H(Vk)ε/(2−α)
using Equation (7) and Lemma 3.3. As α+ ε < 2, this is impossible for k sufficiently large
(in terms of ε and ξ). We obtain in this way x = λai for some non-zero integer λ, which
concludes the proof.
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3.4 Linear Independence Properties
The following proposition is very useful as soon as βε(ξ) < 2 for some ε (see Equation (11)
above):
Proposition 3.7 Let (ui) be a sequence of minimal points, ordered according to their
norms Ui, such that
lim sup
i→∞
logUi+1
− logL(ui)
< 2.
Then:
1. Up to a finite number of terms, (dk) is a subsequence of (ui).
2. For any i sufficiently large, ui is among the dk if, and only if, ui−1, ui and ui+1 are
linearly independent.
To prove this proposition, we shall use the following lemma:
Lemma 3.8 Let (ui) be as in Proposition 3.7, and i be sufficiently large. Denote by n and
m the integers such that ui = an and ui+1 = am. Then the vectors an, an+1, . . . , am−1, am
belong to a common plane.
Proof of Lemma 3.8: Let β be such that lim sup logUi+1− logL(ui)
< β < 2, and t be such that
n < t < m. Then we have
| det(at−1, at, at+1)| ≪ At+1L(at−1)2 ≤ Ui+1L(ui)2 ≪ L(ui)2−β
so the integer det(at−1, at, at+1) is zero if i is sufficiently large. This concludes the proof of
Lemma 3.8.
Proof of Proposition 3.7: Let k be sufficiently large, with dk = ap. If dk were not among
the ui, Lemma 3.8 would apply with n < p < m: ap−1, ap and ap+1 would be linearly
dependent. This is impossible, so the first part of Proposition 3.7 is proved.
Let us prove the second part. If ui = ap is not among the dk, with i sufficiently large,
then ap−1, ap and ap+1 belong to a common plane. Lemma 3.8 (applied twice) proves that
this plane contains also ui−1 and ui+1. To prove the converse statement, assume there is
a plane that contains ui−1, ui and ui+1, with ui = ap and i sufficiently large. Then this
plane contains also ap−1 and ap+1, by applying Lemma 3.8 twice; so ui is not among the
dk. This concludes the proof of Proposition 3.7.
4 The Main Diophantine Result
This Section is devoted to the statement (§4.1) and proof (§4.2) of our main diophantine
result. This theorem will be the key point in the proofs of Section 5.
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4.1 Statement of the Results
Throughout this Section, we define ε1 by
(13) ε1 =
(
2− β1(ξ)
)(
2− β1(ξ) + (2− β0(ξ))β1(ξ)
)
.
Since β1(ξ) ≤ β0(ξ), we have ε1 ≥ (2 − β0(ξ))2(1 + β0(ξ)). For instance, if β0(ξ) = 1 +
√
2
2
(denoted by σ2 in the Introduction) then ε1 ≥ 0.232.
This is the number ε1 referred to in Theorem 1.3 stated in the Introduction, which is
contained in the following result (recall that F and R were defined in §2.1, and Aε in §2.2):
Theorem 4.1 Let ξ be an irrational non-quadratic real number.
(a) Suppose first β0(ξ) < 2. Choose a real number ε such that 0 < ε < ε1, and let (ui)i≥1
be the sequence of minimal points in Aε, ordered according to their norms Ui. Then,
we have
L(ui) = U
−1+o(1)
i , lim inf
i→∞
logUi+1
logUi
> 1 and β0(ξ) = βε(ξ) = lim sup
i→∞
logUi+1
logUi
.
Moreover, there exists a function ψ ∈ F such that [ui, ui, ui+1] is collinear to uψ(i)
for any i sufficiently large. At last, (ui) (modulo a finite number of terms) and ψ
(modulo R) are independent from the choice of ε.
(b) Conversely, let (vi)i≥1 be any sequence of primitive points in Z
3 such that:
• The sequence of first coordinates (vi,0)i≥1 is positive and increasing,
• As i→∞, L(vi) = V −1+o(1)i ,
• The real number β = lim supi→∞(log Vi+1)/(log Vi) satisfies β < 2,
• For any i sufficiently large, if vi−1, vi and vi+1 are linearly dependent then
[vi, vi, vi−1] is collinear to vi+1.
Then β0(ξ) = β < 2, and (vi) is exactly (up to a finite number of terms) the sequence
(ui) of Part (a).
In Part (a), the assertion on Roy’s bracket is equivalent to ui+1 collinear to [ui, ui, uψ(i)]
thanks to (8). Therefore knowing ψ enables one to construct the sequence (ui) by induction.
On the other hand, it follows from Proposition 5.1 (proved in §5.1 below) that we have
β0(ξ) = δ(ψ),
where δ(ψ) was defined in §2.1. However, knowing β0(ξ) does not determine ψ (modulo
R). Indeed, there are functions ψ and ψ′, distinct modulo R, such that δ(ψ) = δ(ψ′) (see
the end of §2.1). The numbers ξ, ξ′ constructed from them using the palindromic prefix
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method are such that β0(ξ) = β0(ξ
′) (thanks to Theorem 5.4), but their approximants
satisfy completely different recurrence relations.
In Part (b), the last assumption on (vi) is necessary. Indeed, let us consider the real
number ξ constructed using the palindromic prefix method (as in [1] and [3]) from the
characteristic Sturmian word with slope [0, 3, 3, 3, . . .]. Then β0(ξ) = 1.767 . . . < 2, but the
sequence (vi) consisting in all points denoted by dk and ek in §4.2 below satisfies the first
three assumptions with β = 1.868 . . ..
Theorem 4.1 can be generalized to the case where we assume βε(ξ) < 2 for some very
small ε. This leads to The´ore`me 2.2 announced in [8]; the proof follows the same lines as
the one given here.
4.2 Proof of Theorem 4.1
The proof falls into eight steps. We let ξ be a real number such that [Q(ξ) : Q] ≥ 3 and
β0(ξ) < 2. These are the only assumptions throughout the first seven steps. The notation
of Theorem 4.1 comes into the play only in Step 8.
Recall that (ai) denotes Davenport-Schmidt’s sequence of minimal points constructed
from ξ, and (dk) is the subsequence consisting in all ai such that ai−1, ai and ai+1 are
linearly independent (see §3.1). As in §2.2, for ε ∈ (0, 1] we let Aε be the set of all
x ∈ Z3 \ {0} such that L(x) ≤ Xε−1, where X = max(|x0|, |x1|, |x2|).
The sketch of the proof is as follows. We first construct a sequence (ek) of minimal
points, such that (essentially) ek is the first very precise minimal point after dk. We have
Dk < Ek ≤ Dk+1, and we show how dk, ek and H(Vk) are interrelated. Then we construct
a sequence (wt) of minimal points, which turns out to be the sequence of “all” very precise
approximants; (dk) and (ek) are subsequences of this sequence, and other points between ek
and dk+1 are constructed thanks to an interpolation procedure using Roy’s bracket. The
key point of the proof is the definition and properties of this sequence (wt), and of the
function ψ associated with it. Then Theorem 4.1 follows easily : the sequences (ui) and
(vi) in Theorem 4.1 are proved to coincide (up to a finite number of terms) with (wt).
Step 1 Construction of the sequence (ek).
Let us fix a real number ε2 such that 0 < ε2 < ε1, where ε1 is defined by Equation (13).
Let (bt)t≥1 be the sequence of all minimal points in Aε2, ordered according to their norms
Bt. Since βε2(ξ) ≤ β0(ξ) < 2, Proposition 3.7 applies (thanks to (11)) and shows that for
any k sufficiently large dk is equal to some bt; then we let ek = bt+1.
The sequence (ek)k≥1 defined in this way (by choosing arbitrarily ek for small values of
k) seems to depend on the choice of ε2, but actually this dependence concerns only finitely
many terms, as the following lemma shows.
Lemma 4.2 Let ε be such that 0 < ε ≤ ε2. Then for any k sufficiently large (in terms of
ε), dk and ek are consecutive elements of the sequence of minimal points in Aε.
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It is possible to state more precise versions of this lemma (see Lemma 4.5 below). We
shall prove the following one now:
Lemma 4.3 Let βV ∈ (1, 2), and (vi)i≥1 be any sequence of minimal points in Aε2, ordered
according to their norms Vi, such that
lim sup
i→∞
log Vi+1
− logL(vi)
≤ βV .
Assume that for some ε′ > 0 with
ε′ < (2− β1(ξ))(2− β1(ξ) + (2− βV )β1(ξ)),
we have ek ∈ Aε′ when k is sufficiently large.
Then, for any k sufficiently large, dk and ek are consecutive elements of the sequence
(vi)i≥1.
To deduce Lemma 4.2, it suffices to apply Lemma 4.3 to the sequence (vi) of all minimal
points in Aε, with ε′ = ε2 < ε1 and βV = βε(ξ) ≤ β0(ξ) thanks to Equation (11). The full
generality of Lemma 4.3 will be useful in Step 8, since it will turn out that ek ∈ Aε′ for
any ε′ > 0 (as soon as k is sufficiently large in terms of ε′).
Proof of Lemma 4.3: Let k be sufficiently large. Proposition 3.7 provides an integer i
such that dk = vi. Since (vi) is a subsequence of (bt), we have Vi+1 ≥ Ek. Let us assume
that Vi+1 > Ek. Since dk+1 is among the vi, we have Dk < Ek < Vi+1 ≤ Dk+1. Choosing
β ∈ (βV , 2), we have Vi+1 ≪ L(vi)−β hence, by Lemma 3.1:
H(Vk)≪ EkL(dk) and H(Vk)≪ Vi+1L(ek)≪ L(dk)−βL(ek).
The product of these relations yields, by choosing α ∈ (β1(ξ), 2) and using Lemmas 3.3
and 3.4:
H(Vk)2 ≪ L(dk)1−βEε
′
k
≪ Dβ−1k Dε
′
k+1 ≪ H(Vk)α(β−1)+
ε′
2−α
hence ε′ ≥ (2 − α)(2 − α(β − 1)). This contradicts the assumption on ε′ if α and β are
close enough to β1(ξ) and βV .
Step 2 Relations between dk and ek.
The following properties will be used many times in the proof of Theorem 4.1, sometimes
without reference:
L(dk) = D
−1+o(1)
k , L(ek) = E
−1+o(1)
k(14)
Dk < Ek ≤ Dk+1, Ek ≤ Dβk(15)
H(Vk)D1+o(1)k ≤ Ek(16)
D
1/α
k ≤ H(Vk), D2−αk+1 ≤ H(Vk).(17)
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In these formulas, α and β are chosen such that β1(ξ) < α < 2 and β0(ξ) < β < 2; in the
applications, they are assumed to be sufficiently close to β1(ξ) and β0(ξ). The inequalities
hold for k large enough (in terms of α and β). The symbol o(1) denotes a sequence (possibly
depending on α and β) that tends to zero as k tends to infinity.
Equations (14) and (15) follow immediately from Lemma 4.2. Thanks to Lemma 3.1,
they imply (16). At last, Equation (17) follows from Lemmas 3.3 and 3.4.
We will use repeatedly the following consequence of these relations:
D
o(1)
k = E
o(1)
k = D
o(1)
k+1 = H(Vk)o(1).
Step 3 Construction of a sequence (wt) of primitive points.
Let k be a sufficiently large integer, say k ≥ k0.
We define now an integer sk ≥ 1, and points n(k)0 , . . . , n(k)sk ∈ Z3, as follows. To begin
with, let n
(k)
0 = dk+1. For any σ ≥ 0 such that n(k)σ is defined and N (k)σ ≥ Ek, we let n(k)σ+1
be the primitive element of Z3, with non-negative first coordinate, collinear to [n
(k)
σ , dk, ek].
At last, we let sk be the greatest integer σ for which n
(k)
σ is defined (and sk = +∞ if n(k)σ
is defined for any σ).
We let (wt)t≥1 be the sequence of all points n
(k)
σ , with k ≥ k0 and 0 ≤ σ ≤ sk, ordered
according to their normsWt. Since det(dk) and det(ek) are non-zero for k sufficiently large,
we have det(wt) 6= 0 for t sufficiently large.
Step 4 First properties of the sequence (wt).
In this step, we prove the following lemma:
Lemma 4.4 We have
(18) sk ≤ 1 + o(1)
2− β1(ξ) as k →∞,
(19) L(n(k)σ ) = N
(k)
σ
−1+o(1)
,
and
(20)
{
all n
(k)
σ are minimal points, with Dk+1 = N
(k)
0 > . . . > N
(k)
sk = Dk;
in particular n
(k)
sk = dk and n
(k)
sk−1 = ek.
Accordingly, sk is finite.
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Proof: Thanks to Equation (14), Proposition 2.9 yields, for k ≥ k0 and σ ∈ {1, . . . , sk}:
(21) N (k)σ ≤ N (k)σ−1DkE−1+o(1)k and L(n(k)σ ) ≤ L(n(k)σ−1)D−1+o(1)k Ek.
By induction on σ, this implies
(22) N (k)σ ≤ Dk+1
(
DkE
−1+o(1)
k
)σ
and
(23) L(n(k)σ ) ≤ D−1+o(1)k+1
(
D
−1+o(1)
k Ek
)σ
for σ ∈ {0, . . . , sk}, where the sequences involved in the notation o(1) tend to 0 as k tends
to infinity, uniformly with respect to σ. Since L(n
(k)
σ )N
(k)
σ ≫ 1, it turns out that (22) and
(23) are actually equalities.
Moreover, (16), (17) and (21) imply
(24) N (k)σ < N
(k)
σ−1
if k is large enough and 1 ≤ σ ≤ sk.
Let us prove (18) now. Let k ≥ k0 and σ ∈ {0, . . . , sk − 1}. Using Equations (17) and
(22), and the fact that N
(k)
σ ≥ Ek, we obtain:
H(Vk)1/(2−α) ≫ Dk+1 ≥ D−σk E(σ+1)(1+o(1))k .
Now Equation (16) yields
(25) H(Vk)1/(2−α) ≥ H(Vk)(σ+1)(1+o(1))D1+σo(1)k .
If (18) fails to hold then for infinitely many such σ then we have (σ+1)(1+o(1)) > 1/(2−α)
(if α is chosen small enough), hence (25) yields 1 + σo(1) < 0 and (using Equation (17))
1
2− α ≥ (σ + 1)(1 + o(1)) + α(1 + σo(1)),
which implies
(σ + 1)(1 + o(1)) ≤ 1
2− α − α.
This contradiction concludes the proof of (18). In particular, σ is bounded uniformly with
respect to k, hence σo(1) = o(1). Therefore the following inequality follows from (17),
(22), and (23):
(26) N (k)σ L(n
(k)
σ ) ≤ H(Vk)o(1) for any σ ∈ {0, . . . , sk}.
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Now H(Vk) ≤ EkD−1+o(1)k ≤ Ek ≤ N (k)σ if σ ∈ {0, . . . , sk − 1}. In this case, Equation (26)
and Proposition 3.6 imply that n
(k)
σ is a minimal point. Let us conclude the proof of (20)
now.
We know that n
(k)
sk−1 is a minimal point, with N
(k)
sk−1 ≥ Ek hence L(n
(k)
sk−1) ≤ L(ek).
Equations (14), (15) and (21) yield
(27) L(n(k)sk ) ≤ D
−1+o(1)
k .
If N
(k)
sk < Dk then (27) gives n
(k)
sk ∈ Ao(1); otherwise we have N (k)sk ≥ Dk ≫ E1/2k ≥
H(Vk)1/2 and (26) implies n(k)sk ∈ Ao(1). Therefore Equation (19) holds in both cases. Then
Proposition 3.6 proves that n
(k)
sk is a minimal point, say ai. If i ≤ ik−1 (that is, N (k)sk < Dk)
then Equations (27) and (17) yield
D2−αk ≪ H(Vk−1) ≈ DkL(aik−1) ≤ DkL(n(k)sk ) ≤ D
o(1)
k
which is impossible. Therefore N
(k)
sk ≥ Dk; but we have also N (k)sk < Ek by definition of sk.
So n
(k)
sk is a minimal point in Ao(1) between dk and ek, distinct from ek. Lemma 4.2 proves
that n
(k)
sk = dk.
By definition of n
(k)
sk , this proves that dk is collinear to [n
(k)
sk−1, dk, ek]. Equation (8)
implies that ek is collinear to [n
(k)
sk−1, dk, dk], hence to n
(k)
sk−1 thanks to (9). This concludes
the proof of Lemma 4.4.
Step 5 Connection between (wt) and Aε.
The following result is a stronger version of Lemma 4.2:
Lemma 4.5 Let ε ∈ (0, ε1), and (ui) be the sequence of all minimal points in Aε, ordered
according to their norms Ui. Then the sequences (ui) and (wt) coincide up to a finite
number of terms.
Proof: Equation (19) means L(wt) = W
−1+o(1)
t , and shows that wt belongs to Aε for t
sufficiently large in terms of ε. Assume there is a minimal point aj in Aε, with j arbitrarily
large, such that Wt < Aj < Wt+1. Then we can write wt = n
(k)
σ+1 and wt+1 = n
(k)
σ for some
k and some σ ∈ {0, . . . , sk − 1}. Lemma 3.1 yields
H(Vk)≪ AjL(n(k)σ+1) and H(Vk)≪ N (k)σ L(aj)
hence, by choosing α ∈ (β1(ξ), 2) and β ∈ (β0(ξ), 2) and using (22), (23), (15), and (17):
H(Vk)2 ≪ AεjEkD−1+o(1)k ≪ Dεk+1Dβ−1+o(1)k ≪ H(Vk)
ε
2−α
+α(β−1)+o(1).
Since ε < ε1, this gives a contradiction when α and β and sufficiently small, and k is
sufficiently large. This concludes the proof of Lemma 4.5.
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Corollary 4.6 We have
L(wt) = W
−1+o(1)
t
and
β0(ξ) = βε(ξ) = lim sup
t→∞
logWt+1
logWt
for any ε ∈ (0, ε1).
Proof: The first equality is nothing but Equation (19). The second one follows from it,
thanks to Equation (11) and Lemma 4.5.
Step 6 Linear dependence between consecutive terms of the sequence (wt).
Lemma 4.7 Let t be a sufficiently large integer such that wt−1, wt and wt+1 are linearly
dependent. Then the bracket [wt, wt, wt+1] is collinear to wt−1, so that [wt, wt, wt−1] is
collinear to wt+1.
Proof: Thanks to Corollary 4.6, Proposition 3.7 applies (since β0(ξ) < 2) and provides
an integer k such that Dk ≤ Wt−1 < Wt < Wt+1 ≤ Dk+1. By construction, there exist
non-zero integers λ, λ′ such that
λwt = [wt+1, dk, ek] = −wt+1JekJdk
and
λ′wt−1 = [wt, dk, ek] = −wtJekJdk.
This implies
[wt, wt, wt+1] = −wtJwt+1Jwt
= λ−1wt(Jwt+1)
2JekJdk
= det(wt+1)λ
−1λ′wt−1
since (Jx)2 = − det(x)Id for any x ∈ Z3 identified with a symmetric matrix. This concludes
the proof of the first statement of Lemma 4.7; the second one immediately follows from
Equation (8).
Step 7 Construction and properties of ψ.
Let β be such that β0(ξ) < β < 2, and κ = β/2. Corollary 2.10 proves, thanks to
Corollary 4.6, that [wt, wt, wt+1] ∈ Ao(1). By Proposition 3.6, this bracket is collinear to a
minimal point for t sufficiently large; and by Lemma 4.5 this minimal point belongs to the
sequence (wt).
Therefore for any sufficiently large integer t, there exists a unique integer, denoted
by ψ(t), such that [wt, wt, wt+1] is collinear to wψ(t). If t is not sufficiently large, we let
ψ(t) = t− 1.
19
In this definition, ψ depends on the choice of a threshold for determining when t is
“sufficiently large”, on the integer k0 chosen at the beginning of Step 3 (in the sequence
(wt), the index t is shifted if the choice of k0 is modified), and on finitely many arbitrary
choices of initial values (see Step 1). Actually this dependence is very mild, as shows the
following lemma.
Lemma 4.8 • The function ψ belongs to the set F defined in §2.1, and up to R it
depends only upon ξ.
• For any t sufficiently large, the following assertions are equivalent:
(i) ψ(t) = t− 1.
(ii) wt−1, wt and wt+1 are linearly dependent.
(iii) wt is not among the dk.
Proof: Let us start with the second statement. Thanks to Corollary 4.6, Proposition 3.7
applies and proves that (ii) ⇔ (iii). Since wt, wt+1 and [wt, wt, wt+1] are always linearly
dependent, the implication (i)⇒ (ii) is obvious. At last, the implication (ii)⇒ (i) follows
from Lemma 4.7.
Let us prove the first statement now. Let t and k be sufficiently large integers such
that wt = dk. Proposition 2.9, Corollary 4.6, and Equations (16) and (17) yield, since
wt+1 = ek:
Wψ(t) ≪ W 2t W−1+o(1)t+1 ≪W 1+o(1)t H(Vk)−1 ≪W 1−1/α+o(1)t
hence ψ(t) ≤ t− 1. As ψ is defined by ψ(t) = t− 1 for small values of t, this proves that
ψ(t) ≤ t− 1 for any t.
Let (ϑk)k≥0 be the sequence associated with ψ, as in §2.1; namely, (ϑk) is the increasing
sequence of all indices t such that ψ(t) ≤ t − 2. Since (dk) is a subsequence of (wt), the
second part of Lemma 4.8 shows that
wϑk = dk for any k
up to shifting the index k; in particular, the sequence (ϑk) is infinite.
Let us prove that ψ is asymptotically reduced (as defined in §2.1, that is ψ(ϑk) < ϑk−1
and ψ(ϑk) 6= ψ(ϑk−1) for any k sufficiently large).
First, assume that ψ(ϑk) ≥ ϑk−1 with k sufficiently large, hence Wψ(t) ≥ Dk−1 with
t = ϑk (i.e., wt = dk). Then wψ(t) is a minimal point between dk−1 and dk = wt, so
that wψ(t) ∈ Vk−1 = SpanQ(dk−1, dk) ∩ Z3. But wψ(t) is collinear to [wt, wt, wt+1], so that
wψ(t) ∈ Vk = SpanQ(wt, wt+1) ∩ Z3. Now Vk ∩ Vk−1 = Zdk by definition of the sequence
(dk), therefore wψ(t) is collinear to dk = wt: this is impossible. So we have ψ(ϑk) < ϑk−1
for any k sufficiently large.
Let us assume now that ψ(ϑk) = ψ(ϑk−1) with k sufficiently large. Then wψ(ϑk) =
wψ(ϑk−1) is proportional to both [dk, dk, ek] and [dk−1, dk−1, ek−1] so it belongs to Vk−1∩Vk =
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Zdk. This is impossible since ψ(ϑk) ≤ ϑk − 1, so that ψ(ϑk) 6= ψ(ϑk−1) for k sufficiently
large.
This concludes the proof that ψ is asymptotically reduced. Using Corollary 4.6 (see also
Lemma A.2 of [7]), it is not difficult to deduce from the property β0(ξ) < 2 the existence
of a c such that ψ(t) ≥ t− c for any t. So we have proved that ψ ∈ F .
As noticed before the statement of Lemma 4.8, ψ depends only on the choice of some
initial values. If these choices were different, then ψ(n) would be replaced (for n sufficiently
large) with ψ(n + c) + c′ for some integers c, c′ independent from n. This means exactly
that ψ remains the same modulo R, thereby concluding the proof of Lemma 4.8.
Step 8 Proof of Theorem 4.1.
Let us prove Part (a) first. Let ε ∈ (0, ε1), and (ui) be the sequence of all minimal
points in Aε, ordered according to their norms Ui. Up to shifting indices, Lemma 4.5 shows
that ui = wi for any i sufficiently large (and the value of ε has an influence only on the
shift). So Corollary 4.6 implies L(ui) = U
−1+o(1)
i and β0(ξ) = βε(ξ) = lim supi→∞
logUi+1
logUi
.
Let i be sufficiently large, and k be such that Dk ≤ Wi−1 < Dk+1. Since (22) is an
equality, we have (using (16) and (17)):
WiW
−1
i−1 = E
1+o(1)
k D
−1
k ≥ H(Vk)1+o(1) ≥W 2−α+o(1)i−1
for any (fixed) α ∈ (β1(ξ), 2), hence
lim inf
i→∞
logWi
logWi−1
≥ 3− β1(ξ) > 1.
Since the function ψ ∈ F has been constructed in Step 7, this concludes the proof of Part
(a).
Let us prove Part (b) now. Let (vi) and β < 2 be as in Theorem 4.1. Since L(vi) =
V
−1+o(1)
i , for any i sufficiently large we have vi ∈ Aε2, and vi is a minimal point thanks to
Proposition 3.6.
Let k be sufficiently large. Proposition 3.7 shows that dk = vi for some i, and Lemma
4.3 (applied with a small ε′ > 0 thanks to Corollary 4.6, and βV = β) yields ek = vi+1. Let
t be such that wt = dk (that is, t = ϑk with the notation of Step 7). We have wt = vi and
wt+1 = vi+1; let us prove by induction that wt+ℓ = vi+ℓ for any ℓ ∈ {0, . . . , ℓ0}, where ℓ0 is
such that Wt+ℓ0 = Dk+1.
We may assume ℓ0 ≥ 2, otherwise this is proved already. Let ℓ ∈ {1, . . . , ℓ0−1} be such
that wt+ℓ = vi+ℓ. Since ℓ0 ≥ 2, we have Dk ≤ Wt+ℓ−1 < Wt+ℓ < Wt+ℓ+1 ≤ Dk+1 so wt+ℓ is
not among the dk. Lemma 4.8 yields ψ(t + ℓ) = t + ℓ− 1, so that wt+ℓ+1 is the primitive
point, with non-negative first coordinate, collinear to [wt+ℓ, wt+ℓ, wt+ℓ−1]. By induction
hypothesis, this bracket is equal to [vi+ℓ, vi+ℓ, vi+ℓ−1]. Now Vi+ℓ = Wt+ℓ < Wt+ℓ+1 ≤ Dk+1
yields Vi+ℓ+1 ≤ Dk+1, since (dk) is a subsequence of (vi) up to a finite number of terms.
So vi+ℓ−1, vi+ℓ and vi+ℓ+1 are linearly dependent. By assumption on the sequence (vi),
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this proves that vi+ℓ+1 is collinear to [vi+ℓ, vi+ℓ, vi+ℓ−1], and to wt+ℓ+1. Since both vectors
are primitive and have non-negative first coordinates, we have wt+ℓ+1 = vi+ℓ+1, thereby
concluding the induction.
Since this result holds for any k sufficiently large, we have proved that the sequence (vi)
is obtained from (wt) by shifting the index (up to a finite number of terms). In particular,
we have β = β0(ξ) thanks to Corollary 4.6, thereby concluding the proof of Theorem 4.1.
5 The Palindromic Prefix Method
Roy’s construction [11] of a number ξ such that β1(ξ) = γ makes a crucial use of a specific
word w with many palindromic prefixes, namely the Fibonacci word (see Example 2.3
above). Bugeaud and Laurent have generalized his construction [3] to any characteristic
Sturmian word w (see also [1]). We explain here how to do it, more generally, with any
word w such that δ(w) < 2.
This method produces a real number ξ; the key property (proved in §5.2 below) is that
(28) β1(ξ) ≤ β0(ξ) ≤ δ(w).
The main difficulty in proving (28) is to study the asymptotic behaviour of a sequence
defined by induction using Roy’s bracket. This was done by Roy and Bugeaud-Laurent by
using specific properties of the words w they were considering; we do it in the general case
in §5.1. The proof is elementary, but rather technical.
The difficult diophantine question is to know whether (28) is an equality. Using the
results of Section 4, we prove in §5.2 that
β0(ξ) = δ(w)
but we do not know whether the equality β1(ξ) = β0(ξ) holds for a general word w (it does
if w is characteristic Sturmian, as proved by Bugeaud-Laurent).
5.1 Asymptotic Behaviour of Some Sequences
The following Proposition (in which δ(ψ) is defined in §2.1) will be useful in §§5.2 and
5.3 below. It is a more general version of the arguments used in [11] (end of the proof
of The´ore`me 2.2), [10] (Lemma 5.2) and [3] (Lemma 4.1). The proof essentially involves
Lemma 5.2 below, which is a generalization of Proposition 6.2 of [7].
Proposition 5.1 Let ξ ∈ R and ψ ∈ F . Let (vn)n≥1 be a sequence of non-zero points in
Z3 such that [vn, vn, vn+1] is collinear to vψ(n) for any sufficiently large n,
(29) L(vn) = V
−1+o(1)
n
and Vn+1 ≥ V δn for some δ > 1 and any sufficiently large n. Then we have
(30) lim sup
n→+∞
log Vn+1
log Vn
= δ(ψ).
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Proof of Proposition 5.1: For any n ≥ 1, let λn ∈ Q∗ be such that [vn, vn, vn+1] = λnvψ(n).
Proposition 2.9 and Equation (29) yield |λn|Vψ(n) ≪ V 2n V −1+o(1)n+1 and |λn|L(vψ(n)) ≪
V
−2+o(1)
n Vn+1 hence |λn|2Vψ(n)L(vψ(n)) ≪ V o(1)n V o(1)n+1 . Therefore (10) yields |λn|2 ≪ V o(1)n+1 .
Now let an, bn ∈ Z be coprime integers such that λn = an/bn. Then vψ(n) ∈ bnZ3, so
Equations (29) and (10) imply |bn| = V o(1)n+1 , hence |an| = V o(1)n+1 . Finally |λn| = V o(1)n+1 ,
and the above inequalities (together with Equation (10)) imply Vn+1 ≪ V 2+o(1)n and
Vψ(n) = V
2+o(1)
n V
−1
n+1. Therefore applying the following lemma with un = log Vn is enough
to conclude the proof of Proposition 5.1.
Lemma 5.2 Let ψ ∈ F , and (un)n≥1 be a sequence of positive real numbers such that
un+1 = 2un − uψ(n) + o(un)
and lim inf un+1/un > 1. Then we have
(31) lim sup
n→+∞
un+1
un
= δ(ψ).
In the proof of Lemma 5.2, we shall use the following result:
Lemma 5.3 Let ψ ∈ F , and (u˜n)n≥1 be an increasing sequence of positive integers such
that
u˜n+1 = 2u˜n − u˜ψ(n) for any n sufficiently large.
Then we have lim inf u˜n+1/u˜n > 1 and lim sup u˜n+1/u˜n = δ(ψ).
Thanks to this lemma, we see that in Lemma 5.2 the assumption lim inf un+1/un > 1
is automatically fulfilled if un+1 = 2un − uψ(n) for any n sufficiently large. However, as it
stands, Lemma 5.2 would be false without this assumption since un could be a polynomial
in n.
Proof of Lemma 5.3: The assertion on the upper limit is exactly Proposition 6.2 of [7],
already recalled in §2.1. Let us prove the statement on the lower limit.
Let (ϑk) be the sequence associated with ψ, as in §2.1 (namely, this is the increasing
sequence of all integers n such that ψ(n) ≤ n − 2). For k sufficiently large, we have
ψ(ϑk+1) ≤ ϑk − 1 (since ψ ∈ F) and ψ(n) = n− 1 for ϑk < n < ϑk+1 hence:
u˜ϑk+1−1 ≥ 2u˜ϑk+1 − u˜ϑk−1 = u˜ϑk+1 + u˜ϑk+1−1 + u˜ϑk+1 − u˜ϑk − u˜ϑk−1
(as in the proof of Lemma A.1 of [7]).This implies (by induction) the existence of some
integer c such that u˜ϑk+1− u˜ϑk− u˜ϑk−1 ≥ c, hence u˜ϑk+1 ≥ 54 u˜ϑk , for any k sufficiently large
(since u˜n ≤ 2u˜n−1 for n sufficiently large, and u˜n →∞). Now for ϑk < n ≤ ϑk+1 we have
u˜n − u˜n−1 = u˜ϑk+1 − u˜ϑk ≥
1
4
u˜ϑk ≥
1
2B
u˜ϑk+1−1 ≥
1
2B
u˜n−1
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where B is such that ϑk+1 −B ≤ ψ(ϑk+1) < ϑk hence ϑk+1 ≤ ϑk +B − 1 for any k; such a
B exists since ψ ∈ F . Therefore we have u˜n ≥ (1 + 2−B)u˜n−1 for any n sufficiently large,
thereby concluding the proof of Lemma 5.3.
Proof of Lemma 5.2: Let n0 be a sufficiently large integer. We let εn = un+1 − un; then
εn > 0 for n ≥ n0. Let δn ∈ R be defined by un+1 = 2un − uψ(n) + δnun+1. Then δn → 0
(since un < un+1 < 3un for n ≥ n0), and
εn =
( n−1∑
j=ψ(n)
εj
)
+ δnun+1.
Let us consider an increasing sequence (u˜n)n≥1 of positive integers such that u˜n+1 =
2u˜n− u˜ψ(n) for any n ≥ n0. As recalled in Lemma 5.3, Equation (31) holds for the sequence
(u˜n). The associated sequence (δ˜n) is identically zero, and (ε˜n) satisfies ε˜n =
∑n−1
j=ψ(n) ε˜j,
for n ≥ n0.
We consider now the quotient αn = εn/ε˜n. We have
n−1∑
j=ψ(n)
αj ε˜j =
n−1∑
j=ψ(n)
εj = εn − δnun+1 = αnε˜n − δnun+1
hence
(32) αn =
n−1∑
j=ψ(n)
ε˜j
ε˜ψ(n) + . . .+ ε˜n−1
αj + δ
′
nαn
by letting
δ′n = δn
un+1
εn
= δn
1
1− un
un+1
.
Let 0 < η < 1 be such that un+1 ≥ 11−ηun for any n ≥ n0. Then we have |δ′n| ≤ η−1|δn|
hence δ′n → 0. Letting α′n = (1− δ′n)αn, Equation (32) yields
(33) α′n =
n−1∑
j=ψ(n)
ε˜j
ε˜ψ(n) + . . .+ ε˜n−1
αj.
Since ψ ∈ F , there exists B be such that ψ(n) ≥ n − B for any n ≥ n0. For n ≥ n0,
let In−1 denote the convex hull of αn−B, . . . , αn−1 in R, say In−1 = [ζn−1αn−1, ζ ′n−1αn−1]
with ζn−1 ≤ 1 ≤ ζ ′n−1. Let µn = max(1 − δ′n, 11−δ′n ) (since we may assume |δ
′
n| ≤ 1/2 for
any n ≥ n0). Then we have µn ≥ 1 and µn → 1.
Let us prove (by induction on ℓ) that for any integers n ≥ n0 and ℓ ≥ −1 we have
(34)
αn+ℓ ∈
[ 1
µnµn+1 . . . µn+ℓ
1 + (Bℓ+1 − 1)ζn−1
Bℓ+1
αn−1, µnµn+1 . . . µn+ℓ
1 + (Bℓ+1 − 1)ζ ′n−1
Bℓ+1
αn−1
]
.
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This is true for ℓ = −1; let ℓ ≥ 0 be such that (34) holds for any ℓ′ ∈ {−1, . . . , ℓ−1} (with
the same n, which remains fixed). For any j such that ψ(n+ ℓ) ≤ j ≤ n + ℓ− 2, we have
αj ≥ ζn−1αn−1
µnµn+1 . . . µn+ℓ−1
by using the definition of In−1 if j ≤ n − 1, and the induction hypothesis otherwise. For
j = n + ℓ− 1, the induction hypothesis reads
αn+ℓ−1 ≥ 1
µnµn+1 . . . µn+ℓ−1
1 + (Bℓ − 1)ζn−1
Bℓ
αn−1.
Now Equation (33) implies that α′n+ℓ is a weighted average of αψ(n+ℓ), . . . , αn+ℓ−1 with non-
negative weights; moreover the weight of αn+ℓ−1 is ε˜n+ℓ−1/(ε˜ψ(n+ℓ) + . . . + ε˜n+ℓ−1) ≥ 1/B
since the sequence (ε˜n)n≥n0 is non-decreasing. Therefore the previous lower bounds yield:
α′n+ℓ ≥
1
µnµn+1 . . . µn+ℓ−1
1 + (Bℓ+1 − 1)ζn−1
Bℓ+1
αn−1.
Now
αn+ℓ =
1
1− δ′n+ℓ
α′n+ℓ ≥
1
µn+ℓ
α′n+ℓ,
thereby proving the lower bound in (34). The upper bound can be proved in the same way,
concluding the proof of (34).
Applying (34) for ℓ = 0, 1, . . . , B − 1 yields
1 ≤ ζ
′
n+B−1
ζn+B−1
≤ µ2nµ2n+1 . . . µ2n+B−1
1 + (BB − 1)ζ ′n−1
1 + (BB − 1)ζn−1 .
From this inequality we obtain
0 ≤ ζ
′
n+B−1
ζn+B−1
− 1 ≤ µ2nµ2n+1 . . . µ2n+B−1 − 1 +
µ2nµ
2
n+1 . . . µ
2
n+B−1(B
B − 1)(ζ ′n−1 − ζn−1)
1 + (BB − 1)ζn−1
≤ µ2nµ2n+1 . . . µ2n+B−1 − 1 + µ2nµ2n+1 . . . µ2n+B−1
BB − 1
BB
(ζ ′n−1
ζn−1
− 1
)
.
Since µn → 1, this proves that ζ ′n+ℓB−1/ζn+ℓB−1 tends to 1 as ℓ tends to infinity, from
which we deduce αn+ℓB−1/αn+ℓB−2 →ℓ→∞ 1. Taking B consecutive values for n yields
αℓ/αℓ−1 →ℓ→∞ 1. Since 1 ≤ ε˜n/ε˜n−1 ≤ B for any n ≥ n0, this implies εn/εn−1 =
ε˜n/ε˜n−1 + o(1), hence
(35)
εn
εn−t
=
ε˜n
ε˜n−t
+ o(1) for any fixed t, as n→∞.
Moreover the quantities εn/εn−t and ε˜n/ε˜n−t remain (as n varies) in a fixed interval [at, bt] ⊂
(0,+∞) depending only on t, so that we have also εn−t
εn
= ε˜n−t
ε˜n
+ o(1).
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For any T ≥ 1, let us consider
δT = lim sup
n→∞
un+1 − un−T
un − un−T and δ˜T = lim supn→∞
u˜n+1 − u˜n−T
u˜n − u˜n−T .
The previous relations, and the definitions of εn and ε˜n, yield
un+1 − un−T
un − un−T = 1+
1
εn−T
εn
+ . . .+ εn−1
εn
= 1+
1
ε˜n−T
ε˜n
+ . . .+ ε˜n−1
ε˜n
+ o(1)
=
u˜n+1 − u˜n−T
u˜n − u˜n−T +o(1).
Letting n tend to infinity, we obtain δT = δ˜T for any T ≥ 1. Now we are going to compute,
separately, the limits of δT and δ˜T as T tends to infinity.
Let us start with δT . We have
un+1 − un−T
un − un−T =
un+1
un
− un−T
un
1− un−T
un
with 0 ≤ un−T
un
≤ (1− η)T for any n ≥ n0 + T , hence
un+1
un
− (1− η)T ≤ un+1 − un−T
un − un−T ≤
1
1− (1− η)T
un+1
un
.
Lettting n tend to infinity, we obtain:(
lim sup
n→∞
un+1
un
)
− (1− η)T ≤ δT ≤ 1
1− (1− η)T
(
lim sup
n→∞
un+1
un
)
,
thereby proving that
lim
T→∞
δT = lim sup
n→∞
un+1
un
.
Now lemma 5.3 yields lim inf u˜n+1
u˜n
> 1, therefore the same arguments give
lim
T→∞
δ˜T = lim sup
n→∞
u˜n+1
u˜n
= δ(ψ).
Since δT = δ˜T for any T , invoking the unicity of this limit enables us to conclude the
proof of Lemma 5.2.
5.2 The Palindromic Prefix Method
Let w be an infinite non ultimately periodic word such that δ(w) < 2. As in §2.1, we
denote by (ni)i≥1 the increasing sequence of all lengths of palindromic prefixes of w. As
mentioned in §2.1, the word w can be written on a finite alphabet A.
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We consider an injective map ϕ : A → N∗ (which is just another way of saying that w
can be written on the alphabet of positive integers). Roy’s idea [11] is to consider the real
number ξw,ϕ defined by the infinite continued fraction expansion
ξw,ϕ = [0, ϕ(w1), ϕ(w2), ϕ(w3), . . .] = 0 +
1
ϕ(w1) +
1
ϕ(w2)+...
.
Since w is infinite and not ultimately periodic, ξw,ϕ is neither rational nor quadratic.
Let pn/qn denote the n-th convergent of ξw,ϕ; the classical properties of continued
fraction expansions (see for instance [13], Chapter I) give |qnξ − pn| ≤ q−1n and:
(36)
[
qn qn−1
pn pn−1
]
=
[
ϕ(w1) 1
1 0
][
ϕ(w2) 1
1 0
]
. . .
[
ϕ(wn) 1
1 0
]
.
For n = ni, the finite word w1w2 . . . wn is a palindrome, so that this product is a symmetric
matrix, hence qni−1 = pni. In this case, we have simultaneous rational approximants to
ξw,ϕ and ξ
2
w,ϕ with the same denominator, namely:
(37)
{ |qniξw,ϕ − pni| ≤ q−1ni
|qniξ2w,ϕ − pni−1| = |(qniξw,ϕ − pni)ξw,ϕ + (qni−1ξw,ϕ − pni−1)| ≤ (1 + ξw,ϕ)q−1ni−1.
This gives L(vi) ≤ cV −1i where vi = (qni , pni, pni−1) ∈ Z3 is the vector corresponding to the
symmetric matrix (36), and c is a constant depending only on w and ϕ. The definition of
β0(ξw,ϕ) gives immediately (as in [8]):
(38) β0(ξw,ϕ) ≤ lim sup
i→∞
log Vi+1
log Vi
.
Our main result asserts that equality holds, and gives the value of this upper limit in terms
of w:
Theorem 5.4 We have β0(ξw,ϕ) = δ(w).
The proof also shows that the function ψ associated with ξ (in Part (a) of Theorem
4.1) is the same, modulo R, as the one associated with w (in Theorem 2.2).
Question: Does the equality β1(ξw,ϕ) = δ(w) hold ?
When w is the Fibonacci word (considered by Roy, see Example 2.3), Davenport-
Schmidt’s lower bound yields γ ≤ β1(ξw,ϕ) ≤ β0(ξw,ϕ) = δ(w) = γ, hence equality holds.
For any characteristic Sturmian word, Bugeaud and Laurent have proved [3] that equality
always holds. Using the methods introduced here, it is possible to generalize this result to
any word w equal modulo R′ to a characteristic Sturmian word (where R′ was defined in
§2.1).
The proof of Theorem 5.4 falls into two parts. First, the analytic study (§5.1) of
the asymptotics of the recurrence relation associated with w enables us to prove that
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lim supi→∞
log Vi+1
log Vi
= δ(w). Then Equation (38) implies the upper bound in Theorem 5.4:
this upper bound is only of combinatorial, and analytic, nature. For the lower bound, one
has to apply Theorem 4.1: diophantine properties really come into the play.
In the proof of Theorem 5.4, we shall use twice the following lemma (see [7], §5.1):
Lemma 5.5 Let i0, i1 and i2 be positive integers such that min(ni0 , ni1) ≤ ni2 ≤ ni0 +ni1.
Then the following statements are equivalent:
• The prefix of w with length ni0 + ni1 − ni2 is a palindrome.
• The vectors vi0, vi1 and vi2 are linearly dependent.
Moreover,
• If i2 ≥ i1 and ni2 ≥ ni0 − ni1 then these statements hold.
• If these statements hold then denoting by i the integer such that ni = ni0 + ni1 − ni2
we have
(39) [vi0 , vi1 , vi2] = ± vi
and πi = πi0π
−1
i2
πi1, where πj is the palindromic prefix of w with length nj.
Proof of Lemma 5.5: To begin with, let us assume i2 ≥ i1 and ni2 ≥ ni0 − ni1 , and prove
that the prefix of w of length ni0+ni1−ni2 is a palindrome. Let 1 ≤ p ≤ (ni0+ni1−ni2)/2;
then we have p ≤ ni1 hence:
wni0+ni1−ni2+1−p = wni2−ni1+p = wni1+1−p = wp
by using successively that πi0 , πi2 and πi1 are palindromes.
Let us prove now that the first two statements are equivalent, and at the same time
that (39) holds. We use the crucial formula (introduced in this context by Roy [12]):
det(Mi0 ,Mi1 ,Mi2) = Trace(JMi0JMi2JMi1)
where Mi is the symmetric matrix that corresponds to vi, and J =
[
0 1
−1 0
]
. Now a
matrix M is symmetric if, and only if, Trace(JM) = 0. Therefore the linear dependence
of vi0 , vi1 and vi2 means that the matrix Mi0JMi2JMi1 , which is equal to ±Mi0M−1i2 Mi1 ,
is symmetric.
On the other hand, the prefix of w with length ni0 + ni1 − ni2 is a palindrome if, and
only if, the matrix M given by Equation (36) with n = ni0 + ni1 − ni2 is symmetric (by
unicity of such a decomposition). To conclude the proof, it is therefore enough to prove
the following equality:
(40) M =Mi0M
−1
i2
Mi1 .
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To prove (40), we may assume i1 ≤ i2 (by interchanging i1 and i0 if necessary). Then πi1
is a prefix of πi2 , hence there is a word b such that πi2 = πi1b. The word b is a suffix of
πi2 , therefore its mirror image b˜ is a prefix of πi2 (hence of w) since πi2 is a palindrome
(i.e., πi2 = π˜i2). Now b˜ consists in ni2 − ni1 ≤ ni0 letters, therefore b˜ is a prefix of πi0 . As
πi0 is a palindrome, b is a suffix of πi0 : there is a word c such that πi0 = cb. Finally, we
have πi0π
−1
i2
πi1 = cb(πi1b)
−1πi1 = c. As c is the prefix of w of length n = ni0 + ni1 − ni2 ,
Equation (40) is proved. This concludes the proof of Lemma 5.5.
Proof of Theorem 5.4: We consider the sequence (vi) defined right after Equation (37),
and we let ψ ∈ F be a function associated with w as in Theorem 2.2. In particular, we
have δ(ψ) = δ(w).
Let i be sufficiently large. Since ni+1 = 2ni− nψ(i), it follows from Lemma 5.5 (applied
with i0 = i1 = i and i2 = i+ 1) that [vi, vi, vi+1] = ±vψ(i).
In order to apply Proposition 5.1, we need rough estimates for Vi. Let u be a product
of n matrices of the shape
[
a 1
1 0
]
with 1 ≤ a ≤ Ω. Then it is not difficult (see for instance
[3], Equation (11) p. 788) to prove that 2[n/2] ≤ U ≤ (2Ω)n. Letting Ω = maxϕ(A), this
implies Vi ≤ (2Ω)ni and Vi+1 ≥ Vi 2[(ni+1−ni)/2]. Now Lemma 5.3 yields lim inf ni+1/ni > 1,
hence Vi+1 > V
δ
i for some δ > 1. Therefore Proposition 5.1 applies, and gives
lim sup
i→∞
log Vi+1
log Vi
= δ(ψ) = δ(w).
Now the points vi are primitive (since gcd(qni , pni) = 1), have positive first coordinates
qni , and are ordered according to these first coordinates. Moreover, let i be such that vi−1,
vi and vi+1 are linearly dependent. Lemma 5.5, applied with i0 = i − 1, i1 = i + 1 and
i2 = i, proves that ni+1 + ni−1 − ni is the length of a palindromic prefix of w. Since this
length is strictly between ni−1 and ni+1, it is equal to ni, so that ni+1 = 2ni − ni−1 and
ψ(i) = i − 1. Then, as noticed in the beginning of the proof, [vi, vi, vi+1] is collinear to
vi−1. Using Equation (8), this is enough to apply Part (b) of Theorem 4.1, and conclude
the proof of Theorem 5.4.
5.3 Proof of Theorem 1.1
Let ξ be an irrational non-quadratic real number such that β0(ξ) < 2. Denote by (ui) the
sequence in Part (a) of Theorem 4.1 (with ε = ε1/2, say), and by ψ ∈ F the associated
function. Using also Proposition 5.1, we have β0(ξ) = δ(ψ). Now, choosing a word w
associated with ψ as in Theorem 2.2, we have δ(w) = δ(ψ) (see §2.1), so that β0(ξ) = δ(w).
Conversely, if w is a word such that 1 < δ(w) < 2, then w is not ultimately periodic and
Roy’s palindromic prefix method provides (for any embedding ϕ : A → N∗) an irrational
non-quadratic real number ξw,ϕ for which β0(ξw,ϕ) = δ(w) thanks to Theorem 5.4.
This concludes the proof of Theorem 1.1.
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6 Open Questions
Given a non ultimately periodic word w such that δ(w) < 2 (or an associated function
ψ ∈ F), it would be interesting to study more precisely the set of all numbers ξ that
correspond to ψ (as in Theorem 4.1). They all satisfy β0(ξ) = δ(w); but to which extent
do they all “essentially” come from the palindromic prefix method applied to w? Answering
this question would lead to a better understanding of the numbers ξ such that β0(ξ) < 2.
For instance, does there exist a ξ such that β1(ξ) < β0(ξ) < 2 ? More generally, what can
be said about the function ε 7→ βε(ξ) ?
The methods used in this paper do not apply to numbers ξ such that β0(ξ) is finite but
greater than (or equal to) 2. For instance, it is a completely open problem to determine
the set of values ≥ 2 taken by the exponent β0(ξ).
The “Fibonacci sequences” introduced in [10] provide, when w is the Fibonacci word,
an arithmetic enrichment of the palindromic prefix method. How does this enrichment
generalize to other words w such that δ(w) < 2 ? Working this out would yield new
examples of numbers ξ such that β1(ξ) < 2, and would be a first step towards generalizing
the results proved in this paper to the exponent β1(ξ).
At last, Jarn´ık has proved [9] (see also [10] and [3], end of §7) that β1(ξ) is intimately
connected to the “dual” problem of finding polynomials of degree 2, with not too large
integer coefficients, that assume a small value at the point ξ. Maybe some exponents
(depending on ε ∈ [0, 1]) can be defined and studied in relation with this dual problem.
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