Abstract. In the present paper we introduce a new methodology for the construction of numerical methods for the approximate solution of the one-dimensional Schrödinger equation. The new methodology is based on the requirement of vanishing the phase-lag and its derivatives. The efficiency of the new methodology is proved via error analysis and numerical applications.
Introduction
The radial Schrödinger equation can be written as:
Many problems in theoretical physics and chemistry, material sciences, quantum mechanics and quantum chemistry, electronics etc. can be express via the above boundary value problem (see for example [1] - [4] ). We give the definitions of some terms of (1):
− The function W (x) = l(l + 1)/x 2 + V (x) is called the effective potential. This satisfies W (x) → 0 as x → ∞ − The quantity k 2 is a real number denoting the energy − The quantity l is a given integer representing the angular momentum − V is a given function which denotes the potential.
The boundary conditions are:
and a second boundary condition, for large values of x, determined by physical considerations.
The last years an extended study on the development of numerical methods for the solution of the Schrödinger equation has been done. The aim of this research is the development of fast and reliable methods for the solution of the Schrödinger equation and related problems (see for example [5] - [18] , [24] - [127] ).
We can divide the numerical methods for the approximate solution of the Schrödinger equation and related problems into two main categories:
1. Methods with constant coefficients 2. Methods with coefficients depending on the frequency of the problem 1 .
The purpose of this paper is to introduce a new methodology for the construction of numerical methods for the approximate solution of the one-dimensional Schrödinger equation and related problems. The new methodology is based on the requirement of vanishing the phase-lag and its derivatives. The efficiency of the new methodology will be studied via the error analysis and the application of the investigated methods to the numerical solution of the radial Schrödinger equation. More specifically, we will develop a family of hybrid Numerov-type methods of sixth algebraic order. The development of the new family is based on the requirement of vanishing the phase-lag and its derivatives. We will investigate the stability and the error of the methods of the new family. Finally, we will apply both categories of methods the new obtained method to the resonance problem. This is one of the most difficult problems arising from the radial Schrödinger equation. The paper is organized as follows. In Section 2 we present the theory of the new methodology. In section 3 we present the development of the new family of methods. The error analysis is presented in section 4. In section 5 we will investigate the stability properties of the new developed methods. In Section 6 the numerical results are presented. Finally, in Section 7 remarks and conclusions are discussed.
Phase-lag analysis of symmetric multistep methods
For the numerical solution of the initial value problem
consider a multistep method with m steps which can be used over the equally spaced intervals
If the method is symmetric then a i = a m−i and
When a symmetric 2k-step method, that is for i = −k(1)k, is applied to the scalar test equation
a difference equation of the form
is obtained, where H = ωh, h is the step length and
The characteristic equation associated with (5) is given by:
The symmetric 2k-step method with characteristic equation given by (6) has phase-lag order q and phase-lag constant c given by
The formula proposed from the above theorem gives us a direct method to calculate the phase-lag of any symmetric 2k-step method.
The New Family of Numerov-Type Hybrid Methods -
Construction of the New Methods
First Method of the Family
We introduce the following family of methods to integrate y ′′ = f (x, y) :
The application of the above method to the scalar test equation (4) gives the following difference equation:
where H = ωh, h is the step length and A 0 (H) and A 1 (H) are polynomials of H.
The characteristic equation associated with (10) is given by:
where
By applying k = 1 in the formula (8), we have that the phase-lag is equal to:
We demand that the phase-lag is equal to zero and we consider that:
Then we find out that:
For small values of |H| the formulae given by (13) 
The behavior of the coefficients is given in the following Figure 1 .
The local truncation error of the new proposed method is given by:
n + ω 2 y Figure 1 . Behavior of the coefficient a0 of the new method given by (13) for several values of H.
Then we find out that: The behavior of the coefficients is given in the following Figure 2 . The local truncation error of the new proposed method is given by:
Third Method of the Family
Consider the family of methods presented in (9) . The application of the above method to the scalar test equation (4) gives the difference equation (10) and the characteristic equation (10) .
By applying k = 1 in the formula (8), we have that the phase-lag is given by (11) . The first derivative of the phase-lag is given by (16) . The second derivative of the phase-lag can be written as:
We demand that the phase-lag and its first and second derivative are equal to zero and we consider that:
For small values of |H| the formulae given by (24) are subject to heavy cancellations. In this case the following Taylor series expansions should be used: The behavior of the coefficients is given in the following Figure 3 .
Fourth Method of the Family
By applying k = 1 in the formula (8), we have that the phase-lag is given by (11) . The first derivative of the phase-lag is given by (16) . The second derivative of the phase-lag is given by (22) . The third derivative of the phase-lag can be written as:
For small values of |H| the formulae given by (28) are subject to heavy cancellations. In this case the following Taylor series expansions should be used: The behavior of the coefficients is given in the following Figure 4 .
Error Analysis
We will study the following methods: The error analysis is based on the following steps:
− The radial time independent Schrödinger equation is of the form
− Based on the paper of Ixaru and Rizea [25] , the function f(x) can be written in the form:
where g(x) = V (x) − V c = g, where V c is the constant approximation of the potential and G = v 2 = V c − E.
− We express the derivatives y (i) n , i = 2, 3, 4, . . . , which are terms of the local truncation error formulae, in terms of the equation (31) . The expressions are presented as polynomials of G.
− Finally, we substitute the expressions of the derivatives, produced in the previous step, into the local truncation error formulae.
Based on the procedure mentioned above and on the formulae:
we obtain the following expressions:
The First Method of the Family
The Second Method of the Family
The Third Method of the Family
The Fourth Method of the Family
We consider two cases in terms of the value of E: − The Energy is close to the potential, i.e. G = V c − E ≈ 0. So only the free terms of the polynomials in G are considered. Thus for these values of G, the methods are of comparable accuracy. This is because the free terms of the polynomials in G, are the same for the cases of the classical method and of the new developed methods.
− G ≫ 0 or G ≪ 0. Then | G | is a large number. So, we have the following asymptotic expansions of the equations (33), (34), (35) and (36) .
The First Method of the Family
The Third Method of the Family
From the above equations we have the following theorem:
THEOREM 2. For the First Method of the New Family of Methods the error increases as the third power of G. For the Second and Third Methods of the New Family of Methods the error increases as the second power of G. For the Fourth Method of the New Family of Methods the error increases as the first power of G. It is easy one to see that the coefficient of the second power of G in the case of the second method of the New Family of Methods is 1.583333333 times larger than the coefficient of the second power of G in the case of the third method of the New Family of Methods. So, for the numerical solution of the time independent radial Schrödinger equation the new obtained Fourth Method of the New Family of Methods is the most accurate one, especially for large values of
| G |=| V c − E |.
Stability Analysis
We apply the new family of methods to the scalar test equation:
where t = ω. We obtain the following difference equation:
where s = t h, h is the step length and A 0 (H, s) and A 1 (H, s) are polynomials of s.
The characteristic equation associated with (41) is given by:
(see [19] ) A symmetric four-step method with the characteristic equation given by (41) is said to have an interval of periodicity 0, w 2 0 if, for all w ∈ 0, w 2 0 , the roots z i , i = 1, 2 satisfy
where θ(t h) is a real function of t h and s = t h .
DEFINITION 2. (see [19]) A method is called P-stable if its interval of periodicity is equal to (0, ∞).
THEOREM 3. (see [20] ) A symmetric two-step method with the characteristic equation given by (41) is said to have a nonzero interval of periodicity 0, s 2 0 if, for all s ∈ 0, s 2 0 the following relations are hold
where H = ω h, s = t h and: Based on (42) the stability polynomials (45) for the new developed methods take the form:
In Figures 5, 6 , 7 and 8 we present the s − H planes for the methods developed in this paper. A shadowed area denotes the s − H region where the method is unstable, while a white area denotes the region where the method is stable. In Figure 5 we present the s − H plane for the first method of the new family of method developed in this paper (paragraph 3.1). In Figure 6 we present the s − H plane for the second method of the new family of method developed in this paper (paragraph 3.2). In Figure 7 we present the s − H plane for the third method of the new family of method developed in this paper (paragraph 3.3). Finally, in Figure 8 we present the s − H plane for the fourth method of the new family of method developed in this paper (paragraph 3.4). In the case that the frequency of the scalar test equation is equal with the frequency of phase fitting, i.e. in the case that H = s, we have the following figure for the stability polynomials of the new developed methods. A method is P-stable if the s − H plane is not shadowed. From the above diagrams it is easy for one to see that the interval of periodicity of all the new methods is equal to: 0, π 2 . 
Numerical results -Conclusion
In order to illustrate the efficiency of the new methods obtained in paragraphs 3.1 -3.4, we apply them to the radial time independent Schrödinger equation.
In order to apply the new methods to the radial Schrödinger equation the value of parameter v is needed. For every problem of the one-dimensional Schrödinger equation given by (1) the parameter v is given by
where V (x) is the potential and E is the energy.
Woods-Saxon potential
We use the well known Woods-Saxon potential given by
with z = exp [(x − X 0 ) /a] , u 0 = −50, a = 0.6, and X 0 = 7.0. It is well known that for some potentials, such as the Woods-Saxon potential, the definition of parameter v is not given as a function of x but it is based on some critical points which have been defined from the investigation of the appropriate potential (see for details [13] ).
For the purpose of obtaining our numerical results it is appropriate to choose v as follows (see for details [13] ):
Radial Schrödinger Equation -The Resonance Problem
Consider the numerical solution of the radial time independent Schrödinger equation (1) in the well-known case of the Woods-Saxon potential (48) . In order to solve this problem numerically we need to approximate the true (infinite) interval of integration by a finite interval. For the purpose of our numerical illustration we take the domain of integration as x ∈ [0, 15]. We consider equation (1) in a rather large domain of energies, i.e. E ∈ [1, 1000].
In the case of positive energies, E = k 2 , the potential dies away faster than the term
and the Schrödinger equation effectively reduces to
for x greater than some value X.
The above equation has linearly independent solutions kxj l (kx) and kxn l (kx) where j l (kx) and n l (kx) are the spherical Bessel and Neumann functions respectively. Thus the solution of equation (1) (when x → ∞ ) has the asymptotic form
where δ l is the phase shift, that is calculated from the formula
for x 1 and x 2 distinct points in the asymptotic region (we choose x 1 as the right hand end point of the interval of integration and x 2 = x 1 −h) with S(x) = kxj l (kx) and C(x) = −kxn l (kx). Since the problem is treated as an initial-value problem, we need y 0 before starting a one-step method. From the initial condition we obtain y 0 . With these starting values we evaluate at x 1 of the asymptotic region the phase shift δ l . For positive energies we have the so-called resonance problem. This problem consists either of finding the phase-shift δ l or finding those E, for E ∈ [1, 1000], at which δ l = π 2 . We actually solve the latter problem, known as the resonance problem when the positive eigenenergies lie under the potential barrier.
The boundary conditions for this problem are: We compute the approximate positive eigenenergies of the WoodsSaxon resonance problem using:
− The Numerov's method which is indicated as Method I − The Exponentially-fitted four-step method developed by Raptis [16] which is indicated as Method II − The new Two-Step Numerov-Type Method with phase-lag and its first derivative equal to zero obtained in paragraph 3.2 which is indicated as Method V.
− The new Two-Step Numerov-Type Method with phase-lag and its first and second derivatives equal to zero obtained in paragraph 3.3 which is indicated as Method VI.
− The new Two-Step Numerov-Type Method with phase-lag and its first, second and third derivatives equal to zero obtained in paragraph 3.4 which is indicated as Method VII.
The computed eigenenergies are compared with exact ones. In Figure  11 we present the maximum absolute error log 10 (Err) where
of the eigenenergy E 1 , for several values of NFE = Number of Function Evaluations. In Figure 12 we present the maximum absolute error log 10 (Err) where
of the eigenenergy E 3 , for several values of NFE = Number of Function Evaluations.
Conclusions
In the present paper we have developed a family of methods of sixth algebraic order for the numerical solution of the radial Schrödinger equation. More specifically we have developed:
1. A Two-Step Numerov-Type Method with phase-lag equal to zero 2. A Two-Step Numerov-Type Method with phase-lag and its first derivative equal to zero 3. A Two-Step Numerov-Type Method with phase-lag and its first and second derivatives equal to zero 4. A Two-Step Numerov-Type Method with phase-lag and its first, second and third derivatives equal to zero
We have applied the new method to the resonance problem of the radial Schrödinger equation.
Based on the results presented above we have the following conclusions:
− The Exponentially-fitted four-step method developed by Raptis [16] (denoted as Method II) is more efficient than the Numerov's Method (denoted Method I).
− The Two-Step Numerov-type Method with minimum phase-lag produced by Chawla and Rao [23] (Method III) is more efficient than the Exponentially-fitted four-step method developed by Raptis [16] (Method II) for the energy 163.215341 and less efficient for the energy 989.701916.
− The new developed methods are much more efficient than the older ones.
− The Two-Step Numerov-Type Method with phase-lag and its first derivative equal to zero (Method V) is more efficient than the New Two-Step Numerov-Type Method with phase-lag equal to zero (Method IV)
− The Two-Step Numerov-Type Method with phase-lag and its first and second derivatives equal to zero (Method VI) is more efficient than the Two-Step Numerov-Type Method with phase-lag and its first derivative equal to zero (Method V)
− The Two-Step Numerov-Type Method with phase-lag and its first, second and third derivatives equal to zero (Method VII) is more efficient than the Two-Step Numerov-Type Method with phase-lag and its first and second derivatives equal to zero (Method VI)
All computations were carried out on a IBM PC-AT compatible 80486 using double precision arithmetic with 16 significant digits accuracy (IEEE standard).
