Abstract. The value of depth-first search or "bacltracking" as a technique for solving problems is illustrated by two examples. An improved version of an algorithm for finding the strongly connected components of a directed graph and ar algorithm for finding the biconnected components of an undirect graph are presented. The space and time requirements of both algorithms are bounded by k 1V + k2E d-k for some constants kl, k2, and k a, where Vis the number of vertices and E is the number of edges of the graph being examined.
In studying graph algorithms we cannot avoid at least a few definitions. These definitions are more-or-less standard in the literature. (See Harary [3] A (directed rooted) tree T is a directed graph whose undirected version is connected, having one vertex which is the head of no edges (called the root), and such that all vertices except the root are the head of exactly one edge. The relation "(v, w) is an edge of T" is denoted by v-w. The relation "There is a path from v to w in T" is denoted by v w. If(x,,..., x,)l <-ko + kllf ,(x, x,)l + + k,lf,(x, x,)l for all x and some constants ko, .", k,. We shall assume a random-access computer model.
2. Depth-first search. Backtracking, or depth-first search, is a technique which has been widely used for finding solutions to problems in combinatorial theory and artificial intelligence [2] , [11] but whose properties have not been widely analyzed. Suppose G is a graph which we wish to explore. Initially all the vertices of G are unexplored. We start from some vertex of G and choose an edge to follow. Traversing the edge leads to a new vertex. We continue in this way; at each step we select an unexplored edge leading from a vertex already reached and we traverse this edge. The The vertex s is the head of no edge w ---, s. Each other vertex v is the head of exactly one edge w v. The subgraph T of P defined by the edges v w is obviously connected. Thus T is a spanning tree of P.
Each arc of the original graph is directed in at least one direction;if (v, w) does not become an arc of the spanning tree T, either v-w or w-v must be constructed since both v and w are numbered whenever edge (v, w) is inspected and either NUMBER (v) < NUMBER (w) or NUMBER (v) > NUMBER (w).
The arcs v -, w run from smaller numbered points to larger numbered points. The arcs v---. w run from larger numbered points to smaller numbered points. If arc v-w is constructed, arc w --, v is not constructed later because v is numbered. If arc w --, v is constructed, arc v-w is not later constructed, because of the test "w--u" in procedure DFS. Thus each edge in the original graph is directed in one and only one direction.
Consider an arc v--w. We have NUMBER (w) < NUMBER (v). Thus w is numbered before v. Since v---, w is constructed and not w ---, v, v must be numbered before edge (w, v) is inspected. Thus v must be numbered during execution of DFS (w,-). But all vertices numbered during execution of DFS (w,-) are descendants of w. This means that w v, and G is a palm tree.
Let us prove the converse part of the theorem. Suppose that P is a palm tree, with spanning tree T and undirected version G. Construct an adjacency structure of G in which all the edges of T appear before the other edges of G in the adjacency lists. Starting with the root of T, perform a depth-first search using this adjacency structure. The search will traverse the edges of T preferentially and will generate the palm tree P; it is easy to see that each edge is directed correctly. This (ii) No G is a proper subgraph of a biconnected subgraph of G.
(iii) Each articulation point of G occurs more than once among the /, 1 <__ < n.
Each nonarticulation point of G occurs exactly once among the l<i<n.
(iv) The set f'l contains at most one point, for any 1 <= i, j <= n. Such a point of intersection is an articulation point of the graph.
The subgraphs G of G are called the biconneeted components of G.
Suppose we wish to determine the biconnected components of an undirected graph G. On the basis of such a calculation, the articulation points and the biconnected components may be determined, all during one search. The biconnectivity algorithm is presented below. The program will compute the biconnected components 6 CI] 9 [7] //.,"
C3" [10] prese.nt virtually identical methods for solving the former problem. These algorithms use depth-first search. Purdom claims a time bound of kl/rE for his algorithm; Muhro claims k max (E, Flog V), where the graph has V vertices and E edges. Their algorithm attempts to construct a cycle by starting from a point and beginning a depth-first search. When a cycle is found, the vertices on the cycle are marked as being in the same strongly connected component and the process is repeated. The algorithm has the disadvantage that two small strongly connected components may be collapsed into a bigger one; the resultant extra work in relabeling may contribute ,z2 steps using a simple approach, or Flog F steps if a more sophisticated approach is used (see Munro [10] ). In fact, the time bound may be reduced further if an efficient list merging algorithm [9] is used. However, a more careful study of what a depth-first search does to a directed graph reveals that an O(F, E) algorithm which requires no merging of components may be devised.
Consider what happens when a depth-first search is performed on a directed graph G. The set of edges which lead to a new vertex when traversed during the search form a tree. The other edges fall into three classes. Some are edges running from ancestors to descendants in the tree. These edges may be ignored, because they do not affect the strongly connected components of G. Some edges run from descendants to ancestors in the tree; these we may call fronds as above. Other edges run from one subtree to another in the tree. These, we call cross-links. It is easy to verify that if the vertices of the tree are numbered in the order they are reached during the search, a cross-link (v, w) always has NUMBER (v) > NUMBER (w). We shall denote tree edges by v -w, and fronds and cross-links by v--w.
Suppose G is a directed graph, to which a depth-first search algorithm is applied repeatedly until all the edges are explored. The would be in C and v could not be the root of C.
Consider the converse. Suppose u is the root of a strongly connected component C of G, and v is a vertex in C different from u. There must be a path p'v u. Consider the first edge on this path which leads to a vertex w not in the subtree T o.
This edge is either a vine or a cross-link, and we must have LOWLINK (v) =< w < v, since the highest numbered common ancestor of v and w is in C. Figure 3 shows a directed graph, its LOWLINK values, and its strongly connected components. LOWLINK may be calculated using depth-first search. Otherwise, let u be the highest common ancestor of v and w2. Vertex v is also the highest common ancestor of w and w2. If u is not in the same strongly connected component as w2, then there must be a strongly connected component root on the tree path u w2. Since w2 < v, this root was discovered and w2 was removed from the stack of points and placed in a component before the edge W --' W 2 is traversed during the search. Thus W l-w 2 will not enter into the calculation of LOWLINK (v) . (This can only happen if w ---, w2 is a cross-link.)
On the other hand, if u is in the same strongly connected component as w2, there is no component root r---n u on the branch u *-* w 2, and v---, w2 will be used to calculate LOWLINK (w2), and also LOWLINK (v), as desired. Thus LOW-LINK (v) is calculated correctly, and by induction LOWLINK is calculated correctly for all vertices.
Since the algorithm correctly calculates LOWLINK, it correctly identifies the roots of the strongly connected components. If such a root u is found, the corresponding component contains all the descendants of u which are on the stack of points when u is discovered. These vertices are all on top of the stack of points, and are all put into a component by STRONGCONNECT. Thus STRONGCONNECT works correctly.
5. Further applications. We have seen how the depth-first search method may be used in the construction of very efficient graph algorithms. The two algorithms presented here are in fact optimal to within a constant factor, since every edge and vertex of a graph must be examined to determine a solution to one of the problems. (Given a suitable theoretical framework, this statement may be proved rigorously.) The similarity between biconnectivity and strong connectivity revealed by the depth-first search approach is striking. The possible uses of depth-first search are very general, and are certainly not limited to the examples presented. Hopcroft and Tarjan have constructed an algorithm for finding triconnected components in O(V,E) time by extending the biconnectivity algorithm [8] . An algorithm for testing the planarity of a graph in O(V) time [15] is also based on depth-first search. Combining the connectivity algorithms, the planarity algorithm, and an algorithm for testing isomorphism of triconnected planar graphs [7] , we may construct an algorithm to test isomorphism of arbitrary planar graphs in O(Vlog V) time [8] . Depth-first search is a powerful technique with many applications.
