We consider the fractional Ornstein-Uhlenbeck process with an unknown drift parameter and known Hurst parameter H. We propose a new method to test the hypothesis of the sign of the parameter and prove the consistency of the test. Contrary to the previous works, our approach is applicable for all H ∈ (0, 1). We also study the estimators for drift parameter for continuous and discrete observations and prove their strong consistency for all H ∈ (0, 1).
Introduction
Let (Ω, F, P) be a probability space, and B H = B H t , t ∈ R be a fractional Brownian motion with Hurst parameter H ∈ (0, 1) on this probability space, that is a centered Gaussian process with covariance function The present paper deals with the inference problem associated with the Langevin equation
where x 0 ∈ R, and θ ∈ R is an unknown drift parameter. This equation has a unique solution, see [4] . In order to avoid integration with respect to the fractional Brownian motion for 0 < H < 1/2, we can write this solution in the following form X t = x 0 e θt + θe 
The process X = {X t , t ≥ 0} is called a fractional Ornstein-Uhlenbeck process [4] . It is a Gaussian process, consequently its one-dimensional distributions are normal, with mean x 0 e θt and variance v(θ, t) = H t 0 s 2H−1 e θs + e θ(2t−s) ds, see Lemma 5.1 in Appendix. The estimation problem for the drift parameter θ in the model (1) was studied in many works. We refer to the paper [13] for the extended survey of these results. The MLE's were studied in [10, 15, 16] for H ≥ 1/2 and in the paper [17] for H < 1/2. Note that the MLE is hardly discretized because it contains the stochastic integrals with singular kernels. Therefore, several nonstandard estimators have been proposed recently. In particular, for θ < 0 (the ergodic case) and H ≥ 1/2 Hu and Nualart [7] constructed the analog of the least-squares estimator of the formθ and the quantiles can be obtained by Monte Carlo simulation. The test can be used for the testing three types of hypothesis: H 0 : θ ≥ 0 against H 1 : θ < 0, H 0 : θ ≤ 0 against H 1 : θ > 0, and H 0 : θ = 0 against H 1 : θ = 0. The consistency of the test is proved only for H ∈ [1/2, 3/4) for a simple alternative θ 1 < 0, and for H ∈ [1/2, 1) for θ 1 > 0. Tanaka [15, 16] considered the testing of the hypothesis H 0 : θ = 0 against the alternatives H 1 : θ < 0 and H 1 : θ > 0. He proposed tests based on the MLE (for both alternatives) and on the minimum contrast estimator (only for the ergodic case). Those tests were considered also for H ≥ 1/2. To the best of our knowledge, there are no tests, suitable for the discrete-time observations of the process.
In the present paper we propose comparatively simple test for testing the null hypothesis H 0 : θ ≤ 0 against the alternative H 1 : θ > 0. The main advantage of our approach is that it can be used for any H ∈ (0, 1). Moreover, the test is based on the observation of the process X at one point, therefore, it is applicable for both continuous and discrete cases. The distribution of the test statistic is computed explicitly, and the power of test can be found numerically for any given simple alternative. Also we consider the hypothesis testing H 0 : θ ≥ θ 0 against H 1 : θ ≤ 0, where θ 0 ∈ (0, 1) is some fixed number. Unfortunately, our approach does not enable to test the hypothesis H 0 : θ = 0 against the two-sided alternative H 1 : θ = 0.
The second goal of the paper is to propose the estimators for the unknown drift parameter, which can be applied for all H ∈ (0, 1). First, we prove that estimators (4) for the ergodic case and (5) for the non-ergodic one are strongly consistent for all H ∈ (0, 1), not only for H ≥ 1/2. Then we consider the discretized versions of these estimators and prove their strong consistency. Thus our results generalize the corresponding strong consistency results from [1, 3, [5] [6] [7] [8] 18 ] for the case of arbitrary H.
The paper is organized as follows. In Section 2 the problem of hypothesis testing for the sign of the drift parameter θ is considered. In Section 3 we study the strong consistency of estimators for θ. Section 4 is devoted to numerics. In Appendix we get some auxiliary results. In particular, we calculate the first two moments of the fractional Ornstein-Uhlenbeck process.
Hypothesis testing of the drift parameter sign

Test statistic
For hypothesis testing of the sign of the parameter θ we construct a test based on the asymptotic behavior of the random variable
The following result explains the main idea. It is based on the different asymptotic behavior of the fractional Ornstein-Uhlenbeck process with positive drift parameter and negative one.
Lemma 2.1. The value of Z(t) converges a. s. to 1 for θ > 0, and to 0 for θ ≤ 0, as t → ∞.
Proof. For θ > 0, Lemma 5.5 implies the convergence
where ξ θ is a normal random variable, hence, 0 < |ξ θ | < ∞ a. s. Therefore,
It means that there exists Ω ′ ⊂ Ω such that P(Ω ′ ) = 1 and for any ω ∈ Ω ′ there exists t(ω) such that for t ≥ t(ω) log |X t | > 0. Hence, for t ≥ t(ω) we have that log + log |X t | log t − 1 = log log |X t | log t − 1 = log log |X t | − log t log t = log log|Xt| t log t → 0 a. s., as t → ∞. For θ ≤ 0, it follows from (22) that
The next result gives the cdf of Z(t). Let Φ and ϕ denote the cdf and pdf, respectively, of the standard normal variable.
and g is a decreasing function of θ ∈ R.
Proof. Using Lemma 5.1 and taking into account that log + x is a non-decreasing function, we obtain
Let us prove the monotonicity of the function g with respect to θ. Note that g is an even function with respect to x 0 . Therefore, it suffices to consider only the case x 0 ≥ 0. The partial derivative equals
Since
we see that the first term in the left-hand side of (10) is negative. Let us consider the second term. From (19) and (11) it follows that
Thus, the second term in the left-hand side of (10) is non-positive. Hence, ∂g ∂θ < 0.
Testing the hypothesis H
We consider the test with the following procedure of testing the hypothesis H 0 : θ ≤ 0 against the alternative H 1 : θ > 0. For a given significance level α, and for sufficiently large value of t we choose a threshold c = c t ∈ (0, 1), see Lemma 2.3. Further, when Z(t) ≤ c the hypothesis H 0 is accepted, and when Z(t) > c it is rejected. Below we will propose a technically simpler version of this test, without the computation of c, see Remark 2.4. The threshold c can be chosen as follows.
Fix a number α ∈ (0, 1), the significance level of the test. This level gives the maximal probability of a type I error, that is in our case the probability to reject the hypothesis H 0 : θ ≤ 0 when it is true. By Lemma 2.2, for a threshold c ∈ (0, 1) and t > 1 this probability equals
Therefore, we determine c t as a solution to the equation
The following result shows that for any α ∈ (0, 1), it is possible to choose a sufficiently large t such that c t ∈ (0, 1).
The constant t 0 can be chosen as the largest t ≥ 1 that satisfies at least one of the following two equalities
Proof. By Lemma 5.2 (iii), v(0, t) = t 2H . Then for θ = 0 the formula (9) becomes
For any t > 1, the function g(0, x 0 , t, c) is strictly increasing with respect to c. For c = 0 we have
Therefore, there exists t 1 > 1 such that g(0, x 0 , t, 0) < 1 − α for all t ≥ t 1 . Similarly, for c = 1
Therefore, there exists t 2 > 1 such that g(0, x 0 , t, 1) > 1 − α for all t ≥ t 2 . Thus, for any t ≥ t 0 = max {t 1 , t 2 } there exists a unique c t ∈ (0, 1) such that g(0, x 0 , t, c t ) = 1 − α.
To prove the convergence c t → 0, t → ∞, consider an arbitrary ε ∈ (0, 1). Then
Arguing as above, we see that there exists t 3 > 1 such that for any t > t 3 the unique c t ∈ (0, 1), for which g(0, x 0 , t, c t ) = 1 − α, belongs to the interval (0, ε). This implies the convergence c t → 0, as t → ∞. It follows from (14) that g(0, x 0 , t, 0) = g(0, x 0 , t, 1) for t = 1. As t → ∞, we have g(0, x 0 , t, 0) → 0, g(0, x 0 , t, 1) → 1. Hence, at least one of the equalities (13) is satisfied for some t ≥ 1 and the set of such t's is bounded.
Remark 2.4. Since the function g(0, x 0 , t, c) is strictly increasing with respect to c for t > 1, we see that the inequality Z(t) ≤ c t is equivalent to the inequality g(0, x 0 , t, Z(t)) ≤ g(0, x 0 , t, c t ) = 1 − α. Therefore, we do not need to compute the value of c t . It is sufficient to compare g(0, x 0 , t, Z(t)) with the level 1 − α. 
Evaluate the statistic Z(t) defined by (8).
3. Compute the value of g(0, x 0 , t, Z(t)), see (14) . Table 1 .
Accept the hypothesis
Let us summarize the properties of the test in the following theorem.
Theorem 2.7. The test described in Algorithm 2.5 is unbiased and consistent, as t → ∞. For the simple alternative θ 1 > 0 and moment t > t 0 , the power of the test equals 1 − g(θ 1 , x 0 , t, c t ), where c t can be found from (12) .
Proof. It follows from the monotonicity of g with respect to θ (see Lemma 2.2) that for any θ 1 > 0
This means that the test is unbiased. Evidently, for the simple alternative θ 1 > 0 the power of the test equals 1 − g(θ 1 , x 0 , t, c t ).
It follows from the convergence c t → 0, as t → ∞ (see Lemma 2.3), that c t < c for sufficiently large t and some constant c ∈ (0, 1). Taking into account the formula (9) and Lemma 5.2 (i), we get, as t → ∞:
Hence, the test is consistent.
Testing the hypothesis H
Let us consider the problem of testing the hypothesis H 0 : θ ≥ θ 0 against alternative 
Evaluate the statistic Z(t) defined by (8).
3. Compute the value of g(θ 0 , x 0 , t, Z(t)), see (9). This algorithm is based on the following results. They can be proved similarly to the previous subsection. Lemma 2.9. Let α ∈ (0, 1). There existst 0 > 1 such that for all t >t 0 there exists a uniquec t ∈ (0, 1) such that g(θ 0 , x 0 , t,c t ) = α.
Accept the hypothesis H
In this casec t → 1, as t → ∞. The constantt 0 can be chosen as the largest t > 1 that satisfies at least one of the following two equalities g(θ 0 , x 0 , t, 0) = α or g(θ 0 , x 0 , t, 1) = α. Table 2 . We see that if θ 0 is too close to zero, then for small H, the condition t >t 0 does not hold for reasonable values of t.
Remark 2.12. If we have a confidence interval for θ, then the value of θ 0 ∈ (0, 1) can be chosen less than or equal to a lower confidence bound (in the case when it is positive).
Drift parameter estimation
In this section we propose drift parameter estimators that work for any H ∈ (0, 1). We consider continuous and discrete observations.
Continuous case
Assume that a trajectory of X = X(t) is observed over a finite time interval [0, T ].
Theorem 3.1. Let H ∈ (0, 1).
(i) For θ < 0, the estimatorθ
is strongly consistent, as T → ∞.
(ii) For θ > 0, the estimatorθ
Proof. (i) For θ < 0 the result follows from Lemma 5.6.
(ii) If θ > 0, then Lemma 5.5 implies the a. s. convergence
Therefore, by L'Hôpital's rule,
Note that 0 < ξ 2 θ < ∞ with probability 1, since ξ θ is a normal random variable. Combining (16) and (17), we get the convergenceθ (2) T → θ a. s., as T → ∞.
Remark 3.2. In the case H ∈ [1/2, 1) the strong consistency of the estimatorsθ
T was proved in [7] and [1], respectively.
Discrete case
Assume that a trajectory of X = X(t) is observed at the points t k,n = k n , 0 ≤ k ≤ n m , n ≥ 1, where m > 1 is some fixed natural number. (i) For θ < 0, the estimatorθ
is strongly consistent, as n → ∞.
Proof. (i) Taking into account Theorem 3.1 (i), it suffices to prove the convergence
Denote
Using Lemma 5.7, one can show that
for some constant K(p) > 0. Then by Hölder's inequality,
Therefore, by [11, Lemma 2 .1] for all ε > 0, there exists a random variable η ε such that
for all n ∈ N. Moreover, E |η ε | p < ∞ for all p ≥ 1. This implies the convergence ζ n → 0 a. s., as n → ∞.
ϑ n e 2θn m−1 → 0 a. s., as n → ∞. Combining this with Theorem 3.1 (ii) and (16), we get 
Numerical illustrations
In this section we illustrate the performance of our algorithms and estimators by simulation experiments. We choose the initial value x 0 = 1 for all simulations.
In Tables 1-2 the values of t 0 andt 0 for various H and θ 0 are given. We simulate fractional Brownian motion at the points t = 0, h, 2h, 3h, . . . and compute the approximate values of the Ornstein-Uhlenbeck process as the solution to the equation (1), using Euler's approximations.
For various values of θ we simulate n = 1000 sample path with the step h = 1/10000. Then we apply our algorithms, choosing the significance level α = 0.05. In Table 3 the empirical rejection probabilities of the test of Algorithm 2.5 for the hypothesis testing H 0 : θ ≤ 0 against the alternative H 1 : θ > 0 for H = 0.3 and H = 0.7 are reported.
Then we test the same hypothesis with the help of the test of Moers [14] for H = 0.7. By Monte Carlo simulations for 20 000 sample paths of B H t , t ∈ [0, 1] we estimate the (1 − α)-quantile ψ 1−α of the distribution (7) for α = 0.05. Then we compare the statistic tθ t,H (see (6) ) with the value of this quantile and reject the hypothesis H 0 : θ ≤ 0 if tθ t,H > ψ 1−α . We obtained that ψ 0.95 ≈ 0.827946. The empirical rejection probabilities for this test are given in Table 4 . We see that comparing to our algorithm, the test of Moers has bigger power, i. e., it works a bit better when the alternative is true. But for θ = 0, the necessary significance level α = 0.05 is not achieved. Tables 5 and 6 represent empirical rejection probabilities of the test of Algorithm 2.8 for θ 0 = 0.1 and n (2) is studied for θ = −1 and θ = 1, respectively. In this case we again choose x 0 = 1 and simulate n = 100 trajectories of the Ornstein-Uhlenbeck process with the step h = 1/2000. We see that both estimators converge to the true value of the parameter. Note that in the ergodic case, the best results are obtained for H = 0.5. In the non-ergodic case, the behavior of the estimator does not depend on H substantially and the standard deviation is close to zero.
Appendix
One-dimensional distributions of the fractional Ornstein-Uhlenbeck process
Let {X t , t ≥ 1} be the fractional Ornstein-Uhlenbeck process defined by (1). 
The last summand can be rewritten as follows Let us investigate the asymptotical behavior of the function v(θ, t), as t → ∞. θ 2H e 2θt , as t → ∞.
(ii) If θ < 0, then v(θ, t) →
HΓ(2H)
(−θ) 2H , as t → ∞.
(iii) v(0, t) = t 2H , t ≥ 0. 
Proof. (i) If
