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DISCONTINUOUS GALERKIN APPROXIMATION OF THE
MAXWELL EIGENPROBLEM
ANNALISA BUFFA ∗ AND ILARIA PERUGIA †
Abstract. A theoretical framework for the analysis of discontinuous Galerkin approximations
of the Maxwell eigenproblem with discontinuous coefficients is presented. Necessary and sufficient
conditions for a spurious-free approximation are established, and it is shown that, at least on confor-
mal meshes, basically all the discontinuous Galerkin methods in the literature actually fit into this
framework. Relations with the classical theory for conforming approximations are also discussed.
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1. Introduction. One of the most relevant problems in computational electro-
magnetics is the one of computing eigenfrequencies of the Maxwell equations in a
cavity: find u 6= 0 and ω such that
∇× (µ−1∇× u)− ω2εu = 0, (1.1)
with suitable boundary conditions, where µ and ε are the magnetic permeability and
the electric permittivity, respectively.
Finite element techniques are widely used to approximate problem (1.1), and,
in recent years, a complete mathematical theory has been developed for conforming
approximations, identifying the properties that the underlying finite element spaces
need to fulfill in order to guarantee spurious-free approximations. We refer the reader
to the pioneering work [12], and to [31] or [36] and the references therein (we point,
in particular, to the fundamental papers [10], [16], [22] and [15]).
On the other hand, the use of discontinuous Galerkin (DG) methods in electro-
magnetism is attracting thanks to their flexibility in the mesh design and in the choice
of shape functions. A unified presentation and analysis of all the DG methods avail-
able in the literature, in the elliptic context, is contained in [5], whereas the extension
of these methods to the time-domain and frequency-domain Maxwell equations is the
object of ongoing research (see, among others, [41], [32], [28] and [29]).
The main difficulties encountered in the analysis of DG approximations of the
Maxwell equations are related to the lack of ellipticity and underlying compactness
property of the Maxwell operator, which is “amplified” by the use of non-conforming
approximation spaces.
The first studies on DG approximations of the Maxwell eigenproblem are con-
tained in the recent papers [30] and [43]. There, the main goal was to investigate the
role of the penalty parameter appearing in the local discontinuous Galerkin method in
avoiding the pollution of the lowest part of the spectrum by eigenvalues related to the
non-conformity of the approximation spaces, for a fixed mesh size. That analysis ap-
proach and thorough numerical tests have highlighted the links between the spectral
properties of DG and curl-conforming methods. In this paper, we aim at developing
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an asymptotic analysis (i.e., for mesh sizes which tend to zero) of DG approximations
of the eigenproblem (1.1), in the spirit of [10], [16], [22] and [15].
The spectral theory for DG methods developed in [3] for elliptic problems (with
associated compact inverse operators) needs to be extended to treat problems with
non-compact inverse operators of the type (1.1). In this case, the lack of compactness
results in the presence of an essential spectrum σess = {0}, the eigenspace associated
with the eigenvalue 0 being infinite dimensional. More precisely, we provide a general
framework with a set of sufficient (and necessary) conditions for a DG method to
provide a spurious-free approximation of problem (1.1), i.e., an approximation with
the following properties (see [16]):
i) isolation of discrete kernel, i.e., all discrete eigenvalues approaching the essen-
tial spectrum σess = {0} are separated from the other ones (see Section 4.1
for a precise definition);
ii) non-pollution of the spectrum, i.e., there are no discrete spurious eigenvalues;
iii) completeness of the spectrum; i.e., all continuous eigenvalues smaller that an
arbitrarily large fixed number are approximated, for sufficiently fine meshes;
iv) non-pollution and completeness of the eigenspaces, i.e., there are no spurious
eigenfunctions and the eigenspace approximations associated with eigenvalues
which are not approaching σess = {0} have the right dimension.
The analysis presented in this paper is carried out along the lines of [16] and [15],
and it is based on the theory developed in [23] and [24]. It is worth noting that our
general framework applies to both hermitian and non-hermitian DG methods, and is
able to treat general piecewise smooth material coefficients. The two key assumptions
which ensure spurious-free DG approximations are (i) a discrete Friedrichs inequal-
ity (see Assumption 5) and (ii) a gap property (see Assumption 6). They are the
DG analogue of the discrete Friedrichs inequality for discrete, weakly divergence-free
curl-conforming vector fields and of the discrete compactness property (see, e.g., [35]),
respectively, which have been proved to be necessary and sufficient conditions to have
conforming spurious-free approximations to the Maxwell eigenproblem (1.1) (see [10]
and [16]). Like for conforming approximations, we show the necessity of these as-
sumptions restricting, for simplicity, to hermitian DG methods only.
As a direct consequence of the spectral theory developed in this paper, we obtain
well-posedness and quasi-optimal error estimates for DG discretizations, for suffi-
ciently fine meshes, of the Maxwell source problem
∇× (µ−1∇× u)− ω2εu = f , (1.2)
with suitable boundary conditions, where ω is a fixed frequency, away from the eigen-
frequencies of the continuous problem. Indeed, the fact that a spurious-free finite
element method is also a stable and convergent method for (1.2) is based on a general
reasoning which is, at our knowledge, new.
Finally, applying our theory, we analyze the spectral approximation properties
of several DG methods, such as the methods of the interior penalty family (interior
penalty IP, non-symmetric interior penalty NIP, and incomplete interior penalty IIP;
see [4], [42] and [21], respectively) and the local discontinuous Galerkin method (LDG;
see [19]). Our theoretical results can be summarized as follows:
1. on conformal tetrahedral/triangular meshes, these methods are spurious-free
when the approximation spaces are made of elementwise polynomials of degree
` in each variable, as well as of elementwise Ne´de´lec elements of the first
family [37];
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2. on conformal hexaedral/quadrilateral meshes, these methods are spurious-free
when the approximation spaces are made of elementwise Ne´de´lec elements of
the first family, whereas they produce spurious modes when the approxima-
tion spaces are made of elementwise polynomials of degree ` in each variable;
3. the convergence rates of the eigenfunction approximations are optimal, i.e.,
O(h`) for elements of degree `, whereas the convergence rates of the eigenvalue
approximations are optimal, i.e., O(h2`), for hermitian DG methods, and
suboptimal (O(h`)) for non-hermitian DG methods.
We point out that all the results obtained here for the DG spectral approximations
of the curl-curl operator carry over to the DG spectral approximations of the grad-div
operator encountered, for instance, in fluid-structure problems (see, e.g., [9] and [8]).
Some questions still remain open, and are object of ongoing research: (i) Can
one use a mesh with hanging nodes? (ii) Can one use approximation spaces made of
elementwise divergence-free polynomial spaces (see [6] and [18])?
The paper is organized as follows: in Sections 2 and 3 we set the notation and
the definitions for the continuous and the discrete problems, respectively. Section 4
is the core of the paper and contains the analysis of the DG spectral approximation,
under a minimal set of assumptions, which are indeed proved to be also necessary for
spurious-free approximations in Section 5. In Section 6 we analyse the consequences
of our theory on the Maxwell source problem (1.2), and finally in Section 7 we apply
our framework to the most used DG methods applied to the Maxwell equations. Here,
the link between our assumptions and their conforming analogue is made clear for the
interested reader. Finally, in Section 8, we summarize our results.
2. Continuous Problem. For a bounded domain D in Rd, d = 2, 3, we denote
by Hs(D) the standard Sobolev space of order s ≥ 0 of real or complex functions,
and by ‖ · ‖s,D the usual Sobolev norm. For s = 0, we write L2(D) in lieu of H0(D).
We also use ‖ · ‖s,D to denote the norm for the space Hs(D)d.
We denote by Ω the problem domain, which we assume to be a bounded Lipschitz
polygonal or polyhedral domain in Rd, d = 2, 3, and by n the normal unit vector to
its boundary ∂Ω, pointing outside Ω. Whenever ∂Ω is not connected, we denote by
Γi, i = 1, . . . , nΓ, its connected components.
We assume Ω to be occupied by inhomogeneous, anisotropic materials, i.e., for
which the electric permittivity ε = ε(x) and magnetic permeability µ = µ(x) are
second order, real, symmetric, tensor-valued functions, satisfying
0 < ε?(x) ≤
3∑
i,j=1
εi,jξiξj ≤ ε
?(x) a.e. in Ω, ∀ξ ∈ R3, ‖ξ‖ = 1,
0 < µ?(x) ≤
3∑
i,j=1
µi,jξiξj ≤ µ
?(x) a.e. in Ω, ∀ξ ∈ R3, ‖ξ‖ = 1,
(2.1)
where ε?, ε?, µ
?, µ? ∈ L∞(Ω). Furthermore, we assume that there exists a partition
of Ω into Lipschitz subdomains such that in each of them ε, µ and µ−1 are smooth.
We define, as usual, the following spaces of complex functions:
H(curl; Ω) = {v ∈ L2(Ω)d : ∇× v ∈ L2(Ω)2d−3},
H0(curl; Ω) = {v ∈ H(curl; Ω) : n× v = 0 on ∂Ω},
H0(curl
0; Ω) = {v ∈ H0(curl; Ω) : ∇× v = 0},
H(div0ε; Ω) = {v ∈ L
2(Ω)d : ∇ · (εv) = 0,
∫
Γi
(εv) · n ds = 0, i = 1, . . . , nΓ};
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if ∂Ω is connected, then H(div0ε; Ω) = {v ∈ L
2(Ω)d : ∇ · (εv) = 0}. Moreover, set
V = H0(curl; Ω), V
0 = H0(curl
0; Ω), W = V ∩H(div0ε; Ω).
Finally, we denote by (·, ·) the standard inner product in L2(Ω)d given by (u,v) =∫
Ω u ·v dx, and write L
2
ε(Ω)
d for the space L2(Ω)d endowed with the ε–weighted inner
product (u,v)ε =
∫
Ω
εu ·v dx. The L2–norm and the L2ε–norm are clearly equivalent,
due to the assumptions on ε.
We endow V with the seminorm |v|V = ‖µ−1/2∇×v‖0,Ω, inner product (u,v)V =
(µ−1∇× u,∇× v) + (u,v)ε and norm ‖v‖2V = ‖µ
−1/2∇× v‖20,Ω + ‖ε
1/2v‖20,Ω.
The following decompositions are L2ε–orthogonal (see [26]):
L2(Ω)d = H(div0ε; Ω)⊕V
0, V = W⊕V0. (2.2)
Define the (hermitian) bilinear forms a : V ×V → C and b : V ×V → C as
a(u,v) = (µ−1∇× u,∇× v),
b(u,v) = a(u,v) + (u,v)ε = (u,v)V .
The variational formulation of the eigenproblem we are interested in is the fol-
lowing: find (0 6= u, ω) ∈ W× C such that
a(u,v) = ω2(u,v)ε ∀v ∈ W.
A standard way to discretise this problem consists in neglecting the constraint u ∈
W and adding a zero frequency eigenspace corresponding to the infinite-dimensional
space V0, leading to the following variational problem.
Problem 1. Find (0 6= u, ω) ∈ V × C:
a(u,v) = ω2(u,v)ε ∀v ∈ V.
Clearly, ω2 = 0 is an eigenvalue of Problem 1 with associated eigenspace V0.
Moreover, the eigenvalue ω2 = 0 is isolated and all the other eigenvalues are real,
positive, isolated, form a sequence accumulating only at +∞, and their associated
eigenspaces are finite dimensional. Finally, eigenspaces associated with different eigen-
values are L2ε–orthogonal and V–orthogonal (see, e.g., [36, Section 4.7]).
For the purpose of the analysis, following [16], we introduce the following auxiliary
eigenproblem with positive definite operator.
Problem 2. Find (0 6= u, ω˜) ∈ V × C:
b(u,v) = ω˜2(u,v)ε ∀v ∈ V.
The eigenvalues of Problem 1 those of Problem 2 are such that ω˜2 = ω2 + 1;
thus, ω˜2 = 1 is an eigenvalue of Problem 2 with infinite multiplicity and associated
eigenspace V0.
Define the solution operator A : L2(Ω)d → V as follows: given f ∈ L2(Ω)d, Af is
the (unique) element of V which satisfies
b(Af ,v) = (f ,v)ε ∀v ∈ V.
We have that A ∈ L(L2(Ω)d,V). Notice that (u, ω) is an eigenpair of Problem 1 if
and only if (u, λ = 1ω2+1 ) is an eigenpair of A.
Denote by σ(A) and ρ(A) the spectrum and the resolvent set (in the complex
plane), respectively, of the solution operator A. Finally, for any z ∈ ρ(A), we define
the resolvent operator Rz(A) = (z −A)−1 from V to V.
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3. Discontinuous Galerkin Approximation: Assumptions. Let Th be a
shape-regular, not necessarily conformal, triangular (d = 2) or tetrahedral (d = 3)
mesh aligned with the possible discontinuities of ε and µ. We suppose that there
exists a µ > 0, independent of the mesh size, such that
max
x∈K
µ?(x)
µ?(x)
≤ µ ∀K ∈ Th. (3.1)
We consider a complex vector-valued DG finite element space Vh (i.e., a discon-
tinuous piecewise polynomial space on Th), and define the sum space V(h) = V+Vh.
Given a seminorm | · |V(h) on V(h), we endow both Vh and V(h) with the norm
‖v‖2V(h) = |v|
2
V(h) + ‖ε
1/2v‖20,Ω ∀v ∈ V(h),
that we assume to be hilbertian; we denote by (·, ·)V(h) the associated inner-product.
Let ah : Vh × Vh → C be the DG bilinear form obtained by discretizing a :
V ×V → C by a DG method, and define
bh(u,v) = ah(u,v) + (u,v)ε ∀u,v ∈ Vh.
In this section we formulate general assumptions on the space Vh and on the
bilinear form ah(·, ·) under which our theory is developed.
Assumption 1 (Norm compatibility). If v ∈ V and |v|V(h) = 0, then v ∈ V
0;
moreover, if v ∈ V, then |v|V(h) = 0.
Notice that Assumption 1 implies that |v|V(h) = 0 if and only if v ∈ V
0. The
space V(h) is a Hilbert space and the V(h)–norm coincides with the V–norm on V.
For the DG space Vh, we make the following approximation assumption.
Assumption 2 (Approximation property of Vh). There holds
lim
h→0
inf
vh∈Vh
‖v − vh‖V(h) = 0 ∀v ∈ W.
We assume the following properties to be satisfied.
Assumption 3 (Coercivity in seminorm and continuity). There exist positive
constants α , γ independent of the mesh size such that
Re [ah(v,v)] ≥ α |v|2V(h) ∀v ∈ Vh,
|ah(u,v)| ≤ γ‖u‖V(h)‖v‖V(h) ∀u,v ∈ Vh.
Define the kernel of ah(·, ·) and its V(h)–orthogonal complement as follows:
Kh = {v ∈ Vh : ah(v,w) = 0 ∀w ∈ Vh},
K⊥h = {v ∈ Vh : (v,w)V(h) = 0 ∀w ∈ Kh}.
If ah(·, ·) is non-hermitian, we also assume that left and right kernels coincide, i.e.,
ah(v,w) = 0 ∀v ∈ Vh,w ∈ Kh. (3.2)
Remark 3.1. From Assumption 3 it follows that
Re [bh(v,v)] ≥ min{α, 1}‖v‖
2
V(h) ∀v ∈ Vh, (3.3)
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and that
|v|V(h) = 0 ∀v ∈ Kh. (3.4)
The coercivity property (3.3) guarantees that, for any given f ∈ L2(Ω)d, there exists
a unique uh ∈ Vh such that bh(uh,v) = (f ,v)ε for all v ∈ Vh, and ‖uh‖V(h) ≤
C‖f‖0,Ω, with C > 0 independent of the mesh size. The identity (3.4), together with
Assumption 1, implies that Kh ⊂ V0; consequently,
K⊥h = {v ∈ Vh : (v,w)V(h) = (v,w)ε = 0 ∀w ∈ Kh}.
For the following assumption on the DG method, we introduce the broken spaces
Hs(Th)
d = {v ∈ L2(Ω)d : v|K ∈ H
s(K)d ∀K ∈ Th} for s ≥ 0,
Hr(curl; Th) = {v ∈ L
2(Ω)d : εv|K ∈ H
r(K)d,
µ−1∇× v|K ∈ H
r(K)2d−3 ∀K ∈ Th} for r > 0,
and the norms
‖v‖2Hs(Th)d =
∑
K∈Th
‖v‖2s,K ,
‖v‖2Hr(curl;Th) =
∑
K∈Th
(
‖ε1/2v‖2r,K + ‖µ
−1/2∇× v‖2r,K
)
.
Assumption 4 (Convergence). Let f be in H(div0ε; Ω); denote by us ∈ V the
solution to the coercive source problem b(us,v) = (f ,v)ε for all v ∈ V, and by
uh ∈ Vh its Galerkin projection which satisfies bh(uh,v) = (f ,v)ε for all ∀v ∈ Vh.
Whenever us ∈ H
r(curl; Th), with r > 0, and f ∈ H
s(Th)
d, with s ≥ 0, then
∃ t > 0 : ‖us − uh‖V(h) ≤ Ch
t
(
‖us‖Hr(curl;Th) + ‖f‖Hs(Th)d
)
, (3.5)
where C > 0 is independent of the mesh size. The bound (3.5), together with the
regularity results in [20], implies that
∃σ > 0 : ‖us − uh‖V(h) ≤ Ch
σ‖f‖0,Ω ∀f ∈ H(div
0
ε; Ω),
where C > 0 is independent of the mesh size.
For the most common DG methods, the proof that Assumption 4 holds true makes
use of results proved in the Appendix (see Proposition 7.3 below).
We define the DG solution operator Ah : L
2(Ω)d → Vh as follows: given f ∈
L2(Ω)d, Ahf is the (unique) element of Vh which satisfies
bh(Ahf ,v) = (f ,v)ε ∀v ∈ Vh.
The operator Ah is well-defined and Ah ∈ L(L2(Ω)d,Vh) (see Remark 3.1).
As in the continuous case, we denote by σ(Ah) and ρ(Ah) the spectrum and the
resolvent set, respectively, of the DG solution operator Ah. Finally, for any z ∈ C, we
formally define the resolvent operator Rz(Ah) = (z −Ah)−1 from Vh to Vh.
The previous assumptions imply the following properties of the discrete eigenval-
ues and eigenfunctions.
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Proposition 3.2. If λh ∈ σ(Ah), then 0 < Re [λh] ≤ 1. Moreover, 1 ∈ σ(Ah)
and its associated eigenspace is Kh.
Proof. Let v 6= 0 be an eigenfunction associated with λh ∈ σ(Ah). We have
λh‖ε
1/2v‖20,Ω = (v, λhv)ε = bh(Ahv, λhv) = bh(λhv, λhv)
= ah(λhv, λhv) + |λh|
2‖ε1/2v‖20,Ω,
and thus, Re [λh]‖ε1/2v‖20,Ω = Re [ah(λhv, λhv)] + |λh|
2‖ε1/2v‖20,Ω. Since, owing to
Assumption 3, Re [ah(λhv, λhv)] ≥ 0, we readily have Re [λh] > 0 and Re [λh] ≥
|λh|2, from which Re [λh] ≤ 1. The second part of the statement is obvious.
Clearly, whenever ah(·, ·) is hermitian, then all the discrete eigenvalues are real.
Proposition 3.3. (i) Let v 6= 0 be an eigenfunction of Ah associated with an
eigenvalue λh 6= 1. Then (v,w)ε = (v,w)V(h) = bh(v,w) = 0 for all w ∈ Kh.
(ii) If ah(·, ·) is hermitian, for all eigenfunctions v1, v2 associated with different
eigenvalues, it holds (v1,v2)ε = bh(v1,v2) = 0.
Proof. For the proof of (i), let w ∈ Kh. Since ah(v,w) = 0, we can write
(v,w)ε = λhbh(v,w) = λh(v,w)ε;
then, λh 6= 1 implies (v,w)ε = 0 and bh(v,w) = 0. Moreover, since |w|V(h) = 0, we
also have (v,w)V(h) = (v,w)ε. The proof of (ii) is trivial.
4. Spurious-Free Discontinuous Galerkin Approximations. In order to
guarantee a spurious-free DG approximation to Problem 1 (see the Introduction), in
addition to Assumptions 1–4, we assume a discrete Friedrichs inequality and a gap
property (see Assumptions 5 and 6 below).
4.1. Isolation of Discrete Kernel. In order to have a spurious-free approxi-
mation, we require the following property to be satisfied.
Property 1 (Isolation of discrete kernel). There exists 0 < β < 1 independent
of the mesh size such that, if 1 6= λh ∈ σ(Ah), then
Re [λh] ≤ β.
We prove that the following assumption implies Property 1.
Assumption 5 (Discrete Friedrichs inequality). There exists C > 0 independent
of the mesh size such that
‖ε1/2v‖20,Ω ≤ C Re [ah(v,v)] ∀v ∈ K
⊥
h .
Proposition 4.1. Assumption 5 implies Property 1.
Proof. If v is an eigenfunction of Ah associated with an eigenvalue λh 6= 1, then
v belongs to K⊥h (see Proposition 3.3). From Assumption 5 we have
|λh|2
C
‖ε1/2v‖20,Ω ≤ Re [ah(λhv, λhv)] = Re [ah(Ahv, λhv)]
= Re [bh(Ahv, λhv)− (Ahv, λhv)ε]
= Re [(v, λhv)ε − (λhv, λhv)ε] = (Re [λh]− |λh|
2)‖ε1/2v‖20,Ω.
Property 1 readily follows with β = C/(1 + C).
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Remark 4.2. The V(h)–ellipticity of ah(·, ·) on K⊥h follows from Assumptions 3
and 5. In fact, if v ∈ K⊥h , the definition of ‖ · ‖V(h), Assumptions 3 and 5 give
‖v‖2V(h) = |v|
2
V(h) + ‖ε
1/2v‖20,Ω ≤
(
1
α
+ C
)
Re [ah(v,v)].
4.2. Convergence of Solution Operators in Mesh-Dependent Norm. For
a linear, continuous operator L : V1 → V2, with V1 and V2 Hilbert spaces, we define
‖L‖L(V1,V2) = sup
v∈V1
‖v‖V1
=1
‖Lv‖V2 .
As in [23] (see also [16]), we will make use of the the following property.
Property 2 (Convergence in mesh-dependent norm).
lim
h→0
‖A−Ah‖L(Vh,V(h)) = 0.
We remark that the ‖·‖L(Vh,V(h))–norm coincides with the mesh-dependent norm
‖ · ‖h of [23].
Property 2 can be rephrased as follows: for all h small enough,
‖(A−Ah)fh‖V(h) ≤ ξh‖fh‖V(h) ∀fh ∈ Vh, (4.1)
with ξh → 0 as h → 0.
The aim of this section is to prove that the following key assumption implies
Property 2.
Assumption 6 (Gap property). For all h small enough, for any wh ∈ K⊥h there
exists w = w(h) ∈ H(div0ε; Ω) such that
‖w −wh‖0,Ω ≤ ηh‖wh‖V(h),
with ηh → 0 as h → 0.
In order to prove Property 2, we state the following lemma.
Lemma 4.3. For all f0h ∈ Kh, we have (A−Ah)f
0
h = 0.
Proof. The condition f0h ∈ Kh implies that f
0
h ∈ Vh ∩ V
0 (see Remark 3.1).
Therefore, b(Af0h ,v) = (f
0
h ,v)ε for all v ∈ V implies that Af
0
h is solution to b(u,v) =
(f0h ,v)ε for all v ∈ V. Since f
0
h ∈ V
0, then u = f0h is a solution; uniqueness implies
that Af0h = f
0
h . Therefore, we only need to prove that Ahf
0
h = f
0
h . But ah(f
0
h ,v) = 0
for all v ∈ Vh implies that
bh(Ahf
0
h ,v) = (f
0
h ,v)ε = bh(f
0
h ,v) ∀v ∈ Vh,
from which Ahf
0
h = f
0
h owing to the well-posedness in Remark 3.1, and the proof is
complete.
Proposition 4.4. Property 2 holds true.
Proof. Decompose fh ∈ Vh as fh = f0h + f
⊥
h , with f
0
h ∈ Kh and f
⊥
h ∈ K
⊥
h and
‖fh‖2V(h) = ‖f
0
h‖
2
V(h) +‖f
⊥
h ‖
2
V(h). Owing to Lemma 4.3, it is enough to prove that, for
all h small enough,
‖(A−Ah)f
⊥
h ‖V(h) ≤ ξh‖f
⊥
h ‖V(h) ∀f
⊥
h ∈ K
⊥
h , (4.2)
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with ξh → 0 as h → 0. For h small enough, we can write
‖(A−Ah)f
⊥
h ‖V(h) ≤ ‖(A−Ah)(f − f
⊥
h )‖V(h) + ‖(A−Ah)f‖V(h), (4.3)
with f ∈ H(div0ε; Ω) as in Assumption 6.
For the first term at right-hand side in (4.3), we have
‖(A−Ah)(f − f
⊥
h )‖V(h) ≤
(
‖A‖L(L2(Ω)d,V) + ‖Ah‖L(L2(Ω)d,Vh)
)
‖f − f⊥h ‖0,Ω
≤ C ηh ‖f
⊥
h ‖V(h),
owing to the continuity of Ah (see Remark 3.1) and Assumption 6.
For the second term at right-hand side in (4.3), since f ∈ H(div0ε; Ω), from As-
sumption 4 we have that there exists a σ > 0 such that:
‖(A−Ah)f‖V(h) ≤ Ch
σ‖f‖0,Ω ≤ Ch
σ(‖f − f⊥h ‖0,Ω + ‖f
⊥
h ‖0,Ω)
≤ Chσ(ηh + 1)‖f
⊥
h ‖V(h),
where we have used again Assumption 6 and the definition of the V(h)–norm.
Therefore, (4.2) holds true with ξh = h
σ(ηh + 1).
4.3. Non-Pollution of the Spectrum. This section is devoted to the proof of
the following theorem.
Theorem 4.5 (Non-pollution of the spectrum). Let G ⊂ C be an open set
containing σ(A). Then, for h small enough, σ(Ah) ⊂ G.
We proceed by establishing few intermediate results.
Lemma 4.6. Fix 0 6= z ∈ ρ(A). There exists a positive constant C only depending
upon Ω and |z| such that, for all f ∈ V(h),
‖(z −A)f‖V(h) ≥ C‖f‖V(h).
Proof. The proof is similar to the one of [3, Lemma 4.2]. Let f ∈ V(h) and
g := (z −A)f . By construction, g ∈ V(h) and zf − g ∈ V. Moreover, (zf − g) solves
B−1(zf − g)−
1
z
(zεf − εg) =
1
z
εg,
where B−1 is the operator ∇× (µ−1∇× (·))+ ε(·). Since z ∈ ρ(A), and zf −g verifies
homogeneous Dirichlet boundary condition, well-posedness implies that
‖zf − g‖V ≤
C
|z|
‖ε1/2g‖0,Ω ≤
C
|z|
‖g‖V(h).
Owing to Assumption 1, it holds ‖zf − g‖V = ‖zf − g‖V(h). Therefore
‖f‖V(h) ≤
1
|z|
(
‖zf − g‖V + ‖g‖V(h)
)
≤ C(|z|)‖g‖V(h).
Theorem 4.7. Fix 0 6= z ∈ ρ(A). For h small enough, there exists a positive
constant C only depending upon Ω and |z| such that, for all f ∈ Vh,
‖(z −Ah)f‖V(h) ≥ C‖f‖V(h).
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Proof. By triangle inequality, we have
‖(z −Ah)f‖V(h) ≥ ‖(z −A)f‖V(h) − ‖(A−Ah)f‖V(h).
Lemma 4.6 and the continuity of the operator A−Ah yield
‖(z −Ah)f‖V(h) ≥ (C − ‖A−Ah‖L(Vh,V(h)))‖f‖V(h),
and Property 2 allows to conclude.
Theorem 4.7 implies that, for any 0 6= z ∈ ρ(A) and h small enough, (z − Ah) is
an invertible operator and the following result holds true.
Corollary 4.8. Let F ⊂ ρ(A) be closed. Then, there exists a positive constant
C independent of the mesh size such that, for h small enough, we have
‖Rz(Ah)‖L(Vh,Vh) ≤ C
for all z ∈ F , with C > 0 independent of the mesh size.
Proof. We observe that, if f ∈ Vh, then (z − Ah)−1f ∈ Vh. In fact, g :=
(z − Ah)−1f ⇒ (z − Ah)g = f ⇒ zg = f + Ahg ∈ Vh. Theorem 4.7 says then that,
for all z ∈ F and h sufficiently small, the continuous operator (z−Ah) : Vh → Vh is
invertible with continuous inverse and continuity constant independent of the mesh
size. The statement readily follows.
Theorem 4.5 is a direct consequence of Corollary 4.8.
Remark 4.9. For fixed z ∈ ρ(A) and f ∈ V(h), we can write
‖(z −A)f‖V(h) ≤ |z|‖f‖V(h) + ‖Af‖V ≤ |z|‖f‖V(h) + C‖f‖0,Ω ≤ C(|z|)‖f‖V(h),
owing to the stability estimate of the continuous problem and the definition of the
V(h)–norm. This, together with the result of Lemma 4.6, implies that, for all fixed 0 6=
z ∈ ρ(A), (z −A) : V(h) → V(h) is a continuous invertible operator with continuous
inverse. An immediate consequence of this fact is the analogue of Corollary 4.8: Let
F ⊂ ρ(A) be closed. Then, there exists a positive constant C independent of the mesh
size such that, for all z ∈ F ,
‖Rz(A)‖L(V(h),V(h)) ≤ C.
4.4. Non-Pollution and Completeness of the Eigenspaces, and Com-
pleteness of the Spectrum. Let λ be an eigenvalue of A with algebraic multiplicity
m, and let Γ be a circle in the complex plane centered at λ which lies in ρ(A) and
does not enclose any other point of σ(A). According to [34, p. 178], we define the
spectral projections E and, for h small enough, Eh from Vh into V(h) by
E = E(λ) =
1
2pii
∫
Γ
Rz(A) dz, Eh = Eh(λ) =
1
2pii
∫
Γ
Rz(Ah) dz, (4.4)
respectively. Theorem 4.5 guarantees that, for h small enough, Eh is well defined.
We have the following uniform convergence result, analogous to [23, Lemma 2].
Theorem 4.10. We have
lim
h→0
‖E −Eh‖L(Vh,V(h)) = 0.
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Proof. Since (z −A)−1 − (z −Ah)−1 = (z − A)−1(A−Ah)(z −Ah)−1, we have
Rz(A)−Rz(Ah) = Rz(A)(A−Ah)Rz(Ah).
Therefore, for f ∈ Vh,
‖Rz(A)(A −Ah)Rz(Ah)f‖V(h)
≤ ‖Rz(A)‖L(V(h),V(h))‖A−Ah‖L(Vh,V(h))‖Rz(Ah)‖L(Vh,Vh)‖f‖V(h).
Owing to Remark 4.9, Property 2 and Corollary 4.8, we get the result.
If Y and Z are closed subspaces of V(h), we define
δh(x, Y ) := inf
y∈Y
‖x− y‖V(h), δh(Y, Z) := sup
y∈Y
‖y‖V(h)=1
δh(y, Z),
δ̂h(Y, Z) := max{δh(Y, Z), δh(Z, Y )}.
The following result holds true (compare with [23, Theorem 2]).
Theorem 4.11 (Non-pollution of the eigenspaces). We have
lim
h→0
δh(Eh(Vh), E(V)) = 0.
Proof. We start by observing that E(V) = E(L2(Ω)d). Indeed, E(V) is the
projection onto the eigenspace associated with the eigenvalue λ of the operator A :
V → V, and E(L2(Ω)d) is the projection onto the eigenspace associated with the
eigenvalue λ of the operator A : L2(Ω)d → L2(Ω)d (see, e.g., [25, Theorem 5, p.
579]). Since all eigenfunctions of A : L2(Ω)d → L2(Ω)d are in V, the two eigenspaces
coincide, i.e., E(V) = E(L2(Ω)d). Therefore,
sup
yh∈Eh(Vh)
‖yh‖V(h)=1
inf
x∈E(V)
‖yh − x‖V(h) = sup
yh∈Eh(Vh)
‖yh‖V(h)=1
inf
x∈E(L2(Ω)d)
‖yh − x‖V(h)
= sup
yh∈Vh
‖yh‖V(h)=1
inf
x∈L2(Ω)d
‖Ehyh −Ex‖V(h),
where in the last step we have used that Ehyh = yh for all yh ∈ Eh(Vh). Taking
x = yh, Theorem 4.10 allows us to conclude.
For eigenspaces associated with eigenvalues λ 6= 1, we have the following result
(compare with [23, Theorem 3]).
Theorem 4.12 (Completeness of the eigenspaces). If E = E(λ) is associated
with an eigenvalue λ 6= 1, then
lim
h→0
δh(E(V), Eh(Vh)) = 0.
Proof. Since EEy = Ey for all y ∈ V, we can write
δh(E(V), Eh(Vh)) = sup
x∈E(V)
‖x‖V(h)=1
inf
xh∈Vh
‖Ex−Ehxh‖V(h).
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Fix x ∈ E(V). Then, Ex = x and x ∈ W. By Assumption 2, there exists x˜h ∈ Vh
such that
lim
h→0
‖x− x˜h‖V(h) = 0. (4.5)
Therefore,
inf
xh∈Vh
‖Ex−Ehxh‖V(h) ≤ ‖Ex−Ehx˜h‖V(h)
≤ ‖E(x− x˜h)‖V(h) + ‖(E −Eh)x˜h‖V(h)
≤ ‖E‖L(V(h),V(h))‖x− x˜h‖V(h) + ‖E −Eh‖L(Vh,V(h))‖x˜h‖V(h).
The first term at right-hand side tends to zero, as h → 0, due to (4.5), whereas
the second term tends to zero, as h → 0, owing to Theorem 4.10. Since E(V) is
the eigenspace associated with λ 6= 1, it is finite dimensional; therefore, pointwise
convergence implies uniform convergence in E(V), and the result readily follows.
Finally, we have the following result.
Theorem 4.13 (Completeness of the spectrum). For all λ ∈ σ(A),
lim
h→0
δh(λ, σ(Ah)) = 0.
Proof. For λ = 1, since λh = 1 ∈ σ(Ah), the result is obvious. For λ 6= 1,
Theorems 4.11 and 4.12 imply that, for E = E(λ),
lim
h→0
δ̂h(E(V), Eh(Vh)) = 0. (4.6)
Now, let m and mh be the (finite) dimensions of E(V) and Eh(Vh), respectively.
Then, (4.6) implies that, for h small enough, mh = m (see [34, p. 200]). In particular,
denoting by DΓ the domain of C bounded by Γ, if DΓ ∩ (σ(A) \ {1}) 6= ∅, then, for h
small enough, DΓ ∩ (σ(Ah) \ {1}) 6= ∅. The fact that all the eigenvalues are isolated
allows us to conclude.
4.5. Approximation of Eigenvalues and Eigenfunctions. In this section
we report the consequences of the results obtained in the previous section on the
approximation of the eigenvalues and the eigenfunctions. The results in this section
are stated without proof since their proofs are standard and the paper [24] can be
used as a reference; the proof of the eigenvalue estimates is also reported in [3].
Let λ 6= 1 be an eigenvalue of A and let m be its (finite) multiplicity. We denote by
E and Eh the associated continuous and discrete spectral projections, respectively. At
the end of the previous section, we have proved that there exist exactly m eigenvalues
{λ1,h, . . . , λm,h} of Ah (repeated with their multiplicities) which converge to λ, i.e.:
lim
h→0
sup
1≤i≤m
|λ− λi,h| = 0.
In the following theorem, we analyze the converge rate of this limit (convergence of
eigenvalues) and the one of the limits in Theorem 4.12 (convergence of eigenfunctions).
Theorem 4.14. Let λ 6= 1 be an eigenvalue of A, and let E and Eh be the
associated continuous and discrete spectral projections, respectively. Then, for h small
enough, it holds
δh(E(V), Eh(Vh)) ≤ Ch
t,
sup
1≤i≤m
|λ− λi,h| ≤ Ch
t,
DG APPROXIMATION OF THE MAXWELL EIGENPROBLEM 13
where t is the exponent that satisfies the bound (3.5) of Assumption 4 for all f ∈
E(V), and the constant C only depends on λ (and deteriorates for small values of λ).
Moreover, for hermitian DG methods, we have
sup
1≤i≤m
|λ− λi,h| ≤ Ch
2t.
5. Remarks on Assumptions 5 and 6. In this section we make some remarks
on our key Assumptions 5 and 6. More precisely, in Sections 5.1 and 5.2, respectively,
we show that
(i) Assumption 5 and 6 are not only sufficient but also necessary for a spurious-
free DG approximation of problem (1); therefore, provided that Assump-
tions 1–4 are satisfied, Assumptions 5 and 6 are necessary and sufficient for
a DG method to provide a spurious-free approximation of problem (1);
(ii) Assumption 6 implies that K⊥h and Kh are approximating in W and in V
0,
respectively (see (2.2)), provided that Vh is approximating in V.
5.1. Necessity of Assumptions 5 and 6. For simplicity, we restrict ourselves
to hermitian formulations, and prove the necessity of Assumptions 5 and 6 for a
spurious-free DG approximation of problem (1).
Proposition 5.1. Any spurious-free hermitian DG method satisfies Assump-
tion 5.
Proof. We proceed as in the proof of [16, Lemma 6.5]. Let v be in K⊥h , and
consider its spectral decomposition
v =
∑
16=λh∈σ(Ah)
vλh ,
with vλh being an eigenfunction associated with λh ∈ σ(Ah). Since ah(·, ·) is hermi-
tian, ah(v,v) is real; thus we can write
ah(v,v) =
∑
16=λh∈σ(Ah)
∑
16=νh∈σ(Ah)
ah(vλh ,vνh)
=
∑
16=λh∈σ(Ah)
∑
16=νh∈σ(Ah)
(
1
λh
− 1
)
(vλh ,vνh)ε ≥
1− β
β
‖ε1/2v‖20,Ω,
due to Property 1; therefore Assumption 5 is satisfied with C = β/(1− β).
Proposition 5.2. Any spurious-free hermitian DG method satisfies Assump-
tion 6.
Proof. The proof is similar to the one of [16, Lemma 6.3]. Assumption 6 can be
rewritten as follows: for all η > 0, there is h > 0 such that, for all h ∈ (0, h), for any
wh ∈ K⊥h with ‖wh‖V(h) = 1, there exists w ∈ H(div
0
ε ; Ω) such that
‖ε1/2(w −wh)‖0,Ω ≤ η
(we have used the equivalence between the L2–norm and the L2ε–norm).
Let {λj}
∞
j=1 be the decreasing sequence of all the continuous eigenvalues 1 6=
λj ∈ σ(A), where each distinct λj appears only once in the sequence, independently
of its multiplicity mj . Denoting by nh the dimension of K
⊥
h , let {λi,h}
nh
i=1 be the
non-increasing sequence of all the discrete eigenvalues 1 6= λi,h ∈ σ(Ah), repeated
according to their multiplicity.
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Fix η > 0. Since λ1 ≤
1
1+αc
< 1, with αc being the the V–ellipticity constant of
a(·, ·) in W, there exists k > 0 such that λk <
η2
8γ −
1
4
η2
8γ , where γ is the continuity
constant of the form ah(·, ·) (see Assumption 3); moreover, we can choose mutually
disjoint neighborhoods N(λj) of λj , 1 ≤ j ≤ k, such that N(λj) ⊂ (λj−
1
4
η2
8γ , λj+
1
4
η2
8γ ).
From Theorem 4.5 and Property 1, there is h1 > 0 such that, for all h < h1, N(λj)
contains exactly mj discrete eigenvalues, 1 ≤ j ≤ k; moreover, N(1) can be chosen in
such a way that N(1) ∩ {λi,h}
nh
i=1 = ∅. Set m =
∑k
j=1 mj ; obviously, m ≤ nh.
Now, take h < h1, fix wh ∈ K⊥h , with ‖wh‖V(h) = 1, and consider its spectral
decomposition
wh =
nh∑
i=1
wi,h =
m∑
i=1
wi,h +
nh∑
i=m+1
wi,h =: w
1
h + w
2
h.
For the term w2h, we use Proposition 3.3–(ii). Denoting by λ`,h the eigenvalue corre-
sponding to w`,h, we can write
‖ε1/2w2h‖
2
0,Ω =
nh∑
i=m+1
‖ε1/2wi,h‖
2
0,Ω =
nh∑
i=m+1
bh(Ahwi,h,wi,h)
=
nh∑
i=m+1
λi,hbh(wi,h,wi,h) ≤ λm,h
nh∑
i=m+1
bh(wi,h,wi,h)
= λm,hbh(w
2
h,w
2
h) ≤ 2γλm,h‖w
2
h‖
2
V(h).
Since ‖w2h‖V(h) ≤ ‖wh‖V(h) = 1 and λm,h <
η2
8γ , due to λm,h ∈ N(λk), we obtain
‖ε1/2w2h‖0,Ω ≤
η
2
. (5.1)
Let us turn now to the term w1h, and consider its spectral decomposition
w1h =
m∑
i=1
wi,h =
k∑
j=1
bj∑
i=aj
wi,h =:
k∑
j=1
w˜j,h,
where aj =
∑j−1
i=1 mi and bj =
∑j
i=1 mi. Owing to Theorem 4.11, in correspondence
with η, there is h2 > 0 such that, for all h < h2, for each 1 ≤ j ≤ k, there exists a
continuous eigenfunction wj associated with λj such that ‖wj − w˜j,h‖V(h) ≤
η
2k . Set
w =
∑k
j=1 wj ; clearly, w ∈ W. Then,
‖ε1/2(w −w1h)‖0,Ω ≤
k∑
j=1
‖ε1/2(wj − w˜j,h)‖0,Ω ≤
η
2
. (5.2)
Therefore, for all h < h = min{h1, h2}, in correspondence to any wh ∈ K⊥h with
‖wh‖V(h)=1, we have found w ∈ W ⊂ H(div
0
ε; Ω) such that
‖ε1/2(w −wh)‖0,Ω ≤ ‖ε
1/2(w −w1h)‖0,Ω + ‖ε
1/2w2h‖0,Ω ≤ η,
owing to (5.1) and (5.2), which concludes the proof.
Remark 5.3. From the proof of Proposition 5.2 it is clear that a spurious-free
hermitian DG method satisfies Assumption 6 with w ∈ W.
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5.2. Gap Properties. Let P : L2(Ω)d → H(div0ε; Ω) and Q = I − P be the
projection operators associated with the first decomposition in (2.2). Notice that, for
all v ∈ V(h), Pv and Qv belong to V(h), and Q ∈ L(L2(Ω)d,V(h)). The restrictions
of P and Q to V are onto W and V0, respectively, and coincide with the projection
operators associated with the second decomposition in (2.2). We will make use of the
following lemma.
Lemma 5.4. Assumption 6 implies that, for all h small enough,
‖wh − Pwh‖V(h) = ‖Qwh‖V(h) ≤ ηh‖wh‖V(h) ∀wh ∈ K
⊥
h ,
with ηh → 0 as h → 0.
Proof. Let us rewrite Assumption 6 as follows: for all h small enough, there exists
an operator Πh : K
⊥
h → H(div
0
ε ; Ω) such that Πh ∈ L(V(h), L
2(Ω)d) and
‖wh −Πhwh‖0,Ω ≤ ηh‖wh‖V(h), (5.3)
with ηh → 0 as h → 0.
Then, for all h small enough, due to Πhwh ∈ H(div
0
ε; Ω) and to (5.3), we have
‖wh − Pwh‖V(h) = ‖Qwh‖V(h) = ‖Q(wh −Πhwh)‖V(h)
≤ ‖Q‖L(L2(Ω)d,V(h))‖wh −Πhwh‖0,Ω ≤ Cηh‖wh‖V(h),
with ηh → 0, as h → 0.
We have the following result.
Proposition 5.5. Assumptions 1, 2, 3 and 6 imply that K⊥h is approximating
in W, i.e.,
lim
h→0
inf
wh∈K⊥h
‖w−wh‖V(h) = 0 ∀w ∈ W.
Moreover, provided that, in addition, Assumption 2 holds true for all v ∈ V, we also
have that Kh ⊂ V
0 is approximating in V0, i.e.,
lim
h→0
inf
kh∈Kh
‖k− kh‖0,Ω = 0 ∀k ∈ V
0.
Proof. We use similar arguments as in [15, Theorem 3.3]. Let Ph : Vh → K⊥h
and Qh = I − Ph be the projection operators associated with the V(h)–orthogonal
decomposition Vh = Kh ⊕ K⊥h , and let Ih : V → Vh be the V(h)–orthogonal
projection. We proceed in two steps.
(i) K⊥h is approximating in W. We start by observing that, if w ∈ W, then Ihw ∈
K⊥h ; in fact, for all kh ∈ Kh, since Kh ⊂ V
0, we have (Ihw,kh)V(h) = (w,kh)V(h) =
(w,kh)ε, which is equal to zero, due to the L
2
ε–orthogonality between V
0 and W.
Now, given w ∈ W, we let wh ∈ K⊥h be defined by wh = Ihw. Assumption 2 ensures
that ‖w− Ihw‖V(h) converges to zero, as h → 0, and the proof of (i) is complete.
(ii) Kh is approximating in V
0. Given k ∈ V0, we let kh ∈ Kh be defined by
kh = QhIhk. Since k− kh = Q(k− Ihk) + (Q−Qh)Ihk, we have
‖k− kh‖0,Ω ≤ ‖Q(k− Ihk)‖0,Ω + ‖(Q−Qh)Ihk‖0,Ω.
For the first term, we have
‖Q(k− Ihk)‖0,Ω ≤ ‖Q‖L(L2(Ω)d,L2(Ω)d)‖k− Ihk‖0,Ω,
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which converges to zero, as h → 0, since we have supposed Assumption 2 to be
satisfied for all functions in V. For the second term, we have
(Q−Qh)Ihk = (Q−Qh)(PhIhk + QhIhk) = QPhIhk,
since, due to Kh ⊂ V0, Q is identity on Kh. Therefore,
‖(Q−Qh)Ihk‖0,Ω = ‖QPhIhk‖0,Ω ≤ ηh‖PhIhk‖0,Ω ≤ Cηh‖k‖0,Ω,
owing to Lemma 5.4 and the facts that Ph and Ih are V(h)–orthogonal projections
and k ∈ V0. This completes the proof.
6. The Indefinite Maxwell Source Problem. Consider the indefinite Maxwell
source problem: given f ∈ L2(Ω)d and ω ∈ R such that ω2 is not an eigenvalue of
Problem 1, find u ∈ V such that
∇× (µ−1∇× u)− ω2εu = f . (6.1)
The theory developed so far guarantees that, for the DG method for (6.1): find
uh ∈ Vh such that
ah(uh,v)− ω
2(uh,v)ε = (f ,v) ∀v ∈ Vh, (6.2)
the following result holds true.
Theorem 6.1. Provided that Assumptions 1–6 are satisfied, for h small enough,
the DG method (6.2) is well-posed.
Proof. Let gh be the (unique) element of Vh such that
(gh,v)ε = (f ,v) ∀v ∈ Vh. (6.3)
Then, since ah(uh,v) − ω2(uh,v)ε = bh(uh,v) − (1 + ω2)(uh,v)ε, recalling the defi-
nition of the operator Ah and setting z = 1/(1 + ω
2), we can write (6.2) as
bh(Ahuh + zAhgh − zuh,v) = 0 ∀v ∈ Vh,
from which, due to the coercivity of bh(·, ·) (see Assumption 3 and Remark 3.1),
(z −Ah)uh = zAhgh. (6.4)
Since ω2 is not an eigenvalue of Problem 1, then 0 6= z ∈ ρ(A); thus Theorem 4.7
applies and we have that (6.4) admits the unique solution uh = z(z − Ah)−1Ahgh,
for h small enough. Moreover, due to Corollary 4.8 and Ah ∈ L(L2(Ω)d,Vh), there
exists C > 0 independent of the mesh size such that
‖uh‖V(h) ≤ C‖gh‖0,Ω ≤ C‖f‖0,Ω, (6.5)
where the second inequality follows from (6.3) and the equivalence between the L2–
norm and the L2ε–norm.
We end this section by proving the following inf-sup condition.
Proposition 6.2. With the assumptions of Theorem 6.1, for h small enough,
there exists a constant κ > 0 independent of h such that
inf
06=uh∈Vh
sup
06=vh∈Vh
Re [ah(uh,vh)− ω2(uh,vh)ε]
‖uh‖V(h)‖vh‖V(h)
≥ κ. (6.6)
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Proof. Theorem 6.1 implies that, for h small enough, there exists a constant
κ′ > 0 independent of h such that
inf
06=vh∈Vh
sup
06=uh∈Vh
Re [ah(uh,vh)− ω2(uh,vh)ε]
‖uh‖V(h)‖vh‖V(h)
≥ κ′. (6.7)
In fact, fix vh ∈ Vh and set uh = u
1
h + (1 + ω
2)u2h, with u
1
h = vh and u
2
h solution
to (6.2) with f = εvh; the stability estimate (6.5) and the coercivity in Assumption 3
lead to (6.7).
If ah(·, ·) is hermitian, (6.6) coincides with (6.7), and the proof is complete. Oth-
erwise, we prove well-posedness of the adjoint problem: given f ∈ L2(Ω)d and ω ∈ R
such that ω2 is not an eigenvalue of Problem 1, find vh ∈ Vh such that
ah(wh,vh)− ω
2(wh,vh)ε = (f ,wh) ∀wh ∈ Vh. (6.8)
Existence and uniqueness of the solution of (6.8), for h small enough, immediately
follow from Theorem 6.1, due to finite-dimensionality. For the stability, due to (6.7),
in correspondence to vh, we can find 0 6= wh ∈ Vh such that
κ′‖wh‖V(h)‖vh‖V(h) ≤ Re [ah(wh,vh)− ω
2(wh,vh)ε] = Re [(f ,wh)]
≤ ‖f‖L2(Ω)d‖wh‖V(h),
which immediately gives ‖vh‖V(h) ≤ C‖f‖L2(Ω)d , with C > 0 independent of h.
Therefore, the inf-sup condition (6.6) follows from the well-posedness of the ad-
joint problem (6.8) the same way as the inf-sup condition (6.7) follows from the
well-posedness of problem (6.2), and the proof is complete.
Remark 6.3. It is well-known that the inf-sup condition (6.6) is a key ingredient
in the proof of error estimates; see Remark 7.11 below.
7. Application to Some Discontinuous Galerkin Methods. In this section
we apply the theory developed in the previous sections to some of the DG methods
present in the literature, more precisely, to the methods of the interior penalty fam-
ily (interior penalty IP, non-symmetric interior penalty NIP, and incomplete interior
penalty IIP; see [4], [42] and [21], respectively) and to the local discontinuous Galerkin
method (LDG; see [19]). We point out that everything stated below holds true also
for the variants of the IP and LDG methods introduced in [7] and [14], respectively.
We restrict ourselves to the case of conformal meshes, i.e., with no hanging nodes.
This section is organized as follows: in Section 7.1 and 7.2 the DG spaces and
bilinear forms are defined and proved to fulfill the Assumptions in Section 3; in Sec-
tion 7.3 we prove that Assumption 5 is satisfied. In Section 7.4, Assumption 6 is
proved and a few remarks aiming at specializing the results of our theory to the ex-
amples presented here are provided. Finally, in Section 7.5 we investigate the relation
of our Assumption 6 with the Discrete Compactness property (see Property 3 below).
7.1. Meshes, Trace Operators, Finite Element Spaces and Norms. Con-
sider conformal, shape-regular partitions Th of Ω into tetrahedra {K}, where h =
maxK∈Th hK , with hK = diam(K) for all K ∈ Th. We denote by F
I
h the set of all
interior faces of Th, by FBh the set of all boundary faces of Th, and set Fh = F
I
h ∪F
B
h .
For a piecewise smooth vector-valued function v, we introduce the following trace op-
erators. Let f ∈ FIh be an interior face shared by two neighboring elements K
+ and
K−; we write n± to denote the outward normal unit vectors to the boundaries ∂K±,
18 A. BUFFA, I. PERUGIA
respectively. Denoting by v± the traces of v taken from within K±, respectively, we
define the tangential jumps and averages across f by
[[v]]T := n
+ × v+ + n− × v−, {v} := (v+ + v−)/2,
respectively. On a boundary face f ∈ FBh , we set [[v]]T := n× v and {v} := v.
For a given partition Th of Ω and an approximation order ` ≥ 1, we define the
complex vector-valued discontinuous finite element space
Vh := {v ∈ L
2(Ω)d : v|K ∈ P
`(K)d ∀K ∈ Th}, (7.1)
where P`(K) is the space of complex polynomials of total degree at most ` on K. We
also need to define the complex scalar-valued discontinuous finite element space
Qh = {q ∈ L
2(Ω) : v|K ∈ P
`+1(K) ∀K ∈ Th}.
We point out that all the results of this section hold true also with the choice of the
local Ne´de´lec’s elements of the first type [38], instead of the full polynomials of degree
`, in (7.1). For the case of parallelepipeds, see Remark 7.14 below.
We endow both Vh and V(h) = V + Vh with the seminorm and norm
|v|2V(h) = ‖µ
−1/2∇h × v‖
2
0,Ω + ‖h
−1/2[[v]]T ‖
2
0,Fh
,
‖v‖2V(h) = |v|
2
V(h) + ‖ε
1/2v‖20,Ω,
where we have denoted by ∇h the elementwise application of the ∇ operator, and
used the notation ‖ϕ‖20,Fh :=
∑
f∈Fh
‖ϕ‖20,f . In the following, we will also use the
notation
∫
Fh
ϕ ds :=
∑
f∈Fh
∫
f ϕ ds.
The mesh function h ∈ L∞(Fh) is defined by
h(x) := hf m(x), x ∈ f, f ∈ Fh,
with hf denoting the diameter of the face f and the function m ∈ L∞(Fh) is defined
as follows: if µK denotes the extension of µ|K up to ∂K, and |µK(x)| denotes the
spectral norm of the tensor µK(x), then m(x) = min{|µK+(x)|, |µK−(x)|}, if x is in
the interior of ∂K+ ∩ ∂K−, and m(x) = |µK(x)|, if x is in the interior of ∂K ∩ ∂Ω.
The following result is then evident.
Proposition 7.1. Assumptions 1 and 2 are satisfied.
7.2. Discontinuous Galerkin Bilinear Forms. We recall the expressions of
the DG bilinear forms associated with the interior penalty methods and to the LDG
method applied to the Maxwell equations, pointing for further details to [41, 33] for
the IP method, and to [40, 29, 30] for the LDG method.
Define the IP, NIP and IIP forms a
IP (k)
h : Vh ×Vh → C
a
IP (k)
h (u,v) :=(µ
−1∇h × u,∇h × v) −
∫
Fh
[[v]]T · {µ
−1∇h × u} ds
− k
∫
Fh
[[u]]T · {µ
−1∇h × v} ds +
∫
Fh
a [[u]]T · [[v]]T ds,
where k = 1 for the IP method, k = −1 for the NIP method and k = 0 for the IIP
method, and the stabilization function a ∈ L∞(Fh) is defined by
a := astab h
−1, (7.2)
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with astab > 0 independent of the mesh size and the material coefficients.
The LDG form is defined as follows:
aLDGh (u,v) := (µ
−1(∇h × u−L(u)),∇h × v −L(v)) +
∫
Fh
a [[u]]T · [[v]]T ds, (7.3)
with a again as in (7.2), and L is the lifting operator from V(h) into Vh defined by
(L(v),w) =
∫
FI
h
b[[v]]T · [[w]]T ds +
∫
Fh
[[v]]T · {w} ds ∀w ∈ Vh;
here, b ∈ L∞(Fh) is a bounded function independent of the mesh size.
Remark 7.2. The LDG method is usually defined by introducing the auxiliary
variable s := µ−1∇ × u and rewriting the second order problem in mixed form, as
a first order system; then an element-by-element integration by parts is performed,
and the traces along the elemental boundaries are replaced by the so-called numerical
fluxes, obtaining a (s,u)–formulation of the method, which is equivalent to the u–
formulation aLDGh (u,v) = ω(u,v)ε, with a
LDG
h (u,v) as in (7.3), after elimination of
the auxiliary variable s in terms of u (see [40] for details). Here, we concentrate on
the u–formulation because we are only concerned with the analysis of the method in
the framework presented in this paper.
We prove that the DG bilinear forms in this section fulfill Assumptions 3 and 4.
Proposition 7.3. Provided that astab in (7.2) is large enough, in the case of the
IP and IIP methods, for all the considered DG bilinear forms Assumptions 3 and 4 are
satisfied. Moreover, the exponent t in (3.5) can be chosen as t = min{`, r}. Finally,
the condition (3.2) is satisfied.
Proof. The validity of Assumption 3 is standard and the one of (3.2) is straight-
forward. The proof of Assumption 4 is technical and we postpone it to the Appendix.
Note that existent results (see [40], [33] or [32]) apply only when r > 1/2.
7.3. Discrete Friedrichs Inequality (Assumption 5). Denote by H1Γ(Ω) the
subspace of H1(Ω) whose functions have zero trace on Γ1, the outer boundary of Ω,
and constant traces on the other connected components Γi of ∂Ω, i = 2, . . . , nΓ;
notice that, if ∂Ω is connected, then H1Γ(Ω) = H
1
0 (Ω). We set V
c
h = Vh ∩ V and
Qch = Qh∩H
1
Γ(Ω); notice that V
c
h coincides with the H0(curl; Ω)–conforming Ne´de´lec
elements of the second family of degree ` (see [39]), and Qch coincides with the space
of continuous nodal elements of degree `+1 with zero trace on Γ1 and constant traces
on Γi, i = 2, . . . , nΓ. Notice that, due to Assumption 1, we have
Kh = V
c
h ∩V
0 = ∇Qch,
and we denote by Wch its L
2
ε–orthogonal complement in V
c
h, i.e.,
Wch = {v ∈ V
c
h : (v,∇q)ε = 0 ∀q ∈ Q
c
h}.
By definition, the splitting
Vch = W
c
h ⊕∇Q
c
h (7.4)
is orthogonal in both the L2ε–norm and the V–norm. Moreover, the discrete Friedrichs
inequality holds in Wch (see [36, Corollary 7.22]):
‖ε1/2w‖0,Ω ≤ C|w|V ∀w ∈ W
c
h. (7.5)
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We first establish a decomposition of Vh which will be used in order to prove both
Assumptions 5 and 6; the proof is based on the following result (see [32, Proposition 4.5
and the Appendix]).
Theorem 7.4. There exists an operator Πch : Vh → V
c
h such that:
‖v −Πchv‖
2
0,Ω ≤ C
∫
Fh
h|[[v]]T |
2 ds, (7.6)
‖v−Πchv‖
2
V(h) ≤ C
∫
Fh
h
−1|[[v]]T |
2 ds (7.7)
for all v ∈ Vh, with a constant C > 0 independent of the mesh size.
The following proposition is a consequence of Theorem 7.4.
Proposition 7.5. There exists a complement V⊥h of V
c
h := Vh ∩V in Vh such
that the decomposition Vh = V
c
h ⊕V
⊥
h is stable in Vh, i.e.,
vh = v
c
h + v
⊥
h , ‖v
c
h‖V(h) + ‖v
⊥
h ‖V(h) ≤ C‖vh‖V(h). (7.8)
Moreover, it holds
‖v⊥h ‖0,Ω ≤ Ch|v
⊥
h |V(h) ∀v
⊥
h ∈ V
⊥
h . (7.9)
The constant C > 0 is independent of the mesh size.
Proof. The operator Πch defined in Theorem 7.4 is continuous thanks to (7.7).
Moreover, let vch ∈ V
c
h, using again (7.7), we have Π
c
hv
c
h = v
c
h since [[v
c
h]]T = 0. This
proves that Πch is a projection and that it is surjective. Thus, it defines a stable
decomposition of Vh as Vh = V
c
h ⊕V
⊥
h , with V
⊥
h = ker{Π
c
h}. In other words, any
vh ∈ Vh is decomposed as vh = vch + v
⊥
h , v
c
h = Π
c
hvh and v
⊥
h = (I − Π
c
h)vh. The
estimate (7.7) provides (7.8), and (7.6) provides (7.9), since
‖v⊥h ‖
2
0,Ω ≤ C
∫
Fh
h|[[vh]]T |
2 ds ≤ Ch2
∫
Fh
h
−1|[[v⊥h ]]T |
2 ds ≤ Ch2|v⊥h |
2
V(h).
We proceed now by proving Assumption 5. For this, we need the following lemma.
Lemma 7.6. We have
‖ε1/2v‖0,Ω ≤ C|v|V(h) ∀v ∈ K
⊥
h ,
with a positive constant C independent of the mesh size.
Proof. Fix v ∈ K⊥h , and decompose it, according to the decompositions (7.8)
and (7.4), as v = vc +v⊥ = w+∇p+v⊥, with w ∈ Wch, p ∈ Q
c
h, and v
⊥ = v−Πchv,
where Πch is the operator defined in Theorem 7.4. Since (w,∇q)ε = 0 for all q ∈ Q
c
h,
the condition (v,∇q)ε = 0 for all q ∈ Qch becomes
(∇p,∇q)ε = −(v
⊥,∇q)ε ∀q ∈ Q
c
h.
By taking q = p, we obtain that ‖ε1/2∇p‖0,Ω ≤ ‖ε1/2v⊥‖0,Ω, and thus
‖ε1/2v‖0,Ω ≤ ‖ε
1/2w‖0,Ω + 2 ‖ε
1/2v⊥‖0,Ω. (7.10)
For the first term at right-hand side of (7.10), from the discrete Friedrichs inequality
for the conforming Ne´de´lec elements (7.5), the triangle inequality and (7.7), we get
‖ε1/2w‖0,Ω ≤ C ‖µ
−1/2∇×w‖0,Ω
≤ C
(
‖µ−1/2∇h × (w + v
⊥)‖0,Ω + ‖µ
−1/2∇h × v
⊥‖0,Ω
)
≤ C
(
‖µ−1/2∇h × v‖0,Ω + ‖h
−1/2[[v⊥]]T ‖0,Fh
)
≤ C |v|V(h).
(7.11)
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Using again (7.7), we bound the second term at right-hand side of (7.10) as
‖ε1/2v⊥‖0,Ω ≤ C |v|V(h). (7.12)
Inserting (7.11) and (7.12) into (7.10) proves the lemma.
The following proposition is an immediate consequence of the coercivity in As-
sumption 3 and Lemma 7.6.
Proposition 7.7. Assumption 5 holds true.
7.4. Gap Property (Assumption 6). The following proposition concludes the
analysis of the interior penalty methods and the LDG method.
Proposition 7.8. Assumption 6 holds true.
Proof. Due to the discrete compactness property for the conforming Ne´de´lec
elements (we refer to [16] and [17] for the case of varying coefficients; see also [36,
Theorem 7.18]), it can be seen as in [15] that Assumption 6 for the conforming Ne´de´lec
elements holds true (see also the proof of (i) in Proposition 7.13 below): for all h small
enough, for any wh ∈ Wch there exists w = w(h) ∈ H(div
0
ε; Ω) such that
‖ε1/2(w −wh)‖0,Ω ≤ ηh‖wh‖V(h), (7.13)
with ηh → 0 as h → 0 (we have used the equivalence between the L2–norm and the
L2ε–norm).
Now, fix wh ∈ K⊥h and decompose it, according to (7.8) and (7.4), as wh =
wch+w
⊥
h = w
0
h+∇ph+w
⊥
h , with w
0
h ∈ W
c
h, ph ∈ Q
c
h and and w
⊥
h = wh−Π
c
hwh, where
Πch is the operator defined in Theorem 7.4. For all h small enough, in correspondence
to w0h, let w be an element of H(div
0
ε; Ω) which satisfies (7.13). The Cauchy-Schwarz
inequality and the L2ε–orthogonality of ∇Q
c
h to both K
⊥
h and H(div
0
ε ; Ω) give
‖ε1/2(w −wh)‖
2
0,Ω = (w −wh,w −wh)ε
= (w −wh,w −w
0
h)ε − (w −wh,∇ph)ε − (w −wh,w
⊥
h )ε
≤ ‖ε1/2(w −wh)‖0,Ω(‖ε
1/2(w −w0h)‖0,Ω + ‖ε
1/2w⊥h ‖0,Ω).
The bounds (7.13) and (7.9), together with the V(h)–stability of the decomposi-
tions (7.4) and (7.8), give Assumption 6.
Remark 7.9. With our choice of V(h), if σλ is the regularity exponent of the
eigenspace E(V) associated with an eigenvalue λ 6= 1 of the operator A, i.e., u ∈
Hσλ(curl; Th) for all u ∈ E(V), the exponent t in the eigenvalue and eigenfunction
estimates of Theorem 4.14 is given by
t = min{`, σλ}.
Remark 7.10. Numerical results reported in [3] for DG spectral approximations
of the Laplace operator have shown that the suboptimal eigenvalue convergence rate of
Theorem 4.14 in the case of non-hermitian DG methods (t instead of 2t), is actually
sharp, at least for even approximation polynomial degrees; for odd degrees, one order
of convergence better than expected has been observed for smooth solutions. The same
behaviour has been reported in [27] in the context of error estimation of linear target
functionals of the solutions to advection-diffusion-reaction problems.
Remark 7.11. Well-posedness of the DG discretisation, for h small enough, of
the indefinite source problem (6.1), with ω away from the eigenfrequencies of the con-
tinuous problem, has been established in our abstract framework in Section 6, together
with an inf-sup condition. The result provided in Appendix, together with consistency,
guarantees the validity of a quasi-optimal error estimate.
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7.5. Relations between Assumption 6 and the Discrete Compactness
Property. We conclude this section by establishing directly the relations between
Assumption 6 and the so-called discrete compactness property.
The discrete compactness property plays a crucial role in the theory of conforming
finite element methods for the Maxwell eigenproblem (1) (see, e.g., [35, 10, 22]). Here
we rephrase this property in the context of non-conforming approximations.
Property 3 (Discrete compactness property). Let {hn}∞n=1 be a sequence of
decreasing mesh sizes, with hn → 0 as n →∞, and let {whn}
∞
n=1 be a sequence such
that whn ∈ K
⊥
hh
and ‖whn‖V(h) ≤ 1 for all hn. Then, there exists a subsequence, still
denoted {whn}
∞
n=1, and an element v ∈ L
2(Ω)3 such that
lim
hn→0
‖whn − v‖0,Ω = 0.
Note that, if Vh ⊂ V and ‖ · ‖V(h) = ‖ · ‖V, Property 3 is the standard discrete
compactness property for conforming spaces.
It is known that Property 3, the completeness of the approximation spaces (cf.
Assumption 2), and the discrete Friedrichs inequality (cf. Assumption 5) are neces-
sary and sufficient conditions for spurious-free conforming approximations (see [16,
Theorem 6.8]).
Remark 7.12. If the completeness of the approximation spaces and the discrete
Friedrichs inequality hold true, Proposition 2.18 and Proposition 2.21 of [16] apply
and guarantee that, for conforming approximations, the limit in Property 3 actually
belongs to W.
In the following proposition we establish directly the relations between Assump-
tion 6 and Property 3.
Proposition 7.13. Let Assumption 1 hold true. Then, Assumption 6 is equiva-
lent to Property 3 with strong limit in W.
Proof. (i) Property 3 ⇒ Assumption 6. We proceed by contradiction. Let As-
sumption 6 be false, then there exists η > 0 such that, for all h¯ > 0, there is h ∈ (0, h¯)
and wh ∈ K⊥h with ‖wh‖V(h) ≤ 1 such that
‖wh −w‖0,Ω > η ∀w ∈ H(div
0
ε; Ω). (7.14)
Now, select a sequence {hn}
∞
n=1 with hn → 0 as n → ∞. The previous assertion
allows us to construct, in correspondence with {hn}∞n=1, a sequence {whn}
∞
n=1 with
whn ∈ K
⊥
hn
and ‖whn‖V(hn) ≤ 1 for all hn, which does not contain any subsequence
converging to an element w ∈ H(div0ε ; Ω), owing to (7.14). This contradicts Property
3 with strong limit in W.
(ii) Assumption 6⇒ Property 3. Let wh be in K⊥h and select w ∈ H(div
0
ε; Ω) as
w = Pwh, with P being the operator defined at the beginning of Section 5.2. Owing
to Lemma 5.4, we know that
‖wh −w‖V(h) ≤ ηh‖wh‖V(h), (7.15)
with ηh → 0, as h → 0.
Now, let {whn}
∞
n=1 be a sequence in K
⊥
hn
, bounded in the V(h)–norm. Decom-
pose whn as whn = w
c
hn
+ w⊥hn , according to (7.8). The sequence {wn}
∞
n=1 :=
{Pwchn}
∞
n=1 ⊂W also is bounded in the V(h)–norm, owing to (7.15). From the com-
pactness of W, endowed with the V(h)–norm, in L2(Ω)d, there exists a subsequence
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still denoted {wn}∞n=1 and an element v ∈ W such that
lim
n→∞
‖wn − v‖0,Ω = 0. (7.16)
If {whn}
∞
n=1 is such that whn = w
c
hn
+ w⊥hn , according to (7.8), and Pw
c
hn
= wn for
all n, by the triangle inequality we have
‖whn − v‖0,Ω ≤ ‖whn − Pwhn‖0,Ω + ‖wn − v‖0,Ω + ‖Pw
⊥
hn‖0,Ω.
The first two terms at right-hand side converge to zero, owing to (7.15) and (7.16),
respectively; since the projector P is L2–stable, also the third term converges to zero,
due to (7.9) and the V(h)–stability of the decomposition (7.8). Thus, Property 3
holds true with strong limit in W.
Remark 7.14. On parallelepipeds, all the results in this section apply to the
choice of Vh in (7.1) with the local Ne´de´lec elements of the first type of degree `,
instead of the full polynomials of degree `, allowing us to conclude that the obtained
approximation of problem (1) is spurious-free. This is not true for the full polynomials
of degree ` in each variable, namely the local Ne´de´lec elements of the second type
of degree `. In fact, let Kch be the discrete kernel of the corresponding conforming
approximation, and consider the V–orthogonal decomposition Vch = K
c
h⊕K
⊥,c
h . Since
Vch ⊆ Vh and Kh = K
c
h, then K
⊥,c
h ⊆ K
⊥
h . Recalling that the conforming Ne´de´lec
elements of the second type do not satisfy the discrete compactness property (see [11]),
Proposition 7.13 says that they do not satisfy Assumption 6; the inclusion K⊥,ch ⊆ K
⊥
h
implies that also for their discontinuous counterpart Assumption 6 is not satisfied and
then the obtained method can not be spurious-free.
8. Conclusions. We have presented a theoretical framework for the analysis of
DG approximations of the Maxwell eigenproblem with possibly discontinuous coeffi-
cients. In particular, we have restricted our attention to DG methods satisfying the
usual assumptions for a correct approximation to the coercive Maxwell source prob-
lem ∇×(µ−1∇×u)+εu = f in the domain Ω, with suitable boundary conditions. For
these methods, necessary and sufficient conditions for a spurious-free approximation
are (i) a discrete Friedrichs inequality, and (ii) a gap property between the orthogo-
nal complement of the discrete kernel and the space of divergence-free functions. We
have also proved that basically all the DG methods present in the literature actually
fit into this framework, at least on meshes with no hanging nodes (the extension to
meshes with hanging nodes is currently under investigation). It is worth pointing out
that all these methods provide optimal convergence of the eigenfunctions, while the
convergence of the eigenvalues is optimal for hermitian DG methods, and subopti-
mal for non-hermitian DG methods. Another consequence of the theory developed in
this paper is that all these methods provide a correct approximation to the indefinite
Maxwell source problem ∇ × (µ−1∇ × u) − ω2εu = f in Ω, with suitable boundary
conditions, also in the case of discontinuous coefficients ε and µ, extending in this
way the results obtained in [32] for smooth coefficients.
Appendix. The aim of this Appendix is to prove a continuity estimate for all the
DG bilinear forms ah(·, ·) introduced in Section 7.2. More precisely, we prove that,
given r > 0 and σ such that 0 < σ < min{1/2, r}, there exists a mesh-dependent
seminorm | · |+,σ such that the norm
‖ξ‖2+,σ = ‖ξ‖
2
V(h) + |ξ|
2
+,σ , (8.1)
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defined for functions ξ ∈ Hr(curl; Th) with ∇h × (µ−1∇h × ξ) ∈ L2(Ω)d, satisfies
|ah(ξ,vh)| ≤ C‖ξ‖+,σ‖vh‖V(h) (8.2)
for all ξ ∈ Hr(curl; Th) with ∇h × (µ−1∇h × ξ) ∈ L2(Ω)d, and vh ∈ Vh, with a
constant C > 0 independent of the mesh size. Moreover, for any s ≥ 0, there holds
inf
vh∈Vh
‖ξ − vh‖+,σ
≤ Chmin{r,`,s+1}
(
‖ξ‖Hr(curl;Th) +
( ∑
K∈Th
MK‖∇× (µ
−1∇× ξ)‖2s,K
)1/2)
,
(8.3)
for all ξ ∈ Hr(curl; Th) with ∇h × (µ−1∇h × ξ) ∈ Hs(Th)d, where MK is defined as
MK = maxx∈K |µK(x)|, and the constant C is independent of the mesh size.
Note that the continuity property (8.2) and the best approximation estimate (8.3)
provide a proof for Proposition 7.3 (indeed, they also prove that DG methods provide
quasi-optimal approximations for the coercive source problem introduced in Assump-
tion 4), and jointly with consistency and the inf-sup condition (6.6), quasi-optimal
error estimates for DG solutions to the indefinite problem (6.1).
Proposition 8.1. With the notation introduced here above, (8.2) and (8.3) hold
true with the seminorm in (8.1) defined by
|ξ|2+,σ =
∑
K∈Th
(
h2σK MK‖µ
−1∇× ξ‖2σ,K + h
2
KMK‖∇× (µ
−1∇× ξ)‖20,K
)
,
where we have set MK = maxx∈K |µK(x)|.
We remark that, whenever µ is an elementwise constant tensor, then
|ξ|2+,σ =
∑
K∈Th
(
h2σK ‖µ
−1/2∇× ξ‖2σ,K + h
2
KMK‖∇ × (µ
−1∇× ξ)‖20,K
)
.
In order to prove Proposition 8.1, we need the following technical lemma.
Lemma 8.2. For any f ∈ Fh, we have∫
f
[[v]]T · (µ
−1∇h × ξ)
± ds
≤ C|v|V(h)(h
σ
K±M
1/2
K±‖µ
−1∇× ξ‖σ,K + hK±M
1/2
K±‖∇× (µ
−1∇× ξ)‖0,K±),
(8.4)
where K± are the two tetrahedra sharing the face f , and C > 0 is independent of the
mesh size.
Proof. We assume, to fix the ideas, that d = 3. We start by introducing some
notation. Let K be a tetrahedron, f one of its face and n the normal at f pointing
outside K. Let η ∈ H1/2(f)3 be such that η · n = 0 and η × n = [[v]]T , and set
φ = µ−1∇h × ξ on K; we known that φ ∈ Hσ(K)3 and ∇× φ ∈ L2(K)3.
We decompose η as η = η0 +ηM , with ηM =
1
|f |
∫
f η ds, and η0 = η−ηM . Note
that η0 has zero mean value on f , and it holds
‖η‖20,f = ‖η0‖
2
0,f + ‖ηM‖
2
0,f . (8.5)
We can write∫
f
(η × n) · φ ds =
∫
f
(η0 × n) · φ ds +
∫
f
(ηM × n) · φ ds = (I) + (II). (8.6)
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Estimate of (I). If we map vector fields onto the reference tetrahedron K̂ by
means of the standard curl-conforming transformation (see [36, p. 77]), we have∫
f
(η0 × n) · φ ds = ±
∫
bf
(η̂0 × n̂) · ×φ̂, dŝ
(see [36, p. 80]). Notice that η̂0 · n̂ = 0,
∫
f
η0 ds = 0 implies
∫
bf
η̂0 ds = 0, and
|η̂0|1/2,f ≤ ‖η̂0‖1/2,f ≤ C|η̂0|1/2,f . (8.7)
Let R : H1/2−σ(f̂)2 → H1−σ(K̂)3 be a continuous lifting operator from f̂ to K̂ such
that Rη̂0 has zero tangential trace on ∂K̂ \ f̂ (note that this lifting is the standard
one, component by component). By continuity of R, we have
‖Rη̂0‖0, bK + ‖∇̂ ×Rη̂0‖−σ, bK ≤ C(σ)|η̂0|1/2−σ, bf ≤ C(σ)|η̂0|1/2, bf .
By integration by parts, since Rη̂0 has zero tangential trace on ∂K̂ \ f̂ , we get
0 =
∫
bf
η̂0 dŝ =
∫
bK
∇̂ ×Rη̂0 dx̂. (8.8)
Thus, it holds∫
bf
(η̂0 × n̂) · φ̂ dŝ =
∫
bK
(∇̂ × φ̂ ·Rη̂0 − φ̂ · ∇̂ ×Rη̂0) dx̂
≤ C‖∇̂ × φ̂‖0, bK‖Rη̂0‖0, bK + |φ̂|σ,K‖∇×Rη̂0‖−σ, bK
≤ C(‖∇̂ × φ̂‖0, bK + |φ̂|σ, bK)|η̂0|1/2, bf ,
where we have used the continuity estimate for R, (8.7) and (8.8). Scaling arguments
can be applied (see [2, Lemma 5.5]), using the shape regularity of the meshes:
|η̂0|1/2, bf ≤ Ch
1/2
K |η0|1/2,f ,
‖∇̂ × φ̂‖0, bK ≤ Ch
1/2
K ‖∇× φ‖0,K ,
|φ̂|σ, bK ≤ Ch
−1/2+σ
K |φ|σ,K ,
and we obtain∫
f
(η0 × n) · φ ds ≤ C(hK‖∇× φ‖0,K + h
σ
K |φ|σ,K)|η0|1/2,f .
Since, by inverse inequality and (8.5), it holds
|η0|1/2,f ≤ C‖h
−1/2
f η0‖0,f ≤ C‖h
−1/2
f η‖0,f ,
and the definition of h implies that
‖h
−1/2
f η‖0,f = ‖m
1/2h
−1/2
f m
−1/2η‖0,f ≤ M
1/2
K ‖h
−1/2η‖0,f , (8.9)
we have
(I) ≤ C(hKM
1/2
K ‖∇ × φ‖0,K + h
σ
KM
1/2
K |φ|σ,K)‖h
−1/2η‖0,f . (8.10)
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Estimate of (II). From the “lifting property” proved in [13], we know that, for
any fixed t < 2, there exists a function ϕf ∈ H1(K) such that
ϕf = 1 on f , ϕf = 0 on ∂K \ f,
‖ϕf‖0,K ≤ Ch
3/2
K , ‖∇ϕf‖0,K ≤ Ch
3/t−1
K .
By taking t such that 1/r + 1/t = 1, it holds∫
f
(ηM × n) · φ ds =
∫
f
(ϕf ηM × n) · φ ds =
=
∫
K
∇× φ · (ϕfηM ) dx−
∫
K
φ · ∇ × (ϕfηM ) dx
≤ C(h
3/2
K ‖∇× φ‖0,K |ηM |+ h
3/t−1
K ‖φ‖Lr(K)3 |ηM |)
≤ C(hK‖∇× φ‖0,K + h
3/t−3/2
K ‖φ‖Lr(K)3)(h
−1/2
K ‖ηM‖0,f ),
where |ηM | denotes the modulus of the constant vector ηM , and where we have used
|ηM | ≤ Ch
−1
K ‖ηM‖0,f . Now, let r =
6
3−2σ ; by Sobolev embedding theorem (see,
e.g., [1]), we have that
‖φ‖Lr(K)3 ≤ C‖φ‖σ,K .
The shape regularity of the meshes and (8.5) imply h
−1/2
K ‖ηM‖0,f ≤ C‖h
−1/2
f η‖0,f ;
thus, by using (8.9) and simple algebra, we obtain
(II) ≤ C(hKM
1/2
K ‖∇ × φ‖0,K + h
σ
KM
1/2
K ‖φ‖σ,K)‖h
−1/2η‖0,f . (8.11)
Taking into account the definitions of φ, η and of | · |V(h), the bound (8.6) and
the estimates (8.10) and (8.11) give (8.4) and the proof is complete.
We are now in a position to prove Proposition 8.1.
Proof of Proposition 8.1 For all the DG methods of Section 7.2, it is easy to see that,
for all ξ ∈ Hr(curl; Th) with ∇h × (µ−1∇h × ξ) ∈ L2(Ω)3 and v ∈ Vh, it holds
ah(ξ,vh) ≤ C‖ξ‖V(h)‖vh‖V(h) + C
′
∫
Fh
[[vh]]T · {µ
−1∇h × ξ} ds. (8.12)
Summing (8.4) of Lemma 8.2 over all f ∈ Fh gives∫
Fh
[[vh]]T · {µ
−1∇h × ξ} ds ≤ C|ξ|+,σ‖vh‖V(h).
Inserting this into (8.12) completes the proof of (8.2). The best approximation esti-
mate (8.3) is a direct consequence of standard polynomial approximation properties.
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