Abstract. We find the order of the variance of the growth model
We define a sequence of recursively-defined graphs {G i } which we call the "linecircle-line" sequence as follows: G 1 is pictured below, and G k+1 is obtained by replacing each edge of G k by G 1 or, alternatively, by connecting three blocks in series: the first and last consist of G k and the middle block is two copies of G k connected in parallel.
In our theorem, one chooses a positive monotone non-decreasing (with respect to the partial order in R 2 ) function f which, slightly informally, satisfies technical conditions pertaining to its first and second order partial derivatives and one observes the growth model X n+1 = X n + X ′ n + f (X ′′ n , X ′′′ n ), where all the variables X n , X ′ n , X ′′ n and X ′′′ n are independent and identically distributed and X 0 takes the values 1 and 2 with equal probability. Our theorem tells us the order of the variance of X n and shows that a renormalized version of it converges to a normal random variable. If we select f (t, s) = ts t+s , then X n denotes the effective resistance between the endpoints of G n (henceforth the resistance of G n ), and thus our theorem tells us that the variance of the resistance of G n is of order 2 + 1 8 + O (1) n . This result can be viewed as a special case of superconcentration as defined by Chaterjee [1] . Probability models on similar recursively defined graphs have been studied before, see e.g. works by Hambley and Kumagai [2] and by Khristoforov, Kleptsyn and Triestino [3] . The variance of the effective resistance on a different graph, the d-dimensional Torus, can be found in [4] . We finish this paper by analysing another choice of f , this time f (t, s) = t , since it satisfies a variant of one of the conditions of our theorem but does not satisfy the original condition of the theorem. Theorem 1. Let X 0 be a random variable which takes the values 1 and 2 with probability one half and let X n+1 be defined via the recurrence relation
, where all the variables X n , X ′ n , X ′′ n and X ′′′ n are independent and identically distributed and f is a positive function on [1, ∞)×[1, ∞) with second order partial derivatives at every point which is also monotone non-decreasing in the following sense: f (a, b) ≤ f (c, d) whenever a ≤ c and b ≤ d. Assume that the following conditions hold:
t→∞ −−−→ C i for i ∈ {x, y} and 0 < C x + C y and f (t, t) = (C x + C y ) t.
2 holds for A, B ≥ 0 which satisfy A + B < C x + C y and for all (a 1 , a 2 ) and (a 3 , a 4 ) belonging to the domain {(s,
∂x∂y } and n sufficiently large, where the supremum is taken over the same domain as in condition 2.
converges in probability to a standard normal random variable.
(3) If in addition f is either concave or convex then
n converges. Some remarks:
(1) Note that if f (t, t) = Ct, then clearly C = C x + C y , since if we write
(2) C x + C y < 1 follows from condition 2. If we write g(t) = f (t, t) then
for some s(t) ∈ t 2 , t and thus, by condi-
2 (we replace t by a sequence t k which satisfies the additional domain restriction). Since by condition 2 A + B < C x + C y , we obtain that C x + C y < 1 . (3) If we can find constants A and B which satisfy (f (a 1 , a 2 
2 but not A + B < C x + C y , then condition 2 holds for εf for ε > 0 small enough, so we can apply this theorem for εf instead of for f . (4) Let A 1 and B 1 be new constants for which the inequality in condition 2 holds after taking expectation on both sides, where a, b, c and d are replaced by independent copies of X n . Then (as can be seen in the proof) the result will still hold if we replace in condition 2 the condition A + B < C x + C y by the conditions
show later that this comment can be applied to the function f (t, s) = t apart from f (t, t) = Ct can also be obtained. We can also prove the main theorem if we replace f by f 1 + f 2 , where f 1 satisfies all the conditions f satisfies and f 2 is positive and bounded.
Examples of functions f (t, s) satisfying the conditions:
p for p > 0 for some c p > 0 and c α t α s 1−α for α ∈ (0, 1) and c α > 0 . An example which satisfies the second part of remark 5 which is also monotone non-decreasing is f (t, s) =
Proof. We denote by C i (A, B) positive constants that depend only upon A and B and C will denote an absolute constant whose value might change from line to line. From the recurrence relation of X n , clearly 2 Var [X n ] ≤ Var [X n+1 ] and thus Var [X n ] ≥ C2 n . By applying condition 2, we obtain that for n sufficiently large:
Since (2 + A 2 + B 2 ) < 2 2 we obtain that:
Since f is monotone, the minimum and maximum values of X n are obtained by setting initial conditions X 0 = 1 and X 0 = 2 respectively, and thus, since f (t, t) = (C x + C y ) t , X n lies between (2 + C x + C y ) n and 2 (2 + C x + C y ) n . By applying condition 2, we obtain that for n sufficiently large:
and thus, since A + B < C x + C y ,
Plugging this into equation 1 yields:
Now, in order to simplify notation, let a 1 , a 2 , a 3 and a 4 be i.i.d. random variables distributed as X n . Then
We estimate the second term using Taylor expansion:
(here (b 1 , b 2 ) belongs to the convex hull of (a 1 , a 2 ) and (a 3 , a 4 ) .) Thus, if we use the notation
Now we show that all the terms on the right hand side of the previous equation aside from the first one are O (1) Var [X n ]. We bound the second term. Bounding the other terms is similar, and will follow from perhaps also applying Cauchy-Schwarz inequality. Let µ = E [X n ] . Then,
The second term on the right hand side is O (1) Var [X n ] by condition 1. Thus, it suffices to bound the first term on the right hand side. By Taylor's expansion:
(here (d 1 , d 2 ) belonging to the convex hull of (b 1 , b 2 ) and (µ, µ) .) Since b i is a convex combination of a i and a i+2 for i = 1, 2 the inequality (
and c 1 = a 1 − a 3 . Thus, by Cauchy-Schwarz, condition 3 and the inequality
The inequality marked by ( * ) follows from the fourth moment bound (see equation (2)). Thus, if we combine the last inequality with equations (3) and (4) we obtain:
which completes the proof of the first part. In order to show the second part we write the recursion relation (here we use the notation µ n = E [X n ]):
We plug into this the Taylor expansion of f (here (a, b) is in the convex hull of
and (µ n , µ n )):
and apply the recursion relation m times to obtain
n−m are independent copies of Y n−m ):
By condition 1 and the first part of the theorem we obtain that 
Here the notation ε(n) means that ε tends to zero as n tends to infinity. Taking n, m to infinity at the appropriate rate yields the result. Note that in order to
we applied Lyaponov CLT with δ = 2 which can be used since
as m tends to infinity (the last equality holds for n − m sufficiently large as can be proven by induction for fixed n and increasing m) and in addition E Y 4 n−m is bounded by 1 and 5.
The third part follows from Jensen's inequality. The limit, which lies between 1 and 2 by the remark at the beginning of the proof, can be approximated using Taylor expansion (see examples of specific functions below).
Analysis of specific functions
We start with the function f 1 (t, s) = ts t+s . X n has a probability interpretation in this case -it denotes the effective resistance between the endpoints of the "linecircle-line" sequence of graphs, whose definition appears in the introduction to this paper.
For f 1 we have 
We need one of the next two lemmas. Lemma 1. For all positive numbers a 1 ,a 2 ,a 3 and a 4 satisfying 1/2 ≤ ai aj ≤ 2 for i, j ∈ {1, 2, 3, 4} we have
Proof. By first order Taylor expansion:
Here (b 1 , b 2 ) is in the convex hull of (a 1 , a 2 ) and (a 3 , a 4 ) . If we write b i = λa i + (1 − λ) a i+2 for i = 1, 2 then:
and similarly b 2 ≤ 2b 1 . Thus, if we also apply the convexity of g (x) = x 2 we obtain:
b1+b2 . The inequality bi bj ≤ 2 for i, j ∈ {1, 2} implies
Optimizing over the domain of x yields
. Plugging in the bounds completes the first part of proof.
We can achieve a better bound than the one in the second part of Lemma 1 by a stronger optimization argument.
Lemma 2. For all positive numbers a 1 ,a 2 ,a 3 and a 4 satisfying 1/2 ≤ ai aj ≤ 2 for i, j ∈ {1, 2, 3, 4} we have
Proof. The inequality obviously holds whenever a 1 = a 3 and a 2 = a 4 . Thus, we can write (a 1 − a 3 ) = m (a 2 − a 4 ) or (a 2 − a 4 ) = m (a 1 − a 3 ) for some |m| ≤ 1 . We may assume that (a 2 − a 4 ) = m (a 1 − a 3 ) (if not since f 1 (t, s) = f 1 (s, t) we can replace a 1 ↔ a 2 and a 3 ↔ a 4 ). Thus,
It suffices to take 0 ≤ m ≤ 1 since a 1 , a 2 ) − f 1 (a 3 , a 4 ) ) 2 ≤ 1 81
Note that the function φ (m) = 
Expectation bounds for X n for the choice f 1 =
ts t+s
We show lower and upper expectation bounds for X n . The upper bound follows from applying to the recurrence relation the fact that the harmonic mean is bounded above by the arithmetic mean (or by concavity of f ). This yields E (X n+1 ) ≤ 2.5E (X n ) and also that 1 2.5 n E (X n ) converges. Now if one calculates the value of E (X i ) for some i explicitly one obtains an upper bound. The simple calculation of E (X 0 ) yields E (X n ) ≤ 1.5 × 2.5 n . The calculation of E (X 1 ) only provides a slight improvement: E (X n ) ≤ 2.5 n whenever 2.5 n ≤ s, t ≤ 2 × 2.5 n . Thus, for every 2.5 n ≤ s, t, a ≤ 2 × 2.5 n : Thus if we replace t and s by two independent copies of X n and b by E [X n ] and apply Lemma 2 we obtain: 
