Genome-wide association studies have been effective at revealing the genetic architecture of 6 simple traits. Extending this approach to more complex phenotypes has necessitated a massive 7 increase in cohort size. To achieve sufficient power, participants are recruited across multiple 8 collaborating institutions, leaving researchers with two choices: either collect all the raw data 9 at a single institution or rely on meta-analyses to test for association. In this work, we present 10 a third alternative. Here, we implement an entire GWAS workflow (quality control, population 11 structure control, and association) in a fully decentralized setting. Our iterative approach (a) 12 does not rely on consolidating the raw data at a single coordination center, and (b) does not 13 hinge upon large sample size assumptions at each silo. As we show, our approach overcomes 14 challenges faced by meta-studies when it comes to associating rare alleles and when case/control 15 proportions are wildly imbalanced at each silo. We demonstrate the feasibility of our method in 16 cohorts ranging in size from 2K (small) to 500K (large), and recruited across 2 to 10 collaborating 17 institutions. 18 1 Under Preparation Introduction 19
tralized framework with no loss of accuracy. The table above contrasts our pipeline with both a centralized approach and a meta-analysis approach. For both scenarios under consideration results identical to the centralized approach can be achieved under the meta 2.0 framework. In this table, the number in parentheses is a measure of concordance (Jaccard index) between the set of unfiltered loci and the set of loci from the centralized pipeline. All centralized filters were implemented using PLINK(23; 22) (see ?? for details).
Step 2: Population Structure Control
100
Correcting for the first few principal components (PC) has been shown to be an effective method
In order to further probe our performance on very rare loci, we simulated an additional cohort 136 with N = 500, 000. To simulate the cohort, an allele was created by randomly combining two 137 haplotypes with 5 normally distributed nuisance random variables. These nuisance parameters 138 account for 20% of overall variance in the burden and each loci accounts for 25×r 2×MAC of the variance,
139
where MAC is the minor allele count and r is a uniformly drawn random variable. Disease status 140 was assigned to create a balanced study based on the overall burden. is performed after centralizing the data. When the data is randomly distributed between the silos 143 (scenario 1), a fixed-effect, meta-study approach can be taken to obtain parameter estimates and P 144 values. Figure 4 A shows the concordance between parameter estimates of an inverse-variance fixed 145 effect approach with those of a centralized study. Figure 4 B shows the corresponding plot for the to − log 10 (P value ). The meta-study approach appears to be slightly under-powered for highly 149 significant loci. Figures 4 C,D compare the results of our fully decentralized pipeline where the 150 regression parameters have been computed using an iterative approach. We observe a nearly perfect 151 agreement between this decentralized approach and the centralized approach. The loss of power 152 is further exaggerated when alleles under consideration have a low allele frequency. To probe this 153 scenario we utilize our N = 500, 000 simulated dataset, described earlier. Figure 5 A compares the 154 loss in power (Centralized logP -Decentralized logP) between an inverse variance meta-analysis and 155 our approach (meta 2.0). While meta-analysis leads to a better initial estimate in all cases, within 156 the first 5 iterations our approach out-performs these methods. Within 20 iterations, our approach 157 effectively matches the power of the centralized analysis. As expected, when the minor allele count 158 increases, both approaches perform better.
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Scenario 2 challenges regression based meta-studies as each silo exclusively contains cases or 160 controls, hence, local regression parameters cannot be computed. As figures 4 E,F show, our 161 pipeline remains robust to this local label imbalance.
162
The decentralized regression is performed using alternating direction method of multipliers (32).
163
Unless otherwise is specified, for each locus 100 iterations of the algorithm was performed. Each 17, scenario 1 and 2 respectively). As before, in both cases good accuracy can be achieved in tens 169 of iterations. The convergence for significant and non-significant loci is similar for scenario 1. In 170 scenario 2, while the convergence rates are similar, significant loci lag behind non-significant loci.
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This is attributed to initializing the algorithm with 0, which is a better estimate for non-significant 172 loci. Supplementary Figure ? ? shows a similar analysis as a function of iterations and MAF. The 
In words, at each iteration, all silos update their local estimates (z (i) ) in parallel. These estimates 
whereŶ i is the probability of a positive outcome for the i th sample (i.e.Ŷ i = 1 1+exp(−X i β) ). We N = 500, 000) . The y-axis shows the difference in log 10 P value between a centralized study and one of the two decentralized approaches (100 draws). The minor allele frequencies correspond to minor allele counts of 50, 100, 200, 300. B) Convergence of the estimated coefficient to the centralized value for our approach and the inverse-variance FE approach, in scenario 1. C)
Convergence of the estimated coefficient to the centralized value for our approach in scenario 2.
