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時に推定する技術である [2, 10–26, 28, 29]．従来の顕著性物体検出手法は，伝播アルゴリ
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−m2 + 1)× (H
n2
−m2 + 1)×m4 ×O (1)
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ここで，W と H はそれぞれ画像の横幅と縦幅を表しており，n2，m2 はそれぞれセルサ
イズとブロックサイズを表している．また，Oはヒストグラムに使用する勾配方向数であ







gradient(x, y) = tan−1( gradvergradhol )
(2)
ここで，gradhol と gradver はそれぞれ水平方向と垂直方向の勾配強度を表し，
gradhol(x, y) = I(x + 1, y) − I(x − 1, y)，gradver(x, y) = I(x, y + 1) − I(x, y − 1)，
I(x, y)は画像 I の座標 (x, y)におけるグレースケールでの画素値を表している．
SIFT特徴量
SIFT （Scale-Invariant Feature Transform）特徴量は，照明変化や回転，拡大縮小に頑
強な特徴量であり画像マッチングや物体追跡，パノラマ写真合成などに利用されてい
る [46, 47]．その手法は，まず画像上の特徴的な場所を表す特徴点を検出し特徴点から


















本研究で利用している CIELab色空間は，一般的に用いられる RGBや CMYKとは異
なり人間の視覚に近似するように設計されている色空間である [48]．図 7 に示すように
CIELabは明度を意味する次元 Lと補色次元の aおよび bによって構成されており，aは





























求められた (X,Y, Z) ∈ ([0, 1], [0, 1], [0, 1])から CIELabへの変換は以下の式で行う．
L = 116× f(Y/Yn)－ 16
a = 500× (f(X/Xn)－ f(Y/Yn))
b = 200× (f(Y/Yn)－ f(Z/Zn))
(5)
























































vt ∈ RN を繰り返し処理が t回目の検出結果とすると以下で算出される [48]．
vt = Fv0(Avt−1) (7)




diag は対角行列，W は (i, j)要素が sij である対称行列をそれぞれ表し，N はスーパー
ピクセルの総数を表している．初期顕著性ベクトル v0 は，初期顕著性が与えられたスー




1 if [v0]i = 1
[x]i otherwise
(8)








if j ∈ N (i) or i, j ∈ B
0 if i = j or otherwise
(9)
ここで，dはユークリッド距離を，fi は i番目スーパーピクセルの CIELab色空間上の色
差値のみの特徴ベクトル，σ は類似度を制御するパラメータ，N (i)は i番目スーパーピ
クセルの近傍にあるスーパーピクセルのインデックス集合，B は画像端にあるスーパーピ
クセルのインデックス集合をそれぞれ表している．



























ここで Hi は i番目のスーパーピクセルにおけるヒストグラム特徴であり，N と B は
それぞれスーパーピクセルの総数とヒストグラムのビン数を表している．さらに，hik は



























Zi は正規化係数を表していて，pi ∈ [0, 1] × [0, 1] で定義されるのは i 番目のスーパー
ピクセルの位置特徴である．σp はフリーパラメータで，距離に対する重み付けを行って
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入力画像の各スーパーピクセルに対して前景らしさを [0, 1]で数値化し，そのスコアがパ






徴量を用いて特徴点を検出する．gi を i番目のスーパーピクセルの特徴点密度とし，ḡ を

























1 if [v0]i = 1




デックスを −1,前景初期顕著性が与えられたスーパーピクセルのインデックスを 1, それ
以外を 0に設定されたものとする．この初期顕著性ベクトルに式（7）の処理を繰り返し
適用する. 最後に，生成された顕著性物体検出結果を [0, 1]に正規化し出力する．
初期顕著性の追加
提案法では，繰り返し処理の過程で n回毎に初期顕著性領域を追加する．式（9）で示




1 if τ1 < [x]i and τ < sij
−1 if τ2 > [x]i and τ < sij
j ∈ L (13)
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（a）入力画像 （b）t = 0背景初期顕著性 （c）t = 100背景初期顕著性
図 11 初期顕著性増加の様子
ここで，L は i 番目スーパーピクセルの近傍に存在する初期顕著性のインデックスを表
す．また，τ，τ1，τ2 は初期顕著性を追加するための閾値である．図 11に初期顕著性追加
の様子を示す．図中の（b）は提案法によって t = 0時に設定された背景初期顕著性であ
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て行った [54]. また，比較対象として Li らと Sun ら，Kim らの手法を用い，それぞ
れ LPS，MAP，HDCT と表記する [1, 12, 16]. また，提案法の τ，τ1，τ2 はそれぞれ












ΣNi=1|yi − ŷi| (14)



















によって求められる．ここで，式中の tp，fp，fnはそれぞれ truepositive，false positive，
false negativeを表している．
3.4.2 実験結果
表 3.5と 3.5にMAEの数値結果を，表 3.5と 3.5に F-measureによる数値結果をそれ
ぞれ示す．表内の ‘Prop.’は提案手法を ‘Average’はそれぞれの手法を 20枚の画像に適用
した数値結果の平均値を示している．
図 12 は実験 1 における MAE の数値結果を示しており，提案手法の平均値が 0.053
と最も低い値であり従来法 LPS から改善されている．また，図 13 は実験 1 における
F-measureの数値結果を示しており，提案法の平均値が 0.737と最も高い数値であり従来
法 LPSから改善されている．同様に図 14と図 15は実験 2におけるMAEの数値結果と
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F-measureの数値結果をそれぞれ示しており，MAEの結果が従来法 LPSが 0.209に対し
て提案法 0.093と改善し F-measureの結果も従来法 LPSが 0.578に対して提案法が 0.650
と改善されている．
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表 2 実験 1のMAE
Prop. MAP [12] LPS [1] HDCT [16]
小舟 0.022 0.058 0.037 0.028
ピエロ 0.035 0.125 0.126 0.077
灯台 0.031 0.080 0.110 0.070
商店 0.076 0.303 0.086 0.088
猿 0.122 0.265 0.188 0.123
Average 0.053 0.137 0.120 0.067
表 3 実験 1の F-measure
Prop. MAP [12] LPS [1] HDCT [16]
小舟 0.799 0.072 0.667 0.768
ピエロ 0.821 0 0.068 0.577
灯台 0.740 0.580 0.036 0.338
商店 0.659 0.345 0.644 0.499
猿 0.593 0.412 0.141 0.356
Average 0.737 0.449 0.302 0.592
表 4 実験 2のMAE
Prop. LPS [1] MAP [12] HDCT [16]
小舟 0.056 0.225 0.037 0.327
牛 0.068 0.216 0.126 0.206
音楽家 0.074 0.171 0.110 0.212
ピエロ 0.082 0.205 0.086 0.332
女性 0.183 0.227 0.086 0.293
Average 0.153 0.186 0.120 0.226
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表 5 実験 2の F-measure
Prop. LPS [1] MAP [12] HDCT [16]
小舟 0.648 0.305 0.037 0.190
牛 0.899 0.622 0.126 0.655
音楽家 0.805 0.635 0.110 0.541
ピエロ 0.709 0.446 0.086 0.379
女性 0.729 0.658 0.086 0.504
Average 0.650 0.578 0.120 0.510
図 12 実験 1のMAE
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図 13 実験 1の F-measure
図 14 実験 2のMAE
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図 15 実験 2の F-measure
（a）入力画像 （b）正しい顕著性マップ （c）提案手法
（d） HDCT （e）MAP （f） LPS
図 16 実験 1の結果画像
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（a）入力画像 （b）正しい顕著性マップ （c）提案手法
（d） HDCT （e）MAP （f） LPS
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て，PASCAL-Sデータセットにおける顕著性物体検出の真値は図 18のように [0, 12]の整





FCN はセマンティックセグメンテーションのために提案された CNN アーキテクチャ
の一つである [56]．これは，Visual Geometry Group (VGG)と呼ばれるネットワークを基
に作られておりセマンティックセグメンテーションのみならず様々なアプリケーションに










表 6 PASCAL-Sデータセット内の画像が含む物体数とその割合 [2]
♯顕著性物体 1 2 3 4 5 6 7+
♯画像数 300 227 136 72 43 28 44
割合 (%) 35 27 16 8 5 3 5
4.1.3 位置バイアス
顕著性検出と顕著性物体検出の多くの手法が物体の位置情報を事前情報として利用して
いる [1, 12, 14, 16, 26, 36]. これは，通常人間が写真をとる時に被写体を画像の中心に置く
ため，顕著性物体が画像中央に位置しやすいからである．この性質を事前情報として利用
するために，いくつかの顕著性物体検出手法が画像の中央付近に大きな重みをつけて検
出を行う提案をした [14, 26]．また，それにならって顕著性検出手法でも [36]が FCNの
アーキテクチャに位置バイアス畳み込み層を結合し，画像の中央付近に大きな重みを与え
る．これにより，顕著性物体の位置情報を事前情報とした高精度な検出を行っている．
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4.1.4 順位付き顕著性物体検出
この手法は，顕著性物体とそれらの順位を推定する手法であり，本研究ではこの手法を










































き顕著性物体検出は図 18に示すように物体に対して N 段階の値が与えられる．N 段階
は，出力が [0, N − 1]の整数値を持つことを意味しており，0は顕著性がないことを示し
ている．4.1.1節で説明した PASCAL-Sと同様に，線形に正規化される．そのため，重要
度付き顕著性物体検出は顕著性物体検出を一般化したものであり，従来の顕著性物体検出
は N = 2の重要度付き顕著性物体検出であるといえる．
本研究では，データセットを分析したことによって得た自然画像の特性に基づいて
























































F (vp,vt) = αR(vp,vt) + (1− α)I(vp,vt) (19)
ここで，R， I， α， vp，および vt は，相関係数および類似性の評価指標，バランスの
ためのフリーパラメータ，および各要素がそれぞれの物体の重要度であるベクトルをそれ
ぞれ示している．提案法では，ケンドールの順位相関係数を R として使用する [60]．こ
4.2 重要度について：顕著性物体の重要度推定 57












exp(−(vpi − vti)2/(2σ2)) (20)
ここで，N，vpi，および vti はそれぞれ物体の数，および vp と vt の i 番目の要素を示
し，σ はガウス分布の分散を制御する自由パラメータである．[−1, 1] で実数値を出力す
る Rは [0, 1]に線形正規化され，I は (20)より [0, 1]での実数値を持つ．したがって F は
[0, 1]の値を持つ．この評価指標の提案には多くの実験的証拠が必要であるが，F の有効
性を実験の章に簡単に示し，これに関する詳細な研究は今後の作業として残す．


























ここで，Degi，sj，および Ωi はそれぞれ，i番目の物体の重要度，顕著性マップの i番
目のピクセル値，および i 番目の物体内のピクセルのインデックスのセットを示してい
る．重要度付き顕著性物体のマップを作製するためには，i番目の物体内のピクセル値を
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徴を算出する．さらに，第 1 ブロックで検出された物体領域は，Pool. 3，Pool. 4 およ
び Conv. 5-3はチャネル方向に結合され，結合したものは Conv. 6-1に入力される．その















β − (Oi + yi)
∥∥∥∥∥∥ (22)
ここで yi，xi，Oi，ϕ(·)， β はそれぞれ顕著性の真値，顕著性の推定値，物体領域のマ
スク，正規化関数，およびフリーパラメータを示している．マスクは，インスタンスセグ
メンテーションの結果を二値化して生成している．ϕ(·)は顕著性の推定値を [0, 1]に正規
化する．通常，β を 2または Oi + yi の最大値に設定する．i番目のピクセルが顕著性を







プは τ = 0.15の閾値を用いて二値化され，物体領域外の顕著性に関しては 0として設定
した．最適化には確率的勾配降下法を使用し，Nesterov momentum，減衰率，学習率をそ






































本実験では，HDCT [16]，RFCN [17]，DHS [22]，DSSOD [26]，RSOD [27]を比較対
象とした．これらの手法を DUTS，PASCAL-S，SALICONベースのデータセットによっ
て比較した [2–5]．評価指標には F-measure を用い，段階的な重要度を持つ PASCAL-S
データセットと SALICONベースのデータセットには 0領域を非顕著，1以上の値を持つ
領域を顕著として二値化した [48]．また，それぞれの手法の検出結果も HDCT，RFCN，





















の手法である RSODと比較した．データセットは PASCAL-Sと SALICONベースのデー
タセットを使用し，順位相関と提案評価指標によって評価を行った．ここで，αおよび σ
はそれぞれ経験的に 0.5および 2.3に設定した．実験では，それぞれの結果とデータセッ
トの真値は N = 7で均一に正規化されている．αおよび σ はフリーパラメータであるた
め，ユーザー設定である N に合わせて任意の値をとることができる．しかし，図 22と図
23に示すように提案法の優位性はこれらのパラメータによって大きく変動せず，従来法に
対して提案法は有意な結果を示し続ける．そのため，本実験では経験的に αおよび σ の
値を設定したが，N に合わせてこれらの値を変更しても，提案法の優位性は変化しない．
実験結果
表 13と表 14は，各データセットの各評価指標における RSODと提案法のスコアを示
す．図 24と図 25はデータセット内の画像とその真値，およびそれぞれの手法の結果を示
している．表 13と表 14から，提案手法は RSODを上回っていることがわかる．図 24お
よび図 25より，提案法は物体の重要度を正確に推定していることがわかる．特に，パー
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表 8 提案 CNNアーキテクチャの構造
Name Size Stride Channel
Conv. 1-1 3×3 1 64
Conv. 1-2 3×3 1 64
Pool. 1 2×2 2 64
Conv. 2-1 3×3 1 128
Conv. 2-2 3×3 1 128
Pool. 2 2×2 2 128
Conv. 3-1 3×3 1 256
Conv. 3-2 3×3 1 256
(a) Conv. 3-3 3×3 1 256
Pool. 3 2×2 2 256
Conv. 4-1 3×3 1 512
Conv. 4-2 3×3 1 512
Conv. 4-3 3×3 1 512
Pool. 4 2×2 1 512
Conv. 5-1 3×3 1 512
Conv. 5-2 3×3 1 512
Conv. 5-3 3×3 1 512
(b) Conv. 6-1 3×3 1 512
Conv. 6-2 3×3 1 512
pPool. 1 2×2 2 512
pConv. 1 3×3 1 64
pPool. 2 2×2 4 512
pConv. 2 3×3 1 64
(c) pPool. 3 2×2 5 512
pConv. 3 3×3 1 64
Conv. 7-1 3×3 1 512
Conv. 7-2 3×3 1 64
Conv. 7-3 3×3 1 1
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表 9 任意のベクトルに対する順位相関と提案評価指標のスコア
ベクトル スピアマン [57] ケンドール [60] 提案評価指標
[2,6,3] [1,5,3] 1.000 1.000 0.961
[4,1,6] [4,2,4] 0.834 0.667 0.748
[6,2,7] [2,1,3] 1.000 1.000 0.692
[2,1,3] [1,3,2] 0.250 0.333 0.562
表 10 DUTデータセットにおける F-measure [5]
画像 HDCT [16] RFCN [17] DHS [22] DSSOD [26] RSOD [27] 提案法
画像 1 0.120 0.253 0.745 0.608 0.000 0.000
画像 2 0.396 0.330 0.945 0.933 0.000 0.000
画像 3 0.732 0.794 0.750 0.748 0.875 0.875
画像 4 0.669 0.614 0.894 0.898 0.904 0.904
Average 0.521 0.509 0.761 0.746 0.711 0.686
表 11 PASCAL-Sデータセットにおける F-measure [2]
画像 HDCT [16] RFCN [17] DHS [22] DSSOD [26] RSOD [27] 提案法
バイク 0.875 0.704 0.879 0.911 0.840 0.840
車 0.284 0.283 0.597 0.919 0.960 0.960
犬 0.575 0.728 0.749 0.917 0.940 0.940
馬 0.885 0.699 0.928 0.898 0.928 0.928
交通 0.687 0.688 0.772 0.935 0.965 0.965
平均 0.623 0.584 0.778 0.788 0.793 0.794
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表 12 SALICONベースのデータセットにおける F-measure [3, 4].
画像 HDCT [16] RFCN [17] DHS [22] DSSOD [26] RSOD [27] 提案法
駐車場 0.687 0.501 0.766 0.736 0.755 0.781
パーティ 0.565 0.684 0.817 0.736 0.902 0.937
女性 0.696 0.719 0.876 0.731 0.936 0.936
鞄 0.702 0.753 0.839 0.876 0.944 0.944
男性 0.528 0.600 0.495 0.372 0.419 0.528
野球 0.784 0.654 0.842 0.873 0.776 0.941
平均 0.449 0.429 0.526 0.581 0.708 0.727
表 13 PASCAL-Sデータセットにおける重要度推定のスコア [2]
スピアマン [57] ケンドール [60] 提案評価指標
画像 RSOD [27] 提案法 RSOD [27] 提案法 RSOD [27] 提案法
バイク 0.869 0.936 0.908 0.956 0.925 0.948
車 0.146 1.000 0.000 1.000 0.471 0.902
犬 0.146 1.000 0.000 1.000 0.261 1.000
馬 0.000 0.834 0.000 0.908 0.321 0.822
道路 0.380 1.000 0.000 1.000 0.402 0.971
平均 0.372 0.419 0.300 0.327 0.457 0.467
表 14 SALICONベースのデータセットにおける重要度推定のスコア [3, 4]
Spearman’s [57] Kendall [60] Prop. metric
画像 RSOD [27] 提案法 RSOD [27] 提案法 RSOD [27] 提案法
駐車場 0.574 0.607 0.698 0.786 0.461 0.779
パーティー 0.394 0.555 0.691 0.741 0.430 0.698
女性 0.000 0.583 0.000 0.754 0.118 0.501
鞄 0.028 0.815 0.000 0.887 0.128 0.865
男性 0.586 0.701 0.758 0.887 0.511 0.859
野球 0.868 0.901 0.900 0.947 0.793 0.924
Average 0.321 0.562 0.434 0.490 0.478 0.507
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図 22 αに対する提案評価指標の変化：横軸は α縦軸は評価値を表す
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図 24 PASCAL-Sデータセットにおける結果画像 [2]









図 25 SALICONベースのデータセットにおける結果画像 [3, 4]
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図 26 重要度推定比較:スピアマン相関係数
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