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ABSTRACT
The regulation of continuous, multivariable systems 
subjected to stochastic load disturbances is investigated. 
The study demonstrates the superiority of a newly-developed 
interacting control scheme over a conventional method of 
noninteracting control. Necessary multivariable computa­
tional techniques are introduced for application of the 
interacting control technique t_, multiple-disturbance sys­
tems. The investigation extends the concept of evaluating 
control performance in terms of mean-squared output error 
and control effort to the case of the control of multi- 
variable systems. The effectiveness of the measures thus 
developed is illustrated in the determination of the rela­
tive performance of the control configurations as applied 
to a chemical reactor attempting operation at an unstable 
point. The control systems are subjected to such hazards 
as measurement noise, tight control-saturation constraints, 
and time delays. The investigation is thus able to verify 
the hypothesis of some authors that interacting control 
will in general provide better output regulation for com­
plex multivariable systems than control of the corresponding 
decoupled multivariable system.
iv
The particular configurations considered achieve con­
trol by the application of feedforward and feedback compen­
sators to the nonlinear system model. Interacting control 
is obtained by composite controllers developed by the use 
of the continuous, partial differential equation form of 
Bellman's dynamic programming algorithm applied to the 
linearized form of the system. Noninteracting control is 
derived by the use of conventional controllers applied to 
the uncoupled form of the system with dynamic uncoupling 
being achieved by internal feedback elimination methods. 
Finally, benefits and limitations encountered in the various 
steps of the implementation of the two control configurations 
are discussed. The chemical reactor controlled was simu­
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As the need for near-optimal performance of existing 
and future chemical processes increases and as high-speed 
digital computers become more readily accessible to the 
chemical industry, the demand for the more-sophisticated 
multivariable control techniques will grow. The chemical 
process industry has, in the past, lagged far behind the 
electronic- and aerospace-oriented industries in the appli­
cation of multivariable control theory. Perhaps this lag 
is justified due to the nature of chemical processes in 
comparison to the speed of elements inherent in the elec­
tronics industry. But as these control techniques are 
accepted in the chemical industry and the benefits of 
improved performance realized, this time lag will surely 
diminish.
Optimal multivariable control schemes normally fall 
into one of three major classes; 1. feedback control;
1
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2. feedforward control; or 3. composite feedforward- 
feedback control. The first category, feedback control, 
is the oldest and most widely used means of control. With 
this type of control, the process outputs are monitored, 
compared to their respective reference values, and, on 
the basis of these error signals, the appropriate action 
taken to achieve output-reference correspondence. Hence, 
process time delays and noise in the output signals con­
tribute to problems with this type of control. These 
problems are partially avoided with feedforward control 
which measures the input disturbances and attempts to 
counteract them before they affect the output responses. 
However, feedforward control is sensitive to errors in the 
dynamic model of the process.
The third class of compensators, composite controllers, 
are simply a combination of the previous two. Thus, short­
comings in one portion tend to be minimized in the other.
It is with this type of controller that we are concerned 
in this dissertation.
Control processes can be divided into two general 
categories depending upon the control objective— servo­
mechanism control and regulator control. In the former 
the objective is to control the process as it moves from 
one operating state to another while minimizing a parameter 
such as transition time or the energy expended during the 
transition. Regulator control is the control of interest
3
in this dissertation. Here the output is controlled at 
some desired set point in the presence of input load 
disturbances.
Let us now make one further distinction between con­
trol schemes. It has been stated that the interest of this 
dissertation is in regulatory control of multivariable 
processes by the use of feedforward-feedback control.
Such control will be divided here into interacting and 
noninteracting control. Interacting control utilizes 
already-existing cross-couplings inherent in a multivari­
able system to improve the performance of that system. On 
the other hand, noninteracting control eliminates these 
interrelations and applies conventional single-variable 
control techniques to the resulting univariant systems.
We will be interested in both of these categories in this 
dissertation.
Statement of the Problem 
We will investigate the regulatory control of linear 
multivariable systems subjected to stochastic load distur­
bances. Such a system can be represented by the matrix 
equations
y(t) = By(t) + Cm(t) + Du(t) (1.1)
q(t) = Ay (t) (1.2)
where q(t) = system output vector
y(t) = system state vector 
m(t) = manipulatable input vector 
u(t) = disturbance input vector
4
and A, B, C, D are time-invariant matrices and are not neces­
sarily square. Such constant matrices are used because the 
control schemes considered in this dissertation eventually 
limit the applicability of their solutions to time-invariant 
systems. Such a restriction is generally made to simplify 
computations and it yields an adequate representation in 
most instances. Further, on the basis of results by Laning 
and Battin [Ll] stating that in general physically-observed 
noise possesses a statistical characterization that is very 
nearly gaussian in nature, the measurable input u(t) will 
be considered to be gaussian random noise.
Interacting and noninteracting control schemes will be 
applied to the system of equations (1.1) and (1.2). Both 
of these control techniques will have configurations involv­
ing the use of feedback and feedforward controllers which 
taken collectively are optimal in some sense.
The interacting control configuration can be represented 
diagrammatically as. in Figure (l.a). The interacting system 
is that system defined by equations (1.1) and (1.2). From 
this illustration the composite feedforward-feedback control 
law is easily seen to be as follows;
m(t) = QpU(t) - Q^y(t) (1.3)
The noninteracting control configuration can be simi­
larly depicted in block diagram form as in Figure (l.b).
This configuration is most easily considered in the Laplace 











written as in equation (1.3).
m*(s) = Q*uCs) - QjCs)y(s) (1.4)
The feedback controller Q* will be seen later to be time- 
variant as opposed to the time-invariant Q* and interacting 
controllers just mentioned. The relationship between the 
actual physically-manipulatable signal m and the manipulat­
able signal m* can be seen from Figure (l.b).
The noninteracting system is contained within the 
dashed lines of Figure (l.b). Here the original interacting 
system is decoupled by the application of the matrices of 
compensators K* and C(s). The reader is referred to Appendix 
B for further elaboration.
Literature Review 
Feedback control has been a major part of the chemical 
process control field for some years while feedforward con­
trol evolved only in recent history. For a summary of past 
work in these areas the reader is referred to West [W2J .
Composite feedforward-feedback control is an even more 
recent addition to the field of process control. In 1966, 
Johansen [W2] published his work in this area, but research 
on the composite controller itself was not his primary goal. 
Heidemann [H4] used the discrete maximum principle of Kalman 
[KlJ to develop a composite controller which was composite 
only in the sense of adding the ideal feedforward controller 
to an optimal feedback controller. Newton, Gould, and 
Kaiser's [NIJ work in the Laplace domain prompted Luecke
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[L9J to develop an optimal composite controller limited by 
computational reasons to single variable systems.
In 1967, Greenfield and Ward [G3J introduced a struc­
tural analysis method which utilized additional information 
about the process to obtain unique optimal solutions to a 
class of composite feedforward-feedback control problems. 
Poster and Stevens [F3] have published results of modifying 
Mesarovic's V-canonical structural representation which 
they used to decouple multivariable systems with an unequal 
number of inputs and outputs. Feedforward and feedback con­
trol was used on the resulting univariant systems. Conven­
tional single-variable optimization techniques were employed.
In 1968, Greenfield and Ward [G2J restored the V-canoni- 
cal structure to its original form by including results of 
Bollinger and Lamb [B17] and showing the V-form could be 
applied directly even if only a submatrix of the process 
transfer matrix is square.
Then in 1969, West [W2] extended results of Merriam 
[M5] using Bellman's dynamic programming optimization to 
produce a composite feedforward-feedback controller which 
optimizes the linear stochastic system on the basis of a 
scalar quadratic performance index. West applied the 
technique to multi-order single-input systems and obtained 
excellent results.
Investigation of interacting and noninteracting control 
of multivariable systems began significantly in the late 
1950's. The matrix methods introduced by Kavanagh in 1956
9
[K5J and 1957 [KlOJ and applied in 1958 [K6J, form a basis 
for the study of multivariable systems control. Amara [Al] 
used the matrix methods in 1959 while developing a synthesis 
procedure for stationary stochastic multivariable systems.
In the next decade, the work was begun by Mesarovic 
IM6J, Chatterjee IC3J, Mitchell and Webb [MIOJ, Nishida [N2] 
(with discrete systems), Horowitz [H6], and others. In 1962 
and 1963, Mesarovic and cohorts Brockett [N2J , Lefkowitz 
[L5J, and Birta [B15] worked on interacting and noninteracting 
control directly, with Birta doing research on comparison 
schemes of these opposing techniques. Other major contribu­
tors in these years were Chen, Mathias, and Sauter [C4], Bohn 
[B16J, Hsieh [H7J, and Mathias [Ml]. Multivariable control 
theory was extended further in 1964 with Sprague [S12], Morgan 
[M12J, [M13], and Mesarovic and Birta [M9J publishing results. 
Finally, during the last half of the decade Kushner [K9],
Tyler and Tuteur [T3], Liu [LB], Kang [K4], Fitzpatrick and 
Law [FlJ, and Gilbert [GlJ in that order were among the 
contributors to the theory of multivariable control.
No attempt has been made to discuss the specific results 
obtained by those men listed above. Credit is simply being 
given them for having done work in the past on the control of 
multivariable systems. How effective the methods proposed 
are in relation one to the other is unknown. Further, the 
list just given of authors in this area is far from exhaus­
tive, but the references given by those included should 
suffice to lead the reader to most of the remaining works.
CHAPTER II
MATHEMATICAL BACKGROUND
Concepts from the Theory of Random Process 
A knowledge of some concepts from random noise theory 
is essential to the understanding of portions of this dis­
sertation. Since the reader may not have such a knowledge 
of the tools necessary to deal effectively with stochastic 
variables, a few important concepts will be reviewed here.
There have been many books and articles published 
relating in some manner to random noise theory. Just a few 
of these are listed among the references appearing near the 
end of this paper. Three of the important books on this sub­
ject are those by Laning and Battin [Ll], Bendat [BIO], and 
Papoulis [P3]. Many of the following concepts have come 
from these sources.
Most people have at least a vague idea of what a random 
process is. And, in fact, there are many descriptions of 
what is involved in such a process. Bendat gives the 
following definition:
A random process, also called a time-series, or a 
stochastic process, is an ensemble (collection) of
10
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time functions {^x(t)}, k = 1, 2, 3,
(perhaps even uncountable), such that the ensemble 
can be characterized through statistical properties.
Knowing exactly what has been the past behavior of a 
random process tells little or nothing about the future 
action of the process. About all one can do is obtain 
large past-behavioral records and average these records in 
a suitable way to obtain some sort of mean or average value 
and use this as a measure of future behavior. From these 
mean or mean-squared values, one often has enough statisti­
cal information to say something significant about the 
probable limits of future behavior.
The mean, or expected, value of a random signal seems 
as good a place as any to begin the review. The expected 
value of a random signal, x(t), is a probability-weighted 
average over the set of admissible values of the signal.
+ 00
E[x(t)] = xf(x)dx (2.1)
where f(x) is the frequency function of x(t).
Often a measure of the motion of the random variable 
x(t) about its mean value is desired. The variance, or mean- 
squared value of x(t) about its mean, is frequently used 
in this case. It is defined as the square of the standard 
deviation a.
0^ = E[x(t) - X(t)]
+ 00
ix(t) - x(t)]2f(x)dx (2.2)
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where x(t) is the expected value of x(t).
In many practical instances, a stochastic signal may 
be dependent on a deterministic signal. Hence, knowing the 
value of this deterministic signal at a given instant 
should help to predict the future value of the stochastic 
signal. In this case the expected value is modified to 
account for this dependence. This change results in a 
conditional expectation of a random signal y subjected to 
hypothesis x.
+  CO
E[y|x] = yf(y|x)dy (2.3)
where f(y|x) is the conditional frequency function.
Another statistical parameter often encountered in 
dealing with random processes is the correlation function 
of the stochastic signal. It is defined as
®xx^^l'^2^ = E[x(t^)x(t2)] =
+ 00 +00
xCt^jxttgifgCXi't^; X2,t2)dx^dx2 (2.4)
where f2 is the second probability density function.
At this point some useful observations can be made.
If the parameters t̂  ̂ and t2 are both assigned the same value 
of t, the correlation function reduces to the form of the 
mean-squared value of the random signal x(t).
13
= E[xCt)x(t)] = xCt)^ (2.5)
If two random signals x(t) and y (t) are considered, the 
cross-correlation function is of interest.
®xy^^l'^2^ = EtxCt^lyftg)] (2.6)
Further, if x and y are statistically independent,
Gxyf^i'tg) = E[x(t^)]E[y(t2)] (2.7)
and their cross-correlation function is simply the product 
of their means. This being the case, if one is dealing with 
random perturbations from the mean, the expected value of 
these perturbations would be zero and 9xy^^l'^2^ “ 0 » The 
existence of the cross-correlation function necessitates 
giving 0 ^  a special name. The name auto-correlation func­
tion has been assigned.
Related to the correlation function is the energy, or 
power, spectral density function.
+ -100
(2.8)
It can be seen that the spectral density is the Fourier 
transform of its correlation function.
One will notice in equation (2.8) the presence of a 
single subscript in the correlation function. This occurs 
in the study of stationary random signals where the statis­
tical characterization is not a function of time. Here the
14
time interval t^ - t^ is important rather than the individual 
times themselves. There exist more complicated descriptions 
of the power spectra for non-stationary processes.
Dynamic Programming 
The objective of this section is to review the basic 
mathematical theory of Richard Bellman's dynamic programming 
optimization. The control signal utilized in the interact­
ing control is derived by the multivariable application of 
this optimization technique. The analysis follows the 
same pattern as those of Merriam [M5J and West [W2].
Consider the system with describing differential equa­
tions
X = f(x,m,u,t) (2.9)
where the control signal m(t) is restricted to a closed 
set M. The basic objective is to determine the manipulat- 
able signal m(t)eM which will minimize the performance 
functional
e (t) = h[x(t),m(t)/t]dt. (2.10)
Merriam [M6] shows that this minimum index is a function of 
solely the state x(t) and the time t. This minimum value 
will be represented here as
E[x(t),t] = min e(t) . (2.11)
meM
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A dummy time variable, y, is defined on the interval [t,T] 
so that the real time t may be treated as a constant in the 
optimization process. Hence, (2.11) may be rewritten as
T
E[x(y) ,yj = min 
msM 
ae [y ,Tj
h[x(a), m(a) ,a]da (2.12)
y
Bellman's Principle of Optimality is necessary at this point.
The principle can be simply stated as follows :
An optimal policy has the property that whatever 
the choice of the initial state of the system and 
the initial command vector, the remaining choice 
of command vectors must consititute an optimal 
policy with respect to the system state resulting 
from the application of the initial command vector.
This principle is used to replace the optimization on the 
interval [y,T] by successive optimizations on the intervals 
[y,y+6], [y+6,T]; 6>0. Thus, equation (2.12) will be ex­
panded into the following form;












Only the second integral of equation (2.13) is dependent 
upon the selection of m(a) on [y+6,T] so that (2.13) may 
be rewritten as follows;


















h[x(a) ,m(a) ,a]da+E[x(y+6) ,y+6]
(2.15)
This is the discrete form of the dynamic programming 
algorithm with which most people are familiar due to basic 
courses in optimization theory.
The continuous form of the algorithm is found by expanding 
E[x(y),y] in a Taylor series. Writing only the linear terms.
17




+ ry: 6+ . . .
which when substituted back into (2.15) yields





h[x(o) ,m(o) ,a]da+E[x(y) ,y]
(2.17)
y
_ 9x(y) _ x(y)6 +
3E[x(y) ,y]
3y 6 +
By rearrangement of this equation and by allowing the 
increment 6 to approach zero, the continuous form of the 




This equation is used to initiate the development of the 
optimal control law for the interacting control scheme con­
sidered. This development is presented in Appendix A.
Obviously, this derivation was not rigorous mathemat­
ically. However, such strict derivations do appear in 




It would be utterly impossible to discuss the theory 
of multivariable systems and its development without bor­
rowing to some degree from Mihajlo D. Mesarovic. Consequently 
much of the following section was derived from books or arti­
cles authored by this pioneer of multivariable control systems 
theory. Mesarovic's works are illuminated by such insight 
into this complex area that anyone beginning an investiga­
tion into the field of multivariable control systems would 
be well-advised to read at least a portion of his works in 
this area. Thus, in this section, I wish simply to condense 
certain areas of his work that apply directly to the subject 
of this dissertation.
Mesarovic [M6J has divided the study of the control of 
multivariable systems into three major steps. First, let 
control of the multivariable system be the primary objective. 
Thus, find the system which will best expedite this goal.
Once this has been accomplished, the second step is to deter­
mine the type of control desirable with the behavior of the
18
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system in mind. This might call for a choice between feed­
forward and feedback control or, perhaps, even a combination 
of the two— composite control. Further, is decoupling of 
the multivariate system called for or can interacting con­
trol be used? Obviously, the third step would be the 
actual synthesis of the controllers themselves and analysis 
of their performance. Credit for previous works in these 
areas was dispersed in Chapter I. This section deals 
mainly with the first step of the study of control of multi- 
variable systems.
Mesarovic [M6] has discussed why the uncertainty in 
the internal structure of a univariant system is trivial.
But he points out that this is not the case for multivariate 
systems and gives the example which will now be briefly 
discussed. The following concepts are of great importance 
in the theory of noninteracting control.
Suppose you are confronted with a two-input, two- 
output system such as that in Figure 3.a. The control objec­
tive is given as input-output decoupling. That is, ŷ  ̂ should 
depend only on x^. Let it be further specified that this 
objective be accomplished by the use of feedback controllers 
alone.
To begin with, let us assume an internal structure 
such as that in Figure 3.c. The Laplace domain equations 
for this system can then be written as






Arbitrary Two-input, Two-output System













System of Figure 3.a Showing One Assumed Internal Structure
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Ygts) = Pg^ts) x^Cs) + Pggts) Xgts) (3.2)
The task then can be viewed as one of eliminating the inter­
actions terms P^gfs) Xgts) and Pg^ts) x^(s) from equations
(3.1) and (3.2), respectively. Kavanagh [K6] has solved 
this problem and shown the need of four feedback controllers 
to accomplish the decoupling.
Now consider the result when an internal structure 
such as that of Figure 3 .d is assumed. The time-domain 
equations for this structure may be written as follows :
Yl(t) = + VigYg) (3.3)
ygtt) = + Vg^y^) (3.4)
The objective now can be stated as one of eliminating the
interactions represented by the internal feedback loops. 
Obviously, since the interactions are, in this case, repre­
sented as feedback loops, they may be simply cancelled by 
the use of two external feedback controllers.
Hence, even in this simple example, the importance of 
the internal system structure chosen is apparent. The choice 
of the latter structure has effected a 50% decrease in the 
total number of controllers necessary to achieve the 
decoupling objective.
Now that the importance of the internal structure of 
multivariable systems has been verified, a review of the 
most important of such structural representations will be 
conducted very briefly for later reference. These are the
23








System of Figure 3.a Showing an Alternate Internal Structure
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"canonical structures" of Mesarovic.
The structure shown in Figure 3.c is one in which each 
output is explicitly dependent upon all inputs. This struc­
ture is referred to as P-canonical in nature. Mesarovic 
depicts this structure as in Figure 3.e. If linear, the 
system inside the dashed line may be represented as simply 
an nxm matrix of transfer functions.
The structure shown in Figure 3.d is generally known 
as V-canonical. Mesarovic set up this structure to handle 
systems with an equal number of inputs and outputs. In 
this way each output may be expressed as a function of only 
one input and all other outputs.
yj(t) = fj[Xj(t),y^(t), ..., y^(t)]; j = 1 ...,n
(3.5)
This structure is generally depicted as in Figure 3.f.
This structure or a modification of it is often used in 
feedback-elimination decoupling techniques.
The last of the three major structural representations 
is known as H-canonical. Mexarovic suggests using this 
structure with systems with an unequal number of inputs 
and outputs. This structure is a combination of the P- and 
V- canonical structures as is seen from Figure 3.g.
There are, of course, other noncanonical structural 
representations available for use. It may also be necessary 
or expedient for the designer to form original structures to 
serve his needs. But the preceding structures are the most 















other sections of this dissertation.
Interaction and Noninteraction 
The descriptive adjectives "interacting" and "noninter­
acting" are used frequently throughout the course of this 
dissertation. This section will be devoted primarily to 
the clarification of these terms as used in relation to 
multivariable systems.
We speak of the interactions, interrelations, or inter­
coupling existing in a multivariable system in terms of its 
inputs and outputs. A system's inputs are commonly broken 
down into two classes— command inputs and disturbance inputs, 
The command (or control) input is a signal applied to the 
system in such a manner that it affects the outputs in a 
desired fashion and at the same time contributes to causing 
the entire system to operate optimally with respect to a 
predefined performance criterion. The disturbance input 
as a class includes all other effects upon the system 
which are generally considered to be detrimental to the aim 
of obtaining a desired output response.
Now that the two general classes of inputs have been 
defined, let us proceed to the description of the types of 
system interaction. If changes in the i-th input tend to 
produce changes in the j-th output, the interaction is 
referred to as "input-output". Corresponding to each of 
the two classes of inputs described above there is a type 
of input-output interaction. Normally, when the terms
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"decoupling” or "uncoupling" are used, command input-output 
noninteraction is implied. However, this need not be the 
case. If there are large differences in the amplitudes of 
the variations in the disturbance inputs, it may be desir­
able to channel the effects of those inputs with the large 
amplitude variations to less critical outputs. In this 
case disturbance input-output noninteraction is involved.
Another type of interaction is "output-output" inter­
action. Here, changes in the i-th output tend to cause 
changes in the j-th output. It is in this sense that 
Mesarovic will normally use the terms interaction or 
interrelation.
It should be instructive to consider the limiting 
case of multivariable interaction. Mesarovic [M6J defines 
an infinitely intercoupled (with respect to external changes) 
system as one in which the application of an external device 
of any type can produce no change in the relationship between 
the outputs of the system. The intercoupling referred to 
here is, of course, output-output interaction. On the 
other end of the scale there is a complete uncoupled system. 
Here we speak of n single variable subsystems adjoined to 
form an n-input n-output multivariable system in which each 
subsystem is totally independent of the other n-1 subsystems. 
Here both input-output and output-output noninteraction is 
implied.
In Appendix B of this dissertation, "partial" decoupling
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is mentioned. Such decoupling falls short of completely 
decoupling in the sense that each output is uncoupled from 
its original dependencies and made a function of one command 
input and one disturbance input. Here we have output- 
output noninteraction with some degree of both command 
and disturbance input-output decoupling attempted. Later 
in the algorithm of Appendix B, complete decoupling is 
achieved.
I am sure that the various types of intercoupling have 
been defined differently in other sources. However, for 
the sake of consistency the above terms will be used in 
the sense that they are defined in this section. It is in 
the framework of these descriptions of interaction that 
Mesarovic and his proteges Birta [B15J and Brockett [B20] 
work on the control of multivariable systems.
Degree of System Interaction
In the preceding section, the limiting cases of com­
plete noninteraction and infinite interaction were defined. 
The vast majority of multivariable systems fall between 
these extremes and, because of this, a measure of inter­
action strength seems useful and meaningful. A simple 
examination of the transfer functions for such systems 
will yield little information about the strength of inter­
relations existing between the outputs and inputs.
Measures of interaction strength have been developed. 
Among these measures are those of Mesarovic [M6], Brockett
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[B20J, and Bristol [B19J. Mesarovic lead the way in the 
enumeration of some desirable characteristics which such 
a measure should possess. Because it was Mesarovic, the 
list refers to output-output interaction measures. He also 
tabulates some interaction measures presented as a function 
of the internal structure of the multivariable system.
Later Brockett, under the tutelage of Mesarovic, continued 
this work and extended the concept to input-output inter­
action as well as output-output. More recently Bristol 
has extended the work of other researchers in this area and 
shows how his measure relates to its own sensitivity and 
to system stability.
These measures will not be given in this dissertation. 
This section is merely intended to point out their existence 
and their applicability in selecting preferred processes 
with which to study the control of multivariable systems.
Multivariable System Stability
The method of analyzing the stability of multivariable 
systems is not too different from that of single variable 
systems. Normally, in the development of a multivariable 
control scheme, stability considerations are built into the 
derivation so that, at least, asymptotic stability becomes 
inherent in the control configuration. Asymptotic stability 
in the large is assured for the control system resulting 
from the application of the controllers derived by the 
method of dynamic programming as described in Appendix A.
32
This is because the performance criterion upon which the 
optimization scheme depends is a Lyapunov function. 
Similarly, the multivariable control scheme of Appendix B 
alters its control parameter selection such that the 
resulting control system will be stable.
Stability of a multivariable control system may be 
verified by an examination of the poles of the overall 
transfer matrix for the system. This examination has been 
reduced to a consideration of roots of the characteristic 
matrix equation for the system as it appears in the denomi­
nator of each transfer function in the transfer matrix.
The criterion is that the poles of each transfer function 
must not fall in the right-half plane. Some poles and 
zeros may cancel within a transfer function concealing the 
presence of a right-half plane pole.
Further, these analyses are applicable only to linear 
multivariable systems. But a nonlinear system may be 
linearized near a steady-state point and, if the linear 
system is found to be stable, the nonlinear will be stable, 
at least, locally or in the near vicinity of the lineariza­
tion point [L2J. If the linear system is found to be 
unstable, the corresponding nonlinear system will also be 
unstable.
Control System Performance 
Methods of performance evaluation of control systems 
subjected to stochastic load disturbances have been utilized
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by Luecke [L9J and West [W2]. The measure of merit employed 
in the evaluation was not new; it was simply the mean squared 
value of the output signal. Laning and Battin [LlJ and 
Newton, Gould, and Kaiser [NIJ show that the mean squared 
valüe of a signal is simply the autocorrelation function 
evaluated for a zero time increment in the case of station­
ary signals. The reader may refer to Luecke [L9] for the 
derivation of the following relation for the mean squared 
value of a signal y(t).
+1
(3.6)
where the disturbance input u(s) is related to the output 
y(s) by the transfer function P^(s) and where $^^(s) is the 
spectral density function for the random disturbance u(s). 
Newton, Gould, and Kaiser [NlJ illustrate a method of evalu­
ating this integral by expressing the integrand as a ratio 
of the products of polynomials. This technique is fine 
for single-input systems, but for systems with multiple 
disturbances the formation of this ratio becomes quite 
tedious and, in fact, infeasible as the number of distur­
bance inputs grows. Further, for multiple-output systems, 
some type of balance must be attained for deviations in the 
various individual outputs. While the attenuation of 
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satisfactory, that of another could be unacceptable. Then, 
too, the regulation of certain outputs might be more impor­
tant than the control of others. These considerations 
imply the normalized weighting of all outputs taken 
collectively.
Consider the representation of all possible states 
that a two-output system might attain. A two-dimensional 
euclidean space such as that of Figure 3.h will suffice 
for this representation. Let a normalized, perturbation 
state vector be denoted by y(t) = [y^(t), ygft)]. The . 
origin of the two-dimensional space represents the desired 
output state. Then, any other point in the space corresponds 
to a deviation from this desired-output setpoint vector.
Such a deviation of the output state might occur at a time 
tĵ . Disturbances might cause the state to deviate in 
another direction at t = tg, and so on. Because variations 
in one output could possibly be more tolerable than those 
of another, deviations the same distance from the origin, 
but in different directions, should not necessarily carry 
the same weight.
With these considerations in mind, the mean output-
state deviation, OSD, can be written as follows for a two- 
dimensional system
OSD = i [ttJ y I + TTg y2]l/2 dt (3.7)
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Then in this two-dimensional case, a state corresponding 
to the mean output state could fall anywhere along an 
ellipse about the origin with semi-axes 1/n^, and l/Wg.
The T of equation (3.7) represents the terminal time of 
the process.
Let us consider now the control effort involved in 
attaining a certain quality of control performance. If 
we assume two control variables in a multivariable system, 
a pseudo-control effort, the mean control state deviation, 
can be defined similarly to equation (3.7).
T
CSD = ^ [Yi + Yg Mg] dt (3.8)
0
Here the control vector m(t) = [m^(t), m 2 (t)] has components 
weighted by the square of the penalty factors Y^ and Y2 • 
These factors would have the effect of penalizing the con­
troller for the over-use of one manipulatable variable in 
relation to the use of another. Once again a representa­
tion such as that of Figure 3.h could be used where the 
origin now denotes the use of no control effort. Further, 
such a control space could be limited in extent by the 
existence of saturation constraints on the control variables 
The mean output state deviation and the mean control 
state deviation could be reformulated to account for the 
fact that positive and negative deviations in any
37
particular output or control variable might not be equally 
acceptable. For instance, it might be necessary to control 
an output temperature at a certain set point such that a 
-AT°R variation in this temperature was more or less costly 
than a +AT°R change. This would, of course, depend on 
specific operational requirements.
In conclusion, the mean values presented in this section 
simply attempt to split the output and control components 
of a combined performance index such as that of equation 
(A.3). A performance index similar to this one can be 
used to compare the performances of competing control con­
figurations. This particular technique was used by 
Mesarovic and his protege Birta [B15] in the establishment 
of an "interacting domain" in which the performance of a 
particular interacting control system was determined to 
be superior to that of the "corresponding" noninteracting 
system. This and the other concepts introduced in this 
section should be sufficient for the purposes of this 
investigation. The extension of equations (3.7) and (3.8) 




This investigation will center about the continuous 
stirred-tank reactor. There is a multitude of information 
available concerning this type of multivariable system 
because of its frequent use in the application and develop­
ment of control theory and stability analyses. In the 
early 1950's, van Heerden [H3] performed a great deal of 
work in the area of autothermic processes. His publishings 
aided in the development of this continuous reactor. In 
1961, Kermode and Stevens [K7] utilized the analog computer 
and conventional controllers to determine the regions of 
stability of a particular reactor. Seibenthal [S7], Weber 
[Wl], Berger [Bll], and Poster [F4] are among those who 
have done dissertation research with the CSTR. Under the 
direction of Stevens, Foster developed one of the control 
techniques used in this dissertation applying their method 
to the CSTR.
There is more than one possible steady state of a tank- 
flow reactor. They are, however, not all necessarily 







Heat Rate Curves for a CSTR
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typical heat generation-removal plot such as that of Figure 
4.a. The heat-generation curve has a sigmoidal shape which 
may, consequently, be intersected in three places,by the 
linear heat-removal plot. If operation is attempted at 
conditions of point B, a slight increase in reactor tem­
perature will cause the system to seek out the higher 
steady-state point C. This comes about as a result of the 
greater rate of heat-generation over that of heat-removal 
to the right of point B. If the temperature is decreased 
by a disturbance, the rate of heat removal is greater than 
that of heat generation and the temperature reduces further 
to state A. Similar arguments can be made to verify that 
states A and C are stable operating points. The system 
discussed in the next section will attempt operation at an 
unstable point such as that of point B.
Continuous-Flow Stirred-Tank Reactor 
That this investigation will involve the regulation 
of a typical continuous-flow stirred-tank reactor was men­
tioned earlier. The particular reactor will be precisely 
the one for which system parameters were specified by Foster 
[F4]. The input reactant is undergoing a first-order reac- 
tion of the type X products with the rate of conversion 
given by dX(t)/dt = kX(t) = A'e ^^^X(t) . A sketch of
the reactor appears in Figure 4.b with the definition of 
symbols given in Table 4.a. By performing heat and mass 
balances, the differential equations relating to the rate
Q( t )  
Tj { t )  
Xj ( t )















Parameter Symbol Symbol Meaning
T(t) Output temperature, °R
x(t) Output concentration, Ib.- 
moles/ft3
Q(t) 3Material flow rate, ft /sec.
QcCt) Coolant Flow rate, ft^/sec.
T^(t) Input temperature, °R
x^Ct) Input concentration, Ib.- 
moles/ft3
U Cooling coil heat transfer 
coefficient, BTU/sec. ft2-°R
A Cooling coil heat transfer 
area, ft^
Reactor fluid heat capacity, 
BTU/lb.-Or
Ce Coolant heat capacity, BTU/lb.-Or
P Reactor fluid density, lbs/ft^
Pc
3Coolant density, lb/ft
V Reactor volume, ft^
AH Heat of reaction, BTU/lb.-mole
k Reaction coefficient, sec.~^
A' -1Reaction constant, sec.
Coolant temperature, °R
E Activation energy, BTU/lb.-mole
R Gas Constant, BTU/lb.-mole°R
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of change of the outputs T(t) and X(t) may be determined.
= # 1  [T. tt) - T(t)] - [T(t) - V




Accompanying these equations are the following assumptions:
1. Fluid parameters such as density and heat capacity are 
constant over the range of interest.
2. The coolant temperature is not a manipulative variable.
3. An arithmetic mean temperature differential across the 
coil walls is satisfactory throughout the range of 
operation.
Kermode and Stevens [K7] have carried out a stability 
analysis on this system and found an unstable point at 
T = 718.°R and X = 0.241 lb. moles/ft^ corresponding to 
the set of system parameters given in Table 4.b. Control 
will be attempted at this unstable steady-state subject to 
gaussian random input signals T\(t) and X^(t). These inputs 
are disturbed about the steady-state values assigned them 
in Table 4.b. Standard deviations of approximately one
percent were chosen arbitrarily for both stochastic signals
-1 -1 along with noise frequencies of 1.0 sec. and 1.5 sec.
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Table 4 .b
CSTR System Parameter Values
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for the temperature and concentration inputs respectively. 
These frequencies were simply chosen to be of the same order 
of magnitude as the frequency of the noise used by West [W2], 
The method of digital simulation of these gaussian distur­
bances is explained in Appendix D. Sensitivity to frequency 
variations will be investigated later.
Inputs and outputs are converted into perturbation 
variables yielding zero value steady state signals. The 
resulting deviation variables are defined as follows;
= X(t) - Xg 1
" output vector, y(t) = [y,(t),y,(t)]
ygtt) = T(t) - Tq 
m, (t) = Q (t) - Q
mcommand vector, m(t) = [m,(t),m,(t)]
"2 (t) = Qo (t) - Oool
Ui<t> = Ti(t) - Tie 
U2(t) = X.(t) - X.^
> disturbance vector,u(t) = [u^ftiyUgft)] T
With these definitions, the nonlinear system equations (4.1) 
and (4.2) are expanded in Taylor series to yield the linear­
ized system model of Chapter I,
y(t) = By(t) + Cm(t) + Du(t) (1.1)
q(t) = Ay(t)
where elements of system parameter matrices A,B,C, and D 
are defined in Table 4.c. Evaluating these matrix elements
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A quick glance at B reveals two left-half plane poles for 
the free, undisturbed linear system so that the corresponding 
nonlinear system is stable at least in the near vicinity of 
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from later simulations, input disturbances provoke an insta­
bility in the system at this operating point which ultimately 
results in a new steady state. The control schemes of the 
next two sections will attempt to minimize the effects of. 
such disturbances and permit operation at this unstable 
steady state.
Implementation of Noninteracting Control Scheme 
The interacting control scheme utilized in this disserta­
tion does not attempt to eliminate any system interrelations. 
This being the case, there is a need for only regulating 
controllers, not decoupling compensators of any type. The 
feedforward-feedback controllers are merely applied to the 
interacting system as illustrated in Figure l.a.
Things are not so simple, however, in the implementa­
tion of a noninteracting control scheme. In the technique 
considered here, the system must first be uncoupled. This 
done, conventional controllers are applied to the resulting 
univariant subsystems. This section should further clarify 
just how these objectives are accomplished.
The first step is to partially decouple the system by 
eliminating the effects of coolant and reactant flow rate 
variations upon the output concentration and temperature, 
respectively. Further, the effects upon both outputs of 
input concentration variations are suppressed. Thus, the 
output functionality is affected such that y^ = y^fx^yXg) 
and y 2 = ygtKg'^g)' To accomplish this decoupling by the
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internal feedback elimination method of Foster and Stevens 
the system must be transformed mathematically to the V -  
canonical structure. This requires the introduction of a 
"virtual" output y^ so that the inputs may be converted to 
outputs and fed back internally. Mathematically, a 
"virtual" system is adjoined to the "real" system in its 
P-canonical form as shown in Figure 4.c to generate this 
new output.
Now that we have a sufficient number of outputs, the 
V-canonical form of the internal structure may be con­
structed. Such a construction is illustrated in Figure 
4.d. From this illustration, it is obvious how to achieve 
the desired uncoupling. The interactions are represented 
now as internal feedback signals which may be simply 
cancelled by identical external feedback signals. The 
addition of the external decoupling compensators is 
depicted diagrammatically in Figure 4.e. Applying these 
same controllers to the system in its equivalent P form 
illustrates the implementation of the decoupling controllers 
onto the original interacting system. This configuration 
is shown in Figure 4.f.
Determination of the form of the decoupling controllers 
has now been reduced to finding the form of the system inter­
actions V^2 ' ^ 2 1 ' ^14' ^24' equations for these
terms coincide with equations (B-19) and (B-20). For this 



















V ' -canonical Structure Illustrating Internal Feedback Signals
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Application of Decoupling Controllers to Interacting System
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Cj, = = Kl4%:2S - [^22^44^12 + ^14^12^22^ (4.3)
•̂ 33




Cl4 = - Vi4 = (4-5)
^14^21
^24 = - ?24 = -  J,;- (4.6)
where, from the definition in the notation section.
J3 3 = K1 1 K2 2 K., - K14K22K4I + Kl4%2lK42- (4-7)
The forms of F^^, ^22' ^23 found from equa­
tions (B-16) thru (B-18). Since the K*j are simply
arbitrarily selected constants, they along with and
are merely feedforward amplifiers. From (4.3), (4.4), 
and Figure 4.f, ^21 seen to be feedback
proportional plus derivative controllers.
Closer examination of Figure 4.e reveals that it may 
now be represented as in Figure 4.g, two partially noninter­
acting subsystems. Complete noninteraction and system 
stability is effected by the application of a feedforward 
and a feedback controller to each subsystem as in Figure 
4.h. The system configuration at this point is that of 
Figure l.b in Chapter I. It can be easily verified from 







Two Partially Noninteracting Subsystems Resulting from 
the Application of the Decoupling Controllers
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Figure 4.h
The ith Subsystem with Feedforward and Feedback
Controllers Added
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The feedforward controllers are chosen to make the numera­
tor of (4.8) vanish yielding complete decoupling. The forms 
of Fggf and F^g are such that these controllers
are simply amplifiers:
where = ^̂ 4̂^ 2 2 ^ 4 3 “ ^14^23^42 (4 .1 0 )
and Jg2 = *14^23*41 “ *14*21^43 " *11^23^44 (4.11)
Conventional PID controllers are used for the feedback com­
pensators with the parameters adjusted so that the denomina­
tor of equation (4.8) has no right-half plane zeros, thus 
assuring subsystem stability. The reader is referred to 
Foster [F4] for the method of determining controller para­
meters from a consideration of desired output responses to 
step changes in input signals.
Digital Simulation of Control System Configurations 
The continuous flow stirred-tank reactor was simulated 
by the use of the System/360 Continuous System Modeling 
Program. Simulation has been used for some time in 
studying the dynamic behavior of complex engineering pro­
cesses and systems. Most of these dynamic systems are con­
tinuous in nature and have been in the past simulated on
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analog computers. But as the dimensionality and complexity 
of the systems under consideration become greater, the need 
is toward the accuracy and flexibility of the digital com­
puter. CSMP helps meet this need.
Three systems were simulated using CSMP. First, the 
free nonlinear reactor was programmed to verify the steady 
states given and to observe the effects of input distur­
bances on these states. Second, the nonlinear system was 
fitted with the feedforward and feedback controllers speci­
fied by the dynamic programming optimization technique.
Third, the nonlinear system was equipped with the controllers 
determined by the noninteracting control technique. These 
last two programs were utilized extensively in the investi­
gation. The mean output state deviations and mean control 
state deviations were monitored by the programs as the 
sensitivity to control parameter variations was observed. 
These CSMP programs were used at every stage of the inves­
tigation which follows. The GE-400 series time-sharing 
terminal was used in the calculation of the dynamic 
programming control parameters. All programs used appear 
in Appendix F of this dissertation.
Disturbance Inputs
For the purpose of comparison of the performance of 
a number of control systems, it would be advantageous to 
have an identical set of load disturbance inputs present
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in each system. If the same disturbances are irritating 
all concerned systems, one can better judge the quality of 
control obtained by the manipulated inputs from one system 
to another. However, if the measurable inputs are truly 
random, then by the very nature of random signals, they 
cannot be generated repeatedly in the same forms. The 
output from the simple RC filter described in Appendix D is 
computed analytically and, hence, can be reproduced at will. 
The resulting "pseudo"-random signals exhibit a statistical 
nature in line with the desired input forms. These signals 
will be used as disturbance inputs to the control systems 
considered.
The physical system variables functioning as load 
disturbances for the systems considered are reactant tem­
perature and concentration. The descriptive parameters 
for the disturbances are given in Table 4.d.












Portions of these disturbances are shown in Figure 4.i. 
Identical noise signals are to be assumed throughout the 
simulations unless otherwise specified. Hence, they need




Samples of the Gaussian Input Disturbances
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only appear this one time for visual examination. Where 
the results of a simulation run are to be presented, only 
the command and output signals will be shown.
Uncontrolled System Stability 
The chemical reactor model used in these simulations 
has three steady states. An explanation for the existence 
of these states is given at the beginning of this chapter 
where general heat generation-removal curves were illus­
trated. The actual curves for the reactor are now shown in 
Figure 4.j. From this plot it can be seen that the system 
possesses stable steady states in the neighborhoods of 
(T,X) = (658.8 °R, 0.4984 lb.-moles/ft^) and (764.8 °R,
30.05916 lb.-moles/ft ). This simply means that if the 
reactor is disturbed while operating near one of these 
states, the system will have no tendency to venture off 
to a new steady operating state, but rather will return in 
time and in the absence of new disturbances to the original 
operating state.
If, however, operation is attempted at the interior 
steady state without the benefit of a competent control 
scheme and in the presence of load disturbances, the 
unstable nature of this operating state soon becomes 
apparent. The system will move rapidly to one of the 
other steady states depending upon the nature of the initial 
disturbances. This unstable point occurs for this system 
at (718. °R, 0.24102 lb.-moles/ft^. To further test the
5000
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Dynamic Response of Reactor Outputs to Input Disturbances
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control schemes, the reactor will be operated throughout 
each simulation at this unstable steady state. The con­
trollers will serve to stabilize the system at this state 
while attenuating the output responses to the disturbances.
The dynamic response of the reactor to the input 
disturbances of Figure 4.i is shown in Figure 4.k. The 
initial negative perturbation in the input temperature 
prompts a decrease in the reactor temperature and a corre­
sponding increase in the reactor concentration. These 
changes are propagated by the imbalance in the heat rates 
as discussed earlier.
The Roles of Q and in the Control System
In order to understand the mechanism of system stabili­
zation and control in the given chemical reactor control 
system, it is expedient to consider the heat rate curves 
once again. We are reminded from Figure 4.j that the 
chemical reactor is attempting operation at an unstable 
point. Thus, the material and coolant flowrate control 
variables, Q and Q^, respectively, have not only the role 
of output regulation, but also of stabilizing a previously 
unstable chemical reactor.
Consider the energy equations which produce the heat 
rate curves.
Qgan = A'VXe'^^^’̂ AH (4.12)
V t  = (QpCp + - [QpCpT. + UAT^J (4.13)
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As the concentration X and temperature T are being controlled,
the shape and position of the curve will not change
significantly. However, the slope and heat intercept of the
Qout line will vary directly with Q . The intercept will
also vary indirectly with as a result of the functional
relationship between the mean coolant temperature, T , andCm
Q^. The effect of the prudent manipulation of both Q and 
is the shifting of the line to a position in which
its slope exceeds that of the Qg^^ curve at the operating 
point. The shift is illustrated in Figure 4.1(a). The 
reactor is now stable to input disturbances. From equation 
(4.13) we see that the change in slope is due solely to a 
manipulation of the material flow rate. Hence, even in 
cases where a large penalty factor is used for Q^, this 
manner of stabilization is still possible. However, Q 
alone must now shoulder the bulk of the responsibility for 
output regulation as well as stabilization. Reducing the 
penalty on the use of releases Q from some of the burden.
On the other hand, placing a high penalty on the use 
of Q forces to take on more of the task of stabilization.
If this is carried to its extreme, the manner of stabiliza­
tion must change. Equation (4.13) tells us that we can now 
change only the heat intercept. This shifts the line
perpendicularly as in Figure 4.1(b). If an input distur­
bance causes a perturbation in the reactor temperature, the 
controllers will attempt to produce a control manipulation 
which would, in effect, shift the unstable point of the
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Figure 4.1 
Effects of System Stabilization
67
reactor by changing the heat intercept of equation (4.13). 
For the positive perturbation of Figure 4.1(b) the reactor 
now experiences a higher rate of heat removal than heat 
generation and the temperature begins to decrease instead 
of increasing to the higher stable operating state.
These are the mechanisms of stabilization for the 
reactor control system. Whether a given control configura­
tion can handle the stabilization and control of the 
reactor remains to be seen.
Mean Deviation Time Dependence 
The mean control and output state deviations were de­
fined in the latter parts of Chapter III. The definitions 
are shown again here for the sake of discussion.
T
OSD = ^ [TT̂ ŷ  + n^ygjl/^dt (3.7)
CSD = ^
These mean deviations are analogous to the MSQ output and 
MSQ control values as calculated by equation (3.6). Given 
the system parameters and the input disturbance statistical 
parameters, the MSQ values could be calculated analytically. 
We discussed in Chapter III the fact that this calculational 
procedure becomes infeasible for multivariable systems or.
68
at least, for systems with more than one disturbance input. 
Thus, we reverted to the means of equations (3.7) and (3.8). 
The direct calculation of these mean deviations would re­
quire analytical time domain representations for the outputs 
and control variables. Unfortunately, this would require 
deterministic equations for the input disturbances. Since 
these load variables are gaussian random signals, no such 
deterministic equations exist. Consequently, the mean con­
trol and output state deviations must be calculated from 
the dynamic responses of the real or simulated process under 
consideration.
Now that we have determined how the mean deviations 
are to be calculated, another problem arises. It is con­
cerned with the fact that the outputs and control variables 
are dependent upon the random load disturbances. Hence, 
the mean deviations themselves are indirect functions of 
random variables. As such, we need to be concerned with 
the time interval T for which the means are to be determined. 
This interval must be long enough to yield a representative 
sample of the outputs and control variables. The following 
section will attempt to determine experimentally a value 
for this time interval.
It might be instructive to consider the time constants 
for the reactor. Because of the linearity with respect to 
the concentration in the differential equation for the 
reactor concentration, its time constant can be easily 
seen to be
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= V/(Q + k(T)V) . (4.14)
A heat balance over the reactor quickly yields the tempera­
ture time constant
V  = VpCp/lOpCp + - aOgen/a?) (4-151
where the heat generated by the reaction, 0^^^, is given 
by
Ggen = A'VX(-AH) (4.16)
Evaluation of these constants at the desired operating 
states produces a major time constant of = 96.2 seconds
and a minor time constant of 39.7 seconds. Since we are 
dealing here with an assumed perfectly-mixed reactor, these 
time constants really indicate very little. The most we 
can hope for is that the final effects of an upset in an 
input stream will be observed in the outputs after a period 
of time equaling only a few major time constants.
In order to help determine this period of time, I 
have chosen arbitrary sets of controllers with either 
interaction or noninteraction capabilities and applied 
them to the control of the reactor. Samples of the results 
of these simulations are shown in Figures 4.m and 4.n. The 
dynamic behavior of the mean output and control state 
deviations are illustrated in these figures.
The mean control state deviations for both the inter­
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values for all practical purposes after only two minutes, 
about one major time constant. The mean output state 
deviations, however, require a period of time extending 
over five major-time constants to level out at a near­
steady value. The mean output state deviation, OSD, does 
approach its eventual steady state to within about 7 per­
cent for the noninteracting control system. So we could 
get ball-park estimates of the mean output and control 
state deviations by allowing the simulation to proceed 
at least one major time constant of process time. A 
very good estimate of the control state deviation can be 
obtained by such a simulation, however, the output devia­
tion would be somewhat larger than its true steady-state 
value. Further, the comparison would be biased in favor 
of the interacting control system.
It appears from these results that the simulations 
must be continued for about eight minutes of process time 
in order to obtain good average deviations. However, 
shorter runs may be made keeping in mind the distortion 
in the average output deviations. There will be little 
error in the average control deviations for considerably 
shorter runs.
Control System Performance 
The mean control state deviation as defined in equation 
(3.8) can only in certain instances be regarded as a measure 
of the control effort, that is, the energy expended in
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controlling the outputs. In most instances that we will 
consider, however, it will give a measure of the effort. 
This is due to the nature of the disturbances considered 
in this investigation and, hence, the nature of the control 
signal itself. The randomness of the input disturbances 
contributes to the production of control signals which are 
similar in appearance to random signals. Hence, gauging 
the average deviation of the control state from its steady 
state should give a measure of the motion and, hence, the 
effort of the manipulative inputs. However, in situations 
where the control signals spend a considerable portion of 
the process time at saturation levels, the mean deviations 
could be as large as the previous case while actually the 
motion or effort of the control signals was relatively 
small. In this case one would get a poor indication of 
the control effort by the use of (3.8) . In summary, one 
must be careful in interpretting the mean control state 
deviation as control effort.
With these thoughts in mind we now consider a perfor­
mance chart. Figure 4.0(a) illustrates the control devia­
tion as a function of the output error. The various 
interacting control curves trace out the change in the 
measures for constant values of the material flowrate 
penalty factor while continuously varying the coolant 
flowrate penalty. The uppermost curve corresponds to the 


























vectors. The remaining noninteracting control parameters 
were held at the values given by Foster [F4J. As one 
advances to the left along the decoupled control curve 
the feedback gains increase causing a corresponding decrease 
in the system output error. An examination of the curve 
shows that the selection of the control parameters was 
very good as evidenced by the efficiency of the control 
system. An increase in the feedback gains produces a large 
decrease in the output error with only a small increase in 
the average deviation of the control state. In most cases, 
points on the noninteracting control curve were obtained 
by using equal feedback gains for the generation of the 
material and coolant flowrate control signals. Unequal 
feedback gains as well as perturbations in the other con­
trol parameters were also implemented. All the points 
fell along this curve provided they did not produce 
instability in the control system or produce controllers 
which were otherwise unable to control the reactor at its 
unstable point.
The four curves shown below the decoupled control 
curve are arbitrary interacting control graphs. The curves 
were obtained using an identity weighting matrix (j>. This 
matrix weights errors in the output variables X (concentra­
tion) and T (temperature) . Using such a (p obviously 
weights errors in T very heavily producing compensators 
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variations in X. The output forms are shown along with the 
control signals in Figure 4.o(b). Notice the identical 
shapes of the two control signals. They have been scaled 
proportionately to illustrate that their efforts are 
directed solely to the control of the reactor temperature. 
Hence they show the same form in their efforts to cancel 
input disturbance effects and regulate the temperature.
Good control of the temperature is realized while the con­
centration in the reactor experiences poor control and some 
offset. Offset can occur due to the fact that deviations 
in the concentration variable are ignored. The technique 
for balancing the weighting factors will be shown later.
The dashed curve nearest the bottom of the figure represents 
2'̂ 11 ” symbol is the penalty factor for use of
the material flowrate as a control variable. Considering 
the unity weighting factors on the outputs and the relative 
magnitudes of the outputs and the control variables, such a 
should serve to suppress the use of the material flow as 
a control signal. Consequently, for the larger ^22 '̂  the 
performance curve should tend to produce a smaller deviation 
in the control state than the other illustrated interacting 
control curves. This suspicion is verified by the relative 
position of the curve. However, the slopes of the curves 
imply that the controllers resulting from the specification 
of control parameters corresponding to the lower curve are 
less efficient in their efforts to control than controllers
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corresponding to the higher curves. Efficiency is taken 
here to mean the relative increase in control state devia­
tion for a corresponding decrease in the output error. One 
should notice too that the former controllers are operating 
exclusively at a lower level of output error.
Decreasing the penalty on Q manipulation serves to 
shift the performance curve nearer to a horizontal position. 
Accompanying the shift is an increase in efficiency and 
control state deviation and an overall worsening of the 
output control quality. The higher curves represent = 
10®, 10~^, and lO”  ̂ isograms. It appears that for a curve 
with equal to about 10 ^ , the interior portion of the 
interacting control performance curve will closely approxi­
mate the noninteracting control curve for some set of 
decoupling control feedback gains. This signals the end 
of a region wherein the interacting control system could 
produce a specific output error with less control deviation 
than that required for the noninteracting control configura­
tion. Such a region parallels Mesarovic's "proper inter­
acting domain" in which the interacting control performance 
index is less than the corresponding index values for the 
decoupled control case.
T,his illustration shows that for the particular control 
configurations considered the interacting controllers pro­
duced by the application of dynamic programming optimization 
can control the reactor equally as well and with less devia­
tion in the control state than the noninteracting controllers
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operating on an identical system. This was true despite 
the fact that an apparently-poor choice was made for the 
output weighting matrix <j). Later we will see what will 
happen with controllers produced by the specification of 
a well-balanced matrix ({). It should be pointed out that 
the curves of Figure 4.0 were generated for a terminal 
time of one minute. Referring back to the section on the 
time dependence of the average deviations, we recall that 
the mean control and output state deviations, CSD and OSD, 
values will actually be somewhat smaller. However, the 
percentage errors are about the same for both control con­
figurations so that the results of this section are 
perfectly valid. This fact will be verified in later 
sections of this investigation.
The values of ^22' penalty factor on the use of
the coolant flowrate as a control variable, vary from
■“3  "■ 2a low of about 10 on the “ iO curve to a high value
+4 2of about 10 for the = 10 isogram. The feedback
gains of the noninteracting control configuration ranged
from .25, below which the restricted effort of the control
system is incapable of stabilizing the reactor at its un-
3stable operating point, to 10 , a maximum gain comparable 
to the largest feedback gain of the interacting controllers. 
The left ends of the interacting control performance curves 
correspond to controllers which began to give control vari­
able saturation. We will not consider the case of control 
saturation at this time. The right ends of the curves
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represent the beginning of controllers which are incapable 
of producing stability in the operation of the control sys­
tem at this unstable operating state. This is due to the 
restricted use of the coolant flowrate produced by the 
increase in the penalty factor.
Mean Deviations as Functions of Penalty Factor Ratio
In order to further understand the roles of the penalty 
factors in the specification of the optimal interacting con­
trollers, we will now break down the performance curves of 
Figure 4.0(a). We have been emphasizing iĵ22 rather than 
’̂ll because the control system seems to respond better to 
the use of as the primary control variable (that is, 
when Qg is manipulated more freely than Q) and is the 
penalty factor for . Thus, the dependence on the 4^22 
penalty is stressed in the following.
Because of the wide range of the penalty factors in 
Figure 4.0(a), it is convenient to illustrate the mean 
deviations as functions of the penalty factor ratio ^^2/^1 1 ' 
In doing this, one is able to reduce the interval of interest
to approximately [10 10^^]. The ratio actually ranges
-2 +1from about 3 x 10 to 8 x 10 , but no additional infor­
mation is gained from the extended interval. By illustrating 
the mean deviations as functions of ^ 2 2^'^H' indirectly 
depict their dependence on \p22 well, since is constant 
along any of the resulting curves.
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of Figure 4.0Ca) in a slightly different way. The mean 
control and output state deviations are presented as 
functions of the penalty ratio this well-
behaved range of operation, where the control system is 
stable and no control saturation is encountered, we see
the similarity of the CSD and OSD to the control effort 
and MSQ output error used in the single-variable case.
The CSD (control effort) increases and the OSD (MSQ output 
error) decreases as the penalty on Q^ deviations decreases 
for constant ^̂ .i* ^^e sensitivity of the CSD to 1P22
variations decreases while that of the OSD increases as 
smaller penalties are placed on the use of Q as a manipula­
tive variable. Using Q to a greater extent relieves Q^ 
from some of the burden of stabilization. This extended 
use of Q makes the use of Q^ less critical and, conse­
quently, the control effort expended less sensitive to 
changes in the penalty on Q^. Releasing Q^ from a portion 
of the task of stabilization gives it freedom to have a 
larger effect on output regulation making the output 
error more sensitive to changes in its penalty 4 2̂ 2 *
In analyzing the graphs for changes in the penalty 
for constant on the basis of the magnitudes of the
mean deviations, one must keep in mind the shifts in the 
relative positions of the curves due to the effect of 
dividing the abscissa by the corresponding In other
words, if the deviations were to be plotted as functions 
of ^ 2 2 ' abscissa of each point on a 4̂ ^̂  curve must be
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multiplied by its respective before plotting. For
2instance, the = 10 curve would, in effect, shift 
horizontally two cycles to the right, the ~ iO  ̂ curve 
would shift one cycle to the left, and so on. The abscissa 
of the resulting plot would be '1̂ 22*
Rather than present these plots we will simply state 
the results in brief. Smaller fractional decreases in the 
penalty on Q decreases the control effort for constant 
values of ^2 2 * larger fractional changes in "lust be 
accompanied by comparable changes in ^2 2 ' otherwise con­
trol variable saturation or inability to control at the 
unstable point occurs depending on the sign of the changes. 
The decrease in control effort, with increased use of Q 
for constant 11 2̂2 was the reason for referring to as the 
primary control variable. The small decrease in control 
effort is accompanied by a large increase in output error. 
The decrease in control effort can be explained by saying 
that is better suited for regulation; thus, using Q 
more releases from some of its stabilization duties in
which it was apparently not well-suited in view of its 
excessive increase in motion. In other words, the increased 
use of Q was more than balanced by the decreased use of .
The increase in output error with increased use of Q for 
constant 11^22 only be explained by the accompanying
decreased use of .
Thus for the four interacting control curves presented 
one should use Q only enough to insure stability at the
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reactor's unstable point and vary 1̂ 22 to obtain the desired 
error. One may have to use Q to a greater extent at the 
expense of a higher control effort to obtain a satisfacto­
rily small output error.
Control Performance for Normal Weighting Factors 
As mentioned earlier, the interacting controllers of 
Figure 4.0(a) were weighted heavily toward producing a 
finely-controlled reactor temperature. This temperature 
regulation would, of course, attenuate the reactor concen­
tration to a certain degree due to the relationship between 
the concentration and temperature in the reactor. Since 
there are usually disparities in the absolute magnitudes 
of the various outputs, the output weighting factors in the 
performance index must be adjusted accordingly. This will 
alter the controller specifications in such a way as to 
yield the desired attenuation in each output.
Referring to equation (A.3), we see that the weighting 
is placed directly on the absolute deviations in the outputs 
rather than the normalized deviations. Multiplying the 
numerator and denominator of each output term by the square
of the corresponding output set point results in a new set
2of weighting factors on the normalized output
errors. The symbol is the setpoint for the ith output 
variable. As only the relative magnitudes of the weighting 
factors are of importance, we now arbitrarily set = 1. 
Then, to place an equal weight on each of the normalized
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output errors, simply set
♦kk = (2is/2ks)' W-171
Increasing this weighting factor increases the impor­
tance of the normalized error in the kth output. This 
results in increased attenuation of this output for the 
control system implemented with the corresponding regula­
tors. For a lack of any specific control requirements 
along this line for the system under consideration, we left 
the weighting factors unchanged in obtaining the 
following control performance results.
Consider the chemical reactor considered previously.
By varying the control penalty factors for the interacting 
control configuration utilizing the normal weighting factors, 
the performance curves of Figure 4.s(a) are obtained. The 
relative insensitivity of the mean control state deviation 
to variations in the penalty factor for controllers 
which yielded control performance similar to that of the 
noninteracting controllers prompted the exhibition of the 
1̂̂ 22 isograms. To give the noninteracting control scheme 
every advantage possible, we have placed no constraint 
whatsoever on the maximum allowable feedback gain. This 
enables the noninteracting controllers to effect a greater 
reduction in the output error.
In spite of the removal of all restrictions on the 
size of the feedback gains in the noninteracting control 
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capable of producing the same quality of control with less 
control effort. Further, the illustration shows that the 
interacting system controllers can effect a higher quality 
of control than is possible with the noninteracting control 
configuration. For the particular interacting controllers 
used, the 57 percent reduction in the minimum output error 
level is accomplished despite the 23 percent reduction in 
the mean control state deviation of the interacting control
signals. Other reduced combinations of OSD and CSD are
possible with different penalty factors. The interacting
- 6controllers corresponding to the ^22 ~ ^0 isogfam are 
capable of producing as low a level of output error as the 
noninteracting controllers. However, the low penalty on 
the use of the control variable prompts its overuse and 
a correspondingly higher control state deviation. Lower 
levels of control effort are possible with the interacting 
controllers at the expense of control quality.
At this point a few comments are in order concerning 
the shapes and the production of the performance curves of 
Figure 4.s. First of all, the curves were obtained by 
system simulations for process times of eight minutes. If 
one refers back to Figures 4 .m and 4.n, it can be seen that 
this easily allows time for very good averages of the con­
trol and output state deviations. Also, the level of 
control state error in the noninteracting control case 
is almost identical to that of Figure 4.0, thus reinforcing 
the validity of the earlier performance curves. The curves
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are merely shifted slightly to the right due to the short 
process simulation time.
Regarding the shape of the interacting control curves, 
the left ends correspond to minimum admissible penalties 
on the use of the Q control variable. This means simply 
that the use of penalties smaller than those corre­
sponding to the left ends of the curves triggers an 
excessive use of the material flowrate and, subsequently,
Q control saturation. The right ends of the curves 
correspond to maximum useful penalties. The specifi­
cation of larger values produces no change in control 
performance. The material flowrate is simply not used as 
a control variable if the penalty on its use gets any 
larger than the values corresponding to the right ends of 
the curves.
Figure 4.s(b) shows the control signals and output 
forms for both systems operating with about the same level 
of output attenuation. Although the material flowrate 
control signals are approximately equal, the interacting 
control scheme accomplishes the control with a much lower 
level of coolant flowrate activity.
A Space of Admissible Penalties
It is easier to justify the selection of the 
1^22^[10 10 10 used for illustration in Figure
4.s(a) in the following context. Consider the m-dimen- 
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For a given set of output weighting factors there is some 
subset of the penalty space with elements that produce 
admissible control in the control system. Admissible con­
trol is defined here as stable, unsaturating control.
There is no known method of determining a priori the 
elements of this admissible penalty space.
Figure 4.t defines the two-dimensional admissible 
penalty region for the chemical reactor under investigation 
using normal weighting factors. The sets of penalty factors 
above the region produce controllers which are incapable 
of inducing stability in the reactor. Below the region 
the penalty on is so small that control variable satura­
tion is encountered in the use of the coolant flowrate. 
Similarly to the left, the small penalty factor pro­
duces material flowrate signal saturation. Around the 
lower left corner of the region an interval of transition 
exists where both Q and control saturation occur.
Another transitory region appears at the upper left corner 
where material flowrate saturation gives way to poor con­
trol and finally system instability.
-2The upper edge occurs around 1^22 “ iO with the lower
edge in the vicinity of 1^22 = 10 The middle of the
-4region lies approximately along the line 1^22 " • Hence,
the three performance curves of Figure 4.s correspond to 
penalty factors which extend over the full range of admiss­








A Region of Admissible Penalties
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useful penalties on Q explains the semi-infinite extent to 
the right. We do not see this semi-infinite characteristic 
in the direction of larger 1P22 because of the role of 
as the primary control variable discussed earlier. As the 
use of Qg is restricted, Q must take over more of the burden 
of regulation making it less effective in system stabiliza­
tion and worsening the quality of control. The shift to 
system instability occurs more suddenly as one progresses 
upward at higher values of because then has the sole 
responsibility for stabilization. At lower values of 
the use of Q is less restricted and it is able to prolong 
stability at least until manipulation completely ceases.
In other words, there is a transitory region along the top 
of the admissible region decreasing in depth as one moves 
to the right wherein system stability exists, but where 
the system's outputs are poorly controlled.
The boundaries of the admissible penalty region as 
shown are intended to be only approximate. A complete and 
accurate definition of the region would require extensive 
computation. The illustration does clarify the selection 
of the ip22 isograms of Figure 4.s.
Control Signal Saturation
Both the interacting and noninteracting control systems 
have thus far enjoyed considerable freedom with respect to 
control signal variations. The controllers have been allowed 
to specify control action corresponding on the lower end to
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complete suppression of the flowrate control variables and 
on the Upper end to flowrates four or five times the magni­
tudes of the desired operating states. These and other 
bounds were chosen arbitrarily in this simulation. They 
would normally be dependent upon the particular operating 
requirements and limitations of the given control system.
The wide range included by these saturation constraints 
has resulted by viewing the constraints as "hard" bounds.
A hard constraint results from physical limitations in the 
controller elements. In the case considered in which flow­
rates were the control variables, the lower and upper 
bounds correspond to completely-closed and wide-open valve 
stem positions, respectively.
Another "hard" constraint might be encountered in this 
particular control system. This constraint would correspond 
to limitations in the rates of change of valve-flow openings, 
Thus constraints on the time derivatives of the flowrates 
must come into consideration. This derivative dependence 
suggest a proportionality between the input penalty factor 
and the square of the frequency variable [G2]. Greenfield 
points out that such constraints would not generally have 
such a severe effect on control performance as saturation 
constraints. Hence, we will concern ourselves with the 
latter in this investigation.
Use of a specific optimal control scheme will not 
guarantee that the resulting control signals will not 
violate any existing saturation constraints. In the
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interacting control scheme considered, for instance, there 
is no way to predict a priori the input penalty factor 
corresponding to a particular saturation constraint. The 
specification of the penalty factors is a trial-and-error 
procedure dependent upon saturation constraints on the one 
hand and performance requirements on the other. Hence, 
restricting the amplitudes of certain control signal varia­
tions may result in an inability to achieve the desired 
output attenuation. In other words, there may not exist 
a set of penalty factors which can satisfy both operational 
requirements of no control saturation and high output 
attenuation. In this case the control system should be 
redesigned to ease some of the system limitations.
To maintain the control signals within the given 
saturation bounds, one of two common constraint functions 
may be used. One of the constraint functions is linear in 
nature. This function may be interpretted as in Figure 4.u. 
Here the control signal m would violate the saturation con­
straints M £ m ^ M implemented. The linear constraint 
function will serve to tone down the variations'in the 
signal to the degree that it will no longer violate the 
signal bounds. A small percentage violation may be allowed 
in some cases.
Such a constraint function has essentially the same 
effect as the penalty factor in the scalar performance 
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energy constraints in the performance index. This imposes 
a constraint on the motion of, or energy expended by, the 
control signal. Hence, it is somewhat attenuated. The 
unfortunate thing about this type of constraint function 
is that it simultaneously hinders the "legal" as well as 
"illegal" portions of the control signal. There is no 
need to impede the motion of that portion of the manipg- 
latable variable that remains within the saturation bounds. 
Hence, a largely-unnecessary burden is placed on the con­
trol signal.
Nonetheless, the linear constraint function is useful 
in producing a control signal which satisfies the satura­
tion constraints. Its counterpart, the input penalty 
factor, is easily manipulated in the application of the 
interacting control scheme. Thus, after a few trials, an 
unsaturating control signal vector can be obtained. In 
Figure 4.v the results of the application of this technique 
can be seen. In part (a) the control system is considered 
to be "subconstrained". The system is actually operating
with balanced output weighting factors and with an input
-3 -4penalty factor matrix ij; = (10 , 1 0  ) . The system is
sub-constrained in the sense that the penalty factor on 
at least one of the control variables is so small that the 
particular variable is violating its corresponding satura­
tion constraints. In this case, the illegal control signal 
is Q^, the coolant flowrate. It so happens that Q is in 





T =  718 .0
m
y
( a )  SUB-CONSTRAINED INTERACTING CONTROL
Figure 4.v




Q r=  0 .2
X = 0.241
T = 718 .0
(b )  L INEARLY-CONSTRAINED INTERACTING CONTROL  
Figure 4.v.
Interacting Control System Outputs with Linearly- 
Constrained Materiel Flowrate
101
to variations in so rather than increasing the penalty
to Og alone, both penalty factors will be increased by a 
factor of 10. The increased penalty on the use of brings 
it to within the saturation bounds illustrated by the 
dashed lines. The penalty factors are sufficiently small 
to allow continued control of the concentration while the 
quality of reactor temperature control drops.
The ease of implementation of such a linear constraint 
treatment of a saturating variable is inherent in the inter­
acting control scheme. This is so because the generation 
of the optimal control signal is based on the minimization 
of a performance functional involving linear factors multi­
plied by the square of the control signals. Realization of 
a linear constraint treatment in the noninteracting control 
case is not so simple. The trial-and-error technique of 
calculation of the control parameters does not yield itself 
to inclusion of linear constraint functions operating on 
the control signals. Hence, there is no straight-forward 
manner of implementing a linear constraint treatment of 
the control variables in the noninteracting control 
technique.
There is, however, a technique of handling control 
variables which have a tendency to exceed saturation bounds 
that can be applied to any control system. This method 
involves the use of a simple clipping function. The results 
of such a function can be seen in Figure 4.w. The control 
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bound. Then the signal is simply held at the bound until 
the controllers specify a different action. The flow valve 
itself might serve as a clipping function in a control sys­
tem in which the compensators direct a control action 
beyond the physical capabilities of the valve. The advan­
tage of such a constraint treatment is that it frees the 
control signal between the saturation bounds. Control 
action is unburdened there and, hence, no additional con­
trol quality should be needlessly sacrificed.
The results of the clipping function are somewhat 
more complex in the multivariable control case. If one or 
more control signals are holding steady at their satura­
tion bounds, the remaining command signals will modify 
their form to account for the fact that they alone must 
cancel input and output variations. This phenomena has 
been termed "control effort redirection" [G2] . Obviously, 
it is unique to the multivariable control system. A small 
amount of this redirection can be seen in Figure 4.x and 
4.y.
Figure 4.x illustrates the effect of the clipping 
function on the interacting control system. Figure 4.y 
does the same for the noninteracting control system. Both 
systems show some control effort redirection. The effect 
of the clipper is more evident in the noninteracting con­
trol system. Although the control variables still maintain 
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Figure 4.x
Effect of Clipping Function Constraint on Interacting
Control System
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Figure 4.x
Effect of Clipping Function Constraint on Interacting
Control System
106
0 = 0  5
QL=0.2
X = 0.241
T = 7 I8 . 0
m'YPLJ]mF\jjinFr
( c )  AOg = ± 0 . 0 2 5  CLIP
Figure 4.x






T = 7 18 .0
(q) n o  clipping FUNCTION
Figure 4.y





X = 0 .241
T = 718.0
M i i n  1 n ly 1M n i TI f U I I 'Will 111 I f  M L # ' # I l f
(b )  A Q c = ± 0 . 0 5  CLIP
Figure 4.y






T =  718.0
( c )  6 0 g  = ± 0 . 0 2 5  CLIP
Figure 4.y
Effect of Clipping Function Constraint on Noninteracting
Control System
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reactor temperature suffers poorer control in the noninter­
acting control scheme because of the dual roles of the 
control variables. They must not only regulate the outputs; 
they must also decouple the multivariable system.
We can get a comparison of the linear saturation con­
straint and the clipping constraint functions operating on 
this multivariable system by considering Figure 4.v(b) and 
4.x(c). In both constrained control systems the coolant 
flowrate is restricted to an interval extending + 0.025
3ft /sec. from the steady state operating point. In this 
case the clipping function constraint maintains a slightly 
lower level of reactor temperature error. This verifies 
an earlier discussion regarding poorer control due to 
unnecessary burdening of the control signal within the 
saturation bounds.
Constraints on the material flowrate control variable 
yield results similar to those above. Tighter constraints 
on either or both control signals eventually result in a 
control system inability to maintain stable regulation of 
the controlled outputs. In the limit, tighter and tighter 
constraints result in the uncontrolled reactor outputs of 
Figure 4.k.
In summary, both control systems exhibit an ability 
to maintain adequate output regulation when subjected to 
reasonable saturation constraints. While there is no 
apparent method of implementation of a linear constraint
Ill
treatment on the noninteracting control system, such a 
treatment is already built into the interacting control 
scheme. When a clipping function constraint is in effect 
on both control systems, the interacting control scheme 
provides the greater output attenuation in every case.
Effect of Output Measurement Noise on Control Performance
To apply a control scheme to an industrial process re­
quires the use of measurement devices as well as other 
control equipment. These devices are always limited to a 
degree in their ability to sense a small variation in a 
particular signal. In the case of output measurement, the 
sensing devices may be insensitive enough to "miss" small 
deviations in the controlled variables, thus giving rise 
to a certain minimum level of output attenuation. In 
simpler terms, the compensators cannot direct control action 
to alleviate an output error that they cannot "see" in the 
first place. This dead band region of operation has been 
discussed by West [W2J. He points out the difficulty which 
arises in solving the optimal control equations for what is 
now a discontinuous control signal. The reader is referred 
to West for further discussion. In this section we will 
extend our investigation to a consideration of the relative 
effect of this dead zone on the interacting and noninter­
acting control techniques.
The dead band phenomena can be simulated by the 
introduction of a low level of noise in the feedback control
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loop. This noise can be viewed as measurement noise i.e. 
the output signals when monitored for control are cluttered 
with superimposed noise signals. This can be seen from 
Figure 4.z. The measurement noise vector, n(t), shields 
a portion of the outputs from view thus hindering addi­
tional output attenuation.
Identical measurement noise vectors were superimposed 
over the output vectors from both the interacting and the
noninteracting control systems. We will now investigate 
the effect on the performance curves of Figure 4.s. One 
would expect the curves to shift in the direction of 
increased output error and increased control effort. Con­
sideration of Figure 4.aa verifies this suspicion. The 
minimum possible output error increases by almost two 
orders of magnitude for both the interacting and the 
noninteracting control systems. The output regulation 
can be accomplished with approximately the same level of 
control effort as in the previous case. To keep the con­
trol effort down in the interacting control case, the
penalty factors must be increased. In the ideal case, a
-4penalty factor 1^22 “ gave approximately the same
results for interacting control as was obtained using non­
interacting control. Use of that penalty factor in the 
presence of measurement noise, however, gives rise to a 
larger control effort required for the interacting scheme 
as opposed to the noninteracting method. By increasing 
the components of the penalty factor matrix, the interacting
113
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Figure 4.z
Illustration of the Introduction of a Measurement Noise Vector
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control scheme can achieve the same level of output error 
as the noninteracting scheme and it can do so with con­
siderably less control effort--an order of magnitude less. 
Further, one can verify from Figure 4.aa that the inter­
acting control system can achieve at least a 57 percent 
smaller output error than is possible with the noninter­
acting control system. On top of that, it takes not 
more effort, but at least 67 percent less control effort 
to accomplish the higher level of output attenuation.
While the reduction in output error from noninteracting 
to interacting control is about the same as in the ideal 
case, the introduction of measurement noise has actually 
increased the benefits of using the interacting control 
system by providing greater reductions in the control 
effort.
Figure 4.bb illustrates the decreased control effort 
of the interacting control system. Both systems produce 
about the same output error, but the control efforts differ 
greatly. Although the coolant flowrate control variables 
are about the same, there is considerably lower activity 
in the material flowrate for the interacting control sys­
tem. By slowly increasing the penalty factor and 
reducing the i|^22 factor, one can bring the two interacting 
control variables into balance at a level of activity 
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Interacting and Noninteracting Control System Responses in the 
Presence of Measurement Noise
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(b )  NONINTERACTING CONTROL
Figure 4.bb
Interacting and Noninteracting Control System Responses in the 
Presence of Measurement Noise
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The mean deviation in the measurement noise vector
-3was recorded for this example at 1.691 x 10 . By proper
choice of the control parameters both systems are able to 
reduce the level of output error below that of the measure­
ment noise. Similar results were recorded by West [W2J in 
the use of a relatively high MSQ noise level.
We have shown in this section that the advantages of 
using the interacting control scheme have been reinforced 
by the introduction of complexities into the control system.
In this case, measurement noise present in the feedback 
loop has enabled us to shape an interacting control con­
figuration which will yield the same level of output error 
with considerably less control effort than with noninteracting 
control. We have illustrated the results of a particular 
example in Figure 4.bb from the broad range of possibil­
ities depicted by Figure 4.aa.
The Relative Effect of Time Delays on Control Performance
The configuration of a chemical process can be such 
that a monitored or manipulative variation in an input stream 
variable does not immediately effect the output variables.
Such a time delay would be present in a process such as a 
distillation column or tubular reactor where input-distur- 
bance measurement-devices are located well upstream from 
the actual process itself. Thus, a monitored variation in 
an input variable at time t would not actually be experienced 
by the process until time t+T, where t is the time lapse
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between measurement and entrance of the variation into the 
process. Another type of time delay that could be present 
is control delay. Here there is a time lag between measure­
ment of the output variables (in the case of feedback con­
trol) or measurement of the input disturbances (in the case 
of predictive or feedforward control) and the actual 
implementation of the resulting command signal. This delay 
might occur as the result of output measurement devices 
being located well downstream of the process or by virtue 
of a slow-acting control valve configuration.
Regardless of whether these time delays are the result 
of correctable inefficiencies or inherent limitations in 
the control system configuration, they would obviously have 
a detrimental effect on output regulation. The severity of 
the effect on control quality is a function not only of the 
control parameters and duration of the time delays, but 
more importantly, it is dependent upon the control system 
configuration itself. It is the purpose of this section 
to illustrate this dependence and, where possible, offer 
corrective measures.
The consideration of time delays in a multivariable 
chemical process can indeed be extremely complicated. The 
complexity arises not so much in determining the nature of 
the delays, but rather in eliminating the effects on con­
trol quality. This difficulty results from the possible 
existence of separate and unequal delays being associated
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with each of a number of inputs and outputs.
For the sake of illustration, let us concern ourselves 
with a simple case. Consider a first order multivariable 
process such as that described by equations (1 .1 ) and (1 .2 ). 
Let the system be subject to equal process delays in each 
of the inputs. The process delay is represented by t and 
no control delay is present. The time domain equations 
now have the form
ŷ (t) = By(t) + C ra(t-T) + Du(t-x) (4.18)
where the vectors and matrices are defined as in Chapter I . 
Thus, the outputs at time t are functions of the control 
and disturbance inputs t time units prior to t. Equation 
(4.18) can be transformed to yield the following more 
familiar Laplace domain representation of a time delay 
system:
YCs) = Pj^(s)e"^® M(s) + Pp(s)e"'^® U(s) (4.19)
where P.(s) = [si - B] ^C (4.20)
Pp(s) = [si - B]"^D (4.21)
For the case of interacting control, the time-domain optimal 
control law obtained from equation (2 .1 0 ) has the following 
form:
m* (t) = Qp u(t) - y (t+T) (4.22)
The control and disturbance inputs will be delayed equally.
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hence, their arguments are identical. However, the control 
signal must be implemented at time t to counteract a feed­
back error t time units in the future at time t+T. Thus, 
the argument for the outputs is t+T. This obviously means 
that we must predict the form of the outputs in advance if 
we are to specify corrective action in sufficient time to 
have a regulative effect on the outputs. This can be 
carried out by considering the impulse response solution 
of equation (4.18) [W2].





The symbols are underlined to emphasize their vector-matrix 
nature. Thus, we have the output vector at t+T entirely in 
terms of measurable or calculable quantities. The multi- 
variable convolution form of equation (4.23) may now be 
written almost exactly as shown by West [W2] for the single­
variable case.
Y_(t+T) = e^—  ̂ %(t) + e^—^ * Cm(t)
+Bt -B(t-T) * Cm(t-T) (4.24)— s —' e —- —
+ e'*'-̂  * Du(t) - e+B? g-B(t-T)  ̂Du(t)
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Here, however, we are dealing with matrix- rather than 
scalar-exponentials. Taking the Laplace transform of equa­
tion (4.24) and substituting this into the s-domain form of 
equation (4.22) yields, upon rearrangement, the optimal 
control signal in terms of the delay controllers Q*(s) and 
Q*(s).
M*(s) = Q*(s) U(s) - Q*(S) Y(s) (4.25)
The new controllers are calculated from the following 
matrix equations ;
Qg(s) = II + Q^L(s) P„(s)r^IQo - QgLIs) Pg(s)]
(4.26)
Q*(s) = [I + g^L(s) P^(s)]"^Q^e+-'" (4.27)
where L(s) = [I. + e^—  ̂ e . (4.28)
These multivariable delay controllers are similar to the 
univariant controllers specified by West [W2]. They appear 
at first glance to be quite complicated, but closer examina­
tion reveals their simple nature. The inverse matrix 
prefactor [I + Q^L(s) (s)] ^ is common to both equations 
(4.26) and (4.27). In block diagram algebra, this represents 
a negative feedback loop around an identity matrix. Since 
it is present in both terms of equation (4.25), it need 
only appear once in the system block diagram. With this 
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Figure 4.cc 
Block Diagram Representation for System 
with Delay Controllers
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with delay controllers is seen to be that of Figure 4.cc. 
One should be reminded that the Qĵ  and matrices are the 
controllers as calculated for the zero-time-delay case.
Thus, for the case of no control delay and equal pro­
cess delays in the effect of all inputs, we have developed 
equations for the optimal controllers which can be simu­
lated by analog or digital computers from their block 
diagram configuration. The vector-matrix notation used 
in this section does not lend itself to the treatment of 
time-delay systems in which a number of unequal process 
delays are present. If large process delays are unavoid­
able and they cannot be forced to coincide in duration, 
the control system must be redesigned. The case of con­
trol delay may be handled in much the same manner as the 
case considered in this section.
The analysis thus far has been centered about the 
interacting control system. For the case of noninteracting 
control, further complications arise. The controllers in 
this case must not only regulate the outputs; they must 
also decouple the multivariable system. The complexity of 
this requirement is so great that to date no techniques 
are available to handle time-delay systems using Foster's 
method of noninteracting control. If one was able in some 
way to decouple the interacting system in the presence of 
the time delays, then in theory, single-variable techniques 
could be applied to "tune out" the delays from each uni­
variant subsystem. The decoupling condition is great.
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however, and there obviously remains much work to be done 
in this area.
Now that we have briefly discussed process delay sys­
tems and some corrective measures which can be taken, we 
now proceed to observe the relative effect of time delays 
on the degree of output attenuation possible by the 
interacting and noninteracting control systems. Of inter­
est also is the corresponding control effort necessary in 
achieving a certain lével of output error. We will begin 
the discussion of these effects with an analysis of Figure 
4.dd.
This illustration shows the effect of various lengths 
of process input time delay on control performance.
Families of curves are depicted for one and three second 
time delays. The effect of the introduction of a one 
second delay on output error and control effort can be 
seen by consideration of the zero-time-delay performance 
curves of Figure 4.s(a). The lowest level of output error 
possible with interacting control is increased by an order 
of magnitude with the delay. However, the process delay 
has a more serious effect on the noninteracting control 
system. The minimum output error is increased by two 
orders of magnitude.
The effect on interacting control configurations with
control parameters yielding lower levels of control effort
is almost nonexistent. The = lO”  ̂ isogram shows little
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and lO”® isograms show a large increase in control effort.
In fact, the lO”  ̂ curve can no longer be defined because 
control variable saturation has set in. This increase in 
control effort is explained by the low penalty factors.
It should be noted that it is highly possible that a ^ 2 2  
slightly smaller than lo”  ̂might produce an even lower 
level of output error than that shown.
The effect on control effort expended by the noninter­
acting control system with time delay present is negligible. 
The sole effect is seen in an increased output error level. 
The points on the curve shift only slightly to the right, 
but the magnitudes of allowable feedback gains are greatly 
restricted. Noninteracting control feedback gains larger 
than about 2 result in system instability.
One might also notice that the output error interval 
spanned by any particular control parameter isogram has 
been reduced. This is due to the increase in the minimum 
admissible penalty. Smaller factors result in 
higher feedback gains and, consequently, control variable 
saturation as a result of system instability. The output 
error span is further reduced by the introduction of a 
still larger 3 second time delay. The region of stable 
operation is reduced resulting in increased minimum levels 
of output attenuation. In the case of noninteracting con­
trol, stable operation is almost impossible. This suggests 
that any further increase in process delay would result in
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the noninteracting control system being incapable of 
regulating the outputs. This actually occurs for a 4 
second time delay where unstable reactor operation cannot 
be erased by the noninteracting system controllers.
Stable operation with good output regulation is still 
possible with the interacting control system. System 
performance with a penalty factor matrix ip = (1 0 *^, 1 0 ~^) 
is represented by the square dot at (1.45 x 10~^,
1.12 X 10 ^). It may be possible to further reduce the 
level of output error by a different combination of 
penalty factors.
In this section, we have shown how the advantages 
of using interacting control are magnified in the presence 
of system time delay. The interacting control system is 
able to retain stable regulation of the outputs where 
the noninteracting control system fails. Further, pre­
liminary development of interacting control compensators 
which would serve to tune out process delay was initiated. 




In this chapter w e  will discuss to a greater extent the 
steps involved in the synthesis of a multivariable control 
system and, by so doing, further explain the observed results 
of Chapter IV. The discussion will be oriented towards 
explanation of performance results in terms of properties 
characteristic of an interacting or a noninteracting con­
trol system. Thus, we hope to generalize the results of 
Chapter IV to cover a wider range of interacting and n o n ­
interacting control systems.
Multivariable Control Systems Synthesis 
Thus far we have conducted a comparison of two vastly 
different control configurations. In both cases we began with 
an identical linear multivariable system which was characterized 
by input-output and output-output interaction. One of the 
control techniques, dynamic programming interacting control, 
operated directly upon the interacting system and attempted 
no interaction uncouplingi On the basis of the linear system 
model, the interacting controllers were proposed and applied 
directly to the interacting system. The other method of
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control, internal-feedback-elimination noninteracting con­
trol, was saddled with a pre-regulation requirement— namely, 
interaction uncoupling. Prior to attempts at output regula­
tion, the system was decoupled, transforming each output into 
a function of one measurable and one manipulatable input.
What we want to discuss in this section are the various steps 
taken in the implementation of interacting and noninteracting 
control schemes. Where possible we will point out some of the 
limitations involved in a particular step. We hope to help 
one to decide between an interacting and a noninteracting 
control configuration for a given process.
The first step taken in the application of an interacting 
or noninteracting control technique is the identification of 
the system model. This was not a problem in the preceding 
investigation because the exact model parameters were specified 
before implementation began. However, in the control of a 
physical process, accurate determination of system parameters 
is greatly beneficial, but some model error will always 
occur as a result of these determinations. The sensitivity 
of the control system to these errors will depend upon the 
particular control scheme utilized. To state that either 
an interacting or a decoupling control scheme would have 
the advantage here would be impossible without a detailed 
analysis for the particular system.
There is, however, a point which should be brought 
out here. Obviously, the actual regulation of the outputs of
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either control system is sensitive to model error, but in 
the case of the noninteracting control system there is an 
additional area of performance which is subject to these 
errors. We are speaking here of uncoupling performance.
That is, how well do the compensators eliminate sysjbem 
interactions? Noninteracting control performance is 
directly dependent upon the satisfactory completion of this 
requirement. The hypothesis in controlling the outputs is 
that the system is uncoupled. If this requirement is not 
fulfilled due to model error, then the regulation of system 
outputs by noninteracting control already has difficulty.
This is, of course, not sufficient evidence to condemn the 
noninteracting control system to a higher performance sensitiv­
ity to model error. On the other hand, when model error is 
small, dynamic uncoupling may, as Greenfield and Ward [G2] 
indicate, be the most suitable method of control, as the 
effects just discussed are not a major factor in this case.
After determination of the process model, the paths 
taken by the methods of control split. Let us discuss first 
the route taken by the noninteracting control technique.
The first step is structural transformation. That is, the 
system model must be transformed into a configuration that 
will accommodate the method of decoupling. In the case of 
Foster's internal feedback elimination technique, this 
amounts to representing the system's internal structure in the 
form of Mesarovic's V-canonical representation. Then, the
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intercouplings, represented by internal feedback loops, are 
eliminated by external feedback controllers. The structural 
analysis method of Greenfield and Ward [G3] represents the 
interactions as feedforward and feedback intercouplings which 
are consequently cancelled by feedforward and feedback con^ 
trollers. The majority of the other direct noninteraction 
techniques use an approach equivalent to one of the above 
methods.
Once determination of controller parameters is made 
and the decoupling controllers are implemented, the paths 
of interacting and nohinteracting control converge once 
again. At this point, the forms of the output regulators 
are determined and the regulators themselves are applied 
to the system. Control parameter adjustments must now be 
made. In the case of the noninteracting control scheme 
investigated, the adjustments must be made in light of 
stability considerations. Use of certain control parameters 
may result in an unstable control system. So attention must 
be paid to the poles of the control system transfer function 
in the case of noninteracting control. This is not a pro­
blem with the dynamic programming interacting controllers. 
They were designed with the objective of minimizing a 
particular performance index which, in turn, assured 
stability because the index itself is a Lyapunov function.
Finally, once satisfactory levels of output error and 
control effort are attained by the adjustment of controller
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parameters, the multivariable control system design is com­
plete. A diagrammatical approach to the preceding discussion 
is shown in Figure 5.a. The number of steps that can be 
avoided by the use of interacting control systems, where 
possible, is apparent from the illustration.
Interacting Versus Noninteracting Control 
Amara [Al], Mesarovic [M8 ], and others have proven 
that conventional uncoupling of complex multivariable sys­
tems will in general result in a suboptimal design. This 
is true because many systems are dependent upon system 
interactions for optimum performance [B20]. We have shown 
in Chapter IV that these results are not restricted to 
complex systems. However, the superior performance of 
interacting control becomes more prominent as more system 
complexities— such as, measurement noise, time delays, and 
control saturation constraints— become major factors. Similar 
results were predicted by Bollinger and Lamb [B17] for the 
case of control element time lags. They pointed out that 
the presence of such delays necessitate additional deriva­
tive action. In the case of a V-canonical type noninterac­
tion algorithm, this would result in uncoupling controllers 
which contain second derivative control modes that would 
generally be physically nonrealizable [G2]. Further, Luecke 
[L9] showed that first derivative control action can cause 
problems in the presence of measurement noise and model 
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Figure 5.a
Simplification of Multivariable Control System Design
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In this section, we will discuss briefly the results 
of Chapter IV from a more theoretical viewpoint. The dis­
cussion will be carried on in terms of properties character­
istic of a particular class of control schemes. In this way 
we hope to broaden the application of those results obtained.
The discussion will include arguments similar to those 
Greenfield [G2] used in his work on noninteracting control 
systems.
First, consider the presence of saturation constraints 
on the control variables. Restricting the range of a con­
trol signal below that specified by the optimal control 
law must certainly have an effect on control performance 
regardless of the particular control configuration utilized.
In the case of uncoupling control, however, the control 
signals contain both regulatory and uncoupling components.
Thus, restricting the control signals would restrict the 
effectiveness of the uncoupling procedure. If complete un­
coupling is unattainable, then the independent regulation of 
the subsystems will be hindered. This indirect hindrance to 
output regulation is in addition to that resulting directly 
from the restraint on control action. Thus, the presence of 
saturation constraints in noninteracting control systems has 
a double effect on control performance. It is impossible to 
say, of course, that the resulting noninteracting control 
quality would be worse that that attainable with the correspon­
ding interacting control system. This would depend upon the
136
severity of the constraints and upon the strength of system 
inter-relations.
If the constraints are not too tight, then it is likely 
that they will have little effect on the control performance 
of either control system. If the system intercouplings are 
weak, the importance of the uncoupling components of the 
control signals is lessened and the significance of the 
multiple effect mentioned earlier may be diminished. As 
the strength of system interactions increases, however, the 
advantage would shift in favor of interacting control. This 
superior performance was evidenced in Chapter IV.
Another significant point might be brought out here.
The noninteracting control system considered in Chapter IV 
operated on the system by representing interactions in a 
feedback form. These interactions were then eliminated by 
feedback controllers. Consequently, if one could maintain 
the control signals within reasonable bounds by restricting 
only the feedforward portion of the control signals, the 
uncoupling procedure would be unaffected. This limitation on 
feedforward control would, of course, have a detrimental 
effect on the response of the outputs to input disturbances. 
Thus, a balance would need to be obtained on the distribution 
of the constraint satisfaction between feedforward and feed­
back control.
This reallocation of the responsibility for control con­
straint satisfaction between feedforward and feedback control 
elements seems like a profitable area for further research.
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It would be most useful in the application of any V-canonical 
type noninteracting control technique. However, some appli­
cation can be seen to a structural uncoupling control 
technique such as that proposed by Greenfield and Ward [G3].
In this type of noninteraction technique, system interactions 
are represented by both feedforward and feedback intercouplings. 
Thus, both the feedforward and the feedback control signals 
contain uncoupling components. In this case, consideration 
could be given to the relative strength of feedforward and 
feedback intercoupling loops. Then, the responsibility for 
control constraint satisfaction could be routed to either 
feedforward or feedback control loops responsible for the 
decoupling of weak inter-relations. The degradation of 
uncoupling performance would then be minimized.
Consider now the presence of measurement noise as a 
complicating factor in the multivariable system. Measure­
ment noise (or its counterpart, limited instrument precision) 
will have a detrimental effect on the control performance of 
any control technique. Two instances of this effect were 
witnessed in Chapter IV. But here again, further complica­
tions arise in the case of noninteracting control. In the 
V-canonical uncoupling techniques, the presence of measure­
ment noise produces unwarranted, random feedback control 
signals which could result in even higher random variations 
in the controlled output signals when feedback gains are 
high or derivative control modes are used [G2]. This would 
obviously necessitate lowering the feedback and derivative
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gains which would result in poorer output response. Thus, 
a balance in these effects must be obtained through careful 
selection of the feedback and derivative gains. The deriva­
tive gains are no problem with structural uncoupling because 
the derivative modes are eliminated altogether from the 
feedback loop.
With measurement noise, we again run into the same pro­
blem of breakdown of dynamic uncoupling control. As the 
feedback control signals contain uncoupling information, 
elimination of system interactions depend upon accurate 
measurement of the controlled outputs. With structural 
uncoupling, feedback noise should be less of a problem 
since decoupling is not solely dependent upon measurement 
of the output signal. But here again the multiple effects 
of measurement noise upon noninteracting control would 
seem to predict an advantage for interacting control. Such 
an advantage was seen in the results of Chapter IV.
Let us now consider the case of model error. When 
model error is absent and none of the other system com­
plexities mentioned are present, the system will be 
entirely and perfectly controlled by feedforward control. 
However, as model error increases, variations in the con­
trolled outputs set in and feedback control takes on a 
portion of the control burden. But the feedback uncoup­
ling and regulating controllers are directly affected by 
model error also. Large model error would result in the
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complete breakdown of dynamic uncoupling, thus spoiling any 
attempt at independent control of the system outputs. Such 
would be the downfall of any uncoupling control technique 
in the presence of model error.
We have discussed, from a purely theoretical viewpoint, 
the effects of measurement noise, control saturation con^ 
straints, and model error on multivariable control system 
performance. The discussion is backed up by the results 
of Chapter IV. The overriding consideration in this chapter 
has been the breakdown of uncoupling control that occurs 
in the presence of these system complexities. Similar
arguments can be given for the case of process time delays.
i
All these factors seem to indicate the general superiority 
of interacting control in the regulation of complex multi- 
variable systems with strong system interactions.
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS
An investigation of interacting and noninteracting 
multivariable control systems has been completed. The 
study was directed at control configurations utilizing 
feedforward and feedback controllers in the regulatory 
control of multivariable systems subjected to gaussian 
random load disturbances. The prediction by some authors 
that interacting control will in general provide control 
performance superior to noninteracting control was verified. 
Further, it was shown that this superiority becomes more 
prominent as the complexity of the multivariable system 
increases.
The investigation centered about the regulatory control 
of an unstable chemical reactor. Feedforward control parameter 
calculational techniques were developed for the application 
of a newly-proposed interacting control technique to the 
regulation of the reactor outputs. The performance of the 
interacting control system was compared to that of a conven­
tional V-canonical type noninteracting control technique by 
multivariable performance measures similar in nature to MSQ
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output error and control effort indices used in single­
variable analyses.
System nonidealities such as control saturation con­
straints, measurement noise, and process time delays were 
introduced into the reactor system. In every instance the 
interacting control system was able to produce lower output 
error levels with less control effort than the noninteracting 
control system. Linear control constraint capabilities are 
built into the interacting control technique in the form of 
penalty factor matrices thus facilitating the satisfaction 
of control constraints. By tightening down on these same 
penalty factors, limitations imposed by measurement noise 
and process delays are eased. Further, interacting controllers 
that compensate for process time delays can be simulated with 
the aid of block diagram algebra. It would appear that these 
same system nonidealities contribute to the breakdown of 
dynamic uncoupling which, in turn, is largely responsible 
for the poor performance of the noninteracting control 
system.
Recommendations
A great deal of work needs to be done on multivariable 
techniques for the handling of ever-present system non­
idealities which are responsible for many of the problems 
associated with the implementation of multivariable control 
techniques. For the interacting control system, some work 
has begun in the area of process time delay compensation.
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Controller computational problems must be worked out for the 
delay controllers described here.
With the V-canonical type noninteracting control technique, 
some meaningful work might be done in the area of satisfaction 
of control saturation constraints. The routing of restraint 
responsibility to the feedforward control loop as discussed 
in Chapter V could satisfy control constraints without pro­
ducing a breakdown in dynamic uncoupling. This would 
undoubtedly improve noninteracting control performance.
With the structural uncoupling techniques, the situation 
would be somewhat more complicated. However, here again, 
control restraint responsibility could be routed to those 
control loops whose task it is to decouple the weaker 
system interrelations. The resulting loss in uncoupling 
capabilities would then be of less importance.
The multivariable servo-control problem could be 
attacked from opposing interacting and noninteracting control 
viewpoints. Similarly, work should be done in the area of 
control of multivariable sampled-data systems.
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APPENDIX A 
DYNAMIC PROGRAMMING INTERACTING CONTROL
This control scheme operates on the original interacting 
system utilizing linear optimum controllers obtained by the 
application of the dynamic programming algorithm. The 
feedforward-feedback configuration as used by West [W2] in 
the determination of the gain parameters of the optimal con­
trol law is considered here. The mathematical theory 
associated with dynamic programming optimization is 
reviewed in Chapter II.
To begin the discussion of the method consider linear, 
time-variant systems. If necessary, a linear approximation 
is used to fulfill this requirement thus producing only 
linear-optimum controllers in the subsequent calculations.
A rtiatrix representation of the linear process dynamics is 
used in the time domain. The method of transforming a 
given transfer function representation into this form is 
illustrated by West [W2]. The resulting system equations 
are :
y(t) = By(t) + Cm(t) + Du(t) (A.l)
q(t) = Ay(t) (A.2)
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where y(t) = state variable vector
m(t) = control variable vector 
u(t) = load disturbance vector 
q(t) = output state vector
and all variables are perturbations from a particular state 
reflected in the continuous, time-varying matrices A, B, C, 
and D in the case of a linearized system.
The optimization procedure requires the specification 
of a measure of performance. A quadratic, scalar performance 
index is used to simplify determination of certain parameters, 
Conditional means are used emphasizing the random nature of 
some inputs. The following description of the index points 
out the integral dependence on the present time t which is 
treated as a fixed value in the minimization procedure.
e (t) ̂  = <q (a) , (pq (a) > ^ + <m(a) , l|/m(a) > ^  do (A.3)
where T = terminal time
 ̂ = output weighting matrix
ip = command input penalty matrix.
It is necessary to establish the nature of the weighting 
and penalty matrices. To simplify calculations both matrices 
will be diagonal and constant. These limitations are not 
severe from a theoretical viewpoint and, although they are 
not absolutely necessary, they are very helpful compute-
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tionally. The use of anything but a positive definite 
penalty matrix may lead to unrealistic, unbounded control 
system by producing positive feedback in the optimal con­
trol law. Avoiding this produces a limiting of the allow­
able signal and a closed set. The lesser restriction of 
a non-negative definite weighting matrix is also included 
in the derivation.
As in Chapter II, an instantaneous minimum performance 
index is defined by
E [ y ( y ) y ]  = min e(y)^. (A.4)
m(y)
The existence of the state and time as sole arguments of 
E has been verified by Bellman [B3]. A boundary condition 
on E can be obtained as
E[y (T) , T] = 0 (A.5)
by considering the terminal time and the bounded nature 
of the integrand.
Applying the dynamic programming algorithm from 
Chapter II results in the following minimization equation;
min
m(y)
<q (y ) , c|)q (y ) >^ + <m(y) , ^m(y)>^
(A.6 )
\ 9ÿTÿT '
9E[y(y) , y] 
ày
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The third term involves the transpose of the jacobian of E.
The solution of this equation for high-dimensional sys­
tems would pose severe problems for even modern computers. 
Thus some simplification must be introduced.
Merriam [MS] proposed a specific form for the minimum 
performance index in order to avoid such difficulties.
The form recommended was simply a truncated Taylor series 
expansion with respect to the state variable. The un­
known coefficients become the control parameters.
r* "t T T T
E [ y u ]  = J(y) - 2 |̂ (y( y ) ^ J  J(ii) + I ylu)^ K(u)y ( y ) ^
(A.7)
where K(y) = symmetric nxn matrix
J(y) = n vector 
I(y) = scalar
Using equation (A.7) in equation (A.6 ) and 
differentiating, the resulting equation may be equated 
to zero for minimization. Rearranging this equation, the 
optimal control law is obtained.
m*(t) = if^"Vj(t) - i|;"VK(t) y(t)t (A.8 )
The optimal command signal is restricted to the allowable 
set M mentioned earlier.
Substituting m*(t) back into equation (A.6 ) one arrives 
at the following equations for the evaluation of the 
parameters J and K as obtained by West [W2].
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J(y) = K(u) Cijj"Vj(y) - B^J(y) + KDÜTÿT^ (A.9)
K(y) = K(y) Ci|j"VK(y) - B^K(y) - A ^ A  - K(y)B
(A.10)
The vanishing of the minimum performance index at T yields 
the boundary conditions
J(T) = 0; K(T) = 0 (A.11)
The parameter I is neglected because of its absence in 
equation (A.8 ).
From equation (A.9) it is apparent that J(y), being 
associated with the input disturbance, is related to the 
feedforward control portion of the configuration. 
Similarly, from equation (A.8 ), K(y) must be associated 
with the feedback portion. Sufficiency to produce a 
unique optimum and the validity of the use of equation 
(A.7) is discussed by West [W2] and Peterson[P5]. 
Asymptotic stability in the large is assured because the 
minimum performance index is a Lyapunov function as 
shown by Merriam [M5J.
Equation (A.9) involving the feedforward-related 
parameter J(y) can be simplified because of the separabil­
ity of the stationary gaussian signals considered [M5].
A representation for a separable signal is
-t =u(y) " U(y) + U(y,t)u(t) (A.12)
Because equation (A.9) is linear in ortPT^. J(y) can be
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written as the sum of solutions for the components of u(y)^. 
Defining
J(t) = R(t) + sTtT (A.13)
equation (A.9) yields the two equations
R(y) = [K(y)C^"^C^ - B^]R(y) + K(y)DU(y) (A.14)
S(y) = [K(y)CV"^C^ - B^]S(y) + K(y)DU(y,t)üTty^
(A.15)
S(T) = 0; R(T) = 0. (A.16)
In order to facilitate analysis of the resulting optimal 
control law, define
J(t) = R(t) + S(t)uTty^. (A.17)
This change throws equation (A.15) into the form
S(y) = [K(y)CV"^C^ - B^]S(y) + K(y)DU(y,t) (A.18)
Thus, the new parameters of equation (A.17) are resolved
into differential equations (A.14) and (A.18) along with
boundary conditions
S(T) = 0; R(T) = 0 (A.19)
In view of equation (A.17) consider once again the 





Examining this equation one finds a steady-state term 
followed by the feedforward and feedback control signals 
respectively.
The computation of the optimal control signal is 
made more difficult due to the time-varying nature of the 
system matrices. Since most chemical processes may be 
amply described using constant system matrices, West 
hereafter restricts the synthesis to time-invariant sys­
tems. At this point the reader is referred to West [W2] 
for the method of calculation of the feedback parameter 
K. As can be seen from equation (A.10) this does involve 
the solution of a matrix Riccati equation. The calcula­
tional procedure for evaluating the feedforward parameter 
S is assigned to Appendix C of this dissertation. West's 
approach is modified here to apply to multiple-input sys­
tems .
From equation (A.3) it can be seen that the constant 
weighting matrix 4) and the penalty matrix ij actually impose 
energy constraints on the system. They may be regarded as 
Lagrange multipliers which imbed an integral energy con­
straint into the performance index. The reader is referred 
to Newton, Gould, and Kaiser [Nl], Fuller [F6 ], and West 
for further discussion of the nature of these constraints.
Chapter IV contains a discussion of the method of 
determining suitable weighting and penalty matrices.
APPENDIX B
NONINTERACTING CONTROL BY INTERNAL FEEDBACK ELIMINATION
This multivariable control technique is strongly 
dependent upon system structural representations such 
as Mesarovic's V-canonical representation which applies 
to multivariable systems with an equal number of inputs 
and outputs. For wider application the representation 
needs to be extended to systems with an unequal number of 
inputs and outputs. Foster [F3] has done this for n-input, 
m-output linear multivariable systems where n^m. He refers 
to the structural representation developed as V-canonical 
in deference to Mesarovic. Foster takes advantage of this 
structure to partially decouple the system into m univariant 
subsystems; each subsystem output remaining a function of 
only one manipulatable input and all outputs functions of 
a single measurable input. Then, by addition of final con­
trol elements, the system is completely decoupled and 
perfect control attempted.
The linear, multivariable system considered can be 
represented by the following matrix equation:
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The superbars represent perturbations from steady state 
values and will be omitted in subsequent equations for the 
sake of simplicity. Attention is restricted to systems 
wherein
Ca) all parameters are known and invariant,
(b) all n-inputs are either measurable or manipulat- 
able, and
(c) the number of manipulatable inputs at least 
equals the number of outputs, thus enabling 
the control of each output.
Taking the Laplace transform of each member of equations 
(B-1) yields
^mxm^^^^mxl “ ^mxn^nxl^®^ ’’ ^mxm^mxl^®^ (B.2) 
which can be rearranged into P-canonical form
= Pmxn(s)%nxi(s) (b .4)
for later reference.
Consider now the ith output. It is desired to 
transform the system in such a way as to make this output 
a function of simply the ith manipulatable input and the 
(m+l)th measurable input. This can be accomplished by 
converting the remaining inputs into internal feedback 
loops and eliminating these loops. As apparent from above, 
the resulting m subsystems will be dependent not only on
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single inputs, but also on a common measurable input, 
hence not "completely" decoupled.
In order to accomplish this "partial" decoupling, it 
is necessary to have an equal number of inputs and outputs, 
Hence "virtual" outputs are incorporated into the system 
and defined by the following equation:
= K*(n-m)xnXnxl(s)
The elements of the K* matrix are entirely arbitrary. 
Equation (b .5) can be appended to equation (B-4) thus 
yielding a square system-matrix.
The system can be represented now in V-canonical 
form. Mathematically, the representation is
%nxl<s) = W n x l <  = ) + '■*nxnWnxl‘=>
which can be represented diagramatically as in Figure B.a. 
To partially decouple the system the final term in equation 
(B.6 ) must be eliminated. This would leave the first term, 
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A Block Diagram Representation of the V  Canonical Structure
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This equation can be rewritten in terms of the pertinent 
outputs Y^r . as the system of equations
*  F 1 ,m+l^m+l
(B.8 )
^m ^mm^m ^ ^m,m+l^m+l
By introducing appropriate feedback loops containing com­
pensating controllers C = -V , the interaction termiiXil ilXIi
can be eliminated. The addition of this cancelling loop 
can be illustrated as in Figure B.b. The signals cancel 
at the second summing juncture allowing the system to be 
represented by equations (B.8 ). It can be seen from 
equations (B.7) that the virtual outputs are not by any 
means decoupled as there is no practical value in having 
them noninteractingi Hence those controllers used for 
this purpose may be discarded leaving m(n-2 ) elements in 
the original controller matrix. Their positions in
the matrix is shown in equation (B.9).
mxn =
12 ^Im ° ^l,ra+ 2  • * '^In
21 "
• 0
c c ml m,m-l
m-l,m' '
0 0 m,m+2 . . C,mn
(B.9)






System Block Diagram Representation after Application of
Uncoupling Controllers
166
additional feedback controllers may be added to complete 
the decoupling process and attempt perfect control. Since 
the controllers operate independently of one another, each 
may be designed and manipulated to achieve a particular 
output response without affecting the remainder of the sys­
tem as no such interactions exist. The form of the resulting 
m subsystems with final feedforward-feedback controllers is 
shown in Figure B.c. Mathematically, the system in Figure 
B.c can be represented as
From equation (B.10) it can be seen that the ith output is 
a function of only the one measurable input, » For
any such input, requiring
=f£i =
yields perfect output control for y^.
Because of the simple form of equation (B.8 ), it is 
possible that the feedforward controllers could be omitted 
altogether and still achieve adequate output control. The 
outputs could then be represented as
Since the denominator of equation (B.IO) remains the same, 








Now the unknown parameters P .. and V .. must be1 J 1J
evaluated in terms of the only known parameters, the P . .1 J
of the original system transfer function matrix. Since
the P- and the V*-canonical structures must be equivalent,
equation (B*-5) appended to equation (B»4) can be equated
to aquation (B*6 ). Upon solution of a system of equations
involving the inverse P _ a  set of intermediatenxn nxn
equations is obtained.
^m+1 ,m+l
FjJ — ^ Ç I rp ÿ (B,13)ii m+1 ,m+ 1 m+l,i i,m+l
m m  «■ rn mii m+1 ,m+ 1 m+l,i i,m+l
Vjj = ^i,m+l^m+l,j ^ij^m+l,m+l (B.15)mm+1 ,m+l
where i = 1 , 2 , ...,m; j = 1 , 2 , ..., n; j ^ i, m+1 .
After considerable manipulation using general rules re­
lated to determinants, the final form of system components 
is determined. Let
(B.16)




Then system interactions are represented by
^ [(-l)2l»+i+j+3„,js
(j<m)







V. . = ----- =------- 3ii (b .20)
^3 m+1 ,m+ 1
(j>m)
The symbols J.., N .., and M .. defined in the notationIj Ij XJ
section are constant for any system. With this in mind, 
one can see the form of the decoupling controllers from 
equations (B.19) and (B.20) are simply amplifiers and 
proportional plus derivative controllers. Using con­
ventional controllers as final control elements the physi­
cal realizability of the controllers necessary in this 
control scheme is established. The controller parameters
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can be determined from consideration of the desired out­
put response to a step change in load as discussed by 
Foster [F4].
APPENDIX C
CALCULATION OF THE FEEDFORWARD CONTROL PARAMETER
The differential equation for the feedforward parameter 
S was given in Appendix A as
S(Vi) = [K(y)Ci|^“ V  - B^]s(y) + K(u)DU(u,t) (A.18)
S(T) = 0 (A.19)
The form of this equation suggests defining
P = [K(y)Ci|^"V - B^] (C.l)
and pre-multiplying both sides of equation (A.18) by the
“Puintegrating factor e . This procedure yields the 
following differential equation;
[e"^^S(y)] = e"^^K(y)DU(y,t) (C.2)
This equation may now be integrated on the interval [t,T]
|j [e"^^S(y)]dy e"^^K(y)DU(y,t)dy (C.3)
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Evaluation of the left side of equation (C.3) yields
T
e“^^K(y)DU(y,t)du (C.4)
PtPremultiplying by e results in the expression for S(t)
S(t) = - eP(t“’̂ )K(y)DU(u,t)dy (C.5)
According to Merriam [M5] and West the separable portion 
of the disturbances consists of the correlation functions 
for the signals. For stationary signals U(y,t) can be 
written as U(y-t) = U(e), the functions being dependent 
on the time interval length rather than the times them­
selves . Recalling the constant steady state value of the 
feedback parameter K from Appendix A and using the above 
concepts, equation (c.5) may be written as follows:
T-t
S(t) e"^^KDU(e)de (C.6 )
Use of a very large terminal time (T-+-») produces the 
following equation for the feedforward parameter;
S = - e'"^^KDU(e)de (C.7)
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Let us now examine the form of the separable com­
ponent U(e). Expanding equation (A.12) for an n-input 





The off-diagonal elements of U(e) are simply cross­
correlation functions and consequently vanish for zero- 
mean, statistically independent disturbances. It is 
well known that stationary random signals exhibit an 
autocorrelation function that is exponential in the 
frequency of that signal. Thus the separable component 





where is the frequency of the u^(t) noise signal 
Now define columns of 
respectively. That is, let
U(e) and S as UŸ(e) and SŸ,
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uŸ(e) a = e^exp[-a^e] (C.IO)










e ^^KDe^e °'i^de (C.13)
,-[P+a^I]G%Qg as (C.14)
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Integrating and evaluating at the lower and upper integral 
limits, the equation for the calculation of the components 
of the feedforward parameter S is obtained.
" ISJ . . .SJJ (C.15)
where
SŸ = - [KC4^"V - sF + a^I]“^KDe^ (C.16)
APPENDIX D 
GAUSSIAN NOISE DIGITAL SIMULATION
The load disturbances considered in this dissertation 
are assumed to be gaussian in their statistical characteri­
zation. The optimum controllers are calculated on the 
basis of the nature of these disturbances. Thus, the load 
noise present in the control process simulation must possess 
certain pre-defined characteristics, such as a specific 
frequency, mean, and standard deviation. Without this 
correspondence between the simulated and the real process, 
the controllers could not be expected to perform their 
duty. How can such a specific gaussian signal be generated?
There does exist a near-infinite number of random num­
ber generators. Hull and Dobell [H8 ] have discussed and 
enumerated many of them. Whether the signals generated are 
truly random or not is yet another question and will not 
be considered here. One should be able, however, to generate 
a pseudo-random signal with the desired mean and standard 
deviation from any of those available. But it is intended 










Spectral Density of White Gaussian Noise
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Balas [BIJ has recently proposed and tested a digital 
method of generating a low pass gaussian signal. The 
method allows the specification of all three of the desired 
parameters. One must refer to Balas for the references to 
the lengthy derivation of the algorithm.
White gaussian noise with a uniform spectral density
2A is used as a source (Figure D.a). The noise passes thru 
a low-pass filter such as that in Figure D.b. The time 
constant for the filter system is T = RC and its cutoff 
frequency is a(radians/second). Given that the transfer 
function for this system is
= 1 A j o ,  ID-1 )
the spectral density for the output is |H(jw)| times the
2spectral density of the input which is a constant A .
Some rearrangement will show the resemblence to the 
spectral density for gaussian noise with a frequency of a.
The algorithm itself is very straightforward. First, 
given the desired standard deviation a, a computer standard 
deviation is calculated.
= o [1 - exp(“2aITI] (D.2)
The parameter t is the sampling period. With this 
new standard deviation, the recursive equation for the 
sequence of gaussian random numbers is
INPUT
x ( t )
177 a
1
------- W W W ------------ --------- :--------------------- 9











y ( t )
—̂  — H ( i w ) — ----------^
Figure D.b.
System Used to Filter White Noise
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^i+1 = Ni+i(0,&Q) + exp(-a|T|) (D.3)
N(0, a^] is a series of pseudo-random gaussian-distributed 
numbers generated by the S/360 GAUSS library subroutine.
This noise generator is used in the CSMP main program 
with T, the sampling period, being the integration stepsize. 
The cutoff frequency a is then the occurrence frequency of 
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1490 CONTINUEI 500C ******** USE NEGATIVE TAU ********************
1510 TAU=-TAU 











































1750 301 CONTINUE 
1760 00 6 1=1,N

















2040 1O2F0RMATC1R1,2X,"STEADY STATE RICCATI HH WEST"//)
2050 1O3F0RMATC//2X,"C MATRIX FOLLOWS" 15,*’0IMEN" )
2060 1O4F0RMATC//2X,"PHI MATRIX FOLLOWS",15,"DIMEN")
2070 1O5F0RMATC//2X,"THETA MATRIX FOLLOWS",15,"DIMEN")
2080 lO6F0RMATC2X,"ri MATRIX FOLLOWS",15,"DIMENSION")
2090 107F0RMAT C1 HI,2X,"GN0RM=",El 5.5)
2100 1O8F0RMATC15)
2110 1O9F0RMATC1H0,2X,"EXP TIME STEP",FI 0.4,"DESIRED T-",F10.4,"KK=",15/ 
2115&)








2140 112F0RMATC//2X," D MATRIX FOLLOWS*
2150 113F0RMATC//2X,"LOGICAL U MATRIX FOLLOWS*
2160 114F0RMATC//2X," SPARAMETER MATRIX FOLLOWS*
2170 1 15F0RMATC//2X,'*OPTMAL FEEDFORWARD GAINS 
2180 1 16F0RMATC//2X,'*0PTMAL FEEDBACK . GAINS 
2190 11 7F0RMATCax,"TAU=*',E12.4,2X,"ERROR=",FlO.4,2X,"ITER=", 15/) 
2200 1 18F0RMATC 1H0,20X,**END OF DATA SET**)








22W0C SINCE WE HAVE SET A LIMIT 0N THE TIME STEP, WE HAVE A GUIDE T
2290C HOW MANY TERMS OF EXPONENTIAL SERIES IS TO BE USED <37 TERM







































2690C THIS IS A SPECIAL MATRIX PRINT SUBROUTUNE FOR THIS PROGRAM
2700C MDIM = 12 FOR 2N MATRIX 6 FOR TH E N MATRIX
2710 D01O5I=1,N
2720 IF<MDIM-12)100,101,101
2730 lOOPRiNT 110,(AC I,J),J=1,N)
2740 G0T01O2



















































3250C c a l cula tes STEADY STATE FEEDBACK GAIN USING THE KALMAN EQUATI
3260C WE ARE USING A STEP PROCEDURE TO CONVERGE TO THE STEADY STATE
3270C ** THE IMPORTANT THING TO NOTICE IS THAT THE TAU ARGUEMENT 0F
3280C THE FUNDAMENTAL MATRIX IS NEGATIVE**
32900

































3 620 PRINT 200
3630 2OOF0RMAT(28X,"SSKALZ")
3640 201 F0RMAT<25X,'*rr BLEW UP IN SSKAL”)
3 650 RETURN 
3 660 END
3 670 SUBRCUTINECNVTST(SSKN,SSK,N,SSKTST)
3 680 DIMENSI0NSSKNC 6,6),SSK< 6, 6)
3 690 SUMNM=0.0 
3700 SUMDM=0.0
3710C TEST THE CONVERGENCE OF THIS ITERATION
3720 002551=1,N
3 730 SUMNM=SUMNM+ABS<:SSKNC I, D-SSKC I, 1 ) )
3 740 SUMDM=SIJMDM+ABS(SSKN( I, 1 > )
3750 255CCNTINUE 





3810C SUBROUTINE INVERT INVERTS A MATRIC IN IT’’S OWN SPACE USING THE
3K20C GAUSS-JORDAN METHOD WITH COMPLETE MATRIX PIVOTING. I.E. AT FAC
3830C STAGE THE PIVOT HAS THE LARGEST ABSOLUTE VALUE OF ANY ELEMENT
3840C THE REMAINING MATRIX. THE COORIINATES OF THE SUCCESSIVE MATRIX
3850C PIVOTS USED AT EACH STAGE OF THE RECUCTION ARE RECORDED IN THE
3860C SUCCESSIVE ELEMENTS POSITIONS OF THE ROW CIKYMN UBDEX VECTIRS
3870C R ABD C . THESE ARE LATER CALLED UPON BY THE PROCEDURE PERMUTE
3880C REARRANGES THE ROWS AND COLUMSS OF THE MATRIX. IF THE MATRIX I
3890C SINGULAR THE PROCEDURE EXITS TO AN APPROPRIATE LABEL IN THE MA
3900C PROGRAM. SINGLE = 1.
3910 INTEGERSINGUL,I,J,K,L,PIVI,PIVJ,P,R<6),C<6)
3920 SINGUL=0
3 930C SET ROW AND COLUMN VECTORS
3940 D01I=1,N 
3950 R(I)=I 
3 9 60 C(I)=I 
3970 ICONTINUE
































4300 A< ICNT,’lCNTJ)=A( ICNT, ICNT J )/A ( ICNT, ICNTl)
4310 5C0NTINUE










4420 A( ICNTK, ICNTJ)=AdCNTK, 1CNTJ)-H



















4620 9FORMAT (1H1,23HTHE MATRIX IS SINGULAR >5H I = 15,(2110))
4630 END
4 640 SUBR0UTINEPERMUTCA,S,D,N,JJ)
46500 PERMUTE IS A PROCEDURE USING JENSEN"S DEVICE WHICH EXCHANGES R
46600 0R COLUMN SOF A MATRIX T0 ACHIEVE A REARRANGEMENT SPECIFIED BY
46700 PERMUTATION VECTORS S,D. ELEMENTS 0F S SPECIFY THE ORIGINAL SO
46800 LOCATIONS WHILE ELEMENTS OF D SPECIFY THE DESIRED SESTINATION
191
4690C LOCATIONS. NORMALLY A AND B WILL BE CALLED AS SUBSCRIPTED VARI
4700C OF THE SAME ARRAY. THE PARAMETERS J>K NOMINATE THE SUBSCRIPTS
4710C OF THE DIMENSION AFFECTED BY THE PERMUATI0N, P IS THE 4ENSEN
4720C PARAMETER. AS AN EXAMPLE OF THE USE OF THIS PROCEDURE SUPPOSE
4730C TO CONTAIN THE ROW AND COLUMN SUBSCFIPTS F0 THE SUCCESSIVE MA
474UC PIVOTS USED IN A MATRIX INVERSION OF AN ARRAY A. I.E. R(l) ,C(
4750C ARE THE RRLATIVE SUBSCRIPTS OF THE FISST PIVOT, R(2),C(2) OF T
4760C SECOND PIVOT AND SO ON. THE TWO CALLS , CALL PERMUTE(A(J,P), A
4770C >,J,K,R,C,N,P) AND CALL PERMUTE!<A(P,J),A(P,K),J,K,C,R,N,P) WI
47B0C PERFORM THE REQUIRED REARRANGEMENT OF TOWS AND CBLUNNS RESPECT
4790 REALAC6,6),W
48Ü0 1NTEGERJ,K,N,P,S<6),DC6),TAGC6),L0C(6),I,T,TAGJ,TAGK









































5220C THIS PROCEDURE MULTIPLIES TWO MATRICES B AND C
5230C SUCH THAT A(I,J)=B(I,K)*C(K,J) AND STORES










































B d  , 1)=-A2-A1 
B(1,2)=-(E*X*A1/(R*T**2))
B<2,1)=-(DH*Al/(RHO*CP))
B(2,2)=-A2-DH*B(1,2)/CRH0*CP) 
B(2,2)=B(2,2)-U*A*F/(V*RH0*CP*(F+1)) 
C(1,1)=(XI-X)/V 
C(1,2)=0.
C<2,1)=(TI-T)/V
C(2,2)=2*RHOC*CC*(TC-T)/(V*RH0*OP*(F+1)**2)
Dd, 1 )=D(2,2)=0.
DC1,2)=DC2,1)=A2
RETURNEN"
32/
486.
