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Abstract 
We apply the previously proved equivalence of four models to present new character- 
izations of matrices whose inverse is a weakly diagonally dominant symmetric M-ma- 
trix. It is shown that the case of strictly ultrametric matrices of Martinez, Michon 
and San Martin is included as a corollary. 0 1998 Elsevier Science Inc. All rights re- 
served. 
KL~~II.w~J.s: Inverse M-matrix: Ultrametric matrix: Weighted graph: Electrical network: !I-simplex 
1. Introduction and preliminaries 
In [l], the following four situations were proved to be equivalent: 
A. Let !c?,~ (n B 2) be the set of all finite nondirected connected weighted 
graphs with positive weights assigned to the edges, and with the (fixed) vertex 
set V consisting of 12 vertices 1,2,. . . , n. Thus for G,,, = (V. E. W) E %‘,, W is a 
positive function on E: w,, = w,, > 0 is the weight of the edge (i,,j) E E; we put 
formally wii = w,; = 0 if i # j and (i,j) is not an edge of G. 
B. Let ,X,, (n 2 2) be the set of all real symmetric M-matrices A = (Q) of 
rank n - 1 such that Ae = 0 for e = (1~ . , l)T. 
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C. Let c/C‘, be the set of all connected electrical networks with n nodes (la- 
belled by the numbers 1 1 . . . ,n) which contain resistors only. For N E _ b’, de- 
note by C’i, (= C,;) (i # j, i, j = 1, . . n) the conductivity (the reciprocal of the 
resistance) of the branch between i and j if i and j are (directly) connected and 
Cli = Cj; = 0 if i and j are not (directly) connected. 
D. Let 9, (n 3 2) be the set of all classes of mutually congruent simplices C 
with numbered vertices A ,. . , A,,, which are hqlpevacute angled (cf. [2]), i.e. all 
its interior angles (of (n - 2)-dimensional faces) are acute or right. Such a class 
is determined by the interior angles $,i < 4 7c(i # j) of the faces of Z opposite to 
A; and A, and by the (R - I)-dimensional volume of C. 
The equivalence is characterized by the relations 
Wii = -afj = C;j = -(IV,, IV,), ifj. i.j=l,..., n, (1) 
where (cf. [ 11, p. 3 17) w, are vectors of outward normals of the simplex E from 
D. normalized in such a way that the inner products satisfy 
(Ai - A,, WX) = 6/k - 6;/, ~ 
where here and in the sequel, Sij etc. means the Kronecker symbol. 
Also, for i # j, the total resistances R;j between the nodes i and j in C. and 
the squares m;j of the distances between A, and A, in D. are related by 
R,j = m = ~FE.F_,,~(~) _ detAW \ iid) 
” Cst.u~(S) - det A(N \ {i}) ’ (4 
here, in the third term, 9, means the set of all spanning forests F of the graph 
G with two components, one containing the vertex i and the second the vertex 
j, Y the set of all spanning trees of G. The symbol n(H) means, here and in the 
sequel, the product of the weights of all edges in the graph H. 
In the fourth term, A(P) means the principal minor formed by the rows and 
columns with indices in P. 
We shall also use the following important fact (cf. [3,4]): 
Fact 1.1. The Menger matrix M = (mi,), given as above (thus m;i = 0 jbr all i) 
bordered by the vector e of all ones 
0 eT 
( > e M 
is invertible and its inverse is 
l 400 s; -_ ( 1 2 40 Q ’ 
where Q is the matrix of the inner products (w,, w,). 
In the present paper, we shall apply these equivalences to by one dimension 
smaller objects to obtain characterizations of matrices the inverse of which are 
weakly diagonally dominant symmetric M-matrices. As usual, we call a square 
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matrix G = (gij) diagonally dominant if lg;;l > Ckfi lgikl for all i and weakly di- 
agonally dominant if equalities can occur. 
Applying one of these characterizations, we shall find a relationship of a spe- 
cial case with symmetric ultrametric matrices (cf. [5,2,6]). 
2. Results 
Our main result is Theorem 2.1. 
Theorem 2.1. Let A = (a;k) be a real n x n matrix. Then the following are 
equivalent: 
(i) A is invertible and A-’ is an irreducible weakly diagonally dominant sym- 
metric M-matrix,, 
(ii) in some Euclidean n-space, there exists a hyperacute angled n-simplex 
with vertices Al,. . , A,,+, such that A is the Gram mutrix of the vectors 
Ak -A,,,, k= I,... , n. Equivalently, in the notation of (2), aik = i (m;.,+l+ 
mk.4 - mjk), i,k= I,..., n; 
(iii) there exists a connected resistive network with n + 1 nodes NI , . . . N,, tl 
such that the total resistances Rik, i, k = 1, , n f 1 between pairs of nodes N, 
and Nk satisfy aik = i(R;.n+l -I- R~.“+I - Rik), i,k = 1,. . ~ n; 
(iv) there exists an undirected positively edge-weighted connected graph 
Gw = (V, E, W) with the vertex set V = { 1,. . . , n + 1) and the edge set E with 
weights wik (= wkj) for (i, k) E E, such that for i, k = 1,. . . . n. 
(3) 
(4) 
here, 9 is the set of ali spanning trees of G, gik the set of cl11 spanning forests of 
G with two components, one containing the vertex n + 1, the other both vertices i 
und k, and g:, the set of all spanning forests of G wlith two components, one con- 
taining n + 1 and the other i. 
In this case, the inverse of A is the matrix 
’ x;t;Wlk -WI? 
-w12 c;,‘:.k=,w2k 
(5) 
where wik = wk, is considered us zero if i # k and (i, k) is not an edge in G. 
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Proof. (i) + (ii). Suppose (i). For c = (1. . . . , I )T with II ones, define the matrix 
A-' -A-'e 
B= 
+TA-’ er~m’P 
= (I,,.,). r,s= l....,n+l. 
Since Am’e > 0. the matrix B has all off-diagonal entries nonpositive and is 
thus a singular M-matrix satisfying Be = 0 (this time, c has 17 + 1 ones); it is ir- 
reducible since otherwise the rank of B would be less than t?, and positive semi- 
definite. Therefore, there exist in any Euclidean n-space &,, II + 1 vectors 
l>, . . , I’,, r , such that h,., = (r,.. r,), r. .F = l( , M + 1. and the sum of the vec- 
tors c, is the zero vector. Let 0’ be the unit hypersphere with center in the origin 
0 and let (I>~, k = 1~ n + I be the hyperplane tangent to U in the point 
where the ray i.~l,, i. > 0, intersects U. If ro, is the halfspace with boundary 
ok and containing the origin, then the intersection nrol~is easily seen to be an 
n-simplex whose vertices are the points BL = n, fi(~~,. k = 1, . 1 n + I ; it is 
hyperacute angled since I’~ are vectors of outward normals and every angle be- 
tween I:, and P,, i # j, is at least right since /I,, is nonpositive. For i = 1,. . n. 
define the vector _ri = B, - B,,, , . Such a vector JJ is orthogonal to all vectors I:,, 
j = 1,. .n, ,j # i. Since (C:?: r’,,~,,) = 0, it follows that (c,.~;) = -(r,?, r9~~,). 
‘This last inner product is independent of ,j by (c,?, ,,y, ~ yA) = (u,,_, ~ B, - BL) 
which is zero. Denote 7 = (r,.~;) (it is different from zero) and denote by An 
the points 0 + y’(B,, - 0), k = I.. . II + 1. We obtain that the vectors 
?/; = Al, - A,,_, Satisfy 
(l’, . =/, ) = 6,h i. k = 1, n. 
Consequently, the vectors L’~. . L‘,, and zI.. . . .z,, form a biorthogonal sys- 
tem in A,, so that the Gram matrices of the 13,‘s and zh’s are inverse to each oth- 
er. Thus, A is the Gram matrix of the ;h’s as asserted since the points Ah are 
again vertices of a hyperacute angled n-simplex. Also, 
(;,,zk) =t((Z,,Z,) + (zk.?h) - (z, -z~,z, -za)) which means that 
&k = $%Z+I + ‘nh.,,+I - m,h ). (6) 
(ii) M (iii). Follows from the equivalence of C. and D. above. 
(ii)+( By (ii) and (2), in the notation above, 
(7) 
for all i.k = l... ,n. For a moment, we introduce notations: N = {I.. 
n+ l}, and for distinct p, q and Y in N, N(r\p), N(rUp\q), N(r\p\q), 
respectively, for the sets of all subsets of N which in the first case contain r 
but not p, in the second contain both r and p but not q, and in the third contain 
Y but neither p nor q. 
Observe that 
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whenever p, q, Y are disjoint and, in addition, both sets on the right-hand side 
are disjoint. 
Now, if F is a spanning forest of the graph Get with exactly two components 
Fl and F2, Fl having vertices in a non-void subset A4 c N, and consequently, F2 
having vertices in A? = N \ M, then 
n(F) = 7c(F,)n(F2). 
Denote. for M c N, by Y(M) the set of all spanning trees of Gn, in the sub- 
graph of GI,. induced by the subset A4 of vertices. We have then for p # q. 
1 49 = c c n(S) c 49. 
Ft T,x, -IC.Y(/,‘,~/)SF’/(,lI) SCV(.b/) 
For abbreviation, we shall write just “. .” instead of 
and use, in this notation, the formula following from (8) for distinct p,q and K 
c . ..= c . ..+ c . . . . 
‘LIC’V,, \,<,I .LltV(,‘Up\(/i Mt’V(,_!p\y) 
We have thus for the nominator in (7) if i # k # n + 1 # i, 
c . ..+ c . ..- c 
.Ilt!\‘lli, I”_11 ~llc.v(fl+l ,ii ,MC.Y(I’,i, 
c 
. . . + 
c 
. . . + c . ..+ c 
.Ilthlll+ll~i’~il LlE.v(,I+I\k\i) MtN(n+lUl\h I MtN(>l+l\ljl, 
- c . ..- c . ..=2 c . . . . 
.Zlt,b’,,~tlC1,\~) MtN(lI. IUk\,lJ ~lCrv(l~ ~I’\l:~l 
i.e. (3). For k = i, we have a,, = PZ;,~,+~ which implies (4). 
To prove the final assertion in (iv), we shall use Fact 1.1 where in the matri- 
ces we shall partition the second block rows and columns (this time with n + 1 
rows and columns into two with n and one row and column, respectively: 
(I yzl;; m,t;-lj) -’ = ; cq5, _jt ,, Gil;;). 
Compute now the inverse of the submatrix Q(,(+ 1). We obtain 
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Thus, Q(n+l) = A -I. But the entries of QCn+,, are (M+, wj) which equal -wi, for 
i # _i and (W,, - Ckzl,kfi Wk) ‘+’ = C;+l,kpj Wik for j = i. 
(iv)+(i). Follows from the previous formula (5). 0 
In the sequel, we shall denote by _Y’,,, pp, respectively&he class of all n x n 
matrices the inverse of which are irreducible weakly diagonally dominant 
and diagonally dominant symmetric M-matrices. 
Theorem 2.2. Let A E _Yn. Then every m x m principal submatrix of A is in 9,. 
Proof. Follows from two well-known facts: 
A. The inverse of a principal submatrix A(M) is the Schur complement of the 
complementary principal submatrix A-‘(&?) in the inverse of A: 
A(M)-’ = Ap’/Ap’(M)([7], p. 21). 
B. The Schur complement of a (nonsingular) principal submatrix of a weak- 
ly diagonally dominant M-matrix is again a weakly diagonally dominant M- 
matrix ([7], p. 128). 0 
Remark 2.3. Fact B can be completed by the following simple observation. If in 
some row of the M-matrix the diagonal dominance is strict, then it remains 
strict in this row in every Schur complement (of some principal submatrix) 
which contains this row. 
Let us now investigate the case that the graph G is a tree. To this end, we 
shall give a short proof of a lemma which in various formulations appeared 
in the literature ([4]; [S], Proposition 1). 
Lemma 2.4. Let Tw = (T, E, W) be a positively edge-weighted tree with n + 1 
vertices 1, . . . , n + 1, let W be the matrix from (5) where wik = wki is zero for 
i # k tf (i, k) is not an edge in T. For (i, k) E E, call l;k = l/wik the length of the 
edge (i: k), and dejine the graphic distance between two vertices of T as the sum of 
the lengths of edges in the (unique) path between these vertices. 
Then the inverse of W is the matrix A = (ark), i, k = 1, . . , n! where a;; is the 
graphic distance between the vertices n + 1 and i and, for k # i, aik is the graphic 
distance of the vertex n i- 1 from the path between i and k (i.e. from the nearest 
vertex of this path; tf n f 1 belongs to this path, it is zero). 
Conversely, if A = (sip) is assigned to a positively edge-weighted tree with 
n + 1 vertices using the graphic distances, then the inverse of A exists and is ob- 
tained by formula (5) where the entry wik is the reciprocal of the length of the 
edge ik if such edge in the tree exists and w;k = 0 if i # k and ik is not an edge. 
Proof. We shall use the formulae (3) and (4) in Theorem 2.1. In our case, the 
sum in the denominators is just one term, equal to the product of ail edge 
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weights. In (3) the nominator is obtained from the previous product by leaving 
out successively the weights of the edges in the path between the vertices n + 1 
and i. Thus, aij is the sum of the Zw’s in this path. To prove the formula for aik, 
k # i, let the nearest vertex of the path from i to k to n + I be p. It is then 
evident that in the notation in (iv) of Theorem 2.1, .@;k = L@~. The formula for 
a;k then follows. The rest is obvious. 0 
We shall denote the class of matrices A defined in Lemma 2.4 (we shall call 
them inverse acyclic matrices) by Yf’ and discuss a relationship with so-called 
ultrametric matrices [5] which attracted interest of linear algebraists recently 
(cf. [9,6] etc.). We emphasize already here that we shall consider the symmetric 
case only. 
According to [5], a real symmetric matrix A = (uik) is called strictly ultra- 
metric if the following two conditions are satisfied: 
ark 2 min(a,,,aik) for all i, j, k, (9) 
aji > ml U;k for all i. (10) I 
We shall call here a symmetric matrix ultrametric if in the last inequalities 
(lo), equality can occur. (In [6], such matrix was called pre-ultrametric.) We 
can then prove the following theorem. 
Theorem 2.5. Every matrix in 9 @I is ultrametric. Every strictly ultrametric 
matri.x of order n is a principal submatrix of a matrix of order at most 2n - 1 in 
6pCa’. 
Proof. Let A be the matrix from Lemma 2.4. To prove (9) note that for i # k, 
a;k equals the minimum distance of n + 1 from a vertex in the path i . . . k in T, 
i.e. min uq4 over all q’s in the path i . . . k. This settles (9) in all cases when of the 
triple i, j, k two coincide or one of them is in the path between the other two. In 
the remaining case, none of the triple is in the path between the other two. Let 
a rP = min a44 from above. There exists a vertex Y in the path i . . . k joined with j 
by a path (up to r) disjoint with i.. . k. Then at least one of the paths j.. . r.. i, 
j...r... k contains p. In the first case, Uij < C&k, in the second ajk < a/k. 
It is evident that a,; 2 aik for all k which completes the proof of the first part. 
To prove the second part, we shall use the following characterization ([9], 
Theorem 2.1): 
Given any symmetric strictly ultrametric matrix A in R”“” (n 2 1), there is an 
associated rooted tree for N = { 1,2, . . . , n}, consisting of 2n - 1 vertices, such 
that 
2-l 
A = c ~,u,uf, 
/=I 
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w/we the vectors ui determinedfrom the vertices qf the tree are nonzero vectors 
in R” having only 0 and 1 components, and where the T’S ure nonnegutive and, with 
the notation that 
I := sum of the components o,f ul, 
sutisjjs the property that 51 > 0 Hhen I = 1. Conversely, given uny rooted tree 
jbr N = {1,2,.... n} \z,ith z/ > 0 when x(u,) = 1, then Cf:“’ Z,U,U~ is u symmet- 
ric strictly ultrumetric matrix in LQ”““. 
Let us explain that the root, say, u,., of this tree f has all coordinates one and 
at every vertex u, the set of indices A4, equal to one is split into two mutually 
disjoint subsets, say M, and Mk. which correspond to ones in the (next) neigh- 
boring vectors ui and uk. The vectors with a single one are end-vertices. 
Let us add to f a new vertex uO; it will be joined only with the root u,.. We 
shall denote this new tree by r, and assign all its edges with nonnegative 
weights as follows: the edge ZQU,. will have weight z,.. Every other edge uiu/ will 
be assigned either with Si or with zi, according to whether A4, c A4, or A4, c A4,. 
This tree & can contain edges with zero weights. Let us remove them all by 
splitting, for each such edge u;u,, both adjacent vertices into a new one, denoted 
again as U, if A4, c M,. Denote this tree by & and form the matrix k as in Lem- 
ma 2.4. Observe that the vertices ui,. u,, ~ u,,, which have a single one in the 
first, second,. ., nth place, are still vertices in r, by the assumption that the cor- 
responding T’S are positive. 
Let us show that the principal n x n submatrix of k whose rows correspond 
to Mi,. , u,,, (in this ordering) is A. By the formula A = cfzr’ T/U/U;, the diag- 
onal entry ukk of A is the sum of those T’S which correspond to the path in Tz 
from u,, to uo, which is K(u,, . uli ). Let now j, k be distinct. Then u,~ is equal, by 
the mentioned formula, to the sum of the z’s corresponding to the path from U/ 
to uo in TZ where A41 is the smallest set IV, which contains both M,, and Mj,. This 
number is again the diagonal entry k(u,, u,) which is the distance of u. from the 
path from Ui, to u,~, i.e. k(u,,, u,,). 0 
Remark 2.6. In the case of (not strictly) ultrametric matrices not all vertices u;, 
of T? are end-vertices. In fact, all vertices u;, for which a, = maxk#,Yu.,r are 
interior vertices and the corresponding 7;, is zero. 
On the other hand, since every tree has at least two end-vertices, at least one 
u,> has to be an end-vertex (another is uo). 
Theorem 2.7 ([5,9]). A strictly tdtrumetric mutrh is ulw~~~ys nonsingulur und its 
inverse is u diugonully dominunt M-matrix. 
Proof. By Theorem 2.5, this matrix, say A, is a principal submatrix of a matrix 
k in PC”); the inverse of k is a weakly diagonally dominant M-matrix by 
Lemma 2.4. By fact B mentioned in the proof of Theorem 2.2, the inverse of A 
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is again a weakly diagonally dominant M-matrix. It remains to show that it is 
in fact diagonally dominant. This, however, follows from Remark 2.3. Indeed, 
by Remark 2.3, the diagonal entry in the relevant rows of k is greater than the 
maximal off-diagonal entry in that row so that the corresponding entry w;,,~+, in 
(5) is positive. 0 
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