Here 6 is a positive constant termed the discount factor. Then the extrapolated value of the sequences at the point x is defined to be p(x).
In the previous paper an exponomial was defined as an There are three reason why the extrapolation procedure just described can treat a large class of problems in applied mathematics.
The first reason is that the discounted least squares criteria is suited to problems of mechanics and economics for which the progressive discount of the past seems natural. Another reason is that the space XP is invariant under an arbitrary translation of the x axis. This invariance property makes exponomials attractive functions for approximating time series. The third reason for the utility of this extraipolation method is that there is an underlying algebraic structure which is both interesting and significant.
The bases £. are arbitrary. The selection of the £ .
and the discount factor 9 should take into account first the genesis of the data. Also, account must be taken of the genesis of data error and the smoothing property of the extrapolation. These questions are not treated in this paper.
A central problem of this paper is the one step extrapolation of the sequence { y } to obtain an extrapolated value at n = 0.
The extrapolated value is denoted as y* and is defined as where A is constant matrix and b is a constant vector. This is termed a very short memory formula because the extrapolation is based only on one previous value of w and one previous value of y.
The extrapolation of time series based on a discounted least squares criteria has previously been treated by Duffin and Schmidt [1] , Duffin and Whidden [2] , and Morrison [3] .
(Various other authors have proposed similar extrapolation formulae but their work is not based on discounted least squares.) The present paper gives a more general treatment of problems posed by references [1] , [2] , and [3] . In particular the theorems of this paper are aimed at evaluating and interrelating the constants, p . , ©, Q , T , § * A, and b by algebraic formulae. 1 As in the references [1] , [2] , and [3] this is termed approximation by discounted least squares.
The following lemma is aimed at determining p given a sequence (y }. Proof. This is merely a reformulation of the basic theorem concerning Hilbert space which states that if p is the best approximation to y for p constrained to a subspace then p is the orthogonal projection of y into the subspace.
By choosing a basis for the subspace XP the orthogonality relation stated by this lemma leads to a system of m linear equations which could be used to determine p as a unique linear combination of the basis elements.
Then p is determined uniquely at the positive integer points. The convention introduced above permits an exponomial,
given at the positive integer points, to be determined for all real x. Thus it is possible to define the extrapolation of the sequence y^y^**** at the point x to be p(x).
Lemma 2. Let r be a given exponomial and let k be a given number. Then there is a unique sequence of numbers This proves the formula for the two-step extrapolator.
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-,co Next consider E = > 6 |Y -P(n)I and following similar -1 /--^ n reasoning to that given above shows that oo
Substituting the series expression just derived for p(-l) is seen to prove the formula given for the three-step extrapolation.
Further formulae are derived analogously and the proof is complete. Theorem 6. Given an arbitrary exponomial t(n) let w(x) be the correspondinq extrapolat or w(x) = 1 e n t(n)y n+x . 
