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Abstract
A general class of stochastic Runge-Kutta methods for the weak approximation
of Itoˆ and Stratonovich stochastic differential equations with a multi-dimensional
Wiener process is introduced. Colored rooted trees are used to derive an expansion of
the solution process and of the approximation process calculated with the stochastic
Runge-Kutta method. A theorem on general order conditions for the coefficients and
the random variables of the stochastic Runge-Kutta method is proved by rooted tree
analysis. This theorem can be applied for the derivation of stochastic Runge-Kutta
methods converging with an arbitrarily high order.
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1 Introduction
In recent years many numerical methods have been proposed for the approx-
imation of stochastic differential equations (SDEs), see e.g. [7], [9], [10], [11],
[14], [19] and [20]. Mainly, numerical methods for strong and for weak approx-
imations can be distinguished. While strong approximations focus on a good
approximation of the path of a solution, weak approximations are applied if a
good distributional approximation is needed. In Section 2 of the present paper,
a class of stochastic Runge-Kutta (SRK) methods for the weak approximation
Email address: roessler@mathematik.tu-darmstadt.de (Andreas Ro¨ßler).
of Itoˆ and Stratonovich SDEs is introduced. As in the deterministic setting,
order conditions for SRK methods are calculated by comparing the numerical
solution with the exact solution over one step assuming exact initial values.
Therefore, the actual solution of the SDE and the numerical approximation
process have to be expanded by a stochastic Taylor series. However, even for
low orders such expansions become much more complex than in the determin-
istic setting where it is already a lengthy task. In order to handle this task in an
easy way, a rooted tree theory based on three different kinds of colored nodes
is established in Section 3, which is a generalization of the rooted tree theory
due to Butcher [3]. Thus, colored trees are applied in Section 4 and 5 to give a
representation of the solution and the approximation process calculated with
the SRK method in order to allow a rooted tree analysis of order conditions.
A similar approach with two different kinds of nodes has been introduced by
Burrage & Burrage [1], [2] for a SRK method converging in the strong sense
as well as in Komori et al. [8] for ROW-type schemes for Stratonovich SDEs.
Finally, the main Theorem 6.4 presented in Section 6 immediately yields all
order conditions for the coefficients and the random variables of the introduced
SRK method such that it converges with an arbitrarily given order in the weak
sense. As a result of this theorem, the lengthy calculation and comparison of
Taylor expansions can be avoided.
Let (Ω,F , P ) be a probability space with a filtration (Ft)t≥0 and let I = [t0, T ]
for some 0 ≤ t0 < T < ∞. We consider the solution (Xt)t∈I of either a d-
dimensional Itoˆ stochastic differential equation system
dXt = a(t, Xt) dt+ b(t, Xt) dWt (1)
or a d-dimensional Stratonovich stochastic differential equation system
dXt = a(t, Xt) dt+ b(t, Xt) ◦ dWt. (2)
Let Xt0 = x0 ∈ Rd be the Ft0-measurable initial condition such that for some
l ∈ N holds E(‖Xt0‖2l) < ∞ where ‖ · ‖ denotes the Euclidean norm if not
stated otherwise. Here, W = ((W 1t , . . . ,W
m
t ))t≥0 is an m-dimensional Wiener
process w.r.t. (Ft)t≥0. SDE (1) and (2) can be written in integral form
Xt = x0 +
∫ t
t0
a(s,Xs) ds+
m∑
j=1
∫ t
t0
bj(s,Xs) ∗ dW js (3)
for t ∈ I, where the jth column of the d × m-matrix function b = (bi,j) is
denoted by bj for j = 1, . . . , m. Here, the second integral w.r.t. the Wiener
process has to be interpreted either as an Itoˆ integral in case of SDE (1) or
as a Stratonovich integral in case of SDE (2), which is indicated by the asterisk.
The solution (Xt)t∈I of a Stratonovich SDE with drift a and diffusion b is
also a solution of an Itoˆ SDE as in (1) and therefore also a diffusion process,
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however with the modified drift
a˜i(t, x) = ai(t, x) +
1
2
d∑
j=1
m∑
k=1
bj,k(t, x)
∂bi,k
∂xj
(t, x) (4)
for i = 1, . . . , d and provided that b is sufficiently differentiable, i.e.
Xt = Xt0 +
∫ t
t0
a(s,Xs) ds+
∫ t
t0
b(s,Xs) ◦ dWs
= Xt0 +
∫ t
t0
a˜(s,Xs) ds+
∫ t
t0
b(s,Xs) dWs.
(5)
The solution of the stochastic differential equation (3) is sometimes denoted
by X t0,Xt0 in order to emphasize the initial condition. We suppose that the
drift a : I × Rd → Rd and the diffusion b : I × Rd → Rd×m are measurable
functions satisfying a linear growth and a Lipschitz condition
‖a(t, x)‖ + ‖b(t, x)‖ ≤ C (1 + ‖x‖) (6)
‖a(t, x)− a(t, y)‖+ ‖b(t, x)− b(t, y)‖ ≤ C ‖x− y‖ (7)
for all x, y ∈ Rd and all t ∈ I with some constant C > 0. Then the conditions
of the Existence and Uniqueness Theorem are fulfilled for the Itoˆ SDE (1)
(see, e.g., [6]). If the conditions also hold with a replaced by the modified drift
a˜ in the Itoˆ SDE, then the Existence and Uniqueness Theorem also applies to
the Stratonovich SDE (2).
In the following, let C lP (R
d,R) denote the space of l times continuously differ-
entiable functions g ∈ C l(Rd,R) for which all partial derivatives up to order l
have polynomial growth. That is, for which there exist constants K > 0 and
r ∈ N depending on g, such that |∂ixg(x)| ≤ K (1+ ‖x‖2r) holds for all x ∈ Rd
and any partial derivative ∂ixg of order i ≤ l.
Let Ih = {t0, t1, . . . , tN} be a discretization of the time interval I = [t0, T ]
such that
0 ≤ t0 < t1 < . . . < tN = T (8)
and define hn = tn+1 − tn for n = 0, 1, . . . , N − 1 with the maximum step size
h = max
0≤n≤N−1
hn.
In the following, we consider a class of approximation processes of the type
Y t,x(t+h) = A(t, x, h; ξ) where ξ is a random variable or in general a vector of
random variables, with moments of sufficiently high order, and A is a vector
valued function of dimension d. We write Yn = Y
t0,Xt0 (tn) and we construct
the sequence
Y0 = Xt0
Yn+1 = A(tn, Yn, hn; ξn), n = 0, 1, . . . , N − 1, (9)
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where ξ0 is independent of Y0, while ξn for n ≥ 1 is independent of Y0, . . . , Yn
and ξ0, . . . , ξn−1. Then we can define weak convergence with some order p of
an approximation process.
Definition 1.1 A time discrete approximation process Y converges weakly
with order p to the solution process X of SDE (1) or SDE (2) as h→ 0 if for
each f ∈ C2(p+1)P (Rd,R) there exists a constant Cf , which does not depend on
h, and a finite h0 > 0 such that
|E(f(Xt))−E(f(Y (t)))| ≤ Cf hp (10)
holds for each h ∈ ]0, h0[ and t ∈ Ih.
Since we are interested in calculating a global approximation converging in the
weak sense with some desired order p, we make use of the following theorem
due to Milstein (1986) [13] which is stated with an appropriate notation.
Theorem 1.2 Let X be the solution of SDE (1) or of SDE (2). Suppose the
following conditions hold:
(i) the coefficients ai in the case of SDE (1), a˜i in the case of SDE (2)
and bi,j are continuous, satisfy a Lipschitz condition (7) and belong to
C
2(p+1)
P (R
d,R) with respect to x for i = 1, . . . , d, j = 1, . . . , m,
(ii) for sufficiently large r (specified below) the moments E(‖Yn‖2r) do exist
and are uniformly bounded with respect to N and n = 0, 1, . . . , N ,
(iii) assume that for all f ∈ C2(p+1)P (Rd,R) the following local error estima-
tion
|E(f(X t,x(t+ h)))− E(f(Y t,x(t+ h)))| ≤ K(x) hp+1 (11)
is valid for x ∈ Rd, any h > 0 with t, t + h ∈ I and K ∈ C0P (Rd,R).
Then for all N and all n = 0, 1, . . . , N the following global error estimation
|E(f(X t0,Xt0 (tn)))− E(f(Y t0,Xt0 (tn)))| ≤ C hp (12)
holds for all f ∈ C2(p+1)P (Rd,R), where C is a constant and where h is the
maximum step size of the corresponding discretization Ih, i.e. the method (9)
has order of accuracy p in the sense of weak approximation.
A proof of Theorem 1.2 can be found in [11], [12], [13] and [17]. Lemma 1.3
gives sufficient conditions such that condition (ii) of Theorem 1.2 (see also
[11], [12], [13]) holds.
Lemma 1.3 Suppose that for Yn given by (9) and h < 1 the conditions
‖E(A(tn, x, h; ξn)− x)‖ ≤ C1(1 + ‖x‖) h, (13)
‖A(tn, x, h; ξn)− x‖ ≤M(ξn)(1 + ‖x‖) h1/2 (14)
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hold where M(ξn) has moments of all orders, i.e. E((M(ξn))
i) ≤ C2, i ∈ N,
with constants C1 and C2 independent of h. Then for every even number 2r
the expectations E(‖Yn‖2r) exist and are uniformly bounded with respect to N
and n = 1, . . . , N , if only E(‖Y0‖2r) exists.
2 A Class of Stochastic Runge-Kutta Methods
In the following a class of stochastic Runge-Kutta methods is introduced for
the approximation of both Itoˆ and Stratonovich stochastic differential equation
systems w.r.t. anm-dimensional Wiener process. In order to preserve the most
possible generality, the considered class of stochastic Runge-Kutta methods is
of type (9) and has the following structure
Y0 = x0
Yn+1 = A(tn, Yn, hn; θν(hn) : ν ∈M) (15)
whereM is an arbitrary finite set of multi-indices with κ = |M| elements and
θν(h), ν ∈ M, are some suitable random variables. For the weak approxima-
tion of the solution (Xt)t∈I of the d-dimensional SDE system (3), considered
either with respect to Itoˆ or Stratonovich calculus, the general class of s-stage
stochastic Runge-Kutta methods is given by
Y0 = x0
Yn+1 = Yn +
s∑
i=1
z
(0,0)
i a
(
tn + c
(0,0)
i hn, H
(0,0)
i
)
(16)
+
s∑
i=1
m∑
k=1
∑
ν∈M
z
(k,ν)
i b
k
(
tn + c
(k,ν)
i hn, H
(k,ν)
i
)
for n = 0, 1, . . . , N − 1 with
H
(0,0)
i = Yn +
s∑
j=1
Z
(0,0),(0,0)
ij a
(
tn + c
(0,0)
j hn, H
(0,0)
j
)
+
s∑
j=1
m∑
r=1
∑
µ∈M
Z
(0,0),(r,µ)
ij b
r
(
tn + c
(r,µ)
j hn, H
(r,µ)
j
)
H
(k,ν)
i = Yn +
s∑
j=1
Z
(k,ν),(0,0)
ij a
(
tn + c
(0,0)
j hn, H
(0,0)
j
)
+
s∑
j=1
m∑
r=1
∑
µ∈M
Z
(k,ν),(r,µ)
ij b
r
(
tn + c
(r,µ)
j hn, H
(r,µ)
j
)
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for i = 1, . . . , s, k = 1, . . . , m and ν ∈M, where
z
(0,0)
i = αi hn z
(k,ν)
i =
∑
ι∈M
γ
(ι)
i
(k,ν)
θι(hn)
Z
(0,0),(0,0)
ij = A
(0,0),(0,0)
ij hn Z
(0,0),(r,µ)
ij =
∑
ι∈M
B
(ι)
ij
(0,0),(r,µ)
θι(hn)
Z
(k,ν),(0,0)
ij = A
(k,ν),(0,0)
ij hn Z
(k,ν),(r,µ)
ij =
∑
ι∈M
B
(ι)
ij
(k,ν),(r,µ)
θι(hn)
for i, j = 1, . . . , s. Here αi, γ
(ι)
i
(k,ν)
, A
(k,ν),(0,0)
ij , B
(ι)
ij
(k,ν),(r,µ) ∈ R are the coeffi-
cients of the SRK method and as usual the weights can be defined by
c(0,0) = A(0,0),(0,0)e, c(k,ν) = A(k,ν),(0,0)e, (17)
with e = (1, . . . , 1)T . If A
(k,ν),(0,0)
ij = B
(ι)
ij
(k,ν),(r,µ)
= 0 for j ≥ i and 0 ≤ k ≤ m,
ι, ν ∈ M ∪ {0}, then (16) is called an explicit SRK method, otherwise it is
called implicit. The class of SRK methods introduced above can be character-
ized by an extended Butcher array
c(0,0) A(0,0),(0,0) B(ι1)
(0,0),(r,µ)
. . . . . . . . . . . . B(ικ)
(0,0),(r,µ)
c(k,ν) A(k,ν),(0,0) B(ι1)
(k,ν),(r,µ)
. . . . . . . . . . . . B(ικ)
(k,ν),(r,µ)
αT γ(ι1)
(k,ν)T
. . . . . . . . . . . . γ(ικ)
(k,ν)T
(18)
for k, r = 1, . . . , m and ιi, ν, µ ∈M for 1 ≤ i ≤ κ. We assume that the random
variables θν(hn) satisfy the moment condition
E
(
θp1ν1 (hn) · . . . · θpκνκ (hn)
)
= O
(
h(p1+...+pκ)/2n
)
(19)
for all pi ∈ N0 and νi ∈ M, 1 ≤ i ≤ κ. The moment condition ensures a
contribution of each random variable having an order of magnitude O(
√
h).
This condition is in accordance with the order of magnitude of the increments
of the Wiener process. Further, the moment condition is necessary for the
estimates of the reminder terms of the Taylor expansion of the SRK approxi-
mation presented in Section 6.
Some SRK schemes which belong to the introduced general class of SRK
methods can be found in [15], [16] and [17]. Further, many Runge-Kutta
type schemes proposed in recent literature like in [7], [8], [10] or [21] are cov-
ered. Usually, the set M may consist of some multi-indices (j1, . . . , jl) with
0 ≤ ji ≤ m for i = 1, . . . , l and the random variables may be chosen as multi-
ple Itoˆ or Stratonovich integrals of type I(j1,...,jl)/h
q or J(j1,...,jl)/h
q, depending
on the calculus that is used.
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For example, the SRK scheme RI1WM due to Ro¨ßler [17] for the Itoˆ SDE (1)
in the case of d ≥ 1 and m ≥ 1 with M = {{j1}, {j1, j2} : 1 ≤ j1, j2 ≤ m} is
defined by (16) with
z
(0,0)
i = αi · hn z(k,l)i = γ(k)i
(k,l)
Iˆ(k) + γ
(k,l)
i
(k,l) Iˆ(k,l)√
hn
Z
(0,0),(0,0)
ij = A
(0,0),(0,0)
ij · hn Z(0,0),(r,s)ij = B(r)ij
(0,0),(r,s)
Iˆ(r)
Z
(k,l),(0,0)
ij = A
(k,l),(0,0)
ij · hn Z(k,l),(r,s)ij = B(0)ij
(k,l),(r,s)√
hn
for 1 ≤ k, l, r, s ≤ m. Further, we define B(r)ij
(0,0),(r,s)
= 0 in the case of r 6= s,
B
(0)
ij
(k,l),(r,s)
= 0 in the case of l 6= r or l 6= s and A(k,l),(0,0)ij = 0 in the case
of k 6= l for i, j = 1, . . . , s. Here, Iˆ(k), 1 ≤ k ≤ m, are independent random
variables defined by P (Iˆ(k) = ±
√
3hn) =
1
6
and P (Iˆ(k) = 0) =
2
3
. The Iˆ(k,l),
1 ≤ k, l ≤ m, are defined by Iˆ(k,l) = 12(Iˆ(k) Iˆ(l)+Vk,l) with independent random
variables Vk,l such that P (Vk,l = ±hn) = 12 for l = 1, . . . , k−1, Vk,k = −hn and
Vl,k = −Vk,l for l = k + 1, . . . , m and k = 1, . . . , m. Thus, we can characterize
the SRK method (16) by the following Butcher array for 1 ≤ k, l ≤ m with
k 6= l:
c(0,0) A(0,0),(0,0) B(k)
(0,0),(k,k)
c(k,k) A(k,k),(0,0) B(0)
(k,k),(k,k)
B(0)
(k,l),(l,l)
αT γ(k)
(k,k)T
γ(k,k)
(k,k)T
γ(k)
(k,l)T
γ(k,l)
(k,l)T
The coefficients of the order 2.0 SRK scheme RI1WM are given in Table 1.
0
2
3
2
3 1
2
3 −13 1 0 0
0
1 1 1 1
1 1 0 −1 0 −1 0
1
4
1
2
1
4
1
2
1
4
1
4 0
1
2 −12
−12 14 14 0 12 −12
Table 1
SRK scheme RI1WM of order p = 2.0 for Itoˆ SDEs.
For detailed calculations of the order conditions and the corresponding coef-
ficients we refer to [17].
As an example for a SRK scheme due to Ro¨ßler applicable to the Stratonovich
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SDE (2) with d ≥ 1 and m ≥ 1 fulfilling a commutativity condition (see [16],
[17] for details) we choose now M = {j : 1 ≤ j ≤ m} and
z
(0,0)
i = αi · hn z(k,k)i = γ(k)i
(k,k)
Iˆ(k)(hn)
Z
(0,0),(0,0)
ij = A
(0,0),(0,0)
ij · hn Z(0,0),(k,k)ij = B(k)ij
(0,0),(k,k)
Iˆ(k)(hn)
Z
(k,k),(0,0)
ij = A
(k,k),(0,0)
ij · hn Z(k,k),(l,l)ij = B(l)ij
(k,k),(l,l)
Iˆ(l)(hn)
for k, l ∈ M and i, j = 1, . . . , s. The coefficients of such a method can be
represented by the Butcher array taking for k 6= l the form
c(0,0) A(0,0),(0,0) B(k)
(0,0),(k,k)
c(k,k) A(k,k),(0,0) B(k)
(k,k),(k,k)
B(l)
(k,k),(l,l)
αT γ(k)
(k,k)T
For detailed calculations of the order conditions we refer to [16] and [17]. The
coefficients of the order 2.0 SRK scheme RS1WM are presented in Table 2.
0
0 0 0
1 1 0 −34 34
0 0 0 0 1 0 0
0
0 0 23 0
1 1 0 112
1
4
1
4
3
4
1 1 0 0 −54 14 2 14 34 0
0 0 12
1
2
1
8
3
8
3
8
1
8
Table 2
SRK scheme RS1WM of order p = 2.0 for Stratonovich SDEs.
3 Stochastic Rooted Tree Theory
The SDE system (3) can be represented by an autonomous SDE system
Xt = x0 +
∫ t
t0
a(Xs) ds+
m∑
j=1
∫ t
t0
bj(Xs) ∗ dW js (20)
with one additional equation representing time. Hence, it is sufficient to treat
autonomous SDE systems in the following. First of all, we give a definition of
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colored graphs which will be suitable in the rooted tree theory for SDEs w.r.t.
a multi-dimensional Wiener process (see [18]).
Definition 3.1 Let l be a positive integer.
(1) A monotonically labelled S-tree (stochastic tree) t with l = l(t) nodes is
a pair of maps t = (t′, t′′) with
t
′ : {2, . . . , l} → {1, . . . , l − 1}
t
′′ : {1, . . . , l} → A
so that t′(i) < i for i = 2, . . . , l. Unless otherwise noted, we choose the set
A = {γ, τ, σjk , k ∈ N} where jk is a variable index with jk ∈ {1, . . . , m}.
(2) LTS denotes the set of all monotonically labelled S-trees w.r.t. A. Here
two trees t = (t′, t′′) and u = (u′,u′′) just differing by their colors t′′ and
u
′′ are considered to be identical if there exists a bijective map π : A → A
with π(γ) = γ and π(τ) = τ so that t′′(i) = π(u′′(i)) holds for i = 1, . . . , l.
So t′ defines a father son relation between the nodes, i.e. t′(i) is the father
of the son i. Furthermore the color t′′(i), which consists of one element of
the set A, is added to the node i for i = 1, . . . , l(t). Here, τ = is a
deterministic node and σjk = jk is a stochastic node with a variable index
jk ∈ {1, . . . , m}. In the case of γ ∈ A the node of type γ = ⊗ is denoted as
the root and always sketched as the lowest node of the graph. However, in the
case of A = {τ, σjk , k ∈ N}, the nodes τ and σjk may also serve as the root of
the tree. The variable index jk is associated with the jkth component of the
corresponding m-dimensional Wiener process of the considered SDE. In case
of a one-dimensional Wiener process one can omit the variable indices since
we have jk = 1 for all k ∈ N (see also [17]). As an example Figure 1 presents
two elements of LTS.
tI =
1 ⊗
2
4 j2
3 j1 tII =
1 ⊗
2 j1
4 3 j2
Fig. 1. Two elements of LTS with j1, j2 ∈ {1, . . . ,m}.
For the labelled S-tree tI in Figure 1 we have t
′
I(2) = t
′
I(3) = 1 and t
′
I(4) = 2.
The color of the nodes is given by t′′I (1) = γ, t
′′
I (2) = τ , t
′′
I (3) = σj1 and
t′′I (4) = σj2 .
Definition 3.2 Let t = (t′, t′′) ∈ LTS. We denote by d(t) = ♯{i : t′′(i) = τ}
the number of deterministic nodes, by s(t) = ♯{i : t′′(i) = σjk , k ∈ N} the
number of stochastic nodes and by n(t) = ♯{i : t′′(i) = t′′(i+ 1) = σjk , k ∈ N}
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the number of pairs of stochastic nodes with the same variable index. The order
ρ(t) of the tree t is defined as ρ(t) = d(t) + 1
2
s(t) with ρ(γ) = 0.
The order of the trees tI and tII presented in Figure 1 can be calculated as
ρ(tI) = ρ(tII) = 2. Every labelled S-tree can be written as a combination of
three different brackets defined as follows.
Definition 3.3 If t1, . . . , tk are colored trees then we denote by
(t1, . . . , tk), [t1, . . . , tk] and {t1, . . . , tk}j
the tree in which t1, . . . , tk are each joined by a single branch to ⊗ , and
j, respectively (see Figure 2).
⊗
t1 t2 · · · tk t1 t2 · · · tk
j
t1 t2 · · · tk
(t1, . . . , tk) [t1, . . . , tk] {t1, . . . , tk}j
Fig. 2. Writing a colored S-tree with brackets.
Therefore proceeding recursively, for the two examples tI and tII in Figure 1
we obtain tI = ([ j2], j1) = ([σj2 ], σj1) and tII = ({ , j2}j1) = ({τ, σj2}j1).
Due to the fact that we are interested in calculating weak approximations,
it will turn out that we can concentrate our considerations to one representa-
tive tree of each equivalence class.
Definition 3.4 Let t = (t′, t′′) and u = (u′,u′′) be elements of LTS. Then
the trees t and u are equivalent, i.e. t ∼ u, if the following hold:
(i) l(t) = l(u)
(ii) There exist two bijective maps
ψ : {1, . . . , l(t)} → {1, . . . , l(t)} with ψ(1) = 1,
π : A → A with π(γ) = γ and π(τ) = τ,
so that the following diagram commutes
{2, . . . , l(t)} {1, . . . , l(t)}
A
{2, . . . , l(t)} {1, . . . , l(t)}
t
′
u
′
ψ ψ
t
′′
pi(u′′)
The set of all equivalence classes under the relation ∼ is denoted by TS =
LTS/ ∼. We denote by α(t) the cardinality of t, i.e. the number of possibilities
of monotonically labelling the nodes of t with numbers 1, . . . , l(t).
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Thus, a monotonically labelled S-tree u is equivalent to t, if each label i is
replaced by ψ(i) and if each stochastic node σjk with variable index jk is
replaced by an other stochastic node π(σjk). Thus, all trees in Figure 3 belong
to the same equivalence class as tI in the example above, since the indices j1
and j2 are just renamed either by j2 and j1 or j8 and j3, respectively. Finally
the graphs differ only in the labelling of their number indices.
1 ⊗
2
3 j1
4 j2
1 ⊗
2
4 j2
3 j1
1 ⊗
2 j3 3
4 j8
Fig. 3. Trees of the same equivalence class.
For every rooted tree t ∈ LTS, there exists a corresponding elementary dif-
ferential which is a direct generalization of the differential in the deterministic
case (see, e.g., [3]). For j ∈ {1, . . . , m}, the elementary differential is defined
recursively by
F (γ)(x) = f(x), F (τ)(x) = a(x), F (σj)(x) = b
j(x),
for single nodes and by
F (t)(x) =


f (k)(x) · (F (t1)(x), . . . , F (tk)(x)) for t = (t1, . . . , tk)
a(k)(x) · (F (t1)(x), . . . , F (tk)(x)) for t = [t1, . . . , tk]
bj
(k)
(x) · (F (t1)(x), . . . , F (tk)(x)) for t = {t1, . . . , tk}j
(21)
for a tree t with more than one node. Here f (k), a(k) and bj
(k)
define a symmet-
ric k-linear differential operator, and one can choose the sequence of labelled
S-trees t1, . . . , tk in an arbitrary order. For example, the Ith component of
a(k) · (F (t1), . . . , F (tk)) can be written as
(a(k) · (F (t1), . . . , F (tk)))I =
d∑
J1,...,Jk=1
∂kaI
∂xJ1 . . . ∂xJk
(F J1(t1), . . . , F
Jk(tk))
where the components of vectors are denoted by superscript indices, which
are chosen as capitals. As a result of this we get for tI and tII the elementary
differentials
F (tI) = f
′′(a′(bj2), bj1) =
d∑
J1,J2=1
∂2f
∂xJ1∂xJ2
( d∑
K1=1
∂aJ1
∂xK1
bK1,j2 · bJ2,j1
)
F (tII) = f
′(bj1
′′
(a, bj2)) =
d∑
J1=1
∂f
∂xJ1
( d∑
K1,K2=1
∂2bJ1,j1
∂xK1∂xK2
aK1 · bK2,j2
)
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It has to be pointed out that the elementary differentials for the trees presented
in Figure 3 coincide with F (tI) if the variable indices ji are simply renamed
by a suitable bijective mapping π.
4 Taylor Expansion for Itoˆ and Stratonovich SDEs
For the expansion of the expectation of some functional applied to the so-
lution (Xt)t∈I of the d-dimensional SDE (20) considered either w.r.t. Itoˆ or
Stratonovich calculus, some subsets LTS(I) and LTS(S) of LTS have to be
introduced, respectively.
Definition 4.1 For ∗ ∈ {I, S} let LTS(∗) denote the set of trees t ∈ LTS
having a root γ = ⊗ and which can be constructed by a finite number of steps
of the form
a) adding a deterministic node τ = , or
b) adding two stochastic nodes σjk = jk , where both nodes get the same new
variable index jk for some k ∈ N. Additionally, in the case of ∗ = I neither
of the two nodes is allowed to be the father of the other.
The nodes have to be labelled in the same order as they have been added by
the construction of the tree. Further TS(∗) = LTS(∗)/ ∼ denotes the equiva-
lence class under the relation of Definition 3.4 restricted to LTS(∗) and α∗(t)
denotes the cardinality of t in LTS(∗) for ∗ ∈ {I, S}, respectively.
Since the number of stochastic nodes is always even with n(t) = s(t)/2, the
order ρ(t) has to be an integer and t owns the variable indices j1, . . . , jn(t). As
the construction of the trees in LTS(I) is more restrictive than of the ones in
LTS(S), it holds LTS(I) ⊂ LTS(S).
1 ⊗
2
3
1 ⊗
2 j1 3 j1
4
1 ⊗
2
3 j1 4 j1
1 ⊗
2 j1
3 j1
1 ⊗
2 j1
3 j1
4 j2
5 j2
Fig. 4. Some trees which belong to LTS(I) or LTS(S).
All trees of Figure 4 belong to LTS(S), however only the first three trees
belong to LTS(I). For the last tree, there is a similar tree ({σj2}j1, {σj2}j1)
which belongs to LTS(I). The only difference is the sequence of the construc-
tion, i.e. the correct father-son relationship for the stochastic nodes. Clearly,
a tree like ({τ}j1) or ({[σj1 ]}j1) neither belongs to LTS(I) nor to LTS(S).
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The following result gives an expansion for the solution process of an Itoˆ
and a Stratonovich SDE, respectively, by the use of colored rooted trees.
Theorem 4.2 Let (Xt)t∈I be the solution of the stochastic differential equa-
tion system (20) with initial value Xt0 = x0 ∈ Rd. Then for p ∈ N0 and
f, ai, a˜i, bi,j ∈ C2(p+1)P (Rd,R) for i = 1, . . . , d, j = 1, . . . , m and for t ∈ [t0, T ]
the following truncated expansion holds:
Et0,x0(f(Xt)) =
∑
t∈LTS(∗)
ρ(t)≤p
m∑
j1,...,js(t)/2=1
F (t)(x0)
2s(t)/2 ρ(t)!
(t− t0)ρ(t) +O((t− t0)p+1)
=
∑
t∈TS(∗)
ρ(t)≤p
m∑
j1,...,js(t)/2=1
α∗(t)F (t)(x0)
2s(t)/2 ρ(t)!
(t− t0)ρ(t) +O((t− t0)p+1)
(22)
Here, ∗ = I for the Itoˆ version of SDE (20), and ∗ = S for the Stratonovich
version of SDE (20).
Proof. For a proof we refer to Theorem 3.2 and Theorem 4.2 together with
Proposition 5.1 in [18]. ✷
5 Taylor Expansion for the Stochastic Runge-Kutta method
In order to derive conditions such that the stochastic Runge-Kutta method
(16) converges in the weak sense with some specified order, a Taylor expansion
of the numerical solution based on colored rooted trees has to be developed.
We follow the approach of Butcher [3] in a similar way as in Burrage and
Burrage [1], [2], Hairer [4], Hairer, Nørsett and Wanner [5] and Ro¨ßler [17].
For notational convenience, for the set of multi-indices M we here put M =
M∪{0} and we set θ0(h) = h and denote by θ(h) = (θ0(h), θν1(h), . . . , θνκ(h))T ,
νi ∈M, the corresponding κ+1-dimensional vector of random variables 1 with
κ = |M|. Further, it is assumed that θν(0) = 0 for all ν ∈ M. Due to con-
dition (17), it is sufficient to consider autonomous SRK methods (16) in the
following. We denote tn by t0 and for a given t = t0 + h the approximations
Yn and Yn+1 are denoted by Y (t0) and Y (t) in (16), respectively. Further, the
values H
(k,ν)
i are denoted by H
(k,ν)
i (t) in order to stress the dependency on t of
the random variables θ0(t− t0), θν1(t− t0), . . . , θνκ(t− t0) appearing in H(k,ν)i .
For the Taylor expansion of the SRK method Y (t) = A(t0, Y (t0), θ(t−t0)) as a
1 Then Y (t) = A(t0, Y (t0), θ(t− t0)) and Y (t0) = A(t0, Y (t0), 0, . . . , 0).
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function of θ0, θν1, . . . , θνκ, the differential operator Dk for k ∈ N is introduced
as
Dk = ∑
ν1,...,νk∈M
∆θν1 ·∆θν2 · . . . ·∆θνk ·
∂k
∂θν1∂θν2 . . . ∂θνk
(23)
with ∆θν = θν(h) − θν(0) and we denote by D0 ≡ Id. Under the assumption
that f , a and bj , 1 ≤ j ≤ m, are sufficiently differentiable, we apply the
Theorem of Taylor and get for n ∈ N
f(Y (t)) =
n∑
k=0
Dkf(Y (t0))
k!
+Rn(t, t0) (24)
with a remainder term Rn which can be written in Lagrange form as
Rn(t, t0) = D
n+1f(Y (t0 + ξ h))
(n+ 1)!
(25)
with some ξ ∈ ]0, 1[ and h = t− t0.
The next step is the computation of Dkf(Y (t0)) for k ∈ N0, i.e. the kth
derivative of the numerical solution f(Y (t)). Therefore, generalized versions
of the Leibniz formula and of Faa` di Bruno’s formula (see, e.g., [5]) are helpful.
To begin with, a multi-dimensional version of the Leibniz formula fitted to
the expansion of the SRK method is given. Let q ∈ N, k ∈ {0, 1, . . . , m} and
ν ∈M. Then the formula
∑
ν1,...,νq∈M
∂qH
(k,ν)
i (t)
J
∂θν1 . . . ∂θνq
= q ·
s∑
j=1
A
(k,ν),(0,0)
ij
∑
ν1,...,νq−1∈M
∂q−1a(H(0,0)j (t))
J
∂θν1 . . . ∂θνq−1
+ q ·
s∑
j=1
m∑
r=1
∑
µ,νq∈M
B
(νq)
ij
(k,ν),(r,µ) ∑
ν1,...,νq−1∈M
∂q−1br(H(r,µ)j (t))
J
∂θν1 . . . ∂θνq−1
+
s∑
j=1
A
(k,ν),(0,0)
ij θ0(t− t0)
∑
ν1,...,νq∈M
∂qa(H
(0,0)
j (t))
J
∂θν1 . . . θνq
+
s∑
j=1
m∑
r=1
∑
µ,ι∈M
B
(ι)
ij
(k,ν),(r,µ)
θι(t− t0)
∑
ν1,...,νq∈M
∂qbr(H
(r,µ)
j (t))
J
∂θν1 . . . θνq
(26)
can be easily calculated (see also [17], Lemma 2.5.3). In order to state a gen-
eralized version of Faa` di Bruno’s formula [5], we introduce a special set of
trees corresponding to the derivatives of the composition of two functions.
For example, if we consider g ◦ h, we get for the Jth component of the third
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jk
j
l k
j
k
l
j
m l k
j
l k
m
j
l
m
k
j
m k
l
j
k
l
m
Fig. 5. Some special trees representing the derivatives of g(h)J .
derivative
∂3g(h)J
∂xK∂xL∂xM
=
∑
K1,K2,K3
gJK1K2K3(h)
(
∂hK1
∂xM
· ∂h
K2
∂xL
· ∂h
K3
∂xK
)
+
∑
K1,K2
gJK1K2(h)
(
∂hK1
∂xL
· ∂
2hK2
∂xK∂xM
)
+
∑
K1,K2
gJK1K2(h)
(
∂2hK1
∂xL∂xM
· ∂h
K2
∂xK
)
+
∑
K1,K2
gJK1K2(h)
(
∂hK1
∂xM
· ∂
2hK2
∂xK∂xL
)
+
∑
K1
gJK1(h)
(
∂3hK1
∂xK∂xL∂xM
)
.
(27)
The corresponding special trees are presented in the last line of Figure 5. Here
the number m of indices K1, . . . , Km depends on the number of ramifications
of the root. Each time g(h)J is differentiated, one has to
(i) differentiate the first factor gJK1..., i.e., add a new branch to the root j,
(ii) increase the number of derivatives of each of the h functions by 1, which
is presented by lengthening the corresponding branch.
So each time we differentiate, we have to add a new label. All trees which are
obtained in this way are those special trees which have no ramifications except
at the root.
In order to take into account colored stochastic trees with their meaning for
the expansion of the SRK method, special trees having either a root of type
γ, τ or σj have to be considered in the following. This is due to the analysis
of the composed functions f(Y (t)), a(H
(0,0)
i (t)) and b
j(H
(j,ν)
i (t)).
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Definition 5.1 The set of special labelled trees with q nodes having no ram-
ifications except at the root is denoted by SLTSq. For u ∈ SLTSq we denote
by m = m(u) the number of ramifications of the root of u. Further we denote
by SLTS(M)q ⊂ SLTSq with M ⊂ A = {γ, τ, σjk : k ∈ N} the set of special
labelled trees in SLTSq having a root of type π with π ∈ M .
Now a formula similar to Faa` di Bruno’s formula fitted to the stochastic setting
can be stated.
Lemma 5.2 For q ∈ N, π ∈ A and functions g : Rd → Rr and h : Rκ+1 →
R
d, the multi-dimensional chain rule
∑
ν1,...,νq∈M
∂qg(h)J
∂θν1 . . . ∂θνq
=
∑
u∈SLTS(pi)q+1
d∑
K1,...,Km(u)=1
gJK1...Km(u)(h)×
×


( ∑
ν1,...,νδ1∈M
∂δ1hK1
∂θν1 . . . ∂θνδ1
)
· . . . ·
( ∑
ν1,...,νδm(u)∈M
∂δm(u)hKm(u)
∂θν1 . . . ∂θνδm(u)
)
(28)
holds. Here m = m(u) denotes the number of ramifications of the root of
the special tree u = (u1, . . . ,um)pi with a root of type π ∈ A and δi = l(ui)
describes the number of nodes of the subtree ui for 1 ≤ i ≤ m with δ1 + . . .+
δm(u) = q for all u ∈ SLTS(pi)q+1.
Proof.We prove Lemma 5.2 by induction on q. For q = 1 and π ∈ A we have
∑
ν1∈M
∂g(h)J
∂θν1
=
∑
ν1∈M
d∑
K1=1
∂g(h)J
∂xK1
· ∂h
K1
∂θν1
=
∑
u∈SLTS(pi)2
d∑
K1=1
gJK1(h)

 ∑
ν1∈M
∂hK1
∂θν1


with the set SLTS
(pi)
2 = { (τ)pi }, m(u) = 1 and δ1 = 1. Assuming now that the
hypothesis (28) holds for q, we prove it for q + 1. Therefore we write shortly
(hK)(δ) =
∑
ν1,...,νδ∈M
∂δhK
∂θν1 . . . ∂θνδ
(29)
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and we thus get
∑
ν1,...,νq+1∈M
∂q+1g(h)J
∂θν1 . . . ∂θνq+1
=
∑
νq+1∈M
∂
∂θνq+1
( ∑
ν1,...,νq∈M
∂qg(h)J
∂θν1 . . . ∂θνq
)
=
∑
νq+1∈M
∂
∂θνq+1
( ∑
u∈SLTS(pi)q+1
d∑
K1,...,Km=1
gJK1...Km(h) · (hK1)(δ1) · . . . · (hKm)(δm)
)
=
∑
u∈SLTS(pi)q+1
d∑
K1,...,Km,K=1
gJK1...KmK(h) · (hK)(1) · (hK1)(δ1) · . . . · (hKm)(δm)
+
∑
u∈SLTS(pi)q+1
d∑
K1,...,Km=1
gJK1...Km(h) · (hK1)(δ1+1) · (hK2)(δ2) · . . . · (hKm)(δm)
+ . . .
+
∑
u∈SLTS(pi)q+1
d∑
K1,...,Km=1
gJK1...Km(h) · (hK1)(δ1) · . . . · (hKm−1)(δm−1) · (hKm)(δm+1)
=
∑
u∈SLTS(pi)q+2
d∑
K1,...,Km=1
gJK1...Km(h) · (hK1)(δ1) · . . . · (hKm)(δm).
✷
As in the deterministic setting, the density γ(t) of a tree is a measure of
its non-bushiness and can be similarly defined for stochastic colored trees.
Definition 5.3 For t = (t′, t′′) ∈ LTS let γ(t) be defined recursively by
γ(t) = 1 if l(t) = 1,
γ(t) =
m∏
i=1
γ(ti) if t = (t1, . . . , tm),
γ(t) = l(t)
m∏
i=1
γ(ti) if t = [t1, . . . , tm] or t = {t1, . . . , tm}j.
γ(t) = 8 · 2 · 5 · 3 = 240
Fig. 6. Example for the definition of γ(t) for a tree t ∈ LTS.
In order to have a more suitable notation for the proof of the main theorem of
this section, i.e. the theorem about the expansion of the approximation calcu-
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lated with the stochastic Runge-Kutta method by rooted trees, we introduce
the following notation:
Definition 5.4 Let t = (t′, t′′) ∈ LTS be a tree with l = l(t) > 1 nodes which
are denoted by i1 < i2 < . . . < il, consisting of s = s(t) ≤ l stochastic nodes
σj1 , σj2, . . . , σjs. Then we denote for i ∈ {i2, . . . , il} by
Zt′(i),i =


z
(0,0)
i if t
′′(i) = τ and t′′(t′(i)) = γ∑m
jk=1
∑
νk∈M z
(jk ,νk)
i if t
′′(i) = σjk and t
′′(t′(i)) = γ
Z
(0,0),(0,0)
t
′(i),i if t
′′(i) = τ and t′′(t′(i)) = τ
Z
(jk,νk),(0,0)
t
′(i),i if t
′′(i) = τ and t′′(t′(i)) = σjk∑m
jk=1
∑
νk∈M Z
(0,0),(jk ,νk)
t
′(i),i if t
′′(i) = σjk and t
′′(t′(i)) = τ∑m
jr=1
∑
νr∈M Z
(jk,νk),(jr,νr)
t
′(i),i if t
′′(i) = σjr and t
′′(t′(i)) = σjk
.
(30)
Further, we denote by
Φi1(t) =
s∑
i2,...,il=1
Zt′(i2),i2 · . . . · Zt′(il),il (31)
the corresponding coefficient function and define Φi1(t) = 1 if l(t) = 1.
We will now state a proposition which allows a representation of the derivatives
of the stochastic Runge-Kutta method w.r.t. rooted trees.
Proposition 5.5 Let q ∈ N, k ∈ {0, 1, . . . , m}, ν ∈ M and A = {τ, σjr : r ∈
N}. We denote by
zi1 =

z
(0,0)
i1 if t
′′(i1) = τ∑m
jr=1
∑
νr∈M z
(jr ,νr)
i1 if t
′′(i1) = σjr
Z
(k,ν)
i,i1 =

Z
(k,ν),(0,0)
i,i1 if t
′′(i1) = τ∑m
jr=1
∑
µr∈M Z
(k,ν),(jr,νr)
i,i1 if t
′′(i1) = σjr
.
(32)
Then the derivatives of the Jth component of H
(k,ν)
i (t0) satisfy
DqH(k,ν)i (t0)J =
∑
t∈LTS
l(t)=q
γ(t)
s∑
i1=1
Z
(k,ν)
i,i1 · Φi1(t) · F (t)(Y (t0))J . (33)
The Jth component of the numerical solution Y (t0) satisfies
Dq Y (t0)J =
∑
t∈LTS
l(t)=q
γ(t)
s∑
i1=1
zi1 · Φi1(t) · F (t)(Y (t0))J . (34)
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Proof. Because of the similarity of Y (t) and H
(k,ν)
i (t), it is sufficient to prove
the first equation (33) only. Then the second equation (34) follows substitut-
ing Z
(k,ν)(0,0)
ij and Z
(k,ν)(r,µ)
ij by z
(0,0)
j and z
(r,µ)
j , respectively, in H
(k,ν)
i (t), which
equals it to Y (t), and by the definition of Dq in (23).
We prove equation (33) by induction on q. For q = 1 and A = {τ, σjk : k ∈ N}
there are two trees t1 = τ and t2 = σj1 with l(t1) = l(t2) = 1 in LTS and
∑
ν1∈M
∆θν1 ·
∂H
(k,ν)
i (t0)
J
∂θν1
=
s∑
i1=1
Z
(k,ν),(0,0)
i,i1 · a(Y (t0))J
+
s∑
i1=1
m∑
j1=1
∑
ν1∈M
Z
(k,ν),(j1,ν1)
i,i1 · bj1(Y (t0))J
=
∑
t∈LTS
l(t)=1
γ(t)
s∑
i1=1
Z
(k,ν)
i,i1 · F (t)(Y (t0))J .
(35)
For a better understanding, we also consider the case q = 2. Here we have
to consider the trees t3 = [τ ], t4 = [σj1 ], t5 = {τ}j1 and t6 = {σj2}j1 with
l(t) = 2 nodes in LTS. Then we get
∑
ν1,ν2∈M
∆θν1 ·∆θν2 ·
∂H
(k,ν)
i (t0)
J
∂θν1∂θν2
= 2
s∑
i1,i2=1
Z
(k,ν),(0,0)
i,i1 Z
(0,0),(0,0)
i1,i2
d∑
K1=1
∂a(Y (t0))
J
∂xK1
a(Y (t0))
K1
+ 2
s∑
i1,i2=1
m∑
j1=1
∑
ν1∈M
Z
(k,ν),(0,0)
i,i1 Z
(0,0),(j1,ν1)
i1,i2
d∑
K1=1
∂a(Y (t0))
J
∂xK1
bj1(Y (t0))
K1
+ 2
s∑
i1,i2=1
m∑
j1=1
∑
ν1∈M
Z
(k,ν),(j1,ν1)
i,i1 Z
(j1,ν1),(0,0)
i1,i2
d∑
K1=1
∂bj1(Y (t0))
J
∂xK1
a(Y (t0))
K1
+ 2
s∑
i1,i2=1
m∑
j1,j2=1
∑
ν1,ν2∈M
Z
(k,ν),(j1,ν1)
i,i1 Z
(j1,ν1),(j2,ν2)
i1,i2
d∑
K1=1
∂bj1(Y (t0))
J
∂xK1
bj2(Y (t0))
K1
=
∑
t∈LTS
l(t)=2
γ(t)
s∑
i1=1
Z
(k,ν)
i,i1 · Φi1(t) · F (t)(Y (t0))J .
(36)
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Now, we assume that equation (33) holds for some q − 1 and prove the case
q. The first step is the application of formula (26) in order to obtain
DqH(k,ν)i (t0)J =
∑
ν1,...,νq∈M
∆θν1 · . . . ·∆θνq ·
∂qH
(k,ν)
i (t0)
J
∂θν1 . . . ∂θνq
= q
s∑
i1=1
Z
(k,ν),(0,0)
i,i1
∑
ν1,...,νq−1∈M
∆θν1 · . . . ·∆θνq−1
∂q−1a(H(0,0)i1 (t0))
J
∂θν1 . . . θνq−1
+ q
s∑
i1=1
m∑
j1=1
∑
ν1∈M
Z
(k,ν)(j1,ν1)
i,i1 ×
× ∑
ν1,...,νq−1∈M
∆θν1 · . . . ·∆θνq−1
∂q−1bj1(H(j1,ν1)i1 (t0))
J
∂θν1 . . . ∂θνq−1
.
(37)
As the second step, we make use of Lemma 5.2 twice. First, equation (28)
is applied to trees u ∈ SLTS(τ)q (i.e., trees having a root of type τ) and
second, to trees u ∈ SLTS(σj1 )q (i.e., trees having a root of type σj1). Thus
with δ1 + . . .+ δm(u) = q − 1 we obtain
∑
ν1,...,νq−1∈M
∆θν1 · . . . ·∆θνq−1
∂q−1a(H(0,0)i1 (t0))
J
∂θν1 . . . ∂θνq−1
=
∑
u∈SLTS(τ)q
d∑
K1,...,Km=1
aJK1...Km(H
(0,0)
i1 (t0))×
×



 ∑
ν1,...,νδ1∈M
∆θν1 · . . . ·∆θνδ1
∂δ1H
(0,0)
i1 (t0)
K1
∂θν1 . . . ∂θνδ1

 · . . .
. . . ·

 ∑
ν1,...,νδm∈M
∆θν1 · . . . ·∆θνδm
∂δmH
(0,0)
i1 (t0)
Km
∂θν1 . . . ∂θνδm




(38)
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and analogously
∑
ν1,...,νq−1∈M
∆θν1 · . . . ·∆θνq−1
∂q−1bj1(H(j1,ν1)i1 (t0))
J
∂θν1 . . . ∂θνq−1
=
∑
u∈SLTS(σj1)q
d∑
K1,...,Km=1
bj1
J
K1...Km(H
(j1,ν1)
i1 (t0))×
×



 ∑
ν1,...,νδ1∈M
∆θν1 · . . . ·∆θνδ1
∂δ1H
(j1,ν1)
i1 (t0)
K1
∂θν1 . . . ∂θνδ1

 · . . .
. . . ·

 ∑
ν1,...,νδm∈M
∆θν1 · . . . ·∆θνδm
∂δmH
(j1,ν1)
i1 (t0)
Km
∂θν1 . . . ∂θνδm



 .
(39)
Finally, we replace the derivatives of H
(0,0)
i1 and H
(j1,ν1)
i1 , which appear in (38)
and (39) with δi ≤ q−1, 1 ≤ i ≤ m = m(u), by the induction hypothesis (33)
and rearrange the sums. Then we get for (37):
∑
ν1,...,νq∈M
∆θν1 · . . . ·∆θνq
∂qH
(k,ν)
i (t0)
J
∂θν1 . . . ∂θνq
= q
∑
u∈SLTS(τ)q
∑
t1∈LTS
l(t1)=δ1
. . .
∑
tm∈LTS
l(tm)=δm
γ(t1) · . . . · γ(tm)×
×
s∑
i1=1
Z
(k,ν)(0,0)
i,i1

 s∑
k1=1
Z
(0,0)
i1,k1
Φk1(t1) · . . . ·
s∑
km=1
Z
(0,0)
i1,km
Φkm(tm)

×
×
d∑
K1,...,Km=1
aJK1...Km(H
(0,0)
i1 (t0)) ·
(
F (t1)(Y (t0))
K1 · . . . · F (tm)(Y (t0))Km
)
+ q
∑
u∈SLTS(σj1 )q
∑
t1∈LTS
l(t1)=δ1
. . .
∑
tm∈LTS
l(tm)=δm
γ(t1) · . . . · γ(tm)×
×
m∑
j1=1
∑
ν1∈M
s∑
i1=1
Z
(k,ν)(j1,ν1)
i,i1

 s∑
k1=1
Z
(j1,ν1)
i1,k1
Φk1(t1) · . . . ·
s∑
km=1
Z
(j1,ν1)
i1,km
Φkm(tm)

×
×
d∑
K1,...,Km=1
bj1
J
K1...Km
(H
(j1,ν1)
i1 (t0)) ·
(
F (t1)(Y (t0))
K1 · . . . · F (tm)(Y (t0))Km
)
(40)
where i1 denotes the root of u and k1, . . . , km denote the roots of the trees
t1, . . . , tm, respectively.
The main difficulty is now to understand that to each tuple of trees
(u, t1, . . . , tm) with u ∈ SLTS(pi)q , ti ∈ LTS, l(ti) = δi
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with π ∈ A and ∑mi=1 δi = q − 1, there corresponds exactly one labelled tree
t = (t′, t′′) ∈ LTS with l(t) = q such that the root i1 of t is of type π and
such that
γ(t) = q · γ(t1) · . . . · γ(tm) (41)
and for π = τ
F (t)(Y (t0))
J =
d∑
K1,...,Km=1
aJK1...Km(Y (t0))F (t1)(Y (t0))
K1 . . . F (tm)(Y (t0))
Km
Φi1(t) =
s∑
k1,...,km=1
Z
(0,0)
i1,k1
. . . Z
(0,0)
i1,km
Φk1(t1) . . .Φkm(tm)
(42)
or for π = σj1
F (t)(Y (t0))
J =
d∑
K1,...,Km=1
bj1
J
K1...Km(Y (t0))F (t1)(Y (t0))
K1 . . . F (tm)(Y (t0))
Km
Φi1(t) =
s∑
k1,...,km=1
Z
(j1,ν1)
i1,k1
. . . Z
(j1,ν1)
i1,km
Φk1(t1) . . .Φkm(tm)
(43)
holds, respectively. This labelled tree t is obtained if the branches of u are
replaced by the trees t1, . . . , tm and the corresponding labels are taken over
in a natural way, i.e., in the same order (see Figure 7).
j
l
n
k
m
p
q
j
k
j
l k
m
←→ j
l
n
k
p m
q
u t1 t2 t
Fig. 7. Example for the bijection of (u, t1, . . . , tm)↔ t with pi = σ.
In this way, for π = τ and π = σj1 all trees t = (t
′, t′′) ∈ LTS with l(t) = q
appear exactly once. Thus (40) becomes (33) after inserting (41), (42) and
(43), respectively. ✷
Since the Taylor expansion contains the coefficients of the SRK method, we
define a coefficient function ΦS which assigns to every tree an elementary
weight . So for every t ∈ TS or t ∈ LTS the function ΦS is defined recursively
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by
ΦS(t) =


λ∏
i=1
ΦS(ti) if t = (t1, . . . , tλ)
z(0,0)
T
λ∏
i=1
Ψ(0,0)(ti) if t = [t1, . . . , tλ]
∑
ν∈M
z(k,ν)
T
λ∏
i=1
Ψ(k,ν)(ti) if t = {t1, . . . , tλ}k
(44)
where Ψ(0,0)(∅) = Ψ(k,ν)(∅) = e with γ = (∅), τ = [∅], σk = {∅}k and
Ψ(k,ν)(t) =


Z(k,ν),(0,0)
λ∏
i=1
Ψ(0,0)(ti) if t = [t1, . . . , tλ]
∑
µ∈M
Z(k,ν),(r,µ)
λ∏
i=1
Ψ(r,µ)(ti) if t = {t1, . . . , tλ}r
. (45)
Here e = (1, . . . , 1)T and the product of vectors in the definition of Ψ(0,0)
and Ψ(k,ν) is defined by component-wise multiplication, i.e. with (a1, . . . , an) ∗
(b1, . . . , bn) = (a1b1, . . . , anbn). Now we get immediately the following repre-
sentation of the stochastic Runge-Kutta approximation w.r.t. rooted trees.
Corollary 5.6 Assume that the drift a and the diffusion bj, 1 ≤ j ≤ m, are
sufficiently differentiable. Then, the one-step approximation Y (t) = Y (t0 + h)
with h ∈ ]0,∞[, given by the stochastic Runge-Kutta method (16), can be re-
presented as
Y (t)J = Y (t0)
J +
∑
t∈LTS
l(t)≤n
γ(t)
∑s
i1=1
zi1 Φi1(t)F (t)(Y (t0))
J
l(t)!
+Rn(t, t0)
= Y (t0)
J +
∑
t∈TS
l(t)≤n
α(t) γ(t)
∑s
i1=1 zi1 Φi1(t)F (t)(Y (t0))
J
l(t)!
+Rn(t, t0)
(46)
for n ∈ N and with α(t) denoting the cardinality of the tree t ∈ LTS with
A = {τ, σjk : k ∈ N}. Using the coefficient function ΦS, we get analogously
Y (t)J = Y (t0)
J +
∑
t∈LTS
l(t)≤n
m∑
j1,...,js(t)=1
γ(t) ΦS(t)F (t)(Y (t0))
J
l(t)!
+Rn(t, t0)
= Y (t0)
J +
∑
t∈TS
l(t)≤n
m∑
j1,...,js(t)=1
α(t) γ(t) ΦS(t)F (t)(Y (t0))
J
l(t)!
+Rn(t, t0).
(47)
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Proof. This follows directly from the Theorem of Taylor (see (24)) and Propo-
sition 5.5. ✷
As a final step, we extend this representation of the approximation Y (t) to
our primary problem of a representation for f(Y (t)). Therefore we consider a
suitable subset LTS(∆) of LTS w.r.t. the set A = {γ, τ, σjk : k ∈ N}, where
γ represents the function f .
Definition 5.7 Let LTS(∆) denote the set of trees t = (t′, t′′) ∈ LTS w.r.t.
A = {γ, τ, σjk : k ∈ N} such that
a) the root is of type t′′(1) = γ and all other nodes are either deterministic or
stochastic nodes, i.e. t′′(i) ∈ {τ, σjk : k ∈ N} for 2 ≤ i ≤ l(t),
b) all stochastic nodes own a different variable index jk, 1 ≤ k ≤ s(t), i.e. for
two different stochastic nodes i 6= l holds t′′(i) 6= t′′(l).
Further TS(∆) = LTS(∆)/ ∼ denotes the equivalence class under the relation
of Definition 3.4 restricted to LTS(∆) and α∆(t) denotes the cardinality of t
in LTS.
Here it has to be pointed out that LTS(I) ⊂ LTS(S) ⊂ LTS(∆) since the
rules of construction for the trees t in LTS(I) and in LTS(S) are more re-
strictive than for the trees t ∈ LTS(∆). However in contrast to LTS(I) and
LTS(S), a tree t ∈ LTS(∆) has s(t) different variable indices j1, . . . , js(t)
while a tree u in LTS(I) or LTS(S) has only n(u) = s(u)/2 different variable
indices. For example, the tree ({[σj2 ]}j1) is an element of LTS(∆) while it
is neither an element of LTS(I) nor of LTS(S). With the definition of the
set LTS(∆), we can now formulate our main result for the expansion of the
stochastic Runge-Kutta method. It provides an expansion of f(Y (t)) which is
required for the calculation of order conditions for the SRK method.
Theorem 5.8 For the one-step approximation Y (t) = Y (t0 + h), h ∈ ]0,∞[ ,
defined by the stochastic Runge-Kutta method (16), a function f : Rd → R
and for n ∈ N the expansion
f(Y (t)) =
∑
t∈LTS(∆)
l(t)−1≤n
m∑
j1,...,js(t)=1
γ(t) · ΦS(t) · F (t)(Y (t0))
(l(t)− 1)! +Rn(t, t0)
=
∑
t∈TS(∆)
l(t)−1≤n
m∑
j1,...,js(t)=1
α∆(t) · γ(t) · ΦS(t) · F (t)(Y (t0))
(l(t)− 1)! +Rn(t, t0)
(48)
holds provided all necessary derivatives of f , a and bj, 1 ≤ j ≤ m, exist.
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Proof. Let A = {γ, τ, σjk : k ∈ N}. We apply Lemma 5.2 with π = γ and
conclude that
Dqf(Y (t0)) =
∑
ν1,...,νq∈M
∆θν1 · . . . ·∆θνq ·
∂qf(Y (t0))
∂θν1 . . . ∂θνq
=
∑
u∈SLTS(γ)q+1
d∑
K1,...,Km=1
fK1...Km(Y (t0)) ·
(
Dδ1Y (t0)K1 . . .DδmY (t0)Km
) (49)
where m = m(u) and δ1 + . . .+ δm = q. Now Proposition 5.5 yields
Dqf(Y (t0)) =
∑
u∈SLTS(γ)q+1
d∑
K1,...,Km=1
fK1...Km(Y (t0))×
×
(( ∑
t1∈LTS
l(t1)=δ1
γ(t1)
s∑
k1=1
zk1Φk1(t1) · F (t1)(Y (t0))K1
)
· . . .×
× . . . ·
( ∑
tm∈LTS
l(tm)=δm
γ(tm)
s∑
km=1
zkmΦkm(tm) · F (tm)(Y (t0))Km
))
(50)
where t1, . . . , tm ∈ LTS are considered w.r.t. A = {τ, σjk : k ∈ N} and
k1, . . . , km denote the roots of the trees t1, . . . , tm, respectively. Now nearly
the same considerations as in the proof of Proposition 5.5 apply: To each
tuple of trees (u, t1, . . . , tm) with u ∈ SLTS(γ)q+1, ti ∈ LTS, l(ti) = δi and with∑m
i=1 δi = q, there corresponds exactly one labelled tree t = (t
′, t′′) ∈ LTS(∆)
with l(t) = q + 1 such that the root i1 of t is of type γ and
γ(t) = γ(t1) · . . . · γ(tm)
F (t)(Y (t0)) =
d∑
K1,...,Km=1
fK1...Km(Y (t0)) · F (t1)(Y (t0))K1 . . . F (tm)(Y (t0))Km
Φ˜(t) : =
∏
k∈t′−1(i1)
s∑
k=1
zkΦk(tk) =
s∑
k1,...,km=1
zk1Φk1(t1) · . . . · zkmΦkm(tm)
(51)
where tk denotes the subtree of t having the node k as a root.
The labelled tree t is obtained if the branches of u are replaced by the trees
t1, . . . , tm and the corresponding labels are taken over in a natural way, i.e.
in the same order (see Figure 7). In this way all trees t = (t′, t′′) ∈ LTS(∆)
with l(t) = q+1 appear exactly once. Applying the usual tensor notation and
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substituting Φ˜(t) by ΦS(t), we get
Dqf(Y (t0)) =
∑
t∈LTS(∆)
l(t)=q+1
γ(t) · Φ˜(t) · F (t)(Y (t0))
=
∑
t∈LTS(∆)
l(t)=q+1
m∑
j1,...,js(t)=1
γ(t) · ΦS(t) · F (t)(Y (t0)).
(52)
With ΦS(γ) = 1, F (γ)(Y (t0)) = f(Y (t0)) and the Theorem of Taylor (24) we
finally arrive at (48) which completes the proof. ✷
6 Order Conditions for Stochastic Runge-Kutta Methods
In this section, conditions such that the stochastic Runge-Kutta method (16)
converges in the weak sense with order p to the solution of the stochastic
differential equation (20) are considered. Therefore, we give a suitable repre-
sentation of the approximation due to the SRK method.
Proposition 6.1 Let Y (t) = Y (t0+h) with h ∈ ]0, h0[ and Y (t0) = x0 denote
the one-step approximation defined by the stochastic Runge-Kutta method (16).
Assume that for the random variables holds θι(h) =
√
h · ϑι for ι ∈M with a
bounded random variable ϑι. Then for f : R
d → R and p ∈ N the expansion
Et0,x0 (f (Y (t))) =
∑
t∈TS(∆)
ρ(t)≤p+1
2
m∑
j1,...,js(t)=1
α∆(t) γ(t)F (t)(x0)E (ΦS(t))
(l(t)− 1)! +O
(
hp+1
)
(53)
holds for sufficient small h0 > 0, provided f, a
i, bi,j ∈ C2(p+1)P (Rd,R) for all
i = 1, . . . , d and j = 1, . . . , m.
Proof. Apply Theorem 5.8 with n = 2(p+ 1
2
) and simply take the expectation
of equation (48). By the definition of ΦS and due to (19), for all t ∈ TS(∆)
the expectation becomes
E(ΦS(t)) = O(h
d(t)+
1
2
s(t)) = O(hρ(t)).
Now, for all trees t ∈ TS(∆) appearing in the sum of equation (48) and which
do not appear in the sum of (53), i.e. trees with l(t) ≤ 2p+2 and ρ(t) ≥ p+1,
we have E(ΦS(t)) = O(h
p+1). As a result of this, we finally have to prove
that Et0,x0(R2p+1(t, t0)) = O(hp+1) holds. In the following, let h < 1. The
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autonomous version of the SRK method (16) can be written as
H(k,ν) = (e⊗ I)Yn +
m∑
r=0
∑
µ,ι∈M
θι(h)
(
B(ι)
(k,ν),(r,µ) ⊗ I
)
Gr
(
H(r,µ)
)
Yn+1 = Yn +
m∑
k=0
∑
ν,ι∈M
θι(h)
(
γ(ι)
(k,ν) ⊗ I
)
Gk
(
H(k,ν)
)
.
(54)
Here, denote θ0(h) = h and γ
(0)(0,0) = α, γ(0)
(k,ν)
= 0 for k 6= 0 or ν 6= 0,
B(0)
(k,ν),(0,0)
= A(k,ν),(0,0) and B(0)
(k,ν),(r,µ)
= 0 for r 6= 0 or µ 6= 0. Further we
denote b0 = a, Gk(H
(k,ν)) = (bk(H
(k,ν)
1 )
T , . . . , bk(H(k,ν)s )
T )T ∈ Rd·s, H(k,ν) =
(H
(k,ν)
1
T
, . . . , H(k,ν)s
T
)T ∈ Rd·s, I ∈ Rd×d and e = (1, . . . , 1)T ∈ Rs. In the
following the norm ‖Gk(H(k,ν))‖ = max1≤i≤s ‖bk(H(k,ν)i )‖ is used. Then, with
the linear growth condition ‖Gk(H(k,ν))‖ ≤ C1(1 + ‖H(k,ν)‖) and
C2 = max
ι,k,ν,r,µ
{∥∥∥∥B(ι)(k,ν),(r,µ) ⊗ I
∥∥∥∥ ,
∥∥∥∥γ(ι)(k,ν) ⊗ I
∥∥∥∥ , ‖e⊗ I‖
}
the following inequality holds:
max
(k,ν)
∥∥∥H(k,ν)∥∥∥ ≤ C2‖Yn‖+ m∑
r=0
∑
µ,ι∈M
|θι(h)|C2C1
(
1 +
∥∥∥H(r,µ)∥∥∥)
≤ C2‖Yn‖+ (m+ 1)|M|2 max
ι∈M
|θι(h)| C1C2
(
1 + max
(k,ν)
∥∥∥H(k,ν)∥∥∥
)
.
(55)
Let C3 = (m+ 1) |M|2C1C2. Then for maxι∈M |θι(h)| ≤ 12C3 holds
max
(k,ν)
∥∥∥H(k,ν)∥∥∥ ≤
(
C2‖Yn‖+ C3 max
ι∈M
|θι(h)|
)
1
1− C3 maxι∈M |θι(h)|
≤ 2C2‖Yn‖+ 2C3 max
ι∈M
|θι(h)|
≤ C4 (1 + ‖Yn‖) .
(56)
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Next, consider the qth derivative. By (26) and similar considerations, we obtain
with the application of Lemma 5.2 using the notation (29) that
∥∥∥∥∥∥∥
∑
ν1,...,νq∈M
∂qH(k,ν)
J
∂θν1 . . . ∂θνq
∥∥∥∥∥∥∥
≤ q
m∑
r=0
∑
µ,νq∈M
∥∥∥∥B(νq)(k,ν),(r,µ) ⊗ I
∥∥∥∥
∥∥∥∥∥∥∥
∑
ν1,...,νq−1∈M
∂q−1Gr
(
H(r,µ)
)J
∂θν1 . . . ∂θνq−1
∥∥∥∥∥∥∥
+
m∑
r=0
∑
µ,ι∈M
|θι(h)|
∥∥∥∥B(ι)(k,ν),(r,µ) ⊗ I
∥∥∥∥
∥∥∥∥∥∥∥
∑
ν1,...,νq∈M
∂qGr
(
H(r,µ)
)J
∂θν1 . . . ∂θνq
∥∥∥∥∥∥∥
≤ q |M|C2
m∑
r=0
∑
µ∈M
∑
u∈SLTS(σr)q
d·s∑
K1,...,Km(u)=1
∥∥∥GJr K1...Km(u)
(
H(r,µ)
)∥∥∥×
×
∥∥∥∥∥
(
H(r,µ)
K1
)(δ1)∥∥∥∥∥ · . . . ·
∥∥∥∥∥
(
H(r,µ)
Km(u)
)(δm(u))∥∥∥∥∥
+ |M|C2 max
ι∈M
|θι(h)|
m∑
r=0
∑
µ∈M
∑
u∈SLTS(σr)q+1
m(u)>1
d·s∑
K1,...,Km(u)=1
∥∥∥GJr K1...Km(u)
(
H(r,µ)
)∥∥∥×
×
∥∥∥∥∥
(
H(r,µ)
K1
)(δ1)∥∥∥∥∥ · . . . ·
∥∥∥∥∥
(
H(r,µ)
Km(u)
)(δm(u))∥∥∥∥∥
+ |M|C2 max
ι∈M
|θι(h)|
m∑
r=0
∑
µ∈M
d·s∑
K1=1
∥∥∥GJr K1
(
H(r,µ)
)∥∥∥ ·
∥∥∥∥∥
(
H(r,µ)
K1
)(q)∥∥∥∥∥ .
(57)
Due to the Lipschitz condition and the polynomial growth condition, we have
‖GJr K1(H(r,µ))‖ ≤ L and ‖GJr K1...Km(u)(H(r,µ))‖ ≤ C5(1 + (max(k,ν) ‖H(k,ν)‖)2l)
which is bounded by some constant C6 only depending on ‖Yn‖ due to (56).
Therefore, with C7 = C2 |M|2 (m+ 1) follows
max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(q)∥∥∥∥∥ ≤ q C7
∑
u∈SLTS(σ)q
(d · s)m(u)C6
m(u)∏
i=1
max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(δi)∥∥∥∥∥
+ C7 max
ι∈M
|θι(h)|
∑
u∈SLTS(σ)q+1
m(u)>1
(d · s)m(u)C6
m(u)∏
i=1
max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(δi)∥∥∥∥∥
+ C7 max
ι∈M
|θι(h)| (d · s)L max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(q)∥∥∥∥∥ .
(58)
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Let C8 = C7 d sL. Then we get with maxι∈M |θι(h)| ≤ 12C8 that
max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(q)∥∥∥∥∥ ≤ 2 q C7
∑
u∈SLTS(σ)q
(d · s)m(u)C6
m(u)∏
i=1
max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(δi)∥∥∥∥∥
+ 2C7 max
ι∈M
|θι(h)|
∑
u∈SLTS(σ)q+1
m(u)>1
(d · s)m(u)C6
m(u)∏
i=1
max
J,(k,ν)
∥∥∥∥∥
(
H(k,ν)
J
)(δi)∥∥∥∥∥
(59)
holds with δi = δi(u) ≤ q − 1 because m(u) > 1. Especially for q = 1 where
due to the linear growth condition C6 = C9 (1 + ‖Yn‖), we arrive at
max
J,(k,ν)
∥∥∥∥∥∥
∑
ν1∈M
∂H(k,ν)
J
∂θν1(h)
∥∥∥∥∥∥ ≤ C10 (1 + ‖Yn‖) . (60)
Applying formula (59) recursively and using finally (56) yields an upper bound
Cq(Yn) of the qth derivative of H
(k,ν) only depending on ‖Yn‖ for all q ∈ N.
Due to the definition of C2 and the same structure of Yn+1 = A(tn, Yn, θ(h)) as
H(k,ν), the same upper bound holds also for the qth derivative ofA(tn, Yn, θ(h)).
Since f ∈ C2p+2P (Rd,R), we obtain for ξ ∈ ]0, 1[ and |θι(h)| ≤
√
hCϑ with the
Jensen inequality
∥∥∥∥∥∥∥E
t0,x0

 ∑
ν1,...,ν2p+2∈M
∆θν1 · . . . ·∆θν2p+2
∂2p+2f(A(t0, Y (t0), ξ θ(h)))
∂θν1 . . . ∂θν2p+2


∥∥∥∥∥∥∥
≤ Et0,x0


(
max
ι∈M
|θι(h)|
)2p+2
×
× ∑
u∈SLTS(γ)2p+3
d∑
K1,...,Km=1
‖fK1...Km (A(t0, Y (t0), ξ θ(h)))‖
m(u)∏
i=1
Cδi(Y (t0))


≤ hp+1C2p+2ϑ
∑
u∈SLTS(γ)2p+3
dm(u)Cf
(
1 + (C4(1 + ‖x0‖))2r(u)
)m(u)∏
i=1
Cδi(x0)
(61)
and it follows Et0,x0(R2p+1(t, t0)) = O(hp+1). ✷
The result of Proposition 6.1 can also be proved for general unbounded ran-
dom variables in the case of explicit SRK methods (see [17], Proposition 2.6.1).
However, especially for weak approximations it is usual to use bounded ran-
dom variables which are often easier to generate (see, e.g., [7], [12], [20]).
The approximation Y has to be uniformly bounded with respect to the number
N of steps in order to guarantee convergence. Therefore, sufficient conditions
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for the random variables and for some coefficients of the stochastic Runge-
Kutta method such that Y is uniformly bounded are calculated.
Proposition 6.2 Let ai, bi,j ∈ C1(Rd,R) satisfy a Lipschitz and a linear
growth condition and let for all 1 ≤ k ≤ m and ν ∈M
E
(
z(k,ν)
T
e
)
= 0. (62)
Further assume that each random variable can be expressed as θι(h) =
√
h · ϑι
for ι ∈ M with a bounded random variable ϑι. Then the approximation Y by
the stochastic Runge-Kutta method (16) has uniformly bounded moments, i.e.
for r ∈ N the expectation E(‖Yn‖2r) is uniformly bounded w.r.t. the number
of steps N for all n = 0, 1, . . . , N .
Proof. Let h < 1. Using the notation (54) we get with the linear growth
condition and with (56)
‖A(tn, Yn, θ(h))− Yn‖ ≤
m∑
k=0
∑
ν,ι∈M
|θι(h)|C2
∥∥∥Gk (H(k,ν))∥∥∥
≤ (m+ 1) |M|2 max
ι∈M
|θι(h)|C2C9
(
1 + max
(k,ν)
∥∥∥H(k,ν)∥∥∥
)
≤ C11 (1 + ‖Yn‖)
√
h.
(63)
Next, we get with one step of the Taylor-expansion of Gk for ξ ∈ ]0, 1[ that
‖E (A(tn, Yn, θ(h))− Yn)‖ ≤
∥∥∥∥∥∥
m∑
k=1
∑
ν,ι∈M
E (θι(h))
(
γ(ι)
(k,ν) ⊗ I
)
Gk ((e⊗ I)Yn)
∥∥∥∥∥∥
+ h
∥∥∥∥γ(0)(0,0) ⊗ I
∥∥∥∥ ‖G0 ((e⊗ I)Yn)‖+
∥∥∥∥∥∥E

 m∑
k=0
∑
ν,ι∈M
θι(h)
(
γ(ι)
(k,ν) ⊗ I
)
×
× ∑
µ∈M
d·s∑
J=1
∂Gk
(
H(k,ν) (ξθ(h))
)
∂xJ
∂H(k,ν) (ξθ(h))J
∂θµ
∆θµ(h)


∥∥∥∥∥∥ .
(64)
The first summand on the right hand side vanishes due to (62). With a Lip-
schitz constant L for G and the linear growth condition, we get with the Jensen
inequality
‖E (A(tn, Yn, θ(h))− Yn)‖ ≤ hC2C9 (1 + ‖(e⊗ I)Yn‖)
+ E

 m∑
k=0
∑
ν,ι∈M
∥∥∥∥γ(ι)(k,ν) ⊗ I
∥∥∥∥
d·s∑
J=1
L
∥∥∥∥∥∥
∑
µ∈M
∂H(k,ν) (ξθ(h))J
∂θµ
∥∥∥∥∥∥
(
max
ι∈M
|θι(h)|
)2 .
(65)
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Finally, applying (60) and the condition |θι(h)| ≤
√
hCϑ, we get
‖E (A(tn, Yn, θ(h))− Yn)‖ ≤ C12 (1 + ‖Yn‖) h (66)
Now, Lemma 1.3 can be applied because (63) and (66) are fulfilled. This yields
the existence of E(‖Yn‖2r) for all r ∈ N and provides that the moments are
uniformly bounded with respect to N and n = 1, . . . , N . ✷
The next step is to compare the representations of the solution of the stochastic
differential equation in Theorem 4.2 with the representation of the approxi-
mation in Proposition 6.1. According to Theorem 1.2 these representations
have to coincide up to order p + 1 locally. This leads to different conditions
w.r.t. trees in TS(I) and TS(S) on the one hand and trees in TS(∆) \ TS(I)
and TS(∆) \ TS(S) on the other hand. Having in mind that for t ∈ TS(I)
or t ∈ TS(S) we have s(t)/2 different variable indices while for the same tree
t ∈ TS(∆) we have twice as much, i.e. s(t) different variable indices, we use
the following helpful definition.
Definition 6.3 Let |t| denote the tree which is obtained if the nodes σji of t
are replaced by σ, i.e. by omitting all variable indices. Let a tree t ∈ TS(∗)
for ∗ ∈ {I, S} with variable indices j1, . . . , js(t)/2 be given and let u ∈ TS(∆)
with variable indices jˆ1, . . . , jˆs(u) denote the tree which is equivalent to t except
for the variable indices, i.e. |t| ∼ |u| with s(t) = s(u). For a fixed choice of
correlations of type jk = jl or jk 6= jl, 1 ≤ k < l ≤ s(t)/2, between the indices
j1, . . . , js(t)/2, let β(t) denote the number of all possible correlations between
the indices jˆ1, . . . , jˆs(u) of tree u such that t ∼ u holds. In the case of s(t) = 0
or t ∈ TS(∆) \ TS(∗), ∗ ∈ {I, S}, define β(t) = 1.
Note that in case of m = 1 we have β(t) = 1 for all t ∈ TS(∗), ∗ ∈ {I, S}.
As an example consider the trees t = (σj1 , σj1, σj2 , σj2) ∈ TS(I) and u =
(σjˆ1 , σjˆ2, σjˆ3 , σjˆ4) ∈ TS(∆). For the correlation j1 = j2 of t we have ex-
actly one possibility for the choice of a correlation of u: We have to choose
jˆ1 = jˆ2 = jˆ3 = jˆ4, i.e. in this case we have β(t) = 1. However, in case
of the correlation j1 6= j2 for t, there are three different possible correla-
tions for u: We can choose jˆ1 = jˆ2 6= jˆ3 = jˆ4, jˆ1 = jˆ3 6= jˆ2 = jˆ4 or
jˆ1 = jˆ4 6= jˆ2 = jˆ3, thus we have β(t) = 3. As a second example, for the
trees t = (σj1 , σj2, {σj2}j1) ∈ TS(I) and u = (σjˆ1, σjˆ2 , {σjˆ4}jˆ3) ∈ TS(∆), two
different correlations are distinguished. On the one hand we have the correla-
tion j1 = j2 for t where we get the only possible correlation jˆ1 = jˆ2 = jˆ3 = jˆ4
for u, i.e. β(t) = 1. On the other hand we have j1 6= j2 as a correlation for t
allowing us two different correlations jˆ1 = jˆ3 6= jˆ2 = jˆ4 and jˆ2 = jˆ3 6= jˆ1 = jˆ4
for u. Thus we get β(t) = 2 in the latter case.
The main theorem for stochastic Runge-Kutta methods of type (16) yields
general conditions for the coefficients and the random variables of the method
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such that convergence with some order p in the weak sense is assured. Note
that for every tree t ∈ TS(∗) with variable indices j1, . . . , js(t)/2 there exists a
tree u ∈ TS(∆) with |u| ∼ |t| and variable indices jˆ1, . . . , jˆs(u) such that for
some suitable correlation of type jˆk = jˆl or jˆk 6= jˆl, 1 ≤ k < l ≤ s(u), we have
t ∼ u and thus u ∈ TS(∗) with α∗(u) = α∗(t) for ∗ ∈ {I, S}. However, we
have α∗(u) = 0 for all u ∈ TS(∆) \ TS(∗) for ∗ ∈ {I, S}.
Theorem 6.4 Let X be the solution of either an Itoˆ or a Stratonovich stochas-
tic differential equation (3) considered w.r.t. an m-dimensional Wiener pro-
cess, and with f, ai, a˜i, bi,j ∈ C2(p+1)P (Rd,R) for i = 1, . . . , d and j = 1, . . . , m.
Then the approximation Y by the stochastic Runge-Kutta method (16) with
maximum step size h is of weak order p, if for all t ∈ TS(∆) with ρ(t) ≤ p+ 1
2
and all correlations of type jk = jl or jk 6= jl, 1 ≤ k < l ≤ s(t), between the
indices j1, . . . , js(t) ∈ {1, . . . , m} of t the equations
α∗(t) · hρ(t)
2s(t)/2 · ρ(t)! =
α∆(t) · β(t) · γ(t) · E(ΦS(t))
(l(t)− 1)! (67)
hold for ∗ = I in case of Itoˆ SDEs and ∗ = S in case of Stratonovich SDEs,
provided that (17) and (19) hold and that the approximation Y has uniformly
bounded moments w.r.t. the number N of steps.
Proof. Apply Theorem 1.2 and compare the coefficients from the representa-
tions of the solution in Theorem 4.2 with the coefficients of the SRK method
in Proposition 6.1, where TS(∗) ⊆ TS(∆), ∗ ∈ {I, S}. Finally, we take into
account the summation w.r.t. variable indices. Therefore, the correlation index
β(t) has to be added and we obtain the conditions (67). ✷
Remark 6.5 Theorem 6.4 provides uniform weak convergence with order p
on the interval I = [t0, T ] for the stochastic Runge-Kutta method in the case
of a non-random time discretization Ih. That is for each f ∈ C2(p+1)P (Rd,R)
there exists a finite constant Cf not depending on the maximum step size h
such that
max
0≤k≤N
∣∣∣E(f(Xtk))−E(f(Yk))
∣∣∣ ≤ Cf hp (68)
holds. This is a consequence of Theorem 1.2 (see, e.g., [7], [12]).
Table A.1 contains all S-trees of TS(I) and TS(S) up to order two with the
corresponding cardinalities αI and αS. Table A.3 contains all S-trees of TS(∆)
up to order 2.5 with the values of α∆. The cardinalities can be determined
very easily as the number of possibilities to build up the considered tree due
to the corresponding rules of growth. Together with Table A.2 containing the
values of β, we can consider the following example:
Example 6.6 Assume that m ≥ 1.
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a) As a first example, let us have a look at tree t2.5 = (σj1 , [σj2]) ∈ TS(∆) with
parameters l(t2.5) = 4, γ(t2.5) = 2, s(t2.5) = 2, α∆(t2.5) = 3 and ρ(t2.5) = 2.
Then the following correlations have to be distinguished: For j1 = j2 follows
that t2.5 ∈ TS(∗) with αI(t2.5) = αS(t2.5) = 2 and β(t2.5) = 1. Then for
j1 ∈ {1, . . . , m} Theorem 6.4 yields the conditions
E


(∑
ν∈M
z(j1,ν)
T
e
)
z(0,0)T

∑
µ∈M
Z(0,0),(j1,µ)e





 = 2 · 3! · h2
21 · 2! · 3 · 1 · 2 .
Here, the conditions for Itoˆ and Stratonovich calculus coincide. However,
for j1 6= j2 follows t2.5 /∈ TS(∗), i.e. αI(t2.5) = αS(t2.5) = 0, and thus one
gets for j1, j2 ∈ {1, . . . , m} with j1 6= j2 the additional conditions
E

(∑
ν∈M
z(j1,ν)
T
e
)z(0,0)T

∑
µ∈M
Z(0,0),(j2,µ)e





 = 0.
b) Consider t2.11 = (σj1 , σj2, σj3 , σj4) ∈ TS(∆) with l(t2.11) = 5, γ(t2.11) = 1,
s(t2.11) = 4, α∆(t2.11) = 1 and ρ(t2.11) = 2. The following correlations
have to be analyzed: For j1 = j3 6= j2 = j4 we have t2.11 ∈ TS(∗) with
αI(t2.11) = αS(t2.11) = 1 and β(t2.11) = 3. Then Theorem 6.4 yields the
condition
E


(∑
ν∈M
z(j1,ν)
T
e
)2 (∑
ν∈M
z(j2,ν)
T
e
)2 = 4! · h2
22 · 2! · 3
with j1, j2 ∈ {1, . . . , m}, j1 6= j2, for both Itoˆ and Stratonovich calculus.
For j1 = j2 = j3 = j4 we have t2.11 ∈ TS(∗) with αI(t2.11) = αS(t2.11) = 1
and β(t2.11) = 1. Again, Theorem 6.4 yields the condition
E

(∑
ν∈M
z(j1,ν)
T
e
)4 = 4! · h2
22 · 2! · 1
with j1 ∈ {1, . . . , m} for both Itoˆ and Stratonovich calculus. For all re-
maining correlations of the indices follows that t2.11 /∈ TS(∗) and thus
αI(t2.11) = αS(t2.11) = 0. Therefore, the condition E(ΦS(t2.11)) = 0 has to
be fulfilled for the remaining correlations.
c) For t2.12 = (σj1, σj2 , {σj4}j3) with l(t2.12) = 5, γ(t2.12) = 2, s(t2.12) = 4,
α∆(t2.12) = 6 and ρ(t2.12) = 2, consider the following correlations: For
j1 = j2 6= j3 = j4 we have t2.12 = t2.12a ∈ TS(S) with αS(t2.12a) = 2 and
β(t2.12a) = 1. Therefore, we get the condition
E


(∑
ν∈M
z(j1,ν)
T
e
)2∑
ν∈M
z(j3,ν)
T

∑
µ∈M
Z(j3,ν)(j3,µ)e





 = 2 · 4! · h2
22 · 2! · 6 · 2
with j1, j3 ∈ {1, . . . , m}, j1 6= j3, for Stratonovich calculus. However, since
t2.12a /∈ TS(I) we get for Itoˆ calculus the condition E(ΦS(t2.12a)) = 0 since
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αI(t2.12a) = 0. For j1 = j3 6= j2 = j4 or j2 = j3 6= j1 = j4 we have
t2.12 = t2.12b ∈ TS(∗) with αI(t2.12b) = αS(t2.12b) = 4 and β(t2.12b) = 2.
Here we get the condition
E

(∑
ν∈M
z(j1,ν)
T
e
)(∑
ν∈M
z(j2,ν)
T
e
)∑
ν∈M
z(j1,ν)
T

∑
µ∈M
Z(j1,ν)(j2,µ)e






=
4 · 4! · h2
22 · 2! · 6 · 2 · 2
(69)
with j1, j2 ∈ {1, . . . , m}, j1 6= j2, for Itoˆ and Stratonovich calculus. Further,
for j1 = j2 = j3 = j4 we have t2.12 ∈ TS(∗) with αI(t2.12) = 0 + 4,
αS(t2.12) = 2 + 4 and β(t2.12) = 1. Therefore, we get the conditions
E


(∑
ν∈M
z(j1,ν)
T
e
)2∑
ν∈M
z(j1,ν)
T

∑
µ∈M
Z(j1,ν)(j1,µ)e





 = α∗(t2.12) 4! h2
22 · 2! · 6 · 2
with j1 ∈ {1, . . . , m}. Thus we have different conditions for Itoˆ and Stra-
tonovich calculus. Finally, for all remaining correlations the conditions
E(ΦS(t2.12)) = 0 have to hold due to t2.12 /∈ TS(∗) in these cases.
7 Conclusions
The present paper introduces a very general class of stochastic Runge-Kutta
methods for the approximation of stochastic differential equations. Explicit as
well as implicit SRK methods for non-autonomous SDE systems w.r.t. to a
multi-dimensional Wiener process are considered. A rigorous analysis of the
weak convergence for the SRK method is given. Therefore, colored rooted trees
are introduced and an expansion of the solution and of the approximation
process is given. Finally, a theorem giving directly the order conditions for
arbitrary high order of convergence is proved. The main advantages of the
rooted tree analysis are as follows: The required colored rooted trees can be
easily determined. So in contrast to the usual direct comparison of the Taylor
expansions, one does not need to calculate the derivatives of f , a and b. It
has to be pointed out that the calculated order conditions depend on the
coefficients and the random variables of the SRK method. Therefore, the order
conditions can also be used for the determination of suitable random variables
for the SRK method. In order to get a closed theory, the presented results
cover SRK methods for the approximation of both Itoˆ and Stratonovich SDE
systems. Finally, the presented colored rooted tree theory and the introduced
SRK methods generalize the well known theory for deterministic Runge-Kutta
methods due to Butcher [3]. In the case of b ≡ 0 and f(x) = x, i.e. an
deterministic ordinary differential equation, the SRK method coincides with
34
a deterministic Runge-Kutta method and also the order conditions coincide
with the deterministic order conditions. For some examples of SRK methods
and the corresponding analysis of order conditions with colored rooted trees,
we refer to Ro¨ßler [17].
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A Tables
Table A.1: Trees t ∈ TS(∗), ∗ ∈ {I, S}, of order ρ(t) ≤
2.5 with variable indices j1, j2 ∈ {1, . . . , m}.
t tree αI αS ρ t tree αI αS ρ
t0.1 γ 1 1 0 t2.11 (σj1 , σj1, σj2, σj2) 1 1 2
t1.1 (τ) 1 1 1 t2.12a (σj1, σj1 , {σj2}j2) 0 2 2
t1.2 (σj1, σj1) 1 1 1 t2.12b (σj1, σj2 , {σj2}j1) 4 4 2
t1.3 ({σj1}j1) 0 1 1 t2.13a (σj1, {σj2 , σj2}j1) 2 2 2
t2.1 ([τ ]) 1 1 2 t2.13b (σj2, {σj2 , σj1}j1) 0 2 2
t2.2 (τ, τ) 1 1 2 t2.14a (σj1 , {{σj2}j2}j1) 0 2 2
t2.3 ([{σj1}j1]) 0 1 2 t2.14b (σj2 , {{σj2}j1}j1) 0 2 2
t2.4 ([σj1 , σj1 ]) 1 1 2 t2.15a ({σj1}j1, {σj2}j2) 0 1 2
t2.5 (σj1 , [σj1 ]) 2 2 2 t2.15b ({σj2}j1, {σj2}j1) 2 2 2
t2.6 ({σj1}j1, τ) 0 2 2 t2.16 ({σj1, σj2 , σj2}j1) 0 1 2
t2.7 (σj1 , σj1, τ) 2 2 2 t2.17a ({σj1 , {σj2}j2}j1) 0 1 2
t2.8 (σj1, {τ}j1) 2 2 2 t2.17b ({σj2 , {σj2}j1}j1) 0 2 2
t2.9 ({{τ}j1}j1) 0 1 2 t2.18 ({{σj2 , σj2}j1}j1) 0 1 2
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t tree αI αS ρ t tree αI αS ρ
t2.10 ({σj1, τ}j1) 0 1 2 t2.19 ({{{σj2}j2}j1}j1) 0 1 2
Remark A.1 If we choose j1 = j2 then some trees of Table A.1 may coincide.
In this case α∗ has to be taken as the sum of the values α∗ from the coinciding
trees. As an example, for j1 = j2 we get αI(t2.15) = 0+2 and αS(t2.15) = 1+2.
Table A.2: The correlation coefficient β(t) for some trees
t ∈ TS(∗), ∗ ∈ {I, S}, and j1, j2 ∈ {1, . . . , m}. For trees
with ρ(t) ≤ 2.5 which are not listed holds β(t) = 1.
t correlation αI αS β t correlation αI αS β
t2.11 j1 6= j2 1 1 3 t2.12b j1 6= j2 4 4 2
t2.11 j1 = j2 1 1 1 t2.12 j1 = j2 4 6 1
t2.13b j1 6= j2 0 2 2 t2.16 j1 6= j2 0 1 3
t2.13 j1 = j2 2 4 1 t2.16 j1 = j2 0 1 1
Table A.3: Trees t ∈ TS(∆) of order ρ(t) ≤ 2.5 with
arbitrary choice of j1, j2, j3, j4, j5 ∈ {1, . . . , m}.
t tree α∆ t tree α∆
t0.1 γ 1 t0.5.1 (σj1) 1
t1.1 (τ) 1 t1.2 (σj1 , σj2) 1
t1.3 ({σj2}j1) 1
t1.5.1 ([σj1 ]) 1 t1.5.2 ({τ}j1) 1
t1.5.3 (τ, σj1) 2 t1.5.4 (σj1, σj2 , σj3) 1
t1.5.5 ({σj2}j1, σj3) 3 t1.5.6 ({σj2 , σj3}j1) 1
t1.5.7 ({{σj3}j2}j1) 1
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t tree α∆ t tree α∆
t2.1 ([τ ]) 1 t2.2 (τ, τ) 1
t2.3 ([{σj2}j1]) 1 t2.4 ([σj1 , σj2]) 1
t2.5 (σj1 , [σj2]) 3 t2.6 ({σj2}j1, τ) 3
t2.7 (σj1, σj2 , τ) 3 t2.8 (σj1 , {τ}j2) 3
t2.9 ({{τ}j2}j1) 1 t2.10 ({σj2 , τ}j1) 2
t2.11 (σj1, σj2 , σj3, σj4) 1 t2.12 (σj1 , σj2, {σj4}j3) 6
t2.13 (σj1 , {σj3, σj4}j2) 4 t2.14 (σj1 , {{σj4}j3}j2) 4
t2.15 ({σj2}j1, {σj4}j3) 3 t2.16 ({σj2 , σj3, σj4}j1) 1
t2.17 ({σj2 , {σj4}j3}j1) 3 t2.18 ({{σj3, σj4}j2}j1) 1
t2.19 ({{{σj4}j3}j2}j1) 1 t2.20 ({[σj2]}j1) 1
t2.5.1 (τ, τ, σj1) 3 t2.5.2 ([σj1 ], τ) 3
t2.5.3 ([τ ], σj1) 3 t2.5.4 ([τ, σj1 ]) 2
t2.5.5 ([[σj1 ]]) 1 t2.5.6 ({τ}j1, τ) 3
t2.5.7 ({τ, τ}j1) 1 t2.5.8 ({[τ ]}j1) 1
t2.5.9 ([{τ}j1 ]) 1 t2.5.10 (τ, σj1, σj2 , σj3) 4
t2.5.11 ([σj1 ], σj2, σj3) 6 t2.5.12 (τ, {σj2}j1, σj3) 12
t2.5.13 ([σj1 , σj2], σj3) 4 t2.5.14 ([{σj2}j1], σj3) 4
t2.5.15 ([σj1], {σj3}j2) 6 t2.5.16 (τ, {σj2, σj3}j1) 4
t2.5.17 (τ, {{σj3}j2}j1) 4 t2.5.18 ([σj1, σj2 , σj3]) 1
t2.5.19 ([σj1, {σj3}j2]) 3 t2.5.20 ([{σj2 , σj3}j1]) 1
t2.5.21 ([{{σj3}j2}j1]) 1 t2.5.22 ({τ}j1, σj2 , σj3) 6
t2.5.23 ({τ}j1, {σj3}j2) 6 t2.5.24 ({τ, σj2}j1, σj3) 8
t2.5.25 ({[σj2]}j1, σj3) 4 t2.5.26 ({τ, σj2, σj3}j1) 3
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t2.5.27 ({τ, {σj3}j2}j1) 3 t2.5.28 ({[σj2 ], σj3}j1) 3
t2.5.29 ({[σj2, σj3 ]}j1) 1 t2.5.30 ({[{σj3}j2]}j1) 1
t2.5.31 ({{τ}j2}j1, σj3) 4 t2.5.32 ({{τ}j2, σj3}j1) 3
t2.5.33 ({{τ, σj3}j2}j1) 2 t2.5.34 ({{[σj3 ]}j2}j1) 1
t2.5.35 ({{{τ}j3}j2}j1) 1 t2.5.36 (σj1 , σj2, σj3 , σj4, σj5) 1
t2.5.37 (σj1 , σj2, σj3 , {σj5}j4) 10 t2.5.38 (σj1 , σj2, {σj4, σj5}j3) 10
t2.5.39 (σj1 , σj2, {{σj5}j4}j3) 10 t2.5.40 (σj1, {σj3}j2, {σj5}j4) 15
t2.5.41 ({σj2}j1 , {σj4, σj5}j3) 10 t2.5.42 ({σj2}j1, {{σj5}j4}j3) 10
t2.5.43 ({σj2 , σj3, σj4}j1, σj5) 5 t2.5.44 ({σj2, {σj4}j3}j1, σj5) 15
t2.5.45 ({{σj3, σj4}j2}j1, σj5) 5 t2.5.46 ({{{σj4}j3}j2}j1, σj5) 5
t2.5.47 ({σj2 , σj3, σj4 , σj5}j1) 1 t2.5.48 ({σj2, σj3 , {σj5}j4}j1) 6
t2.5.49 ({σj2, {σj4 , σj5}j3}j1) 4 t2.5.50 ({σj2, {{σj5}j4}j3}j1) 4
t2.5.51 ({{σj3}j2, {σj5}j4}j1) 3 t2.5.52 ({{σj3, σj4 , σj5}j2}j1) 1
t2.5.53 ({{σj3, {σj5}j4}j2}j1) 3 t2.5.54 ({{{σj4, σj5}j3}j2}j1) 1
t2.5.55 ({{{{σj5}j4}j3}j2}j1) 1
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