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Resumen y palabras clave: 
 
Este estudio realiza una comparación de la traducción del inglés al español de los motores 
más conocidos de traducción automática neuronal como Google Translate, Microsoft Trans-
late y DeepL de los subtítulos de un documental. Luego de comparar los motores de traduc-
ción automática neuronal y señalar los errores más comunes y de qué tipo son según el marco 
MQM se elegirá uno, el más apto para luego poseditar los subtítulos siguiendo la guía de 
estilo de Netflix para español con el programa de subtitulación Subtitle Workshop 7.0. Este 
estudio tiene como objetivo automatizar lo máximo posible el trabajo de un subtitulador al 
utilizar traducción automática neuronal y posedición. 
 
Palabras clave: Traducción automática neuronal, subtitulación, documental, posedición 
 
Abstract and key words: 
This project makes a comparison of the translation from English into Spanish of the best-
known neural machine translation engines such as Google Translate, Microsoft Translate 
and DeepL of the subtitles of a documentary. After comparing the neuronal machine trans-
lation engines and pointing out the most common errors and what type they are according to 
the MQM framework, one of them will be chosen, the most adequate to then postedit those 
subtitles following the Netflix style guide for Spanish with the subtitling program Subtitle 
Workshop 7.0. The objective of this work is to automate as much as possible the work of a 
subtitler when using neural automatic translation and postediting. 
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 Introducción y justificación 
 
La traducción automática es reciente y ha estado mejorando mucho en los últimos años. Se 
puede utilizar como herramienta en las diversas modalidades de traducción, ya que ayuda a 
ahorrar tiempo al momento de traducir, y junto con la posedición humana se pueden obtener 
resultados de calidad. Sin embargo, aunque se haya avanzado mucho en el campo de la 
traducción automática y en la posedición, aún no se usa mucho en el campo de la traducción 
audiovisual. 
Uno de los más grandes avances en traducción automática es la traducción automática 
neuronal, que promete simular las redes neuronales humanas para obtener un resultado de 
traducción de mucho mayor calidad y que suene más natural en el idioma de llegada. 
Además, en un mundo en el que los tiempos de entrega de traducciones se van reduciendo y 
se exige una muy alta calidad a los traductores, es importante contar con herramientas para 
realizar la traducción audiovisual de manera eficiente, pero más rápida. De esta manera, este 
estudio analizará la forma de poder reducir los tiempos de traducción usando traducción 
automática neuronal y posedición. Primero, se compararán los motores más conocidos de 
traducción automática neuronal: Google Translate, Microsoft Translate y DeepL. Luego, se 
analizarán los tipos y recurrencia de los errores de los motores según las métricas de MQM 





El objetivo principal del presente estudio es optimizar y acelerar el proceso de traducción de 
subtítulos sin dejar de lado la calidad.  
La hipótesis es que el uso de traducción automática neuronal va a ayudar a agilizar el 
trabajo del subtitulador. 
 
Los objetivos específicos son:  
 Probar que integrar traducción automática neuronal en softwares de subtitulación 
aumentaría la productividad de la subtitulación. 
 Comparar la calidad de tres motores de traducción automática neuronal: Google 
Translate, DeepL y Microsoft. 
 Poseditar un documental del inglés al español luego de usar traducción automática 




 Marco teórico 
Es necesario profundizar en los conocimientos teóricos del tema de este estudio para poder 
ahondar en la materia y conocer más acerca de la traducción automática neuronal, 
subtitulación y posedición. De esta manera, se justificará teóricamente el análisis y 
comparación que se detallarán en los posteriores apartados. 
En ese sentido, este marco teórico se encuentra divido en tres grandes secciones que a su 
vez, se subdividirán en otros apartados que se consideran pertinentes para fundamentar este 
estudio. 
Comenzaremos partiendo con los conceptos ligados a la traducción automática (ver 
Traducción automática), es decir, se detallará y describirá de la mejor manera posible la 
traducción automática neuronal (ver Traducción automática neuronal (TAN)) y sus diferencias 
con las otras modalidades de traducción automática. En el segundo apartado, se 
pormenorizará sobre el ámbito de la traducción audiovisual (ver Traducción audiovisual), y en 
específico de la subtitulación (ver Subtitulación), para luego explicar en el tercer apartado 
sobre el producto audiovisual que se estudiará, en este caso un documental (ver Producto 
audiovisual: Documental). En el cuarto apartado, se procederá a describir el proceso de 
posedición (ver Posedición) que se realizará luego de utilizar los tres motores de traducción 
automática neuronal (ver Google Translate, DeepL, Microsoft Translator). Por último, en el quinto 
apartado, relacionaremos todos los antecedentes expresados y argumentados (ver 
Antecedentes y estado de la cuestión) anteriormente con respecto al tema del presente estudio, 
en relación a la subtitulación de documentales, el uso de la traducción automática en 
subtitulación y posedición. 
3.1 Traducción automática 
La traducción automática se viene usando desde hace casi medio siglo. Pero es sobre todo 
en los últimos años, específicamente en la última década que su uso se ha hecho mucho más 
común.  
El término "traducción automática" se refiere al proceso que efectúa una computadora que 
transfiere un texto de una lengua de partida a una lengua de llegada. En este sentido, el 
diccionario Oxford en español define la traducción automática como “traducción realizada 
por computadoras o máquinas adecuadas para este fin”.  
Los tipos de errores que cometen los sistemas de traducción automática son distintos a los 
que pueden los traductores humanos: mal uso de preposiciones, artículos, pronombres, uso 
incorrecto de los tiempos verbales, etc. Mientras que los sistemas de traducción automática 
aún no pueden sustituir completamente a los traductores humanos en términos generales, se 
observó que estos sistemas son más precisos y se obtiene mejor calidad cuando se trata de 
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textos poco complejos sintácticamente o muy específicos. Entonces, la calidad de los 
resultados de traducción de los motores de traducción automática puede mejorarse si se 
especializa a un campo temático particular y se alimenta ese motor para traducir ese tema 
únicamente. De igual forma, los textos de entrada pueden escribirse en un lenguaje más 
controlado, para no usar complejas estructuras de oraciones, restringir el rango de 
vocabulario, y evitar la homonimia y polisemia. En ese sentido, es necesario la interacción 
de traductores humanos al inicio y/o al final del proyecto, en las fases de preedición del texto 
para obtener un lenguaje más controlado y de posedición, para corregir cualquier error 
cometido por la traducción automática.  
En un inicio, en la década de 1950, el enfoque que se aplicó en la traducción automática 
estaba centrado en la traducción literal. Este enfoque se basaba en diccionarios y se traducía 
palabra por palabra; por lo tanto, era más adecuado para pares de lengua de partida y llegada 
que tuvieran una estructura sintáctica parecida.  
Luego, a finales de 1970 y principios de 1980 se concibió el modelo de traducción 
automática basada en reglas (TABR), en la que se utilizaba las reglas lingüísticas de los 
idiomas de partida y de llegada para obtener una traducción. Los principales problemas de 
este modelo de traducción automática eran la gran dificultad que suponía formalizar el 
conocimiento lingüístico humano mediante reglas precisas, el costo elevado que implica la 
construcción y mantenimiento de tales sistemas, se necesitaba que los diccionarios 
contuvieran grandes volúmenes de información para resolver airosamente los problemas que 
se presentan en los textos como la ambigüedad léxica, lenguaje idiomático, estructuras 
sintácticas complejas, etc.  
En los años 1990, se siguió con las investigaciones en traducción automática y dieron como 
resultado los modelos basados en corpus, es decir el enfoque estadístico. El enfoque 
estadístico divide el texto de partida en pequeños segmentos de palabras o n-gramas que 
luego compara con un corpus bilingüe alineado y utiliza las probabilidades estadísticas para 
elegir la traducción más adecuada o probable. En el modelo estadístico, se tiene que 
alimentar los sistemas con grandes cantidades de corpus bilingües alineados para que 
funcione mejor. (ver Traducción automática estadística (TAE)) 
Los últimos estudios en el área de la traducción automática han incluido la incorporación de 
redes neuronales que permiten aumentar la precisión de las traducciones, es la llamada 
traducción automática neuronal, de la que se hablará más a detalle en los siguientes apartados 
(Ver Traducción automática neuronal (TAN)). En poco tiempo estas redes neuronales aplicadas a 
la traducción automática neuronal han tenido mucho éxito y ya se habla de que ofrecen 
traducciones mucho más precias y naturales que sus predecesoras.  
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3.1.1 Traducción automática estadística 
(TAE) 
Entre finales de la década de los 80 e inicios de la década de los 90, surgiría la traducción 
automática estadística (TAE) cuyos resultados se generan en base a modelos estadísticos que 
usan parámetros que se obtienen de forma automática del análisis de corpus de textos 
bilingües alineados con los que ha sido entrenado y también de corpus monolingües. Se 
utilizan estos datos del corpus de entrenamiento para recolectar alternativas de traducción 
posibles agrupando la frase en pequeños grupos de palabras que el programa separa 
automáticamente (n-gramas), luego le da una puntuación a cada traducción combinando 
varios modelos estadísticos para calcular la puntuación final y elegir la traducción con la 
mayor puntuación. La traducción automática estadística (TAE) es un enfoque fundado en 
corpus tanto monolingüe como bilingüe y se caracteriza usar modelos estadísticos. 
Los primeros sistemas de traducción automática estadística usaban la palabra como unidad 
mínima de traducción, de esta manera el modelo de traducción no tenía en cuenta el contexto 
de la palabra a la hora de traducirla, esto provocaba varios problemas y errores de traducción 
como selecciones léxicas erróneas. Luego, hubo una evolución de la traducción automática 
estadística basada en palabras a un sistema de traducción automática estadística basada en 
segmentos o frases, esto enmendó en parte los problemas mencionados anteriormente ya que 
usa como unidad de traducción un segmento de longitud variable (n-gramas), y usa el 
contexto local directo que se encuentra dentro de cada segmento, además es simétrico, es 
decir que sirve en ambas direcciones (bidireccional).  
El proceso de traducción automática estadística basada en segmentos consiste en tres fases. 
La primera fase consiste en preparar los textos a traducir, esta fase se divide en dos: la 
tokenización y conversión de mayúsculas y minúsculas. La tokenización consiste en colocar 
un espacio entre las palabras y signos de puntuación excepto en el caso de las abreviaturas, 
y la conversión de mayúsculas y minúsculas, también llamado “truecasing” consiste en 
convertir las palabras a su forma más frecuente (usualmente a minúsculas excepto los 
nombres propios). 
La segunda fase es la traducción o “decoding”, donde se genera la hipótesis de izquierda a 
derecha y consiste en: recolectar alternativas de traducción posibles agrupando la frase en 
pequeños grupos de palabras (n-gramas) que el programa separa automáticamente, luego 
darle una puntuación a cada traducción con los diferentes modelos para calcular la 
puntuación final y elegir la traducción con la mayor puntuación. En teoría, durante la 
búsqueda se evalúan todas las maneras posibles de dividir la oración en lengua origen en 
segmentos, luego los distintos segmentos en lengua origen se traducen de todas las maneras 
posibles y después se prueban todos los posibles reordenamientos. Aunque en realidad en la 
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práctica durante la búsqueda se utilizan heurísticas para evitar generar todas las traducciones 
posibles y no existe la garantía de encontrar la mejor traducción. 
Finalmente, la fase de postproceso de los textos traducidos, que es el proceso inverso al de 
preparación de los textos a traducir, es decir primero se deshace el truecasing, se vuelven la 
primera letra al comienzo de cada oración se convierte a mayúsculas, y se detokeniza, es 
decir se eliminan espacios entre las palabras y los signos de puntuación. 
Por lo tanto, la traducción automática estadística se enfoca en generar muchos miles de 
traducciones hipotéticas, y luego estimar cuál de ellos es más probable y presentarlo como 
la opción más correcta. Este modelo de traducción se alimenta de corpora monolingüe y 
bilingüe para obtener los modelos estadísticos que luego se utilizarán para estimar la 
traducción más probable. En este proceso existen muchos modelos estadísticos aplicados 
que abordan un aspecto diferente del proceso de traducción, que se detallan a continuación. 
El modelo de traducción se encarga de estimar la probabilidad condicionada de que un 
segmento de texto en lengua meta sea la traducción de un segmento de texto en lengua 
origen. Estos modelos se aprenden a partir de textos paralelos; textos en un idioma junto con 
su traducción a otro idioma. Es similar a un diccionario bilingüe probabilístico pero con 
segmentos de longitud variable.  
El modelo de ponderación léxica sirve para determinar qué tan verosímil es que las palabras 
de un segmento en lengua meta sean la traducción de las palabras de un segmento en lengua 
origen, para este modelo se usa un diccionario bilingüe probabilístico. Muchas frases largas 
pueden obtener una alta probabilidad de traducción debido a que no es común que aparezcan 
muchas veces en el corpus pero estas probabilidades no son muy confiables, ya que cuanto 
más largo sea un segmento, menos veces aparecerá en el corpus. La ponderación léxica es 
un método utilizado para descomponer estas frases en sus traducciones de palabras porque 
se tendrá mejores estadísticas a nivel de palabra y, de esta manera se obtendrán puntuaciones 
de probabilidad más confiables. 
El modelo de lengua es un modelo que indica el nivel de verosimilitud de una oración en el 
idioma modelado. Es un modelo estadístico que usa corpus monolingüe y se basa en 
segmentos de n-palabras (n-gramas) que predicen la probabilidad de que una palabra siga a 
otra palabra o segmento. Puede entrenarse fácilmente a partir de grandes colecciones de 
corpus monolingüe. Modela la fluidez de la oración propuesta (traducida) para que suene 
más natural en la lengua de llegada, comienza a calcular la probabilidad de que la primera 
palabra que aparece en la oración es seguida por la segunda, luego que la tercera por las dos 
primeras y así sucesivamente.  
El modelo de reordenamiento ayuda a condicionar el posicionamiento de los segmentos 
traducidos y que la sintaxis sea natural en lengua meta, puesto que los idiomas difieren en el 
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orden de las palabras dentro de una oración.  
El modelo de penalización por palabra (word penalty) sirve para evitar que las traducciones 
sean muy largas o muy cortas. 
El modelo de penalización por frase (phrase penalty) se utiliza para incentivar el uso de 
segmentos bilingües largos y así usar menos pares de segmentos bilingües. Esto debido a 
que los sistemas de traducción automática estadística segmentan las oraciones en frases al 
producir las hipótesis de traducción, y estas frases pueden ser largas o cortas.  
3.1.2 Traducción automática neuronal 
(TAN) 
El más reciente modelo de traducción automática es la neuronal (TAN), que se basa en redes 
neuronales artificiales para calcular la probabilidad de los resultados. Es similar a la 
tecnología estadística de traducción automática puesto que está entrenada con grandes 
corpus de segmentos y sus traducciones alineados, pero utiliza las redes neuronales, un 
enfoque computacional completamente diferente y revolucionario.  
Así se afirma en el artículo: “Making sense of neural machine translation” (Forcada, 2017): 
“El nombre proviene del hecho de que las redes neuronales en las que se basa la TAN están 
compuestas por miles de unidades artificiales que se asemejan a las neuronas en su salida o 
activación (es decir, el grado en que están excitados o inhibidos) depende de los estímulos 
que reciben de otras neuronas y de la fuerza de las conexiones a lo largo de las cuales pasan 
estos estímulos”.1 
Una característica de la traducción automática neuronal es que las palabras y las frases son 
representadas de forma numérica mediante vectores (Bengio et al., 2003). Se entrena con 
corpus bilingües alineados que contienen cientos de miles o incluso millones de unidades de 
traducción. En esto se asemeja a la traducción automática estadística, pero utiliza otro 
enfoque computacional que son las redes neuronales. Una primera etapa analiza la palabra 
que debe traducirse según su contexto (y sus posibles traducciones) dentro de la frase 
completa sin importar su longitud. Una segunda etapa traduce la palabra dentro del contexto 
de la oración, en la otra lengua. Este modelo es aún muy reciente pero ya está ofreciendo 
mejores resultados que sus antecesores. 
Las redes neuronales son un moderno y complejo modelo computacional que funciona de 
manera similar a los axones de las neuronas en los cerebros humanos. Cada unidad neuronal 
                                                 
1 The name comes from the fact that the neural networks (which should properly be called artificial neural networks) on 
which NMT is based are composed of thousands of artificial units that resemble neurons in that their output or activation 
(that is, the degree to which they are excited or inhibited) depends on the stimuli they receive from other neurons and the 
strength of the connections along which these stimuli are passed. 
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está conectada a su vez con muchas otras y los enlaces entre ellas pueden incrementar o 
inhibir el estado de activación de las neuronas que se encuentran adyacentes. Estos sistemas 
no se programan de forma explícita, sino que aprenden y se forman a sí mismos.  
La mayoría de las unidades neuronales en traducción automática neuronal operan en dos 
fases. En la primera fase, se entrenan las redes neuronales otorgando el peso o la fuerza de 
cada una de las conexiones entre las neuronas para que se obtengan los resultados deseados. 
Estos pesos pueden ser positivos o negativos, cuando se recibe un estímulo con una conexión 
con peso positivo, una neurona excita a la neurona a la que está conectada; pero cuando el 
estímulo se recibe una conexión con peso negativo, una neurona excitada tiende a inhibir a 
la neurona a la que está conectada. De esto se obtiene un número que puede tener un valor 
positivo o negativo, pero aún no se llega a la activación de la neurona. 
En la segunda fase, una función de activación asigna los valores. Muchos tipos diferentes de 
funciones de activación son posibles, una de las más comunes es la función logística que 
puede tomar valores entre 0 y 1; otra función de activación muy común es la de tangente 
hiperbólica, es muy similar a la función de activación logística, pero sus valores varían entre 
-1 y 1. 
Por lo general, las activaciones de las neuronas individuales no tienen sentido por sí mismas, 
sino que toman un sentido cuando se agrupan con las activaciones de las otras neuronas. 
Existen varios tipos de redes neuronales, entre los más frecuentes que se usan en la 
traducción automática neuronal se encuentran: la red neuronal recurrente, en las que las 
neuronas solo pueden aprender relaciones estáticas y se realimentan con sus propias salidas; 
la red neuronal convolucional, que modelan de forma consecutiva pequeñas porciones de 
información de una manera parecida a como lo hace el proceso de percepción visual de los 
seres humanos; y la red neuronal perceptrón multicapa, que se compone de capas de 
neuronas, donde las salidas de una capa consisten en las entradas de la siguiente capa.  
El codificador es una red neural recurrente que analiza de derecha a izquierda y de izquierda 
a derecha la frase original y genera una representación vectorial de dicha frase. El 
decodificador es otra red neuronal recurrente que genera la traducción de la frase original. 
Cada palabra traducida se obtiene a partir de las palabras traducidas anteriormente. 
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Imagen 1: Redes neuronales 2 
 
3.2 Traducción audiovisual 
La traducción audiovisual se encarga de traducir textos audiovisuales, es decir textos que 
usan dos canales: el visual y el auditivo. Es un tipo de texto que presenta características 
propias y es distinto a los textos exclusivamente escritos o exclusivamente orales. 
Cuando se traducen textos audiovisuales, la parte que se traduce es la verbal, específicamente 
el guion, pero también se debe tener en cuenta la parte visual. Este tipo de texto presenta 
más complejidades al momento de su traducción ya que su mensaje se transmite mediante 
dos canales, y pueden ser verbales o no verbales. En ese sentido, el texto audiovisual es un 
texto dinámico puesto que la información verbal de un texto audiovisual generalmente se 
transmite de forma oral y el componente visual se transmite casi exclusivamente a través de 
imágenes en movimiento.  
Para que el traductor pueda realizar una traducción exitosa, es importante que cuente con los 
materiales necesarios como: las imágenes, en formato digital, que se pueden enviar por 
correo, o trabajar con ellos a través de alguna plataforma en Internet; además del Time Code 
Reader, es decir, el contador de tiempo que puede estar en horas, minutos, segundos y 
fotogramas; también la lista de diálogos que puede estar en formato Word, PDF, Excel, este 
                                                 
2 Imagen de: http://andromedavaluecapital.com/nvidia-domina-las-redes-neuronales/ Última entrada: 
24.05.2018 
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último se utiliza principalmente para la traducción de videojuegos; y la lista de subtítulos, 
que consiste en los subtítulos en la misma lengua que el filme o serie, en algunos casos puede 
estar acompañada de las referencias a las escenas. Cuando se tiene acceso a una plataforma 
en Internet, se puede tener todo lo necesario integrado, es decir, las imágenes, los subtítulos, 
el tiempo de entrada y salida de cada subtítulo; hasta incluso tener herramientas como 
corrector ortográfico y de control de calidad. 
La traducción audiovisual, según el libro “Introducción a la traducción audiovisual” (Bartoll, 
2015) consiste en la traslación de textos audiovisuales, aquellos que transmiten la 
información de manera dinámico-temporal mediante el canal acústico, el canal visual o 
ambos a la vez.   
Por muchos años se ha planteado la disyuntiva de si la traducción audiovisual se trata de 
traducción propiamente dicha o adaptación. Esto se debe a las restricciones propias de esta 
modalidad de traducción como la sincronía de imagen y tiempo, lo que hace más difícil el 
trasvase lingüístico de una lengua a otra.  
En los últimos años se ha reivindicado el valor de la traducción audiovisual. Esto se puede 
atribuir a la gran demanda y volumen de oferta de productos audiovisuales en comparación 
con otras modalidades de traducción. El aumento de productos audiovisuales se ven 
reflejados en la multiplicación de cadenas de televisión, entre públicas y privadas que 
producen y emiten series de televisión; además del gran aumento de productoras 
filmográficas. El DVD y los productos multimedia supusieron una gran revolución, puesto 
que pueden soportar varias pistas de doblaje y al mismo tiempo hasta más de 30 
subtitulaciones en diferentes idiomas; incluso el formato Blu-Ray supone una capacidad aún 
mayor. Además, las ya más recientes plataformas de televisión a la carta, como es el caso de 
Netflix, han tenido un gran auge en los últimos años. 
A pesar de ser una actividad muy antigua, los estudios y la investigación en traducción 
audiovisual son relativamente recientes, y han ido en aumento en las últimas décadas. A 
partir de los años noventa, se comienza a enseñar en las universidades, y no solo eso, sino 
que empieza a haber de manera cada vez más creciente tesis, cursos, congresos, simposios y 
conferencias.  
La traducción audiovisual se puede subdividir en varias modalidades según su ámbito de 
aplicación. Estas modalidades son: doblaje, subtitulado, sobretitulación, subtitulación para 
personas con discapacidad auditiva, voice-over o voces superpuestas, audiodescripción, 
incluso la interpretación consecutiva y la interpretación simultánea, para diferentes géneros 
audiovisuales como: ficción, documentales, publicidad, telediarios, etc.  
El doblaje es una de las modalidades de traducción audiovisual más importante junto con la 
subtitulación. En esta modalidad el contenido visual original no se altera, mientras que el 
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contenido oral original, es decir los diálogos, se sustituye por el material oral traducido en 
el idioma de llegada y en sincronía con el contenido visual. En esta modalidad es muy 
importante la sincronización en los gestos que articulan los actores con lo que se escucha en 
el audio; además la isocronía, es decir el contenido, el argumento y la trama en la versión 
traducida a la lengua de llegada deben ser los mismos; también es importante la 
sincronización labial que consiste en ajustar el diálogo del texto traducido al movimiento de 
los labios de los actores. En esta modalidad, el traductor recibe la lista de diálogos o guion 
original junto con las imágenes, además es el encargado actualmente de realizar el ajuste, ya 
que es quien mejor podría llevar a cabo dicha tarea porque conoce muy bien el texto original 
y el texto traducido a la lengua de llegada. 
Algunas de las desventajas que presenta esta modalidad es que resulta ser mucho más costosa 
que las demás, además los actores de doblaje, que también juegan un papel importante en 
esta modalidad tienen la dificultad de que generalmente solo pueden grabar sus diálogos y 
no están presentes al momento en que los demás actores graban los suyos, por lo que a veces 
se puede obtener como resultado un doblaje que suena poco natural en la lengua de llegada.  
La modalidad de voces superpuestas o voice-over es usada especialmente en documentos 
audiovisuales que no son de ficción como en presentaciones, eventos cinematográficos, 
entrega de premios, etc. El audio del texto traducido se superpone al audio original. Este 
proceso es similar al del doblaje. La principal diferencia es que el audio original se llega a 
escuchar pero con un volumen menor y la traducción se escucha a un volumen mayor, lo que 
no ocurre en el doblaje, pues la pista sonora es completamente sustituida. La traducción 
empieza segundos después que el enunciado original y termina de leerse unos segundos antes 
que el discurso original, lo que permite al público escuchar nuevamente a la persona en 
pantalla. Este proceso resulta ser un poco menos costoso que el doblaje ya que no requiere 
de sincronización labial, ni hay necesidad de ajuste; incluso un solo locutor que participa en 
las voces superpuestas puede hacer todas las voces, ya sean femeninas o masculinas. 
La audiodescripción se utiliza para brindar accesibilidad a la población con deficiencias 
visuales a los medios audiovisuales. Se trata de compensar, a través de un aporte adicional 
de información relevante al vídeo, la carencia a la que se enfrentan en la captación del 
mensaje para lograr la comprensión total de la trama del vídeo. Así, la audiodescripción 
normalmente es intralingüística, es decir se audiodescriben textos audiovisuales que se 
encuentran en la misma lengua que el destinatario. 
La subtitulación es una modalidad de traducción audiovisual en la que el texto del audio 
original permanece sin alterarse y se le añade un texto escrito, normalmente en la parte 
inferior que se emite de manera simultánea con los enunciados correspondientes a la lengua 
original. La subtitulación significa traducir y adaptar haciendo síntesis para que quepa en las 
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restricciones de espacio y un número máximo de caracteres. 
Una de sus características principales es la división del texto en unidades de subtitulación, 
es decir en subtítulos. Es el proceso de asignar un tiempo de entrada y uno de salida a cada 
subtítulo. En inglés, se le conoce con el término “spotting”. Otra de sus características es la 
sincronización o ajuste que consiste en hacer que coincida el material auditivo y el material 
visual. Esta modalidad por ser el eje del presente estudio se explicará con más detalle en el 
siguiente apartado. 
En el caso de la interpretación consecutiva y simultánea, a pesar que no son exclusivas de la 
traducción audiovisual, se puede encontrar que se aplican sobre todo en radio, televisión, 
entrevistas, actos en directo como presentaciones, eventos, premiaciones, algunas veces en 
festivales de películas, etc.  
3.2.1 Subtitulación  
La subtitulación como se mencionó en el apartado anterior es una modalidad de traducción 
audiovisual en el que el audio original no se altera y se le añade un texto escrito, normalmente 
en la parte inferior de manera simultánea con los enunciados correspondientes a la lengua 
original.  
En la subtitulación se añade un discurso escrito, normalmente reformulado, al discurso oral. 
El discurso escrito presenta diferentes características que el discurso oral. Muchas veces el 
texto oral, a pesar de no ser precisamente espontáneo incluye características lingüísticas 
propias del discurso oral como pausas, repeticiones, dudas, autocorrecciones, discurso 
solapado, interrupciones, falsos inicios, frases inacabadas, hasta contradicciones y 
ambigüedades. 
Es importante tratar de mantener la congruencia entre discurso oral de la imagen y los 
subtítulos, se debe evitar contradecir lo que se ve en pantalla con los subtítulos, si alguien 
afirma algo, en el subtítulo se debe intentar mantener para no confundir al espectador. 
Además, cuando hay un cambio de plano se debe cambiar de subtítulo. 
En general, el número de caracteres por línea suele ser 36, aunque a veces puede variar entre 
los 20 a los 45. Cabe recalcar que la duración del subtítulo es importante para determinar la 
cantidad de caracteres. En principio, un subtítulo no dura más de seis segundos ni menos de 
un segundo. La media para que un espectador promedio lea dos líneas de hasta 70 caracteres 
es de unos 5 a 6 segundos, debido a que las imágenes con los subtítulos y el sonido se 
presentan al mismo tiempo, y esto hace necesario disponer de más tiempo para poder leer 
los subtítulos. El máximo de caracteres por línea también depende del alfabeto. También 
debe haber una separación entre los subtítulos de al menos ciento cincuenta milisegundos o 
tres fotogramas. Por más breve que sea el subtítulo si dura menos de un segundo no se podrá 
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leer, aunque sea una sola palabra. Los programas de subtitulación existentes ayudan en esta 
tarea pues permiten limitar el número de caracteres según la duración del subtítulo.  
En principio, un subtítulo no puede tener más de dos líneas para no cubrir las imágenes con 
el texto. Sin embargo, en algunos casos, se observa que las líneas de un subtítulo pueden 
llegar a ser tres, como en el caso de los videojuegos. Hay subtítulos que son bilingües y 
pueden tener hasta cuatro líneas, aunque en realidad se trata de dos subtítulos diferentes 
puesto que son dos lenguas diferentes.  
Entre los tipos de letra más utilizados destaca Arial, aunque también se utilizan con 
frecuencia Helvética, Times New Roman, Tahoma o Verdana. La mayoría de subtítulos son 
color blanco, aunque hay algunos color amarillo, y en subtitulado para sordos se usa varios 
colores para distinguir a los interlocutores. Los caracteres tienen sombra o contorno porque 
ayuda a legibilidad del subtítulo. En cuanto al tamaño, puede variar pero por lo general se 
usa el tamaño 12. 
Como en toda traducción, la ortografía debe ser perfecta, pero en el caso de la subtitulación, 
se debe ser mucho más cuidadoso pues cualquier error puede confundir al espectador. Puesto 
que se trata de un texto que solo aparece unos segundos en pantalla y luego desaparece, una 
correcta puntuación facilita la lectura del subtítulo. Siempre al final de cada oración se debe 
colocar un punto y  empezar la siguiente oración con letra inicial mayúscula. De esta manera, 
el espectador hace una lectura más rápida porque puede identificar las diferentes oraciones 
más fácilmente. Los puntos suspensivos se usan cuando una oración ha sido interrumpida, 
puede ser por otro interlocutor, también cuando se ha producido una pausa muy larga, 
también para marcar que la oración no ha terminado y que va a continuar en el siguiente 
subtítulo, en este caso los puntos suspensivos pueden ir solo al final del subtítulo o al final 
y al inicio del subtítulo siguiente. Este uso es más frecuente en vídeo, televisión o DVD que 
en el cine. El guion se usa para indicar el diálogo entre dos personajes y poder diferenciarlos. 
Las comillas que se usan al subtitular son las comillas inglesas (" ") y no las españolas (« »). 
Se usan normalmente para citas textuales, marcar palabras o expresiones inventadas o de 
pronunciación incorrecta, también para los títulos de publicaciones, libros, película, etc. La 
cursiva se utiliza sobre todo para voces en off como un narrador o un personaje que se oye 
pero que no se ve en pantalla (por ejemplo: una conversación por teléfono, un televisor, la 
radio, etc.), también para la letra de las canciones, cuando se usan varios idiomas en la misma 
película. Si el texto audiovisual que se subtitula solo presenta voz en off, como en el caso de 
un documental o un musical, no es necesario utilizar cursiva.  
En subtitulación, el uso de la coma, el punto y coma, los dos puntos, los signos de 
interrogación y exclamación es el mismo que en la redacción de cualquier texto escrito.  
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Como se ha remarcado en este apartado, la ortografía de los subtítulos debe ser perfecta y, 
en consecuencia, las tildes deben ponerse según las reglas de acentuación del español.  
Con respecto a la segmentación o división de los subtítulos se debe tener en cuenta el 
contenido de las oraciones. Esto quiere decir que se tiene que considerar cómo se ordena la 
información, es importante evitar separar sintagmas (artículos y sustantivos, pronombres y 
verbos, verbos compuestos, etc.) y locuciones adverbiales o adjetivales.  
Las limitaciones de tiempo y espacio llevan a que el subtitulador tenga que reformular, 
sintetizar y hasta a veces omitir elementos al momento de subtitular. Esta es una de las 
principales diferencias con otras modalidades de traducción, puesto que el subtitulador debe 
abreviar y simplificar sin mermar, o mermar lo menos posible, el argumento del texto 
audiovisual. 
Entonces, una de las principales estrategias en la subtitulación es la reducción o 
condensación. Debido a que los subtítulos no pueden expresar todo lo que se dice en pantalla 
por cuestiones de tiempo y espacio y porque no se puede leer tan rápido como se escucha. 
Además, se debe considerar que el espectador también tiene que asimilar las imágenes del 
vídeo que está viendo. Hay que tener en cuenta que si toda la información puede alcanzar en 
un subtítulo de una solo línea, entonces será mejor no usar dos líneas y mantenerlo en una.  
Otra de las principales estrategias es la reducción total, también llamado omisión. El 
traductor debe eliminar de la frase todo lo que no sea relevante para la comprensión del 
argumento del mensaje original y reformular todo aquello que considera más importante o 
necesario y hacerlo de la forma más concisa posible. A veces, el discurso oral puede incurrir 
en redundancias o repeticiones, por lo que no siempre es necesario traducir todo lo expresado 
en el mensaje original. Al reestructurar la oración, es importante mantener la cohesión léxica 
y la coherencia.  
La subtitulación se puede dividir en otras submodalidades como: subtítulos didácticos, que 
tienen como objetivo facilitar el aprendizaje de idiomas;  los subtítulos de karaoke, que 
sirven para que el espectador pueda seguir una canción y cantarla; los sobretítulos, que se 
colocan encima de las imágenes, sobre todo se usa para una obra de teatro o una ópera; los 
subtítulos para personas con discapacidad auditiva, que son generalmente intralingüísticos, 
y pueden hacerse de manera simultánea, con un sistema de reconocimiento de voz o pueden 
realizarse con anterioridad.  
3.3 Producto audiovisual: Documental 
Los productos audiovisuales se sirven de señales auditivas (diálogo, narración) y de señales 
visuales (imágenes) para transmitir el mensaje. Lo que caracteriza principalmente al texto 
audiovisual es que es dinámico y se transmite a través de canales visuales y acústicos y que 
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a su vez pueden ser verbales o no verbales. Existen diversos tipos de productos audiovisuales 
en el mercado como: series, películas, caricaturas, etc. A su vez, existen muchos géneros 
audiovisuales como: acción, drama, documental, comedia, terror, romance, musical, etc. 
Cada producto audiovisual y género audiovisual tienen sus propias características y suponen 
sus propios retos al momento de la traducción.  
Para efectos de este estudio, se ha optado por trabajar con un documental debido a que 
contiene principalmente narrativa y pocos diálogos, y de esta manera se podría obtener un 
mejor resultado a la hora de usar la Traducción Automática Neuronal. 
El documental es la expresión de la realidad en formato audiovisual, que se basa en la 
utilización de imágenes reales, información documentada, para que a partir de ello se cree 
una historia o trama. Esta realidad puede ser de conocimiento del público o por el contrario, 
causar sensación y asombro debido a su desconocimiento. Se considera que el documental 
fue una de las primeras formas cinematográficas ya que en las primeras obras de cine se 
buscaba representar lo que se observaba en la realidad, la ficción vino más tarde pues es una 
forma de cine más compleja.  
Una de las ventajas de los documentales es que no necesitan utilizar equipos de filmación de 
última generación o hacer grandes inversiones en dicha materia. De hecho, muchos 
documentales actuales se filman con cámaras no profesionales, como cámara en mano o 
también llamado técnica “Found Footage” para dar una impresión de realismo a lo que se 
esté representando. 
En un documental se presenta la investigación y el relato de hechos propios del periodismo 
pero de un modo narrativo. En la actualidad, es un género muy explotado por los canales de 
televisión, pues genera interés en la audiencia. Es una clase de filme que presenta de una u 
otra forma la realidad o la actualidad, aunque no sea necesariamente inmediata o 
completamente verídica. 
Los documentales pueden también buscar retratar diferentes temáticas y problemáticas del 
mundo que nos rodea como problemáticas sociales, del medio ambiente, cuestiones políticas, 
de entretenimientos, etc.  
En un documental convergen varios elementos como el periodismo de investigación, la 
narrativa y el cine.  
El documentalista, quien es la persona encargada de realizar el documental, suele trabajar 
con un equipo periodístico para investigar los hechos del tema a tratar, y también para 
realizar entrevistas a diversos involucrados en el tema abordado, contrastar los hechos con 
otras fuentes como internet, periódicos, revistas, archivos, otros testimonios, etc. El 
documentalista también es quien desarrolla todas las grabaciones necesarias para capturar 
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de la forma más completa posible la realidad que se desea evidenciar. Se diferencia de un 
reportaje en que el documental es más extenso, ya que profundiza en las fuentes que se 
encuentran asociadas al tema; otra diferencia es el hecho de que solo se produce en un 
formato audiovisual y además al tener aspectos propios de la narración y del cine, permite 
jugar más con la entrega de la información. En cuanto a su relación con el periodismo, el 
documental también se basa en entrevistas, revisión de variadas fuentes y tiene un apego por 
entregar una realidad objetiva y verdadera. 
Frecuentemente los documentales cuentan con un narrador con una voz en off que relata la 
historia y presenta a los personajes que dan su opinión sobre el tema a tratar y sobre los 
acontecimientos sucedidos. Del cine rescata las diversas técnicas que se aplican para contar 
sucesos como los planos, la iluminación y la musicalización. 
El documental busca presentar hechos de forma objetiva, por lo que está presente la función 
del lenguaje referencial. En un documental, puede haber opiniones de diversa índole, excepto 
la del documentalista, quien omite la suya, y trata de mostrar el amplio espectro de visiones 
que tiene esa realidad que desea plantear, a fin de que sea el público quien saque sus propias 
conclusiones. Por este motivo, se puede afirmar que se trata de a un género objetivo e 
informativo y no de opinión. 
Dentro del género documental, existen subdivisiones como los documentales centrados en 
un hecho o acontecimiento, en un proceso, viaje, histórico, de crítica a pequeña escala. 
El documental centrado en un acontecimiento está compuesto de fases, pueden aparecer 
entrevistas que den a conocer diferentes puntos de vista, y la historia puede ir de fragmentos 
del pasado hasta fragmentos del futuro. El tema central, que es el acontecimiento o hecho es 
una situación que forma parte de la realidad. El documental definitorio de un proceso 
presenta hechos en cadena. Cada una de estas partes se trata de forma separada y cada hecho 
es complemento del siguiente. El documental de viaje narra la travesía a un lugar quizás 
poco conocido o con una cultura exótica, lo que se convierte en el eje central de la trama del 
documental. En este tipo de documental lo principal es reflejar la naturaleza, los paisajes, la 
biodiversidad del lugar y el ecosistema. Se caracteriza por el uso de cámaras en movimiento 
para las tomas de la naturaleza y de los paisajes durante la travesía. El documental histórico 
reproduce sucesos históricos, donde resalta algún pasaje de la historia en particular o algún 
personaje. Este tipo de documental tiene como característica intentar pormenorizar todos los 
aspectos de un hecho ya acontecido, de relevancia local, regional o mundial, o también, 
acerca de un personaje históricamente conocido, que cause admiración u odio. El 
documental de crítica a pequeña escala, que también se le conoce como “ciudad amurallada” 
presenta una realidad a pequeña escala y tiene como finalidad hacer una crítica global, a gran 
escala resaltando que ese fenómeno o circunstancia se repite en el mundo y de qué forma. 
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3.4 Posedición 
La posedición consiste en el proceso de corregir, editar y mejorar la versión generada por el 
motor de traducción automática con un mínimo de trabajo manual. Se corrigen los errores 
semánticos, terminológicos, ortotipográficos, etc. que haya podido cometer el motor de 
traducción automática. Existen diferentes sistemas de métricas para evaluar la calidad de la 
traducción automática, tales como TER (Translation Error Rate), BLEU (Bilingual 
Evaluation Understudy) o METEOR. Entre los errores más típicos de la traducción 
automática se incluyen: formato, gramática, terminología del cliente, puntuación, orden de 
las palabras, significado opuesto, uso de mayúsculas, segmentación general de frases, 
omisiones, no traducir alguna palabra que no conozca el motor de traducción automática, 
etc. 
En posedición se pueden diferenciar dos niveles: “light” (ligera) y “full” (completa). En la 
primera, se realiza la menor cantidad posible de modificaciones al texto, el objetivo es que 
el resultado sea una traducción semánticamente correcta, solo se corrigen errores 
importantes, que pueden afectan la comprensión por parte del lector usuario. En general, se 
tratará de textos breves y urgentes, como correos electrónicos, alertas financieras y de salud, 
o productos de una base de conocimientos, que se utilizarán para el consumo inmediato en 
línea. El resultado puede no sonar muy natural, con inconsistencias de estilo registro pero es 
lo suficientemente fluido como para que el lector entienda el significado, con la terminología 
y nombres correctos, expresados en oraciones no ambiguas pero no necesariamente muy 
elegantes y naturales. Entre las tareas que debe realizar un poseditor se encuentran: modificar 
lo que es esencial para comprender el texto como las palabras y frases incorrectas o sin 
sentido, identificar y corregir problemas de código de formato como las tablas, numeración, 
citas, referencias, etc. Todo lo que tenga que ver con el pulido estilístico se omite. A este 
nivel de posedición también se le conoce como “good enough”.   
En cambio, la posedición “full”, lleva más tiempo pues debe producir traducciones 
absolutamente precisas que usen de forma consistente la terminología, con tono y estilo 
apropiados, no deben tener incongruencias ni variaciones estilísticas ni errores gramaticales. 
El objetivo es que la traducción pueda leerse como escrita en el idioma de destino, es decir, 
debe tener calidad humana en todos los aspectos. Este tipo de posedición se utiliza 
principalmente cuando es importante que el destinatario asimile y comprenda muy bien la 
información del texto, como por ejemplo en el caso de un manual de instrucciones dirigido 
a un técnico, algún producto que se vaya a lanzar, también se debe tener en cuenta la 
visibilidad del texto que se va a poseditar como por ejemplo algún texto que se vaya a utilizar 
en publicidad, etc. Para efectos del presente estudio, se trabajará con el tipo de posedición 
“full” para lograr una calidad humana, sin errores de sentido, ortotipográficos, 
inconsistencias en el estilo o registro. 
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3.5 Antecedentes y estado de la cuestión 
 
En este apartado se expondrá todo lo que ya se ha discutido e investigado acerca del tema 
del presente estudio a modo de justificación y para fundamentar el presente estudio.   
Mientras que Yonghui Wu, et al., autores del artículo “Google’s Neural Machine Translation 
System: Bridging the Gap between Human and Machine Translation” describen en detalle 
la implementación del sistema de traducción automática neuronal de Google (GNMT), que 
incluye todas las mejoras hechas para pulir las debilidades de la traducción automática 
estadística, como por ejemplo el tratamiento de palabras desconocidas. En el benchmark de 
traducción público WMT'14, la calidad de traducción de su sistema se acerca o supera todos 
los resultados publicados actualmente. Además, han mostrado que el modelado de piezas de 
palabras maneja efectivamente los vocabularios abiertos y el desafío de los lenguajes 
morfológicamente ricos para la calidad de la traducción y la velocidad de inferencia. Al 
utilizar la comparación de puntaje humano como una métrica, demostraron que su sistema 
de traducción automática neuronal de Google (GNMT) se acerca a la precisión lograda por 
traductores humanos bilingües promedio en algunos de sus conjuntos de pruebas. Asimismo, 
afirman que en comparación con el sistema de traducción automática estadística basada en 
frases, este sistema de traducción automática neuronal de Google (GNMT) ofrece 
aproximadamente una reducción del 60% de los errores de traducción en varios pares de 
idiomas comunes. Philipp Koehn y Rebecca Knowles, los autores del artículo “Six 
Challenges for Neural Machine Translation” muestran que, a pesar de que la traducción 
automática neuronal ha estado mejorando mucho, todavía tiene que superar varios desafíos, 
en particular el rendimiento fuera del área de conocimiento. Un factor común de muchos de 
los problemas, según ellos explican, es que los modelos de traducción neuronal no muestran 
un comportamiento sólido cuando se enfrentan a condiciones que difieren significativamente 
de las condiciones de entrenamiento, ya sea debido a la poca exposición a los datos de 
entrenamiento, a la entrada inusual en caso de oraciones de prueba del área de conocimiento, 
o usar palabras iniciales poco probables en la búsqueda. Una de las posibles soluciones que 
plantean a estos problemas es contar con un enfoque más general del entrenamiento para la 
optimización de las predicciones de palabras individuales. En ese sentido, Francisco 
Casacuberta Nolla y Álvaro Peris Abril, autores del artículo “Traducción automática 
neuronal” afirman que aún no se ha cumplido con lograr una traducción automática de alta 
calidad, pero que las tecnologías desarrolladas, y sobre todo las que están basadas en 
traducción automática neuronal, han avanzado lo suficiente como para poder disponer de 
sistemas de traducción automática de mucha utilidad práctica. No obstante, en los casos en 
los que se exige una calidad alta, también disponemos de tecnologías que se basan en 
traducción automática neuronal en las que existe estrecha colaboración entre el humano y la 
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máquina para conseguir la calidad exigida. En este caso, el esfuerzo humano es 
significativamente inferior al que sería necesario si tuviera que realizar su trabajo sin ningún 
tipo de asistencia o tecnología. 
En el ámbito de la traducción de documentales, con un enfoque más práctico, Anna 
Matamala, autora del artículo “Main challenges in the translation of documentaries” presenta 
los principales desafíos a los que se enfrenta un traductor de documentales, como por 
ejemplo: las condiciones de trabajo, la terminología, los tipos de hablantes, los modos de 
traducción, incluso hasta la transcripción. Este artículo también resalta los elementos vitales 
que siempre deben tenerse en cuenta, al ser los documentales productos audiovisuales, el 
sonido y la imagen son elementos clave de la película, incluso pueden ser más importantes 
que el guion. Además, que cada documental presenta diferentes características que deben 
tenerse en cuenta y traspasarse al idioma de destino. 
Por su parte, Martin Volk, autor del artículo “The Automatic Translation of Film Subtitles. 
A Machine Translation Success Story?” esboza las características del género de texto de los 
subtítulos de una película y demuestra que la traducción automática estadística aplicada a 
los subtítulos conduce a una buena calidad cuando fue alimentada de un corpus paralelo 
amplio de alta calidad, que él mismo construyó. Este artículo concluye que se ha obtenido 
muy buenos resultados para traducir los subtítulos de películas suecas al danés y noruego 
con sistemas de traducción automática y se ha ahorrado tiempo en el proceso de traducción. 
En el caso particular de la traducción de los documentales, Adrià Martín-Mor y Pilar 
Sánchez-Gijón, autores del artículo “Machine translation and audiovisual products: a case 
study” proponen la introducción de traducción automática estadística, traducción automática 
basada en reglas y un híbrido para compararlos y verificar su eficacia en la traducción de 
productos audiovisuales, en específico en la traducción de documentales. Este producto 
audiovisual en particular tiene un estilo estándar y neutral y eso hace que los resultados de 
la Traducción Automática sean mejores. Los resultados sugieren que el enfoque 
metodológico funciona, sobre todo en la narración, más que en los diálogos y podría 
ampliarse a un estudio enfocado en traducción automática y productos audiovisuales. Sin 
embargo, puesto que se trata de un producto audiovisual con discurso oral, si los sistemas de 
traducción automática estadística fueran alimentados con corpus que contienen las 
características del discurso oral, podrían dar mejores resultados al traducir textos orales. 
 Herramientas y metodología 
En este apartado se detallarán las herramientas y metodología utilizadas para el presente 
estudio. Se ha optado por trabajar con un documental debido a sus características de diálogo 
principalmente narrativas. Aunque es difícil diferenciar los géneros debido a que muchos 
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productos audiovisuales los mezclan, un documental se caracteriza por presentar hechos 
reales con fines primordialmente informativos. Para efectos del presente estudio se 
subtitulará de inglés a español el primer capítulo de la temporada 14 del documental: 
“Forensic Files” que consta de 21 minutos y 410 subtítulos. “Forensic Files” es una serie 
estadounidense de documentales que revela cómo la ciencia forense a través de sus 
investigadores resuelve crímenes violentos, accidentes y brotes de enfermedades. Los 
investigadores narran cómo fueron llegando a una conclusión, examinan al detalle cada pista 
que encuentran y verifican los testimonios de los involucrados o de los sospechosos. De esta 
manera, con la ayuda de la ciencia pueden resolver los casos más difíciles. A continuación, 
se presenta con detalle las herramientas que se utilizarán en el presente estudio, desde los 
motores de traducción automática neuronal elegidos, en su versión gratuita, el software de 
subtitulación elegido, Subtitle Workshop 7.0, las métricas que se usarán para clasificar los 
errores y obtener unos resultados más objetivos (ver 4.4 Multidimensional Quality Metrics 
(MQM)), los parámetros y guía de estilo utilizado. 
4.1 Google Translate 
Es la herramienta oficial de traducción de Google que ofrece un tipo de interfaz web, 
interfaces móviles para iOS y Android, y una API. 
Una de las principales características de Google Translate3 es que traduce hasta casi 60 
idiomas. Se puede usar la cámara para traducir texto al instante de esas imágenes en casi 40 
idiomas. Google Translate también puede traducir automáticamente un texto introducido por 
el usuario o vinculado desde un sitio web. Se puede cambiar las configuraciones de 
traducción de los idiomas de origen y de llegada a cualquiera de los idiomas soportados. 
En la interfaz web, los usuarios pueden modificar las traducciones, los términos técnicos o 
corregir algún error. Estas sugerencias se guardan y estarán incluidas en futuras 
actualizaciones del programa. En la interfaz para celulares, la aplicación soporta hasta 90 
idiomas y puede traducir hasta 37 idiomas a través de una foto, hasta 32 a través de voz en 
modo de conversación y hasta 27 a través de vídeo en tiempo real en modo realidad 
aumentada. Además, Google Translate nos ofrece la opción de descargar idiomas para 
utilizar el traductor sin necesidad de tener conexión a internet. Cabe destacar que está opción 
está disponible solo para la aplicación de Google Translate en dispositivos iPhone o iPad 
con IOS o en dispositivos que usen Android y no para computadoras. 
Google ya ha instaurado una nueva tecnología basada en Inteligencia Artificial, el sistema 
de traducción automática neuronal; un sistema que ofrecerá mejores resultados y ayudará a 
perfeccionar el trabajo del traductor, ya que tendrá en cuenta una serie de factores, y no solo 
                                                 
3 translate.google.com 
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traducirá palabra por palabra. 
Este nuevo sistema brinda traducciones más fiables porque permite traducir frases completas 
y de una manera mucho más rápida e inmediata. Cuenta con unos algoritmos de aprendizaje 
muy avanzados y utiliza una tecnología basada en el funcionamiento de las redes neuronales 
cerebrales, de esta manera funciona de forma similar al aprendizaje de las neuronas del 
cerebro humano. Gracias a ello, las traducciones de frases completas han mejorado 
notablemente y son más coherentes, fiables, precisas y acertadas, y con calidad de traducción 
más humana al obtener como resultado una frase más comprensible y fácil de leer. 
Por ahora, habrá ocho idiomas compatibles con este nuevo sistema de traducción automática 
neuronal. Esos idiomas son los siguientes: inglés, francés, español, alemán, portugués, chino, 
japonés y turco. Se espera que el número de idiomas se extienda progresivamente a los 94 
idiomas restantes. 
Google Translate también ofrece la opción de oír una traducción en voz alta; incluso, Google 
puede reconocer la voz y las palabras que se emiten y traducir la frase o palabra de una forma 
prácticamente instantánea. Entonces, se puede mantener una conversación en tiempo real 
con una persona que hable otro idioma, y luego escuchar la respuesta de la otra persona 
traducido al idioma de llegada. Otra de sus características más interesantes es que la 
aplicación puede traducir el texto de una imagen a través de la cámara, se eligen los idiomas 
de origen y de llegada, y luego se dirige al ícono de la cámara. De esta manera, el idioma de 
origen se traduce al idioma de llegada y se muestra en la pantalla del dispositivo móvil. 
También cabe agregar que el resultado de la traducción de cualquier imagen se puede obtener 
con el mismo fondo y color de las letras. 
El kit de herramientas de traducción de Google (Google Translator Toolkit)4 es un servicio 
diseñado para permitir que los traductores corrijan las traducciones que el Traductor de 
Google (Google Translate) genera automáticamente. Puede ser comparable a una 
herramienta TAO. Entre los documentos que soporta Google Translator Toolkit para la 
traducción, se encuentran: Microsoft Word, OpenOffice, HTML, RTF, texto, e incluso 
artículos de Wikipedia. 
Empezó en junio del año 2009 con tan solo un idioma de origen, el inglés y hasta 47 idiomas 
de destino. Desde marzo de 2017, Google Translator Toolkit está disponible en 37 idiomas: 
inglés, español, francés, alemán, portugués (Brasil), portugués (Portugal), catalán, chino 
(simplificado), chino (tradicional), búlgaro, noruego, italiano, japonés, croata, checo, danés, 
hindi, holandés, húngaro, filipino, finlandés, griego, indonesio, tailandés, rumano, ruso, 
coreano, letón, lituano, sueco, turco, polaco, serbio, eslovaco, esloveno, ucraniano y 




Para utilizar la herramienta de Google Translator Toolkit, los usuarios deben cargar el 
archivo que deseen traducir desde su escritorio o ingresan una URL de una página web o 
también un artículo de Wikipedia. El sistema de Google Translator Toolkit traduce 
automáticamente el documento. El documento se divide en segmentos, y Google Translator 
Toolkit selecciona el mejor resultado de traducción humana para el segmento como su 
traducción. Si no existe una traducción humana anterior del segmento, entonces traduce 
automáticamente el segmento. Desde ese momento los usuarios pueden comenzar a revisar 
y mejorar la traducción automática producida por el sistema. El sistema permite ver las 
traducciones que hayan sido introducidas anteriormente por otros usuarios desde la pestaña 
"Resultados de búsqueda de traducción", o utilizar la pestaña "Diccionario" para buscar en 
diccionarios alguna palabra. Además, los traductores pueden usar glosarios multilingües, así 
como también ver la traducción automática como referencia. Los usuarios también pueden 
compartir sus traducciones con el botón "Compartir" e incluso invitarlos a editar o ver su 
traducción. Cuando la traducción esté terminada y revisada, se puede descargar al escritorio. 
En el caso de los artículos de Wikipedia, se puede volver a publicar fácilmente en las páginas 
de origen. 
Google Translator Toolkit proporciona una API (Application Programming Interface) que es 
un conjunto de subrutinas, protocolos, herramientas, funciones y procedimientos para crear 
aplicaciones de software. En otras palabras, es un conjunto de métodos de comunicación 
muy bien definidos entre varios componentes de software.  
La API de Google Translator tiene como característica que se accede mediante 
programación. Además, es posible identificar automáticamente el idioma de origen con gran 
precisión en caso no se sepa cuál es. La tecnología amplía los límites de la traducción 
automática y se encuentra en constante actualización para mejorar las traducciones. Esta API 
es compatible con más de cien idiomas además de que es fácil de usar.  
4.2 DeepL 
DeepL5 es un traductor de idiomas automático en línea que ha venido ganando terreno en 
poco muy tiempo. Esto debido a que es considerado una revolución en traducción automática 
neuronal que traduce con una calidad nunca antes vista. Las traducciones que ofrece esta 
herramienta se aproximan más que nunca a las traducciones realizadas por hablantes nativos 
debido a sus redes neuronales. Cuando los usuarios introducen un texto para traducirlo, 
DeepL es capaz de captar hasta los matices más sutiles y traducirlos mejor que cualquier otro 




De momento, la oferta de idiomas es limitada, tiene soporte solo para inglés, español, 
francés, alemán, polaco, italiano y neerlandés. Pero sus redes neuronales continúan 
alimentándose para incluir otros idiomas, como chino mandarín, ruso y japonés. Una de las 
principales características de la herramienta DeepL es que viene trabajando con un potente 
sistema de inteligencia artificial neuronal. Se puede ingresar desde un dispositivo móvil o 
desde una computadora.  
Su servidor principal, una supercomputadora, se encuentra en Islandia, se sitúa en el puesto 
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y traducir hasta 1 millón de palabras en menos de un segundo. Esta supercomputadora 
permite emplear una gran cantidad de textos multilingües en el aprendizaje de las redes 
neuronales de traducción. El rendimiento de una red neuronal depende principalmente de la 
calidad del material empleado para alimentarla. En el caso del traductor de DeepL, sus redes 
neuronales aprenden a partir de los miles de millones de frases traducidas y alineadas, y 
también de la alta calidad de su primer producto, el diccionario en línea Linguee. Esto brinda 
a DeepL una gran ventaja. 
El traductor de idiomas de DeepL cuenta con una interfaz bastante sencilla donde se pueden 
observar dos cajas de texto, la primera para ingresar la información para traducir y la segunda 
para visualizar la traducción automática, este sistema permite detectar el idioma de forma 
automática por lo que no sería necesario indicar el idioma de origen, pero sí elegir el idioma 
de llegada. 
Se puede dar clic en cualquiera de las palabras que se encuentren en la caja del texto 
traducido para que el sistema muestre una lista de sugerencias de traducción de esas palabras 
incluso con ejemplos, esto permite tener una mejor compresión del uso de las palabras en el 
idioma elegido. Esta herramienta ofrece la posibilidad de acceder directamente al portal de 
Linguee, el buscador de traducciones más grande del mundo que consta de más de mil 
millones de traducciones alineadas.  
DeepL asegura que cuando traductores profesionales realizaron pruebas en las que 
comparaban las traducciones de DeepL con las de otras herramientas de traducción 
automática similares, sin saber a qué herramienta de traducción pertenecía específicamente 
cada traducción propuesta, los traductores seleccionaron DeepL tres veces más que las otras 
opciones. Las pruebas automatizadas también confirman la superioridad de DeepL. En 
traducción automática, uno de los principales métodos de evaluación es el método BLEU 
(Bilingual Evaluation Understudy). Este método compara las traducciones automáticas con 
traducciones realizadas por un traductor profesional. Los resultados del método BLEU 
otorgan al traductor automático DeepL una excelente puntuación. El récord anterior en el 
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test newstest WMT 2014 era de Google traductor para inglés-alemán con 28,4 puntos. En 
ese mismo test, el Traductor de DeepL obtuvo una puntuación de 31,1 puntos en el método 
BLEU. En el test de 2014 para inglés-francés, el traductor de DeepL logró una puntuación 
de 44,7 puntos, con más de 3 puntos de ventaja frente al récord anterior para esta 
combinación de idiomas. 
DeepL prevé también el lanzamiento de una API próximamente para aprovechar estas 
traducciones de calidad superior y de esta manera mejorar otros productos, como 
diccionarios, asistentes digitales, aplicaciones para aprender idiomas y herramientas de 
traducción asistida por computadora para traductores profesionales. 
4.3 Microsoft Translator 
El traductor de Bing6 (anteriormente Windows Live Translator) es un portal de traducción 
automática proporcionado por Microsoft para traducir textos o páginas web enteras en 
diferentes idiomas.  
La primera versión del sistema de traducción automática de Microsoft se desarrolló entre los 
años 1999 y 2000. Contaba con los idiomas español, francés, alemán y japonés. 
La página web de traducción automática conocida como Bing Translator fue lanzada en 
2007, esta herramienta de traducción automática proporciona traducciones gratuitas de texto 
y de sitios web. Mientras que cuando se quiere traducir texto se puede hacer directamente 
en la página de Bing Translator, los sitios web se traducen a través de las herramientas del 
Bilingual Viewer. Para traducir una página web completa, solo es necesario ingresar la URL 
de la página en la caja de texto del idioma de origen indicar los idiomas de origen y de 
llegada, aparecerá inmediatamente una URL y al hacer clic en ella, nos redirigirá a los 
resultados de la traducción automática de Bing. Muestra un visor bilingüe, que permite a los 
usuarios examinar el texto de la página web original y traducir en paralelo. Existen cuatro 
diseños de vista bilingüe: de arriba abajo, de lado a lado, traducción con suspensión original 
y original con traducción flotante.   
Con la última versión de Microsoft Translator añade nuevas funciones que podrían resultar 
interesantes para los usuarios. Entre las nuevas características se encuentra la posibilidad de 
ver diferentes traducciones de una misma palabra. En ocasiones las palabras pueden tener 
diferentes significados y no es suficiente con que el traductor automático muestre solo una 
opción de traducción para entender a la perfección el significado.  
Actualmente, Bing Translator ofrece traducciones en más de 60 idiomas como: árabe, bosnio 
(latino), búlgaro, catalán, chino (simplificado), chino (tradicional), croata, checo, danés, 
                                                 
6 https://www.bing.com/translator 
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holandés, inglés, estonio, finlandés, francés, alemán, griego, criollo haitiano, hebreo, hindú, 
hmong daw, húngaro, indonesio, italiano, japonés, klingon, klingon (plqad), coreano, letón, 
lituano, malayo, maltés, noruego, persa, polaco, portugués (brasileño), querétaro otomí, 
rumano, ruso, serbio cirílico y latino, eslovaco, esloveno, español, suajili, sueco, tailandés, 
turco, ucraniano, urdu, vietnamita, galés, maya yucateco.  
Microsoft Translator se ha involucrado con socios de la comunidad para aumentar el número 
de idiomas que soporta y para mejorar la calidad general de sus traducciones automáticas. 
Incluso, desde 2013 Microsoft viene apoyando la lengua Klingon, utilizada dentro de la saga 
de Star Trek producido por Paramount y CBS Studios y se ha asociado con el Instituto de 
lenguaje Klingon, que promueve la lengua Klingon.  
Microsoft Translator es compatible y potencia las traducciones en muchos productos de 
Microsoft a nivel de consumidor y a nivel empresa y se integra muy bien con ellos. Estos 
productos se dividen ampliamente en tres categorías: productos de comunicación como 
Skype Translator, SharePoint, Microsoft Office como Excel, Power Point, Word, etc., y 
aplicaciones como Bing Translator, Windows, Windows Phone, Skype Translator, etc. 
Microsoft Translator API es un servicio de traducción automática basado en la nube. En 
aplicaciones web, de escritorio y móviles, potencia fácilmente la traducción a más de 60 
idiomas disponibles para texto a través de su interfaz de REST abierta de Translator API. 
Esta herramienta puede detectar fácil y adecuadamente el idioma de origen de cualquier 
cadena de texto, de esta manera se simplifica los procesos de desarrollo y le permite enviar 
rápidamente la traducción. En el universo de los celulares, particularmente en el sistema 
operativo Android, la aplicación de traducción automática que más se utiliza de lejos es la 
de Google, pero Microsoft quiere ganar terreno. Para lograrlo ha incluido en sus más 
recientes actualizaciones nuevas e interesantes funciones que combinan el reconocimiento 
de voz, traducción neuronal y el chat de grupo. 
Esta nueva función recibe el nombre de “Conversaciones” y está ya disponible en Microsoft 
Translator 3.0, en Google Play y en su página web. Lo que propone es traducir 
conversaciones en grupo en tiempo real, habladas o escritas. La principal característica es 
que cada persona habla e interactúa directamente desde su celular. El proceso de uso es 
relativamente sencillo. Una persona crea la conversación en la plataforma, y las otras se 
unen, se pueden unir hasta cien personas. Cada conversación está cifrada con un código y 
un código QR para poder ingresar de manera fácil y segura a la conversación. 
Cada persona, incluida la persona que crea la conversación, debe especificar su nombre e 
idioma. El sistema de traducción automática utilizará este idioma para reconocer lo que se 
está hablando o escribiendo y para traducir lo que el resto de personas hablan o escriben. Por 
el momento, el reconocimiento de voz está disponible solo en nueve idiomas para la 
29 
traducción automática, mientras que en el caso de la traducción de texto llega a alcanzar los 
50 idiomas. Aunque es algo que es comparable con el modo hablado de Google Translator, 
la principal ventaja en el caso de Microsoft Translator es que cada persona interactúa desde 
su propio teléfono celular, en lugar de tener que estar todos juntos alrededor de un único 
dispositivo. De este modo, es mucho más práctico y facilita su uso en grupos de personas. 
Un factor determinante para su correcto funcionamiento es hablar con voz clara y despacio. 
Microsoft Translator también cuenta con una API basada en la nube que ofrece traducción 
de textos y de voz y se integra en numerosos productos y servicios de Microsoft. La API, 
que está disponible a través de suscripción, es gratuita para volúmenes bajos de traducción, 
y es de pago según un sistema de niveles para volúmenes superiores a dos millones de 
caracteres por mes. Además, otra de sus características es que se puede escuchar el texto 
traducido en voz. La API de traducción de voz, se ofrece en función de la duración del audio, 
también cuenta con una versión gratuita y una de pago. Para el nivel gratuito el límite es de 
2 horas al mes y en el nivel de pago el límite es de hasta 100 horas al mes. La traducción de 
voz a voz está disponible desde o para cualquiera de los idiomas compatibles con la 
herramienta conversación, y la traducción de voz a texto está disponible desde los idiomas 
compatibles con la herramienta conversación hacia cualquiera de los 52 idiomas soportados. 
El servicio es compatible con 8 idiomas a través de sus productos Skype Translator y Skype 
para el escritorio de Windows, y es compatible con las aplicaciones de Microsoft Translator 
para iOS y Android.  
El Marco de Traducciones Colaborativas (CTF, por sus siglas en inglés) es una extensión del 
Traductor API de Microsoft Translator, que permite mejorar el texto traducido cuando ya ha 
sido publicado. Mediante el uso de la CTF, los lectores tienen la capacidad de sugerir 
traducciones alternativas o tomar una decisión sobre las alternativas ofrecidas por la API. 
Luego, se envía esta información a la API para la mejora de traducciones futuras. El Centro 
también se ha utilizado para la preservación del lenguaje, en ese sentido, ha permitido que 
las comunidades creen sus propios sistemas de traducción de idiomas para la preservación 
de su cultura y lenguaje. El Centro ha apoyado en crear sistemas de traducción para idiomas 
como el nepalí, el hmong, el maya y el galés. 
En cuanto a los sistemas de traducción que usa Microsoft Translator, anteriormente tenía 
implementado un sistema de Traducción Automática Estadística por más de una década para 
obtener como resultado un lenguaje más natural. En lugar de utilizar reglas para traducir 
entre idiomas, estos sistemas de traducción aprovechan las traducciones humanas existentes 
para alimentarse y entrenarse. De esta manera, emplean los avances recientes en sistemas de 
estadística aplicada y el entrenamiento automático de los motores. 
Los corpus paralelos proporcionan traducciones de palabras, frases y expresiones 
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idiomáticas en contexto para muchas combinaciones de idiomas. Los modelos estadísticas y 
los algoritmos eficientes ayudan a la computadora a realizar el descifrado (detectar las 
correspondencias entre el idioma de origen y el de llegada en el conjunto de datos con el que 
fue entrenada) y la decodificación (encontrar la mejor alternativa de traducción de una nueva 
oración ingresada). 
Debido a que este enfoque no se basa en diccionarios o reglas gramaticales, el resultado son 
frases mejores traducidas en las que puede usar el contexto alrededor de una palabra dada en 
lugar de traducir palabra por palabra.  
Actualmente, Microsoft Translator utiliza un motor de traducción automática que emplea 
una novedosa tecnología de traducción a través de redes neuronales de última generación. 
Las mejoras continuas a la traducción son importantes. Sin embargo, las mejoras en el 
rendimiento se habían quedado estancadas con la tecnología de traducción automática 
estadística desde mediados de la década de 2010. Al aprovechar el poder de la 
supercomputadora de inteligencia artificial de Microsoft, llamado Microsoft Cognitive 
Toolkit, Microsoft Translator ahora ofrece una traducción basada en redes neuronales, 
también conocida como traducción automática neuronal que impulsará una nueva década de 
mejora en la calidad de la traducción. 
Se diferencia de la tecnología de traducción automática estadística en que con este enfoque, 
la traducción tiene en cuenta el contexto de la oración completa. En consecuencia, se 
obtendrá como resultado traducciones más fluidas y de alta calidad. 
El sistema de redes neuronales funciona de la siguiente manera: cada palabra se codifica a 
lo largo de un vector de 500 dimensiones. En base a los pares de idiomas utilizados para el 
entrenamiento, la red neuronal definirá cuáles deberían ser estas dimensiones. Podrían 
codificar conceptos simples como el género (masculino, femenino, neutral), nivel de registro 
(formal, informal, jerga, escrito, etc.), categoría gramatical (verbo, adjetivo, sustantivo, etc.), 
así como también cualquier otra característica más compleja. 
Entonces, cada palabra, o mejor dicho el vector de 500 dimensiones que la representa, pasa 
por una primera capa de "neuronas" que a su vez la codificará en un vector de 1000 
dimensiones que representa a esa palabra dentro del contexto de las otras palabras que 
componen la oración. Una vez que todas las palabras han sido codificadas en estos vectores 
de 1000 dimensiones, el proceso se repite varias veces, para que de esta manera se logre un 
mejor ajuste de esta representación de 1000 dimensiones de cada palabra dentro del contexto 
de la oración completa. Esta es la principal diferencia con la traducción automática 
estadística puesto que solo puede tomar en consideración una ventana de 3 a 5 palabras. 
Luego, a partir de palabras traducidas previamente, el sistema anticipa y define qué palabra 
debe traducirse a continuación. Utiliza estos cálculos para eliminar palabras que se 
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encuentren en el idioma de origen pero que sean innecesarias en el idioma de llegada. En la 
etapa de decodificación (traducción) traduce la palabra seleccionada (o mejor dicho el vector 
de 1000 dimensiones que representa esta palabra) en su equivalente más apropiado en el 
idioma de llegada. Finalmente, una vez traducida una oración, el sistema vuelve a hacer el 
mismo proceso para traducir la siguiente frase. 
El algoritmo también calculará, basándose en la(s) palabra(s) previamente traducida(s) qué 
tipo de palabra (categoría gramatical) debería continuar (sustantivo, adjetivo, verbo). Esto 
puede lograrse porque el sistema aprendió que algunos idiomas, por ejemplo, el inglés y el 
español invierten el orden de algunas palabras en sus oraciones. También habría calculado 
según el tipo de adjetivo si debería o no invertirse. Gracias a este enfoque, el resultado final, 
en la gran mayoría de los casos, es más fluido, suena más natural y es más cercano a una 
traducción humana en comparación con los resultados de un sistema de traducción 
automática estadística. 
Las traducciones automáticas no siempre son del todo exactas. Por eso, Microsoft Translator 
ha incluido varias herramientas de retroalimentación en sus productos, como el Marco de 
Traducciones Colaborativas, para permitir que los usuarios sugieran traducciones 
alternativas y se pueda mejorar la calidad. Estas traducciones alternativas se integran en los 
algoritmos de Microsoft Translator y sirven para alimentar el sistema y así mejorar futuras 
traducciones. 
Microsoft Translator utiliza el método de puntuación de BLEU para evaluar la calidad de los 
resultados de su traducción automática. BLEU es un algoritmo para evaluar la calidad de un 
texto traducido de manera automática. BLEU fue uno de los primeros indicadores que 
correlaciona y compara la traducción humana con la traducción automática para evaluar la 
calidad, y sigue siendo una de las métricas automatizadas más utilizadas. 
Luego de elegir el documental, para la tarea de Traducción automática se utilizará los 
motores de traducción automática neuronal siguientes: Google Translate, DeepL y Microsoft 
Translator, en sus versiones gratuitas. Una vez obtenidos los resultados de traducción 
automática, se compararán para determinar los errores que tiene cada motor de traducción 
automática neuronal. Se utilizará el marco Multidimensional Quality Metrics (MQM)7 que 
describe las métricas de calidad utilizadas para evaluar la calidad de los textos traducidos e 
identificar problemas específicos de traducción.  
 
                                                 
7 http://www.qt21.eu/mqm-definition/diffs/mqm-0_3-1_0.html 
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4.4 Multidimensional Quality Metrics (MQM) 
El marco Multidimensional Quality Metrics (MQM) no define una sola métrica pensada para 
su uso con todas las traducciones, sino que proporciona un conjunto de criterios que pueden 
utilizarse para evaluar la calidad de las traducciones. Aunque estos criterios propuestos 
pretenden promover una evaluación de calidad de las traducciones con objetividad, aún se 
puede esperar un cierto grado de subjetividad en la evaluación. Los criterios que utiliza el 




o Traducción errónea 
o Omisión 














o Requisitos legales 
o Contenido específico de la configuración regional 
 
 
Precisión: los problemas que tienen que ver con la precisión abordan la relación del 
texto de origen con el texto de destino. En esta categoría se incluyen los cambios en el 
significado, palabras sin traducir, adición, omisión. 
Diseño: en esta categoría se encuentran problemas que tienen que ver con la 
presentación física del texto. 
 
Fluidez: la fluidez incluye problemas lingüísticos del texto traducido, estos pueden ser: 
gramática, registro, inconsistencia, ortografía, etc. 
 
Convención local: los problemas en la convención de configuración regional se 
relacionan con el cumplimiento del contenido con las convenciones específicas de una 
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región, es decir que el contenido de la traducción aplique y sea pertinente para la región 
y que no sea engañoso. 
 
Estilo: los problemas de estilo se relacionan con lo establecido en las guías de estilo y 
con la consistencia del tipo de narración del texto traducido. 
 
Terminología: los problemas de terminología se relacionan con el uso correcto de 
terminología específica de algún tema en particular o perteneciente a una organización.  
 
Verosimilitud: estos problemas guardan relación con que el contenido del texto sea 
idóneo para la audiencia, región o público objetivo. 
4.5 Subtitle Workshop 
Subtitle Workshop es una herramienta de software libre distribuida bajo la Licencia Pública 
General GNU versión 3 (GPLv3). Ofrece edición, creación y conversión de nuevos 
subtítulos con una interfaz sencilla, práctica, funcional y multilingüe. Actualmente, los 
idiomas que están disponibles para la interfaz de Subtitle Workshop son: inglés, ruso, 
búlgaro. Pero también cuentan con colaboradores que están trabajando en traducciones en 
otros idiomas como: portugués brasileño, portugués europeo, francés, español, hebreo, 
croata, vasco, checo, polaco, rumano, chino simplificado, turco, danés, húngaro. Estos 
idiomas estarán disponibles en la próxima versión. 
Además, con esta herramienta es posible indicar y graduar el tiempo de duración del 
subtítulo, cuándo debe aparecer y desaparecer de la pantalla. Soporta más de sesenta 
formatos de subtítulos que se pueden guardar e importar, entre los cuales se encuentran: srt, 
ass, aqt, txt, asc, dks, sub, mpl, psb, smi, stl, zeg, etc.  
Esta herramienta de subtitulación contiene menús de fácil acceso y funciones avanzadas, lo 
que reduce el tiempo de edición de subtítulos y hace que el resultado sea más profesional. 
Cuenta con un sistema integral personalizable para detectar, marcar y hasta corregir de forma 
automática o manual errores de tiempo y subtítulos de texto como: subtítulos vacíos, puntos 
innecesarios, superposición, caracteres prohibidos, caracteres repetidos, subtítulos de más 
de dos líneas, líneas demasiado largas, espacios innecesarios, subtítulos repetidos, errores 
OCR y duraciones demasiado largas o cortas. Esta herramienta incluye una función para 
revisar ortografía usando el motor de Microsoft Word, de manera que soporta todos los 
idiomas instalados. 
Admite etiquetas de estilo (negrita, subrayado, cursiva), personalizar el color de fuente en el 
texto de los subtítulos, el color de fondo, mostrar borde, sombra y regular el ancho de borde 
y de sombra en los subtítulos. Permite la vista previa del vídeo con los subtítulos ya 
integrados, para que se pueda ir ajustando el tiempo en el que se debe mostrar la frase. 
Su último lanzamiento, el Subtitle workshop 7.0, incluye muchas nuevas y útiles 
características. Una de ellas es que agrega la función de la onda de sonido, lo cual es de 
mucha ayuda al momento de subtitular porque se puede saber con mayor exactitud cuándo 
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marcar el inicio y el final de los subtítulos. Añade también algunas características 
relacionadas con el audio, como la compatibilidad con archivos WAV, extracción de las pistas 
de sonido de los vídeos. Asimismo, incluye mejoras en lo que respecta a la codificación, 
pues ahora soporta la codificación UTF-8. Una de las incorporaciones más interesantes de 
esta nueva versión de Subtitle Workshop es que se ha agregado el formato específico que 
usa Netflix para los subtítulos y una opción de control de calidad específica para esta 
plataforma, lo que facilita el trabajo del subtitulador y ayuda a agilizar su trabajo. 
Para la posterior tarea de subtitulación se utilizará la herramienta SubtitleWorkshop 7.0, la 
última versión lanzada al mercado como se ha mencionado anteriormente. Es importante 
utilizar el modo Traductor de esta herramienta, para así poder agregar los subtítulos 
originales con su código de tiempo, luego se agrega el vídeo y al estar en modo Traductor, 
se crea una columna al lado derecho donde se incluirá nuestra traducción. De esta manera, 
se puede trabajar como en cualquier herramienta TAO con el original y la traducción al lado, 
y también trabajar con el vídeo que es muy importante para utilizarlo como referencia y para 




Imagen 2. Vista de la herramienta Subtitle Workshop 7.0 en modo traductor 
 
 
Finalmente, para la tarea específica de posedición se utilizará la guía de estilo de requisitos 
generales de subtitulación de Netflix8. Entre sus reglas generales se establece que la duración 
mínima de un subtítulo sea 5/6 (cinco sextos) de segundo y que la duración máxima sea 7 
segundos por subtítulo, también establece reglas de segmentación que determinan dónde 
cortar el subtítulo para que la lectura sea fluida, se puede segmentar después de los signos 
de puntuación, antes de las conjunciones, de las preposiciones; no se puede segmentar 




separando sintagmas, no se puede separar un sustantivo de un artículo, un primer nombre de 
un apellido, un sustantivo de un adjetivo, un verbo preposicional de su preposición, etc. 
Además, las directrices de Netflix señalan que todos los subtítulos deben colocarse al centro, 
deben estar justificados y ubicados en la parte superior de la pantalla, se pueden colocar en 
la parte inferior si solapa la imagen de alguna manera. Además también se seguirán sus 
parámetros y reglas para la subtitulación de documentales y su guía de estilo de español 
latinoamericano y peninsular, que establece una velocidad de lectura para adultos de 17 
caracteres por segundo, mientras que para niños es 13 caracteres por segundo. En la guía de 
estilo de Netflix9 se establece seguir todas las reglas de la RAE y además las siguientes 
indicaciones: 
 
 Se debe evitar el uso de abreviaturas a menos que haya limitaciones de espacio. Las 
abreviaturas de los títulos personales solo deben usarse si preceden a un nombre 
propio. En cuanto a las siglas, se deben escribir sin puntos ni espacios.  
 No traducir los nombres propios a menos que se brinden traducciones aprobadas. 
Solo traducir apodos si transmiten un significado específico. 
 El límite de caracteres es 42 por línea y como máximo cada subtítulo puede tener 
hasta dos líneas. 
 Usar puntos suspensivos para indicar una pausa o una interrupción repentina. Usar 
puntos suspensivos al inicio del segundo subtítulo si la oración continúa en el 
siguiente subtítulo. 
 Para los documentales solo traducir el título del orador solo la primera vez que 
aparece y no incluir el nombre del hablante, el nombre de la empresa o el nombre del 
personaje ya que son redundantes en pantalla. 
 En un diálogo cuando hablan dos personas, se debe usar un guion seguido de un 
espacio, para indicar a los oradores. 
 Usar cursiva para títulos de películas, programas (usar comillas para los títulos de las 
canciones), libros, palabras extranjeras (a menos que sean parte del uso regular), 
diálogo que se escucha a través de teléfono, televisión o computadora. 
 Para la escritura de números, del 1 al 10 deben escribirse en letras pero por encima 
de 10, los números deben escribirse numéricamente, cuando un número comienza 
una oración, siempre debe estar en letras. Estas reglas prevalecerán a menos que haya 
limitaciones de espacio. Si un número solo tiene cuatro dígitos, no es necesario 
colocar espacios.  
 Sobre las unidades de medida, se deben convertir los kilómetros (km), metros (m), 
centímetros (cm), kilogramos (kg), etc.   
 Evitar palabras o frases repetidas por el mismo hablante, solo traducir una vez. 
 En general no subtitular los títulos principales en pantalla, los títulos de episodios, 
etc. 
 Nunca censurar nada del diálogo.  






La versión gratuita de Google soporta hasta 5000 caracteres cada vez. Cuando se usa 
este motor para traducir los subtítulos, coloca bien el formato del spotting (códigos de 
tiempo), pues los deja igual a la versión en inglés. En general este fue el motor de 
traducción automática neuronal que mejores resultados dio, a excepción de algunas 




Versión original Versión del motor Google 
6 
00:00:17,583 --> 00:00:19,651 
to steer suspicion 
away from them. 
6 
00: 00: 17,583 -> 00: 00: 19,651 
para dirigir la sospecha 
Lejos de ellos. 
 
En este caso, el error se consideraría de Fluidez pues el motor colocó una inicial 
mayúscula en segunda línea porque lo consideró una nueva oración pero no se trata de 
una nueva oración sino que es la continuación de la línea anterior que se encuentra 
segmentada por el límite de caracteres.  
 
2. 
Versión original Versión del motor Google 
11 
00:00:35,635 --> 00:00:38,771 
Even as a 
youngster, Christina Sanoubane 
11 
00: 00: 35,635 -> 00: 00: 38,771 
Incluso como un 
youngster, Christina Sanoubane 
 
En este ejemplo, se trataría de un error de Precisión, más específicamente, de una 
palabra sin traducir, puesto que se ha dejado sin traducir una palabra desconocida para 
el motor y se ha transferido igual en la traducción. 
 
3. 
Versión original Versión del motor Google 
16 
00:00:50,116 --> 00:00:51,517 
But her plans were stalled 
dieciséis 
00: 00: 50,116 -> 00: 00: 51,517 
Pero sus planes estaban estancados 
 
En este ejemplo, también podría tratarse de un error de Precisión, debido a que el motor 
de traducción ha traducido el número del subtítulo en letras, algo que no debía traducir. 
Es importante recalcar, que a lo largo de toda la traducción de los subtítulos, este motor 




Versión original Versión del motor Google 
40 
00:02:08,193 --> 00:02:10,630 
He puts me down and 
physically abuses me. 
40 
00: 02: 08,193 -> 00: 02: 10,630 
Él me baja y 
físicamente me abusa 
 
En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor es 




Versión original Versión del motor Google 
125 
00:06:13,138 --> 00:06:16,375 
A stark reminder of the time 
her ex-boyfriend, Jacob Hadley, 
125 
00: 06: 13,138 -> 00: 06: 16,375 
Un claro recordatorio de la época 
su ex novio, Jacob Hadley, 
 
Este caso sería un ejemplo de error de Fluidez, más específicamente de ortografía, 
porque “ex-novio” está escrito con un guion en medio y según la RAE debe escribirse 
junto, sin espacios ni guiones. 
 
6. 
Versión original Versión del motor Google 
128 
00:06:23,649 --> 00:06:26,519 
And who's going to 
kill her, except Jacob? 
128 
00: 06: 23,649 -> 00: 06: 26,519 
Y quien va a 
matarla, excepto Jacob? 
 
Este caso se trataría de un error de Fluidez, más específicamente de ortografía, porque 
no se ha abierto el signo interrogación, solo se ha cerrado como se hace en inglés, pero 
en español es necesario también abrir el signo de interrogación. 
 
7. 
Versión original Versión del motor Google 
168 
00:08:14,226 --> 00:08:17,129 
that the killer lived nearby. 
168 
00: 08: 14,226 -> 00: 08: 17,129 
que el asesino vivió cerca. 
 
Este caso se trataría de un error de Fluidez, más específicamente de gramática, puesto 
que el motor eligió el pasado simple del verbo cuando en realidad encajaba mejor el 
pasado imperfecto, probablemente esto se debe a que en inglés no hay tal diferenciación 





Versión original Versión del motor Google 
174 
00:08:32,311 --> 00:08:36,715 
The man who claimed he found 
Christina's body, 32-year-old 
174 
00: 08: 32,311 -> 00: 08: 36,715 
El hombre que afirmó haber encontrado 
El cuerpo de Christina, 32 años de edad 
 
En este caso, el error se consideraría de Fluidez pues el motor colocó una inicial 
mayúscula en segunda línea porque lo consideró una nueva oración. Esto debido a que 
la segunda línea en el original comenzaba con mayúscula porque se trata de un nombre 
propio, pero en realidad es la continuación de la línea anterior que se encuentra 
segmentada por el límite de caracteres.  
 
9. 
Versión original Versión del motor Google 
177 
00:08:44,356 --> 00:08:47,959 
Both men knew one another, since 
they both helped Christina move 
177 
00: 08: 44,356 -> 00: 08: 47,959 
Ambos hombres se conocían, desde 
ambos ayudaron a Christina a moverse 
 
En este ejemplo, el error sería de Precisión, puesto que hay un error en la selección 
léxica, en lugar de “moverse”, “move” debió traducirse por “mudarse” ya que en ese 
contexto esa palabra encaja mejor. Es claro que el motor no ha detectado cuál era la 




Este caso se trataría de un error de Fluidez, más específicamente de ortografía, porque 
se ha omitido el punto final en la oración que el original sí tiene. 
 
b) Microsoft 
En cuanto a la versión gratuita de Microsoft también soporta hasta 5000 caracteres cada 
vez. Cuando se usa este motor para traducir los subtítulos, coloca bien el formato del 
spotting (códigos de tiempo), pues los deja igual a la versión en inglés. En general, este 
motor de traducción automática neuronal dio resultados muy positivos, y quedó un poco 
por debajo de Google en este caso, aunque quizás en otros textos pueda hasta superarlo. 
Acerca de los errores encontrados, la mayoría han sido errores de Fluidez, en específico 
de ortografía y gramática, también se muestran algunos ejemplos a continuación con 
más detalle: 
Versión original Versión del motor Google 
266 
00:12:47,632 --> 00:12:49,300 
And I said, yeah, 
we're all sure. 
266 
00: 12: 47,632 -> 00: 12: 49,300 
Y yo dije, sí, 
estamos todos seguros 
39 
1. 
Versión original Versión del motor Microsoft 
3 
00:00:09,609 --> 00:00:11,778 
He's beat her 




antes, le dispararon. 
 
En este ejemplo hay un error de Fluidez, específicamente de gramática porque no hay 
concordancia entre el sujeto y el verbo, esto debido a que el sujeto se encuentra en la 
primera línea y el verbo en la segunda; por lo tanto, el motor no identificó que se trataba 
de una sola oración, sino que la trató como dos oraciones independientes. 
 
2. 
Versión original Versión del motor Microsoft 
13 
00:00:42,475 --> 00:00:45,144 
Christina 




sólo quiero ser periodista. 
 
Este caso hay dos errores, uno se trataría de un error de Fluidez, más específicamente 
de ortografía, porque “solo” ya no se tilda según las nuevas reglas de la RAE, y al 
parecer, Microsoft aún no se ha actualizado según esas nuevas reglas. En este ejemplo 
hay otro error también de Fluidez, específicamente de gramática porque no hay 
concordancia entre el sujeto y el verbo, esto debido a que el sujeto se encuentra en la 
primera línea y el verbo en la segunda; por lo tanto, el motor no identificó que se trataba 
de una sola oración, sino que la trató como dos oraciones independientes. 
 
3. 
Versión original Versión del motor Microsoft 
75 
00:04:06,846 --> 00:04:10,883 
Why you take her away 
from me this way? 
75 
00:04:06846--> 00:04:10883 
Por qué la llevas lejos 
de mí de esta manera? 
 
Este caso se trataría de un error de Fluidez, más específicamente de ortografía, porque 
no se ha abierto el signo interrogación, solo se ha cerrado como se hace en inglés, pero 
en español también es necesario abrir el signo de interrogación. 
 
4. 
Versión original Versión del motor Microsoft 
79 
00:04:17,857 --> 00:04:20,893 
killed her had tried to 
wash away some evidence. 
79 
00:04:17857--> 00:04:20893 
la mató había tratado de 
Laven algunas pruebas. 
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En este ejemplo hay dos tipos de errores, el primero sería de Fluidez, específicamente 
de gramática porque no hay concordancia entre el sujeto y el verbo, esto se debe a que 
el sujeto se encuentra en la primera línea y el verbo en la segunda; entonces el motor 
trató las oraciones como si fueran independientes. El segundo error se consideraría de 
Fluidez también pues el motor colocó una inicial mayúscula en segunda línea porque lo 
consideró una nueva oración pero no se trata de una nueva oración sino que es la 
continuación de la línea anterior que se encuentra segmentada por el límite de caracteres.  
 
5. 
Versión original Versión del motor Microsoft 
82 
00:04:26,098 --> 00:04:29,469 
floor, into the 
kitchen, and back. 
82 
00:04:26098--> 00:04:29469 
piso, en el 
cocina, y la espalda. 
 
En este ejemplo, el error sería de Precisión, puesto que la traducción obtenida por el 
motor de “back” es literal, y en este caso es errónea porque no expresa el sentido 
correcto de la oración. 
 
6. 
Versión original Versión del motor Microsoft 
96 








Este caso sería un ejemplo de error de Fluidez, más específicamente de ortografía, 
porque “ex-novio” está escrito con un guion en medio y según la RAE debe escribirse 
junto, sin espacios ni guiones. Además, hay un error de inconsistencia en la sintaxis de 
la oración y la oración no se entiende. 
 
7. 
Versión original Versión del motor Microsoft 
138 
00:06:48,173 --> 00:06:51,043 
Jacob produced 




dos testigos muy creíbles 
 
Este caso se trataría de un error de Fluidez, más específicamente de ortografía, y 
probablemente de selección léxica porque “producido” además de estar en el tiempo 







Versión original Versión del motor Microsoft 
147 
00:07:14,399 --> 00:07:18,437 
probably someone Christina knew. 
147 
00:07:14399--> 00:07:18437 
probablemente alguien que Christina 
sabía. 
 
En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor es 
muy literal, el verbo “sabía” no es el que mejor calza en esta traducción y por lo tanto 
es errónea porque la oración no resulta natural. 
 
9. 
Versión original Versión del motor Microsoft 
232 
00:11:17,075 --> 00:11:18,911 
thought might be damning. 
232 
00:11:17075--> 00:11:18911 
el pensamiento podría ser maldito. 
 
En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor de 




Versión original Versión del motor Microsoft 
265 
00:12:44,930 --> 00:12:47,531 
They, they just, are you sure? 
Are you sure? 
265 
00:12:44930--> 00:12:47531 
Ellos. ellos solo. est á seguro? 
¿Estás seguro? 
 
Este caso se trataría de un error de Fluidez, de ortografía particularmente, porque en la 
primera línea no se ha abierto el signo interrogación, solo se ha cerrado como se hace 
en inglés y en español también es necesario abrir el signo de interrogación. Además, 
también en la primera línea, la frase se encuentra separada por un punto, e incluso la 
palabra “está” aparece cortada. Es importante recalcar que en la segunda línea sí se abrió 




En el caso de la versión gratuita de DeepL se encontró que también soporta hasta 5000 
caracteres cada vez. Cuando se usa este motor para traducir los subtítulos, no coloca 
bien el formato del spotting (códigos de tiempo), pues junta todo y se hace difícil la 
lectura, incluso al pegar la traducción en el archivo de texto, coloca automáticamente la 
frase: "Traducción realizada con el traductor www.DeepL.com/Translator", lo que 
resulta incómodo y es necesario borrarlo cada vez que se utiliza este motor. Además, 
demora varios segundos en procesar la traducción, incluso luego de traducir el máximo 
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de 5000 caracteres dos veces, DeepL ya no puede traducir más y muestra la frase: 
"Debido a la cantidad de solicitudes de tu navegador, el uso del traductor gratuito de 
DeepL no está disponible temporalmente. Inténtalo de nuevo más tarde".   
 
En general, este motor de traducción automática neuronal no dio muy buenos resultados, 
y quedó muy por debajo de Google y Microsoft. En cuanto a los errores encontrados 
fueron más comunes los de Precisión y Fluidez, pues ha traducido demasiado literal 
algunas frases, muchas no llegan ni a entenderse, ha tenido errores de gramática, de 
puntuación, de sintaxis, faltas de concordancia. Muchas veces hubiera tomado menos 
tiempo traducirlo desde cero que poseditar la traducción. Algunos ejemplos se muestran 
a continuación con más detalle: 
 
1. 
Versión original Versión del motor DeepL 
5 
00:00:15,214 --> 00:00:17,483 
People will 
report the crime just 
5 
00:00:15,214 --> 00:00:17,483 
La gente 
reportar el crimen sólo 
 
Este caso se trataría de un error de Fluidez, más específicamente de ortografía, porque 
“solo” ya no se tilda según las nuevas reglas de la RAE, y al parecer, DeepL, al igual 
que Microsoft aún no se ha actualizado según esas nuevas reglas. 
 
2. 
Versión original Versión del motor DeepL 
6 
00:00:17,583 --> 00:00:19,651 
to steer suspicion 
away from them. 
6 
00:00:17,583 --> 00:00:19,651 
es la suspensión de la aeronave 
lejos de ellos. 
 
En este ejemplo, el error también sería de Precisión porque la traducción obtenida por 
el motor es muy literal, y en este caso es errónea porque no expresa el sentido correcto 
de la oración y no es inteligible, es decir no se puede llegar a comprender del todo el 
sentido de la oración. 
 
3. 
Versión original Versión del motor DeepL 
57 
00:03:17,430 --> 00:03:21,400 
Christina was 
pronounced dead at the scene. 
57 
00:03:17,430 --> 00:03:21,400 
Christina Tú Mismo 
declarado muerto en la escena. 
 
En este ejemplo, el error sería uno de Precisión también porque la traducción obtenida 
por el motor es muy literal, y no es correcta porque no expresa el sentido de la oración; 
además que no se llega a comprender, carece de sentido. Asimismo, también hay un 
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error de Fluidez, específicamente de ortografía, pues en la primera línea hay dos 
palabras escritas con inicial mayúscula, que no deberían llevar mayúscula. 
 
4. 
Versión original Versión del motor DeepL 
75 
00:04:06,846 --> 00:04:10,883 
Why you take her away 
from me this way? 
75 
00:04:06,846 --> 00:04:10,883 
¿Por qué te la llevas? 
de mí de esta manera? 
 
Este caso se trataría de un error de Fluidez, más específicamente de ortografía, porque 
se ha cerrado el signo interrogación en la primera línea cuando la pregunta terminaba 




Versión original Versión del motor DeepL 
76 
00:04:10,983 --> 00:04:12,418 
To investigators, it was 
76 
00:04:10,983 --> 00:04:12,418 
Es un investigador, es tuyo. 
 
En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor es 
muy literal, y en este caso es errónea porque no expresa el sentido correcto de la oración. 
En este ejemplo, poseditar la oración tomaría más tiempo que traducirla desde un inicio, 
por eso no resultaría conveniente. 
 
6. 
Versión original Versión del motor DeepL 
175 
00:08:36,815 --> 00:08:40,952 
Todd Hale, and Christina's 
next door neighbor, 
175 
00:08:36,815 --> 00:08:40,952 
Todd Hale, y la de Christina  
vecino de al lado, 
 
En este ejemplo, una vez más se trata de un error de Precisión, la traducción obtenida 
por el motor llega a ser muy literal, y resulta errónea porque no expresa el sentido 
correcto de la oración y además no es comprensible. En este caso, no es conveniente 
poseditar la oración porque tomaría más tiempo que traducirla desde cero. 
 
7. 
Versión original Versión del motor DeepL 
277 
00:13:28,707 --> 00:13:31,843 
and ran home instead 
of calling police. 
277 
00:13:28,707 --> 00:13:31,843 
y en su lugar corrió a casa 
de llamar a la policía. 
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En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor es 
palabra por palabra, y resulta ser errónea porque no expresa el sentido correcto de la 
oración, además que no se llega a entender del todo porque ha traducido cada línea de 
forma independiente y no como una sola oración. 
 
8. 
Versión original Versión del motor DeepL 
337 
00:17:05,223 --> 00:17:07,024 
the print may have 
not been reproduced. 
337 
00:17:05,223 --> 00:17:07,024 
la huella puede tener 
no ha sido reproducido. 
 
En este ejemplo, el error también sería uno de Precisión, la traducción obtenida por el 
motor es muy literal, y en este caso es errónea porque no expresa el sentido correcto de 
la oración. En este caso, no resulta conveniente poseditar la oración porque tomaría más 
tiempo que traducirla desde cero. 
 
9. 
Versión original Versión del motor DeepL 
342 
00:17:18,069 --> 00:17:21,639 
and leave what looked like a 
very identifiable patent print 
342 
00:17:18,069 --> 00:17:21,639 
y dejar lo que parecía un 
impresión de patente muy identificable 
 
En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor es 
muy literal, y resulta ser incorrecta porque no expresa el sentido de la oración, tampoco 
resulta ser muy comprensible y no sería conveniente poseditar esta oración a partir de 
la traducción automática pues tomaría más tiempo que traducirla desde cero. 
 
10. 
Versión original Versión del motor DeepL 
380 
00:19:30,135 --> 00:19:34,606 
'Til the day I die, I'm not 
going to forgive him, ever. 
380 
00:19:30,135 --> 00:19:34,606 
Hasta el día en que muera. 
va a perdonarlo, nunca. 
 
En este ejemplo, el error sería uno de Precisión, la traducción obtenida por el motor es 
muy literal, y en este caso es errónea porque no expresa el sentido correcto de la oración. 
Además, habría también un error de Fluidez, más específicamente de ortografía, puesto 
que se ha colocado un punto al final de la primera línea a pesar que la oración continúa 
hasta la segunda, cabe resaltar que al comienzo de la segunda línea no se ha colocado 
una letra inicial mayúscula a pesar que se colocó un punto al final de la primera línea. 
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En general, DeepL arrojó resultados de menor calidad que los otros motores, el motor no 
soporta realizar muchas traducciones de su máximo de caracteres. Además, los resultados de 
la traducción de los subtítulos los muestra de una forma ininteligible, sin seguir el formato 
de los códigos de tiempo en inglés, tal como se muestra a continuación: 
 
100:00:04,804 --> 00:00:06,839A continuación, una mujer joven es200:00:06,939 -
-> 00:00:09,509asesinado después de añosde abuso doméstico.300:00:09,609 --> 
00:00:11,778La ha golpeado.antes, le ha disparado.400:00:11,878 --> 
00:00:15,114Pero el ex-noviono es el único sospechoso.500:00:15,214 --> 
00:00:17,483La gentereportar el crimen sólo600:00:17,583 --> 00:00:19,651para 
dirigir la sospechalejos de ellos. 
 
 
En este sentido, DeepL no ha dado los resultados esperados y no resultaría conveniente 
usarlo como motor de traducción automática neuronal para la posedición, pues tomaría 
mucho más tiempo que empezar a traducir desde cero. Se tendría que usar el motor para 
traducir, copiar la traducción, pegarla, corregir los códigos de tiempo, la estructura, leer y 
revisar la traducción, borrarla y luego reescribirla, pues en su mayoría no ayudaría a ahorrar 






A lo largo del presente estudio se ha realizado un análisis para comparar los resultados de 
los motores utilizados con el fin de automatizar los procesos de subtitular, sin que eso 
signifique reducir la calidad de las traducciones. Para tal objetivo, se han utilizado tres 
motores de traducción automática neuronal, luego de analizar los errores y clasificarlos 
según las directrices de MQM, se ha elegido al que mejores resultados ha dado en cuanto a 
la calidad: Google Translate. Una vez elegido el mejor motor para este ejercicio, se procedió 
con poseditar los subtítulos según las normas de subtitulación y siguiendo las directrices de 
Netflix en el programa de subtitulación Subtitle Workshop 7.0. 
Se realizó un análisis de los resultados de tres motores de traducción automática neuronal: 
Google Translate, Microsoft y DeepL en sus versiones gratuitas y se hizo una comparación 
humana entre ellos. Cabe mencionar que también se podrían utilizar métricas de evaluación 
automática para una comparación automática. De esta manera, se puede concluir que la 
mayoría, un 70%, de los errores del motor de traducción automática Google son de 
ortografía, puntuación y gramática. En cuanto a Microsoft, también presenta una alta 
incidencia, un 75%, en errores de Fluidez, entre los cuales se encuentran ortografía, 
puntuación y gramática. En cambio, en el caso de DeepL, se ha encontrado que la mayoría 
de sus errores, un 82%, son de Precisión, es decir de sentido y legibilidad del texto traducido. 
Por ello, los errores de Google resultan menos graves según las métricas de evaluación, y 
corregir dichos errores tomaría poco tiempo. En una situación similar se encuentra 
Microsoft, la mayoría de sus errores son de poca gravedad y su corrección no tomaría mucho 
tiempo, pero una incidencia más alta que Google para este ejercicio. En cuanto a DeepL, 
produjo unos errores de mayor gravedad, pues son de Precisión, lo que respecta al sentido y 
corregirlos tomaría más tiempo, incluso hasta más tiempo que traducir desde cero sin 
poseditar una traducción automática. 
Entonces, en cuanto a la calidad de los resultados de cada motor se puede concluir que 
Google sigue estando a la cabeza. Acerca de Microsoft, también tiene una alta calidad, 
aunque todavía ligeramente menor que Google en este caso. Finalmente, DeepL, no ha 
tenido buenos resultados a la hora de traducir grandes cantidades de palabras de manera 
inmediata, incluso la calidad ha quedado por debajo de las otras dos mencionadas 
anteriormente en este caso. En general, todos lograron mejores resultados en la parte de 
narración y obtuvieron resultados de menor calidad en la parte donde intervenían los 
hablantes a dar su testimonio. Estos resultados pueden cambiar más adelante, incluso estos 
lugares podrían intercambiarse, conforme los motores se vayan desarrollando, mejore su 
tecnología y la forma en que procesan los textos y de qué tipo de textos los motores se 
alimentan. 
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Uno de los principales objetivos de este estudio era automatizar la tarea subtituladora de un 
documental del inglés al español utilizando la traducción automática neuronal y posedición. 
Se puede concluir, entonces, que es posible, de esta manera se reducen los tiempos y se 
mantiene una alta calidad, siempre y cuando esté acompañada de la posedición. 
Otra conclusión de este estudio es que para mejorar la calidad y optimizar los resultados de 
traducción automática neural, es importante considerar preeditar el texto para traducción 
automática para utilizar un texto de un lenguaje más controlado, es decir, modificar el texto 
de entrada antes de hacer uso de la traducción automática neuronal siguiendo ciertos 
parámetros para ayudar al motor y así mejorar la calidad del texto de salida. En ese sentido, 
se pueden usar oraciones relativamente cortas para evitar ambigüedades o estructuras 
sintácticas complejas, subir la segunda línea como continuación de la primera línea para 
evitar que la primera palabra sea mayúscula en la segunda línea, especificar los pronombres, 
omitir los falsos comienzos, etc. Estas pautas también ayudan a la tarea subtituladora, pues 
es importante condensar el texto audiovisual, también tratar de evitar en lo posible 
estructuras sintácticas complejas o ambiguas. 
De este trabajo analítico también se desprende que la calidad de los resultados de traducción 
automática ha aumentado considerablemente en los últimos años, sobre todo por la inserción 
de la tecnología neuronal que viene revolucionando la industria de la traducción automática 
con sus redes neuronales. Aún queda camino por recorrer en cuanto a la calidad de las 
traducciones, es necesario poseditar para lograr un óptimo resultado, equiparable a 
traducción humana; e incluso en algunos casos, como el de este estudio, sería necesario 
preeditar el texto antes de pasarlo por traducción automática neuronal, sobre todo si se va a 
trabajar con varias lenguas. Esto podría dar como resultado que incluso se intercambien el 
orden de calidad de los motores de traducción automática neuronal. 
Las herramientas de subtitulación y de traducción asistida se renuevan, como lo hizo Subtitle 
workshop 7.0 al incluir el gráfico de onda de sonido, un control de calidad específico para 
la plataforma Netflix y el formato que utiliza, debido al gran apogeo que ha tenido 
últimamente y porque esa plataforma cuenta con una amplia red de traductores freelance en 
todo el mundo, para quienes este formato les resulta muy útil. En ese sentido, sería 
recomendable y quizás hasta ya se encuentre en desarrollo, que las herramientas de 
subtitulación, como ya lo hacen muchas herramientas de traducción asistida, incorporen 
traducción automática para poder agilizar las traducciones, siempre y cuando se reserve la 
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 Anexo I - Subtítulos 
 
1 
00:00:04,804 --> 00:00:06,839 
A continuación, una joven mujer 
 
2 
00:00:06,939 --> 00:00:09,509 
es asesinada luego de años de violencia. 
 
3 
00:00:09,609 --> 00:00:11,778 
Él la ha golpeado, le ha disparado. 
 
4 
00:00:11,878 --> 00:00:15,114 
Pero el exnovio no es el único sospechoso. 
 
5 
00:00:15,214 --> 00:00:17,483 
Las personas denuncian el crimen 
 
6 
00:00:17,583 --> 00:00:19,651 
solo para alejar la sospecha de ellos. 
 
7 
00:00:19,752 --> 00:00:22,320 
Es un crimen donde las cosas no siempre 
 
8 
00:00:22,421 --> 00:00:23,857 
son lo que parecen. 
 
9 
00:00:23,957 --> 00:00:25,358 
Había panes de hamburguesa 
 
10 
00:00:25,458 --> 00:00:26,793 
tirados en todo el piso del baño. 
 
11 
00:00:35,635 --> 00:00:38,771 




00:00:38,872 --> 00:00:42,375 
soñaba con dar las noticias. 
 
13 
00:00:42,475 --> 00:00:45,144 
Christina solo quería ser periodista. 
 
14 
00:00:45,244 --> 00:00:47,446 
Ella me decía: "No puedo ser médico por ti, 
 
15 
00:00:47,546 --> 00:00:50,016 
o no puedo ser abogada por ti". 
 
16 
00:00:50,116 --> 00:00:51,517 
Pero sus planes se estancaron 
 
17 
00:00:51,617 --> 00:00:56,122 
por un embarazo inesperado en secundaria. 
 
18 
00:00:56,222 --> 00:01:00,126 
Había tomado malas decisiones 
con malas personas, 
 
19 
00:01:00,226 --> 00:01:03,629 
y con las cosas que hacía para divertirse, 
 
20 
00:01:03,729 --> 00:01:07,032 
incluso consumir muchas drogas. 
 
21 
00:01:07,132 --> 00:01:10,103 
Christina dejó la escuela, tuvo al bebé, 
 
22 
00:01:10,203 --> 00:01:15,141 
y se mudó con Jacob Hadley, 




00:01:15,241 --> 00:01:19,412 
Pero tampoco le fue bien. 
 
24 
00:01:19,512 --> 00:01:21,881 
Jacob la golpeaba muy seguido. 
 
25 
00:01:21,981 --> 00:01:25,317 
Se le veía con moretones, 
y lo decía sin problemas. 
 
26 
00:01:25,417 --> 00:01:29,221 
Si alguien le preguntaba 
por qué tenía ese moretón, 
 
27 
00:01:29,321 --> 00:01:33,459 
ella decía: "Ah, Jacob me pegó". 
 
28 
00:01:33,559 --> 00:01:36,161 
No importaba cómo la tratase, 
 
29 
00:01:36,262 --> 00:01:38,598 
no podía separarse de Jacob. 
 
30 
00:01:38,698 --> 00:01:40,199 
No sé por qué. 
 
31 
00:01:40,299 --> 00:01:41,834 
Le preguntaba: "¿Puedes dejarlo?" 
 
32 
00:01:41,934 --> 00:01:44,437 
No mamá, no puedo. 
 
33 
00:01:44,537 --> 00:01:46,572 




00:01:46,672 --> 00:01:50,610 
En 1999, Jacob le disparó a Christina 
en la cara 
 
35 
00:01:50,710 --> 00:01:54,547 
con una pistola de balines 
y estuvo tres días encerrado. 
 
36 
00:01:54,647 --> 00:01:57,617 
Ella tenía un diario donde describió 
 
37 
00:01:57,717 --> 00:02:03,021 
algunas de sus luchas 
y su deseo comenzar de nuevo, 
 
38 
00:02:03,122 --> 00:02:06,592 
y de hacer una buena vida 
para ella y su hijo. 
 
39 
00:02:06,693 --> 00:02:08,094 
Él me critica. 
 
40 
00:02:08,193 --> 00:02:10,630 
Me humilla y abusa físicamente de mí. 
 
41 
00:02:10,729 --> 00:02:12,231 
Después de tres años, empiezo 
 
42 
00:02:12,332 --> 00:02:15,301 




00:02:15,401 --> 00:02:18,404 




00:02:18,504 --> 00:02:23,542 
a un departamento no muy lejos. 
 
45 
00:02:23,643 --> 00:02:26,579 
Unos días después, uno de sus amigos 
 
46 
00:02:26,679 --> 00:02:29,115 
pasó para ver cómo estaba. 
 
47 
00:02:29,215 --> 00:02:31,918 
Tocó el timbre pero nadie respondió. 
 
48 
00:02:34,553 --> 00:02:36,555 
La puerta estaba cerrada con llave. 
 
49 
00:02:36,656 --> 00:02:39,692 
Cuando miró por una ventana, 
 
50 
00:02:39,792 --> 00:02:45,364 
vio al hijo de Christine solo y llorando. 
 
51 
00:02:45,464 --> 00:02:49,535 
Escuchó al niño decir: "Mamá está muerta". 
 
52 
00:02:49,636 --> 00:02:52,305 
Y él reaccionó. 
 
53 
00:02:52,405 --> 00:02:55,574 
Retiró el mosquitero, entró y vio 
 
54 
00:02:55,674 --> 00:02:59,245 
a Christina semidesnuda, boca abajo, 
 
55 
00:02:59,345 --> 00:03:03,615 
55 
en una bañera llena de agua. 
 
56 
00:03:03,715 --> 00:03:11,715 




00:03:17,430 --> 00:03:21,400 
Christina fue declarada muerta en la escena. 
 
58 
00:03:21,500 --> 00:03:24,236 
El niño posiblemente fue testigo 
del asesinato de su madre 
 
59 
00:03:24,336 --> 00:03:26,772 
y eso es terrible para mí 
 
60 
00:03:26,872 --> 00:03:28,574 
Los investigadores encontraron evidencia 
 
61 
00:03:28,674 --> 00:03:32,645 
de que el ataque inicial 
ocurrió en la cocina. 
 
62 
00:03:32,745 --> 00:03:34,680 
Las sandalias de la víctima 
 
63 
00:03:34,780 --> 00:03:37,083 
estaban en medio de la cocina. 
 
64 
00:03:37,183 --> 00:03:39,986 
Ella fue golpeada con tanta fuerza, 
 
65 
00:03:40,086 --> 00:03:42,588 




00:03:42,688 --> 00:03:44,190 
Loos investigadores encontraron 
en la escena 
 
67 
00:03:44,290 --> 00:03:48,060 
un collar de metal 
que podría ser del mango 
 
68 
00:03:48,160 --> 00:03:49,194 
de una sartén. 
 
69 
00:03:49,295 --> 00:03:51,230 
La golpearon con tanta fuerza 
 
70 
00:03:51,330 --> 00:03:53,666 
que le arrancaron los dientes. 
 
71 
00:03:53,766 --> 00:03:57,503 
Apuñalaron a Christina hasta matarla, 
 
72 
00:03:57,603 --> 00:04:01,073 
pero no había un cuchillo en la escena. 
 
73 
00:04:01,173 --> 00:04:04,544 
Al principio, me enojé con Dios. 
 
74 
00:04:04,644 --> 00:04:06,746 
¿Por qué la dejó morir así? 
 
75 
00:04:06,846 --> 00:04:10,883 
¿Por qué la alejas de mí así? 
 
76 
00:04:10,983 --> 00:04:12,418 




00:04:12,518 --> 00:04:16,555 
era claro que el asesino 
trató de esconder sus huellas. 
 
78 
00:04:16,654 --> 00:04:17,755 
Parecía que la persona 
 
79 
00:04:17,857 --> 00:04:20,893 
que la mató intentó lavar algunas pruebas. 
 
80 
00:04:20,993 --> 00:04:23,129 
Pero al limpiar 
 
81 
00:04:23,229 --> 00:04:25,998 
llevó sus huellas sangrientas 
por todo el piso 
 
82 
00:04:26,098 --> 00:04:29,469 
del baño a la cocina, y de regreso. 
 
83 
00:04:29,569 --> 00:04:32,037 
Algo curioso era que estaba descalzo. 
 
84 
00:04:32,137 --> 00:04:35,974 
No estábamos seguros. 
 
85 
00:04:36,074 --> 00:04:37,476 
Y había algo más, 
 
86 
00:04:37,576 --> 00:04:40,579 
muy inusual en el baño. 
 
87 
00:04:40,679 --> 00:04:41,847 




00:04:41,948 --> 00:04:43,916 
tirados en el piso del baño. 
 
89 
00:04:44,016 --> 00:04:46,585 
Parecía que abrieron una bolsa de panes 
 
90 
00:04:46,685 --> 00:04:49,154 
y los tiraron. 
 
91 
00:04:49,255 --> 00:04:51,223 
Pero no encontraron la envoltura 
 
92 
00:04:51,323 --> 00:04:53,525 
en el departamento. 
 
93 
00:04:53,626 --> 00:04:56,662 
Hace pensar qué hay en la mente 
de una persona que 
 
94 
00:04:56,762 --> 00:04:59,432 
mata a alguien y deja a un niño 
 
95 
00:04:59,532 --> 00:05:02,133 
sentado en esa sangrienta escena. 
 
96 
00:05:02,234 --> 00:05:03,602 
El exnovio de Christina, 
 
97 
00:05:03,702 --> 00:05:06,438 
Jacob, fue el principal sospechoso. 
 
98 
00:05:06,539 --> 00:05:08,608 
Jacob tenía motivo. 
 
99 
00:05:08,708 --> 00:05:10,677 
59 
Estaba separado de su hijo. 
 
100 
00:05:10,777 --> 00:05:14,079 
Y ellos se habían separado, 
tenían un pasado tormentoso. 
 
101 
00:05:14,179 --> 00:05:15,481 
Jacob lo hizo. 
 
102 
00:05:15,581 --> 00:05:18,851 
Toda mi familia pensó 
que Jacob lo había hecho. 
 
103 
00:05:22,354 --> 00:05:24,723 
La escena del crimen mostraba señales 
 
104 
00:05:24,823 --> 00:05:27,760 
de que Christina conocía a su asesino. 
 
105 
00:05:27,860 --> 00:05:30,863 
No forzaron la entrada y no robaron. 
 
106 
00:05:30,963 --> 00:05:31,964 
Yo no creo 
 
107 
00:05:32,064 --> 00:05:33,599 
que fuera un robo. 
 
108 
00:05:33,699 --> 00:05:34,901 
Se trataba de otra cosa. 
 
109 
00:05:35,001 --> 00:05:36,167 
Pudo haber sido sobre drogas. 
 
110 
00:05:36,269 --> 00:05:37,937 
60 
Pudo haber sido sobre el rechazo. 
 
111 
00:05:38,037 --> 00:05:40,138 
Pudo haber sido sobre cualquier cosa. 
 
112 
00:05:40,239 --> 00:05:42,375 
Pero no fue un robo. 
 
113 
00:05:42,475 --> 00:05:44,977 
En la autopsia, el forense 
 
114 
00:05:45,077 --> 00:05:49,081 
descubrió que Christina 
había sido agredida sexualmente. 
 
115 
00:05:49,181 --> 00:05:50,650 
Le habían cortado la garganta. 
 
116 
00:05:50,750 --> 00:05:53,285 
La autopsia reveló le cortaron 
 
117 
00:05:53,385 --> 00:05:56,388 
completamente la tráquea. 
 
118 
00:05:56,489 --> 00:05:58,157 
Cuando se usa un cuchillo en una víctima, 
 
119 
00:05:58,257 --> 00:06:00,726 
es muy cercano y personal. 
 
120 
00:06:00,826 --> 00:06:03,662 
No se hizo una prueba de toxicología 
 
121 
00:06:03,762 --> 00:06:06,098 




00:06:06,198 --> 00:06:08,667 
no pudo obtener sangre. 
 
123 
00:06:08,767 --> 00:06:10,034 
Los rayos-X mostraron el metal 
 
124 
00:06:10,135 --> 00:06:13,038 
de un balín alojado 
en la cara de Christina. 
 
125 
00:06:13,138 --> 00:06:16,375 
Un recordatorio de la época 
en que su exnovio 
 
126 
00:06:16,475 --> 00:06:20,979 
le disparó con una pistola de balines 
solo 18 meses antes. 
 
127 
00:06:21,079 --> 00:06:23,549 
Peleaban todo el tiempo. 
 
128 
00:06:23,649 --> 00:06:26,519 
¿Y quien más iba a matarla, si no era Jacob? 
 
129 
00:06:26,619 --> 00:06:30,189 
El momento más peligroso 
para una víctima de abuso doméstico 
 
130 
00:06:30,289 --> 00:06:32,957 
es poco después 
 
131 
00:06:33,058 --> 00:06:34,794 




00:06:34,894 --> 00:06:36,595 
Y ella lo acababa de hacer. 
 
133 
00:06:36,695 --> 00:06:38,164 
Ella se había mudado. 
 
134 
00:06:38,264 --> 00:06:40,098 
Los investigadores interrogaron 
 
135 
00:06:40,198 --> 00:06:44,570 
al exnovio de Christina, 
inmediatamente después de su asesinato. 
 
136 
00:06:44,670 --> 00:06:46,105 
Dijo que la noche del asesinato, 
 
137 
00:06:46,205 --> 00:06:48,073 
estaba a media hora de distancia. 
 
138 
00:06:48,173 --> 00:06:51,043 
Jacob dio dos testigos muy creíbles 
 
139 
00:06:51,144 --> 00:06:54,046 
para testificar 
que él había estado bebiendo con ellos 
 
140 
00:06:54,146 --> 00:06:55,481 
De hecho, eran miembros 
 
141 
00:06:55,581 --> 00:06:58,150 
del equipo femenino de atletismo 
de la Universidad de Iowa. 
 
142 
00:06:58,250 --> 00:07:00,052 




00:07:00,153 --> 00:07:01,921 
estimó que la hora de la muerte 
podría haber sido 
 
144 
00:07:02,021 --> 00:07:05,758 
entre las 9:00 p.m. y 3:00 a.m. 
 
145 
00:07:05,858 --> 00:07:11,196 
Y no todo el tiempo de Jacob podría contar. 
 
146 
00:07:11,296 --> 00:07:14,299 
La evidencia en la escena 
indicó que el perpetrador 
 
147 
00:07:14,399 --> 00:07:18,437 
era alguien que Christina conocía. 
 
148 
00:07:18,537 --> 00:07:23,207 
Otra evidencia sugirió que vivía cerca. 
 
149 
00:07:23,309 --> 00:07:27,346 
Por ejemplo, el asesino no usaba zapatos. 
 
150 
00:07:27,446 --> 00:07:29,548 
Cuando hay una huella de sangre 
de un pie descalzo, 
 
151 
00:07:29,648 --> 00:07:32,418 
obviamente es alguien cercano. 
 
152 
00:07:32,518 --> 00:07:34,387 
Y si es alguien que vive en la residencia, 
 
153 
00:07:34,487 --> 00:07:37,890 
o alguien que vive cerca, 
64 
la gente en general 
 
154 
00:07:37,990 --> 00:07:41,827 
no anda descalza. 
 
155 
00:07:41,927 --> 00:07:43,796 
Y dentro del baño, 
 
156 
00:07:43,896 --> 00:07:46,299 
los investigadores 
encontraron una explicación 
 
157 
00:07:46,399 --> 00:07:49,568 
de por qué los panes estaban ahí. 
 
158 
00:07:49,668 --> 00:07:51,904 
Encontraron el clip de los panes 
 
159 
00:07:52,004 --> 00:07:53,164 
en el piso en el baño. 
 
160 
00:07:53,205 --> 00:07:54,705 
Entonces parecía que abrieron 
 
161 
00:07:54,806 --> 00:07:56,086 
los panes en el baño. 
 
162 
00:07:58,678 --> 00:08:00,979 
Pero nunca encontraron la bolsa 
 
163 
00:08:01,079 --> 00:08:03,081 
donde venían los panes. 
 
164 
00:08:03,181 --> 00:08:05,517 




00:08:05,617 --> 00:08:08,955 
para envolver el cuchillo y que al salir 
 
166 
00:08:09,055 --> 00:08:11,990 
del departamento, no goteara sangre. 
 
167 
00:08:12,090 --> 00:08:14,126 
Esa fue otra pista 
 
168 
00:08:14,226 --> 00:08:17,129 
de que el asesino vivía cerca. 
 
169 
00:08:17,229 --> 00:08:20,699 
No solo iba descalzo, 
sino que le preocupaba 
 
170 
00:08:20,799 --> 00:08:23,001 
dejar un rastro de sangre, 
 
171 
00:08:23,101 --> 00:08:25,971 
quizás uno directo a su puerta. 
 
172 
00:08:26,071 --> 00:08:29,775 
Esto apuntó a dos hombres que no fueron 
 
173 




00:08:32,311 --> 00:08:36,715 
El hombre que encontró el cuerpo 
de Christina, de 32 años, 
 
175 
00:08:36,815 --> 00:08:40,952 




00:08:41,052 --> 00:08:44,256 
Carlos Robinson, quien llamó a emergencias. 
 
177 
00:08:44,356 --> 00:08:47,959 
Ambos se conocían 
porque la ayudaron a mudarse 
 
178 
00:08:48,059 --> 00:08:51,630 
a su apartamento tres días antes. 
 
179 
00:08:51,730 --> 00:08:55,568 
Los investigadores sospechaban 
de lo que decía Todd Hale, 
 
180 
00:08:55,668 --> 00:08:57,736 
que entró al departamento de Christina 
 
181 
00:08:57,836 --> 00:09:02,008 
a través de una pequeña ventana sin mover 
 
182 




00:09:04,677 --> 00:09:06,812 
Pensamos que para que Todd entrara por ahí, 
 
184 
00:09:06,912 --> 00:09:10,015 
tendría que ser un acróbata 
 
185 
00:09:10,115 --> 00:09:12,485 
y no lo era. 
 
186 
00:09:12,585 --> 00:09:14,420 




00:09:14,520 --> 00:09:16,422 
por la forma en que entró al departamento. 
 
188 
00:09:16,522 --> 00:09:17,589 
No lo invitaron a entrar. 
 
189 
00:09:17,689 --> 00:09:19,158 
Él abrió la ventana, movió el mosquitero, 
 
190 
00:09:19,258 --> 00:09:22,994 
y se culebreó para entrar 
por esa pequeña abertura. 
 
191 
00:09:23,094 --> 00:09:28,467 
Así que le pidieron hacerlo de nuevo 
mientras lo miraban. 
 
192 
00:09:28,567 --> 00:09:30,736 
Ahora le permitimos que demuestre 
 
193 
00:09:30,836 --> 00:09:32,404 
cómo pudo entrar por esa ventana 
 
194 
00:09:32,504 --> 00:09:35,141 
y bordear el estante, 
 
195 
00:09:35,241 --> 00:09:37,042 
y pudo hacerlo, incluso usando 
 
196 
00:09:37,142 --> 00:09:41,279 
botas de trabajo de punta de acero. 
 
197 
00:09:41,379 --> 00:09:44,817 




00:09:44,917 --> 00:09:47,485 
nada del estante. 
 
199 




00:09:48,687 --> 00:09:50,389 
verlo hacer eso. 
 
201 
00:09:50,489 --> 00:09:53,125 
Fue como ver un ladrón en acción. 
 
202 
00:09:53,225 --> 00:09:56,662 
Luego, la policía le pidió al vecino 
de Christina, Carlos 
 
203 
00:09:56,762 --> 00:09:59,296 
Robinson, que dé una declaración 
 
204 
00:09:59,397 --> 00:10:02,234 
y él voluntariamente accedió. 
 
205 
00:10:02,334 --> 00:10:03,774 
El investigador lo describió como 
 
206 
00:10:03,869 --> 00:10:06,939 
muy servicial, cooperativo. 
 
207 
00:10:07,039 --> 00:10:08,540 
Cuando la policía salió de la habitación, 
 
208 





00:10:10,542 --> 00:10:11,911 
Se agachó y comenzó a rezar. 
 
210 
00:10:12,011 --> 00:10:14,112 
Estaba de rodillas rezando. 
 
211 
00:10:14,212 --> 00:10:16,172 
Y eso no sucede muy a menudo. 
 
212 
00:10:22,021 --> 00:10:24,223 
Los investigadores tenían tres sospechosos 
 
213 
00:10:24,323 --> 00:10:26,824 
en el asesinato de Christina Sanoubane. 
 
214 
00:10:26,925 --> 00:10:30,863 
Su exnovio, Jacob, arrestado antes 
 
215 
00:10:30,963 --> 00:10:33,665 
por violencia física contra ella. 
 
216 
00:10:33,766 --> 00:10:35,099 
La había golpeado antes. 
 
217 
00:10:35,200 --> 00:10:36,101 
Le había disparado. 
 
218 
00:10:36,201 --> 00:10:39,105 
La había golpeado tantas veces que ella 
 
219 
00:10:39,205 --> 00:10:41,773 
tiene órdenes de restricción contra él. 
 
220 
00:10:41,873 --> 00:10:44,243 
70 
Los otros eran el hombre 
que encontró su cuerpo 
 
221 
00:10:44,343 --> 00:10:49,781 
y el vecino que llamó a emergencias. 
 
222 
00:10:49,882 --> 00:10:52,316 
A veces, las personas 
denuncian un crimen solo 
 
223 
00:10:52,417 --> 00:10:54,787 
para alejar la sospecha de ellos. 
 
224 
00:10:54,887 --> 00:10:57,255 
Pero los investigadores 
necesitaban evidencia forense 
 
225 
00:10:57,355 --> 00:10:59,724 




00:10:59,825 --> 00:11:03,929 
suerte al encontrar huellas en la escena. 
 
227 
00:11:04,029 --> 00:11:05,731 
No se ven las huellas 
 
228 
00:11:05,831 --> 00:11:08,967 
a simple vista, 
a menos que se vea a detalle. 
 
229 
00:11:09,067 --> 00:11:12,605 
Y estoy seguro de que el sospechoso no supo que 
 
230 
00:11:12,705 --> 00:11:15,374 




00:11:15,474 --> 00:11:17,034 
de recoger la evidencia física que él 
 
232 
00:11:17,075 --> 00:11:18,911 
creía que lo condenaría. 
 
233 
00:11:19,011 --> 00:11:22,448 
Estas huellas descalzas tienen muchos detalles 
 
234 
00:11:22,548 --> 00:11:25,551 
para identificar a una persona específica, 
 
235 
00:11:25,651 --> 00:11:27,286 
como lo haría una huella dactilar. 
 
236 
00:11:27,386 --> 00:11:30,956 
Se le pidió a Jacob Hadley, Todd Hale 
 
237 
00:11:31,056 --> 00:11:33,926 
y Carlos Robinson que den sus huellas. 
 
238 
00:11:34,026 --> 00:11:37,396 
Trajimos a Jacob, Todd y al vecino 
 
239 
00:11:37,496 --> 00:11:39,497 
a la oficina de identificación 
 
240 
00:11:39,598 --> 00:11:43,267 
y tomamos las huellas de los tres. 
 
241 
00:11:43,368 --> 00:11:44,536 




00:11:44,636 --> 00:11:45,636 
Pintamos sus pies. 
 
243 
00:11:45,704 --> 00:11:47,372 
Él caminó por el un lado del papel. 
 
244 
00:11:47,472 --> 00:11:50,574 
Volvimos a pintarlos 
y caminó por el otro lado del papel. 
 
245 
00:11:50,676 --> 00:11:53,979 
Sus huellas no coincidían. 
 
246 
00:11:54,079 --> 00:11:55,146 
Jacob fue igual. 
 
247 




00:11:56,849 --> 00:12:00,152 
Sus huellas tampoco coincidían. 
 
249 
00:12:00,252 --> 00:12:01,487 
Bueno, quedaba Carlos. 
 
250 
00:12:01,587 --> 00:12:05,957 
Me pareció raro 
que cuando pinté los pies de Carlos 
 
251 
00:12:06,057 --> 00:12:09,661 
y le pedí que caminara sobre el papel, 
 
252 
00:12:09,761 --> 00:12:12,230 




00:12:12,330 --> 00:12:15,534 
Carlos caminó en un lado del papel, 
 
254 
00:12:15,634 --> 00:12:20,038 
y luego caminó sobre sus propias huellas. 
 
255 
00:12:20,138 --> 00:12:22,407 
Algo no estaba bien. 
 
256 
00:12:22,507 --> 00:12:26,011 
Eran instrucciones simples. 
 
257 
00:12:26,111 --> 00:12:28,179 
Era como si tratara de borrar 
 
258 




00:12:30,015 --> 00:12:34,386 
Finalmente, los técnicos 
obtuvieron las huellas, 
 
260 
00:12:34,487 --> 00:12:37,156 
y las compararon 
con las huellas sangrientas 
 
261 
00:12:37,256 --> 00:12:40,158 
- en el baño de Christina. 
- Él fue. 
 
262 




00:12:41,526 --> 00:12:43,127 




00:12:43,228 --> 00:12:44,829 
y se sorprendieron. 
 
265 
00:12:44,930 --> 00:12:47,531 
Preguntaron: "¿Están seguros?" 
 
266 
00:12:47,632 --> 00:12:49,300 
Y les dije: "Sí, estamos todos seguros". 
 
267 
00:12:49,401 --> 00:12:51,137 
Son sus huellas. 
 
268 
00:12:51,237 --> 00:12:56,208 
La palma de Carlos 
también fue una coincidencia perfecta 
 
269 
00:12:56,308 --> 00:13:00,345 
con la huella de la palma sangrienta 
en el baño de Christina. 
 
270 
00:13:00,445 --> 00:13:06,418 
Y el ADN de Carlos coincidió 
con el de la prueba de violación. 
 
271 
00:13:06,518 --> 00:13:08,787 
Cuando vio la evidencia incriminatoria, 
 
272 
00:13:08,887 --> 00:13:12,523 
Carlos hizo una sorprendente confesión. 
 
273 
00:13:12,624 --> 00:13:16,495 
Ahora afirmó 
que tuvo una relación sexual consensual 
 
274 
00:13:16,595 --> 00:13:19,865 
75 
con Christina en los días 
que la había conocido. 
 
275 
00:13:19,965 --> 00:13:24,536 
También que encontró su cuerpo horas 
 
276 
00:13:24,637 --> 00:13:28,607 
antes que Todd Hale pero que se asustó, 
 
277 
00:13:28,707 --> 00:13:31,843 
y corrió a casa 
en vez de llamar a la policía. 
 
278 
00:13:31,944 --> 00:13:36,281 
Insistió que no era el asesino. 
 
279 
00:13:36,381 --> 00:13:40,920 
Dijo que no llamó a emergencias 
porque era un hombre negro, 
 
280 
00:13:41,020 --> 00:13:44,889 
y temía que lo incriminaran 
por el asesinato. 
 
281 
00:13:44,989 --> 00:13:48,394 
El forense dijo que Christina Sanoubane 
 
282 
00:13:48,494 --> 00:13:54,165 
fue asesinada entre 9:00 p.m. y 3:00 a.m. 
 
283 
00:13:54,265 --> 00:13:58,336 
Robinson estaba solo con su niños 
durante este tiempo. 
 
284 
00:13:58,436 --> 00:14:03,509 





00:14:03,609 --> 00:14:08,713 
Ella se había ido a visitar a un pariente. 
 
286 
00:14:08,814 --> 00:14:11,149 
Pero los investigadores necesitaban pruebas 
 
287 
00:14:11,249 --> 00:14:15,186 
de que era el asesino, y no 
 
288 
00:14:15,286 --> 00:14:17,622 
solo un vecino que encontró su cuerpo 
 
289 
00:14:17,722 --> 00:14:19,958 
y no reportó el crimen. 
 
290 
00:14:20,058 --> 00:14:21,059 
La gente a menudo 
 
291 
00:14:21,159 --> 00:14:23,261 
busca a alguien con motivo. 
 
292 
00:14:23,361 --> 00:14:27,433 
Y tratábamos de probar que una persona 
 
293 
00:14:27,533 --> 00:14:32,938 
que apenas conocía a la víctima la mató, 
 
294 
00:14:33,038 --> 00:14:37,442 
y que el exnovio abusivo no lo hizo. 
 
295 
00:14:37,542 --> 00:14:40,979 




00:14:41,079 --> 00:14:44,483 
evidencia o una complicación. 
 
297 
00:14:44,583 --> 00:14:47,086 
En la evidencia de la escena, 
 
298 
00:14:47,186 --> 00:14:51,790 
los científicos notaron algo en los panes. 
 
299 
00:14:51,890 --> 00:14:54,126 
Al principio, cuando vimos el pan 
 
300 
00:14:54,226 --> 00:14:56,695 
no lo pudimos entender. 
 
301 
00:14:56,795 --> 00:14:58,896 
Uno de ellos tenía diferente forma. 
 
302 
00:14:58,997 --> 00:15:01,199 
Usamos luz en ángulos oblicuos, 
 
303 
00:15:01,299 --> 00:15:02,901 
y luz ultravioleta. 
 
304 
00:15:03,001 --> 00:15:06,405 
También se usó 
cuando fotografiamos el pan. 
 
305 
00:15:06,505 --> 00:15:10,475 
Las hendiduras parecen un dedo del pie, 
 
306 
00:15:10,575 --> 00:15:15,914 




00:15:16,014 --> 00:15:19,451 
Era el pie de alguien. 
 
308 
00:15:19,551 --> 00:15:21,854 
Y parecía haber 
 
309 
00:15:21,954 --> 00:15:25,824 
huellas en el pan suave. 
 
310 
00:15:25,924 --> 00:15:29,794 
Si eran las huellas de Carlos Robinson, 
 
311 
00:15:29,894 --> 00:15:32,464 
los fiscales tenían un caso cerrado. 
 
312 
00:15:32,564 --> 00:15:34,665 
El sospechoso encontró la bolsa de panes 
 
313 
00:15:34,766 --> 00:15:38,002 
en la cocina de Christina, tiró los panes al piso, 
 
314 
00:15:38,103 --> 00:15:42,040 
y usó la bolsa para llevar el cuchillo. 
 
315 
00:15:42,140 --> 00:15:45,143 
Los panes estaban frescos y 
 
316 
00:15:45,243 --> 00:15:48,847 
los pisó descalzo. 
 
317 
00:15:48,947 --> 00:15:51,684 
Pero si no eran las huellas de Robinson, 
 
318 
00:15:51,784 --> 00:15:55,587 




00:15:55,687 --> 00:16:00,491 
o de que Robinson tuviera un cómplice. 
 
320 
00:16:00,592 --> 00:16:03,795 
Teníamos que probar 
 
321 
00:16:03,896 --> 00:16:05,597 
que el demandado cometió este crimen, 
 
322 
00:16:05,697 --> 00:16:07,432 
y que nadie más lo hizo. 
 
323 
00:16:11,269 --> 00:16:14,406 
Los investigadores del caso 
 
324 
00:16:14,506 --> 00:16:18,810 
encontraron evidencia inusual 
en la escena del crimen. 
 
325 
00:16:18,911 --> 00:16:24,348 
Había una huella en un pan 
 
326 
00:16:24,449 --> 00:16:27,051 
al lado del cuerpo de Christina. 
 
327 
00:16:27,152 --> 00:16:29,988 
Los investigadores dicen que el asesino 
 
328 
00:16:30,088 --> 00:16:31,856 
lo dejó mientras huía. 
 
329 
00:16:31,957 --> 00:16:35,627 




00:16:35,727 --> 00:16:39,298 




00:16:39,398 --> 00:16:43,368 
un examinador certificado 
 
332 
00:16:43,468 --> 00:16:45,204 
en Des Moines, Iowa. 
 
333 
00:16:45,304 --> 00:16:49,174 
Czarnecki confirmó que era un pie 
 
334 
00:16:49,274 --> 00:16:54,112 
en el pan suave, y que tenía suficiente 
 
335 
00:16:54,212 --> 00:17:00,117 
para convencerlo de que era la huella 
de Carlos Robinson. 
 
336 
00:17:00,218 --> 00:17:05,123 
Si el pan hubiese estado seco o viejo, 
 
337 
00:17:05,223 --> 00:17:07,024 
no se habría reproducido la huella. 
 
338 
00:17:07,126 --> 00:17:09,661 
Tuvimos suerte de que el pan 
 
339 
00:17:09,761 --> 00:17:12,931 
estuviera fresco cuando lo pisó. 
 
340 
00:17:13,031 --> 00:17:14,665 
Nunca he visto panes 




00:17:14,766 --> 00:17:17,969 
y para que el sospechoso lo pise 
 
342 
00:17:18,069 --> 00:17:21,639 
y dejar una huella muy identificable 
 
343 
00:17:21,740 --> 00:17:24,976 
en el pan fue inusual. 
 
344 
00:17:25,076 --> 00:17:27,613 
Esto demostró que la única evidencia 
 
345 
00:17:27,713 --> 00:17:32,884 
pertenecía a Carlos Robinson. 
 
346 
00:17:32,984 --> 00:17:34,986 
Los investigadores creen que Christina 
 
347 
00:17:35,087 --> 00:17:39,024 
murió por confiar mucho. 
 
348 
00:17:39,124 --> 00:17:40,558 
Carlos era su vecino. 
 
349 
00:17:40,658 --> 00:17:41,760 
Ya se conocían. 
 
350 
00:17:41,860 --> 00:17:43,895 
Entonces cuando tocó su puerta, 
ella lo dejó entrar 
 
351 
00:17:43,995 --> 00:17:47,064 




00:17:47,165 --> 00:17:48,165 
¿Quieres un trago? 
 
353 
00:17:48,233 --> 00:17:49,967 
Carlos no usaba zapatos, 
 
354 
00:17:50,068 --> 00:17:52,204 
ya que vivía al lado. 
 
355 
00:17:52,304 --> 00:17:54,773 
Al entrar, los fiscales creen que 
 
356 
00:17:54,873 --> 00:17:59,144 
le hizo una propuesta sexual, 
que ella rechazó. 
 
357 








00:18:01,580 --> 00:18:03,314 
Así que Carlos golpeó a Christina 
 
360 
00:18:03,415 --> 00:18:06,418 
con tanta fuerza que le sacó tres dientes. 
 
361 
00:18:12,858 --> 00:18:15,427 
Luego la arrastró al baño, 
 
362 
00:18:15,527 --> 00:18:19,664 




00:18:27,505 --> 00:18:30,808 
Llenó la bañera con agua 
 
364 
00:18:30,909 --> 00:18:33,545 
para lavar la evidencia, 
pero se sujetó del fregadero 
 
365 
00:18:33,645 --> 00:18:35,747 
con su mano sangrienta al levantarse, 
 
366 
00:18:35,847 --> 00:18:39,951 
y dejó una perfecta huella de la palma. 
 
367 
00:18:40,051 --> 00:18:42,553 
Necesitaba deshacerse del arma, 
 
368 
00:18:42,654 --> 00:18:46,758 
fue a la cocina 
dejando rastros de huellas sangrientas. 
 
369 
00:18:46,858 --> 00:18:51,929 
Agarró una bolsa de panes, los tiró al piso, 
 
370 
00:18:52,030 --> 00:18:54,666 
luego puso el cuchillo dentro de la bolsa 
 
371 
00:18:54,766 --> 00:18:58,103 
para no dejar un rastro de sangre al irse. 
 
372 
00:18:58,203 --> 00:19:01,339 
Al salir, pisó uno de los panes, 
 
373 
00:19:01,439 --> 00:19:05,243 




00:19:05,343 --> 00:19:07,612 
que no pudo refutar. 
 
375 
00:19:07,712 --> 00:19:13,351 
Robinson la asesinó con su hijo en la casa. 
 
376 
00:19:13,451 --> 00:19:18,256 
Ese niño estuvo en la casa hasta 24 horas, 
 
377 
00:19:18,356 --> 00:19:22,961 
con su madre muerta en la bañera. 
 
378 
00:19:23,061 --> 00:19:28,667 
Lo llamo un monstruo y nunca lo perdonaré. 
 
379 




00:19:30,135 --> 00:19:34,606 
Hasta el día que muera no lo perdonaré. 
 
381 
00:19:37,175 --> 00:19:39,277 
Los fiscales creen que Carlos 
 
382 
00:19:39,377 --> 00:19:42,947 
tenía miedo de que su esposa 
se divorciara al enterarse 
 
383 
00:19:43,047 --> 00:19:46,051 




00:19:46,151 --> 00:19:49,488 




00:19:49,588 --> 00:19:53,792 
Robinson fue acusado de asesinato 
en primer grado. 
 
386 
00:19:53,892 --> 00:19:56,528 
Sr. Robinson, le aviso que 
 
387 
00:19:56,628 --> 00:19:58,929 
tiene derecho a tener un abogado, 
 
388 
00:19:59,030 --> 00:20:00,197 
y que un abogado lo represente 
 
389 
00:20:00,298 --> 00:20:02,801 
en todas las etapas del procedimiento. 
 
390 
00:20:02,901 --> 00:20:06,171 
Robinson fue condenado por el asesinato de Christina, 
 
391 
00:20:06,271 --> 00:20:10,742 
y sentenciado a cadena perpetua 
sin libertad condicional. 
 
392 
00:20:10,842 --> 00:20:13,378 
Creo que una de las conclusiones 
 
393 
00:20:13,478 --> 00:20:15,580 
es tener cuidado con las personas 
a tu alrededor, 
 
394 
00:20:15,680 --> 00:20:20,385 
y estar muy atentos sobre a quién 
 
395 
00:20:20,485 --> 00:20:22,786 




00:20:22,887 --> 00:20:24,288 
No lo condenó 
 
397 




00:20:25,456 --> 00:20:27,225 
Fueron muchas cosas pequeñas 
 
399 
00:20:27,325 --> 00:20:29,027 
y un gran pan de hamburguesa. 
 
400 
00:20:29,127 --> 00:20:33,164 
Hay un sentimiento de que la víctima tuvo 
 
401 
00:20:33,264 --> 00:20:35,734 
algo de justicia, pero igual 
 
402 
00:20:35,834 --> 00:20:40,405 
hay una joven madre soltera que 
 
403 
00:20:40,505 --> 00:20:46,277 
murió solo por la violencia de alguien. 
 
404 
00:20:46,377 --> 00:20:48,079 
Y eso es triste. 
 
405 
00:20:48,179 --> 00:20:52,684 
Hay padres cuyos hijos 
 
406 
00:20:52,784 --> 00:20:57,655 
fueron asesinados y siguen con su vida. 
 
407 
00:20:57,755 --> 00:21:00,725 
87 
Pero yo no sé por qué no puedo. 
 
408 
00:21:00,825 --> 00:21:03,027 
No puedo salir a trabajar. 
 
409 
00:21:03,127 --> 00:21:07,165 
Me duele y siempre me lastimará 
 
410 
00:21:07,265 --> 00:21:11,436 
el extrañar tanto a Christina. 
   
88 
 Anexo II – Vídeo subtitulado 
 
https://drive.google.com/open?id=19rfmac2q_XYNTOdWZCFCwVJD20Rcz9cD 
 
 
 
 
 
