Data center thermal management challenges have been steadily increasing over the past few years due to rack level power density increases resulting from system level compaction. These challenges have been compounded by antiquated environmental control strategies designed for low power density installations and for the worst-case heat dissipation rates in the computer systems. These state of the art techniques are not energy efficient for the highly dynamic and high power density data centers of the future. This study examines several opportunities for improving thermal management and energy performance of data centers with automatic control. We describe the results of a set of experiments that demonstrate how simple, modular controls simtegies could be implemented. Based on these results, we identify three strategies that could significantly improve the energy performance of the data center while maintaining proper thermal management conditions.
INTRODUCTION
Data center thermal management challenges have been steadily increasing over the past few years due to rack level power density increases resulting from system level compaction [ 1] [2] . These challenges have been compounded by antiquated environmental control strategies designed for low power density installations. The current state of the art in data center thermal management consists of a single sensory feedback signal, which acts as a global indication of the heat being dissipated in the room and controls the temperature of the computer room air conditioner (CRAC) supply air. Typically the CRAC fan speed is fixed throughout operation. This mode of operation allows no local flexibility in how the cooling is delivered to the computers and there is no local state feedback information from different areas of the data center [3] . This style of operation requires less hardware, but is inefficient and not readily adaptable to changes in the environment. Without this flexibility, there is no potential to optimize the operation of the data center. Previous work in this area includes using CFD (computational fluid dynamic) models to create intricate mathematical models of the data center dynamics to find optimal layouts of data center in terms of energy efficiency [4] [5] . However, this is all based on static behavior. If a data center had the sophistication to locally sense and actuate dynamically, then there would exist a great potential for increasing the fust and second law thermodynamic efficiency [3] . To do this, the system needs:
A distributed sensor network to indicate the local conditions of the data center. The ability to vary cooling resources locally. Knowledge of how each variable affects the conditions of the data center. In theory, with these three requirements in place, a dynamic controller could be developed and implemented to control the conditions of the data center according to certain specifications [6] .
Furthermore, this controller could automatically optimize the configuration with regards to minimum energy usage.
(i) (ii) (iii)
This study looks at the third requirement listed above. Specifically, we consider how each available actuation variable affects the states of the data center. As mentioned 0-78038357-5/04/t20.00 02004 IEEE previously, a typical data center is incapable of efficiently distributing cooling resources locally and/or globally. Several actualions are evaluated here in order to determine their usefulness from a control perspective. To satisfy (ii), the actualions of interest in this study are variable capacity CRAC cooling (variable CRAC supply temperature), variable speed CRAC fans, and variable opening plenum vent tiles. The variable cooling capacity can be achieved either by using a vanable load compressor (direct expansion CRAC) or by modulating a chilled water supply valve (water cooled CRAC), depending on the type of CRAC unit. To regulate the CRAC fans speeds, a variablefrequency drive (VFD) is used to vary motor speeds. For the variable opening plenum tiles, "smart tiles" have been developed by the authors and reported previously [6] . These vent tiles are equipped with a linear actuator and can electronically adjust a sliding damper mechanism that varies the effective opening of the vent. These actuations will allow flexible and variable cooling distribution. In order to satisfy requirement (i), sensory information is required to observe local data center environmental conditions. For this study, a network of temperature sensors is used to collect this information. Thermistors are placed on the inlet and outlet of the computer racks. and at inlets to particular vent tiles, to provide a distributed knowledge of temperature at critical locations in the data center. This provides the necessary information to indicate the local state of the data center. Other sensor networks are currently in development and will likely employ wireless technology [7] . Use of such technology could provide ubiquitous temperature information in a selfconfiguring and adaptable network making deployment in data center environments cost-effective.
The states that are of interest are the rack inlet air temperatures (Ti), the "supply heat index" metric (SHI), and the total power consumed by the CRAC units. The first is important because this must be regulated to within boundaries set forth by the thermal requirements of the computer equipment in the racks. In order to keep the computer chips cool, the rack inlet air must be kept below some threshold reference temperature. This constraint is referred to as the "thermal management" constraint. The SHI is a metric proposed by Sharma et. al. and is described elsewhere in detail [3] [8]. Since it isn't feasible to accurately measure airflows in a data center, SHI is used. Essentially, SHI is a non-dimensional metric that indicates the local magnitude of hot and cold air mixing using temperature measurements. It can be quantified by the proportion of air temperature change that occurs from the plenum vent to the rack inlet (T,-T,) out of the air temperature change that occurs fiom the plenum vent to the rack outlet (To-Tv). Using the defined metrics, this can be expressed as follows:
This metric is specific to each height position on the racks. Ti is the inlet temperature and To the corresponding outlet temperature at the outlet of the same rack at the same height. Then, T, is the air temperature from the adjacent plenum vent.
The higher the SHI, the more mixing is occurring. We believe that this mixing is a major cause of inefficiency, thus, SHI is an important state of the data center. Figure 1 shows how this mixing can occur via re-circulation of hot exhaust air to the inlet of the racks. It can be seen here how the hot air being expelled from the racks can be sucked back in to the rack inlets. Lastly, the power consumed by the CRAC units is important to look at because, ultimately, this is the state of the system that we want to minimize. This power metric is composed of two values, the power required to cool the air and the power required to move the air with the fans.
Experimental results from a raised plenum data center are presented here via variation of three actuation variables: CRAC supply air temperature, CRAC airflow rates (Sf& and ventilation tile openings. It is shown that each of these actuators play an important and distinct role in the proper distribution of cooling resources throughout a dynamic data center environment. Furthermore, the potential that these actuations have to control the system is discussed and control methods are proposed.
,----. 
EXPERIMENTATION PROCESS
Airflow in a data center is a complex process, therefore a set of experiments was designed to observe whether or not the trends of the major states of the physical system due to changes in the actuations are consistent and predictable. If so, it can be concluded that it is feasible to control that state of the system using the proposed actuations. These studies are done by performing a series of parametric experiments where only one actuation is investigated at a time. The primary goal of these experiments is to quantify and observe the thermal behavior'of the data center with respect to all of the actuation variables. This is useful in order to decouple the complicated effects of the data center and observe any subsequent trends. Figure 2 describes a typical raised floor data center. The following experiments were conducted at a similar facility located at Hewlett-Packard Laboratories in Palo Alto, CA [6] , lwt the results of the experiments are applicable to general mised floor data centers with the configuration shown in Figure 2 .
whether or not buoyancy effects in the air are negligible in the dynamics of the data center, and second to see if we are able to exert "control" over the rack inlet temperatures by varying the CRAC supply temperatures. The density of air is highly dependent on temperature. When hot air exists in the presence of cooler air, convective flows can form as a result of buoyancy [9] . These flows, if induced, may have a significant effect on the flow patterns in the room.
We are interested in whether or not variations in the recirculation patterns will exist as a result, because this implies that the CRAC supply temperatures affect flow patterns as well as ambient air temperature. However, if we can show that the buoyancy effects are negligible, it means that CRAC supply temperature only affects the magnitude of data center temperatures and not their relative distribution. If the buoyancy effect in negligible, the flow patterns around the racks should be approximately constant for a given CRAC fan speed setting (Sf,). Therefore, the inlet temperatures should change linearly with the CRAC supply temperature. If the slopes of all of the inlet temperatures curves are approximately one, this is evidence that the buoyancy effect on the re-circulation is negligible.
The second goal of this experiment is to see if we are able to "control" the rack inlet temperatures only by varying the CRAC supply temperatures and to determine the magnitude of this control. Again, the characteristics of these results may depend on the CRAC fan speeds. For example, there may exist a fan speed such that the inlet temperature requirements cannot be met even with the lowest possible CRAC supply temperature. These experiments will give an idea of our limitations in terms of inlet temperature regulation.
Since the rack inlet temperatures due to hot air infiltration will largely depend on the fan speeds, several experiments are done each with different Sf,. The results for a fixed CRAC fan speed of 33% are shown in Figure 5 . Each,of the curves represent the measurements for a specific temperature sensor on the inlet of a rack in row G and shows how it changes due to changes in the CRAC supply temperatures.
CRAC Fan Speeds
This experiment investigates the effects on the system as a result of varying the CRAC fan speeds (Sf,). This is the actuation that is probably the easiest to implement, the most influential, but the least understood. The hypothesis is that the CRAC fan speeds have a significant effect on the recirculation flows in the data center, which are thought to be a major cause of inefficiency. If a predictable correlation between CRAC fan speed setting and SHI can be found, this implies that fan speed can be used to control the SHI metric, and can therefore be utilized to minimize inefficiencies.
The results of this experiment can be seen in Figure 6 . Sf, values are varied from 25% to 95% in 10% intervals.
Variance in steady state SHI with Sf,, for five different inlet sensor locations located in row G is indicated in the figure.
For this experiment the CRAC supply temperatures are 18.3OC: (65OF).
Ventilation Tile Positions
Since ventilation tiles are the actuators closest to the equipment racks, they potentially have the greatest impact on the distribution of local cooling resources. All the vent tiles in the test data center are equipped with manually adjusted dampers that allow variable flow resistances. It is useful to know the properties and effects of these vent tiles when performing a static configuration. But more importantly, understanding the vent tiles can help in formulating a control scheme in which the vent tiles can be controlled using local state feedback.
The plenum vent tile flow has a large effect on properties of the system. The benefit of implementing a controllable tile scheme is that it enables a controller to affect local conditions in the cold aisle. This is where the CRAC fan speed actuation is limited. The fan speed can only change the conditions for a large portion of the plenum from which the effects are too widespread to control a local spot. As with CRAC fan speed, it is believed that increasing the flow into the cold aisle should decrease the amount of hot air infiltration from the hot aisle and vice versa.
The primary purpose of this experiment is to change the openings of groups of vent tiles to observe the subsequent effects on the rack inlet temperatures. Specifically, the relationship between variable vent grouping size to the local effect on thermal management is considered? The secondary purpose of this study is to compare and contrast different configurations of vent actuations. Each configuration is being defined here by the number of vent rows that are altered simultaneously.
Potentially, those interested in deploying data center dynamic control may not be willing to spend the money to install a controllable vent at every vent location in the data center. Clearly, the number of vent tiles in the data center needs to be optimized with respect to cost. It's necessary, therefore, to justify the number of controllable vent tiles in a data center by showing that the economic savings of using the controllable tiles over their estimated lifetime will outweigh the initial installation costs of the vents. In order to study this, two different configurations of vent tiles are employed, which each use a different number of controllable vents. The performance of these methods are compared and analyzed in order to see how the performance changes with the number of controllable vent tiles.
As shown in Figure 4 , method 1 considers all three rows as one. Therefore, for each vent column there are 3 vents, one for each vent row, which are all coupled together. For example, if vents 1-3, as shown on Figure 4 , were to be closed, a total of 9 vents would be closed (rows 1-3, columns 1-3 Figure 7 shows a plot that was created using the rack inlet temperature data for the sensors at the top of the row G racks according to test method 1 with vents 4-7 closed. In Figure 8 , a comparison of method 1 and 2 is presented, again for the case when vents 4-7 are closed. A 41h order polynomial curve is fitted to all of the data points for each method using all of the available inlet temperature sensors (top, middle, and bottom height level of row G). This gives an average AT distribution with respect to vent location for each method. The amplitude of the polynomial curve for method 1 is smaller than for method 2 because only one-third of the vents are adjusted with method 2.
Power Consumption
Up until now, the primary concern has been with rack inlet temperatures and SHI because these are related to the health of the system. However, the total power consumed by the system is an equally important metric. Due to the multi-variable nature of the problem, it is difficult to study the effect on power due to each individual actuation. In spite of this, experiments were conducted that allow for the profiling of the data center in terms of its energy usage.
There are two processes that consume power, the power to cool the air in the CRAC, and the power to move the air through the CRAC. The former can be estimated by using one of two methods, depending on whether the CRAC units are chilled water cooled or are cooled by direct expansion. For chilled water systems, a chilled water heat load balance can tie measured using the difference in chilled water supply and return temperatures in combination with the chilled water flow rate. Using this heat removal metric and an estimated COP for the central cooling cycle, a compressor power metric fix the central cooling unit can be estimated. However, if the CRAC units are direct expansion, then the power consumed by the compressor can be directly measured using a power meter. Fan power is obtained by measuring the power drawn by the CRAC fans using a power meter. Therefore, for any given values of CRAC and vent settings, the corresponding sieady state operating power demands can be measured.
From an operations standpoint, there are two goals for the operation of a data, center:
Ensure that the computer systems are supplied with sufficiently cool air (thermal management con strain t) Power consumption is minimized To define exactly what the thermal management constraint is, a desired reference temperature, T,f, is defined to be the upper limit for the rack inlet temperatures. For a given system, T,f is dictated by the thermal specifications of the computer systems. Therefore, as long as the hottest rack inlet temperature is less than or equal to T,f, the thermal management constraint is satisfied.
RESULTS/DISCUSSION
CRAC Supply Temperature The results in Figure 5 show that the inlet temperature of the racks exhibits a linear relationship with the CRAC supply temperatures. The majority of the sensors exhibit a monotonically increasing response to the increasing CRAC supply temperature. Furthermore, in general, the slopes of the lines are approximately one. Between different sensors, the slopes of the plots differ slightly. If the effect of CRAC temperature on buoyancy were large, it would cause one sensor to heat up and another to cool down. But, since the slopes of the lines are approximately equal, we conclude that the effects of buoyancy are small. Several similar experiments were done for several different CRAC VFD settings, each yielding different inlet temperatures. This shows that not just the CRAC supply temperature affects inlet temperatures, but that CRAC fan speeds do as well. . A clear and predictable trend exists between this actuation and the rack inlet temperatures. Furthermore, it is shown that the effect that this actuation has on the flow patterns is not significant. This means that CRAC supply 'temperature is ideal for controlling the rack inlet temperatures. As discussed previously, the control that we need over inlet temperatures is to maintain thermal management. Therefore, a feedback control loop can be employed between the inlet temperatures and the CRAC supply temperatures, where the error would be defined as the difference between the maximum inlet temperature (TJmX and T,f. There is no optimization in terms of energy minimization, only a goal of thermal management. Therefore, at the cost of an available actuation, thermal management is maintained at all times.
However, there may exist ranges of CRAC fan speeds and/or vent positions that make it impossible for the, CRAC supply temperature to be able to satisfy thermal management alone. Therefore, this possibility must be accounted for when controlling the CRAC fan speeds and vent positions. The controller must be able to detect this infeasibility and alleviate the problem by changing the settings of these other two actuations.
CRAC Fan Speed
The hypothesis for CRAC fan speed was that SHI is decreased as the fan speed is increased, or they are inversely proportional. It can be seen in Figure 6 that the local SHI for some points do seem to have an inversely proportional relationship. However, in general, for the other positions on the rack inlet, this relationship is not present. The figure shows many local minima and maxima and slopes with opposite signs for certain fan speeds. This means that at one point on the rack, the effect is the reverse of the effect at another point. In this case, a clear and repeatable trend between CRAC fan speed and SHI is not evident. From a control perspective, one of the preliminary ideas was to control SHI (i.e. re-circulation) using this actuation. This was of course, based on the fact that SHI is related to inefficiencies, and is thus important to control. However, based on the results here, a control strategy of this kind is not ideal. The inconsistency in the trend would make it difficult for a simple linear regulation controller to perform well. This type of control would not be guaranteed to actuate the system in the correct fashion at all times. This could lead to instability and gross errors. Something more robust to this complexity would be required. One of these potential methods would be to use a learning type algorithm. Using neural networks or fuzzy logic control, a controller could be implemented that could use information that it collects online. Using this information and a way to ascertain whether it is producing positive or negative results, the system can "learn" how to control this complex behavior. The only prerequisite would be that the behavior be non-chaotic and repeatable. The downside of this is that any changes made to the system would require a re-education of the controller. Another option would be to use sophisticated CFD models to simulate to details of the CRAC fan speed influence. However, this method is very expensive and very insensitive to changes in system configuration. Also, it seems a waste to not use the information-rich sensor data as feedback information. Lastly, another non-model based approach could be used, which would be simpler to implement than the learning algorithm. The CRAC fan speed could be optimized via minimization of the total power consumption. A searching algorithm could be implemented that would search through various Sf, values and use the corresponding power values in order to intelligently make new guesses for Sf,,. More explanation of this concept appears in the "power consumption" sub-section.
Plenum Vents
In Figure 7 , the results from method I (all vent rows in columns 4-7 changed) are presented. The data show that the vents can produce predictable trends in the inlet temperature values. When vents are closed, it causes not only the inlet temperatures adjacent to the vents to increase, but it causes the inlet temperatures of nearby locations in the aisle to decrease. This phenomenon can be explained as follows. First of all, when a plenum vent is closed, it restricts all airflow through that vent. This lack of air supply causes the rack inlets to be susceptible to hot air infiltration because it causes a lower pressure region to form at the rack inlet. This in turn causes rack temperatures to rise. As for the opposite, for a given CRAC fan speed, there is a zero net flow into the plenum. Therefore, the rate at which air is entering is equal to the sum of the air flow exiting the vents. So, when some of the vents are closed it forces higher flows out the vents that are still open in order to maintain this net zero flow. This direct increase in flow supplies more cooling air to the racks and, in general, lowers their temperature.
Although CRAC fan speed and vent tile restriction both are used to vary flow rate through ventilation tiles, their relative effect on the data center fluid dynamics is very different. Changing Sf, causes changes to the global flow patterns in the plenum, which dictates the distribution of static pressure in the plenum. These changes will cause changes at the rack level. However, due to the extreme complexity of these dynamics, uniformity is not evident, as seen previously. On the other hand, the plenum vent is a local actuation. It doesn't have as much effect on the global flow patterns and is much more influential on the flow through the vent. Figure 8 compares the two experimental methods. It is shown that for the method that involves only one row of vents (method 2), the corresponding influence on the inlet temperatures is attenuated. For the point in the middle of the closed vent group, the delta temperature for nzethod 2 is about 40% that of method 1. It is also interesting to see that the shape of the curve is similar. Basically, this shows that both methods produce the same qualitative effect, but the strength aaf this effect is a function of the number of controllable vents :implemented. The size of the groups of vents is also an issue iind we believe that the consistency of these results diminish as the group size gets smaller and vice versa. The results indicate that vent tiles can exhibit significant control locally (-3°C) and that they could be useful in a control framework. Also, results show that even with a limited number of tiles, it may still be beneficial for the data center operation in terms on economic efficiency. It is feasible that a local control scheme could be applied for these vents in order to control the local rack inlet conditions. For example, these vents could be controlled in coordination with the proposed CRAC supply temperature control method to help efficiently satisfy thermal management. CRAC supply control is somewhat limited for affecting local conditions. Therefore, vent control can make up for what CRAC supply temperature lacks and aid in optimizing thermal management. In general, the CRAC supply control can regulate the hottest inlet temperature to T,f, but can't do much about the relative distribution of the inlet temperatures. This means that all the other inlet temperatures, aside from the hottest one, are overcooled. The vent actuation control could attempt to increase the amount of re-circulation in these areas in order to raise the temperature of the inlets as close to T,f as possible. This would yield a more energy efficient operating point.
Power Consumption
Ciiven any arbitrary, but feasible, CRAC fan speed and vent positions, there will be a unique corresponding CRAC supply temperature such that the hottest steady state rack inlet temperature will be T,f. However, in general, a certain set of CRAC fan speeds and vent positions exists such that there is no reachable CRAC supply temperature that will satisfy thermal management. This set of points define the set of infeasible operating points. Then using this structure, and given that the CRAC supply temperature is set by the thermal management constraint, variation of power consumption due only to variation in Sf, can be investigated. This simplifies the analysis because it decomposes the variation into a single variable -CRAC fan speed. Figure 9 shows two examples of how the power consumption changes with Sf,. . At each data point on the plot, Sf, is held constant and the CRAC supply temperature is modulated until thermal management is satisfied. There are two curves, each for a different configuration. Configuration 1 is defined by all the computer racks (Racks F2-F9, G2-G4) and half of the dummy loads (Racks G6, G8, G10) being active. Each dummy load, when turned on, dissipates approximately 10 kW of heat. Configuration 2 consists of all computer racks (Racks F2-9, G24), and all six of the dummy loads (Racks G5-10) active.
Notice in Figure 8 that the configuration with the higher compute load naturally led to a higher power consumption of the cooling system. Also, in a dynamic data center environment, this curve will also be dynamic. As the power loads change on the computers the power curves will change shape and shift up and down. This adds complexity from a controls perspective because a method is required that can adapt to a dynamic optimal point. It is also important to point out that there are Sf,, values that don't have a corresponding power consumption value because the thermal management constraint was unattainable. These are infeasible Sf, values as defined previously. Figure 9 shows an example of a 'powerprofile" that can be obtained from a data center. This result shows that for each data center there will be some curve that will characterize the power usage of the system as a function of Sfm, while constrained to thermal management. There will be a minimum power value of this curve, whether it is an interior minimum or boundary minimum. Corresponding to this minimum will be the optimal Sfan value. This is the optimal CRAC fan speed required to optimize energy. Using optimization theory, an algorithm can be developed that can "search" for this optimal Sf,, intelligently. The challenge is to develop a self-optimizing system that is robust, that does not require an accurate or complex model of the data center, and For complex, multi-CRAC data centers, the same strategy can be applied, only on a CRAC by CRAC basis. Each CRAC unit uses the power consumed by itself acts as the cost function for the optimization algorithm. Therefore, several of these optimizations can be performed simultaneously to form a de-centralized optimization strategy. The repeatability and uniqueness of the resulting optimal solution is an issue of further study, but the method itself is scalable to large complex data centers. Ongoing research in this area will be discussed by the authors in subsequent reports.
CONCLUSION
Over the course of this study three types of actuations were evaluated and tested in the data center. Namely, the CRAC supply temperatures, the CRAC fan speeds, and the plenum vent positions. The results show the following:
CRAC supply temperatures have a monotonically increasing relationship with rack inlet temperatures, but the slopes differ slightly.
Fan speed has an unpredictable effect on SHI.
Vent position has a predictable effect on local rack inlet temperatures.
There is a convex relationship between fan speed and total CRAC power consumption when thermal management is being enforced.
Using these results, the feasibility of control via each actuation was discussed. Methods were proposed for future control methodologies and control hypothesis were reevaluated using this analysis. Overall, significant control potential exists using these actuations allowing a dynamic control scheme to be a feasible method to optimally distribute cooling resources.
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