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Preface
These notes originated in a 12-hour course of lectures given at the Centre de
Recerca Mathemàtica near Barcelona in February, 2010. The aim of the course
was to explain results on curves and their Jacobians over function fields, with
emphasis on the group of rational points of the Jacobian, and to explain various
constructions of Jacobians with large Mordell-Weil rank.
More so than the lectures, these notes emphasize foundational results on
the arithmetic of curves and Jacobians over function fields, most importantly the
breakthrough works of Tate, Artin, and Milne on the conjectures of Tate, Artin-
Tate, and Birch and Swinnerton-Dyer. We also discuss more recent results such
as those of Kato and Trihan. Constructions leading to high ranks are only briefly
reviewed, because they are discussed in detail in other recent and forthcoming
publications.
These notes may be viewed as a continuation of my Park City notes [69].
In those notes, the focus was on elliptic curves and finite constant fields, whereas
here we discuss curves of high genera and results over more general base fields.
It is a pleasure to thank the organizers of the CRM Research Program, es-
pecially Francesc Bars, for their efficient organization of an exciting meeting, the
audience for their interest and questions, the National Science Foundation for
funding to support the travel of junior participants (grant DMS 0968709), and
the editors for their patience in the face of many delays. It is also a pleasure to
thank Marc Hindry, Nick Katz, and Dino Lorenzini for their help. Finally, thanks
to Timo Keller and René Pannekoek for corrections.
I welcome all comments, and I plan to maintain a list of corrections and sup-
plements on my web page. Please check there for updates if you find the material
in these notes useful.
Atlanta, March 24, 2012
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Chapter 1
Dramatis Personae
1.1 Notation and standing hypotheses
Unless explicitly stated otherwise, all schemes are assumed to be Noetherian and
separated and all morphisms of schemes are assumed to be separated and of finite
type.
A curve over a field F is a scheme over F that is reduced and purely of
dimension 1, and a surface is similarly a scheme over F which is reduced and
purely of dimension 2. Usually our curves and surfaces will be subject to further
hypotheses, like irreducibility, projectivity, or smoothness.
We recall that a scheme Z is regular if each of its local rings is regular. This
means that for each point z ∈ Z, with local ring OZ,z , maximal ideal mz ⊂ OZ,z ,
and residue field κ(z) = OZ,z/mz, we have
dimκ(z) mz/m
2
z = dimz Z.
Equivalently, mz should be generated by dimz Z elements.
A morphism f : Z → S is smooth (of relative dimension n) at z ∈ Z if there
exist affine open neighborhoods U of z and V of f(z) such that f(U) ⊂ V and a
diagram
U
f

// SpecR[x1, . . . , xn+k]/(f1, . . . , fk)

V // SpecR
where the horizontal arrows are open immersions and where the Jacobian matrix
(∂fi/∂xj(z))ij has rank k. Also, f is smooth if it is smooth at each z ∈ Z.
Smoothness is preserved under arbitrary change of base. If f : Z → SpecF
with F a field, then f smooth at z ∈ Z implies that z is a regular point of Z. The
converse holds if F is perfect, but fails in general. See Section 2.2 below for one
1
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example. A lucid discussion of smoothness, regularity, and the relations between
them may be found in [44, Ch. V].
If Y is a scheme over a field F , the notation Y will mean Y ×F F where F
is an algebraic closure of F . Letting F sep ⊂ F be a separable closure of F , we will
occasionally want the Galois group Gal(F sep/F ) to act on objects associated to
Y . To do this, we note that the action of Galois on F sep extends uniquely to an
action on F . We also note that the étale cohomology groups Hi(Y ×F F ,Qℓ) and
Hi(Y ×F F
sep,Qℓ) are canonically isomorphic [38, VI.2.6].
1.2 Base fields
Throughout, k is a field, C is a smooth, projective, absolutely irreducible curve
over k, and K = k(C) is the field of rational functions on C. Thus K is a regular
extension of k (i.e., K/k is separable and k is algebraically closed in K) and the
transcendence degree of K over k is 1. The function fields of our title are of the
form K = k(C).
We view the base field K as more-or-less fixed, except that we are willing
to make a finite extension of k if it will simplify matters. At a few places below
(notably in Sections 2.1 and 2.2), we extend k for convenience, to ensure for
example that we have a rational point or smoothness.
We now introduce standing notations related to the field K. Places (equiva-
lence classes of valuations, closed points of C) will be denoted v and for each place
v we write Kv, Ov, mv, and kv for the completion of K, its ring of integers, its
maximal ideal, and its residue field respectively.
Fix once and for all separable closures Ksep of K and Ksepv of each Kv and
embeddings Ksep →֒ Ksepv . Let k
sep be the algebraic closure of k in Ksep; it is a
separable closure of k and the embedding Ksep →֒ Ksepv identifies k
sep with the
residue field of Ksepv .
We write GK for Gal(Ksep/K) and similarly for GKv and Gk. The embed-
dings Ksep →֒ Ksepv identify GKv with a decomposition group of K at v. We also
write Dv ⊂ GK for this subgroup, and Iv ⊂ Dv for the corresponding inertia
group.
1.3 The curve X
Throughout, X will be a curve over K which is always assumed to be smooth,
projective, and absolutely irreducible. Thus K(X) is a regular extension of K of
transcendence degree 1.
The genus of X will be denoted gX , and since we are mostly interested in
the arithmetic of the Jacobian of X , we always assume that gX > 0.
We do not assume that X has a K-rational point. More quantitatively, we let
δ denote the index of X , i.e., the gcd of the degrees of the residue field extensions
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κ(x)/K as x runs over all closed points of X . Equivalently, δ is the smallest
positive degree of a K-rational divisor on X . We write δ′ for the period of X , i.e.,
the smallest degree of a K-rational divisor class. (In fancier language, δ′ is the
order of Pic1 as an element of the Weil-Châtelet group of JX . It is clear that δ′
divides δ. It is also easy to see (by considering the divisor of a K-rational regular
1-form) that δ|(2gX − 2). Lichtenbaum [28, Thm. 8] showed that δ|2δ′2, and if
(2gx − 2)/δ is even, then δ|δ
′2.
Similarly, for a closed point v of C, we write δv and δ′v for the index and
period of X ×K Kv. It is known that δ′v|(gX − 1), the ratio δ/δ
′ is either 1 or 2,
and it is 1 if (gX − 1)/δ′ is even. (These facts follow from the arguments in [28,
Thm. 7] together with the duality results in [39].)
1.4 The surface X
Given X , there is a unique surface X equipped with a morphism π : X → C with
the following properties: X is irreducible and regular, π is proper and relatively
minimal (defined below), and the generic fiber of X → C is X → SpecK.
Provided that we are willing to replace k with a finite extension, we may also
insist that X → Spec k be smooth. We generally make this extension, and also if
necessary extend k so that X has a k-rational point.
The construction of X starting from X and discussion of its properties
(smoothness, cohomological flatness, ...) will be given in Chapter 2 below.
We note that any smooth projective surface S over k is closely related to a
surface X of our type. Indeed, after possibly blowing up a finite number of points,
S admits a morphism to P1 whose generic fiber is a curve of our type (except
that it might have genus 0). Thus an alternative point of view would be to start
with the surface X and construct the curve X . We prefer to start with X because
specifying a curve over a field can be done succinctly by specifying its field of
functions.
1.5 The Jacobian JX
We write JX for the Jacobian of X , a g-dimensional, principally polarized abelian
variety over K. It represents the relative Picard functor Pic0X/K . The definition of
this functor and results on its representability are reviewed in Chapter 3.
We denote by (B, τ) the K/k-trace of JX . By definition, this is the final
object in the category of pairs (A, σ) where A is an abelian variety over k and
σ : A×kK → JX is a K-morphism of abelian varieties. We refer to [11] for a very
complete account of the K/k-trace in the language of schemes. We will calculate
(B, τ) (completely in a special case, and up to inseparable isogeny in general) in
Section 4.2 .
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One of the main aims of these notes is to discuss the arithmetic of JX ,
especially the Mordell-Weil group JX(K)/τB(k) and the Tate-Shafarevich group
X(JX/K) as well as their connections with analogous invariants of X .
1.6 The Néron model JX
We denote the Néron model of JX over C by JX → C so that JX → C is a
smooth group scheme satisfying a universal property. More precisely, for every
place v of K, every Kv-valued point of JX should extend uniquely to a section
of JX ×C SpecOv → SpecOv. We refer to [3] for a brief overview and [9] for a
thorough treatment of Néron models.
There are many interesting results to discuss about JX , including a fine study
of the component groups of its reduction at places of C, monodromy results, etc.
Due to constraints of time and space, we will not be able to discuss any of these,
and so we will have nothing more to say about JX in these notes.
1.7 Our plan
Our goal is to discuss the connections between the objects X , X , and JX . Specif-
ically, we will study the arithmetic of JX (its rational points, Tate-Shafarevich
group, BSD conjecture), the arithmetic of X (its Néron-Severi group, Brauer
group, Tate and Artin-Tate conjectures), and connections between them.
In Chapters 2 and 3 we discuss the construction and first properties of X → C
and JX . In the following three chapters, we work out the connections between the
arithmetic of these objects, mostly in the case when k is finite, with the BSD
and Tate conjectures as touchstones. In Chapter 7 we give a few complements on
related situations and other ground fields. In Chapter 8 we review known cases
of the Tate conjecture and their consequences for Jacobians, and in Chapter 9 we
review how one may use these results to produce Jacobians with large Mordell-Weil
groups.
Chapter 2
Geometry of X → C
2.1 Construction of X
Recall that we have fixed a smooth, projective, absolutely irreducible curve X over
K = k(C) of genus gX > 0.
Proposition 2.1.1. There exists a regular, irreducible surface X over k equipped
with a morphism π : X → C which is projective, relatively minimal, and with
generic fiber X → SpecK. The pair (X , π) is uniquely determined by these prop-
erties. We have that X is absolutely irreducible and projective over k and that π
is flat, π∗OX = OC, and π has connected fibers.
Proof. To show the existence of X , we argue as follows. Choose a non-empty affine
open subset U ⊂ X and an affine model for U :
U = SpecK[x1, . . . , xm]/(f1, . . . , fn).
Let C0 ⊂ C be a non-empty affine open where all of the coefficients of the fi
(which are elements of K) are regular functions. Let R = OC(C0), a k-algebra and
Dedekind domain. Let U be the affine k-scheme
U = SpecR[x1, . . . , xm]/(f1, . . . , fn).
Then U is reduced and irreducible and the inclusion
R→ R[x1, . . . , xm]/(f1, . . . , fn)
induces a morphism U → C0 whose generic fiber is U → SpecK. Imbed U in some
affine space ANk and let X0 be the closure of U in P
N
k . Thus X0 is reduced and
irreducible, but it may be quite singular.
Lipman’s general result on desingularizing 2-dimensional schemes (see [31] or
[2]) can be used to find a non-singular model of X0. More precisely, normalizing
5
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X0 results in a scheme with isolated singularities. Let X1 be the result of blowing
up the normalization of X0 once at each (reduced) closed singular point. Now
inductively let Xn (n ≥ 2) be the result of normalizing Xn−1 and blowing up each
singular point. Lipman’s theorem is that the sequence Xn yields a regular scheme
after finitely many steps. The resulting regular projective scheme Xn is equipped
with a rational map to C.
After further blowing up and/or blowing down, we arrive at an irreducible,
regular, 2-dimensional scheme projective over k with a projective, relatively mini-
mal morphism X → C whose generic fiber is X → SpecK. Here relatively minimal
means that if X ′ is regular with a proper morphism X ′ → C, and if there is a
factorization X
f
→ X ′ → C with f a birational proper morphism, then f is an
isomorphism. This is equivalent to there being no (−1)-curves in the fibers of π.
The uniqueness of X (subject to the properties) follows from [27, Thm. 4.4].
Since C is a smooth curve, X is irreducible, and π is dominant, π is flat.
If k′ is an extension of k over which X becomes reducible, then every compo-
nent of X ×k k′ dominates C ×k k′. (This is because π is flat, so X ×k k′ → C×k k′
is flat.) In this case, X would be reducible over k′K. But we assumed that X is
absolutely irreducible, so X must also be absolutely irreducible.
By construction X is projective over k.
Let C′ be SpecOCπ∗OX (global spec) so that the Stein factorization of π is
X → C′ → C. Then C′ → C is finite and flat. Let C′η = SpecL → η = SpecK be
the generic fiber of C′ → C. Then the algebra L is finite and thus algebraic over K.
On the other hand, L is contained in k(X ) and K is algebraically closed in k(X ),
so we have L = K. Thus C′ → C is finite flat of degree 1, and since C is smooth,
it must be an isomorphism. This proves that π∗OX = OC . It follows (e.g., by [19,
III.11.3]) that the fibers of π are all connected.
This completes the proof of the proposition. 
For the rest of the paper, π : X → C will be the fibration constructed in
the proposition. We will typically extend k if necessary so that X has a k-rational
point.
2.2 Smoothness and regularity
If k is perfect, then because X is regular, X → Spec k is automatically smooth.
However, it need not be smooth if k is not perfect.
Let us consider an example. Since smoothness and regularity are local prop-
erties, we give an affine example and leave to the reader the easy task of making it
projective. Let F be a field of characteristic p > 0 and let X˜ be the closed subset
of A4F defined by y
2 + xy − x3 − (tp + u). The projection (x, y, t, u) 7→ (x, y, t)
induces an isomorphism X˜ → A3 and so X˜ is a regular scheme. Let k = F(u) and
let X → Spec k be the generic fiber of the projection X˜ → A1, (x, y, t, u) 7→ u.
Since the local rings of X are also local rings of X˜ , X is a regular scheme. On the
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other hand, X → Spec k is not smooth at the point x = y = t = 0. Now let X
be the generic fiber of the projection X → A1, (x, y, t) 7→ t. Then X is the affine
scheme SpecK[x, y]/(y2+ xy− x3 − (tp − u)) and this is easily seen to be smooth
over K.
This shows that the minimal regular model X → C of X → SpecK need not
be smooth over k.
If we are given X → SpecK and the regular model X is not smooth over k,
we can remedy the situation by extending k. Indeed, let k denote the algebraic
closure of k, and let X → C be the regular model of X ×k k → Kk. Then since
k is perfect, X is smooth over k. It is clear that there is a finite extension k′ of k
such that X is defined over k′ and birational over k′ to X . So replacing k by k′ we
that the regular model X → C of X → SpecK is smooth over k.
We will generally assume below that X is smooth over k.
2.2.1 Correction to [69]
In [69], Lecture 2, §2, p. 237, speaking of a 2-dimensional, separated, reduced
scheme of finite type over a field k, we say “Such a scheme is automatically quasi-
projective and is projective if and only if it is complete.” This is not correct in
general—we should also assume that X is non-singular. In fact, when the ground
field is finite, it suffices to assume that X is normal. (See Fontana, Compositio
Mathematica, 31, 1975.)
2.3 Structure of fibers
We write Xv for the fiber of π over the closed point v of C. We already noted that
the fibers Xv are connected.
We next define certain multiplicities of components, following [9, Ch. 9]. Let
Xv,i, i = 1, . . . , r be the reduced irreducible components of Xv and let ηv,i be the
corresponding generic points of Xv. Let kv be an algebraic closure of the residue
field at v and write X v for Xv×kv kv and ηv,i for a point of X v over ηv,i. We define
the multiplicity of Xv,i in Xv to be the length of the Artin local ring OXv ,ηv,i ,
and the geometric multiplicity of Xv,i in Xv to be the length of OX v,ηv,i . The
geometric multiplicity is equal to the multiplicity when the characteristic of k is
zero and it is a power of p times the multiplicity when the characteristic of k is
p > 0.
We write Xv =
∑
imv,iXv,i where mv,i is the multiplicity of Xv,i in Xv. This
is an equality of Cartier divisors on X . We define the multiplicity mv of the fiber
Xv to be the gcd of the multiplicities mv,i.
The multiplicity mv divides the gcd of the geometric multiplicities of the
components of Xv which in turn divides the index δv of Xv. In particular, if X
has a K-rational point (so that X → C has a section) then for every v we have
mv = 1.
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We now turn to the combinatorial structure of the fiber Xv. A convenient
reference for what follows is [32, Ch. 9].
We write D.D′ for the intersection multiplicity of two divisors on X . It is
known [32, 9.1.23] that the intersection form restricted to the divisors supported in
a single fiber Xv is negative semi-definite, and that its kernel consists exactly of the
divisors which are rational multiples of the entire fiber. (Thus if the multiplicity
of the fiber Xv is mv, then (1/mv)Xv :=
∑
i(mv,i/mv)Xv,i generates the kernel of
the pairing.)
It is in principle possible to use this result to give a classification of the
possible combinatorial types of fibers (genera and multiplicities of components,
intersection numbers) for a fixed value of gX . Up to a suitable equivalence relation,
the set of possibilities for a given value of gX is finite [5]. When X is an elliptic
curve and the residue field is assumed perfect, this is the well-known Kodaira-
Néron classification. For higher genus, the situation rapidly becomes intractable.
We note that the list of possibilities can be strictly longer when one does not
assume that the residue field kv is perfect. See [58] for a complete analysis of the
case where X is an elliptic curve.
2.4 Leray spectral sequence
Fix a prime ℓ 6= Char(k). We consider the Leray spectral sequence for π : X → C
in ℓ-adic cohomology. The E2 term
Epq2 = H
p(C, Rqπ∗Qℓ)
vanishes outside the range 0 ≤ p, q ≤ 2 and so the only possibly non-zero differ-
entials are d012 and d
02
2 . We will show that these both vanish and so the sequence
degenerates at E2.
The differential d012 sits in an exact sequence of low degree terms that includes
H0(C, R1π∗Qℓ)
d012−→ H2(C, π∗Qℓ)→ H
2(X ,Qℓ).
Now π∗Qℓ = Qℓ, and the edge morphism H2(C,Qℓ) → H2(X ,Qℓ) is simply the
pull-back π∗. If i : D →֒ X is a multisection of degree n and j = πi, then we have
a factorization of j∗:
H2(C,Qℓ)→ H
2(X ,Qℓ)→ H
2(D,Qℓ)
and we have a trace map
H2(D,Qℓ)→ H
2(C,Qℓ)
for the finite morphism j : D → C. The composition j∗ followed by the trace map is
just multiplication by n, which is injective, and therefore H2(C,Qℓ)→ H2(X ,Qℓ)
is also injective, which implies that d012 = 0.
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Now consider d022 , which sits in an exact sequence
H2(X ,Qℓ)→ H
0(C, R2π∗Qℓ)
d022−→ H2(C, R1π∗Qℓ).
We can deduce that it too is zero by using duality, or by the following argument,
which unfortunately uses terminology not introduced until Chapter 5. The careful
reader will have no trouble checking that there is no circularity.
Here is the argument: Away from the reducible fibers of π, the sheafR2π∗Qℓ is
locally constant of rank 1. At a closed point v of C where the fiber of π is reducible,
the stalk of R2π∗Qℓ has rank fv, the number of components in the fiber. The cycle
class of a component of a fiber in H2(X ,Qℓ) maps onto the corresponding section
in H0(C, R2π∗Qℓ) and so H2(X ,Qℓ)→ H0(C, R2π∗Qℓ) is surjective. This implies
that d022 = 0 as desired.
For later use, we record the exact sequence of low degree terms (where the
zero on the right is because d012 = 0):
0→ H1(C,Qℓ)→ H
1(X ,Qℓ)→ H
0(C, R1π∗Qℓ)→ 0. (2.4.1)
We end this section by noting a useful property of R1π∗Qℓ when k is finite.
Proposition 2.4.2. Suppose that k is finite, X is a smooth, proper surface over k
equipped with a flat, generically smooth, proper morphism π : X → C. Let ℓ be
a prime not equal to the characteristic of k and let F = R1π∗Qℓ, a constructible
ℓ=adic sheaf on C. If j : η →֒ C is the inclusion of the generic point, then the
canonical morphism F → j∗j∗F is an isomorphism.
Remark 2.4.3. The same proposition holds if we let j : U →֒ C be the inclusion of
a non-empty open subset over which π is smooth. Sheaves with this property are
sometimes called “middle extension” sheaves. It is also useful to note that for F
and j as above, we have an isomorphism
H1(C,F) ∼= Im
(
H1c (U, j
∗F)→ H1(U, j∗F)
)
(image of compactly supported cohomology in usual cohomology). This is “well
known” but the only reference I know is [66, 7.1.6].
Proof of Proposition 2.4.2. We will show that for every geometric point x over a
closed point x of C, the stalks of F and j∗j∗F are isomorphic. (Note that the latter
is the group of invariants of inertia at x in the Galois module Fη.)
The local invariant cycle theorem (Theorem 3.6.1 of [13]) says that the map
of stalks Fx → (j∗j∗F)x is surjective. A closer examination of the proof shows
that it is also injective in our situation. Indeed, in the diagram (8) on p. 214 of
[13], the group on the left H0(Xη)I(−1) is pure of weight 2, whereas H1(Xs) is
mixed of weight ≤ 1; also the preceding term in the vertical sequence is (with Qℓ
coefficients) dual to H3(Xs)(2) and this vanishes for dimension reasons. Thus the
diagonal map sp∗ is also injective.
(Note the paragraph after the display (8): this argument only works with Qℓ
coefficients, not necessarily with Zℓ coefficients.) 
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See [24, Prop. 7.5.2] for a more general result with a similar proof.
We have a slightly weaker result in integral cohomology.
Corollary 2.4.4. Under the hypotheses of the proposition, the natural map
R1π∗Zℓ → j∗j
∗R1π∗Zℓ
has kernel and cokernel supported at finitely many closed points of C and with
finite stalks. Thus the induced map
Hi(C, R1π∗Zℓ)→ H
i(C, j∗j
∗R1π∗Zℓ)
is an isomorphism for i > 1 and surjective with finite kernel for i = 1.
Proof. The proof of the Proposition shows that the kernel and cokernel are sup-
ported at points where π is not smooth, a finite set of closed points. Also, the
Proposition shows that the stalks are torsion. Since they are also finitely gener-
ated, they must be finite. 
2.5 Cohomological flatness
Since π : X → C is flat, general results on cohomology and base change (e.g., [19,
III.12]) imply that the coherent Euler characteristic of the fibers of π is constant,
i.e., the function v 7→ χ(Xv,OXv ) is constant on C. Moreover, the dimensions of
the individual cohomology groups hi(Xv,OXv) are upper semi-continuous. They
are not in general locally constant.
To make this more precise, we recall a standard exact sequence from the
theory of cohomology and base change:
0→ (Riπ∗OX )⊗OC κ(v)→ H
i(Xv,OXv)→ (R
i+1π∗OX )[̟v]→ 0.
Here Xv is the fiber of π at v, the left-hand group is the fiber of the coherent sheaf
Riπ∗OX at v, and the right-hand group is the ̟v-torsion in Ri+1π∗OX where ̟v
is a generator of mv. Since Riπ∗OX is coherent, the function
v 7→ dimκ(v)(R
iπ∗OX )⊗OC κ(v)
is upper semi-continuous, and it is locally constant if and only if Riπ∗OX is locally
free. Thus the obstruction to v 7→ hi(Xv,OXv) being locally constant is controlled
by torsion in Riπ∗OX and Ri+1π∗OX .
We say that π is cohomologically flat in dimension i if formation of Riπ∗OX
commutes with arbitrary change of base, i.e., if for all φ : T → C, the base change
morphism
φ∗Riπ∗OX → R
iπTOT ×CX
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is an isomorphism. Because the base C is a smooth curve, this is equivalent to the
same condition where T → C runs through inclusions of closed point, i.e., to the
condition that
(Riπ∗OX )⊗OC κ(v)→ H
i(Xv,OXv)
be an isomorphism for all closed points v ∈ C. By the exact sequence above, this
is equivalent to Ri+1π∗OX being torsion free, and thus locally free.
Since π : X → C has relative dimension 1, Ri+1π∗OX = 0 for i ≥ 1 and π is
automatically cohomologically flat in dimension i ≥ 1. It is cohomologically flat in
dimension 0 if and only if R1π∗OX is locally free. To lighten terminology, in this
case we say simply that π is cohomologically flat.
Since π∗OX = OC is free of rank 1, we have that π is cohomologically flat
if and only if v 7→ hi(Xv,OXv) is locally constant (and thus constant since C is
connected) for i = 0, 1. Obviously the common value is 1 for i = 0 and gX for
i = 1.
Raynaud gave a criterion for cohomological flatness in [49, 7.2.1]. Under our
hypotheses (X regular, C a smooth curve over k, and π : X → C proper and flat
with π∗OX = OC), π is cohomologically flat if Char(k) = 0 or if k is perfect and
the following condition holds: For each closed point v of C, let dv be the gcd of
the geometric multiplicities of the components of Xv. The condition is that dv is
prime to p = Char(k) for all v.
Raynaud also gave an example of non-cohomological flatness which we will
make more explicit below. Namely, let S be a complete DVR with fraction field
F and algebraically closed residue field of characteristic p > 0, and let E be an
elliptic curve over S with either multiplicative or good supersingular reduction.
Let Y be a principal homogeneous space for E = E × SpecF of order pe (e > 0)
and let Y be a minimal regular model for Y over S. Then Y → SpecS is not
cohomologically flat. Moreover, the invariant δ defined as above is pe. It follows
from later work [33, Thm. 6.6] that the special fiber of Y is like that of E , but with
multiplicity pe. The explicit example below should serve to make the meaning of
this clear.
2.6 Example
Let k = F2 and C = P1 so that K = F2(t). We give an example of a curve of genus
1 over A1K which is not cohomologically flat at t = 0.
Consider the elliptic curve E over K given by
y2 + xy = x3 + tx.
The point P = (0, 0) is 2-torsion. The discriminant of this model is t2 so E has
good reduction away from the place t = 0 ofK. At t = 0, E has split multiplicative
reduction with minimal regular model of type I2.
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The quotient of E by the subgroup generated by P is φ : E → E′, where E′
is given by
s2 + rs = r3 + t.
One checks that the degree of the conductor of E′ is 4 and so (by [69], Lecture 1,
Theorem 9.3 and Theorem 12.1(1)) the rank of E′(K) is zero. Also, E′(K) has no
2-torsion.
Therefore, taking cohomology of the sequence
0→ E[φ]→ E → E′ → 0,
we find that the map
K/℘(K) ∼= H1(K,Z/2Z) ∼= H1(E,E[φ])→ H1(K,E)
is injective. For f ∈ K, we write Xf for the torsor for E obtained from the class
of f in K/℘(K) via this map.
Let L be the quadratic extension of K determined by f , i.e.,
L = K[u]/(℘(u)− f).
The action of G = Gal(L/K) = Z/2Z on L is u 7→ u + 1. Let G act on K(E) by
translation by P . Explicitly, one finds
(x, y) 7→ (t/x, t(x+ y)/x2)
and so y/x 7→ y/x+ 1.
The function field of Xf is the field of G-invariants in L(E) where G acts as
above. One finds that
K(Xf ) =
K(r)[s, z]
(s2 + rs+ r3 + t, z2 + z + r + f)
which presents Xf as a double cover of E′.
Let us now specialize to f = t−1 and find a minimal regular model of Xf
over R = F2[t]. Let
U = Spec
R[r, s, w]
(s2 + rs+ r3 + t, w2 + tw + t2r + t)
.
Then U is regular away from t = r = s = w = 0 and its generic fiber is isomorphic
(via w = tz) to an open subset of Xf . Let
V = Spec
R[r′, s′, w′]
(s′ + r′s′ + r′3 + ts′3, w′2 + tw′ + t3r′s′ + t)
which is a regular scheme whose generic fiber is another open subset of Xf . Let
Yf be the result of glueing U and V via (r, s, w) = (r′/s′, 1/s′, w′ + tr′2/s′). The
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generic fiber of Yf is Xf and Yf is regular away from r = s = w = t = 0. Note
that the special fiber of Yf is isomorphic to the product of the doubled point
SpecF2[w]/(w
2) with the projective nodal plane cubic
Proj
F2[r, s, v]
(s2v + rsv + r3)
.
In particular, the special fiber over t = 0, call it Yf,0, satisfies H0(Yf,0,OYf,0) =
F2[w]/(w
2). This shows that Yf is not cohomologically flat over C at t = 0.
To finish the example, we should blow up Yf at its unique non-regular point.
The resulting scheme Xf is regular and flat over R, but it is not cohomologically
flat at t = 0. The fiber over t = 0 is the product of a doubled point and a Néron
configuration of type I2, and its global regular functions are F2[w]/(w2). This is
in agreement with [33, 6.6].
We will re-use parts of this example below.
Exercise 2.6.1. By the earlier discussion, R1π∗OXf has torsion at t = 0. Make this
explicit.
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Chapter 3
Properties of JX
3.1 Review of Picard functors
We quickly review basic material on the relative Picard functor. The original
sources [17] and [49] are still very much worth reading. Two excellent modern
references with more details and historical comments are [25] and [9].
3.1.1 The relative Picard functor
For any scheme Y, we write Pic(Y) for the Picard group of Y, i.e., for the group
of isomorphism classes of invertible sheaves on Y. This group can be calculated
cohomologically:Pic(Y) ∼= H1(Y,O×Y ) (cohomology computed in the Zariski, étale,
or finer topologies).
Now fix a morphism of schemes f : Y → S (separated and of finite type, as
always). If T → S is a morphism of schemes, we write YT for Y ×S T and fT for
the projection YT → T . Define a functor PY/S from schemes over S to abelian
groups by the rule
T 7→ PY/S(T ) =
Pic(YT )
f∗T Pic(T )
.
We define the relative Picard functor PicY/S to be the fppf sheaf associated
to PY/S . (Here “fppf” means “faithfully flat and finitely presented”. See [9, 8.1]
for details on the process of sheafification.) Explicitly, if T is affine, an element of
PicY/S(T ) is represented by a line bundle ξ
′ ∈ Pic(Y×S T
′) where T ′ → T is fppf,
subject to the condition that there should exist an fppf morphism T˜ → T ′ ×T T ′
such that the pull backs of ξ′ via the two projections
T˜ → T ′ ×T T
′
⇒ T ′
are isomorphic. Two such elements ξi ∈ Pic(Y ×S T ′i ) represent the same element
of PicY/S(T ) if and only if there is an fppf morphism T˜ → T
′
1 ×T T
′
2 such that
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the pull-backs of the ξi to T˜ via the two projections are isomorphic. Fortunately,
under mild hypotheses, this can be simplified quite a bit!
Assume that f∗OY = OS universally. This means that for all T → S, we
have fT ∗OYT = OT . Equivalently, f∗OY = OS and f is cohomologically flat in
dimension 0. In this case, for all T → S, we have an exact sequence
0→ Pic(T )→ Pic(YT )→ PicY/S(T )→ Br(T )→ Br(YT ). (3.1.1)
(This is the exact sequence of low-degree terms in the Leray spectral sequence
for f : YT → T , computed with respect to the fppf topology.) Here Br(T ) =
H2(T ,O×T ) and Br(YT ) = H
2(YT ,O
×
YT
) are the cohomological Brauer groups of
T and YT , again computed with the fppf topology. (It is known that the étale
topology gives the same groups.) See [9, 8.1] for the assertions in this paragraph
and the next.
In case f has a section, we get a short exact sequence
0→ Pic(T )→ Pic(YT )→ PicY/S(T )→ 0
and so in this case
PicY/S(T ) = PY/S(T ) =
Pic(YT )
f∗T Pic(T )
.
3.1.2 Representability and Pic0 over a field
The simplest representability results will be sufficient for many of our purposes.
To say that PicY/S is represented by a scheme PicY/S means that for all
S-schemes T ,
PicY/S(T ) = PicY/S(T ) = MorS(T ,PicY/S).
Suppose that S is the spectrum of a field and that Y → S is proper. Then
PicY/S is represented by a scheme PicY/S which is locally of finite type over S
[9, 8.2, Thm. 3]. The connected component of this group scheme will be denoted
Pic0Y/S . If Y → S is smooth and geometrically irreducible, then Pic
0
Y/S is proper
[9, 8.4, Thm. 3].
The results of the previous paragraph apply in particular to X/K and X/k.
Moreover, since X/K is a curve, H2(X,OX) = 0 and so Pic0X/K is smooth and
hence an abelian variety [9, 8.4, Prop. 2] (plus our assumption that morphisms
are of finite type to convert formal smoothness into smoothness) or [25, 9.5.19].
In general PicX/k need not be reduced and so need not be smooth over k.
If k has characteristic zero or H2(X ,OX ) = 0, then Pic0X/k is again an abelian
variety. We define
PicVarX/k =
(
Pic0X/k
)
red
the Picard variety of X , which is an abelian variety. See [52] and [43] for an analysis
of non-reduced Picard schemes and [30] for more in the case of surfaces.
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Since we have assumed that k is large enough that X has a rational point,
for all k-schemes T , we have
Pic0X/k(T ) =
Pic0(XT )
π∗T Pic
0(T )
.
3.1.3 More general bases
For any Y → S which is proper, define Pic0Y/S to be the subfunctor of PicY/S
consisting of elements whose restrictions to fibers Ys, s ∈ S, lie in Pic0Ys/κ(s).
We need a deeper result to handle X → C. Namely, assume that Y is regular,
S is 1-dimensional and regular, f : Y → S is flat, and projective of relative
dimension 1 such that f∗OS = OC . Over the open subset of S where f is smooth,
Pic0Y/S is represented by an abelian scheme [9, 9.4 Prop. 4].
Over all of S, we cannot hope for reasonable representability results unless we
make further hypotheses on f . If we assume that each fiber of f has the property
that the gcd of the geometric multiplicities of its irreducible components is 1, then
Pic0Y/S is represented by a separated S-scheme [9, 9.4 Thm. 2].
3.1.4 Example
Here is an explicit example where an element of PicX/K(K) is not represented by
an element of Pic(X).
Let E/K be the elliptic curve of Section 2.6 and let Xf be the homogeneous
space for E as above, where f ∈ K will be selected later. Then E is the Jacobian
of X , and so by the results quoted in Subsection 3.1.2, E represents the functor
Pic0X/K . Let us consider the point P = (0, 0) above in E(K) = Pic
0
X/K(K) and
show that for many choices of f , this class is not represented by an invertible sheaf
on X = Xf . Equivalently we want to show that P does not go to 0 in Br(K) (in
the sequence (3.1.1) above).
The image of P in Br(K) is given by a pairing studied by Lichtenbaum [28].
More precisely, consider the image of P under the coboundary
E(K)→ H1(K,E′[φ∨]) ∼= H1(K,µ2) ∼= K
×/K×2.
By Kramer’s results on 2-descent in characteristic 2 [26, 1.1b], the image of P
is the class of t. On the other hand, suppose that X = Xf is the torsor for E
corresponding to f ∈ K/℘(K). Then the local invariant at v of the image of P in
Br(K) is given by
1
2
Resv
(
f
dt
t
)
∈
1
2
Z/Z ⊂ Br(Kv).
Thus, for example, if we take f = 1/(t− 1), then we get an element of the Brauer
group ramified at 1 and ∞ and so the class of P does not come from Pic(Xf ).
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3.2 The Jacobian
By definition, the Jacobian JX of X is the group scheme Pic0X/K . Because X is a
smooth, projective curve, JX is an abelian variety of dimension gX where gX is
the genus of X , and it is equipped with a canonical principal polarization given by
the theta divisor. We refer to [40] for more on the basic properties of JX , including
the Albanese property and autoduality.
3.3 The K/k trace of JX
Recall that (B, τ) denotes the K/k trace of JX , which by definition is a final object
in the category of pairs (A, σ) where A is a k-abelian variety and σ : A×kK → JX
is a K-morphism of abelian varieties.
We refer to [11] for a discussion in modern language of the existence and
basic properties of (B, τ). In particular, Conrad proves that (B, τ) exists, it has
good base change properties, and (when K/k is regular, as it is in our case) τ
has finite connected kernel with connected Cartier dual. In particular, τ is purely
inseparable.
3.4 The Lang-Néron theorem
Define the Mordell-Weil group MW(JX) as
MW(JX) =
JX(K)
τB(k)
where as usual (B, τ) is the K/k trace of JX . (In view of the theorem below,
perhaps this would be better called the Lang-Néron group.)
Generalizing the classical Mordell-Weil theorem, we have the following finite-
ness result, proven independently by Lang and Néron.
Theorem 3.4.1. MW(JX) is a finitely generated abelian group.
Note that when k is finitely generated, B(k) is finitely generated as well, and
so JX(K) is itself a finitely generated abelian group. For large fields k, B(k) may
not be finitely generated, and so it really is necessary to quotient by τB(k) in
order to get a finitely generated abelian group.
We refer to [11] for a proof of the theorem in modern language. Roughly
speaking, the proof there follows the general lines of the usual proof of the Mordell-
Weil theorem for an abelian variety over a global field: One shows thatMW(JX)/n
is finite by embedding it in a suitable cohomology group, and then uses a theory
of heights to deduce finite generation of MW(JX).
Another proof proceeds by relating MW(JX) to the Néron-Severi group
NS(X ) (this is the Shioda-Tate isomorphism discussed in the next chapter) and
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then proving that NS(X ) is finitely generated. The latter was proven by Kleiman
in [54, XIII].
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Chapter 4
Shioda-Tate and heights
4.1 Points and curves
We write Div(X ) for the group of (Cartier or Weil) divisors on X and similarly
with Div(X). A prime divisor on X is horizontal if it is flat over C and vertical if
it is contained in a fiber of π. The group Div(X ) is the direct sum of its subgroups
Divhor(X ) and Divvert(X ) generated respectively by horizontal and vertical prime
divisors.
Restriction of divisors to the generic fiber of π induces a homomorphism
Div(X )→ Div(X)
whose kernel isDivvert(X ) and which induces an isomorphismDivhor(X ) ∼= Div(X).
The inverse of this isomorphism sends a closed point of X to its scheme-theoretic
closure in X .
We define a filtration of Div(X ) by declaring that L1Div(X ) be the sub-
group of Div(X ) consisting of divisors whose restriction to X has degree 0, and
by declaring that L2Div(X ) = Divvert(X ).
We define Li Pic(X ) to be the image of LiDiv(X ) in Pic(X ). Also, recall that
Pic0(X ) = Pic0X/k(k) is the group of invertible sheaves which are algebraically
equivalent to zero (equivalence over k as usual).
Recall that the Néron-Severi group NS(X ) is Pic(X )/Pic0(X ) and NS(X ) is
by definition the image of Pic(X ) in NS(X ). We define LiNS(X ) as the image of
Li Pic(X ) in NS(X ).
It is obvious that NS(X )/L1NS(X ) is an infinite cyclic group; as generator
we may take the class of a horizontal divisor of total degree δ over C, where δ is
the index of X .
Recall that the intersection pairing restricted to the group generated by the
components of a fiber Xv is negative semi-definite, with kernel (1/mv)Xv. From this
one deduces that L2NS(X ) is the group generated by the irreducible components
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of fibers, with relations Xv = Xv′ for any two closed points v and v′. Note that if
for some v 6= v′ we have m = gcd(mv,mv′) > 1, then L2NS(X ) has non-trivial
torsion: m((1/m)Xv − (1/m)Xv′) = 0 in NS(X ).
Summarizing the above, we have that NS(X )/L1NS(X ) is infinite cyclic, and
L2NS(X ) is finitely generated of rank 1 +
∑
v(fv − 1), where fv is the number
of irreducible components of Xv. Also, L2NS(X ) is torsion free if and only if
gcd(mv,mv′) = 1 for all v 6= v′.
The interesting part of NS(X ), namely L1NS(X )/L2NS(X ), is the subject
of the Shioda-Tate theorem.
4.2 Shioda-Tate theorem
Write Div0(X) for the group of divisors on X of degree 0. Restriction to the
generic fiber gives a homomorphism L1Div(X ) → Div0(X) which descends to
a homomorphism L1 Pic(X ) → JX(K) = Pic0X/K(K). The Shioda-Tate theorem
uses this map to describe L1NS(X )/L2NS(X ).
Recall that (B, τ) is the K/k-trace of JX .
Proposition 4.2.1 (Shioda-Tate). The map above induces a homomorphism
L1NS(X )
L2NS(X )
→ MW(JX) =
JX(K)
τB(k)
with finite kernel and cokernel. In particular the two sides have the same rank as
finitely generated abelian groups. This homomorphism is an isomorphism if X has
a K-rational point and k is either finite or algebraically closed
Taking into account what we know about NS(X )/L1NS(X ) and L2NS(X ),
we have a formula relating the ranks of NS(X ) and MW(JX).
Corollary 4.2.2.
RankNS(X ) = RankMW(JX) + 2 +
∑
v
(fv − 1)
Various versions of Proposition 4.2.1 appear in the literature, notably in [61],
[15], [57], and [20], and as Shioda notes [57, p. 359], it was surely known to the
ancients.
Proof of Proposition 4.2.1. Specialized to X/K, the exact sequence of low degree
terms (3.1.1) gives an exact sequence
0→ Pic(X)→ PicX/K(K)→ Br(K).
If X has a K-rational point, Pic(X)→ PicX/K(K) is an isomorphism. In any case,
X has a rational point over a finite extension K ′ of K of degree δ (the index of
X), and over K ′ the coboundary in the analogous sequence
PicX/K′(K
′)→ Br(K ′)
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is zero. This implies that the cokernel of Pic(X)→ PicX/K(K) maps to the kernel
of Br(K) → Br(K ′) and therefore lies in the δ-torsion subgroup of Br(K) [53,
p. 157]. The upshot is that the cokernel of Pic(X) → PicX/K(K) has exponent
dividing δ.
A simple geometric argument as in Shioda [57, p. 363] shows that the kernel
of the homomorphism L1 Pic(X ) → Pic0(X) is exactly L2 Pic(X ), so we have an
isomorphism
L1Pic(X )
L2Pic(X )
∼= Pic0(X).
Now consider the composed homomorphism
Pic0(X ) = Pic0X/k(k)→ Pic
0(X)→ Pic0X/K(K).
There is an underlying homomorphism of algebraic groups
Pic0X/k×kK → Pic
0
X/K
inducing the homomorphism above on points. By the definition of the K/k-trace,
this morphism must factor through B, i.e., we have a morphism of algebraic groups
over k:
Pic0X → B.
We are going to argue that this last morphism is surjective. To do so first
note that a similar discussion applies over k and yields the following diagram:
L1 Pic(X×k)
L2 Pic(X×k)
// Pic0(X ×Kk) // Pic(X ×Kk) // PicX/Kk(Kk)
Pic0(X × k)
OO
// B(k)
OO
Now the cokernel of the left vertical map is a subquotient of NS(X ), so finitely
generated, and the cokernels of the horizontal maps across the top are trivial, Z,
and of finite exponent respectively. On the other hand, B(k) is a divisible group.
This implies that the image of B(k) in PicX/Kk(Kk) is equal to the image of
Pic0(X × k) in that same group. Since the kernel of B(k) → PicX/Kk(Kk) is
finite, this is turn implies that the morphism Pic0(X )→ B is surjective.
An alternative proof of the surjectivity is to use the exact sequence (2.4.1).
The middle term is Vℓ Pic0(X × k) whereas the right hand term is VℓB(k). Thus
the morphism Pic0X → B is surjective.
Next we argue that the map of k-points Pic(X ) = PicX/k(k) → B(k) has
finite cokernel. More generally, if φ : A → A′ is a surjective morphism of abelian
varieties over a field k, then we claim that the map of points A(k) → A′(k) has
finite cokernel. If φ is an isogeny, then considering the dual isogeny φ∨ and the
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composition φφ∨ shows that the cokernel is killed by degφ, so is finite. For a general
surjection, if A′′ ⊂ A is a complement (up to a finite group) of kerφ, then by the
above A′′(k) → A′(k) has finite cokernel, and a fortiori so does A(k) → A′(k).
(Thanks to Marc Hindry for suggesting this argument.)
When k is algebraically closed, Pic0X (k) → B(k) is obviously surjective. It
is also surjective when k is finite and X has a K-rational point. This follows
from Lang’s theorem because according to Proposition 4.2.4 below, the kernel of
Pic0X → B is an abelian variety.
Summing up, the map
L1 Pic(X )
L2 Pic(X )
→ JX(K)
has cokernel of finite exponent, and
Pic0(X )→ B(k)
has finite cokernel. Thus the map
L1NS(X )
L2NS(X )
=
L1Pic(X )
L2 Pic(X ) + Pic0(X )
→ MW(JX) =
JX(K)
τB(k)
has finite kernel and its cokernel has finite exponent. Since the target group is
finitely generated (Lang-Néron), the cokernel must be finite. When X has a ra-
tional point the first map displayed above is surjective, and when k is finite or
algebraically closed, the second map is surjective. Thus under both of these hy-
potheses, the third map is an isomorphism.
This completes the proof of the theorem. 
Remark 4.2.3. It is also possible to deduce the theorem in the case when k is finite
from the case when k is algebraically closed by taking Galois invariants.
It will be convenient to have an explicit description of B.
Proposition 4.2.4. If X has a K-rational point and k is perfect, then we have an
exact sequence
0→ Pic0C/k → PicVarX/k → B → 0.
Sketch of proof. Obviously there are morphisms Pic0C/k → PicVarX/k → B. The
first is injective because π : X → C has a section. and the second was seen to
be surjective in the proof of the Shioda-Tate theorem. It is also clear that the
composed map is zero.
Again because π has a section, the argument in Section 2.4 shows that the
integral ℓ-adic Leray spectral sequence degenerates and we have exact sequences
0→ H1(C,Zℓ(1))→ H
1(X ,Zℓ(1))→ H
0(C, R1π∗Zℓ(1))→ 0
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for all ℓ. These cohomology groups can be identified with the Tate modules of
Pic0C/k, PicVarX/k, and B respectively. (For ℓ = p we should use flat cohomology.)
This shows that PicVarX/k /Pic
0
C/k → B is purely inseparable. But we also have
0→ H1(C,OC)→ H
1(X ,OX )→ H
0(C, R1π∗OX )→ 0
and (using the existence of a section and thus cohomological flatness) these three
groups can be identified with the tangent spaces of Pic0C/k, PicVarX/k, and B
respectively. This shows that PicVarX/k /Pic
0
C/k → B is separable. Thus it must
be an isomorphism. 
Remark 4.2.5. If we no longer assume k is perfect, but continue to assume X has a
rational point, then the conclusion of the proposition still holds. Indeed, we have a
morphism PicVarX/k /Pic
0
C/k → B which becomes an isomorphism over k. (Here
we use that K/k is regular, so that formation of B commutes with extension of
k [11, 6.8] and similarly for the Picard varieties.) It must therefore have already
been an isomorphism over k. In general, the morphism PicVarX/k /Pic
0
C/k → B
may be purely inseparable.
4.3 Heights
We use the Shioda-Tate theorem to define a non-degenerate bilinear pairing on
MW(JX) which is closely related to the Néron-Tate canonical height when k is
finite.
To simplify the notation we write
L1 = (L1NS(X )) ⊗Q and L2 = (L2NS(X ))⊗ Q
so that MW(JX)⊗Q ∼= L1/L2.
It is well known that the intersection form on NS(X )⊗ Q is non-degenerate
(cf. [69, p. 29]). Since L1 has codimension 1 in NS(X ) ⊗ Q, the kernel of the
intersection form restricted to L1 has dimension at most 1, and it is easy to see
that it is in fact 1-dimensional, generated by F , the class of a fiber of π. Also,
our discussion of the structure of the fibers of π shows that the kernel of the
intersection form restricted to L2 is also 1-dimensional, generated by F .
It follows that for each class in D ∈ L1/L2, there is a representative D˜ ∈ L1
such that D˜ is orthogonal to all of L2; moreover, D˜ is determined by D up to the
addition of a multiple of F . We thus have a homomorphism φ : L1/L2 → L1/QF
defined by φ(D) = D˜. We define a bilinear pairing on MW(JX) ⊗ Q = L1/L2 by
the rule
(D,D′) = −φ(D).φ(D′)
where the dot signifies the intersection pairing on X , extended by Q-linearity. The
right hand side is well defined because F ∈ L2.
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Proposition 4.3.1. The formula above defines a symmetric, Q-valued bilinear form
on MW(JX) ⊗ Q which is positive definite on MW(JX)⊗ R. If k is a finite field
of cardinality q, then (·, ·) log q is the Néron-Tate canonical height on MW(JX) ∼=
JX(K)⊗Q
Sketch of proof. It is clear that the pairing is bilinear, symmetric, and Q-valued.
To see that it is positive definite on MW(JX)⊗ Q, we use the Hodge index
theorem. Given D ∈ L1/L2, choose an irreducible multisection P and a represen-
tative φ˜(D) ∈ L1 for φ(D). The intersection number P.D is in Q and replacing D
with nD for suitable n we can assume it is in Z. Then adding a multiple of F to
φ˜(D) and calling the result again φ˜(D), we get a new representative of φ(D) such
that P.φ˜(D) = 0. On the other hand (P + mF )2 > 0 if m is large enough and
(P +mF ).φ˜(D) = 0. The Hodge index theorem (e.g., [6, 2.4]) then implies that
φ˜(D)2 < 0 and so (D,D) > 0.
Since the pairing is positive definite and Q-valued on MW(JX)⊗Q, it is also
positive definite on MW(JX)⊗ R.
The connection with Néron-Tate canonical height can be seen by using the
local canonical heights. These were constructed purely on the relative curve X → C
(as opposed to on the Néron model JX → C) by Gross in [16]. An inspection of
his construction shows that summing the local heights over all places of K gives
exactly our definition above times log q. 
Exercise 4.3.2. When X is an elliptic curve, give a global proof of the connection
between the Shioda-Tate height and the canonical height as follows: Check from
the definition that log q times the Shioda-Tate height differs from the naive height
associated to the origin of X (as a divisor on X) by a bounded amount. Since
the Shioda-Tate height is already bilinear, it must thus be the canonical height as
constructed by Tate.
Chapter 5
Cohomology and cycles
5.1 Tate’s conjecture for X
Throughout this section, k is a finite field of characteristic p and X is a surface
smooth and projective over k. We write X for X ×k k. Our goal is to discuss Tate’s
first conjecture on cycles and cohomology classes for X . Since this was already
discussed in [69, Lecture 2], we will be brief.
5.1.1 Basic exact sequences
Let Br(X ) = H2(X ,O×X) = H
2(X ,Gm) be the (cohomological) Brauer group of
X . Here we use the étale or flat topologies. It is known that Br(X ) is a torsion
group and it is conjectured to be finite in our situation.
For any positive integer n, consider the Kummer sequence on X :
0→ µn → Gm
n
→ Gm → 0.
Here if p|n the sequence is exact in the flat topology, but not in the étale topology.
Let ℓ be a prime (with ℓ = p allowed). Taking cohomology and noting that
Pic(X )/ℓn = NS(X )/ℓn (because Pic0(X ) is divisible), we find an exact sequence
0→ NS(X )/ℓn → H2(X , µℓn)→ Br(X )[ℓ
n]→ 0.
Taking the inverse limit over n yields an exact sequence
0→ NS(X )⊗ Zℓ → H
2(X ,Zℓ(1))→ Tℓ Br(X )→ 0.
Now H1(Gk,NS(X )⊗Zℓ) is a finite group. On the other hand, if H is a group
with finite ℓ-torsion, TℓH is finitely generated and torsion-free over Zℓ. This applies
in particular to TℓBr(X ). Thus taking Gk invariants, we get an exact sequence
0→
(
NS(X )⊗ Zℓ
)Gk
→ H2(X ,Zℓ(1))
Gk →
(
Tℓ Br(X )
)Gk
→ 0.
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Next note that since k is finite, H1(Gk,Pic0(X )) = 0 and so
(
NS(X )⊗ Zℓ
)Gk
= NS(X )⊗ Zℓ
since by definition NS(X ) is the image of Pic(X ) in NS(X ).
Now using the Hochschild-Serre spectral sequence, we have a homomor-
phism H2(X ,Zℓ(1))→ H2(X ,Zℓ(1))Gk which is surjective with finite kernel. Since
TℓBr(X ) is torsion-free, the commutative diagram
NS(X )⊗ Zℓ

(
NS(X )⊗ Zℓ
)Gk

(finite) // H2(X ,Zℓ(1)) //

H2(X ,Zℓ(1))
Gk

// 0
Tℓ Br(X )

// TℓBr(X )Gk

0 0
induces an isomorphism TℓBr(X )→˜TℓBr(X )Gk .
Putting everything together, we get an exact sequence
0→ NS(X )⊗ Zℓ → H
2(X ,Zℓ(1))
Gk → Tℓ Br(X )→ 0 (5.1.1)
5.1.2 First Tate conjecture
Tate’s first conjecture for a prime ℓ, which we denote T1(X , ℓ), says that the cycle
class map induces an isomorphism
NS(X )⊗Qℓ ∼= H
2(X ,Qℓ(1))
Gk .
The exact sequence (5.1.1) at the end of the previous subsection leads im-
mediately to several equivalent forms of this conjecture.
Proposition 5.1.2. The following are equivalent:
1. T1(X , ℓ)
2. The cycle class map induces an isomorphism
NS(X ) ⊗ Zℓ ∼= H
2(X ,Zℓ(1))
Gk
3. TℓBr(X ) = 0
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4. The ℓ primary component of Br(X ) is finite.
Proof. Tensoring Equation (5.1.1) with Qℓ shows that T1(X , ℓ) is equivalent to
Vℓ Br(X ) := TℓBr(X ) ⊗ Qℓ = 0 and therefore to TℓBr(X ) = 0 which is in turn
equivalent to the injection
NS(X )⊗ Zℓ → H
2(X ,Zℓ(1))
being an isomorphism. This establishes the equivalence of 1-3. Since Br(X ) is a
torsion group and Br(X )[ℓ] is finite, the ℓ-primary component of Br(X ) is finite if
and only if TℓBr(X ) is finite. This establishes the equivalence of 3 and 4. 
We will see below that T1(X , ℓ) is equivalent to T1(X , ℓ′) for any two primes
ℓ and ℓ′.
We note also that the flat cohomology group H2(X ,Qp(1)) is isomorphic to
the crystalline cohomology group (H2(X /W (k))⊗Zp Qp)
Fr=p where the exponent
indicates the subspace upon which the absolute Frobenius Fr acts by multiplication
by p. One can thus reformulate the ℓ = p part of the Tate conjecture in terms of
crystalline cohomology.
5.2 Selmer group conjecture for JX
We assume throughout this section that the ground field k is finite.
By the Lang-Néron theorem discussed in Section 3.4 above, the Mordell-Weil
group J(K)/τB(k) is finitely generated, and since B(k) is obviously finite, we
have that JX(K) is also finitely generated. In this section we quickly review the
standard mechanism to bound (and conjecturally capture) the rank of this group
via descent.
5.2.1 Selmer and Tate-Shafarevich groups
For each positive integer n, consider the exact sequence of sheaves for the flat
topology on SpecK:
0→ JX [n]→ JX
n
→ JX → 0
where JX [n] denotes the kernel of multiplication by n on JX . Taking cohomology
yields
0→ JX(K)/nJX(K)→ H
1(K, JX [n])→ H
1(K, JX)[n]→ 0
Similarly, for every completion Kv of K we have a similar sequence and
restriction maps.
0 // JX(K)/nJX(K) //

H1(K, JX [n]) //

H1(K, JX)[n] //

0
0 // JX(Kv)/nJX(Kv) // H1(Kv, JX [n]) // H1(Kv, JX)[n] // 0
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We define Sel(JX , n) to be
ker
(
H1(K, JX [n])→
∏
v
H1(Kv, JX)
)
where the product is over the places of K. Also, for any prime ℓ, we define
Sel(JX ,Zℓ) = lim←−n
Sel(JX , ℓ
n). We define the Tate-Shafarevich group by
X(JX) = ker
(
H1(K, JX)→
∏
v
H1(Kv, JX)
)
.
We have exact sequences
0→ JX(K)/nJX(K)→ Sel(JX , n)→X(JX)[n]→ 0
for each n. All the groups appearing here are finite. (For n prime to p, the classical
proof of finiteness of the Selmer group—reducing it to the finiteness of the class
group and finite generation of the unit group of Dedekind domains with fraction
field K—works in our context. The p part was first proven by Milne [36].) So
taking the inverse limit over powers of a prime ℓ yields an exact sequence
0→ JX(K)⊗ Zℓ → Sel(JX ,Zℓ)→ TℓX(JX)→ 0 (5.2.1)
5.2.2 Tate-Shafarevich conjecture
Tate and Shafarevich conjectured (independently) that X(JX) is a finite group.
We write TS(JX) for this conjecture, and TS(JX , ℓ) for the a priori weaker con-
jecture that the ℓ-primary part of X(JX) is finite.
For each prime ℓ, we refer to the statement “the homomorphism
JX(K)⊗ Zℓ → Sel(JX/K,Zℓ)
is an isomorphism” as the Selmer group conjecture S(JX , ℓ). (This is perhaps non-
standard and is meant to suggest that the Selmer group captures rational points.)
The following is obvious from the exact sequence (5.2.1) above:
Proposition 5.2.2. For each prime ℓ, the Selmer group conjecture S(JX , ℓ) holds
if and only if the Tate-Shafarevich conjecture TS(JX , ℓ) holds.
Note that if the ℓ primary component of X(JX) is finite, then knowing
Sel(JX , ℓ
n) for sufficiently large n determines the rank of JX(K). This observation
and some input from L-functions leads (conjecturally) to an effective algorithm
for computing generators of JX(K), see [35].
5.3. Comparison of cohomology groups 31
5.3 Comparison of cohomology groups
There is an obvious parallel between the conjectures T1(X , ℓ) and finiteness of
Br(X )[ℓ∞] on the one hand, and S(JX , ℓ) and TS(JX , ℓ) on the other. The Shioda-
Tate isomorphism gives a precise connection between the groups of cycles and
points involved. In this section, we give connections between the cohomology
groups involved. We restrict to the simplest cases here—they are already com-
plicated enough. In Section 6.3 we will give a comparison for all ℓ and the most
general hypotheses on X and X using analytic methods.
Thus for the rest of this section, the following hypotheses are in force (in
addition to the standing hypotheses): k is finite of characteristic p, ℓ is a prime
6= p, and X has a K-rational point. This implies that X → C has a section, and so
the multiplicities mv of the fibers of π are all equal to 1 and π is cohomologically
flat.
5.3.1 Comparison of Br(X ) and X(JX)
These groups are closely related—as we will see later, under the standing hypothe-
ses and assuming k is finite, they differ by a finite group. Assuming also that X
has a K-rational point, even more is true.
Proposition 5.3.1 (Grothendieck). In addition to the standing hypotheses, assume
that k is finite and X has a K-rational point. Then we have a canonical isomor-
phism Br(X ) ∼= X(JX).
This is proven in detail in [18, §4] by an argument “assez long et technique.”
We sketch the main points in the rest of this subsection.
First of all, since π is cohomologically flat, we have π∗Gm = Gm. Also, we
have a vanishing/cohomological dimension result of Artin: Rqπ∗Gm = 0 for q > 1.
Thus the Leray spectral sequence for π and Gm gives a long exact sequence
H2(C,Gm)→ H
2(X ,Gm)→ H
1(C, R1π∗Gm)→ H
3(C,Gm)→ H
3(X ,Gm).
Now H2(C,Gm) = Br(C) = 0 since C is a smooth complete curve over a finite field.
Also, since π has a section, H3(C,Gm) → H3(X ,Gm) is injective. Thus we have
an isomorphism
Br(X ) = H2(X ,Gm) ∼= H
1(C, R1π∗Gm).
Now write F = R1π∗Gm and consider the inclusion η = SpecK →֒ C. Let
G = j∗j
∗F so that we have a canonical morphism F → G. If x is a geometric point
over a closed point of C, we write X˜x, η˜x, and C˜x for the strict henselizations at x.
Then the stalk of F → G at x is
Pic(X˜x/C˜x)→ Pic(X˜η˜x/η˜x).
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Since the Brauer group of η˜x vanishes, the displayed map is surjective (cf. the
exact sequence (3.1.1)). The kernel is zero at all x where the fiber of π is reduced
and irreducible. Thus we have an exact sequence
0→ K → F → G → 0
where K is a skyscraper sheaf supported on the points of C where the fibers of π
are reducible. (See [18, pp. 115–118] for a more complete description of this sheaf
and its cohomology.) Under our hypotheses (k finite and X with a K-rational
point), every fiber of π has a component of multiplicity 1, and this is enough to
ensure that H1(C,K) = 0.
Now write Xx and Cx for the ordinary henselizations of X and C at a closed
point x of C. Then we have a diagram
0 // H1(C,F) //

H1(C,G) //

∏
xH
2(x,Kx)
0 //
∏
xH
1(Cx,F) //
∏
xH
1(Cx,G) //
∏
xH
2(x,Kx).
Lang’s theorem implies that H1(Cx,F) = 0 for all x. Thus Br(X ) = H1(C,F) is
identified with the subgroup of H1(C,G) consisting of elements which go to zero
in H1(Cx,G) for all x. Call this group X(C,G).
Finally, the Leray spectral sequence for η →֒ C and the definition of G leads
to an exact sequence
0→X(C,G)→ H1(η, j∗F)→
∐
x
H1(κ(Cx), j
∗F)
where κ(Cx) is the field of fractions of the henselization of C at x. This identifies
X(C,G) with X(JX) as defined in Subsection 5.2.1.
This completes our sketch of the Grothendieck’s theorem. The reader is en-
couraged to consult [18] for a much more general discussion delivered in the inim-
itable style of the master.
One consequence of the proposition is that (under the hypotheses there) the
conjectures on the finiteness of Br(X ) and X(JX) are equivalent, and thus so are
T1(X , ℓ) and S(JX , ℓ) for all ℓ. We will see below that this holds even without the
supplementary hypothesis on X .
5.3.2 Comparison of the Selmer group and H1(C, R1pi∗Zℓ(1))
Gk
The arguments in Section 2.4 show that under our hypotheses the Leray spec-
tral sequence degenerates at the integral level as well and so H2(X ,Zℓ(1)) has a
filtration whose graded pieces are the groups Hi(C, Rjπ∗Zℓ(1)) where i+ j = 2.
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As we will see below, from the point of view of the Tate conjecture, the
interesting part of H2(X ,Zℓ(1)) is H1(C, R1π∗Zℓ(1)). It turns out that its Gk-
invariant part is closely related to the ℓ-adic Selmer group of JX—they differ by
a finite group.
Before making this more precise, we make the groups Hi(C,Zℓ(1)) more ex-
plicit. Since the fibers of π are connected, π∗Zℓ(1) = Zℓ(1) and soH2(C, π∗Zℓ(1)) =
Zℓ. It is easy to see that under the map H2(X ,Zℓ(1))→ H2(C, π∗Zℓ(1)), the cycle
class of a section maps to a generator of H2(C, π∗Zℓ(1)).
The stalk of R2π∗Zℓ(1) at a geometric point x over a closed point x of C is
Zℓ
fx where fx is the number of irreducible components in the geometric fiber. The
action of Gk permutes the factors as it permutes the components. If we write the
fiber as
∑
imx,iXx,i as in Section 2.3, then the specialization map
Zℓ
fx = (R2π∗Zℓ(1))x → (R
2π∗Zℓ(1))η = Zℓ
is (ci) 7→
∑
imx,ici. It follows that H
0(C, R2π∗Zℓ(1))
Gk has rank 1 +
∑
v(fv − 1)
where fv is the number of irreducible components of the fiber Xv (as a scheme
over the residue field kv). Also, the cycle classes of components of fibers lie in
H0(C, R2π∗Zℓ(1))
Gk ⊂ H2(X ,Zℓ(1))
Gk
and span this subgroup.
Thus we see that the cycle class map induces a well defined homomorphism
(L1NS(X )/L2NS(X ))⊗ Zℓ → H
1(C, R1π∗Zℓ(1))
Gk
which is surjective if and only if T1(X , ℓ) holds. Since the source of this map is
closely related to JX(K)—it is exactly (JX(K)/τB(k)) ⊗ Zℓ by the Shioda-Tate
theorem and B(k) is finite—we must have a close connection between the groups
H1(C, R1π∗Zℓ(1))
Gk and Sel(JX ,Zℓ). We will prove directly that they differ by a
finite group.
We should say sketch a proof, since a complete treatment requires more
details on bad reduction and Néron models than we have at our disposal, but the
main ideas should be clear.
To state the result, let K ′ = Kk and define another Selmer group as follows:
Sel(Jx/K
′,Zℓ) = lim←−
n
ker
(
H1(K ′, JX [ℓ
n])→
∏
v
H1(K ′v, JX)
)
where the product is over the places of K ′.
Proposition 5.3.2. We have homomorphisms Sel(JX ,Zℓ)→ Sel(JX/K ′,Zℓ)Gk and
H1(C, R1π∗Zℓ(1))
Gk → Sel(JX/K
′,Zℓ)
Gk with finite kernels and cokernels.
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Sketch of proof of Proposition 5.3.2. Inflation-restriction for GK′ ⊂ GK gives se-
quences
0→ H1(Gk, JX [ℓ
n](K ′))→ H1(GK , JX [ℓ
n])→ H1(GK′ , J [ℓ
n])
→ H2(Gk, JX [ℓ
n](K ′))
Now J [ℓn](K ′) is an extension of (finite) by B[ℓn](k) where (finite) is bounded
independently of n, and B is the K/k-trace of JX . Using Lang’s theorem, we
have that the kernel and cokernel of H1(GK , TℓJ)→ H1(GK′ , TℓJ) are finite and
therefore so is the kernel of Sel(JX ,Zℓ)→ Sel(JX/K ′,Zℓ)Gk .
To control the cokernel, consider the commutative diagram with exact rows
and columns.
0

0

Sel(JX , ℓ
n) //

Sel(JX/K
′, ℓn)Gk

H1(GK , JX [ℓ
n]) //

H1(GK′ , J [ℓ
n])Gk
∏
vH
1(Gkv , JX(kKv))
// ∏
vH
1(GKv , J) //
∏
v
(∏
v|vH
1(GK′
v
, J)
)Gk
The columns define the Selmer groups and the bottom row is a product
of inflation-restriction sequences. By [39, I.3.8], the group on the left is zero for
all but finitely many v and is finite at all v. A diagram chase then shows that
Sel(JX ,Zℓ)→ Sel(JX/K
′,Zℓ)
Gk has finite cokernel.
Now let F = j∗j∗Zℓ(1) where j : η →֒ C is the inclusion of the generic point.
By Corollary 2.4.4, we may replace H1(C, R1π∗Zℓ(1)) with H1(C,F). The fact
that F is a middle extension sheaf gives a X-like description of H1(C,F): We
have an exact sequence
0→ H1(C,F)→ H1(K ′, TℓJX)→
∏
v
H1(K ′v, TℓJX).
On the other hand, Sel(JX/K ′,Zℓ) is defined by a similar sequence, except
that instead of vanishing in H1(K ′v, TℓJX), a class in the Selmer group should
land in the image of JX(K ′v)⊗ˆZℓ → H
1(K ′v, TℓJX). But J(K
′
v) is an extension of
a finite group by an ℓ-divisible group, and for all but finitely many places v the
finite group is trivial. (This follows from the structure of the Néron model of JX .)
Thus we get a inclusion H1(C,F) ⊂ Sel(JX/K ′,Zℓ) with finite cokernel. Taking
Gk-invariants finishes the proof. 
Chapter 6
Zeta and L-functions
6.1 Zeta functions and T2 for X
We quickly review the zeta function and the second Tate conjecture for X . Most
of this material was covered in [69] and so we will be very brief.
Throughout this section, k = Fq is the finite field with q elements, p is its
characteristic, and X is a surface satisfying our usual hypotheses (as in Section 1.4).
6.1.1 Zetas
Let Nn be the number of points on X rational over Fqn and form the Z-function
Z(X , T ) =
∏
x∈X 0
(1− T degx)−1
= exp

∑
n≥1
Nn
T n
n


and the zeta function ζ(X , s) = Z(X , q−s).
We choose an auxiliary prime ℓ 6= p. Then the Grothendieck-Lefschetz trace
formula
Nn =
4∑
i=0
(−1)iTr
(
Frnq |H
i(X ,Qℓ)
)
leads to an expression for Z(X , T ) as a rational function of T :
Z(X , T ) =
4∏
i=0
Pi(X , T )
(−1)i+1
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where
Pi(X , T ) = det
(
1− T Frq |H
i(X ,Qℓ)
)
=
∏
j
(1− αijT ).
By Poincaré duality, there is a functional equation relating ζ(X , 1 − s) and
ζ(X , s), and therefore relating Pi(X , T ) with P4−i(X , q/T ).
By Deligne’s theorem, the eigenvalues of Frobenius αij are Weil numbers of
size qi/2. It follows that the zeroes and poles of ζ(X , s) have real parts in the sets
{1/2, 3/2} and {0, 1, 2} respectively, and that the order of pole of ζ(X , s) at s = 1
is equal to the multiplicity of q as an eigenvalue of Frq on H2(X ,Qℓ).
6.1.2 Tate’s second conjecture
The second main conjecture in Tate’s article [59] relates the ζ function to the
Néron-Severi group.
Conjecture 6.1.1 (T2(X )). We have
RankNS(X ) = − ords=1 ζ(X , s)
.
Recall (Equation (5.1.1)) that the cycle class map induces an injection
NS(X ) ⊗ Zℓ → H
2(X ,Zℓ(1))
Gk
and conjecture T1(X , ℓ) was the statement that this map is an isomorphism. When
ℓ 6= p, H2(X ,Zℓ(1))Gk ∼= H2(X ,Zℓ)Frq=q, where the latter is the subspace where
the q-power Frobenius acts by multiplication by q. When ℓ = p, H2(X ,Zℓ(1))Gk is
isomorphic to H2cris(X/W (k))
Fr=p, the subgroup of crystalline cohomology where
the absolute Frobenius acts by multiplication by p. Thus, in either case the Zℓ-
rank of the target of the cycle class map (an eigenspace) is bounded above by the
order of vanishing of the ζ function (which is the multiplicity of the corresponding
eigenvalue). This proves the first two parts of the following.
Theorem 6.1.2 (Artin-Tate, Milne). We have:
1. RankNS(X ) ≤ − ords=1 ζ(X , s)
2. T2(X ) (i.e., equality in (1)) implies T1(X , ℓ) (and thus finiteness of Br(X )[ℓ∞])
for all ℓ.
3. T1(X , ℓ) for any one ℓ (ℓ = p allowed) implies T2(X ).
We sketch the proof of the last part in the next subsection. The prime-to-p
was discussed/sketched in [69, Lecture 2, 10.2] and the general case is similar,
although it uses more sophisticated cohomology.
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6.1.3 Artin-Tate conjecture
We define two more invariants which enter into the Artin-Tate conjecture below.
Recall that there is a symmetric, integral intersection pairing on the Néron-
Severi group which gives NS(X )/tor the structure of a lattice. We define the
regulator R(X ) to be the discriminant of this lattice. More precisely
R = R(X ) =
∣∣∣det (Di.Dj)i,j=1,...,ρ∣∣∣
whereDi (i = 1, . . . , ρ) is a basis of NS(X )/tor and the dot denotes the intersection
product.
We also define a Tamagawa-like factor q−α(X ) where
α = α(X ) = χ(X ,OX )− 1 + dimPicVar(X ).
The following was inspired by the BSD conjecture for the Jacobian of X .
Conjecture 6.1.3 (AT (X )). T2(X ) holds, Br(X ) is finite, and we have the asymp-
totic
ζ(X , s) ∼
R |Br(X )| q−α
|NS(X )tor|2
(1 − q1−s)ρ(X )
as s→ 1.
The analysis showing that T1(X , ℓ) =⇒ T2(X ) can be pushed further to
show that T2(X ) =⇒ AT (X ). Indeed, we have the following spectacular result:
Theorem 6.1.4 (Artin-Tate, Milne). If T2(X ) holds, then so does AT (X ).
To prove this, we must show that for all but finitely many ℓ, Br(X )[ℓ] is
trivial, and also relate the order of Br(X ) and other invariants to the leading term
of the zeta function.
The proofs of the third part of Theorem 6.1.2 and Theorem 6.1.4 proceed via
a careful consideration of the following big commutative diagram:
NS(X ) ⊗ Zˆ
h

e // Hom(NS(X )⊗ Zˆ,Zℓ) Hom(NS(X ) ⊗Q/Z,Q/Z)
H2(X , Tµ)Gk
f // H2(X , Tµ)Gk
j // Hom(H2(X , µ(∞))Gk ,Q/Z)
g∗
OO
Here H2(X , Tµ) means the inverse limit over n of the flat cohomology groups
H2(X , µn) and H2(X , µ(∞)) is the direct limit over n of the flat cohomology
groups H2(X , µn). The map e is induced by the intersection form, h is the cycle
class map, f is induced by the identity map of H2(X , Tµ), g∗ is the transpose of
a map
g : NS(X )⊗Q/Z→ H2(X , µ(∞))
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obtained by taking the direct limit over positive integers n of the Kummer map
NS(X ) ⊗ Z/nZ→ H2(X , µn)), and j is induced by the Hochschild-Serre spectral
sequence and Poincaré duality.
We say that a homomorphism φ : A → B of abelian groups is a quasi-
isomorphism if it has a finite kernel and cokernel. In this case, we define
z(φ) =
#ker(φ)
# coker(φ)
.
It is easy to check that if φ3 = φ2φ1 (composition) and if two of the maps φ1, φ2,
φ3 are quasi-isomorphisms, then so is the third and we have z(φ3) = z(φ2)z(φ1).
In the diagram above, the map e is a quasi-isomorphism and z(e) is the order
of the torsion subgroup of NS(X ) divided by the discriminant of the intersection
form. The map j is also a quasi-isomorphism and z(j) is the order of the tor-
sion subgroup of Néron-Severi times a power of q determined by a certain p-adic
cohomology group.
Now assume T1(X , ℓ) for one ℓ and consider the ℓ-primary part of the diagram
above. The assumption T1(X , ℓ) implies that ℓ part of the maps h and g∗ are
quasi-isomorphisms. Thus the ℓ part of f must also be a quasi-isomorphism. This
means that Frq acts semisimply on the generalized eigenspace of H2(X ,Qℓ(1))
corresponding to the eigenvalue 1 and this implies T2(X ).
Now assume T2(X ), so we have that T1(X , ℓ) holds for all ℓ and that h is
an isomorphism. A fairly intricate analysis leads to a calculation of z(f) in terms
of the zeta function of X and shows that z(g∗) (as a “supernatural number”) is
the order of the Brauer group. Since all the other z’s in the diagram are rational
numbers, so is z(g∗) and we get finiteness of Br(X ). The product formula z(e) =
z(h)z(f)z(j)z(g∗) leads, after some delicate work in p-adic cohomology, to the
leading coefficient formula in the conjecture AT (X ). We refer to Milne’s paper
[37] for the details.
6.1.4 The case p = 2 and deRham-Witt cohomology
In Milne’s paper [37], the case ℓ = p = 2 had to be excluded due to the state of
p-adic cohomology at the time. More complete results are available, and so this
restriction is no longer needed. This is pointed out by Milne on his web site and
was implicit in the more general results in [41].
In slightly more detail, what is needed is a bridge between crystalline co-
homology (which calculates the zeta function and receives cycle classes) and flat
cohomology (which is closely related to the Brauer group). This bridge is provided
by the cohomology of the deRham-Witt complex, generalizing Serre’s Witt vec-
tor cohomology. Such a theory was initiated by Bloch, whose approach required
p > 2, and this is the source of the original restriction in [37]. Soon afterward,
Illusie developed a different approach without restriction on the characteristic,
and important further developments were given by Illusie-Raynaud, Ekedahl, and
Milne.
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Briefly, the theory provides groups Hj(X ,WΩi) with operators F and V and
a spectral sequence
Eij1 = H
j(X ,WΩi) =⇒ Hi+jcris(X/W )
which degenerates at E1 modulo torsion. There are also variants involving sheaves
of cycles ZWΩi, boundaries BWΩi, and logarithmic differentialsWΩilog. The var-
ious cohomology groups (modulo torsion) are related by the spectral sequence to
pieces of crystalline cohomology defined by “slope” conditions, i.e., by the valua-
tions of eigenvalues of Frobenius. The cohomology of the logarithmic differentials
for i = 1 is closely related to the flat cohomology
Hj(X ,Zp(1)) = lim←−
n
Hj(X , µpn).
The torsion in deRham-Witt cohomology can be “large” and it provides fur-
ther interesting invariants.
I recommend [21] and [22] for a thorough overview of the theory and [41] for
further important developments.
6.2 L-functions and the BSD conjecture for JX
In this section we again assume that k = Fq and we consider X and JX satisfying
hypotheses as usual. The discussion will be parallel to that of the preceding section.
6.2.1 L-functions
Choose an auxiliary prime ℓ 6= p and consider the ℓ-adic Tate module
VℓJX =
(
lim
←−
n
JX [ℓ
n](K)
)
⊗Zℓ Qℓ
equipped with the natural action of GK . There is are canonical isomorphisms
VℓJX ∼= H
1(JX ,Qℓ)
∗ ∼= H1(X,Qℓ)
∗ = H1(X,Qℓ(1))
where the ∗ indicates the dual vector space.
We define
L(JX , T ) =
∏
v
det(1− T Frv |V
Iv
ℓ )
where the product runs over the places of K, Iv denotes an inertia group at v, and
Frv denotes the arithmetic Frobenius at v. (Alternatively, we could use H1(X,Qℓ)
and the geometric Frobenius.) Also, we write L(JX , s) for the L-function above
with T = q−s. The product defining L(JX , s) converges in a half plane and the
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cohomological description below shows that it is a rational function of q−s and so
extends meromorphically to all s.
Let j : U →֒ C be a non-empty open subset over which X has good reduction.
Then the representation GK → Aut(H1(X,Qℓ)) is unramified at all places v ∈ U
and so defines a lisse sheaf FU over U . We set F = j∗FU . The resulting con-
structible sheaf on C is independent of the choice of U . Its stalk Fx at a geometric
point x over closed point x ∈ C is the group of inertial invariants H1(X,Qℓ)Ix .
The Grothendieck-Lefschetz trace formula for F reads∑
x∈C(Fqn)
Tr(Frx |Fx) =
∑
i
(−1)iTr
(
Frqn |H
i(C,F))
)
and this leads to a cohomological expression for the L-function as a rational func-
tion in T :
L(JX , T ) =
2∏
i=0
Qi(T )
(−1)i+1 (6.2.1)
where
Qi(JX , T ) = det
(
1− T Frq |H
i(C,F)
)
=
∏
j
(1− βijT ).
By Deligne’s theorem, the βij are Weil integers of size q(i+1)/2.
It is convenient to have a criterion for L(JX , T ) to be a polynomial.
Lemma 6.2.2. L(JX , T ) is a polynomial in T if and only if H0(C,F) = H2(C,F) =
0 if and only if the K/k-trace B = TrK/k JX is zero.
Proof. The first equivalence is immediate from the cohomological formula (6.2.1).
For the second equivalence, we use the Lang-Néron theorem which says that if
B is zero, then JX(kK) is finitely generated. In this case, its torsion subgroup is
finite and so
H0(C,F) = lim
←−
n
(
JX [ℓ
n](kK)
)
= 0.
Conversely, if B 6= 0, then VℓB ⊂ VℓJX and we see that H0(C,F) contains a
subspace of dimension 2 dimB > 0. Thus B = 0 is equivalent to H0(C,F) = 0.
That these statements are equivalent to H2(C,F) = 0 follows from duality (using
autoduality up to a Tate twist of F). 
Whether or not L(JX , s) is a polynomial, its zeroes lie on the line Re s = 1,
and the order of zero at s = 1 is equal to the multiplicity of q as an eigenvalue of
Frq on H1(C,F).
6.2.2 The basic BSD conjecture
Conjecture 6.2.3 (BSD). We have
RankJX(K) = ords=1 L(JX , s).
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Parallel to the Tate conjecture case, we have an inequality and implications
among the conjectures.
Proposition 6.2.4. We have
1. Rank JX(K) ≤ ords=1 L(JX , s)
2. BSD (i.e., equality in (1)) implies the Tate-Shafarevich conjecture TS(JX , ℓ)
(and thus also the Selmer group conjecture S(JX , ℓ)) for all ℓ
3. TS(JX , ℓ) for any one ℓ implies BSD.
Proof. The discussion in Section 5.3.2 shows that
− ords=1 ζ(X , s) − ords=1 L(JX , s)
=dimH2(X ,Qℓ(1))
Gk − dimH1(C,R1π∗Qℓ(1))
Gk
=2 +
∑
v
(fv − 1).
By the Shioda-Tate theorem,
RankNS(X ) − RankJX(K) = 2 +
∑
v
(fv − 1).
Thus
Rank JX(K)− ords=1 L(JX , s) = RankNS(X ) + ords=1 ζ(X , s)
and so RankJX(K) ≤ ords=1 L(JX(K), s) with equality if and only if T2(X ) holds.
But T2(X ) implies the finiteness of the ℓ primary part of Br(X ) for all ℓ and thus
finiteness of the ℓ primary part of X(JX) for all ℓ. By Proposition 5.2.2 his proves
that BSD implies the Selmer group conjecture S(JX , ℓ) for all ℓ
Conversely, if S(JX , ℓ) holds for some ℓ, then the ℓ-primary part of X(JX)
is finite and so is the ℓ primary part of Br(X ). By Proposition 5.1.2 this implies
T1(X , ℓ) and therefore T2(X ). By the previous paragraph, this implies BSD as
well. 
6.2.3 The refined BSD conjecture
We need two more invariants.
Recall that we have the canonical height pairing
JX(K)× JX(K)→ R
(P,Q) 7→ 〈P,Q〉
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which is bilinear and symmetric, and which takes values in Q · log q. It makes
JX(K)/tor into a Euclidean lattice. We define the regulator of JX to be the
discriminant of the height pairing:
R = R(JX) =
∣∣∣det (〈Pi, Pj〉)i,j=1,...,r∣∣∣
where P1, . . . , Pr is a basis of JX(K)/tor. The regulator is (log q)r times a rational
number (with an a priori bounded denominator).
We also define the Tamagawa number of JX as follows: Choose an invariant
differential ω on JX over K. At each place v, let av be the integer such that πavv ω
is a Néron differential at v. (Here πv is a generator of the maximal ideal mv at
v.) Also, let cv be the number of connected components in the special fiber of the
Néron model at v. Then we set
τ = τ(JX) = q
gX (1−gC)
∏
v
qgXavcv.
(See [61] for a less ad hoc version of this definition.)
The refined BSD conjecture (rBSD for short) relates the leading coefficient
of the L-function at s = 1 to the other invariants attached to JX .
Conjecture 6.2.5 (rBSD). BSD holds, X(JX) is finite, and we have the asymp-
totic
L(JX , s) ∼
R|X(JX)|τ
|JX(K)tor|2
(s− 1)r
as s→ 1.
As with the Tate and Artin-Tate conjectures, the basic conjecture implies
the refined conjecture.
Theorem 6.2.6 (Kato-Trihan). If JX satisfies the BSD conjecture, then it also
satisfies the rBSD conjecture.
(Kato and Trihan [23] actually treat the general case of abelian varieties, not
just Jacobians.)
This is a difficult theorem which completes a long line of research by many
authors, including Artin, Tate, Milne, Gordon, Schneider, and Bauer. Its proof is
well beyond what can be covered in these lectures, but we sketch a few of the main
ideas.
In [50], Schneider generalized the results of Artin-Tate to abelian varieties:
|X(A)[ℓ∞]| < ∞ for any one ℓ 6= p =⇒ the prime-to-p part of rBSD. In
[7], Bauer was able to handle the p-part for abelian varieties with everywhere
good reduction. In all of the above, the main thing is to compare a “geometric
cohomology” (such as Hi(X ,Zℓ) or crystalline cohomology) that computes the L-
function to an “arithmetic cohomology” (such as the flat cohomology of µn) that
relates to A(K) andX(A). Ultimately, on the geometric side one needs an integral
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theory which is supple enough to handle degenerating coefficients. Log crystalline
cohomology does the job in the context of semistable reduction. The Kato-Trihan
paper [23] handles the general case by an elaborate argument involving passing
to an extension of K where A achieves semistable reduction, using log-syntomic
cohomology upstairs to make a comparison with flat cohomology, and showing
that the results can be brought back down to K by a Galois argument. It is a tour
de force of p-adic cohomology theory.
6.3 Summary of implications
The results of this and the preceding two chapters show that many statements
related to the BSD and Tate conjecture are equivalent. In fact, there are many
redundancies, so the reader is invited to choose his or her favorite way to organize
the implications. The net result is the following.
Theorem 6.3.1. Let X be a smooth, proper, geometrically irreducible surface over
a finite field k, equipped with a generically smooth morphism X → C to a smooth,
proper, geometrically irreducible curve C. Let K be the function field k(C), let
X → SpecK be the generic fiber of π, and let JX be the Jacobian of X. We have
ords=1 L(JX , s)− Rank JX(K) = − ords=1 ζ(X , s) − RankNS(X ) ≥ 0 (6.3.2)
and the following are equivalent:
• Equality holds in (6.3.2).
• X(JX)[ℓ
∞] is finite for any one prime number ℓ.
• Br(X )[ℓ∞] is finite for any one prime number ℓ.
• X(JX) is finite.
• Br(X ) is finite.
If these conditions hold, then the refined BSD conjecture rBSD(JX) and the
Artin-Tate conjecture AT (X ) hold as well.
To end the chapter, we quote one more precise result [34] on the connection
between X(JX) and Br(X ):
Proposition 6.3.3 (Liu-Lorenzini-Raynaud). Assume that the equivalent conditions
of Theorem 6.3.1 hold. Then the order of Br(X ) is a square and we have
|X(JX)|
∏
v
δvδ
′
v = |Br(X )|δ
2.
Here δ is the index of X, and δv and δ′v are the index and period of X ×K Kv.
We refer to [34] for the interesting history of misconceptions about when the
order of the Brauer group or Tate-Shafarevich group is a square.
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Chapter 7
Complements
7.1 Abelian varieties over K
Assume that k is finite and let A be an abelian variety overK. Then the BSD and
refined BSD conjectures make sense for A. (See [23] for the statement—it involves
also the dual abelian variety.) Kato-Trihan and predecessors proved in this case
too that RankA(K) ≤ ords=1 L(A, s) with equality if and only if X(A)[ℓ∞] is
finite for one ℓ if and only if X(A) is finite, and that when these conditions hold,
the refined BSD conjecture does too.
We add one simple observation to this story:
Lemma 7.1.1. If the BSD conjecture holds for Jacobians over K, then it also holds
for abelian varieties over K.
Proof. It is well known that given an abelian variety A over K, there is another
abelian variety A′ over K and a Jacobian J over K with an isogeny J → A⊕A′.
If BSD holds for Jacobians, then it also holds for A ⊕ A′. But since we have an
inequality “rank ≤ ord” for abelian varieties, equality for the direct sum implies
equality for the factors. Thus BSD holds for A as well. 
7.2 Finite k, other special value formulas
Special value conjectures for varieties over finite fields can be made more stream-
lined by stating them in terms of Euler characteristics of cohomology of suitable
complexes of sheaves (so called “motivic cohomology”) and the whole zeta function
(as opposed to just the piece corresponding to one part of cohomology)—contrast
with the Artin-Tate conjecture which relates to H2. See for example [50], [29], and
[41]. See also the note on [41] on Milne’s web site for a particularly streamlined
statement using Weil-étale cohomology.
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7.3 Finitely generated k
The analytic and algebraic conjectures discussed in the preceding chapters have
generalizations to the case where k is finitely generated, rather than finite. In this
section we give a quick overview of the statements and a few words about some of
the comparisons.
Assume that k is finitely generated over its prime field. We assume as always
that X is a smooth, proper, geometrically irreducible surface over k equipped with
a flat, projective, relatively minimal morphism π : X → C where C is a smooth,
geometrically irreducible curve over k. As usual, K = k(C) is the function field of
C and X → SpecK is the generic fiber of π.
7.3.1 Algebraic conjectures
Fix a prime ℓ (with ℓ = p allowed). The conjectures T1(X , ℓ) and S(JX , ℓ) have
straightforward generalizations to the case where k is finitely generated.
As before, we have the exact sequence
0→ NS(X )⊗Qℓ → H
2(X ,Qℓ(1))→ Vℓ Br(X )→ 0
induced from the Kummer sequence as in Subsection 5.1.1.
Taking Gk invariants, we have an exact sequence
0→ NS(X )⊗Qℓ → H
2(X ,Qℓ(1))
Gk → (Vℓ Br(X ))
GK → 0.
We have a 0 on the right since H1(k,NS(X )⊗ Qℓ) is both a torsion group and a
Qℓ vector space. Conjecture T1(X , ℓ) is the statement that the first map above is
an isomorphism.
The exact sequence above shows that vanishing of a certain Brauer group
(namely (Vℓ Br(X ))GK ) is equivalent to T1(X , ℓ). Note that one cannot expect
that Br(X ) is finite in general—it may contain copies of Br(k).
It is also straightforward to generalize the Selmer group and Tate-Shafarevich
conjectures. Define groups Sel(JX ,Zℓ) and X(JX) exactly as in Subsection 5.2.1.
Then we have an exact sequence
0→ JX(K)⊗ Zℓ → Sel(JX ,Zℓ)→ TℓX(JX)→ 0.
The Selmer group conjecture is that the first map is an isomorphism, and this is
obviously equivalent to the vanishing of TℓX(JX).
7.3.2 Setup for analytic conjectures
Recall that k is assumed to be finitely generated over its prime field. This means
there is an irreducible, regular scheme Z of finite type over SpecZ whose function
field is k. Of course Z is only determined up to birational isomorphism and we
may shrink it in the course of the discussion. We write d for the dimension of Z.
7.3. Finitely generated k 47
We now choose models of the data over Z. That is, we choose schemes X˜ and
C˜ with morphisms
X˜
h //
f ❄
❄❄
❄❄
❄❄
C˜
g
    
  
  
  
Z
such that the generic fiber is
X
π //
##●
●●
●●
●●
●●
C
||①①
①①
①①
①①
①
Spec k.
Possibly after shrinking Z, we can and will assume that f , g, and h are smooth and
proper. For a closed point z ∈ Z, the residue field at z is finite, and we assume that
the fiber over z of the diagram above satisfies our usual hypotheses (in particular
hz should be relatively minimal). Shrinking Z further, we may assume that h is
“equisingular” in the sense that as z varies through geometric points over closed
points z ∈ Z, the fibers X˜z
hz→ C˜z have the same number of singular fibers with the
same configurations of components. (More precisely, we may assume that the set
of critical values of h is étale over Z.)
7.3.3 Analytic conjectures
For the rest of this section, ℓ is a prime 6= Char(k). For each smooth, projective
scheme V of dimension n over a finite field of cardinality q, we write the zeta
function of V as
ζ(V, s) =
P1(V, s) · · ·P2n−1(V, s)
P0(V, s) · · ·P2n(V, s)
where the Pi are the characteristic polynomials of Frobenius at q−s:
Pi(V, s) = det
(
1− q−s Frq |H
i(V ,Qℓ)
)
.
Now define
Φ2(X/k, s) =
∏
z∈Z
P2(X˜z , s)
−1.
Here the product is over closed points z of Z and X˜z is the fiber of f over z, which
by our hypotheses is a smooth projective surface over the residue field at z.
Similarly, define
Φ1(X/K, s) =
∏
c∈C˜
P1(X˜c, s)
−1
here the product is now over the closed points of C. In this case, the fibers are
projective curves, but they will not in general be smooth or irreducible and so we
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need a slight extension of our definition of the polynomials P1. (For the order of
vanishing conjecture to follow, we could shrink C˜ to avoid this problem, but for
the comparison between conjectures to follow, it is more convenient to set up the
definitions as we have.)
With these definitions, we have conjectures:
T2(X ) : − ords=d+1Φ2(X/k, s) = RankNS(X )
and
BSD(X) : ords=d+1Φ1(X/K, s) = RankJX(K).
7.3.4 Comparison of conjectures
Comparing the various conjectures for finitely generated k seems to be much more
complicated than for finite k.
The Shioda-Tate isomorphism 4.2.1 works for general k and gives a connec-
tion between the finitely generated groups NS(X ), JX(K), and B(k).
To discuss the zeta function side of the analytic conjectures, we make the
assumption that Char(k) = p > 0. (In characteristic 0, very little can be said
about zeta functions without automorphic techniques which are far outside the
scope of these notes.) So let us assume that Z has characteristic p and that its
field of constants has cardinality q.
In this case, the Grothendieck-Lefschetz trace formula shows that the order of
pole of Φ2(X/k, s) at s = d+1 is equal to the multiplicity of qd+1 as an eigenvalue
of Frq on H2dc (Z,R
2f∗Qℓ) for any ℓ 6= p. The Leray spectral sequence for f = gh
relates R2f∗Qℓ to R2g∗(h∗Qℓ), R1g∗(R1h∗Qℓ), and g∗(R2h∗Qℓ). It is not hard to
work out H2dc (Z,R
2g∗(h∗Qℓ)) and H2dc (Z, g∗(R
2h∗Qℓ)) and one finds that they
contribute exactly 1 +
∑
v(fv − 1) (notation as in Corollary 4.2.2) to the order of
pole.
It remains to consider H2dc (Z,R
1g∗(R
1h∗Qℓ)). The Leray spectral sequence
for h leads to an exact sequence
0→ H2dc (Z,R
1g∗(R
1h∗Qℓ))→ H
2d+1
c (C˜, R
1h∗Qℓ)
→ H2d−1c (Z,R
2g∗(R
1h∗Qℓ))→ 0
The middle group is exactly what controls Φ1(X/K, s) (in other words, its order
of vanishing at s = d + 1 is the multiplicity of qd+1 as eigenvalue of Frq on
this group). On the other hand, after some unwinding, one sees that the group
H2d−1c (Z,R
2g∗(R
1h∗Qℓ)) is related to B via a BSD conjecture.
Thus it seems possible (after filling in many details) to show that T2(X ) and
BSD(JX) +BSD(B) should be equivalent in positive characteristic. (We remark
that Tate’s article [59] gives a different analytic comparison, namely between T2(X )
and aBSD conjecture related to the rank of PicVarX , for general finitely generated
k.)
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A comparison between the algebraic conjectures along the lines of Proposi-
tion 5.3.2 looks like an interesting project. We remark that it will certainly be
more complicated than over a finite k. For example, if K ′ = Kk, then in the limit
lim
←−
n
JX(K
′)/ℓn
the subgroup B(k) dies as it is ℓ-divisible. Thus the kernel of a map Sel(JX ,Zℓ)→
Sel(JX/K
′,Zℓ)
Gk cannot be finite in general.
Finally, a comparison of analytic and algebraic conjectures, along the lines
of the results of Artin-Tate and Milne (as always assuming k has positive char-
acteristic), also seems to be within the realm of current technology (although the
author does not pretend to have worked out the details).
I know of no strong evidence in favor of the conjectures in this section beyond
the case where k is a global field.
7.4 Large fields k
We simply note that if k is “large” then one cannot expect finiteness of Br(X ) or
X(JX). For example, the exact sequence
0→ NS(X )⊗ Zℓ → H
2(X ,Zℓ(1))→ TℓBr(X )→ 0
shows that over a separably closed field, when the rank of H2 is larger than the
Picard number, Br has divisible elements.
It may also happen that Br(X ) orX(JX) has infinite p-torsion. For examples
in the case ofX (already for elliptic curves), see [63, 7.12b], where there is a Selmer
group which is in a suitable sense linear as a function of the finite ground field,
and is thus infinite when k = Fp. This phenomenon is closely related to torsion in
the deRham-Witt cohomology groups. See [64] for some related issues.
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Chapter 8
Known cases of the Tate conjecture
and consequences
8.1 Homomorphisms of abelian varieties and T1 for prod-
ucts
Let k be a field finitely generated over its prime field. In the article where he first
conjectured T1(X , ℓ) for smooth projective varieties X over k, Tate explained that
the case of abelian varieties is equivalent to an attractive statement on homomor-
phisms of abelian varieties. Namely, if A and B are abelian varieties over k, then
for any ℓ 6= Char(k), the natural homomorphism
Homk(A,B) ⊗ Zℓ → HomGk(TℓA, TℓB) (8.1.1)
should be an isomorphism.
In [60], Tate gave an axiomatic framework showing that isomorphism in
(8.1.1) follows from a fundamental finiteness statement for abelian varieties over k,
which is essentially trivial for finite k. The finiteness statement (and thus isomor-
phism in (8.1.1)) was later proven for all finitely generated fields of characteristic
p > 0 by Zarhin [72] (p > 2) and Mori (p = 2); see [42], and for finitely generated
fields of characteristic zero by Faltings [14].
Isomorphism in (8.1.1) in turn implies T1(X , ℓ) for products of curves and
abelian varieties (and more generally for products of varieties for which T1 is
known). This is explained, for example, in [60] or [69].
Summarizing the part of this most relevant for us, we have the following
statement.
Theorem 8.1.2. If k is a finitely generated field and X is a product of curves over
k, then for all ℓ 6= Char(k) we have an isomorphism
NS(X )⊗ Zℓ→˜H
2(X ,Zℓ(1))
Gk
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8.2 Descent property of T1 and domination by a product
of curves
The property in question is the following.
Lemma 8.2.1. Suppose k is a finitely generated field and X is smooth, proper
variety over k satisfying T1. If X99KY is a dominant rational map, then T1(Y)
holds as well.
This is explained in [62] and, with an unnecessary hypothesis on resolution
of singularities, in [51]. The latter article points out the utility of combining The-
orem 8.1.2 and Lemma 8.2.1 to prove the following result.
Corollary 8.2.2. If k is a finitely generated field and X is a variety admitting a
dominant rational map from a product of curves
∏
i Ci99KX , then T1 holds for X .
The corollary implies most of the known cases of T1 for surfaces (some of
which were originally proven by other methods). Namely, we have T1 for: rational
surfaces, unirational surfaces, Fermat surfaces, and more generally hypersurfaces
of dimension 2 defined by an equation in 4 monomials (with mild hypotheses). We
refer to [55] for these last surfaces, which Shioda calls “Delsarte surfaces.” See also
[65] and [67].
Of course, for finite k, surfaces which satisfy T1 lead to curves whose Jaco-
bians satisfy BSD. We will explain in the next chapter how this leads to Jacobians
of large rank over global function fields.
Remark 8.2.3. In a letter to Grothendieck dated 3/31/64 [10], Serre constructs an
example of a surface which is not dominated by a product of curves. In a note to
this letter, Serre says that Grothendieck had hoped to prove the Weil conjectures
by showing that every variety is dominated by a product of curves, thus reducing
the problem to the known case of curves. Thanks to Bruno Kahn for pointing out
this letter. See also [51] for other examples of varieties not dominated by products
of curves.
8.3 Other known cases of T1 for surfaces
Assume that k is a finite field. The other main systematic cases of T1 for surfaces
over k are for K3 surfaces. Namely, Artin and Swinnerton-Dyer showed in [4] that
X(E) is finite for an elliptic curve E over k(t) when the corresponding elliptic
surface E → P1k is a K3 surface. And Nygaard and Ogus showed in [45] that if X
is a K3 surface of finite height and Char(k) ≥ 5, then T1 holds for X .
In a recent preprint, Lieblich and Maulik show that the Tate conjecture hold
for K3 surfaces over finite fields of characteristic p ≥ 5 if and only if there are only
finitely many isomorphism classes of K3s over each finite field of characteristic p.
This is reminiscent of Tate’s axiomatization of T1 for abelian varieties.
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It was conjectured by Artin in [1] that a K3 surface of infinite height has
Néron-Severi group of rank 22, the maximum possible, and so this conjecture
together with [45] would imply the Tate conjecture for K3 surfaces over field of
characteristic ≥ 5. Just as we are finishing these notes, Maulik and Madapusi
Pera have announced (independently) results that would lead to a proof of the
Tate conjecture for K3s with a polarization of low degree or of degree prime to
p = Char(k).
Finally, we note the “direct” approach: We have a priori inequalities
RankNS(X ) ≤ dimQℓ H
2(X ,Qℓ(1))
Gk ≤ − ords=1 ζ(X , s)
and if equality holds between the ends or between the first two terms, then we
have the full Tate conjectures. It is sometimes possible to find, say by geometric
construction, enough cycles to force equality. We will give an example of this in
the context of elliptic surfaces in the next chapter.
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Chapter 9
Ranks of Jacobians
In this final chapter, we discuss how the preceding results on the BSD and Tate
conjectures can be used to find examples of Jacobians with large rank analytic
and algebraic rank over function fields over finite fields. In the first four sections
we briefly review results from recent publications, and in the last three sections
we state a few results that will appear in future publications.
9.1 Analytic ranks in the Kummer tower
In this section k is a finite field, K = k(t), and for each positive integer d prime
to p, Kd = k(t1/d).
It turns out that roughly half of all abelian varieties defined over K have
unbounded analytic rank in the tower Kd. More precisely, those that satisfy a
simple parity condition have unbounded rank.
Theorem 9.1.1. Let A be an abelian variety over K with Artin conductor n (an
effective divisor on P1k). Write n
′ for the part of n prime to the places 0 and ∞ of
K. Let Swanv(A) be the exponent of the Swan conductor of A at a place v of K.
Suppose that the integer
deg(n′) + Swan0(A) + Swan∞(A)
is odd. Then there is a constant c depending only on A such that if d = pf + 1
then
ords=1 L(A/Kd, s) ≥
pf + 1
od(q)
− c
where oq(d) is the order of q in (Z/dZ)×.
This is a slight variant of [67, Theorem 4.7] applied to the representation of
GK on VℓA. Note that od(q) ≤ 2f so the rank tends to infinity with f .
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9.2 Jacobians of large rank
Theorem 9.1.1 gives an abundant supply of abelian varieties with large analytic
rank. Using Corollary 8.2.2, we can use this to produce Jacobians of large algebraic
rank.
Theorem 9.2.1. Let p be an odd prime number, K = Fp(t), and Kd = Fp(t1/d).
Choose a positive integer g such that p 6 |(2g + 2)(2g + 1) and let X be the hyper-
elliptic curve over K defined by
y2 = x2g+2 + x2g+1 + t.
Let JX be the Jacobian of X, an abelian variety of dimension g over K. Then for
all d the BSD conjecture holds for JX over Kd, and there is a constant depending
only on p and g such that for all d of the form d = pf + 1 we have
RankJX(Kd) ≥
pf + 1
2f
− c.
This is one of the main results of [67]. We sketch the key steps in the proof.
The analytic rank of JX is computed using Theorem 9.1.1. Because X is defined
by an equation involving 4 monomials in 3 variables, by Shioda’s construction it
turns out that the surface X → P1 associated to X/Kd is dominated by a product
of curves. Therefore T2 holds for X and BSD holds for JX . In [67] we also checked
that JX is absolutely simple and has trivial K/Fq trace for all d.
In [67] we gave other examples so that for every p and every g > 0, there is
an absolutely simple Jacobian of dimension g over Fp(t) which satisfies BSD and
has arbitrarily large rank in the tower of fields Kd.
9.3 Berger’s construction
The results of the preceding sections how that Shioda’s 4-monomial construction
is a powerful tool for deducing BSD for certain specific Jacobians. However, it has
the defect that it is rigid—the property of being dominated by a Fermat surface,
or more generally by a product of Fermat curves, does not deform.
In her thesis, Berger gave a more flexible construction which leads to families
of Jacobians satisfying BSD in each layer of the Kummer tower. We quickly sketch
the main idea; see [8] and [70] for more details.
Let k be a general field and fix two smooth, proper, geometrically irreducible
curves C and D over k. Fix also two separable, non-constant rational functions
f ∈ k(C)× and g ∈ k(D)× and form the rational map
C × D99KP1 (x, y) 7→ f(x)/g(y).
Under mild hypotheses on f and g, the generic fiber of this map has a smooth,
proper model X → SpecK = k(t).
Berger’s construction is designed so that the following is true.
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Theorem 9.3.1 (Berger). With notation as above, for all d prime to p = Char(k),
the surface Xd → P1 associated to X over Kd = k(t1/d) ∼= k(u) is dominated by a
product of curves. Thus if k is finite, the BSD conjecture holds for JX over Kd.
It is convenient to think of the data in Berger’s construction as consisting of
a discrete part, namely the genera of C and D and the combinatorial type of the
divisors of f and g, and a continuous part, namely the moduli of the curves and
the locations of the zeros and poles of the functions. From this point of view it is
clear that there is enormous flexibility in the choice of data. In [8], Berger used
this flexibility to produce families of elliptic curves over Fp(t) such that for almost
all specializations of the parameters to values in Fq, the resulting elliptic curve
over Fq(t) satisfies BSD and has unbounded rank in the tower Kd = Fq(t1/d).
Note that the values of d which give high ranks (via Theorem 9.1.1) are
those of the form pf +1 and there is a well-known connection between such values
and supersingularity of abelian varieties over extensions of Fp. Using Berger’s
construction and ideas related to those in the next section, Occhipinti produced
elliptic curves over Fp(t) which have high rank at every layer of the tower Fp(t1/d).
More precisely, he finds curves E/Fp(t) such that RankE(Fp(t1/d) ≥ d for all d
prime to p. This seems to be a completely new phenomenon. See [46] and the
paper based on it for details.
9.4 Geometry of Berger’s construction
In [70], we made a study of the geometry of Berger’s construction with a view
toward more explicit results on ranks and Mordell-Weil groups.
To state one of the main results, let C, D, f , and g be as in Berger’s con-
struction. Define covers Cd → C and Dd → D by the equations
zd = f(x) wd = g(x).
We have an action of µd on Cd and Dd and their Jacobians. It turns out that the
surface Xd → P1 associated to X over Kd = k(t1/d) is birational to the quotient
of Cd ×Dd by the diagonal action of µd. This explicit domination by a product of
curves makes it possible to compute the rank of JX over Kd in terms of invariants
of Cd and Dd. More precisely,
Theorem 9.4.1. Suppose that k is algebraically closed. Then there exist positive
integers c1, c2, and N such that for all d relatively prime to N we have
RankMW(JX/Kd) = RankHomk−av(JCd , JDd)
µd − dc1 + c2.
Here the superscript indicates those homomorphisms which commute with the ac-
tion of µd on the two Jacobians.
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The constants c1 and c2 are given explicitly in terms of the input data, and
the integer N is there just to make the statement simple—there is a formula for
the rank for any value of d. See [70, Thm. 6.4] for the details.
The theorem relates ranks of abelian varieties over a function field Kd to
homomorphisms of abelian varieties over the constant field k. The latter is some-
times more tractable. For example, when k = Fp, the homomorphism groups can
be made explicit via Honda-Tate theory.
Here is another example where the endomorphism side of the formula in
Theorem 9.4.1 is tractable: Using it and Zarhin’s results on endomorphism rings
of superelliptic Jacobians, we gave examples in [71] of Jacobians over function
fields of characteristic zero with bounded ranks in certain towers. More precisely:
Theorem 9.4.2. Let gX be an integer ≥ 2 and let X be the smooth, proper curve
of genus gX over Q(t) with affine plane model
ty2 = x2gX+1 − x+ t− 1.
Then for every prime number p and every integer n ≥ 0, we have
RankJX(Q(t
1/pn)) = 2gX .
Another dividend of the geometric analysis is that it can sometimes be used
to find explicit points in high rank situations. (In principle this is also true in the
context of Shioda’s 4-monomial construction, but I know of few cases where it has
been successfully carried out, a notable exception being [56] which relates to an
isotrivial elliptic curve.)
The following example is [70, Thm. 8.1]. The point which appear here are
related to the graphs of Frobenius endomorphisms of the curves Cd and Dd for a
suitable choice of data in Berger’s construction.
Theorem 9.4.3. Fix an odd prime number p, let k = Fp, and let K = k(t). Let X
be the elliptic curve over K defined by
y2 + xy + ty = x3 + tx2.
For each d prime to p, let Kd = k(t1/d) ∼= k(u). We write ζd for a fixed primitive
d-th root of unity in k. Let d = pn + 1, let q = pn, and let
P (u) =
(
uq(uq − u)
(1 + 4u)q
,
u2q(1 + 2u+ 2uq)
2(1 + 4u)(3q−1)/2
−
u2q
2(1 + 4u)q−1
)
.
Then the points Pi = P (ζidu) for i = 0, . . . , d− 1 lie in X(Kd) and they generate a
finite index subgroup of X(Kd), which has rank d− 2. The relations among them
are that
∑d−1
i=0 Pi and
∑d−1
i=0 (−1)
iPi are torsion.
The main result of [70] also has some implications for elliptic curves over
C(t). We refer the reader to the last section of that paper for details.
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9.5 Artin-Schreier analogues
The results of the preceding four sections are all related to the arithmetic of
Jacobians in the Kummer tower Kd = k(t1/d). It turns out that all of the results—
high analytic ranks, a Berger-style construction of Jacobians satisfying BSD, a
rank formula, and explicit points—have analogues for the Artin-Schreier tower,
that is for extensions k(u)/k(t) where uq−u = f(t). See a forthcoming paper with
Rachel Pries [48] for more details.
9.6 Explicit points on the Legendre curve
As we mentioned before, if one can write down enough points to fill out a finite
index subgroup of the Mordell-Weil group of an abelian variety, then the full BSD
conjecture follows. This plays out in a very satisfying way for the Legendre curve.
More precisely, let p be an odd prime, let K = Fp(t), and let
Kd = Fp(µd)(t
1/d) ∼= Fp(µd)(u).
Consider the Legendre curve
E : y2 = x(x+ 1)(x+ t)
over K. (The signs are not the traditional ones, and E is a twist of the usual
Legendre curve. It turns out that the + signs are more convenient, somewhat
analogous to the situation with signs of Gauss sums.)
If we take d of the form d = pf +1, then there is an obvious point on E(Kd),
namely P (u) = (u, u(u+1)d/2). Translating this point by Gal(Kd/K) yields more
points: Pi = P (ζidu) where ζd ∈ Fp(µd) is a primitive d-th root of unity and
i = 0, . . . , d− 1.
In [68] we give an elementary proof of the following.
Theorem 9.6.1. The points Pi generate a subgroup of E(Kd) of finite index and
rank d − 2. The relations among them are that
∑d−1
i=0 Pi and
∑d−1
i=0 (−1)
iPi are
torsion.
It is easy to see that the L-function of E/Kd has order of zero at s = 1 a priori
bounded by d− 2, so we have the equality ords=1 L(E/Kd, s) = RankE(Kd), i.e.,
the BSD conjecture. Thus we also have the refined BSD conjecture. Examining
this leads to a a beautiful “analytic class number formula”: Let Vd be the subgroup
of E(Kd) generated by the Pi and E(Kd)tor. (The latter is easily seen to be of
order 8.) Then we have
[E(Kd) : Vd]
2 = |X(E/Kd)|
and these numbers are powers of p.
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It then becomes a very interesting question to make the displayed quantity
more explicit. It turns out that E is closely related to the X of the previous
section, and this brings the geometry of “domination by a product of curves”
into play. Using that, we are able to give a complete description of X(E/Kd)
and E(Kd)/Vd as modules over the group ring Zp[Gal(Kd/K)]. These results will
appear in a paper in preparation.
It also turns out that we can control the rank of E(Kd) for general d, not
just those of the form pf+1. Surprisingly, we find that there is high rank for many
other values of d, and in a precise quantitative sense, among the values of d where
E(Kd) has large rank, those prime to all pf +1 are more numerous than those not
prime to pf + 1. The results of this paragraph will appear in publications of the
author and collaborators, including [47] and works cited there.
9.7 Characteristic 0
Despite significant effort, I have not been able to exploit Berger’s construction
to produce elliptic curves (or Jacobians of any fixed dimension) over C(t) with
unbounded rank. Roughly speaking, efforts to increase the Hom(. . . )µd term, say
by forcing symmetry, seem also to increase the value of c1. (Although one benefit
of this effort came from examination of an example that led to the explicit points
in Theorem 9.4.3 above.)
At the workshop I explained a heuristic which suggests that ranks might be
bounded in a Kummer tower in characteristic zero. Theorem 9.4.2 above is an
example in this direction. I do not know how to prove anything that strong, but
we do have the following negative result.
Recall that an elliptic surface π : E → C has a height, which can be defined as
the degree of the invertible sheaf (R1π∗OE)−1. When C = P1, the height is ≥ 3 if
and only if the Kodaira dimension of E is 1. Recall also that there is a reasonable
moduli space for elliptic surfaces of height d over C and it has dimension 10d− 2.
In the following “very general” means “belongs to the complement of countably
many divisors in the moduli space.”
Theorem 9.7.1. Suppose that E/C(t) is the generic fiber of E → P1 over C where
E is a very general elliptic surface of height d ≥ 3. Then for every finite extension
L/C(t) where L is rational field (i.e., L ∼= C(u)), we have E(L) = 0.
The theorem is proven by controlling the collection of rational curves on
E and is a significant strengthening of a Noether-Lefschetz type result (cf. [12])
according to which the Néron-Severi group of a very general elliptic surface is
generated by the zero section and a fiber. More details on Theorem 9.7.1 and the
heuristic that suggested it will appear in a paper currently in preparation.
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