In this paper we study the departure processes of two rate-control throttles: the token bank and the leaky bucket. Using sample path methods and the notion of majorization, we analyze the e ect that parameters such as the token bu er capacity and token generation period have on the vector of interdeparture times. In the transient case, we establish the monotonicity of the burst reduction in the sense of the majorization. In the case that the departure process is asymptotically mean stationary and ergodic, the transient comparison results allow us to establish the monotonicity of the stationary interdeparture times in the sense of the convex ordering. Comparisons between the two ow control schemes are also established when appropriate.
Introduction
Rate control throttles in ATM networks have received considerable attention in recent years. This is because they are open loop control schemes, are easy to implement, and have been shown through numerous performance studies to e ectively reduce the burstiness in the tra c o ered by a source to a network (see 12, 11, 3] for examples of such studies). The goal of this paper is to investigate the burst reduction properties of two rate-control throttles, the token bank and leaky bucket. Speci cally, we study the e ect that di erent parameters have on the departure processes produced by these two schemes.
Brie y, a rate-control throttle is associated with each data source. It generates tokens periodically and each packet emanating from the data source is required to pair up with a token prior to departing. In the event that there is no token present at the time that a packet arrives, the packet enters a data bu er. Similarly, there is a token bu er associated with the token generator. The token bank and leaky bucket schemes di er from each other only when the token bu er is full. In this case, the token bank continues to generate tokens (which are thrown out so long as the token bu er remains full) whereas the leaky bucket halts token generation until the token bu er becomes non-full.
For both of these schemes, we examine the e ect of varying the token generation rate and the token bu er capacity on the departure process from the ow control mechanisms (which is the process of packet arrivals to the network). Using sample path arguments, we show that the interdeparture vector under one scheme is either majorized or weakly supermajorized by the interdeparture time vector of the same scheme with a larger token bu er capacity. We establish a similar result when we increase the length of the token generation period. These results yield convex and decreasing convex orderings between the stationary interdeparture times when these quantities exist. We also compare the departure processes of the token bank and leaky bucket control schemes when their token bu er capacities are either identical or di er by one. This result is established only in the case that the data bu er capacities are in nite.
Our work is related to the works of Kuang 7, 8] , Budka 5] , and Budka and Yao 6] . Kuang 7] rst showed that the token bank reduces bursts in the packet arrival process to the network in the sense that the interdeparture time vector from a token bank is majorized by the interarrival time vector of the source. In 8] , he presented (without detailed proofs) several monotonicity properties of the token bank. Budka and Yao 5, 6] examined monotonicity and concavity properties of the throughput of several rate-control throttles including the token bank and leaky bucket using sample path arguments. However, they did not address the burst reduction properties of these schemes. Our use of the terms token bank and leaky bucket is taken from 5] . We warn the reader that most other papers use the term \leaky bucket" when referring to the mechanism that we ( and Budka and Yao) refer to as the token bank.
There are other ways to compare burst reduction properties of di erent mechanisms. For example Anantharam and Konstantopoulos 1] considered a token bank feeding a downstream in nite capacity queue with deterministic single server. They studied the e ect that varying the token bu er capacity has on the bu er occupancy of the downstream queue. They showed that the stationary bu er occupancy at this queue is a stochastically increasing function of the token bu er size in the token bank. In a companion paper 9], we considered the e ect of varying parameters on the waiting times of individual packets at such a downstream queue when it is in nite in capacity, and on the process describing the number of losses when it is nite. The results of both studies corroborate the results presented in this paper. Last, Berger and Whitt, 4] used similar arguments to study the e ect of bu er allocation between the token bank data bu er and the downstream bu er.
The remainder of this paper is organized as follows. Section 2 de nes and introduces a formal model for the token bank and leaky bucket. In addition, the comparison techniques and some elementary sample path properties used in the remainder of the paper are de ned and derived in this section. Results established for systems with in nite capacity and nite capacity data bu ers are established respectively in Sections 3 and 4. A summary is provided in Section 5.
Notation and Preliminaries

Model of Rate Control Throttle
Two types of rate-control throttles will be considered: the token bank (TB) and the leaky bucket (LB). In both schemes, there is a data bu er of size 0 B D 1 and a token bu er of size 0 B T 1. Let B = B D + B T be the total bu er size. In order to avoid triviality, we assume that B 1.
The two schemes di er slightly in the way that tokens are generated. In the token bank, tokens are generated periodically with constant rate T ?1 < 1 (or token generation period length T > 0).
A generated token is accepted by the token bu er if there is empty space, i.e., if the token bu er is not full. Tokens that nd the token bu er full at the times of their arrival are rejected.
In the leaky bucket, the tokens are generated periodically with constant token generation rate T ?1 < 1. When the token bu er is full, the token generator is shut o . The token generator is turned on again when the token bu er has space for at least one token. Note that, if at time t the queue length of the token bu er drops from B T to B T ? 1, the next token arrival occurs at time t + T.
When a cell (or xed length packet) arrives, it is accepted by the data bu er if it not full. A cell that nds the data bu er full at the time of its arrival is rejected (or marked and transmitted to the downstream system with lower priority). A cell leaves the data bu er and is transmitted to the downstream system if there is a token in the token bu er. When a cell leaves the data bu er, it consumes one token, i.e., a token leaves the token bu er at the same time. By convention, we will assume that when a token and a cell arrive simultaneously in the system, both the cell and the token are accepted, whatever the status of the data bu er and the token bu er may be. In such a case, a cell and a token leave the system at the same time.
When B T = 0, the leaky bucket scheme is not de ned. We assume, by convention, that there is a token bu er which is always considered to be empty. Under such an assumption, the leaky bucket behaves exactly in the same way as the token bank scheme does.
Note that in practice, there is no need for a bu er to store tokens. A token counter su ces. The token bu er serves to visualize the way how these control mechanisms work.
Unless otherwise stated, we will assume throughout this paper that the token bu er is full (so that the data bu er is empty) at the beginning.
We de ne following notation: a n : arrival time of the n-th cell; a 1 > 0; for notational simplicity and without loss of generality, we assume that there is at most one cell arrival at any time; n = a n ? a n?1 : n-th inter-arrival time; 1 = a 1 ; â n : arrival time of the n-th accepted cell;â 1 = a 1 ; g n : time epoch when the n-th token is generated; by convention, we assume g n = 0, 1 n B T , and g B T +1 > 0; s n : the arrival time of the n-th accepted token; by convention, s n = 0, 1 n B T , and s B T +1 > 0; d n : time epoch of the n-th cell departure; n = d n ? d n?1 : n-th cell inter-departure time; 1 = d 1 .
Let A = fa n g 1 n=1 be the cell arrival sequence, and b A = fâ n g 1 n=1 be the arrival sequence of accepted cells. Denote by V = fv n g 1 n=1 the indices of accepted cells, viz.,â n = a vn . Note that when the data bu er is in nite, the sequences A and b A coincide, and v n = n for all n = 1; 2; .
Let G = fg n g 1 n=1 be the sequence of token generation times, and S = fs n g 1 n=1 the arrival time sequence of accepted tokens. Note that in the leaky bucket scheme, these two sequences are identical.
Let = f n g 1 n=1 and = f n g 1 n=1 be the sequence of interarrival times and the sequence of inter-departure times. For all n 1, denote n = ( 1 ; ; n ), n = ( 1 ; ; n ). These processes are assumed to be right-continuous. Thus, Q D an and Q T an represent the numbers of cells and tokens, respectively, waiting in the system just after the arrival of the n-th accepted cell.
The above quantities will be parameterized, when necessary, by: (1) the type of control scheme, TB (for token bank) or LB (for leaky bucket); (2) the size of the data bu er; (3) the size of the token bu er; and (4) The assumption of convergence in coupling includes most of the models of bursty tra c used in the literature. It contains the class of stationary and ergodic sequences, which in turn includes renewal processes, Markov modulated Poisson processes, etc.
Majorization and Stochastic Ordering
The comparison and monotonicity results presented in this paper will be based on the notions of majorization and convex ordering.
De ne rst the notion of majorization. Let x = (x 1 ; ; x n ); y = (y 1 ; ; y n ) 2 IR n be two real vectors. Vector x is said to be majorized by vector y (written x y) if and only if
where the notation x i] is taken to be the i-th largest element of x. If
y i] ; k = 1; ; n; then vector x is said to be weakly submajorized by vector y, written x w y. If
y (i) ; k = 1; ; n; where the notation x (i) is taken to be the i-th smallest element of x, then vector x is said to be weakly supermajorized by vector y, written x w y.
Clearly, if x y, then x w y and x w y.
Various properties concerning these majorizations can be found in Marshall and Olkin 10] . In particular, we have the following characterizations of (weak) majorizations: Lemma 2.1 ( 10, pp. 108-109 Another property that will be used is the closure property of majorizations under concatenation: Lemma 2.2 ( 10, Proposition 5.A.7, p.121] ) For any vectors x; y 2 IR n , and x 0 ; y 0 2 IR m , if x (resp. w ; w ) y; and x 0 (resp. w ; w ) y 0 ; then (x; x 0 ) (resp. w ; w ) (y; y 0 ):
The following lemma is easily veri ed by the de nition of majorization. Lemma 2.3 Let n 1. The vector x = (x 1 ; x 2 ; ; x n ) 2 IR n is weakly supermajorized by y = (y 1 ; y 2 ; ; y n ) 2 IR n , x w y, if x 1 x 2 x n?1 x n , and for all 1 i n,
If moreover P n j=1 x j = P n j=1 y j , then x is majorized by y, x y. Throughout this paper, positivity and increasingness are understood to be in the non-strict sense, i.e., \increasing" means \nondecreasing", \positive" means \nonnegative".
Preliminary Sample Path Comparison Results
We now present some preliminary comparison relations which will be used in the proofs of our main results. Lemma 2.6 Consider two rate-control throttles C and C 0 , which have the same arrival sequence of accepted cells b A, but di erent arrival sequences of accepted tokens S = fs n g 1 n=1 and S 0 = fs 0 n g 1 n=1 for C and C 0 , respectively. Let K and K 0 be the sets of instantaneous departure points of C and C 0 , respectively. If for all n 1, s n s 0 n , then K K 0 .
Proof. Note that n 2 K if and only ifâ n s n . Thus, for all n 2 K,â n s n s 0 n , so that n 2 K 0 .
The following lemma was shown in 9]: Lemma 2.7 ( 9] ) Let C be a rate-control throttle with token generation period length T, token bu er size B T 1 and the arrival sequence of accepted cells b A. Let K = fn 1 ; n 2 ; ; n k ; ; n k 0 g, where k 0 1, 1 = n 1 < n 2 < < n k < < n k 0 (by convention, n k 0 = 1 if k 0 = 1). Then, for all k 2, d n k ? d n k?1 =â n k ?â n k?1 : (2:3) Moreover, for all 2 k k 0 , if n k > n k?1 + 1, then n k?1 +1 T; n k?1 +2 = = n k ?1 = T; n k T: (2:4) Further, if k 0 < 1, then n k 0 +1 T; i = T; i n k 0 + 2: (2:5)
The above lemmas yield the following basic comparison result.
Lemma 2.8 Consider two rate-control throttles C and C 0 , which have token bu er sizes B T 1 and B 0 T 0, respectively, token generation period lengths T and T 0 , respectively, arrival sequences of accepted tokens S = fs n g 1 n=1 and S 0 = fs 0 n g 1 n=1 , respectively, and the common arrival sequence of accepted cells b
A. Let K (resp. K 0 ) be the instantaneous departure points of C (resp. C 0 ), and = f n g 1 n=1 (resp. 0 = f 0 n g 1 n=1 ) be the sequence of inter-departure times of C (resp. C 0 ). If for all n 1, s n s 0 n , then n 0 n ; n 2 K; and n w 0 n ; n 2 K:
Proof. Applying rst Lemma 2.6 implies that K K 0 . Let K = fn 1 ; n 2 ; ; n k ; ; n k 0 g, where 1 = n 1 < n 2 < < n k < < n k 0 1.
Let d n (resp. d 0 n ) be the n-th departure time in C (resp. C 0 ). It then follows that for all n = 1; 2; , d n = max(â n ; s n ) max(â n ; s 0 n ) = d 0 n : Observe that for all k = 1; 2; ; k 0 , d n k = d 0 n k =â n k . Thus, appealing We consider in this section the case where the data bu er has in nite capacity, B D = 1. In this case, all cells are accepted, a n =â n .
Comparison in Transient Regime
We rst present the following inequalities which come from 9].
Lemma 3.1 ( 9] 
The following theorem compares the leaky bucket scheme with the token bank scheme. (3:5) n (T B; 1; B T ; T) n (LB; 1; B T + 1; T); 8n 2 K(TB; 1; B T ; T); n (T B; 1; B T ; T) w n (LB; 1; B T + 1; T); 8n 2 K(TB; 1; B T ; T): (3:6) Proof. Relation (3.5 ) is a consequence of Lemma 2.8 and inequality (3.1), whereas relation (3.6) follows from Lemma 2.8 and inequality (3.2) . When the token bu er has in nite capacity, the inter-departure times are identical to the interarrival times. Therefore, the leaky bucket and the token bank ow control schemes reduce the burstiness: Corollary 3.2 Assume B T 1. Then for any xed cell arrival sequence A, n (T B; 1; B T ; T) n ; 8n 2 K(TB; 1; B T ; T); n (T B; 1; B T ; T) w n ; 8n 2 K(TB; 1; B T ; T); (3:9) n (LB; 1; B T ; T) n ; 8n 2 K(LB; 1; B T ; T); n (LB; 1; B T ; T) w n ; 8n 2 K(LB; 1; B T ; T): (3:10) Remark: Relations (3.7) and (3.9) were presented in 8] and 7], respectively. Note, however, that these relations do not hold when B T = 0 (see the remark at the end of this section).
We now consider the e ects of the token generation period length on the burst reduction of the rate-control throttles. (3:12) Proof. Lemma 2.8 together with relation (3.4) imply the assertion of the theorem.
Comparison in the Stationary Regime
We now consider the comparison in the stationary regime. We will therefore assume that the sequences of interdeparture times under analysis converge in coupling. This is trivially the case when T > 1. If the sequence of cell interarrival times is a stationary and ergodic, and T < 1, then the sequence of the interdeparture times converges in coupling. The interested reader is referred to 9] for detailed discussions. Remark: Note that the results obtained in this section pertaining to the variability of interdeparture times do not hold in general when the token bu er size is zero (B T = 0). The following simple example indicates that when B T = 0, the departure sequence may be burstier (in the sense of majorization and convex ordering) than the arrival sequence. Let the token generation period length be T = 3. The interarrival times of the cells are 4; 5; 4; 5; 4; 5; . Then, one can see that the interdeparture times are 3; 6; 3; 6; 3; 6; .
Main Results in the Finite Data Bu er Case
In this section, we consider the case when the data bu er is nite: B D < 1. Our results rely heavily on the following invariance properties of the rate-control throttles that we have been studying. These were established in 4] for the token bank and in 9] for the leaky bucket. 
Sensitivity
Theorem 4.1 implies that the throughput is insensitive to the partition of the sizes of data bu er and token bu er. However, as is shown below, the variability in the departure process is sensitive to this partition. Observe that an accepted cell sees the system as if it had in nite data bu er. Thus, the above two relations allow us to apply Corollary 3.1 and to obtain relations (4.3) and (4.4). Therefore, cf. Lemma 2.4, relations (4.5) and (4.6) hold.
Monotonicity
We now establish the monotonicity of the variability with respect to the data bu er size. In order to prove the above theorem, we need three lemmas whose proofs are provided in Appendix A. Remark: In the case of B T = 0, the \ icx " relation can be replaced with a \ st " ordering in (4.7) . This is because the underlying vectorial relation in Lemma 4.1 is \=" instead of \ ".
Summary
In this paper we have studied the e ect that the token bank and leaky bucket have on the process of packet arrivals to a network. We have shown that they both decrease burstiness in the sense of a majorization on the interdeparture time vectors. We also established monotonicity properties in the form of majorizations with respect to di erent parameters such as token bu er capacity and token generation period. In addition, we established comparisons between the two schemes. These results were established both in the transient regime and in the stationary regime. In the latter case, the comparisons convert to convex and decreasing convex orderings.
A Proofs of Lemmas 4.1, 4.2 and 4.3 In this appendix, we prove Lemmas 4.1, 4.2 and 4.3 
T). This is easily done
by induction on the times of arrivals and token generation times, 0 = t 1 < t 2 < . Clearly, it is true at t = t 1 . Assume now that it is true for t t i . Clearly it holds for t i < t < t i+1 . We will establish it for t = t i+1 . There are two cases according to whether the next event is an arrival or departure. In the case of a cell arrival Proof. Note that the sequences of cell (resp. token) arrivals are the same in the two systems. Let ft n g 1 n=1 be the sequence of time epochs when a cell or a token arrives in both control schemes, where 0 = t 1 < t 2 < < t n < . We rst show by induction that for all n = so that (A.3) holds for n + 1.
Case 3: A token arrives at time t n+1 .
If the token is accepted by both systems, or if the token is not accepted by either of the systems, then the queue lengths Z t are either decreased by one in both systems or unchanged in both systems, so that (A.3) trivially holds for n + 1. If, however, the token is accepted by only one of the control schemes. Then, the inductive assumption (A. Proof. Note that in the two leaky bucket control schemes, the sequences of token arrivals are not the same in general. The proof is therefore a little more tedious.
We rst show that for all t 0, For the sake of brevity, we assume, without loss of generality, that cells do not arrive at the same time as tokens. In fact, if a cell arrives at the same time as a token, we can consider it as if the cell arrives just prior to the token.
We describe the behavior of the two systems when given the same cell arrival sequence by a nite state machine (Figure 1 ). This machine contains six states which di er according to the relative values of Z t (LB; B D ; B T ; T), Z t (LB; B D +1; B T ; T), h t (LB; B D ; B T ; T), and h t (LB; B D +1; B T ; T). In Figure 1 , Z t and h t refer to the variables in system (LB; B D + 1; B T ; T), and Z 0 t and h 0 t to the variables in system (LB; B D ; B T ; T).
The systems start in state (1) . This state remains unchanged whenever a token arrives (in both systems), or a cell arrives (in both systems) and Z t < B D . The systems transit to state (2) 
