Bacteria communicate through small diffusible molecules in a process known as quorum sensing. Quorum-sensing inhibitors are compounds which interfere with this, providing a potential treatment for infections associated with bacterial biofilms. We present an individual-based computational model for a developing biofilm. Cells are aggregated into particles for computational efficiency, but the quorum-sensing mechanism is modelled as a stochastic process on the level of individual cells.
states of high and low QSM production will be described as being up-and down-regulated, respectively.
Group behaviour mediated by quorum sensing occurs, for example, in luminescence in Aliivibrio fisheri, which is costly for an individual bacterium (in the open ocean), but beneficial at high cell densities within the light organs of certain squid (Waters and Bassler, 2005) . It is also thought to influence biofilm development in several species of bacteria (Parsek and Greenberg, 2005) , and to regulate swarming (Eberl et al., 1996; Kohler et al., 2000; Lindum et al., 1998; Daniels et al., 2004) . In a wide range of bacteria, virulence gene expression is controlled by quorum sensing (Rumbaugh et al., 1999; Antunes et al., 2010) . For P. aeruginosa, whilst the experimental evidence is conflicting (Parsek and Greenberg, 2005) , biofilm structure has been seen to be affected by quorum sensing (Davies et al., 1998; Hentzer et al., 2002; Wang et al., 2007) . It has been hypothesised that EPS production in P. aeruginosa is controlled by quorum sensing (Stoodley et al., 2002) , with some authors reporting a difference in the structure of EPS produced by mutant strains which are defective in quorum sensing ; for a recent review see de Kievit (2009) . EPS production is costly for individual bacteria, but may protect the biofilm as a whole and lead to an increased resistance to toxic compounds. EPS-producing strains of bacteria may also have an competitive advantage within a biofilm (Nadell et al., 2008) .
Many types of bacteria have developed significant resistance to antibiotics. Bacteria in biofilms evade host defences, and these infections respond particularly poorly to conventional antimicrobial chemotherapy (Stewart and Costerton, 2001) . One alternative approach to controlling bacterial infections is to interfere with their quorum-sensing mechanisms (Williams, 2002) . A number of compounds, such as the halogenated furanone compounds secreted by the macro-algae (seaweed) Delisea pulchra (Mansfield et al., 1999) , or enzymes secreted by other bacteria (such as Bacillus species (Lee et al., 2002; Dong et al., 2002) ), have been observed to inhibit quorum sensing through AHLs in P. aeruginosa (Reimmann et al., 2002; Hentzer et al., 2003) . Halogenated furones bind to the transcriptional activator protein and enhance its degredation, whilst the bacterial enzymes act by degrading the QSM.
Their medical, environmental and industrial importance, as well as their intrinsic scientific interest, has led to extensive modelling studies of bacterial biofilms (see, e.g., the review of Klapper and Dockery (2010) ), adopting a variety of continuum and individual-(or agent-) based approaches.
Individual-based models (IBMs) are a common approach (e.g. Kreft et al., 1998 Kreft et al., , 2001 Chang et al., 2003; Picioreanu et al., 2004; Xavier et al., 2005a; Poplawski et al., 2008; Picioreanu et al., 2007) , as it is relatively straightforward to integrate models for cellular level processes with continuum models for the diffusion of nutrients and signalling molecules within such a setting.
Moreover, heterogeneity in the species and phenotype of the bacteria can be included more readily than in continuum models.
In the current paper we summarise a fairly generic IBM, which was developed to explore quorum-sensing processes and their inhibition, whilst being amenable to distributed computing. Quorum sensing was included in an IBM by Nadell et al. (2008) , the latter work concentrating on competition between strains exhibiting and not exhibiting quorum sensing, and used a relatively simple model. Melke et al. (2010) recently included a model of the 5 underlying molecular mechanism for the Lux operon circuit within an IBM.
The treatment of biofilms with quorum sensing inhibitors has been examined with continuum models by Anguige et al. (2004) and Frederick et al. (2011) , but to our knowledge has not been considered in an individual-based setting by other workers. This paper extends upon Lees et al. (2007b) by having a simplified model for biomass shoving, a modified quorum sensing model (which includes positive feedback in the QSM production rate), and a different scheme to treat nutrient diffusion and uptake. We also make a more detailed investigation of the effects of QSI treatment on a developing biofilm. Unlike those in Nadell et al. (2008) and Melke et al. (2010) , the quorum sensing model presented here includes stochastic effects which may be of particular significance to the autoinductive process of quorum sensing. This quorum sensing model is based on earlier deterministic models (Ward et al., 2001; Anguige et al., 2004) .
In keeping with the above goals, we summarise the objectives of the paper as follows: we seek to explore the effectiveness of quorum sensing inhibitors in terms of their dependence on the properties of the quorum sensing network (monostable and bistable), the population size and the time of and level of exposure to inhibitors, with the intention of providing insight into what treatment protocols may be most effective. In particular, we explore the hypothesis that early treatment, before the population has achieved quorum, may be particularly beneficial. A subsidary aim of this study is to serve as a test case for the integration of cell-level models in the individual-based modelling approach. In particular, we will include increased EPS production by up-regulated cells as an example of the kinds of interactions between 6 quorum sensing and physical processes that may be investigated in such a framework.
Model

Representation of biofilm state
The model system represents a 3D 'biofilm reactor', with two compartments, bulk liquid and biofilm (see Figure 1 ). This is similar to that described in Picioreanu et al. (2004) ; differences include the incorporation here of (i) EPS production (note that EPS production is included in Xavier et al. (2005a) , Kreft et al. (2001) and Lardon et al. (2011) ) (ii) a quorum-sensing model, which requires particles to keep track of the number and states of the cells that they contain, and (iii) the use of a simpler voxel-based shoving model for biomass spreading. Here we incorporate only a single type of cell (and do not include 'inert' biomass generated by cell death) consuming a single substrate.
The bulk liquid compartment represents the environment away from the biofilm, and is well mixed, containing three diffusible substances, namely a soluble substrate (at concentration c s,bulk ), which is consumed by the bacteria (Section 2.2.2), QSM (at concentration c q,bulk ) and a diffusible quorumsensing inhibitor (QSI), whose level, cq ,bulk , we shall vary (Section 2.2.6); for simplicity, we assume that the concentration of QSM in the bulk liquid compartment is always zero (c q,bulk = 0). The top of the biofilm compartment is in contact with the bulk liquid compartment, and the two compartments exchange solutes solely by diffusion; this supplies suitable model boundary conditions upon the concentrations at the top of the biofilm compartment. The biofilm compartment is a rectangular cuboid, with periodic boundaries in the x-and y-directions, and a planar support at the base upon which the biofilm forms. In addition to substrate, QSM and QSI, the biofilm compartment contains biomass and EPS (Sections 2.1.1, 2.1.2). This compartment is further divided into voxels as discussed below (Section 2.1.2).
Particles
For efficiency of computation, individual cells are aggregated into biomass particles, as in Picioreanu et al. (2004) . The cells contained within a particle consume substrate and grow (as described in Section 2.2.2). This causes the (dry) mass, M j , of a particle to increase until it reaches a maximum mass, M max , at which point it divides, creating an additional particle (Section
2.2.4).
The number of cells within each particle varies with its mass: for simplicity, we take each particle to contain between neighbouring voxels, due to particle division for example, then particles may be displaced between them (see Section 2.2.5). This provides a simple mechanism by which to redistribute particles in a way that reflects the limited space within a voxel. Each particle has a notional 3D position within its containing voxel, chosen at random (but avoiding overlap) that is used solely for visualisation purposes (see Figure 3 ). 
Time evolution of model
We now describe how the state of the system changes during the simulations; for each of the components of the model, we explain how the state at t = (T + 1)∆t is obtained from that at t = T ∆t, where ∆t is the global model timestep and T is an integer index. Much of this follows Picioreanu et al. (2004) . Our model for diffusible substances is similar to theirs, but we adopt a fully time-dependent approach (rather than a quasi-steady one) in order to capture the quorum-sensing processes. The growth and division of biomass particles are dealt with as in Picioreanu et al. (2004) , but with simpler (Monod) uptake rates and additional rules for changes in the numbers of up-and down-regulated cells. The model for biofilm expansion is somewhat simpler than that used in Picioreanu et al. (2004) , as we do not consider the positions and radii of particles, but instead displace particles between voxels depending upon the numbers of particles in the voxels and their neighbours (see Section 2.2.5). The model for quorum sensing that we adopt here is motivated by those of Ward et al. (2001) and Anguige et al. (2004) . Various elements of the evolution of the system are stochastic: (as in Kreft et al. (1998) ) the sizes of the daughter particles at division are chosen randomly in order to avoid synchronised division (see Section 2.2.4), the rule for particle shoving involves a random component to deal with the displacement of small numbers of particles (see Section 2.2.5) and the cells up-and down-regulate stochastically in order to represent quorum sensing with only two discrete states for each cell (see Section 2.2.6).
Diffusible substances
We evolve the voxel concentrations of substrate, QSM and QSI in time using a cell-centred finite-volume approximation. This leads to the semidiscrete equations
for each voxel e, where the sum is over all neighbours e ′ of e, ξ is one of {s, q,q}, D ξ is the appropriate diffusion coefficient and f ξ,e is the total net production rate within the voxel. We assume that the volume fraction occupied by cells or EPS has a negligible influence on the diffusion coefficients.
(In the simulations, we shall take the diffusion coefficients for QSM and QSI to be equal.) As noted earlier, we take the domain to be periodic in the xand y-directions. The planar support at the base of the biofilm compartment is impenetrable, i.e. the fluxes through it (corresponding to concentration differences in (1)) are zero. The boundary conditions at the top of the biofilm compartment are implemented as a hypothetical layer of (ghost) voxels immediately above the biofilm compartment, each with the same concentrations as the bulk liquid compartment. Picioreanu et al. (2000) noted that, as the growth of particles occurs on a timescale which is much longer than that on which the substrate concentration relaxes to its equilibrium value across the whole domain, the substrate concentration may be considered to be at a quasi-steady state. While this steady-state elliptic problem can be solved very efficiently using iterative methods, simulation of quorum sensing requires a fully time-dependent approach with a sufficiently small time-step to resolve the up-regulation of cells.
Our emphasis here is in developing a flexible code in which additional effects can readily be incorporated. Whilst a fully implicit scheme might be computationally more efficient, we chose to treat the diffusion of all substances explicitly but the uptake of substrate implicitly. The time-step for such a scheme is limited by stability considerations, but to avoid this restricting the global time-step ∆t, we evolve the concentrations over ∆t using multiple sub-steps. For the QSM and QSI, we use S q sub-steps of the forward
Euler method with length ∆t/S q < l 2 /6D q , where this upper bound on the sub-step length is necessary for stability of the scheme and positivity of the solution. At each sub-step, we have
(for the QSM, indicated by the subscript q), where the superscripts T, τ and T, τ + 1 here indicate the values at t = T ∆t + τ ∆t/S q and t = T ∆t + (τ + 1)∆t/S q , respectively. (Note that τ = 0 and τ = S q correspond to the start, t = T ∆t, and end, t = (T + 1)∆t, of the global time-step.) The QSM production rate, f
q,e , is calculated at the start of each global time-step by aggregating the production rates for all particles contained in the voxel:
where A(e) is the set of indices of the particles contained in voxel e and the production rates w j are given by (16) below. We treat the QSI identically, except that there is no production or consumption (f T,0 q,e = 0). If we were to use the same scheme for the substrate concentration, there would be an additional constraint upon the sub-step length because of the rapid rate at which a full voxel consumes substrate. We instead use S s sub-steps of a simple first-order IMEX scheme (Ascher et al., 1995) , where diffusion is treated explicitly and the uptake terms are treated by a linearly implicit method. This results in
where f T, * s,e is the total net substrate production rate (minus the consumption rate) for all particles in voxel e, and J T, * s,e = ∂f T, * s,e /∂c s,e is the derivative of f T, * s,e with respect to the substrate concentration, calculated using
where the particle substrate consumption rates, v T, * j , are given by (6). The asterisk denotes that these quantities are initially calculated at the start of each global time-step, but may be recalculated between sub-steps if necessary. We observed that the scheme became unstable (with the substrate concentration becoming negative) if the concentration changed significantly during a time-step. Therefore, we recalculate f T, * s,e between sub-steps (using the updated voxel substrate concentrations) if the concentration in any voxel e changes by more than a prescribed amount (a relative change of 1%), which is found reliably to avoid the instability.
Growth of particles
The model for cell growth implemented in this simulation takes account of three separate processes: the uptake of substrate by the cells, the substrate required by the cells for maintenance, and the generation of new biomass (i.e.
growth of the cells).
The cells contained in each particle consume substrate; we assume that the total consumption rate is proportional to the mass of the particle and depends upon the substrate concentration in the voxel containing the particle.
For definiteness, following Kreft et al. (1998) we use Monod kinetics (Monod, 1949) , for which the substrate uptake rate, v j , is
where K s is the half-saturation constant, and V max is the maximum substrate uptake rate. Cells consume substrate for functions other than cell growth, and these maintenance requirements are taken to be proportional to the mass 14 of the cell. We model the mass of particles as increasing at a rate which is proportional to the excess substrate consumed, so
where m is the apparent maintenance rate of the cells (per unit mass, and in terms of the substrate consumed) at zero growth rate, whilst Y max is the yield (efficiency at which substrate is converted into biomass). If the substrate uptake rate is insufficient to satisfy the maintenance requirements of the cells, then the particles shrink until uptake and maintenance balance. We evolve (7) in time using the forward Euler method, so
where M T j denotes the mass of the particle with index j at t = T ∆t. Cell division is not considered explicitly, but the number of cells associated with a particle changes if its mass, M j , passes through a multiple of the average cell mass, M ave . For a growing particle the new cells are taken to be down-regulated (i.e. we increase the number of down-regulated cells, d j .)
Similarly, for a shrinking particle we, for definiteness, preferentially eliminate down-regulated rather than up-regulated cells. (If d j is positive, we decrease d j , but otherwise we decrease u j .)
EPS production
Bacteria within a biofilm produce EPS, and in the model up-and downregulated cells do so at constant rates Z E,u and Z E,d , respectively. We are particularly interested in the case where bacteria generate EPS at a greatly increased rate when up-regulated, which corresponds to Z E,d ≪ Z E,u .
As discussed earlier, each voxel e records the amount of EPS, E e , that has been generated within it but has not yet been aggregated into EPS particles.
For each global time-step, we have
When E e exceeds a threshold value, which we take to be
(where ρ c and ρ EPS are the densities of cells and EPS in terms of their dry mass) so that an EPS particle corresponds to the same volume as a biomass particle immediately before division, we generate a new EPS particle in the voxel e. This new EPS particle has mass M EPS , and we decrease E e by M EPS .
Once created, EPS particles do not change mass.
Particle division
When the mass of a biomass particle exceeds the user-specified maximum, M max , it is split and a new daughter particle is created in the same voxel as the original particle. The mass of the daughter particle is chosen randomly from a uniform distribution with range between 0.4 and 0.6 of the mass of the particle at division, with the original particle retaining the remainder of the mass (i.e. the subdivision is approximately symmetric). The total number of up-regulated cells in the two particles is taken to be the same as in the parent particle; the up-regulated cells are distributed randomly between the two particles, weighted by the number of cells that they contain. (As the number of cells in each particle is rounded upwards, the two particles may contain one more cell in total than the parent particle before division.)
Displacement
As we are not currently identifying the positions of particles within voxels (except for visualisation purposes), spreading does not occur within a single voxel. However, particles may be displaced between voxels. We here consider a simple model for particle displacement, biofilm stresses and other mechanical considerations not being the focus of the current investigation.
Particles are transferred between voxels if the difference in 'pressure' between the voxels is large enough. The pressure in voxel e, p e , is:
where N e is the total number of particles (including EPS) in the voxel and N max is the maximum number of particles in a voxel; the latter is N max = ρ c φ max l 3 /M max , where ρ c is the cell density (in terms of their dry mass) and φ max is the maximum volume fraction that the cells may occupy.
Particles cannot pass through the planar support at the base of the biofilm compartment. The pressure above the biofilm compartment is taken to be zero, so particles can transfer freely into the bulk liquid compartment (at which point they are eliminated from the system). The total number of particles to be transferred out of the voxel e is given by
where µ is a transfer coefficient which specifies how easy it is to displace particles, and the sum runs over all voxels e ′ neighbouring e with p e ′ < p e .
Full voxels are handled specially: if N e > N max , the total number of particles to transfer out of the voxel is ∆N e = ceil(N e − N max ), and the pressure is taken to be p e = floor(N max )/(N max − floor(N max )). The continuum limit corresponding to (10)- (11) is a doubly nonlinear diffusion equation (degenerate at ∂N/∂x = 0 and singular at N = N max ) that can be placed within well-established more general frameworks, associated with Darcy flow in particular. Indeed, the specific functional form (11) is of no real significance: a number of variants would lead to similar results and (11) is convenient for our purposes.
For each voxel e, we randomly select ∆N e particles to transfer out of the voxel: to avoid artifacts for small values of ∆N e , the direction in which each particle is displaced is chosen at random, with the probability of transferring a particle to a particular neighbouring voxelẽ being
Quorum sensing
Here we adopt a generic (rather than species-specific) description of quorum sensing; similarly, the inhibitor modelling does not seek to account for specific mechanisms, but rather to illustrate the scope of the modelling approach described here. It is straightforward to include other effects, e.g. a substrate-dependent QSM production rate could be used to examine the interaction between the response to starvation and quorum sensing (Lazazzera, 2000) .
We allow cells to switch randomly between up-regulated and down-regulated states at rates which depend upon the concentrations of QSM and QSI, c q,e and cq ,e , in the containing voxel, e. In the presence of inhibitor, the transition rate from down-regulated to up-regulated states is taken to be
where α and γ are constants. In a small interval of length δt, the probability of a down-regulated cell becoming up-regulated is Q + (δt) + O((δt) 2 ), whilst the probability of a down-regulated cell remaining in that state is 1−Q + (δt)+
O((δt)
2 ). The transition rate from up-to down-regulated states is taken to be
where β is the spontaneous down-regulation rate. The phenomenological equations (13)- (14) are chosen primarily on the basis that they represent the simplest appropriate saturating nonlinearities; that the same multiples of c q,e and cq ,e appear in the denominators can be viewed as reflecting their relative scalings, while the appearance of γ in both numerator and denominator of (14) is a restrictive assumption, being a consequence of our policy of minimising the number of independent parameters.
Over one global time-step of length ∆t, the numbers of up-and downregulated cells evolve according to
where X n 1 is a binomial random variable with d T j trials and success probability Q + ∆t, and X n 2 is a binomial random variable with u T j trials and success probability Q − ∆t. (As will be discussed in Section 2.2.7, we will apply (15) before the growth and division of particles; rules were given in Sections 2.2.2 and 2.2.4 for how these processes affect the numbers of up and down-regulated cells.) This scheme is similar to the binomial leap method of Tian and Burrage (2004) , which is itself a variant of the explicit tau-leaping stochastic simulation algorithm (Gillespie, 2001 ).
The relevant bacteria generate QSM at a greatly increased rate when the QSM-activator complex is bound to the promoter region. To model this, we assume that up-regulated cells produce QSM at a rate Z q,u c q,e /(K q + c q,e ),
where K q is a half-saturation constant, whilst down-regulated cells produce QSM at a constant rate Z q,d ≪ Z q,u . The total production rate for each particle is therefore given by
We take the production rate to depend on the QSM concentration in order to explore the effects of different forms for the positive feedback in the QS mechanism -we do this in large part because the model exhibits bistability for K q = 0 (see Figure 2) . We also consider simulations in which the QSM production rate is independent of the local QSM concentration (following more closely the model of Ward et al. (2001) ) by setting K q = 0 in (16), in which case bistability does not occur (again see Figure 2 ). Thus the inclusion of K q allows us to mimic the qualitative behaviour exhibited by more complex quorum-sensing models (notably bistability) without seeking to include more specific gene circuitry.
Figure 2: (colour online) Steady-state solutions of the (deterministic) quorum-sensing model for K q = 0 (dashed lines) and K q = 10 (solid lines), where K q is the half-saturation constant in the QSM production rate function (16), and cq ,bulk is the QSI concentration in the bulk compartment. Assuming that the thickness of the biofilm is much smaller than L z , the QSM concentration c q is approximately uniform within the biofilm and a linear function of z above it. The percentages of up-regulated cells for which the expected net rate of up-regulation in the biofilm is zero are shown above. The system is bistable (in an intermediate range of cell number) for K q = 10, thus exhibiting hysteresis, but monostable (albeit rapidly switching as the cell number is varied) for K q = 0; in both cases, increasing the bulk inhibitor concentration cq ,bulk decreases the proportion of up-regulated cells.
Model time-step
In this section, we describe one time-step of the model, in order to define more precisely the order in which the computations are performed. At each time-step the voxels and particles are treated in two phases, with the diffusion calculation being performed between the two.
In the first phase for the voxels and particles, the QSM production rate, the growth rate and the substrate uptake rate (along with its derivative) are calculated for each particle using (16), (6) and (7). These are aggregated Figure 3 : (colour online) Simulation visualisation. The green shading indicates the substrate concentration, whilst the red spheres are the biomass particles. The biofilm can be seen to be highly non-uniform, with fingering caused by competition for substrate between parts of the biofilm. Note that the domain size is different for these simulations (L x = L z = 340 µm, L y = 68 µm) from that listed in Table 1 and used in the other simulations, and the bulk substrate concentration c s,bulk = 0.1. The domain is taken to be thin in the y direction in order to visualize the structure of the biofilm more clearly, whilst the height is taken to be smaller to promote non-uniform growth.
into totals for each voxel, and these totals are communicated to the diffusion module. The EPS production rate is also calculated for each particle, and the voxel EPS amounts E e updated using (9); EPS particles are created in any voxel in which E e exceeds the threshold M EPS . In the course of this calculation, the numbers of up-and down-regulated cells within each biomass particle are updated using (15). The diffusion module then evolves the voxel concentrations using multiple sub-steps of (2) and (4). If the sub-strate concentration in a voxel changes significantly during this calculation it is necessary to recompute the substrate uptake rate (and its derivative with respect to the substrate concentration) for that voxel. The voxel substrate, QSM and QSI concentrations are then updated.
In the second phase for the voxels and particles, the sizes of the biomass particles are updated (using (8) and the substrate uptake rates calculated in the first phase), and those particles that have exceeded the maximum mass are subdivided. The voxels then execute a displacement step. For each voxel, the pressure is calculated using (10), and the number of particles to be displaced out of the voxel is given by (11). These particles are selected at random and removed from the voxel, and the voxels into which these are displaced are chosen at random according to (12). The simulation time, t, is then incremented by ∆t, and the cycle is repeated using the newly calculated voxel concentrations and particles.
Parameters and initial conditions
The parameter values for bacterial growth were taken from Kreft et al. (1998) , and the parameters for the quorum-sensing were based on those in Koerber et al. (2002) . We chose the voxel size to be l = 17µm, to give the same spatial resolution for the concentrations of soluble substances as in Picioreanu et al. (2004) . The default parameter values are listed in Table 1 .
At the start of the simulations, the voxels in the bottom layer of the biofilm compartment were populated with 10 biomass particles each (approximately 20% of the maximum capacity, N max ), and the initial masses, M j , of these particles were chosen at random from a uniform distribution on 400 < M j < 800. All cells were initially down-regulated. In each voxel, the EPS amounts, E e , and the concentrations of QSM and QSI, c q,e and cq ,e , were taken to be zero initially, whilst the substrate concentrations, c s,e , were taken to be the same as that in the bulk liquid compartment, c s,bulk .
Results and Discussion
We use our simulations to investigate quorum sensing in a developing biofilm and the treatment of such a biofilm with a QSI. Figure 3 illustrates the types of complex behaviour that the model can exhibit; it is not, however, our goal here to investigate such morphologies (which have been the subject of detailed studies in their own right e.g. by Dockery and Klapper (2001) ).
In the first set of computational experiments, we examine the behaviour of a biofilm in the absence of QSI. We consider a range of values for the sub- Figure 4b shows simulations in which the QSM production rate by up-regulated cells is independent of the local QSM concentration (K q = 0). With the other The second set of experiments investigate the effect of QSI upon a developing biofilm, with the substrate concentration in the bulk compartment fixed at c s,bulk = 0.2. There is a delay, t 0 , before the initial application of the QSI, and for t > t 0 the QSI concentration in the bulk compartment cq ,bulk is held at a constant value Cq. Simulations with K q = 10 are shown in Figure   5a -(c). In the absence of QSI, quorum sensing occurs roughly 6 hours after the start of the simulations. With low levels of QSI (Cq = 50, Figure 5a ), the number of up-regulated cells is only slightly diminished if the QSI is added during or after the onset of quorum sensing (t 0 = 6 hr, 7 hr). However, if the QSI is introduced earlier (t 0 = 5 hr), the proportion of up-regulated cells stays much lower for several hours, before eventually increasing to the same level as when the QSI is added later. This is presumably a consequence of the bistability of the quorum-sensing mechanism; if the QSI is added earlier, the system is attracted to the state with a low proportion of up-regulated cells and remains there until the total cell number grows too large and bistability is lost (cf. Simulations with K q = 0 are shown in Figure 5d -(f). As up-regulation now occurs after roughly 2 hr, we treat the biofilm with QSI earlier (t 0 = 1 hr, 2 hr, 4 hr). In this case, the quorum-sensing mechanism has only one stable deterministic steady state (see Figure 2) . Increasing the applied QSI concentration, Cq, again decreases the proportion of up-regulated cells.
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Whilst earlier application of the QSI (smaller t 0 ) again leads to the number of up-regulated cells being lower at later times, this effect is markedly less significant than with K q = 10.
The EPS production rate in the above simulations is relatively small (Z E,u = 0.001). To examine whether EPS production has any significant effect upon quorum sensing, simulations were performed with substantially higher EPS production rates (Z E,u = 50). As before, the bulk substrate concentration is set at c s,bulk = 0.2 and the biofilm is treated with QSI, with Cq = 100 and t 0 = 10 hr. The results of these simulations are shown in Fig- ure 6, for both K q = 10 and K q = 0. The total cell number is slightly larger at the higher EPS production rate: EPS production reduces the density of cells, leading to a reduced substrate consumption per unit thickness, and higher substrate concentrations deep within the biofilm. (Increased EPS production also increases the thickness of the biofilm, and this reduces the distance that the substrate needs to diffuse from the bulk liquid compartment.)
GFP reporter constructs have been developed which allow measurement of QSM levels and the intensity of the quorum sensing response within a biofilm (Hentzer et al., 2003; Duan and Surette, 2007) . These data show a rapid increase in transcription of genes under the control of a number of different promoters associated with the las quorum sensing mechanism several hours after the start of the experiment. These reporter systems have also been used to examine the effects of various QSIs upon a developing biofilm; treatment diminishes the maximim amplitude of the response, and appears to slightly delay its onset (Rasmussen et al., 2005a,b) . However, in these experiments the QSI is added at the start (held at a constant level), rather than being added midway through the quorum sensing response (as in our computational simulations here). One significant difference between the experimental measurements and the results of our model is that in the experiments the expression of components of the quorum sensing system appear to attain a maximum and then decline, whilst this does not occur in the simulations. The mechanism is for this is unclear, but it would be instructive to include more detail of the quorum sensing response, in particular negative feedback through the QSM-stimulated production of a QS repressor protein such as RsaL (de Kievit et al., 1999) .
Our simulations suggest that the timing of application of the QSI is important for the successful prevention of quorum sensing; if the QSI is added before the time at which most of the colony up-regulates, then the bulk of the cells remain down-regulated for a significant length of time, whilst if the same concentration of QSI is added later, there is only a relatively small decrease in the proportion of up-regulated cells. This difference is most pronounced in the case where the QSM production rate depends on the local QSM concentration (K q > 0). In practical treatments, it is likely that the QSI will be applied periodically (Hentzer et al., 2003) , and so the bulk concentration of QSI will vary with time. If the quorum-sensing system exhibits bistability, then it is important that the QSI levels remain sufficiently high throughout the treatment. The simulations of this paper indicate that it would be interesting to perform experiments in which the biofilm is treated with QSI midway through the quorum sensing response; this would test whether such treatments are likely to be effective if applied after the initial formation of microcolonies, and also provide a way of investigating the bistability of the underlying QS system. The combination of QSI with conventional antibiotics is also likely to be of interest (Rasmussen et al., 2005a,b) , and mathematical modelling may be of great use in helping develop appropriate treatment regimes.
The model for quorum sensing considered here is more complex than that of Nadell et al. (2008) , but significantly simpler than that of Melke et al. (2010) . In particular, the model captures stochastic effects, which may be important for the timing of the onset of quorum sensing, with a minimal amount of computational effort; simulating a stochastic system of reactions (using e.g. the Gillespie stochastic simulation algorithm (Gillespie, 1977)) within each bacteria would be much more computationally expensive. The model is also more suited than that of Melke et al. (2010) to simulations in which groups of bacteria are aggregated into particles for computational efficiency (following Picioreanu et al. (2004) and Xavier et al. (2005a) , for example).
Many of the elements of this model could be made more sophisticated.
The model for biomass spreading and EPS could include more physical effects (cf. Alpkvist et al., 2006) . It would also be instructive to include models for biofilm detachment (Xavier et al., 2005b) , as this may be important in the effect of QSIs on biofilm structure and in their susceptibility to surfactants (Hentzer et al., 2003) . We have also neglected much of the complexity of the different substrates consumed and produced by bacteria (e.g. oxygen) that has been included in other models (Kreft et al., 2001; Picioreanu et al., 2004; Xavier et al., 2005a; Lardon et al., 2011) .
Although the simulations in this paper were performed on a single pro-cessor, a preliminary version of the software used was adapted to allow distributed simulation of models on clusters and Grids (Logan et al., 2006; Lees et al., 2007a) . It would be relatively straightforward to integrate the more sophisticated bacterial models described here into the distributed framework, and this would be of particular benefit for the future inclusion of more detailed cell-level processes: indeed, some of the design decisions made in the development of the simulator, in particular the rules used for particle motion and the scheme used for diffusible substances, were motivated by this possibility.
Conclusions
In summary, we have developed a three-dimensional, stochastic individualbased model for a developing biofilm which captures quorum sensing on the level of individual cells, illustrating (albeit in a greatly simplified framework) the scope for incorporating subcellular pathways into multiscale models of this type. This model was used to investigate the treatment of developing biofilms by quorum sensing inhibitors, and we found that the timing of the treatment was important. Whilst the processes involved are complex and the model used is simplistic in a number of regards, such approaches seem to have considerable promise in understanding the macroscopic (population-scale) manifestations of more and more complex genetic, signalling and metabolic networks. In (a)-(c), the rate of QSM production depends on its local concentration (the half-saturation constant in the QSM production rate (16) is K q = 10), and the QSI concentration in the bulk compartment is set to be Cq at t 0 = 5 hr, 6 hr, 7 hr. In (d)-(f) the QSM production rate is independent of its concentration (K q = 0), and the biofilm is treated with QSI earlier (t 0 = 1 hr, 2 hr, 4 hr) as up-regulation occurs earlier in these cases. The dashed and dotted lines show the number of up-regulated cells, and these diverge from that with no QSI (the dash-dotted line) at t = t 0 . 42 The solid and dash-dotted lines show the total numbers of cells, with low (Z E,u = 0.001, solid magenta) and high (Z E,u = 50, dash-dotted black) levels of EPS production by up-regulated cells, whilst the dashed (low EPS) and dotted (high EPS) lines show the corresponding numbers of up-regulated cells. At t = 10 hr QSI was applied (with concentration Cq = 100 in the bulk compartment) which reduces the proportion of up-regulated cells. Here K q is the half-saturation constant in the QSM production rate function (16).
