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Abstract
In this paper, for d > 3, we prove the absolute continuity of the spectrum of a d-
dimensional periodic Dirac operator with some discontinuous magnetic and electric po-
tentials. In particular, for d = 3, electric potentials from Zygmund classes L3 ln1+δ L(K),
δ > 0, and also ones with Coulomb singularities, with constraints on charges depending
on the magnetic potential, are admitted (here K is the fundamental domain of the period
lattice).
Introduction and main results
Let MM , M ∈ N, be the linear space of complex (M ×M)-matrices, let SM be the set
of Hermitian matrices from MM , and let the matrices α̂j ∈ SM , j = 1, . . . , d (d > 2),
satisfy the commutation relations α̂jα̂l + α̂lα̂j = 2δjlÎ , where Î ∈ MM is the identity
matrix and δjl is the Kronecker delta. Denote
S(s)M = {L̂ ∈ SM : L̂α̂j = (−1)sα̂jL̂ for all j = 1, . . . , d} , s = 0, 1 .
We consider the d-dimensional Dirac operator
D̂ + Ŵ = −i
d∑
j=1
α̂j
∂
∂xj
+ Ŵ (x) , x ∈ Rd, (0.1)
with a periodic matrix function Ŵ : Rd → SM , d > 2 (i2 = −1), with a period lattice
Λ ⊂ Rd. In particular, the operator (0.1) can have the form
D̂ + Ŵ =
d∑
j=1
α̂j
(−i ∂
∂xj
− Aj
)
+ V̂ , V̂ = V̂ (0) + V̂ (1), (0.2)
where the components Aj of the magnetic potential A : R
d → Rd and the matrix functions
V̂ (s) : Rd → S(s)M , s = 0, 1, are also periodic with the period lattice Λ ⊂ Rd. In the sequel,
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the matrix functions V̂ (s), s = 0, 1, will be also chosen in the form
V̂ (0) = V Î , V̂ (1) = V1β̂ , (0.3)
where V, V1 are Λ-periodic real-valued functions and β̂ ∈ S(1)M is a Hermitian matrix with
β̂ 2 = Î , and in the particular form
V̂ (0) = V Î , V̂ (1) = mβ̂ , (0.4)
where V : Rd → R is a Λ-periodic electric potential and m ∈ R.
The coordinates in Rd are taken relative to an orthogonal basis {Ej} (|Ej| = 1, j =
1, . . . , d; |.| and (., .) are the length and the scalar product of vectors in Rd), Aj(x) =
(A(x), Ej), x ∈ Rd. Let {Ej} be the basis in the lattice Λ ⊂ Rd,
K = {x =
d∑
j=1
ξjEj : 0 6 ξj < 1 , j = 1, . . . , d} .
Denote by v(.) the Lebesgue measure on Rd; v(K) is the volume of the fundamental
domain K. In what follows, the functions defined on the fundamental domain K will be
also identified with their Λ-periodic extensions to Rd.
The scalar products and the norms on the spaces CM , L2(Rd;CM), and L2(K;CM)
are introduced in the usual way (as a rule, omitting the notation for the corresponding
space). We assume that the scalar products are linear in the second argument. For
matrices L̂ ∈MM , we write
‖L̂‖MM = max
u∈CM : ‖u‖=1
‖L̂u‖ .
The zero and the identity matrices and operators in various spaces are denoted by 0̂ and
Î, respectively.
Let H1(Rd;CM) be the Sobolev class (of order 1) of vector functions ϕ : Rd → CM .
The operator
D̂ = −i
d∑
j=1
α̂j
∂
∂xj
acts on the space L2(Rd;CM) and has the domain D(D̂) = H1(Rd;CM). For a > 0,
let LΛM(d; a) be the set of Λ-periodic matrix functions Ŵ ∈ L2loc(Rd;MM) which have
bounds b(Ŵ ) 6 a relative to the operator D̂. If Ŵ ∈ LΛM (d; a) and ϕ ∈ H1(Rd;CM), then
Ŵϕ ∈ L2(Rd;CM) and for any ε > 0 there is a number Cε(a, Ŵ ) > 0 such that for all
vector functions ϕ ∈ H1(Rd;CM) the estimate
‖Ŵϕ‖ 6 (a+ ε) ‖D̂ϕ‖+ Cε(a, Ŵ ) ‖ϕ‖ . (0.5)
holds. In particular, the set LΛM (d; 0) (with a = 0) contains Λ-periodic matrix functions
Ŵ : Rd →MM for which at least one of the following conditions is satisfied:
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1) d = 2, the function ‖Ŵ (.)‖2MM belongs to the Kato class K2 (see [1]); this condition
is fulfilled for the functions Ŵ from the Zygmund class L2 lnL(K;MM));
2) d > 2, Ŵ ∈ L2(K;MM) and
||| Ŵ |||γ,M .= ess sup
x∈Rd
( ∫ 1
0
‖Ŵ (x− ξγ)‖2MM dξ
) 1
2
< +∞
for some vector γ ∈ Λ\{0} (see, e.g., [2]);
3) d > 3, Ŵ ∈ Ld(K;MM).
Let Ldw(K;MM) be the space of functions Ŵ : K →MM for which
‖Ŵ‖Ldw(K;MM )
.
= sup
t > 0
t (v({x ∈ K : ‖Ŵ (x)‖MM > t}))
1
d < +∞ .
For functions Ŵ ∈ Ldw(K;MM), we write
‖Ŵ‖(∞)
Ldw(K;MM)
.
= lim sup
t→+∞
t (v({x ∈ K : ‖Ŵ (x)‖MM > t}))
1
d .
For d > 3, the Λ-periodic function Ŵ ∈ Ldw(K;MM) has the bound
b(Ŵ ) 6 C ‖Ŵ‖(∞)
Ldw(K;MM)
relative to the operator D̂, where C = C(d) > 0 (see, e.g., [3]). From this one also derives
the estimate
b(Ŵ ) 6 C ‖Ŵ‖(∞, loc)
Ldw(K;MM ) , (0.6)
where
‖Ŵ‖(∞, loc)
Ldw(K;MM)
.
= lim
r→+0
sup
x∈Rd
lim sup
t→+∞
t (v({y ∈ Br(x) : ‖Ŵ (x)‖MM > t}))
1
d ,
Br(x) = {y ∈ Rd : |x− y| 6 r}. If Ŵ1 , Ŵ2 ∈ Ldw(K;MM), then
‖Ŵ1 + Ŵ2‖(∞, loc)Ldw(K;MM) 6 2 ‖Ŵ1‖
(∞, loc)
Ldw(K;MM ) + 2 ‖Ŵ2‖
(∞, loc)
Ldw(K;MM ) .
Let {E∗j } be the basis in the reciprocal lattice Λ∗ ⊂ Rd, (Ej, E∗l ) = δjl . We let
ψN = v
−1(K)
∫
K
ψ(x) e−2πi (N,x)dx , N ∈ Λ∗ ,
denote the Fourier coefficients of the functions ψ ∈ L1(K;U), where U is the space CM
or Rd or MM .
If Ŵ : Rd → SM is a Hermitian matrix function and Ŵ ∈ LΛM (d; a) for some a ∈ [0, 1),
then D̂ + Ŵ is a self-adjoint operator on L2(Rd;CM) with the domain D(D̂ + Ŵ ) =
D(D̂) = H1(Rd;CM) (see [3, 4]). The singular spectrum of the operator D̂ + Ŵ is empty
and the eigenvalues (if they exist) have an infinite multiplicity and form a discrete set (see
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[5] and also [6]). Therefore, if there are no eigenvalues in the spectrum of the operator
D̂ + Ŵ , then the spectrum is absolutely continuous (this assertion is also a consequence
of the results of [7]).
The question on the absolute continuity of the spectrum of periodic operators of math-
ematical physics (in particular, of the periodic Dirac operator) attracted a lot of attention
in the past decade. Two papers [8] and [9] contain a survey of some early results. The
assertions on the absolute continuity of the spectrum of periodic Schro¨dinger operators
(including ones with variable metrics) can be found in [10] – [25] (also see references
therein). The periodic Maxwell operator was considered in [26, 27].
The first results on the absolute continuity of the spectrum of the periodic Dirac
operator were obtained in [28, 29, 30]. In [30, 31], the absolute continuity of the spectrum
of the operator (0.2), (0.4) was proved for all d > 2 under the conditions V ∈ C(Rd),
A ∈ L∞(Rd;Rd), and
‖ |A| ‖L∞(Rd) < max
γ ∈Λ\{0}
pi
|γ| . (0.7)
In subsequent papers, the restriction on the periodic electric potential V has been
relaxed. The spectrum of the operator (0.2), (0.4) is absolutely continuous if at least one
of the following conditions is satisfied:
1) d = 2, V ∈ Lq(K), q > 2, and the magnetic potential A ∈ L∞(R2;R2) obeys
condition (0.7) (see [32]);
2) d > 3, A ≡ 0, and∑N ∈Λ∗ |VN |p < +∞, where p ∈ [1, qd(qd−1)−1) and the numbers
qd > d are found as the largest roots of the algebraic equations
q4 − (3d2 − 4d− 1)q3 + 2(4d2 − 6d− 3)q2 − (9d2 − 16d− 4)q − 4d(d− 2) = 0 ,
q3 ≃ 11.645, d−2qd → 3 as d→ +∞ (see [5] and also [29, 31, 32]);
3) d = 3, V ∈ Lq(K), q > 3, and the magnetic potential A ∈ L∞(R3;R3) satisfies (0.7)
(see [33]);
4) d > 2, V ∈ L2(K), A ∈ L∞(Rd;Rd), and there exists a vector γ ∈ Λ\{0} such that
‖ |A| ‖L∞(Rd) < pi|γ|−1 and the map
R
d ∋ x→ {[0, 1] ∋ ξ → V (x− ξγ)} ∈ L2([0, 1])
is continuous (see [2]).
In [34], the absolute continuity of the spectrum of the operator (0.2), (0.4) was proved
for d = 3 under conditions: the matrix functions V̂ (s), s = 0, 1, belong to the Zygmund
class L3 ln2+δ L(K;MM) for some δ > 0, and the magnetic potential A ∈ L∞(R3;R3)
satisfies (0.7).
In recent paper [35], it was proved that the spectrum of the Dirac operator (0.1) is
absolutely continuous if
α̂1Ŵ α̂1 = α̂2Ŵ α̂2 = · · · = α̂dŴ α̂d
and for some r > d, α > (d− 1)/(2r), we have Ŵ ∈ Lr(K;SM) and
‖ Ŵ (. + y)− Ŵ (.) ‖Lr(K;SM) 6 C˜ {dist (y,Λ)}α
4
for any y ∈ Rd, where C˜ > 0 and
dist (y,Λ) = min
γ ∈Λ
|y − γ| .
For d = 3, one can set
β̂ =
(
Î 0̂
0̂ −Î
)
, α̂j =
(
0̂ σ̂j
σ̂j 0̂
)
, j = 1, 2, 3 , (0.8)
where 0̂ and Î are the zero and the identity 2× 2 matrices, and σ̂j are the Pauli matrices:
σ̂1 =
(
0 1
1 0
)
, σ̂2 =
(
0 −i
i 0
)
, σ̂3 =
(
1 0
0 −1
)
.
In this case, the matrix functions V̂ (s) : R3 → S(s)4 , s = 0, 1, can be chosen in the form
V̂ (0) = V
(0)
1 Î − i V (0)2 α̂1α̂2α̂3 , V̂ (1) = V (1)1 β̂ + V (1)2 α̂1α̂2α̂3β̂ ,
where
−i α̂1α̂2α̂3 =
(
0̂ Î
Î 0̂
)
, α̂1α̂2α̂3β̂ =
(
0̂ −iÎ
iÎ 0̂
)
,
and V
(s)
l , l = 1, 2, are Λ-periodic real-valued functions.
For d = 2, one can identify the matrices α̂1 , α̂2, and β̂ with the Pauli matrices σ̂1 , σ̂2,
and σ̂3 , respectively.
The two-dimensional periodic Dirac operator (0.2), (0.3) with an unbounded magnetic
potential A was studied in [36, 37]. In [37], the absolute continuity of the spectrum of
the operator (0.2), (0.3) (with d = 2) was proved under the conditions V, V1 ∈ Lq(K) and
A ∈ Lq(K;R2), q > 2. A similar result was obtained in [36] (it was assumed, however,
that V1 ≡ m = const, but the proof carries over to functions V1 ∈ Lq(K), q > 2, without
essential modifications). The methods used in [36] were the same as in [32]. More general
conditions on V , V1 , and A were obtained in [38]: it suffices to require that the functions
V 2 ln(1+ |V |), V 21 ln(1+ |V1|), and |A|2 ln1+δ(1+ |A|) belong to the space L1(K) for some
δ > 0.
In [24, 39], it was proved that there are no eigenvalues in the spectrum of a generalized
two-dimensional periodic Dirac operator
−i
2∑
j=1
(hj1σ̂1 + hj2σ̂2)
∂
∂xj
+ Ŵ , (0.9)
where hjl ∈ L∞(R2;R), j, l = 1, 2, are Λ-periodic functions, for which
0 < ε 6 h11(x)h22(x)− h12(x)h21(x)
for a.e. x ∈ R2, and Ŵ ∈ LΛ2 (2; 0). If the operator (0.9) is self-adjoint, then its spectrum
is absolutely continuous. Some particular cases of the operator (0.9) were also considered
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in [14, 40, 41] (in [40], the functions hjl were supposed to obey the same conditions as in
[39], but it was assumed that Ŵ ∈ Lq(K;MM), q > 2).
In [37], the absolute continuity of the spectrum of the d-dimensional operator (0.2),
(0.3) was proved for d > 3 under the conditions V, V1 ∈ C(Rd;R) and A ∈ C2d+3(Rd;Rd).
The proof was based on Sobolev’s paper [13], where the absolute continuity of the spec-
trum was proved for the Schro¨dinger operator with a periodic magnetic potential A ∈
C2d+3(Rd;Rd), d > 3. The last condition was relaxed by Kuchment and Levendorski˘i in
[9]: it suffices to require that A ∈ Hqloc(Rd;Rd), 2q > 3d − 2, which makes it possible to
relax accordingly the constraint on the magnetic potential A also for the periodic Dirac
operator (see [8, 37]).
Let Sd−1 = {x ∈ Rd : |x| = 1}. For vectors x ∈ Rd\{0}, we shall use the notation
Sd−2(x) = { e˜ ∈ Sd−1 : (e˜, x) = 0 } .
Let Mh, h > 0, be the set of all even Borel signed measures µ on R (with finite total
variation) for which
∫
R
e iptdµ(t) = 1 for every p ∈ (−h, h);
‖µ‖ = sup
O∈B(R)
(|µ(O)|+ |µ(R\O)|) < +∞ , µ ∈Mh ,
where B(R) is the collection of Borel subsets O ⊆ R. In [42, 43], it was proved that the
spectrum of the Λ-periodic Dirac operator (0.2) is absolutely continuous for d > 3 if the
following conditions are fulfilled:
1) V̂ (s) ∈ C(Rd;S(s)M ), s = 0, 1;
2) A ∈ C(Rd;Rd) and there exist a vector γ ∈ Λ\{0} and a measure µ ∈ Mh , h > 0,
such that for every x ∈ Rd and every unit vector e˜ ∈ Sd−2(γ) we have∣∣∣∣A0 − ∫
R
dµ(t)
∫ 1
0
A(x− ξγ − te˜) dξ
∣∣∣∣ < pi|γ| , (0.10)
where A0 = v
−1(K)
∫
K
A(x) dx .
For the periodic magnetic potential A ∈ C(Rd;Rd), d > 3, condition (0.10) is ful-
filled (under an appropriate choice of γ ∈ Λ\{0} and µ ∈ Mh , h > 0) whenever
A ∈ Hqloc(Rd;Rd), 2q > d − 2, and also in the case where
∑
N ∈Λ∗ ‖AN‖Cd < +∞ (see
[42, 43]).
Let a vector γ ∈ Λ\{0} and a measure µ ∈Mh , h > 0, be fixed. Denote e .= |γ|−1γ ∈
Sd−1 . In this paper, we consider the Dirac operator (0.2) for d > 3 supposing that the
Λ-periodic magnetic potential A : Rd → Rd satisfies the following conditions (A0), (A1),
(A˜1), and (A2).
(A0): A0 = 0.
Since one always can make the transformation
D̂ + Ŵ → e i (A0,x)(D̂ + Ŵ )e−i (A0,x) ,
without loss of generality we can assume that condition (A0) holds.
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(A1): A ∈ L2loc(Rd;Rd) and the map
R
d ∋ x→ {[0, 1] ∋ ξ → A(x− ξγ)} ∈ L2([0, 1];Rd)
is continuous (in particular, this means that for all x ∈ Rd, the function ξ → A(x − ξγ)
is defined for a.e. ξ ∈ R).
Since for any ε > 0 there exists a number C ′(γ, ε) > 0 such that for all Λ-periodic
matrix functions Ŵ ∈ L2loc(Rd;MM) (for which ||| Ŵ |||γ,M < +∞) and for all vector
functions ϕ ∈ H1(Rd;CM) the inequality
‖Ŵϕ‖ 6 ||| Ŵ |||γ,M
(
ε
∥∥−i ∂ϕ
∂x ′2
∥∥+ C ′(γ, ε) ‖ϕ‖ ) (0.11)
holds, where x ′2
.
= (x, e), x ∈ Rd (we can put C ′(γ, ε) = 2(1 + 2ε−1|γ|2); see, e.g., [2]),
condition (A1) implies that
d∑
j=1
Ajα̂j ∈ LΛM(d; 0) .
The following condition is a consequence of condition (A1):
(A˜1): there is a constant C
∗ > 0 such that
sup
x∈Rd
sup
e∈Sd−2(γ)
∫∫
ξ21+ξ
2
2 61
|A(x− ξ1e˜− ξ2e)| dξ1 dξ2√
ξ21 + ξ
2
2
6 C∗ . (0.12)
Indeed, for all x ∈ Rd and all e˜ ∈ Sd−2(γ),∫∫
ξ21+ξ
2
2 61
|A(x− ξ1e˜− ξ2e)| dξ1 dξ2√
ξ21 + ξ
2
2
6
6
∫
|ξ1|61
(∫ 1
−1
|A(x− ξ1e˜− ξ2e)|2dξ2
) 1
2
√
pi
|ξ1| dξ1 6
6 4
√
pi
(
−
[
− 2|γ|
]
· |γ|
) 1
2
(
max
y ∈Rd
∫ 1
0
|A(y − ξγ)|2 dξ
)1
2
,
where [t] is the integral part of a number t ∈ R. Therefore, we can put
C∗ = 4
√
pi
(
−
[
− 2|γ|
]
· |γ|
) 1
2
(
max
y ∈Rd
∫ 1
0
|A(y − ξγ)|2 dξ
)1
2
.
Let us denote
A˜(e˜; x) = A˜(γ, µ, e˜; x) =
∫
R
dµ(t)
∫ 1
0
A(x− ξγ − te˜) dξ , x ∈ Rd , e˜ ∈ Sd−2(γ) .
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From condition (A1) it follows that the periodic function
R
d ∋ x→
∫ 1
0
A(x− ξγ) dξ
is continuous. Therefore the function A˜(.; .) : Sd−2(γ)× Rd → Rd is also continuous, and
Λ-periodic in the second argument. Moreover, (A˜(e˜; .))0 = A0 = 0 (for all e˜ ∈ Sd−2(γ)).
(A2): there is a constant θ˜ ∈ [0, 1) such that
max
x∈Rd
max
e∈Sd−2(γ)
|A˜(e˜; x)| 6 θ˜pi|γ| . (0.13)
If we pick the Dirac measure µ = δ, then the function A˜(e˜; .) does not depend on the
vector e˜ and inequality (0.13) means that
max
x∈Rd
∣∣ ∫ 1
0
A(x− ξγ) dξ ∣∣ 6 θ˜pi|γ| .
The last inequality is valid if ∑
N ∈Λ∗ : (N,γ)= 0
‖AN‖Cd 6
θ˜pi
|γ| .
The following two theorems are the main results of this paper.
Theorem 0.1. Suppose d > 3, V̂ (s) ∈ L2(K;S(s)M ), s = 0, 1, A ∈ L2(K;Rd), and there
exist a vector γ ∈ Λ\{0} and a measure µ ∈Mh , h > 0, such that conditions (A0), (A1),
(A2) are fulfilled for the magnetic potential A, and the maps
R
d ∋ x→ {[0, 1] ∋ ξ → V̂ (s)(x− ξγ)} ∈ L2([0, 1];S(s)M ) , s = 0, 1 ,
are continuous. Then the spectrum of the periodic Dirac operator (0.2) is absolutely
continuous.
Denote
x‖ = (x, e)e , x⊥ = x− (x, e)e , x ∈ Rd.
For a matrix function Ŵ ∈ L2(K;MM) and a number σ ∈ [0, 2], we set
βγ, σ(R; Ŵ )
.
= v(K) sup
N ∈Λ∗ : 2π|N⊥|>R
(2pi|N⊥|)2−σ (2pi|N |)σ ‖ŴN‖ , R > 0 ,
βγ, σ(Ŵ )
.
= lim
R→+∞
βγ, σ(R; Ŵ ) .
Let supp Ŵ be the essential support of a measurable function Ŵ : Rd → MM ,
supp Ŵ = Rd \ {x ∈ Rd : Ŵ (y) = 0̂ for a.e. y ∈ Br(x) for some r = r(x) > 0}.
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Theorem 0.2. Suppose d = 3, V̂ (s) ∈ L2(K;S(s)M ), s = 0, 1, A ∈ L2(K;R3), and there
exist a vector γ ∈ Λ\{0} and a measure µ ∈Mh , h > 0, such that conditions (A0), (A1),
(A2) are satisfied for the magnetic potential A, and the functions V̂
(s), s = 0, 1, can be
represented in the form
V̂ (s) = V̂
(s)
1 + V̂
(s)
2 + V̂
(s)
3 ,
where (for s = 0, 1) the Λ-periodic matrix functions V̂
(s)
ν , ν = 1, 2, 3, obey the conditions:
1) for the functions V̂
(s)
1 ∈ L2(K;S(s)M ), the maps
R
d ∋ x→ {[0, 1] ∋ ξ → V̂ (s)1 (x− ξγ)} ∈ L2([0, 1];S(s)M )
are continuous;
2) V̂
(s)
2 ∈ L3 ln1+δ L(K;S(s)M ) for some δ > 0;
3) V̂
(s)
3 =
∑Qs
q=1 V̂
(s)
3, q , V̂
(s)
3, q ∈ L3w(K;S(s)M ), and βγ, σ(0; V̂ (s)3, q ) < +∞ for some σ ∈ (0, 2],
q = 1, . . . , Qs , moreover, the essential supports supp V̂
(s)
3, q of the functions V̂
(s)
3, q (considered
as Λ-periodic functions defined on R3) do not intersect for different q,
‖V̂ (s)3 ‖(∞, loc)L3w(K;MM ) = maxq=1,...,Qs ‖V̂
(s)
3, q ‖(∞, loc)L3w(K;MM ) 6 c1 and maxq=1,...,Qs βγ, σ(V̂
(s)
3, q ) 6 c
′
1 ,
where c1 = c1(h, µ, γ;A) ∈ (0, C−1) and c ′1 = c ′1(h, µ, γ, σ;A) > 0 (C is the constant from
(0.6)).
Then the spectrum of the Λ-periodic Dirac operator (0.2) is absolutely continuous.
Remark. For d = 3, we can set M = 4 (and take the matrices α̂j and β̂ in the form
(0.8)). The condition 3 in Theorem 0.2 admits Coulomb singularities for the functions
V̂
(s)
3 , and therefore for the functions V, V1 in (0.3), and the function V in (0.4). The
condition 3 is fulfilled for the Λ-periodic functions V̂
(s)
3 if V̂
(s)
3 ∈ C∞(R3\
⋃J
j=1(xj +
Λ);S(s)M ), where xj , j = 1, . . . , J , are different points in K such that V̂ (s)3 (x) = 0̂ for x
which do not belong to some disjoint closed Λ-periodic neighbourhoods of the sets xj+Λ,
j = 1, . . . , J , and the functions V̂
(s)
3 (.) coincide with the functions | .−xj |−1 Q̂(s)j in certain
neighbourhoods (in R3) of points xj , where Q̂
(s)
j ∈ S(s)4 and
‖Q̂(s)j ‖M4 6 min
{( 4
3
pi
)−1/3
c1 , (2pi)
−1c ′1
}
for all j = 1, . . . , J and s = 0, 1 (here, the constant c ′1 corresponds to the number σ = 2).
1 Proof of Theorems 0.1 and 0.2
Let H˜a(K;CM), a > 0, be the set of vector functions ϕ : K → CM whose Λ-periodic ex-
tensions belong to the Sobolev class Haloc(R
d;CM) (of order a); H˜0(K;CM)
.
= L2(K;CM).
For all e ∈ Sd−1 , all k ∈ Rd (ej = (e, Ej), kj = (k, Ej), j = 1, . . . , d), and all κ > 0 we
introduce the operators
D̂(k + iκe) = −i
d∑
j=1
α̂j
∂
∂xj
+
d∑
j=1
(kj + iκej)α̂j
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acting on L2(K;CM), with the domain D(D̂(k + iκe)) = H˜1(K;CM) ⊂ L2(K;CM).
If Ŵ ∈ LΛM (d; a), a > 0, then for all ε > 0, all vectors k ∈ Rd, and all vector functions
ϕ ∈ H˜1(K;CM) we have
‖Ŵϕ‖ 6 (a+ ε) ‖D̂(k)ϕ‖+ Cε(a, Ŵ ) ‖ϕ‖ = (1.1)
= (a+ ε)
( d∑
j=1
∥∥(kj − i ∂
∂xj
)
ϕ
∥∥2 )1/2 + Cε(a, Ŵ ) ‖ϕ‖ ,
where the operator D̂(k) is the operator D̂(k + iκe) for κ = 0, Cε(a, Ŵ ) is the constant
from (0.5), and the function Ŵ is supposed to act on the space L2(K;CM) (here and
henceforth, the norms and the scalar products are related to the space L2(K;CM)).
Under the conditions of Theorem 0.1, we have
Ŵ = V̂ (0) + V̂ (1) −
d∑
j=1
Ajα̂j ∈ LΛM(d; 0) ,
furthermore, for any ε > 0 there is a constant C ′ε(0, Ŵ ) > 0 such that for all k ∈ Rd and
all ϕ ∈ H˜1(K;CM) the estimate
‖Ŵϕ‖ 6 ‖V̂ (0)ϕ‖+ ‖V̂ (1)ϕ‖+ ‖|A|ϕ‖ 6 ε ‖D̂(k)ϕ‖+ C ′ε(0, Ŵ ) ‖ϕ‖ (1.2)
holds (we can set C ′ε(0, Ŵ ) = Cε/3(0, V̂
(0)) + Cε/3(0, V̂
(1)) + Cε/3(0,
∑ d
j=1Ajα̂j)). If the
conditions of Theorem 0.2 are fulfilled, then Ŵ ∈ LΛM (3; a) for some a ∈ [0, 1).
Suppose Ŵ ∈ LΛM(d; a), a ∈ [0, 1). Then the operators D̂(k + iκe) + Ŵ , with the
domain D(D̂(k + iκe) + Ŵ ) = H˜1(K;CM) ⊂ L2(K;CM), are closed and have compact
resolvent for all k + iκe ∈ Cd. Furthermore, the operators D̂(k) + Ŵ , k ∈ Rd, are
self-adjoint and have a discrete spectrum. Let λν(k), ν ∈ Z, be the eigenvalues of the
operators D̂(k) + Ŵ . We assume that they are arranged in an increasing order (counting
multiplicities). The eigenvalues can be indexed for different k ∈ Rd such that the functions
Rd ∋ k → λν(k) are continuous (see [30]). Denote by
K∗ = {y =
d∑
j=1
ηjE
∗
j : 1 6 ηj < 1 , j = 1, . . . , d}
the fundamental domain of the lattice Λ∗, v(K∗) is the volume of K∗; v(K∗)v(K) = 1.
The periodic Dirac operator (0.1) is unitarily equivalent to the direct integral∫ L
2πK∗
(D̂(k) + Ŵ ) dk
(2pi)d v(K∗)
. (1.3)
The unitary equivalence is established via the Gel’fand transformation (see [44, 11]). The
spectrum of the operator (0.1) coincides with
⋃
ν ∈Z{λν(k) : k ∈ 2piK∗}.
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To prove the absolute continuity of the spectrum of the operator (0.1), it suffices to
prove the absence of eigenvalues (of infinite multiplicities) in its spectrum (see [7]). But,
on the other hand, if λ is an eigenvalue of the operator (0.1), then the decomposition of
the operator (0.1) into the direct integral (1.3) and the analytic Fredholm theorem imply
that λ is an eigenvalue of D̂(k+iκe)+Ŵ for all k+iκe ∈ Cd (see [7, 9]). Hence, it suffices
to prove that every number λ ∈ R is not an eigenvalue of the operator D̂(k+ iκe)+Ŵ for
some complex vector k+iκe ∈ Cd (dependent on λ). This method was used by Thomas in
[10]. If, under the conditions of Theorems 0.1 and 0.2, we change Ŵ − λÎ to Ŵ (change
V̂
(0)
1 − λÎ to V̂ (0)1 in the case of the operator (0.2)), then the new matrix function Ŵ
satisfies all conditions which are satisfied by the original matrix function Ŵ . Therefore,
to prove the absolute continuity of the spectrum of the operator (0.1), it suffices to prove
the absence of the eigenvalue λ = 0 in the spectrum of the operator D̂(k + iκe) + Ŵ for
some complex vector k+ iκe ∈ Cd. Thus, Theorems 0.1 and 0.2 are implied by Theorems
1.1 and 1.2, respectively.
Let γ ∈ Λ\{0} be the vector fixed in Theorems 0.1 and 0.2. In what follows, we denote
e = |γ|−1γ.
Theorem 1.1. Let d > 3. Suppose the matrix functions V̂ (s), s = 0, 1, and the magnetic
potential A (for the vector γ ∈ Λ\{0} and the measure µ ∈Mh , h > 0) satisfy the condi-
tions of Theorem 0.1. Then there exist a number C1 > 0 (we can put C1 =
1
2
pi|γ|−1C2 ,
where C2 is the constant from (1.10)) and a number κ0 > 0 such that for all κ > κ0 , all
vectors k ∈ Rd with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) we have
‖(D̂(k + iκe) + Ŵ )ϕ‖ > C1 ‖ϕ‖ .
Theorem 1.2. Let d = 3. Suppose the matrix functions V̂ (s), s = 0, 1, and the magnetic
potential A (for the vector γ ∈ Λ\{0} and the measure µ ∈ Mh , h > 0) satisfy the
conditions of Theorem 0.2 (the constants c1 ∈ (0, C−1) and c ′1 > 0 will be specified later
in the course of the proof). Then there exists a number C ′1 > 0 (as in Theorem 1.1, we
can put C ′1 =
1
2
pi|γ|−1C2 , where C2 is the constant from (1.10)) and, for every Ξ > 1,
there exists a number κ
(Ξ)
0 > 0 (which also depend on h, µ, Λ, γ, σ, on the functions
V̂
(s)
ν , s = 0, 1, ν = 1, 2, 3, and on the magnetic potential A) such that for any Ξ > 1
and any κ1 > κ
(Ξ)
0 there is a number κ ∈ [κ1,Ξκ1] such that for all vectors k ∈ R3 with
|(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) the estimate
‖(D̂(k + iκe) + Ŵ )ϕ‖ > C ′1 ‖ϕ‖
holds.
Theorems 1.1 and 1.2 are proved in the end of this section. Theorem 1.1 is based on
Theorem 1.3. Theorem 1.2 is deduced from Theorems 1.4, 1.5, and 1.6.
For all vector functions ϕ ∈ H˜1(K;CM),
D̂(k + iκe)ϕ =
∑
N ∈Λ∗
D̂N(k;κ)ϕN e 2πi (N,x),
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where
D̂N (k;κ) =
d∑
j=1
(kj + 2piNj + iκej) α̂j , Nj = (N, Ej) , j = 1, . . . , d .
For k ∈ Rd and κ > 0, we introduce the notation
G±N(k;κ)
.
=
(|k‖ + 2piN‖|2 + (κ ± |k⊥ + 2piN⊥|)2)1/2 , N ∈ Λ∗ ;
G+N(k;κ) > G
−
N(k;κ) , G
+
N(k;κ) > κ .
If k ∈ Rd and |(k, γ)| = pi, then for all κ > 0 and all N ∈ Λ∗ we have GN(k;κ) > pi|γ|−1.
In the case where |(k, γ)| = pi, we define the operators Ĝ ζ±, with ζ ∈ C, acting on the
space L2(K;CM):
Ĝ ζ±ϕ =
∑
N ∈Λ∗
(G±N (k;κ))
ζ ϕN e
2πi (N,x) ,
ϕ ∈ D(Ĝ ζ±) =
{
H˜ Re ζ(K;CM) if Re ζ > 0 ,
L2(K;CM) if Re ζ 6 0
(the operators Ĝ ζ± depend on k and κ, but, in the above notation, this dependence is not
indicated explicitely).
For all k ∈ Rd, all κ > 0, and all N ∈ Λ∗, the inequalities
G−N(k;κ) ‖u‖ 6 ‖D̂N(k;κ)u‖ 6 G+N(k;κ) ‖u‖ , u ∈ CM ,
hold. Hence, for all vector functions ϕ ∈ H˜1(K;CM),
‖Ĝ 1−ϕ‖ 6 ‖D̂(k + iκe)ϕ‖ 6 ‖Ĝ 1+ϕ‖ .
Let P̂ C, where C ⊆ Λ∗, denote the orthogonal projection on L2(K;CM) that takes a
vector function ϕ ∈ L2(K;CM) to the vector function
P̂ Cϕ .= ϕ C =
∑
N ∈C
ϕN e
2πi (N,x)
(in particular, P̂ ∅ = 0̂). We write H(C) = {ϕ ∈ L2(K;CM) : ϕN = 0 for N ∈ Λ∗\C}.
For vectors e˜ ∈ Sd−2(e), we define the orthogonal projections on CM :
P̂ ±e =
1
2
(
Î ∓ i ( d∑
j=1
ejα̂j
)( d∑
j=1
e˜jα̂j
))
;
‖P̂ ±e′ P̂ ∓e′′‖ = ‖P̂ ±e′ − P̂ ±e′′‖ =
1
2
| e˜ ′′ − e˜ ′ | , e˜ ′, e˜ ′′ ∈ Sd−2(e) . (1.4)
We shall use the notation e˜(y)
.
= |y⊥|−1y⊥ ∈ Sd−2(e) for vectors y ∈ Rd with y⊥ =
y − (y, e)e 6= 0.
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If k ∈ Rd, N ∈ Λ∗, and k⊥ + 2piN⊥ 6= 0, then
P̂ ±e(k+2πN)D̂N(k;κ)P̂ ±e(k+2πN) = 0̂ (1.5)
and, for all vectors u ∈ CM (and all κ > 0),
‖D̂N(k;κ)P̂ ±e(k+2πN)u‖ = G±N (k;κ)‖P̂ ±e(k+2πN)u‖ . (1.6)
If k⊥ + 2piN⊥ = 0, then
G+N(k;κ) = G
−
N (k;κ) . (1.7)
Let denote by P̂ ± = P̂ ±(k; e) and by P̂ ±∗ = P̂
±
∗ (k; e) the orthogonal projections on
L2(K;CM):
P̂ +ϕ =
∑
N ∈Λ∗ : k⊥+2πN⊥ 6=0
P̂ +e(k+2πN) ϕN e
2πi (N,x) ,
P̂ +∗ ϕ = P̂
+ϕ+
∑
N ∈Λ∗ : k⊥+2πN⊥=0
ϕN e
2πi (N,x) ,
P̂ −∗ ϕ =
∑
N ∈Λ∗ : k⊥+2πN⊥ 6=0
P̂ −e(k+2πN) ϕN e
2πi (N,x) ,
P̂ −ϕ = P̂ −∗ ϕ+
∑
N ∈Λ∗ : k⊥+2πN⊥=0
ϕN e
2πi (N,x) , ϕ ∈ L2(K;CM)
(the operators P̂ ± and P̂ ±∗ depend on k ∈ Rd, but the dependence will not be indicated
in the notation). Since P̂ + + P̂ − = Î, P̂ +∗ + P̂
−
∗ = Î, from equalities (1.5), (1.6), and
(1.7) it follows that
‖P̂ +∗ D̂(k + iκe)ϕ‖ = ‖Ĝ 1−P̂ −ϕ‖ , ‖P̂ −∗ D̂(k + iκe)ϕ‖ = ‖Ĝ 1+P̂ +ϕ‖ , (1.8)
‖D̂(k + iκe)ϕ‖2 = ‖Ĝ 1−P̂ −ϕ‖2 + ‖Ĝ 1+P̂ +ϕ‖2
for all vector functions ϕ ∈ H˜1(K;CM).
Condition (A1) and inequality (0.11) imply that for any τ ∈ (0, 1) there is a number
Q = Q(γ, A; τ) > 0 such that for all k ∈ Rd and all vector functions ϕ ∈ H˜1(K;CM) the
inequality
‖|A|ϕ‖ 6 τ ∥∥ ( k ′2 − i ∂∂x ′2 )ϕ ∥∥+Q ‖ϕ‖ (1.9)
is fulfilled, where k ′2 = (k, e), x
′
2 = (x, e), x ∈ Rd (we can put
Q =
τ
4|γ|2 +
8|γ|2
τ
max
x∈Rd
∫ 1
0
|A(x− ξγ)|2 dξ
(see (0.11))).
Let C∗(h) > 0 be the constant defined in Lemma 3.1. The constant C∗(h) depends
on C∗ and h. (In what follows, we shall assume that h 6 |γ|−1. Therefore the constant
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C∗(h) will depend on the vector γ as well.) Fix a number τ ∈ (0, 1) and the corresponding
number Q > 0. Denote
C2 = (1− τ)
(
1 +Q(1− θ˜)−1 |γ|
pi
e ‖µ‖C
∗(h)
)−1 ∈ (0, 1) . (1.10)
Theorem 1.3. Let d > 3. Suppose V̂ (s) ∈ L2(K;S(s)M ), s = 0, 1, A ∈ L2(K;Rd) with
A0 = 0, R > 0, and there are a vector γ ∈ Λ\{0} and a measure µ ∈Mh , h > 0, such that
for the magnetic potential A, conditions (A1), (A˜1), (A2) are satisfied and, moreover,
V̂
(s)
N = 0̂, s = 0, 1, and AN = 0 for all N ∈ Λ∗ with 2pi|N⊥| > R. Then for any δ > 0
there exist numbers a˜ = a˜(C2; δ, R) ∈ (0, C2] and κ0 > 0 such that for all κ > κ0 , all
vectors k ∈ Rd with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) the inequality
‖(P̂ +∗ + a˜P̂ −∗ )(D̂(k + iκe) + Ŵ )ϕ‖2 =
= ‖P̂ +∗ (D̂(k + iκe) + Ŵ )ϕ‖2 + a˜ 2‖P̂ −∗ (D̂(k + iκe) + Ŵ )ϕ‖2 >
> (1− δ) (C22 ‖Ĝ 1−P̂ −ϕ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2)
holds.
Theorem 1.3 is proved in Section 2. The following Theorem 1.4, which is proved in
Section 4, is a consequence of Theorem 1.3.
Theorem 1.4. Let d > 3. Suppose V̂ (s) ∈ L2(K;S(s)M ), s = 0, 1, A ∈ L2(K;Rd) with
A0 = 0, and there are a vector γ ∈ Λ\{0} and a measure µ ∈ Mh , h > 0, such that
the magnetic potential A obeys conditions (A1), (A˜1), (A2) and, for the functions V̂
(s),
s = 0, 1, the maps
R
d ∋ x→ {[0, 1] ∋ ξ → V̂ (s)(x− ξγ)} ∈ L2([0, 1];MM)
are continuous. Then for any δ ∈ (0, 1) there exists a number κ ′0 > 0 such that for all
κ > κ ′0 , all vectors k ∈ Rd with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) the
inequality
‖(C−
1
2
2 Ĝ
− 1
2− P̂
+
∗ + Ĝ
− 1
2
+ P̂
−
∗ )(D̂(k + iκe) + Ŵ )ϕ‖2 =
= C−12 ‖Ĝ−
1
2− P̂
+
∗ (D̂(k + iκe) + Ŵ )ϕ‖2 + ‖Ĝ−
1
2
+ P̂
−
∗ (D̂(k + iκe) + Ŵ )ϕ‖2 >
> (1− δ) (C2 ‖Ĝ
1
2− P̂
−ϕ‖2 + ‖Ĝ
1
2
+ P̂
+ϕ‖2)
is fulfilled.
Fix some nonnegative even function Rd−1 ∋ x ′ → F(x ′) ∈ R from the Schwartz space
S(Rd−1;R) with the following property: the function
R
d−1 ∋ p→ F ̂(p) = ∫
Rd−1
F(x ′) e i(p,x ′) dx ′
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is also nonnegative and satisfies the conditions F ̂(0) = 1 and F ̂(p) = 0 for |p| > 1
(see, e.g., [43] and remarks after Chapter 1 in [45]). Then we also have F ̂ ∈ S(Rd−1;R)
and 0 6 F ̂(p) = F ̂(−p) 6 1 for all p ∈ Rd−1. Let {E ′j} be an orthogonal basis in Rd
with E ′2 = e. Denote x ′j = (x, E ′j ), x ∈ Rd, j = 1, . . . , d, x ′ .= (x ′1, x ′3, . . . , x ′d) ∈ Rd−1;
x⊥ =
∑
j 6=2
x ′jE ′j ∈ Rd, x‖ = x ′2e ∈ Rd. For R > 0, we set
V̂
(s)
{R}(x) = R
d−1
∫
Rd−1
V̂ ( s)
(
x−
∑
j 6=2
x ′jE ′j
)F(Rx ′1, Rx ′3, . . . , Rx ′d) dx ′ , s = 0, 1, (1.11)
V̂{R}(x) = V̂
(0)
{R}(x) + V̂
(1)
{R}(x) ,
A{R}(x) = Rd−1
∫
Rd−1
A
(
x−
∑
j 6=2
x ′jE ′j
)F(Rx ′1, Rx ′3, . . . , Rx ′d) dx ′ , x ∈ Rd . (1.12)
Since
(V̂
(s)
{R})N = F ̂(2piN ′R ) V̂ (s)N , s = 0, 1 , (A{R})N = F ̂(2piN ′R )AN ,
where N ′ = (N ′1 , N
′
3 , . . . , N
′
d) ∈ Rd−1, N ∈ Λ∗, we have (V̂ (s){R})N = 0 and (A{R})N = 0
for all N ∈ Λ∗ with 2pi|N⊥| > R. By the definition of the functions V̂ (s){R} ∈ L2(K;S(s)M )
and A{R} ∈ L2(K;Rd) (in the form of a convolution) and by the choice of the function
F , the function A{R} (as well as the function A) satisfies conditions (A0), (A˜1), (A2) for
all R > 0, with the constants Cε(0, Ŵ{R}) = Cε(0, Ŵ ), ε > 0 (and inequalities (1.2) are
satisfied with the constants C ′ε(0, Ŵ{R}) = C
′
ε(0, Ŵ ), ε > 0), moreover, the maps
R
d ∋ x→ {[0, 1] ∋ ξ → V̂ (s){R}(x− ξγ)} ∈ L2([0, 1];S(s)M ) , s = 0, 1 ,
R
d ∋ x→ {[0, 1] ∋ ξ → A{R}(x− ξγ)} ∈ L2([0, 1];Rd)
are continuous (the function A{R} obeys condition (A1)), and
||| Ŵ − Ŵ{R} |||γ,M → 0
as R → +∞. The last relation and inequality (0.11) imply that for any ε˜ > 0 there is a
number R = R(ε˜) > 0 (dependent also on γ, µ, and functions V̂ (s), s = 0, 1, and A) such
that for all ε > 0 and all vector functions ϕ ∈ H1(Rd;CM) the inequality
‖(Ŵ − Ŵ{R})ϕ‖L2(Rd;CM ) 6 ε˜
(
ε
∥∥−i ∂ϕ
∂x ′2
∥∥
L2(Rd;CM )
+ C ′(γ, ε) ‖ϕ‖L2(Rd;CM )
)
(1.13)
holds, where x ′2 = (x, e), x ∈ Rd, and C ′(γ, ε) is the constant from inequality (0.11).
From (1.13) it follows that
‖(Ŵ − Ŵ{R})ϕ‖ 6 ε˜
(
ε
∥∥(k ′2 − i ∂∂x ′2 )ϕ ∥∥+ C ′(γ, ε) ‖ϕ‖) (1.14)
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for all ε˜ > 0 (R = R(ε˜)), all ε > 0, all ϕ ∈ H˜1(K;CM), and all k ∈ Rd, where k ′2 = (k, e).
Proof of Theorem 1.1. Given the vector γ ∈ Λ\{0} and the measure µ ∈Mh , suppose
the functions V̂ (s), s = 0, 1, and A satisfy the conditions of Theorem 0.1. For the number
ε˜
.
=
1
4
√
3
C2
(
1 +
|γ|2
pi2
(C ′(γ, 1))2
)−1/2
,
there is a number R = R(ε˜) > 0 such that inequality (1.14) holds for all ε > 0, all vectors
k ∈ Rd, and all vector functions ϕ ∈ H˜1(K;CM). Furthermore, (Ŵ{R})N = 0̂ for all
N ∈ Λ∗ with 2pi|N⊥| > R, the function A{R} obeys conditions (A0), (A1), (A˜1), (A2)
(with the vector γ ∈ Λ\{0}, the measure µ ∈ Mh , and the constants C∗, θ˜), and for the
function A{R} , estimates (1.9) are fulfilled with the constants Q(γ, A{R}; τ) = Q(γ, A; τ),
τ ∈ (0, 1) (including the chosen number τ). Therefore, Theorem 1.3 applied to the
functions V̂
(s)
{R}, s = 0, 1, A{R} and the number δ =
1
3
, implies that there exist a number
a˜ = a˜(C2;
1
3
, R(ε˜)) ∈ (0, C2] and a number κ0 > 0 such that the inequality
‖(D̂(k + iκe) + Ŵ{R})ϕ‖2 > ‖(P̂ +∗ + a˜ P̂ −∗ )(D̂(k + iκe) + Ŵ{R})ϕ‖2 >
>
2
3
(C 22 ‖Ĝ 1−P̂ −ϕ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2)
holds for all κ > κ0 , all vectors k ∈ Rd, with |(k, γ)| = pi, and all vector functions ϕ ∈
H˜1(K;CM). Set ε = a˜ (4
√
6 ε˜ )−1 and assume that a˜κ0 > pi|γ|−1C2 and εκ0 > C ′(γ, ε).
Then, for κ > κ0 , from (1.14) it follows that
‖(Ŵ − Ŵ{R})P̂ −ϕ‖2 6 2ε˜ 2
( ‖Ĝ 1−P̂ −ϕ‖2 + (C ′(γ, 1))2 ‖P̂ −ϕ‖2 ) 6 124 C 22 ‖Ĝ 1−P̂ −ϕ‖2 ,
‖(Ŵ − Ŵ{R})P̂ +ϕ‖2 6 2ε˜ 2
(
ε2 ‖Ĝ 1−P̂ +ϕ‖2 + (C ′(γ, ε))2‖P̂ +ϕ‖2
)
6
6 2ε˜ 2
(
ε2 + κ−2 (C ′(γ, ε))2
) ‖Ĝ 1+P̂ +ϕ‖2 6 124 a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2 .
Hence, for κ > κ0 (and for all k ∈ Rd with |(k, γ)| = pi, and all ϕ ∈ H˜1(K;CM)) we have
‖(D̂(k + iκe) + Ŵ )ϕ‖2 >
>
1
2
‖(D̂(k + iκe) + Ŵ{R})ϕ‖2 − 2 ‖(Ŵ − Ŵ{R})P̂ −ϕ‖2 − 2 ‖(Ŵ − Ŵ{R})P̂ +ϕ‖2 >
>
1
4
(
C 22 ‖Ĝ 1−P̂ −ϕ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2
)
>
>
1
4
(
C 22
pi2
|γ|2 ‖P̂
−ϕ‖2 + a˜ 2κ2 ‖P̂ +ϕ‖2) > C 21 ‖ϕ‖2 ,
where C1 =
1
2
pi|γ|−1C2 . 
Remark. Theorem 1.1 can be also proved using Theorem 1.4 (see the proof of Theo-
rem 1.2).
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Theorem 1.5. Let d = 3, γ ∈ Λ\{0}. Suppose V̂ (s) ∈ L3 ln1+δ L(K;S(s)M ), s = 0, 1, for
some δ > 0. Then for any ε ′ > 0 and any Ξ > 1 there is a number κ0 = κ0(ε ′,Ξ) > 0
(dependent also on γ and the functions V̂ (s)) such that for every κ1 > κ0 there exists a
number κ ∈ [κ1,Ξκ1] such that for all vectors k ∈ R3 with |(k, γ)| = pi, and all vector
functions ϕ ∈ H˜1(K;CM) the inequality
‖ Ĝ−
1
2− P̂
+
∗ V̂ ϕ ‖2 + ‖ Ĝ−
1
2
+ P̂
−
∗ V̂ ϕ ‖2 6 (ε ′)2
( ‖ Ĝ 12+ P̂ +ϕ ‖2 + ‖ Ĝ 12− P̂ −ϕ ‖2
holds, where V̂ = V̂ (0) + V̂ (1).
Theorem 1.6. Let d = 3, γ ∈ Λ\{0}, σ ∈ (0, 2]. Then there exist a universal constant
c˜1 ∈ (0, C−1) and a constant c˜ ′1 > 0, dependent only on σ, such that for any ε ′ > 0 and
for all matrix functions
V̂ (s) =
Qs∑
q=1
V̂ (s)q , s = 0, 1 ,
that satisfy (for s = 0 and s = 1) the following conditions:
1) V̂
(s)
q ∈ L3w(K;S(s)M ) and βγ, σ(0; V̂ (s)q ) < +∞, q = 1, . . . , Qs ,
2) the essential supports supp V̂
(s)
q of functions V̂
(s)
q (assumed to be Λ-periodic func-
tions defined on space R3) do not intersect for different q,
3) ‖V̂ (s)‖(∞, loc)L3w(K;MM ) = maxq=1,...,Qs ‖V̂
(s)
q ‖(∞, loc)L3w(K;MM ) 6 c˜1 ε ′,
4) max
q=1,...,Qs
βγ, σ(V̂
(s)
q ) 6 c˜ ′1 ε
′ ,
there exists a number κ ′′′0 > 0 such that for all κ > κ
′′′
0 , all vectors k ∈ R3 with |(k, γ)| =
pi, and all vector functions ϕ ∈ H˜1(K;CM) the inequality
‖ Ĝ−
1
2− P̂
+
∗ V̂ ϕ ‖2 + ‖ Ĝ−
1
2
+ P̂
−
∗ V̂ ϕ ‖2 6 (ε ′)2
( ‖ Ĝ 12+ P̂ +ϕ ‖2 + ‖ Ĝ 12− P̂ −ϕ ‖2 ) (1.15)
holds (where V̂ = V̂ (0) + V̂ (1)).
Theorems 1.5 and 1.6 are proved in Sections 5 and 6, respectively.
Proof of Theorem 1.2. Suppose the functions V̂
(s)
ν , s = 0, 1, ν = 1, 2, 3, and A satisfy
the conditions of Theorem 0.2, and the constants c1 ∈ (0, C−1) and c ′1 > 0 are chosen in
accordance with Theorem 1.6 (see the conditions of Theorem 0.2 for the functions V̂
(s)
3 ):
c1 = c˜1ε
′, c ′1 = c˜
′
1ε
′, here ε ′ .= 1
4
√
3
C2 (the constant C2 ∈ (0, 1) (see (1.10)) is determined
by the magnetic potential A and by the choice of the vector γ ∈ Λ\{0} and the measure
µ ∈Mh , h > 0; the choice of the vector γ depends also on matrix functions V̂ (s)1 , s = 0, 1).
Denote
Ŵ1 = V̂1 −
3∑
j=1
Ajα̂j .
Given δ = 1
3
, from Theorem 1.4 it follows that there is a number κ ′0 > 0 such that for all
κ > κ ′0 , all vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) the
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following inequality is valid:
‖ (C− 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(D̂(k + iκe) + Ŵ1)ϕ ‖2 > (1.16)
>
2
3
(C2 ‖ Ĝ
1
2− P̂
−ϕ ‖2 + ‖ Ĝ
1
2
+ P̂
+ϕ ‖2) .
Fix a number Ξ > 1. From Theorems 1.5 and 1.6 (applied to the matrix functions V̂
(s)
2
and V̂
(s)
3 , respectively) it follows that there exists a number κ
(Ξ)
0 > max {κ ′0, pi|γ|−1C2}
such that for any κ1 > κ
(Ξ)
0 there is a number κ ∈ [κ1,Ξκ1] such that for all k ∈ R3 with
|(k, γ)| = pi, and all ϕ ∈ H˜1(K;CM) we have
‖ ( Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ ) V̂νϕ ‖2 6 (ε ′)2 ( ‖ Ĝ 12+ P̂ +ϕ ‖2+ ‖ Ĝ 12− P̂ −ϕ ‖2 ) , ν = 2, 3 , (1.17)
where V̂ν = V̂
(0)
ν + V̂
(1)
ν . Now, inequalities (1.16) and (1.17) (and also the relations
C2 ∈ (0, 1), G+N (k;κ) > κ and G−N (k;κ) 6 G+N (k;κ), N ∈ Λ∗) imply that for every
κ1 > κ
(Ξ)
0 > pi|γ|−1C2 and for the number κ ∈ [κ1,Ξκ1] chosen as above, the following
estimates are hold for all k ∈ R3 with |(k, γ)| = pi, and all ϕ ∈ H˜1(K;CM):
C−12
|γ|
pi
‖ (D̂(k + iκe) + Ŵ )ϕ‖2 >
> ‖ (C− 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(D̂(k + iκe) + Ŵ )ϕ ‖2 >
>
1
2
‖ (C− 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(D̂(k + iκe) + Ŵ1)ϕ ‖2−
− 2
3∑
ν=2
‖ (C− 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ ) V̂νϕ ‖2 >
>
1
3
(
C2 ‖ Ĝ
1
2− P̂
−ϕ ‖2 + ‖ Ĝ
1
2
+ P̂
+ϕ ‖2)− 2C−12 3∑
ν=2
‖ ( Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ ) V̂νϕ ‖2 >
>
1
4
(
C2 ‖G
1
2− P̂
−ϕ ‖2 + ‖G
1
2
+ P̂
+ϕ ‖2) >
>
1
4
(
C2
pi
|γ| ‖ P̂
−ϕ ‖2 + κ ‖ P̂ +ϕ ‖2) > C−12 |γ|pi C 21 ‖ϕ ‖2 ,
where C1 =
1
2
pi|γ|−1C2 . 
2 Proof of Theorem 1.3
Given the vector γ ∈ Λ\{0} (e = |γ|−1γ), for all ε ∈ (0, 1), define the sets
C(ε) = C(k,κ; ε) = {N ∈ Λ∗ : |κ − |k⊥ + 2piN⊥|| < εκ} ,
k ∈ Rd, κ > 0.
In this Section, Theorem 1.3 is deduced from Theorem 2.1 which is a weakened variant
of Theorem 1.3. Theorem 2.1 is proved in Section 3.
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Theorem 2.1. Let d > 3. Suppose V̂ (s) ∈ L2(K;S(s)M ), s = 0, 1, A ∈ L2(K;Rd) with
A0 = 0, R > 0, and there are a vector γ ∈ Λ\{0} and a measure µ ∈Mh , h > 0, such that
for the magnetic potential A, conditions (A1), (A˜1), (A2) are fulfilled, and, moreover,
V̂
(s)
N = 0̂, s = 0, 1, and AN = 0 for all N ∈ Λ∗ with 2pi|N⊥| > R. Then for any δ ∈ (0, 1)
there exist numbers a = a(C2; δ, R) ∈ (0, C2] and κ0 > 2R (the number κ0 depends on δ,
|γ|, h, ‖µ‖, R and on the constants C ′ε(0, Ŵ ), C∗, τ , Q, θ˜) such that for all κ > κ0 , all
vectors k ∈ Rd with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) ∩ H(C(1
2
)) the
inequality
‖ P̂ + (D̂(k + iκe) + Ŵ )ϕ ‖2 + a 2 ‖ P̂ − (D̂(k + iκe) + Ŵ )ϕ‖2 > (2.1)
> (1− δ) (C22 ‖ Ĝ 1− P̂ −ϕ ‖2 + a 2 ‖ Ĝ 1+ P̂ +ϕ ‖2 ) ,
holds, where the constant C2 is defined in (1.10).
Remark. Since κ0 > 2R, we see that for all κ > κ0 and all vector functions ϕ ∈
H˜1(K;CM)∩H(C(1
2
)) the equality (Ŵϕ)N = 0 holds forN ∈ Λ∗ with |k⊥+2piN⊥| 6 κ2−R
(in particular, (Ŵϕ)N = 0 for N ∈ Λ∗ with k⊥ + 2piN⊥ = 0). Hence, in the left hand
side of inequality (2.1), the orthogonal projections P̂ ± may be replaced by the orthogonal
projections P̂ ±∗ .
Lemma 2.1. Under the conditions of Theorem 1.2, for any ε > 0 there is a number
κ˜0 = κ˜0(ε) > 0 such that for all κ > κ˜0 , all vectors k ∈ Rd, and all vector functions
ϕ ∈ H˜1(K;CM) ∩ H(Λ∗\C(1
4
)) the estimate
‖Ŵϕ‖ 6 ε ‖Ĝ 1−ϕ‖
holds.
Proof. Indeed, set κ˜0 = 8ε
−1Cε/10(0, Ŵ ) (here Cε/10(0, Ŵ ) is the constant from (0.5)).
Since G−N(k;κ) >
κ
4
and G−N(k;κ) >
1
5
|k + 2piN | for all N ∈ Λ∗\C(1
4
), we obtain (see
(1.1))
‖Ŵϕ‖ 6 ε
10
∥∥ d∑
j=1
(
kj − i ∂
∂xj
)
α̂jϕ
∥∥+ Cε/10(0, Ŵ ) ‖ϕ‖ =
=
ε
10
v1/2(K)
( ∑
N ∈Λ∗\C( 1
4
)
|k + 2piN |2 ‖ϕN‖2
)1/2
+ Cε/10(0, Ŵ ) ‖ϕ‖ 6
6
( ε
2
+
4
κ
Cε/10(0, Ŵ )
) ‖Ĝ 1−ϕ‖ 6 ε ‖Ĝ 1−ϕ‖
for all κ > κ˜0 (all k ∈ Rd and all ϕ ∈ H˜1(K;CM) ∩H(Λ∗\C(14))).
Proof of Theorem 1.3. We write δ1 =
δ
3
. Let a˜ = a(C2 ; δ1, R) ∈ (0, C2] and κ0 be the
numbers defined in Theorem 2.1. Denote
ε =
δ1√
6(1− δ1)
min {C2, a˜} .
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Without loss of generality we assume that κ0 > 4R and κ0 > κ˜0(ε), where κ˜0(ε) is the
number from Lemma 2.1. In what follows, we also assume that κ > κ0 and the vector
k ∈ Rd satisfies the equality |(k, γ)| = pi. For the vector function ϕ ∈ H˜1(K;CM), the
equality
‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖2 = (2.2)
= ‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖2+
+ ‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖2
holds. We shall estimate the summands in the right hand side of (2.2). Since κ > κ0 > 4R
and ŴN = 0 for all N ∈ Λ∗ with 2pi|N⊥| > R, we see that ŴN = 0 for all N ∈ Λ∗ with
2pi|N⊥| > κ4 . The last assertion will be used below to obtain necessary estimates. We
have
‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖ = (2.3)
= ‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )(ϕ C( 12 ) + ϕ C( 34 ) \ C( 12 ))‖ >
> ‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 ) ‖−
−‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 )‖−
−‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 34 ) \ C( 12 ) ‖ .
Using Lemma 2.1, we get
‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 ) ‖ = (2.4)
= ‖ P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)Ŵϕ C( 12 ) \ C( 14 ) ‖ 6 ‖Ŵϕ C( 12 ) \ C( 14 ) ‖ 6 ε ‖Ĝ 1−ϕ C(
1
2
) \ C( 1
4
) ‖ ,
‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 34 ) \ C( 12 ) ‖ = (2.5)
= ‖P̂ C( 12 ) (P̂ + + a˜P̂ −)Ŵϕ C( 34 ) \ C( 12 ) ‖ 6 ‖Ŵϕ C( 34 ) \ C( 12 ) ‖ 6 ε ‖Ĝ 1−ϕ C(
3
4
) \ C( 1
2
) ‖ .
On the other hand, from Theorem 2.1 we derive
‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 ) ‖2 >
> (1− δ1) (C22 ‖Ĝ 1−P̂ −ϕ C(
1
2
) ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ C(
1
2
) ‖2) .
Consequently, from (2.3), (2.4), and (2.5) we obtain
‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖2 > (2.6)
> (1− δ1) ‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 ) ‖2−
− 2(1− δ1)
δ1
‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 ) ‖2−
− 2(1− δ1)
δ1
‖P̂ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 34 ) \ C( 12 ) ‖2 >
20
> (1− δ1)2 (C22 ‖Ĝ 1−P̂ −ϕ C(
1
2
) ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ C(
1
2
) ‖2)−
− 2(1− δ1)
δ1
ε2
( ‖Ĝ 1−ϕ C( 12 ) \ C( 14 ) ‖2 + ‖Ĝ 1−ϕ C( 34 ) \ C( 12 ) ‖2) >
> (1− 2δ1) (C22 ‖Ĝ 1−P̂ −ϕ C(
1
2
) ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ C(
1
2
) ‖2)−
− 2(1− δ1)
δ1
ε2 ‖Ĝ 1−ϕ C(
3
4
) \ C( 1
4
) ‖2 .
Let us estimate the second summand in the right hand side of (2.2). By Lemma 2.1, we
have
‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖ =
= ‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ ) (ϕΛ∗ \ C( 12 ) + ϕ C( 12 ) \ C( 14 ) )‖ >
> ‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕΛ∗ \ C( 12 ) ‖−
−‖P̂ C( 12 ) \ C( 14 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕΛ∗ \ C( 12 ) ‖−
−‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ C( 12 ) \ C( 14 ) ‖ =
= ‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕΛ∗ \ C( 12 ) ‖−
−‖P̂ C( 12 ) \ C( 14 ) (P̂ + + a˜P̂ −)Ŵϕ C( 34 ) \ C( 12 ) ‖−
−‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)Ŵϕ C( 12 ) \ C( 14 ) ‖ >
> ‖(P̂ + + a˜P̂ −)D̂(k + iκe)ϕΛ∗ \ C( 12 ) ‖−
−‖ŴϕΛ∗ \ C( 12 ) ‖ − ‖Ŵϕ C( 34 ) \ C( 12 ) ‖ − ‖Ŵϕ C( 12 ) \ C( 14 ) ‖ >
> ‖(P̂ + + a˜P̂ −)D̂(k + iκe)ϕΛ∗ \ C( 12 ) ‖−
− ε ( ‖Ĝ 1−ϕΛ∗ \ C( 12 ) ‖+ ‖Ĝ 1−ϕ C( 34 ) \ C( 12 ) ‖+ ‖Ĝ 1−ϕ C( 12 ) \ C( 14 ) ‖ ) .
Therefore (taking into account inequalities (1.8) and the choice of the number C2 ∈ (0, 1)),
‖P̂ Λ∗ \ C( 12 ) (P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖2 >
> (1− 2δ1) ‖(P̂ + + a˜P̂ −)D̂(k + iκe)ϕΛ∗ \ C( 12 ) ‖2−
− 3(1− 2δ1)
2δ1
ε2 ‖Ĝ 1−ϕΛ
∗ \ C( 1
2
) ‖2−
− 3(1− 2δ1)
2δ1
ε2
( ‖Ĝ 1−ϕ C( 34 ) \ C( 12 ) ‖2 + ‖Ĝ 1−ϕ C( 12 ) \ C( 14 ) ‖2 ) =
= (1− 2δ1)
( ‖Ĝ 1−P̂ −ϕΛ∗ \ C( 12 ) ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕΛ∗ \ C( 12 ) ‖2 )−
− 3(1− 2δ1)
2δ1
ε2
( ‖Ĝ 1−ϕΛ∗ \ C( 12 ) ‖2 + ‖Ĝ 1−ϕ C( 34 ) \ C( 14 ) ‖2 ) >
> (1− 2δ1)
(
C22 ‖Ĝ 1−P̂ −ϕΛ
∗ \ C( 1
2
) ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕΛ
∗ \ C( 1
2
) ‖2 )−
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− 2(1− δ1)
δ1
ε2
( ‖Ĝ 1−ϕΛ∗ \ C( 12 ) ‖2 + ‖Ĝ 1−ϕ C( 34 ) \ C( 14 ) ‖2 ) .
From the last inequality and from (2.2), (2.6), it follows that the estimate
‖(P̂ + + a˜P̂ −)(D̂(k + iκe) + Ŵ )ϕ‖2 > (2.7)
> (1− 2δ1)
(
C22 ‖Ĝ 1−P̂ −ϕ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2
) − 6(1− δ1)
δ1
ε2 ‖Ĝ 1−ϕ‖2
holds. Finally, estimate (2.7) and the estimate
6(1− δ1)
δ1
ε2 ‖Ĝ 1−ϕ‖2 =
6(1− δ1)
δ1
ε2
( ‖Ĝ 1−P̂ −ϕ‖2 + ‖Ĝ 1−P̂ +ϕ‖2 ) 6
6 δ1
(
C22 ‖Ĝ 1−P̂ −ϕ‖2 + a˜ 2 ‖Ĝ 1−P̂ +ϕ‖2
)
6 δ1
(
C22 ‖Ĝ 1−P̂ −ϕ‖2 + a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2
)
imply inequality (2.1). This completes the proof.
3 Proof of Theorem 2.1
First we shall show that it suffices to assume that the magnetic potential A is a trigonomet-
ric polynomial. Indeed, suppose the functions V̂ (s), s = 0, 1, and A satisfy the conditions
of Theorem 2.1 (in particular, for the vector γ ∈ Λ\{0} and the measure µ ∈Mh , h > 0,
conditions (A1), (A˜1), (A2) are fulfilled, moreover, A0 = 0 and V̂
(s)
N = 0̂, s = 0, 1, AN = 0
for all N ∈ Λ∗ with 2pi|N⊥| > R). Let G : Rd → R be a nonnegative function from the
Schwartz space S(Rd;R) such that for the function
R
d ∋ p→ G ̂(p) = ∫
Rd
G(x) e i(p,x) dx
we have G ̂(0) = 1 and G ̂(p) = 0 for |p| > 1 (we may assume that the function G
coincides with the function F : Rd−1 → R considered in Section 1 if we change Rd−1 to
Rd). Let us denote
A{r}(x) = rd
∫
Rd
A(x− y)G(ry) dy , r > 0 , x ∈ Rd .
For any r > 0, the functions V̂ (s) and A{r} (as well as the functions V̂ (s) and A) satisfy all
conditions of Theorem 2.1 (with the vector γ, the measure µ and the constants C ′ε(0, V̂ −∑d
j=1A
{r}
j α̂j) = C
′
ε(0, Ŵ ), C
∗, τ , Q, θ˜). Furthermore,
(A{r})N = G ̂(− 2piN
r
)
AN , N ∈ Λ∗ ,
hence, (A{r})N = 0 for 2pi|N | > r . Now, if we suppose that Theorem 2.1 is already
proved for the matrix functions V̂ (s), s = 0, 1, and the magnetic potentials A{r} (which
are trigonometric polynomials), r > 0, then for any δ ∈ (0, 1) there exist numbers κ0 > 2R
22
and a ∈ (0, 1) (independent of the number r > 0) such that for all κ > κ0 , all vectors
k ∈ Rd with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM)∩H(C(1
2
)) the inequality
‖(P̂ + + aP̂ −) (D̂(k + iκe) + V̂ −
d∑
j =1
A
{r}
j α̂j )φ‖2 > (3.1)
> (1− δ) (C22 ‖Ĝ 1−P̂ −ϕ‖2 + a 2 ‖Ĝ 1+P̂ +ϕ‖2 )
holds. On the other hand, A ∈ L2(K;Rd) and ‖A − A{r}‖L2(K;Rd) → 0 as r → +∞.
Hence, assuming that the vector function ϕ is a trigonometric polynomial and taking the
limit in (3.1) as r → +∞, we obtain inequality (2.1). Since trigonometric polynomials
from the set H(C(1
2
)) are dense in H˜1(K;CM) ∩ H(C(1
2
)) (with respect to the norm of
the space H˜1(K;CM)) and the magnetic potential A obeys condition (A1) (therefore,∑d
j=1Ajα̂j ∈ LΛM (d; 0)), we see that inequality (2.1) holds for all κ > κ0 , all k ∈ Rd with
|(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) ∩ H(C(1
2
)). Thus, without loss of
generality we shall assume that the magnetic potential A : Rd → Rd is a trigonometric
polynomial.
Since the number h > 0 can be chosen arbitrarily small, we shall also assume that
h 6 |γ|−1 .
In this Section, we use the method suggested in [46] (also see [42]). Lower bounds for
the number κ0 > 2R are specified in the course of the proof. Adding new lower bounds,
we assume that all previous bounds are valid as well. Let δ ∈ (0, 1). We write δ1 = δ8 ,
δ2 =
δ
4
. Let us denote
C3 = 1 + τ +
|γ|
pi
Q .
Suppose a number ε˜ ∈ (0, δ
8
] satisfies the inequality
ε˜ C23 <
1
400
δ2 (1− ε˜)C22 .
If κ > κ0 > 2R, k ∈ Rd , N ∈ C( 12 ) and N ′ ∈ Λ∗ with 2pi|N ′⊥| 6 R, then |k⊥ +
2pi(N⊥ +N ′⊥)| > κ2 − R > 0 and
| e˜(k + 2pi(N +N ′))− e˜(k + 2piN) | < 2R
κ
. (3.2)
There are numbers c˜ = c˜(ε˜) > 0 and κ ′0 > (c˜ + 4)R such that for all κ > κ0 > κ
′
0 ,
there are nonintersecting (nonempty) open (in Sd−2(e)) sets Ω˜λ ⊂ Sd−2(e) and vectors
e˜λ ∈ Ω˜λ , λ ∈ L = {1, . . . , λ0(d, ε˜, R;κ)}, such that
1) | e˜− e˜λ | < ρ˜ = c˜ R
κ
for all e˜ ∈ Ω˜λ ;
2) | e˜ ′ − e˜ ′′ | > 8R
κ
for all e˜ ′ ∈ Ω˜λ1 , e˜ ′′ ∈ Ω˜λ2 , λ1 6= λ2 ;
3a) measSd−2(e)\
⋃
λ Ω˜λ <
1
2
ε˜ measSd−2(e), where meas stands for the (invariant)
surface measure on the (d− 2)-dimensional sphere Sd−2(e).
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The sets Ω˜λ and the vectors e˜
λ may be substituted by the sets Θ̂ Ω˜λ and the vectors
Θ̂ e˜λ (which also have properties 1, 2, and 3a), where Θ̂ is any orthogonal transformation
of the subspace {x ∈ Rd : (x, γ) = 0}. Therefore, choosing an appropriate orthogonal
transformation Θ̂ of the subspace {x ∈ Rd : (x, γ) = 0} and using the notation Ω˜λ and
e˜λ instead of Θ̂Ω˜λ and Θ̂ e˜
λ respectively, we can also assume that for the vector k ∈ Rd
with |(k, γ)| = pi, and for the vector function ϕ ∈ H˜1(K;CM) ∩ H(C(1
2
)), the following
property is fulfilled (for both signs + and −):
3b) ∑
N ∈C ( 1
2
) : e(k+2πN) 6∈S
λ
eΩλ
‖ Ĝ±N(k;κ) P̂±e(k+2πN) ϕN ‖2 6 ε˜ v−1(K) ‖ Ĝ 1±P̂±ϕ ‖2 .
The sets Ω˜λ and the vectors e˜
λ depend on d, γ, ε˜, R, κ, and also on the chosen vector
k ∈ Rd with |(k, γ)| = pi, and on the vector function ϕ ∈ H˜1(K;CM) ∩H(C(1
2
)).
We introduce the notation ρ = ρ˜+ 2R
κ
, ρ ′ = ρ˜+ 4R
κ
. Let
Ωλ = {e˜ ∈ Sn−2(e) : | e˜− e˜ ′ | < 2R
κ
for some e˜ ′ ∈ Ω˜λ} ,
Ω ′λ = {e˜ ∈ Sn−2(e) : | e˜− e˜ ′ | <
4R
κ
for some e˜ ′ ∈ Ω˜λ} ;
Ω˜λ ⊂ Ωλ ⊂ Ω ′λ . The sets Ω ′λ do not intersect for different λ ∈ L. Moreover, | e˜ ′−e˜ ′′ | > 4Rκ
for all e˜ ′ ∈ Ωλ1 , e˜ ′′ ∈ Ωλ2 , λ1 6= λ2 .
We write
K˜λ = K˜λ(k,κ;ϕ) = {N ∈ C( 1
2
) : e˜(k + 2piN) ∈ Ω˜λ} ,
Kλ = Kλ(k,κ;ϕ) = {N ∈ C( 1
2
) : e˜(k + 2piN) ∈ Ωλ} ,
K ′λ = K ′λ(k,κ;ϕ) = {N ∈ C(
1
2
) : e˜(k + 2piN) ∈ Ω ′λ} .
Property 3b implies that for the vector function ϕ ∈ H˜1(K;CM) ∩ H(C(1
2
), we have (for
each sign)
‖ Ĝ 1±P̂±ϕ
C( 1
2
) \ S
λ
eKλ ‖2 6 ε˜ ‖ Ĝ 1±P̂±ϕ ‖2 . (3.3)
Without loss of generality we assume that E2 = e. For each index λ ∈ L (and for
already chosen k, κ, and ϕ), we take an orthogonal system of vectors E (λ)j ∈ Sd−1 ⊂
Rd, j = 1, . . . , d, such that E (λ)1 = e˜λ, E (λ)2 = E2 = e. We let x(λ)j = (x, E (λ)j ) denote
the coordinates of the vectors x =
∑d
j=1 xjEj ∈ Rd (k(λ)j , N (λ)j , A(λ)j , and A˜(λ)j are the
coordinates of the vectors k ∈ Rd, N ∈ Λ∗, A, and A˜(e˜λ; .)). Let E (λ)j =
∑d
l=1 T
(λ)
lj El ,
j = 1, . . . , d. Then A
(λ)
j =
∑d
l=1 T
(λ)
lj Al and A˜
(λ)
j (.) =
∑d
l=1 T
(λ)
lj A˜l(e˜
λ; .). We introduce
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the notation α̂
(λ)
j =
∑d
l=1 T
(λ)
lj α̂l , j = 1, . . . , d (the matrices α̂
(λ)
j ∈ SM satisfy the same
commutation relations as the matrices α̂j). The following equality is valid:
D̂(k + iκe)−
d∑
j=1
Ajα̂j =
d∑
j=1
(k
(λ)
j + iκe
(λ)
j − i
∂
∂x
(λ)
j
−A(λ)j ) α̂(λ)j ,
where e
(λ)
j = 1 for j = 2 and e
(λ)
j = 0 for j 6= 2.
For the Fourier coefficients (A˜
(λ)
j )N of the functions A˜
(λ)
j , j = 1, . . . , d, we have
(A˜
(λ)
j )N = µ̂(2piN
(λ)
1 )(A
(λ)
j )N if N
(λ)
2 = N2 = 0 and (A˜
(λ)
j )N = 0 if N
(λ)
2 6= 0. (Here,
(A
(λ)
j )N are the Fourier coefficients of A
(λ)
j , N ∈ Λ∗).
For s = 1, 2 and λ ∈ L, let Φ(s,λ) : Rd → R be the Λ-periodic trigonometric polynomials
with the Fourier coefficients Φ
(1,λ)
N = Φ
(2,λ)
N = 0 if N
(λ)
1 = N
(λ)
2 = 0 and
Φ
(1,λ)
N =
(
2pii ((N
(λ)
1 )
2 + (N
(λ)
2 )
2)
)−1
(N
(λ)
1 (A
(λ)
1 − A˜(λ)1 )N +N (λ)2 (A(λ)2 − A˜(λ)2 )N ) ,
Φ
(2,λ)
N = −
(
2pii ((N
(λ)
1 )
2 + (N
(λ)
2 )
2)
)−1
(N
(λ)
2 (A
(λ)
1 − A˜(λ)1 )N −N (λ)1 (A(λ)2 − A˜(λ)2 )N )
otherwise.
Lemma 3.1. There is a constant C∗(h) > 0 such that
‖Φ(s,λ)‖L∞(Rd) 6 14 ‖µ‖C
∗(h) , s = 1, 2 , λ ∈ L .
Proof. Let η(.) ∈ C∞(R;R), η(ξ) = 0 for ξ 6 pi, 0 6 η(ξ) 6 1 for pi < ξ 6 2pi, and
η(ξ) = 1 for ξ > 2pi. For ξ1 , ξ2 ∈ R (and ξ21 + ξ22 > 0), we set
G(ξ1, ξ2) =
ξ1
ξ21 + ξ
2
2
∫ +∞
0
∂η(ξ)
∂ξ
J0 (ξ
√
ξ21 + ξ
2
2 ) dξ ,
where J0(.) is the Bessel function of the first kind of order zero. The estimate
|G(ξ1, ξ2)| 6 1√
ξ21 + ξ
2
2
(3.4)
holds. The choice of the function η(.) implies that
|G(ξ1, ξ2)| · (ξ21 + ξ22)β → 0 (3.5)
as ξ21 + ξ
2
2 → +∞ for all β > 0 (whence G(., .) ∈ Lq(R2), q ∈ [1, 2)). We write
G1(t; ξ1, ξ2) = t
−1G(t−1ξ1 , t−1ξ2) , t > 0 ,
and G2(t; ξ1, ξ2)
.
= G1(t; ξ2, ξ1). For an arbitrary continuous Λ-periodic function F : R
d →
R, we set
(F ∗λ Gs(t; ., .))(x) =
∫∫
R2
Gs(t; ξ1, ξ2)F (x− ξ1e˜λ − ξ2e) dξ1dξ2 , x ∈ Rd , s = 1, 2 .
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In this case, (F ∗λ Gs(t; ., .))N = 0 if N (λ)1 = N (λ)2 = 0 and
(F ∗λ Gs(t; ., .))N = − iN
(λ)
s
(N
(λ)
1 )
2 + (N
(λ)
2 )
2
η
(
2pit
√
(N
(λ)
1 )
2 + (N
(λ)
2 )
2
)
FN
otherwise (here N ∈ Λ∗). If N (λ)2 = 0 and |N (λ)1 | 6 h, then (A(.) − A˜(e˜λ; .))N = 0. On
the other hand, if N
(λ)
2 6= 0, then |N (λ)2 | = |γ|−1|(N, γ)| > |γ|−1 > h. Therefore,
2piΦ(1,λ) = (A
(λ)
1 − A˜(λ)1 ) ∗λ G1(h−1; ., .) + (A(λ)2 − A˜(λ)2 ) ∗λ G2(h−1; ., .) , (3.6)
2piΦ(2,λ) = − (A(λ)1 − A˜(λ)1 ) ∗λ G2(h−1; ., .) + (A(λ)2 − A˜(λ)2 ) ∗λ G1(h−1; ., .) . (3.7)
Estimate (3.4) yields
|Gs(h−1; ξ1, ξ2)| 6 1√
ξ21 + ξ
2
2
, s = 1, 2 .
Hence, from (0.12), for all x ∈ Rd, we obtain∫∫
ξ21+ξ
2
2 61
|Gs(h−1; ξ1, ξ2)| · |A(x− ξ1e˜λ − ξ2e)| dξ1dξ2 6 C∗ .
The last inequality and (3.5) imply that there exists a constant C∗(h) > 0 (dependent on
h and the constant C∗) such that for all x ∈ Rd (and all s ∈ {1, 2}, λ ∈ L), we have∫∫
R2
|Gs(h−1; ξ1, ξ2)| · |A(x− ξ1e˜λ − ξ2e)| dξ1dξ2 6 pi
8
C∗(h) .
Consequently, we also have∫∫
R2
|Gs(h−1; ξ1, ξ2)| · |A˜(e˜λ; x− ξ1e˜λ − ξ2e)| dξ1dξ2 6 pi
8
C∗(h) .
Finally, using (3.6), (3.7), and the inequality ‖µ‖ > µ̂(0) = 1, for s = 1, 2 and λ ∈ L, we
derive the claimed estimate.
Let us denote
D̂(λ)0 =
(
k
(λ)
1 − i
∂
∂x
(λ)
1
)
α̂
(λ)
1 +
(
k
(λ)
2 + iκ − i
∂
∂x
(λ)
2
)
α̂
(λ)
2 ,
D̂(λ) = D̂(λ)0 − A(λ)1 α̂(λ)1 − A(λ)2 α̂(λ)2 ,
D̂(λ)⊥ =
n∑
j=3
(k
(λ)
j − i
∂
∂x
(λ)
j
− A(λ)j ) α̂(λ)j + V̂ .
We have
D̂(k + iκe) + Ŵ = D̂(λ) + D̂(λ)⊥ .
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We also introduce the notation
D̂(λ)∗ = D̂(λ)0 − A˜(λ)1 α̂(λ)1 − A˜(λ)2 α̂(λ)2 .
Since
∂Φ (1,λ)
∂x
(λ)
1
− ∂Φ
(2,λ)
∂x
(λ)
2
= A
(λ)
1 − A˜(λ)1 ,
∂Φ (1,λ)
∂x
(λ)
2
+
∂Φ (2,λ)
∂x
(λ)
1
= A
(λ)
2 − A˜(λ)2 ,
the following identity is true:
D̂(λ) = e−i bα(λ)1 bα(λ)2 Φ (2,λ) e iΦ (1,λ) D̂(λ)∗ e−iΦ
(1,λ)
e−i bα
(λ)
1 bα(λ)2 Φ (2,λ) . (3.8)
We shall use the brief notation
P̂ ±λ
.
= P̂ ±eλ =
1
2
(Î ± iα̂(λ)1 α̂(λ)2 ) .
The relations
D̂(λ)⊥ P̂ ±λ = P̂ ±λ D̂(λ)⊥ , D̂(λ)P̂ ±λ = P̂ ∓λ D̂(λ)
hold (these relations are important for the sequel). For all vector functions ψ ∈ H˜1(K;CM),
we get
D̂(λ)0 P̂ ±λ ψ =
∑
N ∈Λ∗
(
(k
(λ)
2 + 2piN
(λ)
2 ) + i(κ ± (k(λ)1 + 2piN (λ)1 ))
)
α̂
(λ)
2 P̂
±
λ ψN e
2πi (N,x) . (3.9)
Let us introduce the operators (acting on the space L2(K;CM))
Ĝ 1λ,± ψ =
∑
N ∈Λ∗
(
(k
(λ)
2 + 2piN
(λ)
2 )
2 + (κ ± |k(λ)1 + 2piN (λ)1 |)2
)1/2
ψN e
2πi (N,x) , (3.10)
ψ ∈ D(Ĝ 1λ,±) = H˜1(K;CM) ⊂ L2(K;CM), λ ∈ L. Since κ > κ0 > (c˜ + 4)R, we see that
for all N ∈ K ′λ the condition
| e˜(k + 2piN)− e˜λ | < ρ ′ = (c˜+ 4)R
κ
< 1 (3.11)
is fulfilled. Hence, k
(λ)
1 + 2piN
(λ)
1 > 0 and from (3.9), (3.10), for all vector functions
ψ ∈ H˜1(K;CM) ∩ H(K ′λ), we derive
‖ D̂(λ)0 P̂ ±λ ψ ‖ = ‖ Ĝ 1λ,±P̂ ±λ ψ ‖ . (3.12)
Denote
b1 =
1
2
(c˜+ 2)R +
3
4
|γ|
pi
(c˜+ 2)2R2 , b2 =
1
2
(c˜+ 4)R +
3
4
|γ|
pi
(c˜+ 4)2R2 .
27
Lemma 3.2. Given a number κ > κ0 , a vector k ∈ Rd, and a vector function ϕ ∈
H˜1(K;CM) ∩H(C(1
2
)), the estimates
‖(Ĝ 1±P̂ ± − Ĝ 1λ,±P̂ ±λ )ψ ‖ 6
b1
κ
‖ Ĝ 1±ψ ‖ , ψ ∈ H(Kλ) , (3.13)
‖(Ĝ 1±P̂ ± − Ĝ 1λ,±P̂ ±λ )ψ ′ ‖ 6
b2
κ
‖ Ĝ 1±ψ ′ ‖ , ψ ′ ∈ H(K ′λ) , (3.14)
hold for all λ ∈ L.
Proof. For vectors N ∈ Kλ, we have
| e˜(k + 2piN)− e˜λ | < ρ = (c˜+ 2)R
κ
< 1 .
Hence, from (1.4), we obtain
‖ (P̂ ± − P̂ ±λ )ψ ‖ 6 ρ ‖ψ‖ , ψ ∈ H(Kλ) . (3.15)
The estimate
‖ (P̂ ± − P̂ ±λ )ψ ′ ‖ 6 ρ ′ ‖ψ ′‖ , ψ ′ ∈ H(K ′λ) (3.16)
follows from (3.11) and (1.4).
If e˜ ∈ Ωλ , then |e˜ − e˜λ| < ρ and 1 − (e˜, e˜λ) = 12 |e˜ − e˜λ| < 12 ρ2. Therefore, for all
vectors N ∈ Kλ (for which e˜(k + 2piN) ∈ Ωλ), we get∣∣ |κ ± |k⊥ + 2piN⊥| | − |κ ± (k1 + 2piN1)| ∣∣ 6 |k⊥ + 2piN⊥| − (k1 + 2piN1) =
= (1− (e˜(k + 2piN), e˜λ)) |k⊥ + 2piN⊥| < 1
2
ρ2 |k⊥ + 2piN⊥| < 3
4
ρ2κ .
Whence
‖ (Ĝ 1± − Ĝ 1λ,±)ψ‖ 6
3
4
ρ2κ ‖ψ‖ = 3
4
(c˜+ 2)2
R2
κ
‖ψ‖ , ψ ∈ H˜1(K;CM) ∩H(Kλ) . (3.17)
Analogously, it follows that
‖ (Ĝ 1± − Ĝ 1λ,±)ψ ′‖ 6
3
4
(c˜+ 4)2
R2
κ
‖ψ ′‖ , ψ ′ ∈ H˜1(K;CM) ∩H(K ′λ) . (3.18)
Now, from (3.15) and (3.17), for the vector function ψ ∈ H˜1(K;CM)∩H(Kλ)), we obtain
the inequality (3.13):
‖(Ĝ 1±P̂ ± − Ĝ 1λ,±P̂ ±λ )ψ ‖ 6 ‖(P̂ ± − P̂ ±λ ) Ĝ 1± ψ ‖+ ‖(Ĝ 1± − Ĝ 1λ,±)P̂ ±λ ψ ‖ 6
6
1
2
ρ ‖ Ĝ 1± ψ ‖+
3
4
ρ2κ ‖ P̂ ±λ ψ ‖ 6
6
1
2
(c˜+ 2)R
κ
‖ Ĝ 1± ψ ‖+
3
4
(c˜+ 2)2R2
κ
‖ψ ‖ 6 b1
κ
‖ Ĝ 1± ψ ‖ .
Inequality (3.14) is proved similarly (using estimates (3.16) and (3.18)).
28
In the sequel, we shall use the notation
P̂ ±λ P̂
Kλ ϕ = P̂ ±λ ϕ
Kλ = ϕ±λ , P̂
±
λ P̂
eKλ ϕ = P̂ ±λ ϕ
eKλ = ϕ˜±λ .
On the space L2(K;CM), we define the orthogonal projections P̂ {Ωλ}, λ ∈ L, that take
a vector function ψ ∈ L2(K;CM) to the vector function P̂ {Ωλ} ψ for which (P̂ {Ωλ} ψ)N =
ψN if e˜(k+2piN) ∈ Ωλ and (P̂ {Ωλ} ψ)N = 0 if either the vector e˜(k+2piN) is not defined
(for k⊥ + 2piN⊥ = 0) or e˜(k + 2piN) 6∈ Ωλ . By analogy with the orthogonal projections
P̂ {Ωλ}, define the orthogonal projections P̂ {eΩλ} (replacing the sets Ωλ ⊂ Sn−2(e) by the
sets Ω˜λ).
For all vector functions ψ ∈ L2(K;CM), we have
‖ (P̂ ± − P̂ ±λ ) P̂ {Ωλ} ψ ‖ 6
1
2
ρ ‖ P̂ {Ωλ} ψ ‖ . (3.19)
Since κ > κ0 > 4R (and ϕ ∈ H˜1(K;CM) ∩ H(C(12))), we see that in the case, where
(D̂(k + iκe) + Ŵ )N 6= 0, N ∈ Λ∗, the estimate
| k⊥ + 2piN⊥| > κ
2
−R > κ
4
holds.
Lemma 3.3. If N ∈ Kλ , then
∣∣ d∑
j=3
(k
(λ)
j + 2piN
(λ)
j ) E (λ)j
∣∣ < 3
2
(c˜+ 2)R . (3.20)
Proof. Indeed,
∣∣ d∑
j=3
(k
(λ)
j + 2piN
(λ)
j ) E (λ)j
∣∣ = | k⊥ + 2piN⊥ − (k⊥ + 2piN⊥ , e˜λ) e˜λ | 6 (3.21)
6 | e˜(k + 2piN)− e˜λ | · | k⊥ + 2piN⊥| < ρ | k⊥ + 2piN⊥| = (c˜+ 2)R
κ
| k⊥ + 2piN⊥| .
At the same time, the definition of the set C(1
2
) implies that | k⊥+2piN⊥| < 32 κ. Therefore
inequality (3.20) follows from (3.21).
From estimate (1.2) (under the change k → k − κe˜λ) and Lemma 3.3, for all ε > 0,
we obtain
‖ Ŵϕ±λ ‖ 6 ‖ V̂ ϕ±λ ‖+ ‖ |A|ϕ±λ ‖ 6 (3.22)
6 ε
∥∥ d∑
j=1
(kj − κe˜λj − i
∂
∂xj
) α̂jϕ
±
λ
∥∥+ C ′ε(0, Ŵ ) ‖ϕ±λ ‖ 6
6 ε
∥∥ ((k (λ)1 − κ − i ∂
∂x
(λ)
1
) α̂
(λ)
1 + (k
(λ)
2 − i
∂
∂x
(λ)
2
) α̂
(λ)
2 )ϕ
±
λ
∥∥+
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+ ε
∥∥ d∑
j=3
(k
(λ)
j − i
∂
∂x
(λ)
j
) α̂
(λ)
j ϕ
±
λ
∥∥+ C ′ε(0, Ŵ ) ‖ϕ±λ ‖ 6
6 ε ‖ Ĝ 1λ,−ϕ±λ ‖+
( 3ε
2
(c˜+ 2)R + C ′ε(0, Ŵ )
) ‖ϕ±λ ‖ .
Whence
‖ D̂ (λ)⊥ ϕ±λ ‖ 6 ‖ Ŵϕ±λ ‖+
∥∥ d∑
j=3
(k
(λ)
j − i
∂
∂x
(λ)
j
) α̂
(λ)
j ϕ
±
λ
∥∥ 6 (3.23)
6 ε ‖ Ĝ 1λ,−ϕ±λ ‖+
( 3(ε+ 1)
2
(c˜+ 2)R + C ′ε(0, Ŵ )
) ‖ϕ±λ ‖ .
Given N ∈ K ′λ , the following inequality is proved in the same way as inequality (3.20)
(see the proof of Lemma 3.3):∣∣ d∑
j=3
(k
(λ)
j + 2piN
(λ)
j ) E (λ)j
∣∣ < 3
2
(c˜+ 4)R .
Therefore, by analogy with inequality (3.23), for all ε > 0 and all vector functions ψ ∈
H˜1(K;CM) ∩H(K ′λ), we also derive
‖ D̂ (λ)⊥ ψ ‖ 6 ε ‖ Ĝ 1λ,−ψ ‖+ C ♯3 (ε) ‖ψ‖ , (3.24)
where C ♯3 (ε) =
3(ε+1)
2
(c˜+ 4)R + C ′ε(0, Ŵ ).
We write
C ′3 = 3(c˜+ 2)R+ C
′
1(0, Ŵ ) , C4 = 1 +
|γ|
pi
C ′3 .
Choose a number a ∈ (0, 1) such that
a2 max {C24 ,
9
4
|γ|2
pi2
b22 } <
δδ1
50
(1− ε˜)C22 .
Suppose a number ε1 ∈ (0, 12 ] satisfies the inequalities
(2ε1)
2 <
δδ1
40
(1− ε˜) a2 , 9
2
|γ|2
pi2
b22 (2ε1)
2 <
δδ1
50
(1− ε˜)C22 .
Let us denote
C ′3 (ε1) =
3ε1
2
(c˜+ 2)R + C ′ε1(0, Ŵ ) .
From (3.16), (3.22) (for ε = ε1), and (3.23) (for ε = 1), it follows that
‖ P̂ {eΩλ} P̂ −λ (D̂(k + iκe) + Ŵ )ϕKλ ‖ = (3.25)
= ‖ P̂ {eΩλ} P̂ −λ (D̂ (λ) + D̂ (λ)⊥ )ϕKλ ‖ > ‖ P̂ {eΩλ} D̂ (λ)ϕ+λ ‖ − ‖ P̂ {eΩλ} D̂ (λ)⊥ ϕ−λ ‖ >
> ‖ P̂ {eΩλ} D̂ (λ)0 ϕ+λ ‖ − ‖ (A(λ)1 α̂(λ)1 + A(λ)2 α̂(λ)2 )ϕ+λ ‖ − ‖ D̂ (λ)⊥ ϕ−λ ‖ >
> ‖ D̂ (λ)0 ϕ˜+λ ‖ − ‖ |A|ϕ+λ ‖ − ‖ D̂ (λ)⊥ ϕ−λ ‖ >
> ‖ Ĝ 1λ,+ ϕ˜+λ ‖ −
(
ε1 ‖ Ĝ 1λ,− ϕ+λ ‖+ C ′3 (ε1) ‖ϕ+λ ‖
)− ( ‖ Ĝ 1λ,− ϕ−λ ‖+ C ′3 ‖ϕ−λ ‖ ) .
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Lemma 3.4. For all λ ∈ L,
‖ D̂ (λ) ϕ˜−λ ‖ > C2 ‖ Ĝ 1λ,− ϕ˜−λ ‖ .
Proof. From (3.12) it follows that
‖ D̂ (λ)0 ϕ˜−λ ‖ = ‖ Ĝ 1λ,− ϕ˜−λ ‖ . (3.26)
By (1.9), (3.9), and the equality (3.26), we obtain
‖ (A(λ)1 α̂(λ)1 + A(λ)2 α̂(λ)2 ) ϕ˜−λ ‖ 6 ‖ |A| ϕ˜−λ ‖ 6 (3.27)
6 τ
( ∥∥ (k (λ)1 − κ − i ∂
∂x
(λ)
1
)
ϕ˜−λ
∥∥2 + ∥∥(k (λ)2 − i ∂
∂x
(λ)
2
)
ϕ˜−λ
∥∥2 )1/2 +Q ‖ ϕ˜−λ ‖ 6
6 τ ‖ D̂ (λ)0 ϕ˜−λ ‖+Q ‖ ϕ˜−λ ‖ = τ ‖ Ĝ 1λ,− ϕ˜−λ ‖+Q ‖ ϕ˜−λ ‖ .
Whence
‖ D̂ (λ) ϕ˜−λ ‖ > ‖ D̂ (λ)0 ϕ˜−λ ‖ − ‖ (A(λ)1 α̂(λ)1 + A(λ)2 α̂(λ)2 ) ϕ˜−λ ‖ > (3.28)
> (1− τ) ‖ Ĝ 1λ,− ϕ˜−λ ‖ −Q ‖ ϕ˜−λ ‖ .
Now, we use identity (3.8). Denote
χλ = e
−iΦ (1,λ) e−i bα
(λ)
1 bα(λ)2 Φ (2,λ) ϕ˜−λ .
Since the functions Φ (s,λ), s = 1, 2, λ ∈ L, are trigonometric polynomials (and Φ (s,λ)N = 0
for all vectors N ∈ Λ∗ with AN = 0), we have χλ ∈ H˜1(K;CM). Furthermore, the
operator P̂ −λ commutes with the operators of multiplication by the function e
−iΦ (1,λ) and
by the matrix function e−i bα
(λ)
1 bα(λ)2 Φ (2,λ). Using Lemma 3.1, inequality (0.13) (condition
(A2)), and inequality
‖ D̂ (λ)0 χλ ‖ >
pi
|γ| ‖χλ ‖ , (3.29)
which is a consequence of the choice of the vector k ∈ Rd with |(k, γ)| = pi (see (3.9)), we
get
‖ D̂ (λ) ϕ˜−λ ‖ > e−
1
2
‖µ‖C∗ (h) ‖ D̂ (λ)∗ χλ ‖ >
> e−
1
2
‖µ‖C∗ (h) ( ‖ D̂ (λ)0 χλ ‖ − ‖ (A˜(λ)1 α̂(λ)1 + A˜(λ)2 α̂(λ)2 )χλ ‖ ) >
> e−
1
2
‖µ‖C∗ (h) ( ‖ D̂ (λ)0 χλ ‖ − ‖ |A˜(e˜λ; .)|χλ(.) ‖ ) >
> e−
1
2
‖µ‖C∗ (h) (1− θ˜) pi|γ| ‖χλ‖ > (1− θ˜)
pi
|γ| e
−‖µ‖C∗ (h) ‖ ϕ˜−λ ‖ .
Multiplying inequality (3.28) by (1− θ˜) π|γ| e−‖µ‖C
∗ (h) , multiplying inequality (3.29) by Q,
and adding them together, we derive the claimed estimate.
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Now, let us get estimate (3.33), which complements estimate (3.25). By (3.2), (3.12),
and Lemma 3.4, we have
‖ P̂ {Ωλ} D̂ (λ) P̂ −λ ϕK
′
λ ‖ = (3.30)
= ‖ P̂ {Ωλ} (D̂ (λ)0 − A(λ)1 α̂(λ)1 − A(λ)2 α̂(λ)2 ) P̂ −λ ϕK
′
λ ‖ =
= ‖ D̂ (λ)0 P̂ −λ (ϕKλ \ eKλ + ϕ eKλ )− P̂ {Ωλ} (A(λ)1 α̂(λ)1 + A(λ)2 α̂(λ)2 ) P̂ −λ (ϕK
′
λ
\ eKλ + ϕ eKλ ) ‖ =
= ‖ D̂ (λ) ϕ˜−λ + D̂ (λ)0 P̂ −λ ϕKλ \ eKλ − P̂ {Ωλ} (A(λ)1 α̂(λ)1 + A(λ)2 α̂(λ)2 ) P̂ −λ ϕK
′
λ
\ eKλ ‖ >
> ‖ D̂ (λ) ϕ˜−λ ‖ − ‖ D̂ (λ)0 P̂ −λ ϕKλ \ eKλ ‖ − ‖ (A(λ)1 α̂(λ)1 + A(λ)2 α̂(λ)2 ) P̂ −λ ϕK
′
λ
\ eKλ ‖ >
> C2 ‖ Ĝ 1λ,− ϕ˜−λ ‖ − ‖ Ĝ 1λ,− P̂ −λ ϕKλ \ eKλ ‖ − ‖ |A| P̂ −λ ϕK
′
λ
\ eKλ ‖ .
At the same time, from (1.9), (3.9) and (3.12) (by analogy with the estimate (3.27)) it
follows that
‖ |A| P̂ −λ ϕK
′
λ
\ eKλ ‖ 6 τ ‖ Ĝ 1λ,− P̂ −λ ϕK
′
λ
\ eKλ ‖+Q ‖ P̂ −λ ϕK
′
λ
\ eKλ ‖ , (3.31)
and (for ε = ε1 and ψ = P̂
+
λ ϕ
K ′
λ ) inequality (3.24) implies
‖ D̂ (λ)⊥ P̂ +λ ϕK
′
λ ‖ 6 ε1 ‖ Ĝ 1λ,− P̂ +λ ϕK
′
λ ‖+ C ♯3 (ε1) ‖ P̂ +λ ϕK
′
λ ‖ . (3.32)
Whence (see (3.30), (3.31), (3.32))
‖ P̂ {Ωλ} P̂ +λ (D̂(k + iκe) + Ŵ )ϕK
′
λ ‖ = (3.33)
= ‖ P̂ {Ωλ} P̂ +λ (D̂ (λ) + D̂ (λ)⊥ )ϕK
′
λ ‖ > ‖ P̂ {Ωλ} D̂ (λ) P̂ −λ ϕK
′
λ ‖ − ‖ D̂ (λ)⊥ P̂ +λ ϕK
′
λ ‖ >
> C2 ‖ Ĝ 1λ,− ϕ˜−λ ‖ − ‖ Ĝ 1λ,− P̂ −λ ϕKλ \ eKλ ‖ −
(
τ ‖ Ĝ 1λ,− P̂ −λ ϕK
′
λ
\ eKλ ‖+Q ‖ P̂ −λ ϕK
′
λ
\ eKλ ‖ )−
− ( ε1 ‖ Ĝ 1λ,− P̂ +λ ϕK ′λ ‖+ C ♯3 (ε1) ‖ P̂ +λ ϕK ′λ ‖ ) >
> C2 ‖ Ĝ 1λ,− ϕ˜−λ ‖ − C3 ‖ Ĝ 1λ,− P̂ −λ ϕK
′
λ
\ eKλ ‖ − ε1 ‖ Ĝ 1λ,− P̂ +λ ϕK
′
λ ‖ − C ♯3 (ε1) ‖ P̂ +λ ϕK
′
λ ‖ .
In what follows, we assume that C ♯3 (ε1) 6 ε1κ0 . Then C
′
3 (ε1) 6 ε1κ0 as well. Since for
all vector functions ψ ∈ H˜1(K;CM) ∩ H(K ′λ) the inequalities ‖Ĝ 1λ,− ψ‖ 6 ‖Ĝ 1λ,+ ψ‖ and
κ ‖ψ‖ 6 ‖Ĝ 1λ,+ ψ‖ hold, we derive (for all κ > κ0 and all λ ∈ L)
ε1 ‖ Ĝ 1λ,− ϕ+λ ‖+ C ′3 (ε1) ‖ϕ+λ ‖ 6 2ε1 ‖ Ĝ 1λ,+ ϕ+λ ‖ ,
ε1 ‖ Ĝ 1λ,− P̂ +λ ϕK
′
λ ‖+ C ♯3 (ε1) ‖ P̂ +λ ϕK
′
λ ‖ 6 2ε1 ‖ Ĝ 1λ,+ P̂ +λ ϕK
′
λ ‖ .
Hence, from (3.25) and (3.31) it follows that
‖ P̂ {eΩλ} P̂ −λ (D̂(k + iκe) + Ŵ )ϕKλ ‖ > ‖ Ĝ 1λ,+ ϕ˜+λ ‖ − 2ε1 ‖ Ĝ 1λ,+ ϕ+λ ‖ − C4 ‖ Ĝ 1λ,− ϕ−λ ‖ ,
‖ P̂ {Ωλ} P̂ +λ (D̂(k + iκe) + Ŵ )ϕK
′
λ ‖ >
> C2 ‖ Ĝ 1λ,− ϕ˜−λ ‖ − 2ε1 ‖ Ĝ 1λ,+ P̂ +λ ϕK
′
λ ‖ − C3 ‖ Ĝ 1λ,− P̂ −λ ϕK
′
λ
\ eKλ ‖ .
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Using Lemma 3.2 (inequalities (3.13) and (3.14)), from the last estimate we get
‖ P̂ {eΩλ} P̂ −λ (D̂(k + iκe) + Ŵ )ϕKλ ‖ > (3.34)
> ‖ Ĝ 1+P̂ +ϕ eKλ ‖ − 2ε1 ‖ Ĝ 1+P̂ +ϕKλ ‖ − C4 ‖ Ĝ 1−P̂ −ϕKλ ‖−
− b1
κ
( ‖ Ĝ 1+ϕ eKλ ‖+ 2ε1 ‖ Ĝ 1+ϕKλ ‖+ C4 ‖ Ĝ 1−ϕKλ ‖ ) ,
‖ P̂ {Ωλ} P̂ +λ (D̂(k + iκe) + Ŵ )ϕK
′
λ ‖ > (3.35)
> C2 ‖ Ĝ 1−P̂ −ϕ eKλ ‖ − 2ε1 ‖ Ĝ 1+P̂ +ϕK
′
λ ‖ − C3 ‖ Ĝ 1−P̂ −ϕK
′
λ
\ eKλ ‖−
− b2
κ
(
C2 ‖ Ĝ 1−ϕ eKλ ‖+ 2ε1 ‖ Ĝ 1+ϕK
′
λ ‖+ C3 ‖ Ĝ 1−ϕK
′
λ
\ eKλ ‖ ) .
From (3.2) and (3.19) (for a number κ > κ0 , a vector k ∈ Rd with |(k, γ)| = pi, and a
vector function ϕ ∈ H˜1(K;CM) ∩ H(C(1
2
))) we obtain
‖ P̂ {eΩλ} P̂ − (D̂(k + iκe) + Ŵ )ϕ ‖ >
> ‖ P̂ {eΩλ} P̂ −λ (D̂(k + iκe) + Ŵ )ϕKλ ‖ −
ρ
2
‖ P̂ {eΩλ} (D̂(k + iκe) + Ŵ )ϕ ‖ ,
‖ P̂ {Ωλ} P̂ +(D̂(k + iκe) + Ŵ )ϕ ‖ >
> ‖ P̂ {Ωλ} P̂ +λ (D̂(k + iκe) + Ŵ )ϕK
′
λ ‖ − ρ
2
‖ P̂ {Ωλ} (D̂(k + iκe) + Ŵ )ϕ ‖ .
Whence
‖ P̂ +(D̂(k + iκe) + Ŵ )ϕ ‖2 + a 2 ‖ P̂ −(D̂(k + iκe) + Ŵ )ϕ ‖2 > (3.36)
>
∑
λ
‖ P̂ {Ωλ} P̂ +(D̂(k + iκe) + Ŵ )ϕ ‖2+
+ a 2
∑
λ
‖ P̂ {eΩλ} P̂ −(D̂(k + iκe) + Ŵ )ϕ ‖2 >
> (1− δ1)
∑
λ
‖ P̂ {Ωλ} P̂ +λ (D̂(k + iκe) + Ŵ )ϕK
′
λ ‖2+
+ (1− δ1) a 2
∑
λ
‖ P̂ {eΩλ} P̂ −λ (D̂(k + iκe) + Ŵ )ϕKλ ‖2−
− (1− δ1)
δ1
1 + a2
4
ρ2
∑
λ
‖ P̂ {Ωλ} (D̂(k + iκe) + Ŵ )ϕ ‖2 .
Furthermore,∑
λ
‖ P̂ {Ωλ} (D̂(k + iκe) + Ŵ )ϕ ‖2 6 ‖ (D̂(k + iκe) + Ŵ )ϕ ‖2 6 (3.37)
6
1
a2
( ‖ P̂ +(D̂(k + iκe) + Ŵ )ϕ ‖2 + a 2 ‖ P̂ −(D̂(k + iκe) + Ŵ )ϕ ‖2 ) .
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Next, suppose the number κ0 satisfies the condition
(1− δ1)
δ1
1 + a2
4a2
(c˜+ 2)2R2 6
δ2 − δ1
1− δ2 κ
2
0
and κ > κ0 , then (3.36) and (3.37) yield
(1− δ2)−1
( ‖ P̂ +(D̂(k + iκe) + Ŵ )ϕ ‖2 + a 2 ‖ P̂ −(D̂(k + iκe) + Ŵ )ϕ ‖2 ) > (3.38)
>
∑
λ
‖ P̂ {Ωλ} P̂ +λ (D̂(k+iκe)+Ŵ )ϕK
′
λ ‖2+a 2
∑
λ
‖ P̂ {eΩλ} P̂ −λ (D̂(k+iκe)+Ŵ )ϕKλ ‖2 .
On the other hand, from estimates (3.34) and (3.35) it follows that the right hand side of
previous inequality (3.38) is greater than or equal to
(1− δ1)
(
C22
∑
λ
‖ Ĝ 1−P̂ −ϕ eKλ ‖2 + a 2
∑
λ
‖ Ĝ 1+P̂ +ϕ eKλ ‖2
)
− (3.39)
− 5(1− δ1)
δ1
(
(2ε1)
2
∑
λ
‖ Ĝ 1+P̂ +ϕK
′
λ ‖2 + C23
∑
λ
‖ Ĝ 1−P̂ −ϕK
′
λ
\ eKλ ‖2+
+ a2 (2ε1)
2
∑
λ
‖ Ĝ 1+P̂ +ϕKλ ‖2 + a2 C24
∑
λ
‖ Ĝ 1−P̂ −ϕKλ ‖2+
+
b22
κ2
(
C22
∑
λ
‖ Ĝ 1−ϕ eKλ ‖2 + (2ε1)2
∑
λ
‖ Ĝ 1+ϕK
′
λ ‖2 + C23
∑
λ
‖ Ĝ 1−ϕK
′
λ
\ eKλ ‖2
)
+
+
a2b21
κ2
(∑
λ
‖ Ĝ 1+ϕ eKλ ‖2 + (2ε1)2
∑
λ
‖ Ĝ 1+ϕKλ ‖2 + C24
∑
λ
‖ Ĝ 1−ϕKλ ‖2
))
>
> (1− δ1)
(
C22
∑
λ
‖ Ĝ 1−P̂ −ϕ eKλ ‖2 + a 2
∑
λ
‖ Ĝ 1+P̂ +ϕ eKλ ‖2
)
−
− 5(1− δ1)
δ1
(
(1 + a2)(2ε1)
2 ‖ Ĝ 1+P̂ +ϕ‖2 + C23
∑
λ
‖ Ĝ 1−P̂ −ϕK
′
λ
\ eKλ ‖2+
+ a2C24 ‖ Ĝ 1−P̂ −ϕ ‖2 ++
1
κ2
(
b22C
2
2 + b
2
2C
2
3 + a
2 b21 C
2
4
) ‖ Ĝ 1−ϕ ‖2+
+
1
κ2
(
b22 (2ε1)
2 + a2 b21 + a
2 b21 (2ε1)
2
) ‖ Ĝ 1+ϕ ‖2) .
Let us now use condition 3b (also see (3.3)) which yields∑
λ
‖ Ĝ 1±P̂ ±ϕ eKλ ‖2 > (1− ε˜) ‖ Ĝ 1±P̂ ±ϕ ‖2 ,
∑
λ
‖ Ĝ 1−P̂ −ϕK
′
λ
\ eKλ ‖2 6 ε˜ ‖ Ĝ 1−P̂ −ϕ ‖2 .
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Since
‖ Ĝ 1−ϕ ‖2 = ‖ Ĝ 1−P̂ −ϕ ‖2 + ‖ Ĝ 1−P̂ +ϕ ‖2 6 ‖ Ĝ 1−P̂ −ϕ ‖2 + ‖ Ĝ 1+P̂ −ϕ ‖2 ,
‖ Ĝ 1+ϕ ‖2 = ‖ Ĝ 1+P̂ +ϕ ‖2 + ‖ Ĝ 1+P̂ −ϕ ‖2 6 ‖ Ĝ 1+P̂ +ϕ ‖2 +
9
4
κ
2 ‖ P̂ 1−ϕ ‖2 6
6 ‖ Ĝ 1+P̂ +ϕ ‖2 +
9
4
|γ|2
pi2
κ
2 ‖ Ĝ 1−P̂ −ϕ ‖2 ,
and C2 ∈ (0, 1), a ∈ (0, 1), ε1 ∈ (0, 12 ], b1 < b2 , using (3.38) and (3.39) we deduce the
estimate
(1− δ2)−1
(( ‖ P̂ +(D̂(k + iκe) + Ŵ )ϕ ‖2 + a 2 ‖ P̂ −(D̂(k + iκe) + Ŵ )ϕ ‖2 ) > (3.40)
> (1− δ1) (1− ε˜)
(
C22 ‖ Ĝ 1−P̂ −ϕ ‖2 + a 2 ‖ Ĝ 1+P̂ +ϕ ‖2
)−
− 5(1− δ1)
δ1
((
ε˜ C23 + a
2C24 +
9
4
|γ|2
pi2
(2(2ε1)
2 + a2) b22+
+ (1 + C23 + C
2
4 )
b22
κ2
) ‖ Ĝ 1−P̂ −ϕ ‖2 + (2(2ε1)2 + (4 + C23 + C24 ) b22
κ2
) ‖ Ĝ 1+P̂ +ϕ ‖2) .
Finally, suppose that the number κ0 also satisfies the conditions
(1 + C23 + C
2
4) b
2
2 6
δ1
5
(1− ε˜)C22
δ
10
κ
2
0 , (4 + C
2
3 + C
2
4) b
2
2 6
δ1
5
(1− ε˜) a 2 δ
10
κ
2
0 .
From the choice of the numbers ε˜, a, and ε1 it follows that
2(2ε1)
2 <
δ1
5
(1− ε˜) a 2 δ
4
,
max
{
ε˜ C23 , a
2C24 ,
9
2
|γ|2
pi2
(2ε1)
2 b22 ,
9
4
|γ|2
pi2
a 2 b22
}
<
δ1
5
(1− ε˜)C22
δ
10
and ε˜ 6 δ
8
. Therefore, from (3.40) for all κ > κ0 (all k ∈ Rd with |(k, γ)| = pi, and all
vector functions ϕ ∈ H˜1(K;CM) ∩H(C(1
2
))) we get the inequality
‖P̂ +(D̂(k + iκe) + Ŵ )ϕ‖2 + a 2‖P̂ −(D̂(k + iκe) + Ŵ )ϕ‖2 >
> (1− δ2) (1− δ1) (1− ε˜) (1− δ
2
) (C22 ‖Ĝ 1−P̂ −ϕ‖2 + a 2 ‖Ĝ 1+P̂ +ϕ‖2) >
> (1− δ) (C22 ‖Ĝ 1−P̂ −ϕ‖2 + a 2 ‖Ĝ 1+P̂ +ϕ‖2) .
This completes the proof of Theorem 2.1.
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4 Proof of Theorem 1.4
Lemma 4.1. Let d > 3. Suppose γ ∈ Λ\{0}, Ŵ ∈ L2(K;MM), and ||| Ŵ |||γ,M < +∞.
Then there is a number c ∗ = c ∗(γ) > 0 such that for all κ > 0, all vectors k ∈ Rd with
|(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) the inequality
‖ Ĝ−
1
2− Ŵϕ ‖ 6 c ∗ ||| Ŵ |||γ,M ‖ Ĝ
1
2−ϕ ‖
holds.
Proof. From (0.11) (for ε = 1) it follows that for all κ > 0, all k ∈ Rd, and all ϕ ∈
H˜1(K;CM) the estimate
‖Ŵϕ‖ 6 ||| Ŵ |||γ,M
(
v
1
2 (K)
( ∑
N ∈Λ∗
|k‖ + 2piN‖|2 ‖ϕN‖2
) 1
2 + C ′(γ, 1) ‖ϕ‖ ) 6 (4.1)
6 ||| Ŵ |||γ,M
( ‖ Ĝ 1−ϕ ‖+ C ′(γ, 1) ‖ϕ‖ )
holds. For any vector function ψ ∈ L2(K;CM), we have Ĝ−1− ψ ∈ H˜1(K;CM). Therefore,
from (4.1) (taking into account that G−N (k;κ) > pi|γ|−1, N ∈ Λ∗, if |(k, γ)| = pi) for all
κ > 0, all k ∈ Rd with |(k, γ)| = pi, and all ψ ∈ L2(K;CM) we obtain
‖ Ŵ Ĝ−1− ψ ‖ 6 c ∗ ||| Ŵ |||γ,M ‖ψ‖ , (4.2)
where c ∗ = 1 + pi−1|γ|C ′(γ, 1). The same inequality is fulfilled for the adjoint matrix
function Ŵ ∗ ∈ L2(K;MM) (for which ||| Ŵ ∗ |||γ,M = ||| Ŵ |||γ,M < +∞). Hence, for
the operator (Ŵ ∗Ĝ−1− )
∗ which is adjoint to the operator Ŵ ∗Ĝ−1− , estimate (4.2) is also
satisfied. Since (Ŵ ∗Ĝ−1− )
∗ψ = Ĝ−1− Ŵψ for all vector functions ψ ∈ H˜1(K;CM), we
conclude that for such vector functions ψ the following inequality is also valid:
‖ Ĝ−1− Ŵ ψ ‖ 6 c ∗ ||| Ŵ |||γ,M ‖ψ‖ . (4.3)
Let now use the interpolation of the operators Ŵ Ĝ−1− and Ĝ
−1
− Ŵ (see [47, 3]). Consider
the analytic operator function ζ → Ĝ ζ−Ŵ Ĝ−1−ζ− defined for ζ ∈ C with −1 < Re ζ < 0.
For a vector function ψ ∈ H˜1(K;CM), the function ζ → Ĝ ζ−Ŵ Ĝ−1−ζ− ψ ∈ L2(K;CM) is
also analytic. Moreover, it has continuous bounded extension to the closed set {ζ ∈ C :
−1 6 Re ζ 6 0}. If either Re ζ = 0 or Re ζ = −1, then from (4.2) and (4.3) we get
‖ Ĝ ζ− Ŵ Ĝ−1−ζ− ψ ‖ 6 c ∗ ||| Ŵ |||γ,M ‖ψ‖ . (4.4)
Therefore estimate (4.4) is true for all ζ ∈ C with −1 6 Re ζ 6 0. In particular, for
ζ = −1
2
(and for ψ ∈ H˜1(K;CM)) we obtain
‖ Ĝ−
1
2− Ŵ Ĝ
− 1
2− ψ ‖ 6 c ∗ ||| Ŵ |||γ,M ‖ψ‖ . (4.5)
By continuity, inequality (4.5) holds for all vector functions ψ ∈ H˜ 12 (K;CM). Finally,
since any vector function ϕ ∈ H˜1(K;CM) can be represented in the form ϕ = Ĝ−
1
2− ψ,
where ψ ∈ H˜ 12 (K;CM), the inequality claimed in Lemma 4.1 is an immediate consequence
of inequality (4.5).
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Proof of Theorem 1.4. Fix a number δ ∈ (0, 1). Let us choose a sufficiently large
number R > 0 such that
||| Ŵ − Ŵ{R} ||| 2γ,M 6
1
18
δ 2 (c ∗)−2C 22 ,
where c ∗ = c ∗(γ) > 0 is the constant from Lemma 4.1. The functions V̂ (s){R} , s = 0, 1, and
A{R} satisfy the conditions of Theorem 1.3, therefore there are numbers a˜ = a˜(C2; δ2 , R) ∈
(0, C2] and κ
′
0 > 0 such that for all κ > κ
′
0 , all vectors k ∈ Rd with |(k, γ)| = pi, and all
vector functions ϕ ∈ H˜1(K;CM) the inequality
‖(P̂ +∗ + a˜P̂ −∗ )(D̂(k+ iκe)+ Ŵ{R})ϕ‖2 > (1−
δ
2
) (C 22 ‖Ĝ 1−P̂ −ϕ‖2+ a˜ 2 ‖Ĝ 1+P̂ +ϕ‖2) (4.6)
holds. Instead of the vector γ ∈ Λ\{0}, in conditions (A1), (A˜1), and (A2) we can pick
the vector −γ. Under the replacement of the vector γ by the vector −γ, the measure µ
and the constants C2 and a˜ do not change. The number κ
′
0 (which coincides with the
number κ0 from Theorem 1.3 and is determined by the number
δ
2
and the function Ŵ{R})
do not change as well. Nevertheless, the orthogonal projections P̂ + and P̂ − are replaced
by the orthogonal projections P̂ −∗ and P̂
+
∗ , respectively. Therefore, along with inequality
(4.6), the inequality
‖(P̂ −+ a˜P̂ +)(D̂(k− iκe)+ Ŵ{R})ϕ‖2 > (1− δ
2
) (C 22 ‖Ĝ 1−P̂ +∗ ϕ‖2+ a˜ 2 ‖Ĝ 1+P̂ −∗ ϕ‖2) (4.7)
holds. Since Ŵ ∈ LΛM(d; 0) (hence, also Ŵ{R} ∈ LΛM (d; 0)), the operators D̂(k±iκe)+Ŵ{R}
are closed and from (4.6), (4.7) it follows that their ranges R(D̂(k ± iκe) + Ŵ{R}) are
closed subspaces in L2(K;CM). We have
(D̂(k + iκe) + Ŵ{R}) ∗ = D̂(k − iκe) + Ŵ{R} .
Consequently, from (4.6), (4.7) we see that
Ker (D̂(k ± iκe) + Ŵ{R}) = Coker (D̂(k ± iκe) + Ŵ{R}) = {0} .
The last equalities mean that the operators D̂(k± iκe)+ Ŵ{R} (for κ > κ ′0 ) are bijective
maps of D(D̂(k ± iκe) + Ŵ{R}) = H˜1(K;CM) onto L2(K;CM). From this, using (4.6),
(4.7), for all κ > κ ′0 , all k ∈ Rd with |(k, γ)| = pi, and all ψ ∈ L2(K;CM) we obtain
‖ (C2 Ĝ 1− P̂ − + a˜ Ĝ 1+ P̂ +)(D̂(k + iκe) + Ŵ{R})−1(P̂ +∗ + a˜−1 P̂ −∗ )ψ ‖2 6 (4.8)
6
(
1− δ
2
)−1 ‖ψ‖2 ,
‖ (C2 Ĝ 1− P̂ +∗ + a˜ Ĝ 1+ P̂ −∗ )(D̂(k − iκe) + Ŵ{R})−1(P̂ − + a˜−1 P̂ +)ψ ‖2 6 (4.9)
6
(
1− δ
2
)−1 ‖ψ‖2 .
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Estimate (4.9) is also valid for the adjoint operator((
C2 Ĝ
1
− P̂
+
∗ + a˜ Ĝ
1
+ P̂
−
∗
)
(D̂(k − iκe) + Ŵ{R})−1
(
P̂ − + a˜−1 P̂ +
)) ∗
,
hence, for all ψ ∈ H˜1(K;CM),
‖ (P̂ − + a˜−1 P̂ +)(D̂(k + iκe) + Ŵ{R})−1(C2 Ĝ 1− P̂ +∗ + a˜ Ĝ 1+ P̂ −∗ )ψ ‖2 6 (4.10)
6
(
1− δ
2
)−1 ‖ψ‖2 .
Let us now use the interpolation of operators (see [47, 3] and also the proof of Lemma
4.1). From (4.8) and (4.10) it follows that for all ζ ∈ C with 0 6 Re ζ 6 1 (and all
ψ ∈ H˜1(K;CM)) the inequality
‖ (C ζ2 Ĝ ζ− P̂ −+a˜ 2ζ−1 Ĝ ζ+ P̂ +)(D̂(k+iκe)+Ŵ{R})−1(C 1−ζ2 Ĝ 1−ζ− P̂ +∗ +a˜ 1−2ζ Ĝ 1−ζ+ P̂ −∗ )ψ ‖2 6
6
(
1− δ
2
)−1 ‖ψ‖2
is fulfilled (we also use the uniform boundedness on the closed set {ζ ∈ C : 0 6 Re ζ 6 1}
of the vector function from the left hand side of the last inequality; it follows easily from
(4.8)). For ζ = 1
2
, the last inequality has the form
‖ (C 122 Ĝ 12− P̂ − + Ĝ 12+ P̂ +)(D̂(k + iκe) + Ŵ{R})−1(C 122 Ĝ 12− P̂ +∗ + Ĝ 12+ P̂ −∗ )ψ ‖2 6 (4.11)
6
(
1− δ
2
)−1 ‖ψ‖2 .
By continuity (see (4.8)), estimate (4.11) is true for all vector functions ψ ∈ H˜ 12 (K;CM).
Since any vector function ϕ ∈ H˜1(K;CM) can be represented in the form
ϕ = (D̂(k + iκe) + Ŵ{R})−1
(
C
1
2
2 Ĝ
1
2− P̂
+
∗ + Ĝ
1
2
+ P̂
−
∗
)
ψ ,
where ψ ∈ H˜ 12 (K;CM), from (4.11) it follows that (for all κ > κ ′0 , all k ∈ Rd with
|(k, γ)| = pi, and all ϕ ∈ H˜1(K;CM)) the inequality
‖ (C − 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(D̂(k + iκe) + Ŵ{R})ϕ ‖2 >
>
(
1− δ
2
) ‖(C 122 Ĝ 12− P̂ − + Ĝ 12+ P̂ +)ϕ ‖2
holds. Finally, using the estimate
‖ Ĝ−
1
2− (Ŵ − Ŵ{R})ϕ ‖2 6 (c ∗)2 ||| Ŵ − Ŵ{R} ||| 2γ,M ‖ Ĝ
1
2−ϕ ‖2 6
6
1
18
δ 2 C 22 ‖ Ĝ
1
2−ϕ ‖2 6
1
18
δ 2 C 22
( ‖ Ĝ 12− P̂ −ϕ ‖2 + ‖ Ĝ 12+ P̂ +ϕ ‖2 )
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which is a consequence of Lemma 4.1, for all κ > κ ′0 , all vectors k ∈ Rd with |(k, γ)| = pi,
and all vector functions ϕ ∈ H˜1(K;CM) we obtain the inequality
‖ (C − 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(D̂(k + iκe) + Ŵ )ϕ ‖2 >
>
(
1− δ
3
) ‖ (C − 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(D̂(k + iκe) + Ŵ{R})ϕ ‖2−
− 3
δ
‖ (C − 122 Ĝ− 12− P̂ +∗ + Ĝ− 12+ P̂ −∗ )(Ŵ − Ŵ{R})ϕ ‖2 >
>
(
1− 5δ
6
) ‖ (C 122 Ĝ 12− P̂ − + Ĝ 12+ P̂ +)ϕ ‖2 − 3δ C−12 ‖ Ĝ− 12− (Ŵ − Ŵ{R})ϕ ‖2 >
>
(
1− 5δ
6
) (
C2 ‖ Ĝ
1
2− P̂
−ϕ ‖2 + ‖ Ĝ
1
2
+ P̂
+ϕ ‖2 )− δ
6
C2
( ‖ Ĝ 12− P̂ −ϕ ‖2 + ‖ Ĝ 12+ P̂ +ϕ ‖2 ) >
> (1− δ) (C2 ‖ Ĝ 12− P̂ −ϕ ‖2 + ‖ Ĝ 12+ P̂ +ϕ ‖2 ) .
Theorem 1.4 is proved.
5 Proof of Theorem 1.5
In this Section we shall use the modification of the method suggested in [34].
Let #O denote the number of elements of a finite set O. By d(K∗) denote the diameter
of the fundamental domain K∗. For a measurable matrix function Ŵ : K →MM and a
number a > 0, we write
Ŵ[a](x) =
{
Ŵ (x) if ‖Ŵ (x)‖ > a ,
0̂ otherwise.
If Ŵ = (Wpq)p,q=1,...,M ∈ L2(K;MM), then∑
N ∈Λ∗
‖ŴN‖2 6
∑
N ∈Λ∗
M∑
p, q=1
|(Wpq)N |2 = (5.1)
= v−1(K)
∫
K
( M∑
p, q=1
|Wpq(x)|2
)
dx 6M v−1(K)
∫
K
‖Ŵ (x)‖2 dx .
First we shall obtain some auxiliary statements which will be used in the proof of
Theorems 1.5 and 1.6.
As above we suppose that the vector γ ∈ Λ\{0} is fixed, e = |γ|−1γ. Choose a number
Ξ > 1 (we set Ξ > 1 in this Section and Ξ = 1 in Section 6). Let V̂ = V̂ (0) + V̂ (1), where
V̂ (s) ∈ L3w(K;S(s)M ), s = 0, 1. For the Fourier coefficients V̂ (s)N , N ∈ Λ∗, of the matrix
functions V̂ (s), s = 0, 1, we have V̂
(s)
N ∈ S(s)M . Hence, the Fourier coefficients V̂ (s)N (as
operators acting on CM) commute with all orthogonal projections P̂ ±e , e˜ ∈ S1(e). The
same assertion is true for the Fourier coefficients V̂N , N ∈ Λ∗.
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Let us choose (and fix) a number h ∈ R for which h > 64 and h > 2pid(K∗). The
number κ0 > 0 is chosen sufficiently large (lower estimates for the number κ0 are specified
in the sequel). To start with, we assume that κ0 > 2h. Let κ0 6 κ1 6 κ 6 Ξκ1 (if we
set Ξ = 1, then κ1 = κ), l = l(h,κ1) ∈ N is the largest integer with 2h l 6 κ1 (hence,
κ1 < 2h
l+1 and 2h l 6 κ < 2 Ξ h l+1).
In what follows, the vector k ∈ R3 is assumed to satisfy the condition |(k, γ)| = pi. For
any b ∈ [0,κ), we write
K(b) = {N ∈ Λ∗ : GN(k;κ) 6 b}
(the sets K(b) depend also on k and κ). For b > 2pid(K∗) (and b < κ) the following
estimate holds:
#K(b) 6 c2 v−1(K∗)κb2 ,
where c2 > 0 is a universal constant. If N ∈ K(b), then k⊥ + 2piN⊥ 6= 0. If N ∈ K(h l),
then
|κ − |k⊥ + 2piN⊥|| 6 h l 6 κ
2
,
hence, |k⊥ + 2piN⊥| > κ2 > 1. From this it follows that for all N,N ′ ∈ K(h l),
|e˜(k + 2piN)− e˜(k + 2piN ′)| 6 4pi
κ
|N⊥ −N ′⊥| . (5.2)
We introduce the notation
K1 .= K(h) , Kµ .= {N ∈ Λ∗ : hµ−1 < GN(k;κ) 6 hµ} , µ = 2, . . . , l .
For any vector function ϕ ∈ L2(K;CM),√
pi
|γ| ‖ P̂
K1ϕ ‖ 6 ‖ Ĝ
1
2− P̂
K1ϕ ‖ 6 h 12 ‖ P̂ K1ϕ ‖ , (5.3)
h
µ−1
2 ‖ P̂ Kµϕ ‖ 6 ‖ Ĝ
1
2− P̂
Kµϕ ‖ 6 h µ2 ‖ P̂ Kµϕ ‖ , µ = 2, . . . , l . (5.4)
Let us denote
P̂ (±)µ
.
= P̂ ±(k; e) P̂ Kµ , µ = 1, . . . , l , P̂ (±) .= P̂ ±(k; e) P̂ K(h
l) =
l∑
µ=1
P̂ (±)µ .
The equality P̂ (+) + P̂ (−) = P̂ K(h
l) holds.
For all κ > 0 and all N ∈ Λ∗, we get
G+N(k;κ) > |k + 2piN | > |k‖ + 2piN‖| > pi|γ|−1 .
Using the inequality κ < 2 Ξ h l+1, for all N ∈ Λ∗ \K(h l), we obtain
G−N (k;κ) > h
l(2κ + h l)−1G+N(k;κ) > (4 Ξ h+ 1)
−1G+N(k;κ) , (5.5)
G−N(k;κ) > h
l(κ + h l)−1|k + 2piN | > (2 Ξ h+ 1)−1|k + 2piN | . (5.6)
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Lemma 5.1. Suppose Ŵ ∈ L2(K;MM). Then for any finite set O ⊂ Λ∗ and any vector
function ϕ ∈ L2(K;CM) we have
‖Ŵ P̂ Oϕ‖ 6 v− 12 (K) (#O) 12 ‖Ŵ‖L2(K;MM ) ‖P̂ Oϕ‖ .
Proof. Indeed,
‖Ŵ P̂ Oϕ‖ 6 ‖Ŵ‖L2(K;MM) ‖P̂ Oϕ‖L∞(K;CM ) 6 ‖Ŵ‖L2(K;MM )
( ∑
N ∈O
‖ϕN‖
)
6
6 (#O) 12 ‖Ŵ‖L2(K;MM )
( ∑
N ∈O
‖ϕN‖2
) 1
2 = v−
1
2 (K) (#O) 12 ‖Ŵ‖L2(K;MM ) ‖P̂ Oϕ‖ .
Lemma 5.2. Suppose Ŵ ∈ L3w(K;MM). Then there exists a nonincreasing function
[0,+∞) ∋ t→ fcW (t) ∈ [0,+∞) such that
fcW (t)→ ‖Ŵ‖(∞, loc)L3w(K;MM)
as t → +∞, and for any finite set O ⊂ Λ∗ and any vector function ϕ ∈ L2(K;CM) the
inequality
‖Ŵ P̂ Oϕ‖ 6 4v− 13 (K) (#O) 13 fcW (#O) ‖P̂ Oϕ‖
holds.
Proof. For a > 0, we get
‖Ŵ[a]‖2L2(K;MM ) =
+∞∑
ν=1
∫
{x∈K : 2 ν−1a6‖cW (x) ‖< 2 νa }
‖Ŵ (x)‖2 dx 6
6
8
a
+∞∑
ν=1
2−ν ‖Ŵ[2 ν−1a]‖3L3w(K;MM ) 6
8
a
‖Ŵ[a]‖3L3w(K;MM ) .
Hence, for all vector functions ϕ ∈ L2(K;CM),
‖ Ŵ P̂ Oϕ ‖ 6 ‖ (Ŵ − Ŵ[a]) P̂ Oϕ ‖+ ‖Ŵ[a] P̂ Oϕ ‖ 6 (5.7)
6 (a+ v−
1
2 (K) (#O) 12 ‖Ŵ[a]‖L2(K;MM )) ‖ P̂ Oϕ ‖ 6
6
(
a +
2
√
2√
a
v−
1
2 (K) (#O) 12 ‖Ŵ[a]‖
3
2
L3(K;MM)
) ‖P̂ Oϕ‖
(see Lemma 5.1). Fix a number ε > 0. We can represent the fundamental domain K in
the form
⋃J
j=1K
(ε)
j , where J ∈ N, and K (ε)j are disjoint measurable sets of sufficiently
small diameters d(K
(ε)
j ) such that for all j the following inequalities are fulfilled:
‖χ
K
(ε)
j
Ŵ ‖(∞)L3w(K;MM ) <
ε
2
+ ‖Ŵ‖(∞, loc)L3w(K;MM)
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(here χT is the characteristic function of a set T ⊆ K). For every j = 1, . . . , J , we choose
a number aj > 0 such that
‖χ
K
(ε)
j
Ŵ[aj ] ‖L3w(K;MM ) <
ε
2
+ ‖χ
K
(ε)
j
Ŵ ‖(∞)L3w(K;MM ) < ε+ ‖Ŵ‖
(∞, loc)
L3w(K;MM ) .
From (5.7), for a > max
j
aj , we derive
‖ Ŵ P̂ Oϕ ‖2 =
∑
j
‖χ
K
(ε)
j
Ŵ P̂ Oϕ ‖2 6 (5.8)
6 2
∑
j
(
a2 +
8
a
v−1(K) (#O) ‖χ
K
(ε)
j
Ŵ[aj ] ‖ 3L3w(K;MM)
) ‖χ
K
(ε)
j
P̂ Oϕ ‖2 6
6 2
(
a2 +
8
a
v−1(K) (#O) ( ε+ ‖Ŵ‖(∞, loc)L3w(K;MM ) )3) ∑
j
‖χ
K
(ε)
j
P̂ Oϕ ‖2 .
If
#O > 1
8
v(K)
(
ε+ ‖Ŵ‖(∞, loc)L3w(K;MM )
)−3
max
j
a3j , (5.9)
then we put
a = 2 v−
1
3 (K) (#O) 13 ( ε+ ‖Ŵ‖(∞, loc)L3w(K;MM ) ) .
Therefore inequality (5.8) (under condition (5.9)) implies that
‖ Ŵ P̂ Oϕ ‖ 6 4v− 13 (K) (#O) 13 ( ε+ ‖Ŵ‖(∞, loc)L3w(K;MM ) ) ‖P̂ Oϕ‖ . (5.10)
Since the number ε > 0 can be chosen as small as we wish, the inequality claimed in
Lemma 5.2 is a consequence of (5.10).
Lemma 5.3. There is a number c3 = c3(h) > 0 such that for any ε > 0 and any matrix
function V̂ ∈ L3w(K;MM), for which
‖V̂ ‖(∞, loc)L3w(K;MM) 6 c3 ε , (5.11)
there exists a number κ ′0 (ε) = κ
′
0 (ε; Λ, γ, h, V̂ ) > 2h such that for all κ1 > κ
′
0 (ε), all κ ∈
[κ1 ,Ξκ1], all vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions ϕ ∈ L2(K;CM)
the inequality
‖ Ĝ−
1
2
+ V̂ P̂
K(h l)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
K(h l)ϕ ‖ (5.12)
holds.
Proof. Taking into account the estimates #Kµ 6 c2 v−1(K∗)κh 2µ, µ = 1, . . . , l, and
h
1
2 ‖ P̂ K1ϕ ‖ 6
√
|γ|h
pi
‖ Ĝ
1
2− P̂
K1ϕ ‖ , h µ2 ‖ P̂ Kµϕ ‖ 6 h 12 ‖ Ĝ
1
2− P̂
Kµϕ ‖ , µ = 2, . . . , l ,
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and using Lemma 5.2, for all vector functions ϕ ∈ L2(K;CM) we obtain
‖ Ĝ−
1
2
+ V̂ P̂
K(h l)ϕ ‖ 6 κ− 12
l∑
µ=1
‖ V̂ P̂ Kµϕ ‖ 6 (5.13)
6 4κ−
1
2 v−
1
3 (K)
l∑
µ=1
(c2 v
−1(K∗)κh 2µ)
1
3 fbV (c2 v
−1(K∗)κh 2µ) ‖ P̂ Kµϕ‖ 6
6 4 c
1
3
2 fbV (c2 v
−1(K∗)κh 2)κ−
1
6
l∑
µ=1
h
µ
6 (h
µ
2 ‖ P̂ Kµϕ ‖) 6
6 4 c
1
3
2 h
1
2
(√ |γ|
pi
κ
− 1
6 h
1
6 + κ−
1
6
l∑
µ=2
h
µ
6
)
fbV (c2 v
−1(K∗)κh 2) ‖ Ĝ
1
2− P̂
K(h l)ϕ ‖ .
Since
κ
− 1
6
l∑
µ=2
h
µ
6 = (κ−1h l)
1
6
l−2∑
ν=0
h−
ν
6 < 2
5
6 < 2
and
fbV (c2 v
−1(K∗)κh 2)→ ‖V̂ ‖(∞, loc)L3w(K;MM )
as κ → +∞, estimate (5.12) follows from (5.13) for
c3 =
1
8
c
− 1
3
2 h
− 1
2
and under the choice of a sufficiently large number κ ′0(ε).
In the sequel, we fix a number ε ′ > 0 and put ε = ε ′/3, κ0 > κ ′0(ε). We assume that
condition (5.11) is fulfilled for the function V̂ ∈ L3w(K;MM). From (5.12) it follows that
‖ Ĝ−
1
2
+ P̂
(−) V̂ P̂ (−)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
(−)ϕ ‖ , (5.14)
‖ Ĝ−
1
2
+ P̂
(−) V̂ P̂ (+)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
(+)ϕ ‖ 6 ε ‖ Ĝ
1
2
+ P̂
(+)ϕ ‖ . (5.15)
We shall also assume that κ0 > κ
′
0 ((4 Ξ h+ 1)
− 1
2 ε). Then (5.5) and (5.12) yield
‖ Ĝ−
1
2− P̂
Λ∗\K(h l) V̂ P̂ (−)ϕ ‖ 6 (5.16)
6 (4 Ξ h+ 1)
1
2 ‖ Ĝ−
1
2
+ V̂ P̂
(−)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
(−)ϕ ‖ ,
‖ Ĝ−
1
2− P̂
Λ∗\K(h l) V̂ P̂ (+)ϕ ‖ 6 (5.17)
6 (4 Ξ h+ 1)
1
2 ‖ Ĝ−
1
2
+ V̂ P̂
(+)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
(+)ϕ ‖ 6 ε ‖ Ĝ
1
2
+ P̂
(+)ϕ ‖ .
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If we put ϕ = Ĝ
− 1
2− ψ, where ψ ∈ H˜ 12 (K;CM), then (5.12) implies that
‖ Ĝ−
1
2
+ V̂ P̂
K(h l) Ĝ
− 1
2− ψ ‖ 6 ε ‖P K(h l)ψ ‖ 6 ε ‖ψ‖ .
By continuity, the operator Ĝ
− 1
2
+ V̂ P̂
K(h l) Ĝ
− 1
2− having the domain
D(Ĝ
− 1
2
+ V̂ P̂
K(h l) Ĝ
− 1
2− ) = H˜
1
2 (K;CM)
extends to the bounded operator Ĝ
− 1
2
+ V̂ Ĝ
− 1
2− P̂
K(h l) acting on the space L2(K;CM).
Therefore, for the adjoint operator that takes a vector function ψ ∈ H˜ 12 (K;CM) to
the vector function Ĝ
− 1
2− P̂
K(h l) V̂ Ĝ
− 1
2
+ ψ, the estimate
‖ Ĝ−
1
2− P̂
K(h l) V̂ Ĝ
− 1
2
+ ψ ‖ 6 ε ‖ψ‖ , ψ ∈ H˜
1
2 (K;CM) , (5.18)
is fulfilled as well. If we put ψ = Ĝ
1
2
+ ϕ, where ϕ ∈ H˜1(K;CM), then (5.18) yields
‖ Ĝ−
1
2− P̂
K(h l) V̂ ϕ ‖ 6 ε ‖ Ĝ
1
2
+ϕ ‖ . (5.19)
In particular, for any vector function ϕ ∈ L2(K;CM),
‖ Ĝ−
1
2− P̂
(+) V̂ P̂ (+)ϕ ‖ 6 ε ‖ Ĝ
1
2
+ P̂
(+)ϕ ‖ . (5.20)
Since we assume that κ0 > κ
′
0 ((4 Ξ h+1)
− 1
2 ε), inequality (5.19) is also true under the
change ε to (4 Ξ h+ 1)−
1
2 ε. Therefore (see (5.5)) for any vector function ϕ ∈ H˜1(K;CM)
we get
‖ Ĝ−
1
2− P̂
(+) V̂ P̂ Λ
∗\K(h l)ϕ ‖ 6 (5.21)
6 (4 Ξ h+ 1)−
1
2 ε ‖ Ĝ
1
2
+ P̂
Λ∗\K(h l)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
Λ∗\K(h l)ϕ ‖ ,
‖ Ĝ−
1
2
+ P̂
(−) V̂ P̂ Λ
∗\K(h l)ϕ ‖ 6 ‖ Ĝ−
1
2− P̂
(−) V̂ P̂ Λ
∗\K(h l)ϕ ‖ 6 (5.22)
6 (4 Ξ h+ 1)−
1
2 ε ‖ Ĝ
1
2
+ P̂
Λ∗\K(h l)ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
Λ∗\K(h l)ϕ ‖ .
Now, suppose that the condition
‖V̂ ‖(∞, loc)L3w(K;MM ) < C
−1 (2 Ξ h+ 1)−1 ε (5.23)
is satisfied along with condition (5.11), where C = C(3) > 0 is the constant from (0.6).
From (0.6), (1.1), and (5.6) it follows that under the choice of a sufficiently large number
κ ′′0 > 2h (dependent on ε, Λ, γ, V̂ , Ξ, h) and for all κ1 > κ0 > κ
′′
0 , all κ ∈ [κ1 ,Ξκ1], all
vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions ψ ∈ L2(K;CM) the inequality
‖ V̂ Ĝ−1− P̂ Λ
∗\K(h l)ψ ‖ 6 ε ‖ P̂ Λ∗\K(h l)ψ ‖ (5.24)
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holds (and Ĝ−1− ψ ∈ H˜1(K;CM)). Furthermore,
(V̂ Ĝ−1− P̂
Λ∗\K(h l)) ∗ P̂ Λ
∗\K(h l) ψ = Ĝ−1− P̂
Λ∗\K(h l) V̂ P̂ Λ
∗\K(h l) ψ
for the adjoint operator (V̂ Ĝ−1− P̂
Λ∗\K(h l)) ∗ and all vector functions ψ ∈ H˜1(K;CM),
whence
‖ Ĝ−1− P̂ Λ
∗\K(h l) V̂ P̂ Λ
∗\K(h l) ψ ‖ 6 ε ‖ P̂ Λ∗\K(h l) ψ ‖ . (5.25)
Using the interpolation of operators (see [47, 3] and also the proof of Lemma 4.1), from
(5.24) and (5.25), for all vector functions ψ ∈ H˜ 12 (K;CM) we derive
‖ Ĝ−
1
2− P̂
Λ∗\K(h l) V̂ Ĝ
− 1
2− P̂
Λ∗\K(h l) ψ ‖ 6 ε ‖ P̂ Λ∗\K(h l) ψ ‖ .
If we put ϕ = Ĝ
− 1
2− ψ ∈ H˜1(K;CM), then the previous inequality yields
‖ Ĝ−
1
2− P̂
Λ∗\K(h l) V̂ P̂ Λ
∗\K(h l) ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
Λ∗\K(h l) ϕ ‖ . (5.26)
The following theorem is a key point in the proof of Theorem 1.5.
Theorem 5.1. Let V̂ (s) ∈ L3 ln 1+δ L(K;S(s)M ), δ > 0, s = 0, 1, let V̂ = V̂ (0) + V̂ (1), and
let Ξ > 1. Then (for a given number ε > 0) there exists a number κ˜0 > 2h such that
for any κ1 > κ˜0 there is a number κ ∈ [κ1 ,Ξκ1] such that for all vectors k ∈ R3 with
|(k, γ)| = pi, and all vector functions ϕ ∈ L2(K;CM) we have
‖Ĝ−
1
2− P̂
(+)V̂ P̂ (−)ϕ‖ 6 ε ‖Ĝ
1
2− P̂
(−)ϕ‖ . (5.27)
Proof. For all µ, ν = 1, . . . , l and all vector functions ψ ∈ L2(K;CM), we shall obtain
upper estimates for the norms
‖P̂ (+)µ V̂ P̂ (−)ν ψ‖ .
Given µ, ν ∈ {1, . . . , l} and n ∈ Λ∗, by Sµν(n) denote the number of vectors N ∈ Kµ such
that N −n ∈ Kν . If either 2pi|n⊥| > 2κ+ hµ+ h ν or 2pi|n‖| > hµ+ h ν , then Sµν(n) = 0.
Since h > 2pid(K∗), we have h l + 2pid(K∗) < 2h l 6 κ1 6 κ, hence, h l < κ − 2pid(K∗).
Under these conditions, there is a universal constant c4 > 0 (see [33]) such that for all
µ, ν = 1, . . . , l and all vectors n ∈ Λ∗ with pi|n⊥| 6 κ+hmax {µ,ν} (and pi|n‖| 6 hmax {µ,ν}),
the estimate
Sµν(n) 6
c4
v(K∗)
hµ+ν+min {µ,ν}κ
3
2
(pi|n⊥|+ hmax {µ,ν})
√
κ + 2hmax {µ,ν} − pi|n⊥|
holds. Therefore (also see (1.4) and (5.1)), for all matrix functions Ŵ ∈ L2(K;MM),
which have the Fourier coefficients ŴN , N ∈ Λ∗, that commute with all orthogonal
projections P̂ ±e , e˜ ∈ S1(e), and for all vector functions ψ ∈ L2(K;CM) we get
‖P̂ (+)µ Ŵ P̂ (−)ν ψ‖2 = (5.28)
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= v(K)
∑
N ∈Kµ
∥∥ ∑
n∈Λ∗ :
N−n∈Kν
P̂ +e(k+2πN)ŴnP̂
−
e(k+2π(N−n)) ψN−n ‖2 6
6
1
4
v(K)
∑
N ∈Kµ
( ∑
n∈Λ∗ :
N−n∈Kν
| e˜(k + 2piN)− e˜(k + 2pi(N − n)) | ‖Ŵn‖ ‖(P̂ −ψ)N−n‖
)2
6
6 v(K)κ−2
∑
N ∈Kµ
( ∑
n∈Λ∗ :
N−n∈Kν
2pi|n⊥| ‖Ŵn‖ ‖(P̂ −ψ)N−n‖
)2
6
6 v(K)κ−2
∑
N ∈Kµ
( ∑
n∈Λ∗ :
N−n∈Kν
(2pi|n⊥|)2‖Ŵn‖2
)( ∑
n∈Λ∗ :
N−n∈Kν
‖(P̂ −ψ)N−n‖2
)
=
= κ−2
(∑
n∈Λ∗
( ∑
N ∈Kµ :
N−n∈Kν
1
)
(2pi|n⊥|)2‖Ŵn‖2
) ‖P̂ (−)ν ψ‖2 =
= κ−2
(∑
n∈Λ∗
Sµν(n) (2pi|n⊥|)2‖Ŵn‖2
) ‖P̂ (−)ν ψ‖2 6
6 c4 v(K) h
µ+ν+min {µ,ν}×
×
( ∑
n∈Λ∗ :
π|n⊥|6κ+hmax {µ,ν} ,
π|n‖|6hmax {µ,ν}
(2pi|n⊥|)2‖Ŵn‖2
(pi|n⊥|+ hmax {µ,ν})
√
κ(κ + 2hmax {µ,ν} − pi|n⊥|)
)
‖P̂ (−)ν ψ‖2 .
For any a > 0, the Fourier coefficients (V̂[a])N , N ∈ Λ∗, of the matrix function V̂[a] ∈
L3(K;MM) ⊂ L2(K;MM) commute with all orthogonal projections P̂ ±e , e˜ ∈ S1(e). In
particular, from this and (5.28), using the inequalities 2κ + 2hmax {µ,ν} 6 2κ + 2h l < 3κ
and κ 6 Ξκ1 , we obtain
‖P̂ (+)µ V̂[a]P̂ (−)ν ψ‖ 6 (5.29)
6 h
1
2
(µ+ν+min {µ,ν})
(
6c4 Ξ
√
κ1 v(K)
∑
n∈Λ∗ :
π|n⊥|6κ+hmax {µ,ν}
‖(V̂[a])n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
) 1
2
‖P̂ (−)ν ψ‖ .
Let a > 2. Denote
Yδ(V̂ ; a)
.
=
∫
{x∈K : ‖bV (x)‖>a}
‖V̂ (x)‖3 ln 1+δ ‖V̂ (x)‖ dx ;
Yδ(V̂ ; a) ↓ 0 as a→ +∞. The following inequality is valid:
‖V̂[a]‖2L2(K;MM ) 6 (5.30)
6 (a ln 1+δ a)−1
∫
{x∈K : ‖bV (x)‖>a}
‖V̂ (x)‖3 ln 1+δ ‖V̂ (x)‖ dx = (a ln 1+δ a)−1 Yδ(V̂ ; a) .
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Choose numbers rj ∈ (0, 1], j ∈ N, such that r1 = 1, rj ↓ 0, aj .= h 13 jrj ↑ +∞ (then
aj > 2), r
−1
j Yδ(V̂ ; aj) ↓ 0 as j → +∞, and
+∞∑
j=1
(ln aj)
−1−δ < +∞ .
Let us define the functions
G (l)(h; ξ) =
 (h− ξ)
− 1
2 if ξ < h ,
(h k − ξ)− 12 if h k−1 < ξ < h k , k = 2, . . . , l ,
0 if ξ > h l .
For all ∆ > 0, we write
Tl, h(∆) = max
τ ∈R
∫ τ+∆
τ
G (l)(h; ξ) dξ .
If 0 < ∆ 6 h 2 − h, then
Tl, h(∆) =
∫ ∆
0
dξ√
ξ
= 2
√
∆ .
If either h k − h < ∆ 6 h k+1 − h, k = 2, . . . , l − 1, or h l − h < ∆ (for k = l), then
Tl, h(∆) =
(∫ h 2−h
0
+
∫ h 3−h 2
0
+ · · ·+
∫ h k−h k−1
0
+
∫ ∆−(h k−h)
0
)
dξ√
ξ
<
< 2
((
1− 1√
h
)−1
h
k
2 +
√
∆
)
< 5
√
∆ .
Assign the number j = j(µ, ν) = µ+ ν +min {µ, ν} ∈ {1, . . . , 3l} to each ordered pair
(µ, ν) of numbers µ, ν ∈ {1, . . . , l}. Let L(j), where j = 1, . . . , 3l, be the set of ordered
pairs (µ, ν) with j(µ, ν) = j. We have #L(j) < j. For every j ∈ {1, . . . , 3l} (if L(j) 6= ∅),
let µ
(j)
1 , . . . , µ
(j)
k(l,j) be the different numbers max {µ, ν} with (µ, ν) ∈ L(j) arranged in the
increasing order. We define the functions
G (l)j (h; ξ) =

(hµ
(j)
1 − ξ)− 12 if ξ < hµ(j)1 ,
(hµ
(j)
k − ξ)− 12 if hµ(j)k−1 < ξ < hµ(j)k , k = 2, . . . , k(l, j) ,
0 if ξ > h
µ
(j)
k(l,j) .
For all ξ ∈ R\{h, h 2, . . . , h l}, we have G (l)j (h; ξ) 6 G (l)(h; ξ). Hence, for all ∆ > 0,
max
τ ∈R
∫ τ+∆
τ
G (l)j (h; ξ) dξ 6 Tl, h(∆) < 5
√
∆ . (5.31)
Using (5.1), (5.30), and (5.31), we obtain the following estimates (the prime above the
summation sign means that we omit the summands with Yδ(V̂ ; aj) = 0):
3l∑
j=1
′
ajY
−1
δ (V̂ ; aj)
1
(Ξ− 1)κ1 × (5.32)
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×
∫ Ξκ1
κ1
(
max
(µ,ν)∈L(j)
∑
n∈Λ∗ :
π|n⊥|6κ+hmax {µ,ν}
‖(V̂[aj ])n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
)
dκ 6
6
3l∑
j=1
′
ajY
−1
δ (V̂ ; aj)
1
(Ξ− 1)κ1
∫ Ξκ1
κ1
( ∑
n∈Λ∗
G (l)j (h; pi|n⊥| − κ) ‖(V̂[aj ])n‖2
)
dκ 6
6
5√
(Ξ− 1)κ1
3l∑
j=1
′
ajY
−1
δ (V̂ ; aj)
∑
n∈Λ∗
‖(V̂[aj ])n‖2 6
6
5M√
(Ξ− 1)κ1
v−1(K)
3l∑
j =1
′
ajY
−1
δ (V̂ ; aj) ‖(V̂[aj ])n‖2L2(K;MM ) 6
6
5M√
(Ξ− 1)κ1
v−1(K)
+∞∑
j=1
(ln aj)
−1−δ .
On the other hand,
3l∑
j=1
2−j
∑
(µ,ν)∈L(j)
1
(Ξ− 1)κ1 × (5.33)
×
∫ Ξκ1
κ1
( ∑
n∈Λ∗ :
1
2
κ1<π|n⊥|6κ+hmax {µ,ν}
‖V̂n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
)
dκ 6
6
3l∑
j=1
2−j
∑
(µ,ν)∈L(j)
1
(Ξ− 1)κ1 ×
×
∑
n∈Λ∗ :
κ1< 2π|n⊥|
(∫
[κ1,Ξκ1]∩ [π|n⊥|−hmax{µ,ν},+∞)
dκ√
κ + 2hmax {µ,ν} − pi|n⊥|
)
‖V̂n‖2 6
6
( 3l∑
j=1
j2−j
)
1
(Ξ− 1)κ1
(∫ Ξκ1
κ1
dκ√
κ − κ1
) ∑
n∈Λ∗ :
κ1< 2π|n⊥|
‖V̂n‖2 6
6
4√
(Ξ− 1)κ1
∑
n∈Λ∗ :
κ1 < 2π|n⊥|
‖V̂n‖2 .
Let us denote
c5 = c5(M,Λ,Ξ, h; V̂ , {rj}) .= 2√
Ξ− 1
(
2 +
5
2
Mv−1(K)
+∞∑
j=1
(ln aj)
−1−δ ) .
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Then (5.32) and (5.33) imply that there is a number κ ∈ [κ1 ,Ξκ1] such that for all
µ, ν = 1, . . . , l,
∑
n∈Λ∗ :
π|n⊥|6κ+hmax {µ,ν}
‖(V̂[aj ])n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
6 c5 κ
− 1
2
1 a
−1
j Yδ(V̂ ; aj) , (5.34)
∑
n∈Λ∗ :
1
2
κ1 <π|n⊥|6κ+hmax {µ,ν}
‖V̂n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
6 2 j c5 κ
− 1
2
1
∑
n∈Λ∗ :
κ1< 2π|n⊥|
‖V̂n‖2 , (5.35)
where aj = h
1
3
jrj , j = j(µ, ν). For every number j ∈ {1, . . . , 3l} (if the number κ1
is fixed), from (5.28) and (5.35) it follows that for all ordered pairs (µ, ν) ∈ L(j), all
vector functions ψ ∈ L2(K;CM), and for the number κ ∈ [κ1 , Ξκ1] chosen as above, the
estimate
‖P̂ (+)µ V̂ P̂ (−)ν ψ‖ 6 (5.36)
6 (2c4 v(K))
1
2 h
1
2
j
((
3 Ξ
√
κ1
∑
n∈Λ∗ :
1
2
κ1<π|n⊥|6κ+hmax {µ,ν}
‖V̂n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
) 1
2+
+
(√
κ1
∑
n∈Λ∗ :
2π|n⊥|6κ1
2pi|n⊥| ‖V̂n‖2
κ1
√
κ + 2hmax {µ,ν} − pi|n⊥|
) 1
2
) ‖P̂ (−)ν ψ‖ 6
6 (2c4 v(K))
1
2 h
1
2
j
((
3·2 j Ξ c5
∑
n∈Λ∗ :
κ1 < 2π|n⊥|
‖V̂n‖2
) 1
2+
(√
2
∑
n∈Λ∗ :
2π|n⊥|6κ1
2pi|n⊥|
κ1
‖V̂n‖2
) 1
2
) ‖P̂ (−)ν ψ‖
holds. Let ε ′′ .= 1
3
ε h−1min {1, pi|γ|−1}. We choose a number j0 = j0(ε ′′) ∈ N (also
dependent on v(K), c5 , Ξ, V̂ , h, {rj}) such that rj 6 12 ε ′′ and
(6 Ξ c4 c5 v(K))
1
2 (r−1j Yδ(V̂ ; aj))
1
2 6
1
2
ε ′′
for all j > j0 . Since∑
n∈Λ∗ :
κ1 < 2π|n⊥|
‖V̂n‖2 → 0 ,
∑
n∈Λ∗ :
2π|n⊥|6κ1
2pi|n⊥|
κ1
‖V̂n‖2 → 0 as κ1 → +∞ ,
from (5.36) it follows that there is a number κ˜0 = κ˜0(M,Λ, Ξ, h, V̂ , {rj}; j0, ε ′′) > 2h such
that for all κ1 > κ˜0 , for the numbers κ ∈ [κ1 , Ξκ1] chosen as above, for all numbers
µ, ν = 1, . . . , l with j(µ, ν) 6 j0 (where l = l(h,κ1) ∈ N), and all vector functions
ψ ∈ L2(K;CM) we have
‖P̂ (+)µ V̂ P̂ (−)ν ψ‖ 6 ε ′′ h
1
3
j(µ,ν) ‖P̂ (−)ν ψ‖ . (5.37)
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At the same time, if κ1 > κ˜0 > 2h and the number [κ1 , Ξκ1] ∋ κ is chosen as above,
then for all numbers µ, ν = 1, . . . , l with j = j(µ, ν) > j0 , and all vector functions
ψ ∈ L2(K;CM), taking into account estimates (5.29), (5.34), and the definition of the
number j0 , we derive
‖P̂ (+)µ V̂ P̂ (−)ν ψ‖ 6 ‖P̂ (+)µ (V̂ − V̂[aj ])P̂ (−)ν ψ‖+ ‖P̂ (+)µ V̂[aj ]P̂ (−)ν ψ‖ 6
6
(
aj+h
1
2
j
(
6 Ξ c4
√
κ1 v(K)
∑
n∈Λ∗ :
π|n⊥|6κ+hmax {µ,ν}
‖(V̂[aj ])n‖2√
κ + 2hmax {µ,ν} − pi|n⊥|
) 1
2
) ‖P̂ (−)ν ψ‖ 6
6 h
1
3
j
(
rj + (6Ξ c4 c5 v(K))
1
2 (r−1j Yδ(V̂ ; aj))
1
2
) ‖P̂ (−)ν ψ‖ 6 ε ′′ h 13 j ‖P̂ (−)ν ψ‖ ,
that is, estimate (5.37) is valid for all µ, ν = 1, . . . , l.
From (5.3), (5.4), and (5.37) (for all µ, ν = 1, . . . , l and all vector functions ψ ∈
L2(K;CM)) we deduce the following estimate:
‖Ĝ−
1
2− P̂
(+)
µ V̂ Ĝ
− 1
2− P̂
(−)
ν ψ‖ 6 ε ′′ (h max{1,
|γ
pi
}) h 13 j(µ,ν) h−µ+ν2 ‖P̂ (−)ν ψ‖ =
=
ε
3
h
1
3
min {µ,ν} h−
µ+ν
6 ‖P̂ (−)ν ψ‖ =
ε
3
h−
1
6
|µ−ν| ‖P̂ (−)ν ψ‖ .
Whence
‖Ĝ−
1
2− P̂
(+)V̂ Ĝ
− 1
2− P̂
(−)ψ‖2 =
l∑
µ=1
‖Ĝ−
1
2− P̂
(+)
µ V̂ Ĝ
− 1
2−
( l∑
ν=1
P̂ (−)ν
)
ψ‖2 6
6
l∑
µ=1
( l∑
ν=1
‖Ĝ−
1
2− P̂
(+)
µ V̂ Ĝ
− 1
2− P̂
(−)
ν ψ‖
)2
6
(
ε
3
)2 l∑
µ=1
( l∑
ν=1
h−
1
6
|µ−ν| ‖P̂ (−)ν ψ‖
)2
6
6
(
ε
3
)2 l∑
µ=1
( l∑
ν=1
h−
1
6
|µ−ν|
)( l∑
ν=1
h−
1
6
|µ−ν| ‖P̂ (−)ν ψ‖2
)
6
6
(
1 + h−
1
6
1− h− 16
)(
ε
3
)2 l∑
ν=1
( l∑
µ=1
h−
1
6
|µ−ν|
)
‖P̂ (−)ν ψ‖2 6
6
(
1 + h−
1
6
1− h− 16
)2(
ε
3
)2 l∑
ν=1
‖P̂ (−)ν ψ‖2 6 (ε)2 ‖P̂ (−)ψ‖2 .
To complete the proof, it remains to put ψ = Ĝ
1
2− P̂
(−)ϕ, ϕ ∈ L2(K;CM). Theorem 5.1 is
proved.
Now, let us use estimates (5.14) – (5.17), (5.20) – (5.22), and (5.26), (5.27) (conditions
(5.11) and (5.23) are fulfilled because
‖V̂ ‖(∞, loc)L3w(K;MM) = ‖V̂ ‖
(∞)
L3w(K;MM ) = 0 ) .
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We choose the number κ0
.
= max {κ ′0(ε),κ ′0 ((4 Ξ h+ 1)−
1
2 ε),κ ′′0 , κ˜0} > 2h. Then, for all
κ1 > κ0 , for the number κ ∈ [κ1 , Ξκ1] chosen in Theorem 5.1, for all vectors k ∈ R3
with |(k, γ)| = pi, and all vector functions ϕ ∈ H˜1(K;CM) we get
‖Ĝ−
1
2− P̂
+
∗ V̂ ϕ‖2 + ‖Ĝ−
1
2
+ P̂
−
∗ V̂ ϕ‖2 6 (5.38)
6 3
( ‖Ĝ− 12− P (+)V̂ P (+)ϕ‖2 + ‖Ĝ− 12− P (+)V̂ P (−)ϕ‖2 + ‖Ĝ− 12− P (+)V̂ P Λ∗\K(h l)ϕ‖2)+
+3
( ‖Ĝ− 12+ P (−)V̂ P (+)ϕ‖2 + ‖Ĝ− 12+ P (−)V̂ P (−)ϕ‖2 + ‖Ĝ− 12+ P (−)V̂ P Λ∗\K(h l)ϕ‖2)+
3
(‖Ĝ− 12− P Λ∗\K(h l)V̂ P (+)ϕ‖2+‖Ĝ− 12− P Λ∗\K(h l)V̂ P (−)ϕ‖2+‖Ĝ− 12− P Λ∗\K(h l)V̂ P Λ∗\K(h l)ϕ‖2) 6
6 9 (ε)2
( ‖Ĝ 12+P (+)ϕ‖2 + ‖Ĝ 12−P (−)ϕ‖2 + ‖Ĝ 12−P Λ∗\K(h l)ϕ‖2 ) 6
6 (ε ′)2
( ‖Ĝ 12+ P̂ +ϕ‖2 + ‖Ĝ 12− P̂ −ϕ‖2 )
(where l = l(h,κ1)). This completes the proof of Theorem 1.5.
6 Proof of Theorem 1.6
In what follows, we use the assumptions and the notation from Section 5 in the case
where Ξ = 1 (and κ1 = κ). We assume that the vectors k ∈ R3 satisfy the condition
|(k, γ)| = pi. The number h is chosen (and fixed) in Section 5 (in the end of the proof of
Theorem 1.6, we shall put h = 64). Fix a number ε ′ > 0 and put ε = 1
2
√
6
ε ′. Choose a
number c˜1 = c˜1(h) > 0 such that c˜1 6
1
8
√
6
c3 and c˜1 <
1
8
√
6
C−1 (2h2 + 1)−1 < C−1, where
c3 = c3(h) is the constant from Lemma 5.3 and C = C(3) is the constant from inequality
(0.6). If V̂ (s) ∈ L3w(K;S(s)M ) and
‖V̂ (s)‖(∞, loc)L3w(K;MM ) 6 c˜1 ε
′ , s = 0, 1 ,
then inequalities (5.11) and (5.23) (for Ξ = h) hold for the function V̂ = V̂ (0) + V̂ (1).
Assume that (for Ξ = 1) κ = κ1 > 2h
2 (then l = l(h,κ) > 2 and 2h l−1 < h l 6 1
2
κ).
We define the functions
Θ(h,κ; t) =

1 if t 6 h l−1 ,
2− h−l+1t if h l−1 < t 6 2h l−1 ,
0 if t > 2h l−1 ,
and the operators Θ̂ = Θ̂(h, k;κ) that take vector functions ψ ∈ L2(K;CM) to the vector
functions
Θ̂ψ =
∑
N ∈Λ∗
Θ(h,κ;G−N (k;κ))ψN e
2πi (N,x).
The following theorem is a key point in the proof of Theorem 1.6.
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Theorem 6.1. Let d = 3, γ ∈ Λ\{0}, σ ∈ (0, 2]. Then for any Λ-periodic matrix function
V̂ (s) =
Qs∑
q=1
V̂ (s)q , s = 0, 1 ,
with V̂
(s)
q ∈ L3w(K;S(s)M ), βγ, σ(0; V̂ (s)q ) < +∞, q = 1, . . . , Qs , for which the essential
supports supp V̂
(s)
q do not intersect for different q (for s = 0 and s = 1, separately),
and for any δ > 0 there is a number κ˜ ′0(δ) = κ˜
′
0(M,Λ, |γ|, h, σ, V̂ (0), V̂ (1); δ) > 2h2 such
that for all κ > κ˜ ′0(δ), all vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions
ϕ ∈ L2(K;CM) the inequalities
‖ Ĝ−
1
2− P̂
+ Θ̂ V̂ (s) P̂ − Θ̂ϕ ‖ 6 c6 ( δ + max
q=1,...,Qs
βγ, σ(V̂
(s)
q )) ‖ Ĝ
1
2− P̂
(−)ϕ ‖ , s = 0, 1 ,
hold, where c6 = c6 (h, σ) > 0 (see (6.14)).
Theorem 6.1 is proved in the end of this Section.
Proof of Theorem 1.6. First let us obtain estimates which are similar to estimates
(5.14) – (5.17), (5.20) – (5.22), and (5.26) used in the proof of Theorem 1.5. We assume
that κ > κ ′′′0 > 2h
2 . A few additional lower bounds on the number κ ′′′0 will be given
below. For the vectors k ∈ R3 we suppose that |(k, γ)| = pi, and for the number l =
l(h,κ) ∈ N\{1} we have 2h l 6 κ < 2h l+1 (the number h satisfies the conditions from
Section 5: h > 64 and h > 2pid(K∗)). Let κ ′′′0 > κ
′
0(ε). By Lemma 5.3, estimate (5.12)
holds. Hence, from (5.14), (5.15), and (5.20) it follows that for all ϕ ∈ L2(K;CM) the
following estimates are fulfilled:
‖ Ĝ−
1
2
+ P̂
(−) V̂ P̂ ∓ Θ̂ϕ ‖ 6 ε ‖ Ĝ
1
2∓ P̂
(∓)ϕ ‖ , (6.1)
‖ Ĝ−
1
2− P̂
(+) V̂ P̂ + Θ̂ϕ ‖ 6 ε ‖ Ĝ
1
2
+ P̂
(+)ϕ ‖ . (6.2)
From (5.5) (setting Ξ = h and replacing l by l − 1), for all N ∈ Λ∗\K(h l−1) we obtain
G−N (k;κ) > (4h
2 + 1)−1G+N (k;κ) .
Therefore, from Lemma 5.3, for κ ′′′0 > κ
′((4h2 + 1)−
1
2 ε), (by analogy with estimates
(5.16) and (5.17)) we get
‖ Ĝ−
1
2− P̂
Λ∗\K(h l−1) V̂ P̂ ∓ Θ̂ϕ ‖ 6 ε ‖ Ĝ
1
2∓ P̂
(∓)ϕ ‖ , ϕ ∈ L2(K;CM) , (6.3)
and from (5.19), where ε is replaced by (4h2 + 1)−
1
2 ε , (by analogy with estimates (5.16)
and (5.17)) we deduce the inequalities
‖ Ĝ−
1
2∓ P
(±) V̂ P̂ Λ
∗\K(h l−1) ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
Λ∗\K(h l−1) ϕ ‖ , ϕ ∈ H˜1(K;CM) . (6.4)
Now, let κ ′′′0 > κ
′′
0 , where the number κ
′′
0 is chosen for Ξ = h. Changing l to l − 1 in
estimate (5.24), we have
‖ Ĝ−
1
2− P
Λ∗\K(h l−1) V̂ P̂ Λ
∗\K(h l−1) ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
Λ∗\K(h l−1) ϕ ‖ , ϕ ∈ H˜1(K;CM) . (6.5)
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Under the conditions of Theorem 6.1, we put δ = 1
4
ε c−16 and assume that the number
κ
′′′
0 satisfies the last lower estimate: κ
′′′
0 > κ˜
′
0(δ). Choose a constant
c˜ ′1 = c˜
′
1(h, σ) = δ(ε
′)−1 =
1
8
√
6
c−16 .
From Theorem 6.1 (for κ > κ ′′′0 ) it follows that
‖ Ĝ−
1
2− P̂
+ Θ̂ V̂ P̂ − Θ̂ϕ ‖ 6 ε ‖ Ĝ
1
2− P̂
(−)ϕ ‖ , ϕ ∈ L2(K;CM) . (6.6)
Finally, from (6.1) – (6.6), for all κ > κ ′′′0 , all k ∈ R3 with |(k, γ)| = pi, and all ϕ ∈
H˜1(K;CM) (by analogy with (5.38)) we obtain estimate (1.15):
‖Ĝ−
1
2− P̂
+
∗ V̂ ϕ‖2 + ‖Ĝ−
1
2
+ P̂
−
∗ V̂ ϕ‖2 6
6 3
( ‖Ĝ− 12− P (+)V̂ P +Θ̂ϕ‖2 + 2 ‖Ĝ− 12− P +Θ̂ V̂ P −Θ̂ϕ‖2 + ‖Ĝ− 12− P (+)V̂ (Î − Θ̂)ϕ‖2)+
+3
( ‖Ĝ− 12+ P (−)V̂ P +Θ̂ϕ‖2 + ‖Ĝ− 12+ P (−)V̂ P −Θ̂ϕ‖2 + ‖Ĝ− 12+ P (−)V̂ (Î − Θ̂)ϕ‖2)+
3
(‖Ĝ− 12− P Λ∗\K(h l)V̂ P +Θ̂ϕ‖2+2 ‖Ĝ− 12− P Λ∗\K(h l−1)V̂ P −Θ̂ϕ‖2+‖Ĝ− 12− P Λ∗\K(h l)V̂ (Î−Θ̂)ϕ‖2) 6
6 3 (ε)2
(
3 ‖Ĝ
1
2
+P
(+)ϕ‖2 + 5 ‖Ĝ
1
2−P
(−)ϕ‖2 + 3 ‖Ĝ
1
2−P
Λ∗\K(h l−1)ϕ‖2 ) 6
6 3 (ε)2
(
6 ‖Ĝ
1
2
+P
(+)ϕ‖2 + 8 ‖Ĝ
1
2−P
(−)ϕ‖2 + ‖Ĝ
1
2−P
Λ∗\K(h l)ϕ‖2 ) 6
6 24 (ε)2
( ‖Ĝ 12+P (+)ϕ‖2 + ‖Ĝ 12−P (−)ϕ‖2 + ‖Ĝ 12−P Λ∗\K(h l)ϕ‖2 ) 6
6 (ε ′)2
( ‖Ĝ 12+ P̂ +ϕ‖2 + ‖Ĝ 12− P̂ −ϕ‖2 ) .
It remains to remove the technical lower bound h > 2pid(K∗) for the number h. Under
the linear transformations x → λx, x ∈ R3, where λ > 0, we have γ → λγ (the vector
e˜ ∈ S1(γ) does not change), K∗ → λ−1K∗, d(K∗)→ λ−1d(K∗), and
ε ′ → λ ε ′, ‖Ŵ‖(∞, loc)L3w(K;MM) → λ ‖Ŵ‖
(∞, loc)
L3w(K;MM) , βγ, σ(Ŵ )→ λ βγ, σ(Ŵ ) .
Therefore conditions 3 and 4 from Theorem 1.6, and estimate (1.15) do not change under
such transformations. Choosing the number λ > 0 such that h = 64 > λ−1 · 2pi d(K∗),
we conclude that we can take the universal constant c˜1 = c˜1(64) and the constant c˜
′
1 =
c˜ ′1(64, σ) dependent only on σ. Theorem 1.6 is proved.
Theorem 6.2. Let d = 3, γ ∈ Λ\{0}, σ ∈ (0, 2]. Suppose that Ŵ ∈ L2(K;MM),
βγ, σ(0; Ŵ ) < +∞, and for a.e. x ∈ R3 the matrices Ŵ (x) commute with all orthogonal
projections P̂ ±e , e˜ ∈ S1(γ) (in particular, we may consider the functions Ŵ = Ŵ (0) +
Ŵ (1), Ŵ (s) ∈ L2(K;S (s)M ), s = 0, 1). Then for any δ > 0 there is a number κ ♯ > 2h
such that for all κ > κ ♯, all vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions
ψ ∈ L2(K;CM) the inequality
‖ Ĝ−
1
2− P̂
(+) Ŵ Ĝ
− 1
2− P̂
(−) ψ ‖ 6 1
2
c6 ( δ + βγ, σ(Ŵ )) ‖ψ ‖ , (6.7)
holds, where c6 = c6 (h, σ) > 0 is the constant from Theorem 6.1 (see (6.14)).
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Proof. To start with, we assume that σ ∈ (0, 1
4
]. Let κ > 2h and let k ∈ R3 with
|(k, γ)| = pi. We shall derive upper bounds for the norms
‖ P̂ (+)µ Ŵ P̂ (−)ν ψ ‖ , µ, ν = 1, . . . , l , ψ ∈ L2(K;CM) .
Since the Fourier coefficients ŴN , N ∈ Λ∗, commute with all orthogonal projections P̂ ±e ,
e˜ ∈ S1(γ), we can use estimate (5.28). For µ, ν ∈ {1, . . . , l} and R ∈ [2pid(K∗), 2κ], the
function Ŵ can be represented in the form
Ŵ (x) = Ŵ [0]µ, ν(R; x) + Ŵ
[1]
µ, ν(R; x) , x ∈ R3 ,
where
Ŵ [0]µ, ν(R; x) =
∑
N ∈Λ∗ :
2π|N⊥|6R
ŴN e
2πi (N,x) , Ŵ [1]µ, ν(R; x) =
∑
N ∈Λ∗ :
R< 2π|N⊥|
ŴN e
2πi (N,x) .
By (5.28), we get
‖ P̂ (+)µ Ŵ [0]µ, ν(R; .) P̂ (−)ν ψ ‖2 6 (6.8)
6 v(K)κ−2
∑
N ∈Kµ
( ∑
n∈Λ∗ :
2π|n⊥|6R ,
N−n∈Kν
2pi|n⊥| ‖Ŵn‖ ‖(P̂ −ψ)N−n‖
)2
6
6 v(K)κ−2
( ∑
n∈Λ∗ :
2π|n⊥|6R ,
π|n‖|6hmax {µ,ν}
2pi|n⊥| ‖Ŵn‖
)2 ( ∑
N ∈Λ∗
‖(P̂ (−)ν ψ)N‖2
)
6
6 R 2 κ−2
( ∑
n∈Λ∗ :
2π|n⊥|6R ,
π|n|||6hmax {µ,ν}
1
) ( ∑
n∈Λ∗
‖Ŵn‖2
) ‖P̂ (−)ν ψ‖2 6
6 3pi−2M R 4 hmax {µ,ν} κ−2 ‖Ŵ‖2L2(K;MM) ‖P̂ (−)ν ψ‖2 .
The following estimate is also a consequence of (5.28):
‖ P̂ (+)µ Ŵ [1]µ, ν(R; .) P̂ (−)ν ψ ‖2 6 (6.9)
6 c4 v
−1(K) hµ+ν+min {µ,ν} κ−
1
2 β2γ, σ(R; Ŵ )×
×
( ∑
n∈Λ∗ :
R< 2π|n⊥|62κ+2hmax {µ,ν} ,
π|n‖|6hmax {µ,ν}
(2pi|n⊥|)−2(1−σ) (2pi|n|)−2σ
(pi|n⊥|+ hmax {µ,ν})
√
κ + 2hmax {µ,ν} − pi|n⊥|
)
‖P̂ (−)ν ψ‖2 .
Under the condition R < 2hmax {µ,ν}, we have∑
n∈Λ∗ :
R< 2π|n⊥|62hmax {µ,ν} ,
π|n‖|6hmax {µ,ν}
(2pi|n⊥|)−2(1−σ) (2pi|n|)−2σ 6
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6
4
(2pi)3 v(K∗)
(
4pi ( hmax {µ,ν} + pid(K∗) ) +
+
∫ 2hmax {µ,ν}+2πd(K∗)
R
2piξ dξ
ξ 2(1−σ)
∫ 2hmax {µ,ν}+2πd(K∗)
−2hmax {µ,ν}− 2πd(K∗)
dη
(ξ2 + η2)σ
)
6
6 pi−2 v−1(K∗)
(
3 hmax {µ,ν} +
∫ 3hmax {µ,ν}
R
dξ
ξ 1−2σ
∫ 3hmax {µ,ν}
−3hmax {µ,ν}
dη
(ξ2 + η2)σ
)
<
< 8 pi−2 σ−1 v−1(K∗) hmax {µ,ν}
and ∑
n∈Λ∗ :
hmax {µ,ν} <π|n⊥|6κ+hmax {µ,ν} ,
π|n‖|6hmax {µ,ν}
(2pi|n⊥|)2σ (2pi|n|)−2σ
(2pi|n⊥|)3
√
κ + 2hmax {µ,ν} − pi|n⊥|
6
6
∑
n∈Λ∗ :
hmax {µ,ν} <π|n⊥|6κ+hmax {µ,ν} ,
π|n‖|6hmax {µ,ν}
1
(2pi|n⊥|)3
1√
κ + 2hmax {µ,ν} − pi|n⊥|
6
6
4
(2pi)3 v(K∗)
(
3
2
) 5
2
(hmax {µ,ν} + pid(K∗))×
×
∫ 2κ+2hmax {µ,ν}+2πd(K∗)
2hmax {µ,ν}− 2πd(K∗)
2piξ dξ
ξ 3
√
κ + 2hmax {µ,ν} − 1
2
ξ
6
6
√
3
pi2
(
3
2
)4
v−1(K∗) hmax {µ,ν}×
×
(
κ
− 1
2
∣∣∣∣ ξ=κ
ξ=hmax {µ,ν}
−1
ξ
+ 2κ−2
∣∣∣∣ ξ=2κ+3hmax {µ,ν}
ξ=κ
−
√
2κ + 4hmax {µ,ν} − ξ
)
<
< 34 pi−2 v−1(K∗)κ−
1
2 .
Hence, (6.9) yields
‖ P̂ (+)µ Ŵ [1]µ, ν(R; .) P̂ (−)ν ψ ‖2 6 (6.10)
6 25 pi−2 c4 σ−1 hµ+ν+min {µ,ν} κ−1 β 2γ, σ(R; Ŵ ) ‖P̂ (−)ν ψ‖2 .
From (6.8) and (6.10) (also see (5.3) and (5.4)), for all κ > 2h, all vectors k ∈ R3 with
|(k, γ)| = pi, all vector functions ψ ∈ L2(K;CM), and all numbers R ∈ [2pid(K∗), 2κ] we
obtain
‖ Ĝ−
1
2− P̂
(+) Ŵ Ĝ
− 1
2− P̂
(−)ψ ‖ 6
l∑
µ, ν=1
‖ Ĝ−
1
2− P̂
(+)
µ Ŵ Ĝ
− 1
2− P̂
(−)
ν ψ ‖ 6 (6.11)
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6√
|γ|
pi
l∑
ν=1
‖ P̂ (+)1 (Ŵ [0]1, ν(R; .) + Ŵ [1]1, ν(R; .)) Ĝ−
1
2− P̂
(−)
ν ψ ‖+
+
l∑
µ=2
l∑
ν=1
h−
µ−1
2 ‖ P̂ (+)µ (Ŵ [0]µ, ν(R; .) + Ŵ [1]µ, ν(R; .)) Ĝ−
1
2− P̂
(−)
ν ψ ‖ 6
6
√
|γ|
pi
l∑
ν=1
(√
3M
pi
R 2 h
1
2
ν
κ
−1 ‖Ŵ‖L2(K;MM )+
+
5
pi
√
σ
c
1
2
4 h
1+ 1
2
ν
κ
− 1
2 βγ, σ(R; Ŵ )
)
‖ Ĝ−
1
2− P̂
(−)
ν ψ ‖+
+
l∑
µ=2
l∑
ν=1
h−
µ−1
2
(√
3M
pi
R 2 h
1
2
max {µ,ν}
κ
−1 ‖Ŵ‖L2(K;MM)+
+
5
pi
√
σ
c
1
2
4 h
1
2
(µ+ν+min {µ,ν})
κ
− 1
2 βγ, σ(R; Ŵ )
)
‖ Ĝ−
1
2− P̂
(−)
ν ψ ‖ 6
6
√
h
pi
( |γ|
pi
+ 2(l − 1)
√
|γ|
pi
)(√
3M R 2 κ−1 ‖Ŵ‖L2(K;MM )+
+5 c
1
2
4 σ
− 1
2 hκ−
1
2 βγ, σ(R; Ŵ )
) ‖ P̂ (−)ν ψ ‖+
+
h
pi
l∑
µ, ν=2
(√
3M R 2 h−
1
2
min {µ,ν}
κ
−1 ‖Ŵ‖L2(K;MM)+
+5 c
1
2
4 σ
− 1
2 h
1
2
min {µ,ν}
κ
− 1
2 βγ, σ(R; Ŵ )
)
‖ P̂ (−)ν ψ ‖ .
On the other hand, l 6 (ln−1 h) ln κ
2
and
h
κ
l∑
µ, ν=1
h−
1
2
min {µ,ν} 6 h
1
2 l 2 κ−1 6 (h
1
2 ln−1 h)κ−1 ln
κ
2
, (6.12)
h√
κ
l∑
µ, ν=2
h
1
2
min {µ,ν} =
h√
κ
h
1
2
l
l−2∑
µ1, ν1 =0
h−
1
2
max {µ1,ν1} 6
6
h√
2
+∞∑
µ1 =0
(2µ1 + 1) h
− 1
2
µ1 =
h√
2
(1 + h−
1
2 )(1− h− 12 )−2 < 2h
(because h > 16). Therefore (for σ ∈ (0, 1
4
]),
‖ Ĝ−
1
2− P̂
(+) Ŵ Ĝ
− 1
2− P̂
(−)ψ ‖ 6 (6.13)
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6
(
10 pi−1 c
1
2
4 σ
− 1
2 h βγ, σ(R; Ŵ ) + F (σ, h, R, Ŵ ;κ)
) ‖ P̂ (−)ψ ‖ ,
where
F (σ, h, R, Ŵ ;κ) = pi−1
√
h ( ln−1 h ) ( ln
κ
2
)
(
1 +
√
|γ|
pi
)2
×
× (√3M R 2 κ−1 ‖Ŵ‖L2(K;MM ) + 5 c 124 σ− 12 hκ− 12 βγ, σ(R; Ŵ )) .
Now let us suppose that σ ∈ (0, 2]. Denote
c6 = 40
√
2pi−1 c
1
2
4 h σ
− 1
2 (6.14)
and σ ′ .= min {1
4
, σ}. Since (σ ′)− 12 6 2√2σ− 12 and βγ, σ ′(R; Ŵ ) 6 βγ, σ(R; Ŵ ) (for all
R > 0), inequality (6.13) (in which we replace σ by σ ′) implies the estimate
‖ Ĝ−
1
2− P̂
(+) Ŵ Ĝ
− 1
2− P̂
(−)ψ ‖ 6 (1
2
c6 βγ, σ(R; Ŵ ) + F (σ, h, R, Ŵ ;κ)
) ‖ P̂ (−)ψ ‖ . (6.15)
Finally, choose (and fix) a number R > 2pid(K∗) such that
βγ, σ(R; Ŵ ) 6
δ
2
+ βγ, σ(Ŵ ) .
Then, from (6.15) it follows that there is a number κ ♯ = κ ♯(M,Λ, |γ|, h, σ; Ŵ, δ) > 2h,
for which κ ♯ > 1
2
R, such that for all κ > κ ♯ , all k ∈ R3 with |(k, γ)| = pi, and all
ψ ∈ L2(K;CM) the inequality (6.7) holds. This completes the proof of Theorem 6.2.
Let l ′ ∈ N\{1} and let κ > 2h l ′+1. Then l = l(h,κ) > l ′ + 1 > 3. Denote
l1
.
= l − l ′ ∈ {1, . . . , l − 2}
and define the functions
Θl ′(h,κ; t) =

1 if h l1+1 < t 6 h l−1 ,
2− h−l+1t if h l−1 < t 6 2h l−1 ,
−1 + 2h−l1−1t if 1
2
h l1+1 < t 6 h l1+1 ,
0 if t 6 1
2
h l1+1 or t > 2h l−1 ,
and the operators Θ̂l ′ = Θ̂l ′(h, k;κ) that take a vector function ψ ∈ L2(K;CM) to the
vector function
Θ̂l ′ ψ =
∑
N ∈Λ∗
Θl ′(h,κ;G
−
N (k;κ))ψN e
2πi (N,x).
Theorem 6.3. Let d = 3, γ ∈ Λ\{0}, σ ∈ (0, 2]. Suppose that V̂ = V̂ (0) + V̂ (1), where
V̂ (s) ∈ L2(K;S(s)M ), s = 0, 1, and βγ, σ(0; V̂ ) < +∞. Then for any ε˜ > 0 there are numbers
l ′ = l ′(Λ, |γ|, σ, V̂ ; ε˜) ∈ N\{1} and κ∼0 = κ∼0 (M,Λ, |γ|, h, σ, V̂ ; ε˜) > 2h l ′+1 such that for
all κ > κ∼0 , all vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions ψ ∈ L2(K;CM)
the inequality
‖ Ĝ−
1
2− P̂
+Θ̂ V̂ Ĝ
− 1
2− P̂
−Θ̂ψ − Ĝ−
1
2− P̂
+Θ̂ l ′ V̂ Ĝ
− 1
2− P̂
−Θ̂ l ′ψ ‖ 6 ε˜ ‖ P̂ −Θ̂ψ ‖ (6.16)
holds.
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Proof. Taking into account the inclusions
Θ̂ l ′ϕ ∈ H (
l⋃
µ= l1+1
Kl ) , (Θ̂− Θ̂ l ′)ϕ ∈ H (
l1+1⋃
µ=1
Kl ) , ϕ ∈ L2(K;CM) ,
and estimates (5.3), (5.4), from (6.8) and (6.10), where we put R = 2pid(K∗), it follows
that for all κ > 2h l
′+1, all vectors k ∈ R3 with |(k, γ)| = pi, and all vector functions
ψ ∈ L2(K;CM) the following inequalities are valid (see (6.11)):
‖ Ĝ−
1
2− P̂
+Θ̂ V̂ Ĝ
− 1
2− P̂
−Θ̂ψ − Ĝ−
1
2− P̂
+Θ̂ l ′V̂ Ĝ
− 1
2− P̂
−Θ̂ l ′ψ ‖ 6 (6.17)
6 ‖ Ĝ−
1
2− P̂
+(Θ̂− Θ̂ l ′) V̂ Ĝ−
1
2− P̂
−Θ̂ψ ‖+ ‖ Ĝ−
1
2− P̂
+Θ̂ l ′ V̂ Ĝ
− 1
2− P̂
−(Θ̂− Θ̂ l ′)ψ ‖ 6
6
l1+1∑
µ=1
l∑
ν=1
‖ Ĝ−
1
2− P̂
(+)
µ V̂ Ĝ
− 1
2− P̂
(−)
ν Θ̂ψ ‖+
+
l∑
µ= l1+1
l1+1∑
ν=1
‖ Ĝ−
1
2− P̂
(+)
µ V̂ Ĝ
− 1
2− P̂
(−)
ν (Θ̂− Θ̂ l ′)ψ ‖ 6
6
h
pi
max
{
1,
|γ|
pi
} √
3M (2pid(K∗)) 2 ‖V̂ ‖L2(K;MM ) κ−1×
×
(( l1+1∑
µ=1
l∑
ν=1
+
l∑
µ= l1+1
l1+1∑
ν=1
)
h−
1
2
min {µ,ν}
)
‖ P̂ −Θ̂ψ ‖+
+
h
pi
max
{
1,
|γ|
pi
}
5 c
1
2
4 σ
− 1
2 βγ, σ(0; V̂ )κ
− 1
2 ×
×
(( l1+1∑
µ=1
l∑
ν=1
+
l∑
µ= l1+1
l1+1∑
ν=1
)
h
1
2
min {µ,ν}
)
‖ P̂ −Θ̂ψ ‖ .
At the same time, the estimates (6.12) and
h√
κ
( l1+1∑
µ=1
l∑
ν=1
+
l∑
µ= l1+1
l1+1∑
ν=1
)
h
1
2
min {µ,ν} <
2h√
κ
l1+1∑
µ=1
l∑
ν=1
h
1
2
min {µ,ν} <
< 2h (h
1
2
l
κ
− 1
2 )
+∞∑
µ1 =0
( l ′ + 2µ1) h−
1
2
( l ′+µ1−1) < 2
√
2 (l ′ + 2) h
1
2
(3−l ′)
hold (because h > 4). Therefore, inequality (6.17) implies that there are numbers
l ′ = l ′(Λ, |γ|, σ, V̂ ; ε˜) ∈ N\{1} and κ∼0 = κ∼0 (M,Λ, |γ|, h, σ, V̂ ; ε˜) > 2h l ′+1 such that
inequality (6.16) is fulfilled for all κ > κ∼0 , all k ∈ R3 with |(k, γ)| = pi, and all
ψ ∈ L2(K;CM). Theorem 6.3 is proved.
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Proof of Theorem 6.1. From Theorem 6.3 (under the change ψ = Ĝ
1
2− P̂ (−)ϕ, ϕ ∈
L2(K;CM)), we see that it suffices to prove that for any numbers δ > 0 and l ′ ∈ N\{1}
there is a number κ˜ ′0(δ, l
′) = κ˜ ′0(M,Λ, |γ|, h, σ, V̂ (0), V̂ (1); δ, l ′) > 2h l ′+1 such that for all
κ > κ˜ ′0(δ, l
′), all k ∈ R3 with |(k, γ)| = pi, and all ψ ∈ L2(K;CM) the inequalities
‖ Ĝ−
1
2− P̂
+ Θ̂ l ′ V̂
(s) Ĝ
− 1
2− P̂
− Θ̂ l ′ ψ ‖ 6 (6.18)
6 c6 ( δ + max
q=1,...,Qs
βγ, σ(V̂
(s)
q )) ‖ P̂ (−)ψ ‖ , s = 0, 1 ,
hold. Fix numbers δ > 0 and l ′ ∈ N\{1}. For s = 0, 1 and q = 1, . . . , Qs, suppose
F (s)q ∈ C∞(R3;R) are Λ-periodic functions such that 0 6 F (s)q (x) 6 1 for all x ∈ R3,
F (s)q (x) = 1 for x ∈ suppF (s)q , and suppF (s)q1 ∩ suppF (s)q2 = ∅ for q2 6= q2 , s = 0, 1. Let
us denote δ˜ = 16 h−l
′−1 (then δ˜κ < 32 h l1, where l1 = l − l ′). We define the functions
F (s,1)q (x) =
∑
N ∈Λ∗ :
2π|N |6eδκ
(F (s)q )N e 2πi (N,x) , F (s,2)q (x) =
∑
N ∈Λ∗ :
2π|N |> eδκ
(F (s)q )N e 2πi (N,x) , x ∈ R3 .
For all β > 0 (and all q = 1, . . . , Qs , s = 0, 1),
κ
β ‖F (s,2)q ‖L∞(R3;R) → 0 (6.19)
as κ → +∞.
In what follows, we shall use the brief notation
Â±l ′ .= Ĝ
− 1
2− P̂
± Θ̂ l ′ . (6.20)
Lemma 6.1. There are constants c7(h, l
′;F (s)q ) > 0 such that for all κ > 2h l ′+1, all
k ∈ R3, and all ϕ ∈ L2(K;CM) we have
‖ ( Â±l ′ F (s,1)q − F (s,1)q Â±l ′ )ϕ ‖ 6 c7(h, l ′;F (s)q )κ−
3
2 ‖ϕ‖ , (6.21)
q = 1, . . . , Qs , s = 0, 1.
Proof. The choice of the number δ˜ implies that
(F (s,1)q Â±l ′ ϕ )N = ( Â±l ′ F (s,1)q ϕ )N = 0
for N ∈ (Λ∗\K(h l)) ∪ K(h l1),
( Â±l ′ F (s,1)q ϕ )N = (6.22)
=
∑
n∈Λ∗ :
2π|n|6eδκ ,
N−n∈K(h l)\K(h l1)
(G−N (k;κ))
− 1
2 P̂ ±e(k+2πN)Θ l ′(h,κ;G
−
N (k;κ)) (F (s)q )n ϕN−n ,
(F (s,1)q Â±l ′ ϕ )N = (6.23)
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=
∑
n∈Λ∗ :
2π|n|6eδκ ,
N−n∈K(h l)\K(h l1 )
(G−N−n(k;κ))
− 1
2 P̂ ±e(k+2π(N−n))Θ l ′(h,κ;G
−
N−n(k;κ)) (F (s)q )n ϕN−n
for N ∈ K(h l)\K(h l1). Furthermore,
(G−N (k;κ))
− 1
2 P̂ ±e(k+2πN)Θ l ′(h,κ;G
−
N (k;κ))−
− (G−N−n(k;κ))−
1
2 P̂ ±e(k+2π(N−n))Θ l ′(h,κ;G
−
N−n(k;κ)) = (6.24)
= ((G−N (k;κ))
− 1
2 − (G−N−n(k;κ))−
1
2 ) P̂ ±e(k+2πN)Θ l ′(h,κ;G
−
N (k;κ)) +
+ (G−N−n(k;κ))
− 1
2 ( P̂ ±e(k+2πN) − P̂ ±e(k+2π(N−n)) ) Θ l ′(h,κ;G−N (k;κ)) +
+ (G−N−n(k;κ))
− 1
2 P̂ ±e(k+2π(N−n)) ( Θ l ′(h,κ;G
−
N (k;κ))−Θ l ′(h,κ;G−N−n(k;κ)) ) .
For N,N − n ∈ K(h l)\K(h l1), we have
| (G−N (k;κ))−
1
2 − (G−N−n(k;κ))−
1
2 | 6 1
2
h−
3
2
l1 · 2pi|n| ,
‖ P̂ ±e(k+2πN) − P̂ ±e(k+2π(N−n)) ‖ 6
2pi|n|
κ
,
|Θ l ′(h,κ;G−N (k;κ))−Θ l ′(h,κ;G−N−n(k;κ)) | 6 2h−l1−1 · 2pi|n|
(see (1.4), (5.2), and the definition of the functions Θ l ′(h,κ; .)). Therefore (6.22) – (6.24)
yield
‖ (( Â±l ′ F (s,1)q − F (s,1)q Â±l ′ )ϕ )N ‖ 6 3
√
2 h
3
2
(l ′+1)
κ
− 3
2
∑
n∈Λ∗ :
2π|n|6eδκ
2pi|n| · |(F (s)q )n| · ‖ϕN−n‖ .
From this we obtain that estimates (6.21) hold with constants
c7(h, l
′;F (s)q ) = 3
√
2 h
3
2
(l ′+1)
∑
n∈Λ∗
2pi|n| · |(F (s)q )n| .
Lemma 6.1 is proved.
If Ŵ ∈ L3w(K;MM), then (see (0.6) and (1.1)) there is a constant c8 = c8(Λ, |γ|; Ŵ ) >
0 such that for all k ∈ R3 with |(k, γ)| = pi, and all ϕ ∈ H˜1(K;CM) the following
inequality is satisfied:
‖Ŵϕ‖ 6 c8 ‖
3∑
j=1
α̂j
(
kj − i ∂
∂xj
)
ϕ ‖ .
Therefore, for all vector functions ϕ ∈ H(K(h l)),
‖Ŵϕ‖ 6 3
2
c8κ ‖ϕ‖ . (6.25)
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Now let us obtain inequality (6.18) (for sufficiently large numbers κ > κ˜ ′0(δ, l
′) >
2h l
′+1). From (6.19), (6.25), and Lemma 6.1 it follows that there exists a number
κ˜ ′0(δ, l
′) > 2h l
′+1 (dependent also on Λ, |γ|, h, σ, on the numbers Qs , and on the
functions V̂
(s)
q , F (s)q ) such that for all κ > κ˜ ′0(δ, l ′), all k ∈ R3 with |(k, γ)| = pi, and all
ψ ∈ L2(K;CM) we have
‖ Ĝ−
1
2− P̂
+ Θ̂ l ′ V̂
(s) Ĝ
− 1
2− P̂
− Θ̂ l ′ ψ ‖2 = ‖ Â+l ′
Qs∑
q=1
(F (s,1)q + F (s,2)q ) V̂ (s) Â−l ′ ψ ‖2 6
6
8
7
‖ Â+l ′
Qs∑
q=1
F (s,1)q V̂ (s) Â−l ′ ψ ‖2 +
1
14
δ2c26 ‖ψ‖2 6
6
9
7
‖
Qs∑
q=1
F (s,1)q Â+l ′ V̂ (s) Â−l ′ ψ ‖2 +
2
14
δ2c26 ‖ψ‖2 6
6
10
7
‖
Qs∑
q=1
F (s)q Â+l ′ V̂ (s) Â−l ′ ψ ‖2 +
3
14
δ2c26 ‖ψ‖2 =
=
10
7
Qs∑
q=1
‖F (s)q Â+l ′ V̂ (s) Â−l ′ ψ ‖2 +
3
14
δ2c26 ‖ψ‖2 6
6
11
7
Qs∑
q=1
‖F (s,1)q Â+l ′ V̂ (s) Â−l ′ ψ ‖2 +
4
14
δ2c26 ‖ψ‖2 6
6
12
7
Qs∑
q=1
‖ Â+l ′ F (s,1)q V̂ (s) Â−l ′ ψ ‖2 +
5
14
δ2c26 ‖ψ‖2 6
6
13
7
Qs∑
q=1
‖ Â+l ′ V̂ (s) Â−l ′ F (s,1)q ψ ‖2 +
6
14
δ2c26 ‖ψ‖2 6
6 2
Qs∑
q=1
‖ Â+l ′ V̂ (s) Â−l ′ F (s)q ψ ‖2 +
1
2
δ2c26 ‖ψ‖2
(we use the notation (6.20)). Finally, (perhaps picking a larger number κ˜ ′0(δ, l
′) which
now may also depend on M) these estimates and Theorem 6.2 imply that inequalities
(6.18) hold:
‖ Ĝ−
1
2− P̂
+ Θ̂ l ′ V̂
(s) Ĝ
− 1
2− P̂
− Θ̂ l ′ ψ ‖2 6
6
1
2
c26
Qs∑
q=1
( δ + βγ, σ(V̂
(s)
q ))
2 ‖F (s)q ψ ‖2 +
1
2
δ2c26 ‖ψ‖2 6
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6
1
2
c26 ( δ + max
q=1,...,Qs
βγ, σ(V̂
(s)
q ))
2
Qs∑
q=1
‖F (s)q ψ ‖2 +
1
2
δ2c26 ‖ψ‖2 6
6 c26 ( δ + max
q=1,...,Qs
βγ, σ(V̂
(s)
q ))
2 ‖ψ‖2 , s = 0, 1 .
This completes the proof of Theorem 6.1.
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