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The evaluation processes are widely used for quality inspection, design, marketing exploitation
and other ﬁelds in industrial companies. In many of these ﬁelds the items, products, designs, etc.,
are evaluated according to the knowledge acquired via human senses (sight, taste, touch, smell
and hearing), in such cases, we talk about sensory evaluation, in it an important problem arises as
it is the modelling and management of uncertain knowledge in the evaluation process, because the
information acquired by our senses throughout human perceptions always involves uncertainty,
vagueness and imprecision.
The decision analysis techniques have been utilized in many evaluation processes, hence this paper
proposes and shows the application of the linguistic decision analysis to sensory evaluation and its
advantages, particularly based on the linguistic 2-tuple representation model, in order to model
and manage consistently the uncertainty and vagueness of the information in this type of problems.
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L. Martı´nez / Internat. J. Approx. Reason. 44 (2007) 148–164 149in order to improve itself or to assess a complete description. Usually in this type of pro-
cesses take part a group of individuals, called panel of experts, that provide their informa-
tion about the evaluated object according to their knowledge and own perceptions. The
use of decision analysis approach has been successfully applied to evaluation problems
in the literature [2,8,31,35]. In decision theory before making a decision is carried out a
decision analysis approach that allows people to make decisions more consistently, i.e.,
it helps people to deal with diﬃcult decisions. However, decision analysis is not an ideal-
ized theory for totally rational beings nor does it describe how people actually make deci-
sions [12]. In fact, experimental evidences from psychology shows that people generally do
not process information and make decisions in ways that are consistent with the decision
analysis approach. Consequently, we can see that the decision analysis although is not
always followed by the decision makers it is a suitable approach for evaluation processes
because it helps to analyze the alternatives, aspects, indicators of the element under study
that it is the aim of the evaluation processes.
In this paper our interest is focused on sensory evaluation processes [17,42,45] that is an
evaluation discipline whose information, provided by a panel of experts, is perceived by
the human senses of sight, smell, taste, touch and hearing. The sensory evaluation is widely
used in:
• Quality inspection of food and textile products [1,18,23,55] to determine systematically
their characteristics by means of a group of experts.
• Marketing studies [34,39] for understanding consumers behaviors and exploiting new
markets.
• Engineering processes [11,49] to integrate the data provided by the individuals in their
design, etc.
The sensory evaluation is based on the knowledge acquired in a sensorial way by the
panel of experts that take part in the evaluation process. A suitable mathematical formu-
lation is not easy in this type of problems because human perceptions are subjective and
not objective, therefore the assessments provided by the individuals are vague and uncer-
tain. Initially classical computational techniques used in sensory evaluation were based on
statistics and factorial analysis, but these methods are not eﬃcient for solving sensory eval-
uation problems because uncertainties in this type of problems have a non-probabilistic
character since they are related to imprecision and vagueness of meanings. In such a case,
linguistic descriptors are straight direct provided by the experts to express their knowledge
about the evaluated element. The fuzzy linguistic approach [53] provides a systematic way
to represent linguistic variables in a natural evaluation procedure. It does not require an
individual to provide a precise value at which an uncertain factor exists. So it can be used
as a tool to deal with uncertainty. The use of linguistic variables implies processes of com-
puting with words [32,33,50,54] such as their fusion, aggregation, comparison, etc. To per-
form these computations there exist diﬀerent models: (i) the semantic model [13], (ii) the
symbolic one [15], and (iii) the fuzzy 2-tuple computational model [26]. The fuzzy linguistic
approach has been successfully applied to decision-making [13,52] and evaluation pro-
cesses [9,10,36,37] in the literature.
The decision analysis is a suitable approach for evaluation processes included sensory
evaluation and the linguistic approach has provided good results in both areas decision-
making and evaluation. Thus the aim of this paper is to propose a sensory evaluation
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[26] in order to provide an evaluation model with a consistent mathematical formulation
that improves the management of human perceptions (uncertain information) in this type
of problems.
This paper is structured as follows, in Section 2 the steps of the linguistic decision anal-
ysis are brieﬂy reviewed, in Section 3 is presented the linguistic 2-tuple representation
model and its computational formulation, in Section 4 is proposed a sensory evaluation
model based on the linguistic decision analysis and the 2-tuple model and the paper is con-
cluded in section 5.
2. Linguistic decision analysis steps
The linguistic decision analysis is used to help the decision makers to make a consistent
decision in decision making problems whose information is modelled by means of linguis-
tic labels. In practice most of decision making problems are composed by a group of deci-
sion makers who are called for expressing their knowledge (preferences) on a set of
alternatives in order to choose the best one/s. In this paper the linguistic decision analysis
is interpreted in a multi-criteria decision making (MCDM) context. Diﬀerent MCDM
methods can be found in the literature [20,30,41,43] and several surveys and comparisons
among them can be consulted in [22,44,48]. Here we review a classical decision analysis
scheme based on a weighted MCDM method that will be the basis for the development
of the evaluation model, although it can be extended to any of the diﬀerent MCDM meth-
ods proposed in the literature. This decision scheme is composed by eight phases [12],
graphically showed in Fig. 1:
• Identify decision and objectives.
• Identify alternatives.
• Model: In our case we are dealing with uncertain MCDM problems [16,21] whose infor-
mation will be modelled by means of linguistic terms.
• Gathering information: Decision makers provide their preferences.
• Rating alternatives: Here the diﬀerent alternatives are rated in order to choose the best
one/s. To do so, this phase aggregates the individual preferences provided by the deci-
sion makers to obtain a collective value for each alternative. Other authors [40] call this
phase ‘‘aggregation phase’’.and Objectives 
Identify Decision Identify
Alternatives
Model:
Problem Structure
Uncertainties
Preferences
Gathering
Information RatingAlternatives
Choosing best
Alternatives SensitiveAnalysis
If further analysis
needed? 
Make a decision
Yes
No
Fig. 1. Decision analysis scheme.
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problem, applying a choice degree [3,38] to the collectives values of the alternatives.
This phase is also called ‘‘exploitation phase’’ [40].
• Sensitive analysis: It analyzes if the information obtained is good enough to make a
decision. According to this analysis the process has to go back to the initial phases
in order to make a depth analysis of the problem or has to make a decision.
• Make a decision: The information obtained from the decision analysis can be used to
make a consistent decision.
The application of the decision analysis to an evaluation problem does not imply the
eight phases. In Fig. 1 the dashed rectangle indicates the most important phases of the
decision analysis regarding an evaluation problem. Additionally the use of linguistic infor-
mation such as it is our proposal, adds two processes in the model and rating phases, such
as:
(1) The choice of the syntax and semantics of the linguistic terms: The model must estab-
lish the linguistic domain in which the decision makers will provide their informa-
tion. To do so, it must be chosen the granularity of the linguistic term set, the
syntax of its labels and their semantics.
(2) To select a linguistic computing technique for rating alternatives: The rating of the
alternatives assessed linguistically needs processes of computing with words
[33,50,54] for computing and aggregating experts preferences. There are diﬀerent lin-
guistic computing models, consequently a proper one must be selected to accomplish
the required computations.
These two processes are described in further detail in the following subsections, a com-
plete revision about linguistic decision analysis was presented in [24].2.1. Linguistic term set: choosing syntax and semantics
The initial objective that must be satisﬁed in any solving method dealing with linguistic
variables [53] is the choice of the linguistic term set with its labels and semantics.
Deﬁnition 1 [53]. A linguistic variable is characterized by a quintuple (H,T(H),U,G,M) in
which H is the name of the variable; T(H) (or simply T) denotes the term set of H, i.e., the
set of names of linguistic values of H, with each value being a fuzzy variable denoted
generically by X and ranging across a universe of discourse U which is associated with the
base variable u; G is a syntactic rule (which usually takes the form of a grammar) for
generating the names of values of H; and M is a semantic rule for associating its meaning
with each H, M(X), which is a fuzzy subset of U.
A brief review of diﬀerent approaches to choose the linguistic descriptors and the dif-
ferent ways to deﬁne their semantics are presented.
2.1.1. Choosing linguistic descriptors
A linguistic variable should provide to the experts a small number of terms to express
easily their information. The number of elements in the term set will determine the
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uncertainty. In [5] the use of odd cardinal term sets was studied, representing the mid term
by an assessment of ‘‘approximately 0.5’’, with the rest of the terms being placed symmet-
rically around it and the limit of granularity being 11 or no more than 13.
Once the granularity of uncertainty has been ﬁxed the linguistic descriptors are gener-
ated. There exist two main approaches for choosing appropriate linguistic descriptors:
(1) Ordered structure approach: It deﬁnes the linguistic term set by means of an ordered
structure providing the term set distributed on a scale on which a total order has
been deﬁned [25,52]. For example, a set of ﬁve terms S, could be given as follows:
S ¼ fs0 : Worst; s1 : Poor; s2 : Fair; s3 : Good; s4 : Perfectg:
In these cases, it is usually required that there exist:
(a) A negation operator Neg(si) = sj such that j = g  i (g + 1 is the granularity of
the term set).
(b) A maximization operator: Max(si, sj) = si if siP sj.
(c) A minimization operator: Min(si, sj) = si if si 6 sj.(2) Context-free grammar approach: It deﬁnes the linguistic term set by means of a con-
text-free grammar, G, such that the linguistic terms are sentences generated by G
[4,7,53]. A grammar G is a 4-tuple (VN,VT, I,P) being VN the set of non-terminal
symbols, VT the set of terminal symbols, I the starting symbol and P the production
rules that may be deﬁned in an extended Backus Naur Form [7]. For example,
between VT and VN can be found primary terms as {poor, fair good}, relationships
as {lower than, greater than} and hedges as {not, very}. Thus choosing I as any term
and using P could be generated a linguistic term set as S = {poor, very_good, not_
good, . . .}.2.1.2. Deﬁning semantics for linguistic term sets
According to Deﬁnition 1, the linguistic variables associate a meaning to the syntax of
the linguistic terms. In the literature, can be found three main possibilities for deﬁning the
semantics of a linguistic term set:
(1) Semantic based on membership functions and a semantic rule: This approach assumes
that the meaning of each linguistic term is given by means of a fuzzy subset deﬁned in
the [0,1] interval, which is described by membership functions [7]. This semantic
approach is used when the linguistic descriptors are generated by means of a gener-
ative grammar. Thus, it is established by means of two elements: (i) the primary
fuzzy sets associated to the primary linguistic terms and (ii) a semantic rule M for
generating the fuzzy sets of the non-primary fuzzy sets [4,53].
(2) Semantic based on an ordered structure of the linguistic term set: This alternative
introduces the semantic from the structure deﬁned over the linguistic term set. This
happens when the users provide their assessments by using an ordered linguistic
term set [6,46,52]. Under this semantic approach the distribution of the linguistic
terms on scale [0,1], can be equally informative symmetrical [6,52] or not non-
symmetrical [46].
(3) Mixed semantic: All linguistic terms are considered primary. It assumes elements
from the aforementioned semantic approaches, i.e., an ordered structure of the
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one hand, as in semantic based on membership functions and a semantic rule,
ordered linguistic term sets are assumed which are distributed on scale assuming that
each linguistic term is equally informative. On the other hand, as in semantic based
on ordered structure of the linguistic term set, it deﬁnes the semantic of the primary
linguistic terms by means of the fuzzy sets [14,25].2.2. Rating alternatives: the choice of the linguistic computing model
The use of linguistic information implies processes of computing with words, to accom-
plish these computations three diﬀerent computational models have been developed in the
literature, the semantic model, the symbolic one and the 2-tuple model. In [27] can be
reviewed a wide survey about the advantages and disadvantages of these computing
models.
2.2.1. Linguistic computing semantic model
This model is based on the use of the extension principle that was introduced to gener-
alize crisp mathematical operations to fuzzy sets. The extended arithmetic based on the
extension principle [19] has been used for computing with the fuzzy numbers associated
to labels. The results obtained by the fuzzy arithmetic are fuzzy numbers that usually
do not match any linguistic term in the initial term set, so a linguistic approximation pro-
cess is needed to express the result in the initial expression domain. In the literature there
exist several linguistic approximation operators [5,13]. Let S be a linguistic term set, a lin-
guistic aggregation operator based on the extension principle acts according to the follow-
ing expression:
Sn!~F F ðRÞ !app1ðÞ S;
where Sn symbolizes the n cartesian product of S, ~F is an aggregation operator based on
the extension principle, F(R) the set of all fuzzy subsets over the set of real numbers R,
app1 : F(R)! S is a linguistic approximation function that returns a label from the linguis-
tic term set S whose meaning is the closest one to the unlabel fuzzy number obtained and S
is the initial term set.2.2.2. Linguistic computing symbolic model
A second approach used to operate on linguistic information is the symbolic one [15],
that makes computations on the indexes of the linguistic labels. Usually it uses the ordered
structure of the linguistic term sets, S = {s0, . . ., sg} where si < sj iﬀ i < j, to perform the
computations. The intermediate results are numeric values, c 2 [0,g], which must be
approximated in each step of the process by means of an approximation function
app2:[0,g]! {0, . . .,g} that obtains a numeric value, such that, it indicates the index of
the associated linguistic term, sapp2ðcÞ 2 S. Formally, it can be expressed as:
Sn!C ½0; g !app2ðÞf0; . . . ; gg ! S
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used to obtain an index {0, . . .,g} associated to a term in S = {s0, . . ., sg} from a value in
[0,g].
2.3. The linguistic 2-tuple computing model
The 2-tuple linguistic model has been presented in [26] and in [27] diﬀerent advantages
of its computing formalism versus the semantic and symbolic models were shown to rep-
resent and operate with linguistic information, such as:
(1) The linguistic domain can be treated as continuous, whilst in the symbolic model
[13,15] is treated as discrete.
(2) The linguistic computational model based on linguistic 2-tuples carries out processes
of ‘‘computing with words’’ easily and without loss of information.
(3) The results of the processes of ‘‘computing with words’’ are always expressed in the
initial linguistic domain.
(4) This model provides an easy mathematical formalism to deal with non-homogeneous
information [29].
Due to these advantages, our proposal of sensory evaluation model based on the lin-
guistic decision analysis will use this linguistic representation model and its computing
model to deal with uncertain information in a consistent way. Therefore, this model is pre-
sented in the following section.3. Linguistic 2-tuple model
On the one hand it is presented the 2-tuple representation model and on the other hand
its computing formulation.3.1. Linguistic 2-tuple representation model
This linguistic model takes as a basis the symbolic aggregation model [15] and in addi-
tion deﬁnes the concept of symbolic translation and uses it to represent the linguistic infor-
mation by means of a pair of values called linguistic 2-tuple, (s,a), where s is a linguistic
term and a is a numeric value representing the symbolic translation.Deﬁnition 2. Let b be the result of an aggregation of the indices of a set of labels assessed
in a linguistic term set S, i.e., the result of a symbolic aggregation operation. b 2 [0,g],
being g + 1 the cardinality of S. Let i = round(b) and a = b  i be two values, such that,
i 2 [0,g] and a 2 [0.5,0.5) then a is called symbolic translation.
From this concept, it was developed a linguistic representation model [26] which repre-
sents the linguistic information by means of 2-tuples (si,ai), si 2 S and ai 2 [0.5,0.5).
This linguistic representation model deﬁnes a set of functions to make transformations
between linguistic 2-tuples and numerical values:
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the result of a symbolic aggregation operation, then the 2-tuple that expresses the
equivalent information to b is obtained with the following function:
D : ½0; g ! S  ½0:5; 0:5Þ
DðbÞ ¼ si i ¼ roundðbÞ
a ¼ b i a 2 ½0:5; 0:5Þ
 ð1Þ
where round is the usual rounding operation, si has the closest index label to ‘‘b’’ and ‘‘a’’ is
the value of the symbolic translation.Proposition 1. Let S = {s0, . . ., sg} be a linguistic term set and (si,a) be a 2-tuple. There is
always a function D1, such that, from a 2-tuple it returns its equivalent numerical value
b 2 [0,g]  R.Proof. It is trivial, we consider the following function:
D1 : S  ½0:5; 0:5Þ ! ½0; g
D1ðsi; aÞ ¼ iþ a ¼ b:  ð2ÞRemark 1. From Deﬁnitions 2 and 3 and Proposition 1, it is obvious that the conversion
of a linguistic term into a linguistic 2-tuple consist of adding a value 0 as symbolic trans-
lation: si 2 S) (si, 0).3.2. Linguistic 2-tuple computational formulation
Together with the representation model, a linguistic computational formulation was
also deﬁned [26], in which there exist:
(1) 2-tuple comparison operators.
The comparison of linguistic information represented by 2-tuples is carried out
according to an ordinary lexicographic order.
Let (sk,a1) and (sl,a2) be two 2-tuples, then
• if k < l then (sk,a1) is smaller than (sl,a2)
• if k = l then(a) if a1 = a2 then (sk,a1), (sl,a2) represents the same information;
(b) if a1 < a2 then (sk,a1) is smaller than (sl,a2);
(c) if a1 > a2 then (sk,a1) is bigger than (sl,a2).(2) A 2-tuple negation operator.
Negððsi; aÞÞ ¼ D g  D1ðsi; aÞ
   ð3Þwhere g + 1 is the cardinality of S, S = {s0, . . ., sg}.
(3) A wide range of 2-tuple aggregation operators has been developed extending classical
aggregation operators, such as the weighted average operator, the OWA operator,
etc. [26]:
• Arithmetic mean: its equivalent operator for linguistic 2-tuples is:
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xe is computed as
xe ¼ D
Xn
i¼1
1
n
D1ðri; aiÞ
 !
¼ D 1
n
Xn
i¼1
bi
 !
:
The arithmetic mean for 2-tuples allows us to compute the mean of a set of linguistic val-
ues without any loss of information.
• Weighted average operator: it allows diﬀerent values x have a diﬀerent importance in thei
nature of the variable x. To do so, each value xi has an associated weight, wi, indicating
its importance in the nature of the variable. The equivalent operator for linguistic 2-
tuples is deﬁned as:
Deﬁnition 5. Let x = {(r1,a1), . . ., (rn,an)} be a set of 2-tuples andW = {w1, . . .,wn} be their
associated weights. The 2-tuple weighted average xe is:
xe ¼ D
Pn
i¼1D
1ðri; aiÞ  wiPn
i¼1wi
 
¼ D
Pn
i¼1bi  wiPn
i¼1wi
 
• Ordered weighted aggregation (OWA) operator: Yager introduced a weighted aggrega-
tion operator [51], in which the weights are not associated with a predetermined value
but rather the weights are associated to a determined position. The OWA operator,
Fe, for dealing with linguistic 2-tuples is deﬁned as:
Deﬁnition 6. Let A = {(r1,a1), . . ., (rn,an)} be a set of 2-tuples and W = (w1, . . .,wn) be an
associated weighting vector that satisﬁes (i) wi 2 [0, 1] and (ii)
P
wi ¼ 1. The 2-tuple OWA
operator Fe for linguistic 2-tuples is computed as
F eððr1; a1Þ; . . . ; ðrn; anÞÞ ¼ D
Xn
j¼1
wj  bj
 !
;
where bj is the jth largest of the bi values.Once it has been introduced the linguistic decision analysis and the linguistic 2-tuple
computing model, in the next section is proposed an evaluation model for sensory evalu-
ation based on the linguistic decision analysis and in the 2-tuple computing model.4. Sensory evaluation based on linguistic decision analysis: A 2-tuple evaluation model
The evaluation is used to measure, analyze and interpret the characteristics of the eval-
uated elements according to the knowledge provided by a group of experts. The sensory
evaluation [17,45] is a discipline of the evaluation in which the experts are required to pro-
vide their knowledge about features that have been perceived by the senses of sight, touch,
smell, taste and hearing.
Usually the evaluation problems need to deﬁne and know these sensory requirements in
an accurate way, however the information acquired by the experts via their senses is sub-
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order to obtain reliable results.
The aim of this paper is to propose a sensory evaluation model based on the linguistic
decision analysis whose mathematical formalism will be the linguistic 2-tuple model that
improves the modelling of the uncertain information provided by the experts and
improves the mathematical formalism to operate with this type of information in order
to obtain accurate and reliable evaluation results. This proposal consists of the following
evaluation phases that are graphically shown in Fig. 2:
• Identify evaluated objects.
• Evaluation framework: This phase deﬁnes the evaluation context in which the experts
will express their preferences about the evaluated objects. Here the linguistic descriptors
and their semantics are chosen.
• Gathering information: The experts express their sensorial knowledge about the objects.
• Rating objects: In this proposal the linguistic 2-tuple computing model is used to rate
the diﬀerent objects. There must be chosen the aggregation operators that will be used
in the rating process.
• Evaluation results: The rates obtained in the before phase will serve to analyze the dif-
ferent evaluated objects in order to accomplish the evaluation process.
The dashed rectangle in Fig. 2 shows the equivalent phases of the decision analysis
showed in Fig. 1.
In the following subsections are presented in further detail the main phases of the lin-
guistic sensory evaluation model proposed and ﬁnally an application example is
developed.
4.1. Evaluation framework
This phase models the evaluation problem deﬁning the problem structure and the lin-
guistic descriptors and semantics that will be used by the experts to provide the informa-
tion about the sensorial features of the evaluated objects using one of the approaches
revised in Section 2.1.
Given that in the sensory evaluation takes part a group of experts can occur that all the
experts agree in the expression domain either diﬀerent experts feel better expressing their
knowledge in a linguistic term set whilst other ones prefer a diﬀerent linguistic term set to
express their knowledge. So the evaluation framework can specify two diﬀerent types of
contexts in order to express the experts preferences.Identify Evaluated Model (Evaluation Framework):
Semantics
Descriptors
Problem Structure
Linguistic Domain
Linguistic Preferences
Computing Model
2-tuple
Evaluation
ResultsInformation
Gathering
Objects
Rating Objects
Fig. 2. Sensory evaluation scheme based on linguistic 2-tuple decision analysis.
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provide their sensory subjective preferences using one and only one linguistic term
set.
{e1, . . .,en}, group of experts,
S = {s0, . . ., sg}, linguistic term set,
ei expresses his/her preferences in S.
This context is the most used because it facilitates the computing processes of the
evaluation problem and because it is easy to deﬁne for the experts. However, it pre-
sents a problem as it is the obligation for the experts of expressing their assessments
in the same domain although some of them do not feel comfortable in such a domain
and hence this can produce sometimes a lack of precision in the ﬁnal results.
(2) Multi-granular linguistic domain: This framework oﬀers a greater ﬂexibility to the
experts in order to express their knowledge in a more personalized and accurate way.
{e1, . . .,en}, group of experts,
Si = {s0, . . ., sgi}, linguistic term set,
The expert ei expresses his/her preferences in Si.
This type of domains has been applied to diﬀerent evaluation and decision making
problems in the literature [28,29] with the use of the linguistic 2-tuple computing
model. So, in those sensory evaluation problems that need to oﬀer a ﬂexible expres-
sion domain to the experts, the use of this type of framework could be very suitable
and the rating process will be easy to develop following the processes presented in
[28,29]. According to them the multi-granular linguistic information will be uniﬁed
into linguistic 2-tuples in a uniﬁed domain and the computing with words processes
will be carried out similarly to the ﬁrst framework.
The aim of this paper is to present a sensory evaluation model based on the linguistic
2-tuple decision analysis, therefore we will focus only on the framework with one lin-
guistic term set in the rest of the paper, but its extension to multi-granular linguistic
frameworks it is easy and straight using the decision models presented for this type
of contexts [28,29].4.2. Gathering information
Due to the fact that, the linguistic decision analysis used in this paper is based on the
MCDM problems. The experts provide their knowledge in utility vectors that contain a
linguistic assessment for each feature of the evaluated objects.
{e1, . . .,en}, group of experts
O = {o1, . . .,om}, set of evaluated objects
F = {f1, . . ., fh}, set of evaluated features for each object
S = {s0, . . ., sg}, linguistic term set
ei provides his/her preferences in S by means of a utility vector:
Ui ¼ fui11; . . . :; ui1h; ui21; . . . ; ui2h; . . . ; uim1; . . . ; uimhg;
where uijk 2 S is the assessment provided to the feature fk of the object oj by the expert ei.
Consequently in the gathering process every expert ei will provide his/her utility vector
Ui expressed by linguistic labels in the linguistic term set S ﬁxed in the evaluation frame-
work. Due to the fact that the evaluation model will use the linguistic 2-tuple computing
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2-tuples according to the Remark 1.
4.3. Rating objects
In this phase the linguistic utility vectors provided by the experts and transformed into
linguistic 2-tuples will be used in processes of computing with words in order to rate each
evaluated object. To do so, the information gathered will be aggregated. Depending on the
evaluation problem can be used diﬀerent types of aggregation operators:
(1) Linguistic aggregation operators of non-weighted information. These operators aggre-
gate the linguistic information provided by diﬀerent sources with equal importance,
i.e., all sources are equally important in the aggregation process. Examples of lin-
guistic aggregation operators of non-weighted information can be found in [15,47].
(2) Linguistic aggregation operators of weighted information. These operators aggregate
the information provided by diﬀerent sources which are not equally important. Dif-
ferent proposals of this type of operators have been proposed in [6,52].
Keeping in mind that the aim of this proposal is the use of a consistent mathematical
formalism, as it is the linguistic 2-tuple computing model, to operate with the uncertain
information provided by the experts. It must be remarked that several aggregation oper-
ators of both types have been introduced for this linguistic computing model [26].
The rating process of this proposal consists of two steps:
(1) Computing collective evaluations for each feature: In the gathering process each
expert, ei provides his/her preferences for every feature fk of the object oj by means
of a utility assessment, uijk. Then, the rating process will compute in ﬁrst place, a col-
lective value for each feature, ujk, using an aggregation operator, AG1, on the assess-
ments provided by the experts:
ujk ¼ AG1 u1jk; . . . :; unjk
 
:
(2) Computing a collective evaluation for each object: The ﬁnal aim of the rating process
is to obtain a global evaluation, uj, of each evaluated object according to all the
experts and features that take part in the evaluation process. To do so, this process
will aggregate the collective features values ujk for each object, oj:
uj ¼ AG2ðuj1; . . . :; ujhÞ:
The aggregation operators, AG1 and AG2, depend on each evaluation problem tak-
ing into account if all experts or features are equally important or there are experts
or features more important than the others.
The collective evaluation obtained will be the score obtained by the evaluated object
in the sensory evaluation problem. This score can be used in diﬀerent ways, such as:
• To learn which element is better considered by the experts.
• To obtain a global value of an object that can be rated in a product scale to know
its quality in its area.
• To know which features are better in the evaluated element, etc.
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model based on the linguistic 2-tuple decision model presented in this paper.
(1) Evaluation framework
Let us suppose a fabric company that needs to evaluate two diﬀerent types of fabric
O = {o1,o2} according to four diﬀerent features F = {f1: Color intensity, f2: Elastic-
ity, f3: Soft, f4: Comfort}. These features will be evaluated in a linguistic term set, S,
of seven labels whose syntax and semantics are the following ones (see Fig. 3):
P ¼ ð:83; 1; 1Þ VH ¼ ð:67; :83; 1Þ H ¼ ð:5; :67; :83Þ
M ¼ ð:33; :5; :67Þ L ¼ ð:17; :33; :5Þ VL ¼ ð0; :17; :33Þ N ¼ ð0; 0; 0:17Þ
(2) Gathering process
Let us suppose that the panel of experts is composed by four experts that provide
their preferences (see Table 1):
These preferences are transformed into linguistic 2-tuples according to Remark 1
(see Table 2):
(3) Rating objects
To rate the evaluated objects the information provided by the experts are aggregated
in two steps:
(a) Computing collective values for each feature: In order to simplify the example we
suppose that all the experts are equally important. Then the arithmetic mean forN VL M VH P
0 0.17 0.33 0.5 0.67 0.83 1
L H
Fig. 3. A set of seven terms with its semantic.
Table 1
Preferences provided by the panel of experts
o1 o2
f1 f2 f3 f4 f1 f2 f3 f4
e1 L H VL M M L VL H
e2 M M N H H M L H
e3 L VH M M H M VL VH
e4 VL H M M L M M M
Table 2
Experts preferences expressed by means of linguistic 2-tuples
o1 o2
f1 f2 f3 f4 f1 f2 f3 f4
e1 (L,0) (H,0) (VL,0) (M,0) (M,0) (L,0) (VL,0) (H,0)
e2 (M,0) (M,0) (N,0) (H,0) (H,0) (M,0) (L,0) (H,0)
e3 (L,0) (VH,0) (M,0) (M,0) (H,0) (M,0) (VL,0) (VH,0)
e4 (VL,0) (M,0) (M,0) (M,0) (L,0) (M,0) (M,0) (M,0)
Table 3
Collective values of the features of each fabric
o1 o2
f1 f2 f3 f4 f1 f2 f3 f4
(L,0) (H,0.25) (L,0.25) (M,0.25) (M,0.25) (M,0.25) (L,0.25) (H,0.5)
Table 4
Global evaluation assessment for each fabric
o1 o2
(M,0.31) (M,0.19)
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In other problems could be that the features have diﬀerent importance in such
cases weighted aggregation operators would be used.
This aggregation process obtains the following collective values for each evalu-
ated feature in every object (see Table 3):
(b) Computing a collective evaluation for each object: Finally the evaluation model
computes a global evaluation for each object according to all the features. In this
example, all of them are equally important (see Table 4).(4) Analyzing results
• The objects are rating with the same linguistic terms, but the linguistic 2-tuple rep-
resentation model allows to distinguish which is better.
• The 2-tuple computing model deals with linguistic data without loss of informa-
tion. So the results are more accurate.
• The model provides intermediate results to analyze each feature from each other,
f3 is the weakest one in both fabrics.This analysis shows some of the improvements and advantages of using the linguistic
2-tuple decision analysis applied to the sensory evaluation because it provides a preference
modelling an computing model to deal with uncertain and vague information, in a consis-
tent mathematical way.
5. Concluding remarks
The sensory evaluation is a discipline that studies elements according to diﬀerent
aspects, indicators or criteria whose knowledge is acquired via the human senses sight,
162 L. Martı´nez / Internat. J. Approx. Reason. 44 (2007) 148–164taste, touch, smell and hearing. This involves uncertainty, so in these problems one impor-
tant diﬃculty is to model this uncertainty properly in order to operate in a consistent way
with a mathematical formulism.
In this paper, it has been presented a sensory evaluation model, based on the linguistic
decision analysis and on the linguistic 2-tuple model, that provides a framework for mod-
elling, managing and computing with the uncertainty of these problems.
Although the current model uses a MCDM weighted method and just one domain to
express the experts’ preferences, it has been pointed diﬀerent suggestions out to cover
new problems as the modelling of multi-granular linguistic evaluation contexts either to
improve the evaluation results using diﬀerent MCDM methods depending on the sensory
evaluation problem.References
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