ABSTRACT Sentence matching is crucial to many natural language processing (NLP) tasks. Generally, the degree of matching is measured from either of the two perspectives: topic-based match or semantic-based match. The former is to investigate if two sentences discuss the same topic, and the latter performs a deep level semantic matching of texts, which is currently the highlight in research. Deep semantic matching requires adequate modeling from the internal structure of the language objects as well as their interactions. To achieve this goal, this paper proposes a multiple-perspective semantics-crossover (MPSC) model for modeling the semantic-based match of two sentences. The model extracts the matching information of two sentences from the semantic interaction information generated from different angles, so as to calculate the matching degree of the two sentences. The MPSC model not only captures rich matching patterns at different levels but also acquires interactive features from different semantic angles. It can be used to address some important issues in NLP fields, such as information matching in text retrieval, question-answer matching in the Q&A system, and so on. The experimental results show that our proposed model of MPSC has better effectiveness than some popular semantic matching approaches.
I. INTRODUCTION
Semantic understanding of texts plays an important role in Natural Language Processing(NLP) tasks. Early studies have shown that it is difficult to achieve ideal results no matter how deep the study is done on grammatical structure. Later, it was found that a complete NLP task cannot go beyond semantic recognition [37] . In recent years, with the development of artificial intelligence and deep learning, intelligent text applications are going deeply into all aspects of people's live, and consequently textual matching is used widely in these applications. For example, smart information retrieval [18] , and the intelligent Q&A system [32] have gradually become new intelligent text applications. The most fundamental techniques underlying these applications are how to properly match texts. As we know, in text retrieval applications, once a user gives his targeting retrieval text, the system will return the reasonable results to the user from a large amount of
The associate editor coordinating the review of this manuscript and approving it for publication was Ganesh Naik. data with an intelligent algorithm for searching, scoring, and ranking. Underlying this task, the text matching has been involved into the process. Similarly, another scenario of using text matching is in the intelligent Q&A system which try to find the best answer to user question. In these applications, the systems need to match the problem, stored in the problem base, with the user's intents, described with texts. Text matching, especially deep level semantic matching is crucial for many NLP tasks [1] , [16] . Traditional matching generally starts from grammatical structures such as words, phrases, sentence patterns, etc., and depends on artificially setting features and rules [9] , [33] . This kind of hard matching is not only difficult to achieve the desired effect, but also requires a lot of labor costs. Some machine learning methods, especially deep neural network based ones, can automatically extract features from texts and avoid the defects of hard matching [23] . As we know, a successful matching algorithm needs to fully model the internal structure of the language objects and their interactions as well [3] . For achieving this goal, in this work, we present a Multiple-Perspective Semantics-Crossover (MPSC) model, which matches the semantics of two sentences, to solve problems like paraphrase identification [8] , [15] , [27] and question-answer matching in the Q&A system.
II. RELATED WORK
Text matching is a fundamental technology in NLP and applied in many application scenarios. For example, in information retrieval [38] , the aim is to find desired information in the text corpus that matches the user's search target. Usually, the search target is expressed in text. In the Q&A system or question-answer robot application, it is necessary to realize the intelligent matching between the question and answer. In machine translation [25] , matching of two language expressions is also very useful.
Currently, the solution to text matching problem has shifted from the traditional statistics-based methods to deep neural network-based methods. Text matching often starts with embedding a text as a vector in a vector space, called embedding representation. The vector is formed by a sequence of numbers, each of which representing a characteristic distribution of the text in a certain dimension. The most primitive embedding representation is the One-Hot encoding, which is simple but has two major shortages: (1) It supposes the words are independent from each other both semantically and grammatically. Hence, it cannot reflect the correlation between two words even they actually have; (2) As the lexicon grows, the dimensions of the vector increase drastically so that a ''dimensional disaster'' will burst, that will lead to a high cost for subsequent computations. To overcome these drawbacks, Hinton propose a distributed representation of word vectors [11] , exploiting a fixed-length vector to represent words. This idea has been realized in Word2Vec [19] .
By use of embedding representation, for a sentence, a naïve way to vectoring it is to generate the word vectors at first, and then add up or average them to form the sentence vector. However, although this approach is simple, it is effective for short texts but not long texts. Because simple word vectors add up, much semantics information is lost. Another representation method is from the perspective of word modeling. After the words are segmented, the resulting words are represented by vectors and combined into a matrix to represent the sentences. However, combining words simply is difficult to contact the context information of the sentence, which has lost much semantic information and ignored the inherent characteristics of each word. In 2015, Shengxian Wan, et al. proposed the MV-LSTM model to fuse context information into word vectors and further capture the contextual information of the text [29] .
In general, there are currently three main types of text matching models. The first one is based on single-text [2] , that is, trying to represent the text with a vector, and then calculating the similarity of the text vector, such as the ACR-I model proposed by [13] . The second is to do multi-semantic representation on single text, that is, to calculate text similarity through different granular semantic representation texts, such as the MV-LSTM model. The third type is modeling directly and it considers that the two texts can be interacted earlier, and extracting deep interactive information is more conducive to solving text matching problems, such as the ACR-II model proposed by [13] .
Multi-semantic methods and direct modeling methods have proven to be more effective than single-text based methods in many studies [17] , and both have the advantages over different matching tasks. This paper proposes a multi-perspective semantic crossover model-MPSC to model two texts. The model combines two concepts together: multi-semantic and direct modeling. Firstly, the contextual information of the text is obtained through the bi-direction recurrent neural network, and the semantic representation of different angles is obtained. Then the semantic information of these two different perspectives is used to perform the semantic information interaction, and an interactive matrix containing semantic interaction information is further obtained. After a series of convolution and pool operations are performed on the interaction matrix, a fully connected layer outputs the matching degree of the two texts.
III. MODEL AND ALGORITHM
This section gives a formal definition of our problem and analysis of modeling semantics of sentences, and the structure of MPSC model is also presented.
A. PROBLEM DEFINITION
Briefly, the goal of this work is to give a sentence and find matching statements in a large text corpus. Fundamentally speaking, this problem is to match two sentences in the way of semantics. The traditional information retrieval system measures the similarity of two sentences by investigating how many the same keywords they contain, and if the same keywords appear in the same order. However, such keyword-based matching is hard to offer a satisfying experience of users, which is the ever-increasing. We can use an example to demonstrate that ''this model performs well on this dataset'' and ''this model does not perform well on this dataset''. If we only employ keyword-based evaluation, the similarity of the two sentences is obviously high, whereas, they are completely different semantically. Therefore, to match two sentences in the level of semantics is quite critical to improve the accuracy of sentence matching.
In the problem of sentence matching, the core issue is to find out a reliable model that can evaluate the matching degree between two sentences with a high performance. Suppose the sample data S is a collection of sentences, and the pairwise matching degree of the sentences in S is denoted as M S = {score, s i , s j |s i , s j ∈ S}, which means the matching degree of s i and s j is numerically represented as score.
The measurements of sentence matching degree applied in different applications do not always agree with each other. For example, in the paraphrase identification task, the original sentence and the retold sentence, as well as the question and the answer in Q&A applications, are the sentences needed to match in an appropriate way. In the paraphrase identification task, semantic consistency between the two sentences, and the relevance of question and answer in the Q&A system are usually used to measure the matching degree score.
Therefore, to overcome the drawbacks of the current semantic-based models for sentence matching discussed in Section II, based on the sample data S, the goal of this work is to train an effective model Scoring(s i , s j ) ⇒ score to compute the matching degree effectively for the new pair of sentences < s i , s j >.
A straightforward example in Q&A applications is given as follows: 
B. ANALYSIS OF MODELING SENTENCE SEMANTICS
Commonly, words are the smallest meaning units of a language. The semantics of a given sentence is always determined by the meaning of words contained in it and the order they are in as well. To evaluate accurately the matching degree of two sequences, the first task is to understand their semantics correctly. To achieve this, we must consider contextual information for every word appearing in the sentence.
This task can be accomplished by the Long Short-Term Memory model (LSTM) [12] , a deep neural network that has recently gained great influence in the field of natural language processing, especially, for processing word sequences. For a given sequence, (t 1 , t 2 , . . . , t n ), LSTM learns the meaning of the sentence from two directions, the forward learning and the backward learning. The forward learning model trains the learning task with the words appearing in the order of the original sequence, i.e., from t 1 to t n , and on the contrary, the backward learning tries to get the knowledge of the sentence by training the learning task with the words in the reverse order of the sequence, i.e., from t n to t 1 . In the use of bi-directional LSTM, we get the forward representation of sentence semantics as well as its backward representation. These two means of semantics representations capture the contextual information for the sentences.
Furthermore, the interaction information between two sentences is also required to be taken into consideration. Intuitively, the matching degree of two sentences goes up as interaction information increases. A simple and effective way to catch the interactive information is to directly calculate the inner product or cosine similarity of their semantic matrix. That is, the interaction matrix contains matching information or similar information of two sentences.
In previous work, researchers have already looked at the interaction of sentences. However, they only interpret it in terms of the interaction information from a single perspective of semantics [22] , or the interaction information after concatenating multiple semantics [29] . A defect of this approach is that it cannot make use of the interaction information between different semantics of the sentences. Unlike the previous work, in this paper, we do not concatenate the semantics of two sentences from different perspectives, so that we can find and use the pairwise interactive information between different perspectives of semantics.
Based on the prior discussion, using pairwise interaction information of semantics of different perspectives can potentially improve the accuracy of matching sentences. To obtain satisfying computational results, it is critical to work out an effective model to extract and fuse the interaction information. In this work, we propose a tensor-based representation of interaction information and employ convolution and pooling to extract the interaction information between different prospectives of semantics. The semantic interaction matrix of two sentences from different perspectives is reconstructed into a third-order tensor, from which Convolution Neural Network (CNN) is used to extract the interaction information. By inputting the extracted interaction information into a fully connected layer, the matching degree of the two sentences is finally computed. Fig.1 displays an explanation of different kinds of interaction information drawn from different perspectives of semantics. Suppose s 1 is the question and s 2 is a potential answer to it. r 1 , r 2 , r 3 , and r 4 are the four kinds of interaction information of s 1 and s 2 . In which, r 1 and r 3 are at the word-level representing the interaction information of the pairs (porcupines, it) and (eat, eats), which can be extracted from the interaction information between original semantics of s 1 and s 2 . While, r 2 stands for interaction information of the sequences ''porcupines eat'' and ''It eats'', which is drawn from cross combinations of the forward semantics of s 2 and the backward semantics of s 1 learned by bi-directional LSTM. According to the characteristics of bi-directional 
LSTM, we observe
and
where,
is the semantics output from backward LSTM neural network at each time step of s 1 ;
− −− → LSTM (s 2 ) is the semantics acquired from the forward LSTM neural network at each time step of s 2 . Thus, with the forward and backward semantics of s 1 and s 2 , we can generate the interaction information matrix from opposite directions of the sentences, from which we can capture the interaction information r 2 . r 4 in the fig.1 represents the interaction information or semantic correlation between ''What'' in s 1 and ''leaves, herbs, twigs and green plants like skunk cabbage and clover'' in s 2 . As shown in following formulas
the semantics of ''What'' contains in the original semantics of the sentence s 1 , and that of ''leaves, herbs, twigs and green plants like skunk cabbage and clover'' is contained in the backward semantics of s 2 . Combining these two different kinds of semantics, we can compute the interactive information between the two subsequences from different perspectives.
In this paper, we make use of the semantics obtained from three aspects: the original semantics, the forward and backward semantics, which generated with word embedding and bi-direction LSTM. These three kinds of semantics offer us 3 × 3 cross combinations for computing the interaction information, which is obviously richer than that only calculated from the original semantics or the concatenation of semantics alone. By taking advantages of the enriched interaction information, as shown in our experiments, the calculation of matching degree can really be improved a lot.
C. DESCRIPTION OF OUR MODEL-MPSC
To compute matching degree by using the semantics collected from different aspects of the sentences, we devise a model name as Multiple-Perspective Semantics-Crossover (MPSC), whose structure is depicted in Fig.2 .
The MPSC model is composed of four components: preparation of semantics, fusion of semantics, extraction of interactive features and computation of matching degree. Preparation of semantics is response for preparing the semantics for computing the interaction information, including original semantics, forward semantics, and backward semantics. Fusion of semantics is used to compute the interaction information by cross combination of the semantics prepared previously. In the use of the interaction information, multiple Convolution layers as well as multiple Pooling layers are employed to extract the interactive features. In the part of matching degree, a fully connected layer is built for calculating matching degree.
1) MULTI-PERSPECTIVE SEMANTICS
Generally, in natural language processing, words are often mapped to vectors of real numbers. This job is accomplished by the technology of word embedding, which is currently used widely and has some existing tools, such as Word2vec and Glove [24] . These tools exploit unsupervised approaches to generate vectors for words by the use of a large amount of texts. Studies have shown that the word vectors obtained by these tools are universal, and to a large extent, can bring more information to the model that is on the basis of them. In our work, we refer the word vectors as the original semantics of a sentence, which forms a part of the input to our MPSC model. Thus, the original semantics of a sentence can be represented by the vectors of the words that make up it:
where n denotes the number of words appearing in sentence S, and x i is a d-dimension vector representing the i-th word in the sentence.
The function of the recurrent neural network is mainly to extract the sentence context information, which is often VOLUME 7, 2019 ignored by the traditional models. The traditional models consider each word in the sentence independently, regardless of the dependency relationship between the words. Recurrent neural networks, on the other hand, can obtain such contextual information. The long short-term memory model (LSTM), an improved recurrent neural network, is more prominent in acquiring long-distance information. To address this issue, we develop a model that not only applies the forward LSTM to capture forward semantics information of a sentence, but also uses backward LSTM to capture backward semantics information of the sentence. In this way, the model can obtain both forward and backward semantics information from two different angles.
In the LSTM, there are three gate units: Forget Gate, Input Gate, and Output Gate, which are denoted as f t , i t and h t , respectively. Their calculation can be formulated as:
where, · refers dot multiplication, * represents point-to-point multiplication, Input the original semantics into the forward LSTM network, we get the forward semantics representation S f , which is expressed as:
Similarly, when input the original semantics to the backward LSTM network, we get the representation of backward semantics S b and represent it as:
The h f t in Equation 12 and h b t in Equation 13 signify the output of the forward LSTM and the backward LSTM at the same step of time t, respectively.
For the conciseness, we define the representing of the three kinds of semantics as vectors having the same number of dimensions, that is
2
) CROSS COMBINATION AND FUSION OF SEMANTICS
After preparing all the semantics, the next task is to fuse it for generating the interaction information what is expressed with an interaction tensor. As we aforementioned, for two sentences to be matched, our proposed model takes advantage of three kinds of captured semantics, i.e., the original semantics, forward semantics, and backward semantics. Fig. 2 shows an example of the procedure for matching sentences with our model. In the diagram, the two sentences are shown in green and purple. A three-order of interaction tensor, denoted as S c , is created after we make cross combinations between semantics from different perspectives.
in which c is a interaction matrix of the sentence semantics, and p is the number of interaction matrixes. In Fig. 2 , p = 9 means the interaction tensor S c contains 9 interactive feature matrixes. For instance, the blue matrix, which is computed through dot multiplication, is the interaction matrix of the original semantics between the two sentences: Formally, we use S i = {S io , S if , S ib } and S j = {S jo , S jf , S jb } to describe the semantics of two sentences, where S * o , S * f , S * b denote their original semantics, forward semantics and backward semantics. Therefore, we define the operation of cross combinations between different semantics as semantics crossover, which is computed as
3) CONVOLUTION AND POOLING
The work of the Convolution layers is using convolution kernels to extract features. Each of the kernels is equivalent to a ''filter'', which can filter out less relevant interaction information and highlight the features that meet the ''filter'' conditions. Consequently, this makes it easier to extract the deep matching information of the two sentences. The Convolution layers perform convolution calculation on the tensor representations S c obtained from the fusion layer, that is, S c is used as the input of Convolution layer. For each output of the Convolution layer, denoted as z, we define:
where, w j is the j-th parameter of convolution kernel w = {w 1 , w 2 , . . . , w k }, b is the bias, x i,j is the element in the S c and f is the activation function. In our model, we adopt the Max Pooling layer to filter the eigenvalues convoluted by Convolution layer, retain the maximum eigenvalue and ignore the minor eigenvalues for each pooling regions. The maximum eigenvalues often reflect more important interaction information in the interaction matrix. Pooling layer, whose input is the output of the Convolution layer, is connected to the Convolution layer. For a Max Pooling layer with a 2 × 2 pooling regions, we formulates its output R t as
61324 VOLUME 7, 2019 where R t is the output of the t-th pooling regions of the Pooling layer, and z represents the output of the previous Convolution layer.
4) FULLY CONNECTED LAYER
The model finally applies a fully connected layer to calculate the matching degree of the sentences. The calculation combines the important interaction information retained by the Pooling layer, which means the output of the Pooling layer is the input of the fully connected layer, whose output is the computed matching degree. Formally, the calculation formula is:
in which, W is the weight matrix of the fully connected layer, R is the output of the Pooling layer, b is the bias, and f is the activation function. When the computational task is only to determine if two sentences match. The problem can be simply regarded as a binary classification of match or mismatch. Commonly, for classification, a Softmax activation function is connected after the fully connected layer to predict how much the probability is for each category the sentences belong to. Hence, the probability is calculated as:
where, P j is the predicted probability for the j-th class, exp denotes the power of e, and x j is the input of j-th class, which is computed in the fully connected layer. The total number of classes is (m + 1). In our model, we use 0 to indicate the two sentences are mismatching and 1 on the contrary, thus, i ∈ {0, 1}.
IV. EXPERIMENTS AND ANALYSIS
We conducted the experiments, involving three tasks, namely, sentence paraphrasing, duplicated questions identification and Q&A matching, on three open datasets: the MSRP dataset [5] , Quora dataset and the WIKIQA dataset [34] , respectively. Through comparing with competitive models, the experiments demonstrate the efficiency, effectiveness and universality of our proposed model on multiple tasks.
A. EXPERIMENTAL SETTINGS
Because of the difference of datasets and the experimental tasks, the settings of the experiments carried out separately on the three data sets are also different. The experiment uses the Glove word vector, which is made public in Stanford, and can be downloaded from the related website of Stanford University. 1 For MSRP dataset, embedding size is 100, and hidden size is 100 in LSTM, the quantity of kernels per convolutional layer is 68. For Quora dataset, embedding size is 300, and hidden size is 300 in LSTM, the kernel count in CNN is 300. For WIKIQA dataset, embedding size is 50, and hidden size 1 https://nlp.stanford.edu/projects/glove/ is 50 in LSTM, the number of kernels in CNN is 300. All the kernel size is (2,2) in CNN. And we normalize the word vectors before entering the neural network. The parameters in the model, including in the LSTM, CNN and the fully connected layer, we use a uniformly distributed random initialization within (−0.2, 0.2), which are all trained in the way of back propagation. And for all the Convolution layers, we use ReLu [4] as the activation function which yields comparable or better results to other activation functions, but converges faster.
Competitors:
We compare our model with the following methods: * ARC-I: uses CNNs to construct sentence representations and relies on a MLP to produce the final matching score [13] . * ARC-II: firstly generates local matching patterns, and then composites them by multiple convolution layers to produce the matching score [13] . * WORDEMBED: simply sums up all the word vectors of a sentence to form a vector representation of the sentence, and then inputs the vectors of the two sentences to be matched into a fully connected layer for scoring. * SENMLP: constitutes the sentence vector by merely concatenating the word vectors of the sentence, and then computes the matching degree of the two sentences by inputting their sentence vectors into a multi-layer perceptron. * MV-LSTM: concatenates the original semantics, forward semantics and backward semantics of the sentence to form a new sentence vector representation matrix, then uses CNNs to extract the interactive information and relies on a MLP to produce the final matching score [29] . * MatchPyramid: uses CNNs and dynamic pooling strategy to extract the interactive information which compute from original semantics and relies on a MLP to produce the final matching score [22] . * MatchSRNN: uses a spatial RNN to extract the interactive information which compute from original semantics and relies on a linear scoring function to obtain the final matching score [30] . * DSSM: uses the word hashing method to reduce the dimensionality of the bag-of-words term vectors and relies on a linear scoring function to obtain the final matching score [14] . * CDSSM: uses the word hashing method to reduce the dimensionality of the bag-of-words term vectors and then uses a convolutional layer to extract local contextual features, finally, applies a linear scoring function to obtain the final matching score [26] . * DRMM: by using matching histogram mapping, a feed forward matching network, and a term gating network to obtain the final matching score [10] . * K-NRM: uses a kernel pooling strategy to extract the interactive information which compute from original semantics and relies on a MLP to produce the final matching score [31] . * aNMM: employs a attention mechanism to learn and produce the final ranking score [35] . * DUET: the local sub-network takes an interaction matrix of query and document terms as input, whereas the distributed sub-network learns embeddings of the query and document text before matching. The final score under the duet setup is the sum of scores from two subnetworks [21] .
B. EXPERIMENT 1: SENTENCE PARAPHRASING
Paraphrasing of sentences (or sentence retelling) is an important research direction of text matching. It aims to determine whether statements with different expressions express the same meaning. Generally, the matching degree rise as their semantic similarity increases. Our first experiment is to test the performance of our MPSC model on sentence retelling. The dataset we used is the MSRP dataset (Microsoft Research Paraphrase), which is a classic dataset published by Microsoft for testing sentence paraphrasing. Table 1 shows some example pairs of sentences. It contains three columns marked as Tag, ID and String. If Tag equals 1 means the pair is matching, otherwise, it is mismatching. In order to train the model, the whole dataset is divided into a training set and a test set. The training set contains 4,076 pairs of sentences and the test set contains 1,725 pairs of sentences. As we discussed in Section III-C.4 as well as the examples shown in Table 1 , to determine if two sentences are matching can be regarded as a problem of binary classification, therefore, we take the binary cross entropy as the objective function, whose calculation formula is:
In Formula 21, θ includes the parameters appearing in every layer of the model. m is the total pairs of sample sentences. Each pair is denoted as a 2-tuple (x i , y i ), means the tag of pair x i is y i . Usually, for binary classification, y i takes 0 or 1. h θ x i in the formula is the output of the model.
To measure the performance of our model, in the experiments, we employed precision@1 (the pairs which are labeled as 1) and F 1 − score as the evaluation indicators. Table 2 shows the relationship between real and predicted values. Based on the relationship of the data, the measurements can be defined as: Table 3 is the experimental results of comparing our model with some existing related models for text matching on the MSRP dataset. To check the performance of different models, the baseline of our experiments is the results when all the predict values are set to 1, as shown in the column of Baseline in the table 3.
In the table 3, we can see that for each model, we randomly performed four experiments and obtained four random results. Then we calculated the average of four experiments for each model. Finally, each control model was done statistically significant test with the MPSC model respectively. It can be seen from Table 3 that the p values of statistical significant test are much smaller than the critical value of 0.05, which proves that the proposed MPSC model is indeed better than the control models.
C. EXPERIMENT 2: IDENTIFYING DUPLICATE QUESTIONS
On the Q&A platform, it is quite normal for users to ask similar questions. To help users efficiently search out the desired answers and eliminate duplicate work for the authors who answer the question, is very meaningful, especially for the large knowledge sharing platforms, like Quora.
Our second experiment is to demonstrate if our model is effective for identifying duplicate questions on the dataset provided by Quora for a Competition. Quora has more than 100 million visitors a month, and they inevitably ask similar questions. Even many questions have the same intent, still users need to spend lots of time seeking the best answer to the questions, and also it is boring for writers to answer one question many times. To solve this problem, Quora launched the Quora Question Pairs challenge at Kaggle, 2 where we obtained the competition data for our experiment.
The dataset contains 404,289 samples and 537,933 questions. Each sample is described with its ID, its label, the IDs and the text of the two questions. If the label is 1, then it implies the two questions have the same intent, otherwise, it is 0. In the experiment, we randomly divided the samples into 8:1:1 ratio, which was used as training set, validation set, and testing set, respectively. This problem is defined as a binary classification problem, that is, to determine two questions have the same intention or different intentions. The objective function is the same as Experiment 1, explained by Formula 21.
The experiment evaluates the test models, which includes ARC-I, ARC-II, MV-LSTM, and MatchPyramid, the Match-SRNN model and our proposed MPSC model, from accuracy.
As shown in Table 4 , the MPSC model performs well. Compared with other models, it has achieved competitive results in accuracy. In the table 4, for each model, we randomly performed four experiments and obtained four random results. And we do statistical significant test for each competitor with the MPSC model respectively. Table 4 shows that the p values of statistical significant test are much smaller than the critical value of 0.05, which proves that the proposed MPSC model is better than the competitor models.
Even though Experiment 2 and Experiment 1 are very similar, the data set of Experiment 2 is much larger than Experiment 1. To our model, its benefits are associated to the size of dataset, i.e., the larger the dataset is, the better the model will perform. So in Experiment 2, the advantages of the model we proposed are more obvious. In addition, in the experiments, we found that for the short texts, the removal of some stop words, such as''have'' or ''not'', will destroy the semantic information of the texts to some extent, and has an impact of 2% to 3% on the final evaluation. After removing stop words, the accuracy of MPSC model is only about 84%, and that of MatchPyramid model is about 82.5%. Without removing stop words, MPSC model can achieve the accuracy of about 86.66%. After testing, we found that the results of the model will cause much deviation when it is necessary to use world knowledge for the identification. For example, our human are easy to determine that ''what are your favorite British TV shows/sitcoms/series?'' and ''what are your favorite UK TV series?'' are the same meaning, but the model does not know this and is prone to make a mistake. Because it does not have sufficient world knowledge and does not known that ''UK'' is actually ''British''. There is no doubt that, once the model has enough world knowledge, it is likely to get better results.
D. EXPERIMENT 3: MATCHING OF QUESTIONS AND ANSWERS
To the Q&A system, accurately matching question and answer is the most important indicator to measure the quality of the system. We carried out our third experiment on the WIKIQA dataset to exam if our model performance is appropriate for matching question and answer in the Q&A system, that is different from sentence paraphrasing and duplicate question identification. The dataset contains 3047 questions and 29258 sentences, of which 1473 sentences are marked as the answers to the corresponding questions. Each question corresponds to several sentences. When the sentence is labeled as 0, it means that it is not the answer to the question. Oppositely, if the label is 1, it means that it can be used as the answer to the question.
In the Q&A system, seeking the best answer to a question can be regarded as a sorting problem. Given a triplet S q , S + a , S − a , where S q indicates the problem, S + a and S − a are the potential answers to S q . S + a and S − a are ranked according to their matching degree with S q . We define the objective function as: (25) where s(S q , S + a ) denotes the matching degree of S + a and S q , correspondingly, s(S q , S − a ) represents the matching degree of S − a and S q . Our goal is to increase s(S q , S + a ) and reduce s(S q , S − a ). In the experiments, we make use of Adadelta [36] as the optimizer of the training model. Adadelta has an advantage of better converging the model by carrying out adaptive constraint on learning rate.
We apply two types of evaluation indicators, MAP (Mean Average Precision) and NDCG (Normalized Discounted Cumulative Gain), to measure the performance of the models. For the NDCG, according to the WIKIQA data set, the top 3 and the top 5 answers in the sort, are chosen as statistical indicators, symbolized with NDCG@3 and NDCG@5 in the experimental results illustrated in Table 5 . Table 5 provides the results of various competitive models conducted on the WIKIQA dataset. Except our MPSC model, the results of other models were cited from MatchZoo 3 [6] . We implemented the MPSC model in this work.
It can be seen from the experimental results that MPSC model has better computational effect than other models. The MPSC model shows the best results on MAP, NDCG@3, and NDCG@5. Different from sentence paraphrasing and identification of similar questions, the sentences to be matched may be obvious similar in terms. However, for Q&A matching, the differences between question and answer are much bigger in terms of words, they even have no same words. In this way, MPSC model performs well in Q&A data, which can better reflect the ability of our model on semantic matching. Besides the MPSC model, which generates interaction information matrixes by cross combinations of three types of semantics of the two sentences, in order to investigate the effect of semantic diversity on the performance, we made 4 variants of the MPSC model. These variants are obtained by changing the number and types of semantics under the same experimental conditions.
As shown in Fig. 3 , the MPSC@1 model only uses the intersection matrix derived from the original semantics of the two sentences; The MPSC@3 model employs three cross feature matrix formed by the interaction of the equivalent semantics between two sentences, instead of cross combinations between different types of semantics; The MPSC@4 model represents four interaction feature matrixes which are generated by making cross combination the original semantics and the forward semantics, without considering the backward semantics, between the two sentences; The MPSC@9 model is the MPSC model who makes full use of the three type of semantics and gets nine semantic intersection matrixes by cross combining them.
All the indicators, the MAP, NDCG@3 and NDCG@5, shown in Fig. 3 indicates the improvement of the performance increases with the semantic diversity. For example, 3 https://github.com/faneshion/MatchZoo comparing MPSC@1 with MPSC@3, the latter shows better computational results. When more types of semantics are added into the model, its performance will also be improved. As the MPSC@4 model, after we added forward semantics alone with the original semantics without backward semantics into it, it outperforms the MPSC@3 model, which does not take the interaction of the cross combinations of the different semantics into consideration. It is clearly the MPSC@9 model, which uses the most types of semantics, performs the best. This experiment provides an indication of the semantics diversity plays an important role in improving the computational performance of sentence matching.
E. DISCUSSION AND ANALYSIS
Interpretability has always been highly controversial for deep learning. Although many deep neural network models have achieved breakthrough results in various aspects, they have not given very accurate explanations. At present, generally, the deep neural network model is like a black box, and people know it but without knowing what it is.
The existing deep learning neural network models, when applying the recurrent neural network model, often only take the final output of a recurrent neural network, such as the Seq2Seq model of Google [28] . Even if the output of each time step of the recurrent neural network is used, then the generated semantic vector matrix and the original semantics of sentence are concatenated to form a new sentence vector representation matrix, such as MV-LSTM model. Different from the previous work, in this paper, we describe a multi-perspective semantics crossover model, which is equivalent to parallel the semantic vector matrix (i.e., the forward semantics and the backward semantics) generated by the recurrent neural network with the semantic embedding matrix (i.e., the original semantics) of the sentence. Therefore the semantic information from all respects of the sentence can be preserved to the greatest extend. Now, we try to explain why semantics crossover can reach such a good result. The output of LSTM at time t actually contains all the information from the start to the t time step. In the case of the sentence text processing in this paper, it contains the information of the words in the first t inputs. Hence, just simply concatenating the output of the LSTM at time t with the original word vector to form a new vector, as what the MV-LSTM model does, is obviously not reasonable. This work independently represents the semantics from different perspectives, including the original semantics, forward semantics and backward semantics of the sentence. Based on this representation, by interacting the semantics of the two sentences with the same or different angles, we get the semantic cross feature matrixes of two sentences. Each semantic cross feature matrix is like a voter. The interaction of two different perspective semantics provides the interactive information, that the two sentences focus on, from different angles. In the feature matrix, generally, for the information that is more important, use a larger value to represent it. The convolution operation on the feature matrix is essentially a process of allocating voting weights to each feature matrix, so as to comprehensively consider the voting suggestions of all the feature matrix.
V. CONCLUSION
We put forward a multi-perspective semantics crossover model, named the MPSC model, to solve problems of text matching, which is widely used in the fields of natural language processing, such as sentence paraphrasing, duplicate question removing, question-answer matching, text ranking in information retrieval, and etc.
Our model has two innovations: one is to represent a sentence with semantics from multiple perspectives, and the other is to capture the interactive features between two sentences with cross combinations of their semantics from different angles. The theoretical analysis and experimental verification bear out, to a large extend, adding multi-perspective semantic information into the model and taking advantages of the interaction information from different angles can actually improve the performance of text matching. The experiments, conducted on the three classic datasets (MSRP, Quora Duplicate Questions and WIKIQA), demonstrate that the MPSC model has certain advantages over the existing models, and has good performance in tasks of text matching.
This paper mainly studies the matching of texts. It is promising to generalize our proposed model to other types of data, such as audio and image. Our future work will focus on cross-modal matching, such as text and image matching [7] , which is also highlighted in recent years. 
