Abstract. Testing for first-order autocorrelation in small samples using the standard asymptotic test can be seriously misleading. Recent methods in likelihood asymptotics are used to derive more accurate p-value approximations for testing the autocorrelation parameter in a regression model. The methods are based on conditional evaluations and are thus specific to the particular data obtained. A numerical example and three simulations are provided to show that this new likelihood method provides higher order improvements and is superior in terms of central coverage even for autocorrelation parameter values close to unity.
INTRODUCTION
Testing for first-order autocorrelation in small samples using the standard asymptotic test can be seriously misleading, especially for (absolute) values of the autocorrelation parameter close to 1. While the past two decades have seen a tremendous advancement in the theory of small-sample likelihood asymptotic inference methods, their practical implementation has significantly lagged behind despite their exceptionally high accuracy compared with traditional first-order asymptotic methods. In this article, inference for the autocorrelation parameter of a first-order model is considered. Recent developments in likelihood asymptotic theory are used to obtain p-values that more accurately assess the parameter of interest.
Consider the multiple linear regression model
with an autoregressive error structure of order 1 [AR (1)]
The random variables, v t , are independently normally distributed with E[v t ] ¼ 0 and E½v 2 t ¼ r 2 . Throughout this article the process for e t is assumed to be stationary so that the condition |q| < 1 holds. Furthermore, the independent variables in the model are considered to be strictly exogenous. An alternative way to present the multiple linear regression model with AR(1) Gaussian error structure is as follows: It is well known that in the presence of autocorrelation, the ordinary least squares estimator (OLS) for b, defined asb OLS ¼ ðX T X Þ À1 X T y, is not the best linear unbiased estimator of b. To determine whether autocorrelation exists in time-series data, the null hypothesis of q ¼ 0 is tested against a two-sided or onesided alternative. If the null hypothesis cannot be rejected at conventional statistical levels, the estimation of the unknown parameters is carried out using OLS; if, on the other hand, the null hypothesis can be rejected alternative estimation techniques must be used.
Two common tests appearing in standard textbooks for assessing the autocorrelation parameter, q, are an asymptotic test and the Durbin-Watson test (see, e.g. Wooldridge, 2006) . 1 The asymptotic test uses the OLS residuals from regression model (1) ,ê ¼ ðê 1 ; . . . ;ê n Þ T ¼ y À Xb OLS to estimate q from the regressionê
The standardized test statistic for testing q ¼ q 0 is constructed as
This random variable is distributed asymptotically as standard normal. The Durbin-Watson test, for testing the hypothesis q ¼ 0, uses the same OLS residuals to construct another test statistic
The distribution of d under the null hypothesis depends on the design matrix; formal critical bounds have been tabulated by Durbin and Watson (1951) . However, as it can be shown that the value of d is bound from below by 0 and from above by 4, a value of d close to 2 does not suggest the presence of autocorrelation, while a value close to 0 suggests positive autocorrelation and a value close to 4 suggests negative autocorrelation. The test has an inconclusive region for both alternative hypotheses. As the Durbin-Watson test is restricted to testing an autocorrelation parameter equal to 0 in AR(1) models, this statistic will not be the focus in this article. Distortions of this statistic in small samples however, have been noted (see Belsley, 1997) . Asymptotic inference for q can also be obtained from some simple likelihoodbased asymptotic methods (see, e.g. Hamilton, 1994 
where f Y 1 (y 1 ;h) is the normal density of the first observation. Notice in comparison, the conditional log-likelihood function given in eqn (5) uses only (n À 1) observations. Using the log-likelihood functions defined in eqns (5) and (6), standard large-sample theory can be applied to obtain test statistics for conducting inference on q.
In this article, inference concerning the autocorrelation parameter is examined from the viewpoint of recent likelihood asymptotics. The general theory developed by Fraser and Reid (1995) will be used to obtain p-values for testing particular values of q that have known O(n À3/2 ) distributional accuracy. This theory will be discussed in some detail in Section 2.2. The focus of this article is on comparing the results from this approach to the asymptotic test given in eqn (3) and to the signed log-likelihood departure derived from the unconditional log-likelihood function given in eqn (6). A numerical example and three simulations will be provided to show the extreme accuracy of this new likelihood method even for (absolute) values of autocorrelation parameter close to 1.
The structure of the article is as follows. Likelihood asymptotics are presented in Section 2. Third-order inference for the first-order autocorrelation model is given in Section 3. Simulations and examples are recorded in Section 4. Section 5 concludes and gives suggestions for further research.
LIKELIHOOD ASYMPTOTICS
Background likelihood asymptotics are provided in this section as well as the general theory from Fraser and Reid (1995) . For a sample y ¼ (y 1 ,y 2 , . . . ,y n ) T , the log-likelihood function for h ¼ (w,k T ) T , where w is the one-dimensional component parameter of interest and k is the p À 1 dimensional nuisance parameter, is denoted as l(h) ¼ l(h;y). The maximum likelihood estimate (MLE), h ¼ ðŵ;k T Þ T , is obtained by maximizing the exact log-likelihood with respect to h and is characterized by the score equation
The constrained MLE,ĥ w ¼ ðw;k Using the above notation, the two familiar likelihood-based methods that are used for testing the scalar component interest parameter w ¼ w(h) ¼ w 0 are the Wald departure and the signed log-likelihood departure:
The limiting distribution of q and r is the standard normal. The corresponding p-values, p(w 0 ) can be approximated by U(q) and U(r), where U(AE) is the standard normal distribution function. These methods are well known to have order of convergence O(n À1/2 ) and are generally referred to as first-order methods. Note that p(w) gives the p-value for any chosen value of w and thus is referred to as the significance function. Hence, a (1-a)100% confidence interval for w (w L , w U ), can be obtained by inverting p(w) such that
2.2. Small-sample likelihood-based asymptotic method
Many methods exist in the literature that achieve improvements to the accuracy of the signed log-likelihood departure. (See Reid, 1996 and Severini, 2000 , for a detailed overview of this development.) The approach developed by Fraser and Reid (1995) to more accurately approximate p-values will be the focus of this article. Fraser and Reid (1995) show that this method achieves a known O(n À3/2 ) rate of convergence and is referred to more generally as a third-order method.
The theory developed by Fraser and Reid applies to the general case, where the dimension of the variable y is greater than the dimension of the parameter h. In order to use existing statistical methods however, their theory requires an initial dimension reduction. In particular, the dimension of the variable y must be reduced to the dimension of the parameter h. If the reduction in dimension is possible using sufficiency or ancillarity then third-order p-value approximations have previously been available 2 (see e.g. Lugannani and Rice, 1980; DiCiccio et al., 1990; Barndorff-Nielsen, 1991; Fraser and Reid, 1993; Skovgaard, 1987) . If reduction is not possible using either of these methods, then approximate ancillarity seems to be required. This latter case is the focus of the Fraser and Reid methodology. A subsequent dimension reduction from the parameter h to the scalar parameter of interest w is required.
These reductions are achieved through two key reparameterizations. The first dimension reduction is done through a reparameterization from h to u and the second from the reparameterization from u to v. The construction of u represents a very special new parameterization. The idea in this step is to obtain a local canonical parameter of an approximating exponential model. This is done so that existing likelihood-based asymptotic methods can be used. The parameterization to v is simply a re-casting of the parameter of interest w in the new u parameter space.
This new variable u is obtained by taking the sample-space gradient at the observed data point y o calculated in the directions given by a set of vectors V:
The set of vectors in V are referred to as ancillary directions or sensitivity directions and capture how data are influenced by parameter change near the maximum likelihood value. The differentiation in eqn (10) is taken for fixed values of a full-dimensional pivotal quantity and is defined from the total differentiation of this pivotal. A pivotal statistic z(h,y) is a function of the variable y and the parameter h that has a fixed distribution (independent of h) and is a required component of the methodology. The expression in eqn (10) can be rewritten in terms of the pivotal quantity:
The necessary conditioning that reduces the dimension of the problem from n to p is implicit in eqn (9). This is done through the vectors in V which are based on the pivotal quantity z(h,y), which in eqn (9) serves to condition on an approximate ancillary statistic. This is a very technical point and the reader is referred to Fraser and Reid (1995) for full technical details. The second step involves reducing the dimension of the problem from p to 1, with 1 being the dimension of the interest parameter w(h). This step is achieved through the elimination of the nuisance parameters using a marginalization procedure.
3 This procedure leads to the new parameter v(h) which replaces w(h)
where
This new variable v(h) is simply the parameter of interest w(h) recalibrated in the new parameterization.
Given this new reparameterization, the departure measure Q can be defined:
where| uu T and| ðkk T Þ are the observed information matrix evaluated atĥ and observed nuisance information matrix evaluated atĥ w , respectively, calculated in terms of the new u(h) reparameterization, u(h). The determinants can be computed as follows:
The expression in eqn (13) is a maximum likelihood departure adjusted for nuisance parameters. The term in eqn (13) involving the Jacobians, specifically,
reflects the estimated variance of jvðĥÞ À vðĥ w Þj. More precisely, the reciprocal of this term is an estimate of the variance of jvðĥÞ À vðĥ w Þj. Third-order accurate p-value approximations can be obtained by combining the signed log-likelihood ratio given in eqn (8) and the new maximum likelihood departure from eqn (13) using the expression
of Barndorff-Nielsen (1991) . That is, for a null hypothesis of interest, w ¼ w 0 , use the observed data to compute the usual log-likelihood departure given in eqn (8) as well as the maximum likelihood departure given in eqn (13) and plug these quantities into the right-hand side of eqn (17) to obtain the observed p-value for testing w ¼ w 0 . An asymptotically equivalent expression to the Barndorff-Nielsen expression is given by
where / is the standard normal density. This version is that of Lugannani and Rice (1980) ; p-values from both these approximations are reported in the analyses below.
THIRD-ORDER INFERENCE FOR AUTOCORRELATION
The third-order method outlined above is now applied to the Gaussian AR (1) 
A:
The log-likelihood function (with the constant dropped) is then given by
This function is equivalent to the log-likelihood function given in eqn (6). The overall MLE of h, denoted asĥ, is obtained by simultaneously solving the first-order conditions l h ðĥÞ ¼ 0: 
e i e iþ1 ¼ 0:
Given this information about the likelihood function and the overall MLE, the quantitiesŵ ¼q; lðĥÞ and j hh ðĥÞ can be obtained. To construct the information matrix, recall, the second derivatives of the log-likelihood function are required: where A¼ o 2 A/oq 2 . To obtain the new locally defined parameter u(h) given by eqn (9), two components are required. The first is the sample-space gradient evaluated at the data, that is the derivative of eqn (19) with respect to y evaluated at y o : @lðh; yÞ @y
The second is the ancillary vectors V. To obtain V, given by eqn (10), a fulldimensional pivotal quantity, z(y,h), is required. The pivotal quantity for this problem is specified as the vector of independent standard normal deviates
where U is defined as the lower triangular matrix 
This choice of pivotal quantity coincides with the standard quantity used to estimate the parameters of an AR(1) model in the literature (see, e.g. Hamilton, 1994) . Together with the overall MLE, the ancillary direction array can be constructed as follows The dimension reduction from n, the dimension of the variable y, to k þ 3, the dimension of the parameter h is evidenced from the expression for u T (h). The dimension of u T (h) given by eqn (27) is (1 Â (k þ 3)), with u 1 (h) having dimension (1 Â (k þ 1)).
To obtain further reduction to the dimension of the interest parameter q, v(h) is required. As can been seen by eqn (12), the scalar parameter v(h) involves u(h) as well as the constrained MLEĥ w . To derive the constrained MLE, the log-likelihood function given by eqn (19) must be maximized with respect to b and r 2 while holding q fixed. Thus, for fixed q, eqns (20) and (21) where ow(h)/ob is of dimension (1 Â (k þ 1) ). The second term in parentheses is a ((k þ 3) Â (k þ 3)) matrix and involves differentiation of u(h) with respect to h and is calculated from With the calculation of the determinants given in eqns (14) and (15), the departure measure, Q, can then be calculated from eqn (13). Third-order inference concerning q can be obtained from plugging into either eqn (17) or (18). Unfortunately, an explicit formula is not available for Q, as a closed-form solution for the MLE does not exist. For the interested reader, Matlab code is available from the authors (for the example below) to help with the implementation of this method.
NUMERICAL ILLUSTRATIONS
An example and a set of three simulations is considered in this section. For expositional clarity, confidence intervals are reported.
Example
Consider the simple example presented in Wooldridge (2006, p. 445) for the estimation of the Phillips curve using 49 observations
with an AR(1) error structure
The variables, inf t and ue t represent the CPI inflation rate and the civilian unemployment rate in the United States from 1948 to 1996. The random variables, v t , are independently normally distributed with E [v t ] ¼ 0 and E½v 2 t ¼ r 2 . Table I reports the 90% confidence intervals for q obtained from the standardized test statistic given in eqn (3), the signed log-likelihood ratio statistic given in eqn (8), and the Lugannani and Rice and Barndorff-Nielsen approximations given in eqns (11) and (12). These methods will henceforth be abbreviated as STS, r, LR and BN, respectively. Given that the interval results arising from the four methods are clearly very different, the accuracy of the firstorder methods must be pursued. To this end, various simulation studies will be performed to compare results obtained by each of these four methods.
Simulation studies
The superiority of the third-order method can be seen through the simplest possible simulations. Throughout the simulation studies, the accuracy of a method will be evaluated based on the following criteria:
Coverage probability: the percentage of a true parameter value falling within the intervals. Coverage error: the absolute difference between the nominal level and coverage probability. Upper (lower) error probability: the percentage of a true parameter value falling above (below) the intervals. Average bias: the average of the absolute difference between the upper and lower error probabilities and their nominal levels.
The simulations include the results from both first-order methods (STS and r) as well as from both third-order approximations, Lugannani and Rice (LR) and Barndorff-Nielsen (BN).
Simulation study 1
The first simulation generates 10,000 random samples each of size 15, from the following Gaussian AR(1) model for various values of the autocorrelation parameter q, ranging from strong positive autocorrelation to strong negative autocorrelation:
. . . ; 15: The variables, v t , are independently distributed as standard normal. Note carefully that the design matrix X is null for this simulation; y t is equal to qe tÀ1 þ v t . A 95% confidence interval for q is calculated using each of the three methods. The nominal coverage probability, coverage error, upper and lower error probabilities, and average bias are 0.95, 0, 0.025, 0.025, and 0, respectively. Table II records the results of this simulation study for selected values of q.
Based on a 95% confidence interval, 2.5% is expected in each tail. While the third-order methods produce upper and lower error probabilities that are relatively symmetric, with a tail probability totalling approximately 5%, those produced by the first-order methods are heavily skewed, and in the case of the standardized test statistic, the total error probability reaches as high as 18%. In terms of coverage error, the likelihood ratio performs well; however, because of the distortion in the tails, the average bias is never less than that achieved by either the Lugannani and Rice or Barndorff-Nielsen approximations. The signed loglikelihood ratio method is superior to the standardized test statistic in all cases considered; notice the 82% coverage probability of the standardized test statistic for absolute values of q close to unity.
Simulation study 2
Consider the simple linear regression model:
The variables, v t , are independently distributed as N(0,r 2 ) and the design matrix is given in Table III Again 95% confidence intervals for q are obtained for each simulated sample. Table IV records the simulation results only for q ¼ 0. The superiority of the third-order methods is clear with coverage error equal to 0.0002 and average bias of 0.0003 for both methods. While the signed log-likelihood ratio method outperformed the standardized test statistic in the previous simulation, it is not the case here; the standardized test statistic achieves substantially lower coverage error and bias for q ¼ 0. The asymmetry in the upper and lower tail probabilities for both these methods still persists, however. This asymmetry can be evidenced further in Figure 1 where upper and lower error probabilities are plotted for various values of q used in the simulation. The discord between the first-order methods and the nominal value of 0.025 is very large, especially for the standardized test statistic as the absolute value of q approaches unity. The average bias and coverage probability are provided in Figure 2 . It can be seen from this figure that the proposed methods give results very close to the nominal values whereas the first-order methods give results that are less satisfactory especially for values of q close to 1.
Simulation study 3
The variables, v t , are independently distributed as N(0,r 2 ) and design matrix given in Table V ; 10,000 samples of size 50 were generated with parameter values given as: superiority of the third-order method is evident; the standardized test statistic outperforms the signed log-likelihood ratio test for this particular value of q. The upper and lower error probabilities are plotted in Figure 3 . The average bias and coverage probability are plotted in Figure 4 . The conclusions from these graphs are similar to those reached from the previous simulation. The proposed method gives results very close to the nominal values even for values of the autocorrelation coefficient close to 1 whereas the first-order methods give results that are less satisfactory.
The simulation studies have shown the improved accuracy that can be obtained for testing the autocorrelation parameter in first-order autoregressive models. The proposed method can be applied to obtain either a p-value or a confidence interval for testing the autocorrelation parameter in an AR(1) model. The third-order methods produce results which are remarkably close to nominal levels, with superior coverage and symmetric upper and lower error probabilities compared with the results from the first-order methods. It is recommended that thirdorder methods be employed for reliable and improved inference for small-and medium-sized samples; if first-order methods are used, they should be used with caution and viewed with some skepticism.
CONCLUSION
The recently developed third-order likelihood theory was used to obtain highly accurate p-values for testing the autocorrelation parameter in a first-order model. The simulation results indicate that significantly improved inferences can be made by using third-order likelihood methods. The method was found to outperform the standardized test statistic in every case and across all criteria considered. The method further outperformed the signed log-likelihood ratio method in terms of average bias and symmetric tail error probabilities produced. As the proposed method relies on familiar likelihood quantities and given its ease of computational implementation, it is a highly tractable and viable alternative to conventional methods. Furthermore, with appropriately defined pivotal quantity, the proposed method can readily be extended to models of higher order autocorrelation. Extensions to this line of research include the consideration of fully dynamic models with lagged regressors as well as conducting inference directly for the regression parameters. For this latter case, Veall (1986) provides Monte Carlo evidence to show that the standard bootstrap does not improve inference in a regression model with highly autocorrelated errors and a strongly trended design matrix.
