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GEOMETRIC SHARP LARGE DEVIATIONS FOR RANDOM
PROJECTIONS OF ℓnp SPHERES AND BALLS
YIN-TING LIAO AND KAVITA RAMANAN
Abstract. Accurate estimation of tail probabilities of projections of high-dimensional proba-
bility measures is of relevance in high-dimensional statistics and asymptotic geometric analysis.
For fixed p ∈ (1,∞), let (X(n,p))n∈N and (θn)n∈N be independent sequences of random vectors
with θn distributed according to the normalized cone measure on the unit ℓn2 sphere, and X
(n,p)
distributed according to the normalized cone measure on the unit ℓnp sphere. For almost every
sequence of projection directions (θn)n∈N, (quenched) sharp large deviation estimates are es-
tablished for suitably normalized (scalar) projections of Xn,p onto θn, that are asymptotically
exact (as the dimension n tends to infinity). Furthermore, the case when (X(n,p))n∈N is replaced
with (X(n,p))n∈N, where X(n,p) is distributed according to the uniform (or normalized volume)
measure on the unit ℓnp ball, is also considered. In both cases, in contrast to the (quenched)
large deviation rate function, the prefactor exhibits a dependence on the projection directions
(θn)n∈N that encodes geometric information. Moreover, although the (quenched) large deviation
rate functions for the sequences of random projections of (X(n,p))n∈N and (X(n,p))n∈N are known
to coincide, it is shown that the prefactor distinguishes between these two cases. The results
on the one hand provide quantitative estimates of tail probabilities of random projections of
ℓnp balls and spheres, valid for finite n, generalizing previous results due to Gantert, Kim and
Ramanan that characterize only logarithmic asymptotics, and on the other hand, generalize
classical sharp large deviation estimates in the spirit of Bahadur and Ranga Rao to a geometric
setting. The proofs combine Fourier analytic and probabilistic techniques, provide a simpler
representation for the quenched large deviation rate function that shows that it is strictly con-
vex, and entail establishing central limit theorems for random projections under a certain family
of tilted measures, which may be of independent interest.
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1. Introduction
1.1. Motivation and context. The study of high-dimensional norms, the convex bodies that
describe their level sets, and other high-dimensional geometric structures are central themes in
geometric functional analysis [28], and the burgeoning field of asymptotic geometric analysis [3].
Several results in these fields have shown that the presence of high dimensions often imposes
a certain regularity that has a probabilistic flavor. A significant result of this type is the
central limit theorem (CLT) for convex sets [25] which, roughly speaking, says that if Xn is
a high-dimensional random vector uniformly distributed on an isotropic convex body (namely,
a compact convex set with non-empty interior whose normalized volume measure has zero mean
and identity covariance matrix), its one-dimensional scalar projections 〈Xn, θn〉 along most
directions θn on the unit (n − 1)-dimensional sphere Sn−1 in Rn have Gaussian fluctuations.
This result in fact holds for the larger class of isotropic logconcave measures as well as more
general high-dimensional measures [27, 34, 37]. These constitute beautiful universality results
that suggest that random projections of the uniform measure on a convex body behave in some
aspects like sums of independent random variables. On the other hand, they also imply the
somewhat negative conclusion that fluctuations of lower-dimensional random projections do not
yield much information about high-dimensional measures. It is therefore natural to ask whether
such random projections also satisfy other properties exhibited by sums of independent random
variables, in particular those that would capture non-universal features so as to be able to extract
useful information about high-dimensional measures from their more tractable projections.
With this objective, large deviation principles (LDP) were established for suitably normal-
ized one-dimensional random projections of ℓnp -balls in [16, 17]. The works [16, 17] established
both quenched LDPs, conditioned on the sequence θ = (θn)n∈N of projection directions, as
well as annealed LDPs, which average over the randomness of the projection directions. Subse-
quently, quenched LDPs for multidimensional projections were obtained in [22], and annealed
large deviation results for norms of ℓnp -balls (and measures that admit a similar probabilistic
representation) and their multidimensional random projections were established in [1,20,21,24],
with [20] also considering moderate deviations. Going beyond the setting of ℓnp balls (and mea-
sures with a similar representation), annealed LDPs were obtained for norms of multidimensional
projections of more general sequences of high-dimensional random vectors (Xn)n∈N that satisfy
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a so-called asymptotic thin shell condition in [22,24]. All these LDPs are indeed non-universal,
in that both the associated speeds and rate functions encode properties of the high-dimensional
measures. However, although LDPs (in contrast to concentration results or large deviation upper
bounds) identify the precise asymptotic exponential decay rate and allow for the identification
of conditional limit laws [23], they have the drawback that in general they only provide approx-
imate estimates of the probabilities, characterizing only the limit of the logarithms of the tail
probabilities, as the dimension n goes to infinity. In particular, these LDPs do not distinguish
between the ℓnp ball and ℓ
n
p sphere. Thus, existing LDPs for random projections cannot be ap-
plied directly to provide accurate estimates of tail probabilities or develop efficient algorithms
that distinguish between two given high-dimensional measures, tasks that are of importance in
statistics, data analysis and computer science [12].
1.2. Discussion of results. Our broad goal is to establish sharp (quenched) large deviation
results of high-dimensional measures that not only capture the precise asymptotic exponential
decay rate of tail probabilities of random projections, but also their prefactors, so as to provide
more accurate quantitative estimates in finite dimensions, much in the spirit of the local theory
of Banach spaces. In addition, we aim to identify additional geometric information that sharp
large deviation estimates provide over LDPs. The class of ℓnp balls, besides being of interest in its
own right [6], often serves as a useful testing ground to determine whether one expects similar
results to be valid for more general convex bodies or logconcave measures. Thus, in this article,
we focus on one-dimensional projections of ℓnp spheres and balls, deferring consideration of more
general measures and multidimensional projections to future work. Specifically, for p ∈ (1,∞),
we consider independent sequences of random vectors (X(n,p))n∈N, (X(n,p))n∈N and projection
directions (θn)n∈N, where each θn is distributed according to the normalized surface measure on
Sn−1, each X(n,p) is distributed according to the normalized cone measure on the unit ℓnp -sphere
and each X(n,p) is distributed according to the normalized volume measure on the unit ℓnp ball (for
a precise definition of cone and surface measures, see Section 1.4). The geometric structure of
finite-dimensional ℓnp spaces, is of considerable interest. While the geometry is well understood
in terms of the classical theory, which largely focused on laws of large numbers, CLTs and
concentration results [8, 18, 32, 33], recent large deviations results obtained using probabilistic
techniques have shed further insight into the geometric structure of these spaces (see [31] for
a recent survey). Our article contributes to this body of work, with a focus on estimates
on the tail probabilities that are asymptotically exact, as the dimension goes to infinity. It
is worthwhile to mention that for the Euclidean norm of a random vector distributed on an
isotropic convex body, sharp large deviation upper bounds were obtained in several works (see,
for example, [14, 18, 25, 30] and references therein). While these estimates have the very nice
feature that they are universal (in that they apply for all isotropic convex bodies or, more
generally, logconcave measures), that very feature also makes them not tight for many specific
sub-classes of convex bodies. As a consequence, our proof techniques are different from those
used in the latter works, and may be of independent interest. In addition, in a companion
paper [26], the results obtained here are used to develop and analyze importance sampling
algorithms to compute geometric quantities such as the volume fraction of small ℓnp -spherical
caps in the direction θn, which would be infeasible to compute with resaonable accuracy using
standard Monte Carlo estimation since the quantities are vanishingly small. We expect that
such computational approaches based on large deviations may be useful more generally in the
study of high-dimensional geometric structures.
In another direction, our results can also be viewed as a geometric generalization of classical
sharp large deviation estimates in the spirit of Bahadur and Ranga Rao [4], which we now briefly
recall. Given a sequence of independent and identically distributed (i.i.d.) random variables
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(Xi)i∈N, for each n ∈ N, let Sn denote the corresponding empirical mean:
Sn :=
1
n
n∑
i=1
Xni =
1√
n
〈Xn,In〉 , (1.1)
where Xn := (X1, . . . ,Xn) and I
n := 1√
n
(1, 1, · · · , 1) ∈ Sn−1. Under suitable assumptions on
the (marginal) distribution of X1 it was shown in [4] that
P (Sn ≥ a) = e
−nI(a)
σaτa
√
2πn
(1 + o(1)) . (1.2)
Key ingredients of the proof in [4] include identification of a “tilted” measure (that is absolutely
continuous with respect to the original product measure) under which the rare event on the
left-hand side of (1.2) becomes typical, and a quantitative CLT for the sequence (Sn)n∈N under
the tilted measure. In the case of i.i.d. sums, this tilted measure is also another product measure
[4], and so the second step follows from the standard CLT and associated Edgeworth expansions,
once the second and third moments of Sn under the tilted measure are identified.
In this article we obtain analytical estimates of tail probabilities of the scaled random pro-
jection
W (n,p) :=
n1/p
n1/2
〈
X(n,p), θn
〉
=
1
n
n∑
i=1
(
n1/pX
(n,p)
i
)(
n1/2θni
)
, (1.3)
with (X(n,p))n∈N and (θn)n∈N as defined above for some p ∈ (1,∞), conditioned on the sequence
of projection directions θ = (θn)n∈N. In addition, corresponding results for ℓnp balls, where X(n,p)
is replaced with X(n,p), are also obtained. While (quenched) sharp large deviations of sums of
weighted i.i.d. random variables with i.i.d. weights have been considered in more recent work [10],
comparing the expressions for W (n,p) and Sn in (1.3) and (1.1), respectively, we see that W (n,p)
is a randomly weighted sum of random variables that are not independent, with random weights
that are also not independent. Thus, the analysis in this case is significantly more challenging and
requires several new ingredients. We will instead exploit a known probabilistic representation
for the cone measure on ℓnp -spheres [32] to rewrite the tail event {W (n,p) ≥ a) as the probability
that a certain two-dimensional random vector lies in a certain domain in R2 (see Section 2.4),
and then establish sharp large deviation estimates for the latter. This transformation turns out
to be useful even though sharp large deviations in multiple dimensions are more involved, and
none of the existing results (see, e.g., [2, 5, 19] and references therein) apply to our setting. We
use Fourier analysis and a change of measure argument to obtain an asymptotic expansion for
the quenched two-dimensional density (see Proposition 4.4 and Section 6) and then integrate it
over the appropriate domain. To identify the appropriate change of measure or “tilted” measure,
we first obtain (in Lemma 2.1) a simplification of the quenched large deviation rate function
obtained in [17] that allows us to show that it is strictly convex, and thus has a unique minimizer.
In the case of ℓnp balls, the added difficulty is that we are integrating over a (three-dimensional)
domain whose boundary is non-smooth at the point of interest (see Section 2.4 for details), which
introduces additional subtleties into the calculation of the the associated Laplace-type asymp-
totic integral (see Lemma 5.1). Along the way, we also establish quantitative central limit
theorems under the change of measure (see Lemma 3.4), which may be of independent interest.
As elaborated in Remarks 2.7 and 2.9, our analytical sharp large deviation estimates do indeed
capture additional geometric information beyond the large deviation rate function, and in fact
show that there is a significant difference between tail probabilities in ℓnp balls and spheres.
Analogous sharp large deviation asymptotics can also be obtained in the case p =∞ or, in fact,
for more general product measures; the analysis in this case is much easier (see, e.g., [26]).
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1.3. Outline. A precise statement of the results and an outline of the proofs is given in Section
2. The main analytical results, Theorem 2.4 for ℓnp spheres, and Theorem 2.6 for ℓ
n
p balls, are
proved in Sections 4 and 5, respectively. The proofs rely on several auxiliary results, including a
multi-dimensional reformulation of the rare event of interest, which is introduced in Section 2.4,
and an asymptotic independence result for the weights established in Section 3. The third, most
important, ingredient is a certain asymptotic expansion for the joint density of a two-dimensional
random vector stated as Proposition 4.4, whose proof is deferred to Section 6. Proofs of several
technical results used in the analysis are deferred to Appendices A–D First, in Section 1.4 we
introduce some common notation used throughout this article.
1.4. Notation and definitions. We use the notation N, R and C to denote the set of positive
integers, real numbers and complex numbers, respectively. For a complex number z ∈ C, we
denote Re{z} to be the real part of z. For a set A, we denote its complement by Ac.
Given a twice differentiable function f : Rd 7→ R, we use Hess f to denote the d× d Hessian
matrix of f . Also, given a m × d matrix A, let AT denote its transpose and when m = d, let
detA denote its determinant. For q ∈ N, define the function space Lq(Rd) to be
Lq(R
d) :=
{
f : Rd 7→ R :
∫
Rd
|f |q dx <∞
}
.
For p ∈ (1,∞) and n ∈ N, denote ‖ · ‖n,p to be the p-th norm in Rn, that is, for x =
(x1, . . . , xn) ∈ Rn,
‖x‖n,p := (xp1 + · · ·+ xpn)1/p .
Let Sn−1p and Bnp denote the unit ℓnp sphere and ball, respectively:
S
n−1
p := {x ∈ Rn : ‖x‖n,p = 1} and Bnp := {x ∈ Rn : ‖x‖n,p ≤ 1}. (1.4)
For the special case p = 2, we use just ‖ · ‖ to denote ‖ · ‖n,2, the Euclidean norm on Rn, and
Sn−1 to denote Sn−12 . Also, define the cone measure on ℓ
n
p as follows: for any Borel measurable
set A ⊂ ℓnp ,
µn,p(A) :=
vol([0, 1]A)
vol(Bnp )
, (1.5)
where [0, 1]A := {xa ∈ Rn : x ∈ [0, 1], a ∈ A}, and vol denotes Lebesgue measure. Note that
when p = 2, the (renormalized) cone measure coincides with the (renormalized) surface measure,
and is equal to the unique rotational invariant measure on Sn−1 with total mass 1.
We end this section with the definition of a large deviations principle (LDP); we refer to [11]
for general background on large deviation theory. For d ∈ N, let P(Rd) denote the space of
probability measures on Rd, equipped with the topology of weak convergence, where recall that
for η, ηn ∈ P(Rd), n ∈ N, ηn is said to converge weakly to η as n → ∞, denoted ηn ⇒ η, if∫
Rd
f(x)ηn(dx)→
∫
Rd
f(x)η(dx) as n→∞ for every bounded and continuous function f on Rd.
Definition 1.1 (Large deviation principle). The sequence of probability measures (ηn)n∈N ⊂
P(R) is said to satisfy a large deviation principle with (speed n and) a good rate function
I : R 7→ [0,∞] if I is lower semicontinuous and for any measurable set A,
− inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
n
log ηn(A) ≤ lim sup
n→∞
1
n
log ηn(A) ≤ − inf
x∈cl(A)
I(x),
where Ao and cl(A) denote the interior and closure of A, respectively. Moreover, we say that I
is a good rate function if it has compact level sets. A sequence of random variables (Vn)n∈N is
said to satisfy an LDP if the corresponding sequence of laws (P−1 ◦ Vn)n∈N satisfies an LDP.
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2. Statement of main results
Fix p ∈ (1,∞). Consider a probability space (Ω,F ,P) on which are defined three independent
sequences Θ = (Θn)n∈N, X = (X(n,p))n∈N and X = (X(n,p))n∈N, where Θ takes values in the
sequence space S := ⊗n∈NSn−1, with Θn ∈ Sn−1 denoting the n-th element of that sequence,
each X(n,p) is distributed according to the cone measure µn,p on the unit ℓ
n
p sphere, as defined
in (1.5), and each X(n,p) is distributed according to the normalized volume measure on the unit
ℓnp ball. We assume that Θ has distribution σ, where σ is any probability measure on S whose
image under the mapping θ ∈ S 7→ θn ∈ Sn−1 coincides with µn,2, the unique rotation invariant
measure on Sn−1. The dependence between the random vectors Θn for different n ∈ N can be
arbitrary and, for our purposes, the dependence between the vectors X(n,p) and X(n,p), n ∈ N,
will be irrelevant. For θ ∈ S, denote Pθ to be the probability measure P conditioned on Θ = θ,
and let E and Eθ denote expectation with respect to P and Pθ, respectively. For n ∈ N, let
W (n,p) be the normalized scalar projection of X(n,p) along Θn defined as
W (n,p) :=
n1/p
n1/2
n∑
i=1
X
(n,p)
i Θ
n
i , (2.1)
and similarly let W(n,p) be the normalized scalar projection of X(n,p) defined as
W(n,p) :=
n1/p
n1/2
n∑
i=1
X
(n,p)
i Θ
n
i . (2.2)
First, in Section 2.1 we recall the quenched LDP for ℓnp balls of [17] and obtain an important
simplification of the quenched LDP rate function obtained therein, which in particular shows
that it is convex and has a unique minimum. The latter property will be crucial for our analysis.
We then present our sharp large deviation results for projections of ℓnp spheres and ℓ
n
p balls in
Sections 2.2 and 2.3, respectively. Finally, in Section 2.4 we provide a brief outline of the proof,
and also compare our results with classical Bahadur-Raga Rao bounds.
2.1. Simplification of the Quenched LDP rate function. We now present our analytical
(quenched) sharp large deviation estimate. Fix p ∈ (1,∞). We first state quenched LDPs for
the sequences (W (n,p))n∈N and (W(n,p))n∈N. Let γp ∈ P(R) be the probability measure of the
generalized p-th Gaussian distribution with density
fp(y) :=
1
2p1/pΓ(1 + 1p)
e−|y|
p/p, y ∈ R, (2.3)
where Γ is the Gamma function. For t1, t2 ∈ R, define
Λp(t1, t2) := log
(∫
R
et1y+t2|y|
p
γp(dy)
)
, (2.4)
and
Ψp(t1, t2) :=
∫
R
Λp(t1u, t2)γ2(du). (2.5)
Also, let Ψ∗p be the Legendre transform of Ψp:
Ψ∗p(t1, t2) := sup
s1,s2∈R
{t1s1 + t2s2 −Ψp(s1, s2)}, t1, t2 ∈ R. (2.6)
It was shown in Theorem 2.5 of [17] that for σ-a.e. θ, under Pθ, the sequence (W
(n,p))n∈N
satisfies an LDP with (speed n and) a quasiconvex good rate function
Ip(t) = inf
τ1∈R,τ2>0:τ1τ−1/p2 =t
Ψ∗p(τ1, τ2), (2.7)
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where recall that a quasiconvex function is a function whose level sets are convex. Note that the
rate function is universal in the sense that it is the same for σ-a.e. θ. Furthermore, it follows
from Lemmas 3.1 and 3.4 of [17] that (W (n,p))n∈N also satisfies an LDP with the same speed
and rate function.
We show in the following lemma that the infimum in (2.7) is attained uniquely at (t, 1),
yielding a simpler form for the rate function that shows that it is strictly convex and has a
unique minimizer. The latter is a crucial property for both obtaining sharp large deviation
estimates and developing importance sampling algorithms.
Lemma 2.1. For p ∈ (1,∞) and a > 0,
inf
τ1∈R,τ2>0:τ1τ−1/p2 =a
Ψ∗p(τ1, τ2) = Ψ
∗
p(a, 1) = sup
s1,s2∈R
{as1 + s2 −Ψp(s1, s2)} .
The proof of Lemma 2.1 is relegated to Appendix A; when combined with Theorem 2.5,
Lemma 3.1 and Lemma 3.4 of [17], it yields the following simpler form of the quenched LDP.
Theorem 2.2. For p ∈ (1,∞), σ-a.e. θ, under Pθ, the sequences (W (n,p))n∈N and (W(n,p))n∈N
both satisfy an LDP with the strictly convex, symmetric, good rate function Ip given by
Ip(a) := Ψ
∗
p(a, 1) = sup
s1,s2∈R
{as1 + s2 −Ψp(s1, s2)} . (2.8)
2.2. Results on projections of ℓnp spheres. We now introduce notation to state the sharp
large deviation estimate for W (n,p). Recall from (2.6) that Ψ∗p is the Legendre transform of Ψp.
Define Jp ⊂ R2 to be the effective domain of Ψ∗p:
Jp := {(x1, x2) ∈ R2 : Ψ∗p(x1, x2) <∞}. (2.9)
Since by [17, Lemma 5.8], Λp defined in (2.4) is strictly convex on its effective domain, which we
denote by Dp, Ψp is also strictly convex on Dp. For x = (x1, x2) ∈ Jp, let λx = (λx,1, λx,2) ∈ R2
be the unique point that attains the supremum in the definition of Ψ∗p,
Ψ∗p(x) = 〈x, λx〉 −Ψp(λx), (2.10)
and define Hx = Hp,x, where
Hp,x := (HessΨp)(λx), (2.11)
where we suppress the dependence on p from λx and Hx. Also, fix a > 0 such that Ip(a) < ∞.
With some abuse of notation, we write λa = λa∗ and Ha = Ha∗ , where a∗ = (a, 1). Note that
then λa = (λa,1, λa,2) ∈ R2 is the unique maximizer in (2.8), that is,
Ψ∗p(a, 1) = aλa,1 + λa,2 −Ψp(λa,1, λa,2), (2.12)
and
Ha := (HessΨp) (λa). (2.13)
Next, define the positive constants ξa = ξp,a and κa = κp,a via the relations
ξ2a := 〈Haλa, λa〉, (2.14)
κ2a := 1−
∣∣λ2a,2(Ha)−111 − 2λa,1λa,2(Ha)−112 + λ2a,1(Ha)−122 ∣∣ (a2 + p2)3/2
(λ2a,1 + λ
2
a,2)
3/2p(p− 1)a . (2.15)
Finally, also define the following functions: for x ∈ R,
ℓa(x) := Λp(xλa,1, λa,2),
ℓa,1(x) := x∂λa,1Λp(xλa,1, λa,2),
ℓa,2(x) := ∂λa,2Λp(xλa,1, λa,2),
(2.16)
whose dependence on p is again not explicitly notated.
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Remark 2.3. Although it is not obvious that the right-hand side of (2.15) is positive, this will
be apparent from the proof of Theorem 2.4.
We are now ready to state the sharp large deviation estimate for scaled projections of ℓnp
spheres.
Theorem 2.4. Fix p ∈ (1,∞) and a > 0 such that Ip(a) < ∞. Then the following statements
hold:
(i) For n ∈ N, there exist mappings Rna = Rnp,a : Sn−1 7→ R and cna = cnp,a : Sn−1 7→ R2 such
that for σ-a.e. θ,
Pθ
(
W (n,p) > a
)
=
Cna (θ
n)
κaξa
√
2πn
e−nIp(a)+
√
nRna (θ
n)(1 + o(1)), (2.17)
where
Cna (θ
n) := exp
(∥∥∥H−1/2a cna(θn)∥∥∥2) , (2.18)
and ξa = ξp,a and κa = κp,a are the constants defined in (2.14) and (2.15), respectively.
(ii) Moreover, there exist sequences of random variables (rn = r
n
p,a)n∈N, (sn = snp,a)n∈N, and
(tn,i = t
n
p,a,i)n∈N, i = 1, 2, (defined on some common probability space) such that for each
n ∈ N,
(Rna(Θ
n), cna (Θ
n))
(d)
=
(
rn +
1√
n
sn + o
(
1√
n
)
, (tn,1 + o(1), tn,2 + o(1))
)
, (2.19)
and as n→∞,
(rn, sn, tn,1, tn,2)⇒ (R,S,T1,T2),
where
(R,S,T1,T2) :=(
A˜− 1
2
E[ℓ′a(Z)Z]D˜,
1
8
E[ℓ′′a(Z)Z
2]D˜2, E˜− 1
2
E
[
ℓ′a,1(Z)Z
]
D˜, G˜− 1
2
E
[
ℓ′a,2(Z)Z
]
D˜
)
,
and Z is a standard Gaussian random variable and (A˜, D˜, E˜, G˜) are jointly Gaussian
with mean 0 and covariance matrix Σa = Σp,a that takes the following explicit form:
Cov(ℓa(Z), ℓa(Z)) Cov(ℓa(Z), Z
2) Cov(ℓa(Z), ℓa,1(Z)) Cov(ℓa(Z), ℓa,2(Z))
Cov(Z2, ℓa(Z)) Cov(Z
2, Z2) Cov(Z2, ℓa,1(Z)) Cov(Z
2, ℓa,2(Z))
Cov(ℓa,1(Z), fa(Z)) Cov(ℓa,1(Z), Z
2) Cov(ℓa,1(Z), ℓa,1(Z)) Cov(ℓa,1(Z), ℓa,2(Z))
Cov(ℓa,2(Z), ℓa(Z)) Cov(ℓa,2(Z), Z
2) Cov(ℓa,2(Z), ℓa,1(Z)) Cov(ℓa,2(Z), ℓa,2(Z))
 .
(2.20)
An outline of the proof of Theorem 2.4 is given in Section 2.4, with the complete proof given
in Sections 4.3 and 4.4; the precise definitions of the functions cna and R
n
a are given in (4.7)
and (4.8), respectively. As a corollary, combining the two parts of Theorem 2.4, we obtain an
alternative expression for the (distribution of the random) tail probability.
Corollary 2.5. Fix p ∈ (1,∞) and a > 0 such that Ip(a) <∞. For n ∈ N, recall the definitions
of (rn)n∈N, (sn)n∈N and (tn)n∈N in Theorem 2.4 (ii), and that of Ha from (2.13). Then
PΘ
(
W (n,p) > a
)
(d)
=
Mn
κaξa
√
2πn
e−nIp(a)+
√
nrn(1 + o(1)),
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where
Mn := exp
(
sn +
∥∥∥H−1/2a tn∥∥∥2) . (2.21)
Moreover, as n→∞,
(Mn, rn)⇒
(
exp
(
S+
∥∥∥H−1/2a T∥∥∥2) ,R) , (2.22)
where (R,S,T1,T2) is defined as in Theorem 2.4(ii).
Proof. By (2.17), (2.18) and (2.19), the tail probability can be written as
PΘ
(
W (n,p) > a
)
(d)
=
e
∥∥∥H−1/2a tn
∥∥∥2+o(1)
κaξa
√
2πn
e−nIp(a)+
√
nrn+sn+o(1)(1 + o(1))
=
Mn
κaξa
√
2πn
e−nIp(a)+
√
nrn(1 + o(1)),
since exp(o(1)) = o(1).
Lastly, from the relation (2.21), the mapping (rn, sn, tn,1, tn,2) 7→ (Mn, rn) is continuous.
Therefore, we may apply the continuous mapping theorem to the last display, and invoke The-
orem 2.4(ii) to obtain the joint convergence (2.22). 
2.3. Results on projections of ℓnp balls. Next, we state the corresponding sharp large devi-
ation results for balls. For p ∈ (1,∞) and a > 0, recall that λa,1 is the first coordinate of the
maximizer λa in the expression for Ψ
∗
p(a) in (2.10), and Ha is as defined in (2.13), and define
the positive constant γa = γp,a via the relation
γ2a := λ
2
a,1(1 + aλa,1)
2 detHa
∣∣∣∣−a(p− 1)p2 λa,1 + 2ap (Ha)−112 + (Ha)−122 + a2p2 (Ha)−111
∣∣∣∣ . (2.23)
Theorem 2.6. Fix p ∈ (1,∞) and a > 0 such that Ip(a) <∞. Then for n ∈ N,
Pθ
(
W(n,p) > a
)
=
Cna (θ
n)
γa
√
2πn
e−nIp(a)+
√
nRna (θ
n)(1 + o(1)), (2.24)
where Cna is defined in (2.18), γa = γp,a is the constant defined in (2.23), and R
n
a , c
n
a are the
constants given in Theorem 2.4.
Remark 2.7. (i) Note that the tail probability in (2.24) has a geometric interpretation,
in that it characterizes the volumes of spherical caps (at level a) of ℓnp balls along the
direction θn.
(ii) While it follows from the results of [17] (see Theorem 2.2) that the LDPs for random
projections of ℓnp balls and spheres coincide (in the sense that they have the same speed
and rate function), we see from (2.17) and (2.24) that although the two prefactors have
a similar form, their actual values differ significantly as borne out by the numerical
computations in [26]). Thus, the sharp large deviation estimates obtained here are
sufficiently refined to distinguish these two objects.
Similar to Corollary 2.5, we have the following immediate corollary for balls:
Corollary 2.8. Fix p ∈ (1,∞) and a > 0 such that Ip(a) <∞. For n ∈ N, recall the definitions
of (Mn)n∈N and (rn)n∈N in Corollary 2.5. Then
PΘ
(
W(n,p) > a
)
(d)
=
Mn
γa
√
2πn
e−nIp(a)+
√
nrn(1 + o(1)),
where (2.21) and (2.22) hold.
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Remark 2.9. Note that, for both spheres and balls, while the asymptotic exponential decay
rate of the tail probability is insensitive to the projection direction sequence in the sense that
for σ-a.e. θ ∈ S, the large deviation rate function under Pθ is the same, and equal to Ip,
the respective prefactors in the sharp large deviation estimate in Theorem 2.4 do exhibit a
dependence on θ via the additional factors Rna(·) and Cna (·), which are common to both balls
and spheres and encode additional geometric information. Indeed, these factors vanish when
p = 2 (reflecting the symmetry of the ℓn2 -sphere), and it can be shown that for p > 2, the
maximum of Rnp,a on S
n−1 is attained at the vectors (±1, . . . ,±1)/√n, while the minimum is
attained on the basis vectors {±ej , j = 1, . . . , n}, with the opposite true for p < 2, reflecting
the difference in geometry of ℓnp spheres for p < 2 and p > 2. Indeed, these results can be
deduced from the definition of Rna = R
n
p,a given in (4.8), and Proposition D.2. More broadly,
this observation motivates obtaining sharp large deviation estimates for projections of more
general high-dimensional objects (that are less well understood than ℓnp balls) to uncover new
geometric information about these objects.
2.4. A reformulation and the proof outline. Fix p ∈ (1,∞). As mentioned in the introduc-
tion, one of the reasons the estimate (2.17) is challenging to establish is that W (n,p) and W(n,p)
are weighted sums of random variables that are not independent, where the random weights
are also themselves not independent. In this section we provide a brief outline of our proof and
additional insight into the form of the sharp large deviation estimates, contrasting them with
existing results, and explaining the role of various constants.
We start by providing an outline of the proof for ℓnp spheres and then discuss the additional
difficulties that appear in the analysis of ℓnp balls. The first step of the proof is to reformulate the
probability of the rare event in terms of a certain two-dimensional random vector S¯(n,p) using a
well-known probabilistic representation for random vectors X(n,p) that we now recall. Assume
without loss of generality that the probability space (Ω,F ,P) is large enough to also support an
i.i.d. sequence of generalized p-th Gaussian random variables (Y
(p)
i )i∈N, independent of Θ, and
define the n-dimensional random vector Y (n,p) := (Y
(p)
1 , . . . , Y
(p)
n ), where each Y
(p)
j has density
fp defined in (2.3). Then, it follows from [32, Lemma 1] (see also a statement of this property
at the bottom of p. 548 in [9]) that
X(n,p)
(d)
=
Y (n,p)∥∥Y (n,p)∥∥
n,p
, n ∈ N, (2.25)
where recall that ‖x‖n,p denotes the p-norm in Rn. Define the R2-valued random vector
S¯(n,p) :=
1
n
n∑
j=1
(√
nΘnj Y
(p)
j ,
∣∣∣Y (p)j ∣∣∣p) . (2.26)
In view of (2.1) and (2.25), for a > 0 and θ ∈ S, we may rewrite the tail probability on the
left-hand side of (2.17) as
Pθ
(
W (n,p) > a
)
= P
n1/p
n
n∑
j=1
√
nθnj Y
(p)
j∥∥Y (n,p)∥∥
n,p
> a

= P
 1
n
n∑
j=1
√
nθnj Y
(p)
j > a
 1
n
n∑
j=1
∣∣∣Y (p)j ∣∣∣p
1/p

= Pθ
(
S¯(n,p) ∈ D¯p,a
)
, (2.27)
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where
D¯p,a :=
{
(x, y) ∈ R2 : y > 0, x > ay1/p
}
. (2.28)
On the other hand, again from [32, Lemma 1], we also have an equivalent representation for
X(n,p):
X(n,p)
(d)
= U1/n
Y (n,p)∥∥Y (n,p)∥∥
n,p
, n ∈ N, (2.29)
where U is a uniform random variable on [0, 1], independent of the sequence (Y (n,p))n∈N. Define
the R3-valued random vector
S¯(n,p) :=
 1
n
n∑
j=1
√
nΘnj Y
(p)
j ,
1
n
n∑
j=1
∣∣∣Y (p)j ∣∣∣p ,U1/n
 = (S¯(n,p),U1/n) . (2.30)
From the equivalent representation (2.29), for a > 0 and θ ∈ S, we may rewrite the tail proba-
bility of W(n,p) as
Pθ
(
W(n,p) > a
)
= P
n1/p
n
n∑
j=1
U1/n
√
nθnj Y
(p)
j∥∥Y (n,p)∥∥
n,p
> a

= P
U1/n 1
n
n∑
j=1
√
nθnj Y
(p)
j > a
 1
n
n∑
j=1
∣∣∣Y (p)j ∣∣∣p
1/p

= Pθ
(
S¯(n,p) ∈ D¯p,a
)
, (2.31)
where
D¯p,a :=
{
(x1, x2, y) ∈ R3 : 1 ≥ y ≥ 0, x2 > 0, x1y > ax1/p2
}
. (2.32)
Remark 2.10. Throughout the paper, we will often use an overline to denote quantities related
to these multi-dimensional reformulations, and script fonts for quantities related to ℓnp balls.
While several results on sharp large deviations in multiple dimensions have been obtained
(see, e.g., [2, 19] as well as [5] for a comprehensive list of references), none of these cover the
cases of interest in (2.27) and (2.31). In particular, the work [2] considers empirical means of
i.i.d. random vectors whereas, under Pθ, S¯
(n,p) is the empirical mean of non-identical random
vectors, and further, the results of [19] also do not apply since Assumption (A.2) of [19] therein
is not satisfied here. In particular, we see that we have an additional
√
n factor in the exponent
of (2.17) compared with [19, Equation (3)]. Instead, we will first exploit quantitative asymptotic
independence results of the weights (Θni )j=1,...,n obtained in Section 3, and combine them with
new asymptotic estimates for certain Laplace-type integrals (in Sections 4 and 5).
Remark 2.11. Comparing the estimate in (2.17) with the sharp large deviation estimate for
the projection of an i.i.d. sum on to the In = (1, 1, . . . , 1)/
√
n direction given in (1.2), we see
that ξa here plays a role similar to σaτa in (1.2). On the other hand, the additional constant
κa in (2.17) arises due to the geometry of the domain D¯p,a and the fact that we obtain this
estimate by considering first a two-dimensional sharp large deviations. From a technical point
of view, the additional θn dependent terms Rna(θ
n) and cna(θ
n) arise because we are considering
(quenched) sharp large deviations of a vector S¯(n,p) whose independent summands are not iden-
tically distributed under Pθ on account of the different weights arising from the coordinates of
θn. From their exact definitions given in (4.8) and (4.7), it is easy to see that both terms would
vanish if we considered θ ∈ S such that θn = In = (1, 1, . . . , 1)/√n.
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3. Asymptotic Independence Results for the Weights
Recall that P(R) is the set of probability measures on R. Denote
Pp(R) :=
{
ν ∈ P(R) :
∫
R
|u|p ν(du) <∞
}
,
and equip Pp(R) with the p-Wasserstein distance defined to be
Wp(ν, ν ′) := inf
π∈Π(ν,ν′)
∫
R2
|x− y|p π(dx, dy), ν, ν ′ ∈ Pp(R). (3.1)
where Π(ν, ν ′) denotes the set of couplings of ν and ν ′ or equivalently, the set of probability
measures on R2 whose first and second marginals coincide with ν and ν ′, respectively.
Now, define a function with polynomial growth in the natural way.
Definition 3.1. Given m ∈ N, we say that a function f : R 7→ R has polynomial growth of
degree m if there exists T ∈ R such that
|f(t)| ≤ C (|t|m + 1) , for |t| > T.
We say a function f : R 7→ R has polynomial growth if it has polynomial growth of degree m
for some m ∈ N.
Then we recall that the p-Wasserstein distance characterizes the following convergence of
integrals.
Lemma 3.2 (Definition 6.8 and Theorem 6.9 of [36]). Let (νn)n∈N ⊂ Pp(R) and ν ∈ Pp(R).
Then the following two statements are equivalent:
(1) Wp(νn, ν)→ 0.
(2) For all continuous φ : R 7→ R that has polynomial growth of degree p∫
R
φ(x)νn(dx)→
∫
R
φ(x)ν(dx).
For each n ∈ N and θ ∈ S, let Lnθ denote the empirical measure of the coordinates of the
scaled projection direction
√
nθn:
Lnθ :=
1
n
n∑
i=1
δ√nθni . (3.2)
We first recall a strong law of large numbers for (Lnθ )n∈N that was established in [17, Lemma
5.11]. Recall that γ2 denotes the standard normal distribution.
Lemma 3.3 (Lemma 5.11 of [17]). For p ∈ (1,∞), for σ-a.e. θ ∈ S,
Wp (Lnθ , γ2)→ 0, as n→∞.
Next, we establish a central limit theorem refinement of Lemma 3.3. Given an i.i.d. array
{Zn = (Znj , j = 1 . . . , n)}n∈N of standard normal random variables, for any twice continuously
differentiable function φ, define
sˆn(φ) :=
n∑
j=1
φ′′(Znj )
2
( √
nZnj
‖Zn‖n,2
− Znj
)2
, (3.3)
and, set
rˆn(φ) :=
1√
n
n∑
j=1
[
φ(Znj )−
∫
R
φ(x)γ2(dx) + φ
′(Znj )
( √
nZnj
‖Zn‖n,2
− Znj
)]
. (3.4)
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Lemma 3.4. Suppose F , G : R 7→ R are thrice and twice continuously differentiable func-
tions, respectively, such that F ′′′ and G′′ have polynomial growth. Then we have the following
expansion,
√
n
(∫
R
F (x)LnΘ(dx)−
∫
R
F (x)γ2(dx),
∫
R
G(x)LnΘ(dx) −
∫
R
G(x)γ2(dx)
)
(d)
=
(
rˆn(F ) +
1√
n
sˆn(F ) + o
(
1√
n
)
, rˆn(G) + o(1)
)
,
where sˆn and rˆn are as defined in (3.3) and (3.4), and as n→∞,
(rˆn(F ), sˆn(F ), rˆn(G))⇒
(
A˜− 1
2
E[F ′(Z)Z]D˜,
1
8
E[F ′′(Z)Z2]D˜2, E˜− 1
2
E
[
G′(Z)Z
]
D˜
)
where (A˜, D˜, E˜) is jointly Gaussian with mean 0 and covariance matrix Cov(F (Z), F (Z)) Cov(G(Z), Z2) Cov(F (Z), G(Z))Cov(Z2, F (Z)) Cov(Z2, Z2) Cov(Z2, G(Z))
Cov(G(Z), F (Z)) Cov(G(Z), Z2) Cov(G(Z), G(Z))
 ,
where Z is a standard normal random variable.
This result is similar in spirit to [21, Theorem 1.1], which establishes a central limit theorem
for the sequence of q-norms of
√
nθn, n ∈ N. Here, we obtain fluctuation estimates for suitable
joint functionals of
√
nθn, for which we we first apply a Taylor expansion to the functionals.
The proof of Lemma 3.4 is deferred to Appendix B.
4. Proof of the sharp large deviation estimate for spheres
Throughout this section, fix p ∈ (1,∞), θ ∈ S, and for n ∈ N, recall from Section 2.4 the
definition of the two-dimensional random vector S¯n = 1n
∑n
j=1(
√
nΘnj Yj, |Yj |p), where (Yj)j∈N is
an i.i.d. sequence of random variables with common density fp as in (2.3), and for θ ∈ S, let h¯nθ
denote the (joint) density of S¯n under Pθ, where in this section we will typically suppress the
dependence of h¯nθ , S¯
n and Yj and other quantities on p. In view of (2.27), we then have
Pθ
(
W (n,p) > a
)
=
∫
D¯a
h¯nθ (x, y)dxdy, (4.1)
where D¯a = D¯p,a is the domain defined in (2.28).
Remark 4.1. Note that h¯nθ depends on θ only through θ
n. For notational simplicity we will
adopt this convention throughout, namely for quantities that depend on both n and θn, we will
use a superscript n to denote the former dependence and a subscript θ instead of θn to denote
the dependence on θn.
To estimate the tail probability in (4.1), we obtain a key asymptotic expansion for the joint
density h¯nθ in Proposition 4.4 of Section 4.2, and then use this result in Sections 4.3 and 4.4 to
prove the two assertions of Theorem 2.4. The proof of Proposition 4.4 is rather involved, and
hence, deferred to Section 6. We first state a preliminary result in Section 4.1.
4.1. Estimates on the joint logarithmic moment generating function. We obtain an
estimate on the growth of the log moment generating function Λp of (Yj , |Yj|p) defined in (2.4),
which will be useful in the subsequent discussion. The following expression was established
in [17, Lemma 5.7]:
Λp(t1, t2) = −1
p
log(1− pt2) + logMγp
(
t1
(1− pt2)1/p)
)
, t1 ∈ R, t2 < 1
p
, (4.2)
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where
Mγp(t) := E
[
etYj
]
, t ∈ R (4.3)
is the moment generating function of Yj, and thus Λp has polynomial growth in the first variable,
t1, in the sense of Definition 3.1. In order to understand the growth in t1 of the derivatives of
Λp, it suffices to understand the derivatives of logMγp .
Lemma 4.2. For 1 < p < ∞, let Mγp and Λp be as defined in (4.3) and (2.4), respectively.
Then for every k ∈ N,
t 7→ d
k
dtk
logMγp(t),
exists and has at most polynomial growth. Therefore, for j, k ∈ N,
∂j1∂
k
2Λ(t1, t2)
has at most polynomial growth in t1.
The proof of Lemma 4.2 involves detailed, but conceptually straightforward, estimates, and
is thus deferred to Appendix C.
4.2. An asymptotic expansion for the joint density. The main result of this section is
Proposition 4.4, which provides an asymptotic expansion for the joint density h¯nθ of the two-
dimensional random vector S¯n under Pθ. To state the result, for n ∈ N, define
V¯ nj := (
√
nΘnj Yj, |Yj|p), j = 1, . . . , n. (4.4)
For t = (t1, t2) ∈ C2, the Laplace transform of (Yj , |Yj |p) is given as
Φp(t1, t2) := E
[
et1Yj+t2|Yj |
p
]
, (4.5)
where the domain of convergence of Φp is C× {t2 ∈ C : Re{t2} < 1/p}. Indeed,∣∣∣et1Yj+t2|Yj |p∣∣∣ ≤ eRe{t1}Yj+Re{t2}|Yj |p
has finite expectation when Re{t2} < 1/p. Define Dp ⊂ R2 to be
Dp :=
{
(t1, t2) ∈ R2 : t2 < 1/p
}
.
Note that this is consistent with the earlier definition of Dp given after Theorem 2.2 as the
effective domain of Λp. For t = (t1, t2) ∈ Dp and θ ∈ S, also define
Ψnp,θ(t) :=
1
n
n∑
j=1
log Φp(
√
nθnj t1, t2) =
∫
R
log Φp(ut1, t2)L
n
θ (du), (4.6)
where Lnθ is the empirical measure of the coordinates of
√
nθn, as defined in (3.2).
Remark 4.3. Since u 7→ log Φp(ut1, t2) has polynomial growth by Lemma 4.2, Lemma 3.3 shows
that for each t ∈ Dp, and σ-a.e. θ, Ψnp,θ(t) converges to Ψp(t) as n→∞, with Ψp(t) as in (2.5)
and recalling that Λp(·) = logΨp(·) on Dp.
Finally, recall the definition of Jp from (2.9) and for x ∈ Jp, also define for θ ∈ S,
cnx(θ
n) :=
√
n∇ (Ψnp,θ(λx)−Ψp(λx)) , Hnx(θn) := HessΨnp,θ(λx), (4.7)
and
Rnx(θ
n) :=
√
n(Ψnp,θ(λx)−Ψp(λx)), (4.8)
where we drop the explicit dependence on p from cnx, Hnx , and Rnx, and note that the right-hand
sides above do indeed depend on θ only through θn (see Remark 4.1). Also, for a > 0, with the
same abuse of notation used for Ha earlier, we will use cna and Rna to denote the functions cna∗
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and Rna∗ , respectively, where a
∗ = (a, 1). We will show in Section 6.2 that cnx(θn) and Hnx(θn)
are the mean and covariance matrix, respectively, of 1√
n
∑n
j=1(V¯
n
j −x) under a certain quenched
tilted measure; see (6.11) and (6.12).
Proposition 4.4. Fix p ∈ (1,∞), and recall the definitions of Ψp,Ψ∗p,Jp and Ψnp,θ given in
(2.5), (2.6), (2.9) and (4.6), respectively, and for x ∈ Jp, recall the definitions of Hx, cnx(·) and
Rnx(·) from (2.11), (4.7) and (4.8), respectively. Then for σ-a.e. θ,
h¯nθ (x) =
n
2π
g¯nθ (x)e
−nΨ∗p(x)(1 + o(1)), (4.9)
where
g¯nθ (x) := detH−1/2x e
√
nRnx (θ
n)e
∥∥∥H−1/2x cnx(θn)
∥∥∥2
, (4.10)
and the expansion in (4.9) is uniform on any compact subset of Jp.
Section 6 is devoted to the proof of Proposition 4.4, with the final proof given in Section 6.4.
First, in the next two sections, we show how this result can be used to prove the main results in
Theorem 2.4. Since the proof of the first assertion of Theorem 2.4 requires estimates on Rnx(θ
n)
and cnx(θ
n), we will start by proving the second assertion of Theorem 2.4.
4.3. Proof of Theorem 2.4(ii). We start by obtaining expansions for Rna(Θ
n) and cna(Θ
n).
First, note that since the derivatives of the functions ℓa, ℓa,1 and ℓa,2 defined in (2.16) have at
most polynomial growth by Lemma 4.2, we may apply Lemma 3.4 to obtain
Rna(Θ
n) =
1√
n
n∑
i=1
(
ℓa(
√
nΘni )− E[ℓa(Z)]
)
(d)
= rn +
1√
n
sn + o
(
1√
n
)
,
cna(Θ
n) =
1√
n
n∑
i=1
(
ℓa,1(
√
nΘni )− E[ℓa,1(Z)]
ℓa,2(
√
nΘni )− E[ℓa,2(Z)]
)
(d)
=
(
tn,1
tn,2
)
+ o(1).
Moreover, Lemma 3.4 also shows that we have the convergence
(rn, sn, tn,1, tn,2)⇒(
A˜− 1
2
E[ℓ′a(Z)Z]D˜,
1
8
E[ℓ′′a(Z)Z
2]D˜2, E˜− 1
2
E
[
ℓ′a,1(Z)Z
]
D˜, G˜− 1
2
E
[
ℓ′a,2(Z)Z
]
D˜
)
,
where (A˜, D˜, E˜, G˜) is jointly Gaussian with mean 0 and covariance matrix (2.20).
Remark 4.5. Note that the above calculations show that
√
nRnx(θ
n) and ||H−1/2x cnx(θn)||2 are
both o(n) for σ-a.e. θ,
4.4. Proof of Theorem 2.4(i). We are now ready to prove the main estimate (2.17). Fix
p ∈ (1,∞) and a > 0 such that Ip(a) < ∞. By Lemma 2.1, the infimum of Ψ∗p in the closure
cl(D¯a) of D¯a = D¯p,a is attained at a
∗ := (a, 1). Moreover, the assumption Ip(a) < ∞ implies
Ψ∗p(a, 1) < ∞, and hence, a∗ = (a, 1) ∈ Jp. Further, by (2.28), a∗ is a point on the boundary
∂D¯a of D¯a where the boundary is smooth. Let U be any open neighborhood of a
∗ such that
U ⊂ R2> := {(x, y) ∈ R2 : x > 0, y > 0}, and note that the boundary of U ∩ D¯a is also smooth
at a∗. Then, for θ ∈ S, we can split the probability of interest into two parts:
Pθ
(
S¯n ∈ D¯a
)
= Pθ
(
S¯n ∈ D¯a ∩ U
)
+ Pθ
(
S¯n ∈ D¯a ∩ U c
)
. (4.11)
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The proof will proceed in two steps. In the key first step, we will estimate the first term on
the right-hand side of (4.11) by integrating the estimate of the density h¯nθ of S¯
n obtained in
Proposition 4.4 over the domain D¯a ∩ U , and then analyze the asymptotics of the resulting
Laplace type integral, as n → ∞. The second step will involve using the LDP for (S¯n)n∈N to
show that the second term on the right-hand side of (4.11) is negligible.
Step 1. Using the expressions for h¯nθ and g¯
n
θ a from (4.9) and (4.10), respectively, and the
fact that the domain D¯a ∩ U is bounded, we have for σ-a.e. θ,
Pθ
(
S¯n ∈ D¯a ∩ U
)
=
∫
D¯a∩U
h¯nθ (x)dx =
n
2π
Inθ (1 + o(1)), (4.12)
where
Inθ :=
∫
D¯a∩U
g¯nθ (x)e
−nΨ∗p(x)dx. (4.13)
To estimate the Laplace-type integral Inθ we will invoke the following lemma. Recall the
definition of Weingarten maps, for example, from [2, Section 4], let L−1 denote the inverse of a
map L and recall that det(A) denotes the determinant of a matrix A.
Lemma 4.6. Let D ⊂ Rd be a bounded domain whose boundary is a differentiable (d − 1)-
dimensional hypersurface. Also, suppose (gn)n∈N are differentiable functions such that gn(x) =
o(enx) on a neighborhood of D, and f is a nonnegative twice differentiable function defined on
a neighborhood of D such that f achieves its minimum on cl(D), the closure of D, at a unique
point x∗ ∈ ∂D. Then
In :=
∫
D
gn(x)e−nf(x)dx =
(2π)(d−1)/2 det(L−11 (L1 − L2))−1/2
n(d+1)/2〈Hess f−1(x∗)∇f(x∗),∇f(x∗)〉1/2 g
n(x∗)e−nf(x
∗)(1 + o(1)),
where for i = 1, 2, Li is the Weingarten map at x
∗ ∈ ∂D of the curve Ci, where
C1 := {y : f(y) = f(x∗)} and C2 := ∂D.
Proof. The lemma will follow on combining the arguments in [7] with a result from [2]. Note that
In coincides with the integral in [7, Equation (8.31)] when λ, n, φ and g0 therein are replaced
with n, d, −f and gn here. By the stated properties of D, there exists a local chart of coordinate
system, G : U 7→ ∂D for some subset U ⊂ Rd−1, of ∂D around x∗. Let J be the Jacobian
matrix of the transformation G at x∗, and let JT denote its transpose. Then, under the stated
conditions on f,D and gn, the same arguments used to arrive at [7, Equation (8.3.63)] can be
used to deduce that
In = (2π)
(d−1)/2 ∣∣det(JT J)∣∣1/2
n(d+1)/2|detHess(f ◦ G(x∗))|1/2|∇f(x∗)|g
n(x∗)e−nf(x
∗)(1 + o(1)).
Strictly, speaking the results of [7] apply only when gn does not vary with n, but a careful
inspection of the argument therein shows that it remains valid when gn depends on n, as long
as the additional growth assumption gn(x) = o(enx) is satisfied. Next, to further simplify
the expression in the last display, by [2, Equations (4.5) and (4.6)], it follows that under the
aforementioned conditions,∣∣det(JT J)∣∣1/2
|detHess(f ◦ G(x∗))|1/2|∇f(x∗)| =
det(L−11 (L1 − L2))−1/2
〈Hess f−1(x∗)∇f(x∗),∇f(x∗)〉1/2 ,
with L1, L2 as in the lemma. The lemma then follows on combining the last two displays. 
GEOMETRIC SHARP LARGE DEVIATIONS FOR RANDOM PROJECTIONS OF ℓnp SPHERES AND BALLS 17
To apply this lemma to (4.13), replace d, gn, f , x∗ and D with 2, g¯nθ , Ψ∗p, a∗ and D¯a ∩ U ,
respectively, for θ ∈ S, and note that then In corresponds to Inθ . To see that the assumptions
of the lemma are satisfied, note that the domain D¯a ∩ U is bounded with smooth boundary,
g¯nθ is differentiable by its definition (4.10) and Remark 4.5 implies that for σ-a.e. θ,
√
nRnx(θ
n)
and ||H−1/2x cnx(θn)||2 are both o(n), and hence g¯nθ (x) is o(enx) on a neighborhood of D¯a ∩ U .
Now, note that by (2.5), (4.2) and Lemma 4.2, Ψp is twice (in fact infinitely) differentiable on
Dp = R × {t2 : t2 < 1/p}. Then, by the duality of the Legendre transform [40, Section III.D],
it follows that Ψ∗p is twice differentiable at the point a∗, which lies in Jp, the effective domain
of Ψ∗p and achieves its minimum uniquely at a∗ ∈ ∂(D¯a ∩ U). The nonnegativity of Ψ∗p follows
since Ψ∗p is a rate function. Further, again by the duality of the Legendre transform, and the
definition of λa,j in (2.12), we have
∂jΨ
∗
p(a
∗) = λa,j , for j = 1, 2,
and the Hessian matrix of Ψ∗p at a∗ is the inverse of Ha, which is the Hessian matrix of Ψp at
λa, as defined in (2.13). Thus, we conclude from Lemma 4.6 that
Inθ =
(2π)1/2
n3/2
(L−1a,1(La,1 − La,2))−1/2
〈Haλa, λa〉1/2
g¯nθ (a
∗)e−nΨ
∗
p(a
∗)(1 + o(1)), (4.14)
where La,1 and La,2 are the Weingarten maps of the curves C1 := {x ∈ R2 : Ψ∗p(x) = Ψ∗p(a, 1)}
and C2 := {x ∈ R2 : x1 = ax1/p2 }, evaluated at a∗ = (a, 1).
To further simplify (4.14), note that it follows from [2, Example 4.3] that in R2, the Wein-
garten map is reduced to multiplication by the inverse of the radius of the osculating circle,
which is equal to the absolute value of the curvature. Recall that for a curve in R2 defined by
the equation T (x, y) = 0 for a sufficiently smooth map T : R2 7→ R, the curvature at a point x∗
on the curve is given by the formula
T 2y Txx − 2TxTyTxy + T 2xTyy
(T 2x + T
2
y )
3/2
(x∗).
Thus, to calculate the curvature of the curve C1 at a∗, use the above formula with T (x, y) =
Ψ∗p(x, y) −Ψ∗p(a, 1) and x∗ = a∗, and substitute the relations ∂jΨ∗p(a∗) = λa,j, j = 1, 2, and the
definition of Ha mentioned above to conclude that
La,1 =
∣∣λ2a,2(Ha)−111 − 2λa,1λa,2(Ha)−112 + λ2a,1(Ha)−122 ∣∣
(λ2a,1 + λ
2
a,2)
3/2
. (4.15)
On the other hand, the curvature of the graph of a function y = T˜ (x) at the point (x, T˜ (x)) for
sufficiently smooth T˜ : R 7→ R is given by
∣∣∣T˜ ′′(x)∣∣∣ /(1 + (T˜ ′)2(x))3/2. Recalling the definition of
D¯a from (2.28), we can apply this with T˜ (x) = (x/a)
p to compute the curvature of C2 = ∂D¯a
at a∗ as:
La,2 =
p(p− 1)a
(a2 + p2)3/2
. (4.16)
Substituting these calculations back into the expressions (4.12), (4.13) and (4.14), and recalling
the definition of ξa and κa from (2.14) and (2.15), we conclude that
Pθ
(
S¯n ∈ D¯a ∩ U
)
=
1√
2πnξaκa
g¯nθ (a
∗)e−nΨ
∗
p(a
∗)(1 + o(1)). (4.17)
Step 2. We now turn to the second term in (4.11). Note that there exists η > 0 such that
inf
y∈D¯a∩Uc
Ψ∗p(y) > Ψ
∗
p(a
∗) + η.
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By the refinement in Lemma 2.1 of the (quenched) large deviation principle for S¯n established
in [17, Proposition 5.3], Ψ∗p achieves its unique minimum at a∗ = (a, 1). Thus, for σ-a.e. θ,
lim sup
n→∞
1
n
log Pθ
(
S¯n ∈ D¯a ∩ U c
) ≤ −Ψ∗p(a∗)− η, (4.18)
which shows that the term in (4.18) is negligible with respect to (4.17).
When combined, (2.18), (4.8), (4.10), (4.11), (4.17) and (4.18) together yield (2.17). This
completes the proof of Theorem (i).
5. Proof of the sharp large deviation estimate for balls
Fix p ∈ (1,∞) and a > 0 such that Ip(a) < ∞. From the definitions in Section 2.4, specifi-
cally (2.31), note that we have the following expression for the tail probability of projections of
ℓnp balls:
Pθ
(
W(n,p) > a
)
=
∫
D¯a
h¯nθ (x1, x2, y)dx1dx2dy, (5.1)
where for θ ∈ S, h¯nθ (x1, x2, y) is the density under Pθ of the random vector S¯(n,p) = (S¯(n,p),U1/n),
defined in (2.30), and D¯a := D¯p,a ⊂ R3 is the domain defined in (2.32). By the independence of
U and Y (n,p), for x ∈ R2 and y ∈ (0, 1], h¯nθ (x1, x2, y) is the product of h¯nθ (x1, x2), the density of
S¯(n,p) under Pθ evaluated at (x1, x2), and the density of U
1/n at y, which is equal to ny e
n log y.
Hence, by Proposition 4.4, we have the following uniform estimate of h¯nθ : for σ a.e. θ,
h¯nθ (x1, x2, y) =
n2
2π
g¯nθ (x1, x2)e
−nF (x1,x2,y)(1 + o(1)), (x1, x2) ∈ R2, y ∈ (0, 1], (5.2)
where g¯nθ is as defined in (4.10), and
F (x, y) := Ψ∗p(x)− log y, x = (x1, x2) ∈ R2, y ∈ (0, 1]. (5.3)
Thus, as in Section 4.4, the integral (5.1) of interest is once again a Laplace-type integral,
and so one expects the significant contribution to come from the value of the integrand in a
neighborhood of the point
arg min
(x1,x2,y)∈D¯a
F (x1, x2, y) = (a, 1, 1), (5.4)
where the last equality follows from Lemma 2.1 and [17, Lemma 3.2]. However, in this case, the
boundary of the domain D¯a is not smooth at the point (a, 1, 1), and so the same method, in
particular Lemma 4.6, cannot be applied. Instead, in Section 5.1, we use a different approach
(inspired by methods in [39]) to first prove a general Laplace-type asymptotic integral estimate,
and then apply this estimate in Section 5.2 to complete the proof of Theorem 2.6.
5.1. A Laplace-type asymptotic integral estimate.
Lemma 5.1. Let D be a bounded subset in R3 such that D ⊂ {x = (x1, x2, x3) ∈ R3 : x1 ≥
0, x2 ≥ 0} and contains a neighborhood of (0, 0, 0) in {x = (x1, x2, x3) ∈ R3 : x1 ≥ 0, x2 ≥ 0}.
Let hn : R3 7→ R, n ∈ N, be a sequence of functions that takes the form
hn(x) = gn(x)e−nf(x),
where f is a nonnegative function that is smooth in a neighborhood of D and its minimum on
cl(D) is attained uniquely at x∗ = (0, 0, 0), and each gn is smooth with gn(x) having order o(enx)
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in a neighborhood of D. Suppose f is smooth in a neighborhood of D and its minimum on cl(D)
is attained uniquely at x∗ = (0, 0, 0). Then we have the following asymptotic expansion:∫
D
hn(x)dx =
√
2π
n5/2
gn(x∗)
f100f010
√
|f002|
e−nf(x
∗)(1 + o(1)), (5.5)
where fijk stands for ∂
i
1∂
j
2∂
k
3f(x
∗).
Proof of Lemma 5.1. Without loss of generality, assume f000 = 0 and f002 is positive. Since f
is smooth over D and its minimum is attained at x∗, we have ∇f(x∗) · (0, 0, 1) = 0. By Taylor’s
theorem, we may then write f as
f(x1, x2, x3) = f100x1(1 + P (x1, x2, x3)) + f010x2(1 +Q(x1, x2, x3)) +
f002
2
x23(1 +R(x1, x2, x3)),
where P , Q, R : R3 7→ R are some smooth functions. We will proceed by making several changes
of variables. We start with the transformation
u = x1(1 + P (x1, x2, x3)), v = x2(1 +Q(x1, x2, x3)), w = x3(1 +R(x1, x2, x3))
1/2.
Note that the Jacobian of this transformation is 1. Define F (u, v, w) := f100u+ f010v +
f002
2 w
2.
Next, consider an additional change of variables by setting
u =
ξ
f100
cos2 θ cos2 φ, v =
ξ
f010
cos2 θ sin2 φ, w =
(
2ξ
f002
)1/2
sin θ, (5.6)
for θ ∈ [−π/2, π/2] and φ ∈ [0, 2π]. Then F (u, v, w) = ξ and we have the Jacobian
J :=
∂(u, v, w)
∂(ξ, θ, φ)
= 23/2
ξ3/2 sin3 θ sinφ cos φ
f100f010
√
f002
. (5.7)
Now, define Φ(ξ, θ, φ) := gn(u, v, w)J = gn(x, y, z) × 1 × J . By the smoothness of gn we have
the following expansion
gn(u, v, w) =
∞∑
i,j,k=0
ζnijk
i!j!k!
uivjwk,
where ζnijk = ∂
i
1∂
j
2∂
k
3g
n(x∗). By the change of variables in (5.6) and the definition of Φ, we obtain
Φ(ξ, θ, φ) =
∑
i,j,k
Φijkξ
i+j+k/2+3/2(sin θ)2i+2j+3(cos θ)k(sinφ)2j+1(cosφ)2i+1, (5.8)
where
Φijk :=
2ζnijk
i!j!k!f i+1100 f
j+1
010
(
f002
2
)(k+1)/2 .
Next, using the change of variables (x, y, z) 7→ (u, v, w) and letting D′ denote the image of
D under this transformation, we see that
In :=
∫
D
hn(x)dx =
∫
D′
gn(u, v, w)e−nF (u,v,w)dudvdw. (5.9)
Let m∗ be the maximum of F in D′ or equivalently, of f in D. Note that D′ is bounded and
is covered by the family of surfaces F (u, v, w) = t for t ∈ [0,m∗], i.e., D′ ⊂ ∪t∈[0,m∗]{(u, v, w) ∈
R3 : F (u, v, w) = t}, and that ∇F is nonzero in D′. Using the method of resolution of multiple
integrals [39, Theorem 9, Chapter V], we then have
In =
∫ m∗
0
rn(t)e−ntdt, (5.10)
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where
rn(t) :=
∫
F (u,v,w)=t
gn(u, v, w)√
F 2u + F
2
v + F
2
w
dA, t ∈ [0,m∗], (5.11)
with dA denoting the surface element of the surface F (u, v, w) = t. Then, recalling the second
change of variables in (5.6), we have
dA
‖∇F‖ = Jdθdφ.
Therefore, by (5.7) and (5.8), we obtain
rn(t) =
∞∑
i,j,k=0
Φijkt
i+j+k/2+3/2
∫ π/2
−π/2
(cos θ)2i+2j+3(sin θ)kdθ
∫ π/2
0
(sinφ)2i+1(cosφ)2j+1dφ.
(5.12)
Note that, by assumption, gn is smooth and has order o(enx). Hence rn, defined in (5.11)
is smooth and since D is bounded, we have limn→∞ e−ntrn(t) = 0 uniformly in t ∈ [0,m∗].
Applying Watson’s lemma [39, Equation (5.8), Chapter I] (or rather, a slight generalization
thereof, allowing f therein to depend on n) to (5.10), from (5.12) we obtain
In =
∞∑
i,j,k=0
Γ (i+ j + k + 5/2)
ni+j+k+5/2
Φijk
∫ π/2
−π/2
(cos θ)2i+2j+3(sin θ)kdθ
∫ π/2
0
(sinφ)2i+1(cos φ)2j+1dφ
Since we are only interested in the first term, by setting i = j = k = 0, a simple calculation
yields (5.5). 
5.2. Proof of Theorem 2.6. We are now ready to prove Theorem 2.6 by combining the ob-
servations at the beginning of the section with Lemma 5.1, in a manner similar to the proof for
spheres in Section 4.4.
Proof of Theorem 2.6. Fix p ∈ (1,∞) and a > 0 such that Ip(a) < ∞. For θ ∈ S, recall that
the density of S¯n can be expressed as in (5.1) and (5.2), and recall the assertion in (5.4) that
the minimum of the function F in (5.3) on D¯a is attained at (a, 1, 1). Thus, for any open
neighborhood U of (a, 1, 1), we split the probability into two parts. Fix θ ∈ S. Then
Pθ
(
S¯n ∈ D¯a
)
= Pθ
(
S¯n ∈ D¯a ∩ U
)
+ Pθ
(
S¯n ∈ D¯a ∩ U c
)
. (5.13)
For the first term in (5.13), we have the following estimate from (5.1) and (5.2):
Pθ
(
S¯n ∈ D¯a ∩ U
)
=
n2
2π
∫
D¯a∩U
1
y
g¯nθ (x1, x2)e
−nF (x1,x2,y)dx1dx2dy,
=
n2
2π
∫
D¯a∩U
g˜nθ (x1, x2, y)e
−nF (x1,x2,y)dx1dx2dy, (5.14)
where
g˜nθ (x1, x2, y) =
1
y
g¯nθ (x1, x2), (5.15)
with g¯nθ as defined in (4.9) and F (x1, x2, y) = Ψ
∗
p(x1, x2)− log y as in (5.3).
The bulk of the proof is devoted to the asymptotics of the Laplace type integral in (5.14).
In order to apply Lemma 5.1, we first do a change of variables to transform the domain of
integration. Let T : D¯a 7→ R3 be the mapping that takes (x1, x2, y) to (X ,Y,Z) such that
X = x1y − ax1/p2 , Y = 1− y, Z = x2 − 1. (5.16)
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Note that the transfrormation T is invertible in a neighborhood of (a, 1, 1), the Jacobian of this
transformation is 1, the image of D¯a under this transformation is
D˜a :=
{
(X ,Y,Z) ∈ R3 : 0 ≤ Y ≤ −1,Z > −1,X > 0} ,
and T maps the minimizer (a, 1, 1) of F to (0, 0, 0). Hence, under the transformation T, setting
U˜ := T(U), we write (5.14) as
Pθ
(
S¯n ∈ D¯a ∩ U
)
=
n2
2π
∫
D˜a∩U˜
g˜nθ ◦ T−1(X ,Y,Z)e−nF◦T
−1(X ,Y ,Z)dXdYdZ. (5.17)
Let υijk := ∂
i
1∂
j
2∂
k
3F (a, 1, 1). Then, from (5.16), we have
∂F
∂X (0, 0, 0) = υ100
∂x1
∂X + υ010
∂x2
∂X + υ001
∂y
∂X
∣∣∣∣
(0,0,0)
= υ100
1
1−Y
∣∣∣∣
(0,0,0)
= υ100;
∂F
∂Y (0, 0, 0) = υ100
X + a(1 + Z)1/p
(1− Y)2 − υ001
∣∣∣∣∣
(0,0,0)
= aυ100 − υ001;
∂F
∂Z (0, 0, 0) = υ100
a
p
(1 + Z)(1−p)/p
1− Y + υ010
∣∣∣∣∣
(0,0,0)
= 0;
∂2F
∂Z2 (0, 0, 0) =
(
υ200
a
p
(1 + Z)(1−p)/p
1− Y + υ110
)
a
p
(1 + Z)(1−p)/p
1− Y + υ100
(
−a(p− 1)
p2
)
(1 + Z)(1−p)/p−1
1− Y
+υ110
a
p
(1 + Z)(1−p)/p
1− Y + υ020
∣∣∣∣∣
(0,0,0)
=
a2
p2
υ200 +
2a
p
υ110 − a(p− 1)
p2
υ100 + υ020.
Combining (5.3) with the duality of the Legendre transform, simple calculations yield
υ100 = ∂x1Ψ
∗
p(a
∗) = λa,1,
υ001 = −1,
υ110 = ∂
2
x1,x2Ψ
∗
p(a
∗) = (Ha)−112 ,
υ020 = ∂
2
x2,x2Ψ
∗
p(a
∗) = (Ha)−122 ,
υ200 = ∂
2
x2,x2Ψ
∗
p(a
∗) = (Ha)−111 .
We apply Lemma 5.1 to the transformed integral (5.17) with gn, f , x∗ andD therein replaced
with g˜nθ ◦ T−1, F ◦ T−1, (0, 0, 0) and D˜a. To verify the assumptions of the lemma, note that by
Remark 4.5 it follows that
√
nRnx(θ
n) and ||H−1/2x cnx(θn)||2 are both of order smaller than n for
σ-a.e. θ. and thus g¯nθ and hence g˜
n
θ ◦ T−1 are smooth and of order o(enx) on their respective
domain. Moreover, F , defined in (5.3), and so F ◦T−1, is smooth in a neighborhood of (0, 0, 0).
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Expanding the integrand using (5.15), (4.10), (2.8) and the identity T−1(0, 0, 0) = (a, 1, 1),
substituting the expressions for ∂F/∂X , ∂F/∂Y and ∂2F/∂Z2 obtained above, and recalling
the definition of γa in (2.23), we obtain
Pθ
(
S¯n ∈ D¯a ∩ U
)
=
n2
2π
×
√
2π
n5/2
1
γa
g˜nθ ◦ T−1(0, 0, 0)e−nF◦T
−1(0,0,0)(1 + o(1))
=
n2
2π
×
√
2π
n5/2
1
γa
g¯nθ (a
∗)e−nΨ
∗
p(a
∗)(1 + o(1))
=
Cna (θ
n)
γa
√
2πn
e−nIp(a)+
√
nRna (θ
n)(1 + o(1)). (5.18)
For the second term in (5.13), as in the proof of ℓnp spheres in (4.18), one can invoke the
quenched large deviation principle for S¯n established in [17, Proposition 5.3] along with the
fact that the rate function has a unique minimum, as proved in Lemma 2.1 to show that it is
negligible with respect to (5.18). Thus, (2.31), (5.13) and (5.18), together, yield (2.24). 
6. The joint density estimate
This section is devoted to the proof of the density estimate obtained in Proposition 4.4. As
usual, throughout fix p ∈ (1,∞). In Section 6.1 an identity for the joint density is estabilished
in terms of an integral. This integral is then shown in Section 6.2 to admit an alternative
representation as an expectation with respect to a tilted measure. The latter representation is
used in Section 6.3 to obtain certain asymptotic estimates. These results are finally combined
in Section 6.4 to prove Proposition 4.4.
6.1. An identity for the joint density.
Lemma 6.1. Fix n ∈ N and θ ∈ S, and recall the definitions of Ψp, λx, Φp and Ψnp,θ in (2.5),
(2.10), (4.5) and (4.6), respectively, and recall that h¯nθ is the density, under Pθ, of S¯
n defined
in (2.26). Then for all sufficiently large n, and x ∈ Jp, the following identity holds,
h¯nθ (x) =
( n
2π
)2
e−nΨ
∗
p(x)en(Ψ
n
p,θ(λx)−Ψp(λx))Inθ (x), (6.1)
where
Inθ (x) :=
∫
R2
e−i〈t,nx〉
n∏
j=1
Φp(
√
nθnj (λx,1 + it1), λx,2 + it2)
Φp(
√
nθnj λx,1, λx,2)
dt. (6.2)
Proof of Lemma 6.1. In the following we fix x ∈ Jp and omit the subscript x from λx and the
superscript p from many quantities for notational simplicity. Recall the definition of V¯ nj in (4.4)
and Φp from (4.5), and for θ ∈ S, let l¯nθ be the density of the sum
∑n
j=1 V¯
n
j under Pθ. Then the
Fourier transform of the integrable function x 7→ e〈λ,x〉 l¯nθ (x) is given as follows: for t ∈ R2,∫
R2
e〈λ+it,x〉 l¯nθ (x)dx = Eθ
[
e〈λ+it,
∑n
j=1 V¯
n
j 〉
]
=
n∏
j=1
Eθ
[
e〈λ+it,V¯
n
j 〉
]
=
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2). (6.3)
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Note that we use the convention for characteristic functions and thus put i in place of −2πi in
the Fourier transform, with the classical results for the Fourier transform still being applicable.
With a view to applying the inverse transform, we now show that the right-hand side of (6.3)
is an integrable function of t over R2 for all sufficiently large n. Recall that fp is the density
of a generalized p-th Gaussian random variable (2.3). There exists a positive constant C < ∞
such that for each j,∣∣∣eλ1√nθnj y+λ2ypfp(y)∣∣∣r ≤ erλ1√nθnj y+rλ2ypfp(y) sup
y∈R
|fp(y)|r−1
≤ Cerλ1
√
nθnj y+rλ2y
p
e−|y|
p/p,
where the right-hand side is integrable on R if rλ2 <
1
p . Since p ∈ (1,∞) and x ∈ Jp implies
pλ2 < 1, we can always pick some r > 1 such that the right-hand side (and therefore, the left-
hand side) of the last display is integrable. Therefore, by the Hausdorff-Young inequality [15,
Theorem 8.21], the Fourier transform of the distribution of each V¯ nj (under Pθ) lies in Ls(R
2)
for some s > 1, that is, recalling the definition of the function space Ls from Section 1.4, we
have ∫
R2
∣∣Φp(√nθnj (λ1 + it1), λ2 + it2)∣∣s dt <∞. (6.4)
Therefore, by Ho¨lder’s inequality the product on the right-hand side of (6.3) is in L1(R
2) for all
sufficiently large n. We may then apply the inverse Fourier transform formula and obtain, for
all sufficiently large n,
l¯nθ (x) =
(
1
2π
)2 ∫
R2
e−〈λ+it,x〉
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2)dt. (6.5)
Recall that for any x ∈ Jp defined in (2.9), λ is chosen so that (2.10) is satisfied. Now,
by (2.26) and (4.4),
S¯n =
1
n
n∑
j=1
V¯ nj .
Hence, using (2.10), (6.5) and (4.6) we see that the the density h¯nθ of S¯
n under Pθ is given by
h¯nθ (x) = n
2l¯nθ (nx)
=
( n
2π
)2 ∫
R2
e−〈λ+it,nx〉
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2)dt
=
( n
2π
)2
e−nΨ
∗
p(x)
∫
R2
en(Ψ
∗
p(x)−〈λ,x〉)e−i〈t,nx〉
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2)dt
=
( n
2π
)2
e−nΨ
∗
p(x)
∫
R2
e−nΨp(λ)e−i〈t,nx〉
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2)dt
=
( n
2π
)2
e−nΨ
∗
p(x)en(Ψ
n
p,θ(λ)−Ψp(λ))
∫
R2
e−i〈t,nx〉
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2)
Φp(
√
nθnj λ1, λ2)
dt,
for x ∈ Jp. Since the right-hand side coincides with the definition of h¯nθ given in (6.1) and (6.2),
this concludes the proof. 
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6.2. Representation of the integrand in terms of a tilted measure. We next obtain a
representation for the integrand Inθ in (6.2) using a change of measure. For n ∈ N, recall the
i.i.d. sequence of random variables (Yj)j∈N with density fp and independent of Θ introduced in
Section 2.4. For each n ∈ N, consider a “tilted” measure P˜n on (Ω,F) such that the (marginal)
distribution of Θn remains unchanged but conditioned on Θ = θ ∈ S, {Y nj , j = 1, . . . , n} are still
independent, but not identically distributed, with Y nj having density f˜
n
j :
f˜nj (y) := exp
(〈
λa,
(√
nθnj y, |y|p
)〉− Λp (√nθni λa,1, λa,2)) fp(y), y ∈ R, (6.6)
where we omit the explicit dependence of f˜nj on p. Denote by P˜
n
θ and E˜
n
θ the probability and the
expectation taken with respect to P˜n, conditioned on θ, and likewise, let V˜ar
n
θ (·) and C˜ov
n
θ (·, ·)
denote the conditional variance and conditional covariance, under P˜nθ repectively.
Recall from (2.4) and (4.5) that Λp(t) = log Φp(t) for t ∈ R2. Then, by (4.4) and (4.5), it
follows that for j = 1, . . . , n and β = (β1, β2) ∈ R2,
E˜nθ
[
e〈β,V¯
n
j 〉
]
=
Φp(
√
nθnj (β1+λ1),β2+λ2)
Φp(
√
nθnj λ1,λ2)
, (6.7)
and hence,
E˜
n
θ
[
V¯ nj
]
= ∇β E˜nθ
[
e〈β,V¯
n
j 〉
]∣∣∣
β=(0,0)
= ∇ log Φp(
√
nθnj λ1, λ2). (6.8)
Let V¯ nj =
(
V¯ nj,1, V¯
n
j,2
)
. Then we also have for k, l = 1, 2,
C˜ov
n
θ
(
V¯ nj,k, V¯
n
j,l
)
= E˜nθ
[
V¯ nj,kV¯
n
j,l
]− E˜nθ [V¯ nj,k] E˜nθ [V¯ nj,l]
= ∂2βk,βl E˜
n
θ
[
e〈β,V¯
n
j 〉
]∣∣∣
β=(0,0)
− E˜nθ
[
V¯ nj,k
]
E˜
n
θ
[
V¯ nj,l
]
= ∂2λk,λl log Φp(
√
nθnj λ1, λ2). (6.9)
For x ∈ Jp, define V̂ nx to be
V̂ nx :=
1√
n
n∑
j=1
(
V¯ nj − x
)
. (6.10)
Lemma 6.2. For x ∈ Jp and θ ∈ S, recall the definitions of V¯ nj , Φp, cnx and Hnx given
in (4.4) (4.5) and (4.7). Then
cnx(θ
n) = E˜nθ
[
V̂ nx
]
, (6.11)
〈Hnx (θn) t, t〉 = V˜ar
n
θ
(〈
t, V̂ nx
〉)
, for all t ∈ R2. (6.12)
Moreover, for t = (t1, t2) ∈ R2,
µˆnx,θ(t) := E˜
n
θ
[
ei〈t,
√
nV̂ nx 〉
]
= e−i〈t,nx〉
n∏
j=1
Φp(
√
nθnj (λx,1 + it1), λx,2 + it2)
Φp(
√
nθnj λx,1, λx,2)
. (6.13)
Furthermore, for σ-a.e. θ, as n→∞, Hnx(θn) converges to Hx defined in (2.11).
Proof. We fix θ ∈ S and x in the domain Jp defined in (2.9) and omit the subscript x from λx
for notational simplicity. First, note that ∇Ψp(λx) = x by (2.10) and (2.6). By (6.8), and the
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definition of Ψnp,θ in (4.6), we have
E˜
n
θ
[
V̂ nx
]
=
1√
n
n∑
j=1
(
−x+ E˜nθ [V¯ nj ]
)
=
1√
n
n∑
j=1
(−x+∇ log (Φp(√nθnj λ1, λ2)))
=
1√
n
(−nx+ n∇Ψnp,θ(λ))
=
√
n∇ (Ψnp,θ(λ)−Ψp(λ))
(6.14)
which, by (4.7), proves (6.11). Similarly, by the independence of V¯ nj , j = 1, . . . , n, under P˜
n
θ , the
definition of Ψnp,θ and (6.9),
V˜ar
n
θ
(〈
t, V̂ nx
〉)
=
1
n
n∑
j=1
V˜ar
n
θ
(〈
t, V¯ nj
〉)
= 〈Hnx(θn)t, t〉,
which proves (6.12). Also, by the definition of µˆnx,θ in (6.13), the independence of V¯
n
j , j =
1, . . . , n, under P˜nθ and the relation (6.7), it follows that for t ∈ R2,
µˆnx,θ(t) = e
−i〈t,nx〉
n∏
j=1
E˜
n
θ
[
ei〈t,V¯
n
j 〉
]
= e−i〈t,nx〉
n∏
j=1
Φp(
√
nθnj (λ1 + it1), λ2 + it2)
Φp(
√
nθnj λ1, λ2)
,
which proves (6.13).
It only remains to establish the convergence stated in the last assertion of the lemma. For
i, j = 1, 2, each term in Hnx(θn) is given by for some α, β ∈ N,
(Hnx(θn))ij =
1
n
n∑
j=1
(
√
nθnj )
α∂α1 ∂
β
2 log Φp(
√
nθnj t1, t2)
=
∫
R
uα∂α1 ∂
β
2 log Φp(ut1, t2)L
n
θ (du)
By Lemma 4.2, we can apply the strong law of large numbers from Lemma 3.3 to conlcude that
as n tends to infinity,
(Hnx(θn))ij →
∫
R
uα∂α1 ∂
β
2 log Φp(ut1, t2)γ2(du) = (Hx)ij ,
where in the last equality we use Lemma 4.2 again and the definition in (2.11). 
6.3. Estimates of the integrand.
Lemma 6.3. For x ∈ Jp and recall the definitions of Hx Φp, cnx, Hnx, V̂ nx and µˆnx,θ in (2.11),
(4.5), (4.7) (6.10) and (6.13). Then for σ-a.e. θ and every neighborhood U ⊂ R2 of the origin,
there exist a neighborhood U˜ of x and a constant C ∈ (0, 1) such that for all sufficiently large n,
sup
t∈Uc
∣∣µˆny,θ(t)∣∣1/n < C, y ∈ U˜ . (6.15)
Furthermore, for θ ∈ S, there exists ε > 0 such that,∣∣∣∣µˆnx,θ ( t√n
)
e−itc
n
x (θ
n) − 1 + 1
2
〈Hnx(θn)t, t〉
∣∣∣∣ ≤ ‖t‖2 E˜nθ [∥∥∥V̂ nx ∥∥∥2] , t ∈ R2
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and for σ-a.e. θ and every neighborhood U ⊂ R2 of the origin, there exist a neighborhood U˜ of
x such that for all sufficiently large n,∣∣∣∣µˆny,θ ( t√n
)
e−itc
n
y (θ
n)
∣∣∣∣ ≤ exp(−12 〈(Hy − εI)t, t〉
)
, y ∈ U˜ , t ∈ U. (6.16)
Proof. We omit the subscript x of λx for notational simplicity. Now, for θ ∈ S, by (6.7),∣∣∣∣∣Φp(
√
nθnj (λ1 + it1), λ2 + it2)
Φp(
√
nθnj λ1, λ2)
∣∣∣∣∣ = ∣∣∣E˜nθ [ei〈t,V¯ nj 〉]∣∣∣ ≤ E˜nθ [∣∣∣ei〈t,V¯ nj 〉∣∣∣] ≤ 1, (6.17)
where the last inequality holds for t ∈ R2. Applying the Riemann-Lebesgue lemma [15, Theorem
8.22], we see that∥∥(√nθnj (λ1 + it1), λ2 + it2)∥∥→∞ ⇒ ∣∣Φp(√nθnj (λ1 + it1), λ2 + it2)∣∣→ 0,
Now if θnj 6= 0, the condition on the left-hand side above holds if ‖t‖ → ∞ and thus,
lim
‖t‖→∞
∣∣∣∣∣Φp(
√
nθnj (λ1 + it1), λ2 + it2)
Φp(
√
nθnj λ1, λ2)
∣∣∣∣∣ = 0.
By the continuity of Φp, for any neighborhood of the origin U ⊂ R2 and any 0 < K <∞, there
exists 0 < ρ < 1 such that for all t ∈ U c, if K−1 ≤
∣∣∣√nθnj ∣∣∣ ≤ K and θnj 6= 0, then∣∣∣∣∣Φp(
√
nθnj (λ1 + it1), λ2 + it2)
Φp(
√
nθnj λ1, λ2)
∣∣∣∣∣ < ρ.
Together with (6.17), this implies∣∣∣∣∣Φp(
√
nθnj (λ1 + it1), λ2 + it2)
Φp(
√
nθnj λ1, λ2)
∣∣∣∣∣ < ρ1{K−1≤|√nθnj |≤K,θnj 6=0} .
Combining this with (6.13) yields the inequality
sup
t∈Uc
∣∣µˆnx,θ(t)∣∣1/n ≤ ρ 1n ∑nj=1 1{K−1≤|√nθnj |≤K,θnj 6=0} .
Since 1n
∑n
j=1 1{K−1≤|√nθnj |≤K} = L
n
θ ([K
−1,K] \ {0}) whose limit, as n → ∞, is dominated by
c := γ2
(
[K−1,K]
)
> 0 due to Lemma 3.3, we have for σ-a.e. θ,
lim sup
n→∞
sup
t∈Uc
∣∣µˆnx,θ(t)∣∣1/n ≤ ρc < 1.
Thus, for σ-a.e. θ, we have a uniform bound 0 < C < 1 such that for all sufficiently large n,
sup
t∈Uc
∣∣µˆnx,θ(t)∣∣1/n < C. (6.18)
Since Φp is uniformly continuous in λx by definition and λx is a smooth function of x by the
inverse function theorem applied to (2.10), we may choose a neighborhood U˜ of x such that (6.18)
holds for some C < 1 uniformly for y ∈ U˜ , i.e., for σ-a.e. θ and all sufficiently large n (possibly
depending on θ), (6.15) holds.
Next, note that by (6.13) and (6.11), for t ∈ R2,
µˆnx,θ
(
t√
n
)
e−itc
n
x(θ
n) = ei〈t,V̂ nx −E˜nθ [V̂ nx ]〉.
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Thus, for θ ∈ S, by (6.12) and [13, Lemma 3.3.7], we have the following expansion:∣∣∣∣µˆnx,θ ( t√n
)
e−itc
n
x (θ
n) − 1 + 1
2
〈Hnx(θn)t, t〉
∣∣∣∣ ≤ ‖t‖2 E˜nθ [∥∥∥V̂ nx ∥∥∥2] .
On the other hand, by the convergence of Hnx(θn) to Hx from Lemma 6.2, for σ-a.e. θ, there
exists ε > 0 such that Hnx(θn) − εI is positive definite for all sufficiently large n (possibly
depending on θ) and∣∣∣∣µˆnx,θ ( t√n
)
e−itc
n
x (θ
n)
∣∣∣∣ ≤ 1− 12〈(Hnx(θn)− εI)t, t〉 ≤ exp
(
−1
2
〈(Hnx(θn)− εI)t, t〉
)
and the right-hand side of the last display converges as n tends to infinity to the integrable
function exp(−12〈(Hx − εI)t, t〉). Similar to the proof of (6.15), the uniformity of the bound
in (6.16) follows from the definition in (4.7), (4.6) and the aforementioned uniform continuity of
Φp in x. 
6.4. Proof of the joint density estimate. We now combine the lemmas established in Sec-
tions 6.1–6.3 to prove the estimate for the density h¯nθ of S¯
n obtained in Proposition 4.4.
Proof of Proposition 4.4. Combining Lemma 6.1 and Lemma 6.2, we see that for x ∈ Jp and
σ-a.e. θ,
h¯nθ (x) =
( n
2π
)2
e−nΨ
∗
p(x)en(Ψ
n
p,θ(λx)−Ψp(λx))
∫
R2
µˆnx,θ(t)dt. (6.19)
Let U ⊂ R2 be a neighborhood of the origin. We split the integral in the last display into two
parts ∫
R2
µˆnx,θ(t)dt =
∫
U
µˆnx,θ(t)dt+
∫
Uc
µˆnx,θ(t)dt. (6.20)
Now, by the estimate (6.15) in Lemma 6.3, we have∣∣∣∣∫
Uc
µˆnx,θ(t)dt
∣∣∣∣ ≤ ∫
Uc
∣∣µˆnx,θ(t)∣∣ dt ≤ Cn−s ∫
Uc
∣∣µˆnx,θ(t)∣∣s/n dt, (6.21)
which tends to zero as n tends to infinity, since we know the rightmost integral in (6.21) is
finite from (6.4). Moreover, the convergence is uniform in a neighborhood of x by (6.15) from
Lemma 6.3.
Next we verify a Lyapunov-type condition for V̂ nx defined in (6.10), that is, for some C˜ <∞,
for all n ∈ N,
1
n
n∑
j=1
E˜
n
θ
[∥∥∥V¯ nj − E˜nθ [V¯ nj ]∥∥∥3] < C˜.
Due to the following two standard inequalities, (a2 + b2)3/2 ≤ C ′(|a|3+ |b|3) and 1n
∑n
j=1 |aj|3 ≤
( 1n
∑n
j=1 |aj |4)3/4, it suffices to show the boundedness of
1
n
n∑
j=1
E˜
n
θ
[((
V¯ nj
)
1
− E˜nθ
[(
V¯ nj
)
1
])4]
and
1
n
n∑
j=1
E˜
n
θ
[((
V¯ nj
)
2
− E˜nθ
[(
V¯ nj
)
2
])4]
.
We show the boundedness of just the first term in the last display; the boundedness of the
second can be shown by exactly the same argument. Note that we have the following relation
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between cumulants and central moments
1
n
n∑
j=1
E˜
n
θ
[((
V¯ nj
)
1
− E˜nθ
[(
V¯ nj
)
1
])4]
=
3
n
n∑
j=1
E˜
n
θ
[((
V¯ nj
)
1
− E˜nθ
[(
V¯ nj
)
1
])2]
+
∫
R
∂41(log Φp(uλ1, λ2))L
n
θ (du)
where the first term on the right-hand side is equal to (Hnx(θn))11 by the calculation in (6.12)
and converges for σ-a.e. θ by Lemma 6.2 and the second term converges by Lemma 4.2 and
Lemma 3.3. Therefore, the sum above is uniformly bounded in n for σ-a.e. θ. Then, we have
the following convergence by the central limit theorem
µˆnx,θ
(
t√
n
)
e−itc
n
x (θ
n) → exp
(
−1
2
〈Hxt, t〉
)
. (6.22)
In particular, the convergence holds uniformly in a neighborhood of x by the continuity of the
cumulants.
Now, by (6.16) from Lemma 6.3 and (6.22), we may apply the dominated convergence
theorem, and use (6.22) to obtain for σ a.e. θ,∫
U
µˆnx,θ(t)dt = n
−1
∫
√
nU
µˆnx,θ
(
t√
n
)
dt
= n−1
∫
√
nU
exp
(
itcnx(θ
n)− 1
2
〈Hxt, t〉
)
dt
+ n−1
∫
√
nU
eitc
n
x(θ
n)
(
µˆnx,θ
(
t√
n
)
e−itc
n
x (θ
n) − exp
(
−1
2
〈Hx(θn)t, t〉
))
dt
= n−1
∫
R2
exp
(
itcnx(θ
n)− 1
2
〈Hxt, t〉
)
dt(1 + o(1))
=
2π
n
detH−1/2x exp
(∥∥∥H−1/2x cnx(θn)∥∥∥2) (1 + o(1)), (6.23)
where the last equality follows from standard properties of Gaussian integrals. Combining (4.10),
(6.19), (6.20), the above convergence (6.23) and the estimate of the integral over U c in (6.21),
we conclude that the asymptotic expansion for the density h¯nθ (x) given in (4.9) holds uniformly
for x in any compact subset of Jp. 
Appendix A. Infimum of the rate function
In this section, we analyze the infimum of the rate function.
Proof of Lemma 2.1. Recall from (2.6) and (2.7), that we have the following expression for the
rate function: for t ∈ R,
Ip(t) = inf
τ1∈R,τ2>0:τ1τ−1/p2 =t
Ψ∗p(τ1, τ2)
= inf
τ1∈R,τ¯2>0:τ1τ˜−12 =t
Ψ∗p(τ1, τ˜
p
2 )
= inf
τ˜2>0
Ψ∗p(τ˜2t, τ˜
p
2 ), (A.1)
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where
Ψ∗p(τ˜2t, τ˜
p
2 ) = sup
s1,s2∈R
{s1τ˜2t+ s2τ˜p2 −Ψp(s1, s2)} .
By Lemmas 5.8 and 5.9 of [17], Ψp is essentially smooth, convex and lower semi-continuous;
see Definition 2.3.5 of [11] for the definition of essential smoothness. Thus, by convexity, for
t, τ ∈ R there exist si = si(τt, τp), i = 1, 2, that attain the supremum in the definition of
Ψ∗p(τt, τp), i.e.,
Ψ∗p(τt, τ
p) = s1τt+ s2τ
p −Ψp(s1, s2), (A.2)
where, by (2.5),
Ψp(s1, s2) =
∫
Λp(us1, s2)γ2(du),
with γ2 being the standard Gaussian measure and Λp defined as in (2.4). Note that s1, s2 satisfy
the following first order conditions:
τt = ∂1Ψp(s1, s2) and τ
p = ∂2Ψp(s1, s2),
where ∂i represents the partial derivative with respect to si, for i = 1, 2. From [17, Lemma 5.9],
we can exchange the order of differentiation and integration to obtain
∂1Ψp(s1, s2) =
∫
R
u∂1Λp(us1, s2)γ2(du),
∂2Ψp(s1, s2) =
∫
R
∂2Λp(us1, s2)γ2(du).
(A.3)
To calculate these integrals, we first recall the expression for Λp established in [17, Lemma 5.7],
Λp(s1, s2) = −1
p
log(1− ps2) + logMγp
(
s1
(1− ps2)1/p
)
, (A.4)
where Mγp denotes the moment generating function of the measure γp with density defined
in (2.3). Differentiation yields
∂1Λp(us1, s2) =
M ′γp
(
us1
(1−ps2)1/p
)
Mγp
(
us1
(1−ps2)1/p
) 1
(1− ps2)1/p
,
∂2Λp(us1, s2) =
1
1− ps2 +
M ′γp
(
us1
(1−ps2)1/p
)
Mγp
(
us1
(1−ps2)1/p
) us1
(1− ps2)(p+1)/p
.
(A.5)
Combining all the above relations, we obtain
τt =
∫
R
M ′γp
(
us1
(1−ps2)1/p
)
Mγp
(
us1
(1−ps2)1/p
) u
(1− ps2)1/p
γ2(du), (A.6)
τp =
∫
R
 1
1− ps2 +
M ′γp
(
us1
(1−ps2)1/p
)
Mγp
(
us1
(1−ps2)1/p
) us1
(1− ps2)(p+1)/p
 γ2(du)
=
1
1− ps2 +
τts1
1− ps2 , (A.7)
and note that (A.7) implies
τpps2 + τts1 = τ
p − 1. (A.8)
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Now, in view of (A.1), to compute Ip(t) we have to first take the derivative of Ψ
∗
p(τt, τ
p)
with respect to τ and set it to 0. Note that in the following, s1, s2 are functions of τ and t
satisfying (A.6) and (A.7). Using (2.5) and (A.1), we first rewrite Ψp(s1, s2) as
Ψp(s1, s2) =
∫
R
Λp(us1, s2)γ2(du)
= −1
p
log(1− ps2) +
∫
R
logMγp
(
us1
(1− ps2)1/p
)
γ2(du).
From equations (A.2)-(A.8), we obtain
d
dτ
Ψ∗p(τt, τ
p) =
d
dτ
(s1τt+ s2τ
p −Ψp(s1, s2))
=
∂s1
∂τ
τt+ s1t+
∂s2
∂τ
τp + ps2τ
p−1 − ∂s2
∂τ
1
1− ps2
−
∫
R
M ′γp
(
us1
(1−ps2)1/p
)
Mγp
(
us1
(1−ps2)1/p
) [∂s1
∂τ
u
(1− ps2)1/p
+
∂s2
∂τ
us1
(1− ps2)1/p+1
]
γ2(du)
=
∂s1
∂τ
τt+ s1t+
∂s2
∂τ
τp + ps2τ
p−1 − ∂s2
∂τ
1
1− ps2 − τt
∂s1
∂τ
− s1τt
1− ps2
∂s2
∂τ
= s1t+
∂s2
∂τ
τp(1− ps2)− s1τt− 1
1− ps2 + ps2τ
p−1
= s1t+ ps2τ
p−1
= τp−1 − 1
τ
.
Setting the derivative computed above to 0, we conclude that the minimum over τ > 0 in (A.1)
is attained at τ = 1. Substituting this back into the definition of Ip, we conclude that Ip(t) =
Ψ∗p(t, 1) which, along with (2.6), proves Lemma 2.1. 
Appendix B. Proof of the Central Limit Theorem for the empirical measure
Proof of Lemma 3.4. Let (Znj , j = 1, . . . , n)n∈N be independent standard Gaussian random vari-
ables. Then note that (e.g. see Section 2.4 or [32, Lemma 1])
Θnj
(d)
=
Znj
‖Zn‖ , (B.1)
where we use ‖Zn‖ = ‖Zn‖n,2 to denote the Euclidean norm of the vector Zn := (Zn1 , · · · , Znn ).
Since F is a thrice continuously differentiable function, we may apply Taylor’s theorem, for
x ∈ R and h > 0 to obtain
F (x+ h) = F (x) + F ′(x)h+
F ′′(x)
2
h2 +
F ′′′(x˜)
6
h3,
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for some x˜ ∈ (x, x+ h). With the expansion above, we obtain
1√
n
n∑
j=1
F
(√
n
Znj
‖Zn‖
)
− E [F (Z)]
=
1√
n
n∑
j=1
F (Znj )− E[F (Z)] + F ′(Znj )
(√
nZnj
‖Zn‖ − Z
n
j
)
+
F ′′(Znj )
2
(√
nZnj
‖Zn‖ − Z
n
j
)2
+
F ′′′(Z˜nj )
6
(√
nZnj
‖Zn‖ − Z
n
j
)3 ,
= rˆn(F ) +
1√
n
sˆn(F ) +
1√
n
n∑
j=1
F ′′′(Z˜nj )
6
(√
nZnj
‖Zn‖ − Z
n
j
)3
(B.2)
where rˆn(·) and sˆn(·) are defined in (3.4) and (3.3), respectively, and by using a measurable selec-
tion argument, Z˜ni can be chosen to be a random variable that lies between Z
n
j and
√
nZnj / ‖Zn‖.
In the following, the notation o(1) means having order o(1) in probability P. We first show
that the last term in (B.2) is of order o(1/n) in probability. By assumption, |F ′′′| has polynomial
growth, so there exist q > 0 and C <∞,∣∣F ′′′(t)∣∣ < C(1 + |t|q), ∀t ∈ R.
Therefore, for each n ∈ N,
n∑
j=1
∣∣∣F ′′′(Z˜nj )∣∣∣
6
(√
nZnj
‖Zn‖ − Z
n
j
)3
≤ C
6
n∑
j=1
(
1 +
∣∣∣Z˜nj ∣∣∣q)
∣∣∣∣∣
√
nZnj
‖Zn‖ − Z
n
j
∣∣∣∣∣
3
.
Since Z˜nj lies between Z
n
j and
√
nZnj / ‖Zn‖, and
√
n/ ‖Zn‖ converges to 1 almost surely.
For each 0 < C¯ <∞, there exists N = N(w) such that a.s. for all n > N ,∣∣∣Z˜nj ∣∣∣ < ∣∣Znj ∣∣ (1 + C¯).
Combining the last two inequalities above, we obtain for some constant C ′ <∞, and all n > N ,
n∑
j=1
∣∣∣F ′′′(Z˜nj )∣∣∣
6
(√
nZnj
‖Zn‖ − Z
n
j
)3
≤ C ′
n∑
j=1
(
1 +
∣∣Znj ∣∣q)
∣∣∣∣∣
√
nZnj
‖Zn‖ − Z
n
j
∣∣∣∣∣
3
= C ′
|‖Zn‖ − √n|3√
n
n3/2
‖Zn‖3
 1
n
n∑
j=1
∣∣Znj ∣∣3 (1 + ∣∣Znj ∣∣q)
 .
From the Gaussian concentration inequality (see [35, Theorem 3.1.1]), there exists a universal
constant c such that for δ > 0,
P
(∣∣‖Zn‖ − √n∣∣ > δ) ≤ 2e−cδ2 ,
Given ǫ > 0, we have
P
(
1√
n
∣∣‖Zn‖ − √n∣∣3 > ǫ) = P(∣∣‖Zn‖ − √n∣∣ > n1/6ǫ1/3)
≤ 2e−cǫ2/3n1/3
→ 0, as n→∞. (B.3)
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On the other hand, since (Znj )j=1,...,n are independent, by the strong law of large numbers
for triangular arrays, as n tends to infinity, almost surely
1
n
n∑
j=1
∣∣Znj ∣∣3 (1 + ∣∣Znj ∣∣q)→ E [|Z|3 (1 + |Z|q)] (B.4)
Similarly, the strong law of large numbers also ensures that as n tends to infinity,
‖Zn‖√
n
→ 1, a.s. (B.5)
Together, (B.3), (B.4) and (B.5) show that
n∑
j=1
∣∣∣F ′′′(Z˜nj )∣∣∣
6
(√
nZnj
‖Zn‖ − Z
n
j
)3
= o(1).
We may then rewrite (B.2) as follows:
1√
n
 n∑
j=1
F
(√
n
Znj
‖Zn‖
)
− E [F (Z)]
 = rˆn(F ) + 1√
n
sˆn(F ) + o
(
1√
n
)
. (B.6)
Due to the assumption that F ′′′ and G′′ both have polynomial growth, the variances of F (Z),
F ′(Z)Z, F ′′(Z)Z2, G(Z), G′(Z)Z are all finite. Define sequences (An), (Bn), (Cn), (Dn), (En)
and (Fn) as follows:
An :=
1√
n
n∑
j=1
(
F (Znj )− E[F (Z)]
)
, Bn :=
1√
n
n∑
j=1
(
F ′(Znj )Z
n
j − E[F ′(Z)Z]
)
,
Cn :=
1√
n
n∑
j=1
(
F ′′(Znj )(Z
n
j )
2 − E[F ′′(Z)Z2]) , Dn := 1√
n
n∑
j=1
(∣∣Znj ∣∣2 − 1) ,
En :=
1√
n
n∑
j=1
(
G(Znj )− E[G(Z)]
)
, Fn :=
1√
n
n∑
j=1
(
G′(Znj )Z
n
j − E[G′(Z)Z]
)
.
By the multivariate central limit theorem, (An,Bn,Cn,Dn,En,Fn) converges in distribution to
a jointly Gaussian random vector M := (A,B,C,D,E,F) in R6 with mean 0 and covariance
matrix (
Σ˜
)
ij
:= Cov(Mi,Mj), for i, j = 1, . . . , 6, (B.7)
where
(M1,M2,M3,M4,M5,M6) :=
(
F (Z), F ′(Z)Z,F ′′(Z)Z2, Z2, G(Z), G′(Z)Z
)
.
By the Skorokhod representation theorem, we can find (A˜n, B˜n, C˜n, D˜n, E˜n, F˜n) and M˜ :=
(A˜, B˜, C˜, D˜, E˜, F˜) all defined on some common probability space, such that
(An,Bn,Cn,Dn,En,Fn,M)
(d)
= (A˜n, B˜n, C˜n, D˜n, E˜n, F˜n, M˜ ),
and
(A˜n, B˜n, C˜n, D˜n, E˜n, F˜n)→ M˜ a.s. (B.8)
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Now, we substitute (A˜n, B˜n, C˜n, D˜n, E˜n, F˜n) into (B.6), and we first take care of rn
rˆn(F ) =
1√
n
n∑
j=1
[
F (Znj )− E[F (Z)] + F ′(Znj )
(√
nZnj
‖Zn‖ − Z
n
j
)]
(d)
=
1√
n
(
√
nA˜n + (
√
nB˜n + nE[F
′(Z)Z])
√
n− (√nD˜n + n)1/2
(
√
nD˜n + n)1/2
)
= A˜n +
√
n
(
E[F ′(Z)Z] +
B˜n√
n
)(
1− (1 + D˜n/
√
n)1/2
(1 + D˜n/
√
n)1/2
)
= A˜n +
√
nH1
(
B˜n√
n
,
D˜n√
n
)
,
where H1 : R
2 7→ R is the mapping
H1(x, y) :=
(
E[F ′(Z)Z] + x
) 1− (1 + y)1/2
(1 + y)1/2
.
Since B˜n/
√
n and D˜n/
√
n converge to 0 almost surely by (B.8), we consider the Taylor expansion
of H1 at (0, 0):
H1(x, y) =
1− (1 + y)1/2
(1 + y)1/2
∣∣∣∣∣
(x,y)=(0,0)
x
+
(
E[F ′(Z)Z] + x
) −1
2(1 + y)3/2
∣∣∣∣
(x,y)=(0,0)
y
+O(x2 + y2)
= −y
2
E[F ′(Z)Z] +O(x2 + y2).
Combining the last three displays, we obtain
rˆn(F )
(d)
= A˜n +
√
n
(
− D˜n
2
√
n
E[F ′(Z)Z] +O
(
B˜2n
n
+
D˜2n
n
))
= A˜n − 1
2
E[F ′(Z)Z]D˜n + E[F ′(Z)Z]O
(
B˜2n√
n
+
D˜2n√
n
)
By the a.s. convergence, (A˜n, D˜n)⇒ (A˜, D˜), we see that as n tends to infinity,
B˜2n√
n
+
D˜2n√
n
→ 0, a.s.
Applying Slutsky’s lemma and the almost sure convergence above, we obtain
rˆn(F )⇒ A˜− 1
2
E[F ′(Z)Z]D˜, (B.9)
as n→∞.
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Similarly, for sn we have
sˆn(F ) =
1
2
n∑
j=1
F ′′(Znj )(Z
n
j )
2
( √
n
‖Zn‖ − 1
)2
=
1
2
n
(
E[F ′′(Z)Z2] +
Cn√
n
)(
1
(1 +Dn/
√
n)1/2
− 1
)2
(d)
=
1
2
nH2
(
C˜n√
n
,
D˜n√
n
)
,
where H2 : R
2 7→ R is the mapping
H2(x, y) :=
(
E[F ′′(Z)Z2] + x
)( 1
(1 + y)1/2
− 1
)2
, (x, y) ∈ R2.
Note that C˜n/
√
n and D˜n/
√
n converge to 0 almost surely by (B.8). We now apply the Taylor
expansion to H2 at (0, 0) and obtain
H2(x, y) =
1
4
E[F ′′(Z)Z2]y2 +O(x3 + y3).
With the above expansion for H2, we write
sˆn(F )
(d)
=
1
8
E[F ′′(Z)Z2]D˜2n +O
(
C˜3n√
n
+
D˜3n√
n
)
⇒ 1
8
E[F ′′(Z)Z2]D˜2, (B.10)
as n tends to infinity, which holds since D˜n → D˜ almost surely. This completes the analysis of
the expansion for F . We next consider the expansion for G. Following the same method, we
can write
√
n
 1
n
n∑
j=1
G
(√
n
Znj
‖Zn‖
)
− E[G(Z)]

=
1√
n
n∑
j=1
G(Znj )− E[G(Z)] +G′(Znj )
(√
nZnj
‖Zn‖ − Z
n
j
)
+
1
2
G′′(Z˜ni )
(√
nZnj
‖Zn‖ − Z
n
j
)2 .
Again by assumption, G′′ has polynomial growth, and thus the last term is of order o(1).
Hence, we may rewrite the terms above as follows:
√
n
 1
n
n∑
j=1
G
(√
n
Znj
‖Zn‖
)
− E[G(Z)]

=
1√
n
n∑
j=1
[
G(Znj )− E[G(Z)] +G′(Znj )
(√
nZnj
‖Zn‖ − Z
n
j
)]
+ o(1)
= rˆn(G) + o(1). (B.11)
Thus, the expansion in Lemma 3.4 follows from (B.1), (B.9) (B.10) and (B.11). The second
assertion of the lemma is a consequence of (B.9), (B.10), the analog of (B.9) with F replaced
with G and the joint convergence of (A˜n, D˜n, E˜n)⇒ (A˜, D˜, E˜). 
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Appendix C. Proof of Lemma 4.2
Proof. For p = 2, by direct calculation, we have the desired result.
Now we consider the case p > 2. Let Y be a generalized p-th Gaussian random variable with
density as in (2.3). The moments of Y are given in [29] by
E [Y m] =

0, m odd,
pm/pΓ
(
m+1
p
)
Γ
(
1
p
) , m even. (C.1)
For k = 1, in view of (C.1) we have
dk
dtk
logMγp(t) =
d
dt
logMγp(t)
=
E
[
Y etY
]
E [etY ]
=
∑∞
m=0 t
2m+1 E[Y
2m+2]
(2m+1)!∑∞
m=0 t
2m E[Y
2m]
(2m)!
=
∑∞
m=0 t
2m+1
(p1/p)2m+2Γ
(
2m+3
p
)
Γ(2m+2)∑∞
m=0 t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
= t×
∑∞
m=0 t
2m
(p1/p)2m+2Γ
(
2m+3
p
)
Γ(2m+2)∑∞
m=0 t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
.
We next show that the coefficient in the numerator is smaller than that of the denominator, and
therefore it has polynomial growth. For each m ∈ N ∪ {0},
(p1/p)2m+2Γ
(
2m+3
p
)
Γ(2m+2)
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
=
p2/p
2m+ 1
Γ
(
2m+3
p
)
Γ
(
2m+1
p
) ≤ (2m+ 1)2/p−1 ≤ 1,
where the second to last inequality is due to Wendel [38, Equation 7].
For an integer k greater than 1, the derivative d
k
dtk
logMγp can always be written as products
and sums of the following functions:
E
[
Y netY
]
E [etY ]
, for n ∈ N.
Therefore, we would only need to show the functions above have at most polynomial growth.
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We show the case when n is odd. Adopting a similar technique as above, we have,
E
[
Y netY
]
E [etY ]
=
∑∞
m=0 t
2m+1
(p1/p)2m+1+nΓ
(
2m+2+n
p
)
Γ(2m+1+n)∑∞
m=0 t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
≤
∑∞
m=0 t
2m+1
(p1/p)2m+1+nΓ
(
2m+2+n
p
)
Γ(2m+1+n)∑∞
m=n′ t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
=
∑∞
m=0 t
2m+1
(p1/p)2m+1+nΓ
(
2m+2+n
p
)
Γ(2m+1+n)∑∞
m=0 t
2m+2n′
(p1/p)2m+2n′Γ
(
2m+2n′+1
p
)
Γ(2m+2n′+1)
.
Pick n′ = (n− 1)/2. Then, we have
E
[
Y netY
]
E [etY ]
≤ t
tn−1
×
∑∞
m=0 t
2m
(p1/p)2m+1+nΓ
(
2m+2+n
p
)
Γ(2m+1+n)∑∞
m=0 t
2m
(p1/p)2m+n−1Γ
(
2m+n
p
)
Γ(2m+n)
≤ 1
tn−2
,
where the last inequality is the same as in the case k = 1.
Lastly, we turn to the case when 1 < p < 2. Again, we start with k = 1, and for general
k ∈ N, the result can be deduced using the same technique as in the case p > 2.
For k = 1, in view of (C.1) we have
dk
dtk
logMγp(t) =
d
dt
logMγp(t)
=
E
[
Y etY
]
E [etY ]
=
∑∞
m=0 t
2m+1 E[Y
2m+2]
(2m+1)!∑∞
m=0 t
2m E[Y
2m]
(2m)!
=
∑n−1
m=0 t
2m+1
(p1/p)2m+2Γ
(
2m+3
p
)
Γ(2m+2) +
∑∞
m=n t
2m+1
(p1/p)2m+2Γ
(
2m+3
p
)
Γ(2m+2)∑∞
m=0 t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
≤
n−1∑
m=1
Cmt
n−1 +
∑∞
m=n t
2m+1
(p1/p)2m+2Γ
(
2m+3
p
)
Γ(2m+2)∑∞
m=0 t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
=
n−1∑
m=1
Cmt
n−1 + t2n+1
∑∞
m=0 t
2m
(p1/p)2m+2n+2Γ
(
2m+2n+3
p
)
Γ(2m+2n+2)∑∞
m=0 t
2m
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
,
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where the inequality follows from E[etY ] ≥ 1. We will next show that there exists n ∈ N such
that for all m ∈ N ∪ {0}
(p1/p)2m+2n+2Γ
(
2m+2n+3
p
)
Γ(2m+2n+2)
(p1/p)2mΓ
(
2m+1
p
)
Γ(2m+1)
= p(2n+2)/p
Γ ((2m+ 2n+ 3)/p) Γ (2m+ 1)
Γ ((2m+ 1)/p) Γ (2m+ 2n+ 2)
≤ 1.
and the lemma holds.
Indeed, pick a, b ∈ N such that
(2m+ 1)
(
1− 1
p
)
− 1 < a < (2m+ 1)
(
1− 1
p
)
, and
(2m+ 2n)
(
1− 1
p
)
− 3
p
< b < (2m+ 2n)
(
1− 1
p
)
− 3
p
+ 1.
Then we have the inequality
2n− 2n
p
− 1− 2
p
< b− a < 2n− 2n
p
+ 1− 2
p
.
Now we use the definition of the Gamma function and the chosen a, b above to obtain
p(2n+2)/p
Γ ((2m+ 2n+ 3)/p) Γ (2m+ 1)
Γ ((2m+ 1)/p) Γ (2m+ 2n + 2)
= p(2n+2)/p
Γ(2m+ 1)
(
2m+1
p
)
· · ·
(
2m+1
p + a
)
Γ
(
2m+1
p + a+ 1
) Γ
(
2m+2n+3
p + b+ 1
)
Γ(2m+ 2n + 2)
(
2m+2n+3
p
)
· · ·
(
2m+2n+3
p + b
)
≤ p(2n+2)/p+b−a (2m+ 1) · · · (2m+ 1 + pa)
(2m+ 2n + 3) · · · (2m+ 2n + 3 + bp)
≤ p2n+1 1
(2n + 3 + ap) · · · (2n + 3 + bp) ,
which tends to zero as n tends to infinity uniformly in m. Therefore, the claim holds. 
Appendix D. Geometric information in sharp large deviation estimates
Fix p ∈ (1,∞) and n ∈ N. The sharp large deviation estimates indeed encode the geometric
properties of the underlying high-dimensional measure. We see from the estimate in (2.17) that
the leading order term depending on θ is Rna(θ
n), whose explicit form is given in (4.8). In
particular, we may simply look at Ψnp,θ(λa). Recall the definitions in (2.4), (2.10)and (4.6), we
have
Ψnp,θ(λa) =
1
n
n∑
j=1
Λp
(√
nθnj λa,1, λa,2
)
, (D.1)
where we suppress the θn dependence in Ψnp,θ. We first state a lemma regarding the properties
of Λp in [17].
Lemma D.1. [17, Lemma 7.5] Let p ∈ (1,∞) and t2 < 1/p. The map R+ ∋ t1 7→ Λp(
√
t1, t2)
is concave but not linear for p > 2, linear for p = 2 and convex but not linear for p < 2.
Proposition D.2. Fix p ∈ (1,∞) and a > 0 such that Ip(a) <∞. Recall the definitions of Λp,
λa, and Ψ
n
p,θ in (2.4), (2.10)and (4.6). Then
(1) For p = 2, Ψnp,θ is a constant regardless of the direction θ
n ∈ Sn−1;
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(2) For p > 2, the maximum of Ψnp,θ over θ
n ∈ Sn−1 is attained at (±1,±1, . . . ,±1), while
the minimum is attained at ±ej for j = 1, . . . , n;
(3) For p < 2, the minimum of Ψnp,θ over θ
n ∈ Sn−1 is attained at (±1,±1, . . . ,±1), while
the maximum is attained at ±ej for j = 1, . . . , n,
where ej is defined to be the basis vector in R
n.
Proof. By assumption Ip(a) <∞, λa is well-defined and λa,2 < 1/p due to (2.10). We may apply
Lemma D.1 in the following proof.
First, for p = 2, Ψnp,θ(λa) does not depend on θ and thus is a constant. The argument for
p > 2 and p < 2 is exactly the same with maximum replaced by minimum and vice versa, and
thus we present only the proof for p > 2.
For p > 2, by D.1, Λp
(√·, λa,2) is concave but not linear. By the definition in (2.4) and
the symmetry of p-th Gaussian distribution (2.3), Λp(·, λa,2) is an even function. Therefore, for
θn ∈ Sn−1,
1
n
n∑
j=1
Λp
(√
nθnj λa,1, λa,2
)
=
1
n
n∑
j=1
Λp
(√
n(θnj )
2(λa,1)2, λa,2
)
≤ Λp
√√√√ n∑
j=1
n(θnj )
2(λa,1)2, λa,2

= Λp
(√
nλa,1, λa,2
)
.
Moreover, since the Λp
(√·, λa,2) is not linear, the equality in the last display holds only when
(θn1 )
2 = (θn2 )
2 = · · · = (θnn)2.
With the fact that θn ∈ Sn−1, we conclude that the maximum of Ψnp,θ(λa) is attained at
(±1,±1, . . . ,±1).
On the other hand, consider the function F : Rn+ 7→ R defined to be
F(t1, t2, . . . , tn) := 1
n
n∑
j=1
Λp
(√
ntj(λa,1)2, λa,2
)
.
By Lemma D.1, F is strictly concave. Therefore, the minimizers of F over the compact domain
A :=
(t1, t2, . . . , tn) ∈ Rn+ :
n∑
j=1
tj = 1

are all extreme points of A, i.e.,
ej for j = 1, . . . , n,
Now, by identifying Ψnp,θ with F and (θnj )2 with tj, the minimum of Ψnp,θ(λa) is attained at
θn = ±ej for j = 1, . . . , n.

Since the points, (±1,±1, . . . ,±1), have the largest ℓ2-norm among ℓnp spheres for p > 2 (the
corresponding results also hold for p < 2), intuitively speaking, we expect the tail probability of
the projection onto those directions to be the largest, while for directions ±ej the tail probability
is the smallest. This intuition matches with our observations in Proposition D.2 and this fact
is an evidence that the tail probability encodes geometric properties of the underlying high-
dimensional measure, which the LDP results do not. Along this observation, we expect that one
GEOMETRIC SHARP LARGE DEVIATIONS FOR RANDOM PROJECTIONS OF ℓnp SPHERES AND BALLS 39
could understand geometric properties of a high-dimensional measure by probing the measure
with different directions utilizing the sharp large deviation estimates.
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